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Abstract
Dark matter is believed to comprise over 80% of the matter in the Universe. Its
composition could be in the form of weakly interacting massive particles (WIMPs),
which are predicted by extensions of the Standard Model, namely supersymmetric
theories. Even though hints of its existence were detected in astronomical observations over eighty years ago, its detection through means other than the gravitational
influence on observable luminous matter still eludes us.
Currently, there are many ongoing direct detection experiments, that aim to
measure the signals left by the elastic scattering of WIMPs with nuclei in the detector
target material. The detection and identification of dark matter is made difficult,
however, by the small interaction cross-section with ordinary matter and the large
parameter space that it could inhabit. As such large detectors are needed to probe
this parameter space, but potential detections can appear ambiguous in origin due
to the presence of backgrounds and a lack of a strong fingerprint in the energy
spectrum of detected events. Fortunately, there are two signatures that could point
to the Galactic origin of the signal. These are the annual modulation and directional
signatures, but of the two, the latter can provide the strongest evidence.
This thesis discusses the many challenges of directional detection utilizing the low
pressure time projection chamber (TPC) technology and describes the experimental

v

efforts to overcome them. A study of low-energy recoils to explore the achievable
discrimination threshold and directional sensitivity in a real detector is described.
Next, I discuss progress towards a path for detector scale-up while retaining sensitivity by employing a newly identified electronegative TPC gas. The development of
a novel readout technology for large detectors is discussed. Finally, the last chapter
is devoted to a new idea on a method to detect directionality in a high pressure
detector.
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Chapter 1
Introduction to Dark Matter
The nature of dark matter remains one of the most important longstanding and
unresolved questions in physics. Since its discovery over eighty years ago by Fritz
Zwicky through observations of the motions of galaxies in the Coma cluster [1], a
considerable amount of evidence for its existence has accumulated through a variety
of independent sources. Today, this body of evidence indicates that the matter
content of the Universe is dominated by a non-luminous form of matter that is of an
exotic and non-baryonic nature and accounts for over 80% of the matter density of the
Universe. This chapter gives a brief outline of the framework for which the matterenergy density of the Universe is expressed. Next, we discuss the observational
evidence for the existence of dark matter which range in scale from the cosmological
to the galactic. Finally, a brief description of some of the possible candidates follows,
with particular focus on a class of particles known as weakly interacting massive
particles (WIMPs) - one of the leading dark matter candidates.

1.1

Modern cosmology

The discussion in this section will follow the formalism provided by Weinberg in
his comprehensive treatment of modern cosmology [2]. In the modern cosmological
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paradigm, the Universe is assumed to be isotropic and homogeneous. Under this
assumption, the space-time line element can be written as


(x · dx)2
2
µ
ν
2
2
2
,
dτ ≡ gµν (x)dx dx = dt − a (t) dx + K
1 − Kx2

(1.1.1)

where gµν is the spacetime metric, K is the curvature parameter which can take on
one of three values:



+1 spherical


K=
−1 hyperspherical



 0
Euclidean

(1.1.2)

and a(t) is a function of time and known as the Robertson-Walker scale factor. The
meaning of the curvature parameter will be more apparent in the discussion of the
expansion of the Universe. Often, the line element is expressed in spherical polar
coordinates, for which
dx2 = dr2 + r2 dΩ,

dΩ ≡ dθ2 + sin2 θdφ2 .

Substituting the expressions from Equation 1.1.3 into Equation 1.1.1 gives


dr2
2
2
2
2
dτ = dt − a (t)
+ r dΩ ,
1 − Kr2

(1.1.3)

(1.1.4)

where one should note the the speed of light has been set to one.
In the Robertson-Walker spacetime, the scale factor a(t) is related to the proper
distance at time t between a comoving observer at radial distance r and the origin
by
Z
d(r, t) = a(t)
0

r




sin−1 r K = +1


dr
√
= a(t) ×
sinh−1 r K = −1

1 − Kr2


 r
K=0

(1.1.5)

Thus for a Euclidean geometry (K = 0), the distance between the comoving observer
and the origin simply grows as the scale factor. This is the basis of the famous Hubble
Law, which relates the distance to a galaxy and its recessional velocity.
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To relate the kinematics of the Universe to its dynamics and evolution, we must
consider its matter and energy density. The conservation of energy and the requirements of homogeneity and isotropy on the components of the energy-momentum
tensor describing the spacetime imply a continuity relation between the proper energy density ρ, pressure p, and scale factor a:
dρ 3ȧ
+
(ρ + p) = 0.
dt
a

(1.1.6)

The general solution to Equation 1.1.6 has an equation of state of the form:
ρ ∝ a−3−3w

(1.1.7)

where w is a time-independent parameter. In cosmology, there are usually three
important components that contribute to the matter-energy density of the Universe:
• Hot Matter (e.g. radiation): p = ρ/3
ρ ∝ a−4

(1.1.8)

ρ ∝ a−3

(1.1.9)

ρ = const.

(1.1.10)

• Cold Matter (e.g. dust): p = 0

• Vacuum energy: p = −ρ

The contribution of the these various components determines the dynamics of the
expansion of the Universe. The equation governing this evolution is the fundamental
Friedmann equation which is given by:
ȧ2 + K =

8πGρa2
.
3

(1.1.11)

The meaning of the curvature constant K in both the line element and the Friedmann
equation is made apparent by considering a co-moving ball of matter embedded in
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the expanding Universe. The kinetic energy of a co-moving particle of mass m inside
the ball at position X from its center is
1
mȧ2 X 2
2
KE = mẊ =
.
2
2a2

(1.1.12)

The potential energy of the particle is given by
4πGmρ|X|2
GmM
=−
,
PE = −
|X|
3

(1.1.13)

where M = 4ρ|X|3 /3 is the mass interior to the particle. The total energy E is the
sum of these two energies and can be written as


m|X|2 ȧ2 4πGρa2
m|X|2
−
.
E = KE + P E =
= −K
a2
2
3
2a2

(1.1.14)

The last equality from Equation 1.1.14 follows from the Friedmann equation (Equation 1.1.11). If E ≥ 0, the particle is able to escape to infinity, a similar condition
to the one found in classical orbital mechanics. This condition is met when K = 0
or K = −1 which is the case of a Euclidean and hyperspherical geometry, respectively. In a homogeneous and isotropic Universe, each particle can be described in
this manner. Thus each particle will move away from each other, implying a universal expansion. However, if K = +1, as in the case of a spherical geometry, the total
energy is negative and the expansion will eventually stop and particles will fall back
toward each other. This case is also often referred to as a closed Universe.
To determine which Universe we inhabit, we have to consider the matter-energy
density of the Universe, ρ. From the Friedmann equation, we can define a critical
density
ρcrit

3H 2
,
=
8πG

(1.1.15)

where H ≡ ȧ(t)/a(t) is famous Hubble constant which characterizes the rate of expansion. At the present time t0 , the critical density is ρ0,crit = 1.878×10−29 h2 g cm−3 ,
where h is the Hubble constant in units of 100 km s−1 Mpc−1 (H = 100h km s−1 Mpc−1
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). This parametrization of the Hubble constant is a way to account for the uncertainty in its value. The value of the curvature constant K is determined by whether
the density ρ is less than, equal to, or greater than the value of the critical density
ρcrit . The comparison can be made for any time t but is usually done for the present
time t0 . In addition, a new dimensionless density parameter can be defined
Ω=

ρ
ρcrit

= ΩΛ + ΩM + Ωrel ,

(1.1.16)

where Ω = 1 corresponds to K = 0, a flat cosmology in which the expansion continues
indefinitely.
The total density of the Universe, which is a mixture of vacuum energy, nonrelativistic, and relativistic matter, can be expressed in terms of the dimensionless
density parameter for each of the components as

 a 4 
 a 3
3H02
0
0
ρ=
+ Ωrel
ΩΛ + Ω M
.
8πG
a
a

(1.1.17)

Note that the factor multiplying ΩM an Ωrel is related to how the density of nonrelativistic and relative matter depends on the scale factor (Equations 1.1.9 and
1.1.8).
Observations from the Planck satellite of the cosmic microwave background (CMB
) radiation, a thermal relic of the Big Bang, give values for ΩΛ , ΩM , and Ωrel at the
present time of
Ω0,Λ = 0.692 ± 0.012,
Ω0,M = 0.308 ± 0.012,

(1.1.18)

Ω0,rel = 5.4α × 10−5 ,
where 1 < α < 10 is a parameter that accounts for non-CMB contributions (e.g.
neutrinos, gravitons, etc.) to the density of relativistic matter [3]. Although relatively insignificant today, the radiation density played a dominant role in the past
and its significance is manifested in the CMB.
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Summing the values of the density parameters in Equation 1.1.18 gives the value
of the total density parameter at the present time as
Ω0 = 1.000 ± 0.012

(1.1.19)

which is consistent with a flat geometry and an indefinite expansion. The dominant
contributor to this total density is a mysterious vacuum energy often called dark
energy. The character of this energy density and the role that it plays throughout
the history of the Universe is somewhat antithetical to the role of the radiation
density. Unlike radiation, which was significant in the early Universe and at the time
of radiation-matter decoupling (∼377,000 years after the Big Bang), dark energy was
negligible during this period. At the present time, however, it along with dark matter
are the dominant components driving the evolution of the Universe. The nature of
dark energy is a topic of intense research but is beyond the scope of this thesis.
Besides measuring the energy density of matter, the Planck observations can be
used to separate this density in terms of the baryonic Ω0,B and non-baryonic (dark
matter) Ω0,D components as
Ω0,B = 0.0484 ± 0.0004,

(1.1.20)

Ω0,D = 0.258 ± 0.004,
where Ω0,M = Ω0,B + Ω0,D . Remarkably, the current data imply that dark matter
is five times more abundant than baryonic, or ordinary, matter. Figure 1.1 shows
the energy-density disribution in the Universe at the present time. Alongside the
discovery of dark energy, this is one of the most surprising findings in the last century.
Evidence that the matter content of the Universe is dominated by some new, yet
undiscovered, form of matter exists at all scales. In Section 1.2, we discuss several
of the many pieces of evidence for the existence of this form of matter.

6

Chapter 1. Introduction to Dark Matter

Atoms
4.8%
Dark Matter
25.8%
Dark Energy
69.2%

Figure 1.1: Cosmological energy densities at the present time as derived from Planck
observations [3]. Ordinary matter (atoms) make up only around 5% of the Universe while
dark matter and dark energy are the dominant components. The small fraction due to
photons and neutrinos are not shown.

1.2
1.2.1

Observational evidence for dark matter
Cosmic microwave background

The CMB is the thermal remnant left over from the time when photons were in
thermodynamic equilibrium with the hot plasma in the early Universe. Around that
time, the Universe was composed of dark matter and a fluid of photons, baryons,
and free electrons. Because of Thomson scattering between the photons and free
ions, the Universe was opaque to radiation. But when the temperature dropped to
∼3000 K, which occurred around 377,000 years after the Big Bang as a result of
cosmic expansion, the photon energy dropped below the binding energy of hydrogen.
This allowed electrons to combine with protons to form neutral atoms. Once this
occurred, matter and radiation became decoupled, marking the time at which the
Universe became transparent to radiation. The CMB observed today is composed
of these relic photons that have been red-shifted into the microwave spectrum, and
has a characteristic black-body temperature of T (t0 ) = 2.725 ± 0.001 K, and a
corresponding number density of nR (t0 ) = 410 cm−3 [4].
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Figure 1.2: CMB intensity skymap at 5 arcmin resolution derived from the joint baseline
analysis of Planck, WMAP, and 408 Mhz. Credit: Ref. [5], reproduced with permission
c ESO.

A skymap of the CMB radiation show minute anisotropies that arise from the
primordial density fluctuations at the time of the photon-matter decoupling, also
known as the era of recombination. In Figure 1.2, the temperature map of the CMB
measured by Planck is shown [5]. Note how the temperature fluctuations are only on
the scale of hundreds of microKelvins. Nevertheless, a detailed analysis of the power
spectrum of the temperature anisotropy allows important cosmological parameters
to be determined. For this analysis, the power spectrum may be expressed in terms
of multipole moments as:
*

δT
T

2 +

∞
1 X
=
(2l + 1)Cl ,
4π l=0

(1.2.1)

where Cl is related to the coefficients from the decomposition of the temperature map
in spherical harmonics [6]. Figure 1.3 shows the CMB power spectrum measured by
Planck with the acoustic peaks being well-measured [3]. To understand the meaning
behind these acoustic peaks, we can divide the power spectrum into three regions:
l < 102 , 102 < l < 103 , and l > 103 [6].
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Figure 1.3: Planck 2015 CMB temperature power spectrum. Shown in the upper panel
in red is the best-fit base ΛCDM theoretical spectrum fitted to the Planck TT+lowP
likelihood. In the lower panel, residuals with respect to this model are shown with ±1σ
error bars. Credit: Ref. [3], reproduced with permission c ESO.

In the region corresponding to large angular scales (l < 102 ), the power spectrum
is relatively flat and consists of waves with oscillations that have periods longer than
the age of the Universe. At angular scales between 102 < l < 103 , oscillations of the
photon-baryon fluid are present because the scales are contained within the sound
horizon. The peaks in this angular range correspond to regions with higher and
lower densities than the average density while the troughs are regions with neutral
compression. The importance of these peaks is that their relative ratio are related
to the densities of baryons and dark matter. For instance, the amplitudes of the
odd-numbered peaks relative to the even-numbered ones is indicative of the value of
ΩB . The abundance of dark matter, on the other hand, is tied to a suppression of
all of the peaks, while the positions of the peaks is dependent on the curvature of
the Universe.
Finally, at the smallest angular scales (l > 103 ), the power spectrum has a characteristic exponential damping. This feature is the result of photons diffusing out of
over-dense regions which were smaller than the photon’s mean free path during the
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time of decoupling with matter. The transition from a radiation opaque Universe
to a transparent one took place over a time-span of 50,000 years, during which time
the mean free path of the photons was increasing along with the cosmic expansion,
giving rise to this exponential damping.
Amazingly, the shape of the power spectrum and the location of the acoustic
peaks can be fitted with just six parameters. The model that provides the best fit
to the observed power spectrum and other independent cosmological observations
is the ΛCDM model, where dark energy and cold dark matter are the dominant
components in the Universe. The values of the cosmological parameters given in
Eq. 1.1.18 are derived from a fit of the Planck data based upon this cosmological
model in combination with lensing reconstruction. Analogous to the Standard Model
of particle physics, ΛCDM is the reigning paradigm in modern cosmology.
Measurements of the CMB has help ushered in the era of precision cosmology
and allowed for precise determination of the abundance of dark matter in the Universe. However, the evidence for dark matter existed much earlier than this recent
development. In the next section, we discuss the first observational evidence for dark
matter.

1.2.2

Galaxy clusters: Virial theorem

The earliest evidence for the existence of dark matter can be traced back to the work
of Fritz Zwicky in 1933 [1], who realized that for a gravitationally bound system in
steady state, the virial theorem relates its total gravitational mass to the kinematics
of its constituents. This establishes a method to determine the mass of a system such
as a galaxy cluster by observing the motion of its component galaxies. To derive this
theorem, we start with the equation of motion for the ith component with mass,
mi , and position, r~i , in a N-body system interacting gravitationally, which can be
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expressed as:
mi r~¨i = −

X

Gmi mj

j6=i

r~i − r~j
.
|~
ri − r~j |3

(1.2.2)

Taking the dot product of both sides with r~i and summing over all i gives:
X

mi r~i · r~¨i = −

i

XX
i

Gmi mj

j6=i

r~i · (~
ri − r~j )
.
|~
ri − r~j |3

(1.2.3)

By rewriting r~i = 1/2(~
ri − r~j ) + 1/2(~
ri + r~j ) and noting the anti-symmetry of (~
ri − r~j )
under pair exchange, Eq. 1.2.3 can be rewritten as:
X
i

1
mi r~i · r~¨i = −
2

X Gmi mj
= U,
|~
r
~
i−r
j|
j6=i

(1.2.4)

where U is the gravitational potential energy. Next, we note that the left hand side
of Eq. 1.2.4 is related to the second time derivative of the moment of inertia of the
system, which is given by:
!
I¨ = 2

X

mi (~
vi 2 + r~i · r~¨i ) = 2 2K +

X

mi r~i · r~¨i

(1.2.5)

i

i

The combined results from Eq. 1.2.5 and Eq. 1.2.4 gives the virial theorem:
1¨
I = 2K + U.
2

(1.2.6)

In the form given in Eq. 1.2.6, the virial theorem is difficult to apply in practice.
However, there are two special cases where it becomes very useful [7]: The first case
is when the system is in, or approximately in, steady state, so that I¨ = 0, and there
is a simple relation between the system’s total kinetic and potential energies:
2K + U = 0.

(1.2.7)

The second special case occurs when the system is bound and the time average of
its moment of inertia, hIi, is at least quasi-periodic so that time derivative vanishes.
Then, by taking the time average of Eq. 1.2.6 the theorem can be expressed as:
2 hKi + hU i = 0.
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The condition of steady state and equilibrium is only valid when the age of the
system is much longer than its dynamical timescale, which is the time required for
components of the system to complete one orbit across the entire system [8].
Zwicky applied the virial theorem (Eq. 1.2.8) to the Coma cluster, a large cluster
of galaxies containing over 1,000 members with a mean distance of 102 Mpc from
the Earth. In practice, only the velocity along the line of sight, vk , and its dispersion
along the same direction, vk,rms , can be determined observationally. However, on
2
. If the cluster is assumed to be spherical and contains galaxies
average, v 2 = 3vk,rms
2
, where M is
with the same mass, its total kinetic energy is given by K = 3/2M vk,rms

the total mass of the cluster. Additionally, the cluster’s total gravitational potential
energy can be expressed as
U = −α

GM 2
,
R

(1.2.9)

where R is the radius of the cluster and α = 3/(5 − n) is a constant with polytropic
index n. Zwicky assumed the case of a uniform sphere, where α = 3/5 (n = 0).
Utilizing the virial theorem to relate the total kinetic and potential energies of the
system, he arrived at a mass for the Coma cluster of
M=

2
R
5vk,rms

G

≈ 1 × 1015 h−1 M ,

(1.2.10)

where, v̄k = 7300 km s−1 and vk,rms ≈ 700 km s−1 were used based on the known
radial velocities for seven galaxies in the Coma cluster at the time. The dimensionless
Hubble parameter, h, is 0.678 ± 0.009 based on Planck measurements [3]. Also, the
total luminosity of the cluster in the visual band was known to be
LV = 2 × 1013 h−2 L ,

(1.2.11)

thus giving the cluster a mass-to-light ratio M/L ≈ 50h in Solar units [8]. The results
implied that over 95% of the mass in the Coma cluster is in some non-luminous
form. As remarkable as Zwicky’s results were, an improved analysis of the Coma
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cluster that better handles the low statistics, effects of background contamination on
the luminosity measurement, and identification of cluster size, gives M/L ≈ 400h,
suggesting the Zwicky actually underestimated the amount of non-luminous matter
in the Coma cluster.

1.2.3

Galaxy clusters: Gas temperature

Another independent method to determine the mass of a galaxy cluster is through
a measurement of the temperature of the gas trapped in its gravitational potential.
Consider a spherical shell of gas in a spherically symmetric potential with radius, r,
thickness, dr, and density, ρ(r), the gravitational force on this shell is given by:
Fr =

GM (r)
4πr2 ρ(r)dr,
r2

(1.2.12)

where M (r) is the mass within radius r [4]. If we assume that the cluster is in hydrostatic equilibrium, the gravitational force on the shell is balanced by the pressure
gradient, dP , across it. The condition for this equilibrium state is given by:
dP
GM (r)
=−
ρ.
dr
r2

(1.2.13)

As hydrogen makes up the dominant component of gas in a cluster, the pressure and
temperature, Te , are related through the ideal gas law by:
P =ρ

kB T
,
mH

(1.2.14)

where mH is the mass of the hydrogen atom. Taking the derivative of Eq. 1.2.14
with respect to the radius, r, gives:
dP
ρkB T
=
dr
mH r



d(ln ρ) d(ln T )
+
d(ln r)
d(ln r)


.

(1.2.15)

The relationship between the cluster mass and gas temperature is apparent by substituting Eq. 1.2.15 into Eq. 1.2.13, giving:


kB T
d(ln ρ) d(ln T )
M (r) = −
r
+
.
GmH
d(ln r)
d(ln r)
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Typically, the density and temperature profiles can be measured by X-ray observations, but a good estimate can be obtained by assuming a model for the density profile. The beta model, proposed by Cavaliere and Fusco-Femiano [9, 10], parametrizes
the density by:
 2 #−3β/2
r
ρ(r) = ρ(0) 1 +
,
rc
"

(1.2.17)

where rc , is the cluster core radius and β = µmH σr2 /kB T . With the beta model,
Eq. 1.2.16 can be written as:
15

M (r) = 1.6 × 10 β



T
10 keV



r
Mpc



(r/rc )2
M .
1 + (r/rc )2

(1.2.18)

Using this method, Ref. [11] derived the X-ray masses for 14 clusters with 0.17 < z <
0.55 and compared their results to dynamical masses obtained from galaxy velocities
(virial theorem) and gravitational lensing studies. Within this cluster sample, the
average values for the temperature, core radius, and β, are 6.5±2.1 keV, 103±58 kpc,
and 0.72 ± 0.08, respectively. The average dynamical to X-ray mass ratio, Mdyn /MX ,
was found to be 1.04 ± 0.07 with discrepancies of up to a factor of 2 for individual
clusters when compared against strong lensing surveys. This discrepancy could be
due to a variety of systematic effects including mass clumps along the line of sight and
unknown redshifts in the lensed objects. In addition, X-ray data lack the resolution
to provide a detailed characterization of the X-ray emission in the cluster cores.
Nevertheless, this issue does not change the startling conclusion that the mass of
galaxy clusters is dominated by a non-luminous and non-baryonic form of matter. In
fact, the average mass fraction of the X-ray emitting gas in the cluster sample is only
0.047 ± 0.002 h−3/2 , and is consistent with the results from the dynamical study of
the Coma cluster which showed that over 95% of the cluster’s mass is non-luminous.
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1.2.4

Galactic rotation curves

We showed in the previous sections that there is an abundance of evidence for the
existence of dark matter in the largest scale structures as characterized by the high
mass-to-light ratios. However, the evidence is not only found on the largest scales
but extends from the cosmological scale (Gpc) all the way down to the galactic scale
(1-100 kpc). At the galactic level, one of the most robust pieces of evidence for dark
matter is the observation of flat rotation curves for disk galaxies.
In disk galaxies, stars and gas move in approximately circular orbits around the
galactic center with centripetal acceleration, v 2 /r, where v is the rotational velocity
and r is the orbital radius. This is due to the gravitational force exerted by all of
the matter within the orbital radius, M (r), on the orbiting object. By equating the
centripetal force with the Newtonian gravitational force, the orbital velocity can be
expressed as:

v(r) =

GM (r)
r

1/2
.

(1.2.19)

Thus measurements of the orbital velocity with orbital radius, which is often called
the rotation curve, provides a way to probe the mass distribution of the galaxy.
Measurements of the orbital velocity were made for the Andromeda Galaxy (M31)
in the optical by Rubin and Ford [12] and in the radio by Whitehurst and Roberts
[13]. Combining both types of observations, Whitehurst and Roberts showed that the
rotation curve for Andromeda is flat out to at least 30 kpc from the galactic center
[14]. This implies that the mass of the galaxy increases linearly with radius and has
a mass-to-luminosity ratio of > 200 [14]. Around the same time, flat rotation curves
for over a half dozen other galaxies were reported by Einasto et al. [15]. They used
data of the motions of dwarf galaxies orbiting around the main galaxy to determine
the rotation curve out to about ten times the radius of the visible stellar disk. Similar
to the rotation curve for Andromeda, the curves for the half dozen galaxies were flat
between 10-100 kpc [15].
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In the same year that Einasto et al. published their work, Ostriker et al. made
a suggestion that the observed flat rotation curves can be explained if galaxies are
embedded in a spherical isothermal halo [16]. The idea is that a typical galaxy is
composed of a stellar disk and central bulge surrounded by an extended dark matter
halo. This halo extends to over ten times the radius of the luminous stellar disk
and accounts for most of the mass of the galaxy. From the flatness of the rotation
curve, the density profile of the dark matter halo must fall off approximately as
ρd ∝ r−2 . One of the more popular parametrization for the halo density profile is
due to Navarro, Frenk, and White:
ρN F W (r) =

ρH
(r/rs )(1 + r/rs )2

(1.2.20)

and is often referred to as the NFW profile [17]. For the Milky Way Galaxy, ρH ∼
1.40 × 107 M /kpc3 [18] and rs ∼ 10 − 35 kpc [19]. In the Solar neighborhood
(R = 8.0±0.5 kpc), the local dark matter density is ρ ∼ 0.20−0.56 GeV/cm3 [19].
This quantity is related to the flux of dark matter on Earth and is very important in
direct searches. But before discussing dark matter detection, we must first consider
what it is we are searching for. In the next section, we discuss some of the candidates
for dark matter and show that their properties are considerably diverse.

1.3
1.3.1

Dark matter candidates
Lower bound on the mass

One of the most important quantity for characterizing a particle is its mass. For
dark matter particles, model-independent bounds, albeit extremely weak, on their
masses do in fact exist. The lower bound is imposed by the requirement that dark
matter particles must be confined in galaxies [20], a reasonable assumption given
the observational evidence. For bosonic dark matter particles with mass MD moving
with speed vD , their de Broglie wavelength, λ = 2π/MD vD , must be smaller than the
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host galaxy. The most stringent bound is determined by considering dwarf galaxies,
which have typical sizes of order 1 kpc and velocities usually of order 150 km/s. This
implies a lower bound of,

MD & 3 × 10−22 eV.

(1.3.1)

In the case of fermions, the lower bound is due to the Pauli exclusion principle
which constrains the maximum phase space density of the dark matter particles to
be less than the allowable value given by,
ff =

gχ
.
(2π)3

(1.3.2)

For dark matter in the halo of a galaxy, a reasonable distribution for the momentum
is the Maxwell-Boltzmann distribution. The maximum of the phase space density
occurs when the momentum, p~ = 0, and is given by,
f max (~p, ~x) =

ρD
1
.
3
MD4 (2π)3/2 vD

(1.3.3)

With gχ = 2, vD ∼ 150 km/s, and ρD ∼ 15 GeV/cm3 for the case of dwarf galaxies
(ρD ∼ 0.5 GeV/cm3 for galaxies like the Milky Way), the lower bound is given by,
MD & 750 eV.

1.3.2

(1.3.4)

Upper bound on the mass

At the upper bound of the mass range, the consideration is no longer centered on
fundamental particles but instead on macroscopic compact objects. These objects
are usually grouped into a category known as massive compact halo objects (MACHOs). Objects that fall under this classification are black holes, neutron stars,
brown dwarfs, unassociated planets, and low luminosity stellar class bodies such
as white and red dwarfs. Limits on the abundance of these objects can be placed
through their dynamical effects on directly observable astronomical systems.
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One of the most robust methods to survey the halo of our Galaxy for MACHOs
is through gravitational microlensing, a method first proposed by Paczyński [22]. By
continuously monitoring the brightness of millions of stars in the Magellanic Clouds
over a timescale of hours to years, these dark halo objects can be detected when they
pass over the observer’s line of sight towards a star, causing a momentary brightening.
The rate of the lensing events provides information about the number of these objects
in the disk and halo of the Galaxy as well as their masses and kinematics.
The OGLE-II [23] and EROS-2 [24] surveys of the Magellanic Clouds have excluded baryonic MACHOs with masses in the range 10−7 to 30 M as the dominant
constituents of dark matter in the halo. In addition to the constraints from microlensing surveys, the parameter space for baryonic MACHOs is further reduced
from the observed velocity dispersion in the disc [25] and evaporation of low mass
gas clumps (snowballs) [26], thus effectively ruling MACHOs with masses greater
than 106 M . Recently, a re-analysis of wide binary samples [27] by Quinn et al.
[28] has further constrained the upper mass range of MACHOs to 500 M , leaving
only a narrow window (30-500 M ) in which baryonic MACHOs can be the primary
constituents of the Galaxy’s dark matter halo. This effectively excludes objects such
as brown dwarfs and planets as possible dark matter candidates. The current bounds
on MACHOs are shown in Figure 1.4.
The small window on allowable MACHO masses has been all but closed at the
present time. A recent study of the orbits of wide binaries in the halo, which allows for
estimates of the effects of the halo density on the passage of these objects through
the galactic disk, has allowed new upper limits on the masses of MACHOs to be
established. The limits range from 112 M to less than 10 M depending on the
different subsamples of the binaries used in the analysis [29]. Thus, the upper bound
on the mass of dark matter in the form of MACHOs is 10−7 M (∼2 lunar masses),
and in effect, rules out objects composed of baryonic matter as being the dominant
contributor to the observed dark matter density.
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Figure 1.4: The bounds on the masses of MACHOs in solar mass units and their contribution to the mass of the Milky Way’s halo as determined from various astronomical
surveys. Reproduced from Ref. [28].

If dark matter is not composed of baryonic matter, then perhaps, they are made
of new fundamental particles that have yet to be detected. The list of possible
candidates is certainly long and a discussion that endeavors to cover all of them is
well beyond the scope of this thesis. Rather, we discuss below in some detail three
of the more promising particle dark matter candidates.

1.3.3

Axions

The axion, a light pseudoscalar boson, is one of many candidates for non-baryonic
dark matter. The hypothetical particle was proposed in relation to the strong-CP
problem, the apparent absence of charge-parity (CP) (combined charge conjugation (C) and parity inversion (P) symmetry) violation in quantum chromodynamics
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(QCD). The possible CP violating term in the QCD Lagrangian can be written as,
Lθ = −θ(αs /8π)G̃aµν Gaµν ,

(1.3.5)

where θ is a constant parameter, G̃aµν is the gluon field strength, Gaµν is the dual
tensor, and αs ∼ 1 is the QCD gauge coupling constant, analogous to the fine
structure constant, α = 1/137, in electrodynamics [30].
Interestingly, Lθ would also contribute to the hypothetical neutron EDM (electric
dipole moment), dn , via a coupling to the electromagnetic current. The connection
between the neutron EDM and the θ parameter is given by
dn = −3.3 × 10−16 θ (e cm).

(1.3.6)

The recent experimentally determined bound on the neutron EDM of dn < 2.9 ×
10−26 (e cm) [31] leads to an upper bound on the θ parameter:
θ < 9 × 10−11

(1.3.7)

[30]. The extreme smallness of this parameter has no apparent natural explanation,
and the absence of a resolution is known as the strong-CP problem.
Peccei and Quinn [32, 33] proposed a possible solution to this problem through
the introduction of a new global U(1) symmetry, often called PQ symmetry, that is
spontaneously broken. In essence, the solution considers θ, not as a fixed parameter,
but as a dynamical scalar field, θ(x). A consequence of this solution, realized by
Weinberg and Wilczek, is the existence of a new light pseudoscalar particle called
the axion [34, 35]. The precise mass of the axion is not known but is determined
by the energy scale, fa , which is the energy scale at which PQ symmetry is broken
through the relation

ma ≈ 6 eV

106 GeV
fa

[36, 37, 38].
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The impact of the axion in cosmology as a dark matter candidate is quantified
by its density relative to the critical density of the Universe which is given by

Ωa ≈

6 µeV
ma

7/6
(1.3.9)

[30]. If the axion accounts for all the dark matter in the Universe (Ωm ≈ 0.27), this
would correspond to ma ≈ 18 µeV. This is within the open mass window for the
axion (10−6 eV < ma < 10−2 eV). The upper limit in this mass range comes from
the observed burst duration of supernova SN1987a, whereas the lower limit comes
from the cosmological argument that an axion mass, ma < 1 µeV, would over-close
the Universe and be inconsistent with observations.
To detect the axion, most searches rely on an axion-photon interaction known
as the Primakoff effect [39]. These searches can be classified into three different
types: helioscopic, haloscopic, and laser searches. The helioscopic search attempts
to detect axions emitted from the center of the sun, which have a broad spectrum
around 1-10 keV. These axions are produced in the solar interior by the Primakoff
conversion of plasma photons in the Coulomb field of charged particles [40]. For
solar axion detection, a helioscope requires a powerful magnet coupled to an X-ray
detector. Often a buffer gas is also used to improve the sensitivity of the experiment
to higher axion masses [41]. The CAST Collaboration [42, 43], employing a powerful
magnet with a field of up to 9T over 9.3 m in length has placed stringent bounds on
the strength of the axion-photon coupling. A future project, called IAXO [44], will
attempt to provide a significant improvement in sensitivity over CAST and explore
a broad range of QCD axion models.
In the haloscopic search, dark matter axions from the halo of the Galaxy are
detected using a microwave cavity [45]. Instead of producing X-rays, as in solar
axion searches, dark matter axions produce feeble radio waves that corresponds to
the axion mass when in the presence of a strong magnetic field. To amplify this
weak signal, a cavity that matches the Compton wavelength of the axion is used.
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Figure 1.5: Current constraints on the axion mass (ma ) and axion-photon coupling (gaγγ ).
The allowed mass range is shown by the horizontal blue line. Reproduced from Refs. [47]
and [62] .

The ADMX Collaboration [46] is a haloscopic search that has begun to probe the
axion mass range consistent with dark matter.
The final type of axion search is unique in that it does not rely on cosmological or
astrophysical sources. Often called light-shining-through-a-wall experiments, these
searches employ a laser and a optical barrier under a magnetic field. The laser is a
source of axions due to photon-axion mixing. When produced in this way, a axion
can penetrate the barrier and then reconvert into a photon on the other side and be
detected with a photon detector. The ALPS Collaboration [48] has used this method
to place bounds on the axion mass. A proposed future experiment, called ALPS II
[49], has the potential of setting bounds beyond those from astrophysics. Current
constraints on the axion mass and axion-photon coupling are shown in Figure 1.5.
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1.3.4

Sterile neutrinos

The observation of neutrino flavor oscillation in solar, atmospheric, accelerator, and
reactor neutrinos strongly suggests the existence of right-handed neutrinos, often
called sterile or singlet fermions [50]. Such particles would have zero electric, weak,
and strong charges, and their interaction with ordinary matter would be extremely
weak. In addition, the number of these right-handed fermions must be at least two
in order to be consistent with experiment results [50].
Recall the bound on the phase-space density of fermionic dark matter given by
the Pauli exclusion principle implies that if sterile neutrinos are a dark matter candidate, then their masses must be of order keV and above (1.3.4). Given their weak
interaction with ordinary matter, the way in which sterile neutrinos can be detected
is through their decay into other more easily detected particles. One such decay channel is to a photon and an active neutrino [51]. The energy of the photon produced
in this decay process is given by
M1
,
2

Eγ =

(1.3.10)

where M1 is the mass of the decaying sterile neutrino. Given that the sterile neutrino
mass must be in the keV range or above, the produced photon is in the X-ray or
Gamma-ray spectrum, and hence, should contribute to the astronomical diffused Xray/Gamma-ray background [52, 53]. Observations of this diffused background has
placed limits on the mixing angle, ϕ, between the sterile neutrinos and matter which
is related to the its mass by
2

−5

ϕ . 1.8 × 10



keV
M1

5
.

(1.3.11)

This bound on the mixing angle implies that the lifetime of the sterile neutrino
is much larger than the age of the Universe, a necessary requirement if it were to
comprise a significant fraction of the dark matter content.
Searches for dark matter decay line in satellite data from XMM-Newton [57, 58],
Chandra [54, 57, 55, 56], INTEGRAL [59, 60], and Suzaku[61] have not yielded any
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Figure 1.6: The allowed region for sterile neutrino dark matter produced through mixing
with active neutrinos is shown by the unshaded region. The allowed mass range is between
1-50 keV. Reproduced from Ref. [50].

candidate lines in the energy range of ∼ 0.5 keV-10 MeV. However, the combination
of phase-space density constraints together with astrophysical and cosmological observations currently restrict the sterile neutrino mass to range of 1-50 keV [50]. The
allowed region for sterile neutrino dark matter parameters is shown in Figure 1.6.
Future improvements on these bounds will rely on next generation X-ray spectrometers that have much better energy resolution, effective area, and field-of-view than
current instruments.

1.3.5

WIMPs

Perhaps the leading candidate for dark matter are a class of particles known as weakly
interacting massive particles (WIMPs) which are predicted by many extensions of
the Standard Model. These particles, with a mass in the range of ∼ few GeV few TeV, have no electric charge and interact with ordinary matter through only
the gravitational and weak forces. The extensions often take the form so called
supersymmetric theories where a new multiplicatively conserved quantum number R

24

Chapter 1. Introduction to Dark Matter

is introduced [2]. R takes the value +1 for all the particles of the Standard Model,
and −1 for their supersymmetric partners. A consequence of this conservation law
is that the lightest supersymmetric particle (LSP) with R = −1 is stable, but these
particles can annihilate into Standard Model particles with R = +1 (the product of
the Rs for the two supersymmetric particles is (−1)(−1) = +1). The neutralino, the
spin−1/2 superpartner of some mixture of Standard Model neutral gauge and scalar
bosons, is one of several LSP candidates.
Although particle physics can introduce many new particles as dark matter candidates, WIMPs being just one example, the reason WIMPs are a leading candidate
is due to the so called “WIMP miracle”. If dark matter is composed of WIMPs, it
can be produced as a thermal relic of the Big Bang with a density consistent with
that observed for dark matter. Consider in the hot and dense early Universe, all
particles are in thermal equilibrium. As the Universe expands and cools to a temperature T below the the mass of dark matter particle MD , the number of these
particles becomes suppressed by the Boltzmann factor, exp(−MD /T ). This number
does not drop to zero because the expansion decreases the density, n, of these particles, making it difficult for them to annihilate with each other. When this happens,
the density of dark matter particles freezes out and approaches a constant value
which is the thermal relic density.
The rate of annihilation per dark matter particle with its antiparticle is n hσvi,
where n is the number density, σ(v) is the annihilation cross section, and v is the
relative velocity. The rate of decrease of the dark matter particles due to annihilation
in a co-moving volume a3 is na3 × n hσvi. In equilibrium, this annihilation rate is
balanced by a creation rate neq a3 ×neq hσvi. Thus the evolution with time of number
of the dark matter particles in a comoving volume, shown in Figure 1.7, is given by
the Boltzmann equation

d(na3 )
= − n2 − n2eq a3 hσvi
dt

(1.3.12)

[2]. When the Universe’s temperature falls below MD the creation term becomes
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Figure 1.7: The comoving number density (Y ) and the thermal relic density (ΩX ) for
the case of a 100 GeV WIMP as a function of the time (t) and corresponding temperature
of the Universe (T). The solid gray contour shows the annihilation cross-section that gives
the correct relic density while the dashed contour shows the number density for a particle
that remains in thermal equilibrium. The shaded regions show the density corresponding
to other values of the cross-section. Reproduced from Ref. [62].

unimportant and Equation 1.3.12 becomes
d(na3 )
= −n2 a3 hσvi .
dt

(1.3.13)

Both Equations 1.3.12 and 1.3.13 must be solved numerically, but an approximate
answer can be obtained by considering the number density at freeze out, nf . At this
time, the annihilation rate is equal to the Hubble rate, that is n hσvi = H. The
number density is then approximately given by
3/2 −MD /Tf

nf ∼ (MD Tf )

e

Tf2
,
∼
MPl hσvi

(1.3.14)

where Tf is the freeze out temperature and MPl is the Planck mass [62]. The dark
matter thermal relic density is then given by
ΩD =

MD n0
MD T03 n0
MD T03 nf
xf T03
=
∼
∼
hσvi−1 ,
ρc
ρc T03
ρc Tf3
ρc MPl
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Figure 1.8: Omega-WIMP mass plane with a band showing the natural values of these
two parameters for a thermal relic. Reproduced from Ref. [62].

where xf ≡ MD /Tf , ρc is the critical density, T0 and n0 are the present temperature
and number density, respectively.
The product of the annihilation cross-section and relative velocity can be expressed as
σv = kw

4
gweak
,
16π 2 MD2

(1.3.16)

where gweak ' 0.65 is weak interaction gauge coupling and kw is a dimensionless
parameter of order one. Consequently, a particle that accounts for most of the dark
matter in the Universe would have a mass in the range of 0.1-1 TeV [62] (Figure 1.8).
This result has been called the WIMP miracle because a particle at the weak scale
would be a natural and model-independent dark matter candidate.
If dark matter is composed of WIMPs, there are three strategies for detection:
indirect detection, direct detection, and production in colliders. As dark matter
(X) must have annihilated in the early Universe to give the observed relic density,
one channel in which the annihilation can occur is to Standard Model particles
(S) (X + X → S + S). The detection of Standard Model particles resulting from
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annihilation is called indirect detection. It is important to note that even after freeze
out, dark matter annihilation can continue to occur, particularly in regions with high
densities of dark matter such as in the cores of galaxies. The annihilation rate is not
exactly zero but only greatly suppressed after freeze out. In the production detection
strategy, dark matter can be produced by colliding ordinary matter together through
(S + S → X + X). Although the produced dark matter particles are not detected
directly in this method due to their feeble interaction with ordinary matter, their
existence can be inferred from the missing energy. Finally, in direct detection, dark
matter particles from the Galaxy’s halo can scatter off ordinary matter (X + S →
X + S) through spin-independent and/or spin-dependent interactions. The recoiling
target resulting from such an interaction can deposit enough energy to be detected in
sensitive, low-background detectors. The focus of this thesis is on direct detection,
with an emphasis on directional detection, and a more detailed discussion will be
given in Chapter 2.
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WIMP Direct Detection
2.1

Introduction

In Chapter 1 we showed that evidence for dark matter exists at all scales, from the
cosmological down to the galactic. One of the most promising candidates for this
new and non-luminous form of matter are WIMPs, or Weakly Interacting Massive
Particles. The theoretical motivation for these particles comes from extensions of the
Standard Model, in particular, supersymmetric theories [63, 64, 65]. On the observational side, there are indications, perhaps circumstantial in nature, that a weak-scale
particle would naturally produce the observed dark matter relic abundance. This so
called WIMP miracle also implies that if WIMPs are the dominant constituent of
dark matter, then they must have some small but finite coupling to ordinary matter.
Without this coupling, the annihilation of dark matter in the early Universe would
be prohibited, leading to an over-abundance today.
If WIMPs do, indeed, interact with ordinary matter and exists at all distance
scales, a possible path towards their identification is through the direct detection
method which searches for the interactions of WIMPs with target nuclei in low
background terrestrial detectors. In this chapter, we discuss the mathematics of
direct detection, with emphasis on the expected interaction rates in a given detector
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and the signatures that can provide an unambiguous origin of the observed signal.

2.2

WIMP-nucleus scattering

The general expression for the differential scattering rate of dark matter particles
with the detector target material is given by:
Z vmax
1
dR
2
∝ n0 σ0 |F | S(ER )
f (~v , v~E )d3 v.
dER
v
vmin

(2.2.1)

In Eq. 2.2.1, n0 = ρD /MD is the mean dark matter particle number density in
the local Solar neighborhood for a WIMP of mass MD and local density ρD . This
parameter can be regarded as an astrophysical quantity because its value must be
obtained from observations. Currently, estimates of the local dark matter density are
in the range 0.2 GeVcm−3 ≤ ρD ≤ 0.56 GeVcm−3 [19]. The other terms in Eq. 2.2.1
are the WIMP-nucleus interaction cross-section σ0 , the form factor correction |F |2 ,
the detector efficiency S(ER ), and the WIMP velocity distribution in the laboratory
frame f (~v , v~E ). With the exception of the detector efficiency which depends on the
particular experiment, we discuss each of the those terms in detail below.

2.2.1

WIMP velocity distribution

The standard model for the dark matter distribution surrounded our Galaxy is that
of a spherical isothermal halo. The velocity distribution of WIMPs within is halo is
often assumed to be Maxwellian and of the form:


f (~v , v~E ) ∝ exp −(~v + v~E )2 /v02 ,

(2.2.2)

where v~E ' 244 km s−1 is the velocity of the Earth relative to the dark matter halo, ~v
is the velocity of the dark matter particle onto the Earth-bound target, and v0 ' 230
km s−1 is the most probable speed [66]. The normalization constant, k, is determined
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by:
Z
k=

2π

1

Z
dφ

Z

−1

0

vesc

v 2 f (~v , v~E )dv.

d cos θ

(2.2.3)

0

For the special case where the velocity distribution has no cutoff, that is vesc = ∞,
Z ∞

exp −v 2 /v02 v 2 dv = (πv02 )3/2 .
(2.2.4)
k = k0 = 4π
0

However, in a realistic scenario, the velocity distribution must be truncated at
some value. For the direct detection case, that value is the local galactic escape
velocity, |~v + v~E | = vesc . This, of course, is necessary as any dark matter particle
with a velocity exceeding the escape velocity would no longer be gravitational bound
to the Galaxy and could never interact in an Earth-bound detector. For the Milky
Way Galaxy, vesc ∼ 600 km s−1 . Thus, k, is given by

vesc

Z

v02 vesc
exp −v
v dv = 4π
k = 4π
exp −v 2 /v02 dv
2 0
0


 


2 vesc
vesc
2
2
2
2
−vesc exp −vesc /v0 = k0 erf
− 1/2
exp −vesc /v0
v0
π
v0
Z

2

/v02



2



(2.2.5)

In summary, the velocity distribution for the two cases is given by:
• Maxwell distribution: vesc = ∞

f (~v , v~E ) =



1
2
2
exp
−(~
v
+
v
~
)
/v
E
0
(πv02 )3/2

(2.2.6)

• Truncated Maxwell distribution: |~v + v~E | = vesc

 
 J(πv 2 )3/2 −1 exp[−(~v + v~ )2 /v 2 ] v < v
E
esc
0
0
f (~v , v~E ) =
 0
v ≥ vesc

(2.2.7)

with

J = erf

vesc
v0


−


2 vesc
2
2
exp
−v
/v
0 .
esc
π 1/2 v0
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It is worth mentioning that the Maxwellian velocity distribution for WIMPs is
merely an assumption. Many other forms for the velocity distribution have been
explored [67]. Among these are the stream model, Sikivie’s late infall (SLI) halo
model, and anisotropic logarithmic-ellipsoidal models. Characterizing the WIMP
velocity and mass distributions in our Galaxy would require a detector capable of
measuring the directions of WIMP-induced recoils. The challenges to designing a
directional detector is discussed in more detail in the subsequent chapters of this
thesis.

2.2.2

Form factors

The effective scattering cross-section for WIMP on nucleus begins to fall off when
the WIMP momentum is such that its wavelength h/q is no longer much larger than
the nucleus size. This momentum dependence is encompassed in a term called the
form factor, F 2 , and the general behavior of the cross-section is then given by
σ(qrn ) = σ0 F 2 (qrn ),

(2.2.9)

where σ0 is the zero momentum transfer cross-section. Functionally, the form factor
depends on the dimensionless quantity qrn /h̄. Typically, h̄ is taken to be one, and the
correction term is ≤ 1. Here, rn is the effective nuclear radius and q = (2MT ER )1/2
is the momentum transferred to a target mass MT and recoil energy ER [66].
In general, the form factor is different for spin-independent and spin-dependent
interactions, as well as the target nucleus of interest. However, in both cases, the
form factor can be approximated in the first Born approximation as the Fourier
transform of the density distribution of scattering centers, ρs (r). Below, we give
both the approximations as well as the more exact results for the two interaction
cases.
• Spin-independent
The approximation of the form factor for the spin-independent case is given by
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the Fourier transform of the density distribution for a solid sphere as
F (qrn ) = 3j1 (qrn )/qrn = 3 [sin (qrn ) − qrn cos(qrn )] /(qrn )3 ,

(2.2.10)

where j1 is the spherical Bessel function of the first kind. A more commonly
used form factor for the spin-independent case is the one proposed by Helm
[68]
j1 (qrn )
2
× e−(qs) /2 ,
(2.2.11)
qrn
where s is the nuclear skin thickness. Typically, s ' 0.9 fm and, for most A,
F (qrn ) = 3

rn ' 1.14A1/3 is used.
• Spin-dependent
The form factor for the spin-dependent case can be obtained approximately by
the Fourier transform of a thin shell
F (qrn ) = j0 (qrn ) = sin (qrn )/qrn .

(2.2.12)

A more exact result is provided by Engel et al. [74]. For momentum transfers in the experimentally pertinent range 0 ≤ qrn ≤ 6, the form factor is
approximated by

 j 2 (qr )
qrn < 2.55, qrn > 4.5
n
0
F 2 (qrn ) =
 constant ' 0.047 2.55 ≤ qrn ≤ 4.5

(2.2.13)

with rn ' 1.0A1/3 fm.

2.2.3

Cross-sections

The cross-section and form factor in Eq. 2.2.1 can be combined into an effective
cross-section, σ(E), which accounts for the energy dependence of the interaction.
In general, this effective scattering cross-section is composed of two parts, a spinindependent part (σ SI ) and a spin-dependent part (σ SD ) and can be written as:
σ(E) = σ SI + σ SD .
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In this section, we discuss the expressions for the cross-sections for these two
interaction types.
1. Spin-independent cross-section
The spin-independent cross-section can be written as

σ SI = σ0 F 2 ,

(2.2.15)

where |F 2 | is the nuclear form factor discussed in the previous section and σ0
is the zero-momentum transfer cross-section. For the spin-independent case,
this cross-section can be expressed in the form

σ0 =

µN
|ZGp + (A − Z)Gn |2 ,
π

(2.2.16)

where Z is the number of protons, A is the mass number, and Gp and Gn are
the WIMP-proton and WIMP-neutron coupling, respectively [67]. Note that
µN = MD MT /(MD + MT ) is the reduced mass between the WIMP and nucleus
of interest. Equation 2.2.16 can be greatly simplified under the typically made
assumption that Gp = Gn , allowing the cross-section to be expressed as
µ2N 2
σ0 = 2 A σp ,
µp

(2.2.17)

where σp is the WIMP-proton cross-section. Equation 2.2.17 provides a very
useful expression for comparing the results from experiments with different
targets. Those results are expressed in the form of a limit curve on an exclusion plot where the vertical axis is the WIMP-proton cross-section and the
horizontal axis is the WIMP mass. All combinations of WIMP masses and
cross-sections above the curve are ruled out by the experiment under standard
assumptions for the local dark matter density, velocity distribution and escape
velocity, and nuclear form factors.
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Because the cross-section in Eq. 2.2.17 scales as A2 , it is advantageous to choose
a target with a high nucleon number. For example,

132

Xe, with A = 132, has

a scattering cross-section that is 1089 times larger than 4 He, with A = 4.
However, it is important to note that the total rate does not scale in this
manner because for a given mass of target material, there are fewer nuclei in
given mass of a high nucleon number target.
Another factor that must be considered is the energy threshold. Because this
quantity is never truly zero in a real detector, matching the target mass to
the WIMP mass can provide some advantages. For example, consider the case
of a 1 GeV WIMP, a xenon detector might not necessarily be more sensitive
than a helium detector because the recoil energies will typically be higher in
the latter case due kinematics. In such a situation, the maximum recoil energy
is 0.1 keV for Xe while it is much higher for He at 2.6 keV. Thus, the rate
above detection threshold can be much higher for the He detector than the
Xe detector even though Xe benefits from the nucleon enhancement factor.
Nevertheless, in practice the choice of target is not easily made because the
WIMP mass is an unknown quantity that can range from a few GeVs to a few
TeVs.
2. Spin-dependent cross-section
The spin-dependent cross-section for a nucleus, N , can be written as

SD
σN
=


32µ2N G2F  2
2
S
(E)
+
a
a
S
(E)
,
a
S
(E)
+
a
pp
nn
p
n
pn
n
p
(2JN + 1)h̄4

(2.2.18)

where GF is the Fermi coupling constant, JN is the nucleus total angular momentum, ap (an ) is the effective WIMP-proton(neutron) coupling, and Spp , Snn ,
Snp are dimensionless parameters characterizing the nuclear form factor [67].
These parameters are given by
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Spp = S00 + S11 + S01 ,

(2.2.19)

Snn = S00 + S11 − S01 ,

(2.2.20)

Spn = 2(S00 − S11 ),

(2.2.21)

where S00 , S11 , and S01 are the nuclear spin structure functions. For a protonodd nucleus,

Spp =

λ2N JN (JN + 1)(2JN + 1)
,
π
Snn = 0,

(2.2.22)
(2.2.23)

Spn = 0,

(2.2.24)

Spp = 0,
+ 1)(2JN + 1)
,
π
Spn = 0.

(2.2.25)

and for a neutron-odd nucleus,

Snn =

λ2N JN (JN

(2.2.26)
(2.2.27)

Thus, the spin-dependent cross-section for WIMP-proton is given by

σpSD =

24µ2p G2F
4

πh̄

a2p

(2.2.28)

and similarly for the WIMP-neutron spin-dependent cross-section. The expression in Eq. 2.2.28 is useful for comparing experiments with different targets by
normalizing to a standard cross-section. This, of course, is similar to what is
done in the spin-independent case. So by combining Eqs. 2.2.18 and 2.2.28, the
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Table 2.1: The natural abundance (N A) and nuclear spin for select targets [70, 71, 72,
73, 74, 75].

Target

NA (%)

JN

Sp

Sn

λ2N,p JN (JN +1)

λ2N,n JN (JN +1)

1

99.9885
0.000137
92.41
100.0
100.0
75.78
7.73
100.0
100.0
26.44
21.18

1/2
1/2
3/2
1/2
3/2
3/2
9/2
9/2
5/2
1/2
3/2

0.5
-0.081
0.38
0.4751
0.2477
-0.051
0.009
0.48
0.354
0.0128
-0.012

0
0.552
0
-0.0087
0.0199
-0.0088
0.372
0.04
0.064
0.300
-0.217

0.75
0.020
0.24
0.677
0.102
0.004
9.9 × 10−5
0.28
0.175
4.92 × 10−4
2.4 × 10−4

0
0.914
0
2.3 × 10−4
6.60 × 10−4
1.3 × 10−4
0.168
2.0 × 10−3
5.7 × 10−3
0.27
7.85 × 10−2

H
He
7
Li
19
F
23
Na
35
Cl
73
Ge
93
Nb
127
I
129
Xe
131
Xe

3

spin-dependent cross-section for a proton-odd nucleus, N , can be expressed in
terms of the WIMP-proton cross-section as

SD
σN
=

4 µ2N 2
λ JN (JN + 1)σpSD .
3 µ2p N

(2.2.29)

A similar expression can be written in terms of the WIMP-neutron crosssection for a neutron-odd target nucleus. It is evident that for spin-dependent
dark matter searches, it is important to choose a target containing nuclei
with a high spin factor rather than one with a high nucleon number as is
the case for spin-independent WIMP searches. One of the nuclei typically
used in spin-dependent searches is

19

F, which is a proton-odd nucleus, where

λ2N JN (JN + 1) = 0.677. This target also has the advantage of having a high
natural abundance, so there is no need for isotopic enrichment. But fluorine
is only one of the many targets used for spin-dependent searches, among these
are xenon(129 Xe), iodine (127 I), and sodium (23 Na). The nuclear spin parameters for targets typically used in direct dark matter searches are tabulated in
Table 2.1.
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2.2.4

Total event rate

To compute the total interaction rate, we first consider the differential event rate per
unit mass on a target with atomic number, A, which is given by
dR =

N0
σ0 vdn,
A

(2.2.30)

where N0 is Avogadro’s number, σ0 is the zero-momentum transfer cross-section, and
dn is the differential particle number density [66]. In general, σ0 must be replaced
by σ(ER ) with the form factor included for either the spin-independent or spindependent case. Because the form factor is of order one, using the zero-momentum
cross-section provides a reasonably accurate result that can be computed analytically.
First, consider the simple special case, vE = 0 and vesc = ∞, the event rate is
Z ∞
N0 ρD
N0
σ0
vdn =
σ0 hvi
(2.2.31)
R=
A
A MD
0
where the last equality follows by substituting the differential number density, dn =
R
(n0 /k)f (~v , v~E )d3 v, into the integrand and the definition hvi = (1/k) vf (v)d3 v.
Recall that n0 = ρD /MD is the mean dark matter particle number density and
k = k0 = (πv02 )3/2 . It is often useful to define an event rate, R0 as
2 N0 ρD
R0 ≡ √
σ0 v0
π A MD

(2.2.32)

so that R can be written as
2 hvi
1
R = R0 √
= R0
2πv04
π v0

Z

vf (~v , v~E )d3 v.

(2.2.33)

For vE 6= 0 and a finite vesc , the most general form for the event rate, R(vE , vesc ),
is found by integrating over the truncated Maxwell velocity distribution. This gives
 

  



k0 1 1/2 vE 1 v0
vE
2
2
R(vE , vesc ) = R0
π
+
erf
+ exp −vE /v0
k 2
v0
2 vE
v0
 2



vesc 1 vE2
2
2
− exp −vesc /v0
+
+ 1 (2.2.34)
v02
3 v02
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Note that k0 and k are given by Eqs. 2.2.4 and 2.2.5, respectively, and typically the
velocities are taken to be v0 = 230 km s−1 , vE = 244 km s−1 , and vesc = 600 km s−1 .
The event rate, R0 , is determined by considering a WIMP mass, MD , WIMP density
ρD ' 0.3 GeVcm−3 , and target nucleus with atomic number A. The units for the
event rates are often expressed as the number of events per kg of target material per
year of exposure.

2.2.5

Differential event rate

To include the form factor, detector efficiency, and other experimental effects such
as energy threshold, the differential rate is needed. Using the differential form of
Eq. 2.2.33, we obtain
R0 k0 1
dE
=
dER
E0 r k 2πv02

Z

vmax

vmin

1
f (~v , v~E )d3~v
v

(2.2.35)

Here, r is defined as
r = 4MD MT /(MD + MT )2

(2.2.36)

vmin = (2Emin /MD )1/2 = (ER /E0 r)1/2 v0

(2.2.37)

Emin = ER /r

(2.2.38)

E0 = 1/2(MD v02 ) = (v02 /v 2 )E,

(2.2.39)

and vmin as

with

and

[66]. Using these definitions, the differential event rate for non-zero vE and vesc =
∞ is given by
 



vmin + vE
vmin − vE
R0 π 1/2 v0
dR(vE , ∞)
=
erf
− erf
.
dER
E0 r 4 vE
v0
v0

39

(2.2.40)

Chapter 2. WIMP Direct Detection

−3

1.5
Total Rate Above Threshold (events/kg−year)

Total Rate Above Threshold (events/kg−year)

0.03
Eth = 0 keV
0.025

0.02

0.015

0.01

0.005

0
0

20

40

60
80
Target Mass (A)

100

E = 5 keV
th

1

0.5

0
0

120

(a) MD = 10 GeV, Eth = 0 keV

40

60
80
Target Mass (A)

100

120

−5

−4

1.2
Eth 10 keV

Total Rate Above Threshold (events/kg−year)

Total Rate Above Threshold (events/kg−year)

20

(b) MD = 10 GeV, Eth = 5 keV

x 10

2

1

0
0

x 10

20

40

60
80
Target Mass (A)

100

x 10

Eth = 20 keV
1

0.8

0.6

0.4

0.2

0
0

120

(c) MD = 10 GeV, Eth = 10 keV

20

40

60
80
Target Mass (A)

100

120

(d) MD = 10 GeV, Eth = 20 keV

Figure 2.1: The total rate above threshold as a function of the target nucleus atomic
number A for MD = 10 GeV. The rates are for spin-independent interaction at a crosssection σW p = 10−46 cm2 . (a)-(d) Shows the dependence of the maximal rate and the
corresponding target mass number on the energy threshold. At zero threshold, the A2
enhancement factor dominates, but at higher thresholds, the optimal target mass number
is close to the WIMP mass. Also, note the precipitous decline of the total rate with energy
threshold.
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Figure 2.2: The total rate above threshold as a function of the target nucleus atomic
number A for MD = 100 GeV. The rates are for spin-independent interaction at a crosssection σW −p = 10−46 cm2 , which is approximately the world’s current leading limit at
100 GeV [76]. (a)-(d) Shows the dependence of the maximal rate and the corresponding
target mass number on the energy threshold. At zero threshold, the A2 enhancement
factor dominates, but at higher thresholds, the optimal target mass number is close to the
WIMP mass. Compared to the 10 GeV case, the total rate falls much slower with energy
threshold. Despite that, these rates show that a ton-scale or larger detector is necessary
to push lower the detection limit.
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Figure 2.3: The spin-independent differential rate for MD = 10 and MD = 100 GeV for
SI = 10−46 cm2 .
several different target masses. The cross-section is taken as σW
p

For a finite escape velocity, the differential rate is given by
R0 k0
dR(vE , vesc )
=
dER
E0 r k



 



π 1/4 v0
vmin + vE
vmin − vE
erf
− erf
4 vE
v0
v0
 (2.2.41)

2
− exp −vesc
/v02

The effects of the nuclear form factor and detection efficiency can be accounted for by
taking the product of these functions with the differential event rate in Eq. 2.2.41. In
Figures 2.1 and 2.2, we show the total rates for two WIMP masses and different target atomic number by integrating the differential rate with the form factor included.
The rates are shown for different energy thresholds to illustrate its dependence on
the effects of nucleon enhancement and kinematic mass matching. The energy dependence of the rate is easily seen in the differential spectrum, shown in Figures 2.3
and 2.4 for the spin-dependent and spin-independent cases, respectively.
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Figure 2.4: The spin-dependent differential rate for MD = 10 and MD = 100 GeV for
SD = 10−40 cm2 , which is apseveral different target masses. The cross-section is taken as σW
p
proximately the world’s current leading limit at 100 GeV in the spin-dependent parameter
space [77, 78].

2.3

WIMP Galactic signatures

Direct detection is limited by several factors, one being the extremely low WIMPnucleon interaction cross-sections predicted by extensions of the Standard Model
[79], leading to a requirement of large detector masses. Another is the featureless, exponentially-falling recoil energy spectrum expected from WIMP interactions,
which encourages low detection thresholds. These issues are compounded by the presence of large backgrounds whose signals could mimic those expected from WIMPs.
Although powerful techniques have been developed to discriminate and shield against
a majority of these backgrounds, the misidentification of backgrounds for signal continues to plague the field [80, 81, 82, 83]. For these reasons the definitive proof of
discovery in dark matter searches rests on the detection of specific signatures of the
WIMP-nucleus interaction arising from the Galactic origin of the WIMPs.
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Figure 2.5: The differential rate for a 100 GeV WIMP scattering off ˆ19F at three
different times of the year (March, June, and December). The cross-section is taken to
SI = 10−46 cm2 which is the location of the world’s current leading limit at this
be σW
P
WIMP mass. The annual modulation effect is extremely small and would require a very
high number of events to observe.

2.3.1

Annual modulation

One such textbook signature is the annual modulation in the interaction rate caused
by the seasonal variation in the relative velocity of the Earth-bound detector with
the dark matter halo [84, 85]. Figure 2.5 shows the modulation in the differential
rate at three different times of the year and for three different energy thresholds.
The effect is relatively small at low threshold (a few percent), however, and many
known backgrounds also modulate seasonally [87, 88, 89, 90, 91]. Although several
experiments have observed an excess above expected backgrounds [92, 93, 94, 95, 96],
the results are inconsistent with null results obtained by others [97, 98, 76].
This modulation in the interaction is due to the seasonal variation in the target
velocity relative to the dark matter halo, v~E . In general, this velocity is the vector
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Figure 2.6: Event rate modulation amplitudes as a function of the time of the year for
three different energy thresholds. The modulation increases with energy threshold and has
a maximum(minimum) in June(December).

sum of the galactic rotation, the Sun’s proper motion relative to the nearby stars,
and the Earth’s rotation around the Sun (the Earth’s rotation around its own axis
is negligible). Of these three components, only the Earth’s velocity relative to the
halo varies seasonally. Thus, the annual modulation signature is due to the orbital
motion of the Earth, which has mean speed of huE,rot i = 29.79 km s−1 . The effect
is actually much smaller than value indicated by this mean speed because velocities
must be added vectorially and the Earth’s orbital plane is steeply inclined relative
to the Galactic plane, so only a small component of the velocity plays a role.
The galactocentric velocity of the Earth-bound target can approximated by
vE ' 244 + 15 sin(2πτ ) km s−1 ,

(2.3.1)

where τ is the time elapsed from March 2nd, in years [66]. Note that the factor in
front of the sine function is approximately huE,rot i × sin(ηeclip = 60◦ ) ' 15 km s−1 ,
where ηeclip is the inclination of ecliptic relative to the galactic plane. Expression 2.3.1
can be incorporated into the expression for the differential rate and numerically inte-
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grated to determine the annual variation in the rate. In Figure 2.6, the modulation
amplitude with season is shown for three different energy thresholds (0, 25, and 50
keV). Although the modulation amplitude increases with energy threshold, the event
rate decreases so that a larger exposure would be needed to acquire enough events
to detect the signature. In addition, there are known backgrounds that modulate
seasonally with the same phase. A possible approach for alleviating this problem is
to have detectors in both the Northern and Southern hemispheres and compare the
phases of the detected signals. This approach, however, does not address the need for
the extremely large exposures needed to detect the modulation at cross-sections beyond the world’s current leading limits. A further complication is that at those large
exposures, there is a contribution from coherent neutrino scattering to the detected
rate. This contribution also modulates seasonally.

2.3.2

Directionality

As shown above, the annual modulation signature is relatively small and would
require a tremendous number of events to identify. Moreover, it is also prone to
backgrounds that the modulate seasonally with the same phase as the signature
expected from dark matter. There is, however, a more robust and definitive Galactic
signature–the sidereal modulation in the direction of the WIMP flux [85]. Due to
the solar system’s motion around the Galaxy, the flux appears to come from the
direction of the constellation Cygnus, but as the Earth rotates through a sidereal day,
the position of Cygnus, and hence, the direction of the incoming flux changes in the
detector’s frame of reference. This signature is detected as a modulation in the mean
nuclear recoil track direction, which is peaked in the direction opposite to Cygnus.1
Figure 2.7 shows the flux of 100 GeV WIMPs and the induced recoil directions for
fluorine in Galactic coordinates. The directional signature provides a more definitive
separation of a dark matter signal from backgrounds, and it is also much larger than
1 At

low recoil energies, the peak is in a ring about the direction opposite Cygnus [86].
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Figure 2.7: (Left) The flux of 100 GeV WIMPs capable of producing 25 keV fluorine
recoils in Galactic coordinates represented in a Mollweide equal-area projection skymap.
(Right) The distribution of recoil directions for 25 keV fluorine recoils induced by 100 GeV
WIMPs in Galactic coordinates. The direction of the laboratory is shown by the black
cross. Reproduced with permission from Ref. [118].

the annual modulation effect due to the strong angular dependence of the nuclear
recoil direction [85]. There are currently several underground experiments that have
varying degrees of sensitivity to this directional signature, including DRIFT [99, 100],
NEWAGE [101], MIMAC [102], and DMTPC [103]. In addition, there are a number
of efforts performing R&D on directionality [104, 119, 120, 121, 122, 123]. For a
thorough review of directional dark matter detection see Refs. [124] and [118].
To calculate the directional signal, we first consider the double differential event
rate per unit detector mass
dR
1
= 2MT
dER dΩ
MT

Z

dσ
n0 vf (~v )d3 v,
2
dq dΩ

(2.3.2)

which follows from the product of the double differential cross-section, dσ/dq 2 dΩ,
with the WIMP flux n0 vf (~v ) [67]. Here, dq 2 = 2MT dER and dΩ = 2πd(cos θ), where
θ is the angle between the recoil direction and the initial WIMP direction. The
double differential cross-section can be expressed as




dσ
dσ 1
q
σ0 |F (q)|2
q
= 2 δ cos θ −
=
δ v cos θ −
,
dq 2 dΩ
dq 2π
2µv
8πµ2 v
2µ

(2.3.3)

where the Dirac δ-function imposes momentum conservation in Eq. 2.3.3. Inserting
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the expression in Eq. 2.3.3 into the integrand of Eq. 2.3.2 yields
n0 σ0 |F (qrn )|2 ˆ
dR
=
f (vq , q̂)
dER dΩ
4πµ2T

(2.3.4)

where
fˆ(s, ŝ) =

Z

δ(~v · ŝ − s)f (~v )d3 v

(2.3.5)

is the 3-dimensional Radon transform of the velocity distribution function f (~v ) [105].
The geometrical interpretation of the transform is that it is the integral of the velocity
distribution, f (~v ), on a plane orthogonal to some reference direction ŝ at a distance
s from the origin.
The advantage of expressing the recoil momentum distribution in terms of the
Radon transform is the way it transforms under a change of reference frame. Consider
that the WIMP velocity in the laboratory frame, ~vlab , is related to its velocity in the
Galactic rest frame, v~0 , and the velocity of the laboratory, ~vE , with respect to the
Galactic rest frame is given by
~vlab = ~v0 − ~vE .

(2.3.6)

The unique feature of the Radon transform is that its form in the Galactic and
laboratory frames are simply related by
fˆlab (s, ŝ) = fˆgal (s + ~vE · ŝ, ŝ).

(2.3.7)

Using this property of the Radon transform, the differential recoil momentum distribution in the laboratory frame is given by
dR
n0 σ0 |F (qrn )|2 ˆ
=
fgal (v + ~vE · r̂, r̂)
dER dΩ
4πµ2T

(2.3.8)

where r̂ is the nuclear recoil direction in the laboratory frame. The Radon transform
of the Maxwell and truncated Maxwell distributions are given by
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Figure 2.8: Normalized angular spectra of 19 F recoils as measured in the laboratory frame
for WIMP masses of 10 and 100 GeV. The angle ψ is measured relative to the axis defined
by the anti-direction of Solar motion. At zero energy threshold, the angular spectrum is the
same regardless of the WIMP mass. This is due to the assumption of isotropic scattering
in the center-of-mass frame. Note also that the spectra become more forward peaked at
higher energies because these recoils are more likely caused by WIMPs traveling in the
opposite direction of Solar motion and whose speeds are boosted in the laboratory frame.

• Maxwell distribution: vesc = ∞
"
#
2
1
[v
+
~
v
·
r̂]
E
fˆlab (v, r̂) =
exp −
.
(πv02 )1/2
v02

(2.3.9)

• Truncated Maxwell distribution: |~v + v~E | = vesc

fˆlab (v, r̂) =

1
Nesc (πv02 )1/2




 2 
(v + ~vE · r̂)2
v
exp −
− exp − esc
2
v0
v02

(2.3.10)

 2 
2 vesc
v
−√
exp − esc
v02
π v0

(2.3.11)

with

Nesc = erf

vesc
v0
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[67]. Often ~vE is taken to be ~v , the velocity of the Sun relative to the Galactic rest
frame given that the orbital motion of the Earth is a very small contribution. Thus
~vE · r̂ = ~v · r̂ = −v cos ψ, where the last equality follows by taking the reference
direction to be aligned with the average direction of the WIMP wind (anti-parallel to
the direction of the Solar motion). In Figure 2.8, the normalized angular spectra for
two WIMP masses are shown. As could be anticipated, the anisotropy in the recoil
direction becomes more pronounced at higher energies. But even at zero threshold,
the anisotropy is very apparent.

2.4

Limits from direct detection experiments

Direct detection experiments employ a wide variety of technologies and target materials. Below, we show the current status of dark matter searches. In Figure 2.9, the
limits set by several experiments are shown for the spin-dependent parameter space.
All combinations of WIMP masses and cross-sections above a contour are ruled out
by the that particular experiment. In this space, the world’s leading limit is set
by the PICO-2L and PICO-60 experiments, which utilize the bubble chamber technology [77, 78]. The leading directional experiment is DRIFT [111], which utilizes
the low-pressure time projection chamber technology (TPC). To bridge the vast gap
(nearly a factor of 2000) between the directional experiments and the leading experiments will require a tremendous effort in improving the sensitivity of low-pressure
TPCs, or possibly the development of new directional detector technologies. The
challenges and path toward achieving this goal will be discussed in Chapter 3.
In the spin-independent space (Figure 2.10), the situation is even more daunting
for directional experiments. The world’s most sensitive experiment [76] which utilizes
a liquid xenon target is many orders of more sensitive than the leading directional
experiment. Given the A2 enhancement of heavier targets and the density advantage
of liquid and solid-state experiments in this parameter space, it is difficult to see
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Figure 2.9: The 90% C.L. limit set by direct detection experiments in the spin-dependent
parameter space. The current world’s leading limits are set by the PICO-2L (navy blue)
[77] and PICO-60 experiment (red) [78], along with limits from COUPP (green) [106],
PICASSO (purple) [107], and SIMPLE (yellow) [108]. In directional searches, limits from
DMTPC (pink) [109] and NEWAGE (light blue) [110] are shown along the leading limit is
set by the DRIFT-IId experiment (gray) [111].

a path where directional experiments, which utilizes lighter target masses and lowdensity detection media to improve directional sensitivity, can bridge the sensitivity
gap. However, in the low WIMP mass range (< 10 GeV), there still exists room
for directional experiments utilizing low-pressure technology to make an impact. To
do so would require achieving much better discrimination and directional thresholds
than what has currently been shown experimentally. Lastly, although somewhat
speculative at this point, directional experiments could play a critical role in direct
dark matter searches beyond the neutrino floor [115, 116, 117, 118]. But at present,
it remains unclear how present directional experiments can be scaled-up for this role.
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Figure 2.10: The 90% C.L. limit set by several direct detection experiments in the
spin-independent parameter space. The current world’s leading limit is set by the LUX
experiment (black) [112], along with limits from COUPP (light blue) [106], PICO-60 (blue)
[78], XENON100 (orange) [97], DarkSide-50 (green) [113], and CDMS-II (magenta) [114].
Reproduced with permission from Ref. [78].
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Chapter 3
Overcoming the Challenges for
Directional Detection
3.1
3.1.1

Challenges for directional detectors
Range of low-energy nuclear recoil

The main challenge for directional detection is that the low energy, tens of keV
(henceforth, keVr), WIMP-induced nuclear recoil tracks are extremely short in liquids
and solids (10’s - 100’s nm) (Figure 3.1 shows the range as a function of recoil
energy for gas only). Thus, although R&D is underway to develop technologies for
solid [119, 120, 123] and high pressure gas targets, [121, 122], most experiments use
low-pressure gas targets where directionality has been demonstrated [125, 103]. In
this low-energy regime, the recoiling nucleus will produce only a few hundred to a
few thousand ionization pairs in the detection medium, with track lengths on the
order of a millimeter even at pressures below 100 Torr (0.13 atm). Consequently, a
natural choice for technology, which is currently employed by all gas-based directional
experiments, has been the Time Projection Chamber (TPC) invented by D. Nygren
[126]. This allows for full 3-dimensional (3D) reconstruction of the recoil track,
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together with the flexibility to choose gas targets and operating pressures over a broad
range. With cubic-meter-scale TPCs, the DRIFT experiment has pioneered the use
of this technology for directional searches. With detectors that have a demonstrated
directionality signature down to recoil energies of ∼40 keVr [125, 127], DRIFT has
set competitive limits on spin-dependent interactions for dark matter [111].
4
4

He in He

3.5

19

3

40

F in CF4
Ar in Ar

Range (mm)

132

Xe in Xe

2.5
2
1.5
1
0.5
0
0

25

50

75 100 125 150 175 200
Recoil Energy (keV)

Figure 3.1: SRIM simulations of the projected track range as a function of energy for
several different ions recoiling in their parent gas [128]. The gas density is 4.87×10−4 g cm−3
, which for CF4 is equivalent to 100 Torr at NTP (normal temperature and pressure: 20◦C,
760 Torr).

Nevertheless, many challenges remain, not least of which is the scalability of the
current generation of directional experiments to reach the sensitivity required to test
future claims of detection by non-directional experiments. To accomplish this, an
emphasis on maximizing sensitivity will need balancing with the scalability, cost,
and robustness of the technology. In the next chapter, we discuss an experiment
aimed at measuring the intrinsic properties of low-energy electron and nuclear recoil
tracks and how they place fundamental limitations on the sensitivity of directional
dark matter searches. The nature of these tracks determine energy thresholds for

54

Chapter 3. Overcoming the Challenges for Directional Detection

both discrimination and directionality, with the latter defined as the energy at which
the directional signature becomes detectable. As we show in the chapters to follow,
these two energy thresholds are not the same, with the onset of directionality having
a higher energy threshold than discrimination. It is important to keep this in mind
because, all else being equal, the true determinant of sensitivity for directional dark
matter searches is the directionality threshold. For the gas-based TPC detectors
of interest here, the physical processes that affect the overall sensitivity - for both
discrimination and directionality - involve energy loss, straggling, diffusion, signal
generation (gas gain), and readout resolution. These are briefly discussed here.

3.1.2

Track topology of low-energy nuclear recoils

The direction of a recoiling atom in a gas-based TPC is reconstructed from the
ionization track produced along its path. For both electrons and nuclear recoils, this
track is never straight due to multiple scattering (or straggling) with the constituents
of the gas. This results in a loss of resolution which varies with gas pressure, the
energies and the masses of the recoiling particle and gas atoms. For example, a 50
keVr fluorine recoil in 100 Torr CF4 has an average range of 548 µm (Figure 3.1)
but suffers significant range straggling, defined as the standard deviation of the
particle’s final position relative to its initial direction, of about 183 µm and 139

µm in the longitudinal and lateral directions, respectively [128]. In Figure 3.2, the
straggling exhibited by 50 keVr fluorine recoils in CF4 is shown. The half angle of
the cone formed by these straggled recoils can exceed 45◦ and becomes even worse
at lower recoil energies and for heavier targets. This effectively places a bound on
the best attainable angular resolution of a detector even before diffusion and readout
resolution are taken into account.
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Figure 3.2: SRIM simulations of 20 fluorine recoils in 100 Torr CF4 with energies of 50
keVr. All recoils are initially traveling in the X direction but begin to deviate from this
direction due to straggling. (a)-(c) show the projections of the the recoil for the three
planes. The straggling occurs both in the longitudinal and lateral directions and is a
significant fraction of the mean track length. The ratio of straggle range to the mean recoil
range depends on the energy of the recoil as well as its type and the energy loss medium.
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3.1.3

Diffusion

Following the generation of the ionization track, the negative charge drifts in a uniform electric field down to the TPC readout plane, where it undergoes amplification
before being read out by the data acquisition. During the drift, the ionization that
defines the track undergoes additional loss of resolution due to diffusion, which depends on the drift distance, the strength of the drift field, and the nature of the
drifting charge carrier and gas. With electron drift, a select few gases such as carbon tetrafluoride (CF4 ) have relatively low diffusion, which, for a drift distance of
20 cm, an electric field of 400 V/cm, and a pressure of 100 Torr, is approximately
σT = 790 µm (recommended by Ref. [129] based on a fit to the measurements of
Refs. [130, 131, 132]) and σL = 580 µm (values in Ref. [133] derived from measurements in Ref. [134]) for the transverse and longitudinal dimensions, respectively.
Even lower diffusion is possible for negative ion drifting gases such as carbon
disulfide (CS2 ), whose molecules have a high electron affinity. These molecules capture the primary electrons to form negative ions that drift with a very low velocity
and low diffusion due to thermal coupling with the bulk gas. The use of an electronegative gas to suppress diffusion without a magnetic field was first proposed by
Martoff et al. [135], and measurements of mobility and diffusion in CS2 mixtures
[135, 136, 137, 138, 139, 140] indeed indicate thermal behavior for drift fields up to
where measurements exist. Using the diffusion temperatures reported in Ref. [140]
for CS2 , the transverse and longitudinal diffusion widths are 320 µm and 330 µm,
respectively, for a drift length of 20 cm at a field of 1000 V/cm. In Figure 3.3, the
normalized longitudinal and transverse diffusion for CF4 and CS2 are shown. Note
that for CF4 , the data points are for a pressure of 100 Torr, and in general, the
diffusion for an electron drift gas is pressure dependent. Conversely, the diffusion
for an electronegative gas should be independent of pressure in the low reduced field
(E/p) regime. This is discussed in more detail in Chapter 7. Besides the clear advantage of an electronegative gas from a resolution standpoint, detector operation in
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the presence of high voltages and fields is quite stable in low pressure CS2 (electrical
discharges are suppressed). However, one of the downsides of CS2 is its lack of spinsensitive targets (if a spin-dependent search is the goal), which necessitates mixing
it with a gas such as CF4 that contains

19

F, a target with high nuclear spin content.
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Figure 3.3: The normalized transverse, σ0,T , and longitudinal, σ0,L , diffusion for CF4 and
CS2 . The data points for CF4 are for a pressure of 100 Torr and are derived from Ref. [129]
which came from a fit to the measurements of Refs. [130, 131, 132] while the curves for
CS2 are obtained from the diffusion temperatures reported in Ref. [140] with TL = 312 K
and TT = 296 K.

3.1.4

Gas gain

Finally, after the charge arrives at the readout plane it must undergo avalanche amplification before being read out. Here the large gas gain, needed for high signal-to-noise,
is not easily achieved due to electrical instability at the low gas pressures required
for directionality. For example, in Multi-Wire Proportional Chambers (MWPCs)
used in the DRIFT detectors, typical gas gains are . 1000 [141]. But much higher
gas gains have been achieved in other avalanche devices at low pressures [142, 143].
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Thus, the dependence of the gas gain on the avalanche device is an important factor
to consider when designing a high signal-to-noise detector, particularly in the low
pressure regime.

3.1.5

Axial vs. vector sensitivity

Most physical processes, like those described above, degrade the directional sensitivity. There is one, however, that has the potential to greatly enhance sensitivity if
an intrinsic asymmetry in the energy loss of the recoil exists and is detectable. Such
an asymmetry would provide a means for assigning a head-tail (HT) sense to the
track. The implication for directional sensitivity, based on simulations, is that with
accurate head-tail, or vector, tracking only ∼10 dark matter events are needed for
discovery, versus of order ∼(102 − 103 ) for experiments with no-HT, or axial, tracking [146, 145, 147, 148, 149]. Table 3.1 shows the number of events needed to reject
isotropy for 90% and 95% confidence levels with different readout configurations.
Possessing vector track reconstruction ability provides about one order of magnitude
improvement in sensitivity over the comparable axial reconstruction.
Studies of the ionization energy loss (dE/dx) of low energy recoils indeed predict
a decrease with decreasing energy along the direction of the traveling recoil [144].
Although a HT asymmetry of this nature has been measured down to about 40
keVr [125], it appears to be small and after straggling and diffusion its detection
is diminished to the point where the statistical advantage over the axial case is
reduced. Future experimental measurements are needed to determine the lowest
energy at which this effect exists as well as its dependence on the recoiling atom and
detection medium.
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Table 3.1: The number of events above a 20 keVr threshold required to reject isotropy
for 90%, N90 , and 95%, N95 confidence levels [148]. The results assume zero-backgrounds
and optimal alignment of the readout for the case of 2D. In general, vector(head-tail)
reconstruction reduces the number of events needed to reject isotropy by one order of
magnitude over a similar axial readout.

3.2

Readout configuration

N90

N95

3D
3D
2D
2D

7
81
12
190

11
130
18
270

vector readout
axial readout
vector readout
axial readout

Steps for extending directional sensitivity

The nature of low pressure TPCs places many limitations on the sensitivity of directional detectors employing this technology. This section gives a brief outline of
the steps that can be taken to maximize the performance of a low pressure detector
while retaining discrimination and directional sensitivity.
1. Achieve the lowest discrimination threshold and directional sensitivity: It is clear that for a given volume of target material, the way to increase
the sensitivity is to have the lowest possible detection threshold, or in other
words, detection efficiency. For example, in the case of a 100 GeV WIMP
scattering off fluorine, a detector with an energy threshold of 10 keVr would
be sensitive to ∼67% of the nuclear recoil energy spectrum whereas a detector
with a threshold of 100 keVr would be sensitive to less than 1% of the energy
spectrum. Given that the WIMP-induced recoil energy spectrum is a steeply
falling exponential, it is important to push the threshold down as low as possible. This, however, is not a simple task as the of presence of backgrounds
grows at lower energies and discrimination becomes more difficult.
For a directional detector, there is the added complication that, in addition to
the discrimination threshold, there is also a directional threshold. The former
is determined by the relative difference in the energy loss processes of electron
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versus nuclear recoils, but the latter is determined by the energy loss process of
the nuclear recoils alone. Different recoiling targets will behave differently, but
even the same target will have distinctly different behavior with gas densities
and energies. Furthermore, the directional threshold does not tell entire story.
That is to say that what truly matters is the directional sensitivity, which
is often characterized by the number of events or exposure needed to detect
a directional signature at some confidence level (see Table 3.1). As such, it
is entirely conceivable that a detector with a lower directional threshold can
have a worse directional sensitivity than one with a higher threshold. Such
a situation may arise when comparing the directional performance of a 1D
detector vs. a 3D detector or between a detector with axial reconstruction vs.
one with vector reconstruction. Thus, determining what is possible in terms
of the discrimination and directional sensitivity as well as what is needed to
achieve best performance is an important step in the development of directional
detectors.
2. Maximize the target in a given volume: For a given volume, the interaction rate increases with increasing target density. In practice, this would seem
to be quite straightforward to achieve, but for low-pressure directional detectors this is not the case. First, as the directional signature hinges on being able
to measure the track of a low-energy nuclear, increasing the pressure/density
shortens the track range and makes it all the more difficult to determine the
direction. However, lowering the target density in order the lengthen the track
would enhance the directional signature of a given event but at the expense of
a reduction in target mass. Thus, there is a balance between maximizing the
event rate and improving the ability to reconstruct the direction of a low-energy
recoil.
For low-pressure TPCs, there is also the added complication of electrical stability at low pressures. This means that for directional detectors, choosing the
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target density/pressure is not necessarily a simple task. In addition, not all
of the material inside the detection volume is the desired target. Specifically,
for spin-dependent dark matter searches, only the spin-dependent targets are
important. The spin-independent targets actually have a deleterious effect on
the sensitivity of the detector. They do not contribute to the detection rate
but at the same time contribute to the overall density of the detector which
affects track lengths and directional sensitivity as well as discrimination power.
3. Increase detector volume by scaling in the Z(drift) dimension: Once
the sensitivity of a given volume has been maximized to the greatest extent
possible by lowering detection threshold, maximizing directional sensitivity,
and increasing target density, the next step is detector scale-up. The dimension
that can be most easily scaled-up in a cost-effective manner is the drift, or Z,
dimension because additional readout electronics are not needed when scaling
this dimension. However, there is a great impediment in pursuing this path –
√
diffusion. The diffusion experienced by a charge cloud scales as L, where L
is the drift length. It is apparent then that the Z-extent of the detector cannot
be increased to any arbitrary length. When the maximum diffusion at a given
detector length exceeds the track lengths of interest for directional dark matter
searches, directional information in those tracks has been lost and increasing
the detector length beyond that point no longer yields any improvements in
the directional detection rate.
4. Increase detector volume by scaling in the X-Y(lateral) dimension:
When detector scaling in the Z-dimension has reached its maximum point, the
next step is the scale in the lateral, or X-Y, dimension. These dimensions
define the plane containing the charge amplification and the track imaging
devices and the associated readout electronics. For this reason, scaling in this
dimension is the least cost-effective path and is the last resort. Regardless
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of the track imaging technology employed, whether it be pixels, strips, wires,
or optical devices such as CCDs, the number of readout channels and their
cost and complexity increase with the area being imaged. Consequently, an
imaging technology that possesses high-resolution but at the same time has
low-cost and low-complexity is greatly desired.
5. Detecting directionality using a new method: The discussion thus far
has focused on how to increase the sensitivity of low-pressure TPCs for directional dark matter searches. The difficulties in achieving this are centered on
the fact the both background discrimination and directional sensitivity depend
on the ability to measure the track topology of low-energy recoils. This necessitates operating at low pressures to lengthen recoil tracks, limiting detector
drift lengths to keep diffusion at bey, and employing high resolution readouts
to image the short tracks. These requirements constrain the sensitivity of directional detectors while making their costs and complexity high. A method
that can determine the direction of low-energy recoils without needing to image
the tracks would break free of those constraints.

3.3

Outline of the experimental work to extend
directional detector sensitivity

3.3.1

Chapter 4: CCD Detector Discrimination

In Chapter 4, we describe the detector performance of a small, high resolution, high
signal-to-noise GEM-based TPC with a 2D CCD readout. Using data from alpha,
X-ray, gamma-ray, and neutron sources, we show how the salient features seen in the
electron and nuclear recoil tracks can be used for background discrimination in dark
matter searches. Critical for this are the precision measurements of the fundamental
properties of both electron and nuclear recoil tracks down to the lowest detectable
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energies. Such measurements are necessary to provide a benchmark for background
discrimination and directional sensitivity that could be used for future optimization
studies for directional dark matter experiments.

3.3.2

Chapter 5: Directional Sensitivity of Prototype CCD
Detector

In Chapter 5, we use the data from the detector described in Chapter 4 to characterize the directionality of nuclear recoil tracks. We show that the discrimination
threshold, discussed in Chapter 4, is much lower than the directional threshold. Besides determining the threshold for directionality, we also use the data to determine
the number of nuclear recoil events needed to identify a directional signature with the
CCD detector for both a
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Cf neutron induced recoil spectrum as well as a WIMP-

induced recoil spectrum. For this, we determined the detector angular resolution
and its head-tail, or vector, sensitivity as a function of energy.
Furthermore, because maximizing the directional sensitivity per unit volume of
a low pressure TPC is critical to allowing the exploration of the currently relevant
WIMP parameter space, we proceed to use the directional results obtained with the
CCD detector to optimize a directional detector. This is done by maximizing the
directional recoil rate as a function of operating pressure, target, and WIMP mass.

3.3.3

Chapter 6: Electron Recoil Imaging with the CCD
Detector

The detection optimization results from Chapter 5 indicates that for low mass WIMP
(∼ 1−10 GeV) detection, very low pressures will be needed to optimize the directional
rate. The first step towards this goal is to achieve the best possible discrimination
threshold. As will be discussed in Chapter 4, necessary for this is the ability to image
electron recoil tracks with high signal-to-noise and high-resolution down to the lowest
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energies. We will show in Chapter 6 that with the CCD readout technology, this is
at least achievable over a pressure range of 35-100 Torr. Energy spectra and images
of individual tracks of 5.9 keV

55

Fe recoils obtained with the CCD camera will be

presented.

3.3.4

Chapter 7: SF6 –A New Negative Ion TPC Gas

As discussed in Section 3.1, an electronegative gas such as CS2 provides many advantages over an electron drift gas. Much lower diffusion can be achieved in an
electronegative gas as compared to an electron gas. This allows scaling of the detector in the drift dimension, often termed the Z dimension, without the added costs of
increasing the readout area in the lateral, or X-Y, dimension. Given the low target
mass of gas-based TPCs, scaling a detector in such a way as to preserve performance
(i.e. resolution, electrical stability, detection efficiency) while keeping costs in check
is an important objective to pursue.
CS2 would appear to provide all of those desired traits. However, there are many
issues with using CS2 in a directional dark matter detector, among which are its
lack of a spin-dependent target, toxicity, and detector maintenance and operation
issues. We present a study of a new TPC gas that could possess the advantages
of an electronegative gas but without the downsides of CS2 . This gas is SF6 , or
sulfur hexafluoride. In Chapter 7, we present measurements made with SF6 as the
primary gas in a low pressure TPC. We show that SF6 is an attractive gas for
directional dark matter detection. In particular, the high fluorine content is desirable
for spin-dependent sensitivity, negative ion drift ensures low diffusion over large drift
distances and allows scaling in the Z-dimension without increasing readout costs,
and the multiple species of charge carriers allow for full detector fiducialization.
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3.3.5

Chapter 8: Novel High-Resolution Tracking Readout

In the discussion of the ways to improve the sensitivity of directional detectors in
Section 3.2, we stated that scaling the detector in the X-Y dimension is the most
costly and should be done only after all other avenues have been explored. It is
possible, however, to reduce, and perhaps eliminate, some of the obstacles for XY scaling by utilizing a new track imaging technology. Chapter 8 will discuss the
development of a novel track imaging readout at the University of New Mexico
that requires a minimal number of readout channels, reconstructs tracks with highresolution, and enables efficient detector scale-up.

3.3.6

Chapter 9: Beyond Low-pressure Directional Detectors

In the last Chapter, we present an idea on a possible method for determining the 1D
direction of recoils in a TPC that does not require imaging the track. This is born
out of the work on SF6 but possibly could be applied in other gases as well. The idea
is of the same flavor as the columnar recombination idea proposed by David Nygren
for high pressure xenon detectors, but does have an important distinguishing feature
of possibly being able to reconstruct the 1D vector direction rather than just an axial
direction of a recoil.
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Chapter 4
CCD Detector Discrimination
4.1

Introduction

Based on the discussion in Section 3.1, it is clear that there is a large parameter
space available for optimizing directional experiments to have the highest sensitivity,
but with economical, robust and scalable designs. In this chapter, we defer the
optimization discussion and focus instead on measuring the intrinsic properties of
low-energy electron and nuclear recoils to determine what is truly achievable in a
real detector. For this goal, we made measurements with a small prototype TPC,
which has the lowest diffusion that a realistic experiment could achieve, and chose
a readout technology with an emphasis on high-resolution and high signal-to-noise.
The detector is based on Micro-patterned Gas Detector (MPGD) technology. For a
review of the development of MPGD technology, see Ref. [153]. Additionally, refer to
Ref. [154] for the webpage of the RD51 Collaboration whose goal is the advancement
of MPGD technologies.
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Figure 4.1: (a) A schematic of the CCD detector showing the relative positions of detector
components. The optical system, which consists of the CCD and lens, sits outside the
vacuum vessel and images only the central 2.8 cm × 2.8 cm region of the topmost GEM
surface. The internally mounted 55 Fe and 210 Po sources are used for calibrations. (b)
A close up view of the detection volume and GEM stack showing the dimensions of the
important regions.

4.2

Detector setup

The detector consisted of three standard copper GEMs (Gaseous Electron Multipliers
[155]; see Ref. [156] for a review) arranged in a cascade with 2 mm separation between
them (Figure 6.1). The GEMs were manufactured at CERN from 7 × 7 cm2 sheets
of kapton (50 µm thick) clad on both sides by copper and mounted on G10 frames.
The surface of each sheet was chemically etched with bi-conical holes of diameter
of 50/70 µm (inner/outer) configured in a hexagonal pattern with 140 µm pitch. A
cathode, placed 1 cm below the GEMs, was fabricated from a 7 × 7 cm2 copper mesh
made from 140 µm wires with ∼320 µm pitch. A 1 mm pitch anode wire grid plane
made from 20 µm thick gold plated tungsten wires was located 3 mm above the top

68

Chapter 4. CCD Detector Discrimination

most GEM (GEM 3), forming the induction gap. The detector was housed inside an
aluminum vacuum vessel and calibrated using

55

Fe (5.9 keV X-rays) and

210

Po (5.3

MeV alphas) sources, both mounted inside the vacuum vessel. A rotary feed-through
was used to individually turn both calibration sources on or off, as needed. Before
operating the detector the vacuum vessel was pumped down to < 0.1 Torr and backfilled with 100 Torr of pure (99.999%) CF4 gas. A BK-7 glass window was positioned
above the readout grid to allow scintillation light from the final amplification stage
(GEM 3) to be viewed by the CCD. The BK-7 glass material was chosen due to its
high transmittance of CF4 scintillation, whose optical component is peaked around
620 nm [157, 158], and its lower cost relative to quartz.
A back-illuminated Finger Lakes Instrumentation (FLI) charge-coupled device
(CCD) camera (MicroLine ML4710-1-MB) with a 1024 × 1024 pixel sensor array
(CCD47-10-1-353) made by E2V was mounted on top of the vacuum vessel. The
13 × 13 µm2 square pixels occupy the 18.8 mm diagonal sensor, which has a peak
quantum efficiency of 96% at 560 nm. The camera could be read out at two speeds,
700 kHz and 2 MHz, with 16-bit digitization, and during data taking the sensor was
cooled to the lowest stable operating temperature of −38 ◦C by a built-in Peltier
cooler. At this temperature, the read-out noise was measured at ∼10 e− rms and the
dark current was < 0.1 e− /pix/sec. A fast 58 mm f/1.2 Nikon Noct-NIKKOR lens
was mated to the CCD camera through a 20 mm extension tube for close-focusing
imaging. The CCD-lens system imaged a 2.8 × 2.8 cm2 region of the top most GEM
surface. The known pitch of the holes on this surface were used to calibrate the
length-scale of the field of view.

4.3

GEM gain

A 5.9 keV 55 Fe X-ray source was used to measure the effective gas gain, which includes
the loss of electrons in the charge flow from the detection volume to the collection
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and readout surface. With a W-value (the average energy per ionization) of 34.2
eV in CF4 [159], the primary ionization from the 5.9 keV X-ray creates, on average,
172 electron-ion pairs per conversion event. To measure the gas gain we used the
standard procedure of using a pulser and capacitor to determine the preamplifier
pulse height to charge calibration. In our case, we used an ORTEC 448 research
pulse generator and an ORTEC 142IH charge sensitive preamplifier, which comes
with a built-in 1 pF capacitor for this purpose. With the calibration results from
this procedure the

55

Fe energy spectrum obtained using a multi-channel analyzer

(MCA) was used to determine the gas gain. All gain measurements were made by
reading out the signals from the last GEM electrode (GEM3 in Figure 6.1) with the
preamplifier.
We also attempted using the anode wire grid to read out the signal, as often
found in the literature, but found that corona limited the maximum achievable gain.
The presence of the anode grid was not superfluous, however, as we found that the
sparking probability tended to increase without it. Reference [160] has a discussion
on the operation of multiple GEMs without the use of an anode board or wire plane
for readout.
To optimize the GEM voltages, the detector was left for about 1 hour with alpha
irradiation at each setting to test for stability. If no sparks occurred during this
time, then the detector was deem to be stable. The voltages are then changed and
procedure was repeated until the setting corresponding to the highest stable gain was
found. At a pressure of 100 Torr, with the biases of GEMs 1 and 2 = 290 V and GEM
3 = 460 V, we obtained an effective gain > 3 × 105 . These settings corresponded
to a drift field of 400 V/cm, transfer field of 1.45 kV/cm, and induction field of 315
V/cm. The unbalanced powering scheme with different biases on the GEMs was used
to circumvent the corona problem we experienced while operating in balanced power
mode at low pressures (75 Torr and 100 Torr). The disadvantage of such a power
scheme with a large fraction of the gain coming from the last GEM is an increase
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Figure 4.2: Image of alpha track segments in 100 Torr CF4 with an effective gas gain of
1 × 105 and 6×6 CCD binning. The image is contrast adjusted to show the signal to noise
in units of σim , the rms of the image background. The track segments (∼1 cm) correspond
to the parts of the tracks well before the Bragg peak and demonstrate the extremely high
signal-to-noise level achieved with the brightest part of the tracks being > 20σim above the
noise.

in the sparking probability. Indeed, sparking was observed with the

210

Po alpha

source (5.3 MeV) turned on when operating at a gain of 2.5 × 104 at 75 Torr and
3×105 at 100 Torr. Although the sparks did not damage the GEMs or other detector
components during the test runs (1 hour per voltage setting), they did saturate the
CCD, producing an artifact known as residual images or ghost images [161].
Ghost images are often associated with front-illuminated CCDs, rather than backilluminated CCDs, but were nevertheless observed in the CCD used in this work.
They appeared in frames taken after the initial saturation event and did not fade until
many hours afterwards; in general, the relaxation time depends on the temperature
of the CCD. Even though they can be identified as spatially non-varying objects
across successive frames, or can be dealt with by flooding the sensor with IR light,
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a technique known as RBI flushing, their presence is indicative of instability with
the potential of damaging the detector. Thus, we adjusted the GEM voltages to
find the maximum gain attainable without sparking or corona at 100 Torr, to ensure
stable long-term detector operation. Stability was found with GEM 1 = 279 V,
GEM 2 = 334 V, and GEM 3 = 380 V, drift field of 400 V/cm, transfer fields of 1.40
kV/cm and 1.67 kV/cm between GEMs 1 and 2 and GEMs 2 and 3, respectively,
and induction field of 260 V/cm between GEM 3 and the grid. With these settings
an effective gain of ∼ 1 × 105 was achieved. The excellent signal to noise achieved at
this gain is illustrated by the alpha tracks in Figure 4.2, which show a peak signal
of > 20σim above the noise level. Besides its use for gain measurements, the charge
signal from the preamplifier was not used in the subsequent analysis of the data. As
the CCD camera was operated in non-trigger mode, it would be difficult to correlate
the charge signal with a particular event in the CCD image. Additionally, events
with energies above three times the

55

Fe energy would saturate the preamplifier.

However, using both the charge and light signals should further aid discrimination.

4.4
4.4.1

Detector calibrations
CCD calibration

The standard approach to CCD calibration was adopted where each CCD image
(or frame) was calibrated using a set of co-averaged flat-field and dark frames. The
flat-field frames were used to correct for vignetting and pixel to pixel variation in
sensitivity, and the dark frames corrected for the variable accumulation rate of dark
current across pixels. The calibration was done by subtracting the co-averaged dark
frame from each image frame and then dividing the resulting frame by the normalized,
co-averaged flat-field. Bias frames, which correct for the electronic bias that is seen
as structure in the data frames, were not used since this information is also present in
the dark frames. The pedestal due to amplifier bias was removed using the overscan
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+
HV

Pulser

Figure 4.3: A schematic of the pinhole cathode and high voltage pulser setup used to
measure transverse diffusion. Both surfaces of the cathode are held at a fixed voltage
with a high voltage power supply. The capacitor isolates the pulser from the high voltage
but allows a spark to be initiated in the pinhole generating ionization in all directions.
The 10 µm collimator reduces the transverse extent (perpendicular to electric field) of
the ionization entering the drift volume (region on top of the collimator) to point-like
dimensions.

region present in each frame.
With the CCD being read-noise limited, pixels were binned 6 × 6 prior to digitization and read out at the slowest allowable speed of the CCD electronics, 700
kHz, to improve signal to noise. This binning factor combined with the imaging
area translated to each binned pixel imaging a ∼165 × 165 µm2 area of the GEM,
which is well-matched to the 140 µm GEM pitch. The measured read noise was 10
e− rms/pix, and at the −38◦ C operating temperature of the CCD, the dark current
was ∼0.03 e− /pix/sec for 1 × 1 binning. As the latter scales with pixel area, the
6 × 6 binning and 5 second exposures used in all of our data runs contributed a dark
current of ∼6 e− to the total system noise.
The calibration frames were averaged using an algorithm that rejects pixels hit by
cosmic rays and radioactivity by comparing the value of the same pixel across each
frame, and rejecting those above three sigma of the initial average of these pixels.
The average value of the pixels was then recalculated excluding the rejected pixels
and the same procedure repeated until convergence in the average was reached. This
procedure was applied to all pixels to create master flat and dark calibration frames.
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4.4.2

Transverse diffusion

The detector track reconstruction and angular resolution is intrinsically tied to the
diffusive properties of electrons in the target gas. With our CCD readout, only the
transverse, or lateral, diffusion could be measured as the longitudinal component
required timing resolution from the GEM charge readout that is well beyond the
capability of the ORTEC preamplifier used here. To measure the lateral diffusion, a
point source was generated at a specially constructed cathode made from an insulating sheet sandwiched between two strips of copper tape. The cathode had a small
hole punctured at its center with a 10 µm collimator placed over the hole on the side
facing the drift volume. The electrodes of the cathode were connected to a power
supply and a 12 kV high voltage pulse generator; Figure 4.3 shows a schematic of
the cathode and electrical connections. The HV pulser was used to generate a spark
inside the hole, which produced ionization that appeared as a point source ‘track’ in
the drift volume after passing through the collimator.1
We imaged a collection of tracks and measured the spread in their light profiles. Each of the light profiles was fitted using a Gaussian curve, and an average
σtot = 345 ± 5 µm (stat) was obtained for the sample of tracks. The main contribution to the spread is expected from diffusion of the electron cloud as it travels the full
distance from the cathode to the final GEM stage. This was confirmed using data
from Refs. [129, 133] and results from the MAGBOLTZ program [162], which predict
σdiff = 326 µm for the diffusion in our detector. The MAGBOLTZ result indicates
that contributions to σdiff are divided about equally, when added in quadrature, between the drift gap and the two transfer gaps between the GEM stages. A secondary
source to σtot is expected from the GEM pitch and the 3-GEM cascade. Attributing
this wholly to the difference between σtot and σdiff yields 65 ± 9 µm per GEM when
1 As

a check on this technique for generating point tracks, we also used alpha track
segments (e.g., Figure 4.2) and found that measurements of their widths gave results in
good agreement.
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Figure 4.4: An 55 Fe energy spectrum obtained with the CCD camera and used to calibrate
the energy of recoils for one of the sub-runs. The energy is shown in ADUs (analog-todigital-units). The conversion factor is found by taking the ratio of the fitted peak of the
spectrum to the average energy of an 55 Fe recoil (5.9 keV).

added in quadrature. This value is consistent with our expectation that the track
spread due to the GEM pitch is roughly half of its 140 µm pitch. We expect other
contributions, such as smearing due to imperfect optics, to be minor compared to
these. Although quite low in our prototype detector, diffusion could be further reduced if the transfer gap contribution could be eliminated, or if a negative ion drift
√
gas such as the CS2 could be employed. With diffusion scaling as L with drift
distance, these considerations become critical for scale up to large detectors; this is
discussed further in Section 4.7.2.

4.4.3

Energy calibration

Energy calibrations were done using

55

Fe X-ray and

210

Po alpha sources. The alpha

track calibration was made by first using SRIM [128] to calculate the Bragg curve of a
5.3 MeV alpha in 100 Torr CF4 . We measured the location of the alpha source relative

75

Chapter 4. CCD Detector Discrimination
Table 4.1: Detector Parameters

Detector Parameters
CCD and Imaging Parameters
Peak QE
96% (560 nm)
Pixel Size (1 × 1 binning)
13 × 13 µm2
Pixel Binning
6×6
Binned Pixel Imaging Scale
165 µm/pix
Imaging Area
2.8 × 2.8 cm2
Read Noise @ 700 kHz
10 e− rms
Operating Temperature
−38◦ C
Dark Current
0.03 e− /s/pix
Exposure Time
5 sec
Vessel Parameters
Detection Volume
2.8 × 2.8 × 1.0 cm3
CF4 Pressure
100 Torr
Effective Gas Gain
105
Effective Transverse Diffusion 345 ± 5 µm
to the drift volume and determined the part of the track that would be imaged by the
CCD camera. Figure 4.2 shows segments of alpha tracks imaged by the CCD camera
at the maximum stable gain. By comparing the total integrated light output in the
image of the alpha track with the energy calculated from the SRIM generated Bragg
curve, we obtained the light to energy conversion factor, ADU/keVα . Since > 99%
of the energy lost by an alpha particle before its Bragg peak is through ionization,
we can treat this as keV electron-equivalent energy (keVee).
For an independent calibration method we imaged the electronic recoils from
55

Fe X-ray interactions and obtained an energy spectrum of the scintillation signal;

see Figure 4.4. At our maximum stable effective gain,

55

Fe tracks were visible at

6 × 6 pixel binning with a FWHM energy resolution of 38%. To our knowledge, this
represents the first optically obtained spectrum of

55

Fe in a TPC detector (details

provided elsewhere). The two calibration methods give results that are within 20%
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of each other. The small difference could be due to a systematic in determining the
alpha segment imaged by the CCD camera. In the analysis of the data to follow,
we will use the energy conversion factor derived from the

55

Fe energy calibration.

Lastly, a summary of important detector parameters discussed thus far is included
in Table 4.1.

4.5

60

Co and

252

Cf data runs

To study our detector’s response to nuclear recoils, and its ability to distinguish these
from gamma backgrounds, we used a 252 Cf neutron source and a 60 Co gamma source.
For the

60

Co run, the source was placed outside the vacuum vessel but inside a lead

housing to protect the CCD sensor from direct gamma-ray interactions; there was no
lead between the source and the outer vessel wall. The neutron run was conducted
in a similar manner but with the addition of lead bricks between the source and
detector to attenuate the large number of gammas from

252

Cf. In total, about 96

and 36 hours of neutron data and gamma data were collected, respectively. To
evaluate the detector’s directional sensitivity half of the neutron data was collected
with the neutrons directed in the −x direction, an axis lying in the imaging plane,
and the other half with the neutrons directed in the +x direction.
For each data taking sequence, or sub-run, the vessel was pumped out and backfilled with fresh CF4 gas to a pressure of 100 ± 0.05 Torr and sealed. This was
followed by powering up the GEMs to the voltage settings corresponding to maximum
stable gain (see Section 4.3). The CCD pixels were binned 6 × 6 on-chip and the chip
cooled to the lowest stable operating temperature of −38 ◦C, which was monitored by
an internal sensor in the camera. An energy calibration was done with an 55 Fe source
at the start and end of each sub-run sequence. The high drift speed of electrons in
CF4 made it impossible to trigger the CCD (open and shut the shutter) using the
charge signal from the first GEM stage. Therefore, we operated in non-trigger mode
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with the CCD camera successively taking 5 second exposures over a duration of
about 12 hours for each sub-run. This corresponded to approximately 9 hours of
live time after accounting for the CCD readout time. The detector was refilled after
each sub-run to avoid substantial gain degradation due to changes in gas purity from
out-gassing during the data taking sequence. As this and other effects including
temperature and composition changes from charge avalanching caused the gain to
drift over time, we used the average of the values measured at the end and start of
each data sequence for the energy calibration constant. In total, eight sub-runs were
conducted for the neutron data and three for the gamma data.
We analyzed the data using an image analysis algorithm developed with MATLAB and its image processing toolbox. First, images were calibrated and binned
4 × 4 in software, and pixels above a set threshold of 3.2σim were identified as objects. All objects found crossing the image boundaries were rejected. The binned
image was then up-sampled back to its original size, resulting in an index image
for the pixel locations of all identified objects. In the remainder of the analysis, all
object properties were determined from the original, non-software binned image. To
exclude hot pixels and CCD events (objects resulting from direct interactions of cosmic rays, radioactivity, neutrons, or gamma rays with the CCD sensor), we required
objects to contain at least four contiguous pixels. Separated pixels belonging to a local grouping of pixels above threshold were connected back to the primary grouping
by morphologically closing the object using a disk-shaped structuring element with
a radius of two pixels. In essence, the closing operation, which is a dilation follow
by an erosion, connected all pixels above threshold that lay within the radius of the
structure element. Each identified object was fitted with a position and an intensity
weighted ellipse, which, along with the pixel grouping in the unfitted object, were
used to determine some of its important properties such energy, track length, width,
skewness, and energy loss profile.
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4.6
4.6.1

Results
Background discrimination

The background rate in a detector can vary widely depending on its size and the
materials used in its construction, with even the most stringent requirements on
radio-purity not eliminating all sources of backgrounds. Consequently, fiducialization
and discrimination are of critical importance to dark matter and other rare event
searches that require large detection volumes. One important source of backgrounds
are gamma-rays and X-rays that can interact inside the detector to produce electronic
recoils. For tracking detectors, the stopping power, dE/dx, provides a powerful tool
for discriminating between electronic and nuclear recoils. Electronic recoils have a
much lower average dE/dx and, hence, much longer ranges as compared to nuclear
recoils of the same energy, a fact that is evident in the range versus energy plots
shown in Figures 4.5 and 4.6. Given the inability of our detector to measure the
Z-component of the track, the range in these figures is 2D. Of course, to maximize
separation between the nuclear and electronic recoil bands, a detector with full 3D
tracking capability is desirable (see Section 4.7.3).

4.6.2

Gamma and neutron data

Using the reconstructed tracks passing the track identification algorithm from the
60

Co gamma run, the 2D range as a function of energy is shown in Figures 4.5a and

4.5b. The hard vertical edge at 2 keVee is the result of a software threshold set on the
energy of detected objects to reduce the number of false event detections during the
initial track finding stage of the analysis. The sub-mm events in the lower left region
of Figure 4.5a are the CCD events described in Section 4.5, which are due to direct
interactions of ionizing radiation with the CCD sensor. As these CCD events suffer
no diffusion, they tend to have extremely high standard deviations of their pixel
values as well as very high average intensities (total intensity/number of pixels).
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(a)

60 Co

data pre-cuts

(b)

60 Co

data post CCD cuts

Figure 4.5: (a) The projected range (R2 ) vs. energy plot of data from the 60 Co gamma
run. The events with short range and low energy in the lower left corner of the plot are
called CCD events, which result from the direct interaction with the imaging sensor. (b)
The same data after analysis cuts are made to remove the CCD events. The events in the
short horizontal band extending to 40 keVee lie in the nuclear recoil band (see Figure 4.6
and text). These events are likely due to radon progeny recoils occurring at the cathode
or GEM surfaces.

Therefore, cuts made on these two parameters, in addition to track size, were used
to efficiently remove this class of events. The events in the small branch protruding
from the primary vertical band at around 1.5 mm are mostly due to detector intrinsic
backgrounds from decays of radon daughters. These are sometimes referred to as
radon progeny recoils, or RPRs, and occur at the detector surfaces [164, 163]. Events
in the primary vertical band have low average dE/dx and correspond to electron
recoil events. These are primarily due to Compton scatterings of the 1.17 and 1.33
MeV gamma rays emitted in the beta decay of

60

Co, with a small fraction from

ambient and intrinsic electromagnetic backgrounds in the detector. Altogether, there
were 27, 644(25, 761) events from the gamma run before(after) applying the selection
cuts to remove CCD events.
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(a)

252 Cf

data post CCD cuts

(b)

252 Cf

data post selection cuts

Figure 4.6: (a) The projected range (R2 ) vs. energy plot of data from the 252 Cf run
after applying the CCD event cuts. The events not part of the two bands are most likely
segments of proton recoils created by neutron interactions with hydrogen-rich materials in
the detector. (b) The same data with nuclear recoil selections cut applied. The lowest
energy recoils post-cuts extend to ∼10 keVee (23 keVr).

The same plots for reconstructed tracks from the

252

Cf neutron run are shown in

Figures 4.6a and 4.6b. Two distinct bands are present. The vertical band is the same
electronic recoil band observed in the gamma run, while the second, near-horizontal
band contains the high dE/dx nuclear recoils (both carbon and fluorine with a ratio
implied by a GEANT simulation of 1:6). The events forming the “haze” between
these two primary bands have dE/dx values inconsistent with being due to Compton
scatters, and they were absent in the

60

Co data. Their dE/dx is also inconsistent

with those of carbon or fluorine recoils as their lengths far exceed the maximum of
these recoiling ions at a given energy. Since these events were only seen in the neutron
runs, we believe that they are segments of proton recoils from neutron interactions
with hydrogen rich material in the detector such as the GEM kapton substrate.
From Figure 4.6a, it is evident that even before any selection criteria are applied,
there is good separation of nuclear recoils from electronic recoils down to low energies.
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Nevertheless, we used the

60

Co data to develop an algorithm that maximizes the

rejection of electronic recoils while retaining a high detection efficiency for nuclear
recoils. One parameter that gave good separation between the two recoil classes is
the ratio of the projected Bragg curve peak (peak of the light distribution in keVee)
to the track length (major axis of the fitted ellipse in mm). A histogram of the
natural logarithm of this parameter, defined as η, is shown in Figure 4.7 for both
the

60

Co and

252

Cf data. The distribution of the former has mainly one population

whereas the latter, which contains both electronic and nuclear recoils, has two. The
one with the larger log η corresponds to nuclear recoils, as also confirmed by noting
that they lie in the nuclear recoil band in the R2 versus energy plots (Figures 4.6).
Based on these distributions, we defined the gamma cut of log η < 0.50 to reject
electronic recoils.
Applying this cut to the gamma run eliminated all but 65 events, of which 56 have
energies below 38 keVee and 9 have energies between 110 and 440 keVee. We show
below that these events are nuclear recoils and, in particular, the 56 lower energy
events are consistent with RPRs from alpha decays occurring at detector surfaces
[164, 163], such as the cathode or GEM, while the remaining 9 of higher energies
are probably segments of alpha tracks associated with those decays. The ratio is not
1:1 because the alphas have much higher energies, and hence, greater probability to
cross the image frame edge and be rejected by the analysis.
There are several pieces of evidence that support the RPR interpretation. First, a
zoom-in of the log η histogram of the

60

Co data, shown in Figure 4.7b, clearly shows

the 65 events in question forming a distinct population, which overlaps that of the
nuclear recoil events from the 252 Cf data in Figure 4.7a. That these events are nuclear
recoils is further corroborated by the fact that they lie in the nuclear recoil band in
the R2 versus energy plane, as shown in Figure 4.8a. Finally, the evidence that these
events are mostly, if not all, due to RPRs comes from their energy distribution. For
the 56 lower energy events this distribution has a mean of 26 keVee with a cut-off
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Figure 4.7: (a) A histogram of the discrimination parameter, log η, defined as the ratio of
the Bragg curve peak to track length, for the 60 Co (red) and 252 Cf (blue) runs. There are
two distributions in the 252 Cf data representing the nuclear and electronic recoils while only
one prominent one in the 60 Co data which contains the electronic recoils. (b) A histogram
of the log η parameter for the 60 Co data zoomed in to see the small distribution of RPR
events which overlaps the nuclear recoil peak in the 252 Cf data. The vertical dotted line at
0.50 is the value of the cut set on this parameter used for discrimination.

at 38 keVee, consistent with the ionization energy distribution from the short-lived
lead isotopes in the radon chain [165].
After excluding the 65 RPR and associated alpha events, the

60

Co dataset con-

tains 25, 696 events, which we identify as electronic recoils. Applying the gamma
cut described above removes all of these, resulting in the detector’s gamma rejection
at ≤ 3.9 × 10−5 . This rejection level is achieved at a pressure of 100 Torr with two
dimensional (2D) track reconstruction, and may be improved further with full 3D
reconstruction (Section 4.7.3) and/or by operating at lower pressure, where tracks
are longer and better resolved. Additionally, more sophisticated analysis algorithms
should give better results.
The resulting energy spectrum from the 252 Cf run after applying the analysis cuts
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Figure 4.8: (a) The R2 vs energy plot for events passing the analysis cuts for nuclear
recoils from both the 60 Co and 252 Cf datasets. The events remaining from the 60 Co data
lie in the nuclear recoil band and have an energy distribution consistent with RPRs, as
discussed in the text. (b) The measured energy spectrum of carbon and fluorine recoils
from 252 Cf neutrons after analysis cuts were applied to remove the electronic recoils. The
spectrum, which is peaked around 35 keVr, was derived assuming the quenching factors
from [166] and that all recoils were fluorine.

to remove CCD events and electron recoils is shown in Figure 4.8. Conversion from
the measured energy in keVee to nuclear recoil energy in keVr is based on the fluorine
quenching factors from Ref. [166]. The spectrum rises from 20 keVr to 35 keVr, where
it peaks, indicating that maximum nuclear recoil efficiency has been reached. Thus,
the effective discrimination threshold of this detector is approximately at 10 keVee
(∼23 keVr), see Figure 4.8a and inset in Figure 4.8b. At 100 Torr, this is the lowest
discrimination threshold of any directional detector to date. Nevertheless, our ∼10
keVee discrimination threshold is significantly above the detection threshold, which
we estimate to be 2 keVee for a diffused, point-like event based on our 55 Fe calibration
data (see Figure 4.4). Our directional threshold is higher yet, ∼2× the discrimination
threshold, with the reason being that nuclear recoil tracks are shorter due to their
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higher dE/dx, and therefore become unresolved at higher energies; further details
are discussed in a separate paper on directionality. The importance of a low energy
threshold, for both discrimination and directionality, is that it provides one path
towards increasing the sensitivity of directional dark matter detectors. In fact, it is
critical for a low mass WIMP search as the recoil energy spectrum is shifted towards
lower energies. Finally, sample recoil images from the 60 Co and 252 Cf runs are shown
in Figures 4.9, 4.10, and 4.11.

4.7

Discussion

The break down of discrimination in our detector below ∼10 keVee (∼23 keVr) is
due to a number of effects that lead to the convergence of electron and nuclear
recoil tracks in the range versus energy parameter space. These are due to physical
effects, such as diffusion and energy-loss processes, as well as detector limitations.
We discuss these below in Sections 4.7.1 and 4.7.2, and describe possible ways to
circumvent them to improve discrimination.

4.7.1

The discrimination threshold

The discrimination at low energies is affected first and foremost by diffusion; as
tracks fall below the resolution limit, range versus energy no longer works as a discriminant. Even if diffusion were suppressed, however, energy-loss processes affecting
both electrons and nuclear recoils could pose fundamental limits to discrimination.
For electrons the dominant effects are the well known energy-loss fluctuations and
straggling (e.g., Figures 4.9b, 4.9c, and 4.10), which give rise to a large spread in their
range. These effects becoming stronger at lower energies, pushing the short-track tail
of the electron distribution below the diffusion limit. There, these electron recoils
merge with the nuclear recoil population (Figures 4.5 and 4.6) which, with their
much larger dE/dx, are already unresolved at ∼20 keVee (∼40 keVr). In addition, the
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Figure 4.9: (a-d) Electron recoils of different energies from the 252 Cf and 60 Co runs.
The images have been contrast adjusted to enhance visualization. The magenta contours
trace out the track boundaries and are included as a visualization aid and to help illustrate
the straggling of low energy recoils and the clumpy ionization deposition. (d) Two high
energy electronic recoils containing smaller delta ray tracks emerging perpendicular to the
primary electronic recoil track. These image boundary crossing tracks were rejected from
the analysis and were found only by visually scanning events by eye.
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Figure 4.10: (a) An image of a 24 keVee electronic recoil in 100 Torr CF4 . The magenta
curve traces out the perimeter of the track and helps in visualizing the straggling of the
recoil. (b) The Bragg curve of the recoil, obtained from the projection of the track along
the major axis of the fitted ellipse, shows the large energy fluctuations that are also clearly
apparent in the CCD image. A detector with a lower signal to noise ratio would only see
the brightest region(s) of the track and possibly misidentifying them as a nuclear recoil(s).

probability for large angle scattering at low energies increases for electrons, producing
a trajectory that is almost diffusive in nature. As a result the energy is deposited into
smaller unresolved regions of space, which, together with projection of the track to
2D, systematically biases the dE/dx upward towards that of nuclear recoils. In Figure
4.6 events of a given energy affected in this manner have their R2 underestimated
and drop down into the nuclear recoil band.
For nuclear recoils the opposite trend occurs, whereby energy-loss in the ionization channel (the detectable dE/dx) decreases as the ions slow down, with other
energy-loss channels making up the difference. Both theoretical (Ref. [166]) and
experimental (Ref. [167]) studies of the ratio of ionization to total energy-loss (the
quenching factor) indicate values less than 0.25 for E < 10 keVr in a variety of gases
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Figure 4.11: (a-d) Nuclear recoils from the 252 Cf runs at various kinetic energies in 100
Torr CF4 using the Hitachi quenching factors and assuming all the nuclear recoils are
fluorine atoms. The images have been contrast adjusted to enhance visualization and have
different X/Y scales. The directionality and asymmetry in the energy deposition often
referred to as the head-tail signature become apparent for the highest three energy recoils.
In all images, the average neutron direction is from left to right. Also note how the track
in (a) deposits roughly the same amount of energy as the electronic recoils in Figures 4.9a
and 4.9b but appear in a much tighter area with a higher intensity peak pixel value. A
lower signal-to-noise and lower resolution detector could fail to differentiate the track in
(a) from that in Figure 4.9a.
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and their mixtures. This effect underestimates the energy of events of a given track
length in Figure 4.6, pushing them leftward into the electronic recoil band.
Thus, the detected dE/dx for both classes of recoils converges at low energies, potentially posing a fundamental limit on discrimination using the range versus energy
technique. The energy where this occurs cannot be determined from our data where,
as mentioned above, the limitations on discrimination are due to diffusion. Progress
toward this goal will require resolving tracks below our E < 10 keVee threshold, for
example by lowering the gas pressure to lengthen tracks. From a practical perspective, directional gas TPCs have been shown to operate down to 20 Torr ([168, 169]),
and with Thick GEMs (THGEMs) good gas gain has been demonstrated down to
0.5 Torr in certain gases [142, 143]. So, measurements in the 10 - 40 Torr pressure
range could feasibly map out the possible parameter space for discrimination below
10 keVee, and will likely lower the threshold as well. Exploring gas mixtures with
lower straggling and energy loss fluctuations should also be attempted. All such
efforts will be most critical for low mass WIMP searches where energy thresholds <
10 keVr (note this is recoil energy, not ionization energy) are desired. Depending on
the degree of quenching, the detected energy in this regime could be as low as a few
keVee, where achieving both discrimination and directionality could be extremely
challenging.

4.7.2

Detector improvements

Besides lowering the pressure and optimizing gas mixtures, improvements in the
detector itself could also lead to better discrimination and directionality. The three
detector parameters that we believe play a critical role for this are signal-to-noise,
resolution, and tracking dimensionality (discussed in Section 4.7.3). We restrict our
discussion to an optical detector of the type used here, but many of the ideas apply
to charge readout detectors as well.
A benefit of signal-to-noise, especially where discrimination is concerned, is that
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(a) Noise Added

(b) Original
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(c) Filtered Original
Figure 4.12: An ∼16 keVee event from the 252 Cf run shown with different signal-to-noise
levels. The middle panel (b) shows the original calibrated CCD image, and the left panel
(a) shows the same but with 50% higher noise added in software. The right panel (c) is
the original image with a Gaussian noise reduction filter applied. See text for details.
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it enables full mapping of electron tracks that have large energy-loss fluctuations
of the type seen in Figures 4.9b, 4.9c, and 4.10. These tracks show regions with
high energy-loss interspersed with barely discernible regions of low energy-loss. A
detector with low signal-to-noise would detect only the peak regions, which, due
to their systematically higher dE/dx, would look like nuclear recoil tracks. This is
illustrated in Figure 4.12, where we show three images of an event from the

252

Cf

run, each with a different signal-to-noise level. Figure 4.12b is the original calibrated
CCD image obtained by our detector, showing a track with a high density segment
and a suggestion of a very faint tail. In Figure 4.12a, we artificially added about
50% more noise to the image in software. In this image the long faint tail of the
recoil is lost in the noise, leaving just the bright high density region that could easily
be misidentified as a low energy nuclear recoil track. Finally, in Figure 4.12c the
original image has been processed using a Gaussian noise reduction filter. The long
faint tail is now clearly visible as is its connection to the brighter segment, leaving
little doubt that this is an electron track.
The two obvious paths to achieving high signal-to-noise are to lower the noise
and/or increase the signal. The former approach would require a reduction in the
CCD camera system noise, which is usually dominated by the read noise for short
exposures, but the tradeoff is slower readout speed or more costly multi-node readouts. In the direction of increasing signal, there are many approaches that could
be taken. The first is boosting the CCD sensor quantum efficiency, which, for the
back-illuminated CCD used here, is already highly optimized. Secondly, one can
increase signal through better light collection with a more efficient optical system
(faster lens), and/or a setup that allows for more light collection by decreasing the
distance between the GEM and lens. However, the latter approach requires a sacrifice of imaging area whereas the former requires a potentially uneconomical and
sophisticated custom lens design. Although both are potential drawbacks for scaleup to large detector volumes, these approaches should be considered if cheaper CCDs
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or other technologies become available in the future.
Another approach is to increase the light output by selecting gas mixtures with
higher avalanche photon yield, defined as the number of photons per secondary electron released during amplification, or by increasing the absolute gas gain. Although
we have achieved very high gas gain in our detector with the triple-GEM stack, the
light yield of CF4 , albeit one of the better scintillating gases, could be improved
further. For example, the addition of Ar at high concentrations has been shown to
increase the photon yield of pure CF4 [158, 170] from ∼0.3 to ∼0.7 [171]. Although
a number of excellent gas scintillators exist, consideration of the spectrum (e.g., optical vs. UV) and whether the target is optimal for the specific WIMP search (e.g.,
spin-dependent vs. spin independent) must be taken into account. The gas gain
could also be increased, but saturation effects have been noted at high gains [172],
where both the gain and photon yield are charge density dependent. This could have
a deleterious effect on both energy and directional sense determination.
Detector resolution, also critical for both directionality and discrimination, is
governed by various design and operation choices such as the readout pitch, gas
mixture, pressure and diffusion. How pressure can be used to vary track lengths and
how the choice of gas can effect fluctuations and straggling were briefly discussed
above, so we focus on the other two factors here. Diffusion can be reduced by
limiting the maximum drift distance and by making a judicious choice of gas mixture.
Although CF4 exhibits relatively good diffusive characteristics for an electron drift
gas, negative ion gases such as CS2 , which drift in the thermal regime, provide the
lowest diffusion possible without employing magnetic fields (see Section 3.1). The
low diffusion in our small detector, σ ∼ 0.35 mm, is not far from the average value
of σ ∼ 0.5 mm achieved with CS2 over a 50 cm drift in the DRIFT detector. Thus,
the diffusion achieved in our detector is a reasonable goal for a large scale directional
experiment, and any meaningful reduction would likely require other techniques.
In principle, the readout pitch of the detector should be fine enough to extract
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the maximum information possible with the given diffusion. The effective pitch in
our detector, which is due to a combination of the GEM pitch, 140 µm, and the
CCD binned pixels, 165 µm, was a little less than half the sigma due to diffusion,
σ ∼ 0.35 mm. This allowed tracks to be measured with a sufficient number of independent samples to extract features, such as energy-loss fluctuations and asymmetry
in ionization, important for discrimination and directionality.
A good example demonstrating this for discrimination is found by comparing
the images of the electronic recoil and nuclear recoil shown in Figures 4.9a and
4.11a, respectively. Both have similar detected energy but the electronic recoil looks
more disperse with larger fluctuations, and the nuclear recoil more concentrated and
smoothly distributed. These differences are consistent with the energy-loss processes
discussed above, and could be used in more sophisticated algorithms to improve discrimination and directionality. The finer pitch also opens the door to deconvolution
techniques, such as those used in astronomy (for example, see [173]), which could be
applied to achieve better resolution.

4.7.3

Background discrimination: 1D, 2D, and 3D

The detector parameter that is arguably most critical for good discrimination and
directionality is the number of independently measured track components. Although
full 3D track reconstruction is preferred, any benefit it brings to discrimination or the
directional sensitivity must be justified relative to the cost increase or added design
and operational complexity. Here we study the improvement in discrimination from
1D to 2D to 3D and, except for brief remarks below, postpone the discussion on
directionality for a separate paper.
We begin by studying the difference in discrimination power between 1D and 2D.
For this we took our 2D data from the

60

Co and

252

Cf runs and reduced them to

1D. We have defined the X(Y) component of the track length as R2 cos θ(R2 sin θ),
where θ is the reconstructed angle of the track in the X-Y plane. Of course, this
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(a) X Component

(b) Y Component

(c) R2 Length
Figure 4.13: (a) and (b) Plots of the X and Y, 1D components of the track length vs.
energy for the 60 Co run overlaid on top of the 252 Cf run. These show the approximate level
of discrimination that a 1D detector would achieve. (c) The 2D projected track length
vs. energy data from the same two data runs reproduced for comparison (from Figures
4.5 and 4.6). For all 3 panels the RPRs from the 60 Co have been removed to show the
true separation between the electronic recoil and the nuclear recoil bands. In the 2D data
there is separation of the bands down to about 10 keVee (23 keVr), but in the 1D data
(a-b), events from the electronic recoil bands are leaking into the nuclear recoil region up
to energies > 35 keVee (62 keVr).

94

Chapter 4. CCD Detector Discrimination

artificially extends the 1D track length down to zero, whereas the diffusion in a real
1D detector would impose a minimum. Nevertheless, this effect, which is apparent
in Figures 4.13a and 4.13b, does not change the relative comparison we wish to make
here. In addition, to better gauge the separation between the electronic and nuclear
recoil bands, the 65 events associated with RPRs in the 60 Co were removed from this
dataset.
In Figures 4.13a and 4.13b the X and Y, 1D components of the tracks are plotted
as a function of energy, respectively. As one would expect, the electronic recoil bands
in these two figures are very similar because their recoil directions are distributed
more or less isotropically in the imaging plane. The nuclear recoil band, although
smeared out greatly in both figures, is marginally denser in Figure 4.13a because the
neutrons were directed along the X-axis. For comparison, an overlay of the 2D, R2
versus E data from both runs is also shown in Figure 4.13c.
The results show significantly better discrimination with 2D tracks versus 1D. In
2D, discrimination is achieved down to ∼10 keVee (23 keVr), whereas in 1D, electron
events from the 60 Co run have strayed into the nuclear recoil band out to energies of
∼35-40 keVee (∼65 keVr). This effectively puts the discrimination energy threshold
of the 2D data at a factor ∼3 lower than the 1D data, which would correspond to
a factor of ∼7(70) times higher detection sensitivity for a WIMP of mass 100(30)
GeV·c−2 scattering off fluorine through spin-independent interaction. Perhaps cuts
made on other track parameters could be used to reduce this gap, but it is unlikely
that 1D discrimination would improve to extend the threshold much below 30 keVee
(55 keVr).
Next, with the aid of simulations we explored the potential difference in discrimination capability between a 2D vs. 3D detector. The simulation program
SRIM(CASINO) [128]([174]) was used to simulate nuclear(electronic) recoil tracks
with an isotropic distribution in 3D and with the same energy distribution as our
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(a) 2D Reconstruction

(b) 3D Reconstruction

Figure 4.14: Simulation of range vs. energy for fluorine and electron recoils in 100 Torr
CF4 for 2D (a) and 3D (b) track reconstructions. In the 2D reconstruction (a), events from
the electron band leak into the nuclear band up to energies of ∼9 keVee. But in the 3D
reconstruction (b) events from the two bands are separable down to energies of ∼6 keVee.

calibration data.2 Each simulated track was then projected onto the image plane
with the pixellization, noise, and signal adjusted to match those of our CCD detector. The diffused and signal-to-noise adjusted projected track from each image plane
(XY, XZ, YZ) was analyzed using the same image analysis algorithm as the one used
for our neutron and gamma data (Section 4.5). We note that the simulations do not
take into account secondary recoils but merely serve as a qualitative demonstration
of the improvement in background discrimination with 3D tracking. A quantitative
statement about the improvement level requires a more detailed simulation of the
detector with a more rigorous treatment of energy loss, gas diffusion, amplification
stage effects, and detection efficiency, which is beyond the scope of the paper. A
more comprehensive simulation-based study of discrimination between electron and
nuclear recoils in a directional dark matter experiment can be found in Ref. [175].
2 We

note that the nuclear recoil simulations do not take into account secondary recoils.
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The results of these simulations are shown in Figures 4.14a and 4.14b. As expected, the nuclear recoil band for the case of 3D reconstruction (Figure 4.14b) is
much tighter than the 2D case (Figure 4.14a). The 3D distribution of the electron
band is still dominated by the effects of straggling and energy loss fluctuations (discussed in Section 4.7.1), resulting in large scatter in both range and energy. However,
in the region where the two bands intersect, the 3D electron events are more tightly
distributed than in 2D, yielding better separation from the nuclear recoils. This results in about a ∼35% lower discrimination threshold, which, not surprisingly, is not
as large as the difference seen between the 1D and 2D data. Nevertheless, when combined with lower, ∼10-20 Torr, operating pressures and better track reconstruction
algorithms, 3D could push the discrimination threshold into the few keVee region of
interest for low mass WIMP searches.
With regards to the WIMP directional signature, the advantage of 3D track
reconstruction in directional searches has been a subject of numerous studies and
discussions. Using the criteria of number of events needed to reject isotropy, these
studies show only a factor few difference between 2D and 3D when perfect HT sense
recognition is assumed [146, 145, 147]. If other variables are included then even
1D appears competitive [149]. This would seem to suggest that multi-dimensional
tracking is something desired but not absolutely necessary. There are two caveats
to this, however. The first is that the assumption of perfect HT sense recognition is
unrealistic, and we argue that higher dimensionality is needed even to approach this
goal. The second is that, in the case of low pressure TPCs, discrimination power
and directional sensitivity are coupled to the tracking dimensionality of the detector.
As the primary discriminant is the stopping power, dE/dx, robust discrimination requires high quality measurements of both energy and track range. The latter, as we
have shown here, is best accomplished with a 3D detector. A more extensive discussion on the relationship between tracking dimensionality and directional sensitivity
is reserved for 3.3.2.
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The realization of full 3D tracking capability with high resolution nevertheless
comes with added costs and technological challenges. For example, the relatively
fast drift speed of electrons in gases such as CF4 makes it difficult to get sufficient
spatial resolution in the third dimension (the drift, or Z, direction). Although these
depend on the detector technology, in the case of a TPC the relatively fast drift
speed of electrons in gases such as CF4 makes it difficult to get sufficient spatial
resolution in the third dimension (the drift, or Z, direction). Even though several
groups have succeeded in resolving the Z-component of the track with specialized fast
electronics [176, 165, 177], the ∼1000× slower drift speeds of negative ion drift gases
have an advantage in this regard. Nevertheless, several directional experiments have
demonstrated the capability to resolve the Z-component of the track using specialized
fast electronics [176, 165, 177]. In this regard, negative ion drift gases such as CS2
have an advantage because their drift speeds are ∼1000× slower. For example, the
DRIFT experiment, which uses CS2 gas mixtures, achieves superb resolution (<
100 µm) for the Z-component of the track with very cheap, commercially available
electronics.
Other advantages of negative ion drift include low, thermal diffusion, and with
the recent discovery of multiple negative ion charge carriers in CS2 +O2 mixtures, the
ability to fully fiducialize the detector [179]. The latter is a necessary ingredient for
zero background operation, as also demonstrated by the DRIFT experiment [111].
All of these advantages offset the few disadvantages of CS2 mixtures, one being its
toxicity, and the other its lack of spin-dependent sensitivity, which requires mixtures
such as the 30:10:1 Torr CS2 +CF4 +O2 used in DRIFT. Recent work indicates that
another negative ion gas, pure SF6 , has all of the advantages of CS2 +O2 , but is also
fluorine rich for spin-dependent sensitivity, and benign [180]. In regard to optical
TPCs of the type used in this work, the qualities that make for an ideal negative
ion gas are not expected to result in good or any scintillation. However, preliminary
results in CS2 +CF4 mixtures have shown good scintillation yield with negative ion
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behavior in certain mix proportions. These and many other considerations represent
a large parameter space of quantities such as gas mixture, pressure, and amplification
scheme that remain to be explored to optimize for the detection and study of low
energy recoils.

4.8

Conclusion and prospects

In this work we have described a small high resolution, high signal-to-noise GEMbased TPC with a 2D CCD readout. The detector was designed to make detailed
studies of low energy electron and nuclear recoil tracks for the purpose of directional
dark matter searches. Detector performance was characterized using alpha particles
from
252

210

Po, X-rays from

55

Fe, gamma-rays from

60

Co, and ∼MeV neutrons from

Cf. Stable gas gains upward of 105 were achieved in 100 Torr of pure CF4 with a

triple-GEM cascade, resulting in a very high signal-to-noise. This, together with an
effective 165 µm track sampling and low diffusion, σ ∼ 0.35 mm, provided the means
for detecting events with energies down to a few keVee.
With our

60

Co and

252

Cf data we also studied discrimination between electronic

and nuclear recoils. Using the standard range versus energy technique, relatively
simple selection criteria were used to demonstrate excellent discrimination down to
∼10 keVee, or ∼23 keVr recoil energy. This result, the best to date at 100 Torr, was
especially aided by the high spatial resolution and signal-to-noise of the detector.
Without the latter, the large energy-loss fluctuations suffered by low energy electrons
would cause only the peak intensity regions of the tracks to be detected. Such tracks
would be reconstructed with their dE/dx and track lengths systematically too high
and too low, respectively, resulting in these events being misidentified as nuclear
recoils. That both high spatial resolution and high signal-to-noise are necessary for
good discrimination is an important result of this work.
Pushing the discrimination threshold to even lower energies is an important fu-
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ture goal, especially critical for directional low mass WIMP searches. Our ∼10 keVee
threshold is due to a combination of diffusion and electron straggling, which results in
the merger of the electron and nuclear recoil populations in the R2 versus E parameter space. Two paths around this are to lower the gas pressure to lengthen tracks, and
full 3D track reconstruction. The former would allow mapping the parameter space
for discrimination below our 10 keVee threshold and find any fundamental limit if it
exists. The influence of track dimensionality on discrimination was also investigated
and, using our data, we found that the 1D threshold is a factor ∼3 higher than 2D.
Using simulations we also found better separation between the electron and nuclear
recoil populations in 3D versus 2D, resulting in about ∼35% lower discrimination
threshold in 3D. In addition to these two strategies, better analysis techniques that
take full advantage of the difference seen between electron and nuclear recoil tracks
(e.g., compare Figures 4.9a and 4.11a) should be investigated in the future.
Finally, the data obtained in this work can also be used to characterize the
directionality of the nuclear recoil tracks. With their higher dE/dx, we find that these
tracks become unresolved at energies around ∼20 keVee (∼40 keVr), resulting in a
directionality threshold that is a factor ∼2 higher than the discrimination threshold.
That these two thresholds are not the same is another important result from this
work, which, given the differences in the energy-loss processes of electrons and nuclear
recoils, is perhaps not surprising. A detailed analysis of the directional signature,
and its implications for WIMP detection, will be described in Chapter 5.
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Chapter 5
Directional Sensitivity of
Prototype CCD Detector
5.1
5.1.1

252

Cf directionality

Angular resolution

The directional sensitivity of the detector is characterized by two parameters, the
angular resolution, or how well the track orientation (axial direction) is determined,
and the charge asymmetry (skewness/head-tail) along that axial direction. These
two properties are highly correlated as both depend on the amount of diffusion, track
length, recoil energy, and detector resolution. Nevertheless, the ability to measure
the track axial orientation does not guaranteed that a sense can be well measured.
To determine how well the detector can reconstruct the track orientation, the
angular resolution as a function of energy is calculated. First, nuclear recoil directions from a 252 Cf neutron spectrum scattering off fluorine are simulated. An energy
and recoil direction are specified for each simulated nuclear recoil event. The recoil directions within an energy range are then projected down onto the 2D imaging
plane and smeared with a resolution function taken to be the von Mises distribution,
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which is the circular analogy of the Gaussian distribution on a line. The maximum
likelihood method is then used to find the smearing width that gives the best agreement between the simulated recoil direction distribution and the measurement-based
distribution within the given energy bin. The result is an effective 2D angular resolution and is shown in Fig. 5.1, but note that the results are not needed, or used, in
the analysis in the subsequent sections of this chapter.
The other approach is to take the recoil directions within an energy range and
then smear them in three dimensional space with a resolution function taken to be the
Fisher distribution [181, 182, 183, 184] of varying concentration parameter or width
before projecting down to 2D. The Fisher distribution, also known as the von MisesArnold-Fisher distribution, is the generalization of the von Mises distribution on the
circle to the sphere, and both belong to a family of distributions called Langevin
distributions [182]. Once smeared, the directions are then projected down onto the
two dimensional detection plane, and the same method described above is used to
find the best fit smearing width.
In this case, the 2D angular resolution is defined as the width that contains 68%
coverage of the projected smearing function about the mean direction. It is very
important to note that both Figs. 5.1 and 5.2 do not truly represent a 2D angular
resolution because it is difficult to define such a quantity in 3D. The reason being
that the angular resolution of a given event depends not only on its energy and
track length but also on the inclination of the track relative to the imaging plane.
However, with the above definition, the angular resolution of a flat(uniform) angular
distribution in 3D projected down onto 2D is ∼61◦ as shown in Fig. 5.2 by the dotdashed horizontal line. The fit is done for energy bins of 20 keVr in width and the
results are shown in Fig. 5.2 for the case in which the initial recoil directions are
parallel to the detection plane. The reason for this approach is that it also gives us
the 3D angular resolution of a detector that possesses the same resolution in each
of its dimensions. This will be important in the WIMP anisotropy study detailed
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Figure 5.1: 2D detector angular resolution as a function of energy derived by projecting
the simulated data onto the 2D imaging plane. Data in 20 keVr energy bin are then smeared
with the von Mises distribution and compared to measurements in the same energy bin to
extract the best fit angular resolution.

in Sec. 5.3. Similar to the results shown in Fig. 5.1, the projected 2D results from
Fig. 5.2 are not used in any of the forthcoming analysis of the data.
It should also be mentioned that multiple scattering events have not been included into the simulation used to derived these results, so the angular resolution as
determined by this method should represent a conservative estimate as the secondaries will tend to broaden the angular distribution. This effect could be the reason
for the poor fitting results found for data below 40 keVr. Nevertheless, the trend,
given by the fitted curve in Figs. 5.1 and 5.2 suggests that axial directionality extends down to this energy. Also, note here that the energy scale is in nuclear recoil
energy and not electron equivalent because to compare the simulated results with
measurement we must convert the detected energy into recoil energy using the fluo-
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Figure 5.2: The 2D detector angular resolution as function of energy derived by smearing
in 3D and projecting onto 2D to compare with measurements. The horizontal bars represent the widths of the energy bins while the vertical errors bars show the 68% confidence
intervals.

rine quenching factors from Ref. [166]. The assumption of the quenching factors will
affect these results. In addition, because the angular resolution depends not only
on the pixellization of the detector readout and diffusion but also on the amount of
straggling exhibited by the recoiling target, these numbers could improve for a target
that exhibits less straggling such as helium.

5.1.2

Head-tail signature

For the sense(head-tail) determination, we define the skewness parameter s on the
projected Bragg curve light distribution to quantify the level of charge asymmetry.
This distribution is obtained by projecting the track onto its reconstructed major
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axis, and s is defined by:
1
n

s= 

1
n−1

n
P

(xi − x̄)3

i=1
n
P

3/2

(5.1.1)

(xi − x̄)2

i=1

where n is the number of samples in the distribution, x is the location of a sample
along the distribution, and x̄ is the distribution mean. By considering the image
coordinate system and location of the neutron source in the data run discussed in
Chapter 4, nuclear recoils from the first half of run are expected to be predominantly
negative skewed while those from the second half should be mostly positive skewed
as the energy loss rate through ionization of a low energy nuclear recoil has been
shown to decrease along its recoiling path [125].
We find that using a threshold of 3.2σim , where σim is the rms of the image
background, to optimize detection of tracks is not the optimal value to calculate the
skewness because the boundary pixels are rather noisy and can cause large fluctuations in the skewness measurements. By taking track pixels inside an isophote with a
higher threshold value of 3.8σim and using them to obtain the projected Bragg curve,
we obtain a better result for the skewness. This procedure is applied to all nuclear
recoil events to obtain a skewness distribution. Figure 5.3 shows the difference in
skewness between the average skewness S±x in the +x and −x directed data as a
function of energy, and indicates that the head-tail signature is measurable in our
CCD detector down to ∼30 keVee (∼ 60 keVr) at 100 Torr CF4 . All error bars are
statistical and represent the standard errors of the means.
Because nuclear recoils resulting from scattered neutrons off of the lead shielding,
detector, and surrounding material have not been taken into account, directional energy threshold could be better than what is suggested by Fig. 5.3. A full GEANT
simulation is needed for a complete characterization of the backgrounds, but a simulation for the DRIFT detector suggested that about 30% of the nuclear recoils are due
to scattered neutrons from a

252

Cf source [127]. Another effect that could affect the
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Figure 5.3: Skewness difference between +x and −x directed runs in energy bins with a
20 keVee width for nuclear recoil events. S±x is the mean of the skewness distribution in a
given energy bin for the +x and −x directions. The results indicate that even at 100 Torr,
the head-tail signature exists down to a nuclear recoil energy of ∼ 0 keVee (∼60 keVr).
The error bars represent the standard errors.

head-tail measurement is gas gain and light quenching at high ionization densities.
Chapter 6 contains a longer discussion of this issue, but given the smallness of the
asymmetry even a few percent effect can drastically alter the results. Calibration,
gain fluctuations, and readout noise will also play an important role in any skewness
measurement.
In addition, there is much work to be done on the image analysis side. A more
robust method for identifying tracks and determining their properties is needed, as
the current approach is very sensitive to outlying pixels, which have the lowest signalto-noise ratio of pixels within a given track. Moreover, the present method relies on
the correct determination of the track orientation prior to calculating the skewness,
a difficult task in the case of effectively round tracks that have ill-defined major axes.
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5.1.3

Directional vs. discrimination thresholds

The results thus far show that our ability to separate electronic from nuclear recoils
as discussed in Chapter 4 is much better than our directionality sensitivity. This is
not a surprising finding since those two features are independent. The directional
signature is solely dependent on the physics of nuclear recoil energy loss inside the
target medium whereas discrimination depends on the difference in stopping powers
between electronic and nuclear recoils. Given sufficient signal to noise, the energy
at which we can discriminate between the two classes of events is dictated by the
ability to resolve the track of the electronic recoil since they have lower dE/dx, but
this energy will be lower than the energy at which we can resolve nuclear recoil track.
As such it is not necessary that the discrimination energy threshold should coincide
with the directional energy threshold even though there could be cases where they
do match. Unless there is some detector limitation that causes the thresholds to
overlap, directional dark matter detectors should be able to set two different limits,
a directional limit and non-directional limit.
Consequently, it would be prudent for an experiment to push the discrimination threshold down to as low a level as possible regardless of where directionality
disappears in that detector. Within the same detector, any potential dark matter
signal would first appear as non-directional, and this would allow the experiment to
anticipate when the directional signature will be seen and allow for the comparison
of a non-directional result with a directional one from the same experiment without
issues of systematics when comparing results between different experiments.
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Figure 5.4: (a)-(d) Circular histograms of reconstructed directions from events passing
the nuclear recoil selection cuts and have axis ratio less than or equal to the specified value.
The red line segment shows the mean resultant direction which agrees with the expected
direction based upon the position of the neutron source.
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5.2
5.2.1

Rejecting isotropy for

252

Cf neutrons

No Quality Cuts

The number of events needed to detect a directional signal and reject isotropy in
the

252

Cf data set is determined from combining the reconstructed orientation with

the skewness measurement to define a vector direction for each event. The −x
directed neutron data are combined with the +x directed data by a sign change
in the skewness parameter of the −x data set. This allows for the representation
of a recoil direction as a point on the unit circle. A circular histogram of all the
recoil directions generated using the CircStat toolbox [185] is shown in Fig. 5.4a.
The red line segment represents the mean direction and resultant length of the recoil
directions and shows agreement with the known average direction of the neutrons.
We see in Fig. 5.4a that in addition to the primary, forward directed peak, there is a
antipodal peak that is predominantly comprised of tracks with incorrectly assigned
skewnesses and suggests that even when the reconstructed track orientation is close
to the true orientation the probability of correctly determining the (sense)direction
is low as is shown in Fig. 5.6a.
The minimum number of events, N, needed to reject isotropy is determined by
using a bootstrap method that draws N samples from the data set, with replacement,
104 times. In each trial or experiment we perform the V −test for isotropy. This test
is a modified Rayleigh test with the alternative hypothesis being that the data is
not uniformly distributed around the circle, but has a mean direction, φ¯0 which is
given by the neutron average direction. We define the length of the mean vector of
a sample of size, N, with angles, ai , as
r=
with
X=

N
X
cos ai
i=1

N

√
X2 + Y 2

,

Y =

(5.2.1)
N
X
sin ai
i=1
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The test statistic, V , is defined as

V = R cos φ¯N − φ¯0 ,

(5.2.3)

where R = N r and φ¯N is mean direction of the sample [186]. The significance of the
test statistic is determined by comparing it with the critical value,
r
2
.
u=V
N

(5.2.4)

Adopting the same method as found in [146], for each experiment we calculate the
rejection factor, RJ , which is the probability of measuring a smaller value of the
test statistic under the assumption that the null hypothesis is true. The acceptance
factor, AC , is defined as the fraction of the experiments in which the alternative
hypothesis is true and reject the null hypothesis at confidence level, RJ . The number
of events needed to reject isotropy at a given confidence level, C.L., requires that
RJ = AC = C.L.

5.2.2

Axis Ratio Cut

To select out the more elongated and, hence, better reconstructed track orientations,
a cut is made on the axis ratio (AR), defined as the ratio of minor axis to major axis
of the track fitted ellipse. The distribution of events with different axis ratios are
shown in Fig. 5.4b, Fig. 5.4c, and Fig. 5.4d. The backward directed peak remains
but the ratio of the amplitudes of the two peaks is increasing with more events
being correctly reconstructed in the forward direction as more elongated tracks are
selected, implying that tracking, the axial reconstruction of the track orientation, is
better than head-tail sensitivity.
This brings up the question of whether it is more important to push down the energy where head-tail is seen or improve upon the level of head-tail at a comparatively
higher energy. One could argue that the two approaches are not independent as aiming for the former requires improving resolution (detector readout, gas diffusion) and
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Table 5.1: Top: N90,no and N90,w are the number of events needed to reject isotropy at
90% confidence level for different cuts on the axis ratio (AR) without and with weighting,
respectively. The column labeled f60 is the fraction of events above 60 keVr with an axis
ratio less than or equal to the axis ratio cut in the corresponding row. N90 is the number
of events above 60 keVr needed to reject isotropy before applying the axis ratio cut and
is obtained by dividing the numbers in the weighted column, N90,w , by those in the f60 .
Thus, it can be regarded as the exposure, in number of events, needed to reject isotropy
above the 60 keVr threshold. Bottom: Same as top table but for 95% confidence level.

Axis Ratio

N90,no

N90,w

f60

N90

1.0
0.9
0.8
0.7
0.6
0.5

100
79
47
26
16
10

57
44
29
17
12
8

1.00
0.87
0.63
0.42
0.27
0.16

57
51
46
41
44
50

Axis Ratio

N95,no

N95,w

f60

N95

1.0
0.9
0.8
0.7
0.6
0.5

131
104
60
35
21
13

73
61
38
24
15
10

1.00
0.87
0.63
0.42
0.27
0.16

73
70
60
57
56
63

operating at lower pressures to increase track length. But those same steps should
also improve the head-tail measurement at higher energies. However, it is possible
that at some energy, the intrinsic charge asymmetry is so small that it cannot be
measured well and very little improvement in identifying a directional signature can
be gained. Conversely, it is also possible that the asymmetry can be well measured at
low energies but the recoil direction cannot because straggling lowers the probability
of correctly identifying the axial direction of the track.
To enhance the directional signature it is prudent to remove diffusion limited
tracks from the directional test because these tracks provide little to no directional
information and act as a uniform background on top of the directional signature.
As such, a cut is made on the axis ratio (AR) to select out more elongated tracks.
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For each axis ratio cut value, the procedure outlined above to test for isotropy is
performed on the subset of the data that passed the axis ratio cut. From the determined minimum number of events needed to reject isotropy in this subset, the
number of events above 60 keVr, N90(95) , that are needed before a cut is made on
the axis ratio value to obtain that subset is calculated by dividing the number of
events by the fraction of events with an AR less than equal to the cut value. In
effect, we are determining the exposure above the 60 keVr threshold needed to reject
isotropy in terms of the the number of events. The values of N90(95) that are needed
to reject the null hypothesis of isotropy at confidence levels of 90% and 95% are given
in Table 5.1.

5.2.3

Weighting events

The axis ratio cut is essentially a binary weighting scheme that does not fully utilize
all of the available information, and a further improvement can be made by extending
the weighting to a continuous scale. This is done through a redefinition of the
modified Rayleigh test statistic to contain a weight for each input direction [187].
For N vectors, the mean X and Y are redefined as
X=

N
X

w cos aw ,

Y =

N
X

w sin aw ,

(5.2.5)

w=1

w=1

where w = 1, . . . , N is the rank of the vector. The vector with the lowest weight
has rank 1 while the next lowest has rank 2 and so on. The weighting parameter,
ρ ≡ (1−AR)×|s|, is found to give better results than parameters such as the energy,
track length, magnitude of the skewness, or a combination of those. The choice of
the weighting parameter is not too restrictive, so other parameters could potential
provide better results than the one used here.
The weighted resultant vector length and resultant direction are defined as
 
Y
2
2
2
(5.2.6)
R =X +Y ,
φ̄N = arctan
X
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while the test statistic is defined as
r
Zw =

2
R cos (φ̄N − φ̄0 )
N

(5.2.7)

and is calculated via Monte Carlo simulations under the null hypothesis of isotropy.
An axis ratio cut of 0.67 with vector weighting is found to minimize the number of
events above 60 keVr needed to reject isotropy. The exposure, in terms of the number
of events, needed at 90(95)% C.L. are 41(54). The number is derived by taking the
18(20) events remaining after apply the axis ratio cut at 0.67 and dividing it by the
fraction of events above 60 keVr passing this cut. Using the weighted mean angle of
the 18(20) events passing the cut and above 60 keVr, we calculate that the half-angle
of the confidence cone for pointing back to the source direction is 34(35)◦ . Using the
41(54) events give poorer pointing directions.
There could be a question as to why we choose to quote the minimum numbers
in the column labeled N90(95) [41(54)] rather than those in N90(95),w [18(20)]. The
reason being that in order to get the 18 quality events at 90% C.L. with an AR
cut of 0.67 for input into the directional test, 41 events are needed before applying
this particular cut. To put it another way, the detector exposure needed to reject
isotropy at a threshold of 60 keVr is the exposure needed to obtain 41 events and
not the 18 events. Moreover, if the events were due to WIMP interactions, than
it is clear that even those events that did not pass the AR cut will still provide
important information about the nature of the WIMP from their energy distribution
and therefore should not be disregarded entirely.

5.2.4

Slice cut

The axis ratio, however, is be the best parameter to use because it is highly correlated
with the recoil energy. For a 252 Cf recoil spectrum, Fig. 5.5 shows that when a cut is
made to remove events with AR ≥ 0.7 to test for directionality, essentially all of the
events below 100 keVr are removed. This is problematic when applied to a WIMP
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Figure 5.5: The fraction of events with an axis ratio of less than or equal to 0.7 and 0.9.

induced recoil spectrum, which for certain WIMP and target mass combinations,
may have few, if any, events at energies above 100 keVr. Consequently, cuts made
with the axis ratio parameter is not optimal.
A non-energy correlated track quality cut parameter can be constructed by dividing the nuclear recoil band in the range and energy parameter plane into slices of
equal range widths (not number of events) and only select recoils in the top slices
which have longer ranges and better measured skewnesses. The improved directionality for events in the top of the recoil band can be seen when comparing Figs. 5.6b,
5.6c, and 5.6d which shows how the head-tail signature as quantified by the fraction
of events in the forward/backward directions change for the different slices.
By replacing the axis ratio cut with the range slice cut, we find that the exposure,
in terms of the number of events, needed to reject isotropy at 90(95)% C.L. is 45(73)
(compared with 41(54) using the axis ratio cut with weighting scheme) using the
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Figure 5.6: The fraction of events with the correct sense, defined as the ratio of the
number of events in the forward half circle to the total number of events for different slices
in the range vs. energy plot.
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same weighted modified Rayleigh test. The optimal slice cut corresponds to selecting
events in the top half of the band which contains about 45% of the events. It is
important to note that there is a bias with this cut since it favors carbon recoils
which have longer ranges than fluorine recoils of the same energy, but since the ratio
of carbon to fluorine recoils is about 1:6, even assuming that all of the carbon recoils
are in the top half, the band will still be dominated by fluorine recoils. In fact, there
is a slight bias even when no cuts are applied because we are not able to separate
carbons from fluorines and so have to treat all recoils as fluorines.
The purpose of this cut is to demonstrate that selecting tracks that are less
straggled and/or have larger projections onto the detection plane will improve the
directional signature as showed in Figs. 5.6b, 5.6c, and 5.6d. In addition, our aim is
to find a parameter that is not highly correlated with the energy and is more suitable
when applied to a WIMP recoil spectrum.
Of course, other cuts and weighing schemes can also be considered. Nevertheless,
even our relatively straight forward and simple cut and weighing parameters provide
a significant improvement. If no track quality selection cuts and weighing are used,
then 100(131) events are needed to reject isotropy at 90(95)% C.L. above a 60 keVr
threshold using the modified Rayleigh test. Therefore, the combination of track
quality cuts and event weighting provide over a factor of two reduction in the number
of events.
It is important to emphasize that the numbers in Table 5.1 are for a recoil spectrum from a fixed position

252

Cf neutron source aligned in the optimal plane of a

2D detector. In general, the number needed to reject isotropy for a WIMP spectrum
will depend on the WIMP and target masses, Galactic halo model, and 2D or 3D
readout. Also, we have not taken into account the nuclear recoil detection efficiency
of the detector after nuclear recoil selection cuts are made to discriminate against
electron recoils. That, however, should not significantly change the results given
that the discrimination threshold is ∼25 keVr while the directional threshold is ∼60
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keVr. But in general, the number of nuclear recoil detections that are needed before
applying analysis cuts in order to claim the existence of a directional signature is
higher in a realistic detection scenario and highlights the need for a robust method
to discriminate against backgrounds and retain maximum detector sensitivity.
Finally, we remark that while the number of events needed to reject isotropy
are often stated in literature on directional dark matter detection, it can be easily
misinterpreted. What should be minimized in a directional dark matter search is not
the number of events needed to detect an anisotropic signal but rather the detector
exposure, a product of the detector fiducial mass and live-time. That is because
the number of events needed to reject isotropy can be lowered by increasing the
energy threshold because the higher energy events are more anisotropic and also
better reconstructed from the experimental point of view (e.g. an AR cut of 0.5).
However, since the WIMP recoil spectrum is exponentially falling, high energy events
are rarely detected and do not exist above a certain energy cut-off which depends on
the Galactic escape velocity or halo model and the WIMP and target masses.

5.3

Rejecting isotropy from a WIMP spectrum

To determine the number of events from a WIMP recoil spectrum needed to reject
isotropy, we use the CCD detector angular resolution and the probability of correctly
identifying head-tail. Only the 3D detection scenario will be considered so that
the detector orientation and time-dependent coordinate transformation from lab to
Galactic coordinates can be ignored. In essence, we imagine a 3D detector with the
same diffusion and resolution in each of the dimensions as well as the same signal-tonoise as our CCD detector. This is a reasonable extrapolation because the resolution
and head-tail measurements should only be better in the 3D case. For a discussion
on the differences between 2D and 3D readout in regards to WIMP detection, see
Refs. [145, 146].
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Figure 5.7: The normalized angular spectra for a 100 GeV WIMP scattering off fluorine
with a 40 keVr energy threshold. The dotted(blue) curve represents the intrinsic angular
spectrum for the standard halo model WIMP induced nuclear recoils without detector
reconstruction properties included. The dot-dash(red) curve is the angular spectrum after
the detector resolution and probability for head-tail determination are included.

WIMP induced fluorine recoils are generated with an energy and recoil direction
using the derivation of the WIMP induced nuclear recoil spectrum from [66] and
the angular spectrum from [66, 85]. The standard spherical halo model with a
Maxwellian velocity distribution is assumed, with the corresponding dark matter
density, ρD = 0.3 GeVc−2 cm−3 , local Galactic escape velocity, vesc = 600 kms−1 , and
solar velocity around the center of the Galaxy, v0 = 230 kms−1 [66]. The WIMP
events are binned in energy and then smeared with the Fisher distribution in 3D
using the concentration parameter/smearing width that was determined to give the
best match of the smeared simulated angular distribution to the measured angular
distribution in that energy bin (Sec. 5.1.1). A sense is assigned to each event using
the probability for correctly determining head-tail from the data of all events. We
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find that the improved head-tail probability using the top slice (Fig. 5.6b) does
not significantly change the results. The WIMP angular spectrum before and after
applying detector reconstruction properties for a 100 GeV WIMP scattering off a
fluorine target is shown in Fig. 5.7.
The same procedure as outlined in Appendix C of [146] is used. N samples
from the WIMP recoil spectrum are drawn, and for each N , 104 experiments are
conducted. In each experiment, a test statistic for the directional test is calculated for
the N samples. The set of experiments at each N gives the probability distribution,
pA (T ; N ), of the test statistic. The probability distribution for the null hypothesis
of isotropy, p0 (T ; N ), is calculated with Monte Carlo simulations. A comparison of
the two distributions allows us to determine the number of events needed to reject
isotropy at 90(95)% C.L.
There are two classes of directional tests that can be considered, axial and vector.
The axial tests do not make use of the head-tail information and are only sensitive to
the detector angular resolution and intrinsic angular spectrum of the recoils whereas
the vector tests will also include the head-tail information. The axial tests considered
are the modified Bingham test(B) [188, 181], the Giné test (G) [189], and the axial
cosine test [190]. In addition, a likelihood ratio test (L) is also conducted with the
null hypothesis, H0 , for isotropy, and HA being the alternative hypothesis which has
as its spectrum the WIMP angular spectrum for the standard halo model convolved
with detector angular resolution and probability for correct head-tail determination
and is shown as the dot-dash (red) curve in Fig. 5.7. From this figure, it is apparent
that the forward/backward asymmetry is very small and a subsequent application of
the directional tests will show that the fraction of the time in which the sense of the
recoil can be correctly determined is not sufficient to provide an improvement over
the axial case.
The number of events needed to reject isotropy for a 40 keVr threshold and
fluorine target at 90 and 95% C.L. for the tests considered are shown in Table 5.2 for
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Figure 5.8: Number of events and exposure needed to reject isotropy at 90% C.L. as a
function of the energy threshold. This shows that even though the number of events decreases with increasing energy threshold, the exposure needed to rule out isotropy increases.
As such, the number of events is not the important quantity to look at.

several different WIMP masses. However, the more meaningful quantity to consider
is the detector exposure needed for isotropy rejection and is shown in the last column
of Table 5.2. To demonstrate why exposure is the more pertinent quantity to look at,
the behavior of the number of events and exposure with energy threshold is plotted
in Fig.5.8. One of the interesting feature in Fig.5.8 is that the change in exposure is
relatively flat between 40 keVr and 70 keVr such that reducing the energy threshold
from 70 keVr to 40 keVr only lowers the exposure by about 30%. Going from 40 keVr
to 70 keVr, the improvement in detector angular resolution offsets the reduction in
the total rate with increasing energy threshold. But above 70 keVr, the resolution
improvement can no longer counterbalance the exponentially falling energy spectrum,
causing the exposure to rise rapidly.
To calculate the exposure numbers, the minimum number of events in each row
of Table 5.2 is divided by the fraction, f (E), of the total rate above the energy
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Table 5.2: Number of events, N90(95) , and exposure, T90(95) , needed to reject isotropy at
90(95)% C.L. for the directional tests considered at different WIMP masses, Mχ [GeV] for
a 40 keVr threshold. The exposure has units [T0,1 ], defined as the exposure needed at zero
energy threshold to detect one event.

N90
Mχ /GeV

h|cos θ|iw

B

G

L

T90 /T0,1

30
100
1000

87
96
95

173
221
242

177
224
244

85
102
113

2092.1
461.8
305.9

N95
Mχ /GeV

h|cos θ|iw

B

G

L

T95 /T0,1

30
100
1000

140
159
156

249
316
344

253
318
351

139
174
183

3379.6
764.8
502.3

threshold, E, to give the relative exposure,
N90(95) (E)
,
f (E)

Trel, 90(95) (E) =

(5.3.1)

where, f (0) = 1 and f (Emax ) = 0 with Emax being the maximum possible recoil
energy. The absolute exposure needed to reject isotropy has units, T0,1 , where
T0,1 =

1
,
R0

(5.3.2)

and R0 is the total event rate at zero energy threshold with units of events per kgyear. Therefore, T0,1 is defined as the exposure needed to observe one event at zero
threshold, and in this way, no assumptions are needed to be made regarding the
WIMP-nucleon cross-section as the fraction of total rate above a chosen threshold
does not scale with cross-section for a particular WIMP and target mass.
For a better perspective on the detector size needed for a directional dark matter
search, consider the case in which the WIMP mass is 100 GeV and the WIMP-proton
SI
spin-independent cross-section is σχp
= 10−46 cm2 , slightly below the current best

direct detection limits in this parameter space [76]. In this case, T0,1 is approximately
1087 kg-year (rate of 9.2×10−4 events per kg-year at zero threshold) for scattering off
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fluorine, so that the absolute exposure needed to reject isotropy at 90% C.L. and 40
keVr threshold is T90 × T0,1 ' 5.0 × 105 kg-year. This poses a considerable challenge
for directional experiments using low pressure TPCs as the detector technology. With
a CF4 specific volume of 0.27 m3 kg−1 at NTP (normal temperature and pressure), a
5.0 × 105 kg detector operating at a pressure of 100 Torr would be on the order of
106 m3 .
SD
= 10−40 cm2 ,
Now consider the spin-dependent case with a cross-section of σχp

a value close to the current best spin-dependent limit [77, 78]. In this situation, T0,1
is approximately 0.5 kg-year (rate of 2 events per kg-year at zero threshold). Here,
the absolute exposure needed to reject isotropy at 90% C.L. and 40 keVr threshold
is T90 × T0,1 ' 231 kg-year. CF4 has a fluorine mass fraction of 0.886, so a detector
with 261 kg of CF4 mass (231 kg of fluorine mass) operating at a pressure of 100
Torr would be on the order of 536 m3 .
Whether considering the spin-independent or spin-dependent case, the limitation on the drift length of tracking TPCs imposed by diffusion poses a considerable
challenge to scaling detectors to sizes needed to detect a directional signature. To
circumvent this limitation, a large readout area in the lateral dimensions is required,
but such a readout is one of the primary drivers of detector cost and complexity. We
address these issues in more detail in Chapters 7 and 8.

5.4

Directional detector optimization

The requirement for large detection volumes cannot be circumvented by simply increasing the target gas density for several reasons. One being that even though the
event rate scales with the target density, the pressure cannot be chosen too high
because the low energy tracks that are of interest in directional dark matter searches
will not be resolvable and both discrimination and directionality suffer. On the other
hand, the pressure cannot be set too low as the event rate would be degraded from
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Figure 5.9: The expected rate as a function of pressure in several different gases for a
100 GeV WIMP. The directional track range is taken to be 0.4 mm.

a scarcity of target material and the large detection volume problem would be exacerbated. Consequently, the proper choice of operating pressure is a very important
factor to consider.
For the CCD detector, results from the neutron data can be used to find its optimal pressure, with the two relevant quantities to consider being the energy thresholds
for axial and vector(head-tail) directionality of 40 keVr and 60 keVr, respectively.
For CF4 at 100 Torr, fluorine recoils of those energies have average track lengths
of 0.4 mm and 0.6 mm, respectively. But as shown with the WIMP simulations
in the preceding sections, the head-tail effect is not sufficiently strong enough to
provide a significant improvement over axial case in terms of reducing the number
of events/exposure needed to reject isotropy. As such, we will use 0.4 mm as the
directional range for the CCD detector.
Taking 0.4 mm as the directional range, we conduct SRIM simulations at differ-
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ent pressures for each gas mixture to find the recoil energy that gives an average
track length of 0.4 mm and define the directional energy threshold as the energy corresponding to the directional range at the given pressure. For a chosen directional
range, the pressure sets the energy threshold, which determines the total directional
rate. The simulations are done for the spin-independent case and uses the same
halo parameters as those in Sec. 5.3. The total directional rate above threshold as a
function of pressure for three different gases with the WIMP mass taken to be 100
GeV is shown in Fig. 5.9. For a similar but more detailed analysis using a different
approach, see Ref. [191]. The pressure corresponding to the peak rate in Fig. 5.9
is defined as the optimal pressure, but note that spin-independent rate is expressed
relative to a cross-section of 10−42 cm2 . This cross-section is arbitrarily chosen and
does not affect the results because what truly matters is the shape of the curves in
Fig. 5.9 and the locations corresponding to the maximal rate. These do not depend
on the value of the cross-section.
Figure 5.10 shows how the optimal pressure varies with the WIMP mass, and as
expected the pressure/energy threshold decreases with WIMP mass due to a softening
energy spectrum. For a 100 GeV WIMP, the optimal pressure for a CF4 target
is approximately 60 Torr, assuming a directional threshold of 0.4 mm. Although
that pressure is not too far away from the 100 Torr in which the neutron data were
acquired, any reduction in pressure makes detector operation more challenging as the
change in pressure is in the direction of increasing instability from gas breakdown,
often characterized by the Pachen curve, which is a relationship between breakdown
voltage as a function of the reduced electric field (E/p), for the particular gas.
The situation for a 10 GeV WIMP is even more challenging as the optimal operating pressure is approximately 10 Torr for CF4 . However, Refs. [142, 143] have
demonstrated low pressure operation of thick GEMs in Ar/CO2 and Isobutane gas
mixtures down to about 1 Torr while achieving stable operation at high gas gains.
Though it is not necessary to operate at the optimal pressure, any chosen pressure
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Figure 5.10: The optimal pressure as a function of WIMP mass for three different gases.

that is too far away from the optimal will result in a substantial reduction in the
total directional rate.
In addition, the choice of target gas is more constraining than in the 10 GeV case
because of the low optimal operating pressure. Electronegative gases such as CS2
may be unsuitable for low mass WIMP detection because they cannot be operated
at an arbitrarily low pressure as electron drift gases can be because the capturing
of the primary electrons to form negative ions depends on the density of the gas.
As the density is lowered, the mean capture length is increased, and at extremely
low pressures will exceed the recoil track length and degrade resolution in the drift
direction. Still, it remains to be seen how low CS2 and other electronegative gases
can be operated at while still maintaining good resolution in the drift direction. This
is discussed further in Chapter 7.
But under the assumption that optimal pressure operation is possible, the ap-
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proximate detector size needed to reject isotropy for different WIMP masses can be
determined from Fig. 5.11. As shown earlier, 96 events are needed to reject isotropy
at 90% C.L. for a 40 keVr (0.4 mm) threshold. For a 100 GeV WIMP, the optimal
pressure for CF4 is 60 Torr and the detector size needed to detect the required number
of events in one year is ∼370 m3 (10−42 cm2 )/σχ−p , where σχ−p is the WIMP-proton
spin-independent cross-section. If the directional threshold is 0.2 mm, the corresponding optimal pressure is 120 Torr. This means that the detector volume needed
to reject isotropy is reduced by a factor of two to ∼165 m3 (10−42 cm2 )/σχ−p . Finally,
for a 0.8 mm directional threshold, the detector volume is increased by a factor of
two.
It is important to note that the picture presented here is rather simplistic. We
are treating the rate above the 40 keVr threshold equally, which is to say that events
are being given equal weights regardless of their energies. In addition, events are
also treated equally regardless of where they originate in the detector. For a real
detector, this of course cannot be true as events further from the readout will suffer
higher diffusion and have worse resolution. Nevertheless, the optimization procedure
presented in this Section can be easily extended to account for the aforementioned
issues. The goal of this optimization is to provide a conceptual framework for how
directional detectors should be optimized.

5.5

Conclusion

We have shown what is achievable with a high signal-to-noise and high resolution
CCD detector operated at 100 Torr, which is a relatively pressure when compared
to typical directional experiments. Excellent background discrimination down to
∼25 keVr, axial directionality down to ∼40 keVr, and vector directionality down to
∼60 keVr were demonstrated. For a vector directional energy threshold of 60 keVr,
41 events were needed to reject isotropy at 90% C.L. from a
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Figure 5.11: The total directional rate at the optimal pressure for a directional range of
0.4 mm as a function of WIMP mass for several different gases.

with using a combination of event weighting and quality cuts. When considering
the case of a 100 GeV WIMP induced recoil spectrum, the probability for correctly
determining head-tail was not sufficient to provide a significant improvement over
the axial data. At the axial directional threshold of 40 keVr, 96 events were needed
to reject isotropy at 90% C.L. With this directional threshold, we showed that the
optimal pressure for a CF4 detector is 60 Torr.
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Chapter 6
Electron Recoil Imaging with the
CCD Detector
6.1

Introduction

In Chapter 4, we showed that signal-to-noise is a critical detector parameter for
discrimination. For low-mass WIMP directional detection, the results of the optimization study in Chapter 5 suggest that very low-pressure operation is needed. In
this chapter, we present the capability of a high-resolution and high signal-to-noise
CCD detector capable of imaging low-energy recoils over broad range of pressures.
We show that with sufficient gas gain and light collection efficiency, the tracks produced by 5.9 keV

55

Fe X-rays can be imaged optically by a low-noise, high quantum

efficiency CCD camera. This is to our knowledge the first time that an 55 Fe spectrum
has been acquired with an optical imaging device.
To accomplish this, we used a low-pressure TPC operated over a range of 35100 Torr in CF4 with GEM/thick GEM (THGEM) amplification and CCD camera
readout. GEMs are a micro-pattern amplification device invented by F. Sauli at the
European Organization for Nuclear Research (CERN) [155], and further information
on the operation of GEMs with CCD readout can be found in Refs. [150, 151, 152].
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THGEMs are very similar to GEMs but with dimensions (thickness, hole size, and
pitch) that are typically about one order of magnitude larger, and exceptionally high
gas gains have been achieved in both types of amplification devices over a wide range
of pressures [142, 143].
The operating principle of our detector is as follows: A particle creates an ionization track in the detection volume. The ionization drift towards the GEM/THGEM
amplification device due to an electric field between the cathode and opposing
GEM/THGEM surface. Upon arriving at the amplification device, the ionization
is channeled into the GEM/THGEM holes where a strong dipole electric field is
established through a potential difference between the top and bottom surfaces of
device. Once inside this strong field region, electrons are multiplied by collisional
avalanche, a process that also creates scintillation light in some gases such as CF4 .
In a multi-GEM/THGEM arrangement, the ionization then drifts onto the next
GEM/THGEM stage and is amplified once more until it arrives at the last stage.
Once there, the charges are amplified for the last time, and the scintillation light is
imaged by a low-noise CCD camera and a fast lens setup looking down on the surface
of the final amplification stage.

6.2

Detector setup

The detector setup and amplification device is shown in Figure 6.1 and is very similar to the setup used to make in the measurements described in Chapter 4. At
each pressure, the choice of amplification device (single GEM/THGEM or multiple
GEM/THGEM) is made to maximize stability, gas gain, and spatial resolution. For
the 100 Torr measurement, the detector consists of three standard copper GEMs
(Gaseous Electron Multipliers) arranged in a cascade with 2 mm separation between
them (Figure 6.1). The GEMs are manufactured at CERN and consist of a 50 µm
thick sheet of kapton with an area of 7 × 7 cm2 . The sheet is cladded with copper on
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Figure 6.1: (a) A simplified drawing of the CCD detector showing the aluminum vacuum
vessel and CCD camera setup, excluding the rotary feed-through, camera mount, and
calibration sources for clarity. The light shielding box is also excluded to show the lens
and extension tube. (b) A close up view of the detection volume, showing the locations of
the calibration sources, cathode, wire grid, and GEMs/THGEMs.
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both surfaces and mounted on G10 frames. The GEM surface is chemically etched
with a hexagonal array of bi-conical holes of diameter of 50/70 µm (inner/outer)
and at a pitch of 140 µm. For a thorough review of GEMs, see Ref. [156]. Below
the GEMs sits a 7 × 7 cm2 , ∼ 360 µm thick copper cathode mesh with ∼ 500 µm
pitch. Together the surface of the cathode and the nearest GEM surface form a 1 cm
detection volume (drift volume). Finally, situated 3 mm above the top most GEM
(GEM 3) is a 1 mm pitch anode wire grid plane made from 20 µm thick gold plated
tungsten wires, forming the induction gap.
At 50 Torr, the standard CERN GEMs are replaced by a single copper coated
thick GEM (THGEM). We observe that GEMs appear unsuited for high gain operation in lower pressure. For instance in 75 Torr, the maximum stable gas gain is
insufficient for imaging 55 Fe tracks. The THGEM is made from a 0.4 mm thick PCB
with ∼ 0.3 mm holes mechanically drilled over a 3 × 3 cm2 copper coated area. The
holes have a pitch of 0.5 mm, and due to the lower pressure of operation and the
longer ranges of tracks, the drift gap is increased from 1 cm to 2 cm. In addition,
the separation from the amplification device and the wire grid is increased from 3
mm to ∼ 7 mm.
In the 35 Torr measurements, two THGEMs with a 9.5 × 9.5 cm2 active area
(avalanche area) are used for the amplification stage. These THGEMs have the
same hole size, thickness, and pitch as the one used in the 50 Torr measurements.
The drift gap, transfer gap between the THGEMs, and induction gap between the
THGEM and wire grid are 2 cm, 4 mm, and 9.5 mm, respectively. In addition, the
wire grid size is increased to match the THGEM area by laying copper tape around
the perimeter of the wire frame.
For all pressure measurements, the detector is housed inside a ∼ 10 liter cylindrical aluminum vacuum vessel. Calibration is done using internally mounted
(5.9 keV X-rays) and

210

55

Fe

Po (5.3 MeV alphas) sources, which could be individually

turned on or off using a rotary feed-through (Figure 6.1b). Prior to powering up the
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GEMs/THGEMs, the vacuum vessel is pumped out to < 0.1 Torr for at least one
day before back-filling with pure (99.999%) carbon tetrafluoride (CF4 ) gas. A 4-inch
diameter BK-7 glass window positioned above the wire grid to allowed scintillation
light from the final amplification stage to be captured by the lens and CCD camera.
The optical system consisted of a fast 58 mm f/1.2 Nikon Noct-NIKKOR lens
mated to a back-illuminated Finger Lakes Instrumentation (FLI) CCD camera (MicroLine ML4710-1-MB) through a 20 mm extension tube for close-focusing imaging.
The whole setup is mounted on top of the vacuum vessel (Figure 6.1a) in a light
tight box. The camera contained an E2V made 18.8 mm diagonal sensor with a
1024 × 1024 pixel array (CCD47-10-1-353), each pixel with a size of 13 × 13 µm2 .
The mid-band coated CCD sensor has a peak quantum efficiency of 96% at 560 nm
and could be cooled down to a stable operating temperature of −38◦ C using the
built-in Peltier cooler. Two readout speeds are available, 700 kHz and 2 MHz, with
16-bit digitization and maximum 16×16 on-chip pixel binning. At the lowest operating temperature and slowest readout mode, the read-out noise is ∼10 e− rms and the
dark current was ∼0.03 e− /pix/sec at 1 × 1 on-chip pixel binning. At our focusing
distance, the CCD-lens system imaged ∼3 × 3 cm2 region of the GEM/THGEM surface. The known pitch of the holes on this surface is used to calibrate the length-scale
of the images.

6.3
6.3.1

Detector Calibrations
GEM/THGEM Gain

The gas gain was determined using an ORTEC 448 research pulse generator and
an ORTEC 142IH charge sensitive preamplifier, which read out the charge signal
from the last GEM/THGEM surface rather than the wire grid. The pulse generator
output was connected to the test input of the preamplifier, which uses a built-in 1 pF
capacitor for calibration purposes. This allowed the preamplifier gain (fC/V) to be
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determined. The

55

Fe 5.9 keV X-ray calibration source was then used to determine

the effective gas gain from the output voltage signal of the preamplifier. The X-ray
source created on average 172 electron-ion pairs per conversion event, which was
calculated from the W-value (the average energy per ionization) of 34.2 eV for CF4
[159].
For each pressure the maximum stable gain was determined iteratively by raising the GEM/THGEM voltages and testing for stability. The latter was done by
firing a highly ionizing source (210 Po alpha source) into the detection volume. If no
sparks occur over several hours, then the voltage setting was deemed stable and the
procedure repeated until the maximum stable gain was found.
At a pressure of 100 Torr, a maximum stable effective gain of ∼ 1 × 105 was
achieved with GEM 1 = 279 V, GEM 2 = 334 V, and GEM 3 = 380 V, and a drift
field of 400 V/cm. With these GEM voltages the transfer fields were 1.40 kV/cm
and 1.67 kV/cm between GEMs 1 and 2, and 2 and 3, respectively, and an induction
field of 260 V/cm between GEM 3 and the grid. A higher effective gas gain of
∼ 2 × 105 was achieved with GEMs 1 and 2 = 290 V and GEM 3 = 450 V, where
the drift, transfer, and induction fields were 400 V/cm, 1.45 kV/cm, and 360 V/cm,
respectively. This setting, however, was not entirely stable under alpha irradiation,
which initiated a spark about once per hour. Nevertheless, we were able to acquire
55

Fe images and an energy spectrum without any sparks at this setting.
For the 50 Torr measurements, the THGEM was powered to a voltage of 830 V

and the drift field was set to 200 V/cm in order to maintain the same reduced field
as in the 100 Torr measurements. The induction field was 824 V/cm with the wire
grid at a lower voltage than the top THGEM surface so that all electrons produced
in the avalanche were collected by this electrode. The electrical stability at this
voltage setting was similar to the highest gain setting at 100 Torr in that both were
moderately but not completely stable. For this measurement, we estimate the gain
to be ∼ 1.5 × 105 .
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Finally, in the 35 Torr measurements, the THGEM voltage biases were THGEM 1
= 573 V and THGEM 2 = 470 V, where THGEM 1 is the one facing the cathode and
THGEM 2 is nearest to the wire grid. The drift, transfer, and induction fields were
200 V/cm, 718 V/cm, and 495 V/cm, respectively. Here, the gas gain is estimated
at ∼1.6 × 105 .

6.3.2

CCD Calibration

The CCD images (or frames) were calibrated using a set of co-averaged flat-field and
dark frames. Dark frames, taken with the same exposure time as the image frame but
with the camera shutter closed, were used to correct for the variable accumulation
rate of dark current across the pixels in the CCD sensor. Flat-field frames are used
to correct for vignetting and pixel to pixel variation in light sensitivity, and were
acquired by taking exposures of a uniformly illuminated screen.
For each type of calibration frame, a set of such frames were co-averaged together
to create a master calibration frame. The averaging was done with an algorithm that
rejected cosmic rays and radioactivity hit pixels by comparing the value of the same
pixel across the set of frames, and excluding those above three sigmas of the initial
average of the pixels. The average was re-computed and the process repeated until
there was a convergence in the average value of the pixels. Finally, the calibration of
a data image was done by subtracting the master dark frame from each image frame
and dividing the resulting frame by the normalized, master flat-field frame.

6.4
6.4.1

Results
100 Torr

A sample image containing

55

Fe tracks taken at the maximum stable gain setting in

100 Torr CF4 is shown in Figure 6.2a. On chip binning of 6 × 6 was used for this
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Figure 6.2: (a) An image of 55 Fe tracks acquired at 6 × 6 on-chip binning in 100 Torr CF4
with an averaging filter of block size 5 × 5 applied to the image to enhance signal-to-noise.
The image is captured at the maximum stable gas gain of ∼ 105 and has a pixel scale
of 165 µm/pix. (b) An energy spectrum of 55 Fe obtained optically from CCD imaging of
electronic recoil tracks at 6 × 6 on-chip binning and the maximum stable gain. The data
is a combination of the start and end data sets in the day eight run (see Figure 6.6). The
smaller secondary feature to the right of the primary peak is the result of event pile-up.
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image, resulting in each binned pixel imaging 165 µm × 165 µm in real space. The
signal is well above the noise in the CCD image and individual tracks are resolved.
With this level of signal-to-noise and resolution one could easily characterize the
spatial uniformity of the gas gain across the GEMs.
The corresponding energy spectrum using images of these tracks is shown in
Figure 6.2b in units of ADUs1 . The peak value in the spectrum is obtained from
a fit which comprises of a single Gaussian signal component and a constant plus
exponential for the background components. The range of the fit is set so as to
exclude the secondary peak seen at ∼3500 ADU, which is due to pile-up events. The
fit has a reduced χ2 (χ2 /ndf ) = 0.66, a peak value of µ100Torr = 1621 ± 5 ADU, and
σ100Torr = 264 ± 5 ADU. The FWHM energy resolution is 38% and we obtain an
energy conversion factor of 275 ADUs/keV.
In Figures 6.3a and 6.3b, a sample image of

55

Fe tracks obtained at a gain of ∼2

×105 in 100 Torr CF4 is shown along with the corresponding energy spectrum. The
same procedure for fitting the spectrum as described above gives a peak value of
2610 ± 15 ADU, σ of 329 ± 16 ADU, and energy conversion factor of 443 ADUs/keV.
Interestingly, the FWHM energy resolution is 30%, significantly better than that of
the moderate gain 100 Torr data. A possible explanation for this is that with the
higher ∆V of GEM 3 resulting in a higher electric field inside the GEM holes, the
probability for electron attachment is suppressed in this region. The competition
of attachment with the avalanche process will lower gas gain and result in larger
fluctuations, which will worsen energy resolution.

6.4.2

35 & 50 Torr

In Figure 6.4, two sample images of 55 Fe tracks taken at a pressure of 50 Torr in CF4
are shown. The tracks are longer and much better resolved than those in the 100
Torr data, and additionally, differences in ionization density are also clearly visible.
1 Analog

to Digital Units, with 1 ADU equal to ∼1.3 e− produced in our CCD sensor.
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Figure 6.3: (a) An image of 55 Fe tracks acquired at 16 × 16 on-chip binning (pixel scale
of 440 µm/pix) in 100 Torr CF4 with an averaging filter of block size 3 × 3 applied to
the image to enhance signal-to-noise. The image is captured at the maximum gas gain of
∼ 2 × 105 and shows that even in 100 Torr, 55 Fe tracks are resolved. (b) An 55 Fe energy
spectrum obtained optically from CCD imaging of electronic recoil tracks at 16×16 on-chip
binning and maximum gain of ∼ 2 × 105 . The smaller secondary feature to the right of the
primary peak is due to event pile-up.
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Figure 6.4: (a)-(b) Images of 5.9 keV 55 Fe electronic recoil tracks in 50 Torr CF4 at
16 × 16 on-chip binning. An averaging filter with a 3 × 3 block size has been applied to
the image to improve signal-to-noise without significantly degrading resolution. At this
pressure, the tracks are well resolved and fluctuations in energy loss and range straggling
are also clearly visible.
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Figure 6.5: (a) An image of 55 Fe tracks in 35 Torr CF4 with an averaging filter applied to
enhance signal to noise. The tracks are clearly resolvable as extended objects rather than
diffused points at this pressure. (b) An energy spectrum obtained from CCD imaged 55 Fe
electronic recoil tracks in 35 Torr at 16 × 16 on-chip binning and maximum stable gain.
The smaller secondary feature on the right of the primary peak is due to event pile-up.
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The corresponding energy spectrum is not shown because not enough images were
taken at this pressure due to an issue with electrical stability. Nevertheless, these
images unambiguously show that electron recoils with energies as low as 5.9 keV are
resolvable given sufficient detector signal-to-noise and imaging resolution. This is an
important topic in rare event searches such as directional dark matter experiments
where discrimination between electronic and nuclear recoils is of great interest.
For the 35 Torr data, a sample image containing

55

Fe tracks is shown in Fig-

ure 6.5a. The tracks are clearly resolvable but the resolution is not quite as good as
the 50 Torr data due to the transfer region within the double THGEM amplification
p
structure. Also, note that diffusion in electron gases scales with 1/p at a fixed
reduced field, where p is the pressure. The energy spectrum obtained from a series
of these images is shown in Figure 6.5b. A fit of the spectrum to a single Gaussian
signal component and a background component which consists of a uniform and exponential components gives a reduced χ2 (χ2 /ndf) = 0.80. The fitted peak value is
µ35Torr = 2327 ± 18 ADU and σ35Torr = 400 ± 28 ADU. This gives a FWHM energy
resolution of 40% which is similar to, within errors, the energy resolution obtained
from the moderate gain 100 Torr data.

6.4.3

Contamination effects on light yield

An interesting feature observed in our 100 Torr data was the apparent difference in
the ratio of the optical spectrum peak to the corresponding effective gas gain for the
two gain settings, ∼ 1×105 and ∼ 2×105 . In the moderate but stable gain data, the
ratio is ∼ 0.016, and in the high gain data, the ratio is ∼ 0.013. This ratio could
be thought of as an effective photon yield and implies that the high gain data has
a photon yield that is approximately 19% lower than the moderate gain data. This
observation could be due to different effects which, unfortunately, are difficult to
disentangle in our data. We nevertheless describe the various possibilities as some of
them could have a negative impact on applications such as directional dark matter
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Figure 6.6: The fitted peak value of the 55 Fe energy spectrum at the start and end of
the day over eight days of data taking. With the exception of the first data run, the start
and end peak values are within 4%. The large change (∼ 20%) seen between the start
and end in the first data set is likely due to insufficient time for the GEMs to charge up
and stabilize. The raising peak value with run number is likely the result of a reduction in
concentration of contaminants with the additional pump down in-between runs.

searches.
The first possibility is that it could be a charge density effect, where the photon
yield decreases (is quenched) with increasing charge density at high gas gains so
that the total number of photons emitted for every secondary electron created in the
avalanche region is reduced. Instead of an overall quenching of light it could also be
that the emission spectrum from CF4 changes with the gas gain, so that the number
of photons produced in the wavelength range of sensitivity for our CCD camera and
lens is reduced.
The simplest explanation, however, is the presence of trace light-suppressing contamination in the gas. We can explore this possibility by comparing data from many
55

Fe imaging sequences taken over several days at the moderate but stable gain volt-

age setting. Eight days of data were taken in total, with a set of images acquired
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at the beginning and end of each day for a total of 16 data sets. For each imaging
sequence, approximately two hours of

55

Fe imaging data was acquired, and all data

sets were analyzed identically. In between the two

55

Fe imaging sequences for each

day, a neutron data sequence was conducted for other purposes. At the end of each
day of data taking, which lasts about 16 hours each, the vessel was pumped out
for 2-3 hours and back-filled with fresh gas. Throughout the 8 days, the vessel was
sealed and no changes were made to the experimental setup other the pump out and
back-filling with fresh gas at the start of each day. Thus, if the detector had any
impurities at the start of day 1, or was out-gassing, this should lead to the last day
in the sequence (day 8) having the highest gas purity.
The results of the data runs are plotted in Figure 6.6 which shows the fitted peak
value for the start and end of each day of data acquisition. The large difference
in the start and end spectrum peak values for data run 1 is most likely the result
of insufficient time given for the GEM to charge up and reach a stable operational
state. With the exception of run 1, the start and end spectrum peak values are always
within 4% of each other, which suggests that out-gassing from materials inside the
detector vessel and compositional change of the gas from avalanche does not cause
the light output to change significantly over a single day. Nevertheless, the spectrum
peak value does rise fairly monotonically over the 8 days of data runs. This is likely
due to out-gassing, which can have a long half-life in sealed vessels which have not
been baked out.
Between run 1 and run 8 the light output increased by 28% in the end series,
and by 53% in the start series. The end series is monotonically increasing whereas
the start series has an inflection which indicates that the GEM charge up time is
important. The differences in peak values between runs 1 and 8 in both series
could completely explain the 19% photon yield difference between the high gain and
moderate gain data sets. The ratio of peak value to gas gain for end-run 1 is 0.013
which is the same value as that for the high gain data set. Nevertheless, we cannot
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entirely rule out other effects such as a charge density dependent photon yield or a
charge up time effect. Finally, there is also a question of how long the pump down
time must be because Figure 6.6 shows that the light output is still increasing even
after day 8.

6.4.4

Charge density effects on light yield

Light output quenching resulting from gas contamination could be dealt with with
a long pump down and/or continuous filtering of the gas in a circulation system.
However, quenching due to high charge density arising from either high gas gains
and/or high primary ionization densities raises several interesting and important
questions. Is the charge quenched or saturated by a similar amount to the light,
so the the charge to light ratio is the same in the quenched region as it is in the
unquenched region? How does the onset of quenching change with the type of the gas
and pressure/density? Finally, does the quenching behavior change when different
amplification devices are used? In other words, if all operating parameters (i.e. gas,
pressure, gain, etc.) are the same, does the effect differ when multi-wire proportional
chambers (MWPCs) are used rather than GEMs or THGEMs?
It may be crucial to answer these questions particularly in regards to directional
dark matter detection in which the sense (vector direction) of the ionization track is
determined by measuring the asymmetry in the charge deposition along the track.
If quenching plays a significant role in the low pressure regime that directional dark
matter experiments operate in, this can place a constraint on how well the directional
signature can be measured in gas based TPCs operated at high gas gains.

6.5

Conclusion

We have shown that a GEM and THGEM based detector can be operated in low
pressure CF4 (35-100 Torr) with gains exceeding 2 × 105 . This allowed individual
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55

Fe tracks to be imaged by a low noise CCD camera and for an optically measured

spectrum to be obtained for the first time. We found that it is important to pump
down the detector for an extended period of time to reduce contaminants in the gas
that can suppress light output. However, it is not clear if light quenching at high
charge densities is a significant effect for experiments that use the asymmetry in
charge density to determine the recoil direction of a track. Finally, we showed that
electronic recoils as low as 5.9 keV in energy can be resolved. This is important for
rare event searches such as direct dark matter detection experiments that rely on
differences in stopping power to discriminate between different types of recoils.
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SF6–A New Negative Ion TPC Gas
7.1

Introduction

Based upon the discussion in Chapter 3, particularly on the diffusive behavior of
electronegative gases, CS2 would appear to provide a considerable advantage to track
imaging detectors. But on closer inspection, CS2 presents many issues for use in a
directional dark matter detector. In pursuit of a solution to those problems, we
have identified a gas that could possess the advantages of an electronegative gas
but without the negative aspects of CS2 . This gas is SF6 , or sulfur hexafluoride.
In this chapter, we present the first measurements with SF6 as the primary gas in
a low pressure Time Projection Chamber (TPC). Our measurements demonstrate
that SF6 is an attractive gas for directional dark matter detection. In particular, the
high fluorine content is desirable for spin-dependent sensitivity, negative ion drift
ensures low diffusion over large drift distances, and the multiple species of charge
carriers allow for full detector fiducialization. This allows for a near optimal target
mass fraction per volume (∼ 80%), thus maximizing the sensitivity per unit volume.
In addition, SF6 also maximizes the sensitivity per volume per readout by enabling
scaling in the Z-dimension without increasing readout costs.
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7.2

SF6 properties

Sulfur hexafluoride (SF6 ) is an inert, odorless, and colorless gas commonly known
as an electron scavenger because of its large electron attachment cross-section [192,
193, 194, 195, 196, 197, 198, 199, 200]. The high electron affinity coupled with its
non-toxicity and non-flammability make it suitable for use in many practical applications, including as a gaseous dielectric insulator in high voltage power devices,
plasma etching of silicon and Ga-As based semiconductors, thermal and sound insulation, magnesium casting, and aluminum recycling (Refs. [201, 202] provide an
extensive review of the properties and applications of SF6 ). In particle detectors,
SF6 has been used as a quencher in Resistive Plate Chambers (RPCs) operated in
both avalanche and streamer modes, enabling more stable operation by suppressing
streamer formation in the former, and reducing the energy of discharges and allowing
lower voltage operation in the latter [203, 204]. As a result of its many diverse commercial and research applications, SF6 is one of the most extensively studied gases
[201].
Nevertheless, with the exception of RPCs, studies of SF6 in conditions applicable
to particle physics detectors are scarce. Although SF6 was considered as a negative
ion gas in rare searches [205], the high electron affinity was deemed a barrier for
stripping the electron from the negative ion in the avalanche region, a necessary
first step for initiating gas gain amplification. However, with the advent of Micropatterned Gas Detectors (MPGDs), which have flexible geometries that can sustain
high electric fields in the avalanche region even at low pressures, the potential for
achieving gas gain in SF6 may be realized. Demonstrating this for low energy event
detection would open up the possibility for its use in a variety of experiments, such as
directional dark matter searches. Our work provides the first experimental evidence
that SF6 is in fact an excellent choice as a negative ion gas for TPC-based directional
dark matter experiments.
Directional searches in TPCs require low pressures, to lengthen recoil tracks, and
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low diffusion so they can be resolved, both of which are ideally suited to negative
ion gases. The idea of negative ion drift with carbon disulfide (CS2 ) was first proposed by Martoff to circumvent the use of magnetic fields to achieve low diffusion
in large TPCs [135]. Negative ion TPCs were first successfully demonstrated with
CS2 -based gas mixtures by DRIFT, a directional dark matter experiment [206, 111].
At present DRIFT employs a mixture of 30:10:1 Torr CS2 :CF4 :O2 , which leverages
the benefits of negative-ion CS2 with the spin content of fluorine, an ideal target
for spin-dependent (SD) interactions with WIMPs1 , and the capability to fiducialize
the detector provided by O2 [179]. This multi-component DRIFT gas mixture was
tailored for directional DM searches where low diffusion, low backgrounds and the
SD limit-setting capabilities are all essential.
As demonstrated in this work, SF6 has all of benefits of the DRIFT gas mixture,
along with additional advantages that make it more amenable to the underground
environment. We begin by discussing the motivation behind, and benefits of each
component of the CS2 /CF4 /O2 gas mix for directional dark matter experiments, and
how these are matched by SF6 .
In a detector with an electronegative gas, like CS2 , the free electrons produced
by an ionization event are quickly captured, forming anions that drift in the thermal
regime to the amplification and readout region. In this regime, diffusion scales as
p
L/E, where L is the drift distance and E is the strength of the drift field, making it
desirable to have high fields to minimize diffusion. With this, good tracking resolution
can be achieved over long drift distances, which are two necessary conditions for the
high quality track reconstruction and large detection volumes required for directional
dark matter and other rare event searches. Like CS2 , which has an electron affinity
of 0.55 eV [207], SF6 is highly electronegative with electron affinity of 1.06 eV [208].2
1 For

SD dark matter searches neither 12 C or 32 S atoms have the nuclear spin content
to be suitable detection targets, whereas 19 F is excellent in this regard [70]
2 The values quoted for SF were recommended by Ref. [208] based on results from
6
Ref. [209] and Ref. [210], and the value for CS2 is the most precise to date. Note however
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Thus, SF6 should also behave like a negative ion gas, with similar drift properties to
CS2 .
An additional advantage of electronegative gases is that they tend to display
superior high voltage performance at low pressures over electron drift gases, such as
CF4 and N2 . SF6 is especially well suited in this regard, having a breakdown field
strength that is about three times higher than air [212] and N2 [213, 214] at pressures
below one atmosphere.
The CF4 in the DRIFT gas mixture, as mentioned above, provides the fluorine
target for SD WIMP interactions. In this regard, with its high fluorine content, SF6
has a clear advantage over CS2 /CF4 mixtures for SD searches. Thus, if the potential
of SF6 as a negative ion gas are borne out, there would be no need to sacrifice precious
detection volume to the non spin-dependent CS2 , leading to a significant increase in
the sensitivity to dark matter.
The motivation for O2 in the DRIFT gas mixture came from the recent discovery
that the combination CS2 /O2 produces features in the signal waveform that allow
event fiducialization [179]. This enabled the ability to reject backgrounds from detector surfaces, a critical advance for gas TPCs used in rare searches. With this, DRIFT
demonstrated a ∼50 day, zero background limit that is currently the world’s best for
a directional experiment [111]. We show in Section 7.4 that the signal waveform in
SF6 also contains similar features that can be used for fiducialization (Section 7.8).
There are a number of other advantages of SF6 over CS2 /CF4 O2 mixtures. One
is the ability to purify via recirculation, which has not been demonstrated to satisfaction with any CS2 mixture but should be straightforward with SF6 . This would
lower backgrounds and also lower costs and the manpower needed for transporting
gas underground. With respect to safe underground operations another advantage
of SF6 is its non-toxicity and non-flammablilty, whereas CS2 is highly toxic and,
that, similar to SF6 , the experimentally determined electron affinities of CS2 have a large
spread, ranging from ∼ 0.5 − 1.0 eV [211].
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with the addition of O2 , flammable and potentially explosive [215]. CS2 also has a
tendency to be absorbed into detector surfaces making operation and maintenance
arduous. Finally, SF6 has an extremely high vapor pressure of 15,751 Torr at room
temperature, compared to about 300 Torr for CS2 .
In order to realize the very appealing prospects of SF6 , the key features we need
to demonstrate in this work are:
1. Gas amplification and the efficient stripping of the electron from SF−
6 in the
gain stage.
2. Gas gain and its dependance on pressure. For example, if good gas gain can
be achieved at high pressure, it would have implications for double-beta decay searches with SeF6 (selenium hexafluoride), which has a similar molecular
structure [216].
3. Low thermal diffusion in SF6 , as expected from a negative ion gas, and how it
compares to CS2 .
4. Features in the signal waveforms that could be used to fiducialize events along
the TPC’s drift direction.

7.3
7.3.1

Experimental apparatus and method
Acrylic detector

The TPC detector used to make measurements for this work (Figure 7.1) consisted
of a 60 cm long acrylic cylinder with an inner diameter of 30.5 cm. The two ends of
the detector were made from aluminum plates, one serving as the cathode that could
be powered up to a maximum voltage of −60 kV, and the other as the grounded
anode. The acrylic TPC with its aluminum end-caps also served as the vacuum
vessel. The field rings were made from a kapton PC flex board with 1.3 cm wide
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Cathode HV End Plate

Clear plastic High Voltage Shield

Field Cage Assembly
Anode End Plate Assembly

Support Saddle Assembly

1

(a) Acrylic cylindrical detector

(b) Inner view of anode end plate
Figure 7.1: (a) A schematic of the detector showing its primary cylindrical acrylic body,
field cage, aluminum end plates, support saddle, and high voltage shield. The laser (not
shown) sits near the anode plate and fires pulses through a quartz window onto the cathode
to create photoelectrons at a known location. (b) A photograph of the inner side of the
anode plate which shows the O-ring, switchable 55 Fe source, and THGEM.

copper strips placed at a pitch of 2.54 cm and connected to 23 (56 MΩ) resistors.
Gas amplification was provided by a single 0.4 mm thick GEM (THGEM) that was
custom fabricated at CERN with an active area of 3 × 3 cm2 . The THGEM had
a hole pitch of ∼0.5 mm and hole diameter of ∼0.3 mm, with an annular region of
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thickness 0.05 mm etched around the holes to eliminate burring from the drilling
process. The THGEM was mounted on two acrylic bars attached to the anode plate.
The surface of the THGEM facing the cathode was grounded to the anode plate
while the other surface was held at high voltage (610 − 1020 V). Signals were read
out from the high voltage surface with an ORTEC 142 charge sensitive preamplifier,
which had a 20 ns rise-time (at zero capacitance) and a 100 µs decay time constant.

7.3.2

Charge generation

Ionization was introduced into the gas volume either with an internally mounted
and remotely switchable

55

Fe 5.89 keV X-ray source (Figure 7.1b), or by a system

using a Stanford Research Systems (SRS) NL100 337.1 nm pulsed nitrogen laser,
which was used to produce photoelectrons by illuminating the aluminum cathode.
The NL100 laser had a FWHM pulse width of 3.5 ns, a pulse energy of 170 mJ, and
a peak power of 45 kW. The spot size in the longitudinal, or drift, dimension was
essentially a delta function, whereas the projected spot size in the X and Y (lateral)
dimensions was a 1 × 3 mm2 rectangle. Measurements of transverse diffusion require
an instrumented XY readout, which is the subject of future work.

7.3.3

Operation and data acquisition

After the vacuum vessel was sealed, a long pump-down with an Edwards XDS10
dry scroll vacuum pump (base pressure < 0.1 Torr) was conducted to minimize outgassing from the acrylic cylinder and other components inside the detector. The
vessel was then back-filled with approximately 200 Torr of SF6 gas (99.999% purity),
and flushed. This was done to dilute any residual out-gassed contaminants that the
vacuum pump was not able to remove. The vessel was once again back-filled with gas
to approximately 200 Torr and slowly pumped down to the final operating pressure,
with a precision of 0.05 Torr. During this slow pump down, both the cathode and
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GEM were ramped up to operating voltages. This procedure assured a minimum
time between the introduction of fresh gas into the detector and the start of data
acquisition.
As the various measurements of SF6 properties were performed as a function of
the operating pressure and drift field, these were changed between each setting. This
was done by raising the pressure back up to 200 Torr and, as before, slowly pumping
down to the new pressure setting while concurrently setting the new cathode voltage.
This procedure was repeated between each set of measurements, and its importance
will be explained in Section 7.4.3 where the presence and effects of water vapor are
discussed.
Although the focus of this paper is on SF6 , for comparative purposes we also
present measurements of CS2 properties made using the same setup. For this gas,
the operating procedure was different than the one used for the SF6 . After the long
pump down, the detector was back-filled to the operating pressure and all sets of
measurements were taken without a pressure raise and pump down between each
setting. When the cathode was brought to full operating voltage, a spark-down
period of 30 − 60 minutes allowed micro-sparks due to the acrylic charging-up to
subside before powering up the THGEM to full voltage.
All measurement waveforms were acquired with a Tektronix TDS 3054C digital
oscilloscope and National Instruments data acquisition software, where every triggered event was read out and saved to file for analysis. The saved files contain the
voltage signals from the ORTEC charge sensitive preamplifier, which integrated the
charge collected by the THGEM readout surface with a rise time of ∼100 ns, and
an exponential decay time constant of τ = 100 µs. The current, I(t), entering the
preamplifier is related to the detected voltage signal, V (t), by


V
dV
− −
,
I(t) ∝
dt
τ

(7.3.1)

where the second term is for removing the decay tail. We used Equation 7.3.1 to
compute I(t) from our measurements of V (t). After the conversion, pulses were
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smoothed with a Gaussian filter to suppress high frequency noise and to improve
signal to noise. We then extracted the drift speed, diffusion, and other quantities
from these processed waveforms.

7.4
7.4.1

SF6 waveforms
Capture and transport in SF6

Measurements made under differing conditions have shown that electron capture by
the electronegative SF6 molecule occurs rapidly [192, 193, 194, 195, 196, 197, 198, 199,
200] with the immediate product being SF−∗
6 , a metastable excited state of the anion,
SF−
6 . The latter forms subsequently from the collisional or radiative stabilization of
the excited state [202]. The electron capture cross-sections by SF6 are very large
[192, 193, 194, 195, 196, 197, 198, 199, 200] and estimates of the capture mean-freepath are about a micron at the pressures and drift fields of our experiments. This
assumes that the electrons produced by the laser illumination of the cathode have
near zero kinetic energies, where the capture cross-sections peak. The metastable
−
SF−∗
6 leads to subsequent products besides SF6 , whose relative abundances depend

on the lifetime of SF−∗
6 , the electron energy, gas pressure, temperature, and drift
field:
SF6 + e− → SF−∗
6

(attachment, metastable)

(7.4.1)

(auto-detachment)

(7.4.2)

−
SF−∗
6 → SF6 + e

−
SF−∗
6 + SF6 → SF6 + SF6

−
SF−∗
6 → SF5 + F

(collisional stabilization)

(auto-dissociation)
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Thus, after the quick electron capture leading to SF−∗
6 , the auto-detachment reaction (7.4.2) will compete with collisional stabilization, reaction (7.4.3), and autodissociation, reaction (7.4.4). To determine whether auto-detachment plays a significant role in our experiment, which could lead to a significant distortion of the
waveform, we consider bounds on the lifetimes of these reactions.
Measurements of lifetimes for auto-detachment have a broad range, from ∼10

µs to one ms, depending on the experimental technique used. Under collision-free
conditions, time-of-flight (TOF) mass spectrometric experiments indicate the lifetime
is between 10 − 68 µs [217, 218, 219, 220, 221, 222]. Measurements made with
ion cyclotron resonance (ICR) experiments, however, give lifetimes in the ms range
[223, 224, 225]. The difference in measured lifetimes between the two techniques
reflect different electron energies, with those in ICR experiments typically much
lower than in TOF experiments [202], and closer to the energies in our experiment.
The lifetime for collisional stabilization (7.4.3) depends on the cross-section and
collision rate. The former is large, and the latter can be estimated by considering
the collision mean-free path, λ, for SF−∗
6 in SF6 . Assuming that this is similar to
that of SF−
6 in SF6 , we can use:
λ=

(3M kT )1/2 vd
eE

(7.4.5)

[226], where T = 296 K, M is the mass of the SF6 molecule, vd is the drift speed, and
E is the drift field. Using our measured drift speeds (see Section 7.5) we estimate
λ ∼ 0.1 − 1 µm, implying a collisional mean-free time of ∼ 1 − 10 ns. This is many
orders of magnitude less than the lifetimes for auto-detachment, indicating that the
latter process should be inconsequential in our experiment. This is confirmed by our
waveforms shown in Section 7.4.2.
Besides reactions (7.4.3) and (7.4.4), which lead to the production of SF−
6 and
SF−
5 , other processes occurring at either the site of initial ionization or during drift to
the anode can lead to additional negative ion species. For example, the metastable
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SF−∗
produced initially can also lead to F− and SF−
6
4 (e.g., via auto-dissociation
[202]), although at much lower probabilities; reactions producing these species have
much lower production cross-sections and require much higher electron energies than
−
those for SF−
6 and SF5 [227, 228, 229, 230]. Therefore, in our experiment we expect
−
the initial charge carriers to be dominated by SF−
5 and SF6 , with their relative

contributions estimated from production cross-sections.
The cross-section for reaction (7.4.3) is peaked at zero electron energy [230, 231,
232, 233], falling by a factor of about 100 at 0.1 eV [229, 230, 234], whereas that
for reaction (7.4.4) has a peak at zero eV [234] and a smaller one at ∼0.38 eV
[229, 230, 234]. At zero eV, the SF−
6 cross-section is larger by a factor 1000 than
−
that for SF−
5 , but only a factor ∼30 at 0.1 eV because the SF6 cross-section falls

much more rapidly with energy than that of SF−
5 . For the low electron energies
expected in our experiments, however, SF−
6 should be the dominant charge carrier
arriving at the anode. Because of the higher mobility of SF−
5 ([235, 236, 237], and see
Section 7.5 below) we should detect two peaks in the signal waveform, with the faster
SF−
5 arriving earlier in time. This is the basis for fiducialization, and is discussed in
detail in Section 7.8.
−
A number of possible reactions involving the drifting SF−
5 and SF6 with the

neutral gas could, however, complicate this simple picture. At low drift fields, neutral, electron-hungry SF6 molecules will form clusters around the negative ions [235].
−
Clusters of SF−
6 (SF6 )n and SF5 (SF6 )n (n = 1, 2, 3, ...) have been observed but with
−
mobilities less than those of SF−
5 and SF6 [235]. This phenomena could therefore

partly explain the long tail observed on the slow side of the SF−
6 peak in our low
reduced field waveforms (Figure 7.4a).
−
In addition to clustering, the drifting SF−
5 and SF6 could also interact with

the neutral molecules or contaminants in the gas leading to other species (see Section 7.4.3). These could appear as distinct features in our measured waveforms.
More important for us is the collisional detachment of energetically stable SF−
5 and
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SF−
6 via the following reactions:
−
SF−
5 + SF6 → SF5 + SF6 + e

(collisional detachment)

(7.4.6)

−
SF−
6 + SF6 → SF6 + SF6 + e

(collisional detachment).

(7.4.7)

Such processes would be followed by re-attachment via reaction (7.4.1), and the
−
subsequent reactions (7.4.3) and (7.4.4) that lead back to SF−
5 or SF6 . The attach-

ment/detachment of the electron could result in a smeared waveform due to the
different drift speeds of the charge carriers. However, the probability of detachment
via reactions 7.4.6 and 7.4.7 is very small for center-of-mass energies < 60 eV [238].
In comparison to the electron affinity of SF5 (2.7 − 3.7 eV) [239] and SF6 (1.06 eV),
the threshold energy for detachment is much larger and is attributed to competing
charge-transfer and collision-induced dissociation processes [238, 240, 241]. Never−∗
theless, there is evidence that energetically unstable states of SF−
6 (i.e. SF6 ) can

contribute to collisional detachment [238, 240]. The relative contributions of these
effects depend on the interaction energies at different reduced fields, but the detailed
mechanisms is well beyond the scope of this work.

7.4.2

Waveform features

With an overview of the chemistry of electron drift and attachment in SF6 , we now
turn to a detailed look at our data. Shown in Figures 7.2 and 7.3 are the averaged
current waveforms acquired in 20 Torr SF6 (N = 6.522 × 1017 cm−3 at T = 296 K)
for six different drift field strengths. The averaging was done using one thousand
individual waveforms, each acquired by illuminating the cathode with the nitrogen
laser. The laser also provided the initial trigger for the DAQ system.
At low fields, the waveform consists of two peaks, one much smaller than the
other, and a low amplitude broad component distributed outside the region of the
two peaks. The large main peak is SF−
6 and the smaller secondary peak arriving
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Figure 7.2: (a) - (f) The average waveforms acquired in 20 Torr SF6 at six different
electric fields. At low fields (a), there is an additional broad structure in addition to the
two peaks. This component appears to decrease in magnitude with increasing electric field
and seemingly vanishes at the highest field (f).
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Figure 7.3: (a)-(f) The zoomed in views of the waveforms from Figure 7.2. Charge outside
of the peaks appears to decrease with increasing field strength while the SF−
5 peak begins
to emerge and grow in amplitude.

earlier is SF−
5 . The non-peak component does not appear continuous but displays
a step in amplitude at the location of the smaller peak, and a second step to the
baseline at an earlier time. With increasing field strength, this non-peak component
gradually subsides until it is barely discernible at E = 1029 V·cm−1 (Figure 7.3f)
leaving just the two sharp peaks. The origin of this component is water vapor
contamination from out-gassing in the acrylic vessel, and is subject of Section 7.4.3.
The waveforms show a similar behavior as a function of inverse pressure, 1/p.
Figure 7.4 shows portions of waveforms taken at three pressures with a fixed drift
field, E = 86 V·cm−1 , the lowest used in our experiment. The broad component
decreases relative to the main SF−
6 peak as the pressure is reduced, similar to what is

159

Chapter 7. SF6 –A New Negative Ion TPC Gas
observed with increasing drift field at fixed pressure. This anti-correlation between
the pressure and drift field would imply a reduced field (E/p or E/N ) dependence,
but a detailed look at the data does not support this. Comparing the waveforms
in Figure 7.3c and Figure 7.5b (blue curve), both at the same reduced field but
different E and p, we see clear differences in the amount of charge in the non-peak
region (both waveforms are normalized with the SF−
6 peak amplitude set to one).
Two other notable features seen on the right side of the SF−
6 peak are the small
negative amplitude dip and the long tail at low E/p. As discussed in Section 7.4.2,
−
the latter could be due to SF−
6 (SF6 )n and SF5 (SF6 )n clusters that drift at a slower
−
speed than the SF−
6 anion. The production and drift of SF6 (H2 O)n clusters, which

is discussed in Section 7.4.3, could also contribute to this tail. But at higher reduced
fields, the formation of such weakly bound clusters should be suppressed, which is
supported by our higher E/p data (Figures 7.4b and 7.4c). The second feature,
the negative amplitude dip, is due to how the THGEM surfaces were electrically
connected. The surface facing the cathode was grounded to the aluminum anode
end-cap, while the other readout surface is at positive high voltage. As a result, the
motion of the positive ions in the avalanche away from the readout induces a small
positive signal, then the negative dip occurs as they approach the ground, which is
capacitively coupled to the readout surface.

7.4.3

Water vapor contamination

The relative contribution of the broad component to the waveform discussed above
(Figures 7.2, 7.3 and 7.4) was found to depend on the length of the pump-out period
prior to operation, and the subsequent rate of out-gassing as monitored with the
baratron. Given the propensity for plastics to absorb water vapor and O2 , the
acrylic TPC vessel was an obvious source of contamination. After numerous tests,
which included separately adding small quantities of O2 and water vapor into SF6 ,
we confirmed that the broad component was due to H2 O.
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low reduced fields in SF6 .
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Figure 7.5: (a)-(c) Comparison of waveform shapes for data with higher (gray) and lower
(blue) levels of water vapor contamination at several different reduced fields. The primary
SF−
6 peak (outside the vertical range of the plots) has been normalized to 1 in every case.
The effect can be considerable (∼ 20%) at lower reduced fields (a) but appears to diminish
at a higher reduced field (c).

To reduce the out-gassing rate and dilute the concentration of contaminants, a
long pump-down period (several days) followed by the flushing procedure outlined
in Section 7.3.3 was performed. This greatly reduced the water vapor contamination
whose relative effect on the waveforms is shown in Figure 7.5 for several different
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reduced fields. These plots show that the effect of water vapor on the waveform is
large at low reduced fields (Figure 7.5a), but subsides significantly at a higher reduced
fields (Figure 7.5c) where it is only at the percent level in the high contamination
data. We can place an upper bound on the amount of water vapor contamination in
these data using observations of the long term out-gassing rate. By attributing the
pressure rate-of-rise entirely to the out-gassing of water vapor, we estimate that the
amount in the more contaminated data (gray waveforms in Figure 7.5) was <1×10−1
Torr. In the cleaner data (blue curves in Figure 7.5), where the detector had a much
longer pump down period, we estimate that the amount of water vapor was <2
×10−3 Torr. The additional step of flushing the vessel twice with SF6 gas was also
undertaken prior to data taking for the cleaner data.
While the effect of water vapor is quite significant, the physical mechanisms
responsible for the observed features and their dependence on the reduced field are
not fully understood. Previous studies of electron attachment to water have shown
that the single molecule does not have a negative ion state [242], so it is unlikely
that reactions of H2 O molecules with the primary electrons produced at the cathode
are involved. However, electron binding can occur in clusters of water molecules
(H2 O)−
n , where cluster sizes with n ≥ 2 have been observed [243]. Given the high
electron affinity of SF6 and the extremely low H2 O concentration, even in the high
contamination data, the probability of such clusters forming at the primary ionization
site should be low.
Stable SF−
6 (H2 O)n clusters, with n = 1−3, are also known to form [244, 245, 246],
thus a more likely scenario is one where water molecules interact directly with SF−
6
anions that are drifting towards the anode3 . Because these clusters drift slower than
SF−
6 , they cannot account for the broad component in the waveform, but they can
−
undergo further reactions with H2 O, producing the negative ions SOF−
4 and F (HF)2
3 SF− (H O)
2
n
5

clusters should also be produced, however, we ignore them and their reactions here, because SF−
5 is only produced at a few percent in our experiment (Figure 7.3).
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with a relative probability of 4:1 [246]. If these ions drift faster than SF−
6 , as argued
below, they could be responsible for much of the broad component observed in our
waveforms.
With this brief overview of the chemistry of SF−
6 in water vapor we can describe
how some of the key features arise in the waveforms observed in our experiments.
The first is the evolution of the broad component of the waveform, which subsides
with increasing E/p, essentially disappearing at the highest reduced fields in our
measurements (e.g., Figures 7.3, 7.5). This indicates that the cluster mediated reac−
−
tions converting SF−
6 into SOF4 and F (HF)2 become suppressed at higher E/p. In

our model these reactions require the stable formation and survival of the SF−
6 (H2 O)n
clusters, which are weakly held together by hydrogen bonds that are unlikely to survive at high E/p. Without these clusters the pathway to subsequent reactions is
−
closed, leaving only SF−
6 and SF5 as observed.

Focusing on the low E/p data where the effects of water vapor are most prominent, we expand our model to explain some of the key features in the waveforms. In
our description of SF−
6 and its interactions with water vapor as many as four species
can be involved in transporting a negative ion from the cathode to the anode. The
drift velocity of this ion will therefore be a weighted average of each species’, with
−
the weighting determined by where exactly the conversion from SF−
6 to SF6 (H2 O)n ,
−
−
and SF−
6 (H2 O)n to either SOF4 or F (HF)2 occurs. That the broad component of
−
−
the waveform extends from the SF−
6 peak down below the SF5 means that the SOF4

and F− (HF)2 , and any other cluster mediated reaction products, travel faster than
−
SF−
6 , with some even faster than SF5 . Although we have no data on their mobili−
ties in SF6 , this is reasonable given that both SOF−
4 and F (HF)2 are lighter than

SF−
6 . If we assume such a correlation between molecular mass and drift velocity (see
Equation 7.5.4), then F− (HF)2 would have the highest drift velocity, followed by
−
−
SF−
5 , SOF4 and SF6 , in that order.

Adopting this assumption we can explain two prominent features in the high
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contamination waveforms at low E/p, the steps in amplitude at ∼4400 µs and ∼4700

µs in Figure 7.5b. In our model, the former is essentially the shortest drift time in
the waveform, which should correspond to F− (HF)2 being produced close to the
cathode and traveling the full length of the detector. Similarly, the second step at
∼4700 µs should correspond to the next shortest drift time, that of SOF−
4 . The fact
that this step coincides with the SF−
5 peak (Figure 7.5b, blue curve) agrees with our
assumption that two species having similar masses should have similar drift speeds.
Summarizing then, our model predicts that the charge in the region (region 1)
−
between the SF−
6 peak and the step at ∼4700 µs should consist of a mixture of SOF4

and F− (HF)2 , while in the region (region 2) between ∼4700 µs and ∼4400 µs it
should be solely due to F− (HF)2 . That the charge in region 1 is much larger than in
−
region 2 is expected because, as noted above, SOF−
4 and F (HF)2 are produced in

the ratio 4:1.
A more detailed analysis of the rich structure observed in the waveforms of the
high contamination data is beyond the scope of this paper, nor is it relevant for the
goals of directional dark matter detection. For our purposes, the key features of the
−
waveform are the SF−
5 and SF6 peaks and their properties, and the remainder of this

work will describe their application to directional dark matter searches. The data
used in the following sections was taken with a minimum water contamination, similar to the the clean data acquired using the techniques described above (Figures 7.3
and 7.5).
In hindsight, our acrylic-based TPC detector, which was designed for high reduced
field operation, was not an ideal choice for operating with SF6 due to its permeability
to water vapor and high out-gassing rate. Moreover, this concern extends well beyond acrylic and encompasses a broad collection of polymer-based materials that are
hygroscopic. If plastics cannot be avoided, for example because of their desired low
radioactivity, then care should be taken to minimize any water vapor contamination
during detector construction and data acquisition. Besides the techniques used here
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to achieve this, we have also considered the use of desiccant and gas recirculating
and purification as commonly done in TPCs.

7.4.4

Relative peak charge and amplitude

With the preceding discussion of the global features of the SF6 waveform, we now
−
−
turn our focus to the SF−
5 peak. The importance of detecting both SF5 and SF6

peaks is that they enable the ability to fiducialize events along the drift direction in
the TPC. This provides a powerful tool for rejecting backgrounds in the type of rare
searches of interest here, as discussed further in Section 7.8 where fiducialization is
demonstrated using this tool.

SF5 Charge(Amplitude) Ratio (%)

3
Charge Ratio
Amplitude Ratio
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−
Figure 7.6: The detected charge and amplitude of the SF−
5 peak relative to SF6 in 20
Torr as a function of the electric field. Both quantities increase with electric field but
then appear to taper off at a field strength of ∼ 900 V·cm−1 . It is important to note, as
discussed in the text, that these are detected quantities and not necessarily the relative
amounts produced in the detection volume.

To study the behavior of the secondary SF−
5 peak with field strength, an average
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of a thousand waveforms was made for each of ten different electric field strengths
between 257-1029 V·cm−1 , all at fixed p = 20 Torr. From these averaged waveforms,
−
the amplitudes of the SF−
5 and SF6 peaks and the amount of charge contained within

the peaks was computed. The evolution of the fraction of charge in the SF−
5 peak
and its amplitude relative to the SF−
6 peak as a function of the electric field are
shown in Figure 7.6. Both the relative charge and amplitude rise with increasing
field strength but then appear to taper off at a field strength of ∼900 V·cm−1 (E/p
= 45 V cm−1 Torr−1 ).
The amplitude(charge) of the SF−
5 peak measured at the highest reduced field
(20 Torr/1029 V cm−1 = 158 Td) is ∼2.8%(2.2%) that of SF−
6 , which is what their
relative capture cross-sections at an electron energy of ∼ 0.1 eV would predict. It
−
is important to note that this is the detected ratio of SF−
5 to SF6 and is likely to be

lower than what was produced at the site of ionization. This is because of the higher
electron affinity of SF−
5 (2.7 − 3.7 eV), which could lead to a lower gas gain relative
to SF−
6 due to the greater difficulty in stripping the electron in the THGEM.
As the detectability of the small SF−
5 peak is critical for fiducialization, it will
require high signal-to-noise as well as investigation into possible methods to enhance
−
it. For example, the ratio of SF−
5 to SF6 is known to rise at higher electron energies

and gas temperatures, with reports indicating that it can exceed 39% at 593 K [195].
This is further discussed in Section 7.8.2.

7.5

Reduced mobility

−
The drift velocities of SF−
6 and SF5 were determined by measuring the time difference

between the creation of photoelectrons at the cathode using the N2 laser, and the
arrival of ionization at the THGEM corresponding to the respective peaks. The
3.5 ns laser pulses generated what are essentially point-like ionization events in the
longitudinal extent. The laser pulse also provided the trigger to the DAQ system and
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gave us the initial time marker, T0 . We define the drift time as the time between the
initial laser trigger and the arrival time of the pulse peak, Tp , rather than the leading
edge of the ionization signal at the THGEM. The magnitude of the drift velocity, vd ,
is then given by
vd =

L
,
Tp − T0

(7.5.1)

where, L = 583 ± 0.5 mm, is the distance between the THGEM and the cathode. We
measured the drift velocity over a range of electric field values (86−1029 V·cm−1 ) and
pressures (20, 30, 40 Torr). Following convention, we report the mobilities instead
of drift velocities.
The mobility, µ, of a drifting ion at a specific gas density is related to the drift
speed, vd , and electric field, E, through the relation:
vd = µ · E.

(7.5.2)

A standardized quantity called the reduced mobility, µ0 , is derived from the measured
mobility by the expression:
µ0 =

vd N
,
E N0

(7.5.3)

where N0 = 2.687 × 1019 cm−3 is the gas density at STP (0◦ C and 760 Torr) and N
is the detector gas density at the time of measurement.
−
−
Our measured mobilities for CS−
2 , SF5 and SF6 are plotted in Figure 7.7 as

a function of the reduced field, E/N , in units of the Townsend4 . We find good
agreement between our results for the reduced mobility of CS−
2 in CS2 and those
reported by Ref. [140] in the low field regime (< 50 Td), where our data overlap.
Our measurement of the reduced mobility of SF−
6 in SF6 , extrapolated to zero field, is
2 −1 −1
µ0 (SF−
6 ) = 0.540±0.002 cm V s , which agrees well with the result from Ref. [236].

There is also excellent agreement over the full range of reduced fields between our
−
dataset for SF−
5 and SF6 mobilities in SF6 with the mass-identified measurements

reported in Ref. [236]. A comparison with other data-sets from Ref. [235] and [237],
41

Td = 10−17 V cm2 , 1 V cm−1 Torr−1 = 3.066 Td at T = 296 K.
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Figure 7.7: The reduced mobility as a function of reduced field for SF−
5 and SF6 in SF6
−
−
and CS2 in CS2 . The SF5 mobilities only go down to about 40 Td below which its peak
−
becomes difficult to identify. Our results for SF−
5 and SF6 are in excellent agreement with
those found in Ref. [236] while the CS−
2 results agree with those from Ref. [140]. The
combined uncertainty due to instrumental precision is 1%.

a majority of which do not have mass analysis, shows agreement over some ranges
of reduced fields only.
−
The CS−
2 mobility is about 13.1% lower than the SF6 mobility at 13 Td, but this

difference rises to about 17.0% at 158 Td which shows that SF−
6 mobility increases
more rapidly with reduced field than CS−
2 mobility. This is unexpected, and goes
against our assumptions in Section 7.4.3, because SF6 is a much heavier molecule
than CS2 and the drift velocity for ions with mass, m, drifting in a gas with molecules
of mass, M , is given by

vd =

1
1
+
m M

1/2 

1
3kT

1/2

eE
,
Nσ

(7.5.4)

where σ is the ion-gas molecule cross-section [247]. This implies that the crosssection for SF−
6 :SF6 interaction is smaller than, and changes faster with increasing
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field strength than that for the CS−
2 :CS2 interaction. A similar comparison between
−
SF−
5 and SF6 shows that the mobility of the former is 6.9% higher than the latter’s

at about 39 Td, and is 9.3% larger at 158 Td. Note also that transport processes
are also energy dependent as can be seen with the rise in mobility with increasing
reduced field for all of the negative ion mobilities shown in Figure 7.7. This has
important implications for diffusion at the higher reduced fields, as shown in the
next section.

7.6

Longitudinal diffusion

At low field strengths where the drifting charge cloud has thermal energy, the diffusion coefficient can be approximated by its zero reduced field limit, D(0)5 . This is
related to the mobility and gas temperature through the Nernst-Townsend-Einstein
relation:
kT
D(0)
=
,
µ(0)
e

(7.6.1)

where e is the ion charge [248]. At higher field strengths, diffusion can enter the nonthermal regime where it is given approximately by the generalized Einstein relations:
i
DL
kTL h
0
0
=
1 + K + ∆L K
µ
e

(7.6.2)


0 
DT
kTT
∆T K
=
1+
,
µ
e
2 + K0

(7.6.3)

0

where K is the field derivative of the mobility, defined as
0

K =

d ln µ0
E/N dµ0
=
d ln(E/N )
µ0 d(E/N )

(7.6.4)

and ∆L and ∆T are correction terms with magnitude ranging from 0 to 0.20 for
the longitudinal and transverse diffusion coefficients DL and DT , respectively [249].
5 In

this regime the charge cloud diffuses isotropically, so the longitudinal and transverse
components, DL and DT , are the same and equal to D(0).
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These predict that deviations from D(0) will occur when the field derivative of the
reduced mobility becomes non-zero, which, according to the data shown in Figure 7.7,
is expected for E/N ∼ 60−70 Td for SF−
6 . In the non-thermal regime, the deviations
in longitudinal diffusion, DL , are proportional to this derivative and larger than those
in transverse diffusion, DT . In this work we only measure longitudinal diffusion and,
by comparing it with the predictions of Equation 7.6.1, look for deviations from the
thermal limit.
From Equation 7.6.1, a starting point-like charge cloud drifting over a distance,
L, has a longitudinal diffusion width, σz , given by
σz2 = 2DL t =

2kT L
4L
=
,
3eE
eE

(7.6.5)

where t = L/vd and  = 3/2kT [247]. As our measurements are of pulse widths, we
relate the diffusion in the time domain, σt , to σz using the drift velocity:
σz = σt · vd .

(7.6.6)

Customarily, diffusion is expressed by normalizing the measured value relative to the
drift length:
r
2kT
σz
,
σ0 = √ =
eE
L
√
where σ0 is typically expressed in units of µm/ cm.

(7.6.7)

−
The pulses used to measure diffusion of SF−
5 and SF6 were obtained from wave-

forms generated using ionization produced at the cathode, a known L = 58.3 cm
drift distance, with the N2 laser as described in Section 7.3.2. One thousand of
these waveforms were averaged together at each pressure and electric field to increase signal-to-noise, resulting in the averaged waveforms shown in Figures 7.2, 7.3
−
and 7.4. As the SF−
5 or SF6 pulses are not strictly Gaussian, some care was required

in extracting their widths. The main contribution to their non-Gaussianity is from
the positive ion tail on the right side, whose origin was explained in Section 7.4.2. To
minimize its effect, only a fraction of the left hand side of the waveform above 10% of
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Figure 7.8: (a) The averaged waveform for 20 Torr CS2 at E = 1029 V·cm−1 showing
the presence of a large secondary peak at ∼ 2600 µs and the possible appearance of two
additional peaks at ∼ 2660 µs and ∼ 2520 µs (inset). In addition, the distortion in the
waveform shape is clearly seen in both the primary and secondary peaks at this high
reduced field. This behavior is not observed in the SF6 waveforms at high reduced fields.
(b) The average waveform for 40 Torr CS2 at E = 1029 V·cm−1 which shows no clear
secondary peaks or distortion in waveform shape.

the peak was used to fit to a Gaussian curve. This fraction was determined iteratively
by modeling the relative contributions of the collected charge signal and the positive
ion induced signal to the pulse amplitude. Additionally, due to the broad structure
from residual water vapor contamination at low reduced field (Section 7.4.2), only
data with E > 171 V·cm−1 at 20 Torr and E > 257 V·cm−1 at 30 and 40 Torr were
used.
Using this procedure we found σfit , which is mostly due to diffusion with small
contributions from other effects. The latter are the smoothing time, σsmooth , laser
spot size, σspot , the spread in the electron-capture length, σcapture , and effects at the
THGEM, σTHGEM . We have no direct measurements of σcapture or σTHGEM , so we
make no attempt to correct for them here. In our measurements, the laser spot size
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Figure 7.9: (a) The longitudinal diffusion, σz , for 20, 30, and 40 Torr SF6 as a function
of electric field for a drift length of 58.3 cm. The plotted quantity includes the broadening
effects of the finite THGEM hole pitch as well as the capture process. The dot-dashed
line shows the predicted width for thermal diffusion from Equation 7.6.5. For the 40 Torr
data, the measured width begins to deviate away from the thermal prediction at ∼ 800
V·cm−1 . Similarly for the 30 Torr and 20 Torr data, deviations from thermal diffusion
occur at ∼ 600 V·cm−1 and 400 V·cm−1 , respectively. (b) The fitted pulse width for 20
and 40 Torr CS2 . At 20 Torr the pulse width begins to deviate considerably from thermal
at ∼ 400 V·cm−1 . The corresponding distortion seen in the waveform in Figure 7.8a could,
however, also be due to a longer electron capture mean-free-path at high E/p (refer to the
text).

contribution to the longitudinal width is negligible, so we set σspot ∼ 0. Thus, assuming no correlation, we subtract σsmooth from σfit in quadrature to get the diffusion
width in time:
q
2
2
σt = σfit
− σsmooth
.

(7.6.8)

Using Equation 7.6.6, we finally get σz , the longitudinal spread of the charge distribution in space due to diffusion. The systematics on σz , mainly due to not accounting
for σcapture and σTHGEM , are briefly discussed below.
The same fitting procedure was applied to our CS2 data taken at 20 Torr (Figure 7.8a) and 40 Torr (Figure 7.8b). The 20 Torr, high reduced field waveform shown
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in Figure 7.8a appears distorted on the left and has at least one additional secondary
peak at ∼ 2600 µs. These features are discussed in Section 7.6.4.

7.6.1

σz results

In Figure 7.9, the longitudinal diffusion, σz , is plotted as a function of electric field
for 20, 30, and 40 Torr SF6 and 20 and 40 Torr CS2 data. Overlaid are curves for
thermal diffusion calculated using Equation 7.6.5. In the 40 Torr SF6 data, σz begins
to deviate from the thermal prediction at around 800 V·cm−1 . Similarly, in the 30
Torr and 20 Torr SF6 data, deviations from thermal diffusion occur at around 600
V·cm−1 and 400 V·cm−1 , respectively. In terms of the reduced field, the deviations
all begin to occur at approximately E/p = 20 V·cm−1 ·Torr or E/N = 60 Td. This is
close to our estimate above of E/N ∼ 60 − 70 Td based on the generalized Einstein
relations.
The 40 Torr CS2 diffusion data shown in Figure 7.9 indicate a larger systematic
than observed for SF6 . This is likely due to a longer mean free path for electron
capture and is discussed further below in Section 7.6.2. Assuming that this systematic
is field independent, the data appear to follow thermal diffusion out to ∼500 V·cm−1
(38 Td) and perhaps even to ∼800 V·cm−1 (61 Td). Precision measurements of σz
[140] have confirmed thermal out to 23 Td and other measurements indicate that
the low field approximation applies to CS2 out to ∼42 Td.
At 20 Torr we observe a distortion in the waveform at high reduced fields and one
or more smaller peaks begin to appear (Figure 7.8a), which also grow with E/p. The
effect of the distortion on σz begins at ∼50 Td and is dramatic as seen in Figure 7.9.
The origin of the distortion could be a deviation from thermal diffusion or a growing
inefficiency in electron capture at high E/p, which naturally explains the observed
tail on the fast side of the waveform. The fact that the reduced mobility has a
weaker dependance on E/p than SF−
6 (Figure 7.7) also points to electron capture.
Measurements of the lateral diffusion should help determine which of these effects
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dominates. The secondary features are discussed in Section 7.6.4.

7.6.2

Systematics on σz

Here we place bounds on the two primary sources of systematics to the measured diffusion width, the spread in the electron-capture mean-free-path and non-uniformity
of the electric field near the THGEM. Given how well matched our σz values are to
the diffusion limit at low reduced fields (Figure 7.9), any non-diffusion contributions
cannot be large. At low reduced fields in 40 Torr CS2 , an upper bound on the spread
in capture distance of 0.35 mm was estimated by Ref. [140]. Based on measurements
of the attachment cross-section in SF6 , the mean free path for attachment in our
experimental apparatus should be of order ∼1-10 µm and, hence, a negligible contribution to σz . The broadening effect due to the non-uniformity in the drift field close
to the THGEM should depend on the THGEM pitch, and the fields in the holes and
TPC drift region. This can be modeled but we can provide an upper bound estimate
based on the low E/p region of the SF6 data in Figure 7.9a, where we expect thermal
diffusion. The σz data in this region are systematically slightly higher than the thermal prediction, thus, assigning the difference taken in quadrature to the THGEM,
gives the upper bound of σTHGEM < 0.2 mm.
In 40 Torr CS2 , the systematic differences in the low E/p regime (Figure 7.9b)
are larger than in SF6 , which is probably due to a longer electron capture distance
as discussed above. Assuming that the contribution from the THGEM is the same
for both gases, σTHGEM ∼ 0.2 mm, we can assign the remaining difference to the
spread in electron capture distance in CS2 . This gives σcapture ∼ 0.3 mm, which is
within the upper bound for CS2 from Ref. [140] given above. In the 20 Torr CS2
data we speculate that the large deviation in σz from thermal observed above 50 Td
is due to inefficient electron capture, rather than diffusion. Measurements of lateral
diffusion will help test this hypothesis. A more accurate estimate for the sum total of
non-diffusion contributions, including σTHGEM and σcapture , can also be determined
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by measuring the waveform width as a function of drift distance. This is left for
future work.

7.6.3

Implications for directional low-mass WIMP searches

For dark matter searches in the low, ∼ 10 GeV/c2 , WIMP mass regime, the lowest
possible energy thresholds are desired. For directional DM searches in low pressure
TPCs, as discussed in some detail in Ref. [118], the ability to lower the pressure
lengthens the tracks, which, in principle, will lower the directional energy threshold.
With the assumption that the minimum track length for which directionality can be
detected is an invariant, and using data at 100 Torr, Ref. [118] showed that pressures
in the range ∼ 5−10 Torr would be optimal for maximizing sensitivity for directional
low mass WIMPs searches. This assumption requires that physical effects that could
impact track reconstruction, such as diffusion, do not worsen at lower pressures.
In this regard, our measurements of diffusion at 20 Torr for both SF6 and CS2
provide an important data point to test this assumption. As discussed above and
shown in Figure 7.9a, deviation from thermal diffusion in our SF6 data occur at ∼70
Td at all pressures. At lower pressures, ∼70 Td corresponds to a lower drift field
where thermal diffusion is higher, as can be seen in Figure 7.9a. Thus, in 20 Torr
SF6 the minimum longitudinal diffusion observed in our data is σz ∼ 0.9 mm, quite
a bit higher than the σz ∼ 0.63 mm in 40 Torr. This means that the minimum track
length with directionality is about 1.5 times longer at 20 Torr than at 40 Torr. If
the trend we observe continues at lower, 10 − 15 Torr pressures, it may impose a
fundamental limit on the directional energy threshold imposed by diffusion.
For CS2 , the data at 20 Torr shown in Figures 7.8a and 7.9b are difficult to
interpret from the diffusion perspective. As discussed above, the long tail on the fast
side of the waveform is characteristic of electron capture mean free path, but this
requires confirmation. This hypothesis is nevertheless supported by the mobility data
of Figure 7.7, which suggests that diffusion in CS2 is deviating less from thermal,
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and at higher reduced fields, than SF6 .
It is clear that further detailed studies of diffusion for both CS2 and SF6 are needed
to settle these questions. These should include measurements of the transverse component, and estimates of the systematics, which, together with the measurements in
this work will provide better constraints on the possibility of directional low mass
WIMP searches.
Nevertheless, the current data can be used to provide a reasonable estimation
of the behavior of the tracking resolution with pressure. At low reduced fields, the
tracking resolution defined as, M ≡ σ(E)/R ∝ σ(E) · p, is inversely proportional
to the track range, R, and proportional to the pressure, p. Thus, M is defined as
the minimum resolvable track range and reducing the pressure by a factor of two
will improve the resolution by the same factor. However, at high reduced fields the
scaling no longer holds because to stay within the thermal limit the electric field
must also be reduced by the same factor to keep E/p constant and below the critical
√
non-thermal reduced field. Because σ ∝ 1/ E, lowering E raises the diffusion by
the square root of the reduction factor. Hence, the best attainable resolution at
p
a given pressure will improve by fp , where fp = p1 /p2 is the pressure reduction
factor. Of course, this is only an approximate relation because from Figure 7.9a, the
diffusion does, in fact, decrease slightly or remains constant for electric fields beyond
the critical value where a deviation from thermal behavior is observed. Nevertheless,
the approximate relation provides a reasonable estimation for the best attainable
resolution at a given gas pressure. But even this approximate scaling will eventually
break down at very low pressures as the electron capture length becomes a significant
contribution to a diffusive-like spread in the track. The behavior of σz in 20 Torr
CS2 indicates this eventual outcome.
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7.6.4

Secondary peak in CS2

Finally, we return to the small, secondary peak observed in the 20 Torr CS2 data
shown in Figure 7.8a. This feature first appears at a drift field of E = 343 V·cm−1
at 20 Torr CS2 and has a drift speed that is ∼6.2% faster than, and an amplitude
only 0.4% that of the primary peak. When the drift field is increased to E = 686
V·cm−1 , the secondary peak’s drift speed and amplitude increase to 6.8% and 4.6%,
respectively, relative to that of the primary peak. Finally, at E = 1029 V·cm−1 , the
secondary peak is about 7.5% faster than the primary while its amplitude continues
to grow and reaches about 11.7% of the primary’s peak value (Figure 7.8a). In the
40 Torr CS2 data there is a hint of a secondary peak at the highest field, E = 1029
V·cm−1 , which is a factor of ∼10 lower in amplitude than the main secondary peak
seen at 20 Torr.
Additional negative ion species have been observed in CS2 gas mixtures when a
small amount of O2 is added [179]. In Ref. [179], at least three additional negative
ion species (minority peaks) were reported, all with higher mobilities than CS2 , and
peak amplitudes that grow, relative to the main CS−
2 peak, with the O2 fraction. The
amplitude of the largest of these three peaks is approximately a factor 2× larger than
the next highest, and this ratio is maintained independent of the O2 fraction or drift
field, up to E = 580 V·cm−1 [179, 111]. The only variable that affects the relative
amplitudes appears to be the drift distance; increasing this lowers the amplitude of
the middle peak. To date, the physical mechanism behind the minority peaks in the
CS2 /O2 mixture is unknown.
For a number of reasons, the secondary peak seen in our 20 Torr CS2 data is
unlikely to be one of the minority peaks due to O2 contamination: we see only
one peak whereas three should clearly be visible; our secondary peak’s amplitude
increases by an order of magnitude with E from 343 V·cm−1 to 686 V·cm−1 , but no
significant variation in the minority peak amplitudes was observed over the range
E ∼ 270 − 580 V·cm−1 in Ref. [179]; a secondary peak is barely visible in our 40 Torr
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data, which was acquired in similar conditions to the 20 Torr data.
We also note that although our acrylic TPC was a source of water vapor from
out-gassing, as discussed in Section 7.4.3, the permeability coefficient of water vapor
in acrylic is over three orders of magnitude larger than for O2 . Thus, the level of O2
is probably too low to affect our data at the level seen in Figure 7.8a, which given all
the other inconsistencies of this hypothesis, indicates a different origin for the small
peak.
A more likely hypothesis is that the peak is due to S− or CS− , which are known
−
products of the auto-dissociation of CS−∗
2 [250, 251], similar to how SF5 is produced

via Equation 7.4.4. The cross-sections for both S− and CS− production via this
mechanism are non-zero at zero electron energy and peak at 0.5 eV and 1.2 eV,
respectively. The S− peak is narrower and larger by a factor ∼20 than that for
CS− . This suggests that our secondary peak is due to S− , and also explains its rapid
fractional increase with E described above since the S− production cross-section
increases with electron energy in the 0 − 0.5 eV range.

7.7

Gas gain

Previous works have shown that gas gains greater than 1000 can be achieved in electronegative gases with proportional wires [252], GEMs [253], and bulk Micromegas
(Micro Mesh Gaseous Structure) [254]. In contrast to electron gases where only
moderate electric fields of order 100 V·cm−1 Torr−1 are needed to accelerate electrons
to energies close to the ionization potential of the gas, electronegative gases require
much higher electric fields to initiate avalanche even though the electron affinity is
usually much lower than the ionization potential [255]. For CS2 , measurements show
that the minimum reduced field, (E/p)min , needed to initiate avalanche is over one
order of magnitude larger than for the electron drift gas P10 (10% methane in argon)
[255]. A similar study can be done for SF6 , but in this section we omit a discussion
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of the detailed mechanism for avalanche and instead focus on the gas gains.
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Two THGEMs of thickness, 0.4 mm and 1 mm were used to achieve gas gain
in SF6 . Other than the thicknesses, the pitch and other THGEM parameters were
the same as those described in Section 7.3.1. To measure the gain an
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X-ray source was employed. To convert the energy of the X-ray into the number
of electrons produced during the initial conversion process, we used the W-factor,
defined as the mean energy required to create a single electron-ion pair. For SF6 ,
this value has been measured using α particles [256] and a 60 Co γ source [257], giving
Wα = 35.45 eV and Wγ = 34.0 eV, respectively. The slight disagreement is actually
consistent with other measurements of W-factors, which find that Wα exceeds Wγ,β
for molecular gases [258]. Because we used an X-ray source, we adopt the W-factor
from Ref. [257], so the average number of primary electrons, Np , created by an

55

Fe

X-ray conversion in SF6 is
Np =

E55 Fe
5.89 keV
=
' 173.
Wγ
34.0 eV

(7.7.1)

The effective gas gain is then given by,
Geff =

Ntot
,
Np

(7.7.2)

where Ntot is the total number of charges read out with the preamplifier. In general,
this is less than the total number of charges produced in the avalanche due to inefficient charge collection, hence, the measured gain is an effective and not an absolute
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value. In our case, essentially all of the electrons produced in the avalanche were
collected, but there was an additional contribution to the pulse from the positive ion
induced signal. This systematic was not removed. To determine Ntot from the measured voltage pulse, V (t), the standard calibration procedure of injecting a known
charge into the preamplifier was used. For this we used an ORTEC 448 Research
Pulser to inject charge into the 1 pF calibration capacitor inside the ORTEC 142
preamplifier.
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Figure 7.13: An 55 Fe spectrum acquired in 60 Torr SF6 using a 0.4 mm THGEMs.
The peak is not observable due to a combination of low gain and large energy resolution.
However, there is a clear rate difference between 55 Fe source on versus off, indicating there
is indeed sufficient gas gain for detecting these low-energy events.

For the gain measurement at each pressure, the THGEM voltage was raised
until

55

Fe events were visible on the oscilloscope. The voltage ramp continued until

energetic sparks were observed and/or until the rate of micro-sparks and background
events approached that of the 55 Fe source. Figures 7.10a and 7.11a show the spectra
acquired in 30 Torr SF6 using a 1 mm and 0.4 mm THGEM, respectively. The
spectrum taken with the 1 mm THGEM (Figure 7.10a) is much broader, indicating
a worse energy resolution, than that taken with the 0.4 mm THGEM spectrum
(Figure 7.11a). Figures 7.12a and 7.13 show the spectra acquired in 40 Torr and
60 Torr, respectively, both using the 0.4 mm THGEM. For the 60 Torr spectrum
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the maximum stable gas gain was not sufficient to clearly resolve the peak above
background. However, there was a clear rate difference above the trigger threshold
when the

55

Fe source was switched on and off, indicating that the tail of the

55

Fe

distribution is contained in the spectrum. At 20 and 100 Torr a similar rate difference
was observed between source on and off using the 0.4 mm THGEM, but spectra were
not acquired due to instability.
None of the spectra are Gaussians, but contain an extra exponential component
due to micro-sparks and background events. To better identify the background and
signal components and quantify their shapes, the spectra were fit with a Gaussian
signal component, and an exponential plus constant for the background component.
The fitted total spectrum and the separated signal and background components are
shown in Figures 7.10a and 7.10b for the 30 Torr data acquired with the 1 mm
THGEM. The reduced chi-square (χ2 /ndf) of the fit is 1.29. Similar fits are shown
in Figures 7.11a and 7.11b for the 30 Torr data, and Figures 7.12a and 7.12b for the
40 Torr data, both acquired with the 0.4 mm THGEM. The reduced chi-squares for
these fits are 1.26 and 1.66, respectively.
The mean of the Gaussian fit was used to derive the effective gas gain and the
width gave the energy resolution, both of which are tabulated in Table 7.1 for each
experimental configuration. Other important parameters that describe the operating conditions for the different gain measurements are also listed there to aid in
interpreting our results. Of these, the reduced field inside the THGEM holes, Eh /p,
will be most useful in understanding the differences in the energy resolution and gas
gains shown in Table 7.1. The electric field, Eh , in the THGEM was approximated
by ∆V /d, where ∆V is the voltage across the THGEM and d is its thickness.
The spectra shown in Figures 7.10 - 7.13, with the corresponding gas gains and
energy resolutions summarized in Table 7.1, can be understood with some knowledge of the physical processes governing the avalanche process in negative ion gases.
These processes involve stripping the electron from the negative ion, which initi-
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ates the avalanche, and the recapture of electrons by SF6 in the avalanche, both
of which can negatively impact gas gain and energy resolution. The stripping will
occur at some depth, z, inside the THGEM hole that is determined by the electron
detachment mean-free-path, λdetach , a function of the reduced field. A large λdetach ,
relative to the THGEM thickness, d, will lead to a larger average depth, z, where
the avalanche begins, resulting in lower gas gains, larger gain fluctuations, and worse
energy resolution.
In addition, the avalanche process in negative ion gases will suffer from a competition with recapture on the neutral molecule or its fragments produced in the
THGEM holes (e.g., by auto-dissociation). In SF6 , although the cross-sections for
attachment fall with electron energy, the higher electron energies in the THGEM
−
−
−6
will favor auto-dissociation to SF−
5 , SF4 , SF3 and F , over collisional stabilization
−
to SF−
6 , and these fragments have higher electron affinities than SF6 (1.06 eV) [208].

Regardless of the details, if recapture occurs the avalanche is halted momentarily until the electron can be stripped again, which further suppresses the gain and worsens
energy resolution. As the cross-sections for attachment, dissociation, and ionization of SF6 and its fragments depend on the electron energy, the distinctive spectral
shapes, energy resolutions, and gas gain must originate from the dependence on the
reduced field in the THGEM.
With this overview, we can attempt to understand the spectra shown in Figures 7.10 - 7.13 (also refer to Table 7.1). A comparison of the 30 Torr spectra taken
with the 0.4 mm and 1 mm THGEMs shows a factor ∼2 worse energy resolution in
the 1 mm THGEM. This difference is clearly due to the 2× lower reduced field, Eh /p,
in the 1 mm THGEM, which, as discussed above, will lead to a larger λdetach and
higher probability of recapture, both of which will lead to the large gain fluctuations
that result in poor energy resolution. If the 1 mm THGEM could have sustained a
6 The

electron affinities of SF5 , SF4 , SF3 , and F are 2.7 − 3.7 eV [239], 1.50 eV [260],
1.84 eV [260], and 3.4012 eV [259], respectively.
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larger ∆V , leading to a higher Eh /p in the holes, a potentially much larger gas gain
and better energy resolution could have resulted.
Next, we look at the differences between the 30 and 40 Torr spectra, both taken
in the 0.4 mm THGEM. The energy resolution in 40 Torr is almost 2× worse, nearly
as poor as for the 30 Torr data taken in the 1 mm THGEM. Here again, it is due
to the lower reduced field in the 40 Torr case, Eh /p = 550 kV·cm−1 , relative to that
for the 30 Torr case, Eh /p = 683 kV·cm−1 . The fact that the Eh /p lies closer to the
30 Torr, 0.4 mm case then to the 40 Torr, 1 mm case, indicates that either λdetach
or the attachment probability depend strongly on energy. Which of these variables
dominates in the effects we see here is not known at this time. We note, however,
that although the reduced fields differ, the electric fields are comparable for the two
cases, Eh ∼ 20 kV·cm−1 , which supports our claim that the relevant processes are
governed by Eh /p.
The low gas gains at the higher 60 − 100 Torr pressures were also due to low
Eh /p, which we were unable to sustain at the levels achieved at low pressures. In the
60 Torr 0.4 mm THGEM data, we could only reach Eh /p = 425 kV·cm−1 , which was
insufficient to raise all

55

Fe events above the trigger threshold. This along with the

broadening of the peak at low avalanche reduced field cause the peak in the spectrum
to fall below the range shown in Figure 7.13. Multiple THGEMs should work at
higher pressures and other MPGD devices, such as thin GEMs and Micromegas,
should be attempted as well. The latter two could also achieve much higher reduced
fields, albeit over a shorter avalanche region, which could help with improving the
energy resolution. These are interesting questions for future studies.
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Table 7.1: THGEM parameters and results

d
(mm)

p
(Torr)

∆V
(V)

Eh
(kV·cm−1 )

Eh /p
(V·cm−1 Torr−1 )

Geff

σ/E (%)

0.4
1.0
0.4
0.4

30
30
40
60

820
1005
880
1020

20.50
10.05
22.00
25.50

683
335
550
425

3000
3000
2000
-

25
45
42
-

7.8
7.8.1

Event fiducialization
252

Cf data

We showed in Figure 7.2 of Section 7.4.2 that at high drift fields, the waveform of
−
the charge arriving at the anode consists mainly of the two SF−
5 and SF6 peaks.

Having two or more species of charge carriers with differing mobilities is critical for
event fiducialization in gas-based TPCs employed in dark matter and other rare event
searches. The ability to fiducialize in these experiments allows for the identification
and removal of the most pernicious backgrounds, which originate at or near to the
inner surfaces of the detector. While identifying the event location in the readout
plane (X,Y) of a TPC is straightforward, locating the event along its drift direction
(Z) is challenging. Unlike in accelerator-based experiments, the time of interaction
(T0 ) in a gas-based TPC used for rare searches is not available, so Z-fiducialization
had proven difficult. The recent discovery of minority charge carriers in CS2 + O2
mixtures [179], has changed this by allowing the differences in their mobility to be
used to derive the Z coordinate of the event. This has transformed the DRIFT
dark matter experiment [111], which, until this discovery, had operated for close to
a decade with backgrounds from radon progeny recoils at the TPC cathode that
severely impacted the dark matter search [206, 261, 141, 163, 164].
−
The differences in the SF−
5 and SF6 mobilities in pure SF6 can be used in a similar
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manner to measure the Z coordinate of the event through the relation:
Z=

vs · vp
∆T,
vs − vp

(7.8.1)

where vp and vs are the drift speeds of the negative ions in the primary (SF−
6 ) and
secondary (SF−
5 ) peaks, respectively, and ∆T is the time separation of the peaks.
Note that the anode (THGEM) is at Z = 0, and the cathode at Z = 58.3 cm.
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Figure 7.14: (a) Distribution of the time difference between secondary, SF−
5 , and primary,
peaks
(∆T
)
for
the
laser
calibration
pulses
obtained
in
30
Torr
SF
SF−
6 and E = 1029
6
−1
V·cm . (b) The same distribution for triggered events that passed analysis cuts from the
252 Cf data shows a broad distribution of Z locations. (c) The distribution of the Z locations
of events from the 252 Cf run after analysis cuts The vertical line shows the position of the
cathode at Z = 58.3 cm. The events with Z locations greater than the cathode location
are those that misidentified peaks. There are no events below 10 cm due to the fact that
the two peaks are not separable for drift distances less than this.

To test how well one can determine the location of events in SF6 using this
method, we used a

252

Cf source to generate ionization events at different locations

in the detection volume. The 252 Cf source was placed near the outside surface of the
vessel and about 20 cm from the cathode. The detector was operated at 30 Torr with
E = 1029 V·cm−1 where the highest gas gains were achieved (Section 7.7). This was
important for identifying the small SF−
5 peak in low energy recoils, which produce less
ionization than the nitrogen laser illuminating the cathode. Preceding the 252 Cf run,
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Figure 7.15: (a) An event from the 252 Cf run in 30 Torr SF6 and E = 1029 V·cm−1
showing two distinct peaks. The black markers identify the locations of peaks detected by
peak finding algorithm. The magenta vertical line passing through the black marker passes
through the location of the primary, SF−
6 , peak. (b) An event from the same data run with
three detected peaks. (c) An event with as many as five peaks; three are detected by the
peak finding algorithm.

an energy calibration was done with an internally mounted

55

Fe source. In addition,

to calibrate ∆T we pulsed the laser onto the cathode to generate ionization from a
known, fixed Z location.
−
The SF−
5 and SF6 peaks were found through an automated process using a deriva-

tive based peak finding algorithm. Although the algorithm performs efficiently for a
large data-set, the derivative based approach tends to give false peak detections for
noisy data. To reduce the chance of false peak detections affecting the accuracy of
Z, we only accepted events that have two and only two identified peaks, one corre−
sponding to SF−
5 and the other to SF6 . This greatly reduced the efficiency of our

analysis, but our aim here was only to demonstrate event fiducialization in SF6 , with
work on increasing the efficiency left for future work. In addition, only events with
energy > 60 keVee were accepted so that the SF−
5 peaks were more easily identified,
and also to better aid discrimination against electronic recoils due to the gamma-rays
from the

252

Cf source.

−
The distribution of the time difference, ∆T , between the SF−
5 and SF6 peaks for
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the laser calibration data is shown in Figure 7.14a. The distribution has a mean
of 281.3 µs (583.5 mm) and FWHM of about 3.5 µs (7.3 mm), demonstrating the
fundamental accuracy and precision of fiducialization in SF6 . The distribution of the
same timing parameter from the

252

Cf run is shown in Figure 7.14b. The mean and

shape of the distribution grossly agree with expectations based on the location of
the source, which results in a larger solid angle intersecting the detector volume on
the anode side. Note that there are no events seen with Z < 10 cm because the SF−
5
and SF−
6 peaks cannot be resolved individually at low Z by our simple peak finding
algorithm.
A sample event from the

252

Cf exposure with a relatively well-defined SF−
5 peak

is shown in Figure 7.15a, demonstrating the feasibility of fiducialization on an event
−
by event basis. Also note that the relative amplitude of the SF−
5 and SF6 peak in

this event is 5.3%, higher than the laser generated ionization data from Section refsec:relativeratios at the same reduced field, and for some events in our dataset, the
relative amplitude exceeded 8%. This could be explained by the fact that the energies of electrons created by a nuclear recoil could be significantly higher than those
produced by laser illumination of the cathode, and higher than the energy gained
from the drift field before capture.
Examples of events demonstrating this effect is shown in Figures 7.15b and 7.15c.
These events possess more than two peaks, indicating that other negative ion species
−
besides SF−
5 and SF6 are being produced due to the initial energies of liberated

electrons. This adds a complication into the analysis to determine the event location, which requires further study. On the other hand, the sensitivity of the relative
−
strength of the SF−
5 , SF6 , and other peaks to electron energies could open up possibil-

ities beyond fiducialization. One potential application is for discriminating between
electron and nuclear recoils. If the distribution of electron energies created by an
electron recoil is characteristically distinct from the one created by a nuclear recoil,
than the relative charge in the peaks could be used to identify the type of particle
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that created the ionization.

7.8.2

Secondary peak enhancement

The efficiency with which one can fiducialize in SF6 is largely dictated by how well
the relatively small SF−
5 peak is detected. Here we consider a few possible approaches
that might enhance its relative abundance.
The first, motivated by the behavior of the minority peaks in CS2 + O2 gas
mixtures [179], is to add a small amount (< 1 Torr to a few Torr) of O2 into SF6 .
We attempted this and, not surprisingly, saw no significant change in the relative
abundance of SF−
5 . Another approach that is motivated by the energy dependence
−
−
−
of the SF−
5 and SF6 production cross-sections, which favors a larger SF5 /SF6 ratio

at higher electron energies, is to operate at higher reduced drift fields. Depending
on how high one needs to operate at, this could increase diffusion to unacceptable
levels (Figure 7.9a).
Perhaps, the most straightforward path, however, is to increase the gas gain,
thereby increasing the overall signal-to-noise for detecting the SF−
5 peak. As the
gains in our measurements with a single THGEM are already at or close to the
maximum, two or more THGEMs as well as other MPGD amplification devices
should be attempted. As discussed at length in Section 7.7, amplification devices
with the highest possible reduced fields are desired to counteract the physical effects
in a negative ion gas that compete with avalanche production. This is especially
important for SF−
5 , which, due to its high electron affinity, would benefit from high
E/p to efficiently strip the electron and initiate the avalanche.
There also exists an interesting alternative method to increase the production of
−
SF−
5 in SF6 . A study of the production cross-section for SF5 by auto-dissociation has

shown that the first peak at ∼ 0.0 eV is very sensitive to temperature [262]. Over
the temperature range 300 K to 880 K, the relative cross-section for the formation
of SF−
5 increases by about two orders of magnitude for electron energies ∼ 0.0 eV,
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while the cross-section hardly varies for energies near the second peak at 0.38 eV.
Since increasing the gas temperature effectively raises the vibrational and rotational excitation energy of the SF6 molecules, this led Ref. [262] to consider the
possibility of the photo-enhancement of SF−
5 production via the processes:
n(hv)laser + SF6 → (SF∗6 )laser

(7.8.2)

(SF∗6 )laser + e− → (SF−
5 )laser + F.

(7.8.3)

Using a CO2 laser (9.4−10.6 µm) to vibrationally excite SF6 molecules, they observed
an enhancement of SF−
5 production that was radiation wavelength dependent and different for 32 S and 34 S isotopes. It should be noted that infrared excitation should not
result in photodetachment of the SF−
6 anion as measurements have shown that the
threshold for this process is at 3.16 eV (392 nm) [263]. Nevertheless, implementing
this idea or increasing the gas temperature for large TPCs presents practical challenges that must be weighed against any benefit. These are experimental questions
that require further investigation.

7.9

Conclusion

We have shown that gas gain is achievable in a low pressure gas detector with SF6 as
the primary gas. Signals from low energy 55 Fe events were detected using 0.4 mm and
1.0 mm THGEMs with gains of between 2000-3000. The energy resolution appear
to depend on the reduced field in the amplification region, implying that electron
detachment and re-attachment in this high-field region could be responsible. Testing
other GEM geometries and amplification devices in SF6 to achieve even better gain
and energy resolution could be the subject for future work.
The acrylic cylindrical detector design used in this work allowed for high reduced
field operation and made possible the detection of unique features in SF6 waveforms,
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particularly the evolution of the waveform shape with reduced field and the identification of the SF5 − peak through its mobility. Using this secondary peak, we showed
that fiducializing events in the drift direction is possible. Diffusion measurements
showed thermal behavior for both SF6 and CS2 , but only up to a critical reduced field.
This has important implications for the optimization of tracking detectors utilizing
these negative ion gases. There are features and behavior that remain unexplained,
but these unanswered questions should provide ample motivation and opportunities
for future studies on the use of SF6 in TPCs.
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Novel High-Resolution Tracking
Readout
8.1

Motivation

In a negative ion TPC (NITPC), the Z component of an ionization track can be
measured by the length of time of the signal pulse because the drift velocity of the ions
and electric field are known with sufficient precision. The X and Y components are
usually measured with fine-pitched orthogonal wire grids, 2D strip readout boards,
pixelated chips, or optical cameras. There are, however, several downsides to these
methods. One is that the spatial resolution is limited by the pitch of the readout,
which is typically ∼1 mm for wires and down to ∼400 µm for strips. Pixel boards can
offer resolution on the order of ∼10 µm but at the cost of an extremely large number
of channels (N 2 , where N is the number along each dimension) for large readout
areas. The problem is exasperated if higher resolution is required. For example, to
uniquely (no grouping or multi-plexing of channels) read out just the X dimension
in a 4 cm region with a strip board at a pitch of 400 µm would require 102 channels.
A coarser readout pitch would allow for a reduction in the number of channels but
would negatively impact the ability to measure directionality in the lowest energy
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nuclear recoils, something critical for a directional dark matter search.
Knowledge of the electric field and drift speed of the negative ions allows for
the Z dimension of a track to be measured through a single timing signal from one
channel. For example, the DRIFT dark matter NITPC measures recoil tracks in
2D using timing in Z and a second dimension, X, with an MWPC readout. The
Z measurement gives superb resolution, corresponding to ∼100 µm sampling of the
recoil track, versus 2 mm with the MWPC wire plane. In this chapter, we discuss
the possibility of measuring both the X and Y dimensions through timing signals.
The essence of the concept is to keep the track reconstruction in the time domain
which results not only in a resolution advantage but also a cost advantage since the
complexity of the detector can be greatly reduced.
Consider a 3D detector with X and Y spatially measured by wire grids or a
2D strip board, this detector would require several hundred channels, but the same
detector with X and Y measured through timing signals could conceivably require
only three channels, one for each of the track dimension. Such a detector would
require a negative ion drift, or a slow electron drift, and appropriate electronics in
order to use timing to resolve tracks as is done in DRIFT. For the rest of this chapter,
we assume a detector with negative ion drift to illustrate this new idea.

8.2
8.2.1

Working principle
Detector geometry

The fundamental question is what type of detector geometry would allow us to
measure X and Y via timing? For now, to make the concept clearer, we only consider
how to obtain one other dimension in addition to Z through timing and call this the
X dimension. Z is defined to point upwards in the direction of the drifting negative
ions while +X will point to the right as is shown in Figure 8.1, which depicts a
potential detector geometry for demonstrating the concept. The conversion, or drift,
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Corrugated /
U Readout

Corrugated/
Z Readout

Ionization
Track

Field Cage

Drift Direction

Detection/
Drift Volume

Cathode
Vacuum Vessel

Figure 8.1: (Left) The proposed geometry for a detector utilizing signal timing for track
reconstruction. The principle of operation is similar to that of a low-pressure TPC where
a uniform electric field is established between the cathode and readout plane. The distinguishing feature is the presence of a second readout (U) configured in a geometry different
than the first readout (Z). (Right) A field simulation of the region between the Z-readout
and the U-readout showing the equipotential lines and electric field map. Refer to the text
for an explanation of the detector geometry.

volume of the detector would be identical to that of a DRIFT-like detector. The
amplification is provided by a single/double GEM structure lying along the X − Y
plane. But it is important to note that the amplification structure does not need to
be comprised of GEMs. The requirements are that the amplification device must be
fine-pitched to preserve track resolution, and semi-transparent to charge to allow for
a secondary readout. Besides GEMs, there are potentially other gas amplification
devices that possess those desired features. Nevertheless, for the remainder of this
chapter we will consider GEMs as the readout of choice.
The horizontal GEM structure in Figure 8.1 will directly measure the Z component, via timing, of the ionization track. As such, we will call the horizontal GEMs
the Z-GEM, or Z readout interchangeably. Sitting above the Z-GEM is what we
call a corrugated/projection readout electrode with sides angled at α ∼ 45◦ (135◦ )
(Figure 8.2) and maintained at a single fixed potential which is different from that
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of the Z-GEM surface facing it. This establishes an electric field inside the region
between the two GEMs and allows charges to drift from the Z-GEM to the secondary
readout, which we will refer to as the U-readout (Figure 8.1). In principle, the angled
electrode does not need to be amplifying. However, in practice, amplification will
be needed to resolve an issue that we will discuss in a later section. The length of
each side from peak to trough could be on the order of a few centimeters with the
region of unique readout being defined by one “rung” of corrugation (one left angled
electrode and one right angled electrode), forming a inverted V shape. Depending on
the application, the size of this region can be varied from a few centimeters to ten’s
of centimeters or larger. Finally, by considering the geometry in Figure 8.1, we see
that in fact two channels, one for each of the left and right angled electrodes, will be
needed to avoid track direction confusion. This will become clearer when we discuss
the different track reconstruction cases in detail. However, this does not significantly
increase the complexity of the readout electronics.

U-GEM

Z
track

α

ϕ
Z-GEM

X

Figure 8.2: The coordinate system relative to which the angles and directions are defined.

To illustrate how the corrugated electrode can measure the X component of the
track, we consider the case of a horizontal track (i.e. a track with no Z component
and lying parallel to the Z-GEM) that is fully contained within the angled electrode
on the right side (field simulation in Figure 8.1). As the track arrives at the Z-GEM
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which lies in the X − Y plane, a sharp, short duration pulse width is measured.
In the idealized situation in which there is no diffusion, this pulse width would be
essentially zero (∆Z = 0). During amplification, some of the electrons produced from
the avalanche are collected on the Z-GEM surface to give the Z signal pulse. The
remaining fraction of electrons are extracted from the GEM into the region between
the Z-GEM surface and corrugated electrode; refer to the electric field simulation in
Figure 8.1. This region is referred to as the transfer region. Once inside this region,
the track will begin to drift towards the corrugated readout. The right side of the
track will arrive much earlier than the left side due to the higher electric field and
shorter drift path to the corrugated readout. As a consequence, the width of the
pulse registered on the corrugated electrode is non-zero. This pulse width, however,
does not directly give the X component of the track, hence the electrode is not
referred as the the X readout. Nevertheless, it is the basis for determining the X
component of the track.
The non-uniform electric field inside the region between the Z-GEM and the
corrugated electrode are the key to reconstructing the X dimension of the track.
Because the electric field is non-uniform and the separation between the two readouts
is varying, the charge transfer time from the Z-GEM to corrugated electrode depends
on where the charge is along the X axis; refer to Figure 8.2 for the defined coordinate
system and the field map in Figure 8.1. Thus, a single charge arriving at large |X|
(where the GEM to corrugated electrode gap is large) will have a longer transit time
from the GEM to the corrugated electrode. If, on the other hand, it arrives at small
|X| (where the GEM to corrugated electrode gap is small), the transit time is short.
In summary, there is a one-to-one relationship, X(∆T ), between the X position of a
piece of charge and its drift time from the Z to U GEM. Once this function X(∆T )
is measured, the X component, ∆X, of the track can be determined. Deriving
the functional dependence of this timing difference on the drift time between the
Z-GEM and U-readout on X can be done with careful calibration measurements.
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Within each rung of corrugation, the timing difference between the arrival times at
Z-GEM and the U-readout can be used to locate the X position of the leading edge
of the track corresponding to those arrival times. The X position of the trailing
edge can be measured in the same manner, and the length of the track along the X
dimension is simply the difference between these two X positions. To reconstruct the
Y dimension in a 3D detector that utilizes this reconstruction scheme, the geometry
will be considerably more complicated and will not be discussed in this chapter. To
illustrate the complexity of such a detector, we include a conception of what it would
resemble in Figure 8.3,
Is a pixelized anode possible with three amplifier channels using variable time of flight delays?
Cathode

GEM 1
GEM 2

Q

F
GEM 3

Y
X
Z
GEM 1 and GEM 2 set at angle Q experiences a variable time delay for receipt of event pulses dependent on location in Y
GEM 2 and GEM 3 set at angle F experiences a variable time delay for receipt of event pulses dependent on location in X

Figure 8.3: A schematic of how a corrugated detector designed to measure all three
dimensions of a track can be configured. This geometry is very complicated, but there are
potentially other schemes that have simpler designs.

8.2.2

Length determination

With the basic principle of operation discussed in the previous section, we now
expound upon how the length components of a track are measured using the timing
signals from the two readouts. Before we proceed, let us label, for brevity, the
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Case I (0◦ ≤ ϕ ≤ 90◦):
U

VZ

VU

R
L
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Z

R
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TU1

Time

Time
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(a) U-Z Case I

Case II (90◦ < ϕ < ϕcrit):
U

VZ

VU

L

L

R

R
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Z
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TU2

TU1

TZ2
Time

Time
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(b) U-Z Case II

Case III (ϕcrit ≤ ϕ < 180◦):
U

VZ

L

VU
R

TZ1

Z
L

TZ2
Time

R

L

TU1

TU2
Time

R

(c) U-Z Case III
Figure 8.4: The Z and U signals for the three possible track orientations: (a) The track
is oriented at angle between 0◦ and 90◦ , (b) the track is oriented at angle between 90◦ and
φcrit , and (c) the track is oriented at angle between φcrit and 180◦ . Case III is known as
the inverted case because the ordering of left and right sides of pulse are reversed between
the Z and U signals. This reverse ordering leads to an ambiguity in the X component of
the track.
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GEM(s) lying in the X − Y plane and used to measure the Z component of the track
as the ‘Z-GEM’. The corrugated(slanted) electrode is called the ‘U -GEM’ which
measures some combination of the X and Z components. The relation to find the Z
length, ∆Z, is straight forward and given by
∆Z = (TZ2 − TZ1 ) × vd ,

(8.2.1)

where vd is the drift speed of the negative ions in the drift, or conversion, volume
of the detector. Unlike the drift speed inside the transfer region, this quantity is a
constant throughout the drift volume. In general, the X component of a track is
determined by doing a series of simple calibration measurements of the time that
it takes charge from the Z-GEM to drift to the U -GEM as a function of the distance along the X-axis. This can be accomplished by firing alpha particles from a
collimated source at different X-positions along the GEM, thus, giving a functional
relation between X, the position along the X-axis, and ∆TZU , the charge transfer
time from the Z-GEM to the U -GEM at that position.
However, applying the functional relationship between ∆TZU and X is not always
straight forward and depends on the orientation of the track, φ, and the angle of the
corrugation, α. Shown in Figure 8.4 are three cases that we must consider and they
are listed here as well:
• Case I: 0◦ ≤ φ ≤ 90◦
X1 = X(TU 1 − TZ1 )
X2 = X(TU 2 − TZ2 )
∆X = X2 − X1 < 0
• Case II: 90◦ < φ < φcrit
X1 = X(TU 1 − TZ1 )
X2 = X(TU 2 − TZ2 )
∆X = X2 − X1 > 0
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• Case III: φcrit ≤ φ < 180◦
X1 = X(TU 2 − TZ1 )
X2 = X(TU 1 − TZ2 )
∆X = X2 − X1 < 0
The first case, Figure 8.4a, is for track angles between 0◦ and 90◦ measured
counterclockwise from the positive X-axis (Figure 8.2). The track in this case is
described as ‘right-handed’ because the right side of the track arrives first at both
the Z-GEM and U -GEM. To put it another way, TZ1 and TU 1 are the times in which
the right side (leading edge) of the track is detected at the Z-GEM and U -GEM,
respectively. Similarly, TZ2 and TU 2 are the times in which the left side (trailing
edge) of the track arrives at the two respective readouts. The distinctive features of
this case are that the ordering of the arrival times of each edge of the track between
the Z-GEM and U -GEM is preserved and that the sign of ∆X ≡ X2 −X1 is negative.
Case 2, Figure 8.4b, is the opposite of case 1 and is relevant for angles greater
than 90◦ and less than the critical angle, φcrit . The importance of the critical angle
will be made clearer in the discussion of case 3, but it is approximately equal to the
angle of corrugation (φcrit ' α). The two are exactly equal in the situation where
the electric field is constant in the transfer region between the Z and U readouts.
Unlike in case 1, here the left side of the track arrives first at both readouts and
so the track is described as ‘left-handed’. Although the ordering of arrival times is
preserved, the sign of ∆X is now positive. At present, it may seem unclear why we
are concerned with the sign of ∆X since we are only interested in measuring lengths
which are definite positive quantities. The importance of the sign will be explained
in case 3.
Case 3, Figure 8.4c, is neither ‘left-handed’ or ‘right-handed but is rather inverted.
This means that the left side (initial leading edge) of the track arrives at the Z-GEM
first but its right side(initial trailing edge) is first to arrive at the U -GEM. Thus,
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the ordering of arrival times at the two readouts is no longer preserved and will
bring about an issue we called degeneracy. First of all, to see why the ordering is
reversed, note that the electric field is higher on the right side of the track and also
the gap distance between the Z and U readouts is shorter. For these reasons, if a
track is perfectly horizontal (0◦ (180◦ )), it is clear that the right hand side of the
track will arrive first on the U -GEM. However, if the track is angled at a shallower
angle (e.g. 160◦ ), it is possible for the right side to arrive first at the U -GEM because
the head-start of the left side of the track is compensated by a higher electric field
and shorter path to the U -GEM afforded to the right side of the track. When the
head start of the left side of the track is perfectly offset by the higher electric field
and shorter travel distance, both sides of the track will arrive simultaneously on the
U -GEM. The track angle at which this occurs is defined as the critical angle, φcrit ,
and is dependent on the angle of corrugation, α, and the electric fields in the drift
and transfer regions.

8.2.3

Degeneracy

The inversion of the track in case 3 causes a problem not only for φcrit < φ < 180◦
but also for 0◦ ≤ φ ≤ 90◦ because we cannot determine in an unambiguous manner
if the track is inverted simply by analyzing the waveforms from the two readouts
as we did in cases 1 and 2. There is no confusion with case 2 because the sign of
∆X is positive so that tracks in this angular span can be distinguished from those
in cases 1 and 3 where the sign of ∆X is negative. In principle, this degeneracy, or
indistinguishability, between cases 1 and 3 can be removed if the sense of the track
can be confidently determined. It is important to note that the context in which
the word sense is being used is not necessarily to specify the true direction of the
recoiling ion that generated the track as has been used in the previous chapters. A
more appropriate description is left-handed vs. right-handed as we have used here.
In order to break the degeneracy, it is sufficient to be able to distinguish one end
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of the waveform from the other end and detect the switch in the handedness of the
track between the Z and the U signals. In principle, a false sense, or handedness,
can be artificially imprinted into a track by an avalanche device with a variable gain
along the X direction to allow for an easier distinguishing of track edges and break
the degeneracy. This would, in effect, enhance the false sense already introduced by
the variable charge extraction efficiency along the Z-GEM due to the field gradient
(refer to the field simulation in Figure 8.1). The reason for such an approach is that
true sense (head-tail) of a low energy nuclear recoil is extremely small and difficult
to measure well on an event by event basis.
In an idealized situation where the sense/handedness of a track can be determined, there is no problem, but in practice the direction of a low energy nuclear
recoil is extremely difficult to measure. We can adopt the position that all events in
a which a sense/handedness cannot be determined should be thrown out and in which
case the directional threshold will determine the discrimination threshold. However,
such a position is quite unsatisfactory. Another approach is to adhere strictly to our
criteria for how X should be related to U and Z for the normal, non-inverted, scenario, and so the 2D range will be correctly reconstructed for over half of the events
(cases 1 and 2), assuming detected events are isotropically oriented. The situation is
actually slightly better because some of the events that fall within φcrit < φ < 180◦
will have a detectable sense and be assigned the correct relation in determining ∆X.
Nevertheless, it would be ideal to find a way to resolve the degeneracy.
One possible approach to break the degeneracy is to introduce an additional
corrugated readout out of phase with the other one (U-readout), but this would add
an addition layer of mechanical complexity and would require the first corrugated
readout to be charge transparent, altogether degrading the simplicity of the initial
detector concept. A partial solution could be to lower the angle of the corrugation, to
say, 30◦ (150◦ ), which would decrease the fraction of incorrectly reconstructed events.
And perhaps there are yet to be identified detector geometries that are better suited
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Figure 8.5: A photo of the detector setup, showing the 2 µm thin-film cathode, Z-GEMs,
and U-GEMs. The dimensions of the cathode and GEMs are 9.5 × 9.5 cm2 . An alpha
source is positioned below the cathode (not shown) and an 55 Fe source is mounted on a
rotary feed-through for calibration.

for this concept. In Section 8.3.5, we will discuss a possible solution to the degeneracy
problem without requiring any additional readouts or changes to the simple detector
setup that has been discussed up until now.

8.3
8.3.1

Experimental setup
Detector

The detector used to demonstrate the concept discussed in this chapter utilized the
same aluminum vacuum vessel that was used to make the measurements described
in Chapters 4 and 6. But the internal components and arrangement were different.
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Z-GEM Signal

U-GEM Signal
ORTEC 142 Preamps
Computer

Oscilloscope
ORTEC 572 Shaping Amplifiers

Figure 8.6: A schematic showing the connections between the preamplifiers, amplifying
shapers, and data acquisition system.

The detector consisted of three standard copper GEMs [155] that were manufactured
at CERN from 9.5 × 9.5 cm2 sheets of kapton (50 µm thick) with copper cladding on
both surfaces. The surface of each sheet was chemically etched with bi-conical holes
of diameter of 50/70 µm (inner/outer) configured in a hexagonal pattern with 140

µm pitch. Two of the GEMs were mounted in the X-Y plane with 2 mm separation
between them (Figure 8.5), and formed the Z-readout. More than one GEM was
used for the Z-readout to provide good signal-to-noise for the Z signal. A cathode,
fabricated from a 9.5 × 9.5 cm2 sheet of 2 µm thick aluminized Mylar was mounted
8.3 mm below the Z-readout. This formed the drift volume. The third GEM (GEM3)
was mounted on a 0.25 in acrylic frame that was angled at 32◦ from the Z-readout/XY plane and formed the U-readout. The pivot point of the U-readout, which is the
edge closest to the Z-readout, was vertically offset by 1.6 cm to prevent sparking
between the two readout surfaces. The detector was calibrated using

55

Fe (5.9 keV

X-rays) and 210 Po (5.3 MeV alphas) sources, both mounted inside the vacuum vessel.
Prior to operation, the vacuum vessel was pumped down to < 0.1 Torr and back-filled
with a mixture of 100 Torr CF4 and 51 Torr CS2 gas.

204

Chapter 8. Novel High-Resolution Tracking Readout

8.3.2

Data acquisition

The top surface of GEM3 and the surface of the Z-readout GEM facing GEM3 were
each connected to an ORTEC 142 charge sensitive preamplifier. Each preamplifier
contained two identical outputs, labeled T and E, respectively. The T output was
fed into an ORTEC 572 shaping amplifier. The amplifier outputs were then connected to a Tektronix TDS3054C digital oscilloscope. The non-amplified E outputs
from the preamplifiers were directly connected to the two remaining inputs from the
oscilloscope. The measurement waveforms were acquired with the oscilloscope and
National Instruments data acquisition software where every triggered event is read
out and saved to file for analysis. The trigger is set on the amplitude of the preamplifier signal from the Z-GEM. A schematic of the connections is shown in Figure 8.6.
Each saved file contain the two raw voltage signals from the ORTEC charge sensitive
preamplifiers as well as the two amplified signals from the shaping amplifiers. The
raw voltage signals were converted to currents signals using the method described in
Section 7.3.3. The two amplified signals were not used in the subsequent analysis of
the data.

8.3.3

Voltages

The resistor chain and voltages of the GEMs 1, 2 (Z-GEM), and 3 (U-GEM) are
shown in Figure 8.7. Each of the GEMs are powered by an independent high voltage
power supply. This allowed for the GEM voltages to be changed independently,
allowing maximum freedom in tuning the settings to find the most stable voltage
configuration. Depending on the experimental setup and the particular GEMs used,
the best voltage settings must be found through a methodical approach. Additionally,
the cathode, not shown here, is powered with its own power supply and set to a fixed
voltage of −1000V. This establishes a drift field of 482 V/cm in the 8.3 mm drift
gap, and this value can be easily changed by setting the cathode voltage.
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-600 V

HV

∆V = 360 V

ΔV = 348 V

15 MΩ

+8 V
1 MΩ

(a) GEM1

100 MΩ

∆V = 433 V

56.3 MΩ

-240 V
5 MΩ

+1900 V

HV

100 MΩ

100 MΩ
15 MΩ

+430 V

HV

5 nF

(b) GEM2 (Z-GEM)

+1552 V
66.8 MΩ

5.3 nF

(c) GEM3 (U-GEM)

Figure 8.7: (a)-(c) Diagrams of the electrical connections and voltages for GEMs1 and 2
(Z-GEM) and GEM3 (U-GEM). The cathode voltage is set at a fixed value of −1000 V.

8.3.4

Calibration

The critical piece of information needed to determine the X component of a track
is the charge transit time between the Z-GEM and U-GEM as a function of the X
position of the charge. In essence, we want to map this transit time into a unique X
position, and doing this for each of the edges of a track gives us its length in the X
dimension.
The calibration procedure used alphas from a highly collimated source which fired
them perpendicular to the Z-GEM. The alpha source was mounted below the 2 µm
thin film cathode (Figure 8.5). After penetrating the thin film, the alphas deposited
charge inside the drift volume and then ranged out when they struck the surface of
GEM1. By translating the collimated source for different known X positions and
measuring the charge transit time, we mapped out the functional dependence of the
transit time with X.
An apparatus was designed to collimate and translate the alpha source so that
the X position of the source can be determined in-situ while making the transit time
measurements. This apparatus is shown in Figure 8.8. It is composed of a source

206

Chapter 8. Novel High-Resolution Tracking Readout

Figure 8.8: A photograph of the position calibrating apparatus which includes the alpha
source holder and collimator, the sliding potentiometer, and the drive motor. The entire
setup is mounted on a 1/4 in. thick acrylic frame with the same dimensions as the GEMs
used this experiment. The drive motor is battery powered while the potentiometer is
connected to a multimeter to measure the resistance. (Designed by Eric. R Lee at the
University of New Mexico)

holder and collimator for a

210

Po alpha source, a sliding potentiometer, and a drive

motor. The source holder is attached to a drive shaft and the potentiometer. The
motor can drive the source in both directions, and when the source is moved, the
resistance on the potentiometer changes. The X position of the source, as measured
with a precision micrometer, and the corresponding resistance on the potentiometer,
as measured with a Fluke multimeter, are tabulated. A plot of X as a function of
the potentiometer resistance is shown in Figure 8.9.
Once the source position has been calibrated against the potentiometer resistance,
the entire apparatus is mounted inside the vacuum vessel. Figure 8.10 shows the
apparatus when it is mounted inside the vessel. The leads from the drive motor and
potentiometer are connected through electrical feedthroughs. This allowed the motor
to be powered by a battery and turned on or off with a switch. The potentiometer
leads are connected to a multimeter to measure the resistance, from which the X
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Figure 8.9: The X position (mm) of the alpha source as a function of the potentiometer
resistance. The position was measured using a precision micrometer and the resistance was
read out from a Fluke multimeter. These measurements were taken before mounting the
calibration apparatus inside the vacuum vessel.

position can then be determined from the curve in Figure 8.9.
Measurements were taken for twelve different alpha source positions. The first
position, X1 , is ∼1 cm from the edge of the GEM because the electric fields in the
drift volume are not uniform closer to the edges due to fringe effects. In Figure 8.11,
we show the current waveforms for a sample event at X1 . The top figure contains the
signals measured by the Z-GEM(Channel 1), while the bottom contains signals from
the U-GEM(Channel 2). The signal in red is the primary Z-GEM signal. The width
of this signal gives the Z component of the track and can also be used to measure the
drift speed in the drift volume. The latter is possible because the Z extent of the drift
volume is known precisely. The signal highlighted in blue is the primary U-GEM
signal. Notice there is a small tail on the right side of the primary U-GEM signal.
This is an induced signal caused by positive ions, produced from the avalanche at the
U-GEM, drifting back towards the Z-GEM. The positive ion back-flow also induces
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(a) Diagram of alpha calibration setup

(b) Photo of detector calibration setup

Figure 8.10: (a) A diagram of the alpha calibration source and translator mounted in the
detector. (b) A photograph of the calibration apparatus and the detector configuration.

a signal on the Z-GEM, shown in orange. It has the opposite polarity to the induced
signal on the U-GEM because the ions are drifting towards the Z-GEM and away from
the U-GEM. Once the positive ions reach the Z-GEM, some fraction are collected on
the bottom surface of GEM2(Z-GEM) and the remaining ions continue to follow the
field lines towards the cathode, leading them away from GEM2(Z-GEM). As they
drift away, they now induce a positive signal on the Z-GEM.
The induced signals can make identifying the edges of the track difficult. As
such it is sometimes useful to look at a signal that is a product of the current times
its first derivative. The derivative enhances the component of the signal due to
the collected electrons produced in the avalanche, which is the part we want, and
suppresses the induced positive ion part because of the differing mobilities of the two
types of charges. This composite signal with the current signal overlaid on top is
shown in Figure 8.12.
In Figure 8.13, the distribution of the primary Z signal pulse, ∆TZ , and the
distribution of the transit time from Z-GEM to U-GEM, ∆TZU , are shown. These
distributions contain data for a single X position (X1 ). The same distributions
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Figure 8.11: The current vs. time waveform for a sample alpha calibration event. The
alpha was directed vertically through a collimator, traversing the entire drift volume before
ranging out in GEM1. The width of the primary signal, ∆TZ , in the Z-GEM (red) can
be used to measured the drift speed in the drift volume. The time difference, ∆TZU ,
in the arrival time of the leading edge in the Z-GEM and U-GEM is used to calibrated
the X position. The signal highlighted in orange is the positive ion back-flow signal. Its
importance will be discussed in Section 8.3.5.

are also found for the other eleven X positions. The mean of the ∆TZU and its
corresponding X is plotted in Figure 8.14. This is the principle calibration curve
from which the results in Section 8.4 are derived.

8.3.5

Resolving the degeneracy

To resolve the degeneracy problem discussed in Section 8.2.2, which causes an ambiguity in the X component of the track length, requires an additional piece of
information. This comes from the arrival time of the positive ion back-flow signal
detected by the Z-GEM. Consider the current waveforms shown in Figure 8.11 for
a calibration run event. The three signals from left to right are the primary Z signal (red) from the horizontal Z-GEM (A), the U signal from the slanted GEM (B)

210

Chapter 8. Novel High-Resolution Tracking Readout

I(t)*dI/dt (arb. units)

200
Channel 1: Z−GEM
150
100
50
0

I(t)*dI/dt (arb. units)

3000
Channel 2: U−GEM
2000
1000
0
0

500

1000

1500 2000
Time (us)

2500

3000

3500

Figure 8.12: Because the Z and U signals include combination of the signal of the electrons
collected from the avalanche as well as induced signals of the drifting ions, it is helpful
in some instances to look at the a quantity defined as the product of the current times
its derivative. This tends to produce sharper signal edges and allows for better time
measurements.

(blue), and the signal from the ions created in the avalanche process at the U -GEM
traveling back to and detected by the Z-GEM (C)(orange). Thus, the ion signal
would explicitly require that the U electrode to be an avalanche device.
To understand how these signals can be used to resolve the problem, let’s consider
the front edge of signal U , and label it tU 1 . This is the part of the track that arrives
first at the U -GEM, but we do not know if this edge corresponds to the edge tZ1 or
tZ2 in the Z-GEM signal and this is what brings about the degeneracy. Nevertheless,
this front edge arrived at and was avalanched by the U -GEM first regardless which
of the Z signal edges it corresponds to. The avalanche creates a large number of
electrons as well as positive ions. The signal detected by the U -GEM is due to the
avalanche electrons being collected on its top readout surface. Some of the positive
ions created in the avalanche are collected on the bottom surface of the U -GEM, but
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Figure 8.13: (a) A histogram of the width of the primary Z-signal (red), ∆TZ , for one
subset of the calibration data (position X1 ). The drift speed is determined from this
distribution because of the known extent of the drift volume. (b) A histogram of the time
difference, ∆TZU , for the leading edge of the charge to arrive at the Z-GEM and U-GEM for
one subset of the calibration data (position X1 ). The X vs drift time curve in Figure 8.14
is measured by making these same measurements for other positions.

a significant fraction of these travel back to the Z-GEM and is detected as signal
shown in orange. The positive ions that arrive at the Z-GEM (at time tP ) correspond
to the charge that arrived first at the U-GEM at tU 1 in the degenerate cases (1 and
3). Recall that for case 2, ∆X is negative so there is no confusion with the two other
cases. Thus, the time that it takes the positive ions which are created in the U-GEM
to arrive at the Z-GEM, ∆t+
ion = tP − tU 1 , uniquely determines the X-position of the
leading edge of the track and resolves the degeneracy problem.
Another way to look at this is that the time difference, tP − tU 1 ' tU 1 − tZ1 , in
the normal case (case 1) where there is no inversion. But in the inverted case (case
3), tP − tU 1 ' tU 1 − tZ2 because the trailing edge at the Z-GEM (tZ2 ) becomes the
leading edge at the U-GEM (tU 1 ). The timing differences are not exact equalities
because what is creating the Z and U signals are negative ions with some drift speed,
v1 , whereas the positive ion back-flow signal is the result of positive ions which can be
+
composed of sub-species of the molecular gas(e.g. CS+
2 , CS , ...) and so can have a
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Figure 8.14: The X position (mm) of the alpha source as a function of the time for charge
to drift from the Z-GEM to the U-GEM, ∆TZU . A collimated alpha source produces
alphas directed perpendicular to the Z-GEM. The position of the source was changed
with the sliding potentiometer, and the resistance on the potentiometer allowed precise
determination of the X position of the source while mounted inside the vacuum vessel.

different mobility. We can measure the drift speed and timing of the positive ions as
a function of its X-position in the same way we determine the curve in Figure 8.14.

8.4

Results

Data are presented for alpha tracks oriented at three different angles: 31◦ , 110◦ ,
and 149◦ . Each of the angles belong to one of three angular cases discussed in
Section 8.2.2. For all of the angular cases, the calibration apparatus is removed and
alpha particles are fired from a collimator with an opening angle of 6◦ . The angle
of the collimator is adjusted manually as needed, and we estimate the accuracy of
the set angle at 2◦ . Alphas escaping from the collimator penetrate the 2µm thin film
cathode and range out on the GEM. As a result, the Z extent of the alpha track
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Figure 8.15: Current waveforms for a sample alpha event angled at 31◦ relative to the
Z-readout. The skew introduced into the U pulse (blue) is due to the higher electric field
at the leading edge which results a higher extraction efficiency of charge from the Z-GEM
into the transfer region and a higher drift speed towards the U -GEM than the trailing edge.
The vertical lines show the detected edges of the track and the zero point of the positive ion
induced signal (orange). Note how the right edge of the U pulse is not correctly detected
due to the presence of an induced ion tail.

detector by the Z-readout is always the set length of the drift volume (8.3 mm).
So the ∆X extent of the track is solely determined by its angle. For the angular
cases considered here, the expected, or true, ∆X extents are 13.8 mm (31◦ ), 3.0 mm
(110◦ ), and 13.8 mm (149◦ ). The results are in Figures 8.15-8.23.
• Case I: φ = 31◦
• Case II: φ = 110◦
• Case III: φ = 149◦
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Figure 8.16: The current waveforms weighted by their first derivative for the two readout
channels for the 31◦ case. The edges of the signal are more easily identified in these
waveforms. For visualization purposes, the current waveforms are overlaid on top. The
right edge of the U pulse is now correctly detected and the start of the induced signal is
more readily identified.
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Figure 8.17: The distribution of reconstructed ∆X lengths for the 31◦ case. The mean
of the distribution of 13.47 mm is consistent with the expected value of 13.81 mm. The
slight difference is likely the result of a small error in setting the angle of the collimator.
The width of the distribution is primarily due to imperfect collimation which allows alpha
particles to escape at angles as high as 6◦ from the mean direction.
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Figure 8.18: Current waveforms for a sample alpha event angled at 110◦ relative to the
Z-readout. Note how the U signal (blue) is much more compressed as compared to the
same signal for the 31◦ case. Additionally, the positive ion back-flow signal (orange) is
distinctly different than the other case. The length of the negative portion of the signal
is comparable to the positive part, whereas in the 31◦ case, the positive portion is much
longer.
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Figure 8.19: The current waveforms weighted by their first derivative for the two readout
channels for the 110◦ case. The edges of the signal are more easily identified in these
waveforms. For visualization purposes, the current waveforms are overlaid on top.
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Figure 8.20: The distribution of reconstructed ∆X lengths for the 110◦ case. The mean
of the distribution of 3.3 mm is consistent with the expected value of 3.02 mm. The
slight difference is likely the result of a small error in setting the angle of the collimator.
The width of the distribution is primarily due to imperfect collimation which allows alpha
particles to escape at angles as high as 6◦ from the mean direction.
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Figure 8.21: Current waveforms for a sample alpha event angled at 149◦ relative to
the Z-readout. Note how the width of the U pulse (blue) is much narrower than the
mirror/inflected case of 31◦ . This is due to the competing effects of the higher electric
fields at the trailing edge and the head start but lower field at the leading edge. Also, the
U pulse displays an exaggerated skewness that is not present in the Z pulse (red).
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Figure 8.22: The current waveforms weighted by their first derivative for the two readout
channels for the 149◦ case. The edges of the signal are more easily identified in these
waveforms. For visualization purposes, the current waveforms are overlaid on top.
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Figure 8.23: The distribution of reconstructed ∆X lengths for the 149◦ case. The mean
of the distribution of 13.65 mm is consistent with the expected value of 13.81 mm. The
slight difference is likely the result of a small error in setting the angle of the collimator.
The width of the distribution is primarily due to imperfect collimation which allows alpha
particles to escape at angles as high as 6◦ from the mean direction.
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8.5

Conclusion

We have shown in this chapter that it is possible to reconstruct the 2D length of a
track using timing signals from only two channels. The resolution of the reconstruction technique can be made much finer than any spatial track imaging device because
the sampling frequency can be made as high as desired. The fundamental limitation
to the resolution is gas diffusion and the pitch of the amplifying devices. The latter
can be made as fine as needed without significant impact on the cost and complexity
of the detector. The readout technology described here has the potential to greatly
reduce the cost of high resolution detectors, enabling the scaling of directional dark
matter detectors to reach ever higher sensitivities.
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Chapter 9
Beyond Low-pressure Directional
Detectors
9.1

Introduction

This thesis, thus far, has focused on how to increase the sensitivity of directional dark
matter searches utilizing the low-pressure TPC technology. Although this technology
is the most mature at the present time, it also has many shortcomings when applied
to directional dark matter detection. Among these is the requirement for low-pressure
operation to lengthen tracks which brings about a broad range of challenges. First of
which is the issue of electrical stability at low pressures. Second is the low density of
the detection medium which reduces the sensitivity per unit volume and necessitates
very large detectors to compensate.
The other challenges are centered on the detection of the signal. Because the
directional and discrimination information comes from measuring the spatial distribution of the ionization produced by a short-range recoil, a high-resolution readout
is required. The high-resolution readout, in turn, is only useful if the ionization has
not been diffused to an extent where its topological features have been wiped out.
For this to occur, diffusion must be kept in check, but the side effect of this is that
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scaling the detector becomes more difficult. As a consequence, all of these issues
work to constrain the sensitivity of directional detectors while raising their costs and
complexity. If a method could be devised for determining the direction of low-energy
recoils without the need to image their ionization tracks, the constraints imposed
by low-pressure operation could be circumvented and a new path towards increasing
the sensitivity of directional detectors could be realized. Such a method could open
up the possibility of a high-pressure directional detector.

9.2

Directional signature from primary ionization
electron momentum distribution and multiple
charge carriers

In the traditional low-pressure TPC, the direction of a recoil is determined from the
ionization track and the asymmetry in the energy deposition, often called the headtail effect. In effect, the direction of the recoil is derived from imaging the spatial
distribution of the ionization. For most cases, however, diffusion, straggling, and the
short range of the track (see Section 3.1) makes the direction reconstruction from the
imaged ionization distribution challenging. But the observation of SF−
5 production
in SF6 and its dependence on the electron energies described in Chapter 7 could
provide a new means of determining the recoil direction. This idea, in principle,
could be applicable in other gases besides SF6 (e.g. CS2 ), but for concreteness, we
will use SF6 to help illustrate the concept in the following discussion.
Consider a nuclear recoil that is traveling downwards in the direction of the cathode and perpendicular to the readout plane, the electrons created in the ionization
trail of the nuclear recoil have momenta that are preferably downward (Figure 9.1a)
or highly anisotropic in some preferred direction. If this assumption is valid, then the
concept is the following: Because the mean of the distribution of electron recoil di-
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Figure 9.1: Two limiting cases where the recoil direction is anti-aligned (a) and aligned
(b) with the electric force. The initial momentum vectors of the free electrons are shown,
the average of which is in the direction of the recoil. The proposed method to measure the
recoil direction described in the text rests on this critical assumption.

rection is opposite to the force due to the electric field, the momenta of the electrons
should be reduced (i.e. the electron energies are reduced). The electric field will act
on the free electrons and lower their momenta until they are captured by neutral SF6
molecules. The total work done by the electric field on the electron is determined
by the field strength and the capture mean free path. The latter quantity is energy
dependent, but in general, decreases with decreasing electron energy [208]. That is
to say, low-energy electrons are captured more quickly than higher energy electrons.
As a result of the action of the electric field, the ionization electrons are captured
at lower energies than the energies at which they were produced. This should result
in a lower probability for SF−
5 production because recall from Chapter 7 that the
cross-section for attachment leading to the formation of SF−
5 increases with higher
electron energies.
Conversely, if the nuclear recoil is traveling upwards towards the anode/THGEM
(Figure 9.1b), the mean of the electron momentum distribution is in the upwards
direction. In this case, the electron momenta are in the same direction as the electric
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force, and so the momenta are boosted. Because the capture mean free path decreases
with increasing electron energy, the electric field has an even longer path length to act
on the electrons before they are captured. As a result, once the electrons are finally
captured, they are captured with an energy that is higher than their original energies
– the energies at which they were created with by the recoil ionization process. This
−
should result in a higher SF−
5 fraction and a reduced SF6 fraction relative to the first

case where the recoil’s momentum is in the opposite direction of the electric force.
So at a given recoil energy, the fraction of the charge arriving at the readout as
SF−
5 provides a measure of the direction of the recoil relative to the electric field (i.e.
only the polar angle is measured). In some sense, this effect is of a similar flavor to
D. Nygren’s columnar recombination idea [121]. But unlike columnar recombination,
the direction measured with this new method is a 1D vector measurement, whereas
the columnar recombination method is a 1D axial measurement. Furthermore, this
effect should also be sensitive for angles other than 0 degree or 180 degrees, i.e., it
should not be sensitive just to recoils directed along only a narrow cone about 0
or 180 degrees. In terms of the dark matter discovery potential, a 1D directional
experiment with vector sensitivity can provide a great improvement over an energyonly experiment and is only about a factor of three less efficient than a full 3D vector
reconstruction experiment [149].
In contrast to the traditional method of imaging the spatial distribution of the
primary ionization electrons to determine the direction of the recoil, this proposed
method would rely on the electron momentum distribution’s effect on the relative
abundance of charge in multiple negative ion species. Considering that the major
hindrance to accurately reconstructing the original spatial distribution of the ionization electrons once it finally arrives at the readout is due to a combination of diffusion
and sampling resolution, the momentum distribution reconstruction does not suffer
from these effects. Information about the latter is encoded in the relative charge
abundance which should be invariant under diffusion and sampling resolution in the
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lateral dimensions. Note that sampling resolution in the Z dimension is important
in order to separate the different charge carriers. This, however, is relatively easy to
achieve because the sampling is done in time rather than spatially. Such a distinction
hearkens back to the advantage of time sampling over spatial sampling discussed in
Chapter 8.
It may seem in the discussion thus far that a similar amount of information about
a recoil event is derived from both the proposed method (momentum distribution)
and more complex method (ionization imaging method). From a different point of
view, the imaging method is merely providing more information about the recoil than
is necessary for the application at hand. That is to say, it is providing details about
the ionization track that are not necessary to the goals of directional dark matter
detection. In these searches, only a few track parameters such as the energy, type of
recoil, location of event, and direction are relevant. The traditional imaging method
certainly provide all of those parameters and many others but at the expense of
increased detector complexity. In a sense, the complexity arises from non-pertinent
(to directional dark matter detection) track information entangling/mixing with the
pertinent pieces, and this is what the momentum method might circumvent.

9.3

Promise and potential obstacles

If the effect described above exists, an advantage is its independence on diffusion/drift
distance and relatively weak dependence on the pressure/track length at a given
reduced field. Certain detector parameters, however, must be carefully tuned to
maximize the effect. For example, the electric field, or more precisely, the reduced
field (E/p), should be set such that the average energy gained by an electron before
attachment is large enough to cause a significant change in the production of SF−
5 . In
−
general, the energy dependent cross-sections for the production of SF−
5 and SF6 must

be considered in choosing the optimal electric field strength and pressure. If a large
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Figure 9.2: Measurements of the electron attachment cross section for the production
of SF−
6 from SF6 as a function of the electron energy (top), and measurements of the
dissociative electron attachment cross section for SF−
5 production from SF6 as a function
of the electron energy (bottom). Reproduced from Ref. [208] with permission of Elsevier.

change in electron energy due to the electric field is required, there could be obstacles
to ultra-high pressure operation at the many atmosphere level since extremely high
voltages and fields would be required to provide the necessary reduced fields. But this
obstacle appears to be practical rather than fundamental, and so could conceivably be
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overcome. On the other hand, if the cross-sections are such that only a small change
in electron energy is required to observe an effect, than there exists the possibility
of a high-pressure directional detector.
To illustrate, consider the cross-section for electron attachment leading to the
formation of SF−
6 , which falls precipitously at an electron energy of ∼0.1 eV (refer
−
to Figure 9.2). Recall that the relative amplitude of the SF−
5 and SF6 peaks in the

1 kV/cm data at 20 Torr in Chapter 7 imply an electron energy of ∼0.1 eV. On the
other hand, the cross-section for electron attachment leading to the formation of SF−
5
is relatively flat between 0.1 − 0.4 eV. Thus, the results presented in Chapter 7 are
−
obtained from a detector operating close to the threshold where the SF−
5 and SF6

charge ratio will significantly change with a small change in electron energy. This
is somewhat analogous the effect exploited in transition edge sensors, where there
is a strong temperature dependence on the resistance around the superconducting
phase transition threshold. Since the effect would depend on the momenta of the
liberated electrons which is in turn linked to the orbital momentum of those electrons
in their atomic/molecular bound state, an additive gas mixed with SF6 could provide
a possible way to enhance the desired behavior.
Furthermore, recall that the time separation, ∆T , between peaks produced by
two negative ion species with different mobilities is, ∆T ∝ L ∗ p, where L and p
√
are the drift length and pressure. Since diffusion scales as L, the time separation
of the peaks grows faster than their diffusive spread. This implies that if the two
peaks are separated at some minimum drift length, Lmin , they will be separated for
all longer drift lengths, L > Lmin . Consequently, a detector utilizing the ratio of
charge carriers in time separated peaks to determine the recoil direction does not
have the same constraint on its Z dimension as a detector utilizing the traditional
track imaging method.
However, there are practical limitations to extending the detector drift length.
One is that ultra-high voltages would be needed when the drift length is long to
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provide the electric fields necessary to observe the effect. Secondly, diffusion increases
with drift length and would reduce the amplitude of the smaller SF−
5 peak, possibly
to a level where it becomes submerged in the electronic noise. But this can be
counteracted with higher signal-to-noise.
On the other hand, the benefit is that the pressure can be raised higher than
in many directional dark matter experiments because the consideration of the ratio
of recoil track length to diffusion (usually, this quantity should be & 1 to see a
directional signature) is no longer necessary. But just as in the case of scaling the
detector drift length, there are limitations to raising the pressure. When the pressure
is raised, to maintain a given E/p requires that the electric field and cathode voltage
be raised by the same factor. This could become difficult at high pressures (> 1
atmosphere). Also, at high pressures, gas gains could be difficult to achieve in an
electronegative gas such as SF6 . But if the choice is made to operate in the lowpressure regime, a benefit is that it does not exclude the use of the traditional imaging
technique for determining head-tail from charge asymmetry in the track profile. The
imaging method and momentum distribution methods could conceivably be used in
conjunction to obtain a better measure of the recoil direction.

9.4

Discrimination for high-pressure operation

If high-pressure operation is possible with this method, there is an important issue
that remains to be addressed – discrimination between electron and nuclear recoils.
In low-pressure TPCs, this is based on the difference in the stopping power, dE/dx,
at a given energy. But with high pressure operation, the range can no longer be
well-measured, and, hence, the stopping power is no longer a useful quantity for
discrimination. Thus, to distinguish an electron recoil from a nuclear recoil, we must
use a parameter that is not tied to the track topology. Speculatively, this parameter
could again be derived from the energy distribution of the electrons freed during
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the ionization process. But unlike our discussion of how to extract the direction of
the recoil, here, we are not concern about the momenta of these electrons and their
orientations relative to the electric field.
Assuming that the energy distribution of the electrons created by an electron recoil is significantly different than that created by a nuclear recoil, the relative amount
of charge in the secondary peaks (not just SF−
5 ) can provide a means for discrimination. Recall the waveforms of nuclear recoils from Chapter 7 showed multiple peaks
which could not all be SF−
5 . Because these peaks were absent in the laser data, this
implied that the electric field was not strong enough to produce these other peaks
−
in addition to SF−
5 and SF6 . Much higher electron energies would be needed to pro-

duce them. The higher electron energy could have only come from the initial energy
given to the freed electron during the ionization process. Given that the mass and
charge of an electron recoil is very different than a nuclear recoil, the energy given to
the electrons could be characteristically different. This, however, is an experimental
question and must be determined from measurements.
The measurements can be done by utilizing radiation sources to produce nuclear
and electron recoils over a broad range of energies. For these measurements, there
are relatively few, if any, constraints on the pressure and electric field of the detector
because we are only interested in the initial energy distribution of the ionization
electrons. As such, pressure and electric field combinations that give low reduced
fields are probably more preferred so as not to drastically alter the initial electron
energies. At a given ionization energy, the fraction of charge in the secondary peaks
between the electron and nuclear recoils can be compared. To accomplish this will
require sufficient gas gains so that the secondary peaks are not buried within the
electronic noise. Conceptually, the way discrimination is derived from this approach
is very similar to discrimination in noble liquid detectors, where the prompt and
delayed scintillation signals are compared. In our case, the prompt signal is from
−
−
−
charges in the secondary peaks (SF−
5 , SF4 , SF3 , F , etc.) which arrive much earlier
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than the delayed signal. The latter is due to charges in the primary SF−
6 peak.
Having said that, it would seem that the approach to discrimination and the
effect that would make it possible would be inseparable from the directional effect.
A careful consideration suggests that the strength of the electric field in the drift
volume will usually not be high enough to considerably boost the electron energy
before capture (no peaks other than SF−
5 in the laser data of Chapter 7). This means
−
that the directional effect is mostly imprinted in the SF−
5 and SF6 peaks. Charge

in the peaks that arrive at the readout at earlier times than SF−
5 are mostly due to
electrons with initially high energies rather than the energy gained from the electric
field. Of course, the alignment of the initial electron momentum with the electric
field can influence the abundance of charges in these other peaks. But the formation
−
of these peaks and their abundance relative to SF−
5 and SF6 are greatly suppressed

by the cross-sections for attachment leading to their production. Therefore, we posit
that the directional effect comes from the relative abundance of charge in the SF−
5
and SF−
6 peaks, while the discrimination effect derives from the relative abundance
of charge in all secondary peaks.

9.5

Conclusion

Admittedly, the discussion in this chapter has been speculative in nature. The ultimate test on whether the ideas presented here are valid rest with measurements. But
before devoting time to construct an experimental setup to make these, simulation
studies may be a necessary first step to gauge the feasibility of measuring the effects
described here. But the challenges for directional detection with low-pressure TPCs
presented throughout this thesis show that novel approaches and speculative ideas
need to be considered if the hope of directional detection of dark matter and the
subsequent era of WIMP astronomy are ever to be realized.
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