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VI ABSTRACT 
Methods for providing stereoscopic image presentation 
and stereoscopic configurations using stereoscopic 
viewing systems having converged or parallel cameras 
may be set up to reduce or eliminate erroneously per- 
ceived accelerations and decelerations by proper selec- 
tion of parameters, such as an image magnification fac- 
tor q and intercamera distance 2w. For converged cam- 
eras, q is selected to be equal to Ve-qwl=O, where V 
is the camera convergence distance, e is half the interoc- 
ular distance of an observer, w is half the intercamera 
distance and 1 is the actual distance from said first nodal 
point of each camera to said convergence point, and for 
parallel cameras. q is selected to be equal to e/w. While 
converged cameras cannot be set up to provide fully 
undistorted three-dimensional views, they can be set up 
to provide a linear relationship between real and appar- 
ent depth and thus minimize erroneously perceived 
accelerations and decelerations for three sagittal planes, 
x=-w,  x=O and x = + w  which are indicated to the 
observer. Parallel cameras can be set up to provide fully 
undistorted three-dimensional views by controlling the 
location of the observer and by magnification and shift- 
ing of left and right images. In addition, the teachings of 
this disclosure can be used to provide methods of ste- 
reoscopic image presentation and stereoscopic camera 
configurations to produce a nonlinear relation between 
perceived and real depth, and erroneously produce or 
enhance perceived accelerations and decelera.tions in 
order to provide special effects for entertainment, train- 
ing or educational purposes. 
36 Claims, 8 Drawing Sheets 
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A. Cameras Converged a t  5.00, meters 2w-2.00 meters 
For i n i t i a l  velocity of 100 cm/sec 
Distance (m) Velocity (cm/sec) Acceleration (cm/secI2 
10.00 100 0 
9-50 100 0 
9.00 100 0 
8.50 100 0 
8.00 100 0 
7.50 100 0 
7.00 100 0 
6.50 100 0 
6.00 IO0 0 
5.50 100 0 
5.00 100 0 
3.04 684 1 1  68 
-5.87 2880 4392 
B. Cameras Converged a t  10.00 meters, 2w-2.00 meters 
Distance (m> 
10.00 
9.50 
8.70 
6.87 
2.40 
-9.08 
FIG. 3 
Velocity (cm/sec) Acceleration (cm/sec)’ 
100 0 
100 0 
21 9 239 
51 4 588 
1274 1521 
331 9 4090 
Distance (m)  
10.00 
9.95 
9.89 
9.82 
9.73 
9.60 
9.43 
9.19 
8.83 
0.28 
7.39 
5.86 
3.06 
-2.42 
Velocity (cm/sec) Acceleration (cm/sec)’ 
10 0 
10 0 
13 5 
16 7 
21 10 
29 15 
40 22 
57 35 
86 57 
134 98 
222 176 
3 90 33 6 
730 6 80 
1463 1466 
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Velocity of a Teleoperated Vehicle 
a t  the beginning of t h e  0.5 Second Interval  of Collision 
~~~~ ~ 
:anera 
Configuration 
5.00 
5.00 
10.00 
10.00 
5.00 
5.00 
10.00 
10.00 
0.60 
2.00 
0.60 
2.00 
0.60 
2.00 
0.60 
2.00 
I n i t i a l  Velocity a t  10M Distance (Cm/SeC: 
100 10 1 
Actual Velocity a t  1 M Distance(cm/sec) 
Monitor Magnification Factor = 1 .0  
1022 5 94 444 
684 81 4 53 4 
888 3 72 62 
1274 73 0 3 76 
Monitor Magnification Factor - Ve/wk 
100 10 1 
100 10 1 
100 10  1 
100 1 0  1 
FIG. 4 
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1 2 
without erroneously perceived accelerations or  deceler- 
A detailed mathematical analysis of perceived depth 
has been conducted and camera configurations and 
5 image presentation techniques have been derived which 
reduce or eliminate distortions in depth and thus reduce 
erroneously perceived accelerations and decelerations. 
SPECIAL EFFECTS Converged stereoscopic cameras cannot provide 
fully undistorted three-dimensional views of the viewed 
10 region of interest (e.g., the workspace). However, con- 
verged cameras can be set up to minimize erroneously 
perceived accelerations and decelerations for three sag- 
ittal planes in the region of interest, namely at x =  - w,‘ 
x=O and x= + w  (which are indicated to the observer 
by an overlay of indicia displayed on the screen) if 
Ve-qwl is set equal to zero by selection of q, an image 
display scaling factor where: 
STEREOSCOPIC CAMERA AND VIEWING ations. 
SYSTEMS WITH UNDISTORTED DEPTH 
PRESENTATION AND REDUCED OR 
ELIMINATED ERRONEOUS ACCELERATION 
AND DECELERATION PERCEPTIONS, OR WITH 
PERCEPTIONS PRODUCED OR ENHANCED FOR 
ORIGIN O F  THE INVENTION 
The invention described herein was made in the per- 
formance of work under a NASA contract, and is sub- 
ject to  the provisions of Public Law 96-517 (35 USC 
202) in which the Contractor has elected not to retain 15 
title. 
TECHNICAL FIELD 
V is the camera convergence distance, 
e is half the interocular distance of an observer, 
w is half the intercamera distance, and 
1 is the actual distance from the camera first nodal 
This may result in lower depth resolution, but high 
depth resolution (with erroneously perceived accelera- 
tions or decelerations) may be simultaneously achieved 
by display of the stereoscopic image on a second larger 
screen with a large scaling factor q such that Ve-q- 
wi<o. 
depth distortions in teleoperation,” JPL Publication Parallel stereoscopic can provide undis- 
left and right camera images, the left image to the left U.S.A National Technical Information Service 
#87N18985; Proceedings of the Twenty-Second An- and the right to the right, until the images of 
nual Conference On AFWAL-TR-86- objects at infinity are separated on the display screen by 
by controlling the location of the observer. One can 1986. 
Vision Depth Distortions in Teleoperation,” Ergonom- behind the monitor screen) of a fronto-parallel plane of 
ics of Hybrid Automated Systems I, Elsevier Science interest in the Scene by magnifying and shifting the 
Publishers B. V., Amsterdam, 1988. images as well as controlling the location of the ob- 
server. For true-to-scale, three-dimensional images. the 
Mapping Stereoscopic Visual Interface for Teleopera- scale factors of the image’s height, width and depth 
tion,” IEEE International Workshop on Intelligent be equal. This can be achieved by setting the ob- 
Robots and Systems, 1990. server’s distance, s, from the display screen equal to qD, 
45 where D is the viewing distance of the cameras focused 
The invention relates to stereoscopic camera and 
viewing systems for three-dimensional image presenta- 20 
tion with undistorted depth information, and particu- 
larly for reducing or eliminating erroneously perceived 
accelerations and decelerations, or for producing or 
enhancing erroneously perceived accelerations and 
decelerations for special effects. 
REFERENCES 
point to the camera convergence point. 
25 . 
1. Diner, D. B., and von Sydow, M., 1988 “Stero 
87-17 Rev’ ’* Jet Propu1sion Laboratory-NASA7 tofled 3-D views of the viewed region by shifting of the 
3093, Wright-Patterson AFB Labs, Ohio, ,~ the distance le ,  the observer’s interocular distance. and 
also control the perceived depth (in front of, on or 2. Diner, D. B. and ‘on Sydow, M.7 “Static Stero 
3. Strunk~ L. M. and Iwamotor9 T., “A 
BACKGROUNDART 
A major need in teleoperation is the undistorted pre- 
sentation of depth information in stereoscopic image 
displays, such as stereoscopic television or stereoscopic 
motion pictures. When a human operator views a three- 
dimensional television monitor, predictable depth dis- 
tortions are possible [I-21. In fact, for almost all stereo- 
scopic camera and viewing systems, these distortions 
exist. These depth distortions introduce erroneous per- 
ceptions of acceleration or deceleration which can lead 
to collisions when a human operator uses a three dirncn 
sional viewing system as the primary viewing system to 
drive a teleoperated vehicle and/or operate a teleope- 
rated robotic device. These depth distortions can be 
avoided by using camera and viewing configurations 
disclosed in accordance with this invention. 
STATEMENT OF T H E  INVENTION 
An object of this invention is to provide an optimum 
stereoscopic camera configuration and viewing system 
for a human operator in a wide variety of situations, 
such as to control a vehicle or robot in motion relative 
to an object without perceived distortions in depth and 
30 
c 
.- 
upon a plane y=D of interest. In that manner, parallel 
cameras with shifted and magnified stereoscopic images 
can provide fully undistorted stereoscopic views of 
objects with control of the perceived depth of the plane 
50 of interest. These undistorted views will have no erro- 
neously perceived accelerations and decelerations in the 
viewed region. Therefore, remote vehicle or robot con- 
trol will be free of any risk of collisions caused by these 
effects. 
For image presentations where more than one ob- 
server views the image, such as 3-D movies designed 
for entertainment, educational or training purposes, the 
interocular distance 2e will be selected to be-appropri- 
ate to the expected interocular distances of the observ- 
60 ing group. Therefore, variations in the interocular dis- 
tances of simultaneous observers will result in corre- 
sponding variations in the accuracy of the observer’s 
perceived three-dimensional views. For high precision 
needs, systems are best designed for a single observer or 
65 a group of observers with equal interocular distances. 
This invention provides methods of stereoscopic image 
presentation and stereoscopic camera configurations to 
create or  enhance erroneously perceived accelerations 
55 
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3 
and decelerations in order to provide special effects for 
entertainment, training or educational purposes. 
The novel features that are considered characteristic 
of this invention are set forth with particularity in the 
appended claims. The invention will best be understood 
from the following description when read in connection 
with the accompanying drawings. 
BRIEF DESCRIPTION O F  THE DRAWINGS 
FIG. 1 illustrates schematically an observer with 
interocular distance 2e viewing a flat 3-D image display 
screen from a distance s. 
FIG. 20 illustrates a converged pair of television 
cameras viewing a region of interest. 
FIG. 26 illustrates a stereoscopic image display on a 
display screen with overlays used to help an observer 
locate three sagittal planes, x =  -w, x=O and x =  +w. 
FIG. 3 illustrates a table that simulates a remotely 
driven vehicle approaching a stationary object. 
FIG. 4 illustrates a table that simulates the same vehi- 
cle in the table of FIG. 3 and shows the velocity of the 
vehicle at the beginning of the 0.5 second interval of 
collision for a variety of converged camera configura- 
tions and initial vehicle velocities. 
FIG. 5 illustrates a parallel pair of stereo cameras 
viewing a region of interest. 
FIG. 6a illustrates parallel cameras viewing a region 
of interest while FIG. 66 illustrates an observer’s eyes 
viewing unshifted images and FIG. 6c illustrates the 
resulting perceived double image of a monitor screen. 
FIG. 70 illustrates an observer’s eyes viewing shifted 
images and FIG. 76 shows the resulting fused image of 
a monitor screen. 
FIG. 8 illustrates the effect of forward head motion 
on apparent depth of a 3-D image. 
FIG. 9 illustrates the effect of apparent depth on 
apparent size of an object in the viewed region. 
FIG. 10 is a block diagram for a stereoscopic camera 
system with the ability to adjust all system parameters 
including camera convergence distance V, intercamera 
distance w, zoom lens power, the distance of focus of 
the zoom lenses, and for shifting and magnifying images 
for display. 
DETAILED DESCRIPTION O F  T H E  
INVENTION 
FIG. 1 illustrates schematically the left and right eyes 
of an observer with interocular distance 2e viewing a 
flat 3 - 0  image display screen, such as a television moni- 
tor or motion picture screen from a distance s. The dots 
T,/ and T,, are the locations of the corresponding left 
and right images displayed on a screen of an object in 
the viewed region (not shown) located at (x,y). Loca- 
tion (x’, y‘), which may be in front of or behind the 
screen, is defined such that a point at (x, y\  in the 
viewed region will appear to be at (x’, y‘) in me per 
ceived stereoscopic space. Restricting this discussion to 
the ocular convergence plane, i.e., the plane including 
the first nodal points of the eyes and the ocular conver- 
gence point at (x’, y‘), first define the horizontal screen 
disparity AT =Tnr-TTnl (assuming that the eyes are 
level with the center of the screen that is in the plane of 
the paper). The apparent depth of the object from the 
display screen 
SAT (1) y’ = - 2e - AT ’ 
5 
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The derivations for Equation (1) are for flat screens. 
For curved screens, such as in most television monitors, 
additional corrections must be introduced. 
The denominator of Equation (1) is the difference 
between the observer’s interocular distance 2e and the 
horizontal screen disparity AT. It is positive for all left 
and right image pairs which have a well-defined appar- 
ent depth y‘ referred to hereinafter as fusible images. 
The numerator of Equation (1) can be positive or 
negative and will predict whether the 3-D image of the 
object appears to be behind or in front of the screen. 
Images with equal horizontal screen disparity A T  have 
equal apparent depth y‘ which is a function of the inter- 
ocular distance 2e of the observer. Humans have a 
mean interocular distance of about 6.5 cm with a stan- 
dard deviation of about k 1 cm. 
It is evident from FIG. 1 that apparent depth y’ goes 
to infinity as the horizontal monitor disparity AT ap- 
proaches the observer’s interocular distance 2e. Conse- 
quently, the operator’s interocular distance is very im- 
portant. Suppose that stereo cameras viewing two ob- 
jects were configured such that one object’s image had 
6.5 cm of horizontal screen disparity and the other ob- 
ject’s image had 6.7 cm of horizontal screen disparity. 
Then an observer with a greater interocular distance of, 
e.g., 6.9 cm, could easily discriminate the depth differ- 
ence of the two objects, but an observer with a smaller 
interocular distance of, e.g., 6.3 cm, would not be able 
to locate either object in depth. Attention must be given 
to magnification of the object’s image on the monitor 
screen. 
To consider the apparent location of stereoscopic 
images from cameras 10 and 11, converged at the cam- 
era convergence angle 24, shown in FIG. 20, first de- 
fine q to be the monitor magnification factor, Le., the 
scale expansion between distances on the camera’s plane 
of equal pixel projection in the viewed region and dis- 
tances on the television monitor screen. If a centimeter 
on the plane of equal pixel projection of the camera is 
displayed on the screen as 2 cm wide, then q = 2. Clearly 
q is a function of the focal length of the lens, the cam- 
era-to-object viewing distance, the size of the screen, 
and the size of the portion of the screen on which the 
image is presented. 
It can be shown that apparent depth 
w = half the intercamera distance, 
V =  the camera convergence distance from the first 
nodal points of the cameras to a fronto-parallel plane 
Fpp of interest, and 
]=the actual distance from the first nodal point of 
each camera to the camera convergence point which 
determines the distance V of the fronto-parallel plane 
Fpp which is parallel to the x axis passing through the 
first nodal points of the cameras. Note the dimensions of 
the camera image collection plates 13 and 14 and the 
focal length of the camera lenses will determine the 
extent of the viewed portion of the planes 15 and 16 of 
equal pixel projections, which are perpendicular to the 
plane of the paper as are the camera image collection 
plates as shown schematically in the figure. 
Considering that the stereoscopic pair of television 
cameras 10 and 11 are shown coverged on a location in 
the region of interest, Equation (2a) states that x, the 
5 
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off-axis distance of an object represented by a dot 12, 
influences the perceived depth of the object. This ex- 
plains the observation that flat objects appear convexly 
curved when viewed by converged stereo cameras. 
Consider the midsagittal plane of the cameras, i.e.. the 5 
plane at x=O. Then Equation (2a) for apparent depth 
reduces to 
ORTHOSTEREOSCOPIC DISTORTION 
The orthostereocopic camera configuration is de- 
fined as the camera configuration which is geometri- 15 
cally identical to the configuration of the observer’s 
eyes observing the 3-D image screen. 
Equation (2a) quantifies the orthostereoscopic distor- 
tion. Let w=e,  and V=s. The screen size and the focal 
length must also be chosen so that distances in each 20 
camera’s plane of equal pixel projection are identical to 
distances on the screen, that is q =  1. Equation (2a) for 
apparent depth becomes 
The depth distortion is not zero. To see this, take the 
simple case of y=V, the fronto-parallel plane of con- 3o 
vergence. 
35 
which is not zero distortion of the plane. An undistorted 
plane of apparent depth would be of the form y’= k, a 
constant, Le., independent of x, and for the fronto-paral- 
le1 plane of convergence, y’=O. It is thus seen that the 
orthostereoscopic camera configuration is simply one 40 
more camera configuration with apparent depth (y’) 
distortions. 
APPARENT DEPTH CHANGES O F  MOVING 
As an object moves towards or away from the stereo- 
scopic camera system, that object is perceived to move 
towards or away from the viewer. However, the 
change of apparent depth may not be linear with respect 
to the change in real depth. The first and second deriva- 50 
tives of apparent depth y‘ with respect to real depth y at 
x=O are 
OBJECTS WITH CONVERGED CAMERAS 45 
The first derivative Equation (4) states that as y in- 
creases the first derivative increases. This fact is the 
basis of stereoscopic television. Farther things appear 
farther away, and closer things appear closer. 
By definition, V < 1. However, for fixed w, increasing 
V lessens the proportional difference between V and 1. 
The inter-viewpoint distance, 2 w, could be set less than 
65 
6 
the observer’s interocular distance, 2e, and although 
this may greatly decrease depth resolution, it reduces 
dynamic depth distortion. 
As long as (Ve-qwl)<O, the second derivative from 
Equation ( 5 )  is positive. This is because the denomina- 
tor is positive for fusible left and right images of an 
object displayed on a screen. Consider what this means 
in terms of apparent velocity and apparent acceleration. 
From calculus it is known that 
+ = d v ’ . L  dy dr 
and 
(7) 
Equation (8) shows that the apparent velocity is not 
constant for a constant real velocity in depth, dy/dt, in 
the viewed region, but is an inverse square function of y 
multiplied by the real velocity. This can be a very trou- 
blesome source of operator error. To consider the effect 
on apparent accelerations, consider the second deriva- 
tive of apparent depth with respect to time. 
Equation (9) shows that apparent acceleration is not 
constant for a constant real acceleration on the mid- 
sagittal plane, x=O, in the viewed region but is an in- 
verse-square function of y times the real acceleration 
plus an inverse-cubed function of y times the real veloc- 
ity squared. 
Suppose an operator is controlling a teleoperated 
vehicle in space and wants to approach an object with a 
constant velocity. Assume that the operator can control 
the velocity and the acceleration of the vehicle. The 
operator will attempt to keep the vehicle acceleration 
equal to zero, but will perceive an apparent deceleration 
and will erroneously accelerate the vehicle as the vehi- 
cle approaches the object. To see this mathematically, 
set Equation (9) equal to zero and solve for the second 
derivative of depth with respect to time. 
. 
(+) d2 v d$ 2[ Ve - qwl] (Ye  - quay + e& + qwlV - =  
Equation (10) will be less than zero for fusible images 
with (Ve-qwl)<O. . 
Note that Equation (10) does not describe the accel- 
eration of the vehicle but acceleration of the y-compo- 
nent of the distance between the vehicle and the object. 
The frame of reference which defines y is the midpoint 
between the front nodal points of the camera which is 
attached to the vehicle. For the purpose of analyzing 
the dynamics of the vehicle, define a new frame of 
5.065,236 
7 
mutually perpendicular axes (A,B,C) such that the vehi- 
cle is traveling along the B axis in the positive direction. 
Then accelerations of the vehicle towards the object 
will equal positive accelerations along the B axis. Also, 
as the vehicle increases the B value of its location, the y 
value of the object decreases by the same amount. That 
is y= -B+E,  where E is constant, 
and 
Now 
d2B d2v 2(qw/  - V e )  
dr2 dr' (Ye  - q w o y  - ew' + q w l v  - = - - =  
or 
?(qw/ - Ye) 
(Ye  - q w o ( E  - E )  - ew' + q w / V  
Equation (14) is > O  for fusible images with (Ve-qw- 
1)<0. Now the situation is clear. The operator will 
accelerate the vehicle, and the faster the vehicle is trav- 
eling, the more the operator will accelerate it. That 
situation can be dangerous! 
A teleoperated vehicle with a pair of 3-D television 
cameras 2 meters apart converged at 20 meters and 
presenting their 3-D image to a screen 4 meter wide will 
satisfy the condition (Ve-qwi) <O, provided less than 
15.3 meters of each camera's line of equal pixel projec- 
tion is presented to the monitor. 
The table shown in FIG. 3 simulates the dynamics of 
a teleoperated vehicle by setting forth distance to the 
object, velocity and acceleration of the vehicle at 0.5 
second intervals for three different camera configura- 
tions with the vehicle approaching a stationary object 
located 10 meters away and starting with an initial ve- 
locity of 100 cm/sec. In parts A and B of the table, the 
cameras are converged at 5.0 and 10.0 meters, respec- 
tively. The operator has a 6.5 cm interocular distance 
and is viewing a stereoscopic television monitor from a 
distance s of one meter. The intercamera distance (2w) 
is 2 meters and the monitor magnification factor q =  1. 
Unlimited vehicle power is assumed, as is an operator- 
system response time of 0.5 seconds. 
Part A of the table shows that, until stereoscopic 
image fusion is achieved, no erroneous acceleration 
occurs, but once this fusion is achieved the acceleia. 
tions increase very rapidly resulting in collisions (nega- 
tive distance between the vehicle and the object). Part 
B of the table begins with fused stereoscopic images, the 
condition (2e-AT)>O is satisfied, and so the accelera- 
tion begins almost immediately after the first 0.5 second 
interval. Part C of the table simulates the same camera 
configuration of Part B with an initial velocity of 10 
cm/sec. Because the erroneous accelerations are a func- 
tion of the instantaneous velocity, the accelerations are 
smaller but still increase rapidly and lead to collision. 
Similarly, suppose an object approaches the vehicle 
with a constant velocity. By Equation (9), the operator 
5 
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would perceive it to be decelerating. This could be 
tragic in terms of collision avoidance. The table in FIG. 
3 also simulates this scenario. 
Now set (Ve-qwi)=O. Equations (8) and (9) become 
and 
d2v' s V  d2v 
dt2 /2 dr2 
-=-.- 
Also, Equation (2a) for x=O and Ve=qwl becomes 
Now, apparent and real distance, velocity and accelera- 
tion are linearly related by the scaling factor sVA'. 
A table shown in FIG. 4 simulates the same vehicle as 
the table in FIG. 3 and shows the velocity of the vehicle 
at the beginning of the 0.5 second interval of collision 
for a variety of converged camera configurations and 
three initial vehicle velocities at 100, 10 and 1 cm/sec. 
In all cases of the three velocities when q=Ve/wl, no 
erroneous accelerations occur if an object in the plane 
x=O is observed during driving. 
The above derivations have only been shown for 
x = O .  Consider now the entire camera convergence 
plane. Taking the first and second derivatives of Equa- 
tion (2a) and setting Ve=qwl yields 
and 
(18) 
Now, 
& = & , dv' dx (20) 
dt  dy dr -t dx ' dr 
and dx/dt =O for an approaching, nontranslating object, 
so 
and 
5.065,236 
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As noted above, at x=O, things are well behaved. 
Equations (1 8) through (23) also show that at x = + w 
and x- w things also are well-behaved. However, if one 
tried to approach an object with a constant velocity, 
unless some part of the object remained in one of the 
three sagittal planes, x =  -w, x=O or x= + w  it would 
be difficult. Setting the left side of Equation (22b) equal 
to 0 yields 
An object which rests in a fronto-parallel plane will 
appear to warp about three vertical lines as the stereo- 
scopic camera rig approaches the object. Operators 
must be trained to understand this, even for configura- 
tions where Ve=qwl. 
In summary, for many reasonable coverging camera 
configurations, as objects move toward a converged 
stereoscopic camera system with a constant velocity, 
they will appear to decelerate. Conversely, as objects 
move away from a converged stereoscopic camera 
system with a constant velocity, they will appear to 
accelerate. However, if (Ve-qwl)=O, objects in the 
three planes x=  -w, x=O, x=w, moving in depth with 
a fixed velocity are perceived as moving with a fixed 
velocity. Thus, in accordance with the present inven- 
tion, if velocity judgements are critical, one should set a 
converged stereoscopic camera system up with 
Ve-qwl=O, even at the expense of lowering depth 
resolution. Graphic overlays, or some other device, on 
the stereoscopic image can be used to help the teleoper- 
ator locate the three sagittal planes x=-w, x=O, 
x= +w, as shown in FIG. 2b. 
However, if one needs high depth resolution and also 
reliable velocity information, one can choose a camera 
configuration which yields high depth resolution and 
display the images on two monitors, one large and one 
small. That is, use a large w and a normal monitor with 
large q for high depth resolution and a small monitor 
with small q for velocity judgements. Alternatively, q 
can be adjusted electronically using a large monitor 
and, for example, a frame buffer. Both images can be 
shown on one monitor screen and the magnification of 
each image and the portion of the monitor devoted to 
each image can be adjusted independently. Any stereo- 
scopic viewing screen, such as a motion picture screen, 
can be similarly divided into two parts for this purpose. 
Alternatively, one can minimize the dynamic depth 
distortions without any shifting or magnification of 
images by converging the cameras to the center of the 
plane of interest and then varying the intervicwpoirit 
distance 2 w (without changing the convergence point 
of the cameras). In this manner, Ve-qwl can be set to 
zero without any shifting or magnification of images. 
APPARENT DEPTH CHANGES O F  MOVING 
OBJECTS WITH PARALLEL CAMERAS 
In FIG. 1 the perceived location of depth, y‘, is de- 
pendent on the horizontal monitor disparity Tnr-Tn,, 
and is independent of the camera configuration which 
produced the disparity. Converged cameras cannot be 
set up to give a true scaled representation of the viewed 
region. However, parallel cameras can. 
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For parallel cameras 10 and 11, shown in FIG. 5, the 
convergence distance V = m . So, define a viewing dis- 
tance, D ,  as the perpendicular distance from the center 
(0,O) of the line between the first nodal points of the 
lenses of the stereoscopic camera system to the center 
(0, D) of the region of interest. Focus the cameras 10 
and 11 so that the center of the depth of focus lies on the 
plane y=D. 
Now it can be shown that 
where q is now defined as the monitor magnification 
factor for an object located in the plane y=D. If the 
distance of focus (not focal length) is changed to twice 
the distance D,  for example, then q will be halved. An 
object twice as far away from the cameras will appear 
half as large on the monitor. Thus, y’ is independent of 
the distance of focus of the cameras. Of course y’ de- 
pends on the focal length of the lens. The distance of 
focus and the focal length are independent variables in 
modern camera lenses. Consider that the distance of 
focus on a fixed-power lens can be changed, or con- 
versely, that the focal length (zoom) of a lens can be 
changed while remaining focused upon an object at a 
fixed distance. 
In FIG. 5, it can be seen that all locations y of the 
viewed region in front of the cameras have y > 0. There- 
fore, Equation (24) predicts that all objects at finite 
distances from the cameras will have negative apparent 
depth. Only objects at optical infinity will appear to be 
located in the plane of the surface of the monitor screen. 
No matter how w, s, q, or D is varied, all apparent 
images will be perceived in front of or in the plane of 
the surface of the monitor screen. The left camera’s 
image can never be presented to the left of the right 
camera’s image on the monitor screen. 
From Equation (24), y’ is independent of x for parallel 
cameras. However, Equation (24) also shows that for 
parallel cameras, there is no camera-monitor configura- 
tion such that a linear relation can exist between real 
and apparent depth. However, an image presentation 
technique exists for parallel cameras which solve the 
problem by using shifted stereoscopic images, as will 
now be described. 
SHIFTED STEREO IMAGES FOR PARALLEL 
CAMERAS 
Consider FIG. 6a, which shows two parallel televi- 
sion cameras, viewing a thin and a fat bar having their 
longitudinal axis perpendicular to the plane of the pa- 
per. The thin bar is located directly in front of the left 
camera, and the fat bar is located directly in front of the 
right camera. Thus, the left camera presents the thin bar 
at the center of the monitor shown at Tr. in FIG. 6b, and 
the right camera presents the fat bar at the center of the 
monitor shown at FR in FIG. 6b. TR and Fr. are the 
right camera’s image of the thin bar and the left cam- 
era’s image of the fat bar, respectively. The observer’s 
eyes in FIG. 6b are converged upon the matching im- 
ages on the monitor and the apparent thin and fat bar 
images appear between the observer and the monitor 
screen at TA and FA. FIG. 6c shows the observer’s ste- 
reoscopic view with the bars fused but the monitor 
double. The outline of the left eye’s view of the monitor 
is shown in a heavy dashed line, and the outline of the 
right eye’s view of the monitor is shown as a thin solid 
5,065,236 
11 
line. The left eye's view of the monitor has the thin bar 
in its center, and the right eye's view of the monitor has 
the fat bar in its center. 
The left camera's image of the bars can now be 
shifted to the left and the right camera's image of the 
bars shifted to the right symmetrically until the images 
overlap on the monitor. This can be done with a frame 
buffer, for example. FIG. 70 shows the results. The eyes 
converge on the monitor screen. The result is a satisfac- 
tory stereo image, with a single fused image of the tele- 
vision monitor screen as shown in FIG. 76. 
Now one must pay attention to the overlap of the 
stereo image. By shifting the images, one may have 
introduced the right edge of the left camera's image on 
the right side of the screen and the left edge of the right 
camera's image on the left side of the screen. FIG. 5 
shows a top down view of the region of stereo overlap 
for parallel cameras focused upon the plane y=D. For 
symmetrically shifted images, this region is centered 
upon the monitor screen. 
When shifting the images for parallel camera view- 
ing, the result is that all the image pairs for locations in 
some plane y=D will overlap exactly on the monitor. 
Let this plane be the center of the region of interest and 
refer to an image presented in this manner as a "shifted 
stereo image." The effect of the shifted presentation of 
the image on the perceived depth of objects in the 
viewed region can now be seen. In FIG. 5, parallel 
cameras are viewing a plane of interest at distance D. 
It can be shown that 
eaDx 
( e  - wq)y + wqD x' = ' 
Clearly, if one sets q=e/w, then 
Note: q=e/w for parallel cameras if and only if the 
horizontal monitor disparity AT of images of objects 
located at infinity equals the observers interocular dis- 
tance, 2e. 
The operator viewing distance, s, determines the 
scale factor between y' and y. This can be seen by com- 
paring FIGS. 1 and 8 for all camera configurations and 
in Equations (17) and (28). 
Set s=qD, then y'=q(y-D), yielding a stereo view 
with a constant gain in both x' and y' directions. Now 
consider z'. Apparent height is shown below to be con- 
stant when q=e/w. Also by the definition of dt [he 
distance D, z'=qz. Thus, parallel cameras with shifted 
images can provide fully undistorted 3-D views. 
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APPARENT HEIGHT OF MOVING OBJECTS 
A particularly strange observation in near stereo- 
scopic television viewing is that as objects appear to 
move away from the observer, they appear to increase 
in size, and as objects appear to move toward the ob- 
server, they appear to decrease in size. 
FIG. 9 partially demonstrates this effect. The images 
of the three arrows shown all have the same height on 
the monitor screen. The depth difference comes from 
their horizontal monitor disparity. However, when 
located in depth, they appear drastically different in 
size. 
One could think of one arrow moving in the viewed 
region toward the cameras such that its apparent depth 
passes through the depth locations of the three arrows 
shown in FIG. 9. The stereoscopic images of this single 
moving arrow and would differ from the stereoscopic 
images of the three static arrows only in that, as the 
single moving arrow approaches the cameras, its image 
would increase in size. This would offset the shrinking 
effect illustrated in FIG. 9. The overall change in size, 
therefore, is a combination of two opposing effects. 
When an object moves toward a camera, the size of 
its image increases proportionally to the inverse of its 
distance from the camera. If the camera configuration 
yields a magnified stereoscopic depth greater than 1. 
then the apparent depth change will be greater than the 
true depth change. For a fixed viewing distance, wider 
inter-viewpoint distances increase the magnified stereo- 
scopic depth of a stereoscopic camera system and also 
increase the distance between the camera and the center 
of the region of interest. Thus, the effect will be more 
noticeable for camera configurations with wider inter- 
viewpoint distances. 
Consider, for example. a stereoscopic camera system 
with w=20 cm viewing a moving object on the y-axis 2 
m away. Suppose the object moves 10 cm toward the 
camera system. Suppose the zoom, monitor size, etc., 
are such that the magnified stereoscopic depth is 2.0 for 
an observer sitting 1 m away. Thus, a 20 cm apparent 
motion, which is 20% of the distance between the ob- 
server and the object, is observed. But the object in- 
creases its size on the monitor only by about 5 % .  
In FIG. 9, one sees that the ratio of the final apparent 
height over the initial apparent height will be 
where y/ and y: are the final and initial apparent depths 
respectively of the images, and Hyand H; are the final 
and initial heights respectively of the images on the 
5 5  monitor. For simplicity, let us consider the ratio of the 
heights of the arrows above the center horizontal line of 
the monitor. It can be shown for converged cameras 
that 
HI (( Vy; + d)? - d$)( Vy/ + w') -- 
Hi - ((I+/ + w')? - w'X?)( Vyl + wz) ' 
and after a bit ofmanipulation, 
13 
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because the camera image plates are parallel to the 
planes where y is constant. So On the midline, where x=O, 
In the present example, 
s + Y i  0.8 4 
s - y ' i  1.0 5 -= -=-  
That is, apparent height is constant for shifted stereo 
images with q=e/w. Also, by the definition of q, at 
20 distance D, z'=qz. Therefore, parallel cameras with 
shifted images can provide fully undistorted 3-D views. 
SPECIAL EFFECTS STEREOSCOPIC IMAGING 
Although the invention has been presented as meth- 
and the approaching object appears to become 25 ods for reducing or eliminating erroneous perceived 
motion accelerations and decelerations, it is evident from all of 
in real space, as did the stereoscopic image, that is, the foregoing discussion that if instead of so selecting 
move towards the Observer from to *O cm, the parameters as to reduce or eliminate erroneous acceler- 
visual image of the object upon the retina would in- ations or decelerations, the methods disclosed and 
by about 25% (5/4-1). However, the human 30 claimed may be reversed in the sense of so selecting 
eye and brain have a cognitive override which says that parameters, such as the magnification factor q and the 
objects do not get larger as they approach. They stay intercamera distance 2 w, as to produce a nonlinear 
the same size. Thus, the brain automatically causes in- relation between perceived and real depth, and produc- 
tevretation of the retina1 image of approaching objects ing erroneously enhanced perceived accelerations and 
to change in Order to keep the perception Of the image 35 decelerations. The display on a motion picture or televi- 
con- sion screen could then be presented to produce special 
stancy." This is the (s+y/?/(s+yil) term equal to 0.8 In effects, such as a train shown in three-dimensional space 
the example above. rapidly accelerating, when in fact it was moving at a 
In the stereoscopic case described above, the size- speed, or with a small acceleration, when 
constancy function would reduce the perceived size of 4o filmed for motion picture projection or television dis- 
the object by 20%. However, the retinal image in this play in 3-D. Consequently, it is intended that the claims 
case increases only by a factor of 1.052. Thus, the aPPar- Cover both reducing or eliminating erroneously per- 
ent image decreases in size. ceived accelerations and decelerations as well as a non- 
For a stereoscopically viewed object which recedes linear relation between perceived and real depth, and 
from the cameras, the exact opposite would Occur CaUS- 45 erroneously producing or enhancing perceptions of 
ing the object to appear to become larger. accelerations or decelerations for special effects presen- 
In the example above, the camera configuration was tation of stereoscopic images. 
chosen to demonstrate the size-constancy problem for 
3-D television. Optimal camera configurations exist. AUTOMATION 
Setting (Ve-qwl)=O yields In order that the methods of this invention may be 
carried out manually or automatically with television 
cameras 20, 21 and monitors 22, 23. a control computer 
24 is provided as shown in FIG. 10 with provision for 
an operator or observer to override control of all pa- 
55 rameters, such as the shift of images through buffers 25 
and 26, magnification factors q1 and 42 through magnifi- 
cation control blocks 27 and 28, the stereoscopic image 
combiner 29, as well as the parameters of the stereo- 
scopic camera rig 30. including the focal lengths and 
n u s ,  in the sagitta1 plane x=o, size constancy and zero 60 distance of focus of the camera lenses, the intercamera 
distance 2 w, and the camera convergence distance v 
which selects the fronto-parallel plane of convergence 
Fpp and the distance 1 between the first nodal point of 
each camera lens and the camera convergence point. 
65 While all of these parameters could be set directly by an 
Hf  Y i  (38) operator, it is preferred to program the computer for 
Hi Y/ ' control, and to allow the operator or observer to 
change the parameters from a central location, such as 
(35) * = 1.052, 
H ,  
therefore 
(36) z = 0.842 
:i 
If such an object were the 
constant. This phenomenon Is 
50 
-+/ 
Z'i 
(37a) 
= I forx = 0. 
and 
(37h, 
for x = k w .  
-+/ CVY/+ 4 Y i  - =  
' i  ( O i  + &) Y/ 
dynamic depth distortion can be achieved. For x= k w ,  
zero dynamic depth distortion can be achieved, but 
small apparent size changes will remain. 
Now consider for parallel cameras, 
- = -  
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a computer keyboard, a mouse, a voice recognition Strunk and Iwamoto [3] describe a parallel camera 
system, etc. configuration which presents linear mappings for each 
In addition to these parameters, the automation may of the three visual axes. They accomplish this with 
also be employed to control the observer’s viewing shifted stereo images such that images at infinity have a 
distance, s, for example, by providing a backrest and 5 horizontal monitor disparity equal to the observer’s 
headrest which move under computer control with the interocular distance. However, their “offset-parallel 
backrest employed for large changes in viewing &- camera arrangement” has several limitations when COm- 
tance and the headrest for fine adjustment of viewing pared to the suggested configurations of this applica- 
distance. Automation of the observer’s viewing distance tion. 
is preferred in order to assure that the condition s = q D  10 First, Strunk and Iwamoto do not specify s, where 
is satisfied with some precision. the operator should sit. That is, they do not insure that 
The system must also have a stereoscopic image pre- the ratio of the scales of x’, y’ and z’ are equal, even 
sentation system for presenting and separating the left though they do include this variable, S, in their com- 
and right eye’s images, such as functional block 29 that puted y’ 
receives and stores fields from the two buffers 25 and 26 l 5  factor between the 
factor. 
they do not vary the 
for alternate transmission to one or both monitors and a 
pair of liquid crystal Stereo viewing glasses 31 to syn- 
Camera image plate and the 3-D viewing They 
therefore have a fixed Plane (Y=D) in the viewed re- 
gion that appears in the plane Of the monitor. Their 
equations that they can vary this plane O n l y  by 
length Of the camera lenses, Or the 
chronize viewing the left and right camera images with 
interlaced fields of the left and right cameras. The verti- 
cal sync signal used to alternate the left and right image 2o changing the 
intercamera distance. fields in the composite video signal transmitted to the 
In accordance with this invention, by varying the monitors may be transmitted directly to the observer’s scale factor between the camera image plate and the liquid crystal stereo viewing glasses. Although a spe- 3-D viewing monitor, which is implied in varying q, 
25 (for example, electronically with a frame buffer). any cific technique for stereoscopic image presentation on a television monitor has been referred to in this example fronto-parallel in the viewed region can be se- 
lected to appear in the plane of the monitor without of automation, any stereoscopic image presentation 
camera lenses. This frees these camera variables to vention. 
video tapes or motion picture stereoscopic images can acuity (height, width and stereo depth) and width of 
also be provided with real-time control for recording by view (wide angle 
a cinematographer, and with or without real-time con- and size and depth of region of interest can both be 
entertainment, education and training (with or without 35 p l y  by using a monitor ,with a higher resolution than the 
special effects) or even for static images of architecture, television camera it can be assured [hat re- 
anatomical parts, etc. ducing q does not result in loss of image resolution. 
DISCUSSION Third, Strunk and Iwamoto reject converged camera 
configurations totally. However, in accordance with 
A major need in Teleoperation is the undistorted Pre- 40 this invention, three sagittal planes have been found 
which do, in fact, provide linear depth representations. 
sentation of the viewed region is desired. A linear scale Further analysis shows that in the mid-sagittal camera 
between y’ and y will yield zero erroneously perceived plane (x=O), the apparent height of an object remains 
accelerations or decelerations, and remote vehicle driv- Constant as the object approaches or recedes from the 
ing or remote robotic device teleoperation will be free 45 cameras. H ~ ~ ~ ~ ~ ~ ,  in the two other sagittal planes 
of risk of collisions caused by these effects. (x= k w ) ,  the apparent height of objects will not remain 
In order to have a linear scale between Y‘ and Y y  constant, but will vary slightly, as the object ap- 
objects at infinity must appear at infinity. Setting proaches or recedes from the cameras. 
q=e/w for parallel cameras or q=Ve/wl for con- The distortions discussed have been shown to be 
verged cameras guarantees that objects at infinity Will 50 possible sources of collisions when operating a teleope- 
be presented with horizontal monitor disparity equal to rated vehicle or teleoperated robotic device with ste- 
the observer’s interocular distance. For example, an reoscopic television as the primary viewing system. 
object at infinity, straight ahead of parallel cameras, will These distortions may also cause an unwanted “fly by.” 
appear directly in front of both cameras. At distance D Consider a vehicle approaching an object off-center, 
in the viewed region, the ray paths of the object’s two 5 5  with the intention of grappling the object from the side. 
camera images will be 2 w apart. If q=e/w,  thc mager; The erroneous perceived decelerations may cause the 
will be 2 e apart on the monitor and appear at infinity. operator to accelerate the vehicle so that the vehicle 
For  a true-to-scale representation of the viewed re- passes the object altogether. 
gion, the scales of x’, y’ and z’ must be equal. The ratio The undersea community has been using 3-D televi- 
between the x‘ and y’ scales can be seen to change as a 60 sion to guide teleoperated salvage and rescue vehicles 
function of S, the observer viewing distance. Compare for a number of years. These vehicles are known to be 
FIG. 8 with FIG. 1. By setting s = q D  for parallel cam- difficult to operate. The approach paths of such vehi- 
eras, that ratio is fixed at 1.0. The ratio between the x’ cles are sometimes converging spirals with the object 
and z’ scales can be fixed to 1.0 by using parallel cam- being approached in the center of the spiral. Perhaps 
eras and setting q=e/w. With this configuration, a 65 this is the result of the erroneously perceived decelera- 
true-to-scale representation of the viewed region can be tions that have been discussed. An operator, perceiving 
achieved. For converged cameras, s=ql*/V makes the operated undersea vehicle to slow down, would 
Y?=qY. naturally assume that an undersea current had appeared, 
system can be with the teachings Of this in- changing the intercamera distance or focal length of the 
system for recording stereoscopic 30 serve as the independent variables controlling the image A 
telephoto). Thus, image 
trol for Other stereoscopic viewing purposes, such as selected in accordance with the present invention. Sim- 
SentatlOn of depth Information. A true-to-scale repre- 
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and the operator would accelerate the vehicle. The overlay comprising indicia on said screen indicating the 
vehicle might well pass alongside the object requiring locations of said sagittal planes, x= -w, x=O and 
the operator to turn the vehicle. Such a scenario would x= + w. 
lead to the observed spiral approaches. 6. A method as defined in claim 5 including the step 
Many undersea operators had abandoned 3-D televi- 5 of positioning an observer at a distance s=ql*/V from 
sion until recently when a new 3 - 0  camera system was said screen where q is said magnification factor selected 
introduced with smaller cameras and a smaller inter- to satisfy said condition q=Ve/wl thereby providing 
camera distance. The smaller intercamera distance re- minimally distorted stereoscopic views of said viewed 
duces the absolute value of the (Ve-qwl) term for region with converged cameras. 
converged camera configurations and the absolute 10 7. A method as defined in claim 3 including the step 
value of the (e-qw) term for parallel camera configura- of displaying the same stereoscopic image on a second 
tions, thereby reducing the erroneous perceived decel- screen with a different magnification factor q selected 
erations but not eliminating them. This may well explain to provide a higher depth resolution stereoscopic image 
the revival in usage of undersea 3-D television systems. of the same region of interest, while simultaneously 
I claim: 15 displaying the original lower depth resolution stereo- 
1. In a stereoscopic viewing system for a human ob- scopic image with minimal erroneously perceived depth 
server, a method of providing a stereoscopic image accelerations or decelerations on said display screen. 
presentation on a display screen of a viewed three-di- 8. A method as defined in claim 7 wherein said first 
mensional region of interest using a left camera and a screen and said second screen are separate partitions of 
right camera which, if moving, move in unison relative 20 one display screen. 
to said viewed region of interest, or said cameras are 9. A method as defined in claim 8 including the step 
viewing moving objects in the region of interest, or said of positioning an observer at a distance s=q12/V from 
cameras and viewed region are static, each of said cam- said screen where q is said magnification factor selected 
eras having a lens, said lens having a first nodal point, to satisfy said condition q=Ve/wl, thereby providing 
comprising the steps of selecting a fronto-parallel plane 25 minimally distorted stereoscopic views of said viewed 
in said region of interest, horizontally shifting the pre- region with converged cameras. 
sentation of images on said screen so that images from 10. A method of providing stereoscopic image pre- 
said left and right cameras of a thin, vertical object sentation of objects using left and right converged cam- 
located in the center of the viewed portion of said fron- eras as defined in claim 2 including the step of selecting 
to-parallel plane overlap completely and exactly on said 30 a new fronto-parallel plane of interest in said viewed 
screen, and selecting a magnification factor q, defined as region of interest, horizontally shifting said images from 
the scale expansion factor between distances on each said left and right cameras on said screen so that said left 
camera's plane of equal pixel projection and distances and right camera images of a thin, vertical object lo- 
on said display screen, providing a linear relation be- cated in the center of the viewed portion of said newly 
tween perceived and real depth and reducing errone- 35 selected plane overlap completely and exactly on said 
ously perceived accelerations and decelerations. screen, and then changing said magnification factor to 
2. In a stereoscopic viewing system, a method as q=Ve/wl where q is defined in terms of said newly 
defined in claim 1 wherein the axes of said left and right selected planes of equal pixel projection that are parallel 
cameras are converged to a point on said fronto-parallel to said camera image collection plates of said left and 
plane and said magnification factor q is selected to sat- 40 right cameras and intersect said newly selected fronto- 
isfy a condition Ve-qwl=O, where V is the camera parallel plane of interest and a line between said cam- 
convergence distance, e is half the interocular distance eras that bisects the angle of convergence of said cam- 
of said observer, w is half the intercamera distance and eras. 
1 is the actual distance from said first nodal point of each 11. A method as defined in claim 10 including the step 
camera to said convergence point, thereby minimizing 45 of positioning an observer at a distance s=ql2/V from 
erroneously perceived acceleration and deceleration for said screen where q is said magnification factor selected 
three sagittal planes, x =  -w, x=O and x= +w, located to satisfy said condition q=Ve/wl, thereby providing 
in said viewed region of interest, where x=O is at the minimally distorted stereoscopic views of said viewed 
center of said viewed region. region with converged cameras. 
12. In a stereoscopic viewing system for a human 
of providing an overlay displayed on said screen, said observer, a method of providing a stereoscopic image 
3. A method as defined in claim 2 including the step 50 
overlay comprising indicia on said screen indicating the 
locations of said sagittal planes, x =  -w, x=O and 
x=+w.  
defined in claim 1 wherein the axes of said left arid right 
cameras are converged to a point on said fronto-parallel 
plane, including the step of selecting said intercamera 
distance, 2 w, to satisfy a condition Ve-qwl=O for said 
image presentation, where V is the camera convergence 60 
distance, e is half the interocular distance of said ob- 
server, and 1 is the actual distance from said first nodal 
point of each camera lens to said convergence point, 
thereby minimizing erroneously perceived acceleration 
and deceleration for three sagittal planes, x =  -w, x=O 65 
and x= +w, in said viewed region of interest. 
5.  A method as defined in claim 4 including the step 
of providing an overlay displayed on said screen, said 
4. In a stereoscopic viewing system, a method as 55 
presentation on a display screen of a viewed three-di- 
mensional region of interest using two cameras con- 
verged on a point on a fronto-parallel plane of interest 
in said viewed region of interest, wherein said cameras 
with an intercamera distance, 2 w, which, if moving, 
move in unison relative to said viewed region of interest 
or said cameras are viewing moving objects in said 
region of interest, or said cameras and viewed region 
are static, each of said cameras having a lens, said lens 
having a first nodal point, said method comprising the 
step of selecting said intercamera distance to satisfy a 
condition Ve-qwl=O for said image presentation. 
where V is the camera convergence distance. e is half 
the interocular distance of said observer, q is a magnifi- 
cation factor defined as the scale expansion factor be- 
tween distances on each camera's plane of equal pixel 
projection and distances on said display screen, and 1 is 
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the actual distance from said first nodal point of each of 17. A method as defined in claim 16 including the step 
said cameras to said convergence point, thereby provid- of positioning an observer at a distance s=q12/v from 
ing a linear relation between perceived and real depth said screen where q is said magnification factor selected 
and minimizing erroneously perceived acceleration and to satisfy said condition q = Ve/wl, thereby providing 
deceleration for three sagittal planes, x =  -w, x = O  and 5 minimally distorted stereoscopic views of said viewed 
x = + w ,  located in said viewed region of interest. region with converged cameras, V is the camera con- 
13. A method as defined in claim 12 including the step vergence distance, e is half the interocular distance of 
of positioning an observer at a distance s=q12/V from said observer, w is half the intercamera distance and 1 is 
said screen where q is said magnification factor selected the actual distance from said first nodal point of each 
to satisfy said condition q=Ve/wl, thereby providing 10 camera to said convergence point. 
minimally distorted stereoscopic views of said viewed 18. In a stereoscopic viewing system for a human 
region with converged cameras. observer, a method as defined in claim 1 of providing a 
14. In a stereoscopic viewing system for a human stereoscopic image presentation on a display screen of a 
observer, a method of providing stereoscopic image viewed three-dimensional region of interest using paral- 
presentation on a display screen of a viewed three-di- 15 lel left and right cameras, selecting for a fronto-parallel 
mensional region of interest using two converged cam- plane of interest y=D located at a camera viewing 
eras which, if moving, move in unison relative to said distance D from the line between said first nodal points 
viewed region of interest, or said cameras are viewing 
moving objects in said region of interest, or said cam- 
eras and viewed region are static, the steps of selecting 20 
a fronto-parallel plane of interest in said viewed region 
of interest, horizontally shifting the images on said 
screen so that the left and right camera images of a thin, 
vertical object located in the center of the viewed por- 
tion of said selected fronto-parallel plane overlap com- 25 
pletely and exactly on said screen, and selecting a dis- 
play magnification factor q defined as the scale expan- 
sion between distances on said cameras' planes of equal 
pixel projection in said viewed region of interest that 
are parallel to said camera image collection plates of 30 
said left and right cameras and intersect said selected 
fronto-parallel plane of interest and a line between said 
cameras that bisects the angle of convergence of said 
cameras, so that the stereoscopic image of an object at 
infinity is displayed on said screen with a horizontal 35 
screen disparity hT=Tn,-Tn/=2e, where 2e is the 
interocular distance of said observer and Tnland T,,are 
corresponding locations on said screen at the centers of 
left and right stereoscopic images of said object at infin- 
15. A method as defined in claim 14 including the step 
of positioning an observer at a distance s=qlz/V from 
said screen where q is said magnification factor selected . 
to satisfy said condition q = Ve/wl, thereby providing 
minimally distorted stereoscopic views of said viewed 45 
region with converged cameras, V is the camera con- 
vergence distance, e is half the interocular distance of 
said observer, w is half the intercamera distance and 1 is 
the actual distance from said first nodal point of each 
camera to said convergence point. 
16. In a stereoscopic viewing system for a human 
observer, a method of providing a stereoscopic image 
presentation on a display screen of a viewed three-di- 
mensional region of interest using a left camera and a 
right camera that are converged on a point on a fronto- 55 
ity. 40 
50 
of said lenses of said left and right cameras, said camera 
viewing distance being the perpendicular distance from 
the center of said line between said first nodal point to 
the center of said region of interest, focusing said left 
and right cameras so that the center of the depth of the 
focused region lies on said plane y = D  at said camera 
viewing distance D, horizontally shifting on said screen 
images from said left and right cameras so that left and 
right camera images of a thin vertical object located in 
the center of the viewed portion of said plane y = D  
overlap completely and exactly on said screen, and 
selecting a magnification factor q=e/w, where e is half 
the interocular distance of said observer and w is half 
the intercamera distance, thereby providing a linear 
relation between perceived and real depth and eliminat- 
ing erroneously perceived accelerations and decelera- 
tions in depth for the entire viewed region of interest. 
19. A method as defined in claim 18 including select- 
ing a new fronto-parallel plane of interest, shifting im- 
ages for the newly selected plane, and selecting a new 
magnification factor q defined for said newly selected 
plane, so that q=e/w. 
20. A method as defined in claim 19, including the 
step of positioning an observer at a distance s = q D  from 
said screen where D is said selected camera viewing 
distance and q is said magnification factor sefected to 
satisfy said condition q=e/w, thereby providing fully 
undistorted, true-to-scale stereoscopic views of objects 
in said viewed region of interest. 
21. In a stereoscopic viewing system for a human 
observer, a method of providing a stereoscopic image 
presentation with special effects on a display screen of a 
viewed three-dimensional region of interest using a left 
camera and a right camera which, if moving, move in 
unison relative to said viewed region of interest, or said 
cameras are viewing moving objects in said region of 
interest, or said cameras and viewed region are static, 
and said special effects consist of producing the errone- 
parallel plane of interest in said viewed region 1.;; iiitcr- ous perception of accelerations or decelerations of said 
est, and which, if moving, move in unison relative to left and right cameras in unison relative to said region of 
said viewed region of interest, or said cameras are view- interest, or producing the erroneous perception of ac- 
ing moving objects in said region of interest, or said celerations or decelerations of objects in said region of 
cameras and viewed region are static, comprising the 60 interest, when there are motions in fact with neither 
step of shifting images from said left and right con- accelerations nor decelerations, or to produce a nonlin- 
verged cameras so that the stereoscopic image of an ear relation between perceived and real depth when 
object at infinity is displayed on said screen with a hori- there are no motions, each of said cameras having a lens, 
zontal screen disparity AT=T,,-Tn/=2e, where 2e is said lens having a first nodal point, comprising the steps 
the interocular distance of said observer and T,/ and 65 of selecting a fronto-parallel plane in said region of 
T,, are corresponding locations on said screen at the interest, horizontally shifting the presentation of images 
centers of left and right stereoscopic images of said on said screen so that images from said left and right 
object at infinity. camera of a thin, vertical object located in the center of 
5,065,236 
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the viewed portion of said fronto-parallel plane overlap 
completely and exactly on said screen, and selecting a 
magnification factor q, defined as the scale expansion 
factor between distances on each camera’s plane of 
equal pixel projection and distances on said display 
screen. 
22. In a stereoscopic viewing system for a human 
observer, a method of providing a stereoscopic image 
presentation with special effects on a display screen of a 
viewed three-dimensional region of interest using a left 
camera and a right camera which, if moving, move in 
unison relative to said viewed region of interest, or said 
cameras are viewing moving objects in the region of 
interest, and said special effects consist of erroneously 
enhancing the perception of accelerations or decelera- 
tions of said left and right cameras in unison relative to 
said region of interest, or erroneously enhancing the 
perception of accelerations or decelerations of objects 
in said region of interest, when there are in fact some 
accelerations or decelerations, each of said cameras 
having a lens, said lens having a first nodal point, com- 
prising the steps of selecting a fronto-parallel plane in 
said region of interest, horizontally shifting the presen- 
tation of images on said screen so that images from said 
left and right camera of a thin, vertical object located in 
the center of the viewed portion of said fronto-parallel 
plane overlap completely and exactly on said screen, 
and selecting a magnification factor q, defined as the 
scale expansion factor between distances on each cam- 
era’s plane of equal pixel projection and distances on 
said display screen, to produce a nonlinear relation 
between perceived and real depth, and erroneously 
enhancing perceived accelerations and decelerations. 
23. In a stereoscopic viewing system, a method as 
defined in claim 21 for producing special effects 
wherein the axes of said left and right cameras are con- 
verged at a point on said fronto-parallel plane and said 
magnification factor q is selected to not satisfy a condi- 
tion Ve-qwl=O, where V is the camera convergence 
distance, e is half the interocular distance of said ob- 
server, w is half the intercamera distance and 1 is the 
actual distance from said first nodal point of each cam- 
era to said convergence point, thereby intentionally 
producing erroneously perceived accelerations and 
decelerations. 
24. In a stereoscopic viewing system, a method as 
defined in claim 21 wherein the axes of said left and 
right cameras are converged at a point on said fronto- 
parallel plane including the step of selecting said inter- 
camera distance, 2w, which does not satisfy a condition 
Ve-qwl=O for said image presentation, where V is the 
camera convergence distance, e is half the interocular 
distance of said observer, and 1 is the actual distance 
from said first nodal point of each camera lens to said 
convergence point, thereby intentionally producing 
erroneously perceived accelerations and decelei a o n s .  
25. A method as defined in claim 24 including the step 
of positioning an observer at a distance s=q12/V from 
said screen thereby providing minimally distorted ste- 
reoscopic views of said viewed region for converged 
cameras with special effects. 
26. A method of providing stereoscopic image pre- 
sentation of objects using left and right converged cam- 
eras as defined in claim 23 including the step of selecting 
a new fronto-parallel plane of interest in said viewed 
region of interest, horizontally shifting said images from 
said left and right cameras on said screen so that said left 
and right camera images of a thin, vertical object lo- 
22 
cated in the center of the viewed portion of said newly 
selected plane overlap completely and exactly on said 
screen, and then changing said magnification factor to 
not satisfy the condition q=Ve/wl where q is defined in 
5 terms of said newly selected planes of equal pixel pro- 
jection that are parallel to said camera image collection 
plates of said left and right cameras and intersect said 
newly selected fronto-parallel plane of interest and a 
line between said cameras that bisects the angle of con- 
27. A method as defined in claim 26 including the step 
of positioning an observer at a distance s=ql2/v from 
said screen thereby providing minimally distorted ste- 
reoscopic views of said viewed region for converged 
28. In a stereoscopic viewing system, a method as 
defined in claim 22 for producing special effects 
wherein the axes of said left and right cameras are con- 
verged at a point on said fronto-parallel plane and said 
20 magnification factor q is selected to not satisfy a condi- 
tion Ve-qwl=O, where V is the camera convergence 
distance, e is half the interocular distance of said .ob- 
server, w is half the intercamera distance and 1 is the 
actual distance from said first nodal point of each cam- 
25 era to said convergence point, thereby intentionally 
enhancing erroneously perceived accelerations and 
decelerations. 
29. In a stereoscopic viewing system, a method as 
defined in claim 22 wherein the axes of said left and 
30 right cameras are converged at a point on said fronto- 
parallel plane including the step of selecting said inter- 
camera distance, 2w, which does not satisfy a condition 
Ve-qwl=O for said image presentation, where V is the 
camera convergence distance, e is half the interocular 
35 distance of said observer, and 1 is the actual distance 
from said first nodal point of each camera lens to said 
convergence point, thereby intentionally enhancing 
erroneously perceived accelerations and decelerations. 
30. A method as defined in claim 29 including the step 
40 of positioning an observer at a distance s=qlr/V from 
said screen thereby providing minimally distorted ste- 
reoscopic views of said viewed region for converged 
cameras with special effects. 
31. A method of providing stereoscopic image pre- 
45 sentation of objects using left and right converged cam- 
eras as defined in claim 28 including the step of selecting 
a new fronto-parallel plane of interest in said viewed 
region of interest, horizontally shifting said images from 
said left and right cameras on said screen so that said left 
50 and right camera images of a thin, vertical object lo- 
cated in the center of the viewed portion of said newly 
selected plane overlap completely and exactly on said 
screen, and then changing said magnification factor to 
not satisfy the condition q=Ve/wl where q is defined in 
55 terms of said newly selected planes of equal pixel pro- 
jection that are parallel to said camera image collection 
plates of said left and right cameras and intersect said 
newly selected fronto-parallel plane of interest and a 
line between said cameras that bisects the angle of con- 
32. A method as defined in claim 31 including the step 
of positioning an observer at a distance s=q12/V from 
said screen thereby providing minimally distorted ste- 
reoscopic views of said viewed region for converged 
33. In a stereoscopic viewing system for a human 
observer, a method of providing a stereoscopic image 
presentation with special effects on a display screen of a 
10 vergence of said cameras. 
15 cameras with special effects. 
60 vergence of said cameras. 
65 cameras with special effects. 
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viewed three-dimensional region of interest using a left 35. In a stereoscopic viewing system for a human 
camera and a right camera which, if moving, move in observer, a method of providing a stereoscopic image 
unison relative to said viewed region of interest, or said presentation with special effects on a display screen of a 
cameras are viewing moving objects in said region of viewed three-dimensional region of interest, using a left 
interest, or said cameras and viewed region are static, 5 camera and a right camera which. if moving, move in 
said special effects consisting of producing the errone- unison relative to said viewed region of interest, or said 
ous perception of accelerations or decelerations of said cameras are viewing moving objects in said region of 
left and ,-iiht in unison relative to said region of interest, said special effects consisting of erroneously 
interest, or producing the perception of ac- enhancing the perception of accelerations or decelera- 
celerations or decelerations of ob,ects in said region of 10 tions of said left and right cameras in unison relative to 
interest, when there are motions in fact with neither said region of interest, or erroneously enhancing the 
accelerations nor decelerations, or to produce a nonlin- perception of accelerations or decelerations of objects 
ear relation between perceived and real depth when in said region of interest, when there are in fact some 
accelerations or decelerations, using parallel left and there are no motions, using parallel left and right cam- 
15 right cameras, selecting a fronto-parallel plane of inter- eras, selecting a fronto-parallel plane of interest y = D  est y = D  located at a camera viewing distance D from 
the line between said first nodal points of said lenses of located at a camera viewing distance D from the line between said first nodal points and said lenses of said said left and right cameras, said camera viewing dis- left and right cameras, said camera viewing distance tance being the perpendicular distance from the center 
line between said first nodal points to the center of said of said region of interest, focusing said left and right 
region of interest, focusing said left and right cameras so so that the center of the depth of the focused 
that the center of the depth of the focused region lies on region lies on said y = D  at said camera viewing 
horizontally shifting on said screen images from said left 25 from said left and right so that left and right 
and right cameras so that left and right camera images camera images of a thin vertical object located in the 
of a thin vertical object located in the center of the Center of said plane y = ~  overlap completely and ex- 
viewed portion of said plane y=D overlap actly On said screen, and selecting a magnification fac- 
and exactly on said screen, and selecting a magnification tor which does not satisfy the condition q=e/w, 
factor q which does not satisfy the condition q=e/w, 30 where e is half the interocular distance of said observer 
where e is half the interocular distance of said observer and is haif the intercamera distance, thereby produc- 
and w is half the intercamera distance, thereby produc- ing a nonlinear relation between perceived and real 
ing a nonlinear relation between perceived and real depth, and erroneously enhancing perceived accelera- 
depth, and producing erroneoUslY perceived accelera- tions and decelerations in depth for the entire viewed 
tions and decelerations in depth for the entire viewed 35 region of interest. 
region of interest. 36. A method as defined in claim 35 including the step 
of positioning an observer at a distance s = q D  from said 
of positioning an observer at a distance s = q D  from said screen where D is said selected viewing distance and q 
screen where D is said selected viewing distance and q is said magnification factor selected to not satisfy said 
is said magnification factor selected to not satisfy said 40 condition q=e/w, thereby providing minimally dis- 
condition q =  e/w, thereby providing minimally dis- torted stereoscopic views with special effects of objects 
torted stereoscopic views with special effects of objects accelerating and decelerating in said viewed region. 
being the perpendicular distance from the Center Of said 20 of =id line between said first nodal points to the center 
said plane y = D  at said camera viewing distance D. distance D, horizontally shifting on said Screen images 
34. A method as defined in claim 33 including the step 
accelerating and decelerating in said viewed region. * * * * *  
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