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Abstract
Let rex(n, F ) denote the maximum number of edges in an n-vertex graph that is
regular and does not contain F as a subgraph. We give lower bounds on rex(n, F ),
that are best possible up to a constant factor, when F is one of C4, K2,t, K3,3 or
Ks,t when t > s!.
1 Introduction
For a fixed graph F , the Tura´n number of F is the maximum number of edges in an
n-vertex graph that does not contain F as a subgraph and is denoted by ex(n, F ). Tura´n
numbers for various graphs or families of graphs are the central functions in extremal
graph theory. In this paper, we study a related function, where one restricts to regular
graphs.
Let rex(n, F ) be the maximum number of edges in a regular n-vertex F -free graph.
Following [7] and [15], we will call this the regular Tura´n number of F . By the definitions,
we have the trivial inequality
rex(n, F ) ≤ ex(n, F ),
for all F and n. However, unlike ex(n, F ), the function rex(n, F ) is not necessarily mono-
tone in n. For example, Mantel’s theorem shows that rex(2k,K3) = k
2, but Andra´sfai
[2] proved that rex(2k + 1, K3) ≤ (2k + 1)2/5.
Most of the previous work on regular Tura´n numbers is given by the extensive study
of cages (see [12] for a survey), where one forbids all cycles up to a fixed length. For
other graphs, regular Tura´n numbers were introduced and studied systematically in [15].
The regular Tura´n problem was motivated by Caro and Tuza’s work on singular Tura´n
numbers [8]. In [15], Gerbner, Patko´s, Tuza, and Vizer showed that for non-bipartite
F with odd girth g, one has rex(n, F ) ≥ n2/(g + 6) − O(n) and asked to determine
lim infn→∞ rex(n, F )/n2 for non-bipartite F . This problem was solved independently in
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[7] and [9] for graphs F with chromatic number at least 4, and the authors proved partial
results for graphs with chromatic number 3. Following [7] and [9], exact results on regular
Tura´n numbers of trees and complete graphs were obtained in [14].
In both [7] and [15] it is acknowledged that we do not know much about rex(n, F )
when F is a bipartite graph with a cycle, and this will be the focus of the current paper.
Given a bipartite graph F , the quantity we will be particularly interested in is
Q(F ) := lim sup
n→∞
ex(n, F )
rex(n, F )
which is a measure of how close rex(n, F ) is to ex(n, F ). By the trivial inequality, Q(F )
is always at least 1. It is natural to ask when Q(F ) = 1 and when Q(F ) < ∞. Our
main theorems give lower bounds for rex(n, F ), showing that Q(F ) is finite for several
different bipartite graphs. We begin with C4, the smallest bipartite graph containing a
cycle.
Theorem 1.1 The regular Tura´n number of C4 satisfies
rex(n, C4) ≥
(
1
2
√
6
− o(1)
)
n3/2.
Fu¨redi [13] showed that ex(K2,t+1) ∼
√
t
2
n3/2. Since a C4-free graph is also K2,t+1
free, Theorem 1.1 shows that for any fixed t, Q(K2,t+1) is bounded above by a constant
that depends on t, namely
√
t/6. However, just using C4-free graphs does not show that
lim supt→∞Q(K2,t+1) is finite. We show that this limit is finite in the following theorem.
Theorem 1.2 For t ≥ 1, the regular Tura´n number of K2,2t+1 satisfies
rex(n,K2,2t+1) ≥
(√
t/20− o(1)
)
n3/2.
Theorem 1.2 implies Q(K2,t+1) ≤ 10.
Using the K3,3-graphs constructed by Brown [4], together with some number theoretic
results on the Waring-Goldbach problem, we can prove a lower bound on the regular
Tura´n number of K3,3.
Theorem 1.3 For large enough n, the regular Tura´n number of K3,3 satisfies
rex(n,K3,3) ≥ 1
2
3
√
142
n5/3 − O(n3/5).
One comment is that if n is of the form n = p3 where p is an odd prime, then
rex(n,K3,3) ≥ n5/3−n4/32 which is asymptotically best possible since ex(n,K3,3) ∼ 12n5/3.
Therefore,
lim inf
n→∞
ex(n,K3,3)
rex(n,K3,3)
= 1.
Finally, we use the norm graphs of Kolla´r, Ro´nyai, and Szabo´ [16] to give lower bounds
on the regular Tura´n number of Ks,t when t > s!.
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Theorem 1.4 Let s ≥ 3 and t > s!. Then there is a constant C depending only on s so
that for large enough n, the regular Tura´n number of Ks,t satisfies
rex(n,Ks,t) ≥ Cn2−1/s.
We end the introduction with two open problems that we feel are most natural to try
next.
Problem 1.5 Show that Q(C6) and Q(C10) are finite.
Problem 1.6 Determine whether or not Q(C4) = 1.
In Section 2, we give an outline of how the main theorems are proved and establish
some necessary lemmas. In Sections 3, 4, 5, and 6 we prove our main theorems.
2 Preliminaries
For F ∈ {C4, K2,t, K3,3, Ks,t} with t > s!, there are classical constructions of F -free
graphs with many edges coming from geometry and algebra. To give an upper bound on
the quantity
Q(F ) = lim sup
n→∞
ex(n, F )
rex(n, F )
,
we will give constructions of regular graphs on n vertices that are F -free and have many
edges. The first difficulty is that to bound the limit superior, we need a lower bound
on rex(n, F ) for arbitrary n. Since the function rex(n, F ) is not monotone in n, it does
not suffice to construct a sequence of F -free graphs which have number of vertices some
function of a prime and then use a density of primes argument, as is common when
proving lower bounds for ex(n, F ).
Therefore, given an n, our strategy will be to take disjoint unions of F -free graphs so
that the number of vertices sums to n. As the classical constructions of F -free graphs
are defined algebraically or geometrically, the number of vertices in these graphs is some
function of a prime power. Because of this, we will need the following theorem on the
Waring-Goldbach problem when the prime powers are restricted to being almost equal.
Theorem 2.1 (Wei and Wooley [25]) Let k ≥ 3 be a natural number and let θk = 45
if k = 3 and 5
6
if k ≥ 4. For a prime p, let τ = τ(k, p) be the integer such that pτ |k but
pτ+1 6 |k. Define γ = γ(k, p) by γ(k, p) = τ + 2 when p = 2 and τ > 0, and otherwise
γ(k, p) = τ + 1. Let R = R(k) =
∏
pγwhere the product is taken over all primes with
(p − 1)|k. Then for any ε > 0 and ℓ > 2k(k − 1), if n is a sufficiently large integer
congruent to ℓ mod R, the equation
n = pk1 + p
k
2 + · · ·+ pkℓ ,
has a solution in prime numbers pj with |pj − (n/ℓ)1/k| <
(
(n/ℓ)1/k)
)θk+ε.
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The next difficulty we encounter is that when we take a disjoint union of F -free
graphs, each component may not be regular of the same degree (indeed, each component
may itself not be regular, but we ignore this for the moment). To make the vertices
have the same degree, we will remove a regular subgraph from each component. For
this purpose, we will need a theorem about finding Hamilton cycles. The combinatorial
Laplacian of a graph is the matrix D − A where D is the diagonal degree matrix and A
is the adjacency matrix.
Theorem 2.2 (Butler and Chung [6]) Let G be a graph on n vertices with average
degree d and 0 = µ1 ≤ µ1 ≤ · · · ≤ µn−1 be the eigenvalues of the combinatorial Laplacian
of G. There is a constant c so that if
|d− µi| ≤ c (log log n)
2
logn(log log log n)
d,
for i 6= 0 and n sufficiently large, then G is Hamiltonian.
To compute eigenvalues, we will need the following result on cyclotomic periods. This
lemma is known but we provide a proof for completeness.
Lemma 2.3 Let q be a prime power, χ an additive character of Fq, and H a multiplica-
tive subgroup. Then ∣∣∣∣∣
∑
x∈H
χ(x)
∣∣∣∣∣ ≤
√
q.
Proof. Let γ generate F∗q, and let H be generated by γ
h where h|q − 1. Consider the
multiplicative character θ defined by
θ(γk) = exp
(
2πi
h
· k
)
.
Then the linear combination 1 + θ + θ2 + · · · + θh−1 evaluates to h on H and 0 on the
complement of H . Therefore, we have that
∑
x∈H
χ(x) =
1
h
∑
x∈F∗q
(1 + θ + · · ·+ θh−1)(x) · χ(x) = 1
h
h−1∑
j=0
∑
x∈F∗q
θj(x) · χ(x).
Standard theorems on Gauss sums (e.g. Theorem 5.11 in [19]) give that each inner sum
has modulus bounded by
√
q. Using the triangle inequality completes the proof.
En route to the proofs of Theorems 1.3 and 1.4, we will show that the K3,3-free graphs
of Brown [4] and the Ks,s!+1-free graphs of Kolla´r, Ro´nyai, and Szabo´ [16] are expanders
(see Theorems 5.5 and 6.1).
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3 The regular Tura´n number of C4
In this section, we prove Theorem 1.1. Given an n, if n is even our strategy will be to
construct a bipartite Cayley graph that is C4-free. If n is odd, we will use a construction
from geometry to find a regular C4-free graph on an odd number of vertices, and we will
take this graph and a disjoint union of a bipartite Cayley graph to find a C4-free graph
on n vertices. We can then choose the size of the generating set of the Cayley graph to
ensure that the entire graph is regular. We now work out the details.
We begin with a lemma that is most certainly known. It proves that for any large
enough integer M , there is an M ×M C4-free bipartite graph that is k-regular where k
may be taken asymptotically as large as (M/2)1/2.
Lemma 3.1 There is an integer n0 such that the following holds. For any integer M >
n0, there is an M ×M bipartite C4-free graph that is k-regular for any k with
1 ≤ k ≤ (⌊M/2⌋ + 1)1/2 − (⌊M/2⌋ + 1)0.2625 .
Proof. By a result of Baker, Harman, and Pintz [3], there is an x0 such that for all
x > x0, the interval [x− x0.525, x] contains a prime. We apply this result to obtain that
for M > n0, there is a prime p with
(⌊M/2⌋+ 1)1/2 − (⌊M/2⌋+ 1)0.2625 ≤ p ≤ (⌊M/2⌋+ 1)1/2 . (1)
Let A ⊂ Zp2−1 be a Bose-Chowla Sidon set (see [5]). Thus, |A| = p, and for any
a1, a2, a3, a4 ∈ A, the equation a1 + a2 ≡ a3 + a4(mod p2− 1) implies {a1, a2} = {a3, a4}.
Inequality (1) implies that p2 − 1 ≤ ⌊M/2⌋. Since A ⊂ Zp2−1 = {1, 2, . . . , p2 − 1}, we
may view A as a subset of {1, 2, . . . , ⌊M/2⌋}. For any k with k ≤ (⌊M/2⌋ + 1)1/2 −
(⌊M/2⌋ + 1)0.2625, we may choose a subset A ⊆ A with |A| = k. Define an M × M
bipartite graph with parts X = ZM and Y = ZM where x ∈ X is adjacent to y ∈ Y if
and only if x+ y ≡ a(mod M) for some a ∈ A. This bipartite graph has parts of size M ,
and is regular of degree |A| = k. We finish the proof of the lemma by showing that this
graph is C4-free.
Suppose x1y1x2y2 is a 4-cycle with x1, x2 ∈ X , y1, y2 ∈ Y . There are elements
a, b, c, d ∈ A such that
x1 + y1 ≡ a(mod M), x1 + y2 ≡ b(mod M),
x2 + y1 ≡ d(mod M), x2 + y2 ≡ c(mod M).
This system of congruences implies
a− b+ c− d ≡ 0(mod M) ⇒ a+ c ≡ b+ d(mod M).
Recalling that A, hence A, is contained in {1, 2, . . . , ⌊M/2⌋}, this last congruence can
be turned into an equality in Z so a + c = b + d. Taking this equation modulo p2 − 1
and using the fact that A is a Sidon set gives {a, c} = {b, d}. If a ≡ b(mod p2 − 1), then
a ≡ b(mod M) which implies y1 and y2 are the same vertex. A similar contradiction
occurs if a ≡ d(mod M).
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Corollary 3.2 There is an n0 such that for all n > n0 with n even, there is a C4-free
n-vertex graph that is (⌊n/2⌋+ 1)1/2 − (⌊n/2⌋+ 1)0.2625-regular.
For odd n, our lower bound will be obtained by taking the disjoint union of two C4-
free graphs. One of these graphs is an induced subgraph of the Erdo˝s-Re´nyi orthogonal
polarity graph ERq.
Let q be a power of an odd prime. Parsons [20] (see also [26]) showed that there is a
C4-free
q−1
2
-regular graph on
(
q+1
2
)
vertices, and another on
(
q
2
)
vertices. We denote these
graphs by R1,q and R2,q, respectively. These are induced subgraphs of ERq and more on
these subgraphs, and ERq in general, can be found in Williford’s Ph.D. thesis [26].
Theorem 3.3 Let 0 < ǫ < 1
100
. There is an n0 = n0(ǫ) such that the following holds.
For all odd n > n0, there is a C4-free n-vertex graph that is
(√
1/6− ǫ
)
n1/2-regular.
Proof. Let 0 < ǫ < 1
100
and let δ = 2
3
− ǫ. Let n be large enough so that there is a prime
p with
⌊
√
δn⌋ − ⌊
√
δn⌋0.525 ≤ p ≤ ⌊
√
δn⌋. (2)
Define
N =
{
n− (p+1
2
)
if p ≡ 1(mod 4),
n− (p
2
)
if p ≡ 3(mod 4).
Since n is odd, N is even by definition and we let N = 2M . We will now assume that
p ≡ 1(mod 4) as the proof in the case when p ≡ 3(mod 4) is similar.
The graph we construct will be the disjoint union of two graphs, one of which is a
bipartite graph obtained from applying Lemma 3.1. The other is R1,p, which has
(
p+1
2
)
vertices and is p−1
2
-regular. We wish to apply Lemma 3.1 to obtain a N/2×N/2 bipartite
graph B1 that has N = n−
(
p+1
2
)
vertices and is p−1
2
-regular. To do so, we need
1 ≤ p− 1
2
≤ (⌊N/4⌋ + 1)1/2 − (⌊N/4⌋)0.2625 . (3)
By (2), p = (1 + o(1))
√
(2/3− ǫ)n. By definition of N ,
N = n− (1 + o(1))p
2
2
= n− (1 + o(1))(2/3− ǫ)
2
n =
(
2
3
+
ǫ
2
+ o(1)
)
n.
Thus, the right hand side of (3) is
(⌊N/4⌋ + 1)1/2 − (⌊N/4⌋)0.2625 = (1 + o(1))1
2
√
(2/3 + ǫ/2 + o(1))n,
which, with
p− 1
2
= (1 + o(1))
1
2
√
(2/3− ǫ)n,
shows that (3) holds for large enough n. By Lemma 3.1, there is a p−1
2
-regular N/2×N/2
bipartite graph that is C4-free. Taking the disjoint union of this bipartite graph and R1,p
proves Theorem 3.3 in the case p ≡ 1(mod 4).
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4 The regular Tura´n number of K2,t
In this section we prove Theorem 1.2. Similar to the previous section, our strategy will
be to use either a bipartite Cayley graph, or the disjoint union of a regular graph on an
odd number of vertices and a bipartite Cayley graph. The first step is to construct a
graph similar to the K2,t+1-free graphs of Fu¨redi [13]. While Fu¨redi’s constructions are
algebraically defined graphs, ours will be written as Cayley sum graphs.
Let p be an odd prime and let θ be a generator of the multiplicative group F∗p. Suppose
t ≥ 1 is an integer that divides p− 1. Let Γ = Z(p−1)/t × Fp and µ = θ p−1t . Define
S = {(m, θmµn) : m ∈ Z(p−1)/t, 0 ≤ n ≤ t− 1}.
The set S can also be written as
S =
{(
a
(
mod
p− 1
t
)
, θa(mod p)
)
: a ∈ Zp−1
}
,
where we use the least residues Zp−1 = {0, 1, . . . , p− 2}.
Let Hp,t, be the graph with vertex set Γ, and distinct vertices (x, y) and (a, b) are
adjacent if
(x, y) + (a, b) ∈ S.
Thus, (x, y) and (a, b) are adjacent if and only if there is an m ∈ Z(p−1)/t and n ∈
{0, 1, . . . , t− 1} such that
x+ a ≡ m(mod p−1
t
) and y + b ≡ θmµn(mod p).
This graph is a modification of a graph constructed by Ruzsa [21].
Lemma 4.1 The graph Hp,t is K2,t+1-free.
Proof. Suppose (x, y) and (u, v) are two distinct vertices with t+ 1 common neighbors
(si, wi), 1 ≤ i ≤ t+ 1. There are elements ai, bi ∈ Zp−1 such that
x+ si ≡ ai(mod p−1t ), y + wi ≡ θai(mod p),
u+ si ≡ bi(mod p−1t ), v + wi ≡ θbi(mod p).
Therefore, x− u ≡ ai − bi(mod p−1t ) and y − v ≡ θai − θbi(mod p). The first congruence
implies that there is an integer δi such that x− u = ai − bi + δi
(
p−1
t
)
in Z. Hence,
θx−u ≡ θai−bi+δi((p−1)/t) ≡ θai−biµδi(mod p).
The exponent δi may be taken modulo t since µ = θ
(p−1)/t, and so we let δ∗i ≡ δi(mod t)
where δ∗i ∈ {0, 1, . . . , t− 1}. Since i ranges from 1 to t+ 1, there exists i, j with 1 ≤ i <
j ≤ t+ 1 and δ∗i = δ∗j . This gives
θai−biµδ
∗
i ≡ θaj−bjµδ∗j (mod p)
so θai−bi ≡ θaj−bj (mod p). Let A = θaiθbj = θajθbi . Using the fact that y − v ≡
θai − θbi(mod p), we let
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B = θai + θbj ≡ θaj + θbi(mod p).
The pairs {θai , θbj} and {θaj , θbi} are the roots of X2 − BX + A in Fp. By unique
factorization in Fp[x], {θai , θbj} = {θaj , θbi}. If ai ≡ aj(mod p) and bj ≡ bi(mod p), then
the vertices (si, wi) and (sj, wj) are the same, a contradiction. If ai ≡ bi(mod p) and
bj ≡ aj(mod p), then the vertices (x, y) and (u, v) are the same, another contradiction.
This shows Hp,t is K2,t+1-free.
Lemma 4.2 The graph Hp,t contains p−1 vertices of degree p−2, and all other vertices
have degree p− 1.
Proof. Let (x, y) be a vertex in Hp,t. Then, since |S| = p − 1, the vertex (x, y) has
degree p− 1 unless
(x, y) + (x, y) = (m, θmµn)
for some m ∈ Z(p−1)/t and n ∈ {0, 1, . . . , t − 1}. From x + x ≡ m(mod p−1t ), we get
2x = m+ δ
(
p−1
t
)
for some integer δ. Then
2y ≡ θ2x−δ((p−1)/t)µn ≡ θ2xµn−δ(mod p).
Therefore,
(x, y) = (x, 2−1θ2xµn−δ).
There are p−1
t
choices for x and t choices for n− δ (this exponent can be taken modulo t
since µ = θ(p−1)/t) which gives p− 1 vertices of degree p− 2. Conversely, one can check
that any vertex of the form (x, 2−1θ2xµr) with r ∈ {0, 1, . . . , t−1} will have degree p−2.
Following the standard terminology, vertices of degree p−2 in Hp,t are called absolute
points. Let H∗p,t be the supergraph of Hp,t obtained by adding a new vertex a that is
adjacent to all of the absolute points of Hp,t. By Lemma 4.2, the graph H
∗
p,t has 1+
p(p−1)
t
vertices and is (p− 1)-regular. We now show that H∗p,t is K2,2t+1-free.
Lemma 4.3 The graph H∗p,t is K2,2t+1-free.
Proof. By Lemma 4.1, any K2,2t+1 in H
∗
p,t must use the added vertex a. We will show
that in Hp,t, no vertex is adjacent to 2t+1 absolute points and so H
∗
p,t will be K2,2t+1-free.
Suppose (x, y) is a vertex in Hp,t that is adjacent to absolute points (zi, 2
−1θ2ziµri)
for some 1 ≤ i ≤ D, where zi ∈ Z p−1
t
and ri ∈ Zt. We must show D ≤ 2t. Then we have
(x, y) + (zi, 2
−1θ2ziµri) = (mi, θ
miµni)
for some mi ∈ Z p−1
t
and ni ∈ Zt. Thus, x+ zi ≡ mi(mod p−1t ) so x+ zi = mi + δi
(
p−1
t
)
for some integer δi. This last equation, with
y + 2−1θ2ziµri − θmiµni ≡ 0(mod p),
implies
y + 2−1θ2ziµri − θx+ziµni−δi ≡ 0(mod p).
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Therefore, θzi is a root of the degree 2 polynomial
f(X) = 2−1µriX2 − θxµni−δiX + y.
There are t choices for ri and then at most 2 choices for θ
zi since f(X) has at most two
roots. Hence, (x, y) is adjacent to at most 2t absolute points, so D ≤ 2t.
Corollary 4.4 Let p be a prime and t ≥ 1 be an integer for which t divides p− 1. Then
the graph H∗p,t is a (p− 1)-regular graph with p(p−1)t + 1 vertices and is K2,2t+1-free.
The next step is to prove a version of Lemma 3.1 for K2,2t+1. For this we use a set
constructed in [24] that was used to solve a bipartite Tura´n problem in k-partite graphs.
Let q be a power of an odd prime and suppose t ≥ 1 is an integer for which t divides
q− 1. Let H be the subgroup of Z(q2−1)/t generated by q−1t (q + 1) = q
2−1
t
. Assume θ is a
generator of F∗q2 and let A = {a ∈ Zq2−1 : θa − θ ∈ Fq} be a Bose-Chowla Sidon set [5].
Let Γ be the quotient group Zq2−1/H ∼= Z(q2−1)/t. Finally, in the quotient group Γ, let A
be the set defined by
A = {a +H : a ∈ A}.
In [24] it is shown that |A| = q, and that for any nonzero α ∈ Γ, the number of ordered
pairs (a, b) ∈ A× A for which α = a− b in Γ is at most t. We state this as a lemma.
Lemma 4.5 ([24]) If t ≥ 1 and q is a power of an odd prime with q ≡ 1(mod t), then
there is a set A ⊂ Z(q2−1)/t with |A| = q such that for any α ∈ Z(q2−1)/t\{0}, there are at
most t ordered pairs (a, b) ∈ A×A such that
α ≡ a− b
(
mod
q2 − 1
t
)
.
Lemma 4.6 Let t ≥ 1 be an integer and ǫ > 0 be a positive real number. There is an
n0 = n0(t, ǫ) such that the following holds. For any M > n0 and k with
1 ≤ k ≤ (1− ǫ)
(⌊
tM
2
⌋
+ 1
)1/2
,
there is a k-regular M ×M bipartite graph that is K2,2t+1-free
Proof. Let t ≥ 1. Choose a prime p with p ≡ 1(mod t) and
(1− ǫ) (⌊tM/2⌋ + 1)1/2 ≤ p < (⌊tM/2⌋ + 1)1/2 . (4)
This can be done by Dirichlet’s Theorem on primes in arithmetic progressions, and in
particular the Siegel-Walfisz Theorem. Indeed, the Siegel-Walfisz Theorem gives that for
large enough M , the number of primes p with p ≡ 1(mod t) satisfying (4) is at least
ǫ(tM/2)1/2
2φ(t) ln(tM/2)
− O
(
M1/2
ln2(M)
)
.
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This is positive for large enoughM depending on ǫ and t. Here φ(t) is Euler’s totient func-
tion. Let A ⊂ Z(p2−1)/t be as in Lemma 4.5. By (4), we may view A ⊂ {1, 2, . . . , ⌊M/2⌋}
since p
2−1
t
< ⌊M
2
⌋. For any k with
1 ≤ k ≤ (1− ǫ) (⌊tM/2⌋ + 1)1/2 ,
we may choose a subset A′ ⊆ A with |A′| = k. Thus, A′ is a k element subset of ZM that
is contained in the “first half” {1, 2, . . . , ⌊M/2⌋} of ZM .
Define an M ×M bipartite graph with parts X = ZM and Y = ZM where x ∈ X is
adjacent to y ∈ Y if and only if
x+ y ≡ a(mod M)
for some a ∈ A′. This graph is k-regular. We complete the proof by showing that it
is K2,2t+1-free. Let x1, x2 be distinct vertices in X , say with 1 ≤ x2 < x1 ≤ M , and
suppose this pair of vertices is adjacent 2t + 1 vertices y1, y2, . . . , y2t+1 ∈ Y . Then there
are elements ai, bi ∈ A′ such that
x1 + yi ≡ ai(mod M) and x2 + yi ≡ bi(mod M)
for 1 ≤ i ≤ 2t+ 1. Hence,
x1 − x2 ≡ ai − bi(mod M) (5)
for each i. Now x1 − x2 ∈ {1, 2, . . . ,M − 1}, and since A′ ⊂ {1, 2, . . . , ⌊M/2⌋}, we know
−⌊M/2⌋ < ai − bi < ⌊M/2⌋. Thus, from (5) we get
x1 − x2 = ai − bi + δiM
where δi ∈ {0, 1}. If δi = 0 for t + 1 distinct i, say 1 ≤ i ≤ t + 1, then x1 − x2 = ai − bi
(in Z) which gives x1 − x2 ≡ ai − bi(mod p2−1t ). By our assumption on A, this forces
x1 ≡ x2(mod p2−1t ) and so ai = bi. Combining this with (5) gives x1 ≡ x2(mod M) which
is a contradiction because x1 and x2 are distinct vertices. Now assume δi = 1 for t + 1
distinct i, again say 1 ≤ i ≤ t + 1. This gives x1 − x2 −M = ai − bi (in Z) and so
x1−x2−M ≡ ai−bi(mod p2−1t ). This congruence gives a similar contradiction as before.
The conclusion is that this bipartite graph is indeed K2,2t+1-free.
Corollary 4.7 Let t ≥ 1 be an integer and ǫ > 0. There is an n0 = n0(t, ǫ) such that
the following holds. For all even n > n0, there is an n-vertex K2,2t+1-free graph that is
k-regular where k ≥ (1− ǫ)(tn/4)1/2.
The last result of this section deals with the case when n is odd.
Theorem 4.8 Let t ≥ 1 be an even integer and let ǫ > 0. There is an n0 = n0(t, ǫ) such
that for all odd n ≥ n0, there is a k-regular n-vertex K2,2t+1-free graph with
k ≥ (1− 2ǫ)1/2
√
tn/5.
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Proof. Let t ≥ 1 be an even integer and write t = 2rs where r ≥ 1 and s is odd. Let
ǫ > 0, n > n0 be an odd integer, and p be a prime with
(1− 2ǫ)1/2
√
tn/5 ≤ p ≤ (1− ǫ)1/2
√
tn/5
and
p ≡ 1 + 2rs(mod 2r+1s).
Such a prime exists by the Siegel-Walfisz Theorem (note gcd(1+2rs, 2r+1s) = 1). Define
N by
n =
p(p− 1)
t
+N.
The assumption on p implies that there is an integer α such that p − 1 = 2rs + α2r+1s.
Then
p(p− 1)
t
=
p(2rs+ α2r+1s)
2rs
= p(1 + 2α)
which is odd. Therefore, N is even, say 2M = N . We now wish to apply Lemma 4.6
with M = N/2. To do so, we will need
p− 1 ≤ (1− ǫ) (⌊tN/4⌋ + 1)1/2 .
Now
N = n− p(p− 1)
t
≥ n− p
2
t
≥ n− (1− ǫ)n/5 =
(
4
5
+ ǫ
)
n.
Thus,
(1− ǫ) (⌊tN/4⌋ + 1)1/2 ≥ (1− ǫ) (tN/4)1/2 ≥ (1− ǫ)(t/4(4/5 + ǫ)n)1/2
= (1− ǫ) (1/5 + ǫ/4)1/2 (tn)1/2
≥ √1− ǫ(tn/5)1/2 > p− 1
where the second to last inequality follows since ǫ < 1
5
, and the last inequality follows
since p − 1 < √1− ǫ(tn/5)1/2. We apply Lemma 4.6 to obtain an N/2 × N/2 bipartite
graph that is K2,2t+1-free and (p− 1)-regular. Taking the disjoint union of this bipartite
graph together with the graph H∗p,t from Corollary 4.4 gives a (p− 1)-regular graph on n
vertices that is K2,2t+1-free. Finally, observe
p− 1 ≥ √1− 2ǫ(tn/5)1/2.
5 The regular Tura´n number of K3,3
In this section we prove Theorem 1.3. The outline of the proof is to take several disjoint
copies of regular K3,3-free graphs constructed by Brown [4] and to remove a regular
subgraph from each component so that the entire graph is regular.
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Let p be an odd prime. We write η for the quadratic character on Fp and define υ on
Fp by
υ(x) =
{
p− 1 if x = 0,
−1 if x ∈ Fp\{0}.
Let α be a nonzero quadratic residue when p ≡ 3(mod 4), and a quadratic nonresidue
otherwise. Recall that when p ≡ 1(mod 4), −1 is a quadratic residue and when p ≡
3(mod 4), −1 is a quadratic nonresidue. Therefore,
η(α) = −η(−1).
This equation will be used throughout this section.
Brown [4] constructed K3,3-free that gave an asymptotically tight lower bound on the
Tura´n number of K3,3. This graph, which we denote by B(p, α), is defined as follows.
For an odd prime p and α ∈ Fp\{0} satisfying η(α) = −η(−1), let B(p, α) be the graph
with vertex set F3p where (x, y, z) is adjacent to (a, b, c) if
(x− a)2 + (y − b)2 + (z − c)2 = α.
The main lemma of this section, Lemma 5.2, will be used to give an upper bound on
the number of 4-cycles in B(p, α). We will need the following proposition which counts
solutions to a quadratic equation in Fp (see [19]).
Proposition 5.1 Let p be an odd prime and let a1, a2 ∈ Fp\{0}. The number of solutions
to a1x
2 + a2y
2 = b is
p+ υ(b)η(−a1a2).
Lemma 5.2 Let p be an odd prime and let α ∈ Fp\{0} where α is a quadratic residue
if p ≡ 3(mod 4), and a quadratic nonresidue otherwise, i.e. η(α) = −η(−1). For any
(a, b, c) ∈ F3p\{(0, 0, 0)}, the number of solutions (x, y, z) ∈ F3p to the system
x2 + y2 + z2 = α (6)
(x− a)2 + (y − b)2 + (z − c)2 = α (7)
is {
0 if τ = 0,
p+ υ(α− 2−2τ)η(−τ) otherwise,
where
τ := a2 + b2 + c2. (8)
Proof. Combining (6) and (7) gives
ax+ by + cz = 2−1τ.
Without loss of generality, we assume that c 6= 0 so that
z = c−1(−ax− by + 2−1τ). (9)
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First suppose that τ = 0. Then (9) gives z = c−1(−ax − by). Substitution into (6) and
simplifying leads to
(a2 + c2)x2 + (b2 + c2)y2 + 2abxy = c2α.
Now τ = 0 implies c2 = −a2 − b2 so we can rewrite this last equation as b2x2 + a2y2 −
2abxy = −c2α. Thus (bx− ay)2 = −c2α and so
1 = η(−c2α) = η(−α) = η(−1)η(α) ⇒ η(−1) = η(α).
This contradicts the assumption η(α) = −η(−1). This shows τ cannot be 0.
Now we begin the main portion of the proof. Putting (9) into (6) gives
(1 + a2c−2)x2 + (1 + b2c−2)y2 + 2abc−2xy − ac−2τx− bc−2τy = α− (c−1τ2−1)2. (10)
Case 1: One of a or b is 0.
Without loss of generality, assume a = 0. Then τ = b2 + c2 and z = c−1(−by + 2−1τ)
by (8) and (9). Using (10) and a = 0 gives
x2 + (1 + b2c−2)y2 + (−bc−2τ)y = α− (2−1c−1τ)2. (11)
We eliminate the y-term using the substitutions
X = x and y = Y + 2−1b.
Substituting τ = b2 + c2, after some manipulation, one obtains
X2 + c−2τY 2 = α− (2−1c−1τ)2 + 2−1b2c−2τ − 2−2b2c−2τ (12)
The right hand side can be rewritten as follows:
α− (2−1c−1τ)2 + 2−1b2c−2τ − 2−2b2c−2τ = α + 2−2c−2τ(−τ + 2b2 − b2)
= α + 2−2c−2τ(−(b2 + c2) + b2)
= α− 2−2τ.
Using Proposition 5.1, the number of solutions to (12) is
p+ υ(α− 2−2τ)η(−c−2τ) = p+ υ(α− 2−2τ)η(−τ).
Case 2: Neither of a or b is 0.
We now consider cases depending on the coefficients of x2 and y2 in (10).
Subcase 2.1: 1 + a2c−2 = 0 = 1 + b2c−2.
In this subcase we have the equations
a2 = −c2 = b2, τ = a2 + b2 + c2 = a2 = b2 = −c2, and τ 2 = c4.
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Also, a2 = −c2 implies −1 is a quadratic residue so p ≡ 1(mod 4). Using these three
equations, (10) can be rewritten as
− 2a−1bxy + ax+ by = α− c22−2. (13)
Taking x = Z1 + Z2 and y = Z1 − Z2 leads to
− 2a−1bZ21 + 2a−1bZ22 + (a+ b)Z1 + (a− b)Z2 = α− c22−2. (14)
Next, we take U = Z1 + (a+ b)(2(−2a−1b))−1 and V = Z2 + (a− b)(2(2a−1b))−1 in (14)
to obtain the quadratic form
−2a−1bU2 + 2a−1bV 2 = α− 2−2a2.
The number of solutions to this equation is
p+ υ(α− 2−2a2)η(−(−2a−1b)(2a−1b)).
However, a2 = τ , and (2a−1b)(2a−1b) = 22 because a2 = b2 (so a−1b = b−1a). Therefore,
p+ υ(α− 2−2τ)η(1) = p+ υ(α− 2−2τ)η(−τ)
where the last equality is true because p ≡ 1(mod 4) and τ = a2 so that η(1) = η(−1) =
η(−τ).
Subcase 2.2: 1 + a2c−2 = 0 and 1 + b2c−2 6= 0.
Note that 1 + a2c−2 = 0 implies a2 = −c2. This implies p ≡ 1(mod 4) and this will
be used at the end of this subcase.
Under these assumptions, (10) becomes
(1 + b2c−2)y2 + 2abc−2xy − ac−2τx− bc−2τy = α− (c−1τ2−1)2. (15)
This is a polynomial of the form
β1y
2 + β2xy + β3x+ β4y = γ (16)
with β1 6= 0, β2 6= 0. The substitutions x = V + 2β1β−22 β3 − β−12 β4 and
y = U − 2−1β−11 β2V − β−12 β3
convert (16) to
β1U
2 − (2−2β−11 β22)V 2 = γ − β1β−22 β23 + β−12 β3β4. (17)
The number of solutions to this equation is
p+ υ(γ − β1β−22 β23 + β−12 β3β4)η(−β1(−2−2β−11 β22))
which can be rewritten as
p+ υ(γ − β3β−22 (β1β3 − β2β4))
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since η(2−2β1β
−1
1 β2) = 1. We apply this formula to (15) with β1 = 1+ b
2c−2 = 1− b2a−2,
β2 = 2abc
−2 = −2a−1b, β3 = −ac−2τ = a−1b2, β4 = a−2b3, and γ = α − c−2τ 22−2 =
α + 2−2a−2b4 (recall 1 + a2c−2 = 0 so a2 = −c2, and τ = b2). This gives, after a simple
but tedious computation, that the number of solutions to (15) is indeed
p+ υ(α− 2−2b2) = p+ υ(α− 2−2τ)η(−τ)
where we are using η(−τ) = η(−b2) = 1 since p ≡ 1(mod 4).
Subcase 2.3: 1 + a2c−2 6= 0 6= 1 + b2c−2
In (10), we eliminate the cross term 2abc−2xy using the substitutions
X = x+ abc−2(1 + a2c−2)−1y and Y = y.
Some careful algebra leads to the equation
δaX
2 + (δb − a2b2c−4δ−1a )Y 2 − ac−2τX + (a2bc−4τδ−1a − bc−2τ)Y = α− (2−1c−1τ)2 (18)
where δa := 1 + a
2c−2 and δb := 1 + b2c−2.
Claim: The y2 term cannot be 0, i.e. δb − a2b2c−4δ−1a 6= 0.
If δb − a2b2c−4δ−1a = 0, it implies (1 + b2c−2)(1 + a2c−2) = a2b2c−4 which simplifies to
1 + a2c−2 + b2c−2 = 0,
or equivalently, τ = 0. We have already shown that this cannot occur.
As before, we convert (18) to a quadratic form. For convenient notation, let αX = δa,
αY = δb−a2b2c−4δ−1a , βX = −ac−2τ , and βY = a2bc−4τ(1+a2c−2)−1− bc−2τ so that (10)
is
αXX
2 + αY Y
2 + βXX + βY Y = α− (2−1c−1τ)2. (19)
Let ZX = X + βX(2αX)
−1 and ZY = Y + βY (2αY )−1. Using these substitutions, we
obtain the equation
αXZ
2
X + αY Z
2
Y = α− (2−1c−1τ)2 + 2−2(α−1X β2X + α−1Y β2Y ). (20)
The number of solutions to this equation is
p+ υ(α− (2−1c−1τ)2 + 2−2(α−1X β2X + α−1Y β2Y ))η(−αXαY ).
First we deal with the factor η(−αXαY ). Observe that αX = 1 + a2c−2 = c−2(a2 + c2),
and
αY = δb − a2b2c−4δ−1a
= (1 + a2c−2)−1((1 + b2c−2)(1 + a2c−2)− a2b2c−4)
= c−2(1 + a2c−2)−1τ = (a2 + c2)−1τ.
Therefore,
η(−αXαY ) = η(−(1 + a2c−2)(a2 + c2)−1τ) = η(−c−2(a2 + c2)−1(a2 + c2)τ) = η(−τ).
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Next we take care of α − (2−1c−1τ)2 + 2−2(α−1X β2X + α−1Y β2Y ). Now, as before, αX =
1 + a2c−2 = c−2(a2 + c2) and αY = (a2 + c2)−1τ Next, βX = −ac−2τ and
βY = a
2bc−4τ(1 + a2c−2)−1 − bc−2τ
= bc−2τ(a2c−2(1 + a2c−2)−1 − 1)
= bc−2τ(1 + a2c−2)−1(a2c−2 − (1 + a2c−2))
= bc−2τ(1 + a2c−2)−1.
Using these formulas for αX , αY , βX , and βY , we have
α−1X β
2
X + α
−1
Y β
2
Y = c
2(a2 + c2)−1(−ac−2τ)2 + (a2 + c2)τ−1b2c−4τ 2(1 + a2c−2)−2
= a2c−2τ 2(a2 + c2)−1 + b2τ(a2 + c2)−1
= (a2 + c2)−1(a2c−2τ 2 + b2τ)
= (a2 + c2)−1τ(a2c−2(a2 + b2 + c2) + b2)
= (a2 + c2)−1τ(a2 + b2)(1 + a2c−2)
= (a2 + c2)−1τ(a2 + b2)c−2(a2 + c2) = (a2 + b2)c−2τ.
We can now simplify α− (2−1c−1τ)2 + 2−2(α−1X β2X + α−1Y β2Y ) as follows:
α− (2−1c−1τ)2 + 2−2(α−1X β2X + α−1Y β2Y ) = α− (2−1c−1τ)2 + 2−2(a2 + b2)c−2τ
= α− 2−2c−2τ(τ − (a2 + b2))
= α− 2−2τc−2c2 = α− 2−2τ.
Hence, the number of solutions is
p+ υ(α− 2−2τ)η(−τ).
Corollary 5.3 If α ∈ Fp\{0} and η(α) = −η(−1), then the number of solutions to the
system from Lemma 5.2 is at most p+ 1 for any (a, b, c) ∈ F3p\{(0, 0, 0}.
Proof. The possible values of p + υ(α − 2−2τ)η(−τ) are p ± (p − 1) and p ± 1. The
only time the value 2p− 1 is obtained is when α = 2−2τ and η(−τ) = 1. This leads to a
contradiction since
η(α) = η(2−2τ) = η(τ) = η(−1)η(−τ) = η(−1)
but η(α) = −η(−1).
Corollary 5.4 In Brown’s graph B(p, α), the number of 4-cycles is at most
p8 + p7
8
.
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Proof. Consider the vertex (0, 0, 0). We count how many 4-cycles contain this vertex.
Given (a, b, c) 6= (0, 0, 0), the number of common neighbors of (0, 0, 0) and (a, b, c) is the
number of solutions to the system from Lemma 5.2, which was proved to be at most
p + 1. This means that there are at most (p3 − 1)(p+1
2
) ≤ p5+p4
2
4-cycles that contain
(0, 0, 0).
The graph B(p, α) is vertex transitive so every vertex is in at most p
5+p4
2
4-cycles.
If C4((a, b, c)) is the number of 4-cycles containing (a, b, c), then the total number of
4-cycles in B(p, α) is
1
4
∑
(a,b,c)∈F3p
C4((a, b, c)) ≤ 1
4
p3
(
p5 + p4
2
)
=
p8 + p7
8
.
As a corollary, we can show that B(p, α) is an expander. We say that a graph is
an (n, d, λ) graph if it has n vertices, is d-regular, and has max{λ2, |λn|} ≤ λ where
λ1 ≥ λ2 ≥ · · · ≥ λn are the eigenvalues of (the adjacency matrix of) G.
Theorem 5.5 Brown’s graph B(p, α) is a (p3, p2 − p, 71/4p7/4) graph.
Proof. Let A be the adjacency matrix of B(p, α) and assume it has eigenvalues λ1 ≥
λ2 ≥ · · · ≥ λp3. Then the trace of A4 counts closed walks of length 4 in B(p, α). A closed
walk of length 4 in a graph may be a path on 2 edges (with the starting and ending
vertex of the walk either in the middle of the path or at an end), an edge traversed 4
times, or a C4. Letting C4(G) be the number of copies of C4 in a graph G, we have
p3∑
i=1
λ4i = 2 · p3 ·
(
p2 − p
2
)
+ p3 · (p2 − p) · (p2 − p− 1) + 2e(B(p, α)) + 8 · C4(B(p, α))
= 2p7 − 4p6 + p5 + p4 + 8 · C4(B(p, α)),
since B(p, α) is p2 − p regular, and each C4 is counted 8 times by closed walks of length
4. Combining this equality with Corollary 5.4, we have
p3∑
i=1
λ4i ≤ p8 + 3p7 − 4p6 + p5 + p4 < p8 + 3p7.
We substitute λ1 = p
2 − p into this inequality and simplify to get
p3∑
i=2
λ4i ≤ 7p7 − 6p6 + 4p5 − p4 < 7p7.
Letting λ = maxi 6=1 |λi|, we have
λ4 < 7p7.
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Next we will find Hamilton cycles in B(p, α) which can be removed and the resulting
subgraph will still be regular. We use Theorem 5.5 and the following corollary of Theorem
2.2, originally proved by Krivelevich and Sudakov [17]. The corollary follows from The-
orem 2.2 because if a graph is regular than its adjacency eigenvalues and combinatorial
Laplacian eigenvalues are translates of each other.
Corollary 5.6 (Krivelevich) There exists a constant c such that if G is an (n, d, λ)
graph and
λ < c
(log log n)2
logn(log log logn)
d,
then G is Hamiltonian for n sufficiently large.
Theorem 5.7 Let ǫ > 0 and k ∈ N. For p sufficiently large, if k < p2−ǫ, then Brown’s
graph B(p, α) contains a p2 − p− 2k regular subgraph.
Proof. Let k < p2−ǫ be fixed. We will construct a sequence of graphs G0, G1, · · · , Gk
recursively where Gi is p
2− p− 2i regular. Let G0 = B(p, α). We will show that each Gi
contains a Hamilton cycle, and thus removing this cycle creates a graph Gi+1 which is
p2−p−2i−2 regular. To show that Gi is Hamiltonian, we prove by induction that Gi is
a (p3, p2− p− 2i, 71/4p7/4+2i) graph, and therefore by Corollary 5.6 it is Hamiltonian as
long as p is large enough. The base case is Theorem 5.5. For the inductive step, assume
Gi−1 is a (p3, p2 − p − 2i + 2, 71/4p7/4 + 2i − 2) graph and remove a Hamilton cycle H
from it. Then Gi−1 −H is p2 − p− 2i regular. Given Hermitian matrices A and B, the
Courant-Weyl inequalities give that λj(A)−λ1(B) ≤ λj(A+B) ≤ λj(A)+λ1(B) for any
j. Letting A(Gi−1) and A(H) play the roles of A and B respectively, and noting that
λ1(H) = 2 gives that |λj(Gi)| = |λj(Gi−1 −H)| ≤ |λj(Gi−1)|+ 2 ≤ 71/4p7/4 + 2i.
Using Theorem 2.1 gives that for sufficiently large n, there are primes p1, . . . , pk where
k = 13 if n is odd, and k = 14 if n is even, such that
n =
k∑
i=1
p3i and |pj − (n/k)1/3| ≤ n4/15+ǫ
for 1 ≤ j ≤ k.
We briefly remark that using a theorem of Kumchev and Liu [18] would give a better
error term.
Theorem 5.8 Let ǫ > 0 be arbitrary. For all sufficiently large n, there is an n-vertex
K3,3-free graph that is k-regular where k ≥ (n/13)2/3 − O(n3/5+ǫ) when n is odd, and
k ≥ (n/14)2/3 − O(n3/5+ǫ) when n is even.
Proof. First assume that n is an odd integer large enough so that there are primes
p1, . . . , p13 for which n =
∑13
i=1 p
3
i and
|pi − (n/13)1/3| ≤ n4/15+ǫ
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for 1 ≤ i ≤ 13. We may assume that p1 ≥ p2 ≥ · · · ≥ p13. Let G be the disjoint union of
the Brown graphs B(pi, αi) for 1 ≤ i ≤ 13 and some choice of αi. Clearly G is K3,3 and
has n vertices. We now remove edges from G to obtain a (p213 − p13)-regular graph. This
will complete the proof since
p13 ≥ (n/13)1/3 − n4/15+ǫ ⇒ p213 − p13 ≥
( n
13
)2/3
− O(n3/5+ǫ).
Let i ∈ {1, 2, . . . , 12}. Consider the graph B(pi, αi). We want to remove edges from
B(pi, αi) so that it is (p
2
13 − p13)-regular (which is the regularity of B(p13, α13)). For any
i,
|pi − p13| ≤ |p1 − p13| ≤ |p1 − (n/13)1/3|+ |(n/13)1/3 − p13| ≤ 2n4/15+ǫ.
Hence,
|(p2i − pi)− (p213 − p13)| ≤ 8n9/15+ǫ. (21)
Define ki by 2ki = (p
2
i − pi) − (p213 − p13) (observe ki is an integer since the right hand
side is even). By (21), ki ≤ 4n9/15+ǫ < p2−1/10i where the last inequality holds since
(n/13)1/3 − n4/15 ≤ pi (for large enough n) and because we may choose ǫ small enough.
By Lemma 5.7, we may choose a p2i − pi − 2ki = p213 − p13 regular subgraph of B(pi, αi),
call it Xi. The union of the Xi forms the needed n-vertex K3,3-free (p
2
13 − p13)-regular
graph.
The argument in the case when n is even the same with the exception that we must
write n as
∑14
i=1 p
3
i instead of a sum with 13 terms.
6 The regular Tura´n number of Ks,t when t > s!
In this section, let s and t be fixed and t > s!. We will use the norm-graphs from [16],
defined as follows. For q a prime power and a ∈ Fqs, let N(a) be the Fq norm of a, that
is
N(a) = a · aq · aq2 · · · · · aqs−1 = a(qs−1)/(q−1) ∈ Fq.
The norm-graph has vertex set Fqs and a ∼ b if N(a+ b) = 1. If N(a+ a) = 1 we call a
an absolute point. Let Nq,s be the norm-graph with the loops removed from the absolute
points and Noq,s be the norm-graph including the loops. The number of solutions in Fqs to
the equation N(x) = 1 is q
s−1
q−1 (see [19] or [16]). Therefore, the graph N
o
q,s is
qs−1
q−1 -regular
(counting loops as one neighbor), and the graph Nq,s has
qs−1
q−1 vertices of degree
qs−1
q−1 − 1
and qs − qs−1
q−1 vertices of degree
qs−1
q−1 . In [16], it is shown that Nq,s is Ks,s!+1-free (and
hence Ks,t-free).
The outline of the proof of Theorem 1.4 is as follows. Let n be fixed and sufficiently
large, and we will construct a regular Ks,t-free graph with Ω
(
n2−1/s
)
edges. We use
Theorem 2.1 to write n as a sum of s’th powers of primes that are almost equal. We take
a disjoint union of norm-graphs whose number of vertices is equal to the s’th powers of
the primes. We use Theorem 2.2 to remove edges from these graphs until most vertices
have the same degree and the absolute points have degree 1 fewer. Finally, we add a
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matching to the absolute points to make the graph regular while making sure that it
remains Ks,t-free. We now proceed with the details.
Let n be fixed. By Theorem 2.1, for n sufficiently large, there is a constant cs which
depends only on s such that we may write
n = ps1 + p
s
2 + · · ·+ psℓ ,
where each pj is a prime satisfying |pj − (n/ℓ)1/s| ≤
(
(n/ℓ)1/s
)9/10
and ℓ ≤ cs. Without
loss of generality, assume that p1 ≥ p2 ≥ · · · ≥ pℓ. Let G1 be the graph on n vertices
which is the disjoint union of the norm-graphs Npi,s for 1 ≤ i ≤ ℓ. For brevity, call
these components N1, . . . , Nℓ. Before we can use Theorem 2.2 to equalize the degrees
between components, we must show that the norm-graphs have a good spectral gap. This
is an analogue of the main result of [23], which determined the eigenvalues of the more
well-studied projective norm-graphs.
Theorem 6.1 Let λ1 ≥ λ2 ≥ · · · ≥ λqs the the eigenvalues of the adjacency matrix of
Noq,s. Then for i > 1 we have
|λi| ≤
√
qs.
Proof. Given an abelian group Γ and a subset S ⊂ Γ, we define the Cayley sum graph
CayS(Γ, S) as the graph with vertex set Γ and u ∼ v if and only if u + v ∈ Γ. Let
S1 := {a ∈ Fqs : N(a) = 1} be the subset of Fqs with norm 1. Then the norm-graph Noq,s
can be written as the Cayley sum graph CayS((Fqs,+), S1). The eigenvalues of Cayley
sum graphs are given by character sums. Given a character χ of Γ, let
χ(S) =
∑
x∈S
χ(x).
Then all of the eigenvalues of CayS(Γ, S) are given by χ(S) (when χ is real valued) or
±|χ(S)| (if χ is complex valued) as χ ranges over all of the additive characters of Γ (see
[1], [10], or [11]).
Note that S1 is a multiplicative subgroup of F
∗
qs. The largest eigenvalue of N
o
q,s is |S1|
and corresponds to the trivial additive character. The proof is complete after bounding
the remaining eigenvalues by applying the Lemma 2.3.
We use Theorem 6.1 to show that norm-graphs have almost regular subgraphs.
Theorem 6.2 Let ǫ > 0 and k ∈ N. For q sufficiently large, if k < qs−1−ǫ then the
norm-graph Nq,s contains subgraphs with each of the following degree sequences.
(a) qs − qs−1
q−1 vertices that have degree
qs − 1
q − 1 − 2k,
and the remaining q
s−1
q−1 vertices have degree
qs − 1
q − 1 − 2k − 1.
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(b) qs − qs−1
q−1 + 1 vertices of degree
qs − 1
q − 1 − 2k + 1,
and the remaining q
s−1
q−1 − 1 vertices of degree
qs − 1
q − 1 − 2k.
Proof. The proof is similar to that of Theorem 5.7. We construct a sequence of graphs
G0, G1, . . . , Gk and show that Gk has the degree sequence that we require. Let G0 = Nq,s
and note tht G0 has q
s − qs−1
q−1 vertices of degree
qs−1
q−1 and the remaining vertices (the
absolute points) have degree 1 fewer. If each Gj is Hamiltonian, then remove a Hamilton
cycle from it to create Gj+1 until we reach Gk−1. For part (a), remove a Hamilton cycle
from Gk−1 and for part (b), remove a matching on qs − 1 vertices where the one vertex
not incident to an edge in the matching is an absolute point (this must exist if Gk−1 is
Hamiltonian). Since Gk has the correct degree sequence, it suffices to show that each Gj
is Hamiltonian.
We prove that each Gj is Hamiltonian using Theorem 2.2 and induction. Let 0 =
µ0(Gj) ≤ µ1(Gj) ≤ · · · ≤ µqs−1(Gj) be the eigenvalues of the combinatorial Laplacian of
Gi. Let d(Gj) be the average degree of Gj and note that because k < q
s−1−ǫ, we have
d(Gj) ∼ qs−1. Therefore, if
|d(Gj)− µi(Gj)| ≤ qs/2 + 1 + 6j = O
(
qs−1−ǫ
)
, (22)
for all i 6= 0, then we may apply Theorem 2.2 to conclude that Gj is Hamiltonian. We
prove (22) by induction. Let i > 0 be fixed. When j = 0, notice that the combinatorial
Laplacians of Nq,s and N
o
q,s are in fact the same matrix. That is
D(G0)− A(G0) = D(Nq,s)−A(Nq,s) = D(Noq,s)− A(Noq,s) =
(
qs − 1
q − 1
)
I −A(Noq,s).
By Theorem 6.1, this implies that we have∣∣∣∣q
s − 1
q − 1 − µi(Nq,s)
∣∣∣∣ ≤ qs/2.
Since the average degree of Nq,s is between
qs−1
q−1 − 1 and q
s−1
q−1 , we have that |d(G0) −
µi(G0)| ≤ qs/2+1. Now assume that (22) holds for Gj−1. Note that d(Gj) = d(Gj−1)−2
and
(D − A)(Gj) = (D − A)(Gj−1)− 2I + A(Cqs)
where Cqs is a cycle on q
s vertices. By the Courant-Weyl inequalities, we have that
|µi(Gj)− µi(Gj−1)| is bounded above by the spectral radius of 2I −A(Cqs) which is less
than 4. By the triangle inequality,
|d(Gj)− µi(Gj)| ≤ |d(Gj−1)− µi(Gj−1)|+ 6.
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Applying the induction hypothesis completes the proof.
We now apply Theorem 6.2 to each component of G1, using that the primes pj all
satisfy |pj − (n/ℓ)1/s| ≤
(
(n/ℓ)1/s
)9/10
. If n or s is even, then apply part (a) to find a
subgraph of G1 so that all of the non-absolute points have degree
psℓ−1
pℓ−1 and all of the
absolute points have degree
psℓ−1
pℓ−1 − 1. If both n and s are odd, then apply part (b) so
that in the j’th component of G1, we have p
s
j −
psj−1
pj−1 + 1 vertices of degree
psℓ−1
pℓ−1 − 1 and
the remaining vertices have degree
psℓ−1
pℓ−1 − 2.
Call this graph G2. In either case, the number of vertices of minimum degree in G2 is
even. All that remains is to “fix” the vertices of minimum degree. To do this we will add
a matching to the minimum degree vertices of G2 such that each edge has one endpoint
in Ni and one endpoint in Nj for some i 6= j. This is accomplished with the following
lemma (see, for example, [22]).
Lemma 6.3 Let n1 ≥ · · · ≥ nℓ be natural numbers satisfying with ℓ ≥ 3 and n1 <
n2 + · · · + nℓ and n1 + · · · + nℓ even. Then the complete multipartite graph Kn1,··· ,nℓ
contains a perfect matching.
Since we have ensured that the number of minimum degree vertices in G2 is even and
since the number of these vertices in each component is asymptotically equal, we may
apply Lemma 6.3 to add a matching to the minimum degree vertices of G2 where each
edge has endpoints in two components of G2. Call this graph G3 which is either
psℓ−1
pℓ−1 or(
psℓ−1
pℓ−1 − 1
)
-regular, depending on the parity of n and s. Since ℓ is upper bounded by a
constant depending only on s, we have that the degree of regularity is Ω(n1−1/s) where
the implicit constant depends only on s.
The proof is complete once we show that G3 is Ks,t-free. Since G2 was Ks,t free, any
potential Ks,t must contain an edge of the matching that we added. Let uv be this edge
and assume that Nu and Nv are the respective components that u and v are in in G2.
Assume that u is in the part of the Ks,t that has s vertices. Then because we only added
a matching to G2, the remaining t−1 vertices in the part of size t must belong to Nu and
the remaining s−1 vertices in the part of size s must belong to Nv. Since s−1 and t−1
are at least 2, and there is only a matching between components, this is a contradiction,
and the Ks,t cannot exist.
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