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Re´sume´
Cet article introduit la contrainte Increa-
sing Nvalue, qui restreint le nombre de valeurs
distinctes affecte´es a` une se´quence de variables, de
sorte que chaque variable de la se´quence soit infe´rieure
ou e´gale a` la variable la succe´dant imme´diatement.
Cette contrainte est une spe´cialisation de la contrainte
Nvalue, motive´e par le besoin de casser des syme´tries.
Il est bien connu que propager la contrainte Nvalue est
un proble`me NP-Difficile. Nous montrons que la spe´ciali-
sation au cas d’une se´quence ordonne´e de variables rend
le proble`me polynomial. Nous proposons un algorithme
d’arc-consistance ayant une complexite´ temporelle en
O(ΣDi), ou` ΣDi est la somme des tailles des domaines.
Cette algorithme est une ame´lioration significative,
en termes de complexite´, des algorithmes issus d’une
repre´sentation de la contrainte Increasing Nvalue a`
l’aide d’automates ou de la contrainte Slide. Nous
utilisons notre contrainte dans le cadre d’un proble`me
d’allocation de ressources.
1 Introduction
La contrainte Nvalue [9] exprime une restriction du
nombre de valeurs distinctes affecte´es a` un ensemble
de variables. Bien que tester si Nvalue admet une solu-
tion ou pas soit un proble`me NP-Difficile [5], un certain
nombre d’algorithmes de filtrage ont e´te´ de´veloppe´s ces
dernie`res anne´es [3, 2]. Dans le but de casser des sy-
me´tries, nous pre´sentons dans cet article la contrainte
Increasing Nvalue, qui repre´sente la conjonction de
Nvalue avec une chaˆıne de contraintes binaires d’in-
e´galite´ non strictes. Nous proposons un algorithme
de filtrage qui re´alise la consistance d’arc ge´ne´ralise´e
(GAC) pour Increasing Nvalue avec une complexite´
temporelle en O(ΣDi), ou` ΣDi est la somme des tailles
des domaines. Cet algorithme est plus efficace les al-
gorithmes issus d’une repre´sentation de la contrainte
Increasing Nvalue a` l’aide d’automates finis de´ter-
ministes [11] ou de la contrainte Slide [4], qui re´a-
lisent le meˆme filtrage en, respectivement, O(n(∪Di)3)
et O(nd4), ou` n est le nombre de variables, ∪Di la
taille de l’union des domaines, et d la taille maximale
d’un domaine. Cette efficacite´ provient en partie d’une
structure de donne´es spe´cifique, une matrice creuse
avec acce`s ordonne´s aux colonnes.
Nos expe´rimentations sont re´alise´es sur un proble`me
re´el d’allocation de ressources, relatif a` la gestion de
grappes dans un re´seau de machines. Entropy est une
machine virtuelle (VM) pour la gestion de grappes [7],
qui propose un moteur flexible et autonome pour
manipuler l’e´tat et la position de VM sur les diffe´-
rents nœuds composant une grappe. La programma-
tion par contraintes intervient dans l’affectation des
VM (taˆches) sur un nombre re´duit de nœuds (les res-
sources) dans la grappe. La contrainte Nvalue in-
tervient pour maintenir le nombre de nœuds ne´ces-
saires pour couvrir toutes les VM. Cependant, en pra-
tique on constate que les ressources consomme´es sont
le plus souvent e´quivalentes d’une VM a` une autre.
Cette proprie´te´ induit qu’il existe un nombre limite´ de
classes d’e´quivalences de VM, et on peut profiter du
filtrage polynomial et line´aire de la contrainte Increa-
sing Nvalue pour casser les syme´tries induites par les
classes d’e´quivalence.
La section 2 rappelle quelques de´finitions et intro-
duit formellement la contrainte Increasing Nvalue.
La section 3 de´crit une condition ne´cessaire et suffi-
sante pour tester l’existence d’une solution pour In-
creasing Nvalue. La section 4 pre´sente l’algorithme
re´alisant GAC. La section 5 e´value l’impact de la
contrainte sur le proble`me d’allocation de ressource.
Enfin, nous de´crivons dans la section 6 les approches
ge´ne´riques pour reformuler Increasing Nvalue, qui
s’ave`rent eˆtre moins efficaces que notre algorithme.
1
2 De´finitions
E´tant donne´e une se´quence X de variables, le do-
maine D(x) d’une variable x ∈ X est l’ensemble fini
des valeurs entie`res pouvant eˆtre affecte´es a` cette va-
riable. D est l’union des domaines des variables X. On
note min(x) la valeur minimale de D(x) et max(x) sa
valeur maximale. La somme des tailles des domaines
de D est ΣDi =
∑
xi∈X |D(xi)|. A[X] de´signe une af-
fectation de valeurs aux variables X. E´tant donne´e
x ∈ X, A[x] est la valeur de x dans A[X]. A[X] est va-
lide ssi ∀xi ∈ X, A[xi] ∈ D(xi). Une instantiation I[X]
est une affectation comple`te de valeurs aux variables
X. E´tant donne´e x ∈ X, I[x] est la valeur de x dans
I[X]. Une contrainte C(X) spe´cifie les combinaisons
de valeurs accepte´es pour un ensemble de variables X.
Elle de´finit un sous ensemble RC(D) du produit car-
te´sien des domaines Πxi∈X D(xi). Toute instantiation
solution de C(X) appartient a` RC(D). On emploie le
terme d’instantiation faisable ou re´alisable, ou encore,
on dira que si I[X] est une solution de C(X) alors I[X]
satisfait C(X). Sans perte de ge´ne´ralite´, nous consi-
de´rons dans cet article que X contient au moins deux
variables. E´tant donne´s X = [x0, . . . , xn−1] et deux
entiers i et j tels que 0 ≤ i < j ≤ n − 1, I[xi, . . . , xj ]
est la projection de I[X] sur [xi, . . . , xj ].
De´finition 1 Increasing Nvalue(N,X) est de´-
finie par une variable N et une se´quence de
n variables X = [x0, . . . , xn−1]. Soit une ins-
tantiation de [N, x0, . . . , xn−1]. Elle satisfait
Increasing Nvalue(N,X) ssi :
1. N est e´gale au nombre de valeurs distinctes affec-
te´es aux variables X,
2. ∀i ∈ [0, n− 2], xi ≤ xi+1.
3 Faisabilite´ de Increasing Nvalue
Cette section pre´sente une condition de faisabilite´
ne´cessaire et suffisante pour Increasing Nvalue. Nous
montrons tout d’abord que le nombre de valeurs dis-
tinctes d’une instantiation I[X] telle que ∀i ∈ [0, n−2],
I[xi] ≤ I[xi+1] est e´gal au nombre de stretchs dans
I[X] : un stretch [10] est une se´quence de variables
conse´cutives de longueur maximale qui sont affecte´es
a` la meˆme valeur. Pour chaque valeur v de chaque do-
maine D(x), nous calculons les nombres minimal et
maximal de stretchs parmi toutes les instantiations
I[X] telles que I[x] = v. Ensuite, e´tant donne´e une
variable x ∈ X, nous e´tablissons les proprie´te´s liant
l’ordre naturel des valeurs dans D(x) et les nombres de
stretchs minimal et maximal qui peuvent eˆtre obtenus
en affectant une valeur a` x. A` partir de ces proprie´-
te´s, nous prouvons qu’il existe une instantiation sa-
tisfaisant Increasing Nvalue(N,X) pour chaque va-
leur de D(N) comprise entre le minimum s(X) et
le maximum s(X) des nombres de stretchs possibles.
Cette proprie´te´ nous ame`ne au re´sultat majeur de la
section : Increasing Nvalue(N , X) est re´alisable ssi
D(N) ∩ [s(X), s(X)] 6= ∅ (Proposition 3 de la Sec-
tion 3.3).
3.1 Estimation du nombre de stretchs
Une instantiation re´alisable I[X] de
Increasing Nvalue(N,X) satisfait la proprie´te´
suivante : I[xi] ≤ I[xj ] pour tout i < j. Dans la
suite de l’article, une instantiation I[x0, x1, . . . , xn−1]
est dite bien ordonne´e ssi pour tout i et tout j tels
que 0 ≤ i < j ≤ n − 1, on a I[xi] ≤ I[xj ]. Une
valeur v ∈ D(x) est bien ordonne´e pour x ssi elle
peut appartenir a` au moins une instantiation bien
ordonne´e.
Lemme 1 Soit I[X] une instantiation. Si I[X] satis-
fait Increasing Nvalue(X,N) alors I[X] est bien or-
donne´e.
Preuve : D’apre`s la De´finition 1, si I[X] satisfait In-
creasing Nvalue alors ∀i ∈ [0, n− 2], I[xi] ≤ I[xi+1].
Par transitivite´ de ≤, le lemme est correct.
De´finition 2 (stretch) Soit I[x0, . . . , xn−1] une ins-
tantiation. Soient i et j tels que 0 ≤ i ≤ j ≤ n−1. Un
stretch de I[X] est une se´quence de variables conse´cu-
tives [xi, . . . , xj ] telle que dans I[X] : (1) ∀k ∈ [i, j],
∀` ∈ [i, j], xk = x`. (2) soit i = 0 soit xi−1 6= xi. (3)
soit j = n− 1 soit xj 6= xj+1.
Lemme 2 Soit I[X] une instantiation bien ordonne´e.
Le nombre de stretchs dans I[X] est e´gal au nombre
de valeurs distinctes dans I[X].
Preuve : I[X] est bien ordonne´e, donc pour tout i et
tout j tels que 0 ≤ i < j ≤ n − 1, on a I[xi] ≤ I[xj ].
En conse´quence, si xi et xj appartiennent a` deux
stretchs distincts (et i < j) alors I[xi] < I[xj ]. La
re´ciproque est trivialement vraie.
Il est possible d’e´valuer pour chaque valeur v dans
chaque domaine D(xi) les minima et maxima exacts du
nombre de stretchs d’instantiation suffixes bien ordon-
ne´es I[xi, . . . , xn] telles que I[xi] = v, et similairement
pour des instantiations pre´fixes.
Notation 1 Soit X = [x0, x1, . . . , xn−1] une se´quence
de variables et soit v une valeur dans D. Le nombre
minimal (exact) de stretchs parmi toutes les instantia-
tions bien ordonne´es I[xi, . . . , xn−1] telles que I[xi] =
v est note´ s(xi, v). Par convention, si v /∈ D(xi)
alors s(xi, v) = +∞. Similairement, le nombre mi-
nimal (exact) de stretchs parmi toutes les instantia-
tions bien ordonne´es I[x0, . . . , xi] telles que I[xi] = v
est note´ p(xi, v). Par convention, si v /∈ D(xi) alors
p(xi, v) = +∞.
Lemme 3 Soit X = [x0, x1, . . . , xn−1] une se´quence
de variables. ∀xi ∈ X, ∀v ∈ D(xi), s(xi, v) peut eˆtre
calcule´ ainsi :
1. Si i = n− 1 : s(xi, v) = 1,
2. Si i < n − 1 : s(xi, v) =
min( s(xi+1, v), minw>v(s(xi+1, w)) + 1 ).
Preuve : par induction. Si |X| = 1 il y a un stretch,
donc quelque soit v ∈ D(xi), on a s(xi, v) = 1.
Conside´rons a` pre´sent une variable xi, i < n − 1,
et une valeur v ∈ D(xi). Les instantiations telles
que I[xi+1] < v ne peuvent pas eˆtre e´tendues avec
la valeur v pour xi pour former une instantiation
bien ordonne´e I[xi, . . . , xn−1]. Soit I[xi+1, . . . , xn−1]
une instantiation telle que I[xi+1] ≥ v, minimisant
le nombre de stretchs dans [xi+1, . . . , xn−1]. Soit
I[xi+1] = v et s(xi, v) = s(xi+1, v), car le premier
stretch de I[xi+1, . . . , xn−1] est e´tendu lorsqu’on
ajoute a` I[xi+1, . . . , xn−1] la valeur v pour xi, soit
I[xi+1] 6= v et s(xi, v) = s(xi+1, I[xi+1]) + 1 car
v cre´e un nouveau stretch. Par construction, les
instantiations des variables [xi+1, . . . , xn−1] ne mi-
nimisant pas le nombre de stretchs ne peuvent pas
aboutir sur une valeur s(xi, v) strictement infe´rieure
a` min(s(xi+1, w), w > v)+1, et ce meˆme si I[xi+1] = v.
E´tant donne´e une se´quence de variables
X = [x0, x1, . . . , xn−1], ∀xi ∈ X, ∀v ∈
D(xi), calculer p(xi, v) est syme´trique : si
i = 0 : p(xi, v) = 1. Si i > 0 : p(xi, v) =
min( p(xi−1, v), minw<v(p(xi−1, w)) + 1 ).
De plus, e´tant donne´e une variable xi, nous e´valuons
pour chaque valeur v le nombre maximal (exact) de
stretchs qui peuvent apparaˆıtre, parmi toutes les ins-
tantiations suffixes bien ordonne´es I[xi, . . . , xn−1] avec
I[xi] = v, et similairement pour les instantiations pre´-
fixes.
Notation 2 Soit X = [x0, x1, . . . , xn−1] une se´quence
de variables et v une valeur dans D. Le nombre
maximal (exact) de stretchs parmi toutes les instan-
tiations bien ordonne´es I[xi, . . . , xn−1] avec I[xi] =
v est note´ s(xi, v). Par convention, si v /∈ D(xi)
alors s(xi, v) = 0. Similairement, le nombre maximal
(exact) de stretchs parmi toutes les instantiations bien
ordonne´es I[x1, . . . , xi] avec I[xi] = v est note´ p(xi, v).
Par convention, si v /∈ D(xi) alors p(xi, v) = 0.
Lemme 4 Soit X = [x0, x1, . . . , xn−1] une se´quence
de variables. ∀xi ∈ X, ∀v ∈ D(xi), s(xi, v) peut eˆtre
calcule´ ainsi :
1. Si i = n− 1 : s(xi, v) = 1,
2. Si i < n − 1 : s(xi, v) =
max( s(xi+1, v), maxw>v(s(xi+1, w)) + 1 ).
Preuve : Similaire au Lemme 3.
E´tant donne´e une se´quence de variables X =
[x0, x1, . . . , xn−1], ∀xi ∈ X, ∀v ∈ D(xi), le calcul de
p(xi, v) est syme´trique : si i = 0 : p(xi, v) = 1, si i >
0 : p(xi, v) = max( p(xi−1, v), maxw<v(s(xi−1, w)) +
1 ).
3.2 Proprie´te´s sur le nombre de stretchs
Nous conside´rons exclusivement des valeurs bien or-
donne´es, pouvant appartenir a` une instantiation re´ali-
sable pour Increasing Nvalue.
3.2.1 Proprie´te´s sur une unique valeur
Les proprie´te´s suivantes sont directement de´duites,
par construction, des Lemmes 3 et 4.
Proprie´te´ 1 Toute valeur v ∈ D(xi) bien ordonne´e
pour xi est telle que s(xi, v) ≤ s(xi, v).
Proprie´te´ 2 Soit v ∈ D(xi) (i < n − 1) une valeur
bien ordonne´e pour xi. Si v ∈ D(xi+1) et v est bien
ordonne´e pour xi+1 alors s(xi, v) = s(xi+1, v).
Proprie´te´ 3 Soit v ∈ D(xi) (i < n − 1) une valeur
bien ordonne´e pour xi. Si v ∈ D(xi+1) et v est bien
ordonne´e pour xi+1 alors s(xi, v) ≥ s(xi+1, v).
Preuve : D’apre`s le Lemme 4, s’il existe une valeur w ∈
D(xi+1), w > v qui est bien ordonne´e pour xi+1 et telle
que s(xi+1, w) ≥ s(xi+1, v) alors s(xi, v) > s(xi+1, v).
Dans le cas contraire, s(xi, v) = s(xi+1, v).
3.2.2 Ordre sur les valeurs
Les deux proprie´te´s suivantes e´tablissent les liens
entre l’ordre naturel des valeurs dans un domaine
D(xi) avec le nombre minimal et maximal de
stretchs que l’on peut obtenir dans la sous-se´quence
[xi, xi+1, . . . , xn−1].
Proprie´te´ 4 Soit X = [x0, x1, . . . , xn−1] une se´-
quence de variables et i ∈ [0, n − 1] un entier.
∀v, w ∈ D(xi) deux valeurs bien ordonne´es, v ≤ w ⇒
s(xi, v) ≤ s(xi, w) + 1.
Preuve : Si v = w alors la proprie´te´ est
vraie. Si i = n − 1, d’apre`s le Lemme 3,
s(xn−1, v) = s(xn−1, w) = 1. La proprie´te´ est
ve´rifie´e. E´tant donne´ i < n − 1, soit v′, w′ deux
valeurs bien ordonne´es de D(xi+1) telles que v′ ≥ v
et w′ ≥ w, qui minimisent le nombre de stretchs
de´butant en xi+1 : ∀α ≥ v, s(xi+1, v′) ≤ s(xi+1, α)
et ∀β ≥ w, s(xi+1, w′) ≤ s(xi+1, β). Ces va-
leurs existent car v et w sont bien ordonne´es. Par
construction, on a s(xi+1, v′) ≤ s(xi+1, w′), et
d’apre`s le Lemme 3, s(xi+1, w′) ≤ s(xi, w), ce qui
entraˆıne s(xi+1, v′) ≤ s(xi, w). D’apre`s le Lemme 3,
s(xi, v) ≤ s(xi+1, v′) + 1. Ainsi, s(xi, v) ≤ s(xi, w) + 1.
Une proprie´te´ syme´trique existe concernant le
nombre maximal de stretchs.
Proprie´te´ 5 Soit X = [x0, x1, . . . , xn−1] une se´-
quence de variables et i ∈ [0, n − 1] un entier.
∀v, w ∈ D(xi) deux valeurs bien ordonne´es, v ≤ w ⇒
s(xi, v) ≥ s(xi, w).
Preuve : si v = w alors la proprie´te´ est vraie. Si i =
n − 1, d’apre`s le Lemme 4, s(xn−1, v)=s(xn−1, w) =
1. La proprie´te´ est ve´rifie´e. E´tant donne´ i < n − 1,
soit w′ ∈ D(xi+1) une valeur bien ordonne´e telle que
w′ ≥ w, qui maximise le nombre de stretchs de´butant
en xi+1 : (∀β ≥ w, s(xi+1, w′) ≥ s(xi+1, β)). D’apre`s
le Lemme 4, s(xi, w) ≤ s(xi+1, w′) + 1. Sachant que
v < w et donc v < w′, s(xi, v) ≥ s(xi+1, w′) + 1. La
proprie´te´ est vraie.
3.2.3 Ordre sur le nombre maximal de stretchs
L’intuition de la proprie´te´ 6 re´side dans le fait que,
plus une valeur bien ordonne´e pour une variable xi
est petite, plus le nombre de stretchs qui peuvent eˆtre
obtenus sur la se´quence [xi, xi+1, . . . , xn−1], a` partir
de cette valeur, est grand.
Proprie´te´ 6 Soit X = [x0, x1, . . . , xn−1] une se´-
quence de variables et soit i un entier dans [0, n− 1].
∀v, w ∈ D(xi) deux valeurs bien ordonne´es, s(xi, w) <
s(xi, v)⇒ v < w.
Preuve : Nous prouvons que si v ≥ w alors il existe
une contradiction avec s(xi, w) < s(xi, v). Si i = n−1,
le Lemme 4 assure s(xn−1, w) = s(xn−1, v) = 1, une
contradiction. Conside´rons le cas i < n − 1. Si v = w
alors s(xi, w) = s(xi, v), une contradiction. Sinon
(v > w), soit v′ une valeur de D(xi+1) telle que v′ ≥ v,
qui maximise s(xi+1, α), α ≥ v. Une telle valeur existe
car v est bien ordonne´e. Par construction w < v′.
D’apre`s le Lemme 4, s(xi, w) ≥ s(xi+1, v′) + 1 (1).
Par construction on a aussi v ≤ v′, qui entraˆıne
s(xi+1, v′) + 1 ≥ s(xi, v) (2). D’apre`s (1) et (2) on
a s(xi, w) ≥ s(xi, v), une contradiction.
3.2.4 Ordre sur le nombre minimal de stretchs
Il n’existe pas d’implication liant le nombre mi-
nimal de stretchs et l’ordre des valeurs dans les
domaines. Par exemple, soit X = [x0, x1, x2]
avec D(x0)=D(x1)={1, 2, 3} et D(x2) = {1, 2, 4}.
s(x0, 1) = 1 et s(x0, 3) = 2, alors s(x0, 1) < s(x0, 3)
et 1 < 3. Supposons a` pre´sent que D(x2) = {2, 3, 4}.
s(x0, 1) = 2 et s(x0, 3) = 1, alors s(x0, 3) < s(x0, 1) et
3 > 1.
3.2.5 Re´sume´
Le tableau ci-dessous re´capitule les relations qui
existent entre des valeurs bien ordonne´es v et w d’un
domaine D(xi) et les estimations du nombre minimal
et maximal de stretchs parmi toutes les instantiations
de´butant par ces valeurs (i.e., I[xi, . . . , xn−1] telle que
I[xi] = v ou telle que I[xi] = w).
Pre´-condition Proprie´te´ Prop.
v ∈ D(xi)
est bien ordonne´e s(xi, v) ≤ s(xi, v) Prop. 1
v ∈ D(xi)
est bien ordonne´e,
i < n− 1 et s(xi, v) = s(xi+1, v) Prop. 2
v ∈ D(xi+1) s(xi, v) ≥ s(xi+1, v) Prop. 3
v ∈ D(xi),
w ∈ D(xi) sont
bien ordonne´es et s(xi, v) ≤ s(xi, w) + 1 Prop. 4
v ≤ w s(xi, v) ≥ s(xi, w) Prop. 5
v ∈ D(xi),
w ∈ D(xi) sont
bien ordonne´es et
v < w Prop. 6
s(xi, w) < s(xi, v)
3.3 Condition ne´cessaire et suffisante de faisabilite´
Notation 3 E´tant donne´e une se´quence de variables
X = [x0, x1, . . . , xn−1], s(X) est la valeur minimale de
s(x0, v), v ∈ D(x0), et s(X) est la valeur maximale de
s(x0, v), v ∈ D(x0).
Proposition 1 E´tant donne´e
Increasing Nvalue(N,X), si s(X) > max(D(N))
alors la contrainte n’a pas de solution. syme´trique-
ment, si s(X) < min(D(N)) alors la contrainte n’a
pas de solution.
Preuve : Par construction d’apre`s les Lemmes 3 et 4.
Sans perte de ge´ne´ralite´, D(N) peut eˆtre re´duit a`
[s(X), s(X)]. Ne´anmoins, on peut observer que D(N)
peut avoir des trous ou bien eˆtre strictement inclus
dans [s(X), s(X)]. Nous montrons que pour toute va-
leur k dans [s(X), s(X)] il existe une valeur dans
v ∈ D(x0) telle que k ∈ [s(x0, v), s(x0, v)]. Ainsi, toute
valeur de D(N)∩[s(X), s(X)] est une valeur re´alisable.
Proposition 2 Soit X = [x0, x1, . . . , xn−1] une
se´quence de variables. Pour tout entier k dans
[s(X), s(X)] il existe v dans D(x0) telle que k ∈
[s(x0, v), s(x0, v)].
Preuve : Soit k ∈ [s(X), s(X)]. Si ∃v ∈ D(x0) telle
que k = s(x0, v) ou k = s(x0, v), alors la proprie´te´ est
vraie par construction. Supposons que ∀v ∈ D(x0),
dans ce cas soit k > s(x0, v) soit k < s(x0, v).
Soient v′, w′ deux valeurs telles que v′ soit la plus
grande valeur de D(x0) telle que s(x0, v′) < k et w′
soit la plus grande valeur telle que k < s(x0, w′).
Alors, s(x0, v′) < k < s(x0, w′) (1). D’apre`s la pro-
prie´te´ 1, s(x0, w′) ≤ s(x0, w′). D’apre`s la proprie´te´ 6,
s(x0, v′) < s(x0, w′) ⇒ w′ < v′. D’apre`s les proprie´-
te´s 4 et 1, w′ < v′ ⇒ s(x0, w′) ≤ s(x0, v′) + 1, qui est
en contradiction avec (1).
Algorithm 1: Construction d’une solution pour
Increasing Nvalue(k,X).
if k /∈ [s(X), s(X)] ∩ D(N) then return “no solution” ;1
v := a value ∈ D(x0) s.t. k ∈ [s(x0, v), s(x0, v)] ;2
for i := 0 to n− 2 do3
I[xi] := v;4
if ∀vi+1 ∈ D(xi+1) s.t. vi+1 = v,5
k /∈ [s(xi+1, vi+1), s(xi+1, vi+1)] then
v := vi+1 in D(xi+1) s.t. vi+1 > v ∧6
k − 1 ∈ [s(xi+1, vi+1), s(xi+1, vi+1)];
k := k − 1 ;7
I[xn−1] := v ; return I[X];8
Lemme 5 E´tant donne´e une contrainte
Increasing Nvalue(N,X) et un entier k, si
k ∈ [s(X), s(X)] ∩ D(N) alors l’algorithme 1 re-
tourne une solution pour Increasing Nvalue(N,X)
avec N = k. Sinon, il n’existe aucune solution avec
N = k.
Preuve : la premie`re ligne de l’algorithme assure que
soit [s(X), s(X)] ∩ D(N) 6= ∅ et k ∈ [s(X), s(X)] ∩
D(N), soit il n’existe pas de solution (d’apre`s les Pro-
positions 1 et 2). A` chaque ite´ration de la boucle
for, d’apre`s les lemmes 3 et 4 et la proposition 2,
soit la condition (ligne 6) est satisfaite et un nou-
veau stretch de´bute en i + 1 avec une valeur supe´-
rieure (qui garantit que I[{x1, . . . , xi+1}] est bien or-
donne´e) et k est de´cre´mente´ de 1, soit il est pos-
sible de garder la valeur courante v pour I[xi+1].
C’est pourquoi au de´but de la boucle (ligne 4), ∃v ∈
D(xi) telle que k ∈ [s(xi, v), s(xi, v)]. Lorsque i =
n − 1, par construction k = 1 et ∀vn−1 ∈ D(xn−1),
s(xn−1, vn−1) = s(xn−1, vn−1) = 1 ; I[X] est bien or-
donne´e et contient k stretchs. D’apre`s le Lemme 2,
l’instantiation I[{N}∪X] with I[N ] = k est une solu-
tion de Increasing Nvalue(N,X) avec k valeurs dis-
tinctes pour les variables X.
Le Lemme 5 nous ame`ne a` une condition ne´cessaire
et suffisante de faisabilite´.
Proposition 3 E´tant donne´e une contrainte
Increasing Nvalue(N,X), les deux propositions
suivantes sont e´quivalentes :
1. Increasing Nvalue(N,X) admet une solution.
2. [s(X), s(X)] ∩D(N) 6= ∅.
Preuve : (⇒) Supposons que la contrainte
Increasing Nvalue(N,X) admette une solution. Soit
I[{N} ∪ X] une telle solution. D’apre`s le Lemme 2
la valeur k affecte´e a` N est e´gale au nombre de
stretchs dans I[X]. Par construction (Lemmes 3 et 4)
k ∈ [s(X), s(X)]. Il s’en suit [s(X), s(X)]∩D(N) 6= ∅.
(⇐) Soit k ∈ [s(X), s(X)] ∩ D(N) 6= ∅. D’apre`s le
Lemme 5 il est possible de construire une solution pour
la contrainte Increasing Nvalue(N,X).
4 GAC pour Increasing Nvalue
Cette section pre´sente un algorithme de filtrage re´a-
lisant GAC pour Increasing Nvalue(N,X) avec une
complexite´ temporelle en O(ΣDi), ou` ΣDi est la somme
des tailles des domaines des variables X. Pour une va-
riable xi ∈ X et une valeur v ∈ D(xi), le principe
consiste a` de´terminer le nombre minimal et le nombre
maximal de stretchs parmi toutes les instantiations
I[X] telles que I[xi] = v, puis a` comparer l’intervalle
de´rive´ de ces deux bornes avec D(N). Dans ce but, et
sans perte de ge´ne´ralite´, nous de´terminons le nombre
minimal et le nombre maximal de stretchs relatifs aux
instantiations pre´fixes I[x0, . . . , xi] et aux instantia-
tions suffixes I[xi, . . . , xn−1].
De´finition 3 (GAC) Soit une contrainte C(X). Un
support sur C(X) est une instantiation I[X] qui sa-
tisfait C(X). Un domaine D(x) est arc-consistant
sur C(X) ssi ∀v ∈ D(x), v appartient a` un support sur
C(X). C(X) a la proprie´te´ d’arc-consistance ge´ne´-
ralise´e (GAC) ssi ∀xi ∈ X, D(xi) est arc-consistant.
4.1 Condition ne´cessaire et suffisante de filtrage
D’apre`s le Lemme 5, les valeurs de D(N) qui ne
sont pas dans [s(X), s(X)] peuvent eˆtre supprime´es
de D(N). D’apre`s la Proposition 3, toutes les valeurs
restant dans D(N) sont re´alisables. Nous fournissons
a` pre´sent une condition ne´cessaire et suffisante pour
supprimer une valeur d’un domaine D(xi), xi ∈ X.
Proposition 4 Conside´rons une contrainte
Increasing Nvalue(N,X). Soit i ∈ [0, n − 1] un
entier et v une valeur dans D(xi). Les deux proposi-
tions suivantes sont e´quivalentes :
1. v ∈ D(xi) est arc-consistant pour Increa-
sing Nvalue
2. v est bien ordonne´e relativement a` D(xi) et l’in-
tersection [p(xi, v)+s(xi, v)−1, p(xi, v)+s(xi, v)−
1] ∩ D(N) n’est pas vide.
Preuve : si v n’est pas bien ordonne´e alors d’apre`s
le Lemme 1, v n’est pas arc-consistante sur Increa-
sing Nvalue. Sinon, p(xi, v) est le nombre minimal
exact de stretchs parmi les instantiations bien ordon-
ne´es I[x0, . . . , xi] telles que I[xi] = v et s(xi, v) est
le nombre minimal exact de stretchs parmi les ins-
tantiations bien ordonne´es I[xi, . . . , xn−1] telles que
I[xi] = v. Donc, par construction, p(xi, v)+s(xi, v)−1
est le nombre minimal exact de stretchs parmi les ins-
tantiations bien ordonne´es I[x0, . . . , xn−1] telles que
I[xi] = v. Soit Dv ⊆ D l’ensemble de domaines tels
que tous les domaines dans Dv soient identiques aux
domaines de D sauf D(xi) qui est re´duit au single-
ton {v}. Nous appelons Xv l’ensemble des variables
associe´es aux domaines de Dv. D’apre`s la Definition 3,
p(xi, v) + s(xi, v) − 1 = s(Xv). Par un raisonnement
syme´trique, p(xi, v) + s(xi, v)− 1 = s(Xv). D’apre`s la
proposition 3, la proposition est vraie.
4.2 Algorithmes
D’apre`s la proposition 4, nous de´rivons un algo-
rithme de filtrage re´alisant GAC en O(ΣDi). Pour une
variable xi (0 ≤ i < n), nous avons besoin de calculer
les informations pre´fixes et suffixes p(xi, v), p(xi, v),
s(xi, v) et s(xi, v), et ce que la valeur v appartienne
ou non a` D(xi). Afin d’atteindre la complexite´ tempo-
relle en O(ΣDi), nous tirons parti de deux points :
1. L’algorithme ite`re toujours sur p(xi, v), p(xi, v),
s(xi, v) et s(xi, v) en parcourant D(xi) en ordre
croissant ou de´croissant de valeurs.
2. Pour une valeur v n’appartenant pas a` D(xi), 0
(resp. n) est la valeur par de´faut pour p(xi, v) et
s(xi, v) (resp. p(xi, v) et s(xi, v)).
Dans ce cadre, nous utilisons une structure de don-
ne´es pour ge´rer ces matrices creuses, pour lesquelles
les acce`s en lecture et en e´criture sont toujours re´ali-
se´s en ite´rant sur les lignes d’une colonne donne´e, selon
un ordre croissant ou de´croissant d’indices sur une co-
lonne . La partie haute du tableau ci-dessous de´crit
les trois primitives sur ces matrices creuses avec acce`s
ordonne´ aux colonnes, et fournit leur complexite´ en
temps. La partie basse de´crit les primitives utilise´es
pour acce´der ou modifier le domaine d’une variable.
Les primitives re´duisant le domaine d’une variable x
retournent vrai si D(x) 6= ∅ apre`s l’operation et faux
dans le cas contraire.
Algorithm 2: build suffix([x0, . . . , xn−1], s[][], s[][]).
Allocate mins,maxs;1
ScanInit({s, s}, n− 1, ↓) ; v := max(xn−1) ;2
repeat3
Set(s, n− 1, v, 1) ; Set(s, n− 1, v, 1) ; w := v ;4
v :=getPrev(xn−1, v);
until w = v ;5
for i := n− 2 downto 0 do6
ScanInit({s, s,mins,maxs}, i+ 1, ↓) ; v := max(xi+1) ;7
repeat8
if v < max(xi+1) then9
Set(mins, i+ 1, v,min(Get(mins, i+ 1, v +10
1),Get(s, i+ 1, v)));
Set(maxs, i+ 1, v,max(Get(maxs, i+ 1, v +11
1),Get(s, i+ 1, v)));
else12
Set(mins, i+ 1, v,Get(s, i+ 1, v));13
Set(maxs, i+ 1, v,Get(s, i+ 1, v));14
w := v ; v :=getPrev(xi+1, v);15
until w = v ;16
ScanInit({s, s}, i, ↓) ;17
ScanInit({s, s,mins,maxs}, i+ 1, ↓) ; v := max(xi) ;
repeat18
if v = max(xi+1) then19
Set(s, i, v,Get(s, i+ 1, v)) ;20
Set(s, i, v,Get(s, i+ 1, v));
else21
if v ≥ min(xi+1) then22
Set(s, i, v,min(Get(s, i+23
1, v),Get(mins, i+ 1, v + 1) + 1));
Set(s, i, v,max(Get(s, i+24
1, v),Get(maxs, i+ 1, v + 1) + 1));
else25
Set(s, i, v,Get(mins, i+ 1,min(xi+1)) + 1);26
Set(s, i, v,Get(maxs, i+ 1,min(xi+1)) + 1);27
w := v ; v :=getPrev(xi, v);28
until w = v ;29
Primitives
Description Complex.
(acce`s aux matrices)
ScanInit(mat , i, dir) indique que l’on ite`re sur la i-e`me colonne de la matrice mat en ordre
croissant d’indices (dir =↑) ou de´croissant (dir =↓)
O(1)
Set(mat , i, j, info) re´alise l’affectation mat [i, j] := info O(1)
Get(mat , i, j) retourne le contenu de l’entre´e mat [i, j] ou la valeur par de´faut si cette
entre´e n’appartient pas a` la matrice creuse (q appels conse´cutifs a` Get
sur la meˆme colonne i et en ordre croissant ou de´croissant des indices
des lignes couˆte O(q)).
amortie
Primitives
Description Complex.
(acce`s aux variables)
adjust min(x, v) :bool ajuste le minimum de la variable x a` la valeur v O(1)
adjust max(x, v) :bool ajuste le maximum de la variable x a` la valeur v O(1)
remove val(x, v) :bool supprime v de D(x) O(1)
instantiate(x, v) :bool instancie x a` la valeur v O(1)
get prev(x, v) :bool,int retourne vrai et la plus grande valeur w de D(x) telle que w < v, ou
retourne faux
O(1)
get next(x, v) :bool,int retourne vrai et la lus petite valeur w de D(x) telle que w > v, ou
retourne faux
O(1)
L’algorithme 3 correspond a` l’algorithme de filtrage
principal, qui imple´mente la Proposition 4. Dans une
premie`re phase il re´duit les valeurs minimum et maxi-
mum des domaines des variables [x0, x1, . . . , xn−1] en
fonction des contraintes d’ine´galite´ (i.e., seules les va-
leurs bien ordonne´es sont conserve´es). Dans une se-
conde phase, il calcule les informations relatives au
nombre de stretchs minimum et maximum sur les ma-
trices de pre´fixes et de suffixes p, p, s, s. Enfin, en
fonction de ces informations, les bornes deN sont ajus-
te´es et l’algorithme filtre les domaines des variables
x0, x1, . . . , xn−1. En utilisant les Lemmes 3 et 4, l’al-
gorithme 2 construit les matrices de suffixes s et s
utilise´es par l’algorithme 3 (p et p sont construites de
fac¸on similaire) :
1. Dans une premie`re phase, les colonnes n − 1 des
matrices s et s sont initialise´es a` 1 (premier item
des Lemmes 3 et 4).
2. Dans une deuxie`me phase, les colonnes n − 2
jusqu’a` 0 sont initialise´es (deuxie`me item des
lemmes 3 et 4). Afin d’e´viter de recalculer les
quantite´s min(s(xi+1, v),minw>v(s(xi+1, w)) + 1)
et max(s(xi+1, v),maxw>v(s(xi+1, w)) + 1), nous
introduisons deux matrices creuses avec acce`s
ordonne´ aux colonnes mins[i, j] et maxs[i, j].
Lorsques les i-e`mes colonnes des matrices s et s
sont initialise´es, nous calculons d’abord les i+ 1-
e`mes colonnes des matrices mins et maxs (pre-
mier repeat de la boucle for). Ensuite, dans le
second repeat de la boucle for nous initialisons
les i-e`mes colonnes de s et s. On peut observer que
l’on balaye les colonnes i+1 des matrices mins et
maxs par indice de ligne de´croissant.
L’algorithme 2 a une complexite´ temporelle en
O(ΣDi) et l’algorithme 3 supprime toutes les va-
leurs qui ne sont pas arc-consistantes avec Increa-
sing Nvalue en O(ΣDi).1
Algorithm 3: Increasing Nvalue(N, [x0, . . . , xn−1]) :
boolean.
if n = 1 then return instantiate(N, 1);1
for i = 1 to n− 1 do if ¬adjust min(xi,min(xi−1)) then2
return false;
for i = n− 2 downto 0 do if ¬adjust max(xi,max(xi+1))3
then return false;
Allocate p, p, s, s;4
build prefix p, p ; build suffix s, s;5
ScanInit({s, s}, 0, ↑);6
if ¬adjust min(N,minv∈D(x0)(Get(s, 0, v))) then return7
false;
if ¬adjust max(N,maxv∈D(x0)(Get(s, 0, v))) then return8
false;
for i := 0 to n− 1 do9
ScanInit({p, p, s, s}, i, ↑) ; v := min(xi);10
repeat11
Nv :=Get(p, i, v)+Get(s, i, v)− 1 ;12
Nv :=Get(p, i, v)+Get(s, i, v)− 1;
if [Nv, Nv ] ∩D(N) = ∅ and ¬remove val(xi, v)13
then return false;
w := v ; v := getNext(xi, v);14
until w = v ;15
return true;16
1Le code source de Increasing Nvalue est disponible a`
l’adresse suivante : http ://choco.emn.fr.
5 Expe´rimentations
Cette section pre´sente une se´rie d’expe´rimentations
de la contrainte Increasing Nvalue. Tout d’abord, la
section 5.1 pre´sente une reformulation de la contrainte
Nvalue utilisant Increasing Nvalue, motive´e par le
fait de casser des syme´tries. Ensuite, la section 5.2
e´value les performances de Increasing Nvalue sur une
application re´elle. Toutes ces expe´riences ont e´te´ re´a-
lise´es a` l’aide de la librairie de programmation par
contraintes Choco, sur un processeur Intel Core 2 Duo
2.4GHz avec 4GB de RAM, et 128Mo alloue´s a` la ma-
chine virtuelle Java.
5.1 Ame´lioration de la propagation de Nvalue
Assurer GAC pour une contrainte Nvalue est un
proble`me NP-Difficile, et les algorithmes de filtrage de
cette contrainte sont connus pour eˆtre assez peu ef-
ficaces pour des domaines de variables e´nume´re´s [3].
Dans notre imple´mentation, nous utilisons une repre´-
sentation de Nvalue qui est base´e sur les contraintes
d’occurrence de Choco. Nous e´valuons alors l’effet
de la contrainte Increasing Nvalue utilise´e comme
contrainte implicite sur des classes d’e´quivalence :
E´tant donne´ un ensemble E(X) de classes d’e´quiva-
lence sur l’ensemble X, le filtrage de la contrainte
Nvalue(X,N) peut eˆtre renforce´ ainsi :
Nvalue(N,X) (1)
∀E ∈ E(X), Increasing Nvalue(NE , E) (2)
max
E∈E(X)
(NE) ≤ N ≤
∑
E∈E(X)
(NE) (3)
ou` NE est la variable d’occurrence associe´e a` la classe
E ∈ E(X) (avec E ⊆ X).
Les parame`tres enregistre´s sont le nombre de nœuds
dans l’arbre de recherche, le nombre d’e´checs et le
temps d’une re´solution ne´cessaires a` l’obtention d’une
solution. Les parame`tres variables de nos expe´riences
sont le nombre de valeurs dans les domaines des va-
riables, le pourcentage de trous dans ces domaines, et
le nombre de classes d’e´quivalences. Le comportement
observe´ n’est pas de´pendant du nombre de variables :
des tailles de 20, 40 et 100 variables ont e´te´ teste´es.
Les tableaux 1 et 2 montrent les re´sultats de nos ex-
pe´rimentations pour 40 variables, avec des domaines
contenant au plus 80 valeurs (des tailles de 20 et 40
sont aussi teste´es). Concernant le tableau 1, 50 ins-
tances ont e´te´ ge´ne´re´es pour chaque taille de classe
d’e´quivalence. Concernant le tableau 2, 350 instances
ont e´te´ ge´ne´re´es pour chaque densite´ e´value´e. Une li-
mite de temps de re´solution a e´te´ fixe´e a` 60 secondes.
Un parame`tre est inclus dans la moyenne si les deux
mode`les re´solvent l’instance. Les deux mode`les sont
strictement comparables si le pourcentage d’instances
re´solues est le meˆme. Autrement, les parame`tres enre-
gistre´s ne peuvent eˆtre compare´s que pour les instances
re´solues par les deux mode`les.
Le tableau 1 illustre le fait que le nombre de classes
d’e´quivalence ait un impact sur les performances du
mode`le inte´grant la contrainte Increasing Nvalue.
Avec sept classes, le nombre moyen de variables dans
chaque classe est suffisant pour que le gain en pro-
pagation comble le couˆt de calcul supple´mentaire duˆ
a` l’application de l’algorithme de filtrage de Increa-
sing Nvalue. Ce n’est plus le cas quand on a plus 10
classes d’e´quivalences.
La table 2 montre que le nombre de trous dans les
domaines a un impact sur les performances du mode`le
incluant la contrainte Increasing Nvalue. On peut re-
marquer que lorsque ce nombre de trous augmente, le
nombre d’instances re´solues de´croˆıt. Ce phe´nome`ne est
duˆ a` la propagation de la contrainte Nvalue, moins ef-
ficace quand il y a des trous dans les domaines.
5.2 Inte´gration dans un proble`me d’allocation de
ressources
Entropy2 [7] fournit un moteur autonome et flexible
pour manipuler l’e´tat et la position de VMs (machines
virtuelles) sur les diffe´rents nœuds actifs composant
une grappe. Ce moteur est base´ sur la programmation
par contraintes. Il fournit un mode`le central de´die´ a`
l’affectation de VMs a` des nœuds, et permet de per-
sonnaliser cette affectation a` l’aide de contraintes qui
mode´lisent des besoins exprime´s par des utilisateurs et
des administrateurs.
Le mode`le central de´finit chaque nœud (les res-
sources) par son CPU et sa capacite´ me´moire, et
chaque VM (les taˆches) par sa demande en CPU et
en me´moire pour s’exe´cuter. La partie traite´e via un
mode`le en programmation par contraintes consiste a`
calculer une affectation de chaque VM qui (i) satis-
fait la demande en ressources (CPU et me´moire) des
VMs et (ii) utilise un nombre minimum de nœuds.
Au final, la libe´ration de nœuds peut faire que davan-
tage de taˆches seront accepte´es dans la grappe, ou bien
peut permettre d’e´teindre les nœuds non utilise´s pour
e´conomiser l’e´nergie. Dans ce proble`me, deux parties
peuvent eˆtre distingue´es : (1) l’affectation de nœuds
en fonction de la capacite´ de ressources : il s’agit d’un
proble`me de bin-packing 2D. Il est mode´lise´ par un en-
semble de contraintes sac a` dos associe´es avec chaque
nœud. La propagation est base´e sur l’utilisation de la
contrainte CostRegular [6], afin de traiter simul-
tane´ment les deux dimensions de ressource. (2) Re´-
2http ://entropy.gforge.inria.fr
Nb de Nvalue Nvalue + Increasing Nvalue
cl. d’quiv. nœuds e´checs temps (ms) re´solus(%) nœuds e´checs temps (ms) re´solus(%)
1 2798 22683 6206 76 28 0 51 100
3 1005 12743 4008 76 716 7143 3905 82
5 1230 14058 8077 72 1194 12067 8653 72
7 850 18127 6228 64 803 16384 6488 66
10 387 3924 2027 58 387 3864 2201 58
15 1236 16033 6518 38 1235 16005 7930 38
20 379 7296 5879 58 379 7296 6130 58
Tab. 1: E´valuation de Increasing Nvalue en fonction du nombre de classes d’e´quivalence sur les variables.
Trous(%) Nvalue Nvalue + Increasing Nvaluenœuds e´checs temps (ms) re´solus(%) nœuds e´checs temps (ms) re´solus(%)
25 1126.4 13552 5563.3 63.1 677.4 8965.5 5051.1 67.7
50 2867.1 16202.6 4702.1 50.8 1956.4 12345 4897.5 54.9
75 5103.7 16737.3 3559.4 65.7 4698.7 15607.8 4345.5 65.1
Tab. 2: E´valuation de Increasing Nvalue en fonction du pourcentage de trous dans les domaines.
duction du nombre de nœuds utilise´s pour instancier
toutes les VMs. Les VMs sont classe´es en fonction de
leur consommation en CPU et en me´moire (il existe
donc naturellement des classes d’e´quivalence entre les
VMs). Les contraintes Nvalue et Increasing Nvalue
(Section 5.1) sont utilise´es pour mode´liser cette partie
du proble`me.
En pratique, les re´sultats obtenus par un mode`le
incluant des contraintes Increasing Nvalue montrent
un gain mode´re´ en terme de temps de re´solution (3%),
alors que le gain en nombre d’e´checs est plus significatif
(35% en moyenne).
6 Travaux connexes
Un filtrage GAC pour Increasing Nvalue peut eˆtre
obtenu via deux autres techniques : l’usage d’auto-
mates de´terministes avec un nombre polynomial de
transitions [11], et la contrainte Slide [4].
Soit C une contrainte d’arite´ k et soit X une se´-
quence de n variables. La contrainte Slide(C,X) [4]
est un cas particulier de la contrainte cardpath.
Cette contrainte est satisfaite ssi C(Xi, Xi+1, . . . , Xi+
k − 1) est ve´rifie´e pour tout i ∈ [1, n −
k + 1]. La GAC peut eˆtre e´tablie en temps
O(ndk) ou` d est la taille maximale d’un domaine.
Une extension appele´e slidej(C,X) est satisfaite
C(Xij+1, Xij+2, . . . , Xij+k) est ve´rifie´e pour tout i ∈
[0, n−kj ]. E´tant donne´ X = {xi | i ∈ [1;n]}, la
contrainte Increasing Nvalue peut eˆtre code´e par
Slide2(C,[xi, ci]i∈[1;n]) ou` (a) c1, c2, . . . , cn sont des va-
riables prenant leurs valeurs dans [1, n] avec c1 = 1 et
cn = N , et (b) C(xi, ci, xi+1, ci+1) est la contrainte
b ⇔ xi 6= xi+1 ∧ ci+1 = ci + b ∧ xi ≤ xi+1. La com-
plexite´ en temps est alors en O(nd4) pour e´tablir GAC
sur la reformulation de Increasing Nvalue.
La reformulation base´e sur des automates fini de´ter-
ministes est de´taille´e dans le catalogue de contraintes
globales [1]. En utilisant l’algorithme de Pesant [11], la
complexite´ obtenue est O(n∪Di3) pour GAC, ou` ∪Di
est la taille de l’union des domaines des variables.
7 Conclusion
Nous avons propose´ une technique pour re´aliser un
filtrage complet (GAC) pour une spe´cialisation de la
contrainte Nvalue, ou` les variables de de´cision doivent
satisfaire une se´quence de contraintes binaires d’ine´ga-
lite´. Alors que prouver si une contrainte Nvalue ad-
met ou non une solution est un proble`me NP-Difficile,
notre algorithme a une complexite´ line´aire en la somme
des tailles des domaines des variables. Nous pensons
que la structure de donne´es pour ge´rer ces matrices
creuses avec acce`s ordonne´ aux colonnes peut eˆtre utile
au dela` du cadre de Increasing Nvalue, afin d’ame´-
liorer la complexite´ d’algorithmes de filtrage d’autres
contraintes globales. Nos travaux futurs se concen-
treront e´galement sur une ame´lioration pratique de
l’imple´mentation de l’algorithme de filtrage de In-
creasing Nvalue, en conside´rant des intervalles de va-
leurs conse´cutives dans un domaine donne´, plutoˆt que
chaque valeur se´pare´ment. De fac¸on plus ge´ne´rale, ce
travail aborde le the`me de l’inte´gration ge´ne´rique de
me´thodes pour casser des syme´tries dans les syste`mes
a` contraintes, via des contraintes globales [8, 12].
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