The determination of channel characteristics has always been a research hotspot of wireless communication systems. It directly affects the correctness of channel state analysis. Channel feature extraction methods are endless, but most of the existing extraction methods are limited by specific environments. The methods are complex, the system analysis is not comprehensive enough, the applicability is not extensive, and it is affected by external interference. This paper avoids the disadvantages of direct extraction and innovatively introduces an image construction method that can analyze the channel state in real time. In addition, an improved image feature extraction algorithm is proposed for the state images proposed in this paper, which verifies high robust performance of the algorithm. In the end, a model capable of efficiently and accurately predicting real-time conditions of short-wave fading channel states is constructed. First, channel state images are constructed, including time domain image, frequency domain image, and related domain image. The three state images reflect the channel state in all aspects. Then, the multi-texton image feature extraction method is optimized and improved, and the multi-structure color difference (MSC) extraction method is constructed to extract the channel state image information. Then, through the experimental simulation, the method of channel state division is specified, and the performance advantage of the improved algorithm MSC relative to the original algorithm is verified. Finally, discriminating channel state based on SVM algorithm. A series of experiments on rotation invariance test, immunity from interference test and illumination variation test verify that the proposed method has high robustness and the recognition accuracy is between 80% and 100%, which can effectively identify Instantaneous channel advantages and disadvantages.
I. INTRODUCTION
Wireless communication has become the main method of communication. The wireless channel is closely related to the surrounding environment. The changes of the surrounding environment will cause both small-scale and large-scale fading. State analysis of wireless channels in different environments has become a research hotspot in recent years. Because the wireless channel is affected by many factors and is affected by unstable factors such as external interference and noise, the channel characteristics such as Doppler shift, multipath effect and delay are changed in real time, and the The associate editor coordinating the review of this manuscript and approving it for publication was Nafees Mansoor . signal transmission is varied. Therefore, how to integrate multiple factors to analyze channel state, how to determine unstable factors, and how to assign weights to impact factors is very difficult. As a classic wireless channel, short-wave fading channels have multipath effects, fading, Doppler shift, frequency dispersion, and undulation effects. Although other wireless channels have similar effects, these characteristics of short-wave channels are more prominent. Therefore, the main research objective of this paper is the short-wave fading channel, which can effectively represent the wireless channel.
Existing channel analysis methods rely on specific situations. The classical channel estimation algorithm MUSIC is only for the array signal mathematical model [1] - [3] ; using the rotation invariance of the signal subspace to accurately extract the horizontal angle [4] , [5] ; the spatially alternating generalized expectation maximum algorithm SAGE [6] can simultaneously estimate the delay, departure angle, angle of arrival, Doppler shift, amplitude, etc. These methods are all directed to the array signal. The real channel is complex and variable, and many cannot be converted into the channel model applicable to the above algorithm. The estimation effect of the channel impulse response algorithm is biased toward a specific channel. Farzamnia et al. consider the least squares (LS) method of sparse channel [7] , and estimate the channel coefficient of OFDM by applying the method and the minimum mean square error method. Highprecision estimation method for underwater acoustic multichannel parameters based on WRELAX algorithm [8] , [9] ; In order to measure the time delay of signal propagation in the underground environment of metro tunnels, Xiaoyu Yin et al. used the spread spectrum sliding correlation channel detection method [10] ; the MPOC method was used to extract the multipath channel impulse response [11] , [12] . Channel feature extraction derived from the formula can only extract several common features of time dispersion and frequency dispersion [13] , [14] . In short, the existing channel analysis method fails to comprehensively analyze the sudden situation such as interference and noise, and the method is complicated, and the applicability is very limited. Therefore, it is very important to find a flexible and reliable wireless channel analysis method that is simple to operate and is not affected by specific situations.
With the vigorous development of image analysis, the application fields of image technology are gradually expanding, and the images are intuitive, reliable and convenient to analyze. In recent years, many scholars have introduced image methods to analyze wireless communication systems. The Haralick feature is extracted from timefrequency to classify and detect images of seizures [15] ; Transient electromagnetic signals are identified and classified by time-frequency images [16] ; transient signals are analyzed by feature extraction time-frequency images [17] ; LBP time-frequency images classify EEG signals [18] . In addition, there are many novel image feature classification methods that can be used for reference, such as the use of enhanced hybrid maps or spatial spectra for classification reduction of hyperspectral images [19] , [20] . These methods all recognize signals by time-frequency images, which prove that image analysis has greatly developed in the field of communication, and the use of time-frequency images has been relatively mature. For the wireless communication system, the concept of channel fingerprint is proposed. In a period of time, the channel characteristics are directly extracted by the time domain and frequency domain imagery of the received signal to reflect the real-time status of the channel [21] , [22] . However, the method is not applicable to the case where the channel state changes rapidly, the distortion of the received signal is greatly different, and the received signal is insufficient to fully describe the channel state, and cannot represent the true state of the channel state. Therefore, in this paper, the channel state image will be constructed using the Channel State Information, and each image is constructed in a slow fading state, that is, the graphics conversion is performed under the condition that the channel state is stable.
Channel State Information describes the weakening factor of the signal in each transmission path, which is the value of each element in the channel gain matrix [23] . Compared to the received signal itself, it is possible to accurately reflect the channel state at the moment of the moment. As the element of the channel condition, Channel State Information is widely used in many research fields such as OFDM system performance analysis [24] , indoor positioning [25] , [26] , WiFi environment sensing [27] , and human behavior detection [28] . Therefore, this paper uses Channel State Information as the source of time domain image, frequency domain image and correlation domain image, and further discriminates the channel quality at the moment.
Compared with general channel analysis methods, this paper has the following advantages:
1) The general channel feature extraction method is complex and restricted to specific environments. The method in this paper is simple, not limited by the channel model, and is suitable for general wireless channels. 2) The general channel analysis method is greatly affected by external interference, and the extracted features cannot accurately and real-timely analyze the channel state. The method in this paper is highly robust and can accurately predict channel conditions in real time.
3) This paper innovatively introduces time-domain,
frequency-domain and correlation-domain images to analyze the real-time state of the channel. Three kinds of images are combined to facilitate analysis and grasp the real-time status of the channel in all directions. 4) The general channel feature extraction method is only suitable for color or texture, and is not targeted. The algorithm in this paper fuses the two. Based on the proposed channel state image, a pertinent image feature extraction algorithm is proposed, which has strong applicability and high robustness. The rest of the paper is structured as follows. In Section II, the related work is introduced, including the existing imaging methods and multi-primitive extraction algorithms. In Section III, we briefly introduce the system model of short-wave fading channel, several communication signals for channel state analysis, and the imaging process of time domain, frequency domain and related domain. Then, this article will introduce an improved image extraction method, that is, multi-structure color difference (MSC) histogram in Section IV. In Section V, the simulation experiment is carried out, including three parts. First, the channel state is instantaneously divided. Second, the performance of the newly constructed MSC algorithm is improved compared with the original algorithm. Third, identify the pros and cons of the channel state based on SVM, and analyze the robustness of the method. Finally, the work and future plans are summarized in Section VI.
II. RELATED WORKS A. TRANSFORM DOMAIN IMAGING
Among methods of transform domain imaging, the method of time domain imaging is the most mature, and it is mostly used in signal recognition classification, especially for epileptic seizure detection [29] , brain lesion detection [30] . For the communication system, the time domain, the frequency domain and the related domain reflect the channel environment states at different angles, which together reflect the characteristics of the instantaneous channel. However, since this technology has not been developed, only a few studies have used the channel transform domain to study channel states. Including, channel orientation extraction [31] ; edge detection image segmentation [32] based on transform domain; classification and recognition of communication system scene based on time domain and frequency domain transform [33] .
However, the only method is to perform scene classification on the received signal, failing to reflect the transformation of the channel environment itself, and cannot be applied to the case where the channel state changes rapidly. In this article, three domains are covered. The time domain, the frequency domain, and the related domain are imaged, and Channel State Information is utilized as a source of information for generating an image. At the same time, the channel state of the instantaneous change is subdivided, and the method can quickly and effectively discriminate the channel state under the slow fading change.
B. IMAGE FEATURE EXTRACTION METHOD
Image feature extraction methods emerge in an endless stream, mainly for color features, texture features, shape features, spatial relationship features. Color feature is a global feature that describes the surface properties of the scene corresponding to the image or image region. The color feature extraction has color histogram, including quantized color histogram and cluster color histogram [34] , [35] . Texture feature is also a global feature that also describes the surface properties of a scene corresponding to an image or image region. But texture is just a property of the surface of an object, and does not fully reflect the essential properties of the object. Texture features also include the extraction of edge features. The main extraction methods include geometric methods; model methods, Markov random field (MRF) model method; signal processing methods, gray level co-occurrence matrix; the Tamura texture feature; wavelet transform [36] , [37] . Shape features often use the shape invariant moment method [38] . The image in this article does not involve spatial relationship features, so it is not outlined.
In order to combine multiple feature extraction methods, it is necessary to find a method involving color features and edge features. The construction of multi-texton histograms (MTH) [39] solves this problem. It combines feature extraction methods to simplify the extraction process and better and more comprehensively reflect image information. This paper mainly uses multi-texton histogram (MTH) and color difference histogram (CDH). MTH integrates the advantages of co-occurrence matrices and histograms by using histograms to represent the properties of the co-occurrence matrix [40] . CDH is completely different from the existing histogram. Most existing histogram techniques only calculate the number or frequency of pixels. However, the unique feature of CDH is to calculate the perceptual uniform chromatic aberration between two points of different backgrounds in the L * a * b * color space [41] . However, MTH only pays attention to the texton extraction of color features, and does not perform texton texture extraction on the edge direction. Although CDH is more fully described in color characterization, it has the same problems as MTH. Therefore, the paper will further improve the advantages of the two, including edge texton extraction, texton reconstruction, and feature dimension reduction.
III. SYSTEM MODEL A. SHORT WAVE FADING CHANNEL SYSTEM MODEL
Rayleigh fading is a small-scale fading effect that is always superimposed on large-scale fading effects such as attenuation, shadows, and so on. The relative motion speed of the transmitting end and the receiving end determines the speed of channel fading. Relative carrier pair causes Doppler shift in the received signal In this paper, the multipath Rayleigh fading channel is built based on the baseband equivalent Jakes model of frequency monotonic fading. The Jakes simulation model simulates multipath Rayleigh fading channels with multiple Doppler shifts and a maximum Doppler shift. The method used is a sinusoidal superposition method, which uses a deterministic process to simulate a stochastic process. According to the probability theory, a plurality of sine waves of different frequencies are superimposed, and the amplitude statistics are Gaussian-distributed. If both the real part and the imaginary part are superimposed with a plurality of sine waves of different frequencies, the real part and the imaginary part respectively obey the Gaussian distribution. According to the definition of Rayleigh distribution, the root of the sum of the squares of the two Gaussian variables obeys the Rayleigh distribution, so the envelope obeys the Rayleigh distribution. From the traditional Jakes model, the normalized baseband Rayleigh random process expression can be obtained [42] .
among them, M = 4N + 2, φ m = 0 (m = 1, 2, . . . N + 1)
among them, f n = v n f c /c is the maximum Doppler frequency shift associated with the maximum vehicle speed, f c is the carrier frequency, c is the speed of light. The emulator block diagram is shown as follows: The program can change the channel state by randomly changing the delay, fading level, Doppler shift, and the number of multipath fading.
B. COMMUNICATION SIGNAL
In this paper, three signals of QPSK, FSK and QAM are selected as the communication signals of the communication process. Because different signals have different anti-fading performance, such as QPSK has the best anti-noise performance, FSK has better anti-fading performance, but FSK anti-interference ability is weaker than QPSK, and QAM is more sensitive to frequency selective fading.
In view of the different characteristics of the three signals, the time domain, frequency domain and related domain images in the same channel environment will have delay and similarity, which is more convenient to prove whether the channel state discrimination proposed in this paper can be applied to most cases, and prove whether the method is reliable.
C. CHANNEL STATE INFORMATION IMAGING
Channel State Information describes the weakening factor of the signal in each transmission path, which is the value of each element in the channel gain matrix H . The received signal transmitted over the multipath channel can be expressed as:
Wherein, Y and X respectively represent signal vectors of the receiving end and the transmitting end, and H and N are respectively a channel information matrix and additive white Gaussian noise. Channel State Information is applied to a general wireless channel. In the slow fading state (assumed to be 10ms), the channel gain matrix is obtained by the following formula. it can be seen that the peak distribution of 1000 sample points is very uniform, and the lines of some random distribution reflect change of the peak, indicating that the image channel state is relatively stable. The conversion to the contour map is as follows:
• Frequency domain imaging: From the perspective of the frequency domain, time-frequency analysis can be performed on the scene, and the spectrum analysis results can be combined with the time axis to draw a waterfall map. On the drawing of the waterfall map, fft is performed for each sample, and the spectrum analysis results of all samples are projected onto a two-dimensional coordinate axis composed of time and • Related domain imaging: By using the data observed in each scene to obtain the channel gain matrix, these channel coefficients can be used to calculate the correlation coefficient matrix (CCM) between the groups and form a symmetric matrix. The samples are the y-coordinate and the x-coordinate. There are 1500 samples. Among them, the correlation matrix is also called the correlation coefficient matrix, which is consisted of the phase coefficients between the rows of the matrix [45] . That is to say, the elements of the i row and the j column of the correlation matrix are the correlation coefficients of the i row and the j column of the original matrix. As can be seen from the figure below, the image has strong texture characteristic. It can be understood that the channel state at the neighboring moments is similar due to timevarying, which makes the correlation strength change rapidly in a short time. The relevant domain images converted to is as follows: 
IV. CONSTRUCTION OF MULTI-STRUCTURE COLOR DIFFERENCE HISTOGRAM
In this paper, multi-texton histogram (MTH) and color difference histogram (CDH) are used to construct a new image feature extraction method, which is multi-structure color difference histogram (MSC).
A. MTH COMSTRUCTION PRINCIPLE
The construction of MTH mainly includes two parts: RGB color quantization and edge texture direction quantization. This method only performs the texton extraction process for the color image, and the discrimination ability for the two pixels with small color difference is insufficient. The extraction flow chart is as follows: The extraction of the MTH histogram includes two parts: texture direction detection and color detection. In the first part, in the Cartesian space, the sobel gradient operator is used to calculate the texture edge direction of the color image. According to the experimental experience, the direction quantization is the best in 18 directions, and finally the texture direction is detected. In the second part, the color picture is quantized in RGB space, quantized into 64 colors, and then the texton structure is extracted to finally complete the color detection.
Texture feature is one of the basic features of image features. The image in this experiment has a distinct texture mechanism, so the extraction accuracy of texture direction greatly affects the extraction effect. The texture feature provides a large amount of semantic information in the image. The MTH texture direction detection can detect the texture features in 18 directions and express the texture information of the image.
By applying the Sobel gradient operator, the gray image direction is generated along the horizontal and vertical directions to obtain an image with two gradients, g x and g y . Gradient images can be obtained g(x, y), whose size and direction are defined as |g(x, y)| = g 2
x + g 2 y and θ(x, y) = arctan(g y /g x ). In order to avoid the loss of information when the color image is transferred to the gray scale image, the Cartesian space is used to detect the edge caused by the color change. a = (x 1 , y 1 , z 1 ) and b = (x 2 , y 2 , z 2 ), its dot product is defined as:
Applying the Sobel operator to the channels of the red, green, and blue color images f (x, y). The reason for using Sobel is that it is less sensitive to noise than other gradient operators or edge detectors, and is very efficient. The gradient along x and y can be expressed as a(R x , G x , B x ) and b(R y , G y , B y ). R x represents the horizontal gradient in the R channel, and so on. Their norms and dot products are defined as:
The angle between a and b is:
After calculating the texture direction of each pixel, they are evenly quantized into 18 units.
For color detection, including color quantization and texton detection, RGB is the simplest and most common color space. R, G, B are uniformly quantized into 4 intervals, so that we get 64 colors. Texton are the most basic unit of image structure analysis and are commonly used for texture analysis. In the literature [46] , Julesz proposed a complete texton theory that emphasizes the critical distance between elements. There are four 2 * 2 texton structures in MTH. As shown in the figure below, but this structure is not comprehensive enough to express pixels with small color difference. The following will introduce 3 * 3 texton structure with stronger structure and correlation, which is suitable for continuous color image. 
B. CDH COMSTRUCTION PRINCIPLE
CDH histogram pays more attention to color, edge direction and perceptual uniform color difference. The color, direction, and perceptually uniform color difference are encoded by feature representation in a manner similar to the human visual system. Different from MTH, it performs edge color difference detection based on L * a * b * color space, which can obtain color difference and edge direction information through L * a * b * space, which better simulates the perception of color by human vision. CDH extraction process is shown in the figure below. The extraction of the CDH histogram includes two parts: edge detection and color detection. Finally, the 108-dimensional image features are obtained by color difference calculation. For edge detection, in the L * a * b * space, a pair of orthogonal directions G 1 and G 2 are extracted, and then the edge direction is obtained by the corresponding formula change, and finally the edge direction is quantized to 18 units. For color detection, the L * a * b * color space is utilized and quantized into 90 colors.
Use the following methods for edge detection. First, Let l, a and b be unit vectors along the L * , a * and b * axes in L * a * b * color space; then, we adopt the following vectors for a full color image f (x, y) [47] , [48] :
The dot product of the vector is defined as follows:
Again, the partial derivatives described above are calculated by the soble operator. If m(x, y) is an arbitrary vector in the L * a * b * color space, it can be seen that the direction of the maximum rate of change of m(x, y) is:
The value of the rate of change in the a direction is:
Since the tan function has a period of π, the equation associates a pair of orthogonal directions with each point. 
F max is the maximum value of the two orthogonal directions, F min is the minimum value, which is expressed as follows:
Since ϕ 0 and ϕ 0 ± π/2 affect the final gradient value, in practical applications, the maximum gradient is considered the final gradient, so:
For ease of implementation, we project it into the interval [0, 2π]. After calculating the edge direction of each pixel, these directions are uniformly quantized to 18 units. The experiment verified that the 18 directions are most suitable for the L * a * b * color space, and each unit corresponds to an angular interval of 20 • .
For color detection, the L * a * b * space is quantized into 90 colors. The unified quantized L * channel is divided into 10 units, and the a * and b * channels are divided into 3 units. Therefore, 10 * 3 * 3=90 color combinations are obtained.
Perceptually uniform chromatic aberration is a way of approaching human color perception. Combining the edge direction and the color to obtain the color difference between the pixels, and the extracted features can well preserve the slight difference between the pixels. Therefore, this paper will use the advantage of color difference extraction to improve MTH.
Assume that the quantized image is C(x, y) , the color value of each pixel is w ∈ 0, 1, . . . W − 1, and two adjacent pixels are (x, y)and (x , y ) respectively, and their color index values are C(x, y) = w 1 and C(x , y ) = w 2 . The edge direction of the image is defined as θ(x, y), the range of values is v ∈ 0, 1, . . . V − 1, and the adjacent pixel angle are defined as θ(x, y) = v 1 and θ(x , y ) = v 2 .The distance between adjacent pixels is D. CDH histogram is defined as follows:
Considering comprehensively, MTH integrates the advantages of symbiotic matrix and histogram; CDH pays attention to color and calculates perceptual uniform chromatic aberration between two points of different backgrounds under L * a * b * color space. This article will build a new image extraction method. There are mainly four improvements. Firstly, in order to compensate for the lack of application of the texton structure in the MTH texture direction detection, the texton structure extraction is introduced into the edge direction extraction. Secondly, the 3 * 3 texton structure is constructed, compared to the 2 * 2 structure which can better express relevance and adaptability, and we construct five more continuous texton structures. The third and fourth, CDH's application of chromatic aberration is a good representation of the color change, but it does not use the texton structure and the dimension is too high. Therefore, this paper only uses the idea of chromatic aberration extraction to improve the expressive power of color image color extraction. At the same time, it can reduce the dimension of feature extraction. The extraction process of the multi-structure color difference histogram is shown in the figure below.
In the above figure, x ∼ { mark the improved part of the newly constructed multi-structure color difference histogram compared to the original extraction method. The edge direction texton detection is added, which is the same as the color texton detection process. The color primitive detection process and the improved 3 * 3 texton structure are described below. The 3 * 3 texton structure can describe all the structural elements contained in the picture pixel more comprehensively than the original 2 * 2 texton structure, and is more suitable for the continuous image structure in this paper. Its five structures are shown below. The principle of texton detection is as follows. In the color index image C(x, y), we move 3 * 3 blocks from top to bottom and left to right in the entire image to detect texton with 3 pixels as the step size. If text is detected, the original pixel values in the 3 * 3 grid remain unchanged. on the contrary, it will have a value of zero. At last, we will get a texton image, represented by T (x, y).
For the newly constructed image feature extraction method, the multi-structure color difference histogram. The primitive image T is represented by w, and two adjacent representation pixels are represented by P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ), and values are T (P 1 ) = w 1 and T (P 2 ) = w 2 . For the texture pattern θ(x, y), the angles of P 1 and P 2 are defined as θ(P 1 ) = v 1 , θ(P 2 ) = v 2 . In a texton image T , two different texture directions perhaps have the same color; different colors perhaps have the same texture direction. The number of commonly occurring v 1 and v 2 is represented by N . N represents the number of and co-occurring. H (T ) stands for different color values. H (θ ) stands for different texture pattern.
Combine H (T ) and H (θ) to form the final vector H .
V. SIMULATION EXPERIMENT VERIFICATION A. DIVISION OF CHANNEL TRANSIENT STATE
In this paper, the bit error rate is mainly used as the standard for channel transient state division [49] . The general division criteria is as follows:
When the bit error rate is less than 0.05, the channel state is excellent, when between 0.05 and 0.2, the channel state is medium, and when it is greater than 0.2, the channel state is bad. Since the noise resistance and anti-fading performance of the three signals QPSK, FSK, and QAM used in this paper are significantly different, the error division of each signal is slightly different. After experimental simulation, the error codes of the three states of the three signals are divided as follows. Each interval is the error range of an image. We specify that the channel state is stable in this interval, that is, the instantaneous channel state. The division is shown in the table below.
The green part in the above table is the first channel state, that is, excellent; the blue part is the second channel state, that is, medium; the orange part is the third channel state, that is, bad. The √ indicates that a signal has a state in the interval, and the × indicates that there is no state in the interval. Since each signal has different sensitivity to channel degradation, resulting in the same channel condition, the rate of decline of the bit error rate is different, and the signal with a fast error rate has a bit of error space. As the channel environment deteriorates, the error changes are accelerated, so gradually becomes larger. According to the table, there are six kinds of excellent channel state images, six medium channel state images, and ten bad channel state images. For the next channel discrimination, this paper expands the channel state diagram. The first type is expanded to 6 * 10=60, the second type is expanded to 6 * 10=60, and the third type is expanded to 10 * 6=60. The partial channel state images of the time domain, the frequency domain, and the related domain drawn under the above division interval are shown below. Part of the image shown above, from left to right, the channel state gradually deteriorates. As can be seen from the figure, partial images of the QPSK signal are very similar to the FSK images, but it belongs to different error intervals. Because their anti-fading performance is different, similar images appear in different error intervals, that is, image delay occurs. For QAM images, its time domain and related domain images are significantly different from the other two signals. Because of the modulation mode of QAM itself, the antinoise performance and anti-fading performance are different. However, it is easy to see that the overall change of the image is similar to QPSK and FSK. In the waterfall map in the frequency domain, on the surface, the differences in the states of the three signals are small, but there are also significant changes. In the following experiments, it will be verified whether the frequency domain state image can be used as a criterion for channel state discrimination.
B. MULTI-STRUCTURE COLOR DIFFERENCE HISTOG-RAM PERFORMANCE ANALYSIS
Like the image expansion method mentioned above, there are 60 images of each transform domain in one state, 180 in the time domain, 180 in the frequency domain, and 180 in the related domain. The simulation is performed on the application Classification Learner that comes with Matlab. The response is set to three types, with a total of 82-dimensional feature vectors. In this paper, 20 simulation experiments are carried out, and the three classification methods with the highest accuracy rate are Cubic SVM, Weight KNN and Subspace KNN [50] , [51] . For Cubic SVM, kernel scale is automatically selected, box constraint level is 1, and standardized data is used. For Weighted KNN, number of neighbors is 10, distance is measured according to Euclidean, the distance weight is allocated in squared inverse, and standardized data is used. For the Subspace KNN, ensemble method of subspace is adopted, learner type is nearest neighbor, number of learners is 30, and subspace dimension is 123. Below is a table of experimental results. MTH_texton is the algorithm for texton detection in the edge direction of MTH. MSC_2 * 2 is an improved algorithm in this paper, but four kinds of 2 * 2 texton structures are used for feature extraction. MSC_3 * 3 is the final improvement method, which uses five kinds of 3 * 3 texton structure.It can be seen from the classification results of the time domain state image that the time domain state image is effective for discriminating the channel state. From the average of the three classification algorithms, it can be seen that the correct rate is between 85% and 90%. CDH has the lowest classification accuracy and the largest variance, which is not suitable for feature extraction of images in this paper. Therefore, the improved algorithm only uses the principle of color difference extraction. From left to right, as the algorithm improves, the correct rate of the algorithm is gradually improved. From the maximum value of the algorithm, the correct rate of MSC_3 * 3 is 4.4 percentage points higher than that of MTH, and the correct rate is over 92%. From the perspective of variance, the improved algorithm maintains the stability of the algorithm, and the variance from left to right does not fluctuate much. From the point of view of , the difference is always maintained within 4 percentages, and the MSC algorithm is slightly higher than the MTH. It can be seen from the above table that the classification accuracy rate of the frequency domain state image algorithm is lower than the time domain classification result overall, but from the average of the accuracy rates of the three algorithms, the correct rate is between 80%∼87% except the CDH algorithm. It proves that the extraction algorithm can better classify images with higher similarity. From left to right, as the algorithm improves, the correct rate gradually increases. From the maximum value, the classification accuracy rate after MSC_3 * 3 extraction is 88%, which is 4.8 percentage increases compared with the MTH algorithm. MSC_3 * 3 has better stability, the variance is reduced by 2.46 compared to MTH, and the value is reduced by 6.8. It can be seen from the above table that the correct rate of the state image of the related domain is relatively high. From the average of the three algorithms, it can be seen that the correct rate fluctuates between 85% and 91%. From left to right, as the algorithm improves, the correct rate gradually increases. From the maximum value, classification accuracy rate under MSC_3 * 3 can reach 90%. The classification result of the relevant domain state is also very stable, the variance volatility is small, and is also stable between 2 and 4. It can be obtained from the above table that the operation time fluctuation range of the three images under the same algorithm is basically the same, and thus is drawn in a table. From left to right, as the complexity of the algorithm increases, the performance increases and the runtime increases.
In summary, experimental results show that MSC achieves better performance improvement while the complexity of the algorithm is improved, and the time complexity is only slightly improved. It is confirmed that the time domain, frequency domain and related domain state images can distinguish different channel states well. It also shows that the algorithm has slightly different performance effects on different images, but the correct overall rate can reach 80% or more, and the applicability is wide. It is suitable for images with high similarity and is convenient for solving various communication channel state discrimination problems.
C. ROBUSTNESS TEST OF MSC ALGORITHM
The advantages of MSC performance have been demonstrated above, and the following experiments are all based on the MSC algorithm. In order to prove that the algorithm is adaptable, reliable and small influenced by the outside. The following paper proves that the proposed channel state quality discrimination method is widely used and has a good robust performance.
Robustness refers to the control system's ability to maintain some other performance under certain parameter perturbations. The robustness in image processing means that after the image has undergone various external attacks and interference, the algorithm can still effectively recognize the image with low image fidelity, that is, the anti-attack ability is strong.
In the process of communication, image transmission will be interfered by many factors, and the acquired Channel State Information image is likely to suffer from various attacks such as affine deformation, Gaussian noise, and chrominance distortion. Therefore, this paper will verify the robust performance of the algorithm from three aspects. First, from the rotation invariance of the image, verify whether the received image can effectively discriminate the channel state after random rotation. Second, from the perspective of interference, including Gaussian noise and salt and pepper noise, interference is the most common and fatal problem in the communication process, and is the main factor affecting the transmission effect. Third, from the perspective of the change in image illumination intensity, due to the influence of external illumination, the picture will be too bright or too dark, resulting in severe distortion of the picture.
1) ROBUSTNESS-ROTATION INVARIANCE EXPERIMENT
Since the image processing software such as MATLAB will set the background to white after rotating the image, the rotated image has many more interfering pixels than the original image. Therefore, this paper performs image rotation under PS software to preserve the original image structure to the greatest extent. The partial rotated image of the time domain, frequency domain, and related domain is shown below. The rotation angle is randomly rotated in multiples of 10 • .
In order to clearly display the rotated image, the image is bordered in the above image. As can be seen from the above figure, the rotation process inevitably causes image scaling, which can better reflect the image rotation problem under real conditions, and is sufficient to fully prove the robustness of the algorithm.
Firstly, images are randomly selected from 180 images of the time domain channel state to construct 60 rotated images, and the construction methods of the frequency domain and related domain images are also the same. The channel state image features are then extracted based on the MSC algorithm. Finally, under the SVM classifier, the original image is used as the training set, and the rotated image is used as the It can be seen from Figure 15 to Figure 17 that the rotation invariance of the newly constructed MSC algorithm is more stable, and its correct rate is higher than that of MTH and CDH. It can be seen from the rotation invariance of time domain image in Figure 15 that the rotation invariance of CDH is very poor. The overall difference between it and MSC is nearly 11 percentage points, and the accuracy rate is distributed between 80% and 88%. The performance of MTH is better. The overall difference between MTH and MSC is nearly 2 to 6 percentage points, and the accuracy rate is distributed between 90% and 95%. MSC algorithm has a good rotation invariance performance, and some tests reach 100%, and the accuracy rate is distributed at 96%. ∼ 100%. From the rotation invariance of the frequency domain image in Figure 16 , it can be seen that CDH frequency domain image has better rotation invariance performance than the time domain image. The overall difference between CDH and MSC algorithm is 5 to 10 percentage points, and the accuracy rate is distributed between 86%-90%. The performance of MTH algorithm is good, and the overall difference between MTH and MSC is nearly 2 to 5 percentage points and the accuracy rate is distributed between 91% ∼ 96%. MSC algorithm has good rotation invariance performance, some tests reach 100%, and the accuracy rate is distributed between 96%. ∼ 100%. It can be seen from the rotation invariance of related domain image in Figure 17 that the rotation invariance of CDH related domain image is better than the frequency domain. The overall difference between CDH and MSC algorithm is 5 to 8 percentage points, and the accuracy rate is distributed between 90%-95%. The performance of MTH algorithm is good, and the overall difference between MTH and MSC is nearly 2 to 4 percentage points and the accuracy rate is distributed between 91% ∼ 98%. MSC algorithm has a good rotation invariant performance, and some tests reach 100%, the accuracy rate is distributed between 96% ∼ 100%. In short, it can be seen from the rotation invariance of images in the time, frequency, and related domains that image rotation has less impact on the algorithm. Compared with the original algorithm, MSC has more stable rotation invariant performance, and accuracy rate is always maintained above 90%.
It can be seen from Figure 18 that the stability of the time domain and the related domain is higher than that of the frequency domain state image because the channel state of the frequency domain image itself is difficult to distinguish, which is consistent with the classification result under the image extraction of the MSC algorithm. Due to the randomness of image selection, the simulation results more powerfully indicate that different degrees of rotated images do not affect the correct discrimination of the algorithm, and still can better identify different channel states. 
2) ROBUSTNESS-IMMUNITY FROM INTERFERENCE TEST
In this paper, interference processing performed in Python3 includes Gaussian noise and salt and pepper noise. VOLUME 8, 2020 The following shows the partial interference images in the time domain, frequency domain and related domain. It can be seen from Figure 20 to Figure 22 that the immunity from interference of the newly constructed MSC algorithm is more stable, and its correct rate is higher than that of MTH and CDH. It can be seen from the immunity from interference time domain image in Figure 20 that the immunity from interference of CDH is poor. The overall difference between it and MSC is nearly 10∼12 percentage points, and the accuracy rate is distributed between 76% and 90%. The performance of MTH is better. The overall difference between MTH and MSC is nearly 2 to 5 percentage points, and the accuracy rate is distributed between 83% and 96%. MSC algorithm has a good performance, and some tests reach 100%, and the accuracy rate is distributed at 91%. ∼ 100%. From the immunity from interference of frequency domain image in Figure 21 , it can be seen that CDH frequency domain image has better immunity from interference performance than the time domain image. The overall difference between CDH and MSC algorithm is 5 to 8 percentage points, and the accuracy rate is distributed between 78% -95%. The performance of MTH algorithm is good, and the overall difference between MTH and MSC is nearly 2 to 5 percentage points and the accuracy rate is distributed between 91% ∼ 98%. MSC algorithm has good immunity from interference performance, and some tests reach 100%, the accuracy rate is distributed between 93%. ∼ 100%. It can be seen from the immunity from interference of related domain image in Figure 22 that the immunity from interference of CDH related domain image is better than the frequency domain. The overall difference between CDH and MSC algorithm is 5 to 7 percentage points, and the accuracy rate is distributed between 88% -96%. The performance of MTH algorithm is good, and the overall difference between MTH and MSC is nearly 2 to 5 percentage points and the accuracy rate is distributed between 91% ∼ 98%. MSC algorithm has good immunity from interference performance, and some tests reach 100%. The accuracy rate is distributed between 93% ∼ 100%. In short, it can be seen from the immunity from interference performance of the image in the time domain, frequency, and related domains that the interference of image has a greater impact on algorithm, which leads to expansion of accuracy distribution. Compared with the original algorithm, MSC has more stable anti-interference performance, and accuracy rate is always maintained above 90%.
It can be seen from Figure 23 that the stability of the three images' correct rate distribution decreases slightly, and the distribution range increases. It also shows that the image is more affected by interference, but the overall correct rate is maintained above 80%, and the partial correct rate keep above 90%. The channel state discrimination method adopted in this paper can maintain good prediction ability after the image is attacked by interference.
3) ROBUSTNESS-ILLUMINATION VARIATION
In image transmission, external weather changes and other factors will change the chromaticity of the image. The most common is the change of the brightness of the image. This paper simulates the change in image illumination intensity in Python3. The following shows the partial illumination variation images in the time domain, frequency domain and related domain. Randomly selected from the original images of the three transform domains, each constructed 60 images with illumination variation. The channel state image features are then VOLUME 8, 2020 extracted based on the MSC algorithm. Finally, under the SVM classifier, 180 images of the original image are used as the training set, and the interference image is used as the test set. The training set and the test set 3:1 scale simulation training are performed 60 times, and the average correct rate of each figure is counted It can be seen from Figure 25 to Figure 27 that resistant to illumination variation of the newly constructed MSC algorithm is more stable, and its correct rate is higher than that of MTH and CDH. It can be seen from the illumination variation time domain image in Figure 25 that resistant to illumination variation of CDH is poor. The overall difference between it and MSC is nearly 10∼15 percentage points, and the accuracy rate is distributed between 80% and 90%. The performance of MTH is better. The overall difference between MTH and MSC is nearly 2 to 5 percentage points, and the accuracy rate is distributed between 88% and 96%. MSC algorithm has a good performance, and some tests reach 100%, and the accuracy rate is distributed at 93%. ∼ 100%. From the illumination variation of frequency domain image in Figure 26 , it can be seen that CDH frequency domain image has better resistant to illumination variation performance than the time domain image. The overall difference between CDH and MSC algorithm is 5 to 8 percentage points, and the accuracy rate is distributed between 80% -96%. The performance of MTH algorithm is good, and the overall difference between MTH and MSC is nearly 2 to 5 percentage points and accuracy rate is distributed between 83% ∼ 98%. MSC algorithm has good resistant to illumination variation performance, and some tests reach 100%, the accuracy rate is distributed between 88%. ∼ 100%. It can be seen from the illumination variation of related domain image in Figure 27 that the resistant to illumination variation of CDH related domain image is better than the frequency domain. The overall difference between CDH and MSC algorithm is 3 to 7 percentage points, and the accuracy rate is distributed between 88%-95%. The performance of MTH algorithm is good, and the overall difference between MTH and MSC is nearly 2 to 5 percentage points and the accuracy rate is distributed between 91% ∼ 98%. MSC algorithm has a good resistant to illumination variation performance, and some tests reach 100%, the accuracy rate is distributed between 93% ∼ 100%. In short, it can be seen from resistant to illumination variation performance of the image in the time domain, frequency, and related domain that image's illumination has a moderate effect on algorithm and algorithm has a large distribution of accuracy. Compared with the original algorithm, MSC has more stable resistant to illumination variation performance, and accuracy rate is always maintained above 90%.
As can be seen from Figure 28 , the correct rate of channel state discrimination is over 80%, and the correct rate of the related domain image is over 90%. Experiments show that the channel state discrimination method in this paper can still distinguish the channel state better and has higher robustness in the case of image chromaticity change.
From the above three robust performance tests of rotation invariance test, immunity from interference test and illumination variation test, it can be obtained that the MSC-based channel state discriminant analysis method has better robustness. After being attacked by multiple images, the channel state is accurately predicted, and the recognition accuracy is maintained between 80% and 100%. Among them, the correct rate in the rotation invariance test is over 90%, the correct rate in the immunity from interference test is more than 85%, and the correct rate in the illumination variation test is over 80%, which proves that the method is applicable to various image distortions and have good robustness and high reliability.
VI. CONCLUSION
The traditional wireless channel state analysis method relies on applicable conditions, the algorithm is complex, and cannot effectively monitor the real-time channel state, and is easily interfered by external factors. The channel state discrimination method proposed in this paper simplifies the complexity of channel state evaluation and is applicable to various wireless channel analysis. Specifically, the extraction of channel features such as delay and Doppler is avoided, the image model of the Channel State Information in the time domain, the frequency domain, and the related domain is established, and the channel state feature is extracted by using the newly proposed image feature extraction method MSC. Finally, the channel state is discriminated. The experimental results show that the channel state discrimination method can quickly and correctly identify the instantaneous state of the channel, and the recognition accuracy rate is 80%∼100%, and the algorithm is highly robust and reliable.
In the future work, we will further reduce the feature dimension extracted by the MSC algorithm, and further establish a feedback system of the imaged channel state system. Through the real-time feedback of the channel state, the parameters of the transmitting end are adjusted to improve the communication efficiency.
