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Abstract
In this thesis I will present optical and near-infrared photometric and spectroscopic ob-
servations of an evolved field brown dwarf binary pair and of populations of low-mass stars in
high-mass young stellar clusters and will compare them to stellar and substellar theoretical model
predictions.
ε Indi Ba, and Bb are the closest known brown dwarfs to the Earth, and, as such, make possi-
ble a concerted observational campaign to obtain a complete characterisation of two intermediate-
age T dwarfs. Although some recent observations suggest substellar atmospheric and evolutionary
models may be inconsistent with observations, there have been few conclusive tests to date. I will
present high angular resolution optical, near-infrared, and thermal-infrared imaging and medium-
resolution (up to R∼5 000) spectroscopy of these two T dwarfs. Using these data I have derived
luminosities of log L/L=−4.699 ± 0.017 and −5.232 ± 0.020 for ε Indi Ba, Bb, respectively,
and I will show that the predictions of substellar evolutionary models using luminosity and mass
constraints are inconsistent with the effective temperatures and surface gravities derived from fit-
ting atmospheric models to observed spectra. Furthermore, I will show that, even where estimates
of the effective temperature, surface gravity, and luminosity are available, estimates of the mass
of cool brown dwarfs can be up to a factor of two lower than the measured dynamical mass.
Considering the difficulty in assigning accurate ages to any system and the mass-luminosity-age
degeneracy of brown dwarfs, I would caution against the over-analysis of predicted brown dwarf
masses at this time.
I have also used Chandra X-ray observations to identify near-complete and relatively unbi-
ased samples of pre-main-sequence stars in the young stellar clusters NGC 2244 and Trumpler 14.
Using optical photometric and spectroscopic observations, I will characterise the apparent age
spreads seen in the cluster pre-main-sequences. Mass estimates will then be derived for their stel-
lar populations and used to construct the initial mass function for each cluster. It is found that
NGC 2244 appears to have a Salpeter-like IMF for stars in the mass range 0.5–2.0 M if a likely
age of 2 Myr is adopted, while Tr 14 may have a top-heavy IMF at a similar age. However, I will
show that because the observed slopes of the cluster pre-main-sequences are not well-matched by
the predicted slope in colour-magnitude space, such determinations are heavily dependent on the
assumed age of the cluster and complicated due to the large spreads in isochronal ages.
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Chapter 1
Introduction To Low-Mass Stars and
Brown Dwarfs
Star formation is an ubiquitous process. It is ongoing in our own galaxy and is also known to have
occurred in the earliest galaxies only a few hundred million years after the Big Bang. Observations
have been made of star forming regions across the galaxy, from the nearest regions such as Taurus
and Orion, to clusters near the galactic centre and in the outer galaxy, and in our nearest galactic
neighbours, the Magellanic Clouds. Unresolved studies have also been made of stellar clusters in
the Andromeda galaxy, where we can resolve individual massive H II regions, and in the furthest
known galaxies, where we can infer star formation rates. Despite the universality of this process,
we have no complete physical model. In particular, we cannot yet explain the origin of the initial
mass function (IMF) which governs the relative numbers of stellar objects of all masses (Bonnell
et al. 2007).
Since the confirmation of the first brown dwarfs (Nakajima et al. 1995; Oppenheimer et al.
1995), studies have probed the lower end of the mass function in the solar neighbourhood and
in stellar clusters. However, this new mass regime requires evolutionary and atmospheric models
which account for the lack of a sustained internal energy source and the continued cooling of the
atmospheres where molecular chemistry and dust formation play a pivotal role. The advent of 8–
10 m class ground-based telescopes and observations with adaptive optics has allowed us to probe
this fainter population, both nearby objects in the field which are faint due to their age, and young
low-mass stars and brown dwarfs in clusters
In this thesis, I will use optical and near-infrared (near-IR), photometric and spectroscopic
observations of low-mass stars and brown dwarfs to investigate the applicability of evolutionary
and atmospheric models to determine the properties of field brown dwarfs and then make use of
pre-main-sequence models to extract the physical properties of low-mass stars in young stellar
clusters.
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1.1 Formation
1.1.1 A Little History
Early European philosophers divided the celestial objects into the fixed and wandering stars. While
the advent of the telescope and Galileo’s discovery of the moons of Jupiter provided support for the
Copernican heliocentric model of the Universe over the Ptolemaic geocentric model, the so-called
fixed stars were still assumed to be immutable.
In his Allgemeine Naturgeschichte und Theorie des Himmels (Universal Natural History
and Theory of the Heavens) published in 1755 (translation, Johnson 2008), Immanuel Kant pos-
tulated that the fixed stars are systems akin to our Solar System and that the observed band of the
Milky Way is due to the vast number of such systems orbiting in a plane around a common centre,
seen from the Earth’s position within that plane. He theorised that the order of the Solar System
was projected onto this much larger scale, and further, that the many Milky Ways may themselves
be part of a similar structure on a still grander scale. Although Kant was aware that his theory
required the fixed stars to move, he suggested that the vast distances involved would produce such
slow motion that perhaps the time in which humans had been recording astronomical phenomena
was insufficient to detect this motion. In fact, in 1717, Edmund Halley had discovered the proper
motion of the fixed stars by comparing his measurements of the positions of Sirius, Arcturus, and
Aldebaran with those in Ptolemy’s Almagest (see Brandt 2009). Kant also extended Swedenborg’s
nebular hypothesis which postulated that our Solar System had formed from the collapse of a
rotating gaseous cloud, providing the first attempts at explaining the formation of the stars and
planets.
By the 19th century the debate had moved on to the age of the stars. Although geologists
and biologists of the time argued that many millions of years would be required to account for the
geological strata and multitude of species, leading physicists countered that there was no known
mechanism for powering the Sun over such timescales. It was thought that the solar energy came
from the gradual gravitational contraction of the original solar nebula. Assuming this energy
source, Lord Kelvin calculated the age of the Sun and arrived at an estimate of 30 Myr, far shorter
than the minimum 300 Myr proposed by Darwin (1859) from studies of the geological strata.
Once Einstein had put forth his general theory of relativity equating mass with energy, a new
much longer lasting source of energy became apparent and in 1929, George Gamow posited that
the Sun’s energy was derived, not from gravitational contraction, but from nuclear processes in its
core. This was followed by a detailed description of nuclear processes by Bethe (1939) who found
that the proton-proton chain (p-p chain) was probably the main source of energy for solar-type
stars, while the carbon-nitrogen-oxygen cycle (CNO cycle) was dominant in higher mass stars.
In the mid 20th century, the first advances were made in identifying the location of ongoing
star formation when the T Tauri class of stars, located in dark clouds, were recognised as an early
stage in a star’s life (Joy 1945). The early evolutionary theory of stars was then developed by
Henyey, Hayashi and collaborators (see Henyey et al. (1955) and Hayashi (1961)). Many young
stellar clusters were identified by the presence of massive, short-lived stars and subsequently the
observed colours and magnitudes of the brighter cluster members were compared to the predictions
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of evolutionary models (e.g. Blaauw 1964). Larger telescopes allowed the study of fainter, lower
mass cluster members such as the still-contracting pre-main-sequence stars. Such studies were
limited not only due to the intrinsic faintness of the lower mas stars, but also due to interstellar
extinction toward these clusters. The introduction of infrared arrays in the 1980s to 1990s began
to uncover more embedded clusters, and X-ray observations with the early space-based X-ray
observatories probed the magnetic activity of protostars. As we go toward lower mass stars in
young clusters, the contamination from the multitude of unrelated objects in the field becomes
problematic. However, there are several ways in which we can select the true cluster members and
so extend studies of the mass function to lower masses. In particular, we now know that X-rays
can be a powerful tool for selecting such populations as the X-ray flux of a star is known to be a
strong function of stellar age (Getman et al. 2005).
1.1.2 A Simple Formation Model
Young star clusters are generally found on the edges of molecular clouds, with embedded clusters,
presumed to be at an earlier stage of evolution, found within the molecular clouds (Wilking &
Lada 1983). Molecular clouds tend to be found near the galactic plane (Hartmann 1998) and have
a large range in physical characteristics. They can have masses from 10 to 106 M, sizes from
1 to 100 pc and temperatures between 10 and 100 K. The Orion molecular cloud has a mass of
∼105 M and a size of 100 pc in which there are several young, massive OB stars (Bally 2008).
The Taurus molecular cloud has dark clouds of ∼104 M but has a lower stellar density than Orion
and no high-mass OB stars (Kenyon et al. 2008). Molecular clouds are believed to fragment into
smaller mass cores which themselves go onto form individual or groups of stars as they fragment
further. The most massive of these objects evolve to affect their natal environments by ionising the
surroundings and eventually disperse the clouds of molecular gas.
The simplest model of star formation considers a single clump, which becomes unstable to
gravitational collapse and forms a single isolated star. In order for a star to be formed, the self-
gravity of the clump of cold (∼10 K) molecular material must overcome the supporting forces,
which may arise due to some external perturbation. Initially, as the molecular gas falls freely to
the core of the clump, the gravitational potential energy can be radiated away without heating the
clump itself. However, as the density rises and the core of the clump begins to form a protostellar
object, the clump will become opaque to its own radiation. The resulting radiation pressure will
slow the collapse and the temperature will rise until the molecular hydrogen is dissociated (at
∼2000 K) which causes a drop in temperature and support. The core then falls freely under gravity
until the gas pressure balances the gravitational attraction and so a protostar is born.
The core then continues its growth by accreting material in a disc from the surrounding en-
velope (a so-called class I object, Lada & Wilking 1984). During this process the angular momen-
tum must be transported outward through the disc. If it were not, a small initial angular velocity
could lead to a rapidly spinning core which would be unable to collapse. Observations show that
accreting protostars can have bipolar jets (Bachiller 1996) which also remove some of the angular
momentum of the star. The mechanism by which this material is ejected is poorly understood,
but it is believed that the magnetic field of the system is involved and acts to constrain the jets
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Figure 1.1: Schematic of the evolution of a protostar (a) from a core in a molecular cloud which
will collapse, (b) to an object embedded within an infalling envelope (class 0–I) , (c) to a class II
object, a classical T Tauri star (CTTS) with a thick disk, (d) and then to a class III object with an
optically thin disk, (a weak-lined T Tauri star, WTTS), to finally a naked star with no disk, but
possibly with a planetary system. Credit: Shu et al. (1987).
of material to a narrow cone. The envelope eventually dissipates and the protostar continues to
accrete material from its circumstellar disc (a class II object) in which planet formation may take
place until the disc too begins to dissipate (class III) and we are eventually left with a naked star or
class IV object. It also appears that an accretion disc is necessary for the bipolar jets to exist as jets
have been observed in class 0 objects, in more than half of class I objects; in a few class II objects;
but in no class III objects (Konigl & Pudritz 2000). Figure 1.1 shows a schematic representation
of the evolution of a protostar from the embedded stage through to the class III stage where the
accretion disk is optically thin.
This is of course only an approximate and basic description of star formation. There are
many complicating factors and things that are not yet known. For instance, we do not fully un-
derstand the mechanism for angular momentum transport through the accretion disk. Nor do we
entirely know why some molecular clouds are unstable to collapse and others are not. Perhaps
most importantly, we do not know what it is that determines the final mass of a star, arguably, its
most important characteristic.
A characteristic mass for the collapse of clumps of molecular material may be obtained by
considering the simplified scenario where the clump is supported against gravity by its thermal
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energy alone. We can then use the virial theorem to derive this characteristic mass (the Jeans
mass) for a spherical cloud. The virial theorem balances the kinetic and gravitational energies of
the molecular cloud clump,
2 K + U = 0 (1.1)
where K is the kinetic energy and U the gravitational binding energy of the core. The
kinetic energy is then given by
K =
3
2
NkT =
3MkT
2µmH
(1.2)
where N is the number of particles, k is the Boltzmann constant, T the temperature of the
clump, M the mass, µ the mean molecular weight, and mH the mass of molecular hydrogen. The
gravitational binding energy of a spherical core of mass M, radius R, and density ρ is given by
U = −3GM
2
5R
(1.3)
where G is the gravitational constant. Equating these we can derive the so-called Jeans
length, which describes the radius below which a clump would be unstable to collapse
RJ =
√
15kT
4pimH µG ρ
(1.4)
which for a sphere gives a Jeans mass of
MJ =
4piR3 ρ
3
=
(
3
4piρ
)1/2 ( 5kT
µmH G
)3/2
(1.5)
which, in terms of the number density of H2 molecules nH2 , gives a representative value of
approximately
MJ = 1 M
( nH2
104 cm−3
)−1/2 ( T
10 K
)3/2
(1.6)
This then gives a mass, for a given temperature and density, above which the thermal sup-
port of the core will insufficient to balance the gravitational attraction and so the core will be
unstable to gravitational collapse (usually a few solar masses). However, this formulation assumes
that the density of the background medium is constant and also that there are no other support
mechanisms. Molecular cloud cores have however been observed with inferred masses greater
than their calculated Jeans mass, suggesting that the core is supported against collapse by some
means other than thermal energy alone. For instance, magnetic fields and turbulence could provide
extra support. Once formed, a protostar will continue accreting from its disk and will contract until
it reaches the main-sequence, at which point the core temperature is high enough to sustain fusion
of hydrogen which then provides the support necessary to halt further collapse. Eventually, the
star will use up its reservoir of fuel and will die, returning some of its material to the interstellar
medium in the process. However, if the protostar formed is not massive enough to fuse hydrogen
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then it will continue to contract until core degeneracy limits any further contraction. It will then
radiate away the energy released by contraction, growing fainter as it ages, forever locking up its
constituent matter.
1.1.3 Brown Dwarfs
At this point we must be clear on the definition of stellar and substellar objects. At first thought,
it should be simple to define a star. Since the realisation that stars are objects like our own Sun,
we have understood stars to be objects which emit their own light. However, the realisation of
the central nuclear energy source of stars (see Chapter 1.1.1) has now come to form the definition
of a star. Kumar (1963) and Hayashi & Nakano (1963) both demonstrated that below a certain
mass the core temperature would not be sufficiently high to sustain hydrogen fusion. Kumar
(1963) estimated that the hydrogen burning minimum mass (HBMM) was approximately 0.1 M,
while Hayashi & Nakano (1963) predicted a mass of ∼0.08 M. More recently, Chabrier et al.
(2000b) and Saumon & Marley (2008) have shown that the minimum mass for hydrogen burning
is ∼0.070 M (∼73 MJup). However, this boundary is dependent on the metallicity of the object
and increases to 0.080 M for a metallicity of [M/H]=−2.0.
The lack of a sustained source of internal energy from nuclear fusion has the consequence
that such substellar objects (now known as brown dwarfs, a term coined by Tarter 1975) derive
their luminosity only from the energy released by gravitational contraction. So as a brown dwarf
ages, it will cool and become less luminous, and whereas a hydrogen burning star will spend the
majority of its lifetime on the main-sequence at approximately the same effective temperature, an
object with a mass below the HBMM will cool throughout its life, moving to progressively later
spectral types. We will return to discuss the spectral morphology of the brown dwarf spectral types
in Chapter 1.2.
With the discovery of very low-mass objects around stars, including direct imaging of extra-
solar planets (Marois et al. 2008; Kalas et al. 2008) and even a possible planetary companion
to a brown dwarf (Chauvin et al. 2005), it may be necessary to distinguish a low-mass brown
dwarf from a planet. There are three main viewpoints here. Firstly, there are those who argue
for a definition based on mass and internal energy source, as for the upper end of the brown
dwarf regime. Although a brown dwarf does not have sustained core hydrogen fusion, above
∼13 MJup there is a period of deuterium fusion. This then is used by some as the mass limit
between a brown dwarf and a planet. However, this seems to me an artificial distinction as an
object just above the HBMM will fuse hydrogen for many billions of years, but deuterium fusion
lasts for only a few million years (Chabrier et al. 2000a) - hardly the defining feature of a brown
dwarf’s life. Furthermore, it is difficult to observationally determine the deuterium abundance
of an object, and since masses are generally estimated from evolutionary models, this is not a
practical distinguishing feature. We will show in this thesis that the masses determined from
current evolutionary models, even where precise measurements of the luminosity exist, are not
necessarily trustworthy.
Another view is that one should distinguish a brown dwarf and a planet based on their for-
mation mechanisms. Since brown dwarfs have been found in binary systems (with a star and/or
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with other brown dwarfs) (McCaughrean et al. 2004), around planet-hosting stars (Liu et al. 2007)
and in the field in isolation (EROS Collaboration et al. 1999), this brings into question whether
there is only one formation mechanism. However, even more so that deuterium fusion, this is not a
useful observational signature. It is possible that objects which formed as planets out of a circum-
stellar disk have been ejected from their natal systems by dynamical interactions, and so would
appear to be very low mass brown dwarfs. Conversely, very massive circumstellar disks may form
planets with masses in the brown dwarf regime. In fact, the International Astronomical Union has
defined a planet in our solar system to be a body in orbit around the Sun, which suggests that a
planet which has been ejected from its natal system would no longer be termed a planet. Others
still, argue that there is no need for a defining line. The formation mechanisms will not be affected
by subsequent hydrogen or deuterium fusion, and so the low-mass end of the mass spectrum may
be composed of two populations formed in different manners which are observationally indistin-
guishable and so to describe formation across the full range of stellar, substellar, and planetary
masses, several formation mechanisms would have to be considered.
1.1.4 The Stellar Initial Mass Function
The effect of a star on its natal molecular cloud, its lifetime and evolution, and its eventual death
are primarily dependent on its mass. In the simple model of collapse of a molecular cloud to form a
single, isolated star, the eventual mass of the formed star is determined by the mass of the original
cloud. However, as discussed in the previous section, star formation is not so orderly: stars form
within giant molecular clouds from clumps of a range of masses, and also in regions bathed in the
ionising radiation of a previous generation of OB stars. The location of a star’s birth relative to
other stars can affect its eventual mass. A low-mass star forming near a much more massive object
will not only struggle to accrete mass, but will also, if the massive star is not heavily embedded, be
ionised by that star’s UV radiation, halting further accretion and so limiting its mass. Additionally,
depending on the initial conditions, a bound clump may form not only one object, but a binary or
multiple system. These stellar siblings may evolve through their lives together, or be torn apart by
dynamical processes in their natal clusters.
The initial mass function (IMF) describes the number of stars in a stellar system as a func-
tion of mass and so is a direct result of the star formation process. As discussed above, this
process is not fully understood and, although much effort has gone into attempting to determine
whether the IMF shows environmental effects, no clear evidence has arisen (e.g. Luhman 2004).
Additionally, the determination of the IMF is difficult as stellar masses must generally be inferred
using theoretical models of stellar evolution. This process then relies on the theoretical models
being used having been calibrated with those relatively few systems for which direct masses can
be determined.
Salpeter (1955), building on the work of previous authors in deriving luminosity func-
tions for stars in the solar neighbourhood, derived the ‘original mass function’ in an attempt to
test whether the rate of star formation in the solar neighbourhood throughout the lifetime of our
galaxy has been uniform, whether stars change their masses appreciably during their evolution,
and whether the mass function is smoothly varying. Salpeter (1955) defined his ‘original mass
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function’ ξ(M),
dN = ξ(M) d (logM)
dt
T0
(1.7)
where dN is the number of stars in the interval d (log M) created in the time interval dt per
cubic parsec. He found that the stars of mass 0.4–10 M in the solar neighbourhood could be fit
by a power law of the form
ξ(M) =
dN
d logM
∝
(
M
M
)−1.35
(1.8)
More generally, the slope of this power law, which describes the number of stars per loga-
rithmic mass interval, can be represented in the notation of Scalo (1986) as
Φ(M) =
d logN (logM)
d logM
∝
(
M
M
)−Γ
(1.9)
However, depending on the range of masses covered by their observations, many authors
choose to represent the IMF by a power law in linear mass bins,
ψ(M) =
dN
dM
∝
(
M
M
)−α
(1.10)
Other authors prefer to present a log-normal IMF (Miller & Scalo 1979; Chabrier 2005)
where the mass function distribution has a characteristic mass of MC (generally found to be
∼0.2 M, Chabrier 2005) and a width, σ. Then
ξ(M) =
dN
d logM
= A exp
[−(logM − logMC)2
2σ2
]
(1.11)
However, Chabrier (2003) notes that a single log-normal function over the full range of
stellar masses is not compatible with observations. For stars above ∼1 M, the slope of the IMF
from recent studies is still consistent with that found by Salpeter (1955). The form of the IMF as
determined by Salpeter (1955) diverges as m→0, which prompted speculation (Ostriker & Peebles
1973) about a population of very low mass objects which contributed to (or fully accounted for)
the dark matter necessary to explain galactic rotation curves (Rubin & Ford 1970; Rubin et al.
1980). However, it is now accepted that substellar objects do not contribute appreciably to the
dark matter (Reid et al. 1999).
The highest mass star present in different star-forming environments is thought to be related
to the total mass of the cluster in which it forms (Maschberger & Clarke 2008). Clearly, this means
that the IMF of clusters of different masses will differ as the number of the highest mass stars will
be dependent on the original mass available with which to form stars. Instead, the slope of the
derived mass function is compared between regions allowing tests to be made of the universality
of the initial distribution of stellar masses. In recent years, the study of the IMF has begun to probe
well into the substellar regime (e.g. Moraux et al. 2007) and we now believe that the IMF turns
over at a mass near ∼0.2 M, though the precise point, and its significance, is a matter of debate.
Although the seminal work of Salpeter concerned the stars in the solar neighbourhood and
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work is still ongoing to characterise this population Deacon et al. (2008), the derivation of the
initial mass function is problematic as the stars in the solar neighbourhood are a mixed population
with differing ages and metallicities. The effects of stellar evolution must therefore be taken into
account to derive the IMF from the observed present-day mass function. Young stellar clusters
provide an environment in which to probe the IMF where we assume that the stellar and substel-
lar population were formed in a single star-forming episode from the same primordial material.
Bouvier et al. (2008) found evidence for a dynamically evolved mass function in the Hyades star
cluster (625 Myr). They found that there was a lack of low-mass stars and brown dwarfs with
respect to the number of higher mass stars and attribute this to the evaporation of the lowest mass
cluster members from the cluster due to dynamical interactions. To avoid such effects of dynam-
ical evolution and the stellar evolution of the highest mass members of a cluster, one must go to
the very youngest stellar clusters at an age of a few million years.
That said, the study of the IMF in young stellar clusters has its own associated problems.
Although there exist nearby stellar clusters and star-forming regions showing a range of environ-
ments, such as the dispersed and low-mass star formation in Taurus and the relatively high mass
Orion, the highest mass clusters are very rare and as such are found at large distances. For these
clusters we then have to contend with increased interstellar absorption, crowding issues, unre-
solved cluster cores, and large amounts of non-cluster contamination.
Kroupa (2007) discussed recent determinations of the IMF across the range of stellar masses
and conclude that the IMF can be described by a series of power laws, which above ∼0.5 M have
a slope of α=2.35 (dN/dM ∝ M−α), and between ∼0.1 and 0.5 M have a slope of α∼1.3, and
below 0.1 M and into the brown dwarf regions, a slope in the range 0<α<1. Whether the form
of the IMF is universal, or dependent on environment, it encapsulates information on the stellar
and substellar formation mechanism which will, hopefully, lead to a better understanding of the
underlying physical processes governing star formation.
Theoretical Explanations
Several possible explanations have been proposed to explain the form of the observed IMF. Larson
(1992) predicted that the accretion processes involved when a group of protostars form together
from collapsing filaments, competing for the same material (so-called competitive accretion), act
to increase the mass of the most massive objects fastest. However, this yields a minimum stellar
mass of ∼0.1 M and so requires some other mechanism to account for the formation of substellar
objects.
Silk (1995) predicted the stellar mass distribution from molecular cloud line-widths and
discussed the limiting effects of protostellar outflows on the total mass that can be accreted by
an object. Klessen et al. (1998) used numerical simulations to investigate the mass spectrum of
protostellar-forming clumps that form due to gravitational fragmentation of a molecular cloud and
found that the clump mass spectrum can be described by a power law of slope α=1.5.
An additional way to form brown dwarfs, or any binary system with stellar, substellar or
planetary mass companions, involves the fragmentation of a circumstellar disk. Lin & Pringle
(1990) performed simulations which showed that circumstellar disks can be unstable to gravita-
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tional collapse if they contain a large fraction of the total mass of protostar and disk. In this way
multiple objects could form within a system.
More recently, Reipurth & Clarke (2001) proposed that the low end of the mass function is
affected by the dynamical ejection of stellar embryos from clusters. The lowest mass protostars
will be preferentially ejected (with the probability of ejection varying as 1/mass) and so their accre-
tion may be prematurely terminated. If at this stage the mass of the object is below the HBMM,
then an isolated brown dwarf will be formed. However, if such an object is ejected along with
its circumstellar disk, then it may yet accrete enough mass to become a hydrogen burning star. It
is unclear exactly how this would affect the formation of binary brown dwarfs. It was suggested
that the ejected low-mass objects would be identifiable from their kinematic signatures and their
spatial distribution. However, Luhman (2004) finds that the spatial distribution of brown dwarfs
in Taurus in similar to that of solar-mass stars.
Another mechanism for the formation of very low mass stars and brown dwarfs involves the
photo-erosion of a core by a nearby OB star. In this situation, a protostar which, were it forming in
isolation, would continue to evolve into a low to intermediate mass star, has its envelope irradiated
by the ionising flux of a nearby massive star which sufficiently increases the kinetic energy of the
gas such that it can escape from the object. Whitworth & Zinnecker (2004) believe that brown
dwarfs should be routinely formed in this manner but that this does not preclude formation by
other methods. Indeed, this process can only account for objects formed in the vicinity of massive
stars and would not occur in low-density star-forming regions.
Currently the most favoured explanation for the form of the IMF is the turbulent fragmenta-
tion model. Padoan & Nordlund (2002) proposed that supersonic turbulence fragments molecular
clouds and predicts that the mass function turns over at below 1 M as a result of only the densest
cores being unstable to gravitational collapse. Hennebelle & Chabrier (2008) present an analyti-
cal theory of the pre-stellar core mass function (CMF) based on the thermal and turbulent Jeans
mass predicting that the CMF consists of a power law at large scales falling to a log-normal func-
tion. The derivation of the IMF from the CMF, however, requires an assumption on the relative
likelihood of forming a single object or a multiple system from a single clump.
Whitworth & Goodwin (2005) reviewed several suggested formation mechanisms for brown
dwarfs and argue that the same general principles apply as for the stellar regime. This is suggested
by the continuity of the form of the initial mass function into the substellar regime. They suggest
that lower mass cores will form lower mass stars, but it is not clear whether molecular clouds
fragment such that low enough mass, gravitationally unstable cores are formed which can become
brown dwarfs directly from core collapse. The authors also support their claim by noting that in
stellar clusters, brown dwarfs are not identified by their kinematics, suggesting that ejection does
not play a significant role in the formation of very low-mass and substellar objects.
1.1.5 Formation Environments
Although the simple physical model of star formation and early evolution discussed above can
account for the process of converting a molecular cloud into an isolated star, which then evolves
through an embedded stage to eventually become a main-sequence star, such isolated star forma-
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Figure 1.2: Schematic of the solar neighbourhood showing the location of some local star-
forming regions, including the Orion Nebula and the Rosette Nebula. Credit: Richard Powell,
http://www.atlasoftheuniverse.com.
tion does not seem to occur. Rather, stars primarily form in clusters and complexes of clusters
(Lada & Lada 2003) in which the most massive objects profoundly affect the environment of
neighbouring protostars. However, the conditions within different star-forming regions vary sig-
nificantly.
The constellation of Orion is one of the most conspicuous in the night sky and is host to
a nearby star formation region: the Orion Molecular Cloud. Star formation is occurring across
this complex. The Orion Nebula Cluster (M42), at the centre of the hunter’s sword, is a young
(1–3 Myr) massive stellar cluster which hosts the Trapezium, an optically visible grouping of very
massive young stars. The UV flux from these stars ionise the surrounding gas and give rise to
an expanding H II region which compresses the molecular material, perhaps initiating a future
episode of star formation.
On the other hand, the star-forming region in Taurus is more dispersed and of lower stellar
density than Orion. Luhman (2004) discusses a determination of the IMF in Taurus which has a
peak mass of ∼0.8 M, compared to ∼0.1–0.2 M in Orion and IC 348. The recent possibility that
there is a disproportionate number of high mass stars relative to low mass stars, however, seems
to have been dismissed. Figure 1.2 shows the location of some of the nearest star-forming regions
relative to the Sun while Fig. 1.3 shows the large-scale structure of some star-forming regions
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across a large portion of the sky, including the constellations of Orion, Monoceros, and Taurus.
Even though there are hints that the IMF is not consistent between these nearby star-forming
region, they are not the most disparate regions. More massive complexes are rare and as such
tend to be found at larger distances, but study of these regions gives us access to areas of star
formation which are exposed to much higher levels of irradiation from the many massive stars
and so have dispersed a lot of their natal gases, and which have perhaps already been influenced
by the supernovae of their first generation of massive stars. For instance, the Carina Nebula is a
relatively nearby massive star-forming region in the southern hemisphere with a large population
of the most massive stars (65 known O stars) and is host to a number of young stellar clusters.
These young clusters have already dispersed most of the nearby molecular gas, revealing their
stellar populations. Similarly, NGC 2244 is a young stellar cluster which lies within an annular
H II region in the Rosette molecular cloud, cleared by the ionising effect of its ∼30 O4–B3 stars.
The young clusters near the galactic centre also offer an interesting laboratory in which to
probe environmental effects on the IMF. The Arches cluster is the densest known young stellar
cluster in the Milky Way. Figer et al. (1999) found that IMF of this cluster was flatter than the
Salpeter power law, suggesting that the near-galactic-centre environment is more conducive to the
formation of massive stars. More recently, (Espinoza et al. 2009) found an approximately flat IMF
for the Arches cluster, but could not rule out a Salpeter slope. Indeed, the Arches cluster is so
massive that it has been used as a test-bed for determining the upper mass to star formation. Figer
(2005) report that from the total mass of the cluster, one would expect to find the most massive
star to have a mass of ∼500 M, but find nothing above ∼130 M.
On the opposite side of the galaxy (following the logic of Isaac Asimov), clusters in the
outer galaxy offer access to star formation at lower metallicities than in the solar neighbourhood
(or in clusters at similar galactocentric distances). While comparing the IMF in high and low
mass clusters allows us to probe the effects of massive stars on the formation of low-mass stars
and brown dwarfs, lower metallicity environments would allow us to investigate the effects of the
opacity on a cluster’s characteristic mass.
However, these distant regions all pose observational problems. In particular, the clus-
ters near the galactic centre are seen through high levels of interstellar extinction which can vary
significantly across the cluster (Espinoza et al. 2009). In addition to this, crowding toward the
galactic centre causes problems for identifying the cluster population. In this thesis, we will de-
scribe our observations and analysis of two high mass stellar clusters, where we have identified the
low-mass stellar population using the detections of their X-ray emission using the Chandra X-ray
Observatory.
1.2 Spectral Classification
The discovery of dark lines in the spectrum of the Sun by Joseph Fraunhofer in 1814 marked the
beginning of stellar spectroscopy. Fraunhofer also observed some bright stars and found similar
dark bands which, however, were not coincident with the lines seen in the Sun (Fraunhofer 1817).
These dark lines were explained by Robert Wilhelm Bunsen and Gustav Robert Kirchhoff in 1859
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Figure 1.3: Hα map showing the large-scale structure of local star-forming regions. The con-
stellations of Orion (the Hunter) and Taurus (the Bull) are seen against the nearby galactic plane.
The Orion Molecular Cloud Complex covers an area on the sky from Betelgeuse at Orion’s right
shoulder (to the right of the central, circular looking nebula - λ Orionis) to below Saiph, Orion’s
right foot. This images stretches from the seagull nebula (at 7h 5m, −11◦ 14′) on the lower left
corner of the image, across Barnard’s loop which partially encircles the ONC to the California
Nebula (at 4h 3m, +36◦ 25′) which sits at the top right of the image. Credit: Dennis Di Cicco and
Sean Walker/ Sky & Telescope.
1.2. SPECTRAL CLASSIFICATION 25
 0
 2
 4
 6
 8
 10
 12
 14
 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
F λ
Wavelength (µm)
Figure 1.4: Optical stellar spectra showing the differing features seen from O through M dwarfs.
Spectral types are (top to bottom) O5, B0, A0, F0, G0, K0, M0 and each spectrum has been offset
for clarity. Spectra are from the stellar spectral library of Pickles (1998).
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Figure 1.5: Optical stellar spectra showing the changing strength of features through the M class.
Spectral types shown are M0–M6 (bottom to top) and each spectrum has been offset for clarity.
Spectra are from the stellar spectral library of Pickles (1998).
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as being due due to the presence of known elements in the Sun when they reproduced the Fraun-
hofer D line while observing the burning of table salt through their spectroscope (Weeks 1968).
Later, Sir William Huggins, considered by some to be the founding father of modern stellar spec-
troscopy (Hearnshaw 1986), made spectroscopic observations of the stars and found the same dark
lines as seen in the solar spectrum (Huggins & Miller 1863a), suggesting a chemistry common to
the Earth and stars. He also made spectroscopic observations of nebulae concluding that the bright
emission line spectra, as opposed to stellar continua, suggested these objects to be composed of
glowing gas (Huggins & Miller 1863b).
From the mid 19th century onward a number of European and American scientists became
involved in the science of stellar spectroscopy. Lewis Rutherford attempted a first classification of
his observed stellar spectra into groups of stars with spectra similar to the Sun, those with lines
similar to Sirius, and those stars with no noticeable lines (Rutherford 1863). George Airy, of the
Royal Greenwich Observatory, implemented a program of measurement of the Doppler motions
of stars (Airy 1875) which would lead to later radial velocity work and ultimately the discovery of
planets outwith our own solar system.
Father Angelo Secchi of the Roman College Observatory was a prolific observer of stellar
spectra, classifying approximately 4000 stars in his lifetime and separating stars into (ultimately)
5 classes (Hearnshaw 1986). His type I we know now as the early type stars (up to F class), type
II were stars like the Sun (late F to K), and type III were the M class stars. The carbon stars he
discovered made up class IV, while the final class V contained stars with observed emission lines.
Herman Carl Vogel went on to refine Secchi’s classification scheme and as Director at Potsdam led
the effort to observe and classify all northern hemisphere stars down to 7.5m (first results, Vogel
& Muller 1883). His use of photographic slit spectroscopy allowed for more precise and reliable
measurements.
The next important step in stellar classification came in 1882 with the start of work on
the Henry Draper Memorial Catalogue led by Edward Pickering. The initial work by Pickering
and Williamina Fleming produced a catalogue of over 10 000 stars with spectral classifications
based on lettered types (Pickering 1890) giving us the origin of some of the classifications we use
today. This was advanced by two parallel classifications schemes from Antonia Maury (Maury &
Pickering 1897) and Annie Jump Cannon (Cannon & Pickering 1901), the former being abandoned
in favour of Cannon’s scheme and in the face of criticism for being overly complex.
Cannon’s scheme first introduced decimal subtypes to spectral classification and also or-
dered the spectra of stars with the O class at the head. She was heavily involved with the new
Henry Draper Catalogue of nearly a quarter of a million stars and over her lifetime would visu-
ally classify approximately 400 000 stars culminating in the Henry Draper Extension Catalogue
(Cannon & Pickering 1949).
1.2.1 Modern Spectral Classification
Spectral classification is the process by which the observed spectra of stellar (and, more recently,
substellar) objects are used to create groups of physically similar objects. Modern stellar spec-
tral classification schemes are based on the so-called MK process of Morgan & Keenan (1973)
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whereby the observed spectrum is compared to those of defined standard stars. These standards
are chosen and ordered to show the progressive change of a range of spectral features. Figure 1.4
shows spectra of dwarf stars from O5 to M0 from the spectral library of Pickles (1998). The de-
creasing temperature is indicated by the flattening of the stellar continuum toward the later types.
The hydrogen Balmer series is seen to rise and fall in the early-type stars in the range ∼3800–
5000Å, being strongest in the A stars. The large changes in spectral morphology in the late-type
stars is seen in more detail in Fig. 1.5 where spectra of dwarfs from M0 to M6 are plotted. These
cool objects are dominated by the presence of molecular species such as titanium oxide (TiO) and
vanadium oxide (VO) in their atmospheres.
Although the progression is a result of the changing physical conditions, this process allows
classification to be independent of any assumptions of their effect. Broadly, the later the spectral
type, the cooler the effective temperature, however as classification follows the MK process, there
need not be such a relation. The relation exists because as the temperature of a stellar photosphere
decreases, different atomic and molecular species can form, thus altering the absorption of the
stellar flux. The evolution of composition obviously need not be a simple function of temperature,
and indeed the transition between the recently-added L and T-types (the L/T transition) exhibits
large changes in spectral morphology with only relatively small changes in effective temperature
(∼100–300K). The spectra of these cool objects are also to a lesser extent affected by their surface
gravity, metallicity, and possibly by cloud evolution (Burgasser et al. 2002b, 2008).
1.2.2 The L and T dwarfs
The discovery of brown dwarfs and the study of their spectral characteristics prompted the creation
of two new spectral types: the L and T classes (Kirkpatrick 2005). The previously latest type M
dwarfs have effective temperatures of ∼2500–3900 K, while the L dwarfs have Teff∼1300–2500 K
and T dwarfs Teff.1300 K. Figure 1.6 shows optical to near-IR spectra of L and T dwarfs which
show the increasing dominance of H2O and CH4 and the disappearance of metal hydrides from
the L toward the T dwarfs.
As discussed previously, due to their core temperature, brown dwarfs do not have a sus-
tained source of internal energy from nuclear fusion. As a result, except for a short period of
deuterium fusion, their luminosity is due only to the energy released from gravitational contrac-
tion and as a brown dwarf ages, it will cool and become less luminous, moving through the spectral
types. This poses a problem for the characterisation of brown dwarfs from observations as there is
a degeneracy of mass, age, and luminosity.
Since brown dwarfs are cooler than stars, their atmospheres contain molecules which would
be dissociated in higher temperature environments. Although M dwarfs are defined by the absorp-
tion bands caused by TiO and VO, these begin to weaken into the L dwarf regime where metal
hydrides appear. However, the lower temperature also allows molecules to form dust grains which
in the transition from the L to T dwarfs rain out of the atmosphere causing mid–late T dwarfs to
appear bluer in near-IR colours than would otherwise be expected. The T dwarfs are defined by
the emergence and dominance of CH4 and H2O, and the raining out of the dust from the atmo-
sphere. Moreover, the atmospheres are not static environments. Saumon et al. (2003) discuss how
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Figure 1.6: Optical to near-IR spectra of ultracool dwarfs of spectral types L0–T6 showing the
increasing dominance of CH4 absorption. Spectral types shown are (top to bottom) L0, L2, L4,
L6, L8, T0, T2, T5, T6, respectively 2MASS J0141-4633 (Kirkpatrick et al. 2006), 2MASS 0828-
1309 (Burgasser et al. 2007), 2MASS 1104+1959 (Burgasser et al. 2004), 2MASS 1010-0406
(Reid et al. 2006), 2MASS 0310+1648 (Burgasser 2007), SDSS 1207+0244 (Looper et al. 2007),
SDSS 1254-0122 (Burgasser et al. 2004), 2MASS 1503+2525 (Burgasser et al. 2004), and SDSS
1624+0029 (Burgasser et al. 2006a).
1.2. SPECTRAL CLASSIFICATION 29
Figure 1.7: Schematic of the local solar neighbourhood showing the relative positions of the near-
est 33 known systems. ε Indi is host to the binary T dwarfs ε Indi Ba, Bb and is only 3.6 pc from
the Sun. Credit: Richard Powell, http://www.atlasoftheuniverse.com.
the convective mixing of the interior of a brown dwarf can lead to molecules such as CO being
found in greater abundance than would be expected given chemical equilibrium. We will discuss
evidence for non-chemical equilibrium processes in the early T dwarf ε Indi Ba in Chapter 3.5.6.
Currently, the coolest known brown dwarfs have an estimated effective temperature of
roughly 550–600 K (Burningham et al. 2009; Delorme et al. 2008). Searches are ongoing to
identify even cooler objects which will perhaps require the introduction of the Y spectral class
(Kirkpatrick 2008), which it is thought will include objects with spectra dominated by absorption
bands of ammonia. The spectral classification of L and T dwarfs has been thoroughly reviewed by
Kirkpatrick (2005). We will return to the classification of T dwarfs in Chapter 2.3.
How then do we characterise a brown dwarf? Although the life of a brown dwarf is primar-
ily dependent on its mass, this is not easily derived. The mass may be inferred from the luminosity,
but for this we must assume an age, which for any object is fraught with difficulty (e.g. Barnes
2007). Before we can rely on the predictions of the theoretical models for substellar objects, there
must be comparison made to very well-characterised systems. Otherwise, the mass-age-luminosity
degeneracy may lead to unreliable estimates of the masses of substellar objects which in turn will
affect any determination of the low-end of the IMF.
The brown dwarfs ε Indi Ba, Bb are uniquely well-suited to provide key insights into
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the physics, chemistry, and evolution of substellar sources as they have a very well-determined
distance, a main-sequence primary star with which to constrain age and metallicity, and a short
enough orbit (nominally ∼15 years, McCaughrean et al. 2004) such that the individual and sys-
tem dynamical masses will soon be known to accuracies of ∼1 MJup (McCaughrean et al. 2010;
Cardoso et al. 2010, in prep.). Figure 1.7 shows the positions of the closest known stellar systems
to the Sun, which includes the ε Indi system at only ∼3.6 pc. They are also relatively bright, close
enough, and sufficiently separated to allow detailed photometric and spectroscopic study which
will allow these two objects to become important calibrators of brown dwarf evolutionary and
atmospheric models.
1.3 Derivation of Physical Properties
To validate the predictions of the theoretical evolutionary models of stars and substellar objects, we
must have accurate determinations of the physical parameters of objects across the mass spectrum
at a range of evolutionary stages. Although crucial, this is a time-consuming, observationally
expensive task. It involves detailed observations of a range of objects, not just the lowest mass
and coolest brown dwarfs and ‘planetary-mass objects’. Although such objects are inherently
interesting, the worry is that model predictions applied to these objects are being over-analysed and
pushed into the public domain without having first proven the utility of the theoretical models. This
can affect studies of the mass function where accurate mass determinations are clearly important.
However, within a star cluster, the population can be assumed to be co-eval and so the form of the
mass function may still be derived with fewer assumptions.
This problem is most acute for young objects where the uncertainty on the age can be com-
parable to the age, sometimes leading to apparently significant deviations between the models and
observations (e.g. Close et al. 2005; Luhman & Potter 2006). However, the age of an individual
star can be difficult to ascertain and although much work has been done to determine the corre-
lation of age with activity indicators such as Ca II H&K and Hα emission, rotation rate, and 3-D
space velocities, the different techniques can give contradictory results. The problem can be alle-
viated when observing stars in clusters where age determinations are not reliant on an individual
object, but rather on a fit to a large population. Moreover, the metallicity of all the stars in the
cluster can be assumed to be the same since the stars will have formed from the same material.
However, even when dealing with clusters an absolute age is difficult to prove, although relative
ages derived by comparing the differing evolutionary stages of a range of clusters may be more
trustworthy (Mayne et al. 2007). Stellar clusters are therefore useful laboratories in which to de-
termine physical parameters of a single stellar population. However, although we can make a
number of simplifying assumptions about stars in clusters, we must first determine which objects
are truly members. This is confused by the presence of foreground and background objects in
the line-of-sight to the cluster which are not physically associated. Fortunately, the co-evality and
youth (since clusters of stars are typically the location of ongoing or recent star formation) of the
stars in a cluster provide a number of indicators that can confirm membership.
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1.3.1 Cluster Membership
Several techniques have been used with which to identify the members of a young stellar cluster.
However, to investigate the form of the initial mass function we must not only reject those objects
which do not belong to the cluster, we must obtain complete samples of the cluster members within
a certain mass range.
Positional and Photometric Selection
Most obviously, one can reduce the level of non-cluster contamination by restricting the angular
size over which stars are considered. The density of true members will drop farther away from
the centre of a cluster, leading to higher fractions of contaminating stars and background galaxies.
This however, comes at the expense of restricting study to the core of a cluster. Furthermore, not all
clusters are concentrated around an obvious centre and those that are may already be dynamically
evolved with signs of mass segregation which would be missed by a spatially restricted sample.
Similarly, in photometric studies of the stellar population in a region, an offset region away
from the cluster is often observed, This can be used to statistically determine the levels of con-
tamination expected for the on-cluster field. Unfortunately this means individual members of the
cluster are not identified. Additionally, there is the assumption that the contamination is constant
in both fields, which may be the case for foreground objects as long as the offsets are not too large
and at approximately the same galactic latitude, but the cluster may be seen in front of a molecular
cloud that would obscure most of a background population that may be present in the off-cluster
field.
Members of stellar clusters can also be selected based on their positions in colour-magnitude
diagrams (CMDs). In Chapter 4 we will derive the CMDs of two young stellar clusters. It is possi-
ble to use such CMDs to visually identify a cluster sequence. In particular the pre-main-sequence
(PMS, the low-mass stars which are still contracting onto the main-sequence) is generally found
redward of the main finger of contamination. However, this does not work well for all clusters as
the distribution of extinction values between each of the stars in the field may vary significantly
and blur any cluster sequence. Additionally, observations of the PMS in young clusters have
found significant photometric spreads within individual clusters (Palla & Stahler 1999; Jeffries
2009) which may be the result of intrinsic variations in brightness, or an indication of age spreads
of up to ∼10 Myr.
Proper Motion Selection and Radial Velocities
The probability of an individual star being a member of a stellar cluster can be estimated using
proper motion measurements. Foreground stars can be rejected due to their high proper motions
relative to the mean cluster proper motion. Jones & Walker (1988) surveyed the ONC and deter-
mined proper motions for objects in the inner 20′ determining a bi-modal distribution of member-
ship probabilities i.e. most objects are either classified as very unlikely to be members, and the
rest very likely.
However, this technique is limited to the brightest stars for which proper motions can be
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measured and has the additional drawback that a large temporal baseline is necessary to distinguish
the proper motions of the field and the cluster of interest. Although, de Zeeuw et al. (1999) have
determined proper motions of stars in OB associations as distant as 1 kpc with HIPPARCOS data
(Perryman & ESA 1997), this technique cannot currently be applied to more distant young clusters,
although the European Space Agency’s GAIA satellite will allow such studies to be accomplished
after its launch in 2012. Similarly, radial velocities can be used to confirm membership of samples
of possible members, but the necessary high resolution spectroscopy to confirm large samples is
prohibitive.
Indicators of Youth
For studies of young stellar clusters we can take advantage of the youth of our targets by observing
indicators of their relative youth compared to the field population. Hα imaging has been used to
identify cluster members in this way. This emission is thought to derive from accretion onto pre-
main-sequence stars which still have their disks (Cabrit et al. 1990). Indeed the two classes of
disk-bearing PMS stars, classical (CTTS) and weak-lined T Tauri stars (WTTS), are defined by
Appenzeller & Mundt (1989) as having Hα equivalent widths of, respectively, greater than and
less than 10Å. As a result this selection technique is biased against the selection of those PMS
stars which have lost their disks. Similarly, selection based on near-IR excess or using Spitzer
mid-IR colours is also biased toward those objects with disks.
The presence of lithium in the spectra of objects above a mass of ∼0.065 M is also an
indicator of youth as lithium is readily destroyed at the temperatures found in the cores of stars
above this mass (Chabrier et al. 1996). Pre-main sequence stars are also fully convective (Herbst
& Mundt 2005) and so the lithium should be fully processed through the hot core. However, as
with the determination of radial velocities, this requires initial selection by another means and
subsequent high resolution spectroscopic follow-up.
X-ray Selection
In recent years, X-rays have emerged as a powerful tool for selecting complete samples of low-
mass stars in young stellar clusters (Feigelson et al. 2007) even at distances of 2.5 kpc (Townsley
et al. 2005). X-ray selection of young stars is possible due to the enhanced X-ray activity of young
stars compared to the field.
X-rays have been observed in both the most massive stars and in low-mass stars. In O-type
stars, the X-ray emission is thought to be generated by shocks in the radiatively driven winds
of these objects, and, in some cases, by an unseen lower-mass companion. In lower-mass stars
the X-ray emission is a result of magnetic reconnection flares similar to those seen in the Sun
which result in X-ray emission 2 to 3 orders of magnitude (Preibisch & Feigelson 2005) above
that seen in the 1–10 Gyr field population. Unfortunately, X-rays are not seen in stars across the
full spectrum of masses at young ages. Stars of spectral type B and A are known to have low X-ray
luminosities at young ages and so any X-ray sample is likely to be lacking in these intermediate
mass stars. However, for the higher mass stars and the low-mass pre-main-sequence, the X-ray
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emission in the hard 2–10 keV band can be detected by Chandra through up to several hundred
magnitudes of visual extinction (Feigelson et al. 2005).
Deep X-ray observations have now been made for a number of star-forming regions. No-
tably, the Chandra Orion Ultradeep Project (COUP, Getman et al. 2005) and the XMM-Newton
Extended Survey of Taurus (XEST, Gu¨del et al. 2007) have used long observations to detect and
characterise the X-ray emission seen in these regions. As well as identifying a large portion of the
stellar populations, X-ray emission from 10–100 MK plasma has been observed in massive star-
forming regions (Townsley et al. 2003) which is thought to be produced by the energetic winds of
massive O stars.
The resulting X-ray samples are believed to be complete for both the high mass O stars
and for the lower-mass pre-main-sequence samples. Feigelson et al. (2003) show that the X-ray
samples identified are not biased toward stars with accretion disks, as is the case for other youth
and activity indicators. Indeed, it is found that the presence of a disk may produce lower X-ray
fluxes than for disk-free stars. However, the decrease in observed X-ray emission is only a factor
of 2–3 (Flaccomio et al. 2003) which still allows these objects to be separated from the field
population which is 2–3 orders of magnitude fainter in X-ray emission. Feigelson et al. (2007)
state that there is no evidence for an X-ray quiet, non-flaring population of PMS stars in the very-
well studied ONC.
However, the X-ray detections in the direction of young stellar clusters will be contam-
inated. There will be some background objects which are bright enough in X-rays to be seen
through the extinction of the associated nebula (distant quasars and background giant stars) and
there will be a small number of objects in the foreground which are young enough to be bright
in X-rays. Wang et al. (2008) discusses these possible contaminants for their X-ray detections in
NGC 2244. X-ray observations of young stellar clusters have been used to determine the X-ray
luminosity function of the stellar populations in several clusters (e.g. Flaccomio et al. 2006; Wang
et al. 2008), which have then been used along with the LX-mass relation to derive estimates of the
IMF. However, this assumes that the form of the LX-mass relation is consistent between clusters at
different evolutionary stages and with different environments. Here we will use the X-ray selected
samples and follow-up optical photometry and spectroscopy to investigate the physical properties
of the low-mass stars in two young clusters.
1.3.2 Atmospheric and Evolutionary Models
In order to determine the physical properties of stars, either in the field or in young clusters,
theoretical evolutionary and atmospheric models are usually employed. Such models rely on ob-
servations of some calibration objects with which to test their predictions. However, extensive
use is made of existing theoretical models even when their predictions have not been verified, or
indeed called into doubt (Hillenbrand et al. 2008).
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PMS Stellar Models
Mass and age estimates of PMS stars can be determined from PMS models from a variety of
groups, including Swenson et al. (1994), D’Antona & Mazzitelli (1997), Baraffe et al. (1998),
Palla & Stahler (1999), Charbonnel et al. (1999), Siess et al. (2000), and Yi et al. (2003). Compar-
isons of these model predictions with the observed properties of PMS stars which have measured
dynamical masses between 0.5 and 1.2 M by Hillenbrand & White (2004) have shown that most
of the present PMS models underestimate masses by 10–30%, with the exception of the Baraffe
et al. (1998) (α=1.0) models, but that the main limitation in testing these models is the uncertainty
in the luminosity and temperature estimates of the calibration stars. Siess et al. (2000) compares
the predictions of some of these PMS models and find that below ∼0.5 M, strong discrepancies
exist, but even though there are variations in the equation of state, treatment of convection, and the
surface boundary conditions used, at masses above ∼0.5 M, the differences between the model
predictions of the Baraffe et al. (1998), Charbonnel et al. (1999), and the Siess et al. (2000) models
are much less severe, giving differences in effective temperature of less than 200 K.
The modelling of the atmospheres of low-mass stars is now quite mature. Allard et al.
(1997) review the history and progress made in modelling cool stellar atmospheres and discusses
early models of very low-mass stars and brown dwarfs. There are a number of different stellar evo-
lution codes including the ATLAS models of Castelli et al. (1997) and Kurucz (2005a) which can
produce synthetic spectra for effective temperatures upward of 3500 K, and the MARCS models
of Plez (2008), earlier versions of which Bessell et al. (1998) used to predict broadband photo-
metric colours for dwarfs with effective temperatures in the range 2600–4000 K. The NEXT-GEN
atmospheric models (Hauschildt et al. 1999) match cool stellar atmospheres reasonably well for
effective temperatures below 10 000 K, but some problems remain in matching the colours of the
lowest mass stars (see Stauffer et al. 2003). The newest PHOENIX models, developed for the
upcoming ESA GAIA mission, cover the range 2700<Teff<10 000 K with a wide range of both
surface gravity and metallicity.
Substellar Models
Theoretical models of brown dwarf evolution have also been published by a number of groups,
including Chabrier et al. (2000b), Baraffe et al. (2003), Burrows et al. (1997), and Saumon & Mar-
ley (2008). The Lyon group models deal with two different atmospheric conditions. The Chabrier
et al. (2000b) DUSTY00 models take account of the formation of dust in substellar atmospheres,
but assume that the dust remains in the atmosphere. The Baraffe et al. (2003) COND03 models
neglect this dust opacity which is applicable for cool objects (such as mid- to late-T dwarfs) where
the dust grains will have settled out of the atmosphere. Saumon & Marley review the differences
between the various substellar evolutionary models and find that their predictions agree favourably
with those of the Lyon group, but that the predictions of Burrows et al. (1997) differ due to the
use of older non-grey atmospheres. Further, although the Lyon models (COND03 and DUSTY00)
predict systematically higher luminosities at a given age and mass than the Saumon & Marley
models, the differences are below 0.05 dex for comparisons of their cloudless models with the
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COND03 models, and below 0.09 dex for comparisons of their cloudy models with the DUSTY00
models. Larger differences are found at very young and old ages. At young ages this is thought to
be due to the different initial conditions, but at ages of a few million years, neither model is neces-
sarily trustworthy. At old ages the discrepancy arises due to the inclusion of electron conduction in
the COND03 models which is found to be an important mode of energy transfer for brown dwarfs
more massive than ∼0.05 M and older than a few billion years (Chabrier et al. 2000b). Saumon
& Marley argue that the boundary condition provided by the atmosphere is the most important
variable remaining between the models.
To predict observational characteristics such as colours, magnitudes, and spectral morphol-
ogy, it is necessary to employ model atmospheres for these substellar objects. The estimation of
the physical parameters of brown dwarfs is more complicated than for stars due to their intrinsic
mass-age-luminosity degeneracy, that is, a young very low-mass brown dwarf can look similar to
an old, high mass brown dwarf, as they can have the same effective temperature. Although they
will have different surface gravities, this is not an easy parameter to determine. At young ages,
the most massive brown dwarfs have effective temperatures similar to late-type stars and so can be
modelled with relatively mature synthetic spectral models. However, cool brown dwarfs of L and
T spectral type require atmospheres which include many molecular species not included in hotter
atmospheres, and the formation and eventual settling of dust.
In contrast to the atmospheric models for low-mass stars, the effort to reproduce the ob-
served spectral characteristics of brown dwarfs of spectral type L and T is still very much on-
going. The AMES-Dusty models and AMES-Cond models (Allard et al. 2001) have been used
to describe, respectively, substellar atmospheres where condensate species form in the upper at-
mosphere and atmospheres where these species have rain out, depleting the atmosphere of these
materials. However, these two scenarios do not adequately describe the full range of atmospheric
conditions in the brown dwarf regime, especially in the L to T transition region where the atmo-
spheres transition from being dust-dominated to cloud-free. The new BT-Settl models of Allard
(2009) seek to remedy this by including the appropriate settling of dust and other effects, includ-
ing non-equilibrium chemistry resulting from the convective motions present in the atmospheres
of these objects. While the evolutionary models of the Lyon group employ the PHOENIX atmo-
spheres of Allard and collaborators, the Saumon & Marley (2008) evolutionary models use the
cloud prescription of Ackerman & Marley (2001). Atmospheric models have also been published
by Tsuji (2002), Burrows et al. (2006), and Helling et al. (2008)
While the current atmospheric models can reasonably well reproduce the observed spectra
of brown dwarfs, there remain some obstacles to overcome, especially in the transition region
from L to T-type. The opacities resulting from CH4 absorption are not fully understood and so
there are known problems in modelling some parts of the spectrum, specifically in the H-band of
late-T dwarfs. Additionally, the effects on non-equilibrium chemistry can cause large changes in
the predicted spectrum in the K-band and in the thermal-infrared. The lack of a well-matching
model for the wings of alkali lines causes large mismatches in the optical flux of mid- to late-T
dwarfs due to the very wide wings of potassium and sodium absorption lines.
In this thesis, we will use optical and near-infrared (near-IR), photometric and spectroscopic
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observations of low-mass stars and brown dwarfs to investigate the applicability of evolutionary
and atmospheric models to determine the properties of field brown dwarfs and then make use of
pre-main-sequence models to extract the physical properties of low-mass stars in young stellar
clusters. In Chapter 2, we will describe our observations of the binary T dwarfs, ε Indi Ba, Bb,
where we have extracted the VRIzJHKL′M′ photometry and 0.63–5.1 µm spectroscopy of the
individual sources. Then in Chapter 3, we will discuss our determination of the bolometric lumi-
nosities of these two brown dwarfs and, along with a preliminary dynamical mass estimate, we
will compare to the predictions of the COND03 evolutionary models. We also fit our medium-
resolution (up to R∼5000) spectra to the synthetic BT-Settl atmospheres to extract the most likely
atmospheric parameters and highlight areas where the models are lacking. The predictions of ef-
fective temperature between the atmospheric and evolutionary models will then be compared. In
Chapter 4, we will then go on to describe our optical observations of two high-mass young stellar
clusters where we will use optical photometry and Chandra X-ray observations to select bona fide
members of the young clusters. We then describe the spectroscopic observation and classification
of a subset of these members. In Chapter 5 these observations will be used to account for extinc-
tion effects in the colour-magnitude diagrams, and with PMS stellar models we will derive mass
estimates for the PMS population of our young stellar clusters.
Part I
Constraining Theoretical Models of
Brown Dwarfs
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Chapter 2
ε Indi Ba, Bb - Observations and
Analysis Techniques
2.1 Motivation
The characterisation of low-mass stars and brown dwarfs is important for atmospheric studies of
substellar and planetary atmospheres, the reliable application of low-mass evolutionary models,
and the derivation of the full initial mass function. With over six hundred L and over one hundred
and fifty T dwarfs now known1, statistical studies of global properties and detailed studies of the
closest objects are now possible.
Binary systems have an important role to play. They allow the determination of dynamical
masses, provide a laboratory in which objects with the same age and chemical composition may
be compared, and, where they have main-sequence companions, provide external constraints of
metallicity and age which isolated objects lack, breaking the substellar mass-age degeneracy.
To fully constrain the evolutionary models of substellar objects (e.g. Burrows et al. 1997;
Baraffe et al. 2003; Saumon & Marley 2008), it would be most useful to determine the bolometric
luminosity, radius, mass, and age of a range of such objects. Bolometric luminosities can be
determined from photometric and spectroscopic observations across a large wavelength range.
Masses can be determined in systems where an orbit may be monitored, and finally, the age and
metallicity can be inferred from better characterised stars in the same system. To constrain the
atmospheric models of brown dwarfs, it is necessary to acquire high signal-to-noise spectra over
as wide a wavelength range as possible, allowing robust estimates of the effective temperature and
surface gravity to be made.
The discovery of a distant companion (projected separation ∼1500 AU) to the high proper-
motion (∼4.7 arcsec/yr) K4.5V star, ε Indi, was reported by Scholz et al. (2003). One of our nearest
neighbours, ε Indi A has a well-constrained parallax from HIPPARCOS (Perryman & ESA 1997)
as refined by van Leeuwen (2007), putting the system at a distance of 3.6224±0.0037 pc. This
was followed by the discovery of the companion’s binary nature (McCaughrean et al. 2004). The
1http://dwarfarchives.org - the M, L, and T dwarf compendium maintained by Chris
Gelino, Davy Kirkpatrick, and Adam Burgasser.
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proximity of ε Indi Ba, Bb to the Earth means Ba is more than a magnitude brighter than any
other known T dwarf, and allows unprecedented, detailed spectroscopic studies of these important
template objects.
ε Indi Ba, Bb are uniquely suited to provide key insights into the physics, chemistry, and
evolution of substellar sources. Although there are a number of other T dwarfs in binary systems,
this system has a very well-determined distance, a main-sequence primary star with which to con-
strain age and metallicity, and a short enough orbit (nominally ∼15 years, McCaughrean et al.
2004) such that the individual and system dynamical masses can soon be determined (McCaugh-
rean et al. 2010; Cardoso et al. 2010, in prep.). They are also relatively bright, close enough, and
sufficiently separated to allow detailed photometric and spectroscopic studies of both components
which straddle the transition from cloudy to cloud-free atmospheres (cf. Burgasser 2009). Charac-
terisation of this system allows the mass-luminosity-age relation at low masses and intermediate
age to be tested, investigation of the atmospheric chemistry, including vertical up-mixing, and
detailed investigation of the species in the atmosphere.
To date, spectroscopic observations of T dwarfs have predominantly been either at low-
resolution, which allows spectral classification and overall spectral energy distribution modelling
to determine luminosities, or high-resolution studies of relatively small wavelength regions to
investigate gravity and effective temperature-sensitive features. For example, McLean et al. (2003)
presented near-IR spectra at a spectral resolution of R∼2000 of objects spanning spectral types M6
to T8, and discussed broad changes in spectral morphology and dominant absorbers through the
spectral sequence. This was complemented by R∼20 000 J-band spectra presented in McLean
et al. (2007) where many H2O and FeH features were identified and the progression of the J-band
potassium doublet from M to T dwarfs charted.
Previous studies of ultra-cool dwarfs attempting to constrain low-mass evolutionary models
have been hampered by ambiguous ages, possible unresolved binarity, and the difficulty associated
with acquiring observations of close, faint companions. For example, observations of AB Dor C
have roused some controversy over the applicability of current low-mass evolutionary models,
with the assumed age of the system being a major source of disagreement. Close et al. (2005)
determined a dynamical mass for AB Dor C and, using an assumed age of 30–100 Myr, argued
that evolutionary models predicted a higher luminosity than was observed. However, Luhman
et al. (2005) countered with an analysis based on an age of 75–150 Myr, finding no significant
discrepancy between the observations and models. Nielsen et al. (2005) further argued that using
their slightly revised age of 70±30 Myr, the models still under-estimated the mass of this object.
Again, this was disputed by Luhman & Potter (2006) after a re-reduction of the same data used
by Close et al. (2005), and then Close et al. (2007) concluded that, based on newly acquired
spectra, there was no discrepancy between the observations and models. Despite this apparent
rapprochement, the situation may nevertheless be further complicated by the suggestion of Marois
et al. (2005) that AB Dor C may itself be an unresolved binary.
Leggett et al. (2008) used 0.8–4.0 µm spectra at R∼100–460 and near- to mid-IR photome-
try of HN Peg B, a T2.5 dwarf companion to a nearby G0V star, to investigate physical properties
including dust grain properties and vertical mixing. In the near-IR, the resolution was too low to
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study spectral lines in detail. However, by fitting the overall spectral morphology and making use
of the longer-wavelength data, they were able to place important constraints on vertical mixing
and sedimentation. Leggett et al. (2009) also reported the physical properties of four T8–9 dwarfs
from fitting observed near- to mid-IR spectral energy distributions with the atmospheric and evo-
lutionary models of Saumon & Marley (2008). They discussed the effects of vertical transport
of CO and N2 and demonstrated the complementary effects of increasing metallicity and surface
gravity.
Reiners et al. (2007) analysed high-resolution (R∼33 000) optical spectra of three L dwarfs
and the combined ε Indi Ba, Bb system, concluding that although some individual features are not
well-matched by the model atmospheres and that significant differences remain for some molec-
ular species and alkali metal features, general features are reproduced. Smith et al. (2003) also
acquired high resolution (R∼50 000) near-IR spectra of (only) ε Indi Ba in the wavelength ranges
1.553–1.559 µm and 2.308–2.317 µm. These were fit with the unified cloud models of Tsuji (2002)
and effective temperatures of 1400 K and 1600 K were derived for the two spectral regions. Mid-
IR spectroscopy of the unresolved ε Indi Ba, Bb system was also acquired by Roellig et al. (2004),
who use evolutionary models along with the luminosities of McCaughrean et al. (2004) and an as-
sumed age of 0.8–2.0 Gyr to derive effective temperatures and surface gravities and then compared
composite spectral models to the observed spectrum. Their predictions were revised by Mainzer
et al. (2007) who derived effective temperatures of 1210–1250 K and 840 K, for ε Indi Ba and Bb
respectively, under the assumption of a system age of ∼1 Gyr.
Finally, Kasper et al. (2009) presented R∼400 near-IR NACO/VLT spectroscopy of ε Indi
Ba, Bb which were compared to the evolutionary models of Burrows et al. (1997) and the atmo-
spheric models of Burrows et al. (2006). They derived effective temperatures of 1250–1300 K
and 875–925 K, and surface gravities of log g ( cm s−2) 5.2–5.3 and 4.9–5.1, for ε Indi Ba and
Bb respectively, by comparing their observed spectra with their spectral models scaled using the
distance and a radius predicted by their evolutionary models. We will discuss these results further
in Chapter 3.7 in contrast to our new data.
In this chapter we present high signal-to-noise photometry from the V- to M′-band (0.5–
4.9 µm) and medium resolution spectroscopy from 0.6–5.1 µm of the individual components of the
ε Indi Ba, Bb system. In Chapter 2.2, we describe the observations and data reduction, including
the routines employed to extract the partially-blended photometry and spectroscopy. We re-derive
the spectral types of both objects according to the updated classification scheme of Burgasser
et al. (2006b) in Chapter 2.3 and discuss constraints imposed by the parent main-sequence star in
Chapter 3.1. We then go on to derive the luminosities of both sources in Chapter 3.2 and discuss
the preliminary dynamical mass measurement of McCaughrean et al. (2010, in prep.) in Chap-
ter 3.3. Our observations are compared to evolutionary models in Chapter 3.4 and to atmospheric
models in Chapter 3.5. We then put limits on the masses of any unseen lower-mass companions
in Chapter 3.6, and finally the predictions of evolutionary and atmospheric models and previous
determinations are compared in Chapter 3.7.
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2.2 Observations and Reduction
ε Indi Ba, Bb were observed with the ESO VLT using FORS2/UT1 for optical photometry and
spectroscopy, ISAAC/UT1 for near- to thermal-IR photometry and spectroscopy, and NACO/UT4
for deep near-IR AO imaging. In all observations except those using NACO, the point-spread func-
tions (PSFs) of the two sources were partially blended, even under excellent observing conditions
with seeing always less than 0.7′′.
2.2.1 Optical Photometry
Broadband VRIz photometry was obtained on June 18 and July 19 2004 using FORS2 (2 CCDs
each 2048× 4096 pixels) in high resolution mode with 2× 2 binning resulting in a plate-scale of
0.125′′ pixel−1 and a field-of-view of 4.25′ × 4.25′. ε Indi Ba and Bb were separated by ∼0.84′′
under photometric conditions with median seeing of 0.55′′ FWHM. Five images dithered by
1′ from a central position were obtained in each filter except the R-band where twelve dithered
images were taken. Individual exposure times were 500 s, 60 s, 20 s, and 10 s in the VRIz bands,
respectively, giving total integration times of 42 min, 12 min, 100 s, and 50 s. Sky subtraction and
flat-fielding were carried out with standard IRAF routines. As seen in Fig. 2.1, both components
of the binary are well-detected in the RIz bands, but ε Indi Bb is only marginally detected in
the V-band. We used the FORS2 Bessell V , Special R, Bessell I, and Gunn z broadband filters.
Observations of the standard star fields PG 2213-006 and Mark-A (Landolt 1992) were taken for
photometric calibration which is discussed in detail in Chapter 2.2.10.
The large field-of-view meant there were sufficient bright field stars with which to model the
PSF and so DAOPHOT/IRAF PSF-fitting was employed to extract the individual fluxes of the two
brown dwarfs. For the RIz bands, each of the images were fit separately to allow a determination of
the accuracy of the profile fitting which is included in the uncertainties of the derived magnitudes.
In the V-band, ε Indi Bb was only marginally detected, so we were unable to fit PSFs to the two
components of the binary. To extract the photometry of both sources, we used a small aperture to
measure the flux of the brighter source ensuring there was no appreciable contaminant flux from
the fainter source. We then extracted the photometry of the combined source with a larger aperture
and, using the curve of growth of brighter stars in the field, derived the excess flux due to ε Indi
Bb and thus an upper limit on the V-band flux.
The measured flux ratio and the central wavelength and width for each of the observed
filters is listed in Table 2.1, while Table 2.2 lists the derived photometry.
2.2.2 Near- and Thermal-IR Photometry
The ISAAC imager was used on November 5 and 11 2003 to obtain photometry of ε Indi Ba,
Bb in the ISAAC JHKSLMNB filters. ISAAC was used with the ALADDIN array (1024× 1024
pixels) in long-wavelength imaging modes LWI3 and LWI4 for the JHKS and LMNB imaging,
respectively, resulting in plate-scales of 0.148′′ pixel−1 and 0.071′′ pixel−1 and fields-of-view of
151′′ × 151′′ and 73′′ × 73′′.
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Figure 2.1: From left to right and top to bottom, FORS2 VRIz and ISAAC JHKSLMNB images
of ε Indi Ba, Bb. Each image is a 4′′ × 4′′ sub-section of the full image. North is up, East left.
The object to the south-east of the V-band image is a faint galaxy not seen in the other pass-bands.
The L-band profiles are seen to be slightly elliptical. The V and MNB-band images are the stacked
images of all observations in those pass-bands.
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Table 2.1: The flux ratio (Ba/Bb) of ε Indi Ba, Bb in the observed FORS2 and ISAAC filters and
the effective wavelength and half-power width of those filters. See Sect. 2.2.10 for a description of
photometric calibration and transformation to standard systems. All except the V-band ratio were
measured using PSF-fitting (see Sect. 2.2.1).
Observed Passband Ratio (Ba/Bb) λeff (µm) ∆λ (µm)
V 9.82 ± 0.66 0.554 0.112
R 4.81 ± 0.07 0.655 0.165
I 5.04 ± 0.05 0.768 0.138
z 3.85 ± 0.03 0.910 0.131
J 2.28 ± 0.02 1.25 0.29
H 5.27 ± 0.06 1.65 0.30
KS 7.12 ± 0.02 2.16 0.27
L 4.50 ± 0.16 3.78 0.58
MNB 1.35 ± 0.15 4.66 0.10
Table 2.2: The derived apparent magnitudes for ε Indi Ba, Bb. The optical magnitudes are in the
FORS2 system as described in Chapter 2.2.10, and the near-IR magnitudes have been transformed
into the MKO JHKL′M′ filters using synthetic photometry. The uncertainties for both objects
are dominated by the uncertainties on the measured flux ratio and the standard star magnitudes.
Absolute magnitudes may be derived using the distance modulus of −2.205 ± 0.002.
Passband Ba (mag) Bb (mag)
V 24.12 ± 0.03 ≥ 26.60± 0.05
R 20.65 ± 0.01 22.35 ± 0.02
I 17.15 ± 0.02 18.91 ± 0.02
z 15.07 ± 0.02 16.53 ± 0.02
J 12.20 ± 0.03 12.96 ± 0.03
H 11.60 ± 0.02 13.40 ± 0.03
K 11.42 ± 0.02 13.64 ± 0.02
L′ 9.71 ± 0.06 11.33 ± 0.06
M′ 10.67 ± 0.23 11.04 ± 0.23
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ε Indi Ba and Bb were separated by ∼0.77′′ at this epoch and were observed under photo-
metric conditions with typical seeing of ∼0.45′′ FWHM. The JHKS images were taken at three
positions dithered by ∼14′′ with total integration times of 3.5 min in each of the three filters. The
three offset images were combined to remove the sky flux and then flat-fielded with standard IRAF
programs. The L and MNB images were taken in chop-nod mode with a throw of ∼20′′ and total
exposure times of 2 min in the L-band, and 4 min in the MNB-band. The images were flat-fielded
and the half-cycle frames subtracted in the standard manner producing three sky-subtracted images
at different positions on the array.
The ISAAC field-of-view was found to be mostly empty, and most importantly with no stars
bright enough to fit a model PSF. Therefore, a custom profile-fitting routine was implemented to
determine the flux ratio of the partially-blended objects (see Chapter 2.2.3). The total flux of the
two objects was then measured by aperture photometry. The centre and size of the aperture were
chosen so as to minimise the sky noise contribution while ensuring the total flux was not biased
toward either object by including substantially more of the profile wings of one object than the
other. The photometric calibration is discussed in detail in Chapter 2.2.10 and the derived near-IR
photometry is listed in Table 2.2.
2.2.3 Image Fitting - PSF Profiles
The 2-dimensional profile, or the point spread function (PSF), of ground-based optical/IR images
is a superposition of several effects (Racine 1996), most importantly the spreading effect of the
Earth’s atmosphere caused by the mixing of air of different temperatures, leading to different
refractive indices. In addition, there is the contribution of the optics and detectors used and any
unintentional telescope motions, for example, due to imperfect tracking, which can cause elliptical
profiles.
Various authors have attempted to produce an analytical function which represents the
shape of the PSF (eg. King 1971; Bendinelli et al. 1987). In a study of the two-dimensional
profile of stellar images on photographic plates, Moffat (1969) found that a Gaussian profile, usu-
ally assumed to be a good match to the seeing, under-estimated the flux from the star at large
radial distances. He proposed an analytical profile (now termed the Moffat profile) to be a better
match to photographic stellar images. Similarly, King (1971) found that a Gaussian profile was
not sufficient to match observations, proposing instead a profile composed of a Gaussian core,
falling to an exponential which tails to a inverse-square aureole. Franz (1973) presented a further
analytical representation of the PSF which is often referred to as a modified Lorentzian. This was
later successfully applied to CCD images of stellar profiles by Diego (1985).
We used the Levenberg-Marquardt technique (see Press et al. 1992) to extract the best-
fit parameters for each of three different analytical PSF models: Gaussian, elliptical Moffat, and
elliptical modified Lorentzian profiles, with the aim of extracting the ratio of the fluxes of the
two objects, thus allowing individual magnitudes to be found. The pixelation of the profile was
accounted for in the fitting routine by pixelating the model values to the same resolution as the
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data. The Moffat profile used is an elliptical version of the profile proposed by Moffat (1969):
M(r) =
A
[1 + B12]β
Bi j =
(
r
αi j
)2
=
cos2 θα2i + sin
2 θ
α2j
 (x − x0)2
+
sin2 θα2i + cos
2 θ
α2j
 (y − y0)2
+
 1α2i − 1α2j
 2 cos θ sin θ(x − x0)(y − y0)
where A is the peak amplitude, (x0, y0) the central co-ordinates, and α1, α2, and θ define
the semi-major and semi-minor axes, and the position angle of the ellipse. The elliptical modified
Lorentzian used followed that of Diego (1985):
L(x, y) =
A[
1 + B0.5γ(1+B34)12
] ,
where α1 and α2 are scale factors which relate to the full-width at half-maximum (Diego’s
RX and RY), and α3 and α4 are similar scale factors which allow the exponent of Bi j to vary with
position (Diego’s PRX and PRY).
In Table 2.1 we showed the flux ratio and uncertainty derived in each band for both objects
along with the effective wavelengths and half-power widths of the observed filters. The uncertainty
on the fitted amplitudes for each image was found from the covariance matrix calculated by the
Levenberg-Marquardt fit, which is a reasonable estimate of the standard error when, as in this case,
the χ2 function is quadratic. However, the uncertainties on the reported flux ratios are the standard
errors of the fits for all images for each filter, which were comparable to the uncertainties from the
covariance matrix. The uncertainties on the flux ratios are not the dominant uncertainties in the
final photometry of the two objects and so the anti-correlation is negligible.
The residuals of the best-fit profiles for each of the three functions are shown in Fig. 2.2
for an example observation and demonstrate the suitability of each profile to match the data. The
Gaussian is seen, as expected, to provide the worst fit, under-estimating the peak and wings while
over-estimating in between as it attempts to match the entire profile. If this profile were used to fit
the relative fluxes of isolated stars in an image, one would expect it to return reasonable results,
but the inability of the Gaussian to determine the flux in the wings of an object which blends with
the profile of another makes it ineffective at extracting relative photometry of blended objects. The
residuals of the modified Lorentzian profile however, show much reduced levels, with the Moffat
profile residuals even lower.
As confirmation of the validity of our PSF-fitting routine, it was employed to fit our opti-
cal images which we had previously fit with the DAOPHOT/IRAF algorithm of Stetson (1987).
DAOPHOT uses an analytical profile to model the core of the PSF and builds up an empirical
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Figure 2.2: An ISAAC J-band image of the ε Indi Ba, Bb system (top left) and the residuals of
the Gaussian (top right), modified Lorentzian (bottom left), and Moffat profile fits (bottom right).
Each image is a 20× 20 pixel (2.96′′ × 2.96′′) sub-section of the full image. North is up, East left.
The scale applies to the residual images and shows the flux as a fraction of the observed peak pixel
flux. It is apparent that the Gaussian profile is the worst fit, while the Moffat profile is somewhat
better than the Lorentzian.
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Table 2.3: The I-band magnitudes adopted for the combined ε Indi Ba, Bb system by different
studies. We have used the FORS2 Bessell I-band filter which is similar to the DENIS I-band,
while Koen (2005) used the Cousins I-band.
Date ε Indi Ba, Bb Reference
1997.771 16.59±0.10 SSS-UK
1999.666 16.77±0.10 SSS-UK
2000.781 16.90±0.12 DENIS
2004.462 16.70±0.04 Koen (2005)
2004.546 16.95±0.03 This work
determination of the wings from the chosen model stars. Although not completely independent
of our method, in that it too uses an analytical profile, it is the matching of the model PSF to the
wings that allows DAOPHOT to accurately extract the flux of blended objects. We fit 5 images in
the I- and z-band and 12 images in the R-band. Our fitting routine finds flux ratios of 4.71±0.08,
4.99±0.05, and 3.78±0.08 for the R-, I-, and z-bands respectively, while with DAOPHOT we find
flux ratios of 4.81±0.07, 5.04±0.05, and 3.85±0.03. The results of both PSF-fitting routines agree
within the uncertainties in all cases, confirming the validity of our wholly analytical routine. Al-
though the fitted flux ratio from DAOPHOT is larger than that from our fitting routine in these
three examples, this is not true for all fitted images.
2.2.4 Photometric Variability
Koen (2005) detected IC-band variability in optical photometry of the combined ε Indi Ba, Bb
system on time-scales of hours, reporting a linear rise in the IC-band of ∼0.16m over the course of
3.6 hours. Table 2.3 shows the I-band magnitudes for the combined system from different studies.
For comparison, our observations have been combined to give the magnitude of the unresolved
system. However, a direct comparison is hindered by the different response functions employed
in these measurements. We find that a shift in filter response of 100 Å (approx. the difference
between some I-band filters) is sufficient to explain the spread in the I-band magnitudes due to the
steep rise in T dwarf optical spectra, and so may shield any intrinsic variability.
Evidence for variability of ε Indi Ba, Bb of ∼0.05m was also found by Koen et al. (2005)
in the near-IR. Table 2.4 shows the 2MASS JHKS magnitudes extracted from our flux calibrated
spectra (see Chapter 2.2.10) and the 2MASS magnitudes of McCaughrean et al. (2004) and Kasper
et al. (2009). These mostly agree within the stated uncertainties with the exception of the H-band
magnitude of ε Indi Bb. However, the photometry of McCaughrean et al. and Kasper et al. was
acquired in the VLT/NACO system with an H-band filter which extends into the region of high
telluric water absorption, possibly accounting for the differing results. The uncertainties on our
near-IR photometry are of similar magnitude to the proposed variability.
We plan to use the near-IR photometry (JHKS) obtained as part of the astrometric monitor-
ing of this binary to further investigate any variability over the monitoring epochs (∼monthly from
August 2003 to present) to probe longer-term variability than that detected by Koen et al. (2005).
2.2. OBSERVATIONS AND REDUCTION 48
Table 2.4: The 2MASS magnitudes adopted for ε Indi Ba, Bb in different studies. McC04 refers
to McCaughrean et al. (2004) for which we have assumed the uncertainties on the photometry to
be equal to the uncertainty on the 2MASS photometry of the unresolved system. K09 is the study
of Kasper et al. (2009).
Passband Ba
McC04 K09 This work
2MASS J 12.29 ± 0.02 12.33 ± 0.02 12.29 ± 0.03
2MASS H 11.51 ± 0.02 11.54 ± 0.02 11.52 ± 0.03
2MASS KS 11.35 ± 0.02 11.37 ± 0.02 11.36 ± 0.03
Passband Bb
McC04 K09 This work
2MASS J 13.23 ± 0.02 13.19 ± 0.03 13.23 ± 0.03
2MASS H 13.27 ± 0.02 13.36 ± 0.03 13.21 ± 0.03
2MASS KS 13.53 ± 0.02 13.51 ± 0.02 13.47 ± 0.03
2.2.5 AO Deep Companion Search
NAOS/CONICA (NACO) was used on November 6 2003 to obtain deep adaptive-optics (AO) H-
band imaging of the field around ε Indi Ba, Bb. The N90C10 dichroic was used to send 10% of
the source flux to the science camera and 90% to the IR wavefront sensor (IR WFS). The median
natural seeing conditions were 0.58′′ FWHM at the time of our observations and with the AO
correction we obtained a FWHM of 0.12′′ in the final combined image.
The S27 camera was used with a plate-scale of 0.027′′ pixel−1 resulting in a field-of-view
of 27.7′′ × 27.7′′. We obtained a total of 72 individual images with exposure times of 135 s, giving
a total integration time of 162 min. The 9-point dither pattern used resulted in a continuous radial
coverage of 10.94′′ measured from the position of ε Indi Ba, corresponding to 39.6 AU at 3.622 pc.
Sky subtraction, flat-fielding, image alignment and stacking were standard.
As the two sources were well-separated, we were able to employ DAOPHOT/IRAF to fit a
PSF to ε Indi Ba and use this as a model to subtract Bb, iteratively fitting the PSF and subtracting
until Bb was well-removed. This image of Ba alone was then used to add scaled and offset objects
into the original image to investigate our detection limits. We find no sources from 7 AU (71 pixels,
1.93′′) out to the image edge, corresponding to 39.7 AU, with flux greater than 0.1% of ε Indi Ba,
corresponding to a peak pixel flux 5σ above the background, or a source H-band magnitude of
19.1m which would have been detectable in our deep image.
Closer to ε Indi Ba, Bb, the noise increases due to the Poisson noise from the source flux
and so the brightness limits on any companions are higher. The pixelation of the profile also acts
to suppress the visibility of close companions. We find no sources with a flux greater than 2% of
the ε Indi Ba flux (H=15.8m) down to 0.83 AU (8.5 pixels, 0.23′′) from Ba or Bb, and down to
0.4 AU (4.3 pixels, 0.12′′) from each object, we can discount any sources with more than 10% of
the ε Indi Ba flux (H=14.1m). In Chapter 3.6 we use these flux limits to derive the mass limits on
any possible companion.
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2.2.6 Optical Spectroscopy
FORS2 (2 CCDs each with 2048× 4096 pixels) was used on June 16 2004 to obtain optical (0.63–
1.07 µm) spectroscopy of ε Indi Ba, Bb in long-slit mode with a 30′′ dither along the slit. We
used a 0.5′′ wide slit, the HR collimator, and 2× 2 binning mode, resulting in a plate-scale of
0.125′′ pixel−1. The 600 RI and 600 Z grisms were used to obtain the full 0.63–1.07 µm spectrum,
yielding resolutions of R∼1000 at 6780 Å and R∼2000 at 9700 Å, while the median seeing of 0.47′′
FWHM allowed the spectra of the two objects to be resolved at this epoch when the separation
was ∼0.84′′. Total integration times of 80 min with the 600 RI grism and 38 min with the 600 Z
grism were obtained by co-adding 6×800 s and 5×460 s individual exposures, respectively.
The partially-blended spectra were extracted using a profile-fitting routine as described
in Chapter 2.2.9. Wavelength calibration used arc spectra for the 600 RI grism and skylines for
the 600 Z grism, with excellent agreement in the crossover region. Our spectra have vacuum
wavelengths. There was no visible difference between the two resolutions in the crossover region
(0.75–0.85 µm), so they were combined without smoothing. Flat-fielding was carried out with
lamp flats. Observations were also made of the white dwarf LTT9491 for relative flux calibration.
However, these data were taken with a wider slit to the ε Indi Ba, Bb spectra and so could not
be used for removal of telluric absorption. A spline was fit to the observed white dwarf spectrum
which was used along with the known spectrum of LTT9491 (Oke 1990; Hamuy et al. 1994) to
model the wavelength dependence of the flat-field and detector response and so remove this from
our observed target spectra.
We scaled the NSO Kitt Peak atmospheric transmission spectrum of Hinkle et al. (2003) to
construct a grid of atmospheric spectra with varying absorption strengths (assuming all absorbing
species vary similarly with airmass) to model the atmosphere above Paranal at the time of our
observations. These were Gaussian smoothed to the resolution of our observed spectra and the
atmospheric model scaled to maximise removal of known features. The telluric features appear
to be fully removed in the sections of the spectrum where we expect few features intrinsic to T
dwarfs, which leads us to believe that we have acceptable telluric removal even across the 9300–
9800 Å region where there are blended telluric and intrinsic features.
2.2.7 Near-IR Spectroscopy
ISAAC and its HAWAII array (1024× 1024 pixels) with a plate-scale of 0.146′′ pixel−1 was used
on November 8 2003 in short-wavelength medium-resolution (SWS1-MR) mode to obtain near-
IR spectroscopy from 0.9–2.5 µm of ε Indi Ba, Bb with a resolution of R∼5000. By turning the
instrument rotator, both sources (at a separation of ∼0.77′′ at this epoch) were simultaneously
placed on the 0.6′′ wide slit with median seeing of 0.50′′ FWHM. Three 60 s exposures dithered
by 20′′ along the 120′′ long slit were taken in each of twenty-one wavelength regions to cover
the entire 0.9–2.5 µm range. We observed three spectral regions in the 0.98–1.10 µm domain
with widths of 0.046 µm, and six spectral regions in each of the 1.10–1.40 µm, 1.40–1.82 µm,
and 1.82–2.50 µm spectral domains with each order covering 0.059 µm, 0.079 µm, and 0.122 µm,
respectively, with a minimum cross-over between regions of 0.004 µm allowing full 0.9–2.5 µm
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spectra to be compiled with no gaps in coverage.
Observations were also made of the nearby G2 dwarf HD 209552 in each of the wavelength
regions interspersed with the target observations in order to flux calibrate and correct for telluric
absorption. Tungsten-illuminated spectral flats were taken in the same configuration at the end of
the night and wavelength calibration was achieved through use of OH skylines for all but four of
the wavelength regions which had too few (known) skylines for a reasonable fit. In these cases,
XeAr arc spectra were used and cross-over regions ensured a good match throughout.
For each of the wavelength regions, the three dithered spectral images were combined to
subtract the sky background. This process leaves residuals of the order of a few percent of the
observed counts in the spectrum caused by temporal variations in the strength of the sky emission,
negligible for all but the strongest sky lines. The residual sky was further subtracted by taking
apertures above and below the spectra and subtracting the median sky level. The images were then
divided by the spectral dome flats. The partially-blended spectra were extracted in the same man-
ner as the optical (see Chapter 2.2.9). The extracted spectra of ε Indi Ba and Bb were divided by
the standard star spectrum and multiplied by the solar spectrum of Wallace et al. (1996) (assumed
to be equivalent to HD 209552) smoothed to the resolution of our observations to remove the wave-
length dependence of the detector and the flat-field. In the regions of very high telluric absorption
between the J and H and H and K bands where there were gaps in the observed solar spectrum
(13517–14032 Å and 18024–19317 Å), we substituted the Kurucz IRRADIANCE model2 (Kurucz
2005b) to avoid any breaks in the coverage of our spectrum. These regions are generally omitted
from published spectra, but since we have high-enough signal-to-noise and spectral resolution, we
retain them to allow a comparison of the continuum flux in these regions to model predictions.
2.2.8 Thermal-IR Spectroscopy
ISAAC and its ALADDIN array (1024× 1024 pixels) with a plate-scale of 0.146′′ pixel−1 was used
on November 6–7 2003 in long-wavelength, low-resolution (LWS3-LR) mode to obtain R∼600
and R∼500 spectroscopy of ε Indi Ba, Bb in the spectral ranges 2.86–4.19 µm (L-band) and 4.53–
5.08 µm (M-band), respectively, using slit widths of 0.6′′ and 1.0′′. The M-band spectra had to be
binned in the spectral dimension before they could be extracted giving a final resolution of R∼220
at 4.75 µm. Both sources were placed on the 120′′ long slit and chop-nod mode was used resulting
in a total on-source time of 30 min and 35 min for the L- and M-bands, respectively, with median
seeing of 0.54′′ FWHM. The half-cycle frames were subtracted in the standard manner producing
three sky-subtracted spectra at different positions on the array. Observations were also made of the
solar-type star HD210272 in the same manner to allow flux calibration and correction for telluric
absorption as for the 0.9–2.5 µm spectra. Tungsten flats were taken with the same slits at the end of
the night and wavelength calibration was achieved through use of XeAr arc spectra. Chapter 2.2.9
explains in detail how the partially-blended spectra were extracted for all our spectral images.
The 0.6–5.1 µm spectra of ε Indi Ba, and Bb are shown in Figs. 2.3 and 2.4 in both linear
and logarithmic units, and the full resolution spectra are shown in Figs. 2.15, 2.16, and 2.17. The
2http://kurucz.harvard.edu/sun/irradiance/solarirr.tab
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Figure 2.3: Full 0.6–5.1 µm spectrum of ε Indi Ba and Bb (upper and lower lines respectively).
Here the full resolution optical and near-IR spectra have been smoothed to 17 Å FWHM to allow
inspection of the broad features without being dominated by the many fine features seen in the full
resolution spectra (see Figs. 2.15–2.17).
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Figure 2.4: The same as Fig. 2.3 but with the flux on a logarithmic scale.
full resolution observed spectra of both objects are available on the author’s web-pages.3
2.2.9 Spectral Fitting Routine
As with the imaging, the spectra of the two brown dwarfs were partially blended in the spatial
direction and so a bespoke fitting algorithm was implemented to extract the individual spectra.
The process was similar to the image fitting routine. We iteratively fit the parameters of a double
Gaussian profile to the spatial direction at each column along the spectra. Initially all parameters
are free, but after the first fit we calculate the mean of the separations of the two peaks at each
wavelength step, weighted by the total flux at each wavelength, from the ∼1000 profiles in each
image and refit the profiles with the separation fixed. We then do the same to derive a global fit
to the spatial FWHM which we take to be constant with wavelength over each spectral window
with widths of 0.059–0.122 µm. The absolute position of the peaks at each wavelength was then
constrained by a trace of the spectrum across the detector so that an accurate centre would be found
even for wavelengths with little signal-to-noise. With these constraints, the remaining parameters
3http://www.astro.ex.ac.uk/people/rob
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Figure 2.5: The top panel shows the spectrum of ε Indi Ba (upper line) and Bb in the region 0.975–
1.022 µm where absorption by FeH and CrH is present. The second panel from the top shows an
image of the observed spectrum (ε Indi Ba is the lower spectrum) sloping across the detector. The
third panel from the top shows the corresponding fitted double Gaussian profile and the bottom
panel shows the fitted double Moffat profile. The vertical striping seen in the fits is an effect of
utilising the signal of all the pixels in the spatial direction to increase the signal-to-noise and so
detect fine spectral features.
were refit and the amplitudes were used along with the wavelength calibration to construct the
individual wavelength-calibrated spectra.
We found that a double Gaussian profile provided the best fit to our spectroscopic data,
unlike in our broadband imaging where a Moffat profile was preferred. Figure 2.5 shows an image
of the spectrum of ε Indi Ba, Bb in the region 0.975–1.022 µm, along with fitted spectra, one using
Gaussian profiles, the other Moffat profiles. The apparent vertical striping in the fitted spectra are
real spectral features revealed by using the entire profile to increase the signal-to-noise.
The resulting residuals for each profile (Fig. 2.6) show clearly that the Gaussian profile is
the better match. The Moffat profile under-estimates the peak of the profile while over-estimating
the wings, consequently the contribution of the flux from one object to the other is not well de-
termined. While an analytical Gaussian profile should not in principle be an exact match to the
observed stellar spectral profile, the residuals are almost consistent with the background noise. It
may have been expected that the same profile would be preferred for the spectroscopy and broad-
band imaging. However, if we consider imaging to be the integral of many Gaussian profiles,
with the FWHM varying as a function of wavelength, then the result would not be truly Gaus-
sian. Additionally, the optical path taken by the detected light will differ between photometry
and spectroscopy. Nevertheless, we only assume a constant FWHM in our spectral fits over a
small wavelength region and the residual images and spectra clearly favour different profiles. The
resulting full resolution spectra are presented in Figs. 2.15–2.17.
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Figure 2.6: Residuals of the Gaussian (top) and Moffat profile fits to the spectral region shown
in Fig 2.5. The ill-fitting wings of the Moffat profile suggest that it is not a good approximation
for the spatial profile in our spectroscopic images, while the Gaussian profile residuals are almost
consistent with the background noise.
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Figure 2.7: Our spectroscopy of ε Indi Ba (red line) smoothed to a resolution of 17Å FWHM
and median filtered in the regions of high telluric absorption, compared to the lower resolution
spectroscopy of Kasper et al. (2009) (green line). It is seen that the overall match of the abso-
lute scale is reasonable. Here we have absolutely flux-calibrated using our ISAAC photometric
observations, while Kasper et al. (2009) use the 2MASS magnitudes.
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Figure 2.8: Our spectroscopy of ε Indi Bb (red line) smoothed to a resolution of 17Å FWHM
and median filtered in the regions of high telluric absorption, compared to the lower resolution
spectroscopy of Kasper et al. (2009) (green line). It is seen that the overall match of the abso-
lute scale is reasonable. Here we have absolutely flux-calibrated using our ISAAC photometric
observations, while Kasper et al. (2009) use the 2MASS magnitudes.
Comparison to Existing Spectroscopic Data
Kasper et al. (2009) have recently published low spectral resolution (R∼400), spatially resolved
near-IR spectroscopy of the individual components of the ε Indi Ba, Bb system. These observa-
tions were obtained with NACO on the VLT and cover the range 0.97–2.40 µm with gaps in the
regions of high telluric absorption between the J, H, and KS bands. Figures 2.7 and 2.8 show
the full near-IR spectra of ε Indi Ba and Bb compared to the Kasper et al. (2009) spectra, while
Fig. 2.9 shows the comparison separately for each of the J, H, and KS passbands. Overall, the
match to the absolute flux scale is good, even though this was accomplished here using the ISAAC
photometric measurements and by Kasper et al. (2009) using the 2MASS magnitudes of these
objects from the 2MASS Point Source Catalog. The 2MASS magnitudes derived from synthetic
photometry of our spectra were compared to the magnitudes from McCaughrean et al. (2004) and
Kasper et al. (2009) in Chapter 2.2.4.
The comparison of the J-band spectra of ε Indi Ba in Fig 2.9 shows a good match to the
depth of the K I doublet at ∼1.25 µm and to the absolute flux in the range 1.1–1.2 µm. However,
there is disagreement at the peak near 1.3 µm which may account for the 0.04m difference in the
2MASS magnitudes (see Table 2.4). This does not appear to be a limitation of our spectral extrac-
tion as one would expect the ε Indi Bb spectrum to be the most discrepant due to the dominance
of the Ba flux, but the Bb spectrum is well-matched in this region. Despite a difference of 0.04m
in the 2MASS J-band magnitude for ε Indi Bb, there is an almost perfect match between the two
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spectra. The only difference being at ∼1 µm (as also seen in ε Indi Ba) which is presumably due
to an imperfect flux calibration at the edges of the Kasper et al. (2009) spectra. In the H-band, the
ε Indi Ba spectra are very well matched, but the ε Indi Bb spectra differ in the height of the peak.
The spectral shape is very well matched, but the difference in peak flux is in the opposite sense
to the 0.15m difference seen in the 2MASS H-band magnitudes. As discussed earlier, this may be
due in part to the extension of the passbands into the region of high telluric absorption beyond
1.8 µm. Despite this apparent large difference in the photometric measurements, the spectroscopic
comparison is reasonable. The KS -band spectra of ε Indi Ba do show a significant difference in
slope across the band, but the lower signal-to-noise Kasper et al. spectrum of ε Indi Bb matches
very well. The relatively small differences seen between these spectra may be an indication of
spectroscopic variability. We discussed the evidence for photometric variability in Chapter 2.2.4.
If any spectroscopic signature of variability were to be seen, the J-band of ε Indi Ba would be a
prime candidate for monitoring as this is where differences in the treatment of clouds in the models
have the most effect and so any signature of cloud evolution would be most obvious there.
We believe that these comparisons show that there is no systematic offset caused by the
stitching of the observed spectral orders together to form the ISAAC spectra within each of the
three near-IR passbands. Additionally, we can see that there is no large contamination of flux from
one object on the other in our low spatial resolution spectroscopy (which were deblended with a
custom PSF-fitting tool) compared to the Kasper et al. (2009) spectra acquired with the adaptive
optics system of NACO on the VLT.
2.2.10 Photometric Calibration
To allow a meaningful comparison of our sources with other observed brown dwarfs, it is necessary
to place the magnitudes on a common photometric system due to the differences between filter
systems. In the near- to thermal-IR, the Mauna Kea Consortium filter-set (Tokunaga et al. 2002)
has been chosen for this purpose by several groups (Stephens & Leggett 2004; Golimowski et al.
2004; Hewett et al. 2006) since these filters do not extend into the water absorption bands of the
atmosphere and so avoid the large differences in relative spectral response between sites and from
varying atmospheric conditions. The differences between the MKO JHK filters and the ISAAC
JHKS filters used for our observations are shown in Fig. 2.10. Many observations have also been
reported in the 2MASS system (Carpenter 2001) due to the large number of ultra-cool dwarfs
found in the 2MASS database, although this system still encroaches on the regions of telluric
absorption. We therefore present our near-IR photometry of ε Indi Ba, Bb in both MKO (Table
2.2) and 2MASS systems (Table 2.4) to allow easy comparison with other data. In the optical, we
observed ε Indi Ba, Bb in the FORS2 Bessell V and I, the FORS2 R special, and the FORS2 Gunn
z filters and report our photometry in the FORS2 system.
As none of our standard stars were of similar colour to our targets, when transforming
our photometry into standard systems, we could not use standard colour equations, nor could we
ignore colour terms due to the filter differences. This is clear from Fig. 2.10 where we see that a T
dwarf has relatively little intrinsic flux in the regions of high absorption in the Earth’s atmosphere
(due to the dominance of H2O in both cases), but the standard star (in this case a solar-type star)
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Figure 2.9: Our spectroscopy of ε Indi Ba, Bb (red lines) smoothed to a resolution of 17Å FWHM
and median filtered in the regions of high telluric absorption, compared to the lower resolution
spectroscopy of Kasper et al. (2009) (green lines). The left-hand panels show ε Indi Ba, and the
right-hand ε Indi Bb. The fluxes are not scaled to match, they are the absolute fluxes reported
here and by Kasper et al. (2009). There is some mismatch between the regions, but overall the
fluxes are well-matched and the same general spectral features are seen. The Kasper et al. K-band
spectrum is of low signal-to-noise, but the match is still good.
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Figure 2.10: The JHK band-passes of the MKO filter-set (red lines) and the ISAAC JHKS filter-
set (blue lines). The top-most line (thin, grey line) traces a typical atmosphere at Paranal showing
the deep absorption bands between the filters. Also shown is the spectrum of a G8V star (thick
grey line) from the Pickles spectral library (Pickles 1998) along with a smoothed spectrum of ε
Indi Ba (thick, black line). This highlights the difference between the fraction of each object’s flux
in the regions of high atmospheric absorption. Importantly, we see that the MKO filters mostly
avoid these regions, while the ISAAC filters, especially the J-band, extend into them. Photometry
using filters which extend into these regions are susceptible to variations in the atmosphere and
mismatches between target and standard star spectra.
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will lose a large fraction of its flux in these regions. As a result, slight differences in the near-IR
profiles of different systems can result in magnitude differences as large as 0.1m (cf. Stephens &
Leggett 2004).
In the near-IR, photometric calibration used the solar type star, S234-E (Persson et al. 1998),
as our standard star in the JHKS bands with the magnitudes known in the LCO (Las Campanas
Observatory) system. HD205772 (A3) and HR8042 (G3IV) were used in the L-band and MNB-
bands, respectively. The L-band standard star magnitude was known in the old UKIRT L-band
filter and was assumed to be unchanged on transformation to the MKO L′-band as for other A-
type stars (see Fig. 2 of Leggett et al. 2003, and the UKIRT photometric calibration web-pages4),
with the spread in the L/L′ magnitude differences of A stars being used as an estimate of the
uncertainty on the transformation. For the MNB-band, the standard star magnitude was known in
the ESO system of van der Bliek et al. (1996).
The known spectral type and transmission of these filter systems and the standard magni-
tudes then allowed us to flux calibrate a template spectrum for each standard star in each of the
JHKL′M′ passbands. We then employed the ratio of the observed fluxes of the targets and stan-
dard stars in the ISAAC system, and the known filter responses to flux calibrate our observed ε Indi
Ba and Bb spectra. These then allowed us to extract synthetic photometry in the MKO JHKL′M′
filters by convolving the flux-calibrated spectra with the MKO filter profiles and atmosphere for
each site. This was done separately for each of the JHKL′M′ passbands as each region was
bounded by either high telluric absorption, or a lack of coverage, while the optical spectra were
flux calibrated by scaling to match the J-band spectrum in the 9782–9999 Å cross-over region.
With the flux calibrated spectra of ε Indi Ba and Bb, we extracted synthetic photometry
in the MKO JHKL′M′ filters and the 2MASS JHKS filters by convolving the flux-calibrated
spectra with the appropriate filter profiles and atmosphere for each site. In deriving our synthetic
magnitudes, we used the ISAAC filters convolved with the model atmosphere given in the ISAAC
user manual5 for typical conditions over Paranal. For the 2MASS magnitudes, we used the relative
spectral responses of Cohen et al. (2003) and applied the zero-point offsets of +0.001, −0.019,
+0.017 for the J, H, and KS -bands respectively. The MKO filters used were convolved with the
1.2 mm PWV (precipitable water vapour) ATRAN model atmosphere of Lord (1992), as used by
Stephens & Leggett (2004). The synthetic photometry was obtained by convolving the spectra with
the response function in a similar way to that of Bessell (1990), except that we derived magnitudes
by summing photons, not energy:
m∗ = −2.5 log10
∫
f∗ Rλ ∂λ∫
Rλ ∂λ
+ 2.5 log10
∫
fVega Rλ ∂λ∫
Rλ ∂λ
(2.1)
where m∗ is the derived magnitude of a star with flux f∗(λ) in the passband with response
function Rλ, and fVega describes the spectral flux of Vega which is used as a flux calibration. We
did not include the quantum efficiency of the detector nor the transmission profiles of any other
optical elements. These were assumed to be practically flat across each near-IR filter as discussed
4http://www.jach.hawaii.edu/UKIRT/astronomy/calib/phot cal-/ukirt stds.html
5http://www.eso.org/sci/facilities/paranal/instruments/isaac/doc/
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in Stephens & Leggett (2004). However, although the reflectivity of aluminium (used to coat the
VLT mirrors) is relatively constant across the near-IR6, we note that it is strongly wavelength-
dependent in the optical regime. We therefore did not attempt to derive our optical photometry in
the same manner.
6http://www.gemini.edu/files/docman/press releases/pr2004-5/images/comparison AgAl 02.GIF
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That said, the precise optical filters used significantly affect the derived photometry as the
flux of a T dwarf rises by more than three orders of magnitude over the range 0.6–1.0 µm. Since
our observed spectra do not cover the full V- and R-bands, we have not attempted to transform
our optical photometry via synthetic photometry. Instead, we assumed that the magnitudes of our
standard stars, as given by Landolt (1992) (VRI in the system of Bessell (1990)) and SDSS (z),
were the same as that in the FORS2 system as would be the case for an A0 star. The spread in
derived zero-points for the different standard stars were smaller than the other uncertainties which
leads us to believe that the precise spectral type of the standard stars did not significantly affect
the derived photometry. However, our optical photometry of ε Indi Ba, Bb is not what would be
measured through the standard Bessell filters and so is not readily compared with other T dwarf
observations.
2.3 Spectral Classification
2.3.1 Near-IR Spectral Classification
McCaughrean et al. (2004) used the Geballe et al. (2002) and Burgasser et al. (2002a) classification
indices to provide spectral classifications for ε Indi Ba, Bb based on their H-band spectra. They
arrived at spectral types of T1 and T6 for Ba and Bb, respectively, by employing both of the
Burgasser et al. (2002a) H-band indices and the CH4 index of Geballe et al. (2002) The H2O
index of Geballe et al. indicated T0 and T4 and was excluded based on previous spurious spectral
classification of Gl 229 B.
Given the greatly improved data here, we employ both methods of near-IR spectral in-
dex classification of Burgasser et al. (2006b), namely direct comparison of spectral indices with
standard indices and against index ranges defined for each subtype. In addition, we plot our ε
Indi Ba, Bb spectra alongside the spectra of the defined standards to allow direct morphological
comparison.
Since the precise value of spectral indices is dependent on the spectral resolution, we cal-
culate the indices with our spectra smoothed to resolutions of R=150 and R=500 equivalent to the
resolutions for the standard stars as observed with IRTF/SPEX (at R∼150) and UKIRT/CGS4 (at
R∼500). Table 2.5 shows the five spectral indices measured from the different resolution spectra
for both ε Indi Ba and Bb. We also list the values for the unsmoothed spectra to quantify the effect
of comparing indices for spectra at different resolutions. Spectral types inferred from each index
are shown in parentheses. The range of index values for each subtype of the T class (method 2 of
Burgasser et al. 2006b) has only been defined for the R∼500 CGS4 spectra of the spectral standard
stars.
Figure 2.11 shows the spectrum of ε Indi Ba smoothed to R=150 to match the resolution
of the spectra of the standards and normalised within each of the JHK spectral regions, omitting
the low signal-to-noise H2O absorption regions between the bands. The spectrum is plotted along
with the spectra of the T0, T1, and T2 dwarf standards observed with IRTF/SPEX (Looper et al.
2007; Burgasser et al. 2004). The T1 standard provides the best overall match, however there are
some obvious discrepancies. The J-band spectra are normalised to one at 1.27 µm and although
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Figure 2.11: Smoothed spectrum (30 Å FWHM) of ε Indi Ba (thick lines) and spectra
of the T0 (SDSS 120747.17+024424.8; Looper et al. 2007), T1 (alternate standard SDSS
015141.69+124429.6; Burgasser et al. 2004), and T2 (SDSS J125453.90-012247.4; Burgasser
et al. 2004) spectral standards. The three panels show the JHK bands omitting the lower signal-
to-noise H2O absorption regions between the bands. Spectra are normalised to unity at 1.27 µm in
the J-band, at 1.58 µm in the H-band, and at 2.10 µm in the K-band and offset to show the ε Indi
Ba spectrum against each of the spectral standards.
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Figure 2.12: Smoothed spectrum (30 Å FWHM) of ε Indi Bb (thick lines) and spectra of the T5
(2MASS 15031961+2525196; Burgasser et al. 2004), T6 (SDSS 162414.37+002915.6; Burgasser
et al. 2006a), and T7 (2MASS 0727182+171001; Burgasser et al. 2006a) spectral standards. Plot-
ted regions and normalisation are as in Fig. 2.11.
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Table 2.6: Optical spectral indices and classifications for ε Indi Ba, Bb. The spectra have not been
smoothed to derive these indices. Direct classification compares the overall spectral shape with
the standard star spectra. The spectral type derived from each index is shown in parentheses after
each measurement. The spectral range of the FeH(B) index is limited to types later than T2 and
the range of the colour-e index to types earlier than T2. The approximate classification from direct
comparison for Ba is due to the lack of a T0 or T1 optical spectral standard.
Index ε Indi Ba ε Indi Bb
Cs I (A) 2.147 (T2.0±1.0) 1.738 (T6.0±1.0)
CrH (A) / H2O 0.906 (T0.0±1.0) 0.452 (T6.0±1.0)
FeH (B) 1.237 (< T4?) 1.109 (T6.5±0.5)
Colour-e 3.323 (T0.0±1.0) 4.135 (> T2)
Mean T0.5 T6.0
Direct <T2.0 T6.0
the T1 standard fits this peak and the 1.15 µm CH4/H2O absorption band well, the relative strength
of the 1.1 µm peak is not well-matched. The H-band is again best matched by the T1 standard with
however some deficit in the flux of ε Indi Ba in the 1.62–1.74 µm region which seems to indicate
slightly differing levels of CH4 absorption. The K-band is better fit by the T2 standard, however
all three standard spectra struggle to match the region beyond 2.3 µm.
Similarly, Figure 2.12 shows the smoothed spectrum of ε Indi Bb along with the spectra of
the T5, T6, and T7 dwarf standards observed with IRTF/SPEX (Burgasser et al. 2004, 2006a). The
T6 standard provides the best overall match, however there are again some obvious discrepancies.
The J-band spectra are normalised at 1.27 µm and although the T6 standard fits this peak and the
CH4/H2O absorption band well, the relative strength of the 1.1 µm peak is better matched by the T5
standard (although the absorption dip then no longer matches). The H-band is very well-matched
by the T6 standard, with the T5 and T7 standards, respectively, over- and under-estimating the
flux in the 1.62–1.74 µm region. The K-band is also best fit by the T6 standard, although again all
three standard spectra differ slightly beyond 2.3 µm.
The discrepancies between the relative strength of the 1.1 µm and 1.25 µm peaks between ε
Indi Ba, Bb and the spectral standards shown in the left-most panels of Figs. 2.11 and 2.12 could
possibly be explained by the effects of different metallicities, surface gravities, or cloud cover.
This may further explain the apparent excess flux in ε Indi Ba beyond 2.1 µm relative to the T1
standard. We discuss the effects of surface gravity and slightly sub-solar metallicity of model
spectra in Chapter 3.5.2.
Finally, the derived near-IR spectral types for both objects from each of the three methods
are summarised in Table 2.5. We adopt final near-IR spectral types of T1–T1.5 and T6 for ε Indi
Ba and Bb, respectively. The uncertainty on the spectral type of ε Indi Ba is not due to poor
signal-to-noise in our data nor the spectra of the standards, but rather is presumably due to second
order spectral variations due to differences in metallicity and surface gravity.
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Figure 2.13: Optical spectrum of ε Indi Ba and the T2 (SDSS 1254-0122 (Burgasser et al. 2003))
optical spectral standard. There is no object defined as either the T0 or T1 spectral standard in the
optical. The ε Indi Ba spectrum is normalised to unity at 9000 Å and the T2 standard spectrum is
offset by 1 dex for clarity.
2.3.2 Optical Spectral Classification
We have also derived spectral types from our optical spectra based on the optical T dwarf clas-
sification scheme of Burgasser et al. (2003). The spectral indices are all defined for wavelengths
above 0.90 µm and so only use the higher signal-to-noise portion of the standard star spectra. Table
2.6 shows the value of the four indices calculated from our full resolution spectra, along with the
derived mean spectral type and the classification from direct comparison to the spectral standards
defined by Burgasser et al. We do not smooth the spectra for this comparison. The direct spectral
comparison is shown in Figs. 2.13 and 2.14.
The optical classification broadly agrees with the near-IR classification for these two T
dwarfs with spectral types of T0–T2 for ε Indi Ba and T6.0–T6.5 for ε Indi Bb. It is clear that our
high signal-to-noise optical spectra will be useful as standards for future comparisons of optical T
dwarf spectra.
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Figure 2.14: Optical spectrum of ε Indi Bb and the T5 (2MASS 0559-1404; Burgasser et al. 2003),
T6 (SDSS 1624+0029; Burgasser et al. 2000), and T8 (2MASS 0415-0935; Burgasser et al. 2003)
optical spectral standards. There is no object defined as the T7 spectral standard in the optical.
Spectra are normalised at 9000 Å and offset in steps of 1 dex for clarity.
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Figure 2.15: The full resolution spectra of ε Indi Ba (top line) and Bb for 0.63–1.3 µm. The
FORS2 optical data is joined to the higher-resolution ISAAC near-IR data at 0.978 µm where we
start to see even finer spectral features due to the higher spectral resolution and high signal-to-
noise. Comparison of the two spectra reveals much of the apparent “noise” to be real spectral
features present in both objects. The resolution is 6.8 Å FWHM up to λ = 0.79 µm, 6.5 Å FWHM
for λ =0.79–0.978 µm, 1.8 Å FWHM for λ =0.978–1.1 µm, and 2.4 Å FWHM for λ =1.1–1.3 µm.
Key spectral features are labelled. See McLean et al. (2003) for a detailed discussion of features
identified in brown dwarf spectra.
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Figure 2.16: Same as Fig. 2.15 but resolution is 2.4 Å FWHM for λ =1.3–1.4 µm, 3.2 Å FWHM
for λ =1.4–1.82 µm, and 4.9 Å FWHM for λ =1.82–2.0 µm. The regions 1.40–1.41 µm and 1.82–
1.92 µm have many artefacts due to high levels of telluric contamination. However, the high
signal-to-noise and spectral resolution of these data allow us to extract the object spectra between
the water lines, and so even in these regions we have a measure of the continuum flux.
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Figure 2.17: Same as Fig. 2.15 but the observed spectra have gaps at 2.50–2.86 µm and 4.19–
4.53 µm between the near-IR and the L- and M-bands. The resolution is 4.9 Å FWHM for λ =2.0–
2.5 µm, 60 Å FWHM for λ =2.86–4.19 µm, and 216 Å FWHM for λ =4.5–5.1 µm. For clarity, the
flux of ε Indi Bb has been increased by a factor of 2 in the range 2.0–2.2 µm and by a factor 5 in
the range 2.2–2.5 µm. The telluric features in the M′-band (marked with ⊕) are due to very bright
sky emission which dominates the source signal. The artefacts seen in the region 2.43–2.50 µm
are again due to high levels of telluric contamination.
Chapter 3
ε Indi Ba, Bb - Comparison to
Evolutionary and Atmospheric Models
3.1 Constraints from ε Indi A
The binary ε Indi Ba, Bb is a common proper motion companion to the K4.5V primary, ε Indi
A, which allows us to constrain some of the fundamental properties of the ε Indi system. Most
obviously, since the parallax of the primary was measured by HIPPARCOS (Perryman & ESA
1997), we have an accurately known distance. This was updated in the reanalysis of van Leeuwen
(2007) to yield 3.6224±0.0037 pc. The uncertainty on the distance to ε Indi Ba, Bb is somewhat
larger: although we know the projected separation of the primary and brown dwarf binary to be
0.007 pc, we do not know the line-of-sight separation. This added uncertainty should be resolved
by the ongoing absolute astrometric monitoring which along with the mass ratio of the ε Indi Ba,
Bb system, allows determination of the parallax of the brown dwarf binary.
Similarly, determinations of the metallicity of the primary can be applied to the brown
dwarf companions assuming them to be co-eval and born from the same molecular material. The
metallicity of ε Indi A has been studied by a number of authors who arrive at somewhat differing
results due to the chosen spectral lines and the different models with which the spectra are fit to
derive the abundances. Abia et al. (1988) derived a metallicity of [Fe/H]=−0.23, while the Geneva
group reported metallicities in the range [Fe/H]=−0.2–+0.06 (Santos et al. 2001, 2004) with their
most recent determination of [Fe/H]=−0.2 reported by Sousa et al. (2008). These results suggest
that ε Indi A, and by association ε Indi Ba, Bb, appear to have slightly sub-solar metallicity. In
Chapter 3.5.2 we show atmospheric models with both [M/H]=0.0 and −0.2 fit to our spectroscopic
observations. Note however, that [M/H] refers to the global metallicity and also depends on the
abundance of α-elements (cf. Ferraro et al. 1999), so is not necessarily equivalent to [Fe/H].
In previous analyses, the age estimate of 0.8–2.0 Gyr for ε Indi A from Lachaume et al.
(1999) was used to make predictions from evolutionary models. Using this age range McCaugh-
rean et al. (2004) derived model masses of 47±10 and 28±7 MJup. As we will discuss, we now
have direct determinations of the luminosity of both brown dwarfs and of the system mass. How-
ever, the age of an individual system is a notoriously difficult parameter to ascertain and so we will
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return to discuss the reliability of this age in Chapter 3.4.3
3.2 Luminosity Determination
McCaughrean et al. (2004) used their photometry of ε Indi Ba, Bb and estimated bolometric
corrections from the spectral type-Mbol relation of Golimowski et al. (2004) to derive luminosities
of log L/L = −4.71 and −5.35 for ε Indi Ba and Bb, respectively, with estimated uncertainties of
±20%. Here we use our flux calibrated spectra to derive luminosities directly following a similar
process to Golimowski et al. (2004).
We sum the 0.63–5.1 µm flux with linear interpolation in the unobserved regions 2.5–
2.86 µm and 4.19–4.53 µm. This is extended to the mid-IR using the Spitzer IRS 5–15 µm (Roellig
et al. 2004) and 10–19 µm spectra (Mainzer et al. 2007) of the unresolved ε Indi Ba, Bb system.
To approximate the mid-IR spectrum of each object and to ensure an accurate representation of the
absolute fluxes, we also used the resolved mid-IR VLT/VISIR photometry of Sterzik et al. (2005).
These two determinations of the absolute flux of the combined system differ significantly. We
found that the VISIR photometry would have to be scaled upward by ∼50% to be fully consistent
with the Spitzer spectrum. We therefore used these two measurements as the bounds on the total
flux in this region and used the measured flux ratio of ∼2.1 at 8.6 µm and 10.5 µm from Sterzik
et al. (2005) to produce approximate spectra for each object for our luminosity determination.
Beyond this we used a blackbody tail with Teff given by the model fit to the spectra (see
Chapter 3.5). This however contributes only 0.5% and 0.9% to the total flux for ε Indi Ba and Bb,
respectively, so the precise temperature used is unimportant. The mid-IR spectrum used to extend
our spectroscopic measurements contributes ∼8.5% and ∼14.5% of the total flux of ε Indi Ba and
Bb, respectively. We did not attempt to extend our observed spectra blueward for the luminosity
derivation as our V-band photometry shows the flux to have dropped by 2–3 orders of magnitude
relative to the I-band flux for both ε Indi Ba and Bb.
The resulting luminosities are log L/L = −4.699 ± 0.017 and −5.232 ± 0.020 for ε Indi
Ba and Bb, respectively, with the uncertainties derived from our photometry, 20% uncertainty
on the mid-IR fluxes, and an assumed 3% uncertainty on the absolute flux of the Vega spectrum
used for flux calibration (Mountain et al. 1985; Hayes 1985), all of which dominate the distance
uncertainty. The difference between our determination of the luminosity of ε Indi Bb and that of
McCaughrean et al. (2004) is likely explained by the increased scatter in the spectral type-BCK
relation of Golimowski et al. (2004) at late-T spectral types.
3.3 Dynamical Masses
Ongoing relative astrometric monitoring of the ε Indi Ba, Bb orbit since May 2004 has allowed
a preliminary system mass of 120±1 MJup to be determined (Cardoso et al. 2008; McCaughrean
et al. 2010, in prep.). As mentioned previously, absolute astrometric monitoring is also ongoing
(Cardoso et al. 2010, in prep.) which will determine the mass ratio of the system allowing a model
independent determination of the individual masses of both ε Indi Ba and Bb. However, we can
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Figure 3.1: MK-(J − K) colour-magnitude diagram with the 5 Gyr COND03 isochrone (Baraffe
et al. 2003) with masses (in M ) indicated as filled squares. The DUSTY00 5 Gyr isochrone
(Chabrier et al. 2000b) is also shown (upper, dashed line). The positions of ε Indi Ba and Bb
are marked with filled circles, the filled triangles show the T dwarf observations of Knapp et al.
(2004) and Chiu et al. (2006), and the metal-poor T6 subdwarf 2MASS 0937+2931 is labelled.
All magnitudes are in the MKO system. We do not show isochrones for different ages as they
show little variation in position, except that the same masses correspond to different magnitudes.
already provide some constraints on the individual masses of the brown dwarfs on the basis of our
photometric and spectroscopic observations. Since we know these objects to be physically bound
and so, in all likelihood, co-eval, ε Indi Ba must be more massive than its fainter companion.
Additionally, we also know from the low temperatures required to produce T dwarf spectra that
both objects must be substellar, therefore the more massive component must have a mass below the
hydrogen burning minimum mass (HBMM) of ∼0.070 M (73 MJup) for a cloudy, approximately
solar metallicity source (Chabrier et al. 2000b; Saumon & Marley 2008).
Together then, the masses of these two brown dwarfs are constrained to be between 73 + 47 MJup
and 60 + 60 MJup, with the latter being unlikely due to the different luminosities of the two brown
dwarfs. Therefore, the mass of ε Indi Ba must be in the range 60–73 MJup and ε Indi Bb in the
range 47–60 MJup, but with a sum of any pairing equal to 120±1 MJup.
3.4 Evolutionary Model Comparisons
3.4.1 Photometry
In Table 2.2 we presented the apparent magnitudes of both components of the ε Indi Ba, Bb
system in the FORS2 VRIz, and MKO JHKL′M′ filters. Here we will compare the photometric
predictions of the solar metallicity COND03 evolutionary models (Baraffe et al. 2003, hereafter
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Figure 3.2: MK-(K − L′) colour-magnitude diagram with the 5 Gyr COND03 isochrone with
masses (in M ) indicated as filled squares. The DUSTY00 5 Gyr isochrone is also shown (up-
per, dashed line). Symbols are the same as in Fig. 3.1 with the unlabelled data from Knapp et al.
(2004), Chiu et al. (2006), and Golimowski et al. (2004). The data are in the MKO system, whereas
the model L′ magnitude is in the Johnson-Glass system.
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Figure 3.3: MJ-(I − J) colour-magnitude diagram with the 5 Gyr COND03 isochrone with masses
(in M ) indicated as filled squares. The DUSTY00 5 Gyr isochrone is also shown (dashed line).
Symbols are the same as in Fig. 3.1. J-magnitudes are in the MKO system and I-magnitudes use
the FORS2 Bessell I filter.
3.4. EVOLUTIONARY MODEL COMPARISONS 73
B03) with the absolute magnitudes derived from our observations. However, before doing so, it
is important to note the limitations of these models even if they represent the current state-of-the-
art. Although reasonable predictions can be made for the near-IR colours of mid-late T dwarfs,
the colours of early T dwarfs fall somewhere between the predictions of the COND03 and the
DUSTY00 models (Chabrier et al. 2000b). The COND03 evolutionary models neglect the effect
of dust opacity in the radiative transfer, whereas the DUSTY00 models include dust but once
formed it remains in the atmosphere. The newer BT-Settl atmosphere models account for the
settling of some species from the atmosphere, so once incorporated into the evolutionary models
may provide a more realistic match to observed colours across the L and T spectral classes.
Figures 3.1, 3.2, and 3.3 show colour-magnitude diagrams (CMDs) comparing our ε Indi
Ba, Bb photometry with the COND03 and DUSTY00 5 Gyr isochrones along with other T dwarf
observations from the literature. The model JHK magnitudes have been transformed from the
CIT system to the MKO system using the colour relations of Stephens & Leggett (2004), while
the model L′ magnitudes are left in the Johnson-Glass system and the I magnitudes in the Bessell
system. We chose to show only the 5 Gyr isochrone as the shape changes little with age and so
observations of objects at a range of ages can be compared to a single isochrone showing the range
of colours as an object evolves.
In Fig. 3.1, ε Indi Ba is seen to lie ∼0.5–1.0 mag redward of the model isochrone, while
ε Indi Bb is ∼0.5 mag blueward. The position of the metal-poor (−0.4 < [M/H] < −0.1) T6
subdwarf, 2MASS 0937+2931 (Burgasser et al. 2003), is marked and seen to be bluer than ε Indi
Bb. Schilbach et al. (2009) find that 2MASS 0937+2931 falls above an extrapolated [M/H]=−0.5
Baraffe et al. (1998) isochrone in an MK-(J−K) CMD and is possibly part of the thick disk or halo
population. By contrast, the position of ε Indi Bb suggests only a slightly sub-solar metallicity.
Figure 3.2 shows that the predicted (K − L′) colours are a better match to our and other
early T dwarf observations as the effects of clouds are much reduced in this region, but observed
colours are still consistently bluer than the models implying that spectral features in these regions
are not well reproduced by these models.
When optical colours are used in a CMD, the mismatch between observations and models
increases. For late T dwarfs such as ε Indi Bb, as shown in Fig. 3.3, our observed (I − J) colours
are significantly redder than model predictions even after accounting for differences due to the use
of different filter systems. These issues will be addressed when we compare our observations with
the more up-to-date atmospheric models in Chapter 3.5.
This discrepancy between the isochrones and the observations for the early T dwarfs is an
indication of the complexity of their atmospheres where the role of clouds is greater than for later
types. As brown dwarfs transition from dusty L to cloud-free mid-late T dwarfs, the observations
are found to lie between the COND03 and DUSTY00 models (Baraffe et al. 2003).
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Table 3.2: Predictions of the parameters of ε Indi Ba and Bb from the COND03 evolutionary
models. These parameters are derived for the age range of 3.6–4.2 Gyr given by the measured
total mass (Ba+Bb) and individual luminosities.
Source Mass Radius Teff log g
(MJup) (R) (K) (cm s−2)
ε Indi Ba 67.0–69.5 0.080–0.081 1350-1385 5.43–5.45
ε Indi Bb 49.5–54.0 0.082–0.084 975–1010 5.26–5.32
3.4.2 Physical Properties
Although the previous section has shown that neither the COND03 nor the DUSTY00 atmospheres
necessarily reproduce the observed colours of T dwarfs faithfully, the comparison of properties
such as luminosity, mass, and effective temperature should be more reliable as they are not so
strongly dependent on the specifics of the atmospheric model used. That said, Chabrier et al.
(2000b) showed that the luminosity and effective temperature evolution at a specific mass are not
entirely independent of the treatment of dust in the atmosphere. They find the difference between
the DUSTY00 and COND03 model predictions, for a given age, can be up to 10% in effective
temperature and up to 25% in luminosity with the COND03 models predicting systematically
higher effective temperatures than the corresponding DUSTY00 models. With the precision of
our mass and luminosity determinations, these uncertainties are significant.
Additionally, Saumon & Marley (2008) have recently compared their evolutionary model
predictions with the Lyon DUSTY00 and COND03 models, concluding that the differences be-
tween the corresponding cloudy and cloud-free models at intermediate ages can be explained by
the lack of electron conduction in the Saumon & Marley (2008) models. The differences seen
when compared to the Burrows et al. (1997) models is found to be mainly due to the use of older
non-grey atmospheres in the Burrows et al. (1997) models. We therefore employ only the Lyon
models in our comparison.
Given the observed luminosities of ε Indi Ba and Bb, the evolutionary models can be used
to predict the corresponding masses as a function of the system age, as shown in Fig. 3.4. It is
immediately apparent that the original age estimate of 0.8–2.0 Gyr is inconsistent with the evo-
lutionary models given the newly established mass of 120±1 MJup. From the COND03 models,
we find that an age range of 3.6–4.2 Gyr is necessary to accommodate the mass and luminosity
constraints. Table 3.2 shows that for this age range, the COND03 models predict effective temper-
atures of 1350–1385 K and 975–1010 K for ε Indi Ba and Bb, respectively, and a mass ratio in the
range 0.73–0.78.
3.4.3 Age of the ε Indi System
This age range of 3.6–4.2 Gyr for ε Indi Ba, Bb is significantly larger than the age of 0.8–2.0 Gyr
estimated by Lachaume et al. (1999) for ε Indi A based on the rotational period given by Saar &
Osten (1997). In fact, the measured v sin i for ε Indi A was too small to derive any meaningful
rotational period and this period was inferred from the Ca II H&K emission observed by Henry
et al. (1996), rendering it less reliable. Barnes (2007) also calculates an age of 1.03±0.13 Gyr from
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Figure 3.4: Variation of mass with age for lines of constant luminosity interpolated from a fine
grid of COND03 evolutionary models for the observed luminosities of ε Indi Ba and Bb (lower
two curves). The upper two curves show the predicted combined mass at each age accounting
for the uncertainties on the derived individual luminosities, while the constraints on the system
mass from the dynamical monitoring are indicated by the upper two horizontal dotted lines. The
lower horizontal dashed line indicates the hydrogen burning minimum mass of 0.070 M and the
3.6–4.2 Gyr age predicted by the COND03 models is shown by the two vertical dotted lines.
rotation, although this uses the same inferred 22 day period. Lachaume et al. (1999) also derive
an age from the Ca II H&K activity using their R′HK-age relation, which suggests an age in the
range 1–2.7 Gyr. However, in choosing a young age based on this activity indicator, they ignored
the much greater estimate of >7.4 Gyr which they derived from the kinematic properties of the
system.
Age constraints are also available if one considers the larger moving group of which ε Indi
A is the eponymous member, and for which Cannon (1970) quoted an age of 5 Gyr derived from
the observed (B−V) colour of an apparent red giant clump. However with only 15 members (Eggen
1958), it is not clear that there would be enough objects at the end of their main-sequence lives to
fit this reliably. Furthermore, the moving group members given in Eggen (1958) were presumably
used in Cannon (1970), although no details of the members used are given. This membership list
was later revised by Eggen (1971) which excluded five stars from the original list of members.
Thus, the age of this apparently elderly moving group is not a strong age constraint by itself.
However λ Aurigae, another member of the moving group, has an isochronal age of 5.8±0.43 Gyr
from Soubiran & Girard (2005) which adds support to an intermediate age for the entire moving
group, although this technique has been shown to be unreliable when applied to individual objects.
This worsens toward later spectral types where the isochrones become degenerate, so isochrone
fitting would be unreliable for ε Indi A, but in the case of λ Aurigae the isochrones are relatively
well separated.
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Figure 3.5: Near- to thermal-IR spectrum of ε Indi Ba (black line) with sub-solar metallicity
([M/H]=−0.2) BT-Settl spectra with Teff=1300, 1320, 1340 K and log g=5.50 (green, red, and
blue lines respectively). The Teff=1240 K spectrum (magenta line) is also shown to indicate the
large difference between the observations and spectral models for this lower effective temperature.
All spectra have been smoothed to 60 Å FWHM and the observed spectrum median filtered to
remove the lowest signal-to-noise points.
Finally, Rocha-Pinto et al. (2002) classifies ε Indi A as a ‘chromospherically young, kine-
matically old’ star based on the disagreement between the age from activity indicators and the
observed space velocities. They find a chromospheric age of 0.39 Gyr, but note that ε Indi A has
no obvious Li I absorption line and so argue that it is an older star than activity suggests. The
origin of these stars is as yet unknown.
After further consideration then, an age of ∼3.6–4.2 Gyr for ε Indi Ba, Bb as predicted by
the evolutionary models in Chapter 3.4.2 seems plausible at least. In fact, ongoing monitoring of
ε Indi A as part of a survey to determine rotation rates, suggests an age from rotation of ∼3–4 Gyr
(Edward Guinan, pers. comm.). The discrepancy between the various age estimates highlights the
problem of deriving ages for individual objects, as any one indicator cannot be entirely trusted.
To address this issue, we are currently investigating the feasibility of obtaining high resolution,
time-resolved spectroscopy of ε Indi A to derive an age via asteroseismology.
3.5 Atmospheric Model Comparison
The comparisons presented in Chapter 3.4.1 demonstrated that the COND03 and DUSTY00 mod-
els yield a relatively poor match to the observed photometric properties of ε Indi Ba and Bb.
However, the newer BT-Settl atmosphere models (Allard et al. 2003; Allard 2009, in prep.), which
account both for the formation and effects of dust in the atmosphere and settling of some species,
have yet to be incorporated into the evolutionary calculations. These atmospheres are a more ap-
propriate comparison for T dwarfs where the atmospheres transition from being dust-dominated
to cloud-free, and so here we compare BT-Settl atmosphere models with our detailed spectral
observations of ε Indi Ba and Bb.
For each model spectrum of known effective temperature, we inferred a radius using our
observed luminosities of ε Indi Ba and Bb, which along with the known distance, allowed us to
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Figure 3.6: 1.23–1.27 µm spectrum of ε Indi Ba (thicker line, third from top) and the [M/H]=−0.2,
log g=5.50 BT-Settl spectra with Teff=1280–1380 K (increasing bottom to top in steps of 20 K). All
spectra have been normalised at 1.25 µm and offset for clarity. Model spectra have been smoothed
to 2.4 Å FWHM.
convert the emergent flux density of the atmospheric models to the flux that would be observed
from Earth. Therefore, for each model spectrum we were able to compare predicted absolute flux
levels against those observed without reliance on evolutionary models. In other words, we were
not free to normalise the model spectra to match our observations.
The model grid sampled effective temperature in steps of 20 K, surface gravity in steps of
0.25 dex, for solar and slightly sub-solar metallicity ([M/H]= 0.0,−0.2). The metal abundances of
Grevesse & Noels (1993) were employed instead of the more recent Asplund et al. (2005) abun-
dances as the validity of the latter determination of oxygen abundance is the subject of ongoing
debate given its effect on previously well-matched helioseismological theory and observations (cf.
Ayres 2008; Caffau et al. 2008).
3.5.1 Effective Temperature Effects
Figure 3.5 shows the BT-Settl near-IR spectral models with effective temperatures in the range
1300–1340 K and log g=5.50, [M/H]=−0.2 compared to our spectrum of ε Indi Ba. Since Kasper
et al. (2009) find acceptable fits to low resolution near-IR spectra of ε Indi Ba using models with
effective temperatures of 1250 K and 1300 K, we include our 1240 K model to show the large mis-
match such a low effective temperature would have with the BT-Settl models. Each of the models
have an absolute flux scale set by the effective temperature and the observed luminosity of the cor-
responding object, therefore there is no scaling of model spectra to improve the fit to observations.
We find effective temperatures in the range 1300–1340 K produce the most reasonable fit to the
flux level across the spectrum and to individual features.
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Figure 3.7: Near-IR spectrum of ε Indi Bb (black line) with sub-solar metallicity ([M/H]=−0.2)
BT-Settl spectra with Teff=880, 900, 920, 940, 960 K and log g=5.25 (cyan, green, red, blue, and
magenta lines respectively). All spectra have been smoothed to 60 Å FWHM and the observed
spectrum median filtered to remove the lowest signal-to-noise points.
For higher effective temperature models, the K I lines at 1.25 µm are too strong and the
FeH and CrH features around 1 µm are too deep, while by 1280 K the 1 µm features are no longer
reproduced and the depth of the K I doublet is significantly reduced (see Fig. 3.6). Additionally, at
lower temperatures, we find that the flux level of the near-IR peaks become increasingly difficult
to reconcile with the observations.
Figure 3.7 shows the BT-Settl near-IR spectral models with effective temperatures in the
range 880–960 K and log g=5.25, [M/H]=−0.2 compared to the data from ε Indi Bb. While the
optical spectrum is problematic at any effective temperature (see Chapter 3.5.4), there is relatively
little variation within this effective temperature range in the thermal-IR. Based on the near-IR
alone then, we find the most reasonable fits to have effective temperatures in the range 880–940 K.
Figure 3.7 shows that at temperatures below 900 K, the flux level of the 1.1 µm and the 2.1 µm
peaks becomes progressively more depressed, and as seen in Fig. 3.8, at higher temperatures, the
1.25 µm K I lines are considerably deeper than observed, although the shapes of the tops of the
1.1 µm and 1.25 µm peaks are not well-matched by any of the models.
3.5.2 Metallicity and Surface Gravity Effects
In low-mass stars, the effect of decreasing metallicity is to increase the effective temperature at
constant mass (Baraffe et al. 1997), with the magnitude of the effect decreasing toward the sub-
stellar boundary. However, it is not clear what happens in the lower-mass regime where degener-
acy effects may alter the situation. Since no evolutionary models exist for sub-solar metallicity,
substellar objects, we cannot provide a quantitative analysis of the evolutionary effect of slightly
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Figure 3.8: 1.23–1.27 µm spectrum of ε Indi Bb (thicker line, second from bottom) and the
[M/H]=−0.2, log g=5.25 BT-Settl spectra with Teff=840–960 K (increasing bottom to top in steps
of 40 K). All spectra have been normalised and offset for clarity. All spectra have been smoothed
to 10 Å FWHM for easier comparison.
sub-solar metallicity. As discussed in Chapter 3.1, studies of the parent main-sequence star, ε
Indi A, derive a metallicity in the range [Fe/H]=−0.23–+0.06, with the most recent study support-
ing [Fe/H]=−0.2. The effects of lower metallicity and increasing surface gravity are somewhat
complementary, so we compare our observations with BT-Settl models of surface gravity from
log g=5.00 to 5.50 and with solar ([M/H]=0.0) and slightly sub-solar metallicity ([M/H]=−0.2).
Figure 3.9 shows the near- to thermal-IR spectrum of ε Indi Ba compared to models with
an effective temperature of 1320 K, surface gravities log g=5.25 and 5.50, and metallicities of
[M/H]=0.0 and −0.2. The effect of higher metallicity and lower surface gravity is shown to be
most prominent in the J- and H-bands. The flux in the 1.1, 1.25, and 1.6 µm peaks is suppressed,
while the 2.2 µm peak flux is over-estimated. Additionally, the shape of the K- and L-bands is
inconsistent with the observed spectrum. We find the higher surface gravity (log g=5.50) and
sub-solar metallicity ([M/H]=−0.2) to be the better fit to the spectrum of ε Indi Ba.
Figure 3.10 shows the near-IR spectrum of ε Indi Bb compared to models with an effective
temperature of 920 K, surface gravities log g=5.00 and 5.25, and metallicities of [M/H]=0.0 and
−0.2. We neglect the longer wavelength data here as the models show little variation. As with
the comparison of models with different effective temperatures, we find the H-band is relatively
invariant to the different surface gravities and metallicity. The effects of surface gravity and metal-
licity are most apparent in the J- and K-bands. The general trend for dust-free T dwarfs such
as ε Indi Bb is well established (cf. Leggett et al. 2009): both the lower metallicity and higher
gravity result in higher atmospheric pressures, favouring the formation of methane and increasing
collision induced absorption (CIA) opacity around 2 µm.
The solar metallicity model with surface gravity log g=5.00 is the most inconsistent with
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Figure 3.9: Near- to thermal-IR spectra of ε Indi Ba (black line), the BT-Settl spectrum
(Teff=1320 K, log g=5.50, [M/H]=−0.2, red line), the same with log g=5.25 (blue line), and with
log g=5.50 but with solar metallicity ([M/H]=0.0, green line). All spectra have been smoothed
to 60 Å FWHM and the observed spectrum median filtered to remove the lowest signal-to-noise
points.
our observations as the 1.1 and 1.25 µm peaks are significantly under-estimated while the 2.1 µm
peak is significantly over-estimated. As explained earlier (see Chapter 3.5), we have chosen to use
the Grevesse & Noels (1993) abundances which is likely the cause of the differences seen between
our solar metallicity model spectra and those used in Kasper et al. (2009). The other models
make very similar predictions to one another, except in the K-band. Although from Fig. 3.10, the
log g=5.00, [M/H]=−0.2 model is marginally favoured, the comparison to all models within the
effective temperature range of 880–940 K favours log g=5.25, [M/H]=−0.2. Additionally, none of
the models can reproduce the lower flux seen in the 2.2–2.5 µm region.
In summary, we find BT-Settl atmosphere models with effective temperatures in the range
1300–1340 K, surface gravity of log g=5.50, and slightly sub-solar metallicity of [M/H]=−0.2 are
the most reasonable fits to the observed optical to thermal-IR spectrum of ε Indi Ba. In Fig. 3.11 we
show the 1300 K spectral model compared to the data. It is clear that this model does not provide a
perfect match to the near-IR peaks, however general features are reproduced. The inset plot shows
the mismatch in the shape of the K I profile at 0.77 µm which may suppress the continuum to
beyond 1 µm (Burrows et al. 2000) and so affect the relative strengths of the 1.1 µm and 1.25 µm
peaks. Although the flux in the 2.8–3.2 µm region is underestimated, the 3.3–4.2 µm region is well-
reproduced. However, in the M-band the model predicts higher fluxes than observed, suggesting
insufficient understanding of the sources of opacity.
For ε Indi Bb, we find the BT-Settl models with effective temperatures of 880–940 K, sur-
face gravity of log g=5.25, and metallicity of [M/H]=−0.2 provide the best match to the observa-
tions. Figure 3.12 shows the 920 K model does not provide a perfect match to the near-IR peaks,
3.5. ATMOSPHERIC MODEL COMPARISON 82
 0
 1
 2
 3
 0.8  1  1.2  1.4  1.6  1.8  2  2.2  2.4
f ! 
(10
!1
4  W
 m
!2
 µm
!1
)
Wavelength (µm)
Data
log g = 5.25, [M/H]=!0.2
log g = 5.00, [M/H]=!0.2
log g = 5.00, [M/H]=  0.0
log g = 5.25, [M/H]=  0.0
Figure 3.10: Near-IR spectra of ε Indi Bb (black line), the BT-Settl spectrum (Teff=920K,
log g=5.25, [M/H]=−0.2, red line), the same with log g=5.00 (blue line), with log g=5.00,
[M/H]=0.0 (magenta line), and log g=5.25, [M/H]=0.0 and (green line). All spectra have been
smoothed to 60 Å FWHM and the observed spectrum median filtered to remove the lowest signal-
to-noise points. The thermal-IR spectra have not been shown as there is little to distinguish be-
tween models.
although this is less pronounced than for Ba. The inset plot shows the large mismatch in the shape
and flux level of the K I profile at 0.77 µm and the effect of employing a model with depleted alkali
absorption. This effect is also evident in the optical colour-magnitude diagram of Fig. 3.3 where
ε Indi Bb falls ∼1.5 mag redward of the COND03 evolutionary models. We return to discuss the
cause of this large effect in Chapter 3.5.4. The mismatch around 1.62–1.74 µm is mainly due to
incomplete knowledge of CH4 absorption in this range. In the 2.8–3.5 µm region, the shape of the
spectrum due to CH4 absorption is not well fit. In particular, the drop in flux predicted at ∼4.1 µm
is not observed, and the M-band flux is again over-estimated.
The KI-H2 quasi-molecular satellite feature at ∼0.69 µm discussed in Allard et al. (2007) is
seen here in both ε Indi Ba and Bb (inset plots of Figs. 3.11 and 3.12). The shape of the feature is
not perfectly reproduced, mainly because the effects of KI-He absorption have yet to be included.
To a lesser extent, the ill-fitting wings of the very wide, pressure-broadened absorption lines of
K I at 0.77 µm and Na I at 0.59 µm may also play a role.
3.5.3 Unidentified Feature at 1.35–1.40 µm
We note a spectral feature at ∼1.35–1.40 µm in the spectra of both ε Indi Ba and Bb which is poorly
reproduced by the BT-Settl models (see Figs. 3.11 and 3.12) and has not been identified in all
spectra of the T dwarf standard stars. Many observers remove this region from published spectra
due to the high telluric absorption and so there are few available comparisons. Nevertheless, the
region contains valuable information on the continuum flux level in these deep absorption bands
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Figure 3.11: Optical to thermal-IR spectrum of ε Indi Ba (black line) and the best-fit BT-Settl
spectrum (red line, Teff=1300K, log g=5.50, [M/H]=−0.2). Here the optical and near-IR data have
been smoothed to 17 Å FWHM and median filtered to remove the lowest signal-to-noise points.
The model has been smoothed to 60 Å FWHM beyond 2.5 µm. Inset: the optical portion of the
spectra smoothed to 6.5 Å FWHM shown with the flux on a logarithmic scale. Also shown is
a model fit to the optical spectrum with depleted alkali abundances (blue line). For this early
T-dwarf, the standard alkali abundances provide the better match to the observed flux levels and
spectral morphology. Additionally, the lithium abundance has been reduced by a factor of 1000 to
allow a comparison with the observations which show no detectable lithium at 6707 Å.
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Figure 3.12: Optical to thermal-IR spectrum of ε Indi Bb (black line) and the best-fit BT-Settl
spectrum (red line, Teff=920 K, log g=5.25, [M/H]=−0.2). The spectra have been smoothed as in
Fig. 3.11. For this late T-dwarf, the depleted alkali model provides the better match to the observed
flux levels and spectral morphology in the optical which may be an indication of the formation of
feldspars in late-T dwarfs which is not evident in earlier types. No lithium depletion has been
implemented in these models.
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present in T dwarfs. A similar feature is however seen in the spectrum of the T1 spectral standard
SDSS0151+1244 (Burgasser et al. 2006b), the T8.5 and T9 dwarfs ULAS1238 and ULAS1335
(Burningham et al. 2008), and some L dwarfs (e.g. 2MASS J1507−1627 (L5), Burgasser et al.
2007).
While this feature could be caused be problems with the telluric correction in this region,
we believe that it may be intrinsic to these objects. We are satisfied that this feature is not an
artefact of our spectral extraction. The rise in flux occurs part way through the last of the seven
spectral orders which were combined to produce our J-band spectrum (see Appendix 2.2.10), so
the shape is not due to a scaling mismatch between adjoining regions. This region corresponds to
the gaps in our standard star spectrum where high telluric absorption required replacement by the
solar model of Kurucz (see Sect. 2.2.7), but this is not the cause of the feature, as the solar model
has only weak spectral features here.
The BT-Settl model for ε Indi Ba shows some structure in the deep water bands between the
J and H peaks that is qualitatively similar to the observed feature, though the flux is underestimated
by a factor of ∼2. In the ε Indi Bb model the disagreement is much worse, with about an order
of magnitude mismatch between the modelled feature (which is nearly invisible at the scale of
Fig. 3.12) and the observation. Still, this suggests that the feature is due to the structure of the
strongest part of the water absorption bands, which in this part of the spectrum form fairly high up
in the atmosphere, corresponding to optical depths of τRosseland=0.1–1.0 and temperatures of 700–
1000 K. Incidentally, two other features which also have systematically underestimated flux in the
present models form at a similar level, namely the collisionally-induced absorption (CIA) capping
the flux peak in the K band, and the wings of the potassium doublet centred on 0.77 µm (see
Sect. 3.5.4). A possible explanation for the mismatch in all these cases might be an underestimated
local temperature, and thus source function, at this atmospheric level. A toy model indicates that
an increase in temperature of 200–400 K could reconcile the modelled and observed flux levels,
but at this point we have no reasonable idea for the cause of such heating (e.g. for an additional
opacity source causing a corresponding back-warming). A full explanation of this feature must
also account for the apparent difference in strength between objects of the same spectral type.
3.5.4 Alkali Depletion
The optical spectra of T dwarfs are dominated by the alkali resonance lines which are the result
of a balance between the increased transparency of the atmospheres, due to the sedimentation of
condensates, and the depletion of alkali metals from the gas phase due to condensation. Lodders &
Fegley (2006) and Burrows (2009) note that alkali metal depletion cannot occur above T∼ 1400 K,
below the condensation temperatures of most refractory species. Furthermore, their first conden-
sates are the feldspars ([Na,K]AlSi3O8) which require aluminium and silicon to form. However,
in a stratified atmosphere, the latter elements can be expected to have already been depleted by
higher-temperature condensates before feldspars would have a chance to form. In that case, the
alkali elements could only condense into sulfides and halides (mostly Na2S, KCl) at temperatures
around 1000 K.
In any case, for mid- to late-type T dwarf atmospheres, the depletion of the sodium and
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potassium is not adequately accounted for in current models. At the higher temperatures of early
T dwarfs such as ε Indi Ba, the standard BT-Settl model reproduces the shape and flux level of the
K I doublet at 0.77 µm (and the red edge of the Na D line at 0.589 µm) reasonably well as shown
in Fig. 3.11 (inset), but over-estimates the absorption in the later type ε Indi Bb by an order of
magnitude (Fig. 3.12, inset, red line).
The line wings of the K I resonance doublet at 0.77 µm extend several 1000 Å and thus
potentially suppress the flux out to the 1.1 and even 1.25 µm peaks. As pointed out already by
Burrows et al. (2000), these line profiles show strong deviations from classical Lorentzian wings
and thus require a more sophisticated broadening theory. Detailed spectral models of the alkali
lines have been successfully used to model the optical spectrum of ε Indi Ba by Allard et al. (2007),
based on improved interaction potentials with H2 and He for the line profiles, and an earlier version
of the settling framework to calculate the depth-dependent abundances of neutral alkali atoms.
They were also able to identify the quasi-molecular satellite of K I seen in our resolved spectra
(see Figs. 3.11 and 3.12). While the overall agreement of the modelled optical spectrum for ε Indi
Ba is fair, the Bb model, though showing the same general features, underestimates the observed
flux by up to an order of magnitude. Since the lines in both brown dwarfs should form at quite
similar temperature levels, it is extremely unlikely that the line profiles are off by such a large
amount for the cooler component only. One possible explanation for the mismatch is that the K I
in the gas phase is much less abundant than expected from the settling model.
If we therefore consider additional condensation of the alkali metals into feldspars, which
would result in alkali depletion from the gas phase at somewhat higher temperatures than in current
models, we can bring the ε Indi Bb spectrum into reasonable agreement with observations as
shown in Fig. 3.12 (inset, blue line). However in this case the fit to the ε Indi Ba spectrum
becomes worse. The formation of feldspars implies that Al and Si would still have to be present in
sufficient quantities at the feldspar condensation level and, indeed, recent calculations using results
from updated RHD simulations (Freytag et al. 2009; Homeier et al. 2009, in prep.) imply that the
upmixing of these species might be more efficient than previously assumed. Thus we suggest that
feldspar formation can efficiently deplete these species at the temperatures of mid-late T dwarfs.
Alternatively, Burrows (2009) suggests that these alkalis will condense into Na2S and KCl as the
stores of Al and Si necessary to form feldspars will already have been depleted. In any case, an
improved treatment of alkali condensation is clearly essential to reproduce the optical spectra of
mid-late T dwarfs.
3.5.5 Lithium
The presence and state of lithium in the atmospheres of brown dwarfs is governed by mass, present
effective temperature, and age. The models of D’Antona & Mazzitelli (1994), Chabrier et al.
(1996), and Burke et al. (2004) predict that a brown dwarf must have a mass greater than 0.060–
0.065 M to be capable of reaching the core temperature of ∼3×106 K (Bildsten et al. 1997)
required for lithium depletion (7Li + p → 4He + 4He). Therefore, since objects less massive
than ∼0.4 M are fully convective, all lithium should have been processed for any brown dwarf
above 0.065 M. Chabrier et al. (1996) predict that an object at this mass boundary will deplete its
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Figure 3.13: The 6650–6750 Å spectra of ε Indi Ba and Bb (upper and lower black lines, re-
spectively) and the BT-Settl models with Teff=1300 K, log g=5.50, and [M/H]=−0.2 (red line)
and Teff=920 K, log g=5.25, and [M/H]=−0.2 (blue line). Both models have been smoothed to
6.5 Å FWHM to match the observations. The lithium abundance has been reduced by a factor
1000 in the Teff=1300 K model in order to provide a meaningful upper limit to the observed levels
of Li I absorption in the spectrum of ε Indi Ba.
primordial lithium by a factor of 100 in ∼1 Gyr, with faster depletion in higher-mass objects. More
specifically, the COND03 evolutionary models of Chabrier et al. (2000b) predict near-complete
lithium depletion for a 0.06 M object at 5 Gyr, but also predict that a 0.55 M object at the same
age will retain ∼28% of its primordial lithium.
Furthermore, the substellar chemistry models of Lodders & Fegley (2006) show that Li I
is the dominant form of lithium down to ∼1520 K at 1 bar pressure (with the temperature limit
increasing with increasing pressure), beyond which lithium is bound into molecules (LiCl, LiOH,
etc.). Kirkpatrick et al. (2000) and Kirkpatrick et al. (2008) presented spectra of a number of L
dwarfs with and without Li I absorption. They showed that the strength of the Li I 6708 Å line
peaks at L6 and is observed in some L7 and L8 dwarfs with the strength of the line and number of
detections decreasing toward later types.
Here we have higher resolution and higher signal-to-noise data and, from the observed
spectral type-equivalent width relation of Kirkpatrick et al. (2000), we would have expected to
detect Li I at 6708 Å in ε Indi Ba if it were present, but not necessarily in ε Indi Bb. Indeed,
Burrows et al. (2002) state that there is no apparent reason why Li I would not be seen in objects
as late as T6 with high enough quality data.
On the other hand, the presence of Li I absorption in our current atmospheric models may be
due to unrealistic modelling of the removal of solid species from the atmosphere after formation
(Marley, pers. comm.). As can be seen in the Fig. 3.13, we find no evidence for absorption
by monatomic lithium at 6708 Å in the spectrum of ε Indi Ba, while the spectrum of ε Indi Bb
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Figure 3.14: The 2.27–2.35 µm spectrum of ε Indi Ba (bottom line) showing the CO 2–0 over-
tone along with models employing different chemical equilibrium timescales. All models have
Teff=1320 K, log g=5.50, and [M/H]=−0.2. A chemical equilibrium model is shown at the top,
the Yung et al. (1988) model second from top, and a model following the Prinn & Barshay (1977)
chemistry second from bottom. All models have been smoothed to 4.9 Å FWHM to match the
observations.
may have inadequate signal-to-noise at this wavelength to judge its presence or absence at the low
abundance levels expected for T6 dwarfs. To approximately quantify the level of lithium depletion,
our models for ε Indi Ba must have the proto-solar lithium abundance reduced by a factor of at
least 1000 (see Fig. 3.13) in order to reproduce the data.
The level of lithium depletion in ε Indi Ba is compatible with a mass in excess of 0.065 M
(68 MJup). The less luminous ε Indi Bb on the other hand, must be less massive than this limit, and
given its lower temperature, has most probably lost its atomic lithium to molecules.
3.5.6 Chemical Equilibrium Departures
At the effective temperatures of ε Indi Ba and Bb, carbon would be expected to be predominantly
locked in carbon monoxide (CO) in the hotter, lower layers of the atmosphere, and in methane
(CH4) in the cooler, upper regions if chemical equilibrium (CE) conditions held. However, since
the detection of the CO fundamental band in Gl 229B by Noll et al. (1997), observational evi-
dence has accumulated that CO persists in the upper atmospheres of T dwarfs in excess of its CE
abundance.
Griffith & Yelle (1999) and Saumon et al. (2003) showed that this excess can be explained
by the upmixing of CO from the warm deeper layers, since if one assumes sufficiently efficient
turbulent mixing in the upper atmosphere, the kinetic rates for the conversion reactions from CO
to CH4 are too slow to adjust the mixing ratios to CE abundances. The BT-Settl models employ
a similar calculation of these CE departure effects, but use diffusion coefficients derived from the
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CO5BOLD radiation hydrodynamics simulations (Freytag et al. 2009) rather than adjusting them
as a free parameter (Homeier et al. 2009, in prep.). In addition, they consider several reaction
pathways and timescales besides the one from Prinn & Barshay (1977), on which the Saumon
et al. (2003) models are based, notably the revised time scale for the scheme of Prinn & Barshay
(1977) suggested by Griffith & Yelle (1999), and the reaction scheme of Yung et al. (1988) (see
also Griffith & Yelle (1999)). Among these, the Yung et al. (1988) model generally predicts the
fastest conversion rates from CO to CH4, and the Prinn & Barshay (1977) model with the modified
rates of Griffith & Yelle (1999) the slowest rates, implying the strongest CE departure effects.
As an L to T transition object, covering the transition from CO-dominated to CH4-dominated
chemistry, ε Indi Ba is particularly sensitive to the reaction details discussed above. The high qual-
ity of the present K- and L-band spectra allow quantitative estimates of the CO and CH4 mixing
ratios, enabling us to directly test these models of the non-equilibrium chemistry and constrain
the relevant timescales. Fig. 3.14 shows the observed 2.27–2.35 µm spectrum, where the CO 2–0
overtone band (starting at 2.2935 µm) can be identified even on top of the octad band of CH4.
For comparison, a chemical equilibrium model and non-CE model spectra, based on the reaction
models of Prinn & Barshay (1977) and Yung et al. (1988) respectively, are shown. The Prinn &
Barshay (1977) model better reproduces the rotational series of the CO 2–0 R branch extending
redwards from 2.2935 µm, but the CE and Yung et al. (1988) models match the overall morphology
better, including the 2.315 µm CH4 bandhead. However, as seen in Fig. 3.15, the Prinn & Barshay
(1977) model does not match the shape of the L-band spectrum, whereas the chemical equilibrium
model and the Yung et al. (1988) model provide reasonable matches to the shape and absolute flux
levels - the CH4 absorption predicted by both models is identical within the internal uncertainties
of the model atmospheres. Also shown is a model employing the Prinn & Barshay (1977) model
with the revised reaction rates of Griffith & Yelle (1999) which shows an even poorer match to
the spectral morphology, since in this model even less CH4 has formed. However, the depth of
the CH4 absorption at ∼3.3 µm falls between that seen in the spectra predicted by the Yung et al.
(1988) and Prinn & Barshay (1977) models, just as the 2.3 µm spectrum indicates a CO abundance
intermediate between those models. This would suggest that the correct reaction timescale might
have a value slightly below that of Yung et al. (1988), or alternatively, the vertical mixing could be
more efficient than assumed in the BT-Settl models. Freytag et al. (2009) suggest such additional
mixing can be produced by convectively driven gravity waves, though the mixing efficiency of
such waves in terms of an equivalent diffusion coefficient is still under investigation.
Our observations provide only limited coverage and resolution of the strongest CO absorp-
tion feature, the 1–0 fundamental band at 4.55 µm (see Fig. 2.17). However, the resolution of our
M-band spectra does not allow us to favour any model over the other. Although the models differ
in the predicted absolute flux levels, none of these match the observed flux levels.
We have shown that the observed K-band spectrum of ε Indi Ba shows evidence of non-CE
processes and the L-band spectrum supports a CO–CH4 reaction rate intermediate between that
predicted by the Yung et al. (1988) and Prinn & Barshay (1977) models.
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Figure 3.15: The L-band spectrum of ε Indi Ba (black line) and different chemistry models with
Teff=1320 K, log g=5.50, [M/H]=−0.2. A chemical equilibrium model is shown in green, the Prinn
& Barshay (1977) model in blue, the Prinn & Barshay (1977) model with the revised reaction rates
of Griffith & Yelle (1999) in magenta, and a model following the Yung et al. (1988) chemistry in
red. All models have been smoothed to 60 Å FWHM to match observations.
3.6 Mass limits on further system members
Using the previously derived flux limits from the deep imaging of the system (see Chapter 2.2.5)
and an approximate system age of 5 Gyr, we can derive mass limits of further members using mod-
els. The COND03 models rule out any system members of mass greater than 15 MJup (H=19.1m)
in the field around ε Indi Ba, Bb (7–39.7 AU), and also rule out objects more massive than 34 MJup
(H=15.8m) from 7 AU down to 0.8 AU from either Ba or Bb. If the system were as young as 1 Gyr,
the corresponding mass limits would be 6.0 and 13 MJup, respectively.
At separations less than 1–2 FWHM (∼0.4–0.8 AU), our ability to distinguish companions
of Ba or Bb is limited by the high object flux and pixelation of the PSF. However, if either ε Indi
Ba or Bb had substantial unresolved companions, then their combined observed spectra would be
notably different compared to the spectral standards. The combined spectrum of ε Indi Ba and
Bb is drastically different to that of Ba alone, so any additional companion must be significantly
fainter, and hence less massive, than Bb.
3.7 Comparison of Model Predictions
3.7.1 Previous Determinations
Observations of ε Indi Ba, Bb have previously been compared to different atmospheric and evo-
lutionary models. Smith et al. (2003) used R∼50 000 spectra in the ranges 1.553–1.559 µm and
2.308–2.317 µm to derive an effective temperature for ε Indi Ba from comparisons of the observed
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spectra with spectral models to fit bands of CO and H2O. They derived effective temperatures of
1400 K and 1600 K from the two regions and so adopted 1500 K as the effective temperature of
ε Indi Ba. As they note, this is significantly in excess of that derived in other analyses, and the
temperatures derived from the two regions are inconsistent. Moreover, the effective temperature
of 1600 K derived for the 2.308–2.317 µm region may be affected by the CO/CH4 chemistry.
Roellig et al. (2004) and Mainzer et al. (2007) observed the combined spectrum of the ε
Indi Ba, Bb system using IRS on Spitzer. Using the luminosities of McCaughrean et al. (2004) and
an age of ∼1 Gyr, they derived evolutionary model parameters and generate corresponding spectral
models of Teff=1250 K, log g=5.0 and Teff=800 K, log g=5.0 for ε Indi Ba and Bb, respectively.
Using these parameters along with radii of 0.094 and 0.100 R (valid for the assumed age) for ε
Indi Ba and Bb, respectively, Roellig et al. (2004) and Mainzer et al. (2007) generated a composite
model spectrum which agreed well with the observed combined spectrum. However, Sterzik et al.
(2005) presented mid-IR photometry of the individual sources from VLT/VISIR which they sug-
gest is not compatible with the absolute fluxes of the individual models from Roellig et al. (2004).
Indeed, as pointed out in Chapter 3.2, the Spitzer and VISIR fluxes differ significantly. Using an
assumed age of 1 Gyr, Sterzik et al. (2005) found an effective temperature of 1100 K for ε Indi
Ba. However, our comparison of the optical to thermal-IR spectrum excludes such low effective
temperatures.
Finally, Kasper et al. (2009) used low resolution near-IR spectroscopy and the models of
Burrows et al. (2006) to yield effective temperatures of 1250–1300 K and 875–925 K and surface
gravities of 5.2–5.3 and 4.9–5.1, for ε Indi Ba and Bb, respectively. These temperatures are broadly
comparable to ours, although in more detail we find the BT-Settl spectral models cannot match the
observed ε Indi Ba spectra at effective temperatures as low as 1250 K. Their grid of surface gravity
was finer than used here and they derive values significantly lower than ours. For ε Indi Ba, we
have compared our observations to models with log g=5.25 and 5.50, and specifically prefer the
higher value. Similarly, for ε Indi Bb, we have tested models with log g=5.00 and 5.25, and again
prefer the higher value.
The situation is complicated by complementary effects on the spectral morphology due to
surface gravity, metallicity, and elemental abundances. We do not believe that the surface gravity
can be constrained to better than ∼0.25 dex. More precise determinations of the surface gravity
can lead to substantially inaccurate predictions of the mass as in Kasper et al. (2009), which may
do the evolutionary models an injustice. Indeed, Burrows et al. (2006) suggest that the lack of
a detailed understanding of brown dwarf meteorology may lead to ambiguity in derived effective
temperatures of ∼50–100 K and surface gravities of ∼0.3.
Kasper et al. (2009) used their fitted effective temperatures and surface gravities to derive
ages and masses from the evolutionary models of Burrows et al. (1997). For ε Indi Ba, they found
an age of 1.0–2.3 Gyr and mass of 46–62 MJup, and for ε Indi Bb an age of 1.0–2.0 Gyr and a mass
of 29–39 MJup. Although the objects appear to be co-eval and consistent with the age estimate of
Lachaume et al. (1999), this age range is clearly lower than we have derived here using the ob-
served luminosities and dynamically derived system mass. Additionally, their predicted total max-
imum system mass (101 MJup) is considerably lower than the measured system mass (120 MJup).
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This suggests that either there are large systematic errors in the evolutionary model predictions, or
the effective temperatures and surface gravities derived from observed spectra are inaccurate. This
comparison highlights the problems associated with deriving the physical properties of other field
objects for which we do not have a comprehensive set of observations or external constraints from
a companion star.
3.7.2 Our model predictions
Our comparison of the observed luminosities and measured total mass of ε Indi Ba, Bb has allowed
us to derive a predicted age range of 3.6–4.2 Gyr from the COND03 evolutionary models. While
this age range is higher than the previously used age estimate of 0.8–2.0 Gyr from Lachaume
et al. (1999), it is younger than other age indicators for ε Indi A in the literature discussed in
Chapter 3.4.3. From this age range and the individual luminosities we have extracted the predicted
individual masses, effective temperatures, radii, and surface gravities (see Table 3.2). The effective
temperatures predicted by these models are 1350–1385 K for ε Indi Ba, and 975–1010 K for Bb
with surface gravities of 5.43–5.45 and 5.26–5.32.
We have also independently derived the effective temperature and surface gravity of both
objects through a direct comparison of the observed optical to thermal-IR spectra with the BT-
Settl atmospheric models. For ε Indi Ba, we found models with effective temperature in the range
1300–1340 K and surface gravity of log g=5.50 are the most appropriate, while for ε Indi Bb we
find effective temperatures in the range 880–940 K with surface gravity of log g=5.25, both with
slightly sub-solar metallicity of [M/H]=−0.2.
We cannot presently reconcile the effective temperatures derived from atmospheric mod-
elling with those derived from evolutionary models using the measured system mass at the ob-
served luminosities. However, it must be noted that the evolutionary models do not presently
incorporate the new BT-Settl atmospheres. The difference between the predicted effective temper-
atures for ε Indi Bb show the atmospheric models to be inconsistent with the evolutionary models.
The upper limit on the effective temperature from the comparison with atmospheric models is
940 K, while the evolutionary models predict effective temperatures of at least 975 K. For ε Indi
Ba, the difference is less severe. There is only a 10 K difference between the limits on the effective
temperature from the evolutionary and atmospheric models. This is midway between the effec-
tive temperature steps in our grid, although it is clear that by 1360 K the atmospheric models are
no longer consistent with the spectroscopic observations. These differences may be resolved by
the inclusion of the BT-Settl atmospheric models in the next generation of evolutionary models,
as the effect on the effective temperature would presumably be intermediate between that of the
COND03 and DUSTY00 models.
The derived surface gravities are consistent between the evolutionary and atmospheric mod-
els. However, due to the grid step chosen (0.25 dex) and the complementarity with metallicity, the
surface gravities derived from the comparison of our observed spectra with the atmospheric mod-
els do not provide a strong test of the atmospheric and evolutionary models predictions.
For the observed luminosity of ε Indi Ba and effective temperature range of 1300–1340 K
derived from the comparison to atmospheric models, the COND03 evolutionary model predicts
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a mass for ε Indi Ba in the range 46–64 MJup, and for ε Indi Bb in the range 16–37 MJup from
its observed luminosity and the effective temperature range of 880–940 K. Given the preliminary
dynamical system mass of 120±1 MJup (Cardoso et al. 2008), it therefore appears that with current
theoretical models and spectroscopically derived effective temperatures, one cannot obtain reliable
mass predictions for T dwarfs such as these even when precise luminosity constraints are available.
3.8 Discussion and Further Work on ε Indi Ba, Bb
3.8.1 Conclusions
We have presented the results of a comprehensive photometric and spectroscopic study of the
individual components of the nearest known binary brown dwarf system, ε Indi Ba, Bb. The
relative proximity of these T1 and T6 dwarfs to the Earth resulted in very high quality data, while
archival results for the well-studied parent star, ε Indi A, provide invaluable additional information.
We find the spectra of these brown dwarfs are best matched by the BT-Settl spectral models with
Teff=1300–1340 K and log g=5.50 for ε Indi Ba and 880–940 K and 5.25 for ε Indi Bb, both with
a metallicity of [M/H]=−0.2.
COND03 evolutionary model predictions for the masses are significantly inconsistent with
the measured system mass if the young age range of 0.8–2.0 Gyr suggested by Lachaume et al.
(1999) is used. We find that a system age of 3.6–4.2 Gyr is necessary for the COND03 evolutionary
models to be consistent with the measured system mass at the observed luminosities, and a review
of the literature finds evidence supporting an age of ∼5 Gyr for ε Indi A. In the age range 3.6–
4.2 Gyr, the COND03 models predict effective temperatures in the range 1350–1385 K and 975–
1010 K, for Ba and Bb, respectively.
It is clear that there are several areas in which the atmospheric models currently do not
reproduce observations and a more detailed analysis of these issues will be the subject of future
work. They include the strength and shape of the wide absorption by K I and Na I in the optical,
the possible formation of feldspars in mid-late T dwarfs, and the reaction rates of CO and CH4.
In addition, the spectral shape in the L-band caused by CH4 absorption is poorly reproduced, as is
also the case for CH4 absorption at ∼1.6 µm. The M-band spectra, although low resolution, also
show that the atmospheric models significantly over-estimate the flux in this region. While the
flux levels of the near-IR peaks can be reasonably reproduced, the level of absorption between the
peaks tends to be problematic. In particular, we find a feature at 1.35–1.40 µm in both our object
spectra which is not predicted in the atmospheric models.
Neither source has detectable atomic Li I absorption at 6708 Å. The absence of lithium in
the more massive component is consistent with the revised, higher age estimates coupled with its
probable dynamical mass, while the lack of absorption in the cooler source is expected from its
low effective temperature, where lithium is incorporated into molecules.
Although there is significant room for improvement in the atmospheric models, the current
match to ε Indi Ba and Bb is nevertheless impressive. When new data on methane opacities be-
come available, we will be able to better reproduce the observed spectra and more reliably compare
these spectral models to spectra of objects with less well-constrained physical parameters. Addi-
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tionally, when these updated atmospheric models are incorporated into the evolutionary models, a
fully self-consistent comparison will be possible.
Finally, when the individual dynamical masses become available and if we can obtain a
reliable estimate of the age of this system, based on asteroseismological observations of the parent
star ε Indi A, then ε Indi Ba and Bb will become invaluable benchmark objects with a full set of
physical parameters which newer models will have to reproduce, making them more reliable for
analysing the properties of isolated ultra-cool field dwarfs.
The predictions of the evolutionary models using luminosity and mass constraints are some-
what different to the derived effective temperature and surface gravity from fitting atmospheric
models to observed spectra. These differences may be resolved when the newer atmosphere mod-
els are incorporated into the evolutionary models. However, it seems that derivations of the mass
of cool brown dwarfs are uncertain even where estimates of the effective temperature, surface
gravity, and luminosity exist. We therefore caution against the over-analysis of predicted brown
dwarf masses at this time.
3.8.2 Further work
We now have a comprehensive set of photometric and spectroscopic observations which we have
compared against current atmospheric and evolutionary models and for which we have determined
precise luminosities of both of these T dwarfs. However, ongoing work will allow this binary
brown dwarf system to become uniquely well-characterised and provide a valuable fundamental
calibration of the brown dwarf mass-luminosity-age relation.
Dynamical Masses
A preliminary determination of the system mass of ε Indi Ba, Bb has already been reported by
Cardoso et al. (2008) and we have used that here along with the luminosity determinations to
constrain the system age from the COND03 evolutionary models (Chabrier et al. 2000b). However,
this work has been progressing and soon we will have a more precise determination of the system
mass from VLT/NACO observations covering more than 50% of the ε Indi Ba and Bb orbit with a
precision of ∼1 MJup (McCaughrean et al. 2010).
Additionally, we have been monitoring the motion of this system against the background
field stars since 2004 with FORS2 on the VLT (Cardoso et al. 2010, in prep.). With these data we
are beginning to constrain the absolute on-sky motions, that is we plan to determine the motion
of each object around the centre of mass, the parallax, and the proper motion of the system.
This will allow us to determine the mass ratio of the two objects and for the first time have the
individual masses for brown dwarfs in a binary system. The individual masses will then allow us
to place strong constraints on the evolutionary models even without an age estimate. We can use
the individual masses and luminosities derived here to derive model ages for each object from the
evolutionary tracks which will be a direct test of whether the evolutionary models can fit these
co-eval substellar objects. The simultaneous derivation of the parallax will also allow us to refine
the derived luminosities of the ε Indi Ba and Bb.
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The Age of ε Indi A
The ideal situation would be to have a complete set of physical characteristics for both of these
brown dwarfs. To break the degeneracy of mass, luminosity, and age, we now require only to
determine the age of this system. This has been a problem which has plagued previous attempts
to use substellar objects as fundamental calibrators of the evolutionary models. However, astero-
seismology of the main-sequence parent star of ε Indi Ba, Bb can allow the age to be accurately
determined.
We intend to pursue asteroseismological observations of ε Indi A, the parent main-sequence
K4.5 star of this binary brown dwarf system. Preliminary photometric observations have already
been taken and have proven the existence of interior pulsation modes. We have applied for time to
make observations with HARPS on the ESO 3.6 m telescope at La Silla to obtain high resolution
(R∼120 000) optical spectra of this 4.7 magnitude star with high cadence for a period of two
weeks. This should allow identification of several modes of oscillation which will then allow
an age to be estimated from models of the core hydrogen-helium abundance to an accuracy of
perhaps ±0.5 Gyr (cf. Eggenberger et al. 2004) which would provide an invaluable constraint on
brown dwarf evolutionary models.
ε Indi Ba, Bb Variability
Finally, the long-term astrometric monitoring of ε Indi Ba, and Bb with VLT/NACO and VLT/FORS2
also presents the opportunity to study this brown dwarf system for possible variability on timescales
of several minutes and many months. This may present significant problems in that the observa-
tions were primarily optimised to obtain the astrometric data. In particular, it is unlikely that a
full photometric calibration of the NACO observations will be possible due to the lack of any
contemporaneous standard star observations, but it will be possible to accurately determine the
variation of the flux ratio of the two objects over the time period of observations in each of the
J, H, and KS -bands. The FORS2 observations however, can be used to probe both the total flux
of the system over time and the flux ratio of the two objects in the I-band. Further, we can use
the field stars in the 4′25 × 4′25 FORS2 field-of-view to provide a baseline flux against which ε
Indi Ba and Bb may be compared. Although some of the field stars are likely to be variable also,
these can be removed iteratively before any comparison against the brown dwarfs. With this we
can attempt to corroborate (or otherwise) the detection of significant I-band variability by Koen
et al. (2005) as discussed in Chapter 2.2.4.
Part II
Determining Properties of Low-Mass
Stars in Clusters
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Chapter 4
Observations of Two Young Stellar
Clusters
4.1 Motivation
Many studies have used optical and near-IR observations to characterise the ages of galactic open
clusters and to determine the masses and disk properties of their young stars. However, although
the most massive OB stars are usually readily identifiable, such studies are often hampered by the
lack of complete and unbiased identifications of individual low-mass cluster members with which
to reduce the confusion in assessing model ages, and to remove contamination from samples to
characterise the cluster mass functions
As we discussed in Chapter 1.3.1, the study of the stellar content of young stellar clus-
ters has been advanced by the ability to discern relatively unbiased samples of young pre-main-
sequence stars by association with X-ray sources detected by space-based X-ray observatories such
as Chandra and XMM-Newton. However, X-rays alone are clearly not sufficient to characterise
the revealed stellar populations and so optical and/or near-IR follow-up observations are necessary.
Furthermore, optical spectroscopy allows the determination of spectral types and the reddening to-
ward individual sources and subsequent comparison to theoretical models allows estimates of their
physical parameters to be made. Such combination of X-ray selection and follow-up optical classi-
fication was employed as part of the Chandra Orion Ultradeep Project (COUP) where an 838 ksec
Chandra observation was combined with near-IR observations from ground based telescopes to
study (amongst other things) the revealed stellar and sub-stellar population in one of the nearest
high-mass star forming regions.
To investigate the stellar content and properties of high-mass star-forming regions we have
used the ESO VLT with the visible multi-object spectrograph (VIMOS, LeFevre et al. 2003) to
obtain photometry and multi-object spectroscopy of X-ray selected members of the young stellar
clusters Trumpler 14 in the Carina Nebula and NGC 2244 in the Rosette Nebula. Pre-imaging was
first obtained in the R- and I-bands for both clusters allowing selection of optical counterparts to
the X-ray detections for follow-up multi-object spectroscopy. In this chapter we will discuss our
choice of high-mass clusters, the selection of cluster members, and the derivation of the spectral
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types of our spectroscopically observed sub-sample. In the subsequent chapter, we will go on
to use these data to determine the intrinsic colours and magnitudes of the pre-main-sequence
(PMS) stellar members and using theoretical evolutionary and atmospheric models, determine
their physical properties and so construct mass functions for these young clusters.
4.2 Cluster Selection
It is now generally believed that the most stars form in the clustered environments of massive
star-forming regions (Blaauw 1964; Lada & Lada 2003). Nebulae such as the Rosette and Carina
present us with environments which are intermediate in mass compared to the nearby, very well-
studies regions such as Orion, and the much more massive, yet crucially very distant, starburst-
like regions such as NGC 3603 and 30 Doradus. Our two targets are massive regions with a large
population of O stars, yet are close enough that optical spectroscopy of several hundred members is
possible in a reasonable amount of observing time. Such massive stars confirm the youth of these
regions and profoundly affect their natal environments, perhaps halting further star formation in
a localised part of the nebula while inducing it elsewhere via compression of molecular material
(Elmegreen & Lada 1977).
4.2.1 The Carina Nebula - Trumpler 14
Trumpler 14 (hereafter Tr 14) is an extraordinarily rich young stellar cluster in a group of massive
young (∼ 1 Myr) clusters in the Carina Nebula. It is thought that these clusters are physically
associated at a distance of ∼ 2.4 kpc. Tr 14 has 30 known OB stars and an estimated total mass
of &2000 M (Vazquez et al. 1996). The relatively low mean extinction of AV∼2.0 mag (Carraro
et al. 2004) means that we can study in detail the stellar population even at a distance of 2.4 kpc.
However, this extinction is variable across the field of the cluster which increases the difficulty
of identifying cluster sequences in colour-magnitude diagrams. The 57 ksec Chandra observation
of Townsley et al. (2005), which detected more than 1600 X-ray sources, will be used to identify
pre-main-sequence members of this young stellar cluster.
In a study which estimated the distance to over 300 galactic open clusters, Trumpler (1930)
was the first to characterise the clusters which were to become known as Trumpler 14, 15, and 16.
He noted that the New General Catalogue (Dreyer 1888) entry for the Carina Nebula, NGC 3372,
does not mention the existence of any stellar cluster. Tr 14 and Tr 16 are the most massive stellar
clusters within the Carina Nebula which boasts a population of 65 known O stars which have a
profound affect on their nebular environment (Smith & Brooks 2007). Trumpler (1930) used the
observed magnitudes and spectral types of a number of stars in 100 open clusters to determine
their distances and with the observed angular diameters, determined the physical diameters of
these clusters. He then used these to develop a method of estimating the distance to a particular
cluster based on its apparent size, number of stars, and degree of concentration. In this way, he
estimated the distance to 334 open clusters, 41 of which had not previously been catalogued. He
derived distances to Tr 14 and Tr 16 of 3.44 kpc and 3.55 kpc, respectively, with apparent diameters
of 4′ and 10′. In addition to this, he noted the effects of interstellar extinction were most apparent
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Figure 4.1: An optical mosaic image of the Carina Nebula taken with the ESO/Danish 1.5 m tele-
scope at La Silla. Trumpler 14 is the compact cluster left of centre and Tr 16, which includes the
massive star η Carinae is seen on the right surrounded by nebular material. The image is ∼30′ on
its longest axis, corresponding to ∼20 pc at 2.35 kpc. Credit: ESO/IDA/Danish 1.5 m/R.Gendler,
J-E. Ovaldsen, C. Tho¨ne, and C. Feron.
near the Galactic Plane, noting that the photographic extinction was approximately double that in
the visual band.
Distance, Age, and the Extinction Law
The distance to the nebula and to its constituent clusters has been estimated by a number of authors,
with general agreement that Tr 14 and Tr 16 lie at approximately the same distance, but with some
dissent. The distance to the Homunculus Nebula, a bipolar nebula surrounding and driven by the
massive, luminous star η Carinae, has been estimated by studies of its expansion. Allen & Hillier
(1993) estimated a distance of 2.2±0.2 kpc, later refined by Smith (2006) to 2.35±0.05. These
results have been used to assign this distance to the entire Carina complex. However, although
we know η Carinae, and by extension Tr 16, to be part of the Carina Nebula due to the observed
reflected light within the nebula, we cannot necessarily assume that Tr 14 resides at the same
distance. Importantly, the Carina Nebula lies almost tangentially along the line-of-sight to the
Sagittarius-Carina spiral arm, and so it is possible that the other clusters (including Tr 14) are not
physically associated with the same material as Tr 16 and are actually at much different distances.
That said, Feinstein et al. (1973) argue that Tr 14 and Tr 16 comprise one cluster and de-
termine a distance of 3.39 kpc assuming a normal extinction law (RV=3.0), falling to 2.65 kpc for
RV=4.0 which they believe is indicated by the BVI colour-colour diagram. Forte (1978) derives
a further estimate of the ratio of total-to-selective extinction of RV∼4.3 for Tr 14 and 16 together.
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Walborn (1973), however, determined that while Tr 16 lay at a distance of ∼2.6 kpc, Tr 14 lay
at ∼3.5 kpc, but caution that this difference may be reduced if Tr 14 were significantly younger
than Tr 16. The et al. (1980a) then revisited the distance determination for Tr 14 and Tr 16 find-
ing distances from main-sequence fitting of 2.8 kpc assuming RV=3.0 and 2.3–2.4 kpc assuming
RV=4.0. This latter distance is favoured due to the earlier determination of RV=3.9±0.1 by The
et al. (1980b) through the comparison of colour indices from VRIJHKLM photometry of 14 O
stars within the Carina Nebula. Further evidence for this assertion comes from Smith (1987) who
identified a population of OB-type stellar members of Tr 14 and Tr 16 (treating them as one as-
sociation) from JHK photometry and 2 µm spectroscopy, and subsequently derived an abnormal
extinction law with RV=4.8. Feinstein (1983) revisits the UBVRI photometry (with some new
data) of Feinstein et al. (1973), and considering Tr 14 alone, fits evolutionary models to the ob-
served main-sequence and conclude that it is at a distance of 2.5–3.0 kpc and of a similar age
(∼5 Myr), but not younger than Tr 16.
A number of spectra for the brighter members of Tr 14 and Tr 16 have been published by
Walborn and collaborators (Walborn 1971, 1973, 1982), including those for some of the earliest
type stars known to date. Morrell et al. (1988) used spectra of 14 stars within Tr 14 (10 of which
were previously uncharacterised) to determine spectral types and, with the expected absolute mag-
nitudes, derived a distance of 3.96 kpc, assuming a constant RV=3.2, and 3.25 kpc using RV values
calculated for each star from the infrared photometry of Tapia et al. (1988). They compare the
H-R diagram of Tr 14 and Tr 16 (apparent visual magnitude against spectral type) and find that the
main-sequence of Tr 14 lies ∼1m below that of Tr 16 and argue that since Tr 16 lies at ∼2.5 kpc,
their spectroscopic distance explains this effect.
In a deeper photometric and spectroscopic study of Tr 14 and Tr 16, Massey & Johnson
(1993) used both UBV photometry and derived spectral types to determine the extinction to indi-
vidual early type stars. They then derived distance moduli of 12.79±0.18 and 12.49±0.09 (corre-
sponding to 3.6±0.3 kpc and 3.15±0.13 kpc) for Tr 14 and Tr 16, respectively, and conclude that
the two clusters are probably physically associated and that previous discrepancies concerning the
separation of the main-sequences may be due to the small number of stars involved. They go on
to construct HR diagrams and determine the slope of the mass function to be Γ = −1.3± 0.2 in the
range ∼55–100 M.
Similarly, in a proper motion study using photographic plates from 1893 to 1990 to identify
members of each cluster, Cudworth et al. (1993) find that Tr 14, Tr 16 and Collinder 232 lie at the
same distance with comparable proper motions between the clusters. They find no evidence for a
separation of the main-sequence of the two clusters as reported by Morrell et al. (1988). Walborn
(1995) then attempts to explain the apparent distance discrepancy as an effect of the youth of Tr 14
with respect to Tr 16, suggesting that a younger age would explain the apparent separation of the
upper main sequence which lead to the earlier different distances. Additionally, Walborn (1995)
points out that the early–mid-O stars in Tr 14 have weaker He II λλ4686/4541 absorption line
ratios than those in Tr 16, an indicator of intrinsically lower luminosity in Tr 14 O stars and hence
younger age.
Vazquez et al. (1996) presented UBVRI photometry of the field around Tr 14, reaching clus-
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ter member masses of ∼4 M. Using the proper motions of Cudworth et al. (1993) to determine
cluster membership, they confirm the anomalous extinction law in the region reported by a number
of earlier studies, finding RV=4.7±0.5, and estimate a distance and age of ∼3.1 kpc and ∼1.5 Myr
from main-sequence fitting. They use these determinations along with theoretical models to de-
termine a mass function with a power law slope of Γ = −1.15± 0.1 from the highest masses down
to ∼4 M, in line with the results of Massey & Johnson (1993). However, they also find that the
slope of the IMF varies considerably with distance from the cluster centre, from Γ ∼ −0.75 within
20′′ to Γ ∼ −1.4 within 100′′.
DeGioia-Eastwood et al. (2001) also acquired UBV photometry of Tr 14 and Tr 16 to a
similar depth to that of Vazquez et al. (1996) and also used the proper motions of Cudworth et al.
(1993) to select cluster members. However, they took advantage of the much higher extinction for
background objects to extend their member list to fainter objects with no proper motions. They
determined the spectroscopic parallax for 24 OB stars for which spectral types were available and
find a distance of 3.6±0.2 kpc. They argue that their result is more robust than the lower distance
determined by Massey & Johnson (1993) (also by spectroscopic parallax) due to the higher prob-
ability of membership for their targets from the proper motion determinations. Comparing their
observations to evolutionary models, DeGioia-Eastwood et al. (2001) find that the photometric
spread in pre-main-sequence stars is consistent with continuous star formation of these interme-
diate mass objects over ∼10 Myr, while the high mass stars appear to be <2 Myr old. Tapia et al.
(2003) then used UBVRIJHK photometry to show that Tr14, Tr 15, and Tr16 are all consistent
with a distance of ∼2.7 kpc, but with considerable scatter in extinction and the derived distance
modulus for individual sources. They caution that the derivation of an accurate distance from
photometric data is error prone due to intrinsic/apparent age spreads, photometric uncertainty,
and unknown binarity, favouring instead the spectroscopic parallax method. They further explain
that the calibration of the absolute magnitude (for different spectral types) and different reddening
methods may cause the difference in results between their work and that of Vazquez et al. (1996)
Carraro (2002) and Morrell et al. (1988) even though they used very similar data and methods to
derive the distances. That said, they are confident that the relative distances are trustworthy, that
is, the Carina clusters are physically associated. Finally, from pre-main-sequence evolutionary
models they find that the photometry is consistent with star formation in Tr 14 from ∼5 Myr ago
to <1 Myr ago (for stars above 2 M). Furthermore, Tapia et al. (2003) suggest that, in fact, there
is no anomalous extinction law toward the Carina Nebula.
At this point it seemed that a consensus was beginning to emerge where all the clusters
in the field-of-view of the Carina Nebula were physically associated at a distance closer than
∼3.5 kpc. However, Carraro et al. (2004) presented deeper UBVRI photometry with which they
derived a distance to Tr 14 of 2.5 kpc, but a distance to Tr 16 of ∼4 kpc - the reverse order of any
previously estimated distance to the two clusters. To do this they derived individual values of RV
for each star (4.16±0.07 for Tr 14), dereddened the observed points in their CMDs and derived the
distance moduli by fitting isochrones to the main-sequence.
Recently, Sanchawala et al. (2007) acquired deep near-IR imaging of the Carina Nebula
including Tr 14 and Tr 16. They determined the mean extinction to both clusters to be ∼2.5m
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Table 4.1: The estimated distance, age, and RV of Trumpler 14 as estimated by different studies.
Author Distance (kpc) Age (Myr) RV
Trumpler (1930) 3.44 ... ...
Feinstein et al. (1973) 2.65 3.0 4.0
Walborn (1973) 3.5 ... ...
Forte (1978) ... ... 4.3
The et al. (1980b) 2.35 ... 4.0
Feinstein (1983) 2.8±0.3 5.0±1.5 ...
Morrell et al. (1988) 3.25 ... ...
Tapia et al. (1988) 2.4±0.3 ... ...
Allen & Hillier (1993) 2.2±0.2 ... ...
Massey & Johnson (1993) 3.2±0.1 3.0 ...
Vazquez et al. (1996) 3.1±0.3 1.5 4.7±0.5
DeGioia-Eastwood et al. (2001) 3.6±0.2 <2.0 ...
Tapia et al. (2003) 2.8 5.0 3.1
Carraro et al. (2004) 2.5±0.3 <2 3.7–5.4
Smith (2006) 2.35±0.05 ... ...
Sanchawala et al. (2007) ... <3 ...
Ascenso et al. (2007) ... <5 3.1
and compared their CMDs with post-main-sequence and pre-main-sequence isochrones. They
conclude that the brightest stars are well-fit by a 4 Myr isochrone while the spread of the pre-main-
sequence is consistent with isochrones from 0.1–3 Myr. They further use their K-band luminosity
functions (KLFs) to derived mass functions determining a power law slope of Γ=-1.69±0.08 over
the range ∼0.7–5 M. Ascenso et al. (2007) also used ESO VLT/NACO and NTT/SOFI near-IR
photometry to derive near-IR CMDs with which they determined an apparent age spread of ∼5 Myr
in the pre-main-sequence population and derive a mass function from their KLF with a slope of
between Γ=-1.97±0.12 for an age of 0.5 Myr and Γ=-1.40±0.12 for 6 Myr.
We have summarised the various distance and age determinations in Table 4.1 along with
estimates of the ratio of total-to-selective extinction. Although there is ongoing debate and no
clear consensus, the weight of the evidence suggests that the young stellar clusters in the line-of-
sight to the Carina nebula are associated with one another and thus one can estimate the distance
from a variety of sources. We adopt the distance of ∼2.35 kpc from Smith (2006) derived from
the expansion of the Homunculus Nebula which is consistent with various photometric determi-
nations (Tapia et al. 1988; Allen & Hillier 1993; Carraro et al. 2004). The ages determined, from
fitting evolutionary models to colour-magnitude diagrams, range from <1 to 5 Myr with studies
of the pre-main-sequence finding apparent age spreads consistent with star formation continuing
for ∼5Myr. Finally, the values of RV , determined mainly from relatively small numbers of the
brightest stars in the region, have been used to argue that there is an anomalous extinction law in
the region, in other words, the ratio of extinctions in different filters does not match that generally
found in star formation regions. However, contradictory results have been published by Tapia et al.
(2003) and more recently by Ascenso et al. (2007) who observes the near-IR colours of sources
behind the Carina Nebula finding no evidence of an abnormal extinction law.
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4.2.2 The Rosette Nebula - NGC 2244
The Rosette Nebula lies in the constellation of Monoceros where the Northern Monoceros Re-
gion comprises the Mon OB1 and OB2 clouds, home to the young stellar clusters NGC 2264
and NGC 2244 respectively. The nomenclature for this nebula can be confusing since the neb-
ula is variably known as NGC 2237, NGC 2246, and the Swift Nebula, and the central cluster as
NGC 2244 and NGC 2239. As can be seen in the IPHAS Hα image (Figure 4.2), NGC 2244 is at
the centre of an annular H II region, formed by the effect of the massive OB stars on their natal
environment, surrounded by an extended emission nebula. Approximately 30 stars of spectral type
earlier than B3 have been identified in the region of NGC 2244, suggesting that the total stellar
population is several times larger than the Orion Nebula Cluster and, for young stellar clusters
within 2 kpc, second only to M 17 (Wang et al. 2008).
Distance, Age, and the Extinction Law
The first distance estimate was made by Minkowski (1949) who discussed the ionising effect of the
central O stars on the surrounding nebula, and estimated a distance of 760 pc from the photographic
magnitudes of three O8 and one O6 star. Kirillova (1958), however, reported visual photometry of
NGC 2244 which gave a distance modulus of 12.1m, or ∼2.6 kpc.
Johnson (1962) published photoelectric photometry of some bright members of NGC 2244
along with the spectral types of W. W. Morgan for 14 OB stars. In this paper he determined an
average colour excess of E(B − V) = 0.46m and a distance of 1660 pc using a value of 3.0 for the
ratio of total-to-selective extinction (RV = AV/EB−V ). However, in Johnson (1965) he used similar
data to probe the interstellar extinction law in this and other clusters, finding an anomalously high
value of RV = 6.0. This high value for RV has been discussed by a number of authors (cf. Dufour &
Lee 1970; Turner 1976; Ogura & Ishida 1981) and is now generally believed to be in error. Indeed,
Ogura & Ishida (1981) find that NGC 2244 has a normal value for the ratio of total-to-selective
extinction of RV = 3.2± 0.1, consistent with that of Turner (1976) who suggested that the Johnson
determination was adversely affected by uncertain spectral classifications and intrinsic IR emission
in some of the stars used. Furthermore, Ogura & Ishida (1981) show that the (B−V) colour excess
is dependent on the distance from the centre of the cluster, rising from E(B − V) = 0.5 near the
cluster centre to ∼0.7 in the range 10–30′.
The distance to the central cluster has since been investigated by a number of authors and
generally found to be in the range 1.4–1.7 kpc. Ogura & Ishida (1981) determined a distance
modulus of 10.76 ± 0.07m (1.42±0.05 kpc) and a nuclear age of ∼ 4 Myr by first determining
individual extinctions using two-colour diagrams and then fitting the turn-up and turn-off of the
main sequence with theoretical isochrones. Perez et al. (1987) determined RV values for individual
OB stars in NGC 2244 by combining UBVRIJHKLM photometry and optical spectroscopy and
derive a distance modulus of 11.11 ± 0.16m, corresponding to a distance of 1.67±0.12 kpc.
Massey et al. (1995) determined a distance modulus of 11.37 ± 0.10, corresponding to a
distance of 1.88±0.09 kpc, by employing UBV photometry and spectral types for 19 stars earlier
than B3. Hensberge et al. (2000) then determined an age and distance for NGC 2244 through the
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Figure 4.2: An Hα mosaic of the Rosette Nebula from the INT Photometric Hα Survey (IPHAS,
Drew et al. 2005). The young stellar cluster, NGC 2244, can be seen in the central cavity. This
particular image could be a Rorschach test: some see a rose, others the Eye of Sauron, and others a
flaming skull. Image based on data obtained as part of the INT Photometric H-Alpha Survey of the
Northern Galactic Plane, prepared by Nick Wright, Harvard-Smithsonian Center for Astrophysics,
on behalf of the IPHAS Collaboration.
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analysis of V578 Mon, a double-lined eclipsing binary. They determined the physical parameters
of this binary through spectroscopic observations (and application of spectral disentangling) and
from this estimated the absolute bolometric magnitudes of the components and thus, a distance of
1.39±0.1 kpc to V578 Mon, and by association to NGC 2244. An age of 2.3±0.2 Myr was then
derived by comparison to evolutionary models.
Bergho¨fer & Christian (2002) identified a population of ∼140 active pre-main-sequence
stars using ROSAT X-ray detections and Hα imaging and a recent comprehensive study by Park &
Sung (2002) identified 30 OB stars as members from the proper motion observations of Marschall
et al. (1982) and the spectral types of Verschueren (1991). Using these stars they confirmed the
normal extinction law with a value of RV = 3.1 ± 0.2, determined a colour excess in line with
previous authors E(B − V) = 0.47 ± 0.04 and derived a distance modulus of 11.1, corresponding
to 1.7 kpc. Park & Sung (2002) also identified 21 pre-main-sequence (PMS) members from Hα
emission and ROSAT X-ray detections. They derived a main-sequence turn-off age for this cluster
of 1.9 Myr, but also determined that the PMS stars have a mean age of 0.4 Myr using the evolu-
tionary models of D’Antona & Mazzitelli (1994), 0.9 Myr using the Swenson et al. (1994) models,
and an age spread of ∼ 6 Myr. Such age spreads have been used to argue that low-mass star for-
mation is ongoing, while the higher mass objects have stopped forming. We adopt the distance of
1.66 kpc from Park & Sung (2002) as this is broadly consistent with the other distances from the
literature which summarised in Table 4.2 along with the ages which cover the range 1–4 Myr.
The Mass Function
The slope of the Initial Mass Function of NGC 2244 has been determined by a number of groups
and is found to be Γ ∼ −0.7 for masses greater than ∼ 3 M. Pe´rez (1991) found the slope of the
IMF to be Γ = −0.7 for >4 M and Massey et al. (1995), in their study of the IMFs of 10 galactic
OB associations, found Γ = −0.8 ± 0.3 for masses in the range 7–15 M. This value was later
refined by Park & Sung (2002) to Γ = −0.7 ± 0.1 for masses in the range ∼3–100 M. Although
their observations extended into the PMS regime, they believed that their Hα observations would
not detect a complete sample of the PMS population at ∼1.5–2.0 M. More recently, Wang et al.
(2008) used a deep (75 ks) Chandra observation which detected over 900 X-ray sources, which
they believed to be complete between 0.5 and 3 M, to construct both an X-ray Luminosity Func-
tion (XLF) and a K-band Luminosity Function (KLF) using the 2MASS catalogue. Although they
found that the X-ray sample was most probably incomplete at ∼2–3 M, and conceded that the
X-ray luminosity-mass relation from the COUP studies of Orion (Feigelson et al. 2007) used in
the derivation of their XLF may not be applicable to other clusters, especially at ages different to
the ONC, they determined an IMF slope of Γ ∼−1.1 down to 0.5 M.
4.3 Imaging Observations
Pre-imaging was obtained in the Bessell R- and I-bands using VLT/VIMOS (LeFevre et al. 2003)
on October 13 and 19 2007 and January 31 2008 for NGC 2244 and Trumpler 14 respectively.
VIMOS consists of an array of 4 CCDs with 0.205′′ pixels in a 2×2 array each with a field-of-
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Table 4.2: The distance and age of NGC 2244 estimated by different studies.
Author Distance (kpc) Age (Myr)
Johnson (1962) 1.66 ...
Turner (1976) 1.59 ...
Ogura & Ishida (1981) 1.42 4.0
Perez et al. (1987) 1.67 ...
Massey et al. (1995) 1.88 1–3
Hensberge et al. (2000) 1.39 2.3±0.2
Park & Sung (2002) 1.66 1.9
view of ∼ 7′×8′, but with ∼2′ gaps between the CCDs. We observed four fields around each
cluster to cover the entire Chandra field-of-view and exposure times were 1, 15, and 30 s for each
cluster in the I-band and 1, 15, and 2x30 s in the R-band. Seeing was in the range 0.8–1.35′′ for
the NGC 2244 observations and 0.75–1.2′′ during the Tr 14 observations.
The primary purpose of these observations was to provide the necessary accurate positions
for the follow-up multi-object spectroscopy (MOS). The imaging observations were obtained in
the same period as the MOS and the initial reduction determined approximate magnitudes and
colours to aid the selection of targets for spectroscopy. However, due to the requirement to obtain
the imaging as early as possible, it was not necessarily acquired under ideal conditions. We believe
that although our NGC 2244 photometry is of good quality, our Tr 14 photometry is of lower
quality than preferred which may increase the uncertainty in our final results for this cluster (see
Chapter 4.3.1). It is our intention to acquire subsequent homogeneous photometry of a number of
young stellar clusters, including Tr 14, which will allow us to make better comparisons between
clusters (see Chapter 5.5.2).
We first bias subtracted our images with sets of bias frames taken during daylight calibra-
tions and flat-fielded with a master flat created from sky flats taken on each observing night. The
I-band observations suffered from bright fringing (up to ∼10% of the sky background). However,
it was found that the fringe pattern was stable over a period of several months (at least). This was
removed by using long-exposure, archival observations of sparse fields which were median com-
bined to remove all sources and so produce a very high signal-to-noise image of the fringe pattern.
This was then scaled to the background level of each cluster image and subtracted to remove the
fringing at the appropriate level.
To extract photometry from our VIMOS images we used the ARK software1 employing
the optical photometry algorithm described by Naylor (1998) and Naylor et al. (2002). First, all
of the exposures for each field and in each passband were aligned and then combined. A source
detection algorithm was run on this deep image to determine the position of all detected sources.
Using the mapping found between each exposure and the combined frame, the optical photometry
algorithm was run on each individual image and a weighted mean taken of the measurements
of the instrumental magnitude of each detected object. This is done in preference to extracting
photometry from a single combined image, both to allow for the increased range in brightness
allowed by treating the different exposures (of varying exposure time) separately, and to allow
1http://www.astro.ex.ac.uk/people/timn/Photometry/code.html
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Figure 4.3: I vs. (R-I) colour-magnitude diagrams of NGC 2244. Left: VIMOS photometric obser-
vations using Bessell R and I filters. All VIMOS sources are shown in red with saturated sources
in green. The cluster pre-main-sequence is clearly seen redward of the non-cluster contamination.
The width of this sequence is due in part to unresolved binarity. Right: The same data calibrated
to the SDSS system using the photometry of Bell & Naylor (2010).
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Figure 4.4: Left: The uncertainty on our calibrated VIMOS I-band magnitudes as a function of
magnitude for our observations of NGC 2244. Right: The same for the Bell & Naylor (2010)
catalogue.
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Figure 4.5: I vs. (R-I) colour-magnitude diagrams of Tr 14. Left: VIMOS photometric observa-
tions using Bessell R and I filters. All VIMOS sources are shown in red with saturated sources
in green. The cluster pre-main-sequence is not as clear as for NGC 2244, in part due to the more
variable reddening in this cluster. Right: The same data calibrated to the Cousins system using the
photometry of Tapia et al. (2003).
rejection of spurious results from individual frames when the measurements are combined. The
sky background is estimated by fitting a skewed Gaussian which is smoothed across the image.
The flux of each object is then determined within a box of width ∼2×FWHM. Using a PSF
determined from the brightest stars in each image, a mask is created with which each pixel within
the box is assigned a weight based on its position with respect to the object’s centre. In this way,
every pixel within this box is a direct measure of the flux of that star. The final flux for each object
is then corrected with a profile correction determined by measuring the flux from the brightest
objects in an image with a large aperture, and so finding the degree to which the mask employed
is not a good approximation to the true PSF.
The astrometry was derived by matching to the 2MASS catalogue (Cutri et al. 2003) and
fitting a nine-coefficient polynomial accounting for varying pixel scales in the x- and y-direction
on the CCD. The resulting rms was generally 0.1–0.2′′ for all fields which was confirmed by the
alignment of the targets in the multi-object slit masks. The four fields observed for each of our
clusters were then combined by using the overlap regions to determine a normalisation of the final
instrumental magnitudes.
The stellarity of each detected source is assessed based on the profile shape and the cata-
logue entry is flagged appropriately. Our final catalogue contains only sources found to be stellar.
Each source in our final catalogues has an associated flag, the full range of which are described in
Burningham et al. (2003). For NGC 2244 we remove all but the best photometry (flag O) from our
final catalogue, but for Tr 14, due to the greater uncertainties on the derived photometry, we retain
both flag O sources and variable sources (flag V) in our final catalogue of useful photometry.
4.3.1 Photometric Calibration
A further complication of our imaging having been taken as pre-imaging instead of through a cam-
paign to acquire precise, well-calibrated photometry was that, although we have observations of
standard stars taken on the same nights as our cluster images, they were few in number and insuf-
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Figure 4.6: The uncertainty on our calibrated VIMOS I-band magnitudes as a function of magni-
tude for our observations of Tr 14.
ficient to determine a robust calibration to a standard photometric system. We therefore decided
to boot-strap our photometry to appropriate available catalogues.
To calibrate our NGC 2244 photometry, we have used the observations of Bell & Nay-
lor (2010) which were taken in the Sloan ugriz filters of the Sloan Digital Sky Survey (SDSS,
Fukugita et al. 1996) and calibrated using extensive observations of SDSS stripe 82 (Bramich
et al. 2008). These observations detect objects to a similar depth for our objects of interest (even
though the VLT observations are somewhat deeper), and over a similar colour range, as our VI-
MOS pre-imaging. Using ∼9500 objects common to both observed fields (matched to within
0.5′′), we derived the following colour equations with which to convert our observed magnitudes
to the SDSS system.
(R − I)SDSS = 0.8434 (R − I)VIMOS − 0.0258 (4.1)
ISDSS − IVIMOS = 0.3062 (R − I)SDSS + 0.3022 (4.2)
Figure 4.3 shows the I-(R-I) CMDs for NGC 2244 using our instrumental VIMOS photom-
etry and the calibrated photometry in the SDSS system. In both, the cluster sequence is clearly
separated from the main contamination. Figure 4.4 shows a comparison of the uncertainties on the
I-band magnitudes derived from our VIMOS images and those from the INT photometry of Bell
& Naylor (2010).
For Tr 14, we used the published photometry of Tapia et al. (2003) to calibrate our VIMOS
pre-imaging photometry to Cousins system of Bessell (1990). Unfortunately, the optical observa-
tions of Tapia et al. (2003) only extend to ∼16m and (R-I)∼1.0 and so our calibration may not be
entirely valid for our reddest objects. However we again used objects common to both catalogues
(∼100, discarding those sources with uncertainties > 0.1m) to obtain the following colour equa-
tions with which we transformed our instrumental magnitudes into the Cousins system of Bessell
(1990).
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Figure 4.7: The number of matches is shown as a function of separation for matches between our
VIMOS observed sources in NGC 2244 and those detected with Chandra (red histogram) up to
a maximum search radius of 5′′. The blue histogram shows the same match performed with the
VIMOS position offset by 20′′ in both right ascension and declination to simulate false detections.
(R − I)C = 0.8651 (R − I)VIMOS + 0.2410 (4.3)
IC − IVIMOS = 0.1132 (R − I)C − 0.1394 (4.4)
The greater dispersion seen in the CMD of Tr 14 compared to that of NGC 2244 may be due
to a number of factors. Primarily it may be due to a non-photometric night, which unfortunately
we cannot rule out because to the low number of observed standard stars taken in pre-imaging.
Alternatively, the dispersion may be intrinsic to the cluster. This could take the form of stellar
variability similar to that seen in the Orion Nebula Cluster where variability of several tenths of
mags has been noted (Hillenbrand 1997), or it could be due to highly variable levels of extinction
across the cluster, but we do not see any evidence that the CMD dispersion varies when plotting
only the core or outer edges of the cluster. Figure 4.5 shows same the instrumental and calibrated
CMDs for Tr 14, while the uncertainties on our derived I-band magnitudes are shown in Fig. 4.6.
For Tr 14 we also have JHK photometry (in prep. Preibisch et al. 2010) from a preliminary near-
IR catalogue covering most of the young stellar clusters in the Carina Nebula obtained as part of
the science verification of HAWK-I on the VLT (Kissler-Patig et al. 2008).
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Figure 4.8: Same as for Fig 4.7, but for the stars in Tr 14.
Table 4.3: The fraction of false detections expected in our match to the X-ray positions as calcu-
lated from the data shown in Figs 4.7 and 4.8
Cluster Search Radius 0.25′′ 0.50′′ 1.0′′ 1.5′′
False Detections (%)
NGC 2244 3 6 17 35
Tr 14 4 6 14 28
4.4 Cluster Membership
4.4.1 X-ray Selection
In Chapter 1.3.1 we discussed how X-rays can be a powerful tool for selecting unbiased samples
of low-mass pre-main-sequence stars in young stellar clusters. Here we will discuss how we used
the X-ray catalogues of Wang et al. (2008) and Townsley et al. (2005) to select low-mass cluster
members in NGC 2244 and Tr 14 respectively.
The X-ray catalogue for NGC 2244 contains 919 sources detected in the 75 ksec exposure
of Wang et al. (2008). They report that 712 of these sources have an optical or near-IR counterpart
identified from amongst the optical photometry of Massey et al. (1995), Park & Sung (2002),
Bergho¨fer & Christian (2002), and Monet et al. (2003) and the near-IR photometry of 2MASS
(Cutri et al. 2003) and the FLAMINGOS survey (Roma´n-Zu´n˜iga et al. 2005). They discuss the
likely sources of contamination in the NGC 2244 sample, determining that approximately 70 of the
X-ray detections are due to extragalactic X-ray sources (∼35 sources), stars younger than ∼1 Gyr
in the foreground of the cluster which would be detectable in X-rays(∼20 sources), and similar
background stars (∼16 sources). Figure 4.9 shows an optical digital sky survey (DSS) image of
the central cavity of the Rosette Nebula (nebulosity seen in red) with the Chandra ACIS-I exposure
of Wang et al. (2008) overlaid, showing soft X-rays as blue and hard X-rays as green. Although
this image does not allow easy identification of all the 919 detected X-ray sources, some of the
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underlying stars are seen to be coincident with X-ray sources. The X-ray catalogue generated
from the 57 ksec exposure of Tr 14 contains 1746 sources which have yet to be associated with the
observed stellar population. Figure 4.10 shows an optical image and the Chandra ACIS-I exposure
of the field around Tr 14. The high density of sources toward the cluster centre is apparent, as is
the drop in sources toward the Car I photodissociation region on the south-west edge.
Our VIMOS catalogue has astrometry derived from a match to the 2MASS point source
catalogue which gives rms deviations of .0.2′′. We cross-matched this catalogue to the X-ray
source positions of Wang et al. (2008), and to a catalogue with all positions offset by 20′′ in each
coordinate, using a range of allowed separations to judge the contamination by chance matches to
objects in the field. Figures 4.7 and 4.8 show the number of matches found between all objects
in the VIMOS and Chandra catalogues for search radii of up to 5′′ compared to the same match
performed for the offset catalogues. The percentage of possible chance detections is explicitly
presented in Table 4.3 for 4 search radii. This is an estimate of the fraction of X-ray sources
which would be identified with an optical counterpart, if there was no true counterpart within
the search radius at that position. This is not exactly the same as the number of false detections
because we expect that many of the X-ray sources will have optical counterparts and if that source
is closer than any chance background object within the search radius, then the true counterpart
will be identified. Therefore, the false detection rate estimated from the matches using the offset
catalogues provides an upper limit to the true false detection rate in our sample. We have chosen
to use a search radius of 1′′ for both clusters as a compromise between the increasing number of
matches and rate of false detections with increasing separation.
In addition to the false matches between our VIMOS and the Chandra catalogues, we may
have matched some stars seen in our optical images with the foreground stars which are detected
in X-rays, though it is unlikely that we detect any background star or extragalactic source through
the nebular extinction. Following Wang et al. (2008), we therefore expect ∼20 of the 919 X-ray
sources in NGC 2244 to be from foreground objects which presumably suffer less extinction than
the majority of objects and the field and thus should be present in our VIMOS catalogue. For
Tr 14, at a distance of ∼2.5 kpc, we would expect a greater number of foreground stars (∼50).
Using matching radii of 1′′, we find 499 optical counterparts to the X-ray sources in
NGC 2244 and 1155 optical counterparts to those in Tr 14. From the above discussion we can
expect there to be ∼100 non-cluster members in this sample for NGC 2244, and ∼200 for Tr 14.
Fortunately, we will be able to remove some of these spurious matches based on their position in
the colour magnitude diagrams.
4.4.2 Colour-Magnitude Selection
Figure 4.12 shows the colour magnitude diagrams of both NGC 2244 and Tr 14 (in the SDSS ri
and Cousins/Bessell RI filters respectively) with those objects matched to an X-ray source within
1′′ marked by green squares. The pre-main-sequence in NGC 2244 is very clearly picked out by
the X-rays. Although the sequence is not as obvious for Tr 14, the X-ray sources are still clearly
redward of the main contamination.
We can now use the colour-magnitude diagrams (CMDs) to produce cleaner samples of
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Figure 4.9: Chandra ACIS-I X-ray image of NGC 2244 (17′×17′) overlaid on an optical (DSS)
image. 919 X-ray sources were identified in this field. The underlying R-band DSS image is
shown in red, soft X-rays in blue and hard X-rays in green. Image credit: Junfeng Wang (Wang
et al. 2008)
8. Attachments (Figures)
Fig. 3: Left: Optical image of Tr 14 from the Digitised Sky Survey. The dense core of the cluster is easily
distinguished in both this image and the X-ray at right. Right: Chandra X-ray image the same field centred on
Tr 14. The single ACIS-I field contains around 1600 detected X-ray sources. There is considerable absorption
toward the west edge, lowering the number of detected X-ray sources.
Fig. 4: The central arcminute of the ACIS-I observation of T 14 with extraction regions marked. This is the
region with the highest density of target, but nevertheless, it will be possible to observe almost all of these
sources in MOS mode with VIMOS, by spreading them over the eight planned MOS masks for Tr 14
- 5
Figure 4.10: Left: A DSS optical image of the region centred on Tr 14. The 17×17′field-of-
view matches that of Ch ndra. North is up, east left. Right: Chandra ACIS-I X-ray image
of Trumpler 14. Image credit: Leisa Townsley. This single ACIS-I field contains around 1600
detected X-ray sources. The high density of sources toward the cluster core is apparent and there
is considerable absorption along the west edge coinciding with the Car I photodissociation region
and a drop in the number of detected X-ray sources.
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Figure 4.11: Colour-magnitude diagrams using different SDSS colours for NGC 2244. Photometry
is all from Bell & Naylor (2010). The cluster pre-main-sequence is most clearly separated from
the non-cluster contamination using the (r− i) colour, although the large baseline of (g− i) may be
useful to separate the upper pre-main-sequence. In all colours used, the width of the PMS is seen
to be approximately twice the 0.75m difference between a single and equal-mass binary sequence.
cluster members from the X-ray selected sources. As discussed above, we expect that both samples
will suffer a false detection rate of ∼15% and several tens of foreground stars may also be present
in our X-ray sample. A photometric selection was therefore made for both clusters as the cluster
members are generally found in a band redward of the main contamination. Clearly, this was
a simpler and more accurate process for NGC 2244 where the X-ray selected stars show a clear
sequence. For Tr 14 we only have our Cousins/Bessell I–R-I CMD with which to make a colour-
magnitude selection, but for NGC 2244 we also have the SDSS ugriz catalogue of Bell & Naylor
(2010). Figure 4.11 shows four CMDs constructed using the SDSS colours which shows that the
i–r-i CMD may be the best colour-magnitude space with which to isolate the pre-main-sequence
from the non-cluster contamination.
Figure 4.13 shows the lines used to define our photometric selection. For NGC 2244 this
was defined based on the slope of the apparent sequence, but for Tr 14 we first plotted only those
objects which are within 0.25′′ of an X-ray source, and defined the line using this subset which
is expected to have only ∼20 false detections. This line was then used to select possible cluster
members from the larger catalogue of X-ray detections with an associated VIMOS source within
1′′,
In this way, of the 499 X-ray sources (within 1′′ of a VIMOS source) in NGC 2244, we
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Figure 4.12: I vs. (R-I) colour-magnitude diagrams for NGC 2244 (left) and Tr 14 (right) with
our calibrated VIMOS photometry shown in red and objects coincident with a Chandra X-ray
detection (within 1′′ for NGC 2244 and within 0.5′′ for Tr 14) shown in green.
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Figure 4.13: The same CMDs as in Fig. 4.12, but with the X-ray objects chosen based on their
position in the CMD, NGC 2244 and Tr 14, left and right respectively. Photometric cuts were
made in both cluster CMDs to remove possible spurious matches. All objects with an associated
X-ray source falling above the black line are most probably cluster members.
have identified 360 as probable cluster members. Similarly, we have selected 928 of the 1155
X-ray sources in Tr 14 as probable members. It is likely that each of these samples still have some
spurious matches to objects which are not members of the clusters, but, especially for NGC 2244,
these are likely to be few in number. We have discarded 139 and 227 X-ray sources from the
NGC 2244 and Tr 14 catalogues, respectively, which is comparable to the number of expected
false detections and foreground stars discussed above Chapter 4.4.1.
4.5 Multi-Object Spectroscopy
4.5.1 Observations
As explained in the previous section, the pre-imaging obtained was used in the first instance to de-
termine the on-sky position of our intended spectroscopic targets. R-band pre-imaging is manda-
tory for VIMOS multi-object spectroscopy (MOS) observations as the sky-to-detector position
transformations have been determined in this passband.
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Our sample of spectroscopic targets was compiled from those objects in our photometric
catalogue which had X-ray counterparts as described in Chapter 4.4.1. At the time when the MOS
observations were being prepared we had only a preliminary optical catalogue derived from our
pre-imaging which was later re-reduced to ensure better quality photometry. As such, we did not
impose a strict magnitude limit on our spectroscopic sample and observed some sources as faint as
I ∼22m, although the majority were brighter than I=20m. The CMDs showing the X-ray detected
objects (Fig. 4.12) for both clusters also clearly show that most cluster members detected with
X-rays are brighter than I=19m, and it is likely that most of those fainter than this are spurious
matches.
We observed four fields centred around each of our two clusters. This allowed us to cover
the full 17×17′ Chandra field-of-view with VIMOS, which although it has a field-of-view similar
to Chandra, has 4 CCDs separated by 2′ in each dimension, necessitating this offsetting to provide
full coverage of the region. This however allowed us to obtain coverage of the cluster cores
in all four masks, which was especially important for Tr 14 which is more centrally condensed
than NGC 2244. The slit masks were produced using ESO’s VMMPS (VIMOS Mask Preparation
Software) which attempted to maximise the number of slits that could be placed from the given
catalogue.
We separated our target sources into approximately equally-sized catalogues for the number
of masks of that region to be observed. However, this was done based primarily on the brightness
of the sources so as to create masks which could be observed with exposure times short enough
not to saturate the brightest objects, but long enough to acquire sufficient signal-to-noise for even
the faintest targets (which was increased when multiple dithered observations were combined). 80
masks were created, of which it was possible to observe 72 during the 3 night observing run. As a
result of the manner in which the spectroscopic targets were chosen (splitting between catalogues
based on brightness and multiple observations of some regions due to the overlap of dithers) and
the masks which could not be observed, we have perhaps introduced a somewhat complicated bias
into our spectroscopic sample.
For these MOS observations, we used VIMOS with the medium-resolution grism and the
GG475 filter to obtain R∼600 spectra in the range 5000–9200Å of 291 X-ray selected objects in
NGC 2244 and 311 X-ray selected objects in Tr 14. Observations were made with exposure times
between 1 and 28 minutes, depending on the brightness of the targets, in each of the slit masks
with between 2 and 6 dithers along the slit. Three flat-field exposures of the slit masks and one
helium-argon arc exposure were obtained directly following every spectroscopic observation of
our stellar targets and bias images were obtained as part of daytime calibrations.
Due to the lack of an atmospheric dispersion corrector (ADC) on VIMOS to correct for
differential atmospheric refraction, these observations were required to be taken when the targets
were within 2 hours of the meridian, beyond which flux losses would become increasingly im-
portant. This effectively meant an airmass of less than ∼1.2 for NGC 2244 and less than ∼1.3 for
Tr 14. Although this restricted the scheduling of observations, this was eclipsed by the propensity
of VIMOS to destroy lovingly-created slit masks. Even then, much effort was needed to ensure
correct alignment of each of the four slit masks before starting exposures. In one case however,
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Figure 4.14: An image of the spectra obtained with one of the slit masks for Tr 14. The bright
skylines due in part to the bright nebulosity in the region observed are apparent. In most cases the
objects’ spectra are considerably fainter, but still well detected.
we still lost an observation due to the mask falling from its holdings mid-exposure, providing us
with an amusing, if useless, image.
4.5.2 Reduction
To produce the final spectra of each observed target, we first subtracted a master bias and divided
each MOS image by the corresponding flat-field image. Normally, it would be advantageous to
first fit and remove the shape of each flat-field spectrum caused by the blackbody of the lamp used
and the response of the detector. However, the object fringing seen in the spectra of our brightest
targets meant we had to divide the MOS images by the corresponding flat-fields without removing
this shape so as to retain the information on the fringing.
As explained in Chapter 4.3, the removal of fringing for the imaging observations was
straightforward. However, for the spectroscopy, at the wavelengths associated with the fringing,
the majority of the flux detected comes from the target rather than from the sky as for imaging.
This means that one cannot build a spectroscopic fringe frame (with the level of the background
scaled to that in our images) to subtract unless the object spectrum is already known! However,
the flat-field provides a measure of the fractional change in the background due to fringing and
so can be used to remove the effects. That said, this process did not entirely remove the fringing
from the brightest of our targets, perhaps due to the delay between the MOS exposures and the
flat-field. For most cases, although this complicated the spectral typing process, it was at a low
enough level to be surmountable.
We then produced FITS files of the image section of each MOS exposure using the position,
width and the expected extent in the dispersion direction known from the files associated with the
creation of the slit masks. This allowed us to then subsequently treat each of the slits in much
the same manner. The only deviation from this was for those slits where more than one spectrum
4.5. MULTI-OBJECT SPECTROSCOPY 117
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 0  200  400  600  800  1000  1200  1400  1600  1800
Sk
y 
Ba
ck
gr
ou
nd
 G
ra
di
en
t
Figure 4.15: The measured gradient in the sky background in our VIMOS slit spectroscopy for
∼1700 spectroscopic observations. Each slit image was median combined along the dispersion
direction to provide a 1-D profile from which the median flux on either side was determined.
The background of most of the slits is seen to be flat, which gives confidence in the sky removal
process. The spread in values is probably due to the small number of pixels available to calculate
the sky background in each aperture.
was observed. We used IRAF and the NOAO/twodspec package and first we used the flat-fields,
corresponding to each collection of dithered exposures of a specific slit position, to locate and trace
the spectrum within each slit which was then used to trace the spectrum in the target exposures.
To define the background apertures of all spectra and identify slits with more than one
detected object, we extracted the central position of each source above a background by collapsing
the 2-D image along the spatial direction and employed a peak finding algorithm. In slits with more
than one spectrum, the object of interest was identified by its position in each dithered slit and the
position of the other peaks found and used to decide whether there were enough object-free pixels
available to determine the sky background in that slit. The background was defined based on the
position of the target spectrum to ensure as little object contamination as possible while using as
wide an aperture as possible to determine the background flux level. As a test of this procedure we
used ∼1700 of our observations where the brightest spectrum on the slit was well-enough centred
to estimate the sky flux on either side of the peak. This was done by first median combining each
of the 2-D images of each slit to provide a 1-D high signal-to-noise profile for each observation
and from there calculating the median flux in apertures at least 11 pixels away from the profile
peak. The results of this test are shown in Fig. 4.15 where it is seen that the majority of slits had
a flat sky background. The farthest outliers are probably due to slits with multiple objects and the
small number of pixels available to calculate the sky background in each aperture
Standard stars from the ESO/FORS list of spectrophotometric standard stars2 were ob-
served each night to allow the determination of the CCD response. This was done for each of
the 4 CCDs separately. Although some of these observations were taken with slits of the same
2http://www.eso.org/sci/facilities/paranal/instruments/fors/tools/FORS Std/FORS Std.html
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Figure 4.16: Optical spectra of 12 stars from our sample which have been X-ray detected and
photometrically selected. These objects have been classified as (bottom to top) B7, F6, G2, K1,
K4, K7, M0, M1, M2, M3, M4, M5. Hα emission is seen at ∼6563Å in all of the K and M dwarfs.
width as the target spectra, they were not sufficient to act as telluric correctors due to the limited
time coverage and so we employed the Kitt Peak telluric transmission spectrum of Hinkle et al.
(2003) and the IRAF/telluric task to scale the spectral features to remove those in our observed
VIMOS spectra. This process however leaves residual features in some of the spectra, but allows
the suppression of the deep telluric features which simplifies later spectral classification.
For each slit, the associated helium-argon arc was used to determine the wavelength disper-
sion with most slits covering the range 5000–9200Å, but with some loss at either end in a small
number of sources. The extracted spectra for the multiple observations of the same slit were then
combined to derive the final spectra. Figure 4.16 shows the spectra obtained for twelve stars in
NGC 2244 over a range of spectral types which were X-ray detected and photometrically selected.
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4.6 Spectral Classification
The history and process of spectral classification was discussed in Chapter 1.2. The classification
of a star’s spectrum is ideally done by direct comparison with a grid of spectral standards observed
with the same instrumentation and under the same conditions as the object of interest. However,
as with many previous efforts, we have a substantial number of observed spectra to classify which
would prove very time-consuming to analyse visually. While strict adherence to the MK process
demands such a direct comparison, it is often not practicable. Fortunately, we have the advantage
of considerable computational power unavailable to the early spectroscopists and so need not
resort to entirely visual classification methods. There exist a number of methods for the automatic
classification of digital stellar spectra which can allow the classification of large numbers of stellar
spectra in a consistent fashion.
That said, even the most robust automatic classification schemes are not necessarily as
accurate as visual examination (Lyngå 1975). The ability of the human brain to see patterns
that cannot be readily described mathematically is the key to the power of visual classification.
However, current automated methods can give reasonable estimates of spectral types.
Spectral indices are the ratio of the measured flux of two defined regions around a portion
of the spectrum known to vary over some spectral classes. Spectral lines or absorption bands
are chosen to clearly delineate different subclasses over some known range, but will generally be
useful over a limited range. Such indices have been defined for the grid of spectral standards in
the T dwarf class (Burgasser et al. 2006b).
Similar measurements of the equivalent widths of certain spectral lines can be used to infer
spectral type. As with spectral indices, these must first be calibrated against measurements of the
lines of stars with spectral types known from direct visual examination. The use of equivalent
widths should be preferable to spectral indices as the equivalent width of a line does not vary with
the resolution of the observed spectrum, it must simply be sufficiently resolved. Furthermore, the
effect of reddening on a star’s spectrum due to interstellar extinction would affect the measurement
of a spectral index as it depends on the slope of the spectrum, but is less important when measuring
equivalent widths.
Additional methods employed in the automated classification of stellar spectra are based
on pattern recognition or pattern matching in an attempt to use all of the information available in
a spectrum rather than using only specific spectral lines or features. Metric-distance techniques
seek to minimise a function relating the data-points in the spectrum of the object of interest to
standard spectra. Each feature can be weighted according to its power to discriminate between
spectral types. Automated Neural Networks (ANNs) have also been employed by a number of
authors (e.g. Bailer-Jones et al. 1997). These initially use a set of spectra of known types to
train the network to recognise different classes of object and once trained, can be applied to new
data. However, both these techniques are generally applied to rectified spectra, i.e. spectra with
the continuum shape removed, and so work well only for spectral types earlier than K, beyond
which a true continuum cannot easily be defined.
Similarly, cross-correlation of observed spectra with standards of known spectral type has
also been employed as a method for spectral classification of unknown sources (Kurtz & Mink
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Figure 4.17: The known spectral type shown against the type derived from The Hammer using
spectra from the INDO-US Coude´ Feed stellar spectral library. In the left-hand plot we have used
the full resolution library spectra, but in the right-hand plot we have smoothed the template spectra
to the resolution of our VIMOS spectra.
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Figure 4.18: The known spectral type shown against the type derived from The Hammer using
spectra from the INDO-US Coude´ Feed stellar spectral library smoothed to the resolution of our
VIMOS spectra. In the left-hand plot the spectral types are derived from template spectra reddened
by AV=1, and in the right-hand plot spectra reddened by AV=5. Note that the derived types of M
stars are relatively unaffected by increased extinction.
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1998). However, this is best done when one can observe the objects of known spectral type with
the same instrumentation as the objects of interest. Additionally, it is unclear how differing levels
of interstellar extinction would affect the classifications. However, simple testing using reddened
spectral templates and the IRAF/XCORR routine suggests that cross-correlation is unreliable un-
less interstellar extinction is negligible.
4.6.1 The Hammer
The Hammer is an IDL code presented by Covey et al. (2007) as part of a program to investigate
the location of different stellar populations in colour-colour spaces. The code is capable of spec-
trally typing stars across the MK spectral sequence from O5–L8. It has also been used by West
et al. (2009) to investigate the activity and dynamics of over 40 000 spectroscopically observed M
dwarfs. In both these studies the code was used to automatically determine spectral types for the
observed spectra from the Sloan Digital Sky Survey (SDSS; York et al. 2000)
For each input spectrum, The Hammer uses 29 spectral features comprising atomic and
molecular lines and broadband colours to estimate the spectral type. For each feature a spectral
index is defined by a ratio of the flux in two regions. For atomic and simple lines, one region is
centred on the line of interest and the other in a nearby region unaffected by the spectral line. For
more complex molecular bands and the broadband colours, the spectral regions bound the feature
of interest. These spectral indices have been investigated by Covey et al. (2007) to determine their
variation with spectral type using a range of standard stars of known spectral type. A weighted
combination of these indices is then used to estimate a spectral type. The simplicity of the code
and the limited number of measurements make The Hammer very fast allowing many objects to
be spectrally typed in a reasonable time. There is also an interactive mode which allows visual
confirmation, or altering of the automatically assigned spectral types. Covey et al. (2007) report
that on spectra degraded to a signal-to-noise of 5 they can still recover the spectral type to within
±2 subclasses for the K- and M-type stars, rising to ±4 subclasses for A–G stars. The main
limitation of this routine, as noted by Covey et al. (2007), is that since the slope of the spectrum
is used to extract estimates of the spectral type, any interstellar extinction will change the slope of
the spectrum and so bias the derived types.
The SDSS spectra used by Covey et al. (2007) cover a larger spectral range than our VIMOS
spectra so only 22 of the 29 spectral features used by the code are covered by our observations.
Furthermore, the SDSS spectra have a resolution of ∼3.25 Å FWHM (R∼2150 at 7000 Å) while
our VIMOS spectra have a lower resolution of ∼12.2 Å FWHM (R∼575 at 7000 Å). We have
therefore used spectra from stellar spectral libraries with known spectral types to investigate the
efficacy of this code for spectra of reduced resolution and wavelength coverage. In Fig. 4.17 we
can see the spectral types derived using The Hammer against the previously known spectral types
for spectra of 485 stars taken from the INDO-US Coude´ Feed Stellar Spectral Library (Valdes et al.
2004). The left-hand plot shows the relation between the known and derived spectral types for the
full resolution spectra with full coverage across the range 3460–9464 Å and the right-hand plot
shows the relation for spectra smoothed to the resolution of our VIMOS observations and trimmed
to cover the same range of 5000–9200 Å. It is clear that the reduction in resolution and wavelength
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Figure 4.19: The known spectral type shown against the type derived from the Hammer using
spectra from the SDSS spectral library which have been spectrally typed by West et al. (2009)
In the left-hand plot we have used the full resolution spectra, but in the right-hand plot we have
smoothed the template spectra to the resolution of our VIMOS spectra.
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Figure 4.20: The known spectral type shown against the type derived from the Hammer using
spectra from the SDSS spectral library smoothed to the resolution of our VIMOS spectra. In the
left-hand plot the spectral types are derived from template spectra reddened by AV=1, and in the
right-hand plot spectra reddened by AV=5.
coverage reduces the ability to reliably distinguish spectral types earlier than G0. However, in
both cases it seems that the dispersion in derived spectral types is smallest for M type stars, which
is not unexpected due to the large changes in spectral morphology over that spectral class.
Since we have already mentioned that this code was not designed to be able to spectrally
type spectra reddened by interstellar extinction, we also investigate how the derived spectral types
vary with the level of extinction. Figure 4.18 again shows the relation between the known and
derived spectral types for our sample of INDO-US stellar spectra, but in this case we have used
spectra which have been reddened by 1 and 5 magnitudes of visual extinction (AV ). The large
effect on the derived spectral types is clear: the majority of stars appear later than they are which
is expected given the use of the slope of the spectrum to derive spectral types. However, M-
type stars seem relatively unaffected even through 5 magnitudes of visual extinction. Again this
makes sense, the slope of the spectrum increases dramatically from early to late M stars and so the
increased slope caused by these low values of extinction will not drastically change the appearance
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Table 4.4: The mean true spectral type (SpT) for each derived type from The Hammer
Derived SpT Mean True SpT Dispersion
K4 M1 2.4
K7 M0.5 0.9
M0 M1 1.3
M1 M2 0.7
M2 M3 2.0
M3 M4 0.7
M4 M5 1.0
M5 M6 0.9
M6 M7 0.5
M7 M8.5 0.5
M8 M8 0.4
M9 M9 0.5
L0 L0 0.3
of their spectra in the way it would for earlier type stars. Therefore, we can use The Hammer to
derive estimates of the spectral type of M-type stars and also, although we cannot rely on the
spectral types derived for earlier types, they can serve to limit the range of possibilities.
To quantify the utility of this routine to spectrally type M-type stars we have also employed
it to type 220 M-type stars from the sample of West et al. (2009). Of their ∼44 000 M-type stars we
chose the twenty highest signal-to-noise spectra at each subtype in the range M0–L0. Figure 4.19
shows the spectral types derived from the unaltered SDSS spectra of these stars. Although the
spectral types of these objects reported by West et al. (2009) come from the same code, they
may have visually confirmed and altered some which would account for the imperfect correlation
found here. The right-hand plot then shows the derived spectral types when the spectra have
been smoothed to the resolution of our VIMOS spectra and trimmed to the same wavelength
coverage. The effect of reddening these SDSS spectra by AV=1 and 5 magnitudes is also shown
in Fig. 4.20. The dispersion in derived spectral type is, as expected, largest for the early M stars
where the extinction will have the greatest effect on the overall slope of the spectrum and so
make some objects appear to be of later spectral type. For each derived subtype from M0–L0 we
have calculated the mean true subtype and the associated dispersion (including unreddened and
reddened spectra) so that for our VIMOS spectra we can translate each predicted spectral type
from The Hammer into a reliable estimate of the true spectral type (see Table 4.4).
4.6.2 SPTCLASS
Herna´ndez et al. (2004) presented SPTCLASS, a code to automatically determine the spectral
type of an unknown spectrum by measuring the equivalent widths of defined spectral features. As
discussed earlier, this technique is more robust to the effect of interstellar extinction on observed
spectra than is the method of measuring spectral indices as discussed in the previous section.
Herna´ndez et al. (2004) uses a similar method to that employed by Hillenbrand (1997)
in the classification of spectra of members of the Orion Nebula Cluster. The equivalent width
of specific features expected in different spectral types are determined by measuring the flux in
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Figure 4.21: The known spectral type shown against the type derived from the SPTCLASS-LATE
code of Herna´ndez et al. (2004) using spectra from the INDO-US Coude´ Feed stellar spectral
library. In the left-hand plot we have used the full resolution library spectra, but in the right-hand
plot we have smoothed the template spectra to the resolution of our VIMOS spectra.
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Figure 4.22: The known spectral type shown against the type derived from the SPTCLASS-LATE
code of Herna´ndez et al. (2004) using spectra from the INDO-US Coude´ Feed stellar spectral
library smoothed to the resolution of our VIMOS spectra. In the left-hand plot the spectral types
are derived from template spectra reddened by AV=1, and in the right-hand plot spectra reddened
by AV=5.
specified bands centred on the feature of interest and in bands on either side defined as follows,
Wλ = ∆λFB ×
[
1 − FFB
FBCB + (λFB − λBCB/λRCB − λBCB)(FRCB − FBCB)
]
, (4.5)
where FFB, FBCB, and FRCB are the fluxes at the central wavelengths (λFB, λBCB, and λRCB)
of the feature band (FB), blue, and red continuum bands (BCB and RCB respectively).
SPTCLASS is in fact three spectral typing codes optimised for different spectral regions.
SPTCLASS-HAEBE measures 44 features expected to be present in early-type stars in the range
3933–6830Å and is expected to accurately determine spectral types for stars earlier that F5, while
SPTCLASS-GTYPE is optimised for late-F to early-K stars using 11 spectral features in the range
4226–6165Å, and SPTCLASS-LATE for stars later than mid-K using 16 features in the range
4775–8880Å.
Herna´ndez et al. (2004) state that using such measures over a limited wavelength range
4.6. SPECTRAL CLASSIFICATION 125
L0
M5
M0
K5
K0
L0M8M6M4M2M0
SP
TC
LA
SS
−L
A
TE
 S
pe
ct
ra
l T
yp
e
Known Spectral Type
L0
M5
M0
K5
K0
L0M8M6M4M2M0
SP
TC
LA
SS
−L
A
TE
 S
pe
ct
ra
l T
yp
e
Known Spectral Type
Figure 4.23: The known spectral type shown against the type derived from the SPTCLASS-LATE
code of Herna´ndez et al. (2004) using spectra from the SDSS spectral library smoothed to the reso-
lution of our VIMOS spectra. In the left-hand plot the spectral types are derived from unreddened
template spectra, and in the right-hand plot spectra reddened by AV=5.
make this technique largely insensitive to the effects of interstellar extinction and also to signal-
to-noise as long as the continuum bands are sufficiently wide. However, the equivalent widths
used by these codes is calibrated for data acquired with the FAST spectrograph on the FLWO
(Fred Lawrence Whipple Observatory) 1.2 m telescope and so again we compared the spectral
types derived from each of the codes to the known types for the spectra in the INDO-US stellar
spectral library (Valdes et al. 2004) for the full resolution and VIMOS-resolution spectra, and for
spectra reddened by AV=1 and 5. This allowed us to determine both the effect of reducing the
resolution and wavelength coverage between the original observations used to calibrate the codes
and our VIMOS observations, and also to ascertain whether they were indeed robust to the effects
of interstellar extinction.
SPTCLASS-LATE
Figures 4.21 and 4.22 show the results of applying the SPTCLASS-LATE routine of Herna´ndez
et al. (2004). This code does not predict any spectral types earlier than K0 and it is clear that
for spectral types earlier than mid-K, one cannot rely upon the determination as the majority of
objects will appear in this range regardless of their true spectral class. The effect of reducing the
resolution and spectral range seems to introduce further contamination to the mid-M dwarfs, but
the introduction of even 1m of visual extinction seems to compress the contamination to derived
spectral types earlier than mid-K. Regardless of this, the results for M dwarfs seem to be relatively
immune to the resolution and extinction changes.
The effect on the M dwarfs is further investigated using the library of 220 SDSS M dwarf
spectra from West et al. (2009) where we see a significant scatter in the derived type and a general
shift toward earlier types, but little change due to extinction (see Fig. 4.23). As for the spectral
types derived from The Hammer, we derived relations which allowed us to estimate the true spec-
tral type for each of our VIMOS spectra from the type suggested by SPTCLASS-LATE.
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Figure 4.24: The known spectral type shown against the type derived from the SPTCLASS-
GTYPE code of Herna´ndez et al. (2004) using spectra from the INDO-US Coude´ Feed stellar
spectral library. In the left-hand plot we have used the full resolution library spectra, but in the
right-hand plot we have smoothed the template spectra to the resolution of our VIMOS spectra.
K0
G0
F0
A0
B0
L0M0K0G0F0A0B0
SP
TC
LA
SS
−G
TY
PE
 S
pe
ct
ra
l T
yp
e
Known Spectral Type
K0
G0
F0
A0
B0
L0M0K0G0F0A0B0
SP
TC
LA
SS
−G
TY
PE
 S
pe
ct
ra
l T
yp
e
Known Spectral Type
Figure 4.25: The known spectral type shown against the type derived from the SPTCLASS-
GTYPE code of Herna´ndez et al. (2004) using spectra from the INDO-US Coude´ Feed stellar
spectral library smoothed to the resolution of our VIMOS spectra. In the left-hand plot the spec-
tral types are derived from template spectra reddened by AV=1, and in the right-hand plot spectra
reddened by AV=5.
SPTCLASS-GTYPE
Figure 4.24 and 4.25 show the results of applying the SPTCLASS-GTYPE routine of Herna´ndez
et al. (2004). This code predicts types across the range mid-B to mid-K, but is expected to apply
only over the range late-F to early-K. It is clear that, in some cases, even with the full resolution
spectra, the dispersion of predicted results in this range approaches a full spectral class. This is
shown to change little with the reduction in resolution and the addition of interstellar extinction to
the library spectra. In fact, SPTCLASS-GTYPE can give a reasonable estimate of the spectral type
with an uncertainty of ∼±1/2class from the early A to mid-K dwarfs. Again, this was calibrated to
determine an estimate for our our VIMOS observed spectra.
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Figure 4.26: The known spectral type shown against the type derived from the HAEBE code of
SPTCLASS using spectra from the INDO-US Coude´ Feed stellar spectral library. In the left-hand
plot we have used the full resolution library spectra, but in the right-hand plot we have smoothed
the template spectra to the resolution of our VIMOS spectra.
SPTCLASS-HAEBE
Figure 4.26 and 4.27 show the results of applying the SPTCLASS-HAEBE routine of Herna´ndez
et al. (2004). While this appears to give results accurate to within ∼3 sub-classes from late-
O to early-F and to within ∼5 sub-classes as late as mid-K, the effect of both the reduction to
the resolution of our VIMOS spectroscopy and the addition of even 1m of visual extinction is
substantial. However, through low levels of extinction, this code will still give a useful indication
of whether the object of interest is an early-, intermediate-, or late-type star. In fact, for our
VIMOS spectra we found that the results of the SPTCLASS-HAEBE code were more useful than
expected, as judged from both the output of the other three codes and our visual inspection (see
next section).
Finally, Fig. 4.28 shows, for both the SPTCLASS-GTYPE and LATE routines, the median
and rms of the known spectral types which have the same derived types from the respective rou-
tines. These have been used to judge the utility of the spectral types derived. We do not show a
similar plot for the types derived from SPTCLASS-HAEBE due to the large effect of both reduced
resolution and extinction.
4.6.3 Derived Spectral Types
As we have shown in the previous sections, the spectral types derived from each of the stellar
classification codes are not always trustworthy, although they can give a very useful first guess
at the true spectral type. This is a direct result of the resolution (R∼600) employed in our VI-
MOS observations (MR mode). We could have instead chosen to use the high resolution mode
(R∼2000–2500) which would have made the process of classification both more accurate and
straight-forward. However, this decision involved a trade-off between resolution and the total
number of observable targets as the high resolution mode on VIMOS can accommodate approxi-
mately a quarter of the number of slits than the medium resolution and we would need to observe
two spectral orders to get the same (necessary) wavelength coverage.
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Figure 4.27: The known spectral type shown against the type derived from the HAEBE code of
SPTCLASS using spectra from the INDO-US Coude´ Feed stellar spectral library smoothed to the
resolution of our VIMOS spectra. In the left-hand plot the spectral types are derived from template
spectra reddened by AV=1, and in the right-hand plot spectra reddened by AV=5.
M0
K0
G0
F0
A0
B0
K0G0F0A0
M
ed
ian
 K
no
wn
 Sp
ec
tra
l T
yp
e
SPTCLASS!GTYPE Spectral Type
L0
M0
K0
L0M0K0
M
ed
ian
 K
no
wn
 Sp
ec
tra
l T
yp
e
SPTCLASS!LATE Spectral Type
Figure 4.28: The median known spectral type of objects with the same derived spectral type (to
the nearest 0.5 subclasses). Individual objects are shown in red while the median and the rms
are indicated by the black points with error bars. We include here all objects where the spectra
have been smoothed to the resolution of our VIMOS data with both unreddened spectra and those
reddened by AV=5 to include the uncertainty introduced by these levels of extinction.
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That said, our testing of the spectral typing codes in the previous sections does not in-
dicate perfectly linear correlations between derived spectral type and previously assigned types
for library spectra even at high resolution. Such codes have however been used extensively (cf.
Herna´ndez et al. 2004; West et al. 2009; Fang et al. 2009)
Using the estimated spectral types from each of the four codes employed we visually in-
spected each spectrum to decide which estimated type was most appropriate. In the majority of
cases, the spectrum was clearly best described by one of the codes. Each code generally returned
a spectral type within its range of applicability, and so for those objects which fell outside of that
range, the difference between the returned spectral type and the observed spectrum is obvious.
From our visual inspection of each spectrum and due to the relatively low resolution of our classi-
fication spectroscopy, we estimate the uncertainties on our derived spectral types to be ±1/2 class
for types earlier than K0, ±2 sub-classes for the K dwarfs, and ±1 subclass for the M dwarfs. Due
to the need for visual inspection of all spectra, we will consider employing higher resolution spec-
troscopy for such studies in the future, even considering the effect on the total number of sources
that can be observed. Our final derived spectral types are shown in Table A.1 and A.2 along with
positional and photometric information.
Chapter 5
Initial Mass Functions and
Apparent Age Spreads
The aim of deriving the spectral type of each of our spectroscopically observed cluster members
is to allow us to derive the extinction along the line-of-sight to each object. Using these we can
then compare theoretical pre-main-sequence models with our photometry to derive the physical
properties of our X-ray selected cluster members.
5.1 Removing Extinction Effects
5.1.1 Intrinsic Colours
Now that we have arrived at the spectral type for each of our spectroscopically observed sources,
we must determine the intrinsic colour corresponding to each spectral type, in both of our observed
photometric systems. This can be done by using theoretical models and employing published rela-
tions between spectral type and effective temperature, and calibrated colour-effective temperature
relations derived from atmospheric models (e.g., the NEXTGEN atmospheres of Hauschildt et al.
(1999)). However, we instead choose to use observational data to minimise the model-dependency
of our results. Our calibrated photometric observations of NGC 2244 are in the SDSS r- and i-band
filters (Fukugita et al. 1996), while our photometry of Tr 14 is presented in the R- and I-band filters
of the Cousins system of Bessell (1990). We therefore need a common method for determining
our intrinsic colours so that we do not introduce unnecessary differences between the approach for
each cluster.
We therefore used the INDO-US and SDSS stellar spectral libraries discussed in Chapter 4
to calculate intrinsic colours for different spectral types through synthetic photometry. This tech-
nique has been discussed already in Chapter 2.2.10. Here we have used the SDSS r- and i-band
filter responses, as described by (Fukugita et al. 1996) and detailed on the SDSS web-pages1, and
the filter responses of the Cousins R- and I-bands detailed by Bessell (1990). The telluric trans-
mission spectrum of Hinkle et al. (2003) was used to account for the atmospheric absorption. Only
spectra corresponding to luminosity classes IV and V were used as these are believed to be the
1http://www.sdss.org/DR2/instruments/imager/index.html
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Figure 5.1: The intrinsic SDSS (r − i) colour of different spectral types calculated from synthetic
photometry of the spectra from the INDO-US (Valdes et al. 2004) and SDSS (West et al. 2009)
spectral libraries (red points). The mean colour for each spectral type is shown in blue with the
rms dispersion indicated by the error bars. Only luminosity classes IV and V have been used to
determine this relation. The relations of Covey et al. (2007) and Kenyon & Hartmann (1995) are
shown as green and blue lines, respectively.
most suitable match to the surface gravity of young stars such as the members of NGC 2244 and
Tr 14 (e.g., Hillenbrand 1997).
Covey et al. (2007) presented SDSS synthetic photometry of stars from the Pickles (1998)
spectral library for dwarf spectral types O5 to M6 and Kenyon & Hartmann (1995) present colours
in the Cousins/Bessell system for dwarf stars from spectral type B1 to M6. To allow a compari-
son between these intrinsic colours and those we have derived, we converted the SDSS colours of
Covey et al. (2007) to the Cousins/Bessell system using the transformation equations of Fukugita
et al. (1996), and similarly, transformed the Kenyon & Hartmann (1995) colours to the SDSS sys-
tem. Unfortunately, these transformations are not necessarily accurate over the full colour range in
which we are interested, as they have been calculated for stars with (B−V) < 1.5 which corresponds
to approximately spectral type M2. That said, the derived colours for spectral types as late as M6
(the latest type in our observed sample) agree well with the colours from synthetic photometry.
The intrinsic colours derived from synthetic photometry and from the lists of Kenyon & Hartmann
(1995) and Covey et al. (2007) are shown in Fig. 5.1 and 5.2 for SDSS (r − i) and Cousins/Bessell
(R − I), respectively. For both sets of filters, the Covey et al. (2007) colours are consistent with
our synthetic photometry and produce the colours most smoothly-varying with spectral type. We
therefore use the SDSS and Cousins/Bessell spectral type-colour relations derived from Covey
et al. (2007) to interpolate the intrinsic colours of our spectrally-typed objects.
5.1.2 Extinctions
The Interstellar Extinction Law
With this information we can now derive the level of extinction through which each of our MOS
targets were observed. However, to correct for extinction in the observed magnitude alone, we
must assume something of the form of the interstellar extinction law.
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Figure 5.2: The intrinsic Cousins/Bessell (R− I) colour of different spectral types calculated from
synthetic photometry of the spectra from the INDO-US and SDSS spectral libraries (red points).
The mean colour for each spectral type is shown in blue with the rms dispersion indicated by
the error bars. Only luminosity classes IV and V have been used to determine this relation. The
relations of Covey et al. (2007) and Kenyon & Hartmann (1995) are shown as green and blue lines,
respectively.
In Chapter 4.2, we discussed previous determinations of the ratio of total-to-selective ex-
tinction and concluded that the debate on an anomalous extinction law for NGC 2244 has been
resolved with the determination of RV=3.2±0.2 by Park & Sung (2002). However, recent determi-
nations for the Carina Nebula still do not agree. Carraro et al. (2004) finds an abnormal extinction
in this region with RV=4.16±0.07, while Tapia et al. (2003) and Ascenso et al. (2007) suggest that
a normal extinction law (RV=3.1) is applicable. Without any consensus for an abnormal extinction
law, we choose to assume that both the Rosette and Carina Nebulae behave according to a normal
interstellar extinction law and so assume that RV=3.1.
To derive the extinction vectors in colour-magnitude space, we have used the extinction law
formulation of Cardelli et al. (1989) which allows us to predict the ratio of the extinction at any two
wavelengths in the range 0.125–3 µm if we assume a value of RV . We have used this to estimate
the extinction in the SDSS ri and Bessell/Cousins RI filters. The effective wavelengths of Fukugita
et al. (1996) and Bessell (1990) were used to estimate a single extinction vector for each pair of
filters. Using the tabulation of Bessell (1990), the difference in effective wavelength between a
K0III and an A0V star is largest in the Bessell/Cousins R-band where (assuming RV=3.1) the
extinction is 0.83 AV for a K0III star and 0.85 AV for an A0V star. We therefore did not explicitly
account for the change in effective wavelength for stars of different spectral type. Using the ratio
of total-to-selective extinction discussed above we adopt the following relations for NGC 2244
and Tr 14,
Ai = 3.094 E(r − i), NGC 2244
AI = 2.829 E(R − I), Tr 14
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Figure 5.3: The extinction distribution of the spectroscopically observed stars in NGC 2244 (left)
and Tr 14 (right) derived from the spectral types. The red histograms show the extinctions for
all spectroscopically observed, X-ray detected sources, while the blue histograms show only those
which remain after our photometric selection. A small number of outliers are outside of the plotted
range, 2 out of 291 for NGC 2244 (3 in the full sample) and 3 out of 311 for Tr 14 (16 in the full
sample).
Extinction Distributions
Figure 5.3 shows the distribution of derived extinctions in r-i and R-I colour for NGC 2244 and
Tr 14, respectively. We have shown the distribution for both the full X-ray detected and spectro-
scopically observed sample and the subset which survive our photometric selection. For Tr 14 in
particular, this removes 13 of the 16 sources which fall outside of the plotted range of extinctions.
The distribution for NGC 2244 is not overly affected by the photometric selection, but for Tr 14 we
see a greater proportion of the lower extinction objects removed suggesting that we are removing
some real members. However, given the photometric dispersion of the Tr 14, we would otherwise
introduce undesirable levels of contamination and the number of objects removed from our sample
is approximately equal to the number of expected contaminants as discussed Chapter 4.4.2.
The extinction in colour is shown for individual objects in both clusters in Fig. 5.4 as a
function of spectral type. This plot includes all objects with an associated X-ray source and which
satisfy the photometric selection criteria. It is obvious here that the objects which have been
classified as K dwarfs have systematically higher extinctions. We do not believe that this is due to a
lower extinction limit in our M dwarf sample as the K dwarfs are not seen at near-zero extinctions,
whereas the M dwarfs are. We believe it is more likely that the uncertainty discussed earlier (see
Chapter 4.6.3) in classifying our VIMOS spectra causes a systematic shift to earlier types for the
K dwarfs, which results in bluer colours and so higher-than-actual extinctions. This could also
be attributed to the M dwarfs being classified systematically too late, but these stars have larger
morphological changes with spectral type leading to more accurate classifications. Unfortunately,
at the resolution of our spectra we do not believe that we can improve upon the classifications in
the K dwarf regime.
5.2. SAMPLE BIASES 134
ï1
ï0.5
 0
 0.5
 1
 1.5
 2
A0 F0 G0 K0 M0
A r
i
Spectral Type
ï0.5
 0
 0.5
 1
 1.5
 2
A0 F0 G0 K0 M0
A R
I
Spectral Type
Figure 5.4: The extinction in (r − i) and (R − I) of individual objects as a function of the derived
spectral type in NGC 2244 (left) and Tr 14 (right), respectively. All objects satisfying the photo-
metric selection criteria and which have been associated with an X-ray source are included here.
Few objects have been classified as late-K in either cluster, probably due to the low resolution of
our spectroscopy. However, it appears that the K dwarfs have systematically higher extinctions
than the M dwarfs which we believe to be due to systematic errors in the classification of the K
dwarfs due to the low spectral resolution, rather than as a result of a decreasing extinction limit.
5.1.3 Extinction-Corrected CMDs
Using the derived extinctions we can now place our spectroscopically observed samples in colour-
magnitudes diagrams using their intrinsic colours and magnitudes. Figure 5.5 shows the CMDs
of NGC 2244 and Tr 14 with all objects in the field shown in red and the dereddened objects
shown as green circles. The direction of the extinction vector is seen to be approximately parallel
to the pre-main-sequence seen in NGC 2244. Similarly, we can use the observed distribution of
extinctions (see Fig. 5.3) to apply a constant extinction to all objects in each cluster. Figure 5.6
again shows the full CMD of both clusters, but with all objects which were X-ray detected and
photometrically selected, dereddened according to the modal value (taken to be the mid-point of
the most populated bin) of the appropriate cluster extinction distribution. For NGC 2244 the mode
extinction is E(r − i)=0.225 and for Tr 14 is E(R − I)=0.325.
5.2 Sample Biases
5.2.1 Photometric Completeness
The first sample bias to quantify is the completeness of the photometry of each cluster. Although
a full investigation down to the detection limits of our data would require creating an artificial
dataset with similar noise characteristics to the observed data and extracting the sources in the
same manner, we can at least compare our VIMOS detections for NGC 2244 with those from the
catalogue of Bell & Naylor (2010). Importantly, the X-ray emission and photometrically selected
sample which we intend to use to investigate the form of the IMF in these young stellar clusters
extends to i∼ 19.5, r − i. 2.0 and I ∼ 19, R − I . 2.0 in NGC 2244 and Tr 14 respectively, with
uncertainties around 0.02m and . 0.05m. These are well above our detection thresholds as we
detect objects as faint as i∼ 24m in NGC 2244 and I ∼ 23m in Tr 14.
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Figure 5.5: Colour-magnitude diagrams of NGC 2244 (left) and Tr 14. The calibrated photometry
of all stars is shown in red and the dereddened photometry of the spectroscopically observed X-
ray selected objects is shown in green. The extinction vector corresponding to two magnitudes
of visual extinction is shown in both of the CMDs. These differ slightly due to the different filter
systems employed.
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Figure 5.6: Colour-magnitude diagrams of NGC 2244 (left) and Tr 14. The red symbols show the
stars which have been X-ray and photometrically selected as cluster members, while the green
points show those which have been spectroscopically observed (as in Fig. 5.5). The calibrated
photometry of the stars shown in red has been dereddened using the modal extinction values
from the observed extinction distribution for our spectroscopically observed sample. Even for
the objects dereddened using their derived spectral types, the spread in the PMS is approximately
twice the expected dispersion between a single-star and equal-mass binary sequence.
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We would like to determine a brightness limit to which our photometry is complete, but
this is complicated due to the dithering used to get the optimal coverage for the multi-object spec-
troscopy. However, this is simpler for NGC 2244, as the INT photometry of Bell & Naylor (2010)
was taken at a single position. Therefore the only additional consideration would be the level
of confusion in crowded regions, but for NGC 2244 there is no dense core as in Tr 14. Figure 5.7
shows cumulative histograms of the number of sources as a function of the calibrated i- and r-band
magnitude showing that the full VIMOS catalogue has an upper magnitude limit of i≈10m, but the
unflagged catalogue containing only reliable photometry has an upper limit of i≈12m. The Bell &
Naylor (2010) catalogue however, contains photometry of reliable sources up to i≈9m. Although
it is clear that the VIMOS photometry contains more sources at the faintest magnitudes, except
for the different saturation levels, approximately the same number of sources are detected down
to i≈22m. This does not necessarily provide us with an estimate of completeness levels, and since
both catalogues are of the same cluster, reduced with the same pipeline, any biases inherent in the
pipeline, or due to clustering of the objects observed, will remain. However, it does suggests that
our pre-main-sequence sample (i .20, r-i .2.0) is fully detectable. Similarly for Tr 14, the pho-
tometric cut used to select the PMS stars (I<19m) lies at least 4m brighter than the faintest objects
detected (see Fig. 4.6), so again we expect to detect all sources down to the PMS photometric cut.
5.2.2 X-ray Sample
In Chapter 4.4.1, we discussed the expected contaminants in the X-ray samples. These are chiefly
made up of spurious matches of an X-ray source to a non-cluster star within the search radius.
However, we have also applied a photometric cut to this sample which allows us to exclude stars
which fall in areas of the CMDs where pre-main-sequence stars are not expected. The number of
stars rejected by the photometric selection was approximately the number expected from spurious
matches and non-cluster X-ray sources. Furthermore, the low mass limit to which the X-rays
probe can be estimated by comparing the X-ray detection limits of these observations with that
of the Orion Nebula Cluster from the COUP study (Feigelson et al. 2005; Preibisch & Feigelson
2005). The X-ray detection limit for both of our clusters is log LX'29.0–29.5 erg/s which, from
the COUP X-ray luminosity-mass (LX-mass) relation, implies that the X-ray samples are virtually
complete down to ∼0.5 M, increasingly incomplete in the range 0.5–0.1 M, and have practically
no coverage below 0.1 M.
However, we know that not all of the X-ray sample is optically visible since a greater num-
ber of X-ray detections are matched to near-IR sources than optical (Wang et al. 2008), and so our
VIMOS catalogue will not contain some more heavily extincted cluster members. Additionally,
interstellar extinction will cause our optical sample to be increasingly incomplete toward fainter
magnitudes. To quantify this effect we have used the distribution of extinction values determined
from our spectroscopically observed sample to artificially redden a sample of stars to determine
the fraction which would be lost due to our photometric cut. We used a sample of spectroscop-
ically observed stars with corrected I-band magnitudes in the range 15.0–15.5m for each cluster
and shifted these to each half-magnitude interval in the range 8.0–20.0m. For each of these in-
tervals we ran simulations of the reddened magnitude of each star by drawing an extinction from
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Figure 5.7: The number of detected sources in the I- (top) and R-bands (bottom) per magnitude
interval for our full VIMOS catalogue of NGC 2244 (open, green histogram), the catalogue of
only unflagged VIMOS sources (filled, red), the full NGC 2244 catalogue of Bell & Naylor (2010)
(black), and their unflagged and variable sources (blue line, mostly under black line).
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Figure 5.8: PMS completeness limits as a function of I-band magnitude for NGC 2244 (red) and
Tr 14 (blue). The losses are calculated assuming a distribution in extinction as measured for our
full spectroscopically observed sample. At the lower magnitudes, these stars are pushed below the
PMS photometric cut due to the extinction applied.
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our extinction distribution. Each artificially extincted magnitude was then tested to see if it was
above the photometric cut. By repeating this process, we quantified the fraction of stars in each
half-magnitude interval along the PMS which we would expect to detect above our photometric
cut. We will use these magnitude completeness limits to adjust the derived mass function later
in this chapter. Figure 5.8 shows the percentage of stars which would detected as a function of
I-band magnitude for NGC 2244 and Tr 14. As discussed earlier, our sample will also lack the
very brightest stars because they are above the saturation limit of our photometry, though we do
not expect to have a complete high-mass X-ray sample anyway.
As also mentioned earlier (see Chapter 4.5), the subset of the full X-ray and photometrically
selected sample for which we have obtained classification spectroscopy may be biased in terms
of radial position and brightness. This is because we obtained spectroscopy with at least two slit
masks per position, one for the brightest targets, and the other(s) for the fainter objects. However,
other than splitting the number of possible targets into two roughly equal sized catalogues for
placement, we did not attempt to influence the manner in which the slits were chosen. This was
done by the VMMPS (VIMOS Mask Preparation Software) to place as many slits as possible.
5.3 Theoretical Models
In Chapter 1.3.2, we discussed some of the theoretical evolutionary models available. We have
chosen to compare our observations to the evolutionary models of Siess et al. (2000) as these
cover the appropriate age range of our PMS samples and extend across the mass range necessary.
We could also use the Lyon evolutionary models of Baraffe et al. (1998), but these extend up to
only 1.4 M which would require us to extend the mass sequence with another set of models. We
therefore choose Siess et al. (2000) to ensure a consistent comparison across the range of masses in
our PMS sample. However, we note that the masses derived from evolutionary models of different
groups are not entirely in agreement (e.g. Hillenbrand et al. 2008).
Although, the web-based isochrone generator of Siess et al. (2000) allows colours and mag-
nitudes to be generated for the steps in their evolutionary grid of luminosity, effective temperature,
radius, and mass, their calculation of these colours involves the colour-Teff relations of either Siess
et al. (1997) or Kenyon & Hartmann (1995). Since these rely on older atmospheres, we decided
to calculate the colours and magnitudes for the model isochrones by using the PHOENIX model
atmospheres of Brott & Hauschildt (2005). This allowed the colours in both the photometric sys-
tems used to be calculated in a consistent manner using the same evolutionary and atmospheric
models. The isochrones were generated by Cameron Bell & Tim Naylor as part of their ongoing
work to better calibrate the models of pre-main-sequence evolution.
This was done by first calculating the bolometric corrections corresponding to each of the
PHOENIX atmospheric models at each possible effective temperature and surface gravity follow-
ing the prescription of Girardi et al. (2002). Then for each step in the evolutionary models, the
bolometric corrections were interpolated to allow the determination of the magnitude in a range of
filters. In this way the isochrones were constructed for ages from 1 to 10 Myr in the SDSS ri and
Cousins/Bessell RI filter systems. This then allows us to combine the observations of the PMS
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Figure 5.9: Colour-magnitude diagram of NGC 2244 showing the position of photometrically
selected stars which were detected in X-rays. The green points have been dereddened using their
observed spectral types and the red points have been dereddened using the modal extinction value.
The isochrones shown in blue are for ages of 0.5, 1, 2, 5, and 10 Myr (top to bottom) and have been
constructed using the Siess et al. (2000) evolutionary models and the PHOENIX atmospheres of
Brott & Hauschildt (2005). The colours have been calculated in the SDSS ri filters.
stars with the appropriate PMS theoretical models. Figures 5.9 and 5.10 shows the CMDs with
the dereddened photometry of NGC 2244 and Tr 14 in the SDSS ri and Cousins/Bessell RI filters
systems along with the 0.5, 1, 2, 5, and 10 Myr Siess et al. (2000) isochrones.
5.4 Physical Properties
5.4.1 Influence of Age Spreads
Before we can estimate the mass of individual objects in our colour-magnitude diagrams, we must
decide how to extract the physical properties from the isochrones. It is obvious from Fig. 5.9 and
5.10 that the PMS does not fall upon a single isochrone for either cluster. Since we are unable to
resolve close binary stars, there will be a spread caused by stellar binarity. However, the expected
spread is then ∼0.75m between the single-star and equal-mass binary sequence with unequal-mass
binaries lying in between. As in many previous studies of the PMS in young stellar clusters (e.g.,
Burningham et al. 2005), we find a significant apparent age spread in addition to the expected
spread due to binarity.
The age of a star is a notoriously difficult property to ascertain. For individual stars, ages
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Figure 5.10: Colour-magnitude diagram of Tr 14 showing the position of the X-ray detected and
photometrically selected stars dereddened using their spectral types derived from the observed
spectra with 0.5, 1, 2, 5, and 10 Myr isochrones (top to bottom). These isochrones have been
constructed using the Siess et al. (2000) evolutionary models and the PHOENIX atmospheres of
Brott & Hauschildt (2005). The colours have been calculated in the Bessell/Cousins RI filters.
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can be estimated based on the determination of the abundance of lithium in their atmospheres
(which, dependent on mass, is expected to be destroyed early in their evolution), their rotation
rates, the strength of certain youth indicators in their spectra (Ca II H & K lines, lithium absorp-
tion, Hα emission), and their position within a Hertzsprung-Russell diagram relative to theoretical
isochrones. Asteroseismology can also probe the internal structure of nearby, bright stars which
can allow estimates of the age of a limited sample of stars.
In stellar clusters, it is generally assumed that all of the observed stars formed from the
same material. It is further assumed that they are the result of a single generation of a single
episode of star formation, except where more than one distinct cluster sequence can be identified
(e.g., Bastian & de Mink 2009). Ages have been determined for young clusters by comparison
of the observed main-sequence to theoretical isochrones which allow ages to be estimated from
the turn-on at the bottom of the main-sequence and the turn-off at the top of the main sequence as
the stars begin to evolve into the giant stage (e.g., Mayne et al. 2007). However, observations of
pre-main-sequence stars in stellar clusters have found large photometric spreads (e.g., Pozzo et al.
2003). This complicates the derivation of the age of a PMS population and also the subsequent
estimation of stellar masses. Additionally, Naylor (2009) finds that ages derived from fitting the
PMS seem to be systematically younger (up to twice as young) than those inferred from fitting the
zero-age and terminal-age main sequence. This has clear implications for the physical parameters
derived from colour-magnitude diagrams, but one can still perform relative comparisons.
This apparent spread in PMS ages has been proposed as evidence of the slow star formation
model of Tan et al. (2006) which proposes that ambipolar diffusion limits the rate of the collapse
of a molecular cloud. However, others suggest that star formation is in fact a rapid process which
occurs on free-fall timescales (e.g., Elmegreen 2007). The isochronal age spreads seen in the PMS
of different clusters must then be explained by some other process. Tout et al. (1999) created
protostellar tracks which included the effects of accretion and they found that, while knowledge
of the current accretion rate and the photometric properties of a single object is not enough to de-
termine a reliable age because the observational properties are dependent on the accretion history,
their tracks show that an accreting co-eval population does not appear co-eval when compared to
non-accreting tracks. Siess et al. (1997) also produced evolutionary models of PMS stars which
included the effects of accretion and noted that accretion acts to increase the core temperature,
accelerating the evoluton, and so acting to make a PMS star look younger than a non-accreting
star. They note that once a star reaches the main-sequence, its accretion history does not affect
its observational properties (other than in determining the object’s final mass). They go on to
state that at the earliest stages, accretion can cause a star to appear some 2–3 times younger in a
Hertzsprung-Russell diagram. Then Baraffe et al. (2009) performed calculations of evolutionary
models accounting for short periods of high accretion and longer quiescent accretion and found
that most of the observed spread in luminosities can be explained by these accretion processes if
the majority of the energy from the accretion shocks is radiated away.
Burningham et al. (2005) found that the photometric spread caused by unresolved binarity
and variability on time-scales of 1–4 years is not sufficient to explain the photometric spread of
the PMS in the colour-magnitude diagrams of σ Ori or Cep OB3b. However, consideration of
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the variability does lead to a reduced age spread. Recently, Jeffries (2009) determined the radii
of a sample of ONC stars and found that objects at the same effective temperature displayed radii
which differed by up to a factor of 3 and suggested that the assumption of co-evality was not valid.
However, the Baraffe et al. (2009) models make similar predictions for the spread in radii for stars
of similar effective temperature due to accretion.
5.4.2 Apparent Age Spreads in NGC 2244 and Tr 14
Although it appears that there will be some movement in the colour magnitude diagram due to
the effects of accretion and an intrinsic spread due to unresolved binarity, to derive the masses
of our X-ray and photometrically selected cluster members, we must first assume an age for the
population. From the above discussion, it appears that while we see spreads in ages derived from
isochrones which do not account for accretion effects (as seen in Figs. 5.9 and 5.10), these are
perhaps due to past and current accretion rather than true spreads in age (at least not as large
spreads as indicated by non-accretion isochrones). Moreover, in our colour magnitude diagrams,
any change in distance is degenerate with age, so before we can adopt an age based on the position
of the PMS stars with respect to the model isochrones, we must adopt a distance. As discussed
in Chapter 4, we have adopted distances of 1660 pc and 2530 pc for NGC 2244 and Tr 14, respec-
tively. We cannot test these distances here except to the extent that the isochrones for ages below
10 Myr are consistent with the observed photometry.
Figures 5.9 and 5.10 show the CMDs of NGC 2244 and Tr 14, respectively, with the X-ray
and photometrically selected population plotted along with the 0.5, 1, 2, 5, and 10 Myr isochrones
of Siess et al. (2000). For NGC 2244, we find that there is approximately a 2m spread in the PMS i-
band magnitudes at a specific colour and at a distance 1660 pc all of the sources lie above the 5 Myr
isochrone. Although we have imposed a photometric cut, the density of X-ray detections falls
rapidly below this cut and so these are probably non-cluster stars (see Fig. 4.13). The majority of
objects fall below the 0.5 Myr isochrone and the 2 Myr isochrone seems to follow the middle of the
pre-main-sequence from the higher masses to the low, whereas the other isochrones depart from
the observations at the low-mass end. An age of 2 Myr is in agreement with the determinations
of Massey et al. (1995), Hensberge et al. (2000), and Park & Sung (2002) from studies of main-
sequence stars in NGC 2244. The distance adopted here came from the study of Park & Sung
(2002). It therefore seems that the PMS and MS ages are in agreement without resorting to any
distance degeneracy. The 5 Myr isochrone appears to be the majority of our selected members.
Although a single-star isochrone would be expected to follow the lower bound of the PMS, the
full spread in I-band magnitude at each colour is not consistent with only unresolved binarity. We
can therefore rule out the 5 Myr isochrone as a reasonable fit to the data.
For Tr 14, a greater spread is seen in the position of stars in the colour-magnitude diagram
relative to NGC 2244. The slope of the PMS is also not as well-matched by the Siess et al. (2000)
isochrones. Again most sources lie below the 0.5 Myr isochrone except for a number of the higher
mass stars around I∼14m. However, this dip in the isochrone may be an artefact at this young age
rather than a reliable prediction. As with NGC 2244, the majority of the X-ray and photometrically
selected stars lie above the 5 Myr isochrones, though a small number of the lower mass stars lie
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below the 10 Myr isochrone. Again the photometric cut causes the sharp cut-off in stars seen below
the upper part of the 10 Myr isochrone, but those stars removed by the photometric selection were
sparsely spread in the areas where lots of non-cluster contamination is present and are unlikely
to be cluster members. So for Tr 14, the 2 Myr isochrone also seems to be the best compromise
with an apparent age spread from ∼1–5 Myr. However, none of the isochrones match the gradient
of the PMS well. Furthermore, the difference in gradient between the isochrones will cause there
to be a change in the way an object is mapped to a mass in the evolutionary models, meaning
that the slopes of the mass functions derived using different isochrones will not be the same.
These ages derived from the isochrones are clearly dependent on the distance of 2350 pc assumed
for Tr 14 from the distance estimates discussed in Chapter 4.2. The distance estimates discussed
range from 2.2 to 3.6 kpc. At the closer distance, the isochrones would shift by ∼0.15m which
would not change the estimate of the isochronal ages appreciably. However, if Tr 14 were actually
at a distance of 3.6 kpc, the isochrones would lie ∼0.9m fainter on the CMD and so the estimated
ages would be lower.
Due to the lack of accretion effects in the theoretical models, rigorous fitting of the PMS to
determine the age is not yet possible. However, if one could make assumptions on the direction
in which accretion would cause a star to move in the CMD, then this could be combined with an
estimate of the binary fraction to fit the PMS distribution in the CMD and so determine a best-fit
age (c.f., Naylor 2009). Our observations of NGC 2244 seem to be consistent with an isochronal
age of ∼2 Myr, but with a spread in apparent age of ∼1 to .5 Myr. The isochronal age for Tr 14 is
less easily estimated, but also seems to be ∼2 Myr with a spread in isochronal ages of ∼1–5 Myr.
5.4.3 Stellar Masses
Now that we have identified the most appropriate isochrones against which to compare our photo-
metric data we can estimate masses for each of our PMS stars. We derive the masses by using an
I-band magnitude-mass relation from the isochrones in preference to a relation based on the R − I
colours or by minimising the distance between the isochrone and each star’s colour-magnitude
diagram position. It is not clear that any of these three methods would result in more accurate
mass estimates than the others due to the large dispersion seen in the CMD positions of the PMS
stars. This dispersion of ∼2m in magnitude and ∼0.5m in colour will cause some low mass stars
to appear more massive, and vice versa. However, we prefer to use the magnitude as opposed
to the colour to infer a mass for two reasons. First, the intrinsic colours of the spectroscopically
observed sample are discrete, i.e. all stars of the same integer spectral type have been assigned
the same colour which is not entirely realistic and may cause the derived masses to be artificially
bunched together. Second, we believe that the determination of the bolometric correction required
to translate the evolutionary model predictions into colours and magnitudes, may be less reliable
in the R-band than in the I-band. Figure 5.11 shows the I-band luminosity function for NGC 2244
and Tr 14 for both the full X-ray and photometrically selected PMS population and for the spec-
troscopically observed subsample, while Fig. 5.12 shows the mass-absolute intrinsic magnitude
relation for the SDSS i-band and Bessell/Cousins I-band using the PHOENIX atmospheres and
the Siess et al. (2000) isochrones at 2 and 5 Myr. These show that the number of sources drops
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Figure 5.11: The I-band luminosity functions of NGC 2244 (top) and Tr 14 (bottom) showing the
full X-ray and photometrically selected PMS population (red) and the spectroscopically observed
subsample (blue).
5.4. PHYSICAL PROPERTIES 146
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  1  2  3  4  5  6  7  8  9
M
ass
 (M
!)
MI
2 Myr, SDSS
5 Myr, SDSS
2 Myr, Bessell/Cousins
5 Myr, Bessell/Cousins
Figure 5.12: The relation between mass and the absolute I-band magnitude for the 2 and 5 Myr
isochrones using the SDSS i -band and Bessell/Cousins I-band. To extract the masses we have
assumed distances to both clusters which give distance moduli of 11.10m and 11.86m for NGC 2244
and Tr 14, respectively.
off fainter than 17m for NGC 2244 and fainter than 16.5m for Tr 14. However, this is due to the
decreased sensitivity of the X-rays to these lower mass objects rather than the optical detection
limits which as we discussed in Chapter 5.2 extend to fainter than 23m for both clusters.
The isochrones shown in Figs. 5.9 and 5.10, which we will use to estimate masses, have
been produced using the Siess et al. (2000) evolutionary models and the PHOENIX atmospheres
(Brott & Hauschildt 2005). Although the Siess et al. models extend up to 7 M, we have truncated
the evolutionary tracks at the point where they predict that the stars transition from being fully
convective to possessing a radiative core. This is a rapid transition blueward in the CMD where
the isochrones becomes less reliable and at effective temperatures above ∼6000 K, the colour-
effective temperature used is no longer reliable. However, the majority of our X-ray sample lies
within the magnitude range of the isochrones, so we do not need to extend to higher masses with
another set of evolutionary or atmospheric models. Therefore, before deriving the masses from
the I-band magnitudes, we have imposed a colour cut to remove the objects which appear to be
more evolved i.e. those which will not be reliably described by a pre-main-sequence isochrone.
Based on the position of objects relative to the isochrones in Figs 5.9 and 5.10, for NGC 2244 we
cut objects which have an intrinsic colour bluer than r− i = 0.10, and for Tr 14 we cut those objects
bluer than R − I = 0.30.
5.4. PHYSICAL PROPERTIES 147
5.4.4 Mass Function Estimates
Using our X-ray detected and photometrically selected samples, we can construct mass functions
for NGC 2244 and Tr 14. To do so we must first assume an age for the cluster to choose an
appropriate isochrone, as discussed in the previous section. The dereddened I-band magnitude of
each star can then be used to determine a mass from the isochrone. Only stars in our spectroscopic
samples have measured extinctions and for these we can directly determine the mass from the
chosen isochrone. However, as discussed in Chapter 4.5, the spectroscopic sample is likely to
be biased and as such they cannot in themselves give us a reliable determination of the mass
functions. However, we can use the extinction distribution of the spectroscopically observed stars
to statistically deredden all selected stars in the colour-magnitude diagram.
To do this we ran Monte Carlo simulations to deredden each star in our full sample by a
value drawn from the observed distribution. The dereddened I-band magnitude was then used to
determine a mass. This was repeated at least 1000 times with a randomly chosen extinction each
time for every star. In this way we calculated many realisations of the IMF. The final IMFs were
constructed by taking a mean of the number of stars in each bin over all iterations of the IMF
calculation. Figures 5.13 and 5.14 show the mass functions derived using our spectroscopically
selected samples and the full X-ray and photometrically selected samples dereddened using the
process described. The error bars shown in these plots are the derived from the Gehrels’ error
(Gehrels 1986) and the standard deviations calculated for the number of stars in each mass bin as
a result of the randomly sampled extinction causing a star to shift between mass bins. We then
applied a correction to the derived slopes to account for the effect of extinction on the number of
stars detected using the I-band completeness function derived in Chapter 5.2. However, the only
significant effects of this correction were to objects below the 0.5 M detection limit of the X-ray
observations used to select our sample.
We then fit the mass functions shown in Figs. 5.13 and 5.14 to derive the slopes (α) for each
cluster at the chosen age of 2 Myr. Only masses within the 0.5–2.0 M completeness limits of the
X-ray detections were used. For NGC 2244 we found that the 2 Myr isochrone, which was chosen
as the most appropriate age in the previous section, gave a slope of α=2.04 with a possible range
of 1.5–2.95 where the uncertainty is derived from the worst-fits to the data given the uncertainties.
It can be seen from Fig. 5.13 that the slope of the mass function changes significantly if an age of
5 Myr is used. For Tr 14 we derive a slope of α=1.25 with a possible range from 1.00–1.45 using
A 2 Myr isochrone. These mass function slopes are detailed in Table 5.1. The dependency of the
mass function slope on the assumed age is dramatic, but for both clusters, the 5 Myr isochrone is
not a good fit to the PMS. Specifically, for NGC 2244 we have reason to favour an age of 2 Myr,
both from the match to the photometry seen in Fig. 5.9 and from the literature ages derived for
this cluster (as discussed in Chapter 4.2). The literature ages have been derived using a variety
of methods including fitting theoretical evolutionary models to the main-sequence (Massey et al.
1995) and to individual well-studied objects (Hensberge et al. 2000). However for Tr 14, literature
ages (also discussed in Chapter 4.2) range from less than 2 Myr to ∼5 Myr. Additionally, unlike
for NGC 2244, the slope of the PMS of Tr 14 is not well-matched by the isochrones which have
been created using the theoretical evolutionary models of Siess et al. (2000) and the PHOENIX
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Table 5.1: The derived mass function slope for NGC 2244 and Tr 14 using the 2 Myr isochrone.
The quoted uncertainties are derived from worst-fit slopes to the data and associated Gehrels’ error
bars.
Cluster Isochronal Age IMF slope (α)
NGC 2244 2 Myr 2.13 +/- 0.82/0.63
Tr 14 2 Myr 1.25 +/- 0.20/0.25
atmospheres of Brott & Hauschildt (2005). This may be due to limitations of the atmospheres
used in the calculation of the colours. Moreover, the larger dispersion of the PMS seen in Tr 14
creates greater uncertainty in deciding the most appropriate age, and hence uncertainty in the slope
of the IMF. This highlights the need to have well-determined ages for clusters before attempting
to extract a mass function, and in particular it is preferable to have good relative ages determined
in a similar way to allow comparison between clusters.
5.5 Discussion and Further Work on YSCs
5.5.1 Discussion
Kroupa (2002) compiled determinations of the initial mass function (IMF) and detailed the power
law slopes (dN/dM ∝M−α) for the solar neighbourhood in three mass ranges. For the brown dwarf
regime (0.01≤m< 0.08 M), a slope of α=+0.3± 0.7 was found, while for stars of up to 0.5 M
α=+1.3± 0.5, and beyond (m≥ 0.50 M) α=+2.3± 0.3. The latter slope is uncorrected for bina-
rity (after which α=+2.7± 0.3 above 1 M) whereas the others are determined using nearby stars
which can be more readily resolved. In this formalism the Salpeter IMF has a slope of α=+2.35.
The masses derived here for NGC 2244 and Tr 14 are uncorrected for binarity. The mass func-
tion slope derived here for NGC 2244 using an age of 2 Myr is consistent with the Kroupa (2002)
slope for stars above 0.5 M, but for Tr 14 we find that both the 2 and 5 Myr isochrones suggest a
top-heavy IMF within our mass range of 0.5–2.0 M.
Determinations of the initial mass function of NGC 2244 have previously been made by
several groups as detailed in Chapter 4.2. Park & Sung (2002) fit the IMF to stars in NGC 2244
above 3 M and found a power law slope equivalent to α=1.7±0.1 which was consistent with
previous determinations. Wang et al. (2008) also estimated the form of the IMF using X-rays to
identify cluster members. They constructed a K-band luminosity function and transformed this
into an IMF in a similar manner to that done here also using the 2 Myr isochrone from the Siess
et al. (2000) evolutionary models. They found a slope of α=2.1 for stars in the range 0.5–2.0 M.
Although we have used the same X-ray observations to select the PMS sequence members of this
cluster and have employed the same evolutionary models at the same age (2 Myr), it is interesting
to note the agreement between the determination of the IMF by Wang et al. (2008) and that found
here as different colours were used. The agreement suggests that the dereddening of the stars using
the extinction distribution from the spectroscopic sample has not biased our results and also that
the Wang et al. determination using a KLF was not overly affected by near-IR excess due to the
presence of circumstellar disks.
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Figure 5.13: The mass function of NGC 2244 derived using a 2 Myr (top) and a 5 Myr isochrone
from our full X-ray and photometrically selected (blue line) and spectroscopically observed sam-
ples (red line) of the PMS stars. The error bars show the uncertainty on the number of stars in each
mass bin given by Gehrels’ errors and the uncertainty on the mass due to the extinction. The ver-
tical lines show the completeness limits of the X-ray detections (0.5–2.0 M) and the green points
show the values before correction for incompleteness due to extinction which has little effect over
the full mass range and no discernible difference within the mass limits of the X-ray detections.
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Figure 5.14: The mass function of Tr 14 derived using a 2 Myr (top) and a 5 Myr isochrone from
our full X-ray and photometrically selected (blue line) and spectroscopically observed samples
(red line) of the PMS stars. The error bars show the uncertainty on the number of stars in each
mass bin given by Gehrels’ errors and the uncertainty on the mass due to the extinction. The
vertical lines show the completeness limits of the X-ray detections and the green points show the
values before correction for incompleteness due to extinction. There is little effect over the mass
limits of the X-ray detections.
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Sanchawala et al. (2007) determined the K-band luminosity function (KLF) of Tr 14, and
using a distance of 2.5 kpc and a 3 Myr isochrone from the evolutionary models of Palla & Stahler
(1999), they derived an initial mass function with a slope of α=2.69± 0.08 for stars down to
∼0.7 M. Similarly, Ascenso et al. (2007) derived the KLF of Tr 14 and transformed it into an
IMF with a slope of α=2.97± 0.12 at 0.5 Myr and α=2.40± 0.12 at 6 Myr. However, they stress
that the simplification of using a single age may not be appropriate and although they use both
main-sequence and pre-main-sequence models, these do not give a simple relation between K-
band magnitude and mass. They do not define the specific mass range studied, but their near-IR
photometry probe ∼2m into the PMS regime, so all of their stars are likely to have a mass above
∼1 M. Even for an age of 2 Myr, the mass function we have derived is significantly flatter than
both of the determinations above. That said, we are sensitive to stars in the mass range 0.5–2.0 M,
whereas the Sanchawala et al. (2007) and Ascenso et al. (2007) IMF estimates cover masses of
stars along the main sequence. This flatter slope may then be the start of the turnover at lower
masses similar to that detailed by Kroupa (2002) for the masses between 0.08 and 0.5 M. If true,
this suggests that the massive star population in Tr 14 has affected the number of lower mass stars
formed.
Indeed for the mass functions derived here for Tr 14, we do not see a turn-over at low
masses. Using the 2 Myr isochrone, the slope of the mass function continues to rise down to the
final mass bin at 0.2 M. Although the slope decreases (see Fig. 5.14) we do not expect to have
detected all PMS stars in this mass bin and so the number of stars in this mass bin is likely to be
a lower limit. As we have discussed, the mismatch between the slope of the isochrones and the
slope of the PMS should caution against over interpretation, and especially when using the 5 Myr
isochrone which predicts almost equal numbers of stars in linear mass bins across the range 0.8–
2.0 M. The correction for stars undetected due to extinction causes a sharp rise at the low-mass
end of the mass function at 5 Myr which appears suspicious.
Conversely, the mass functions of NGC 2244, for which the isochrones are a better match
to the observed PMS, show a turn-over at ∼0.4 M for an age of 2 Myr and at ∼0.6 M at 5 Myr.
Again however, we do not expect to have a complete census of the PMS stars below 0.5 M, and
so any observed turn-over in the mass function may be the result of the missing population below
the detection limits of the X-ray observations. However, determinations of the IMF in other young
stellar clusters have found that the mass function turns over at masses in the range 0.08–0.40 M,
though the precise mass is a subject of debate and may depend on the cluster environment. Oliveira
et al. (2009) derived the initial mass function of the massive young cluster NGC 6611 in the Eagle
Nebula and found that the IMF could be described by power law slopes of +2.36, +1.18, +0.52 for
mass ranges of M& 0.9 M, 0.45≤M< 0.90 M, and M. 0.45 M, respectively, and they found
that the peak of the mass function occurs at ∼0.45 M. Moraux et al. (2003) also found a peak
mass of ∼0.3 M in the 120 Myr old Pleiades.
Unfortunately, we cannot have full confidence in this suggestion of a turnover in the IMF
derived here for NGC 2244 because of the uncertainty on the applicability of a single age isochrone
to a population which has a large apparent age dispersion. Whether this is a real spread in age,
or a result of the effects of accretion onto the PMS stars, we cannot be certain that the derived
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masses are reliable. Moreover, the disparity seen between the slopes of the PMS isochrones of
Siess et al. (2000), converted into the Bessell/Cousins RI system using the atmospheres of Brott &
Hauschildt (2005), and the slope of the observed PMS in Tr 14 shows that the precise slope of the
mass function derived will be a strong function of the assumed age. The situation is less severe for
NGC 2244 where the observed PMS appears to match the slope of the 2 Myr isochrone relatively
well, albeit with an apparent age spread of up to ∼4 Myr.
This problem could be addressed in part by comparing the I-band luminosity functions
of our complete PMS samples between the clusters. This would still require that we assume
a distance from previous determinations (using higher mass stars) and would still require that we
account for the effect of extinction on the distribution of observed magnitudes. However, we could
then attempt a comparison between clusters at different ages without having to compromise on the
best-fitting isochrone. Such a comparison would be most useful for clusters which are considered
to be the same age and so which would usually be transformed into IMFs using the same mass-
luminosity relations. This would stop short of comparing the masses of the stellar population,
but, as discussed in Hillenbrand et al. (2008), the masses determined from pre-main-sequence
isochrones may underestimate the true masses by up to ∼30%, and unless the same methodology
and evolutionary models are used in the IMF determination of different clusters, a comparison of
the various functional forms of the IMF is problematic.
Having said that, even though it is difficult to determine the masses of stars and brown
dwarfs in massive star-forming regions, they are important laboratories in which to probe any
possible differences in the mass function caused by the formation and feedback of a generation
of massive stars. Specifically, NGC 2244 and Tr 14 are two high-mass young stellar clusters,
which although relatively distant, suffer little interstellar extinction which allows even optical
observations to probe a substantial portion of the stellar population. Other extreme environments
can be less accessible due to prohibitive levels of extinction which limit determinations of the
mass function to the derivation of K-band luminosity functions. However, massive star-formation
regions in the nearby galaxy with low extinction can be observed with present X-ray space-based
observatories which can allow identification of complete samples of the stellar population down to
around 0.5 M which can then be pursued with optical and near-IR photometry and spectroscopy
to characterise the physical properties.
5.5.2 Further Work on Young Stellar Clusters
Photometric and Spectroscopic Studies of Further YSCs
In Chapter 1.3, we discussed the power of combining deep X-ray imaging with follow-up optical
and near-IR photometry and optical spectroscopy. We hope to extend this project to 10–20 other
similarly young, star forming regions within the Milky Way. Our collaborators at Penn. State
have begun the task of extending their deep Chandra observations to such clusters. We in Exeter
will initially pursue the optical imaging required to provide the catalogue of sources from which
X-ray counterparts can be matched, allowing the selection of follow-up spectroscopic targets. We
will then pursue multi-object spectroscopy of the PMS stars in these clusters. With the experience
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gained through the work described in Chapters 4 and 5, we will most likely attempt to acquire
somewhat higher resolution spectroscopy of the X-ray selected members which will allow more
practicable spectral typing of a large number of objects with improved accuracy.
We also intend to extend the wavelength coverage of the photometric measurements of the
selected PMS stars so as to better constrain the luminosity of each source. By doing so we aim
to remove some of the uncertainty associated with comparing photometric observations of young
stellar cluster members to isochrones in a limited colour-magnitude space. For NGC 2244, there
is already the ugriz INT catalogue of Bell & Naylor (2010) and a FLAMINGOS (Roman-Zuniga
2006) near-IR catalogue with a similar depth to the X-ray detections. For Tr 14, although we have
no further optical data, there exist HAWK-I near-IR data with which to extend the wavelength
coverage (see below). In this way, we can derive luminosity functions which can be compared
between the clusters, and from which mass functions will only depend on the calibration of mass
to luminosity at a certain age.
This will allow us to compare the derived luminosity and mass functions in a range of young
stellar clusters within different environments where the mass functions have been derived from
similar observations and the cluster members selected in an homogeneous fashion. This should
allow us to more easily deal with the biases inherent in any cluster member selection method.
The IMF of YSCs: M 17 and NGC 6357
We will initially extend the work presented here on Tr 14 and NGC 2244 to two other massive
young stellar clusters: Pismis 24 in NGC 6357 and NGC 6618 in M 17. These are again very young
clusters of stars (.3 Myr) with rich stellar populations. Deep Chandra observations have already
been taken and the results published for these two clusters, identifying ∼900 and ∼750 X-ray
sources in NGC 6618 (Broos et al. 2007) and Pismis 24 (Wang et al. 2007), respectively. We have
already acquired multi-object spectroscopy of several hundred of these X-ray detected members
in each cluster. However, the associated pre-imaging is not of photometric quality and so we will
determine what existing datasets could be used and acquire additional imaging if necessary.
Near-IR Observations of the Carina Clusters
Finally, in collaboration with groups at Cambridge and Munich, we in Exeter acquired deep near-
IR imaging, as part of the science verification of HAWK-I on the VLT, covering a large por-
tion of the Carina Nebula, including all of the massive young stellar clusters Tr 14, Tr 15, Tr 16,
Bochum 11, The Treasure Chest, and the South Pillars region. We believe these data will un-
cover the full stellar population of each cluster through extinction of up to AV=30m, and probe the
substellar regime down to ∼35 MJup through up to 10 magnitudes of visual extinction. This may
be combined with the recent very large Chandra program (1.2 Ms) of Penn. State (Townsley &
Feigelson) which obtained deep X-ray imaging of a large part of the Carina Nebula. The combina-
tion of deep near-IR, X-ray, and our existing optical data of this region will allow us to probe the
mass and age of the stellar and substellar populations as well as investigate the circumstellar disk
fraction in each of the clusters to determine the effects of environment and relative age. Specifi-
cally, as all the clusters are assumed to be associated with the Carina Nebula, we can compare the
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luminosity functions of each of the clusters to determine their relative ages without relying on the
application of uncertain PMS theoretical isochrones.
Chapter 6
Conclusions
In this thesis we have used optical and near-infrared photometric and spectroscopic observations of
the nearest known field brown dwarfs to test up-to-date atmospheric and evolutionary models and
have also employed optical photometry and spectroscopy to characterise the stellar populations of
two high-mass, young, stellar clusters which have been identified by their strong X-ray emission.
We have presented the results of a comprehensive photometric and spectroscopic study of
the individual components of the nearest known binary brown dwarf system, ε Indi Ba, Bb in-
volving high angular resolution optical, near-infrared, and thermal-infrared imaging and medium-
resolution (up to R∼5 000) spectroscopy obtained with the ESO VLT. We derived luminosities
of log L/L=−4.699 ± 0.017 and −5.232 ± 0.020 for ε Indi Ba, Bb, respectively, and using the
dynamical system mass, the COND03 evolutionary models predict a system age of 3.6–4.2 Gyr,
in excess of previous estimates and recent predictions from observations of these brown dwarfs.
We also found that the effective temperatures of 1350–1385 K and 975–1010 K predicted from
the COND03 evolutionary models, for ε Indi Ba and Bb respectively, are in disagreement with
those derived from the comparison of our data with the BT-Settl atmospheric models for which we
found effective temperatures of 1300–1340 K and 880–940 K with surface gravities of log g=5.25
and 5.50, both with a metallicity of [M/H]=−0.2. We have therefore shown that the predictions
of substellar evolutionary models using luminosity and mass constraints are somewhat different to
the derived effective temperature and surface gravity from fitting atmospheric models to observed
spectra, although future incorporation of the most up-to-date atmospheres into the evolutionary
model calculations may resolve this discrepancy. However, it is clear that one can extract mass es-
timates for substellar objects from the evolutionary models which although apparently consistent,
are in fact in disagreement with dynamical masses. The ongoing work to determine the system
and individual masses of ε Indi Ba and Bb, along with the proposed asteroseismological observa-
tions of the parent main-sequence star, will provide an invaluable fundamental calibration for the
evolutionary models of substellar objects.
Chandra X-ray detections were also used to select pre-main-sequence stars in the young
stellar clusters NGC 2244 and Trumpler 14. Optical spectroscopy was obtained for several hundred
X-ray detected members in each cluster and an extinction distribution determined from the derived
spectral types and intrinsic colours. We then dereddened the cluster stars in colour magnitude
diagrams and employed theoretical pre-main-sequence evolutionary models to derive masses and
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ages for the constituent stars. We found that both clusters have a significant apparent spread
in age from ∼1 Myr up to .5 Myr. As with many previous observations of other clusters, this
spread of the pre-main-sequence in colour-magnitude space is larger than can be accounted for by
observational errors, unresolved binarity, and is unlikely to be due to variability. We argue that
the effects of accretion may account for this spread, and proceed to use a single age isochrone
to interpret our observations. The best-fitting isochrones were then used to estimate the slope of
the initial mass functions in these clusters. We found that the slope of the initial mass function of
NGC 2244 is consistent with a Salpeter-like IMF in the mass range 0.5–2.0 M if an age of 2 Myr
is adopted, while Tr 14 may have a top-heavy IMF at a similar age. However, critically, we show
that such determinations are heavily dependent on the age adopted for the cluster and furthermore,
are uncertain due to the large spreads in isochronal age.
The comparison of observations of both evolved field brown dwarfs and young, low-mass,
pre-main-sequence stars to theoretical models has found that the predictions in both cases require
a number of prior assumptions, such as distance and age, which can lead to inconsistencies in the
derived physical properties.
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Appendix A
Derived Spectral Types and Photometry
Table A.1: The derived spectral type, position, magnitude, photo-
metric uncertainty, and flag for each spectroscopically observed
VIMOS source in NGC 2244 associated with a Chandra X-ray
source within 1′′. The r and i magnitudes here are presented in
the SDSS system (Fukugita et al. 1996).
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
B7 06:31:54.572 +04:59:22.23 12.721 0.006 0.074 0.008 OO
B7 06:32:03.059 +04:55:00.03 12.496 0.010 0.088 0.014 OO
B7 06:32:18.661 +04:52:46.59 14.808 0.011 -0.00 0.015 OO
B7 06:32:29.393 +04:56:56.04 11.322 0.010 0.187 0.014 SS
B7 06:32:37.161 +04:47:22.36 13.462 0.010 0.005 0.014 OO
B8 06:32:15.485 +04:55:20.37 11.818 0.010 0.166 0.014 SO
A1 06:31:58.924 +04:55:39.81 11.101 0.010 0.403 0.014 SS
A2 06:31:55.102 +04:57:19.26 12.337 0.010 0.056 0.014 OO
A4 06:32:21.405 +04:56:03.17 21.328 0.013 2.684 0.085 OO
F6 06:32:14.518 +04:56:17.46 13.402 0.005 0.165 0.007 OO
G2 06:31:53.125 +04:52:03.89 12.911 0.007 0.187 0.010 OO
G6 06:32:20.770 +04:53:03.36 14.224 0.010 0.223 0.015 OO
G7 06:32:30.898 +04:47:53.78 12.957 0.010 0.190 0.014 OO
G9 06:32:00.895 +04:53:16.80 13.372 0.010 0.485 0.014 OO
G9 06:32:17.499 +04:51:17.05 14.952 0.008 0.539 0.011 OO
G9 06:32:24.843 +04:57:46.31 13.818 0.010 0.276 0.014 OO
K0 06:31:27.466 +04:53:45.47 17.052 0.007 0.739 0.009 VO
K0 06:31:33.437 +04:58:25.99 15.920 0.005 0.313 0.006 OO
K0 06:31:35.619 +04:53:21.93 19.862 0.007 0.907 0.010 OO
K0 06:31:43.254 +05:01:26.61 17.541 0.007 1.837 0.009 OO
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
K0 06:31:50.867 +04:53:10.71 18.471 0.008 0.670 0.010 OO
K0 06:31:56.028 +04:56:41.06 13.299 0.005 0.417 0.007 OO
K0 06:32:04.351 +04:57:58.07 14.570 0.010 0.465 0.015 OO
K0 06:32:04.688 +04:47:45.65 15.766 0.008 0.668 0.009 OO
K0 06:32:05.218 +04:48:27.91 16.059 0.006 0.363 0.008 OO
K0 06:32:19.932 +04:48:19.15 13.278 0.007 0.464 0.010 OO
K1 06:31:35.042 +04:59:36.89 20.704 0.009 0.736 0.008 OO
K1 06:31:43.401 +04:59:09.86 15.624 0.005 0.283 0.008 OO
K1 06:31:51.669 +05:00:06.92 21.702 0.029 0.658 0.009 OO
K1 06:31:53.407 +04:57:00.00 15.400 0.005 0.735 0.008 OO
K1 06:31:54.603 +04:59:41.55 16.773 0.006 0.790 0.008 OV
K1 06:31:55.645 +04:57:33.76 13.076 0.007 0.387 0.010 OO
K1 06:32:05.074 +04:55:46.84 16.554 0.006 0.734 0.008 OO
K1 06:32:09.981 +04:54:23.20 14.329 0.007 0.505 0.011 OO
K1 06:32:10.405 +04:56:00.95 15.913 0.006 0.704 0.008 OO
K1 06:32:14.813 +04:48:55.31 16.362 0.004 0.750 0.006 OO
K1 06:32:15.857 +04:54:30.07 13.264 0.005 0.560 0.007 OO
K1 06:32:17.220 +04:49:28.23 15.517 0.005 0.559 0.006 OO
K1 06:32:18.025 +04:49:01.97 15.780 0.005 0.695 0.006 OO
K1 06:32:21.405 +04:54:04.00 15.705 0.006 0.532 0.008 OV
K1 06:32:23.167 +04:45:47.25 16.198 0.006 0.611 0.008 OO
K1 06:32:24.414 +04:52:22.66 14.268 0.010 0.483 0.015 OO
K1 06:32:28.077 +04:54:03.82 13.660 0.007 0.393 0.010 OO
K2 06:31:28.442 +04:54:50.32 15.423 0.006 0.537 0.008 OO
K2 06:31:30.586 +04:58:35.97 15.644 0.008 0.300 0.011 OO
K2 06:31:41.022 +04:54:47.88 16.108 0.006 0.685 0.008 OO
K2 06:31:43.105 +04:55:05.92 18.476 0.006 0.691 0.007 OO
K2 06:31:53.062 +05:01:29.31 15.611 0.007 0.744 0.011 OV
K2 06:32:03.366 +04:52:35.93 14.546 0.010 0.640 0.015 OO
K2 06:32:04.531 +04:53:25.02 15.592 0.007 0.713 0.011 VO
K2 06:32:04.722 +04:49:14.83 15.111 0.007 0.540 0.010 OO
K2 06:32:08.181 +04:49:44.63 16.408 0.006 0.730 0.009 OO
K2 06:32:11.349 +05:00:57.20 18.663 0.006 0.874 0.007 OO
K2 06:32:16.040 +04:48:13.34 16.286 0.004 0.487 0.006 OO
K3 06:31:25.811 +04:58:14.23 15.952 0.008 0.602 0.009 OV
K3 06:31:32.870 +04:59:49.63 16.365 0.004 0.713 0.006 OO
K3 06:31:45.373 +04:59:02.36 16.380 0.004 0.839 0.006 OO
K3 06:31:48.130 +04:49:48.93 16.990 0.007 0.500 0.009 OO
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
K3 06:31:50.423 +04:51:50.00 16.186 0.008 0.637 0.009 VV
K3 06:31:50.549 +04:55:52.98 15.122 0.005 0.767 0.006 OO
K3 06:31:51.401 +04:57:28.42 14.957 0.008 0.658 0.009 OO
K3 06:31:55.595 +04:55:17.19 16.786 0.006 0.839 0.008 OO
K3 06:31:56.150 +04:54:38.52 17.974 0.005 1.040 0.007 OO
K3 06:31:57.333 +04:53:42.22 15.741 0.008 0.724 0.010 VO
K3 06:31:57.471 +04:55:04.30 15.058 0.005 0.569 0.006 OO
K3 06:32:00.314 +05:00:41.90 14.790 0.008 0.565 0.011 OO
K3 06:32:01.159 +04:55:27.23 16.398 0.006 0.805 0.008 OO
K3 06:32:02.527 +04:50:11.10 14.484 0.007 0.503 0.011 OO
K3 06:32:07.883 +04:46:06.30 16.040 0.006 0.765 0.008 OO
K3 06:32:07.893 +04:49:16.72 15.799 0.006 0.664 0.008 OO
K3 06:32:10.916 +04:55:02.55 16.632 0.006 0.739 0.008 OO
K3 06:32:13.827 +04:49:36.42 15.480 0.005 0.595 0.006 OO
K3 06:32:17.585 +04:53:08.37 15.825 0.008 0.655 0.009 VV
K3 06:32:25.108 +04:47:39.65 15.146 0.007 0.567 0.010 OO
K3 06:32:33.946 +04:46:44.93 17.061 0.007 0.761 0.009 OO
K4 06:31:18.243 +04:52:23.52 16.697 0.006 0.814 0.008 OO
K4 06:31:29.066 +04:57:26.88 18.789 0.008 0.903 0.010 OO
K4 06:31:34.200 +04:49:37.00 15.445 0.005 0.704 0.007 OO
K4 06:31:38.483 +05:01:46.59 15.741 0.008 0.588 0.009 OO
K4 06:31:43.889 +05:03:56.49 16.539 0.006 0.714 0.008 OO
K4 06:31:46.109 +04:55:28.30 18.357 0.005 0.864 0.007 OO
K4 06:31:47.457 +04:58:32.83 16.891 0.006 0.903 0.008 OO
K4 06:31:50.255 +05:00:07.70 16.403 0.006 0.765 0.008 OO
K4 06:31:53.042 +04:55:36.48 15.918 0.008 0.640 0.009 VV
K4 06:31:55.513 +05:01:36.26 16.975 0.006 0.632 0.009 OO
K4 06:31:56.918 +04:53:01.93 16.394 0.006 0.811 0.008 VO
K4 06:31:59.426 +04:59:23.50 19.462 0.010 1.245 0.006 OO
K4 06:32:03.259 +05:00:02.34 16.438 0.004 0.582 0.006 OO
K4 06:32:19.010 +04:52:07.51 16.965 0.007 0.731 0.009 OV
K4 06:32:20.348 +04:58:41.71 16.046 0.003 0.885 0.005 OO
K5 06:31:28.838 +04:52:13.26 15.644 0.007 0.805 0.009 VO
K5 06:31:51.646 +04:55:05.28 16.590 0.004 0.795 0.005 OO
K7 06:31:52.010 +04:54:08.38 16.727 0.003 0.848 0.005 OO
K7 06:31:59.118 +04:55:25.86 15.983 0.006 0.934 0.008 OO
K7 06:31:59.263 +05:01:17.16 15.848 0.006 0.878 0.008 OV
K7 06:31:59.629 +04:52:16.76 16.040 0.006 0.658 0.009 VV
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
K7 06:32:01.294 +04:56:28.24 17.074 0.006 0.936 0.009 OO
K7 06:32:02.096 +04:56:47.05 18.171 0.007 0.655 0.007 OO
M0 06:31:21.426 +04:54:05.88 16.053 0.006 0.795 0.008 OO
M0 06:31:22.866 +04:49:19.62 16.805 0.006 0.931 0.008 OO
M0 06:31:32.054 +04:49:48.53 16.360 0.006 0.698 0.008 OO
M0 06:31:36.422 +04:53:13.79 15.919 0.006 0.787 0.008 OO
M0 06:31:36.766 +04:53:09.96 16.615 0.006 0.869 0.008 OO
M0 06:31:37.028 +04:55:54.50 17.585 0.005 0.804 0.007 OO
M0 06:31:37.213 +04:56:57.22 16.861 0.006 0.789 0.008 VV
M0 06:31:39.171 +04:49:59.55 17.113 0.007 0.926 0.009 OO
M0 06:31:41.132 +04:55:51.38 17.117 0.006 0.877 0.009 OO
M0 06:31:41.577 +04:59:40.38 17.226 0.005 0.896 0.006 OO
M0 06:31:43.855 +05:02:57.46 15.530 0.007 0.915 0.009 OO
M0 06:31:44.475 +05:03:42.23 16.263 0.006 0.799 0.008 OO
M0 06:31:46.102 +04:57:50.75 16.999 0.006 0.878 0.009 OO
M0 06:31:48.308 +04:58:20.92 15.130 0.011 0.714 0.013 VO
M0 06:31:48.720 +04:55:20.99 16.612 0.004 0.788 0.006 OO
M0 06:31:48.980 +04:51:11.59 15.578 0.007 0.662 0.009 VO
M0 06:31:50.787 +04:54:34.74 15.745 0.005 0.730 0.006 OO
M0 06:31:51.635 +04:51:24.04 15.305 0.005 0.817 0.006 OO
M0 06:31:53.016 +04:56:17.09 16.933 0.006 0.898 0.009 OO
M0 06:31:54.255 +04:57:11.68 16.335 0.006 0.877 0.008 OO
M0 06:31:54.301 +05:01:44.39 17.824 0.005 1.077 0.006 OO
M0 06:31:54.919 +04:51:36.04 17.425 0.004 0.971 0.005 OO
M0 06:31:55.238 +04:53:29.79 16.221 0.005 0.800 0.006 OO
M0 06:31:55.520 +04:53:46.86 18.667 0.006 1.101 0.005 OO
M0 06:31:56.784 +04:53:51.11 17.079 0.006 0.885 0.009 OO
M0 06:31:57.303 +04:54:51.46 15.267 0.005 0.776 0.007 OO
M0 06:31:57.567 +04:55:22.45 18.656 0.008 0.939 0.010 OO
M0 06:31:58.139 +04:48:29.83 16.858 0.006 0.859 0.009 OO
M0 06:32:01.217 +04:53:57.71 18.756 0.008 0.885 0.011 OO
M0 06:32:01.492 +04:54:45.03 16.950 0.006 0.897 0.009 OO
M0 06:32:02.926 +04:58:53.87 18.591 0.006 1.121 0.005 OO
M0 06:32:04.468 +04:58:26.09 22.077 0.04 0.981 0.009 OO
M0 06:32:04.523 +05:01:50.72 17.193 0.007 0.966 0.009 OO
M0 06:32:04.657 +04:54:51.51 16.092 0.006 0.933 0.008 OO
M0 06:32:05.982 +04:53:34.38 20.179 0.012 0.724 0.015 OO
M0 06:32:06.693 +04:55:30.57 15.617 0.007 0.813 0.009 OO
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
M0 06:32:11.988 +05:00:30.97 18.572 0.006 1.029 0.007 OO
M0 06:32:12.341 +04:57:21.75 17.281 0.007 0.997 0.009 OO
M0 06:32:12.859 +04:52:19.23 17.389 0.007 0.711 0.009 OO
M0 06:32:15.547 +04:50:15.45 16.026 0.006 0.711 0.008 OO
M0 06:32:16.768 +04:55:09.73 16.445 0.003 0.789 0.005 OO
M0 06:32:19.854 +04:52:42.34 16.844 0.006 0.764 0.008 OO
M0 06:32:20.788 +04:52:58.25 16.254 0.006 0.752 0.008 OV
M0 06:32:23.110 +04:49:43.24 15.740 0.008 0.851 0.009 OO
M0 06:32:23.187 +05:00:57.05 15.506 0.007 0.709 0.009 OV
M1 06:31:29.529 +04:54:34.40 17.440 0.007 1.024 0.009 OO
M1 06:31:31.561 +04:51:12.69 16.674 0.006 0.774 0.008 OO
M1 06:31:33.579 +04:57:51.48 17.321 0.007 0.934 0.009 OO
M1 06:31:34.898 +04:56:19.57 16.448 0.006 1.086 0.008 OO
M1 06:31:36.866 +04:51:04.28 16.129 0.006 0.902 0.008 OO
M1 06:31:38.300 +04:55:16.53 19.180 0.011 1.007 0.009 OO
M1 06:31:39.613 +04:59:45.08 16.408 0.004 1.027 0.006 OO
M1 06:31:47.564 +04:49:07.83 16.303 0.006 0.776 0.008 OO
M1 06:31:47.942 +04:51:49.44 17.617 0.007 0.989 0.009 VO
M1 06:31:51.836 +04:48:54.03 17.254 0.005 0.957 0.006 OO
M1 06:31:52.548 +04:58:17.24 16.900 0.006 0.983 0.008 VO
M1 06:31:53.400 +04:56:27.68 17.467 0.007 1.139 0.010 OO
M1 06:31:53.569 +04:53:46.89 17.868 0.004 1.124 0.005 OO
M1 06:31:54.538 +04:57:21.29 16.253 0.006 0.966 0.008 OO
M1 06:31:54.757 +04:53:59.89 17.224 0.004 0.950 0.005 OO
M1 06:31:54.866 +04:55:41.62 16.997 0.006 0.916 0.009 OO
M1 06:31:55.016 +04:53:20.70 16.420 0.005 0.962 0.006 OO
M1 06:31:55.676 +04:56:01.38 16.642 0.006 0.902 0.008 OO
M1 06:31:56.134 +04:56:02.65 17.046 0.006 0.950 0.009 OO
M1 06:31:56.528 +04:54:28.35 16.987 0.006 1.001 0.009 OO
M1 06:31:56.862 +04:55:14.68 17.061 0.006 1.162 0.009 OO
M1 06:31:57.081 +04:54:36.39 16.573 0.006 0.921 0.008 OO
M1 06:31:57.185 +04:50:11.81 15.743 0.005 0.824 0.006 OO
M1 06:31:57.568 +04:53:38.94 18.262 0.007 1.286 0.010 VV
M1 06:31:57.813 +04:54:16.41 20.952 0.018 0.869 0.009 OO
M1 06:31:58.115 +04:51:03.37 21.062 0.018 0.995 0.006 OO
M1 06:31:58.115 +04:57:59.42 17.248 0.007 1.140 0.009 OO
M1 06:31:58.729 +04:57:00.020 18.712 0.008 1.167 0.011 OO
M1 06:31:58.888 +04:58:11.00 17.202 0.007 0.879 0.009 OO
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
M1 06:31:58.912 +04:57:43.01 17.536 0.007 1.033 0.009 OO
M1 06:31:59.299 +04:51:37.28 21.566 0.024 1.048 0.006 OO
M1 06:31:59.356 +04:49:54.88 18.474 0.006 1.061 0.007 OO
M1 06:31:59.689 +04:55:35.92 16.635 0.006 1.020 0.008 OO
M1 06:32:01.502 +04:55:02.18 17.471 0.007 1.042 0.009 OO
M1 06:32:03.075 +05:01:34.78 17.565 0.007 1.074 0.009 OO
M1 06:32:03.934 +04:52:07.70 18.001 0.007 0.983 0.009 VV
M1 06:32:05.450 +04:54:14.87 21.798 0.038 0.926 0.008 OO
M1 06:32:06.489 +04:48:46.54 16.990 0.006 0.936 0.009 OO
M1 06:32:07.663 +04:54:33.68 16.713 0.006 0.860 0.008 OO
M1 06:32:11.947 +04:55:13.93 17.811 0.007 1.095 0.009 OO
M1 06:32:12.183 +05:01:39.76 17.638 0.007 0.931 0.009 OO
M1 06:32:13.004 +04:48:33.85 18.073 0.005 1.134 0.007 OO
M1 06:32:15.128 +04:59:57.47 16.694 0.003 0.953 0.005 OO
M1 06:32:16.167 +04:59:19.99 16.980 0.003 0.962 0.005 OO
M1 06:32:16.914 +04:53:34.58 16.734 0.006 0.921 0.008 OV
M1 06:32:17.106 +04:54:06.65 16.826 0.004 0.958 0.006 OO
M1 06:32:17.287 +04:55:15.20 17.178 0.004 1.076 0.005 OO
M1 06:32:22.097 +04:56:41.07 17.221 0.007 1.012 0.009 OO
M1 06:32:22.704 +04:58:08.36 17.696 0.007 1.272 0.009 OO
M1 06:32:23.459 +04:49:19.89 17.829 0.007 1.058 0.009 OO
M1 06:32:24.010 +04:56:59.19 17.365 0.007 1.133 0.009 OO
M1 06:32:25.265 +04:46:00.56 17.442 0.007 0.890 0.009 OO
M1 06:32:28.051 +04:52:29.78 18.011 0.007 0.946 0.009 OO
M1 06:32:28.944 +04:49:30.87 16.867 0.006 1.083 0.009 OO
M2 06:31:27.574 +04:51:53.19 17.542 0.007 1.238 0.009 OO
M2 06:31:27.659 +04:54:02.85 16.178 0.008 0.983 0.009 OO
M2 06:31:29.843 +04:51:10.77 17.300 0.007 1.079 0.009 OO
M2 06:31:34.080 +04:49:58.06 16.759 0.004 1.025 0.006 OO
M2 06:31:35.192 +04:54:25.90 17.693 0.004 1.063 0.005 OO
M2 06:31:35.253 +04:56:34.05 21.647 0.020 1.242 0.006 OO
M2 06:31:36.715 +04:57:32.22 17.479 0.007 1.254 0.009 OO
M2 06:31:37.023 +04:58:50.99 18.709 0.005 1.113 0.005 OO
M2 06:31:45.500 +04:56:25.93 17.739 0.007 1.081 0.009 OO
M2 06:31:46.307 +05:00:17.45 18.211 0.007 1.275 0.010 OO
M2 06:31:49.469 +04:55:17.89 18.171 0.005 1.184 0.007 OO
M2 06:31:50.338 +04:57:38.92 16.938 0.007 1.111 0.009 VO
M2 06:31:50.629 +04:58:35.70 18.189 0.008 1.246 0.011 VO
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
M2 06:31:50.728 +04:53:04.97 16.943 0.006 1.328 0.009 OO
M2 06:31:50.933 +04:51:12.55 17.139 0.007 1.159 0.009 OO
M2 06:31:51.499 +04:54:42.47 18.997 0.005 1.306 0.006 OO
M2 06:31:51.563 +04:54:30.16 19.339 0.005 1.720 0.008 OO
M2 06:31:51.937 +04:55:26.70 21.202 0.020 1.206 0.005 OO
M2 06:31:52.198 +04:52:39.87 17.930 0.005 1.198 0.006 OO
M2 06:31:53.826 +04:58:46.71 18.388 0.007 1.214 0.010 OO
M2 06:31:57.247 +04:52:23.78 17.507 0.007 1.239 0.009 VO
M2 06:31:57.752 +04:56:14.09 18.075 0.007 1.196 0.010 OO
M2 06:31:58.214 +04:55:20.04 17.797 0.007 1.158 0.009 OO
M2 06:31:58.843 +04:58:57.37 16.968 0.004 1.150 0.006 OO
M2 06:32:03.650 +04:59:52.12 18.237 0.005 1.310 0.007 OO
M2 06:32:05.070 +04:52:26.77 17.299 0.007 1.251 0.009 VO
M2 06:32:05.120 +04:57:48.76 17.617 0.007 1.250 0.009 OO
M2 06:32:08.674 +04:59:42.49 17.972 0.005 1.197 0.006 OO
M2 06:32:09.249 +05:03:26.59 18.357 0.007 1.235 0.010 OO
M2 06:32:11.707 +04:55:20.27 17.919 0.007 1.114 0.009 OO
M2 06:32:15.335 +05:00:37.73 18.244 0.005 1.330 0.007 OO
M2 06:32:18.012 +04:57:41.07 17.366 0.007 1.262 0.009 OO
M2 06:32:18.142 +05:01:29.86 17.933 0.007 1.273 0.009 OO
M2 06:32:22.419 +04:56:12.18 17.874 0.007 1.293 0.009 OO
M3 06:31:37.102 +04:57:46.47 18.431 0.006 1.305 0.009 OO
M3 06:31:38.906 +04:52:01.21 17.310 0.007 1.495 0.009 OO
M3 06:31:39.597 +04:54:54.30 20.333 0.016 1.323 0.006 OO
M3 06:31:41.106 +04:59:16.64 21.387 0.012 1.476 0.012 OO
M3 06:31:41.439 +04:56:12.59 17.907 0.007 1.370 0.009 OO
M3 06:31:47.780 +04:55:11.87 18.463 0.005 1.381 0.007 OO
M3 06:31:49.637 +04:54:08.94 21.717 0.021 1.292 0.006 OO
M3 06:31:52.618 +04:56:54.69 17.284 0.006 1.486 0.009 OO
M3 06:31:52.840 +04:55:18.47 18.032 0.004 1.246 0.006 OO
M3 06:31:53.508 +04:56:21.03 17.016 0.006 1.266 0.009 OO
M3 06:31:55.610 +04:56:09.21 17.372 0.005 1.456 0.012 OO
M3 06:31:55.802 +04:57:41.02 17.855 0.007 1.160 0.009 VV
M3 06:31:56.658 +04:53:54.45 18.006 0.007 1.381 0.010 OO
M3 06:31:57.214 +04:53:49.25 17.301 0.007 1.300 0.009 OO
M3 06:32:00.113 +05:00:38.65 17.344 0.006 1.403 0.009 OO
M3 06:32:00.677 +04:55:10.82 17.560 0.007 1.317 0.009 OO
M3 06:32:01.653 +04:56:09.75 17.608 0.007 1.374 0.009 OO
continued on next page
177
Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
M3 06:32:04.576 +04:54:23.26 17.746 0.007 1.443 0.009 OO
M3 06:32:09.074 +04:52:16.59 18.337 0.007 1.348 0.014 OO
M3 06:32:09.913 +04:56:49.84 17.729 0.007 1.314 0.009 OO
M3 06:32:10.773 +04:53:26.04 18.245 0.007 1.327 0.010 OO
M3 06:32:11.874 +04:56:33.33 17.479 0.008 1.398 0.012 OO
M3 06:32:12.042 +04:59:12.68 17.005 0.003 1.322 0.005 OO
M3 06:32:12.300 +04:55:42.25 18.397 0.007 1.390 0.011 OO
M3 06:32:12.314 +04:54:18.28 20.991 0.012 1.541 0.007 OO
M3 06:32:23.713 +04:57:30.15 18.619 0.007 1.480 0.011 OO
M3 06:32:29.146 +04:46:25.80 18.572 0.008 1.445 0.011 OO
M3 06:32:38.362 +04:47:05.09 16.805 0.006 1.316 0.009 OO
M4 06:31:34.348 +04:54:41.13 18.290 0.004 1.581 0.006 OO
M4 06:31:36.981 +04:52:52.51 18.040 0.007 1.623 0.010 OO
M4 06:31:42.887 +04:58:01.55 19.555 0.009 1.615 0.013 OO
M4 06:31:43.415 +04:53:00.85 18.890 0.008 1.720 0.011 OO
M4 06:31:46.088 +04:54:44.67 18.312 0.005 1.402 0.007 OO
M4 06:31:46.320 +04:53:20.72 18.790 0.008 1.935 0.012 OO
M4 06:31:46.493 +04:54:03.31 18.138 0.005 1.673 0.007 OO
M4 06:31:47.427 +04:54:20.82 17.694 0.005 1.647 0.006 OO
M4 06:31:50.634 +04:59:08.80 21.227 0.011 1.747 0.013 OO
M4 06:31:51.346 +04:54:34.38 19.162 0.005 1.596 0.007 OO
M4 06:31:52.110 +04:54:51.88 21.294 0.014 1.755 0.006 OO
M4 06:31:52.272 +04:58:33.87 21.813 0.020 1.933 0.020 OO
M4 06:31:52.410 +04:59:16.07 19.437 0.005 1.781 0.008 OO
M4 06:31:54.720 +04:52:10.49 20.737 0.011 1.657 0.020 OO
M4 06:31:55.955 +04:56:50.67 18.719 0.008 1.394 0.035 OO
M4 06:31:56.222 +04:57:08.30 17.754 0.007 1.538 0.010 OO
M4 06:31:58.111 +04:55:39.10 18.178 0.006 1.606 0.011 OO
M4 06:31:58.324 +04:53:10.74 18.230 0.007 1.705 0.010 VV
M4 06:32:00.475 +04:59:46.86 16.587 0.004 0.856 0.006 OO
M4 06:32:01.059 +04:54:30.85 19.148 0.008 1.725 0.013 OO
M4 06:32:04.927 +04:56:00.16 18.062 0.007 1.748 0.010 OO
M4 06:32:06.544 +04:54:08.19 21.764 0.032 1.528 0.010 OO
M4 06:32:07.904 +04:54:35.14 18.516 0.007 1.810 0.011 OO
M4 06:32:12.680 +04:53:43.91 18.714 0.004 1.732 0.007 OO
M4 06:32:13.491 +04:54:23.00 18.123 0.004 1.558 0.006 OO
M4 06:32:14.909 +04:54:43.33 18.656 0.005 1.514 0.007 OO
M4 06:32:17.005 +05:01:23.95 21.418 0.020 1.742 0.013 OO
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Table A.1: continued
Derived SpT α (J2000.0) δ (J2000.0) i σi r-i σr−i Flag
M4 06:32:22.526 +04:54:14.80 17.545 0.005 1.475 0.006 OO
M5 06:31:51.327 +04:57:32.49 18.605 0.007 1.774 0.011 OO
M5 06:31:56.914 +04:53:44.21 18.534 0.007 1.867 0.011 OO
M5 06:32:03.566 +04:56:05.49 19.133 0.008 1.985 0.013 OO
M6 06:31:53.101 +04:59:11.13 20.362 0.006 2.305 0.018 OO
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Table A.2: The derived spectral type, position, magnitude, pho-
tometric uncertainty, and flag for each spectroscopically observed
VIMOS source in Tr 14 associated with a Chandra X-ray source
within 1′′. The R and I magnitudes here are presented in the
Cousins system of Bessell (1990).
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
B6 10:43:52.205 -59:36:58.80 11.495 0.050 0.354 0.071 OO
B6 10:43:43.591 -59:34:03.38 11.671 0.036 0.363 0.051 OO
B7 10:43:57.603 -59:33:38.44 10.674 0.050 0.307 0.071 SO
B7 10:43:53.660 -59:33:28.34 10.655 0.050 0.388 0.071 SO
B7 10:44:01.127 -59:35:34.95 13.831 0.050 0.666 0.071 OO
B7 10:43:56.849 -59:34:14.44 12.431 0.036 0.300 0.051 OO
B7 10:44:46.109 -59:32:22.59 12.663 0.029 0.323 0.042 OO
B7 10:43:38.677 -59:34:43.88 11.591 0.050 0.330 0.071 OO
B7 10:43:55.239 -59:33:14.66 10.502 0.050 0.398 0.071 SO
B7 10:44:13.208 -59:28:33.98 14.847 0.019 0.500 0.028 OO
B7 10:43:40.429 -59:33:24.40 13.823 0.025 0.518 0.040 OO
B7 10:43:40.408 -59:32:58.67 12.657 0.025 0.539 0.036 OO
B7 10:43:59.145 -59:33:33.24 13.154 0.036 0.334 0.051 OO
B7 10:43:52.291 -59:32:36.08 12.818 0.036 0.277 0.051 OO
B8 10:44:14.995 -59:29:17.60 12.873 0.029 0.308 0.042 OO
B8 10:43:40.529 -59:35:39.47 14.611 0.023 0.673 0.035 OO
B8 10:43:36.755 -59:33:15.49 13.574 0.029 0.603 0.042 OO
A2 10:43:41.441 -59:33:53.04 12.269 0.029 0.555 0.042 OO
A3 10:43:46.469 -59:34:42.22 11.460 0.050 0.564 0.071 OO
A4 10:44:16.040 -59:29:36.90 14.188 0.019 0.436 0.030 OO
A4 10:43:55.195 -59:31:21.54 14.451 0.029 0.660 0.039 OO
A9 10:44:06.260 -59:28:23.22 13.354 0.030 0.492 0.042 OO
F1 10:44:37.926 -59:29:09.57 14.181 0.036 0.704 0.050 OO
F5 10:43:48.736 -59:33:24.20 10.139 0.050 0.561 0.071 SO
F6 10:43:43.545 -59:35:45.17 12.555 0.029 0.516 0.042 OO
F6 10:43:15.733 -59:25:49.49 14.433 0.036 0.454 0.050 OO
F9 10:44:23.542 -59:39:41.43 14.970 0.029 0.595 0.042 VO
F9 10:44:48.928 -59:27:35.87 16.148 0.017 0.939 0.023 OO
F9 10:43:28.174 -59:22:18.64 14.173 0.050 0.599 0.071 OO
G0 10:43:46.792 -59:33:56.37 12.421 0.036 0.760 0.051 OO
G0 10:43:36.628 -59:33:42.28 14.256 0.026 0.373 0.044 OO
G1 10:44:22.554 -59:30:45.21 15.067 0.017 0.494 0.023 OO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
G2 10:43:38.189 -59:35:40.01 16.518 0.021 0.612 0.029 OO
G5 10:44:08.043 -59:33:44.38 12.788 0.029 0.754 0.042 OO
G5 10:43:39.247 -59:34:04.88 13.693 0.029 0.818 0.042 OO
G5 10:43:59.887 -59:35:24.18 10.788 0.050 0.730 0.071 SS
G6 10:43:17.227 -59:33:28.67 16.791 0.030 0.754 0.039 OO
G6 10:44:26.917 -59:26:23.41 15.944 0.029 0.978 0.039 OO
G7 10:43:47.365 -59:34:01.37 15.865 0.029 0.881 0.040 OO
G7 10:43:57.193 -59:32:18.04 15.641 0.030 0.976 0.039 OO
G8 10:44:23.644 -59:31:53.35 14.375 0.017 0.760 0.024 OO
G9 10:44:04.026 -59:36:00.46 16.335 0.029 0.887 0.040 VO
G9 10:44:42.234 -59:30:32.06 16.979 0.021 0.761 0.028 OO
G9 10:44:15.219 -59:34:04.45 14.708 0.019 0.779 0.026 OO
G9 10:43:36.930 -59:32:47.55 14.285 0.016 0.818 0.022 OO
G9 10:43:43.493 -59:36:12.73 15.727 0.029 0.901 0.042 OO
G9 10:44:34.974 -59:27:25.56 14.394 0.023 0.551 0.034 OO
K0 10:43:44.846 -59:34:56.70 15.183 0.029 0.906 0.039 VO
K0 10:43:33.753 -59:30:12.45 15.192 0.021 0.747 0.028 OO
K0 10:44:30.289 -59:34:02.72 14.344 0.036 0.786 0.050 OO
K0 10:43:37.056 -59:32:10.98 17.562 0.022 0.784 0.030 OO
K0 10:43:54.388 -59:33:02.89 12.653 0.036 0.816 0.051 OO
K0 10:43:41.563 -59:32:06.66 13.889 0.023 0.821 0.034 OO
K0 10:44:16.467 -59:35:10.34 14.386 0.029 0.820 0.044 OO
K0 10:44:01.715 -59:31:01.52 14.044 0.036 0.824 0.050 OO
K0 10:43:39.773 -59:34:45.39 13.690 0.036 0.852 0.051 OO
K0 10:43:31.406 -59:31:56.05 15.758 0.021 0.902 0.028 OO
K0 10:44:03.915 -59:27:57.33 16.530 0.029 0.911 0.039 OO
K0 10:44:19.442 -59:29:25.06 16.603 0.021 0.923 0.028 OO
K0 10:44:20.427 -59:35:18.65 16.922 0.030 0.928 0.040 OO
K0 10:44:10.192 -59:35:55.08 16.512 0.030 0.960 0.043 OO
K0 10:43:32.221 -59:35:11.19 15.177 0.036 0.496 0.051 OO
K0 10:43:56.697 -59:30:26.34 15.810 0.029 0.976 0.041 OO
K0 10:43:43.254 -59:34:25.33 15.199 0.021 0.613 0.028 OO
K0 10:44:45.091 -59:29:25.11 14.240 0.026 0.875 0.039 OO
K0 10:44:48.357 -59:31:43.59 14.799 0.029 0.696 0.042 VO
K0 10:43:31.599 -59:29:10.28 16.168 0.029 0.870 0.039 OO
K1 10:44:28.235 -59:35:45.48 17.121 0.030 0.636 0.041 OO
K1 10:44:02.754 -59:39:46.15 11.867 0.050 0.608 0.071 OO
K1 10:43:48.804 -59:32:27.14 14.973 0.021 0.639 0.030 OO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
K1 10:44:03.154 -59:31:31.54 15.118 0.029 0.807 0.039 OO
K1 10:44:18.992 -59:36:30.75 16.671 0.036 0.898 0.046 VO
K1 10:45:00.183 -59:30:12.05 16.377 0.029 0.928 0.039 OO
K1 10:44:11.738 -59:32:48.78 16.613 0.021 0.965 0.028 OO
K1 10:44:16.533 -59:33:04.34 16.167 0.021 1.011 0.028 OO
K1 10:43:31.231 -59:32:42.72 16.521 0.021 1.029 0.029 OO
K1 10:44:33.996 -59:33:41.40 16.517 0.030 1.076 0.043 VO
K1 10:44:33.012 -59:34:22.95 15.631 0.029 0.757 0.039 VO
K1 10:44:06.249 -59:30:06.55 15.322 0.029 0.950 0.039 OO
K1 10:44:32.483 -59:30:26.32 15.326 0.029 0.813 0.039 OO
K1 10:44:16.368 -59:37:52.47 15.553 0.029 0.975 0.040 VO
K1 10:44:33.538 -59:32:19.74 16.327 0.025 0.986 0.035 OO
K1 10:44:06.836 -59:29:40.95 15.184 0.029 1.135 0.039 OO
K1 10:43:35.426 -59:29:30.80 15.843 0.029 0.709 0.039 OO
K1 10:44:14.408 -59:30:11.53 15.367 0.021 0.930 0.028 OO
K1 10:44:43.069 -59:36:37.46 17.024 0.031 1.714 0.089 OO
K1 10:44:23.671 -59:36:17.27 16.117 0.029 0.416 0.039 OO
K2 10:44:30.947 -59:28:43.02 15.998 0.029 1.023 0.039 OO
K2 10:44:08.698 -59:33:17.92 16.689 0.021 1.142 0.030 OO
K2 10:43:30.763 -59:31:30.69 17.475 0.031 0.693 0.044 OO
K2 10:43:09.137 -59:27:34.05 15.408 0.029 0.798 0.039 OO
K2 10:43:47.726 -59:34:33.51 15.152 0.029 0.805 0.039 OO
K2 10:44:06.325 -59:32:02.36 14.819 0.023 0.899 0.029 OO
K2 10:43:54.674 -59:33:09.20 14.567 0.023 0.903 0.031 OO
K2 10:44:17.399 -59:26:46.01 14.949 0.019 0.920 0.026 OO
K2 10:43:52.055 -59:35:56.04 14.745 0.036 0.944 0.051 OO
K2 10:44:30.860 -59:29:48.27 15.912 0.029 0.940 0.039 OO
K2 10:44:47.338 -59:30:31.67 16.285 0.029 1.003 0.039 OO
K2 10:43:38.910 -59:33:49.87 15.119 0.029 0.997 0.046 OO
K2 10:44:07.778 -59:33:08.38 16.254 0.021 1.028 0.028 OO
K2 10:44:13.044 -59:33:22.41 16.056 0.021 1.027 0.028 OO
K2 10:44:10.838 -59:32:21.91 15.991 0.021 1.035 0.028 OO
K2 10:44:10.171 -59:32:58.60 17.090 0.021 1.053 0.029 OO
K2 10:43:35.691 -59:33:09.44 16.428 0.030 1.068 0.043 OO
K2 10:43:34.428 -59:30:07.23 16.854 0.021 0.597 0.028 OO
K2 10:43:41.131 -59:30:03.07 16.418 0.021 0.661 0.028 OO
K2 10:44:14.253 -59:35:02.66 16.172 0.029 0.807 0.039 OO
K2 10:44:18.054 -59:30:59.36 16.816 0.021 1.187 0.029 OO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
K2 10:43:40.914 -59:35:07.58 19.934 0.046 1.709 0.302 OO
K2 10:43:43.954 -59:31:18.15 14.346 0.018 0.638 0.026 OO
K2 10:44:39.841 -59:32:40.17 15.896 0.029 0.821 0.039 OO
K2 10:44:08.166 -59:32:47.07 14.886 0.018 0.892 0.024 OO
K2 10:44:14.989 -59:30:50.35 16.575 0.030 1.059 0.040 OO
K2 10:43:54.070 -59:35:05.26 17.255 0.030 0.926 0.042 VO
K2 10:44:14.685 -59:32:09.73 15.519 0.017 0.995 0.023 OO
K2 10:44:16.484 -59:35:44.54 16.621 0.030 0.745 0.040 OO
K2 10:43:38.331 -59:29:35.78 15.300 0.021 0.818 0.028 OO
K2 10:44:53.668 -59:33:09.55 15.073 0.021 0.586 0.030 OO
K2 10:44:11.815 -59:29:06.10 14.147 0.029 0.972 0.039 OO
K3 10:44:45.335 -59:36:10.54 16.942 0.030 0.935 0.047 OO
K3 10:44:29.783 -59:34:13.57 15.313 0.029 0.782 0.039 VO
K3 10:43:59.132 -59:33:48.62 17.034 0.031 0.787 0.042 OO
K3 10:43:52.671 -59:32:04.70 15.038 0.029 0.801 0.039 OO
K3 10:44:08.445 -59:37:34.32 15.999 0.029 0.802 0.040 VO
K3 10:44:14.886 -59:35:25.84 16.240 0.029 0.836 0.039 OO
K3 10:44:12.776 -59:34:06.74 16.483 0.030 0.875 0.039 OO
K3 10:43:53.255 -59:32:02.20 14.463 0.023 0.878 0.031 OO
K3 10:44:12.263 -59:34:25.03 15.439 0.021 0.885 0.028 OO
K3 10:44:36.756 -59:33:42.49 14.464 0.036 0.903 0.051 OO
K3 10:44:16.309 -59:26:00.23 16.466 0.021 0.911 0.028 OO
K3 10:43:51.245 -59:32:35.79 15.777 0.029 0.939 0.039 OO
K3 10:43:59.558 -59:34:34.96 15.692 0.023 0.948 0.038 OO
K3 10:44:09.856 -59:32:14.93 15.511 0.021 0.964 0.028 OO
K3 10:44:03.982 -59:33:22.70 16.956 0.030 1.000 0.042 OO
K3 10:44:25.788 -59:33:54.47 16.555 0.029 1.000 0.049 OO
K3 10:44:24.741 -59:30:18.23 16.184 0.029 1.031 0.039 OO
K3 10:43:55.305 -59:28:19.27 17.082 0.021 1.061 0.028 OO
K3 10:43:47.769 -59:24:36.23 16.465 0.029 1.113 0.039 VO
K3 10:44:24.655 -59:31:50.35 17.771 0.031 1.169 0.053 OO
K3 10:43:40.277 -59:35:46.20 16.885 0.031 1.234 0.061 OO
K3 10:43:50.680 -59:37:58.92 17.423 0.030 1.478 0.049 VO
K3 10:43:30.790 -59:31:36.63 17.237 0.022 0.764 0.034 OO
K3 10:43:39.950 -59:35:00.28 17.189 0.030 0.951 0.041 OO
K3 10:43:41.408 -59:28:34.33 16.064 0.017 0.960 0.023 OO
K3 10:43:35.943 -59:34:13.83 16.920 0.034 1.129 0.081 OO
K3 10:43:41.653 -59:32:46.80 16.211 0.021 0.638 0.029 OO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
K3 10:44:19.672 -59:31:00.09 15.969 0.017 0.836 0.023 OO
K3 10:44:13.519 -59:30:15.37 15.855 0.029 1.119 0.039 OO
K3 10:43:52.892 -59:33:01.75 14.535 0.026 1.042 0.040 OO
K3 10:43:20.739 -59:24:12.38 15.728 0.029 0.953 0.039 OO
K4 10:44:26.843 -59:33:44.86 17.523 0.030 1.159 0.045 VO
K4 10:43:58.755 -59:31:55.95 17.307 0.031 1.218 0.048 OO
K4 10:43:38.111 -59:33:07.66 17.268 0.032 0.785 0.047 OO
K4 10:44:09.253 -59:37:18.61 15.649 0.029 0.920 0.040 VO
K4 10:44:46.373 -59:36:03.41 16.620 0.021 0.927 0.031 OO
K4 10:43:58.561 -59:31:58.27 15.282 0.029 0.946 0.039 OO
K4 10:43:58.419 -59:32:36.04 15.917 0.034 0.953 0.047 OO
K4 10:43:32.421 -59:31:53.97 17.382 0.022 0.964 0.031 OO
K4 10:44:24.882 -59:37:02.67 15.655 0.029 0.997 0.042 OO
K4 10:43:56.704 -59:31:47.57 14.657 0.023 1.027 0.031 OO
K4 10:43:51.568 -59:32:36.76 15.921 0.030 1.035 0.039 OV
K4 10:43:50.237 -59:33:25.55 17.069 0.020 1.046 0.036 OO
K4 10:43:36.730 -59:32:31.39 15.507 0.021 1.068 0.028 OO
K4 10:43:31.450 -59:32:33.94 16.116 0.021 1.094 0.028 OO
K4 10:43:51.341 -59:28:42.60 18.181 0.032 1.149 0.045 OO
K4 10:43:56.162 -59:34:06.91 17.480 0.031 1.166 0.049 VO
K4 10:43:05.613 -59:26:01.08 17.749 0.030 1.390 0.041 OO
K4 10:44:10.321 -59:30:00.74 16.039 0.029 0.921 0.039 OO
K4 10:43:41.135 -59:34:42.12 16.653 0.021 1.133 0.029 OO
K4 10:43:39.403 -59:33:57.74 16.760 0.031 0.985 0.043 OO
K4 10:44:18.296 -59:36:16.98 16.967 0.030 1.153 0.047 OO
K5 10:43:40.310 -59:32:45.12 16.725 0.021 0.888 0.030 OO
K5 10:44:19.218 -59:34:44.84 17.296 0.030 0.858 0.046 OO
K5 10:43:47.042 -59:27:06.38 16.160 0.029 1.034 0.039 OO
K5 10:43:33.554 -59:32:52.44 17.565 0.023 1.276 0.058 OO
K6 10:44:14.737 -59:32:37.12 16.827 0.017 0.913 0.023 OO
K6 10:44:12.518 -59:26:28.01 16.969 0.017 1.262 0.023 OO
K6 10:44:22.695 -59:33:57.11 17.333 0.021 1.242 0.033 OO
K7 10:43:44.213 -59:28:46.12 18.161 0.032 0.954 0.045 OO
K7 10:44:00.267 -59:29:12.19 17.043 0.030 1.313 0.042 OO
K7 10:44:10.329 -59:39:56.43 16.943 0.030 0.826 0.043 OO
K7 10:44:45.964 -59:30:02.98 16.786 0.030 0.857 0.039 OO
K7 10:44:34.578 -59:35:16.15 17.734 0.031 0.914 0.043 OO
K7 10:44:01.327 -59:31:24.28 16.916 0.030 0.960 0.043 OO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
K7 10:43:50.225 -59:30:55.90 17.335 0.031 0.986 0.046 OO
K7 10:44:25.662 -59:32:19.94 16.957 0.021 1.158 0.037 OO
K7 10:44:10.102 -59:31:31.78 16.864 0.019 1.488 0.025 OO
M0 10:44:24.089 -59:33:53.62 17.288 0.030 1.320 0.056 OO
M0 10:44:34.141 -59:35:09.81 16.610 0.030 0.975 0.043 VO
M0 10:43:50.116 -59:30:47.58 17.985 0.033 0.999 0.053 OV
M0 10:44:10.035 -59:35:09.10 16.938 0.021 0.996 0.029 OO
M0 10:44:17.514 -59:29:16.00 17.087 0.021 1.030 0.028 OO
M0 10:43:39.376 -59:27:24.35 18.064 0.022 1.028 0.030 OO
M0 10:44:19.282 -59:29:16.56 17.500 0.022 1.035 0.030 OO
M0 10:44:33.181 -59:27:27.52 17.017 0.021 1.061 0.028 OO
M0 10:44:15.564 -59:29:57.39 17.041 0.021 1.055 0.030 OO
M0 10:43:53.488 -59:30:22.67 16.039 0.029 1.074 0.039 OO
M0 10:43:47.354 -59:33:06.01 16.219 0.029 1.072 0.040 OO
M0 10:43:44.183 -59:27:43.31 17.035 0.030 1.081 0.039 OO
M0 10:43:50.733 -59:34:52.32 18.283 0.033 1.103 0.06 OO
M0 10:43:58.185 -59:29:52.06 15.416 0.029 1.103 0.039 OO
M0 10:43:52.816 -59:28:42.53 16.044 0.029 1.120 0.039 OO
M0 10:44:14.356 -59:35:32.85 17.308 0.021 1.152 0.031 OO
M0 10:43:52.664 -59:26:50.34 16.617 0.029 1.233 0.039 OO
M0 10:44:08.247 -59:33:13.54 15.673 0.021 1.228 0.028 OO
M0 10:43:27.239 -59:33:17.90 17.844 0.025 1.230 0.062 OO
M0 10:43:43.819 -59:34:11.17 17.690 0.023 1.306 0.047 OO
M0 10:43:38.794 -59:31:54.91 16.438 0.029 1.318 0.040 OO
M0 10:43:37.341 -59:35:29.22 17.581 0.022 1.349 0.036 OO
M0 10:43:53.069 -59:33:39.63 16.805 0.030 1.363 0.044 OO
M0 10:44:17.188 -59:30:08.72 17.056 0.021 1.370 0.031 OO
M0 10:43:23.363 -59:32:19.79 17.700 0.022 1.375 0.042 OO
M0 10:44:30.153 -59:32:01.09 17.689 0.030 1.555 0.046 OO
M0 10:44:06.692 -59:33:27.36 18.515 0.025 1.624 0.07 OO
M0 10:43:27.623 -59:31:43.57 17.999 0.032 0.619 0.047 VO
M0 10:43:36.815 -59:31:54.65 17.672 0.031 0.922 0.051 OO
M0 10:44:07.357 -59:36:59.96 15.893 0.029 0.963 0.042 VO
M0 10:44:11.760 -59:32:26.39 17.546 0.018 0.992 0.027 OO
M0 10:44:00.050 -59:36:39.70 16.282 0.029 1.074 0.040 VO
M0 10:44:02.811 -59:33:19.57 15.640 0.029 1.095 0.039 OO
M0 10:44:44.961 -59:28:54.04 17.336 0.030 1.097 0.040 OO
M0 10:44:09.850 -59:32:04.62 16.094 0.021 1.128 0.028 OO
continued on next page
185
Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
M0 10:43:51.182 -59:31:15.13 16.324 0.029 1.244 0.039 OO
M0 10:43:44.422 -59:32:49.38 16.654 0.030 1.297 0.052 OO
M0 10:44:08.588 -59:37:16.06 16.914 0.021 1.482 0.050 OO
M0 10:44:09.689 -59:34:14.88 17.273 0.022 1.507 0.038 OO
M0 10:44:31.888 -59:38:03.68 16.729 0.031 0.964 0.046 OO
M0 10:43:22.069 -59:23:50.29 16.183 0.029 1.095 0.039 OO
M0 10:43:44.544 -59:33:17.63 16.919 0.021 1.125 0.033 OO
M0 10:43:41.391 -59:27:30.73 16.351 0.021 1.167 0.028 OO
M0 10:44:03.566 -59:28:03.01 17.612 0.030 1.234 0.040 OO
M0 10:44:38.658 -59:35:45.22 16.919 0.030 1.069 0.042 OO
M0 10:43:42.192 -59:28:48.17 18.304 0.019 1.426 0.030 OO
M1 10:43:56.710 -59:33:10.07 15.558 0.031 1.105 0.042 OO
M1 10:43:39.920 -59:34:31.14 18.306 0.025 0.766 0.038 OO
M1 10:44:21.471 -59:31:23.86 17.963 0.022 0.938 0.035 OO
M1 10:43:30.573 -59:32:58.59 17.482 0.022 1.088 0.036 OO
M1 10:43:24.469 -59:29:19.90 16.461 0.021 1.113 0.028 OO
M1 10:44:03.412 -59:28:36.06 17.345 0.036 1.145 0.047 OO
M1 10:44:11.460 -59:33:24.29 17.270 0.021 1.204 0.030 OO
M1 10:44:16.240 -59:32:41.51 17.857 0.018 1.225 0.029 OO
M1 10:43:41.081 -59:32:19.20 17.728 0.022 1.222 0.040 OO
M1 10:43:51.539 -59:38:59.13 16.898 0.030 1.222 0.041 OO
M1 10:44:18.698 -59:31:40.30 17.242 0.021 1.250 0.030 OO
M1 10:44:30.607 -59:35:36.52 16.582 0.030 1.255 0.089 VO
M1 10:44:17.210 -59:31:08.91 18.081 0.018 1.278 0.030 OO
M1 10:43:37.415 -59:34:20.19 18.102 0.023 1.289 0.077 OO
M1 10:44:18.294 -59:33:32.58 18.282 0.023 1.344 0.043 OO
M1 10:44:06.686 -59:31:48.79 15.548 0.021 1.344 0.028 OO
M1 10:44:18.159 -59:33:36.37 18.166 0.032 1.377 0.062 OO
M1 10:43:47.401 -59:28:11.93 17.657 0.022 1.397 0.031 OO
M1 10:43:43.897 -59:33:26.54 18.249 0.023 1.414 0.055 OO
M1 10:43:25.116 -59:30:41.08 18.885 0.020 1.429 0.038 OO
M1 10:45:01.346 -59:26:36.85 16.979 0.023 1.523 0.030 OO
M1 10:43:34.901 -59:33:26.88 18.144 0.045 1.551 0.179 VO
M1 10:43:51.001 -59:34:21.48 17.439 0.022 1.562 0.055 OO
M1 10:44:06.604 -59:37:19.14 17.777 0.023 1.848 0.075 OO
M1 10:43:47.784 -59:32:41.14 18.082 0.032 2.369 0.133 OO
M1 10:43:41.263 -59:31:36.16 18.255 0.023 0.966 0.032 OO
M1 10:43:43.392 -59:32:43.74 16.987 0.030 1.056 0.042 OO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
M1 10:44:06.604 -59:31:28.76 17.822 0.022 1.081 0.033 OO
M1 10:43:26.763 -59:31:52.04 18.479 0.021 1.133 0.054 OO
M1 10:43:52.876 -59:32:24.38 17.417 0.024 1.385 0.035 OO
M1 10:43:04.420 -59:29:53.75 18.586 0.032 1.442 0.050 OO
M1 10:44:14.578 -59:26:51.96 17.917 0.018 1.285 0.025 OO
M1 10:44:11.173 -59:35:39.27 18.137 0.023 1.413 0.052 OO
M1 10:43:19.504 -59:29:41.62 17.666 0.033 -0.020 0.045 OO
M1 10:44:46.606 -59:32:32.26 18.207 0.019 1.119 0.029 OO
M1 10:43:53.619 -59:32:52.57 16.020 0.041 1.272 0.057 OO
M2 10:44:44.320 -59:31:19.85 17.994 0.031 1.403 0.044 VO
M2 10:43:18.104 -59:26:23.25 18.920 0.024 1.505 0.050 OO
M2 10:44:08.396 -59:36:29.86 17.050 0.021 1.527 0.048 OO
M2 10:43:39.891 -59:34:24.54 18.508 0.024 1.576 0.073 OO
M2 10:44:01.753 -59:32:57.94 17.963 0.023 1.696 0.056 OO
M2 10:43:42.524 -59:31:12.55 18.352 0.023 1.735 0.037 OO
M2 10:44:14.765 -59:34:23.74 18.527 0.036 1.110 0.082 VO
M2 10:43:34.563 -59:30:49.43 17.998 0.032 1.118 0.047 OO
M2 10:44:13.684 -59:31:56.38 18.545 0.020 1.159 0.032 OO
M2 10:44:16.775 -59:28:56.95 18.192 0.018 1.224 0.029 OO
M2 10:44:15.763 -59:28:31.94 15.503 0.017 1.351 0.023 OO
M2 10:43:49.777 -59:31:06.03 18.690 0.041 1.748 0.140 OO
M2 10:43:32.886 -59:30:16.92 18.922 0.021 1.171 0.051 OO
M2 10:43:50.969 -59:32:11.00 17.075 0.030 1.548 0.051 OO
M3 10:43:41.257 -59:34:32.80 19.207 0.027 1.023 0.076 OO
M3 10:43:30.443 -59:31:22.56 19.346 0.040 1.330 0.134 OO
M3 10:43:51.807 -59:29:36.92 18.298 0.033 1.357 0.076 OO
M3 10:44:06.485 -59:31:58.53 18.528 0.017 1.555 0.045 OO
M3 10:45:02.346 -59:28:47.37 17.724 0.030 1.555 0.042 OO
M3 10:43:18.810 -59:28:09.23 19.180 0.038 1.652 0.121 OO
M3 10:43:53.949 -59:33:35.21 18.764 0.034 1.776 0.108 OO
M3 10:43:36.967 -59:36:09.31 18.635 0.025 1.786 0.058 OO
M3 10:44:23.340 -59:32:08.98 18.119 0.018 1.804 0.050 OO
M3 10:44:16.930 -59:37:14.68 18.231 0.019 2.036 0.085 OO
M3 10:43:41.118 -59:32:26.96 18.329 0.017 2.536 0.101 OO
M3 10:43:13.425 -59:32:32.88 16.856 0.021 1.699 0.028 OO
M3 10:44:22.392 -59:32:27.62 18.085 0.023 0.458 0.035 OO
M3 10:43:59.627 -59:36:05.99 19.266 0.040 0.727 0.135 OO
M3 10:44:03.912 -59:35:14.70 18.138 0.032 1.458 0.074 VO
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Table A.2: continued
Derived SpT α (J2000.0) δ (J2000.0) I σI R-I σR−I Flag
M3 10:43:49.052 -59:30:13.54 18.079 0.033 1.642 0.073 OO
M3 10:44:23.548 -59:30:31.42 17.641 0.022 1.678 0.030 OO
M3 10:44:08.844 -59:36:50.77 19.197 0.023 1.774 0.115 OO
M3 10:43:43.332 -59:32:55.27 18.312 0.018 1.875 0.049 OO
M3 10:43:42.353 -59:33:37.54 17.153 0.033 0.012 0.061 OO
M3 10:43:42.600 -59:30:53.96 18.450 0.023 1.450 0.042 OO
M3 10:43:57.157 -59:33:17.60 18.906 0.103 3.326 0.848 OO
M3 10:43:35.202 -59:35:24.62 18.599 0.025 0.916 0.042 OO
M4 10:44:47.413 -59:35:08.07 15.117 0.029 1.305 0.039 OO
M4 10:43:42.856 -59:33:31.18 19.060 0.029 2.335 0.278 OO
M4 10:44:11.941 -59:39:13.71 19.708 0.070 0.704 0.160 OO
M5 10:44:08.802 -59:32:05.84 18.205 0.023 0.997 0.034 OO
M6 10:44:25.245 -59:35:27.29 18.550 0.017 2.483 0.048 OO
Appendix B
Full Resolution Spectra of ε Indi Ba, Bb
The full resolution spectra of both ε Indi Ba (red lines) and ε Indi Bb (blue lines) are plotted from
∼0.63 to ∼5.1 µm to allow closer inspection of fine features.
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Figure B.1: The full resolution ε Indi Ba, Bb spectra from 0.63–0.85 µm.
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Figure B.2: The full resolution ε Indi Ba, Bb spectra from 0.63–0.85 µm.
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Figure B.3: The full resolution ε Indi Ba, Bb spectra from 0.80–1.00 µm.
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Figure B.4: The full resolution ε Indi Ba, Bb spectra from 1.00–1.165 µm.
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Figure B.5: The full resolution ε Indi Ba, Bb spectra from 1.15–1.31 µm.
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Figure B.6: The full resolution ε Indi Ba, Bb spectra from 1.30–1.465 µm.
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Figure B.7: The full resolution ε Indi Ba, Bb spectra from 1.45–1.615 µm.
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Figure B.8: The full resolution ε Indi Ba, Bb spectra from 1.60–1.765 µm.
197
 0 1 2
 1
.9
4
 1
.9
6
 1
.9
8
 2
 2
.0
2
 2
.0
4
 2
.0
6
Flux  (10
!14
 W m
!2
 µm
!1
)
W
av
ele
ng
th
 (m
icr
on
s)
Figure B.9: The full resolution ε Indi Ba, Bb spectra from 1.75–1.925 µm.
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Figure B.10: The full resolution ε Indi Ba, Bb spectra from 1.95–2.065 µm.
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Figure B.11: The full resolution ε Indi Ba, Bb spectra from 2.05–2.205 µm.
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Figure B.12: The full resolution ε Indi Ba, Bb spectra from 2.20–2.36 µm.
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Figure B.13: The full resolution ε Indi Ba, Bb spectra from 2.80–4.20 µm.
202
 0
 0
.5 1
 4
.6
 4
.8
 5
Flux  (10
!14
 W m
!2
 µm
!1
)
W
av
ele
ng
th
 (m
icr
on
s)
! I
nd
i B
a 
an
d 
Bb
 T
he
rm
al!
IR
 S
pe
ctr
a 
! 
R=
25
0
Figure B.14: The full resolution ε Indi Ba, Bb spectra from 4.5–5.1 µm.
