A new clustering routing method based on predictive energy consumption efficiency (PECE) for a wireless sensor network (WSN) is presented in this paper. It consists of two stages: cluster formation and stable data transfer. In the cluster formation stage, we design an energy-saving clustering routing algorithm based on the node degree, the relative distance between nodes, and the rest energy of nodes. When this algorithm selects the cluster head, the node degree and the relative distance between the nodes are fully considered, so the selected cluster not only has better coverage performance but also short average distance from other member nodes in the formative cluster; therefore, the cost of communications within the clusters is small. In the stable data transfer stage, by using bee colony optimization (BCO), we design a PECE strategy for data transmission. On the basis of considering the predictive values of energy consumption, the hops, and the propagation delay on this route, this strategy gives a precise definition of the route yield by using two types of bee agent to predict the route yield of each routing path from the source node to the sink node. Through the optimization design of the algorithm, it can improve the quality of clusters, thereby increasing the overall network performance, and reduces and balances the energy consumption of whole network and prolongs the survival time of the network.
Introduction
A wireless sensor network (WSN) is composed of a large number of low-cost and low-power wireless sensor nodes. They are deployed in the specified area and form a wireless network by way of self-organizing. They can work normally at a wicked or special environment that people cannot close. This technology has been widely used in the industry, military, environmental monitoring, and medical and other fields. These nodes can be deployed easily, but they can only use the battery, and it is difficult to change the battery, so how to prolong the life cycle of the whole network is one of the hot research topics in WSN [1, 2] . WSN routing protocol is responsible for looking for a data transfer path in the network layer. The data packet from the source node is forwarded to the data-receiving node by way of multi-hop communication on this path. The stand or fall of routing protocol directly determines the value of energy consumption when the sensor nodes are transmitting data and the survival time of the network [3] . For these characteristics of the nodes in network, like random deployment, limited energy, selforganizing, and frequent changes in network topology, there are better adaptability and energy efficiency by using a hierarchy routing algorithm based on clustering than using the plane routing algorithm [4] . Clustering algorithm is to divide the sensor network nodes into different clusters. Every cluster has a cluster head node, and the other member nodes send information to the cluster head node which continues to fuse and forward these data. Among them, it is the key of clustering algorithm to select a cluster head, and research about how to lower the node energy consumption by selecting the cluster head and then form a high-quality cluster has an important significance.
Swarm intelligence (SI) is a kind of compute intelligent algorithm based on the research of the collective behavior of social insects in a decentralized and selforganizing system, as described in [5] . The ant colony optimization [6] and the bee colony optimization [7] have been widely used in network colony intelligence technology.
Swarm intelligence is used to solve a given problem by a kind of collective act of autonomous agents which interact with each other in the distributed environment, in order to find a global solution to this problem, as defined in [8] . The design algorithm of swarm intelligence is inspired by the collective act of the insects (such as bees, termites, and ants) which exist in a decentralized and self-organizing system or other animal society [9] [10] [11] [12] [13] [14] [15] . These insects live in a hostile and dynamic environment; they survive through coordination and cooperation. They communicate with each other directly or indirectly via the environment to communicate in order to complete their basic tasks, such as foraging, division of labor, nesting, or hatching classification [15] [16] [17] [18] [19] [20] .
The bee colony optimization (BCO) model is a new paradigm of swarm intelligence. It mainly requires two types of agents that are used for routing [21] [22] [23] [24] [25] [26] : the scouts find out the new route to sink node as required, and the foragers will transmit the data packets and evaluate the quality of the route that has been found by the predictive energy consumption of the routing path and the end-to-end delay [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . The foragers perceive the network state and evaluate the different routes in WSN according to the measured indicators, and then choose the suitable path for routing data packets with the intent to maximize the survival time of the network [37] [38] [39] [40] [41] [42] [43] [44] [45] .
We propose a novel clustering routing approach based on predictive energy consumption efficiency (PECE) for a wireless sensor network in this paper. First, in the cluster formation stage, from the perspective of how to choose a cluster head, we design an energy-saving clustering routing algorithm based on the node degree, the relative distance between nodes, and the rest energy of nodes. This algorithm ensures the uniform distribution of cluster heads and the balance of cluster size, and the high-energy nodes have priority to be the cluster head. Then, in the stable data transfer stage, inspired by the process that the bees look for their food, we design a new strategy for predictive energy-efficient data transmission, in order to find all the possible paths from a source node to a sink node and select the optimal path from them. This strategy of data transmission is based on two basic parameters: the energy consumption of the routing path and the end-to-end delay. These two parameters reflect the yield of the path that has been distributed to the forager agent.
Related works

LEACH method for clustering routing
In the current typical algorithms for clustering routing, the LEACH (Low-Energy Adaptive Clustering Hierarchy) proposed by [9] is one of the most representative clustering algorithms. This is an adaptive topology algorithm; it executes the process of cluster reconstruction periodically. In the process of cluster formation, the nodes in the WSN have the same probability to act as the cluster head. The selection of the cluster head is random, so the energy consumption of nodes is balanced. However, the random selection mechanism does not consider the rest energy of nodes and cannot guarantee the scalar rationality and the distributional uniformity of the cluster head node [10] . On this basis, some researchers propose the LEACH-ED [11] protocol based on the distance from the source node to the cluster head node and the rest energy, and the LEACH-T [12] protocol which uses the interval instead of the random number of cluster head and the threshold. But the two improved protocols also have not considered the distributive rationality of the cluster head node.
PEGASIS protocol
The PEGASIS (Power-Efficient GAthering in Sensor Information Systems) protocol [13] proposed by Lindsey etc. makes a chain which has a minimum sum of the length with all the nodes in WSN by a greedy algorithm. Each node of the chain just sends and receives data only once and sends data with a minimum power. The nodes select a cluster randomly to communicate with the base station each round, reducing the data traffic. Experiments proved that PEGASIS has a nearly double life cycle than LEACH. But it has a routing cavity problem just like that shown in Fig. 1 .
TEEN and EEUC methods
TEEN (Threshold Sensitive Energy Efficient Sensor
Network Protocol) [14] adopted a sink searching and message forecast path as shown in Fig. 2 . It should set hard and soft thresholds, so it is very complex. EEUC (Energy-Efficient Unequal Clustering) [14] adopted a multi-hop wireless communication method. The energy consumption included inter-cluster and intra-cluster. When the number of hops is larger, the energy consumption also is larger.
Other existing schemes
Many previous research efforts have tried to achieve trade-offs in terms of delay, energy cost, and load balancing for such data collection tasks [15] [16] [17] [18] [19] [20] . Many recent research efforts on open vehicle routing (OVR) problems [21] [22] [23] [24] [25] [26] have been studied, which are active areas in operations research and based on similar assumptions and constraints compared to sensor networks. Several new insights motivate the scholars [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] to adapt these schemes so that they can solve or prove certain challenging problems in WSN applications, such as the data collection protocol called EDAL, which stands for Energy-efficient Delay-aware Lifetime-balancing data collection [38] [39] [40] [41] [42] [43] [44] [45] . For example, the authors in [38] propose an online, multi-objective optimization (MO) algorithm to efficiently schedule the nodes of a WSN and to achieve maximum lifetime. Instead of dealing with traditional grid or uniform coverage, they focus on the differentiated or probabilistic coverage where different regions require different levels of sensing. The MO scheme helps to attain a better trade-off among energy consumption, lifetime, and coverage. The scheme can be run every time a node failure occurs due to power failure of the node battery so that it may reschedule the network. This is a good scheme. Due to the length limit of the paper, we cancel comments of the other papers.
Principle and model of the approach
By analyzing the shortcomings of typical protocols for clustering routing in WSN mentioned above, combined with the BCO model, this paper proposes a new method, PECE. Compared with the typical protocols, the new protocol improves the quality of clusters, reduces and balances the whole network energy consumption, and prolongs the survival time of the network. Our PECEbased clustering routing approach will adopt routing setup and communication process (including step (a) to step (f )) as illustrated in Fig. 3 . The BCO model is a new generic swamp intelligence (SI) optimization technology, which achieves the effective labor employment and energy consumption through a distributed multi-agent model. The ant colony optimization (ACO) model mainly adopts a natural insectival behavior that is "looking for food" to find the shortest path between the colony and the source of food. Different from the ACO, the BCO mainly adopts two natural behaviors from the social life of bees: the behavior in the process of mating and the behavior in the process of foraging. Mating behavior is actually used as a powerful SI optimization clustering technology, and this technology could compete with other typical algorithms for clustering and other SI optimization models particularly the ACO. The foraging behaviors used in this study are based on the behavior of bees in nature to find the food source. This behavior aims to find the highest quality food source. Inside the hive, the bees are divided into five kinds plus the queen. The bees living in the hive are "food packager" and "caregivers"; both are responsible for feeding the queen and bee brood larvae. The other three kinds of bees take part in the process of searching food: "scouts", "foragers", and "worker bees". Our proposed routing approach will take advantage of the process of foraging bees. There are mainly three types of bees participating in this process:
Scouts
Scouts are responsible for discovering all possible food sources (all paths). Then, they direct foragers to them from the hive through the "swing dance"; this swing dance indicates the orientation of food.
Spectator (or forager)
They are responsible for evaluating the discovery food sources (based on nectar quantity and quality) and employ the worker bees and direct them to the position where they are located.
Worker bees (or hire bee)
Worker bees gather nectar at the evaluated food source following the forager. After giving up a food source, a worker bee can transform into a scout bee and find the next potential food sources. Inspired by foraging behavior and based on the artificial bee colony (ABC) algorithm [15] , Karaboga defined clustering as a process of identifying natural grouping or swarm in multi-dimensional data. Distance measurement is commonly used to assess the similarity between patterns. Given N objects, each object is assigned to one of the K clusters. The sum of squares of the Euclidean distance from each object to their cluster's center can be calculated. The objective of clustering would be to minimize Eq. (1):
In the formula above, W ij is the correlation weight of mode X i and cluster j, X i (i = 1, ⋯, N) is the position of the ith mode, and Z j (j = 1, ⋯, K) is the center of the jth cluster, which can be found in Eq. (2):
N j is the number of modes in the jth cluster, and W ij is the correlation weight of mode X i and cluster j. Its value is 1 or 0 (if mode i is assigned to cluster j, W ij is 1; otherwise, it is 0).
By minimizing (optimal) the sum of the Euclidean distance between generally instances X j and the center of cluster Z j in an N-dimensional space and adjusting to proceed, each solution z i is a D-dimensional vector; here i = 1, 2, ⋯, SN. D is the number of products and includes the size of the input and the cluster for each data set.
After initialization, the position (solution) group proceeds repeated cycles. An employed bee generates the modification of location (solution) in its memory according to local information (visual information) and tests the nectar volume (fitness value) of a new food source (new solution). If the new food source has more nectar volume than the previous one, the bee will remember the new location and forget the old location information. Otherwise, it retains the location information. Equation (3) gives the cost function of pattern i (f i ):
Here, D Train is the number of training patterns, and the training mode is used for normalizing the sum, so that any distances are limited to the range [0.0, 1.0].
defines the instance which belongs according to the database. The location of a food source represents a possible optimization solution, and the nectar volume of a food source corresponds to the quality (fitness) of relevant solution, calculated by Eq. (4):
An artificial spectator bee selects a food source according to the associated probability values. These probability values are expressed in P i , calculated by Eq. (5):
Here, the SN is the number of food source, and the employed bees have the same number. fit i is the fitness of solution given by Eq. (4); it is inversely proportional to the f i given by Eq. (3). In order to select a candidate from old food location information in memory, the artificial bee colony algorithm uses Eq. (6):
Here, k ∈ {1, 2, ⋯, SN} and j ∈ {1, 2, ⋯, D} are the randomly selected targets, D is the number of products, and the following is the same. Although k is a randomly determined count parameter, it must be different from the count parameter i. ϕ ij is a random number in [−1, 1]; it controls the production of the neighbor food sources around Z ij and represents a comparison of two food locations that are visible to a bee. It can be seen from Eq. (6) that when the difference between Z ij and Z kj is reduced, the disturbance of location Z ij also decreases. Therefore, in the search space, when the search approximates optimal solution, the step size adaptively reduces. The food resources which are discarded would be replaced with a new food resource by scouts.
The artificial bee colony algorithm could randomly generate a location to replace the discarded location. This process could be simulated. In this algorithm, if a position cannot be further improved through a predetermined number of cycles, then the food source is assumed to be discarded. The value of a predetermined number of cycles is an important control parameter in this algorithm, called as a "limit" for a discard act.
The source Z i is assumed to have been discarded and j ∈ {1, 2, ⋯, D}, so a new food resource found by scouts replaces the source Z i , as shown in Eq. (7). This operation can be defined as
Each candidate source location V ij comes into being and then is evaluated by artificial bees. Its performance will be compared with the performance of the old location.
Design of the algorithm
The network model is adopted as follows:
1) We assume all nodes have the same primary energy and do not move after deployment. 2) Sensor nodes are randomly distributed, and each node has a unique ID code in the whole network.
3) The location of all nodes in the network is unknown, and there is no need to use the positioning system or positioning algorithm to learn the location of nodes. 4) The transmit power of the node is settled, and the approximate distance between one node and the sending node can be calculated according to the received signal strength indication (RSSI).
The node energy consumption model
The algorithm is based on the wireless communication energy consumption model proposed in the literature [2] . The calculated formulas of energy consumption are as follows:
The energy consumption of sending data
The energy consumption of receiving data
When the node detects the exchange packets within its scope in monitor mode, its energy consumption is
In the formulas above, k is the number of bytes of the transport packet and d is the distance of transmission. When the transmission distance is less than the threshold value d 0 , the power amplification uses the free space propagation model; otherwise, the multi-path fading model is used. E elec (in J/bit) is the factor of RF energy consumption. The ε fs and ε mp are respectively the energy consumption factor of the amplifier circuit in two models.
The distance d from this node to the sending node can be calculated by the RSSI. The formulas are as follows [17, 18] :
In Eq. (12), A is the received signal strength at the position where is 1 m away from the sending point. RSSI is the received signal strength indication, and n is the factor of path fading, which is generally 2 to 5.
Thus, the sum of energy consumption of a node n i could be calculated by Eq. (13):
Since the energies which are consumed during the transmission or reception are concerned with the communication process, so they can be considered the efficient energy consumption. However, when detecting the exchanging packets or in idle mode, the energy consumption is invalid to deplete the batteries of nodes. Therefore, this energy consumption should be minimized, and that can be achieved by determining a small "idle" time. After the idle time, the node automatically enters a "sleep" mode to save its battery. In addition, when a WSN increases the number of nodes, the number of neighbors of nodes also increases, which leads to consumption of more energy at detecting or forwarding.
Design of the algorithm
Like other clustering algorithms, the algorithm takes rounds to work. Each round is divided into two parts: cluster formation and stable data transfer. We introduce several definitions used in this study. M is the set of all nodes in the network. M, d (i, j) represents the Euclidean distance between any two nodes i and j. When d (i, j) ≤ R c , the node j is called the neighbor node of node i.
Definition 1 Neighbor nodes: In
Here, R c is the broadcast radius of the node and the Neighbor i represents a set of neighbor nodes of node i. Definition 2 Node degree: In M, the number of nodes which are contained in the R c range of any node i is called the node degree, expressed with Number i . The higher the Number i is, which represents that there are more nodes surrounding node i, the better coverage performance the cluster whose head node is i has. Definition 3 The relative distance between nodes: In M, the node i receives all the broadcast messages sent by nodes which are in the R c range of node i, and uses SS j to represent the signal strength from node j. I i is defined as follows:
The higher the I i is, which means that the average distance between node i and its surrounding nodes is shorter, the less the energy consumption is when they are communicating. Definition 4 Member nodes: After the process of cluster head selection, if node j is in the coverage area of cluster head node i, in other words, the distance between j and i is less than R c , so the node j is called the member node of node i, provided that any node can become a member node of only one cluster.
The stage of cluster formation
In the initial stage, assuming that all nodes in the network have the same clock, specific implementation steps are as follows:
Step 1 Information broadcasting stage: All the nodes broadcast its own ID information to the outside. In this process, the node i will count its Neighbor i , Number i , and I i by received information.
Step 2 Role determining stage: All nodes execute the following operations: 1) Each node calculates its own regular time t according to Eq. (14) and start timing after receiving the information sent from the base station. If the node i does not receive the information sent from cluster head within the time t i , then it declares itself to be the cluster head and informs its neighbor nodes. 2) If it receives information sent from the cluster head, so this node selects to be the member node and exits timing. 3) If it receives the information sent from multiple cluster heads, then it chooses to join the cluster which sends the information to this node last.
In the above, t i is calculated by the following formula:
In this formula, α is the scale factor that determines the size of delay, wherein w i is as follows:
In the above formula, the E i represents the current remaining energy of node i; (14) and (15) show that the nodes with higher degree, shorter average distance away from surrounding nodes, and more rest energy have shorter waiting time t and more chance to be the cluster head; thus, that ensures the rationality of selecting the cluster head.
When a member node receives the information sent from multiple cluster heads, then it chooses to join the cluster which sends the information to this node last, because the approach for cluster head selection in this paper makes the size of the preferred cluster less than the later-formed cluster, so choosing to join the laterformed cluster can balance the size of each cluster.
Stable data transfer stage
After cluster building is completed, the cluster head node creates the TDMA schedules based on the number of member nodes and informs member nodes of the time slot of sending data. The member nodes send data only in the allocated time slot, and then during the rest of the time, they are in a dormant state to conserve energy, and the data sent by member nodes are integrated at the cluster head node and sent to the sink node finally by the cluster head node.
The path discovery process uses a bee agent. The process that one source node sends the data packet to the sink node may exhaust the energy of all the nodes along the path. If the optimal path from a source node to the sink node only depends on the number of hops without considering the energy of the node battery, which may cause the data packet loss in the transmission, this leads to a longer delay to re-route data packets. In addition, when the overloaded nodes stop running, the unfair distribution of network traffic will lead to network partitioning.
Therefore, a fault-tolerant and efficient routing protocol should consider the other route's information of energy consumption before choosing a path to transmit data. In order to hire the artificial bee agent from the source nodes to the sink node, this study uses the BCO model. The bee agents travel on all the possible paths to collect energy information of all the nodes along the path, predicting the routing energy consumption and selecting the optimal path. The energy information of a path should be displayed: 1) Remaining battery power of each node: If it is less than a predetermined threshold value, then the path cannot be selected to transmit packets. 2) The total energy consumption of path nodes: In order to route packets on the path which consumes less energy, this parameter will show the efficiency of the path from the angle of energy. The path which consumes less energy tends to have the minimum number of hops, because it will go through the least number of nodes.
Selecting the path which consumes less energy and thus saving battery of nodes along the path prolong the network lifetime by extending the battery life of nodes.
In Fig. 4 , there are three possible paths from the source node "A" to the sink node "S": path R 1 : A, B, E, S; path R 2 : A, C, F, S; and path R 3 : A, D, G, I, S.
The selection of optimal path in these three paths depends on the predictive energy consumption on this path in the process of communication. This energy information will be collected by the foregone bee agent at the journey of path founding, and it mainly include two essential metrics: the rest energy of nodes, which is used to determine the predictive lifetime of nodes and thus determine the efficiency of nodes in the process of transferring packets on the path, and the predictive total energy consumption of path nodes. For each path, it is expressed in E(R j ), where j is the index of the path.
In order to calculate the total energy consumption of all the nodes along each path in the process of receiving, Eq. (16) has given the calculation method, and the formula can be applied to the three possible paths in the previous example: R 1 , R 2 , and R 3 .
In this formula, h(R j ) is the hops on the path R j and E r (k) is the energy consumption in the process of receiving packets whose size is k bytes.
If E(R 1 ) < E(R 2 ) < E(R 3 ), then R 1 is the routing path with the lowest energy consumption. If it meets all constraints of other threshold values, for example, in order to achieve reliable packet transmission along the path in the communication process, the node remaining battery power P(n) and the minimum propagation delay D(R j ), then R 1 : A, B, E, S will be selected as the optimal path from source node A to sink node S. So the path yield g(R j ) can be a rate of each potential path assigned from A to S and combined: the predictive total energy consumption of path nodes, the hop count, and the Fig. 4 An example of path founding by a bee agent propagation delay. The end-to-end propagation delay can be represented and calculated by Eq. (17) .
In the formula, N is the number of nodes on the path R j and d(n ji , n ji+1 ) is the propagation delay from node i to node i + 1 on the same path j. Finally, the yield g(R j ) of path R j in the M paths can be represented by Eq. (18):
Therefore, for each potential path from the source node to the sink node, in order to reflect its energy consumption and propagation delay, each potential path should be given a yield. The optimal path R 0 is the path with the highest yield, given as Eq. (19):
It is worth mentioning that the queuing delay and transmission delay can be represented by a constant. This is because the process is in the route discovery stage, rather than the stage of routing data on the selected path, that does not refer to any delay caused by queuing and transmission.
Inspired by the SI model and the BCO model, the predictive energy-efficient model proposed by this paper is an optimal model-oriented WSN. It can be summarized as shown in Fig. 5 . In the flow diagram, the process of optimal path discovery from the source node n s to the sink node S is as follows: 1) For each source node n s , in order to route its data packets to the sink node S efficiently, it can start the process of routing path discovery to select the optimal path in all possible M paths which can reach to the sink node S. 2) For the path discovery, each node sends the bee agent (via beacon message) associated with a TTL (time to live, predefined to prevent long delays and increased routing overhead) to all the neighbor nodes in the M potential paths. Bee agents (scouts) will collect and store all the required routing information, including the remaining battery power which is considered a key indicator, and other information, such as queuing delay. 3) If the TTL data packet expires, the data packet of the bee agent will indicate the failure to the source node and the path is denied.
4) When a bee agent reaches to the sink node S, after collecting all the necessary routing information, it is sent to its source node n s by the same recorded path. And then the bee agent (becoming a forager) will reveal the path information founded by itself according to the nodes of every potential path: the remaining battery power P(n i ), the hops h(P j ), and the end-to-end delay D(P j ) in each path j. 5) At the source node, the amount of energy that will be consumed should be calculated as a function, the energy consumption of this function is h(P j ) (the hops) times the amount of the energy consumption of each node on the path given by Eq. (13). 6) Energy consumption E(R j ) will be calculated by Eq.
(16), and the propagation delay D(R j ) is calculated using Eq. (17). 7) Finally, the yield g(R j ) of each path will be inferred by foragers according to Eq. (18) to determine the optimal path R 0 . The optimal path is the path with the highest yield, and the highest yield is given by Eq. (19) based on the predictive energy consumption, the hops, and end-to-end delay, so as to route data packets from the source node n s to the sink node S on this path. During transmission, if there are any problems or faults occurring on the optimal path, other potential routing paths can also be adopted, but this is related to their yields.
Test and analysis of the results
Settings of simulation parameters
In order to verify the performance of the algorithm, the technical equipment used by us are Crossbow, MicaZ, and Iris, and the simulators used by us are TOSSIM, OMNeT++, and ATEMU. These technical equipment and the simulators are often used by our research group. Here, we show the simulations by OMNeT++. We distribute 100 wireless sensor nodes randomly in a 100 m × 100 m area. The sink node is set on the center of the area [19] . The simulation parameters are shown in Table 1 . Here, we only show the analysis of the relationship between the number of clusters and the survival time, the analysis of the energy efficiency and the survival time, and the comparative analysis of energy consumption balance. The other more considered metrics or factors have been canceled because of the length limit of the paper.
Analysis of the relationship between the number of clusters and the survival time
According to our analysis, we can obtain the optimal value R c ∈ [16, 54] of the broadcast radius of the sensor node. Here, we provide the R c = 30 m to simulate. According to our analysis, in the case of R c = 30 m, the ideal number of optimal clusters is n = 6. The test (Fig. 6) of relationship between the number of clusters and the survival time shows the following: with the increase of the number of clusters, the survival time of the network has a rapid promotion, and when the number of clusters is 6, the survival time of the network reaches up to a peak of 1732, which is consistent with theoretical derivation and thus verifies the correctness of the algorithm in this paper.
Survival time begins to decline when the number of clusters increases to 75. The survival time starts to be smooth and is maintained at about 150 rounds. The reason for such result generation is as follows: when the number of clusters is less than 6, although the communication between clusters and the number of nodes on the communication between clusters are both reduced, the communication radius between neighboring cluster heads becomes longer, which increases the energy consumption of communication between clusters. However, when the number of clusters is more than 6, despite the communication radius between neighboring clusters becoming smaller, the communication between clusters and the number of nodes on the communication between clusters are both increased.
When the number of clusters of the entire network is 6, the chain length in clusters accounts for about 17 % of all the number of nodes, the optimal performance achieves. When the number of clusters in the network reaches to 75, the average number of nodes within a cluster is 1 to 2, and the survival time of the network approaches the conditions which are under the algorithm of flat routing.
Analysis of the energy efficiency and the survival time
The network lifetime and the balance of energy consumption of nodes reflect the overall performance of the network. In the test of network performance comparison between PECE (shown as PEECR in Figs. 7 and 8) , LEACH, and PEGASIS, we provide the number of clusters as 6. As shown in Fig. 7 , the dead nodes generate respectively at the 343rd round with LEACH and at the 679th round with PEGASIS. However, the first dead node generates at the 1589th round with PECE, and it extends to the 1246th round with LEACH and at the 910th round with PEGASIS. The network lifetime increases substantially. All the nodes are dead when the LEACH and PEGASIS networks run respectively to the 574th round and the 1541st round. The rounds from the first dead node to the last dead node are respectively 233 and 862. All the nodes are dead in the PECE network at the 1732nd round. The process of node death is experienced at the 143rd round. It can be seen that the process of node death with PECE experiences much less time than LEACH and PEGASIS; the network energy decreases evenly.
In addition, using the PECE algorithm (Fig. 8) , the energies of the network ran out at about the 1700th round, and the PECE algorithm could keep more time and more balance of energy consumption than LEACH and PEGASIS; the nodes are more energy-efficient.
Comparative analysis of energy consumption balance
Based on our experiments, we know that using the LEACH protocol in the network, the forgoing 683 rounds is the network lifetime before the dead nodes have generated. Although the energy consumption of each round is fluctuating around the average of 0.23 J, the D value of energy consumption between different rounds is very large: the highest energy consumption Node number 100
The factor of RF energy consumption E elec appears at the 554th round, which is 0.34552 J, and the lowest at the 533rd round, which is 0.0407 J. That is to say that the network energy consumption of each data communication cycle is fluctuating in a larger energy region between 0.0407 and 0.34552 J; it indicates that the LEACH protocol makes the energy consumption of network so non-uniform, so after running up for short 683 rounds, nodes start to die one after another. After the 967th round, there is also much residual energy in the network, but the network was almost unable to communicate effectively at this time. Relative to the LEACH protocol, the network using PEGASIS has the better balance of energy consumption: the average energy consumption in the forgoing 1214 rounds is 0.13156 J, and it is fluctuating in an energy region between 0.096673 and 0.214323 J.
As the balance of energy consumption is better than that with the LEACH protocol, so the network using the PEGASIS protocol can serve for a longer time. The PECE routing protocol proposed in this paper shows the best performance in the test: in the forgoing 1649 rounds of running network, the shocks of energy consumption of rounds are all small except some individuals, and the values are all close basically to the average energy consumption of 0.08809 J. The PECE routing protocol which is based on the node degrees, the relative distance between nodes, and the residual energy of nodes has shown well performance in energy-efficient clustering algorithms. Also, the strategy for predictive energy-efficient data transmission based on the BCO model saves a considerable amount of energy for data communication and performs excellently.
Conclusions
We have presented a new clustering routing method based on PECE for WSN in this paper. It consists of two stages: cluster formation and stable data transfer. In the first stage, this method chooses optimally the nodes which have more neighbor nodes and shorter relative distance away from neighbor nodes to be the cluster head. Meanwhile taking into account the residual energy of nodes, the-low energy nodes are not likely to become the cluster head nodes. The formed clusters by such method, not only the number of cluster heads and the cluster size, have been controlled, but also reducing the cost of communications between member nodes and cluster head nodes, improving the quality of the cluster, thereby increasing the performance of the overall network. In the second stage, by using bee colony optimization, we design a new strategy for predictive energy-efficient data transmission. On the basis of considering the predictive values of energy consumption, the hops, and the propagation delay on this route, this strategy gives a precise definition of the route yield by using two types of bee agent to predict the route yield of each routing paths from the source node to the sink node. The experimental results show that the PECE algorithm not only significantly reduces the energy consumption of the network but also improves the balance of network energy consumption and extends efficiently the lifetime of the network, and compared with traditional clustering routing algorithm, the method has obvious advantages.
