Abstract. We consider the problem of developing an automated visual solution for detecting human activities within industrial environments. This has been performed using an overhead view. This view was chosen over more conventional oblique views as it does not suffer from occlusion, but still retains powerful cues about the activity of individuals. A simple blob tracker has been used to track the most significant moving parts i.e. human beings. The output of the tracking stage was manually labelled into 4 distinct categories: walking; carrying; handling and standing still which are taken together from the basic building blocks of a higher work flow description. These were used to train a decision tree using one subset of the data. A separate training set is used to learn the patterns in the activity sequences by Hidden Markov Models (HMM). On independent testing, the HMM models are applied to analyse and modify the sequence of activities predicted by the decision tree.
Introduction
Automated detection and tracking human activities within video sequences is a challenging problem which finds application in monitoring and surveillance systems as well as human-machine interactions. Recently, parallel to advances in video camera technologies as well as storage and computation capabilities, there has been an increase of research interest in the area of human action recognition in the computer vision community.
Various types of features have been proposed for this task. Parameswaran et al. [1] detects a number of body joints and analyses their trajectories in 2D invariance space. Detecting and tracking body parts have also been used to infer the higher level activities [2, 3] . In this, state space methods have been employed to analyse a sequence of lower level events. Rather than tracking various body parts or joints, other methods have used holistic features [4] , and local spatiotemporal interest points [5, 6] . Sun et al. [7] experimented with both holistic features and local interest points and showed that the effectiveness of these features depends on the characteristics of the dataset. Apart from the approach to recognize the actions, various proposed methods differ significantly in terms of: the activities which they aim to recognize; camera angle; background properties and image quality.
Despite various approaches to human action recognition, the datasets which are used are mainly well-constrained and occlusion-free, which are far from what may be observed by a surveillance camera. The side and frontal views appear to be the dominant view angles for these analyses. In this paper, we will consider the problem of human action recognition from a continuous feed of video capturing from a top view panoramic camera monitoring an industrial plant. In this, the conventional view angles are subject to unworkable levels of occlusion. Multiple subjects may appear on each frame while the background is also changing. We analyse four action categories: walking; carrying; handling and standing still which are taken together from the basic building blocks of a higher level work flow analysis. We use a simple blob tracker to detect the main moving parts i.e. human beings. Various shape-based and motion-based features are then extracted for the action recognition. These features are extracted from a 10 frames long window. A binary decision tree which uses the features selected via the ASFFS feature selection algorithm provides initial prediction for the activity which is being performed. Exploiting our continuous video data, we can then analyse the validity of the predicted sequence of activities and their stability over time. Note that given the nature of the data, which captures a stage in an industrial work flow, there are patterns in the sequences of activities, and these activities are also spatially constrained. The sequence of predicted activities is analysed by HMM models which have been trained on a separate training data.
Human Activity Analysis

On Viewpoint Selection
There has been very little work in recognition of human activities for the top view. Parameswaran et al. [1] model actions in terms of view-invariant canonical body poses and trajectories in 2D invariance space. On a small dataset they obtained 12/18 true classifications for top view, which is similar to what they achieve for frontal view, while side view obtains a better classification rate. It has been repeatedly mentioned that the top view obtains the lowest classification rates as compared to the other views. The recognition rates of 33.6% [8] and 66.1% [9] have been reported on the IXMAS dataset [8] , while the recognition rates from the other views average around 63.9% and 74.1% respectively. These methods are mainly concerned with achieving a viewpoint invariance, which could handle images from the top view as well as the frontal and side views. Lv et al. [10] offer better results for single camera recognition, with a 78.4% recognition rate for top view and an average rate of 81.3% for the other views. In this, they search for the best match to the input sequence among synthetic 2D human pose models for different actions rendered from a wide range of viewpoints. For comparison purposes, note that the IXMAS dataset is a well-constrained dataset with a single moving subject at each frame. Figure 1 shows the front/side view images from IXMAS and our dataset.
Our data is from video cameras monitoring an industrial plant. Note the severely cluttered scene and the level of occlusion for the side/front view camera. In fact, our dataset is characterized by the severe levels of occlusion which affects all the camera views except for the overhead camera (see Figure  2 (a)). We propose that this scenario is likely to arise in many surveillance systems specially within similar industrial environments. Thus, for detecting human activities, we have chosen to use the overhead view, which is not affected by occlusion. Unlike the methods mentioned above, we propose to design methods which primarily capture the information from the top view.
Human Detection and Tracking
In order to derive a set of features for the classification of human behaviour, first we need to determine the number of individual workers and their bounding boxes at each frame. Considering that the humans are the main moving objects in these videos, we apply frame differencing to compute the motion map image based on the change detection for the inter-frame difference. The motion map M t at frame t is computed as the absolute difference of two consecutive frames I t and I t+1 as:
An accumulation process is thereafter applied on the motion map by dividing the map into a grid with a bin of size 10 × 10 pixels. Summing the values in each bin, a threshold is then applied to the accumulated image. Finally, Connected Component Analysis is applied to derive the larger blobs which correspond to the human workers. Figure 2 shows the various stages of detection. In order to track multiple objects across consecutive frames, we propose to model the moving objects as temporal templates characterized by a combination of three basic features: the size, the centroid position, and the aspect ratio of height to width of the bounding box. Shape-based features are considered because they involve low-complexity computation and yet they enjoy robust characteristics. A number of constraints are imposed on these features to handle complex cases of split and merge of moving regions as well as exit and entry into the scene. 
Feature Extraction
A label -walking; carrying; handling and standing -will be assigned to each detected blob at each frame determining its activity. However, to arrive at this label, we consider a period of ten consecutive frames in which the individual is detected. Schindler et al. [11] have also asked the question: how many frames is required for human action recognition? They showed that for the set of actions which they were aiming to recognize a short sequence of 5-7 frames can obtain a performance similar to the analysis of the entire sequence. However, an analysis of recognition from top view has not been considered in this work.
Since both the temporal features and the shape of the moving blob include cues as to the activity which is being performed, we extract both shape-based and motion-based features for the detected blobs. These features are: -Hu Invariant Moments [12] , which are seven moments providing a global description of the shape. These are translation, scale and rotation invariant. -Region-based properties: area, diameter, etc.
-Motion-based: speed and the direction of speed.
The mean value, within the 10-frame window, for each of these features is considered. However, as well as the mean, the changes in the value of these parameters can provide discriminant cues. Therefore, the sequence of values for each feature is analysed for the frequency of changes via discrete Fourier transform. Magnitude and phase in different frequencies are then added to the feature vector. Let φ be the set of all shape and motion based features which have been listed above. Let f i (n) be the feature f i , where f i ∈ φ, detected on the n th frame of the 10-frame period analysed for each sample. F i is the set of features f i across the 10 frames interval;
Let F denote discrete Fourier transform.
where A i and ϕ i denote the magnitude and phase in different frequencies. Thereby the feature vector V is generated for each sample as:
where μ and σ denote the mean and the standard deviation of the feature values. Thereby, a large and variant feature vector with 345 features is created. As discussed in section 2.1, our industrial framework introduces extra complications in terms of limitations in quality and control over the acquired samples. The occlusion in the conventional oblique views have been discussed and a solution was offered through the use of the top view. However, other difficulties include poor image quality, noisy environment, camera shakes, changes in lighting and, in the case of our dataset, a practical issue with random phases of temporal inconsistency resulted from dropped frames. Thereby robustness to noise and outliers appears a desirable feature. Due to the composite nature of our 345-dimensional feature space and that various feature types are susceptible to different levels of corruption in noise, a feature subset selection method is employed to derive the discriminative cues whilst removing the corrupted and irrelevant features. This is explained in more detail in the next section.
Supervised Binary Tree Classification
A binary decision tree approach has been adopted for the classification. The taxonomy is being structured for the different types of activities as shown in Figure 3 . The output of the tracking stage was manually labelled into four distinct categories: walking; carrying; handling and standing still. Note that the two categories: object and noise (see Figure 3) have not yet been considered and only the detected humans are considered for activity recognition. A feature subset selection is being applied at each node of the tree to derive the best features at the selected node. For this, we use the Adaptive Sequential Forward Floating Selection (ASFFS) [13] algorithm. This is an improved version of the SFFS method which was shown by Jain et al. [14] to outperform the other tested suboptimal methods. Using the gallery of manually labelled activities and the selected subset of features, a k-nearest neighbour is applied at each node to obtain a classification. 
Spatially Specific HMMs for Sequence Analysis
The classification of activities based on visual characteristics and motion features has limitations. For example, carrying might appear as walking if the part being carried is too small. However, there are logical and structural patterns within a sequence of activities, which can be exploited to evaluate the validity of a sequence of predictions. Figure 4 shows some correctly classified activities in individual frames and how they relate to form a work flow within our dataset. The main pattern being displayed here is picking up a part from a rack and placing it on the welding cell. About half of the activities detected fall within this pattern while the rest of activities include walking and standing at arbitrary directions and locations as well as occasional handling of objects. Hidden Markov Models (HMM) can model underling dependencies within a sequence of unobserved states. As such, they appear an attractive method to analyse the patterns of activities within our data. A HMM with the structure shown in Figure 5 is used to learn the probabilities. In this, the hidden states are the activities -walking; carrying; handling and standing -and the visible states or observations are the predictions obtained by our binary tree classifier. Let the set of predictions, A, by the decision tree be:
where a t is the predicted action at time t, and T is the duration of the sequence. Let H be the set of hidden states for our HMM models. Given the set of predictions, the probability of being in state α at time t, denoted by S t = α, is recursively calculated by:
In this, the probabilities P (A t = a t |S t = α) and P (S t = α|S t−1 = β) are given by the HMM model. Our data also imposes that there is a spatial dependency regarding the expectation of various activities. Given a low-level knowledge of the work flows, we have identified three main areas wherein the expectation of occurrence and the sequential order of activities differs significantly: i) the racks (pick up area); ii) the welding cell (put down area); iii) walk ways. Figure 6 highlights these three areas. A hysteresis thresholding improves the stability in determining the area of each sample at each frame. An HMM model has been trained for each of these areas. A separate, manually labelled training set is used for training the HMMs. 
Experimental Analysis
A total of 170,000 frames have been used in our experiments. The frames are of form shown in Figure 2(a) , which is the overhead view of the industrial plant. Multiple moving blobs might be detected at each frame. In average, there are 1,613 samples in each 10,000 frames; a sample being a detected blob in a frame which has been also detected in five frames prior to and in five frames after the current frame. From this, 50,000 frames have been used for feature subset selection. These frames also constitute the gallery to which a sample is compared. 60,000 frames are used in training of the HMM models. The remaining 60,000 frames are used for testing. The output from the tracking is manually labelled into: walking; carrying; handling and standing for all the test and training data. Figure 7 shows the correct classification rates (CCR) on six separate test sets. Each test set consists of 10,000 consecutive frames. The CCRs for three approaches are shown:
-Binary tree classification: as described in section 2.4 -Binary tree classification with smoothing: In this, each activity which does not persist for more than 5 frames is set to the previous stable activity. -Binary tree classification with HMM : The sequence of predictions from the binary tree is examined and is set to the most probable underling sequence using the HMMs.
Clearly, HMM improves the performance in all the test sets. Table 1 gives the details of the recognition performance. Note that these CCRs, which are determined by comparing the auto-classifications to the manual labels at each frame and counting the miss-matches, are the lower-bounds for classification, since there is an ambiguity in labelling the activities in a frame by frame basis. Also, there is an uncertainty in determining when one activity ends and the next one starts. For example, we have manually evaluated the classification labels obtained by the binary tree classifier on testset 4. This manual evaluation shows that the assigned class for each sample is correct in 67% of the times, while the auto-evaluation shows a 55% CCR. A more credible evaluation of performance would be via evaluating the accuracy in detecting the higher level work patterns using these activities. The higher level work flows are deterministic in nature and are easier to label manually. Detecting the work flow patterns is the main avenue for our future research. 
Conclusions
In this paper we have considered the problem of automatically detecting human activities in industrial environments. The top panoramic view have been chosen for the analysis since this view is less likely to be affected by occlusion. At present there is a dearth of analysis of imagery derived from overhead views. This is well suited to industrial environments, and might extend to indoor surveillance scenarios. Shape-based and motion-based features have been used to derive a classification based on a binary-tree structure of activities which are taken from a higher level work flow. Classifying the activities based on the visual cues has limitations were the activities appear similar. A large improvement is observed when we employ Hidden Markov Models to analyse the sequence of detected activities. Having learned the patterns in activity sequences, these models offer a more viable and stable sequence of predictions based on the initial classification and their spatial properties. Considering the origin of our data which shows a period in a manufacturing cycle, the main avenue for our future research is detecting these higher level work flows.
