In this paper, we establish a central limit theorem for a large class of general supercritical superprocesses with spatially dependent branching mechanisms satisfying a second moment condition. This central limit theorem generalizes and unifies all the central limit theorems obtained recently in [18, 19] for supercritical super Ornstein-Uhlenbeck processes. The advantage of this central limit theorem is that it allows us to characterize the limit Gaussian field. In the case of supercritical super Ornstein-Uhlenbeck processes with non-spatially dependent branching mechanisms, our central limit theorem reveals more independent structures of the limit Gaussian field.
branching Ornstein-Uhlenbeck processes with binary branching mechanism. We note that branching Ornstein-Uhlenbeck processes do not satisfy the condition in [2] . In [18] , Mi loś proved some central limit theorems for supercritical super Ornstein-Uhlenbeck processes with branching mechanisms satisfying a fourth moment condition. In [19] , we established central limit theorems for supercritical super Ornstein-Uhlenbeck processes with (non-spatially dependent) branching mechanisms satisfying only a second moment condition. More importantly, the central limit theorems in [19] are more satisfactory since our limit normal random variables are non-degenerate. In the recent paper [20] , we obtained central limit theorems for a large class of general supercritical branching Markov processes with spatially dependent branching mechanisms satisfying only a second moment condition. The main results of [20] It is a natural next step to try to establish counterparts of the central limit theorems of [20] for general supercritical superprocesses with spatially dependent branching mechanisms satisfying only a second moment condition. This is far from trivial. For a branching Markov process {Z t :
t ≥ 0}, to consider the proper scaling limit of f, Z t as t → ∞, where f is a test function, it is equivalent to consider the scaling limit of f, Z t+s as s → ∞ for any t > 0. Note that
s , where L t is the set of particles which are alive at time t, and Z u,t s is the branching Markov process starting from the particle u ∈ L t . So, conditioned on Z t , Z t+s is the sum of a finite number of independent terms, and then basically we only need to consider central limit theorems of independent random variables. However, a superprocess is an appropriate scaling limit of branching Markov processes, see [8] and [17] , for example. It describes the time evolution of a cloud of uncountable number of particles, where each particle carries mass 0 and moves in space independently according to a Markov process. The particle picture for superprocesses is not very clear. Recently [15] gave a backbone decomposition of superdiffusions, where the backbone is a branching diffusion. One could combine the ideas of [19] with that of [20] to use the backbone decomposition to prove central limit theorems for general supercritical superprocesses with spatial dependent branching mechanisms satisfying only a second moment condition, provided that the backbone decomposition is known. However, up to now, the backbone decomposition has only been established for supercritical superdiffusions with spatial dependent branching mechanisms.
In this paper, our assumption on the spatial process is exactly the same as in [20] , while our assumptions on the branching mechanism are similar in spirit to those of [20] . We will use the excursion measures of the superprocess as a tool to replace the backbone decomposition. With this new tool, the general methodology of [20] can be adapted to the present setting of general supercritical superprocesses.
Actually, we will go even further in the present paper. We will prove one central limit theorem which generalizes and unifies all the central limit theorems of [18, 19] . See the Corollaries and Remarks after Theorem 1.4. The advantage of this central limit theorem is that it allows us to characterize the limit Gaussian field. In the case of supercritical super Ornstein-Uhlenbeck processes with non-spatially dependent branching mechanisms satisfying a second moment condition, our central limit theorem reveals more independent structures of the limit Gaussian field, see Corollaries 1.5, 1.6 and 1.7.
Spatial process
Our assumptions on the underlying spatial process are the same as in [20] . In this subsection, we recall the assumptions on the spatial process.
E is a locally compact separable metric space and m is a σ-finite Borel measure on E with full support. ∂ is a point not contained in E and will be interpreted as the cemetery point. Every function f on E is automatically extended to E ∂ := E ∪ {∂} by setting f (∂) = 0. We will assume that ξ = {ξ t , Π x } is an m-symmetric Hunt process on E and ζ := inf{t > 0 : ξ t = ∂} is the lifetime of ξ. The semigroup of ξ will be denoted by {P t : t ≥ 0}. We will always assume that there exists a family of continuous strictly positive symmetric functions {p t (x, y) : t > 0} on E × E such that
It is well-known that for p ≥ 1, {P t : t ≥ 0} is a strongly continuous contraction semigroup on
Define a t (x) := p t (x, x). We will always assume that a t (x) satisfies the following two conditions:
(a) For any t > 0, we have
It is easy to check (see [20] ) that condition (b) above is equivalent to
These two conditions are satisfied by a lot of Markov processes. In [20] , we gave several classes of examples of Markov processes, including Ornstein-Uhlenbeck processes, satisfying these two conditions.
Superprocesses
In this subsection, we will spell out our assumptions on the superprocess we are going to work with.
) be the set of (positive) bounded Borel measurable functions on E. The superprocess X = {X t : t ≥ 0} we are going to work with is determined by three parameters: a spatial motion ξ = {ξ t , Π x } on E satisfying the assumptions of the previous subsection, a branching rate function β(x) on E which is a non-negative bounded measurable function and a branching mechanism ψ of the form
where a ∈ B b (E), b ∈ B + b (E) and n is a kernel from E to (0, ∞) satisfying
Let M F (E) be the space of finite measures on E equipped with the topology of weak convergence. The existence of such superprocesses is well-known, see, for instance, [10] or [17] . X is a cadlag Markov process taking values in M F (E). For any µ ∈ M F (E), we denote the law of X with initial configuration µ by P µ . As usual, f, µ := f (x)µ(dx) and µ := 1, µ . Then for every
where u f (x, t) is the unique positive solution to the equation
where ψ(∂, λ) = 0, λ > 0. Define
Then, by our assumptions, α(x) ∈ B b (E) and A(x) ∈ B b (E). Thus there exists M > 0 such that
For any f ∈ B b (E) and (t, x) ∈ (0, ∞) × E, define
It is well-known that T t f (x) = P δx f, X t for every x ∈ E.
It is shown in [20] that there exists a family of continuous strictly positive symmetric functions {q t (x, y), t > 0} on E × E such that q t (x, y) ≤ e M t p t (x, y) and for any f ∈ B b (E),
It follows immediately that, for any p ≥ 1, {T t : t ≥ 0} is a strongly continuous semigroup on
Define a t (x) := q t (x, x). It follows from the assumptions (a) and (b) in the previous subsection that a t enjoys the following properties:
(ii) There exists t 0 > 0 such that for all
It follows from (i) above that, for any t > 0, T t is a compact operator. The infinitesimal generator
It is known that either the number of these eigenvalues is finite, or lim k→∞ λ k = ∞. The first eigenvalue −λ 1 is simple and the eigenfunction φ 1 associated with −λ 1 can be chosen to be strictly positive everywhere and continuous. We will assume that φ 1 2 = 1. φ 1 is sometimes denoted as
j , j = 1, 2, · · · n k } be an orthonormal basis of the eigenspace (which is finite dimensional) associated with −λ k . It is well-known that {φ (k) j , j = 1, 2, · · · n k ; k = 1, 2, . . . } forms a complete orthonormal basis of L 2 (E, m) and all the eigenfunctions are continuous. For any k ≥ 1, j = 1, . . . , n k and t > 0, we have
It follows from the relation above that all the eigenfunctions φ
For any x, y ∈ E and t > 0, we have 10) where the series is locally uniformly convergent on E ×E. The basic facts recalled in this paragraph are well-known, for instance, one can refer to [7, Section 2] .
In this paper, we always assume that the superprocess X is supercritical, that is, λ 1 < 0. Under this assumption, the process X has a strictly positive survival probability, see the next paragraph.
Note that the number of negative eigenvalues is infinite except in the case when the total number of eigenvalues is finite.
We will use {F t : t ≥ 0} to denote the filtration of X, that is F t = σ(X s : s ∈ [0, t]). Using the expectation formula of φ 1 , X t and the Markov property of X, it is easy to show that (see Lemma 1.1), for any nonzero µ ∈ M F (E), under P µ , the process W t := e λ 1 t φ 1 , X t is a positive martingale. Therefore it converges:
Using the assumption (1.2) we can show that, as t → ∞, W t also converges in L 2 (P µ ), so W ∞ is non-degenerate and the second moment is finite. Moreover, we have P µ (W ∞ ) = φ 1 , µ . Put
In this paper, we also assume that, for any t > 0 and x ∈ E,
Here we give a sufficient condition for (1.11). Suppose that Φ(z) = inf x∈E ψ(x, z)β(x) can be written in the form:
with a ∈ R, b ≥ 0 and n is a measure on (0, ∞) satisfying 
Main result
We will use ·, · m to denote inner product in L 2 (E, m). Any f ∈ L 2 (E, m) admits the following eigen-expansion:
where a k j = f, φ (k) j m and the series converges in L 2 (E, m). a 1 1 will sometimes be written as
where we use the usual convention inf ∅ = ∞.
For any f ∈ L 2 (E, m), we define
The following three subsets of L 2 (E, m)
will be needed in the statement of the main result:
Note that C l consists of these functions in
onto the eigen-spaces corresponding to those "large" eigenvalues −λ k satisfying λ 1 > 2λ k . The space C l is of finite dimension. The space C c is a subspace (finite dimensional) of the eigen-space corresponding to the "critical" eigenvalue −λ k with λ 1 = 2λ k . Note that there may not be a critical eigenvalue and in this case, C c is empty. The space C s consists of these functions in
that only have nontrivial projections onto the eigen-spaces corresponding to those "small"
In this subsection we give the main result of this paper. The proof will be given in Section 3.
In the remainder of this paper, whenever we deal with an initial configuration µ ∈ M F (E), we are implicitly assuming that it has compact support.
Some basic convergence results

Define
Using the same argument as in the proof of [20, Lemma 3 .1], we can show that
Proof: The proof is similar to that of [20, Theorem 1.6] . We omit the details here. 
In particular, the convergence also holds in P µ -probability.
Main Result
For f ∈ C s and h ∈ C c , we define
and
where W * has the same distribution as
This theorem says that, under P µ (· | E c ), as t → ∞, the limits of the second, third and fourth components on the right hand side of (1.17) are nondegenerate normal random variables.
Furthermore, the limit normal random variables are independent. As consequences of this theorem, we could also get the covariance of the limit random variables G 1 (f 1 ) and
the covariance of the limit random variables G 2 (h 1 ) and G 2 (h 2 ) when h 1 , h 2 ∈ C c , and the covariance of the limit random variables G 3 (g 1 ) and
where
) is a bivariate normal random variable with covariance
Consider the special situation when both the branching mechanism and the branching rate function are non-spatially dependent, and φ 1 is a constant function (this is the case of Ornstein-Uhlenbeck
Proof: Using the convergence of the fourth component in Theorem 1.4, we get
is the characteristic function of (
which is a bivariate normal random variable with covariance Cov(
The desired result now follows immediately.
In particular, if both the branching mechanism and the branching rate function are non-spatially dependent, then A(x) = A is a constant. If φ 1 is a constant function, and
and thus G 1 (f 1 ) and
Using the convergence of the third component in Theorem 1.4 and an argument similar to that in the proof of Corollary 1.5, we get
Consider the special situation when both the branching mechanism and the branching rate function are non-spatial dependent and φ 1 is a constant function. If
Using the convergence of the second component in Theorem 1.4 and an argument similar to that in the proof of Corollary 1.5, we get
,
is a bivariate normal random variable with covariance
where G 3 ∼ N 0,
All the central limit theorems in [19] are consequences of Theorem 1.4. To see this, we recall the following notation from [19] . For f ∈ L 2 (E, m), define 
. Using the convergence of the fourth component in Theorem 1
Thus using the convergence of the first and third components in Theorem 1.4, we get, under
where W * has the same distribution as W ∞ conditioned on E c and
). Moreover,
Thus [19, Theorem 1.6 ] is a consequence of Theorem 1.4.
Using the convergence of the first, second and fourth components in Theorem 1.4, we get for any nonzero
. Thus [19, Theorem 1.10 ] is a conse-
If f (c) = 0, then as t → ∞, 
Then using the convergence of the first and third components in Theorem 1.4, we get
  e λ 1 t φ 1 , X t , f, X t − 2λ k <λ 1 e −λ k t n k j=1 a k j H k,j ∞ t φ 1 , X t   d → (W * , G 2 (f (c) )),
Preliminaries 2.1 Excursion measures of {X t , t ≥ 0}
We use D to denote the space of M F (E)-valued right continuous functions t → ω t on (0, ∞) having zero as a trap. We use (A, A t ) to denote the natural σ-algebras on D generated by the coordinate process.
It is known (see [17, Section 8.4] ) that one can associate with {P δx : x ∈ E} a family of σ-finite
and, for every 0 < t 1 < · · · < t n < ∞, and nonzero
For earlier work on excursion measures of superprocesses, see [12, 16, 11] .
For any µ ∈ M F (E), let N (dω) be a Poisson random measure on the space D with intensity E N x (dω)µ(dx), in a probability space ( Ω, F , P µ ). Define another process {Λ t : t ≥ 0} by Λ 0 = µ and
Let F t be the σ-algebra generated by the random variables {N (A) : A ∈ A t }. Then, {Λ, ( F t ) t≥0 , P µ } has the same law as {X, (F t ) t≥0 , P µ }, see [17, Theorem 8 .24] for a proof.
Now we list some properties of N x . The proofs are similar to those in [11, Corollary 1.2,
Remark 2.3 By (1.11) and Proposition 2.2, for each t > 0 and x ∈ E, we have
Thus, we can define another probability measure N x on D as follows:
Thus, by the Markov property of superprocesses, we have
Estimates on the moments of X
In the remainder of this paper we will use the following notation: for two positive functions f and g on E, f (x) g(x) means that there exists a constant c > 0 such that f (x) ≤ cg(x) for all x ∈ E.
First, we recall some results about the semigroup (T t ), the proofs of which can be found in [20] .
Lemma 2.4
For any f ∈ L 2 (E, m), x ∈ E and t > 0, we have
where the series in (2.8) converges absolutely and uniformly in any compact subset of E. Moreover, 
Thus, 
Thus, using a routine limit argument, one can easily check that (2.12) and (2.13) also hold for
(1) If λ 1 < 2λ γ(f ) , then for any x ∈ E, lim t→∞ e λ 1 t/2 P δx f, X t = 0, (2.14)
15)
where σ 2 (f ) is defined by (1.14). Moreover, for (t, x) ∈ (3t 0 , ∞) × E, we have
17)
where ρ 2 f * is defined by (1.15).
Moreover, for any (t, x) ∈ (3t 0 , ∞) × E,
19)
Proof: Since the first moment formulas for superprocesses and branching Markov processes are the same, we get (2.14) easily. Although the second moment formula for superprocesses is different from that for branching Markov processes, we can still get all results on the variance of the superprocess X from the proof of [20, Lemma 2.3] . In fact,
The limit behaviour of the right side of the above equation, as t → ∞, was given in the proof of
Proof: By (2.13), we get, for t > 3t 0 ,
For V 2 (t, x), by [20, (2. 26)], we have
Finally, we consider V 1 (t, x). Using (2.11) with f replaced by g := A(T s f ) 2 and noticing that γ(g) = 1 and g * (x) = A(T s f ) 2 , φ 1 m φ 1 (x), for t − s > t 0 , we have
For s ≤ t 0 , by (1.8), it is easy to get
Therefore, we have
Now (2.20) follows immediately from (2.22), (2.23) and (2.24). ✷
25)
where Cov δx is the covariance under P δx .
Proof: By (2.13), we have
First, we deal with V 4 (t, x). By (2.10), for t − s > t 0 ,
If s > t 0 , then by (2.10), we get
If s ≤ t 0 , by (1.8), it is easy to get
The last inequality follows from the fact that 
Proof of the main theorem
In this section, we will prove the main result of this paper. The general methodology is similar to that of [20] , the difference being that we use the excursion measures of the superprocess rather than the backbone decomposition (which is not yet available in the general setup of this paper) of superprocess.
We first recall some facts about weak convergence which will be used later. For f : R n → R, let
Then d is a metric. It follows from [9, Theorem 11.3.3] that the topology generated by d is equivalent to the weak convergence topology. From the definition, we can easily see that, if ν 1 and ν 2 are the distributions of two R n -valued random variables X and Y respectively, then
The following simple fact will be used several times later in this section:
Before we prove Theorem 1.4, we prove several lemmas first. The first lemma below says that the result in Lemma 1.1 also holds under N x . Recall the probability measure N x defined in (2.6).
On the measurable space (D, A), define
Lemma 3.1 For x ∈ E, if λ 1 > 2λ k , then the limit
Proof: On the set {ω ∈ D : ω 1 = 0}, we have ω t = 0, t > 1, thus, H k,j ∞ (ω) = 0. Thus, we only need to show H
which implies { H k,j t , t ≥ 1} is a martingale under N x . By (2.4), we have
Then by Lemma 1.1, we easily get lim sup
Proof: We need to consider the limit of the R 2 -valued random variable U 1 (t) defined by
or equivalently, we need to consider the limit of U 1 (t + s) as t → ∞ for any s > 0. The main idea is as follows. For s, t > t 0 ,
The double limit, first as t → ∞ and then s → ∞, of the first term of the right side of (3.4) is equal to the double limit, first as t → ∞ and then s → ∞, of another R 2 -valued random variable
We will prove that the second term on the right hand side of (3.4) has no contribution to the double limit, first as t → ∞ and then s → ∞, of the left hand side (see, (3.12) below).
We claim that, under P µ ,
where G 1 (s) ∼ N (0, σ 2 f (s)) with σ 2 f (s) to be given later. In fact, denote the characteristic function of U 2 (s, t) under P µ by κ(θ 1 , θ 2 , s, t):
where in the last equality we used the Markov property of X, (2.3) and (2.7). Define
Then, by (2.4), we get
where V s (x) := e λ 1 s Var δx f, X s . By (3.2), we have
We note that h(x, s, t) ↓ 0 as t ↑ ∞ and by (2.16), we get
Thus, by (2.9), we have, for any u < t,
Letting u → ∞, we get lim t→∞ e λ 1 t T t (h(·, s, t)) = 0. Therefore we have
Furthermore, by Remark 1.3 and the fact
where σ 2 f (s) := V s , φ 1 m . Hence by the dominated convergence theorem, we get
which implies our claim (3.5).
Since e λ 1 (t+s) φ 1 , X t+s − e λ 1 t φ 1 , X t → 0 in probability, as t → ∞, we easily get that under
Let D(s + t) and D(s, t) be the distributions of U 1 (s + t) and U 3 (s, t) respectively, and let D(s)
and D be the distributions of (W ∞ ,
Using this and the definition of lim sup t→∞ , we easily get that
Letting s → ∞, we get
Therefore, we are left to prove that lim sup
By (2.13) and (2.10), we have for any x ∈ E,
The last inequality follows from (2.28). Thus,
By (2.14), we get
Now (3.12) follows easily from (3.13) and (3.14). The proof is now complete. ✷ Lemma 3.3 Assume that f ∈ C s and h ∈ C c . Define
Then for any c > 0, δ > 0 and x ∈ E, we have
Proof: For any ǫ > 0 and η > 0, we have
Repeating the proof of [20, Lemma 3.2] (with the S t f there replaced by Y 1 (t)), we can get
By (2.14) and (2.15), we easily get
By (2.17) and the fact P δx (Y 1 (t)) = t −1/2 h(x), we get
Thus, lim sup
Thus by Chebyshev's inequality, we have 
By the monotone convergence theorem and the fact that G 1 (f ) and W ∞ are independent, we have 
Thus, (3.15) follows easily from (3.16), (3.19) , (3.20) and (3.21) . ✷ Lemma 3.4 Assume that f ∈ C s and h ∈ C c . Define
For any c > 0 and δ > 0, we have
Thus, we only need to prove
For any x ∈ E, let N (dω) be a Poisson random measure with intensity N x (dω) defined on the probability space {Ω,F , P δx } and
We know that, under P δx , {Λ t , t ≥ 0} has the same law as {X t , t ≥ 0} under P δx . Define
t is a compound Poisson process and can be written as
where X 
Then, Y t ( X j ) is independent of K and has the same law as Y t under N x . Therefore, for t > 1,
Now (3.22) follows easily from Lemma 3.3.
✷
Lemma 3.5 Assume that f ∈ C s and h ∈ C c . Then
Proof: In the proof, we always assume t > 3t 0 . We define an R 3 -valued random variable by
Let n > 2 and write
To consider the limit of U 1 (t) as t → ∞, it is equivalent to consider the limit of U 1 (nt) for any n > 2. The main idea is as follows. For t > t 0 , n > 2,
(3.24)
The double limit, first as t → ∞ and then n → ∞, of the first term of the right side of (3.24) is equal to the double limit, first as t → ∞ and then n → ∞, of another R 2 -valued random variable
We will prove that the second term on the right hand side of (3.24) has no contribution to the double limit, first as t → ∞ and then n → ∞, of the left hand side of (3.24).
We claim that
Denote the characteristic function of U 2 (n, t) under P µ by κ 2 (θ 1 , θ 2 , θ 3 , n, t). Define
We define the corresponding random variables on D asỸ 1 (t, θ 2 ),Ỹ 2 (t, θ 3 ) andỸ t (θ 2 , θ 3 ). Using an argument similar to that leading to (3.6), we get
We first consider J 1 (n, t). By (2.4),
So by (2.17), (2.20) and (2.25), we have, for t > 3t 0 ,
Thus, we have that as t → ∞,
which implies our claim (3.25).
By (3.25) and the fact e λ 1 nt φ 1 , X nt − e λ 1 t φ 1 , X t → 0, in probability, as t → ∞ , we easily get U 3 (n, t)
Using (2.17) and the fact P µ h, X t = T t h, µ = e −λ 1 t/2 h, µ , we can get
Using (3.13) with s = (n − 1)t, and then letting t → ∞, by (2.14) we get
Let D(nt) and D n (t) be the distributions of U 1 (nt) and U 3 (n, t) respectively, and let D n and D be the distributions of W ∞ ,
respectively. Then, using (3.1), we have Note that the sum over k is a sum over a finite number of elements. Define
By Lemma 3.1, we have, as u → ∞ I u g, ω u → H ∞ , N x -a.e., in L 1 (N x ) and in L 2 (N x ).
Since N x I u g, ω u = P δx I u g, X u = g(x), we get
. where K = sup{k : 2λ k < λ 1 }. So by (3.37), (2.10) and (2.28), we have that for any x ∈ E, N x (H ∞ ) To get the conclusion of Theorem 1.4, it suffices to show that, under P µ , where J u (t, x) = D exp −iθ 2 e λ 1 t/2 I u g, ω u − 1 + iθ 2 e λ 1 t/2 I u g, ω u N x (dω).
The last equality above follows from the Markov property of X, (2.7) and the fact D I u g, ω u N x (dω) = P δx I u g, X u = g(x).
We will show that lim u→∞ J u (t, x) = N x exp −iθ 2 e λ 1 t/2 H ∞ − 1 + iθ 2 e λ 1 t/2 H ∞ =: J(t, x). By (3.35), we get N x H ∞ = N x I u g, ω u = g(x). Then, (3.42) follows immediately . The proof is now complete. ✷
