In this paper we use counting arguments to prove that the expected percentage coverage of a d dimensional parameter space of size n when performing k trials with either Latin Hypercube sampling or Orthogonal sampling (when n = p d ) is the same. We then extend these results to an experimental design setting by projecting onto a 2 dimensional subspace. In this case the coverage is equivalent to the Orthogonal sampling setting when the dimension of the parameter space is two. These results are confirmed by simulations. The ideas presented here have particular relevance when attempting to perform uncertainty quantification or when building populations of models.
Introduction
Latin Hypercube sampling (LHS) and its variants such as Orthogonal sampling are becoming key tools in many areas of mathematical modelling such as uncertainty quantification [6] and in building populations of models [1] . In both cases a key feature is the design of a parameter space sampling strategy, with the goal to achieve the maximum inference by varying multiple parameters at the same time.
In the case of uncertainty quantification, a quantity, either a random variable or a random response, is often expressed in some basis expansion (Hermite polynomials, for example) and the coefficients can be estimated using some sampling technique. Such an approach has been used, for instance, to forecast reservoir-performance in the petroleum industry [11] and to conduct a buckling analysis of a joined-wing model [6] . In such cases uncertainty can stem from deficiency of measured data, but also from physical properties such as the heterogeneity of geological formations or buckling response and aeroelastic complications under the effect of compressive loads. In these cases, LHS can offer a low cost and relatively uniform coverage of the sampling space.
In the setting of a population of models (POM) [12] a mathematical model is calibrated by a set of points, rather than a single point, in parameter space, all of which are selected to fit sets of experimental/observational data. The POM approach was originally proposed for neuroscience modelling, but has been recently extended to cardiac electrophysiology. Here we highlight some recent research in this context. [1] presents a general approach to exploring insubject variability in cardiac cells. [9] is also concerned with ionic mechanisms of variability in cardiac cells. [10] presents a population of rabbit ventricular action potential models. [14] explores inter-subject variability in human atrial action potential models and [17] presents a population study of mRNA expression levels in failing and non-failing human hearts. In these setting, biomarkers, such as Action Potential Duration and beat-to-beat variability, are extracted from time course profiles and then the models are calibrated against these biomarkers. Upper and lower values of each biomarker as observed in the experimental data are used to guarantee that estimates of variability are within biological ranges for any model to be included in the population. If the data cannot be characterised by a set of biomarkers then time course profiles can be used and a normalised root-mean-square (NRMS) comparison between the data values and the simulation values at a set of time points can be used to calibrate the population.
The POM approach leads to methodologies that are essentially probabilistic in nature and it gives greater weight to the experimental, modelling, simulation feedback paradigm [4] . By implementing experiments based on a population of models, as distinct from experiments based on a single model, the variability in the underlying structure can be captured by allowing changes in the parameter values. This avoids complications arising from decisions on the use of "best" or "mean" data, and the difficulties of identifying such data.
We note that POM have similarities with Approximate Bayesian Computation (ABC) [8] . However, in ABC the sampling is usually performed adaptively so as to converge to subregions of parameter space where the calibrated models lie, as distinct from random sampling of the entire space. In this context [5] have analysed the sensitivity of cardiac cell models using Gaussian emulators. There are many ways to sample the parameter space, depending on costing constraints and therefore limits of computation. A parameter sweep will cover the whole parameter space at a certain discrete resolution, while random sampling, Latin Hypercube sampling (LHS) and Orthogonal sampling (OS) will give increasingly improved coverage of parameter space when the number of samples is fixed and independent of the dimension of the space.
LHS was first introduced by McKay, Beckman and Conover [13] . Suppose that the d dimensional parameter space is divided into n equally sized subdivisions in each dimension then a Latin Hypercube (LH) trial is a set of n random samples with one from each subdivision; that is, each sample is the only one in each axis-aligned hyperplane containing it. A collection of Latin Hypercube d-trials forms a Latin Hypercube sample (LHS). A variant of LHS, known as Orthogonal sampling, adds the requirement that for each trial the entire sample space must be sampled evenly at some coarse resolution. An advantage of LHS is that it stratifies each univariate margin simultaneously, while Stein [15] showed that with LHS there is a form of variance reduction compared with uniform random sampling. Tang [16] suggested that it may also be important to stratify the bivariate margins. For instance, an Experimental Design may involve a large number of variables, but in reality only a relatively small number of these variables are effective. One way of dealing with this problem has been to project the factors onto a subspace spanned by the effective variables. However this can result in a replication of sample points within the effective subspace. Welch et al. [18] suggested LHS as a method for screening for effective factors, but there is still no guarantee, even in the case of bivariate margins, that this projection is uniformly distributed. Thus as an alternative, Tang [16] advocated Orthogonal sampling and proposed a technique based on the existence of orthogonal arrays. Tang goes on to show that Orthogonal sampling achieves uniformity on small dimensional margins. Tang's approach is to start with an orthogonal array, see [7] , and to replace its entries by random permutations to obtain an Orthogonal sample.
Given this background it is clearly important to be able to estimate the expected coverage of parameter space using sampling techniques such as LHS or OS. Furthermore, it is also important to understand the relationship between Experimental Design and POM in this regard. For example, it may be desirable to know if a POM calibrates for interactions of "small strength" by checking for all possible combinations of levels for, say, pairs or triples of variables. This would equate to investigating the coverage of 2 and 3 dimensional subspaces.
In this setting the authors [3] focused on estimating the expected coverage of a 2 dimensional parameter space for a population of k trials forming a LHS with each trial of size n. In particular, an incomplete counting argument was used to predict the expected coverage of points in the parameter space after k trials of size n. These estimates were compared against numerical results based on a MATLAB implementation of 100 simulations. The results of the simulations led the authors to conjecture that the expected percentage coverage by k trials of a 2 dimensional parameter space tended to 1 − e −k/n . In a later paper [2] the authors extended this work and reported on the expected coverage of d dimensional space based on MATLAB implementations of simulations of LHS and OS. They also tested for uniform coverage of lower dimensional subspaces. They conjectured that the coverage of a t dimensional subspace of a d dimensional parameter space of size n when performing k trials of Latin Hypercube sampling takes the form In this paper we give formal counting arguments and prove that the conjectures given above are true. We provide counting arguments and use combinatorial techniques to find the expected coverage of parameter space when taking the union of k trials in the case of LHS and OS. We extend these arguments in a natural manner to sub-block coverage when projecting onto a 2 dimensional subspace (Experimental Design). We also give theoretical bounds on the percentage coverage of parameter space for both LHS and OS (showing that they are equivalent with respect to the coverage). We then extend these estimates to the coverage when projecting down onto a 2 dimensional subspace. Finally we present some simulation results that support our theoretical results along with concluding remarks.
Methods
We begin by reviewing the well known methods used to generate Latin Hypercube samples and formalise the definitions for Orthogonal samples.
A By way of an example, LHT1 and LHT2 are two matrices which correspond to two Latin Hypercube 3-trials on the set {1, 2, . . . , 8}. Note that since a LH d-trial is a multiset it is invariant under any permutation of the rows. and 2, variables 1 and 3 and variables 2 and 3 can be partitioned into four equally sized subblocks as shown by the thicker lines in Figure 1 . In LHT2 we see that the 3-tuples (points) are evenly distributed across the four sub-blocks, while this is not the case in LHT1.
The 3-trial LHT2 is an example of a specific space filling design known as an Orthogonal d-trial, where the sample points achieve uniformity on the bivariate margins.
With this example in mind it is useful to have a formal definition for sub-blocks, Orthogonal d-trials and Orthogonal samples.
Let 
Results
Here we give theoretical arguments that calculate the expected coverage of the parameter space when taking the union of k d-trials. To achieve this we begin by using combinatorial techniques to count the expected intersection sizes for a multiset of m LH d-trials. These arguments are presented below and then extended to the expected coverage based on Orthogonal d-trials. , so
The expected intersection size of LH d-trials
The expected number of ordered d-tuples common to all m LH d-trials in M is given by
Proof. 
Hence the expected number ordered d-tuples common to all m LH d-trials for an arbitrary
M ∈ M is M ∈M c(M ) 1 |M| = n d (n − 1)! d−1 + m − 1 m n! (d−1) + m − 1 m .
The expected intersection size of Orthogonal d-trials
For general d we count the number of orthogonal d-trials. Thus the assumption is that
d there is precisely one element of H of the form ((p 1 , x 1 ), (p 2 , x 2 ), . . . , (p d , x d ) 
and for each i = 1, . . . , d and each
Lemma 2. The total number of Orthogonal d-trials on
Proof. Let H be an Orthogonal d-trial. There are n = p d d-tuples in H. Fix i and j, where 1 i d and 1 j p, and define a function f ij :
where (j, y) is the i-th coordinate. Since f ij is a one-to-one and onto function there are (p d−1 )! different functions to choose from and dp choices for i, j so ( 
Let M o be the set of all selections of m Orthogonal d-trials (so M o is a set of multisets each of size m). So by Lemma 2
Proof. The proof follows as in the proof of Theorem 1, except that we consider M o instead of M and the number of Orthogonal d-trials that intersect in a fixed d-tuple as established in Lemma 3. 
The expected size of edgewise intersection of LH d-trials
Proof. Multiplying the number of distinct LH d-trials by the number of edges in a LH d-trial and dividing by the total number of distinct edges counts the number of LH d-trials that contain a fixed (i, j)-edge; that is,
We now count the expected number of edges common to all LH d-trials from a selection M ∈ M. 
that is, x m (n) is the expected intersection in the projection to a subspace of dimension t = 2
Proof. The case d = 2 is covered in Theorem 1. For general d we fix an (i, j)-edge, say (a i , a j ). By Lemma 5 there are (n − 1)!n! d−2 LH d-trials that contain this edge. From this set the number of ways to choose, with repetition, m of these LH d-trials is
That is, there are s (a i ,a j ) choices of m LH d-trials that intersect in the fixed (i, j)-edge (a i , a j ). For M ∈ M denote the number of edges common to all LH d-trials by c(M ). Then, denoting the set of (i, j)-edges by E,
Hence the expected number of edges common to all m LH d-trials for an arbitrary M ∈ M is
The result follows by noting that (n − 1)
In [2] the authors used MATLAB simulations to test the percentage coverage of t dimensional subspaces at the sub-block level, where we recall that for a d dimensional parameter space with n = p d , the set of
defines a sub-block. These simulations were focused on testing the percentage coverage for (i, j)-edges from the set
2 . Theorem 6 allows us to calculate the expected coverage of this set of (i, j)-edges.
Proof. Theorem 6 gives the expected number of edges common to all m LH d-trials in M (that is, i and j are not fixed). However we are interested in the expected number of edges in E (p i ,p j ) (with i and j fixed). There are
choices for the pair (i, j), where 1 i < j d. Also rather than summing over all n 2 = p 2d (i, j)-edges we sum over the p 2d−2 edges in E (p i ,p j ) . Therefore to evaluate x m (n) we divide the result from Theorem 6 by p
Remark: There is a natural extension of this result to projection onto a subspace of arbitrary dimension t > 2.
Bounds on percentage coverage of d-tuples
To estimate the number, U (k, n), of cells in the parameter space covered by the union of k d-trials, with n partitions for each of the d parameters, we count via the Principle of Inclusion/Exclusion obtaining
where x m (n) denotes the expected intersection size of m arbitrary trials depending on the sampling strategy. We define the expected coverage fraction to be
We have from Theorems 1, 4 and 6 three different expressions for the x m (n). So let the expected numbers of ordered d-tuples in the case of LHS, OS and sub-block coverage for t = 2 be, respectively, x mL (n), x mO (n) and x m2 (n) then from Theorems 1, 4 and 6 we have
)! dp ; and
Note that in the case that d = 2 then x mL (n) = x m2 (n). Now the binomial expansion gives
Also it is easy to see that, for x 0, 1 + x e x and 1 − e
while, for 0 t < 1,
Moreover, for 0 < a b and i 0,
Thus for 0 i m
and for 0 t =
We relate this back to the expression for the x m (n) for a general a and b with 0 < a b and
Recalling that P (k, n) denotes the expected coverage fraction of d-tuples in the parameter space by taking the union of k trials with either LHS or OS, we have the following result. 
Proof. We begin by using the Principle of Inclusion/Exclusion, using (7) and evaluating P (k, n) in terms of the general form of x m (n), as follows
It follows from (12) and then (7) and (8) that
Moreover, it follows from (8) and (9) that
As n → ∞
provided kλ Cn; note it follows from Stirling's formula that e 2kλ k 2 a → 0 in this case. Thus
Finally, in the case of LHS with a = (n − 1)
while with OS a = (p d−1 − 1)! dp p d(d−1)(p−1) and b = (p d−1 )! dp and so
Thus λ is the same in both cases and the percentage coverage is the same in both cases (assuming that n = p d for the OS case) and so the result is proved.
We can extend this analysis to the case of the 2 dimensional sub-block projection (t = 2) but now P (k, n) = U (k,n) n 2 . Theorem 9. For the 2 dimensional sub-block projection
Proof. With a = (n − 1)
We now present some simulation results confirming our theoretical results. We focus on the case d = 5 and give expected coverage at the 25, 50, 75 and 100 percent levels for t = 2, 3, 4 by plotting the logarithm of the number of trials as a function of the logarithm of n.
Discussion and conclusions
Theorem 8 states that the expected coverage of both LHS and OS is of the form 1−exp(−kλ) where λ = 1 n d−1 , while Theorem 9 states that the expected coverage when projecting onto a t dimensional subspace with t = 2 has the same form but now λ = 1 n and this coverage is independent of d. Although, we have not presented the analysis here we can extend the results of Theorem 9 to arbitrary t so that λ = 1 n t−1 . Figure 2 confirms these results. In all but the full coverage case the gradient of the straight line is t − 1. In the case of the full coverage the gradient appears to behave as t − 1/2. We think this is partly due to the effect that as the percentage coverage increases then the higher is the rate of overlapping d-trials. Nevertheless our numerical results are consistent with the theory.
In conclusion, we have obtained analytical results for the expected coverage of parameter space when using both Latin Hypercube and Orthogonal sampling. We have shown that there is no difference between the two in terms of the expected coverage. We have obtained analytical results of the expected coverage when projecting onto small dimension subspaces. In this case the expected coverage is independent of the dimension of the parameter space and depends only on the dimension of the projected subspace. These result have relevance in the construction of Experimental Designs. The analytical results are supported by simulations. 
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