Let G be a simple connected graph with n nodes and let f α k (A) be a communicability function of the adjacency matrix A, which is expressible by the following Taylor series expansion:
Introduction
Graphs and networks are ubiquitous structures in many areas of mathematics and sciences [21, 22, 31] . A fundamental characterization of such structures is the study of their metric properties. This kind of analysis is common in many areas. In pattern recognition methods, graph distances are commonly used in combination with traditional multivariate statistical and machine learning techniques for analyzing the structure of the data [37] . In physical sciences, graph distances are used in a variety of ways, ranging from their use as ways to characterizing molecular structures [22] to the analysis of various dynamical processes defined on graphs [4] .
In spite of the fact that every graph has an infinite number of geometric embeddings-namely, any self-adjoint operator defined on the graph gives such an embedding [4] -the shortest path distance [8, 15, 24] is by far the most used metric for characterizing graphs. More recently, there has been an increasing interest in defining new metrics that extract more useful information from the structure of graphs and networks. Some well-known distances on graphs are those inspired by physical analogies such as electric networks and random walks on graphs (commute time) [25, 43, 50] . In a series of recent works Chebotarev proposed several parameterized graph distances [12, 14, 13] . Other hyperbolic and Euclidean distances have been found in the musical intervals (tone music) and the price of the land, among others [4] . When applied to very large graphs some of these metrics confront serious difficulties. This is the case for instance of the resistance distance which becomes meaningless for very large graphs [61] . The problem of analyzing such very large graphs arises in the context of the so-called complex networks, which are graphs representing complex real-world systems, ranging from infrastructural to social and biological networks [6, 16, 28] . Until very recently the study of the metrical properties of these large complex networks was absolutely centered in the analysis of the shortest path distance. More recently, several authors [2, 7, 29, 30, [44] [45] [46] 54] have called the attention about different types of metrics and embeddings for these networks which give important information about their topologies and the dynamical processes taking place on them.
A natural way of representing inter-node distances in a network is by arranging them into a symmetric hollow matrix, which is called a distance matrix. This marriage between geometry and linear algebra has produced many beautiful and interesting results [5, 19, 20, 23] . A particular class of distance matrices which has received a lot of attention in the mathematical literature is that of the Euclidean distance matrices (EDMs) [1, 3, 38, 39, 47] . In EDMs the set of points can be embedded into a Euclidean space of some dimensionality such that all pairs of interdistances generate the entries of the matrix. It is a matter of convenience to encode the square of the distances between the points instead of the Euclidean distances per se.
Then, a squared Euclidean distance matrix, hereafter called simply EDM, D = (d ij ) is a matrix n × n for which there exists x 1 , x 2 , . . . , x n ∈ R n such that d ij =   x i − x j   for certain positive integers i, j, where ∥·∥ is the Euclidean norm. It is known that if G is a positive semidefinite matrix (x T Gx ≥ 0 for all x such that x ∈ R n ), then s1
T + 1s
T − 2G is a EDM [20, 42, 53] , where s = (G 11 G 22 . . . G nn )
T and 1 is a column vector of ones. The so-called communicability distance [29] is based on this transformation in which G is the exponential of the adjacency matrix of the graph/network.
The main results of this work are: (i) the extension of the concept of communicability distance, first introduced for the exponential of the adjacency matrix, to any positive semidefinite function of this matrix; (ii) the proof that for the communicability distances obtained from positive definite functions of the adjacency matrix there is an embedding of the network into a high-dimensional sphere (hypersphere) such as the distance between the nodes correspond to the communicability distance. We also give here the mathematical expressions for the radius as well as the ratio of the surface area to volume (surface/volume ratio) of the communicability hyperspheres.
We study small connected graphs with up to 8 nodes and we find that the radius of the communicability hypersphere is very much determined by the communicability diameter of the graph. The size of the communicability diameter depends on a couple of conditions: (i) the existence of a pair of nodes in which at least one of them has large self-communicability, and (ii) a relatively low communicability between the two nodes. Finally, we study a series of real-world networks representing a variety of scenarios. We find that the communicability embedding and particularly the communicability diameter separates the networks into two classes: large and small communicability world networks. We analyze the properties of these networks and study how a parameter simulating the temperature of the system can transform a small into a large communicability world and the other way around.
Functions of the adjacency matrix
For A ∈ C n×n and Λ(A) the spectrum of A, we consider f (A) as the function of the matrix A, that is:
where f is analytic on and inside a closed contour Γ that encloses Λ(A). This definition together with some properties of the functions of matrices and other equivalent definitions can be seen in [41] .
In the following, n ≥ 2 and A ∈ R n×n will be the adjacency matrix of a simple graph on n nodes. As from the point of view of applications the idea is to penalize longer walks more than the shortest ones in a graph, we can consider any sequence {α k } k∈N of nonincreasing nonnegative real numbers such that the number of walks of length n is scaled by α n . Adding any coefficient α 0 and if for every complex number z, we suppose that  ∞ k=0 α k z k exists and has radius of convergence R > 0 (resp. R = ∞) then the function
is analytic in D(0, R) := {z ∈ C : |z| < R} (resp. it is analytic in C if R = ∞) and so taking into account (2) we can consider f α k (A) as in (1) . f α k (A) is called f -communicability (see [35] ). So, the f -communicability between the nodes p and q is the corresponding nondiagonal entry of f α k (A), (f α k (A)) pq . As A is a symmetric matrix, if λ 1 ≥ λ 2 ≥ · · · ≥ λ n are the eigenvalues of A, Λ is the diagonal matrix of the eigenvalues of A and U is the orthogonal matrix whose column vectors are the orthonormal eigenvectors ϕ 1 , ϕ 2 , . . . ϕ n associated to the eigenvalues λ 1 , λ 2 , . . . , λ n respectively. Then A = U · Λ · U T and consequently
Thus, we have
where ϕ j (p) and ϕ j (q) are the pth and qth entries of the jth orthonormal eigenvectors of A associated with the eigenvalue λ j and
Furthermore, from the orthonormality of the eigenvectors ϕ 1 , ϕ 2 , . . . ϕ n and the condition
we have
The diagonal entries of f α k (A) are the so-called self-communicability or the ''subgraph centrality'' of the corresponding node (see [36] ). The term ''subgraph centrality'' refers to the fact that (f α k (A)) pp counts the weighted participation of the node p in all subgraphs in a graph.
In the next section we are defining communicability distance functions on the basis of positive semidefinite functions of the adjacency matrix. Then, we are going to prove here some results related to such functions. (9) and N ∈ N. Then, the functions of matrices e A , (I − αA)
are nonnegative.
Proof. The cases for e
A , (I − αA) −1 and cosh(A) are trivial from the Taylor series expansion of these matrix functions. For the matrix functions [27] 
we have that
and if λ j is an eigenvalue of A then
Thus λ N j e λ j is nonnegative if and only if N is even. On the other hand, the matrix function Ψ [41] is positive definite for every natural N. To prove this, we can define
, ∀z ∈ C * , (15) for N = 1, if λ j is an eigenvalue of A we can write
Furthermore, as the eigenvalues of the adjacency matrix are all real and the function f (x) = e x , ∀x ∈ R is increasing then: if λ j > 0, e λ j > 1 and 
where |x| < R, and lim N→∞ R N (x) = 0. In particular,
and
. So we have proved that the matrix functions Ψ N (A)
are positive definite for every natural N.
Communicability distances
The communicability distance was originally proposed by Estrada [29] on the basis of the communicability function expressed in terms of the exponential of the adjacency matrix. Here we extend this concept to any positive semi-definite
) pq measures how much information departing from node p arrives at node q, and let (f α k (A)) pp be the amount of such information which returns to the original node. Now, let us define the difference between both
Then, we have the following result. Proof. Let Λ be a diagonal matrix of the eigenvalues of the adjacent matrix and let
which can be obtained by transposing the pth row of the matrix U of eigenvectors of the adjacency matrix. Then, we can which can be regrouped as
Now, we can define the vector 
which obviously means that
is a Euclidean distance between the nodes p and q of the graph.
Now we show a few results about the communicability distance of some elementary graphs. In particular, we study the n-nodes path P n , the n-nodes cycle C n , the star graph S 1,n−1 , and the complete graph K n of n nodes. P n is a connected graph in which n − 2 nodes are connected to other two nodes and two nodes are connected to only one node; C n is the connected graph of n nodes in which every node is connected to two others; S 1,n−1 is the connected graph in which there is one node connected to n − 1 nodes, here labeled as 1 and named the central node, and n − 1 nodes are connected to the central one only; and K n is the graph in which every pair of nodes is connected by an edge.
Let f α k (z) be as in (2) and f α k (A) be the f -communicability relative to the function f α k (z). Let
and we denote by
the coefficients of the Fourier expansion of the even function f given in (25) [26] . Then we have the following result. Proposition 3.1. Let n ≥ 2 and let P n be a path of n nodes labeled as 1, 2, . . . , n starting from any of the two endpoints, {α k } k∈N∪{0} be as in the previous section, and let A ∈ R n×n be the adjacency matrix of the graph. Let p ≥ q and let
where
and a 0 , a 2r(p) , a 2r(q) , a p−q , a p+q as in (26) . Then, the f -communicability distance between two nodes of P n tends to η ′ pq as the size of the path increases, i.e.,
Proof. The pth entry of the jth eigenvector of the adjacency matrix of P n is given by ϕ j (p) =  . So, as n increases ρ(A) increases and ρ(A) → 2 as n → ∞. Because f α k (A) has to make sense for any n, we need to consider that α be a real number such that 0 < α < 1 2 . Then the communicability between any two nodes p, q with p > q in P n , (f α k (A)) pq is given by 
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In the above equation, we approximate the sum by the following integral:
where θ =
where a p−q and a p+q are the (p − q)th and (p + q)th coefficients given by (26) . Then, it is easy to realize that
The expression for the self-communicability of a given node is
and a 0 , a 2r(p) are given by (26) . The use of the term r(p) is needed here because of the equivalence of the nodes v i and v n−i+1 in a path.
Here again
as n → ∞ and by substitution we finally obtain the result. Indeed, for every p, q such that p ≥ q we have:
The above result has some interesting implications. For instance, from the Riemann-Lebesgue Lemma [52] we know that
So, if we consider the two endpoints of a path we can see that which implies that for very large paths the distance between the two endpoints is constant:
We compute the value of
a 2 for some matrix functions. For instance, if f k (A) = e A and lγ (z) is the Bessel function of the first order, which is defined by the following integral:
for f (θ) = e 2cos(θ ) ,
and as it is proved in [29] :
Now, let us consider the case f k (A)
. Here we have that
Furthermore, if g :
Now, we continue with the analysis of the communicability distance in the cycle. 
where d pq is the shortest path distance between the two nodes and a 0 and a dp q are given in (26) . Then, the communicability distance between the nodes p and q in C n tends to η ′ pq as the size of the cycle increases, i.e.,
Proof. The eigenvalues in the cycle are
If we denote by ϕ j the orthonormal eigenvector associated with the eigenvalue λ j then, if n is odd, ϕ j (p) and ϕ n−j (p) are given by
 T depending on the value of j and n, and the same is true for ϕ n−j . Then,
If n is even then ϕ j (p) and ϕ n−j (p) are given by
 T depending on the value of j and n, and the same for ϕ n−j . Then,
The communicability between any two nodes p and q in C n with p > q is given by the following.
(i) Odd case:
where in Eqs. (52) and (53) we have used the fact that:
(ii) Even case:
In Eq. (55) we used that
and furthermore in (55) and (56) we used the fact:
So, the communicability in C n between any two nodes p and q with p > q is given by
In the above equation, we can approximate the sum by the following integral:
where θ = 2π j n and f (θ ) = f k (2 cos(θ )) as in (25) . Thus, we can write
where d pq is the shortest path distance between the two nodes, and a d pq is the d pq th coefficient of the Fourier expansion of f as in (26) .
Then, it is easy to realize that
Therefore,
and by similar arguments as before, we have that
It can be seen that a d pq → 0 as d pq → ∞, which implies that the communicability distance tends to a constant value for pairs of nodes separated at very large shortest path distance in C n . That is,
Examples 3.1. For instance, if f k (A) = e A , it was proved that [29] η
where l 0 (2), l d pq (2) are as in (39) . Now, we have that in the case
In the following we obtain an expression for the f -communicability in the star graph of n nodes. 
Proof. The eigenvalues of the star graph are
The eigenvectors associated with the largest and smallest eigenvalues are, respectively [29] 
The other expressions that we need to know in order to find the formula for the communicability among nodes in a star are
which are derived from (6) and (7). Then
The above result indicates that independently of the size of the star graph, the f -communicability distance is always a constant.
Remark 3.1. Let n > 2 and let S 1,n−1 be the star graph of n nodes and
Then the communicability distances between pairs of nodes in S 1,n−1 are given by
Indeed, as
the communicability of the nodes in S 1,n−1 is given by
Consequently,
The results for the case f α k (A) = e A were obtained in [29] .
Proposition 3.4. Let K n be the complete graph of n nodes. The f -communicability distance between any pair of nodes is the constant:
Proof. The eigenvalues of the complete graph are n−1 with multiplicity one and −1 with multiplicity n−1. The eigenvector associated with the largest eigenvalue is
and the other expressions that we need to know in order to find the formula for the communicability are
which are derived from (6) and (7). So, the f -communicability between any pair of nodes in K n is given by
Similarly
Therefore
Remark 3.2. Let n > 2 and let K n be the complete graph of n nodes. For we have
Similarly,
and the communicability distance between any pair of nodes is given by
Furthermore, as 0 < α <
which indicates that when the number of nodes increases, the communicability distance is closer to 
Communicability distance-sum indices
Let f α k (A) be a positive semidefinite matrix as before. We construct the communicability distance matrix of a graph as follows. Let
be a column vector of the self-communicabilities of every node in the graph. Let C be the matrix defined by
where 1 is a column vector of ones. Then, the f -communicability distance matrix of a graph, which is a Euclidean distance matrix, is given by
where • indicates entry wise square root. is defined as
A small value of γ (f α k (A)) indicates that the nodes of the graph are close to each other in the sense of mutual communication.
In such a way, the index γ (f α k (A)) accounts for the global communicability ''packing'' of the graph.
In the case of the paths we cannot find analytic expressions for the communicability distance index. However, in a similar way as in [29] we have found empirical evidence that the index grows quadratically with the number of nodes. For instance in the case
in the path we obtain the results illustrated in Fig. 1 where we plot the relationship between the communicability distance index and the number of nodes for α = 0. 
Then, 
Hyperspheric embeddings
Let S be the hypersphere of radius R, that is, 
Proof. We consider a real orthogonal matrix U such as
where Λ is the diagonal matrix of the eigenvalues of A. Let λ 1 , λ 2 , . . . λ n be the eigenvalues of A. Because f α k (A) is positive definite, we have: Consider the matrix
To show that C is invertible it suffices to prove that
is invertible.
then, using the Sherman-Morrison formula [40, 55] , (U
To conclude, we will prove that
For proving that uv
, the nontrivial eigenvalue of the matrix
We can write:
Then uv
−1 is also a rank one matrix having 2 as the only nontrivial eigenvalue. Hence,
Since f α k (A) is positive definite, the Hadamard inequality yields
That is,
Now, let us use the arithmetic-geometric means inequality to get
and so n ≤ 2. Because we have imposed the condition that n > 2, this implies that λ 1 (uv 
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On the other hand, using again the Sherman-Morrison formula we have
In order to prove that
we can express it as
Then, we have to prove that
Additionally, multiplying by an adequate constant we may assume, without loss of generality, that f α k (A) ii ≤ 1, for all i.
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Denote by µ 1 , . . . , µ n the eigenvalues of f α k (Λ) and u = (u 1 , . . . , u n ) and 
, where 1 n is the identity matrix. We have assumed that this matrix is not invertible, therefore n ≤ nf α k (A)
This confirms that C −1 exists. What remains now is just to show that 1 T C −1 1 ̸ = 0. For that purpose, consider as abovẽ
Then using (123) and the expression for the inverse ofC we can write [39] the points that generate the matrix C lie on the surface of a hypersphere and C is embeddable into a Euclidean hypersphere of dimension n − 1 whose radius is given by
(128)
Case studies
In this section we study the embedding of a network based on the communicability distance defined on the basis of the exponential of the adjacency matrix. This communicability function, hereafter termed q-communicability, is defined as
For the, q-communicability, the hyperspheric embedding has a radius given by
Then, for a network having n + 1 nodes which is embeddable into a hypersphere of dimension n and radius R, the surface area and volume [18, 49, 56] of the hypersphere are given by
where Γ (z) is the gamma function. We can now see that the surface/volume ratio of a q-communicability hypersphere is given by The surface area to volume ratio is used in many different fields as a measure of the compactness of a given object. Large values of this ratio indicate that the object has relatively larger surface area than volume, which is considered as a lack of compactness or a large porosity of the surface.
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Study of small graphs
We start this section by analyzing the radius of the q-communicability hypersphere of a given graph. Hereafter we concentrate only on this type of communicability as defined in the previous section. Let us designate by S G the hypersphere in which the graph G is embedded. Let D(G) be the diameter of the communicability distance defined by D(G) = max p,q η pq (G) and let D(S G ) = 2R be the diameter of the hypersphere S G . In the first instance, we are interested in analyzing which structural properties of a graph determine the diameter of the communicability hypersphere in which it is embedded. It is straightforward to realize that the diameter of the hypersphere should not be smaller than the diameter of the graph,
i.e., D(S G ) ≥ D(G).
In Fig. 2 we illustrate this intuition by considering the two connected graphs with 3 nodes which are embedded into communicability circles. The first graph is the path of three nodes P 3 and the second is the complete graph In order to corroborate our hypothesis on the relationship between the hypersphere radius and the communicability diameter of the graph we study here all 12, 082 connected graphs having n = 6, 7, 8 nodes. First, we calculate the average value of R for all graphs having n nodes and m edges, ⟨R n ⟩ m . The results are illustrated in Fig. 3 , where it can be observed that starting from the trees, the average radius starts to increase with the number of edges up to reaching a maximum, after which it starts to decrease. The minimum radius is always reached for the complete graph with the given number of nodes.
Because the ratio between the surface area to the volume of the hyperspheres is given by γ n = n R we consider it just as a normalized version of the hypersphere radius and continue our study by using γ n instead of R. In Fig. 4 we illustrate the plot of ln γ n for all 11, 117 connected graphs with 8 nodes versus the communicability diameter of the graphs. For the sake of comparison we include also the plot of ln γ n versus the average communicability distance in the graph.
As can be seen in Fig. 4 the ratio of the surface area to volume of communicability hyperspheres (and consequently their radii) is very much determined by the size of the communicability diameter of the graphs. The correlation is not so good for the average communicability distance as can be seen in Fig. 4 (right panel) . The explanation for these results is as follows. As seen in Fig. 2 the diameter of the hypersphere is very much determined by the largest communicability distance in the graph. Once we have accommodated the two more distant nodes in the graph the rest of the nodes can be placed on the surface of the hypersphere. It could be the case that many of such nodes are close to each other in terms of their communicability distance such that the average communicability distance is relatively small. Consequently, the communicability diameter but not the average communicability distance very much determines the size of the hyperspheres in which the graphs are embedded.
In previous works [29, 30] we have analyzed the main structural characteristics of a graph which contribute to the communicability distance. However, here we need to clarify which are the main factors that contribute to the communicability diameter of a graph. The communicability diameter is defined as
Then, a graph will display a large communicability diameter if G pp + Gis large and G pq relatively small. The first necessary condition is obtained if G pp or Gor G pp + Gis very large for any pair of nodes in the graph. We know [33] that G pp reach its maximum for any pair of nodes in the complete graph, i.e., G pp (K n ) = e n−1 n
. However, the communicability among any pair of nodes in this graph is also very large and we have proved in [29] that the communicability distance in K n is very small. However, let us consider a graph formed by a clique of n − 1 nodes and one pendant node. These graphs are known as the (n − 1, 1)-lollipop graphs L n−1,1 . In these cases the only node with degree n − 1 has a very large value of its selfcommunicability, while the communicability between this node and the pendant one is relatively low. For instance, for L 7,1 the node with degree 7 has G pp = 61.7 and the pendant node has G= 2.99, but the communicability between both nodes is just G pq = 10.7, making the communicability distance between these two nodes the largest one among any pair of nodes in the connected graphs with 8 nodes. In closing, there are two necessary conditions that need to be fulfilled for a graph to display large communicability distance ξ pq (and consequently large diameter): (i) large value of the self-communicability for at least one of the two nodes p or q, (ii) relatively low communicability between this pair of nodes.
We notice here that no analytical results are currently known for the communicability diameter of graphs. Therefore, the investigation of the relations between the communicability diameter and other graph parameters is a promising avenue of research in this field. As we will see in the next section the analysis of the surface/volume ratio of the q-communicability hyperspheres gives important insights about the global architecture of real-world networks. ) - Table 1 Values of the radius and surface/volume ratio of the communicability hyperspheres of the 28 complex networks studied here. We also include the size and number of links as well as the communicability diameters of these networks. a Networks whose nodes are embedded into three-dimensional or higher geographical spaces. b Networks whose nodes are embedded into two dimensional spaces.
Study of real-world networks
In order to investigate the structural information provided by γ n in real-world systems we study here the following networks (see Appendix in [28] ): the neural network of C . elegans (neurons); the PPI network of yeast (PPI yeast); the brain networks of macaque visual cortex (Macaque cortex) and cat cortex (cat cortex); three networks representing human brain tissues in healthy subjects (Brain tissue_1, _2 and _3); a network of the Roget thesaurus (Roget); the citation networks in the field of small-world (Small World citation) and of centrality measures (Centrality citation); the social networks of corporate elite in USA (Corporate elite); the social networks of injecting drug users (Drugs); the world trade network of miscellaneous metal manufactures in the world in 1994 (World trade); three electronic sequential logic circuits parsed from the ISCAS89 benchmark set (electronic1, electronic2 and electronic3), the USA airport transportation network of 1997 (USAir 97); a version of Internet at autonomous system of 1997 (Internet); two networks of software for XMMS and VTK; four street networks for the cities of Bonheiden (Bonheiden city) [9] , the old part of Cordoba (Cordoba city) [9] , Foggia (Foggia city) [57] , and the center of Bologna (Bologna center) [57] ; three networks representing the chambers and galleries in nests built by the Cubitermes termite (termite1, termite2 and termite3) [51] and a network of the galleries produced by 200 ants during three days (Ant galleries) [10] . We calculate the values of the radius and surface/volume ratio for the communicability hyperspheres in which these networks are embedded as well as the communicability diameters for the networks. All these values, together with the number of nodes and links, are given in Table 1 .
We have artificially divided these 28 networks into two groups. The first group is formed by 14 networks which display very large values of the hypersphere radii, which correspond to negative values of ln γ n . These networks are characterized by very large communicability diameters, which in general are several orders or magnitude larger than ln n. In contrast, the second group of networks is characterized by relatively small hypersphere radii and positive values of ln γ n . In these cases the communicability diameter is of about the same order of magnitude than ln n. By taking an analogy with the ''small-world'' phenomenon in which the shortest path distance scale with the logarithm of the number of nodes we designate the first group of networks as large communicability-world networks and the second as small communicability-world ones. Then, the large communicability-world (LCW) networks are characterized by the fact that D(G) ≫ ln n, while small communicabilityworld (SCW) networks are characterized by the fact that D(G) ∼ ln n. Let us now explain the structural factors that determine the main differences between LCW and SCW networks. As we have seen in the previous section a network has a large communicability diameter if there is a couple of nodes p, q in which at least one of them has very large self-communicability, i.e., G pp or/and Gis/are very large, and the communicability between both nodes G pq is relatively small. This is exactly the situation which occurs with the networks of the first class. In these networks there are a few communicability hubs, which are nodes with very large values of G pp and in general displaying large communicability with most of the nodes of the network. In contrast, there are some nodes which are relatively isolated from those communicability hubs in terms of communicability. That is, there are relatively few routes connecting these nodes to the hubs. For clarifying these things let us consider an example. In the US airport transportation network there are a few airports displaying very large self-communicability, such as Chicago O'Hare International, Dallas/Forth Worth International, The William B. Hartsfield Atlanta, among others. If we consider the communicability diameter of this network we see that it corresponds to the communicability distance between Chicago O'Hare International and West Tinian International airport in the Northern Mariana Islands. This airport is relatively isolated due to its geographical position far from continental USA. The shortest route from it to Chicago is through Saipan International, Guam International, Honolulu International and from there to Chicago O'Hare International. Many of the LCW networks have the nodes embedded into low-dimensional geographical spaces, such as the surface of the USA, but they are far from being planar as their links can use higher dimensional spaces to connect the nodes. For instance, in the case of airport connections they can use three-dimensional or even higherdimensional spaces as two flights can intersect geographically but at different times. This makes possible the existence of communicability hubs. However, as we have seen for the case of complete graphs in the previous section this is a necessary but not sufficient condition for a graph to have a large diameter and consequently a large hyperspherical radius. The other necessary condition is the existence of a node with which the communicability hub is relatively poorly communicated.
In the case of SCW networks the situation is quite the opposite to that of LCW ones. These networks are in general planar or almost planar graphs, which mean that both, nodes and links, are embedded into a two-dimensional plane. This makes almost impossible the existence of communicability hubs in these networks. These kinds of situations are not only expected in networks such as the ones in Table 1 in which the nodes are geographically embedded into two-dimensional spaces like the surface of a city but also in networks where the nodes do not occupy specific positions in real geometric spaces. These are the cases of social and biomolecular networks. For instance, if we consider the social network of people with HIV infection during its early epidemic phase in Colorado Spring (ColoSpg) and we compare it with the network of injecting drug users already included in Table 1 . In the first network D(G) = 10.44, which is about ln n = 5.78 indicating that the network is a SCW, while the second displays D(G) = 2234 which is very much larger than ln n = 6.42, indicating that it is a LCW network. In general terms these results indicate that in the first network most of the routes connecting two individuals in terms of their communicability coincide with the shortest paths connecting them. In contrast, in the network of injecting drug users there are many alternative routes connecting two individuals apart from those using the shortest paths. In fact, the communicability distance in these networks is expected to be correlated in different ways to the shortest path distance. In Fig. 5 we illustrate this situation for the two networks considered before. In the first case the Pearson correlation coefficient of 0.94 indicates a high linear correlation between the two distances, while in the LCW network there is a complete lack of correlation with a very poor coefficient of only 0.38.
Modulating the hyperspheres
In this section we consider that every link of the graph is weighted by a parameter β. In this case the q-communicability function is defined by
A simple physical analogy is to consider that we submerge the graph into a thermal bath which has inverse temperature
−1 , where k B is a constant and T is the temperature. In this case, it has been previously shown that the qcommunicability function represents the thermal Green function of a network of quantum harmonic oscillators. The reader interested in the complete derivation of this result is directed to Ref. [34] . Using the above defined q-communicability we can easily define the q-communicability distance between pairs of nodes in a graph in a way that it can be modulated by changing the temperature [32] [33] [34] . For instance, when the temperature goes to infinite, β → 0, the squared q-communicability distance matrix is given by
where J and I are the all-ones and the identity matrix, respectively. The inverse of this matrix is given by
which makes that the radius and the surface/volume ratio of the hypersphere containing the nodes of the network are determined only by the number of nodes of the network, This means that if we consider a LCW network for which ln γ n (β) < 0, when we increase the temperature the logarithm of γ n becomes positive at a certain value of β and it approaches
Let us consider now the effect of cooling the network such that β → ∞. In this case we have that
βλ 1 , where ϕ 1 is the eigenvector associated with the largest eigenvalue λ 1 of the adjacency matrix. Consequently the squared q-communicability distance matrix is given by
where B is the matrix in square brackets. The inverse of the square q-communicability distance matrix is
This means that the radius and the surface/volume ratio of the hypersphere containing the nodes of the network are given respectively by
That is, if we consider a SCW network for which ln γ n (β) > 0, when we decrease the temperature, the logarithm of γ n becomes negative at certain value of β and approaches to ln γ n (β → 0) → −∞. Taking both results together we conclude that the variation of the temperature changes completely the communicability-world properties of a given network, which has a great implication for the detection of alternative routes connecting nodes which avoid the hubs of the network. This can be seen effectively by considering the expression of the ratio of the volume of the layer to the total volume of the hypersphere for the networks at extreme temperatures. That is,
which means that ∆V n (β → 0) → V n (β → 0) as n → ∞. In other words, for high temperatures all the volume of the hypersphere is concentrated in a very thin layer below the surface and most of the sphere is hollow. However, because γ n (β → ∞) → 0, we have that
which indicates that for very low temperatures ∆V n (β → ∞) ≪ V n (β → ∞), meaning that as the temperature approaches the absolute zero the volume that was concentrated into a small skin below the surface is now occupying most of the sphere.
In Fig. 6 we illustrate the results of changing the temperature for a few real-world networks with different γ n . In the left part of Fig. 6 we plot the values of the logarithm of γ n versus the inverse temperature for LCW networks. All these networks have ln γ n < 0 at β = 1, but as the temperature increases, β → 0, the values of the logarithm of the surface/volume ratios become positive at certain point. These values are given in parenthesis for the 5 networks in As we have seen in the previous sections when the networks display ln γ n > 0 at β = 1 it is frequent to find that the path minimizing the communicability distance coincides with the shortest path connecting the same pair of nodes. However, for these same networks when ln γ n (β) < 0 the q-communicability distance usually identifies different routes to connect the same pair of nodes which avoid visiting highly connected nodes. For instance, if we consider the network of galleries in the termite nest 1 at β = 1, the communicability distance identifies the path marked in black in Fig. 7 as the optimal route connecting the two end nodes. This is exactly the same routes identified by the shortest path distance for these two nodes. That is, the path minimizing the q-communicability distance at β = 1 and the shortest path coincides for the two nodes in question. However, for β = 2 this network goes to a different regime in which ln γ n (β) < 0. In this case the q-communicability distance identifies a completely different route between the same pair of nodes. This route is marked in red in Fig. 7 and it is evident that it avoids as much as possible all the hubs of the network. These results clearly illustrate that the variation of the temperature is an important modulator of the communicability distance which allows to select optimal routes between pairs of nodes ranging from shortest paths (β ≫ 1) to paths minimizing the presence of hubs (β ≪ 1).
Conclusions
We have proved here the existence of hyperspheres of radius R in which the nodes of a network can be embedded, such that the distances between pairs of nodes are given by the communicability distance. We first have extended the concept of communicability distances to any function of the type f α k (A), where f α k (A) is a communicability function of the adjacency matrix A, which is expressible by the following Taylor series expansion:
We prove here that if f α k (A) is positive semidefinite then the communicability distance is a Euclidean distance between the corresponding nodes of the graph. We have given here analytic results for the communicability distances among the nodes in paths, cycles, stars and complete graphs, and we find functions of the adjacency matrix for which the main results obtained here are applicable. It is interesting that the parameters of the hyperspheres containing the nodes of the graphs are determined by the structure of the graph and can be modulated by changing a parameter β known as the inverse temperature. At the value β ≡ 1 the radii of the hyperspheres for real-world complex networks clearly distinguish between small (SCW) and large-communicability world (LCW) networks. The prototype of SCW networks is that in which both nodes and links are embedded into two-dimensional geographic spaces, such as in city street networks, electronic circuits, thin cellular tissues, etc. A typical LCW network is that in which nodes are embedded into 2-or 3-dimensional geographic spaces but the links use higher-dimensional spaces to reach a high connectivity in the network, such as in airport transportation networks, the Internet, trade networks, etc. The black solid line corresponds to the shortest path connecting the two target nodes, which coincides with the route minimizing the q-communicability distance when β ≡ 1. In contrast, for β ≡ 2 the q-communicability distance identifies an alternative route that is marked as a red solid line. In the image on the right we reproduce both routes in large where it can be noticed that the communicability distance avoids as much as possible the hubs in the route.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
However, the concept of LCW/SCW networks is extended to general cases in which no geographic embedding of nodes/links exists. The classification of complex networks into LCW/SCW ones is important from the perspective of the q-communicability distance. LCW networks are characterized by a complete lack of correlation between the communicability and the shortest path distances. This indicates that there are several alternative routes connecting pairs of nodes which avoid the hubs of the network. In SCW networks the existence of these alternative routes is more limited as there is more significant correlation between both types of distances. However, as we have shown in this work the variation of the network temperature makes a great influence on the communicability small-worldness of complex networks and consequently on the role of the communicability distance in selecting those alternative routes.
All in all, the communicability distance and their embedding into hyperspheres give an important alternative for studying complex network phenomena. The communicability hyperspheres offer interesting possibilities for studying several problems on network structure and dynamics. A few open questions remain. For instance, is the random distribution of points in hyperspheres [17] a good alternative to random networks? Can the diffusion equation in n-dimensional spaces [11] offer alternatives to study random walk processes on networks or vice versa? Does the spherical distance associated to the communicability distance offer a physical picture to complex networks [60] ? The answer to these and many other questions are expected to open new avenues in studying complex networks and their functioning in the real-world.
