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Recently, there is a growing interest in study quantum mechanics from the information geometry
perspective, where a quantum state is depicted with a point in the projective Hilbert space. By
taking quantum Fisher information (QFI) as the metric of projective Hilbert spaces, estimating
a small parameter shift is equivalent to distinguishing neighboring quantum states along a given
curve. Henceforth, information geometry plays a significant role in the single parameter estimation.
However, the absence of high dimensional measures limits its applications in studying the multi-
parameter systems. In this paper, we will discuss the physical implications of the volume element of
QFI. It measures the intrinsic density of quantum states (IDQS) in projective Hilbert spaces, which
is, then, a measure to define the (over) completeness relation of a class of quantum states. As an
application, IDQS can be used in quantum measurement and multi-parameter estimation. Induced
by the error of multi-parameter estimation, a set of estimators acquires an effective volume that is
measured by the determinant of its covariance matrix. We find the density of distinguishable states
(DDS) for a set of efficient estimators is thus measured by the invariant volume of the classical
Fisher information, which is the classical counterpart of QFI and serves as the metric of statistical
manifolds. Correspondingly, a determinant form of quantum Crame´r-Rao inequality is proposed
to quantify the ability to infer the IDQS via quantum measurement. As a result, we find a gap
between IDQS and maximal DDS over the measurements. The gap has tight connections with
the uncertainty relationship. Exemplified with the three-level system with two parameters, we find
the maximal DDS attained via the vertex measurements (MvDDS) equals the square root of the
quantum geometric tensor’s determinant. It indicates the square gap between IDQS and MvDDS is
proportional to the square of Berry curvature.
PACS numbers:
I. INTRODUCTION
Estimating parameters in high precision is essential for
both scientific research and technical applications. Re-
cently, the studies of estimating multiple parameters si-
multaneously using quantum resources attract lots of at-
tention [1–13]. The theory of quantum parameter estima-
tion [14, 15] and quantum metrology [16–18] provides us
the basic tools to estimate a single parameter via quan-
tum measurement and the methods of enhancing the pre-
cision of parameter estimation with quantum resources.
The quantum Fisher information (QFI) lies in the heart
of the theory by setting the upper bounds of a single
estimator’s precision via the quantum Crame´r-Rao in-
equality. The single-parameter case is well-studied, and
series of achievements have been made [19–21], such as
the high-precision magnetometry [22–24], atomic clocks
[25–28], and gravitational wave detectors [29, 30] have
been demonstrated in principle or realized experimen-
tally.
The information geometry presents us with a funda-
mental viewpoint to study single parameter estimation
with the differential geometrical methods [31–40]. By
taking QFI as the Riemannian metric of the embedding
parameter spaces, estimating a small parameter is equiv-
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alent to distinguishing neighboring quantum states along
the curve given by the shift of parameter to be estimated
[40]. QFI measures the square of the density of the states
distinguishable in the neighborhood of the given point
(states) along the curve. The easiness to distinguish
two states via parameter estimation is thus quantified by
the statistical distance, i.e., length of the geodesic line
given by QFI [39, 40]. The QFI and statistical distance
have tight connections with those measures widely used
in quantifying the ”distance” between quantum states,
such as Fubini-Study metric [41], quantum geometric ten-
sor [35], quantum fidelity [40], and Kullback-Leibler di-
vergence (relative entropy) [36]. As a metric, QFI also
depicts the square of the speed of quantum state’s ”move-
ment” with respect to the small shift of the intrinsic or
external control parameter. It is also known as fidelity
susceptibility [42–46] in those scenarios. Therefore, in the
framework of information geometry, researchers can unify
topics in quantum mechanics with the parameter estima-
tion, such as the quantum phase transition [47, 48], quan-
tum non-Markovianity [49], quantum speed limit [50–54],
optimal control [55–59], and quantum algorithm [60–62],
even the thermodynamics [56, 64–69].
In general cases such as the vector magnetic field esti-
mation [7], optical imaging [4], and wave function detec-
tion, one simultaneously estimates more than one param-
eters from a given quantum state. These demands bring
out the flourishing studies of the multi-parameter estima-
tion. For the d-dimensional estimand θ, i.e., parameters
to be estimated, the uncertainty of the corresponding
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2unbiased estimators is depicted by its d × d covariance
matrix. One of the primary tasks is extracting a scalar
measure out of the covariance matrix to assess the quality
(precision) of those estimators and finding the saturable
bounds of the measure. The quadratic cost function is
the conventional measure widely used in nowadays stud-
ies. It is the weighted average of covariance matrix ele-
ments, by introducing a d × d non-negative definite real
symmetric matrix G to weight the asymmetrical signif-
icance of the parameters [14, 15]. The cost function is
bounded by the Crame´r-Rao-type bound [14], and Holevo
Crame´r-Rao bound [10, 15]. Lots of achievements have
been made with these measures [1–6, 9]. Two extreme
conditions are well-studied: 1) G = nnT [9]. The cost
function only counts the variance in a specific direction
n in the parameter space and reduces to the variance of
a single parameter via re-parameterization. 2) G is iden-
tity [4, 13]. The corresponding cost function is the trace
of the covariance matrix.
Estimating a set of d independent parameters θ of a
given quantum state is equivalent to inferring the co-
ordinates of a given point in d-dimensional parameter
space. Hence the precision of the corresponding estima-
tion highly relates to the geometrical properties of the
neighborhoods of the given point θ. However, it is hard
to interpret the general cost function and its bounds as
geometrical measures of the parameter space straightfor-
wardly. The tight connections between information ge-
ometry and parameter estimation are thus loose in nowa-
days multi-parameter studies. It increases the difficulty
in applying those results acquired in recent studies into
other topics highly relates to the statistical properties of
multi-parameter quantum systems.
Theoretically, manifolds of the quantum system named
as the complex projective Hilbert spaces [36–38] are in-
trinsically multi-dimensional. In practical studies, most
of the manifolds we encountered, such as the ground
states manifolds [70], quantum phase transition [71, 72],
response theory [73–75], even the thermodynamics [56,
68, 69, 76, 77] are generally multi-dimensional too. Well
characterizing the neighborhood of a given point in the
multi-dimensional manifolds is thus vital to understand-
ing and promoting those studies. Hence finding a mea-
sure of multi-parameter estimation from information ge-
ometrical perspective is an essential and significant topic
for the quantum information fields.
In this article, we will study the multi-parameter esti-
mation from the information geometry perspective. We
find, as a Riemannian metric equipped on the param-
eter space, QFI’s volume element quantifies the intrin-
sic density of quantum states (IDQS), which is a natural
generalization of the ”line element” in the single param-
eter cases. The IDQS is the measure to define the (over)
completeness relation of a class of states which forms sub-
manifolds of the projective Hilbert space. As its classical
counterpart, the volume element of classical Fisher infor-
mation presents us the density of distinguishable states
(DDS) in the statistical manifold. The DDS measures
the maximal density of states that can be distinguished
in a single shot of the given measurement when the qual-
ity of a set of estimators built on its results is quanti-
fied via the volume occupied by their ”error ball”. The
IDQS bounds the DDS via the quantum Crame´r-Rao in-
equality in determinant form. Different from the single
parameter cases, this bounds is not always attainable. A
gap between the IDQS and the maximal DDS achieved
via quantum measurement is found. We will study the
three-level system as an example, which is the minimal
system to study the gap. As a result, a tight connection
between the gap and the Berry curvature is found.
This article is organized as follows. In Sec. II, we
review the single parameter estimation from the infor-
mation geometry perspective. In Sec. III, the DDS and
IDQS are introduced. In Sec. IV, the ability to inter
the IDQS with the quantum measurements is studied
via quantum Crame´r-Rao inequality in the determinant
form. As a result, a gap between the maximal DDS and
the IDQS is found. In Sec. V, the three-level system is
proposed to study the gap, and the tight connection be-
tween the gap and Berry curvature will be shown. At
last, we summarize this article.
II. REVIEW OF QUANTUM GEOMETRIC
TENSOR AND SINGLE PARAMETER
ESTIMATION
In quantum mechanics, one usually terms the state
space of an (n+1)-level system as the (n+1)-dimensional
Hilbert spaces. However, an additional equivalence |ψ〉 ∼
c|ψ〉, with c ∈ C\{0}, is assumed implicitly. It depicts
the demands of normalization and the physical insight
that two states only different in the global phases are in-
distinguishable. Under this equivalence, the actual state
space we handle is the so-called projective Hilbert spaces
CPn or its sub-manifold generally [36–38]. Therefore,
one usually parameterizes the quantum states with a
model M = { |ψ(θ〉〈ψ(θ)||θ ∈ Θ}, which gives a real
coordinate system θ = {θ1, θ2, . . . , θd}T , with d 6 2n,
to (the sub-manifold of) CPn effectively. The movement
along the ”radial direction” of state |ψ(θ)〉 is null under
this equivalence. Based on that, the intrinsic derivative
is given by
∇ˆµ|ψ〉 ≡
(
1ˆ− |ψ〉〈ψ|) ∂ˆµ|ψ〉, (1)
with ∂ˆµ ≡ ∂/∂θµ, and |ψ〉 ≡ |ψ(θ)〉 for succinctness.
The normalization 〈ψ|ψ〉 = 1 is assumed. The derivative
is orthogonal to the state |ψ〉 with 〈ψ|∇ˆµ|ψ〉 = 0. In this
form, the quantum geometric tensor Q is defined by [35]
Qµν ≡ 〈ψ|←ˆ−∇µ∇ˆν |ψ〉 = gFµν + iσµν , (2)
where the antisymmetric part σµν ≡ iQ[νµ] = −Bµν/2 is
proportional to the Berry curvature Bµν ; the symmetric
part gFµν ≡ Q{µν} severs as the Riemannian metric of the
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Figure 1: (color online). Quantum single parameter estima-
tion (exemplified with the three-level system). (a) The state
of the system locates in the projective Hilbert space CP2.
Only one real parameter θ1 is assumed unknown and needs
estimation. The state |ψ(θ1)〉 draws a curve in CP2 via vari-
ation of θ1. The statistical length of the curve is defined
with the element ds2 = gF11(dθ
1)2. (b) Via a ternary-outcome
projective measurement {Eˆi|i = 0, 1, 2}, the state |ψ(θ1)〉
reduces to a classical distribution p(θ1) = (p0, p1, p2) with
pi = 〈ψ(θ1)|Eˆi|ψ(θ1)〉. p(θ1) locates in a curve in the statis-
tical manifold, which is a two-simplex. The density of classical
distribution along the curve is measured by ds/dθ1 =
√
gI11.
The maximum of this density is
√
gF11, which can be reached
via the optimal measurement. (c) One estimates the state,
i.e., the parameter θ1, with the sample acquired from a se-
quence of identical measurements. The width of the “error
ball” of θ1est along the curve in the parameter space Θ is
measured by 2δθ1est. Two distributions can be reliably dis-
tinguished when their error balls have no overlaps. If the
estimation is efficient, the density of states distinguishable
in a single shot of the given measurement is maximal, which
equals
√
gI11.
projective Hilbert spaces when CPn is treated as a 2n-
dimensional real manifold. We denote gF as the quantum
Fisher metric (QFM) in this article, for gF is a quarter
of the quantum Fisher information (QFI) F . The QFM
defines the statistical distance with [39, 40]
ds2 ≡ gFµν θ˙µθ˙νdt2 = gFttdt2, (3)
where θ˙µ = dθµ/dt is the derivative along the curve θ(t),
and the Einstein summation convention is assumed. The
length of a curve acquired by integrating the element
ds depicts the maximal number of states distinguish-
able along the curve. The corresponding distance mea-
sures the easiness of distinguishing the quantum states
via quantum parameter estimation.
In the process of parameter estimation as shown by
Fig. (1) and Fig. (2), the state |ψ(θ)〉 is inferred via
a set of positive operator-valued measurement (POVM)
Eˆ = {Eˆi} with
∑
i Eˆi = 1ˆ. The result i is acquired
with probability pi = 〈ψ(θ)|Eˆi|ψ(θ)〉. Mathematically,
the measurement reduces the projective Hilbert spaces of
states |ψ(θ)〉 to a statistical manifold of classical distri-
bution p = (p0, p1, . . . pn). Corresponding to the QFM,
the metric of the statistical manifold is the Fisher-Rao
metric (FRM) gI with the elements
gIµν =
∑
i
∂µ
√
pi∂ν
√
pi. (4)
FRM is a quarter of the classical Fisher information
(CFI) I. One builds estimators θest of the parameters
θ with the sample acquired by the measurement results
after m repetition. The precision of the estimators θest
is measured by Σ−1, the inverse of its covariance matrix
Σ with Σµν = Cov(θµest, θ
ν
est). CFI sets the upper bound
of the precision; and CFI itself is upper bounded by QFI
via the quantum Crame´r-Rao inequality (QCRI) [14, 15]
mF > mI > Σ−1, (5)
it indicates mFµµ > mIµµ > (Σ−1)µµ = 1/δ2θµest, when
only one of the parameters, e.g., θµ as shown by Fig. (1),
needs estimation. The saturation of the ultimate preci-
sion mFµµ needs optimizing both of the estimation and
measurement: the last equality is reached by maximally
likelihood estimation, the first equality is reached by the
optimal measurement Eˆ satisfying [40]
|ψ〉〈ψ|(λµ − Lˆµ)Eˆi1/2 = 0,∀i, (6)
with λµ ∈ R. Lˆµ is the symmetric logarithmic derivative
(SLD) defined by ∇ˆµρˆ ≡ (Lˆµρˆ+ ρˆLˆµ)/2 with ρˆ = |ψ〉〈ψ|.
We mention that the QCRI Eq. (5) is still valid, when ρˆ
is a general mixed state [14, 15, 40].
In multi-parameter cases, one needs simultaneously es-
timate a set of parameters from the given state |ψ(θ)〉.
The QCRI Eq. (5) is still valid. However, to quantify
the quality of measurement and estimation, one should
extract a scalar index out of each matrix of Eq. (5). The
index in the traditional framework is the weighted aver-
age of the covariance matrix elements by introducing a
real symmetric positive cost matrix G. It brings us the
inequality
mtr(GF−1) 6 mtr(GI−1) 6 tr(GΣ), (7)
without loss of the generality, all of the components of
θ is assumed unknown, and independent of each other.
It indicates that both F and I are full rank and com-
pletely positive. The necessary and sufficient condition of
saturating the bound is 〈ψ(θ)|[Lˆµ, Lˆν ]|ψ(θ)〉 = 0, ∀µ, ν.
It is the commutation condition proved by Matsumoto
[3]. Specifically, when G is taken as the identity, the cor-
responding index is the trace of the covariance matrix,
which is widely used in recent studies [3–6, 9]. Further-
more, we mention that a tighter multi-parameter bound
of tr(GΣ) named as the Holevo bound [15] is widely used
too.
III. DENSITY OF STATES
The Riemannian geometry provides us a standard
method to quantify the invariant volume and the corre-
sponding density of a Riemannian manifold. If g serves
4as the metric of a Riemannian manifold (M, g) with coor-
dinates Θ, dV =
√|g|dΘ defines the invariant volume el-
ement of the manifold M , where |g| denotes the determi-
nant of g. The element dV is invariant under the change
of coordinates. It indicates
√|g| = dV/dΘ measures an
intrinsic density of the manifold. Hence, in the frame-
work of information geometry, one can formally define
a measure of the density of states in a statistical man-
ifolds (projective Hilbert spaces) with
√|gI | (√|gF |).
The two densities have ample physical implications. As
we will show below, they naturally emergent from the ba-
sic theory of multi-parameter estimation as the bounds
of precision measure.
A. Volume of estimators and density of
distinguishable states
In multi-parameter estimation, researchers simultane-
ously estimate a set of d independent parameters, i.e., the
estimand θ from the distribution p(θ) = (p0, p1, . . . , pn),
with pi = 〈ψ(θ)|Eˆi|ψ(θ)〉. After m repetitions of trails,
one acquires a sample with m measurement results, in
which the outcome i occurs with frequency ξi. According
to the central limit theorem, distribution of the frequency
ξ = (ξ0, ξ1, . . . , ξn) converges to a Gaussian distribution
ρ(ξ|θ) ∝ exp
[
−m
2
∑
i
(pi − ξi)2
pi
]
, (8)
with m → ∞. This distribution is highly localized in
the neighborhood of the true value p(θ). It is natural
to conjecture that there exist a set of unbiased estima-
tors θ¯est(ξ) such that with the repetition m → ∞, the
distribution ρ(θ¯est|θ) is asymptotic to
ρ(θ¯est|θ) ∝ exp
[
−4m
2
(θ¯est − θ)TgI(θ¯est − θ)
]
(9)
in the neighborhood of θ, where the linear approxima-
tion pi − ξi ≈ ∂µpi(θµ − θ¯µest) is valid. The validity of
this conjecture in the whole parameter space relates to
the topics of asymptotic normality of estimation, where
θ¯est with distribution Eq. (9) are called as the asymptot-
ically efficient estimators. Roots of likelihood equations
and maximum likelihood estimation are proved efficient
asymptotically under the regularity conditions which in-
dicate [78, 79]:
a1 The estimators θ¯est(ξ) are well-defined as the single-
valued functions of ξ.
a2 The FRM gI is positive definite for all θ ∈ Θ, and
the elements gIµν are finite.
a3 The third derivatives ∂µ∂ν∂γ log[ρ(ξ|θ)] exist and are
bounded for all µ, ν, γ, and θ ∈ Θ.
Theoretically, one can narrow Θ and the range of estima-
tors to arbitrary small open subset containing θ with suf-
ficient prior information. The regularity conditions are
thus satisfied by most of the statistical models in quan-
tum metrology. Hence, in this article, we assume the
asymptotically efficient estimators θ¯est are always exist.
Two Gaussian distributions can be reliably discrimi-
nated when their overlap less than a specific value, as
shown by Fig. 1 (c). The distribution ρ(θ¯est|θ) thus ac-
quires an effective width along a given curve θ(t). Then
a finite number of states are distinguishable on a segment
of the curve. It is the core ingredient of the statistical
distance [39]. For general unbiased estimators θest, the
FRM gI still bounds inverse of theirs’ covariance matrix
Σ as shown by the QCRI Eq. (5). It indicates the dis-
tribution of θest still highly localized. The variance Σ
is still a qualified measure of θest’s uncertainty, with the
repetition m→∞. In consistence with Wootters [39], we
take the width of ρ(θest|θ) along the curve θ(t) as 2δt,
with the variance δt ≡ tr[θ˙θ˙TΣ]1/2.
In the multi-parameter cases as shown in Fig. 2 (c), all
of the d components of θ are assumed unknown. The dis-
tribution ρ(θest|θ) expandes in all directions, hence en-
dowed an effective volume in the d−dimensional parame-
ter space. For the covariance matrix is a primary measure
of the estimators’ uncertainty, we take VE(θest) ≡
√|4Σ|
as a measure of the volume of the distribution ρ(θest|θ),
henceforth p(θ). The number of states distinguishable
in the neighborhood dΘ of point θ is thus measured by
dΘ/VE(θest). It is vivid in the diagonal coordinates ζ
of the covariance matrix Σ, where estimators’ volume
equals Πµ2δζ
µ. Πµn
µ states can be distinguished reliably
in a volume element Πµdζ
µ totally, with nµ = dζµ/2δζµ
states distinguishable out of the increment dζµ.
Based on the above discussions, we define
√|gI | as
the local density of distinguishable states (DDS) in the
neighborhood of point θ. It is a natural generalization
of the statistical distance. The DDS measures the max-
imal density of estimators θ, i.e., quantum states |ψ(θ)〉
distinguishable in a single shot measurement with√
md|gI | > 1/VE(θest), (10)
where the constant
√
md denotes the enhancement of rep-
etitions, and the equality is reached by efficient estima-
tors θ¯ with 1/(4Σ) = mgI . The proof will be given with
the QCRI in Eq. (13). Furthermore, we mention that√|I|dΘ is also well-known as the Jeffreys prior [80–83]
in Bayesian estimation. It is the non-informative prior
distribution in the parameter space Θ.
B. Intrinsic density of quantum states
The same as the FRM, the QFM gF serves as the
metric of the projective Hilbert spaces CPn, and
√|gF |
measures the intrinsic density of quantum states (IDQS)
in CPn with
dVq/dΘ =
√
|gF |, (11)
5where dVq denotes the invariant volume element of CPn.
The form of IDQS is invariant under re-parametrization,
and its value is invariant under SU(N) rotation in Hilbert
spaces. The IDQS depicts the “uniformity” of CPn. For
each point θ in the parameter space Θ, there exists a
projector |ψ(θ)〉〈ψ(θ)| illustrates the projection to states
|ψ(θ)〉 in projective Hilbert spaces. Together with the
IDQS serving as the intrinsic measure, one can define a
projector to the projective Hilbert spaces with
1ˆ ∝
∫
dΘ
√
|gF (θ)||ψ(θ)〉〈ψ(θ)|, (12)
if Θ and CPn are isomorphic. It is indeed the complete-
ness relation, or decomposition of 1 of the projective
Hilbert spaces [36]. A stretch of the proof of Eq. (12)
is given in App. A.
In practical studies, one often deals with a class of
states, such as coherent states and spin squeezed states,
which composes a sub-manifold of the projective Hilbert
spaces. The density of quantum states is inherited from
CPn together with the induced metric. Hence if a class
of parameterized states is complete (overcomplete), one
may calculate the completeness relation with Eq. (12) by
integrating over the parameter space Θ. The examples of
coherent states and squeezed states are given in App. B.
It is a new method that can significantly decrease the
complexity of calculating the completeness.
IV. QUANTUM CRAME´R-RAO INEQUALITY
IN DETERMINANT FORM
Via quantifying the density of states attained in a given
measurement, DDS serves as a measure of the measure-
ment’s quality in multi-parameter estimation. Eq. (5)
indicates that IDQS upper bounds the DDS over the sets
of POVM for a given quantum state. Specifically, we
generalize the QCRI Eq. (5) to the determinant form√
md|gF | >
√
md|gI | > 1/
√
|4Σ|, (13)
where the equalities are reached if the matrices on two
sides of the respective inequality are equal.
Proof. We begin with two arbitrary positive definite real
symmetric matrices A and B, which satisfy the matrix
inequality A > B, i.e.,
A−B > 0. (14)
One can diagonalize the difference matrix with a unitary
matrix U . Denoting UMU−1 = M ′,M = A,B, we
have
C ≡ A′ −B′ = diag [λ1, λ2, . . . , λd] , (15)
with the eigenvalue λi > 0, for all i. For B′ is positive
definite, we have |[B′]ij...| > 0, where [B′ ]ij... is the alge-
braic complement of {B′ii, B′jj , . . . }. Therefore, we have
Projective Hilbert Space Statistical Manifold
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Figure 2: (color online). Quantum multi-parameter esti-
mation (exemplified with the three-level system). (a) State
|ψ(θ)〉 of the system locates in the projective Hilbert spaces
CP2. We focus on its two-dimensional sub-manifolds, where
only two real parameters θ = {θ1, θ2} are assumed unknown
and need estimation. The IDQS in this space is measured by√|gF |. (b) Via a ternary-outcome projective measurement
{Eˆi|i = 0, 1, 2}, the state |ψ(θ)〉 reduces to the classical distri-
bution p(θ) = (p0, p1, p2) with pi = 〈ψ(θ)|Eˆi|ψ(θ)〉. p(θ) lo-
cates in a statistical manifold, which is a two-simplex.
√|gI |
measures the DDS in this simplex. (c) One estimates the
state, i.e., the parameters θ, with the sample acquired from a
sequence of identical measurements. The volume occupied by
the “error ball” of θest in the parameter space Θ is measured
by
√|4Σ|. Two distributions can be reliably distinguished
when their error balls have no overlaps. If the estimation is
efficient, the density of states distinguishable in a single shot
of the given measurement is maximal, which equals the DDS√|gI |.
the determinant
|A′| = |B′ +C|
= |B′|+ λi|[B′]i|+ λiλj |[B′]ij |+ ...+ Πiλi
> |B′|, (16)
which indicates
|A| > |B| = 1/|B−1|. (17)
The equality holds iff λi = 0, ∀i, i.e., A = B. By setting
A = gF , and B = gI (A = mgI , and B = (4Σ)−1), the
first (second) inequality in Eq. (13) is thus proved.
Physically, Eq. (13) depicts the ability to infer the den-
sity of quantum states via the quantum measurement.
For the single parameter cases, the upper bound defined
by the QFM is exact, as shown by Eq. (5). It indicates
one can infer the QFM element fµµ via the quantum
measurement without the loss of the distinguishability of
the quantum states. However, the situation for the IDQS
in multi-parameter cases is more complicated, as will be
shown below.
A. The gap between maximal DDS and IDQS
To attain the first equality in Eq. (13) for a given state,
one should perform a measurement that is simultane-
6ously optimal for all of the components of parameters
η, the diagonal coordinates of QFM gF . However, such
a measurement does not always exist for a general state
|ψ(η)〉. The critical point is the optimal measurement of
each specific component ηµ may non-commute with each
other. The attainability condition is consistent with the
well-known compatibility condition [3, 6, 8], which states
the optimal measurement corresponding to two parame-
ters θµ and θν are compatible only if the Berry curvatures
Bµν ≡ 〈ψ(η)|[Lˆµ, Lˆν ]|ψ(η)〉/4 vanishes on state |ψ(η)〉.
It also indicates the IDQS is only attainable for states
|ψ(η)〉 with the vanishing Berry curvature Bµν , ∀µ, ν.
For states with non-zero Berry curvature, the maximal
DDS attained over the measurements is smaller than the
corresponding IDQS. A gap between maximal DDS and
IDQS is induced by the incompatibility of the optimal
measurement of those parameters. A naive conjecture is
the gap depending on the Berry curvature. Next, we will
show it is valid for vertex measurements on the three-level
system with two parameters.
V. THREE-LEVEL SYSTEMS
To study the gap between maximal DDS and IDQS,
we need at least two independent parameters. It indi-
cates the minimal quantum system is three-level, which
can support ternary-outcome projective measurements
and induces the classical distribution locating in a two-
simplex, as shown in Fig. 2. The projective Hilbert
space CP2 of the three-level system is four-dimensional
in real coordinates, i.e., the pure state of these systems
has four independent parameters. We will study its two-
dimensional sub-manifolds by fixing the other two pa-
rameters of the four.
A. Vertex measurements
Even in the single parameter cases, finding a mea-
surement scheme optimal for arbitrary given states is
complicated. However, if sufficient prior information is
provided, one can apply an asymptotically optimal mea-
surement scheme: projective measurement Eˆ
v
(θµ) with
the state |ψ(θµ)〉〈ψ(θµ)| ∈ Eˆv(θµ) is asymptotically op-
timal for the given state |ψ(θµ + δθµ)〉 with the mis-
match δθµ approaches zero. In multi-parameter estima-
tion, Humphreys et al. [4] and Pezze´ et al. [8] prove that
Eˆ
v
(θ) ≡ {|Υi〉〈Υi|} with |Υ0〉 ∼ |ψ(θ)〉 is also asymp-
totically optimal for state |ψ(θ + δθ)〉 with zero Berry
curvature [2]. For the distribution of its measurement re-
sults p locates in the neighborhood of vertex (1, 0, 0, . . . )
of the simplex, we denote Eˆ
v
(θ) as the vertex measure-
ment for state |ψ(θ+ δθ)〉 in this article for convenience.
The most straightforward vertex measurement is a binary
measurement {|ψ(θ)〉〈ψ(θ)|, 1ˆ−|ψ(θ)〉〈ψ(θ)|} which only
recognizes |ψ(θ)〉 and its complementary spaces. For the
parameter θµ, there exists an informative vertex mea-
surement
Eˆ
µ
(θ) =
{
|ψ(θ)〉〈ψ(θ)|, |∇µψ〉〈∇µψ|, Eˆ2, . . .
}
, (18)
where |∇µψ〉 ≡ ∇ˆµ|ψ(θ)〉/λµ denotes the “direction
of speed” of the state |ψ(θ)〉’s movement in projective
Hilbert spaces induced by the shift of parameter θµ,
the norm λµ = (g
F
µµ)
1/2 is the corresponding “veloc-
ity”. Furthermore, Eˆ2, Eˆ3, . . . have no contribution to
the estimating of δθµ in single parameter estimation, for
the movement are confined in the subspaces spanned by
|ψ(θµ)〉 and |∇µψ〉.
1. General two-parameter cases
For state |ψ(θ)〉 of the three-level system with two
parameters θ = (θ1, θ2), the two “optimal directions”
|∇1ψ〉 and |∇2ψ〉 are non-orthogonal generally. They in-
terfere with each other in the projective measurement.
The attainable DDS is thus decreased. Specifically, for
a given state |ψ(θ0)〉, we have the following property:
the maximal DDS attained by the vertex measurements
(MvDDS) equals the square root of the quantum geomet-
ric tensor’s determinant, i.e.,
max
{Ev}
[|gI |] = |Q| = |gF | − B212/4, (19)
where the maximization is done over the sets of vertex
measurements {Eˆv(θ)} with θ approaches θ0. It also in-
dicates the square gap between IDQS and MvDDS, i.e.,
the unattainable square density of quantum states, is pro-
portional to the square of Berry curvature. Next, we will
prove Eq. (19) in general cases, then exemplify it with
the SU(3) parameterization in V A 2.
Proof. We prove this property with its equivalent propo-
sition: the maximal DDS acquired by vertex measure-
ments {Eˆv(θ)} in the neighborhood of state |ψ(θ+ δθ)〉
converges to
√|Q(θ)| with δθ approaches zero. Specif-
ically, we fix parameters θ of the vertex measurement
Eˆ
v
(θ), then substitute θ0 with θ+ δθ to study the DDS
acquired in the neighborhood of state |ψ(θ + δθ)〉. The
maximization should be done over both of the sets of
vertex measurements {Eˆv(θ)}, i.e., {|Υ1〉, |Υ2〉}, and the
mismatches δθ.
We begin with the assumption that the mismatches δθ
are small enough to validate the linear approximation
|ψ(θ + δθ)〉 ≈ |ψ(θ + δθ)〉1 ≡ c0|ψ(θ)〉+ δθµ∇ˆµ|ψ(θ)〉,
(20)
with c0 ∈ C, µ = 1, 2. The overlap of the two derivatives
is denoted as 〈∇1ψ|∇2ψ〉 = cosαeiβ , 0 6 α 6 pi/2, 0 6
β < 2pi. The corresponding quantum geometric tensor is
Q(θ) =
[
λ1λ1 λ1λ2 cosαe
iβ
λ1λ2 cosαe
−iβ λ2λ2
]
, (21)
7with the determinant |Q(θ)| = λ21λ22 sin2 α.
Firstly, we will prove
|gI(θ + δθ)|δθ→0 6 |Q(θ)|, (22)
by introducing polar parameters η = (r, θχ) with
δθ1λ1 = r cos θχ, δθ
2λ2 = r sin θχ, (23)
r > 0, and 0 6 θχ < 2pi. In basis of the vertex measure-
ment Eˆ
v
(θ), we have
|ψ(θ + δθ)〉1 = c0|ψ(θ)〉+
∑
i
xie
iφi |Υi〉, (24)
with xie
iφi = r [cos θχ〈Υi|∇1ψ〉+ sin θχ〈Υi|∇2ψ〉] , xi >
0, and 0 6 φi < 2, as functions of η. For the parameter
ηµ, we define an alternative derivative
∇˜µ|ψ(θ)〉 ≡ (1ˆ− |ψ(θ)〉〈ψ(θ)|)∂˜µ|ψ(θ + δθ)〉1
=
∑
i
(∂˜µxi + i∂˜µφixi)e
iφi |Υi〉, (25)
with ∂˜µ ≡ ∂/∂ηµ. Obviously, the two kinds of derivatives
are connected with a Jacobian J ≡ (∂η/∂θ) as[ ∇1
∇2
]
= JT
[ ∇˜1
∇˜2
]
. (26)
For the parameter η1 = r only relates to the modes {xi},
we have ∂˜1φi = 0, with i = 1, 2. Hence, the correspond-
ing “quantum geometric tensor” can be simplified as
Q˜ =
[
g˜11 g˜12 + i
∑
i ∂˜1xi∂˜2φixi
g˜12 − i
∑
i ∂˜1xi∂˜2φixi g˜22 +
∑
i ∂˜2φi∂˜2φix
2
i
]
,
(27)
with Q˜µν ≡ 〈ψ(θ)|
←−˜
∇µ∇˜ν |ψ(θ)〉 and
g˜µν ≡
∑
i=1,2
∂˜µxi∂˜νxi. (28)
Based on Eq. (27) , we have the difference
|Q˜| − |g˜| =g˜11
∑
i
∂˜2φi∂˜2φix
2
i − (
∑
i
∂˜1xi∂˜2φixi)
2
>0, (29)
where the equality is reached by |ψ(θ + δθ)〉1 with
∂˜1x1/∂˜1x2 = ∂˜2φ1x1/(∂˜2φ2x2), i.e.,
∂˜2(φ1 − φ2) = 0, (30)
together with ∂˜1(φ1−φ2) = 0, this condition indicates the
relative phase (φ1 − φ2) is constant in the neighborhood
of state |ψ(θ + δθ)〉.
With the mismatches δθ → 0, g˜µν converges to the ele-
ment of FRM g˜Iµν(θ+ δθ), where the term ∂˜µp0∂˜νp0/p0
with p0 = |c0|2 is null, for ∂µp0 is first-order infinites-
imal and p0 → 1. Then pre-multiplying JT and post-
multiplying J on both sides of the Eq. (29), we have
JT Q˜J = Q(θ) and JT g˜I(θ + δθ)J = gI(θ + δθ). The
inequality Eq. (22) is thus proved.
Next, we will show the attainability of Eq. (22) via a
specific measurement
Eˆ
1
(θ) = {|ψ(θ)〉〈ψ(θ)|, |∇1ψ〉〈∇1ψ|, |Υ2〉〈Υ2|}, (31)
with |Υ2〉 = (|∇2ψ〉−cosαeiβ |∇1ψ〉)/ sinα. In this basis,
we have the coefficients
x1e
iφ1 = r
[
cos θχ + sin θχ cosαe
iβ
]
,
x2e
iφ2 = r sin θχ sinα. (32)
The condition Eq. (30) is satisfied by states |ψ(θ + δθ)〉
with θχ = 0, i.e., |δθ2λ2|/|δθ1λ2| = 0. The corresponding
FRM with respect to the parameters (θ1, θ2) is
gI(θ + dθ)
∣∣
δθ→0
=
[
λ21 λ1λ2 cosα cosβ
λ1λ2 cosα cosβ λ
2
2(sin
2 α+ cos2 α cos2 β)
]
, (33)
and the determinant |gI(θ+dθ)| → |Q(θ)| = λ21λ22 sin2 α,
with δθ → 0. It indicates the measurement Eˆ1(θ)
asymptotically attains the McDDS for states in the
neighborhood of |ψ(θ + δθ)〉, with |δθ2λ2|/|δθ1λ1| ≈ 0
and |δθ1λ1| → 0. Together with the inequality Eq. (22),
we have thus proved the Eq. (19).
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Figure 3: (color online). Co-distribution of IDQS (|(gF )(µν)|),
MvDDS (max{Ev}[|(gI)(µν)|]), and Berry curvature (Bµν).
The MvDDS is acquired via numerical optimization. (a)
The red, blue, and green dots denote states in the sub-
manifold Θ(αβ), Θ(αθ), and Θ(γθ), respectively. The plane
is given by Eq. (19). (b) The gap between IDQS and MvDDS
(∆(µν)) v.s. Berry curvature (Bµν). The gap is defined with
∆(µν) = |(gF )(µν)|− max{Eˆv}[|(gI)(µν)|].
2. SU(3) parameterization
We parameterize the three-level system with
|ψ(θ)〉 = ei(α+γ) cosβ sin θ|1〉 − e−i(α−γ) sinβ sin θ|2〉
+ cos θ|3〉, (34)
8where the parameters θ = (α, γ, β, θ), 0 6 α, γ < pi and
0 6 β, θ < pi/2, are the Euler coordinates of the SU(3)
group [84, 85] with a global phase removed. Via the de-
tailed calculation, we find the quantum geometric tensor
of |ψ(θ)〉 is
Q(θ) =

sin2 θ
(
1− cos2 2β sin2 θ) cos 2β sin2 θ cos2 θ i sin 2β sin2 θ −i cos 2β sin θ cos θ
cos 2β sin2 θ cos2 θ sin2 θ cos2 θ 0 −i sin θ cos θ
−i sin 2β sin θ2 0 sin2 θ 0
i cos 2β sin θ cos θ i sin θ cos θ 0 1
 . (35)
Under this parameterization, we have three two-
dimensional sub-manifolds: Θ(αβ), Θ(αθ), and Θ(γθ), with
non-zero Berry curvature. We calculate the MvDDS of
quantum states in each of them numerically by optimiz-
ing the DDS of the sample states over the set of ternary
outcome vertex measurements Eˆ
v
. With the numerical
results, we draw the co-distribution of the IDQS, Berry
curvature, and MvDDS in Fig. 3. Each of the data points
denotes a sample quantum state. All of the data points
are located on the plane given by Eq. (19). It indicates
the square of MvDDS equals determinant of the quantum
geometric tensor, i.e., the unattainable square density of
quantum states proportional to the square of Berry cur-
vature.
VI. CONCLUSIONS
In this article, we have studied the multi-parameter es-
timation from the information geometry perspective. By
taking CFI as (four times of) the metric gI of the statisti-
cal manifold, we proposed a measure
√|gI | named as the
density of distinguishable states (DDS). The DDS mea-
sures the maximal density of states (estimators) distin-
guishable in the neighborhood of the d-dimensional esti-
mand θ. The volume of corresponding estimators θest de-
picts the uncertainty of multi-parameter estimation and
measured by
√|4Σ|, with Σ denoting its covariance ma-
trix. As the quantum counterpart of CFI, the QFI is four
times of the FRM gF , which is the metric of projective
Hilbert spaces. The invariant volume elements of gF de-
fines the intrinsic density of quantum states (IDQS) of
the projective Hilbert space with
√|gF |. As an applica-
tion, IDQS provides us a new method of calculating the
(over) completeness relation of a class of states. The ex-
amples of coherent states and squeezed states have been
given. We have proposed a determinant form quantum
Cramer-Rao inequality to study the ability to infer the
IDQS via quantum measurement and estimation. As a
result, we have found that the IDQS bounds the DDS
from above. However, different from the single param-
eter cases, this bound is not exact generally. Exempli-
fied with the three-level system with two parameters, we
found the square gap between the IDQS and the maximal
DDS acquired by vertex measurement equals the square
of Berry curvature. It reveals the inner connections be-
tween the gap and the uncertainty principle of quantum
theory.
Quantifying the distinguishability of quantum states is
one of the central topics in studying the statistical aspects
of quantum theory. The QFI and statistical distance per-
form well in single parameter cases. As a qualified mea-
sure of the distinguishability, IDQS (DDS) is an essential
extension of the statistical distance in multi-parameter
cases. Their values are promising, for ample topics we in-
terested in are generally multi-parameter. Theoretically,
the complex projective Hilbert spaces [36–38], which de-
picts the fundamental geometrical structures of quantum
theory, are intrinsically multi-dimensional. In practical
studies such as the ground state manifolds [70], quantum
phase transition [71], response theory [73–75], even ther-
modynamics [56, 68, 69, 76, 77], the systems under inves-
tigation are generally multi-dimensional too. By quan-
tifying the distinguishability of quantum states in those
cases, the IDQS (DDS) may give impetus to the corre-
sponding studies.
Precisely, the IDQS also measures the quantum state’s
overall sensitivity to the small shift of a set of given pa-
rameters (both of the intrinsic and external control pa-
rameters [42–46]). Hence the applications of IDQS to the
studies such as the quantum phase transition [47, 48], dy-
namics of open quantum system [49] are promising. The
DDS is also an essential measure of multi-dimensional
manifolds in classical information geometry. It is poten-
tially a powerful tool to study neural networks, classical
statistics, and thermodynamics. Furthermore, we have
shown that the gap between IDQS and maximal DDS is
the signature of the uncertainty principle in the frame-
work of information geometry. It confirms the insights
that quantum multi-parameter estimation is a perfect
scenario to study the limits of quantum measurements.
We wish the further studies may reveal more internal
connections between the multi-parameter estimation and
quantum measurements.
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Appendix A: Proof of the completeness relation
Eq. (12)
We study the (n+1)-level system with a set of orthog-
onal complete basis {|0〉, |a〉|a = 1, 2, . . . , n}. It spans a
Hilbert space H with the completeness relation
|0〉〈0|+
∑
a
|a〉〈a| = 1ˆ. (A1)
An arbitrary pure state in H can be expanded as
|ψ(θ)〉 =
n∑
a=1
xae
iφa |a〉+ x0eiφ0 |0〉, (A2)
with x0, xa > 0, and the phases 0 6 φ0, φa < 2pi. By
further introducing the normality
x20 +
∑
a
x2a = 1, (A3)
and fixing the phase φ0 = 0, |ψ(θ)〉 denotes a quantum
state in CPn with the real coordinates
θ = (x1, x2, . . . , xn;φ1, φ2, . . . , φn). (A4)
Based on the above setups, we will show that the IDQS
is the measure to construct the identity (completeness
relation) of H, i.e.,
1ˆ ∝
∫
d2nθ
√
|gF (θ)|ψ(θ)〉〈ψ(θ)| ≡ Kˆ. (A5)
We start from the derivative
|dψ(θ)〉 =
∑
a
∂a|ψ(θ)〉dxa +
∑
a
∂′a|ψ(θ)〉dφa, (A6)
with ∂a ≡ ∂/∂xa, ∂′a ≡ ∂/∂φa, and
∂a|ψ(θ)〉 = −xa/x0|0〉+ eiφa |a〉 (A7)
∂′a|ψ(θ)〉 = ixaeiφa |a〉. (A8)
Based on it, we have the line element
ds2 = 〈dψ(θ)|dψ(θ)〉 − 〈dψ(θ)|ψ(θ)〉〈ψ(θ)|dψ(θ)〉
=
∑
ab
(
xaxb
x20
+ δab)dxadxb
+
∑
ab
(δabx
2
a − x2ax2b)dφadφb. (A9)
It indicates the metric
gF =
[
(gF )x 0
0 (gF )φ
]
, (A10)
with
(gF )x =
1
x20

x21 + x
2
0 x1x2 · · · xnx1
x1x2 x
2
2 + x
2
0 xnx2
...
. . .
...
x1xn x2xn · · · x2n + x20
 , (A11)
(gF )φ =

x21 − x41 −x21x22 · · · −x2nx21
−x21x22 x22 − x42 −x2nx22
...
. . .
...
−x21x2n −x22x2n · · · x2n − x4n
 . (A12)
Hence, we have the IDQS√
|gF | =
∏
a
xa. (A13)
Insert it into the right-hand side of Eq. (A5), we have
the element
〈c|Kˆ|b〉 =
∫
dnx
√
|gF |xcxb
∫
dnφei(φb−φc)
= Vol(CPn)/(n+ 1)δbc, (A14)
〈0|Kˆ|0〉 =
∫
dnx
√
|gF |x20
∫
dnφ
= Vol(CPn)/(n+ 1), (A15)
〈0|Kˆ|b〉 =
∫
dnx
√
|gF |x0xb
∫
dnφeiφb
= 0, (A16)
with the volume of CPn
Vol(CPn) ≡
∫
d2nθ
√
|gF (θ)| = pi
n
n!
. (A17)
We have thus proved the completeness relation
pin
(n+ 1)!
∫
d2nθ
√
|gF ||ψ(θ)〉〈ψ(θ)| = 1ˆ. (A18)
Furthermore, we mention that the form of this identity
is invariant under re-parameterization, hence its validity
is independent of the choice of the coordinates.
Appendix B: Examples of calculating the complete
relationship with QFM
1. Coherent states
The coherent states widely used in the quantum optics
and quantum information fields are defined as
|α〉 = eαaˆ†−α∗aˆ|0〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉, (B1)
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where aˆ (aˆ†) denotes a boson annihilation (creation) op-
erator, |n〉 = aˆ†n|0〉/√n! is the number state, α is a com-
plex number. At first, we separate α into two real param-
eters with α = R + iI. The parameter space is Θ = R2,
and the corresponding derivatives are
∂R|α〉 = (aˆ† −R)|α〉, ∂I |α〉 = (iaˆ† − I)|α〉. (B2)
We have the elements of quantum geometric tensor
QRI = Q∗IR
= 〈α|←−∂ R∂I |α〉 − 〈α|←−∂ R|α〉〈α|∂I |α〉
= i, (B3)
QRR = QII
= 〈α|←−∂ R∂R|α〉 − 〈α|←−∂ R|α〉〈α|∂R|α〉
= 1. (B4)
It indicates Q = gF + iσ with
gF =
[
1 0
0 1
]
, σ =
[
0 1
−1 0
]
(B5)
in the coordinates (R, I). Hence we have the integral∫
R2
dRdI
√
|gF ||α〉〈α|
=
∫
C
d2αe−|α|
2
∞∑
n,m=0
αnα∗m√
n!m!
|n〉〈m|
= 2pi
∞∑
n=0
∫ ∞
0
d|α|e−|α|2 |α|
2n
n!
|n〉〈n|
= pi
∞∑
n=0
|n〉〈n| (B6)
It is the over completeness relation of coherent states [86].
We also mention that the metric gF is Euclidean, which
indicates the manifold composed by coherent states is
flat and uniform. It is consistent with the understanding
that this manifold is formed by the shift of the vacuum
states |0〉 with operator eαaˆ†−α∗aˆ.
2. Spin squeezed states
In this part, we take the spin squeezed states or the
SU(1,1) coherent states as an example. The states are
defined with the SU(1,1) algebra
[Kˆ1, Kˆ2] = −iKˆ0, [Kˆ0, Kˆ1] = iKˆ0, [Kˆ2, Kˆ0] = iKˆ1, (B7)
with the Casimir operator
Cˆ = Kˆ20 − Kˆ21 − Kˆ22 = Kˆ20 −
1
2
(Kˆ+Kˆ− + Kˆ−Kˆ+). (B8)
The basis vector |k,m〉 of the unitary irreducible repre-
sentation is defined by
Cˆ|k,m〉 = k(k − 1)|k,m〉
Kˆ0|k,m〉 = (k +m)|k,m〉, (B9)
where k is the Bargmann index. The basis vectors
{|k,m〉|m} span the corresponding representation spaces.
The completeness relation of this representation is
1ˆ =
∑
m
|k,m〉〈k,m|. (B10)
For single mode squeezed states, k equals 1/4 (3/4) cor-
responding to the even (odd) particle number space. For
two modes squeezed states, we have k = (n0+1)/2, where
n0 denotes the number difference between two modes.
The SU(1,1) coherent state is defined as
|z, k〉 = exp(ζKˆ+ − ζ∗Kˆ−)|k, 0〉, (B11)
with the complex number z = ζ/|ζ| tanh |ζ| locates in a
disk D = {z||z| < 1}. In the basis |k,m〉, the SU(1,1)
coherent state can be expanded as
|z, k〉 = (1− |z|2)k
∞∑
m=0
√
Γ(2k +m)
m!Γ(2k)
zm|k,m〉. (B12)
Via a detailed calculation, we find the QFM is
gF =
k
2(1− |z|2)2
[
1
|z|2
]
(B13)
in the coordinates (|z|, θ) with z = |z|eiθ. If k > 1/2, we
have the integral over the disk D as
11
∫
D
d|z|dθ
√
|gF ||z, k〉〈z, k|
=
∑
m,n=0
∫ 1
0
d|z|
∫ 2pi
0
dθ
k
2(1− |z|2)2 |z|(1− |z|
2)2k
√
Γ(2k +m)Γ(2k + n)
m!Γ(2k)Γ(2k)n!
zmz∗n|k,m〉〈k, n|
=
∑
m=0
kpiΓ(2k +m)
m!Γ(2k)
∫ 1
0
d|z| |z|
2m+1
(1− |z|2)2−2k |k,m〉〈k,m| (B14)
=
∑
m=0
kpiΓ(2k +m)
2m!Γ(2k)
Γ(2k − 1)m!
Γ(2k +m)
|k,m〉〈k,m|
=
kpi
2(2k − 1)
∑
m=0
|k,m〉〈k,m|. (B15)
Obviously, this integral is proportional to 1ˆ. Hence we have the identity
1ˆ
(k) =
2(2k − 1)
kpi
∫
D
dΘ
√
|gF ||z〉〈z|. (B16)
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