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Abstract 
An interval bigraph is an undirected bipartite graph whose edge set is the intersection of the 
edge sets of an interval graph and the edge set of a complete bipartite graph on the same vertex 
set. A bipartite interval representation of an interval bigraph is given by a bipartitioned set of 
intervals for its vertices, such that vertices are adjacent if and only if the corresponding intervals 
intersect and belong to opposite sides of the bipartition. 
Interval digraphs are directed graphs defined by a closely related concept. Each vertex of an 
interval digraph is represented by two intervals on the real line, a source interval and a target 
interval. The directed arc (u,u) exists in the interval digraph if the source interval of u meets 
the target interval of u. 
We give a dynamic programming algorithm recognizing interval bigraphs (interval digraphs) 
in polynomial time. This algorithm recursively constructs a bipartite interval representation of 
a graph from bipartite interval representations of proper subgraphs. 
Moreover, we list some forbidden substructures of interval bigraphs. 
1. Introduction 
Many interesting classes of graphs can be defined by intersection models (e.g. inter- 
val graphs, chordal graphs) or in terms of forbidden substructures (e.g. bipartite graphs, 
asteroidal triple-free graphs). In this paper we give a polynomial-time recognition al- 
gorithm for the class of interval bigraphs defined by an intersection model, and we 
extend the work in [16] towards a characterization of this class of graphs by forbidden 
substructures. 
In [l] Beineke and Zamfirescu defined intersection digraphs. Interval digraphs, 
the intersection digraphs of families of pairs of intervals, were considered by Sen 
et al. in [24, 251. In these articles interval digraphs were characterized in terms of 
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consecutivity properties of the entries in certain 0, l-matrices and in terms of Ferrers 
digraphs. However, the problem of recognizing interval digraphs in polynomial time 
remained unsettled. 
Independently, intersection bigraphs and interval bigraphs were introduced by Harary 
et al. [16], called there bipartite intersection graphs and bi-interval graphs, respec- 
tively. In Section 2 we show that there is a close relation between interval digraphs 
and interval bigraphs. Therefore, we concentrate on interval bigraphs in the following 
sections. 
The main part of this paper is Section 5, where we present an algorithm recog- 
nizing interval bigraphs by a dynamic programming on segments. Roughly speaking, 
a segment is determined by two real numbers s and t, called scanpoints, with s < t. 
The segment corresponding to s and t is a subgraph induced by the vertices which 
are represented by intervals meeting the interval [s, t]. The smallest segments are com- 
plete bipartite subgraphs. For such a segment, a bipartite interval representation is 
easy to find. We split larger segments into smaller ones by an additional scanpoint 
between s and t. Then we try to link bipartite interval representations of the small 
segments to obtain one for the larger segment. A similar approach was used in [2, 61 
to compute the treewidth and the vertex ranking number, respectively, of permutation 
graphs. 
2. Intersection graphs, intersection digraphs and intersection bigraphs 
A finite family of subsets {&: v E V} of a universal set U defines an undirected in- 
tersection graph (V,E) by setting E = {{v, w}: S, f? SW # 0}, and the family {SD: v E V} 
is called an intersection representation of the graph (V, E). Clearly, every graph (V, E) 
is representable as an intersection graph [21, 231. Simply, take, for instance, E as the 
universal set and define S, = {e: v E e}. 
We generate special classes of graphs if we restrict the universal sets and the choice 
of subsets. Chordal graphs, defined by absence of chordless cycles of length exceeding 
three, comprise exactly the class of intersection graphs of families of subtrees of finite 
trees [lo]. In other words, each chordal graph has an intersection representation in 
which the universal set U is the vertex set of a finite tree and each subset S, induces 
a subtree. 
Permutation graphs are the intersection graphs of families of straight-line segments 
connecting two endpoints on two parallel lines. Such a representation is called a match- 
ing diagram. A permutation graph can be specified by a permutation that records 
the change in order of the endpoints when moving from one line to the 
other. 
Interval graphs are the intersection graphs of families of (compact) intervals on the 
real line. See [3, 8, 131 for further details and references on chordal graphs, permutation 
graphs and interval graphs. 
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A finite family of ordered pairs {(S,,. z,): u E V} of subsets of a universal set L’ 
defines a directed intersection graph (V, A) by setting A = {(c, w): S, fl rq # 0). By 
analogy with the undirected case, the subtree intersection digruphs are the digraphs 
representable as intersection digraphs of families of ordered pairs of subtrees in trees, 
the matching diugram digraphs are the digraphs representable as intersection digraphs 
of families of ordered pairs of straight-line segments between two parallel lines, and 
intercal digruphs are the digraphs representable as intersection digraphs of families of 
ordered pairs of intervals on the real line. 
Every digraph (V, A) is a subtree intersection digraph [ 161. Define the tree (U, E) by 
U=VU{c} andE={{c,v}: UEV}, h’ h’ w IC IS a star with central vertex c @ V. Setting 
S,. = {t.} and 7;. = {c} U {w: (w, II) E A} yields an intersection representation. 
Every interval digraph is a matching diagram digraph. Suppose {([a,, b,.], [cc, d, 1) : 
u E V} is a representation of (V,A) as an interval digraph. To obtain a representation 
{(S,,, 7; ): r E V} as a matching diagram digraph we take as S,. the line segment con- 
necting the points (a,,O) and (bC, 1) in the plane, and as 7; the line segment connecting 
the points (c,,, I ) and (d,!, 0). 
A pair ({SX: x E X}, { r,.: y E Y}) of finite sets of subsets of a universal set U 
defines an intersection bigraph (X, Y,E) by E = {(x, y): S, n r,, # a}. By analogy with 
the classes of intersection digraphs, we can define classes of intersection bigraphs, as, 
e.g., subtree intersection bigraphs, matching diagram higraphs, and interval higraphs. 
Different concepts of bipartite chordality were considered in [4, 18, 221 and others. 
There is a strong connection between intersection digraphs and intersection bigraphs. 
Let (X, Y, E) be an intersection bigraph with representation ((S,: x EX}, {r,.: _P E Y } ). 
We define c = S, = G? for all x EX and y E Y. This gives us a representation of a di- 
graph (X U Y, A) obtained from (X, Y, E) by directing all edges from X to Y. 
For the reverse transformation we need an operation of splitting a vertex L‘ of an 
intersection digraph into a source s and a target t. Therefore, we define S, = S,., I; = 7; 
and T = S, = 0. If the original digraph belongs to any class of intersection digraphs 
for which 8 is an admissible subset of every admissible universal set, then the derived 
graph belongs to this class too. Clearly, by splitting all the vertices in a digraph we 
obtain a transitive oriented bigraph. 
This transformation between digraphs and bigraphs becomes more transparent if we 
consider the adjacency matrices. Indeed, the adjacency matrix of any digraph is exactly 
the bipartite adjacency matrix of the corresponding bigraph. 
By this connection between digraphs and bigraphs it is easy to see that all bigraphs 
are subtree intersection bigraphs, and that the interval bigraphs form a subset of the 
matching diagram bigraphs. 
In [27] Steiner considers unit interval digraphs. These are the interval digraphs which 
can be represented by intervals of equal (unit) length. An algorithm for recognizing 
unit interval digraphs is developed using mainly the above-mentioned splitting operation 
and the fact that the unit interval bigraphs are exactly the bipartite permutation graphs. 
In Section 5 we give a recognition algorithm for interval bigraphs. As we have shown 
the algorithm can be used for recognizing interval digraphs too. 
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3. Notions 
The graphs considered in the following sections are undirected, finite and sim- 
ple. Such a graph G = (V,E) consists of a finite set V, the vertex set of G, and a 
set E of two-element subsets of V, the edge set of G. For W C V we denote by 
G[W] the subgraph of G induced by the vertices in W, G - W is shorthand for 
‘W\Wl. 
A set W is independent if G[ W] has no edges. The graph G = (V, E) is bipartite if V 
splits into two independent sets X and Y, called the partite sets of G. Such a bipartite 
graph is also denoted by G =(X, Y, E). 
The neighbourhood N(W) is the set of vertices adjacent to at least one vertex in 
the set W. For single vertices w we use N(w) =N({w}) also. 
For a pair a, b of nonadjacent vertices of G = (V, E) a set S c V is called an a, b- 
separator if a and b are located in different connected components of G - S. An 
a, b-separator S is a minimal a, b-separator if no proper subset of S is an a, b-separator. 
A minimal vertex separator of G is a minimal a, b-separator for some vertices a and 
bofG. 
A cycle in a graph is a subgraph that is connected and regular of degree two. A 
path has the vertex set of a cycle, but exactly one edge less. The vertices of degree 
one in a path are called endpoints, We refer to a path also by its sequence of vertices, 
i.e., (vi,v~ ,..., Q) denotes the path ({~I,~~,...,~~},{{VI,U~),(U~,V~},...,{~~-~,~~}}). 
A chord of a cycle/path is an edge {u, v} such that u and v are vertices of the 
cycle/path, but {u, v} is not an edge of the cycle/path. A chordless (or induced) 
cycle/path on k vertices is denoted by Ck or Pk, respectively. 
For classes of graphs not explicitly defined in this paper we refer to [3]. 
4. Chordal bipartite graphs 
In this section, we consider a superclass of the class of interval bigraphs, the chordal 
bipartite graphs, and list known and easy to obtain properties of chordal bipartite graphs. 
Subclasses of the class of interval bigraphs include the bipartite convex graphs [3, 111 
and the bipartite permutation graphs [3,26]. 
Definition 1. A bipartite graph G is a chordal bipartite graph if G does not contain 
a chordless cycle of length greater than five. 
The term “chordal bipartite graph” is a bit misleading, the class of these graphs 
is different from the intersection of the classes of chordal graphs and bipartite graphs 
(which are the forests). A better term is “weakly triangulated bigraphs”, since the class 
of chordal bipartite graphs is exactly the intersection of the class of bipartite graphs 
and the class of weakly triangulated graphs [ 171. However, we use the more common 
term “chordal bipartite graph” here. 
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Examples of chordal bipartite graphs are shown in Figs. 3 and 4. We introduce 
chordal bipartite graphs here because of the following lemma. The proof is omitted 
here since the assertion will be an immediate corollary of Lemmas 6 and 7. 
Lemma 1. Interval bigraphs are chordal bipartite graphs 
Definition 2. Let G = (X, Y,E) be a bipartite graph. A vertex s EX U Y is a simple 
vertex of G if s is not the central vertex of any chordless path on five vertices in G. 
An edge {u, v} E E is a bisimplicial edge of G if G[N({u, v})] is a complete bipartite 
graph. 
We consider a chordal bipartite graph G. From the following lemma, originating 
in [15], we will derive that every nonisolated simple vertex in G is incident with 
a bisimplicial edge. 
Lemma 2 (Hammer et al. [15]). In every chordal bipartite graph with at least one 
edge both partite sets contain a simple vertex. 
Here we give a short alternate proof of this lemma only for readers familiar with 
strongly chordal graphs. 
Proof. Let G = (X, Y, E) be a chordal bipartite graph. The graph H = (X U Y, E U ( i )) 
is a split graph, i.e., X is an independent set of H and Y is a clique of H. Also, 
H is strongly chordal [5], i.e., H is chordal and every even cycle in H of length at 
least six has a chord connecting two vertices with odd distance on the cycle (see [9] 
for the definition of a strongly chordal graph and characterizations). A vertex v of a 
strongly chordal graph is called simple if N(v) is a clique and for any two vertices 
U, w E N(v) the neighbourhoods N(u) and N(w) are comparable with respect to set 
inclusion. By this definition of a simple vertex in a strongly chordal graph, all simple 
vertices of H are in X. On the other hand, a vertex x EX is simple (for strongly 
chordal graphs) in H if and only if x is simple (for chordal bipartite graphs) in G. 
Since every strongly chordal graph has a simple vertex [9], H has a simple vertex [9] 
and, hence, G has a simple vertex in X. By symmetry there is also a simple vertex of G 
inY. q 
Corollary 1 (Golumbic [13]). A chordal bipartite graph with at least one edge con- 
tains a bisimplicial edge. 
Proof. Let s be a nonisolated simple vertex of a chordal bipartite graph, and let t 
be a neighbour of s with minimal degree. Then the edge {s, t} is bisimplicial. Other- 
wise, two vertices r EN(~) and u E N(t) are nonadjacent, and by the minimality of 
IN(t)1 there is a vertex q l N(r)\ff(t). Now {q,r,s, t, u} induces a chordless path with 
center s. 0 
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The lemma above leads to an algorithm recognizing chordal bipartite graphs in time 
O(nm) by removing vertices one by one when they become simple [ 151. Efficient 
algorithms recognizing chordal bipartite graphs are given in [ 15, 191. These algorithms 
run in time O(m logn) and O(min(m logn,n’)), respectively, where n and m denote 
the number of vertices and edges of the input graph, respectively. 
The O(nm) algorithm produces an ordering (~1, ~2,. . ,v,) of the vertices in the 
bipartite input graph G = (X, Y,E), where X U Y = {VI, 212,. . . , v,} and v, is a simple 
vertex of Gi = G[{vi,. . .,Vn}]. Then Gi = G and G,,+i =(a,@). The class of chordal 
bipartite graphs is characterized by the existence of such a bipartite vertex elimina- 
tion scheme, as well as by the existence of an edge elimination scheme as defined 
below. 
If G = (X, Y, E) is a chordal bipartite graph and e E E is a bisimplicial edge of G, 
then the graph (X, Y,E\{e}) IS a so 1 chordal bipartite. The ordering (ei, e2,. . . , e,) of 
the edges in E = {el, e2,. . . , e,} is called a bisimplicial edge without vertex elimination 
scheme if ej is a bisimplicial edge of G(j) =(X, Y,E\{el,. . . ,e,_i}) for all j, G(1) = G 
and G(,+i) = (V, 0). Let N(j) denote the set of vertices in X U Y adjacent to one of the 
endpoints of ej in G(j). The graph G[N(J is a complete bipartite subgraph of G, since 
ej is a bisimplicial edge of G(j). On the other hand, each maximal complete bipartite 
subgraph B of a chordal bipartite graph G = (V, E) is of the form G[Ncj)], namely for 
j = min{k: ek is an edge of B}. This gives the following property of chordal bipartite 
graphs. 
Lemma 3. A chordal bipartite graph with m edges has at most m maximal complete 
bipartite subgraphs. 
In [ 191 an efficient algorithm is stated listing all maximal complete bipartite sub- 
graphs of a chordal bipartite graph in time O(n + m) if the input is given by a r-free 
bipartite adjacency matrix. The recognition algorithms for chordal bipartite graphs in 
[ 15, 191 produce this matrix in time 0(n2). 
Now we consider vertex separators. Chordal graphs are characterized by their mini- 
mal vertex separators: a graph is chordal if and only if each minimal vertex separator 
forms a complete subgraph [7]. A similar statement is true for chordal bipartite graphs. 
Lemma 4 (Golumbic and Goss [14] and Golumbic [13], Theorem 12.7). A bipartite 
graph is a chordal bipartite graph if and only if each minimal vertex separator 
induces a complete bipartite subgraph. 
Proof. Let S be a minimal a, b-separator of the chordal bipartite graph G = (X, Y, E), 
and let C, and Cb be the vertex sets of the connected components of G -S containing 
a and b, respectively. We consider nonadjacent vertices x E S 0 X and y E S n Y having 
neighbours x,, y, E C, and Xb, yb E cb. We choose shortest paths (x,, . . . , ya) in G[C,] 
and (Xb, . ..,yb) in G[Cbl. Then, {Xa,...,yu,X,yb,..., Xb, y,Xn} induces a chordless cycle 
of length at least six in G, a contradiction. 
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On the other hand, let 1 > 3 and let {x,,yt,x2,y2,. . ,xl, yf} induce a chordless 
cycle with subpath (xl, yt,x2, ~2,~s) in a bipartite graph. Then there is a minimal 
YI ,x3-separator containing xl and yz. fl 
Lemma 5. Let G =(X, Y, E) be a chordal bipartite graph and let e be a bisimplicial 
edge of G. Then all but at most three minimal vertex separators of G are also 
minimal vertex separators of (X, Y, E\(e)). 
Proof. First we observe that every minimal a, b-separator S of G is also a minimal 
b, c-separator for every vertex c in the same connected component of G - S as a. 
Now let e = {u, v} be a bisimplicial edge of G, and let S be a minimal vertex 
separator of G that is not a minimal vertex separator of G’ = (X, Y, E\(e)). We assume 
that S is a minimal a, b-separator for a set {a, b} disjoint from {u,v}. Let S’ c S be a 
minimal a, b-separator in G’. Then in G - S’ there is a path with endpoints a and h 
containing the edge {u, v}. Since {u, ti} is a bisimplicial edge of G, this path has 
as a shortcut the chord between the neighbours of u and v in the path. This shorter 
path exists also in G’, contradicting the fact that S’ is a a, b-separator in G’. Hence, 
{a, b] n {u, v} # 0. 
Finally, by the observation above, for every minimal a, b-separator S of G but not 
of G’, there is a connected component of G - S induced by u or v or both. Hence, 
S=N(u) or S=N(v) or S=N({u,u})\{u,t~}. C 
Theorem 1. A chordal bipartite graph with n vertices and m edges has at most 3m 
minimal vertex separators, and they are computable in time O(m(n + m)). 
Proof. We consider a bisimplicial edge without vertex elimination scheme. The bound 
on the number of minimal vertex separators follows by induction and Lemma 5. 
The bisimplicial edge without vertex elimination scheme of G =(X, Y,E) can be 
computed in time O(mlogn) [15], where n=IXUYI and m=(E(. A set .ScXUY is 
a minimal vertex separator of G if G - S contains two connected components such 
that each vertex in S has a neighbour in both components, see, e.g., [13]. This can 
be checked in linear time. From the list of minimal vertex separators we remove 
doubles by sorting. Hence, we obtain the set of minimal vertex separators in time 
O(m(n + m)). c7. 
5. Recognizing interval bigraphs 
We consider two finite sets X and Y (of vertices) and two mappings left (left interval 
endpoints) and right (right interval endpoints) from X U Y to the real numbers with 
left(v) < right(v) for all VEX u Y. These mappings define intervals interval(v)= 
{r : left(v) < r d right(v)}. All these intervals {interval(v): v E X U Y} together 
form a bipartite interval representation for the bipartite graph G = (X, Y,E) with 
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Fig. 1. An interval bigraph G = (V, E), a bipartite interval representation of G, and the corresponding col- 
lection of edge intervals. 
E={{x,y}:x~X and KEY and intervaI(x)nintervaI(y)#0}={{x,y}: XEX and 
y E Y and max{left(x), left(y)} < min{right(x), right(y)}}. A bipartite graph is called 
an interval bigruph if it has a bipartite interval representation. For all {x, y} E E we de- 
fine left( {x, y}) = max{left(x), left(y)}, right({x,y}) =min{right(x), right(y)} and 
interval({x, y}) = interval(x)fl interval(y). An example is shown in Fig. 1. 
Now we restrict the bipartite interval representations considered to some normal form. 
It is obvious that the bigraph defined by a bipartite interval representation is completely 
determined by the order of the endpoints. Hence, the endpoints may be assumed to lie 
at consecutive integers. Unless stated otherwise, the first of these integers is 1. The span 
of a bipartite interval representation is max{right(v): v E V}-min{left(v): v E V}. We 
define the length of a bipartite interval representation of an interval bigraph G = ( V,E) 
to be C0E” (right(v) - left(v)). A bipartite interval representation is said to be short 
if all intervals have integer endpoints and among these the representation has minimum 
length. 
If two vertices x and y are adjacent, then their intervals have a point in common, i.e., 
interval(x) n interval(y) # 0. For every short bipartite interval representation (with 
span S) and every i with 1 < i < s, there is a nonadjacent pair of vertices x EX and 
y E Y such that min(right(x), right(y)) = i and max(left(x), left(y)) = i + 1. Other- 
wise we obtain a representation with smaller length without changing the graph if we 
replace all interval endpoints left(v)>i or right(v)>i by left(v) - 1 and right(v) - 1, 
respectively. 
Let x EX be a vertex represented in a short representation by an interval that contains 
more than one point of the real line, i.e. left(x)<right(x). Then x has neighbours yl 
to the left and yr to the right such that right(yl) = left(x) and right(x) = lef?(y,). 
Otherwise we would be able to shrink only interval(x) without changing the graph, 
contradicting the definition of a short bipartite interval representation. The analogous 
property holds for vertices y E Y with left(y)<right(y). This property implies that 
a short bipartite interval representation has a one-point interval at leftmost interval 
endpoint and at the rightmost interval endpoint. 
Definition 3. We consider an interval bigraph G given by a a short bipartite interval 
representation with span t. A scanpoint is an odd multiple of f between 0 and t + 2. 
A set S is a scanpoint-separator of G if there is a scanpoint of G such that S is the 
set of vertices whose intervals contain this scanpoint. 
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A short bipartite interval representation of span t defines at most t + I different 
scanpoint separators formed by the vertices with intervals containing the scanpoints 
i, i, $, , t + i. Deletion of a nonempty scanpoint separator breaks the graph G into 
connected components, at least one of them contains vertices with intervals totally 
left of the scanpoint, and another one containing vertices with intervals totally right 
of the scanpoint. No connected component of the graph obtained by deleting a scan- 
point separator from G has intervals on both sides of the scanpoint. Hence, every 
scanpoint separator is empty or it is a separator and induces a complete bipartite 
subgraph. 
Definition 4. A set S c X U Y is a complete sepurator of a bipartite graph G = (X. Y. E) 
if 
l G[S] is a complete bipartite graph, 
l S is the union of at most two minimal vertex separators of G, and 
l S = 8 or S is a separator of G. 
By Lemma 4 every minimal vertex separator of a chordal bipartite graph is a com- 
plete separator. 
Theorem 2. Euery scunpoint separator oj’an interwl higraph is a complete separutor. 
Proof. We consider an interval bigraph G with a short bipartite interval representation 
and a scanpoint s with corresponding separator S = {u: left(v) <s < right(v)} of G. 
Clearly, G[S] is a complete bipartite graph. If S # 0 then S is an a, b-separator for a 
vertex a with right(a)=s - i and a vertex b with left(b)=s + i. 
It remains to show that S is the union of at most two minimal vertex separators S,, 
and Sy. If S C X, then we define S, = 0. Otherwise, we let S, be a minimal x,.xh- 
separator contained in S, where x, has the largest right endpoint below s among vertices 
of X and xh has the smallest left endpoint above s among vertices of X. Because S is 
an x,,xh-separator, SX exists. Because the representation is short, X,,xh EN(y) for all 
2’ E Y n S. Hence, S f! Y C SX. Defining Sy analogously, we find that S = Sx U Sy, and 
each is a minimal vertex separator or is the empty set. 3 
Definition 5. A scanpoint segment of an interval bigraph is the subgraph induced by 
the vertices having intervals between two scanpoints or meeting one of these scanpoints. 
An anchored segment of a bipartite graph G is a triple (L, H,R), where f. and R are 
complete separators of G and H is a subgraph of G induced by the vertices in I, iJ R 
and the vertices of a connected component of G - (L LI R). 
Note that the definition of a scanpoint segment of an interval bigraph depends on 
the bipartite interval representation. In contrast, anchored segments are defined indepen- 
dent of any bipartite interval representation, even for graphs with no bipartite interval 
representation. 
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Now we describe the idea of our algorithm recognizing interval bigraphs. Assume 
a chordal bipartite graph G is given. If G is an interval bigraph, then we consider a fixed 
short bipartite interval representation of G and all scanpoint separators defined by it. 
A first scanpoint separator divides G into two scanpoint segments with the separator 
in common. If a scanpoint segment does not form a complete bipartite subgraph of G, 
then it is divided by another scanpoint separator of G. The scanpoints are linearly 
ordered half-integers, and hence the scanpoint segments of a scanpoint segment of G 
are scanpoint segments of G itself. 
But a bipartite interval representation of G = (X, Y,E) is not given with the in- 
put. Therefore, we use complete separators instead of scanpoint separators. Every pair 
L, R of complete separators defines at most /X U YI anchored segments (L,H,R). By 
Theorem 2, for every scanpoint segment H there is a anchored segment (L, H, R). If H 
forms a complete bipartite subgraph of G, then we can immediately compute its unique 
short bipartite interval representation having length zero. For other anchored segments, 
we try to find bipartite interval representations as follows: If H is, in fact, a scanpoint 
segment of an interval bigraph G, then we will find a complete separator of G (indeed, 
a scanpoint separator of G) that divides H into smaller scanpoint segments, for which 
short bipartite interval representations were found before. 
Theorem 3 enables us to combine two or more segments with short bipartite inter- 
val representations to obtain a larger one. The important parts of the bipartite interval 
representation are the complete bipartite subgraphs bounding it on both sides. There- 
fore, we use anchored segments instead of subgraphs equipped with bipartite interval 
representations. If for the subgraph H the anchored segment (L, H,R) is not unique, 
then different bipartite interval representations of H exist. 
Let H = (X, Y,E) be a bipartite graph, and let L, R CX U Y induce complete bipartite 
subgraphs in H. We enlarge L by additional vertices XL, ye and R by additional ver- 
tices xa, ya. In this way we obtain a bipartite graph with maximal complete bipartite 
subgraphs L U {XL, ye} and R U {xa, ya} called the augmentation of (L, H, R). 
Definition 6. The anchored segment (L, H, R) of the bipartite graph G is realizable if 
its augmentation has a short bipartite interval representation of span t + 2 with minimal 
interval endpoint 0 and maximal interval endpoint t + 2 such that left(l) = 0 for all 
/ELU{XL,YL} and right(r)=t+2 for all rERu{x~,y~}. 
Every short bipartite interval representation of an augmentation of (L, H, R) contains 
one-point intervals interval(xL) = interval(yL) = (0) and interval(Xa) = 
interval(yR) = {t + 2). To obtain a bipartite interval representation of H we remove 
these one-point intervals and for all other intervals we represent an endpoint 0 by 1, 
and t+2 by t+ 1. Such a representation is called a realization of (L, H, R). A realization 
of (0, G, 0) is a short bipartite interval representation of G. 
A chordal bipartite graph G is an interval bigraph if and only if the anchored segment 
(0, G, 0) is realizable. The following theorem enables us to decide whether an anchored 
segment(L,H,R) of a chordal bipartite graph G is realizable. 
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Fig. 2. An interval bigraph with bipartite interval representation 
Definition 7. Let S be a subset of the vertex set of a graph G. A subgraph H of G 
is called S-component of G if and only if there is a connected component G[W] of 
G - S such that H = G[S U W]. 
Theorem 3. Let (L,H,R) be an anchored segment of a chordal bipartite graph G = 
(X, Y,E). If H is a complete bipartite subgraph of G, then (L,H,R) is realizable 
if and only if L and R are subsets of the vertex set of H. Otherwise (L,H,R) is 
realizable if and only if a complete separator S of G exists with the property that 
(L,Hl,S), (S, HK,R) and (S,Hi,S) for 2 < i d k - 1 are realizable, where HI,. . Hh 
is some permutation of the S-components of H. 
Before beginning the proof we consider an example shown in Fig. 2. This graph 
G has a complete (and minimal 4,6-) separator S = (2.3) creating segments H, = 
G[{i,2,3}] for i =O, 1 and Hi = G[{2,3,4,i}] for i= 7,8,9. Realizations of the an- 
chored segments (8, Ho, S), (S, HI, 0) and (S, Hi, S) for i = 7,8,9 exist. We are able to 
construct a realization of (0, G,0) if we put a realization of (O,HO,S) on the left, then 
realizations of (S, Hits) for i = 7,8,9 in arbitrary order and a realization of (S, HI, 8) 
on the right. The bipartite interval representation of G in Fig. 2 was created this 
way. 
Another complete (and minimal 2,3-) separator of G is S’ = {4,5,6}. The corre- 
sponding segments are Hi = G[{i, i + 2,4,5,6}] for i = 0,l and H: = G[{4,5,6, i}] 
for i = 7,8,9. For i = 0,l the segment H/ is a complete subgraph of G and a set 
TC{i,i+2,4,5,6} IS a complete separator of G if either i $! 7’, i + 2 E T and 1 T 1 6 2 
or T 2 S’. For i = 0,l and all complete separators L and R, which are subsets of the ver- 
tex set of H:, the anchored segment (L, H/, R) is realizable. For i = 7,8,9 the anchored 
segments corresponding to H: are (L, H,‘, R) for L,R 2 S’. Such an anchored segment 
is realizable if and only if L n R C {i - 3). However, there is no set of realizations of 
H&H,!, H;,Hi and Hg’ that fits to a realization of (8, G, 0). 
Proof of Theorem 3. If G is an interval bigraph that is not complete bipartite, then we 
choose S to be a scanpoint separator of G. This separator has the properties specified 
in the statement of the theorem. 
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On the other hand, let S be a complete separator of G. We fix realizations of 
(L,Hr,S), (S,Hk,R) and (S,Hi,S) for 2 < i d k - I, where Hi,. . . ,ffk are the S- 
components of H. These realizations define mappings left,, right,: K-+ { 1,2,. . , ti} 
for i = 1 , . . . , k, where I$ is the vertex set of Hi. For all I EL we have lefti (I) = 1 and 
for all YE R we have right,(r) =tk. Moreover, for all s E S we have I&i(s) = 1 for 
i = 2,. , k and right,(s) = ti for i = 1,. . , k - 1. Let T, be shorthand for ~~~~ (tj + 1). 
We define 
left(u) = 
i 
7; + l&i(U) if VEX; U Y,, 
lefti if u ES, 
and 
right(u) = 
c + right,(v) if u EXi U Yi:, 
Tk + right,(v) if u E S. 
This defines a bipartite interval representation of G with left(Z) = min{left(v): 
u~XuY}=l for all IEL and right(r)= max{right(v): uEXUY}=Tk+i for all 
HER. [? 
Connected chordal bipartite graphs with n vertices and m edges can be recog- 
nized in time O(nm) or even in time O(min(m logqn”)) [15, 191. We have seen that 
such a graph has at most 3m minimal vertex separators computable in O(m(n + m)) 
time (Theorem l), hence at most 9m2 complete separators computable in 0(m3) time 
(Definition 4), and at most 81nm4 anchored segments computable in 0(nz4(n + m)) 
time (Definition 5). We can check whether an anchored segment (L,H,R) is realiz- 
able in time O(m’(n + m)). This is easy to see for complete bipartite graphs H. If 
H is not a complete bipartite graph we test 9m2 complete separators S. For each of 
them we compute connected components of H - S in linear time. Let H’ be such 
a connected component. In time O(logn) we look up the table of realizable anchored 
segments checked before to decide which of (L, H’,S), (S, H’, S) and (S, H’, R) are 
realizable anchored segments. Now Theorem 3 enables us to decide whether (L, H, R) 
is realizable. 
At the end, G is an interval bigraph if and only if the anchored segment (0, G, 0) is 
realizable. This leads to the following algorithm with overall running time O(n&(n + 
m)logn). 
begin 
if G is a chordal bipartite graph 
then 
begin 
compute all minimal vertex separators of G; 
compute all complete separators of G; 
compute all anchored segments of G; 
sort the anchored segments by increasing number of vertices in the 
subgraph; 
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for all anchored segments check whether they are realizable; 
if (8, G, 8) is realizable 
then G is an interval bigraph 
else G is not an interval bigraph 
end 
else G is not an interval bigraph 
end 
The bound for the time complexity of our algorithm is polynomial, but it seems to 
be not optimal. Indeed, an interval bigraph has at most II scanpoint separators, but we 
test up to m* complete separators. 
The algorithm given above can be modified to compute a short bipartite interval 
representation of the input graph G, if one exists. Therefore, we keep a realization 
for every realizable anchored segment (L, H. R) recursively computed as shown in the 
proof of Theorem 3. 
6. Asteroidal triples of edges and insects 
This section is devoted to forbidden substructures of interval bigraphs. In [20], 
Lekkerkerker and Boland introduced asteroidal triples: Three independent vertices U,I 
and w form an asteroidal triple (AT for short) if for any two of them there is a con- 
necting path avoiding the neighbourhood of the third vertex. A chordal graph is an 
interval graph if and only if it is AT-free [20]. In [16] a similar characterization of 
interval bigraphs using bi-ATs was claimed, where a bi-AT is a triple of vertices such 
that for any two of them there is a connecting path with distance greater than two 
from the third vertex. 
In this section, we introduce asteroidul triples of edges (ATEs). Therefore, let the 
neighbourhood N(e) of an edge e= (0.)~) be the union N(c) UN(w) of the neigh- 
bourhoods of incident vertices. 
Definition 8. Three edges a, c and e of a graph G form an asteroidal triple of edges 
(ATE) if for any two of them there is a path from the vertex set from one to the 
vertex set of the other that avoids the neighbourhood of the third edge. 
Every bi-AT-free graph is ATE-free. Together with Lemma 6, this implies that in- 
terval bigraphs are bi-AT-free graphs, and the graphs in Fig. 3 show that the inclusion 
is proper. 
Lemma 6. Interval higraphs are ATE-free 
Proof. We consider a bipartite interval representation of an interval bigraph in which 
a, c, e form an ATE. If the interval establishing a intersects the interval establishing c’, 
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Fig. 3. Minimal chordal bipartite graphs having an ATE. 
then both vertices of c belong to the neighbourhood of a, so no path from the vertex 
set of a to the vertex set of e can avoid the neighbourhood of c. The same argument 
applied to other pairs from {a,c,e} proves that the intervals establishing a,c,e must 
be pairwise disjoint. Hence, one of them must be between the other two. Now no path 
between the vertex sets of the pair established by the outer two intervals avoids the 
neighbourhood of the edge established by the central interval. 0 
Lemma 7. Bipartite ATE-free graphs are chordal bipartite graphs. 
Proof. We consider a bipartite graph G having a chordless cycle induced by {xi, yi,xz, 
~2,. . . ,x1, yl}, I > 3, with edges {xi, yi} and {yi,xi+i}, 1 < i < I, x/+1 =x1. Then the 
edges {xi, yi}, (x2, ~2) and (~3, y3) form an ATE in G. 0 
By Lemmas 6 and 7 the classes of interval bigraphs, bipartite ATE-free graphs and 
chordal bipartite graphs form a chain with respect to inclusion. 
Lemma 8. Let H = (X, Y, E) be a complete bipartite subgraph of an interval bigraph 
G. In every bipartite interval representation of G, the intervals of one of the partite 
sets of H have a common point. 
Proof. If n {interval(x): x EX} =0, then vertices xi and x2 in X exist with 
right(xl)cl This implies right(x,)E n {interval(y): YE Y}. 0 
An insect is a bipartite graph with twelve vertices consisting of a copy of Ks,s, 
a matching from those vertices to the remaining vertices (called feet), and possible 
additional edges among the feet. The graph with no additional edges is the minimal 
insect I, and the maximal insect Z* is the Cartesian product K3,s q lK2. A bipartite graph 
G is an insect if and only if I c G 2 I*. 
Lemma 9. An interval bigraph does not contain an induced subgraph isomorphic to 
an insect. 
Proof. It suffices to show that an insect is not an interval bigraph. Suppose, on 
the contrary, we have a bipartite interval representation of an insect with vertices 
Vi,j, 1 < i < 4 and 1 < j < 3, as in Figs. 4 and 5. By Lemma 8 we may suppose that 
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Fig. 4. The minimal Insect I 
Fig. 5. The maximal insect I* =K3,3JKz 
there is a point Y on the real line such that r E interval(q 1) n interval(u2,2) n interval 
(LQ~). Then we have r 6 interval(c,,,)iJ interval(q,2) U interval(qj). By the 
pigeonhole principle, we may assume right(zq,,), right(q2) <r. We consider the in- 
tervals of the edges {u,,~, ~1) and {L.~,z, ~2). These intervals are clearly disjoint, 
say intervaI({ul,I,n2,,}) containing point s is completely left of interval({ul.2,u2,2}) 
containing point t, i.e. s<t<r. But this implies t E interval(uz,l), i.e. {zQ,~,Q.~} is an 
edge, a contradiction. 0 
By Lemmas 6 and 9 interval bigraphs are ATE-free and insect-free. This leads to 
the following conjecture. 
Conjecture. A bipartite graph is an interval bigraph if and only if it is ATE-free and 
insect-free. 
If this conjecture is true, then it leads to another polynomial-time recognition al- 
gorithm for interval bigraphs. Unfortunately, only the above-mentioned inclusion is 
known. 
Perhaps the basis of an induction proving this conjecture will deal with bipartite Pg- 
free graphs. This class of graphs, called chain graphs in [28] and others, forms a proper 
subclass of the bipartite permutation graphs and hence of the interval bigraphs. 
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Lemma 10. Bipartite P&ee graphs are permutation graphs, 
Proof. It suffices to show that the complement G of a connected bipartite Ps-free 
graph G = (X, Y, E) admits a transitive orientation (since all bipartite graphs have 
a transitive orientation). We consider two vertices x,.x’ EX. Then, by connectedness 
and absence of Pg, we have N(x) &N(n’) or N(x’) cN(x). We order the vertices 
of X=(x1,..., xk} such that N(xi) cN(xj) holds for 1 < i 6 j < k and, similarly, 
we order Y={yt,...,yl} such that N(_vj)cN(yi) holds for 1 <i<j< 1. Now we 
define the transitive orientation A = {(Xi,Xj): 1 < i<j < k} U {(_l+,vj): 1 < i<j < 1) U 
{(x,y): 1&Y) $E). 0 
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