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Abstract
We introduce elliptic and parabolic B1 classes that generalize the well-known Bp classes
of DeGiorgi, Ladyzhenskaya and Ural’tseva with p > 1. New classes are applied to prove
pointwise continuity of solutions of elliptic and parabolic equations with nonstandard growth
conditions. Our considerations cover new cases of variable exponent and (p, q)-phase growth
including the ,,singular-degenerate” parabolic case p < 2 < q.
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1 Introduction
In the present paper we consider the question of regularity of weak solutions to quasilinear
elliptic and parabolic equations with generalized Orlicz growth. In addition, we define elliptic
and parabolic B1 classes that generalize the well-known Bp classes of De Giorgi, Ladyzhenskaya
and Ural’tseva and prove the continuity of the functions belonging to these classes. Moreover,
it turns out that solutions of the following equations belong to the corresponding B1 classes:
div
(
gi(x, |∇u|)
∇u
|∇u|
)
= 0, i = 1, 4, (1.1)
ut − div
(
gi(x, t, |∇u|)
∇u
|∇u|
)
= 0, i = 1, 4, (1.2)
g1(·, v) := v
p(·)−1 + vq(·)−1, g2(·, v) := v
p(·)−1
(
1 + ln(1 + v)
)
, v > 0,
g3(·, v) := v
p−1 + a(·)vq−1, a(·) > 0, g4(·, v) := v
p−1
(
1 + b(·) ln(1 + v)
)
, b(·) > 0, v > 0,
where p(·), q(·), a(·) and b(·) satisfy the inequalities
|p(z) − p(y)|+ |q(z)− q(y)| 6
λ(|z − y|)∣∣ ln |z − y|∣∣ , z 6= y, (1.3)
|a(z)− a(y)| 6 a0|z − y|
α eλ(|z−y|), z 6= y, a0 > 0, 0 < α 6 1, lim
r→0
rα eλ(r) = 0,
1
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|b(z) − b(y)| 6
b0 e
λ(|z−y|)∣∣ ln |z − y|∣∣ , z 6= y, b0 > 0, limr→0 eλ(r)ln r−1 = 0,
with a precise choice of λ(·) > 0.
The study of regularity of minima of functionals with non-standard growth of (p, q)-type
has been initiated by Zhikov [48,49,51,52,54], Marcellini [37,38] and Lieberman [36], and in the
last thirty years, the qualitative theory of second order equations with so-called log-condition
(i.e. if λ(r) 6 L1 < +∞) has been actively developed (see, for instance, [1–10, 12–15, 18–28,
30,31,39–42,45,47–51]). Equations of this type and systems of such equations arise in various
problems of mathematical physics, a description of which can be found in the monographs of
Antontsev, Dı´az, Shmarev [11], Harjulehto, Ha¨sto¨ [29], Ru˚zˇicˇka [43] and Weickert [46].
The case when condition (1.3) holds, differs substantially from the log-case, i.e. when
λ(r) 6 L1 < +∞. To our knowledge there are few results in this direction. Zhikov [53]
obtained a generalization of the logarithmic condition which guarantees the density of smooth
functions in Sobolev space W 1,p(x)(Ω). Particularly, this result holds if 1 < p 6 p(x),
|p(x)− p(y)| 6
L
∣∣∣ln ∣∣∣ln 1|x−y| ∣∣∣∣∣∣
ln 1|x−y|
, x 6= y, L < p/n.
Interior continuity and continuity up to the boundary for p(x)-Laplace equation were proved
by Alkhutov and Surnachev [9]. It is natural to conjecture that the interior continuity holds for
elliptic and parabolic equations of the form (1.1), (1.2) under the condition (1.3).
In the present paper has been made an attempt to unify the approach of DeGiorgi to
establish the local regularity of solutions to elliptic and parabolic equations with non-standard
growth. As it was already mentioned, we give an extension of the well known elliptic and
parabolic Bp classes defined by Ladyzhenskaya and Ural’tseva [35] and DiBenedetto [16,17].
Our paper is organized as follows. In Section 2 we define elliptic B1 classes and prove local
continuity for functions of B1 classes. In Section 3 we define parabolic B1 classes and prove
pointwise continuity of functions from these classes. Moreover, we give an answer to still open
problem on the regularity of solutions to parabolic equations with (p, q)-growth in the case
p < 2 < q. An approach to its solution was announced in our review article [44]. For other
well-known cases when 1 < p 6 q 6 2 or 2 6 p 6 q < +∞, we refer the reader to the papers of
Hwang and Lieberman [33,34]. We also note that our proofs do not require studying the special
properties of Orlicz spaces (cf. [30–32,45]).
2 Elliptic B1 classes
2.1 Notation and auxiliary propositions
Everywhere below, Ω is a bounded domain in Rn, n > 2. For arbitrary ρ > 0 and y ∈ Rn,
Bρ(y) := {x ∈ R
n : |x− y| < ρ} is the open n-dimensional ball centered at y and radius ρ. For
every Lebesgue measurable set E ⊂ Rn, we denote by |E| the n-dimensional Lebesgue measure
of E (or the n+1-dimensional measure, if E ⊂ Rn+1). We will also use the well-known notation
for sets, function spaces and for their elements (see [17,35] for references).
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The following two lemmas will be used in the sequel. The first one is the well-known
DeGiorgi-Poincare lemma (see [35, Chap. II, Lemma 3.9]).
Lemma 2.1. Let u ∈ W 1,1(Bρ(x0)). Then, for any k, l ∈ R, k < l, the following inequalities
hold:
(l − k) |A+l,ρ|
1− 1
n 6
c ρn
|Bρ(x0) \A
+
k,ρ|
∫
A+k,ρ\A
+
l,ρ
|∇u| dx,
(l − k) |A−k,ρ|
1− 1
n 6
c ρn
|Bρ(x0) \ A
−
l,ρ|
∫
A−l,ρ\A
−
k,ρ
|∇u| dx, (2.1)
where A+k,ρ := Bρ(x0)∩{u > k}, A
−
k,ρ := Bρ(x0)∩{u < k} and c is a positive constant depending
only on n.
The following lemma can also be found in [35, Chap. II, Lemma 4.7].
Lemma 2.2. Let yj, j = 0, 1, 2, . . ., be a sequence of nonnegative numbers satisfying
yj+1 6 c b
jy1+δj , j = 0, 1, 2, . . . ,
with some constants δ > 0 and c, b > 1. Then
yj 6 c
(1+δ)j−1
δ b
(1+δ)j−1
δ2
− j
δ y
(1+δ)j
0 , j = 0, 1, 2, . . . .
Particularly, if y0 6 ν := c
− 1
δ b−
1
δ2 , then
yj 6 νb
− j
δ and lim
j→∞
yj = 0.
2.2 Elliptic B1 classes and local continuity
Let λ(r) be continuous and non-increasing on the interval (0, 1) and consider the function
g(x, v) : Ω × R+ → R+ having the following properties: for every v ∈ R+, the function x →
g(x, v) is measurable; for every x ∈ Ω, the function v→ g(x, v) is continuous and nondecreasing;
lim
v→+0
g(x, v) = 0 and lim
v→+∞
g(x, v) = +∞.
For the function g we also assume that
(g1) there exist c1 > 0, q > 1 and s0 > 0 such that, for a.a. x ∈ Ω and for w > v > s0,
g(x,w)
g(x, v)
6 c1
(w
v
)q−1
,
(g2) for K > 0 and for any ball B8r(x0) ⊂ Ω there exists c2(K) > 0 such that, for a. a. x1,
x2 ∈ Br(x0) and for all r 6 v 6 K,
g(x1, v/r) 6 c2(K)e
λ(r)g(x2, v/r).
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Definition 2.1. We say that a measurable function u : Ω → R belongs to the elliptic class
B1,g,λ(Ω), if u ∈ W
1,1
loc (Ω) ∩ L
∞(Ω) and there exist positive numbers c3 > q, c4, c5, c6, K1 such
that for any ball Bρ(x0) ⊂ B8ρ(x0) ⊂ Ω, for any k, l ∈ R, k < l, |k|, |l| < M := ess sup
Ω
|u|,
for any ε ∈ (0, 1], σ ∈ (0, 1), and any ζ ∈ C∞0 (Bρ(x0)), 0 6 ζ 6 1, ζ = 1 in Bρ(1−σ)(x0),
|∇ζ| 6 (σρ)−1, the following inequalities hold:∫
A+k,ρ\A
+
l,ρ
|∇u| ζc3dx 6 K1
ec4λ(ρ)
ε
M+(k, ρ)
ρ
|A+k,ρ \ A
+
l,ρ|
+
K1ε
c5σ−c6
g
(
x0,
M+(k,ρ)
ρ
) ∫
A+k,ρ
g
(
x,
K1(u− k)+
σρ ζ
)
(u− k)+
ρ
ζc3−1dx, (2.2)
∫
A−l,ρ\A
−
k,ρ
|∇u| ζc3dx 6 K1
ec4λ(ρ)
ε
M−(l, ρ)
ρ
|A−l,ρ \ A
−
k,ρ|
+
K1ε
c5σ−c6
g
(
x0,
M−(l,ρ)
ρ
) ∫
A−l,ρ
g
(
x,
K1(u− l)−
σρ ζ
)
(u− l)−
ρ
ζc3−1dx, (2.3)
provided that M+(k, ρ) > ρ, M−(l, ρ) > ρ. Here we assume that g satisfies condition (g2) with
K = 2M , (u− k)± := max{±(u− k), 0}, M±(k, ρ) := ess sup
Bρ(x0)
(u− k)±, A
±
k,ρ := Bρ(x0) ∩ {(u−
k)± > 0}.
We refer to the parameters M , K1, n, q, c1, c2, c3, c4, c5, c6 as our structural data, and
we write γ if it can be quantitatively determined a priori only in terms of the above quantities.
The generic constant γ may change from line to line.
Our first main result of this section reads as follows.
Theorem 2.1. Let u ∈ B1,g,λ(Ω), and let ρ0 be a sufficiently small positive number such that
B8ρ0(x0) ⊂ Ω. There exist positive numbers c, β depending only on the data such that if
exp
(
cΛ(β, r)
)
6
3
2
exp
(
cΛ(β, 2r)
)
, Λ(β, r) := exp(βλ(r)), (2.4)
for all 0 < r 6 ρ/2 < ρ0/2, then
osc{u;Br(x0)} := ess sup
Br(x0)
u− ess inf
Br(x0)
u
6 2M exp
−γ ρ∫
2r
exp
(
− cΛ(β, t)
)dt
t
+ γ(1 + s0)ρ exp (cΛ(β, ρ)), (2.5)
for all 0 < 2r < ρ < ρ0.
If additionally∫
0
exp (−cΛ(β, r))
dr
r
= +∞ and lim
r→0
r exp (cΛ(β, r)) = 0, (2.6)
then u is continuous at x0.
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We note that the function λ(r) = L ln ln ln
1
r
satisfies conditions (2.4), (2.6) if 0 < L < 1/β.
Theorem 2.1 is an immediate consequence of the following two lemmas.
Lemma 2.3 (DeGiorgi type lemma). Let u ∈ B1,g,λ(Ω), and let Br(x0) ⊂ Ω. Set
µ+r := ess sup
Br(x0)
u, µ−r := ess inf
Br(x0)
u, ωr := µ
+
r − µ
−
r ,
and fix ξ, a ∈ (0, 1). Then there exists ν1 ∈ (0, 1) depending only on the data and a such that if
|{x ∈ Br(x0) : u(x) < µ
−
r + ξ ωr}| 6 ν1e
−c4nλ(r)|Br(x0)|, (2.7)
then either
a ξ ωr 6 (1 + s0)r, (2.8)
or
u(x) > µ−r + a ξ ωr for a.a. x ∈ Br/2(x0).
Likewise, if
|{x ∈ Br(x0) : u(x) > µ
+
r − ξ ωr}| 6 ν1e
−c4nλ(r)|Br(x0)|, (2.9)
then either (2.8) holds true, or
u(x) 6 µ+r − a ξ ωr for a.a. x ∈ Br/2(x0).
Proof. The proof of the lemma is similar to that of [35, Chap. II, Lemma6.1]. For j = 0, 1, 2, . . .,
we set rj :=
r
2
(1 + 2−j), kj := µ
−
r + a ξ ωr +
(1− a)ξ ωr
2j
, Bj := Brj (x0), yj := |A
−
kj ,rj
|. And let
ζj ∈ C
∞
0 (Bj), 0 6 ζj 6 1, ζj = 1 in Bj+1, |∇ζj| 6 2
j+2/r.
Applying the Sobolev embedding theorem to the function (max{u, kj+1}−kj)− ζ
c3
j , we obtain
(1− a)ξ ωr
2j+1
|A−kj+1,rj+1 |
1− 1
n = (kj − kj+1) |A
−
kj+1,rj+1
|1−
1
n
6
( ∫
A−kj+1,rj+1
(max{u, kj+1} − kj)
n
n−1
− dx
)1− 1
n
6
∫
Ω
∣∣∣∇[(max{u, kj+1} − kj)− ζc3j ]∣∣∣ dx
6
∫
A−kj,rj
\A−kj+1,rj
|∇u| ζc3j dx+ c3
2(1− a)ξ ωr
r
|A−kj ,rj |.
Next, using inequality (2.3) with l = kj , k = kj+1, ε = 1, σ = (2
j+1 + 2)−1, ρ = rj , ζ = ζj, we
obtain that∫
A−kj,rj
\A−kj+1,rj
|∇u| ζc3j dx 6 2K1e
c4λ(r) ξ ωr
r
|A−kj ,rj |
+
K12
c6(j+2)+1
g
(
x0,
M−(kj ,rj)
r
) ξ ωr
r
∫
A−kj ,rj
g
(
x,
K12
j+2M−(kj , rj)
ζj r
)
ζc3−1j dx.
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If inequality (2.8) is violated, then
K12
j+2M−(kj , rj)
ζj r
>
M−(kj , rj)
r
>
a ξ ωr
r
> 1 + s0,
and by (g1) and (g2), the following inequality holds for x ∈ A
−
kj ,rj
:
g
(
x,
K12
j+2M−(kj , rj)
ζj r
)
6 c1
(
K12
j+2
ζj
)q−1
g
(
x,
M−(kj , rj)
r
)
6 γ 2(j+2)(q−1)eλ(r)g
(
x0,
M−(kj , rj)
r
)
ζ1−qj
From the previous we arrive at
yj+1 6
γ 2jγ
1− a
ec4λ(r)
r
y
1+ 1
n
j , j = 0, 1, 2, . . .
From this, by Lemma 2.2, it follows that lim
j→∞
yj = 0, provided ν1 is chosen to satisfy
ν1 := γ
−1(1− a)n,
which proves the lemma.
Lemma 2.4 (Expansion of positivity). Let u ∈ B1,g,λ(Ω), and let B8r(x0) ⊂ Ω and ξ ∈ (0, 1).
Assume that with some α ∈ (0, 1) there holds
|{x ∈ Br(x0) : u(x) < µ
−
r + ξ ωr}| 6 (1− α) |Br(x0)|. (2.10)
Then either
ωr 6 2
j∗(1 + s0) r (2.11)
or
u(x) > µ−r + ωr/2
j∗+1 for a.a. x ∈ Br/2(x0), (2.12)
where
j∗ = 2 + log2 ξ
−1 + (γ/ν1)
(n−1)(c5+1)
nc5 eβλ(r/4), β =
2c4(n− 1)(c5 + 1)
nc5
, (2.13)
and ν1 is the constant from the previous lemma.
Likewise, if
|{x ∈ Br(x0) : u(x) > µ
+
r − ξ ωr}| 6 (1− α) |Br(x0)|, (2.14)
then either (2.11) holds true, or
u(x) 6 µ+r − ωr/2
j∗+1 for a.a. x ∈ Br/2(x0). (2.15)
Proof. The proof of the lemma is completely similar to that of [35, Chap. II, Lemma 6.2].
Without loss of generality we assume that log2 ξ
−1 ∈ N. We set kj := µ
−
r + ωr/2
j for every
j = log2 ξ
−1, 1 + log2 ξ
−1, 2 + log2 ξ
−1, . . . , j∗ − 1. Let ζ ∈ C
∞
0 (Br(x0)), 0 6 ζ 6 1, ζ = 1 in
Br/2(x0), |∇ζ| 6 2/r. For fixed j, inequality (2.3) with l = kj, k = kj+1, ρ = r, σ = 1/2 and
ε =
(
|A−kj ,r \ A
−
kj+1,r
|
|Br(x0)|
) 1
1+c5
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yields
∫
A−kj,r
\A−kj+1,r
|∇u| ζc3dx 6
M−(kj , r)
r
(
|A−kj ,r \ A
−
kj+1,r
|
|Br(x0)|
) c5
c5+1
|Br(x0)| e
c4λ(r)
+
M−(kj , r)
r
(
|A−kj ,r \ A
−
kj+1,r
|
|Br(x0)|
) c5
c5+1 2c6K1
g
(
x0,
M−(kj ,r)
r
) ∫
A−kj,r
g
(
x,
2K1M−(kj , r)
r ζ
)
ζc3−1 dx.
(2.16)
If (2.11) is violated, then
2K1M−(kj , r)
r ζ
>
M−(kj , r)
r
=
ωr
2jr
>
ωr
2j∗r
> 1 + s0.
Therefore, we can apply conditions (g1) and (g2) to estimate the integral on the right-hand side
of (2.16) as follows:∫
A−kj,r
g
(
x,
2K1M−(kj , r)
r ζ
)
ζc3−1 dx 6 c1(2K1)
q−1
∫
A−kj ,r
g
(
x,
M−(kj , r)
r
)
ζc3−q dx
6 c1c2(M)(2K1)
q−1 eλ(r) |Br(x0)| g
(
x0,
M−(kj , r)
r
)
.
The combination of this inequality and (2.16) gives the estimate∫
A−kj ,r
\A−kj+1,r
|∇u| ζc3dx 6 γ
M−(kj , r)
r
(
|A−kj ,r \ A
−
kj+1,r
|
|Br(x0)|
) c5
c5+1
|Br(x0)| e
c4λ(r). (2.17)
On the other hand, inequality (2.1) with l = kj , k = kj+1, ρ = r/2, and condition (2.10)
imply that for j 6 j∗,
|A−kj∗ ,r
|1−
1
n 6
c
α|B1(x0)|
2j+1
ωr
∫
A−
kj,r/2
\A−
kj+1,r/2
|∇u| dx =
γ
M−(kj , r)
∫
A−
kj,r/2
\A−
kj+1,r/2
|∇u| dx.
(2.18)
Combining (2.17) and (2.18), we get
|A−kj∗ ,r
|1−
1
n 6 γ
ec4λ(r)
r
(
|A−kj ,r \ A
−
kj+1,r
|
|Br(x0)|
) c5
c5+1
|Br(x0)|, j 6 j∗,
which implies
|A−kj∗ ,r
|
(c5+1)(n−1)
c5n 6 γ
(
ec4λ(r)
r
) c5+1
c5
|Br(x0)|
1
c5 |A−kj ,r \A
−
kj+1,r
|.
Summing up this inequality for j = log2 ξ
−1, . . . , j∗, we obtain
|A−kj∗ ,r
| 6 γ(j∗ − log2 ξ
−1 − 1)
−
nc5
(n−1)(c5+1) exp
(
c4nλ(r)
n− 1
)
|Br(x0)|. (2.19)
From this using (2.13) and Lemma 2.3, we arrive at (2.12), which complete the proof of the
lemma.
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Proof of Theorem 2.1. Fix ρ 6 ρ0. The following two alternative cases are possible
|{x ∈ Bρ(x0) : u(x) > µ
+
ρ − ωρ/2}| 6
1
2
|Bρ(x0)|
or
|{x ∈ Bρ(x0) : u(x) < µ
−
ρ + ωρ/2}| 6
1
2
|Bρ(x0)|.
Assume, for example, the first one. Then, by Lemma 2.4, we obtain
ωρ/2 6
[
1− exp
(
− γΛ(β, ρ)
)]
ωρ + γ(1 + s0)ρ exp
(
γΛ(β, ρ)
)
.
Iterating this inequality we have for any j > 1,
ωρj 6 ωρ
j−1∏
i=0
[
1− exp
(
− γΛ(β, ρi)
)]
+ γ(1 + s0)ρj−1 exp
(
γΛ(β, ρj−1)
)
+ γ(1 + s0)
j−2∑
i=0
ρi exp
(
γΛ(β, ρi)
) j−1∏
k=i+1
[
1− exp
(
− γΛ(β, ρk)
)]
, ρj := 2
−jρ.
Hence, using (2.4) and the fact that
j−1∏
i=0
[
1− exp
(
− γΛ(β, ρi)
)]
6 exp
(
−
j−1∑
i=0
exp
(
− γΛ(β, ρi)
))
,
we obtain
ωρj 6 ωρ exp
(
−
j−1∑
i=0
exp
(
− γΛ(β, ρi)
))
+ γ(1 + s0)ρ exp
(
γΛ(β, ρ)
)
,
from which the required (2.5) follows. This completes the proof of Theorem 2.1.
2.3 Elliptic equations with generalized Orlicz growth
We consider the equation
div
(
g(x, |∇u|)
∇u
|∇u|
)
= 0, x ∈ Ω. (2.20)
Additionally, we assume that
(g3) there exist c7 > 0, p ∈ (1, q) such that, for a.a. x ∈ Ω and for w > v > 0,
g(x,w)
g(x, v)
> c7
(w
v
)p−1
.
We set G(x, v) := g(x, v)v for v > 0, and write W 1,G(Ω) for the class of functions which are
weakly differentiable in Ω with
∫
Ω
G(x, |∇u|) dx < +∞.
By definition, a function u ∈W 1,G(Ω)∩L∞(Ω) is a solution of Eq. (2.20) if, for any function
ϕ ∈W 1,G0 (Ω) :=
{
w ∈W 1,G(Ω) : w has a compact support in Ω
}
, the following identity is true:∫
Ω
g(x, |∇u|)
∇u
|∇u|
∇ϕdx = 0. (2.21)
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We show that the solutions of Eq. (2.20) belong to the corresponding B1 classes.
First, note a simple analogues of Young’s inequality:
g(x, a)b 6 εg(x, a)a + g(x, b/ε)b, (2.22)
g(x, a)b 6
1
ε
g(x, a)a +
εp−1
c7
g(x, b)b, (2.23)
which are valid for any ε ∈ (0, 1), a, b > 0 and for a.a. x ∈ Ω.
Indeed, if b 6 εa, then g(x, a)b 6 εg(x, a)a, and if b > εa, then since the function v→ g(·, v)
is nondecreasing we have that g(x, a)b 6 g(x, b/ε)b, that proves (2.22). Using assumption (g3)
and similar arguments, we arrive at (2.23).
Let u ∈W 1,G(Ω)∩L∞(Ω) be a solution of Eq. (2.20). We fix concentric balls B(1−σ)ρ(x0) ⊂
Bρ(x0) ⊂ Ω and a function ζ ∈ C
∞
0 (Bρ(x0)), 0 6 ζ 6 1, ζ = 1 in B(1−σ)ρ(x0), |∇ζ| 6 (σρ)
−1.
Testing (2.21) by ϕ = (u− k)+ζ
c3 , we obtain∫
A+k,ρ
g(x, |∇u|) |∇u| ζc3dx 6 c3
∫
A+k,ρ
g(x, |∇u|)
(u− k)+
σρ
ζc3−1dx.
From this by (2.22) we get∫
A+k,ρ
g(x, |∇u|) |∇u| ζc3dx 6
γ(c3)
σρ
∫
A+k,ρ
g
(
x,
γ(c3)(u− k)+
σρ ζ
)
(u− k)+ ζ
c3−1dx
If M+(k, ρ) > ρ, then using (2.23) and condition (g3), we have for any ε1 ∈ (0, 1),∫
A+k,ρ\A
+
l,ρ
g
(
x0,
M+(k, ρ)
ρ
)
|∇u| ζc3dx 6 c2(M)e
λ(ρ)
∫
A+k,ρ\A
+
l,ρ
g
(
x,
M+(k, ρ)
ρ
)
|∇u| ζc3dx
6
c2(M)e
λ(ρ)
ε1
M+(k, ρ)
ρ
∫
A+k,ρ\A
+
l,ρ
g
(
x,
M+(k, ρ)
ρ
)
dx+ c2(M)c7ε
p−1
1 e
λ(ρ)
∫
A+k,ρ
G(x, |∇u|) ζc3dx
6
c22(M)e
2λ(ρ)
ε1
g
(
x0,
M+(k, ρ)
ρ
)
M+(k, ρ)
ρ
|A+k,ρ \ A
+
l,ρ|
+ γ(c2(M), c3, c7)ε
p−1
1
eλ(ρ)
σρ
∫
A+k,ρ
g
(
x,
γ(c3)(u− k)+
σρ ζ
)
(u− k)+ ζ
c3−1dx.
Choosing ε1 from the condition ε1 = εe
−
λ(ρ)
p−1 , we arrive at (2.2). The proof of (2.3) is completely
similar.
Taking into account the previous arguments, we arrive at
Theorem 2.2. Let u ∈W 1,G(Ω) ∩ L∞(Ω) be a solution of Eq. (2.20) under assumptions (g1),
(g2), (g3), (2.4) and (2.6), then u ∈ Cloc(Ω).
Remark 2.1. We note that in the case, when g(x, v) := vp(x)−1 (v > 0, x ∈ Ω),
osc{p(x);Br(x0)} 6
λ(r)
ln 1r
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and λ(r) satisfies (2.6), Theorem 2.2 was proved in [9]. We also note that in the case
0 6 λ(r) 6 L < +∞,
conditions (g1), (g2), (g3) are almost equivalent to the conditions (aDec)
∞
q , (A1-n), (aInc)p
in [30].
3 Parabolic B1,g,λ classes
We consider a function g : Rn × R+ × R+ → R+ having the following properties: for every
v ∈ R+ the function g(·, ·, v) is measurable on R
n ×R+ and, for almost every (x, t) ∈ R
n ×R+,
the function g(x, t, ·) is increasing and continuous in R+, and
lim
v→+0
g(x, t, v) = 0, lim
v→+∞
g(x, t, v) = +∞.
In addition, let λ(r) be a continuous and non-increasing function on the interval (0, 1).
Let (x0, t0) ∈ R
n × R+ and construct the cylinder
QR,R(x0, t0) := BR(x0)× (t0 −R, t0) ⊂ R
n × R+.
Definition 3.1. We say that a measurable function u : QR,R(x0, t0) → R belongs to the
parabolic class B1,g,λ(QR,R(x0, t0)), if
u ∈ C
(
t0 −R, t0;L
2(BR(x0))
)
∩ L1
(
t0 −R, t0;W
1,1(BR(x0))
)
∩ L∞(QR,R(x0, t0)),
ess sup
QR,R(x0,t0)
|u| 6M , and there exist positive numbers K1, c1, c2, c3, c4 such that for any cylinder
Q8r,8θ(x0, t0) := B8r(x0)× (t0 − 8θ, t0) ⊂ Q8r,8r(x0, t0) ⊂ QR,R(x0, t0),
any k, l ∈ R, k < l, |k|, |l| < M , any ε ∈ (0, 1], any σ ∈ (0, 1), for any ζ(x) ∈ C∞0 (Br(x0)),
0 6 ζ(x) 6 1, ζ(x) = 1 in Br(1−σ)(x0), |∇ζ| 6 (rσ)
−1, and for any χ(t) ∈ C1(R+), 0 6 χ(t) 6 1,
the following inequalities hold:∫∫
A+k,r,θ\A
+
l,r,θ
|∇u| ζc1χdxdt 6 K1
ec2λ(r)
ε
M+(k, r, θ)
r
|A+k,r,θ \ A
+
l,r,θ|
+
K1σ
−c3εc4
g
(
x0, t0,
M+(k,r,θ)
r
){ ∫
Br(x0)×{t0−θ}
(u− k)2+ζ
c1χ(t0 − θ)dx+
∫∫
A+k,r,θ
(u− k)2+ |χt| ζ
c1dxdt
+
∫∫
A+k,r,θ
g
(
x, t,
K1(u− k)+
σrζ
)
(u− k)+
r
χ ζc1−1dxdt
}
, (3.1)
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∫∫
A−l,r,θ\A
−
k,r,θ
|∇u| ζc1χdxdt 6 K1
ec2λ(r)
ε
M−(l, r, θ)
r
|A−l,r,θ \ A
−
k,r,θ|
+
K1σ
−c3εc4
g
(
x0, t0,
M−(l,r,θ)
r
){ ∫
Br(x0)×{t0−θ}
(u− l)2−ζ
c1χ(t0 − θ)dx+
∫∫
A−l,r,θ
(u− l)2− |χt| ζ
c1dxdt
+
∫∫
A−l,r,θ
g
(
x, t,
K1(u− l)−
σrζ
)
(u− l)−
r
χ ζc1−1dxdt
}
, (3.2)
provided that M+(k, r, θ) > r, M−(l, r, θ) > r,∫
Br(x0)×{t}
(u− k)2±ζ
c1χdx 6
∫
Br(x0)×{t0−θ}
(u− k)2±ζ
c1χ(t0 − θ)dx
+
K1
σc3
{∫∫
A±k,r,θ
(u− k)± |χt| ζ
c1dxdt+
∫∫
A±k,r,θ
g
(
x, t,
K1(u− k)±
σrζ
)
(u− k)±
r
χ ζc1−1dxdt
}
, (3.3)
for all t ∈ (t0 − θ, t0), where (u− k)± := max{±(u− k), 0},
M±(k, r, θ) := ess sup
Qr,θ(x0,t0)
(u− k)±, A
±
k,r,θ := Qr,θ(x0, t0) ∩ {(u− k)± > 0}.
Further, we also assume that
(g) there exists a positive constant c5 such that, for all (x, t) ∈ QR,R(x0, t0),
c−15 6 g(x, t, 1) 6 c5. (3.4)
(g1) there exist positive constantsK,K2, c6 such that, for any (x1, t1), (x2, t2) ∈ Qr,Kr(x0, t0) ⊂
QR,R(x0, t0) and for all v ∈ (r,M), there holds
g(x1, t1, v/r) 6 K2e
c6λ(r)g(x2, t2, v/r); (3.5)
We will also suppose that the function
ψ(x, t, v) :=
g(x, t, v)
v
, (x, t, v) ∈ Rn × R+ ×R+,
satisfies one of the following conditions:
(g2ψ1) ,,degenerate” case: with some b0, δ > 0, K, c7, c8 > 0, 0 < µ1 < µ2 there hold
ψ(x0, t0,w)
ψ(x0, t0, v)
> c7
(w
v
)µ1
if w > v > b0R
−δ, (3.6)
ψ(x, t,w)
ψ(x, t, v)
6 c8
(w
v
)µ2
if w > v > b0R
−δ and (x, t) ∈ QR,R(x0, t0), (3.7)
or
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(g2ψ2) ,,singular” case: with some b0, δ > 0, K, c9, c10 > 0, 0 < µ3 < µ4 < 1 there hold
ψ(x0, t0,w)
ψ(x0, t0, v)
> c9
( v
w
)µ4
if w > v > b0R
−δ, (3.8)
ψ(x, t,w)
ψ(x, t, v)
6 c10
( v
w
)µ3
if w > v > b0R
−δ and (x, t) ∈ QR,R(x0, t0). (3.9)
In this case we additionally assume that for all t ∈ (t0 − θ, t0) and εM±(k, r, θ) > r the
following inequality holds:
D−
∫
Br(x0)×{t}
Φk(x0, t0, u)
t− t0 + θ
θ
ζc1dx
+
r
K1
∫
Br(x0)×{t}
∣∣∣∣∇ ln (1 + ε)M±(k, r, θ)wk
∣∣∣∣ t− t0 + θθ ζc1dx
6
K1
θ
∫
Br(x0)×{t}
Φk(x0, t0, u) ζ
c1dx+
K1
σc3r
∫
Br(x0)×{t}
g
(
x, t,
K1wk
σrζ
)
wk
G(x0, t0, wk/r)
ζc1−1dx
+K1e
c2λ(r)|Br(x0)|,
(3.10)
where G(x, t, z) :=
z∫
0
g(x, t, s)ds, wk := (1 + ε)M±(k, r, θ)− (u− k)±,
Φk(x, t, u) :=
(u−k)±∫
0
(1 + ε)M±(k, r, θ) − s
G
(
x, t,
(1 + ε)M±(k, r, θ) − s
r
) ds,
and the notation D− is used to denote the derivative
D−f(t) := lim sup
h→0
f(t)− f(t− h)
h
.
The parameters n, K, K1, K2, c, ci, i = 1, . . . , 10, µ1, µ2, µ3, µ4, M are the data, and we
say that a generic constant γ depends upon the data, if it can be quantitatively determined a
priory only in terms of the indicated parameters.
Our main results of this Section are read as follows.
Theorem 3.1. Let u ∈ B1,g,λ(QR,R(x0, t0)) and let hypotheses (g), (g1), (g2ψ1) be fulfilled.
Then there exist positive numbers c, β depending only on the data such that if
exp
(
cΛ(β, r)
)
6
(
3
2
)1−δ0
exp
(
cΛ(β, 2r)
)
, Λ(β, r) := exp
(
βλ(r)
)
(3.11)
for all 0 < r 6 R/2 and with some δ0 ∈ (0, 1), and∫
0
exp
(
− cΛ(β, r)
)dr
r
= +∞, lim
r→0
r1−δ0 exp
(
cΛ(β, r)
)
= 0, (3.12)
then u is continuous at (x0, t0).
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Theorem 3.2. Let u ∈ B1,g,λ(QR,R(x0, t0)) and let hypotheses (g), (g1), (g2ψ2) be fulfilled.
Then there exist positive numbers c, c¯, β depending only on the data such that if
exp
(
8Λ1(c, β, r)
)
6
(
3
2
)1−δ0
exp
(
8Λ1(c, β, 2r)
)
, Λ1(c, β, r) := exp
(
cΛ(β, r)
)
(3.13)
for all 0 < r 6 R/2 and with some δ0 ∈ (0, 1), and
lim
r→0
r1−δ0 exp
(
8Λ1(c, β, r)
)
= 0 (3.14)
and
∞∑
i=0
exp
(
− 8Λ1(c, β, ri)
)
= +∞, ri := c¯ ri−1 exp
(
− 8Λ1(c, β, ri−1)
)
, r0 = ρ < R, (3.15)
then u is continuous at (x0, t0).
Remark 3.1. We note that the function λ(r) = L ln ln ln
1
r
satisfies conditions (3.11) and (3.12)
if 0 < L < 1/β. We also note that the function λ(r) = L ln ln 18 ln ln ln ln
1
r
satisfies conditions
(3.13)–(3.15) if 0 < L < 1/β. Indeed, to prove condition (3.15) we note that by (3.14)
r1 = c¯ ρ exp
(
− 8Λ1(c, β, ρ)
)
> ργ0 , γ0 := 2− δ0,
if ρ is sufficiently small, so rj > ρ
γj0 , j = 1, 2, . . ., and hence
j >
1
ln γ0
ln
ln 1rj
ln 1ρ
.
This implies
j∑
i=0
exp
(
− 8Λ1(c, β, ri)
)
> j exp
(
− 8Λ1(c, β, rj)
)
>
1
ln γ0
ln
ln 1rj
ln 1ρ
(
ln ln ln
1
rj
)−1
→ +∞ if j → +∞.
We note that in the parabolic case, the statements of Theorems 3.1 and 3.2 differ from the
elliptic case (Theorem 2.1). The following examples show that additional conditions on the
function ψ arrives naturally.
Example 3.1. The function
g1(x, t, v) = v
p(x,t)−1 + vq(x,t)−1, (x, t, v) ∈ Rn × R+ × R+,
satisfies conditions (g), (g1) if 1 < p 6 p(x, t) 6 q(x, t) 6 q and
osc{p(x, t);Q
r,rp−
(x0, t0)}+ osc{q(x, t);Qr,rp− (x0, t0)} 6
λ(r)
ln r−1
, p− = min{2, p}.
Moreover, the function g1(x, t, v) satisfies condition (g2ψ1) with µ1 = p − 2, µ2 = q − 2,
δ = 0 and b0 = 0, if p > 2. In addition, if 1 < p 6 p(x, t) 6 p1 < 2 < q1 6 q(x, t)
then the function g1(x, t, v) satisfies (g2ψ1) with µ1 = (q1 − 2)/2, µ2 = q − 2, δ = 0 and
b0 = max
{
1,
( 2−p+µ1
q1−2+µ1
) 1
q1−p1
}
. Finally, if 1 < p 6 p(x, t) 6 q(x, t) 6 q < 2, then the function
g1(x, t, v) satisfies condition (g2ψ2) with µ3 = 2− q, µ4 = 2− p, δ = 0 and b0 = 0.
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Example 3.2. The function
g2(x, t, v) = v
p(x,t)−1
(
1 + ln(1 + v)
)
, (x, t, v) ∈ Rn × R+ ×R+,
satisfies conditions (g), (g1) if 1 < p 6 p(x, t) 6 p1 and
osc{p(x, t);Q
r,rp−
(x0, t0)} 6
λ(r)
ln r−1
.
If p > 2 it satisfies condition (g2ψ1) with µ1 = p − 2, µ2 = p − 1, δ = 0 and b0 = 0. If p1 < 2
then the function g3(x, t, v) satisfies condition (g2ψ2) with µ3 =
2− p
2
, µ4 = 2 − p, δ = 0 and
b0 = e
2
2−p − 1.
Example 3.3. The function
g3(x, t, v) = v
p−1 + a(x, t)vq−1, (x, t, v) ∈ Rn × R+ ×R+,
satisfies conditions (g), (g1) if a(x, t) > 0, 1 < p < q 6 p+ α, 0 < α 6 1,
osc{a(x, t);Qr,rp− (x0, t0)} 6 a0r
αeλ(r) and lim
r→0
rαeλ(r) = 0.
In addition, if p > 2 then it satisfies condition (g2ψ1) with µ1 = p − 2, µ2 = q − 2, δ = 0 and
b0 = 0. In the case q < 2 the function g3(x, t, v) satisfies hypothesis (g2ψ2) with µ3 = 2 − q,
µ4 = 2− p, δ = 0 and b0 = 0. Moreover, if p < 2 < q and a(x0, t0) = 0 then g3(x, t, v) satisfies
(3.8) with µ4 = 2− p. To check (3.9) we need to obtain the inequality
(p− 2)up−2 + (q − 2)a(x, t)uq−2 6 −
2− p
2
(up−2 + a(x, t)uq−2) for (x, t) ∈ QR,R(x0, t0),
or the same
a(x, t)
(
q − 1−
p
2
)
uq−p 6
(2− p)
2
,
this inequality will be fulfilled if R is so small that
a0
(
q − 1−
p
2
)
Rαeλ(R)M q−p 6
2− p
2
,
which yields (3.9) with µ3 =
2− p
2
, δ = 0 and b0 = 0.
Finally, if 2 < p < q and a(x0, t0) > 0, then the function g3(x, t, v) satisfies (3.7) with
µ2 = q − 2. To check (3.6) we need to obtain the inequality
(p − 2)up−2 + (q − 2)a(x0, t0)u
q−2
>
q − 2
2
(up−2 + a(x0, t0)u
q−2),
or the same
q − 2
2
a(x0, t0)u
q−p
>
q
2
+ 1− p.
Choose R from the condition a0R
αeλ(R) = 12a(x0, t0), which yields (3.6) with
µ1 =
q − 2
2
, δ =
α
q − p
and b0 =
(
2
a0
q + 2− 2p
q − 2
) 1
q−p
.
Note that this choice of R guarantees that
1
2
a(x0, t0) 6 a(x, t) 6
3
2
a(x0, t0) for all (x, t) ∈ QR,R(x0, t0).
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Example 3.4. The function
g4(x, t, v) = v
p−1
(
1 + b(x, t) ln(1 + v)
)
, (x, t, v) ∈ Rn × R+ × R+,
satisfies conditions (g), (g1) if p > 1, b(x, t) > 0,
osc{b(x, t);Q
r,rp−
(x0, t0)} 6
Beλ(r)
ln r−1
and lim
r→0
eλ(r)
ln r−1
= 0.
In addition, if p > 2 then it satisfies condition (g2ψ1) with µ1 = p − 2, µ2 = p − 1, δ = 0
and b0 = 0. Moreover, if p < 2 then the function g4(x, t, v) satisfies condition (g2ψ2) with
µ3 =
2− p
2
, µ4 = 2− p, δ = 0 and b0 = e
2
2−p − 1.
4 Parabolic equations with generalized Orlicz growth
We consider the equation
ut − div
(
g(x, t, |∇u|)
∇u
|∇u|
)
= 0, (x, t) ∈ ΩT , (4.1)
where ΩT := Ω× (0, T ), Ω is a bounded domain in R
n and 0 < T < +∞.
Additionally, we assume that
(g3) there exists µ > 0 such that, for a.a. (x, t) ∈ ΩT and for w > v > 0,
g(x, t,w)
g(x, t, v)
>
(w
v
)µ
.
We set G(x, t, v) := g(x, t, v)v for (x, t, v) ∈ ΩT × (0,+∞) and write W
1,G(ΩT ) for a class of
functions u : ΩT → R satisfying
∫∫
ΩT
G(x, t, |∇u|) dxdt < +∞. By W 1,G0 (ΩT ) we denote the set of
functions u ∈ W 1,G(ΩT ) with the property that, for every t ∈ (0, T ), the function u(·, t) has a
compact support in Ω.
We say that a measurable function u : ΩT → R is a bounded weak solution of Eq. (4.1) in
ΩT if u ∈ Cloc
(
0, T ;L2loc(Ω)
)
∩W 1,Gloc (ΩT ) ∩ L
∞(ΩT ), ut ∈ L
2
loc(ΩT ), and for every subinterval
(t1, t2) ⊂ (0, T ), the following equality holds:
∫
Ω
uϕdx
∣∣∣∣t2
t1
+
t2∫
t1
∫
Ω
{
− uϕt + g(x, t, |∇u|)
∇u
|∇u|
∇ϕ
}
dxdt = 0 (4.2)
for any ϕ ∈ L∞(ΩT ) ∩W
1,G
0 (ΩT ), ϕt ∈ L
2(ΩT ).
Remark 4.1. We note that in the case when g independent of t, condition ut ∈ L
2
loc(ΩT ) can be
dropped. In this case integral identity (4.2) can be rewritten in terms of the Steklov averages.
Testing identity (4.2) by ϕ = (u − k)±ζ
c1(x)χ(t), where ζ, χ are the same as in (3.1)–
(3.3), using the Young inequality and condition (g1) similarly to that of Section 2, we arrive at
(3.1)–(3.3).
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Testing (4.2) by
ϕ =
wk ζ
c1
G(x0, t0, wk/r)
t− t0 + θ
θ
,
we obtain for all t ∈ (t0 − θ, t0)
∂
∂t
∫
Br(x0)×{t}
Φk(x0, t0, u)
t− t0 + θ
θ
ζc1dx
+
∫
Br(x0)×{t}
G(x, t, |∇(u − k)±|)
G(x0, t0, wk/r)
(
G(x0, t0, wk/r)
G(x0, t0, wk/r)
− 1
)
t− t0 + θ
θ
ζc1dx
6
γ
θ
∫
Br(x0)×{t}
Φk(x0, t0, u) ζ
c1dx+ γc1
∫
Br(x0)×{t}
g(x, t, |∇(u − k)±|)wk
G(x0, t0, wk/r)
t− t0 + θ
θ
|∇ζ|ζc1−1dx.
Condition (g3) implies
G(x0, t0,w) 6
1
1 + µ
g(x0, t0,w)w for w > 0,
hence from the previous, by the Young inequality, we have
∂
∂t
∫
Br(x0)×{t}
Φk(x0, t0, u)
t− t0 + θ
θ
ζc1dx+
µ
2
∫
Br(x0)×{t}
G(x, t, |∇(u − k)±|)
G(x0, t0, wk/r)
t− t0 + θ
θ
ζc1dx
6
γ
θ
∫
Br(x0)×{t}
Φk(x0, t0, u) ζ
c1dx+
γ
σγr
∫
Br(x0)×{t}
g(x, t, γwkσrζ )
G(x0, t0, wk/r)
ζc1−1dx.
Further, using conditions (g1), (g3), we have for any ε1 ∈ (0, 1)
r
∫
Br(x0)×{t}
|∇(u− k)±|
wk
ζc1dx 6 rεµ1
∫
Br(x0)×{t}
G(x, t, |∇(u − k)±|)
wkg(x, t, wk/r)
ζc1dx+
1
ε1
|Br(x0)|
6 K2(1 + µ)
−1 εµ1re
c6λ(r)
∫
Br(x0)×{t}
G(x, t, |∇(u − k)±|)
G(x0, t0, wk/r)
ζc1dx+
1
ε1
|Br(x0)|.
Choosing ε1 from the condition ε
µ
1 = e
−c6λ(r) and collecting the last two inequalities, we arrive
at the required (3.10).
Taking into account the previous arguments, we obtain
Theorem 4.1. Let u be a solution to Eq. (4.1), fix point (x0, t0) ∈ ΩT and assume that
conditions (g), (g1), (g2ψ1) and (g3) be fulfilled in some cylinder QR,R(x0, t0) ⊂ ΩT . Assume
also that conditions (3.11), (3.12) be fulfilled, then u is continuous at (x0, t0).
Theorem 4.2. Let u be a solution to Eq. (4.1), fix point (x0, t0) ∈ ΩT and assume that
conditions (g), (g1), (g2ψ2) and (g3) be fulfilled in some cylinder QR,R(x0, t0) ⊂ ΩT . Assume
also that conditions (3.13)–(3.15) be fulfilled, then u is continuous at (x0, t0).
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5 De Giorgi type lemmas
Fix (x¯, t¯) ∈ QR,R(x0, t0) and construct the cylinder Qr,θ(x¯, t¯) ⊂ QR,R(x0, t0), r 6 R
δ¯, δ¯ > δ,
where δ is the parameter that was defined in assumptions (g2ψ1) and (g2ψ2). We denote by µ
±
and ω non-negative numbers such that µ+ > esssup
Qr,θ(x¯,t¯)
u, µ− 6 ess inf
Qr,θ(x¯,t¯)
u, ω = µ+ − µ−.
Our main result of this section reads as follows
Lemma 5.1. Let u ∈ B1,g,λ(QR,R(x0, t0)) and ξ ∈ (0, 1), then there exists ν1 ∈ (0, 1) depending
only upon the data, ξ, ω, r and θ such that if
|{(x, t) ∈ Qr,θ(x¯, t¯) : u(x, t) 6 µ
− + ξω}| 6 ν|Qr,θ(x¯, t¯)| for ν 6 ν1,
then either
ξω 6 (1 + b0)r
1−δ/δ¯ , (5.1)
or
u(x, t) > µ− +
ξω
2
for a.a. (x, t) ∈ Qr/2,θ/2(x¯, t¯). (5.2)
Likewise, if
|{(x, t) ∈ Qr,θ(x¯, t¯) : u(x, t) 6 µ
− + ξω}| 6 ν|Qr,θ(x¯, t¯)| for ν 6 ν1, (5.3)
then (5.1) holds true, or
u(x, t) 6 µ+ −
ξω
2
for a.a. (x, t) ∈ Qr/2,θ/2(x¯, t¯). (5.4)
Proof. Further, we will suppose that
ξω > (1 + b0)r
1−δ/δ¯ . (5.5)
Let (x1, t1) ∈ Qr/2,θ/2(x¯, t¯) be arbitrary. For j = 0, 1, 2, . . ., we define the sequences
rj :=
r
4
(1 + 2−j), θj :=
θ
4
(1 + 2−j), r¯j :=
rj + rj+1
2
,
θ¯j :=
θj + θj+1
2
, kj := µ
− +
ξω
2
+
ξω
2j+1
, Bj := Brj(x1),
B¯j := Br¯j(x1), Qj := Qrj ,θj (x1, t1), Q¯j := Qr¯j ,θ¯j(x1, t1),
Aj,kj := Qj ∩ {u < kj}, A¯j,kj := Q¯j ∩ {u < kj}.
Let ζj ∈ C
∞
0 (B¯j) be such that 0 6 ζj 6 1, ζj = 1 in Bj+1 and |∇ζj | 6 γ 2
j/r. Let also χj(t) be
such that χj(t) = 1 for t > t1− θj+1, χj(t) = 0 for t 6 t1− θ¯j, 0 6 χj(t) 6 1 and
∣∣∣dχj(t)dt ∣∣∣ 6 γ 2jθ .
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Using (3.5), (5.5), and hypotheses (g2ψ1) or (g2ψ2), we can rewrite inequality (3.2) with
ε = 1 in the form∫∫
A¯j,kj
|∇(kj −max{u, kj+1})+| ζ
c1
j χj dxdt 6 γ
ξω
r
ec2λ(r)|Aj,kj |
+
γ 2jγ
g(x1, t1, ξω/r)
(ξω)
2
θ
|Aj,kj |+
ξω
r
∫∫
Aj,kj
g
(
x, t,
K12
jγξω
rζj
)
ζc1−1j χj dxdt

6 γ
ξω
r
ec2λ(r)|Aj,kj |+ γ 2
jγ ξω
r
{
ξωr
θg(x1, t1, ξω/r)
+ ec6λ(r)
}
|Aj,kj |
6 γ 2jγ
ξω
r
ec0λ(r)
(
1 +
ξωr
θg(x¯, t¯, ξω/r)
)
|Aj,kj |, (5.6)
where c0 := max{c2, c6}. Here we also assume that c1 > max{µ2, 2− µ3}.
Similarly inequality (3.3) implies that
sup
t1−θ¯j<t<t1
∫
B¯j×{t}
(kj − u)
2
+ ζ
c1
j χj dx
6 γ 2jγ
{
(ξω)2
θ
|Aj,kj |+
ξω
r
∫∫
Aj,kj
g
(
x, t,
K12
jγξω
rζj
)
ζc1−1j χj dxdt
}
6 γ 2jγ
ξω
r
ec0λ(r)
(
1 +
rξω
θg(x¯, t¯, ξω/r)
)
g(x¯, t¯, ξω/r) |Aj,kj |. (5.7)
From (5.6), (5.7), by the Sobolev embedding theorem and Ho¨lder’s inequality, we obtain
(kj − kj+1)|Aj+1,kj+1 | 6
∫∫
A¯j,kj
(kj −max{u, kj+1})+ ζ
c1
j χj dxdt
6 γ|Aj,kj |
2
n+2
(
sup
t1−θ¯j<t<t1
∫
B¯j×{t}
(kj − u)
2
+ ζ
c1
j χj dx
) 1
n+2
×
(∫∫
A¯j,kj
∣∣∣∇((kj −max{u, kj+1})+ ζc1j )∣∣∣χj dxdt) nn+2
6 γ 2jγ
(
ξω
r
ec0λ(r)
)n+1
n+2
(
1 +
rξω
θg(x¯, t¯, ξω/r)
)n+1
n+2 [
g(x¯, t¯, ξω/r)
] 1
n+2 |Aj,kj |
1+ 1
n+2 ,
which implies
yj+1 :=
|Aj+1,kj+1 |
|Qr,θ(x¯, t¯)|
6 γ 2jγec0
n+1
n+2
λ(r)
(
1 +
rξω
θg(x¯, t¯, ξω/r)
)n+1
n+2
(
θg(x¯, t¯, ξω/r)
rξω
) 1
n+2
y
1+ 1
n+2
j , j = 0, 1, 2, . . . .
Iterating this inequality, we obtain that lim
j→∞
yj = 0, provided that y0 6 ν1 and ν1 is chosen to
satisfy
ν1 := γ
−1e−c0(n+1)λ(r)
rξω
θg(x¯, t¯, ξω/r)
(
1 +
rξω
θg(x¯, t¯, ξω/r)
)−n−1
, (5.8)
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which proves the lemma.
Lemma 5.2 (DeGiorgi type lemma involving initial data). Assume that the hypotheses (g),
(g1) be fulfilled, and let u ∈ B1,g,λ(QR,R(x0, t0)). Fix ξ ∈ (0, 1), then there exists ν2 ∈ (0, 1)
depending only on upon the data, ξ, ω, r and θ such that if
u(x, t0 − θ) > µ
− + ξω for x ∈ Br(x¯),
and
|{(x, t) ∈ Qr,θ(x¯, t¯) : u(x, t) 6 µ
− + ξω}| 6 ν|Qr,θ(x¯, t¯)|,
for ν 6 ν2, then either (5.1) holds true, or
u(x, t) > µ− + ξω/2 for a.a. (x, t) ∈ Qr/2,θ(x¯, t¯).
Likewise, if
u(x, t0 − θ) 6 µ
+ − ξω for x ∈ Br(x¯),
and
|{(x, t) ∈ Qr,θ(x¯, t¯) : u(x, t) > µ
+ − ξω}| 6 ν|Qr,θ(x¯, t¯)|,
for ν 6 ν2, then either (5.1) holds true, or
u(x, t) 6 µ+ − ξω/2 for a.a. (x, t) ∈ Qr/2,θ(x¯, t¯).
Proof. The proof is similar to that of Theorem 5.1. Taking χ(t) ≡ 1, using inequalities (3.2),
(3.3) and repeat the same arguments as in the previous proof, we prove the theorem with
ν2 := γ
−1e−c0(n+1)λ(r)
rξω
θg(x¯, t¯, ξω/r)
. (5.9)
6 Continuity in the ,,degenerate” case, proof of Theorem 3.1
Fix number ρ > 0 such that ρ < Rδ¯, δ¯ > max{δ/δ0, 1 + δ} and construct the cylinder
Qρ(x0, t0) := Bρ(x0)× (t0 −K2c5(1 + b0) ρ
2−δ/δ¯ , t0) ⊂ QR,R(x0, t0),
and set µ+ := ess sup
Qρ(x0,t0)
u, µ− := ess inf
Qρ(x0,t0)
u, ω = µ+ − µ−. If ω > 4(1 + b0)ρ
1−δ/δ¯ , then, by (3.4)
and (3.6), we have
ψ
(
x0, t0,
ω
4ρ
)
> ψ(x0, t0, (1 + b0)ρ
−δ/δ¯)
=
ρδ/δ¯g(x0, t0, (1 + b0)ρ
−δ/δ¯)
(1 + b0)
>
ρδ/δ¯g(x0, t0, 1)
1 + b0
>
ρδ/δ¯
c5(1 + b0)
,
and therefore
Qρ,θ¯(x0, t0) ⊂ Qρ(x0, t0), θ¯ :=
K2ρ
2
ψ
(
x0, t0,
ω
4ρ
) .
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For fixed positive numbers s∗ := s∗(ρ) < s
∗ := s∗(ρ), which will be specified later, set
θ∗ :=
K2ρ
2
ψ
(
x0, t0,
ω
2s∗+2ρ
) ,
and construct the cylinder Qρ,θ∗(x0, t0) ⊂ Qρ,θ¯(x0, t0). Consider also the cylinders Qρ,η(x0, t¯) ⊂
Qρ,θ∗(x0, t0), where
η :=
K2ρ
2
4ψ
(
x0, t0,
ω
4ρ
) and t0 − θ∗ 6 t¯− η < t¯ 6 t0.
The following two alternative cases are possible:
First alternative. There exists a cylinder Qρ,η(x0, t¯) ⊂ Qρ,θ∗(x0, t0) such that
|{(x, t) ∈ Qρ,η(x0, t¯) : u(x, t) 6 µ
− + ω/2}| 6 νe−c0(2n+3)λ(ρ)|Qρ,η(x0, t¯)|,
where ν is a sufficiently small positive number which will be chosen later depending only upon
the data.
Second alternative. For all cylindersQρ,η(x0, t¯) ⊂ Qρ,θ∗(x0, t0) the following inequality holds:
|{(x, t) ∈ Qρ,η(x0, t¯) : u(x, t) > µ
+ − ω/2}| 6
(
1− νe−c0(2n+3)λ(ρ)
)
|Qρ,η(x0, t¯)|,
Further we will assume that
ω > 2s
∗+2(1 + b0)ρ
1−δ/δ¯ . (6.1)
6.1 Analysis of the first alternative
By Theorem 5.1 with r = ρ, θ = η, ξ = 1/2, (x¯, t¯) = (x0, t¯), assuming that ρ is small enough,
and since the number ν1 defined in (5.8) satisfies
ν1 = γ
−1e−c0(n+1)λ(ρ)
rω
η g(x0, t¯, ω/2r)
1(
1 +
rω
η g(x0, t¯, ω/2r)
)n+1 > γ−1e−c0(2n+3)λ(ρ),
we conclude that
u(x, t¯) > µ− + ω/4 for all x ∈ Bρ/2(x0), (6.2)
provided ν is chosen such that ν = γ−1.
Lemma 6.1. For any ν ∈ (0, 1) there exists s∗ depending only upon the data, s∗ and ρ such
that ∣∣∣{x ∈ Bρ/4(x0) : u(x, t) 6 µ− + ω/2s∗}∣∣∣ 6 ν ∣∣Bρ/4(x0)∣∣ for all t ∈ (t¯, t0). (6.3)
Proof. We use inequality (3.3) with σ = 1/2, k = µ−+21−s
∗
ω, r = ρ, χ(t) ≡ 1. By (3.5), (6.1),
(6.2) and (g2ψ1), we obtain∫
Bρ/4(x0)×{t}
(u− k)2− dx 6
γ ω
2s
∗
ρ
∫∫
A−
k,ρ/2,θ∗
g (x, t, γ(u− k)−/ρ) dxdt
6 γec0λ(ρ)
( ω
2s∗
)2 ψ(x0, t0, 2−s∗ρ−1ω)
ψ(x0, t0, 2−s∗ρ−1ω)
|Bρ(x0)| 6 γe
c0λ(ρ)
( ω
2s∗
)2
2−(s
∗−s∗)µ1 |Bρ(x0)|,
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which implies that, for all t ∈ (t¯, t0),∣∣∣{x ∈ Bρ/4(x0) : u(x, t) 6 µ− + ω/2s∗}∣∣∣ 6 γ2−(s∗−s∗)µ1ec0λ(ρ)|Bρ(x0)|.
From this we arrive at (6.3) with
2s
∗
= 2s∗ν−1/µ1ec0λ(ρ)/µ1 ,
where the number s∗ will be specified later. This completes the proof of the lemma.
By Theorem 5.2 with (x¯, t¯) = (x0, t0), ξ = 2
−s∗ , η 6 θ 6 θ∗, since the number ν2 defined in
(5.9) satisfies
ν2 > γ
−1e−c0(n+1)λ(ρ)
ψ(x0, t0, ω/4ρ)
ψ(x0, t0, ω/2s
∗)
> γ−1e−c0(n+1)λ(ρ),
and choosing ν from the condition
ν = γ−1e−c0(n+1)λ(ρ),
we arrive at
u(x, t) > µ− + ω/2s
∗+1 for a.a. (x, t) ∈ Qρ/8,η/8(x0, t0).
From this we obtain that
osc
{
u;Qρ/8, η/8(x0, t0)
}
6 (1− 2−s
∗−1)ω, (6.4)
with the number s∗ defined by
2s
∗
= γ 2s∗eβ0λ(ρ), β0 =
c0(n+ 2)
µ1
, (6.5)
where s∗ will be specified later.
6.2 Analysis of the second alternative
Lemma 6.2. Fix a cylinder Qρ,η(x0, t¯), then there exists
t˜ ∈
(
t¯− η, t¯− η
ν¯
2
e−c0(2n+3)λ(ρ)
)
such that ∣∣{x ∈ Bρ(x0) : u(x, t˜) > µ+ − ω/2}∣∣ 6 1− ν¯e−c0(2n+3)λ(ρ)
1−
ν¯
2
e−c0(2n+3)λ(ρ)
|Bρ(x0)|. (6.6)
Proof. Suppose that the statement of the lemma is false, than for all
t ∈
(
t¯− η, t¯− η
ν¯
2
e−c0(2n+3)λ(ρ)
)
there holds ∣∣{x ∈ Bρ(x0) : u(x, t) > µ+ − ω/2}∣∣ > 1− ν¯e−c0(2n+3)λ(ρ)
1−
ν¯
2
e−c0(2n+3)λ(ρ)
|Bρ(x0)|,
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and hence
∣∣{(x, t) ∈ Qρ,η(x0, t¯) : u(x, t) > µ+ − ω/2}∣∣
>
t¯−η ν¯
2
e−c0(2n+3)λ(ρ)∫
t¯−η
∣∣{x ∈ Bρ(x0) : u(x, t) > µ+ − ω/2}∣∣ dt
>
(
1− ν¯e−c0(2n+3)λ(ρ)
)
|Qρ,η(x0, t¯)| ,
reaching a contradiction. The lemma is proved.
We will assume later that ν¯ is so small that inequality (6.6) yields
∣∣{x ∈ Bρ(x0) : u(x, t˜) > µ+ − ω/2}∣∣ 6 (1− ν¯2
2
e−c0(2n+3)λ(ρ)
)
|Bρ(x0)|.
Lemma 6.3. There exists s1 > 1 depending only upon the data and ρ such that∣∣{x ∈ Bρ(x0) : u(x, t) > µ+ − ω/2s1}∣∣ 6 (1− ν¯4
8
e−c0(2n+3)λ(ρ)
)
|Bρ(x0)| (6.7)
for all t ∈ (t˜, t˜+ η).
Proof. We use inequality (3.3) with k = µ+ − ω/2s, r = ρ, 1 < s < s1, χ(t) ≡ 1. Using
inequality (6.1), we estimate the last term on the right-hand side of (3.3) as follows
ρ−1
∫∫
A+k,ρ,η
g
(
x, t,
K1(u− k)+
σρζ
)
(u− k)+ ζ
c1−1dxdt
6
γ
σµ2+1
ec6λ(ρ)
ω η
2sρ
g
(
x0, t0,
ω
2sρ
)
|Bρ(x0)| 6
γ σ−µ2−1
2s(µ1−1)
ec0λ(ρ)ω2.
We estimate the term on the left-hand side of (3.3) by∫
Bρ(1−σ)(x0)
(u−k)2+dx > (ω/2
s)2(1−2s−s1)2
( ∣∣{x ∈ Bρ(x0) : u(x, t) > µ+ − ω/2s1}∣∣−nσ|Bρ(x0)|).
From this and (3.3) we arrive at
∣∣{x ∈ Bρ(x0) : u(x, t) > µ+ − ω/2s1}∣∣
6
{
nσ + (1− 2s−s1)−2
(
1−
ν¯2
2
e−c0(2n+3)λ(ρ)
)
+
γ σ−1−µ2
2s(µ1−1)
(1 − 2s−s1)−2ec0λ(ρ)
}
|Bρ(x0)|.
First choose s1 from the condition
(1− 2s−s1)−2 = 1 +
ν¯2
2
e−c0(2n+3)λ(ρ),
then choose σ from the condition
nσ =
ν¯2
16
e−2c0(2n+3)λ(ρ),
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and finally, choose s such that
γ σ−1−µ2
2s(µ1−1)
ec0λ(ρ) =
ν¯2
16
e−2c0(2n+3)λ(ρ),
we arrive at (6.7) with s1 defined by the equality
2−s1 = 2−s
[
1−
(
1 +
ν¯2
2
ec0(2n+3)λ(ρ)
)−1/2]
> γ−1(ν¯)e−β1λ(ρ), (6.8)
β1 = c0
(
2n+ 3 +
1 + (3 + µ2)(2n + 3)
µ1 − 1
)
.
The lemma is proved.
Lemma 6.4. For any ν2 ∈ (0, 1) there exists s∗ depending only upon the data, ρ and ν2 such
that ∣∣{Qρ,θ∗(x0, t0) : u(x, t) > µ+ − ω/2s∗}∣∣ 6 ν2e−c0(n+1)λ(ρ)|Qρ,θ∗(x0, t0)|. (6.9)
Proof. For s = s1+1, . . . , s∗, we set ks = µ
+−ω/2s. We use inequality (3.1) with σ = 1/2 and
ε =
(
|A+ks,ρ,θ∗ \ A
+
ks+1,ρ,θ∗
|
|Qρ,θ∗(x0, t0)|
)1/(1+c4)
.
We also choose χ(t) such that 0 6 χ(t) 6 1, χ(t) = 0 for t 6 t0 − 2θ∗, χ(t) = 1 for t > t0 − θ∗
and |χt| 6 2/θ∗. By these choices and by (3.5), (3.7) and (6.1), inequality (3.1) implies
∫∫
A+ks,ρ,θ∗\A
+
ks+1,ρ,θ∗
|∇u| dxdt 6
γ ω
2sρ
(
|A+ks,ρ,θ∗ \ A
+
ks+1,ρ,θ∗
|
|Qρ,θ∗(x0, t0)|
)c4/(1+c4)
ec0λ(ρ)|Qρ,θ∗(x0, t0)|.
By (6.7) and Lemma 2.1, from the previous we obtain
ω
2s+1
|A+ks,ρ,θ∗| 6 γ(ν¯) ρ e
2c0(2n+3)λ(ρ)
∫∫
A+ks,ρ,θ∗\A
+
ks+1,ρ,θ∗
|∇u| dxdt
6 γ(ν¯)
(
|A+ks,ρ,θ∗ \A
+
ks+1,ρ,θ∗
|
|Qρ,θ∗(x0, t0)|
)c4/(1+c4)
ec0(4n+7)λ(ρ)
ω
2sρ
|Qρ,θ∗(x0, t0)|.
Summing up this inequality for s = s1 + 1, . . . , s∗ and choosing s∗ from the condition
γ(ν¯)ec0(4n+7)λ(ρ)
(s∗ − s1)c4/(c4+1)
= ν2e
−c0(n+1)λ(ρ),
we arrive at (6.9) with
s∗ = s1 + γ(ν¯ , ν2)e
β2λ(ρ), β2 = c0(5n+ 8)(c4 + 1)/c4, (6.10)
and s1 was defined in (6.8). The lemma is proved.
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By Theorem 5.1 with (x¯, t¯) = (x0, t0), ξ = 2
−s∗ , θ = θ∗, ν2 = 1/γ, inequality (6.9) implies
u(x, t) 6 µ+ − ω/2s∗+1 for a.a. (x, t) ∈ Qρ/2,θ∗/2(x0, t0),
which yields
osc
{
u;Qρ/2, θ∗/2(x0, t0)
}
6 (1− 2−s
∗−1)ω. (6.11)
Collecting estimates (6.4) and (6.11), we obtain that
osc
{
u;Qρ/8, η/8(x0, t0)
}
6 (1− 2−s
∗−1)ω, (6.12)
where s∗ defined by the equality
2s
∗
= γeβ0λ(ρ)2γ(ν¯)Λ(β1,ρ)+γ(ν¯,ν2)Λ(β2,ρ), (6.13)
and numbers β0, β1, β2 were defined in (6.5), (6.8) and (6.10).
Choose ρ small enough such that
2s
∗
= γeβ0λ(ρ)2γ(ν¯)Λ(β1,ρ)+γ(ν¯,ν2)Λ(β2,ρ)
6 4γ(ν¯)Λ(β1,ρ)+γ(ν¯,ν2)Λ(β2,ρ) 6 exp
(
γΛ(β, ρ)
)
,
where β depends only on the known data. Then inequality (6.12) can be rewritten in the form
osc
{
u;Qρ/8, η/8(x0, t0)
}
6
(
1−
1
2
exp
(
− γΛ(β, ρ)
))
ω. (6.14)
Define the sequences
rj :=
ρ
8j+1
, ωj+1 :=
(
1−
1
2
exp
(
− γΛ(β, rj)
))
ωj,
θj :=
r2j
ψ(x0, t0, ωj/4rj)
, Qj := Qrj ,θj (x0, t0), j = 0, 1, 2, . . . .
Since
ωj
rj
=
ωj+1
8rj+1
(
1− 12 exp
(
− γΛ(β, rj)
)) 6 ωj+1
rj+1
, j = 0, 1, 2, . . . ,
from (6.14) we have
osc{u;Q1} 6 ω1.
Repeating the previous procedure, by our choices we obtain that either
ωj 6 4(1 + b0)r
1−δ/δ¯
j exp
(
γΛ(β, rj)
)
6 4(1 + b0)r
1−δ0
j exp
(
γΛ(β, rj)
)
or
osc {u;Qj} 6 ωj, j = 1, 2, . . . .
Note that by (3.4), (3.6) we have an inclusion Q˜j ⊂ Qj , where
Q˜j := Brj(x0)×
(
t0 −
r2j
ψ(x0, t0,
M
2rj
)
, t0
)
.
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Iterating the previous inequality and using (3.11), we obtain
osc{u; Q˜j} 6 ω
j−1∏
i=0
(
1−
1
2
exp
(
− γΛ(β, ri)
))
+ γ(1 + b0)ρ
1−δ0 exp
(
γΛ(β, ρ)
)
6 ω exp
(
−
1
2
j−1∑
i=0
exp
(
− γΛ(β, ri)
))
+ γ(1 + b0)ρ
1−δ0 exp
(
γΛ(β, ρ)
)
,
which yields
osc{u; Q˜j} 6 ω exp
−γ ρ∫
2rj
exp
(
− γΛ(β, s)
)ds
s
+ γ(1 + b0)ρ1−δ0 exp (γΛ(β, ρ)),
which implies continuity of u ∈ B1,g,λ(QR,R(x0, t0)) at (x0, t0) under conditions (3.11), (3.12).
This completes the proof of Theorem 3.1.
7 Continuity in the ,,singular” case, proof of Theorem 3.2
We fix a positive number δ¯ by the condition δ¯ > max{δ/δ0, 1+δ0}. For 0 < ρ < R
δ¯, we construct
the cylinder Qρ,2c5c10Mρ(x0, t0) ⊂ QR,R(x0, t0). We set Qρ(x0, t0) := Qρ,2c5c10Mρ(x0, t0), µ
+ :=
ess sup
Qρ(x0,t0)
u, µ− := ess inf
Qρ(x0,t0)
u, ω := µ+ − µ−.
If
ηω > (1 + b0)ρ
1−δ/δ¯
> (1 + b0)ρR
−δ
for some η ∈ (0, 1), then, by (3.9) and (3.4), we have
ρ2
ψ(x0, t0, ηω/ρ)
6
c10ρ
2
ψ(x0, t0, ω/ρ)
6
c10ρω
g(x0, t0, 1)
6 2c5c10Mρ,
and the following inclusion is true:
Qρ,θ ⊂ Qρ(x0, t0), where θ :=
ρ2e−c0λ(ρ)
ψ(x0, t0, ηω/ρ)
. (7.1)
The following two alternative cases are possible:∣∣{x ∈ Bρ(x0) : u(x, t0 − θ) 6 µ− + ω/2}∣∣ 6 1
2
|Bρ(x0)| (7.2)
or ∣∣{x ∈ Bρ(x0) : u(x, t0 − θ) > µ+ − ω/2}∣∣ 6 1
2
|Bρ(x0)|.
Both cases can be considered completely similar. Assume, for example, the first one.
Lemma 7.1. There exists η ∈ (0, 1/2) depending only upon the data such that if
ηω > (1 + b0)ρ
1−δ/δ¯ , (7.3)
then ∣∣{x ∈ Bρ(x0) : u(x, t) 6 µ− + ηω}∣∣ 6 7
8
|Bρ(x0)| for all t ∈ (t0 − θ, t0). (7.4)
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Proof. We use inequality (3.3) with χ(t) ≡ 1, r = ρ, θ defined in (7.1), and with
k = µ− + ω/2. (7.5)
Moreover, the second integral on the right-hand side of (3.3) is obviously equal to zero, since
χt ≡ 0, and the first, by virtue of (7.2) and (7.5), is estimated in the following way:∫
Bρ(x0)×{t0−θ}
(u− k)2− ζ
c1χ(t0 − θ)dx 6
1
2
(ω
2
)2
|Bρ(x0)|. (7.6)
By (3.5), (3.9) and (7.3), we estimate the last term on the right-hand side of (3.3) as follows∫∫
A−k,ρ,θ
g
(
x, t,
K1(u− k)−
σρζ
)
(u− k)−
ρ
ζc1−1dxdt
6 γσµ3−1 ec6λ(ρ)
ω
ρ
θ g(x0, t0, ω/2ρ) |Bρ(x0)|
6 γ σµ3−1ηω2
g(x0, t0, ω/2ρ)
g(x0, t0, ηω/ρ)
|Bρ(x0)| 6 γ σ
µ3−1ηµ3
(ω
2
)2
|Bρ(x0)|,
(7.7)
here we assume also that c1 > 2− µ3.
Using (7.5) and estimating the term on the left-hand side of (3.3), we obtain for any j > 1∫
Bρ(x0)×{t}
(u− k)2− ζ
c1dx >
∫
B(1−σ)ρ(x0)×{t}∩{u6µ−+ω/2j}
(u− k)2−dx
>
(ω
2
)2(
1−
1
2j−1
)2 (
|{x ∈ Bρ(x0) : u(x, t) 6 µ
− + ω/2j}| − nσ|Bρ(x0)|
)
. (7.8)
Collecting estimates (7.6), (7.7) and (7.8) in (3.3), we arrive at
|{x ∈ Bρ(x0) : u(x, t) 6 µ
− + ω/2j}| 6
(
1
2(1− 21−j)2
+
γσ−γηµ3
(1− 21−j)2
+ nσ
)
|Bρ(x0)|
for all t ∈ (t0 − θ, t0). Choosing j from the condition (1 − 2
1−j)2 = 3/4, then σ from the
condition nσ = 1/16, and finally, choosing η from the condition γσ−γηµ3 = 1/16, we arrive at
(7.4). This completes the proof of the lemma.
Now we will use inequality (3.10) with σ = 1/2, r = ρ, k = µ−+ εjω, j = 1, 2, . . . , j∗, where
ε = ε(ρ) ∈ (0, 1) and j∗ = j∗(ρ) will be determined later. Set v = u− µ
−,
Aj(t) := {x ∈ Bρ(x0) : v(x, t) < ε
jω},
Yj(t) :=
1
|Bρ(x0)|
∫
Aj(t)
t− t0 + θ
θ
ζc1dx, yj := sup
t0−θ/2<t<t0
Yj(t).
Further we will assume that
εj∗+1ω > 4(1 + b0)ρ
1−δ/δ¯ . (7.9)
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Inequality (7.9) together with condition (3.9) and with the definition of θ in (7.1) imply that
1
θ
Φεjω(x0, t0, v) 6 γ
ρ
θ
εjω∫
0
ds
g
(
x0, t0,
(1+ε)εjω−s
ρ
)
6 γ
ρ
θ
(
(1 + ε)εjω
)1−µ3
g
(
x0, t0,
(1+ε)εjω
ρ
) εjω∫
0
ds(
(1 + ε)εjω − s
)1−µ3
6 γ
εj
η
ec0λ(ρ)
g(x0, t0, ηω/ρ)
g(x0, t0, ηεjω/ρ)
6 γ
εjµ3
η
ec0λ(ρ) 6 γ ec0λ(ρ).
Here we also used the evident inequality, which is a consequence of (3.9)
G(x0, t0,w) >
w∫
w/2
g(x0, t0, s) ds
> c−110 g(x0, t0,w)w
µ3−1
w∫
w/2
s1−µ3 ds >
1
2c10
g(x0, t0,w)w if w > 2(1 + b0)R
−δ.
Therefore, using Lemma 7.1 and the previous inequality, from (3.10) we obtain
D−
∫
Bρ(x0)×{t}
Φεjω(x0, t0, v)
t− t0 + θ
θ
ζc1dx
+ γ−1
∫
Bρ(x0)×{t}
∣∣∣∣ ln (1 + ε)εjω(1 + ε)εjω − (v − εjω)−
∣∣∣∣ t− t0 + θθ ζc1dx
6 γec0λ(ρ)|Bρ(x0)| for all t ∈ (t0 − θ, t0). (7.10)
Fix t¯ ∈ (t0 − θ/2, t0) such that Yj+1(t¯) = yj+1. If
D−
∫
Bρ(x0)×{t¯}
Φεjω(x0, t0, v)
t¯− t0 + θ
θ
ζc1dx > 0,
then inequality (7.10) implies that
yj+1 ln
1
2ε
6 γec0λ(ρ). (7.11)
For fixed ν ∈ (0, 1), we choose ε from the condition
ε 6
1
2
exp
(
−
γ
ν
exp
(
c0(n+ 2)λ(ρ)
))
,
then inequality (7.11) yields
yj+1 6 νe
−c0(n+1)λ(ρ).
Assume now that
D−
∫
Bρ(x0)×{t¯}
Φεjω(x0, t0, v)
t¯− t0 + θ
θ
ζc1dx < 0.
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Claim. The following inequalities hold:
σ∫
0
(ε+ s)ds
G
(
x0, t0, (ε+ s)εjω/ρ
) > σ 1∫
0
(ε+ s)ds
G
(
x0, t0, (ε+ s)εjω/ρ
) for σ ∈ (0, 1), (7.12)
ε∫
0
(ε+ s)ds
G
(
x0, t0, (ε+ s)εjω/ρ
) 6 2c210 εµ3 1∫
0
(ε+ s)ds
G
(
x0, t0, (ε+ s)εjω/ρ
) . (7.13)
Indeed, inequality (7.12) is a consequence of the fact that the function G(x0, t0, v)/v is
nondecreasing
σ∫
0
(ε+ s)ds
G
(
x0, t0, (ε+ s)εjω/ρ
) = σ 1∫
0
(ε+ sσ)ds
G
(
x0, t0, (ε+ sσ)εjω/ρ
) > σ 1∫
0
(ε+ s)ds
G
(
x0, t0, (ε+ s)εjω/ρ
) .
To prove (7.13) we use condition (3.9):
ε∫
0
(ε+ s)ds
G
(
x0, t0, (ε + s)εjω/ρ
) = ε2 1∫
0
(1 + s)ds
G
(
x0, t0, (1 + s)εj+1ω/ρ
)
6 2c210 ε
2
1∫
0
1 + s
G
(
x0, t0, (ε+ s)εjω/ρ
) ( ε+ s
ε(1 + s)
)2−µ3
ds 6 2c210 ε
µ3
1∫
0
(ε+ s)ds
G
(
x0, t0, (ε + s)εjω/ρ
) ,
here we also used the inequality
G(x0, t0,w) 6 g(x0, t0,w)w 6 c10
g(x0, t0, v)w
2
v
( v
w
)µ3
6 2c210G(x0, t0, v)
(w
v
)2−µ3
if w > v > 2(1 + b0)R
−δ,
which proves the claim.
Define
t∗ := sup
{
t ∈ (t0 − θ/2, t0) : D
−
∫
Bρ(x0)×{t}
Φεjω(x0, t0, v)
t− t0 + θ
θ
ζc1dx > 0
}
.
From the definition of t∗ we have
I(t¯) :=
∫
Bρ(x0)×{t¯}
Φεjω(x0, t0, v)
t¯− t0 + θ
θ
ζc1dx 6 I(t∗). (7.14)
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By (7.13) we obtain
I(t¯) >
∫
Aj+1(t¯)
t¯− t0 + θ
θ
ζc1dx
εj(1−ε)ω∫
0
(1 + ε)εjω − s
G
(
x0, t0,
(1+ε)εjω−s
ρ
) ds
= (εjω)2
∫
Aj+1(t¯)
t¯− t0 + θ
θ
ζc1dx
1−ε∫
0
(1 + ε− s)ds
G
(
x0, t0,
1+ε−s
ρ ε
jω
)
= (εjω)2
∫
Aj+1(t¯)
t¯− t0 + θ
θ
ζc1dx
1∫
ε
(ε+ s)ds
G
(
x0, t0,
ε+s
ρ ε
jω
)
> yj+1(1− 2c
2
10ε
µ3)(εjω)2|Bρ(x0)|
1∫
0
(ε+ s)ds
G
(
x0, t0,
ε+s
ρ ε
jω
) . (7.15)
Let us estimate from above the term on the right-hand side of (7.14). By Fubini’s theorem
we conclude that
I(t∗) 6
∫
Bρ(x0)×{t∗}
t∗ − t0 + θ
θ
ζc1dx
εjω∫
0
(
(1 + ε)εjω − s
)
I{εjω−v>s}
G
(
x0, t0,
(1+ε)εjω−s
ρ
) ds
= (εjω)2
1∫
0
(1 + ε− s)ds
G
(
x0, t0,
1+ε−s
ρ ε
jω
) ∫
Bρ(x0)×{t∗}
t∗ − t0 + θ
θ
ζc1I{εjω−v>εjs}dx.
Similarly to (7.11) we obtain∫
Bρ(x0)×{t∗}
t∗ − t0 + θ
θ
ζc1I{εjω−v>εjs}dx 6
γ ec0λ(ρ)
ln 1+ε1+ε−s
|Bρ(x0)| for any s ∈ [0, 1].
Particularly, if
(1 + ε)
[
1− exp
(
−
2γ
ν
ec0(n+2)λ(ρ)
)]
< s < 1,
then ∫
Bρ(x0)×{t∗}
t∗ − t0 + θ
θ
ζc1I{εjω−v>εjs}dx 6
ν
2
e−c0(n+1)λ(ρ)|Bρ(x0)|.
Choosing s∗ from the condition
s∗ = (1 + ε)
[
1− exp
(
−
4γ
ν
ec0(n+2)λ(ρ)
)]
,
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and assuming that yj > νe
−c0(n+1)λ(ρ), from the previous and (7.12), we obtain
I(t∗) 6 yj(ε
jω)2|Bρ(x0)|
( s∗∫
0
(1 + ε− s)ds
G
(
x0, t0,
1+ε−s
ρ ε
jω
) + 1
2
1∫
s∗
(1 + ε− s)ds
G
(
x0, t0,
1+ε−s
ρ ε
jω
))
6 yj(ε
jω)2|Bρ(x0)|
( 1∫
0
(ε+ s)ds
G
(
x0, t0,
ε+s
ρ ε
jω
) − 1
2
1−s∗∫
0
(ε+ s)ds
G
(
x0, t0,
ε+s
ρ ε
jω
))
6
(
1−
1− s∗
2
)
yj(ε
jω)2|Bρ(x0)|
1∫
0
(ε+ s)ds
G
(
x0, t0,
ε+s
ρ ε
jω
) . (7.16)
Combining (7.14), (7.15), (7.16), we obtain that either
yj 6 νe
−c0(n+1)λ(ρ)
or
yj+1 6
1− (1− s∗)/2
1− 2c210ε
µ3
yj. (7.17)
By our choice of s∗ we have
1− (1− s∗)/2
1− 2c210ε
µ3
= 1−
(1 + ε) exp(−4γν e
c0(n+2)λ(ρ))− 4c210ε
µ3 − ε
2(1− 2c210ε
µ3)
6 1−
1
2
(
exp
(
−
4γ
ν
ec0(n+2)λ(ρ)
)
− (1 + 4c210)ε
µ3
)
.
Choosing ε from the condition
(1 + 4c210)ε
µ3 =
1
2
exp
(
−
4γ
ν
ec0(n+2)λ(ρ)
)
,
we obtain from (7.17) that
yj+1 6
(
1− σ0(ρ)
)
yj, σ0(ρ) =
1
4
exp
(
−
4γ
ν
ec0(n+2)λ(ρ)
)
.
Iterating this inequality we obtain that
yj∗ =
(
1− σ0(ρ)
)j∗y0 6 (1− σ0(ρ))j∗,
choosing j∗ from the condition (
1− σ0(ρ)
)j∗
6 νe−c0(n+1)λ(ρ),
we conclude that
yj∗ 6 νe
−c0(n+1)λ(ρ). (7.18)
Let us estimate the value of εj∗ from below. By our choices of ε and j∗ we have
εj∗ > exp
(
−
1
σ0(ρ)
ln
(1
ν
ec0(n+2)λ(ρ)
)
ln
(
61/µ3 exp
( 4γ
νµ3
ec0(n+2)λ(ρ)
)))
> γ−10 exp
(
−6 exp
(4γ
ν
ec0(n+2)λ(ρ)
))
= γ−10 exp
(
− 6Λ1(C, β, ρ)
)
,
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where C = 4γ/ν, β = c0(n+ 2) and Λ1(C, β, ρ) := exp(Ce
βλ(ρ)). Particularly, if
ω >
2γ20
2γ0 − 1
(1 + b0)ρ
1−δ/δ¯ exp
(
8Λ1(C, β, ρ)
)
, (7.19)
then ωεj∗+1 > (1+b0)ρ
1−δ/δ¯ and inequalities (7.3) and (7.9) be fulfilled. Moreover, by Theorem
5.1 from (7.18) and (7.19) we obtain that
u(x, t) > µ− +
1
2
τ1(ρ) for a.a. (x, t) ∈ Qρ/2,θ′/2(x0, t0)
where
τ1(ρ) := γ
−1
0 exp
(
− 8Λ1(C, β, ρ)
)
, θ′ :=
ρ2
ψ(x0, t0, ωτ1(ρ)/ρ)
,
which implies
osc{u;Qρ/2,θ′/2(x0, t0)} 6
(
1−
1
2
τ1(ρ)
)
ω.
Set
ρ1 :=
1
2
(
1−
1
2γ0
)
ρ τ1(ρ), ω1 :=
(
1−
1
2
τ1(ρ)
)
ω,
θ1 :=
ρ21
ψ(x0, t0, ω1/ρ1)
, Q1 := Qρ1,θ1(x0, t0).
By (g2ψ2) we have g(x0, t0, ω1/ρ1) > g(x0, t0, ωτ1(ρ)/ρ) and θ
′ > θ1, so the inclusionQρ/2,θ′/2(x0, t0) ⊂
Q1 follows. Moreover, we obtain osc{u;Q1} 6 ω1.
For j = 1, 2, . . ., we define the sequences
ρj : =
1
2
(
1−
1
2γ0
)
ρj−1τ1(ρj−1),
ωj : = max

(
1−
1
2
τ1(ρj−1)
)
ωj−1,
2γ20(1 + b0)
2γ0 − 1
ρ
1−δ/δ¯
j−1
τ1(ρj−1)
 ,
θj : =
ρ2j
ψ(x0, t0, ωj/ρj)
, Qj := Qρj ,θj(x0, t0),
θ˜j : =
ρ2j
ψ
(
x0, t0, (1 + b0)ρ
−δ/δ¯
j−1
) , Q˜j := Qρj ,θ˜j(x0, t0).
Repeating the previous procedure, we obtain for any j = 1, 2, . . . that
osc{u; Q˜j} 6 osc{u;Qj} 6 ωj 6
(
1−
1
2
τ1(ρj−1)
)
ωj−1 +
γ(1 + b0)ρ
1−δ/δ¯
j−1
τ1(ρj−1)
6 ω
j−1∏
i=0
(
1−
1
2
τ1(ρi)
)
+
γ(1 + b0)ρ
1−δ/δ¯
j−1
τ1(ρj−1)
+ γ(1 + b0)
j−2∑
i=0
ρ
1−δ/δ¯
i
τ1(ρi)
j−1∏
k=i+1
(
1−
1
2
τ1(ρk)
)
6 ω exp
(
−
1
2
j−1∑
i=0
τ1(ρi)
)
+ γ(1 + b0)ρ
1−δ0 exp
(
8Λ1(c, β, ρ)
)
,
which proves Theorem 3.2.
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