reservoirs, fractures often dominate the transport of mass and energy, as fracture permeabilities are typically orders of magnitude larger than those of the surrounding rock matrices. Particularly, the permeability of a fracture can easily and quickly change, however, as fractures may undergo opening or closure, due to changes in normal stress, pore-fluid pressure (Barton et al. 1985; Cook 1992 ; Huo and Benson 2016; Vogler et al. 2016 Vogler et al. , 2018 Kling et al. 2018) , temperature (Morrow et al. 2001; Ghassemi and Kumar 2007) , and/or chemical equilibrium (Polak et al. 2003 ; Yasuhara and Elsworth 2008) . In general, the effect of an individual THMC process on fracture permeability changes cannot be fully decoupled from the others, as they all change the system state and trigger other system responses that can jointly lead to either opening or closure of a fracture. Fracture closure may significantly alter the reservoir hydraulic behavior, eventually leading to the failure of fracture-dominated geological reservoir operations (Stephansson et al. 1996; Elsworth and Yasuhara 2010) . For example, enhanced geothermal systems (EGS) rely on sustaining a deep bedrock fracture network of sufficiently high permeability to provide continuous heat exchange between the fractured rock and the circulation fluid. In this scenario, coupled THMC effects might cause a decline in heat production and reduce or even prevent the feasibility of EGS operations under economically viable conditions. The hydraulic performance of fracture-dominated rocks is significantly more sensitive to THMC processes than that of intact rocks, and changes in the performance can span several orders of magnitude (Kranzz et al. 1979; Stephansson et al. 1996; Morrow et al. 2001) . It is, therefore, necessary to investigate the coupling between mechanical, hydrological, thermal, and chemical processes in fractures to develop well-calibrated models and predict the changes in hydraulic and transport properties of deep, fracture-dominated geological reservoirs.
The effect of temperature on fracture permeability, under constant normal stress, has been recognized both in laboratory experiments (Morrow et al. 2001; Yasuhara et al. 2006; Luo et al. 2018 ) and during field tests (Hardin et al. 1982 ; Yow and Wilder 1993; Barton 2007; Rutqvist et al. 2008) , even at moderate temperatures of 100-120 °C (Yasuhara et al. 2011; Faoro et al. 2016; Kamali-Asl et al. 2018) . Fracture permeability has been reported to decrease monotonically with increasing temperature. For example, Polak et al. (2003) have observed reductions of ∼ 80% in hydraulic aperture widths in naturally fractured novaculite specimens, caused by thermal-chemical processes, during a 900-h flow-through experiment at 25-150 °C. Such temperature-driven fracture closure may result from reversible elastic compaction or irreversible mechanical fracturing of the propping asperities (Yasuhara et al. 2011; Faoro et al. 2016) , chemical dissolution of the contacting asperities (Yasuhara et al. 2006; Faoro et al. 2016; Kamali-Asl et al. 2018) , and/or clogging of the fracture void spaces by mineral precipitation (Morrow et al. 2001; Dobson et al. 2003; Caulk et al. 2016 ). While it is challenging to decouple the thermal-mechanical and chemically induced responses, it is generally accepted that chemical processes occur on an extended timescale, while mechanical processes may occur over a relatively short timescale (Yasuhara et al. 2011) . Figure 1 shows schematically the potentially involved processes as a function of timescale, when a fractured rock undergoes a change in temperature (Fig. 1) . These processes are discussed further in the next paragraphs.
Thermal stresses may have different effects on permeability, depending on the confinement of the fractured rock. If the rock is mechanically constrained during the temperature increase, the rock tends to expand into the fracture voids, as the fractured rock is likely more compliant than the intact rock (Jaeger et al. 2007) . This expansion might then cause a reduction of fracture permeability, due to the reduced fracture volume available to fluid flow. This thermally driven fracture closure is sometimes compared to fracture closure caused by an increase in normal stresses (Long et al. 1996) . If the rock is free to expand (i.e., the rock is without constraint), an increase in temperature does not necessarily result in an increase in stresses, as the fracture void spaces actually tend to dilate, yielding an increase in fracture permeability. In deep geological reservoirs, however, rock fractures are not free to expand as they are commonly laterally constrained (Ruistuen et al. 1999) , which causes fracture closure if temperature increases. Studies about thermal effects in laboratory flowthrough experiments commonly enforce this mechanical constraint of the fractured rock sample by confining pressures (Caulk et al. 2016; Faoro et al. 2016; Kamali-Asl et al. 2018) . Once temperature increases, this boundary condition results in fracture closure of the compliant fracture, and not expansion, which is in line with behavior expected to occur at subsurface reservoir conditions.
At moderate temperatures of 100-120 °C, the impact of thermal effects on the fracture void space is usually more pronounced than that on the intact rock mass. The Young's modulus of granite, which is a property of the bulk material, tends to decrease with temperature. However, the reduction of the Young's modulus in granites is only significant for high temperatures of ∼ 100 °C (Toeroek and Toeroek 2015; Yin et al. 2016) . In contrast, in fractured rocks, increases in temperature of ∼ 100 °C can already create local stress concentrations that induce mechanical fracturing (Faoro et al. 2016) . A better understanding regarding such localized stresses could be d)
Fig. 1
Potential processes and their timescales. Illustration of potential thermal effects on a single fracture under low to moderate temperatures. a Original fracture, at the fractured rock scale and at the grain scale; b over short timescales, highly localized thermal stresses cause mechanical deformation/failure of the propping asperities; c over relatively short timescales, pressure dissolution of asperities may occur; d over longer timescales, and triggered by higher temperatures, mineral dissolution of the free faces along the fracture wall and possibly mineral precipitation at open fracture spaces may occur achieved by interpreting natural fractures as two rough surfaces that are in contact at asperities (Fig. 1) . Increased temperature in a fractured specimen will cause thermal dilation into the void fracture space as well as thermal stresses, which in turn manifest at the contacting asperities as compressive stresses. These stressed asperities can then undergo elastic/plastic deformation or fracturing from tensile loading, which is modeled as mechanical creep. This mechanical effect can be enhanced by chemical reaction if water is present, in which case the process is termed stress corrosion (Yasuhara and Elsworth 2008) . Nevertheless, failure of contacting asperities, due to mechanical effects, are observed at moderate temperatures as low as 90 °C (Yasuhara et al. 2011) , while other thermal effects on intact rock usually require much higher temperatures to become significant.
Higher stress concentrations at the contacting fracture asperities can also cause pressure dissolution (or pressure solution) creep processes (Polak et al. 2003; Yasuhara et al. 2004 ; Taron and Elsworth 2010; Lang et al. 2016) . Pressure dissolution creep is a deformation mechanism involving chemical dissolution, caused by larger normal stress conditions, which predominantly occurs at the asperities of the rock fracture surfaces under increasing temperature conditions. This mechanism has been observed in laboratory flow-through experiments with several fractured rock types, including granite (Moore et al. 1994; Yasuhara et al. 2011; Kamali-Asl et al. 2018) . Yasuhara et al. (2011) conducted a series of flow-through experiments with artificially fractured granite specimens under a constant mechanical stress state but with increasing temperatures (up to 90 °C) for 888 h (Yasuhara et al. 2011) . The decrease in permeability observed at 90 °C was associated with mass removal due to mineral dissolution at the bridging asperities within the fracture, or pressure dissolution. Mechanical fracturing is considered to occur faster than pressure dissolution creep (Yasuhara and Elsworth 2008) , but both mechanisms can be observed on short timescales (Fig. 1) . Nevertheless, pressure dissolution is certainly a time-dependent process, and its kinetics must be considered in studies of the thermal effects on fracture permeability and during THMC modeling (Elliott and Rutter 1976) .
For longer timescales, increasing temperature might also enhance chemical dissolution of the free faces along the fracture wall and may cause further mineral precipitation (Fig. 1) . These mineral dissolution/precipitation reactions can lead to an increase or decrease of fracture permeability, depending on where precisely in the aperture field the reactions occur (Savage et al. 1992; Yasuhara et al. 2005; Yasuhara and Elsworth 2008; Elsworth and Yasuhara 2010; Ameli et al. 2014; Kim et al. 2015) . Free-face dissolution is expected to increase the permeability of the fractured rock, as larger mechanical apertures are generated. In contrast, the precipitation of minerals in critical regions (e.g., "bottle necks") causes fracture closure or local blockage, resulting in a decrease in permeability. Mineral precipitation induced by increasing temperature has been identified in laboratory experiments (Morrow et al. 2001; Dobson et al. 2003; Caulk et al. 2016 ) and numerical simulations (Lowell et al. 1993 ; Martin and Lowell 2000 ; Kumar and Ghassemi 2005; Ghassemi and Kumar 2007) as the cause of hydraulic aperture decreases. Morrow et al. (2001) observed decreases of 80-90% in fracture transmissivity after 1000 h during a flow-through laboratory experiment at 150 °C, which were associated with mineral precipitation. The accumulated impact of mineral dissolution or precipitation at free mineral surfaces on fracture permeability usually requires considerably more time to occur than mechanical or pressure dissolution creep, for example, due to typically slow reaction kinetics. Laboratory flow-through experiments investigating chemical processes are, therefore, usually conducted over long durations, such as 400 to 1000 h (Morrow et al. 2001; Polak et al. 2003; Yasuhara et al. 2004 Yasuhara et al. , 2011 . In these experiments, the fracture permeability can deviate from a monotonic decrease with increasing temperature, if mineral dissolution at free mineral surfaces becomes the dominant process.
Thermally driven effects on fracture permeability seem to exhibit hysteretic behavior, which has been observed in laboratory (Kranzz et al. 1979; Faoro et al. 2016; Kamali-Asl et al. 2018) as well as field and block tests (Barton 1982) . Barton (2007) has termed this response thermal overclosure, arguing that thermal effects accentuate stress-related fracture closure hysteresis. Heating a rock fracture promotes thermal dilation of the different minerals, usually resulting in a better fit of the fracture surfaces and an increase of friction at the contacting asperities (Barton 2007) . When the rock is cooled back down, frictional and mating effects on fracture surfaces may cause irreversible permeability changes, even at low temperatures. In addition to mechanical effects, pressure dissolution may also contribute to the irreversibility of thermally driven fracture closures, as it results in an increase in the contact area of the fracture surfaces and ultimately a decrease in stress concentrations at the contacting asperities, thereby permanently disturbing the state of stress (Yasuhara and Elsworth 2008) . Flow-through experiments by Faoro et al. (2016) on fractured granite specimens showed thermally induced hysteretic effects, with an irreversible change of the hydraulic aperture from 43 to 16 μm, after subjecting the specimens to 150 °C and subsequently cooling them down to the initial temperature of 25 °C. It is thus expected that the pronounced mechanical component during thermal hysteresis may even cause hysteretic effects on short timescales.
Additionally, the response of a rock fracture to THMC processes also depends on the morphology of the fracture surfaces (Pyrak- Nolte and Morris 2000) . Size and spatial distribution of mechanical apertures as well as contact areas directly influence the hydraulic characteristics of the fracture, where large mean mechanical apertures and pronounced roughnesses tend to result in higher hydraulic conductivities and larger hydraulic aperture variations when mechanical loads change (Bandis et al. 1983; Luo et al. 2017) . The spatial correlation of fracture aperture fields is also expected to play a significant role in the response of the fracture to increased compressive stresses, as a high spatial correlation results in preferential flow channels. Moreover, well-correlated fractures exhibit limited contact area, tend to be more compliant, and, therefore, open or close more readily (Pyrak- Nolte and Morris 2000) . Pressure dissolution, on the other hand, is anticipated to be more pronounced when contact areas are smaller, as smaller areas result in higher stress concentrations. Yasuhara and Elsworth (2008) suggest that stress-driven fracture closure is influenced by the contact-area ratio of the aperture distribution, corresponding to the stress intensity factor. Therefore, the characterization of the fracture morphology, when available, aids in the prediction of how the rock will respond to changes in normal stresses or temperature and how the fluid will flow through the changing rock fracture.
Despite the inspiring results reported by the aforementioned studies, thermal effects on fracture permeability still remain difficult to predict, mainly due to the complexity of coupled THMC processes and the differences in fractures. In particular, laboratory investigations on thermal effects on naturally fractured granite specimens are rarely reported. Relevant studies have been performed with specimens which were artificially fractured in the laboratory, and these specimens typically exhibit fracture surface topographies that are different from naturally fractured rocks. The "freshly made" fractured specimens may present different chemical reactivity when compared to natural fractures that have been "open" for longer periods of time, which might influence the response of the fracture to temperature changes (Blaisonneau et al. 2016; Gale 1982) . Hence, the main purpose of this study is to investigate the impact of thermal effects on the hydraulic properties of natural granodiorite fractures during temperature variations of 25-140 °C and during near-field stress conditions. We present results from our reactive flow-through experiments, conducted on cylindrical granodiorite cores from the deep underground geothermal (DUG) Lab at the Grimsel Test Site (GTS), Switzerland . The specimens are split by a single natural tensile fracture parallel to the core axis (i.e., the mean flow direction). Photogrammetry scans of the specimen fracture surfaces provide morphological information. During the experiments, the evolution of the hydraulic aperture of the fracture is measured as a function of the imposed change of temperature. Furthermore, effluent chemical analyses are performed to assess the influence of chemical reactions on the variations in hydraulic responses. The obtained results assist the evaluation of THMC processes in fracture-dominated reservoirs under subsurface conditions.
Materials and methods

Granodiorite characterization
Our experiments used naturally fractured granodiorite cores from the Deep Underground Geothermal Lab at the Grimsel Test Site in Switzerland Vogler et al. 2016 Vogler et al. , 2017a Vogler 2016; Tanaka et al. 2014) (Fig. 2) . Two tensile-fracture , namely N14 and N19, each with a diameter of 2.5 cm and a length of about 5.0 cm, were over-cored for the flow-through experiments (Fig. 2b, c) . The rock composition by volume of the Grimsel granodiorite has been identified as follows: ∼ 30% quartz, ∼ 30% plagioclase, ∼ 25% potassium feldspar, ∼ 15% biotite, and minor amounts of white mica and chlorite (Stalder 1964; Schaltegger 1989) .
Before the flow-through experiments commenced, the surfaces of the specimen fractures were characterized employing high-resolution photogrammetric scans with an ATOS Core 3D scanner (GOM GmbH) (Vogler et al. 2017a, b; GOM 2019) . Similar to Vogler et al. (2018) , the zero-stress fracture apertures were determined by performing surface alignments of the scanned surfaces. The aligned zero-stress mechanical aperture values are shown as their spatial distributions in Fig. 3 , for both specimens. Table 1 lists the length and width of the aperture fields of the specimens and their aperture distribution parameters, and Fig. 3 shows the probability distribution functions of apertures of Specimens N14 and N19. In this study, the spatial aperture correlation lengths are calculated as the width at which the power spectral density (PSD) of the aperture spatial distribution ( Fig. 3 ) reaches one half of the PSD peak value, or full width at half max (FWHM) (Brown et al. 1986 ; Domenico and Schwartz 1990; Jacobs et al. 2017; PyrakNolte and Morris 2000) . The calculated spatial correlation lengths were further normalized by the length and width of each specimen (Table 1) .
Experimental setup
The experimental setup consisted of a standard triaxial pressure cell (designed for 2.5-cm cores of length up to 5.1 cm and pore pressures up to 35 MPa) (Fig. 4) . Three high-performance volumetric pumps (Model Stigma 300D, pressure range of up to 100 MPa, 0.1% FS accuracy) were utilized to control the radial and axial confining pressures p co_r and p co_a (Pump 1), respectively, the fluid pressure at the specimen outlet, p fo (Pump 3), and the injection volumetric flow rate, Q (Pump 2). In the cell, the ratio p co_a = 1.13× p co_r is established when both confining pressures are supplied by the same pump, which was the case in this study. Since the rock sample is fixed between axial pistons (Fig. 5) , the small nonzero deviatoric stress resulting from the difference between the axial and radial pressures is not expected to lead to shearing effects (Gentier et al. 2000; Lee et al. 2014) . While establishing the injection flow rate, Pump 2 also measured the pressure at the specimen inlet, p fi . Pressures and flow rate were recorded via a Falcon ® control software. A pressure transducer, Keller PAA-33X (resolution of 0.05%
Table 1 Specimen properties
Physical properties of the specimens under investigation, where L and w are the length and width of the aperture field of the specimen, respectively, b mean and σ are the mean and the standard deviation of the aperture distributions, respectively, L cx is the normalized correlation length in the flow direction, and L cy is the normalized correlation length in the direction perpendicular to the flow 
Fig. 4
Experimental setup. The injection of deionized water through the fractured granodiorite cores is carried out by Pump 2 at a constant fluid flow rate. The effluent fluid enters Pump 3 at a constant outlet pore-fluid pressure, P fo . Pump 1 sets the axial and radial confining pressures, respectively, P co_a and P co_r FS), provided additional measurements of the pressure differences between the specimen outlet and inlet. The pressure cell has a built-in heating system, which elevates the cell temperature to set points at specific rates. The injected fluid was therefore preheated to the cell temperature before reaching the specimen. Insulation around the cell inlet and the cell body assured that the injected fluid temperature is maintained at that of the specimen. A complete description of the flow-through system is provided in Ma et al. (2019) . A set of preliminary tests showed that our system can reach a maximum temperature of ∼ 140 °C, given the pressure that was applied in this study. Attempts to reach higher temperatures caused confining pressure loss due to rupturing of the confining sleeve. In order to allow the system to operate under these high temperature and pressure conditions, special confinement of the specimen in the cell was implemented. The two half rock specimens were carefully fitted together and confined first within a heat-shrinkable sleeve (Fig. 5a ), and later additionally wrapped with a rubber AFLAS sleeve (Fig. 5b) . In this study, the specimens were placed in the pressure cell with the fracture oriented parallel to the pressure cell axis (Fig. 5a ), resulting in fluid flow along the fracture from the fluid inlet to the outlet. Similar set-ups to investigate rock specimen properties were employed by Yasuhara et al. (2011 ), Faoro et al. (2016 , .
Experimental procedure
A total of five flow-through experiments were conducted under a constant downstream pore-fluid pressure of 15 MPa (i.e., constant back pressure), radial confining pressures of 20, 30, and 40 MPa and temperatures of 25 °C to 140 °C. Before the experiments, deionized (milli-Q ® ) water was filled into Pump 2 as injection fluid. During the experiments, the injection flow rate was kept constant at 0.05 cm 3 /min by Pump 2 (0.1% FS volume accuracy), which operated in a displacement-control mode, while Pumps 1 and 3 operated in a stress-control mode, establishing constant confining pressure and back pressure, respectively. The relevant experimental conditions are listed in Table 2 . We conducted two main groups of experiments: experiments #N14-S1, #N14-S2, and #N14-S3, where the cell temperature was changed step-wise, and experiments #N19-C1 and #N19-C2, where the heater was programmed to change the cell temperature at a constant rate. These two different set-ups were designed to allow us to evaluate the impact of time-dependent effects on fracture permeability, along with temperature-dependent effects, as the two types of experiments differ in the amount of time the specimen is exposed to the new temperature condition. During experiments #N14-S1 and #N14-S2, the cell temperature was stepped up to 110 °C and then back down to 25 °C as follows: 25-50, 50-70, 70-90, 90-110, 110-80, 80-50, and 50-25 °C. During experiment #N14-S3, the cell temperature was stepped up to 140 °C as follows: 25-70, 70-110, 110-140 °C. In all experiments, each temperature step lasted an average of 19 h. These three experiments, namely #N14-S1, #N14-S2, and #N14-S3, were conducted with Specimen N14 and in sequence, without taking the specimen out of the pressure cell. The main difference between these three experiments was the radial confining pressure. The radial confining pressure started at 20 MPa in experiment #N14-S1, was then increased to 30 MPa during experiment #N14-S2, and was further increased to 40 MPa during experiment #N14-S3. Each change of confining pressure was followed by an average of 24 h of flow at constant temperature of 25 °C and constant injection rate of 0.05 cm 3 /min, to allow the fracture surfaces to equilibrate with the new stress field state before the temperature was changed. Figure 6a summarizes the stress and temperature paths of these three experiments.
Experiments #N19-C1 and #N19-C2 were conducted with Specimen N19. However, unlike the first group of experiments, the cell temperature was changed continuously in these tests, controlled by the built-in heating system. The continuous temperature change was applied from 25 to 110 °C and then back to 25 °C. On average, the temperature variation was 1.8 °C/h. In analogy to the first group of experiments, these two experiments were conducted in sequence, without taking Specimen N19 out of the pressure cell. The radial confining pressure started lower, at 20 MPa, in experiment #N19-C1 and was then increased to 30 MPa during experiment #N19-C2. The change of confining stress was made at 25 °C, while the flow rate was kept constant at Step-wise heating N14 #N14-S1 20 [25, 50, 70, 90, 110, 80, 50, 25] this temperature for 16 h to reach steady-state conditions under the higher compressive-stress condition before the change in temperatures. Figure 6b summarizes the stress and temperature paths of these two experiments. During the flow-through experiments, the differential pressure, measured across the specimens, provided a continuous record of the fracture permeability at various temperatures. It is reasonable to assume that the granodiorite matrix has negligible porosity (Kamali-Asl et al. 2018) and a virtually impermeable matrix. Therefore, fluid flow occurred almost exclusively through the single, rough fracture within the specimens. Under the assumption of the cubic law (Oron and Berkowitz 1998; Witherspoon et al. 1980) , the temperature-dependent volumetric flow rate, Q (m 3 s −1 ), is proportional to the hydraulic pressure gradient, �p/L (Pa m −1 ), with a coefficient of the product of fracture properties, including fracture width, w [m], and temperaturedependent hydraulic aperture, b hyd (m),
(1) Step-wise heating experiments #N14-S1, #N14-S2, and #N14-S3, with Specimen N14, where the cell temperature was adjusted in steps. b Constant-rate heating experiments #N19-C1 and #N19-C2, with Specimen N19, where the cell temperature was increased/decreased continuously. During each experiment, the upstream pore-fluid pressure was continuously adjusted by Pump 2 (i.e., either increase or decrease), to maintain the prescribed constant injection rate of 0.05 cm 3 /min where µ (Pa s) is the temperature-dependent dynamic fluid viscosity. The fracture permeabilities , k f (m 2 ), can be obtained from the hydraulic aperture values, as k f = b 2 hyd /12. It is worth to note that the hydraulic aperture of a rough-walled fracture ( b hyd ) is invariably lower than its mean mechanical aperture ( b mean ) (Jaeger et al. 2007; Zimmerman et al. 1991; Renshaw 1995) . This difference is large if the variable-aperture fracture exhibits significant roughness and heterogeneity, as these aspects usually decrease the fracture permeability, and in which case b mean is less representative of a fracture with uniform opening as assumed by the parallel plate model ( b hyd ). The temperaturedependent dynamic water viscosity and water density values (i.e., fluid flow rate) were corrected using the temperature in the triaxial cell to allow the hydraulic aperture to be correctly estimated from the differential pressure measured.
Studies have shown that this linear relationship between Q and p (Eq. 1) is plausible when the flow within the fracture is laminar and the Reynolds number (Re) for flow in a single fracture (Eq. 2) is less than 1 (Brush and Thomson 2003) , where ρ (kg m −3 ) is the density of the fluid, l v (m) is the characteristic length of the viscous forces, µ (Pa s) is the dynamic fluid viscosity, U i (m s −1 ) is the characteristic velocity for inertial forces, and b mean (m) is the mean aperture width. In this study, the Reynolds number was consistently smaller than 0.17 throughout the experiment duration, permitting the use of the cubic law to evaluate the fractures' hydraulic apertures.
Additionally, at the end of each cycle of increasing/decreasing temperature, the receiving pump was emptied and fluid samples were collected for chemical analyses. This procedure allowed the analysis of the ion concentrations to be associated with a single, finished cycle. Cation concentrations were determined by means of inductively coupled plasma-optical emission spectrometry (ICP-OES), and more details about the measurements can be found in Additional file 1. The results were assigned to the average ion concentration of each increasing/decreasing temperature cycle, C p (kg m −3 ), as given by where 0 * is the time when a new cycle of increasing/decreasing temperature has started and t s is the cycle duration. Influent concentrations were subtracted from effluent concentrations to determine the concentration increases.
The effluent dissolved mass during each cycle is calculated by multiplying the measured ion concentrations and the total volume of the effluent fluid. This dissolved mass is ultimately used to estimate the total volume of dissolved minerals and to associate this dissolved mineral volume with a decrease in hydraulic aperture width, as explained in the next paragraphs. This association is performed by employing a model for which some assumptions are required. The first assumption is that the specimens are composed by six main, well-mixed minerals, present in certain percentages, as listed in Table 3 . The second assumption is that all well-mixed minerals dissolve simultaneously, according to their
volume percentages. The third assumption is that the chemical formulas of the minerals are as discussed next. The plagioclase phase is assumed to be a solid solution of two end-members, namely albite and anorthite, with unknown volume percentages. Because the mineral densities and Si mole fractions of albite and anorthite are very similar (Table 3) , we simply assume equal percentages of albite and anorthite in the plagioclase phase. Similarly, the K-feldspar phase is considered to be composed of equal amounts of microcline and orthoclase. Additionally, given that the black mica minerals, classified as biotite, have very similar physical properties, annite was chosen as a representative biotite to be used in our chemical calculations. The dissolution of these minerals will contribute to an increase in silicon ion concentration measured in the effluent samples. The fourth assumption is that a simplified fracture closure, derived from chemical dissolution, db chem /dt (m s −1 ), can be modeled by assuming that pressure dissolution was the dominant mineral dissolution process. Under these assumptions, the total volume of dissolved minerals, V diss ( m 3 ), can be computed by Caulk et al. (2016) where V diss (m 3 ) is the total volume of dissolved minerals during a cycle of duration t , C Si (kg m −3 ) is the concentration of silicon in the effluent, calculated using Eq. 3, f n (m 3 m −3 ) is the n-th mineral volume fraction of the GTS granodiorite specimen (Table 3) , ρ n (kg m −3 ) is the density of mineral n,
) is the mass fraction of Si per mol of mineral n, x Si (-) is the number of atoms of Si in mineral n, and M Si (kg mol ) are the molar weights of Si and of mineral n, respectively. Hence, the fracture aperture change due to mineral dissolution, b chem (m), can be calculated assuming that all the volume of dissolved minerals originates from fracture propping asperities, employing Caulk et al. (2016) where the contact area, A c = R c A f (m 2 ), is defined as the product of the entire fracture surface area, A f ( m 2 ), and the fractional contact area, R c ( m 2 m −2 ). Four different
Table 3 Granodiorite mineral composition
Mineral composition considered for the calculation of fracture aperture changes, due to chemical mineral dissolution, where f n is the mineral volume fraction of the n-th mineral, χ Si,n is the mass fraction of Si per mol of mineral n, and ρ n is the density of mineral n a Grimsel granodiorite: ∼ 30% quartz, ∼ 30% plagioclase, ∼ 25% K-feldspar, ∼ 15% biotite, and minor amounts of white mica and chlorite (Stalder 1964; Schaltegger 1989) (Polak et al. 2003; Faoro et al. (2016; Caulk et al. 2016; Kamali-Asl et al. 2018) The minus sign on the right side of Eq. 6 means that, in our model, dissolution causes fracture closure, not opening. This notion was also previously adopted in other studies (Caulk et al. 2016 ) and relies on measurements that associate mineral dissolution with fracture sealing, not fracture opening (Yasuhara et al. 2011 ). Here, we consider a total of 6 minerals, as listed in Table 3 . Figure 7a shows the hydraulic apertures, b hyd (m), according to Eq. 1 of Specimen N14, inverted from the results of Experiments #N14-S1, #N14-S2, and #N14-S3, as a function of temperature. These three experiments were conducted in sequence, over a total duration of 335 h. The experimental progression in time is color coded in Fig. 7a . The vertically clustered discrete data points in Fig. 7a correspond to the temperature plateaus in Fig. 6 . Each discrete temperature step lasted an average of 19 h in this group of experiments. Additionally, discrete hydraulic apertures, b hyd (m), were estimated for each discrete temperature step, after the differential pressure, p (Pa), had reached a steady value. These discrete hydraulic apertures are shown in the inset, at the top right of Fig. 7a . Note that an interruption in data recording for almost 15 h occurred when the cell was cooling down under a confining pressure of 20 MPa. Figure 7b shows the hydraulic apertures of Specimen N19, derived from the results of Experiments #N19-C1 and #N19-C2 as a function of temperature. These two experiments were also conducted in sequence, over a total duration of 190 h. The experimental progression in time is also color coded in Fig. 7b . Note that during the two cooling cycles, there was a recording error for ∼ 5 h under a confining pressure of 20 MPa and a pump stoppage for ∼ 12 h under the 30 MPa of confining pressure. These two recording interruptions are also shown as vertical temperature curves in Fig. 6b . It is important to note that the pump stoppages did not induce pressure losses in the pressure cell. Aperture values for Specimens N14 and N19 were determined as 11 μm and 12 μm for the hydraulic apertures at 5 MPa effective normal stress at the beginning of the experiment and 195 μm and 424 μm for the mechanical aperture at zero stress, with deviations explained by the significant increase in effective normal stress and the reduction of flow rates by highly heterogeneous aperture fields. During the experiments, fracture permeability decreases monotonically with an increase in temperature for all specimens and confining stress conditions (Fig. 7) . Under 20 MPa of confining pressure, a temperature increase from 25 to 110 °C caused the hydraulic aperture to decrease from 11.2 to 7.3 μm for Specimen N14, and from 12.0 to 7.7 μm for Specimen N19. Under 30 MPa of confining pressure, the variation in temperature caused the hydraulic aperture of Specimen N14 to decrease from 8.3 to 4.6 μm
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during the heating cycle (i.e., from 25 to 110 °C), and then further to 3.7 μm at the end of the subsequent cooling cycle (i.e., from 110 to 25 °C). Similarly, during the same variation of temperature, the hydraulic aperture of Specimen N19 decreased from 10.1 to 2.5 μm, and then further to 2.1 μm. The fracture deformation observed during the experiments was caused by a combination of different effects, which in turn were distinctly affected by time, temperature, and pressure. Although these three modes of deformation are closely coupled in the experiments, some analyses can still be performed. Firstly, time-dependent deformation can be associated with the changes in hydraulic aperture observed during each step of experiments #N14-S1, #N14-S2, and #N14-S3 (Fig. 7a) , as the temperature and pressure were constant at each step. After each temperature increase, the dilation of the specimen inherently needed a certain amount of time to be completed, as the thermal equilibrium was gradually reached and the matedness of the fracture surfaces progressively evolved. Step-wise heating experiments ( #N14-S1, #N14-S2, and #N14-S3) using Specimen N14 under 3 different confining stresses (20, 30, and 40 MPa) . Inset: discrete hydraulic apertures at steady-state conditions. b Constant-rate heating experiments ( #N19-C1, #N19-C2) using Specimen N19 under 2 different confining stresses (20 and 30 MPa) . All experiments were performed with a pore-fluid pressure of 15 MPa Secondly, temperature-dependent deformation can be analyzed by comparing the final stages of two temperature steps, at the same confining pressure. Thirdly, pressuredependent deformation can be inferred from the changes between the heating/cooling cycles of different groups of experiments, as the cycles differ in the confining pressure applied. Within the same experiment, however, not pressure-dependent, but rather temperature-dependent deformation is expected to be the main mode associated with the changes in hydraulic aperture, as the fracture surfaces have previously reached a steady state at each constant confining pressure when the heating/cooling cycles started. It is worth to note that, for each specimen, the experiments were conducted in sequence (#N14-S1 → #N14-S2 → #N14-S3 and #N19-C1 → #N19-C2), thus, due to the complex, time-dependent nature of fracture surface accommodation, the possibility of cumulative effects of confining pressure increases in fracture closure should not be discarded for the second and third experiments of the sequences (experiments #N14-S2, #N14-S3 and #N19-C1). The three modes of deformation and their mechanisms will be further discussed in the following paragraphs.
With respect to temperature-dependent effects, an increase in temperature is expected to cause thermal expansion of the rock, resulting in a reduction of the fracture void space and eventually in a reduction of the fracture permeability. Furthermore, this expansion intensifies the stress magnitude at the contacting asperities, in cases where the rock is mechanically constrained (Jaeger et al. 2007 ). These additional thermal stresses can cause grinding of those asperities, which are in tight contact, creating gouge material and further reducing the overall hydraulic aperture. Even though the final temperature of 110 °C is in the range of moderated temperatures, heating has induced a decrease in the specimen's hydraulic apertures of 20-75% of their starting hydraulic aperture at 25 °C. Similar reductions in hydraulic apertures were reported by Faoro et al. (2016) for their flow-through experiments with artificially fractured granite, where a decrease of 37% in hydraulic aperture was observed due to an increase in temperature from 25 to 150 °C over a just 120 h. It has been reported that the effect of an increase in temperature on the hydraulic aperture varies according to several parameters, including rock type, specimen size, initial aperture field, and temperature variation (Faoro et al. 2016; Kamali-Asl et al. 2018) . Although the involvement of multiple parameters in the dependence of hydraulic apertures on temperature variations complicates the comparison between different studies, the majority of the previously reported observations have shown reductions of 40-80% in hydraulic apertures of single fractures when submitted to a temperature increase to 90-150 °C from room temperature under a certain stress (Polak et al. 2003; Yasuhara et al. 2011; Faoro et al. 2016) , congruent with the current experimental results.
The experimental results being consistent with previous studies are of great relevance, considering that the current tests were performed with natural granite fractures, not artificially induced fractures. These two types of fractures are supposed to respond differently to THMC effects. On the one hand, natural fractures are stiffer than induced fractures (Gale 1982) , due to prior changes in surface roughness of the former, caused by weathering, dissolution, and precipitation (Cook 1992) . Higher stiffness would lead to lower joint closure after increases in confining pressure, if the temperature is kept constant. On the other hand, if the temperature increases during the experiments, natural fractures might undergo more pronounced closure than induced fractures, due to the conditions in which each type of fracture was formed. "Freshly made" laboratory fractures are extremely tight and rough, because they are usually made at laboratory temperature (Barton et al. 1985) . In contrast, natural fractures were formed at elevated temperatures compared to ambient (Barton 2007) . When natural fractures cool down, some mismatch in microscale across the joint walls is expected to occur, due to the different thermal expansion coefficients of their constitutive minerals. When submitted to high temperatures again, natural fractures should undergo heterogeneous thermal dilation that promotes overclosure (Barton 2007) , due to better fit of the fracture surfaces. Therefore, predicting the difference in response of natural and induced fracture to increases in temperature is complex, as different aspects should be taken into account. Further studies are necessary to assess how each mechanism (i.e., thermal dilation, mechanical creep, and pressure dissolution) is individually influenced by the type of fracture. Thus far, the current results show that the responses of natural fractures to increases in temperature are similar to the ones previously reported on artificially induced fractures (Faoro et al. 2016; Yasuhara et al. 2011; Kamali-Asl et al. 2018) .
Furthermore, hysteretic behavior is observed in the thermally driven changes in hydraulic apertures in both groups of experiments (Fig. 7a, b) . The hydraulic apertures of Specimens N14 and N19 retain decreases of b hyd = 2.0 μm and b hyd = 1.4 μm, respectively, after heating up to 110 °C and cooling down back to 25 °C, under 20 MPa. Under 30 MPa, the hysteresis effect is even more pronounced, so that the residual decrements of b hyd = 5.4 μm and b hyd = 8.0 μm in hydraulic aperture width are observed for Specimens N14 and N19, respectively. Under the lower effective stress condition, the hysteresis effect is likely related to a tighter lock between the fracture surfaces, caused by the thermal dilation and mechanical creep, which is not fully recovered after the rock cools back down. This tighter lock can increase friction at the contacting asperities, preventing the reinstatement of the initial fracture spatial configuration (Barton 2007) . The fact that the observed hysteresis effect was more pronounced for higher stresses suggests that additional mechanisms might have irreversibly shortened the fracture surface asperities, probably influenced by pressure-dependent mode of deformation. Pressure dissolution, plastic deformation, and gouge formation are examples of possible mechanisms that could happen in time periods as short as the ones applied in this study (Faoro et al. 2016) . Previous studies have associated hysteresis effects with increased mating of opposing fracture surfaces and chemically mediated closure due to pressure dissolution (Barton 2007; Faoro et al. 2016; Kamali-Asl et al. 2018) , which may also be the case in our current experiments.
For both the step-wise and the constant-rate heating experiments, the decrease in hydraulic aperture, triggered by thermal effects after the heating cycle (i.e., a full cycle), becomes more pronounced for larger normal stresses (i.e., 20 vs. 30 MPa), as shown in Fig. 7 . Specifically, the full-cycle decreases in hydraulic apertures at 30 MPa normal stress are about 2 (Specimen N14) and 6 (Specimen N19) times larger than the decreases at 20 MPa normal stress. Higher normal stresses are expected to intensify the stress strength at the contacting asperities and/or to increase the contact area of the fracture surfaces (Pyrak-Nolte and Morris 2000; Yasuhara and Elsworth 2008) , following pressure-dependent deformation, thereby enhancing thermal effects on fracture permeability. Even more pronounced fracture compaction has been observed by KamaliAsl et al. (2018) when higher confining pressures were applied in their flow-through experiments. They associated this stronger compaction to more severe pressure dissolution, caused by an increase in the number of contacting asperities. However, we have not observed this trend in the present study when the confining stress was increased further to 40 MPa in the first group of experiments (Fig. 7a) . In spite of the larger confining stress (i.e., 40 MPa), a less-pronounced fracture closure was observed, suggesting irreversible abrasion of contacting asperities and corresponding increases in matedness of the fracture surfaces. This increased matedness reduces the impact of further temperature increases, as the mated fractures undergo less joint closure due to increased confining stress (Jaeger et al. 2007 ).
The hydraulic aperture measurements yield the average rate of aperture closure, db hyd /dt (m), for each cycle of increasing/decreasing temperature (Table 4 and Fig. 8 ).
The magnitude of the calculated average aperture closure rate is between 10 −11 to 10 −12 m/s. A negative rate sign indicates that the cycle leads to fracture closure, which was the case for all heating cycles. In the cooling cycles under a confining pressure of 20 MPa, the aperture closure rates were positive, indicating a re-opening of the fracture, as the fracture aperture partially recovers from the thermal effects. However, in contrast to the expected re-opening trend, the aperture closure rates were negative under 30 MPa during the cooling cycles for both Specimens N14 and N19 (Fig. 8) . The closure of fractures is shown as a lagging decrease of less than 1 μm in hydraulic apertures (Fig. 7) . We hypothesize that this small decrease in hydraulic aperture, during cooling, might still have been caused by the previous heating cycle, from 25 to 110 °C (Table 4) , because the thermal-mechanical effects, causing fracture compaction, are usually time-dependent (Yasuhara and Elsworth 2008) . A similar trend was observed by Faoro et al. (2016) in flow-through experiments with single-fracture specimens, where the hydraulic aperture experienced a further decrease during the subsequent cooling cycle, after a previous heating cycle, under confining pressure of 40 MPa. Either the mechanical fracturing of asperities, such as subcritical cracking growth (Yasuhara et al. 2011) , or mineral dissolution around contacting asperities, such as pressure dissolution, requires much longer time to reach an equilibrium state, particularly under higher confining stress. This time Table 4 Fracture closure Hydraulic measurements of hydraulic aperture ( b hyd ), where T i and T f are the temperatures at the beginning and at the end of the respective cycle, t is the duration of the cycle, b hi and b hf are the hydraulic apertures at the beginning and at the end of the respective cycle, and P co_r is the radial confining pressure lag might induce a counteraction to the cooling effect, such that a decrease in hydraulic aperture was observed during the cooling cycle in the laboratory experiments (Fig. 7 ).
Chemical measurements and analyses
As stated in the methodology section, the effluent fluid was collected in the receiving pump (Pump 3 in Fig. 4 ) at constant fluid pressure. After each complete cycle of increasing/decreasing temperatures, fluid in Pump 3 was sampled to determine the ion concentrations of the elements Al, Ca, Fe, K, Na, Mg, Ca, and Si [ C p (kg m −3 )] ( Table 5) .
As shown by Eq. 3, these measured ion concentrations are cycle-averaged concentrations for that specific cycle. For completeness, the total volume of fluid passed through the fracture in each cycle is listed in the last column of Table 5 . Moreover, the mean release rate of each measured element was calculated for each cycle, by dividing the mean ion molar concentration by the cycle duration (Fig. 9 ). These element-wise mean release rates were compared to the mean release rate of silicon (Table 6 ). Compared to the influent, the increased concentrations of the measured elements are certainly associated with the dissolution of minerals, most probably due to mineral pressure dissolution (Kamali-Asl et al. 2018) . Silicon was observed to be released at the highest rates during the experiments. This observation agrees with other studies that have reported that elevated temperatures enhance the dissolution rate of quartz (SiO 2 ) in water flowthrough experiments (Savage et al. 1992; Yasuhara et al. 2011) . In the first group of our experiments (Fig. 9a) , the low ratios between the mean release rates of Si and Ca (Table 6 ) suggest that the dissolution of plagioclase (more specifically anorthite, based on our assumptions) was also significant in Specimen N14. In experiment #N14-S2, for example, the production of all elements, except Ca and Si, was negligible. The dissolution rate of anorthite (CaAl 2 Si 2 O 8 ) is on average 100 times higher than the dissolution rates of the other minerals (Yasuhara et al. 2011) . Thus, the concentrations of Ca and Si were indeed expected to be the first ones to increase in the effluent, considering that the specimens have ∼ 30% of plagioclase (Table 3) . During the heating cycle, under the highest confining pressure of 40 MPa (experiment #N14-S3), the mean release rate of 
Al ( silicon was 3 to 11 times higher than the silicon release rate in the other experiments with Specimen N14, which might have been due to the high dissolution rates of quartz under high temperatures (i.e., 140 °C) and large stresses. In the second group of experiments (Fig. 9b) , the release rates of K and Na were as high as the rate of Si (Table 6 ), suggesting that dissolution of potassium feldspar and albite was significant in Specimen N19. In general, the concentrations of Al, Fe, and Mg in the effluent samples were less pronounced than the other elements, but the presence of Fe suggests that some biotite might have been dissolved. 
Experiment Test conditions
Element-wise release rates 
Si Al
Si Ca
Si Fe
Si K
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Si
Estimation of contact area
To estimate the contact area for the pressure dissolution reactions during the thermally driven fracture closure, rates of aperture reduction, db chem /dt [m], due to mineral dissolution, are determined from the effluent concentrations (Eq. 6), as explained in "Materials and methods" section. These chemical closure rates are then compared to the closure rates of hydraulic apertures, db hyd /dt (m) ( Table 4 ). The comparison is made for four hypothetical scenarios of fractional contact areas: 1, 5, 15, and 40% (Fig. 10) . In Fig. 10 , the absolute values of the rates are plotted, but only the results of the cycles that represent fracture closure (negative fracture closure rates, db hyd /dt ) are included for comparison (Table 4 ). The fractional contact area of a fracture can be estimated when |db chem /dt| is equivalent to |db hyd /dt| , based on the assumption that time-dependent deformation is only controlled by pressure dissolution (Caulk et al. 2016) . For Specimen N14, the fractional contact area of the fracture can be estimated as ∼ 5% under confining pressures of 20 and 30 MPa, but under 40 MPa, the area increases to more than 40% (Fig. 10a) . The increase of contact area agrees with the increased matedness of Specimen N14 during experiment #N14-S3, as previously discussed, because high fractional contact areas are expected for well-mated specimens (Caulk et al. 2016; Kamali-Asl et al. 2018) . For Specimen N19, the estimated fractional contact area of the asperities ranges from 1% to 5% during the two heating cycles, but increases to around 40% during the cooling cycle under 30 MPa of confining pressure (Fig. 10b) . The impact of chemical effects on fracture compaction was therefore higher during the cooling cycle under 30 MPa than during the previous cycles. Overall, considering the relatively short duration of the experiments (average of ∼100 h as shown in Table 2 ) and the net effluent mass flux, the decrease in fracture permeability, observed in this study, may be associated with a combined effect of mechanical and pressure dissolution creep. The resultant responses from both mechanisms may be similar or indistinguishable. 
Influence of fracture aperture distribution
Thermally driven fracture closure might also depend on the distribution of the fracture void spaces and their spatial correlation. Although the two specimens used in this study are both tensile fractures, their aperture fields exhibit some differences (Fig. 3) . Compared to Specimen N14, the mean mechanical aperture of Specimen N19 is 2.2 times larger, the variance of the aperture distribution is 70% higher, and the spatial correlation length in the mean flow direction is 4.0 times larger (Table 1) . Larger spatial correlation lengths tend to develop dominant preferential flow paths (Pyrak- Nolte and Morris 2000) . In contrast, Specimen N14 is expected to present fewer regions of open fractures and more regions filled with numerous small, closely contacted regions (Pyrak-Nolte and Morris 2000). Therefore, an increase in thermal or normal stresses affects these two specimens differently. For the case of Specimen N19, the fracture is expected to be more compliant, due to the higher mean aperture (Jaeger et al. 2007 ). These features of Specimen N19 promote higher closure rates under the same increase of temperature or normal stress, as confirmed by experiments #N19-C1 and #N19-C2 (Specimen N19) during the heating cycles, where the hydraulic aperture variations were 1.1 and 2.0 times larger than those observed in Experiments #N14-S1 and #N14-S2 (Specimen N14) during the heating cycles (Fig. 7) , respectively. Additionally, the total dissolved mineral mass from Specimen N19 was higher than the total dissolved mass from Specimen N14, when comparing similar cycles (Table 5 ). The relatively lower chemical dissolution rates, observed in Specimen N14, may be associated with a larger initial contact area (Fig. 10) , as the contact area is more uniformly distributed in uncorrelated fractures (Pyrak-Nolte and Morris 2000). The larger contact area at the start of the experiments could ultimately have promoted less stress concentrations at the asperities during the experiments and therefore less pressure dissolution in Specimen N14.
Application to EGS
In order to guarantee the success and longevity of an EGS project, some production indicators are not intended to decrease over time, such as the flow rate, the production temperature, and the associated electricity generation (Caulk et al. 2016) . However, if the permeability of the fracture network of an enhanced geothermal system decreases, these three indicators will naturally decrease. The fracture permeability may decrease due to different coupled THMC processes, as seen in the experimental results in this study, which can decline the production and impair the development of EGS at fully commercial scales (Kamali-Asl et al. 2018; Tester and DiPippo 2006) . More specifically, in this study, the thermally driven fracture closure was modeled as a result of pressure dissolution, thermal dilation, and mechanical creep. The processes investigated in this study are expected to arise during operation of EGS, as cycles of multistage pressurized stimulation of the natural fractures (Ghassemi 2012 ) and formation of new fractures (Tomac and Gutierrez 2017) are expected as part of the establishment of the operational fracture network of the site. Once THMC processes lead to decrease in fracture aperture, this local permeability decrease can readily affect the entire fracture network, since it may reduce the connectedness of the network. While the results of the current study point out to the risk of injectivity impairment in a single fracture due to changes in temperature and effective normal stress, further numerical studies considering fieldscale fracture networks should be performed. These field-scale simulations enable feasibility predictions of EGS operations and thereby aid in accessing the EGS potential as an economically viable renewable energy production system.
Conclusions
The impact of temperature on hydraulic aperture widths and fracture permeabilities is investigated using a series of laboratory flow-through experiments on distinct naturally fractured GTS granite specimens at temperatures of 25-140 °C and effective normal stresses of 5-25 MPa.
Results show a decrease in the hydraulic aperture of natural fractures of 20-75% for moderate temperature increases, which is similar to the results observed in artificially induced fractures from previous studies. Short test durations (average of 100 h per loading/unloading cycle) and the chemical analysis of the effluent samples suggest that the decrease in hydraulic aperture is caused by thermal dilation, mechanical creep, and pressure dissolution, triggered by high temperatures. These effects are intensified by the magnitude of the normal confining stress applied to the fracture, as is evident from the 10-30% higher decreases in hydraulic aperture under 30 MPa normal stress, when compared to 20 MPa. Late effects of confining pressure increases, in sequential experiments, may also have contributed to the results observed, as fracture closure submitted to THMC effects is time-dependent. Additionally, under 30 MPa, the decreases in hydraulic aperture are noticeably irreversible, as the fracture permeability does not fully recover by the end of the loading cycles. This strong coupling between thermal effects and normal stresses is not unexpected, as mechanical creep and pressure dissolution act at contacting asperities of the fracture surfaces and are both intensified by compressive stresses at the contact points.
Analysis of the aperture distribution and spatial correlation of each specimen shows more pronounced thermal effects on fracture permeability for the specimen with larger mean mechanical aperture width and larger spatial correlation. Although temperature changes were conducted in steps in one group of experiments and at a constant rate in the other group of experiments, the results were comparable, suggesting that THMC effects can be observed over short timescales.
The laboratory results need to be upscaled to assess the impact of temperature variation on permeability of fracture networks at field scales. Nonetheless, this study highlights the importance of thermally driven fracture closure, as this can compromise the long-term operation of enhanced or engineered geothermal systems, or the operation of any reservoir, where the operation performance depends strongly on the transmissivity of natural or stimulated fractures.
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