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Introduction
Launching free-fall lifeboats from large vessels and offshore platforms under high sea states presents a vital chal- 25 lenge to maritime safety. The most crucial problem occurs at the moment when the lifeboat slams into water waves and experiences extremely violent hydrodynamic impact pressures and forces, which could severely damage the vessel and threaten the safety of the crew and passengers on-board [2, 3] . A versatile numerical modelling tool that can accurately and efficiently predict these critical hydrodynamic loadings is urgently needed to assess the potential life-threatening risks in the early stages [4] .
A C C E P T E D M A N U S C R I P T
tween different non-overlapping meshes by using a linear interpolation, is developed to permit the dynamic coupling of several moving regions. This enables the method to deal with large-amplitude motions for structures slamming into water waves. A background grid and one or more component meshes are firstly generated to overlay the whole computational domain and the sub-domains surrounding the structures, respectively. During computation, the background 65 mesh is fixed while the small grids are able to move freely or as prescribed without deformation or regeneration. This effectively circumvents the large and often excessive error-prone dynamic deformation of a single-block mesh as well as the complex and time-consuming mesh regeneration. The developed computer program utilises the OpenFOAM framework only and it does not depend on any other third-party software like the overset grid library SUGGAR++ applied in the reported works [18, 19] .
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The remainder of the paper is organised as follows. Section 2 describes the free surface flow model and the underlying numerical solution methodology. The procedure to implement the overset mesh technique for solving multiphase flow problems is presented in Section 2.2. Test cases of dam breaking with and without obstacles are firstly conducted to verify the developed code in Section 3. Then the code is applied to solve vertical and oblique water entry of wedges and ship hulls in Section 4. Final conclusions are drawn in Section 5. 
Multiphase flow model
The numerical code wsiFoam developed in our early work [1] consists of several solvers for free surface problems: Each of these has been tested and validated through a series of benchmark cases including dam break, wave propagation, inviscid vortex, pseudocavitation and air-enclosed sloshing wave impacts [1, 20] . In addition to these three primary options, the numerical code can be utilised in a flexible way to combine multiple incompressible and/or 85 compressible regions. Moreover in each region either a rigid or deforming mesh can be easily adopted to allow for efficient computation of the whole domain. This is superior to the use of a single-block deforming grid for the whole domain, which could be dramatically slow [21] .
The framework of wsiFoam is inherited here to treat each small flow region as a sub-domain of the whole field. The present work develops the original static interface linking strategy to permit the dynamic coupling of several moving 90 regions. To avoid over-complicating the development of the new method, we focus on the implementation of the A C C E P T E D M A N U S C R I P T overset mesh capability in the component solver interFoam. The aim of the present work is to assess the effectiveness and accuracy of the developed method.
Governing equations
The underlying component package interFoam is an incompressible two-phase pressure-based solver. It solves the 95 three-dimensional equations for two incompressible phases, i.e. air and water, using the volume of fluid (VOF) method with special emphasis on maintaining a sharp free surface. The first equation to be solved is for mass conservation.
For an incompressible two-phase flow, where the densities of both fluids are constants, only the mass balance equation for the water volume fraction α ∈ [0, 1] is considered
where the volume fraction for the water component is given by
and U is the mixture velocity vector and U c is a velocity field suitable to compress the interface [22] . The third term in Eq. (1) is a compression term that helps to maintain the interface sharp and bounded between zero and unity (see Section 4.2.1 of the work [22] for detailed formulae calculating the compression term). The air-water mixture is considered as homogeneous in the present work, therefore the momentum equation for the flow is given by
where ρ = αρ water + (1 − α)ρ air is the density of the mixture (note that the sum over the volume fractions of water 105 and air is equal to unity), p d = p − ρg · x is the dynamic pressure. Furthermore, the mixture viscosity is given by µ = αµ water + (1 − α)µ air , g and x are the gravity and the position vectors, respectively. Heat and mass transfer terms are not considered in the present work, hence they are not included in Eq. (3).
The governing equations (1)-(3) are linearised and integrated over each control volume to determine α and U, respectively, and a pressure corrector linearised equation is solved for p d . This solution procedure relies on the 110 segregated projection algorithm PIMPLE [23] , derived from the PISO procedure [24] , which allows for equation under-relaxation to guarantee convergence of the solutions at each time step.
A C C E P T E D M A N U S C R I P T Figure 1 illustrates the essential idea of overset mesh methods. sub-domains A and B, then the overall solution on the whole domain could be obtained by solving the problem in each sub-domain. In the sub-domain A, the solution is fixed at the left end. However the value at its right side (point 6), which needs to be used in computation, is unknown. Similarly, the value at the left side of domain B (point 7) is also needed, but it is not known either. In order to obtain the values at points 6 and 7, which are usually named fringe nodes, a proper interpolation of the surrounding values must be applied. For point 6, several donor nodes/cells 120 should be selected from sub-domain B. Here we can choose points 7, 8, 9 and 10 as its donors and suppose values φ i (i = 7, . . . , 10) at these points are already known, then an appropriate explicit interpolation formula given by
Overlapping meshes
is used to obtain the information for point 6. In the formula (4), β i (i = 6, . . . , 10) are interpolation coefficients; the superscripts n and n + 1 represent the current and next time steps, respectively. Besides this option, we can also derive an implicit interpolation equation given by
where the values φ at the donor points 7, 8, 9 and 10 are supposed unknown, and assemble it with the flow field equation. Hence the information at point 6 is implicitly obtained by solving the interpolation and field equations together. Similar strategies can be used to deal with point 7. In the present work, the explicit interpolation formula (4) is utilised to handle all the fringe nodes. The formula could be executed multiple times along with the prediction and correction steps in a time step. Although the problem presented in figure 1 is relatively simple as there is no structure, the underlying idea is generic and suitable for complex problems with either stationary or moving bodies such as the water entry of a wedge.
A C C E P T E D M
A N U S C R I P T When a structure is present in any sub-region of the whole domain, extra work, namely hole cutting, needs to be done to mark and block the mesh points/cells locating in or adjacent to the structure. Figure 2 shows an example of this situation. Firstly a background mesh A is generated to overlay the whole domain without considering the structure.
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Then a body-fitted small mesh B is generated to deal with the structure (represented by the grey rectangle in the figure). Before carrying out any computation of the flow problem, all the points/cells of mesh A need to be scanned to mark and blank out all the elements located in the structure. Points 8 and 9 are in the structure, therefore they are marked as hole points. Their neighbouring nodes 7 and 10 could also be blanked out to reduce the number of points taking part in computation. In the computer program, these invalid hole points/cells do not need to be removed from 140 memory, but a flag should be set for every point to indicate whether it is valid, invalid (in or close to the structure), or on the fringe that needs interpolation. For mesh B, we can choose points 17 and 20 as fringe nodes. For mesh A, the valid points adjacent to the hole cells could be selected as fringe points, hence points 6 and 11 are chosen. Please note that for the purpose of simplicity, we only use one fringe layer for the examples shown in Figure 1 and 2. In real applications, more layers can be used to ensure a smooth transition of flow information between different regions.
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Following the hole cutting procedure, attention should be paid to the domain connectivity information (DCI). For stationary boundary problems, hole cutting and DCI need to be processed only once and stored in the computer memory before solving the physical problem. For moving boundaries, these steps need to be repeated during flow calculation. Figure 3 presents the whole procedure of the developed overset multiphase flow solver. It is very similar to a routine CFD program, the difference lies in the inclusion of hole cutting, DCI and interpolation.
A C C E P T E D M
A N U S C R I P T 
Validation
The collapse of a water column, for which all the solid wall boundaries are stationary, is firstly considered to test the developed code. The configurations of the 2D and 3D problems are illustrated in Figure 4 and 5, respectively.
Collapse of a 2D water column in an empty tank
As shown in the left part of Figure Due to the simple geometry of this problem, the whole domain is divided into two halves in the horizontal direction (near the middle). Two uniform meshes with a cell size of 2.5 mm × 2.5 mm are generated for the left and right parts. For the water column height, the present solution agrees well with the experimental measurements and all the refer-175 ence numerical computations [1, 26] except the one calculated by Murrone and Guillard [27] , which shows a large discrepancy compared to the other results.
Collapse of a 2D water column against an obstacle
The configuration of this problem is depicted in the right part of free surface at different times are presented in Figure 11 . At t = 0, the water is still and the barrier holding the water is suddenly removed causing the water to collapse. At t = 0.4 s, the water front approaches the small obstacle closely.
At t = 0.6 s, the water hits the right side of the obstacle causing a strong upward splash, and the water also flows 
A C C E P T E D M
A N U S C R I P T through the gaps between the obstacles and the side walls of the tank. The water level in the right part of the tank continues decreasing whilst in the left part it keeps increasing. At t = 2 s, the obstacle is fully submerged in the water.
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A comparison of the water heights at H2 and H4 computed by the present method and obtained by other researchers is shown in Figure 12 . For the wave gauge H2, all the results show two peaks from 1.5 s to 2.5 s. The measured peaks are lower than all the numerical computations. For the wave gauge H4, the measured peak at around t = 3.8 s is larger than all the numerical solutions. In general the present results compare well with the experimental data and other reference computations.
210 Figure 13 shows the pressures obtained at P1 and P3. At P1, the measured peak obtained by Kleefsman et al. [28] is around 12 kPa. They also carried out simulations by using the ComFLOW code and obtained a peak value about 11.2 kPa. The peak pressure obtained by the present work is around 11.6 kPa, which lies between the measurements and computations of Kleefsman et al. [28] . The numerical solution produced by Zhang et al. [13] , which was calculated by using a Lagrangian particle method, is very far from these results; they obtained a peak value of about 28.5 kPa
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at P1, which is more than twice of the measured peak. Due to the large discrepancy, their result is not fully shown in the figure; please refer to their recent publication for details (see 
Water entry
Ship slamming is an important topic in ocean and naval engineering. For frontal and bottom slamming of ships,
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2D wedges and curved hull sections are widely used in experimental studies to investigate the hydrodynamic impacts on the structure surface. This is much simpler, cheaper and quicker than 3D model tests, in which full-size ships are scaled down to manufacture the complex and expensive models. Since the objective of the present work is to
A C C E P T E D M
A N U S C R I P T develop a numerical tool to predict the hydrodynamic loadings on free-fall lifeboats, at this stage, attention is focused on examining the developed method for wedge and hull section slamming problems. Figure 14 shows the set up of a water entry problem. The left part gives a global view of the water tank and the structure of interest, which could be a wedge, hull section or other bodies. The right part gives a close up view of a wedge, α = (γ 1 + γ 2 )/2 and θ are usually called the deadrise and titling angles, respectively. The assessment of the hydro-code is carried out in three incremental steps: 1) prescribed vertical entry, 2) prescribed oblique entry and 3) free fall. Steps 1 and 2 provide idealised conditions for slamming problems, where the entry velocities of structures 240 are fully controlled as prescribed. In step 3, structures are held still at first and then dropped into water freely.
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Prescribed vertical entry
For the first group of slamming tests, two symmetric wedges with deadrise angles of 30 Initially the wedges are held still with the tips placed at the free surface. They are then driven into the water with a This confirms that impact pressures at different times are self-similar for a short period, when the inertia is dominant compared to the gravitational effect [30, 31] . Free surface profiles computed at 0.1, 0.12 and 0.15 seconds are plotted in Figure 18 . The dimensionless forms are also self-similar to each other within a short impact period for both wedges. 
A C C E P T E D M A N U S C R I P T
Prescribed oblique entry
Here the oblique entry of a symmetric wedge and an asymmetric wedge, where the structures have non-zero horizontal velocity u, is considered. The symmetric one has a deadrise angle of α = 45
• with zero titling angle, thus
• . For the asymmetric wedge, γ 1 = 20
• and γ 2 = 40
• . In the calculations, the vertical entry velocity is set to v = −1 m/s, while the horizontal velocity u is set to different values for each case.
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For the symmetric wedge, the same mesh shown in the right part of Figure 15 is utilised here. Figure Water entry of the asymmetric wedge is further considered here. The top left of Figure 20 shows the bodyfitted mesh around the structure. Before increasing the horizontal velocity, a pure vertical entry problem is solved.
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The top right of the figure exhibits the instantaneous dynamic pressure at t = 0.15 s. The bottom left depicts the non-dimensional free surface profiles, and it is clearly seen that the present calculations are self-similar and agree well with the solution of Xu et al. [32] . The bottom right part of the figure exhibits the pressure coefficients on the wedge surface, in which the present solutions agree well with other reference results. It seems that Gu et al. [12] over-predicted the pressure peak, and their computation is oscillatory along the wedge surface due to the use of an 290 immersed boundary (partial cell) treatment of the solid object. Figure 21 shows the pressure coefficients on the lower surfaces of the wedge computed for different horizontal velocities. It is clearly shown that the present results agree well with the potential flow solutions of Xu et al. [32] .
Though the calculation of Gu et al. [12] is generally acceptable, the produced pressure distribution along the wedge surface is rather oscillatory. Comparing the left and right columns of the figure, it is shown that the tip of the wedge 295 has more significant effect in reducing the pressure for forward movements (u > 0) than backward motions (u < 0).
A C C E P T E D M
A N U S C R I P T The pressures at the tip are significantly lower for the former than the latter.
Free fall
The prescribed water entry tests carried out so far have demonstrated the effectiveness of the overset multiphase code in dealing with these problems to produce accurate prediction of the pressure loadings on structures. In the real 300 practice of maritime operations, free fall is potentially a favourable option to quickly launch lifeboats. Consequently, it is necessary for numerical tools to be capable of handling these important problems. is initially placed at the free surface. The wedges have different deadrise and tilting angles as well as drop heights.
The maximum drop distance is 0.5 m, and it is almost three times the height of the wedge with 30
• deadrise angle.
This relatively large motion is quite challenging for a single-block dynamic deforming mesh, because the mesh will suffer from excessive stretching, compression and skewness that could cause the computation to diverge, for which 315 an example is shown in Figure 23 . Our early attempt to use deforming meshes to deal with free fall problems was unsuccessful for the above mentioned reasons. One way to circumvent the difficulty is to pre-deform the mesh in the upward direction, so that the deformation can reduce with the structure's downward movement to accommodate a large displacement. However this method is cumbersome and not practical for general water entry problems. On the contrary, however, overlapping meshes can effectively deal with this issue.
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For each case, we carry out a convergence study by running simulations on successively refined meshes. Figure 24 shows the coarse level body-fitted meshes around the dropping objects. The grids for the three wedges are generated
by using the open source software Gmsh. The mesh for the hull section is generated by using the snappyHexMesh tool in OpenFOAM. Many other meshing tools are also applicable to generate grids, which could then be converted to OpenFOAM meshes. Figure 25 presents snapshots of the free surface profiles at t = 0.5 s computed on the caused by the strong water impact, the computed and measured local loadings drop quickly following a similar trend.
Disparity between the simulations and experiments occurs at about t = 0.45 s and afterwards. This is due to the use of a spring in the laboratory to slow down and stop the structure in order to prevent it from impacting the tank bottom.
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Overall, the numerical simulations compare well with the experiments.
Conclusions
Numerical simulation of the free fall launch of a lifeboat from a large ship or an offshore platform remains a vital challenge for computational fluid dynamics. A traditional dynamic deforming mesh method can not properly deal with the large-amplitude motions of the moving objects in these operations. Other methods like particle based and accuracy of the developed method for these problems and also shows its potential to be extended to handle more complex problems. Simultaneously, complementary development of a fluid-structure-interaction code for wave slamming problems is under way and will be reported shortly. In future, the overset and structural codes will be coupled and parallelised on HPC facilities to carry out large-scale simulations of real 3D lifeboat launch operations under high sea states. 
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