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Resumo
Esta tese objetiva formular condições suﬁcientes para aproximarmos, em distân-cia de Mallows e, também, em distribuição, uma variável aleatória -estável,  2 (1; 2),por uma soma de variáveis aleatórias (não necessariamente independentes e não neces-sariamente identicamente distribuídas), as quais constituem uma cadeia de Markov uni-formemente ergódica. Para tanto, utilizamos conceitos e resultados dos temas Cadeiasde Markov com Espaço de Estados Geral, Distribuições Estáveis, Distância de Mallows eﬃ-mixing.
Palavras-chaves: Cadeias de Markov; Distribuições Estáveis; Distância de Mallows;ﬃ-mixing ; Teorema do Limite Central
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Abstract
This work objectives to formulate suﬃcient conditions to approach, in MallowsDistance and in distribution, a -stable random variable,  2 (1; 2), for a sum of randomvariables (no necessarily independent nor necessarily identically distributed) but that areergodic uniformily Markov chain. Because of that, we use deﬁnitions and results fromthe topics: Markov Chains with General State Space, Stable Law, Mallows Distance andﬃ-mixing.
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Esta tese objetiva formular condições suﬁcientes para aproximarmos, em distância deMallows e em distribuição, uma variável aleatória estritamente -estável,  2 (1; 2), poruma soma de variáveis aleatórias (não necessariamente independentes e não necessaria-mente identicamente distribuídas), as quais constituem uma cadeia de Markov uniforme-mente ergódica.
Assim, conforme nosso objetivo, ressaltamos que, nesta tese, restringimo-nos, de modogeral, ao estudo do caso de convergência, em distância de Mallows e em distribuição, paradistribuições de variáveis aleatórias estritamente -estáveis,  2 (1; 2).
Seja, então, Y uma variável aleatória estritamente -estável, com  2 (1; 2). Sabemosque o domínio de atração da função de distribuição dessa variável aleatória é um conjuntonão vazio. Portanto, existem sequências fXngn  1 de variávéis aleatórias independentese identicamente distribuídas e sequências de números reais fangn  1 e fbngn  1 tais queSn bnan d! Y , onde an 2 R+;8 n 2 N, e Sn = nXi=1 Xi; 8 n 2 N.Com o auxílio de resultados relacionados aos temas distância de Mallows e distribuiçõesestáveis, mostramos que as hipóteses de independência e de mesma distribuição podem serdescartadas, mediante a adoção de outras hipóteses convenientes. Então, neste trabalho,apresentamos os novos resultados obtidos, em termos das convergências já citadas, paravariáveis aleatórias estritamente -estáveis, nos estudos realizados para os seguintes casos:
(a) fXngn  1 - sequências de variávéis aleatórias independentes
(b) nSn;Gn o - martingale,
(c) fXngn  1 - ﬃ-mixing, e(d) fXngn  1 - cadeia de Markov uniformemente ergódica.
1
Introdução
Este trabalho foi motivado, inicialmente, pelo interesse em obter uma demonstraçãoelegante para a aproximação, em distribuição, de uma variável aleatória -estável, com 2 (0; 2), por uma soma de variáveis aleatórias independentes e não necessariamente commesma distribuição. O primeiro passo decorreu da constatação da necessidade de ajusteem uma demonstração publicada por Johnson e Samworth [12] em 2005. Essa situaçãoserá comentada de forma mais detalhada no Capítulo 3.
A motivação para o caso seguinte (martingale) originou-se do fato de uma sequênciade variáveis aleatórias independentes fXngn  1, com média zero, implicar que nSn;Fn oconstitui uma martingale. Nesse ponto, obtivemos um resultado de convergência queexcluía a necessidade de independência e de distribuição idêntica das variáveis aleatóriasXn, pois tratavámos do caso mais geral: nSn;Gn o martingale.
Uma vez eliminada a hipótese de independência, começamos a estruturar um resul-tado que considerasse a possibilidade de algum grau de dependência entre as variáveisaleatórias Xn. Daí, surgiu a idéia de se adotar a hipótese de ﬃ-mixing com as variações ﬃ1e ﬃ2. Essa idéia foi reforçada pela existência de diversos resultados de Roussas e Ioannides[17] para esses tipos de dependência.
O caminho naturalmente adotado a seguir foi considerar uma cadeia de Markov uni-formemente ergódica, haja vista que essa cadeia constitui-se em um caso de ﬃ2-mixing.A propósito, as diversas restrições e condições que tivemos de impor para atingir nossoobjetivo são gradativamente explicadas no decorrer deste texto.
Para atingir nosso objetivo, estruturamos este trabalho em três capítulos. A partirdeste ponto, apresentamos, nesta introdução, uma visão mais ampla desta tese.
No Capítulo 1, apresentamos deﬁnições e resultados básicos relativos aos tópicos Dis-tribuições Estáveis, Cadeias de Markov com Espaço de Estados Geral e Distância deMallows. Esses temas contribuem para a formação do suporte teórico deste trabalhoe colaboram para contextualizá-lo, por meio da distância de Mallows, no universo dasdistribuições estáveis e das cadeias de Markov.
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Por oportuno, registramos o conceito da distância de Mallows:
Para qualquer r > 0, deﬁnimos a distância r de Mallows ou, resumidamente, distânciade Mallows, entre as funções de distribuição FX e FY como
dr(FX ; FY ) =  inf(X;Y )E(jX   Y jr )
 1r ;
onde o ínﬁmo é calculado sobre os pares (X,Y) cujas funções de distribuição marginal sãoFX e FY , respectivamente.
O tópico distância de Mallows será abordado em dois momentos. Na seção 1.4, fazemosuma síntese histórica sobre a distância de Mallows. Em seguida, deﬁnimos a citadadistância e destacamos algumas peculiaridades.
Na seção 2.3, iniciamos com o registro do fato de o ínﬁmo da equação acima serassumido para r  1. Nesse sentido, apresentamos dois resultados: um devido a Major[14] e o outro, a Johnson e Samworth [12] (Teoremas 2.14 e 2.15, respectivamente).
O Corolário 2.17 destaca uma conclusão primordial: para r  1, lim dr(Fn; F ) = 0(ou, equivalente em termos de notação, dr(Fn; F )! 0) implica Xn d! X, onde a variávelaleatória Xn (X) tem função de distribuição Fn (F ), desde que EjXnj e EjXj sejam ﬁnitas.
A seção 1.2 registra, resumidamente, os conceitos e os resultados, relacionados àsdistribuições estáveis, que utilizamos nesta tese. Por sua vez, o tema Cadeias de Markovcom Espaço de Estados Geral é tratado, numa visão introdutória, na seção 1.3.
No Capítulo 2, deduzimos, na seção 2.2, duas desigualdades (Lemas 2.12 e 2.13), queserão fundamentalmente importantes na formação dos resultados do Capítulo 3 e que inte-gram o conjunto de resultados que obtivemos no decorrer da pesquisa. Para tanto, nessaseção, apresentamos, inicialmente, desigualdades clássicas para momentos (Proposição2.1). Em seguida, enunciamos as desigualdades de Bahr-Esseen e de Burkholder (Propo-sições 2.2 e 2.4, respectivamente), as quais subsidiarão o desenvolvimento de resultadosda citada seção e do Capítulo 3.
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A propósito, essas desigualdades assim se conﬁguram:
Bahr-Esseen: para 1 < r < 2, com a condição E (Xn+1jSn) = 0 q.c., temos:
E jSnjr  2 nXi=1 E jXijr
! ;
Burkholder: para r > 1, com a condição de nSn;Gn o ser uma martingale, temos:
E jSnjr  C (r) E nXi=1 X2i
! r2 :
No próximo passo, registramos as deﬁnições de duas variações de dependência do tipomixing (Deﬁnição 2.5 - ﬃ1-mixing e Deﬁnição 2.7 - ﬃ2-mixing), a saber:
ﬃ1-mixing : jP (A \B)  P (A)P (B)j  ﬃ1 (n)P (A)P (B) ;
ﬃ2-mixing : jP (A \B)  P (A)P (B)j  ﬃ2 (n)P (A) ;
8 A 2F k; 8 B 2F 1k+n ; 8 k  0, com ﬃ1 (n) # 0 e ﬃ2 (n) # 0, observado que as deﬁniçõesclássicas das ﬀ-álgebras F k, e F 1k+n encontram-se na seção 2.2.Para complementar o temamixing, enunciamos duas desigualdades presentes em Rous-sas e Ioannides [17] (Teoremas 2.6 e 2.8). Com o suporte teórico descrito anteriormente,deduzimos, como parte de nossa contribuição, quatro desigualdades (para momentos) tipoBahr-Esseen para sequências mixing (Lemas 2.10 a 2.13). Ratiﬁcamos que duas são deespecial interesse:
E jSnjr  C3(mrnbrnk r2n +mr 1n nXi=1 E  jXijr If jXij > bn ﬃ1(mn)Mg+ (mnknﬃ1 (mn)M)r
) ; e
E jSnjr  C4(mrnbrnk r2n +mr 1n nXi=1 E  jXijr If jXij > bn ﬃ2(mn)Mg+ (mnknﬃ2 (mn)M)r
) ;
com C3 = C3(r); C4 = C4(r);mn; bn e kn explicadas no decorrer da seção 2.2.
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O Capítulo 3 constitui-se na principal parte desta tese. Utilizamos a distância deMallows para aproximar, em distribuição, uma variável aleatória estritamente -estávelY ,  2 (1; 2), por uma soma de variáveis aleatórias (não necessariamente independentese nem necessariamente identicamente distribuídas), desde que sejam adotadas hipótesesconvenientes.
Por oportuno, apresentamos, em sequência, justiﬁcativas para a escolha de  > 1,a partir do desenvolvimento do seguinte raciocínio. Procuramos, inicialmente, obter aconvergência lim d(FS()n ; FY ) = 0 , onde Y é uma variável aleatória -estável,  2 (1; 2),e S()n =  nXi=1 Xi
! =n 1 , com fXngn  1 uma sequência de variáveis aleatórias.
Conforme já citamos, analisamos os seguintes casos para essa sequência de variáveisaleatórias:
(a) independência,
(b) nSn;Gn o martingale,
(c) ﬃ-mixing, e
(d) cadeia de Markov uniformemente ergódica.
Na demonstração dos três últimos casos, utilizamos a desigualdade de Burkholder, aqual pressupõe  > 1.
Posteriormente, pretendemos aplicar o Corolário 2.17, nos quatro casos descritos acima,para concluir que lim d(FS()n ; FY ) = 0 implica S()n d! Y . Para tanto, precisamos garantirque E S()n  <1, 8 n 2 N, e que E jY j <1.
A primeira condição é satisfeita para os casos de independência, ﬃ-mixing e cadeiade Markov uniformemente ergódica ao assumirmos que EXn = 0, 8 n 2 N, e, comoconsequência, ES()n = 0, 8 n 2 N. No caso martingale, pela própria deﬁnição, temosque E S()n  <1, 8 n 2 N.
A escolha de  > 1 permite satisfazer a segunda condição, uma vez que, para umavariável aleatória -estável Y , com  2 (0; 2), temos que E jY jp < 1, para 0 < p < .Esse resultado será visto com mais detalhes na seção 1.2.
5
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Retiramos, inicialmente, a hipótese de distribuição idêntica para as variáveis aleatóriasXn, n 2 N. A partir de um teorema, cuja demonstração foi sugerida por uma referênciaanônima, publicado por Johnson e Samworth [12] em 2005 e que originou esta pesquisa,apresentamos o primeiro teorema de convergência que elaboramos (Teorema 3.2). Esseresultado elimina certa inconsistência, comentada na seção 3.2, encontrada no desenvolvi-mento da citada demonstração.
Teorema Fixe  2 (0; 2). Seja fXngn  1 uma sequência de variáveis aleatórias in-dependentes, com EXn = 0, 8 n 2 N, se  > 1 . Denotamos S()n =  nXi=1 Xi
! =n 1 .
Considere Y uma variável aleatória estritamente -estável e Y1, Y2, ... cópias indepen-dentes de Y. Suponhamos que esteja satisfeita a condição:
8 b > 0; 1n nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ;
com 0 <  <  2 2  , se  2 [1; 2) e 0 <  <  1  , se  2 (0; 1).Se  6= 1 então lim d(FS()n ; FY ) = 0 . Se  = 1 então existe uma sequênciacn = 1n nXi=1 E (Xi   Yi) tal que lim d(FS()n  cn ; FY ) = 0 .
Observamos que, nas condições desse Teorema, com  2 (1; 2), o Corolário 2.17 implicaque S()n d! Y .
Posteriormente, na seção 3.3, estudamos o caso martingale. Excluímos a hipótese deindependência e de distribuição idêntica das variáveis aleatórias Xn, n 2 N. Adota-mos, entretanto, que nSn;Gn o é uma martingale. Com as mesmas condições do teo-rema anterior, obtemos, para  2 (1; 2), que lim d(FS()n ; FY ) = 0 e, consequentemente,S()n d! Y (Teorema 3.5). Esse resultado também foi elaborado no decorrer desta tese.
Na seção 3.4 tratamos o caso ﬃ-mixing com as variações ﬃ1-mixing e ﬃ2-mixing para asequência de variáveis aleatórias fXngn  1. Novamente, a hipótese de mesma distribuiçãodessas variáveis é descartada.
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Ressaltamos que, tanto para ﬃ1-mixing quanto para ﬃ2-mixing, com a adoção dehipóteses similares aos casos anteriores, temos, para  2 (1; 2), que lim d(FS()n ; FY ) = 0e, consequentemente, S()n d! Y . No caso mixing (Teoremas 3.6 e 3.8, de nossa autoria),assumimos, também, a hipótese adicional:1X
n=1 nlﬃi (n) <1; 8 l 2 N;com i = 1 ou 2.
Esclarecemos que o resultado para ﬃ1-mixing está fortemente baseado na estimativadesenvolvida no Lema 2.12. Em contrapartida, para o caso ﬃ2-mixing, a demonstraçãoestá concentrada na estimativa do Lema 2.13.
Na última seção do Capítulo 3 e, consequentemente, desta tese, sintetizamos o presentetrabalho. Iniciamos com a deﬁnição de cadeia de Markov uniformemente ergódica. Como apoio de resultados de Roussas e Ioannides [17] e de Campos e Dorea [3] (Teorema3.10), mostramos que toda cadeia de Markov uniformemente ergódica é ﬃ2-mixing, comcoeﬁciente mixing ﬃ2 (n) = 2 n (Proposição 3.11). Retornamos ao caso da seção 3.4.
Assim, mediante a adoção de condições similares às hipóteses dos resultados já co-mentados, conseguimos obter, a exemplo dos casos anteriores, que, para  2 (1; 2),lim d(FS()n ; FY ) = 0 e, consequentemente, S()n d! Y .Isto é, encontramos condições suﬁcientes para aproximarmos, em distância de Mallowse em distribuição, uma variável aleatória estritamente -estável,  2 (1; 2), por umasoma de variáveis aleatórias (não necessariamente independentes e não necessariamenteidenticamente distribuídas), as quais constituem uma cadeia de Markov uniformementeergódica (Teorema 3.12, que elaboramos especialmente para este trabalho). Esse é oobjetivo desta tese.





Neste capítulo, apresentamos deﬁnições e resultados básicos relativos aos tópicos Dis-tribuições Estáveis, Cadeias de Markov com Espaço de Estados Geral e Distância deMallows. Esses itens contribuem para a formação do suporte teórico deste trabalho ecolaboram para contextualizá-lo, por meio da distância de Mallows, no universo das dis-tribuições estáveis e das cadeias de Markov.
A seção 1.2 é dedicada ao tópico Distribuições Estáveis. Após citar algumas referênciasbibliográﬁcas consultadas, registramos, sinteticamente, os conceitos e os resultados queutilizamos nesta tese.
Na seção seguinte, deﬁnimos Cadeias de Markov com Espaço de Estados Geral erealizamos alguns comentários pertinentes.




As deﬁnições e os resultados desta seção foram extraídos de Embrechts [8], Feller [9],Ibragimov [11] e Samorodnitsky e Taqqu [19].
Deﬁnição 1.1. Uma variável aleatória Y possui distribuição estável se, para Y1, Y2, ...cópias independentes de Y , existem sequências fcngn  1 , cn 2 R+, 8 n 2 N, e fdngn  1,dn 2 R, 8 n 2 N, tais que
Y1 + Y2 + :::+ Yn d= cnY + dn : (1.1)
Se dn = 0, 8 n 2 N, então a variável aleatória Y possui distribuição estritamente estável.
Ressaltamos que as sequências fcngn  1 e fdngn  1 serão explicitadas após enunciar-mos a próxima deﬁnição, a qual relaciona a representação das distribuições estáveis porfunção característica e é equivalente à Deﬁnição 1.1.
Deﬁnição 1.2. Uma variável aleatória Y possui distribuição estável se existem parâme-tros  2 (0; 2], ﬀ 2 R+,  2 [ 1; 1] e  2 R tais que a sua função característica tem aseguinte forma:
ﬃ (t) = E (i t Y ) =
8><>:
exp ﬀ jtj  1  i  (sinal t) tan 2 + i  t	 ; se  6= 1; e
exp ﬀ jtj  1 + i  2 (sinal t) ln jtj+ i  t	 ; se  = 1:
A propósito, , ﬀ,  e  são denominados, respectivamente, parâmetro (expoenteou índice) de estabilidade, parâmetro de escala, parâmetro de assimetria (ou viés) eparâmetro de locação. O parâmetro  é o mais importante dentre os quatro parâme-tros citados na caracterização de uma variável aleatória com distribuição estável. Assim,adotaremos, doravante, a terminologia distribuição (ou variável aleatória) -estável.
Proposição 1.3. Seja Y uma variável aleatória -estável, com  2 (0; 2]. Então,
cn = n 1 ; com  2 (0; 2] ; e (1.2)
dn =
8>><>>:
n  n 1 ; se  6= 1; e




Enunciaremos, a seguir, dois resultados relacionados às distribuições de variáveisaleatórias estritamente -estáveis.
Proposição 1.4. Uma variável aleatória -estável Y , com  6= 1 ( = 1), é estritamente-estável se, e somente se,  = 0 ( = 0).
Corolário 1.5. Seja Y uma variável aleatória -estável, com  6= 1. Então, a variávelaleatória Y    é estritamente -estável.
Registramos, agora, dois resultados referentes aos momentos de variáveis aleatórias-estáveis.
Proposição 1.6. Seja Y uma variável aleatória -estável, com  2 (0; 2). Então,
(a) E jY jp <1, se 0 < p < , e
(b) E jY jp =1, se p  .
Proposição 1.7. Seja Y uma variável aleatória -estável, com  2 (1; 2]. Então, oparâmetro de locação  é igual a média, isto é,  = EY .
Assim, com as Proposições 1.4 e 1.7, podemos considerar que uma variável aleatóriaestritamente -estável Y , com 1 <   2, possui média igual a zero, isto é, EY = 0.
Concluíremos esta seção com a deﬁnição de domínio de atração de uma função de dis-tribuição de uma variável aleatória e a relação entre esse domínio e as variáveis aleatórias-estáveis.
Deﬁnição 1.8. Dada uma variável aleatória Y , com função de distribuição FY , deﬁnimoso domínio de atração de FY como sendo o seguinte conjunto:
DA (FY ) = fG : G é função de distribuição e para X1; X2; ::: iid com função de
distribuição G, temos que existem sequências fangn  1 ; an 2 R+;8 n 2 N, e
fbngn  1 ; bn 2 R;8 n 2 N; tais que X1+X2+:::+Xn bnan d! Y o.
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Proposição 1.9. Uma variável aleatória Y , com função de distribuição FY , é estável se,e somente se, DA(FY ) 6= ; .
De acordo com as referências bibliográﬁcas citadas no início desta seção e observada aProposição 1.9, as sequências fangn  1 e fbngn  1 da Deﬁnição 1.8 assim se conﬁguram:
(a) an = n1= L (n), 8 n 2 N, onde L é uma função de variação lenta (ver Apêndice), e
(b) bn = n Rjxj an x dG (x), 8 n 2 N.
Em particular, podemos tomar bn = b n, 8 n 2 N, onde
b =
8><>:
EX1; se  2 (1; 2] ;0; se  2 (0; 1) ; e0; se  = 1 e G é simétrica.
Deﬁnição 1.10. Dada uma variável aleatória Y , com função de distribuição FY , deﬁni-mos o domínio normal de atração de FY como sendo o seguinte conjunto:
DNA (FY ) = fG : G é função de distribuição e para X1; X2; ::: iid com função de
distribuição G, temos que existem uma constante a 2 R+ e uma sequência fbngn  1 ;
bn 2 R;8 n 2 N; tais que X1+X2+:::+Xn bna n 1 d! Y o.
Observamos que DNA (FY )  DA (FY ).
1.3 Cadeias de Markov com Espaço de Estados Geral
O conteúdo desta seção foi baseado em Meyn e Tweedie [16]. Consideremos umacadeia de Markov fXngn  0 com espaço de estados geral E;E , onde E é um conjuntoarbitrário qualquer e E é uma ﬀ-álgebra gerada por subconjuntos de E.
Essa cadeia de Markov, que assume valores em E, apresenta o núcleo de transiçãodescrito abaixo: P = nP (x;A) : x 2 E e A 2E o :
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Relativamente a esse núcleo, observamos que estão satisfeitas as seguintes equações:
P (Xn+1 2 AjX0; :::; Xn) = P (Xn+1 2 AjXn) ; e (1.4)
P (Xn 2 AjX0 = x) = P n(x;A) = ZE Pm(x; dy) P n m(y; A); 1  m  n : (1.5)
A propósito, ressaltamos que a última igualdade, denominada equação de Chapman-Kolmogorov, decorre da equação (1.4), conhecida como propriedade de Markov.
Lembramos que, pelo fato de o processo markoviano fXngn  0 ﬁcar completamentedeterminado pelo núcleo P e por uma distribuição inicial 0 (A) = P (X0 2 A), temos:
P (X0 2 A0; :::; Xn 2 An) = ZA0 0 (dx0)
Z
A1 P (x0; dx1) :::
Z
An P (xn 1; dxn) :
Registramos que uma situação interessante ocorre quando 0 (A) = x(A), onde
x (A) = ( 1; se x 2 A; e0; se x =2 A:
Nesse caso, dizemos que o processo se inicia em x e denotamos isso por
P (Xn 2 AjX0 = x) = Px(Xn 2 A) :
Concluíremos esta seção com a apresentação de duas deﬁnições importantes no estudodas cadeias de Markov e que compõem o suporte teórico desta tese.
Deﬁnição 1.11. Uma medida de probabilidade  é denominada uma distribuição esta-cionária (ou invariante) se  = P .
Deﬁnição 1.12. Uma medida de probabilidade  é denominada uma distribuição de equi-líbrio (ou limite a longo prazo) se
limn!1 jP n(x;A)   (A)j = 0 ;8 x 2 E e 8 A 2E : (1.6)
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1.4 Distância de Mallows
1.4.1 Histórico
O termo distância de Wasserstein, também conhecida como distância de Mallows,apareceu pela primeira vez num trabalho de Dobrushin [7] em 1970. Wasserstein [22]havia introduzido, em 1969, a métrica l1(FX ; FY ) = inf fE [d(X; Y )]g, onde o ínﬁmo écalculado sobre todas as variáveis aleatórias X e Y com funções de distribuição FX e FY ,respectivamente, num espaço métrico (M;d).
Porém, a história dessa métrica iniciou-se um pouco antes. Em 1914, Gini, cujotrabalho encontramos, apenas, em citações, apresentou a métrica l1 num conjunto discretona linha real. Por sua vez, Kantorovich [13], em 1940, estudou-a no contexto de espaçosmétricos compactos. Esse trabalho foi motivado pelo clássico Problema de Transporte deMonge. Mais tarde, Kantorovich generalizou a distância-transporte para funcionais decusto geral: o caso especial c(x, y) = dr(x; y) estabeleceu uma correspondência entre amétrica lr(FX ; FY ) = inf fkd(X; Y )krg e a norma usual do espaço métrico Lr.
Salvemi [18], em 1943, para o caso discreto, e Dall'Aglio [6], em 1956, para o casogeral, provaram a representação básica:
lrr(FX ; FY ) = Z 10 F 1X (u)  F 1Y (u)r du ; r  1; (1.7)onde FX e FY são as funções de distribuição de X e de Y , respectivamente, e
F 1X (u) = sup fx 2 R : FX(x)  ug : (1.8)
Em seu trabalho, Gini apresentou a fórmula (1.7) para distribuições empíricas comr = 1 e r = 2. O estudo de Gini estimulou, na Escola Italiana de Probabilidade, aelaboração de muitos trabalhos em medidas com marginais dadas, enquanto que Fréchet[10], em 1957, explicitou as propriedades métricas dessas distâncias.
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Mallows [15] introduziu, em 1972, a métrica l2 num contexto estatístico. Utilizou aspropriedades dessa métrica para provar um teorema do limite central. Além disso, provoua equação (1.7). Baseado nesse trabalho, Bickel e Freedman [1] descreveram, em 1981, aspropriedades topológicas e investigaram aplicações para problemas estatísticos como, porexemplo, uso do método bootstrap.
Portanto, como a métrica lr foi historicamente introduzida diversas vezes sob diferentesperspectivas, deveríamos chamá-la de Gini-Kantorovich-Dall'Aglio-Wasserstein-Mallows.Neste trabalho, para simpliﬁcar, adotamos apenas o nome Distância (ou métrica) deMallows.
1.4.2 Deﬁnição
Deﬁnição 1.13. Para qualquer r > 0, deﬁnimos a distância r de Mallows ou, resumida-mente, distância de Mallows, entre as funções de distribuição FX e FY como
dr(FX ; FY ) =  inf(X;Y )E(jX   Y jr )
 1r ; (1.9)
onde o ínﬁmo é calculado sobre os pares (X; Y ) cujas funções de distribuição marginalsão FX e FY , respectivamente.
Observamos que o ínﬁmo da equação (1.9) pode ser inﬁnito. Isso ocorre, por exemplo,quando X é  - estável,  2 (0; 2) e Y = 0 quase certamente, uma vez que E jXjr =1 ,para r  . Veremos, em seguida, uma das situações em que temos o ínﬁmo ﬁnito.
Deﬁnição 1.14. Deﬁnimos Fr = fF : F é função de distribuição e R jxjr dF (x) <1g.





Neste capítulo, deduzimos, na seção 2.2, duas desigualdades (Lemas 2.12 e 2.13), queserão fundamentalmente importantes na formação dos resultados do Capítulo 3 e que inte-gram o conjunto de resultados que obtivemos no decorrer da pesquisa. Para tanto, nessaseção, apresentamos, inicialmente, desigualdades clássicas para momentos (Proposição2.1). Em seguida, enunciamos as desigualdades de Bahr-Esseen e de Burkholder (Propo-sições 2.2 e 2.4, respectivamente), as quais subsidiarão o desenvolvimento de resultadosda citada seção e do Capítulo 3.
A propósito, essas desigualdades assim se conﬁguram:
Bahr-Esseen: para 1 < r < 2, com a condição E (Xn+1jSn) = 0 q.c., temos:
E jSnjr  2 nXi=1 E jXijr
! ;
Burkholder: para r > 1, com a condição de nSn;Gn o ser uma martingale, temos:
E jSnjr  C (r) E nXi=1 X2i
! r2 :
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No próximo passo, registramos as deﬁnições de duas variações de dependência do tipomixing (Deﬁnição 2.5 - ﬃ1-mixing e Deﬁnição 2.7 - ﬃ2-mixing), a saber:
ﬃ1-mixing : jP (A \B)  P (A)P (B)j  ﬃ1 (n)P (A)P (B) ;
ﬃ2-mixing : jP (A \B)  P (A)P (B)j  ﬃ2 (n)P (A) ;
8 A 2 F k; 8 B 2F 1k+n ; 8 k  0, com ﬃ1 (n) # 0 e ﬃ2 (n) # 0, observado que asﬀ-álgebras clássicas F k, e F 1k+n estão devidamente deﬁnidas na seção 2.2.Para complementar o temamixing, enunciamos duas desigualdades presentes em Rous-sas e Ioannides [17] (Teoremas 2.6 e 2.8). Com o suporte teórico anterior, obtemos, comoparte de nossa contribuição, quatro desigualdades tipo Bahr-Esseen (momentos) parasequências mixing (Lemas 2.10 a 2.13), sendo duas de especial interesse:
E jSnjr  C3(mrnbrnk r2n +mr 1n nXi=1 E  jXijr If jXij > bn ﬃ1(mn)Mg+ (mnknﬃ1 (mn)M)r
) ; e
E jSnjr  C4(mrnbrnk r2n +mr 1n nXi=1 E  jXijr If jXij > bn ﬃ2(mn)Mg+ (mnknﬃ2 (mn)M)r
) ;
com C3 = C3(r); C4 = C4(r);mn; bn e kn explicadas no decorrer da seção 2.2.Na seção 2.3, retornamos ao tema distância de Mallows tratado, introdutoriamente,na seção 1.4. Iniciamos com o registro do fato de o ínﬁmo da equação (1.9), ou seja,
dr(FX ; FY ) =  inf(X;Y )E(jX   Y jr )
 1r ;
ser assumido para r  1. Nesse sentido, apresentamos dois resultados: um devido a Major[14] e o outro, a Johnson e Samworth [12] (Teoremas 2.14 e 2.15, respectivamente).
O Corolário 2.17 consolida uma importante conclusão: para r  1, lim dr(Fn; F ) = 0implica Xn d! X, onde a variável aleatória Xn (X) tem função de distribuição Fn (F ),desde que EjXnj e EjXj sejam ﬁnitas. Completamos o Capítulo 2 com a demonstraçãoque a distância de Mallows constitui-se em uma métrica (Proposições 2.19 e 2.20).
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2.2 Desigualdades Tipo Bahr-Esseen para Sequências
ﬃ-mixing
A proposição abaixo apresenta três desigualdades de momento bastante conhecidas eque podem ser localizadas em Chung [5].
Proposição 2.1. Sejam X uma variável aleatória e fXngn  1 uma sequência de variáveisaleatórias. Então,
(a) (E jXjs) 1s  (E jXjr) 1r , se 0 < s  r;
(b) E jSnjr  nXi=1 E jXijr , se 0 < r  1; e
(c) E jSnjr  nr 1 nXi=1 E jXijr , se r > 1.
Os três resultados seguintes referem-se às desigualdades de Bahr-Esseen e de Burkholder,as quais serão utilizadas para desenvolver resultados desta seção e do próximo capítulo.
Proposição 2.2. (von Bahr e Esseen [21], 1965) Seja fXngn  1 uma sequência de vari-áveis aleatórias que satisfazem a condição E (Xn+1jSn) = 0, q.c. . Se 1 < r < 2, então
E jSnjr  2 nXi=1 E jXijr
! : (2.1)
Para r = 2, temos: E  S2n = nXi=1 EX2i : (2.2)
Demonstração:
Caso 1: 1 < r < 2
A demonstração desse fato pode ser encontrada em von Bahr e Esseen [21] ou emChatterji [4].
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Caso 2: r = 2
Consideremos n = 2. Notamos que:
E (X1 X2) = E (E (X1 X2) jX1) = E (X1 E (X2jX1)) = 0;
devido ao fato de E (X2jX1) = 0.Portanto, E (X1 +X2)2 = EX21 + EX22 + 2 E (X1 X2) = EX21 + EX22 .A demonstração para n qualquer segue por indução. 
Corolário 2.3. Se 1 < r < 2 (r = 2), então a desigualdade (2.1) (igualdade (2.2))permanece válida nos seguintes casos:
(a) as variáveis aleatórias X1, X2, ... são independentes e EXn = 0, 8 n 2 N, e
(b) nSn;F n o é uma martingale, onde F n = ﬀ (Xi : i = 1; :::; n).
Demonstração:
Item (a):
Imediata, pois a condição E (Xn+1jSn) = 0, q.c., é trivialmente satisfeita.Item (b):
Observamos que E (Xn+1jSn) = E nE Xn+1jFn  jSno = 0, q.c., pois, devido àhipótese de martingale, E Xn+1jFn  = 0, q.c. . 
Proposição 2.4. (Burkholder [2], 1973) Seja nSn;Gn o uma martingale. Se r > 1,então
E jSnjr  C (r) E nXi=1 X2i
! r2 : (2.3)
Construíremos, a partir deste ponto, os dois principais resultados desta seção (Lemas2.12 e 2.13), as quais se constituem em desigualdades tipo Bahr-Esseen para sequênciasﬃ-mixing. Essas desigualdades, que desenvolvemos para esta tese, conﬁguram-se comosubsídios para alguns dos mais relevantes resultados deste trabalho, conforme pode serconferido no Capítulo 3.
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Seja fXngn  1 uma sequência de variáveis aleatórias. Consideremos, então, as seguintesﬀ-álgebras:
(a) F 0 = f ;; 
g,
(b) F k = ﬀ (Xi : i = 1; :::; k) , 8 k  1, e
(c) F 1k+n = ﬀ (Xi : i  k + n), 8 n  1 e 8 k  0.
Deﬁnição 2.5. Uma sequência de variáveis aleatórias fXngn  1 é denominada ﬃ1-mixing,com coeﬁciente mixing ﬃ1, se
jP (A \B)  P (A)P (B)j  ﬃ1 (n)P (A)P (B) ; (2.4)
8 A 2F k; 8 B 2F 1k+n ; 8 k  0 e com ﬃ1 (n) # 0 .
Teorema 2.6. (Roussas e Ioannides [17], 1987) Consideremos  uma variável aleatóriaF 1k+n -mensurável com E jj <1. Então, sob ﬃ1-mixing, temos:E jF k   E ()  ﬃ1 (n)E jj ; q:c: : (2.5)
Deﬁnição 2.7. Uma sequência de variáveis aleatórias fXngn  1 é denominada ﬃ2-mixing,com coeﬁciente mixing ﬃ2, se
jP (A \B)  P (A)P (B)j  ﬃ2 (n)P (A) ; (2.6)
8 A 2F k; 8 B 2F 1k+n ; 8 k  0 e com ﬃ2 (n) # 0 .
Teorema 2.8. (Roussas e Ioannides [17], 1987) Consideremos  uma variável aleatóriaF 1k+n -mensurável tal que jj < M , q.c. . Então, sob ﬃ2-mixing, temos:E jF k   E ()  2 ﬃ2 (n) M; q:c: : (2.7)
A proposição a seguir nos permite reduzir as etapas de demonstração dos lemassubsequentes, conforme constataremos adiante, e pode ser encontrada em Chung [5]. Emtodos esses resultados, fmng denota uma subsequência, onde mn 2 N, 8n 2 A  N efkng a sequência deﬁnida por kn = [n=mn] (parte inteira), 8n 2 N.
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Proposição 2.9. Seja fXngn  1 uma sequência de variáveis aleatórias, tal queE jXnj < 1, 8n 2 N. Consideremos fmng e fkng na forma explicada anteriormente.Então, para cada j = 1; :::;mn ﬁxado, ( kn 1Xi=1 Zi (j) ; F(kn 1) mn+j
) constitui uma
martingale, onde Zi (j) = Xi mn+j   E Xi mn+j jF(i 1) mn+j  .
Demonstração:
Deﬁnimos, para cada j = 1; :::;mn ﬁxado, U jkn 1 = kn 1Xi=1 Zi (j). Pelo fato de U jkn 1 ede E Xkn mn+j jF(kn 1) mn+j serem F(kn 1) mn+j - mensuráveis, temos a igualdade:
E U jknjF(kn 1) mn+j = E U jkn 1 + Zkn (j) jF(kn 1) mn+j =
= U jkn 1 + E Xkn mn+j   E Xkn mn+jjF(kn 1) mn+j jF(kn 1) mn+j = U jkn 1, q.c..

Com essa proposição, podemos aplicar as desigualdades de Bahr-Esseen e de Burkholder,relativamente a martingale acima, para obter os lemas seguintes, todos de nossa autoria.
Lema 2.10. * Seja fXngn  1 uma sequência de variáveis aleatórias ﬃ1 - mixing. Supon-hamos que EXn = 0 e que E jXnj  M < 1, 8 n 2 N. Considere 1 < r < 2. Então,dada uma subsequência fmng de números naturais, existe uma constante C1 = C1 (r) > 0tal que:
E jSnjr  C1(mr 1n nXi=1 E jXijr + (mnknﬃ1 (mn)M)r
) ; (2.8)
onde kn = [n=mn], 8 n 2 N.
Demonstração:
Deﬁnimos ln = n  knmn. Temos, então, que ln < mn. Assim,











Xi mn+j jF(i 1) mn+j+ lnXl=1 Xknmn+l:
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Assim, pela Proposição 2.1, item (c), pelo Teorema 2.6 e pela desigualdade de Bahr-Esseen (caso martingale), obtemos:
E jSnjr  4r 1(E  mnXj=1 Xj

r + E  mnXj=1
kn 1X
i=1
Xi mn+j   E Xi mn+j jF(i 1) mn+j
r +
+ E  mnXj=1
kn 1X
i=1 E
Xi mn+j jF(i 1) mn+j
r + E  lnXl=1 Xknmn+l

r) 




+ mr 1n (kn   1)r 1 mnXj=1
kn 1X
i=1 E
E Xi mn+j jF(i 1) mn+jr +
+ lr 1n lnXl=1 E jXknmn+ljr
) 




i=1 E jZi(j)jr +
+ (mnknﬃ1 (mn)M)r +mr 1n lnXl=1 E jXknmn+ljr
) 
 4r 1(mr 1n mnXj=1 E jXjjr +
+ 2r mr 1n mnXj=1
kn 1X
i=1
E jXi mn+jjr + E E Xi mn+j jF(i 1) mn+jr +
+ (mnknﬃ1 (mn)M)r +mr 1n lnXl=1 E jXknmn+ljr
) :
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Portanto,
E jSnjr  4r 1 2r(mr 1n nXi=1 E jXijr + (mnknﬃ1 (mn)M)r
) :
Ressaltamos que a constante C1 = C1 (r) = 4r 1 2r. 
Para o caso ﬃ2 - mixing, temos um resultado similar, motivo pelo qual omitimos arespectiva demonstração.
Lema 2.11. * Seja fXngn  1 uma sequência de variáveis aleatórias ﬃ2 - mixing. Supon-hamos que EXn = 0 e que jXnj  M <1 q.c., 8 n 2 N. Considere 1 < r < 2. Então,dada uma subsequência fmng de números naturais, existe uma constante C2 = C2 (r) > 0tal que:
E jSnjr  C2(mr 1n nXi=1 E jXijr + (mnkn2ﬃ2 (mn)M)r
) ; (2.9)
onde kn = [n=mn], 8 n 2 N.
Lema 2.12. * Seja fXngn  1 uma sequência de variáveis aleatórias ﬃ1 - mixing. Supon-hamos que EXn = 0 e que E jXnj  M < 1, 8 n 2 N. Considere 1 < r < 2. Então,dadas uma sequência qualquer fbng, tal que bn > 0, 8 n 2 N, e uma subsequência fmngde números naturais, existe uma constante C3 = C3 (r) > 0 tal que:
E jSnjr  C3(mrnbrnk r2n +mr 1n nXi=1 E  jXijr If jXij > bn ﬃ1(mn)Mg+ (mnknﬃ1 (mn)M)r
) ;(2.10)onde kn = [n=mn], 8 n 2 N.
Demonstração:
Pela demonstração realizada no Lema 2.10 e pela Desigualdade de Burkholder aplicadaa martingale ( U jkn 1 = kn 1Xi=1 Zi (j) ; F(kn 1) mn+j
), temos:
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+ (mnknﬃ1 (mn)M)r +mr 1n lnXl=1 E jXknmn+ljr
) 
 4r 1






+ (mnknﬃ1 (mn)M)r +mr 1n lnXl=1 E jXknmn+ljr
) :
As quatro etapas seguintes nos permitirão concluir a demonstração deste Lema.
Etapa 1:
Observamos que:
Z2i (j) = Z2i (j) If jZi(j)j  bng + Z2i (j) If jZi(j)j > bng.
Portanto, pela Proposição 2.1, item (b), obtemos:
E kn 1Xi=1 Z2i (j)
! r2  E kn b2n + kn 1Xi=1 Z2i (j) If jZi(j)j > bng
! r2 
 k r2n brn + kn 1Xi=1 E  jZi (j)jr If jZi(j)j > bng :
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Etapa 2:
Pela hipótese de ﬃ1-mixing,
jZi (j)j = Xi mn+j   E Xi mn+j jF(i 1) mn+j  > bn )
) jXi mn+jj + E Xi mn+j jF(i 1) mn+j > bn )
) jXi mn+jj > bn   E Xi mn+j jF(i 1) mn+j  bn   ﬃ1 (mn)M )
) If jZi(j)j > bng  If jXi mn+j j > bn ﬃ1(mn)Mg:
Etapa 3:
Pelas etapas anteriores, temos:
E kn 1Xi=1 Z2i (j)
! r2  k r2n brn + kn 1Xi=1 E  jZi (j)jr If jXi mn+j j > bn ﬃ1(mn)Mg.
Além disso, pela Proposição 2.1, item (c), e pelo Teorema 2.6, obtemos:
E  jZi (j)jr If jXi mn+j j > bn ﬃ1(mn)Mg =
= E Xi mn+j   E Xi mn+j jF(i 1) mn+j r If jXi mn+j j > bn ﬃ1(mn)Mg 
 2r 1  E  jXi mn+jjr If jXi mn+j j > bn ﬃ1(mn)Mg+
+E E Xi mn+j jF(i 1) mn+j r If jXi mn+j j > bn ﬃ1(mn)Mgo 
 2r 1 E  jXi mn+jjr If jXi mn+j j > bn ﬃ1(mn)Mg+ ﬃr1 (mn)M r	 :
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Etapa 4:
E jXkjr = E  jXkjr If jXkj > bn ﬃ1(mn)Mg+ E  jXkjr If jXkj  bn ﬃ1(mn)Mg 
 E  jXkjr If jXkj > bn ﬃ1(mn)Mg+ E  jXkjr If jXkj  bng 
 E  jXkjr If jXkj > bn ﬃ1(mn)Mg+ brn:
Com essas etapas, concluímos:
E jSnjr  4r 1






+(mnknﬃ1 (mn)M)r +mr 1n lnXl=1 E jXknmn+ljr
) 
 4r 1(mrnbrn +mr 1n mnXj=1 E  jXjjr If jXj j > bn ﬃ1(mn)Mg+ C (r)mrnbrnk
r2n+
+ C (r)mr 1n 2r 1 mnXj=1
kn 1X
i=1 E  jXi mn+jjr If jXi mn+j j > bn ﬃ1(mn)Mg+
+ C (r)mrnkn2r 1ﬃr1 (mn)M r + (mnknﬃ1 (mn)M)r +mrnbrn+
+ mr 1n lnXl=1 E  jXknmn+ljr If jXknmn+lj > bn ﬃ1(mn)Mg
) 
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Analogamente ao caso anterior, temos um resultado semelhante para ﬃ2 - mixing.Também, devido a similaridade, não apresentamos a demonstração.
Lema 2.13. * Seja fXngn  1 uma sequência de variáveis aleatórias ﬃ2 - mixing. Supon-hamos que EXn = 0 e que jXnj  M < 1, q.c., 8 n 2 N. Considere 1 < r < 2.Então, dadas uma sequência qualquer fbng, tal que bn > 0, 8 n 2 N, e uma subsequênciafmng de números naturais, existe uma constante C4 = C4 (r) > 0 tal que:
E jSnjr  C4(mrnbrnk r2n +mr 1n nXi=1 E  jXijr If jXij > bn ﬃ2(mn)Mg+ (mnkn2ﬃ2 (mn)M)r
) ;(2.11)onde kn = [n=mn], 8 n 2 N.
2.3 Distância de Mallows: Caracterização
Iniciamos esta seção com o registro do fato de o ínﬁmo da equação (1.9), ou seja,
dr(FX ; FY ) =  inf(X;Y )E(jX   Y jr )
 1r ;
ser assumido para r  1. Os dois próximos resultados referem-se a esse fato.
Teorema 2.14. (Major [14], 1978) Sejam FX e FY funções de distribuição tais que:
(a) R jxj dFX(x) <1 , e
(b) R jxj dFY (x) <1 .
Seja f uma função convexa. Então:
inf(X;Y )E (f (X   Y )) =
Z 1
0 f  F 1X (u)  F 1Y (u) du ; (2.12)
onde X (Y ) é uma variável aleatória com distribuição FX (FY ).
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Para o caso particular f(x) = jxjr, com r  1, obtemos:
dr(FX ; FY ) = Z 10 F 1X (u)  F 1Y (u)r du
 1r =  E F 1X (U)  F 1Y (U)r  1r ; (2.13)
onde U indica uma variável aleatória com distribuição U ([0; 1)].
Como F 1X (U) (respectivamente, F 1Y (U) ) é uma variável aleatória com a mesmadistribuição de X (Y ), concluímos que o ínﬁmo da equação (1.9) é assumido para r  1.
Observamos, adicionalmente, que a igualdade anterior é idêntica àquela encontradapor Salvemi e DallAglio (equação 1.7). Dobrushin [7], em 1970, havia demonstrado aigualdade (2.13) para o caso r = 1, com FX e FY em F1. Dois anos depois, Mallows [15]apresentou o resultado da equação (2.13) para r = 2, com FX e FY em F2.
Em 1981, Bickel e Freedman [1] apresentaram uma argumentação alternativa para ofato do ínﬁmo ser assumido, quando FX e FY estão em Fr, r  1. Recentemente, em2005, Johnson e Samworth [12] publicaram uma outra demonstração para esse fato emFr, r  1.
Teorema 2.15. (Johnson e Samworth [12], 2005) Para r  1, consideremos a dis-tribuição conjunta dos pares (X; Y ), onde X e Y têm funções de distribuição marginalﬁxadas FX e FY , ambas em Fr. Então,
E jX   Y jr  E jX   Y jr ;
onde X = F 1X (U) , Y  = F 1Y (U) e U indica uma variável aleatória com distribuiçãoU ([0; 1)].
O próximo Teorema, cuja demonstração encontra-se no Apêndice desta tese, seráutilizado para provar os dois resultados seguintes.
Teorema 2.16. (Teorema Elementar de Skorokhod) Considere que, 8 n 2 N, Xn e Xsão, respectivamente, variáveis aleatórias com funções de distribuição Fn e F. Suponhaque Xn d! X. Então, F 1n (U) q: c:! F 1(U), onde U indica uma variável aleatória comdistribuição U ([0; 1)].
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Corolário 2.17. Consideremos que, 8 n 2 N, Xn e X são, respectivamente, variáveisaleatórias com funções de distribuição Fn e F em F1. Suponhamos que lim dr(Fn; F ) = 0,para algum r  1. Então, existe uma variável aleatória Y, com Y d= X e, para cadan 2 N, existe uma variável aleatória Yn, com Yn d= Xn, tais que obtemos a seguinteconvergência em média: Yn (r)! Y . Além disso, temos Yn q: c:! Y .
Demonstração:
Da equação (2.13), temos:
dr(Fn; F ) = R 10 jF 1n (u)  F 1(u)jr du 1r =  E jF 1n (U)  F 1(U)jr  1r .
Portanto, lim dr(Fn; F ) = 0 implica que F 1n (U) (r)! F 1(U). Basta tomar, então,Yn = F 1n (U) e Y = F 1(U). A segunda aﬁrmativa decorre do Teorema Elementar deSkorokhod, uma vez que Xn d= Yn d! Y d= X. 
Esse Corolário consolida uma importante conclusão: para r  1, lim dr(Fn; F ) = 0implica Xn d! X, desde que Fn e F estejam em F1. O próximo teorema também relacionaconvergência em distância de Mallows e convergência em distribuição.
Teorema 2.18. (Bickel e Freedman [1], 1981) Consideremos que, 8 n 2 N, Xn e Xsão, respectivamente, variáveis aleatórias com funções de distribuição Fn e F em Fr, comr  1. Então, são equivalentes:
(a) dr(Fn; F )! 0,
(b) Xn d! X e E (jXnjr)! E (jXjr) ; e
(c) Xn d! X e j xjr é uniformemente Xn - integrável (ver Apêndice).
Mallows [15], em 1972, apresentou uma demonstração da equivalência dos itens a e bdo Teorema 2.18 para r = 2.
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Demonstração:
(a) b)
Suponhamos que dr(Fn; F ) ! 0 . Ao se aplicar a desigualdade de Minkowski duasvezes, obtemos:
dr(Fn; F )  
Z 1
0 F 1n (u)r du
 1r   Z 10 F 1(u)r du
 1r  : (2.14)
Portanto, E (jXnjr)! E (jXjr) .Pelo Corolário 2.17, temos que F 1n (U) (r)! F 1(U). Logo,
Xn d= F 1n (U) d! F 1(U) d= X:
(b) a)
Como F 2 Fr, 8  > 0, 9  =  () > 0, tal que:Z
[;1 ]c F 1(u)r du <  : (2.15)
Como Xn d! X, obtemos F 1n (U) q: c:! F 1(U), devido ao Teorema Elementar deSkorokhod. Essa convergência e o fato de a função de distribuição de F 1(U) pertencera Fr permitem-nos utilizar o Teorema da Convergência Dominada para obter:
Z 1 
 F 1n (u)  F 1(u)r du <  ; e (2.16)
Z 1  F 1n (u)r   F 1(u)r du
 <  ; 8 n  n1 = n1 (; ) : (2.17)
A convergência dos r-ésimos momentos absolutos implica que, 8 n  n2 = n2 (; ),obtemos: Z 10  F 1n (u)r   F 1(u)r du
 <  : (2.18)
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Pelas equações (2.17) e (2.18),
  <  Z 1   F 1n (u)r   F 1(u)r du <  ; e
  < Z 10  F 1n (u)r   F 1(u)r du <  :
Assim,
 2  < Z[;1 ]c  F 1n (u)r   F 1(u)r du < 2  :
Dessa desigualdade, combinada com a equação (2.15), resulta:
Z 1
0 F 1n (u)r du < 3  ; 8 n  n0 = max fn1; n2g : (2.19)
Ao se aplicar, sucessivamente, a equação (2.16), a desigualdade de Minkowski e asequações (2.15) e (2.19), obtemos:R 10 jF 1n (u)  F 1(u)jr du = R 1  jF 1n (u)  F 1(u)jr du +
+ R[;1 ]c jF 1n (u)  F 1(u)jr du 
  + R[;1 ]c jF 1n (u)jr du 1r +
+ R[;1 ]c jF 1(u)jr du 1rﬀr 
  + n(3) 1r +  1ror :
Portanto, dr(Fn; F )! 0 .
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(b, c)
Vimos que Xn d! X implica F 1n (U) q: c:! F 1(U) e, portanto, F 1n (U) p! F 1(U). Soba condição dessa convergência em probabilidade, o teorema de Vitali (ver Apêndice) aﬁrmaque E (jXnjr)! E (jXjr) e o fato de a função jxjr ser uniformemente Xn - integrável sãoequivalentes. 
Concluíremos este capítulo com a demonstração de que a distância de Mallows constitui-se em uma métrica.
Proposição 2.19. (Bickel e Freedman [1], 1981) dr é uma métrica em Fr, para r  1 .
Demonstração:
É claro que dr(FX ; FY )  0. A igualdade ocorre se, e somente se, X d= Y . De fato,pela equação (2.13), dr(FX ; FY ) = 0 implica que F 1X (U) q: c:= F 1Y (U), onde FX e FY são asfunções de distribuição de X e de Y, respectivamente. Logo, X d= F 1X (U) d= F 1Y (U) d= Y .Por outro lado, se X d= Y , então o par (X;X) é um dos elementos do conjunto dos pares(X; Y ) com funções de distribuição marginal FX e FY , respectivamente. Portanto, comoE (jX  Xjr) = 0, temos dr(FX ; FY ) = 0. Além disso, dr(FX ; FY ) = dr(FY ; FX) e, pelaDesigualdade de Minkowski, dr(FX ; FY )  dr(FX ; FZ) + dr(FZ ; FY ). 
Proposição 2.20. (Johnson e Samworth [12], 2005) drr é uma métrica em Fr, parar < 1 .
Demonstração:






A Proposição 1.9 (domínio de atração de uma variável aleatória -estável é um con-junto não vazio) aﬁrma que, dada uma variável aleatória -estável Y , existe uma sequênciafXngn  1 de variáveis aleatórias independentes e identicamente distribuídas tais queSn bnan d! Y . Neste capítulo principal da tese, utilizamos a distância de Mallows paraaproximar, em distribuição, uma variável aleatória -estável Y ,  2 (1; 2), por uma somade variáveis aleatórias (não necessariamente independentes e nem necessariamente iden-ticamente distribuídas), desde que sejam adotadas hipóteses convenientes.
Consideraremos, a partir deste ponto, que Y é uma variável aleatória estritamente-estável. Lembramos que, conforme explicado na seção 1.2, EY = 0 quando  2 (1; 2).
Retiramos, inicialmente, a hipótese de distribuição idêntica para as variáveis aleatóriasXn, n 2 N. A partir de um teorema, cuja demonstração foi sugerida por uma referênciaanônima, publicado por Johnson e Samworth [12] em 2005 e que originou esta pesquisa,apresentamos o primeiro teorema de convergência que elaboramos (Teorema 3.2). Esseresultado elimina certa inconsistência, comentada adiante, encontrada no desenvolvimentoda demonstração dos citados autores e está enunciado a seguir.
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Teorema Fixe  2 (0; 2). Seja fXngn  1 uma sequência de variáveis aleatórias in-dependentes, com EXn = 0, 8 n 2 N, se  > 1 . Denotamos S()n =  nXi=1 Xi
! =n 1 .
Considere Y uma variável aleatória estritamente -estável e Y1, Y2, ... cópias indepen-dentes de Y. Suponhamos que esteja satisfeita a condição:
8 b > 0; 1n nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ;
com 0 <  <  2 2  , se  2 [1; 2) e 0 <  <  1  , se  2 (0; 1).Se  6= 1 então lim d(FS()n ; FY ) = 0 . Se  = 1 então existe uma sequênciacn = 1n nXi=1 E (Xi   Yi) tal que lim d(FS()n  cn ; FY ) = 0 .Observamos que, nas condições desse Teorema, com  2 (1; 2), o Corolário 2.17 implicaque S()n d! Y .
Em seguida, na seção 3.3, estudamos o caso martingale. Excluímos a hipótese deindependência e de distribuição idêntica das variáveis aleatórias Xn, n 2 N. Adotamos,entretanto, que nSn;Gn o é uma martingale. Com as mesmas condições do teorema an-terior, obtemos, para  2 (1; 2), que lim d(FS()n ; FY ) = 0 e, consequentemente, S()n d! Y(Teorema 3.5). Esse se constitui no segundo resultado de convergência que desenvolvemosnesta tese.
A seção 3.4 trata do caso ﬃ-mixing com as variações ﬃ1-mixing e ﬃ2-mixing para asequência de variáveis aleatórias fXngn  1. Novamente, a hipótese de mesma distribuiçãodessas variáveis é descartada.
Ressaltamos que, tanto para ﬃ1-mixing quanto para ﬃ2-mixing, com a adoção dehipóteses similares aos casos anteriores, obtemos, para  2 (1; 2), quelim d(FS()n ; FY ) = 0 e, consequentemente, S()n d! Y . No caso mixing (Teoremas 3.6e 3.8, de nossa autoria), assumimos, também, a hipótese adicional:
1X
n=1 nlﬃi (n) <1;8 l 2 N;com i = 1 ou 2.
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Esclarecemos que o resultado para ﬃ1-mixing está fortemente baseado na Proposição2.9 e na estimativa desenvolvida no Lema 2.12. Em contrapartida, para o caso ﬃ2-mixing,a demonstração está concentrada na Proposição 2.9 e na estimativa do Lema 2.13.
Na última seção deste capítulo e, consequentemente, desta tese, sintetizamos o presentetrabalho. Iniciamos com a deﬁnição de cadeia de Markov uniformemente ergódica, a saber:
Uma cadeia de Markov fXngn  1 com espaço de estados geral E é denominada uni-formemente ergódica se
jP n (x;A)   (A)j   n ;8 x 2 E e 8 A 2E ;
onde  > 0 , 0 <  < 1,  é a distribuição de equilíbrio, conforme a Deﬁnição 1.12, E éum conjunto arbitrário qualquer e E é uma ﬀ-álgebra gerada por subconjuntos de E.
Com o apoio de resultados de Roussas e Ioannides [17] (Teorema 3.10) e de Campose Dorea [3], temos que toda cadeia de Markov uniformemente ergódica é ﬃ2-mixing, comcoeﬁciente mixing ﬃ2 (n) = 2 n (Proposição 3.11). Retornamos ao caso da seção 3.4.Assim, mediante a adoção de condições similares às hipóteses dos resultados já co-mentados, conseguimos obter, a exemplo dos casos anteriores, que, para  2 (1; 2),lim d(FS()n ; FY ) = 0 e, consequentemente, S()n d! Y . Isto é, encontramos condiçõessuﬁcientes para aproximarmos, em distribuição, uma variável aleatória estritamente -estável,  2 (1; 2), por uma soma de variáveis aleatórias (não necessariamente indepen-dentes e não necessariamente identicamente distribuídas), as quais constituem uma cadeiade Markov uniformemente ergódica (Teorema 3.12, que elaboramos). Esse é o objetivodesta tese.
3.2 Caso: Variáveis Aleatórias Independentes
Dada uma variável aleatória -estável Y temos, pela Proposição 1.9, que existe umasequência fXngn  1 de variáveis aleatórias independentes e identicamente distribuídas taisque Sn bnan d! Y . Nesta seção, aproximamos, em distância de Mallows e em distribuição,uma variável aleatória estritamente -estável Y,  2 (1; 2), por uma soma de variáveisaleatórias independentes (não necessariamente identicamente distribuídas), desde que se-jam adotadas hipóteses convenientes.
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O primeiro resultado desta seção e, consequentemente, deste capítulo originou nossapesquisa e foi publicado por Johnson e Samworth [12], observado que a demonstração foisugerida por uma referência anônima.
Teorema 3.1. (Johnson e Samworth [12], 2005) Fixe  2 (0; 2). Seja fXngn  1 umasequência de variáveis aleatórias independentes, com EXn = 0, 8 n 2 N, se  > 1 .Denotamos S()n =  nXi=1 Xi
! =n 1 . Suponhamos que existe uma variável aleatória  -
estável Y e variáveis aleatórias Y1, Y2, ... com a mesma distribuição de Y satisfazendo aseguinte condição:
1n nXi=1 E  jXi   Yij If jXi Yij > bg! 0; quando b!1: (3.1)
Se  6= 1 então lim d(FS()n ; FY ) = 0. Se  = 1 então existe uma sequênciacn = 1n nXi=1 E (Xi   Yi) tal que lim d(FS()n  cn ; FY ) = 0.
Demonstração:
Como Y é uma variável aleatória -estável, temos que Y d=  nXi=1 Yi
! =n 1 .
Temos dois casos para analisar:  2 [1; 2) e  2 (0; 1).
Caso 1:  2 [1; 2)
Seja di = E (Xi   Yi), 8 i = 1; :::; n. Observamos que di = 0 se  > 1 ,8 i = 1; :::; n.Para b > 0 e 8 i = 1; :::; n, deﬁnimos:
Ui = (Xi   Yi) IfjXi Yij  bg   E  (Xi   Yi) IfjXi Yij  bg ; e
Vi = (Xi   Yi) IfjXi Yij > bg   E  (Xi   Yi) IfjXi Yij > bg :
Podemos considerar os pares (Xi, Yi) mutuamente independentes. De fato, dada umasequência (Xi, Yi), podemos obter uma sequência ( eXi, eYi) tal que (Xi, Yi) d= ( eXi, eYi) e( eXi, eYi) sejam mutuamente independentes. Portanto, Ui d= eUi, Vi d= eVi e eUi 0s (eVi 0s)são mutuamente independentes.
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Assim, pelas desigualdades da Proposição 2.1, itens (c) e (a), pelas desigualdades deBahr-Esseen e de Jensen (jEXj  E jXj), pelo fato de Ui 0s (Vi 0s) serem mutuamenteindependentes e com média zero, e por EU2i  b2, 8 i = 1; :::n, temos:
d(FS()n  cn ; FY )  1n E
 nXi=1 (Xi   Yi   di)

 = 1n E


















!2 + 22 1n nXi=1
E  (Xi   Yi) If jXi Yij > bg+
+ 22 1n nXi=1




!2 + 22n nXi=1 E  jXi   Yij If jXi Yij > bg 
 2 1 (n b2)2n + 22n nXi=1 E  jXi   Yij If jXi Yij > bg 
= 2 1 bn1 2 + 22n nXi=1 E  jXi   Yij If jXi Yij > bg :
O resultado segue ao se escolher b suﬁcientemente grande para controlar o segundotermo e, então, n suﬁcientemente grande para controlar o primeiro. Daí, obtemos quelim d(FS()n  cn ; FY ) = 0.
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Caso 2:  2 (0; 1)
Deﬁnimos:
Ui = (Xi   Yi) IfjXi Yij  bg   E  (Xi   Yi) IfjXi Yij  bg ;
Vi = (Xi   Yi) IfjXi Yij > bg; eai = E  (Xi   Yi) IfjXi Yij  bg :
Analogamente ao caso anterior, podemos considerar os pares (Xi, Yi) mutuamenteindependentes e, portanto, a sequência Ui (Vi) também mutuamente independente.Assim, pelas desigualdades da Proposição 2.1, itens (b) e (a), pelo fato de Ui 0s seremmutuamente independentes, com EU2i  b2 e EUi = 0, 8 i = 1; :::n, temos:
d(FS()n ; FY )  1n E










 + 1n E
 nXi=1 Vi











!2 + 1n nXi=1 E  jXi   Yij If jXi Yij > bg + b
n1  
 bn1 2 + 1n nXi=1 E  jXi   Yij If jXi Yij > bg + b
n1  :
Com o raciocínio similar ao primeiro caso, obtemos lim d(FSn ; FY ) = 0 . Porém, na demonstração desse teorema, consideramos haver certa inconsistência nocontrole do primeiro e do segundo termo. O(s) autor(es) realizou(aram) as escolhas de b ede n independentemente uma da outra, o que é inadequado, pois essas variáveis parecemestar relacionadas. Para solucionar essa questão, elaboramos o teorema a seguir.
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Teorema 3.2. * Fixe  2 (0; 2). Seja fXngn  1 uma sequência de variáveis aleatóriasindependentes, com EXn = 0, 8 n 2 N, se  > 1 . Denotamos S()n =  nXi=1 Xi
! =n 1 .
Considere Y uma variável aleatória estritamente -estável e Y1, Y2, ... cópias indepen-dentes de Y. Suponhamos que esteja satisfeita a condição:
8 b > 0; 1n nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ; (3.2)
com 0 <  <  2 2  , se  2 [1; 2) e 0 <  <  1  , se  2 (0; 1).Se  6= 1 então lim d(FS()n ; FY ) = 0 . Se  = 1 então existe uma sequênciacn = 1n nXi=1 E (Xi   Yi) tal que lim d(FS()n  cn ; FY ) = 0 .
Demonstração:
Caso 1:  2 [1; 2)
Em relação ao caso 1 do Teorema 3.1, temos, agora, que:
d(FS()n  cn ; FY )  2 1 b nn1 2 + 22n nXi=1 E
jXi   Yij If jXi Yij > b ng =
= 2 1 bn( 2 2 )   + 2
2n nXi=1 E
jXi   Yij If jXi Yij > b ng :
Portanto, lim d(FS()n  cn ; FY ) = 0 segue ao se considerar a condição (3.2) e a escolhaadequada de .
Caso 2:  2 (0; 1)
Relativamente ao caso 2 do Teorema 3.1, obtemos, agora, que:
d(FS()n ; FY )  b nn1 2 + 1n nXi=1 E
jXi   Yij If jXi Yij > b ng + b nn1  .
Logo, lim d(FS()n ; FY ) = 0 ocorre com a condição (3.2) e a escolha adequada de . 
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Observamos que, nas condições do Teorema 3.2, com  2 (1; 2), o Corolário 2.17implica que S()n d! Y . Isto é, aproximamos, em distribuição, uma variável aleatóriaestritamente -estável Y , com  2 (1; 2), por uma soma de variáveis aleatórias inde-pendentes (não necessariamente identicamente distribuídas), desde que a condição (3.2)esteja satisfeita e  seja adequadamente escolhido.
Se as variáveis aleatórias da sequência fXngn  1 forem, também, identicamente dis-tribuídas, Johnson e Samworth [12] aﬁrmam que a condição (3.1) é equivalente ad(FX1 ; FY ) < 1 . A próxima proposição, de nossa autoria, é similar a esse resultado,observados, porém, os ajustes indicados no enunciado do Teorema 3.2.
Proposição 3.3. * No Teorema 3.2, quando as variáveis aleatórias da sequência fXngn  1forem, também, identicamente distribuídas, a condição (3.2) é equivalente ad(FX1 ; FY ) <1 .
Demonstração:
())
Suponhamos que a condição (3.2) esteja satisfeita. Como, 8 i 2 N, as variáveisaleatórias Xi (Yi) são identicamente distribuídas, temos:
d(FX1 ; FY ) = d(FXi ; FYi)  E jXi   Yij If jXi Yij  b ng+
+ E jXi   Yij If jXi Yij > b ng :
Ao somar os lados dessa desigualdade para i = 1; :::; n, obtemos:
d(FX1 ; FY )  1n nXi=1 E
jXi   Yij If jXi Yij  b ng+
+ 1n nXi=1 E
jXi   Yij If jXi Yij > b ng 
 b n + 1n nXi=1 E
jXi   Yij If jXi Yij > b ng :
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Devido à condição (3.2), dado b > 0, temos que 8  > 0, 9 n0 = n0 () tal que asegunda parcela da soma anterior é menor que , 8 n  n0. Concluímos que:
d(FX1 ; FY )  b no +  <1:
(()
Consideremos, agora, que d(FX1 ; FY ) <1 . Sabemos que d(FX1 ; FY ) = d(FXi ; FYi),8 i 2 N . Pela deﬁnição da distância de Mallows (ínﬁmo), d(FXi ; FYi) <1 implica queexiste um par  ~Xi; ~Yi tal que ~Xi d= Xi, ~Yi d= Yi e E  ~Xi   ~Yi <1, 8 i 2 N .
Portanto, 8 b > 0, E  ~Xi   ~Yi If j ~Xi  ~Yij > b ng! 0, quando n!1.
Por um argumento análogo ao realizado no início da demonstração do Teorema 3.1,podemos considerar que os pares  ~Xi; ~Yi são mutuamente independentes, 8 i 2 N .Dessa forma,
S()n =  nXi=1 Xi
! =n 1 d=  nXi=1 ~Xi
! =n 1 = ~Sn():
Assim, temos as igualdades d(FS()n ; Y ) = d(F ~Sn() ; Y ), quando  6= 1, ed(FS()n  cn ; Y ) = d(F ~Sn() cn ; Y ), quando  = 1, as quais serão utilizadas mais adiantepara concluir esta demonstração.
Além disso, sem perda de generalidade, podemos assumir que ~Xi   ~Yi d= ~Xj   ~Yj,8 i; j 2 N. Então, pelo parágrafo anterior, quando n!1 , temos:
8 b > 0; 1n nXi=1 E
 ~Xi   ~Yi If j ~Xi  ~Yij > b ng = E  ~Xi   ~Yi If j ~Xi  ~Yij > b ng! 0:
Logo, a condição (3.2) é satisfeita para as variáveis aleatórias ~Xi e ~Yi , 8 i 2 N.Aplicamos o Teorema 3.2 com as variáveis aleatórias ~Xi, 8 i 2 N. Obtemos, então, qued(FS()n ; FY ) = d(F ~Sn() ; FY ) ! 0 ou d(FS()n  cn ; Y ) = d(F ~Sn() cn ; Y ) ! 0, conformeo caso. 
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No caso de fXngn  1 ser uma sequência de variáveis aleatórias independentes e identi-camente distribuídas, ressaltamos que, pelo Corolário 2.17, a condição (3.2) ou, equivalen-temente, d(FX1 ; FY ) <1 conﬁgura-se, quando  2 (1; 2), como uma condição suﬁcientepara FX1 2 DNA(FY ).





fx: jx ij   sng (x  i)2 dFXi(x) = 1s2n
nX
i=1 E  jXi   ij2 IfjXi ij   sng =
= 1n nXi=1 E
0@Xi   isn=n 12

2 I( jXi ijsn=n 12   n 12)
1A :
Podemos fazer a seguinte identiﬁcação: Xi $ Xisn=n 12 , Yi $ isn=n 12 e b $  n 12 .Particularmente, quando, i = 0 e ﬀi = 1, 8i 2 N, a última expressão da igualdadeanterior assim se apresenta:
1n nXi=1 E
jXij InjXij   n 1 o ; com  = 2:
3.3 Caso: Martingale
Na seção anterior, estudamos a convergência, em distância de Mallows e em dis-tribuição, de uma soma de variáveis aleatórias independentes para uma variável aleatóriaestritamente -estável Y , com  2 (1; 2). Eliminaremos, agora, a hipótese de independên-cia e assumiremos que nSn;Gn o é uma martingale. Mostraremos que ainda podemosobter esses dois tipos de convergência para o caso martingale mencionado. Para isso,necessitamos do seguinte lema.
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Lema 3.4. Sejam fXngn  1 uma sequência de variáveis aleatórias, Y uma variávelaleatória estritamente -estável, com  2 (1; 2), e Y1, Y2,... cópias independentes de Y.Deﬁnimos Sn (X) =  nXi=1 Xi
! e Sn (Y ) =  nXi=1 Yi
!. Suponhamos que nSn (X) ;Gn o
seja uma martingale. Então, nSn (X)  Sn (Y ) ;Fn (X; Y ) o é uma martingale, onde
F n (X; Y ) = ﬀ (Xi; Yi : i = 1; :::; n).
Demonstração:
Sem perda de generalidade, podemos supor que a sequência de variáveis aleatóriasfYngn  1 é independente da sequência fXngn  1. Lembramos, conforme explicado naseção 1.2, que EY = 0. Elaboramos a demonstração desse lema em três etapas.
Etapa 1: nSn (X) ;Fn (X) o é uma martingale, onde Fn (X) = ﬀ (Xi : i = 1; :::; n)
De fato,
E Sn+1 (X) jF n (X) = Sn (X) + E Xn+1jF n (X) =
= Sn (X) + E nE Xn+1jGn  jFn (X)o = Sn (X) ; q:c:;
pois, devido à hipótese de martingale, E Xn+1jGn  = 0, q.c. .
Etapa 2: nSn (X) ;Fn (X; Y ) o é uma martingale
Observamos que,
E Sn+1 (X) jFn (X; Y ) = Sn (X) + E Xn+1jFn (X; Y ) =
= Sn (X) + E Xn+1jFn (X) = Sn (X) ; q:c:;
devido ao fato de a sequência fYngn  1 ser independente da sequência fXngn  1 e à etapaanterior.
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Etapa 3: nSn (Y ) ;Fn (X; Y ) o é uma martingale
Essa etapa pode ser provada de duas formas. A primeira é análoga a demonstração re-alizada na etapa anterior, pois nSn (Y ) ;Fn (Y ) o é uma martingale, onde, analogamente,
Fn (Y ) = ﬀ (Yi : i = 1; :::; n).
Um outro modo é o seguinte:
E Sn+1 (Y ) jFn (X; Y ) = Sn (Y ) + E Yn+1jFn (X; Y ) =
= Sn (Y ) + E (Yn+1) = Sn (Y ) ; q:c:;
uma vez que a sequência fYngn  1 é independente da sequência fXngn  1.
Assim, concluímos que nSn (X)  Sn (Y ) ;Fn (X; Y ) o é uma martingale. Apresentamos, a seguir, o resultado que obtivemos para o caso martingale.
Teorema 3.5. * Sejam fXngn  1 uma sequência de variáveis aleatórias, Y uma variávelaleatória estritamente -estável, com  2 (1; 2), e Y1, Y2,... cópias independentes de Y.Suponhamos que nSn (X) ;Gn o seja uma martingale e que esteja satisfeita a condição(3.2), transcrita a seguir:
8 b > 0; 1n nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ;
com 0 <  <  2 2  . Então, lim d(FS()n ; FY ) = 0 .
Demonstração:
Pelo Lema 3.4, como  2 (1; 2), então nSn (X)  Sn (Y ) ;Fn (X; Y ) o é uma martin-gale. Pela desigualdade de Burkholder (Proposição 2.4) aplicada a martingalenSn (X)  Sn (Y ) ;Fn (X; Y ) o e pela desigualdade da Proposição 2.1, item (b), temos:
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d(FS()n ; FY )  1n E (jSn (X)  Sn (Y )j)  C ()n E
 nX
i=1 (Xi   Yi)2
!2 
 C ()n E
 nX
i=1 (Xi   Yi)2 If jXi Yij  b ng +
+ nXi=1 (Xi   Yi)2 If jXi Yij > b ng
!2 
 C ()n E
 n b2 n2 + nXi=1 (Xi   Yi)2 If jXi Yij > b ng
!2 
 C ()n
 n2 b n + nXi=1 E jXi   Yij If jXi Yij > b ng
! =
= C () bn( 2 2 )   + C ()n
nX
i=1 E
jXi   Yij If jXi Yij > b ng :
Portanto, lim d(FS()n ; FY ) = 0 segue da condição (3.2) e da escolha adequada de . 
Observamos que, nas condições do Teorema 3.5, com  2 (1; 2), o Corolário 2.17implica que S()n d! Y . Isto é, aproximamos, em distribuição, uma variável aleatóriaestritamente -estável Y , com  2 (1; 2), por uma soma de variáveis aleatórias (nãonecessariamente independentes nem necessariamente identicamente distribuídas), desdeque observadas as condições do citado Teorema.
Para  2 (1; 2), quando fXngn  1 for uma sequência de variáveis aleatórias indepen-dentes com EXn = 0, 8 n 2 N, temos uma situação particularmente interessante. ComonSn (X) ;Fn (X) o é uma martingale, onde Fn (X) = ﬀ (Xi : i = 1; :::; n), então o resul-tado do Teorema 3.2, para  2 (1; 2), é uma consequência imediata do Teorema 3.5, cujademonstração é mais elegante.
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3.4 Caso: ﬃ-mixing
Analisaremos, nesta seção, a convergência, em distância de Mallows e em distribuição,para uma variável aleatória estritamente -estável Y ,  2 (1; 2), quando a sequência devariáveis aleatórias fXngn  1 é ﬃ1-mixing. Posteriormente, estudaremos o caso ﬃ2-mixing.O primeiro resultado que deduzimos para o caso mixing está descrito a seguir.
Teorema 3.6. * Seja fXngn  1 uma sequência de variáveis aleatórias ﬃ1-mixing, deacordo com a Deﬁnição 2.5, tal que EXn = 0 e que E jXnj  M < 1, 8 n 2 N.Considere Y uma variável aleatória estritamente -estável, com  2 (1; 2), e Y1, Y2, ...cópias independentes de Y. Suponhamos que esteja satisfeita a condição
8 b > 0; 1n1 ( 1) nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ; (3.3)
com 0 <  <  2 2  ,  = 2  2 2    ( + 0), onde 0 é tal que 0 <  + 0 <  2 2  .
Suponhamos, ainda, que: 1X
n=1 nlﬃ1 (n) <1;8 l 2 N: (3.4)
Então, lim d(FS()n ; FY ) = 0.
Demonstração:
A demonstração deste teorema está fortemente baseada naquelas realizadas na Proposição2.9 e no Lema 2.12. Observamos que, conforme explicado na seção 1.2, EY = 0. Por-tanto, E jXi   Yij < 1, 8 i = 1; :::; n. Assim, de acordo, com a citada proposição,8 j = 1; :::;mn ﬁxado, ( kn 1Xi=1 Zi (j) ; F(kn 1) mn+j (X; Y )
) constitui uma martingale,
onde Zi (j) = Xi mn+j Yi mn+j E Xi mn+j   Yi mn+j jF(i 1) mn+j (X; Y ) . Lembramosque Fn (X; Y ) foi deﬁnida no enunciado do Lema 3.4.
Além disso, sem perda de generalidade, podemos supor que a sequência de variáveisaleatórias fYngn  1 é independente da sequência fXngn  1.
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Devido a essa independência, ao fato de EY = 0 e à aplicação do Teorema 2.6 para asequência fXngn  1 ﬃ1-mixing, com EXn = 0 e E jXnj  M < 1, 8 n 2 N , notamos,então, que:
E Xi mn+j   Yi mn+j jF(i 1) mn+j (X; Y )  =
= E Xi mn+jjF(i 1) mn+j (X)  E (Yi mn+j) =
= E Xi mn+jjF(i 1) mn+j (X)  ﬃ1 (mn)M .
Assim, pelo Lema 2.12, obtemos:
d(FS()n (X); FY )  1n E (jSn (X)  Sn (Y )j) 
 C3n
(mnbnk 2n +m 1n nXi=1 E  jXi   Yij If jXi Yij > bn ﬃ1(mn)Mg+
+ (mnknﬃ1 (mn)M)g :
Consideremos, agora, bn = b n, com b 2 R+, mn = n  n e kn = n1 .
Observamos que:
(a) mn bn k 2nn  n 0  ! 0, quando n!1,
(b) m 1nn  1n1 ( 1) ,
(c) 2  p2  1 < 1   (  1) < 1, pois  <  2  ))  (  1) <   + 3    2 < 3  2p2, e
(d) (mn kn ﬃ1 (mn) M)n  n 1 ﬃ1 (mn) M  n 1 ﬃ1 (mn) M, pois ﬃ1 (n) # 0,quando n!1.
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O primeiro termo da desigualdade proveniente do Lema 2.12 tende a 0, quando n!1,devido ao item (a) acima. O segundo e o terceiro termos dessa desigualdade tende a 0,quando n!1, em razão das condições (3.3) e (3.4), respectivamente.
Logo, lim d(FS()n ; FY ) = 0. 
Observamos que, nas condições do Teorema 3.6, com  2 (1; 2), o Corolário 2.17implica que S()n d! Y . Isto é, aproximamos, em distribuição, uma variável aleatória estri-tamente -estável Y , com  2 (1; 2), por uma soma de variáveis aleatórias ﬃ1-mixing (nãonecessariamente identicamente distribuídas), observadas as condições do citado teorema.
O nosso próximo objetivo é estabelecer um resultado similar para o caso ﬃ2-mixing.Entretanto, precisamos do resultado intermediário a seguir.
Proposição 3.7. Seja fXngn  1 uma sequência de variáveis aleatórias ﬃ2-mixing, deacordo com a Deﬁnição 2.7, e fYngn  1 uma sequência de variáveis aleatórias mutuamenteindependentes. Considere que essas sequências sejam independentes entre si. Então, asequência de variáveis aleatórias f (Xn; Yn)gn  1 também é ﬃ2-mixing, onde  : R2!Ré mensurável a Borel.
Demonstração:
Lembramos a ﬀ-álgebra dos borelianos do R2:
B  R2 = ﬀ B1 B2 : B1; B2 2B (R) :
Consideremos B 2B (R). Portanto, ( (X; Y )) 1 (B) = (X; Y ) 1 (  1 (B)). Como  1 (B) 2B (R2), podemos supor, sem perda de generalidade, que   1 (B) = B1  B2,com B1; B2 2B (R). Portanto, ( (X; Y )) 1 (B) = X 1 (B1)TY  1 (B2).
Deﬁnimos, agora, as seguintes ﬀ-álgebras:
(a) F 0 = f ;; 
g,
(b) F k ( (X; Y )) = ﬀ ( (Xi; Yi) : i = 1; :::; k) , 8 k  1, e
(c) F 1k+n ( (X; Y )) = ﬀ ( (Xi; Yi) : i  k + n), 8 n  1 e 8 k  0.
47
Capítulo 3. Convergência para Distribuições Estáveis
Assim, para conjuntos C 2F k ( (X; Y )) e D 2F 1k+n ( (X; Y )), temos:
C =  k\i=1X 1i (Ai)
!\ k\
i=1Y  1i (Bi)




com Ai e Bi 2B (R) ;8 i 2 N.Com a independência da sequência fXngn  1 em relação à sequência fYngn  1, temos:





!!P   k\i=1Y  1i (Bi)
!T 1\i=k+nY  1i (Bi)
!! 
 P  k\i=1X 1i (Ai)
!P  1\i=k+nX 1i (Ai)
!P  k\i=1Y  1i (Bi)
!P  1\i=k+nY  1i (Bi)
! :
Pela independência das variáveis aleatórias Yn; 8 i 2 N, a igualdade anterior se torna:





!!  P  k\i=1X 1i (Ai)
!P  1\i=k+nX 1i (Ai)
! :
: P  k\i=1Y  1i (Bi)
!P  1\i=k+nY  1i (Bi)
! :
Pela hipótese de ﬃ2-mixing e pelo fato de P  1\i=k+nY  1i (Bi)
!  1, obtemos:
jP (C \D)  P (C)P (D)j  ﬃ2 (n)P  k\i=1X 1i (Ai)
!P  k\i=1Y  1i (Bi)
! = ﬃ2 (n)P (C) ;
sendo que a igualdade decorre da independência da sequência fXngn  1 em relação àsequência fYngn  1 e da deﬁnição do conjunto C. 
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A partir da proposição anterior, podemos enunciar o resultado que desenvolvemos parao caso ﬃ2-mixing.Teorema 3.8. * Sejam fXngn  1 uma sequência de variáveis aleatórias ﬃ2-mixing, deacordo com a Deﬁnição 2.7, tal que EXn = 0, 8 n 2 N, Y uma variável aleatóriaestritamente -estável, com  2 (1; 2), e Y1, Y2, ... cópias independentes de Y com apropriedade de jXn   Ynj  M < 1, q.c., 8 n 2 N. Suponhamos que esteja satisfeita aseguinte condição do Teorema 3.6:
8 b > 0; 1n1 ( 1) nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ;
com 0 <  <  2 2  ,  = 2  2 2    ( + 0), onde 0 é tal que 0 <  + 0 <  2 2  .
Suponhamos, ainda, que 1X
n=1 nlﬃ2 (n) <1;8 l 2 N: (3.5)
Então, lim d(FS()n ; FY ) = 0.
Demonstração:
A demonstração é análoga àquela realizada no Teorema 3.6, com alguns pequenosajustes.
Ao escolhermos  (x; y) = x   y no resultado anterior, obtemos, pela Proposição2.9, que, para cada j = 1; :::;mn ﬁxado, ( kn 1Xi=1 Zi (j) ; F(kn 1) mn+j ( (X; Y ))
)
constitui uma martingale, onde
Zi (j) = Xi mn+j   Yi mn+j   E Xi mn+j   Yi mn+j jF(i 1) mn+j ( (X; Y )) .
Além disso, temos, pela Proposição 3.7, que a sequência fXn   Yngn  1 é ﬃ2-mixing.Esse resultado, somado ao fato de EY = 0 e à aplicação do Teorema 2.8, uma vez quejXn   Ynj M < 1, q.c., e EXn = 0, 8 n 2 N, implica:
E Xi mn+j   Yi mn+j jF(i 1) mn+j ( (X; Y ))   2 ﬃ2 (mn)M:
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Assim, pelo Lema 2.13, obtemos:
d(FS()n (X); FY )  1n E (jSn (X)  Sn (Y )j) 
 C4n
(mnbnk 2n +m 1n nXi=1 E  jXi   Yij If jXi Yij > bn 2ﬃ2(mn)Mg+
+ (mnkn2ﬃ2 (mn)M)g :
O resultado segue, então, similarmente ao Teorema 3.6. 
Analogamente ao caso ﬃ1-mixing, ressaltamos que, nas condições do Teorema 3.8, com 2 (1; 2), o Corolário 2.17 implica que S()n d! Y . Isto é, aproximamos, em distribuição,uma variável aleatória estritamente -estável Y , com  2 (1; 2), por uma soma de va-riáveis aleatórias, as quais constituem uma sequência ﬃ2-mixing (não necessariamenteidenticamente distribuídas), observadas as condições do citado teorema.
Na demonstração do Teorema 3.8, utilizamos o Teorema 2.8, que contém a estimativa:
E jF k   E ()  2 ﬃ2 (n) M; q:c: :
Entretanto, para se obter esse resultado, precisamos que a variável aleatória  seja talque jj < M q.c..
O Teorema 3.8 poderia, a exemplo do Teorema 3.6, ser igualmente demonstrado coma hipótese jXnj < M , q.c., 8 n 2 N, combinada com a hipótese de a sequência fXngn  1ser ﬃ2-mixing.
Mas, optamos por trabalhar com uma condição menos restritiva: jXn   Ynj < M ,q.c., 8 n 2 N. Para tanto, demonstramos, inicialmente, com a Proposição 3.7, que asequência de variáveis aleatórias f (Xn; Yn)gn  1 é ﬃ2-mixing, com  (x; y) = x   y e,então, aplicamos o Teorema 2.8 à citada sequência.
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3.5 Caso: Cadeias de Markov
Esta seção relaciona os tópicos cadeia de Markov, sequência ﬃ2-mixing e distância deMallows. Buscamos estabelecer condições adequadas para obter convergência em distânciade Mallows e em distribuição, para uma variável aleatória Y estritamente -estável, com 2 (1; 2), quando a sequência fXngn  1 é uma cadeia de Markov uniformemente ergódica.Iniciamos com a deﬁnição a seguir.
Deﬁnição 3.9. Uma cadeia de Markov fXngn  1 com espaço de estados geral E é de-nominada uniformemente ergódica se
jP n (x;A)   (A)j   n ;8 x 2 E e 8 A 2E ; (3.6)
onde  > 0 , 0 <  < 1,  é a distribuição de equilíbrio, conforme a Deﬁnição 1.12, E éum conjunto arbitrário qualquer e E é uma ﬀ-álgebra gerada por subconjuntos de E.
Antes de enunciarmos o resultado principal desta tese, precisamos relacionar cadeia deMarkov uniformemente ergódica e ﬃ2-mixing. A próxima proposição trata dessa relação.Porém, antes de demonstrá-la, precisamos transcrever mais um resultado.
Teorema 3.10. (Roussas e Ioannides [17], 1987) A sequência fXngn  1 é ﬃ2-mixing se,e somente se,
P CjF k  P (C)  ﬃ2 (n) ;8C 2F 1k+n ;
onde F k e F 1k+n foram deﬁnidas no Capítulo 2.
Destacamos que a demonstração do próximo resultado é devida a Campos e Dorea [3].Proposição 3.11. Seja fXngn  1 uma cadeia de Markov com espaço de estados geral Ee uniformentente ergódica, conforme a Deﬁnição 3.9. Então, essa sequência fXngn  1 devariáveis aleatórias é ﬃ2-mixing, com coeﬁciente mixing ﬃ2 (n) = 2 n.
Demonstração:
Sejam 0 e , respectivamente, as distribuições inicial e de equilíbrio da cadeia deMarkov fXngn  1.
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Portanto, 8 A 2E, temos:
0 (A) = ZA 0 (dx) ; e
 (A) = ZA  (dx) :
Observamos que,







P n (y; A)   ZA  (dx)
0 (dy) = ZE jP n (y; A)    (A)j0 (dy)   n,devido à hipótese de ergodicidade uniforme.
Então, 8 B 2E, obtemos:E0 IfXk+n2BgjF k   E0  IfXk+n2Bg =
= jP n (Xk 2 B)  P0 (Xk+n 2 B) +  (B)   (B)j 
 jP n (Xk 2 B)   (B)j+ j (B)  P0 (Xk+n 2 B)j   n +  k+n  2  n,pela hipótese de ergodicidade uniforme e pela desigualdade anterior.
Assim, pelo Teorema 3.10 concluímos que a cadeia de Markov em questão é ﬃ2-mixing,com coeﬁciente mixing ﬃ2 (n) = 2 n. 
O próximo resultado, também de nossa autoria, sintetiza o presente trabalho, poisconstitui-se no objetivo e título desta tese.
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Teorema 3.12. * Sejam fXngn  1 uma cadeia de Markov uniformemente ergódica talque EXn = 0, 8 n 2 N, Y uma variável aleatória estritamente -estável, com  2 (1; 2),e Y1, Y2, ... cópias independentes de Y, tais que jXn   Ynj  M < 1, q.c., 8 n 2 N.Suponhamos que esteja satisfeita a seguinte condição do Teorema 3.6:
8 b > 0; 1n1 ( 1) nXi=1 E
jXi   Yij If jXi Yij > b ng! 0 ; quando n!1 ;
com 0 <  <  2 2  ,  = 2  2 2    ( + 0), onde 0 é tal que 0 <  + 0 <  2 2  .
Suponhamos, ainda, que a condição do Teorema 3.8 também seja válida:1X
n=1 nlﬃ2 (n) <1;8 l 2 N:
Então, lim d(FS()n ; FY ) = 0.
Demonstração:
Pela Proposição 3.11, a cadeia de Markov do enunciado constitui-se em uma sequênciade variáveis aleatórias ﬃ2-mixing, ﬃ2 (n) = 2 n. Portanto, a última condição do enunci-ado desse teorema é satisfeita para esse coeﬁciente mixing, o que pode ser veriﬁcado peloteste da razão, por exemplo. Logo, pelo Teorema 3.8, obtemos que lim d(FS()n ; FY ) = 0. 
Mais uma vez, temos S()n d! Y , com 1 <  < 2. Com o resultado do Teorema 3.12,concluímos esta tese.
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Apêndice A
Deﬁnições e Resultados Utilizados
Deﬁnição A.1. (Embrechts [8], pg. 564, ou Feller [9], pg. 276) Uma função positiva emensurável a Lebesgue L, deﬁnida em (0;1), é denominada de variação lenta no inﬁnitose, e somente se, 8 x > 0
limt!1 L (t x)L (t) = 1:
Teorema A.2. Teorema Elementar de Skorokhod (Shorack e Wellner [20], pg. 9) Con-sidere que, 8 n 2 N, Xn e X são, respectivamente, variáveis aleatórias com funções dedistribuição Fn e F. Suponha que Xn d! X. Então, F 1n (U) q: c:! F 1(U).
Demonstração:
Considere 0 < u < 1. Dado  > 0, escolhemos t 2 R tal que F 1(u) < t < F 1(u) + ,com F contínua em t. A escolha desse t é possível, pois o conjunto de descontinuidadesde F (função não-decrescente) é enumerável.
O fato de F 1(u) < t implica que F (t) > u. Como Fn(a) ! F (a) para todo pontoa 2 R onde F é contínua (pois, Xn d! X), então Fn(t) > u , para todo n 2 N suﬁciente-mente grande. Portanto, F 1n (u)  t, para todo n 2 N suﬁcientemente grande. Assim,lim sup F 1n (u)  t < F 1(u) + . Logo, lim sup F 1n (u) < F 1(u) + . Como essadesigualdade vale 8  > 0, temos que lim sup F 1n (u)  F 1(u).
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Por outro lado, seja u0 < u. Escolhemos r 2 R tal que F 1(u0)    < r < F 1(u0),com F contínua em r. O fato de r < F 1(u0) implica que F (r)  u0 < u. Analoga-mente ao caso anterior, temos que Fn(r)  u, para todo n 2 N suﬁcientemente grande.Segue, então, que F 1n (u)  r, para todo n 2 N suﬁcientemente grande. Com o mesmoraciocínio desenvolvido acima, obtemos que lim inf F 1n (u)  F 1(u0). Analogamente,lim inf F 1n (u)  F 1(u), desde que F 1 seja contínua em u.Assim, concluímos que F 1(u) = limF 1n (u), para todo u que seja ponto de con-tinuidade de F 1.
Como P (U 2 (0; 1)) = 1 e F 1 é contínua q.c., F 1n (U) q: c:! F 1(U). 
Deﬁnição A.3. (Chung [5], pg. 96) Uma família fXng de variáveis aleatórias é denom-inada uniformemente integrável se, e somente se,
limA!1 ZfjXnj>Ag jXnj dP = 0:
uniformemente em n.
Teorema A.4. Teorema de Vitali (Chung [5], pg. 97, ou Shorack e Wellner [20], pg. 9).
Seja r > 0. Considere que Xn 2 Fr e que Xn p! X. Então, as seguintes aﬁrmativassão equivalentes:
a) E (jXnjr)! E (jXjr) ;
b) jxjr é uniformemente Xn - integrável ; e
c) Xn (r)! X.
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