Introduction
In opposite the present work concerns magnetic mediums where, in a suitable system of units, D = E and the magnetic induction B = H + M involves the magnetization M which satis es a di erential equation with a source term which is nonlinear in M and H. The so-called Landau-Lifschitz model (see LL 1] LL 2]) for the propagation of the electromagnetic eld in a ferrromagnetic medium uses the nonlinear interaction term (1:1) F(m; h) := 1 + 2 ? m^h + jmj (m^(m^h)) ; h; m 2 R 3 ;
where , the gyromagnetic constant, and , the damping factor, are positive constants. In (1.1) the variables m and h need to be replaced by, respectively, the polarization M and the magnetic eld H. The aim of this paper is to prove the existence of global nite energy solutions to the corresponding Maxwell system
(1:2) 8 > < > :
@ t E ? curlH = 0 @ t H + curlE = ?@ t M @ t M = F(M; H) with the usual divergence free conditions for E and B (1:3) divE = div(H + M) = 0: Note that the divergence free condition (1.3) is satis ed as soon as it is satis ed at t = 0, since (1.2) immediately implies that @ t (divE(t)) = @ t (div(H(t) + M(t))) = 0 :
Functions E, H and M denote R 3 -valued functions of the time-space variables (t; x) 2 R 1+3 . The electromagnetic eld is (E; H) and M is the magnetization of the ferromagnetic medium. F is given by (1.1) or can be a more general interaction, see x2 below.
We also study the uniqueness and regularity properties of the energy solutions. With suitable assumptions on the nonlinearity F, we show that if the Cauchy data are smooth, then the solution remains smooth for all time. Uniqueness is proved for solutions with (curlE; curlH) in L 2 . The uniqueness of energy solutions remains an open problem. The precise results are presented in the next section. Before stating the main results let us say more about the model. The nonlinearity we have chosen in (1.1) is far from complete. A more complete version consists in replacing F(M; H) in the third equation of (1.2) by F(M; H + H eff ) with H eff = H s + H a + H e ; where H s = H s (x) is given independent of t, H a = ?k (p M) p, k 0, p a given unit vector in R 3 and H e = ?k 0 1 4 M, k 0 0 where is an open subset of R 3 such that = supportM. The case H e 6 = 0 is completely di erent V], CF]. In particular, the equations are no longer hyperbolic. In this paper we consider only the hyperbolic case, and for simplicity we assume that H eff = 0. The terms H s and H a can be treated with minor modi cations. Also note that the Cauchy problem for (1.2) is solved in space dimension one, in JV1], JV2].
Statement of the main results
First, we detail the properties required for the function F which appears in (1.2). (jE(t; x)j 2 + jH(t; x)j 2 ) dx Z R 3
(jE(0; x)j 2 + jH(0; x)j 2 ) dx and (2:6) jM(t; x)j = jM(0; x)j a:e:
Proof. Replacing where ' 2 C 1 0 is a cut-o function, 0 ' 1, supported by j j 2 and equal to 1 on j j = 1. Consider the following approximation of the Cauchy problem for (1.2). Theorem 2.6. Let F satisfy Assumption 2.2 and U 0 2 L 0 . Then, for each 1, the Cauchy problem (2.10), (2.11) has a unique global solution U which belongs to C 1 ( 0; +1 ; H s H s L 1 ) for all s. Moreover U has a subsequence which converges in C 0 ( 0; T]; L 2 L 2 L 1 ) for all T > 0 to a global nite energy solution U 1 of (1.2) with initial data U 0 . The regularized system (2.10) has been choosen so that the two conservations laws (2.5) and (2.6) hold. This explains why there is no S in front of F in the right hand side of the third equation. Other regularizations having this property could be considered. Thus the family of solutions U is bounded in C 0 ( 0; 1 ; L 2 (R 3 )) and M is bounded in L 1 .
Therefore there are subsequences which converge weakly. The di culty is to pass to the limit in the nonlinear term F(M ; H ). The main point in the proof is to show that if a subsequence U converges weakly, then it converges strongly, and therefore the limit is a nite energy solution. This argument also accounts for the compactness result stated in Theorem 2.5. Note that Theorems 2.5 and 2.6 do not depend speci quely on the space dimension 3. Analogous results could be proved in higher dimension. The proofs are given in sections 3 and 4. Next we study the smoothness and uniqueness of the nite energy solutions. The components of U do not behave all the same : some are propagated at the speed 1, some are propagated at speed 0. Introduce the orthogonal decomposition of L 2 (R 3 ) (2:12)
Functions in L 2 k satisfy curl = 0 whereas those in L 2 ? are such that div = 0. (L 2 ) norm of H ? is just the forbidden limit case of Strichartz estimates in space dimension 3. Proposition 6.3 is a substitute for these estimates. It is proved in section 8. Finally, the conclusion is that H is \almost" L 1 and this is the key for Theorem 2.8.
In section 7, we study the higher order regularity of solutions. For the nonlinear function F to act in H 2 , it must be smooth enough . This explains why Assumption 2.1 is required there.
Existence of energy solutions
This section is devoted to the proof of Theorems 2.5 and 2.6. First we prove the existence and uniqueness of solutions to the approximate equations (2.10). 
2) The usual theorem for ordinary di erential equations in Banach spaces applies to (3.6).
There exist T > 0 and U 2 C 1 ( 0; T ; L 2 L 2 L 1 ) such that U is the unique maximal solution of (3.6).
3) The identity (3.1) follows from (2.2), as (2.6). Let R be such that kM 0 k L 1 R.
Multiplying the rst and second equations in (2.10) by E and H , we get, using (3.1) and (2.4),
from which the second estimate (3.2) follows, with C = C(R). This proves that T = 1 as claimed. 4) The rst equation in (2.10) implies that @ t div E = 0. The right hand side of the second equation is ?@ t S M and therefore @ t (div H + S M ) = 0. Since the initial conditions satisfy div E 0 = div (H 0 + M 0 ) = 0, one has div E 0 = div (H 0 + S M 0 ) = 0 and (3.3) (3.4) follow. This ends the proof of Proposition 3.1.
We proceed now with the proof of Theorem 2.6. Because of (3.1), (3.2) the set (U ) is weakly relatively compact in L 2 loc ( 0; +1 ; L 2 (R 3 )). Extracting a subsequence, we may suppose that the family (U ) converges weakly to U 1 in L 2 loc ( 0; +1 ; L 2 (R 3 )) thus in L 2 ( 0; T]; L 2 (R 3 )), for every T > 0. for some R such that jM 0 (x)j R. The weight e ?2a(t;x) absorbs the rst term in the right hand side of (3.9) if @ t a(t; x) = C(R)jH 1 (t; x)j. 
We postpone the proof of Proposition 3.2 to the next section and nish the proof of Theorem 2.6. We x T > 0 and prove that U 1 is a nite energy solution on T . 1) First note that the family M is bounded in L 1 and (E ; H ) is bounded in C 0 ( 0; T]; L 2 ), as a consequence of (3.1) (3.2). Therefore, the third equation in (2.10) and the estimate (2.4) imply that there is a constant K such that for all and t t 0 in 0; T]
Thus fM g is equicontinuous in time with value in L 2 . Ascoli's Theorem implies that for all test function ', the family of functions t 7 ! R M (t; x)'(x) dx, which is bounded and equicontinuous, has subsequences which converge in C 0 ( 0; T]). Since U ! U 1 weakly, it follows that
Note that this result is independent of Proposition 3.2. It will be used also in the proof of this proposition. We use now the following corollary : for all t 2 0; T],
Letiing tends to in nity in (3.12) implies that that for all N( ) (3:13)
Gronwall's Lemma and (3.13) imply that M converge to M 1 in L 2 ( T ; e ?a(t;x) dtdx)).
Since a is nite almost everywhere, e ?a 6 = 0 almost everywhere. Thus, from any subsequence of M we can extract a subsequence converging pointwise almost everywhere and thus in L 2 ( T ; dtdx) thanks to the pointwise estimate (3.1) and Lebesgue's Dominated Convergence Theorem. The limit is M 1 , and the convergence holds for the full sequence. 
We need to estimate the L 1 ( 0; T]; L 2 ) norm of the 3 terms of the decomposition (3.14).
The uniform esimate of M and (2.4) yield
Using (2.4), one has the pointwise estimate
which proves that B is dominated by a function that belongs to L 1 ( 0; T]; L 2 ). Moreover, The proof of Theorem 2.6 is now complete. It implies the rst part of Theorem 2.5. To end the proof of Theorem 2.5, consider a bounded sequence in L 0 of Cauchy data U n 0 , such that U n 0 that converges to U 1 0 in L 2 . Denote by U n a nite energy solution such that U n jt=0 = U n 0 . We need to show there exists a subsequence, still denoted by U n which converges stronly to a nite energy solution U 1 with initial data U 1 jt=0 = U 1 0 . The proof is quite parallel to the proof of Theorem 2.6. The a-priori estimates (2.5) (2.6) show that U n is bounded in C 0 ( 0; +1 ; L 2 ) and M n is bounded in L 1 ( 1 ). Therefore, extracting a subsequence, one can assume that U n converges weakly to U 1 in L 2 ( T ) for all T > 0. With a given by (3.10), the inequality (3.11) holds for U n and U n 0 and (3.12) is to be replaced by (3:18) ke ?a(t) (M n 
Using this estimate and the equicontinuity of M n (t), one deduces the strong convergence M n ! M 1 in C 0 ( 0; T]; L 2 ) for all T > 0 as before. The strong convergence (E n ; H n ) ! (E 1 ; H 1 ) follows from the energy estimate (3.15), with the simpli cation that there is no S in the analogues of (3.14-16). The strong convergences imply that F(M n ; H n ) ! 
The estimates above show that for all > 0, there is N( ; T) such that for all N( ; T), N( ; T) and t 2 0; T], the right hand side of (4.1) is less than or equal to plus twice the term in (4.11). Using Gronwall's Lemma, the estimate (3.12) follows
Proof of Proposition 4.1. Lu := @ t u + (@ x )u = P(au) + Pg ; with a given coe cient a and a given source term Pg. P = P(D x ) is a Fourier multiplier with P( ) a projector in C 6 , C 1 and homogeneous of degree 0. ( ) commutes to P( ) and ( )P( ) has eigenvalues of constant multiplicity j j. where C only depends on . Since T 1 only depends on the norms of a, the solution can be continued to 2T 1 and, by induction, to all time. So, to nish the proof of Proposition 5.1, it remains to prove the two lemmas above.
Proof of Lemma 5.2.
The linear problem (5.8) has a unique solution which is smooth when the data are smooth. Thus it is su cient to prove the estimates (5.9) and (5.10) for smooth solutions. The rst one is the standard energy estimate in L 2 for symmetric hyperbolic systems. The main ingredient to prove (5.10) are Strichartz estimates. in place of (5.14).
2) Introduce the groups of operators G (t) of Fourier multipliers e itj j . Since the eigenvalues of ( )P( ) are j j and have constant multiplicity, the fundamental solution of L, for data in the kernel of I ? P, is In the case = , p 1 = 2, r 1 = 1, v and w belong C 0 ( 0; T]; _ H ).
3) To prove (5.10), we use the linearity of (5.8) and split u and the data into several pieces. First, we note that the low frequencies of u are controled by the L 2 norm and the estimate (5.10) for S 0 u immediately follows from (5.9). Here the notations are slightly di erent from those used in (5.13) : from now on, by de nition, 0 = S 0 . We prove that e (a; u) and (u; a) extend as bilinear operators to functions a which satisfy (5.3) and u 2 Y , so that they satisfy (5.6) and (5.7) respectively. 1) For xed t, one has for 0.
(5:18) k e (a; u)(t)k H C ka(t)k L 1 ku(t)k H For > 0, it follows from the estimate kS k+2 a k uk L 2 kS k+2 ak L 1 k k uk L 2 and the fact that the spectrum of S k+2 a k u is contained in the ball fj j 2 k+4 g. For = 0 the proof is much more delicate. This is a classical result in harmonic analysis which can be found for instance in CM] . 2) For xed t, one has for 0,
The proof for < 0 is easy, using that kS k?3 u k ak L 2 P j k?3 k j uk L 2 k k ak L 1 and the fact that the spectrum of S k+2 a k u is contained in the annulus f2 k?2 j j 2 k+2 g. 
Since the spectrum of S k+2 a k u is contained in f2 k?2 j j 2 k+2 g, this implies that k (u; a)(t)k B ? =2
Therefore, using that 1=r = =2, This estimate also holds for the extended de nition of (u; a), since the space in the left hand side is a dual and (5.22) provides uniform estimates for approximations of a and u. For the second term, use the relation 1=p + 1=2 = 1=q to nd
Since the spectrum of S k?3 u k a is contained in f2 k?2 j j 2 k+2 g, this shows that k (u; @ t a)(t)k B 0 q;2
p;2 and, using that 1=s ? 1=r = 1=2, 
If f 2 C 0 ( 0; T]; L 2 ) and @ t f 2 L 1 ( 0; T]; L 2 ), then, using the fundamental solution (5.13) and integrating by parts as in the proof of Lemma 5.2, one obtains
2) One has
Using the Sobolev inequality kuk L 6 Ck@ x uk L 2 , one also has
3) Let K denote the operator v 7 ! u, where u is the solution of (5.8) with source term f = av and vanishing initial data. The estimates above show that K maps C 0 ( 0; T]; H 1 )\ C 1 ( 0; T]; L 2 ) into itself and
where C only depends on a.
4) The rst two steps imply that the solution of (5.8) with source term g and initial data u 0 , belongs to C 0 ( 0; T]; H 1 ) \ C 1 ( 0; T]; L 2 ). The third step implies that the Picard's iterate converge in C 0 ( 0; T]; H 1 ) \ C 1 ( 0; T]; L 2 ), proving that the unique solution to (5.2) also belongs to C 0 ( 0; T]; H 1 ) \ C 1 ( 0; T]; L 2 ). The proof of Theorem 2.7 is now complete.
Uniqueness and L 2 -stability of the H curl solution
In this section we prove Theorem 2.8. It follows from a stronger result on the stability of nite energy solutions U such that curl E and curl H belong to C 0 ? 0; +1 ; L 2 (R 3 ) .
Before stating the result, we make a few remarks.
Consider two nite energy solutions U and U on T . Then U = U ? U satis es 
proving that U is the unique nite energy solution with initial data U(0). The uniqueness of bounded solutions of semilinear equations is well known. Here, we have a-priori bounds of the L 1 norms of M and M. The interesting point is that (6.2) involves only H. The main goal of this section is to weaken condition (6.2). The price is a weaker conclusion : we loose the Lipschitz dependence of U on U(0). The main ingredient is to obtain a substitute for the L 1 estimate (6.2).
Lemma 6.2 There is a constant C such that for all e, there is H 2 L 1 ( T ) and functions 2 L 2 ( 0; T]), 2 L 1 ( 0; T]) such that for all t 2 0; T]
Proof. Using (2.13) we write H = H ? ? M k and study each term separately.
1) The operator P k maps L p in L p for all nite p, with norm less or equal to C 0 p, with C 0 independent of p (see St] for instance). Therefore, for all p 2 2; +1 ,
De ne M k (t; x) = M k (t; x) when j M k (t; x)j C ln and M k (t; x) = 0 otherwise. Then 
The proof is delayed until section 8. A similar idea would be to estimate the constant C 
With the obvious estimate j Mj jMj + j Mj 2R, this implies that
for some C that depends only on k M(0)k L 2 \L 1, R and kcurl Hk C 0 ? 0;T];H 1 (R 3 ) . Introduce
The energy estimate for (6.1) together with (6.10) yields shown that there are constant T 1 > 0, C 2 and such that, if (0) 1=e, then for t T 1 : (6:14) (t) C 2 (0) (t) : If C 2 (0) (T 1 ) 1=e, one can apply (6.14) to the Cauchy problem with initial time T 1 and prove that (6.14) with another constant C 2 holds on T 1 ; 2T 1 ]. By induction this implies that for (0) small enough, the estimate (6.4) follows.
Global smooth solutions
In this section, we prove Theorem 2.9. We therefore assume that F satis es Assumption 2.1 and in particular that F in in nitely smooth. Classical results for the semilinear Cauchy problem in R 1+3 with initial data U 0 in H s , s 2, say that there exists a unique maximal solution U 2 C 0 ( 0; T ; H s ) of (1.2) satisfying U(0) = U 0 . Moreover, if T < 1, then kU(t)k L 1 ! 1, and hence kU(t)k H 2 ! 1 as t ! T. Therefore, Theorem 2.9 is a consequence of the following a priori estimate. Let @U denote any x-derivative of U. Di erentiating twice the equations for U leads to a system for U, @U and @ 2 U which reads (7:1) LU = f 0 ; L@U = f 1 ; L@ 2 U = f 2 :
The nonlinear part of f i ; i = 1; 2 involve the rst and second order derivatives of F with respect to m. Assumption 2.1, the chain rule and the uniform bound (2.6) for M immediately yield the following pointwise estimates which hold almost everywhere on T : In order to apply the energy estimate for the large system (7.1) we need to bound from above the L 2 -norms of the f i (t) by some functions of n 2 (t). The linear terms in (7.2) are trivially bounded by n 2 (t) and it remains is to control the quadratic and cubic terms. The key is to obtain bounds for the L 
Therefore, (7.2) implies that 
Therefore, the energy estimates for the large system (7.1) implies that
Because the function n 7 ! n + n + n ln + (n) + n 2 p is positive and increasing in n the same inequality is true for n 2 (t) = sup 0 s t kU(t)k H 2 : (7:13) n 2 (t) n 2 (0) + C To complete the proof of Proposition 7.1 consider T 1 < T and choose such that p = n 2 (T 1 ) so that inequality (7.14) implies for 0 t T 1 :
(7:15) n 2 (t) (t) := n 2 (0) + C Z t 0 (2 + (s))n 2 (s) + n 2 (s) ln + n 2 (s) ds:
The function (t) is absolutely continuous on 0; T 1 ] and its derivative is (7:16) 0 (t) = C ? 2 + (t) + ln + n 2 (t) n 2 (t) C ? 2 + (t) + ln + (t) (t):
In (7.13) and (7.15) one can increase n 2 (0) and therefore assume that n 2 (0) > 1, so that (t) > 1. Then the function ln is absolutely continuous and its derivative is Take t = T 1 in this estimate. Using (7.14) and recalling the choice = n 2 (T 1 ) 2 , (7.15) and (7.18) imply (7:18) ln n 2 (T 1 ) ln (T 1 ) e CT ln n 2 (0) + e CT C 1 p 2T ln n 2 (T 1 ): Therefore (7:19) ln n 2 (T 1 ) 2 e CT ln n 2 (0) + 2Te 2CT C 2 1 and Proposition 7.1 follows.
Limit Srichartz-type estimates
In this section we prove Proposition 6.3. Recall that the space dimension is equal to 3. The proof follows the methods in GV] or LS], but we give the details to obtain the sharp bound p ln(1 + T).
Consider v 2 C 1 (R; S(R 3 )) such that Proof. We consider rst the case = 1. The general case follows using dilations. It follows that (8:9) (2 ) 3 K ( ; ; z) = 1 2 M( ? ; z) M(2t ? ? ; z) : In order to apply Schur's Lemma to (8.4) and (8.6), we need sharp bounds for sup z jK ( ; ; z)j, hence, in view of (8.9), of sup z jM( ; z)j. From (8.8) Proof of Proposition 6.3. Consider f 2 C 1 (R; S(R 3 )), u 0 2 S(R 3 ) and u 1 2 S(R 3 ). Let u 2 L 1 loc (R + ; L 2 (R 3 ) denote the solution to (8:19) u = f ; u jt=0 = u 0 ; @ t u jt=0 = u 1 :
Recall from (2.9) that S = '( ?1 D x ) where ' 2 C 1 0 (R 3 )) is real, equal to 1 on j j 1 and is supported in j j 2. We show now there is a constant C, depending on ' but not on T and u, such that 
