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THE RESURGENCE PROPERTIES OF
THE INCOMPLETE GAMMA FUNCTION I
GERGO˝ NEMES
Abstract. In this paper we derive new representations for the incomplete gamma function,
exploiting the reformulation of the method of steepest descents by C. J. Howls (Howls, Proc.
R. Soc. Lond. A 439 (1992) 373–396). Using these representations, we obtain a number
of properties of the asymptotic expansions of the incomplete gamma function with large ar-
guments, including explicit and realistic error bounds, asymptotics for the late coefficients,
exponentially improved asymptotic expansions, and the smooth transition of the Stokes dis-
continuities.
1. Introduction and main results
It is known that, as a → ∞ in the sector |arg a| ≤ 3π2 − δ < 3π2 , for any 0 < δ ≤ 3π2 , the
incomplete gamma function has the following asymptotic expansion
(1.1) Γ (a, z) ∼ zae−z
∞∑
n=0
(−a)n bn (λ)
(z − a)2n+1 ,
with z = λa, λ > 1 (see, e.g., [13, 8.11.iii] and [18]). For this series to be an asymptotic series
in Poincare´’s sense, it has to be assumed that (λ− 1)−1 = o
(
|a| 12
)
. The coefficients bn (λ) are
polynomials in λ of degree n, the first few being
b0 (λ) = 1, b1 (λ) = λ, b2 (λ) = 2λ
2 + λ, b3 (λ) = 6λ
3 + 8λ2 + λ.
When λ = 1, we have the alternative expansion
(1.2) Γ (z, z) ∼
√
pi
2
zz−
1
2 e−z
∞∑
n=0
an
z
n
2
,
as z → ∞ in the sector |arg z| ≤ pi − δ < pi, for any 0 < δ ≤ pi [13, 8.11.E12]. Note that
this asymptotic series is not the limiting case λ → 1 + 0 of the expansion (1.1). The first few
coefficients an are as follows
a0 = 1, a1 = −1
3
√
2
pi
, a2 =
1
12
, a3 = − 4
135
√
2
pi
, a4 =
1
288
.
It will turn out later in this paper that the asymptotic series (1.2) is actually valid in the much
wider region |arg z| ≤ 2pi − δ < 2pi, for any 0 < δ ≤ 2pi (see the end of Subsection 5.3).
Asymptotic series for the coefficients bn (λ) and an were established by Dingle [7, p. 161 and
p. 164]. He also gave re-expansions of the remainder terms leading to exponentially improved
versions of the asymptotic series (1.1) and (1.2) [7, pp. 463–464]. Nevertheless, the derivation of
his results is based on interpretative, rather than rigorous, methods.
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The aim of this paper is to establish new resurgence-type integral representations for the
functions Γ (a, z) and Γ (z, z). Our derivation is based on the reformulation of the method of
steepest descents by Howls [8], and on the following integral representation (see, e.g., [13, 8.6.E7])
(1.3) Γ (a, z) = za
∫ +∞
0
exp
(
at− zet) dt for ℜ (z) > 0.
The resurgence has to be understood in the sense of Berry and Howls [3], meaning that the
function (or a closely related function) reappears in the remainder of its own asymptotic se-
ries. Using these representations, we obtain several new properties of the expansions (1.1) and
(1.2), including explicit and numerically computable error bounds, asymptotics for the late coef-
ficients, exponentially improved asymptotic expansions, and the smooth transition of the Stokes
discontinuities. Our analysis also provides a rigorous treatment of Dingle’s formal results.
In our resurgence-type formulas, the function that makes its appearance in the remainder
terms, is the scaled gamma function. This function is defined in terms of the classical gamma
function as
Γ∗ (z) =
Γ (z)√
2pizz−
1
2 e−z
,
for |arg z| < pi.
Our first theorem describes the resurgence properties of the asymptotic expansion (1.1).
Throughout this paper, empty sums are taken to be zero.
Theorem 1.1. Let λ > 1 be a fixed real number such that z = λa, and let N be a non-negative
integer. Then
(1.4) Γ (a, z) = zae−z
(
N−1∑
n=0
(−a)n bn (λ)
(z − a)2n+1 +RN (a, λ)
)
for |arg a| < pi, with
bn (λ) = (−1)n (λ− 1)n
[
dn
dtn
(
(λ− 1) t
λet − t− λ
)n+1]
t=0
=
(λ− 1)2n+1√
2pi
∫ +∞
0
tn−
1
2 e−t(λ−log λ−1)
Γ∗ (t)
dt
(1.5)
and
(1.6) RN (a, λ) =
(−a)N
(z − a)2N+1
(λ− 1)2N+1√
2pi
∫ +∞
0
tN−
1
2 e−t(λ−log λ−1)
1 + t/a
dt
Γ∗ (t)
.
In the important paper [4], Boyd gave the following resurgence formulas for the scaled gamma
function and its reciprocal (see also [12]):
(1.7) Γ∗ (z) =
N−1∑
n=0
a2n
zn
+MN (z) and
1
Γ∗ (z)
=
N−1∑
n=0
(−1)n a2n
zn
+ M˜N (z) ,
for |arg z| < π2 and N ≥ 1, with
(1.8) MN (z) =
1
2pii
iN
zN
∫ +∞
0
tN−1e−2πtΓ∗ (it)
1− it/z dt−
1
2pii
(−i)N
zN
∫ +∞
0
tN−1e−2πtΓ∗ (−it)
1 + it/z
dt
and
(1.9) M˜N (z) =
1
2pii
(−i)N
zN
∫ +∞
0
tN−1e−2πtΓ∗ (it)
1 + it/z
dt− 1
2pii
iN
zN
∫ +∞
0
tN−1e−2πtΓ∗ (−it)
1− it/z dt.
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Here the coefficients a2n are the same as those appearing in (1.2). These representations of the
scaled gamma function and its reciprocal will play an important role in later sections of this
paper. We will also use the fact that MN (z) , M˜N (z) = O
(
|z|−N
)
as z → ∞ in the sector
|arg z| ≤ pi − δ < pi, for any fixed 0 < δ ≤ pi.
Applying the connection formulas
(1.10) Γ
(
ae2πim, ze2πim
)
= Γ
(
a, ze2πim
)
= e2πimaΓ (a, z) +
(
1− e2πima)Γ (a) ,
(1.11) Γ∗ (z) =
1
1− e±2πiz
1
Γ∗ (ze∓πi)
and Γ∗ (z) = −e±2πizΓ∗ (ze±2πi) ,
and the resurgence formulas (1.4), (1.6), (1.7)–(1.9), we can derive analogous representations for
Γ (a, z) in sectors of the form
(2m− 1)pi < arg a < (2m+ 1)pi, m ∈ Z.
The lines arg a = (2m+ 1)pi (m ∈ Z) are the Stokes lines for the asymptotic series (1.1).
The second theorem provides a resurgence formula for Γ (z, z).
Theorem 1.2. For any integer N ≥ 2, we have
Γ (z, z) =
√
pi
2
zz−
1
2 e−z
(
N−1∑
n=0
an
z
n
2
+RN (z)
)
for |arg z| < 3π2 , with
an =
1
2
n
2 Γ
(
n
2 + 1
) [ dn
dtn
(
1
2
t2
et − t− 1
)n+1
2
]
t=0
=
e−
3
4nπi
2pii
∫ +∞
0
t
n
2−1e−2πtΓ∗ (it) dt− e
3
4nπi
2pii
∫ +∞
0
t
n
2−1e−2πtΓ∗ (−it) dt,
(1.12)
where the second representation is true only for n ≥ 2. The remainder term RN (z) is given by
(1.13)
RN (z) =
e−
3
4Nπi
2piiz
N
2
∫ +∞
0
t
N
2 −1e−2πt
1− e− 3pii4 (t/z) 12
Γ∗ (it) dt− e
3
4Nπi
2piiz
N
2
∫ +∞
0
t
N
2 −1e−2πt
1− e 3pii4 (t/z) 12
Γ∗ (−it) dt.
The square roots are defined to be positive on the positive real line and are defined by analytic
continuation elsewhere.
Again, this resurgence formula can be extended to other sectors of the complex plane like the
one in Theorem 1.1. (One has to replace a by z in the continuation formulas given above.) In
this case, the Stokes lines are given by arg z =
(
2m+ 32
)
pi for any integer m.
In Section 3, we will show how to obtain numerically computable bounds for the remainder
terms RN (a, λ) and RN (z) using their explicit forms given in Theorems 1.1 and 1.2. To our
knowledge no simple, explicit error bounds for the asymptotic series (1.1) and (1.2) exist in the
literature. Some other formulas for the coefficients bn (λ) and an can be found in Appendix A.
In the following theorems, we give exponentially improved versions of the asymptotic expan-
sions (1.1) and (1.2). These expansions can be viewed as the mathematically rigorous forms
of the terminated expansions of Dingle [7, pp. 463–464]. In these theorems, we truncate the
asymptotic series (1.1) and (1.2) at about their least terms and re-expand the remainders into
new asymptotic expansions. The resulting exponentially improved asymptotic series are valid in
larger regions than the original expansions. The terms in these new series involve the terminant
function T̂p (w), which allows the smooth transition through the Stokes lines. For the definition
and basic properties of the terminant function, see Section 5. Throughout this paper, we use
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subscripts in the O notations to indicate the dependence of the implied constant on certain
parameters. In Theorem 1.3, RN (a, λ) is extended to a wider region using analytic continuation.
Theorem 1.3. Let K be an arbitrary fixed non-negative integer, and let λ > 1 be a fixed real
number. Suppose that |arg a| ≤ 2pi − δ < 2pi with an arbitrary fixed small positive δ, |a| is large
and N = |a| (λ− logλ− 1) + ρ with ρ being bounded. Then
(1.14) RN (a, λ) = e
a(λ−log λ−1)
√
2pi
a
K−1∑
k=0
a2k
ak
T̂N−k+ 12 (a (λ− logλ− 1)) +RN,K (a, λ) ,
where
RN,K (a, λ) = OK,ρ
(
e−|a|(λ−log λ−1)
|a|K+ 12
)
for |arg a| ≤ pi;
RN,K (a, λ) = OK,ρ,δ
(
eℜ(a)(λ−log λ−1)
|a|K+ 12
)
for pi ≤ |arg a| < 2pi − δ.
Theorem 1.4. Define RN,M (z) by
(1.15) Γ (z, z) =
√
pi
2
zz−
1
2 e−z
(
N−1∑
n=0
a2n
zn
+
M−1∑
m=0
a2m+1
zm+
1
2
+RN,M (z)
)
.
Suppose that |arg z| ≤ 3pi − δ < 3pi with an arbitrary fixed small positive δ, |z| is large and
N = 2pi |z|+ ρ, M = 2pi |z|+ σ with ρ and σ being bounded. Then
RN,M (z) = e
2πiz
K−1∑
k=0
a2k
zk
T̂N−k (2piiz)− e−2πiz
K−1∑
k=0
a2k
zk
T̂N−k (−2piiz)
− e2πiz
L−1∑
ℓ=0
a2ℓ
zℓ
T̂M−ℓ+ 12 (2piiz)− e
−2πiz
L−1∑
ℓ=0
a2ℓ
zℓ
T̂M−ℓ+ 12 (−2piiz)
+RN,M,K,L (z) ,
(1.16)
where K and L are arbitrary fixed non-negative integers, and
(1.17) RN,M,K,L (z) = OK,ρ
(
e−2π|z|
|z|K
)
+OL,σ
(
e−2π|z|
|z|L
)
for |arg z| ≤ π2 ;
(1.18) RN,M,K,L (z) = OK,ρ
(
e∓2πℑ(z)
|z|K
)
+OL,σ
(
e∓2πℑ(z)
|z|L
)
for π2 ≤ ± arg z ≤ 3π2 ;
RN,M,K,L (z) = OK,ρ,δ
(
|sin (2piz)|
|z|K
)
+OL,σ,δ
(
|cos (2piz)|
|z|L
)
for 3π2 ≤ |arg z| ≤ 3pi− δ. Moreover, if K = L, then the bound (1.17) remains valid in the larger
sector |arg z| ≤ 3π2 , and the estimate (1.18) holds in the sectors 3π2 ≤ ∓ arg z ≤ 3pi − δ with an
implied constant that also depends on δ.
While proving Theorems 1.3 and 1.4 in Section 5, we also obtain the following explicit bounds
for the remainders in (1.14) and (1.15).
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Theorem 1.5. For any integers 2 ≤ K ≤ N , define the remainder RN,K (a, λ) by (1.14). Then
we have
|RN,K (a, λ)| ≤
∣∣∣∣∣
√
2pi
a
ea(λ−log λ−1)T̂N−K+ 12 (a (λ− logλ− 1))
∣∣∣∣∣ (1 + ζ (K)) Γ (K)(2pi)K+1 |a|K
+
(1 + ζ (K)) Γ (K) Γ
(
N −K + 12
)
(2pi)
K+ 32 |a|N+1 (λ− logλ− 1)N−K+ 12
,
provided that |arg a| ≤ pi.
Theorem 1.6. For any integers 2 ≤ K < N and 2 ≤ L ≤M , define the remainder RN,M,K,L (z)
by (1.15). Then we have
|RN,M,K,L (z)| ≤
(
2
√
K + 1
)(∣∣∣e2πiz T̂N−K (2piiz)∣∣∣+ ∣∣∣e−2πizT̂N−K (−2piiz)∣∣∣) ζ (K) Γ (K)
(2pi)
K+1 |z|K
+ (6K + 2)
Γ (N −K) ζ (K) Γ (K)
(2pi)
N+2 |z|N
+
(
2
√
L+ 1
)(∣∣∣e2πizT̂M−L+ 12 (2piiz)∣∣∣+ ∣∣∣e−2πizT̂M−L+ 12 (−2piiz)∣∣∣) ζ (L) Γ (L)(2pi)L+1 |z|L
+ (6L+ 2)
Γ
(
M − L+ 12
)
ζ (L) Γ (L)
(2pi)M+
5
2 |z|M+ 12
,
as long as |arg z| ≤ π2 .
The rest of the paper is organised as follows. In Section 2, we prove the resurgence formulas
stated in Theorems 1.1 and 1.2. In Section 3, we give explicit and numerically computable error
bounds for the asymptotic series (1.1) and (1.2) using the results of Section 2. In Section 4,
asymptotic approximations for the coefficients bn (λ) and an are given. In Section 5, we prove
the exponentially improved expansions presented in Theorems 1.3 and 1.4 and the error bounds
given in Theorems 1.5 and 1.6, and provide a detailed discussion of the Stokes phenomenon
related to the expansions (1.1) and (1.2).
2. Proofs of the resurgence formulas
If z = λa, with λ ≥ 1 fixed, then (1.3) becomes
(2.1) Γ (a, z) = zae−z
∫ +∞
0
exp
(−a (λet − t− λ)) dt,
provided that ℜ (a) > 0. The analysis is significantly different according to whether λ > 1 or
λ = 1. The saddle points of the integrand are the roots of the equation λet − 1 = 0. Hence,
the saddle points are given by t(k) = − logλ+ 2piik where k is an arbitrary integer. We denote
by C (k) (θ) the portion of the steepest paths that pass through the saddle point t(k). Here, and
subsequently, we write θ = arg a. As for the path of integration P (θ) in (2.1), we take that
connected component of {
t ∈ C : arg [eiθ (λet − t− λ)] = 0} ,
which is the positive real axis for θ = 0 and is the continuous deformation of the positive real
axis as θ varies. If λ = 1, the path P (θ) is part of the contour C (0) (θ).
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2.1. Case (i): λ > 1. Let f (t, λ) = λet − t− λ for some fixed λ > 1. Hence, we can write (2.1)
as
Γ (a, z) = zae−z
∫ +∞
0
e−af(t,λ)dt
for any ℜ (a) > 0. For simplicity, we assume that a > 0. In due course, we shall appeal to an
analytic continuation argument to extend our results to complex a. If
(2.2) τ = f (t, λ) ,
then τ is real on the curve P (0), and, as t travels along this curve from 0 to +∞, τ increases
from 0 to +∞. Therefore, corresponding to each positive value of τ , there is a value of t, say
t (τ), satisfying (2.2) with t (τ) > 0. In terms of τ , we have
Γ (a, z) = zae−z
∫ +∞
0
e−aτ
dt
dτ
dτ = zae−z
∫ +∞
0
e−aτ
f ′ (t (τ) , λ)
dτ .
Following Howls, we express the function involving t (τ) as a contour integral using the residue
theorem, to find
Γ (a, z) = zae−z
∫ +∞
0
e−aτ
1
2pii
∮
Γ
f−1 (u, λ)
1− τf−1 (u, λ)dudτ ,
where the contour Γ encircles the path P (0) in the positive direction and does not enclose any of
the saddle points t(k) (see Figure 1). Now, we employ the well-known expression for non-negative
integer N
(2.3)
1
1− x =
N−1∑
n=0
xn +
xN
1− x, x 6= 1,
to expand the function under the contour integral in powers of τf−1 (u, λ). The result is
Γ (a, z) = zae−z
(
N−1∑
n=0
∫ +∞
0
τne−aτ
1
2pii
∮
Γ
du
fn+1 (u, λ)
dτ +RN (a, λ)
)
where
(2.4) RN (a, λ) =
∫ +∞
0
τNe−aτ
1
2pii
∮
Γ
f−N−1 (u, λ)
1− τf−1 (u, λ)dudτ .
The path Γ in the sum can be shrunk into a small circle around 0, and we arrive at
(2.5) Γ (a, z) = zae−z
(
N−1∑
n=0
(−a)n bn (λ)
(z − a)2n+1 +RN (a, λ)
)
,
where
bn (λ) = (−1)n (λ− 1)
2n+1
Γ (n+ 1)
2pii
∮
(0+)
du
fn+1 (u, λ)
= (−1)n (λ− 1)n
[
dn
dtn
(
(λ− 1) t
λet − t− λ
)n+1]
t=0
.
Performing the change of variable aτ = s in (2.4) yields
(2.6)
RN (a, λ) =
(−a)N
(z − a)2N+1
(−1)N (λ− 1)2N+1
∫ +∞
0
sNe−s
1
2pii
∮
Γ
f−N−1 (u, λ)
1− (s/a) f−1 (u, λ)duds.
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Γ
P(0)
Figure 1. The contour Γ encircling the path P (0).
This representation of RN (a, λ) and the formula (2.5) can be continued analytically if we choose
Γ = Γ (θ) to be an infinite contour that surrounds the path P (θ) in the anti-clockwise direction
and that does not encircle any of the saddle points t(k). This continuation argument works until
the path P (θ) runs into a saddle point. In the terminology of Howls, such saddle points are
called adjacent to the endpoint 0. In our case, when θ = ±pi, the path P (θ) connects to the
saddle point t(0) = − logλ. This is the adjacent saddle. The set
∆ = {u ∈ P (θ) : −pi < θ < pi}
forms a domain in the complex plane whose boundary is a steepest descent path through the
adjacent saddle (see Figure 2). This path is C (0) (pi), and it is called the adjacent contour to the
endpoint 0. For N ≥ 0 and fixed a, the function under the contour integral in (2.6) is an analytic
function of u in the domain ∆ excluding P (θ), therefore we can deform Γ over the adjacent
contour. We thus find that for −pi < θ < pi and N ≥ 0, (2.6) may be written
(2.7)
RN (a, λ) =
(−a)N
(z − a)2N+1
(−1)N (λ− 1)2N+1
∫ +∞
0
sNe−s
1
2pii
∫
C (0)(π)
f−N−1 (u, λ)
1− (s/a) f−1 (u, λ)duds.
Now we make the change of variable
s = t
|f (− logλ, λ)− f (0, λ)|
f (− logλ, λ)− f (0, λ) f (u, λ) = −tf (u, λ) .
Clearly, by the definition of the adjacent contour, t is positive. The quantity f (− logλ, λ) −
f (0, λ) = 1 + logλ − λ was essentially called a “singulant” by Dingle [7, p. 147]. With this
change of variable, the representation (2.7) for RN (a, λ) becomes
(2.8) RN (a, λ) =
(−a)N
(z − a)2N+1
(λ− 1)2N+1
∫ +∞
0
tN
1 + t/a
−1
2pii
∫
C (0)(π)
etf(u,λ)dudt,
for −pi < θ < pi and N ≥ 0. To evaluate the contour integral, we proceed as follows. We
substitute u = −v − logλ and revert the orientation of the resulting path of integration, to get
(2.9)
−1
2pii
∫
C (0)(π)
etf(u,λ)du = −e
−t(λ−log λ−1)
2pii
∫
H
et(e
−v+v−1)dv.
The path H of integration is shown in Figure 3. Using Hankel’s formula [13, 5.9.E2] for the
reciprocal of the gamma function, we find
1
Γ (t)
=
t
Γ (t+ 1)
=
t
2pii
∫ (0+)
−∞
ess−t−1ds = − t
1−tet
2pii
∫ (0+)
−∞
et(e
−v+v−1)dv = − t
1−tet
2pii
∫
H
et(e
−v+v−1)dv,
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(iv)
(i)
(ii)
(iii)
(v)
(vi)
(vii)
t(0)
C
(0) (pi)
Figure 2. The path P (θ) emanating from the origin when (i) θ = 0, (ii)
θ = −π2 , (iii) θ = − 2π3 , (iv) θ = − 9π10 , (v) θ = π2 , (vi) θ = 2π3 and (vii) θ = 9π10 .
The path C (0) (pi) is the adjacent contour to 0. The domain ∆ comprises all
points inside this path.
H
−pii
pii
Figure 3. The path H of integration in (2.9).
where we have substituted s = te−v and have used the fact that, by Cauchy’s theorem, the paths
of integration can be deformed. Combining this expression with (2.9) and using the definition of
the scaled gamma function, we obtain
−1
2pii
∫
C (0)(π)
etf(u,λ)du =
1√
2pi
t−
1
2 e−t(λ−log λ−1)
1
Γ∗ (t)
.
Substitution into (2.8) then yields the desired result (1.6). To prove the second representation
in (1.5), we apply (1.6) for the right-hand side of
(2.10) bn (λ) =
(z − a)2n+1
(−a)n (Rn (a, λ)−Rn+1 (a, λ)) .
2.2. Case (ii): λ = 1. Let f (t) = et − t− 1. Hence, we can write (2.1) as
Γ (z, z) = zze−z
∫ +∞
0
e−zf(t)dt
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for any ℜ (z) > 0. For simplicity, we assume that z > 0. In due course, we shall appeal to an
analytic continuation argument to extend our results to complex z. If
(2.11) τ = f (t) ,
then τ is real on the curve P (0), and, as t travels along this curve from 0 to +∞, τ increases
from 0 to +∞. Therefore, corresponding to each positive value of τ , there is a value of t, say
t (τ), satisfying (2.11) with t (τ) > 0. In terms of τ , we have
Γ (z, z) = zze−z
∫ +∞
0
e−zτ
dt
dτ
dτ = zze−z
∫ +∞
0
e−zτ
f ′ (t (τ))
dτ .
As in the first case, we express the function involving t (τ) as a contour integral using the residue
theorem, to obtain
Γ (z, z) = lim
T→+∞
zze−z
2
∫ T
0
τ−
1
2 e−zτ
1
2pii
∮
Γ
f−
1
2 (u)
1− τ 12 f− 12 (u)dudτ,
where the contour Γ = Γ (τ) encircles t (τ) in the anti-clockwise direction and does not enclose
any of the saddle points t(k) 6= t(0). The square root is defined so that f 12 (t) is positive on
the path P (0). Next we apply the expression (2.3) to expand the function under the contour
integral in powers of τ
1
2 f−
1
2 (u). The result is
Γ (z, z) =
√
pi
2
zz−
1
2 e−z
(√
z
2pi
N−1∑
n=0
∫ +∞
0
τ
n−1
2 e−zτ
1
2pii
∮
Γ
du
f
n+1
2 (u)
dτ +RN (z)
)
for N ≥ 2, where
(2.12) RN (z) =
√
z
2pi
∫ +∞
0
τ
N−1
2 e−zτ
1
2pii
∮
Γ
f−
N+1
2 (u)
1− τ 12 f− 12 (u)dudτ ,
and the contour Γ can be taken to be a path that encloses P (0) and has positive orientation (cf.
Figure 1). The omission of the limiting process is justified by the convergence of the integral for
N ≥ 2. The path Γ in the sum can be shrunk into a small circle around t(0) = 0, and we arrive
at
Γ (z, z) =
√
pi
2
zz−
1
2 e−z
(
N−1∑
n=0
an
z
n
2
+RN (z)
)
where
an =
Γ
(
n+1
2
)
√
2pi
1
2pii
∮
(0+)
du
f
n+1
2 (u)
=
1
2
n
2 Γ
(
n
2 + 1
) [ dn
dtn
(
1
2
t2
et − t− 1
)n+1
2
]
t=0
.
Applying the change of variable zτ = s in (2.12) gives
(2.13) RN (z) =
1√
2piz
N
2
∫ +∞
0
s
N−1
2 e−s
1
2pii
∮
Γ
f−
N+1
2 (u)
1− (s/z) 12 f− 12 (u)
duds.
As in the first case, we need to locate the adjacent saddle points. When θ = − 3π2 , the path
P (θ) connects to the saddle point t(1) = 2pii. Similarly, when θ = 3π2 , the path P (θ) connects
to the saddle point t(−1) = −2pii. Therefore, the adjacent saddles are t(±1). The set
∆ =
{
u ∈ P (θ) : −3pi
2
< θ <
3pi
2
}
forms a domain in the complex plane whose boundary contains portions of steepest descent
paths through the adjacent saddles (see Figure 4). These paths are C (1)
(−π2 ) and C (−1) (π2 ),
10 G. NEMES
C (1)
(−π2 )
C
(−1) (π
2
)
(i)
(ii)
(iii)
(iv)
(v)
(vi)
(vii)
t(−1)
t(0)
t(1)
Figure 4. The path P (θ) emanating from the saddle point t(0) when (i) θ = 0,
(ii) θ = −pi, (iii) θ = − 4π3 , (iv) θ = − 59π40 , (v) θ = pi, (vi) θ = 4π3 and (vii)
θ = 59π40 . The paths C
(1)
(−π2 ) and C (−1) (π2 ) are the adjacent contours to 0.
the adjacent contours to the saddle point t(0). For N ≥ 2 and fixed z, the function under the
contour integral in (2.13) is an analytic function of u in the domain ∆ (and in the right-half
plane) excluding P (θ), therefore we can deform Γ over the adjacent contours. We thus find that
for − 3π2 < θ < 3π2 and N ≥ 2, (2.13) may be written
RN (z) =
1√
2piz
N
2
∫ +∞
0
s
N−1
2 e−s
1
2pii
∫
C (1)(−pi2 )
f−
N+1
2 (u)
1− (s/z) 12 f− 12 (u)
duds
+
1√
2piz
N
2
∫ +∞
0
s
N−1
2 e−s
1
2pii
∫
C (−1)(pi2 )
f−
N+1
2 (u)
1− (s/z) 12 f− 12 (u)
duds.
(2.14)
Now we perform the changes of variable
s = t
|f (2pii)|
f (2pii)
f (u) = itf (u)
in the first, and
s = t
|f (−2pii)|
f (−2pii) f (u) = −itf (u)
in the second double integral. By the definition of the steepest descent paths, t is positive. In
this case, Dingle’s singulants are f (±2pii) = ∓2pii. When using these changes of variable, we
should take i
1
2 = e−
3pii
4 in the first, and (−i) 12 = e 3pii4 in the second double integral. With these
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changes of variable, the representation (2.14) for RN (z) becomes
RN (z) =
e−
3pi
4 (N+1)i√
2piz
N
2
∫ +∞
0
t
N−1
2
1− e− 3pii4 (t/z) 12
1
2pii
∫
C (1)(−pi2 )
e−itf(u)dudt
+
e
3pi
4 (N+1)i√
2piz
N
2
∫ +∞
0
t
N−1
2
1− e 3pii4 (t/z) 12
1
2pii
∫
C (−1)(pi2 )
eitf(u)dudt,
(2.15)
for − 3π2 < θ < 3π2 and N ≥ 2. The contour integrals can themselves be represented in terms of
the scaled gamma function since
∫
C (1)(−pi2 )
e−itf(u)du = −
∫
C (0)(−pi2 )
e−itf(u+2πi)du
= −e−2πt
∫
C (0)(−pi2 )
e−itf(u)du = −e−2πt
√
2pi
it
Γ∗ (it) ,
and∫
C (−1)(pi2 )
eitf(u)du =
∫
C (0)( pi2 )
eitf(u−2πi)du
= e−2πt
∫
C (0)(pi2 )
eitf(u)du = e−2πt
√
2pi
−itΓ
∗ (−it) ,
where we should take i
1
2 = e
pi
4 i and (−i) 12 = e−pi4 i. Substituting these into (2.15) gives (1.13).
To prove the second representation in (1.12), we apply (1.13) for the right-hand side of
an = z
n+1
2 (Rn (z)−Rn+1 (z)) .
3. Error bounds for the asymptotic expansions of
the incomplete gamma function
3.1. Case (i): λ > 1. Our error analysis is based on the representation (2.7). Set u = x + iy.
Along the path C (0) (pi), we have
arg (f (− logλ, λ)− f (u, λ)) = 0,
which implies that
f (u, λ) = ℜ (f (u, λ)) = λex cos y − x− λ.
Therefore, along C (0) (pi), we have f (x+ iy, λ) = f (x− iy, λ). Denote by C (0)± (pi) the portions
of the steepest path C (0) (pi) that lie in the upper- and in the lower-half plane, respectively.
Using the previous observation and the fact that C (0) (pi) is symmetric with respect to the real
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axis (see Figure 2), we find∫
C (0)(π)
f−N−1 (u, λ)
1− (s/a) f−1 (u, λ)du
=
∫
C
(0)
+ (π)
f−N−1 (x+ iy, λ)
1− (s/a) f−1 (x+ iy, λ)d (x+ iy) +
∫
C
(0)
−
(π)
f−N−1 (x+ iy, λ)
1− (s/a) f−1 (x+ iy, λ)d (x+ iy)
= −
∫
C
(0)
−
(π)
f−N−1 (x− iy, λ)
1− (s/a) f−1 (x− iy, λ)d (x− iy) +
∫
C
(0)
−
(π)
f−N−1 (x+ iy, λ)
1− (s/a) f−1 (x+ iy, λ)d (x+ iy)
= −
∫
C
(0)
−
(π)
f−N−1 (x+ iy, λ)
1− (s/a) f−1 (x+ iy, λ)d (x− iy) +
∫
C
(0)
−
(π)
f−N−1 (x+ iy, λ)
1− (s/a) f−1 (x+ iy, λ)d (x+ iy)
= −2i
∫
C
(0)
−
(π)
f−N−1 (u, λ)
1− (s/a) f−1 (u, λ)d (−y).
Substitution into (2.7) then gives
(3.1)
RN (a, λ) =
(−a)N
(z − a)2N+1
(−1)N+1 (λ− 1)2N+1
∫ +∞
0
sNe−s
1
pi
∫
C
(0)
−
(π)
f−N−1 (u, λ)
1− (s/a) f−1 (u, λ)d (−y)ds.
By substituting this expression into the right-hand side of (2.10), we also have
(3.2) bN (λ) = (−1)N+1 (λ− 1)2N+1
∫ +∞
0
sNe−s
1
pi
∫
C
(0)
−
(π)
f−N−1 (u, λ) d (−y)ds.
Noting that f (u, λ) is negative and −y is positive and monotonically increasing along C (0)− (pi),
and that for s > 0 and u ∈ C (0)− (pi),
1
|1− (s/a) f−1 (u, λ)| =
1
|1 + (s/ |a|) |f−1 (u, λ)| e−iθ| ≤
{
|csc θ| if π2 < |θ| < pi,
1 if |θ| ≤ π2 ,
trivial estimation of (3.1) and the expression (3.2) yield the error bound
|RN (a, λ)| ≤
∣∣∣∣∣ (−a)N bN (λ)(z − a)2N+1
∣∣∣∣∣
{
|csc θ| if π2 < |θ| < pi,
1 if |θ| ≤ π2 .
Here, and subsequently we write arg a = θ. In addition, if a > 0 we have 0 < 1/
(
1− (s/a) f−1 (u, λ)) <
1 in (3.1), and the mean value theorem of integration shows that
RN (a, λ) =
(−a)N bN (λ)
(z − a)2N+1
Θ,
where 0 < Θ < 1 is a suitable number depending on a, λ and N .
Our bound for RN (a, λ) is unrealistic near the Stokes lines θ = ±pi due to the presence
of the factor csc θ. To derive an estimate which is realistic near and behind these lines, we
proceed as follows. Let 0 < ϕ < π2 be an acute angle that may depend on N and suppose that
π
2 + ϕ < θ < pi + ϕ. We rotate the path of integration in (3.1) by ϕ, to obtain the analytic
continuation of the representation RN (a, λ) to the sector
π
2 + ϕ < θ < pi + ϕ:
(3.3)
RN (a, λ) =
(−a)N
(z − a)2N+1
(−1)N+1 (λ− 1)2N+1
∫ +∞eiϕ
0
sNe−s
1
pi
∫
C
(0)
−
(π)
f−N−1 (u, λ)
1− (s/a) f−1 (u, λ)d (−y)ds.
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With this representation, the expansion (1.4) is well defined in the region π2 + ϕ < θ < pi + ϕ.
Simple estimation of (3.3) shows that
(3.4) |RN (a, λ)| ≤ csc (θ − ϕ)
cosN+1 ϕ
∣∣∣∣∣(−a)N bN (λ)(z − a)2N+1
∣∣∣∣∣ .
The minimisation of the factor csc (θ − ϕ) cos−N−1 ϕ as a function of ϕ can be done using a
lemma of Meijer [10, pp. 953–954]. In our case, Meijer’s lemma gives that the minimising value
ϕ = ϕ∗ in (3.4), is the unique solution of the equation
(3.5) (N + 2) cos (θ − 2ϕ∗) = N cos θ
that satisfies −pi + θ < ϕ∗ < π2 if pi ≤ θ < 3π2 , and 0 < ϕ∗ < −π2 + θ if π2 < θ < pi. With this
choice of ϕ, (3.4) provides an error bound for the range π2 < θ <
3π
2 .
To obtain the bound for the sector − 3π2 < θ < −π2 , we rotate the path of integration in (3.1)
by −π2 < ϕ < 0 and an argument similar to the above shows that
|RN (a, λ)| ≤ −csc (θ − ϕ
∗)
cosN+1 ϕ∗
∣∣∣∣∣ (−a)N bN (λ)(z − a)2N+1
∣∣∣∣∣ ,
where ϕ∗ is the unique solution of the equation (3.5), that satisfies −π2 < ϕ∗ < pi + θ if − 3π2 <
θ ≤ −pi, and θ + π2 < ϕ∗ < 0 if −pi < θ < −π2 .
We can make our bounds simpler if arg a is close to ±pi (i.e., close to the Stokes lines) as
follows. When arg a = pi, the minimising value ϕ∗ is given explicitly by
ϕ∗ = arctan
(
1√
N + 1
)
,
and therefore we have
csc (θ − ϕ∗)
cosN+1 ϕ∗
≤ csc (pi − ϕ
∗)
cosN+1 ϕ∗
=
(
1 +
1
N + 1
)N
2 +1√
N + 1 ≤
√
e
(
N +
3
2
)
,
as long as π2 + ϕ
∗ < θ ≤ pi. We also have√
e
(
N +
3
2
)
≥
√
3e
2
≥ csc θ,
for π2 < θ ≤ π2 + ϕ∗ ≤ π2 + arctan
(
1√
2
)
, therefore
(3.6) |RN (a, λ)| ≤
√
e
(
N +
3
2
) ∣∣∣∣∣ (−a)N bN (λ)(z − a)2N+1
∣∣∣∣∣ ,
provided that π2 < θ ≤ pi. A similar argument shows that this bound is also true when −pi ≤ θ <
−π2 . The appearance of the factor proportional to
√
N in this bound may give the impression
that this estimate is unrealistic for large N , but this is not the case. Applying the asymptotic
form of the coefficients bN (λ) (see Section 4), it can readily be shown that (3.6) implies
RN (a, λ) = O
( √
NΓ
(
N + 12
)
|a|N+1 (λ− logλ− 1)N+ 12
)
for large N . When the asymptotic series is truncated optimally, i.e., N ≈ |a| (λ− log λ− 1), we
find with the help of Stirling’s formula that the above estimate is equivalent to
RN (a, λ) = O
(
e−|a|(λ−log λ−1)
|a| 12
)
.
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Noting that RN (a, λ) = RN,0 (a, λ), this estimate is a special case of the exponentially improved
version, given in Theorem 1.3. Therefore, our bound is indeed realistic near the Stokes lines.
3.2. Case (ii): λ = 1. In this case, the argument of the previous subsection does not work,
since for u = x + iy ∈ C (±1) (∓π2 ), dx would appear in the analysis but x is not monotonic
along the steepest paths. Hence, we have to proceed in a different way. First we consider the
range |arg z| ≤ pi. From the reflection principle, it follows that Γ∗ (w) = Γ∗ (w), and in particular
Γ∗ (±it) = ℜΓ∗ (it)±ℑΓ∗ (it) for t > 0. Substituting this expression into (1.13) gives
R4N (z) =
(−1)N+1
piz2N
∫ +∞
0
t2N−1e−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) (−ℑΓ∗ (it)) dt
+
(−1)N+1√
2piz2N+
1
2
∫ +∞
0
t2N−
1
2 e−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) (ℜΓ∗ (it)−ℑΓ∗ (it)) dt,
(3.7)
R4N+1 (z) =
(−1)N+1√
2piz2N+
1
2
∫ +∞
0
t2N−
1
2 e−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) (ℜΓ∗ (it) + ℑΓ∗ (it)) dt
+
(−1)N
piz2N+1
∫ +∞
0
t2Ne−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) (−ℑΓ∗ (it)) dt,
(3.8)
R4N+2 (z) =
(−1)N
piz2N+1
∫ +∞
0
t2Ne−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
)ℜΓ∗ (it) dt
+
(−1)N√
2piz2N+
3
2
∫ +∞
0
t2N+
1
2 e−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) (ℜΓ∗ (it) + ℑΓ∗ (it)) dt
(3.9)
and
R4N+3 (z) =
(−1)N+1√
2piz2N+
3
2
∫ +∞
0
t2N+
1
2 e−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) (ℜΓ∗ (it)−ℑΓ∗ (it)) dt
+
(−1)N+1
piz2N+2
∫ +∞
0
t2N+1e−2πt(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
)ℜΓ∗ (it) dt,
(3.10)
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Here, and throughout this subsection, we assume that the indices are at least 2. Similar manip-
ulation of the second representation in (1.12) yields the formulas
a4N =
(−1)N+1
pi
∫ +∞
0
t2N−1e−2πt (−ℑΓ∗ (it)) dt,
a4N+1 =
(−1)N+1√
2pi
∫ +∞
0
t2N−
1
2 e−2πt (ℜΓ∗ (it) + ℑΓ∗ (it)) dt,(3.11)
a4N+2 =
(−1)N
pi
∫ +∞
0
t2Ne−2πtℜΓ∗ (it) dt,(3.12)
a4N+3 =
(−1)N+1√
2pi
∫ +∞
0
t2N+
1
2 e−2πt (ℜΓ∗ (it)−ℑΓ∗ (it)) dt.(3.13)
To proceed further, we need the following lemma.
Lemma 3.1. For any t > 0, the quantities ℜΓ∗ (it), −ℑΓ∗ (it), ℜΓ∗ (it) + ℑΓ∗ (it), ℜΓ∗ (it) −
ℑΓ∗ (it) are all non-negative.
Proof. It was shown in [12] that the quantities ℜΓ∗ (it), −ℑΓ∗ (it) are non-negative if t > 0.
This implies that ℜΓ∗ (it)−ℑΓ∗ (it) > 0 if t > 0. It remains to show that ℜΓ∗ (it) + ℑΓ∗ (it) is
non-negative if t > 0. Let 2Q (s) = s− ⌊s⌋ − (s− ⌊s⌋)2. In the paper [12] it was shown that
ℜΓ∗ (it) = |Γ∗ (it)| cos
(∫ +∞
0
2ts
(t2 + s2)
2Q (s) ds
)
,
ℑΓ∗ (it) = − |Γ∗ (it)| sin
(∫ +∞
0
2ts
(t2 + s2)2
Q (s) ds
)
,
whence
(3.14) ℜΓ∗ (it) + ℑΓ∗ (it) =
√
2 |Γ∗ (it)| cos
(
pi
4
+
∫ +∞
0
2ts
(t2 + s2)
2Q (s) ds
)
.
The following double inequality was proved in [12]
0 ≤
∫ +∞
0
2ts
(t2 + s2)
2Q (s) ds ≤
t
2
log
(
t2
t2 + 1
)
+
1
2
arctan
(
1
t
)
+
1
8
t
t2 + 1
,
for t > 0. Elementary analysis shows that the function on the right-hand side is a monotonically
decreasing function of t and its limits at t = +0 and t = +∞ are π4 and 0, respectively. Therefore
the argument of the cosine in (3.14) is always between π4 and
π
2 , which completes the proof. 
To derive our bounds we need some inequalities. For r > 0 and |ϑ| ≤ pi, it holds that
(3.15)
1∣∣∣(1− e−( 3pi4 +ϑ2 )ir)(1− e( 3pi4 −ϑ2 )ir)∣∣∣ ≤ 1.
Indeed,∣∣∣(1− e−( 3pi4 +ϑ2 )ir)(1− e( 3pi4 −ϑ2 )ir)∣∣∣2 = r4+2√2r3 cos(ϑ
2
)
+2r2 (1 + cosϑ)+2
√
2r cos
(
ϑ
2
)
+1 ≥ 1.
By Lemma 3.1, we have the following double inequalities for −ℑΓ∗ (it) and ℜΓ∗ (it) + ℑΓ∗ (it):
(3.16) 0 ≤ −ℑΓ∗ (it) = ℜΓ∗ (it)− (ℜΓ∗ (it) + ℑΓ∗ (it)) ≤ ℜΓ∗ (it) ,
(3.17) 0 ≤ ℜΓ∗ (it) + ℑΓ∗ (it) = ℜΓ∗ (it)−ℑΓ∗ (it)− 2 (−ℑΓ∗ (it)) ≤ ℜΓ∗ (it)−ℑΓ∗ (it) ,
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provided that t > 0. Applying the inequalities (3.15) and (3.16) for (3.8) together with Lemma
3.1 and the representations (3.11) and (3.12), we deduce
|R4N+1 (z)| ≤ |a4N+1||z|2N+ 12
+
|a4N+2|
|z|2N+1
,
for |arg z| ≤ pi. Similarly, employing the inequalities (3.15) and (3.17) for (3.9) together with
Lemma 3.1 and the representations (3.12) and (3.13), we obtain
|R4N+2 (z)| ≤ |a4N+2||z|2N+1
+
|a4N+3|
|z|2N+ 32
,
for |arg z| ≤ pi. It is easy to see that for the cases of R4N (z) and R4N+3 (z), we cannot obtain
an upper bound involving just the absolute value of the first two omitted terms. Instead we use
the expressions
(3.18) R4N (z) =
a4N
z2N
+R4N+1 (z) , R4N+3 (z) =
a4N+3
z2N+
3
2
+
a4N+4
z2N+2
+R4N+5 (z)
and the bounds we have just obtained, to derive that
|R4N (z)| ≤ |a4N ||z|2N
+
|a4N+1|
|z|2N+ 12
+
|a4N+2|
|z|2N+1
and
|R4N+3 (z)| ≤ |a4N+3||z|2N+ 32
+
|a4N+4|
|z|2N+2
+
|a4N+5|
|z|2N+ 52
+
|a4N+6|
|z|2N+3
,
for |arg z| ≤ pi.
Consider now the case when z > 0. Note that in this situation, we have
(3.19) 0 <
1(
1− e− 3pii4 (t/z) 12
)(
1− e 3pii4 (t/z) 12
) = 1
t/z + (2t/z)
1
2 + 1
< 1.
Therefore, by the mean value theorem of integration we find from (3.8), (3.9), (3.11)–(3.13),
(3.16), (3.17), Lemma 3.1 and (3.18) that
(−1)N+1R4N (z) = |a4N |
z2N
+ Ξ1
|a4N+1|
z2N+
1
2
− Ξ2 |a4N+2|
z2N+1
,
(−1)N+1R4N+1 (z) = Ξ1 |a4N+1|
z2N+
1
2
− Ξ2 |a4N+2|
z2N+1
,
(−1)N R4N+2 (z) = Ξ3 |a4N+2|
z2N+1
+ Ξ4
|a4N+3|
z2N+
3
2
and
(−1)N+1R4N+3 (z) = |a4N+3|
z2N+
3
2
− |a4N+4|
z2N+2
− Ξ5 |a4N+5|
z2N+
5
2
+ Ξ6
|a4N+6|
z2N+3
,
for z > 0. Here 0 < Ξi < 1 (i = 1, 2, . . . , 6) is a suitable number depending on N . From
the integral formulas (3.7), (3.8) and (3.9), Lemma 3.1 and the inequality (3.19), it is seen that
(−1)N+1R4N (z), (−1)N R4N+2 (z), (−1)N+1R4N+3 (z) are all positive if z is positive. Therefore,
using the previous estimates, we obtain the following double inequalities
max
(
0,
|a4N |
z2N
− |a4N+2|
z2N+1
)
< (−1)N+1R4N (z) < |a4N |
z2N
+
|a4N+1|
z2N+
1
2
,
−|a4N+2|
z2N+1
< (−1)N+1R4N+1 (z) < |a4N+1|
z2N+
1
2
,
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(3.20) 0 < (−1)N R4N+2 (z) < |a4N+2|
z2N+1
+
|a4N+3|
z2N+
3
2
and
max
(
0,
|a4N+3|
z2N+
3
2
− |a4N+4|
z2N+2
− |a4N+5|
z2N+
5
2
)
< (−1)N+1R4N+3 (z) < |a4N+3|
z2N+
3
2
− |a4N+4|
z2N+2
+
|a4N+6|
z2N+3
,
for z > 0.
Next, we consider the sector pi < |arg z| < 3π2 . The integral formulas (3.7)–(3.10) can be
simplified further to the forms
R4N (z) =
(−1)N+1
piz2N
∫ +∞
0
t2N−1e−2πt
1 + (t/z)
2 (−ℑΓ∗ (it)) dt+
(−1)N+1√
2piz2N+
1
2
∫ +∞
0
t2N−
1
2 e−2πt
1 + (t/z)
2 (ℜΓ∗ (it) + ℑΓ∗ (it)) dt
+
(−1)N
piz2N+1
∫ +∞
0
t2Ne−2πt
1 + (t/z)2
ℜΓ∗ (it) dt+ (−1)
N+1
√
2piz2N+
3
2
∫ +∞
0
t2N+
1
2 e−2πt
1 + (t/z)2
(ℜΓ∗ (it)−ℑΓ∗ (it)) dt,
(3.21)
R4N+1 (z) =
(−1)N+1√
2piz2N+
1
2
∫ +∞
0
t2N−
1
2 e−2πt
1 + (t/z)2
(ℜΓ∗ (it) + ℑΓ∗ (it)) dt+ (−1)
N
piz2N+1
∫ +∞
0
t2Ne−2πt
1 + (t/z)2
ℜΓ∗ (it) dt
+
(−1)N+1√
2piz2N+
3
2
∫ +∞
0
t2N+
1
2 e−2πt
1 + (t/z)
2 (ℜΓ∗ (it)−ℑΓ∗ (it)) dt+
(−1)N
piz2N+2
∫ +∞
0
t2N+1e−2πt
1 + (t/z)
2 (−ℑΓ∗ (it)) dt,
(3.22)
R4N+2 (z) =
(−1)N
piz2N+1
∫ +∞
0
t2Ne−2πt
1 + (t/z)
2ℜΓ∗ (it) dt+
(−1)N+1√
2piz2N+
3
2
∫ +∞
0
t2N+
1
2 e−2πt
1 + (t/z)
2 (ℜΓ∗ (it)−ℑΓ∗ (it)) dt
+
(−1)N
piz2N+2
∫ +∞
0
t2N+1e−2πt
1 + (t/z)
2 (−ℑΓ∗ (it)) dt+
(−1)N√
2piz2N+
5
2
∫ +∞
0
t2N+
3
2 e−2πt
1 + (t/z)
2 (ℜΓ∗ (it) + ℑΓ∗ (it)) dt
(3.23)
and
R4N+3 (z) =
(−1)N+1√
2piz2N+
3
2
∫ +∞
0
t2N+
1
2 e−2πt
1 + (t/z)2
(ℜΓ∗ (it)−ℑΓ∗ (it)) dt+ (−1)
N
piz2N+2
∫ +∞
0
t2N+1e−2πt
1 + (t/z)2
(−ℑΓ∗ (it)) dt
+
(−1)N√
2piz2N+
5
2
∫ +∞
0
t2N+
3
2 e−2πt
1 + (t/z)
2 (ℜΓ∗ (it) + ℑΓ∗ (it)) dt+
(−1)N+1
piz2N+3
∫ +∞
0
t2N+2e−2πt
1 + (t/z)
2 ℜΓ∗ (it) dt,
(3.24)
for pi < |arg z| < 3π2 . Actually these formulas are true in the wider range |arg z| < 3π2 , by taking
limits when |arg z| = π2 . Before we give the bounds for the sector pi < |arg z| < 3π2 , we remark
that 0 < 1/
(
1 + (t/z)
2
)
< 1 for z, t > 0, and by the mean value theorem of integration, the
expressions (3.11)–(3.13) and Lemma 3.1, we obtain the estimate
(−1)N R4N+2 (z) < |a4N+2|
z2N+1
+
|a4N+4|
z2N+2
+
|a4N+4|
z2N+
5
2
,
for z > 0. For large z this is a better bound than the previously found estimate (3.20). It is
elementary to show that
1∣∣∣1 + (t/z)2∣∣∣ ≤
{
|csc (2θ)| if 5π4 < |θ| < 3π2 ,
1 if pi < |θ| ≤ 5π4 ,
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whence, trivial estimation of (3.21)–(3.24) together with the expressions (3.11)–(3.13) and Lemma
3.1 yield the bound
|RN (z)| ≤
(
|aN |
|z|N2
+
|aN+1|
|z|N+12
+
|aN+2|
|z|N+22
+
|aN+3|
|z|N+32
){
|csc (2θ)| if 5π4 < |θ| < 3π2 ,
1 if pi < |θ| ≤ 5π4 ,
for N ≥ 2. From the bounds we derived for the range |arg z| < pi, it is seen that the condition
pi < |θ| ≤ 5π4 in this estimate can be replaced by |θ| ≤ 5π4 .
It is possible to derive error bounds that are useful in the sectors 5π4 < |arg z| < 2pi, by
introducing the expressions
ℜΓ∗ (it) = Γ
∗ (it) + Γ∗ (−it)
2
, ℑΓ∗ (it) = Γ
∗ (it)− Γ∗ (−it)
2i
in (3.21)–(3.24), and then rotating the path of integration by 0 < ±ϕ < π2 to obtain analytic
continuation to the sectors 5π4 +ϕ < arg z <
3π
2 +ϕ and − 3π2 +ϕ < arg z < − 5π4 +ϕ, respectively.
The analysis is similar to the one performed in the case of bn (λ), but at one point, a simple
estimation for
Γ∗
(
− ite
iϕ
cosϕ
)
, t > 0
is required. To obtain simple bounds for RN (z), this estimate should not depend on ϕ. Never-
theless, because of the connection formulas (1.10) and (1.11), the bounds we have obtained are
sufficient.
4. Asymptotics for the late coefficients
In this section, we investigate the asymptotic nature of the coefficients bn (λ) and an as
n → +∞. First, we consider the coefficients bn (λ). For our purposes, the most appropriate
representation of these coefficients is the second integral formula in (1.5). Upon replacing 1/Γ∗ (t)
by its representation (1.7) in this integral, we obtain
bn (λ) =
Γ
(
n+ 12
)
(λ− 1)2n+1
(2pi (λ− logλ− 1)) 12 (λ− logλ− 1)n
×
(
K−1∑
k=0
(−1)k (λ− logλ− 1)k a2k
Γ
(
n− k + 12
)
Γ
(
n+ 12
) +AK (n, λ)) ,(4.1)
for any fixed 1 ≤ K ≤ n− 1, provided that n ≥ 2. The remainder term AK (n, λ) is given by the
integral formula
AK (n, λ) =
(λ− logλ− 1)n+ 12
Γ
(
n+ 12
) ∫ +∞
0
tn−
1
2 e−t(λ−log λ−1)M˜K (t) dt.
It was proved in [12] that ∣∣∣M˜K (t)∣∣∣ ≤ |a2K |
tK
+
|a2K+2|
tK+1
for any t > 0, whence
(4.2)
|AK (n, λ)| ≤ (λ− logλ− 1)K |a2K |
Γ
(
n−K + 12
)
Γ
(
n+ 12
) +(λ− logλ− 1)K+1 |a2K+2| Γ (n−K − 12)
Γ
(
n+ 12
) .
Expansions of type (4.1) are called inverse factorial series in the literature. Numerically, their
character is similar to the character of asymptotic power series, because the consecutive gamma
functions decrease asymptotically by a factor n.
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For large n, the least value of the bound (4.2) occurs when
K ≈
(
n− 1
2
)
2pi
λ− logλ− 1 + 2pi .
With this choice of K, the error bound is
O
(
n−
3
2
(
λ− logλ− 1
λ− logλ− 1 + 2pi
)n)
.
This is the best accuracy we can achieve using the expansion (4.1). Whence, the larger λ is the
larger n has to be to get a reasonable approximation from (4.1).
By extending the sum in (4.1) to infinity, we arrive at the formal series
(−1)n+1 bn (λ)
λ (λ− 1)2n ≈
(−1)n Γ (n+ 12) ( 1λ − 1)
(2pi (λ− logλ− 1)) 12 (λ− log λ− 1)n
(
1− (λ− logλ− 1)
12
(
n− 12
)
+
(λ− logλ− 1)2
288
(
n− 12
) (
n− 32
) + 139 (λ− logλ− 1)3
51840
(
n− 12
) (
n− 32
) (
n− 52
) + · · ·) .
This is exactly Dingle’s expansion for the late coefficients in the asymptotic series of Γ (a, z) [7,
p. 161]. The mathematically rigorous form of Dingle’s series is therefore the formula (4.1).
Numerical examples illustrating the efficacy of the expansion (4.1), truncated optimally, are
given in Table 1.
values of λ and K λ = 8, K = 55
exact numerical value of b100 (λ) 0.7688481106808590674525145642326792894187× 10257
approximation (4.1) to b100 (λ) 0.7688481106808590674525145642326792893371× 10257
error 0.816× 10220
error bound using (4.2) 0.1582× 10221
values of λ and K λ = 10, K = 48
exact numerical value of b100 (λ) 0.2328121261355049863437924678844708059197× 10266
approximation (4.1) to b100 (λ) 0.2328121261355049863437924678847160113033× 10266
error −0.2452053836× 10236
error bound using (4.2) 0.4965854763× 10236
values of λ and K λ = 15, K = 35
exact numerical value of b100 (λ) 0.1363711375012746147234623654087290250956× 10282
approximation (4.1) to b100 (λ) 0.1363711375012746147228683544438226390236× 10282
error 0.5940109649063860720× 10261
error bound using (4.2) 0.11702600900350747722× 10262
Table 1. Approximations for b100 (λ) with various λ, using (4.1).
Let us now turn our attention to the coefficients an. The asymptotic behaviour of a4n and
a4n+2 was investigated in the previous paper of the author [12]. Therefore, we consider only
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a4n+1 and a4n+3. Throughout this section, we assume that the indices 4n+ 1 and 4n+ 3 are at
least 2. From (1.7), we have
Γ∗ (±it) =
K−1∑
k=0
(∓i)k a2k
tk
+MK (±it) ,
for K ≥ 1, where MK (±it) is defined via analytic continuation. Substituting this expression
into the second representation in (1.12), one finds
(4.3) a4n+1 =
(−1)n√
2pi (2pi)
2n+ 12
K−1∑
k=0
(−1)⌈k/2⌉+1 a2k (2pi)k Γ
(
2n− k + 1
2
)
+ AK (4n+ 1)
and
(4.4) a4n+3 =
(−1)n√
2pi (2pi)2n+
3
2
K−1∑
k=0
(−1)⌊k/2⌋+1 a2k (2pi)k Γ
(
2n− k + 3
2
)
+AK (4n+ 3) ,
provided that 1 ≤ K ≤ 2n. The remainder terms AK (4n+ 1) and AK (4n+ 3) are given by the
integral formulas
AK (4n+ 1) =
(−1)n
2pii
∫ +∞
0
t2n−
1
2 e−2πt
(
e−
3pii
4 MK (it)− e 3pii4 MK (−it)
)
dt
and
AK (4n+ 3) =
(−1)n
2pii
∫ +∞
0
t2n+
1
2 e−2πt
(
e−
pi
4 iMK (it)− e pi4 iMK (−it)
)
dt,
respectively. It was shown in [12] that
(4.5) |MK (±it)| ≤ (1 + ζ (K)) Γ (K)
(2pi)
K+1
tK
2
√
K + 1
2
,
for K ≥ 2, from which we obtain the error bounds
(4.6) |AK (4n+ 1)| ≤ 2
√
K + 1
(2pi)
2n+ 52
(1 + ζ (K)) Γ (K) Γ
(
2n−K + 1
2
)
and
(4.7) |AK (4n+ 3)| ≤ 2
√
K + 1
(2pi)
2n+ 72
(1 + ζ (K)) Γ (K) Γ
(
2n−K + 3
2
)
.
Here ζ denotes Riemann’s zeta function. An alternative set of approximations can be derived as
follows. By (1.7) and (1.11), we have
Γ∗ (±it) = 1
1− e−2πt
1
Γ∗ (∓it) =
1
1− e−2πt
(
K−1∑
k=0
(∓i)k a2k
tk
+ M˜K (∓it)
)
,
for K ≥ 1, where M˜K (∓it) is defined via analytic continuation. Substituting this expression
into the second representation in (1.12), one finds
(4.8)
a4n+1 =
(−1)n√
2pi (2pi)
2n+ 12
K−1∑
k=0
(−1)⌈k/2⌉+1 a2k (2pi)k Γ
(
2n− k + 1
2
)
ζ
(
2n− k + 1
2
)
+A˜K (4n+ 1)
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and
(4.9)
a4n+3 =
(−1)n√
2pi (2pi)
2n+ 32
K−1∑
k=0
(−1)⌊k/2⌋+1 a2k (2pi)k Γ
(
2n− k + 3
2
)
ζ
(
2n− k + 3
2
)
+A˜K (4n+ 3) ,
provided that 1 ≤ K ≤ 2n. In deriving these expansions, we have made use of the known
integral representation of the Riemann zeta function (see [13, 25.5.E1]). The remainder terms
A˜K (4n+ 1) and A˜K (4n+ 3) are given by the integral formulas
A˜K (4n+ 1) =
(−1)n
2pii
∫ +∞
0
t2n−
1
2 e−2πt
1− e−2πt
(
e−
3pii
4 M˜K (−it)− e 3pii4 M˜K (it)
)
dt
and
A˜K (4n+ 3) =
(−1)n
2pii
∫ +∞
0
t2n+
1
2 e−2πt
1− e−2πt
(
e−
pi
4 iM˜K (−it)− e pi4 iM˜K (it)
)
dt,
respectively. It was proved in [12] that M˜K (±it) satisfies the bound given on the right-hand side
of (4.5), whence we deduce the estimates
(4.10)
∣∣∣A˜K (4n+ 1)∣∣∣ ≤ 2√K + 1
(2pi)
2n+ 52
(1 + ζ (K)) Γ (K) Γ
(
2n−K + 1
2
)
ζ
(
2n−K + 1
2
)
and
(4.11)
∣∣∣A˜K (4n+ 3)∣∣∣ ≤ 2√K + 1
(2pi)
2n+ 72
(1 + ζ (K)) Γ (K) Γ
(
2n−K + 3
2
)
ζ
(
2n−K + 3
2
)
,
if K ≥ 2. For large n, the least values of the bounds (4.6), (4.7), (4.10) and (4.11) occur
when K ≈ n. With this choice of K, the ratios of the error bounds to the leading terms are
O (4−n). This is the best accuracy we can achieve using the expansions (4.3), (4.4), (4.8) and
(4.9). Numerical examples are given in Tables 2 and 3.
values of n and K n = 50, K = 50
exact numerical value of a4n+1 −0.12659638780775052710147996185410566× 1077
approximation (4.3) to a4n+1 −0.12659638780775052710147996185407205× 1077
error −0.3361× 1046
error bound using (4.6) 0.12145× 1047
approximation (4.8) to a4n+1 −0.12659638780775052710147996185414229× 1077
error 0.3663× 1046
error bound using (4.10) 0.12145× 1047
Dingle’s approximation (4.12) to a4n+1 −0.12659638780775052710147996185410717× 1077
error −0.151× 1045
Table 2. Approximations for a201, using optimal truncation.
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values of n and K n = 50, K = 50
exact numerical value of a4n+3 −0.20462395914727659153115140698806033× 1078
approximation (4.4) to a4n+3 −0.20462395914727659153115140698802838× 1078
error −0.3194× 1047
error bound using (4.7) 0.9761× 1047
approximation (4.9) to a4n+3 −0.20462395914727659153115140698808575× 1078
error 0.2542× 1047
error bound using (4.11) 0.9761× 1047
Dingle’s approximation (4.13) to a4n+3 −0.20462395914727659153115140698805707× 1078
error −0.326× 1046
Table 3. Approximations for a203, using optimal truncation.
The formal expansions that Dingle [7, p. 164] derived for a4n+1 and a4n+3 slightly differ from
ours. His results can be written, in our notation,
(4.12) a4n+1 ≈ (−1)
n
√
2pi (2pi)
2n+ 12
∞∑
k=0
(−1)⌈k/2⌉+1 a2k (2pi)k Γ
(
2n− k + 1
2
)
ζ
(
2n− k + 3
2
)
,
(4.13) a4n+3 ≈ (−1)
n
√
2pi (2pi)
2n+ 32
∞∑
k=0
(−1)⌊k/2⌋+1 a2k (2pi)k Γ
(
2n− k + 3
2
)
ζ
(
2n− k + 5
2
)
.
These expansions resemble (4.8) and (4.9), but the argument of the zeta functions are shifted
by 1. It is seen from Tables 2 and 3, that using optimal truncation, Dingle’s series are slightly
better than those we obtained by rigorous methods. To conclude this section, we give a possible
explanation of this interesting phenomenon. Our starting point is the exponentially improved
asymptotic series, given by Paris and Wood [16]
(4.14) Γ (±it) ∼ 1√
1− e−2πt
∞∑
k=0
(∓i)k a2k
tk
as t → +∞. Substituting this expansion into the second representation in (1.12), one finds
(formally) that
(4.15) a4n+1 ≈ (−1)
n
√
2pi (2pi)
2n+ 12
∞∑
k=0
(−1)⌈k/2⌉+1 a2k (2pi)k Γ
(
2n− k + 1
2
)
ξ
(
2n− k + 1
2
)
and
(4.16) a4n+3 ≈ (−1)
n
√
2pi (2pi)
2n+ 32
∞∑
k=0
(−1)⌊k/2⌋+1 a2k (2pi)k Γ
(
2n− k + 3
2
)
ξ
(
2n− k + 3
2
)
,
for large n. Here, the function ξ (r) is given by the Dirichlet series
ξ (r) =
(2pi)
r
Γ (r)
∫ +∞
0
tr−1e−2πt√
1− e−2πtdt =
∞∑
m=0
(
1
2
)
m
m! (m+ 1)r
= 1 +
1
2
1
2r
+
3
8
1
3r
+
5
16
1
4r
+ · · · ,
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provided that r > 12 , and (x)m = Γ (x+m) /Γ (x) stands for the Pochhammer symbol. The for-
mal expansions (4.15) and (4.16) can be turned into exact results by constructing error bounds
for the series (4.14), but we do not pursue the details here. Since (4.14) is a better approxima-
tion to Γ (±it) than the previously used two approximations, we expect that, assuming optimal
truncation, (4.15) and (4.16) give better estimates than (4.3) and (4.4) or (4.8) and (4.9). When
2n− k is large
ξ
(
2n− k + 1
2
)
≈ 1 + 1
22n−k+
3
2
+
9
8
1
32n−k+
3
2
, ζ
(
2n− k + 3
2
)
≈ 1 + 1
22n−k+
3
2
+
1
32n−k+
3
2
and
ξ
(
2n− k + 3
2
)
≈ 1 + 1
22n−k+
5
2
+
9
8
1
32n−k+
5
2
, ζ
(
2n− k + 5
2
)
≈ 1 + 1
22n−k+
5
2
+
1
32n−k+
5
2
.
Thus the approximate values produced by Dingle’s formulas are very close to those given by our
improved expansions (4.15) and (4.16), which explains the superiority of his formulas over (4.3)
and (4.4) or (4.8) and (4.9).
5. Exponentially improved asymptotic expansions
We shall find it convenient to express our exponentially improved expansions in terms of the
(scaled) terminant function, which is defined in terms of the incomplete gamma function as
T̂p (w) =
eπipΓ (p)
2pii
Γ (1− p, w) = e
πipw1−pe−w
2pii
∫ +∞
0
tp−1e−t
w + t
dt for p > 0 and |argw| < pi,
and by analytic continuation elsewhere. Olver [15, equations (4.5) and (4.6)] showed that when
p ∼ |w| and w→∞, we have
(5.1) T̂p (w) =
{
O (e−w−|w|) if |argw| ≤ pi,
O (1) if − 3pi < argw ≤ −pi.
Concerning the smooth transition of the Stokes discontinuities, we will use the more precise
asymptotic formulas
(5.2) T̂p (w) =
1
2
+
1
2
erf
(
c (ϕ)
√
1
2
|w|
)
+O
(
e−
1
2 |w|c2(ϕ)
|w| 12
)
for −pi + δ ≤ argw ≤ 3pi − δ, 0 < δ ≤ 2pi; and
(5.3) e−2πipT̂p (w) = −1
2
+
1
2
erf
(
−c (−ϕ)
√
1
2
|w|
)
+O
(
e−
1
2 |w|c2(−ϕ)
|w| 12
)
for −3pi + δ ≤ argw ≤ pi − δ, 0 < δ ≤ 2pi. Here ϕ = argw and erf denotes the error function.
The quantity c (ϕ) is defined implicitly by the equation
1
2
c2 (ϕ) = 1 + i (ϕ− pi)− ei(ϕ−π),
and corresponds to the branch of c (ϕ) which has the following expansion in the neighbourhood
of ϕ = pi:
(5.4) c (ϕ) = (ϕ− pi) + i
6
(ϕ− pi)2 − 1
36
(ϕ− pi)3 − i
270
(ϕ− pi)4 + · · · .
For complete asymptotic expansions, see Olver [14]. We remark that Olver uses the different
notation Fp (w) = ie
−πipT̂p (w) for the terminant function and the other branch of the function
c (ϕ). For further properties of the terminant function, see, for example, Paris and Kaminski [17,
Chapter 6].
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5.1. Proof of Theorem 1.3. First, we suppose that |arg a| < pi. Let K ≥ 2 be a fixed integer.
Substituting the second expression in (1.7) into (1.6) and using the definition of the terminant
function we find that
RN (a, λ) = e
a(λ−log λ−1)
√
2pi
a
K−1∑
k=0
a2k
ak
T̂N−k+ 12 (a (λ− logλ− 1)) +RN,K (a, λ) ,
with
RN,K (a, λ) =
(−1)N
aN+1
1√
2pi
∫ +∞
0
tN−
1
2 e−t(λ−log λ−1)
1 + t/a
M˜K (t) dt
= (−1)N e
−iθ(N+1)
√
2pir
∫ +∞
0
τN−
1
2 e−rτ(λ−log λ−1)
1 + τe−iθ
M˜K (rτ ) dτ ,
(5.5)
under the assumption that K ≤ N . Here we have taken a = reiθ . Using the integral formula
(1.9), M˜K (rτ ) can be written as
M˜K (rτ ) =
1
2pii
(−i)K
(rτ )K
∫ +∞
0
sK−1e−2πsΓ∗ (is)
1 + is/ (rτ )
ds− 1
2pii
iK
(rτ )K
∫ +∞
0
sK−1e−2πsΓ∗ (−is)
1− is/ (rτ ) ds
=
1
2pii
(−i)K
(rτ )K
(∫ +∞
0
sK−1e−2πsΓ∗ (is)
1 + is/r
ds+ (τ − 1)
∫ +∞
0
sK−1e−2πsΓ∗ (is)
(1− irτ/s) (1 + is/r)ds
)
− 1
2pii
iK
(rτ )
K
(∫ +∞
0
sK−1e−2πsΓ∗ (−is)
1− is/r ds+ (τ − 1)
∫ +∞
0
sK−1e−2πsΓ∗ (−is)
(1 + irτ/s) (1− is/r)ds
)
.
Noting that ∣∣∣∣ 11± is/r
∣∣∣∣ , ∣∣∣∣ 1(1∓ irτ/s) (1± is/r)
∣∣∣∣ ≤ 1
for positive r, τ and s, substitution into (5.5) yields the upper bound
|RN,K (a, λ)| ≤ 1√
2pir
∣∣∣∣∣
∫ +∞
0
τN−K−
1
2 e−rτ(λ−log λ−1)
1 + τe−iθ
dτ
∣∣∣∣∣ 12pirK
∫ +∞
0
sK−1e−2πs |Γ∗ (is)| ds
+
1√
2pir
∫ +∞
0
τN−K−
1
2 e−rτ(λ−log λ−1)
∣∣∣∣ τ − 1τ + eiθ
∣∣∣∣ dτ 12pirK
∫ +∞
0
sK−1e−2πs |Γ∗ (is)| ds
+
1√
2pir
∣∣∣∣∣
∫ +∞
0
τN−K−
1
2 e−rτ(λ−log λ−1)
1 + τe−iθ
dτ
∣∣∣∣∣ 12pi 12pirK
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)| ds
+
1√
2pir
∫ +∞
0
τN−K−
1
2 e−rτ(λ−log λ−1)
∣∣∣∣ τ − 1τ + eiθ
∣∣∣∣ dτ 12pirK
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)| ds.
Boyd [4, equation (3.9)] showed that
1
2pi
∫ +∞
0
sK−1e−2πs |Γ∗ (±is)| ds ≤ 1
2
(1 + ζ (K)) Γ (K)
(2pi)
K+1
,
and since
∣∣(τ − 1) / (τ + eiθ)∣∣ ≤ 1, we find that
|RN,K (a, λ)| ≤
∣∣∣∣∣
√
2pi
a
ea(λ−log λ−1)T̂N−K+ 12 (a (λ− logλ− 1))
∣∣∣∣∣ (1 + ζ (K)) Γ (K)(2pi)K+1 |a|K
+
(1 + ζ (K)) Γ (K) Γ
(
N −K + 12
)
(2pi)
K+ 32 |a|N+1 (λ− logλ− 1)N−K+ 12
.
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By continuity, this bound holds in the closed sector |arg a| ≤ pi. Assume thatN = |a| (λ− logλ− 1)+
ρ where ρ is bounded. Employing Stirling’s formula, we find that
(1 + ζ (K)) Γ (K) Γ
(
N −K + 12
)
(2pi)
K+ 32 |a|N+1 (λ− log λ− 1)N−K+ 12
= OK,ρ
(
e−|a|(λ−log λ−1)
(λ− logλ− 1) 12 |a|K+1
)
as a→∞. Olver’s estimation (5.1) shows that∣∣∣ea(λ−log λ−1)T̂N−K+ 12 (a (λ− logλ− 1))∣∣∣ = OK,ρ (e−|a|(λ−log λ−1))
for large a. Therefore, we obtain that
(5.6) RN,K (a, λ) = OK,ρ
(
e−|a|(λ−log λ−1)
|a|K+ 12
)
as a→∞ in the sector |arg a| ≤ pi.
Consider now the sector pi < arg a < 2pi. When a enters this sector, the pole in the first
integral in (5.5) crosses the integration path. According to the residue theorem, we obtain
RN,K (a, λ) =
√
2pi
a
ea(λ−log λ−1)M˜K
(
ae−πi
)
+
(−1)N
aN+1
1√
2pi
∫ +∞
0
tN−
1
2 e−t(λ−log λ−1)
1 + t/a
M˜K (t) dt
=
√
2pi
a
ea(λ−log λ−1)M˜K
(
ae−πi
)
+RN,K
(
ae−2πi, λ
)
(5.7)
for pi < arg a < 2pi. Let δ be a fixed small positive real number. If pi ≤ arg a ≤ 2pi − δ, then
M˜K
(
ae−πi
)
= OK,δ
(
|a|−K
)
as a → ∞, whence by (5.6), (5.7) and a continuity argument, we
deduce
(5.8) RN,K (a, λ) = OK,ρ,δ
(
eℜ(a)(λ−log λ−1)
|a|K+ 12
)
,
as a→∞ in the closed sector pi ≤ arg a ≤ 2pi − δ.
The proof of the estimate for the sector −2pi + δ ≤ arg a ≤ −pi is completely analogous.
Consider finally the cases K = 0 and K = 1. We can write
RN,0 (a, λ) = e
a(λ−log λ−1)
√
2pi
a
1∑
k=0
a2k
ak
T̂N−k+ 12 (a (λ− log λ− 1)) +RN,2 (a, λ)
and
RN,1 (a, λ) = e
a(λ−log λ−1)
√
2pi
a
a2
a
T̂N− 12 (a (λ− logλ− 1)) +RN,2 (a, λ) .
Employing the previously obtained bounds for RN,2 (a, λ) and Olver’s estimation (5.1) together
with the connection formula for the terminant function [17, p. 260], shows that RN,0 (a, λ) and
RN,1 (a, λ) indeed satisfy the order estimates prescribed in Theorem 1.3.
5.2. Proof of Theorem 1.4. First, we suppose that |arg z| < π2 . We write the remainder R2 (z)
in the form
R2 (z) =
1
2piz
∫ +∞
0
e−2πt
1− it/zΓ
∗ (it) dt+
1
2piz
∫ +∞
0
e−2πt
1 + it/z
Γ∗ (−it) dt
− 1 + i√
2
1
2piz
3
2
∫ +∞
0
t
1
2 e−2πt
1− it/zΓ
∗ (it) dt− 1− i√
2
1
2piz
3
2
∫ +∞
0
t
1
2 e−2πt
1 + it/z
Γ∗ (−it) dt.
(5.9)
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From the second representation in (1.12), one finds
a2n =
in−1
2pi
∫ +∞
0
tn−1e−2πtΓ∗ (it) dt+
(−i)n−1
2pi
∫ +∞
0
tn−1e−2πtΓ∗ (−it) dt
and
a2m+1 = −1 + i√
2
im−1
2pi
∫ +∞
0
tm−
1
2 e−2πtΓ∗ (it) dt− 1− i√
2
(−i)m−1
2pi
∫ +∞
0
tm−
1
2 e−2πtΓ∗ (−it) dt,
for any n,m ≥ 1. Let N,M ≥ 1 be arbitrary integers. We apply the expansion (2.3) in (5.9)
together with the above formulas for a2n and a2m+1, to obtain
R2 (z) =
N−1∑
n=1
a2n
zn
+
M−1∑
m=1
a2m+1
zm+
1
2
+RN,M (z)
with
RN,M (z) =
iN−1
2pizN
∫ +∞
0
tN−1e−2πt
1− it/z Γ
∗ (it) dt+
(−i)N−1
2pizN
∫ +∞
0
tN−1e−2πt
1 + it/z
Γ∗ (−it) dt
− 1 + i√
2
iM−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1− it/z Γ
∗ (it) dt− 1− i√
2
(−i)M−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1 + it/z
Γ∗ (−it) dt.
(5.10)
Let K,L ≥ 2 be arbitrary fixed integers. We use (1.7) to expand the scaled gamma functions
under the integrals in (5.10), and apply the definition of the terminant function to deduce
RN,M (z) = e
2πiz
K−1∑
k=0
a2k
zk
T̂N−k (2piiz)− e−2πiz
K−1∑
k=0
a2k
zk
T̂N−k (−2piiz)
− e2πiz
L−1∑
ℓ=0
a2ℓ
zℓ
T̂M−ℓ+ 12 (2piiz)− e
−2πiz
L−1∑
ℓ=0
a2ℓ
zℓ
T̂M−ℓ+ 12 (−2piiz)
+RN,M,K,L (z) ,
with
RN,M,K,L (z) =
iN−1
2pizN
∫ +∞
0
tN−1e−2πt
1− it/z MK (it) dt+
(−i)N−1
2pizN
∫ +∞
0
tN−1e−2πt
1 + it/z
MK (−it) dt
− 1 + i√
2
iM−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1− it/z ML (it) dt−
1− i√
2
(−i)M−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1 + it/z
ML (−it) dt
=
iN−1e−iθN
2pi
∫ +∞
0
τN−1e−2πrτ
1− iτe−iθ MK (irτ ) dτ +
(−i)N−1 e−iθN
2pi
∫ +∞
0
τN−1e−2πrτ
1 + iτe−iθ
MK (−irτ) dτ
− 1 + i√
2
iM−1e−iθ(M+
1
2 )
2pi
∫ +∞
0
τM−
1
2 e−2πrτ
1− iτe−iθ ML (irτ ) dτ −
1− i√
2
(−i)M−1 e−iθ(M+ 12 )
2pi
∫ +∞
0
τM−
1
2 e−2πrτ
1 + iτe−iθ
ML (−irτ) dτ,
(5.11)
as long as K < N and L ≤M . Here we have taken z = reiθ. We consider the estimation of the
first integral in (5.11). In the paper [12], it was shown that
MK (irτ ) =
1
2pii
1
(rτe−iϕ)K
(∫ +∞
0
sK−1e−2πse
iϕ
Γ∗
(
iseiϕ
)
1− seiϕ/r ds+ (τ − 1)
∫ +∞
0
sK−1e−2πse
iϕ
Γ∗
(
iseiϕ
)
(1− rτ/seiϕ) (1− seiϕ/r)ds
)
− 1
2pii
1
(−rτ )K
(∫ +∞
0
sK−1e−2πsΓ∗ (−is)
1 + s/r
ds+ (τ − 1)
∫ +∞
0
sK−1e−2πsΓ∗ (−is)
(1 + rτ/s) (1 + s/r)
ds
)
,
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with an arbitrary 0 < ϕ < π2 . Substitution into the first integral in (5.11) and trivial estimation
yield ∣∣∣∣ iN−1e−iθN2pi
∫ +∞
0
τN−1e−2πrτ
1− iτe−iθ MK (irτ ) dτ
∣∣∣∣ ≤
1
2pirK
∣∣∣∣∫ +∞
0
τN−K−1e−2πrτ
1− iτe−iθ dτ
∣∣∣∣ 12pi
∫ +∞
0
sK−1e−2πs cosϕ
∣∣Γ∗ (iseiϕ)∣∣
|1− seiϕ/r| ds
+
1
2pirK
∫ +∞
0
τN−K−1e−2πrτ
∣∣∣∣ τ − 1τ + ieiθ
∣∣∣∣ 12pi
∫ +∞
0
sK−1e−2πs cosϕ
∣∣Γ∗ (iseiϕ)∣∣
|(1− rτ/seiϕ) (1− seiϕ/r)|dsdτ
+
1
2pirK
∣∣∣∣∫ +∞
0
τN−K−1e−2πrτ
1− iτe−iθ dτ
∣∣∣∣ 12pi
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)|
1 + s/r
ds
+
1
2pirK
∫ +∞
0
τN−K−1e−2πrτ
∣∣∣∣ τ − 1τ + ieiθ
∣∣∣∣ 12pi
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)|
(1 + rτ/s) (1 + s/r)
dsdτ.
Noting that ∣∣∣∣ τ − 1τ + ieiθ
∣∣∣∣ ≤ 1, 11 + s/r ≤ 1, 1(1 + rτ/s) (1 + s/r) ≤ 1
and
1
|1− seiϕ/r| ≤ cscϕ,
1
|(1− rτ/seiϕ) (1− seiϕ/r)| ≤ csc
2 ϕ
for any positive r, s and τ , we deduce the upper bound∣∣∣∣ iN−1e−iθN2pi
∫ +∞
0
τN−1e−2πrτ
1− iτe−iθ MK (irτ ) dτ
∣∣∣∣ ≤
1
2pirK
∣∣∣∣∫ +∞
0
τN−K−1e−2πrτ
1− iτe−iθ dτ
∣∣∣∣ cscϕ2pi cosK ϕ
∫ +∞
0
tK−1e−2πt
∣∣∣∣Γ∗( iteiϕcosϕ
)∣∣∣∣ dt
+
1
2pirK
∫ +∞
0
τN−K−1e−2πrτdτ
csc2 ϕ
2pi cosK ϕ
∫ +∞
0
tK−1e−2πt
∣∣∣∣Γ∗( iteiϕcosϕ
)∣∣∣∣ dt
+
1
2pirK
∣∣∣∣∫ +∞
0
τN−K−1e−2πrτ
1− iτe−iθ dτ
∣∣∣∣ 12pi
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)| ds
+
1
2pirK
∫ +∞
0
τN−K−1e−2πrτdτ
1
2pi
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)| ds.
It was proved in [12] that with the choice ϕ = arctan
(
K−
1
2
)
, we have cscϕ cos−K ϕ ≤ 2
√
K
and csc2 ϕ cos−K ϕ ≤ 3K. It was also shown that
1
2pi
∫ +∞
0
tK−1e−2πt
∣∣∣∣Γ∗( iteiϕcosϕ
)∣∣∣∣ dt, 12pi
∫ +∞
0
sK−1e−2πs |Γ∗ (−is)| ds ≤ ζ (K) Γ (K)
(2pi)
K+1
,
whence we obtain the estimate∣∣∣∣ iN−1e−iθN2pi
∫ +∞
0
τN−1e−2πrτ
1− iτe−iθ MK (irτ ) dτ
∣∣∣∣ ≤ (2√K + 1) ∣∣∣e2πizT̂N−K (2piiz)∣∣∣ ζ (K) Γ (K)
(2pi)K+1 |z|K
+ (3K + 1)
Γ (N −K) ζ (K) Γ (K)
(2pi)
N+2 |z|N
.
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Similarly, we have the following upper bounds for the other three integrals in (5.11):∣∣∣∣∣ (−i)N−1 e−iθN2pi
∫ +∞
0
τN−1e−2πrτ
1 + iτe−iθ
MK (−irτ ) dτ
∣∣∣∣∣ ≤ (2√K + 1) ∣∣∣e−2πizT̂N−K (−2piiz)∣∣∣ ζ (K) Γ (K)(2pi)K+1 |z|K
+ (3K + 1)
Γ (N −K) ζ (K) Γ (K)
(2pi)N+2 |z|N
,
∣∣∣∣∣−1 + i√2 iM−1e
−iθ(M+ 12 )
2pi
∫ +∞
0
τM−
1
2 e−2πrτ
1− iτe−iθ ML (irτ ) dτ
∣∣∣∣∣ ≤(
2
√
L+ 1
) ∣∣∣e2πiz T̂M−L+ 12 (2piiz)∣∣∣ ζ (L) Γ (L)(2pi)L+1 |z|L + (3L+ 1) Γ
(
M − L+ 12
)
ζ (L) Γ (L)
(2pi)
M+ 52 |z|M+ 12
and∣∣∣∣∣−1− i√2 (−i)
M−1 e−iθ(M+
1
2 )
2pi
∫ +∞
0
τM−
1
2 e−2πrτ
1 + iτe−iθ
ML (−irτ ) dτ
∣∣∣∣∣ ≤(
2
√
L+ 1
) ∣∣∣e−2πizT̂M−L+ 12 (−2piiz)∣∣∣ ζ (L) Γ (L)(2pi)L+1 |z|L + (3L+ 1) Γ
(
M − L+ 12
)
ζ (L) Γ (L)
(2pi)M+
5
2 |z|M+ 12
.
Thus, we conclude that
|RN,M,K,L (z)| ≤
(
2
√
K + 1
)(∣∣∣e2πizT̂N−K (2piiz)∣∣∣+ ∣∣∣e−2πizT̂N−K (−2piiz)∣∣∣) ζ (K) Γ (K)
(2pi)
K+1 |z|K
+ (6K + 2)
Γ (N −K) ζ (K) Γ (K)
(2pi)
N+2 |z|N
+
(
2
√
L+ 1
)(∣∣∣e2πizT̂M−L+ 12 (2piiz)∣∣∣+ ∣∣∣e−2πizT̂M−L+ 12 (−2piiz)∣∣∣) ζ (L) Γ (L)(2pi)L+1 |z|L
+ (6L+ 2)
Γ
(
M − L+ 12
)
ζ (L) Γ (L)
(2pi)
M+ 52 |z|M+ 12
.
By continuity, this bound holds in the closed sector |arg z| ≤ π2 . Suppose that N = 2pi |z| + ρ
and M = 2pi |z|+ σ, where ρ and σ are bounded quantities. Applying Stirling’s formula, we find
that
(6K + 2)
Γ (N −K) ζ (K) Γ (K)
(2pi)
N+2 |z|N
= OK,ρ
(
e−2π|z|
|z|K+ 12
)
and
(6L+ 2)
Γ
(
M − L+ 12
)
ζ (L) Γ (L)
(2pi)
M+ 52 |z|M+ 12
= OL,σ
(
e−2π|z|
|z|L+ 12
)
,
as z →∞. Olver’s estimation (5.1) shows that(
2
√
K + 1
)(∣∣∣e2πizT̂N−K (2piiz)∣∣∣ + ∣∣∣e−2πiz T̂N−K (−2piiz)∣∣∣) ζ (K) Γ (K)
(2pi)
K+1 |z|K
= OK,ρ
(
e−2π|z|
|z|K
)
and(
2
√
L+ 1
)(∣∣∣e2πiz T̂M−L+ 12 (2piiz)∣∣∣+ ∣∣∣e−2πiz T̂M−L+ 12 (−2piiz)∣∣∣) ζ (L) Γ (L)(2pi)L+1 |z|L = OL,σ
(
e−2π|z|
|z|L
)
,
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for large z. Therefore, we have that
(5.12) RN,M,K,L (z) = OK,ρ
(
e−2π|z|
|z|K
)
+OL,σ
(
e−2π|z|
|z|L
)
as z →∞ in the sector |arg z| ≤ π2 .
Consider now the sector π2 < arg z <
3π
2 . When z enters the sector
π
2 < arg z <
3π
2 , the poles
in the first and third integrals in (5.11) cross the integration path. According to the residue
theorem, we obtain
RN,M,K,L (z) = e
2πizMK (z)− e2πizML (z)
+
iN−1
2pizN
∫ +∞
0
tN−1e−2πt
1− it/z MK (it) dt+
(−i)N−1
2pizN
∫ +∞
0
tN−1e−2πt
1 + it/z
MK (−it) dt
− 1 + i√
2
iM−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1− it/z ML (it) dt−
1− i√
2
(−i)M−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1 + it/z
ML (−it) dt
(5.13)
when π2 < arg z <
3π
2 . It is easy to see that the sum of the four integrals has the order of
magnitude given in the right-hand side of (5.12). It follows that when K = L, the bound (5.12)
remains valid in the wider sector −π2 ≤ arg z ≤ 3π2 . Otherwise, by the connection formula (1.11),
we have
e2πizMK (z)− e2πizML (z) = e2πizM˜K
(
ze−πi
)− e2πizM˜L (ze−πi) .
If π2 ≤ arg z ≤ 3π2 , then M˜K
(
ze−πi
)
= OK
(
|z|−K
)
as z →∞, whence by continuity
(5.14) RN,M,K,L (z) = OK,ρ
(
e−2πℑ(z)
|z|K
)
+OL,σ
(
e−2πℑ(z)
|z|L
)
,
as z →∞ in the closed sector π2 ≤ arg z ≤ 3π2 .
Similarly, if K = L, the bound (5.12) remains valid in the wider sector − 3π2 ≤ arg z ≤ π2 ; and
by the foregoing argument, it is true in the larger sector − 3π2 ≤ arg z ≤ 3π2 . Otherwise, we have
(5.15) RN,M,K,L (z) = OK,ρ
(
e2πℑ(z)
|z|K
)
+OL,σ
(
e2πℑ(z)
|z|L
)
,
for large z with − 3π2 ≤ arg z ≤ −π2 .
Consider now the sector 3π2 < arg z <
5π
2 . Rotation of the path of integration in the second
and the fourth integrals in (5.13) and application of the residue theorem yields
RN,M,K,L (z) = −e−2πizMK
(
ze−2πi
)− e−2πizML (ze−2πi)+ e2πizMK (z)− e2πizML (z)
+
iN−1
2pizN
∫ +∞
0
tN−1e−2πt
1− it/z MK (it) dt+
(−i)N−1
2pizN
∫ +∞
0
tN−1e−2πt
1 + it/z
MK (−it) dt
− 1 + i√
2
iM−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1− it/z ML (it) dt−
1− i√
2
(−i)M−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1 + it/z
ML (−it) dt
(5.16)
for 3π2 < arg z <
5π
2 . It is easy to see that the sum of the four integrals has the order of magnitude
given in the right-hand side of (5.12). It follows that when K = L, the bound (5.15) holds in
the sector 3π2 ≤ arg z ≤ 5π2 . Otherwise, by the connection formula (1.11), we have
(5.17) e2πizMK (z)− e2πizML (z) = e2πizMK
(
ze−2πi
)− e2πizML (ze−2πi) .
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If 3π2 ≤ arg z ≤ 5π2 , then MK
(
ze−2πi
)
= OK
(
|z|−K
)
as z →∞, whence by continuity
(5.18) RN,M,K,L (z) = OK,ρ
(
|sin (2piz)|
|z|K
)
+OL,σ
(
|cos (2piz)|
|z|L
)
,
as z →∞ in the closed sector 3π2 ≤ arg z ≤ 5π2 .
Similarly, we find that when K = L, the estimate (5.14) holds in the sector − 5π2 ≤ arg z ≤
− 3π2 . Otherwise, it can be shown that the estimation (5.18) is valid in this sector too.
Finally, we consider the sector 5π2 < arg z < 3pi. Rotating the path of integration in the first
and the third integrals in (5.13) and applying the residue theorem gives
RN,M,K,L (z) = e
2πizMK
(
ze−2πi
)
+ e2πizML
(
ze−2πi
)
− e−2πizMK
(
ze−2πi
)− e−2πizML (ze−2πi)+ e2πizMK (z)− e2πizML (z)
+
iN−1
2pizN
∫ +∞
0
tN−1e−2πt
1− it/z MK (it) dt+
(−i)N−1
2pizN
∫ +∞
0
tN−1e−2πt
1 + it/z
MK (−it) dt
− 1 + i√
2
iM−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1− it/z ML (it) dt−
1− i√
2
(−i)M−1
2pizM+
1
2
∫ +∞
0
tM−
1
2 e−2πt
1 + it/z
ML (−it) dt
(5.19)
for 5π2 < arg z < 3pi. Again, the sum of the four integrals has the order of magnitude given in
the right-hand side of (5.12). If K = L, the first two lines in (5.19) simplify to
2
(
e2πiz − e−2πiz)MK (ze−2πi) .
Let δ be a fixed small positive real number. If 5π2 ≤ arg z ≤ 3pi − δ, then MK
(
ze−2πi
)
=
OK,δ
(
|z|−K
)
as z →∞, whence
RN,M,K,L (z) = OK,ρ,δ
(
e−2πℑ(z) + e2πℑ(z)
|z|K
)
= OK,ρ,δ
(
e2πℑ(z)
|z|K
)
as z →∞ in the sector 5π2 ≤ arg z ≤ 3pi− δ. Otherwise, using (5.17), the first two lines in (5.19)
simplify to (
2e2πiz − e−2πiz)MK (ze−2πi)− e−2πizML (ze−2πi) ,
whence
RN,M,K,L (z) = OK,ρ,δ
(
e−2πℑ(z) + e2πℑ(z)
|z|K
)
+OL,σ,δ
(
e2πℑ(z)
|z|L
)
= OK,ρ,δ
(
|sin (2piz)|
|z|K
)
+OL,σ,δ
(
|cos (2piz)|
|z|L
)
,
as z →∞ in the sector 5π2 ≤ arg z ≤ 3pi − δ.
The proof for the sector −3pi + δ ≤ arg z ≤ − 5π2 is completely analogous.
To extend the error estimates in Theorem 1.4 to the cases K = 0, 1 and L = 0, 1, we can
proceed similarly as in the proof of Theorem 1.3.
5.3. Stokes phenomenon and Berry’s transition. First, we study the Stokes phenomenon
related to the asymptotic expansion (1.1) of Γ (a, z) occurring when arg a passes through the
values ±pi. In the range |arg a| < pi, the asymptotic expansion
(5.20) Γ (a, z) ∼ zae−z
∞∑
n=0
(−a)n bn (λ)
(z − a)2n+1
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holds as a→∞. From (5.7) we have
RN (a, λ) = RN,0 (a, λ) = e
a(λ−log λ−1)
√
2pi
a
1
Γ∗ (ae−πi)
+RN
(
ae−2πi, λ
)
when pi < arg a < 2pi. Similarly,
RN (a, λ) = e
a(λ−log λ−1)
√
2pi
a
1
Γ∗ (aeπi)
+RN
(
ae2πi, λ
)
for −2pi < arg a < −pi. For the right-hand sides, we can apply the asymptotic expansions of the
reciprocal of the scaled gamma function and the incomplete gamma function to deduce that
Γ (a, z) ∼ zae−z
( ∞∑
n=0
(−a)n bn (λ)
(z − a)2n+1 + e
a(λ−log λ−1)
√
2pi
a
∞∑
k=0
a2k
ak
)
as a → ∞ in the sectors pi < |arg a| < 2pi. Therefore, as the lines arg a = ±pi are crossed, the
additional series
(5.21) ea(λ−log λ−1)
√
2pi
a
∞∑
k=0
a2k
ak
appears in the asymptotic expansion of Γ (a, z) beside the original one (5.20). We have encoun-
tered a Stokes phenomenon with Stokes lines arg a = ±pi.
In the important papers [1, 2], Berry provided a new interpretation of the Stokes phenome-
non; he found that assuming optimal truncation, the transition between compound asymptotic
expansions is of error function type, thus yielding a smooth, although very rapid, transition as a
Stokes line is crossed.
Using the exponentially improved expansion given in Theorem 1.3, we show that the asymp-
totic expansion (5.20) of Γ (a, z) exhibits the Berry transition between the two asymptotic series
across the Stokes lines arg a = ±pi. More precisely, we shall find that the first few terms of the
series in (5.21) “emerge” in a rapid and smooth way as arg a passes through ±pi.
From Theorem 1.3, we conclude that if N ≈ |a| (λ− logλ− 1), then for large a, π2 < |arg a| <
3π
2 , we have
Γ (a, z) ≈ zae−z
(
N−1∑
n=0
(−a)n bn (λ)
(z − a)2n+1 + e
a(λ−log λ−1)
√
2pi
a
∑
k=0
a2k
ak
T̂N−k+ 12 (a (λ− logλ− 1))
)
,
where
∑
k=0 means that the sum is restricted to the first few terms of the series. Under the above
assumption on N , from (5.2)–(5.4), the terminant functions have the asymptotic behaviour
T̂N−k+ 12 (a (λ− logλ− 1)) ∼
1
2
± 1
2
erf
(
(θ ∓ pi)
√
1
2
|a| (λ− logλ− 1)
)
provided that arg a = θ is close to ±pi, a is large and k is small in comparison with N . Therefore,
when ±θ < pi, the terminant functions are exponentially small; for θ = ±pi, they are asymp-
totically 12 up to an exponentially small error; and when ±θ > pi, the terminant functions are
asymptotic to 1 with an exponentially small error. Thus, the transition across the Stokes lines
arg a = ±pi is effected rapidly and smoothly.
Let us now turn our attention to the asymptotic series of Γ (z, z). In the range |arg z| < 3π2 ,
the asymptotic expansion
(5.22) Γ (z, z) ∼
√
pi
2
zz−
1
2 e−z
∞∑
n=0
an
z
n
2
32 G. NEMES
holds as z →∞. Employing the continuation formulas (1.10) and (1.11), we find that
Γ (z, z) = e2πizΓ
(
ze−2πi, ze−2πi
)
+
(
1− e−2πiz)√2pizz− 12 e−zΓ∗ (ze−2πi)
and
Γ (z, z) = e−2πizΓ
(
ze2πi, ze2πi
)
+
(
1− e2πiz)√2pizz− 12 e−zΓ∗ (ze2πi) .
For the right-hand sides, we can apply the asymptotic expansions of the scaled gamma function
and the incomplete gamma function function to obtain that
(5.23) Γ (z, z) ∼
√
pi
2
zz−
1
2 e−z
( ∞∑
n=0
an
z
n
2
− 2e−2πiz
∞∑
k=0
a2k
zk
)
as z →∞ in the sector 3π2 < arg z < 5π2 , and
(5.24) Γ (z, z) ∼
√
pi
2
zz−
1
2 e−z
( ∞∑
n=0
an
z
n
2
− 2e2πiz
∞∑
k=0
a2k
zk
)
as z → ∞ in the sector − 5π2 < arg z < − 3π2 . Therefore, as the line arg z = 3π2 is crossed, the
additional series
(5.25) − 2e−2πiz
∞∑
k=0
a2k
zk
appears in the asymptotic expansion of Γ (z, z) beside the original series (5.22). Similarly, as we
pass through the line arg z = − 3π2 , the series
(5.26) − 2e2πiz
∞∑
k=0
a2k
zk
appears in the asymptotic expansion of Γ (z, z) beside the original one (5.22). We have encoun-
tered a Stokes phenomenon with Stokes lines arg z = ± 3π2 . With the aid of the exponentially
improved expansion given in Theorem 1.4, we shall find that the asymptotic series of Γ (z, z)
shows the Berry transition property: the two series in (5.25) and (5.26) emerge in a rapid and
smooth way as the Stokes lines arg z = 3π2 and arg z = − 3π2 are crossed.
Let us assume that in (1.16) N,M ≈ 2pi |z| and K = L. When pi < arg z < 2pi, the terms
in (1.16) involving the terminant functions of the argument 2piiz are exponentially small, and
the main contribution comes from the terms involving the terminant functions of the argument
−2piiz. Therefore, from Theorem 1.4, we deduce that for large z, pi < arg z < 2pi, we have
Γ (z, z) ≈
√
pi
2
zz−
1
2 e−z
(
N−1∑
n=0
a2n
zn
+
M−1∑
n=0
a2m+1
zm+
1
2
− 2e−2πiz
∑
k=0
a2k
zk
T̂N−k (−2piiz) + T̂M−k+ 12 (−2piiz)
2
)
,
where, as before,
∑
k=0 means that the sum is restricted to the first few terms of the series. Since
N,M ≈ 2pi |z|, from (5.2) and (5.4), the averages of the terminant functions have the asymptotic
behaviour
T̂N−k (−2piiz) + T̂M−k+ 12 (−2piiz)
2
∼ 1
2
+
1
2
erf
((
θ − 3pi
2
)√
pi |z|
)
,
under the conditions that arg z = θ is close to 3π2 , z is large and k is small compared to N andM .
Thus, when θ < 3π2 , the averages of the terminant functions are exponentially small; for θ =
3π
2 ,
they are asymptotic to 12 with an exponentially small error; and when θ >
3π
2 , the averages
of the terminant functions are asymptotically 1 up to an exponentially small error. Thus, the
transition through the Stokes line arg z = 3π2 is carried out rapidly and smoothly.
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Similarly, if N,M ≈ 2pi |z| and K = L, then for large z, −2pi < arg z < −pi, we have
Γ (z, z) ≈
√
pi
2
zz−
1
2 e−z
(
N−1∑
n=0
a2n
zn
+
M−1∑
n=0
a2m+1
zm+
1
2
− 2e2πiz
∑
k=0
a2k
zk
−T̂N−k (2piiz) + T̂M−k+ 12 (2piiz)
2
)
.
From (5.3) and (5.4), the averages of the terminant functions have the asymptotic behaviour
−T̂N−k (2piiz) + T̂M−k+ 12 (2piiz)
2
∼ 1
2
− 1
2
erf
((
θ +
3pi
2
)√
pi |z|
)
,
provided that N,M ≈ 2pi |z|, arg z = θ is close to − 3π2 , z is large and k is small compared to
N and M . Therefore, when θ > − 3π2 , the averages of the terminant functions are exponentially
small; for θ = − 3π2 , they are asymptotic to 12 up to an exponentially small error; and when
θ < − 3π2 , the averages of the terminant functions are asymptotically 1 with an exponentially
small error. Thus, the transition through the Stokes line arg z = − 3π2 is effected rapidly and
smoothly.
We note that from the expansions (5.23) and (5.24), it follows that (5.22) is an asymptotic
series of Γ (z, z) in the wider range |arg z| ≤ 2pi − δ < 2pi, with any fixed 0 < δ ≤ 2pi.
Appendix A. Computation of the coefficients bn (λ) and an
In this appendix we collect some formulas for the computation of the coefficients that appear
in the asymptotic expansions of the incomplete gamma function.
A.1. The coefficients bn (λ). The simplest way to generate the polynomials bn (λ) is to use the
recurrence
bn (λ) = λ (1− λ) b′n−1 (λ) + (2n− 1)λbn−1 (λ) ,
with b0 (λ) = 1 [13, 8.11.E9].
There has been a recent interest in finding explicit formulas for the coefficients in asymptotic
expansions of Laplace-type integrals (see [9], [11], [19] and [20]). There are two general formulas
for these coefficients, one containing potential polynomials and one containing Bell polynomials.
We derive them here for the special case of the coefficients bn (λ). Let
λet − t− λ =
∞∑
j=0
ajt
j+1,
so that
a0 = λ− 1, aj = λ
(j + 1)!
for j ≥ 1.
Let 0 ≤ i ≤ j be integers and ρ be a complex number. We define the potential polynomials
Aρ,j = Aρ,j
(
a1
a0
,
a2
a0
, . . . ,
ak
a0
)
and the Bell polynomials
Bj,i = Bj,i (a1, a2, . . . , aj−i+1)
via the expansions
(A.1)
1 + ∞∑
j=1
aj
a0
tj
ρ = ∞∑
j=0
Aρ,jt
j and Aρ,j =
j∑
i=0
(
ρ
i
)
1
ai0
Bj,i.
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Naturally, these polynomials can be defined for arbitrary power series with a0 6= 0. It is possible
to express the potential polynomials with complex parameter in terms of potential polynomials
with integer parameter using the following formula of Comtet [6, p. 142]
(A.2) Aρ,j =
Γ (−ρ+ j + 1)
j!Γ (−ρ)
j∑
i=0
(−1)i
−ρ+ i
(
j
i
)
Ai,j .
With these notations we can write the first representation in (1.5) as
bn (λ) = (−1)n (λ− 1)n n!A−n−1,n
Using (A.1) and (A.2) we find
bn (λ) =
n∑
k=0
(−1)n+k (λ− 1)n−k (n+ k)!
k!
Bn,k
and
(A.3) bn (λ) =
(2n+ 1)!
n!
(λ− 1)n
n∑
k=0
(−1)n+k
n+ k + 1
(
n
k
)
Ak,n.
The quantities Bn,k and Ak,n appearing in these formulas may be computed from the recurrence
relations
Bn,k =
n−k+1∑
j=1
ajBn−j,k−1 and Ak,n =
n∑
j=0
aj
a0
Ak−1,n−j
with B0,0 = A0,0 = 1, Bj,0 = A0,j = 0 (j ≥ 1), Bj,1 = a0A1,j = aj (see Nemes [11]). Finally, we
show that the potential polynomials Ak,n in (A.3) can be written in terms of the Stirling numbers
of the second kind (see, e.g., Comtet [6, pp. 204–212] or [13, 26.8.i]). Indeed, a straightforward
computation gives
Ak,n =
1
2pii
∮
(0+)
(
λet − t− λ
(λ− 1) t
)k
dt
tn+1
=
1
(λ− 1)k
1
2pii
∮
(0+)
(
λ
(
et − 1)− t)k dt
tn+k+1
=
1
(λ− 1)k
1
2pii
∮
(0+)
k∑
j=0
(−1)k−j
(
k
j
)
λj
(
et − 1
t
)j
dt
tn+1
=
1
(λ− 1)k
1
2pii
∮
(0+)
k∑
j=0
(−1)k−j
(
k
j
)
λj
∞∑
i=0
j!S (i+ j, j)
ti
(i+ j)!
dt
tn+1
=
1
(λ− 1)k
k∑
j=0
(−1)k−j
(
k
j
)
λj
j!
(n+ j)!
S (n+ j, j),
leading to the explicit formula
bn (λ) = (−1)n (2n+ 1)!
n∑
k=0
(λ− 1)n−k
(n+ k + 1) (n− k)!
k∑
j=0
(−1)j λj S (n+ j, j)
(k − j)! (n+ j)! .
A.2. The coefficients an. Based on the first representation in (1.12), Lagrange’s inversion
formula and a result of Brassesco and Me´ndez [5], we find that
an =
2
n
2+1√
pi
Γ
(
n+ 3
2
)
bn+1
(n+ 1)!
,
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where the sequence bn is given by the recurrence
bn =
2− n
3n+ 3
bn−1 − 1
2
n−3∑
k=2
bk+1bn−k
with b1 = 1, b2 = − 16 . Note that Brassesco and Me´ndez use the slightly different notation b˜n.
Like for the bn (λ)’s, it is possible to derive explicit formulas for the coefficients an too. The
main calculations were done in the paper [11], we just write down the final result:
an =
n∑
k=0
2
n
2+k+1Γ
(
3n
2 +
3
2
)
√
pi (n+ 2k + 1) (n− k)!
k∑
j=0
(−1)j S (n+ k + j, j)
(k − j)! (n+ k + j)! .
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