ABSTRACT Identifying periodic patterns in individuals' trajectories is the basis of location awareness and personalized location services. It can help us understand personal behaviors. However, fuzziness and uncertainty of trajectory data, as well as noise and period distortion, make it difficult to recognize periodic patterns. In addition, the period lengths are usually unknown, and patterns have multiple granularities. Most of the existing mining algorithms focus on the discovery of patterns with different period lengths at a specific spatial scale, and few algorithms identify periodic patterns from the perspective of spatiotemporal multigranularity. Based on the existing studies, we propose a framework for identifying periodic patterns with different spatiotemporal granularities from personal trajectory data. First, a sequence of trajectory points is transformed into a time series of locations by using trajectory abstraction. Then, a multi-granularity behavior model is defined from spatial and temporal information. Finally, the single behavior periodic patterns can be discovered without knowing the period length by using a novel algorithm. Based on the association rules between locations, we can determine the periodic patterns of multiple behaviors from single behavior patterns. To evaluate the accuracy and efficiency of the algorithms, an artificial trajectory sequence and a real-world trajectory dataset called GeoLife are used in comparative experiments. The experimental results show that the proposed algorithm has higher accuracy on the promise of efficiency.
I. INTRODUCTION
At present, large quantities of personal daily trajectory data are being recorded because of the popularity of smart mobile terminals. To provide personalized location services, location-aware computing is primarily concerned with extracting useful information from such trajectory data quickly and accurately. Through the analysis of a large amount of data, González et al. [1] observed that human trajectories exhibited a high degree of temporal and spatial regularity. Individuals consistently and periodically visit
The associate editor coordinating the review of this manuscript and approving it for publication was Weiping Ding. specific places. For example, a person named John may take a subway to work at 09:00 and go home at 17:00 every weekday. Such repeated behaviors at certain intervals of time are called periodic patterns. Identifying periodic patterns in personal trajectory behavior originated from frequent pattern mining. It focuses on identifying the periodicity of frequent patterns, e.g., 'daily', 'weekly' or 'monthly'. Such periods represent the characteristics of personal behaviors. And they are widely used for collaborative recommendations [2] , [3] , data compression [4] , [5] , prediction [6] , [7] , even in city planning [8] . If John does not follow the established periodic behavior, it indicates the possibility of abnormal behavior, i.e., anomaly detection [9] , [10] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Mining periodic behavior patterns from personal trajectory data is a complex and challenging task. Many factors, including the following, make it difficult to recognize periodic patterns accurately.
A. THE FUZZINESS AND UNCERTAINTY OF TRAJECTORY DATA
The influence of positioning accuracy leads to data uncertainty, i.e., the trajectory points collected from the same location are not necessarily identical. A track T = P 1 P 2 . . . P n is a list of points in their temporal order. Traditional periodic pattern mining algorithms, such as the fast Fourier transform or autocorrelation, cannot be applied to trajectory data directly. To discover the periodic patterns of personal behavior, the technique of trajectory abstraction is applied to avoid the problems of fuzziness and nonexplicit pattern instances. As shown in Figure 1 , a sequence of trajectory points is transformed into a time series of locations, e.g., the route on Day 1 is simplified to C-B-A-C. This approach is an effective way of compressing trajectory data and retains the characteristics of personal activities. In our previous studies [11] , [12] , we have proposed a novel algorithm of trajectory abstraction. Other scholars have performed relevant studies to discover the ''hot'' region of trajectory data; e.g., in several studies [13] - [16] , different methods were used to obtain the central region of trajectory activity. Zhao et al. [13] proposed a clustering approach based on decision graph and data field. Yang et al. [14] proposed a workflow and Hu et al. [15] applied the surface networks to identify hotspots. Karli and Saygin [16] found the important position of trajectory based on space-time constraints. 
B. THE MULTI-GRANULARITY OF PERIODIC PATTERNS
As shown in Figure 2 , John goes to a dormitory, a classroom and a library every day, goes home from school every week, and travels out of his city every semester. In his patterns, the temporal granularities are characterized by the period length, such as 'everyday', 'every week', or 'every semester'. The spatial granularities are characterized by the spatial scale, such as 'classroom', 'school' and 'city'. This means that periodic patterns with different granularities have different meanings. If we do not consider time granularity and assume that the period length is fixed, the discovered periodic patterns may be incomplete. Some meaningful periodic behaviors may have been ignored. For example, if the period length is set to 'everyday', we can find John's daily workplace easily. However, the pattern of John going home every week is difficult to identify.
Obviously, the spatiotemporal multi-granularity is an important feature of periodic pattern. However, related research papers either focus on temporal attributes or spatial attributes in periodic pattern mining. For example, Zhang et al. [17] proposed a hierarchical trajectory clustering method to discover periodic pattern. But this method only considers the dimension of space. The temporal multigranularity has been ignored. Although it can find periodic patterns of different lengths, such as 'every 67.5 hours', 'every 22 hours'. This can not be regarded as a representation of temporal multi-granularity. On the one hand, the periodic disturbance of patterns and randomness of personal behaviors make the pattern recognition incomplete in this way. On the other hand, the period length can not reflect the time granularity accurately. For example, does 'every 67.5 hours' mean 'every 3 days'? Or, it means 'every half week'.
What's worse is that, most of the existing researches [18] - [21] focus on the discovery of patterns with different period lengths at a specific spatial scale. For example, Chen et al. [19] used a clustering method to identify the important places. Then, the period lengths are detected by a probabilistic model. Li et al. [18] also used a probabilistic approach. There studies assume the period length is previously unknown. This is a reasonable assumption because different people have different patterns. To discover the patterns without known length, researches [22] - [24] used a method named the reference spot approach. It obtains period lengths by using both Fourier transform and autocorrelation. This means the data is sampled at regular intervals. Obviously, the method can not be applied for trajectory data directly.
Additionally, some periodic patterns may occur only for a certain period of time, i.e., partial periodic patterns. For example, John might have gone home weekly in the preceding semester but stayed at home every day during the summer vacation. To identify the partial periodic patterns, Cao et al. [25] proposed a novel model based on the finest time granularity. Yang et al. [26] proposed an efficient projection-based approach for partial periodic pattern mining. But as mentioned above, these studies either fail to address the temporal multi-granularity or the spatial multi-granularity.
Compared with the periodic patterns with fixed spatiotemporal granularity, the patterns with different spatiotemporal granularities may have more practical value. Such patterns can describe personal behavior more accurately.
C. THE NOISE AND PERIOD DISTORTION
When discovering periodic behavior, it is unreasonable to expect people to repeat their periodic behaviors exactly, i.e., for the pattern to be rigid. This is not the case due to the influence of noise and period distortion. For example, John goes home weekly. Last week he went home on Saturday and this week on Friday. To be precise, he returned home twice in six days. The length of this interval is less than one week. To reduce the influence of noise and period distortion, Li et al. [23] proposed a cluster-based approach to discover patterns. Elfeky et al. [27] proposed a method based on time warping, but the time complexity is huge. Otunba et al. [28] proposed a novel method to detect periods based on recurrent patterns. These methods have certain noise resistance capability.
According to the above analysis, there is no complete research framework for periodic patterns mining from the perspective of spatiotemporal multi-granularity. Considering the limitations of existing approaches, a multi-granularity method of mining periodic behavior from personal trajectory data is proposed based on the previous study. Its framework is shown in Figure 3 . First, a sequence of trajectory points is transformed into a time series of locations by using trajectory abstraction according to our previous researches [11] , [12] . Then, a multi-granularity behavior model is defined from spatial and temporal information. Finally, the periodic patterns of single behavior can be discovered by a novel algorithm without knowing the period length. Furthermore, based on the association rules between locations, we can identify periodic patterns of multiple behaviors from single behavior patterns.
Main contributions of this paper are:
• to consider spatiality and temporality in defining a multigranularity behavior model;
• to propose a complete research framework to find periodic patterns based on the spatiotemporal multigranularity;
• to provide experimental results to demonstrate the effectiveness of the proposed method with artificial and realworld datasets. The rest of the article is organized as follows. Section II describes a multi-granularity behavior model based on spatial and temporal information. Section III introduces our multi-granularity behavior discovery algorithms. Section IV displays comparative experimental results with existing approaches and presents comparative results, whilst Section V concludes and presents future work.
II. A MULTI-GRANULARITY BEHAVIOR MODEL
The technique of trajectory abstraction is applied to transform a sequence of trajectory points into a time series of locations based on our previous studies [11] , [12] . Then, we introduce the following definitions.
Definition 1: Behavior: B = (LP, RT) stands for a visited location where a person arrived at t start and left at t end . LP represents the visited location point, and RT represents the mid-value of visited time.
Based on the spatial and temporal properties of behavior, we can describe personal trajectory behavior from the perspective of multi-granularity.
A. TRAJECTORY BEHAVIOR DESCRIPTION OF SPATIAL MULTI-GRANULARITY
Spatial multi-granularity means different locations on different spatial scales, such as 'library' 'school' and 'city'. The visited locations generated by trajectory abstraction are in the smallest spatial granularity. Normally, the scale of a location is the size of the building. To describe personal behavior from the perspective of spatial multi-granularity, it is necessary to cluster the adjacent location points from the bottom to the top and represent different spatial granularities in a tree-like hierarchical structure.
Definition 2: Location Point in Level k: denoted by LP i k , where k represents the spatial granularity and i represents the location's number.
Location points closer to each other in the same level are merged into higher-level location points by hierarchical clustering. For example, as shown in Figure 4 , location points LP 2 1 and LP 3 1 at level 1 cluster together and form a new location point LP 2 2 at level 2. Ultimately, a tree-like hierarchical structure of location points LP i k can be obtained. Various levels of such a structure represent different spatial granularities.
The idea of hierarchical agglomerative clustering can be used to find location points in different levels. However, similarity needs to be defined. The average minimum distance is a good distance threshold. It takes into account the shortest of the distances between the location points. Generally, the location points that can be clustered together in the same level are not far away from each other. Therefore, the average shortest distance can distinguish the location points belonging to different clusters. The core steps of the algorithm are as follows:
Step 1: for each location point LP i 1 , calculate the minimum distance d min between LP i 1 and LP j 1 and calculate the average shortest distanced min at level 1.
Step 2: calculate the neighbors and form the new location points LP i 2 in the higher level. The details are shown in Table 1 . Step 3: use the result set LP i 2 as the input data and repeat Steps 1 and 2 to calculate LP i 3 until all the position points have been merged into one point and LP i k can be generated.
Using the hierarchical clustering algorithm, we can identify the location points in different spatial granularities. Given the spatial granularity k and trajectory location sequence ) in spatial granularity k and temporal granularity unit g. As shown in Figure 5 , the visited time of B 1 is 2019-01-01 00:40:25. If we set Zero = 2019-01-01 00:00:00 and g = hour, the relative time is RT 1 h . If g = day, the relative time is RT 1 d . Because we know the conversion relationship between time units, e.g., 1 day = 24 hours, the relative time RT j g is easy to calculate. Normally, the time labeled as Zero is determined by the data. Given the spatiotemporal granularity k and g, a trajectory location sequence T = B 1 B 2 . . . B n can be described by personal trajectory behavior B = (LP i k , RT j g ). That is the fundamental key to finding the periodic patterns.
III. MINING PERIODIC BEHAVIOR PATTERNS
Mining periodic behavior patterns from personal trajectory can be affected by many factors as we mentioned above, and the traditional methods have limitations. To identify the patterns without knowing the period length effectively and precisely, we borrowed the idea of the frequent pattern mining algorithm and proposed novel algorithms based on the multi-granularity behavior model. Technically, a periodic pattern is essentially a frequent pattern with the time attribute. Multi-behavior patterns can be generated by single behavior patterns.
Definition 6: Periodic Pattern P: given the spatiotemporal granularity k and g, someone repeatedly visits the location LP i k at a similar time interval (TI) over a period of time, and the number of visits (Num) is not less than the minimum support (min_sup). This pattern is a periodic pattern, denoted by P n g = (LP i k , TI, Num, ST, ET), where ST is the start time of the period, ET is the end time, and n is the serial number. Table 2 shows the core process of our framework. Given the spatial granularity k, for each location LP i k , we propose one method named single behavior period mining (SBPM) to discover instances of 1-pattern in different temporal granularities. Based on the association rules between locations in 1-pattern(line 3), another method named multi-behavior period mining (MBPM) is proposed to discover instances of M-pattern(line 4). Then, according to the tree-like hierarchical structure, we process the location points in different spatial granularities from lower to higher (lines 1-2). As a result, periodic patterns in different spatial and temporal granularities can be generated. 
A. SINGLE BEHAVIOR PERIOD MINING (SBPM) IN DIFFERENT TEMPORAL GRANULARITIES
SBPM is designed to find the periodic single location patterns LP i k in a given spatial granularity k. Since the period length is unknown and not unique, three key steps of SBMP are proposed to identify the period.
Step Figure 5 , where g = h. It can be stored in Hashtable to speed up.
Normally, we set the time unit to g = hour because the period length of less than one hour may not be meaningful, and 'hour' is easy to convert to other time units. Consequently, RTS h (LP i k ) can be generated in Step 1.
Step 2, according to RTS h (LP Table 3 shows the function that identifies the candidates in different temporal granularities. Our goal is to discover the unknown period length, e.g., 'every two days' or 'every two weeks'. Given a temporal granularity unit g, the first step is calculating the maximum period length threshold δ g (lines 1-2). The reason is shown in Figure 6 ; if g = day, there is a period 'every 9 days'. However, the length is over 1 week. It is more likely that the period length is 'every week' if g = week. Therefore, we set δ d = 7 days, δ w = 4 weeks, δ m = 12 months and δ y = ∞. There is no need to calculate the period length beyond the threshold δ g . Then, the relative time of LP i k is converted from the initial unit h to the given unit g, and RTS g is generated (line 3). Finally, the time interval TI between any two relative times RT k g and RT j g in RTS g is calculated; if TI< δ g , a period length candidate is generated; such candidates form the period VOLUME 7, 2019 length candidate set PLCs g for temporal granularity unit g (lines 4-7).
Step 3, according to PLCs g (LP First, for the candidates with the same TI, the algorithm checks whether their start and end times are consecutive. Due to the influence of noise and period distortion, periodic sequences may be shifted or interrupted. As a result, the times will not be strictly consecutive. To improve the accuracy of identified patterns, we need to evaluate the relationship between TI and the interrupted time interval. If the interrupted time interval is in a reasonable range, it will be helpful in constructing an ordered sequence. Otherwise, it will divide the original sequence into two parts.
Therefore, we set a period length tolerance δ L . It can be determined by the distribution of TI during a continuous period of time, δ L = TI+3σ . An example can illustrate the details. Suppose that
If TI = 1 day, the period length candidate set is PLCs g = {(1,
Since temp2. TI = 7 days is not less than δ d = 7 days, that interruption will be ignored. Then, two sequences, Seq1 ={(1, John goes to the library every two days and goes home every week. Specifically, in our research, 'home' and 'library' are represented by the coordinate points. Therefore, the semantic information of points is unclear.
B. MULTI-BEHAVIOR PERIOD MINING (MBPM)
For LP i k in spatial granularity k, SBPM can discover the single behavior periodic patterns with various period lengths and different temporal granularity units g. However, in reality, individuals' behaviors exhibit periodic patterns not only for a single location but also for a series of locations. For example, John may go to a classroom in the morning and a library in the afternoon of every day. To discover these multi-behavior periodic patterns, an algorithm named MBPM is proposed. It distinguishes the M-pattern from the 1-pattern based on the time attribute and association rules. 1 1 LP 2 1 can also be found easily. The reasons are as follows. MBPM is designed to identify the periodic pattern and time period of the pattern's occurrence with an unknown period length. The sequential relationships among subitems are not the key points. Furthermore, when the relative time is converted from finer to coarser time granularity, time accuracy may be degraded.
IV. EXPERIMENTS AND RESULTS
To verify the efficiency and accuracy of the algorithms, we perform a series of comparative experiments based on artificial and real data. Three algorithms proposed by, Elfeky et al. [27] , Otunba et al. [28] and Huang et al. [29] will be the comparison algorithms. All of them can discover the periodic patterns with unknown period lengths for a given spatiotemporal granularity. Therefore, our algorithms will run part of the codes to discover the patterns for the same spatiotemporal granularity. Since M-pattern is generated by 1-pattern, we will compare MBPM with the other three algorithms directly. The accuracy of the algorithm is analyzed using artificial data, and the efficiency is tested with the real data. All the experiments were performed on the same computer.
A. ACCURACY ANALYSIS USING ARTIFICIAL DATA
In this section, we compare and analyze the accuracy of four algorithms using artificial data.
1) ARTIFICIAL DATA
The artificial data contain series of behavior sequences for which the periodic patterns are known. We set the spatiotemporal granularity to k = 1 and g = day in Table 6 . The data include three standard sequences without any noise and three noisy sequences generated by adding normally distributed noise to the former. The latter sequences are used to detect the ability of the algorithms to resist interference, and the noise ratio is approximately 5%. The fixed sampling TABLE 6. Artificial data for k= 1 and g = day.
frequency means that the time intervals between any two consecutive items in a sequence are equal. For example, S = (LP 1 1 ,
is a sequence with a fixed frequency, while S = (LP 1 1 ,
2) PARAMETER SETTING
The algorithms of Elfeky and Otunba does not require any parameters to be set, while that of Huang needs the minimum and maximum period length, minLen and maxLen. Additionally, our algorithm MBPM also needs the maximum period length δ g for the given temporal granularity unit g = day. According to the data in Table 6 , we set minLen =1, maxLen = 7 and δ d = 7 days.
3) ACCURACY ANALYSIS
Based on the construction of standard sequences, we know the periodic patterns of each sequence, denoted by P std . The periodic patterns discovered by algorithms are denoted by P alg . The accuracy can be calculated by the equation
If there are two patterns p std ∈P std and p alg ∈P alg such that their sequences of location points, period lengths and visited times are the same, we can define p std = p alg and f (p std, p alg ) = 1. Otherwise, f (p std, p alg ) = 0. Notation |P std | represents the number of patterns.
According to 1-pattern and M-pattern, the results of the three comparison algorithms on artificial data are divided into two categories. They will be compared with SBPM and MBPM in Figure 7 and 8. On the whole, our algorithms perform best and Elfeky's takes second place. But the average accuracy of SBPM is 25.67% higher than Elfeky's and MBPM is 27.61%. Meanwhile, our two algorithms have similar accuracy, because M-pattern depends on 1-pattern. Therefore, our analysis will mainly focus on the comparison of MBPM with other three algorithms. The overall observation is that the algorithms perform differently for sequences of fixed and unfixed frequency. It is clear that the three comparison algorithms perform well for VOLUME 7, 2019 S A and S B but poorly for S C . The reason is that they are all designed for time series data with fixed frequency. However, the time series not being of fixed frequency does not affect our algorithm MBPM. The accuracy of MBPM does not change significantly. Technically, there is no difference in MBPM between the fixed and unfixed frequency sequences. The reason is that the period length candidates are generated based on the time intervals, which does not at all involve frequency. Therefore, MBPM has high accuracy.
When the sequences embed noise, the accuracy of the four algorithms is reduced. As we observe, for S AN and S BN , the algorithm of Huang has the lowest accuracy, while those of Elfeky and Otunba perform better, and MBPM is the best. The reasons are the lower noise resistance capability of Huang's algorithm, and the use of strategies such as dynamic time warping intended to improve noise resistance ability by the algorithms of Elfeky and Otunba. MBPM embeds period length tolerance to reduce the impact of noise.
The above analysis shows that MBPM has a high accuracy for both fixed and unfixed frequency sequences. It has a better noise resistance ability. In contrast to the traditional algorithms, the method of obtaining period length candidates is to calculate time intervals between the same location points. Therefore, this method adapts better to data with unfixed frequency. Hence, it is more suitable for mining periodic patterns from personal trajectory data.
B. EFFICIENCY ANALYSIS USING REAL-WORLD DATA
In this section, we compare and analyze the performance of four algorithms using GeoLife data [30] , [31] collected by the Microsoft Asia Research Institute. Since our algorithm is designed to discover multi-granularity patterns, we will analyze the performance of our MBPM algorithm in different spatiotemporal granularities.
1) DATA PROCESSING
The data of 15 participants were selected from GeoLife. It accounts for 42.3% of the total data, and all points were located in Beijing. Compared with other scattered data, the selected data were recorded for at least six months. Such data are highly suitable for pattern mining.
First, location points LP i
1 are identified by trajectory abstraction based on our previous study. A total of 1423 location points LP i 1 are obtained from the selected data. Then, the tree-like hierarchical structure of location points LP i k can be generated based on Section II.A. The results are shown in Table 7 . Figure 9 reflects the time-consuming of the hierarchical clustering algorithm on different data. The performance of the algorithm is linearly related to the amount of location points. When there are fewer data, it takes less time, e.g. volunteer #25, and when the amount of data increases, it also takes more time, e.g. volunteer#153. It means our algorithm can efficiently construct the tree-like hierarchical structure of location points. Figure 10 reflects the location points of participant #153 in different spatial levels. As we can see, the higher the level, the less the number of location points. Regions A and B in Figure 10 represent the Beijing Botanical Garden and Wangjing, respectively. These points represent the locations in different spatial scales.
After the location points LP i k are generated by hierarchical clustering, sequence T = B 1 B 2 . . . B n can be described by
) based on Section II.B. Finally, because the comparison algorithms are unsuitable for analyzing unfixed frequency sequences, we insert some meaningless behaviors into the initial sequence to convert it into a fixed frequency sequence. We choose the data for k = 2 and g = day to be used in the comparisons, and parameter settings are minLen = 1, maxLen = 7 and δ d = 7 days. Table 8 shows the time and space complexity of the three comparison algorithms according to the previous study; n is the length of a sequence. Given the spatiotemporal granularity k and g, if m represents the number of location points, l represents the mean number of visited times, and p represents the mean number of location points in patterns, we have n = m * l. Our MBPM algorithm goes through m location points, checks l visited times to identify the time intervals, and then combines p location points of 1-pattern into a generated M-pattern. Obviously, the time complexity of MBPM is approximately O(m * l * p) = O (n * p). The memory overhead mainly involves sequences; hence, the space complexity is O(n).
2) EFFICIENCY ANALYSIS
Since the algorithm of Elfeky is too time-consuming, it is not considered in the comparative experimental analysis. As we observe, the remaining three algorithms have similar time and space complexities. The experiments also illustrate this point. Figure 11 shows the running time aspect of performance of three algorithms for various proportions of data. Overall, with the increase in the quantity of data being processed, the running times of the three algorithms increase gradually. Otunba's algorithm takes the least time because the algorithm has low tolerance to noise, resulting in a shorter or incomplete period. Huang's algorithm takes the most time mainly because the longest period length maxLen is greater than the mean length p. Therefore, MBPM performs similarly to the other two algorithms. We also compare the performance of MBPM in different spatiotemporal granularities in Figure 12 and 13. In general, with the increase in the quantity of data being processed, the running time of MBPM increases gradually in different granularities.
In Figure 12 , given g = day, the number of location points decreases with the increase in k. However, the relative time set RTS g of a location point has more visits because of clustering, resulting in more period length candidates. Therefore, the elapsed time is related to the data distribution, and we do not observe a clear difference for different spatial granularities. and RT 5 d . However, if g = week, he will be considered to have been there once during that week. Only RT 1 w will be considered. Consequently, the number of period length candidates decreases, and the elapsed time decreases gradually. As we observe, the algorithm needs the least time when g = Month. 
V. CONCLUSION AND FUTURE RESEARCH
In this paper, we propose a framework for discovering periodic patterns with different spatiotemporal granularities. First, the technique of trajectory abstraction is used to generate sequences of location points. Next, a multi-granularity behavior model is defined from spatial and temporal information. Finally, SBPM can discover single behavior periodic patterns without knowing the period length, and MBPM can identify the periodic patterns of multiple behaviors from single behavior patterns. Experimental results show that the proposed algorithm is more accurate than the traditional algorithms on the promise of efficiency.
However, considering spatial multi-granularity, the location points in different levels are generated by spatial clustering. The semantic information of these location points is unclear. Furthermore, the clustering method depends on the spatial distribution of locations. Our future research will involve properly identifying visited locations and accurately determining semantic information in different spatial granularities.
