The general linear 2-groupoid by del Hoyo, Matias & Stefani, Davide
ar
X
iv
:1
70
6.
07
15
2v
2 
 [m
ath
.D
G]
  5
 Fe
b 2
01
9
The general linear 2-groupoid
Matias del Hoyo Davide Stefani
February 6, 2019
Abstract
We deal with the symmetries of a (2-term) graded vector space or bundle. Our first the-
orem shows that they define a (strict) Lie 2-groupoid in a natural way. Our second theorem
explores the construction of nerves for Lie 2-categories, showing that it yields simplicial man-
ifolds provided that the 2-cells are invertible. Finally, our third and main theorem shows that
smooth pseudo-functors into our general linear 2-groupoid classify 2-term representations up
to homotopy of Lie groupoids.
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1 Introduction
A Lie group G can be thought of as a smooth collection of symmetries of an abstract object. A
linear representation Gy V is therefore a way to realize these symmetries on a concrete vector
space V , that we will assume to be finite dimensional and real. Such a representation can be
defined either as a smooth map ρ : G × V → V satisfying ρhρg = ρhg and ρ1 = id, or as a Lie
group morphism G→ GL(V ) into the general linear group. We can then study the group G by
looking at its representations Gy V , and this approach turns out to be very profitable.
Following the previous philosophy, a Lie groupoid G⇒M should be thought of as a smooth
collection of symmetries of an abstract family parametrized by M . Lie groupoids have received
much attention lately, as they provide a unifying framework for classic geometries, and also serve
as models for spaces with singularities such as orbifolds and, more generally, differentiable stacks.
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The infinitesimal versions of Lie groupoids are Lie algebroids, geometric objects intertwining
Lie algebra bundles and (singular) foliations. Differentiation and integration set up a fruitful
interaction between the two theories.
A linear representation (G ⇒ M) y (V → M) of a Lie groupoid over a vector bundle
associates to each arrow y
g
←− x a linear isomorphism ρg : V x → V y between the corresponding
fibers, in a way compatible with identities and compositions. It can be presented either as a
partially defined map G× V → V or as a Lie groupoid map G→ GL(V ) into the general linear
groupoid [7]. The problem with Lie groupoid representations is that they are rather scarce, they
impose strong conditions on V , and do not provide us with enough information on G ⇒ M .
This reflects in the lack of an adjoint representation, or in the limitations when establishing a
Tannaka duality result for Lie groupoids (cf. [19]).
A solution for these problems was proposed by C. Arias Abad and M. Crainic, by introducing
representations up to homotopy Gy V of a Lie groupoid over a graded vector bundle [1]. They
can be easily defined as differentials on certain bigraded algebra of sections, or alternatively,
they can be regarded as a sequence of tensors: the first one is a differential ∂ on V , the second
one consists of chain maps ρg : V x → V y between the fibers, the third one γh,g provide chain
homotopies relating ρhg and ρhρg, etc. Representation up to homotopy has proven to be a useful
concept, for instance, when dealing with cohomology theory [1], deformations [6] and Morita
equivalences [8].
When V = V1⊕V0 is a 2-term graded vector bundle, a representation up to homotopy Gy V
leads to a VB-groupoid, a double structure mixing Lie groupoids and vector bundles, via a
semi-direct product construction G ⋉ V → G. It turns out that any VB-groupoid can be split
as a semi-direct product, by choosing a horizontal lift of arrows, as proven first in [11]. This
yields a 1-1 correspondence between VB-groupoids and 2-term representations up to homotopy,
that can be extended to maps, and respect equivalence classes (cf. [8]). Prominent examples
of VB-groupoids are the tangent and cotangent constructions. They encode the adjoint and
coadjoint representations, respectively.
A VB-groupoid is an instance of a fibration of groupoids, and according to classic Grothendieck
correspondence, after choosing a horizontal lift of arrows, a groupoid fibration E → G is the
same as a pseudo-functor G 99K {Groupoids} (cf. [12]). It follows that 2-term representations
up to homotopy should, in some sense, be the same as pseudo-functors. The main purpose of
the present paper is to bring light over this. To take care of the smooth and the linear structure,
we are led to fix a 2-term graded vector bundle V and restrict our attention to pseudo-functors
involving the several fibers of V . The resulting G 99K GL(V ) is a suitable generalization of the
classification map G→ GL(V ) for actual representations.
Given V = V1 ⊕ V0 → M a graded vector bundle, we construct a general linear 2-groupoid
GL(V ), consisting of differentials on the fibers, quasi-isomorphims between them, and chain
homotopies. There are several non-equivalent notions of Lie 2-groupoids in the literature, some
of them too strict and some other too lax for our purposes. After discussing some variants, we
introduce a notion of Lie 2-groupoid, and prove our Theorem 5.5, asserting that GL(V ) is indeed
a Lie 2-groupoid. It is remarkable that even for a 2-term graded vector space V its general linear
2-groupoid GL(V ) is not a 2-group, it has more than one object, so groupoids arise naturally.
In the set-theoretic context there is a nerve for 2-categories that relates lax functors with
simplicial maps [4, 14]. We develop the smooth version of it, and our Theorem 6.3 shows
that, even though NC is not always a simplicial manifold, it is so when the Lie 2-category C
2
has invertible 2-arrows, in particular for a Lie 2-groupoid. This nerve construction relates our
notion of Lie 2-groupoids with the simplicial approach to Lie 2-groupoids, based on the horn-
filling condition, that has received much attention lately. This can be seen as a piece of evidence
supporting our definitions for Lie 2-groupoids and smooth pseudo-functors. We also compare
our construction with that of [17].
Building on the previous results, that we believe are of interest in their own, we finally
establish our Theorem 7.7, setting an equivalence of categories between 2-term representations
up to homotopy G y V and pseudo-functors G 99K GL(V ) commuting with basic projections.
Combining this with the main theorem of [11], and its extension in [8], we get what we might
call a smooth linear variant of Grothendieck correspondence (cf. 2.5):{
VB-groupoids
Γ→ G
}
⇋
{
2-term RUTH
Gy V1 ⊕ V0
}
⇋
{
pseudo-functors
G 99K GL(V )
}
It seems natural to extend this result for higher degrees, relating positively graded representa-
tions up to homotopy and maps into a general linear∞-groupoid. Also, as potential applications
of our theorem, we believe it is possible to relate our correspondence with the infinitesimal ver-
sion announced in [16], and to frame the main theorem from [8] as a result about maps between
differentiable 2-stacks. These problems will be explored elsewhere.
Organization. In sections 2 and 3 we make a quick review on 2-categories and their nerves,
so as to fix notations and to provide a quick reference for the tools needed later. Section 4
introduces our notion of Lie 2-groupoid and compares it with other important ones available
in the literature. In section 5 we prove our first theorem, which constructs the fundamental
example of the general linear 2-groupoid. Section 6 explores the combinatorics behind the nerve
of 2-categories, and exploits it to establish our second theorem: the nerve of a Lie 2-category
whose 2-cells are invertible is a simplicial manifold. Finally, in section 7, we prove our main
theorem, realizing representations up to homotopies as maps, and we discuss further questions
and applications.
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2 Basics on 2-categories
We review here definitions and basic facts on set-theoretic 2-categories that are fundamental for
the rest of the paper. We give a definition of 2-groupoid, compare it with others in the literature,
and discuss the notion of lax functors. We refer to [2, 14, 15] for further details. The material
here is preparatory, to set notations and conventions and to serve as a quick reference.
A 2-category C is a category enriched over the category of small categories. It has three
levels of structure: objects, arrows between objects, and arrows between arrows or 2-cells, whose
collections we denote by C0, C1, C2 respectively. We use letters x, y, . . . for objects, f, g, . . . for
3
arrows, and α, β, . . . for 2-cells.
y ⇓α x
g
ee
f
yy
The arrows and 2-cells between two fixed objects x, y form a category C(y, x), whose composition
we denote by •. For each triple x, y, z there is a composition functor C(z, y)×C(y, x)
◦
−→ C(z, x)
and a unit idx ∈ C(x, x) satisfying the axioms encoded in the following commutative diagrams:
C(w, z)× C(z, y)×C(y, x)
◦×id
uu❦❦❦❦
❦❦ id×◦
))❙❙❙
❙❙❙
C(w, y)× C(y, x)
◦ ))❙❙
❙❙❙
❙
C(w, z)× C(z, x)
◦uu❦❦❦
❦❦❦
C(w, x)
C(y, x)
id×idx
))❙❙
❙❙❙
❙idy×id
uu❦❦❦
❦❦❦
id

C(y, y)× C(y, x)
◦ ))❙❙
❙❙❙
❙
C(y, x)×C(x, x)
◦uu❦❦❦
❦❦❦
C(y, x)
Example 2.1. The paradigmatic example of a 2-category is that of small categories, functors
and natural transformations. Another basic example is that of spaces, continuous maps and
(homotopy classes of) homotopies.
We are interested in 2-groupoids. For us, a 2-groupoid G is a 2-category such that (i) it is
small, in the sense that G0 is a set, (ii) every 2-cell is invertible, and (iii) every arrow y
f
←− x is
invertible up to homotopy, namely there exists x
g
←− y and 2-cells fg ∼= idy and gf ∼= idx. Some
references demand the arrows to be invertible on the nose. We call such 2-groupoids strict. Let
us remark that our fudamental example, that of the general linear 2-groupoid, is not strict.
Example 2.2. A topological space X yields a 2-groupoid π2(X) whose objects are the points
of X, arrows are the continuous paths I → X, and 2-cells are (homotopy classes of) path
homotopies. Composition is given by juxtaposition, moving through each path at double speed.
A non-constant path is only invertible up to homotopy, hence π2(X) is not strict.
A simple characterization of (small) 2-categories and strict 2-groupoids is by using double
structures, namely diagrams of compatible structures as below, where compatible means that
the horizontal structural maps are functorial with respect to the vertical structures.
G2
// //

G0

G1
//// G0
However, our notion of 2-groupoid does not benefit much out of this perspective. The following
lemma, that is automatic for strict groupoids but works in general, will be useful later.
Lemma 2.3. If G is a 2-groupoid and y
f
←− x is an arrow in G, then the right multiplication
functor Rf : G(z, y)→ G(z, x) is an equivalence of categories for any z. The same holds for left
multiplication.
Proof. A 2-cell α : f ⇒ g defines a natural isomorphism Rf ⇒ Rg, for the 2-cells are invertible.
Then, given an arbitrary f , and picking g a quasi-inverse, we have idG(x,x) = Ridx
∼= RgRf and
analogously idG(y,y) = Ridy
∼= RfRg.
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A functor φ : C → D between 2-categories consists of functions φi : Ci → Di preserving
all the structure on the nose. This notion is sometimes too rigid for it involves many identities
between functors. A useful variant is that of a (normal) lax functor φ : C 99K D, which consists
of three maps φi : Ci → Di preserving source, target, units and the composition •, but only
preserving ◦ up to a given natural transformation. More precisely, it is also given a map
φ1,1 : C1 ×C0 C1 → D2 φ1,1(g, f) : φ1(gf)⇒ φ1(g) ◦ φ1(f)
ruling the failure of associativity of ◦ and satisfying the coherence axioms below:
i) φ1,1(idy, f) = idf = φ1,1(f, idx), where y
f
←− x (normality)
ii) (φ2(β) ◦ φ2(α)) • φ1,1(g, f) = φ1,1(g
′, f ′) • φ2(β ◦ α), where z ⇓β y ⇓α
g′
hh
g
vv
x
f ′
hh
f
vv
iii) (φ1,1(h, g) ◦ φ1(f)) • φ1,1(hg, f) = (φ1(h) ◦ φ1,1(g, f)) • φ1,1(h, gf), where w
h
←− z
g
←− y
f
←− x
When the structure 2-cells φ1,1(g, f) are invertibles the lax functor is called a pseudo-functor.
These notions are very interesting even when C is a usual category, viewed as a 2-category with
only identity 2-cells. To ease the notation we will often write φ instead of φi, etc.
Example 2.4. Given π : G → H an epimorphism of groups, a set-theoretic section σ : H →
G, σ(1G) = 1H , leads to a pseudo-functor φ : H 99K {Groups}, where G is viewed as a 2-
groupoid with one object and only identity 2-cells, and {Groups} is the 2-category of groups,
morphisms, and inner automorphisms as 2-cells. Here φ(∗) = K is the kernel of π, φ(h) is given
by conjugation by σ(h), and φ(h′, h) is the conjugation by σ(h′)σ(h)σ(h′h)−1. The lax functor
is an actual functor if and only if σ is a morphism.
We also need to deal with morphisms between lax functors (cf. [2]). Given φ,ψ : C 99K D lax
functors between 2-categories, a lax transformation H : φ ⇒ ψ associates to each x ∈ C0 an
arrow Hx : φ(x)→ ψ(x) and to each arrow f : x→ y a 2-cell Hf : Hyφ(f)⇒ ψ(f)Hx satisfying
i) Hidx = idHx (normality)
ii) (ψ(α) ◦ idHx) •Hf = Hg • (idHy ◦ φ(α)), where y ⇓α x
g
hh
f
vv
, and
iii) for each pair of composable arrows z
g
←− y
f
←− x there is a commutative prism with vertical
faces Hg,Hf ,Hgf and horizontal faces given by the structural 2-cells of φ,ψ.
φ(z)

φ(x)oo

ww♣♣♣
♣♣
♣
φ(y)

gg◆◆◆◆◆◆
ψ(z) ψ(x)oo
ww♣♣♣
♣♣
♣
ψ(y)
gg◆◆◆◆◆◆
Such an H is a lax equivalence if the Hx are invertible up to a 2-cell and the Hf are invertible.
Remark 2.5. Example 2.4 can be easily extended to suitable epimorphisms between categories,
known as fibred categories (cf. [2, 12]). The outcome is Grothendieck correspondence between
equivalence classes of fibred categories E → C and pseudo-functors C 99K {Categories}. This is
the first and most important example of lax functors. The main goal of the present paper can
be considered to be a smooth linear variant of this correspondence.
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3 The nerve of a 2-category
After reviewing the classic nerve construction, we discuss here the nerve for 2-categories and
2-groupoids. We explain its behavior with respect to lax functors, and we use it to relate 2-
groupoids with the weak approach to higher categories based on the horn filling condition. Some
references for this are [3, 4, 13, 14].
As usual, let [n] = {n, n−1, · · · , 1, 0} denotes the ordinal of n+1 element, and ∆ the category
of finite ordinals and order preserving maps, spanned by the elementary maps
di : [n− 1]→ [n] di(k) =
{
k k < i
k + 1 k ≥ i
sj : [n+ 1]→ [n] sj(k) =
{
k k ≤ j
k − 1 k > j
which satisfy the so-called simplicial identities. Then a simplicial set is a contravariant functor
X : ∆◦ → {Sets}. It can be described as a sequence of sets Xn = X([n]) and a collection of face
di = X(d
i) and degeneracy sj = X(s
j) operators satisfying the (dual) simplicial identities. Maps
of simplicial sets are natural transformations, or equivalently, sequences of maps compatible with
the faces and degeneracies. Simplicial objects on a category C are defined analogously.
Example 3.1. A simple but fundamental example is the n-simplex ∆n. From the functorial
viewpoint, it is the one represented by the ordinal [n]. Thinking of ∆n as a graded set with
further structure, it is freely generated by an element of type [n], namely id[n]. By Yoneda
Lemma, a map ∆n → X is the same as an element in Xn. The border ∂∆
n ⊂ ∆n is spanned
by all the faces of the generator, and the horn Λnk ⊂ ∆
n by all the faces but the k-th.
Given C a category, and given φ : ∆ → C a covariant functor, that should be thought of as
a model for simplices in C, we can define a singular functor φ∗ : C → {Simplicial sets} that
associates to each object X ∈ C a simplicial set by the formula (φ∗X)n = homC(φ([n]),X). In
other words, φ∗X is the restriction of the contravariant functor represented by X to ∆ via φ.
Example 3.2. When C is the category of topological spaces and φ([n]) is the topological n-
simplex, then φ∗X = SX is the singular simplicial set associated to X, used to define its
homology. When C is the category of (small) categories and φ([n]) = [n], where we see an ordinal
as a category by setting an arrow i→ j if i ≤ j, then φ∗C = NC is the nerve of the category,
whose n-simplices are chains of n composable arrows, and faces and degeneracies are given by
droping an extremal arrow, composing two consecutive ones, or inserting an identity.
We are concern with the nerve construction for 2-categories, namely the singular functor
defined when C is the category of 2-categories and lax functors, and φ([n]) = [n] is viewed as a
2-category with only identity 2-cells. Thus, if C is a 2-category, then its nerve NC has as n-
simplices the lax functors u : [n] 99K C, and its simplicial operators are given by pre-composition.
Note that NC0 = C0 and NC1 = C1 consist of the objects and arrows of C, respectively, and
NC2 consists of triangles that are commutative up to a given 2-cell:
y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
z
⇑α
x
f
__❄❄❄❄❄❄❄❄
h
oo
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To describe the higher simplices, note that a lax functor u : [n] 99K C can be thought of as
a labelling in an abstract n-simplex, where ui are objects at the vertices, uj,i are arrows at its
edges, and uk,j,i are 2-cells corresponding to each triangle. For each tetrahedron on the simplex
the following equation among 2-cells must hold:
ul,i
ul,j,i
!)❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑ul,k,i
u} sss
ss
ss
ss
ss
ss
s
ul,kuk,i
ul,kuk,j,i !)❑
❑❑
❑❑
❑
❑❑
❑❑
❑❑
ul,juj,i
ul,k,juj,iu} sss
ss
s
ss
ss
ss
ul,kuk,juj,i
The above data completely determines the nerve NC in the sense that it is 3-coskeletal, namely
NCk = {∂∆
k → NC} for k > 3.
A fundamental feature of the classic nerve for 1-categories is that it defines a fully faithful
functor, it embeds the category of (small) categories into that of simplicial sets. Extending this,
there is the following proposition for the nerve of 2-categories, which also provides information
about the 2-cells. Here, by a simplicial homotopy we mean a simplicial map X ×∆1 → Y .
Proposition 3.3 (cf. [4]). The nerve C 7→ NC defines a fully faithful functor from the category
of (small) 2-categories and (normal) lax functors to the category of simplicial sets. Moreover,
if φ,ψ : C 99K D are lax functors and every 2-cell in D is invertible, then there is a lax
transformation H : φ⇒ ψ if and only if there is a simplicial homotopy H˜ : Nφ ∼= Nψ.
Sketch of proof. Given a simplicial map φ˜ : NC → ND, we can define a lax functor φ : C 99K D
such that Nφ = φ˜ by setting φ0 = φ˜0, φ1 = φ˜1, and defining φ2 and φ1,1 as restrictions of φ˜2
to the following type of triangles. The simplicial identities on φ˜ imply the axioms of lax functor
on φ, and that Nφ = φ˜, proving the first assertion.
y
idy
  
  
  
  
y
⇑α
x
f
__❃❃❃❃❃❃❃❃
f
oo
y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
z
⇑idgf
x
f
__❄❄❄❄❄❄❄❄
gf
oo
Regarding the second one, given φ,ψ : C 99K D lax functors, while a lax transformation H :
φ ∼= ψ associates to an arrow y
f
←− x a 2-cell filling a commutative square, a simplicial homotopy
H˜ : Nφ ∼= Nψ should provide a traingulation of that square:
φ(y)
Hy

⇓Hf
φ(x)
Hx

φ(f)oo
ψ(y) ψ(x)
ψ(f)
oo
φ(y)
H˜y

⇑H˜f,0
φ(x)
H˜x

φ(f)oo
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
⇓H˜f,1
ψ(y) ψ(x)
ψ(f)
oo
where H˜f,0 and H˜f,1 are short for H˜(s1(f), s0(id[1])) and H˜(s0(f), s1(id[1])). The lax transfor-
mation H induces a simplicial homotopy H˜ by setting H˜f,0 = id and H˜f,1 = Hf . Conversely, if
every 2-cell on D is invertible, we can define an H out of H˜ by setting Hf = H˜f,1 • (H˜f,0)
−1.
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Another fundamental feature of the classic nerve is the following characterization of its image:
a simplicial set is the nerve of a category if and only if every inner horn (0 < k < n) admits a
filling, and this filling is unique for n > 1. Similarly, it is the nerve of a groupoid if and only if
the same holds for every horn, inner or not.
Λnk
∀ //

X
∆n
∃(!)
>>⑥
⑥
⑥
⑥
This motivates an approach to higher category theory that has received much attention lately.
A simplicial set X is then a weak m-category if every inner horn in X admits a filling, and
the filling is unique for n > m, and X is a weak m-groupoid if the same holds for every
horn, inner or not. The missing face of the horn, provided by the filling, should be though
of as a composition, defined up to homotopy, of the remaining faces. Next proposition relates
2-groupoids with weak 2-groupoids via the nerve functor. Similar results are discussed in [10].
Proposition 3.4. Given C a 2-category, NC is a weak 2-category if and only if every 2-cell of
C is invertible, and NC is a weak 2-groupoid if and only if C is a 2-groupoid.
Proof. Since NC is 3-coskeletal, every (n, k)-horn has a unique filling for n ≥ 5. For n = 2 the
horizontal composition of arrows provide inner horn-fillings, and the fillings of the outer horns
correspond to the existence of quasi-inverses. So let us study the cases n = 3, 4.
For n = 3, given a 2-cell α : f ⇒ g : x→ y, we can build a (3, 1)-horn with faces as below,
y
id⇒ id⇒
y
id
OO
id
))❙❙❙
❙❙❙
❙❙
x
f
//
g
??⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦
g 55❦❦❦❦❦❦❦❦ α⇑ y
id
__❅❅❅❅❅❅❅❅❅❅❅
and the remaining face of a filling will give a right inverse β : g ⇒ f to α, showing that inner-
horn filling implies that every 2-cell is invertible. Conversely, a horn gives three 2-cells, that
correspond to three sides on a square as below:
u3,0 +3

u3,1u1,0

u3,2u2,0 +3 u3,2u2,1u1,0
In an inner horn, either the 2-cell on the top or in the left is missing, but since every 2-cell is
invertible, we can fill the square by taking the obvious composition. In an outer horn, either the
2-cell on the bottom or on the right is missing, and assuming C is a 2-groupoid, we can get the
missing face by factoring the triple composition by either u3,2 or u1,0 as it follows from 2.3.
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For n = 4, the 2-skeleton of a 4-simplex u gives the edges of a cube as below:
u4,0
%-❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
qy ❧❧❧
❧❧❧
❧❧❧
❧
❧❧❧
❧❧❧
❧❧❧
❧

u4,1u1,0
 %-❘
❘❘❘
❘❘❘
❘❘
❘❘❘
❘❘❘
❘❘❘
u4,2u2,0
❧❧❧❧❧
❧
qy ❧❧❧
❧❧❧❧
❧
❘❘❘ ❘❘❘
%-❘
❘❘❘ ❘❘❘
❘
u4,3u3,0
qy ❧❧❧❧
❧❧❧
❧❧
❧❧❧
❧❧❧
❧❧❧
u4,2u2,1u1,0
%-❘
❘❘❘
❘❘❘
❘
❘❘❘
❘❘❘
❘❘
u4,3u3,1u1,0

u4,3u3,2u2,0
qy ❧❧❧❧
❧❧❧
❧
❧❧❧
❧❧❧
❧❧
u4,3u3,2u2,1u1,0
Each face of the 4-simplex corresponds to the commutativity of the corresponding face of the
cube. The bottom face commutes because of the compatibility between horizontal and vertical
composition. Since every 2-cell is invertible, five commuting faces on the cube imply that the
other is commutative as well, thus every horn admits a unique filling, concluding the proof.
Remark 3.5. Other ways to associate a simplicial set to a 2-category C are by regarding it as a
double category with a trivial side, applying twice the classic nerve, and reducing the resulting
bisimplicial set by using the diagonal d or the total functor T , also known as bar or codiagonal:
2-categories
N2
−−→ bisimplicial sets
d,T
⇒ simplicial sets
It is shown in [3] that TN2C and dN2C are equivalent to NC from a homotopy viewpoint. We
remark here that, when C is a strict 2-groupoid there is actually an isomorphism TN2C ∼= NC,
which is completely determined by the following formula for 2-cells.
z y
goo
⇑α
x
hoo
y x
f
oo
x
7→
y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
z
⇑gα−1
x
f
__❄❄❄❄❄❄❄❄
gh
oo
4 Defining Lie 2-groupoids
We discuss here the smooth versions of 2-categories and 2-groupoids we are going to work with,
provide some examples, and discuss other uses for those terms in the literature.
A Lie 2-category C is, roughly speaking, a 2-category internal to the category of smooth
manifolds. It consists of a (small) 2-category as defined before, on which (i) the sets of objects
C0, arrows C1 and 2-cells C2 are equipped with manifold structures; (ii) the source and target
maps s, t : Ci → Ci−1 of 2-cells and arrows are surjective submersions, and (iii) the units
u : Ci−1 → Ci and the multiplications ◦ and • are smooth. Functors φ : C → D between Lie
2-categories are easy to define, as 2-functors for which the three maps φi : Ci → Di are smooth.
Example 4.1. Let (R, ·) be the multiplicative monoid of real numbers, viewed as a Lie 2-
category with a single object, space of arrows R, and both horizontal and vertical composition
equal to the multiplication. This is a Lie 2-category on which not every 2-cell is invertible.
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Let G be a Lie 2-category that, from the set-theoretic viewpoint, is also a 2-groupoid, as
defined in the previous sections. In order to define when G is a Lie 2-groupoid we have to make
sense of smooth inversions. For 2-cells this is clear, for there is an inversion map i : G2 → G2,
and we can require it to be smooth. For arrows this is less clear, for inversion is only defined
up to homotopy, there is not an inversion map in general. Note that, since source and target
G2 → G1 are surjective submersions, the sets of 2-horns N2,iG = hom(Λ
2
i , NG) define manifolds:
N2,0G =
{
y
z x
f__❄❄
h
oo
}
N2,1G =
{
yg
⑧⑧
z x
f__❄❄
}
N2,2G =
{
yg
⑧⑧
z x
h
oo
}
We will discuss a smooth structure on the whole nerve NG in the following sections. For now,
we just endow N2G with a manifold structure using the following fibered product.
N2G //

N2,1G
m

G2 t
// G1
We define G to be a Lie 2-groupoid if, besides being a Lie 2-category and a 2-groupoid,
(i) the inversion of 2-cells i : G2 → G2 is smooth, and (ii) the following restriction maps are
surjective submersions:
d2,0 : N2G→ N2,0G d2,2 : N2G→ N2,2G.
We say that the Lie 2-groupoid is strict if it is set-theoretic strict and the inversion of arrows
i : G1 → G1 is smooth. The smooth structure on N2G also allow us to make sense of lax functors
in the smooth setting. We define a smooth lax functor betwen Lie 2-categories φ : C 99K D
as a lax functor such that φ0, φ1 and the map (φ2, φ1,1) : N2C → N2D is smooth. A smooth
lax transformations H : φ⇒ ψ is one on which the maps C0 → D1, C1 → D2 are smooth.
Example 4.2. Given K an abelian Lie group, we can see it as the 2-cells of a Lie 2-category with
one object and one arrow, and where both multiplications • and ◦ agree with that of K. The
resulting 2-category K ⇒ ∗⇒ ∗ is in fact a Lie 2-groupoid. A similar thing can be done with a
bundle of abelian Lie groups G⇒M , such as a torus bundle. This delooping construction stays
within the finite dimensional setting and plays a key role for instance in the theory of gerbes.
We would like to quickly review the Dold-Kan construction. When C is an abelian cat-
egory, eg. that of vector spaces, then a simplicial object X : ∆◦ → C gives rise to a chain
complex (X ′n, ∂) by defining X
′
n = ∩i>0 ker(di : Xn → Xn−1) and ∂ = d0. It turns out that
this construction yields an equivalence of categories between simplicial objects and positively
graded chain complexes. The horn-filling condition translates into the abelian setting, in such
a way that categories and groupoids both correspond to 2-term complexes, and linear natural
transformations correspond to chain homotopies.
Example 4.3. By a linear 2-category we mean a Lie 2-category V on which the Vi are (real
finite dimensional) vector spaces and the structure maps are linear. They are examples of Lie
2-groupoids. Viewing them as double linear categories, and applying Dold-Kan correspondence
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both horizontally and vertically, we encode such a V into a 3-term complex as below.
V ′2
//

0

V ′1
// V0
Remark 4.4. We warn the reader about different uses for the word Lie 2-groupoid within the
literature other than the one we have introduced, which suits our fundamental example. In [17]
and other references, they use the word to refer to what we called strict Lie 2-groupoid, they
demand the inverse of arrows to exists, our notion is more general. In [21] and other references
a Lie 2-groupoid is defined as a smooth version of weak 2-groupoids, they do not require the
existence of a well-defined composition. We will see later that a smooth version of the nerve
functor for Lie 2-categories allow us to regard our Lie 2-groupoids as examples of them.
5 The general linear 2-groupoid
Here we show our first main theorem, asserting that the symmetries of a (2-term) graded vector
space or bundle can be endowed with the structure of a Lie 2-groupoid, which we call the
general linear 2-groupoid. This construction extends the general linear groupoid of a vector
bundle without a grading (see eg. [7]).
Throughout this section, let V = V1 ⊕ V0 → M be a graded vector bundle over a smooth
manifold. We will first describe the set-theoretic structure of its general linear 2-groupoid GL(V )
and then take care of the smoothness. From the set-theoretic viewpoint we have:
i) An object ∂x ∈ GL(V )0 is a differential ∂
x : V x1 → V
x
0 on the fiber V
x = V x0 ⊕ V
x
1 ;
ii) An arrow α : ∂x → ∂y ∈ GL(V )1 is a couple of linear maps α1 : V
x
1 → V
y
1 , α0 : V
x
0 → V
y
0 ,
defining a quasi-isomorphism between V x and V y;
V x1
α1 //
∂x

V y1
∂y

V x0 α0
// V y0
iii) A 2-cell R : α → α′ : ∂x → ∂y on GL(V )2 is a chain homotopy, given by a linear map
R : V x0 → V
y
1 such that R∂
x = α1 − α
′
1 and ∂
yR = α0 − α
′
0.
V x1
α1 //
∂x

V y1
∂y

V x0 α0
//
R
>>⑦⑦⑦⑦⑦⑦⑦⑦
V y0
The multiplication ◦ in GL(V ) is the composition of maps, and the multiplication • is the
composition of chain homotopies, which is just the sum of the corresponding maps R. Every
2-cell is invertible, and every arrow is invertible up to a 2-cell. Thus we have a well-defined
2-groupoid GL(V ). Via Dold-Kan we can embed it into the 2-category of linear categories.
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Remark 5.1. Even when M = ∗ our construction GL(V ) yields a 2-groupoid and not what
one might call a 2-group, for there are many objects and not just one. Fixing an object ∂ on
GL(V ), its isotropy 2-groupoid GL(V )∂ can be compared with the construction studied in [18].
Next we show that GL(V ) inherits a smooth structure from certain vector bundles. To ease
the notation, given A,B → M vector bundles, we write [A,B] → M for the inner-hom vector
bundle. Then we have that:
i) GL(V )0 identifies with the total space of [V1, V0]→M ,
ii) GL(V )1 is a subspace of E = [π
∗
1V1, π
∗
1V0] ⊕ [π
∗
2V1, π
∗
2V0] ⊕ [π
∗
1V1, π
∗
2V1] ⊕ [π
∗
1V0, π
∗
2V0], a
vector bundle over M ×M , where πi :M ×M →M are the obvious projections, and
iii) GL(V )2 is the set-theoretic fiber product GL(V )1 ×M×M [π
∗
1V0, π
∗
2V1].
The issue here is to show that GL(V )1 ⊂ E is a submanifold. Then GL(V )2 will identify with
a fibered product along a submersion, in fact with a pullback vector bundle. This issue is rather
subtle and will require a careful analysis. The first step in our argument is to provide a simple
system of equations describing GL(V )1 ⊂ E.
Lemma 5.2. We can write GL(V )1 = F ∩ U1 ∩ U0 where
F = {(∂x, ∂y, α0, α1) ∈ E : α0∂
x = ∂yα1}
U1 = {(∂
x, ∂y, α0, α1) ∈ E : ker(∂
x) ∩ ker(α1) = 0}
U0 = {(∂
x, ∂y, α0, α1) ∈ E : im(∂
y) + im(α0) = V
y
0 }
Proof. An element (∂x, ∂y , α0, α1) belongs to F if and only if the corresponding square of vector
space maps commute, it belongs to U1 if and only if the morphism between the fibers is injective
in degree 1 homology, and belongs to U0 if and only if it is surjective in degree 0 homology. Since
both fibers V x, V y, as 2-term complexes, have the same Euler characteristic dimV0 − dimV1,
then so do their homologies, and therefore the two inequalities dimH1(V
x) ≤ dimH1(V
y) and
dimH0(V
x) ≥ dimH0(V
y) imply that α is in fact a quasi-isomorphism.
The subset F can be seen as the preimage of the zero section of the following map between
the total space of vector bundles over M ×M , where E′ = [π∗1V1, π
∗
2V0].
φ : E → E′ φ(∂x, ∂y, ρ1, α0) = α0∂
x − ∂yα1
This map is quadratic and its rank is not constant in general, as next example shows.
Example 5.3. Let M = ∗ and V0 = V1 = R. Then GL(V )0 ∼= R, E ∼= R
4 and F identifies with
{(x, y, z, w) ∈ R4 : xy − zw = 0}, that is not a submanifold of R4. This examples shows that if
we define the general linear 2-category gl(V ) as we have defined GL(V ), but without imposing
the quasi-isomorphism axiom, then gl(V ) cannot be made a Lie 2-category in a reasonable way.
Next we show that the map φ above has maximal rank over the opens Ui, and since the zero
section 0M×M ⊂ E
′ is closed embedded, the same holds for GL(V )1.
Proposition 5.4. The map φ : E → E′ has maximal rank over the opens Ui.
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Proof. Let p = (∂x, ∂y, α1, α0) ∈ U1 and let q = φ(p) = α0∂
x − ∂yα1. To show that dφp :
TpE → TqE
′ is surjective we argue by realizing vectors as 1-jets of curves. Given γ(t) ∈ E′,
γ(0) = q, we want to lift the curve γ to a curve on E through p. By using local trivializations
of V we can assume x(t) = x and y(t) = y are fixed. Let us suppose that p ∈ U1, the other
case is analogous. Since ker ∂x ∩ kerα1 = 0, the linear map (∂
x, α1) : V
x
1 → V
x
0 ⊕ V
y
1 is a
monomorphism, and therefore it admits a linear retraction (∂˜x, α˜1) : V
x
0 ⊕ V
y
1 → V
x
1 . Then the
curve γ˜(t) = (∂x, γ(t)α˜1, α1, γ(t)∂˜
x) ∈ E is a lift as required.
Theorem 5.5. Given V = V1⊕V0 a graded vector bundle, its general linear 2-groupoid GL(V )
inherits a natural structure of a Lie 2-groupoid.
Proof. As we have already discussed, GL(V )0 identifies [V1, V0], GL(V )1 ⊂ E with the preimage
of a closed embedded submanifold along a maximal rank map, and GL(V )2 is a fiber product
along a submersion. It is straightforward to check that with these definitions the structure
maps of GL(V ) are smooth, including the inversion of 2-cells. It only remains to show that the
restriction maps below are surjective submersions:
d2,0 : N2G→ N2,0G d2,2 : N2G→ N2,2G
Let us show it for d2,0, the other case is analogous. We argue again by lifting curves. We start
with α(t) : ∂x(t) → ∂y(t) and γ(t) : ∂x(t) → ∂z(t) ∈ GL(V )1, defining a curve on N(2,0)G, and
in order to lift it to N2G, we want to define β(t) : ∂
y(t) → ∂z(t) and R(t) : γ(t) ⇒ β(t)α(t).
Working locally we can again assume x = x(t), y = y(t), z = z(t) are fixed. The monomorphism
(α1(t), ∂
x(t)) : V x1 → V
y
1 ⊕ V
y
0 admits a retraction α˜1(t), ∂˜
x(t), and by basic argument on linear
algebra, we can take it smooth on t. Then the following short exact sequence splits smoothly,
0→ V x1
(α1(t),∂x(t))
−−−−−−−−→ V y1 ⊕ V
y
0
(∂y(t),α0(t))
−−−−−−−−→ V y0 → 0
and we gain a section (∂˜y(t), α˜0(t)). We can define βi(t) = γi(t)α˜i(t) and R(t) = γ1(t)∂˜
x.
Remark 5.6. Let us denote by GL′(V ) ⊂ GL(V ) the open Lie 2-groupoid with the same
objects, arrows the invertible chain maps, and 2-cells the chain homotopies. This is a strict
Lie 2-groupoid, somehow simpler than our version, and both agree around the units, thus both
should behave in the same way with respect to differentiation, even though this process is not yet
clear. See [18] for a related discussion. But regarding our purposes, this simpler construction
GL(V )′ is not satisfactory, there are representations up to homotopy of Lie groupoids that
cannot be invertible. An example is the adjoint representation of the pair groupoid of the
sphere Pair(S2), or of any other non-parallelizable manifold. We will come back to this later.
6 The nerve of a Lie 2-category
We deal here with the problem of endowing the nerveNC of a Lie 2-category C with a reasonable
smooth structure. We show with a simple example that for general C this may not be possible.
Our second main theorem shows that if every 2-cell is invertible then NC is indeed a simplicial
manifold, and this happens for instance if C is a Lie 2-groupoid.
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Given C a Lie 2-category, we define its ambient simplicial manifold AC for the nerve NC,
roughly speaking, by considering arbitrary collections {uk,j,i} of 2-cells and disregarding any
compatibility. More precisely, we define AC by
AnC =
∏
[2]
a
−→[n]
C2 u ∈ AnC, b : [m]→ [n] ⇒ b
∗(u)a = ub◦a ∈ AmC
This way AC is a well-defined simplicial manifold, and every face map is a surjective submersion,
for it is just the projection onto some of the coordinates. There is a canonical inclusion
φ : NC → AC defined by the formula φ(u)a = (u ◦ a)2,1,0, where u ∈ NnC, u : [n] 99K C, and
a : [2]→ [n]. In other words, φ(u) keeps track of the 2-cells corresponding to each triangle, and
by means of the identities, the arrows on the edges and the objects on the vertices. Since every
simplex in NC is determined by its 2-skeleton, the map φ is injective. We are concern with the
question of whether φ(NnC) ⊂ AnC is a submanifold, which is not the case in general.
Example 6.1. Let (R, ·) be the multiplicative monoid viewed as a Lie 2-category as described in
Example 4.1. Then N0C = {∗}, N1C = {id∗}, and N2C = R, but N3C ⊂ A3C is not a submani-
fold. Disregarding the degenerate coordinates, we can identify N3C with tuples (x, y, z, w) ∈ R
4
such that xy = zw, the equation corresponding to the commutativity of the tetrahedron.
For C a 1-category, a simplex u ∈ NnC is the same as a chain of n composable arrows, so
we can write NnC as an iterated fiber product, and use this to define a smooth structure on
it. Next we develop a similar combinatorial description for simplices u ∈ NnC, where C is a
2-category whose 2-cells are invertible.
We see ∆n−1 inside ∆n by using the face dn, and define a decreasing filtration
∆n = F0∆
n ⊃ F1∆
n ⊃ · · · ⊃ Fn−1∆
n ⊃ ∆n−1
by setting Fk∆
n = {a : [m] → [n]/a(m) < n or a(0) ≥ k}, namely Fk∆
n is the union of ∆n−1
with the last face of dimension k. As an example, we depict the filtration for n = 3:
0
3
1
2
3
1
2
0 0 1
2
3
F0∆
3 F1∆
3 F2∆
3
Define NknC = {Fk∆
n → NC}. Note that N0nC = NnC, that we have projections N
k
nC →
Nk+1n C, and that N
n−1
n C = Nn−1 ×C0 C1 is the set-theoretic fiber product over u 7→ un and s.
Proposition 6.2. If every 2-cell of C is invertible then there are set-theoretic fiber products:
Nk−1n C
t

φkn
//
//

C2
NknC C1
φkn(u) = un,k ◦ uk,k−1
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Proof. The inclusion Fk+1∆
n → Fk∆
n has all the vertices on its image, all the edges except for
(n, k), and all the triangles except for (n, l, k), with k < l < n. Thus, given u : Fk∆
n → NC, if
we know its restriction u′ to Fk+1∆
n and the 2-cell α corresponding to the triangle (n, k+1, k),
then we have all the vertices, we recover the edge (n, k) as the source of α, and we recover the
2-cells corresponding to the triangles (n, l, k) inductively on l − k by means of the equation:
un,l,k = (un,l ◦ ul,k+1,k)
−1 • (un,l,k+1 ◦ uk+1,k) • un,k+1,k
This shows that the map NknC → N
k+1
n C ×C1 C2 is injective.
To see that it is also surjective, we need to check that, given u′ : Fk+1∆
n → NC and given
α : u′n,k ⇒ u
′
n,k+1u
′
k+1,k, the above equations can be used to define a simplicial map u : Fk∆
n →
NC. This translates into showing that for every tetrahedron (l, k, j, i) the above equation
holds. The only tetrahedrons that deserve an explanation are those of the type (n, l′, l, k) with
k < l < l′ < n. Moreover, if l = k+1 then the equation holds by the construction of u. So let us
assume that k + 1 < l. The 4-simplex corresponding to (n, l′, l, k + 1, k) yields a cube as below:
un,k
%-❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
px ❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥

un,k+1uk+1,k
 &.❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
un,lul,k
❥❥❥
❥❥❥
❥❥
❥❥❥
❥❥❥
❥❥
px ❥❥❥❥
❥❥❥
❥
❥❥❥
❥❥❥
❥❥
❙❙❙
❙❙❙
❙
❙❙❙
❙❙❙
❙
%-❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
un,l′ul′,k
qy ❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
un,lul,k+1uk+1,k
&.❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
un,l′ul′,k+1uk+1,k

un,l′ul′,lul,k
qy ❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
un,l′ul′,lul,k+1uk+1,k
We want to see that the back right face commutes. But we know that: the back left face
commutes by definition of un,l,k; the upper face commutes by definition of un,l′,k; the left front
face commutes for it factors through uk+1,k; the right front face commutes for it factors through
un,l′ ; and the bottom face commutes for ◦ and • are mutually distributibe. Hence the result.
We can now prove our second main theorem.
Theorem 6.3. Given C a Lie 2-category, if its 2-arrows are (smoothly) invertible, then the
nerve NC is naturally a simplicial manifold.
Proof. We endow each NnC with a smooth structure inductively. For n = 0, 1 we do it by
means of the obvious identifications N0C = C0 and N1C = C1. For larger n we use the filtration
and fiber products on previous proposition, noting that one of the maps is always a surjective
submersion, and using the standard transversality criterion. Hence NnC is a closed embedded
submanifold of the product
NnC ⊂ Nn−1C ×
∏
(i+1,i)
C1 ×
∏
(n,i+1,i)
C2
We will prove that, for these smooth structures, the canonical inclusion φ : NnC → AnC into the
ambient is a closed embedding. This implies that (i) the smooth structures that we have defined
on NnC do not depend on the particular filtration we have used, and that (ii) the simplicial
maps on NC are smooth and NC is a simplicial manifold.
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For each triple (k, j, i), we have to show that the composition φk,j,i = πk,j,iφ : NnC → AnC →
C2 is smooth. By projecting on the first coordinate of the above product, and using an inductive
argument, we solve the case n > k. By projecting on the other coordinates we solve the cases
(n, i + 1, i). It remains to study the other projections φn,j,i. But such a projection can be
written as an expression involving the other coordinates and the multiplications ◦ and •, that
are smooth. A similar argument applies also to the degenerate coordinates.
It follows from our theorem that the nerve of a Lie 2-groupoid is a simplicial manifold, and that
a smooth pseudo-functors φ : G 99K G′ is the same as a simplicial smooth map φ : NG→ NG′.
Next we present a less immediate corollary.
Corollary 6.4. With the above hypothesis, the face maps di : NnC → Nn−1C are surjective
submersions.
Proof. This is more a corollary of the proof rather than of the statement. When i = n it follows
by factoring dn through the filtration, for each projection N
k
nC → N
k+1
n C is the base-change of
a surjective submersion, as well as Nn−1n C → Nn−1C. When i 6= n we can argue similarly, but
now using a different filtration of ∆n, by complexes containing the face di(∆
n−1).
We finish this section by developing a smooth version of 3.4, setting a bridge between our
theory and that of weak Lie 2-categories and weak Lie 2-groupoids, as defined in [13, 21]. A
simplicial manifold X is a weak Lie m-category or a weak Lie m-groupoid if the corre-
sponding restrictions maps Xn → Xn,k are surjective submersions, for some reasonable smooth
structure on the space of (n, k)-horns. The space of horns Xn,k can be expressed as an equalizer∏
i 6=k
Xn−1 ⇒
∏
i,j 6=k
Xn−1,
which may not exists in the category of manifolds. In general this is argued by an inductive
argument. In our case, when X = NC is the nerve of a Lie 2-category with invertible 2-arrows,
it follows from our construction that Xn →
∏
i 6=kXn−1 is a closed embedded submanifold for
n > 3 and for n = 3, k = 2. The case n = 3, k = 1 follows by using a symmetric filtration on the
simplex. Therefore, since Xn is also a set-theoretic equalizer, we conclude that Xn ∼= Xn,k is a
diffeomorphism in these cases. The case n = 2 is easy, and therefore we can conclude:
Proposition 6.5. Let C be a Lie 2-category on which every 2-arrow is invertible. Then NC is a
weak Lie 2-category. Moreover, NC is a weak Lie 2-groupoid if and only if C is a Lie 2-groupoid.
Remark 6.6. The main theorem on [17] shows that if G is a strict Lie 2-groupoid then TN2G
is a weak Lie 2-groupoid. Thus, in light of the isomorphism described in 3.5, our theorem can
be regarded as an extension of that to non-strict Lie 2-groupoid. This is crucial for us, for our
fundamental example GL(V ) is not strict.
7 Representations as pseudo-functors
In this section we review the notion of representation up to homotopy Gy V of a Lie groupoid
G, the particular case of 2-term vector bundles V = V1 ⊕ V0, and present our main theorem,
stating a 1-1 correspondence between representations Gy V and pseudo-functorsG 99K GL(V ).
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Given G⇒M a Lie groupoid and E →M a vector bundle, a representation Gy E can be
defined as a map ρ : G×M E → E, ρ(y
g
←− x, e) = ρg(e), such that (i) ρg : Ex → Ey is linear, (ii)
ρid = id, and (iii) ρhρg = ρhg. A pseudo-representation is a sort of non-associative action, it
is defined analogously but just requiring (i) and (ii).
Example 7.1. If G ⇒ ∗ is a Lie group, viewed as a Lie groupoid with a single object, then
its representations are the usual one. If M ⇒ M is a manifold, viewed as a Lie groupoid with
only identities arrows, then its representations are the vector bundles over M . More generally,
if G ×M ⇒ M is the groupoid arising from a Lie group action G y M , then a representation
(G×M)y E is the same as an equivariant vector bundle.
Example 7.2. Given M a manifold, a representation Pair(M) y E of its pair groupoid is
the same as a trivialization of E. Given a surjective submersion q : M → N , a representation
M×NM y E of the submersion groupoid (cf. [7]) is the same as an isomorphism E ∼= q
∗E′ with
a pullback vector bundle. This can be further generalized to a foliation F ⊂ TM , which yields
a holonomy groupoid Hol(F )⇒M , whose representations are the same as foliated bundles.
Example 7.3. Let P 2 denote the real projective plane, and let E → P 2 be its tautological line
bundle. Since it is not trivial there cannot be a representation of the pair groupoid Pair(P 2)y E.
Still, we can define a pseudo-representation Pair(P 2)y E, by defining for instance ρ(ℓ′,ℓ)(v) as
the orthogonal projection of v ∈ ℓ over ℓ′.
By means of the exponential law, a Lie groupoid representation can be described as a Lie
groupoid morphism into the general linear groupoid (see eg. [7])
ρ# : (G⇒M)→ (GL(E)⇒M) ρ#(g) = ρg
whose objects are the fibers of E → M and whose arrows are isomorphisms between fibers. In
the case of a pseudo-representation we still have a smooth map G→ GL(E) between the arrow
spaces, compatible with source and target but that may fail to preserve the multiplication. This
viewpoint allow ones to treat representations as maps, and it is specially useful when dealing
with differentiation and integration.
Lie groupoid representations turn out to be very restrictive. A convenient generalization,
is that of a representations up to homotopy of a Lie groupoid G over a graded vector
bundle V = ⊕Vi. It is defined as a degree 1 differential D on a space of sections Γ(NG,V ) of
V over the nerve of G inducing a graded module structure. By decomposing D = ⊕Di into
bi-homogeneous components, we can reinterpret D as a pseudo-representation over a complex
(V, ∂) with homotopies controlling its associativity. See [1, 8, 17] for further details. We recall
here the 2-term case, the simplest new case, using an homological convention.
Proposition 7.4 (cf. [8, 11]). If V = V1 ⊕ V0, then a representation up to homotopy G y V
is the same as a tuple (∂, ρ1, ρ0, γ), where ∂ : V1 → V0 is a linear map, ρi : G y Vi are pseudo-
representations commuting with ∂, and γ : (z
h
←− y
g
←− x) 7→ (γh,g : ρhg ⇒ ρhρg) is a curvature
tensor satisfying
ρg31 ◦ γ
g2,g1 − γg3g2,g1 + γg3,g2g1 − γg3,g2 ◦ ρg10 = 0.
A morphism θ : V → V ′ is the same as a triple (θ1, θ0, µ) where θ = (θ1, θ0) : V → V
′ is a vector
bundle chain map and µ : (y
g
←− x) 7→ (µg : V x0 → V
′
1
y) is a tensor satisfying ρ′θ− θρ = ∂′µ+µ∂,
and
θz1γ
h,g + µhρg0 + ρ
′h
1µg − µ
hg − γh,gθx0 = 0.
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The point-wise homology of a 2-term representation Gy V consists ofHx1 (V ) = ker ∂
x and
Hx0 (V ) = coker ∂
x. If the rank of ∂ is constant then H1(V ) and H0(V ) are vector bundles and
there is an induced representation over them. A representation up to homotopy V whose point-
wise homology vanishes is called acyclic. A morphisms θ : V → W of 2-term representations up
to homotopy inducing isomorphims on the point-wise homology is called a quasi-isomorphism.
Example 7.5. Given ρ : Pair(P 2) y E the pseudo-representation discussed before, we can
define an acyclic representation up to homotopy Pair(P 2)y E⊕E by setting ∂ = id, ρ1 = ρ0 = ρ
and γ = ρ− ρρ. The same can be done for any pseudo-representation.
Example 7.6. Given G ⇒ M a Lie groupoid endowed with a connection σ, namely a section
of s : TG→ s∗TM , the adjoint representation Gy (A⊕ TM) has ∂ equal the anchor map
and ρ0 given by tσ. The equivalence class does not depend on σ. This generalizes the classical
adjoint representation of Lie groups and plays a role in the deformation theory of groupoids.
The coadjoint representation Gy T ∗M ⊕A∗ is defined by duality.
We are now ready to present our main theorem. Given a Lie groupoid G ⇒ M we have a
canonical projection πG : G → Pair(M) into the pair groupoid that just remembers the source
and target of an arrow. Given a 2-term vector bundle V → M , we have a canonical projection
πV : GL(V )→ Pair(M) that only remembers the base-points on the vector bundle.
Theorem 7.7. Given G ⇒ M a Lie groupoid and V = V1 ⊕ V0 → M a graded vector bundle,
there is an equivalence between the category of representations up to homotopy ρ : Gy V and
quasi-isomorphisms and the category of pseudo-functors φ : G 99K GL(V ) satisfying πV φ = πG
and smooth lax equivalences.
This result is truly a generalization of the situation for ordinary representations. That is, when
V is only in degree 0, then GL(V ) is the usual general linear groupoid, and the pseudo-functors
G 99K GL(V ) are just morphisms of Lie groupoids.
Proof. It is a rather direct consequence of the constructions and results collected during our
work. In light of the set-theoretical simplicial interpretation (cf. 3.3), our construction of the
general linear 2-groupoid (cf. 5.5), and our characterization for smooth nerve (cf. 6.3), a smooth
pseudo-functor φ : G 99K GL(V ) is the same as a simplicial map φ : NG → NGL(V ). The
degree 0 component φ0 is the same as a differential ∂ on V , the degree 1 component φ1 gives
a pseudo-representation ρ on V compatible with ∂, and the degree 2 component φ2 yields a
curvature tensor γ : (z
h
←− y
g
←− x) 7→ (γh,g : ρhg ⇒ ρhρg), defining a 2-term representation up to
homotopy, as characterized in proposition 7.4. Similarly, a smooth lax equivalence H : φ ⇒
ψ : G 99K GL(V ) consists of smooth maps M → GL(V )1, G → GL(V )2, corresponding to the
components θ and µ of a quasi-isomorphism (cf. 7.4). It is straightforward to check that these
correspondences between objects and arrows are functorial.
There are some remarks to be made regarding functoriality. Firstly, even though a quasi-
isomorphism θ : V → V of representations up to homotopy gives a simplicial homotopyNG×I →
NGL(V ), not every such homotopy arises in this way, as can be seen in the proof of 3.3.
Secondly, if we want to consider morphisms V → V that are not quasi-isomorphisms, then the
corresponding lax transformations would involve chain maps that are not within GL(V ). Lastly,
since the construction V 7→ GL(V ) is not functorial, it makes little sense to frame non-invertible
morphism V → V ′ between different vector bundles within our theory.
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We close this paper by outlining three different problems related to our results, the first related
to the infinitesimal picture, the second with the theory of 2-stacks, and the third with higher
versions of our results.
Remark 7.8. In [16], an infinitesimal analog to our main theorem was announced. It is com-
monly accepted that weak higher Lie groupoids and higher Lie algebroids are related by a theory
of differentiation and integration, though the details of such a theory are yet to be understood.
Within this context, we expect that the differentiation of our general linear 2-groupoid is the
object gl(V ) introduced there, and that the differentiation and integration of maps will provide
an alternative approach to the integration of 2-term representations up to homotopy, other that
that of [5].
Remark 7.9. In [8], the Morita equivalences of VB-groupoids are discussed. It is proved there
that the derived category of VB-groupoids V B[G] over a fixed based is a Morita invariant, and
consequently, the same holds for 2-term representations up to homotopy. This result, from our
framework, admits the following interpretation. Our general linear 2-groupoid GL(V ) represents
a differentiable 2-stack, and the maps into it classify certain VB-groupoids, with prescribed side
and core bundle. This should be thought of an incarnation of the 2-stack Perf2 appearing in
algebraic geometry. Further details demand a better understanding of differentiable 2-stacks,
and is postpone to be studied elsewhere.
Remark 7.10. It is natural to expect our results to remain valid on higher degrees. The
construction of the general linear groupoid seems plausible to be generalized for more general
graded vector bundles. The understanding of pseudo-functors within this context seems to be
less clear, though a complete immersion into the simplicial approach would solve this issue.
Related to this, a realization of more general representations up to homotopy as higher VB-
groupoids is being studied in the ongoin project [9]. Expectations here should be curbed, for
even disregarding the smooth and linear structures, such a higher analog for Grothendieck
correspondence is still unknown.
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