







podporo in svetovanje. Hvala vodstvu podjetja Elvez d.o.o za povabilo in zaupanje





1.1 Pregled literature ............................................................................................. 13
1.2 Predstavitev problema ..................................................................................... 15
1.3 Predstavitev dekorativnih con izdelka............................................................. 18
1.4 Napake na izdelkih .......................................................................................... 20
1.5 Cilji .................................................................................................................. 20
2 Strojni vid in zasnova prototipnega sistema 21
2.1 .......................................................... 22
2.2 Zahteve strojnega vida..................................................................................... 22
2.3 Osvetlitev in tehnika osvetlitve ....................................................................... 23
2.4 Kamera ............................................................................................................ 25
2.5 Optika .............................................................................................................. 26
2.6 Programska oprema......................................................................................... 27
2.7 Prototipni sistem.............................................................................................. 27
2.7.1 Konstruiranje robotskega prijemala...................................................... 28
2.7.2 Celica za detekcijo napak ..................................................................... 29
2.7.3 ........................................................ 30
2.7.4 Zajem slike............................................................................................ 31
2.7.5 Detekcija napak in fizikalno ozadje...................................................... 32
2.8 Digitalna obdelava slik.................................................................................... 35
3 Eksperimenti in rezultati 39
3.1 Program detekcije napak ................................................................................. 39






3.7 Vpliv velikosti svetlobnega vira na vidnost napak.......................................... 57
3.8 Zaklju ......................................................................................................... 59





Magistrsko delo obravnava razvoj prototipne robotske celice za avtomatsko detekcijo
Potrebo po razvoju s strojnim vidom podprte robotske celice in njeno uvedbo v
proizvodnjo so narekov
zaznati napake na metaliziranih izdelkih,  pa
Algoritem za detekcijo napak s sistemom strojnega vida,  ki smo ga izdelali v
okviru magistrskega dela, temelji na analizi deformacije odboja svetlobe od visoko
odbije v smeri  slikovnega senzorja. Posledica je
zaznamo in obdelamo. Med pregledovanjem z robotskim manipulatorjem
ihove
dimenzije in medsebojne razdalje.
nipulacijo z
-osni industrijski robot Kuka. Prijemala so bila
kamero je ustvaril primerne pogoje za zajem slik izdelka.
8 Povzetek
Slike se zajamejo in p
algoritem za detekcijo napak.  Za pregled enega kosa je bilo potrebno zajeti 25 slik v
Pred implementacijo obravnavanega strojnega vida v proizvodnjo je poleg
iz
njimi narediti simulacijo prijema izdelka iz orodja za brizganje plastike in v
st
avtomobilska industrija, robotika, digitalna obdelava slik
9
Abstract
The present research refers to development of methods for the in-line vision system
for anomaly detection on plastic surfaces aided by multi-axial robotic systems. The
purpose of such an inspection system is to sort out defective parts during production
before an expensive metallization process is applied. While human inspection on
metalized parts is quite reliably, it causes very big or even an unsolvable problem on
the raw, un-metalized parts.
Algorithm was tested on medium to high gloss light gray car light housing
made from polymer. Because of the presence of defects on the high gloss surface, the
reflected light is sprayed out or scattered differently than in the case of the surface
that there is no defects. The result is darker area in the picture, which is detected and
processed. For part positioning the six-axis robot Kuka with 3D printed grippers was
used. Images were captured after properly setup light source with industrial camera
and transferred to Matlab.
There are 25 images that has to be captured for full inspection of a single part
and this can be achieved in 16 seconds. This time is larger than inspection of part by
workers (7,5 seconds).
The inspection of anomalies was about 75% successful and there are
possibilities for improvements. The first step should be to improve anomaly
detection on edges of regions of interest. This should improve system for another
20%. Also, increase the robustness of the system should be made and manipulation
of part with professional robot grippers should be tested.
Key words: machine vision, high gloss surfaces, anomaly detection,






poleg funkcionalnosti izdelkov zelo
pomemben tudi njihov vizualni izgled. Zahteve kupcev njimi pa
produktov proizvodnih podjetij, med katerimi so
zlasti v avtomobilski industriji zelo pogosti
ang. high gloss surface).
postopek
Sodob
vrednotenje kakovosti izdelkov. Ne le, da so rezultati objektivizirani. Rezultati so
proizvodnjo izdelkov.




kot so npr. vdolbine (ang. sink marks) izkoristimo lastnosti deflektometrije. Pogosta
14 1  Uvod
je metoda resaste projekcije (angl. fringe projection
vzporedno enakomerno porazdeljeni trakovi [4-5]. Vzorci vpadne svetlobe so
projecirani na pov
vzorci se odbijejo proti kameri. Analiza slike deformiranih vzorcev ob poznavanju
[6].
Tovrstne metodologije lahko uporabimo za detekcijo napak na difuzno
svetlobe, ki se po
avtomobilske industrije. Lilienblum, Albrecht, Calow in Michaelis so predlagali [7]
metodo za avtomatsko zaznavo majhnih vdolbin na karoserijah avtomobilov, ki
tekom proizvodne linije niso vidne vse do postopka lakiranja. Postopek temelji na 3D
rekonstrukciji podatkov iz dveh kamer in projiciranega vzorca na povr ter
uporabo nevronskih mre Le-te so nau
Yogeswaran in Payeur sta prav tako predlagala [8] postopek za zaznavo
deformacij na avtomobilskih delih v 3D prostoru. Za zajem podatkov o povr
sta uporabila laserske prebirnike.
Analiza je obsegala segmentacijo morebitnih deformacij iz podatkov ter
njihovo kasnej klasifikacijo.
ang. optical gratings) kateri sta
pozicionirani na skupni osi. Skozenj pr
objekta [9-10].
Fazna deflektometrija je motoda, ki  izhaja iz Moire deflektometrije in
preko zaslona oziroma monitorja.  Dieter P. Gruber je s sodelavci  predstavil metodo
detekcije in karakterizacije vdolbin oziroma usahlin (ang. sink mark) na podlagi
analize slik zajetih s CCD kamero [11].
Gruber testiral na visoko odbojnem brizganem izdelku. Ta metoda je zaradi visoke
1.2  Predstavitev problema 15
ang. texture analysis techniques).  Pravzaprav
X. Xie je v svojem delu [12]
ga vida in digitalne obdelave slik, ki temeljijo na analizah
, Dusmanta K. Mohanta in
Pranab K. Dutta so v delu [13] predstavili pregled strategij in metod odkrivanja
tudi na spletu veliko kvalitetnega gradiva [14-15]. Zelo pogosta je tehnika
upragovanja, ki je ena od osnovnih metod segmentacije. Namen upragovanja
avtomatskega upragovanja sivobelih slik je metoda Otsu [16-17].
a procesa
skupaj z detekcijo morebitnih napak na brizganih p
procesu. Sistem naj sestavlja robotska celica podprta s sistemom strojnega vida.
Analiza slik zajetih s CCD kamero naj temelji na tehniki avtomatskega upragovanja.




Slika 1.1:  Obravnavani izdelek -
16 1  Uvod
Sedanji proces nastanka izdelka prikazuje blokovna shema na sliki 1.2.
Slika 1.2:  Blokovna shema nastanka izdelka - trenutno stanje.
dodaja v napravo za brizganje plas
visokim tlakom ter nato ohladi.
brizgalnega stroja. V tem primeru dobavitelj pridobi mnenje kupca o sprejemljivosti
izdelkov lahko nadaljuje brez popravila orodja.
botski
15
sekund na par izdelkov, torej 7,5 sekund na posamezen kos. Njegovo delovno mesto
predstavi
transportiran na oddelek za metalizacijo, kjer se metalizira. Nato sledi druga
oddelek pakiranja kjer
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za dobavitelja.
Zaradi subjektivne presoje o kakovosti ta nikoli ni sto odstotno zanesljiva.
motilnih dejavnikov na delavca.
Z uvedbo sistema strojnega vida v proizvodni proces, se blokovna shema s
slike 1.2 1.3. Subjektivno
postavljenim sistemom poleg objektivne ocene o kakovosti izdelka na prvem
kontrolnem mestu, preverimo tudi ustreznost orodja in nastavitve parametrov stroja
kjer je postavljen strojni vid.
Slika 1.3:  Proces nastanka izdelka - stanje po uvedbi strojnega vida.
Celica za detekcijo napak bo vsebovala komponent
1.4. Stroju za brizganje plastike bo potrebno dodati stojalo za rotacijo oz. preprijem
prostor kjer poteka detekcija napak.
18 1  Uvod
Slika 1.4:  Celica z napravo za brizganje plastike, robotom in sistemom strojnega vida.
1.3 Predstavitev dekorativnih con izdelka
1.5
razdeljena na tako imenovane ''dekorativne cone'' izdelka. Na vsaki od njih so napake
coni.
Iz Error! Reference source not found. Error! Bookmark not
defined..Error! Reference source not found.
oni 0.3 mm. Napake v
i bele
pike. Vrednotenje napak na podlagi dokumenta o kakovosti je opredeljeno zelo
T predvsem
blizu meje sprejemljivosti. Delavec lahko oceni piko kot dovolj majhno in
dekorativni coni, za kupca pa je ta povsem nesprejemljiva.
Ocena o kakovosti izdelka s strani delavca se spreminja tudi glede na njegovo
1.3  Predstavitev dekorativnih con izdelka 19
Slika 1.5:  Dokument o kakovosti izdelka
20 1  Uvod
1.4 Napake na izdelkih
razdelimo v tri skupine.
edica manipulacije oz.
nepravilnega ravnanja z izdelki delavcev oz. nepravilnega prijema robota. Med te
prah zaradi neprimernega delovnega okolja. Druga skupina napak so tiste, ki
Tretja skupina napak so tiste, ki so




Cilj magistrskega dela je razvoj prototipne robotske celice, ki uporablja sistem
h z visoko odbojnostjo na izdelku iz
strojnega vida na motnje v primerjavi z detekcijo, ki j
k na drugih izdelkih
izdelki konkavnih oblik.
21
2 Strojni vid in zasnova prototipnega sistema
[18
uveljavil v industrijskih okoljih, predvsem zato, ker so dobro strukturirana in
kvalitete [19-21
kontroliranih okoljih, v medicini, prometu, kmet 22].
23]:
svetila,
svetlobni senzorji oziroma kamere,
mehanska konstrukcija.
Izbira navedenih komponent in njihova integracija v sistem je tako s
d
potrebo po energiji, uporabljenih materialih in denarnih sredstvih.
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2.1
(difrakcijo) na mikrostrukturah [24-25]. Svetlobo odbito od objektov iz okolice z
okolja.
istopa k zaznavi okolja je




odkrivanje napak brizganja na podlagi topografskih podatkov in podatkov o
ti materialov (odboj
svetlobe, absorbcija in sipanje materialov),
klasifikacija in pred-selekcija izdelkov na podlagi kriterijev o kakovosti
metalizacije).
2.2 Zahteve strojnega vida
morebitne napake na izdelkih in sicer v skladu z dol
kakovosti izdelka. To zahteva poleg detekcije napak tudi razpoznavanje napak in
njihovo klasifikacijo.
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stojalo za rotacijo izdelka, kar vzame
dodatnih pet sekund. Nato stojalo obrne par izdelkov (5s), nakar robot ponovno
prime z druge strani (5s). Vidimo, da nam za detekcijo napak na enem paru izdelkov
ostane okrog 30 sekund ali 15 sekund na izdelek.
Pomembna je tudi odpornost sistema na motnje. Mednje sodijo motnje v
osvetlitvi, prah, vibracije in nihanje temperature. Med zunanje motnje v osvetlitvi
Zaradi nekontroliranih sprememb v osvetlitvi lahko pride do takih pojavov v slikah,
detekcije je z algor
napak.
pred kamero.
2.3 Osvetlitev in tehnika osvetlitve
Izbira primernih svetil in ustrezna postavitev svetil glede na izdelek in kamero sta
detekcijo napak, v vsakem primeru pa
tenje napak. Primerna tehnika
osvetlitve napravi sistem bolj zanesljiv in bolj stabilen.
Zelo pomembno je tudi, da spremembe in motnje iz okolja kjer se strojni vid
uporablja, nimajo vpliva na osvetlitev.
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bolj konstantne svetlobne razmere v
prostoru kjer poteka detekcija. To storimo tako, da izberemo visoko svetilni svetlobni
i iz okolja.
Izbrali smo svetlobni vir Sled-1-VD2-W-AD8-NS36 [28
sliki 2.1.
Slika 2.1:  Svetlobni LED panel 30-40-Sled-1-VD2-W-AD8-NS36.
Visoko svetilni panel (14000 lx) dimenzije 300 x 400 mm s hladno belo barvo
LED svetlobe (5000K), je izdelan na tehnologiji SLED (ang. Safe LED-operation),
obratovanje. Opremljen je z difuzorjem svetlobe, ki
Uporabili smo tehniko prednje osvetlitve v svetlem polju (ang. Frontlight,
Bright Field Illumination), pri kateri smo izbrali relativn
kamere in osjo svetila o 2.3. Odboj svetlobe od visoko
ika osvetlitve v temnem polju (angl. Dark field
illumination
Svetloba se v tem primeru ne odbija direktno v
bile napake v tem primeru na sliki temnega
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Drugo tehniko bi uporabili v primeru, da bi izvajali detekcijo napak na izdelkih
nadaljevanju.
2.4 Kamera
Na izbiro kamere vpliva veliko dejavnikov, med najbolj pomembne parametre
kamere pa sodijo:
ektralna.
Vrsta slikovnega signala: analogen ali digitalen, s prepletanjem ali brez -
progresiven.
Nastavek objektiva, na primer 'C-mount' ali 'CS-mount'.
Tip senzorja: CCD ali CMOS.
Vmesnik: na primer USB, FireWire, Camera Link, GigE, in podobno.
Glede na apli
strukturiranja piksla in branju informacije o zajeti sliki iz senzorja. Prav tako obstaja
razlika med obema tehnologijama pa je ta, da se pri CMOS tehnologiji naboj, ki je




pri izdelkih z visok
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izognemo zameglitvi slike.
zajemu slike objekt premakne manj kot 1 piksel.
imeli na razpolago kamero Allied Vision Tech
Prosilica GC2450, z resolucijo 2448 x 2050, ki temelji na tehnologiji CCD [30].
2.2.
Slika 2.2:  Uporabljena kamera Allied Vision Tech Prosilica model GC2450 z objektivom Fujinon
HF25SA-1.
Zaznavnost napak je odvisna tudi od relativnega kota med svetlobnim virom
smo, da v n
2.3.
Slika 2.3 osjo osvetlitve.
2.5 Optika
bistvena za zajem slike.
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delovna razdalja (angl. working distance). Razmerje med reprodukcijo objekta
uporablja.
V kombinaciji s kamero Allied Vision Tech Prosilica GC2450 smo uporabili
objektiv s fiksnimi elementi znamke Fujinon, model HF25SA-
sno delovno razdaljo smo zagotovili, da se velikost piksla pri detekciji ne bo
bistveno spreminjala, kar bomo pojasnili tudi v naslednjih poglavjih.
2.6 Programska oprema
Pri razvoju prototipnega sistema strojnega vida smo kot razvojno programsko okolje
obdelavo slik v digitalni obliki zelo primeren. Kljub temu se v industriji redko
v kombinacijami
31] v kombinaciji z
32-33] je v aplikacijah strojnega vida v realnem
program Matlab, v
primeru implementacije v proizvodnjo pa se lahko uporabi tudi druga programska
oprema.
2.7 Prototipni sistem
Za razvoj prototipa smo uporabili naslednje sklope sistema:
Robot Kuka, model KR6-2, opremljen s 3D tiskanimi prijemali za
pozicioniranje izdelka pred kamero.
Sistem strojnega vida za zajem in obdelavo slik, ki ga sestavljajo:
Kamera Prosilica GC2450 z objektivom Fujinon HF25SA-1,
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svetlobni vir Sled-1-VD2-W-AD8-NS36,
z operacijskim sistemom Windows 7, i7
programom Matlab R2014b (Image Processing Toolbox, Image
Acquisition Toolbox)
Mehanska konstrukcija in a pred motilnimi dejavniki iz okolja.
Prvi korak pri zasnovi sistema je bil mon
kamere in svetlobnega vira. Kamero in svetlobni vir smo pritrdili na
Error! Reference
source not found..
Sledila je konstrukcija prijemala za robota. Pri tem je bila
robotom.
Sledilo je programiranje robota Kuka. Napisali smo robotski program, ki
izdelek pred kamero primerno pozicionira in je sinhroniziran z Matlabom.
barve za absorpcijo odbojev iz okolja in tudi odbojev v prostoru samem.
ijo za
sinhronizacijo z robotom, zajem
proizvodnega procesa), detekcijo, klasifikacijo in vizualizacijo napak na osebnem
2.7.1 Konstruiranje robotskega prijemala
Pri razvoju prototipa za detekcijo je bilo potrebno izdelati robotska prijemala za
se
Izdelali smo jeklene nosilce in nanje pritrdili nosilce kosov, ki smo jih s
6-osnega robota, kot prikazuje slika 2.4.
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Slika 2.4:  Prijemala za izdelek pritrjena na robota.
Izdelke se iz prijemal preprosto sname in zamenja z drugimi izdelki. To nam
eklena konstrukcija poskrbi za
zagotovi, da so izdelki vedno v enaki poziciji pred kamero. Pri vsem tem je izredno
pomembno, da so kosi vedno v enaki poziciji. Ob izdelavi profesionalnih
(predvidoma vakumskih, seskastih) prijemal za uporabo sistema v proizvodnji bomo
2.7.2 Celica za detekcijo napak
2.5
panel in kamero smo z aluminijastimi nosilci
30 2  Strojni vid in zasnova prototipnega sistema
Slika 2.5:  Robotska celica in prostor kjer poteka detekcija napak.
2.7.3




Slika 2.6:  Programiranje robota, iskanje optimalnih pozicij pred kamero.




najdemo primerno pozicijo izdelka pred kamero, jo shranimo v robotski program.
Nato sledi zajem slike. Primer osvetljenega izdelka z vidnimi napakami na poziciji
2.7.
Slika 2.7
slike (angl. Region Of Interest), v nadaljevanju ROI.
Ker je oblika pregledovanega izdelka geometrijsko kar precej zahtevna, je za
sliko.
Razvoj prototipa za detekcijo na
primernih pozicij na tri glavne korake.
v vse pozicije, ki so potrebne za detekcijo napak na
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angl. Full inspection phase). Kljub kompleksnosti izdelka, ki je
angl. Reducing ROIs phase
tako, da zanemarimo nekatera ne tako pomembna
angl. Reducing time phase),
optimizacijo pozicij izdelka, optimizacijo programske opreme in komunikacije s
2.8.
Slika 2.8:  Diagram razvoja prototipa.
2.7.5 Detekcija napak in fizikalno ozadje
sivinskih slik. Ker smo imeli na voljo barvno kamero, zajemamo barvne slike in jih
nato pretvorimo v sivinske slike.
Zaradi napak ozi
senzor kamere osledica tega je
deformacija oziroma sprememba vrednosti slikovnih elementov, ki pripadajo
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aka. To je tudi osnova za vso nadaljnjo
2.9.
Slika 2.9:  Deformacija odboja svetlobe proti kameri zaradi
2.7. Pretvorimo
jo v 8 bitni sivinski format. Piksli bodo zavzeli barvne vrednosti na sivinski lestvici
maksimalni 255 oz. beli barvi. Defekti, ki jih
2.7
-ja kjer so defekti, imeli
zelo nizke vrednosti na sivinski lestvici (npr. 50-150).
angl. threshold) med vrednostmi
kamere. V kolikor je senzor izpostavljen svetlobi predolgo, preidejo posamezni
slikovni elementi v . To pomeni, da bi se piksli defektov kompenzirali z
geometrijske lastnosti defektov,
2.10.
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Slika 2.10
predstavl





grajen izdelek, ki ga osvetljujemo. Absorpcija vpadne svetlobe na pov
osvetlitve 10 milisekund.
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2.8 Digitalna obdelava slik
kateri nosijo informacijo o svetlosti. V primeru sivinske slike, so vrednosti pikslov
vrednosti na intervalu . Pri tem je N




Histogram slike 2.11 2.12.
Slika 2.12:  Histogram 8 bitne sivinske slike 2.11. Na vodoravni osi lahko razberemo 8 bitni format
slike, saj piksli lahko zavzamejo vrednosti med 0 -
2.11. Vidimo, da imajo piksli osvetljenega dela vrednosti med 150 in 200 na sivinski
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slike 2.11
V aplikacijah strojnega vida se uporabljajo tudi binarn
sivinski lestvici (npr. 150) imenovano 'prag'. Nato pikslom,
upragovljanja sivinske slike 2.11 za katero smo prikazali histogram na sliki 2.12.
2.13.
Slika 2.13:  Binarna - upragovljena slika 2.11
la) ostali pa vrednost 0
Binarne slike so primerne za uporabo v aplikacijah, kjer merimo dimenzije izdelkov,
Izbrati
kvaliteto in smo hkrati sposobni dovolj hitre obdelave zajetih slik.
gije zasledimo tudi v biologiji in se ukvarja s
e kot orodje za predobdelavo slik, za
Morf
(ang. binary images) in sivinskih slik (ang. grayscale images). Osnovni operaciji iz
(ang. erosion) in (ang. dilation
teh dveh osnovnih operacij.
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upragovljene slike 2.13. Na dobljeni binarni
operacijo in takoj za tem operacijo . Kombinacijo teh dveh imenujemo tudi
. Dobimo rezultat, ki ga pri 2.14.
Slika 2.14:  Binarna (upragovljena) slika 2.13 ang.
morphological opening). Vidimo, d
sliko 2.11 in 2.13) izginila.
Rezultat odpiranja zapiraj. S tem
dobimo sliko 2.15, ki jo bomo v nadaljevanju imenovali tudi maska
2.11.
Slika 2.15:   Rezultat uporabljene operacije zapiraj. Rezultat bomo v nadaljevanju imenovali tudi
maska
2.11) in dobljene maske (slika 2.15)
dobimo maskirano sivinsko sliko 2.16.
Slika 2.16:   Maskirana sivinska slika 2.11
dobijo vrednost 0 . .
avtomatsko maskiranje.
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Uporabimo ga lahko v primer
2.12).
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3 Eksperimenti in rezultati
Z robotsko celico, ki uporablja sistem stroj
detekcije.
3.1 Program detekcije napak
izvajati detekcijo. Postopek programa detekcije smo razdelili na dve stopnji:
1. Prva stopnja vrednotenja
zajem barvne slike in pretvorba v sivinski format
angl. anomaly map)
2. Druga stopnja vrednotenja napak:
klasifikacija napak : pika
ih razdalj med napakami
vizualizacija in prikaz rezultatov
Prvi del smo imenovali Prva stopnja vrednotenja napak (angl. First step
evaluation).
Sledi drugi korak digitalne obdelave slik, ki se imenuje Druga stopnja
vrednotenja napak (ang. Second step evaluation). V tem delu iz slike napak
40 3  Eksperimenti in rezultati
njimi.
Ce 3.1.
Slika 3.1:  Blokovna shema programa detekcije
Celoten postopek detekcije bomo opisali na podlagi zajete slike na poziciji
3.2. Rezultate detekcije na vseh
pa bomo prikazali v nadaljevanju.
Na sliki 3.2 opazimo 6 defektov, ki se razlikujejo po svoji velikosti in obliki ter
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Slika 3.2
izvedemo detekcijo.
Glede na blokovno shemo iz slike 3.1
masko. S tem
i na trdi disk. Ob
maskiran
je
predstavljena v podpoglavju 2.8 Digitalna obdelava slik
3.3.
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Slika 3.3
Ker so maske predhodno definirane, je za pravilno delovanje sistema izjemno
nasprotnem primeru se maska ne pril
angl. anomaly image), ki je binarna
angl. threshold), ki ga v
histograma za vsako od pozicij izdelka. Vrednost pragu se od pozicije do pozicije
3.4.
Slika 3.4:  Histogram slike 3.2. Vidimo, da vrednosti pikslov jasno odstopajo od ostalega dela
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tej poziciji, je zavzel velikost le 1 piksla, kar je sicer zelo tvegano proglasiti za
napako. S tem je korak prve stopnje vre
lastnosti defektov. Funkcija, ki kot vhodni parameter vzame binarno sliko napak,
uporablja med drugimi tudi dve vgrajeni Matlab funkciji, kateri sta na voljo tudi v
bwconncomp() in regionprops() [34]. Prva
komponent
geometrijske lastnosti povezanih komponent. Lastnosti, ki jih pridobimo in jih





uporabimo prirejeno funkcijo Matlab kNearestNeighbours [35]. Algoritem pri tem
3.6.
Slika 3.6
geometrijskih lastnosti in klasifikacija je pravilna. Izdelek zaradi odkritih defektov
Ker smo uporabljali preprost klasifikator (pika-
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sliki 3.7.
Slika 3.7:  Detekcija prstnega odtisa
Vidimo, da je algoritem prepoznal prstni odtis kot skupino sprejemljivih
3.2 Avtomatsko maskiranje
pozicioniranje izdelka pred kamero. V kolikor pozicija naslednjega izdelka rahlo
odstopa od pozic -definirana
3.8.
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Slika 3.8
izdelka. Vrednost pikslov, ki so na neosvetljenem delu imajo podobne vrednosti kot piksli, ki
predstavljajo defekte na osvetljenem delu.
hitreje in bolj
podlagi avtomatskega upragovanja po metodi Otsu. Najbolje, da si ogledamo primer.
Vzemimo sliko 2.11, ki je slika v sivobelem formatu na prvi poziciji detekcije.
2.12).
Metoda Otsu je metoda s katero najdemo optimalni minimum bi-modalnega
histograma. To je histogram, ki vsebuje le dva maksimuma in en globalni minimum.
Metodo se lahko ra
histogramov, ki niso bi-modalni (npr. vsebujejo dva lokalna minimuma).
Kot vidimo na primeru histograma 2.12 -modalnega. Vsebuje
more poiskati optimalnega globalnega minimuma ali pa zahte
2.11 zato pred-maskiramo
-masko, ki bo poenostavila histogram prvotne slike v bi-
-maskirane slike.
3.9, histogram znotraj pred-maske slike pa
3.10.
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Slika 3.9:  Pred-maskirana sivinska slika. Vidimo, da smo prvotno sliko maskirali z masko, ki je zelo
Slika 3.10:  Histogram pred-maskirane slike 3.9. Vidimo, da smo histogram 3.4 poenostavili tako, da
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3.3 Ostali rezultati detekcije
Za detekcijo napak na izdelku smo morali zajeti 25 slik
Primerno pozicijo izdelka glede na svetlobni vir in kamero smo dosegli z vodenjem
sliko vsake od
najdenih in pravilno
ovrednotenih Ta vrednost bi lahko bila
smo j
algoritma.
Slika 3.12:  Rezultati detekcije za prvih 5 pozicij.
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Slika 3.13:  Rezultati detekcije pozicij med 6 in 12.
Slika 3.14:  Rezultat detekcije pozicij 13 do 18.
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Slika 3.15:  Rezultati detekcije na pozicijah 19 do 25.
Za izbrani vzorec smo izdelali tudi tabelo rezultatov detekcije. Tabela 3.1 prikazuje
kom izdelave magistrskega dela
j bi dobili








4 4 2 Prstni odtis ni detektiran
prag definiran prenizko.
5 5 5
4 sta tukaj pravilno
detektirana.
6 5 2 Maska ne zajame robov






















Tabela 3.1:  Rezultati detekcije
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3.4
razdalje med
strojnega vida uporabili op
predpostavili, da se velikost slikovnega elementa bistveno ne spreminja med slikami.
3.16
si zamislimo realno stanje v proizvodnji, kjer morajo delavci vsak dan pregledati na
stotine kosov in pri tem ne vedo ali so na vsakemu od izdelkov zares napake ali ne, je
Najbolj realno primerjavo detekcije napak na izdelkih bi dosegli tako, da bi
testiranja, smo se zadovoljili z naslednjim poizkusom. Osebi, ki je vedela, da napake
pike, izmeri minimalno razdaljo med napakama, maksima
maksimalni premer pike. Meritve je oseba izvajala s kljunastim merilom v
laboratoriju v enakih svetlobnih razmerah, kot to poteka pri detekciji s strojnim











like 3.18, ki prikazuje blokovno shemo zajemanja slik pri
Slika 3.18:  Diagram zajema slike z Matlabom (funkcija getsnapshot() ).
Ugotovili smo, da vsakokratni klic te funkcije zahteva konfiguracijo povezave
ustavitev zajemanja in komunikacije te
in optimizacijo lahko izvedemo tako, da funkcijo getsnapshot()
ang. manual mode). Pri tem celotno konfiguracijo izvedemo samo enkrat,
podatke pa shranjujemo v predpomnilnik. Tako bi lahko zajeli vseh 25 slik in med
samo detekcijo kot pa optimizacijo Matlab programa. Kot smo
bomo za implementacijo v proizvodnjo po vsej verjetnosti uporabili drugo
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3.6
rali
ira in s tem velikosti osvetljenega
Za primer si pogledamo eno
od slik izdelka (slika 3.19
Slika 3.19:
3.20.
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Slika 3.20
pod




Slika 3.21:  Rezultat detekcije (desno) po programski izravnavi neenakomerne osvetlitve.
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3.7 Vpliv velikosti svetlobnega vira na vidnost napak
Ugotovili smo, da se vidnost napak zelo spreminja tudi glede na velikost svetlobnega
Iskati
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Slika 3.23
Slika 3.24
3.25. Vidimo, da se







Z razvitim sistemom je detekcija napak na visoko odbojnih
Hitrost celotnega sistema ni bila optimizirana, zato o hitrosti sistema ne moremo
podati zadnje besede. Vpliva motenj v osvetlitvi na detekcijo nismo zaznali, pri tem
tako na detekcijo niso vplivale vibracije, kar smo dosegli z relativno
osvetlitve in togo konstrukcijo prijemala.
Prav tako
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3.10
nadgradnjo in simulacijo realnega proizvodnega procesa.
testirali ponovljivost pozicioniranja izdelka pred kamero.
zunanjimi motnjami v osvetlitvi.
programa Matlab.
bilo tudi testiranje profesionalno izdelanega vakumskega prijemala, kjer bi vibracije
zaradi strukture prijemala lahko vplivale na detekcijo.
Ker smo uporabili barvno kamero s CCD senzorjem in Bayer filtrom, je bila
sivobelo ka
Sistem za detekcijo bi nadgradili tudi v smislu univerzalnosti. V proces bi
izdelkih z enakim sistemom. Pri tem mislimo predvsem na izdelke,
cilji za nadaljnje delo 61
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