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CHAPTER I 
 
 
INTRODUCTION 
Automated target tracking and recognition (ATR) is the operating system that no human being is 
involved in, but only under its own supervision. It is based on the transmission of many kinds of 
signals processed by computers according to a specified program (Figure 1.1). It can 
automatically detect and lock targets that appear in the data and also recognize its class. The ATR 
can return us the 3D coordinate or location, and also the pose information of the target, and also 
the label can be presented. No human get involved in this process so that the results are quite 
stable and reliable.  
 
Figure 1.1: Example of ATR application. 
The human eyes can learn objects in a scene easily and also recognize individual or multi-objects 
quickly. So that replicating this ability at least partially is the main purpose and challenging issue 
that triggered our research in the area of object recognition. There are two challenge issues: the 
first one is about models that can capture the soul of a class or category; the other one is how the 
metrics are defined and how we can better match our models to data effectively, so that we can do 
an efficient reference. 
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Some of those research focus on human or car detection [1, 2], while some others try to tell the 
difference between multiple classes [3]. And also some key issues need to be considered such as 
how to detect and recognize objects in a scene and how to account for both inter-class and intra-
class variations. Usually both the identity and view factors are treated as discrete values [4-6], 
while in this paper we introduce an algorithm that both of these variables are continuous, which 
makes it much more flexible to deal with unknown views or class variants. For the appearance 
model, the major challenge in the vision field is the target appearance variations based on 
different viewports and underlying 3D structures. Moreover, the identity is usually represented by 
discrete variables in most ATR algorithms. So the method we will introduce is using this 
generative model to deal with both of these two factors in a continuous manner, coupling both 
view and identity manifold for target representation, and it will significantly make the ATR 
inference process easier, allowing us to meaningfully analyze new target appearances and hence 
to handle unknown targets under unknown views or previous viewpoints that cannot be seen. 
In nature target representations in the IR data are usually non-parametric, including templates, 
histograms, edge features and so on [6-8]. In [7] the target is characterized by shape features, 
intensity and a self-organizing map is used for classification. Histogram-based representations [8] 
have been shown to be simple and robust under difficult tracking conditions [9], but such 
methods cannot distinguish effectively between various target classes because they do not have 
enough shape information. In [10], the shapes and poses variability is represented by deformable 
models with many parameters that have to be optimized later for localization and recognition. 
Moreover, this method has an assumption that, observations have enough resolution and the 
boundary of targets can be well detected and evaluated against the proposed parametric model. 
Many existing IR target recognition approaches [6, 11, 12] depend on the use of exemplar 
templates from several viewpoints to train a classifier that can associate the observed target 
appearance with a discrete identity variable. Such methods usually need a very dense training set 
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of viewpoints to successfully recognize targets from arbitrary views and they are often not 
capable of handling unknown targets that did not appear in the training data.  
Particularly we introduce a shape/silhouettes based generative target model developed by Dr. 
Vijay, which is controlled by both continuous view and identity variables on two manifolds for 
multi-view target modeling. The simpe view of this generative model is shown in Figure 4.2. the 
identity manifold is a 1D circle structure which is controlled by only one variable, and the view 
manifold is a 2D hemisphere which contains two variables: elevation (ϕ ) and azimuth (θ ) angle. 
A non-linear tensor decomposition technique is used to couple the two manifolds into a compact 
generative model which can be incorporated in a particle filter based inference algorithm for ATR 
purpose. The most convenience of this model is the controlling of only three variables. Our 
research in this paper is based on the new ATR database released by the Military Sensing 
Information Analysis Center (SENSIAC) (Figure 1.2) [13] which contains a large amount of 
infrared imagery dataset of many different military and civilian vehicles: BTR70 Armored 
Personnel Carrier (APC), T72 Main Battle Tank, BRDM2 Infantry Scout Vehicle, BMP2 APC, 
ZSU23 Tank with Anti-Aircraft Weapon, 2S3 Tank with Self-propelled Howitzer, MTLB 
Armored Reconnaissance Vehicle Towing a D20 Artillery Piece, Ford Pick-up and ISUZU SUV. 
Particularly, except from the MTLB with an artillery piece, we use the rest of these vehicle’s data 
in our experiments, and group them into four different classes. (1) Tanks: T72, 2S3, and ZSU23; 
(2) APCs: BTR70, BRDM2 and BMP2; (3) SUVs: ISUZU SUV and (4) Pick-ups: Ford Pickup. 
Moreover, we will use two visible video data taken in an indoor lab of two remote controlled toy 
vehicles: Lexus IS350 sedan, BMW X5 SUV (Figure 1.3 (a) and (b)). And also we collected 
another visible data from PETS2001[14] of a white cargo van (Figure 1.3 (c)). So totally we have 
six classes: Tanks, APCs, SUVs, Pick-ups, Cars, and Mini-vans. 
To evaluate the efficiency of the generative target model, we designed four different methods to 
handle the view and identity factors, and we will also define a set of quantitative metrics for  
 Figure 1.2: IR imagery from SENSIAC
 
                         (a)                                               
Figure 1.3: Visible-band imagery
sedan car and BMW X5 SUV 
 
algorithm evaluation. Experimental results shows that the 
tracking and recognition accuracy
manifold and view manifold for target tracking and recognition is demonstrated as well, both 
qualitatively and quantitatively. 
This thesis is organized in the order that the research was completed. First we will 
related work in Chapter 2, 
4 
[13] (Left: BTR70 APC; Right: T72 Main Battle Tank)
(b)                                               
 ( (a) and (b): videos taken in VCIPL of RC toy vehicles
respectively, and (c): video from PETS2001 [14]). 
generative model can improve the 
 significantly, and the advantages of dealing with both identity 
 
introducing previous work that has been done in the field of motion 
 
. 
 
  (c) 
 Lexus IS350 
talk about the 
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and appearance model, and also ATR algorithm. Then we will begin talking about the feature 
extraction method and camera calibration in Chapter 3, mainly focusing on background 
subtraction through which we can get the initial silhouettes that we need for the shape based ATR 
algorithm. The camera calibration is important since during our inference process we need to 
compare the position hypothesis with the true data using camera projection matrix. Then in 
Chapter 4, we will introduce our view and identity manifold and hence the tensor decomposition 
method which couple these two manifolds into one generative manifold. And most importantly 
we will talk about the learning of this generative model, and also the reconstruction of target 
silhouettes theoretically.  
Then in Chapter 5, we will focus on our inference algorithm, using particle filter based target 
tracking and recognition method that applies the recently developed target model for ATR 
purpose testing. In details, we will talk about the motion model we use for the inference process, 
and also the training appearance we need for the learning of the generative model, or how do we 
get the target silhouettes for the training. 
Then finally, in Chapter 6, we will concentrate on our experimental processing, showing the 
learning process of the generative model, and several experiments of how do we interpolate target 
shape between training viewpoints, and also the interpolation between and within classes. Then, 
we will apply the recently proposed generative model into ATR applications from SENSIAC 
dataset and some visible video data, by comparing four different methods we developed in which 
the ways of handling target view and identity are different. We will also mention the limitations 
and possible extensions of our algorithm. Finally we will present the conclusions in Chapter 7. 
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CHAPTER II 
 
 
RELATED WORK 
In this chapter we will talk about several related work that has been done previously related to 
different ways of representing 3D objects, and then we will examine their capabilities to 
parameterize shape variations, and the abilities of interpolation to make the parameter estimation 
easier. 
2.1 Multi-view target models 
Object representation has two branches of ideas, one is about a set of 2D snapshots [15, 16], and 
the other one is about the 3D object models [17]. For the first one, we can interpolate unknown 
views through given ones, and for the second one, the 3D model is usually used to match with the 
2D observation using 3D to 2D projection, mainly using the 3D-2D projection camera matrix 
obtained by camera calibration. And similarly, object recognition issues could also be grouped 
into two different categories: the first one is those involving 2D multi-view images [18-23], and 
the second one is those supported by explicit 3D models [24-27]. Some researches try to use both 
of the 3D shape and 2D information. Various 2D features such as silhouettes, edges, HOG, and 
SIFT, or 3D models such as meshes, polygons, and polyhedrons were used in these methods. But 
the psychophysical experiments guide us to use 2D view-based silhouettes for multi-view object 
representation. There are also hybrid methods [3] that is using both of the 3D shapes and 2D 
information. 
2.1.1 Templates Methods 
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The Simplest multi-view model is the 2D Templates. These are representative view samples of 
many different targets in many different views. Some examples will be shown in Figure 2.1. In 
this work, they use two specific photographs and define an adjustable skeleton of several points, 
the structure of skeleton compatible formats. They define two template models, male and female, 
which are naked [28].  
 
Figure 2.1: 3D human shape reconstruction using template model [28]. 
The limitation of this kind of models is that we have to save a large number of training model 
clips, which is quite challenging and not efficient. 
2.1.2 3D Models Approaches 
The 3D multi-view models are the 3D representation of target shape, and it can be of two types. 
(1) The first one is rigid models (Figure 2.2), these are complete mesh or vertices based models. 
One previous work [25] is proposed to use this kind of model, aims at tracking vehicles from 
monocular intensity image sequences and presents an efficient and robust approach to 3D model 
based vehicle tracking. Although it is very accurate, it is also difficult to store, and we need to 
project the 3D model into 2D at each frame to perform inference. 
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(2) The second one is the parametric model, in which the target shape is roughly predefined, and 
several segments are joined together to form a shape. An example is showing how this model 
looks like (Figure 2.3).  In [10] a deformable 3D geometric vehicle model with 12 parameters is 
set up as prior information and Bayesian Classification Error is adopted for evaluation of fitness 
between the model and images. Using a novel evolutionary computing method called EDA 
(Estimation of Distribution Algorithm), we can not only determine the 3D pose of the vehicle but 
also obtain a 12 dimensional vector which corresponds to the 12 shape parameters of the model 
[10]. But these models need optimization at each frame to determine the correct set of parameters, 
and also there is no clear distinction between target types. 
 
 
Figure 2.2: 3D rigid model example. 
 
Figure 2.3: A generic parametric 3D vehicle model which can be deformed to fit with different vehicles 
[10]. 
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(3) The third one is using the 3D feature model. This method is based on a new 3D feature model. 
Instead of using a complicated mechanism for relating multiple 2D training views, this method 
establishes spatial connections between these views by mapping them directly to the surface of 
3D model [29] (Figure 2.4). Still, this method needs to store a large amount of training 3D feature 
model images, and the computational load is quite large. 
 
Figure 2.4: Construction of 3D feature model for motorbikes [29]. 
2.2 Generative Models 
Two topics are related to each other on shape representation. The first one is how we can 
characterize the variation of shapes, and the second one is how to effectively infer the hidden 
variables of shape, including the viewpoints and identity information [30]. Feature vectors 
obtained from common shape descriptors like shape contexts [31], moment descriptors [32] etc. 
are usually assumed to be in a Euclidean space to ease shape modeling and recognition. But in 
most cases, we can learn the underlying shape better by some non-linear dimension reduction 
methods through non-linear manifold in a lower dimension space. However these kinds of 
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manifold learning are usually either view dependent or identity dependent [33]. An identity 
independent view manifold was proposed in [34] where the identity variable is still discrete. Still, 
the lacking of a global shape representation framework that is supported by both view and 
identity variables in a LD space triggers our research. Another recent research trend is trying to 
find a space where every point in this space stand for a plausible shape and a curve between two 
points in this space stands for a deformation path between two shapes. This was shown 
effectively in action recognition [30] and shape clustering [35], it is still hard to separate the 
identity and view factors explicitly which is very necessary in ATR applications. 
All these triggers us the research of learning the low dimension (LD) latent factors, view and 
identity, from the high dimension (HD) observations, or in other words, silhouettes. In an early 
work, [36], PCA method was used to find two separate eigen-spaces in order to do the learning of 
3D objects, one for the identity and the other one for the pose. by decomposing observations into 
a bunch of independent factors, the bilinear models [37] and multi-linear analysis [38] provide a 
much more systematic multi-factor representation. In [39], a shape sub-manifold was introduced 
that can link the shape variable to the appearance, and we have to learn this for each category. All 
these methods introduced above have a limitation of discrete identity variable, where each object 
is associated to different view manifold.  
2.2.1 PCA Approaches 
Principal component analysis (PCA) is a mathematical procedure that uses an orthogonal 
transformation to convert a set of observations of possibly correlated variables into a set of values 
or uncorrelated variables called principal components, which are guaranteed to be independent 
only if the data set is jointly normally distributed (Figure 2.5). However, PCA is sensitive to the 
relative scaling of the original variables. 
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Figure 2.5: PCA: determine a subspace with dimension that captures the largest variation [36]. 
2.2.2 Multi-linear Tensor Analysis 
Another approach introduced in [38] using a multi-linear modeling technique, which employs a 
tensor extension of the conventional matrix singular value decomposition, known as the N-mode 
SVD, which is shown in Figure 2.6. 
The limitation for both the linear PCA and multi-linear tensor approach is that there is no 
interpolation ability between training data. This means we still need to store a huge amount of 
data for training, and it is impossible to know and hence reconstruct data between training data. 
2.2.3 Manifold Representation 
One commonly used non-linear model is called manifold, which can identify low dimensional 
embedding using locally linear embedding (LLE), etc., such as discussed in [40],  they adopt LLE 
to represent HD car samples in a 2D space and further normalize these 2D points onto a circle. 
Within this compact space, car samples are grouped into several sub-categories by the K-means 
clustering method, and then an agglomerative clustering method is used to construct a tree from 
top to down (Figure 2.7). But in this method, different targets lie in different subspaces, and they 
12 
 
              
Figure 2.6: Image set for human face. Left to right, different illuminations; within each of the three panels, 
expressions and views changes horizontally and vertically[38]. 
 
(a)                                                  (b)                                             (c) 
Figure 2.7: Multi-view car detection: (a) 2D embedding of cars using LLE; (b) normalized 2D points from 
(a) onto a circle, and then K-mean clustering is applied; (c) hierarchical clustering [40]. 
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need to be aligned to be useful in the multi-target case, and there is no smooth change between 
each training targets, or no interpolation is available for intra-class identification. 
2.3 Our Approach and Advantages 
In this work, our target is represented by its representative 2D views, and we have two main 
reasons to do this. First, theoretically this is supported by the psychophysical views presented in 
[41] which suggests that the human visual system is better described as recognizing objects by 2D 
view interpolation than by alignment or other methods that rely on object-centered 3D models. 
Secondly, storing and using lots of detailed and fine 3D models of various target types in an ATR 
system can be very difficult and troublesome. Moreover, robust features such as HOG, SIFT that 
is being used to characterize objects in 2D views are all developed for visible images, and they 
are also limited by several issues such as the resolution of the image, and the quality, too. In IR 
dataset, targets are usually pretty small and we do not have enough resolution that can support the 
using of features. Specially, IR sensors in our dataset (SENSIAC) are static, which makes the 
preprocessing of the segmentation easier, using background –subtraction. Since it is possible to 
extract target shape information and also easier to represent the shape using silhouette, it 
motivates us to use this 2D view based silhouettes for multi-view target representation. 
And we are also inspired much from the non-linear tensor decomposition proposed in [34] which 
a radial basis function (RBF) non-linear mapping was involved before multi-factor tensor analysis. 
In detail, both the view and identity variables are involved by an identity-independent view 
manifold shared by all target types and also a view-independent identity manifold. By this 
generative model, we can interpolate new shapes along both view and identity manifolds, and this 
is controlled by only three variables, which makes our inference process much more efficient and 
flexible.   
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With using the RBF kernel mapping and the non-linear tensor decomposition, we can factorize 
out the identity factor from view information, and hence build two independent manifolds: 
identity and view manifold. Most importantly, we don’t need to store all the view information for 
each target, and we can either interpolate between each training view point, and also do inter-
class and intra-class interpolation.  
To illustrate the efficiency of this generative model, we develop a particle filter based ATR 
inference algorithm, which can estimate the 3D location, pose and the identity of a target appears 
in the scene. We also include more training dataset, not only civilian but also military vehicles for 
the learning of this generative mode, and put them all together on an identity manifolds, so that 
we can not only track and recognize civilian targets but also military targets. Experimental results 
of the interpolation shows smooth changes on both of the view manifold, and the identity 
manifold. This recently proposed generative model based particle filter inference algorithm is 
tested on both IR data and visible data, and the tracking and recognition results from overall 48 
IR data sequences and 3 visible data sequences show the efficiency of the generative model for 
ATR purposes. 
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CHAPTER III 
 
 
FEATURE EXTRACTION AND CAMERA CALIBRATION 
In this chapter we will talk about the feature extraction and camera calibration, which are 
important for the future application of the generative model into IR data and visible-band data. 
Through feature extraction we can build the appearance model which can be used for the 
hypothesis evaluation during inference process, and camera calibration can help us to find the 
corresponding projected 2D point in an image from a given 3D point in the world coordinate 
system, which is also important during the inference process and the result evaluation. 
3.1 Background Subtraction 
Background modeling is usually used to detect the moving foreground (object) in various 
applications in a scene like video surveillance [42, 43], optical motion capture and multimedia 
[44, 45]. It involves the comparison between an observed image and an estimated static 
background image without objects of interest. Lots of work has been done related to this issue, 
and they can be classified as: Basis Background Modeling, Statistical Background Modeling, 
Fuzzy Background Modeling, and Background Estimation. It is well known that the most used 
one method is the Mixture of Gaussian (MOG) model, introduced by Stauffer and Grimson [46]. 
The idea of the MOG is that, each pixel is characterized by a Gaussian mixture model, then the 
probability of the observed pixel value is given by [47]:                                                
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, , ,
1
( ) ( , , )
K
i i t t i t i t
i
P x Xω η µ
=
= ⋅ Σ∑ ,                                                (3.1) 
where K is the number of distributions, or components in the MOG, and  
,i tω  is i
th
 weight 
associated with each component of the MOG, with mean of 
,i tµ  and a standard deviation ,i tΣ . 
Due to the computational load, here we assume that the RGB components are independent to each 
other. Actually in our SENSIAC dataset, infrared frames are all one channel instead of RGB. 
Experimentally, this is much easier. But for the visible data we are using, we will apply this 
assumption.  
Then, we will use the K-mean method to initialize the weight. When a new frame is given, we 
can update the Gaussian distribution of each pixel. If the Mahalanobis distance from the sample 
to the component is less than a predefined constant, the sample is “close” to this component. Our 
algorithm propose that, a pixel belongs to background corresponds to a larger weight with smaller 
variance. So we can approximate the background by the first B  Gaussian distributions which 
exceed certain threshold 0T : 
, 0
1
B ( )
b
i t
b i
argmin Tω
=
= >∑      .                                                (3.2) 
But in real practice, sometimes if a sequence of the background frames is available, target 
segmentation will be much easier (in the case of a fixed camera), since we can stop updating the 
parameters of the Gaussian distribution until a moving object come into the scene, and then just 
simply compare the coming data with the Gaussian distribution we already built for the 
background. In Figure 3.1 we will show some Background subtraction result using this MOG 
model. 
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Figure 3.1: Segmentation results, from left to right, the first 6 showing the background subtraction results 
from SENSIAC database [13], and the last two showing the results from visible data. 
 
3.2 IR Camera Calibration 
Since the SENSIAC database which we will be using for our experiments contains a large amount 
of ground truth data, so here we develop a simple Pinhole model (Figure 3.2) based camera 
calibration method, in order to do the 3D tracking and recognition. Figure 3.3 will show us the 
perspective projection of this Pinhole Camera Model. 
In Figure 3.3, 'P  and P  are the 2D coordinate and 3D coordinate in the 2D image coordinate 
system and 3D camera coordinate system respectively. 'f  is the focal length, and λ  is defined 
as:  
'f
z
λ =     .                                                                      (3.3) 
And then this model can give us the relation between 'P  and P : 
' ,
' ,
' ' .
x x
y y
z f z
λ
λ
λ
=
=
= =
                                                                 (3.4) 
 
  
Figure 3.3
 
Since the calibration in SENSIAC dataset which will be used for experiment will be based on the 
3D camera coordinate frame
camera coordinate system, we can find the 
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Figure 3.2: Pinhole camera model. * 
: Pinhole camera model based perspective projection. * 
, so given the 'P  at the image center, and the corresponding 
'f , then it will be much simple to do the calibration.
 
 
P  in 
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Figure 3.4: Definition of the 3D coordinate system and the spatial geometry of the sensor, and also the 
target in the SENSIAC dataset. (a) The aspect of the target relative to the sensor, and the azimuth of the 
target relative to the true north, and the elevation of the sensor; (b) side view of the ground and slant 
distances between the target and sensor; (c) top-down view of the aspect direction and the heading 
orientation; (d) A sensor-centered 3D coordinate used for algorithm evaluation. 
 
In Figure 3.4, several ground truth data is displayed in order to calibrate the camera in the camera 
frame 3D coordinate system, and also for the 3D tracking and error evaluation later. These data 
includes: the relative position and pointing angle of the sensor to the target, as in Figure 3.4 (a); 
the ground range and slant range from the target to the sensor, as in Figure 3.4 (b); the pixel 
location of the center of target in each frame, and aspect and heading direction of the target, as in 
Figure 3.4 (c); and finally Figure 3.4 (d) the camera frame 3D coordinate system centered at the 
sensor. 
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By using the frame which the target’s aspect angle is 90 degree to the sensor, we can compute the 
intrinsic parameter and hence the transformation matrix, and then we will be able to find the 2D 
pixel location of any given point in the defined 3D coordinate system. The reason of doing this is 
that we do not have any calibration information from the dataset and neither the true 3D position 
of the target geometric center. 
3.3 Visible Camera Calibration 
For the visible video data taken in the lab VCIPL (Visual Computing and Image Processing Lab) 
at Oklahoma State University, and with the help of the Camera Calibration Toolbox for 
MATLAB○R  [48],  we can do the camera calibration easily using a check-board pattern, and some 
markers on the floor. 
First we generate and print a check-board pattern, and then paste in on a flat panel. We can 
download one directly from its website or make our own. In the pattern available online, each 
square is 30mm30mm. then we need to generate some calibration images (Figure 3.5) in a 
folder and then we can get the intrinsic parameters by running the program and extract those 
corners. 
After we get the intrinsic parameters: focal length f , the skew coefficient Cα  which defines the 
angle between the x and y pixel axis, the distortions Ck  which store the image distortion 
coefficients (radial and tangential) as a 5x1 vector, we need to define our 3D world coordinate 
scene on a flat floor with markers such as Figure 3.6 (a) shows, and then run this program again 
to obtain the extrinsic parameters. Figure 3.6 (b) shows the 3D coordinate system after calibration, 
and the re-projected points.  
In order to verify the calibration, we can simply define a 3D cube in the world coordinate system, 
and then use the calibration information we got from the previous procedures introduced to 
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compute the 2D pixel location, and then show this cube in the image of the 3D coordinate system, 
as shown in Figure 3.7. 
 
 
Figure 3.5: Image of pattern board for intrinsic camera calibration. 
 
 
(a)                                                                   (b) 
Fig.3.6. Extrinsic camera calibration (a): Real 3D scene of a flat floor plane. (b): 3D coordinate system 
after camera calibration. 
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Figure 3.7: Two white cubes (140x140 mm) drawn in the 3D world coordinate system using camera 
calibration data computed earlier; the further-lower-left corner of the left cube lies at the origin, and the 
further-lower-left corner of the right cube lies at (610,610,0) in the world coordinate system in millimeter. 
Note that the dimension of the bricks in the floor is305x305 in mm. 
 
 
 
______________________________________________________________________________ 
 * Figures taken from http://www.cs.gmu.edu/~zduric/it835/Slides/Cameras.pdf 
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CHAPTER IV 
 
 
SHAPE BASED GENERATIVE MODEL 
The key of the generative appearance model will be shown in Figure 4.1. The first step of the 
model learning is to obtain group of silhouettes from a set of targets which belong to several 
different classes that are observed from different viewpoints. Then, we will try to learn a mapping 
from the high dimensional silhouettes space to tow low dimensional manifold which contains 
only the information of the variations in terms of pose and identity. After this model is learned, 
we can reconstruct or interpolate a semantically meaningful silhouettes image given any arbitrary 
point on each of the LD manifolds. In this chapter, we will introduce identity and view manifolds, 
and then the non-linear tensor decomposition method which can combine the identity and view 
manifold together into a generative model for multi-view target shape modeling, and finally the 
target tracking and recognition. This work was previously proposed by Dr. Vijay Venkataraman 
[4]. But in this paper we expand it to include more training targets, not only civilian vehicles but 
also military vehicles, and we will expand the application of this generative model to the IR 
database ATR purpose and some other visible band data. 
4.1 Preliminary 
The generative model uses two very important mathematical tools, which I would like to 
introduce first in this section. 
4.1.1 RBF Mapping 
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Figure 4.1: Illustration of the generative model for view and identity based shape appearance synthesis. 
Reconstruction results of the shape are shown for the blue path traversed along the view manifold and for 
six different points on the identity manifold. In each case the reconstructed shape has strong characteristics 
of the view and target class. 
The first tool which will be used is called the radial basis functions (RBF), this is a non-linear 
kernel function that is normally used for function approximation, interpolation, etc. for example 
as shown in Figure 4.2, just knowing the function values at the black markers, we can 
approximate the function by placing radial basis kernel at the known values and interpolate to 
other unknown regions. The advantage that RBF can offer is a smooth function approximation 
that preserves local similarity. 
 
Figure 4.2: RBF mapping and interpolation *. 
4.1.2 Tensor 
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Another tool we will use is called tensor decomposition or higher order singular value 
decomposition (HOSVD) [38]. It is similar in spirit to the singular value decomposition or SVD 
where we identify the basis vectors of a given matrix. HOSVD allows us to identify the basis 
vector of a higher dimensional data vector. For example as shown in Figure 4.3, we have face 
images arranged in 3D, with each dimension representing one of the following (identity, view, 
illumination). HOSVD allows us to identify the basis vectors of each of these subspaces or factors. 
But this is a linear decomposition. 
Although the application of common linear algebra techniques like principal component analysis 
(PCA) and independent component analysis (ICA) have been successfully used in lots of image 
analysis and problems mainly in the field of face recognition [49], most of these methods are  
built for the analysis of a single varying factor. In research of face recognition usually the factor 
means the individual identity. Therefore these methods have a lot of issues in decomposing other 
varying factors like pose or illumination when they are encountered in the dataset. So, we are 
trying to develop a target appearance model by which the identity and view information can be 
decomposed into different factors, this method is combined with the non –linear RBF kernel, 
resulting in a non-linear tensor decomposition method [4]. Now we will introduce the tensor as 
followed, which was previously talked about in Dr. Vijay’s PHD dissertation ‘Advanced Machine 
Learning Approaches for Target Detection, Tracking and Recognition’, 2010.  
A tensor is defined as a multi-dimensional matrix or a n-way array or n-mode matrix. They are 
higher order generalizations of a vector (first order tensor) and a matrix (second order tensor). 
Here we will indicate scalars by lower case letters ( , ,...a b ), vectors by bold lower case letters 
( , ,...a b ), matrices using bold upper case letters ( , ,...A B ), and higher order tensors by script 
upper case letters ( , ,...A B ), the order of a tensor 1 2 ... NI I I× × ×∈A R  is N  and an element of this  
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Figure 4.3: Example of HOSVD [38]. 
tensor is denoted by 
1 2 ... Ni i i
a , where 1 n Ni i≤ ≤ . 
Tensor Flattening: Flattening is one of the most significant operation that will be performed on 
tensor, or we can call it matricization or unfolding, it is the reordering of the elements of a tensor 
into a 2D matrix. For example, a 2 3 4× ×  tensor can be re-arranged into a 4 6×  matrix, 3 8×  or 
a 2 12×  matrix. The mode-n matricization of a tensor 1 2 ... NI I I× × ×∈A R  is denoted by ( )nA . The 
example provided in [50] is repeated here for clarity of the flattening concept. Let the frontal 
slices of 3 4 2× ×∈A R  can be represented by  
1 2
1 4 7 10 13 16 19 22
2 5 8 11 14 17 20 23
3 6 9 12 15 18 21 24
   
   = =   
      
A , A ,
                                (4.1) 
then the three mode-n flattened matrices are given by  
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(1)
1 4 7 10 13 16 19 22
2 5 8 11 14 17 20 23 ,
3 6 9 12 15 18 21 24
 
 =  
  
A
                                          (4.2) 
(2)
1 2 3 13 14 15
4 5 6 16 17 18
7 8 9 19 20 21
10 11 12 22 23 23
 
 
 =
 
 
 
A ,                                                     (4.3) 
(3)
1 2 3 ... 11 12
.
13 14 15 ... 23 24
 
=  
 
A                                                       (4.4) 
Keep in mind that different paper or work use various ordering of the columns for the n-mode 
flattening. But in general, the particular matrix permutation of the columns is not important only 
if it is compliant along all related calculations. [50] 
Mode-n product: the next thing involving tensors that is of our interest is the mode-n product. 
The mode-n product of a tensor 1 2 ... ...n NI I I I× × × × ×∈A R  with a matrix NJ IQ ×∈R  is denoted by 
n
Q= ×B A . The tensor 1 2 1 1... ...n n NI I I J I I− +× × × × × ×∈B R  and element-wise we have 
1 1 1 1 2... ... ...
1
n
n n N n n
n
I
i i j i i i i i ji
i
b a q
− +
=
=∑ ,                                                  (4.5) 
The mode-n multiplication may be represented using flattened matrices as follows 
( ) ( )n n nQ Q= × ⇔ = AB A B ,                                                (4.6) 
Another important property of the mode-n product is  
( )
n m m n
P Q Q P m n× × = × × ≠A A .                                       (4.7) 
We will discuss about the tensor decomposition later in this chapter. 
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4.2 Identity Manifold 
 
Figure 4.4: LD identity manifold 
 
Not like many other methods in terms of the way how they handle the identity manifold, it is 
possible for us to interpolate and reconstruct any unknown subclass vehicle information given a 
limited number of training data. The continuous nature of the identity manifold will give us great 
help to interpolate meaningful target silhouetted between two known training targets. In this 
section we are going to introduce an identity manifold which plays an important role in our target 
tracking and recognition algorithm where both inter-class and intra-class shape are captured. 
However, since we want a LD latent space which contains only the identity factor (Figure 4.4) 
rather than the HD space in which both view and identity information are coupled together with 
each other, and moreover, we are trying to build a semantically valid and meaningful identity 
manifold that can support us to do the interpolation which significantly make sense in the real 
world between class and within class, so it will be very important for us to answer two questions: 
the first one is where and which should we learn this manifold and the second one is, how do we 
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learn this semantically meaningful manifold or what kind of property should we keep on the 
designated manifold. 
We will discuss about the first question in section 4.4. Here we will focus on the second one, 
which is related to how we determine the topology of the identity manifold, and also the ordering 
or topological relationship of those training data. If the training data are sparse, a 1D closed-loop 
structure was suggested to ensure valid interpolation on identity manifold and in this way we can 
ease the inference process later for the vehicle tracking and recognition. It starts with a few 
considerations which seems arbitrary but actually due to some practical issues. First, the learning 
of a large number of the dataset of targets may not be necessary for a specific ATR application. 
And this is also the motivation for us to interpolate the vehicle shape information between and 
within class. The second one is, this identity manifold is assumed to be open because all the 
training vehicles are artificial and share some common shape information to each other, instead of 
extremely different. And the third one is that the closed-loop structure will facilitate the inference 
process, preventing the hypothesis from going to a dead end on the structure. 
Since now we have determined the topology of the identity manifold, the next step is how do we 
order the data on this manifold. Although there is no well-defined ordering relationship among 
different vehicles, we want vehicles within the same class stay close to each other, so here a 
class-constrained shortest-closed-path method was suggested in order to find this specific 
ordering across all training vehicles along the identity manifold. But this method requires view 
independent dissimilarity between identities which should be obtained from 3D models, but for 
convenience, to compute the dissimilarity we talked about, we simply use the accumulated mean 
square errors of multi-view silhouettes after the distance transform. 
In detail, assume we have a training set of target shapes from N  view independent identity 
vectors in a LD space ki , and { }1,...,∈k N , and kL  is the associated class labels. 
k
my  is the 
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silhouette of object k  with view m  after vectorization and distance transform [33]. Here we 
denote target u  and v by ui  and vi , then the similarity between these two targets over M  
number of training views is defined as: 
( ) ( )
1
, ,α ε
=
= − + ⋅∑
M
u v u v
m m u v
m
D i i y y L L
    ,                                (4.8) 
where the 
( ), 0 ,
1 ,
u v u vL L if L L
otherwise
ε = =
=
                                                             (4.9) 
and the ⋅  here denotes the Euclidean distance, and α  is a constant. The term ( ),ε u vL L  is a 
penalty term makes sure that targets within the same class will stay together next to each other on 
the identity manifold. Since targets in the same class will look closer to each other, and this can 
give us some reasonable interpolation within class. Otherwise if we put all training targets in 
arbitrary orders, most probably we will get a lot of interpolated targets that do not exist in the real 
world. 
Next we denote the manifold topology by 
[ ]1 2 1, ,..., += NT t t t    ,                                                                    (4.10) 
where ( ]1,∈it N , ≠i jt t , for ≠i j  and 1 1+= Nt t . Then we can write down the class-constrained 
shortest-closest-path as  
( )1
1
,
+
=
= ∑ i i
N
t t
T i
T argmin i i
 .                                                            (4.11) 
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This topology tends to group all those objects of the similar 3D shapes together, since the penalty 
term makes sure targets within same class stay next to each other, so we can guarantee the best 
local smoothness along this identity manifold, and this is very essential for valid identity 
interpolation of some unknown sub-class. 
4.3 Conceptual View Manifold 
We need to design a view manifold which yields the view-leaded shape variability to each target 
except from the identity manifold, or independent from the identity manifold. Some common 
ways were found using non-linear dimension reduction algorithms such as LLE or Laplacian 
Eigenmaps, trying to find the LD view manifold given the high dimensional observations for a 
particular target [33]. But two main defects exist here. One is, since they are identity dependent, 
so the involved multiple view manifolds will be aligned together for general multi-view target 
modeling in the same latent space. The other one is, they are usually constrained by the 1D 
structure which is too simple to capture all possible object poses in the real world. So, we will 
develop a hemisphere-like view manifold which will include almost all those possible view 
angles around a vehicle as shown in Figure 4.5. This view manifold is characterized by two 
parameters: the azimuth/ aspect angle θ , and the elevation angle ϕ . This conceptual view 
manifold can help us to stay away from the learning and also aligning of multiple view manifolds 
for various targets. And simultaneously, it will also provide us a unified and intuitive viewing 
space representation, and give us strong supports on efficient dynamic view estimation since this 
conceptual view manifold is continuous and it contains most of the possible viewports we will 
meet during training and testing. 
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Figure 4.5: Coupled view-identity manifolds for shape based multi-view target modeling. Two factors, 
identity and view can be decomposed from the shape variations in the training dataset, and both of them 
can be mapped to a low dimension (LD) manifold. So by selecting a point on each of the manifold, we can 
interpolate a new shape through the reconstruction which we will talk about later. 
 
4.4 Non-linear Tensor Decomposition 
We will extend the non-linear tensor decomposition method that was described in [34] to develop 
the shape-based generative target model, which is controlled by only three variables. This will 
involve learning a non -linear mapping function that will find the relationship from the HD 
observation to the unified view manifold and then by given a view independent space, factorizing 
out the identity vector for identity representation (the first issue we mentioned in 4.1). 
For the target number k , we will learn a non –linear mapping between each of them by the 
generalized radial basis function (GRBF) kernel as: 
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( ) [ ]
1
1κ
=
= Θ − ϒ + Θ∑
CN
k k
m l m l m l
l
y w b
 ,                                      (4.12) 
here we denote the d-dimensional observation of target k  under view m  by ∈k dmy R , and 
[ ],θ φΘ =m m m  is the LD point of view m on the view manifold, where 0 2 ,0 2πθ π φ≤ ≤ ≤ ≤m m
.
{ }| 1,...,ϒ =l Cl N  are CN  kernel centers on the view manifold, klw  is the specific target 
weights of each kernel and lb  is the mapping coefficient of the linear polynomial [ ]1Θm  
included for regularization. ( )κ ⋅  is the common Gaussian Kernel.  
This mapping can be written in a matrix form as: 
( )= Ψ Θk km my B    ,                                                                    (4.13) 
kB  is a ( 3)× +Cd N  linear mapping corresponding to target k  and containing the weight terms 
k
lw  in Eq.4.12, and where ( ) ( ) ( )1 ,..., ,1,κ κ Ψ Θ = Θ − ϒ Θ − ϒ Θ Cm m m N m  is a non-linear 
kernel mapping that composed of the regularization term [ ]1Θm . Since ( )Ψ Θm  is dependent 
only on the view angle, it will be easier for us to understand that, the identity related information 
is included in kB . For K  number of training vehicles, we might want to obtain their 
corresponding mapping kB  for each { }1,2,...,=k K  that could be stacked together later to form 
a 3D tensor 1 2C ... =  
KB B B , which contains all those identity –dependent information belong 
to different view angles, or poses. Intuited by the fact that singular value decomposition is usually 
used to find the basis vectors of its row and column spaces, the application of the high-order 
singular value decomposition (HOSVD) [51] to this tensor C  could help us to factorize out K  
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identity vectors ∈k Ki R , which can be interpreted as the basis vectors of a latent space for the 
identity factor. And this will give us the following tensor decomposition: 
3C A= ×
ki   ,                                                                (4.14) 
where { }1,2,...,=k K , A  is a ( 3)× + ×Cd N K  core tensor that serves as coupling the identity 
and view factors together and × j  denotes the mode- j  tensor product. 
Then from Eq.4.13 we will be possible to reconstruct the training target silhouettes corresponding 
to the thk  target under view m : 
( )2C= × Ψ Θkm my  .                                                         (4.15) 
It is also possible for us to interpolate the shape silhouette given any Θ  on the view manifold and 
an interpolated i  between training identity vector ki . Because of the RBF kernels’ nature of 
possibly interpolation nature, we can do this reconstruction between training target and training 
views. And furthermore, since this kind of interpolation can be attribute to the sparse nature of the 
training dataset in terms of the identity variation, so it is hard to say that given any arbitrary 
identity vector i  which span the basis vectors ( )1,..., ki i  in the tensor coefficient space. 
Another point is, one may think any linear combination of these basis vectors could form a new 
identity vector, and this vector may lead to a meaningful shape interpolation. But the shape 
produced in this way usually does not represent a real world object. A LD space that is 
appropriately supported by all training targets is needed to ensure valid shape reconstruction. This 
motivates us to learn a 1D closed-loop identity manifold (Figure 4.6) via B-spline curve fitting 
(Figure 4.7) in the tensor coefficient space { }| 1,...,=ki k K  according to the manifold topology 
defined in Eq.4.11. We constrain this identity space to include only those points that lie on this 
 closed B-spline curve connecting basis vectors according to the manifold topology. 
loop 1D spline curve is defined as the identity manifold. 
vector along this identity manifold would be more 
to training targets, and it should support valid shape interpolation
is controlled by only two continuous variables
own manifold, to form a multi
Figure 4.6: Mapping from the K
one single angle parameter α
Figure 4.7
interpolation transition between different targets. 
the identity to be a closed spline in 
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It is expected that an arbitrary identity 
semantically meaningful due to it
 on the manifold
 in a LD latent space, and each of them follows its 
-view shape model which will constrain the smoothness of the 
-dimensional identity coefficient space to the 1D closed loop controlled by 
.  
: Left: linear interpolation. Right: Spline interpolation. **
Due to the reason that we constrain the space of 
KR , we can always find a one to one mapping from points 
This closed 
s proximity 
. Thus Eq.4.14 
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on this spline to those points on a unit circle controlled by a single angular variable [ )0,2α π∈ . 
This will significantly simplify the inference process on the identity manifold, by using only one 
single variable instead of the identity vector. Now, the Eq.4.14 can be generalized to reconstruct 
valid shape silhouettes corresponding to arbitrary points along both the view and identity 
manifolds: 
( )3C A iα α= ×   ,                                                              (4.16) 
and then Eq.4.15 can re-written as:  
( )2( , ) Cy αα Θ = × Ψ Θ   .                                                    (4.17) 
Thus we can generalize the above two equations as: 
( ) ( )3 2( , ) Ay iα αΘ = × × Ψ Θ ,                                             (4.18) 
where ( )i α  is a specific identity vector along the identity manifold. So, Eq.4.17 defines a new 
target generative model for multi-view shape modeling, which is only controlled by two 
continuous variables, α and Θ , each of which are defined along their own manifold. Due to the 
fact that the identity manifold is a closed loop spanning in the ND coefficient space, we can map 
it to a circle in order to make the inference easier. 
In the following chapter, we will begin to talk about our inference algorithm and how we utilize 
our generative model and integrate both of the view and identity manifold in to real applications. 
 
*   Figure taken from http://www.algebra-cheat.com/radial-basis-functions-for-simulating-pdes.html 
**     Figures taken from http://en.wikipedia.org/wiki/Interpolation 
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CHAPTER V 
 
 
JOINT TRACKING AND RECOGNITION 
In this chapter we will go through the most important part for our application of this generative 
model we introduced in earlier chapter, into the ATR purpose. We first introduce the motion 
model we used during the tracking and recognition process, and then we will talk about the 
obtaining of target silhouettes for training, and hence the particle filter-based inference algorithm. 
5.1 Maneuvering Target Motion Models 
The white noise acceleration model is probably the simplest model for target maneuvering with 
two -dimensional per coordinate. And this is a widely used model derived from simple equations 
of motion: constant acceleration and constant velocity [52]. It is general in the explanation that 
the second and third order derivatives of the position are not zero, but a zero-mean random 
process. In our application, since all vehicles are driving on the round and there is no big change 
of acceleration, we decide to use this simple white noise motion model defined below: 
1
1
1 1 1
1
1 1 1
,
,
sin( ) ,
,
cos( ) ,
t t t
v
t t t
x
t t t t t
y
t t t
z
t t t t t
w
v v w
x x v t w
y y w
z z v t w
θθ θ
θ
θ
−
−
− − −
−
− − −
= +
= +
= + ∆ +
= +
= + ∆ +
                                              (5.1) 
where t∆  is the time interval between two adjacent frames. This motion model assumes that the 
process noise coupled with the target’s kinematics follow a Gaussian distribution, so we define 
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that 2~ (0, )tw Nθ θσ , 2~ (0, )vt vw N σ , 2~ (0, )xt xw N σ , 2~ (0, )yt yw N σ , 2~ (0, )zt zw N σ , and 
these variances can be chosen flexible to accommodate various target dynamics and ground 
conditions. Which means, for example, if a target is moving fast and making turn fast, a larger 
variance could be used, and for the case if the ground condition is uneven and rough particularly a 
larger 2yσ  will be needed. This motion model will be clearly shown in Figure 5.1. 
 
Figure 5.1: Motion model. 
5.2 Target Silhouettes Used for Training 
Before we train our generative model, one important thing is to obtain all those silhouettes at 
different training viewpoints from vehicles we are interested. But since it is inaccurate and 
impossible for us to do this in the real world, we will use a camera in a virtual world to create all 
the training silhouettes we need, in order to train the generative model.  
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The easiest way is to set up a camera and load a fixed 3D model in 3Ds Max and then render all 
silhouettes at a sequence of training camera positions, which is equivalent to the way when 
camera is fixed and the pose of target is changing. But due to the reason that we want to save time 
and build all these training silhouettes efficiently, we will use XNA in Visual Studio C# to render 
them. It is the same idea but we can choose to change the pose of the target at all training 
viewpoints to build the silhouettes. Figure 5.2 will show how this is done in XNA. But due to the 
fact that the distance from target to sensor/camera is relatively large, we will use orthographic 
projection in practices. 
 
Figure 5.2: Obtaining training silhouettes from 3D models in XNA. 
 
5.3 Inference algorithm 
A generative graphical model is used to combine all the factors together with their conditional 
dependencies into a framework which is probabilistic, and hence to estimate the state of the target 
including 3D location and category sequentially from a dataset of target silhouette
{ }| 1,...,t t T=Z , which could be obtained from background subtraction that we discussed in 
earlier chapters. We show this probabilistic graphical model in Figure 5.3. [ ]t t t t t tx y z vθ=X  is 
the state vector containing the targets 3D position along the horizontal, vertical and range 
orientations, the heading direction with respect to the optical axis and the speed in a 3D 
coordinate system as shown in Figure 5.4. Pt  is the camera projection matrix, and since in all of 
40 
 
our dataset, the camera is static, so we could set that P Pt = . Another variable αt  indicates the 
identity position on the identity manifold.  
 
 
Figure 5.3: ATR inference graphical model. 
 
Figure 5.4: Sensor centered 3D coordinate system. 
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Figure 5.5: Illustration of the 3D-2D projection 
Moreover, the generative model defined in Eq.4.14 needs another parameter Θ  to synthesize the 
target shape ty  that can be computed from tX  and Pt . Since our target silhouettes are obtained 
from a fixed range virtual camera, we need to scale all of those ty  appropriately in order to 
accommodate all different camera distances in the real data sequences. To summary, the 
synthesized ty  is a function of those three factors: αt , Pt  and tX .  
Specifically, as shown in Figure 5.5, given the location of the target centroid center ( , , )x y z  and 
the dimension of the vehicle, we can always find the corresponding 3D locations of the 8 corners 
of a bounding cube around the target: 1,...,8 1,...,8 1,...,8( , , )O x y z= , then from O  we can find the 
translation matrix T  of the cube from the sensor center. And, from the aspect angle θ  and the 
target’s azimuth angle relative to the north, and also the target 3D location, we can find out the 
rotation matrix R . So together, we can find out the 2D image pixel location of a bounding box 
around the target in the image:   	 
, where   …, …, ̃… Note that we will 
only need four corners’ 2D image location in order to determine this 2D bounding box. 
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Given an observation, the target silhouette tz from the background subtraction result of the data, 
the automatic target tracking and recognition problem becomes the sequential estimation of the 
posterior probability of ( )| ,t tp αt X z . Because of the non-linear nature of this inference problem, 
the particle filter approach [53] is applied here, and it needs the dynamics of the two variables
( )1|t tp −X X , and ( )|p α αt t-1 , and also the likelihood function ( | , )t tp αt Xz . The condition for 
Pt  is omitted because we assume that the camera is static. 
Given the hypothesis of tX  and αt in the thi  frame as well as the Pt , we can find the 
corresponding shape information (silhouettes) ty  from the generative model Eq.4.17 with 
additional scaling factor depends on the actual range of the target from the sensor. Then the 
likelihood function which measures the similarity between the hypothesis ty  and the observation 
tz  will be defined as: 
2
2( | , ) exp[ ],2
t t
t tp α σ
−
∝ −
y
t
z
z X                                            (5.2) 
where the 2σ  controls the sensitivity and 2  gives the mean square error between the 
hypothesis and the observation shape. 
During the joint tracking and recognition, although the target’s identity does not change like the 
pose, the estimation of identity along the identity manifold should be varying due to the 
uncertainty and ambiguity of the observations. Hence we define our dynamic along the identity 
manifold as a simple random walk: 
1t t tw−= +
αα α  ,                                                    (5.3) 
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where 2~ (0, )tw Nα ασ . This simple model will give the estimation of identity some freedom to 
evolve along the identity manifold and hence converge to the correct class during the sequential 
estimation. 
 
Table 5.1: Pseudo-code of the particle filtering-based ATR algorithm 
( )
[ ]
0 0 0 0
0 0
 Initialization: Draw ~ ,1 ,  and ,                                            
  1,..., . Here  and  are the initial kinematic state and 
   identity values respectively.
 For 1,...,
j j
P
N
j N
t
α α
α
• =
∀ ∈
• =
X X
X
( )
( )
1
1
 (number of frames)
     1. For 1,...,  (number of particles)
         1.1 Draw ~ |  samples
               and ~ |  as in Eq.5.1 and Eq.5.3.
         1.2 Compute weights = ( |
P
j j j
t t t
j j j
t t t
j
t t
T
j N
p
p
p
α α α
−
−
=
X X X
zw
1
1
, ) using Eq.5.2.
         End
     2. Normalize the weights such that 1.
     3. Compute the mean estimation of the kinematics and identity using
ˆ
ˆ
         ,  and  
P
P
j j
t t
N
j
t
j
N
j j j j
t t t t t t
j
α
α α
=
=
=
= =
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1
.
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j
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=
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•
∑
X X w  
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CHAPTER VI 
 
 
EXPERIMENTAL RESULTS 
In this chapter we will discuss in details about the experiments (ATR) we did in order to show the 
practical application of the generative model we introduced in previous chapters. Specifically, we 
have developed four different kinds of ATR algorithms which share the same particle filtering 
inference framework shown in Figure 5.3. Through these four different methods, we will evaluate 
the effectiveness of shape silhouettes interpolation on both view and identity manifold.  
Method I uses the recently proposed generative model we introduced that involves both the view 
and identity manifold, and we will use the interpolated silhouettes on both two manifolds as the 
target appearance model, which means both the view and identity manifolds are continuous. 
Method II and III are simplified versions of the appearance model in which the silhouettes 
information is interpolated only on the view, and identity manifold respectively (i.e., in method II, 
the view manifold variable is continuous and the identity manifold variable is discrete, while in 
method III, the identity variable is continuous and the view manifold variable is discrete). In 
method IV, we will only use the training silhouettes as appearance for shape matching without 
any shape interpolation. This means both the view and identity manifold variables are discrete. 
These four different methods will basically show us the effectiveness of the interpolation on view, 
and identity manifold throughout the real ATR application. 
Three major experiment results will be shown next. These involve the tracking and recognition  
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based on IR video data from SENSIAC dataset, and also on the visible data. Firstly we will show 
the learning of the recently proposed generative model, demonstrated by the simulation results of 
shape interpolation on view and identity manifold respectively. Then we introduce the SENSIAC 
dataset [13] followed by experimental results on a set of IR video sequences of eight different 
targets at six different ranges. Then, we also included three different visible video data sequences 
for our algorithm evaluation. These visible data contains two sequences that were captured in 
VCIPL at Oklahoma State University from two remote-controlled toy vehicles, and another one 
from a real-world surveillance video provided from PETS2001 dataset [14]. Before the ATR 
algorithm, some pre-processing (Background subtraction [47] as shown in Figure 6.1) was 
applied to the data in order to get the initial background subtraction result in each frame, and also 
the distance transform [33] was used to generate the observation data that were once used for the 
learning of the generative model.  
6.1 Learning of the Generative Model 
First we collected thirty-six 3D models that can be handled in 3Ds Max, these models contains 6 
models for each of the 6 target types: Tanks, APCs (Armored Personnel Carriers), Pick-ups, mini-
vans, cars and SUVs for the model learning. All these models are shown in Figure 6.2. All these 
3D models are scaled to the same size as they are in the real world, except those tanks and APCs, 
which are 0.8 times the real size in the real world, due to the fact that vehicles in these two classes 
are much more larger than the other four classes. Such kind of size modulation and category 
dependent scaling can help us to learn the unified generative model and then to estimate the real 
distance information in a scene. For each 3D model, we generated a set of silhouettes with respect 
to training viewpoints previously chosen on the view manifold, as discussed in 5.2. For 
convenience, we only consider the azimuth angle that ranges 0 2θ π≤ < , and the elevation angle 
ranges 0 4
πϕ≤ < . 
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Figure 6.1: Group of snapshots of the segmentation results for all eight targets at all six different ranges 
together with the original IR sequences. 
 
Because of the computational load, and the fact that most of the view in our experimental data are 
below elevation angle of 4
π
, and also the reason that shape silhouettes variety changes smaller 
and smaller as the elevation angle ϕ  goes larger and larger to the top of the hemisphere view 
manifold. This will lead to a non-uniformly sampled view manifold. Specifically, 150 training 
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Figure 6.2: All 3D models that have been used for model learning. Each target class contains six. From left 
to right: APCs, Tanks, pick-ups, cars, mini-vans, SUVs, in the order according the identity manifold from 
top-down and left to right. 
 
Figure 6.3: Shape interpolation on the view manifold, where the left, middle and the right ones indicates the 
training shapes, and others are the interpolation between those training views from left to right. The first 
and second training shapes are 12o  away from each other along the azimuth angle, and the 2nd and 3rd 
ones are 10o  along the elevation angle. 
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viewpoints were used, and the interval between each viewpoints are 12o  and 10o  on the azimuth  
 
Figure 6.4: Shape interpolation of one target from each class of targets in each row on the identity manifold. 
The left, middle and right ones are the training targets, adjacent to each other in each row. Others are the 
interpolated shape silhouettes between training targets from left to right. 
 
Figure 6.5: Shape interpolation between two adjacent target classes along identity manifold. 
and elevation angle direction respectively, which leads to the non-uniformly distributed sampling 
points on the hemisphere view manifold. Moreover, less training views might be needed as the 
elevation angle goes larger, this is also due to the less dissimilarity of shape silhouettes along the 
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view manifold. The way of choosing training viewpoints is closely related to the RBF kernel 
parameters setting in Eq.4.12 to ensure the validness and effectiveness of the model learning. 
We will examine the generative model in terms of its performance and capacity of shape 
interpolation by three experiments simultaneously: 
(1) Shape interpolation along the view manifold by changing the azimuth angle θ  and the 
elevation angle ϕ  respectively. One target is selected from each of the six types of targets 
and three interpolation image are shown (after thresholding the interpolated distance 
transformed result) between three training view, as shown in Figure 6.3. A smooth transition 
along the interpolated shape silhouettes and those training ones can be observed, and this can 
be more obviously seen from the target wheels transition. 
(2) Shape interpolation along the identity manifold within the same class. 3 interpolated shapes 
along the identity manifold were generated between each of 3 adjacent training targets for 
each of the 6 target types, as shown in Figure 6.4. We can see that although those training 
targets are quite bit different from each other, the interpolated shapes preserves the spatial 
characters from the two adjacent training targets in a very natural way. 
(3) Shape interpolation on the identity manifold between two adjacent classes. As shown in 
Figure 6.5, it is interesting for us to observe the transition of the shape interpolation between 
two adjacent target classes. Our generative model can create the shape silhouettes smoothly 
between two adjacent classes and they look realistic, too.  
All these result approve to us that the generative model is able to create semantically meaningful 
shape interpolation along the view and identity manifolds. More importantly, it enables us to 
analyze a known vehicle from a new given view, but also a unknown target from arbitrary views. 
Also, the continuous property of both of the manifolds can make the inference process easier. 
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6.2 Tests on the SENSIAC Dataset 
The SENSIAC ATR database contains a large amount of visible and mid-wave IR (MWIR) 
imagery of seven military and two civilian vehicles. But we will use 8 out of these 9 targets, as 
shown in Figure 6.6.  
 
Figure 6.6: All eight targets we used for algorithm evaluation from SENSIAC database. 
These vehicles are driving along a continuous circle marked on the ground with a diameter of 100 
meters (m). These video data were taken at a frame rate of 30 Hz for one minute from distances 
of 1,000m to 5,000m, (with 500m steps increment between each data) during both daytime and 
nighttime conditions. In those four methods we discussed earlier in this chapter, we will set 
2 1vσ = , 
2 0.1xσ = , 
2 0.1zσ = , 
2 1yσ =  and 
2 0.8 ~ 1.2ϕσ =  due to the fact that vehicles in each 
videos drives in different speed. But we will make sure that the 2ϕσ  setting is same for all of the 
four methods within each sequence. We choose 48 different night time IR sequences of eight 
vehicle targets at six ranges – 1000m, 1500m, 2000m, 2500m, 3000m, and 3500m. Each 
sequence has approximately 1000 frames. Fortunately each SENSIAC sequence contains a large 
amount of meta data for each frame. This contains the aspect of the target relative to the sensor 
and the azimuth of the target relative to the true north, and the elevation of the sensor; the target 
type, speed, range and slant ranges from the sensor to the target; the pixel location of the target 
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centroid, and the aspect orientation of the target. Furthermore, we defined a 3D world coordinate 
system centered at sensor and using a calibration technique based on Pinhole camera to obtain the 
ground-truth 3D location of the target in each frame as shown in Figure 3.4 and discussed in 
Chapter3. For your convenience, we show Figure 3.4 here again denoted as Figure 6.7. 
 
Figure 6.7 (Figure 3.4): Definition of the 3D coordinate system and the spatial geometry of the sensor, and 
also the target in the SENSIAC dataset. (a) The aspect of the target relative to the sensor, and the azimuth 
of the target relative to the true north, and the elevation of the sensor; (b) side view of the ground and slant 
distances between the target and sensor; (c) top-down view of the aspect direction and the heading 
orientation; (d) A sensor-centered 3D coordinate used for algorithm evaluation. 
We initialize the tracking algorithm using ground truth data, including the vehicles’ 3D position, 
and heading direction, and a small positive number for the speed since we don’t have ground 
truth data for this. Another reason is because the data was sampling in a relatively large rate, so 
between each two frames the distance vehicles traveled was small.  
On the identity manifold, the initialization is also using the ground truth, since we know the 
vehicle’s class, and hence we know the true position on the identity manifold. Then random walk 
was applied on the identity manifold in each tracking frame, at the same time with the particles 
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applied on the view manifold. The closed –loop structure of the identity manifold prevent any 
particles- assumptions from going to a dead end on the manifold. 
After each tracking frame, the SIR particle filter will give us one state with the largest weight as 
the current estimation result, and then do the resampling to prepare for the next frame step 
tracking. 
6.2.1 Evaluation of Tracking 
The tracking evaluation is based on the errors in approximated 3D target locations along the x
(horizontal direction) and z (the range direction) as shown in Figure 6.7 (d). The averaged 
tracking results over 8 targets with the same range are shown in Figure 6.8. We can see that the 
errors along the horizontal direction x  are all within around 1 meter for all of those four methods. 
But for the errors on range direction z  are much larger than this. It makes sense because the 
range estimation is relatively much more difficult than the horizontal direction due to the fact that 
the size of the vehicle is largely related to the range, while the resolution of the imagery and the 
large distance difference between the circle diameter and the range of target to the sensor is too 
big, and it is very hard to see the size changes as the vehicle drives as a circle even by human 
eyes. 
Method I shows performance gains of 10%, 20% - 40%, and 3%-50% over Method II, Method III 
and method IV respectively. Method I also out-performs the other 3 methods on the range and 
aspect approximation with over 10-50% and 20-80% improvements. These results also show that 
using the two manifolds together yields the best tracking performance. Even at the range of 
3500m, the averaged horizontal, range, and aspect errors of Method I are only 0.5m, 25m and 0.5 
rad ( 28.7o ), compared to those result of Method IV’s errors of 0.9m, 45m, and 1.1 rad ( 63.1o ). 
In order to observe the tracking result better, we also show some tracking results for Method I 
against four 1000m sequences in Figure 6.9, from front view, rear view, and side views. The 
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interpolated shapes contours are overlaid on the target based on the estimated 3D location and 
aspect direction and also the given camera calibration. All these results demonstrate effectiveness  
 
Figure 6.8: Overall 3D tracking evaluation of four different methods. (a) Horizontal error (m); (b) range 
direction errors (m); (c) aspect angle errors (rad). 
and usefulness of the generative model in interpolation target shapes silhouettes along the view 
and identity manifolds for real ATR applications. 
6.2.2 Evaluation of Identity 
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Since we can map the identity information along the 1D closed loop identity manifold learned 
from the tensor coefficient space to a 1D unit circle identity manifold, which can significantly 
simplify our inference procedure, then the identity variable becomes a variable [ )0,2α π∈ in 1D 
space. Correspondingly, the six target categories: tanks, APCs, pick-ups, SUVs, mini-vans, and 
cars, can be represented by 6 angular variables along the circular shaped identity manifold (as 
shown in Figure 4.4). Since the target type is estimated frame by frame during tracking process,  
 
Figure 6.9: Tracking results for eight different targets from SENSIAC database, with original SENSIAC IR 
imageries overlaid with the interpolated shape contour as white lines. 
we define the percentage of frames where the target is correctly recognized in terms of the 6 
classes as the overall recognition accuracy, which means the percentage of the angular variable 
α
 lies within the range of the true class. And more interestingly, we can also check two training 
targets that are best matched for a given data that can be found on the identity manifold. The 
overall recognition performance of the 4 methods for 48 sequences are shown in Table 6.1, where 
the accuracy of tanks is averaged over those of the T72, ZSU23, and 2S3 and the APCs is 
averaged over those of BTR70, MP2, and BRDM2. Generally speaking, Method I outperforms 
other three methods, this further demonstrate the effectiveness of the shape interpolation along 
both identity and view manifolds. The improvement of Method I is more obvious for long-range 
sequences when the targets are small and shape interpolation is more significant for better 
recognition. When the target range is ≥2500m, we can see that the recognition result of tanks and 
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APCs are relatively worse than others, which is below 80%. This is mainly because of the poor 
segmentation result and small target sizes as shown in Figure 6.1, which shows the segmentation 
results of all eight targets in all ranges. A simple morphological operation is used to clean up the 
background subtraction results. However, when the targets are too small, morphological 
processing has to be adjusted to ensure the target shapes can be preserved better, and this also 
results in more noisy segmentations. Otherwise, after de-noising, the target shape silhouettes will 
be seriously damaged, which is impossible for us to do the tracking and recognition.  
Targets Tanks APCs SUVs Pick-ups 
1000m 96/94/91/90 94/92/89/88 100/100/99/99 100/100/100/99 
1500m 93/91/88/86 88/86/85/82 100/99/98/98 100/100/100/98 
2000m 86/83/82/81 85/83/80/80 98/96/96/95 97/96/97/95 
2500m 78/73/72/69 76/72/71/70 92/90/89/86 90/88/88/86 
3000m 70/65/62/60 72/69/66/65 86/84/82/79 82/80/79/77 
3500m 68/62/58/57 70/65/64/62 78/76/75/70 73/72/70/65 
 
Table 6.1: Averaged recognition accuracies (%) of four methods (Method I through Method IV) against 
forty eight SENSIAC data sequences. 
In Figure 6.10, more detailed recognition results of Method I for eight targets under range 1000m 
are shown. This not only shows the target recognition results frame-by-frame but also the two 
raining targets that are best matched. I most of the frames, the approximated identity values are in 
the correct region on the identity manifold and misclassification usually happens at front views 
and rear views, where the targets are less recognizable and distinguishable. It is interesting that 
the two best matches of BTR70 and ISUZU-SUV sequences include the exact correct target 
model. Also, those of other sequences also include a similar target model. For example, BMP1, 
T72, BRDM1, and AS90 are among the two best matches for BMP2, T80, BRDM2 and 2S3, 
respectively (both AS90 and 2S3 are self- propelled tanks). Although we do not have the 3D 
models for the Ford pick-up and the ZSU23 in our training set, their best matches (Chevy/Toyota 
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Figure 6.10: Target recognition results frame-wisely shown for eight target sequences at 1000m range 
distance. For display issue we down-sampled 1000 frames into 500 frames. Vertical axis is the value of the 
angular value [ )0,2α π∈  and the range of α  corresponding to six different target classes. The 
estimated target class is also shown along with the two adjacent training target classes. 
still resemble the actual targets in the SENSIAC sequences. 
 
6.3 Results on Visible Video Data Sequences 
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Figure 6.11: Visible data: first row and second row are the data of remote controlled toy vehicle of Lexus 
IS350 and BMW X5 taken in VCIPL lab respectively; third row is the data from PETS2001 data sequences. 
 
 
Other than the IR video data sequences from SENSIAC database, we also tested our generative 
model of four ATR methods on three visible-band video sequences (Figure 6.11). Two of them 
(data of car and SUV) were captured indoor from a remote controlled toy vehicle, and 3D target 
tracking and recognition was applied due to the availability of camera calibration for the indoor 
setting and another one was a real-world surveillance video (a white cargo van) for which camera 
calibration is not available in the outdoor setting and only pose estimation was performed based 
on the normalized silhouette sequences. In order to quantitatively compare those four methods, 
we used an overlap metric [54] to evaluate the overlap between the interpolated shapes with the 
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segmented targets. Let F  and H  denotes the tracing gate and the ground-truth bounding box 
respective, then the overlap ratio ξ  is defined as below: 
( )
( ) ( )
# 2
# #
F H
F H
ξ
×
=
+
I
 ,                                                             (6.1) 
where # is the number of pixels. A larger overlap ratio means larger overlap of the interpolated 
shapes in the estimated 3D position, and hence better tracking performance. Some examples of 
this overlap metric are shown in Figure 6.12. Figure 6.13 shows the overlap ratios of four 
methods on three video sequences. Obviously Method I is much better than other three methods 
due to it capability of shape interpolation along both view and identity manifolds. 
In Figure 6.14 the performance of Method I of three sequences regarding to the recognition are 
shown. Again, although the models of the three targets are not included in the training data, the 
recognition accuracy is still 100% for the first two sequences and 97% for the white cargo van, 
and the two best matches do resemble the unknown target for each sequence. Especially the 
unknown cargo van is very different from all training models in the class of mini-van, the VW 
Samba and Nissan Elgrand, which looks much more similar to the cargo van appears in the data 
gives a reasonable approximation results. The tracking results and pose estimate results are shown  
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Figure 6.12: Overlap metric for a few example cases 
 
 
Figure 6.13: Overlap ratios of the target region from segmentation results and synthesized target silhouette 
for four methods against three real world sequences. From left to right are Method I to Method IV. 
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(a) 
 
(b) 
                 
(c) 
Figure 6.14: Recognition results along with the two best matched training models. (a) car. (b) SUV. (c) 
mini-van. 
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Figure 6.15: Tracking results: Left hemisphere and red lines on it show the pose trajectories on the view 
manifold on the left, and also the selected video frames, segmented objects, and shapes from interpolation 
and superimposed shapes from the 1st to the 4th rows, while super-imposed result is not available for the 
cargo van which only pose estimation was performed. (a) Lexus IS350 car. (b) BMW X5 SUV. (c) White 
cargo van. 
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in Figure 6.15. In some frames especially in the data of the white cargo van, the segmentation 
result is relatively worse, but the estimation of the pose trajectories on the view manifold are still 
smooth and it shows us the real pose changing of the motion target during the sequences were 
taken. Furthermore, the interpolation results for those three different sequences match well with 
the segmented target, which indicates that the estimation along both the view and identity 
manifolds are correct. 
6.4 Limitations and Discussion 
The generative model is approved to be useful. We can interpolate between each training view 
and identity, and it can save a lot of memory for us since we do not need to store all the vehicles 
at each possible training views. This generative model will help us to interpolate semantically 
meaningful unknown vehicles between training targets under unknown view points, which is not 
only efficient but also expand our known knowledge of existing targets. But it is still time 
consuming to learn a model that contains more training target vehicles, and the memory is a main 
issue during the learning process. Since we need to store all training templates rendered from 3D 
models, and we need to build a core tensor which has a very large dimension, usually it requires 
at least 4 gigabytes for learning a model that was used in this work. And the ATR algorithm still 
cannot be real time processed because of the interpolation and reconstruction of target shapes. So 
there is still a long way to go in order to further improve the computing efficiency of this 
generative model.  
These experimental results are promising, but we still consider our work preliminary due to two 
main reasons. First, we use a silhouette-based target shape representation that requires 
preprocessing of the target segmentation. It is fine to assume that the camera platform is static 
with static camera. But in the case of a moving camera system, the preprocessing of the target 
segmentation will be a very challenging issue. Second, we did not consider the occlusion issue 
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that has to be handled with in any real ATR systems. The silhouette could be very sensitive to 
those occlusion issues. So we could extend our algorithm to some other features such as SIFT or 
HOG features which are much more salient and stable. By doing this we can definitely increase 
the ability of the application of the generative model for real world applications. 
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CHAPTER VII 
 
 
CONCLUSIONS AND FUTURE WORK 
In this work we further expand the application of a recently presented generative model which 
combines a continuous identity manifold for target recognition and also a multi-view shape-based 
generative model which combines a hemisphere view manifold. We include military tanks and 
APCs in our training dataset, together with civilian cars, pick-ups, SUVs and mini-vans. And 
hence we apply this generative model to the ATR application using IR imagery from SENSIAC 
database, and also some visible-band sequences. We proposed a particle filter-based inference 
algorithm that involves tracking and recognition at the same time during inference process. The 
experiments show us the advantages of shape interpolation along both the view and identity 
manifold, and the tracking and recognition accuracies using this generative model always 
outperform other three comparison methods. 
However, since we are using shape information as the target appearance, and background 
subtraction is usually a hard issue. Moreover, in IR data the shape information is always not 
accurate compared with visible-band imagery data. Most importantly, the target shape 
information (i.e. silhouette) is relatively sensitive if occlusion is counted. Due to these facts, we 
propose to learn this generative model by using some features like SIFT, and HOG feature. These 
features can strongly capture the appearance and identity of the interested target, and also less 
sensitive when occlusion happens.  
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Furthermore, factorizing out the identity from view information is based on the assumption that 
view and identity is independent from each other. But in the real world they are always influence 
by each other to some extent. For example the shape of a ball-shaped target will not change from 
different view point, but a cube-shaped target will have significant changes. Based on these 
factors, we propose to learn a generative model that not only combining the view and identity 
manifolds, but also incorporate them together into one generative manifold that captures the view 
information based on identity at the same time, and hence apply it to the IR imagery based ATR 
applications. 
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Recently a generative model that combines both of identity and view manifolds was 
proposed for multi-view shape modeling that was originally used for pose estimation and 
recognition of civilian vehicles from image sequences. In this thesis, we extend this 
model to both civilian and military vehicles, and examine its effectiveness for real-world 
automated target tracking and recognition (ATR) applications in both infrared and visible 
image sequences. A particle filter-based ATR algorithm is introduced where the 
generative model is used for shape interpolation along both the view and identity 
manifolds. The ATR algorithm is tested on the newly released SENSIAC (Military 
Sensing Information Analysis Center) infrared database along with some visible-band 
image sequences. Overall tracking and recognition performance is evaluated in terms of 
the accuracy of 3D position/pose estimation and target classification. 
 
Findings and Conclusions:   
 
The generative model that is learned from both civilian and military vehicles shows 
semantically meaningful shape interpolation along both the view and identity manifolds, 
showing its capability to handle both known or new targets under arbitrary views. 
Comparing with three baseline algorithms with limited or no shape interpolation, the new 
ATR algorithm demonstrates the advantages of using the generative model to support 
more accurate 3D tracking, pose estimation and target classification. 
 
 
 
 
 
 
