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Nous alfons essayer de comparer I’eficaciti dc plusieurs mkthodes permetrant 
les atgkbres de Lie. II existe plusieuts facons de construire une base d‘une ahg5bre de Lie libre 
engendree par un ensemble fini. Now utiliserons, B travers des algotithmes, deux d’entte eks 
(les bases de Hall et lea bases de Lyndonl pour cakuter, cntte awes, quefques formufes de 
Campbell-Haussd,rf. Diverses implCmentations ont it6 r&fisies en Lisp ainsi qu’en Scratchpad 
II plus rkemment. 
1. Introduction 
t. 1. No&dons 
Dans toute la suite (cf. [I]), nous noterons M(X) le magma Sbre cQnstruit SW 
X, A(X) kigebre de M(X) A coefkients dans 0, U X) la Q-aigPbre de Lie libre 
sur X oti X est un ens ble fini de lettres, * I’ensembEe des mots construits ur 
X. Nous rappelons qax QX) est la somme Ia famiHe (J&) oti X,, est l’ensembte 
somme des XP x X,,_, pour p = I, . . . ) n. Si (24, 21) E Xi, x Xn_P, on twtera uv I’image 
de (u, v) par I’injection canonique de X,, x Xn -,, dans X,, . On note I( w) la longueur 
de w. On notera [u, v] le crochet de Lie de u et de v dans L(X), et in rappelle 
qu’il vCrifie les relations suivantes: 
la, [b, 4cEh EC, alJ+k Cay bll=fA 
pour tout a, 6, c dans L( 
ule iibre de X) des kE$ments de lo 
(X) Is: sow ensemble du magma libre es mots de taille n. 
0304-3975/91/!$03.50 @ 1931--Else\ie: Science Publishers B.V. (North-Kotland) 
1.2. Frohl~mes trait& 
IP est interessant de connaitre des bases de L,,(X) (resp. L(X)) poir pouvoir 
decomposer sur celles-ci les polynomes de Lie, ainsi que de pouwir connaitre, a 
partir de la formule developpee d’un crochet de Lie ([u, v] = uv - vu), la decomposi- 
tion d’icelui sur une de ces bases et enfin de connaitre les differentes formules de 
Campbell-Hausdorf. 
Nous allons construire deux bases classiques des algebres de Lie: la base de Hall 
et la base de Lyndon, puis nous divelopperons ur cette derniere quelques formules 
de Campbell-Haussdorf. A cet effet, plusieurs algorithmes ont et6 implant&s en Le 
Lisp 15.2, et essay& sur une machine SPS7 de I’Ecole Polytechnique. 11s ont 6ti en 
partie repris en Scrathpad et testes igalement sur une machine IBM 4381. Iis 
calculent jusqu’a une certaine limite les differentes bases et autres formules evoquees 
ci-dessus. 
2. Dkomposition SUP un ensemble de WaPP 
On appelle ensemble de Hall relatif a X toute partie H de M(X) munie d’une 
relation d’ordre total satisfaisant aux conditions suivantes: 
Si UEH, VE H et l(u)<l(v), on a UCV. 
On a X c H et H n M,(X) se compose des produits xy avec x, y dans X et x < y. 
Un Wmer,i w de M(X) de longueur 33 appartient 5 H s’il est de la forme a(k) 
avec a,b,c dans H, bsa<3c, et b<c. 
Soient H un ensemble de Hall relatif 5 X et F I’application canonique de M(X) 
dans t(X). La restriction de 1v a H (resp. H n M,(X)) est une base du module 
L(X) (resp. L,(X)) que nous noterons Ha( n, X) avec les conventions usuelles (cf. 
[II) . 
e. Si X = (a, b}, H est egal jusqu’a l’ordre 5 8: 
{a, b, (a@, (a(&), @(a@), (a(aW))), (&W))), (W(W)), (a(a(a(ab)))), 
@(a@@&)))), @(&(a@))), @@@(a@))), ((ab)(a(ab))), ((ab)(b(ab)))). 
2.1. Construction de la base de Hall 
La construction de Ha( n, X) est aisle puisque: 
siuEHa(p,X), vEHa(q,X),siu<uetsiv=[v,,~~], v+u 
alors[u, VIE Ha(p+q, X); 
(n,X),ilexistep,q,p+q=n, uEHa(p,X), vEHa(q,X) et w=[u,v]. 
Jgorithme de construction de la base de 
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II faut quand mcme remarquer que WWp, X), H&r-p, X))n 
@( Ha( q, X), HQ( n - q, X)) est vide, et d’autre part qu’il n’y a qu’une fagon d’ecrire 
un element de la base de Hall comme produit de deux elements de cette base, si 
bien qu’il n’est pas necessaire de verifier qu’un [u,, z+] a deja et6 construit, ce qui 
ne sera pas le cas lors de la construction de la base de Lyndon. 
2.2. Decompositions sur la base de Hall 
L’interGt de la base de Hall reside dans le fait qu’il n’est pas necessaire de la 
connaitre pour decomposer sur celle-ci un polynome de Lie. En effet on peut 
considerer l’algorithme recursif suivant: 
Algorithme de decomposition 
Soit rn un monome de Lie de L,,(X) et on note h(m) le resultat de l’algorithme; 
si n=l, m est decompose, et h(m)=m; si n=2, m=c[x,y] alors h(m)=c[x,y] 
ou h(m) = -c[y, x] ou h(m) = 0; sinon m = c[ u, v] = [ cu, v] et l’algorithme calculera 
successivement h( u ), h( v); mais 
[h(u), h(v)]=[C uj,C vkj=C [ui, v;I 
et on est alors rameni a decomposer un nombre fini de produits simples d’eliments 
de la base de Hall. 
Soit done a dicomposer un element de la forme [A, B]: quitte a changer [A, B] 
en -[B, A], on peut supposer que A < B pour l’ordre defini sur les elements de H. 
Mais puisque l([A, B]) 2 3, on peut poser [A, B] = [A, [B, Cl]. Si B s A, [A, [B, C]] 
est un mot de Hall, sinon on considere la formule de Jacobi et on se ramene a 
calculer h( [ B, [C, A]] + [C, [A, B]]). On se rameme done a calculer 
h([B, h([C, 4])])+h([C, h([A, B])]) et on continue la boucle jusqu’a ce que le 
monome soit decompose. 
Encore faut-il montrer que le mon6me se decompose au bout d’un nombre fini 
de boucles. 
Freuve de la convergence de l’algorithme 
II suffit de montrer que tout element de la forme [A, [B, C]] oti A, B, CC, [ 13, C] E 
Ha(X) et A < [B, C] se decompose par l’algorithme. Soit done un tel element de 
longueur no minimale avec A maxima1 qui ne se decompose pas. 
On a alors A< B, sinon ce serait un Gment de la base; on effectue alors la 
transformation de Jacobi et apres une boucle o oit decomposer des eEenz&s de 
la forme [B, [ Cj, AJ] ou [C, 
Mais la longueur reste inc 
l([Ai, Bi]) > l(A), done par 
decomposent SW la base de 
decompose tous les mono 
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xemples, Considerons I’exemple suivant: m = -3[ [ [ a, b][ a, cl], [a, [ 6, cl]] et 
appliquons lui l’algorithme de dkompositio 
L’algorithme dkcompose successivement u = -3[[ a, 61, [a, c]] et u = 1[ a, [ 6, cl]. 
Pour u, on dkmpose [a, h] qui est un mot de Hall, puis [a, c] qui est egalement 
un mot de Hall, puis on verifie que a s [a, b] < [a, c], done h(u) = u. Pour u, a, 
[ 6, c] sont des mots de Hall, mais 6 > ir, done nous allons utiliser la formule de 
Jacobi: Jac( u) = -16, Cc, all -Cc, Ca, 41, 9 ui se redecompose en [b, [a, c]] - 
I?, [a, 41 et hW = P, la, cl1 -Cc, b, ~11. 
Mais toujours g&e a I’algorithme, on reecrira [h(u), h( u)] = -[h(u), h(u)] qui 
se trouve &re un mot de Hall, et le resultat final est 
h(m) = 3K69 [a, cll, b, mb cl11 -3k Ia, 4 [la, aa, clll. 
Nous decomposerons ce mcme Clement sur la base de Lyndon dans la seconde 
partie. De la mEme fason, nous obtenons les resultats uivants: 
w3, cl, I34 41) = k4 0 Ia, cl19 
M-+, 16, b, ~111) = -+a, P, Ia, W3. 
tilisatisn de la base de Lyndon 
3.1. Description 
On rappelle que l’ordre lexicographique sur X* est un ordre total verifiant: 
pour tout u, u E X*, u<usiilexister,a,6,t,s~X~telsqueu=ras,u=r6teta<b; 
pour tout w, u, u E X*, on a 14 < 0 si et seulement si wu C wu; 
si u nest pas un sous mot de gauche de u, on a pour tout w, z E X*, si u c u alors 
UN’ c uz. 
On appelle mot de Lyndon, tout mot i verifiant: pout tout u, 0 E X* tels que 
I = uu, on a uu < uu. On notera L l’ensemble des mots de Lyndon de X*. 
les. Si X = {a, b), on a 
L = (a, 6, ah, sub, abb, aaab, aa66, abbb, aaaab, aaa66, aabab, 
aabbb, ababb, abbbb, . . .). 
Si X = (a, 6, c>, on a 
L = (a, 6, c, a6, ac, bc, aa6, sac, a66, abc, acb, act, hbc, bee, . . .). 
On rappelle qur w est un mot de Lyndon s‘il existe I, m E L tels que w = lm et I < m. 
On remarquera u’un mot de Lyndon peut se &composer de plusieurs fa$ons, 
par exemple 0 a paire (I, m) oii m est de lsngueur 
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maximale, sera la factorisation standard de lm, notee ici a( lm); par exemple 
u(aab6) = (a, a66). On definit une application A de X* dans L(X) de la facon 
suivante: ,I(aj=u si aEX, J(l)=[ll(m),A(n)] si (m, n)=a(l), sinon. On notera 
K! I’application reciproque. 
On posera Ly = A(L) et on notera que c’est une base de L(X) qu’on appellera 
la base de Lyndon de L(X) cf. [2]). 
3.2. Construction de la base d Lyndon 
On peut obtenir la construction de Ly( n, X) de la faGon suivante: en remarquant 
que si u E Ly( p, X), v E Ly( q, X), alors n([ u, v]) E L mais [u, v] n’appartient pas 
necessairement a Ly( p + q, X) comme le montre l’exemple eternel: [a, [a, b]] E 
Ly(3, {a, 6)) et pourtant [[o, [a, 6]],6] e Ly(4, {a, 6)) bien que aabb appartienne a
L(4, ia, W)* 
Algorithme de construction de la base de Lyndon 
Ly(1, X) = X. Si n 2 2, on doit utiliser une suite d’ensembles auxiliaires L,,,( U, X) 
d&inie de la faGon suivante: L,,( n, X) est vide. L,,+,( n, X) = L,,( n, X) u 
O( Ly( p + 1, X), Ly( n -p - 1, X), L,,( n, X)) oti O( A, B, C) est la liste des [u, v], 
tels que (u, v) appartient a A x B, I7( u) < I7( v), pour l’ordre lexicographique, et 
wr u, 4) g mo. 
11 est clair qu’on obtient par ce procede la base de Lyndon qui n’est autre que 
L,_,( n, X), car si [u, vj est cr&, c’est que o(n([ u, v])) = (n(u), n(v)). 
On remarquera qu’il est judicieux de garder en mimoire pour tout u E Ly(n, X), 
I7( u) ainsi que la “signature” de u, notee ici E( u) qui n’est autre que le nombre 
d’occurences des lettres composant n(u), par exemple si I7( u) = aabcacbb, E(U) = 
(332). 
3.3. Dkomposition SW la base de Lyndon 
11 faut remarquer la propriete suivante: soit u E L et A (u) = xi hiui la &omposi- 
tion dans A(X), dans la base formee des mots de X*; alors le plus petit des Ui, 
pour I’ordre lexicographique st u et son coefficient est 1 (cf. [3,6,7]). 
Ceci montre que la composee de l’injection canokque de L(X) dans A(X) et 
de la projection sur le sous module (ici c’est un sous espace vectoriel) de A(X) 
engendre par L est un isomorphisme note x, et si on choisit Ly et L comme bases 
respectives, la matrice de x est triangulaire a coefficients entiers, avec des 1 sur la 
diagonale. x - ’ sera done facile B calculer et on pourra decomposer Ges polynomes 
de Lie sur Ly. On peut mGme remarquer que la matrice de x est triangulaire par 
blocs d’anagrammes (i.e. les mots ayant mCme signature). 11 est done encore plus 
judicieux cl’adopter comme ordre sur L, un ordre lexiwgraphique sur les signatures, 
uis l’ordr’e lexicographi 
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xemple. Si X = {a, b} on a 
Ia, [a, Ia, 1% KI333 100 000 
K4 k-4 Ea, blllb, 3 0 10000 
1 0 0 0 LYO, m Ka, 1% b33,k b33 = 
[[[a,[a,b]],b],b]’ 0 0 1 0 0 
[[a, 49 Ch 4, 41 0 o-2 10 
[[Ka, a 4 4, 4 0 00 001 
Algorithmes de d&composition 
On commencera par calculer x(m), pour m E L(X), puis en utilisant x-l dans 
les bases appropriees, on en deduira la decomposition. 
On peut evidemment remarquer qu’il n’est pas necessaire de connaitre toute la 
base de Lyndon de degre l(m), mais seulement les elements de signature E(m), et 
que calculer x(m) ne demande pas forcement de connaitre toute la decomposition 
de m sur A(X). On procedera de la fagon suivante: 
Pour chaque m E L(X) on calcule le sous ensemble L_y( m) de Ly( I( m), X) form6 
des elements de signature E(m), grke a l’algorithme a. Puis on developpera m en 
ne gardant que les termes de Ly( m), par l’algorithme d, et enfin, par l’algorithme 
c, on deduira la decomposition de m sur la base de Lyndon, en inversant x. 
gorithme a. On introduit l’ordre de la division sur les signatures, de m on deduit 
X, et on applique B peu pres le meme algorithme que celui utilise pour calculer la 
base de Lyndon genetale, cependant qu’on ne construira que les elements des bases 
de Lyndon successives dont la signature est inferieure pour l’ordre de la division 
5 E(m). 
11 faut noter que d(m) n’est qu’une somme de mots de Lyndon. C’est 
ourra utiliser plusieurs developpements: on remarque, en notant UI(,,) 
le sous mot de gauche de u de longueur I( v), que si uuw E L, puisque uvw < WU, 
alors uI( U) G u. 
Notons de la fonction definie sur L(X) B valeurs dans A(X) par: si l(u) = 1, 
de(u) = u, sinon de([ u, u]) = de( u)de( u) - de( u)de( u), (de est le diveloppement 
usuel du crochet de Lie). 
Notons d, la fonction dCfinic sur A(X) x A(X) ?I valeurs dans A(X) par: si 
tllfr7) s u, d&u, v) = uu, 0 sinon. 
Notons d, la fonction definie sur L(X) ii valeurs dans A(X) par: si l(u) = 1, 
d2( u) = u, d,([ u, u]) = d,( u, u) - d,( u, u), sinon. 
Notons dans tout ce qui suit p( w, A), la projection de w sur le sous-espace de 
) engendr6 par A. Par exemple, si w = ab - ba et A= (ab), p( w, A) = ab. 
osons alors d3 la fonction dkfinie par: si l(u) = 1, d3( u) = u, d3([ u, u]) = 
dz([d,( u), de(u)j), sinon; on aura alors d(u) = p(d,( u), L(m)), on obtient une 
projection du develo ement de tout element de L(X) sur le sous espace de ) 
engen ar on a elimine dks l’a el de d3 un certain nombre de termes 
ont on est certain qu’ils ne sont pas des mots de Lyndon. 
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xemples. Si m = 3[[ [ a, b], [c, a]], [a, [b, cl]] alors le d&e!opp:ment complet de m 
donne 
- 3abacabc + 3abacacb + 3abacbca - 3abaccba -I- 3abcaabc - 3abcaacb 
-I- 3abcabac - 6abcabca - 3abcacab -I- 6abcacba - 3abcbaac + 3abcbaca 
+ 3abccaab - 3abccaba + 3acababc - 3acabacb - 3acabbca -I- 3acabcba 
- 3acbaabc -I- 3acbaacb - 3acbabac + 6acbabca + 3acbacab - 6acbacba 
+ 3acbbaac - 3 acbbaca - 3acbcaab -I- 3acbcaba + 3 baacabc - 3 baacacb 
- 3 baacbca + 3 baaccba - 3 bacaabc -I- 3 bacaacb -I- 3 bacabca - 3 bacacba 
- 3 bcaabac + 3 bcaabca + 3 bcaacab - 3 bcaacba + 3 bcabaac - 3 bcabaca 
- 3bcacaab + 3bcacaba - 3caababc -I- 3caabacb -I- 3caabbca - 3caabcba 
+ 3cabaabc - 3cabaacb - 3cababca -I- 3cabacba -I- 3cbaabac - 3cbaabca 
- 3 cbaacab + 3cbaacba - 3 cbabaac + 3 cbabaca + 3 cbacaab - 3 cbacaba 
Le dheloppement rapide d3 donne 
- 3abacabc + 3abacacb + 3abacbca - 3abaccba + 3abcaabc - 3abcaacb 
- 6abcnbca + 3abcacba 
alors que la projection sur L est 
- 3abacabc + 3abacacb. 
Algorithme c. Notons L;, le sous ensemble de L = {u,, . . . , u,}: { ui, . . . , u,}. Soit 
w = iri=, Aiui la dkomposition de w sur la base de Lyndon (i.e. d(u)). On sait que -iy- *I, 
x(A(U;)) =C;zi a;jUj =p(ds(A(ui)), L;) et a;; = 1. On utilise alors une suite auxiliaire 
( mi, ri) definie de la fagon suivante: m, = 0, r. = Cy!!;,, A;,ou; = W, rp = 12, &,,,u;, telle 
we 
n 
mp+1 = mp+Aip,pA(uip) et rp+l =r,-Ai,,p % L., i aipjUj l . 
On a simplement dcrit 
rr) = 3 Aj,pUj = h 
n 
ip.puip + i hip.juj 
j = ip j=i,+l 





D’ailleurs 1;: k+, &jUj sera calcuE en utilisant p( dJ(ft (Uk)), Lk+,), 5 
lorsque ce sera mkessaire. 
boucle “tant que ri # 0”, s’arrstera B n lorsque m, sera 6gal B x-‘(w); ce n’est 
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d’ailleurs rien d’autre que l’inversion d’un systeme triangulaire, sauf que nous le 
determinerons progressivement. 
xemple. Soit a divelopper m = 3[[[a, 61, [c, a]], [a, [b, cl]]. On calcule tout 
d’aborcl Ly( m), puis L(m) = n( Ly( m)). 
L(m) = (aaabbcc, aaabcbc, aaabccb, aaacbbc, aaabcb, aaaccbb, aababcc, 
aabacbc, aabaccb, aabbacc, aabbcac, mabcabc, aabcacb, aabcbac, 
aabccab, aacabbc, aacabcb, aacacbb, aacbabc, aacbacb, aacbbac, 
aacbwb, aaccbb, aaccbab, ababacc, abubcac, abacabc, abacacb, 
izbacbac, abbacac). 
PGs on projette en calculant d(m) et on trouve -3abacabc +3abacacb. Puis on 
remonte en appliquant l’algorithme c et on trouve: puisque 
WabacaW = CD, a b, a la, u-4 clll, 
x([[[a, b], [a, c]], [a, [b, cl]]) = abacabc - abacacb, 
on obtient 
x(m) = x(3Kk 4, k all, b, P, ~111) 
= -3abacabc + 3abacacb 
= -3(x([[[a, b], [a, c]], [a, [b, c]]])+abacacb)-+3abacacb 
= -3x(Kla, 4, Ea, 41, La, Ch ~111)~ 
Done Wa, 61, k all, [a, [h cl11 = -3KCa, 4, Ia, 41, [a, Lb, ~111. 
On peut le redecomposer sur la base de Hall et verifier qu’on obtient le m2me 
resultat que dans la premiere partie. 
3.4. Exemples et ihltats 
I1 est clair, sauf cas particuliers, que la decomposition d’un element de L(X) est 
plus rapide sur la base de Hall que sur la base de Lyndon, puisque dans le premier 
cas, il nest pas necessaire de connaitre la base, alors que dans le second, ii est 
mZme necessaire d’inverser un systeme triangulaire, que nous avons h g&Grer. Bien 
sk, on pourrait calculer une fois pour toutes, la matrice de x et m;me celle de x-l, 
mais ce nest pas ici le propos, et !a comparaison des deux algorithmes n’aurait 
plus de sens. On peut neanmoins consulter [8] qui suit cette voie afin de calculer 
des formules de Campbell-Haussdorf. 
Voici quelques exemples et leur temps de calsui: 
Ia, Lb, cl1 
decomposition sur la base de 
P9 Ea9 cl1 -ix IQ9 41 
osition sur la base de Lyn 
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d&omposition sur la base de Hdll: 
%[a, 619 [a, cl3 
d&omposition sur la base de Lyndon: 
3[[a, 61, Pa, cl1 
Ces calculs sont quasi-instantan&. 
m = 3[[[a, 4, k all9 [a, [h cl11 
d&omposition sur la base de Hall en 0.15 s: 
3w, 1% cl19 Cb9 bib, cl11 -NC, Ia, bll, Ha, m, cl11 
d&omposition sur la base de Lyndon en 4.5 s: 
-3[Ka, a [a, cl19 [a, w9 cl11 
m = [KW, cl, [a, [[a, 619 clll, al, 63, k 41 
d&omposition sur la base de Hall en 45 s: Se reporter & 1Ynnexe. 
d&omposition sur la base de Lyndon en 650 s: Se reporter & 1’Annexe. 
4. Calcul de formules de type Campbell- 
4.1. Description et thiories 
L’algorithme de d&omposition peut gtre utilise, pour calculer dans la base de 
Lyndon, differentes formules de type Campbell-Haussdorf, comme par exempie, 
Log(eA e’), eA es emA eeB, 
La technique sera la suivante: pour obtenir une formule de Campbell-Haussdorf, 
on la dbveloppera dans A(X) en ne retenant que les termes appartenant ti L, puis 
on appliquera x-l, soit parce ;J,u’on aura stock6 la matrice, oti plutot les matrices 
correspondant aux divers anagrammes, oit qu’on appliquera l’algorithme c de ia 
seconde partie. Dans tous les cas, il faudra commencer par calculer une formule 
d&veloppee dans A(X). I1 sera inGressant, lors de ce calcul, de grouper les &Zments 
par longueur et par signature. J’exposerai dans ce qui suit une mithode qui utilisera 
les algorithmes dkcrits dans la seconde partie. 
Nous dGfinirons, dans cette partie, un certain nombre de fonctions ginirales, 
telles que l’exponentielle d’un eliment de A(X), le logarithme, le produit, etc. 
4.2. M6thode.s employ&es 
Produit de deux &!ments 
Un dlkrnent de A(X) sera don& sous la forme d’une somme d’glements de 
g&e. Etant donare un produit elkmentaire pr ( ar exemple, un produit 
e deux mon6mes que si leur produit est u mot de Lyndon), on 
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obtient le produit PR( n, . . . ) & i’ordre n de deux sommes dMments de A(X) 
homog&nes en effectuant la manipulation suivante: 
Si w = PR(n, u, u), oti u = i 
II 
Ui, V = 1 Vi, aiors Wi = i prtuj9 Vu--i)= 
i -0 i-0 j-=0 
Exponentielle 
On &finira i’exponentieiie 2 i’ordre n d’une expression d’ordre n de la fagon 
suivante: 
Exp(n, u)= i Ei 
izo 
oti Ei est dCfini par rkurrence: 
E,=l, E,=u, E,,+, 
1 
=- PR(n, E,,, u) 
P+l 
pour tout ps n 
Logarithme 
On d&finira ie iogarithme & i’ordre n d’une expression d’ordre n de ia faGon 
suivante: 
Log(n,l+u)= i LOgi 
i-l 
oti Log, est d&fini par rkurrence: 
Log, = u, Log,,, =-p 
P+l 
PR(n, Log,,, u) pour tout p s n. 
Dkomposition SUP la base de Lyndon 
Avant toute chose, ii faudra nous assurer que ies diverses formuies que nous 
cherchons & dicomposer SW la base de Lyndon sont effectivement des Sment~ de 
L(X), ce qui est ie cas des formuies citees au dibut de cette partie. A partir des 
expressions d&eiopp6es plus haut, on appiiquera i’aigorithme c sur chaque partie 
homogkne. 
Formuks de rrpe: produit d ‘exponentielles 
Prenoris l’exempie du caicui de eA es e- A e-‘. Nous aiions caicuier dans un 
premier temps e.4 en, B I’ordre n souhaiti, en remarquant cependant que ie terme 
d’ordre n n’a besoin de contenir que des Gments de L. On caicuiera successivement 
Lv(p,WdJ pourp~{l,...,n}, 
I e” eR = EC,+ l 9 l + E,, = PR(n - 1, en, e”)+C:‘I: pr,(e^, ef_i), oti pr est ie produit 
usuei, pr, = p( d,( l 1, Ly( n, (a, b})) dSinis dans la seconde partie, 
1 eA ea e-” e-” = PR,(n, C:‘_,, E,, c:‘_,B (-l)‘Ei), 
I on projettera iors sur L i’expression obtenue, et on appiiquera i’aigorithme c de 
dicomposition 5 chaque partie homog&e de celle-ci. 
Jeux de mats dam Ies alghbres de Lie 1ibre.s 251 
On procedera de cette facon pour les formules du mcme type. 
xemple. Calculons h l’ordre 3: eh e a emuVh 




= 1 -![a, b] -$a, [a, b]] +;[[a, b], b] + . . . . 
Mais ce n’est pas ici la methode employee. On procedera plutot comme cela, afin 
d’eviter certains calculs redondants: 
eh ea emaSh -- x-‘(pro(d,(d,(Expl(3, b), Expl(3, a)), Expl(3, --Q - 6)))) 





= 1 -![a, b]-:[a, [a, b]]+i[[a, b], b] 
et pro designe la projection sur le sous espace ngendri par L, et Expl l’exponentielle, 
en ayant remarque qu’il est suffisant de ne garder comme elements d’ordre 3, que 
les elements de L. 
Formules de type.. logarithme d ‘unz expression 
Prenons l’exemple du calcul de Log(eA e”); nous allons calculer dans un premier 
temps eA e”, 5 l’ordre n souhait&, en remarquant cependant que le terme d’ordre n 
n’a besoin de contenir que des elements de L. On procedera de la facon suivante 
en calculant successivement 
Ly(p, Ia, WI pour PE (1,. . . 9 4, 
e”e*=E,+--+I?, = PR( n - 1, eA, e’)+~~~~ pr,(eF, ef_i), oti pr est le produit 
usuel, pr, = p( d,( .), Ly( n, {a, 6))) definis dans la seconde partie. 
On calcuk enfin le logarithme de la facon suivante: posons 
Log(eAe”)= i Li=LOg(l+(eAeR-1)) et eAeR-l= i U,= U. 
i-1 i=l 
On definit une suite auxiliaire Vi de la facon suivante: 
V,= U, Vp+l=zPR2(V~, U) otipr,=d,. 
P+l 
Enfin, simultanement, on ecrira pour tout p s n, 
252 I? - C! Koselefl 
On projettera alors sur L I’expression obtenue, et on appliquera I’algorithme c 
de decomposition a chaque partie homogene de celle-ci 
On procidera de la mcme faGon pour les expressions du m$me type. 
4.4. R&z&a ts 
Voici une liste de resultats et leurs temps de calculs. Plusieurs formules ont et6 
calculees sur une machine SPS7 grke a des programmes ecrits en Lisp 15.2, et 
executes en Lelisp. Par exemple: 
eB eA e-B e-A 
5 l’ordre 11 en 800 s, 
eA eR e-A-S 
iI l’ordre I1 en 1600 s, 
Log(e’ eA) a l’ordre 10 en 800s. 




-&MbwJll -~b~~E~clll -i%mdbll 
-&Ca[bclc31 --&C4b~W11 -i%_Ca[Wlbl 
-&[a[[bc]c]]-$[[ac][bc]]-$[b[[bc]c]]+* l l . 
emarques. On remarquera qu’etant donne l’ordre lexicographique adopt& il est 
plus rapide de calculer des expressions dans lesquelles apparaissent le moins souvent 
des mots de Lyndon, c’est & dire qu’il y a plus d’expressions du type uu avec u > v. 
Par exemple, il est plus rapide de calculer Log(e’ e”) que Log(e” eh) qui a et6 
calculee a l’ordre 10 en 2000 s a peu pres. 
lamentations diverses 
D’une part on a implant6 en Lelisp les divers algorithmes decrits dans les parties 
precedentes, d’autre part on a construit en Scratchpad II divers domaines necCssaires 
a la manipulation des objets precedemment definis. La partie &rite en Lelisp a et6 
d&rite completement dans [9] et ne sera pas reprise ici. 
5.1. Noraveaux domaines de Scratchpad II 
Nous avons tree divers domaines (cf. [ 10, 11, 121) qui contiennent les objets 
necessaires aux calculs dans les algebres de Lie: 
ots construits ur u abet Zu; 
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LMlv domaine des crochets de Lie muni de differents ordres et fonctions; 
AA( R, lv) domaine de I’algebre associative construite sur l’alphabet iv ii 
coefficients dans R; 
ADLL(Iv) categoric des algebres de Lie libres construites sur un alphabet lv; 
ALH( R, Zv) domaine de l’algebre de Lie libres construite sur un alphabet lv h 
coefficients dans un anneau R et admettant comme base en tant que R-module 
la base de Hall; 
ALL( R, fv) domaine de I’algkbre de Lie libre construite sur un alphabet Iv ii 
;;cfefficients dans un anneau R et admettant comme base en tant que R-module 
la base de Lyndon. 
Voici pour chacun d’eux la description telle qu’on peut la voir en Scratchpad II 
en appuyant sur la touche )show. 
W ABC: L E is a domain constructor 
Abbreviation for Words is W 
This constructor is currently exposed. 
Issue )edit WORD1 SPAD Al to see algebra source’ code for W 
----~--~~-~-~--------~~~~~~~~~~- Operations --------------------------- 
CIGI : ($,$I -’ B O*O : ($,$I -’ $ 
D=O : ($,$I -’ B coerce : E -> $ 
coerce : $ -> E coerce2 : $ -> E 
eps : 0 -’ $ length : $ -> NNI 
lsubword : ($,NNI) -> $ max 
min 
newoid(f’ti 1: 1 
newoid( 5’ e)E->>$$ 
prem : $ -> $ 
prem2 : $ -> E 
sign : $ -> L I 
reste : $ -> $ 
LM Iv: L E is a domain constructor 
Abbreviation for LieMonoms is IJI 
This constructor is currently exposed. 
Issue )edit MONALG SPAD Al to see algebra source code for 
~------~~----------~~~~~~~~~~~~~ Operations ------------------------ 
MJ : ($,$I -’ B II*0 : ($,$I -’ $ 
cl=0 : ($,$I -’ B coerce : $ -> E 
-- coerce : E -> Union($,“failed”) ha1 : ($,$I -’ B 
left : $ -> $ length : $ -> I 
lvar : () -> L E lyn : ($3) -’ B 
max : ($A4 -’ $ min : ($3) -’ $ 
newbr : E -> $ right : $ -> $ 
sign : $ -> L I 
A(R: RING, Iv 
bbreviat ion 
This constructor 
cl+0 : ($,$I -’ $ 
o*!l : ($,$I -’ $ 
F*O : (I,$) -> $ 
U-O : ($,$I -’ $ 
tl=Q : ($,$I -’ B 
characteristic : () -> NNI 
coerce 
coerce : 
coerce : I -> $ 
-- coerce : E -> Uni 
equisign : $ -> B 
fastproject : LM&_> $ 
1eadingCoef : 
:;itnp”ord : s -, w Iv 
: ($,$I -’ $ 
map :. ((R -’ R),$) -’ $ 
project : ( 
5 
,L w Iv) -, $ 
reductum : -’ $ 
signTree : $ -> L $ 
0 : 0 -’ $ 
o*o : (R,$) -’ $ 
O*O : ($4) -3 $ 
U**O : (ww -’ $ 
-0 : $ -p $ 
adj : $ -> ($ -3 $1 
coerce : LE->$ 
coerce : R -3 $ 
-- coerce : $ + $ 
coerce : $ -3 
: $ -3 I 
roduct : (I$,$) -3 $ 
homog : $ -> B 
-3 Record(k: W lv,c: R) 
lvar : () -> L E 
f~m~~~~fMonomialc : $ ->,,NNI 
s 
: $ -> Usion($, failed”) 
sign : -y L I 
1 : () -z- $ 
ALH(R: RINGJv: L E) is a domain constructor 
Abbreviation for AlgebredeLieHall is ALH 
This constructor is currently exposed. 
Issue )edit LIELIB3 SPAR Al to see algebra source code for ALH 
~~~~~~~~~~~~~-~~-~.-oIIIIIIIIIII Bperat ions --“---------------------- 
U+D : ($,$I -’ $ o*IJ : (R,$) -’ $ 
R*U : S$) -’ $ o*a : ($,$) -’ $ 
Ml : U,$l -’ $ O**tl : (Saw -’ $ 
o-o : ($,$I -’ $ -0 : $ -’ $ 
II=0 : ($,$I -’ B adj : $ -> ($ -> $) 
basehall : I -> s EM Iv characteristic : () -> NNI 
coelcce : E -> $ coerce : $ -> AA( R,lv) 
coerce : coerce : $ -> ALL<R, Iv) 
coerce : -- coerce : R -> $ 
-- coerce : $ -s $ coerce : I + $ 
degre : $ -> I 
homog : $ -> B 
kipi;St;PMonorn : $ -> Ltl Iv 
-> it E 
R -’ R),$) -> $ numberOfMonomials : $ -> NNI 
-- recip : $ 
-w 1 : 0 
-3 Union( $,“failed”) reductum : $ + $ 
-’ $ .I : 0 -’ $ 
CO@ltC8 : E -> $ 
-- caerce : R -3 $ 
coerce : 1 + $ 
tdd$x” : -2 1 
hid n;LieMonom : $ -> f 
I -> B 
2Gi&zlm~*;* 
projecthverse : A 
reductum : 
0 : 0 -’ $ 
$ -> $ 
baselynd : (I& I) -3 L Record(w: 
Remerciement 
Je tiens & remercier M. Gerard Jacob et I’kquipe du P C ~at~~rn~tiq~~~ et 
hformatique d’avoir bien voufu m’inviter aux journ6es de travail du 12 et I3 
dicembre 1988. 
Bibliographic 
[I] N. Bourbaki, Groupes er A/g&-es de Lie (Hei;nann, Paris, 1972) 17-32. 
[2] M. Lothaire, Combinarorics on Words, Chap. 5 (Addison-Wesley, Reading, MA. 1983). 
[3] J. Michel, Bases des algibres de Lie et series de Haussdorf, in: SPm+mire Dubreil27, Paris f 197: ). 
[4] J. Michel, Bases des algebres de Lie libres. Etude des coefficients de ia formule de Campbell- 
Haussdorf, These de troisieme cycle, Orsay, 1971. 
[ 51 G. Viennot, Une theotie algebrique des bases et fam!!lc:, basiques des algebres de Lie, in: Sr’mirtaire 
Dubreii 27, Paris ( 19?3 ). 
[6] G. Vienno:, Algk%res de Lie Libres er Monoides Libres, Lecture Notes in Mathematics 691 (Springer, 
Berlin, 1978). 
[7] G. Viennot, Quelques bases et familles basiques des algebres de Lie libres commodes pour les 
calculs sur ordinateurs, Bull. Sot. Murk. France, Mthorre 49-50 ( 1977) 201-209. 
[8] F. Maltey, Calcul des formules de Baker-Campbell-Hausdorf dans une base de Lyndon. Etude de 
Service F. 137, I.B.M. France, Paris, 1988. 
[9] P.-V. Koseletf, Quelquc-8 bases et formules dans les algtbres de Lie, Etude de Service F. 136, I.b. 
France, Paris, 1988. 
[ 101 W. Burge, Basic Algebraic Facilities of rlae Scratchpad II Computer Algebra System ( 1 
[ 1 I] J. Davenport, Scrutb *** -hpad I I Programming Language Reference t 1986 :. 
[ 123 R. Sutor, is Guide to Programming in the Scratchpad II Interpreter (1986). 
IXcompositian sur la base de I Iall: 
0) ttq ( (3 9) ((3 q) (3 em) e)) 1) wt e) (((3 9) ((3 w ((3 9) em e)) 1) (((9 e) ((((3 q) 
9) ((3 9) (3 em e)) 2) tttq e) !(w q) ((3 q; w) (3 e)) w t) ( tt!3 q) e) ((9 ((3 q) (3 em 
tq em t) ((((3 9) e) (((3 q) ((3 9) e)) (9 e)) 1 1) ((((3 q) 0) ((((3 9) 9) (3 e)) (q w) 1) 
tut:, q) e) wt tq w 9) (3 e) 1)) w I) ((((3 9) e) wt ((3 w ((3 9) es)) w t) ((((3 9) e) w 
(((3 w 9 ) (3 w) w t) wt (0 q) w ttq (3 w ((3 q) em t) tttq ((2 9) w tvt ((3 q) (2 
w) w I) tuw w q) e) wt ((3 9) (3 em w 1) (t(q ((3 q) 0) 1 ((0 9) (9 q) e)) e)) 1) 
((1~3 9) 4) e) (tt:, q) ((3 q) w w t) tttq ((2 q) w ((((3 q) q) (3 e)j e)) 1) tttw q) 9) e) 
((((3 q) 9) (3 w w t) w vt (3 w ((3 9) w (((3 q) q) w t-1 (wt (2 e)) tc ((3 9) w) 
((3 w w I-) twt (9 (3 em ((3 9) w ((3 q3 w t-1 (w-t (3 w ((2 q) ((3 w em (9 w 
I-) (tttq ((3 9) (3 em ((3 9) e)) tq w z-1 tftw q) ((3 q) w t( 3 q) e)) (q w I-) ((((((3 
q) q) (3 w ((3 w w (q e)) 2-I twt (3 e.j (9 ((3 q) w w w)) e) t-1 (WI (3 e)) (da 
9) q) ((3 q) em 0) t-1 ((((9 t q (3 em ti- w ((3 q) em 0) t-1 !twt ((3 9) (3 e))) (9 ((3 
q) e))) 0) 2-I tuw w ((3 9) w et ((3 q) -hi e) t-1 ttt[tP q) Q) (3 e)) tq ((3 4) e;)i e) 
2-j ((((9 ((3 w (3 em (((3 Q) q) e)) e) t-1 wt:, 4) ((3 4) w (((3 q) q) e)) e) I-) ((((((3 
q) q) (3 e)) (((3 w q) w e) t-1 ((((9 tq ((3 4) (3 e) ))I ((3 q) e)) e) 2-d (Wt (0 9) ((3 
q) em ((3 q) w e) t-) wta (((3 (I) ‘1) (3 e))) ((3 q) e)) e) c-1 Wt(W Q) q) 41 (3 e)) ((3 
q) e)) e) t-1 ttttq ((3 q) ((3 q) (3 w)) tq e)) e) t-1 (((((3 q) ((3 9) ((3 9) @))I (9 W e) I- 
) ((((((3 q) 9) ((3 9) (3 em vt w e) 2-I ((((((3 q) ((3 9) 9)) (3 e)) (9 e 1) Q) I-) (((tq (q 
((3 4) ((3 q) t:, e))))) e) e) t-1 ttw (0 q) w q) ((3 9 ) e)))) e) e) I-) W(q (((3 q) (1) ((3 
9) (3 e)))) e) e) t-1 ttttq (((3 q) ((3 w ft)) (3 e):) e) e) I-) ((((((3 q) q) !P 9) ((2 q) W) 
e) e) t-1 (((((p q) q) (((3 q) q) (3 w) e) e) I-) t(ttttt3 9) 9) 9) ((3 W (3 W) e: e) 1-J) 
(twtq e) q) (3 w (((3 e) e) (3 4))) if-) 
t(t(tQ 0) 3) (3 q)) tt(q e ) e) (3 41)) t-1 tuw e) q) (3 9)) w-t e) e) (3 w s) wtq 0) 3) 
(3 Q)) ((01 e) q) (3 e 
d 
1) t-1 ucw e) 9) (3 w (((9 e) 9) (3 em I) (((((3 q) (1) (3 9)) (m 
el 0) (3 e))) 2) tt(tt e) 3) (3 w ((0 e) 9) 6t m I) (t(w e) 9) (3 9)) (((3 e) 9) tq em 
t-1 (t(W 9) q) (3 W (((3 0) e) tq em t-1 tttttq e) 3) (3 9)) (twt 0) e) 4) 21 t-1 (((((3 
e) q) (3 q1.r (Wt e) e) 9) w t) tttw q) q) 6 9)) (((If4 e) e) e) w t) ttw e) tq w (3 
q)) ((3 9 1 tq e))) t) (t?tttq 0) e) 3) (3 w w q) tq em t-1 (((((3 9) (9 e)) (3 4) ) ((3 e) 
tq e))) t-j tttwq 0) a) 3) 0 w ((3 0) ct em t) uttw 0) 4) 9 1 (3 9)) ((3 e) tq e))) t-1 
(((((3 e) (9 w (3 4)) (((0 0) w w’~-) wtwt e) e) 3) (3 w (ttq 0) q) w t) (((((3 9) tq 
w (3 4)) tm e) 0) 3)) t) t utw e) 9) 3) (3 9)) wq e) e) 3)) t-1 ((((((3 e) 9) 9) (3 q)) 
tw 0) 0) 3 1) t) tttw 0) tq w (3 w (((3 e) 9) 9)) I) t;twt 0) e) 3) (3 4)) UP e ) 9) 
4)) t-1 tWt(q e) 0) (3 q)) (3 w (((I 0) 3)) I) ((ttwt 0) q) 0 e)) (3 q)) ((9 0) 3)) 1) ti((W 
e) 4) tq w (3 w wt 0) 3)) t-1 wwvt 0) 0) q I 3) (3 q)) ((9 e) 3)) I) W((:q 0) e) (3 
Ei) (3 W ((3 4) q)) 2-I ((((((3 e 1 e) (q w (3 q)) !P q) 9) I) ((tUW4 e) PI 0) 3) (3 W 
((3 4) 4)) t-1 u ttwt 0) 0) (3 w (3 9)) ((3 0) w c-1 t((wt 0) q) (3 e)) (3 4)) (13 0) 9) 1 
I-) tutu3 e) w tq e)) (3 9)) ((3 0) w I) ttttwt 0) 0) 9) 3) (3 q)) t( 3 0) q)) t-1 ((((((3 
0) 0) (3 q)) (3 4)) ttq 0) 9)) t) tuwq 0) 9) (3 q)) (3 q)) ((3 e) e)) I-) ((((((3 e) q) (3 9)) 
(3 9)) wt e) vi 2) twwt e) e) e 1 (3 9)) (3 4)) (3 9)) t-1 ((tt(Wt e) PI qi (3 W (3 9)) 
