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Resumen
En esta tesis estamos interesados en estudiar propiedades algebraicas de a´lgebras
monomiales, que pueden vincularse a estructuras combinatorias, por ejemplo
a gra´ficas y conglomerados, y a problemas de optimizacio´n. Una meta aqu´ı es
establecer puentes entre el a´lgebra conmutativa, combinatoria y optimizacio´n.
Estudiamos la normalidad y la propiedad Gorenstein—as´ı como el mo´dulo
cano´nico y el a-invariante—de a´lgebras de Rees y subanillos que surgen de
problemas de optimizacio´n lineal. Particularmente, estudiamos propiedades
algebraicas de ideales de aristas y a´lgebras asociadas a conglomerados uni-
formes con la propiedad de ma´ximo-flujo mı´nimo-corte o con la propiedad del
empacamiento. Tambie´n estudiamos propiedades algebraicas de las a´lgebras
de Rees simbo´licas de ideales de aristas de gra´ficas, los ideales de aristas de
conglomerados de clanes de gra´ficas de comparabilidad, y anillos de Stanley-
Reisner.
A continuacio´n describimos el contenido de esta tesis. El objetivo del
Cap´ıtulo 1 es estudiar propiedades de redondeo entero de sistemas lineales
para obtener informacio´n sobre las propiedades algebraicas de las a´lgebras de
Rees y de los subanillos monomiales, y viceversa. Estudiamos los mo´dulos
cano´nicos, a-invariantes, y la propiedades de normalidad y Gorenstein, de los
subanillos monomiales que surgen de sistemas con la propiedad del redondeo
entero. Relacionamos las propiedades algebraicas de las a´lgebras de Rees y de
los subanillos monomiales con la propiedad del redondeo entero presentando
un teorema de dualidad. La normalidad de un ideal monomial es expresada
en te´rminos del poliedro bloqueador y de la propiedad de descomposicio´n en-
tera. Para los ideales de aristas de conglomerados esta propiedad determina
totalmente su normalidad. Para los sistemas que se surgen de los clanes de
gra´ficas perfectas se obtienen expresiones expl´ıcitas para el mo´dulo cano´nico
y el a-invariante.
En el Cap´ıtulo 2 estudiamos propiedades algebraicas y combinatorias de
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ideales y a´lgebra de conglomerados uniformes con la propiedad de ma´ximo-flujo
mı´nimo-corte. Sean C un conglomerado uniforme y A su matriz de incidencia.
Bajo ciertas condiciones probamos que C es cr´ıtica por ve´rtices. Si C satisface
la propiedad de ma´ximo-flujo mı´nimo-corte, probamos que A se diagonaliza
sobre los nu´meros enteros en la matriz identidad. Suponiendo que C tiene un
emparejamiento perfecto y su nu´mero de cubierta es igual a 2, probamos que
la propiedad de empacamiento implica que A se diagonaliza sobre los nu´meros
enteros en la matriz identidad. Si la matriz A es balanceada, demostramos
que cualquier triangulacio´n regular del cono generado por las columnas de A
es unimodular. Presentamos algunos ejemplos que demuestran que nuestros
resultados solamente son va´lidos para conglomerados uniformes. Estos resulta-
dos se relacionan con las propiedades de ser libre de torsio´n, con la normalidad
de ciertos anillos inducidos y con grupos abelianos. Tambie´n se relacionan con
la teor´ıa de bases de Gro¨bner de ideales to´ricos y anillos de Ehrhart.
El Cap´ıtulo 3 se dedica a la construccio´n de conglomerados Cohen-Macaulay
con propiedades de optimizacio´n combinatoria y a examinar paralelizaciones
de conglomerados y sus ideales de aristas. Sea C un conglomerado uniforme.
Demostramos que si C satisface la propiedad de empacamiento (resp. la
propiedad de ma´ximo-flujo mı´nimo-corte), entonces existe un conglomerado
Cohen-Macaulay uniforme C1 que satisface la propiedad de empacamiento
(resp. la propiedad de ma´ximo-flujo mı´nimo-corte) tal que C es un menor de
C1. Para ideales de aristas de conglomerados arbitrarios probamos que la nor-
malidad es cerrada bajo paralelizaciones. A continuacio´n mostramos algunas
aplicaciones a ideales de aristas y conglomerados que esta´n relacionados con
una conjetura de Conforti y Cornue´jols as´ı como a problemas de ma´ximo-flujo
mı´nimo-corte.
Luego, en el Cap´ıtulo 4 centramos nuestra atencio´n en los ideales de aris-
tas asociados a conglomerados de clanes en gra´ficas de comparabilidad. Sean
(P,≺) un conjunto finito parcialmente ordenado y G su gra´fica de compara-
bilidad. Si cl(G) es el conglomerado de clanes maximales de G, probamos que
cl(G) cumple la propiedad de ma´ximo-flujo mı´nimo-corte y que su ideal de
aristas es normalmente libre de torsio´n. Demostramos que los ideales de aris-
tas de conglomerados uniformes admisibles completos son normalmente libres
de torsio´n.
Finalmente, en el Cap´ıtulo 5 consideramos a´lgebras de Rees simbo´licas,
cubiertas por ve´rtice y representaciones irreducibles de conos de Rees. La
relacio´n entre las caretas del cono de Rees de conglomerados y las b-cubiertas
(por ve´rtices) irreducibles es examinada. Sean G una gra´fica simple y Ic(G)
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su ideal de cubiertas por ve´rtices. Damos una descripcio´n gra´fica teo´rica de
las b-cubiertas irreducibles de G, es decir, describimos los generadores min-
imales del a´lgebra de Rees simbo´lica de Ic(G). Como una aplicacio´n, recu-
peramos una descripcio´n expl´ıcita de el cono de Rees de una gra´fica. Luego,
estudiamos las b-cubiertas irreducibles del bloqueador de G, es decir, estudi-
amos los generadores minimales del a´lgebra de Rees simbo´lica de el ideal de
aristas de G. Damos una descripcio´n gra´fica teo´rica de las b-cubiertas irre-
ducibles del bloqueador de G. Se demuestra que esta´n en correspondencia
uno a uno con las subgra´ficas inducidas irreducibles de G. Como un subpro-
ducto obtenemos un me´todo, utilizando bases de Hilbert, para obtener todas
las subgra´ficas inducidas irreducibles de G. Las gra´ficas irreducibles son estu-
diadas. Mostramos co´mo construir gra´ficas irreducibles y damos un me´todo
para construir b-cubiertas irreducibles del bloqueador de G.
viii Resumen
Abstract
In this thesis we are interested in studying algebraic properties of monomial
algebras, that can be linked to combinatorial structures, such as graphs and
clutters, and to optimization problems. A goal here is to establish bridges
between commutative algebra, combinatorics and optimization. We study the
normality and the Gorenstein property—as well as the canonical module and
the a-invariant—of Rees algebras and subrings arising from linear optimiza-
tion problems. In particular, we study algebraic properties of edge ideals and
algebras associated to uniform clutters with the max-flow min-cut property
or the packing property. We also study algebraic properties of symbolic Rees
algebras of edge ideals of graphs, edge ideals of clique clutters of comparability
graphs, and Stanley-Reisner rings.
The contents of this thesis are as follows. The aim of Chapter 1 is to study
integer rounding properties of linear systems to gain insight about the algebraic
properties of Rees algebras and monomial subrings, and viceversa. We study
canonical modules, a-invariants, and the normality and Gorenstein properties,
of monomial subrings arising from systems with the integer rounding property.
We relate the algebraic properties of Rees algebras and monomial subrings with
integer rounding properties by presenting a duality theorem. The normality of
a monomial ideal is expressed in terms of blocking polyhedra and the integer
decomposition property. For edge ideals of clutters these properties completely
determine their normality. For systems arising from cliques of perfect graphs
explicit expressions for the canonical module and the a-invariant are given.
In Chapter 2 we study algebraic and combinatorial properties of ideals and
algebras of uniform clutters with the max-flow min-cut property. Let C be a
uniform clutter and let A be its incidence matrix. Under certain conditions we
prove that C is vertex critical. If C satisfies the max-flow min-cut property, we
prove that A diagonalizes over the integers to an identity matrix. Assuming
that C has a perfect matching and its covering number is equal to 2, we prove
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that the packing property implies that A diagonalizes over the integers to
an identity matrix. If the matrix A is balanced, we show that any regular
triangulation of the cone generated by the columns of A is unimodular. Some
examples are presented to show that our results only hold for uniform clutters.
These results are related to the normality and torsion freeness of blowup rings
and to abelian groups. They are also related to the theory of Gro¨bner bases
of toric ideals and to Ehrhart rings.
Chapter 3 is devoted to the construction of Cohen-Macaulay clutters with
combinatorial optimization properties and to the examination of paralleliza-
tions of clutters and their edge ideals. Let C be a uniform clutter. We prove
that if C satisfies the packing property (resp. max-flow min-cut property), then
there is a uniform Cohen-Macaulay clutter C1 satisfying the packing property
(resp. max-flow min-cut property) such that C is a minor of C1. For arbitrary
edge ideals of clutters we prove that the normality property is closed under
parallelizations. Then we show some applications to edge ideals and clutters
which are related to a conjecture of Conforti and Cornue´jols and to max-flow
min-cut problems.
Then in Chapter 4 we focus our attention on edge ideals of clique clutters
of comparability graphs. Let (P,≺) be a finite poset and let G be its compa-
rability graph. If cl(G) is the clutter of maximal cliques of G, we prove that
cl(G) satisfies the max-flow min-cut property and that its edge ideal is nor-
mally torsion free. We prove that edge ideals of complete admissible uniform
clutters are normally torsion free.
Finally in Chapter 5 we consider symbolic Rees algebras, vertex covers
and irreducible representations of Rees cones. The relation between facets
of Rees cones of clutters and irreducible b-vertex covers is examined. Let
G be a simple graph and let Ic(G) be its ideal of vertex covers. We give a
graph theoretical description of the irreducible b-vertex covers of G, i.e., we
describe the minimal generators of the symbolic Rees algebra of Ic(G). As an
application we recover an explicit description of the edge cone of a graph. Then
we study the irreducible b-vertex covers of the blocker of G, i.e., we study the
minimal generators of the symbolic Rees algebra of the edge ideal of G. We
give a graph theoretical description of the irreducible binary b-vertex covers
of the blocker of G. It is shown that they are in one to one correspondence
with the irreducible induced subgraphs of G. As a byproduct we obtain a
method, using Hilbert bases, to obtain all irreducible induced subgraphs of G.
Irreducible graphs are studied. We show how to build irreducible graphs and
give a method to construct irreducible b-vertex covers of the blocker of G.
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Introduction
Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let v1, . . . , vq
be the column vectors of a matrix A = (aij) whose entries are non-negative
integers. For technical reasons, we shall always assume that the rows and
columns of the matrix A are different from zero. As usual we use the notation
xa := xa11 · · ·x
an
n , where a = (a1, . . . , an) ∈ N
n.
The ideals and monomial algebras considered here are: (a) the monomial
ideal:
I = (xv1 , . . . , xvq ) ⊂ R
generated by F = {xv1 , . . . , xvq}, (b) the integral closure of the ideal I:
I = ({xa ∈ R| ∃ p ∈ N \ {0}; (xa)p ∈ Ip});
(c) the Rees algebra:
R[It] := R⊕ It⊕ · · · ⊕ I iti ⊕ · · · ⊂ R[t],
where t is a new variable, (d) the symbolic Rees algebra:
Rs(I) = R⊕ I
(1)t⊕ · · · ⊕ I(i)ti ⊕ · · · ⊂ R[t],
where I is a square-free monomial ideal and I(i) is its ith symbolic power, (e)
the extended Rees algebra
R[It, t−1] := R[It][t−1] ⊂ R[t, t−1],
(f) the monomial subring
K[F ] = K[xv1 , . . . , xvq ] ⊂ R
spanned by F = {xv1 , . . . , xvq}, (g) the integral closure of K[F ] in its field of
fractions:
K[F ] = K[{xa| a ∈ ZA ∩ R+A}], (1)
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where A = {v1, . . . , vq}, ZA is the subgroup of Z
n spanned by A, and R+A is
the cone generated by A, (h) the homogeneous monomial subring
K[Ft] = K[xv1t, . . . , xvq t] ⊂ R[t]
spanned by Ft, (i) the homogeneous monomial subring
K[Ft ∪ {t}] = K[xv1t, . . . , xvq t, t] ⊂ R[t]
spanned by Ft ∪ {t}, (j) the homogeneous monomial subring
S = K[xw1t, . . . , xwrt] ⊂ R[t],
where w1, . . . , wr is the set of vectors α ∈ N
n such that 0 ≤ α ≤ vi for some i,
and (k) the Ehrhart ring
A(P ) = K[{xati| a ∈ Zn ∩ iP ; i ∈ N}] ⊂ R[t]
of a lattice polytope P .
Recall that K[F ] is called integrally closed or normal if K[F ] = K[F ]. The
subring K[F ] equals K[NA], the semigroup ring of the subsemigroup NA of
Nn generated by A. Thus, from Eq. (1), K[F ] is normal if and only if
NA = ZA ∩ R+A.
The description of the integral closure given in Eq. (1) can of course be
applied to any of the monomial subrings considered here. In particular if A′
is the set
A′ = {e1, . . . , en, (v1, 1), . . . , (vq, 1)},
where ei is the ith unit vector, then
R[It] = K[x1, . . . , xn, x
v1t, . . . , xvq t] = K[NA′],
ZA′ = Zn+1, and R[It] is normal if and only if NA′ = Zn+1 ∩ R+A
′. A dual
characterization of the normality of R[It] will be given in Proposition 1.2.8.
Recall that the integral closure of I i, denoted by I i, is the ideal of R given by
I i = ({xa ∈ R| ∃ p ∈ N \ {0}; (xa)p ∈ Ipi}),
see for instance [87, Proposition 7.3.3]. The ideal I is called normal if I i = I i
for all i. If I = I, the ideal I is called integrally closed . Note that the ideal I
is normal if and only if R[It] is normal [87].
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Recall that the Ehrhart ring A(P ) is always normal [10]. A finite set
A ⊂ Rn is called an Hilbert basis if NA = R+A∩Z
n. An integral Hilbert basis is
a Hilbert basis consisting of integral vectors only. Note that if A = {v1, ..., vq}
is an integral Hilbert basis, then the ring K[xv1 , ..., xvq ] is normal.
Next we introduce a combinatorial stucture which generalizes the notion
of a graph [50], and introduce its algebraic counterpart which generalizes the
notion of an edge ideal of a graph [85]. These two notions will play a major
role.
A clutter C with finite vertex set X = {x1, ..., xn} is a family of subsets of
X , called edges, none of which is included in another. Let C be a clutter. The
set of vertices and edges of C are denoted by V (C) and E(C) respectively. The
edge ideal of C, denoted by I(C), is the ideal of R generated by all monomials
xe =
∏
xi∈e
xi such that e ∈ E(C). The map
C 7−→ I(C)
gives a one to one correspondence between the family of clutters and the family
of square-free monomial ideals. Edge ideals of clutters also correspond to sim-
plicial complexes via the Stanley-Reisner correspondence [75]. The Alexander
dual of I(C) is the ideal of R given by
I(C)∨ = ∩e∈E(e),
where E = E(C) is the edge set of C and (e) is the prime ideal generated by
the vertices in e. The Alexander dual of I(C) is also denoted by Ic(C) and is
also called the ideal of covers of C. The dual I∗, of an edge ideal I, is the
ideal of R generated by all monomials x1 · · ·xn/xe such that e is an edge of C.
The incidence matrix of C is the vertex-edge matrix whose columns are the
characteristic vectors of the edges of C. Notice that if I = I(C) is minimally
generated by F = {xv1 , . . . , xvq}, then A turns out to be the incidence matrix
of C.
Below we introduce the main results of this thesis. The techniques used
in this dissertation come from commutative algebra [10, 84], combinatorial
optimization [70, 71] and graph theory [20, 50]
Contents of Chapter 1 The aim of this chapter is to study max-flow min-
cut properties of clutters and integer rounding properties of various systems
of linear inequalities—and their underlying polyhedra—to gain insight about
the algebraic properties of these algebras and viceversa. Systems with integer
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rounding properties and clutters with the max-flow min-cut property come
from linear optimization problems [70, 71].
Let us recall some of the linear optimization properties that are considered
here. The linear system x ≥ 0; xA ≥ 1 has the integer rounding property if
max{〈y, 1〉| y ≥ 0;Ay ≤ w; y ∈ Nq} = ⌊max{〈y, 1〉| y ≥ 0;Ay ≤ w}⌋
for each integral vector w for which the right hand side is finite. Here 〈 , 〉 is
the standard inner product and 1 denotes the vector (1, . . . , 1). The linear
system x ≥ 0; xA ≤ 1 has the integer rounding property if
⌈min{〈y, 1〉| y ≥ 0; Ay ≥ a}⌉ = min{〈y, 1〉|Ay ≥ a; y ∈ Nq}
for each integral vector a for which min{〈y, 1〉| y ≥ 0; Ay ≥ a} is finite. The
system xA ≤ 1 is said to have the integer rounding property if
⌈min{〈y, 1〉| y ≥ 0; Ay = a}⌉ = min{〈y, 1〉|Ay = a; y ∈ Nq}
for each integral vector a for which min{〈y, 1〉| y ≥ 0; Ay = a} is finite.
A rational polyhedron Q, i.e., with rational vertices, is said to have the
integer decomposition property if for each natural number k and for each integer
vector a in kQ, a is the sum of k integer vectors in Q. Recall that kQ is equal
to {ka| a ∈ Q}.
In Section 1.1 we study the normality of general monomial ideals. We
are able to characterize this property in terms of blocking polyhedra and the
integer decomposition property (see Theorem 1.1.2). As an interesting conse-
quence using a result of Baum and Trotter [4] we describe the normality of a
monomial ideal in terms of the integer rounding property:
Corollary 1.1.8 The ideal I is normal if and only if the system xA ≥ 1; x ≥ 0
has the integer rounding property.
There are already some characterizations of the normality of monomial
ideals [29, Theorem 4.4]. There are also useful membership tests based on
linear optimization to decide whether a given monomial lies in the integral
closure of a monomial ideal [19, Proposition 3.5].
We use the theory of blocking and antiblocking polyhedra [4, 37, 70] to
describe when the systems
x ≥ 0; xA ≤ 1, x ≥ 0; xA ≥ 1, xA ≤ 1,
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have the integer rounding property in terms of the normality of the monomial
algebras considered here.
One of the main results of Section 1.2 is:
Theorem 1.2.5 The system x ≥ 0; xA ≤ 1 has the integer rounding property
if and only if the subring S = K[xw1t, . . . , xwrt] is normal.
We present a duality between the integer rounding property of the systems
x ≥ 0; xA ≥ 1 and x ≥ 0; xA∗ ≤ 1 valid for matrices with entries in {0, 1},
where a∗ij = 1− aij is the ij-entry of A
∗. This duality is extended to a duality
between the monomial subrings associated to A and A∗.
The duality theorem—which is a major result of Section 1.2—is:
Theorem 1.2.11 Let A be the incidence matrix of a clutter. If v∗i = 1 − vi
and A∗ is the matrix with column vectors v∗1, . . . , v
∗
q , then the following are
equivalent:
(a) R[I∗t] is normal, where I∗ = (xv
∗
1 , . . . , xv
∗
q ).
(b) S = K[xw1t, . . . , xwrt] is normal.
(c) {−e1, . . . ,−en, (v1, 1), . . . , (vq, 1)} is a Hilbert basis.
(d) x ≥ 0; xA∗ ≥ 1 has the integer rounding property.
(e) x ≥ 0; xA ≤ 1 has the integer rounding property.
Then we present some interesting consequences of this duality. First of all
we recover one of the main results of [91] showing that if
P = {x|x ≥ 0; xA ≤ 1}
is an integral polytope, i.e., P has only integer vertices, and A is a {0, 1}-
matrix, then the Rees algebra R[I∗t] is normal (see Corollary 1.2.14). This
result is related to perfect graphs. Indeed if P is integral, then v∗1, . . . , v
∗
q
correspond to the maximal cliques (maximal complete subgraphs) of a per-
fect graph [14, 62]. Second we show that if A is the incidence matrix of the
collection of basis of a matroid, then all systems
x ≥ 0; xA ≥ 1, x ≥ 0; xA∗ ≥ 1, x ≥ 0; xA ≤ 1, x ≥ 0; xA∗ ≤ 1
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have the integer rounding property (see Corollary 1.2.15). Third we show that
if A is the incidence matrix of a graph, then R[It] is normal if and only if
R[I∗t] is normal (see Corollary 1.3.4). We give an example to show that this
result does not extend to arbitrary uniform clutters (see Example 1.3.5), i.e.,
to clutters having all edges of the same size. If A is the incidence matrix of a
graph G, we characterize when I∗ is the Alexander dual of the edge ideal of
the complement of G (see Proposition 1.3.6). If G is a triangle-free graph, we
show a duality between the normality of I = I(G) and that of the Alexander
dual of the edge ideal of the complement of G (see Corollary 1.3.7). We show
an example of an edge ideal of a graph whose Alexander dual is not normal
(see Example 1.3.8). In [91] it is shown that this is never the case if the graph
is perfect, i.e., the Alexander dual of the edge ideal of a perfect graph is always
normal.
A clutter C satisfies the max-flow min-cut (MFMC) property if both sides
of the LP-duality equation
min{〈a, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ a}
have integer optimum solutions x, y for each non-negative integral vector a.
We recover one of the main results of [45] showing that if A is the incidence
matrix of a clutter C, then C satisfies the max-flow min-cut property if and
only if the set covering polyhedron
Q(A) = {x| x ≥ 0; xA ≥ 1}
is integral and R[It] is normal (see Corollary 1.2.17).
Another main result of Section 1.2 is:
Theorem 1.2.20 If the system xA ≤ 1 has the integer rounding property,
then K[F ] is normal and Zn/ZA is a torsion-free group. The converse holds
if |vi| = d for all i. Here |vi| = 〈vi, 1〉.
As a consequence of this result we prove: (i) If A is the incidence matrix
of a connected graph G, then the system xA ≤ 1 has the integer rounding
property if and only if G is a bipartite graph (see Corollary 1.2.21), and (ii)
Let A be the incidence matrix of a clutter C. If C is uniform, i.e., all its edges
have the same size, and C has the max-flow min-cut property, then the system
xA ≤ 1 has the integer rounding property (see Corollary 1.2.22).
If A is the incidence matrix of a bipartite graph, a nice result of Section 1.3
shows that the system x ≥ 0; xA ≤ 1 has the integer rounding property if and
only if the extended Rees algebra R[It, t−1] is normal.
Contents 7
Let G be a graph with incidence matrix A. If G is a connected graph, in
Theorem 1.3.2 we are able to prove that the system x ≥ 0; xA ≤ 1 has the
integer rounding property if and only if the induced subgraph of the vertices
of any two vertex disjoint odd cycles of G is connected. Other equivalent
descriptions of this property are also presented (see Theorem 1.3.3).
Before stating the main results of Section 1.5, we need to introduce the
canonical module and the a-invariant. The subring S is a standard K-algebra
because 〈(wi, 1), en+1〉 = 1 for all i. If S is normal, then by a formula of
Danilov and Stanley [18] the canonical module of S is the ideal of S given by
ωS = ({x
atb| (a, b) ∈ NB ∩ (R+B)
o}), (2)
where B = {(w1, 1), . . . , (wr, 1)} and (R+B)
o is the relative interior of R+B.
This expression for the canonical module of S is central for our purposes. There
are some methods, based on combinatorial optimization, that have been used
to study canonical modules of edge subrings of bipartite graphs [79]. Our
approach to study canonical modules is inspired by these methods.
Recall that the a-invariant of S, denoted by a(S), is the degree as a rational
function of the Hilbert series of S [87, p. 99]. Thus we may compute a-
invariants using the program Normaliz [11]. This invariant plays a key role in
the theory of Hilbert functions [10]. If S is normal, then S is Cohen-Macaulay
[56] and its a-invariant is given by
a(S) = −min{ i | (ωS)i 6= 0}, (3)
see [10, p. 141] and [87, Proposition 4.2.3].
In Section 1.5 we study the canonical module and the a-invariant of S,
when S arises from an integer rounding problem.
For use below let P = {x| x ≥ 0; xA ≤ 1}; let vert(P ) be the set of vertices
of P and let ℓ1, . . . , ℓp be the set of all maximal elements of vert(P ) (maximal
with respect to <). For each 1 ≤ i ≤ p there is a unique positive integer di
such that the non-zero entries of (−diℓi, di) are relatively prime.
The main results of Section 1.5 are as follows.
Theorem 1.5.2 If the system x ≥ 0; xA ≤ 1 has the integer rounding property,
then the canonical module of S = K[xw1t, . . . , xwrt] is given by
ωS =
({
xatb
∣∣ (a, b)( −d1ℓ1 · · · −dpℓp e1 · · · en
d1 · · · dp 0 · · · 0
)
≥ 1
})
, (4)
8 Contents
and the a-invariant of S is equal to −maxi{⌈1/di + |ℓi|⌉}. Here |ℓi| = 〈ℓi, 1〉.
This result complements and generalizes a result of [23] valid only for in-
cidence matrices of clutters.
Using the description above for ωS, we then prove the following two results.
Theorem 1.5.3 Assume that the system x ≥ 0; xA ≤ 1 has the integer
rounding property. If S is Gorenstein and c0 = max{|ℓi| : 1 ≤ i ≤ p} is an
integer, then |ℓk| = c0 for each 1 ≤ k ≤ p such that ℓk has integer entries.
Theorem 1.5.4 Assume that the system x ≥ 0; xA ≤ 1 has the integer round-
ing property. If −a(S) = 1/di + |ℓi| for i = 1, . . . , p, then S is Gorenstein.
As a consequence of Theorems 1.5.3 and 1.5.4 we obtain that if P is an
integral polytope, i.e., it has only integral vertices, then S is Gorenstein if
and only if a(S) = −(|ℓi| + 1) for i = 1, . . . , p (see Corollary 1.5.5). Based
on a computer analysis, using the program Normaliz [11], we conjecture a
possible description of all Gorenstein subrings S in terms of the vertices of P
(see Problem 1.5.6).
We are able to give an explicit description of the canonical module of S
and its a-invariant when C is the clutter of maximal cliques of a perfect graph
(Theorem 1.5.7). The a-invariant of general subrings arising from clutters
seems to be closely related to the combinatorial structure of the clutter (see
[79, Proposition 4.2] and Theorem 1.5.7).
We also examine the Gorenstein and complete intersection properties of
subrings arising from systems with the integer rounding property of incidence
matrices of graphs (see Proposition 1.5.11).
Contents of Chapter 2 Let C be a clutter with vertex set X = {x1, . . . , xn}
and let I = I(C) = (xv1 , . . . , xvq) be its edge ideal. The set of vertices and
edges of C are denoted by V (C) and E(C) respectively. We shall always assume
that C has no isolated vertices, i.e., each vertex xi occurs in at least one edge
of C.
Let A be the incidence matrix of C whose column vectors are v1, . . . , vq.
The set covering polyhedron of C is given by:
Q(A) = {x ∈ Rn| x ≥ 0; xA ≥ 1},
A subset C ⊂ X is called a minimal vertex cover of C if: (i) every edge of
C contains at least one vertex of C, and (ii) there is no proper subset of C
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with the first property. The map C 7→
∑
xi∈C
ei gives a bijection between the
minimal vertex covers of C and the integral vectors of Q(A). A polyhedron is
called an integral polyhedron if it has only integral vertices. A clutter is called
d-uniform or uniform if all its edges have exactly d vertices.
We begin in Section 2.1 by introducing various combinatorial properties of
clutters. We then give a simple combinatorial proof of the following result of
[42]:
Proposition 2.1.2 If C is a d-uniform clutter whose set covering polyhedron
Q(A) is integral, then there are X1, . . . , Xd mutually disjoint minimal vertex
covers of C such that X = ∪di=1Xi.
Example 2.1.3 shows that this result fails if we drop the uniformity hypoth-
esis. For use below we denote the smallest number of vertices in any minimal
vertex cover of C by α0(C). The clutter obtained from C by deleting a vertex xi
and removing all edges containing xi is denoted by C \ {xi}. A set of pairwise
disjoint edges of C is called independent or a matching and a set of independent
edges of C whose union is X is called a perfect matching . We then prove:
Proposition 2.1.6 Let C be a d-uniform clutter with a perfect matching such
that Q(A) is integral. Then C is vertex critical, i.e., α0(C \ {xi}) < α0(C) for
all i.
A simple example is shown to see that this result fails for non uniform
clutters with integral set covering polyhedron (Remark 2.1.7).
The main result of Section 2.2 is:
Theorem 2.2.6 If C is a uniform clutter with the max-flow min-cut property,
then
(a) ∆r(A) = 1, where r = rank(A).
(b) NA = R+A ∩ Z
n, where A = {v1, . . . , vq}.
Here ∆r(A) denotes the greatest common divisor of all nonzero r× r sub-
determinants of A, NA denotes the semigroup generated by A, and R+A
denotes the cone generated by A. As interesting consequences we obtain that
if C is a d-uniform clutter with the max-flow min-cut property, then A diago-
nalizes over Z—using row and column operations—to an identity matrix (see
Corollary 2.2.8) and C has a perfect matching if and only if n = dα0(C) (see
Corollary 2.2.10). In Example 2.2.7 we show that the uniformity hypothesis
is essential in the two statements of Theorem 2.2.6.
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Section 2.3 deals with the diagonalization problem (see Conjecture 2.2.16)
for clutters with the packing property (see Definition 2.2.11). The following
is one of the main result of this section. It gives some support to Conjec-
ture 2.2.16.
Theorem 2.3.1 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If A has rank r, then
∆r
(
A
1
)
= 1.
As an application we obtain the next result which gives some support to a
Conjecture of Conforti and Cornue´jols [15] (see Conjecture 2.2.14).
Corollary 2.3.3 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If v1, . . . , vq are linearly inde-
pendent, then C has the max-flow min-cut property.
The other main result of Section 2.3 is:
Theorem 2.3.4 Let C be a d-uniform clutter with a partition X1, . . . , Xd of
X such that Xi = {x2i−1, x2i} is a minimal vertex cover of C for all i. If
I = I(C) is minimally non-normal and C satisfies the packing property, then
rank(A) = d+ 1.
Regular and unimodular triangulations are introduced in Section 2.4. There
is a relationship between the Gro¨bner bases of the toric ideal of K[F ] and the
triangulations ofA [76], which has many interesting applications. We make use
of the theory of Gro¨bner bases and convex polytopes, which was created and
developed by Sturmfels [77], to prove the following main result of Section 2.4:
Theorem 2.4.6 Let A be a balanced matrix with distinct column vectors
v1, . . . , vq. If |vi| = d for all i, then any regular triangulation of the cone
R+{v1, . . . , vq} is unimodular.
Here |vi| denotes the sum of the entries of the vector vi. Recall that a
matrix A with entries in {0, 1} is called balanced if A has no square submatrix
of odd order with exactly two 1’s in each row and column. If we do not
require the uniformity condition |vi| = d for all i this result is false, as is seen
in Example 2.4.7. What makes this result surprising is the fact that not all
balanced matrices are unimodular (see Example 2.4.7). This result gives some
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support to Conjecture 2.4.3: If C is a uniform clutter that satisfies the max-
flow min-cut property, then the rational polyhedral cone R+{v1, . . . , vq} has a
unimodular regular triangulation.
Contents of Chapter 3 Let C be a clutter with vertex set X = {x1, . . . , xn}
and let I = I(C) = (xv1 , . . . , xvq) be its edge ideal.
Edge ideals of graphs were introduced and studied in [73, 85]. Edge ideals
of clutters correspond to simplicial complexes via the Stanley-Reisner corre-
spondence [75] and to facet ideals [31, 94]. The Cohen-Macaulay property
of edge ideals has been recently studied in [12, 30, 32, 49, 66, 81] using a
combinatorial approach based on the notions of shellability, linear quotients,
unmixedness, acyclicity and transitivity of digraphs, and the Ko¨nig property.
The aim of this chapter is to study the behavior, under certain operations,
of various algebraic and combinatorial optimization properties of edge ideals
and clutters such as the Cohen-Macaulay property, the normality, the torsion
freeness, the packing and the max-flow min-cut properties. The study of edge
ideals from the combinatorial optimization point of view was initiated in [7, 79]
and continued in [19, 29, 40, 42, 45, 91], see also [53] . The Cohen-Macaulay
and normality properties are two of the most interesting properties an edge
ideal can have, see [10, 32, 75, 87] and [58, 84] respectively.
Let C be a clutter and let I = I(C) be its edge ideal. Recall that a deletion
of I is any ideal I ′ obtained from I by making a variable equal to 0. A deletion
of C is a clutter C′ that corresponds to a deletion I ′ of I. Notice that C′ is
obtained from I ′ by considering the unique set of square-free monomials that
minimally generate I ′. A contraction of I is any ideal I ′ obtained from I by
making a variable equal to 1. A contraction of C is a clutter C′ that corresponds
to a contraction I ′ of I. This terminology is consistent with that of [16, p. 23].
The duplication of a vertex xi means extending X by a new vertex x
′
i and
replacing E(C) by
E(C) ∪ {(e \ {xi}) ∪ {x
′
i}| xi ∈ e ∈ E(C)}.
A clutter obtained from C by a sequence of deletions and duplications of ver-
tices is called a parallelization of C and a clutter obtained from C by a sequence
of deletions and contractions of vertices is called a minor of C, see Section 3.1.
It is known that the normality of I(C) is closed under minors [29]. One of our
main results shows that the normality of I(C) is closed under parallelizations:
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Theorem 3.1.3 Let C be a clutter and let C′ be a parallelization of C. If I(C)
is normal, then I(C′) is normal.
The ideal I = I(C) is called normally torsion free if I i = I(i) for all i, where
I(i) is the ith symbolic power of I. As an application we prove that if I(C)
is normally torsion free and C′ is a parallelization of C, then I(C′) is normally
torsion free (Corollary 3.1.12).
Let A be the incidence matrix of a clutter C, i.e., A is the matrix with
column vectors v1, . . . , vq. A remarkable result of [45] (cf. [42, Theorem 4.6])
shows that I(C) is normally torsion free if and only if C has the max-flow
min-cut property. This fact makes a strong connection between commutative
algebra and combinatorial optimization. Some other interesting links between
these two areas can be found in [29, 42, 47, 48, 53, 81, 91] and in the references
there. It is known [71, Chapter 79] that a clutter C satisfies the max-flow min-
cut property if and only if all parallelizations of the clutter C satisfy the Ko¨nig
property (see Definition 3.1.7). As another application we give a proof of
this fact using that the integrality of the polyhedron {x| x ≥ 0; xA ≥ 1} is
closed under parallelizations and minors and using that the normality of I(C)
is preserved under parallelizations and minors (Corollary 4.1.3).
A clutter C satisfies the packing property (PP for short) if all minors of
C satisfy the Ko¨nig property. We say that a clutter C is Cohen-Macaulay
if R/I(C) is a Cohen-Macaulay ring, see [65]. The other main result of this
chapter is:
Theorem 3.2.3 Let C be a d-uniform clutter on the vertex set X. Let
Y = {yij| 1 ≤ i ≤ n; 1 ≤ j ≤ d− 1}
be a set of new variables, and let C′ be the clutter with vertex set V (C′) = X∪Y
and edge set
E(C′) = E(C) ∪ {{x1, y11, . . . , y1(d−1)}, . . . , {xn, yn1, . . . , yn(d−1)}}.
Then the edge ideal I(C′) is Cohen-Macaulay. If C satisfies PP (resp. max-flow
min-cut), then C′ satisfies PP (resp. max-flow min-cut).
It is well known that if C satisfies the max-flow min-cut property, then
C satisfies the packing property [16] (see Corollary 2.2.13). Conforti and
Cornue´jols [15] conjecture that the converse is also true. Theorem 3.2.3 is
interesting because it says that for uniform clutters it suffices to prove the
conjecture for Cohen-Macaulay clutters, which have a rich structure. The
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Conforti-Cornue´jols conjecture has been studied in [22, 42, 45] using an alge-
braic approach based on certain algebraic properties of blowup algebras.
Contents of Chapter 4 Let (P,≺) be a partially ordered set (poset for
short) on the finite vertex set X = {x1, . . . , xn} and let G be its comparability
graph. Recall that the vertex set of G is X and the edge set of G is the set of
all unordered pairs {xi, xj} such that xi and xj are comparable. A clique of
G is a subset of the set of vertices that induces a complete subgraph.
The clique clutter of G, denoted by cl(G), is the clutter with vertex set X
whose edges are exactly the maximal cliques of G with respect to inclusion.
One of our main algebraic results shows that the edge ideal I = I(cl(G)) of
cl(G) is normally torsion free (see Theorem 4.2.2), i.e., I i = I(i) for i ≥ 1,
where I(i) is the ith symbolic power of I (see Section 4.2). To prove this result
we first show that the clique clutter of G has the max-flow min-cut property
(see Theorem 4.1.7). Then we use a result of [45] showing that an edge ideal
I(C), of a clutter C, is normally torsion free if and only if C has the max-flow
min-cut property. There are some other nice characterizations of the normally
torsion free property that can be found in [57].
Let f1, . . . , fq be the maximal cliques of G and let vk =
∑
xi∈fk
ei be the
characteristic vector of fk for k = 1, . . . , q, where ei is the ith unit vector of
Rn. The matrix A with column vectors v1, . . . , vq is called the vertex-clique
matrix of G or the incidence matrix of cl(G). A colouring of the vertices of a
graph is an assignment of colours to the vertices of the graph in such a way
that adjacent vertices have distinct colours. The chromatic number of a graph
is the minimal number of colours in a colouring. A graph is called perfect if for
every induced subgraph H , the chromatic number of H equals the size of the
largest complete subgraph of H . It is well known that comparability graphs
are perfect [71]. Thus G is a perfect graph or equivalently the polytope
P (A) = {x| x ≥ 0; xA ≤ 1}
is integral, i.e., it has only integral vertices. We complement this fact by
observing that the set covering polyhedron
Q(A) = {x| x ≥ 0; xA ≥ 1}
is also integral (see Corollary 4.1.9). Comparability graphs are interesting
objects of study [3]. They have been nicely characterized in [39]. By [2] the
clique clutter of any induced subgraph of G satisfies the Ko¨nig property (see
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Definition 4.1.2). In the terminology of [8] comparability graphs are clique-
perfect.
Let D1, . . . , Ds be the minimal vertex covers of G, where G is the com-
plement of G. The ideal of vertex covers of G is the square-free monomial
ideal
Ic(G) = (x
u1 , . . . , xus) ⊂ R,
where xuk =
∏
xi∈Dk
xi. Note that Ic(G) and I(cl(G)) are dual of each other
in the sense that ui+ vi = 1 for i = 1, . . . , q. In [91] it is shown that Ic(G) is a
normal ideal. We complement this fact by showing that the edge ideal I(cl(G))
of cl(G) is a normal ideal (see Theorem 4.2.2). This is surprising because in
general this duality does not preserve normality (see Example 1.3.8). As an
application we prove that edge ideals of complete admissible uniform clutters
are normally torsion free (see Theorem 4.2.3).
Contents of Chapter 5 Let C be a clutter with vertex set X = {x1, . . . , xn}
and let I = I(C) = (xv1 , . . . , xvq) be its edge ideal.
The blowup algebra studied in this chapter is the symbolic Rees algebra:
Rs(I) = R⊕ I
(1)t⊕ · · · ⊕ I(i)ti ⊕ · · · ⊂ R[t],
where t is a new variable and I(i) is the ith symbolic power of I. Closely
related to Rs(I) is the Rees algebra of I:
R[It] := R⊕ It⊕ · · · ⊕ I iti ⊕ · · · ⊂ R[t].
The study of symbolic powers of edge ideals was initiated in [73] and further
elaborated on in [1, 29, 42, 45, 51, 78, 91]. By a result of Lyubeznik [63], Rs(I)
is a K-algebra of finite type. In general the minimal set of generators of Rs(I)
as a K-algebra is very hard to describe in terms of C (see [1]). There are
two exceptional cases. If the clutter C has the max-flow min-cut property,
then by a result of [45] we have I i = I(i) for all i ≥ 1, i.e., Rs(I) = R[It].
If G is a perfect graph, then the minimal generators of Rs(I(G)) are in one
to one correspondence with the cliques (complete subgraphs) of G [91], see
also [78]. We shall be interested in studying the minimal set of generators
of Rs(I) using polyhedral geometry. Let G be a graph and let Ic(G) be the
Alexander dual of I(G), see definition below. Some of the main results of
this chapter are graph theoretical descriptions of the minimal generators of
Rs(I(G)) and Rs(Ic(G)). In Sections 5.1 and 5.2 we show that both algebras
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encode combinatorial information of the graph which can be decoded using
integral Hilbert bases.
The Rees cone of I, denoted by R+(I), is the polyhedral cone consisting of
the non-negative linear combinations of the set
A′ = {e1, . . . , en, (v1, 1), . . . , (vq, 1)} ⊂ R
n+1,
where ei is the ith unit vector.
Let p1, . . . , ps be the minimal primes of the edge ideal I = I(C) and let
Ck = {xi| xi ∈ pk} (k = 1, . . . , s)
be the corresponding minimal vertex covers of C, see [87, Proposition 6.1.16].
Recall that the primary decomposition of the edge ideal of C is given by
I(C) = (C1) ∩ (C2) ∩ · · · ∩ (Cs).
In particular observe that the height of I(C) equals the number of vertices in
a minimum vertex cover of C. The ith symbolic power of I is given by
I(i) = S−1I i ∩ R for i ≥ 1,
where S = R \∪sk=1pi and S
−1I i is the localization of I i at S. In our situation
the ith symbolic power of I has a simple expression: I(i) = pi1 ∩ · · · ∩ p
i
s, see
[87]. The Rees cone of I is a finitely generated rational cone of dimension
n+ 1. Hence by the finite basis theorem [93, Theorem 4.11] there is a unique
irreducible representation
R+(I) = H
+
e1 ∩H
+
e2 ∩ · · · ∩H
+
en+1 ∩H
+
ℓ1
∩H+ℓ2 ∩ · · · ∩H
+
ℓr
(5)
such that each ℓk is in Z
n+1, the non-zero entries of each ℓk are relatively prime,
and none of the closed halfspaces H+e1, . . . , H
+
en+1, H
+
ℓ1
, . . . , H+ℓr can be omitted
from the intersection. Here H+a denotes the closed halfspace H
+
a = {x| 〈x, a〉 ≥
0} and Ha stands for the hyperplane through the origin with normal vector a,
where 〈 , 〉 denotes the standard inner product. The facets (i.e., the proper
faces of maximum dimension or equivalently the faces of dimension n) of the
Rees cone are exactly:
F1 = He1 ∩ R+(I), . . . , Fn+1 = Hen+1 ∩ R+(I), Hℓ1 ∩ R+(I), . . . , Hℓr ∩ R+(I).
According to [29, Lemma 3.1] we may always assume that ℓk = −en+1 +∑
xi∈Ck
ei for 1 ≤ k ≤ s, i.e., each minimal vertex cover of C determines a facet
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of the Rees cone and every facet of the Rees cone satisfying 〈ℓk, en+1〉 = −1
must be of the form ℓk = −en+1 +
∑
xi∈Ck
ei for some minimal vertex cover
Ck of C. This is quite interesting because this is saying that the Rees cone of
I(C) is a carrier of combinatorial information of the clutter C. Thus we can
extract the primary decomposition of I(C) from the irreducible representation
of R+(I(C)).
Rees cones have been used to study algebraic and combinatorial properties
of blowup algebras of square-free monomial ideals and clutters [29, 42]. Blowup
algebras are interesting objects of study in algebra and geometry [82].
The ideal of vertex covers of C is the square-free monomial ideal
Ic(C) = (x
u1 , . . . , xus) ⊂ R,
where xuk =
∏
xi∈Ck
xi. Often the ideal Ic(C) is called the Alexander dual of
I(C). The clutter Υ(C) associated to Ic(C) is called the blocker of C, see [16].
Notice that the edges of Υ(C) are precisely the minimal vertex covers of C. If
G is a graph, then Rs(Ic(G)) is generated as a K-algebra by elements of degree
in t at most two [51, Theorem 5.1]. One of the main result of Section 5.1 is
a graph theoretical description of the minimal generators of Rs(Ic(G)) (see
Theorem 5.1.9). As an application we recover an explicit description given in
[80] of the edge cone of a graph (Corollary 5.1.10).
The symbolic Rees algebra of the ideal Ic(C) can be interpreted in terms of
“k-vertex covers” [51] as we now explain. Let a = (a1, . . . , an) 6= 0 be a vector
in Nn and let b ∈ N. We say that a is a b-vertex cover of I (or C) if 〈vi, a〉 ≥ b
for i = 1, . . . , q. Often we will call a b-vertex cover simply a b-cover . This
notion plays a role in combinatorial optimization [71, Chapter 77, p. 1378]
and algebraic combinatorics [51, 52].
The algebra of covers of I (or C), denoted by Rc(I), is the K-subalgebra of
K[t] generated by all monomials xatb such that a is a b-cover of I. We say that
a b-cover a of I is reducible if there exists an i-cover c and a j-cover d of I such
that a = c + d and b = i + j. If a is not reducible, we call a irreducible. The
irreducible 0 and 1 covers of C are the unit vectors e1, . . . , en and the incidence
vectors u1, . . . , us of the minimal vertex covers of C, respectively. The minimal
generators of Rc(I) as a K-algebra correspond to the irreducible covers of I.
Notice the following dual descriptions:
I(b) = ({xa| 〈(a, b), ℓi〉 ≥ 0 for i = 1, . . . , s})
= ({xa| 〈a, ui〉 ≥ b for i = 1, . . . , s}),
J (b) = ({xa| 〈a, vi〉 ≥ b for i = 1, . . . , q}),
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where J = Ic(C). Hence Rc(I) = Rs(J) and Rc(J) = Rs(I).
In general each ℓi occurring in Eq. (5) determines a minimal generator of
Rs(Ic(C)). Indeed if we write ℓi = (ai,−di), where ai ∈ N
n, di ∈ N, then ai
is an irreducible di-cover of I (Lemma 5.1.3). Let Fn+1 be the facet of R+(I)
determined by the hyperplane Hen+1. Thus we have a map ψ:
{Facets of R+(I(C))} \ {Fn+1}
ψ
−→ Rs(Ic(C))
Hℓk ∩ R+(I)
ψ
−→ xaktdk , where ℓk = (ak,−dk)
Hei ∩ R+(I)
ψ
−→ xi
whose image provides a good approximation for the minimal set of generators
of Rs(Ic(C)) as a K-algebra. Likewise the facets of R+(Ic(C)) give an approx-
imation for the minimal set of generators of Rs(I(C)). In Example 5.1.6 we
show a connected graph G for which the image of the map ψ does not generate
Rs(Ic(G)). For balanced clutters, i.e., for clutters without odd cycles, the im-
age of the map ψ generates Rs(Ic(C)). This follows from [42, Propositions 4.10
and 4.11]. In particular the image of the map ψ generate Rs(Ic(C)) when C is
a bipartite graph. It would be interesting to characterize when the irreducible
representation of the Rees cone determine the irreducible covers.
The Simis cone of I is the rational polyhedral cone:
Cn(I) = H+e1 ∩ · · · ∩H
+
en+1
∩H+(u1,−1) ∩ · · · ∩H
+
(us,−1)
,
Simis cones were introduced in [29] to study symbolic Rees algebras of square-
free monomial ideals. If H is an integral Hilbert basis of Cn(I), then Rs(I(C))
equalsK[NH], the semigroup ring of NH (see [29, Theorem 3.5]). This result is
interesting because it allows us to compute the minimal generators of Rs(I(C))
using Hilbert bases. The program Normaliz [11] is suitable for computing
Hilbert bases. There is a description of H valid for perfect graphs [91].
If G is a perfect graph, the irreducible b-covers of Υ(G) correspond to
cliques of G [91] (cf. Corollary 5.2.5). In this case, setting C = Υ(G), it turns
out that the image of ψ generates Rs(Ic(Υ(G))). Notice that Ic(Υ(G)) is equal
to I(G).
In Section 5.2 we introduce and study the concept of an irreducible graph.
A b-cover a = (a1, . . . , an) is called binary if ai ∈ {0, 1} for all i. We present
a graph theoretical description of the irreducible binary b-vertex covers of the
blocker of G (see Theorem 5.2.7). It is shown that they are in one to one
correspondence with the irreducible induced subgraphs of G. As a byproduct
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we obtain a method, using Hilbert bases, to obtain all irreducible induced
subgraphs of G (see Corollary 5.2.10). We give a simple procedure to build
irreducible graphs (Proposition 5.2.17) and give a method to construct irre-
ducible b-vertex covers of the blocker of G with high degree relative to the
number of vertices of G (see Corollaries 5.2.22 and 5.2.23).
Chapter 1
Duality, a-invariants and
Canonical Modules of Rings
Arising from Linear
Optimization Problems
The aim of this chapter is to study integer rounding properties of various
systems of linear inequalities to gain insight about the algebraic properties
of Rees algebras of monomial ideals and monomial subrings. We study the
normality and the Gorenstein property—as well as the canonical module and
the a-invariant—of Rees algebras and subrings arising from systems with the
integer rounding property. We relate the algebraic properties of Rees algebras
and monomial subrings with integer rounding properties and present a duality
theorem. The normality of a monomial ideal is expressed in terms of blocking
polyhedra and the integer decomposition property. For edge ideals of clutters
this property completely determine their normality. For systems arising from
cliques of perfect graphs explicit expressions for the canonical module and the
a-invariant are given. The combinatorial notions considered here come from
linear optimization problems.
Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let v1, . . . , vq
be the column vectors of a matrix A = (aij) whose entries are non-negative
integers. We shall always assume that the rows and columns of A are dif-
ferent from zero. As usual we use the notation xa := xa11 · · ·x
an
n , where
a = (a1, . . . , an) ∈ N
n.
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The monomial algebras considered here are: (a) the Rees algebra
R[It] := R⊕ It⊕ · · · ⊕ I iti ⊕ · · · ⊂ R[t],
where I = (xv1 , . . . , xvq) ⊂ R and t is a new variable, (b) the extended Rees
algebra
R[It, t−1] := R[It][t−1] ⊂ R[t, t−1],
(c) the monomial subring
K[F ] = K[xv1 , . . . , xvq ] ⊂ R
spanned by F = {xv1 , . . . , xvq}, (d) the homogeneous monomial subring
K[Ft] = K[xv1t, . . . , xvq t] ⊂ R[t]
spanned by Ft, (e) the homogeneous monomial subring
K[Ft ∪ {t}] = K[xv1t, . . . , xvq t, t] ⊂ R[t]
spanned by Ft ∪ {t}, (f) the homogeneous monomial subring
S = K[xw1t, . . . , xwrt] ⊂ R[t],
where w1, . . . , wr is the set of all vectors α ∈ N
n such that 0 ≤ α ≤ vi for some
i, and (g) the Ehrhart ring
A(P ) = K[{xati| a ∈ Zn ∩ iP ; i ∈ N}] ⊂ R[t]
of a lattice polytope P .
The aim of this chapter is to study max-flow min-cut properties of clutters
and integer rounding properties of various systems of linear inequalities—and
their underlying polyhedra—to gain insight about the algebraic properties of
these algebras and viceversa. Systems with integer rounding properties and
clutters with the max-flow min-cut property come from linear optimization
problems [70, 71]. The precise definitions will be given in Section 1.2.
Before stating our main results, we recall a few basic facts about the nor-
mality of monomial subrings. According to [87] the integral closure of K[F ]
in its field of fractions can be expressed as
K[F ] = K[{xa| a ∈ ZA ∩ R+A}], (1.1)
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where A = {v1, . . . , vq}, ZA is the subgroup of Z
n spanned by A, and R+A is
the cone generated by A. The subring K[F ] equals K[NA], the semigroup ring
of NA. Recall that K[F ] is called integrally closed or normal if K[F ] = K[F ].
Thus K[F ] is normal if and only if
NA = ZA ∩ R+A,
where NA is the subsemigroup of Nn generated by A. The description of
the integral closure given in Eq. (1.1) can of course be applied to any of the
monomial algebras considered here. In particular if A′ is the set
A′ = {e1, . . . , en, (v1, 1), . . . , (vq, 1)},
where ei is the ith unit vector, then ZA
′ = Zn+1 and R[It] is normal if and only
if NA′ = Zn+1 ∩ R+A
′. A dual characterization of the normality of R[It] will
be given in Proposition 1.2.8. Recall that the integral closure of I i, denoted
by I i, is the ideal of R given by
I i = ({xa ∈ R| ∃ p ∈ N \ {0}; (xa)p ∈ Ipi}),
see for instance [87, Proposition 7.3.3]. The ideal I is called normal if I i = I i
for all i. If I = I, the ideal I is called integrally closed . Note that the ideal I
is normal if and only if R[It] is normal [87].
Recall that the Ehrhart ring A(P ) is always normal [10]. A finite set
A ⊂ Rn is called an Hilbert basis if NA = R+A∩Z
n. An integral Hilbert basis is
a Hilbert basis consisting of integral vectors only. Note that if A = {v1, ..., vq}
is an integral Hilbert basis, then the ring K[xv1 , ..., xvq ] is normal.
The contents of this chapter are as follows. In Section 1.1 we study the
normality of general monomial ideals. We are able to characterize this property
in terms of blocking polyhedra and the integer decomposition property (see
Theorem 1.1.2). For integrally closed ideals and for edge ideals this property
completely characterizes their normality. As an interesting consequence using
a result of Baum and Trotter [4] we describe the normality of a monomial ideal
in terms of the integer rounding property:
Corollary 1.1.8 The ideal I is normal if and only if the system xA ≥ 1; x ≥ 0
has the integer rounding property.
There are already some characterizations of the normality of monomial
ideals [29, Theorem 4.4]. There are also useful membership tests based on
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linear optimization to decide whether a given monomial lies in the integral
closure of a monomial ideal [19, Proposition 3.5]. A combinatorial description
of the integral closure of a monomial ideal is given in [83, Section 6.6] (cf. [26,
p. 141]). This description has been used in [19] to find multiplicities of ideals
and volumes of lattice polytopes based on a probabilistic approach using a
Monte Carlo method.
We use the theory of blocking and antiblocking polyhedra [4, 37, 70] to
describe when the systems
x ≥ 0; xA ≤ 1, x ≥ 0; xA ≥ 1, xA ≤ 1,
have the integer rounding property (see Definitions 1.2.2, 1.1.6, 1.2.18) in terms
of the normality of the monomial algebras considered here. As usual 1 denotes
the vector whose entries are equal to 1.
One of the main results of Section 1.2 is:
Theorem 1.2.5 The system x ≥ 0; xA ≤ 1 has the integer rounding property
if and only if the subring S = K[xw1t, . . . , xwrt] is normal.
This result was shown in [23] when A is the incidence matrix of a clutter,
i.e., when the entries of A are in {0, 1}. Recall that a clutter C with finite
vertex set X = {x1, . . . , xn} is a family of subsets of X , called edges, none
of which is included in another. The incidence matrix of a clutter C is the
vertex-edge matrix whose columns are the characteristic vectors of the edges
of C. The edge ideal of a clutter C, denoted by I(C), is the ideal of R generated
by all monomials xe =
∏
xi∈e
xi such that e is an edge of C. The Alexander
dual of I(C) is the ideal of R given by I(C)∨ = ∩e∈E(e), where E = E(C) is
the edge set of C.
As a consequence we show that if A is the incidence matrix of a clutter
all of whose edges have the same number of elements and either system x ≥
0; xA ≤ 1 or x ≥ 0; xA ≥ 1 has the integer rounding property, then the
subring K[xv1t, . . . , xvq t] is normal (see Corollary 1.2.6).
We present a duality between the integer rounding property of the systems
x ≥ 0; xA ≥ 1 and x ≥ 0; xA∗ ≤ 1 valid for matrices with entries in {0, 1},
where a∗ij = 1− aij is the ij-entry of A
∗. This duality is extended to a duality
between monomial subrings.
Altogether another main result of Section 1.2 is:
Theorem 1.2.11 Let A be the incidence matrix of a clutter. If v∗i = 1 − vi
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and A∗ is the matrix with column vectors v∗1, . . . , v
∗
q , then the following are
equivalent:
(a) R[I∗t] is normal, where I∗ = (xv
∗
1 , . . . , xv
∗
q ).
(b) S = K[xw1t, . . . , xwrt] is normal.
(c) {−e1, . . . ,−en, (v1, 1), . . . , (vq, 1)} is a Hilbert basis.
(d) x ≥ 0; xA∗ ≥ 1 has the integer rounding property.
(e) x ≥ 0; xA ≤ 1 has the integer rounding property.
Then we present some interesting consequences of this duality. First of all
we recover one of the main results of [91] showing that if
P = {x|x ≥ 0; xA ≤ 1}
is an integral polytope, i.e., P has only integer vertices, and A is a {0, 1}-
matrix, then the Rees algebra R[I∗t] is normal (see Corollary 1.2.14). This
result is related to perfect graphs. Indeed if P is integral, then v1, . . . , vq
correspond to the maximal cliques (maximal complete subgraphs) of a perfect
graph H [14, 62], and v∗1, . . . , v
∗
q correspond to the minimal vertex covers of
the complement of H . Second we show that if A is the incidence matrix of the
collection of basis of a matroid, then all systems
x ≥ 0; xA ≥ 1, x ≥ 0; xA∗ ≥ 1, x ≥ 0; xA ≤ 1, x ≥ 0; xA∗ ≤ 1
have the integer rounding property (see Corollary 1.2.15). Third we show that
if A is the incidence matrix of a graph, then R[It] is normal if and only if
R[I∗t] is normal (see Corollary 1.3.4). We give an example to show that this
result does not extends to arbitrary uniform clutters (see Example 1.3.5). If A
is the incidence matrix of a graph G, we characterize when I∗ is the Alexander
dual of the edge ideal of the complement of G (see Proposition 1.3.6). If G is
a triangle-free graph, we show a duality between the normality of I = I(G)
and that of the Alexander dual of the edge ideal of the complement of G
(see Corollary 1.3.7). We show an example of an edge ideal of a graph whose
Alexander dual is not normal (see Example 1.3.8). In [91] it is shown that
this is never the case if the graph is perfect, i.e., the Alexander dual of the
edge ideal of a perfect graph is always normal. Finally we recover one of the
main results of [45] showing that if A is the incidence matrix of a clutter C,
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then C satisfies the max-flow min-cut property if and only if the set covering
polyhedron
Q(A) = {x| x ≥ 0; xA ≥ 1}
is integral and R[It] is normal (see Corollary 1.2.17).
Another main result of Section 1.2 is:
Theorem 1.2.20 If the system xA ≤ 1 has the integer rounding property,
then K[F ] is normal and Zn/ZA is a torsion-free group. The converse holds
if |vi| = d for all i. Here |vi| = 〈vi, 1〉.
As a consequence of this result we prove: (i) If A is the incidence matrix of a
connected graph G, then the system xA ≤ 1 has the integer rounding property
if and only if G is a bipartite graph (see Corollary 1.2.21), and (ii) Let A be
the incidence matrix of a clutter C. If C is uniform, i.e., all its edges have
the same number of elements, and C has the max-flow min-cut property (see
Definition 2.2.3), then the system xA ≤ 1 has the integer rounding property
(see Corollary 1.2.22).
If A is the incidence matrix of a bipartite graph, a remarkable result of
Section 1.3 shows that the system x ≥ 0; xA ≤ 1 has the integer rounding
property if and only if the extended Rees algebra R[It, t−1] is normal.
Let G be a graph with incidence matrix A. If G is a connected graph, in
Section 1.3 we are able to prove that the system x ≥ 0; xA ≤ 1 has the integer
rounding property if and only if the induced subgraph of the vertices of any
two vertex disjoint odd cycles of G is connected. Other equivalent descriptions
of this property are also presented.
Before stating the main results of Section 1.5, we need to introduce the
canonical module and the a-invariant (see Section 1.4 for additional details).
Below we briefly explain the important role that these two objects play in the
general theory. The subring S is a standardK-algebra because 〈(wi, 1), en+1〉 =
1 for all i. Here 〈 , 〉 is the standard inner product and ei is the ith unit vector.
If S is normal, then according to a formula of Danilov and Stanley [18] the
canonical module of S is the ideal of S given by
ωS = ({x
atb| (a, b) ∈ NB ∩ (R+B)
o}), (1.2)
where B = {(w1, 1), . . . , (wr, 1)} and (R+B)
o is the relative interior of R+B.
This expression for the canonical module of S is central for our purposes.
Recall that the a-invariant of S, denoted by a(S), is the degree as a rational
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function of the Hilbert series of S [87, p. 99]. Thus we may compute a-
invariants using the program Normaliz [11]. Let HS and ϕS be the Hilbert
function and the Hilbert polynomial of S respectively. The index of regularity
of S, denoted by reg(S), is the least positive integer such thatHS(i) = ϕS(i) for
i ≥ reg(S). The a-invariant plays a fundamental role in algebra and geometry
because one has:
reg(S) =
{
0 if a(S) < 0,
a(S) + 1 otherwise,
see [87, Corollary 4.1.12]. If S is normal, then S is Cohen-Macaulay [56] and
its a-invariant is given by
a(S) = −min{ i | (ωS)i 6= 0}, (1.3)
see [10, p. 141] and [87, Proposition 4.2.3].
In Section 1.4 we give a general technique to compute the canonical module
and the a-invariant of a wide class of monomial subrings (see Theorem 1.4.1).
Then in Section 1.5 we study the canonical module and the a-invariant
of S, when S arises from an integer rounding problem. This invariant plays
a key role in the theory of Hilbert functions [10]. There are some methods,
based on combinatorial optimization, that have been used to study canonical
modules of edge subrings of bipartite graphs [79]. Our approach to study
canonical modules is inspired by these methods. If S is a normal domain, we
express the canonical module of S and its a-invariant in terms of the vertices
of the polytope {x|x ≥ 0; xA ≤ 1} (see Theorem 1.5.2). We give necessary
and sufficient conditions for S to be Gorenstein and give a formula for the a-
invariant of S in terms of the vertices of the polytope P = {x| x ≥ 0; xA ≤ 1}.
We are able to give an explicit description of the canonical module of S and
its a-invariant when C is the clutter of maximal cliques of a perfect graph
(Theorem 1.5.7). The a-invariant of general subrings arising from clutters
seems to be closely related to the combinatorial structure of the clutter (see
[79, Proposition 4.2] and Theorem 1.5.7).
For use below let vert(P ) be the set of vertices of P and let ℓ1, . . . , ℓp be
the set of all maximal elements of vert(P ) (maximal with respect to <). For
each 1 ≤ i ≤ p there is a unique positive integer di such that the non-zero
entries of (−diℓi, di) are relatively prime.
The main results of Section 1.5 are as follows.
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Theorem 1.5.2 If the system x ≥ 0; xA ≤ 1 has the integer rounding property,
then the canonical module of S = K[xw1t, . . . , xwrt] is given by
ωS =
({
xatb
∣∣ (a, b)( −d1ℓ1 · · · −dpℓp e1 · · · en
d1 · · · dp 0 · · · 0
)
≥ 1
})
, (1.4)
and the a-invariant of S is equal to −maxi{⌈1/di + |ℓi|⌉}. Here |ℓi| = 〈ℓi, 1〉.
This result complements and generalizes a result of [23] valid only for in-
cidence matrices of clutters. If S is normal, the last Betti number in the
homogeneous free resolution of the toric ideal PS of S is equal to ν(ωS), the
minimum number of generators of ωS. This number is called the type of PS.
Thus by describing the canonical module of S we are in fact providing a device
to compute the type of PS. According to [79] the number of integral vertices
of the polyhedron that defines ωS (see Eq. (1.4)) is a lower bound for ν(ωS).
Using the description above for ωS we then prove:
Theorem 1.5.3 Assume that the system x ≥ 0; xA ≤ 1 has the integer
rounding property. If S is Gorenstein and c0 = max{|ℓi| : 1 ≤ i ≤ p} is an
integer, then |ℓk| = c0 for each 1 ≤ k ≤ p such that ℓk has integer entries.
Theorem 1.5.4 Assume that the system x ≥ 0; xA ≤ 1 has the integer round-
ing property. If −a(S) = 1/di + |ℓi| for i = 1, . . . , p, then S is Gorenstein.
As a consequence of Theorems 1.5.3 and 1.5.4 we obtain that if P is an
integral polytope, i.e., it has only integral vertices, then S is Gorenstein if and
only if a(S) = −(|ℓi|+ 1) for i = 1, . . . , p (see Corollary 1.5.5).
We also examine the Gorenstein and complete intersection properties of
subrings arising from systems with the integer rounding property of incidence
matrices of graphs. Based on a computer analysis, using the program Normaliz
[11], we conjecture a possible description of all Gorenstein subrings S in terms
of the vertices of P (see Problem 1.5.6). Let G be a connected graph with n
vertices and q edges and let A be its incidence matrix. If the system xA ≤ 1
has the integer rounding property, then we show that K[Ft∪{t}] is a complete
intersection if and only if G is bipartite and the number of primitive cycles of
G is equal to q − n+ 1 (see Proposition 1.5.11).
Let G be a bipartite graph and let A be its incidence matrix. A construc-
tive description of all bipartite graphs such that K[G] = K[xv1 , . . . , xvq ] is a
complete intersection is given in [41]. The Gorenstein property of K[G] has
been studied in [44, 55]. Thus by Lemma 1.5.10 and [10, Proposition 3.1.19] the
1.1 Normality of monomial ideals 27
Gorenstein property and the complete intersection property ofK[xv1t, . . . , xvq t, t]
are well understood in this particular case. The a-invariant of K[G] has a
combinatorial expression in terms of directed cuts and can be computed using
linear programming [79]. Some other expressions for a(K[G]) can be found in
[17, 44, 86].
1.1 Normality of monomial ideals
Let R = K[x1, . . . , xn] be a polynomial ring over a field K, let I be a monomial
ideal of R generated by xv1 , . . . , xvq , and let A be the n×q matrix with column
vectors v1, . . . , vq. Recall that the integral closure of I
i, denoted by I i, is the
ideal of R given by
I i = ({xa ∈ R| ∃ p ∈ N \ {0}; (xa)p ∈ Ipi}),
see for instance [87, Proposition 7.3.3]. The ideal I is called normal if I i = I i
for all i. If I = I, the ideal I is called integrally closed . Note that the ideal I
is normal if and only if R[It] is normal [87].
For a rational polyhedron Q in Rn, i.e., with rational vertices, define its
blocking polyhedron B(Q) by:
B(Q) = {z ∈ Rn| z ≥ 0; 〈z, x〉 ≥ 1 for all x in Q}.
For a matrix A with entries in N, its covering polyhedron Q(A) is defined by:
Q(A) = {x| x ≥ 0; xA ≥ 1}.
If A is the incidence matrix of a clutter C, then the integral vectors of Q(A)
are in one to one correspondence with the minimal vertex covers of C [71].
The blocking polyhedron of Q(A) can be expressed as follows.
Lemma 1.1.1 If Q = Q(A), then B(Q) = Rn+ + conv(v1, . . . , vq).
Proof. The right hand side is clearly contained in the left hand side. Con-
versely take z in B(Q), then 〈z, x〉 ≥ 1 for all x ∈ Q and z ≥ 0. Let ℓ1, . . . , ℓr be
the vertex set of Q. In particular 〈z, ℓi〉 ≥ 1 for all i. Then 〈(z, 1), (ℓi,−1)〉 ≥ 0
for all i. From [45, Theorem 3.2] we get that (z, 1) belongs to the cone gener-
ated by
A′ = {e1, . . . , en, (v1, 1), . . . , (vq, 1)}.
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Thus z is in Rn+ + conv(v1, . . . , vq). This completes the proof of the asserted
equality. ✷
A rational polyhedron Q is said to have the integer decomposition property
if for each natural number k and for each integer vector a in kQ, a is the
sum of k integer vectors in Q; see [71, pp. 66–82]. Recall that kQ is equal to
{ka| a ∈ Q}.
Theorem 1.1.2 The ideal I is normal if and only if the blocking polyhedron
B(Q) of Q = Q(A) has the integer decomposition property and all minimal
integer vectors of B(Q) are columns of A (minimal with respect to ≤).
Proof. By Lemma 1.1.1, we have the equality B(Q) = Rn++conv(v1, . . . , vq).
Hence B(Q) ∩ Qn = Qn+ + convQ(v1, . . . , vq) because the polyhedron B(Q) is
rational. From this equality we readily obtain
Ik = ({xa| a ∈ kB(Q) ∩ Zn}) (1.5)
for 0 6= k ∈ N. Assume that I is normal, i.e., Ik = Ik for k ≥ 1. Let a be an
integral vector in kB(Q). Then xa ∈ Ik and consequently a is the sum of k
integral vectors in B(Q), that is, B(Q) has the integer decomposition property.
Take a minimal integer vector a in B(Q). Then xa ∈ I = I and we can write
a = δ+vi for some vi and for some δ ∈ N
n. Thus a = vi by the minimality of a.
Conversely assume that B(Q) has the integer decomposition property and all
minimal integer vectors of B(Q) are columns of A. Take xa ∈ Ik, i.e., a is an
integral vector of kB(Q). Hence a is the sum of k integral vectors α1, . . . , αk
in B(Q). Since any minimal vector of B(Q) is a column of A we may assume
that αi = ci + vi for i = 1, . . . , k. Hence x
a ∈ Ik, as required. ✷
Theorem 1.1.3 If I = I, then I is normal if and only if the blocking polyhe-
dron B(Q) has the integer decomposition property.
Proof. ⇒) If I is normal, by Theorem 1.1.2 the blocking polyhedron B(Q)
has the integer decomposition property.
⇐) Take xa ∈ Ik. From Eq. (1.5) we get that a is an integral vector of
kB(Q). Hence a is the sum of k integral vectors α1, . . . , αk in B(Q). Using
Eq. (1.5) with k = 1, we get that α1, . . . , αk are in I = I. Hence x
a ∈ Ik, as
required. ✷
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Corollary 1.1.4 If I = I(C) is the edge ideal of a clutter C, then I is nor-
mal if and only if the blocking polyhedron B(Q) has the integer decomposition
property.
Proof. Recall that I is an intersection of prime ideals (see Eq. (4.2)). Thus
it is seen that I = I and the result follows from Theorem 1.1.3. ✷
The general definition of integer rounding property is the following:
Definition 1.1.5 A rational system Ax ≤ b of linear inequalities is said to
have the integer rounding property if
min{〈y, b〉| y ≥ 0; yA = c; y integral} = ⌈min{〈y, b〉| y ≥ 0; yA = c}⌉ (1.6)
for each integral vector c for which min{〈y, b〉| y ≥ 0; yA = c} is finite.
For systems of the form x ≥ 0; xA ≥ 1 this definition can be stated as:
Definition 1.1.6 Let A be a matrix with entries in N. The linear system
x ≥ 0; xA ≥ 1 has the integer rounding property if
max{〈y, 1〉| y ≥ 0;Ay ≤ w; y ∈ Nq} = ⌊max{〈y, 1〉| y ≥ 0;Ay ≤ w}⌋ (1.7)
for each integral vector w for which the right hand side is finite.
Systems with the integer rounding property have been widely studied; see
for instance [70, Chapter 22], [71, Chapter 5], and the references there.
Theorem 1.1.7 ([4], [71, p. 82]) The system x ≥ 0; xA ≥ 1 has the integer
rounding property if and only if the blocking polyhedron B(Q) of Q = Q(A)
has the integer decomposition property and all minimal integer vectors of B(Q)
are columns of A (minimal with respect to ≤).
The next result is interesting because it allows us to determine whether a
given system xA ≥ 1; x ≥ 0, with A an integral non-negative matrix, has the
rounding property using the program [11].
Corollary 1.1.8 Let I = (xv1 , . . . , xvq) be a monomial ideal and let A be the
matrix with column vectors v1, . . . , vq. Then I is a normal ideal if and only if
the system xA ≥ 1; x ≥ 0 has the integer rounding property.
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Proof. According to Theorem 1.1.7, the system xA ≥ 1; x ≥ 0 has the integer
rounding property if and only if the blocking polyhedron B(Q) of Q = Q(A)
has the integer decomposition property and all minimal integer vectors of B(Q)
are columns of A (minimal with respect to ≤) (cf. [71, p. 82]). Thus the result
follows at once from Theorem 1.1.2. ✷
We have been informed that Corollary 1.1.8 was observed by Trung when
I is the edge ideal of a hypergraph.
1.2 Integer rounding properties
We continue to use the notation and definitions used in the introduction. In
this section we introduce and study integer rounding properties, describe some
of their properties, present a duality theorem and show several applications.
Let P be a rational polyhedron in Rn, i.e., with rational vertices. Recall
that the antiblocking polyhedron of P is defined as:
T (P ) := {z| z ≥ 0; 〈z, x〉 ≤ 1 for all x ∈ P}.
Lemma 1.2.1 Let A be a matrix of size n× q with entries in N, let v1, . . . , vq
be the column vectors of A and let {w1, . . . , wr} be the set of all α in N
n such
that α ≤ vi for some i. If P = {x| x ≥ 0; xA ≤ 1}, then
T (P ) = conv(w1, . . . , wr).
Proof. First we show the following equality which is interesting in its own
right:
conv(w1, . . . , wr) = R
n
+ ∩ (conv(w1, . . . , wr) + R+{−e1, . . . ,−en}). (1.8)
Clearly the left hand side is contained in the right hand side. Conversely let
z be a vector in the right hand side. Then z ≥ 0 and we can write
z = λ1w1+ · · ·+ λrwr − δ1e1− · · ·− δnen, (λi ≥ 0;
∑
i λi = 1; δi ≥ 0). (1.9)
Consider the vector z′ = λ1w1+· · ·+λrwr−δ1e1. We set T
′ = conv(w1, . . . , wr)
and wi = (wi1, . . . , win). We claim that z
′ is in T ′. We may assume that δ1 > 0,
λi > 0 for all i, and that the first entry wi1 of wi is positive for 1 ≤ i ≤ s and
is equal to zero for i > s. From Eq. (1.9) we get λ1w11 + · · ·+ λsws1 ≥ δ1.
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Case (I): λ1w11 ≥ δ1. Then we can write
z′ =
δ1
w11
(w1 − w11e1) +
(
λ1 −
δ1
w11
)
w1 + λ2w2 + · · ·+ λrwr.
Notice that w1−w11e1 is again in {w1, . . . , wr}. Thus z
′ is a convex combination
of w1, . . . , wr, i.e., z
′ ∈ T ′.
Case (II): λ1w11 < δ1. Let m be the largest integer less than or equal to s
such that λ1w11 + · · ·+ λm−1w(m−1)1 < δ1 ≤ λ1w11 + · · ·+ λmwm1. Then
z′ =
m−1∑
i=1
λi(wi − wi1e1) +
[
δ1
wm1
−
(
m−1∑
i=1
λiwi1
wm1
)]
(wm − wm1e1) +[
λm −
δ1
wm1
+
(
m−1∑
i=1
λiwi1
wm1
)]
wm +
r∑
i=m+1
λiwi.
Notice that wi − wi1e1 is again in {w1, . . . , wr} for i = 1, . . . , m. Thus z
′ is a
convex combination of w1, . . . , wr, i.e., z
′ ∈ T ′. This completes the proof of
the claim. Note that we can apply the argument above to any entry of z or z′
thus we obtain that z′ − δ2e2 ∈ T
′. Thus by induction we obtain that z ∈ T ′,
as required. This completes the proof of Eq. (1.8).
Clearly one has the equality P = {z| z ≥ 0; 〈z, wi〉 ≤ 1 ∀i} because for each
wi there is vj such that wi ≤ vj. Hence by the finite basis theorem [70] we can
write
P = {z| z ≥ 0; 〈z, wi〉 ≤ 1 ∀i} = conv(ℓ0, ℓ1, . . . , ℓm) (1.10)
for some ℓ1, . . . , ℓm in Q
n
+ and ℓ0 = 0. From Eq. (1.10) we readily get the
equality
{z| z ≥ 0; 〈z, ℓi〉 ≤ 1 ∀i} = T (P ). (1.11)
Using Eq. (1.10) and noticing that 〈ℓi, wj〉 ≤ 1 for all i, j, we get
Rn+ ∩ (conv(ℓ0, . . . , ℓm) + R+{−e1, . . . ,−en}) = {z| z ≥ 0; 〈z, wi〉 ≤ 1 ∀i}.
Hence using this equality and [70, Theorem 9.4] we obtain
Rn+ ∩ (conv(w1, . . . , wr) + R+{−e1, . . . ,−en}) = {z| z ≥ 0; 〈z, ℓi〉 ≤ 1 ∀i}.
(1.12)
Therefore by Eq. (1.8) together with Eqs. (1.11) and (1.12) we conclude that
T (P ) is equal to conv(w1, . . . , wr), as required. ✷
If v1, . . . , vq are {0, 1}-vectors, then the equality of Lemma 1.2.1 follows
directly from [37, Theorem 8].
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Definition 1.2.2 Let A be a matrix with entries in N. The linear system
x ≥ 0; xA ≤ 1 has the integer rounding property if
⌈min{〈y, 1〉| y ≥ 0; Ay ≥ a}⌉ = min{〈y, 1〉|Ay ≥ a; y ∈ Nq}
for each integral vector a for which min{〈y, 1〉| y ≥ 0; Ay ≥ a} is finite.
If a ∈ Rn, its support is given by supp(a) = {i| ai 6= 0}. Note that
a = a+ − a−, where a+ and a− are two non negative vectors with disjoint
support called the positive and negative part of a respectively.
Remark 1.2.3 Let A be a matrix with entries in N. Then the linear system
x ≥ 0; xA ≤ 1 has the integer rounding property if and only if
⌈min{〈y, 1〉| y ≥ 0; Ay ≥ a}⌉ = min{〈y, 1〉|Ay ≥ a; y ∈ Nq}
for each vector a ∈ Nn for which min{〈y, 1〉| y ≥ 0; Ay ≥ a} is finite. This
follows from decomposing an integral vector a as a = a+ − a− and noticing
that for y ≥ 0 we have that Ay ≥ a if and only if Ay ≥ a+
Theorem 1.2.4 ([4], [71, p. 82]) Let A be a non-negative integer matrix and
let P = {x| x ≥ 0; xA ≤ 1}. The system xA ≤ 1; x ≥ 0 has the integer round-
ing property if and only if T (P ) has the integer decomposition property and
all maximal integer vectors of T (P ) are columns of A (maximal with respect
to ≤).
Theorem 1.2.5 Let A be a matrix with entries in N and let v1, . . . , vq be the
columns of A. If w1, . . . , wr is the set of all α ∈ N
n such that α ≤ vi for some
i, then the system x ≥ 0; xA ≤ 1 has the integer rounding property if and only
if the subring K[xw1t, . . . , xwrt] is normal.
Proof. Let P = {x| x ≥ 0; xA ≤ 1} and let T (P ) be its antiblocking polyhe-
dron. By Lemma 1.2.1 one has
T (P ) = conv(w1, . . . , wr). (1.13)
Let S be the integral closure of S = K[xw1t, . . . , xwrt] in its field of frac-
tions. By the description of S given in Eq. (1.1) one has
S = K[{xatb | (a, b) ∈ ZB ∩ R+B}],
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where B = {(w1, 1), . . . , (wr, 1)}. By Theorem 1.2.4 it suffices to prove that S
is normal if and only if T (P ) has the integer decomposition property and all
maximal integer vectors of T (P ) are columns of A (maximal with respect to
≤).
Assume that S is normal, i.e., S = S. Let b be a natural number and let
a be an integer vector in bT (P ). Then using Eq. (1.13) it is seen that (a, b)
is in R+B. Since S is normal we have R+B ∩ ZB = NB. In our situation one
has ZB = Zn+1. Hence (a, b) ∈ NB and a is the sum of b integer vectors in
T (P ). Thus T (P ) has the integer decomposition property. Assume that a is
a maximal integer vector of T (P ). It is not hard to see that (a, 1) is in R+B,
i.e., xat ∈ S = S. Thus (a, 1) is a linear combination of vectors in B with
coefficients in N. Hence (a, 1) is equal to (wj , 1) for some j. There exists vi
such that a = wj ≤ vi. Therefore by the maximality of a, we get a = vi for
some i. Thus a is a column of A as required.
Conversely assume that T (P ) has the integer decomposition property and
that all maximal integer vectors of T (P ) are columns of A. Let xatb ∈ S.
Then (a, b) is in the cone R+B. Hence, using Eq. (1.13), we get a ∈ bT (P ).
Thus a = α1 + · · ·+ αb, where αi is an integral vector of T (P ) for all i. Since
each αi is less than or equal to a maximal integer vector of T (P ), we get that
αi ∈ {w1, . . . , wr}. Then x
atb ∈ S. This proves that S = S. ✷
Recall that A(P ) = K[{xati| a ∈ Zn ∩ iP ; i ∈ N}] ⊂ R[t], is the Ehrhart
ring of a lattice polytope P .
Corollary 1.2.6 Let C be a uniform clutter, let A be its incidence matrix,
and let v1, . . . , vq be the columns of A. If either system x ≥ 0; xA ≤ 1 or
x ≥ 0; xA ≥ 1 has the integer rounding property and P = conv(v1, . . . , vq),
then
K[xv1t, . . . , xvq t] = A(P ).
Proof. In general the subring K[xv1t, . . . , xvq t] is contained in A(P ). Assume
that x ≥ 0; xA ≤ 1 has the integer rounding property and that every edge of
C has d elements. Let w1, . . . , wr be the set of all α ∈ N
n such that α ≤ vi
for some i. Then by Theorem 1.2.5 the subring K[xw1t, . . . , xwrt] is normal.
Using that v1, . . . , vq is the set of wi with |wi| = d, it is not hard to see that
A(P ) is contained in K[xv1t, . . . , xvq t].
Assume that x ≥ 0; xA ≥ 1 has the integer rounding property. Let I =
I(C) be the edge ideal of C and let R[It] be its Rees algebra. By Corollary 1.1.8,
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R[It] is a normal domain. Since the clutter C is uniform the required equality
follows at once from [28, Theorem 3.15]. ✷
The converse of Corollary 1.2.6 fails as the following example shows.
Example 1.2.7 Let C be the uniform clutter with vertex setX = {x1, . . . , x8}
and edge set
E(C) = {{x3, x4, x6, x8}, {x2, x5, x6, x7}, {x1, x4, x5, x8}, {x1, x2, x3, x8}}.
The characteristic vectors of the edges of C are
v1 = (0, 0, 1, 1, 0, 1, 0, 1), v2 = (0, 1, 0, 0, 1, 1, 1, 0),
v3 = (1, 0, 0, 1, 1, 0, 0, 1), v4 = (1, 1, 1, 0, 0, 0, 0, 1).
Let A be the incidence matrix of C with column vectors v1, . . . , v4 and let P
be the convex hull of {v1, . . . , v4}. It is not hard to verify that the set
{(v1, 1), (v2, 1), (v3, 1), (v4, 1)}
is a Hilbert basis in the sense of [70]. Therefore we have the equality
K[xv1t, xv2t, xv3t, xv4t] = A(P ).
Using Corollary 1.1.8 and [9, Theorem 2.12] it is seen that none of the two
systems x ≥ 0; xA ≤ 1 and x ≥ 0; xA ≥ 1 have the integer rounding property.
A set A ⊂ Zn is called an integral Hilbert basis if NA = R+A ∩ Z
n. Note
that if A is an integral Hilbert basis, then the semigroup ringK[NA] is normal.
Proposition 1.2.8 Let I = (xv1 , . . . , xvq) be a monomial ideal and let v∗i =
1− vi. Then R[It] is normal if and only if the set
Γ = {−e1, . . . ,−en, (v
∗
1, 1), . . . , (v
∗
q , 1)}
is a Hilbert basis.
Proof. Let A′ = {e1, . . . , en, (v1, 1), . . . , (vq, 1)}. Assume that R[It] is normal.
Then A′ is an integral Hilbert basis. Let (a, b) be an integral vector in R+Γ,
with a ∈ Zn and b ∈ Z. Then we can write
(a, b) = µ1(−e1) + · · ·+ µn(−en) + λ1(v
∗
1, 1) + · · ·+ λq(v
∗
q , 1),
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where µi ≥ 0 and λj ≥ 0 for all i, j. Therefore
−(a, b) + b1∗ = µ1e1 + · · ·+ µnen + λ1(v1,−1) + · · ·+ λq(vq,−1),
where 1∗ = e1 + · · ·+ en. This equality is equivalent to
−(a,−b) + b1∗ = µ1e1 + · · ·+ µnen + λ1(v1, 1) + · · ·+ λq(vq, 1).
As A′ is an integral Hilbert basis we can write
−(a,−b) + b1∗ = µ′1e1 + · · ·+ µ
′
nen + λ
′
1(v1, 1) + · · ·+ λ
′
q(vq, 1),
where µ′i ∈ N and λ
′
j ∈ N for all i, j. Thus (a, b) ∈ NΓ. This proves that Γ is
an integral Hilbert basis. The converse can be shown using similar arguments.
✷
A clutter C with finite vertex set X = {x1, . . . , xn} is a family of subsets
of X , called edges, none of which is included in another. Let f1, . . . , fq be
the edges of C and let vk =
∑
xi∈fk
ei be the characteristic vector of fk. The
incidence matrix of C is the n× q matrix with column vectors v1, . . . , vq.
Definition 1.2.9 Let A = (aij) be a matrix with entries in {0, 1}. Its dual is
the matrix A∗ = (a∗ij), where a
∗
ij = 1− aij.
The following duality is valid for incidence matrices of clutters. It will be
used later to establish a duality theorem for monomial subrings.
Theorem 1.2.10 Let A be the incidence matrix of a clutter and let v1, . . . , vq
be its column vectors. If v∗i = 1− vi and A
∗ is the matrix with column vectors
v∗1, . . . , v
∗
q , then the system x ≥ 0; xA ≥ 1 has the integer rounding property if
and only if the system x ≥ 0; xA∗ ≤ 1 has the integer rounding property.
Proof. Consider Q = {x|x ≥ 0; xA ≥ 1} and P ∗ = {x|x ≥ 0; xA∗ ≤ 1}. Let
w∗1, . . . , w
∗
s be the set of all α ∈ N
n such that α ≤ v∗i for some i. Then, using
Lemmas 1.1.1 and 1.2.1, we obtain that the blocking polyhedron of Q and the
antiblocking polyhedron of P ∗ are given by
B(Q) = Rn+ + conv(v1, . . . , vq) and T (P
∗) = conv(w∗1, . . . , w
∗
s)
respectively.
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⇒) By Theorem 1.2.4 it suffices to show that T (P ∗) has the integer de-
composition property and all maximal integer vectors of T (P ∗) are columns
of A∗. Let b be an integer and let a be an integer vector in bT (P ∗). Then we
can write
a = b(λ1w
∗
1 + · · ·+ λsw
∗
s), (
∑
i λi = 1;λi ≥ 0).
For each 1 ≤ i ≤ s there is v∗ji in {v
∗
1, . . . , v
∗
q} such that w
∗
i ≤ v
∗
ji
. Thus for
each i we can write 1− w∗i = vji + δi, where δi ∈ N
n. Therefore
1− a/b = λ1(vj1 + δ1) + · · ·+ λs(vjs + δs).
This means that 1 − a/b ∈ B(Q), i.e., b1 − a is an integer vector in bB(Q).
Hence by Theorem 1.1.7 we can write b1−a = α1+ · · ·+αb for some α1, . . . , αb
integer vectors in B(Q), and for each αi there is vki in {v1, . . . , vq} such that
vki ≤ αi. Thus αi = vki + ǫi for some ǫi ∈ N
n and consequently:
a = (1− vk1) + · · ·+ (1− vkb)− c = v
∗
k1
+ · · ·+ v∗kb − c,
where c = (c1, . . . , cn) ∈ N
n. Notice that v∗k1 + · · ·+ v
∗
kb
≥ c because a ≥ 0. If
c1 ≥ 1, then the first entry of v
∗
ki
is non-zero for some i and we can write
a = v∗k1 + · · ·+ v
∗
ki−1
+ (v∗ki − e1) + v
∗
ki+1
+ · · ·+ v∗kb − (c− e1)
Since v∗ki− e1 is again in {w
∗
1, . . . , w
∗
s}, we can apply this argument recursively
to obtain that a is the sum of b integer vectors in {w∗1, . . . , w
∗
s}. This proves
that T (P ∗) has the integer decomposition property. Let a be a maximal integer
vector of T (P ∗). Since the vectors w∗1, . . . , w
∗
s have entries in {0, 1}, we get
T (P ∗) ∩ Zn = {w∗1, . . . , w
∗
s}. Then a = w
∗
i for some i. As w
∗
i ≤ v
∗
j for some j,
we conclude that a = v∗j , i.e., a is a column of A
∗, as required.
⇐) According Corollary 1.1.8, the system x ≥ 0; xA ≥ 1 has the integer
rounding property if and only if R[It] is normal. Thus by Proposition 1.2.8
we need only show that the set Γ = {−e1, . . . ,−en, (v
∗
1, 1), . . . , (v
∗
q , 1)} is an
integral Hilbert basis. Let (a, b) be an integral vector in R+Γ, with a ∈ Z
n
and b ∈ Z. Then we can write
(a, b) = µ1(−e1) + · · ·+ µn(−en) + λ1(v
∗
1, 1) + · · ·+ λq(v
∗
q , 1),
where µi ≥ 0, λj ≥ 0 for all i, j. Hence A
∗λ ≥ a, where λ = (λi). By
hypothesis the system x ≥ 0; xA∗ ≤ 1 has the integer rounding property.
Then one has
b ≥ ⌈min{〈y, 1〉| y ≥ 0; A∗y ≥ a}⌉ = min{〈y, 1〉|A∗y ≥ a; y ∈ Nq} = 〈y0, 1〉
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for some y0 = (yi) ∈ N
q such that |y0| = 〈y0, 1〉 ≤ b and a ≤ A
∗y0. Then
a = y1v
∗
1 + · · ·+ yqv
∗
q − δ1e1 − · · · − δnen,
where δ1, . . . , δn are in N. Hence we can write
(a, b) = y1(v
∗
1, 1) + · · ·+ yq−1(v
∗
q−1, 1) + (yq + b− |y0|)(v
∗
q , 1)− (b− |y0|)v
∗
q − δ,
where δ = (δi). As the entries of A
∗ are in N, the vector −v∗q can be written as
a non-negative integer combination of −e1, . . . ,−en. Thus (a, b) ∈ NΓ. This
proves that Γ is an integral Hilbert basis. ✷
We come to one of the main result of this section. It establishes a duality
for monomial subrings.
Theorem 1.2.11 Let A be the incidence matrix of a clutter, let v1, . . . , vq be
its column vectors and let v∗i = 1 − vi. If w
∗
1, . . . , w
∗
s is the set of all α ∈ N
n
such that α ≤ v∗i for some i, then the following conditions are equivalent:
(a) R[It] is normal, where I = (xv1 , . . . , xvq).
(b) S∗ = K[xw
∗
1 t, . . . , xw
∗
s t] is normal.
(c) {−e1, . . . ,−en, (v
∗
1, 1), . . . , (v
∗
q , 1)} is a Hilbert basis.
(d) x ≥ 0; xA ≥ 1 has the integer rounding property.
(e) x ≥ 0; xA∗ ≤ 1 has the integer rounding property.
Proof. (a) ⇔ (c): This was shown in Proposition 1.2.8. (a) ⇔ (d): This was
shown in Corollary 1.1.8. (b) ⇔ (e): This was shown in Theorem 1.2.5. (d)
⇔ (e): This follows from Theorem 1.2.10. ✷
To illustrate the usefulness of this duality, below we show various results
that follow from there.
Definition 1.2.12 Let C be a clutter on the vertex set X = {x1, . . . , xn}. The
edge ideal of C, denoted by I(C), is the ideal of R generated by all monomials
xe =
∏
xi∈e
xi such that e is an edge of C. The dual I
∗ of an edge ideal I is
the ideal of R generated by all monomials x1 · · ·xn/xe such that e is an edge
of C.
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Definition 1.2.13 Let A be an integral matrix and let b an integral vector.
The system Ax ≤ b is totally dual integral (TDI) if the minimum in the LP-
duality equation
max{〈c, x〉|Ax ≤ b} = min{〈y, b〉| y ≥ 0; yA = c} (1.14)
has an integral optimum solution y for each integral vector c for which the
minimum is finite.
Corollary 1.2.14 ([91, Theorem 2.10]) Let C be a clutter and let A be its
incidence matrix. If P = {x|x ≥ 0; xA ≤ 1} is an integral polytope and
I = I(C), then
(i) R[I∗t] is normal.
(ii) S = K[xw1t, . . . , xwrt] is normal.
Proof. Since P has only integral vertices, by a result of Lova´sz [62] the system
x ≥ 0; xA ≤ 1 is totally dual integral, i.e., the minimum in the LP-duality
equation
max{〈a, x〉| x ≥ 0; xA ≤ 1} = min{〈y, 1〉| y ≥ 0;Ay ≥ a} (1.15)
has an integral optimum solution y for each integral vector a with finite min-
imum. In particular the system x ≥ 0; xA ≤ 1 satisfies the integer round-
ing property. Therefore R[I∗t] and K[xw1t, . . . , xwrt] are normal by Theo-
rem 1.2.11. ✷
The normality assertion of part (ii) is well known and it can also be shown
directly using the fact that the system x ≥ 0; xA ≤ 1 is TDI if P is integral.
Part (ii) is related to perfect graphs. Indeed if P is integral, the w′is correspond
to the cliques (complete subgraphs) of a perfect graph [14, 62].
Corollary 1.2.15 Let B1, . . . , Bq be the collection of basis of a matroid M
with vertex set X and let v1, . . . , vq be their characteristic vectors. If A is the
matrix with column vectors v1, . . . , vq, then all systems
x ≥ 0; xA ≥ 1, x ≥ 0; xA∗ ≥ 1, x ≥ 0; xA ≤ 1, x ≥ 0; xA∗ ≤ 1
have the integer rounding property.
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Proof. Consider the basis monomial ideal I = (xv1 , . . . , xvq) of the matroid
M . By [67, Theorem 2.1.1], the collection of basis of the dual matroid M∗ of
M is given by X \B1, . . . , X \Bq. Now, the basis monomial ideal of a matroid
is normal [92, Corollary 3.8], thus the result follows at once from the duality
of Theorem 1.2.11. ✷
Definition 1.2.16 A clutter C satisfies the max-flow min-cut (MFMC) prop-
erty if both sides of the LP-duality equation
min{〈a, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ a} (1.16)
have integral optimum solutions x and y for each non-negative integral vector
a. The system xA ≥ 1; x ≥ 0 is called totally dual integral (TDI) if the
maximum has an integral optimum solution y for each integral vector a with
finite maximum.
Corollary 1.2.17 ([45, Theorem 3.4]) Let A be the incidence matrix of a
clutter C and let I = I(C) be its edge ideal. Then C satisfies the max-flow
min-cut property if and only if Q(A) is integral and R[It] is normal.
Proof. Notice that if C has the max-flow min-cut property, then Q(A) is inte-
gral [70, Corollary 22.1c]. Therefore the result follows directly from Eqs. (1.7),
(1.16), and Theorem 1.2.11. ✷
We now turn our attention to the integer rounding property of systems of
the form xA ≤ 1.
Definition 1.2.18 Let A be a matrix with entries in N. The system xA ≤ 1
is said to have the integer rounding property if
⌈min{〈y, 1〉| y ≥ 0; Ay = a}⌉ = min{〈y, 1〉|Ay = a; y ∈ Nq}
for each integral vector a for which min{〈y, 1〉| y ≥ 0; Ay = a} is finite.
The next result is just a reinterpretation of an unpublished result of Giles
and Orlin [70, Theorem 22.18] that characterizes the integer rounding property
in terms of Hilbert bases.
Proposition 1.2.19 Let v1, . . . , vq be the column vectors of a non-negative
integer matrix A and let A(P ) be the Ehrhart ring of P = conv(0, v1, . . . , vq).
Then the system xA ≤ 1 has the integer rounding property if and only if
K[xv1t, . . . , xvq t, t] = A(P ).
40 Duality, a-invariants and canonical modules
Proof. By [70, Theorem 22.18], we have that the system xA ≤ 1 has the
integer rounding property if and only if the set B = {(v1, 1), . . . , (vq, 1), (0, 1)}
is an integral Hilbert basis. Thus the proposition follows readily by noticing
the equality
A(P ) = K[{xatb|(a, b) ∈ R+B ∩ Z
n+1}]
and the inclusion K[xv1t, . . . , xvq t, t] ⊂ A(P ). ✷
Theorem 1.2.20 Let A = {v1, . . . , vq} be the set of column vectors of a ma-
trix A with entries in N. If the system xA ≤ 1 has the integer rounding
property, then
(a) K[F ] is normal, where F = {xv1 , . . . , xvq}, and
(b) Zn/ZA is a torsion-free group.
The converse holds if |vi| = d for all i.
Proof. For use below we set B = {(v1, 1), . . . , (vq, 1), (0, 1)}. First we prove
(a). Let xa ∈ K[F ]. Then a ∈ ZA and we can write
a = λ1v1 + · · ·+ λqvq,
for some λ1, . . . , λq in R+. Hence
(a, ⌈
∑
i λi⌉) = λ1(v1, 1) + · · ·+ λq(vq, 1) + δ(0, 1),
where δ ≥ 0. Therefore by Proposition 1.2.19, there are λ′1, . . . λ
′
q ∈ N and
δ′ ∈ N such that
(a, ⌈
∑
i λi⌉) = λ
′
1(v1, 1) + · · ·+ λ
′
q(vq, 1) + δ
′(0, 1),
Thus xa ∈ K[F ], as required. Next we show (b). From Proposition 1.2.19, we
get
K[xv1t, . . . , xvq t, t] = A(P ).
Hence using [29, Theorem 3.9] we obtain that the group M = Zn+1/ZB is
torsion free. Let a be an element of T (Zn/ZA), the torsion subgroup of Zn/ZA.
Thus there is a positive integer s so that
sa = λ1v1 + · · ·+ λqvq
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for some λ1, . . . , λq in Z. From the equality
s(a, |a|) = λ1(v1, 1) + · · ·+ λq(vq, 1) + (s|a| − λ1 − · · · − λq)(0, 1)
we obtain that the image of (a, |a|) in M , denoted by (a, |a|), is a torsion
element, i.e., (a, |a|) ∈ T (M) = (0). Hence it is readily seen that a ∈ ZA, i.e.,
a = 0. Altogether we have T (Zn/ZA) = (0).
Conversely assume that |vi| = d for all i and that (a) and (b) hold. We
need only show that B is an integral Hilbert basis. Let (a, b) be an integral
vector in R+B, where a ∈ N
n and b ∈ N. Then we can write
(a, b) = λ1(v1, 1) + · · ·+ λq(vq, 1) + µ(0, 1), (1.17)
for some λ1, . . . , λq, µ in Q+. Hence using this equality together with (b) gives
that a is in R+A∩ ZA. Hence x
a ∈ K[F ] = K[F ], i.e., a ∈ NA. Then we can
write
a = η1v1 + · · ·+ ηqvq
for some η1, . . . , ηq in N. Since |vi| = d for all i, one has
∑
i λi =
∑
i ηi.
Therefore using Eq. (1.17), we get µ ∈ N. Consequently from the equality
(a, b) = η1(v1, 1) + · · ·+ ηq(vq, 1) + µ(0, 1),
we conclude that (a, b) ∈ NB. This proves that B is an integral Hilbert basis.
✷
Corollary 1.2.21 Let A be the incidence matrix of a connected graph G.
Then the system xA ≤ 1 has the integer rounding property if and only if
G is a bipartite graph.
Proof. ⇒) Let A = {v1, . . . , vq} be the set of columns of A. If G is not bipar-
tite, then according to [89, Corollary 3.4] one has Zn/ZA ≃ Z2, a contradiction
to Theorem 1.2.20(b).
⇐) By [89, Theorem 2.15, Corollary 3.4] we get that the ringK[xv1 , . . . , xvq ]
is normal and that Zn/ZA ≃ Z. Thus by Theorem 1.2.20 the system xA ≤ 1
has the integer rounding property, as required. This part of the proof also
follows directly from the fact that the incidence matrix of a bipartite graph is
totally unimodular. Indeed, since A is totally unimodular, both problems of
the LP-duality equation
max{〈a, x〉| xA ≤ 1} = min{〈y, 1〉| y ≥ 0;Ay = a}
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have integral optimum solutions for each integral vector a for which the min-
imum is finite, see [70, Corollary 19.1a]. Thus the system xA ≤ 1 has the
integer rounding property. ✷
Corollary 1.2.22 Let A be the incidence matrix of a clutter C. If C is uniform
and has the max-flow min-cut property, then the system xA ≤ 1 has the integer
rounding property.
Proof. Since all edges of C have the same number of elements, it suffices to
observe that conditions (a) and (b) of Theorem 1.2.20 are satisfied because of
[22, Theorem 3.6]. ✷
1.3 Rounding properties and graphs
Let G be a graph with vertex set X = {x1, . . . , xn} and let v1, . . . , vq be the
column vectors of the incidence matrix A of G. If G is a connected graph,
we are able to prove that the system x ≥ 0; xA ≤ 1 has the integer rounding
property if and only if the induced subgraph of the vertices of any two vertex
disjoint odd cycles of G is connected. Other equivalent descriptions of this
property are also presented.
Let R = K[x1, . . . , xn] be a polynomial ring over a fieldK. We will examine
the integer rounding property of the system x ≥ 0; xA ≤ 1 using the monomial
subring:
S = K[x1t, . . . , xnt, x
v1t, . . . , xvq t, t] ⊂ R[t],
where t is a new variable. The main results of this section show that the
system x ≥ 0; xA ≤ 1 has the integer rounding property if and only if any of
the following equivalent conditions hold (see Theorems 1.3.2 and 1.3.3):
(a) x ≥ 0; xA ≥ 1 is a system with the integer rounding property.
(b) R[xv1t, . . . , xvq t] is normal, where v1, . . . , vq are the column vectors of A.
(c) K[xv1t, . . . , xvq t] is normal.
(d) K[t, x1t, . . . , xnt, x
v1t, . . . , xvq t] is normal.
(e) The induced subgraph of the vertices of any two vertex disjoint odd cycles
of G is connected.
1.3 Rounding properties and graphs 43
The equivalences between (b), (c), and (e) follow from [74]. That (a) is equiv-
alent to (b) is shown in Corollary 1.1.8. We are able to prove that the ring
in (d) is isomorphic to the extended Rees algebra of the edge ideal of G (see
Lemma 1.3.1).
Let I = I(G) be the edge ideal of G. Recall that the extended Rees algebra
of I is the subring
R[It, t−1] := R[It][t−1] ⊂ R[t, t−1],
where R[It] is the Rees algebra of I.
Lemma 1.3.1 R[It, t−1] ≃ K[t, x1t, . . . , xnt, x
v1t, . . . , xvq t].
Proof. We set S = K[t, x1t, . . . , xnt, x
v1t, . . . , xvq t]. Note that S and R[It, t−1]
are both integral domains of the same Krull dimension, this follows from the
dimension formula given in [77, Lemma 4.2]. Thus it suffices to prove that
there is an epimorphism ψ : S → R[It, I−1] of K-algebras.
Let u0, u1, . . . , un, t1, . . . , tq be a new set of variables and let ϕ, ψ be the
maps of K-algebras defined by the diagram
K[u0, u1, . . . , un, t1, . . . , tq]
ψ
//
ϕ

R[It, t−1]
S
ψ
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j
j
j
j
j
j
j
j
j
j
u0
ϕ
7−→ t,
ui
ϕ
7−→ xit,
ti
ϕ
7−→ xvit,
u0
ψ
7−→ t−1,
ui
ψ
7−→ xi,
ti
ψ
7−→ xvit.
To complete the proof we will show that there is an epimorphism ψ of K-
algebras that makes this diagram commutative, i.e., ψ = ψϕ. To show the
existence of ψ we need only show the inclusion ker(ϕ) ⊂ ker(ψ). As ker(ϕ),
being a toric ideal, is generated by binomials [77], it suffices to prove that any
binomial of ker(ϕ) belongs to ker(ψ). Let
f = ua00 u
a1
1 · · ·u
an
n t
b1
1 · · · t
bq
q − u
c0
0 u
c1
1 · · ·u
cn
n t
d1
1 · · · t
dq
q
be a binomial in ker(ϕ). Then
ta0(x1t)
a1 · · · (xnt)
an(xv1t)b1 · · · (xvq t)bq = tc0(x1t)
c1 · · · (xnt)
cn(xv1t)d1 · · · (xvq t)dq
Taking degrees in t and x = {x1, . . . , xn} we obtain
a0 + (a1 + · · ·+ an) + (b1 + · · ·+ bq) = c0 + (c1 + · · ·+ cn) + (d1 + · · ·+ dq),
a1 + · · ·+ an + 2(b1 + · · ·+ bq) = c1 + · · ·+ cn + 2(d1 + · · ·+ dq).
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Thus −a0 + b1 + · · ·+ bq = −c0 + d1 + · · ·+ dq, and we obtain the equality
t−a0xa11 · · ·x
an
n (x
v1t)b1 · · · (xvq t)bq = t−c0xc11 · · ·x
cn
n (x
v1t)d1 · · · (xvq t)dq ,
i.e., f ∈ ker(ψ), as required. ✷
We come to the main result of this section.
Theorem 1.3.2 Let G be a connected graph and let A be its incidence matrix.
Then the system
x ≥ 0; xA ≤ 1
has the integer rounding property if and only if the induced subgraph of the
vertices of any two vertex disjoint odd cycles of G is connected.
Proof. Let v1, . . . , vq be the column vectors of A. According to [74, Theo-
rem 1.1] (cf. [89, Corollary 3.10]), the subring K[Gt] := K[xv1t, . . . , xvq t] is
normal if and only if the induced subgraph of the vertices of any two vertex
disjoint odd cycles of G is connected. Thus we need only show that K[Gt]
is normal if and only the system x ≥ 0; xA ≤ 1 has the integer rounding
property. Let I = I(G) be the edge ideal of G. Since G is connected, by [74,
Corollary 2.8] the subring K[Gt] is normal if and only if the Rees algebra R[It]
of I is normal. By a result of [54], R[It] is normal if and only if R[It, t−1] is
normal. By Lemma 1.3.1, R[It, t−1] is normal if and only if the subring
S = K[t, x1t, . . . , xnt, x
v1t, . . . , xvq t]
is normal. Thus we can apply Theorem 1.2.5 to conclude that S is normal if
and only if the system x ≥ 0; xA ≤ 1 has the integer rounding property. ✷
Theorem 1.3.3 Let G be a connected graph and let A be its incidence matrix.
Then the system x ≥ 0; xA ≤ 1 has the integer rounding property if and only
if any of the following equivalent conditions hold
(a) x ≥ 0; xA ≥ 1 is a system with the integer rounding property.
(b) R[It] is a normal domain, where I = I(G) is the edge ideal of G.
(c) K[xv1t, . . . , xvq t] is normal, where v1, . . . , vq are the column vectors of A
(d) K[t, x1t, . . . , xnt, x
v1t, . . . , xvq t] is normal.
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Proof. According Corollary 1.1.8, the system x ≥ 0; xA ≥ 1 has the integer
rounding property if and only if the Rees algebra R[It] is normal. Thus the
result follows from the proof of Theorem 1.3.2. ✷
Corollary 1.3.4 Let G be a connected graph and let I = I(G) be its edge
ideal. Then R[It] is normal if and only if R[I∗t] is normal.
Proof. By Theorem 1.3.3, the system x ≥ 0; xA ≥ 1 has the integer rounding
property if and only if the system x ≥ 0; xA ≤ 1 does. Therefore the result
follows at once using Theorem 1.2.11. ✷
This result is valid even if the graph is not connected. To prove it recall
that (i) the Rees algebra R[It] is normal if and only if the extended Rees
algebra R[It, t−1] is normal, and (ii) R[It, t−1] is isomorphic to
K[t, x1t, . . . , xnt, x
v1t, . . . , xvq t],
when I is the edge ideal of a graph (see [23]). Then apply Theorem 1.2.11. The
next example shows that Corollary 1.3.4 does not extend to arbitrary uniform
clutters.
Example 1.3.5 Consider the clutter C whose incidence matrix A is the trans-
pose of the matrix: 
0 0 1 1 0 1 1 1 1 1
0 0 1 0 1 1 1 1 1 1
0 1 1 0 0 1 1 1 1 1
1 1 0 0 0 1 1 1 1 1
0 1 1 0 1 0 1 1 1 1
1 1 1 1 1 0 0 1 1 0
1 1 1 1 1 0 0 1 0 1
1 1 1 1 1 0 1 1 0 0
1 1 1 1 1 1 1 0 0 0
1 1 1 1 0 0 1 1 0 1

Let I = I(C) be the edge ideal of C. Note that all edges of C have 7 vertices.
Using Normaliz [11] it is seen that R[It] is normal and that R[I∗t] is not
normal.
Let C be a clutter with vertex set X . A vertex x of C is called isolated if x
does not occur in any edge of C. A subset C ⊂ X is a minimal vertex cover of
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C if: (c1) every edge of C contains at least one vertex of C, and (c2) there is no
proper subset of C with the first property. If C only satisfies condition (c1),
then C is called a vertex cover of C. The Alexander dual of C, denoted by C∨,
is the clutter whose edges are the minimal vertex covers of C. The edge ideal
of C∨, denoted by I(C)∨, is called the Alexander dual of I(C). In combinatorial
optimization the Alexander dual of a clutter is referred to as the blocker of
the clutter [71].
Proposition 1.3.6 Let G be a graph without isolated vertices and let G′ be
its complement. Then I(G′)∨ = I(G)∗ if and only if G is triangle free.
Proof. ⇒) Let X = {x1, . . . , xn} be the vertex set of G. Assume that G has
a triange C3 = {x1, x2, x3}, i.e., {xi, xj} are edges of G for 1 ≤ i < j ≤ 3.
Clearly we may assume n ≥ 4. Notice that C ′ = {x4, . . . , xn} is a vertex cover
of G′, i.e., x4 · · ·xn belongs to I(G
′)∨ and consequently it belongs to I(G)∗, a
contradiction because I(G)∗ is generated by monomials of degree n− 2.
⇐) Let xa = x1 · · ·xr be a minimal generator of I(G
′)∨. Then C =
{x1, . . . , xr} is a minimal vertex cover ofG
′. HenceX\C is a maximal complete
subgraph of G. Thus by hypothesis X \ C is an edge of G, i.e., xa ∈ I(G)∗.
This proves the inclusion I(G′)∨ ⊂ I(G)∗. Conversely, let xa be a minimal
generator of I(G)∗. There is an edge {x1, x2} of G such that x
a = x3 · · ·xn.
Every edge of G′ must intersect C = {x3, . . . , xn}, i.e., x
a ∈ I(G′)∨. ✷
This formula applies for instance if G is a bipartite graph.
Corollary 1.3.7 Let G be a free triangle graph without isolated vertices. Then
R[I(G)t] is normal if and only if R[I(G′)∨t] is normal.
Proof. It follows directly from Corollary 1.3.4 and Proposition 1.3.6. ✷
To the best of our knowledge the following is the first example of an edge
ideal of a graph whose Alexander dual is not normal.
Example 1.3.8 Let G be the graph consisting of two vertex disjoint odd
cycles of length 5 and let G′ be its complement. According to [74] the Rees al-
gebra of I(G) is not normal. Thus R[I(G′)∨t] is not normal by Corollary 1.3.7.
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1.4 An expression for the canonical module
Let R = K[x1, . . . , xn] be a polynomial ring over an arbitrary field K and let
K[F ] = K[xv1 , . . . , xvq ] be a homogeneous monomial subring, i.e., there exists
0 6= x0 ∈ Q
n satisfying 〈x0, vi〉 = 1 for all i. ThenK[F ] is a standard gradedK-
algebra with the grading induced by declaring that a monomial xa ∈ K[F ] has
degree i if and only if 〈a, x0〉 = i. Recall that the a-invariant of K[F ], denoted
by a(K[F ]), is the degree as a rational function of the Hilbert series of K[F ],
see for instance [87, p. 99]. LetH and ϕ be the Hilbert function and the Hilbert
polynomial of K[F ] respectively. The index of regularity of K[F ], denoted by
reg(K[F ]), is the least positive integer such thatH(i) = ϕ(i) for i ≥ reg(K[F ]).
The a-invariant plays a fundamental role in algebra and geometry because one
has: reg(K[F ]) = 0 if a(K[F ]) < 0 and reg(K[F ]) = a(K[F ]) + 1 otherwise
[87, Corollary 4.1.12].
If K[F ] is Cohen-Macaulay and ωK[F ] is the canonical module of K[F ],
then
a(K[F ]) = −min{ i | (ωK[F ])i 6= 0}, (1.18)
see [10, p. 141] and [87, Proposition 4.2.3]. This formula applies if K[F ] is
normal because normal monomial subrings are Cohen-Macaulay [56]. If K[F ]
is normal, then by a formula of Danilov and Stanley (see [10, Theorem 6.3.5]
and [18]) the canonical module of K[F ] is the ideal given by
ωK[F ] = ({x
a| a ∈ NA ∩ (R+A)
o}), (1.19)
whereA = {v1, . . . , vq} and (R+A)
o is the interior ofR+A relative to aff(R+A),
the affine hull of R+A.
The dual cone of R+A is the polyhedral cone given by
(R+A)
∗ = {x | 〈x, y〉 ≥ 0; ∀ y ∈ R+A}.
A set H ⊂ Rn \{0} is called an integral basis of (R+A)
∗ if (R+A)
∗ = R+H and
H ⊂ Zn. Let 0 6= a ∈ Rn. In what follows H+a denotes the closed halfspace
H+a = {x| 〈x, a〉 ≥ 0} and Ha stands for the hyperplane through the origin
with normal vector a.
The next result gives a general technique to compute the canonical module
and the a-invariant of a wide class of monomial subrings. Another technique
is given in [79]. In Section 1.5 we give some more precise expressions for the
canonical module and the a-invariant of special families of monomial subrings
arising from integer rounding properties.
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Theorem 1.4.1 Let c1, . . . , cr be an integral basis of (R+A)
∗ and let b = (bi)
be the {0,−1}-vector given by bi = 0 if R+A ⊂ Hci and bi = −1 if R+A 6⊂ Hci.
If NA = Zn∩R+A and B is the matrix with column vectors −c1, . . . ,−cr, then
(a) ωK[F ] = ({x
a| a ∈ Zn ∩ {x|xB ≤ b}).
(b) a(K[F ]) = −min {〈x0, x〉| x ∈ Z
n ∩ {x| xB ≤ b}}.
Proof. Let H = {c1, . . . , cr}. By duality [70, Corollary 7.1a], we have the
equality
R+A = H
+
c1
∩ · · · ∩H+cr . (1.20)
Observe that R+A ∩ Hci is a proper face if bi = −1 and it is an improper
face otherwise. From Eq. (1.20) we get that each facet of R+A has the form
R+A ∩Hci for some i. The relative interior of the cone R+A is the union of
its facets. Hence, using that H is an integral basis, we obtain the equality
Zn ∩ (R+A)
o = Zn ∩ {x| xB ≤ b}. (1.21)
Now, part (a) follows readily from Eqs. (1.19) and (1.21). Part (b) follows
from Eq. (1.18) and part (a). ✷
1.5 The canonical module and the a-invariant
In this section we give a description of the canonical module and the a-invariant
for subrings arising from systems with the integer rounding property.
Let A be a matrix of size n× q with entries in N such that A has non-zero
rows and non-zero columns. Let v1, . . . , vq be the columns of A. For use below
consider the set w1, . . . , wr of all α ∈ N
n such that α ≤ vi for some i. Let
R = K[x1, . . . , xn] be a polynomial ring over a field K and let
S = K[xw1t, . . . , xwrt] ⊂ R[t]
be the subring of R[t] generated by xw1t, . . . , xwrt, where t is a new variable.
As (wi, 1) lies in the hyperplane xn+1 = 1 for all i, S is a standard K-algebra.
Thus a monomial xatb in S has degree b. In what follows we assume that S
has this grading. If S is normal, then according to Eq. (1.19) the canonical
module of S is the ideal given by
ωS = ({x
atb| (a, b) ∈ NB ∩ (R+B)
o}), (1.22)
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where B = {(w1, 1), . . . , (wr, 1)} and (R+B)
o is the interior of R+B relative to
aff(R+B), the affine hull of R+B. In our case aff(R+B) = R
n+1.
Let ℓ0, ℓ1, . . . , ℓm be the vertices of P = {x| x ≥ 0; xA ≤ 1}, where ℓ0 = 0,
and let ℓ1, . . . , ℓp be the set of all maximal elements of ℓ0, ℓ1, . . . , ℓm (maximal
with respect to <).
The following lemma is not hard to prove.
Lemma 1.5.1 For each 1 ≤ i ≤ p there is a unique positive integer di such
that the non-zero entries of (−diℓi, di) are relatively prime.
Notation In what follows {ℓ1, . . . , ℓp} is the set of maximal elements of {ℓ0, . . . , ℓm}
and d1, . . . , dp are the unique positive integers in Lemma 1.5.1.
The next result complements and generalizes a result of [23].
Theorem 1.5.2 If the system x ≥ 0; xA ≤ 1 has the integer rounding prop-
erty, then the subring S = K[xw1t, . . . , xwrt] is normal, the canonical module
of S is given by
ωS =
({
xatb
∣∣ (a, b)( −d1ℓ1 · · · −dpℓp e1 · · · en
d1 · · · dp 0 · · · 0
)
≥ 1
})
, (1.23)
and the a-invariant of S is equal to −maxi{⌈1/di + |ℓi|⌉}. Here |ℓi| = 〈ℓi, 1〉.
Proof. Note that in Eq. (1.23) we regard (−diℓi, di) and ej as column vectors
for all i, j. The normality of S follows from Theorem 1.2.5. Recall that we
have the following duality (see Section 1.2):
P = {x| x ≥ 0; 〈x, wi〉 ≤ 1 ∀i} = conv(ℓ0, ℓ1, . . . , ℓm),
conv(w1, . . . , wr) = {x| x ≥ 0; 〈x, ℓi〉 ≤ 1∀i} = T (P ),(1.24)
where {ℓ0, ℓ1, . . . , ℓm} ⊂ Q
n
+ is the set of vertices of P and ℓ0 = 0. Therefore
using Eq. (1.24) and the maximality of ℓ1, . . . , ℓp we obtain
conv(w1, . . . , wr) = {x| x ≥ 0; 〈x, ℓi〉 ≤ 1, ∀ i = 1, . . . , p}. (1.25)
We set B = {(w1, 1), . . . , (wr, 1)}. Note that ZB = Z
n+1. From Eq. (1.25) it
is seen that
R+B = H
+
e1
∩ · · · ∩H+en ∩H
+
(−d1ℓ1,d1)
∩ · · · ∩H+(−dpℓp,dp). (1.26)
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Here H+a denotes the closed halfspace H
+
a = {x| 〈x, a〉 ≥ 0} and Ha stands for
the hyperplane through the origin with normal vector a. Notice that
He1 ∩ R+B, . . . , Hen ∩ R+B, H(−d1ℓ1,d1) ∩ R+B, . . . , H(−dpℓp,dp) ∩ R+B
are proper faces of R+B. Hence from Eq. (1.26) we get that a vector (a, b), with
a ∈ Zn, b ∈ Z, is in the relative interior of R+B if and only if the entries of a are
positive and 〈(a, b), (−diℓi, di)〉 ≥ 1 for all i. Thus the required expression for
ωS, i.e., Eq. (1.23), follows using the normality of S and the Danilov-Stanley
formula given in Eq. (1.22).
It remains to prove the formula for a(S), the a-invariant of S. Consider
the vector (1, b0), where b0 = maxi{⌈1/di + |ℓi|⌉}. Using Eq. (1.23), it is not
hard to see (by direct substitution of (1, b0)), that the monomial x
1tb0 is in
ωS. Thus from Eq. (1.18) we get a(S) ≥ −b0. Conversely if the monomial x
atb
is in ωS, then again from Eq. (1.23) we get 〈(−diℓi, di), (a, b)〉 ≥ 1 for all i and
ai ≥ 1 for all i, where a = (ai). Hence
bdi ≥ 1 + di〈a, ℓi〉 ≥ 1 + di〈1, ℓi〉 = 1 + di|ℓi|.
Since b is an integer we obtain b ≥ ⌈1/di + |ℓi|⌉ for all i. Therefore b ≥ b0,
i.e., deg(xatb) = b ≥ b0. As x
atb was an arbitrary monomial in ωS, by the
formula for the a-invariant of S given in Eq. (1.18) we obtain that a(S) ≤ −b0.
Altogether one has a(S) = −b0, as required. ✷
Theorem 1.5.3 Assume that the system x ≥ 0; xA ≤ 1 has the integer round-
ing property. If S = K[xw1t, . . . , xwrt] is Gorenstein and c0 = max{|ℓi| : 1 ≤
i ≤ p} is an integer, then |ℓk| = c0 for each 1 ≤ k ≤ p such that ℓk has integer
entries.
Proof. We proceed by contradiction. Assume that |ℓk| < c0 for some integer
1 ≤ k ≤ p such that ℓk is integral. We may assume that ℓk = (1, . . . , 1, 0, . . . , 0)
and |ℓk| = s. From Eq. (1.26) it follows that the monomial x
ℓkts−1 cannot be in
S because (ℓk, s−1) does not belong toH
+
(−dkℓk,dk)
. Consider the monomial xatb,
where a = ℓk+1, b = b0+ s−1 and b0 = −a(S). We claim that the monomial
xatb is in ωS. By Theorem 1.5.2 it suffices to show that 〈(a, b), (−djℓj , dj)〉 ≥ 1
for 1 ≤ j ≤ p. Thus we need only show that 〈(a, b), (−ℓj, 1)〉 > 0 for 1 ≤ j ≤ p.
From the proof of Theorem 1.5.2, it is seen that −a(S) = maxi{⌊|ℓi|⌋} + 1.
Hence we get b0 = c0 + 1. One has the following equalities
〈(a, b), (−ℓj, 1)〉 = −|ℓj| − 〈ℓk, ℓj〉+ b0 + s− 1 = −|ℓj| − 〈ℓk, ℓj〉+ c0 + s.
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Set ℓj = (ℓj1, . . . , ℓjn). From Eq. (1.26) we get that the entries of each ℓj
are less than or equal to 1. Case (I): If ℓji < 1 for some 1 ≤ i ≤ s, then
s− 〈ℓk, ℓj〉 > 0 and c0 ≥ |ℓj|. Case (II): ℓji = 1 for 1 ≤ i ≤ s. Then ℓj ≥ ℓk.
Thus by the maximality of ℓk we obtain ℓj = ℓk. In both cases we obtain
〈(a, b), (−ℓj, 1)〉 > 0, as required. Hence the monomial x
atb is in ωS. Since S
is Gorenstein and ωS is generated by x
1tb0 , we obtain that xatb is a multiple
of x1tb0 , i.e., xℓkts−1 must be in S, a contradiction. ✷
Theorem 1.5.4 Assume that the system x ≥ 0; xA ≤ 1 has the integer round-
ing property. If S = K[xw1t, . . . , xwrt] and −a(S) = 1/di+ |ℓi| for i = 1, . . . , p,
then S is Gorenstein.
Proof. We set b0 = −a(S) and B = {(w1, 1), . . . , (wr, 1)}. The ring S is
normal by Theorem 1.2.5. Since the monomial x1tb0 = x1 · · ·xnt
b0 is in ωS, we
need only show that ωS = (x
1tb0). Take xatb ∈ ωS. It suffices to prove that
xa−1tb−b0 is in S. Using Theorem 1.2.5, one has R+B ∩ Z
n+1 = NB. Thus we
need only show that the vector (a − 1, b − b0) is in R+B. From Eq. (1.26),
the proof reduces to showing that the vector (a − 1, b − b0) is in H
+
(−ℓi,1)
for
i = 1, . . . , p.
As xatb ∈ ωS, from the description of ωS given in Theorem 1.5.2 we get
〈(a, b), (−diℓi, di)〉 = −〈a, diℓi〉+ bdi ≥ 1 =⇒ −〈a, ℓi〉 ≥ −b+ 1/di
for i = 1, . . . , p. Therefore
〈(a−1, b− b0), (−ℓi, 1)〉 = −〈a, ℓi〉+ |ℓi|+ b− b0 ≥ −b+1/di+ |ℓi|+ b− b0 = 0
for all i, as required. ✷
Corollary 1.5.5 If P = {x| x ≥ 0; xA ≤ 1} is an integral polytope, then the
monomial subring S = K[xw1t, . . . , xwrt] is Gorenstein if and only if a(S) =
−(|ℓi|+ 1) for i = 1, . . . , p.
Proof. Notice that if P is integral, then ℓi has entries in {0, 1} for 1 ≤
i ≤ p and consequently di = 1 for 1 ≤ i ≤ p. Thus the result follows from
Theorems 1.5.3 and 1.5.4. ✷
Problem 1.5.6 If A is the incidence matrix of a connected graph and the
system x ≥ 0; xA ≤ 1 has the integer rounding property, then the subring
S = K[xw1t, . . . , xwrt] is Gorenstein if and only if −a(S) = 1/di + |ℓi| for
i = 1, . . . , p.
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Note that the answer to this problem is positive if A is the incidence matrix
of a bipartite graph because in this case P is an integral polytope and we may
apply Corollary 1.5.5. If A is the incidence matrix of a graph, then it is seen
that di = 1 or di = 1/2 for each i.
Monomial subrings of cliques of perfect graphs Let S be a set of
vertices of a graph G, the induced subgraph 〈S〉 is the maximal subgraph
of G with vertex set S. A clique of a graph G is a subset of the set of
vertices that induces a complete subgraph. Let G be a graph with vertex set
X = {x1, . . . , xn}. A colouring of the vertices of G is an assignment of colours
to the vertices of G in such a way that adjacent vertices have distinct colours.
The chromatic number of G is the minimal number of colours in a colouring of
G. A graph is perfect if for every induced subgraph H , the chromatic number
of H equals the size of the largest complete subgraph of H . Let S be a subset
of the vertices of G. The set S is called independent if no two vertices of S
are adjacent.
For use below we consider the empty set as a clique whose vertex set is
empty. The support of a monomial xa is given by supp(xa) = {xi | ai > 0}.
Note that supp(xa) = ∅ if and only if a = 0.
Theorem 1.5.7 Let G be a perfect graph and let S = K[xω1t, . . . , xωrt] be
the subring generated by all square-free monomials xat such that supp(xa) is a
clique of G. Then the canonical module of S is given by
ωS =
({
xatb
∣∣ (a, b)( −a1 · · · −am e1 · · · en
1 · · · 1 0 · · · 0
)
≥ 1
})
,
where a1, . . . , am are the characteristic vectors of the maximal independent sets
of G, and the a-invariant of S is equal to −(maxi{|ai|}+ 1).
Proof. Let v1, . . . , vq be the set of characteristic vectors of the maximal cliques
of G. Note that w1, . . . , wr is the set of all α ∈ N
n such that α ≤ vi for some
i. Since G is a perfect graph, by [60, Theorem 16.14] we have the equality
P = {x|x ≥ 0; xA ≤ 1} = conv(a0, a1, . . . , ap),
where a0 = 0 and a1, . . . , ap are the characteristic vectors of the independent
sets of G. We may assume that a1, . . . , am correspond to the maximal in-
dependent sets of G. Furthermore, since P has only integral vertices, by a
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result of Lova´sz [62] the system x ≥ 0; xA ≤ 1 is totally dual integral, i.e., the
minimum in the LP-duality equation
max{〈α, x〉| x ≥ 0; xA ≤ 1} = min{〈y, 1〉| y ≥ 0;Ay ≥ α} (1.27)
has an integral optimum solution y for each integral vector α with finite min-
imum. In particular the system x ≥ 0; xA ≤ 1 satisfies the integer rounding
property. Therefore the result follows readily from Theorem 1.5.2. ✷
Proposition 1.5.8 Let G be a perfect graph, let w1, . . . , wr be the incidence
vectors of the cliques of G, and let a1, . . . , am be the incidence vectors of the
maximal independent sets of G. Then the set
Γ = {(−a1, 1), . . . , (−am, 1), e1, . . . , en}
is a Hilbert basis of (R+B)
∗, where B = {(w1, 1), . . . , (wr, 1)}.
Proof. The incidence vector of ∅ is set to be equal to zero. As G is perfect
we have
conv(w1, . . . , wr) = {x| x ≥ 0; x(a1 · · · am) ≤ 1}.
Therefore it is seen that
R+(w1, 1) + · · ·+ R+(wr, 1) = H
+
e1 ∩ · · · ∩H
+
en ∩ R+(−a1, 1) ∩ · · ·R+(−am, 1).
Thus by duality we obtain that (R+B)
∗ = R+Γ. Using that the system x ≥ 0;
x(a1, . . . , am) ≤ 1 is TDI it follows that Z
n ∩ R+Γ = NΓ, i.e., Γ is a Hilbert
basis, as required. ✷
For use below recall that a graph G is called unmixed if all maximal inde-
pendent sets of G have the same cardinality. Unmixed bipartite graphs have
been nicely characterized in [68, 90].
Corollary 1.5.9 Let G be a connected bipartite graph and let I = I(G) be its
edge ideal. Then the extended Rees algebra R[It, t−1] is a Gorenstein standard
K-algebra if and only if G is unmixed.
Proof. Let ωS be the canonical module of S = R[It, t
−1]. Recall that S
is Gorenstein if and only if ωS is a principal ideal [10]. Since G is a perfect
graph, the result follows using Lemma 1.3.1 together with the description of
the canonical module given in Theorem 1.5.7. ✷
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Subrings associated to the system xA ≤ 1
Let A be a matrix with entries in N such that the system xA ≤ 1 has integer
rounding property. As before we assume that the rows and columns of A are
different from zero and that v1, . . . , vq are the columns of A. In what follows
we assume that |vi| = d for all i.
The following lemma is not hard to show.
Lemma 1.5.10 If |vi| = d for all i. Then there are isomorphisms
K[xv1t, . . . , xvq t, t] ≃ K[xv1t, . . . , xvq t][T ] and K[xv1t, . . . , xvq t] ≃ K[xv1 , . . . , xvq ]
induced by xvit 7→ xvit, t 7→ T and xvit 7→ xvi respectively, where T is a new
variable.
Let S be a homogeneous monomial subring and let PS be its toric ideal.
Recall that S is called a complete intersection if PS is a complete intersection,
i.e., PS can be generated by ht(PS) binomials, where ht(PS) is the height of
PS. Let c be a cycle of a graph G. A chord of c is any edge of G joining two
non adjacent vertices of c. A cycle without chords is called primitive.
Proposition 1.5.11 Let G be a connected graph with n vertices and q edges
and let A be its incidence matrix. If the system xA ≤ 1 has the integer
rounding property, then K[xv1t, . . . , xvq t, t] is a complete intersection if and
only if G is bipartite and the number of primitive cycles of G is equal to
q − n + 1.
Proof. ⇒) By Corollary 1.2.21 the graph G is bipartite. From Lemma 1.5.10
it follows that K[xv1t, . . . , xvq t, t] is a complete intersection if and only if
K[G] = K[xv1 , . . . , xvq ] is a complete intersection. Therefore by [72] we get
that K[G] is a complete intersection if and only if the number of primitive
cycles of G is equal to q − n + 1.
⇐) By [72] the ringK[G] is a complete intersection. HenceK[xv1t, . . . , xvq t, t]
is a complete intersection by Lemma 1.5.10. ✷
Chapter 2
Algebraic and Combinatorial
Properties of Ideals and
Algebras of Uniform Clutters of
TDI Systems
Let C be a uniform clutter, i.e., all the edges of C have the same number of
elements, and let A be the incidence matrix of C. We denote the column
vectors of A by v1, . . . , vq. The vertex covering number of C, denoted by
α0(C), is the smallest number of vertices in any minimal vertex cover of C.
The clutter obtained from C by deleting a vertex xi and removing all edges
containing xi is denoted by C \ {xi}. A clutter C is called vertex critical if
α0(C \ {xi}) < α0(C) for all i. Under certain conditions we prove that C is
vertex critical. If C satisfies the max-flow min-cut property, we prove that
A diagonalizes over Z to an identity matrix and that v1, . . . , vq is an integral
Hilbert basis. We also show that if C has a perfect matching such that C has
the packing property and α0(C) = 2, then A diagonalizes over Z to an identity
matrix. If A is a balanced matrix we prove that any regular triangulation of
the cone generated by v1, . . . , vq is unimodular. Some examples are presented
to show that our results only hold for uniform clutters. These results are
closely related to certain algebraic properties, such as the normality or torsion
freeness, of blowup algebras of edge ideals and to finitely generated abelian
groups. They are also related to the theory of Gro¨bner bases of toric ideals
and to Ehrhart rings.
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Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let I be an
ideal of R of height g minimally generated by a finite set
F = {xv1 , . . . , xvq}
of square-free monomials. As usual we use the notation xa := xa11 · · ·x
an
n , where
a = (a1, . . . , an) ∈ N
n. The support of xa is given by supp(xa) = {xi | ai > 0}.
For technical reasons we shall assume that each variable xi occurs in at least
one monomial of F .
A clutter (C) with finite vertex set X is a family of subsets of X , called
edges, none of which is included in another. The set of vertices and edges of C
are denoted by X = V (C) and E(C) respectively. Clutters are special types of
hypergraphs and are sometimes called Sperner families in the literature. One
example of a clutter is a graph with the vertices and edges defined in the usual
way for graphs. For a thorough study of clutters and hypergraphs from the
point of view of combinatorial optimization see [16, 71].
We associate to the ideal I a clutter C by taking the set of indeterminates
X = {x1, . . . , xn} as vertex set and E = {f1, . . . , fq} as edge set, where fk
is the support of xvk . The assignment I 7→ C gives a natural one to one
correspondence between the family of square-free monomial ideals and the
family of clutters. The ideal I is called the edge ideal of C. To stress the
relationship between I and C we will use the notation I = I(C). The {0, 1}-
vector vk is the so called characteristic vector or incidence vector of fk, i.e.,
vk =
∑
xi∈fk
ei, where ei is the ith unit vector. We shall always assume that C
has no isolated vertices, i.e., each vertex xi occurs in at least one edge of C.
Let A be the incidence matrix of C whose column vectors are v1, . . . , vq.
The set covering polyhedron of C is given by:
Q(A) = {x ∈ Rn| x ≥ 0; xA ≥ 1},
where 1 = (1, . . . , 1). A subset C ⊂ X is called a minimal vertex cover of C if:
(i) every edge of C contains at least one vertex of C, and (ii) there is no proper
subset of C with the first property. The map C 7→
∑
xi∈C
ei gives a bijection
between the minimal vertex covers of C and the integral vectors of Q(A). A
polyhedron is called an integral polyhedron if it has only integral vertices. A
clutter is called d-uniform or uniform if all its edges have exactly d vertices.
We begin in Section 2.1 by introducing various combinatorial properties of
clutters. We then give a simple combinatorial proof of the following result of
[42]:
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Proposition 2.1.2 If C is a d-uniform clutter whose set covering polyhedron
Q(A) is integral, then there are X1, . . . , Xd mutually disjoint minimal vertex
covers of C such that X = ∪di=1Xi. In particular |supp(x
vi) ∩Xk| = 1 for all
i, k.
The original proof of this result was algebraic. It was based on the fact that
the radical of the ideal IR[It] can be expressed in terms of the minimal primes
of I, where R[It] is the Rees algebra of I (see Section 2.2). Example 2.1.3
shows that this result fails if we drop the uniformity hypothesis. For use
below we denote the smallest number of vertices in any minimal vertex cover
of C by α0(C). A set of pairwise disjoint edges of C is called independent or
a matching and a set of independent edges of C whose union is X is called a
perfect matching . We then prove:
Proposition 2.1.6 Let C be a d-uniform clutter with a perfect matching such
that Q(A) is integral. Then C is vertex critical.
A simple example is shown to see that this result fails for non uniform
clutters with integral set covering polyhedron (Remark 2.1.7).
In Section 2.2 we introduce Rees algebras, Ehrhart rings, and edge subrings.
Certain algebraic properties of these graded algebras such as the normality
and torsion–freeness are related to combinatorial optimization properties of
clutters such as the max-flow min-cut property (see Definition 2.2.3) and the
integrality of Q(A) [42, 45]. This relation between algebra and combinatorics
will be quite useful here. In Theorems 2.2.2, 2.2.4, and Proposition 2.2.5 we
summarize the algebro-combinatorial facts needed to show the main result of
Section 2.2:
Theorem 2.2.6 If C is a uniform clutter with the max-flow min-cut property,
then
(a) ∆r(A) = 1, where r = rank(A).
(b) NA = R+A ∩ Z
n, where A = {v1, . . . , vq}.
Here ∆r(A) denotes the greatest common divisor of all the nonzero r × r
sub-determinants of A, NA denotes the semigroup generated by A, and R+A
denotes the cone generated by A. Condition (b) means that A is a Hilbert
basis for R+A. As interesting consequences we obtain that if C is a d-uniform
clutter with the max-flow min-cut property, then A diagonalizes over Z—using
row and column operations—to an identity matrix (see Corollary 2.2.8) and
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C has a perfect matching if and only if n = dα0(C) (see Corollary 2.2.10). In
Example 2.2.7 we show that the uniformity hypothesis is essential in the two
statements of Theorem 2.2.6.
Section 2.3 deals with the diagonalization problem (see Conjecture 2.2.16)
for clutters with the packing property (see Definition 2.2.11). The following
is one of the main results of this section. It gives some support to Conjec-
ture 2.2.16.
Theorem 2.3.1 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If A has rank r, then
∆r
(
A
1
)
= 1.
As an application we obtain the next result which gives some support to a
Conjecture of Conforti and Cornue´jols [15] (see Conjecture 2.2.14).
Corollary 2.3.3 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If v1, . . . , vq are linearly inde-
pendent, then C has the max-flow min-cut property.
All clutters of Section 2.3 satisfy the hypotheses of Theorem 2.3.4. We call
this type of clutter 2-partitionable (see Example 2.3.5). They occur naturally
in the theory of blockers of unmixed bipartite graphs (see Corollary 2.3.6).
The other main result of Section 2.3 is about some of the properties of this
family of clutters:
Theorem 2.3.4. Let C be a d-uniform clutter with a partition X1, . . . , Xd of
X such that Xi is a minimal vertex cover of C and |Xi| = 2 for all i. Then (a)
rank(A) ≤ d + 1. (b) If C is a minimal vertex cover of C, then 2 ≤ |C| ≤ d.
(c) If C satisfies the Ko¨nig property and there is a minimal vertex cover C of
C with |C| = d ≥ 3, then rank(A) = d + 1. (d) If I = I(C) is minimally
non-normal and C satisfies the packing property, then rank(A) = d+ 1.
Regular and unimodular triangulations are introduced in Section 2.4. There
is a relationship between the Gro¨bner bases of the toric ideal of K[F ] and the
triangulations of A, which has many interesting applications. We make use
of the theory of Gro¨bner bases and convex polytopes, which was created and
developed by Sturmfels [77], to prove the following main result of Section 2.4:
Theorem 2.4.6 Let A be a balanced matrix with distinct column vectors
v1, . . . , vq. If |vi| = d for all i, then any regular triangulation of the cone
R+{v1, . . . , vq} is unimodular.
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Here |vi| denotes the sum of the entries of the vector vi. Recall that a
matrix A with entries in {0, 1} is called balanced if A has no square submatrix
of odd size with exactly two 1’s in each row and column. If we do not require
the uniformity condition |vi| = d for all i this result is false, as is seen in
Example 2.4.7. What makes this result surprising is the fact that not all
balanced matrices are unimodular (see Example 2.4.7). This result gives some
support to Conjecture 2.4.3: If C is a uniform clutter that satisfies the max-
flow min-cut property, then the rational polyhedral cone R+{v1, . . . , vq} has a
unimodular regular triangulation.
Throughout the chapter we introduce most of the notions that are relevant
for our purposes. For unexplained terminology and notation we refer to [71]
(for the theory of combinatorial optimization) and [10, 84] (for the theory of
blowup algebras and integral closures). See [65] for additional information
about commutative rings and ideals.
2.1 Structure of ideals of uniform clutters
We continue to use the notation and definitions used in the introduction. In
what follows C denotes a d-uniform clutter with vertex set X = {x1, . . . , xn},
edge set E(C), edge ideal I = I(C), and incidence matrix A. The column
vectors of A are denoted by v1, . . . , vq and the edge ideal of C is given by
I = (xv1 , . . . , xvq).
In this section we study the structure of uniform clutters whose set covering
polyhedron is integral. Examples of this type of clutter include bipartite graphs
and uniform clutters with the max-flow min-cut property. A clutter whose set
covering polyhedron is integral is called ideal in the literature [16]. We denote
the smallest number of vertices in any minimal vertex cover of C by α0(C)
and the maximum number of independent edges of C by β1(C). These two
numbers are called the vertex covering number and the edge independence
number respectively. Notice that in general β1(C) ≤ α0(C). If equality occurs
we say that C has the Ko¨nig property.
Recall that p is a minimal prime of I = I(C) if and only if p = (C) for
some minimal vertex cover C of C [87, Proposition 6.1.16]. Thus the primary
decomposition of the edge ideal of C is given by
I(C) = (C1) ∩ (C2) ∩ · · · ∩ (Cs),
where C1, . . . , Cs are the minimal vertex covers of C and (Ci) denotes the
60 Algebraic and combinatorial properties of ideals and algebras
prime ideal of R generated by Ci. In particular observe that ht I(C), the
height of I(C), equals the number of vertices in a minimum vertex cover of
C, i.e., ht I(C) = α0(C). This is a hint of the rich interaction between the
combinatorics of C and the algebra of I(C).
The next result was shown in [42] using commutative algebra methods.
Here we give a simple combinatorial proof.
Lemma 2.1.1 ([42]) If C is a d-uniform clutter such that Q(A) is integral,
then there exists a minimal vertex cover of C intersecting every edge of C in
exactly one vertex.
Proof. Let B be the integral matrix whose columns are the vertices of Q(A).
It is not hard to show that a vector α ∈ Rn is an integral vertex of Q(A) if
and only if α =
∑
xi∈C
ei for some minimal vertex cover C of C. Thus the
columns of B are the characteristic vectors of the minimal vertex covers of C.
Using [16, Theorem 1.17] we get that
Q(B) = {x| x ≥ 0; xB ≥ 1}
is an integral polyhedron whose vertices are the columns of A. Therefore we
have the equality
Q(B) = Rn+ + conv(v1, . . . , vq). (2.1)
We proceed by contradiction. Assume that for each column uk of B there
exists a vector vik in {v1, . . . , vq} such that 〈vik , uk〉 ≥ 2. Then
vikB ≥ 1+ ek.
Consider the vector α = vi1 + · · ·+ vis, where s is the number of columns of
B. From the inequality
αB ≥ (1+ e1) + · · ·+ (1+ es) = (s+ 1, . . . , s+ 1)
we obtain that α/(s+ 1) ∈ Q(B). Thus, using Eq. (2.1), we can write
α/(s+1) = µ1e1+· · ·+µnen+λ1v1+· · ·+λqvq (µi, λj ≥ 0;
∑
λi = 1). (2.2)
Therefore taking inner products with 1 in Eq. (2.2) and using the fact that C is
d-uniform we get that |α| ≥ (s+1)d. Then using the equality α = vi1+· · ·+vis
we conclude
sd = |vi1 |+ · · ·+ |vis | = |α| ≥ (s+ 1)d,
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a contradiction because d ≥ 1. ✷
A graph G is called strongly perfect if every induced subgraph H of G has a
maximal independent set of vertices F such that |F ∩K| = 1 for any maximal
clique K of H . Bipartite and chordal graphs are strongly perfect. If A is
the vertex-clique matrix of G, then G being strongly perfect implies that the
clique polytope of G, {x| x ≥ 0; xA ≤ 1}, has a vertex that intersects every
maximal clique. In this sense, uniform clutters such that Q(A) is integral can
be thought of as being analogous to strongly perfect graphs.
The notion of a minor plays a prominent role in combinatorial optimization
[16]. Recall that a proper ideal I ′ of R is called a minor of I = I(C) if there
is a subset
X ′ = {xi1 , . . . , xir , xj1, . . . , xjs}
of the set of variables X such that I ′ is obtained from I by making xik = 0 and
xjℓ = 1 for all k, ℓ. Notice that a set of generators x
v′1 , . . . , xv
′
q of I ′ is obtained
from a set of generators xv1 , . . . , xvq of I by making xik = 0 and xjℓ = 1 for
all k, ℓ. The ideal I is considered itself a minor. A clutter C′ is called a minor
of C if C′ corresponds to a minor I ′ of I under the correspondence between
square-free monomial ideals and clutters. This terminology is consistent with
that of [16, p. 23]. Also notice that C′ is obtained from I ′ by considering the
unique set of square-free monomials of R that minimally generate I ′. The
clutter C \ {xi} corresponds to the ideal I
′ obtained from I by making xi = 0,
i.e., C \ {xi} is a special type of a minor which is called a deletion.
The notion of a minor of a clutter is not a generalization of the notion of
a minor of a graph in the sense of graph theory [71, p. 25]. For instance if G
is a cycle of length four and we contract an edge we obtain that a triangle is
a minor of G, but a triangle cannot be a minor of G in our sense.
Proposition 2.1.2 If C is a d-uniform clutter whose set covering polyhedron
Q(A) is integral, then there are X1, . . . , Xd mutually disjoint minimal vertex
covers of C such that X = ∪di=1Xi.
Proof. By induction on d. If d = 1, then E(C) = {{x1}, . . . , {xn}} and
X is a minimal vertex cover of C. In this case we set X1 = X . Assume
d ≥ 2. By Lemma 2.1.1 there is a minimal vertex cover X1 of C such that
|supp(xvi)∩X1| = 1 for all i. Consider the ideal I
′ obtained from I by making
xi = 1 for xi ∈ X1. Let C
′ be the clutter corresponding to I ′ and let A′ be the
incidence matrix of C′. The ideal I ′ (resp. the clutter C′) is a minor of I (resp.
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C). Recall that the integrality of Q(A) is preserved under taking minors [71,
Theorem 78.2], so Q(A′) is integral. Then C′ is a (d−1)-uniform clutter whose
set covering polyhedronQ(A′) is integral. Note that V (C′) = X\X1. Therefore
by induction hypothesis there are X2, . . . , Xd pairwise disjoint minimal vertex
covers of C′ such that X \X1 = X2 ∪ · · · ∪Xd. To complete the proof observe
that X2, . . . , Xd are minimal vertex covers of C. Indeed if e is an edge of C
and 2 ≤ k ≤ d, then e ∩X1 = {xi} for some i. Since e \ {xi} is an edge of C
′,
we get (e \ {xi}) ∩ Xk 6= ∅. Hence Xk is a vertex cover of C. Furthermore if
x ∈ Xk, then by the minimality of Xk relative to C
′ there is an edge e′ of C′
disjoint from Xk \ {x}. Since e = e
′ ∪ {y} is an edge of C for some y ∈ X1, we
obtain that e is an edge of C disjoint from Xk \{x}. Therefore Xk is a minimal
vertex cover of C, as required. ✷
Example 2.1.3 Consider the clutter C with vertex set X = {x1, . . . , x9}
whose edges are
f1 = {x1, x2}, f2 = {x3, x4, x5, x6}, f3 = {x7, x8, x9},
f4 = {x1, x3}, f5 = {x2, x4}, f6 = {x5, x7}, f7 = {x6, x8}.
In this example Q(A) is integral because the incidence matrix of C is a balanced
matrix. However |C ∩ fi| ≥ 2 for any minimal vertex cover C and for some i.
Thus the uniformity hypothesis is essential in Proposition 2.1.2. This clutter
can be represented as:
2 4 5 7
9
8631
Definition 2.1.4 Let X1, . . . , Xd be a partition of X . The matroid whose
collection of bases is
B = {{y1, . . . , yd}| yi ∈ Xi for i = 1, . . . , d}.
is called the transversal matroid defined by X1, . . . , Xd and is denoted byM..
Recall that the set covering polyhedron of the clutter of bases of any
transversal matroid is integral [42, p. 92]. The next result generalizes the
fact that any bipartite graph is a subgraph of a complete bipartite graph.
2.1 Structure of ideals of uniform clutters 63
Corollary 2.1.5 If C is a d-uniform clutter and Q(A) is integral, then there
is a partition X1, . . . , Xd of X such that C is a subclutter of the clutter of bases
of the transversal matroid M defined by X1, . . . , Xd.
The notion of a vertex critical clutter is the natural generalization of the
corresponding notion for graph [50]. The family of vertex critical graphs has
many nice properties, for instance if G is a vertex critical graph with n vertices,
then α0(G) ≥ n/2 (see [43, Theorem 3.11]). If a clutter C is vertex critical,
then α0(C) = α0(C \ {xi}) + 1 for all i.
Proposition 2.1.6 Let C be a d-uniform clutter with a perfect matching such
that Q(A) is integral. Then C is vertex critical.
Proof. First, we claim that n = gd, where g = α0(C) = ht I(C). By Propo-
sition 2.1.2 there are X1, . . . , Xd mutually disjoint minimal vertex covers of C
such that X = ∪di=1Xi. First we show that n ≥ gd. Notice that
n = |X| =
d∑
i=1
|Xi| ≥
d∑
i=1
g = dg.
Thus n ≥ gd. By hypothesis there are mutually disjoint edges f1, . . . , fr such
that X is equal to f1 ∪ · · · ∪ fr. Consequently n = rd. So n = rd ≥ gd, i.e.,
r ≥ g. On the other hand g = ht I(C) ≥ β1(C) ≥ r. Thus r = g and n = gd
as claimed. In particular C has the Ko¨nig property. We now prove that C is
vertex critical. Notice that
n = gd = |X1|+ · · ·+ |Xd|.
As |Xi| ≥ g for all i, we get |Xi| = g for all i. It follows rapidly that C is
vertex critical. Indeed notice that each vertex xi belongs to a minimal vertex
cover Ci of C with g vertices. The set Ci \ {xi} is a vertex cover of C \ {xi} of
size g − 1. Hence α0(C \ {xi}) < α0(C). ✷
Remark 2.1.7 Consider the clutter C of Example 2.1.3. This clutter has a
perfect matching and Q(A) is integral, but it is not vertex critical because
α0(C \ {x9}) = α0(C) = 4. Thus the uniformity condition is essential in
Proposition 2.1.6.
From the proof of Proposition 2.1.6 we get:
Proposition 2.1.8 Let C be a d-uniform clutter with a perfect matching f1, . . . , fr.
If Q(A) is integral, then r = α0(C) and there are X1, . . . , Xd mutually disjoint
minimal vertex covers of C of size α0(C) such that X = ∪
d
i=1Xi.
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2.2 Algebras and TDI systems of clutters
As before let R = K[x1, . . . , xn] be a polynomial ring over a field K and let
C be a clutter with vertex set X = {x1, . . . , xn}, edge set E(C), edge ideal
I = I(C), and incidence matrix A. The column vectors of A are denoted by
v1, . . . , vq. Thus the edge ideal of C is the ideal of R generated by the set
F = {xv1 , . . . , xvq}.
First we examine the interaction between combinatorial optimization prop-
erties of clutters and algebraic properties of monomial algebras. Themonomial
algebras considered here are: (a) the Rees algebra
R[It] := R⊕ It⊕ · · · ⊕ I iti ⊕ · · · ⊂ R[t],
where t is a new variable, (b) the homogeneous monomial subring
K[Ft] = K[xv1t, . . . , xvq t] ⊂ R[t]
spanned by Ft = {xv1t, . . . , xvq t}, (c) the edge subring
K[F ] = K[xv1 , . . . , xvq ] ⊂ R
spanned by F , and (d) the Ehrhart ring
A(P ) = K[{xati| a ∈ Zn ∩ iP ; i ∈ N}] ⊂ R[t]
of the lattice polytope P = conv(v1, . . . , vq).
The Rees algebra of the edge ideal I can be written as
R[It] = K[{xatb| (a, b) ∈ NA′}]
whereA′ = {(v1, 1), . . . , (vq, 1), e1, . . . , en}, ei is the ith unit vector in R
n+1, and
NA′ is the subsemigroup of Nn+1 spanned by A′. According to [87, Theorem
7.2.28] the integral closure of R[It] in its field of fractions can be expressed as
R[It] = K[{xatb| (a, b) ∈ ZA′ ∩ R+A
′}]
where R+A
′ is the cone spanned by A′ and ZA′ is the subgroup spanned by
A′. The cone R+A
′ is called the Rees cone of I. The Rees algebra of I is
called normal if R[It] = R[It]. Notice that ZA′ = Zn+1. Hence we obtain the
following well known fact:
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Lemma 2.2.1 R[It] is normal if and only if NA′ = Zn+1 ∩ R+A
′.
The Rees cone of I has dimension n + 1 because ZA′ = Zn+1. According
to [93, Theorem 4.1.1] there is a unique irreducible representation
R+A
′ = H+e1 ∩H
+
e2 ∩ · · · ∩H
+
en+1 ∩H
+
ℓ1
∩H+ℓ2 ∩ · · · ∩H
+
ℓr
such that each ℓk is in Z
n+1, the non-zero entries of each ℓk are relatively prime,
and none of the closed halfspaces H+e1, . . . , H
+
en+1, H
+
ℓ1
, . . . , H+ℓr can be omitted
from the intersection. Here H+a denotes the closed halfspace
H+a = {x ∈ R
n+1| 〈x, a〉 ≥ 0},
Ha stands for the hyperplane through the origin with normal vector a, and
〈 , 〉 denotes the standard inner product. Irreducible representations of Rees
cones were first introduced and studied in [29]. There are some interesting
links between these representations, edge ideals [42], perfect graphs [91], and
bases monomial ideals of matroids or polymatroids [92].
The Rees cone of I and the set covering polyhedron of C are closely related:
Theorem 2.2.2 [45, Corollary 3.13] Let C1, . . . , Cs be the minimal vertex cov-
ers of a clutter C and let uk =
∑
xi∈Ck
ei for 1 ≤ k ≤ s. Then Q(A) is integral
if and only if the irreducible representation of the Rees cone is:
R+A
′ = H+e1 ∩H
+
e2 ∩ · · · ∩H
+
en+1 ∩H
+
ℓ1
∩H+ℓ2 ∩ · · · ∩H
+
ℓs
, (2.3)
where ℓk = (uk,−1) for 1 ≤ k ≤ s.
Definition 2.2.3 The clutter C satisfies themax-flow min-cut (MFMC) prop-
erty if both sides of the LP-duality equation
min{〈α, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ α} (2.4)
have integral optimum solutions x and y for each non-negative integral vector
α. The system xA ≥ 1; x ≥ 0 is called totally dual integral (TDI) if the
maximum has an integral optimum solution y for each integral vector α with
finite maximum.
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Recall that the ith symbolic power of I is given by
I(i) = S−1I i ∩ R for i ≥ 1,
where S = R \∪sk=1pi and S
−1I i is the localization of I i at S. In our situation
the ith symbolic power of I has a simple expression: I(i) = pi1 ∩ · · · ∩ p
i
s, see
[87].
Theorem 2.2.4 ([29, 42, 45, 57, 71]) The following statements are equivalent :
(i) The associated graded ring grI(R) = R[It]/IR[It] is reduced.
(ii) R[It] is normal and Q(A) is an integral polyhedron.
(iii) I i = I(i) for i ≥ 1, where I(i) is the ith symbolic power of I.
(iv) C has the max-flow min-cut property.
(v) x ≥ 0; xA ≥ 1 is a TDI system.
Notation For an integral matrix B 6= (0), the greatest common divisor of all
the nonzero r × r sub-determinants of B will be denoted by ∆r(B).
Proposition 2.2.5 Let C be a clutter and let B be the matrix with column
vectors (v1, 1), . . . , (vq, 1). The following statements hold:
(i) [42, Proposition 4.4] If C is uniform, then C has the max-flow min-cut
property if and only if Q(A) is integral and K[Ft] = A(P ).
(ii) [28, Theorem 3.9] ∆r(B) = 1 if and only if K[Ft] = A(P ), where r is the
rank of B.
We come to the main result of this section.
Theorem 2.2.6 If C is a uniform clutter with the max-flow min-cut property,
then
(a) ∆r(A) = 1, where r = rank(A).
(b) NA = R+A ∩ Z
n, where A = {v1, . . . , vq}.
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Proof. (a) Let A˜ be the matrix with column vectors (v1, 0), . . . , (vq, 0). We
need only show that ∆r(A˜) = 1 because A and A˜ have the same rank and
∆r(A) = ∆r(A˜). Let B be the matrix with column vectors (v1, 1), . . . , (vq, 1).
Since the clutter C is uniform, the last row vector of B, i.e., the vector 1 =
(1, . . . , 1), is a Q-linear combination of the first n rows of B. Thus A˜ and B
have the same rank. By Proposition 2.2.5(i) we obtain K[Ft] = A(P ). In
particular, taking integral closures, one has K[Ft] = A(P ) because A(P ) is
always a normal domain. Hence by Proposition 2.2.5(ii) we have ∆r(B) = 1.
Recall that ∆r(A˜) = 1 if and only if A˜ is equivalent over Z to an identity
matrix. In other words ∆r(A˜) = 1 if and only if all the invariant factors of
A˜ are equal to 1. Thus it suffices to prove that B is equivalent to A˜ over Z.
Notice that in general B and A˜ are not equivalent over Z (for instance if C is a
cycle of length three, then A˜ and B have rank 3, ∆3(A˜) = 2 and ∆3(B) = 1).
By Proposition 2.1.2, there are X1, . . . , Xd mutually disjoint minimal vertex
covers of C such that X = ∪di=1Xi and
|supp(xvi) ∩Xk| = 1 ∀ i, k. (2.5)
By permuting the variables we may assume that X1 is equal to {x1, . . . , xr}.
Hence the last row of B, which is the vector 1, is the sum of the first |X1| rows
of B, i.e., the matrix B is equivalent to A˜ over Z.
(b) It suffices to prove the inclusion R+A∩Z
n ⊂ NA. Let a be an integral
vector in R+A. Then a = λ1v1+ · · ·+λqvq, λi ≥ 0 for all i. Set b =
∑
i λi and
denote the ceiling of b by ⌈b⌉. Recall that ⌈b⌉ = b if b ∈ N and ⌈b⌉ = ⌊b⌋ + 1
if b 6∈ N, where ⌊b⌋ is the integer part of b. Then |a| = bd. We claim that
(a, ⌈b⌉) belongs to R+A
′, where A′ is the set {e1, . . . , en, (v1, 1), . . . , (vq, 1)}.
Let C1, . . . , Cs be the minimal vertex covers of C and let ui be the incidence
vector of Ci for 1 ≤ i ≤ s. Since Q(A) is integral, by Theorem 2.2.2, we can
write
R+A
′ = H+e1 ∩H
+
e2 ∩ · · · ∩H
+
en+1 ∩H
+
ℓ1
∩H+ℓ2 ∩ · · · ∩H
+
ℓs
, (2.6)
where ℓi = (ui,−1) for 1 ≤ i ≤ s. Notice that (a, b) ∈ R+A
′, thus using
Eq. (2.6) we get that 〈a, ui〉 ≥ b for all i. Hence 〈a, ui〉 ≥ ⌈b⌉ for all i because
〈a, ui〉 is an integer for all i. Using Eq. (2.6) again we get that (a, ⌈b⌉) ∈ R+A
′,
as claimed. By Theorem 2.2.4 the Rees ring R[It] is normal. Consequently
applying Lemma 2.2.1, we obtain that (a, ⌈b⌉) ∈ NA′. There are non-negative
integers η1, . . . , ηq and ρ1, . . . , ρn such that
(a, ⌈b⌉) = η1(v1, 1) + · · ·+ ηq(vq, 1) + ρ1e1 + · · ·+ ρnen.
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Hence it is seen that |a| = ⌈b⌉d +
∑
i ρi = bd. Consequently ρi = 0 for all i
and b = ⌈b⌉. It follows at once that a ∈ NA as required. ✷
The next example shows that the uniformity hypothesis is essential in the
two statements of Theorem 2.2.6.
Example 2.2.7 Consider the clutter C whose incidence matrix is
1 0 0 1
0 1 0 1
0 0 1 1
0 1 1 0
1 0 1 0
 .
Let v1, v2, v3, v4 be the columns of A. This clutter is not uniform, satisfies max-
flow min-cut, A is not equivalent over Z to an identity matrix, and {v1, . . . , v4}
is not a Hilbert basis for the cone it generates. This clutter can be represented
as:
4 2
3
5 1
Corollary 2.2.8 If C is a uniform clutter with the max-flow min-cut property,
then its incidence matrix diagonalizes over Z to an identity matrix.
Proof. By Theorem 2.2.6 one has ∆r(A) = 1, where r is the rank of A. Thus
the invariant factors of A are all equal to 1 (see [59, Theorem 3.9]), i.e., the
Smith normal form of A is an identity matrix. ✷
Corollary 2.2.9 Let C be a uniform clutter. Then the following are equiva-
lent:
(i) C has the max-flow min-cut property.
(ii) Q(A) is an integral polyhedron and NA = R+A ∩ Z
n, where A =
{v1, . . . , vq}.
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Proof. By Theorems 2.2.4 and 2.2.6 we obtain that (i) implies (ii). Next
we prove that (ii) implies (i). By Proposition 2.2.5(i) it suffices to prove that
K[Ft] = A(P ). Clearly K[Ft] ⊂ A(P ). To show the other inclusion take
xatb ∈ A(P ), i.e., a ∈ bP ∩ Zn. Then from the equality NA = R+A ∩ Z
n it is
seen that a = η1v1 + · · ·+ ηqvq for some ηi’s in N such that
∑
i ηi = b. Thus
xatb ∈ K[Ft], as required. ✷
Corollary 2.2.10 Let C be a d-uniform clutter with n vertices. If C has the
max-flow min-cut property, then C has a perfect matching if and only if n =
dα0(C).
Proof. ⇒) As Q(A) is integral and C has a perfect matching, from the proof
of Proposition 2.1.6 we obtain the equality n = dα0(C).
⇐) We set g = α0(C). Let u1, . . . , us be the characteristic vectors of the
minimal vertex covers of C and let B be the matrix with column vectors
u1, . . . , us. Then 〈1, ui〉 ≥ g for all i because any minimal vertex cover of
C has at least g vertices. Thus the vector 1/g belongs to the polyhedron
Q(B) = {x|x ≥ 0; xB ≥ 1}. As Q(A) is integral, by [16, Theorem 1.17] we
get that Q(B) is an integral polyhedron. Consequently
Q(B) = Rn+ + conv(v1, . . . , vq),
where A = {v1, . . . , vq} is the set of column vectors of the incidence matrix of
C. Therefore since the rational vector 1/g is in Q(B) we can write
1/g = δ + µ1v1 + · · ·+ µqvq (δ ∈ R
n
+; µi ≥ 0; µ1 + · · ·+ µq = 1).
Hence n/g = |δ| + (
∑q
i=1 µi)d = |δ|+ d. Since n = dg, we obtain that δ = 0.
Thus the vector 1 is in R+A ∩ Z
n. By Theorem 2.2.6(b) this intersection is
equal to NA. Then we can write 1 = η1v1 + · · ·+ ηqvq, for some η1, . . . , ηq in
N. Hence it is readily seen that C has a perfect matching. ✷
Packing problems of clutters occur in many contexts of combinatorial op-
timization [16, 71], especially where the question of whether a linear program
and its dual have integral optimum solutions is fundamental.
Definition 2.2.11 A clutter C satisfies the packing property if all its minors
satisfy the Ko¨nig property, i.e., α0(C
′) = β1(C
′) for any minor C′ of C.
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To study linear algebra properties and ring theoretical properties of uni-
form clutters with the packing property we need the following result. This
interesting result of Lehman is essential in the proofs of Theorem 2.3.1 and
Corollary 2.3.2 because it allows the use of the structure theorems presented in
Section 2.1, it also allows to state some conjectures about the packing property.
Theorem 2.2.12 (A. Lehman [61]; see [16, Theorem 1.8]) If a clutter C has
the packing property, then Q(A) is integral.
Proposition 2.2.13 ([16]) If a clutter C has the max-flow min-cut property,
then C has the packing property.
Proof. It suffices to prove that C has the Ko¨nig property because the max-flow
min-cut property is closed under taking minors. Making α = 1 in Eq. (2.4),
we get that the LP-duality equation:
min{〈1, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ 1}
has optimum integral solutions x, y. To complete the proof notice that the
left hand side of this equality is α0(C) and the right hand side is β1(C). ✷
Conforti and Cornue´jols conjecture that the converse is also true:
Conjecture 2.2.14 ([15], [16, Conjecture 1.6]) If a clutter C satisfies the pack-
ing property, then C has the max-flow min-cut property.
To the best of our knowledge this conjecture is open. For uniform clutters,
using Proposition 2.2.5 and Theorem 2.2.12, we obtain the following algebraic
version of this conjecture:
Conjecture 2.2.15 If C is a uniform clutter with the packing property, then
the homogeneous monomial ring K[Ft] equals the Erhart ring A(P ).
Conjecture 2.2.14 together with Proposition 2.2.5 suggest the following:
Conjecture 2.2.16 ([42]) If C is a uniform clutter with the packing property,
then any of the following equivalent conditions hold
(a) Zn+1/((v1, 1), . . . , (vq, 1)) is a free group.
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(b) ∆r(B) = 1, where B is the matrix with column vectors (v1, 1), . . . , (vq, 1)
and r is the rank of B.
(c) B diagonalizes over Z to an identity matrix.
(d) K[Ft] = A(P ), where A(P ) is the Ehrhart ring of P = conv(v1, . . . , vq).
This conjecture will be proved for d-uniform clutters with a perfect match-
ing and vertex covering number equal to 2 (see Theorem 2.3.1).
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Let C be a d-uniform clutter with vertex set X = {x1, . . . , xn}, let x
v1 , . . . , xvq
be the minimal set of generators of the edge ideal I = I(C), and let A be the
incidence matrix of C with column vectors v1, . . . , vq. We denote the transpose
of A by At. All clutters considered in this section have vertex covering number
equal to 2. We shall be interested in studying the relationships between the
combinatorics of C, the algebraic properties of the Ehrhart ring A(P ), the
linear algebra of the incidence matrix A, and the algebra of the edge ideal
I(C).
We begin by showing that nice combinatorial properties of C are reflected
in nice linear algebra properties of A. The following is one of the main results
of this section. It gives some support to Conjecture 2.2.16.
Theorem 2.3.1 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If A has rank r, then
∆r
(
A
1
)
= 1.
Proof. By the Lehman theorem the polyhedron Q(A) is integral (see Theo-
rem 2.2.12). Thus by Proposition 2.1.8 there is a perfect matching f1, f2 of C
with X = f1 ∪ f2 and there is a partition X1, . . . , Xd of X such that Xi is a
minimal vertex cover of C for all i, |Xi| = 2 for all i, and
|supp(xvi) ∩Xk| = 1 ∀ i, k. (2.7)
Thus we may assume that Xi = {x2i−1, x2i} for i = 1, . . . , d. Notice that
n = 2d and rank(A) ≥ 2 because X = f1 ∪ f2.
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We proceed by induction on r = rank(A). Since the sum of the first two
rows of A is equal to 1, it suffices to prove that 1 is the only invariant factor
of At or equivalently that the Smith normal form of At is the identity.
First we show the case r = 2 which is the base case for the induction
process. We may assume that v1 and v2 are the characteristic vectors of f1
and f2 respectively. The matrix A0 with rows v1, v2 is equivalent over Z to(
1 0 0 · · · 0
0 1 0 · · · 0
)
and this is the Smith normal form of A0. Thus the quotient group M =
Zn/Z{v1, v2} is torsion-free, where Z{v1, v2} is the subgroup of Z
n generated by
{v1, v2}. We claim that Z{v1, v2} is equal to Z{v1, v2, . . . , vq}. Since the rank
of A is 2, for each i ≥ 3 there is an integer 0 6= ηi such that ηivi ∈ Z{v1, v2}.
Hence the image vi of vi in M is a torsion element, so vi must be zero, that
is, vi ∈ Z{v1, v2}. This completes the proof of the claim. Therefore
∆2(A
t) = |T (Zn/Z{v1, . . . , vq})| = |T (Z
n/Z{v1, v2})| = 1,
where T (Zn/Z{v1, . . . , vq}) is the torsion subgroup of Z
n/Z{v1, . . . , vq}, the
first equality follows from [59, Theorem 3.9] and [59, pp. 187-188]. Therefore
∆2(A
t) = 1 and the Smith normal form of At is the identity, as required.
We continue with the induction process by assuming r ≥ 3. Let w1, . . . , w2d
be the columns of At and let Vi be the linear space generated by w1, . . . , w2i.
Notice that, because of Eq. (2.7), for each odd integer k the sum of rows k and
k+ 1 of the matrix A is equal to 1 = (1, . . . , 1), i.e., wk +wk+1 = 1 for k odd.
Thus if k is odd and we remove columns wk and wk+1 from A
t we obtain a
submatrix whose rank is greater than or equal to r− 1. Thus after permuting
columns we may assume
dim(Vi) =
{
i+ 1 if 1 ≤ i ≤ r − 1,
r if r ≤ i.
(2.8)
Let J be the square-free monomial ideal defined by the rows of the matrix
[w1, . . . , w2(r−1)], where w1, . . . , w2(r−1) are column vectors, and let D be the
clutter associated to the edge ideal J . If vi = (vi,1, . . . , vi,n) for 1 ≤ i ≤ q, then
J is generated by the monomials:
x
v1,1
1 x
v1,2
2 · · ·x
v1,2(r−1)
2(r−1) , . . . , x
vi,1
1 x
vi,2
2 · · ·x
vi,2(r−1)
2(r−1) , . . . , x
vq,1
1 x
vq,2
2 · · ·x
vq,2(r−1)
2(r−1) .
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Thus J is a minor of I because J is obtained from I by making xi = 1 for
i > 2(r − 1). Then a minimal set of generators of J consists of monomials
of degree r − 1, α0(D) = 2, and D has a perfect matching. Furthermore D
satisfies the packing property because J is a minor of I. If [w1, . . . , w2(r−1)]
diagonalizes (over the integers) to the identity matrix, so does At, this follows
using arguments similar to those used for the case rank(A) = 2. Therefore we
may harmlessly assume d = r − 1, I = J , and C = D. This means that the
matrix A has rank d+ 1, the maximum possible.
Let B be the matrix [w1, . . . , w2(d−1)] and let I
′ be the monomial ideal
defined by the rows of B, that is I ′ is obtained from I making x2d−1 = x2d = 1.
The matrix B has rank r − 1. Hence by induction hypothesis B diagonalizes
to a matrix [Ir−1, 0], where Ir−1 is the identity matrix of size r − 1. Recall
that f1, f2 is a perfect matching of C. Then by permuting rows and columns
we may assume that the matrix At is written as:
10 10 10 · · · 10 10 ←
01 01 01 · · · 01 01
© © © · · · © 10 ←
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 10 ←
© © © · · · © 01
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 01︸ ︷︷ ︸
B
where either a pair 1 0 or 0 1 must occur in the places marked with a circle
and such that the number of 1′s in the last column is greater than or equal
to the number of 1′s in any other column. Consider the matrix C obtained
from At by removing the rows whose penultimate entry is equal to 1 (these
are marked above with an arrow) and removing the last column. Let K be
the monomial ideal defined by the rows of C, that is K is obtained from I by
making x2d−1 = 0 and x2d = 1. By the choice of the last column and because
of Eq. (2.8) it is seen that K has height two. Since K is a minor of I it has
the Ko¨nig property. Consequently the matrix At has one of the following two
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forms:
10 10 10 · · · 10 10
01 01 01 · · · 01 01
© © © · · · © 10
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 10
10 10 10 · · · 10 01
© © © · · · © 01
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 01︸ ︷︷ ︸
B
10 10 10 · · · 10 10 row v1
01 01 01 · · · 01 01 row v2
© © © · · · © 10
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 10
© © © · · · © 01 row vj
© © © · · · © 01 row vj+1
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 01︸ ︷︷ ︸
B
where in the second case one has vj + vj+1 = (1, 1, . . . , 1, 0, 2). In the second
case, using row operations, we may replace v2 by vj + vj+1 − v2. In the first
case by permuting rows v2 and vj we may replace v2 by (1, 0, . . . , 1, 0, 0, 1).
Thus in both cases, using row operations, we get that At can be brought to
the form:
10 10 10 · · · 10 10
10 10 10 · · · 10 01
© © © · · · © 10
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 10
© © © · · · © 01
.
.
.
.
.
.
.
.
.
.
.
.
© © © · · · © 01︸ ︷︷ ︸
B1
where B1 has rank r−1 and diagonalizes to an identity. Therefore it is readily
seen that this matrix is equivalent to
Ir−1 0 0 · · · 0 0 0
0 0 0 · · · 0 1 −1
0 0 0 · · · 0 a1 b1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0 as bs

for some integers a1, b1, . . . , as, bs. Next for 1 ≤ i ≤ s we multiply the second
row by −ai and add it to row i+2. Then we add the last two columns. Using
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these row and column operations this matrix can be brought to the form:
Ir−1 0 0 · · · 0 0 0
0 0 0 · · · 0 1 0
0 0 0 · · · 0 0 c1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0 0 cs

for some integers c1, . . . , cs. To finish the proof observe that ci = 0 for all i
because this matrix has rank r. Hence this matrix reduces to [Ir, 0], i.e., A
t is
equivalent to the identity matrix [Ir, 0], as required. ✷
Next we show that clutters with nice algebraic and combinatorial properties
have nice combinatorial optimization properties.
Corollary 2.3.2 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If K[Ft] is normal, then C has
the max-flow min-cut property.
Proof. Let B be the matrix with column vectors (v1, 1), . . . , (vq, 1). By
Theorem 2.3.1 we have ∆r(B) = 1, where r = rank(A). Notice that r =
rank(B) because C is uniform. According to Proposition 2.2.5(ii) the condition
∆r(B) = 1 is equivalent to the equality K[Ft] = A(P ). Thus by the normality
of K[Ft] we get
K[Ft] = K[Ft] = A(P ).
By the Lehman theorem the polyhedron Q(A) is integral (see Theorem 2.2.12).
Hence by Proposition 2.2.5(i) we get that C satisfies the max-flow min-cut
property. ✷
The next result gives some support to Conjecture 2.2.14.
Corollary 2.3.3 Let C be a d-uniform clutter with a perfect matching such
that C has the packing property and α0(C) = 2. If v1, . . . , vq are linearly inde-
pendent, then C has the max-flow min-cut property.
Proof. It follows at once from Corollary 2.3.2 because K[Ft] is normal. ✷
A d-uniform clutter C is called 2-partitionable if its vertex set X has a par-
tition X1, . . . , Xd such that Xi is a minimal vertex cover of C and |Xi| = 2 for
i = 1, . . . , d. For instance the clutters of Theorem 2.3.1 are 2-partitionable.
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Another instance is the clutter of minimal vertex covers of an unmixed bipar-
tite graph (see Corollary 2.3.6). A clutter is called unmixed if all its minimal
vertex covers have the same number of elements. A specific illustration of a
famous 2-partitionable clutter is given in Example 2.3.5. Our next result is
about this family of clutters.
Recall that an edge ideal I ⊂ R is called normal if I i = I i for i ≥ 1, where
I i = ({xa ∈ R| ∃ p ≥ 1; (xa)p ∈ Ipi}) ⊂ R
is the integral closure of I i. Also recall that I is called minimally non-normal if
I is not normal and all its proper minors are normal. An edge ideal I is normal
if and only if its Rees algebra R[It] is normal (see [87, Theorem 3.3.18]).
The other main result of this section is:
Theorem 2.3.4 Let C be a d-uniform clutter with a partition X1, . . . , Xd of
X such that Xi = {x2i−1, x2i} is a minimal vertex cover of C for all i. Then
(a) rank(A) ≤ d+ 1.
(b) If C is a minimal vertex cover of C, then 2 ≤ |C| ≤ d.
(c) If C satisfies the Ko¨nig property and there is a minimal vertex cover C of
C with |C| = d ≥ 3, then rank(A) = d+ 1.
(d) If I = I(C) is minimally non-normal and C satisfies the packing property,
then rank(A) = d+ 1.
Proof. (a) For each odd integer k the sum of rows k and k + 1 of the matrix
A is equal to 1 = (1, . . . , 1). Thus the rank of A is bounded by d+ 1.
(b) By the pigeon hole principle, any minimal vertex cover C of the clutter
C satisfies 2 ≤ |C| ≤ d.
(c) First notice that C contains exactly one element of each Xj because
Xj 6⊂ C and |C| = d. Thus we may assume
C = {x1, x3, . . . , x2d−1}.
Consider the monomial xα = x2x4 · · ·x2d and notice that xkx
α ∈ I for each
xk ∈ C because the monomial xkx
α is clearly in every minimal prime of I.
Writing xk = x2i−1 with 1 ≤ i ≤ d and
xαi =
x2i−1x
α
x2i
=
x2i−1(x2x4 · · ·x2d)
x2i
. (2.9)
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We claim that xαi ∈ I, and so we conclude that xαi is a minimal generator of
I. Assume that xαi is not in I. Hence
Ci = {x2(1)−1, ..., x2(i−1)−1, x2i, x2(i+1)−1, ..., x2(d)−1}
is a minimal vertex cover. Thus the set
f = {x2(1), ..., x2(i−1), x2i−1, x2(i+1), ..., x2(d)}
is not an edge because f ∩ Ci = ∅. Since Ci is minimal, there is an edge e
disjoint from Ci − {x2i}, thus either e = f or e = {x2, ..., x2d} a contradiction
because C is a minimal vertex cover. Hence xαi is a minimal generator of I.
Thus we may assume xαi = xvi for i = 1, . . . , d. The vector 1 belongs to the
linear space generated by v1, . . . , vq because C has the Ko¨nig property, where
q is the number of edges of C. By part (a) the rank of A is at most d+1. Thus
it suffices to prove that v1, . . . , vd, 1 are linearly independent. Assume that
λ1v1 + · · ·+ λdvd + λd+11 = 0 (2.10)
for some scalars λ1, . . . , λd+1. From Eq. (2.9) we have
vi = e2i−1 − e2i +
d∑
j=1
e2j (2.11)
for i = 1, . . . , d. Hence using Eq. (2.10) we conclude that
d∑
i=1
λie2i−1 + λd+1
d∑
i=1
e2i−1 =
d∑
i=1
(λi + λd+1)e2i−1 = 0.
Hence λd+1 = −λi for i = 1, . . . , d. Using Eq. (2.10) once more we get
λd+1(v1 + · · ·+ vd − 1) = 0.
As v1 + · · · + vd − 1 cannot be zero by Eq. (2.11), we obtain that λd+1 = 0.
Consequently λi = 0 for all i, as required.
(d) Let xαtb be a minimal generator of R[It] not in R[It] and let m = xα.
Then m ∈ Ib \ Ib. Using [42, Proposition 4.3], one has deg(m) = bd. Consider
the R-module N = Ib/Ib. Notice that the image of m in N is nonzero. The
set of associated primes of N , denoted by Ass(N), is the set of prime ideals p
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of R such that N contains a submodule isomorphic to R/p. By the hypothesis
that I is minimally non-normal, we have that m = (x1, . . . , xn) is the only
associated prime of N . Hence, using [64, Theorem 9, p. 50], we have the
following expression for the radical of the annihilator of N
rad(ann(N)) =
⋂
p∈Ass(N)
p = m = (x1, . . . , xn).
Consequently mr ⊂ ann(N) = {x ∈ R|xN = 0} for some r > 0. Thus for i
odd we can write
xrix
α = (xv1)a1 · · · (xvq)aqxδ,
where a1 + · · · + aq = b and deg(x
δ) = r. If we write xδ = xs1i x
s2
i+1x
γ with
xi, xi+1 not in the support of x
γ , making xj = 1 for j /∈ {i, i + 1}, it is not
hard to see that r = s1 + s2 and γ = 0. Thus we get an equation:
xs2i x
α = (xv1)a1 · · · (xvq )aqxs2i+1
with s2 > 0. Using a similar argument we obtain an equation:
xw1i+1x
α = (xv1)b1 · · · (xvq)bqxw1i
with w1 > 0. Therefore
xs2+w1i+1 (x
v1)a1 · · · (xvq)aq = xs2+w1i (x
v1)b1 · · · (xvq)bq .
Consider the group Zn/ZA, where A = {v1, . . . , vq}. Since this group is
torsion-free, we get ei − ei+1 ∈ ZA for i odd. Finally to conclude that
rank(A) = d+ 1 notice that 1 ∈ ZA. ✷
Example 2.3.5 [16, p. 12] Let C be the uniform clutter whose edges are
{x1, x4, x5}, {x1, x3, x6}, {x2, x4, x6}, {x2, x3, x5}
and let A be its incidence matrix. Using Normaliz [11], it is not hard to see
that the minimal vertex covers of C are
X1 = {x1, x2}, X2 = {x3, x4}, X3 = {x5, x6},
C4 = {x1, x4, x5}, C5 = {x1, x3, x6}, C6 = {x2, x4, x6}, C7 = {x2, x3, x5}.
This clutter satisfies the hypotheses of Theorem 2.3.4 with d = 3 and has
minimal vertex covers of sizes 2 and 3. Moreover the rank of A is 4, C does
not satisfy the Ko¨nig property and Q(A) is integral.
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For use below recall that a graph G is Cohen-Macaulay if R/I(G) is a
Cohen-Macaulay ring. Any Cohen-Macaulay graph is unmixed [87, p. 169].
Corollary 2.3.6 Let A be the incidence matrix of the clutter C of minimal
vertex covers of an unmixed bipartite graph G. Then (i) C is 2-partitionable.
(ii) rank(A) ≤ α0(G) + 1. (iii) rank(A) = α0(G) + 1 if G is Cohen-Macaulay.
Proof. We set d = α0(G). Clearly C is a d-uniform clutter because all minimal
vertex covers of G have size d. By [71, Theorem 78.1] the polyhedron Q(A) is
integral because G is a bipartite graph and bipartite graphs have integral set
covering polyhedron [42, Proposition 4.27]. Any minimal vertex cover of C is of
the form {xi, xj} for some edge {xi, xj} of G. Therefore by Proposition 2.1.2
the clutter C is 2-partitionable. Thus we have shown (i). Then using part
(a) of Theorem 2.3.4 we obtain (ii). To prove (iii) it suffices to prove that
there are minimal vertex covers C1, . . . , Cd+1 of G whose characteristic vectors
are linearly independent. This follows by induction on the number of vertices
and using the fact that any Cohen-Macaulay bipartite graph has at least one
vertex of degree 1 [87, Theorem 6.4.4]. ✷
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Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let C be a
d-uniform clutter with vertex set X = {x1, . . . , xn} and edge ideal I = I(C).
In what follows F = {xv1 , . . . , xvq} will denote the minimal set of generators
of I and A will denote the set {v1, . . . , vq}. The incidence matrix of C, i.e.,
the n × q matrix with column vectors v1, . . . , vq will be denoted by A. One
can think of the columns of A as points in Rn. The set A is called a point
configuration.
Consider a homomorphism of K-algebras:
S = K[t1, . . . , tq]
ϕ
−→ K[F ] (ti
ϕ
−→ xvi),
where S is a polynomial ring. The kernel of ϕ, denoted by P , is called the
toric ideal of K[F ]. For the rest of this section we assume that ≺ is a fixed
term order for the set of monomials of S. We denote the initial ideal of P by
in≺(P ). If the choice of a term order is clear, we may write in(P ) instead of
in≺(P ). There is a one to one correspondence between simplicial complexes
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with vertex set X and squarefree monomial ideals of R via the Stanley-Reisner
theory [75]:
∆ 7−→ I∆ = (x
a| xa is squarefree and supp(xa) /∈ ∆).
Notice that rad(in(P )), the radical of in(P ), is a squarefree monomial ideal.
Let ∆ be the simplicial complex whose Stanley-Reisner ideal is rad(in(P )).
Let ω = (ωi) ∈ N
q be an integral weight vector. If
f = f(t1, . . . , tq) = λ1t
a1 + · · ·+ λst
as
is a polynomial with λ1, . . . , λs in K, we define inω(f), the initial form of f
relative to ω, as the sum of all terms λit
ai such that 〈ω, ai〉 is maximal. The
ideal generated by all initial forms is denoted by inω(P ).
Proposition 2.4.1 [77, Proposition 1.11] For every term order ≺, in≺(P ) =
inω(P ) for some non-negative integer weight vector ω ∈ N
q.
Theorem 2.4.2 [77, Theorem 8.3] If in(P ) = inω(P ), then
∆ = {σ| ∃ c ∈ Rn such that 〈vi, c〉 = ωi if ti ∈ σ and 〈vi, c〉 < ωi if ti /∈ σ}.
Let ω = (ωi) ∈ N
q be a vector that represents the initial ideal in(P ) =
in≺(P ) with respect to a term order ≺, that is, in(P ) = inω(P ). Consider the
primary decomposition of rad(in(P )) as an intersection of face ideals:
rad(in(P )) = p1 ∩ p2 ∩ · · · ∩ pr,
where p1, . . . , pr are ideals of K[t1, . . . , tq] generated by subsets of {t1, . . . , tq}.
Recall that the facets of ∆ are given by
Fi = {tj| tj /∈ pi},
or equivalently by Ai = {vj| tj /∈ pi} if one identifies ti with vi. According to
Theorem 2.4.2, the family of facets (resp. cones or polytopes) of ∆:
{A1, . . . ,Ar} (resp. {R+A1, . . . ,R+Ar} or {conv(A1), . . . , conv(Ar)}),
form a regular triangulation of A (resp. R+A or conv(A)). This means that
conv(A1), . . . , conv(Ar)
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are obtained by projection onto the first n coordinates of the lower facets of
Q′ = conv((v1, ω1), . . . , (vq, ωq)).
The regular triangulation {A1, . . . ,Ar} is called unimodular if ZAi = ZA for
all i, where ZA denotes the subgroup of Zn spanned by A. A major result
of Sturmfels [77, Corollary 8.9] shows that this triangulation is unimodular if
and only if in(P ) is square-free.
We are interested in the following:
Conjecture 2.4.3 If C is a uniform clutter that satisfies the max-flow min-
cut property, then the rational polyhedral cone R+{v1, . . . , vq} has a unimod-
ular regular triangulation.
Example 2.4.4 Let u1, . . . , ur be the characteristic vectors of the collection
of bases B of a transversal matroid M. By [5, Proposition 2.1 and The-
orem 4.2], the toric ideal of the subring K[xu1 , . . . , xur ] has a square-free
quadratic Gro¨bner basis. Therefore the cone R+{u1, . . . , ur} or the polytope
conv(u1, . . . , ur) has a unimodular regular triangulation. This gives support
to Conjecture 2.4.3 because the clutter B has the max-flow min-cut property
[42].
Definition 2.4.5 A matrix A with entries in {0, 1} is called balanced if A has
no square submatrix of odd size with exactly two 1’s in each row and column.
Recall that an integral matrix A is t-unimodular if all the nonzero r × r
sub-determinants of A have absolute value equal to t, where r is the rank of
A. If t = 1 the matrix is called unimodular. If A is t-unimodular, then any
regular triangulation of R+{v1, . . . , vq} is unimodular [77], see [88, Proposition
5.20] for a very short proof of this fact.
The next result gives an interesting class of uniform clutters, coming from
combinatorial optimization, that satisfy Conjecture 2.4.3. This result is sur-
prising because not all balanced matrices are t-unimodular.
Theorem 2.4.6 Let A be a balanced matrix with distinct column vectors v1, . . . , vq.
If |vi| = d for all i, then any regular triangulation of the cone R+{v1, . . . , vq}
is unimodular.
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Proof. Let A = {v1, . . . , vq} and let A1, . . . ,Am be the elements of a regular
triangulation of R+A. Then dimR+Ai = dimR+A and Ai is linearly inde-
pendent for all i. Consider the clutter C whose edge ideal is I = (xv1 , . . . , xvq)
and the subclutter Ci of C whose edges correspond to the vectors in Ai. Let
Ai be the incidence matrix of Ci. Since Ai is a balanced matrix, using [71,
Corollary 83.1a(iv), p. 1441], we get that the subclutter Ci has the max-flow
min-cut property. Hence by Theorem 2.2.6 one has ∆r(Ai) = 1, where r is
the rank of Ai. Thus the invariant factors of Ai are all equal to 1 (see [59,
Theorem 3.9]). Therefore by the fundamental structure theorem of finitely
generated abelian groups (see [59, p. 187]) the group Zn/ZAi is torsion-free
for all i. Notice that dimR+A = rankZA and dimR+Ai = rankZAi for all
i. Since r is equal to dimR+A, it follows rapidly that the quotient group
ZA/ZAi is torsion-free and has rank 0 for all i. Consequently ZA = ZAi for
all i, i.e., the triangulation is unimodular. ✷
If we do not require that |vi| = d for all i, this result is false even if K[F ]
is homogeneous, i.e., even if there is x0 ∈ R
n such that 〈vi, x0〉 = 1 for all i:
Example 2.4.7 Consider the following matrix
A =

1 0 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0 1 0 0 1
0 0 0 0 0 0 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 1 0 0 1 1
0 0 0 0 0 0 0 0 0 1 1 1 1

Let v1, . . . , v13 be the columns of A. It is not hard to see that the matrix A is
balanced. Using Macaulay2 [46] it is seen that the regular triangulation ∆ of
R+{v1, . . . , v13} determined by using the GRevLex order, on the polynomial
ring K[t1, . . . , t13], has a simplex, namely {v1, . . . , v6, v10, . . . , v13}, which is not
unimodular.
Chapter 3
Cohen-Macaulay Clutters with
Combinatorial Optimization
Properties and Parallelizations
of Normal Edge Ideals
Let C be a uniform clutter and let I = I(C) be its edge ideal. We prove that
if C satisfies the packing property (resp. max-flow min-cut property), then
there is a uniform Cohen-Macaulay clutter C1 satisfying the packing property
(resp. max-flow min-cut property) such that C is a minor of C1. For arbitrary
edge ideals of clutters we prove that the normality property is closed under
parallelizations. Then we show some applications to edge ideals and clutters
which are related to a conjecture of Conforti and Cornue´jols and to max-flow
min-cut problems.
Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let I be an
ideal of R minimally generated by a finite set F = {xv1 , . . . , xvq} of square-
free monomials. As usual we use the notation xa := xa11 · · ·x
an
n , where a =
(a1, . . . , an) is in N
n. The support of a monomial xa is given by supp(xa) =
{xi | ai > 0}. For technical reasons we shall assume that each variable xi occurs
in at least one monomial of F .
A clutter with finite vertex set X is a family of subsets of X , called edges,
none of which is included in another. The set of vertices of a clutter C is
denoted by V (C) and the set of edges of C is denoted by E(C). A clutter is
called d-uniform if all its edges have exactly d vertices. We associate to the
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ideal I a clutter C by taking the set of indeterminates X = {x1, . . . , xn} as
vertex set and E = {S1, . . . , Sq} as edge set, where Sk is the support of x
vk .
The vector vk is called the characteristic vector of Sk. The assignment I 7→ C
gives a natural one to one correspondence between the family of square-free
monomial ideals and the family of clutters. The ideal I is called the edge ideal
of C. To stress the relationship between I and C we will use the notation
I = I(C). Edge ideals of graphs were introduced and studied in [73, 85].
Edge ideals of clutters also correspond to simplicial complexes via the Stanley-
Reisner correspondence [75] and to facet ideals [31, 94]. The Cohen-Macaulay
property of edge ideals has been recently studied in [12, 32, 49, 66, 81] using a
combinatorial approach based on the notions of shellability, linear quotients,
unmixedness, acyclicity and transitivity of digraphs, and the Ko¨nig property.
The aim of this chapter is to study the behavior, under certain operations,
of various algebraic and combinatorial optimization properties of edge ideals
and clutters such as the Cohen-Macaulay property, the normality, the torsion
freeness, the packing and the max-flow min-cut properties. The study of edge
ideals from the combinatorial optimization point of view was initiated in [7, 79]
and continued in [19, 29, 40, 42, 45, 91], see also [53] . The Cohen-Macaulay
and normality properties are two of the most interesting properties an edge
ideal can have, see [10, 32, 75, 87] and [58, 84] respectively.
Recall that the integral closure of I i, denoted by I i, is the ideal of R given
by
I i = ({xa ∈ R| ∃ p ≥ 1; (xa)p ∈ Ipi}).
An ideal I is called normal if I i = I i for all i. A clutter obtained from C by a
sequence of deletions and duplications of vertices is called a parallelization of
C and a clutter obtained from C by a sequence of deletions and contractions of
vertices is called a minor of C, see Section 3.1. It is known that the normality
of I(C) is closed under minors [29]. One of our main results shows that the
normality of I(C) is closed under parallelizations:
Theorem 3.1.3 Let C be a clutter and let C′ be a parallelization of C. If I(C)
is normal, then I(C′) is normal.
The ideal I = I(C) is called normally torsion free if I i = I(i) for all i, where
I(i) is the ith symbolic power of I. As an application we prove that if I(C)
is normally torsion free and C′ is a parallelization of C, then I(C′) is normally
torsion free (Corollary 3.1.12). Let A be the incidence matrix of C, i.e., A is
the matrix with column vectors v1, . . . , vq. A clutter C satisfies the max-flow
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min-cut (MFMC) property if both sides of the LP-duality equation
min{〈w, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ w}
have integral optimum solutions x and y for each non-negative integral vec-
tor w. A remarkable result of [45] (cf. [42, Theorem 4.6]) shows that I(C)
is normally torsion free if and only if C has the max-flow min-cut property.
This fact makes a strong connection between commutative algebra and com-
binatorial optimization. It is known [71, Chapter 79] that a clutter C satisfies
the max-flow min-cut property if and only if all parallelizations of the clut-
ter C satisfy the Ko¨nig property (see Definition 3.1.7). As another applica-
tion we give a proof of this fact using that the integrality of the polyhedron
{x| x ≥ 0; xA ≥ 1} is closed under parallelizations and minors and using that
the normality of I(C) is preserved under parallelizations and minors (Coro-
llary 4.1.3).
A clutter C satisfies the packing property (PP for short) if all minors of
C satisfy the Ko¨nig property. We say that a clutter C is Cohen-Macaulay if
R/I(C) is a Cohen-Macaulay ring, see [65]. The other main result of this
chapter is:
Theorem 3.2.3 Let C be a d-uniform clutter on the vertex set X. Let
Y = {yij| 1 ≤ i ≤ n; 1 ≤ j ≤ d− 1}
be a set of new variables, and let C′ be the clutter with vertex set V (C′) = X∪Y
and edge set
E(C′) = E(C) ∪ {{x1, y11, . . . , y1(d−1)}, . . . , {xn, yn1, . . . , yn(d−1)}}.
Then the edge ideal I(C′) is Cohen-Macaulay. If C satisfies PP (resp. max-flow
min-cut), then C′ satisfies PP (resp. max-flow min-cut).
It is well known that if C satisfies the max-flow min-cut property, then
C satisfies the packing property [16] (see Corollary 2.2.13). Conforti and
Cornue´jols [15] conjecture that the converse is also true. Theorem 3.2.3 is
interesting because it says that for uniform clutters it suffices to prove the
conjecture for Cohen-Macaulay clutters, which have a rich structure. The
Conforti-Cornue´jols conjecture has been studied in [22, 42, 45] using an alge-
braic approach based on certain algebraic properties of blowup algebras.
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3.1 Normality and parallelizations
Let C be a clutter and let I = I(C) = (xv1 , . . . , xvq) be its edge ideal. The
incidence matrix of C whose column vectors are v1, . . . , vq will be denoted by
A. Recall that the Rees algebra of I is given by:
R[It] := R⊕ It⊕ · · · ⊕ I iti ⊕ · · · ⊂ R[t],
where t is a new variable. The Rees algebra of I can be written as
R[It] = K[{xatb| (a, b) ∈ NA′}]
where A′ = {(v1, 1), . . . , (vq, 1), e1, . . . , en}, ei is the ith unit vector of R
n+1
and NA′ is the subsemigroup of Nn+1 spanned by A′. According to [87] the
integral closure of R[It] in its field of fractions can be expressed as
R[It] = K[{xatb| (a, b) ∈ ZA′ ∩ R+A
′}]
= R ⊕ It⊕ I2t2 ⊕ · · · ⊕ I iti ⊕ · · · ,
where I i is the integral closure of I i, R+A
′ is the cone spanned by A′, and
ZA′ is the subgroup spanned by A′. Notice that ZA′ = Zn+1. Hence R[It] is
normal if and only if any of the following two equivalent conditions hold:
(a) NA′ = Zn+1 ∩ R+A
′, i.e., A′ is an integral Hilbert basis of R+A
′.
(b) I i = I i for all i ≥ 1.
If the second condition holds we say that I is a normal ideal.
Let C be a clutter on the vertex set X = {x1, . . . , xn} and let xi ∈ X . Then
duplicating xi means extending X by a new vertex x
′
i and replacing E(C) by
E(C) ∪ {(e \ {xi}) ∪ {x
′
i}| xi ∈ e ∈ E(C)}.
The deletion of xi, denoted by C\{xi}, is the clutter formed from C by deleting
the vertex xi and all edges containing xi. A clutter obtained from C by a
sequence of deletions and duplications of vertices is called a parallelization. If
w = (wi) is a vector in N
n, we denote by Cw the clutter obtained from C by
deleting any vertex xi with wi = 0 and duplicating wi − 1 times any vertex xi
if wi ≥ 1.
3.1 Normality and parallelizations 87
Example 3.1.1 Let G be the graph whose only edge is {x1, x2} and let w =
(3, 3). Then Gw = K3,3 is the complete bipartite graph with bipartition V1 =
{x1, x
2
1, x
3
1} and V2 = {x2, x
2
2, x
3
2}.
G
s
s
Gw
s s s
s s s
❅
❅❅ 
  
 
  
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Definition 3.1.2 Let X ′ = {xi1 , . . . , xir , xj1, . . . , xjs} be a subset of X . A
minor of I is a proper ideal I ′ of R′ = K[X \X ′] obtained from I by making
xik = 0 and xjℓ = 1 for all k, ℓ. The ideal I is considered to be a minor of
itself. A minor of C is a clutter C′ that corresponds to a minor (0) ( I ′ ( R′.
Notice that C′ is obtained from I ′ by considering the unique set of square-
free monomials of R′ that minimally generate I ′. If I ′ is the ideal obtained
from I by making xi = 0, then I
′ = I(C \ {xi}), i.e., making a variable equal
to zero corresponds to a deletion.
It is known that the normality of I(C) is closed under minors [29]. A
main result of this section shows that the normality of I(C) is closed under
parallelizations.
Theorem 3.1.3 Let C be a clutter and let C′ be a parallelization of C. If I(C)
is normal, then I(C′) is normal.
Proof. From [29] we obtain that if I(C) is normal and C′ is a minor of C, then
I(C′) is also normal. Thus we need only show that the normality of I(C) is
preserved when we duplicate a vertex of C. Let V (C) = {x2, . . . , xn} be the
vertex set of C and let C′ be the duplication of the vertex x2. We denote the
duplication of x2 by x1. We may assume that
I = I(C) = (x2x
w1 , . . . , x2x
wr , xwr+1, . . . , xwq),
where xwi ∈ K[x3, . . . , xn] for all i. We must show that the ideal
I(C′) = I + (x1x
w1 , . . . , x1x
wr)
is normal. Consider the sets
A = {e2, . . . , en, (0, 1, w1, 1), . . . , (0, 1, wr, 1), (0, 0, wr+1, 1), . . . , (0, 0, wq, 1)},
A′ = A ∪ {e1, (1, 0, w1, 1), . . . , (1, 0, wr, 1)}.
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By hypothesis Zn+1 ∩ R+A = NA. We must prove that Z
n+1 ∩ R+A
′ = NA′.
It suffices to show that the left hand side is contained in the right hand side
because the other inclusion always holds. Take an integral vector (a, b, c, d) in
R+A
′, where a, b, d ∈ Z and c ∈ Zn−2. Then
(a, b, c, d) =
r∑
i=1
αi(0, 1, wi, 1)+
q∑
i=r+1
αi(0, 0, wi, 1)+
r∑
i=1
βi(1, 0, wi, 1)+
n∑
i=1
γiei
for some αi, βi, γi in R+. Comparing entries one has
a = β1 + · · ·+ βr + γ1,
b = α1 + · · ·+ αr + γ2,
c =
r∑
i=1
(αi + βi)wi +
q∑
i=r+1
αiwi +
n∑
i=3
γiei,
d =
r∑
i=1
(αi + βi) +
q∑
i=r+1
αi.
Consequently we obtain the equality
(0, a+b, c, d) =
r∑
i=1
(αi+βi)(0, 1, wi, 1)+
q∑
i=r+1
αi(0, 0, wi, 1)+(γ1+γ2)e2+
n∑
i=3
γiei,
that is, the vector (0, a + b, c, d) is in Zn+1 ∩ R+A = NA. Thus there are λi,
µi in N such that.
(0, a+ b, c, d) =
r∑
i=1
µi(0, 1, wi, 1) +
q∑
i=r+1
µi(0, 0, wi, 1) +
n∑
i=2
λiei.
Comparing entries we obtain the equalities
a + b = µ1 + · · ·+ µr + λ2,
c = µ1w1 + · · ·+ µqwq + λ3e3 + · · ·+ λnen,
d = µ1 + · · ·+ µq.
Case (I): b ≤
∑r
i=1 µi. If b < µ1, we set b = µ
′
1, µ
′
1 < µ1, and define
µ′′1 = µ1 − µ
′
1. Otherwise pick s ≥ 2 such that
µ1 + · · ·+ µs−1 ≤ b ≤ µ1 + · · ·+ µs
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Then b = µ1 + · · ·+ µs−1 + µ
′
s, where µ
′
s ≤ µs. Set µ
′′
s = µs − µ
′
s. Notice that
a+ b = µ1 + · · ·+ µr + λ2 = a + µ1 + · · ·+ µs−1 + µ
′
s,
a = µs + · · ·+ µr + λ2 − µ
′
s = µs+1 + · · ·+ µr + µ
′′
s + λ2.
Then
(a, b, c, d) =
s−1∑
i=1
µi(0, 1, wi, 1) + µ
′
s(0, 1, ws, 1) +
q∑
i=r+1
µi(0, 0, wi, 1)
+µ′′s(1, 0, ws, 1) +
r∑
i=s+1
µi(1, 0, wi, 1) + λ2e1 +
n∑
i=3
λiei,
that is, (a, b, c, d) ∈ NA′.
Case (II): b >
∑r
i=1 µi. Then b =
∑r
i=1 µi + λ
′
2. Since
a+ b = µ1 + · · ·+ µr + λ2 = a+ µ1 + · · ·+ µr + λ
′
2
we get a = λ2 − λ
′
2. In particular λ2 ≥ λ
′
2. Then
(a, b, c, d) =
r∑
i=1
µi(0, 1, wi, 1) +
q∑
i=r+1
µi(0, 0, wi, 1) + ae1 + λ
′
2e2 +
n∑
i=3
λiei
that is, (a, b, c, d) ∈ NA′. ✷
Our next goal is to present some applications of this result, but first we
need to prove a couple of lemmas and we need to recall some notions and
results.
Definition 3.1.4 A subset C ⊂ X is a minimal vertex cover of the clutter C
if: (i) every edge of C contains at least one vertex of C, and (ii) there is no
proper subset of C with the first property. If C satisfies condition (i) only,
then C is called a vertex cover of C.
Definition 3.1.5 Let A be the incidence matrix of C. The clutter C satis-
fies the max-flow min-cut (MFMC) property if both sides of the LP-duality
equation
min{〈w, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ w} (3.1)
have integral optimum solutions x and y for each non-negative integral vector
w.
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Let A be the incidence matrix of C whose column vectors are v1, . . . , vq.
The set covering polyhedron of C is given by:
Q(A) = {x ∈ Rn| x ≥ 0; xA ≥ 1},
where 1 = (1, . . . , 1). This polyhedron was studied in [42, 45] to characterize
the max-flow min-cut property of C and to study certain algebraic properties
of blowup algebras. A clutter C is said to be ideal if Q(A) is an integral
polyhedron, i.e., it has only integral vertices. The integral vertices of Q(A)
are precisely the characteristic vectors of the minimal vertex covers of C [42,
Proposition 2.2].
Theorem 3.1.6 ([29, 42, 45, 57]) The following are equivalent
(i) grI(R) = R[It]/IR[It] is reduced, i.e., grI(R) has no non-zero nilpotent
elements.
(ii) R[It] is normal and Q(A) is an integral polyhedron.
(iii) I i = I(i) for i ≥ 1, where I(i) is the ith symbolic power of I.
(iv) C has the max-flow min-cut property.
If condition (iii) is satisfied we say that I is normally torsion free. A set
of edges of the clutter C is independent or stable if no two of them have a
common vertex. We denote the smallest number of vertices in any minimal
vertex cover of C by α0(C) and the maximum number of independent edges
of C by β1(C). These numbers are related to min-max problems because they
satisfy:
α0(C) ≥ min{〈1, x〉| x ≥ 0; xA ≥ 1}
= max{〈y, 1〉| y ≥ 0;Ay ≤ 1} ≥ β1(C).
Notice that α0(C) = β1(C) if and only if both sides of the equality have in-
tegral optimum solutions. These two numbers can be interpreted in terms of
invariants of I. By [42] the height of the ideal I, denoted by ht(I), is equal
to the vertex covering number α0(C) and the edge independence number β1(C)
is equal to the maximum r such that there exists a regular sequence of r
monomials inside I.
Definition 3.1.7 If α0(C) = β1(C) we say that the clutter C (or the ideal I)
has the Ko¨nig property .
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Definition 3.1.8 The clutter C (or the ideal I) satisfy the packing property
(PP for short) if all its minors satisfy the Ko¨nig property, i.e., α0(C
′) = β1(C
′)
for any minor C′ of C.
Theorem 3.1.9 (A. Lehman; see [16, Theorem 1.8]) If C has the packing
property, then Q(A) is integral.
Corollary 3.1.10 ([16]) If the clutter C has the max-flow min-cut property,
then C has the packing property.
Proof. Assume that the clutter C has the max-flow min-cut property. This
property is closed under taking minors. Thus it suffices to prove that C has
the Ko¨nig property. We denote the incidence matrix of C by A. By hypothesis
the LP-duality equation
min{〈1, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ 1}
has optimum integral solutions x, y. To complete the proof notice that the
left hand side of this equality is α0(C) and the right hand side is β1(C). ✷
Conforti and Cornue´jols conjecture that the converse is also true:
Conjecture 3.1.11 ([15]) If the clutter C has the packing property, then C
has the max-flow min-cut property.
To the best of our knowledge this conjecture is open, see [16, Conjec-
ture 1.6].
We are now ready to present the previously mentioned applications of The-
orem 3.1.3.
Corollary 3.1.12 Let C be a clutter and let C′ be a parallelization of C. If
I(C) is normally torsion free, then I(C′) is normally torsion free.
Proof. Let A and A′ be the incidence matrices of C and C′ respectively. By
Theorem 3.1.6 the ideal I(C) is normal and Q(A) is integral. From Theo-
rem 3.1.3 the ideal I(C′) is normal, and since the integrality of Q(A) is closed
under minors and parallelizations (see [42] and [71]) we get and Q(A′) is again
integral. Thus applying Theorem 3.1.6 once more we get that I(C′) is normally
torsion free. ✷
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Corollary 3.1.13 Let C be a clutter and let C′ be a parallelization of C. If
C has the max-flow min-cut property, then C′ has the Ko¨nig property. In
particular Cw has the Ko¨nig property for all w ∈ Nn.
Proof. By Corollary 3.1.12 the clutter C′ has the max-flow min-cut property.
Thus applying Corollary 3.1.10 we obtain that C′ has the Ko¨nig property. ✷
Lemma 3.1.14 Let C be a clutter and let A be its incidence matrix. If w =
(wi) is a vector in N
n, then
β1(C
w) ≤ max{〈y, 1〉| y ∈ Nq; Ay ≤ w}.
Proof. We may assume that w = (w1, . . . , wm, 0, . . . , 0), where wi ≥ 1 for
i = 1, . . . , m. Recall that for each i the vertex xi is duplicated wi − 1 times.
We denote the duplications of xi by x
2
i , . . . , x
wi
i and set x
1
i = xi. Thus the
vertex set of Cw is equal to
V (Cw) = {x11, . . . , x
w1
1 , . . . , x
1
i , . . . , x
wi
i , . . . , x
1
m, . . . , x
wm
m }.
There are f1, . . . , fβ1 independent edges of C
w, where β1 = β1(C
w). Each fi
has the form
fk = {x
jk1
k1
, x
jk2
k2
, . . . , x
jkr
kr
} (1 ≤ k1 < · · · < kr ≤ m; 1 ≤ jki ≤ wki).
We set gk = {x
1
k1
, x1k2, . . . , x
1
kr} = {xk1, xk2 , . . . , xkr}. By definition of C
w we
get that gk ∈ E(C) for all k. We may re-order the fi so that
g1 = g2 = · · · = gs1︸ ︷︷ ︸
s1
, gs1+1 = · · · = gs2︸ ︷︷ ︸
s2−s1
, . . . , gsr−1+1 = · · · = gsr︸ ︷︷ ︸
sr−sr−1
and gs1, . . . , gsr distinct, where sr = β1. Let vi be the characteristic vector of
gsi. Set y = s1e1 + (s2 − s1)e2 + · · · + (sr − sr−1)er. We may assume that
the incidence matrix A of C has column vector v1, . . . , vq. Then y satisfies
〈y, 1〉 = β1. For each ki the number of variables of the form x
ℓ
ki
that occur in
f1, . . . , fβ1 is at most wki because the fi are pairwise disjoint. Hence for each
ki the number of times that the variable x
1
ki
occurs in g1, . . . , gβ1 is at most
wki. Then
Ay = s1v1 + (s2 − s1)v2 + · · ·+ (sr − sr−1)vr ≤ w.
Therefore we obtain the required inequality. ✷
Let C be a clutter. For use below we denote the set of minimal vertex
covers of C by Υ(C).
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Lemma 3.1.15 Let C be a clutter and let A be its incidence matrix. If w ∈ Nn,
then
min
{∑
xi∈C
wi
∣∣∣∣∣ C ∈ Υ(C)
}
= α0(C
w).
Proof. Wemay assume that w = (w1, . . . , wm, wm+1, . . . , wm1, 0, . . . , 0), where
wi ≥ 2 for i = 1, . . . , m, wi = 1 for i = m+ 1, . . . , m1, and wi = 0 for i > m1.
Thus for i = 1, . . . , m the vertex xi is duplicated wi − 1 times. We denote the
duplications of xi by x
2
i , . . . , x
wi
i and set x
1
i = xi.
We first prove that the left hand side is less or equal than the right hand
side. Let Cw be a minimal vertex cover of Cw with α0 elements, where α0 =
α0(C
w). We may assume that Cw ∩ {x1, . . . , xm1} = {x1, . . . , xs}. Note that
x1i , . . . , x
wi
i are in C
w for i = 1, . . . , s. Indeed since Cw is a minimal vertex
cover of Cw, there exists an edge e of Cw such that e ∩ Cw = {x1i }. Then
(e \ {x1i })∪ {x
j
i} is an edge of C
w for j = 1, . . . , wi. Consequently x
j
i ∈ C
w for
j = 1, . . . , wi. Hence
w1 + · · ·+ ws ≤ |C
w| = α0. (3.2)
On the other hand the set C ′ = {x1, . . . , xs}∪{xm1+1, . . . , xn} is a vertex cover
of C. Let D be a minimal vertex cover of C contained in C ′. Let eD denote
the characteristic vector of D. Then, since wi = 0 for i > m1, using Eq. (3.2)
we get
〈w, eD〉 =
∑
xi∈D
wi =
∑
xi∈D∩{x1,...,xs}
wi ≤
∑
xi∈{x1,...,xs}
wi ≤ α0.
This completes the proof of the asserted inequality.
Next we show that the right hand side of the inequality is less or equal
than the left hand side. Let C be a minimal vertex cover of C. Note that the
set
C ′ = ∪xi∈C{x
1
i , . . . , x
wi
i }
is a vertex cover of Cw. Indeed any edge ew of Cw has the form ew =
{xj1i1 , . . . , x
jr
ir
} for some edge e = {xi1 , . . . , xir} of C and since e is covered
by C, we have that ew is covered by C ′. Hence α0(C
w) ≤ |C ′| =
∑
xi∈C
wi. As
C was an arbitrary vertex cover of C we get the asserted inequality. ✷
Corollary 3.1.16 [71, Chapter 79] Let C be a clutter. Then C satisfies the
max-flow min-cut property if and only if β1(C
w) = α0(C
w) for all w ∈ Nn.
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Proof. If C has the max-flow min-cut property, then Cw has the Ko¨nig
property by Corollary 3.1.13. Conversely if Cw has the Ko¨nig property for
all w ∈ Nn, then by Lemmas 3.1.14 and 3.1.15 both sides of the LP-duality
equation
min{〈w, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ w}
have integral optimum solutions x and y for each non-negative integral vector
w, i.e., C has the max-flow min-cut property. ✷
3.2 Cohen-Macaulay ideals with MFMC
One of the aims here is to show how to construct Cohen-Macaulay clutters
satisfying max-flow min-cut, PP, and normality properties. Let C be a uniform
clutter. A main result of this section proves that if C satisfies PP (resp. max-
flow min-cut), then there is a uniform Cohen-Macaulay clutter C1 satisfying
PP (resp. max-flow min-cut) such that C is a minor of C1. In particular
for uniform clutters we prove that it suffices to show Conjecture 3.1.11 for
Cohen-Macaulay clutters (see Corollary 3.2.4).
Let R = K[x1, . . . , xn] be a polynomial ring over a field K and let C be
a clutter on the vertex set X . As usual, in what follows, we denote the edge
ideal of C by I = I(C). Recall that p is a minimal prime of I = I(C) if and
only if p = (C) for some minimal vertex cover C of C [87, Proposition 6.1.16].
Thus the primary decomposition of the edge ideal of C is given by
I(C) = (C1) ∩ (C2) ∩ · · · ∩ (Cp),
where C1, . . . , Cp are the minimal vertex covers of C. In particular observe
that the height of I(C), denoted by ht I(C), equals the number of vertices in
a minimum vertex cover of C. Also notice that the associated primes of I(C)
are precisely the minimal primes of I(C).
Proposition 3.2.1 Let R[z1, . . . , zℓ] be a polynomial ring over R. If I is a
normal ideal of R, then J = (I, x1z1 · · · zℓ) is a normal ideal of R[z1, . . . , zℓ].
Proof. By induction on p we will show Jp = Jp for all p ≥ 1. If p = 1, then
J = J because J is square-free. Assume J i = J i for i < p and p ≥ 2. Let y be
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a monomial in Jp, then ym ∈ Jpm, for some m > 0. Since Jp ⊂ Jp−1 = Jp−1
we can write
y = zt11 · · · z
tℓ
ℓ (x1z1 · · · zℓ)
rMf1 · · · fp−r−1,
whereM is a monomial with zi /∈ supp(M) for all i and the fi’s are monomials
in J with zi /∈ supp(fj) for all i, j. We set h = Mf1 · · · fp−r−1. It suffices to
show that y ∈ Jp. Since ym ∈ Jpm we have
ym = zmt11 · · · z
mtℓ
ℓ (x1z1 · · · zℓ)
rmhm = N(x1z1 · · · zℓ)
sg1 · · · gmp−s, (3.3)
where N is a monomial, zi /∈ supp(gj) for all i, j, and the gi’s are monomials
in J . We distinguish two cases:
Case (a): Assume ti = 0 for some i, then s ≤ rm because z
rm
i is the
maximum power of zi that divides y
m. Making zj = 1 for j = 1, . . . , ℓ in
Eq. (3.3) we get
xrm−s1 h
m = N ′g1 · · · gmp−s.
Thus hm ∈ I(mp−s)−(rm−s) = Im(p−r). Therefore we get h ∈ Ip−r = Ip−r and
y = zt11 · · · z
tℓ
ℓ (x1z1 · · · zℓ)
rh ∈ Jp.
Case (b): If ti > 0 for all i, we may assume x1 /∈ supp(M), otherwise y ∈ J
p.
We may also assume x1 /∈ supp(fi) for all i, otherwise it is not hard to see
that we are back in case (a). Notice that s ≤ rm, because x1 /∈ supp(h). From
Eq. (3.3) it follows that h ∈ Ip−r = Ip−r and y = zt11 · · · z
tℓ
ℓ (x1z1 · · · zℓ)
rh ∈ Jp.
✷
Lemma 3.2.2 Let R[z1, . . . , zℓ] be a polynomial ring over R and let I1 be the
ideal obtained from I by making x1 = 0. Then: (a) if I and I1 satisfy the
Ko¨nig property, then the ideal J = (I, x1z1 · · · zℓ) satisfies the Ko¨nig property,
and (b) if I satisfies PP, then J satisfies PP.
Proof. (a): If ht(I) = ht(J), then J satisfies Ko¨nig because I does. Assume
that g = ht(I) < ht(J). Then ht(J) = g + 1. Notice that every associated
prime ideal of I of height g cannot contain x1. We claim that ht(I1) = g. If
r = ht(I1) < g, pick a minimal prime p of I1 of height r. Then p + (x1) is a
prime ideal of height at most g containing both I and x1, a contradiction. This
proves the claim. Since I1 satisfies Ko¨nig, there are g independent monomials
in I1. Hence h1, . . . , hg, x1z1 · · · zℓ are g + 1 independent monomials in J , as
required. Part (b) follows readily from part (a). ✷
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Theorem 3.2.3 Let C be a d-uniform clutter on the vertex set X. Let
Y = {yij| 1 ≤ i ≤ n; 1 ≤ j ≤ d− 1}
be a set of new variables, and let C′ be the clutter with vertex set V (C′) = X∪Y
and edge set
E(C′) = E(C) ∪ {{x1, y11, . . . , y1(d−1)}, . . . , {xn, yn1, . . . , yn(d−1)}}.
Then the edge ideal I(C′) is Cohen-Macaulay. If C satisfies PP (resp. max-flow
min-cut), then C′ satisfies PP (resp. max-flow min-cut).
Proof. Set S = K[X ∪Y ]. First we prove that I ′ = I(C′) is Cohen-Macaulay.
Consider the ideal I0 = I + (x
d
1, . . . , x
d
n). The idea is to show that, up to a
relabeling of the variables, S/I0 is a deformation of S/I
′ by a regular sequence.
Let J be a copy of I obtained from I by making xi = yi1 for i = 1, . . . , n and
let I1 = J + (y11x
d−1
1 , . . . , yn1x
d−1
n ). By [36] the sequence
h1 = {x1 − y11, . . . , xn − yn1}
is a regular sequence on S/I1 and (S/I1)/(h1) = S/I0. The ring S/I0 is Cohen-
Macaulay because R/I0 has dimension zero, hence S/I1 is Cohen-Macaulay.
Next consider the ideal I2 = J+(y11y12x
d−2
1 , . . . , yn1yn2x
d−2
n ). Again using [36]
we get that the sequence
h2 = {x1 − y12, . . . , xn − yn2}
is a regular sequence on S/I2 and (S/I2)/(h2) = S/I1. Thus S/I2 is Cohen-
Macaulay. A repeated use of this construction yields that S/Id−1 is Cohen-
Macaulay and S/I ′ ≃ S/Id−1. The Cohen-Macaulayness of I
′ can also be
shown using [32, Theorem 8.2] or [66, Theorem 2.16]. If C satisfies PP, then
from Lemma 3.2.2(b) it follows that C′ satisfies PP. Assume that C satis-
fies MFMC. By Proposition 3.2.1 S[I ′t] is normal. Since C′ satisfies PP, by
Lehman’s theorem we get that Q(A′) is integral, where A′ is the incidence
matrix of C′. Therefore using Theorem 3.1.6 we conclude that C′ has MFMC.
✷
Recall that a clutter C is called Cohen-Macaulay (CM for short) if R/I(C)
is a Cohen-Macaulay ring. Since C is a minor of C′ we obtain:
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Corollary 3.2.4 Let C be a uniform clutter. If C satisfies PP (resp. max-
flow min-cut), then there is a uniform Cohen-Macaulay clutter C1 satisfying
PP (resp. max-flow min-cut) such that C is a minor of C1.
This result is interesting because it says that for uniform clutters it suffices
to prove Conjecture 3.1.11 for Cohen-Macaulay clutters, which have a rich
structure.
98 Cohen-Macaulay clutters with combinatorial properties
Chapter 4
Edge Ideals of Clique Clutters
of Comparability Graphs
Let (P,≺) be a finite poset and let G be its comparability graph. If cl(G) is
the clutter of maximal cliques of G, we prove that cl(G) satisfies the max-flow
min-cut property and that its edge ideal is normally torsion free. We prove
that edge ideals of complete admissible uniform clutters are normally torsion
free.
Let (P,≺) be a partially ordered set (poset for short) on the finite vertex
set X = {x1, . . . , xn} and let G be its comparability graph. Recall that the
vertex set of G is X and the edge set of G is the set of all unordered pairs
{xi, xj} such that xi and xj are comparable. A clique of G is a subset of the
set of vertices that induces a complete subgraph.
Let C be a clutter with finite vertex set X , that is, C is a family of subsets
of X , called edges, none of which is included in another.
The set of vertices and edges of C are denoted by V (C) and E(C) respec-
tively. The incidence matrix of C is the vertex-edge matrix whose columns are
the characteristic vectors of the edges of C. Let R = K[x1, . . . , xn] be a polyno-
mial ring over a field K. The edge ideal of C, denoted by I(C), is the ideal of R
generated by all monomials
∏
xi∈e
xi such that e ∈ E(C). The map C 7→ I(C)
gives a one to one correspondence between the family of clutters and the fam-
ily of square-free monomial ideals. Edge ideals of clutters also correspond to
simplicial complexes via the Stanley-Reisner correspondence [75].
The clique clutter of G, denoted by cl(G), is the clutter with vertex set X
whose edges are exactly the maximal cliques of G with respect to inclusion.
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One of our main algebraic results shows that the edge ideal I = I(cl(G)) of
cl(G) is normally torsion free (see Theorem 4.2.2), i.e., I i = I(i) for i ≥ 1,
where I(i) is the ith symbolic power of I (see Section 4.2). To prove this result
we first show that the clique clutter of G has the max-flow min-cut property
(see Theorem 4.1.7). Then we use a remarkable result of [45] showing that
an edge ideal I(C), of a clutter C, is normally torsion free if and only if C has
the max-flow min-cut property. This fact makes a strong connection between
commutative algebra and combinatorial optimization. Some other interesting
links between these two areas can be found in [29, 42, 47, 48, 53, 81, 91] and
in the references there. There are some other nice characterizations of the
normally torsion free property that can be found in [57].
Let f1, . . . , fq be the maximal cliques of G and let vk =
∑
xi∈fk
ei be the
characteristic vector of fk for k = 1, . . . , q, where ei is the ith unit vector of
Rn. The matrix A with column vectors v1, . . . , vq is called the vertex-clique
matrix of G or the incidence matrix of cl(G). A colouring of the vertices of a
graph is an assignment of colours to the vertices of the graph in such a way
that adjacent vertices have distinct colours. The chromatic number of a graph
is the minimal number of colours in a colouring. A graph is called perfect if for
every induced subgraph H , the chromatic number of H equals the size of the
largest complete subgraph of H . It is well known that comparability graphs
are perfect [71]. Thus G is a perfect graph or equivalently the polytope
P (A) = {x| x ≥ 0; xA ≤ 1}
is integral, i.e., it has only integral vertices. Here 1 denotes the vector with
all its entries equal to 1. We complement this fact by observing that the set
covering polyhedron
Q(A) = {x| x ≥ 0; xA ≥ 1}
is also integral (see Corollary 4.1.9). Comparability graphs are interesting
objects of study [3]. They have been nicely characterized in [39]. By [2] the
clique clutter of any induced subgraph of G satisfies the Ko¨nig property (see
Definition 4.1.2). In the terminology of [8] comparability graphs are clique-
perfect.
Let I be a monomial ideal. Recall that the integral closure of I i, denoted
by I i, is the ideal of R given by
I i = ({xa ∈ R| ∃ p ∈ N \ {0}; (xa)p ∈ Ipi}),
see for instance [87, Proposition 7.3.3]. As usual, we will use xa as an abbre-
viation for xa11 · · ·x
an
n , where a = (ai) is a vector in N
n. The ideal I is called
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normal if I i = I i for all i. If I = I, the ideal I is called integrally closed . The
normality property is one of most interesting properties an ideal can have, see
[58, 84].
A subset C ⊂ X is called a minimal vertex cover of the clutter C if: (i)
every edge of C contains at least one vertex of C, and (ii) there is no proper
subset of C with the first property. Let D1, . . . , Ds be the minimal vertex
covers of G, where G is the complement of G. The ideal of vertex covers of G
is the square-free monomial ideal
Ic(G) = (x
u1 , . . . , xus) ⊂ R,
where xuk =
∏
xi∈Dk
xi. Note that Ic(G) and I(cl(G)) are dual of each other
in the sense that ui+ vi = 1 for i = 1, . . . , q. In [91] it is shown that Ic(G) is a
normal ideal. We complement this fact by showing that the edge ideal I(cl(G))
of cl(G) is a normal ideal (see Theorem 4.2.2). This is surprising because in
general this duality does not preserve normality. As an application we prove
that edge ideals of complete admissible uniform clutters are normally torsion
free (see Theorem 4.2.3).
Along the chapter we introduce most of the notions that are relevant for
our purposes. Our main references for combinatorial optimization and com-
mutative algebra are [10, 71, 75, 84, 87]. In these references the reader will
find the undefined terminology and notation that we use in what follows.
4.1 Maximal cliques of comparability graphs
In this section we introduce the max-flow min-cut property and prove our main
combinatorial result, that is, we prove that the clique clutter of a comparability
graph satisfies the max-flow min-cut property.
Definition 4.1.1 Let C be a clutter and let A be its incidence matrix. The
clutter C satisfies themax-flow min-cut property if both sides of the LP-duality
equation
min{〈w, x〉| x ≥ 0; xA ≥ 1} = max{〈y, 1〉| y ≥ 0;Ay ≤ w} (4.1)
have integral optimum solutions x and y for each non-negative integral vector
w.
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Let C be a clutter. A set of edges of C is independent or stable if no two of
them have a common vertex. We denote the smallest number of vertices in any
minimal vertex cover of C by α0(C) and the maximum number of independent
edges of C by β1(C). These two numbers satisfy β1(C) ≤ α0(C).
Definition 4.1.2 If β1(C) = α0(C) we say that C has the Ko¨nig property .
Let C be a clutter on the vertex set X = {x1, . . . , xn} and let xi ∈ X . Then
duplicating xi means extending X by a new vertex x
′
i and replacing E(C) by
E(C) ∪ {(e \ {xi}) ∪ {x
′
i}| xi ∈ e ∈ E(C)}.
The deletion of xi, denoted by C\{xi}, is the clutter formed from C by deleting
the vertex xi and all edges containing xi. A clutter obtained from C by a
sequence of deletions and duplications of vertices is called a parallelization. If
w = (wi) is a vector in N
n, we denote by Cw the clutter obtained from C by
deleting any vertex xi with wi = 0 and duplicating wi − 1 times any vertex xi
if wi ≥ 1.
The notion of parallelization can be used to give a characterization of the
max-flow min-cut property which is suitable to study the clique clutter of the
comparability graph of a poset.
Theorem 4.1.3 [71, Chapter 79] Let C be a clutter. Then C satisfies the
max-flow min-cut property if and only if β1(C
w) = α0(C
w) for all w ∈ Nn.
Lemma 4.1.4 Let cl(G) be the clutter of maximal cliques of a graph G. If
G1 (resp. cl(G)1) is the graph (resp. clutter) obtained from G (resp. cl(G)) by
duplicating the vertex x1, then cl(G)
1 = cl(G1).
Proof. Let y1 be the duplication of x1. Set C = cl(G). First we prove
that E(C1) ⊂ E(cl(G1)). Take e ∈ E(C1). Case (i): Assume y1 /∈ e. Then
e ∈ E(C). Clearly e is a clique of G1. If e /∈ E(cl(G1)), then e can be extended
to a maximal clique of G1. Hence e ∪ {y1} must be a clique of G
1. Note that
x1 /∈ e because {x1, y1} is not an edge of G
1. Then e ∪ {x1} is a clique of
G, a contradiction. Thus e is in E(cl(G1)). Case (ii): Assume y1 ∈ e. Then
there is f ∈ E(cl(G)), with x1 ∈ f , such that e = (f \ {x1}) ∪ {y1}. Since
{x, x1} ∈ E(G) for any x in f \{x1}, one has that {x, y1} ∈ E(G
1) for any x in
f \ {x1}. Then e is a clique of G
1. If e is not a maximal clique of G1, there is
x /∈ e which is adjacent in G to any vertex of f \{x1} and x is adjacent to y1 in
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G1. In particular x 6= x1. Then x is adjacent in G to x1 and consequently x is
adjacent in G to any vertex of f , a contradiction because f is a maximal clique
of G. Thus e is in cl(G1). Next we prove the inclusion E(cl(G1)) ⊂ E(C1).
Take e ∈ E(cl(G1)), i.e., e is a maximal clique of G1. Case (i): Assume y1 /∈ e.
Then e is a maximal clique of G, and so an edge of C1. Case (ii): Assume
y1 ∈ e. Then e\{y1} is a clique of G and {x, y1} ∈ E(G
1) for any x in e\{y1}.
Then {x, x1} is in E(G) for any x in e \ {y1}. Hence f = (e \ {y1}) ∪ {x1}
is a clique of G. Note that f is a maximal clique of G. Indeed if f is not a
maximal clique of G, there is x ∈ V (G) \ f which is adjacent in G to every
vertex of e\{y1} and to x1. Thus x is adjacent to y1 in G
1 and to every vertex
in e \ {y1}, i.e., e ∪ {x} is a clique of G
1, a contradiction. Thus f ∈ cl(G).
Since e = (f \ {x1}) ∪ {y1} we obtain that e ∈ E(C
1). ✷
Unfortunately we do not have an analogous version of Lemma 4.1.4 valid
for a deletion. In other words, if G is a graph, the equality cl(G)w = cl(Gw),
with w an integral vector, fails in general (see Remark 4.1.5).
Remark 4.1.5 Let G be a graph. Let G1 = G \ {x1} (resp. cl(G)
1 = cl(G) \
{x1}) be the graph (resp. clutter) obtained from G (resp. cl(G)) by deleting
the vertex x1. The equality cl(G)
1 = cl(G1) fails in general. For instance if G
is a cycle of length three, then E(cl(G)1) = ∅ and cl(G1) has exactly one edge.
Let D be a digraph, that is, D consists of a finite set V (D) of vertices
and a set E(D) of ordered pairs of distinct vertices called edges. Let A, B be
two sets of vertices of D. For use below recall that a (directed) path of D is
called an A–B path if it runs from a vertex in A to a vertex in B. A set C of
vertices is called an A–B disconnecting set if C intersects each A–B path. For
convenience we recall the following classical result.
Theorem 4.1.6 (Menger’s theorem, see [71, Theorem 9.1]) Let D be a digraph
and let A, B be two subsets of V (D). Then the maximum number of vertex-
disjoint A–B paths is equal to the minimum size of an A–B disconnecting
vertex set.
We come to the main result of this section.
Theorem 4.1.7 Let (P,≺) be a finite poset on the vertex set X = {x1, . . . , xn}
and let G be its comparability graph. If C = cl(G) is the clutter of maximal
cliques of G, then C satisfies the max-flow min-cut property.
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Proof. We can regard P as a transitive digraph without cycles of length two
with vertex set X and edge set E(P ), i.e., the edges of P are ordered pairs
(a, b) of distinct vertices with a ≺ b such that:
(i) (a, b) ∈ E(P ) and (b, c) ∈ E(P ) ⇒ (a, c) ∈ E(P ) and
(ii) (a, b) ∈ E(P ) ⇒ (b, a) /∈ E(P ).
Note that because of the transitivity condition P is in fact an acyclic di-
graph, that is, it has no directed cycles. Let x1 be a vertex of P and let y1 be
a new vertex. Consider the digraph P 1 with vertex set X1 = X ∪ {y1} and
edge set
E(P 1) = E(P ) ∪ {(y1, x)| (x1, x) ∈ E(P )} ∪ {(x, y1)| (x, x1) ∈ E(P )}.
The digraph P 1 is transitive. Indeed let (a, b) and (b, c) be two edges of P 1. If
y1 /∈ {a, b, c}, then (a, c) ∈ E(P ) ⊂ E(P
1) because P is transitive. If y1 = a,
then (x1, b) and (b, c) are in E(P ). Hence (x1, c) ∈ E(P ) and (y1, c) ∈ E(P
1).
The cases y1 = b and y1 = c are treated similarly. Thus P
1 defines a poset
(P 1,≺1). The comparability graph H of P 1 is precisely the graph G1 obtained
from G by duplicating the vertex x1 by the vertex y1. To see this note that
{x, y} is an edge of G1 if and only if {x, y} is an edge of G or y = y1 and {x, x1}
is an edge of G. Thus {x, y} is an edge of G1 if and only if x is related to y
in P or y = y1 and x is related to y in P
1, i.e., {x, y} is an edge of G1 if and
only if {x, y} is an edge of H . From Lemma 4.1.4 we get that cl(G)1 = cl(G1),
where cl(G)1 is the clutter obtained from cl(G) by duplicating the vertex x1
by the vertex y1. Altogether we obtain that the clutter cl(G)
1 is the clique
clutter of the comparability graph G1 of the poset P 1.
By Theorem 4.1.3 it suffices to prove that cl(G)w has the Ko¨nig property
for all w ∈ Nn. Since duplications commute with deletions, by permuting
vertices, we may assume that w = (w1, . . . , wr, 0, . . . , 0), where wi ≥ 1 for
i = 1, . . . , r. Consider the clutter C1 obtained from cl(G) by duplicating wi−1
times the vertex xi for i = 1, . . . , r. We denote the vertex set of C1 by X1. By
successively applying the fact that cl(G)1 = cl(G1), we conclude that there is a
poset P1 with comparability graph G1 and vertex set X1 such that C1 = cl(G1).
As before we regard P1 as a transitive acyclic digraph.
Let A and B be the set of minimal and maximal elements of the poset P1,
i.e., the elements ofA andB are the sources and sinks of P1 respectively. We set
S = {xr+1, . . . , xn}. Consider the digraph D whose vertex set is V (D) = X1\S
and whose edge set is defined as follows. A pair (x, y) in V (D) × V (D) is
in E(D) if and only if (x, y) ∈ E(P1) and there is no vertex z in X1 with
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x ≺ z ≺ y. Notice that D is a sub-digraph of P1 which is not necessarily the
digraph of a poset. We set A1 = A\S and B1 = B \S. Note that C
w = C1 \S,
the clutter obtained from C1 by removing all vertices of S and all edges sharing
a vertex with S. If every edge of C1 intersects S, then E(C
w) = ∅ and there is
nothing to prove. Thus we may assume that there is a maximal clique K of G1
disjoint form S. Note that by the maximality of K and by the transitivity of
P1 we get that K contains at least one source and one sink of P1, i.e., A1 6= ∅
and B1 6= ∅ (see argument below).
The maximal cliques of G1 not containing any vertex of S correspond ex-
actly to the A1–B1 paths of D. Indeed let c = {v1, . . . , vs} be a maximal clique
of G1 disjoint from S. Consider the sub-poset Pc of P1 induced by c. Note
that Pc is a tournament, i.e., Pc is an oriented graph (no-cycles of length two)
such that any two vertices of Pc are comparable. By [3, Theorem 1.4.5] any
tournament has a Hamiltonian path, i.e., a spanning oriented path. Therefore
we may assume that
v1 ≺ v2 ≺ · · · ≺ vs−1 ≺ vs
By the maximality of c we get that v1 is a source of P1, vs is a sink of P1, and
(vi, vi+1) is an edge of D for i = 1, . . . , s−1. Thus c is an A1–B1 path of D, as
required. Conversely let c = {v1, . . . , vs} be an A1–B1 path of D. Clearly c is
a clique of P1 because P1 is a poset. Assume that c is not a maximal clique of
G1. Then there is a vertex v ∈ X1\c such that v is related to every vertex of c.
Since v1, vs are a source and a sink of P1 respectively we get v1 ≺ v ≺ vs. We
claim that vi ≺ v for i = 1, . . . , s. By induction assume that vi ≺ v for some
1 ≤ i < s. If v ≺ vi+1, then vi ≺ v ≺ vi+1, a contradiction to the fact that
(vi, vi+1) is an edge of D. Thus vi+1 ≺ v. Making i = s we get that vs ≺ v, a
contradiction. This proves that c is a maximal clique of G1. Therefore, since
the maximal cliques of G1 not containing any vertex in S are exactly the edges
of Cw = C1 \ S, by Menger’s theorem (see Theorem 4.1.6) we obtain that C
w
satisfies the Ko¨nig property. ✷
Example 4.1.8 Consider the posets given by the transitive digraphs:
G1
x1 s
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❅❅
■
 
  
✒
x3
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x4
s
x2s x6s
✻
❄
✲
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❅
❅
❅
❅■
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Then I(cl(G1)) = (x1x2x3, x2x3x5, x2x5x6, x4x5x6, x3x4x5) and I(cl(G2)) =
(x1x2x3, x1x3x4, x3x4x5, x3x5x7, x4x5x6, x5x6x7)
It is well known that if G is a comparability graph and A is the vertex-clique
matrix of G, then G is perfect and the polytope P (A) = {x| x ≥ 0; xA ≤ 1}
is integral (see [16, 71]). The next result complement this fact.
Corollary 4.1.9 Let G be a comparability graph and let A be the vertex-clique
matrix of G. Then the polyhedron Q(A) = {x| x ≥ 0; xA ≥ 1} is integral.
Proof. By Theorem 4.1.7 the clique clutter cl(G) has the max-flow min-cut
property. Thus the system xA ≥ 1; x ≥ 0 is totally dual integral, i.e., the
maximum in Eq. (4.1) has an integral optimum solution y for each integral
vector w with finite maximum. Hence Q(A) has only integral vertices by [71,
Theorem 5.22]. ✷
Corollary 4.1.10 Let P = (X,≺) be a poset on the vertex X and let G be its
comparability graph. Then the maximum number of disjoint maximal cliques
of G is equal to the minimum size of a set intersecting all maximal cliques of
G.
Proof. By Theorem 4.1.7, the clique clutter of G satisfies the max-flow min-
cut property. Then by Theorem 4.1.3, the clique clutter of G satisfies the
Ko¨nig property. ✷
Proposition 4.1.11 Let P = (X,≺) be a poset on the vertex X. Then the
maximum size of a chain of P is equal to the minimum number of disjoint
anti-chains into which X can be decomposed.
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Proof. Let L be a chain of maximum size and let m = |L|. Clearly m is less
or equal to the minimum number of disjoint anti-chains into which X can be
decomposed, because if X1, ..., Xk is a decomposition of X into disjoint anti-
chains, then |L ∩Xi| ≤ i for all i, so |L| ≤ k. Let x ∈ X and let h(x) be the
size of the longest chain of P with end vertex x. Since any two vertices x, y
with h(x) = h(y) are incomparable, we get a decomposition
X = {x|h(x) = 1} ∪ {x|h(x) = 2} ∪ · · · ∪ {x|h(x) = m}
into at most m disjoint anti-chains, so min ≤ max. ✷
Corollary 4.1.12 If G is the comparability graph of a poset P = (X,≺), then
G is perfect.
Proof. Let ω(G) and χ(G) be the clique number and the chromatic number
of G respectively. By Proposition 4.1.11, we have ω(G) = χ(G). As the class
of comparability graphs is closed under taking induced subgraphs, we get that
G is a perfect graph. ✷
Recall that the complement of a perfect graph is also perfect (Perfect Graph
Theorem, see [13]).
Theorem 4.1.13 (Dilworth decomposition theorem) Let P = (X,≺) be a
poset on X. Then the maximum size of an anti-chain is equal to the min-
imum number of disjoint chains into which X can be decomposed.
Proof. Let G be the comparability graph of P . By Corollary 4.1.12, G is
perfect. So, the complement G′ of G is also perfect. In particular ω(G′) =
χ(G′) and the result follows readily. ✷
4.2 Normally torsion freeness and normality
Let C be a clutter and let I = I(C) ⊂ R be its edge ideal. If C1, . . . , Cs are
the minimal vertex covers of C, then the primary decomposition of I is
I = p1 ∩ p2 ∩ · · · ∩ ps, (4.2)
where pi is the ideal of R generated by Ci. The ith symbolic power of I, denoted
by I(i), is given by I(i) = p1
i ∩ · · · ∩ pis.
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Theorem 4.2.1 ([45]) Let C be a clutter, let A be the incidence matrix of C,
and let I = I(C) be its edge ideal. The following are equivalent
(i) I is normal and Q(A) = {x| x ≥ 0; xA ≥ 1} is an integral polyhedron.
(ii) I i = I(i) for i ≥ 1.
(iii) C has the max-flow min-cut property.
Theorem 4.2.2 If G is a comparability graph and cl(G) is its clique clutter,
then the edge ideal I = I(cl(G)) of cl(G) is normally torsion free and normal.
Proof. It follows from Theorems 4.1.7 and 4.2.1. ✷
Complete admissible uniform clutters In this paragraph we introduce
a family of clique clutters of comparability graphs. Let d ≥ 2, g ≥ 2 be two
integers and let
X1 = {x11, . . . , x
1
g}, X
2 = {x21, . . . , x
2
g}, . . . , X
d = {xd1, . . . , x
d
g}
be disjoint sets of variables. The clutter C with vertex set X = X1 ∪ · · · ∪Xd
and edge set
E(C) = {{x1i1 , x
2
i2 , . . . , x
d
id
}| 1 ≤ i1 ≤ i2 ≤ · · · ≤ id ≤ g}
is called a complete admissible uniform clutter. The edge ideal of this clutter
was introduced and studied in [34]. It was also studied in [49]. This ideal has
many good properties, for instance I(C) and its Alexander dual are Cohen-
Macaulay and have linear resolutions (see [34, Proposition 4.5, Lemma 4.6]).
For a thorough study of Cohen-Macaulay admissible clutters see [49, 66].
Theorem 4.2.3 If C is a complete admissible uniform clutter, then its edge
ideal I(C) is normally torsion free and normal.
Proof. Let (P,≺) be the poset with vertex set X and partial order given by
xℓk ≺ x
m
p if and only if 1 ≤ ℓ < m ≤ d and 1 ≤ k ≤ p ≤ g. We denote the
comparability graph of P by G. We claim that E(C) = E(cl(G)), where cl(G)
is the clique clutter of G. Let f = {x1i1 , x
2
i2
, . . . , xdid} be an edge of C, i.e., we
have 1 ≤ i1 ≤ i2 ≤ · · · ≤ id ≤ g. Clearly f is a clique of G. If f is not
maximal, then there is a vertex xℓk not in f which is adjacent in G to every
vertex of f . In particular xℓk must be comparable to x
ℓ
iℓ
, which is impossible.
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Thus f is an edge of cl(G). Conversely let f be an edge of cl(G). We can
write f = {xk1i1 , x
k2
i2
, . . . , xksis }, where k1 < · · · < ks and i1 ≤ · · · ≤ is. By the
maximality of f we get that s = d and ki = i for i = 1, . . . , d. Thus f is an
edge of C. Hence by Theorem 4.2.2 we obtain that I(C) is normally torsion
free and normal. ✷
Acknowledgments. We thank Seth Sullivant for pointing out an alternative
proof of Theorem 4.2.2 based on the fact that the edge ideal of a comparability
graph is differentially perfect (see [78, Section 4]). One of the consequences of
being differentially perfect is that if every maximal chain in the poset has the
same fixed length k, then the edge ideal of the clique clutter of its comparability
graph is normally torsion free. The general case, that is, the situation where
not all maximal chains have the same length, can be reduced to the special
case above.
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Chapter 5
Symbolic Rees Algebras, Vertex
Covers and Irreducible
Representations of Rees Cones
The relation between facets of Rees cones of clutters and irreducible b-vertex
covers is examined. Let G be a simple graph and let Ic(G) be its ideal of
vertex covers. We give a graph theoretical description of the irreducible b-
vertex covers of G, i.e., we describe the minimal generators of the symbolic
Rees algebra of Ic(G). As an application we recover an explicit description of
the edge cone of a graph. Then we study the irreducible b-vertex covers of
the blocker of G, i.e., we study the minimal generators of the Symbolic Rees
algebra of the edge ideal of G. We give a graph theoretical description of the
irreducible binary b-vertex covers of the blocker of G. It is shown that they
are in one to one correspondence with the irreducible induced subgraphs of
G. As a byproduct we obtain a method, using Hilbert bases, to obtain all
irreducible induced subgraphs of G. Irreducible graphs are studied. We show
how to build irreducible graphs and give a method to construct irreducible
b-vertex covers of the blocker of G with high degree relative to the number of
vertices of G.
A clutter C with vertex set X = {x1, . . . , xn} is a family of subsets of X ,
called edges, none of which is included in another. The set of vertices and edges
of C are denoted by V (C) and E(C) respectively. A basic example of a clutter
is a graph. Let R = K[x1, . . . , xn] be a polynomial ring over a field K. The
edge ideal of C, denoted by I(C), is the ideal of R generated by all monomials
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∏
xi∈e
xi such that e ∈ E(C). The assignment C 7→ I(C) establishes a natural
one to one correspondence between the family of clutters and the family of
square-free monomial ideals. Let C be a clutter and let F = {xv1 , . . . , xvq} be
the minimal set of generators of its edge ideal I = I(C). As usual we use xa as
an abbreviation for xa11 · · ·x
an
n , where a = (a1, . . . , an) ∈ N
n. The n× q matrix
with column vectors v1, . . . , vq will be denoted by A, it is called the incidence
matrix of C.
The blowup algebra studied here is the symbolic Rees algebra:
Rs(I) = R⊕ I
(1)t⊕ · · · ⊕ I(i)ti ⊕ · · · ⊂ R[t],
where t is a new variable and I(i) is the ith symbolic power of I. Closely
related to Rs(I) is the Rees algebra of I:
R[It] := R⊕ It⊕ · · · ⊕ I iti ⊕ · · · ⊂ R[t].
The study of symbolic powers of edge ideals was initiated in [73] and further
elaborated on in [1, 29, 42, 45, 51, 78, 91]. By a result of Lyubeznik [63], Rs(I)
is a K-algebra of finite type. In general the minimal set of generators of Rs(I)
as a K-algebra is very hard to describe in terms of C (see [1]). There are
two exceptional cases. If the clutter C has the max-flow min-cut property,
then by a result of [45] we have I i = I(i) for all i ≥ 1, i.e., Rs(I) = R[It].
If G is a perfect graph, then the minimal generators of Rs(I(G)) are in one
to one correspondence with the cliques (complete subgraphs) of G [91], see
also [78]. We shall be interested in studying the minimal set of generators
of Rs(I) using polyhedral geometry. Let G be a graph and let Ic(G) be the
Alexander dual of I(G), see definition below. Some of the main results of
this chapter are graph theoretical descriptions of the minimal generators of
Rs(I(G)) and Rs(Ic(G)). In Sections 5.1 and 5.2 we show that both algebras
encode combinatorial information of the graph which can be decoded using
integral Hilbert bases.
The Rees cone of I, denoted by R+(I), is the polyhedral cone consisting of
the non-negative linear combinations of the set
A′ = {e1, . . . , en, (v1, 1), . . . , (vq, 1)} ⊂ R
n+1,
where ei is the ith unit vector.
A subset C ⊂ X is a minimal vertex cover of the clutter C if: (i) every
edge of C contains at least one vertex of C, and (ii) there is no proper subset
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of C with the first property. If C satisfies condition (i) only, then C is called
a vertex cover of C. Let p1, . . . , ps be the minimal primes of the edge ideal
I = I(C) and let
Ck = {xi| xi ∈ pk} (k = 1, . . . , s)
be the corresponding minimal vertex covers of C, see [87, Proposition 6.1.16].
Recall that the primary decomposition of the edge ideal of C is given by
I(C) = (C1) ∩ (C2) ∩ · · · ∩ (Cs).
In particular observe that the height of I(C) equals the number of vertices in
a minimum vertex cover of C. The ith symbolic power of I is given by
I(i) = S−1I i ∩ R for i ≥ 1,
where S = R \∪sk=1pi and S
−1I i is the localization of I i at S. In our situation
the ith symbolic power of I has a simple expression: I(i) = pi1 ∩ · · · ∩ p
i
s, see
[87]. The Rees cone of I is a finitely generated rational cone of dimension
n+ 1. Hence by the finite basis theorem [93, Theorem 4.11] there is a unique
irreducible representation
R+(I) = H
+
e1
∩H+e2 ∩ · · · ∩H
+
en+1
∩H+ℓ1 ∩H
+
ℓ2
∩ · · · ∩H+ℓr (5.1)
such that each ℓk is in Z
n+1, the non-zero entries of each ℓk are relatively prime,
and none of the closed halfspaces H+e1, . . . , H
+
en+1
, H+ℓ1, . . . , H
+
ℓr
can be omitted
from the intersection. Here H+a denotes the closed halfspace H
+
a = {x| 〈x, a〉 ≥
0} and Ha stands for the hyperplane through the origin with normal vector a,
where 〈 , 〉 denotes the standard inner product. The facets (i.e., the proper
faces of maximum dimension or equivalently the faces of dimension n) of the
Rees cone are exactly:
F1 = He1 ∩ R+(I), . . . , Fn+1 = Hen+1 ∩ R+(I), Hℓ1 ∩ R+(I), . . . , Hℓr ∩ R+(I).
According to [29, Lemma 3.1] we may always assume that ℓk = −en+1 +∑
xi∈Ck
ei for 1 ≤ k ≤ s, i.e., each minimal vertex cover of C determines a facet
of the Rees cone and every facet of the Rees cone satisfying 〈ℓk, en+1〉 = −1
must be of the form ℓk = −en+1 +
∑
xi∈Ck
ei for some minimal vertex cover
Ck of C. This is quite interesting because this is saying that the Rees cone of
I(C) is a carrier of combinatorial information of the clutter C. Thus we can
extract the primary decomposition of I(C) from the irreducible representation
of R+(I(C)).
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Rees cones have been used to study algebraic and combinatorial properties
of blowup algebras of square-free monomial ideals and clutters [29, 42]. Blowup
algebras are interesting objects of study in algebra and geometry [82].
The ideal of vertex covers of C is the square-free monomial ideal
Ic(C) = (x
u1 , . . . , xus) ⊂ R,
where xuk =
∏
xi∈Ck
xi. Often the ideal Ic(C) is called the Alexander dual of
I(C). The clutter Υ(C) associated to Ic(C) is called the blocker of C, see [16].
Notice that the edges of Υ(C) are precisely the minimal vertex covers of C. If
G is a graph, then Rs(Ic(G)) is generated as a K-algebra by elements of degree
in t at most two [51, Theorem 5.1]. One of the main result of Section 5.1 is
a graph theoretical description of the minimal generators of Rs(Ic(G)) (see
Theorem 5.1.9). As an application we recover an explicit description given in
[80] of the edge cone of a graph (Corollary 5.1.10).
The symbolic Rees algebra of the ideal Ic(C) can be interpreted in terms of
“k-vertex covers” [51] as we now explain. Let a = (a1, . . . , an) 6= 0 be a vector
in Nn and let b ∈ N. We say that a is a b-vertex cover of I (or C) if 〈vi, a〉 ≥ b
for i = 1, . . . , q. Often we will call a b-vertex cover simply a b-cover . This
notion plays a role in combinatorial optimization [71, Chapter 77, p. 1378]
and algebraic combinatorics [51, 52].
The algebra of covers of I (or C), denoted by Rc(I), is the K-subalgebra of
K[t] generated by all monomials xatb such that a is a b-cover of I. We say that
a b-cover a of I is reducible if there exists an i-cover c and a j-cover d of I such
that a = c + d and b = i + j. If a is not reducible, we call a irreducible. The
irreducible 0 and 1 covers of C are the unit vector e1, . . . , en and the incidence
vectors u1, . . . , us of the minimal vertex covers of C, respectively. The minimal
generators of Rc(I) as a K-algebra correspond to the irreducible covers of I.
Notice the following dual descriptions:
I(b) = ({xa| 〈(a, b), ℓi〉 ≥ 0 for i = 1, . . . , s})
= ({xa| 〈a, ui〉 ≥ b for i = 1, . . . , s}),
J (b) = ({xa| 〈a, vi〉 ≥ b for i = 1, . . . , q}),
where J = Ic(C). Hence Rc(I) = Rs(J) and Rc(J) = Rs(I).
In general each ℓi occurring in Eq. (5.1) determines a minimal generator
of Rs(Ic(C)). Indeed if we write ℓi = (ai,−di), where ai ∈ N
n, di ∈ N, then ai
is an irreducible di-cover of I (Lemma 5.1.3). Let Fn+1 be the facet of R+(I)
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determined by the hyperplane Hen+1. Thus we have a map ψ:
{Facets of R+(I(C))} \ {Fn+1}
ψ
−→ Rs(Ic(C))
Hℓk ∩ R+(I)
ψ
−→ xaktdk , where ℓk = (ak,−dk)
Hei ∩ R+(I)
ψ
−→ xi
whose image provides a good approximation for the minimal set of generators
of Rs(Ic(C)) as a K-algebra. Likewise the facets of R+(Ic(C)) give an approx-
imation for the minimal set of generators of Rs(I(C)). In Example 5.1.6 we
show a connected graph G for which the image of the map ψ does not generate
Rs(Ic(G)). For balanced clutters, i.e., for clutters without odd cycles, the im-
age of the map ψ generates Rs(Ic(C)). This follows from [42, Propositions 4.10
and 4.11]. In particular the image of the map ψ generate Rs(Ic(C)) when C is
a bipartite graph. It would be interesting to characterize when the irreducible
representation of the Rees cone determine the irreducible covers.
The Simis cone of I is the rational polyhedral cone:
Cn(I) = H+e1 ∩ · · · ∩H
+
en+1 ∩H
+
(u1,−1)
∩ · · · ∩H+(us,−1),
Simis cones were introduced in [29] to study symbolic Rees algebras of square-
free monomial ideals. If H is an integral Hilbert basis of Cn(I), then Rs(I(C))
equalsK[NH], the semigroup ring of NH (see [29, Theorem 3.5]). This result is
interesting because it allows us to compute the minimal generators of Rs(I(C))
using Hilbert bases. The program Normaliz [11] is suitable for computing
Hilbert bases. There is a description of H valid for perfect graphs [91].
If G is a perfect graph, the irreducible b-covers of Υ(G) correspond to
cliques of G [91] (cf. Corollary 5.2.5). In this case, setting C = Υ(G), it turns
out that the image of ψ generates Rs(Ic(Υ(G))). Notice that Ic(Υ(G)) is equal
to I(G).
In Section 5.2 we introduce and study the concept of an irreducible graph.
A b-cover a = (a1, . . . , an) is called binary if ai ∈ {0, 1} for all i. We present
a graph theoretical description of the irreducible binary b-vertex covers of the
blocker of G (see Theorem 5.2.7). It is shown that they are in one to one
correspondence with the irreducible induced subgraphs of G. As a byproduct
we obtain a method, using Hilbert bases, to obtain all irreducible induced
subgraphs of G (see Corollary 5.2.10). We give a simple procedure to build
irreducible graphs (Proposition 5.2.17) and give a method to construct irre-
ducible b-vertex covers of the blocker of G with high degree relative to the
number of vertices of G (see Corollaries 5.2.22 and 5.2.23).
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Along the chapter we introduce most of the notions that are relevant for
our purposes. For unexplained terminology and notation we refer to [20, 60]
and [65, 82].
5.1 Blowup algebras of ideals of vertex covers
Let G be a simple graph with vertex set X = {x1, . . . , xn}. In what follows we
shall always assume that G has no isolated vertices. Here we will give a graph
theoretical description of the irreducible b-covers of G, i.e., we will describe
the symbolic Rees algebra of Ic(G).
Let S be a set of vertices of G. The neighbor set of S, denoted by NG(S),
is the set of vertices of G that are adjacent with at least one vertex of S.
The set S is called independent if no two vertices of S are adjacent. The
empty set is regarded as an independent set whose incidence vector is the zero
vector. Notice the following duality: S is a maximal independent set of G
(with respect to inclusion) if and only if X \S is a minimal vertex cover of G.
Lemma 5.1.1 If a = (ai) ∈ N
n is an irreducible k-cover of G, then 0 ≤ k ≤ 2
and 0 ≤ ai ≤ 2 for i = 1, . . . , n.
Proof. Recall that a is a k-cover of G if and only if ai + aj ≥ k for each edge
{xi, xj} of G. If k = 0 or k = 1, then by the irreducibility of a it is seen that
either a = ei for some i or a = ei1 + · · · + eir for some minimal vertex cover
{xi1 , . . . , xir} of G. Thus we may assume that k ≥ 2.
Case (I): ai ≥ 1 for all i. Clearly 1 = (1, . . . , 1) is a 2-cover. If a− 1 6= 0,
then a − 1 is a k − 2 cover and a = 1 + (a − 1), a contradiction to a being
an irreducible k-cover. Hence a = 1. Pick any edge {xi, xj} of G. Since a is a
k-cover, we get 2 = ai + aj ≥ k and k must be equal to 2.
Case (II): ai = 0 for some i. We may assume ai = 0 for 1 ≤ i ≤ r
and ai ≥ 1 for i > r. Notice that the set S = {x1, . . . , xr} is independent
because if {xi, xj} is an edge and 1 ≤ i < j ≤ r, then 0 = ai + aj ≥ k, a
contradiction. Consider the neighbor set NG(S) of S. We may assume that
NG(S) = {xr+1, . . . , xs}. Observe that ai ≥ k ≥ 2 for i = r+1, . . . , s, because
a is a k-cover. Write
a = (0, . . . , 0, ar+1 − 2, . . . , as − 2, as+1 − 1, . . . , an − 1)+
(0, . . . , 0︸ ︷︷ ︸
r
, 2, . . . , 2︸ ︷︷ ︸
s−r
, 1, . . . , 1︸ ︷︷ ︸
n−s
) = c + d.
5.1 Blowup algebras of ideals of vertex covers 117
Clearly d is a 2-cover. If c 6= 0, using that ai ≥ k ≥ 2 for r + 1 ≤ i ≤ s and
ai ≥ 1 for i > s it is not hard to see that c is a (k − 2)-cover. This gives a
contradiction, because a = c+ d. Hence c = 0. Therefore ai = 2 for r < i ≤ s,
ai = 1 for i > s, and k = 2. ✷
The next result complements the fact that the symbolic Rees algebra of
Ic(G) is generated by monomials of degree in t at most two [51, Theorem 5.1].
Corollary 5.1.2 Rs(Ic(G)) is generated as a K-algebra by monomials of de-
gree in t at most two and total degree at most 2n.
Proof. Let xatk be a minimal generator of Rs(Ic(G)) as a K-algebra. Then
a = (a1, . . . , an) is an irreducible k-cover of G. By Lemma 5.1.1 we obtain that
0 ≤ k ≤ 2 and 0 ≤ ai ≤ 2 for all i. If k = 0 or k = 1, we get that the degree
of xatk is at most n because when k = 0 or 1 one has a = ei or a =
∑
xi∈Ck
ei
for some minimal vertex cover Ck of G, respectively. If k = 2, by the proof of
Lemma 5.1.1 either a = 1 or ai = 0 for some i. Thus deg(x
a) ≤ 2(n− 1). ✷
Let I = I(G) be the edge ideal of G. For use below consider the vec-
tors ℓ1, . . . , ℓr that occur in the irreducible representation of R+(I) given in
Eq. (5.1).
Lemma 5.1.3 Let C be a clutter and let I = I(C) be its edge ideal. If ℓk =
(ak,−dk) is any of the vectors that occur in Eq. (5.1), where ak ∈ N
n, dk ∈ N,
then ak is an irreducible dk-cover of C.
Proof. We proceed by contradiction assume there is a d′k-cover a
′
k and a d
′′
k-
cover a′′k such that ak = a
′
k + a
′′
k and dk = d
′
k + d
′′
k. Set F
′ = H(a′
k
,−d′
k
) ∩ R+(I)
and F ′′ = H(a′′
k
,−d′′
k
)∩R+(I). Clearly F
′, F ′′ are proper faces of R+(I) and F =
R+(I)∩Hℓk = F
′∩F ′′. Recall that any proper face of R+(I) is the intersection
of those facets that contain it (see [93, Theorem 3.2.1(vii)]). Applying this fact
to F ′ and F ′′ it is seen that F ′ ⊂ F or F ′′ ⊂ F , i.e., F = F ′ or F = F ′′. We
may assume F = F ′. Hence H(a′
k
,−d′
k
) = Hℓk . Taking orthogonal complements
we get that (a′k,−d
′
k) = λ(ak,−dk) for some λ ∈ Q+, because the orthogonal
complement of Hℓk is one dimensional and it is generated by ℓk. Since the
non-zero entries of ℓk are relatively prime, we may assume that λ ∈ N. Thus
d′k = λdk ≥ dk ≥ d
′
k and λ must be equal to 1. Hence ak = a
′
k and a
′′
k must be
zero, a contradiction. ✷
Corollary 5.1.4 If ℓi = (ℓi1, . . . , ℓin,−ℓi(n+1)), then 0 ≤ ℓij ≤ 2 for j =
1, . . . , n and 1 ≤ ℓi(n+1) ≤ 2.
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Proof. It suffices to observe that (ℓi1, . . . , ℓin) is an irreducible ℓi(n+1)-cover
of G and to apply Lemma 5.1.1 and Lemma 5.1.3 ✷
Lemma 5.1.5 a = (1, . . . , 1) is an irreducible 2-cover of G if and only if G
is non bipartite.
Proof. ⇒) We proceed by contradiction assuming that G is a bipartite graph.
Then G has a bipartition (V1, V2). Set a
′ =
∑
xi∈V1
ei and a
′′ =
∑
xi∈V2
ei. Since
V1 and V2 are minimal vertex covers of G, we can decompose a as a = a
′+ a′′,
where a′ and a′′ are 1-covers, which is impossible.
⇐) Notice that a cannot be the sum of a 0-cover and a 2-cover. Indeed if
a = a′ + a′′, where a′ is a 0-cover and a′′ is a 1-cover, then a′′ has an entry ai
equal to zero. Pick an edge {xi, xj} incident with xi, then 〈a
′′, ei + ej〉 ≤ 1, a
contradiction. Thus we may assume that a = c + d, where c, d are 1-covers.
Let Cr be an odd cycle of G of length r. Notice that any vertex cover of Cr
must contain a pair of adjacent vertices because r is odd. Clearly a vertex
cover of G is also a vertex cover of the subgraph Cr. Hence the vertex covers
of G corresponding to c and d must contain a pair of adjacent vertices, a
contradiction because c and d are complementary vectors and the complement
of a vertex cover is an independent set. ✷
Example 5.1.6 Consider the following graph G:
s
s s ssx2 x4 x6 x8
s 
 
 
 
 
 
s s s
x1 x3 x5 x7 x9
❅
❅
 
 
❅
❅
❅
❅
❅
❅
Using Normaliz [11] it is seen that the vector a = (1, 1, 2, 0, 2, 1, 1, 1, 1) is an
irreducible 2-cover of G such that the supporting hyperplane H(a,−2) does not
define a facet of the Rees cone of I(G). Thus, in general, the image of ψ
described at the beginning of the chapter does not determine Rs(Ic(G)). We
may use Lemma 5.1.5 to construct non-connected graphs with this property.
Definition 5.1.7 Let A be the incidence matrix of a clutter C. A clutter C
has a cycle of length r if there is a square sub-matrix of A of size r ≥ 3 with
exactly two 1’s in each row and column. A clutter without odd cycles is called
balanced.
Proposition 5.1.8 ([42, Proposition 4.11]) If C is a balanced clutter, then
Rs(Ic(C)) = R[Ic(C)t].
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This result was first shown for bipartite graphs in [40, Corollary 2.6] and
later generalized to balanced clutters [42] using an algebro-combinatorial de-
scription of clutters with the max-flow min-cut property [45].
Let S be a set of vertices of a graph G, the induced subgraph 〈S〉 is the
maximal subgraph of G with vertex set S. The next result has used in [35]
to show that any associated prime of Ic(G)
2 is generated by the vertices of an
odd hole of G.
Theorem 5.1.9 Let 0 6= a = (ai) ∈ N
n and let Υ(G) be the family of minimal
vertex covers of G.
(i) If G is bipartite, then a is an irreducible b-cover of G if and only if b = 0
and a = ei for some 1 ≤ i ≤ n or b = 1 and a =
∑
xi∈C
ei for some
C ∈ Υ(G).
(ii) If G is non-bipartite, then a is an irreducible b-cover if and only if a has
one of the following forms:
(a) (0-covers) b = 0 and a = ei for some 1 ≤ i ≤ n,
(b) (1-covers) b = 1 and a =
∑
xi∈C
ei for some C ∈ Υ(G),
(c) (2-covers) b = 2 and a = (1, . . . , 1),
(d) (2-covers) b = 2 and up to permutation of vertices
a = (0, . . . , 0︸ ︷︷ ︸
|A|
, 2, . . . , 2︸ ︷︷ ︸
|NG(A)|
, 1, . . . , 1)
for some independent set of vertices A 6= ∅ of G such that
(d1) NG(A) is not a vertex cover of G and V 6= A ∪NG(A),
(d2) the induced subgraph 〈V \(A∪NG(A))〉 has no isolated vertices
and is not bipartite.
Proof. (i) ⇒) Since G is a bipartite graph, by Proposition 5.1.8, we have the
equality Rs(J) = R[Jt], where J = Ic(G) is the ideal of vertex covers of G.
Thus the minimal set of generator of Rs(J) as a K-algebra is the set
{x1, . . . , xn, x
u1t, . . . , xurt},
where u1, . . . , ur are the incidence vectors of the minimal vertex covers of G.
By hypothesis a is an irreducible b-cover of G, i.e., xatb is a minimal generator
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of Rs(Ic(C)). Therefore either a = ei for some i and b = 0 or a = ui for some i
and b = 1. The converse follows readily and is valid for any graph or clutter.
(ii) ⇒) By Lemma 5.1.1 we have 0 ≤ b ≤ 2 and 0 ≤ ai ≤ 2 for all i. If
b = 0 or b = 1, then clearly a has the form indicated in (a) or (b) respectively.
Assume b = 2. If ai ≥ 1 for all i, then ai = 1 for all i, otherwise if ai = 2
for some i, then a−ei is a 2-cover and a = ei+(a−ei), a contradiction. Hence
a = 1. Thus we may assume that a has the form
a = (0, . . . , 0, 2, . . . , 2, 1, . . . , 1).
We set A = {xi| ai = 0} 6= ∅, B = {xi| ai = 2}, and C = V \ (A∪B). Observe
that A is an independent set because a is a 2-cover and B = NG(A) because
a is irreducible. Hence it is seen that conditions (d1) and (d2) are satisfied.
Using Lemma 5.1.5, the proof of the converse is direct. ✷
Edge cones of graphs Let G be a connected graph and let A = {v1, . . . , vq}
be the set of all vectors ei + ej such that {xi, xj} is an edge of G. The edge
cone of G, denoted by R+A, is defined as the cone generated by A. Below we
give an explicit combinatorial description of the edge cone.
Let A be an independent set of vertices of G. The supporting hyperplane
of the edge cone of G defined by∑
xi∈NG(A)
xi −
∑
xi∈A
xi = 0
will be denoted by HA.
Edge cones and their representations by closed halfspaces are a useful tool
to study a-invariants of edge subrings [86, 79]. The following result is a proto-
type of these representations. As an application we give a direct proof of the
next result using Rees cones.
Corollary 5.1.10 ([80, Corollary 2.8]) A vector a = (a1, . . . , an) ∈ R
n is in
R+A if and only if a satisfies the following system of linear inequalities
ai ≥ 0, i = 1, . . . , n;∑
xi∈NG(A)
ai −
∑
xi∈A
ai ≥ 0, for all independent sets A ⊂ V (G).
Proof. Set B = {(v1, 1), . . . , (vq, 1)} and I = I(G). Notice the equality
R+(I) ∩ RB = R+B, (5.2)
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where RB is R-vector space spanned by B. Consider the irreducible represen-
tation of R+(I) given in Eq. (5.1) and write ℓi = (ai,−di), where 0 6= ai ∈ N
n,
0 6= di ∈ N. Next we show the equality:
R+A = RA ∩ R
n
+ ∩H
+
(2a1/d1−1)
∩ · · · ∩H+(2ar/dr−1), (5.3)
where 1 = (1, . . . , 1). Take α ∈ R+A. Clearly α ∈ RA∩ R
n
+. We can write
α = λ1v1 + · · ·+ λqvq ⇒ |α| = 2(λ1 + · · ·+ λq) = 2b.
Thus (α, b) = λ1(v1, 1)+· · ·+λq(vq, 1), i.e., (α, b) ∈ R+B. Hence from Eq. (5.2)
we get (α, b) ∈ R+(I) and
〈(α, b), (ai,−di)〉 ≥ 0 ⇒ 〈α, ai〉 ≥ bdi = (|α|/2)di = |α|(di/2).
Writing α = (α1, . . . , αn) and ai = (ai1, . . . , ain), the last inequality gives:
α1ai1 + · · ·+ αnain ≥ (α1 + · · ·+ αn)(di/2) ⇒ 〈α, ai − (di/2)1〉 ≥ 0.
Then 〈α, 2ai/di−1〉 ≥ 0 and α ∈ H
+
(2ai/di−1)
for all i, as required. This proves
that R+A is contained in the right hand side of Eq. (5.3). The other inclusion
follows similarly. Now by Lemma 5.1.3 we obtain that ai is an irreducible di-
cover of G. Therefore, using the explicit description of the irreducible b-covers
of G given in Theorem 5.1.9, we get the equality
R+A =
(⋂
A∈F
H+A
)⋂( n⋂
i=1
H+ei
)
,
where F is the collection of all the independent sets of vertices of G. From
this equality the assertion follows at once. ✷
The edge cone of G encodes information about both the Hilbert function
of the edge subring K[G] (see [79]) and the graph G itself. As a simple illus-
tration, we recover the following version of the marriage theorem for bipartite
graphs, see [6]. Recall that a pairing by an independent set of edges of all the
vertices of a graph G is called a perfect matching or a 1-factor.
Corollary 5.1.11 If G is a bipartite connected graph, then G has a perfect
matching if and only if |A| ≤ |NG(A)| for every independent set of vertices A
of G.
Proof. Notice that the graph G has a perfect matching if and only if the
vector β = (1, 1, . . . , 1) is in NA. By [79, Lemma 2.9] we have the equality
Zn ∩ R+A = NA. Hence β is in NA if and only if β ∈ R+A. Thus the result
follows from Corollary 5.1.10. ✷
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5.2 Symbolic Rees algebras of edge ideals
Let G be a graph with vertex set X = {x1, . . . , xn} and let I = I(G) be its
edge ideal. As before we denote the clutter of minimal vertex covers of G by
Υ(G). The clutter Υ(G) is called the blocker of G. Recall that the symbolic
Rees algebra of I(G) is given by
Rs(I(G)) = K[x
atb| a is an irreducible b-cover of Υ(G)] (5.4)
and the set B = {xatb| a is an irreducible b-cover of Υ(G)} is the minimal set
of generators of Rs(I(G)) as a K-algebra. The main purpose of this section
is to study the symbolic Rees algebra of I(G) and to explain the difficulties
in finding a combinatorial representation for the minimal set of generators of
this algebra.
Lemma 5.2.1 Let 0 6= a = (a1, . . . , am, 0, . . . , 0) ∈ N
n and let a′ = (a1, . . . , am).
If 0 6= b ∈ N, then a is an irreducible b-cover of Υ(G) if and only if a′ is an
irreducible b-cover of Υ(〈S〉), where S = {x1, . . . , xm}.
Proof. It suffices to prove that a is a b-cover of the blocker of G if and only
if a′ is a b-cover of the blocker of 〈S〉.
⇒) The induced subgraph 〈S〉 is not a discrete graph. Take a minimal
vertex cover C ′ of 〈S〉. Set C = C ′ ∪ (V (G) \ S). Since C is a vertex cover of
G such that C \ {xi} is not a vertex cover of G for every xi ∈ C
′, there is a
minimal vertex cover Cℓ of G such that C
′ ⊂ Cℓ ⊂ C and C
′ = Cℓ ∩S. Notice
that ∑
xi∈C′
ai =
∑
xi∈Cℓ∩S
ai = 〈a, uℓ〉 ≥ b,
where uℓ is the incidence vector of Cℓ. Hence
∑
xi∈C′
ai ≥ b, as required.
⇐) Take a minimal vertex cover Cℓ of G. Then Cℓ ∩S contains a minimal
vertex cover C ′ℓ of 〈S〉. Let uℓ (resp. u
′
ℓ) be the incidence vector of Cℓ (resp.
C ′ℓ). Notice that
〈a, uℓ〉 =
∑
xi∈Cℓ∩S
ai ≥
∑
xi∈C′ℓ
ai = 〈a
′, u′ℓ〉 ≥ b.
Hence 〈a, uℓ〉 ≥ b, as required. ✷
We denote a complete subgraph of G with r vertices by Kr. Let v be a
vertex of G, the neighbor set NG(v) of v is the set of vertices of G adjacent to
v.
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Lemma 5.2.2 Let G be a graph and let a = (a1, . . . , an) be an irreducible
b-cover of Υ(G) such that ai ≥ 1 for all i. If 〈NG(xn)〉 = Kr, then ai = 1 for
all i, b = r, n = r + 1, and G = Kn.
Proof. We may assume that NG(xn) = {x1, . . . , xr}. We set
c = e1 + · · ·+ er + en; d = (a1 − 1, . . . , ar − 1, ar+1, . . . , an−1, an − 1).
Notice that 〈x1, . . . , xr, xn〉 = Kr+1. Thus c is an r-cover of Υ(G) because any
minimal vertex cover ofGmust intersect all edges ofKr+1. By the irreducibility
of a, there exists a minimal vertex cover Cℓ of G such that
∑
xi∈Cℓ
ai = b.
Clearly we have b ≥ g ≥ r, where g is the height of I(G). Let Ck be an
arbitrary minimal vertex cover of G. Since Ck contains exactly r vertices of
Kr+1, from the inequality
∑
xi∈Ck
ai ≥ b we get
∑
xi∈Ck
di ≥ b − r, where
d1, . . . , dn are the entries of d. Therefore d = 0; otherwise if d 6= 0, then d is a
(b− r)-cover of Υ(G) and a = c+ d, a contradiction to the irreducibility of a.
It follows that g = r, n = r + 1, ai = 1 for 1 ≤ i ≤ r, an = 1, and G = Kn. ✷
Notation We regard K0 as the empty set with zero elements. A sum over an
empty set is defined to be 0.
Proposition 5.2.3 Let G be a graph and let J = Ic(G) be its ideal of vertex
covers. Then the set
F = {(ai) ∈ R
n+1|
∑
xi∈Kr
ai = (r − 1)an+1} ∩ R+(J)
is a facet of the Rees cone R+(J).
Proof. If Kr = ∅, then r = 0 and F = Hen+1 ∩ R+(J), which is clearly
a facet because e1, . . . , en ∈ F . If r = 1, then F = Hei ∩ R+(J) for some
1 ≤ i ≤ n, which is a facet because ej ∈ F for j /∈ {i, n + 1} and there is at
least one minimal vertex cover of G not containing xi. We may assume that
X ′ = {x1, . . . , xr} is the vertex set of Kr and r ≥ 2. For each 1 ≤ i ≤ r there
is a minimal vertex cover Ci of G not containing xi. Notice that Ci contains
X ′ \ {xi}. Let ui be the incidence vector of Ci. Since the rank of u1, . . . , ur is
r, it follows that the set
{(u1, 1), . . . , (ur, 1), er+1, . . . , en}
is a linearly independent set contained in F , i.e., dim(F ) = n. Hence F
is a facet of R+(J) because the hyperplane that defines F is a supporting
hyperplane. ✷
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Proposition 5.2.4 Let G be a graph and let 0 6= a = (a1, . . . , an) ∈ N
n. If
(a) ai ∈ {0, 1} for all i, and
(b) 〈{xi| ai > 0}〉 = Kr+1,
then a is an irreducible r-cover of Υ(G).
Proof. By Proposition 5.2.3, the closed halfspace H+(a,−r) occurs in the irre-
ducible representation of the Rees cone R+(J), where J = Ic(G). Hence a is
an irreducible r-cover by Lemma 5.1.3. ✷
A clique of a graph G is a set of vertices that induces a complete subgraph.
We will also call a complete subgraph of G a clique. Symbolic Rees algebras
are related to perfect graphs as is seen below. We refer to [16, 20, 71] and the
references there for the theory of perfect graphs.
Notation The support of xa = xa11 · · ·x
an
n is supp(x
a) = {xi | ai > 0}.
Corollary 5.2.5 ([91]) If G is a graph, then
K[xatr| xa square-free ; 〈supp(xa)〉 = Kr+1; 0 ≤ r < n] ⊂ Rs(I(G))
with equality if and only if G is a perfect graph.
Proof. The inclusion follows from Proposition 5.2.4. If G is a perfect graph,
then by [91, Corollary 3.3] the equality holds. Conversely if the equality holds,
then by Lemma 5.1.3 and Proposition 5.2.3 we have
R+(Ic(G)) =
{
(ai) ∈ R
n+1|
∑
xi∈Kr
ai ≥ (r − 1)an+1; ∀Kr ⊂ G
}
. (5.5)
Hence a direct application of [91, Proposition 2.2] gives that G is perfect. ✷
The vertex covering number of G, denoted by α0(G), is the number of
vertices in a minimum vertex cover of G (the cardinality of any smallest vertex
cover in G). Notice that α0(G) equals the height of I(G). If H is a discrete
graph, i.e., all the vertices of H are isolated, we set I(H) = 0 and α0(H) = 0.
Lemma 5.2.6 Let G be a graph. If a = e1 + · · ·+ er is an irreducible b-cover
of Υ(G), then b = α0(H), where H = 〈x1, . . . , xr〉.
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Proof. The case b = 0 is clear. Assume b ≥ 1. Let C1, . . . , Cs be the minimal
vertex covers of G and let u1, . . . , us be their incidence vectors. Notice that
〈a, ui〉 = b for some i. Indeed if 〈a, ui〉 > b for all i, then a− e1 is a b-cover of
Υ(G) and a = (a− e1) + e1, a contradiction. Hence
b = 〈a, ui〉 = |{x1, . . . , xr} ∩ Ci| ≥ α0(H).
This proves that b ≥ α0(H). Notice that H is not a discrete graph. Then we
can pick a minimal vertex cover A of H such that |A| = α0(H). The set
C = A ∪ (V (G) \ {x1, . . . , xr})
is a vertex cover of G. Hence there is a minimal vertex cover Cℓ of G such
that A ⊂ Cℓ ⊂ C. Observe that Cℓ ∩ {x1, . . . , xr} = A. Thus we get 〈a, uℓ〉 =
|A| ≥ b, i.e., α0(H) ≥ b. Altogether we have b = α0(H). ✷
Theorem 5.2.7 Let G be a graph and let a = (1, . . . , 1). Then a is a reducible
α0(G)-cover of Υ(G) if and only if there are H1 and H2 induced subgraphs of
G such that
(i) V (G) is the disjoint union of V (H1) and V (H2), and
(ii) α0(G) = α0(H1) + α0(H2).
Proof. ⇒) We may assume that a1 = e1+ · · ·+er, a2 = a−a1, ai is a bi-cover
of Υ(G), bi ≥ 1 for i = 1, 2, and α0(G) = b1 + b2. Consider the subgraphs
H1 = 〈x1, . . . , xr〉 and H2 = 〈xr+1, . . . , xn〉. Let A be a minimal vertex cover of
H1 with α0(H1) vertices. Since C = A∪ (V (G)\{x1, . . . , xr}) is a vertex cover
G, there is a minimal vertex cover Ck of G such that A ⊂ Ck ⊂ C. Hence
|A| = |Ck ∩ {x1, . . . , xr}| = 〈a1, uk〉 ≥ b1,
and α0(H1) ≥ b1. Using a similar argument we get that α0(H2) ≥ b2. If Cℓ is
a minimal vertex cover of G with α0(G) vertices, then Cℓ ∩ V (Hi) is a vertex
cover of Hi. Therefore
b1 + b2 = α0(G) = |Cℓ| =
2∑
i=1
|Cℓ ∩ V (Hi)| ≥
2∑
i=1
α0(Hi) ≥ b1 + b2,
and consequently α0(G) = α0(H1) + α0(H2).
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⇐) We may assume V (H1) = {x1, . . . , xr} and V (H2) = V (G) \ V (H1).
Set a1 = e1+ · · ·+ er and a2 = a− a1. For any minimal vertex cover Ck of G,
we have that Ck ∩ V (Hi) is a vertex cover of Hi. Hence
〈a1, uk〉 = |Ck ∩ {x1, . . . , xr}| ≥ α0(H1),
where uk is the incidence vector of Ck. Consequently a1 is an α0(H1)-cover of
Υ(G). Similarly we obtain that a2 is an α0(H2)-cover of Υ(G). Therefore a is
a reducible α0(G)-cover of Υ(G). ✷
Definition 5.2.8 A graph satisfying conditions (i) and (ii) is called a reducible
graph. If G is not reducible, it is called irreducible.
These notions appear in [27]. As far as we know there is no structure the-
orem for irreducible graphs. Examples of irreducible graphs include complete
graphs, odd cycles, and complements of odd cycles. Below we give a method,
using Hilbert bases, to obtain all irreducible induced subgraphs of G.
By [60, Lemma 5.4] there exists a finite set H ⊂ Nn+1 such that
(a) Cn(I(G)) = R+H, and
(b) Zn+1 ∩ R+H = NH,
where NH is the additive subsemigroup of Nn+1 generated by H.
Definition 5.2.9 The set H is called an integral Hilbert basis of Cn(I(G)).
If we require H to be minimal (with respect inclusion), then H is unique
[69].
Corollary 5.2.10 Let G be a graph and let α = (a1, . . . , an, b) ∈ {0, 1}
n × N.
Then α is an element of the minimal integral Hilbert basis of Cn(I(G)) if and
only if the induced subgraph H = 〈{xi| ai = 1}〉 is irreducible with b = α0(H).
Proof. The map (a1, . . . , an, b) 7→ x
a1
1 · · ·x
an
n t
b establishes a one to one cor-
respondence between the minimal integral Hilbert basis of Cn(I(G)) and the
minimal generators of Rs(I(G)) as a K-algebra. Thus the result follows from
Lemma 5.2.1 and Theorem 5.2.7. ✷
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Example 5.2.11 (E. Reyes) Consider the graph G shown below. Let I be
the edge ideal of G and let H be the Hilbert basis of Cn(I). Using the map
(a1, . . . , an, b) 7→ x
a1
1 · · ·x
an
n t
b, together with Normaliz [11], it is seen that G has
exactly 49 irreducible subgraphs. Since α0(G) = 6 and the vector (1, . . . , 1, 6)
is not in H we obtain that G is a reducible graph.
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Fig. 4. Graph G
The following parallelizationG(1,...,1,2) ofG is irreducible because (1, . . . , 1, 2) ∈
H.
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Fig. 5. Graph G(1,...,1,2)
The next result shows that irreducible graphs occur naturally in the theory
of perfect graphs.
Proposition 5.2.12 A graph G is perfect if and only if the only irreducible
induced subgraphs of G are the complete subgraphs.
Proof. ⇒) Let H be an irreducible induced subgraph of G. We may assume
that V (H) = {x1, . . . , xr}. Set a
′ = (1, . . . , 1) ∈ Nr and a = (a′, 0 . . . , 0) ∈
Nn. By Theorem 5.2.7, a′ is an irreducible α0(H) cover of Υ(H). Then by
Lemma 5.2.1, a′ is an irreducible α0(H) cover of Υ(G). Since x1 · · ·xrt
α0(H) is a
minimal generator of Rs(I(G)), using Corollary 5.2.5 we obtain that α0(H) =
r − 1 and that H is a complete subgraph of G on r vertices.
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⇐) In [13] it is shown that G is a perfect graph if and only if no induced
subgraph of G is an odd cycle of length at least five or the complement of
one. Since odd cycles and and their complements are irreducible subgraphs.
It follows that G is perfect. ✷
Definition 5.2.13 A graph G is called vertex critical if α0(G \ {xi}) < α0(G)
for all xi ∈ V (G).
Remark 5.2.14 If xi is any vertex of a graph G and α0(G \ {xi}) < α0(G),
then α0(G \ {xi}) = α0(G)− 1
Lemma 5.2.15 If G is an irreducible graph, then G is a connected graph and
α0(G \ {xi}) = α0(G)− 1 for i = 1, . . . , n.
Proof. Let G1, . . . , Gr be the connected components of G. Since α0(G) is
equal to
∑
i α0(Gi), we get r = 1. Thus G is connected. To complete the proof
it suffices to prove that α0(G \ {xi}) < α0(G) for all i (see Remark 5.2.14).
If α0(G \ {xi}) = α0(G), then G = H1 ∪ H2, where H1 = G \ {xi} and
V (H2) = {xi}, a contradiction. ✷
Definition 5.2.16 The cone C(G), over a graph G, is obtained by adding a
new vertex v to G and joining every vertex of G to v.
The next result can be used to build irreducible graphs. In particular it
follows that cones over irreducible graphs are irreducible.
Proposition 5.2.17 Let G be a graph with n vertices and let H be a graph
obtained from G by adding a new vertex v and some new edges joining v with
V (G). If a = (1, . . . , 1) ∈ Nn is an irreducible α0(G)-cover of Υ(G) such that
α0(H) = α0(G) + 1, then a
′ = (a, 1) is an irreducible α0(H)-cover of Υ(H).
Proof. Clearly a′ is an α0(H)-cover of Υ(H). Assume that a
′ = a′1 + a
′
2,
where 0 6= a′i is a b
′
i-cover of Υ(H) and b
′
1 + b
′
2 = α0(H). We may assume that
a′1 = (1, . . . , 1, 0, . . . , 0) and a
′
2 = (0, . . . , 0, 1, . . . , 1). Let ai be the vector in
Nn obtained from a′i by removing its last entry. Set v = xn+1. Take a minimal
vertex cover Ck of G and consider C
′
k = Ck ∪ {xn+1}. Let u
′
k (resp. uk) be the
incidence vector of C ′k (resp. Ck). Then
〈a1, uk〉 = 〈a
′
1, u
′
k〉 ≥ b
′
1 and 〈a2, uk〉+ 1 = 〈a
′
2, u
′
k〉 ≥ b
′
2,
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consequently a1 is a b
′
1-cover of Υ(G). If b
′
2 = 0, then a1 is an α0(H)-cover of
Υ(G), a contradiction; because if u is the incidence vector of a minimal vertex
cover of G with α0(G) elements, then we would obtain α0(G) ≥ 〈u, a1〉 ≥
α0(H), which is impossible. Thus b
′
2 ≥ 1, and a2 is a (b
′
2 − 1)-cover of Υ(G)
if a2 6= 0. Hence a2 = 0, because a = a1 + a2 and a is irreducible. This
means that a′2 = en+1 is a b
′
2-cover of Υ(H), a contradiction. Therefore a
′ is
an irreducible α0(H)-cover of Υ(H), as required. ✷
Definition 5.2.18 A graph G is called edge critical if α0(G \ e) < α0(G) for
all e ∈ E(G).
Proposition 5.2.19 If G is a connected edge critical graph, then G is irre-
ducible.
Proof. Assume that G is reducible. Then there are induced subgraphs H1,
H2 of G such that V (H1), V (H2) is a partition of V (G) and α0(G) = α0(H1)+
α0(H2). Since G is connected there is an edge e = {xi, xj} with xi a vertex
of H1 and xj a vertex of H2. Pick a minimal vertex cover C of G \ e with
α0(G)− 1 vertices. As E(Hi) is a subset of E(G \ e) = E(G) \ {e} for i = 1, 2,
we get that C covers all edges of Hi for i = 1, 2. Hence C must have at least
α0(G) elements, a contradiction. ✷
Corollary 5.2.20 The following implications hold for any connected graph:
edge critical =⇒ irreducible =⇒ vertex critical.
Finding generators of symbolic Rees algebras using cones In [1] Bahi-
ano showed that if H is the graph obtained by taking a cone over a pentagon,
then
Rs(I(H)) = R[I(H)t][x1 · · ·x5t
3, x1 · · ·x6t
4, x1 · · ·x5x
2
6t
5].
This simple example shows that taking a cone over an irreducible graph tends
to increase the degree in t of the generators of the symbolic Rees algebra. Other
examples using this “cone process” have been shown in [51, Example 5.5].
Let G be a graph with vertex set V (G) = {x1, . . . , xn}. The aim here is
to give a general procedure—based on the irreducible representation of the
Rees cone of Ic(G)—to construct generators of Rs(I(H)) of high degree in t,
where H is a graph constructed from G by recursively taking cones over graphs
already constructed.
130 Symbolic Rees algebras and vertex covers
By the finite basis theorem [93, Theorem 4.11] there is a unique irreducible
representation
R+(Ic(G)) = H
+
e1
∩H+e2 ∩ · · · ∩H
+
en+1
∩H+α1 ∩H
+
α2
∩ · · · ∩H+αp (5.6)
such that each αk is in Z
n+1, the non-zero entries of each αk are relatively
prime, and none of the closed halfspaces H+e1, . . . , H
+
en+1, H
+
α1 , . . . , H
+
αp can be
omitted from the intersection. For use below we assume that α is any of the
vectors α1, . . . , αp that occur in the irreducible representation. Thus we can
write α = (a1, . . . , an,−b) for some ai ∈ N and for some b ∈ N.
Lemma 5.2.21 Let H be the cone over G. If
β = (a1, . . . , an, (
∑n
i=1 ai)− b,−
∑n
i=1 ai) = (β1, . . . , βn+1,−βn+2)
and ai ≥ 1 for all i, then F = Hβ ∩ R+(Ic(H)) is a facet of R+(Ic(H)).
Proof. First we prove that R+(Ic(H)) ⊂ H
+
β , i.e., Hβ is a supporting hyper-
plane of the Rees cone. By Lemma 5.1.3, (a1, . . . , an) is an irreducible b-cover
of Υ(G). Hence there is C ∈ Υ(G) such that
∑
xi∈C
ai = b. Therefore βn+1 is
greater or equal than 1. This proves that e1, . . . , en+1 are in H
+
β . Let C be any
minimal vertex cover of H and let u =
∑
xi∈C
ei be its characteristic vector.
Case (i): If xn+1 /∈ C, then C = {x1, . . . , xn} and∑
xi∈C
βi =
n∑
i=1
ai = βn+2,
that is, (u, 1) ∈ H+β . Case (ii): If xn+1 ∈ C, then C1 = C \{xn+1} is a minimal
vertex cover of G. Hence∑
xi∈C
βi =
∑
xi∈C1
βi + βn+1 ≥ b+ βn+1 = βn+2,
that is, (u, 1) ∈ H+β . Therefore R+(Ic(H)) ⊂ H
+
β . To prove that F is a facet
we must show it has dimension n + 1 because the dimension of R+(Ic(H)) is
n+ 2. We denote the characteristic vector of a minimal vertex cover Ck of G
by uk. By hypothesis there are minimal vertex covers C1, . . . , Cn of G such
that the vectors (u1, 1), . . . , (un, 1) are linearly independent and
〈(a,−b), (uk, 1)〉 = 0 ⇐⇒ 〈a, uk〉 = b, (5.7)
5.2 Symbolic Rees algebras of edge ideals 131
for k = 1, . . . , n. Therefore
〈(β1, . . . , βn+1), (uk, 1)〉 = βn+2 and 〈(β1, . . . , βn+1), (1, . . . , 1, 0)〉 = βn+2,
i.e., the set B = {(u1, 1), . . . , (un, 1), (1, . . . , 1, 0} is contained in Hβ. Since
C1 ∪ {xn+1}, . . . , Cn ∪ {xn+1}, {x1, . . . , xn}
are minimal vertex covers of H , the set B is also contained in R+(Ic(H)) and
consequently in F . Thus its suffices to prove that B is linearly independent.
If (1, . . . , 1, 0) is a linear combination of (u1, 1), . . . , (un, 1), then we can write
(1, . . . , 1) = λ1u1 + · · ·+ λnun
for some scalars λ1, . . . , λn such that
∑n
i=1 λi = 0. Hence from Eq. (5.7) we
get
|a| = 〈(1, . . . , 1), a〉 = λ1〈u1, a〉+ · · ·+ λn〈un, a〉 = (λ1 + · · ·+ λn)b = 0,
a contradiction. ✷
Corollary 5.2.22 If ai ≥ 1 for all i, then x
β1
1 · · ·x
βn+1
n+1 t
βn+2 is a minimal
generator of Rs(I(H)).
Proof. By Lemma 5.2.21, F = Hβ ∩ R+(Ic(H)) is a facet of R+(Ic(H)).
Therefore using Lemma 5.1.3, the vector (β1, . . . , βn+1) is an irreducible βn+2-
cover of Υ(H), i.e., xβ11 · · ·x
βn+1
n+1 t
βn+2 is a minimal generator of Rs(I(H)). ✷
Corollary 5.2.23 Let G0 = G and let Gr be the cone over Gr−1 for r ≥ 1. If
α = (1, . . . , 1,−g), then
(1, . . . , 1︸ ︷︷ ︸
n
, n− g, . . . , n− g︸ ︷︷ ︸
r
)
is an irreducible n + (r − 1)(n − g) cover of Gr. In particular Rs(I(Gr)) has
a generator of degree in t equal to n+ (r − 1)(n− g).
As a very particular example of our construction consider:
Example 5.2.24 Let G = Cs be an odd cycle of length s = 2k+1. Note that
α0(Cs) = (s+ 1)/2 = k + 1. Then by Corollary 5.2.23
x1 · · ·xsx
k
s+1 · · ·x
k
s+rt
rk+k+1
is a minimal generator of Rs(I(Gr)). This illustrates that the degree in t of the
minimal generators of Rs(I(Gr)) is much larger than the number of vertices
of the graph Gr [51].
132 Symbolic Rees algebras and vertex covers
Bibliography
[1] C. Bahiano, Symbolic powers of edge ideals, J. Algebra 273 (2) (2004),
517-537.
[2] V. Balachandran, P. Nagavamsi and C. P. Rangan, Clique transversal and
clique independence on comparability graphs, Inform. Process. Lett. 58
(1996), no. 4, 181–184.
[3] J. Bang-Jensen and G. Gutin, Digraphs. Theory, Algorithms and Appli-
cations , Springer Monographs in Mathematics, Springer, 2nd printing,
2006.
[4] S. Baum and L. E. Trotter, Integer rounding for polymatroid and branch-
ing optimization problems, SIAM J. Algebraic Discrete Methods 2 (1981),
no. 4, 416–425.
[5] S. Blum, Base-sortable matroids and Koszulness of semigroup rings, Eu-
ropean J. Combin. 22(7) (2001), 937–951.
[6] B. Bolloba´s, Modern Graph Theory , Graduate Texts in Mathematics 184
Springer-Verlag, New York, 1998.
[7] V. Bonanzinga, C. Escobar and R. H. Villarreal, On the normality of
Rees algebras associated to totally unimodular matrices, Results Math.
41, 3/4, (2002), 258–264.
[8] F. Bonomo, G. Dura´n, M. Groshaus and J. L. Szwarcfiter, On clique-
perfect and K-perfect graphs. Ars Combin. 80 (2006), 97–112.
[9] J. P. Brennan, L. A. Dupont and R. H. Villarreal, Duality, a-invariants
and canonical modules of rings arising from linear optimization problems,
Bull. Math. Soc. Sci. Math. Roumanie (N.S.), 51(99) (2008), no. 4, 279–
305.
134 Bibliography
[10] W. Bruns and J. Herzog, Cohen-Macaulay Rings , Cambridge University
Press, Cambridge, Revised Edition, 1997.
[11] W. Bruns and R. Koch, Normaliz, computing normalizations of affine
semigroups, 2003. Available from:
ftp.mathematik.Uni-Osnabrueck.DE/pub/osm/kommalg/software.
[12] G. Carra´ Ferro and D. Ferrarello, Cohen-Macaulay graphs arising from
digraphs. (2007) Preprint. math.AC/0703417.
[13] M. Chudnovsky, N. Robertson, P. Seymour and R. Thomas, The strong
perfect graph theorem, Ann. of Math. (2) 164 (2006), no. 1, 51–229.
[14] V. Chva´tal, On certain polytopes associated with graphs, J. Combinato-
rial Theory Ser. B 18 (1975), 138–154.
[15] M. Conforti and G. Cornue´jols, Clutters that pack and the Max-Flow
Min-Cut property: A conjecture, The Fourth Bellairs Workshop on Com-
binatorial Optimization (W. R. Pulleyblank, F. B. Shepherd, eds.).
[16] G. Cornue´jols, Combinatorial optimization: Packing and covering ,
CBMS-NSF Regional Conference Series in Applied Mathematics 74,
SIAM (2001).
[17] A. Corso and U. Nagel, Monomial and toric ideals associated to ferrers
graphs, Trans. Amer. Math. Soc. 361 (2009), 1371-1395.
[18] V. I. Danilov, The geometry of toric varieties, Russian Math. Surveys 33
(1978), 97-154.
[19] D. Delfino, A. Taylor, W. V. Vasconcelos, R. H. Villarreal and N.
Weininger, Monomial ideals and the computation of multiplicities, Com-
mutative ring theory and applications (Fez, 2001), pp. 87–106, Lecture
Notes in Pure and Appl. Math. 231, Dekker, New York, 2003.
[20] R. Diestel, Graph Theory , Graduate Texts in Mathematics 173, Springer-
Verlag, New York, 2nd ed., 2000.
[21] L. A. Dupont, E. Reyes and R. H. Villarreal, Cohen-Macaulay clutters
with combinatorial optimization properties and parallelizations of normal
edge ideals, Sao Paulo J. Math. Sci. 3 (2009), no. 1, 61–75.
Bibliography 135
[22] L. A. Dupont and R. H. Villarreal, Algebraic and combinatorial proper-
ties of ideals and algebras of uniform clutters of TDI systems, J. Comb.
Optim., to appear.
[23] L. A. Dupont, C. Renter´ıa–Ma´rquez and R. H. Villarreal, Systems with
the integer rounding property in normal monomial subrings, An. Acad.
Brasil. Cieˆnc., to appear.
[24] L. A. Dupont and R. H. Villarreal, Edge ideals of clique clutters of com-
parability graphs and the normality of monomial ideals, Math. Scand.
106 (2010), no.1, 88–98.
[25] L. A. Dupont and R. H. Villarreal, Symbolic Rees algebras, vertex cov-
ers and irreducible representations of Rees cones, Algebra and Discrete
Mathematics, to appear.
[26] D. Eisenbud, Commutative Algebra with a view toward Algebraic Geome-
try , Graduate Texts in Mathematics 150, Springer-Verlag, 1995.
[27] P. Erdo¨s and T. Gallai, On the minimal number of vertices representing
the edges of a graph, Magyar Tud. Akad. Mat. Kutato´ Int. Ko¨zl. 6 (1961),
181–203.
[28] C. Escobar, J. Mart´ınez-Bernal and R. H. Villarreal, Relative volumes and
minors in monomial subrings, Linear Algebra Appl. 374 (2003), 275–290.
[29] C. Escobar, R. H. Villarreal and Y. Yoshino, Torsion freeness and nor-
mality of blowup rings of monomial ideals, Commutative Algebra, Lect.
Notes Pure Appl. Math. 244, Chapman & Hall/CRC, Boca Raton, FL,
2006, pp. 69-84.
[30] M. Estrada and R. H. Villarreal, Cohen-Macaulay bipartite graphs, Arch.
Math. 68 (1997), 124–128.
[31] S. Faridi, The facet ideal of a simplicial complex, Manuscripta Math. 109
(2002), 159-174.
[32] S. Faridi, Cohen-Macaulay properties of square-free monomial ideals, J.
Combin. Theory Ser. A 109(2) (2005), 299-329.
[33] A. Flores, I. Gitler and E. Reyes, On 2-partitionable clutters and the
MFMC property, Adv. Appl. Discrete Math. 2 (2008), no. 1, 59–84.
136 Bibliography
[34] G. Fløystad and J. E. Vatne, (Bi-)Cohen-Macaulay simplicial complexes
and their associated coherent sheaves, Comm. Algebra 33 (2005), no. 9,
3121–3136.
[35] C. A. Francisco, H. T. Ha` and A. Van Tuyl, Algebraic methods for de-
tecting odd holes in a graph. J. Algebraic Combin., to appear.
[36] R. Fro¨berg, A study of graded extremal rings and of monomial rings,
Math. Scand. 51 (1982), 22–34.
[37] D. R. Fulkerson, Blocking and anti-blocking pairs of polyhedra, Math.
Programming 1 (1971), 168–194.
[38] D. R. Fulkerson, Anti-blocking polyhedra, J. Combin. Theory Ser. B 12
(1972), 50–71.
[39] P. C. Gilmore and A. J. Hoffman, A characterization of comparability
graphs and of interval graphs. Canad. J. Math. 16 (1964), 539–548.
[40] I. Gitler, E. Reyes and R. H. Villarreal, Blowup algebras of ideals of vertex
covers of bipartite graphs, Contemp. Math. 376 (2005), 273–279.
[41] I. Gitler, E. Reyes and R. H. Villarreal, Ring graphs and toric ideals,
Electronic Notes in Discrete Mathematics 28C (2007), 393-400.
[42] I. Gitler, E. Reyes and R. H. Villarreal, Blowup algebras of square–free
monomial ideals and some links to combinatorial optimization problems,
Rocky Mountain J. Math., 39 (2009), no. 1, 71-102.
[43] I. Gitler and C. Valencia, Bounds for invariants of edge-rings, Comm.
Algebra 33 (2005), 1603-1616.
[44] I. Gitler and C. Valencia, Multiplicities of edge subrings, Discrete Math.
302 (2005), 107-123.
[45] I. Gitler, C. Valencia and R. H. Villarreal, A note on Rees algebras and
the MFMC property, Beitra¨ge Algebra Geom. 48 (2007), No. 1, 141-150.
[46] D. Grayson and M. Stillman, Macaulay2, 1996. Available via anonymous
ftp from math.uiuc.edu.
Bibliography 137
[47] H. T. Ha` and S. Morey, An algebraic approach to the Conforti-Cornuejols
conjecture. Preprint, (2008). arXiv:0805.3738.
[48] H. T. Ha` and S. Morey, Embedded associated primes of powers of square-
free monomial ideals. J. Pure Appl. Algebra 214 (2010), no. 4, 301–308.
[49] H. T. Ha`, S. Morey and R.H. Villarreal, Cohen-Macaulay admissible clut-
ters, J. Commut. Algebra 1 (2009), no. 3, 61–75.
[50] F. Harary, Graph Theory , Addison-Wesley, Reading, MA, 1972.
[51] J. Herzog, T. Hibi and N. V. Trung, Symbolic powers of monomial ideals
and vertex cover algebras, Adv. Math. 210 (2007), 304–322.
[52] J. Herzog, T. Hibi and N. V. Trung, Vertex cover algebras of unimodular
hypergraphs, Proc. Amer. Math. Soc. 137 (2009), 409-414.
[53] J. Herzog, T. Hibi, N. V. Trung and X. Zheng, Standard graded vertex
cover algebras, cycles and leaves, Trans. Amer. Math. Soc. 360 (2008),
No. 12, 6231-6249.
[54] J. Herzog, A. Simis and W. V. Vasconcelos, Arithmetic of normal Rees
algebras, J. Algebra 143 (1991), 269–294.
[55] T. Hibi and H. Ohsugi, Special simplices and Gorenstein toric rings, J.
Combin. Theory Ser. A 113 (2006), no. 4, 718–725.
[56] M. Hochster, Rings of invariants of tori, Cohen-Macaulay rings generated
by monomials, and polytopes, Ann. of Math. 96 (1972), 318–337.
[57] C. Huneke, A. Simis and W. V. Vasconcelos, Reduced normal cones are
domains, Contemp. Math. 88 (1989), 95–101.
[58] C. Huneke and I. Swanson, Integral Closure of Ideals Rings, and Modules,
London Math. Soc., Lecture Note Series 336, Cambridge University Press,
Cambridge, 2006.
[59] N. Jacobson, Basic Algebra I , Second Edition, W. H. Freeman and Com-
pany, New York, 1996.
[60] B. Korte and J. Vygen, Combinatorial Optimization Theory and Algo-
rithms , Springer-Verlag, 2000.
138 Bibliography
[61] A. Lehman, On the width-length inequality and degenerate projective
planes, in Polyhedral Combinatorics (W. Cook and P. Seymour Eds.) DI-
MACS Series in Discrete Mathematics and Theoretical Computer Science
1, Amer. Math. Soc., 1990, pp. 101-105.
[62] L. Lova´sz, Normal hypergraphs and the perfect graph conjecture, Discrete
Math. 2 (1972), no. 3, 253–267.
[63] G. Lyubeznik, On the arithmetical rank of monomial ideals, J. Algebra
112 (1988), 86–89.
[64] H. Matsumura, Commutative Algebra, Benjamin-Cummings, Reading,
MA, 1980.
[65] H. Matsumura, Commutative Ring Theory , Cambridge Studies in Ad-
vanced Mathematics 8, Cambridge University Press, 1986.
[66] S. Morey, E. Reyes and R. H. Villarreal, Cohen-Macaulay, shellable and
unmixed clutters with a perfect matching of Ko¨nig type, J. Pure Appl.
Algebra 212 (2008), 1770-1786.
[67] J. Oxley, Matroid Theory , Oxford University Press, Oxford, 1992.
[68] G. Ravindra, Well-covered graphs, J. Combinatorics Information Syst.
Sci. 2 (1977), no. 1, 20–21.
[69] A. Schrijver, On total dual integrality, Linear Algebra Appl. 38 (1981),
27–32.
[70] A. Schrijver, Theory of Linear and Integer Programming , John Wiley &
Sons, New York, 1986.
[71] A. Schrijver,Combinatorial Optimization, Algorithms and Combinatorics
24, Springer-Verlag, Berlin, 2003.
[72] A. Simis, On the Jacobian module associated to a graph, Proc. Amer.
Math. Soc. 126 (1998), 989-997.
[73] A. Simis, W. V. Vasconcelos and R. H. Villarreal, On the ideal theory of
graphs, J. Algebra, 167 (1994), 389–416.
Bibliography 139
[74] A. Simis, W. V. Vasconcelos and R. H. Villarreal, The integral closure of
subrings associated to graphs, J. Algebra 199 (1998), 281–289.
[75] R. P. Stanley, Combinatorics and Commutative Algebra. Second edition.
Progress in Mathematics 41. Birkha¨user Boston, Inc., Boston, MA, 1996.
[76] B. Sturmfels, Gro¨bner bases of toric varieties, Toˆhoku Math. J. 43 (1991),
249–261.
[77] B. Sturmfels, Gro¨bner Bases and Convex Polytopes , University Lecture
Series 8, American Mathematical Society, Rhode Island, 1996.
[78] S. Sullivant, Combinatorial symbolic powers, J. Algebra 319(1) (2008),
115-142.
[79] C. Valencia and R. H. Villarreal, Canonical modules of certain edge sub-
rings, European J. Combin. 24(5) (2003), 471–487.
[80] C. Valencia and R. H. Villarreal, Explicit representations of the edge cone
of a graph, Int. Journal of Contemp. Math. Sciences 1 (2006), no. 1–4,
53–66.
[81] A. Van Tuyl and R. H. Villarreal, Shellable graphs and sequentially
Cohen-Macaulay bipartite graphs, J. Combin. Theory Ser. A 115 (2008),
no.5, 799-814.
[82] W. V. Vasconcelos, Arithmetic of Blowup Algebras , London Math. Soc.,
Lecture Note Series 195, Cambridge University Press, Cambridge, 1994.
[83] W. V. Vasconcelos, Computational Methods in Commutative Algebra and
Algebraic Geometry , Springer-Verlag, 1998.
[84] W. V. Vasconcelos, Integral Closure, Springer Monographs in Mathemat-
ics, Springer-Verlag, 2005.
[85] R. H. Villarreal, Cohen-Macaulay graphs, Manuscripta Math. 66 (1990),
277–293.
[86] R. H. Villarreal, On the equations of the edge cone of a graph and some
applications, Manuscripta Math. 97 (1998), 309–317.
[87] R. H. Villarreal, Monomial Algebras , Dekker, New York, N.Y., 2001.
140 Bibliography
[88] R. H. Villarreal, Monomial Algebras and Polyhedral Geometry, in Hand-
book of Algebra, Vol. 3 (M. Hazewinkel Ed.), Elsevier, Amsterdam, 2003,
pp. 257–314.
[89] R. H. Villarreal, Normality of semigroups with some links to graph theory,
Discrete Math. 302 (2005), 267-284.
[90] R. H. Villarreal, Unmixed bipartite graphs, Rev. Colombiana Mat.
41(2)(2007), 393–395.
[91] R. H. Villarreal, Rees algebras and polyhedral cones of ideals of vertex
covers of perfect graphs, J. Algebraic Combin. 27(3) (2008), 293-305.
[92] R. H. Villarreal, Rees cones and monomial rings of matroids, Linear Al-
gebra Appl. 428 (2008), 2933-2940.
[93] R. Webster, Convexity , Oxford University Press, Oxford, 1994.
[94] X. Zheng, Resolutions of facet ideals, Comm. Algebra 32(6) (2004), 2301–
2324.
Index of Notation
α0(G), vertex covering number, 125
(R+A)
∗, dual cone of R+A, 46
A(P ), Ehrhart ring, 2
B(Q), blocking polyhedron, 27
C(G), cone over G, 128
I∗, dual of I, 3
I(i), ith symbolic power of I, 66, 84,
90, 100, 107
I(i), ith symbolic power of I, 12
Ic, ideal of vertex covers, 14
Q(A), covering polyhedron, 27
Q(A), set covering polyhedron, 13
R[It, t−1], extended Rees algebra, 1
R[It], Rees algebra, 1, 20
Rc(I), algebra of covers, 16, 114
Rs(I), symbolic Rees algebra, 1
T (P ), antiblocking polyhedron of P ,
30
∆r(A), greatest common divisor of
all nonzero r×r sub-determinants
of A, 9
Υ(C), blocker of C, 16
α0(C), vertex covering number, 55
N, non-negative integers, 1
NA, semigroup generated by A, 9
R+(I), Rees cone, 15
R+A, cone generated by A, 2
ZA, subgroup of Zn spanned by A,
2
C, clutter, 3
I i, integral closure of I i, 100
I, integral closure of I, 1
K[F ], integral closure of K[F ], 1
a(S), a-invariant, 7
Cn(I), Simis cone, 115
cl(G), clique clutter, 13
ht(I), height of the ideal I, 90
supp(xa), support of xa, 124
Index
a-invariant, 7, 47
b-cover, 16, 114
b-vertex cover, 16, 114
d-uniform, 9
ith symbolic power of I, 66, 84, 90,
100, 107
Alexander dual, 3, 22, 46, 114
algebra of covers, 16, 114
antiblocking polyhedron, 30
balanced, 10
clutter, 118
matrix, 59, 81
binary b-cover, 115
blocker, 16, 46, 114, 122
blocking polyhedron, 27
canonical module, 47
characteristic vector, 35
chord, 54
chromatic number, 13, 52, 100
clique, 13, 99, 124
clutter, 99
clique clutter, 13
clutter, 3, 35
Cohen-Macaulay, 12
Cohen-Macaulay clutter, 96
colouring, 13, 52, 100
comparability graph, 13, 99
Complete admissible uniform clut-
ters, 108
complete admissible uniform clut-
ters, 108
complete intersection, 54
cone, 128
contraction, 11
covering polyhedron, 27
deletion, 61, 86, 102
digraph, 103
disconnecting set, 103
dual cone, 47
duplicating, 86, 102
duplication, 11
edge cone, 120
edge critical, 129
edge ideal, 3, 99
edge independence number, 90
Ehrhart ring, 2
extended Rees algebra, 1
height of I(C), 94
Hilbert basis, 3, 21
homogeneous monomial sunring, 20
ideal clutter, 90
ideal of covers, 3
incidence matrix, 3, 13
independent edges, 9
Index 143
independent set, 52, 102
induced subgraph, 52, 119
initial form, 80
integer decomposition property, 4,
28
integer rounding property, 4, 29, 32
integral
basis, 47
closure, 1, 27
Hilbert basis, 3, 34
polyhedron, 9
integrally closed, 2, 27, 101
integrally closed ideal, 2
irreducible graph, 126
isolated, 45
Ko¨nig property, 90, 102
Macaulay2, 82
matching, 9
max-flow min-cut, 6, 39, 65, 89, 101
MFMC, 39
minimal vertex cover, 8, 45, 89, 101
minimally non-normal, 76
minor, 11
of a clutter, 61
of an clutter, 87
of an edge ideal, 61
of an ideal, 87
monomial algebras, 1, 20
monomial subring, 1
negative support, 32
neighbor set, 116, 122
normal, 2, 27
ideal, 2, 101
Normaliz, 7, 17, 45, 115, 118
normally torsion free, 12, 90
packing property, 12, 69, 91
parallelization, 11, 86, 102
path, 103
perfect
graph, 52, 100
matching, 121
perfect graph, 13
perfect matching, 9
point configuration, 79
positive support, 32
primitive chord, 54
reducible graph, 126
Rees algebra, 1, 14
Rees cone, 15, 64
set covering polyhedron, 13, 90, 100
Simis cone, 17, 115
simplicial complex, 84, 99
stable, 102
stable set, 90
Stanley-Reisner, 84, 99
complex, 80
strongly perfect graph, 61
support, 124
of a monomial, 52
of a vector, 32
symbolic
power, 15, 66
Rees algebra, 1, 14
t-unimodular matrix, 81
TDI, 38, 39
toric ideal, 79
totally dual integral, 38, 39, 65
transversal matroid, 62
uniform, 9
unimodular matrix, 81
144 Index
unimodular triangulation, 81
unmixed, 53
vertex cover, 46, 89, 101
vertex covering number, 55, 90, 124
vertex critical, 9, 55, 128
vertex-clique matrix, 13, 100
