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1. Introduction
There is a large tradition in the study of monotone and sublinear, concave or convex semiﬂows
generated by families of differential equations, clearly motivated by the interest of the theoretical
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1900 C. Núñez et al. / J. Differential Equations 248 (2010) 1899–1925problems and by the importance of the conclusions for the applications. The works of Nakajima [18],
Selgrade [25], Sell and Nakajima [26], Hirsch [10], Smith [30,29], Hutson and Schmitt [11], Aiello et
al. [1], Takáç [32], Krause and Ranft [15], Capasso [3], Kuang [16], Shen and Yi [27,28], Smith and
Waltman [31], Freedman and Peng [6], Arnold and Chueshov [2], Wu [34], Chueshov [4], Zhao [36,37],
Novo et al. [20] and Núñez et al [22], constitute a non-exhaustive list of papers in which dynamical
arguments are applied to analyze differential equations given by signiﬁcative models in engineering,
biology, ecology and economics, among other branches of science.
Sharing these motivations and objectives, this paper is devoted to the analysis of the dynam-
ics generated by cooperative and sublinear two-dimensional systems of non-autonomous differential
equations of ordinary, ﬁnite-delay and reaction–diffusion type. We assume some recurrence prop-
erties on the temporal variation of the vector ﬁelds, so that the solutions induce a skew-product
semiﬂow over a minimal base. The uniform almost-periodic and uniform almost-automorphic cases
are included in this formulation, which allows to apply techniques of topological dynamics in the
description of the behavior or the semiorbits.
This analysis represents a natural extension of the general theory developed in Núñez et al. [23], in
which four different dynamical possibilities are described, and the asymptotical properties of the most
representative minimal sets, if they exist, are determined. The more particular setting here considered
allows us to reﬁne the analysis in order to determine the properties of the bounded solutions (existing
in at least three of the four dynamical cases), the characteristics of their omega-limit sets, and the
shape of all the minimal sets, completing in this way the dynamical description. It is important to
insist on the fact that the structure here described must be added to the information in [23] in order
to have a whole idea of the global dynamics.
Let us brieﬂy explain the structure and main results of the paper. In Section 2 we describe the
properties assumed on the two-dimensional vector ﬁelds, which ensure the monotone and sublinear
character of the continuous and global semiﬂow deﬁned on Ω × X+ from their solutions. Here Ω
represents the hull of the vector ﬁeld, and X+ is the normal positive cone of the strongly ordered
Banach space X = X1 × X2, with Xi given by R in the case of ordinary differential equations, by
C([−1,0]) in the delay case, and by C(U¯ ) in the case of partial differential equations with bounded
spatial domain U ⊂ Rn and Neumann boundary conditions. Besides summarizing a small part of the
results in [23], we check an extremely useful componentwise separation property of the semiorbits,
and deduce from a combination of the results of Jiang and Zhao [12] and Novo et al. [21] that every
strongly positive minimal set, that is, every minimal set K contained in Ω × Int X+ , is a copy of the
base: the graph of a continuous map c = (c1, c2) :Ω → X+ .
Let us represent any copy of the base as K = {c1, c2}. In Section 3, we assume the existence of
a strongly positive minimal set K+ = {c+1 , c+2 }, which according to the results in [23] ensures that
the omega-limit set of any strongly positive initial state is a strongly positive minimal set. So that
by obtaining, as we do, an exhaustive description of the set M of the strongly positive minimal
sets which are below K+ , we are obtaining a complete description of the dynamical structure of the
strongly positive part of the phase space below K+ . The key point is to associate a label l(K ) to any
element K of M, deﬁned in terms of the part metric. The labels of all the elements of M form
an interval Λ ⊂ (0,1]. This interval degenerates to a point if and only if K+ is the lowest strongly
positive minimal set. If it is non-degenerate, its inferior may be either strictly positive, which happens
if and only if a lowest strongly positive minimal set different from K+ exists, or 0, in which case at
least a non-strongly positive minimal set can be obtained as the uniform limit of a family of strongly
positive ones.
For the rest of the section we assume that Λ is non-degenerate, or in other words, that M does
not reduce to K+ , since otherwise nothing can be added to the information provided in [23]. We
provide a method of construction of a minimal set Kλ = {c1,λ, c2,λ} with label λ for each λ ∈ Λ.
We prove that there is i ∈ {1,2} such that every element K = {c1, c2} of M satisﬁes ci = l(K )c+i . In
particular, ci,λ = λc+i , and the set M is connected. The interval Λ can we written as Λ1 ∪Λ∞: the set
Λ1 contains those labels associated to a unique element of M, while Λ∞ is composed by the labels
corresponding to more than one (in fact inﬁnitely many) minimal sets. The connected components of
Λ1 and Λ∞ constitute what we respectively call single-labeling and multiple-labeling intervals. After
describing the simple structure of the set of minimal sets associated to a single-labeling interval,
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connected set R(I) ⊂ [0,1] × [0,1] with nonempty interior such that the minimal sets with label
in I are exactly those written as {αc1,λ¯, βc2,λ¯} for (α,β) ∈ R(I). The shape of the set R(I) is also
described. Altogether, the set M is completely described.
In Section 4, we analyze the scope of the results previously obtained. We show that each multiple-
labeling interval provides an invariant region of the phase space on which the initial system is
uncoupled; that is, given by two scalar equations independent of one another. This allows us to deter-
mine a priori those regions which can contain the minimal sets corresponding to Λ∞ . Assuming that
the vector ﬁeld is analytic with respect to the state components, we conclude that the uncoupling
holds in the whole set X+ for ordinary and partial differential equations, as well as in many interest-
ing cases of ﬁnite-delay equations. The conclusion is that the existence of a multiple-labeling interval
is quite a restrictive condition. In other words, this result can be interpreted as a negative criterium
precluding the existence of elements of Λ∞ , situation in which the set M has the simplest possible
structure.
We complete Section 4 with several examples of ordinary differential equations showing the possi-
bility of coexistence of inﬁnitely many single-labeling and inﬁnitely many multiple-labeling intervals,
that left-closed and left-open multiple-labeling intervals can appear, and that possibly the relation
ci = l(K )c+i previously mentioned holds only for one of the two state components of the minimal
sets. This last situation is clearly impossible in the autonomous case of ODEs, for which the minimal
sets are given by strongly positive points of R2.
Finally, in Section 5, we show that also a non-strongly positive minimal set K is a copy of the base,
with either K = {0, c2} or K = {c1,0}, and we determine the shape of the union of these minimal
sets. The conclusion is that the presence of minimal sets given by almost-automorphic extensions
which do not agree with copies of the base is not possible under the monotonicity and sublinearity
conditions assumed, which is a fundamental difference with the dynamics generated by convex or
concave differential equations.
The concepts of real continuous ﬂow and semiﬂow on a complete metric space, orbit and semior-
bit, minimal set, minimal ﬂow, backward orbit, ﬂow extension of a given semiﬂow, and omega-limit
set of a relatively compact semiorbit that we handle, which are the standard ones, are summarized
in [23]. The same happens with the deﬁnitions of monotone and sublinear skew-product semiﬂow on
a product space Ω × X+ over a minimal base ﬂow and for the normal positive cone of a strongly
ordered Banach space X .
2. Framework of the problems and preliminary results
In this section we describe the two-dimensional systems of non-autonomous ordinary, delay and
parabolic differential equations we consider, and the monotone and sublinear skew-product semiﬂows
they induce. A ﬁrst general dynamical description of these semiﬂows is also given.
2.1. Skew-product semiﬂows induced by two-dimensional systems
The concept of admissibility plays a fundamental role in the description of the systems of equa-
tions we work with. A function f ∈ C(R × Rm,Rn) is said to be admissible if for any compact set
K ⊂ Rm , f is bounded and uniformly continuous on R × K . f is C1-admissible if f (t, z) is Lipschitz
in t , of class C1 in z ∈ Rm , and f as well as its ﬁrst order partial derivatives ∂ f /∂zi are admissible.
We consider two-dimensional systems of ordinary differential equations (ODEs for short) given by
a function f = ( f1, f2) :R × R2 → R2 of class C1 with respect to y, such that f and its ﬁrst order
derivatives ∂ f /∂ y1 and ∂ f /∂ y2 are admissible,{
y′1(t) = f1
(
t, y1(t), y2(t)
)
, t ∈ R,
y′2(t) = f2
(
t, y1(t), y2(t)
)
, t ∈ R; (2.1)
two-dimensional systems of ﬁnite-delay differential equations given by f = ( f1, f2) : R × R4 → R2
with the same regularity and admissibility conditions as before,
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y′1(t) = f1
(
t, y1(t), y2(t), y1(t − 1), y2(t − 1)
)
, t > 0,
y′2(t) = f2
(
t, y1(t), y2(t), y1(t − 1), y2(t − 1)
)
, t > 0; (2.2)
and two-dimensional systems of parabolic partial differential equations (PDEs for short) with Neu-
mann boundary conditions⎧⎪⎨⎪⎩
∂t y1(t, x) = d1y1(t, x) + f1
(
t, x, y1(t, x), y2(t, x)
)
, t > 0, x ∈ U ,
∂t y2(t, x) = d2y2(t, x) + f2
(
t, x, y1(t, x), y2(t, x)
)
, t > 0, x ∈ U ,
(∂ yi/∂n)(t, x) = 0 for any t > 0, x ∈ ∂U , i = 1,2,
(2.3)
where U is the spatial domain, which is a bounded, open and connected subset of Rn with a suf-
ﬁciently smooth boundary ∂U , f = ( f1, f2) :R × Rn × R2 → R2 is C1-admissible,  is the Laplacian
operator on Rn and d1,d2 are positive constants. As usual, ∂/∂n denotes the exterior normal deriva-
tive at the boundary. Note that, in order to have a uniﬁed notation, we have changed the usual order
in the literature of PDEs for the time variable and the spatial variable.
In any of the previous situations, we represent by Ω the hull of f , that is, the closure in the
topology of uniform convergence on compact sets of the set of mappings { ft | t ∈ R} with ft(s, z) =
f (t + s, z) for s ∈ R and z ∈ R2, R4 or Rn+2, adequate to each case. The translation map R×Ω → Ω ,
(t,ω) 	→ ω · t given by ω · t(s, z) = ω(s + t, z) deﬁnes a continuous ﬂow σ on Ω . Each function
ω ∈ Ω has the same regularity and admissibility properties as those of f , and F :Ω × Rm → R2,
(ω, z) 	→ ω(0, z) (with m adequate to each case) can be looked at as the unique continuous extension
of f to its hull. Thus, in each case we can consider the family of two-dimensional systems over the
hull, which we write for short as:
y′(t) = F (ω · t, y(t)), ω ∈ Ω, (2.4)
for the ODEs case;
y′(t) = F (ω · t, y(t), y(t − 1)), ω ∈ Ω, (2.5)
in the delay case; and{
∂t y(t, x) = Dy(t, x) + F
(
ω · t, x, y(t, x)), ω ∈ Ω, x ∈ U ,
(∂ yi/∂n)(t, x) = 0 for any t > 0, x ∈ ∂U , i = 1,2, (2.6)
in the PDEs case, where D stands for the 2×2 diagonal matrix with entries d1 and d2. In any of these
cases, the family includes the initial system for ω = f . Note that if we are given a family of equations
such as (2.4), (2.5) or (2.6) for a continuous function F :Ω × Rm → R2 (m appropriate to each case),
F is said to be admissible (resp. C1-admissible) if for each ﬁxed ω ∈ Ω the map F evaluated along
the orbit of ω is admissible (resp. C1-admissible).
Now we explain how the solutions of the former families induce a forward dynamical system of
skew-product type, in an appropriate product space for each case. The base space will always be the
hull Ω described above, and the ﬁber space will be a strongly ordered Banach space with a monotone
norm. For future purposes, in any of the cases we write the ﬁber space X itself as a product space.
The semiﬂow will be always represented as
τ :R+ × Ω × X → Ω × X, (t,ω, y) 	→
(
ω · t,u(t,ω, y)). (2.7)
In the ODEs case, we take X1 = X2 = R, and X = X1× X2 endowed with the norm ‖y‖ = |y1|+|y2|
for y = (y1, y2) ∈ R2, which is monotone for the strong partial order in R2 deﬁned component-
wise: (x1, x2)  (y1, y2) if xi  yi for i = 1,2; (x1, x2) < (y1, y2) if (x1, x2)  (y1, y2) and (x1, x2) =
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as x  y, x < y and x  y, respectively. Monotonicity of the norm means that ‖x‖  ‖y‖ whenever
0  x  y. The positive cone X+ is given by those y  0, and its (nonempty) interior is the set of
strongly positive vectors y  0. The standard theory of ODEs permits to deﬁne a local continuous
skew-product semiﬂow (actually a ﬂow) (2.7), where u(t,ω, y) denotes the solution of Eq. (2.4) for ω
with initial condition y ∈ X = R2, for t in the maximal interval of existence. Besides, it is well known
that bounded solutions are globally deﬁned and the corresponding orbits are relatively compact.
For the delay case, we consider X1 = X2 = C([−1,0]), the space of real continuous functions on
[−1,0] with the sup-norm, and take the product Banach space X = X1 × X2 endowed with the norm
‖ϕ‖ = ‖ϕ1‖ + ‖ϕ2‖ for ϕ = (ϕ1,ϕ2) ∈ X . The space X is strongly ordered: the positive cone X+ =
{ϕ ∈ X | ϕ(s)  0 ∀s ∈ [−1,0]} has nonempty interior Int X+ = {ϕ ∈ X | ϕ(s)  0 ∀s ∈ [−1,0]}. Note
that the norm is monotone.
By the standard theory of delay differential equations (see Hale and Verduyn Lunel [9]) for
each ω ∈ Ω system (2.5) locally admits a unique solution y(t,ω,ϕ) with initial value ϕ ∈ X , i.e.,
y(s,ω,ϕ) = ϕ(s) for each s ∈ [−1,0]. Therefore, the family (2.5) induces a local continuous skew-
product semiﬂow (2.7), where u(t,ω,ϕ)(s) = y(t + s,ω,ϕ) for s ∈ [−1,0] and t in the maximal
interval of existence. Using Arzelà–Ascoli theorem, it is easy to check that if y(t,ω,ϕ) is a bounded
solution of Eq. (2.5) for ω, for t in its interval of existence, then u(t,ω,ϕ) exists for all t > 0 and the
forward orbit for t  1 is relatively compact in Ω × X .
We ﬁnally look at the parabolic PDEs. In this case, we consider the Banach space X1 = X2 = C(U¯ ),
the space of real continuous functions on U¯ endowed with the sup-norm, and the product Banach
space X = X1 × X2 with norm ‖ϕ‖ = ‖ϕ1‖ + ‖ϕ2‖ for ϕ = (ϕ1,ϕ2) ∈ X . This norm is also monotone
for the strong partial order, deﬁned on X by the positive cone X+ = {ϕ ∈ X | ϕ(x)  0 ∀x ∈ U¯ } with
nonempty interior Int X+ = {ϕ ∈ X | ϕ(x)  0 ∀x ∈ U¯ }.
Under rather weak regularity conditions it is well known that for each ω ∈ Ω and ϕ ∈ X the
initial boundary problem given by (2.6) for ω, with initial condition y(0, x) = ϕ(x), x ∈ U¯ , admits a
unique so-called mild solution y(t, x) = u(t,ω,ϕ)(x), which is determined by a continuous solution
u(t,ω,ϕ) ∈ X of an associated integral equation. Mild solutions allow us to deﬁne a local continuous
skew-product semiﬂow (2.7), for t in the maximal interval of existence. Under the regularity assump-
tions we have imposed in the equations, mild solutions are actually classical solutions for t > 0, that
is, the corresponding partial derivatives exist, are continuous and satisfy the corresponding equation
in (2.6) (see Friedman [7], Lunardi [17] and Smith [30] for further details). In addition, the compact-
ness of the analytic semigroup of operators associated to the closure of the linear part of the problem
implies that bounded solutions are globally deﬁned and the corresponding orbits in the semiﬂow for
t  δ > 0 are relatively compact (see Proposition 2.4 in Travis and Webb [33]).
2.2. Monotone and sublinear global skew-product semiﬂows on Ω × X+
Once the induced semiﬂows have been deﬁned, we determine conditions on the initial systems
aimed at their monotone and sublinear character. When dealing with sublinear systems, the natural
space for solutions is the positive cone. For that reason, from now on we restrict the study to sys-
tems given by functions f :R × R2+ → R2 in the ODEs case, f :R × R4+ → R2 in the delay case, and
f :R × U¯ × R2+ → R2 in the PDEs case. In particular, the admissibility conditions stated at the begin-
ning of the previous subsection will be only required in the corresponding domain. Also, although in
the contexts of delay equations and PDEs one usually says that a system satisﬁes a so-called quasi-
monotone condition, here we will employ the adjective cooperative, commonly reserved for ODEs, for
any of the three kinds of systems.
Deﬁnition 2.1.
(i) System (2.1) determined by the function f :R × R2+ → R2 is said to be cooperative if at any
(t, y1, y2) ∈ R × R2+ ,
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∂ y2
(t, y1, y2) 0 and
∂ f2
∂ y1
(t, y1, y2) 0.
(ii) System (2.2) determined by the function f :R×R2+ ×R2+ → R2 is said to be cooperative if at any
(t, y, z) ∈ R × R2+ × R2+ ,
∂ f1
∂ y2
(t, y, z) 0 and ∂ f2
∂ y1
(t, y, z) 0, and
∂ f1
∂z1
(t, y, z) 0, ∂ f1
∂z2
(t, y, z) 0, ∂ f2
∂z1
(t, y, z) 0 and ∂ f2
∂z2
(t, y, z) 0.
(iii) System (2.3) determined by the function f :R × U¯ × R2+ → R2 is said to be cooperative if at any
(t, x, y1, y2) ∈ R × U¯ × R2+ ,
∂ f1
∂ y2
(t, x, y1, y2) 0 and
∂ f2
∂ y1
(t, x, y1, y2) 0.
In any of the three cases, it is easily seen that if the initial system is cooperative, then so is any of
the systems in the corresponding families (2.4)–(2.6), respectively. Accordingly, if all the systems of a
given family are cooperative, we will say that the family itself is cooperative.
Deﬁnition 2.2.
(i) System (2.1) for f :R × R2+ → R2 is sublinear if f (t, λy1, λy2)  λ f (t, y1, y2) for any t ∈ R,
(y1, y2) ∈ R2+ and λ ∈ [0,1].
(ii) System (2.2) for f :R × R2+ × R2+ → R2 is sublinear if f (t, λy, λz)  λ f (t, y, z) for any t ∈ R,
(y, z) ∈ R2+ × R2+ and λ ∈ [0,1].
(iii) System (2.3) for f :R × U¯ × R2+ → R2 is sublinear if for any t ∈ R, x ∈ U¯ , (y1, y2) ∈ R2+ and
λ ∈ [0,1], f (t, x, λy1, λy2) λ f (t, x, y1, y2).
Again, it is easily seen that if the initial system is sublinear, then so is any of the systems in
the corresponding families. From now on, we will wok with the following hypotheses on the initial
system (2.1), (2.2) or (2.3):
(H1) The function f deﬁning the system is recurrent and it satisﬁes the regularity and admissibility
conditions stated in the beginning of Section 2.1.
(H2) The system is cooperative and sublinear.
The recurrence of f means that the translation ﬂow on the hull Ω is minimal, and this is a basic
hypothesis to be made for the description of the minimal sets in the induced skew-product semiﬂows.
This condition is satisﬁed, among other cases, when f is a uniformly almost periodic or a uniformly
almost automorphic function (see Shen and Yi [27]). However, minimality plays no role in the next
result, which shows that the semiﬂow is globally deﬁned on Ω × X+ , and it inherits monotonicity
and sublinearity from the system.
Proposition 2.3. Assume that the initial system (2.1), (2.2) or (2.3) satisﬁes hypotheses (H1) and (H2). Then,
the induced skew-product semiﬂow on the corresponding space Ω × X+ is global. In addition, it is monotone
and sublinear.
Proof. Let us begin by proving that, given ϕ,ψ ∈ X with 0 ϕ  ψ , it is 0 u(t,ω,ϕ) u(t,ω,ψ),
whenever deﬁned. First of all, note that from the sublinear property of f it is deduced that 0 
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the PDEs case. The assertion follows from standard results of comparison of solutions; see for instance
Smith [30] for ODEs and delay equations, and Fife and Tang [5] or Protter and Weinberger [24] for
PDEs.
In order to see that the semiﬂow is globally deﬁned on Ω × X+ , once solutions are known to
remain above 0, we only need to worry about boundedness above. We argue for the ODEs case, the
other cases being analogous. We aﬃrm that there exists a constant c > 0 such that for any (y1, y2)
0, Fi(ω, y1, y2)  c(1 + y1 + y2) for any ω ∈ Ω and i = 1,2. To see it, apply boundedness of F on
compact sets for ‖y‖ = y1 + y2  1, and combine it with sublinearity for ‖y‖ 1. Then, we compare
the solutions of our equation with those of the linear system y′i(t) = c(1+ y1(t) + y2(t)) for i = 1,2,
globally deﬁned and hence bounded on each compact subset of R+ , from where the assertion follows.
Finally, in what respects to sublinearity, we sketch the proof for the PDEs case, the other cases
being analogous. As F (ω, x, λϕ(x))  λF (ω, x,ϕ(x)) for ω ∈ Ω , x ∈ U¯ , ϕ ∈ X+ and λ ∈ [0,1], a stan-
dard argument of comparison of solutions provides u(t,ω,λϕ)  λu(t,ω,ϕ) for t  0. The proof is
complete. 
To ﬁnish this section, we prove a useful componentwise separation property.
Proposition 2.4. Assume that system (2.1), (2.2) or (2.3) satisﬁes (H1)–(H2). Then, the corresponding induced
skew-product semiﬂow on Ω × X+ has the following componentwise separating property: there exists t˜  0
such that, if (ω,ϕ), (ω,ψ) ∈ Ω × X+ have backward extensions which we denote by (ω · s,u(s,ω,ϕ)) and
(ω · s,u(s,ω,ψ)) for s  0, and for some λ ∈ [0,1], u(s,ω,ϕ) λu(s,ω,ψ) for every s  0 and ϕi > λψi
for i = 1 or 2, then for that component ui(t,ω,ϕ)  λui(t,ω,ψ) for any t > t˜ .
Proof. In any of the cases we need to apply a strong result of comparison of solutions and the sub-
linear character of the solutions. In the ODEs case, the comparison result is well known.
For the delay case, as ϕi > λψi , there exists s ∈ [−1,0] such that ϕi(s) > λψi(s). Then, taking as
initial data u(s,ω,ϕ) λu(s,ω,ψ), which satisfy
ui(s,ω,ϕ)(0) = ϕi(s) > λψi(s) =
(
λui(s,ω,ψ)
)
(0),
we can deduce from Lemma 5.1.3 in [30] for linear delay equations, by linearizing the problem, that
for any t  0,
yi(t + s,ω,ϕ) = yi
(
t,ω · s,u(s,ω,ϕ))> yi(t,ω · s, λu(s,ω,ψ))
 λyi
(
t,ω · s,u(s,ω,ψ))= λyi(t + s,ω,ψ),
where the sublinear character of the solutions has been applied. From this, the proof is easily ﬁnished
for the value t˜ = 1.
Finally, in the PDEs case, as we saw before u(t,ω,ϕ) u(t,ω,λψ) for any t  0. Now let zi(t, x) =
ui(t,ω,ϕ)(x) − ui(t,ω,λψ)(x)  0 with zi(0, x) = ϕi(x) − λψi(x). By hypothesis there is x0 ∈ U¯ such
that zi(0, x0) > 0. To ﬁnish the proof, for each t > 0 apply to zi(t, x) on [0, t] × U¯ the minimum
principle for parabolic PDEs, by linearizing the problem (see for instance Section 7.2 in [30]). In this
case, t˜ = 0. 
2.3. A ﬁrst step in the dynamical description
The dynamical description obtained by Núñez et al. [23] for abstract monotone and sublinear
global skew-product semiﬂows on Ω × X+ , with a minimal base ﬂow on Ω and a strongly ordered
Banach space X , applies to the cases here considered. We recall in this subsection a small part of
the information, paying special attention to the properties of the minimal sets. The reader is referred
to [23] for a more detailed description of the remaining dynamical properties, as the asymptotical
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different and complicated dynamical situations which can occur.
Note that the description made in Section 2.1 and Proposition 2.3 shows that hypotheses (H1)–
(H2), which we assume, imply conditions (h1)–(h2) in [23]. As in that paper, we say that a minimal
set K ⊂ Ω× X+ is strongly positive, and represent it as K  0, if K ⊂ Ω× Int X+ , which is equivalent to
saying that there is an e ∈ Int X+ such that ϕ  e for every (ω,ϕ) ∈ K . The dynamical situation under
hypotheses (H1) and (H2) is quite different in each one of the following complementary situations:
(H3) There exists a strongly positive minimal set for the semiﬂow τ .
(NH3) There is no strongly positive minimal set.
Let us ﬁrst concentrate on (H3). As it was mentioned in Section 2.1, any (globally deﬁned) bounded
semiorbit is relatively compact. It is hence clear that (H3) is equivalent to the fact that the initial
system (2.1), (2.2) or (2.3) admits a solution y(t) such that 0  e1  y(t)  e2 for any t  0, for
certain e2  e1  0: in this case the associated omega-limit set remains in a strongly positive area of
Ω × X+ , and therefore it contains a strongly positive minimal set; and the reciprocal is obvious, since
a minimal set projects onto the whole base.
Condition (H3) is the same as condition (h3) in [23]. Altogether we conclude that hypotheses (H1)–
(H3) imply hypotheses (h1)–(h3) in Section 3 in [23]. Theorem 2.5, basically contained in that work,
offers a ﬁrst description of the set of strongly positive minimal sets under these conditions, with an
additional and fundamental property: in the case we are studying they turn out to be copies of the base:
graphs of continuous maps c : Ω → X+ satisfying the invariance equation c(ω · t) = u(t,ω, c(ω)) for
t  0 and ω ∈ Ω . Note that the restriction of the semiﬂow to one of these sets admits a ﬂow extension
which reproduces the ﬂow on the base. In this sense, they are the non-autonomous equivalent to the
equilibrium points for autonomous systems or to the T -periodic solutions in the case of T -periodic
equations. In the rest of the paper, if K = {(ω, c(ω)) | ω ∈ Ω} is a copy of the base, we will write
K = {c} for simplicity, or K = {c1, c2} if we want to point out its components.
We include some more notation and concepts needed to state this theorem. We write K > 0 if
K ⊂ Ω × X+ and there exists (ω,ϕ) ∈ K with ϕ > 0; given two minimal sets K1, K2, we say that
K1  K2 if for any (ω,ϕ1) ∈ K1 there exists (ω,ϕ2) ∈ K2 with ϕ1  ϕ2; and we write K1 < K2 if
K1  K2 and K1 = K2. A strongly positive minimal set K− (resp. K+) is the lowest (resp. top) one if
any other minimal set K  0 satisﬁes K− < K (resp. K < K+).
Theorem 2.5. Assume that hypotheses (H1)–(H3) hold. Then, the omega-limit set of any strongly positive ini-
tial state is a strongly positive copy of the base. In addition, any non-strongly positive minimal set is contained
in Ω × (X+ − Int X+), and the dynamics of the skew-product semiﬂow τ ﬁts one of these situations:
Case A1: There is a unique strongly positive minimal set K .
Case A2: There are inﬁnitely many strongly positive minimal sets and, among them, the lowest one K− . Fur-
thermore, given any minimal set K > K− there is a continuous inﬁnite family of minimal sets (Ks) with
K− < Ks1 < Ks2 < K for s1 < s2 . It may exist or not the top minimal set.
Case A3: There are inﬁnitely many strongly positive minimal sets, and given any of them K there exists an-
other one M such that M < K . Furthermore, given any strongly positive minimal set there is a continuous
inﬁnite family of minimal sets (Ks) with 0  Ks1 < Ks2 < K for s1 < s2 . It may exist or not the top
minimal set.
Proof. Proposition 2.3 shows that any semiorbit is globally deﬁned. Besides, Proposition 3.3(ii) in [23]
ensures that any semiorbit starting at Ω × Int X+ is uniformly stable and its omega-limit set is a
strongly positive minimal set. Then, it is easy to check that conditions (A1)–(A4) in the work by Jiang
and Zhao [12] are all satisﬁed in this context. Since, according to the results of Novo et al. [21], only
minimality for the base ﬂow is required, the so-called 1-covering property of omega-limit sets stated in
Theorem 4.1 in [12] applies here, so that all strongly positive minimal sets are copies of the base.
The assertion concerning non-strongly positive minimal sets and the given classiﬁcation are direct
consequences of Theorems 3.2 and 3.8 in [23]. 
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is also minimal, it is easy to deduce from the uniform stability of K (see once more Proposition 3.3
in [23]) and the minimality of Ω that Kn → K in the Hausdorff topology of Pc(Ω × X+) if and only
if cn → c uniformly on Ω .
We now concentrate on (NH3), which is equivalent to hypothesis (nh3) in [23]. Note that in this
situation the existence of a minimal set is also possible. In fact it follows easily from the monotonicity
of semiﬂow and norm and from condition (H2) that the existence of a minimal set is equivalent to
the boundedness of the semiorbit starting at a point (actually at every point) (ω,0). The following
result is a direct consequence of Theorems 3.2 and 3.15 in [23]. The set Ωb is deﬁned as the set of
ω ∈ Ω such that all the solutions of the corresponding system in the family (2.4), (2.5) or (2.6) are
bounded, and Ωu = Ω − Ωb .
Theorem 2.7. Assume that hypotheses (H1)–(H2) and (NH3) hold. Then, if a minimal set exists, it is contained
in Ω × (X+ − Int X+). In addition, the dynamics of the skew-product semiﬂow τ ﬁts one of these situations:
Case B: Ω = Ωb and every minimal set is contained in Ω × (X+ − Int X+).
Case C: Ω = Ωb, Ω = Ωu . In this case, Ωu is residual and the omega-limit setO(ω,ϕ)∩ (Ωu × Int X+) = ∅
for every (ω,ϕ) ∈ Ωb × X+ .
Case D: Ω = Ωu .
2.4. The marginal semiﬂows
We assume again hypotheses (H1)–(H2) on the initial system (2.1), (2.2) or (2.3) and we consider
the induced skew-product semiﬂow. In this section we introduce and study the so-called marginal
semiﬂows associated to a ﬁxed minimal set K = {c1, c2} ⊂ Ω × X+ (whenever it exists), which will be
often used in forthcoming sections. Fixing one component of K at a turn, we consider an associated
scalar family of equations. More precisely, let us ﬁx for instance the second component c2(ω), and
consider the scalar family of ODEs:
y′1(t) = F1
(
ω · t, y1(t), c2(ω · t)
)
, ω ∈ Ω;
or of delay differential equations:
y′1(t) = F1
(
ω · t, y1(t), c˜2(ω · t), y1(t − 1), c˜2
(
ω · (t − 1))), ω ∈ Ω,
where the map c˜2 :Ω → R is deﬁned by c˜2(ω) = c2(ω)(0); or of parabolic PDEs:{
∂t y1(t, x) = d1y1(t, x) + F1
(
ω · t, x, y1(t, x), c2(ω · t)(x)
)
, ω ∈ Ω,
(∂ y1/∂n)(t, x) = 0 for any t > 0, x ∈ ∂U .
It is easy to check that any of these three families of equations satisﬁes the conditions required in
order that its solutions deﬁne a continuous semiﬂow on Ω × X1, where X1 is the adequate space in
each case (see Section 2.1):
τ1,c2 :R+ × Ω × (X1)+ → Ω × (X1)+, (t,ω,ϕ1) 	→
(
ω · t,uc21 (t,ω,ϕ1)
)
.
It is also easy to check that each one of the equations of each family is cooperative: it is trivial
in the ODEs and PDEs cases, and in the delay equation, calling G1(ω, y1, z1) = F1(ω, y1, c˜2(ω), z1,
c˜2(ω · (−1))), it is immediate that ∂G1/∂z1  0. In addition, each equation is sublinear, what we
check in the delay case: if λ ∈ (0,1],
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(
ω,λy1, c˜2(ω),λz1, c˜2
(
ω · (−1)))
 λF1
(
ω, y1, λ
−1c˜2(ω), z1, λ−1c˜2
(
ω · (−1))) λG1(ω, y1, z1),
where we apply ﬁrst that F is sublinear and second that it is cooperative. The same arguments as
in Proposition 2.3 show that the semiﬂow τ1,c2 is global, monotone and sublinear. Fixing now the
other component of the minimal set K = {c1, c2}, we obtain a second global, monotone and sublinear
semiﬂow
τ2,c1 :R+ × Ω × (X2)+ → Ω × (X2)+, (t,ω,ϕ2) 	→
(
ω · t,uc12 (t,ω,ϕ2)
)
.
Note that by construction c1(ω · t) = u1(t,ω, c1(ω), c2(ω)) = uc21 (t,ω, c1(ω)) for any t  0 and ω ∈ Ω ,
and then {c1} = {(ω, c1(ω)) | ω ∈ Ω} is a τ1,c2 -minimal set. For future purposes, we represent this
situation in the delay case as
c˜′1(ω) = F1
(
ω, c˜1(ω), c˜2(ω), c˜1
(
ω · (−1)), c˜2(ω · (−1))), ω ∈ Ω, (2.8)
where c˜′1(ω) = (d/dt)c˜1(ω · t)|t=0 (just note that c˜1(ω · t) = y1(t,ω, c1(ω), c2(ω))), and in the PDEs
case, for c′1(ω)(x) = (∂/∂t)c1(ω · t)(x)|t=0, as
c′1(ω)(x) = d1c1(ω)(x) + F1
(
ω, x, c1(ω)(x), c2(ω)(x)
)
, ω ∈ Ω, x ∈ U . (2.9)
Analogously, {c2} = {(ω, c2(ω)) | ω ∈ Ω} is a τ2,c1 -minimal set. Also for future purposes we point
out the converse property: {a1} is τ1,a2 -minimal and {a2} is τ2,a1 -minimal if and only if {a1,a2} is
τ -minimal.
The properties summarized above show that under (H1)–(H2) the semiﬂows τ1,c2 and τ2,c1 satisfy
hypotheses (h1)–(h2) in [23], so that the dynamical description given in that work applies to them.
Besides, arguing as in the proof of Proposition 2.4, we obtain the following result, which shows that
τ1,c2 and τ2,c1 also satisfy hypothesis (h4) in [23].
Proposition 2.8. Under assumptions (H1)–(H2), if K = {c1, c2} is a minimal set of the induced skew-product
semiﬂow, both marginal semiﬂows τ1,c2 and τ2,c1 satisfy hypothesis (h4) in [23], namely, there is t˜  0
such that for i = k in {1,2}, if (ω,ϕ), (ω,ψ) ∈ Ω × (Xi)+ admit backward extensions which we denote
as (ω · s,ucki (s,ω,ϕ)) and (ω · s,ucki (s,ω,ψ)) for s 0, and for a λ ∈ [0,1], ucki (s,ω,ϕ) λucki (s,ω,ψ) for
any s < 0 and ϕ > λψ , then ucki (t,ω,ϕ)  λucki (t,ω,ψ) for any t > t˜ . The value t˜ is 0 in the ODEs and PDEs
cases, and 1 in the delay case.
To ﬁx ideas, this means that whenever c1  0 the dynamical description of the marginal semiﬂow
τ1,c2 is described by Theorem 3.13 in [23], which ensures that all the strongly positive minimal sets
are multiples of c1, the multiplying parameter varying in an interval which reduces to a point in
Case A1, which is a left-closed interval in Case A2 and with inferior point 0 in Case A3, and which
in Cases A2 and A3 is right-closed or unbounded depending on the existence or absence of the top
minimal set. This will be fundamental in the next sections. In the case that a marginal semiﬂow
does not have any strongly positive minimal set, Theorem 3.14 in [23] shows that Ω × {0} is its only
minimal set.
The last part of this section analyzes the relationship between upper and lower-solutions of the
equations (that is, solutions of the differential inequalities) with super and sub-equilibria of the
corresponding semiﬂows. We recall the concepts and some basic results and formulate and prove
Lemma 2.11 just for the case of scalar equations, although all of them admit an m-dimensional ver-
sion. The reason is that it will just be applied to the marginal semiﬂows. In what follows only the
monotonicity of the semiﬂow is required. So that we represent by R+ × Ω × (Xi)+ → Ω × (Xi)+ ,
(t,ω,ϕ) 	→ (ω · t, v(t,ω,ϕ)) a monotone skew-product semiﬂow, with Xi = R, Xi = C([0,1]) or
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deﬁned.
Deﬁnition 2.9. A continuous map a :Ω → Xi such that v(t,ω,a(ω)) is deﬁned for any t  0 and
ω ∈ Ω is:
(a) a continuous super-equilibrium if a(ω · t) v(t,ω,a(ω)) for any ω ∈ Ω , t  0;
(b) a continuous sub-equilibrium if a(ω · t) v(t,ω,a(ω)) for any ω ∈ Ω , t  0;
(c) a continuous equilibrium if a(ω · t) = v(t,ω,a(ω)) for any ω ∈ Ω , t  0.
A continuous super-equilibrium (resp. sub-equilibrium) is strong if there exists an s∗ > 0 such that
a(ω · s∗)  v(s∗,ω,a(ω)) (resp. ) for every ω ∈ Ω .
Note that a continuous equilibrium is exactly the same as a copy of the base. We recall here some
fundamental properties of continuous super or sub-equilibria, which can be found in Novo et al. [19].
Part of them are formulated there for delay equations, but their proofs are also valid for the ODEs
and PDEs cases.
Proposition 2.10.
(i) If a is a continuous super-equilibrium (resp. sub-equilibrium) and there exist s > 0 and ω0 ∈ Ω such that
a(ω0 · s)  v(s,ω0,a(ω0)) (resp. ), then a is strong.
(ii) If a is a strong continuous super-equilibrium (resp. sub-equilibrium), there exist e  0 and s∗ > 0 such
that v(s,ω,a(ω)) + e  a(ω · s) (resp. v(s,ω,a(ω)) − e  a(ω · s)) for any ω ∈ Ω and s s∗ .
(iii) If the semiﬂow admits a sub-equilibrium a1 and a super-equilibrium a2 , both continuous and with
a1  a2 , then it admits a minimal set K with a1(ω) y  a2(ω) for any (ω, y) ∈ K . If one of the semi-
equilibria is strong, so is the corresponding inequality.
We only state and prove the last result in the delay and PDEs cases, as the ODEs case can be
deduced from the delay one.
Lemma 2.11.
(i) Consider a cooperative family of scalar delay equations y′(t) = G(ω · t, y(t), y(t − 1)), ω ∈ Ω with
G admissible, and the induced monotone skew-product semiﬂow on Ω × C([−1,0]). Let a˜ : Ω → R
be continuous and of class C1 along the orbits of Ω , i.e., for each ω ∈ Ω the map a˜ω(t) = a˜(ω · t)
is continuously differentiable on R, and denote a˜′(ω) = a˜′ω(0) = (d/dt)a(ω · t)|t=0 for every ω ∈ Ω .
Then, if a˜′(ω)  G(ω, a˜(ω), a˜(ω · (−1))) for any ω ∈ Ω , the map a : Ω → C([−1,0]) deﬁned by
a(ω)(s) = a˜(ω · s) for s ∈ [−1,0] is a continuous super-equilibrium, provided that the second component
of the semiﬂow v(t,ω,a(ω)) is deﬁned for any ω ∈ Ω , t  0. Furthermore, if a˜′(ω0) > G(ω0, a˜(ω0),
a˜(ω0 · (−1))) for certain ω0 ∈ Ω , then a is a strong super-equilibrium.
(ii) Consider a cooperative family ∂t y(t, x) = dy(t, x)+ G(ω · t, x, y(t, x)), ω ∈ Ω of scalar parabolic PDEs
with Neumann boundary condition and a C1-admissible G, and the induced monotone skew-product
semiﬂow on Ω × C(U¯ ). Let a : Ω → C(U¯ ) be continuous and such that for each ω ∈ Ω the map
aω : [0,∞) × U¯ → R, (t, x) 	→ aω(t, x) = a(ω · t)(x) is continuously differentiable on (0,∞) × U¯ , twice
continuously differentiable in x ∈ U for t > 0, and (∂/∂n)aω(t, x) = 0 for t > 0, x ∈ ∂U , and denote
a′(ω)(x) = ∂taω(0, x) = ∂ta(ω · t)(x)|t=0 for ω ∈ Ω , x ∈ U¯ . If a′(ω)(x) da(ω)(x)+ G(ω, x,a(ω)(x))
for any ω ∈ Ω , x ∈ U¯ , then a is a continuous super-equilibrium, provided that the second component of
the semiﬂow v(t,ω,a(ω)) is deﬁned for any ω ∈ Ω , t  0. Furthermore, if a′(ω0)(x0) > da(ω0)(x0) +
G(ω0, x0,a(ω0)(x0)) for certain ω0 ∈ Ω and x0 ∈ U , then a is a strong super-equilibrium.
By changing the sign of the inequalities in the hypotheses, we obtain the analogous conclusions for sub-
equilibria.
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(ii) The fact that a is a super-equilibrium follows from using for each ﬁxed ω ∈ Ω the usual
comparison technique (for instance, see Fife and Tang [5]). As for the last statement, it suﬃces
to prove that a(ω0 · s)  v(s,ω0,a(ω0)) for an s > 0 and then apply Proposition 2.10(ii). To see
the previous strong inequality, we just need to apply the minimum principle to the map z(t, x) =
aω0 (t, x) − v(t,ω0,a(ω0))(x) 0 on [0, s] × U¯ , by linearizing the problem. 
3. Complete description of the set of strongly positive minimal sets
Let us consider any of the skew-product semiﬂows generated by families of two-dimensional sys-
tems of ODEs (2.4), delay equations (2.5) or parabolic PDEs (2.6), in the appropriate Ω × X+ , when
hypotheses (H1)–(H3) are assumed. Fixed a strongly positive minimal set K+ = {c+1 , c+2 }, we consider
the set of strongly positive minimal sets below it,
M= {K ⊂ Ω × X+ ∣∣ K is τ -minimal with 0  K  K+}.
A complete description of M is going to be given in this section, in Theorems 3.7, 3.8 and 3.9.
As explained in the Introduction and Section 2.3, this description added to the information in [23]
concerning asymptotical properties provides an exhaustive description of the dynamics of the part of
Ω × Int X+ delimited by K+ from above. Note that there is nothing new to say in two cases: if the
semiﬂow τ is in Case A1 of Theorem 2.5 or if it is in Case A2 and we choose K+ = K− , for then
M= {K+}. Otherwise, Theorem 2.5 ensures the existence of inﬁnitely many elements in M. Note
also that whenever there exists a top strongly positive minimal set for the dynamics (see Proposi-
tion 3.4(iii), (iv) in [23]), by choosing K+ as the top one what we obtain is a complete description of
the whole set of strongly positive minimal sets.
To begin with, we describe what we call labeling of strongly positive minimal sets with respect to K+ .
Given K = {c1, c2} ∈M, we say that it is labeled by λ, and write it as l(K ) = λ, if λ is the biggest
possible number such that(
c1(ω), c2(ω)
)
 λ
(
c+1 (ω), c
+
2 (ω)
)
for all ω ∈ Ω. (3.1)
Note that the maximum λ is the same for each point ω, because if the inequality in (3.1) is satisﬁed
at one point ω0, then, by sublinearity, minimality of Ω and continuity of the maps, it is satisﬁed at
every ω ∈ Ω . From its own deﬁnition it is immediate that 0 < λ 1, that λ = 1 if and only if K = K+ ,
and that l(K1) l(K2) if 0  K1  K2  K+ . Besides, at least one component of each element of M
gets determined by its label, as explained in the next result.
Proposition 3.1. Take K = {c1, c2} ∈M and let λ = l(K ). Then, one of the three following cases holds:
1. K = {λc+1 , λc+2 };
2. K = {λc+1 , c2} with c2  λc+2 ;
3. K = {c1, λc+2 } with c1  λc+1 .
Proof. Assume that at one ω ∈ Ω it is c1(ω) > λc+1 (ω). Applying Proposition 2.4 we deduce that
c1(ω · t)  λc+1 (ω · t) for any t > t˜ , which implies c1  λc+1 . The same happens in the other compo-
nent. However, the strong inequality cannot occur in both components, since it would contradict the
maximality of λ. 
We say that K is labeled by the ﬁrst component in cases 1 and 2 of the previous result, and labeled by
the second component in cases 1 and 3. Clearly, if M= {K+}, l(K+) = 1 is the unique label. We now
determine the set of labels in the general case. The notation used in the next result is taken from
Section 3 in [23]. There, given a minimal set K  0, a point (ω˜, y˜) ∈ K , and a strongly increasing
path connecting 0 with y˜ (that is, a continuous map γ : [0,1] → X+ with γ (0) = 0, γ (1) = y˜ and
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to γ . This map plays a fundamental role in the description of the different possible dynamical scenar-
ios when there exists a strongly positive minimal set, summarized in Theorem 2.5. Besides, by their
own deﬁnition, the map λ∗ is closely related to the labeling procedure we have described: in fact
λ∗s is exactly the label of the omega-limit set Ks =O(ω˜, γ (s)) ∈M when γ is deﬁned for a point
(ω˜, y˜) ∈ K+ (see Proposition 3.6 in [23]). In the next proposition we state some more properties when
a linear path is considered.
Proposition 3.2. For a ﬁxed ω˜ ∈ Ω , consider the strongly increasing path γ (s) = (sc+1 (ω˜), sc+2 (ω˜)) for s ∈[0,1], the map λ∗ associated to it, and Ks =O(ω˜, γ (s)) for s ∈ (0,1]. Then, the set of labels {l(K ) | K ∈M}
agrees with Λ = λ∗((0,1]). More precisely,
(i) l(Ks) = λ∗s  s for any s ∈ (0,1]; in addition, Kλ∗s = Ks and l(Kλ∗s ) = λ∗s .
(ii) l(K ) ∈ λ∗((0,1]) for any K ∈M.
(iii) l(K ) = 1 if and only if K = K+ .
(iv) l(K ) l(Ks) if and only if K  Ks.
(v) If (Kn)n1 and K belong toM, and Kn → K in the Hausdorff topology of Pc(Ω × X+), then l(Kn) →
l(K ).
Proof. (i) The ﬁrst assertions in (i) are immediate consequences of the deﬁnitions of λ∗s and l(Ks),
and sublinearity. For the last ones, s  λ∗s implies that Ks  Kλ∗s . Now, according to (3.1) the point
(ω˜, λ∗s c+1 (ω˜), λ∗s c
+
2 (ω˜)) is below Ks (labeled by λ
∗
s ), so that Kλ∗s  Ks . As they are both copies of the
base, they must coincide.
(ii) Let us take (ω˜, x˜) ∈ K and choose s1, s2 ∈ (0,1) with γ (s1) x˜ γ (s2). By monotonicity, Ks1 
K  Ks2 , so that as remarked before λ∗s1 = l(Ks1 ) l(K ) l(Ks2 ) = λ∗s2 . Since λ∗((0,1]) is an interval,
the assertion is proved.
(iii) This was already remarked before.
(iv) One implication is clear. Now, if l(K )  l(Ks) = λ∗s  s and K = {c1, c2}, it means that
(c1(ω˜), c2(ω˜)) (sc+1 (ω˜), sc
+
2 (ω˜)), from where K  Ks .
(v) Let us write Kn = {cn1, cn2}, K = {c1, c2} and l(Kn) = λn . We check that given any subsequence{λm} one can extract a further subsequence {λ j} which converges to l(K ). We can assume without
loss of generality that all the sets K j are labeled by its ﬁrst component, i.e., K j = {λ jc+1 , c j2} with
c j2  λ jc
+
2 , and λ j → λ. According to Remark 2.6, λ jc+1 → c1 and c j2 → c2, so that c1 = λc+1 and
c2  λc+2 . Thus, λ = l(K ). This proves the assertion. 
Consequently, as Theorem 3.11 in [23] proves, the set of labels Λ agrees with {1}, [λ∗−,1] or (0,1]
in Cases A1, A2 or A3 of Theorem 2.5, respectively. The next purpose is to describe the set
M(λ) = {K ∈M ∣∣ l(K ) = λ}
for a ﬁxed label λ ∈ Λ. From now on, we keep to the notation used in Proposition 3.2.
Proposition 3.3. Let us ﬁx λ ∈ Λ. Then, Kλ ∈M(λ) and either
(a) M(λ) contains a unique element, Kλ ,
or it contains an inﬁnite number of minimal sets. In addition, in this case, Kλ < K for any other K ∈M(λ),
and the possibilities are:
(b1) M(λ) = {{λc+1 , βc2} | β ∈ [β1λ,β2λ ]}, with β1λ < β2λ and either β1λc2 = λc+2 or β1λc2  λc+2 ,
(b2) M(λ) = {{αc1, λc+2 } | α ∈ [α1λ,α2λ]}, with α1λ < α2λ and either α1λc1 = λc+1 or α1λc1  λc+1 ,
(c) M(λ) = {{λc+1 , βc+2 } | β ∈ [λ,β2λ ]} ∪ {{αc+1 , λc+2 } | α ∈ [λ,α2λ]}, with λ < α2λ and λ < β2λ .
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α,β > 0.
Proof. The fact that Kλ ∈M(λ) and Kλ < K for any other K ∈M(λ) has been proved in Proposi-
tion 3.2(i), (iv). If case (a) does not hold, there are at least two different minimal sets K1, K2 ∈M(λ).
Assume ﬁrst that K1 = {λc+1 , c2} and K2 = {λc+1 , c¯2}. Then {c2} and {c¯2} are τ2,λc+1 -minimal sets, which
according to Theorem 3.13 in [23] and Proposition 2.8 are multiples of one another, i.e., we can as-
sume for instance c¯2 = β¯c2 for some β¯ < 1, and moreover, at least all the sets {βc2} for β ∈ [β¯,1]
are τ2,λc+1
-minimal sets. Let us see that {λc+1 } is a τ1,βc2 -minimal set, so that altogether {λc+1 , βc2} is
τ -minimal for every β ∈ [β¯,1]. We argue in the delay case. According to (2.8),
(
λc˜+1
)′
(ω) = F1
(
ω,λc˜+1 (ω), β¯ c˜2(ω),λc˜
+
1
(
ω · (−1)), β¯ c˜2(ω · (−1)))
= F1
(
ω,λc˜+1 (ω), c˜2(ω),λc˜
+
1
(
ω · (−1)), c˜2(ω · (−1))), ω ∈ Ω,
and, as ∂ F1/∂ y2, ∂ F1/∂z2  0, we deduce that {λc+1 } is a τ1,βc2 -minimal set for each β ∈ (β¯,1), as
asserted. The argument is analogous for the ODEs or PDEs cases, working with Eq. (2.9) in the last
one.
Recalling that we are restricting attention to the set M and the labeling process (3.1), we can
conclude that there exists a non-degenerate closed interval [β1λ,β2λ ], with β1λc2  λc+2 , such that
the minimal sets in M(λ) labeled by the ﬁrst component are exactly the elements of M1(λ) =
{{λc+1 , βc2} | β ∈ [β1λ,β2λ ]}.
If every element of M(λ) is labeled by its ﬁrst component, then M(λ) =M1(λ) and case (b1)
holds. Analogously, if all the minimal sets in M(λ) are labeled by their second component, case (b2)
holds. If none of these is the case, then there are two minimal sets K1 = {λc+1 , c2} with c2  λc+2
and K2 = {c1, λc+2 } with c1  λc+1 . As said in the beginning, Kλ  K1 and Kλ  K2, so that Kλ =
{λc+1 , λc+2 }. Then, applying the previous arguments to Kλ and K1, and then to Kλ and K2, we conclude
that we are necessarily in case (c).
The last assertion follows immediately from the above classiﬁcation. 
Our next objective is to show the right-robustness of cases (b) or (c) in the previous classiﬁcation,
which we do in Theorem 3.5. The next auxiliary result is required.
Lemma 3.4. Let {α1c1, β1c2} and {α2c1, β2c2} be two strongly positive minimal sets with α1 < α2 and
β2 < β1 . Then {αc1, βc2} is a minimal set for every (α,β) ∈ [α1,α2] × [β2, β1].
Proof. We write down the proof in the delay case, and it can be easily adapted to any of the other
cases. Since ∂ F1/∂ y2, ∂ F1/∂z2  0,
(α1c˜1)
′(ω) = F1
(
ω,α1c˜1(ω),β1c˜2(ω),α1c˜1
(
ω · (−1)), β1c˜2(ω · (−1)))
 F1
(
ω,α1c˜1(ω),β2c˜2(ω),α1c˜1
(
ω · (−1)), β2c˜2(ω · (−1))), ω ∈ Ω.
Then, Lemma 2.11 implies that α1c1 is a super-equilibrium for the semiﬂow τ1,β2c2 . Now, if we ﬁx
ω ∈ Ω and consider K =O(ω,α1c1(ω)) for τ1,β2c2 , K is a strongly positive minimal set according to
Proposition 3.3(iii), (iv) in [23], and it is immediate to check that K is below α1c1. Proposition 2.8
shows that Theorem 3.13 in [23] applies here and ensures that K is a multiple of {α2c1} and besides
all multiples in between, in particular {α1c1}, are also minimal sets. Therefore, the inequality is an
equality at every ω ∈ Ω . Analogously,
(β2c˜2)
′(ω) = F2
(
ω,α1c˜1(ω),β2c˜2(ω),α1c˜1
(
ω · (−1)), β2c˜2(ω · (−1))), ω ∈ Ω,
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′(ω) = F1
(
ω,α2c˜1(ω),β1c˜2(ω),α2c˜1
(
ω · (−1)), β1c˜2(ω · (−1))), ω ∈ Ω,
(β1c˜2)
′(ω) = F2
(
ω,α2c˜1(ω),β1c˜2(ω),α2c˜1
(
ω · (−1)), β1c˜2(ω · (−1))), ω ∈ Ω.
Altogether, {α1c1, β2c2} and {α2c1, β1c2} are minimal sets. To complete the proof we just repeat the
arguments at the beginning of the proof of Proposition 3.3. 
Theorem 3.5. Let us ﬁx λ ∈ Λ and assume that M(λ) is not in case (a) of Proposition 3.3. Then there
exists δ > 0 such that M(α) is not in case (a) for α ∈ [λ,λ + δ]. In addition all the minimal sets of
M∗ = ⋃ε∈[0,δ]M(λ + ε) are of the form {αc1, βc2} for certain strongly positive continuous function
(c1, c2) : Ω → X, with c1 = c+1 or/and c2 = c+2 . In fact, there exist α1 < α2 and β1 < β2 such that{{αc1, βc2} | (α,β) ∈ [α1,α2] × [β1, β2]} ⊆M∗ .
Proof. Let us assume that M(λ) is in cases (b1) or (c), the arguments being symmetric in case (b2).
Then, {{λc+1 , βc2} | β ∈ [β1λ,β2λ ]} ⊆M(λ), with β1λ < β2λ and β1λc2  λc+2 . Let us keep to the notation
in Proposition 3.2 and ﬁx β1 ∈ (β1λ,β2λ) and ρ > 0 such that β1c2  (λ + ρ)c+2 , and β2 such that
β1 < β2 < β
2
λ . For further purposes, we point out that β1 can be taken as close to β
1
λ as wanted by
taking ρ small enough. Let us deﬁne two strongly increasing paths γ i , i = 1,2, connecting (0,0) with
(c+1 (ω˜), c
+
2 (ω˜)), such that γ  γ 1  γ 2 and γ i(λ) = (λc+1 (ω˜), βic2(ω˜)) for i = 1,2. Then, for s ∈ (0,1]
we call K is =O(ω˜, γ i(s)) and represent it by K is = {ci,s1 , ci,s2 }. As it was mentioned before, l(K is) = (λi)∗s
for the map (λi)∗ associated to the path γ i . Since, in addition, K iλ = {λc+1 , βic2}, with label λ, we
conclude from Proposition 3.6(i) in [23] that the labels of each one of the families (K is)s∈[λ,1] ﬁll up
the interval [λ,1]. The uniform convergence of (ci,s1 , ci,s2 ) to (λc+1 , βic2) as s → λ+ , guaranteed by
assertion (iv) in the same proposition and Remark 2.6, ensures the existence of δ > 0 such that if s ∈
[λ,λ+ δ] then ci,s1  (λ+ρ)c+1 and c1,s2  β2c2, and such that if s1, s2 ∈ [λ,λ+ δ] then K 1s1 = K 2s2 . Note
that the ﬁrst condition and ci,s2  β1c2  (λ + ρ)c+2 imply that K is is labeled by its ﬁrst component
for s ∈ [λ,λ + δ].
Proposition 3.2(i), (iv) and the fact that K is  O(ω˜, γ (s)) ensure that l(K is)  s. So that for each
α ∈ (λ,λ + δ] we can ﬁnd si(α) ∈ (λ,α] such that l(K i
si(α)
) = α. Let us represent Miα = K isi(α) . We
know that M1α = M2α and that they share label, provided by their ﬁrst component. This fact and
Proposition 3.3 mean that Miα = {αc+1 , ηicα2 } for certain η1 < η2. In particular, M(α) is in cases (b1)
or (c), proving the ﬁrst assertion.
The next step is to check that cα2 is a multiple of c2 for α ∈ [λ,λ + δ], which proves the sec-
ond assertion of the theorem. We reason in the delay case, and adapt the other cases. Note that, as
∂ F2/∂ y1, ∂ F2/∂z1  0,
(β2c˜2)
′(ω) = F2
(
ω,λc˜+1 (ω),β2c˜2(ω),λc˜
+
1
(
ω · (−1)), β2c˜2(ω · (−1)))
 F2
(
ω,αc˜+1 (ω),β2c˜2(ω),αc˜
+
1
(
ω · (−1)), β2c˜2(ω · (−1))),
so that according to Lemma 2.11, {β2c2} is either a τ2,αc+1 -minimal set or a strong sub-equilibrium. As-
sume by contradiction that the second is the case, and represent the omega-limit set of (ω˜, β2c2(ω˜))
for τ2,αc+1
by K = {d2}  0. It is easy to deduce from Proposition 2.10 the existence of e  0 such
that β2c2(ω)  d2(ω) − e for every ω ∈ Ω . Let ϕ : [0,1] → C([−1,0]) be a strongly increasing path
joining 0 with d2(ω˜) with ϕ(s1) = η1cα2 (ω˜) and ϕ(s2) = d2(ω˜) − e. Then the corresponding map λ¯∗
satisﬁes λ¯∗s1 ∈ (0,1) (since {η1cα2 } is minimal) and λ¯∗s2 = 1, contradicting Proposition 3.6(iii) in [23].
Consequently, {β2c2} is a τ2,αc+1 -minimal set, and Theorem 3.13 in [23] and Proposition 2.8 prove our
assertion.
Now we rewrite Miα = {αc+1 ,μic2}, with μ1 < β2  μ2. Since {λc+1 , β2c2} and {(λ + ρ)c+1 ,μ1c2}
are minimal sets, Lemma 3.4 proves that {αc+1 , βc2} is minimal for (α,β) ∈ [λ,λ + δ] × [μ1, β2]. The
proof is complete. 
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the subsets of Λ given by
Λ1 =
{
λ ∈ Λ ∣∣M(λ) is a singleton}, Λ∞ = Λ − Λ1.
Note that 1 ∈ Λ1, so that this set is never empty. We call its connected components single-labeling in-
tervals. In the case that Λ∞ is nonempty, we call its connected components multiple-labeling intervals.
Given any interval I ⊂ Λ, we represent
M(I) = {K ∈M ∣∣ l(K ) ∈ I}.
Note that M(I) =⋃λ∈IM(λ) and M(Λ) =M. Theorems 3.7, 3.8 and 3.9 respectively describe the
shape and properties of M(I) for I a single-labeling interval, a multiple-labeling interval, and for
I = Λ. Before stating them, we include a lemma.
Lemma 3.6. For any interval I ⊂ Λ, the setM(I) is connected in the Hausdorff topology of Pc(Ω × X+), and
the set
⋃
K∈M(I) K is connected in Ω × X+ .
Proof. It follows easily from Proposition 3.3 that M(λ) and ⋃K∈M(λ) K are respectively connected
in Pc(Ω × X+) and Ω × X+ for each λ ∈ I . On the other hand, by Proposition 3.6(iv) in [23] {Kλ |
λ ∈ I} ⊂ Pc(Ω × X+) and ⋃λ∈I Kλ ⊂ Ω × X+ are also connected. The assertions are easily proved by
contradiction. 
Let us begin with the global description of the set of minimal sets corresponding to a single-
labeling interval, which is quite simple: the next properties follow from Propositions 3.2 and 3.3,
whose notation we maintain.
Theorem 3.7. Let I be a single-labeling interval. Then M(λ) = {Kλ} for any λ ∈ I . In particular, Kλ1 < Kλ2
whenever there are λ1, λ2 ∈ I and λ1 < λ2 .
The situation is much more complicated for a multiple-labeling interval.
Theorem 3.8. Let I be a multiple-labeling interval. Then,
(i) I is right-open, i.e., if λ¯ = sup I thenM(λ¯) = {K λ¯}.
(ii) If K λ¯ = {c1, c2}, then any element ofM(I) is of the form {αc1, βc2} for certain (α,β)  0.
(iii) The set R(I) = {(α,β) ∈ R2+ | {αc1, βc2} ∈M(I)} is connected and it is contained in the closure of its
interior.
(iv) The sets R(I)α = {β ∈ R+ | (α,β) ∈ R(I)} and R(I)β = {α ∈ R+ | (α,β) ∈ R(I)} are intervals provided
that they are nonempty. The sets R(1) = {α ∈ R+ | R(I)α = ∅} and R(2) = {β ∈ R+ | R(I)β = ∅} are in-
tervals. If R(I)α = [β1(α),β2(α)] (resp. R(I)β = [α1(β),α2(β)]), then the functions β1 and β2 (resp. α1
and α2) are nondecreasing in R(1) (resp. in R(2)).
(v) If λ = inf I , then Kλ = {α0c1, β0c2} with (α0, β0) = inf R(I). In addition, sup R(I) = (1,1). Hence, Kλ <
K < K λ¯ for any K ∈M(I), K = Kλ .
Proof. (i), (ii) Let us ﬁx λ0 ∈ I . Theorem 3.5 shows the existence of δ = δ(λ0) > 0 such that
[λ0, λ0+δ] ⊂ I , which proves (i). It also shows the existence of a strongly positive continuous function
(c¯1, c¯2) :Ω → X such that all the minimal sets in M([λ0, λ0 + δ]) are of the form {αc¯1, β c¯2}. Let δ∗
be the superior of the values of δ satisfying the previous properties. It follows from the continuity
of the family (Kλ)λ∈[λ0,λ0+δ∗] stated in Proposition 3.6(iv) in [23] that the set Kλ0+δ∗ takes the same
form, and the same happens to all the minimal sets in M(λ0 + δ∗) according to the last statement
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greater. Consequently, λ0+δ∗ = λ¯ = sup I and K λ¯ = {c1, c2} = {α0c¯1, β0c¯2}, which completes the proof.
(iii) Denote {αc1, βc2} ≡ Kα,β . As the map M(I) → R2+, Kα,β 	→ (α,β) is continuous for the
Hausdorff topology of Pc(Ω × X+), the connection of R(I) follows from Lemma 3.6. The last assertion
follows from Theorem 3.5 and its proof.
(iv) If R(I)α is nonempty, any one of its elements determines a τ2,αc1 -minimal set. Arguing as in
the ﬁrst paragraph of the proof of Proposition 3.3 shows that R(I)α is an interval. The same happens
for R(I)β . Now assume that R(I)α1 and R(I)α3 are nonempty and assume by contradiction that for an
α2 ∈ (α1,α3), R(I)α2 is empty. Then R(I) ⊂ ((0,α2) ∪ (α2,∞)) × R+ , and both R(I) ∩ ((0,α2) × R+)
and R(I)∩ ((α2,∞)×R+) are nonempty. So that R(I) cannot be connected, in contradiction with (iii).
As a consequence R(1) is an interval. The same happens with R(2) .
Let us now take two strongly positive minimal sets Kα1,β1 and Kα2,β2 , with α1 < α2 and β2 < β1.
According to Lemma 3.4, Kα,β is a minimal set for every (α,β) ∈ [α1,α2] × [β2, β1]. Assume now
that (α1, β1) and (α2, β2) belong to R(I). Then R˜ = ([α1,α2] × [β2, β1]) − {(α2, β1)} ⊂ R(I). To prove
this, ﬁrst deduce from Proposition 3.2(v) that the map l : R˜ → Λ is continuous, so that its image is an
interval; and second, check that the label of anyone of these minimal sets is multiple, which is quite
easy for the points in the interior of R˜ and a bit more delicate, but not diﬃcult, for the points on the
border.
The last assertion in (iv) follows easily from the above properties.
(v) As in (ii), Proposition 3.6(iv) in [23] implies that Kλ = {α0c1, β0c2}, with (α0, β0) ∈ R(I). As-
sume by contradiction that (α0, β0) = inf R(I). Then, the shape of R(I) ensures the existence of
(α,β) ∈ R(I) with (α0, β0) > (α,β). Hence λ = l(Kλ)  l(Kα,β), and since this last one belongs
to I it must be λ = l(Kα,β), contradicting Proposition 3.2(iv). Similarly, assume by contradiction that
(1,1) = sup R(I). Then, there exists (α,β) ∈ R(I) with (1,1) < (α,β), so that K λ¯ = K1,1 < Kα,β and
thus λ¯ l(Kα,β) ∈ I , contradicting (i). The last assertion follows immediately from the previous ones
and (ii). 
To ﬁnish, we describe the global structure of M=M(Λ). Given two disjoint intervals I1 and I2
of Λ, we write I1 < I2 if sup I1  inf I2.
Theorem 3.9. Assume thatM = {K+}. Then there is a family of (possibly degenerate) pairwise disjoint inter-
vals (I j) j∈ J , where J is a (ﬁnite or inﬁnite) subset of (0,1], with I j1 < I j2 if j1 < j2 and such that
(i) Λ =⋃ j∈ J I j , and each I j is either a single-labeling or a multiple-labeling interval. In addition, they alter-
nate, in the sense that there is at least a multiple-labeling interval between two single-labeling ones, and
there is at least a single-labeling interval between two multiple-labeling ones.
(ii) If I j1 < I j2 , then K1 < K2 for any K1 ∈M(I j1 ) and K2 ∈M(I j2 ).
Furthermore, either the ﬁrst component of every element ofM is a multiple of c+1 or the second component of
every element ofM is a multiple of c+2 .
Proof. For each single or multiple labeling interval I we choose an index j I ∈ I , and then deﬁne J as
the set of all those indexes.
(i) Assertion (i) is an immediate consequence of the fact that we are dealing with connected
components of two complementary subsets of the interval Λ.
(ii) Let us consider two intervals I j1 and I j2 with j1 < j2, and call λ¯1 = sup I j1 and λ2 = inf I j2 .
Since λ¯1  λ2, the assertion follows from Proposition 3.2(iv), Theorem 3.7 and Theorem 3.8(v).
For the last statement, note that Proposition 3.3 shows that the study can be reduced to the sets
Kλ for λ ∈ Λ. We write Kλ = {c1,λ, c2,λ} and recall that l(Kλ) = λ. Assume that there is λ0 ∈ Λ such
that c1,λ0 = λ0c+1 and c2,λ0 = αc+2 for any α ∈ R. Take any other λ ∈ Λ and assume by contradiction
that c1,λ = αc+1 for any α ∈ R. Then necessarily c2,λ = λc+2 . Without loss of generality assume that
Kλ0 < Kλ and, taking Kλ as reference minimal set, apply Proposition 3.1 to get a contradiction. This
and a symmetric argument in the situation c2,λ0 = λ0c+2 and c1,λ0 = αc+1 for any α ∈ R prove the
result. 
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quently, there is at most a countable family of multiple-labeling intervals. On the contrary, a single-
labeling interval can be degenerate, and a priori nothing precludes the set of single-labeling intervals
from being uncountable. In fact, several examples showing the optimality of the results so far ob-
tained are going to be given in next section.
4. Scope of the previous results
We analyze the scope of the results of the previous section in this one, in two directions. First,
from Theorem 3.8 we derive some consequences on the coeﬃcients of the equations we are studying,
which can be understood as negative criteria precluding the occurrence of multiple-labeling intervals.
And second, we show the optimality of the global description given in Theorems 3.7, 3.8 and 3.9
by means of examples for which the set of strongly positive minimal sets has a rather complicated
structure. The notation established in Sections 2 and 3 is maintained.
4.1. Uncoupling under the existence of multiple-labeling intervals
Assume hypotheses (H1)–(H3) in Section 2 on the semiﬂow induced by the two-dimensional sys-
tem of ODEs (2.1), delay equations (2.2) or parabolic PDEs (2.3). Let us check that the occurrence of
a multiple-labeling interval is only possible when the family of equations we are analyzing is uncou-
pled and linear on a certain region of its deﬁnition domain. As usual, given c :Ω → R, we denote
c′(ω) = (d/dt)c(ω · t)|t=0 whenever it exists.
Proposition 4.1. Assume that I is amultiple-labeling interval for the family of ODEs (2.4). Then F1(ω, y1, y2)=
h1(ω)y1 and F2(ω, y1, y2) = h2(ω)y2 on L =⋃K∈M(I) K ⊂ Ω × IntR2+ . Consequently, if F1 (resp. F2) is
analytic with respect to (y1, y2) on its domain, the corresponding equality holds everywhere.
Proof. For λ¯ = sup I , we write the unique element of M(λ¯) as {c1, c2} and recall that any K ∈M(I)
can be written as {αc1, βc2}. Therefore, any element of L can be written as (ω,αc1(ω),βc2(ω)),
where (α,β) varies in the set R(I) described in Theorem 3.8. Since αc′1(ω) = F1(ω,αc1(ω),βc2(ω))
and βc′2(ω) = F2(ω,αc1(ω),βc2(ω)) for every ω ∈ Ω and (α,β) ∈ R(I), by derivating the ﬁrst equal-
ity with respect to β and the second one with respect to α we conclude that 0 = c2(ω)(∂ F1/∂ y2)(ω,
αc1(ω),βc2(ω)) for every β ∈ Int R(I)α and 0 = c1(ω)(∂ F2/∂ y1)(ω,αc1(ω),βc2(ω)) for every α ∈
Int R(I)β . The strongly positive character of c1 and c2, the differentiability of F j , the mean value
theorem, and the shape of R(I) described in Theorem 3.8(iv) show that F1 is independent of y2
in L. Now we deﬁne H1(ω, y1) = F1(ω, y1, y2) for (ω, y1, y2) ∈ L in order to check that H1(ω, y1) =
H1(ω,αc1(ω)) = F1(ω,αc1(ω),βc2(ω)) = (αc1)′(ω) = αF1(ω, c1(ω), c2(ω)) = αH1(ω, c1(ω)) =
(H1(ω, c1(ω))/c1(ω))y1, from where the ﬁrst assertion for F1 follows. The same argument works
for F2. The last statements are immediate consequences of the analyticity and the identity theo-
rem: for each ω ∈ Ω ﬁxed, the analytic function F1(ω, ·,·) (resp. F2(ω, ·,·)) agrees with h1(ω)y1
(resp. h2(ω)y2) on a connected open subset of R2+ , and hence on the whole domain. 
The proof of the result concerning the partial differential equations (2.6) is based on the same
arguments, which we will not repeat. Some notation is required: given K = {c1, c2}  0, we represent
K˜ = {(ω, x, c1(ω)(x), c2(ω)(x)) | ω ∈ Ω, x ∈ U¯ }.
Proposition 4.2. Assume that I is a multiple-labeling interval for the family of PDEs (2.6). Then F1(ω, x,
y1, y2) = h1(ω, x)y1 and F2(ω, x, y1, y2) = h2(ω, x)y2 on L˜ = ⋃K∈M(I) K˜ ⊂ Ω × U¯ × IntR2+ . Conse-
quently, if F1 (resp. F2) is analytic with respect to (y1, y2) on its domain, the corresponding equality holds
everywhere.
The conclusion for the families of Eqs. (2.4) or (2.6) is obvious: if the equations are not uncoupled
and linear on any open subset of Ω ×R2+ or Ω × U¯ ×R2+ , then for any reference minimal set K+  0
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below K+ .
We ﬁnally deal with the delay case, slightly more complex. Given a minimal set K = {c1, c2}  0,
we call K˜ = {(ω, c˜1(ω), c˜2(ω), c˜1(ω · (−1)), c˜2(ω · (−1))) | ω ∈ Ω}, K˜ 1 = {(ω, c˜1(ω), c˜1(ω · (−1))) |
ω ∈ Ω} and K˜ 2 = {(ω, c˜2(ω), c˜2(ω · (−1))) | ω ∈ Ω}.
Proposition 4.3. Assume that I is a multiple-labeling interval for the family of Eqs. (2.5). Assume also that
F1(ω, y1, y2, z1, z2) is independent of y2 or z2 (resp. F2(ω, y1, y2, z1, z2) is independent of y1 or z1). Then
F1 only depends on (ω, y1, z1) (resp. F2 only depends on (ω, y2, z2)) on L˜ =⋃K∈M(I) K˜ ⊂ Ω × IntR4+ .
If, in addition, F1 (resp. F2) is analytical with respect to its state argument z2 or y2 (resp. z1 or y1) on its
domain, then
(∂ F1/∂ y2)(ω, y1, y2, z1, z2) = (∂ F1/∂z2)(ω, y1, y2, z1, z2) = 0
whenever (ω, y1, z1) ∈ L˜1 , with L˜1 =⋃K∈M(I) K˜ 1 ⊂ Ω × IntR2+ (resp.
(∂ F2/∂ y1)(ω, y1, y2, z1, z2) = (∂ F2/∂z1)(ω, y1, y2, z1, z2) = 0
whenever (ω, y2, z2) ∈ L˜2 , with L˜2 =⋃K∈M(I) K˜ 2 ⊂ Ω × IntR2+).
In the case that F1 (resp. F2) only depends on (ω, y1, z2), (ω, y2, z1) or (ω, z1, z2) and is analytical with
respect to its state arguments, then F1 agrees with a linear function h1(ω)y1 or k1(ω)z1 (resp. F2 agrees with
h2(ω)y2 or k2(ω)z2) on Ω × R4+ .
Proof. Reasoning as in the proof of Proposition 4.1, we show that any point of L˜ is of the form
(ω,αc˜1(ω),β c˜2(ω),αc˜1(ω · (−1)), β c˜2(ω · (−1))), for (α,β) ∈ R(I), and that ∂ F1/∂ y2 = ∂ F1/∂z2 = 0
(resp. ∂ F2/∂ y1 = ∂ F2/∂z1 = 0) at those points corresponding to (α,β) ∈ Int R(I). Assume for instance
that F1 is independent of z2, say F1(ω, y1, y2, z1, z2) = G1(ω, y1, y2, z1). Then ∂G1/∂ y2 = 0 at the
points (ω,αc˜1(ω),β c˜2(ω),αc˜1(ω · (−1))) for (α,β) ∈ Int R(I), and the same arguments as those in
Proposition 4.1 show the independence of G1 and F1 with respect to y2 at the set L˜. Assume in
addition that F1 is analytical with respect to y2 on its domain. Since for each ﬁxed α the set of β with
(α,β) ∈ Int R(I) contains an open interval whenever it is nonempty, we conclude that ∂ F1/∂z2 = 0
at the points (ω, y1, y2, z1, z2) ∈ Ω × R4+ with (ω, y1, z1) ∈ L˜1. The proofs of these properties are
identical if F1 is independent of y2 as well as for F2.
For the last assertions, assume for instance F1(ω, y1, y2, z1, z2) = G1(ω, y1, z2). As seen above,
F1 and hence G1 are also independent of z2 on L˜. Now, for each (ω, y1, y2, z1, z2) ∈ L˜ we deﬁne
H1(ω, y1) = G1(ω, y1, z2) and reason as in the proof of Proposition 4.1 in order to conclude that
H1(ω, y1) = (H1(ω, c˜1(ω))/c˜1(ω))y1. In other words, for each ω ∈ Ω ﬁxed, the analytic function G1
is linear on Ω × O , where O is a connected open subset of R2+ , and hence on its whole domain. The
remaining cases are analogous. 
Note that the ﬁrst part of the previous result applies to four different types of delay equations. For
instance, to {
y′1(t) = F1
(
ω · t, y1(t), y1(t − 1), y2(t − 1)
)
,
y′2(t) = F2
(
ω · t, y2(t), y1(t − 1), y2(t − 1)
)
,
which has a high interest in applications. For example, we deduce that a cooperative and sublinear
system {
y′1(t) = a(ω · t)y2 + G1
(
ω · t, y1(t), y1(t − 1)
)
,
y′ (t) = b(ω · t)y1 + G2
(
ω · t, y2(t), y2(t − 1)
)
,2
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concerning linearity applies, for instance, to the pure delay equations
{
y′1(t) = F1
(
ω · t, y1(t − 1), y2(t − 1)
)
,
y′2(t) = F2
(
ω · t, y1(t − 1), y2(t − 1)
)
,
for which the conclusions are similar to the ones in the ODEs and PDEs cases.
4.2. Optimality of the description: occurrence of an inﬁnite number of multiple-labeling intervals
It is very easy to ﬁnd examples of uncoupled autonomous equations satisfying all the hypotheses
we assume and for which there exists just one minimal set (that is, just one equilibrium point), or for
which the set of equilibrium points ﬁlls up a rectangle in R2. The family of examples we are going to
describe in this section are also autonomous but not so simple, and include the former possibilities as
well as many others: we will check that any countable family of pairwise disjoint open subintervals
of (0,1] constitutes the set of multiple-labeling intervals for a suitable autonomous two-dimensional
system with a top minimal set.
In what follows, scalar sublinear functions will be often used. Recall that for I = R or R+ , a func-
tion h : I → R is sublinear if h(λx)  λh(x) for every x ∈ I and λ ∈ [0,1]. In addition, for a function
deﬁned on R+ , we understand that its derivative at 0 is the right derivative.
We begin by considering two auxiliary C1 functions r1, r2 :R+ → R+ such that
r1(0) = 1, −k r′1(y) 0 for y ∈ [0,1], and r1 vanishes exactly on [1,∞),
r2 vanishes exactly on [0,1], 0 r′2(y) k for y ∈ [1,2], and r2(y) = 2 for y  2,
where k is any positive constant.
Proposition 4.4. Let σ1, σ2 :R+ → R+ be non-null sublinear strictly increasing C1-functions such that
σ1  σ2 and σ1(0) > 0, and such that there exist σ ′1(0) and σ ′2(0). Then the function f2 :R+ × R+ → R
given by
f2(y1, y2) =
⎧⎪⎨⎪⎩
y2r1(y2/σ1(y1)) for 0 y2 < σ1(y1),
0 for σ1(y1) y2  σ2(y1),
−y2r2(y2/σ2(y1)) for y2 > σ2(y1)
is sublinear and C1 in its domain, with ∂ f2/∂ y1  0.
Proof. Since r1(1) = r2(1) = 0, the function f2 is well deﬁned and continuous, with f2(0,0) = 0. Let
us check its sublinearity. We ﬁx (y1, y2) ∈ R+ × R+ and λ ∈ (0,1] and distinguish three cases. First,
y2 < σ1(y1), which by sublinearity of σ1 implies λy2 < λσ1(y1) σ1(λy1); hence
f2(λy1, λy2) = λy2r1
(
λy2
σ1(λy1)
)
 λy2r1
(
y2
σ1(y1)
)
= λ f2(y1, y2),
the central inequality being a consequence of the sublinearity of σ1 and the decreasing character
of r1. Second, σ1(y1) y2  σ2(y1). As before, λy2  σ2(λy1), but it can be σ1(λy1) λy2, in which
case f2(λy1, λy2) = λ f2(y1, y2) = 0; or λy2 < σ1(λy1), in which case f2(λy1, λy2) 0 = λ f2(y1, y2).
And third, σ2(y1) < y2, with two possibilities: it can be λy2  σ2(λy1), in which case f2(λy1, λy2)
0 λ f2(y1, y2); or σ2(λy1) < λy2, in which case
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(
λy2
σ2(λy1)
)
 λy2r2
(
y2
σ2(y1)
)
= −λ f2(y1, y2),
the central inequality being a consequence of the sublinearity of σ2 and the increasing character of r2.
On the other hand, if (y1, y2) ∈ IntR2+ ,
∂ f2
∂ y1
(y1, y2) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−y22 σ
′
1(y1)
σ 21 (y1)
r′1(
y2
σ1(y1)
) for 0< y2 < σ1(y1),
0 for σ1(y1) < y2 < σ2(y1),
y22
σ ′2(y1)
σ 22 (y1)
r′2(
y2
σ2(y1)
) for y2 > σ2(y1).
Since r′1(1) = r′2(1) = 0, we deduce that ∂ f2/∂ y1 exists and is a continuous function in IntR2+ , and
since all the derivatives of r1, r2, σ1 and σ2 are deﬁned at 0, it has a continuous extension to R2+ .
Besides it is nonnegative, as asserted.
Finally, for (y1, y2) ∈ IntR2+ ,
∂ f2
∂ y2
(y1, y2) =
⎧⎪⎨⎪⎩
r1(
y2
σ1(y1)
) + y2 1σ1(y1) r′1(
y2
σ1(y1)
) for 0< y2 < σ1(y1),
0 for σ1(y1) < y2 < σ2(y1),
−r2( y2σ2(y1) ) − y2 1σ2(y1) r′2(
y2
σ2(y1)
) for y2 > σ2(y1),
which, since r1(1) = r′1(1) = r2(1) = r′2(1) = 0, leads to the existence and continuity of ∂ f2/∂ y2 in R2+ .
The proof is complete. 
Proposition 4.5. Let σ :R+ → R be a sublinear decreasing C1-function vanishing exactly on the interval
[λ−,1] with 0  λ−  1. Deﬁne f1(y1, y2) = σ(y1). And deﬁne f2 as in Proposition 4.4, with σ1(1) =
σ2(1) = 1. Then, the two-dimensional system of autonomous ODEs{
y′1 = f1(y1, y2),
y′2 = f2(y1, y2),
(4.1)
deﬁnes a skew-product semiﬂow satisfying conditions (H1)–(H3), and its set of equilibrium points is exactly
{(y1, y2) ∈ R2+ | λ−  y1  1, σ1(y1) y2  σ2(y1)} ∪ {(y1,0) ∈ R2+ | λ−  y1  1} ⊂ [λ−,1] × [0,1].
The equilibrium (1,1) is the top one, and the set of labels of the strongly positive equilibria with respect to it
is Λ = [λ−,1] if λ− > 0 or Λ = (0,1] if λ− = 0. In addition, the connected components of {y ∈ Λ | σ1(y) <
σ2(y)} are the multiple-labeling intervals.
Proof. The properties concerning admissibility, cooperativeness, sublinearity, and equilibrium points
are trivial to check. Note also that the label of a strongly positive equilibrium point (α,β) is
min(α,β), and σ1(y)  yσ1(1) = y for every y ∈ [0,1]. So that, ﬁxed y1 ∈ [λ−,1] with y1 > 0, the
label of every (y1, y2) with σ1(y1) y2  σ2(y1) is y1, from where the last assertions follows. 
Remark 4.6. By taking λ− = 1, λ− ∈ (0,1) or λ− = 0, we obtain examples of Cases A1, A2 or A3
of Theorem 2.5. In Cases A2 and A3, taking σ1 = σ2, we obtain an example for which each label
corresponds to a unique strongly positive minimal set. Note also that for this type of examples, every
multiple-labeling interval is open, excepting the ﬁrst one when λ− > 0 and σ1(λ−) < σ2(λ−).
Now we are in a position to state and prove the announced result.
Proposition 4.7. Any ﬁnite or countable family of pairwise disjoint open subintervals of [0,1] is the set of
multiple-labeling intervals for a suitable two-dimensional cooperative and sublinear autonomous system.
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indexes, and let Λ∞ be the union of all of them. We deﬁne k j :R+ → R+ by
k j(y) =
⎧⎨⎩
(b j−a j)2
2π (1− cos(2π y−a jb j−a j )) if y ∈ (a j,b j),
0 if y ∈ R+ − (a j,b j),
and k :R+ → R+ by k(y) =∑ j∈ J k j(y). Since
k′j(y) =
{
(b j − a j) sin(2π y−a jb j−a j ) if y ∈ (a j,b j),
0 if y ∈ R+ − (a j,b j),
it follows easily that k is C1 in R+ , with k′(y) =∑ j∈ J k′j(y). Now we deﬁne
h1(y) =
{
3− y if y ∈ [0,1],
1+ 1/y if y  1, h2(y) =
{
3− y + k(y) if y ∈ [0,1],
1+ 1/y if y  1,
and note that h1  h2, the inequality being strict exactly on Λ∞ . It is easy to check that both functions
are C1 and non-increasing. This means that the functions
σi(y) =
(
2+ yhi(y)
)
/4, i = 1,2,
are C1 and sublinear on R+ , with σ1  σ2 and σ1 < σ2 in Λ∞ . In addition, 4σ ′1(y) = 3− 2y for y ∈[0,1], 4σ ′1(y) = 1 if y  1, 4σ ′2(y) = 3− 2y + yk′(y) + k(y) 3− 3y for y ∈ [0,1], and 4σ ′2(y) = 1 if
y  1, so that both functions are strictly increasing. Finally, σ1(1) = σ2(1) = 1. These properties mean
that σ1 and σ2 satisfy all the conditions in Propositions 4.4 and 4.5. To conclude, we just need to take
σ vanishing exactly on [0,1] in order to deﬁne the corresponding function f1 of system (4.1). 
Let us complete this subsection showing that the description of a multiple-labeling interval is also
optimal in the sense that it can be left-closed or not. As commented in Remark 4.6, by choosing λ− ∈
(an,bn) for one of the given intervals and σ(y) = 0 if and only if y ∈ [λ−,1], we obtain an example
for which the ﬁrst multiple-labeling interval is left-closed and any other is left-open. However, one
could wonder if being left-closed is only possible when the multiple-labeling interval starts at the
lowest point of Λ. We complete this section with an example, similar to the above ones, of a two-
dimensional autonomous system with a single-labeling interval followed by a left-closed multiple-
labeling one.
Let us deﬁne an auxiliary sequence of functions (hn)n3: hn :R+ → R+ is constructed to be C1,
sublinear, strictly increasing in [0,1], with hn(t) = 2t2 + 1/8 for t ∈ [0,1/4], hn(t) = t for t ∈ [1/4,
1 − 2/n], hn(t) = 1 − 1/n if t ∈ [1,∞), h′n(t)  1 for every t ∈ R+ and hn  hn+1. It is easy to check
that this sequence converges to the (not C1) function h :R+ → R+ given by h(t) = 2t2 + 1/8 for
t ∈ [0,1/4], h(t) = t for t ∈ [1/4,1] and h(t) = 1 for t  1. As seen in Proposition 4.4, the function
f n2 (y1, y2) =
{
y2r1(y2/hn(y1)) for 0 y2 < hn(y1),
0 for hn(y1) y2,
is sublinear and C1 in R2+ , with ∂ f n2 /∂ y1  0. It is easy to check that the new function f2(y1, y2) =∑∞
n=3(1/2n) f n2 (y1, y2) is well deﬁned and C1 in R2+: this series is absolutely and uniformly conver-
gent, and the same happens with the corresponding sums of partial derivatives (basically computed
in the proof of Proposition 4.4). We also deﬁne f1(y1, y2) = f2(y2, y1).
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f2(y1, y2) deﬁnes a semiﬂow satisfying hypotheses (H1)–(H3), and the set of equilibrium points is exactly
{(0,0)} ∪ {(y, y) ∈ R2+ | y ∈ [1/4,1)} ∪ {(y1, y2) ∈ R2+ | y1  1, y2  1}. Consequently, taking (2,2) as
reference equilibrium point, Λ1 = [1/8,1/2) ∪ {1} and Λ∞ = [1/2,1).
Proof. It is immediate to check that f1 and f2 are sublinear with ∂ f1/∂ y2 = ∂ f2/∂ y1  0. In addition,
f2(y1, y2) = 0 if and only if f n2 (y1, y2) = 0 for every n  3; that is, if and only if y2 = 0 or y2 
hn(y1) for every n 3, or equivalently if y2 = 0 or y2  h(y1). This means that the set of equilibrium
points for the system is {(0,0)} ∪ {(y1, y2) ∈ R2+ | y1  h(y2) and y2  h(y1)}, which agrees with the
one in the statement. 
4.3. Optimality of the description: occurrence of strongly positive minimal sets with one component not
multiple of the one of the top one
In spite of the complication of the examples described in the previous section, since they are
autonomous, all the minimal sets are equilibrium points, and hence their two components are nec-
essarily multiples of the components of the reference one. According to the results in Section 3, this
is also sometimes the situation in the non-autonomous framework: for instance, if the set of labels
constitutes a multiple-labeling interval or if there is a ﬁnite number of single-labeling ones and all
them are degenerate. However, the general description made in Section 3 only establishes that one of
the component functions of a strongly positive minimal set (always the same) has to be a multiple of
the same component of the reference one. We devote this last paragraph to show that the description
is also optimal in this sense, by means of two new examples.
In both of them, the base space will be the circle Ω = R/2πZ with the Kronecker one-dimensional
ﬂow ω · t = ω+ t(mod 2π). We represent cα(ω) = αesin(ω) for α ∈ R+ . To construct the ﬁrst example,
we deﬁne h :R+ → R as a C1 decreasing function vanishing exactly on [0, e], and consider the family
of systems {
y′1 = y1 cos(ω · t) + y1h(y1), ω ∈ Ω,
y′2 = y1 − y22,
(4.2)
which is obtained by constructing the hull of the periodic system corresponding to ω0 = 0. Since the
coeﬃcients of this one satisfy Deﬁnitions 2.1(i) and 2.2(i), the semiﬂow (ﬂow, in fact) deﬁned by (4.2)
is monotone and sublinear. The next results show that this example satisﬁes all the conditions in
Section 3, that its set of labels constitutes a unique single-labeling interval, and that the second
component of each strongly positive minimal set is not a multiple of the second component of the
top minimal set.
Proposition 4.9. The strongly positive minimal sets for the semiﬂow induced on Ω × R+ by y′1 =
y1 cos(ω · t) + y1h(y1) are {cα} for α ∈ (0,1].
Proof. Note that c′α(ω) := (d/dt)cα(ω · t)|t=0 = cos(ω)cα(ω). If 0 < α  1, then cα(ω)  1e, so that
h1(cα(ω)) = 0 and cα is an equilibrium. If, on the contrary, α > 1, then cα(π/2)h1(cα(π/2)) =
αeh1(αe) < 0, which means that cα is not an equilibrium anymore. Since, according to Theorem 3.13
in [23], all the strongly positive minimal sets are multiple of one of them, the assertion is proved. 
Proposition 4.10. The semiﬂow induced by (4.2) admits a top minimal set K+ = {c1,d1}  0, and the set
of labels with respect to it is Λ = (0,1]. In addition, for each α ∈ (0,1] there is a unique minimal set Kα =
{cα,dα}  0 with l(Kα) = α, and if α ∈ (0,1) then dα = βd1 for any β > 0.
Proof. We ﬁx α ∈ (0,1]. Since cα(ω) − e2  0 < cα(ω) for every ω ∈ Ω , Lemma 2.11 ensures that
the constant functions 0 and e are respectively a strong sub-equilibrium and a super-equilibrium for
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of Proposition 2.10, this semiﬂow admits a strongly positive minimal set. Since, as a consequence,
the hypotheses of Theorem 3.12 in [23] are fulﬁlled, this minimal set is the unique copy of the base,
say {dα}. Hence, for each α ∈ (0,1], Kα = {cα,dα}  0 is the unique minimal set for the ﬂow induced
by (4.2). Moreover,
d′1(ω) = c1(ω) − d21(ω) > αc1(ω) − d21(ω) = cα(ω) − d21(ω),
(αd1)
′(ω) = αc1(ω) − αd21(ω) < αc1(ω) − α2d21(ω) = cα(ω) − (αd1)2(ω)
for α ∈ (0,1), so that αd1  dα  d1. In particular, K1 is the top minimal set, and l(Kα) = α. Finally,
assuming by contradiction that dα = βd1 we deduce that d1(ω) = γ esin(ω)/2 for a constant γ > 0,
which is impossible since this function does not solve the corresponding equation. 
The second example shows that this kind of behavior is compatible with the existence of multiple-
labeling intervals. Let us deﬁne three auxiliary functions. First, a positive sublinear increasing C1
function s :R → R+, with s(y) = 0 for y  −1, s(y) = (y + 1)2/4 for y ∈ [−1,1], and s(y) = y for
y ∈ [1,∞). Then, ﬁxed 0 < r1 < r2 < r3 we deﬁne h1 :R+ → R as a C1 non-increasing function such
that h1(y) = 0 for y ∈ [0, r3e] and h1(y) < 0 for y > r3e. And ﬁnally h2 :R+ → R is a C1 decreasing
function such that h2(y) = 0 for y ∈ [0, r1e], h2(y) < 0 for y > r1e, and h2(y) = −y for y > r2e. We
consider the family {
y′1 = y1 cos(ω · t) + y1h1(y1),
y′2 = s(y1 − y2) + y2 cos(ω · t) + y2h2(y2),
(4.3)
which as in the case of (4.2) deﬁnes a monotone and sublinear semiﬂow. The next three proposi-
tions show that for certain values of r1, r2 and r3, there exist a top strongly positive minimal set
{c+1 , c+2 } and at least a multiple-labeling interval whose corresponding minimal sets have a second
component function which is not multiple of c+2 . The proof of the ﬁrst one is identical to the one of
Proposition 4.9.
Proposition 4.11. The strongly positiveminimal sets for the semiﬂow induced inΩ×R by y′1 = y1 cos(ω ·t)+
y1h1(y1) are {cα} for α ∈ (0, r3].
Proposition 4.12. Take r1 = e + 1, r2 = e + 2 and r3 = 250(e + 1). Then the semiﬂow induced by (4.3) has a
top minimal set {c+1 , c+2 }  0, with c+1 = cr3 and c+2 = cβ for every β > 0. In addition, all the sets {cα, cβ} for
α ∈ (0,1) and β ∈ [e+α, e+ 1] are strongly positive minimal sets; they are labeled by their ﬁrst component;
and they belong to the same multiple-labeling interval.
Proof. It suﬃces to show the existence of a (strongly positive) top minimal set for
y′2 = s(cr3 − y2) + cos(ω · t)y2 + y2h2(y2) =: g(ω · t, y2).
Deﬁne r∗ = (e + 2)e2 ∈ (r2, r3). It is not hard to check that
g
(
ω, cr3(ω)
)− c′r3(ω) = s(0) + r3esin(ω)h2(r3esin(ω))= 1/4− r23e2 sin(ω) < 0,
g
(
ω, cr∗(ω)
)− c′r∗(ω) = s((r0 − r∗)esin(ω))+ r∗esin(ω)h2(r∗esin(ω))
= (r0 − r∗)esin(ω) − r2∗e2 sin(ω) > 0
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spectively. In these conditions, it follows from Proposition 2.10 and Theorem 3.13 in [23] that the
omega-limit set of the point (ω, cr3(ω)) is the top minimal set, say {c+2 }, with cr∗  c+2  cr3 . Now
assume by contradiction that c+2 = cβ . Then necessarily β > r∗ . But hence
g
(
ω, cβ(ω)
)− c′β(ω) = (r0 − β)esin(ω) − β2e2 sin(ω) = esin(ω)((r0 − β) − β2esin(ω))= 0
for every ω ∈ Ω , which is impossible.
Now take α ∈ (0,1) and β ∈ [e + α, e + 1]. Then {cβ} deﬁnes a minimal set for
y′2 = s
(
cα(ω · t) − y2
)+ cos(ω · t)y2 + y2h2(y2).
This follows from s(cα(ω)− cβ(ω)) = 0, due to cα(ω)− cβ(ω) = (α − β)esin(ω)  (α − β)/e −1; and
from h2(cβ(ω)) = 0, due to cβ(ω)  r1e. Hence, {cα, cβ} is minimal. (And this fact is irrespective of
the values of r2 and r3.) Since cα = (α/r3)cr3 and cβ  cα+e  (α/r3)c+2 (as deduced from r3c1 =
cr3  c+2  (α/(e + α))c+2 ), its label is α/r3. And if α ∈ (0,1) all the minimal sets {cα, cβ} for β ∈[e + α, e + 1] share the same label, which completes the proof. 
We point out that the same type of examples can be constructed for a general minimal base ﬂow
by changing the function cos(ω) by a continuous function on Ω admitting a continuous primitive. The
book of Gottschalk and Hedlund [8] is a classical reference for criteria of existence of these primitives.
5. The non-strongly positive minimal sets
The last section of the paper is devoted to analyze the possible non-strongly positive minimal
sets occurring for the skew-product semiﬂow provided by an initial system (2.1), (2.2) or (2.3) which
satisﬁes hypotheses (H1) and (H2). Note that its occurrence is possible under hypothesis (H3) (just
think of the autonomous case x′ = x(1 − x), y′ = y(1 − y)) as well as under condition (NH3) (as for
the case x′ = x, y′ = y(1− y)).
As stated in Theorems 2.5 and 2.7, any non-strongly positive minimal set is contained in Ω ×
(X+ − Int X+). This fact is fundamental in the proof of the next result, which shows that also all
the non-strongly positive minimal sets are copies of the base, in this case with at least one state
component identically null and the other one either null or strongly positive. It also shows that all
the non-null minimal sets with, for instance, null ﬁrst component, are multiple of one of them, the
multiplying parameter varying in an interval.
Theorem 5.1. Assume that system (2.1), (2.2) or (2.3) satisﬁes (H1) and (H2). Then:
(i) If K is a non-strongly positive minimal set, at least one of its state components vanishes identically; that
is, either for i = 1 or i = 2, for every (ω,ϕ1,ϕ2) ∈ K it is ϕi = 0.
(ii) The non-strongly positive minimal sets different from Ω × {0} with null second state component, in the
case that they exist, are {sc1,0} for c1  0, where s varies in a (bounded or unbounded) right-closed
interval J with 0 = inf J or 0< inf J ∈ J , in which case J can degenerate to a point. The fact that Ω ×{0}
is also a minimal set is sure in the ﬁrst case and possible in the second one. The analogous structure holds
for minimal sets with null ﬁrst state component.
Proof. (i) If K = Ω × {0} we are done. So, let us assume that K > 0. We can assume without loss of
generality that there is (ω0,ϕ1,ϕ2) ∈ K with ϕ1 > 0. Note that there are backward semiorbits inside
minimal sets, so that the componentwise separating property stated in Proposition 2.4 (applied for
λ = 0) implies that u1(t,ω0,ϕ1,ϕ2)  0 for any t > t˜ . Then, as K ⊂ Ω × (X+ − Int X+), we deduce
that it must be u2(t,ω0,ϕ1,ϕ2) = 0 for any t  1. As the semiorbit of (ω0,ϕ1,ϕ2) is dense in K , we
conclude that ψ2 = 0 for every (ω,ψ1,ψ2) ∈ K .
1924 C. Núñez et al. / J. Differential Equations 248 (2010) 1899–1925(ii) Now assume the existence of a minimal set K > 0 with second state component identically
zero. As done in Section 2.4, we can consider the map Ω → X2, ω 	→ 0, and look at the family of
scalar equations obtained by substituting y2 by 0 in the component function F1 of (2.4), (2.5) or (2.6).
The solutions induce a marginal semiﬂow τ1,0 on Ω × (X1)+ , which by Proposition 2.8 (whose proof
can be identically repeated in this situation) satisﬁes hypothesis (h4) in [23].
Let us represent the image of K by the projection Ω × X+ → Ω × (X1)+ by K1. It is easy to
check that K1 is a minimal set for τ1,0. In addition, it cannot be K1 = {0}, since K > 0. Theo-
rems 3.14 and 3.13(i) in [23] ensure then that K1 is a strongly positive minimal set for τ1,0. In
this situation, Theorem 3.13 in [23] shows the existence of a continuous map c1  0 (indepen-
dent of the choice of K ) and an interval J1 such that K1 = {s1c1} for an s1 ∈ J1. Let us deﬁne
J = {s ∈ J1 | {sc1,0} is a minimal set}. In order to check that J is an interval, we reason in the
delay case, the other ones being analogous. Assume the existence of s1, s2 ∈ J with s1 < s2 and
take s ∈ (s1, s2). Then, since s ∈ J1, the set {sc1} is a minimal set for τ1,0. In addition, since
0 = F2(ω, s1c˜1(ω),0, s1c˜1(ω · (−1)),0) = F2(ω, s2c˜1(ω),0, s2c˜1(ω · (−1)),0), we conclude from the
monotonicity properties of F2 that 0 = F2(ω, sc˜1(ω),0, sc˜1(ω · (−1)),0). In other words, that {0} is a
minimal set for the marginal semiﬂow τ2,sc1 . This shows that {sc1,0} is a minimal set, as asserted. It
is very easy to check the rest of the properties of J . 
Remark 5.2. The example described in Proposition 4.5 shows that the existence of a wide collection of
strongly positive minimal sets is compatible with the existence of “intervals” of non-strongly positive
ones: in this case there is for sure a horizontal one, given by those points (y1,0) with λ−  y1  1,
and a vertical one in the case λ− = 0, given by the equilibrium points (0, y2) with σ1(0) y2  σ2(0).
In addition, each one of the points of this vertical interval is the limit of a sequence of strongly
positive equilibria, which is not true for the equilibrium points on the horizontal axes.
We conclude this paper by pointing out an evident conclusion of the description obtained for all
the minimal sets: the occurrence of an almost-automorphic extension of the base ﬂow (that is, a min-
imal set with a pinched structure; in other words, whose sections reduce to a point for a residual
set of base points) which is not a copy of the base is not possible under the monotonicity and sub-
linearity conditions we work with. This is an important difference with monotone and concave but
not sublinear semiﬂows, which may exist if the concavity conditions are assumed on a domain which
does not agree with the positive cone, and for which almost-automorphic extensions different from
copies of the base may exist. Examples of this special dynamics can be found in Johnson [13], Yi [35],
Jorba et al. [14] and references therein. Nevertheless, our sublinear setting can also provide a highly
complicated dynamics, as the examples described at the end of [23] show, with the occurrence of
non-minimal pinched sets, sensitive dependence with respect to initial conditions and lack of unique-
ness of ergodic measures.
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