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MULTILINEAR MAPPINGS VERSUS HOMOGENEOUS
POLYNOMIALS AND A MULTIPOLYNOMIAL
POLARIZATION FORMULA
T. VELANGA
Abstract. We show that (k,m)-linear mappings, introduced by I.
Chernega and A. Zagorodnyuk in [3], are particular cases of polynomials.
As corollaries, we expose some apparently overlooked properties in the
literature. For instance, every multilinear mapping is a homogeneous
polynomial. Contributions to the polarization formula are also provided.
1. Introduction
We recall that if E and F are vector spaces, a map P : E → F is called
an m-homogeneous polynomial if there exists an m-linear mapping
A : Em → F
such that
P (x) = A(x, . . . , x)
for every x ∈ E. The vector space of all m-homogeneous polynomials from
E into F is denoted by Pa(
mE;F ).
Polynomials and multilinear mappings have been exhaustively investi-
gated in the last decades under many different viewpoints. For instance,
multilinear mappings are present in Harmonic Analysis [7, 8], Functional
Analysis [1, 9, 10, 11, 12] and, of course, Algebra. On the other hand,
polynomials, for example, are suitable for the investigation of holomorphic
mappings [4, 6] among other various issues (see, for instance, [5]).
Let us recall the following definition:
Definition 1.1. Let m ∈ N and (n1, . . . , nm) ∈ N
m. A mapping P :
Em → F is said to be an (n1, . . . , nm)-homogeneous polynomial if, for each
1 ≤ j ≤ m, the mapping
P (x1, . . . , xj−1, ·, xj+1, . . . , xm) : E → F
is an nj-homogeneous polynomial when the remaining (m−1) variables are
kept fixed.
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When m = 1 we have an n1-homogeneous polynomial and when n1 =
· · · = nm = 1 then we have an m-linear mapping. These kind of maps
are called multipolynomials and we shall denote by Pa(
n1,...,nmE;F ) the
vector space of all (n1, . . . , nm)-homogeneous polynomials from the cartesian
product Em into F . If n1 = · · · = nm = n we use Pa(
n,m...,nE;F ) instead.
The concept of multipolynomials was firstly discovered by I. Chernega
and A. Zagorodnyuk in [3] and was rediscovered in [13], in the current
notation/language, intending to present a unified multilinear/polynomial
theory which had been following in apparently disjoint lines of research (see
[2, 13]).
In Sec. 1 we show that the class of homogeneous polynomials encompasses
distinct classes of operators. In particular, (k,m)-linear mappings [3,
Definition 3.1], as well as multilinear mappings, are specific cases of
polynomials.
In Sec. 2 we furnish a simple example which proves that, at least
in the sense of [3, p. 200–201], a natural linear isomorphism between
the space of all symmetric km-linear mappings and the whole space
of symmetric (k,m)-linear mappings is not possible. The proof lies in
the fact that such an isomorphism acts on the proper subspace of all
symmetric (k,m)-linear mappings which preserve the natural polarization
formula. As an alternative, we propose an extended polarization formula to
multipolynomials.
Henceforth the letter K will stand either for the field R of all real numbers
or for the field C of all complex numbers. N will denote the set of all strictly
positive integers, whereas the set N ∪ {0} will be indicated by N0. Unless
stated otherwise, the letters E and F will always represent Banach spaces
over the same field K. For each m ∈ N, let La(
mE;F ) denote the vector
space of all m-linear mappings A : Em → F , and let Lsa(
mE;F ) denote the
subspace of all A ∈ La(
mE;F ) which are symmetric.
2. Every multipolynomial is a homogeneous polynomial
For each n ∈ N and each multi-index α = (α1, . . . , αn) ∈ N
n
0 we set
|α| = α1 + · · ·+ αn, α! = α1! · · ·αn!.
Let A ∈ La(
mE;F ). Then for each (x1, . . . , xn) ∈ E
n and each
α = (α1, . . . , αn) ∈ N
n
0 with |α| = m we define
Axα11 · · ·x
αn
n = A(x1, . . . , x1︸ ︷︷ ︸
α1
, . . . , xn, . . . , xn︸ ︷︷ ︸
αn
).
We recall some results from the theory of homogeneous polynomials that
will be useful in this paper (see [6]):
• (Leibniz Formula) If A ∈ Lsa(
mE;F ), then for all x1, . . . , xn ∈ E we
have
A (x1 + · · ·+ xn)
m =
∑m!
α!
Axα11 · · ·x
αn
n
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where the summation is taken over all multi-indices α = (α1, . . . , αn) ∈
Nn0 such that |α| = m.
• (Polarization Formula) If A ∈ Lsa(
mE;F ), then for all x0, . . . , xm ∈
E we have
A (x1, . . . , xm) =
1
m!2m
∑
εk=±1
ε1 · · · εmA (x0 + ε1x1 + · · ·+ εmxm)
m .
• For each A ∈ La(
mE;F ) the m-homogeneous polynomial Â ∈
Pa(
mE;F ) is defined by Â(x) = Axm for every x ∈ E. The mapping
∧ : Lsa (
mE;F )→ Pa (
mE;F )
is a linear isomorphism. We denote the inverse of this mapping by
∨.
Theorem 2.1. Let E and F be vector spaces over K. Let {ei}i∈I be a Hamel
basis for E and let ξi denote the corresponding coordinate functionals. Then,
each P ∈ Pa (
n1,...,nmE;F ) can be uniquely represented as a sum
P (x1, . . . , xm)
=
∑
i1,...,iM
ci1···iM
∏m
j=1
(∏nj
rj=1
ξiM−(nj+···+nm)+rj
)
(xj) ,
where M =
∑m
j=1nj, ci1···iM ∈ F and where all but finitely many summands
are zero.
Proof. For simplicity, let us do the proof for m = 2. Every x ∈ E can
be uniquely represented as a sum x =
∑
i∈I ξi(x)ei where almost all of the
scalars ξi(x) (i.e., all but a finite set) are zero. So, we can write
P (x1, x2) =
∑
i1,...,in1∈I
(
ξi1 · · · ξin1
)
(x1)
∨
P (·,x2)
(
ei1 , . . . , ein1
)
.
Since
∨
P (·,x2)
(
ei1 , . . . , ein1
)
=
1
n1!2n1
∑
εj=±1
ε1 · · · εn1
∨
P( n1∑
k=1
εkeik ,·
)xn22
repeat the process for
∨
P (∑n1
k=1εkeik ,·
) and the proof is done with
ci1···iM =
1
n1!n2!2M
∑
εj=±1
ε1 · · · εMP
(
n1∑
k=1
εkeik ,
n2∑
k=1
εn1+kein1+k
)
,
for every i1, . . . , iM ∈ I. 
Corollary 2.2. Let E and F be vector spaces over K. Then
Pa (
n1,...,nmE;F ) ⊂ Pa
(
MEm;F
)
.
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Proof. Indeed, the map A : (E × · · · × E︸ ︷︷ ︸
m
)M → F defined by
A ((x11, . . . , x1m) , . . . , (xM1, . . . , xMm))
=
∑
i1,...,iM
ci1···iM
∏m
j=1
∏nj
rj=1
ξiM−(nj+···+nm)+rj
(
x[M−(nj+···+nm)+rj ]j
)
is an M-linear mapping which is equal to P on its diagonal. 
In other words, every (n1, . . . , nm)-homogeneous polynomial is an M-
homogeneous polynomial.
Remark 2.3. It is worth noting that (k,m)-linear mappings, introduced by
I. Chernega and A. Zagorodnyuk in [3, Definition 3.1], are km-homogeneous
polynomials. It suffices to observe that L(kmE;F ) = P(
n1,...,nkE;F ), where
n1 = · · · = nk = m, and apply Corollary 2.2.
If n1 = · · · = nm = 1, then Corollary 2.2 also implies the following:
Corollary 2.4. Let E and F be vector spaces over K. Then every m-linear
mapping in La(
mE;F ) is an m-homogeneous polynomial in Pa(
m(Em);F ).
3. Multipolynomial Polarization Formula
For each m,n ∈ N, we shall denote by Psa(
n,m...,nE;F ) the subspace of all
P ∈ Pa(
n,m...,nE;F ) which are symmetric, that is, such that
P
(
xσ(1), . . . , xσ(m)
)
= P (x1, . . . , xm)
for all x1, . . . , xm ∈ E and for any permutation σ on the set {1, . . . , m}.
Note that if ni 6= nj for some 1 ≤ i 6= j ≤ m, then multi-homogeneity and
symmetry imply that Psa(
n1,...,nmE;F ) is the nullspace.
To begin with, we fix some notation. For each m, d ∈ N we shall denote
by Mm×d (N0) the set of all m × d matrices with entries in N0. Given
(αij)ij ∈ Mm×d (N0) and a fixed 1 ≤ j0 ≤ d, we define |αij0| :=
∑m
i=1αij0 ,
that is, the summation of the j0-th column αj0 = (α1j0 , . . . , αmj0) of (αij)ij .
For its rows αi = (αi1, . . . , αid), (1 ≤ i ≤ m), we set |αi| :=
∑d
j=1αij and
αi! := αi1! · · ·αid!. Finally, we put
εij :=
∑αij
k=1ε(i−1)n+|αi|−(αij+···+αid)+k
for each pair (i, j) ∈ {1, . . . , m}×{1, . . . , d}. For convenience, we also define
εij = 0 whenever αij = 0.
With this in mind, let P ∈ Pa(
n,m...,nE;F ). Then for all x1, . . . , xd ∈ E
and λ1, . . . , λd ∈ K one can inductively combine Leibniz and polarization
formulas to yield
P
(∑d
j=1λjxj
)m
=
1
2mn
∑ ∑
εk=±1
λ
|αi1|
1 · · ·λ
|αid|
d
α1! · · ·αm!
ε1 · · · εmnP
(∑d
j=1ε1jxj , . . . ,
∑d
j=1εmjxj
)
(1)
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where the summation is taken over all matrices (αij)ij ∈ Mm×d (N0) such
that |αi| = n, for each i with 1 ≤ i ≤ m.
Eq. (1) can be applied to show that if E and F are Banach spaces over
K with E finite dimensional and (e1, . . . , ed) is a basis for E, then each
P ∈ Pa(
n,m...,nE;F ) can be uniquely represented as a sum
(2) P =
∑
cα1...αm (ξ
α11
1 · · · ξ
α1d
d )⊗ · · · ⊗ (ξ
αm1
1 · · · ξ
αmd
d )
where cα1...αm ∈ F and where the summation is taken over all matrices
(αij)ij ∈ Mm×d (N0) such that |αi| = n, for each i with 1 ≤ i ≤ m. In
particular, every P ∈ Pa(
n,m...,nE;F ) is continuous.
Eq. (2) unifies previous well-known formulas (see [6]). Indeed, when
n = 1 then each A ∈ La(
mE;F ) has the unique representation
A =
d∑
j1,...,jm=1
cj1...jmξj1 ⊗ · · · ⊗ ξjm.
Putting m = 1, and then n = m, we have the analogous
P =
∑
cαξ
α1
1 · · · ξ
αd
d ,
for every P ∈ Pa(
mE;F ).
Definition 3.1. Let m and n be positive integers. Let M ⊂Mm×(m+1) (N0)
be the subset of m×(m+1) matrices (αij)ij such that its 0th column is zero
and
∑m
j=1aij = n =
∑m
i=1aij , ∀i, j ∈ {1, . . . , m}. We define the remainder
function Rn : E
m → F as follows:
Rn(x1, . . . , xm)
=
∑
(αij )ij∈M\D
∑
εk=±1
ε1 · · · εmn
α1! · · ·αm!
P
(
m∑
j=1
ε1jxj , . . . ,
m∑
j=1
εmjxj
)
,
where
D =
{
(αij)ij ∈M ; ∀j ∈ {1, . . . , m} ∃i ∈ {1, . . . , m} s.t. aij = n
}
.
In other words, D can be seen as the set of all m! row-permutation
matrices of the diagonal matrix (dij)ij = n.
Theorem 3.2. Let P ∈ Psa(
n,m...,nE;F ). Then for all x0, . . . , xm ∈ E we
have
P (x1, . . . , xm)
=
1
m!(n!2n)m
∑
εk=±1
ε1 · · · εmnP
(
x0 +
n∑
k=1
εkx1 + · · ·+
n∑
k=1
ε(m−1)n+kxm
)m
−
1
m!2mn
Rn(x1, . . . , xm).
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Proof. By Eq. (1) we have that
P
(
x0 +
n∑
k=1
δkx1 + · · ·+
n∑
k=1
δ(m−1)n+kxm
)m
=
1
2mn
∑ ∑
εk=±1
m∏
j=1
(
n∑
kj=1
δ(j−1)n+kj
)|αij |
α1! · · ·αm!
ε1 · · · εmnP
(
m∑
j=0
ε1jxj , . . . ,
m∑
j=0
εmjxj
)
where the summation is taken over all matrices (αij)ij ∈ Mm×(m+1) (N0)
such that αi0 + · · · + αim = n, for each i with 1 ≤ i ≤ m. Thus, if
|αij0 | > n for some column αj0 = (α1j0 , . . . , αmj0) with 1 ≤ j0 ≤ m, then
there must exist 1 ≤ j1 6= j0 ≤ m such that |αij1| < n. Otherwise, we’d
have
∑m
i,j=1αij > mn, which is absurd. Besides, for each j = 1, . . . , m we
have
∑
δk=±1
δ(j−1)n+1 · · · δjn
(
n∑
kj=1
δ(j−1)n+kj
)|αij |
=

0, if |αij | < n
n!2n, if |αij | = n
.
Hence∑
δk=±1
δ1 · · · δmnP
(
x0 +
n∑
k=1
δkx1 + · · ·+
n∑
k=1
δ(m−1)n+kxm
)m
= (n!)m

∑
(αij )ij∈D
∑
εk=±1
ε1···εmn
α1!···αm!
P
(
m∑
j=1
ε1jxj , . . . ,
m∑
j=1
εmjxj
)
+Rn(x1, . . . , xm)
 .
Since P is symmetric and card (D) = m!, we have∑
(αij )ij∈D
∑
εk=±1
ε1 · · · εmn
α1! · · ·αm!
P
(
m∑
j=1
ε1jxj, . . . ,
m∑
j=1
εmjxj
)
= m!
(
n!2n
n!
)m
P (x1, . . . , xm) ,
and the desired result follows. 
Corollary 3.3. Let A ∈ Lsa(
mE;F ). Then for all x0, . . . , xm ∈ E we have
A (x1, . . . , xm) =
1
m!2m
∑
εk=±1
ε1 · · · εmA (x0 + ε1x1 + · · ·+ εmxm)
m
.
Proof. Choose n = 1 in the theorem and observe that since D = M the
remainder-function R1 must be zero. 
One cannot fail to realize that the polynomial genus of a multipolynomial
P ∈ Psa(
n,m...,nE;F ) might be an obstacle to obtain, in general, an entire
polarization formula, that is, the one with null remainder-function. The
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next results characterize the class of such mappings as a proper subspace of
Psa(
n,m...,nE;F ).
Proposition 3.4. For each A ∈ Lsa(
mnE;F ) let ΨA ∈ Psa(
n,m...,nE;F )
be defined by ΨA(x1, . . . , xm) = Ax
n
1 · · ·x
n
m for every x1, . . . , xm ∈ E.
Then Ψ is a linear isomorphism onto its image. Moreover, for each
P ∈ Psa(
n,m...,nE;F ), we have the following equivalent conditions:
(a): P ∈ ImΨ;
(b): For all x0, . . . , xm ∈ E we have the entire polarization formula
P (x1, . . . , xm)
=
1
(mn)!2mn
∑
εk=±1
ε1 · · · εmnP
(
x0 +
n∑
k=1
εkx1 + · · ·+
n∑
k=1
ε(m−1)n+kxm
)m
.
Proof. By Corollary 3.3, we get the 1st and (a) ⇒ (b) statements. By
Corollary 2.2, there exists a unique
∨
P ∈ Lsa(
mn(Em);F ) which is equal to
P on its diagonal. Now, it suffices to consider A ∈ Lsa(
mnE;F ) defined by
A (x1, . . . , xmn) =
∨
P ((x1, . . . , x1) , . . . , (xmn, . . . , xmn))
and notice that
∨
P
((
n∑
k=1
εk
)
(x1, . . . , x1) + · · ·+
(
n∑
k=1
ε(m−1)n+k
)
(xm, . . . , xm)
)mn
= P
(
n∑
k=1
εkx1 + · · ·+
n∑
k=1
ε(m−1)n+kxm
)m
.

Example 3.5. Let E = R2, F = K = R and let (e1, e2) be the canonical
basis of E. By Eq. (2), with m = n = 2, we have that the mapping
P ((x1, x2) , (y1, y2)) = x1x2y1y2
belongs to Psa(
n,nE;F ) but P /∈ ImΨ. Indeed, one can quickly check that
such a P cannot satisfy the entire polarization formula. For instance, take
x0 = 0, x = e1, and y = e2.
Remark 3.6. By the above proposition and example, we conclude this
work with the already-mentioned mend on the important paper [3, p. 200–
201]. Precisely, that such canonical isomorphism cannot occur between
Lsa(
kmE;F ) onto the whole vector space Lsa(
k
mE;F ) of all symmetric (k,m)-
linear mappings (or, with our notation, onto Psa(
m, k...,mE;F )). And to fill
the gap where the canonical polarization formula does not work, one can
use Theorem 3.2.
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