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COMMUTING LINEAR OPERATORS AND DECOMPOSITIONS;
APPLICATIONS TO EINSTEIN MANIFOLDS
A. ROD GOVER AND JOSEF ILHAN
Abstrat. For linear operators whih fator P = P0P1 · · ·Pℓ, with suitable
assumptions onerning ommutativity of the fators, we introdue several no-
tions of a deomposition. When any of these hold then questions of null spae
and range are subordinated to the same questions for the fators, or ertain
ompositions thereof. When the operators Pi are polynomial in other ommut-
ing operators then we show that, in a suitable sense, generially fatorisations
algebraially yield deompositions. In the ase of operators on a spae over
an algebraially losed eld this boils down to elementary algebrai geometry
arising from the polynomial formula for P . Applied to operators P polynomial
in single other operator D this shows that the solution spae for P deomposes
diretly into a sum of generalised eigenspaes for D. We give universal formulae
for the projetors administering the deomposition. In the generi setting the
inhomogenous problems for P redue to an equivalent inhomogeneous problem
for an operator linear in D. These results are independent of the operator D,
and so provide a route to progressing suh questions when funtional alulus
is unavailable. Related generalising results are obtained as well as a treatment
for operators on vetor spaes over arbitrary elds. We introdue and disuss
symmetry algebras for suh operators. As a motivating example appliation
we treat, on Einstein manifolds, the onformal Laplaian operators of Graham-
Jenne-Mason-Sparling.
1. Introdution
A motivating algebrai question is as follows. For V a vetor spae, D : V → V
an arbitrary linear operator, and P : V → V a linear operator whih is polyno-
mial in D, then what do we know about the solution spae for P in terms of the
generalised eigenspaes of D? The question is obviously most interesting when V
is innite dimensional. In fat we want to treat this, and related questions, uni-
formly without using any information about the operator D or the vetor spae V.
Obviously any gains in this diretion are partiularly important in settings where
funtional alulus is unavailable, but they also provide a potentially important
rst simplifying step even when there is aess to funtional alulus.
In the ase that the eld involved is algebraially losed we obtain a omplete
answer to the question above.
Theorem 1.1. Let V be a vetor over an algebraially losed eld F. Suppose that
D is a linear endomorphism on V, and P = P [D] : V → V is a linear operator
polynomial in D. Then the solution spae VP , for P , admits a anonial and unique
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diret sum deomposition
(1) VP = ⊕
ℓ
i=0Vλi ,
where, for eah i in the sum, Vλi is the solution spae for (D + λi)
pi
(pi ∈ Z≥0)
with −λi ∈ F a multipliity pi solution of the polynomial equation P [x] = 0. The
projetion Proji : VP → Vλi is given by the universal formula (34).
The ross referene (34) refers an expliit formula given in the next setion. If
u ∈ V satises
(2) (D + λ)pu = 0
and is non-zero then we shall term u a generalised eigenvetor for D orrespond-
ing to the generalised eigenvalue −λ. Using this language a partial paraphrasing
of Theorem 1.1 is that the solution spae for P is a diret sum of generalised
eigenspaes for D. The Theorem above is an immediate orollary of Theorem 3.4;
for the ase that P is given as a fully fatored expression, this states the situation
for V over an arbitrary eld. Related eigenspae/eigenspetral results follow, see
Corollary 3.8.
We may also onsider inhomogeneous problems Pu = f . In the ase that F is
algebraially losed then, by resaling, this boils down to a problem for an operator
of the form
(3) Pu := (D + λ0)
p0(D + λ1)
p1 · · · (D + λℓ)
pℓu.
Theorem 1.2. Let V be a vetor spae over a eld F. Suppose that D : V → V is a
non-trivial linear endomorphism and onsider P : V → V as in (3) with the λi ∈ F
mutually distint and for i = 0, · · · , ℓ, pi ∈ Z≥1. Let us x f ∈ V. There is a 1-1
relationship between solutions u ∈ V of Pu = f and solutions (u0, · · · , uℓ) ∈ ⊕ℓ+1V
of the problem
(4) (D + λ0)
p0u0 = f, · · · , (D + λℓ)
pℓuℓ = f.
In Theorem 3.5 we give the expliit transformation between the two problems.
Given a linear operator D′ : V → V, let us write R(D) to denote the image of
D′ and N (D) the kernel of D′. We may summarise part of the key information in
Theorem 1.2 and Theorem 1.1 (or more aurately Theorem 3.4) by the following.
Corollary 1.3. For P : V → V as in (3) we have
R(P ) =
i=ℓ⋂
i=0
R((D + λi)
pi), N (P ) =
i=ℓ⊕
i=0
N ((D + λi)
pi).
Taking the speial ase of D being d
dx
ating on the smooth funtions of R the
above reovers muh of the standard theory of onstant oeient linear ordinary
dierential equations. Evidently these aspets generalise to arbitrary operators
D. In fat the above results are just examples from a very general ontext (not a
priori related to polynomials) in whih we develop onsiderable theory as below.
Setion 2 introdues various notions of a deomposition for linear operators
P that fator P = P0P1 · · ·Pℓ, and where the fators mutually ommute. Eah
deomposition is based on some level of invertibility; not invertibility of P , nor
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the omponents individually but rather of the system (P0, P1, · · · , Pℓ). This is
given initially in terms of identities satised by relative inverses, see (6) and
(16). However a more intuitive piture may be obtained by diagrams as follows.
One may onstrut a anonial omplex from the operators P0, P1, · · · , Pℓ (see the
diagrams (11) and (12)). This is the Koszul (ohain) omplex for the system
(P0, · · · , Pℓ). In eah ase the required invertibility means that a ertain lass of
subomplexes of this is exat. The latter is desribed in Setion 2.4. More than
this see Theorem 2.12. This shows that, remarkably, making only assumptions
onerning the exatness of ertain subomplexes of the full Koszul omplex we
reover almost the entire information of a lass of deompositions.
The basi Koszul omplex whih underlies several of our onstrutions is also a
entral tool in the treatment of ertain spetral systems for ommuting operators:
the so-alled Taylor spetrum [23, 10℄, and the related split spetrum. See [19℄,
and referenes therein, for further disussion. Operators polynomial in another
operator, as above, have also been subjet of spetral theory, e.g. [18℄. While we
believe there is onsiderable sope to develop spetral theory based around our
disussion, this will be deferred to a later treatment. Our urrent fous is the
use of purely algebrai onsiderations whih may be applied rather universally.
In partiular at no point do we need a Banah struture on the vetor spaes
or (spaes of) operators involved. We inlude some minor omments onerning
eigenspetrum and eigenspaes.
For any P admitting a deomposition, of some type, and for any inhomoge-
neous problem, we are able to desribe ompletely and expliitly the struture of
the solution spae in terms of data for the omponent operators or ertain prod-
uts thereof. In partiular the results above generalise immediately, see Theorem
2.2, Corollary 2.3, Theorem 2.10 and Corollary 2.11. It is meaningful to say that
the required invertibility for the system (P0, P1, · · · , Pℓ), in order to obtain some
deomposition, is very weak (f. Chapter IV, Theorem 4 [19℄). In fat for linear op-
erators polynomial in ommuting endomorphisms D0,D1, · · · ,Dk, via elementary
algebrai geometry we show that it is attained generially. In any spei ase,
over an algebraially losed eld, establishing any of the lass of deompositions
boils down to verifying that olletions of algebrai varieties determined by om-
binations of the fators have no ommon point. See Theorem 3.10. For example
onstant oeient inhomogeneous linear partial dierential equations may gener-
ially be redued to equivalent lower order equations using Theorem 2.10, and
spei problems are pratially treatable. We should also point out that for oper-
ators polynomial in ommuting operators the deompositions we study and obtain
are onstruted by purely algebrai means. This means the results we obtain are
universal; they are independent of the operators D0,D1, · · · ,Dk. The relative
inverses are given by polynomials in the same operators D0,D1, · · · ,Dk. (So for
example if the Di are dierential operators then the entire theory is within the
ategory of dierential operators polynomial in these.) Regarding the weakness of
the relative invertibility onditions see also Chapter IV, Theorem 4 of [19℄.
For operators P polynomial in a single other operator D, as above, a polynomial
fatorisation of P is generially the strongest (non-trivial) form of deomposition.
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Thus, and for other reasons, the strongest results are obtained in this setting.
Some are summarised above and Setion 3.1 develops the full theory.
A non-trivial appliation for some of these ideas is the study of dierential op-
erators polynomial in the Laplaian. Problems of this nature arise in dierential
geometry and, in partiular, in the study of onformal Laplaian type operators.
One of the simplest examples is the onformal Laplaian Y . This urvature modi-
ation of the usual Laplaian∆ is, in a suitable sense, onformally invariant and its
importane was observed early last entury, see e.g. [6℄. Paneitz onstruted a on-
formal operator with prinipal part ∆2 [20℄ and then ubi operators are due to T.
Branson and V. Wünsh. Later Graham, Jenne, Mason and Sparling (GJMS) [15℄
extended these results to a very large family whih in odd dimensions, for example,
inludes onformal Laplaian operators of all even orders. Reently this family has
been seen to play a deep role in Riemannian, pseudo-Riemannian and onformal
geometry. For example the operators have a entral role in the geometry of the
asymptotially hyperboli Einstein-Poinaré metri whih underlies the AdS/CFT
orrespondene of physis, see e.g. [11, 16℄. In another diretion the GJMS opera-
tors ontrol the equations for the presription of Branson's Q-urvature, and also
the presription of the non-ritial Q-urvatures [3, 7℄. These problems generalise
the elebrated Yamabe problem (see [21℄ and referenes therein) of salar urva-
ture presription. It was shown in [12℄ that on Einstein manifolds the Q urvature
and the non-ritial Q-urvature are onstant. In both ases this result is related
to another result in [12℄, namely that on Einstein manifolds the GJMS operators
are given by fatored polynomials in the Laplaian. In setion 5 we will use the
Theorems above with this polynomial fatorisation to disuss in any signature,
and on any non-Rii-at Einstein manifold, the relationship of the solution spae
the GJMS operators to the spetrum and solution spae of the onformal Lapla-
ian operator. Via Theorem 1.2 the dierential order 2k inhomogeneous problem
Pku = f for these operators may be redued expliitly to an equivalent seond
order (Laplaian) problem of the form
(∆ + λ)u = f
where λ := diag(λ1, · · · , λk) (with the λi given expliitly in terms of the salar
urvature), u = Transpose(u1, · · · , uk) and f here means Transpose(f, · · · , f), see
Proposition 5.4. (In fat, as ommented after Proposition 5.4, by enlarging the
spae on whih operators may at, the problems in most ases may be redued
in the same spirit to equivalent rst order problems.) This may have applia-
tions in the understanding of Q-presription on onformally Einstein manifolds as
suh inhomogeneous problems may be viewed as model linear problems for the
true (non-linear) presription problems. In fat the presription problems involve
equations of the form Pku = h(u)f , for h a suitable funtion of u (in many ases
simply h(u) = onstant.up for a suitable power p). The tools of Theorem 3.5 still
apply when we have a non-linearity of this type and so suh equations redue to
(∆+λ)u = h(bu)f, on non-Rii-at Einstein manifolds, where b is a row matrix
of onstants determined by the salar urvature. In yet another diretion the tools
of setion 3.1 show that on Einstein manifolds, of any signature, the eigenspaes
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and eigenvalues of the Pk all arise from generalised eigenspaes and generalised
eigenvalues of Y . This is just a speial ase of the general result in Corollary 3.8,
and should have appliation in the representation theory of the orthogonal groups
SO(p+ 1, q+ 1) (whih, modulo issues of overing, at as the onformal group on
appropriate produts of spheres). The ase of onformal Laplaians as disussed
here is just an example appliation. There are many other settings where these
ideas apply. For example parallel to the theory of onformal Laplaians there is a
theory of sub-Laplaians in CR geometry [13℄. Produt manifolds yield ommuting
operators (suh as Laplaians of the omponents) and so the mahinery of Setion
3.3 is ready for these.
Reently there has been a growth in interest in the very old problem onern-
ing the so-alled symmetries and symmetry algebras of Laplaian type operators,
see [8, 9℄ and referenes therein. Suh symmetry operators play a entral role in
separation of variables tehniques for the solution of the Laplaian operators in-
volved. In setion 4 we introdue symmetry algebras whih generalise this notion
to a large lass of linear operators. Using this we obtain, for example, general
results relating the symmetry algebra for a linear endomorphism D and that of
a seond operator P polynomial in D. See in partiular Theorem 4.1. In setion
5.1 Einstein manifolds are one again used to illustrate these ideas in a onrete
setting.
Finally we point out that the theory of polynomial operators may also be applied
to large lasses of dierential operators whih are not simply polynomial in another
operator D. This is ahieved by, for example, omposing operators whih do have
the form P [D] (i.e. P polynomial in a dierential operator D) with other suitable
dierential operators. For example large lasses of onformally invariant operators
on tensor and spinor elds arise this way [4, 22℄. This will be taken up elsewhere.
The authors are grateful to John Buther, Andreas ap, Mike Eastwood, V.
Mathai, Paul-Andi Nagy and Jan Slovák for helpful disussions. The rst author
would like to thank the Royal Soiety of New Zealand for support via Marsden
Grant no. 06-UOA-029. The seond author was supported from the Basi Researh
Center no. LC505 (Eduard eh Center for Algebra and Geometry) of Ministry of
Eduation, Youth and Sport of Czeh Republi.
2. The general setup
Our study here will onern linear operators given by a omposition P =
P0P1 · · ·Pℓ where the fators mutually ommute. In the ase that eah fator is in-
vertible then the essential properties of P are given simply in terms of the fators.
Otherwise the situation is signiantly more ompliated. Here we explore part of
the latter domain. In general there are relative qualities of linear operators P0 and
P1 that dramatially aet the nature of the omposition P0P1. As a very simple
example, and a ase in point, one may ompare ( d
dx
+ λ)( d
dx
+ µ), with λ 6= µ,
to ( d
dx
+ λ)2. As operators on the line these are rather dierent beasts. These
observations in part motivate onsidering the following lass of linear operators.
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2.1. Deompositions of linear operators. Let V denote a vetor spae over a
eld F. Suppose that P : V → V is a linear operator whih may be expressed as a
omposition
(5) P = P0P1 · · ·Pℓ
where the linear operators Pi : V → V, i = 0, · · · , ℓ, have the following properties:
there exist linear operators Qi : V → V, i = 0, 1, · · · , ℓ, that give a deomposition
of the identity,
(6) idV = Q0P
0 + · · ·+QℓP
ℓ ,
where P i := Πj=ℓi 6=j=0Pi, i = 0, · · · , ℓ; and the Pis and the Qjs are mutually om-
muting to the extent
(7) PiPj = PjPi, and PiQj = QjPi, i, j ∈ {0, · · · , ℓ} ;
When ℓ = 0 this may be viewed to hold trivially. For other ases we shall use the
following terminology.
Denition. For a linear operator P : V → V an expression of the form (5) will be
said to be a deomposition of P if the fators Pi, i = 0, · · · , ℓ, satisfy the onditions
just desribed and ℓ ≥ 1.
Note that if one of the fators P i is invertible (from both sides) then we have
(6) immediately. In general requiring the identity (6) is a signiantly weaker
requirement. It states for example that the operator (P 0, · · · , P ℓ) : ⊕ℓi=0V → V has
a right inverse given by the operator (Q0, · · · , Qℓ) : V → ⊕ℓi=0V. (This statement
also holds if we swap the roles of the Pis and the Qis.)
We next observe that the identity (6) ontrols a deomposition of the null spae
N (P ).
Lemma 2.1. For eah i ∈ {0, · · · , ℓ}, we have
QiP
i : N (P )→ N (Pi)
and this is a projetion.
Proof. Sine PiQiP
i = QiP it is lear that QiP
i : N (P ) → N (Pi). Then on V,
and hene in partiular on N (P ), we have the identity given by (6). But for j 6= i,
Pi is a fator of P
j
and hene P j annihilates N (Pi). So QiP
i
is the identity on
N (Pi). 
For onveniene we will often use VP to denote the null spae of a linear operator
P on V, so e.g. we may write QiP i : VP → VPi .
We onsider now the inhomogeneous problem Pu = f . Of ourse the solution
spae is the ane subspae in V obtained by translating VP (the solution spae
for the linear problem) by any single partiular solution to Pu = f . It turns out
that, by applying (6) to ∩ℓ0R(Pi), we an deompose the inhomogeneous problem
to a simpler inhomogeneous problem in a way that generalises the treatment of
the homogeneous ases.
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Theorem 2.2. Let V be a vetor spae over a eld F and onsider P : V → V as
in (5) with the fatorisation there giving a deomposition, i.e. (6) and (7) hold.
Let us x f ∈ V. There is a 1-1 relationship between solutions u ∈ V of Pu = f
and solutions (u0, · · · , uℓ) ∈ ⊕ℓ+1V of the problem
(8) P0u0 = f, · · · , Pℓuℓ = f.
Writing VfP for the solution spae of Pu = f and (for i = 0, · · · , ℓ) V
f
i for the
solution spae of Piu˜ = f . The map F : V
f
P → ×
ℓ
i=0V
f
i is given by
u 7→ (P 0u, · · · , P ℓu) ,
with inverse B : ×ℓi=0V
f
i → V
f
P given by
(u0, · · · , uℓ) 7→
i=ℓ∑
i=0
Qiui .
On V we have B ◦ F = idV , while on the ane spae ×ℓi=0V
f
i we have F ◦ B =
id×ℓi=0V
f
i
.
Proof. Suppose Pu = f . Then PiP
iu = Pu = f and so Fu is a solution of (8). For
the onverse suppose that (u0, · · · , uℓ) is a solution of (8) and write u :=
∑i=ℓ
i=0Qiui.
Then
Pu =
i=ℓ∑
i=0
PQiui =
i=ℓ∑
i=0
QiP
iPiui =
i=ℓ∑
i=0
QiP
if = f
where nally we have used (6).
It remains to establish the nal assertion. By onstrution B ◦ F =
∑i=ℓ
i=0QiP
i
and so B◦F = idV is just the identity (6). (Then in partiular B◦F = idVf
P
.) Next
we alulate F ◦B on ×ℓi=0V
f
i . For the k
th
-omponent, we have [FB(u0, · · · , uℓ)]k
given by
P k
i=ℓ∑
i=0
Qiui .
Using the ommutativity of terms, and that Piui = f , this gives( i=ℓ∑
k 6=i=0
Qi
m=ℓ∏
i,k 6=m=0
Pmf
)
+QkP
kuk
Now using (6) and then Pkuk = f , we obtain for the last term,
QkP
kuk = uk −
i=ℓ∑
k 6=i=0
Qi
m=ℓ∏
i,k 6=m=0
Pmf .
Thus
[FB(u0, · · · , uℓ)]k = uk ,
for any k ∈ {0, · · · , ℓ} and we onlude that FB is the identity on ×ℓk=0V
f
k . 
8 Gover & ilhan
For any operator of the form (5), with the Pi mutually ommuting, we obviously
have +i=ℓi=0N (Pi) ⊆ N (P ) and R(P ) ⊆ ∩
i=ℓ
i=0R(Pi). From the above we see that
if (6) holds then these ontainments are equalities. In summary we have the
following.
Corollary 2.3. For P : V → V, with (5) giving a deomposition, we have
R(P ) =
i=ℓ⋂
i=0
R(Pi), N (P ) =
i=ℓ⊕
i=0
N (Pi).
The deomposition of N (P ) is given by the identity
idN (P ) =
i=ℓ∑
i=0
Proji
where, for eah i ∈ {0, · · · , ℓ}, Proji : N (P ) → N (Pi) is the projetion given by
the restrition of QiP
i
from (6).
In setion 3.1 we shall show that operators polynomial in a single other operator
generially admit deompositions that may obtained algebraially and expliitly.
The expliit formulae for the Q's (in the identity (6)) are given in terms of the
basi data of the fatorisation P0P1 · · ·Pℓ. Appliations treated in Setions 4 and
5 then show that the deompositions are a powerful tool. Before we take these
diretions we study the algebrai strutures underlying a deomposition and this
leads to results whih show that the deompositions are a speial ase of a rather
general theory with a vastly broader sope for development and appliations.
2.2. Relative invertibility, and operator resolutions. We rst shed some
light on the above onstrutions.
In relation to the identity (6), suppose that we have linear endomorphisms
P0, P1, on a vetor spae V, and there exist further endomorphisms Q1, Q0 so that
idV = Q1P0 +Q0P1.
Then learly P0 is injetive on the null spae of P1 and is an invertible endomor-
phism of N (P1) spae if, for example, the ommutativity relations (7) hold. So
the displayed identity manifests what we might all relative invertibility of the
operators P0 and P1. Evidently we may solve P0u = f for f ∈ N (P1). This is a
onsequene of the fat that the short omplex assoiated to the system,
(9) 0→ V
 
P0
P1
!
−→
V
⊕
V
(P1 −P0)
−→ V → 0
is fored to be exat (and is split) by the identity idV = Q1P0+Q0P1. The splitting
sequene takes the same form with Q0 and −Q1 formally replaing, respetively,
P0 and P1. For example the system
P0u = f0, P1u = f1
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has the exat integrability ondition P1f0 = P0f1 and if this holds then the solution
u = Q1f0 +Q0f1 is unique. Inluding the projetions for the bundle in the entre
of the sequene (9) we obtain a diagram
V P1
))SSS
SSS
0 // V
P0 55kkkkkk
P1
))SSS
SSS V // 0.
V −P0
55kkkkkk
Here the long arrow indiates the omposition P1P0 and note that by viewing the
entre olumn as a diret sum we inlude the information of the original omplex.
A related observation follows. This onerns how, for the very simple ase of
ℓ = 1, the essential ontent of Theorem 2.2 is aptured in the short exat sequene
(9). Notation is as above.
Lemma 2.4. If (9) is exat and (u0, u1) solves the system P0u
0 = f and P1u
1 = f ,
then (u1, u0) = (P0u, P1u) for a unique u ∈ V satisfying Pu = f .
Proof. Note that (u1, u0) is in the null spae of (P1 − P0) and so, using that (9)
is exat, we have the result. 
A key point is that this holds without expliit mention of the splittingQ-operators.
Of ourse, for example, (P1 − P0) has a left inverse but we do not any ommuta-
tivity properties of this beyond what is fored by (9) being exat. We will return
to this point in Setion 2.4.
The ase ℓ = 2, i.e. the system
(10) P0u = f0, P1u = f1, P2u = f2
demonstrates the general situation more aurately. Here we have P = P0P1P2
where the ommutators [Pi, Pj] are all trivial. If there is a solution to (10) then
it is neessary that Pifj = Pjfi for all 0 ≤ i, j ≤ 2. These and further problems
with their integrability onditions may be organised into the omplex
(11) V
P1 //
P2
%%K
KK
KK
KK
KK
K V
P2
%%K
KK
KK
KK
KK
K
0 // V
P0
99ssssssssss
P1
//
P2 %%K
KK
KK
KK
KK
K V −P0
99ssssssssss
P2
%%K
KK
KK
KK
KK
K V
−P1 // V // 0 .
V
−P1
//
−P0
99ssssssssss
V
P0
99ssssssssss
Now onsider for eah operator
±Pi−→ also a orresponding operator
±Qi←− in the op-
posite diretion. We assume, as before, [Qi, Pj] = 0 for i, j ∈ {0, 1, 2}. (Note
that if also the operators Qi are mutually ommuting then they too form a om-
plex.) Denoting the spae of the degree p ∈ {0, 1, 2, 3} by V(p) (i.e. V(0) = V,
V(1) = V ⊕ V ⊕ V et.), these omplexes beome
0 // V(0)oo
P (0)
// V(1)
Q(1)
oo
P (1)
// V(2)
Q(2)
oo
P (2)
// V(3)
Q(3)
oo // 0oo
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where the operators P (p) : V(p)→ V(p+1) are given by the orresponding sum of
operators ±Pi (and similarly for Q(p)). Now we an write the system (10) simply
as P (0)u = f where f = (f0, f1, f2) ∈ V(1).
The ohomology of this omplex is related to the solution spaes of the problems
P (p)u = 0. In partiular H0 = N (P (0)). While in general little ould be said
about the ohomology the key point is this. Observe that
Q(p+ 1)P (p) + P (p− 1)Q(p) = Q0P0 +Q1P1 +Q2P2
on V(p) for p ∈ {0, 1, 2, 3} (where P (−1), P (3), Q(0) and Q(4) are indiated
trivial mappings). Hene if the right hand side of the last display is equal to
the identity then P (p− 1)Q(p) is the identity on N (P (p)) and so the omplex is
exat; in the ase that the P (p)-omplex is exat we shall say the omplex is a
resolution of the operator P . When we have suh a resolution then, for example,
the problem P (0)u = f , has a solution only if we have the integrability ondition
f ∈ N (P (1)) and if this holds then the solution is unique.
Note that the diagram (11) is essentially the Hasse diagram (or lattie diagram)
for the natural poset struture of the power set 2L in the ase L = {0, 1, 2}. The
situation for a general ℓ ∈ N is analogous, and we shall exploit the onnetion to
poset struture to organise the notation. So we onsider operators Pi : V → V,
i ∈ L := {0, 1, . . . , ℓ} whih are mutually ommuting, but otherwise arbitrary.
The omplex will be onstruted using 2|L| opies of V as follows. The opies of V
will be indexed by subsets J ⊆ L, i.e. VJ := V, and we dene the operators
PJ,i := (−1)
|J<i|Pi : VJ → VJ∪{i}, J ⊆ L, i ∈ L \ J
where
|J < i| := |{j ∈ J | j < i}|, J ⊆ L.
Further we put
V(p) :=
⊕
J⊆L,
|J |=p
VJ and P (p) :=+p=|J |,i 6∈JPJ,i : V(p)→ V(p+ 1).
Proposition 2.5. The operators P (p), 0 ≤ p ≤ ℓ form a omplex
(12) 0 // V(0)
P (0)
// · · ·
P (ℓ)
// V(ℓ+ 1) // 0.
Moreover, if idV = Q0P0 + . . . + QℓPℓ for some operators Qi : V → V, satisfying
[Qi, Pj] = 0 for i, j = 0, . . . , ℓ, then this omplex is exat.
If the omplex (12) is exat we shall all it a resolution of the operator P . In the
treatment of the Taylor spetrum for ommuting operators on a Banah spae the
Koszul omplex here is said to be Taylor regular if it is exat. The main part of the
Proposition here is in Proposition 3, Chapter IV of [19℄. We inlude the proof here
to keep the treatment self-ontained and in terms of a single notational system.
Proof. First we need to show that P (p + 1) ◦ P (p) = 0. This map is a sum of
mappings PJ,i,j : VJ → VJ∪{i,j} suh that |J | = p and i, j ∈ L \ J given by the
restrition of P (p + 1) ◦ P (p) to the soure subspae VJ ⊆ V(p) and projetion
onto the target subspae VJ∪{i,j} ⊆ V(p+2). Fix suh a triple (J, i, j) and assume
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i < j. Denoting qi = |J < i| and qj = |J < j|, we obtain that PJ,i,j is the sum of
the two omposite operators VJ → VJ∪{i,j} in the following diamond:
(13)
VJ∪{i}
(−1)qj+1Pj
&&MM
MM
MM
MM
VJ
(−1)qiPi
;;vvvvvvv
(−1)qjPj ##H
HH
HH
HH
VJ∪{i,j}.
VJ∪{j}
(−1)qiPi
88qqqqqqqq
But from this we see immediately that PJ,i,j = 0.
Now assume we have operators Qi : V → V so that idV = Q0P0 + . . . + QℓPℓ
and [Qi, Pj] = 0 as in the Proposition. Consider for every operator
±Pi−→ also the
operator
±Qi←− in the opposite diretion. (Then the operators labelled by ±Qi also
form a omplex, provided [Qi, Qj] = 0 but we will not need this fat.) We obtain
the diagram
0 // V(0)oo
P (0)
// V(1)
Q(1)
oo
P (1)
//
Q(2)
oo . . . .
P (ℓ−1)
// V(ℓ)
P (ℓ)
//
Q(ℓ)
oo V(ℓ+1)
Q(ℓ+1)
oo // 0oo
where Q(j) is the sum of the
±Qi←− between the orresponding subspaes of V(j) and
V(j−1) for j = 1, . . . , ℓ+1. We denote by P (−1), P (ℓ+1), Q(0) and Q(ℓ+2), in
an obvious way, the trivial operators at the left and right extremes of the diagram.
Let us x p ∈ {0, . . . , ℓ + 1} and onsider the restrition Q(p + 1) ◦ P (p)|VJ for
some J ⊆ L with |J | = p. By denition, P (p)|VJ is the sum of operators PJ,i for
i 6∈ J . The Qoperators from VJ∪{i} ⊆ V(p+ 1) (i.e. the target spae of PJ,i) bak
to V(p) orrespond to j ∈ J ∪{i} and have V(J∪{i})\{j} ⊆ V(p) as the target spae.
For a given i 6∈ J , the hoie j := i yields the omposition QiPi : VJ → VJ , and
the hoies j ∈ J yield the operators
Rij = VJ
(−1)|J<i|Pi
// VJ∪{i}
(−1)|(J∪{i})\{j}<j|Qj
// V(J∪{i})\{j}
= qijPiQj : VJ → V(J∪{i})\{j}, i 6∈ J, j ∈ J.
(14)
where qi,j ∈ {+1,−1} is determined by the previous display. Summarising, we
have obtained
Q(p+ 1) ◦ P (p)|VJ =
(∑
i 6∈J
QiPi
)
onVJ
+
∑
i 6∈J,j∈J
Rij .
The same analysis of P (p− 1) ◦Q(p) yields
P (p− 1) ◦Q(p)|VJ =
(∑
i∈J
PiQi
)
onVJ
+
∑
i 6∈J,j∈J
R′ij
where
R′ij = VJ
(−1)|J\{j}<j|Qj
// VJ\{j}
(−1)|J\{j}<i|Pi
// V(J\{j})∪{i}
= q′ijQjPi : VJ → V(J\{j})∪{i}, j ∈ J, i 6∈ J.
(15)
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Summarising again (and using [Pi, Qj] = 0), we obtain
Q(p+ 1) ◦ P (p) + P (p− 1) ◦Q(p)|VJ =
=
( ℓ∑
i=0
QiPi
)
onVJ
+
∑
i 6∈J,j∈J
(Rij +R
′
ij) =
=
( ℓ∑
i=0
QiPi
)
onVJ
+
∑
i 6∈J,j∈J
(qij + q
′
ij)(PiQj)VJ→V(J\{j})∪{i}.
The rst sum is the identity aording to the assumption. To ompute the seond
one we use the expliit form of qij and q
′
ij given by respetively (14) and (15). If
i > j then
(−1)|J\{j}<j| = (−1)|(J∪{i})\{j}<j| and (−1)|J<i| = −(−1)|J\{j}<i|
hene qi,j = −q′i,j . One easily sees the latter is true also for i < j. Therefore we
obtain
Q(p+ 1) ◦ P (p) + P (p− 1) ◦Q(p) = idV(p),
whene P (p−1)◦Q(p) is the identity on N (P (p)) and the Proposition follows. 
Note that the identity idV =
∑ℓ
i=0QiPi is in general far weaker than (6) required
for a deomposition. This motivates a rather broader notion of deomposition that
we now introdue.
2.3. General ase: α-deompositions. We dene and disuss here a generali-
sation of the notion of a deomposition whih has the deomposition from Setion
2.1 as simply an extreme (but important) speial lass. Consider the operator
P = P0 · · ·Pℓ from (5) and the power set 2L of the index set L := {0, 1, . . . , ℓ}.
We shall use the notation PJ :=
∏
j∈J Pj for ∅ 6= J ( L and set P∅ := idV . Now
hoose a nonempty subset α ⊆ 2L and assume there exist operators QJ : V → V,
J ∈ α that give a deomposition of the identity
(16) idV =
∑
J∈α
QJP
J
where P J = PL\J , and Pis and QJs satisfy
(17) PiPj = PjPi and PiQJ = QJPi i ∈ L, J ∈ α.
Denition. For a linear operator P : V → V, an expression of the form (5) will
be said to be a αdeomposition of P if the identity (16) holds with (17) satised
and ∅ 6= α ⊆ 2L, L 6∈ α.
The ase of (5) being a deomposition is a speial ase of an αdeomposition
with α = {J ⊆ L | |J | = 1}. Toward understanding α-deompositions we employ
a dual notion of a deomposition, as follows.
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Denition. We say that P = P0 · · ·Pℓ is the dual βdeomposition, ∅ 6= β ⊆ 2L,
{∅} 6= β if for every J ∈ β there exist operators QJ,j ∈ End(V), j ∈ J suh that
(18) idV =
∑
j∈J
QJ,jPj, [Pi, Pk] = [QJ,j, Pi] = 0, i, k ∈ L, j ∈ J.
Eah system α ⊆ 2L is partially ordered be restriting the poset struture of
2L. The sets of minimal and maximal elements in α will be denoted by Min(α)
and Max(α), respetively. We say the system β ⊆ 2L is a lower set , if it is losed
under taking a subset. (That is, if I ∈ β and J ⊆ I then J ∈ β.) The upper set
is dened dually. The lower set and upper set generated by a system α ⊆ 2L will
be denoted by L(α) := {J ⊆ I | I ∈ α} and U(α) := {J ⊇ I | J ⊆ L and I ∈ α},
respetively.
Lemma 2.6. Let α ⊆ 2L. Then P = P0 · · ·Pℓ satises the following:
(i) it is an αdeomposition⇐⇒ it is a Max(α)deomposition⇐⇒ it is an L(α)
deomposition
(ii) it is a dual αdeomposition ⇐⇒ it is a dual Min(α)deomposition ⇐⇒ it is
a dual U(α)deomposition.
Proof. The proof of (i) follows easily from the denitions, the proof of (ii) is also
obvious. 
To formulate the relation between α and dual αdeompositions, we need the
following notation. We put αu := 2L \ L(α) and αl := 2L \ U(α). Clearly (αu)l =
L(α) and (αl)u = U(α). Also it is easily seen that
αu = {J ⊆ L | ∀I ∈ α : J \ I 6= ∅}
αl = {J ⊆ L | ∀I ∈ α : I \ J 6= ∅}.
(19)
The rst part of the following proposition desribes the duality in the speial
ase (6).
Proposition 2.7. (6) is equivalent to
(20) idV = Qi,jPi +Qj,iPj
where Qi.j ∈ End(V) and satisfy [Qi,j , Pk] = 0 for every triple of integers (i, j, k)
suh that 0 ≤ i, j, k ≤ ℓ and i 6= j. That is, (5) with (6) is equivalent to the dual
βdeomposition for β = {J ⊆ L | |J | = 2}.
More generally, (5) is an αdeomposition if and only if it is a dual αude-
omposition. Equivalently, (5) is a dual βdeomposition if and only if it is a
βldeomposition.
Proof. We shall prove the rst part of the general statement, i.e. that (5) is an
αdeomposition if and only if it is a dual αudeomposition. Also we will suppose
α = L(α). This is no loss of generality due to Lemma 2.6.
Assume (5) is αdeomposition and onsider J ∈ αu. That is, J \ I 6= ∅ for all
I ∈ α. For any I ⊆ L, we have L \ I = J ′ ∪ (J \ I), J ′ ⊆ L as the disjoint union.
Hene
QIP
I = QIPL\I = (QIPJ ′)PJ\I .
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From this, it is obvious that the identity idV =
∑
I∈αQIP
I
an be easily rewritten
to the form (18) beause ∅ 6= J \ I ⊆ J for all I ∈ α. (The ommutation relations
in (18) are learly satised.)
Now assume (5) is the dual αudeomposition, i.e. idV =
∑
j∈J QJ,jPj for every
J ∈ αu. We shall prove that for every J ∈ αu we have a deomposition of the
identity
(21) idV =
∑
I∈α
QI,JPJ\I , QI,J ∈ End(V),
suh that [QI,J , Pk] = 0 for every I ∈ α, and k ∈ L. Then the proposition follows
from the hoie J := L ∈ αu as PL\I = P
I
. The proof will use indution on the
partial ordering of 2L (given by inlusion), will use that 2L is the disjoint union
2L = αu ∪ α, and also that, sine α = L(α), we have the least element ∅ ∈ α.
Before we do the indution let us rst onsider as easy ase whih indiates how
the argument works, viz. J ∈ Min(αu). It follows from this minimality that for
every j ∈ J we obtain Ij := J \ {j} ∈ α hene {j} = J \ Ij for some Ij ∈ α.
Using this and sine (5) is a dual αudeomposition and J ∈ αu, we onlude
idV =
∑
j∈J QJ,jPj =
∑
j∈J QJ,jPJ\Ij . But the latter sum is of the form (21)
beause Ij ∈ α. (We put QI,J := 0 for every I ∈ α not of the form Ij for some
j ∈ J .) The ommutativity onditions in (21) follow from the denition of the
dual αudeomposition.
Now onsider J ∈ αu. Sine 2L = αu∪α is a disjoint union, there are sets J ′ and
J ′′ so that J = J ′ ∪ J ′′ where J \ {j} =: Ij ∈ α for j ∈ J ′, and J \ {j} =: Jj ∈ αu
for j ∈ J ′′. Now, as J ∈ αu, the assumption of a dual αu-deomposition gives the
identity
idV =
∑
j∈J ′
QJ,jPJ\Ij +
∑
j∈J ′′
QJ,jPj ,
where we have used that J \ Ij = {j} for j ∈ J ′. This rst sum is of the form
required in (21), the seond one is not. But sine αu ∋ Jj ( J for j ∈ J
′′
, we may
assume, by the indution, that idV =
∑
I∈αQJj ,IPJj\I . Ating on this by Pj, we
obtain Pj =
∑
I∈αQJj ,IPJ\(I\{j}). Here I \ {j} ∈ α (beause α = L(α)) hene the
latter sum is of the form on the right hand side of (21). Consequently, putting
these expressions for Pj, j ∈ J ′′ into the previous display, we obtain deomposition
of identity of the form of (21). The required ommutativity relations learly hold
thus the proposition follows. 
Remark 2.8. A main point of the Proposition above is to shed light on the nature
of α-deompositions. The α-deomposition is what gets diretly used in studying
the solution spae for P . However at rst this seems rather mysterious sine, for
example, the P J in the identity (16) are omplementary to the PJ . The rst part
of the Proposition exposes one view of what it means to say that P0P1 · · ·Pℓ is a
deomposition: it shows that (6) is equivalent to the Pis being mutually relatively
invertible. We will see in Setion 2.4 that this piture generalises.
Next note that the proof above, begining with (18), indutively onstruts ex-
pliit formulae for the QJ in (16) in terms of produts of the QJ,j from (18). Note
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also that although, we do not require [QJ,j, QJ ′,j′] = 0 for J, J
′ ∈ α, j ∈ J , j′ ∈ J ′
in (18), in the speial ase (20) in the Proposition one shows that [Qi,j , Qj,i] = 0
easily follows from (20) and the vanishing of the [Qi,j , Pk] as assumed.
The subsets α ⊆ 2L are partially ordered by inlusion (i.e. now we use the poset
struture of 22
L
). Given an operator P in the form (5) onsider the family Γ
of systems α suh that (5) is a dual αdeomposition. Then Γ has the greatest
element αP =
⋃
α∈Γ α. Then an optimal hoie for the (dual) αdeomposition
of P is α := Min(αP ). (We want to have in α to the smallest possible subsets of
L. So if the Pis are not invertible then the ase of a dual deomposition may be
regarded as the best we an do. With this philosophy we thus take αP . Then using
Lemma 2.6 we take α := Min(αP ) as it is easier to work with a smaller number
of subsets.) Consequently, we obtain the optimal hoie β := Max((αP )
l) for the
βdeomposition of P .
In the ase one is able to deide, given a subset J ⊆ L, whether idV =∑
j∈J QJ,jPj for some QJ,j ∈ End(V), it is easy to nd the optimal (dual) de-
ompositions. This is, for example, the ase of polynomial operators disussed in
Setion 3.3.
The deomposition used in Lemma 2.1 and Theorem 2.2 is a speial ase of the
αdeomposition, ∅ 6= α ⊆ 2L where L = {0, 1, . . . , ℓ}. The null spaes of the PJ
will in general meet non-trivially. However note the following.
Lemma 2.9. If α ⊆ 2L gives an α-deomposition of P then
(22) QIP
I : N (P )→ N (PI) for all I ∈ α .
If α satises I ∩ J = ∅ for all I 6= J ∈ α then, for eah I ∈ α, QIP
I
in (22) is a
projetion.
Proof. The point is that if the sets in α are mutually disjoint then P J (and hene
QJP
J
) annihilates N (PI) whenever I 6= J . So the proof of Lemma 2.1 generalises
easily. 
Using the Lemma and by an easy adaption of the proof of Theorem 2.2 we
obtain the following.
Theorem 2.10. Assume P : V → V as in (5) is an αdeomposition. Let us x
f ∈ V. There is a surjetive mapping B from the spae of solutions (uJ)J∈α ∈
⊕|α|V of the problem
(23) PJuJ = f, J ∈ α.
onto the spae of solutions u ∈ V of Pu = f .
Writing VfP for the solution spae of Pu = f and (for J ∈ α) V
f
J for the solution
spae of PJ u˜ = f . The map B : ×J∈αV
f
J → V
f
P is given by
(uJ)J∈α 7→
∑
J∈α
QJuJ .
A right inverse for this is F : VfP → ×J∈αV
f
J given (omponent-wise) by
u 7→ P Ju ;
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on V we have B ◦ F = idV .
If α satises I ∩ J = ∅ for all I 6= J ∈ α then, F is a 1-1 mapping and F ◦ B
is the identity on the solution spae to (23).
Hene the generalisation of Corollary 2.3 is as follows.
Corollary 2.11. For P : V → V, with (5) giving an αdeomposition, ∅ 6= α ⊆ 2L,
we have
R(P ) =
⋂
J∈α
R(PJ), N (P ) =+J∈αN (PJ).
If α onsists of mutually disjoint sets then we have
N (P ) =
⊕
J∈α
N (PJ),
and this is given by
idN (P ) =
∑
J∈α
ProjJ
where, for eah I ∈ α, ProjI : N (P ) → N (PI) is the projetion given by the
restrition of QIP
I
from (16).
So although the assumption of an αdeomposition, for an operator P , is in general
a vastly weaker requirement than that of a deomposition, we still have the ritial
result that one may solve the inhomogeneous problem Pu = f by treating a lower
order problem involving the same inhomogeneous term f .
2.4. α-deompositions in terms of operator resolutions. Reall that the
omplex (12) in Proposition 2.5 promotes to being an operator resolution (i.e.
is exat) if we make the the rather weak assumption idV =
∑ℓ
0QiPi (with the
usual ommutativity of operators assumed). On the other hand expression (20)
in Proposition 2.7 shows when one has a deomposition P = P0P1 · · ·Pℓ (i.e. (6)
holds) then every diamond subomplex (13) of the operator resolution diagram
(12) is exat. In a sense, that we now make preise, this is the key algebrai
ontent of a deomposition.
Consider then P = P0P1 · · ·Pℓ, where as usual the Pi ∈ EndV are mutually
ommuting. We have the omplex (12). Let us assume that in this eah diamond
subomplex of the form (13) is exat (in the sense of (9)). Then the omplex (12)
is exat and so gives an operator resolution. We shall investigate to what extent
the results for deompositions survive if we take this setting without expliitly
requiring the identity (6).
We earlier disussed the ase ℓ = 1. To shed light on the general situation we
look now at the ase ℓ = 2, P = P0P1P2, so we have the omplex (11). For f ∈ V,
onsider the inhomogeneous problem P0v0 = f , P1v1 = f , P2v2 = f . Sine eah
diamond is exat we have that(
v0
v1
)
=
(
−P1u2
−P0u2
) (
v1
v2
)
=
(
P2u0
P1u0
)
.
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These are onsistent only if P2u0+P0u2 = 0, and, when this holds, using that the
P0, P2 diamond is exat we nd that, for i = 0, 1, 2, vi = P
iu for u ∈ V satisfying
Pu = f (f. Theorem 2.2).
The results for ℓ = 1, 2 extend to general ℓ ∈ N.
Theorem 2.12. Suppose that we have P = P0P1 · · ·Pℓ, as in (5). Suppose also
that in the orresponding sequene (12) every diamond (13) is exat in the sense
of (9). Then all results of Theorem 2.2 hold exept the map B should replaed by
the map B′ given (u0, · · · , uℓ) 7→ u by taking in (12) the unique preimage (of the
map F ) in V∅ of
(u0, · · · , uℓ) ∈ VL\{0} ⊕ · · · ⊕ VL\{ℓ}
solving
(24) Piu
i = f, i = 0, 1, · · · , ℓ.
We have
R(P ) =
i=ℓ⋂
i=0
R(Pi), N (P ) ∼=
i=ℓ⊕
i=0
N (Pi).
Proof. First note that sine eah diamond in the sequene (12) is a omplex then
PiPj = PjPi for i, j ∈ {0, · · · ℓ} and the sequene is a omplex.
If f ∈ R(P ) and Pu = f then reall that (u0, · · · , uℓ) := (P 0u, · · · , P ℓu) is
a solution of (24). We will (strong indution to) prove that any solution of (24)
has this form, as fored by the onsisteny of exat diagram (12). Note that by
Lemma 2.4 this is true for ase ℓ = 1.
Assume now that ℓ ≥ 2. Starting at V{0} and V{1}, in the (length ℓ+1) resolution
diagram (12) for P0 · · ·Pℓ, there are subomplexes of length ℓ that eah take the
form of (12); in both of these the terminal spae is VL (where, as usual, L :=
{0, 1, · · · , ℓ}). By the indutive hypothesis, onsisteny of these subomplexes
mean that there is u0 ∈ V{0} satisfying P 0u0 = f and similarly P 1u1 = f . (Reall
P i means P/Pi.) Now V{0,1} is in both subomplexes and we obtain a onsisteny
ondition: by the proess of repeatedly using Lemma 2.4 to take preimages and
enfore onsisteny (at eah diamond) in order to solve for u0 and u1, it follows
easily that u0 and u1 are both potentials for the (by indution unique) entry in
V{0,1}. Hene (
−P1 P0
)( u0
u1
)
= 0 ∈ V{0,1} .
Sine the diamond (13) for J = ∅ is exat (in the sense of (9)) it follows that
neessarily u0 = P0u and u1 = P1u for some u ∈ V∅. From these it follows,
respetively, that ui = P iu, for i = 1, · · · , ℓ and uj = P ju, for j = 0, 2, 3, · · · , ℓ. It
also follows that Pu = f .
By onstrution B′ is 1-1 and F ◦B′ is the identity on the solution spae. That
the forward map (in the notation of Theorem 2.2) F is 1-1 is an easy onsequene
of the injetivity of (Pi, Pj) : V → ⊕2V for eah pair distint pair (i, j) ∈ L × L.
The diret sum in last display follows for the same reason. 
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It seems likely that there are analogous simpliations for the general α-de-
ompositions. It has also not esaped our attention that these ideas suggest that
there should be extensions of the ideas here to the setting where one has a suit-
able ommuting diagram but without assuming that diagram is onstruted from
ommuting operators. This will be taken up elsewhere. Note that although the
Theorem here is oneptually powerful and a far stronger result overall than The-
orem 2.2, it seems likely that in pratie the identity (6) with (7) is rather useful.
In partiular one then obtains the projetions in Lemma 2.1. Also, as we shall
see in the following setions, for a large lass of operators we have have all these
identities algebraially.
The resolution diagrams give us a pitorial understanding of the α-deomposit-
ions. For eah dual β-deomposition P = P0P1 · · ·Pℓ and J ∈ β we have idV =∑
j∈J QJ,jPj (with appropriate ommutativity onditions) and so a olletion of
length |J | exat subomplexes of the resolution for P . Eah of these is itself an
operator resolution for
∏
j∈J Pj . The size of the |J | as we range over J ∈ β gives
some measure of the strength of the dual β-deomposition: the smaller the sets
J ∈ α the stronger the deomposition. For example β = {{0}, {1}, · · · {ℓ}} is
the ase that all the Pi are invertible. The duality in Proposition 2.7 allows us
therefore to understand α-deompositions in the same way: Small sets I in α
indiate a strong deomposition.
Remark 2.13. Note that the omplexes (12) disussed in Setion 2.2 were on-
struted from an arbitrary set P0, . . . , Pℓ of mutually ommuting endomorphisms
of V. Hene using the notation used in (16), we an take this set to be {P J |J ∈ α}
for some nonempty system α ∈ 2L. Then it follows immediately from the above
proposition that if (5) is an αdeomposition then the orresponding omplex is
exat.
Remark 2.14. As a nal point we note that there are other approahes to the
inhomogeneous ase that naïvely seem similar to Theorem 2.2. For example note
the following. Assume P to be in the form (5) (with the fators not neessarily
ommuting). Then learly Pu = f has a solution if and only if there is a sequene
f0, . . . , fℓ ∈ V satisfying
(25) P0f0 = f, P1f1 = f0, . . . , Pℓfℓ = fℓ−1.
So it is suient to nd suh a sequene to obtain a solution u = fℓ of Pu = f .
However this is simply a variant of the idea from dierential equation theory where,
through the introdution of new variables, one replaes a dierential equation by
a system of lower order equations. This is very dierent from Theorem 2.2. The
system here does not replae Pu = f with a new inhomogeneous equation, but
rather replaes it with a sequene of problems. We do not have the soure term
f0 in P1f1 = f0 until we have solved the previous problem P0f0 = f and so on.
3. Algebrai deompositions
Here we onsider operators P polynomial in mutually ommuting operators
D0, · · · , Dk. In this setting we show that generially we obtain α-deompositions.
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In fat in this Setion we derive those deompositions (and α-deompositions)
that may be obtained in a purely algebrai or algebrai-geometri manner from
the polynomial formula for the operator. Thus these are universal results that are
independent of the operators D0, · · · , Dk. An important feature of these ases is
that the relative inverses, viz. the Q-operators in (6) and Theorem 2.10, are then
also obtained as operators polynomial in the same operators D0, · · · , Dk. Thus if,
for example, we dealing with P a dierential operator then these relative inverses,
are also dierential operators.
The simplest setting and the strongest results are obtained in the ase of oper-
ators polynomial in a single other operator. Here we derive expliit formulae for
the deomposition that are signiantly simpler and more eient than expeted
from the general setup.
3.1. Operators polynomial in a single operator D. Let V be a vetor spae
over the eld F. Suppose that D : V → V is a non-trivial linear endomorphism. We
may onsider the ommutative algebra F[D] of onsisting of those endomorphisms
V → V whih may be given by expressions polynomial (with oeients in F) in
D. Clearly there is an algebra epimorphism from F[x] onto F[D] given by mapping
a polynomial P [x] =
∑k
i=0 κix
i
to the operator P [D], a formula for whih is given
by formally replaing the indeterminate x in P [x] by D. That is, a formula for
P [D] : V → V is
∑k
i=0 κiD
i
where we write Di as a shorthand for the i-fold
omposition of D. This algebra map sends 1 ∈ F[x] to idV .
We begin by treating operators of the form (3). That is P = P0P1 · · ·Pℓ where
Pi = (D + λi)pi, with the λi ∈ F mutually distint and for i = 0, · · · , ℓ, pi ∈ Z≥1.
Sine the algebra F[D] is ommutative, we may aess the results of Setion 2.1
provided we obtain the identity (6). This we have from the Eulidean algorithm
as follows. To a polynomial of the form
(26) P [x] = (x+ λ0)
p0(x+ λ1)
p1 · · · (x+ λℓ)
pℓ
(where the λi ∈ F are mutually distint and, for i = 0, · · · , ℓ, pi ∈ Z≥0) we have
the following deomposition of the unit in F[x]. We write Pi[x] := (x + λi)
pi
and
then P i[x] for the polynomial P [x]/Pi, i = 0, 1, · · · , ℓ.
Lemma 3.1. There exist polynomials Qi[x], eah of degree at most (pi − 1), so
that
1 = Q0[x]P
0[x] +Q1[x]P
1[x] + · · ·+Qℓ[x]P
ℓ[x].
Note that it is also easy to give a short indutive proof of this. The key speialisa-
tion here is the bound on the degree of the Qis, otherwise the display is immediate
from the polynomial variant of Proposition 2.7.
From this Lemma we immediately have speialisations of Theorem 2.2 and
Corollary 2.3. However before we write these we would like expliitly to give
formulae for the Qi[x] in the Lemma. We derive these in way whih is rather
suitable to our proposed appliations. First observe that if B is an operator on V
then, for p ≥ 2, the solution spae in V of Bpu = 0 inludes, for example, u suh
that Bu = 0. The solution spae of Bpu = 0 is ltered. Given a solution u we may
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obviously write u as a sum
(27) u = u(0) + u(1) + · · ·+ u(p−1)
where Bp−su(s) = 0, but suh expansions are not unique. For example for any
α ∈ F we may take u(0) = (u− αBu) and u(1) = αBu.
Next observe that we may think of (D+λ) as a nilpotent operator on the solution
spae Vλ of (2). Thus for λ 6= µ ∈ F the operator (D+µ) is polynomially invertible
on this spae. With
(28) (D + µ)−1λ := (µ− λ)
−1
(
1 +
(D + λ)
(λ− µ)
+ · · ·+
(D + λ)(p−1)
(λ− µ)(p−1)
)
we have
(D + µ)−1λ (D + µ) = idVλ.
We shall write (D + µ)−2λ to mean (D + µ)
−1
λ ◦ (D + µ)
−1
λ and so forth.
Now we onstrut the polynomial analogues of (28). Write Q[x] to denote the
polynomial (x + λ)p. Suppose we onsider F[x]/〈Q[x]〉 meaning the algebra of
polynomials modulo the ideal generated by Q[x]. As a multipliation operator on
F[x]/〈Q[x]〉, (x+ λ) is nilpotent and if, with µ as above, we write
(29) (x+ µ)−1λ := (µ− λ)
−1
(
1 +
(x+ λ)
(λ− µ)
+ · · ·+
(x+ λ)(p−1)
(λ− µ)(p−1)
)
then,
(x+ µ)−1λ (x+ µ) = 1 mod 〈Q[x]〉.
Similarly onsidering P [x] as in (26) note that in F[x]/〈P [x]〉 the polynomial
(x + λi) is nilpotent as a multipliation operator on
[∏j=ℓ
i 6=j=0(x + λj)
pj
]
, sine
(x+λi)
pi
[∏j=ℓ
i 6=j=0(x+λj)
pj
]
= P [x]. Consider now the vetor in F[x]/〈P [x]〉 given
by,
(30) Pri[x] :=
[ j=ℓ∏
i 6=j=0
(x+ λj)
−pj
λi
][ k=ℓ∏
i 6=k=0
(x+ λk)
pk
]
.
We will also view this as a multipliation operator on F[x]/〈P [x]〉. Now from
Lemma 3.1 we have 1 =
∑ℓ
i=0Qi[x]P
i[x] in F[x]/〈P [x]〉, where it should be noted
we use the same notation for the polynomials 1 and Qi[x] and so forth as well as
for their image in F[x]/〈P [x]〉. Applying Pri[x] to both sides of this identity we
have
Pri[x]1 = Pri[x]Qi[x]P
i[x] mod 〈P [x]〉
sine if k ∈ {0, · · · , ℓ} is distint from i then Pri[x]P k[x] vanishes modulo 〈P [x]〉.
But now note that (x + λi) is nilpotent on Qi[x]P
i[x], in F[x]/〈P [x]〉, as (x +
λi)
piP i[x] = P [x]. Thus if i 6= j ∈ {0, · · · , ℓ} then, for example, (x+λj)
−1
λi
(x+λj)
ats as the identity on Qi[x]P
i[x]. Hene
Pri[x]Qi[x]P
i[x] = Qi[x]P
i[x] mod 〈P [x]〉,
and so
Pri[x] = Pri[x]1 = Qi[x]P
i[x] mod 〈P [x]〉.
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Thus from the Lemma and these observations we have
(31) 1 =
ℓ∑
i=0
Pri[x] mod 〈P [x]〉.
Finally we note that we may normalise the formula for Pri[x]. Eah term (x +
λj)
−1
λi
in the produt
j=ℓ∏
i 6=j=0
(x+ λj)
−pj
λi
is a sum of powers of (x + λi). In (x + λj)
−1
λi
it is only neessary to keep these
powers up to (x+λi)
pi−1
as, reall, (x+λi)
pi
[∏j=ℓ
i 6=j=0(x+λj)
pj
]
= P [x]. Similarly,
sine we are applying the result to
[∏j=ℓ
i 6=j=0(x + λj)
pj
]
and alulating modulo
〈P [x]〉, we may then expand the produt
∏j=ℓ
i 6=j=0(x+λj)
−pj
λi
writing the result as a
linear ombination of powers of (x+ λi) but always keeping only powers (x+ λi)
q
for q ∈ Z≥0 suh that q ≤ pi − 1. Let us write
N
([ j=ℓ∏
i 6=j=0
(x+ λj)
−pj
λi
])
for this normalised formula for Qi[x]. Thus we have
PrNi [x] = N
([ j=ℓ∏
i 6=j=0
(x+ λj)
−pj
λi
])[ j=ℓ∏
i 6=j=0
(x+ λj)
pj
]
for the orresponding normalised formula for Pri[x], i = 0, · · · , ℓ. So we have
1 =
ℓ∑
i=0
N
([ j=ℓ∏
i 6=j=0
(x+ λj)
−pj
λi
])[ k=ℓ∏
i 6=k=0
(x+ λk)
pk
]
mod 〈P [x]〉.
But now observe that the normalised formula in the display has degree at most
p− 1 in x, where p denotes the degree of P [x]. Thus we have the following result.
Theorem 3.2. In F[x] we have the identity
(32) 1 =
ℓ∑
i=0
PrNi [x] =
ℓ∑
i=0
N
([ j=ℓ∏
i 6=j=0
(x+ λj)
−pj
λi
])[ k=ℓ∏
i 6=k=0
(x+ λk)
pk
]
.
We assoiate this to the polynomial (26).
(It seems likely that this identity is known from the theory of partial frations.)
It follows that for P of the form (3) we have the deomposition identity (6) with
Qi := N
(∏j=ℓ
i 6=j=0(D + λj)
−pj
λi
)
and P i :=
∏j=ℓ
i 6=j=0(D + λj)
pj
, as follows.
Corollary 3.3. Let V be a vetor spae over a eld F. Suppose that D : V → V is
a linear endomorphism and that λ0, λ1, · · · , λℓ ∈ F are mutually distint. We have
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the identity in End(V):
idV =
ℓ∑
i=0
PrNi [D] =
ℓ∑
i=0
N
([ j=ℓ∏
i 6=j=0
(D + λj)
−pj
λi
])[ k=ℓ∏
i 6=k=0
(D + λk)
pk
]
where for i = 0, · · · , ℓ, pi ∈ Z≥1.
We obtain immediately the following speialisations of the results from Setion
2.1.
Theorem 3.4. Let V be a vetor spae over a eld F. Suppose that D : V → V
is a linear endomorphism and onsider P : V → V given by (3) with λ0, . . . , λℓ
mutually distint. Then there is a anonial and unique diret sum deomposition
of the the null spae for P ,
(33) VP = ⊕
ℓ
i=0Vλi ,
where, for eah i in the sum, Vλi is the solution spae for (D + λi)
pi
. This is
exeuted by a anonial deomposition of the identity on VP
idVP =
ℓ∑
i=0
Proji
where Proji : VP → Vλi, i = 0, · · · , ℓ, are projetions given by the formula
(34) Proji :=
[ j=ℓ∏
i 6=j=0
(D + λj)
−pj
λi
][ k=ℓ∏
i 6=k=0
(D + λk)
pk
]
.
Note in the theorem we have used the fat that we may omit the normalisation of
(30), sine P [D] annihilates u. For the inhomogeneous problems Pu = f :
Theorem 3.5. Let P be as above. Let us x f ∈ V. There is a 1-1 relationship
between solutions u ∈ V of Pu = f and solutions (u0, · · · , uℓ) ∈ ⊕ℓ+1V of the
problem
(35) (D + λ0)
p0u0 = f, · · · , (D + λℓ)
pℓuℓ = f.
Writing VfP for the solution spae of Pu = f and (for i = 0, · · · , ℓ) V
f
λi
for the
solution spae of (D + λi)
piu˜ = f . The map F : VfP → ×
ℓ
i=0V
f
λi
is given by
u 7→ (
j=ℓ∏
06=j=0
(D + λj)
pj , · · · ,
j=ℓ∏
ℓ 6=j=0
(D + λj)
pj) ,
with inverse B : ×ℓi=0V
f
λi
→ VfP given by
(u0, · · · , uℓ) 7→
i=ℓ∑
i=0
N
( j=ℓ∏
i 6=j=0
(D + λj)
−pj
λi
)
ui.
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Remark 3.6. Tuning our earlier disussion to the urrent setting we ould opt to
expand eah ui ∈ Vλi with respet to the anonial ltration, say ui = u
(0)
i + · · ·+
u
(pi−1)
i . Although suh expansions are not unique, we note here that the expliit
form of the projetion Projj given in (34) gives suh an expansion determined
anonially by P . The point is this. Let us x j 6= i and write V(s)λi for the subspae
of elements vetors h in Vλi satisfying (D+ λi)
pi−sh = 0. First
∏j=ℓ
i 6=j=0(D+ λj)
pju
is in Vλi = V
(0)
λi
. Thus from (28) it follows that
(D + λj)
−1
λi
[ j=ℓ∏
i 6=j=0
(D + λj)
pj
]
u =
(λj − λi)
−1
(
1 +
(D + λi)
(λi − λj)
− · · ·+
(D + λi)(p−1)
(λi − λj)(p−1)
)[ j=ℓ∏
i 6=j=0
(D + λj)
pj
]
u
has the form
h(0) + · · ·+ h(pi−1)
where h(s) ∈ V(s)λi . Now (D + λi) : V
(s)
λi
→ V(s+1)λi where we view s ∈ Zpi . Thus
subsequent appliations of (D + λk)
−1
λk
(k 6= i and k 6= j) preserve this form and
yield, in the end, an expression
ui = αi
(
1 + αi,1(D + λi) + . . .+ αi,pi−1(D + λi)
pi−1
)[ j=ℓ∏
i 6=j=0
(D + λj)
pj
]
u
where αi and αi,j are determined expliitly by this proess, and in fat it is easily
seen that
αi =
j=ℓ∏
i 6=j=0
1
(λj − λi)pj
. ||||
An important (generi) ase of Theorems 3.4 and 3.5 is when we have
P = (D + λ0)(D + λ1) · · · (D + λℓ)
with the λi mutually distint. Then the situation simplies as follows.
Proposition 3.7. Let P be as in (3) with p0 = p1 = · · · = pℓ = 1. Then for
i = 0, · · · , ℓ
Qi =
j=ℓ∏
i 6=j=0
1
λj − λi
.
This follows immediately from the disussion in the remark above or is easily
veried diretly.
For a linear operator P : V → V let us say that µ ∈ F is in the spetrum of P
(µ ∈ SpecP ) if (P − µ) : V → V is not invertible (sine we are not assuming that
V is a Banah spae). Suppose that P − µ has the form
∏ℓ
i=0(D + λi) (with the
λi ∈ F not neessarily distint) for some linear operatorD : V → V. Then, sine all
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fators ommute, (P − µ) is injetive (surjetive) if and only if eah of the fators
(D + λi) is injetive (resp. surjetive). Thus if F is an algebraially losed eld
and P = P [D] is polynomial in D then the spetrum of P is obviously generated
by the spetrum of D; µ ∈ SpecP if and only if µ = P [λ] where λ ∈ SpecD.
From the Theorem 1.1, the eigenspaes are determined by the generalised eigen-
vetors of D. We assume D to be a linear endomorphism operator on V, a vetor
spae over an algebraially losed eld F, in the summary here.
Corollary 3.8. Let P = P [D] be polynomial in D. Then (µ, u) is an eigenvalue,
eigenvetor pair for P if and only if for some k ∈ {1, · · · , deg(P )}
u = u1 + · · ·+ uk , 0 6= ui, i = 1, · · · , k,
where, for eah i ∈ {1, · · · , k}, (D−λi)
piui = 0 and λi is a multipliity pi solution
of of the polynomial equation (P − µ)[x] = 0.
Of ourse one ould study generalised eigenspaes for P in the same way.
3.2. The real ase. If we work over a eld that is not algebraially losed then
the situation, in general, is dierent from Theorem 1.1, sine the polynomial P [x]
may not fatorise fully. However all is not lost. We illustrate the situation in
the ase that F is R, the eld of real numbers. This ase an be dealt with via
omplexiation. By viewing P [x] as a polynomial in C[x] from the fundamental
theorem of algebra we obtain a fatorisation.
(36) P [x] =
(
Πi=ℓ1i=0 (x+ λi)
pλi
)(
Πm=ℓ2m=0 (x+ κm)
pκm (x+ κ¯m)
pκm
)
Here the −λi ∈ R, i = 0, · · · , ℓ1, are the mutually distint real roots and besides
these there also the pairs of omplex onjugate roots −κm,−κ¯m ∈ C \R, with the
κm mutually distint for m = 0, · · · , ℓ2. So from Theorem 3.2 we have
(37) 1 =
ℓ1∑
i=0
PrNλi[x] +
ℓ2∑
m=0
(PrNκm[x] + Pr
N
κ¯m [x]) ,
where we have made an obvious adaption of the notation. By inspeting the
formula there (i.e. (32)) we see that PrNλi [x] is real, for i = 0, · · · , ℓ1, and so is eah
sum (PrNκm[x] + Pr
N
κ¯m), m = 0, · · · ℓ2. We note also that in eah (Pr
N
κm [x] + Pr
N
κ¯m)
there is a ommon fator Pmm¯ := P [x]/(x+ κ)pκm (x+ κ¯)pκm . Thus, in summary,
by ombining onjugate fators we obtain a real identity in R[x] of the form
(38) 1 =
( i=ℓ1∑
i=0
QiP
i
)
+
(m=ℓ2∑
m=0
(Qmm¯P
mm¯)
)
,
where the Qi and the Qmm¯ are obtained expliitly from (37), and where eah term
in the sum has polynomial degree less than the degree of P [x]. Thus from the
general results of Setion 2.1 we obtain the following.
Corollary 3.9 (A real version of Theorem 3.5). Let V be a real vetor spae
and P = P [D] : V → V an operator polynomial in D : V → V. Assume the
omplexiation of P fators as in (36) where λi ∈ R and κj = µj + iνj ∈ C \ R
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with µj, νj ∈ R, νj 6= 0 and the λi's and κj's are mutually distint. Then the null
spae VP , for P , admits a anonial and unique diret sum deomposition
(39) VP =
ℓ1⊕
i=0
Vλi ⊕
ℓ2⊕
k=0
Vµk ,νk
where for eah k in the sum, Vµk,νk is the solution spae for (D
2+2µjD+µ2j+ν
2
j )
qk
.
Fixing f ∈ V, there is a 1-1 relationship between solutions u ∈ V of Pu = f and
solutions (u0, . . . , uℓ1, u
′
0, . . . , u
′
ℓ2
) of the problem
(D + λ0)
p0u0 = f, . . . , (D + λℓ1)
pℓ1uℓ1 = f,
(D2 + 2µ0D + µ
2
0 + ν
2
0)
q0u′0 = f, . . . , (D
2 + 2µℓ2D + µ
2
ℓ2 + ν
2
ℓ2)
qℓ2u′ℓ2 = f.
The mappings relating these are given by F and B in Theorem 2.2 using (38).
3.3. Operators polynomial in ommuting endomorphisms. We now move
to the general situation for this setion. As above let us write V to denote a
vetor spae over some eld F. Suppose that Di : V → V, i = 1, · · · , k, are
non-trivial linear endomorphisms that are mutually ommuting: DiDj = DjDi for
i, j ∈ {1, · · · , k} . We obtain a ommutative algebra F[D] of onsisting of those
endomorphisms V → V whih may be given by expressions polynomial (with
oeients in F) in the Di. We write x = (x1, . . . , xk) for the multivariable
indeterminate, and F[x] for the algebra of polynomials in the variables x1, . . . , xk
over the eld F. Generalising the ase of single variable polynomials, there is a
unital algebra epimorphism from F[x] onto F[D] given by formally replaing eah
variable xi, in a polynomial, with Di.
Given polynomials P0[x], P1[x], · · · , Pℓ[x] ∈ F[x] onsider the produt polyno-
mial
(40) P [x] = P0[x]P1[x] · · ·Pℓ[x].
With L = {0, 1, · · · , L}, we arry over, in an obvious way, the labelling from
Setions 2.2 and 2.3 via elements of the power set 2L; produts of the polynomial
Pi[x] are labelled by the orresponding subset of L. For example for J ⊆ L, PJ [x]
means
∏
j∈J Pj[x], while P
J [x] mean PL\J [x].
With a view to linking to the onstrutions above, we seek polynomials QJ [x] ∈
F[x], J ∈ α ⊆ 2L satisfying the identity
(41) 1 =
∑
J∈α
QJ [x]P
J [x] ,
or equivalently
(42) 1 ∈ 〈P J [x] : J ∈ α〉
where 〈..〉 denotes the ideal in F[x] generated by the enlosed polynomials. Via
the polynomial analogue of Proposition 2.7 we may equivalently study the dual
problem of nding sets β ⊆ 2L so that for eah I ∈ β we have
(43) 1 ∈ 〈Pi[x] : i ∈ I〉 .
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We may use algebrai geometry to shed light on this problem. Let us write
N (S[x]) for the algebrai variety determined by the polynomial S[x] ∈ F[x] (i.e.
{x ∈ Fk | S[x] = 0}) and put NI := N (PI) and N J := N (P J) for I, J ∈ 2L.
Clearly the ondition (43) requires ∩i∈INi = ∅, beause ∩i∈INi ⊆ N (1) = ∅.
Comparing to (43), the ondition ∩i∈INi = ∅ is easier to verify, at least in simple
ases, but it is generally weaker. However this depends on the eld. In partiular,
it follows from the (weak form of) Hilbert's Nullstellensatz (see e.g. [5, Chapter 4,
Theorem 1℄) that if F is algebraially losed then
1 ∈ 〈Pi[x] : i ∈ I〉 ⇐⇒ ∩i∈INi = ∅;
i.e. for F algebraially losed the ondition 1 ∈ 〈Pi[x] : i ∈ I〉 is equivalent to the
polynomials Pi[x] : i ∈ I having no ommon zero. (Note the previous display
does not hold for F = R, e.g. take Pi[x, y] = x
2 + 1 and Pj[x, y] = y
2
.) Thus with
the notation introdued at the start of this setion we have the following.
Theorem 3.10. For P [D] ∈ F[D], (D = (D1, · · · ,Dk)) with F algebraially
losed,
(44) P [D] = P0[D]P1[D] · · ·Pℓ[D]
is an algebrai dual β-deomposition of P [D] if and only if, for the polynomials
Pi[x] orresponding to the fators Pi[D], we have
∩i∈INi = ∅, for all I ∈ β .
Generially for β ∈ 2L, suh that for all I ∈ β, |I| ≥ k, (44) is a dual β-
deomposition.
Here, in an obvious way, we are using the term algebrai dual β-deomposition to
mean a dual β-deomposition that arises from the analogous polynomial identities
as disussed. The last statement holds beause generially ∩i∈INi has odimension
|I|.
The Theorem indiates immediately why one expets very strong results in the
ase of operators polynomial in a single operator. In one dimension algebrai
varieties are generially disjoint. Aording to the theorem the situation is not
muh weaker for operators polynomial in several ommuting operators. If we x
k then still we may say that generially operators polynomial in the operators
D0, · · ·Dk admit (algebrai) α-deompositions. It is lear that Theorem 3.10 may
be used to easily onstrut examples of all varieties of α-deompositions.
We note that the results here are perhaps suggested by the general ideas of
algebrai invertibility developed in [17℄ and referenes therein. However expliit
links with the development in that soure are urrently far from lear.
4. Symmetries
Suppose that P is a linear endomorphism of a vetor spae V, over a eld F. As
above we write VP for the kernel of P . Let us say that a linear map S : V → V is a
strong symmetry of P if S preserves eah of the eigenspaes of P . For example, if a
V endomorphism S ommutes with P , that is on V we have [S, P ] := SP−PS = 0,
then S is a strong symmetry. On the other hand let us say that a linear operator
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S : VP → V is a weak symmetry of P if S has image in VP ⊂ V. That is if S
takes P -solutions to P -solutions. For example, if S : VP → V satises PS = S ′P
for some linear operator S ′ : V → V, then S is a weak symmetry. Evidently weak
symmetries may be omposed and via this operation yield an algebra. Similarly
for strong symmetries.
Given P as above, let us write WP for the spae of weak symmetries of P . In
the ase that P admits an algebrai deomposition P = P0P1 · · ·Pℓ (as in setion
2.1) then we obtain a orresponding deomposition of WP , as a vetor spae.
First one further item of notation. Let us write Wij for the vetor spae of linear
homomorphisms H : Vj → Vi where, reall, Vi is the null spae of Pi. Here we
arry over notation from Setion 2.1.
Theorem 4.1. For P : V → V, with (5) giving an algebrai deomposition, we
have a anonial vetor spae deomposition,
WP ∼= ⊕
i,j=ℓ
i,j=0Wij .
Proof. For H ∈ Wij w obtain an element in WP by forming H ◦ Projj. This is
inverted by the map taking arbitrary S ∈ WP to the omposition
Proji ◦S ◦ Projj
in Wji. 
Note that for Hjk ∈ Wjk and Hij ∈ Wij we have Hij ◦ Hjk ∈ Wik. Thus,
identifying WP with ⊕Wij via the isomorphism in the Theorem, we see that for
eah i = 0, 1, · · · , ℓ, Wii is a subalgebra of WP . Evidently the algebra struture
ofWP arises from that of these subalgebras plus the interlaing introdued by the
spaes of homomorphismsWij , where i and j are distint. Overall, understanding
the algebrai struture of WP is redued to understanding the spaes Wij .
Now suppose that F is an algebraially losed eld and P is any polynomial inD.
Reall from Corollary 3.8 that for a given µ ∈ F the orresponding P -eigenspae
(for simpliity of disussion we will allow this to be possibly trivial) Vµ deomposes
into a diret sum Vµ = ⊕
kµ
i=1Vλi where the Vλi are generalised eigenspaes for D.
Evidently we have the following observation.
Proposition 4.2. If P : V → V is a linear operator non-trivially polynomial in
D and S : V → V preserves all generalised eigenspaes for D, then S is a strong
symmetry for P .
So for example any polynomial in D (viewed as a linear operator V → V) is a
strong symmetry.
The onditions in the Proposition are obviously too strit to generate all strong
symmetries in general. It would be interesting to understand the preise relation-
ship between strong symmetries for operators P , as in the Proposition, and the
eigenspae information for D. As a passing note we make a nal observation in
this diretion. It is lear that if we x µ in F then the restrition to Vµ of the
linear maps S : V → V that preserve Vµ yields a spae W˜P−µ whih is dened
in the same way as the spae of weak symmetries for the operator P − µ, exept
that it onsists of maps V → V (the domain is not taken to be the solution spae).
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Thus this may be analysed as was done forWP above. The situation is rather sim-
ple in lower degree ases. For example, the following proposition desribes strong
symmetries expliitly for P of degree 2.
Proposition 4.3. Let P = (D + λ1)(D + λ2), with λ1, λ2 ∈ F (not neessarily
distint) and where D : V → V is a linear operator. For ξ ∈ F, denote by Vkξ the
solution spae of (D + ξ)k for k ∈ N. Then S : V → V is a strong symmetry of P
if and only if the following three onditions hold:
(i) if −ξ0 := −
λ1+λ2
2
∈ SpecD then S preserves V2ξ0
(ii) if −ξ,−(λ1 + λ2 − ξ) ∈ SpecD, ξ 6= ξ0 then S preserves V1ξ ⊕ V
1
λ1+λ2−ξ
(iii) if −ξ ∈ SpecD ∧ −(λ1 + λ2 − ξ) 6∈ SpecD then S preserves V1ξ .
Proof. Consider the deomposition of P − µ to irrediibles, i.e.
P − µ = (D + λ1)(D + λ2)− µ = (D + ξ1)(D + ξ2)
where µ ∈ F and ξ1, ξ2 ∈ F are not neessarily distint. Then learly ξ1 + ξ2 =
λ1+λ2 and any pair ξ1, ξ2 suh that ξ1+ξ2 = λ1+λ2 satises the previous display for
some µ ∈ F. Thus the strong symmetries are preisely linear mappings preserving
the solution spae of (D + ξ1)(D + ξ2) for every ξ1, ξ2 suh that ξ1 + ξ2 = λ1 + λ2.
Using Theorem 3.7, the proposition follows. 
5. Conformal Laplaian operators and Einstein manifolds
On a smooth Riemannian or pseudo-Riemannian manifold (Mn, g) let us write
d for the exterior derivative and δ for its formal adjoint (as in e.g. [1℄). On the
spae of smooth k-forms Λk the form Laplaian is given by ∆ = δd+ dδ. Consider
the operator
Z = ∆− λ2
where 0 6= λ ∈ C. We may extend this to an operator on Λ∗, the spae of all
smooth dierential forms. Thus we have ∆ = D2 where D is the Dira operator
d+ δ, hene
Z = (D + λ)(D − λ)
on Λ∗. Thus xing f ∈ Λ∗, solutions u ∈ Λ0 of the problem Zu = f are in 1-1
orrespondene with solutions (u+, u−) ∈ (Λ∗)2 of the problem
(D + λ)u+ = f (D − λ)u− = f ,
where we view Λ0 ⊂ Λ∗. The map from u, solving Zu = f , to a solution of the
display is
(45) u 7→
(
(D − λ)u, (D + λ)u
)
,
while the inverse is
(46) (u+, u−) 7→
1
2λ
(u− − u+).
Using the grading of forms by degree, we may apply these tools to Z as an
operator on funtions Λ0. It is easily seen that (46) speialises to a map from
Λ0 → (Λ0 ⊕ Λ1)2, inverted by (46) as a map (Λ0 ⊕ Λ1)2 → Λ0. Fixing f ∈
Λ0, this gives a 1-1 relationship between funtions u solving Zu = f and pairs
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(u+, u−) ∈ (Λ0 ⊕ Λ1)2 solving (D + λ)u+ = f and (D − λ)u− = f . In fat, one
again using the grading of forms, one sees that the seond order equation Zu = f
is in fat equivalent to either one of the rst order equations (D + λ)u+ = f or
(D − λ)u− = f .
Operators of the form of Z arise naturally in Riemannian geometry. The on-
formal Laplaian Y : Λ0 → Λ0 is given by the formula
Y = ∆+
n(n− 2)
4n(n− 1)
Sc
where Sc is the salar urvature. Thus this is of the same form as Z on manifolds
where Sc is onstant and non-zero.
A lass of onstant salar urvature manifolds are the Einstein strutures. A
pseudo-Riemannian manifold (M, g) is said to be Einstein if its Rii urvature
is proportional to the metri (all strutures will be taken to be smooth). We
refer the reader to [1℄ for bakground on the meaning of these statements and the
importane of Einstein strutures. The onventions below follow [12℄ exept that
we will use the positive energy Laplaian ∆ as above (it may be also given as
∆ = ∇∗∇, where ∇ is the Levi-Civita onnetion and ∇∗ its formal adjoint. We
assume the dimension of M to be at least 3. The GJMS onformal Laplaians
of [15℄ are in general given by extremely ompliated formulae, see [14℄. However
on onformally Einstein manifolds we may hoose an Einstein metri g. Then the
order 2k GJMS operator may be viewed as an operator Pk : Λ
0 → Λ0 and the
formulae for these may be simplied dramatially. On Einstein n-manifolds the
Pk is given by [12℄
(47) Pk =
k∏
i=1
(∆ + ciSc),
where ci = (n + 2i − 2)(n − 2i)/(4n(n − 1)) and Sc is the salar urvature, that
is the metri trae of the Rii urvature. (For the standard sphere as a speial
ase the formula (47) was known to Branson [2℄.) On even manifolds the GJMS
operators exist only up to order n. However for onformally Einstein strutures
it is shown in [12℄ that, in a suitable sense, the family extends to all even orders.
So for our urrent purposes for any k ∈ Z>0 we term the operator (47) a GJMS
operator. (We should also note that in line with our onventions for the sign of
the Laplaian, the GJMS operator Pk as above is (−1)k times the orresponding
operator in [12℄).
Sine the salar urvature Sc is neessarily onstant on Einstein manifolds it
follows that Pk is polynomial in ∆ and so we may immediately apply the results
above to relate the null spae of Pk with the generalised eigenvalues of the Lapla-
ian. In the setting of ompat manifolds of Riemannian signature it was noted in
[12℄ that we have suh information via standard Hodge theory (or one ould use
funtional alulus). The gain here is that we obtain related information in any
signature and without any assumption of ompatness.
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The left (i.e. i = 1) fator in the expansion (47) is in fat the onformal Laplaian
Y whih plays a entral role in spetral theory. So let us instead rephrase the
Theorem 1.2 from [12℄ in terms of this.
Theorem 5.1. On a pseudo-Riemannian n-manifold with Einstein metri, the
order 2k GJMS operator is given by
(48) Pk =
k∏
i=1
(Y + biSc),
where bi =
i(1−i)
n(n−1) .
Note that when Sc 6= 0 the salars biSc are mutually distint. Thus from
Theorem 3.4, and writing N (Pk) for the null spae of Pk as an operator on smooth
real valued funtions, we have the following.
Theorem 5.2. On a pseudo-Riemannian Einstein n-manifold with Sc 6= 0 the
null spae of Pk has a diret sum deomposition
N (Pk) = ⊕
k
i=1Ni(Y ) ,
where Ni(Y ) is the eigenspae for Y with eigenvalue −biSc.
Of ourse the mahinery implies in the ase of Sc = 0, but in this ase the result is
obvious: the null spae is a generalised eigenspae for Y with generalised eigenvalue
0, that is N (Pk) = N (Y
k). In all ases the projetion N (Pk)→ Ni(Y ) is given by
(34). Similarly, the eigenspetrum of Pk is determined by Corollary 3.8.
Theorem 5.3. On a pseudo-Riemannian Einstein n-manifold, (µ, f) is an eigen-
value, eigenfuntion pair for the GJMS operator Pk if and only if for some m ∈
{1, · · · , k}
f = f1 + · · ·+ fm , 0 6= fi, i = 1, · · · , m,
where, for eah i ∈ {1, · · · , m}, (Y − λi)pifi = 0 and λi is a multipliity pi solu-
tion of of the polynomial equation (Pk − µ)[x] = 0. (Here we onsider Pk as the
polynomial in Y , i.e. given by (48).)
The inhomogeneous problems yield the obvious simpliation to seond order
problems.
Proposition 5.4. On a pseudo-Riemannian Einstein n-manifold, the inhomoge-
neous problem Pku = f , for the GJMS operator Pk, is equivalent to the seond
order problem
(Y + b1Sc)u1 = f, · · · , (Y + bkSc)uk = f .
From a solution (u1, · · · , uk) of this problem we obtain, using bi =
i(i−1)
n(n−1) , the
solution u of Pku = f as
u =
(n(n− 1)
Sc
)k−1 k∑
i=1
[ j=k∏
i 6=j=1
1
(j − i)(j + i− 1)
]
ui.
In fat in odd dimensions and also in even dimensions n for the operators Pk≤n/2
we may further redue to rst order problems using the ideas at the start of this
setion. Via dierent Dira operators there are variations on this outome.
Deomposition Theorems and Einstein manifolds 31
5.1. Dierential Weak symmetries. It is lear that in any speial setting the
general idea of symmetries may be tuned somewhat. In partiular, we shall do
this for dierential operators on pseudo-Riemannian manifolds. Suppose that now
V is a spae of smooth setions of some vetor bundle over a pseudo-Riemannian
manifold and P : V → V is a dierential operator. Then we shall say that a weak
symmetry S of the dierential operator P is dierential if is given by a dierential
operator on V. That is S is dierential weak symmetry of P means that it is
a dierential operator S : V → V suh that it preserves the solution spae of
P . (This is slightly dierent from Setion 4 where we dened weak symmetries
only on the solution spae of P .) Sine the omposition of dierential operators
yields a dierential operator the dierential weak symmetries form a subalgebra of
the weak symmetries for P . Similar ideas apply to strong symmetries whih may
also be required to be dierential. The key point is that provided the projetion
operators Proji (from Corollary 2.3) are dierential then the general results from
setion 4 arry over funtorially to this ategory.
In partiular we illustrate this in the setting as above. Here we take V to be
the spae of smooth funtions E on an Einstein manifoldM (of dimension at least
3). Let us write WPkij for the spae of linear dierential operators S : E → E
with the property that, upon restrition to Nj, S takes values in Ni(Y ), that is
S : Nj → Ni(Y ). The dierential operators in S map between eigenspaes of
the onformal Laplaian Y . From Theorem 3.4 and Theorem 4.1 we dedue the
following.
Theorem 5.5. On a pseudo-Riemannian Einstein n-manifold with Sc 6= 0, the
spae WPk of dierential weak symmetries of the order 2k GJMS operator Pk has
a anonial vetor spae deomposition,
WPk
∼= ⊕
i,j=k
i,j=0W
Pk
ij .
An obvious speialisation is to onsider onformally at spaes and loally (i.e.
on a ontratible manifold). Sine the GJMS operators are onformally invariant,
their solution spaes are onformally stable and one may study these by hoosing
a onformal sale that is ongenial for the problem. For a urrent purposes a sale
that ahieves a onstant non-zero urvature is ideal sine then (on suh Einstein
strutures) Theorem 5.2 applies. In partiular we may apply Theorem 5.5 to
study this onformal problem. In the setting of Eulidean spae, Eastwood and
Eastwood-Leistner [8, 9℄ have studied the higher symmetries of the Laplaian
and its square. These are dierential weak symmetries S with the property that
(in a hoie of onformal sale) PS = S ′P where S ′ : E → E is a dierential
operator. In this at setting the Laplaian agrees with the Yamabe operator
while the square of the Laplaian is the order 4 GJMS operator (whih is usually
termed the Paneitz operator). Sine their theory is essentially onformal it should
be an interesting diretion to arry their results for the square of the Laplaian,
in [9℄, onto a onstant urvature onformally at spae and then relate these to
our observations above. Our tools above provide an alternative approah to suh
higher order problems and also provide a route for studying the related questions
on general onformally Einstein manifolds.
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