Cyclic codes are a subclass of linear codes and have applications in consumer electronics, data storage systems, and communication systems as they have efficient encoding and decoding algorithms. In this paper, monomials and trinomials over finite fields with even characteristic are employed to construct a number of families of binary cyclic codes. Lower bounds on the minimum weight of some families of the cyclic codes are developed. The minimum weights of other families of the codes constructed in this paper are determined. The dimensions of the codes are flexible. Some of the codes presented in this paper are optimal or almost optimal in the sense that they meet some bounds on linear codes. Open problems regarding binary cyclic codes from monomials and trinomials are also presented.
Introduction
Let q be a power of a prime p. It is well known that every ideal of GF(q) [x] /(x n − 1) is principal. Let C = (g(x)) be a cyclic code, where g(x) has the smallest degree and constant term 1. Then g(x) is called the generator polynomial and h(x) = (x n − 1)/g(x) is referred to as the parity-check polynomial of C .
The error correcting capability of cyclic codes may not be as good as some other linear codes in general. However, cyclic codes have wide applications in storage and communication systems because they have efficient encoding and decoding algorithms [5, 12, 28] . For example, ReedSolomon codes have found important applications from deep-space communication to consumer electronics. They are prominently used in consumer electronics such as CDs, DVDs, Blu-ray Discs, in data transmission technologies such as DSL & WiMAX, in broadcast systems such as DVB and ATSC, and in computer applications such as RAID 6 systems.
Cyclic codes have been studied for decades and a lot of progress has been made (see for example, [3, 4, 9, 10, 11, 13, 16, 15, 17, 18, 23, 22, 26, 25, 27, 29, 31] ). The total number of cyclic codes over GF(q) and their constructions are closely related to q-cyclotomic cosets modulo n, and thus many topics of number theory. One way of constructing cyclic codes over GF(q) with length n is to use the generator polynomial x n − 1 gcd(S n (x), x n − 1)
where
s i x i ∈ GF(q) [x] and s ∞ = (s i ) ∞ i=0 is a sequence of period n over GF(q). Throughout this paper, we call the cyclic code C s with the generator polynomial of (1) the code defined by the sequence s ∞ , and the sequence s ∞ the defining sequence of the cyclic code C s .
One basic question is whether good cyclic codes can be constructed with this approach. It turns out that the code C s could be an optimal or almost optimal linear code if the sequence s ∞ is properly designed [7] .
In this paper, a number of types of monomials and trinomials over GF(2 m ) will be employed to construct a number of classes of binary cyclic codes. Lower bounds on the minimum weight of some classes of the cyclic codes are developed. The minimum weights of some other classes of the codes constructed in this paper are determined. The dimensions of the codes of this paper are flexible. Some of the codes obtained in this paper are optimal or almost optimal as they meet certain bounds on linear codes. Several open problems regarding cyclic codes from monomials and trinomials are also presented in this paper.
The first motivation of this study is that some of the codes constructed in this paper could be optimal or almost optimal. The second motivation is the simplicity of the constructions of the cyclic codes that may lead to efficient encoding and decoding algorithms.
Preliminaries
In this section, we present basic notations and results of q-cyclotomic cosets, highly nonlinear functions, and sequences that will be employed in subsequent sections.
Some notations fixed throughout this paper
Throughout this paper, we adopt the following notations unless otherwise stated:
• q = 2, m is a positive integer, r = q m , and n = r − 1.
• Z n = {0, 1, 2, · · · , n − 1} associated with the integer addition modulo n and integer multiplication modulo n operations.
• α is a generator of GF(r) * , and m a (x) is the minimal polynomial of a ∈ GF(r) over GF(q).
• N q (x) is a function defined by N q (i) = 0 if i ≡ 0 (mod q) and N q (i) = 1 otherwise, where i is any nonnegative integer.
• Tr(x) is the trace function from GF(r) to GF(q).
• By the Database we mean the collection of the tables of best linear codes known maintained by Markus Grassl at http://www.codetables.de/.
The linear span and minimal polynomial of periodic sequences
The characteristic polynomial with the smallest degree is called the minimal polynomial of s ∞ . The degree of the minimal polynomial is referred to as the linear span or linear complexity of s ∞ . Since we require that the constant term of any characteristic polynomial be 1, the minimal polynomial of any periodic sequence s ∞ must be unique. In addition, any characteristic polynomial must be a multiple of the minimal polynomial.
For periodic sequences, there are a few ways to determine their linear span and minimal polynomials. One of them is given in the following lemma [20] .
and the linear span
The other one is given in the following lemma [1] Lemma 2. Any sequence s ∞ over GF(q) of period q m − 1 has a unique expansion of the form
where α is a generator of GF(q m ) * and c i ∈ GF(q m ). Let the index set be
, and the linear span of s ∞ is |I|.
It should be noticed that in some references the reciprocal of M s (x) is called the minimal polynomial of the sequence s ∞ . So Lemma 2 is a modified version of the original one in [1] .
The 2-cyclotomic cosets modulo
Let n = 2 m − 1. The 2-cyclotomic coset containing j modulo n is defined by
where ℓ j is the smallest positive integer such that 2 ℓ j j ≡ j (mod n), and is called the size of C j . It is known that ℓ j divides m. The smallest integer in C j is called the coset leader of C j . Let Γ denote the set of all coset leaders and Γ * = Γ \ {0}. By definition, we have
and
For any integer j with 0 ≤ j ≤ 2 m − 1, the 2-weight of j, denoted by wt( j), is defined to be the number of nonzero coefficients in its 2-adic expansion:
The following lemmas will be useful in the sequel.
Lemma 3. [30]
For any coset leader j ∈ Γ * , j is odd and 1 ≤ j < 2 n−1 .
Lemma 4.
For any j ∈ Γ * with ℓ j = m, the number of odd and even integers in the 2-cyclotomic coset C j are equal to wt( j) and m − wt( j), respectively.
Proof. By Lemma 3, j is odd. Then we can assume that j = 1
It is easy to check that the odd integers in C j are given by
which are pairwise distinct due to ℓ j = m. Thus the number of odd integers in the 2-cyclotomic coset C j is equal to k and the number of even ones is equal to m − k. 
Lemma 6. Let h be an integer with
• j is the coset leader of C j ;
Proof. We first prove the first assertion. For any j ∈ Γ 1 , let wt( j) = k and j = 1
It follows from Lemma 3 that the coset leader must be odd. By Lemma 4, all the odd integers in the 2-cyclotomic coset containing j are listed in (3) in which the least one is exactly j due to i t ≤ m/2 for all 1 ≤ t ≤ k − 1. This finishes the proof of the first assertion.
We now prove the second one. Note that for each j ∈ Γ 1 , ℓ j |m and j is divisible by |{x ∈ GF(r) :
and is referred to as perfect nonlinear or planar if
In subsequent sections, we need the notion of PN and APN functions.
Codes defined by polynomials over finite fields GF(r)

A generic construction of cyclic codes with polynomials
Given any polynomial f (x) over GF(r), we define its associated sequence s ∞ by
for all i ≥ 0.
The objective of this paper is to consider the codes C s defined by some monomials and trinomials over GF(2 m ).
How to choose the polynomial f (x)
Regarding the generic construction of Section 3.1, the following two questions are essential.
• Is it possible to construct optimal cyclic codes meeting some bound on parameters of linear codes or cyclic codes with good parameters?
• If the answer to the question above is positive, how should we select the polynomial f (x) over GF(r)?
It will be demonstrated in the sequel that the answer to the first question above is indeed positive. However, it seems hard to answer the second question.
Any method of constructing an [n, k] cyclic code over GF(q) becomes the selection of a divisor g(x) over GF(q) of x n −1 with degree n−k, which is employed as the generator polynomial of the cyclic code. The minimum weight d and other parameters of this cyclic code are determined by the generator polynomial g (x) .
Suppose that an optimal [n, k] cyclic code over GF(q) exists. The question is how to find out the divisor g(x) of x n − 1 that generates the optimal cyclic code. Note that x n − 1 may have many divisors of small degrees. If the construction method is not well designed, optimal cyclic codes cannot be produced even if they exist.
The construction of Section 3.1 may produce cyclic codes with bad parameters. For example, let (q, m) = (2, 6), let α be the generator of GF (2 6 ) with α 6 + α 4 + α 3 + α + 1 = 0, and let On the other hand, the construction of Section 3.1 may produce optimal cyclic codes. For example, let (q, m) = (2, 6) and let f (x) = x e . When e ∈ {1, 2, 4, 5, 8, 10, 16, 17, 20, 32, 34, 40}, the binary code C s defined by the monomial f (x) has parameters [63, 57, 3] and should be equivalent to the binary Hamming code with the same parameters. These cyclic codes are optimal with respect to the sphere packing bound. Hence, a monomial may give good or bad cyclic codes within the framework of the construction of Section 3.1. Now the question is how to choose a monomial f (x) over GF(r) so that the cyclic code C s defined by f (x) has good parameters.
In this paper, we employ monomial and tronomials f (x) over GF(r) that are either permutations on GF(r) or such that | f (GF(r))| is very close to r. Most of the monomials and trinomials f (x) employed in this paper are either almost perfect nonlinear or planar functions on GF(r).
It is unnecessary to require that f (x) be highly nonlinear, to obtain cyclic codes C s with good parameters. Both linear and highly nonlinear polynomials f (x) could give optimal cyclic codes C s when they are plugged into the generic construction of Section 3.1.
Binary cyclic codes from the permutation monomial f (x) = x 2 t +3
In this section we study the code C s defined by the permutation monomial f (x) = x 2 t +3 over GF (2 2t+1 ). Before doing this, we need to prove the following lemma.
Lemma 7.
Let m = 2t + 1 ≥ 7. Let s ∞ be the sequence of (4), where f (x) = x 2 t +3 . Then the linear span L s of s ∞ is equal to 5m + 1 and the minimal polynomial M s (x) of s ∞ is given by
Proof. By definition, we have
By Lemma 6, the following 2-cyclotomic cosets are pairwise disjoint and have size m:
It is clear that the 2-cyclotomic coset C 2 t +3 are disjoint with all the cosets in (7). We now prove C 2 t +3 has size m. It is sufficient to prove that gcd := gcd(2 2t+1 − 1, 2 t + 3) = 1. The conclusion is true for all 1 ≤ t ≤ 4. So we consider only the case that t ≥ 5.
6
Note that 2 2t+1 − 1 = (2 t+1 − 6)(2 t + 3) + 17. We have gcd = gcd(2 t + 3, 17).
, we obtain that gcd = gcd(2 t−4 − 3, 2 3 − 1). Let t 1 = ⌊t/4⌋. Using the Euclidean division recursively, one gets
The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemma 2, (6) and the conclusions on the five cyclotomic cosets and their sizes.
The following theorem provides information on the code C s . (5), where d ≥ 8.
Proof. The dimension of C s follows from Lemma 7 and the definition of the code C s . We need to prove the conclusion on the minimum distance d of C s . To this end, let D s denote the cyclic code with generator polynomial
, and let D s be the even-weight subcode of D s . Then D s is a triple-error-correcting code for any j with gcd( j, m) = 1 [19] . This means that the minimal distance of D s is equal to 7 and that of D s is 8.
and C s is a subcode of D s . The conclusion then follows from the fact that x − 1 is a factor of M s (x). It can be seen from Example 2 that the bound on the minimal distance of C s in Theorem 8 is tight in certain cases.
Binary cyclic codes from the permutation monomial
Consider monomials over GF(2 m ) of the form f (x) = x 2 h −1 , where h is a positive integer
In this section, we deal with the binary code C s defined by the sequence s ∞ of (4), where
We need to do some preparations before presenting and proving the main results of this section. Let t be a positive integer. We define T = 2 t − 1. For any odd a ∈ {1, 2, 3, · · · , T }, define
Let
Then it can be verified that
for any pair of distinct odd numbers a and b in {1, 2, 3, · · · , T }.
The following lemma follows directly from the definitions of ε 
Proof. It is easily checked that N 2 = 1, N 3 = 3 and N 4 = 5. It follows from Lemma 9 that
.
With the recurcive application of this recurrence formula, one obtains the desired formula for N t .
Lemma 11. Let s ∞ be the sequence of (4) , where
, if m is odd.
We have then
Proof. We have
where the last equality follows from Lemma 6. By definition, the sequence of (4) is given by s t = Tr( f (α t + 1)) for all t ≥ 0. The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemmas 6, 10 and Equation (11) .
The following theorem provides information on the code C s .
Theorem 12.
Let h ≥ 2. The binary code C s defined by the binary sequence of Lemma 11 has (10) 
The sequence s ∞ of (4) defined by the the monomial f (x) = x e is then given by
for all t ≥ 0, where α is a generator of GF(2 m ) * . In this section, we deal with the code C s defined by the sequence s ∞ of (13) . To this end, we need to prove a number of auxiliary results on 2-cyclotomic cosets. We define the following two sets for convenience: 
In this case,
Combining the conclusions of the two cases above completes the proof.
Lemma 15. For any pair of distinct i and j in B, C i ∩ C j = / 0, i.e., they cannot be in the same
2-cyclotomic coset modulo n.
Proof. Let i = i 1 + 2 2h and j = j 1 + 2 2h , where i 1 ∈ A and j 1 ∈ A. Define
Lemma 16. For any i + 2 2h ∈ B and odd j ∈ A,
Proof. Define
Whence, the only solution of
We now consider the case that 0 ≤ u < 2h. We claim that ∆ 1 (i, j, u) = 0. Suppose on the contrary that ∆ 1 (i, j, u) = 0. We would then have j2 u − i − 2 2h = 0. Because u < 2h and j is odd, there is an odd i 1 such that i = 2 u i 1 . It then follows from i < 2 h that u < h. We obtain then
This is contrary to the assumption that j ∈ A. This proves that ∆ 1 (i, j, u) = 0.
Finally, we deal with the case that 2h + 1 ≤ u < 4h = m − 1. We prove that ∆ 2 (i, j, u) ≡ 0 (mod n) in this case. Since j is odd, ∆ 2 (i, j, u) = 0. We have also
Hence in this case we have ∆ 2 (i, j, u) ≡ 0 (mod n). Summarizing the conclusions above proves this lemma.
Lemma 17. Let m ≥ 9 be odd. Let s ∞ be the sequence of (13) . Then the linear span L s of s ∞ is given by
We have also (16) will not cancel each other. Lemmas 10 and 11 say that after cancellation, we have
By Lemma 16, the monomials in the function of (16) will not cancel the monomials in the function in the right-hand side of (17) if m ≡ 1 (mod 8), and only the term x 2 2h in the function of (16) cancels the monomial x in the function in the right-hand side of (17) if m ≡ 5 (mod 8).
The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemmas 2, 14, and Equation (12) . 12
Theorem 18.
Let m ≥ 9 be odd. The binary code C s defined by the sequence of (13) 
Binary cyclic codes from the monomials f
Define f (x) = x e , where e = 2 2h − 2 h + 1 and gcd(m, h) = 1. In this section, we have the following additional restrictions on h:
The sequence s ∞ of (4) defined by f (x) is then
for all t ≥ 0, where α is a generator of GF(2 m ) * .
In this section, we deal with the code C s defined by the sequence s ∞ of (22) . It is noticed that the final expression of the function of (20) is of the same format as that of the function of (12) . The proofs of the lemmas and theorems in this section are very similar to those of Section 5. Hence, we present only the main results without providing proofs. We define the following two sets for convenience:
Lemma 19.
Let h satisfy the conditions of (19) . For any j ∈ B, the size
Proof. The proof of Lemma 14 is easily modified into a proof for this lemma. The detail is omitted.
Lemma 20. Let h satisfy the conditions of (19). For any pair of distinct i and j in B,
i.e., they cannot be in the same 2-cyclotomic coset modulo n.
Proof. The proof of Lemma 15 is easily modified into a proof for this lemma. The detail is omitted.
Lemma 21. Let h satisfy the conditions of (19). For any i + 2 m−h ∈ B and odd j ∈ A,
Proof. The proof of Lemma 16 is easily modified into a proof for this lemma. The detail is omitted here.
Lemma 22.
Let h satisfy the conditions of (19) . Let s ∞ be the sequence of (22) . Then the linear span L s of s ∞ is given by
We have also
if h is even; and
if h is odd, where κ (h) 2 j+1 was defined in Section 5. 14 Proof. The proof of Lemma 17 is easily modified into a proof for this lemma. The detail is omitted.
Theorem 23.
Let h satisfy the conditions of (19) . The binary code C s defined by the sequence of (22) 
Proof. The proof of Lemma 18 is easily modified into a proof for this lemma with the helps of the lemmas presented in this section. The detail is omitted here. In this section, we obtained interesting results on the code C s under the conditions of (19) . When h is outside the ranges, it may be hard to determine the dimension of the code C s , let alone 
Binary cyclic codes from a trinomial over GF(2 m )
In this section, we study the code C s from the trinomial x + x r + x 2 h −1 where wt(r) = m − 1 and 0 ≤ h ≤ ⌈ m 2 ⌉. Before doing this, we first introduce some notations and lemmas which will be used in the sequel. Let ρ i denote the number of even integers in the 2-cyclotomic coset C i . For each i ∈ Γ, define
Lemma 24. [30] With the notations as before,
Furthermore, the total number of nonzero coefficients of α it in (28) and the minimal polynomial of s ∞ is given by
2i+1 is given by (8) .
Proof. Note that wt(r) = wt(2 m − 2) = m − 1. It then follows from Lemma 5 and properties of the trace function that Tr(x r ) = Tr(x 2 m −2 ) for all x ∈ GF(2 m ). We first deal with the case of h = 0 where f (x) = 1 + x + x r . According to Lemma 24, one has
where 1 + v 1 is performed modulo 2. By the definition of v i , v 1 = (m − 1) mod 2. The desired conclusion on the linear span and minimal polynomial of s ∞ for the case h = 0 then follows from Equation (31) and Lemma 2. Now we assume that h = 0. From the proof of Lemma 11, we know that
It then follows from Lemma 24 that
The minimal polynomial in (30) then follows from Equation (32).
Finally, we show that the linear span of s ∞ is equal to 2 m−1 when h = 0, i.e., the total number of nonzero coefficient of α it in (32) is equal to 2 m−1 . According to Lemmas 24 and 6, it is sufficient to prove that the number of j ∈ Γ 1 such that u j = 0 is equal to the number of j ∈ Thus, whenever m is even or odd, there are exactly one nonzero u i and v i for i ∈ {1, 3}. Note that, for any integer a with 2 ≤ a ≤ h − 1, the number of odd integers j satisfying 2 a < j < 2 a+1 is equal to 2 a−1 . It is clear that when 2 j + 1 rangers over the odd integers between 2 a and 2 a+1 , the number of 2 j + 1 such that wt(2 j + 1) to be even is equal to 2 a−2 . It then follows from Lemma 4 that
On the other hand, when 2 j + 1 runs over the odd integers from 2 a to 2 a+1 , κ
2 j+1 has the same value for these j's due to the definition of κ 
It then follows that
By Lemma 6, |C j | = m for each j ∈ Γ 1 . The conclusion then follows from the analysis above. Proof. The dimension of C s follows from Lemma 25 and the definition of this code. We only need to prove the conclusion on the minimal distance d of C s . It is known that codes generated by any polynomial g(x) and its reciprocal have the same weight distribution. When m is odd and h = 0, since v 3 = v 5 = 1, the reciprocal of M s (x) has zeros α t for t ∈ {0, 1, 2, 3, 4, 5, 6}. It then follows from the BCH bound that d ≥ 8. When m is odd and h = 0, note that v 7 = v 13 = 1, the reciprocal of M s (x) has zeros α t for t ∈ {13, 14}. By the BCH bound, d ≥ 3. Then the generator polynomial of C s is M s (x) = x 8 + x 7 + x 5 + x 4 + x 3 + x + 1 and C s is a [15, 7, 3] binary cyclic code. It is not optimal. 
Open
Open problems regarding binary cyclic codes from monomials
In the previous sections, we investigated binary cyclic codes defined by some monomials. It would be good if the following open problems could be solved. 
Open
Concluding remarks and summary
In this paper, we constructed a number of families of cyclic codes with monomials and trinomials of special types. The dimension of some of the codes is flexible. We determined the minimum weight for some families of cyclic codes, and developed tight lower bounds for otherfamilies of cyclic codes. The main results of this paper showed that the approach of constructing cyclic codes with polynomials is promising. While it is rare to see optimal cyclic codes constructed with tools in algebraic geometry and algebraic function fields, the simple construction of cyclic codes with monomials and trinomials over GF(r) employed in this paper is impressive in the sense that it has produced optimal and almost optimal cyclic codes.
The binary sequences defined by some of the monomials and trinomials have large linear span. These sequences have also reasonable autocorrelation property. They could be employed in certain stream ciphers as keystreams. So the contribution of this paper in cryptography is the computation of the linear spans of these sequences.
It is known that long BCH codes are bad [21] . However, it was indicated in [2, 24] that there may be good cyclic codes. The cyclic codes presented in this paper proved that some families of cyclic codes are in fact very good.
Four open problems regarding binary cyclic codes were proposed in this paper. The reader is cordially invited to attack them.
