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Abstract
In this paper we describe a rotation-invariant multi-
scale morphological method for texture analysis. Compared
with existing methods our method has three advantages.
First, it can be implemented efﬁciently. Furthermore, our
method can be used for the computation of size and strict
shape attributes, which we use for the computation of 2-D
size-shape pattern spectra. Finally, our method is rotation-
invariant. Although the latter can also be approximated by
morphological methods by using structuring elements at
different angles, this tends to be computationally intensive.
1. Introduction
Pattern spectra are commonly used tools for image anal-
ysis and classiﬁcation [6, 11], which can be computed us-
ing a technique from mathematical morphology known as
granulometries [2, 9]. Intuitively, a size granulometry can
be considered as a set of sieves of different grades, each al-
lowing details of certain size classes to pass. More formally,
a size granulometry consists of an ordered set of operators
each of which converts an image to a new image in which
features smaller than a particular size are absent. Granu-
lometries based on shape have also been proposed [2, 14].
Granulometries are often computed using ﬁlters with struc-
turing elements. Connected ﬁlters can also be used for this
purpose [2, 10]. These are operators which only ever merge
ﬂat zones, or change their gray level, but never split them
This means no new edges are introduced.
In the following our method is discussed which is based
on Salembier’s Max-tree algorithm. An existing method us-
ing structuring elements is discussed brieﬂy in section 3.2.
The performance of both methods is discussed in section 4
using the application of diatom identiﬁcation.
Diatoms [13] are unicellular algae with highly ornate sil-
ica shells, which consist of two halves called valves. Exam-
ples of diatom valves are shown in Fig. 1. Both the shapes
of these shells and the textures or ornamentation are distinc-
Figure 1. Some examples of diatom shells
tive characteristics of individual species or varieties. Usu-
ally, diatoms are identiﬁed manually, using both the internal
texture and the outline shape. To automate the whole pro-
cess of diatom identiﬁcation the Automatic Diatom Identiﬁ-
cation And Classiﬁcation project (ADIAC) [4] was started.
The methods described in this paper compute the feature
vectors from the ornamentation only.
2. Theory
A size granulometry is a set of operators   
 
 with 
from some totally ordered set   (usually      or ), with
the following three properties
 
 
   (1)












for all     . Since (1) and (2) deﬁne  
 
as anti-extensive
and increasing, respectively, and (3) implies idempotence,
it can be seen that size granulometries are sets of openings.
Let 

denote the scaling of an image  by a scalar fac-





for all  	 . A scale-invariant opera-
tor is therefore sensitive to shape rather than to size.
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for all        and   . Thus, a shape granulometry con-
sists of operators which are anti-extensive, and idempotent,
but not necessarily increasing.
Size pattern spectra were introduced by Maragos [6]. Es-
sentially they are a histogram containing the number of pix-
els, or the amount of image detail, over a range of size
classes. If   is the scale parameter of a size granulome-
try, the size class of  is the smallest value of   for which
   
 
. Shape pattern spectra can be deﬁned in a simi-
lar way [14]. The pattern spectrum 

 is usually deﬁned


















and likewise for a shape granulometry.
A ﬂat zone

of an image  is deﬁned as a connected re-
gion of constant gray level , no neighbours of which have
gray level . At each gray level there may be multiple ﬂat
zones, which are denoted by 

, with  some index vari-
able. Similarly, a peak component 

of image  is a con-





have gray level smaller than . Peak com-
ponent  

can also be deﬁned as the th connected com-
ponent of the threshold set 

 of image  which is de-
ﬁned as 

        . For any image
 , the ﬂat-zones deﬁne a partition 

 of the image do-
main  . A ﬁlter  is connected if the partition 

 de-
ﬁned by  is always coarser than 

, for any image 
[10]. By coarser is meant that for any 









The Max-tree representation was introduced by Salem-
bier et al. [9] as a structure to separate the ﬁltering process
in three steps: construction, ﬁltering and restitution. It is a
tree where the nodes represent sets of ﬂat zones. The Max-
tree node 

consists of the subset of  

with gray level
. The root node represents the set of pixels belonging to
the background, that is the set of pixels with the lowest in-
tensity in the image. The Max-tree is a rooted tree: each
node has a pointer to its parent, i.e. the nodes corresponding
to the components with the highest intensity are the leaves
(see Fig. 2). The Max-tree can be used for attribute open-
ings or thinnings. During the construction phase, the Max-
tree is built from the ﬂat zones of the image. The nodes in
a Max-tree contain one or more attributes that describe cer-
tain properties of the peak components represented by those
nodes. These attributes can be used for image ﬁltering or
analysis. Besides size attributes like the area of a compo-
nent, scale-invariant shape attributes can also be used. By
requiring a shape attribute to be scale-invariant, we ensure it









































Figure 2. The peak components of a gray
level image  (left), the corresponding at-
tributes (middle) and the Max-tree (right)
ples of scale-invariant shape attributes are many. Obvious
choices are  , with  the perimeter, and the area of a
component, or , which is the ratio of the moment of in-
ertia  to the square of the area. These attain minimal values
for circular discs, and increase as the objects become more
elongated. For computational reasons, the latter shape at-
tribute is used, because both moment of inertia and area can
easily and accurately be computed incrementally, whereas
that is more difﬁcult with perimeter. A fuller discussion is
given in [2, 9].
After this, the tree is processed during the ﬁltering phase.
Based on the criterion value   

 of a node 

, the al-
gorithm takes a decision on whether to preserve or to re-
move it. By using non-increasing attributes, the property of
size attributes that the attribute value of a parent is always
larger than the attribute values of its children does not nec-
essarily hold. This means a rule has to be deﬁned how a
Max-tree should be ﬁltered with non-increasing criteria, i.e.
which nodes should be removed when some do not satisfy
the criterion. We used the Subtractive rule [14], which re-
moves a node 

if   

   , in which case its pixels are
lowered in gray level to the highest ancestor which meets 
and its descendents are lowered by the same amount as 

itself.
Fig.2 shows the peak components of a 1-D grayscale im-
age, their attribute values, and the corresponding Max-tree.
It has been shown that the subtractive rule works best for de-
composition [14]. For this reason, we have chosen to use it
in the computation of shape pattern spectra.
3.1. 2-D Shape-size pattern spectra
Suppose we have a size granulometry 
 
 with   from
some ﬁnite index set  
 
, and a shape granulometry 


with  from some index set  

. With these granulometries,
we can compute a 2-D pattern spectrum, similar to that of
Ghosh and Chanda [5]. We can then store a 2-D pattern
spectrum, which contains both shape and scale information
in a 2-D array , in which    contains the sum of gray
levels of those features in the image which fall in the size
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class between    and  , and shape class between   and .





diately preceding   and , respectively. The computation of
a 2-D pattern spectrum from an image is performed as fol-
lows:
  Set all elements of the array  to zero.
  Compute a Max-tree according to the algorithm in [9].
  As the Max-tree is built, compute the area  

 and
moment of inertia  

 of each node.
  For each node 

:
– Compute the size class   from the area  

.











– Compute the gray level difference Æ

between the
current node and its parent.




 to   .
What remains to be speciﬁed is how to transform size
and shape attributes to size and shape classes. Let  be the
attribute value, 	 the class, 







the lower and upper bound of the range of inter-
est of the attribute value, respectively. Because the area is
a nonlinear measure of the size, when compared to width,
and because most of the texture information is concentrated
in the smaller peak components, we wish to have ﬁner bins
for low attribute values than high. Therefore, we compute






















In our case the size classes run from 





 pixels (the largest image we could handle in




retical minimum), and 

 




: 4 and 8. The resulting , , and
   pattern spectra are then mapped in lexicographic or-
der into 1-D vectors.
Until now the assumption was made that pattern spec-
tra were based on 2-D size-shape granulometries. However,
many images contain both bright and dark image details.
To obtain information about the dark patterns, anti-size and
anti-shape granulometries are required, which are based on
closings and thickenings respectively. Instead of designing
new algorithms for the computation of pattern spectra based
on these anti-size and anti-shape granulometries, these were
implemented as the computation of pattern spectra of in-
verted images. As can be expected, the best performance
was obtained by the concatenation of the down-sized vec-
tor 

of the normal image with the down-sized vector 
	
of
the inverted image to a single feature vector 
 
.
3.2. Pattern spectra based on structuring elements
An existing method using structuring elements was de-
scribed by Dougherty et al. in [1, 12]. We implemented a
method according to these papers, which computes mul-











. In order to re-
duce computing time, our implementation of this multivari-
ate method uses only the horizontal and the vertical lin-
ear structuring element sequences. Two pattern spectra are
computed using openings with       , one for
the normal and one for the inverted image. Instead of us-
ing the integrated pattern spectra, we use the differentiated
(in two dimensions) pattern spectra. Similar to the case of
the Max-tree described earlier, the two    pattern spec-
tra are combined to a single 1-D feature vector containing
64 values.
4. Results
The performance of both the Max-tree based method
and the method using structuring elements in the applica-
tion of diatom identiﬁcation was measured using decision
trees built with the C4.5 algorithm [7]. To increase the sta-
bility of the decision tree classiﬁers, bagging [3] with 25
trees and 10 runs was used.
The original set of 781 diatom images, all of which had
been aligned manually to the same orientation, consisted
of 37 classes. C4.5 identiﬁed 81.0%, 85.1%, and 85.8% of
these images correctly for respectively the Max-tree 4x4,
the Max-tree 4x8, and the Max-tree 8x4 method, whereas
90.8% were identiﬁed correctly using the structuring ele-
ments method.
In practice it would be undesirable for a user to have to
align every image manually, which means that a method
should thus be invariant to rotation. Although most of the
diatom images in the set used could be aligned to have
the largest axis of the valve horizontally in the image, this
causes problems for diatoms with a circular or triangular
contour, but with non-symmetric ornamentation patterns,
like the one shown in Fig. 1(left). Another problem are di-
atoms shells where an orientation might be possible to com-
pute for a given image, but where the orientation can vary
w.r.t. the ornamentation between images of the same class,
like the one shown Fig. 1(middle). In Fig. 3(left) the perfor-
mance of both methods is shown for images rotated at dif-
ferent angles. As can be seen, while our method using the
Max-tree algorithm with rotation-invariant attributes per-
forms equally well for any rotation angle, the method us-
ing structuring elements only performs well for the original
image set, and due to the symmetry of most diatoms, also
for the image set rotated at 180 degrees. The inﬂuence of
noise on the performance of both methods was also mea-
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Figure 3. Performance on rotated images
(left) and noisy images (right)
sured by evaluating image sets created from the original
image set by adding Gaussian noise with standard devia-
tions between      and . The result of this test is
shown in Fig. 3(right). On a 1GHz Celeron PC our meth-
ods based on the Max-tree needed 0.4 seconds to compute
both pattern spectra of a typical 621x501 diatom image. Us-
ing the same image the computation time for the method us-
ing structuring elements was 1.8 seconds. Note that contrary
to structuring elements methods, the computation time for
our Max-tree method is independent of the number of size
and shape classes.
5. Conclusions
Methods using pattern spectra for the computation of
feature vectors are very suitable for image classiﬁcation.
An existing method using structuring elements was com-
pared with a new method based on Salembier’s Max-tree
algorithm. For image sets without orientation or where the
images were manually aligned to the have same orientation,
the existing method performs better than our method. How-
ever, when rotation-invariance is desired, like in the case
of images with different orientations, our Max-tree with
its rotation-invariant attributes is preferable over methods
based on linear structuring elements, since the latter are not
invariant to rotation. Although rotation-invariance might be
approximated by using linear structuring elements at many
orientations, this is no option when large sets of images
are used due to the sharp increase in computation time.
Our method can also be used for other applications where
rotation-invariance is desirable, like classiﬁcation of pollen
grains [8], where all grains have a more or less round shape,
but whose patterns are not always symmetric. Finally, when
pattern spectra with a large number of size or shape classes
needs to be computed, our method is also preferable since
methods based on structuring elements needs to ﬁlter an im-
age for every class used, while our method computes a pat-
tern spectrum in a single run. It should be noted here, that
the performance of our method might be improved signiﬁ-
cantly by using other attributes. Therefore, other attributes
need to be investigated.
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