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Many phenomena in biology can be modeled as a system of first order differential 
equations 
x = ax + by, 
y=cx+dy. 
An example of such a system is the prey-predator model. To interpret the results we have 
to obtain full information on the system of equations such as the stability of the 
equilibrium points of the system. This requires in depth knowledge of differential 
equations. The literature often emphasizes on the analytical methods to obtain results 
regarding the stability of the equilibrium points. This is possible to achieve for small 
systems such as a 2 x 2 system. 
iii 
The non-mathematician researchers often do not have the analytical tools to understand 
the model fully. Very often what they are interested in is the information regarding the 
critical points and their stability without going through the tedious mathematical analysis. 
This calls for user friendly tools for the non-mathematicians to use in order to answer 
their problem at hand. 
The objective of this research is to establish an algorithm to determine the stability of a 
more general system. By doing so we will be able to help those who are not familiar with 
analytical methods to establish stability of systems at hand 
The following algorithm is' employed in developing the software: 
L 1. Search for critical point is conducted. 
L2. Eigenvalues of the linear system are computed. These values are obtained from 
the characteristic equation IA - All = 0 ,  where A. is an eigenvalue and 
F or the nonlinear system, linearization process around the critical points are 
carried out. 
L3. Stability of system is determined. 
L4. Trajectory of the system is plotted in the phase plane. 
To develop the software we use the C programming language. 
It is hoped that the software developed will be of help to researchers in the field of 
mathematical biology to understand the concept of stability in their model. 
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Pengerosi : Professor Madya Dr. Haron Bin Budin 
FakuIti : Sains dan Pengajian Alam Sekitar 
Banyak fenomena dalam biologi boleh dimodelkan sebagai satu sistem persamaan 
persamaan pembezaan peringkat 
x = ax+by 
y=cx+dy 
Satu eontoh sistem sedemikian ialah model mangsa-pemangsa. Untuk memberi 
interpretasi kita perlu mendapat maklumat penuh mengenai sistem persamaan tersebut 
seperti kestabilan titik genting sistem. lni memerlukan pengetahuan mendalam tentang 
persamaan pembezaan. Literatur yang ada menitikberatkan kaedah anal isis untuk 
mendapatkan keputusan mengenai kestabilan titik genting. Ini boleh dilakukan bagi 
sistem keeiI seperti system 2x2. 
v 
Penyelidik-penyelidik yang bukan ahli matematik biasanya tidak mempunyai latar 
belakang analisis yang mencukupi bagi memahami dengan mendalam model tersebut. 
Juga biasanya mereka hanya berminat untuk mendapat maklumat mengenai titik genting 
dan kestabilannya tanpa melalui proses analisis matematik. lni memerlukan satu alat 
yang mesra pengguna untuk digunakan oleh bukan ahii matematik untuk menjawab 
persoalan yang dihadapi. 
Objektif penyelidikan ini ialah untuk mengadakan satu algoritma untuk menentukan 
kestabilan sistem yang lebih umum. Dengan berbuat demikian kita akan dapat membantu 
mereka yang kurang biasa dengan kaedah analisis untuk menentukan kestabilan sistem 
yang ada ditemui mereka. 
Algoritma berikut dijalankan untuk membina perisian: 
L 1. Penentuan titik genting dilakukan. 
L2. Nilai eigen bagi sistem linear dicari. NiIai eigen diperolehi dari persamaan cman 
IA -All = 0 ,dengan A. nilai eigen dan A = ( : ! l 
Untuk sistem tak linear, proses pelinearan di sekitar titik genting dilakukan. 
L3. Kestabilan untuk sistem ditentukan. 
L4. Trajektori diplot di dalam satah fasa. 
Bagi membangunkan perisian ini bahasa pengaturcaraan C digunakan. 
Adalah diharapkan bahawa perisian ini dapat menolong penyelidik dalam bidang biologi 
matematik untuk memahami konsep kestabilan model yang biasa mereka temui. 
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CHAPTER I 
INTRODUCTION 
Numerical solutions of scientific problems did not become useful and popular 
proposition in its early days of introduction. The emergence of high-speed 
computers was the impetus to the change in attitude. The microelectronic revolution 
has stimulated and inspired work in this area simply because computers with 
sufficiently large memory can automate most of the work thus reducing the labour 
involved in the implementation of many of the numerical methods. Since then the 
study of numerical methods in the solution of ordinary and partial differential 
equations has enjoyed an intense period of activity. This thesIs is developed to study 
the stability of an autonomous system which has until now been done analytically. 
The purpose is to build a numerical system that has a relation between all the 
processes that are involved in solving autonomous system. Emphasis will be on 
biological processes which can be modeled into a system of an autonomous 
equations. 
Ordinary Differential Equations and Boundary Value Problems 
Ordinary differential equations originate naturally in many branches of science. 
In this research we shall look at examples in biology specifically in the interaction 
between two species. A thorough knowledge of differential equations is a powerful 
tool in the hands of an applied mathematician with which to tackle these problems. 
Some of the general definitions and background materials are given here. 
Definition 1.1 An ordinary differential equation is an equation in which an 
unknown function y{x) and the derivatives of y{x) with respect to x appear. If the 
n-th derivative of y is the highest derivative in the equation, we say that the 
differential equation is of the n-th order. The domain of the differential equation is 
the set of values of x on which y(x) and its derivatives are defined 
The domain is usually an interval ] in the real line where ] could be a 
finite interval (a,b), the positive real numbers (0,00), the nonnegative real numbers 
[.0, 00)., or even the whole real line (- 00,00). We shall use ibis notation: .a square 
bracket denoting that the endpoint is included and a round bracket denoting that the 
endpoint is not included in the interval. 
Definition 1.2 A linear differential equation is a differential equation where the 
dependent variable y and all its derivatives are linear. The general form of a linear 
differential equation of the n-th order is 
[1.1] 
Apart from the differential equation, the mathematical model will typically also 
include prescribed values of y and/or the derivatives of yat isolated points in the 
interval] , usually one or both of the endpoints. 
2 
Definitionl.3 The prescribed values of y and/or the derivatives of y at the 
endpoints of the interval are called boundary values. The problem of finding y{x) 
where y appears in a differential equation as well as in prescribed boundary values 
is called a boundary value problem. If the independent variable is time and all the 
boundary values are specified at the left endpoint of the interval, the boundary value 
problem is called an initial value problem. 
Definition 1.4 A solution of a given boundary value problem on the interval I is a 
function which is continuous on I , which satisfies the differential equation at every 
point x e I , and agrees with the prescribed boundary values. 
Definition 1.S A function f is said to be piecewise continuous on a finite interval 
[a,b] if the interval can be subdivided into a finite number of intervals with f 
continuous on each of these intervals and if the jump in the value of f at each of 
the endpoints of these intervals is finite. 
The existence of a solution is usually guaranteed by finding the solution 
explicitly with the aid of mathematical techniques. However, there are many 
differential equations whose solutions cannot be expressed in terms of elementary 
functions. In these cases numerical techniques must be utilized to calculate the value 
of the solution approximately at selected JX>ints in the interval I . 
It is also very important to know how sensitive the solution is to change in the 
boundary values. The main reason for this is that they are subjected to errors. The 
3 
crucial question is whether a small error in the boundary values will cause a small 
error in the solution. If this is the case the solution will be a continuous function of 
the boundary values. 
Mathematical Preliminaries 
A profound understanding of the mathematical foundation of any numerical 
method determines the success of its implementation. In the present computer age 
not only basic skills in mathematics are necessary but skills in developing well 
structured algorithms that conform with the current computer technology and 
architecture is also required in order to develop effective numerical methods and 
numerical software tools. This section reviews basic differential calculus and matrix 
algebra., which are associated with the numerical methods. 
Basic Differential Calculus 
Finite difference calculus is based on the following theorem. 
Theorem 1.1 Let f{x) be continuous for a � x � b and differentiab1e for a < q < h 
for which 
f
'{q)
= f{b)-f{a) 
b-a 
[1.2] 
Geometrically this means that the curve f{x) has at least one interior point, which 
are tangential and parallel to the secant line connecting the end points of the curve. 
In the calculus of finite differences the derivatives 
4 
[1.3] 
may be approximated by 
[1.4] 
provided h = x -Xo is finite. This means that under certain conditions there is a 
point � in the interval (a,b) for which the derivative can be calculated directly 
using [1.4]. 
Another useful formula that is often used in approximating derivatives is 
based on Taylor's theorem. 
Theorem 1.2 Let f{x) be a function with continuous derivatives of all orders in the 
interval [�b] and that n is an arbitrary positive integer. Then 
where for � = Xo +ah and 0 < a< 1 
( )n+l 
R = x - Xo j(n+l)(;:) n+l (n+ 1) '=' [ 1 .6] 
�l (x) is the remainder that constitutes the remaining terms of the infinite series 
and is also referred as the tnmcation error of the expanded function. In many cases it 
is often sufficient to display the dependence of the error on the parameter h without 
giving the detailed expression. The "big oh" notation O(h), developed by 
5 
Bachmann and Landau (1927) will be used as an indication of the order of the 
truncation error. 
Definition 1.6 A truncation error, which consist" of a remainder with {n + 1 t order 
term and (n + It derivative term, is conventionally abbreviated as O{hn+l). 
This means the truncation error goes to zero no slower than h does. Thus 
higher order truncation errors indicate better precision as more terms are considered 
in the approximation. However higher order truncation errors sometimes lead to 
longer computation times thus lowering the efficiency of the method formulated. 
Both theorems stated above can be extended for functions with more than 
one variable. For the expansion ofj(x,y) in the neighborhood of (xo, Yo), the rate of 
change of the function can be due to changes in either of the variables. Thus the 
derivatives of the function is expressed in terms of its partial derivatives as follows 
[1.7] 
where 
[1.8] 
It is often impossible to evaluate the remainder exactly_ However it can be estimated 
based on the function involved in the two-dimensional case. 
6 
Some Basic Matrix Algebra 
The finite difference approach of solving ordinary differential system 
problems usually involves solving a system of n simultaneous equations with n 
unknowns. An effective way of taclding such problems is via matrix algebra. Thus 
selected topics on matrix algebra that are relevant to the iterative solution of such 
systems are reviewed. 
A convenient way of representing a system of n linear equations with n 
unknowns such as 
auAi + a12X2 + .. . + al� .. = hi 
a2ixi + a22X2 + ... + a2 .. x .. = h2 [1.9] 
is by the matrix representation 
AX= h, [1.10] 
where 
A= [1.11] 
is an n x n matrix with real elements alj' and 
[1.12] 
[1.13] 
7 
Usually the problem is to solve for x when A and b are known. The problem has a 
unique solution x = A-1b if A is nonsingular. However it is usually difficult to 
determine whether A is invertible when its order is large. In such cases its structure 
plus some useful matrix properties help in the decision. Several of the important 
properties that is useful in determining this factor is listed below. A matrix A E R""n 
IS 
positive 
nonnegative 
orthogonal 
nonsingular 
symmetric 
positive definite 
nonnegative definite 
diagonally dominant 
permutation 
if ali > 0 for all i 
if ali � 0 for all i 
if AT = -A 
'f �T A';; > 0 - Rn l X f.U_ , XE 
if A = {esl, ... ,e.sn} where {s1, . .. ,sn} 
is a permutation of {l,2, . . .• n} 
[1.14] 
Another matrix property that is important in dealing with iterative methods is 
irreducibility, By this it simply means that the system of equations cannot be further 
reduced or decomposed by some partitioning into subsystems of equations. Its 
formal definition is as follows. 
8 
Definition 1.7 A square matrix A of order n > 1 is irreducible if for any two 
nonempty disjoint subsets 81 and 82 of W = �,2, . . .  , n}, where 81 u 82 = W, there 
exists i E 81 and j E 82 such that aij * 0 . 
This property can also be effectively determined by finite directed graphing. Its 
usefulness is clear in the following theorem. 
Theorem 1.3 A square matrix is irreducible if and only if its directed graph is 
strongly connected 
Although finite graphing is effective in determining irreducibility, in matrix 
manipulation a formal relationship such as the following theorem is usually more 
suitable. 
Theorem 1.4 A matrix A is irreducible if and only if there exists a permutation 
matrix P such that 
p-IAP=[� ;] [1.15] 
where F and H are square matrices while 0 is the null matrix. 
Nonsingular matrices can also be determined by irreducibility and diagonal 
dominance. This follows from the next theorem. 
9 
Theorem 1.5 An irreducibly diagonany dominant matrix A has det{A}:t: 0 with 
nonvanishing diagonal elements. 
The systems encountered in most numerical methods are very large since 
high accuracy is required. These systems are sometimes reordered properly so that 
they change into some standard form. If the coefficient matrix of the system has 
relatively few nonzero entries then the matrix is called sparse. Sparse matrices can 
reduce the tediousness in the implementation of any numerical technique. On top of 
that a sparse matrix can generally be reordered into a banded form where the 
nonzero entries are confined to a narrow band around the main diagonal. Thus a 
matrix A is 
banded [1.16] 
where 2r + 1 is the bandwidth A .  The bandwidth of a banded matrix is the number 
of the diagonal rows of the main diagonal that have nonempty entries. Some special 
cases of banded matrices can be described by the following definitions. A square 
banded matrix A is 
diagonal 
upper triangular 
lower triangular 
triadiagonal 
if aif = 0 for i :F- 1 
if aif = 0 for i > 1 
if aij = 0 for j > i 
if ali = 0 for Ii - 11 > 1 or reI 
quindiagona/ if r = 2 
[1.17] 
These types of matrices can also be extended to a block system of matrices. For 
example, square matrix A is 
10 
Dl 
Block diagonal if A= 
D2 
[1.18] 
D" 
� v2 
4 D2 
Block tridiagonal if A = [1.19) 
Un_1 
L"_l Dn 
where D; are square diagonal matrices not necessarily of the same order, whilst V; 
and Li are rectangular matrices. A block tridiagonal matrix such as [1.19] is 
sometimes called a T-matrix. The block triangular and block quindiagonal matrices 
can also be defined in a similar way. 
Most of the basic concepts above that applies to real matrices can be 
extended to matrices with complex elements. However unlike the real symmetric 
matrices, matrices of this class are less common in practice. Due of the most useful 
class is the Hermitian class of matrices. A square matrix A with complex entries is 
defined to be 
Hermitian 
unitary 
positive definite if ? Ax > 0 for x * 0 
where AH is the conjugate transpose of the complex matrix A . 
[1.20] 
Theorem 1.6 If a matrix A has positive eigenvalues then A (real or Hermitian) is 
positive definite. 
1 1  
