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ABSTRACT
NuSTAR is a highly sensitive focusing hard X-ray (HXR) telescope and has observed several small microflares in its initial
solar pointings. In this paper, we present the first joint observation of a microflare with NuSTAR and Hinode/XRT on 2015 April
29 at ∼11:29 UT. This microflare shows heating of material to several million Kelvin, observed in Soft X-rays (SXRs) with
Hinode/XRT, and was faintly visible in Extreme Ultraviolet (EUV) with SDO/AIA. For three of the four NuSTAR observations
of this region (pre-, decay, and post phases) the spectrum is well fitted by a single thermal model of 3.2 − 3.5 MK, but the
spectrum during the impulsive phase shows additional emission up to 10 MK, emission equivalent to A0.1 GOES class. We
recover the differential emission measure (DEM) using SDO/AIA, Hinode/XRT, and NuSTAR, giving unprecedented coverage in
temperature. We find the pre-flare DEM peaks at ∼ 3 MK and falls off sharply by 5 MK; but during the microflare’s impulsive
phase the emission above 3 MK is brighter and extends to 10 MK, giving a heating rate of about 2.5 × 1025 erg s−1. As the
NuSTAR spectrum is purely thermal we determined upper-limits on the possible non-thermal bremsstrahlung emission. We find
that for the accelerated electrons to be the source of the heating requires a power-law spectrum of δ ≥ 7 with a low energy cut-off
Ec . 7 keV. In summary, this first NuSTAR microflare strongly resembles much more powerful flares.
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1. INTRODUCTION
Solar flares are rapid releases of energy in the corona and
are typically characterised by impulsive emission in Hard X-
rays (HXRs) followed by brightening in Soft X-rays (SXRs)
and Extreme Ultraviolet (EUV) indicating that electrons have
been accelerated as well as material heated.
Flares are observed to occur over many orders of magni-
tude, from large X-Class GOES (Geostationary Operational
Environmental Satellite) flares down to A-class microflares.
Observations from RHESSI (Reuven Ramaty High Energy
Solar Spectroscopic Imager; Lin et al. 2002) have shown that
microflares occur exclusively in active regions (ARs), like
larger flares, as well as heating material > 10 MK and ac-
celerating electrons to > 10 keV (Christe et al. 2008; Han-
nah et al. 2008, 2011). Although energetically these events
are about six orders of magnitude smaller than large flares
it shows that the same physical processes are at work to im-
pulsively release energy. There should be smaller events be-
yond RHESSI’s sensitivity but so far there have only been
limited SXR observations from SphinX (Gburek et al. 2011)
or indirect evidence of non-thermal emission from IRIS obser
vations (e.g. Testa et al. 2014). There are also energetically
smaller events observed in thermal EUV/SXR emission that
occur outside ARs (Krucker et al. 1997; Parnell & Jupp 2000;
Aschwanden et al. 2000).
Smaller flares occur considerably more often than large
flares with their frequency distribution behaving as a nega-
tive power-law (e.g. Hannah et al. 2011). It is not clear how
small flare-like events can be, with Parker (1988) suggesting
that small scale reconnection events (“nanoflares”) are on the
order of ∼1024 erg. However at this scale flares are likely
too small to be individually observed, and only the proper-
ties of the unresolved ensemble could be determined (Glen-
cross 1975). Nor it is clear if the flare frequency distribution
is steep enough (requiring α >2, Hudson 1991) so that there
are enough small events to keep the solar atmosphere consis-
tently heated. It is therefore crucial to probe how small flares
can be while still remaining distinct, and how their properties
relate to flares and microflares.
With the launch of the Nuclear Spectroscopic Telescope
ARray (NuSTAR; Harrison et al. 2013), HXR (2.5− 78 keV)
observations of faint, previously undetectable solar sources
can be obtained. In comparison to RHESSI, NuSTAR has over
10× larger effective area and a much smaller background
counting rate. However NuSTAR was designed for astrophys-
ical observations and is therefore not optimised for observa-
tions of the Sun. This leads to various technical challenges
(see Grefenstette et al. 2016), but NuSTAR is nevertheless a
unique instrument for solar observations and has pointed at
the Sun several times. NuSTAR has observed several faint
sources from quiescent ARs (Hannah et al. 2016) and emis-
sion from an occulted flare, in the EUV late-phase (Kuhar
et al. 2017). NuSTAR has also observed several small mi-
croflares during its solar observations, one showing the time
evolution and spectral emission (Glesener et al. 2017).
In this paper we present NuSTAR imaging spectroscopy of
the first microflare jointly observed with Hinode/XRT (Ko-
sugi et al. 2007; Golub et al. 2007) and SDO/AIA (Pesnell
et al. 2012; Lemen et al. 2012). This microflare occurred on
2015 April 29 within AR12333, and showed distinctive loop
heating visible with NuSTAR, Hinode/XRT, and the hottest
EUV channels of SDO/AIA up to 10 MK. We first present
an overview of SDO/AIA, and Hinode/XRT observations in
§2, followed by NuSTAR data analysis in §3. In §4 we con-
centrate on the impulsive phase of the microflare and per-
form differential emission measure analysis. Finally in §5
we look at the microflare energetics in terms of thermal, and
non-thermal emission.
2. SDO/AIA AND HINODE/XRT EVENT OVERVIEW
The microflare from AR12333 occurred during a time
when there were two brighter ARs on the disk, as can be seen
in Figure 1. Both of these ARs, on either limb, were produc-
ing microflares that dominate the overall GOES 1-8A˚ SXR
light curve (Figure 1, right panels). GOES is spatially inte-
grated, but the contributions from each region can be deter-
mined by using the hotter Fe XVIII component of SDO/AIA
94A˚ images. The Fe XVIII line contribution to the SDO/AIA
94A˚ channel peaks at log10T = 6.85 K (∼ 7 MK), and can
be recovered using a combination of the SDO/AIA channels
(Reale et al. 2011; Warren et al. 2012; Testa & Reale 2012;
Del Zanna 2013). Here we use the approach of Del Zanna
(2013)
F (Fe XVIII) ≈ F (94A˚)
− F (211A˚)
120.
− F (171A˚)
450.
,
(1)
where F (Fe XVIII) is the Fe XVIII flux [DN s−1 px−1] and
F (94A˚), F (171A˚), F (211A˚), are the equivalent fluxes in the
SDO/AIA 94A˚, 171A˚, and 211A˚ channels.
Hinode/XRT observed AR12333 in a high cadence mode
(∼ 2− 3 minutes), cycling through five different filter chan-
nels centered on this region. Full-disk synoptic images were
obtained before and after this observation mode (Figure 1).
Figure 2 shows the main loops of the region rapidly bright-
ening, indicating that energy is being released to heat these
loops. This is apparent in the SXR channels from Hin-
ode/XRT and SDO/AIA 94A˚ Fe XVIII, but not the cooler
EUV channels from SDO/AIA, so we conclude that the heat-
ing is mostly above 3 MK. For the 95′′ × 45′′ loop region
shown in Figure 2 we produce the time profile of the mi-
croflares in each of these SXR and EUV channels, shown in
Figure 3. These light curves have been obtained after pro-
cessing via the instrument preparation routines, de-rotation
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Figure 1. Overview of the SDO/AIA 94A˚ Fe XVIII conditions during the times of the NuSTAR observations, and Hinode/XRT prior to the
AR12333 microflare onset. (Left) full-disk image from Hinode/XRT one hour prior to the microflare onset. (Middle) full-disk SDO/AIA
94A˚ Fe XVIII image at the peak of the microflare impulsive phase with the ARs indicated. The SDO/AIA 94A˚ Fe XVIII light curves from these
three regions are shown in comparison to the full-disk GOES 1-8A˚ SXR flux (right). All of the regions are producing several microflares during
these times, but those from AR12333 are hidden in the GOES lightcurve as those from the two limb regions are brighter.
of the solar disk (to ∼11:29 UT), and manual alignment
of Hinode/XRT Be-Thin to the 1′′ down-sampled SDO/AIA
94A˚ Fe XVIII data. Here we again see that the microflare ac-
tivity is only occurring in the channels sensitive to the hottest
material, i.e. the SXR ones from Hinode/XRT and SDO/AIA
94A˚ Fe XVIII. This activity is in the form of three distinc-
tive peaks with the first, and largest, impulsively starting at
∼ 11:29 UT. This is clear in the SXR (with the exception of
the low signal-to-noise Hinode/XRT Be-Thick channel), and
SDO/AIA 94A˚ Fe XVIII lightcurves, all showing similar time
profiles.
3. NuSTAR DATA ANALYSIS
NuSTAR is an imaging spectrometer with high sensitivity
to X-rays over 2.5 to 78 keV (Harrison et al. 2013). NuS-
TAR consists of two identical telescopes each with the same
12′ × 12′ field of view (Madsen et al. 2015) and is com-
posed of Wolter-I type optics that directly focus X-rays onto
the focal-plane modules (FPMA and FPMB) 10 m behind.
These focal-plane modules each comprise of CdZnTe detec-
tors with 64 × 64 pixels providing the time, energy, and lo-
cation of the incoming X-rays. The readout time per event is
2.5 ms, and NuSTAR accepts a maximum throughput of 400
counts s−1 for each focal-plane module. This makes NuSTAR
highly capable of observing weak thermal or non-thermal X-
ray sources from the Sun (Grefenstette et al. 2016). However,
as it is optimised for astrophysics targets solar pointings have
limitations. In particular, the low detector readout and large
effective area produce high detector deadtime even for mod-
est levels of solar activity, restricting the spectral dynamic
range, only detecting X-rays at the lowest energies (Hannah
et al. 2016; Grefenstette et al. 2016). NuSTAR solar observa-
tions are therefore from times of weak solar activity, ideally
when the GOES 1− 8A˚ flux is below B-level. An overview
of the initial NuSTAR solar pointings, that began in late 2014,
and details of these restrictions is available in Grefenstette
et al. (2016). An up-to-date quicklook summary is also avail-
able online1.
The observations reported here are based around the fourth
NuSTAR solar pointing, consisting of two orbits of observa-
tions covering 2015 April 29 10:50 to 11:50 and 12:27 to
13:27 (Grefenstette et al. 2016). NuSTAR completed a full
disk mosaic observation in each orbit consisting of 17 differ-
ent pointings: the field of view requires 16 different pointings
to cover the whole Sun, with some overlaps between each
mosaic tile, followed by an additional disk centre pointing
(see Figure 4 Grefenstette et al. 2016). This resulted in NuS-
TAR observing AR12333 four times, each lasting for a few
minutes. These times are shown in Figure 3. These data were
processed using the NuSTAR Data Analysis software v1.6.0
and NuSTAR CALDB 201605022, which produces an event
list for each pointing. We use only single-pixel (“Grade 0”)
events (Grefenstette et al. 2016), to minimize the effects of
pile-up. Figure 4 shows the resulting NuSTAR 2.5− 4.5 keV
image for each of the four pointings and these images are a
combination of both FPMA and FPMB with ∼7′′ Gaussian
smoothing as the pixel size is less than the full width at half
maximum (FWHM) of the optics.
Two of these pointings, the first and last, caught the whole
AR but the other two only caught the lower part as they were
observed at the edge of the detector, however this is the lo-
cation of the heated loops during the microflares in Figure 2.
During some of the observations there was a change in the
1 http://ianan.github.io/nsigh_all/
2 http://heasarc.gsfc.nasa.gov/docs/NuSTAR/
analysis/
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Figure 2. Comparison of AR12333 from SDO/AIA and Hinode/XRT at the times of NuSTAR observations (pre-flare, ∼ 11:10 UT; impulsive
phase, ∼ 11:29 UT; decay phase, ∼ 12:47 UT; and post-flare, ∼ 13:05 UT). The loop region (95′′ × 45′′) used for the light curves and DEM
analysis is over plotted as a red rectangle. The loop region is faintly observable in SDO/AIA 94A˚ with the structure well-recovered in the
SDO/AIA 94A˚ Fe XVIII and SXR channels.
combination of Camera Head Units (CHUs) – star trackers
used to provide pointing information. In those such instances
we used the time range that gave the longest continuous CHU
combination, instead of the whole duration. Each required a
different shift to match the SDO/AIA 94A˚ Fe XVIII map at
that time, and all were within the expected 1′ offset (Grefen-
stette et al. 2016). The alignment was straightforward for the
NuSTAR maps which caught the whole region but was trick-
ier for those with a partial observation. In those cases, second
and third pointings, emission from another region (slightly
to the south-west of AR12333) was used for the alignment.
The resulting overlap of the aligned Hinode/XRT and NuS-
TAR images to SDO/AIA 94A˚ Fe XVIII are shown in Fig-
ure 5. The NuSTAR maps in Figure 4 reveal a similar pat-
tern to the heating seen in EUV and SXR with SDO/AIA
and Hinode/XRT: emission from the whole region before the
microflare, with loops in the bottom right brightening as ma-
terial is heated during the microflare, before fading as the
material cools.
3.1. NuSTAR Spectral Fitting
For each of the NuSTAR pointings we chose a region at
the same location, and of the same area, as those used in
the SDO/AIA and Hinode/XRT analysis, to produce spectra
of the microflare heating. These are circular as the NuSTAR
software can only calculate the response files for such re-
gions, but do cover the flaring loop region (rectangular box,
Figure 2), and are shown in Figure 4. The spectra and NuS-
TAR response files were obtained using the NuSTAR Data
Analysis software v1.6.0. These were then fitted using the
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Figure 3. Time profiles of the different Hinode/XRT (top) and
SDO/AIA (bottom) channels from the loop region of AR12333
shown in Figure 2. The vertical bars indicate the four time peri-
ods of the NuSTAR observation of the same region. The gaps in the
Hinode/XRT light curves are due to incomplete coverage.
XSPEC (Arnaud 1996) software3, which simultaneously fits
the spectra from each telescope module (FPMA and FPMB)
instead of just adding the data sets. We also use XSPEC as
it allows us to find the best-fit solution using Cash statistics
(Cash 1979) which helps with the non-Gaussian uncertainties
we have for the few counts at higher temperatures.
We fitted the spectra with a single thermal model, using
the APEC model with solar coronal abundances (Feldman
et al. 1992), and the fit results are shown in Figure 6. For
the first and fourth NuSTAR pointings, before and after the
microflares, the spectra are well fitted by this single thermal
model showing similar temperatures and emission measures
(3.3 MK and 6.3× 1046 cm−3, then 3.2 MK and 7.0× 1046
cm−3). Above 5 keV there are very few counts and this is
due to a combination of the low livetime of the observations
3 https://heasarc.gsfc.nasa.gov/xanadu/xspec/
(164s and 152s dwell time with about 2% livetime fraction
resulting in effective exposures of around 3.5s) and the high
likelihood that the emission from this region peaked at this
temperature before falling off very sharply at higher tem-
peratures. These temperatures are similar to the quiescent
ARs previously studied by NuSTAR (Hannah et al. 2016), al-
though those regions were brighter and more numerous in the
field of view, resulting in an order-of-magnitude worse live-
time. The low livetime has the effect of limiting the spectral
dynamic range, putting most of detected counts at the lower
energy range, and no background or source counts at higher
energies (Hannah et al. 2016; Grefenstette et al. 2016).
The two NuSTAR spectra from during the microflare, the
second (impulsive phase) and third (decay phase, weaker
peak) both show counts above 5 keV and produce higher
temperature fits (5.1 MK and 3.5 MK). This is expected as
there should be heating during the microflare, but neither
fit matches the observed spectrum well, particularly during
the impulsive phase. This shows that there is additional hot
material during these times that a single-component thermal
model cannot accurately characterise. For the spectrum dur-
ing the impulsive phase, the second NuSTAR pointing, we
tried adding additional thermal components to the fit, shown
in Figure 7. We started by adding in a second thermal compo-
nent fixed with the parameters from the pre-microflare spec-
trum, found from the first NuSTAR pointing (left spectrum
in Figure 6), to represent the background emission. We did
this as NuSTAR’s pointing changed during these two times
(changing the part of the detector observing the region, and
hence instrumental response) so we could not simply subtract
the data from this pre-flare background time. The other ther-
mal model component was allowed to vary and produced a
slightly better fit to the higher energies and a higher tempera-
ture (5.6 MK). However this model still misses out counts at
higher energies.
So we tried another fit where the two thermal models were
both allowed to vary and this is shown in the right of Figure 7.
Here there is a substantially better fit to the data over the
whole energy range, fitting a model of 4.1 MK and 10.0 MK.
The hotter model does seem to match the bump in emission
between 6 and 7 keV, which at these temperatures would be
due to line emission from the Fe K-Shell transition (Phillips
2004). Although this model better matches the data, it pro-
duces substantial uncertainties, particularly in the emission
measure. This is because it is fitting the few counts at higher
energies which have a poor signal to noise. It should be noted
that for the thermal model the temperature and emission mea-
sure are correlated and so the upper uncertainty on the tem-
perature relates to the lower uncertainty on the emission mea-
sure, and vice versa. Therefore this uncertainty range covers
a narrow diagonal region of parameter space, which we in-
clude later in Figure 11. These fits do however seem to in-
6 WRIGHT ET AL.
NuSTAR 2.5−4.5 keV 11:09:07
200 300 400 500
x [arcsecs]
200
300
400
500
y 
[ar
cs
ec
s]
NuSTAR 2.5−4.5 keV 11:28:07
200 300 400 500
x [arcsecs]
200
300
400
500
y 
[ar
cs
ec
s]
NuSTAR 2.5−4.5 keV 12:46:36
200 300 400 500
x [arcsecs]
200
300
400
500
y 
[ar
cs
ec
s]
NuSTAR 2.5−4.5 keV 13:04:31
200 300 400 500
x [arcsecs]
200
300
400
500
y 
[ar
cs
ec
s]
Figure 4. NuSTAR 2.5 − 4.5 keV maps for the four time intervals it observed AR12333. These maps have been shifted to match the position
of the SDO/AIA 94A˚ Fe XVIII maps, shown in Figure 5. The black circles indicate the regions chosen for spectral fitting, shown in Figure 6.
Note that the same colour scaling is used in all these maps.
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Figure 5. SDO/AIA 94A˚ Fe XVIII maps over plotted with shifted contours from Hinode/XRT (20%, 50%, 80%; orange), and NuSTAR 2.5−4.5
keV and 4.5−6.5 keV emission (50%, 70%, 90%; purple, turquoise). A constant offset correction was required for Hinode/XRT but a different
one was determined for each NuSTAR pointing. For the two time intervals where NuSTAR only observed part of the AR (middle two panels),
the alignment was done using the full map and to other features on the disk.
dicate that emission from material up to 10 MK is present
in this microflare and that the NuSTAR spectrum in this case
is observing purely thermal emission. A non-thermal com-
ponent could still be present, but the likely weak emission,
combined with NuSTAR’s low livetime (limiting the spectral
dynamic range), leaves this component hidden. Upper-limits
to this possible non-thermal emission are calculated in §5.2.
From these spectral fits we estimated the GOES 1 −
8 A˚ flux4 to be 5.3 × 10−9 Wm−2 for the impulsive phase,
and 4.0 × 10−9 Wm−2 for the pre-flare time. This means
that the background subtracted GOES class for the impulsive
phase is equivalent to ∼A0.1 and would be slightly larger
during the subsequent peak emission time.
4. MULTI-THERMAL MICROFLARE EMISSION
The NuSTAR spectrum during the impulsive phase of the
microflare clearly shows that there is a range of heated mate-
rial, so to get a comprehensive view of this multi-thermal
emission we recovered the differential emission measure
(DEM) by combining the observations from NuSTAR, Hin-
ode/XRT, and SDO/AIA. This is the first time these instru-
ments have been used together to obtain a DEM.
4 https://hesperia.gsfc.nasa.gov/ssw/gen/idl/
synoptic/goes/goes_flux49.pro
4.1. Comparison of NuSTAR, Hinode/XRT & SDO/AIA
To check the compatibility of the NuSTAR, Hinode/XRT,
and SDO/AIA observations we compared the observed fluxes
from Hinode/XRT, and SDO/AIA to synthetic fluxes ob-
tained from the NuSTAR thermal fits. For the NuSTAR two
thermal fit (Figure 7, right panel) we multiplied the emission
measures by the SDO/AIA and Hinode/XRT temperature re-
sponse functions at the corresponding temperatures, and then
added the two fluxes together to get a value for each filter
channel.
The Hinode/XRT temperature response functions were
created using xrt flux.pro with a CHIANTI 7.1.3 (Dere
et al. 1997; Landi et al. 2013) spectrum (xrt flux713.pro5)
with coronal abundances (Feldman et al. 1992), and the lat-
est filter calibrations that account for the time-dependent
contamination layer present on the CCD (Narukage et al.
2014). The SDO/AIA temperature response functions
are version six (v6; using CHIANTI 7.1.3) and obtained
using aia get response.pro with the ‘chiantifix’,
‘eve norm’, and ‘timedepend date’ flags. The comparison
of the observed and synthetic fluxes are shown in Figure 8.
5 http://solar.physics.montana.edu/takeda/xrt_
response/xrt_resp_ch713_newcal.html
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Figure 6. NuSTAR spectra for the regions shown in Figure 5, at different stages of flare evolution with time, increasing from left to right. The
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substantial counts). The quoted uncertainties are with 90% confidence.
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Figure 7. Additional model fits to the NuSTAR spectrum for the impulsive phase of the microflare. (Left) model of two thermals, one fixed
using the parameters from the pre-flare observation (grey line), the second one (red) fitted. (Right) Model fitting two thermals. In both cases
the total model is shown by the purple line and the black data points show the combined data from FPMA and FPMB. Note that the fit was
performed to the data simultaneously and is only combined for plotting here. The quoted uncertainties are 90% confidence levels.
We found that the SDO/AIA 94A˚ Fe XVIII synthetic flux
is near the observed value, as expected, however there is a
consistent discrepancy for Hinode/XRT. The observed fluxes
should match the synthetic fluxes from the NuSTAR spectral
fits as they are sensitive to the same temperature range. Other
authors have found similar discrepancies (Testa et al. 2011;
Cheung et al. 2015; Schmelz et al. 2015) and there is the
suggestion that the Hinode/XRT temperature response func-
tions are too small by a factor of ∼ 2− 3 (see Schmelz et al.
2015). We have therefore multiplied the Hinode/XRT tem-
perature response functions by a factor of two (Figure 8, top
right) and find a closer match to the synthetic values derived
from the NuSTAR spectral fits. The main effect of these larger
temperature response functions is that it requires there to be
weaker emission at higher temperatures to obtain the same
Hinode/XRT flux.
4.2. Differential Emission Measure
Recovering the line-of-sight DEM, ξ(Tj), involves solv-
ing the ill-posed inverse problem, gi = Ki,jξ(T ), where gi
[DN s−1 px−1] is the observable, andKi,j is the the temper-
ature response function for the ith filter channel, and the jth
temperature bin. Numerous algorithms have been developed
for the DEM reconstruction, and we use two methods to re-
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Figure 8. (Top) Comparison of Hinode/XRT and SDO/AIA 94A˚ Fe XVIII fluxes during the microflare’s impulsive phase, to the synthetic
values obtained from the NuSTAR spectral fit. (Bottom) The temperature response functions for NuSTAR (FPMA, solid; FPMB, dot-dash) for
the region shown in Figure 4 (panel 2), SDO/AIA 94A˚ Fe XVIII (solid black), and Hinode/XRT (original, solid; ×2, dashed). This has been
done using the standard Hinode/XRT responses (top left) and then multiplying them by a factor of two (top right) which gives values closer to
the observed fluxes.
cover the DEM: Regularised Inversion6 (RI, Hannah & Kon-
tar 2012), and the xrt dem iterative2.pro method7
(XIT, Golub et al. 2004; Weber et al. 2004).
The regularised inversion (RI) approach recovers the DEM
by limiting the amplification of uncertainties using linear
constraints. Uncertainties on the DEM are also found on both
the DEM and temperature resolution (horizontal uncertain-
ties), see Hannah & Kontar (2012). XIT is a forward-fitting
iterative least-squares approach, using a spline model. Un-
certainties in the final DEM are calculated with Monte Carlo
(MC) iterations with input data perturbed by an amount ran-
domly drawn from a Gaussian distribution with the standard
deviation equal to the uncertainty in the observation. The re-
sulting spread of these MC iterations indicates the goodness-
of-fit.
6 https://github.com/ianan/demreg
7 https://hesperia.gsfc.nasa.gov/ssw/hinode/xrt/
idl/util/xrt_dem_iterative2.pro
For the DEM analysis we calculated the uncertainties on
the Hinode/XRT and SDO/AIA data. The non-statistical
photometric uncertainties for Hinode/XRT were calculated
from xrt prep.pro (Kobelski et al. 2014), and photon
statistics calculated from xrt cvfact.pro8 (Narukage
et al. 2011, 2014). The uncertainties on the SDO/AIA data
were computed with aia bp estimate error.pro
(Boerner et al. 2012), and an additional 5% systematic un-
certainty was added in quadrature to both the Hinode/XRT
and SDO/AIA data account for uncertainties in the temper-
ature response functions. The Hinode/XRT and SDO/AIA
data and uncertainties have been interpolated to a common
time-step, and averaged over the NuSTAR observational du-
ration. The uncertainty for the NuSTAR values in specific
energy bands were determined as a combination of the pho-
ton shot noise and a systematic factor (of 5%) to account
8 updated from CHIANTI 6.0.1 to CHIANTI 7.1.3 as part of this work
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Figure 9. (Left) DEMs obtained during the impulsive phase of the microflare using SDO/AIA, Hinode/XRT and NuSTAR data. (Right)
Residuals of the DEMs in data-space. The pink DEM (red error region) was obtained using the RI, and the blue (with 300 sky blue MC
iterations) from XIT. The DEMs were calculated using both the standard Hinode/XRT temperature responses (top) as well as those multiplied
by a factor of two (bottom).
for the cross-calibration between NuSTAR’s two telescope
modules (FPMA and FPMB). The NuSTAR temperature re-
sponse functions, for each energy range and telescope mod-
ule (shown in Figure 8) were calculated using the instrumen-
tal response matrix for the regions shown in Figure 4.
The resulting DEMs obtained for the impulsive phase are
shown in Figure 9 (left) with the quality of the recovered
DEM solution shown as residuals between the input, and re-
covered fluxes (right). XIT is used with the addition of 300
MC iterations where outlier XIT MC solutions have been
omitted. We have used all available filters with the excep-
tion of Hinode/XRT Be-Thick due to large uncertainties that
are the result of a lack of counts (Figure 3), and SDO/AIA
335A˚ due to the observed long-term drop in sensitivity (see
Figure 1 Boerner et al. 2014). The standard Hinode/XRT re-
sponses (Figure 9, top) lead to disagreement between the two
methods for DEM recovery, notably at the peak, and at higher
temperatures (χ2XIT = 2.77, χ
2
RI = 1.01). Using the Hin-
ode/XRT responses multiplied by a factor of two results in
the methods having much better agreement (χ2XIT = 1.02,
χ2RI = 1.00), and the DEM solutions result in smaller residu-
als, specifically in the Hinode/XRT filters. These final DEMs
(Figure 9, bottom) show a peak at∼ 3MK, and little material
above 10 MK.
To understand how much of this material has been heated
out of the background during the microflare we performed
DEM analysis for the pre-flare NuSTAR time (∼ 11:10 UT).
There is no Hinode/XRT data for this time so we determined
the DEM using NuSTAR and SDO/AIA data. The DEMs for
the pre-flare observations are shown in Figure 10. These
DEMs for each method peak at a similar temperature (∼ 3
MK), and fall off very sharply to ∼ 5 MK. During the mi-
croflare there is a clear addition of material up to 10 MK
(Figure 10, bottom).
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Figure 10. (Top Left) DEM obtained from the pre-flare phase (∼ 11:10 UT) using SDO/AIA, and NuSTAR data. (Top Right) Residuals of the
DEMs in data-space. (Bottom) The RI (left) and XIT (right) pre-flare DEMs shown in comparison to the impulsive-phase DEMs (Figure 9,
bottom row). The pre-flare DEMs peak at similar temperatures, and fall off more steeply than the impulsive-phase DEMs. The increase in the
DEMs is due to the heating during the microflare.
We also represent the DEMs as the emission measure dis-
tributions (EMDs; ξ(T )dT ) which allows us to compare the
DEM results to the NuSTAR spectral fits, shown in Fig-
ure 11. Here we have also over plotted the EM loci curves,
EMi = gi/Ki, which are the upper-limits of emission based
on an isothermal model, with the true solution lying below all
of the EM loci curves. The NuSTAR thermal model fits are
the isothermal (in the pre-flare phase) or two thermal (impul-
sive phase) fits to the multi-thermal plasma distribution, and
so represent an approximation of the temperature distribution
and emission measure. These models produce the expected
higher emission measure values compared to the EMD, and
are consistent with the EM loci curves.
5. MICROFLARE ENERGETICS
5.1. Thermal Energy
For an isothermal plasma at a temperature T and emission
measure EM, the thermal energy is calculated as
UTI = 3kBT
√
EMfV [erg] (2)
where kB is the Boltzmann constant, f, the filling factor, and
V, the plasma volume (e.g. Hannah et al. 2008). Using the
two thermal fit (Figure 7, right) we calculated the thermal
energy during the impulsive phase, finding UTI = 0.9×1028
erg (tI = 116 s). Here the equivalent loop volume, VE =
fV , was calculated as a volume of a cylinder enclosing only
the flaring loop with length, L ∼ 50′′, and diameter, d ∼ 6′′.
This thermal energy includes both the microflare and back-
ground emission. We found the pre-flare energy (using fit
parameters; Figure 6, left) as UTI0 = 0.9 × 1028 erg (and
tI0 = 164s). The resulting heating power during the mi-
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Figure 11. Emission measure distribution obtained from the pre-flare (left) using SDO/AIA, and NuSTAR data, and the impulsive phase of
the microflare (right) using SDO/AIA, Hinode/XRT and NuSTAR data with the Hinode/XRT responses multiplied by a factor of two. The EM
loci curves for NuSTAR are shown in the same colours as in Figure 8; the SDO/AIA loci are plotted in grey, with 94A˚ Fe XVIII in dark grey;
and Hinode/XRT loci are over plotted as dark grey dashed lines. The thermal fits from Figures 6 and 7 are plotted as filled circles (black) with
shaded 90% confidence contours.
croflare from the thermal fits to the NuSTAR spectra is then
PTIF = UTI/tI − UTI0/tI0 = 2.5× 1025 erg s−1.
The thermal energy can also be estimated for a multi-
thermal plasma using
UT = 3kBV
1/2
E
∫
T
TξV (T ) dT√∫
T
ξV (T ) dT
[erg] (3)
as described in Inglis & Christe (2014), with the filling fac-
tor, f = 1, and ξV (T ) = n2dV/dT in units of cm−3
K−1. For the RI and XIT DEM solutions we find values
of UTRI = 1.1 × 1028 erg, and UTXIT = 1.2 × 1028
erg during the impulsive phase of the microflare. The pre-
flare thermal energies we find UTRI0 = 1.2 × 1028 erg, and
UTXIT0 = 1.2 × 1028 erg, and this then gives values of the
heating power during the impulsive phase of the microflare as
PTRIF = 2.3× 1025 erg s−1, and PTXITF = 3.0× 1025 erg
s−1. All of these approaches give a similar value for the heat-
ing, about 2.5×1025 erg s−1, over the microflare’s impulsive
period, and a summary of these values with uncertanties are
given in Table 1. It should be noted that these values are
lower limits as the estimates neglect losses during heating.
From the analysis of 25, 705 RHESSI events, (Table 1 Han-
nah et al. 2008) microflare thermal energies were found to
range from UT = 1026−30 erg (5%− 95% range; from a 16s
observation). This is equivalent to PT = 6.3 × 1024−28 erg
s−1, and therefore the thermal power from our NuSTAR mi-
croflare is in the lower range of RHESSI observations. This
is as expected as NuSTAR should be able to observe well be-
yond RHESSI’s sensitivity limit to small microflares.
5.2. NuSTAR Non-thermal Limits
Table 1. Summary of thermal energies of AR12333.
Method UT0
a UT
b PTF
[×1028 erg] [×1028 erg] [×1025 erg s−1]
NuSTAR fit 0.9+0.1−0.1 0.9
+0.6
−0.2 2.5
+5.4
−1.6
RI 1.2+0.1−0.1 1.1
+0.1
−0.1 2.3
+0.9
−1.0
XIT 1.2+0.1−0.1 1.2
+0.1
−0.1 3.0
+0.6
−0.7
NOTE—The uncertainties on the energies and power derived from
the NuSTAR fit are 2.7σ (90% confidence), and those from RI/XIT
are 1σ.
a164s observation
b 116s observation
As the NuSTAR spectrum in Figure 7 is well fitted by a
purely thermal model we can therefore find the upper-limits
of the possible non-thermal emission. This approach al-
lows us to determine whether the accelerated electrons could
power the observed heating in this microflare. We used the
thick-target model of a power-law electron distribution above
a low-energy cut-off Ec [keV] given by
F (E > Ec) ∝ E−δ (4)
where δ is the power-law index, and the power in this non-
thermal distribution is given by
PN (> Ec) = 1.6× 10−9 δ − 1
δ − 2NNEc [erg s
−1] (5)
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Figure 12. Non-thermal upper-limits as a function ofEc and δ plotted in terms of non-thermal electron flux,NN (left), and non-thermal power,
PN (right). The three estimates for the thermal power: PTIF , black; PTRIF , pink; and PTXITF , blue, are plotted with 1σ uncertainties. The
grey shaded region represents the required heating power, consistent with all three estimates.
where NN is the non-thermal electron flux [electrons s−1].
We determined the upper-limits on NN (and PN ) for a set
of δ (δ = 5, 7, 9), and Ec consistent with a null detection
in the NuSTAR spectrum. We performed this by iteratively
reducing the model electron flux NN until there were less
than 4 counts > 7 keV, consistent with a null detection to
2σ (Gehrels 1986). We also ensured the number of counts
≤ 7 keV are within the counting statistics of the observed
counts. For each iteration we generated the X-ray spectrum
for the two-component fitted thermal model (Figure 7, right)
and added to this the non-thermal X-ray spectrum for our
chosen δ, Ec, and NN , calculated using f thick2.pro9
(see Holman et al. 2011). This was then folded through the
NuSTAR response to generate a synthetic spectrum (as dis-
cussed in Hannah et al. 2016). The upper-limits are shown
in Figure 12 along with the three estimates of the thermal
power for the background-subtracted flare, PTIF (“NuSTAR
Fit”, black), PTRIF (pink), and PTXITF (blue). For a flatter
spectrum of δ = 5 barely any of the upper-limits are consis-
tent with the required heating power. With a steeper spec-
trum, δ ≥ 7, a cut-off Ec . 7 keV is consistent with the
heating requirement. These steep spectra indicate that the
bulk of the non-thermal emission would need to be at ener-
gies close to the low energy cut-off to be consistent with the
observed NuSTAR spectrum. If we instead consider some of
the counts in the 6− 7 keV range to be non-thermal (e.g. the
excess above thermal model in the left panel in Figure 7) then
we would obtain higher non-thermal power, about a factor of
0.5 larger. However this would only substantially effect the
9 https://hesperia.gsfc.nasa.gov/ssw/packages/
xray/idl/f_thick2.pro
steep non-thermal spectra (δ ≥ 7) as flatter models would be
inconsistent with the data below 7 keV.
We can again compare the microflare studied here to non-
thermal energetics derived from RHESSI microflare statis-
tics. Hannah et al. (2008) report non-thermal parameters of
δ = 4 − 10, Ec = 9 − 16 keV, and the non-thermal power
ranges from PN (≥ Ec) = 1025−28 erg s−1. The largest
upper-limits NuSTAR produces for this microflare are again
at the the edge of RHESSI’s sensitivity. In a previous study
of nanoflare heating Testa et al. (2014) investigated the evo-
lution of chromospheric and transition region plasma from
IRIS observations using RADYN nanoflare simulations. This
is one of the few non-thermal nanoflare studies and they re-
ported that heating occurred on time-scales of . 30s char-
acterized by a total energy . 1025 erg, and Ec ∼ 10 keV.
The simulated electron beam parameters in this IRIS event
are consistent with the NuSTAR derived parameters, but in a
range insufficient to power the heating in our microflare.
6. DISCUSSION AND CONCLUSIONS
In this paper we have presented the first joint observa-
tions of a microflaring AR with NuSTAR, Hinode/XRT, and
SDO/AIA. During the impulsive start, the NuSTAR spectrum
shows emission up to 10 MK, indicating that even in this
∼A0.1 microflare substantial heating can occur. This high
temperature emission is confirmed when we recover DEMs
using the NuSTAR, Hinode/XRT, and SDO/AIA data. These
instruments crucially overlap in temperature sensitivity, with
NuSTAR able to constrain and characterise the high tempera-
ture emission which is often difficult for other instruments to
do alone.
In this event we find the Hinode/XRT temperature response
functions are a factor of two too small, suggesting that it
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would normaly overestimate the contribution from high tem-
perature plasma in this microflare.
Overall we find the instantaneous thermal energy during
the microflare to be ∼ 1028 erg, once the pre-flare has been
subtracted this equates to a heating rate of ∼ 2.5 × 1025
erg s−1 during the impulsive phase of this microflare. This
is comparable to some of the smallest events observed with
RHESSI, although RHESSI did not see this microflare as its
indirect imaging was dominated by the brighter ARs else-
where on the disk.
Although no non-thermal emission was detected, we can
place upper-limits on the possible non-thermal component.
We find that we would need a steep (δ ≥ 7) power-law down
to at least 7 keV to be able to power the heating in this mi-
croflare. This is still consistent with this small microflare be-
ing physically similar to large microflares and flares, but this
would only be confirmed if NuSTAR detected non-thermal
emission. To achieve this, future NuSTAR observations need
to be made with a higher effective exposure time. For im-
pulsive flares this cannot be achieved with longer duration
observations, but only with higher livetimes. Observing the
Sun when there are weaker or fewer ARs on the disk would
easily achieve this livetime increase, conditions that have oc-
curred since this observation and will continue through solar
minimum.
These observations would greatly benefit from new, more
sensitive, solar X-ray telescopes such as the FOXSI (Krucker
et al. 2014) and MaGIXS (Kobayashi et al. 2011) sound-
ing rockets, as well as the MinXSS CubeSats (Mason et al.
2016). New data combined with NuSTAR observations dur-
ing quieter periods of solar activity should provide detection
of the high-temperature and possible non-thermal emission
in even smaller microflares which should, in turn, provide a
robust measure of their contribution to heating coronal loops
in ARs.
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