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The purpose of this study is to explore the processes of 
social polarization, an increasing gap between the rich and 
poor, in Jefferson County, Kentucky, to determine the spatial 
characteristics involved and to investigate useful 
methodological tools. I argue that social polarization 
processes are evident in Jefferson County, and I attempt to 
describe and analyze the emerging spatial characteristics of 
polarization in the study area. 
The study area comprises the thirteen market areas of 
Jefferson County, which were broken down into 3 socioeconomic 
regions based on the natural breaks of market area median 
household income. Each market area is analyzed to illustrate 
how these regions reflect the three economic classes of low, 
middle and high. Because these social economic regions exist, 
x 
social polarization may be occurring in Jefferson County, 
Kentucky. 
Principle components analysis, a factor analytic method, 
can create an index of component scores for the measurement of 
social polarization. For analysis, the thirteen market areas 
of Jefferson County, Kentucky, are used as cases. Based on a 
literature survey, four variables were found to have a direct 
association with an increase in income inequality. Three 
occupation variables represent the three economic classes. 
The fourth variable is median household income. The component 
scores can be used to measure social polarization in Jefferson 
County, Kentucky. 
One factor was extracted, having 73.8% of the variation, 
and a bar chart was created to illustrate the component 
scores. Most of the market areas fell in the middle area 
between +1 and -1. If these market areas increase or decrease 
in score thereby leaving the middle area to the extremes of 
greater than +1 or less than -1, then polarization with regard 
to vocation and income has taken place. A bivariate 
correlation analysis showed extremely high correlations 
between each test variable and between the component scores 
and the test variables. Further research is recommended to 
validate the study. 
CHAPTER I 
INTRODUCTION 
Introduction 
Recently, frequent attention has been given to the 
subject of social polarization, an increasing economic 
inequality between the rich and poor, through both scholarly 
and non-scholarly publications. For example, a recent article 
in Fortune states that the middle class has become much more 
divided and is judged not only by income but also by vocation 
and residence (Labich, 1994). This idea of class separation 
seems to affect everyone because of the personal implications 
involved. A recent article in Newsweek contends that the 
national character of America is disappearing. One of the 
reasons cited was the increased separation of economic classes 
(Adler, 1995). For these reasons, the problem of class and 
its association with economic restructuring is now present in 
the mainstream of American thought. Moreover, the spatial 
aspect of the mechanisms involved lends itself to study in a 
geographic framework. 
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Statement of the Problem 
Now more than ever people are aware of income inequality. 
U.S. News and World Report recently ran a cover story on this 
subject. The message conveyed was that the share of wealth is 
dramatically skewed. "The gap between the rich and the poor 
is growing steadily, and the people in the middle are going 
nowhere" (Roberts, 1996, p.44). 
On one side, workers are concerned because many have lost 
jobs. Many of these people who lose their jobs are out of 
work for sometimes a year until receiving employment at a cut 
in pay. Some keep their jobs, but work longer hours. In 
addition, people are receiving less real weekly earnings now 
than in 1970 (Figure 1). 
Figure 1 - Real Weekly Earnings 1970 to 1990 
(Roberts, 1996) 
On the other side are found the top money earners, or the 
"cognitive elite" as described in the book The Bell Curve 
(Herrnstein and Murray, 1994, p.25). This higher bracket 
accounts not only for most of the wealth and income but--
central to the focus here also most of the increase in wealth 
and income. This inequality is illustrated by showing the 
"Winners and Losers" of the 1980s (Wolff, 1995)(Figure 2). 
Figure 2 - Economic Growth during the 1980s (Wolff, 1995) 
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The high income families (in this instance, the top 
twenty percent) captured 98.7% of the share for the U.S. in 
real growth in wealth between 1983 and 1989. If one measures 
the middle class as a family earning an annual income between 
$15,000 and $50,000 then, from 1969 to 1994, the U.S. middle 
class decreased in population by 12.3%, while the upper and 
lower classes gained 11.4% and 1.0%, respectively (Figure 3). 
Figure 3 - Household Income 1969 to 1994 
(Roberts, 1995) 
Purpose of this Research 
The purpose of this research is to explore social 
polarization in Jefferson County, Kentucky, to determine the 
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spatial characteristics involved and to investigate useful 
methodological tools. This study is initiated to determine 
whether global processes have an impact in Jefferson County. 
Understanding the relationship between increasing technology 
and increasing inequality in urban environments can promote 
solutions to curtail the social polarization effect. 
Planners, researchers, and city managers all need to know if 
social polarization processes are occurring in this area in 
order to develop solutions. 
Plan of Development 
In this thesis, I first provide a detailed background to 
social polarization by reviewing the relevant literature. 
This background includes identifying the problem of social 
polarization and its contribution to contemporary geographic 
theory. I then outline the evolution of factor analysis and 
my use of its methods. Next, I provide a historic and modern 
view of Louisville and Jefferson County (Figure 4), then 
establish a working hypothesis for applying factor analysis as 
a research tool, examine the relevant data, and draw 
conclusions based on my findings. Selected definitions can be 
found in Appendix A. Finally, I initiate a discussion about 
the research results and suggest important future avenues of 
research. 
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Figure 4 - Jefferson County, Kentucky 
(Adams, 1989) 
CHAPTER II 
LITERATURE REVIEW 
Social Polarization 
Inequality has been around for centuries. It is not a 
new concept. Inequality existed in Classical times, in the 
Middle Ages, in Colonial times, and now it exists in the 
present (Marcuse, 1993). Social polarization is inequality. 
Yet, where inequality is simply the act of being unequal, 
polarization is a dynamic process that leads towards a greater 
inequality -
Social polarization is defined as the separation of 
classes, the rich getting richer and the poor getting poorer. 
Further, it is the shrinking of the middle class. Important 
to this idea then is the associated skills or occupations that 
place people into these different classes. Areas dominated by 
a certain class can be identified in different parts of a 
city. For example, a professional such as a doctor or lawyer 
may be thought of, socially and economically, as rich and high 
class. This professional usually lives in a high-class area. 
Likewise, at the other end of the scale, there may be service 
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workers such as fast-food employees who do not earn as much 
money. They generally live in a lower class area. In the 
middle are industrial and factory jobs that may be unionized, 
thereby letting workers earn more than their service 
counterparts but less than the professional wage. These 
workers live in a middle-class area. These examples make up 
a cross sectional profile of urban areas in advanced, 
industrial cities. Historically this is the outline of the 
American urban classes (Hamnett, 1994). 
Consequently, if in this new world economy of technology 
and competition between cities a certain part of the economy 
fades or increases, its impact could have strong implications 
for the social classes. In the recent competition to compete 
in the global market, if the production of white collar 
professional jobs increases with services while the middle 
manufacturing base declines, then polarization becomes 
possible. This fear is an ever-present one in a capitalist 
society. 
In the ongoing effort to create jobs and compete in the 
global marketplace, the United States, Kentucky, and its core 
city of Louisville have participated feverishly in the quest 
to have global connections and commerce. U.S. exports and 
imports of goods and services have risen from 9% of the GDP 
(Gross Domestic Product) in 1960 to 27% in 1994 (Figure 5). 
Similarly, there has been an increase in revenue due to the 
growth in U.S. exports (Baldwin, 1995) (Figure 6). 
An organization called the Kentucky World Trade Center 
has been created to contribute to the state's global effort. 
Kentucky's exports grew at a faster percentage than the U.S.'s 
from 1989 to 1994 (Figure 7). The total value of Kentucky's 
exports for 1994 was $5,398.6 million. Louisville accounts 
for 30% of the state's exports (Baldwin, 1995). 
Figure 5 - U.S. Exports and Imports as % of GDP (In billions 
of 1987 dollars) (Kentucky World Trade Center, 1995) 
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Figure 6 - U.S. Exports (Baldwin, 1995) 
KENTUCKY 
EXPORTS 
EXPORTS KENTUCKY 
PERSONAL 
INCOME 
Figure 7 - Average Export Growth of Goods and Services 
1989-1994 (Baldwin, 1995) 
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With the global economy in mind, Louisville recently 
upgraded the former Standiford Field to Louisville 
International Airport. This change is an important element in 
the perception of Louisville. Having an international airport 
can create a strong positive image for a city. This positive 
image means economic rewards such as the attraction of 
business. In fact, although the airport is equipped for 
international flights, it has none as yet. 
If indeed we are headed down a road that leads to a 
further polarization of urban society, then it would be wise 
to attempt to understand not only the theory of polarization 
but also to determine its validity in a practical setting. 
Social Polarization Theory 
Over the past ten years, a theory of social polarization 
has developed as a means of explaining the rise of world 
cities and the social implications occurring as a result of 
the changing economy. World cities are those cities that have 
the best transportation and communication networks between 
themselves and the rest of the world, which makes them global 
in scope. The added economic functions are incentives for 
cities that are global or that are trying to be global. 
Social polarization theory says that in global cities, 
and in cities attempting to be global, there has been an 
increase in professional positions and the services needed to 
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sustain them. There is also a decrease in blue collar 
manufacturing jobs. These three occupational areas 
historically have been characterized as the low, high, and 
middle classes. Since the manufacturing job base has 
declined, so has the middle class. This shrinking leads to a 
greater separation of classes between low and high, and the 
result is a growing social gap. 
It is theorized that this social polarization is 
perpetual— in that the more world connections a city has the 
more class polarization will take place (Hamnett, 1994). 
Friedmann and Wolff (1982) have outlined the process occurring 
with the economies and organization of world cities. They say 
that shifts in the organization of employment will impact the 
social composition of the economy and the populace. They 
argue that the "transnational elites" or the dominating class 
of the new world city will emerge larger and stronger, while 
industry will be replaced with 'think tanks,' leaving a large 
lower class responsible for servicing the elites. 
Saskia Sassen (1991), a proponent of social polarization 
theory, furthered this idea by arguing that the economic 
structural changes of cities are a direct result of changes 
occurring in the economic job base. She insists that the new 
growth conditions prevalent in global cities have resulted in 
a realignment of classes. 
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The industrial structures of New York, London, and Tokyo 
are dominated by occupations on two ends of the class scale. 
These are the professional and managerial jobs and the service 
occupations necessary to sustain them. The first are the 
elites, while the latter are the lower classes. 
Simultaneously comes the decline of the manufacturing base and 
skilled manual jobs. Thus we see a growth at both ends of the 
socioeconomic scale, while the middle class is squeezed out 
(Figure 8). Figure 8 shows class diagrams of the United 
States and the United Kingdom. Here, zone 1 is the higher 
class, zone 2 is the middle class, and zone 3 is the lower 
class. Many other analysts have published studies associated 
with this problem. They include Murphy and Watson (1994) on 
Australian cities; Fainstein (1992) on London and New York; 
Castells (1989) on U.S. cities; and Soja (1988) on Los 
Angeles. 
Critiques of Social Polarization Theory 
The social polarization thesis takes the international 
and national division of labor and connects them to a 
concentration of professional occupations, a decline of the 
manufacturing industry, and an increase in low paying service 
jobs in global cities. These processes are seen as causal 
mechanisms of change in urban occupations and income 
distribution, as well as in urban segregation. Hamnett (1994) 
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Figure 8 - Social Polarization Profiles (Pahl, 1988) 
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has cited three weaknesses in Sassen's thesis: 
(1) An ambiguous definition: Despite its centrality, the 
concept of social polarization can mean very different things 
to different people (Pahl, 1988). The units of measurement are 
unclear, as are the variables to be used. Even the definition 
itself is debatable. 
(2) It contradicts other works on social change, namely 
professionalization. It fails to provide an in-depth 
assessment of the wide literature available on changing 
occupational structures in cities having economic connections 
with the rest of the world. The growth of professionalization 
put forth in The Coming of The Post Industrial Society, termed 
the new middle class (Bell, 1973), closely parallels Sassen's 
thesis, yet there is not much discussion of this in her study. 
(3) The thesis is based on cities that traditionally have had 
high.-immigration rates, like the cities of Los Angeles and New 
York. This could inflate the entire data scheme and analysis. 
By confining her research to these two cities, Sassen does not 
study a wide variety of cities. Therefore, she cannot 
reasonably expect her conclusions to be applicable elsewhere. 
Despite these critiques, social polarization theory is 
widely accepted. One of the reasons it is accepted reflects 
the logic Hamnett used in failing to address Tokyo. Tokyo has 
very little immigration, and therefore has been exempt from 
criticism. It is true that Saskia Sassen inferred the results 
of her three cities to a larger population: New York, London, 
and Tokyo are the most important cities in the global system 
because they have the most economic connections with the rest 
of the world. However, whether this theory can be applied to 
a less important city such as Louisville and to the county of 
Jefferson is uncertain. 
Other Critiques 
Different Concepts of Class 
In the problem statement, the middle class was defined as 
those households earning between $15,000 and $50,000 (Roberts, 
1995). That description is just one of the many ways it has 
been defined. For example, Rubenstein (1995) defines the 
middle class as those households with an income between 
$20, 000 and $29, 000. Michael Novak (1995, p.4) writing in 
Forbes refers to Smeeding of Syracuse University, whom he 
says, "arbitrarily limits the middle class to households with 
annual income between $18,000 and $55,000 in 1987 dollars." 
Also, in 1992, Richman (1992) contended that the Census Bureau 
defined the middle class as those households lying between 
half and twice the median income. 
Another problem is that there are two main data gathering 
agencies in the United States: the Census Bureau and the 
Congressional Budget Office. These two agencies come up with 
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different number schemes. As a result, the middle class could 
be gaining or losing ground, depending on which agency's data 
are examined (Richman, 1992). 
Small Level Measurement 
As with most metropolitan counties, Jefferson County 
periodically adds and deletes census tracts according to 
increasing or decreasing population. Consequently, only a 
small portion of the 1980 data was obtained for the thirteen 
market areas in the study. Data obtained revealed that the 
county's housing stock, determined by location preference, 
household size, and market conditions, showed an eastward 
shift from 1980 to 1990. Two neighborhoods in the eastern 
part of the county, Lyndon and Anchorage, accounted for 20% of 
the 17,000 housing units added to the county during the last 
decade. Older neighborhoods in Louisville owned a majority of 
the county's 15,000 lost housing units. The last two 
decennial censuses show a "southeastern shift in jobs in 
Jefferson County" (Mellett, 1994, p.7). The fastest growing 
employment centers have been found in the east and southeast, 
central Louisville, and the airport area. West Louisville 
lost 10,000 jobs, and in every industrial category. 
However, this intial data was not enough to make a fair 
comparison between 1980 and 1990 in terms of social 
polarization and social polarization theory. For this reason, 
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only 1990 data were used. Since past data cannot be measured 
against the 1990 data, this investigator uses 1990 data as an 
index to be compared with future measurements. 
Methodological Approaches 
Now follows an analysis of the basic concepts behind 
factor analytic techniques, beginning with social ecology-
Social—Ecology 
Geographers use philosophy as a tool to explain certain 
spatial-sociological processes. An example of this activity 
is the philosophy that one can use a spatial typology to aid 
in the sociological measurement of urban areas, as is the case 
with the Chicago School (Raguraman, 1994). 
Social ecology emerged from the ecological tradition of 
the University of Chicago in the 1920s, when the social 
distributions of Chicago were mapped and compared with data 
from-'the city's census tracts of 1910. It is concerned with 
the "spatial pattern of social phenomena and with the 
possibility of inferring conclusions about process from the 
study of such patterns" (Jackson, 1984, p.162). The 
concentric zone model devised by Burgess in 1925 came out of 
this school and was essentially concerned with the growth of 
the city (Jackson, 1984). 
Before 1949, social ecology had an initial goal of 
identifying natural areas as geographical territories and of 
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studying them in terms of their social characteristics 
(Herbert, 1982). Researchers provided in-depth reports of 
areas in the city classified on the basis of the social, 
economic, and demographic characteristics of the area's 
residents (Cutter, 1985). At the micro scale, these studies 
formed the basis for understanding communities and 
neighborhoods within a social geographic framework. 
Social ecology as a field of research both encompasses 
and precedes the methodologies of social area analysis, 
factorial ecology, and factor analysis. The difference 
between social ecology and social area analysis is that social 
ecology generally uses only one variable, socioeconomic 
status, to differentiate between areas, while Shevky and 
Bell's 1955 model added two more variables to the sequence 
(Cutter, 1985). 
Critics said that this model reacted to the Chicago 
school. It is also said that factorial ecology reacted to 
social area analysis. I disagree. These studies merely built 
on each other. Together they comprise an important segment in 
the evolution of geographic on urban environments. These 
studies are a continuing attempt to explain the underlying 
processes of social forces and patterns on the human 
landscape. 
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Social Area Analysis 
Following World War II, large scale migrations occurred 
in American cities and into to distinct ethnic areas within 
those cities. An example is "Little Italy" in New York and 
the large concentration of Italians who settled there. Also, 
interurban and intraurban mobility gave rise to suburbia, 
which in turn enhanced the complex mosaic of ethnic and social 
patterns that still prevail today in American cities. This 
dramatic increase in scale and diversity in cities put 
planners in a desperate position. There needed to be a better 
understanding of the components and forces at work in urban 
areas. Yet there just simply was no way to look inside the 
sociological patterns of a city and break them down into 
smaller, more recognizable units. If these units were 
recognized, planners could adjust and prepare for future 
development (Hartshorn, 1992). 
In the 1950s, social area analysis evolved in an effort 
to "link social structure and urban residential patterns" 
(Johnston, 1984, p.308) using constructs or dimensions of 
social space. Social area analysts, such as Shevky and Bell 
(1955), found significant spatial-sociological patterns in 
their research and referred to them as constructs. These 
dimensions helped form a thesis which argues that the changing 
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differentiation in cities originates from the changing 
differentiation of society (Hartshorn, 1992). 
These models established, however contentious, "a theory 
of social differentiation and of initially recognizing 
variations in social rather that in geographical space" 
(Herbert, 1982, p.284). The methodology of social area 
analysis was a big success. Shevky and Bell became the 
leading proponents on social area analysis by 1955 (Herbert, 
1982). 
While charting the outcome of Shevky and Bell's factor 
analyses of social areas in the 1960s, geographers discovered 
that the three elements of urban space (the original 
constructs of Shevky and Bell) had visible spatial patterns 
(Hartshorn, 1992) (Figure 9) . These regularities reflected 
the ring, sector, and multiple nuclei models. Geographers 
combined these layers to make a "spatial sandwich" of (1) 
economic status; (2) urbanization; and (3) ethnic segregation. 
The economic status exhibited a sector model, urbanization 
mimicked a concentric ring pattern, and ethnic segregation 
reflected a multiple nuclei model (Hartshorn, 1992). Social 
area analysis studies, then, are reflective of social 
geography- This reflection fused together social geography 
and urban geography, since the areas studied are urban. 
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Figure 9 - Social Area Analysis Model (Hartshorn, 1992) 
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Factorial Ecology 
Social area analysis was succeeded in the late 1960s by 
the more inductive procedure of factorial ecology (Johnston, 
1984). Factorial ecology has been employed to explain those 
studies of urban residential areas using factor analysis as a 
technique (Herbert, 1982). This procedure can take a larger 
number of social classifications and achieve a better spatial 
study without modification (Johnston, 1983). It is not one 
method, but a cooperative term that includes a set of options 
(Herbert, 1982). Critics of social area analysis are the 
advocates of factorial ecology. 
Factor Analysis 
Factorial analysis was first developed from a growing use 
of quantification by urban geographers. It has been described 
as factor analysis in the study of residential differences 
(Short, 1984). Using computers, it now was possible to have 
very large data sets for study and, consequently, an expanded 
typology for such a use. For example, the city of Bristol was 
examined in the 1970s and found to have eleven variables for 
821 observations that had 9,031 outcomes. Thus, this kind of 
study was much larger and more in-depth than its predecessors, 
and was not feasible until the introduction of computers 
(Short, 1984). Factor analysis offered a great incentive to 
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urban geographers who were dissatisfied with the drawbacks of 
social area analysis (Cutter, 1985). 
There are several differences between social area 
analysis and factorial ecology. Through deductive reasoning, 
social area analysis identifies changes in society, transforms 
these into three patterns (economic, urbanization, and 
ethnicity) and selects census variables or ratios with which 
to characterize them. In contrast, factor analysis uses 
factors that can be thought of as equivalents of these 
patterns, by using an objective procedure (Herbert, 1982). 
Factor analysis, a data reduction method, identifies the 
basic variance or pattern in a set of variables. It 
compresses an original body of data and creates a set of 
derived factors that have underlying meaning. The factors are 
simplified abstractions that interpret the underlying 
structure of the data around which the variables are arranged. 
The use of factor analysis is to identify rather than to 
explain patterns in the data (0'huallachiain, 1991). With 
this method it is possible to minimize the number of variables 
studied while maximizing the research content held in these 
variables. 
There are three forms of information or 'output' needed 
to interpret factor analysis results. Eigen Values explain 
"the relative strengths of the factors and can be expressed as 
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proportions of the total variance or variability in the 
initial input; the size of the eigen value represents the 
ability of factor analysis to summarize a high proportion of 
this variability in a smaller number of factors or dimensions" 
(Herbert, 1982, p.291). Loadings are computed for each 
original variable against each factor or component and allow 
the makeup of the factor to be translated. Loadings range 
from +1.0 to -1.0. Scores are then computed for each 
examination on every factor and enable the spatial arrangement 
of each dimension to be revealed (Herbert, 1982). 
Principle Components Analysis 
Principle components analysis, introduced during the 
1970s, is a factor analytic technique. This technique allows 
the researcher to account for the largest amount of variation 
in the first loading, enabling the scientist to have the 
largest amount of variation in the first component score. 
Principle components analysis is a widely used factor analytic 
technique. Indices and standards of measurement are created 
using this tool. 
CHAPTER III 
SOCIAL POLARIZATION IN JEFFERSON COUNTY 
Background 
Jefferson County was established in 1780 and named for 
Thomas Jefferson, the governor of Virginia. It is Kentucky's 
most populated county and one of three from which the Virginia 
legislature composed its Kentucky County. All, or a portion 
of, twenty-eight counties were formed from its original 
territory. Formerly a site simply known as the Falls of the 
Ohio, Louisville, the county seat of Jefferson, is also 
Kentucky's only first-class city- It too is named after a 
prominent historical figure: Louis XVI of France. King Louis 
XVI had helped America's cause in the Revolutionary War. 
Jefferson County is in North Central Kentucky. It 
extends out nearly equally in all directions from the banks of 
the Ohio. It is located just across the river from the state 
of Indiana, and four counties share its border. These 
counties are Oldham, Shelby, Spencer, and Bullit. Although 
originally 7,800 square miles, the county now extends for only 
387 square miles. Jefferson County hosts Louisville and over 
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100 smaller cities inside its political limits. It is the 
major manufacturing and economic center of Kentucky, with a 
population in 1990 of 664,937. The median household income in 
1991 was $27,092 (Mellett, 1994). There are an estimated 
329,189 jobs, with the largest share going to services, where 
98,306 people are employed. The most extensive employer is 
the United Parcel Service, employing over 13,000 (Crutcher, 
1994). Other large employers include General Electric, Ford 
Motor Company, Phillip Morris USA, and the Naval Ordinance 
Station. Jefferson County is home to one-third of the state's 
doctors and lawyers. Eight thousand people in 89 counties 
commute here to work each day (Nold, 1995). 
A major contributing factor in the success of Louisville 
is its transportation system. There are three interstates and 
four major highways, all of which are being, or have been, 
expanded to their lane capacity. At the new Louisville 
International Airport the number of flights is increasing 
every year (Crutcher, 1995) . There is a city bus line called 
TARC (Transit Authority of the River City) and a regional 
Greyhound bus terminal. The train companies serving the area 
are CSX, Norfolk Southern, and Paducah and Louisville, 
although Louisville has no Amtrak passenger service. Perhaps 
the most important transportation link is the McAlpine Locks 
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and Dam on the Ohio River, where barges safely pass through 
carrying millions of tons of cargo each year (Adams, 1989). 
Between 1940 and 1950, the county population increased 
by nearly 100,000 to reach 484,615 occupants. The decade of 
1950 to 1960 would be the last one of substantial growth, with 
the population increasing to 610,947, probably due to the baby 
boom era. The city of Louisville proper reached its 
population peak of 390,000 people in 1961. The decade after 
that, the population peak was reached for Jefferson County at 
695,055 people. General Electric company based its largest 
plant here in the 1960s (Kleber, 1978). 
The economic conditions of the last two decades have 
tested the area's strength. By 1980, the population of the 
county had dropped by 10,000, and another 20,000 people were 
lost between 1980 and 1990. The 1991 Census recorded 664,937 
residents. Since then, the county's population has steadily 
declined, losing people to bedroom communities outside its 
political limits (Nold, 1995). 
Market Areas 
To be better prepared for the future growth of Jefferson 
County, the Jefferson County Planning Commission created a 
twenty-five year plan of forecasts. The final report entitled 
Jefferson County Forecasts of People, Jobs and Housing: 1995 
to 2020 was compiled using "Market Area Profiles." This 
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report was compiled by the State Data Center at the University 
of Louisville for use by the Jefferson County Planning 
Commission. These and other reports make up Cornerstone 2020, 
the umbrella name given to the Commission's present series of 
outlook studies. 
Early in the decision process, the Commission decided to 
separate the county's 178 census tracts (Figure 10) into 13 
more manageable sections called "market areas" (Figure 11). 
"Census tracts were grouped so that each of the resulting 
market areas had a common topography, housing mix, density, 
and socioeconomic character" (Mellett, 1995, p.13). Since 
1. Northeast 
2. West Louisville 
3. Floyd's Fork 
4. Shelbyville Road 
5. Highlands 
6. Central Louisville 
7. Riverport 
8. Southeast 
9. Iroquois 
10. Airport 
11. Okolona 
12. Far South 
13. Forest 
Figure 10 - Jefferson County Census Tracts 
(Mellett, 1995) 
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Figure 11 - Jefferson County Market Areas (Mellett, 1995) 
data were compiled for each market area, the planners' job was 
made easier and more precise. While planning on the census 
level seems too small, planning for the county level seems too 
large. The market areas make data and, therefore, planning 
available on the area level in the county. Such concerns as 
population, land use, and employment market can now be more 
easily identified. 
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Market Regions 
When interviewed on the spatial-social differentiation of 
Jefferson County, University of Louisville geographer Bill 
Dakan said he has "never known a city where sectional 
differences were so clearly articulated" (Nold, p.12, 1995). 
If you think of the county as a clock face with region 1 at 
the 12 then, going counter clockwise, income and lifestyle 
increase as you go around the county (Nold, 1995). 
This merging of stereotype and reality in the minds of 
the residents of the county has lead to three distinct areas. 
These areas are defined by aggregating the market areas into 
3 market regions. This analysis was performed by using the 
natural breaks classification system based on median 
household income (Figure 12). These regions mimic the 
impressions of social divisions in the county as perceived by 
the residents (Figure 13) . The natural breaks based on income 
between the regions were significant. Break 1, between 
regions 1 and 2, had a break of $9,000 between West Louisville 
at $13,000 and Riverport, at $22,000. Likewise, break 2 
separating region 2 and region 3 showed an income gap of 
$9,000 between the Southeast at $33,000 and the Shelbyville 
Road area having $42,000. These breaks, signifying a gap 
among the residents of this county, have been in place for 
some time. Downtown, the inner city area of region one has 
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higher crime and lower living conditions. It is generally 
disliked, and people usually venture into this region only 
Jefferson County MHI* Natural 
Breaks By Market Area 
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Figure 12 - Jefferson County Median Household Income Natural 
Breaks by Market Area 
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Figure 13 - The Market Regions of Jefferson County 
(Mellett, 1995) 
2 is home to the broad-based middle class, with the average 
median household income for the region falling very close to 
the county average. 
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While this fact leaves some residents content with their 
status and middle class residence in the county, many others 
would rather live farther east. To the east is the 
upperclass region 3. If a family begins to earn more money, 
it typically migrates to the east end. In the east end can be 
found the good life. Everything looks nicer in this region. 
It is the peak of social status for the county. Usually, if 
you're anyone important or wealthy, you live in region 3. 
While this perception is only half true, with 45% of the 
county's households earning over $150,000 found here, the 
acute perception attached to this region has influenced an 
eastward migration of county population. 
Recognized as ends of the county (west, south, and east) 
by its residents (Nold, 1995), these regions reflect the three 
socioeconomic classes of society based on income. Because 
these regions exist, does it follow that social polarization 
processes are at work in Jefferson County? 
To address this question and to provide a more 
qualitative profile of Jefferson County, each of the market 
areas is explored in some detail and a number of questions are 
posed relative to social polarization. Part of the social 
polarization process in urban areas is an expansion of the 
upper class zone beyond its original limits. In what 
direction is this expansion occurring in Jefferson County? 
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Moreover, if a small sector of the middle-class (essentially 
the upper end) is moving into the elite group in terms of 
income and occupational status, where is this occurring? 
Social polarization also is linked to the loss of 
manufacturing-industrial jobs and to the decline in 
neighborhoods previously associated with this occupational 
level. Is this process occurring in Jefferson County and, if 
so, where? The theory of world city connectivity also 
suggests an increase in occupations related to services and 
transportation. Are these changes evident in Jefferson 
County, and if so, where? Finally, social polarization theory 
suggests that changes in the social fabric of the landscape 
should occur as more economic levels and occupational status 
begin to change. Are these changes evident in the three 
market regions? 
In Jefferson County, the projected job change by industry 
between 1995 and 2020 shows economic restructuring that may 
result in polarization (Figure 14). For example, services are 
expected to increase substantially in every market area 
between 1995 and 2020 for a total of 80,996 new jobs. This 
figure represents four times as many as the next largest 
sector, retail trade. FIRE (Finance Insurance and Real 
Estate) is the next largest, and then TCU (transportation, 
communication and utilities)/ wholesale with an increase in 
are expected to decrease substantially, losing 24,567 jobs, 
six times more than any other sector. This loss will be felt 
in nearly every market area, but market region 2, populated 
with many middle class industrial workers will be hit hardest. 
20,000 manufacturing jobs will be lost, and replaced with 
40,000 lower wage service jobs. 
PROIECTED CHANCE IN IOBS BY INDUSTRY, 1990 to 2020 
Market Areas Services Retail FIRE TCU, Manufac- Other Total 
Trade Wholesale turing 
1 Northeast 2,469 1,133 154 48 -180 36 3,660 
2 West Louisville 5,040 944 180 -1,692 -7,681 -34 -3,244 
3 Floyd's Fork 1,116 1,809 488 1,764 3,459 21 8,657 
4 Shelbyville Road 7,078 2,767 1,449 305 -766 42 10,875 
5 Highlands 14,942 3,905 765 140 -1,310 12 18,453 
6 Central Louisville 24,971 1,612 3,335 -3,725 -6,595 -122 19,476 
7 Riverport 613 710 33 3,405 1,951 -10 6,703 
8 Southeast 5,669 1,976 401 414 -1,407 26 7,079 
9 Iroquois 7,536 2,747 412 -65 -4,118 -5 6,507 
10 Airport 2,782 1,595 140 4,198 -1,251 -16 7,448 
11 Okolona 7,062 4,092 350 45 -6,749 -22 4,778 
12 Far South 427 198 26 12 -49 5 619 
13 Forest 1,291 432 45 -227 130 2 1,674 
County Total 80,996 23,920 7,777 4,624 -24,567 -64 92,686 
FIRE: Finance, Insurance, Real Estate 
TCU: Transportation, Communications, and Public Utilities 
Figure 14 - Proj ected Change in Jobs by Industry in 
Jefferson County 1995-2020 (Mellett, 1994) 
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Market Region 1 
Region one (Figure 15) consists of the West Louisville 
and Central Louisville market areas. The median household 
income natural break between this region and region 2 is an 
increase of $9,000. It is bounded by the Ohio River on the 
North and West, by Algonquin Parkway on the South and by 
Shelby Street on the east. 
This region is the oldest in the county, and the poorest. 
The average median household income and home value are the 
county's lowest at $12,000, and $28,000. It has the lowest 
amount of vacant county land and single family homes, as well 
as the highest amount of vacancy rates and multiple family 
homes. 
Between 1980 and 1990 the population decreased by 46,000 
people or -19.7% and 22.8% of the region's primary jobs were 
lost.-. The future holds further decreases in income, land 
value, population and jobs for this region. Manufacturing is 
expected to continue its decline, to be replaced with service 
jobs. 
Within Market Region 1, West Louisville is titled Market 
Area 2 (Figure 16). It has the second lowest median household 
income at $13,000 and the lowest median home value at $26,000. 
It is bordered by the Ohio River on the north and west, 
Algonquin Parkway on the south and 19th Street on the east. 
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6. Central Louisville 
Figure 15 - Market Region 1 (Mellett, 1995) 
This area lost 15,000 people and 11,000 jobs during the 1980s. 
It has no land left to develop. The area is expected to lose 
4,000 houses and 14,000 people over the next twenty-five 
years. In fact, recently the city started demolishing over 
100 abandoned buildings a year in this area in hopes of 
building a better future through urban renewal. The city 
plans for a loss of another 4,000 houses and 14,000 people 
over the next twenty five-years. One-tenth of the industrial 
land used in the county is found here. 
Figure 17 shows an apartment building that is old and not 
aesthetically pleasing. Residents share the building with a 
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of the Louisville public library system. It was one of the 
first library branches in the country open for African 
Americans, which tells of the area's ethnic history. 
Figure 16 - West Louisville Market Area (Mellett, 1995) 
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Figure 17 - An Apartment Building in the West Louisville 
Market Area (Crutcher, 1994) 
Figure 18 - Western Library in West Louisville 
(Crutcher, 1994) 
Central Louisville (Figure 19) is entitled market area 6. 
Its borders are 9th Street on the east, Shelby Street on the 
west, the Ohio River on the north, and Eastern Parkway on the 
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south. The median household income here is the county's 
lowest at $11,000, and it has the second lowest house value at 
$30,000. 
Central Louisville is the heart of Louisville. The 
Central Business District holds three in every ten primary 
Figure 19 - Central Louisville Market Area 
(Mellett, 1994) 
jobs for the county. There was an increase of 8,500 workers 
here from 1980 to 1990, and the job growth is expected to 
continue, mostly in the services sector. 
Figures 20 and 21 show the age and structure of the 
buildings in this area. Like West Louisville, many homes are 
considered substandard. They are made of old materials and 
many are eyesores. Renovation of this area is occurring, but 
it is slow going. 
Figure 20 - Buildings in the Central Louisville Market Area 
(Crutcher, 1994) 
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Figure 21 - Building in Central Louisville Market Area 
(Crutcher, 1994) 
Market Region 2 
Region 2 (Figure 22) is the largest region of the county, 
consisting of eight market areas holding the majority of the 
county's land. Those market areas are as follows: Highlands, 
Riverport, Southeast, Iroquois, Airport, Okolona, Far South, 
and Forest. This region is middle class, as defined by 
natural breaks. The market areas' median household incomes 
range from $22,000 to $32, 000, with a median of $27, 000, 
which is near the average for the county. The average median 
house value is $51,000. 
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Figure 22 - Market Region 2 (Mellett, 1994) 
This region lost 20, 000 people from 1980 to 1990, and 
gained 8,000 jobs. Manufacturing is losing jobs rapidly, and 
the void is being filled with service positions. Home to many 
blue collar manufacturing positions, Region 2 offers 
employment predominantly in middle wage occupations. If these 
positions continue to decline, middle class status will 
decrease as well. The Jefferson County Planning Commission 
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predicts that these conditions will occur. The middle class 
population found here is expected to decline. 
Market area 5 (Figure 23) is entitled Highlands. It is 
bordered by the Ohio River on the north, Preston Highway on 
the west, Interstate 264 on the south, and Mockingbird Valley 
Road on the east. It has a median household income of 
Road 
Figure 23 - Highlands Market Area (Mellett, 1995) 
$29,000, close to the county median, and a median house value 
of $56, 000. Figures 24 and 25 show the old, yet stately, 
homes found here. These houses are in Cherokee Triangle, a 
popular old neighborhood with two story brick homes in well-
kept condition. Also in this area, though not shown, is one 
of the largest concentrations of shotgun houses in the 
country, found in the Germantown neighborhood. The residents 
of Germantown usually earn less than the residents of Cherokee 
Triangle. 
Figure 24 - The Scene from an Apartment Building 
(Crutcher, 1994) 
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Figure 25 - Houses and a statue in Cherokee Triangle in the 
Highlands Market Area (Hawpe, 1989) 
Riverport (Figure 26) is entitled market area 7. This 
narrow strip of land is bordered by the Ohio River on the 
west, Algonquin Parkway on the north, Cane Run Road on the 
east, and Ashby Lane on the south. The median household 
income was on the lower end of middle class at $22,300, and 
the median house value was also relatively low at $43,000. 
Figure 27 shows the industrial nature of this market 
area. There are many industries here and little housing 
development. This market area is one of only two expected to 
gain manufacturing jobs over the next twenty-five years, but 
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it will be only a couple of hundred jobs, seemingly a drop in 
the bucket against the onslaught of service positions. 
Figure 26 - Riverport Market Area (Mellett, 1994) 
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Figure 27 - A Scrap Metal Company in the Riverport Market 
Area (Crutcher, 1994) 
The Southeast market area (Figure 28) is entitled market 
area 14. It is bordered by Bardstown Road on the south, 
Watterson Expressway on the north, Interstate 64 on the east, 
and on the south by the Gene Snyder Freeway. Its median 
household income is $33,000, and the median home value is 
$67,000. 
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Figure 28 - Southeast Market Area (Mellett, 1994) 
The market area is home to the largest industrial park in 
the county, though it seems that there are not as many 
factories as there are office buildings. It is called 
Bluegrass Industrial Park and it is different from the 
industrial parks found in regions 1 and 2. It was planned to 
be less noticeable, and indeed it is. Interestingly, 
manufacturing was recently dethroned as the percentage leader 
in total jobs; services now hold the largest share. 
Figures 29 and 30 show the upper middle-class status 
found in the Southeast market area. Jeffersontown Library and 
City Hall are both old structures, but they are very large 
when compared with the equally aged western library of Region 
1. In addition Jeffersontown is building a new public library 
where region one has no plans for a similar project. 
Figure 29 - Jeffersontown Library in the Southeast Market 
Area (Olshansky, 1994) 
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Figure 30 - Jeffersontown City Hall in the Southeast Market 
Area (Oishansky, 1994) 
Iroquois (Figure 31) is entitled market area 9. It 
includes the area on both sides of Dixie Highway, west to 
Millcreek road and east to Southern ditch. It has a median 
household income of $24,000, a median house value of $46,000. 
It has the highest population in the county at 142, 000 
residents. Figure 32 shows a typical house found in this 
area, and figure 33 illustrates a distillery headquarters. 
Jefferson County has many distilleries, with many found in the 
southern part of the county. There are distillery operations 
in the east end or, as we have labeled it, region 3. 
Figure 31 - Iroquois Market Area (Mellett, 1994) 
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Figure 32 - A House in the Iroquois Market Area 
(Hawpe, 1994) 
Figure 33 - Brown-Forman Administration Building in the 
Iroquois Market Area (Brown-Forman Corp., 1996) 
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Market area 10 is titled Airport (Figure 34). This area 
is a narrow strip of land between Interstate 65 and Crittenden 
Drive. On the north, it is bordered by the Fairgrounds and on 
the south by Fairground Road. The area is mostly made up of 
the new Louisville International Airport. The median house-
Figure 48 - Floyd's Fork Market Area (Mellett, 1994) 
hold income here is $23,000. The median home value is 
$39,000. Both are below average. 
This area is made up of the new Louisville International 
Airport and factories. There are few houses here and 
expansion means the loss of many more. The presence of 
industry (Figure 35) and airport noise (Figure 36) have 
prompted those who have not lost their house to airport 
expansion to move. The future entails the loss of more homes. 
Figure 35 - Inside the Ford Plant in the Airport Market Area 
(Crutcher, 1994) 
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Figure 36 - Airport (Crutcher, 1994) 
Okolona (Figure 37) is entitled market area 11. Its 
borders are the Watterson Expressway on the north, Bardstown 
Road to the east, Interstate 265 on the south, and Interstate 
65 on the west. It has a median household income of $27,000 
and a median house value is $54,000. It houses the county's 
two largest employers, United Parcel Service (Figure 38) and 
General Electric (Figure 39) . This area accounts for a large 
percentage of the traditional middle class industrial jobs and 
and therefore is very close to the county median in income and 
housing costs. Future researchers might consider this area to 
be an example site in further social polarization studies on 
Jefferson County because of the large number of middle wage 
occupations and middle wage workers residing here. 
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Figure 37 - Okolona Market Area (Mellett, 1994) 
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Figure 38 - United Parcel Service (Crutcher, 1994) 
Figure 39 - General Electric in Okolona Market Area 
(Hawpe, 1989) 
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Far South (Figure 40) is entitled market area 12. Its 
borders are Interstate 65 on the west, Bardstown Road on the 
east, Bullit County on the south, and Interstate 264 on the 
north. The median household income is $31,000 and the median 
house value is $49,000. Most houses found in this area are 
brick and recently built (Figure 41). 
| | Tract 
Road 
Figure 48 - Floyd's Fork Market Area (Mellett, 1994) 
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Figure 41 - A House in the Far South Market Area 
(Morgan, 1994) 
Forest (Figure 42) is entitled market area 13. Its 
borders are the Ohio River on the west, Valley Station Road on 
the north, Southern Ditch on the east, and the Bullit County 
line on the south. The median household income is $27,000, 
and the median home value is $43,000. This area is not well 
developed because of the hilly terrain. This area has many 
factories on the Ohio River floodplain. Louisville Gas and 
Electric has a large factory here, and there is a cement 
factory (Figure 43), each taking advantage of the Ohio River 
location. This area is expected to have moderate growth in 
the future. 
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Figure 42 - Forest Market Area (Mellett, 1994) 
Figure 43 - A Cement Factory in the Forest Market Area 
(Hawpe, 1989) 
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Market Region 3 
Region 3 (Figure 44) consists of the Northeast market 
area, Floyd's Fork market area, and Shelbyville Road market 
area. This end of the county is considered to be "moneyland" 
(Nold, p.294, 1995). Some people call homes found here 
"executive homes," where higher class "successful 
professionals" live (Nold, p.294, 1995). The lowest median 
household income of this region is $41,727, which is $9,000 
more than the highest comparable figure for Region 2. The 
median household income here ranges from $41,727 to $54,320. 
Not surprisingly, this area has the highest amount of 
vacant county land and the highest number of single family 
homes. It also has the lowest number of multiple family homes 
and the lowest vacancy rates. It has the smallest amount of 
industry and the highest number of commercial offices. This 
market region is the only one in the county that saw an 
increase in population during the 1980s. An increase in jobs, 
land value, and population is expected over the next twenty-
five years. This region is the one of choice for many. 
Migration from other parts of the county are expected to 
increase. This region could be described as wealthy suburbia, 
while region 2 could be described as middle class suburbia, 
and region three, described as urban. 
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Figure 44 - Market Region 3 (Mellett, 1994) 
The Northeast part of Jefferson county is entitled Market 
area 1 (Figure 45). Its borders are the Ohio River, Oldham 
county, Westport Road, and the city of St. Matthews to the 
south. It is the newest part of study area. The median 
household income here was the highest in the county at 
$54,000. It had the second highest median house value at 
$122,000. 
In 1990, 80% of the 16, 000 housing units in this area 
were single family units. The area is growing at the second 
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highest rate in the county and is still projected to have 
2, 000 acres of available land in 2020. The number of workers 
doubled here during the decade of the 198 0s. Most of the jobs 
created were in retailing, with industry having a lesser 
impact on job growth. 
Rai l road 
Rood 
Figure 48 - Floyd's Fork Market Area (Mellett, 1994) 
Figures 46 and 47 illustrate the very large homes, or 
estates, that are found in this part of the county. They are 
the home of doctors, lawyers, and the CEO's of large 
companies. This market area may be the wealthiest in the 
state. 
Figure 46 - Estate in Northeast Market Area 
(Hawpe, 1989) 
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Figure 47 - Estate in Northeast Market Area 
(Hawpe, 1989) 
Floyd's Fork (Figure 48) is entitled market area 3. It 
is the second wealthiest area of the county. The median 
household income was $49,000. The median house value was the 
highest in the county at $133, 000. It is bordered by the 
Oldham, Spencer, and Buliit county lines, and by the Gene 
Snyder Freeway. 
It is here that there are wide open spaces, with one 
fourth the population density of any other market area. It 
has an average density of three acres per every dwelling unit. 
There are 30,000 acres of land available for development. 
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There was an increase of 1,300 jobs during the last decade. 
The number of jobs is expected to double in 25 years. Service 
jobs are expected to increase the most. There are many 
developments here (Figure 49) . Farm land is selling fast and 
at very high prices (Figure 50). 
Figure 48 - Floyd's Fork Market Area (Mellett, 1994) 
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Figure 50 - A Man Ponders the Sale of His Farm in Floyd's 
Fork Market Area (Durbin, 1996) 
Market area 4 (Figure 51) is entitled Shelbyville Road. 
Its borders consist of Westport Road, Interstate 264, 
Interstate 64, and Interstate 265. This area has a median 
household income of $42,000 and a median house value of 
$97,000. 
Figure 51 - Shelbyville Road Market Area (Mellett, 1994) 
It has nice apartment complexes (Figure 52) and malls (Figure 
53). Its prosperity of the 1980s is expected to continue into 
the future. 
Figure 52 - Exclusive Apartments (Crutcher, 1994) 
Figure 53 - Store in a nice mall (Crutcher, 1994) 
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Conclusion 
In this chapter I have shown the sectional differences in 
income occupation and lifestyle found among the different 
market areas. The three regions identified, along with their 
respective market areas, provide a clear picture of the socio-
economic landscape present in Jefferson County, Kentucky. It 
Is because the sections are so vividly different when studied 
in conjunction with the present economic restructuring that 
polarization may be occurring in this county. The 
characteristics found and studied in this chapter in relation 
to the research question were those of income, occupation and 
residence. If the projections for Jefferson County are 
correct, that professional positions will increase while 
services and manufacturing decrease over the next twenty-five 
years, then the middle class of region 2 will be in jeopardy. 
Since this region accounts for the majority of the county's 
population, then the necessary steps should be taken to reduce 
the probable socio-economic implications. Now follows another 
approach to studying social polarization in Jefferson County. 
In this final section, I take a factor analytic approach using 
principle components analysis to create an index for the 
future measurement of social polarization based on occupation, 
income and residence, the indicators most applicable to the 
problem at hand. 
Chapter IV 
A FACTOR ANALYSIS APPROACH TO SOCIAL POLARIZATION 
Research Considerations 
A second methodological tool that could be useful in 
addressing the issue of spatial social polarization is factor 
analysis. In this chapter I suggest that factor analysis, 
despite its many limitations, could prove useful in 
identifying and measuring social polarization in Jefferson 
County. 
In applying the social polarization theory to Jefferson 
County, Kentucky, we can hypothesize that (a) there is a 
relationship between the Increase of the lower and higher 
classes and the increase of services and professional jobs, 
respectively; (b) the manufacturing base is decreasing, 
thereby decreasing the middle class population; and that (c) 
these processes can be attributed statistically to an increase 
in global activity. 
However, due to the critiques of social polarization 
theory outlined previously, the existing foundation is 
insufficient for testing that part of the hypothesis relating 
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to global activity. Therefore only parts (a) and (b) are 
explored. 
Factor analysis was chosen for this study because it can 
condense the original 13 market areas times 4 variables to 
something more manageable that can be used as an index. 
Geographers use factor analysis for two reasons: (a) it is 
widely used in the making of component scales to serve as 
indices (Kim, 1978), and (b) it is the most powerful data 
reduction technique available (Kachigan, 1986). The latter is 
important because I wanted to account for as much of the 
original data, or variance, as possible when the index was 
created. 
Factor analysis, the chosen methodology, is not without 
its problems. It is usually used for large data sets 
containing a sizeable amount of information, information that 
one cannot summarize without such an analysis. Also, the 
first component score cannot account for 100% of the 
information found in the original variables; 65% is considered 
significant. The factor analysis relationship to this study 
is therefore two fold. While not usually performed for small 
studies, because that is and was not its originally intent, it 
is possible to use principle components analysis in a small 
study as long as its limitations are clearly recognized. 
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Research Design 
Using the Statistical Package for the Social Sciences, 
commonly called SPSS, I constructed a data matrix (Figure 
54). Included were four variables for each of the thirteen 
market areas. Only these four variables were chosen because 
it was necessary to keep the analysis simple and to look at 
only the variables directly related to social polarization 
theory. These variables represent occupation and income; 
with the market areas as cases, they are measured based on 
residence. These variables are Low Wage Occupations (LWO), 
Middle Wage Occupations (MWO), High Wage Occupations (HWO), 
and Median Household Income (MHI). The first three variables 
account for the three socio-occupational classes based on 
recent literature and are expressed as being the occupations 
of the low, middle, and high classes. The fourth variable is 
the middle value of household income. 
To choose the first three variables I used Market Area 
Profiles of Jefferson County to obtain occupational break down 
information that would most accurately represent the types of 
analysis reputed with the most recent literature on social 
polarization theory (Appendix C). I used services for the low 
wage occupations. The middle wage occupations consisted of 
technical, sales and administrative support; farming, 
forestry, and fishing; precision production, craft and repair; 
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and operators, fabricators and laborers. For the high wage 
occupations I used those employed in a managerial or 
professional specialty. Figures are in sum of the total 
percentage of employed persons 16 years and over. 
mkarea Iwo mwo hwo mhi 
1 Northeast 6.6 45.6 47.7 54320 
2 W. Louisville 27.6 61.2 11.2 13293 
3 Floyd's Fork 7.4 59.0 33.5 49128 
4 Shelbyville Rd 7.9 49.7 42.6 41727 
5 Highlands 10.6 50.2 39.1 29212 
6 C. Louisville 20.9 54.8 24.2 11006 
7 Riverport 14.5 73.7 11.9 22255 
8 Southeast 10.4 61.4 28.2 32902 
9 Iroquois 14.2 69.2 16.5 24153 
10 Airport 16.8 73.5 9.8 22989 
11 Okolona 14.9 68.2 16.9 27001 
12 Far South 11.3 73.7 15.1 31075 
13 Forest 12.6 71.9 15.4 27144 
14 County 16.0 56.0 29.1 27092 
Figure 54 - Data Matrix (SPSS) 
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Experimental Procedures 
Upon entering the variables and cases into SPSS, a number 
of option icons were available. They were as follows: 
descriptives information, extraction of factors, rotation of 
factors, method of receiving scores, and other options. 
Under the descriptives icon is statistics, where I chose 
to retrieve univariate descriptives and the initial solution, 
and a correlation matrix option, where I chose to retrieve the 
coefficients and significant levels. Choosing Principle 
Components as my method, the unrotated factor solution and 
scree plot were displayed, and the computer-generated 
extraction of eigenvalues over 1 was retained. 
Under the rotation icon I chose to use varimax rotation 
and to display the rotated solution and loading plots. Within 
the scores icon, I saved them as variables and chose the 
regression method. I then chose to display the factor score 
coefficient matrix. 
Finally, under the options icon, I chose to replace any 
missing values with mean (insignificant in this case, because 
there were no missing values) . Also, in the coefficient 
display format, I chose to sort by size, and to suppress 
absolute values of less than 1, because values less than one 
are considered insignificant. 
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The component scores generated were based on the 
following equation developed by Kim (1978): 
Component Score = £[ (b±^/XL) X1 ] (4.i) 
j 
where: b^ is the component loading 
for the jth variable 
on ith component, 
and A is the associated eigenvalue 
Decision Inputs 
The decision of how many factors to extract should not be 
made quickly. Kim (1978) and Dunteman (1989) suggest that 
both the eigen value and scree plot should be consulted 
before a final decision is made. The general rule, however is 
to extract only those factors with an eigen value over 1. 
The decision regarding the significance of correlation is 
widely known. Correlations are considered significant at .05, 
with 1 being a perfect relationship. 
Data Analysis 
The scree plot (Figure 55) suggested choosing two 
factors, because the idea is that you choose the number of 
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Factor Scree Plot 
Factor Number 
Figure 55 - Scree Plot (SPSS) 
factors having a descending slope. I followed the general 
rule and chose to extract the number of factors over 1. 
Hypothesis 
To form my hypothesis, the Spearman's correlation 
coefficient (Figure 56) was used because I did not study a 
random sample. Spearman's correlation is chosen when 
requirements are not fully met. In this case the universe of 
data is studied, not a random sample. The alternate 
hypothesis chosen was that p is not equal to 0. P stands for 
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probability of a type I error if you reject the null 
hypothesis in favor of the alternate, > a 5% chance of type I 
error is considered significant. R-square indicates the 
strength of the relationship between the areas and variables. 
Spearman's Correlation Analysis 
Primary Objective: Determine if an association exists 
between two variables 
Requirements and Assumptions: 
1. Random sample of paired variables 
2. Variables have a monotonically increasing or 
decreasing association 
3. Variables are measured at the ordinal scale or 
downgraded from interval/ratio to ordinal 
Hypotheses: 
o 
H-ps* 0 
H-Pl> 0 
H-p,< 0 
Test Statistic: 
Zr> =r,^T-7 
(two-tailed) 
(one-tailed) or 
(one-tailed) 
Figure 56 - Spearman's Correlation Analysis (McGrew, 1993) 
Results 
The SPSS program extracted one factor (Appendix B) having 
an eigen value of over 1. This factor accounted for 73.8% of 
the variation found in the original 1 x 14 variables. This 
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percentage is considered to be a significant amount of 
variation (over 65%). The principle component scores 
generated (Figure 57) allowed me to plot the process of social 
polarization in Jefferson County. From these component 
scores, I generated a bar chart to aid in the visual 
understanding of the index (Figure 58). The results of the bar 
chart suggest that the market areas with scores higher than +1 
and lower than -1 show the high and low areas of the county 
mkarea cscores 
1 Northeast 1.99896 
2 W. Louisville -1.41103 
3 Floyd's Fork 1.11476 
4 Shelbyville Rd 1.38156 
5 Highlands .83188 
6 C. Louisville -.63587 
7 Riverport -.84746 
8 Southeast .36161 
9 Iroquois -.54948 
10 Airport -.99155 
11 Okolona -.47643 
12 Far South -.38633 
13 Forest -.49430 
14 County .10369 
Figure 57 - Principle Component Scores (SPSS) 
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Figure 58 - Line Chart of component scores (SPSS) 
three market areas that exceed +2 are the three market areas 
of region 3, which has high income levels. The market areas 
between +1 and -1 are the middle market areas. Market regions 
2 and 1 also reflected the natural breaks method discussed in 
the market region section of Chapter III. The single 
difference between the natural breaks classification and the 
principle component score results is that the Central 
Louisville Market Area is found in the middle index area 
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found in the middle index area between +1 and -1, with West 
Louisville being the lone market area in the low index 
category. This result suggests that if a future study shows 
these middle market areas increasing or decreasing in score 
as to leave the middle area, then social polarization could be 
taking place. If these scores remain relatively the same, 
then polarization may not be taking place. In this way, a 
standard has been developed and can be measured against. 
Given the economic divisions of Jefferson County, it will be 
necessary to monitor the potential for further separation of 
its regions. 
The correlation results (Figure 59) reveal the 
anticipated high correlations (a perfect relationship is 1) 
between each original variable and the resulting component 
scores. The p-values were all less than .05 so they are 
significant. Therefore the correlation between the each 
market area and the observed variable is very high. The r-
squared values are also high, which further explains the 
strength of the relationships between each market area and the 
observed variables. 
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- - C o r r e l a t i o n C o e f f i c i e n t s -
C S C O R E S HWO L W O M H I MWO 
C S C O R E S 1 0 0 0 0 . 9 5 6 4 - 8 1 9 5 . 8 9 4 9 - . 7 5 0 3 
( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) 
P = P = . 0 0 0 P = . 0 0 0 P = . 0 0 0 P = . 0 0 1 
HWO 9 5 6 4 1 . 0 0 0 0 - 6 4 9 6 7 3 3 4 - . 9 0 1 7 
( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) 
P = . 0 0 0 P = 
• 
P = . 0 0 6 P = . 0 0 1 P = . 0 0 0 
L W O _ 8 1 9 5 - . 6 4 9 6 1 0 0 0 0 - 8 7 5 2 . 2 5 7 9 
( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) 
P = . 0 0 0 P = . 0 0 6 P = 
• 
P = . 0 0 0 P = . 1 8 7 
M H I 8 9 4 9 . 7 3 3 4 - 8 7 5 2 1 0 0 0 0 - . 4 3 5 1 
( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) 
P = . 0 0 0 P = . 0 0 1 P = . 0 0 0 P = 
• 
P = . 0 6 0 
MWO _ 7 5 0 3 _ 9 0 1 7 2 5 7 9 - 4 3 5 1 1 . 0 0 0 0 
( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) ( 1 4 ) 
P = . 0 0 1 P = . 0 0 0 P = . 1 8 7 P = . 0 6 0 P = . 
Figure 59 - Correlations between variables and scores (SPSS) 
CHAPTER V 
CONCLUSION 
Analysis and Critiques of Methodologies 
In this section I analyze and critique the methodologies 
used in this thesis. It is imperative to analyze and critique 
methodologies because of their central place and importance in 
any geographic research. In the course of this study, for 
example, many issues were addressed and many subjects were 
covered. The decisions made and the points of view taken 
should be reviewed so that this study can be more fully 
understood and thus provide a better foundation for further 
studies. 
Qualitative bias can have an impact on research choices. 
In the descriptive analytical section of chapter III, I wrote 
from the perspective of a suburbanite. I personally live in 
region 2. I have always lived in this region and consequently 
my activity space is usually limited to these suburbs. 
Therefore I naturally compare other landscapes to the 
landscape with which I am more familiar. As a result, 
perceptual bias may have occurred in my description of region 
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1 and region 3. It would be useful to see a similar analysis 
performed by a resident of region 1 or region 3. However, 
future analyses might best be performed by someone who is not 
a resident of, and is not familiar with, Jefferson County. 
This person could then be a more impartial judge. 
Nonetheless, even outsiders looking in will have their own 
individual biases. In my opinion, you can never escape 
descriptive bias completely- Other descriptive biases 
included time limitations, which limited the level of detailed 
analysis that could be undertaken for each market region. 
Also, given more time I probably could have conducted a random 
sample survey of each market area to ascertain perception and 
attitude relative to other areas. A more detailed land use 
survey and perhaps a quality of building structure inventory 
could also have strengthened the descriptive analytical 
section of the thesis. Researchers following this theme in 
the future should consider seriously pursuing these 
methodologies. 
As I explained in chapter IV, one of the purposes of this 
thesis was to apply one type of quantitative approach to the 
problem of social polarization to ascertain its viability and 
validity as a research methodology. I chose factor analysis 
over other methodologies because it offered the promise of a 
more structured analysis of the underlying data. 
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However, as with any technique, factor analysis does have 
many limitations. First, the less cases to variables you have 
in factor analysis the lower the stability of the findings. 
For example, when using a small data set, one outlier can skew 
the data set and distort the results. In addition, the output 
can be more easily manipulated by the data and subsequently 
becomes less important because of the linearity involved. In 
principle components analysis especially, the first factor in 
the data set cannot account for 100% of the variation found in 
the original variables. Second, defining the target area and 
target population also involves a number of important 
decisions. For example, I chose to use market areas with 
three closely related variables rather than census tracts and 
a larger set of variables. One hundred and seventy-eight 
census tracts with twenty cases would have ensured a stronger 
data set and, therefore, more stable findings. 
However, I chose market areas instead of census tracts 
for their applicability, replicability, and simplicity. 
Originally, many variables were considered for this analysis; 
specifically, I considered over thirty variables ranging from 
per capita income to average driving time to work. I threw 
out all of those variables and kept only the variables related 
closest to social polarization theory. This decision was 
driven by a desire to keep the approach as simple as possible. 
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Ultimately, I was able to stay within the rules of factor 
analysis, which is to have at least three variables per case 
(Small, 1989) . There are other reasons for using market 
regions rather than census tracts in this study: First, 
census tracts are periodically added or deleted in urban areas 
to account for the arrival or loss of residents. This fact 
not only complicated past comparison but also presented 
problems for future replication of the study. Two, the 
eastward population shift that has been occurring in Jefferson 
County over the past two decades indicates a future major 
realignment of census tracts, and this change also would have 
caused problems in terms of replicating this study. Three, 
since this change would have made my analysis less replicable, 
I avoided using census tracts as cases in my study in the hope 
that the market areas of Jefferson County defined in this 
study would remain, even if their internal spatial alignments 
changed. 
There are some advantages to using census tracts rather 
than market areas. In fact, future researchers might consider 
the use of both census tracts and market areas, especially if 
the same variables and factor analytic methods are used. 
Market areas did meet my purpose, but further studies might 
require something more comprehensive. Here are some reasons 
why I suggest that a census tract methodology might be 
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considered. First, you lose information as data are 
aggregated up in scale. By using census tracts, a clearer, 
more representative picture of Jefferson county in relation to 
social polarization could become evident. The process of 
using lower level data such as census tracts makes the 
information obtained more credible and more concrete than 
aggregated information and could provide a more detailed 
profile of the county. Second, by using census tracts the 
researcher can be in more control over the limitations of 
factor analysis discussed earlier . 
The factor analytic results obtained from this study were 
favorable, but not conclusive or without inferential 
weaknesses. The percentage of information obtained in the 
component scores from the data matrix was substantial at 
73.8%. Also, the results obtained through factor analysis 
were supported by the natural breaks analysis performed using 
the descriptive methodology detailed in chapter III. 
However, there are further tests that might be performed 
on the data. Bartlett's test of sphericity, for example, can 
be used to test that the correlation matrix is an identity 
matrix. In other words, all diagonal terms in the matrix are 
1 and all off-diagonal terms are 0. However, the test 
requires that the data be a sample from a multivariate normal 
population, which is not the case for this study. Bartlett's 
91 
also is used where a variable is evaluated by being projected 
onto a n-dimensional spheroid, determining whether the 
variable fits in the allocated space. As with correlation, it 
is significant at .05. The Kaiser-Meyer-Olkin measure of 
sampling adequacy measures whether the sample is adequate. 
This measurement varies between 0 and 1, and is significant at 
.05 (Kim, 1978). Again, my methodology violated the sampling 
rules; therefore KMO was not used. 
The use of goodness of fit in the factor model compares 
an actual or observed frequency distribution with an expected 
frequency distribution. Therefore, if a sample data set fits 
closely with a particular distribution, population from which 
that sample is drawn likely matches that distribution. This 
procedure is sometimes used to test hypotheses that a data set 
fits a distribution. Goodness of fit tests are also used to 
examine the validity of a geographic model or theory (McGrew, 
1993) In this way, the data set created through my research 
can be compared with other distributions such as those found 
in further research. I did not run a gooodness of fit 
probability test because I had no historical data to function 
as a population. 
The extraction of factors must be performed carefully. 
I followed certain rules that allowed me to extract only one 
factor, or principle component— that is, to choose only those 
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components with an eigen value over 1.00 and/or to choose only 
the components that have a steep descending slope on the scree 
plot (see Figure 55). In both cases, my experiment dictated 
that I extract one component; I did that. 
I did not go through the rotation process because only 
one factor was extracted. One of the goals of factor analysis 
is to identify those factors that are substantially 
meaningful, in the sense that they summarize sets of closely 
related variables. Therefore, rotation is used to transform 
the initial matrix into one that is easier to interpret. 
However, more than one factor must be extracted for rotation 
to take place. The rotation of factors ensures the 
reliability of a loading on a correct factor. Rotation moves 
the axes of the extracted factors around to try to achieve a 
simple structure; simply stated, one variable loads only on 
one factor. There are different types of rotation possible. 
For example, varimax, quartimax, equamax are all orthogonal 
methods of extraction that align the loadings on different 
axes. Orthogonality is a perfect non-association, or 
independence, between variables (Kim, 1989). 
In summary, factor analysis does have many weaknesses as 
applied to social polarization in Jefferson County Its 
requirements and complexity can lower its usefulness. 
However, it is the best objective data reduction technique 
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available, and therefore is a viable option for researchers 
needing such a tool. Kachigan (1986) said the rules of factor 
analysis "are only guidelines, [and] cost considerations and 
the particular purpose of the analysis should be the final 
determining factors in the decision." I decided to use factor 
analysis because it fulfilled the purpose of my analysis, that 
is to test a specific quantitative methodology to ascertain 
its applicability in social polarization research. In spite 
of its limitations, factor analysis proved to be a good, basic 
way to test for interrelated variables. The results in terms 
of social polarization, however, are less useful, and the 
methodology did not present a clear and unambiguous set of 
results. There are many useful analytical tools from which a 
researcher might choose, and I acknowledge that my choice of 
analytical tools and my uses of their methods may not be the 
best- way, and are certainly not the only way, to investigate 
social polarization in this research context. However, I 
believe that, given the right circumstances and underlying 
data, factor analysis could be an extremely useful methodology 
in understanding social polarization. 
Conclusion 
This research presented the problem of social 
polarization as found at the nationwide level and explored the 
arguments and processes of its existence. Social polarization 
94 
was found to be linked not only to income but also to 
occupation and residence. It is suggested that if such 
patterns in the economy could affect the country, then a 
similar effect might be seen in lower civil division units 
such as Jefferson County, Kentucky. If this is the case, then 
the appropriate knowledge and ability to monitor social 
polarization is critical to the social well-being and planning 
of the area. It was shown that Jefferson County has taken 
great strides to compete and have a place in the global 
economy. Imports and exports have increased for years. 
A background to spatial-social techniques was presented 
to create a further understanding of the research conducted by 
geographers in exploring urban processes, beginning with 
social ecology, a methodology developed during the 1920s at 
the University of Chicago. 
The purpose of this study was achieved. I explored the 
process of social polarization in Jefferson County, Kentucky, 
determined the spatial characteristics involved, and 
investigated useful methodological tools. 
I was able to identify and chart the process of social 
polarization in Jefferson County, Kentucky, by determining the 
spatial characteristics involved and applying a useful 
methodological tool. The evolutions of social ecology were 
studied. Principle components analysis, a factor analytic 
95 
method, was determined to offer the best attempt at explaining 
social polarization for Jefferson County, because the variance 
accounted for by the first component was the largest, which is 
typically used in making indexes for measurement. 
After a background study of Jefferson County, and its 
core city of Louisville, an analysis was conducted into how 
the area might be divided for use in a more definitive study. 
Cornerstone 2020, the proposal for planning by the Jefferson 
County Planning Commission, offered a solution by providing an 
in-depth study of thirteen market areas that made up the 
county. The market areas were described by region, which was 
decided by employing natural breaks classification by median 
household income. Since the market areas were aligned by 
census tracts with similar social compositions, then it was 
useful to examine them and incorporate them as cases in the 
study area of Jefferson County. 
The thirteen market areas of Jefferson County were used 
as cases along with four variables and incorporated into a 
data matrix. Three variables were used to describe socio-
economic class based on vocation, and the fourth acted as a 
constant because it is the typical middle value of income. 
The three economic variables were taken from the occupational 
percentage breakdown for each market area and were based on 
occupational class structure cited in recent literature. 
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Using principle components analysis on SPSS, the first 
component accounted for 73.8% of the information found in the 
original four variables. This percentage is considered a 
significant amount of variation, and I accepted my null 
hypothesis based on the variation accounted for being greater 
than 65%. 
A chart used to display the component scores generated a 
pictorial representation of the scores. There was a cluster 
effect. The scores generated were not found randomly in 
geographic space, but were close in proximity. To further 
validate this study, correlations were generated for the 
scores and the original four variables. Very high 
correlations and r-square values were found between each 
variable and the component scores. Given the range of the 
component scores and clustering effect found in the three 
regions, social polarization may be occurring in Jefferson 
County, Kentucky. 
Recommendation 
Change in the American class structure has powerful 
implications. Centrifugal forces such as social polarization 
can harm every level of society. Given the opportunity, we 
must implement the monitoring of this occurrence at the 
appropriate levels. Therefore, the monitoring of these 
findings should remain important in the future to ensure the 
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validity of this study. The very word research means to go 
back and look again. Research is the cornerstone of 
scientific study. For proper research to take place, the 
current market areas of Jefferson County should be retained. 
I understand that, in the future, social forces may facilitate 
the creation or deletion of census tracts. However, as long 
as the market areas of the county are constant, the 
compilation of components scores generated in this study will 
prove reliable. This study should be used in consultation 
with other future studies on the welfare of Jefferson County 
and should be compared with other similar metropolitan 
counties to better facilitate the monitoring of progress. 
Further Research 
Further research is essential to providing validation for 
this study- These component scores should be analyzed with 
respect to future Jefferson County studies, as well as studies 
performed on similar lower order civil divisions. The 
methodologies in this study might be applied to Fayette 
County, Kentucky, and Lexington, its county seat, because of 
similarities in place and economy with Louisville. St. Louis, 
Missouri, and Cincinnati, Ohio, may also prove to be reliable 
comparisons because of their similar size and river location. 
Since this type of study is inherently long-term, further 
research is essential. Further studies on this subject must 
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be administered to fully explore social polarization and to 
explain its effects on the human landscape. 
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APPENDIX A 
Definitions 
Ecological - The use of areally based measures of aggregate 
population characteristics (Jakle, 1985). 
Factor - A circumstance, fact, agent or influence contributing 
to a result, effect or condition; or, in statistics, a 
quantity under examination in an experiment as a possible 
cause of variation (Clark, 1985). 
Factor Analysis - A branch of multivariate analysis, a 
statistical technique (similar to principal components 
analysis) which ignores the uniqueness of a number of 
variables (or test items) in a set of observations and aims to 
describe them in terms of a smaller number of more basic, 
hypothetical components or factors. A factor which to varying 
degree underlies all items is termed a group factor. A factor 
loading of an item on a factor is the correlation between the 
factor and the item (Clark, 1985). 
Factorial ecology - The application of certain multivariate 
statistical techniques to demographic, socioeconomic and 
housing census data in order to discover, as economically as 
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possible, the variation in neighborhood characteristics in an 
urban area. A large number of census variables are subjected 
to factor analysis, principal component analysis, or cluster 
analysis in order to condense the data into a smaller number 
of summary, hypothetical variables. These variables are not 
'real1, they are simplifying abstractions which compress and 
summarize a large part of the variation in the original body 
of data, extracting the basic pattern (Clark, 1985). 
Principle Components Analysis - A statistical method for 
measuring the apparent interrelationships between three or 
more variables and applied to a matrix of derived correlation 
coefficients. It is a complex method requiring use of a 
computer to cope with the large inputs of data and heavy 
calculations. The basic procedures are very similar to those 
of factor analysis but principle components analysis differs 
in that it retains unities along the diagonal of the matrix 
and deals with the total variance. It has been used most 
frequently in the investigation of social areas with the 
residential districts of towns and cities (Small, 1989). 
Social Area - A social region, an area usually identified by 
the homogeneity of the social character of its inhabitants 
(age group, class, ethnic group, etc.) or (less commonly by 
the strength of social interdependence present) (Mayhew, 
1992). 
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Social Area Analysis - A technique used to link social 
structure and urban patterns. Widely ranging data, e.g. 
concerning rank in social class, occupation, fertility, size 
of families, racial and ethnic grouping, are analyzed and 
classified in order to make distinctions between small areas 
with a city. Sometimes called social ecology (Clark, 1985). 
Social Ecology - The study of the distribution of social 
groups in urban areas (Clark, 1985). 
Social Geography - The spatial patterns of social, as distinct 
from political and economic factors (Mayhew, 1992) . 
APPENDIX B 
SPSS Output of Factor Analysis 
F A C T O R A N A L Y S I S 
I n i t i a l S t a t i s t i c s : 
V a r i a b l e C o m m u n a l i t y * 
* 
F a c t o r E i g e n v a l u e P e t o f V a r C u m P e t 
LWO 1 . 0 0 0 0 0 * 1 2 . 9 5 0 1 2 7 3 . 8 7 3 . 8 
MWO 1 . 0 0 0 0 0 * 2 . 9 3 4 4 0 2 3 . 4 9 7 . 1 
M H I 1 . 0 0 0 0 0 * 3 . 1 1 5 1 4 2 . 9 1 0 0 . 0 
HWO 1 . 0 0 0 0 0 * 4 . 0 0 0 3 3 . 0 1 0 0 . 0 
H i - R e s C h a r t # 8 : F a c t o r s c r e e p l o t 
P C e x t r a c t e d 1 f a c t o r s . 
F a c t o r M a t r i x : 
F a c t o r ] 
L W O - . 8 1 9 4 7 
MWO - . 7 5 0 3 2 
M H I . 8 9 4 8 8 
HWO . 9 5 6 4 4 
F i n a l S t a t i s t i c s : 
V a r i a b l e 
L W O 
MWO 
M H I 
HWO 
C o i n m u n a l i t y 
. 6 7 1 5 4 
. 5 6 2 9 8 
. 8 0 0 8 2 
. 9 1 4 7 8 
F a c t o r 
1 
E i g e n v a l u e 
2 . 9 5 0 1 2 
P e t o f V a r C u m P e t 
7 3 . 8 7 3 . 8 
V A R I M A X r o t a t i o n 1 f o r e x t r a c t i o n 1 i n a n a l y s i s 1 - K a i s e r N o r m a l i z a t i o n . 
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APPENDIX C 
Market Area Occupation Statistics 
Market Area 1 
Occupations 
Employed persons 16 years and over 20,511 100 .0 
Managerial and professional specialty 
Executive, administrative and managerial 4,654 22. .7 
Professional specialty 5,133 25. .0 
Technical, sales and administrative support 
Technicians and related support 675 3 . 3 
Sales 3, 802 18, .5 
Administrative support 2, 634 12 , .8 
Service 
Private household 122 0. .6 
Protective household 178 0. ,9 
Others service occupations 1, 054 5. ,1 
Farming, forestry and fishing 203 1. .0 
Precision production, craft and repair 948 4 . 6 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 430 2.1 
Transportation and material moving 324 1.6 
Handlers, equipment cleaners,helpers,laborers 354 1.7 
Market Area 2 
Occupations 
Employed persons 16 years and over 23,344 100.0 
Managerial and professional specialty 
Executive, administrative and managerial 977 4.2 
Professional specialty 1,639 7.0 
Technical, sales and administrative support 
Technicians and related support 644 2.8 
Sales 1,692 7.2 
Administrative support 3,441 14.7 
Service 
Private household 344 1. .5 
Protective household 491 2, .1 
Others service occupations 5, ,608 24. ,0 
Farming, forestry and fishing 197 0. .8 
Precision production, craft and repair 2, ,090 9. .0 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 3, ,120 13, .4 
Transportation and material moving 1, ,290 5, .5 
Handlers, equipment cleaners,helpers,laborers 1, 811 7, .8 
Market Area 3 
Occupations 
Employed persons 16 years and over 4,829 100.0 
Managerial and professional specialty 
Executive, administrative and managerial 84 6 17.5 
Professional specialty 775 16.0 
Technical, sales and administrative support 
Technicians and related support 152 3.1 
Sales 843 17.5 
Administrative support 693 14.4 
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Service 
Private household 16 0 .3 
Protective household 41 0 .8 
Others service occupations 306 6 .3 
Fanning, forestry and fishing 133 2 .8 
Precision production, craft and repair 519 10 .7 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 182 3 . 3 
Transportation and material moving 148 3 .1 
Handlers, equipment cleaners,helpers,laborers 175 3, .6 
Market Area 4 
Occupations 
Employed persons 16 years and over 30, ,165 100. .0 
Managerial and professional specialty 
Executive, administrative and managerial 6, ,563 21. 8 
Professional specialty 6, ,263 20. 8 
Technical, sales and administrative support 
Technicians and related support 1 ,194 4 .0 
Sales 5 ,488 18 .2 
Administrative support 4 ,450 14 .8 
Service 
Private household 63 0 .2 
Protective household 355 1 .2 
Others service occupations 1 ,965 6 .5 
Farming, forestry and fishing 205 0 .7 
Precision production, craft and repair 1 ,781 5 .9 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 657 2 .2 
Transportation and material moving 544 1 .8 
Handlers, equipment cleaners,helpers,laborers 637 2 .1 
Market Area 5 
Occupations 
Employed persons 16 years and over 48, 940 100. 0 
Managerial and professional specialty 
Executive, administrative and managerial 7, 364 15. 0 
Professional specialty 11, 785 24. 1 
Technical, sales and administrative support 
Technicians and related support 2, 161 4. 4 
Sales 7, 072 14. 5 
Administrative support 7, 542 15. 4 
Service 
Private household 152 0. 3
Protective household 554 1. 1
Others service occupations 4, 508 9. 2 
Farming, forestry and fishing 438 0. 9
Precision production, craft and repair 3,506 7. 2 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 1, 670 3. 4 
Transportation and material moving 895 1. 8 
Handlers, equipment cleaners,helpers,laborers 1,293 2. 6 
Market Area 6 
Occupations 
Employed persons 16 years and over 12, 156 100. 0 
Managerial and professional specialty 
Executive, administrative and managerial 1, 047 8. 6 
Professional specialty 1, 891 15. 6 
Technical, sales and administrative support 
Technicians and related support 559 4. 6 
Sales 1, 088 9. 0 
Administrative support 1, 987 16. 3 
Service 
Private household 53 0. 4
Protective household 248 2. .0 
Others service occupations 2, ,250 18. ,5 
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Farming, forestry and fishing 
Precision production, craft and repair 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 
Transportation and material moving 
Handlers, equipment cleaners,helpers,laborers 
Market Area 7 
Occupations 
Employed persons 16 years and over 
Managerial and professional specialty 
Executive, administrative and managerial 
Professional specialty 
Technical, sales and administrative support 
Technicians and related support 
Sales 
Administrative support 
Service 
Private household 
Protective household 
Others service occupations 
Farming, forestry and fishing 
Precision production, craft and repair 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 
Transportation and material moving 
Handlers, equipment cleaners,helpers,laborers 
Market Area 8 
Occupations 
Employed persons 16 years and over 
Managerial and professional specialty 
Executive, administrative and managerial 
Professional specialty 
85 
1,018 
722 
467 
741 
5,436 
359 
2 8 8 
141 
515 
946 
9 
61 
720 
23 
830 
651 
514 
379 
35,789 
4,833 
5,254 
0.7 
8.4 
5.9 
3.8 
6.1 
100.0 
6.6 
5.3 
2.6 
9.5 
17.4 
0 . 2 
1.1 
13.2 
0.4 
15.3 
12.0 
9.5 
7.0 
100.0 
13.5 
14.7 
Technical, sales and administrative support 
Technicians and related support 1 , 464 4 . 1 
Sales 5, 500 15. .4 
Administrative support 7, 246 20. .2 
Service 
Private household 80 0. .2 
Protective household 510 1. .4 
Others service occupations 3, 139 8. .8 
Farming, forestry and fishing 245 0. .7 
Precision production, craft and repair 3, 480 9, ,7 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 1, 678 4 . 7 
Transportation and material moving 1, 092 3 , .1 
Handlers, equipment cleaners,helpers,laborers 1 , 268 3 . ,5 
Market Area 9 
Occupations 
Employed persons 16 years and over 64, ,535 100. .0 
Managerial and professional specialty 
Executive, administrative and managerial 5, ,158 8. .0 
Professional specialty 5, ,479 8. .5 
Technical, sales and administrative support 
Technicians and related support 2, ,492 3 . 9 
Sales 6, ,862 10. .6 
Administrative support 12, ,610 19. .5 
Service 
Private household 206 0, .3 
Protective household 1, 362 2. .1 
Others service occupations 7, 618 11. .8 
Farming, forestry and fishing 478 0. .7 
Precision production, craft and repair 9, .260 14. .3 
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Machine operators,assemblers and inspectors 5, 979 9 .3 
Transportation and material moving 3,399 5 .3 
Handlers, equipment cleaners,helpers,laborers 3,632 5 . 6 
Market Area 10 
Occupations 
Employed persons 16 years and over 3,823 100 .0 
Managerial and professional specialty 
Executive, administrative and managerial 180 4 . 7 
Professional specialty 194 5 . 1 
Technical, sales and administrative support 
Technicians and related support 125 3 .3 
Sales 404 10 .6 
Administrative support 592 15 .5 
Service 
Private household 11 0 .3 
Protective household 92 2 .4 
Others service occupations 540 14 .1 
Farming, forestry and fishing 20 0 .5 
Precision production, craft and repair 627 16 .4 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 549 14 .4 
Transportation and material moving 272 7 .1 
Handlers, equipment cleaners,helpers,laborers 217 5 .7 
Market Area 11 
Occupations 
Employed persons 16 years and over 42,185 100 . 0 
Managerial and professional specialty 
Executive, administrative and managerial 3,829 9 .1 
Professional specialty 3,283 7 .8 
Technical, sales and administrative support 
Technicians and related support 1,454 3 .4 
Sales 5, 030 11 .9 
Admiristrative support 8,044 19 .1 
Service 
Private household 192 0 .5 
Protective household 685 1 .6 
Others service occupations 5,387 12 .8 
Farming, forestry and fishing 333 0 .8 
Precision production, craft and repair 5,546 13 .1 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 4,181 9 .9 
Transportation and material moving 2,148 5 .1 
Handlers, equipment cleaners,helpers,laborers 2,073 4 .9 
Market Area 12 
Occupat ions 
Employed persons 16 years and over 10,488 100 .0 
Managerial and professional specialty 
Executive, administrative and managerial 898 8. .6 
Professional specialty 681 6 .5 
Technical, sales and administrative support 
Technicians and related support 300 2. 9 
Sales 1,238 11. 8 
Administrative support 1,771 16. 9 
Service 
Private household 13 0. 1 
Protective household 111 1. 1 
Others service occupations 1, 061 10. 1 
Farming, forestry and fishing 134 1. 3 
Precision production, craft and repair 1, 952 18. 6 
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Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 1,085 10.3 
Transportation and material moving 667 6.4 
Handlers, equipment cleaners,helpers,laborers 577 5.5 
Market Area 13 
Occupations 
Employed persons 16 years and over 13 ,916 100 . 0 
Managerial and professional specialty 
Executive, administrative and managerial 1,152 8 .3 
Professional specialty 987 7 .1 
Technical, sales and administrative support 
Technicians and related support 396 2 . 8 
Sales 1,482 10, .6 
Administrative support 2, ,487 17, .9 
Service 
Private household 19 0. .1 
Protective household 228 1. .6 
Others service occupations 1, ,516 10. .9 
Farming, forestry and fishing 138 1. ,0 
Precision production, craft and repair 2, ,329 16. ,7 
Operators, fabricators and laborers 
Machine operators,assemblers and inspectors 1, ,467 10. .5 
Transportation and material moving 898 6. 5 
Handlers, equipment cleaners,helpers,laborers 817 5. 9 
