Understanding of narrative content has become an increasingly popular topic. However, narrative semantics pose difficult challenges as the effects of multiple narrative facets, such as the text, events, character types, and genres, are tightly intertwined. We present a joint representation learning framework for embedding actors, literary characters, movies, genres, and descriptive keywords as Gaussian distributions and translation vectors on the Gaussian means. The Gaussian variance naturally corresponds to actors' versatility, a central concept in acting. Our estimate of actors' versatility agree with domain experts' rankings 65.95% of the time. This is, to our knowledge, the first computational technique for estimating this semantic concept. Additionally, the model substantially outperforms a TransE (Bordes et al., 2013) baseline in prediction of actor casting choices.
Introduction
Recent years have witnessed renewed interest in narrative text understanding, a research topic closely related to many natural language problems, including event semantics (Hu et al., 2017; Wang et al., 2017) , script learning (Modi, 2016; Pichotta and Mooney, 2016; Ferraro and Van Durme, 2016) , and reading comprehension (Richardson et al., 2013; Hill et al., 2016; Mostafazadeh et al., 2016) . To date, the understanding of high-level narrative semantics, such as types of literary characters or personae (Bamman et al., 2013 (Bamman et al., , 2014 , remains a formidable challenge. This is partially due to multiple inextricably interwoven aspects of a narrative, such as the surface text, events, literary characters, and genres.
In this paper, we propose a joint representation learning framework for movies, literary characters, as well as actors who portray the characters. We contend that, although actors have been largely ignored in narrative understanding, modeling them could provide an important source of information. Through the controversial but "inescapable" (Wojcik, 2003 ) practice of typecasting, many actors repeatedly play similar roles, hence actors and the character types are correlated. The jointly learned representation can also inform downstream applications such as content recommendation (Diao et al., 2014; Yu et al., 2014) .
Representation learning (Bengio et al., 2013 ) is the extraction of feature representations that facilitate subsequent tasks. Following Vilnis and McCallum (2015) and Bordes et al. (2013) , we embed actors, movies, genres, and keywords that describe movies, as Gaussian distributions and the personae as translation vectors on the Gaussian means.
The Gaussian representation has two advantages. First, it models the uncertainty in the meaning of genres and keywords, as well as in the actor casting process. Second, it provides a correspondence between the variance and the notion of actors' versatility, or the ability to successfully "disappear" into widely divergent roles. Versatility defines the range of characters that an actor is able to believably inhabit, and is the hallmark of a skilled actor. While accurately recognizing an actor's skill requires professional training and commonsense knowledge, the proposed model achieves 65.95% accuracy against pairwise comparisons annotated by domain experts. To our knowledge, this paper presents a first successful attempt at modeling versatility.
The contributions of this paper are as follows.
• We propose a representation learning framework for jointly understanding movies, ac-tors, genres, keywords, and literary characters with Gaussian embeddings and translation vectors. The model achieves decent accuracy at ranking actors' versatility and outperforms several heuristic baselines. It also outperforms TransE at predicting movies' cast lists.
• We create a set of versatility rankings annotated by four domain experts and will release the data.
Related Work
We briefly review research in two related topics, unsupervised representation learning for words and concepts and narrative understanding.
Unsupervised Representation for Words and Concepts
Distributed word representations are usually learned based on word co-occurrence statistics (Dhillon et al., 2012; Mikolov et al., 2013; Mnih and Kavukcuoglu, 2013; Pennington et al., 2014; Ling et al., 2015) . Learned without task-specific supervision, these representations are shown to perform well at many syntactic and semantic tasks (Schnabel et al., 2015) and are widely used in practice. Further improvements consider POS context (Levy and Goldberg, 2014) and natural logic relations (Bowman et al., 2015) . Vilnis and McCallum (2015) generalize word vectors to Gaussian distributions that occupy a volume in space. Athiwaratkun and Wilson (2017) propose mixture of Gaussian embeddings for multiple word senses. In this paper, we propose that Gaussian embeddings are ideal for modeling usersupplied keywords, whose meaning is subject to users' interpretation, and for modeling actors' versatility. We also employ translation vector for relations between entities.
Despite wide adoption, word embeddings acquired from text do not capture all types of semantic information. Rubinstein et al. (2015) find them particularly deficient in taxonomic and attributive information (e.g., a lemon is a fruit and typically green or yellow). Various techniques (Bordes et al., 2013; Socher et al., 2013; He et al., 2015; Hu et al., 2015; Yamada et al., 2017) have been proposed to learn conceptual embeddings from ontologies and knowledge graphs, which represent conceptual entities and their relations. For example, one aforementioned fact can be represented as the tuple orange, IsA, fruit . The learned embeddings excel at the knowledge graph completion task, which finds missing items in tuples such as orange, IsA, . TransE (Bordes et al., 2013 ) models the relation between two entities as a translation vector between the two entity vectors. The interactions between movies, actors, keywords and characters can be considered as a knowledge graph, but we represent entities as Gaussian distributions rather than vectors.
Narratives and Literary Characters
A substantial portion of work on narrative understanding focus on event structures and scripts (Li et al., 2012 (Li et al., , 2013 Modi, 2016; Pichotta and Mooney, 2016; Ouyang and McKeown, 2015; Finlayson, 2016; Gervás et al., 2016; Ferraro and Van Durme, 2016) , but relatively few work attempt to understand characters in the narrative. Bamman et al. (2013; extract personae, or typical classes of characters, using unsupervised probabilistic graphical models. A persona is group of topics (i.e., multinomial distributions) over action verbs, possessives, and modifiers. Bamman et al. (2013) propose the Persona Regression model where a logistic prior uses the actor's age, gender, and movie genre to aid the assignment of movie characters to personae. In (Bamman et al., 2014) , the influence from the author and the background topic frequency are further incorporated into a log-linear topic model (Eisenstein et al., 2011) . Valls-Vargas et al. (2015) propose a system architecture with feedback loops for identifying personae from Russian folklore. Chaturvedi et al. (2017) propose hidden Markov models to learn how relationships evolve between characters.
In this paper, we do not attempt to recognize character types directly and take a list of recognized personae as input. Since many actors play similar characters in their career, a good list of character classes should facilitate the modeling of actors. In this sense, our framework could be used to evaluate unsupervised recognition of personae.
Learning Joint Gaussian Embeddings
In this paper, we focus on several types of entities, including movies, genres (e.g., action, comedy), user-supplied keywords, actors, and personae.
Many movie review websites allow the users to define their own keywords, which may include fine-grained genres (e.g., coming-of-age, rescuemission) and other descriptors (e.g., tragic-hero, critically-bashed).
Genres and keywords may have variable degrees of specificity. For instance, the genre drama is generic, whereas the keyword younger-womenolder-man-relationship is more specific. Netflix is known to use a large genre hierarchy 1 ranging from broad genres to highly specific ones such as African-American-showbiz-dramas. Thus, explicitly representing the uncertainty of a keyword's meaning could be advantageous. For simplicity, henceforth we refer to both hand-curated genres and freeform keywords as keywords.
For persona information, we consider automatically identified personae from (Bamman et al., 2013) and age/gender at the time of movie production. See Section 4 for more details.
Model
The dataset includes movie-persona-actor triples
Each movie, actor, and keyword (but not personae, as explained later) is represented as a Gaussian distribution in Ddimensional space, with mean µ i and variance matrix Σ i . We use superscript for further differentiation: µ m i and Σ m i denote parameters for movies. µ a i and Σ a i denote those of actors, and µ k i and Σ k i denote those of keywords. For simplicity, we use only the diagonal entries of the variance matrices. We assign a vector σ i = (σ 2 i1 , σ 2 i2 , . . . , σ 2 iD ) to each entity, and let its variance matrix Σ i = diag(σ 2 i ). Preliminary experiments indicate a spherical setup, where all variance σ id are the same, yields the best performance.
Following Vilnis and McCallum (2015) , we define the similarity between a movie m i and a keyword k i as an integral over the product of two Gaussians:
where N (·) is the probability density function for the multidimensional Gaussian distribution. Note the above similarity is symmetric. We define two possible similarity functions between an actor and 1 http://ogres-crypt.com/public/ NetFlix-Streaming-Genres2.html a movie. Similar to Eq. 1, the first, persona-free similarity is:
The second version associates a translation vector ν p i ∈ R D for every persona p i . The similarity for the tuple m i , p i , a i is Figure 1 illustrates this intuition behind this formulation: actors playing different character roles in the same movie should be separated from each other, while remain close to the movie. For example, heroes in science fiction movies should be separated from villains from science fiction movies, but they should stay in the proximity of the movie, which in turn is close to the science fiction genre.
We note the persona of an actor in a movie may depend on different aspects. In our experiments we consider three components: age, gender, and automatically identified persona topic. Each component is given their own vector and the persona vector ν p is computed as the sum or the concatenation of the component vector. More details are provided in Section 4.1.
During training, entity pairs that co-occur are pushed toward each other and pairs that do not cooccur are pushed apart. This is achieved by minimizing the following margin loss.
where φ denotes the margin of separation. For a real entity pair m i , k i ∈ D mk and a fake pair m i , k − that does not exist (a negative sample), the loss is minimized to 0 only when S(m i , k i ) − S(m i , k − ) > φ, so that the real and fake data are separated by the margin. The expectations over k − and a − are approximated by random sampling.
Regularization
Word embeddings are usually trained on large textual corpora. In comparison, data for movies and actors are limited. To bridge the gap in training data, we adopt dropout regularization . For each pair of entities in the loss function (Eq. 5), we create a D-dimensional random vector q, whose components q i ∈ {0, 1} are independently drawn as 0-1 Bernoulli trials with probability p 0 . q is component-wise multiplied to all mean vectors during training. We also apply L2 regularization on all mean and translation vectors.
Experiments
The proposed model is evaluated in two tasks. The first task investigates if the model can predict which actors appeared in a given movie. In the second task, we examine the degree to which the learned variance of the actor Gaussians agree with the versatility judgments from human experts.
Data and Preprocessing
With permission from The Movie Database 2 , we collected the metadata of 335,037 movies with complete cast lists, genres and user-supplied keywords. We kept prominent actors that appear in the first four leading roles of the cast and entities that appear in at least 10 relations. This procedure yields 2,200 actors in 15,997 movies, 2,213 usersupplied keywords and 20 curated genres.
To collect persona information, we performed Persona Regression (Bamman et al., 2013) , which assigns each character in a story text to one of 50 latent persona topic groups. We used plot summaries from Wikipedia that match the collected movies on metadata including title, year, 2 www.themoviedb.org and IMDB identifiers. However, due to sparsity in the plot summaries and imperfect coreference resolution, we were only able to assign a topic group to 30.5% of the 38,179 movie-actor pairs. To cope with this difficulty, we use additional information from the gender and the age of actors at the time of the movie release. We retrieved actors' dates of birth and gender from TMDB and Freebase (Bollacker et al., 2008) . The range of age (0-120) is discretized into 5-year segments.
We compute a persona vector ν i as a summation of three vectors ν ∈ R D , which represent the learned persona topic group for the character in the plot summary, the actor's age at movie release, and the actor's gender respectively. Every unique value in the three categories is assigned a unique vector, which are learned during training.
Model and Ablated Baseline Setup
For link prediction, movie-persona-actor triples are split into a 70% training set, a 15% validation set, and a 15% test set. All movie-keyword pairs are put in the training set. For versatility, the expert rankings are split into a 40% validation and a 60% test set. No expert rankings are used for training.
For both tasks, we use validation sets to tune the following hyperparameters: the number of training epochs is selected among {200, 400, 600}, the embedding dimension among {30, 40, 50}, the learning rate among {0.01, 0.05, 0.1}, the margin φ among {1, 2, 4}, the dropout rate among {0.4, 0.5, 0.6}, the regularization coefficients among {0.01, 0.05, 0.1}, and the gradient descent algorithm between Adagrad (Duchi et al., 2011) and RMSProp (Tieleman and Hinton, 2012) . The mini-batch size is set to 128. After validation, we take the best set of hyperparameters, train a new model using both training and validation data, and report the performance on test data.
We create several ablated versions of the model. In the first baseline (JGE), we ignore persona information and use the persona-free similarity function defined in Eq. 2. The second (JGE+AG) is created with only age and gender information, but not the topic groups. The third (JGE+T) uses only the topic groups without age and gender. The full joint Gaussian embedding model is denoted as JGE-AGT. For each version, we also try to initialize the mean of keyword Gaussians with word embeddings learned by GloVe (Pennington et al., 2014) . Task-specific baselines are described in the two sections below.
Link Prediction
Filling in missing data is a common evaluation metric for knowledge graph embedding techniques. Here, we examine the framework's ability to predict the actual actors for a given persona in a given movie.
We use the popular TransE graph embedding algorithm (Bordes et al., 2013) as a baseline for comparison. Its hyperparameters including training epochs, embedding dimension, learning rate, margin, and mini-batch size are tuned on the validation set. The final result is obtained by training on both training and validation data, and testing on the test set. Table 1 shows the final result. We report both the mean rank, which is the average position of all group-truth answers in the ranked list of all possible answers, and hits@10, which is the percentage of correct answers among the top 10 highest ranked answers. We observe that performance is generally low for all models, indicating the difficulty of this task. Casting decisions are often complex and may depend on exogenous variables like the actors' schedule, which we cannot observe. Our best model outperforms TransE by 329.49-333.38 at mean rank and 8.84%-9.61% at hits@10, suggesting the Gaussian formulation is advantageous for modeling the relations between movies, actors, and keywords. Between the different ablated versions, JGE+AG with GloVe initialization has the best mean rank of 173.37. JGE+AGT+GloVe has the best hits@10.
Using age and gender information improves prediction accuracy. This is largely expected and consistent with the general observation that the choice of actors is limited by the personae. The effects of automatically identified persona topics range from marginally positive to negative. Data sparsity and errors in coreference resolution likely contributed to this outcome.
Ranking Actors' Versatility
We test the hypothesis that the ranking induced by the actor Gaussians' variance correspond to the ranking of actors' versatility.
We collected ground truths from four judges who received formal education in acting and had more than 5 years of acting experiences in Hollywood. None of them was aware of our model's output. We took two measures to reduce ambiguity in the judges answers. First, in order to make sure the judges are familiar with the actors, we select 250 actors that are most searched for on Google 3 and are likely well-known. Second, we used relative ranking instead of Likert scale. Every judge received the same 200 groups of 5 randomly picked actors and was asked to rank them in versatility. They were allowed to skip any groups or give identical ranks to actors who are difficult to differentiate. We break down each group to 5 2 = 10 pairwise comparisons. From 200 groups, there is a total of 987 unique pairs. The judges appeared to be very consistent with themselves; three were inconsistent on only one pair of actors and one was consistent on all pairs. There is unanimous agreement on 534 or 54.1% of pairs. On 318 pairs, or 32.2%, one judge differed with the rest. Fleiss' Kappa is 0.498, indicating fair agreement. Given the vagueness and subjective nature of the question, we believe the agreement is decent. For evaluation, we only use 861 pairs where the judges can reach a majority decision.
We created three heuristic baselines for this task. For the first baseline (Genre), we compute the frequency that an actor appears in every genre. The entropy of the count vector is used as an indication for versatility. We repeat the entropy computation for the automatically identified persona topic groups (PTG) and topics of keywords (Keyword-Topic), where topics are found by non-negative matrix factorization (Kim and Park, 2011) . Table 2 and 3 show prediction accuracy and rank correlation. The two measures do not perfectly align because (1) converting ground-truth pairwise comparisons to a list involves averaging over random tie-breaking and (2) pairwise comparisons do not carry the same weight in rank correlation as some are implied by others.
The three heuristic baselines fall below random chance, indicating the problem is non-trivial. Interestingly, the best model is JGE without any persona information, achieving 65.95% accuracy. This contrasts with the previous experiment, where persona information improves prediction accuracy. We offer the following hypothesis. When no persona vectors are used, the vari- ance is the only variable that capture versatility. When persona vectors used, they also capture some versatility information-by definition, actors that can play multiple personae are versatile. Thus, ranking actors by variance alone becomes less effective.
Qualitative Evaluation: Actor Replacement
After movie production has begun, casting decision may still change due to reasons like contract conflicts or injury. For instance, the role of Indiana Jones in Raiders of the Lost Ark was first offered to Tom Selleck and then Harrison Ford. Sequels / reboots may replace actors. For example, Bruce Banner/Hulk was first played by Edward Norton (The Incredible Hulk) and later by Mark Ruffalo. We posit that actors will likely to be replaced by similar actors and checked known cases against the best link prediction model (AGT+GloVe). In American Psycho, Christian Bale was replaced by Leonardo Dicaprio, who was later replaced by Bale again. In the embeddings of more than two thousand actors, DiCaprio is the 26th nearest neighbor (NN) of Bale and Bale is the 16th of DiCaprio. Figure 2 contains more examples.
Conclusion
Little attention was paid to understanding actors in the narrative understanding literature, yet actors are correlated with the personae they play and may provide useful information for downstream applications such as content recommendation. We present a joint representation learning algorithm for movies, actors, and personae using Gaussian embeddings that explicitly account for semantic uncertainty and actor versatillity. The algorithm surpasses the popular TransE at cast list prediction and achieves 65.95% agreement with human judgment on actors' versatility. An effective understanding of actors may reinforce future systems aimed at understanding movies, evaluating movie scripts, and recommending narrative artifacts.
