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Abstract
The use of Time Of Flight (TOF) in Positron Emission Tomography
(PET) is expected to reduce noise on images, thanks to the additional
information. In clinical routine, a common reconstruction approach is the
use of maximum likelihood expectation maximization (MLEM) stopped
after few iterations. Empirically it was reported that, at matched number
of iterations, the introduction of TOF increases noise. In this work we re-
vise the theory describing the signal and noise convergence in MLEM, and
we adapt it to describe the TOF impact on early stopped MLEM. We val-
idated theoretical results using both computer simulations and phantom
measurements, performed on scanners with different coincidence timing
resolutions. This work provides theoretical support for the empirically
observed noise increase introduced by TOF. Conversely, it shows that
TOF not only improves signal convergence but also makes it less depen-
dent on the activity distribution in the field of view. We then propose
a strategy to determine stopping criteria for TOF-MLEM, which reduces
the number of iterations by a factor proportional to the coincidence tim-
ing resolution. We prove that this criteria succeeds in markedly reducing
noise, while improving signal recovery robustness as it provides a level
of contrast recovery which is independent from the object dimension and
from the activity distribution of the background.
1 Introduction
Time of flight (TOF) positron emission tomography (PET) provides additional
information in the acquired data respect to conventional non-TOF PET. On
top of the sufficient tomographic transform of the data, it provides a range of
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probable emission locations . The tomographic problem consequently results
better conditioned and higher signal to noise ratios (SNR) can be obtained on
reconstructed images. In a TOF system characterized by a coincidence tim-
ing resolution (CTR) ∆t, expressed in ps full width half maximum (FWHM),
Deff ≡
√
2pi ∆t√
8 ln 2
c/2 is the “effective diameter” of the TOF kernel. In the cen-
tral pixel of a uniform circular object of diameter D, TOF is expected to provide
a noise reduction of a factor
√
D/Deff [1].
In clinical setups a standard way to reconstruct images is Maximum Like-
lihood Expectation Maximization (MLEM)[2], stopped quite far from conver-
gence to achieve a noise reduction, exploiting the difference in convergence speed
for signal and for noise. Most often MLEM is used in combination with the or-
dered subset acceleration, in the so called OSEM algorithm[3], however it is
assumed that, especially in the early iterations, the use of the OSEM acceler-
ation does not influence the results. It has already been observed that TOF
increases MLEM convergence speed, therefore both signal and noise are higher
at matched number of iterations[4, 5]. An improved signal to noise ratio could
be therefore achieved by simply modifying the early stopping criteria to either
increase contrast or reduce noise. It was already reported that to achieve an
improvement in image quality when TOF is present, a lower number of itera-
tions is recommended [6]. Such approaches were based on the concept of “SNR
matching”: achieving the same SNR with a reduced counting statistics or using
variations of the same concept (e.g.: constant noise and better contrast recov-
ery, lower noise at identical signal recovery etc...). The limit of these approaches
is that it is not clear how to find the number of iterations that satisfies such a
request. As an example, in a study the noise level was measured as the standard
deviation between neighboring voxels in a region of interest over the liver, then
the selecting the patient-specific number of iteration for that specific patient
that provided equal levels of noise than a non-TOF reconstruction[7]. Similarly,
matching contrast recovery on phantom images might be misleading as conver-
gence speed depends on many factors, and therefore can change from acquisition
to acquisition.
While the need to modify the stopping criteria when using TOF is clear,
especially from empirical observations, theoretical rules to guide the choice of
the number of iterations in an a-priori way are lacking. The aim of this study
is to theoretically derive and experimentally validate the convergence of signal
and noise in non-TOF and in TOF MLEM with different CTRs in the range
of iterations used in clinics (i.e. far from convergence). This allows optimal
exploitation of the potentialities offered by new TOF-PET systems, with CTR
as low as 210 ps[8]. The final aim is to develop an easy stopping criterion for
TOF MLEM. It should be able to generate images with a minimal level of noise,
while retaining quantitative accuracy and improving robustness to changes in
the composition of the objects within the FOV.
This paper is structured as follows. After notations and conventions, in
section §2 we analyze the convergence speed of signal and noise in TOF and non-
TOF MLEM. We review the theory of Barrett et al [9] about noise as a function
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of iterations and extend it to TOF. In section §3 and 4 we perform computer
simulations and phantom measurements for theory validation. In section §5,
before discussion, we propose an iteration stopping criteria optimized for TOF.
Notations and conventions We indicate with λ image voxel activity val-
ues, with y sinogram counts and with ci,j the probability that a photon pair
emitted from pixel j is recorded in the sinogram bin i. We use k to indicate
the iteration number, using it as a superscript when referring to the estimate
of a parameter at the k-th iteration. To avoid confusion with exponentiation,
we indicate the latter with parenthesis; e.g.: λk is the estimate of λ at the k-th
iteration while (α)
k
is the k-th power of α. The forward projection operator is
indicated in component notation as yi =
∑
j ci,jλj , and in matrix notation as
y = H [λ], while the backprojector is indicated with HT . We define the normal-
ization factor ηj =
∑
i ci,j . Matrix multiplications will be highlighted by the
use of square brackets (e.g.:y = H [λ]) while element-wise multiplications will
be identified by the Hadamard product “◦” . Therefore, the forward projection
of the element-wise multiplication between λ and a matrix δ will be written
as H [λ ◦ δ]. Element-wise divisions are written as standard fractions. Note
that throughout the paper we will not use resolution modeling within the H
operators. Point spread function modeling indeed makes unconstrained MLEM
reconstruction undetermined at high frequencies[10], therefore studying the con-
vergence of both signal and noise at those frequencies is not possible, as it is
dependent on the specific implementation.
2 Theory
2.1 Objects convergence
We start analyzing MLEM convergence proprieties. In PET reconstruction the
tomographic problem is the minimization of the negative likelihood
λ∗ = argmin
λ
∑
i
y¯i − yi ln y¯i (1)
with y¯i =
∑
j ci,jλj . It has been shown that MLEM can be also written as a
gradient descent algorithm with unitary step size and a diagonal preconditioner
equal to the current image estimate divided by the normalization matrix[11].
Mathematically
λk+1j = λ
k
j + λ
k
j/ηj
∑
i
ci,j
yi −
∑
ξ ci,ξλξ∑
ξ ci,ξλξ
(2)
or, in matrix notation,
λk+1 = λk +M
[
HT
[
W
[
y −Hλk]]] (3)
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with W = diag
(
1/
∑
ξ
ci,ξλξ
)
mimicking a weighting matrix of a quadratic prob-
lem and M = diag
(
λkj/ηj
)
the preconditioner.
Taking the Taylor expansion around the solution λ∗ of equation 2, we find
that
λk+1j − λ∗j = I −
∑
ξ

 1
ηj
∑
i
ci,ξ
ci,jλ
k
j yi(∑
ζ ciζλ
k
ζ
)2

 (λkξ − λ∗ξ) (4)
where I is the identity matrix. This equation closely mimic that of an algorithm
linearly converging. We will prove that we are able to estimate an effective linear
convergence rate αj = E
[‖λk+1j −λ∗j‖
‖λkj−λ∗j‖
]
for different kind of signals. To do this
we need to compute E
{∑
ξ ci,ξ
(
λkξ − λ∗ξ
)}
. We also notice that in a Poisson
problem E
(
yi
y¯i2
)
= 1
y¯i
exactly, even at very low expected number of counts per
bin. In MLEM, after the first iteration, the total amount of activity estimated
in the FOV is constant. Therefore, in background regions, the expectation
value E
(
λkξ − λ∗ξ
)
= 0. In pixels belonging to an uniform object of extension d
centered in j we can approximate
E
(
λkξ − λ∗ξ
)
=
(
λkj − λ∗j
)
cos
(pi
2
x
d
)
|x| < d (5)
and 0 elsewhere, where x is the distance between pixel ξ and the pixel j. We
used the cosine function extending outside the object to approximate the low fre-
quency effect of backprojection. Under this assumption E
(∑
ξ ci,ξ
(
λkξ − λ∗ξ
))
=
ci,j
2
pi
d
(
λkj − λ∗j
)
, and therefore into
αj = 1− 1
ηj
∑
i
ci,j
ci,jλ
k
j∑
ζ ciζλ
k
ζ
2
pi
d =
= 1− 2/pi
〈
ci,jλ
k
j
y¯i
〉
d (6)
where brackets indicate the average over all the LORs contributing to pixel j.
We can easily observe that signal convergence depends on its spatial extension
and on its contribution to the total number of counts in the LORs. If the image
is composed by a background circle of diameter D with a smaller concentric
circle of diameter d and activity ratio β, in the central pixel j we can further
simplify equation 6 as
αj = 1− 2/pi dβ
D + (β − 1)d (7)
With TOF the same equation holds with Deff in place of D, if Deff < D.
Equation 7 is an approximation because, especially at low iterations and for
small values of β, the reconstructed contrast might be different than the true
contrast β. A few things can be noticed:
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1. With increasing signal to background contrast β, the convergence is faster.
2. With increasing object size d, the convergence speed also increases.
3. If an object is totally cold, i.e. β = 0, the convergence rate approaches 1.
This makes the convergence of cold objects extremely slow.
4. Without TOF the convergence speed decreases with the background di-
ameter D. With TOF, instead, convergence does not depend on D (for
D > Deff ).
5. With TOF convergence depends on Deff ; if d ≈ Deff the convergence is
almost instantaneous.
6. For the full reconstruction of a circle, not only low frequency components
need to converge, but also high frequency components. Each frequency
converges according to the same equation by replacing d with 1/f .
7. The same model is able to describe the background noise convergence,
using β = 1 and d = 1/f.
From equation 7 it follows that signal convergence is the geometric succession
λkj = λ
∗
j +
(
λ0 − λ∗j
)
(αj)
k. As this equation is difficult to fit to data, we rewrite
it introducing an approximation
λk+1j
λkj
=
λ∗j +
(
λ0j − λ∗j
)
(αj)
k+1
λ∗j +
(
λ0j − λ∗j
)
(αj)
k
= (8)
= 1 +
(
λ0j − λ∗j
) [
(αj)
k+1 − (αj)k
]
λ∗j +
(
λ0j − λ∗j
)
(αj)
k
≈ 1 + λ
0 − λ∗j
λ∗j
(αj)
k+1
[
1− (αj)−1
]
(9)
In this way we can perform the log-linear fit:
ln
(
λk+1j
λkj
− 1
)
= ln ε0+(k + 1) lnαj+ln (1− 1/αj) = (k + 1) lnαj+const (10)
with ε0 = λ
0
j−λ
∗
j/λ∗. A second order expansion of the approximation introduced
would result in equation 10 becoming = const+ln
(
(αj)
k+1 − ε0 (αj)2k+1
)
, thus
negligible after very few iterations.
Equation 5 is an approximation of the backprojection shape. Therefore in
the next section, on top of validating this model we will fit the proportionality
constant, here found to be 2/pi, defining it as a parameter γ.
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2.2 Contribution of attenuation, random and scattered
coincidences
Attenuation
Using a notation where ci,j represents the total probability of a photon emit-
ted from the pixel j to be detected in detector i, the attenuation is naturally
accounted for in all the previous equations, without any modification.
Random and scattered coincidences
In presence of an expected rate of random coincidences r and of scattered coin-
cidences s, equation (2) becomes
λk+1j = λ
k
j + λ
k
j/ηj
∑
i
ci,j
yi −
∑
ξ ci,ξλξ − ri − si∑
ξ ci,ξλξ + ri + si
(11)
Therefore, equation (6) still holds by considering the contribution of scatter and
random coincidences to yi.
It can be seen that, the higher is the fraction of random and scattered coin-
cidences, the slower is the convergence rate. In TOF, random coincidences are
uniformly distributed over time bins. Pixel convergence is therefore influenced
not by the whole random amount, but only by the fraction Deff/FOV happen-
ing within Deff . TOF indeed greatly reduces the randoms impact on MLEM
convergence. On the other side, since the scatter coincidence profile over time
bins follows that of emission coincidences [12], the scatter impact on conver-
gence is not reduced with TOF. Furthermore, as the scatter fraction greatly
increases with object dimension, the previously observed TOF convergence rate
independence from background dimension is no longer accurate.
2.3 Noise convergence theory
In order to study noise behavior over iterations, we revised the theory of Barrett
el al [9] . Briefly, the noise δ in the image is defined as a multiplicative factor, i.e.
λk = λ¯k
(
1 + δk
)
, where λ¯k is the expected value of λ at iteration k. Basically
δ is the relative error on a pixel value. Working on the logarithms of the image
and assuming that the noise is low (i.e. δ ≪ 1), logλk ≈ log λ¯k + δk. Similarly,
measured coincidences are defined as y = y¯+n, where, since photon detection is
a Poisson process, E (n) = 0 and the covariance matrix cov (n) ≡ K = diag (y¯).
It was then proved that δk+1 = Bkn+
[
I −Ak] δk, with I the identity matrix
and B and A two operators defined as follow:
Bkn =
1
η
HT
[
n
H ¯[λk]
]
(12)
Akδ =
1
η
HT
[
H
[
λ¯k ◦ δ]
H ¯[λk]
]
(13)
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B mostly involves a weighted backprojection, therefore it produces a low fre-
quency image. A operates instead on images and can be written in a form
HTWH , whereW is the diagonal statistical weighting matrix already defined in
section 2.1. Li [13] later studied the same problem without assumingH
[
λ¯k
] ≈ y
at all iterations, resulting in an identical B term and a small corrective factor
for A. We retain the approximation introduced by Barrett, as the impact of the
corrective term is small and otherwise we cannot derive explicit expressions.
It is instructive to note that, for a shift invariant system, when all the pro-
jections have identical weighting, A is the 1/r lowpass filter and, therefore, A−1
is the ramp filter. The introduction of TOF modifies the ramp filter from |r| to
1√
2piσt
e−
r2
2σ2 |r| (14)
with r the radial frequency and σt the timing resolution. Its inverse also is not
anymore the 1/r filter but it is modified by letting all frequencies r < σt passing
unaltered and penalizing less higher frequencies.
Assuming that λ0 is noiseless, we can express the noise at each iteration as
a function of sinogram noise n, using an operator Uk defined recursively as
Uk+1 = Bk +
[
I −Ak]Uk (15)
so that δk = Ukn . The covariance matrix of δ results Kδ = UKU
T =
U diag
(
Hλ¯
)
UT [9]. Therefore the standard deviation on an individual pixel j
is std (λj) = λj
√
Kδj,j .
2.3.1 Noise frequency analysis
From the previous equation, the noise spatial frequency behavior over iterations
can be derived. As already done in section 2.1 we assume that A and B do
not depend on the iterations, that is Hλ¯k ≈ y¯ . With this approximation the
recursive expression for Uk becomes a geometric succession
Uk =
k∑
l=0
(I −A)lB = A−1
[
I − (I −A)k
]
B (16)
Expanding the power term, which is useful to compute a low iteration limit,
Uk = A−1
[
a1A− a2A2 + a3A3 − . . .
]
B
= a1B − a2AB + a3A2B − . . . (17)
where a1, a2 . . . ak are the binomial coefficients for the power k. Since B is a
backprojection and A a lowpass filter, low frequency noise components will con-
verge much faster than high frequencies, thus the noise at the first iterations will
have only low frequency components. Higher frequencies will be reconstructed
more slowly by the action of the A operator. At late iterations, (I − A)k ≪ I
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, therefore Uk ≈ A−1B and noise will feature an enhancement of the high fre-
quency components.
With the introduction of TOF, the lowpass filter in A has a higher frequency
cutoff, that moves to higher values with improving CTR. Conversely, the high
frequency enhancement provided by A−1 becomes less pronounced, as shown in
equation 14.
2.3.2 Low iterations limit
At initial iterations, since the noise δ is small and with zero average, we can
assume Aδ ≪ Bn and Uk ≈∑ki=1 Bi. If, as before, we further approximate B
as iteration independent, then Uk ≈ kB. In component notation
std(λj) = λj
√
Kδj,j = λjk
√
1/ηj
∑
i
ci,j/y¯iKi,k
∑
l
cl,j/y¯l1/ηj =
= λjk
√
1/η2j
∑
i
(ci,j)
2 1
y¯i
(18)
where the last step follows from the definition of K. For the central pixel of a
uniform disk of diameter D, we can further simplify the equation to
std (λj) = kλj
〈
1√
yi
〉
(19)
where with the brackets we indicate the average over all the LORs contributing
to the j−th pixel.
At low iterations the pixel standard deviation linearly increases with the
iteration number. All the LORs intersecting the disk central pixel have the
same expected sinogram counts yi ∝ D, therefore std (λj) ∝ kλj 1√
D
. With
the introduction of TOF yi ∝ Deff , resulting in an increase of low iterations
noise by a factor
√
D/Deff . At the same time, with improved CTR, the action
of A becomes negligible at a much lower number of iterations, both because
δ converges faster and because the strength of the filter represented by A is
reduced. Therefore, the linearity range is smaller.
In the next section we will investigate the range where noise linearly increases
with iterations, and we will investigate the noise level ratios between TOF and
non-TOF reconstruction at full convergence.
2.4 Random and scattered coincidences, and attenuation
In the original paper by Barrett [9], the influence of attenuation and of random
and scattered coincidences was not analyzed. As in section 2.2, attenuation is
naturally modeled in the equations by using appropriate ci,j factors. Regarding
random and scattered coincidences, it can be shown that A and B are modified
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as follows:
Bkn =
1
η
HT
[
n
H
[
λ¯k
]
+ s+ r
]
(20)
Akδ =
1
η
HT
[
H
[
λ¯k ◦ δ]
H
[
λ¯k
]
+ s+ r
]
(21)
In presence of random coincidences, noise convergence is slower. Furthermore,
the sinogram covariance matrix is modified asK = diag (y¯ + s+ r), thus leading
to a noise increment with increased random and scatter coincidences rates.
3 Simulations
3.1 Simulator description
Simulations were performed in an idealized setting. Matched distance-driven
projectors and backprojectors were used [14], simulating a single slice of a scan-
ner with a 829mm ring diameter, with 4.3mm crystals. The same projectors
were used for image reconstruction. Images were generated at high resolution
(1.2mm pixel size), smoothed with a 4.5mm FWHM Gaussian kernel, then
forward projected. When needed, Poisson noise was simulated. Sinograms were
then reconstructed in a 512mm FOV, using 2mm pixels and MLEM iterations,
without OS acceleration. Reconstructions were initialized with a unitary circle
as large as the FOV.
3.2 Circle reconstruction speed
3.2.1 Methods
In this section we simulated, in an idealized setting without attenuation nor
random or scattered coincidences, the convergence rate of circles positioned in
the center of a uniform background, with and without TOF. Different circle
diameters (d = 8, 11, 16, 22mm), contrasts (β = 1.7, 2.0, 2.4, 3.3) and back-
ground diameters (D = 492, 465, 437, 410, 383, 355, 328, 300, 273mm) were
simulated. In TOF simulations, where we expect convergence rate not to
depend on the background diameter, we simulated only 3 diameters (D =
492, 410, 273mm). CTR resolutions of 700; 600; 500 ps FWHM were used,
that correspond to a Deff = 112, 96, 80mm. No noise was simulated.
The value of the central pixel of each image was analyzed with respect to
iterations and a log-linear plot was fitted to determine logαj according to equa-
tion 10. We expect this relation to be linear only in a limited range of iterations.
In the earliest ones, yi 6≈
∑
j ci,jλj and, furthermore, the approximation intro-
duced in equation (9) to obtain the lin-log relation does not hold yet. At late
iterations, low frequency components have already converged and high frequency
components dominate the update speed.
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(b) Linear-log plot of equation 10
Figure 1: Convergence of circles with contrast β = 2.4 and diameter d = 22mm
for different background diameters and CTR.
After determining αj in all simulated conditions, we fitted equation 6 (in
which we substituted 2/piwith γ), as we want to determine the proportionality
constant independently from all the assumptions.
3.2.2 Results
figure 1 shows the results of the simulations: plots of activity values for repre-
sentative circles (a), together with the linear-log plots of equation 10 (b). For
TOF only D = 410mm curves are shown as they were perfectly superimposed
for all diameters. Plots of αj as a function of background diameter, contrast
and object size are shown in supplementary figure 1. For logαj ? 0.30, model
fitting was difficult due to the very high convergence speed. This prevented
us to investigate the model for higher contrasts and lower CTRs. Equation 7
was found able to correctly describe the convergence rate for all the diameters
and contrasts investigated, with γ = 0.59 ± 0.08, both for TOF and non-TOF
recons. The discrepancy between predicted and fitted γ is acceptable consider-
ing the high number of assumptions on αj and λj trends along a LOR. As to
TOF, simulations confirmed the independence of the convergence speed from
the background diameter.
3.3 Noise properties
3.3.1 Methods
A uniform phantom of 410mm diameter was simulated and reconstructed over
a 512mm FOV using 2mm pixels. Images were forward projected without
and with TOF at CTR of 650, 400, 300 , 80 ps FWHM that correspond to a
Deff = 104, 64, 48 , 13mm. Attenuation, random and scatter were not sim-
ulated. A Poisson process was simulated to achieve 12 independent noise re-
alizations of the noiseless sinogram. An identical total number of counts was
10
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(a) Plots of noise as a function of the iterations
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(b) Plot of noise as a function of iterations for
images post-smoothed with a 4.5mm Gaussian
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Figure 2: Noise as a function of iterations
simulated at different CTRs. Images were reconstructed using MLEM without
OS acceleration over 1000 iterations.
To quantify image noise, activity was sampled in 148 close but not contiguous
pixels at the image center. Noise was computed as the average over the 148
pixels of the standard deviation among the 12 realizations. A linear fit of noise
vs the number of iterations was performed by using only the first 5 iterations.
The relation between the fit slope and background diameter was compared to
that predicted in equation 19. The ratio between TOF and non-TOF noise at
convergence was compared to the predictions made in reference [1].
As previously stated, the convergence of each noise frequency f should fol-
low equation 6 with β = 1 and d = 1/f. However, a linear-log fit cannot be
performed, since noise in a uniform disk simultaneously involves all possible
frequencies. Therefore, we analyzed the noise power spectrum at representa-
tive number of iterations, and noise as a function of iterations on post-filtered
images.
3.3.2 Results
In figure 2a noise is shown as a function of iterations for the first 500 iterations.
In the first iterations, shown in supplementary figure 2, it can be properly
described by the linear model within a 25% error up to 79 iterations for non-
TOF, to 27 iterations for TOF with 650 ps CTR, 16 iterations for 400 ps and 8
iterations for 80 ps. The slopes follow the 1/
√
Deff trend as predicted in section
2.3.2. With TOF at 650 or 400 ps is higher than in non-TOF up to ≈ 500
iterations. Up to 1000 iterations MLEM has not reached convergence yet. Ratios
between TOF and non-TOF noise at convergence (6000 iterations) corresponds
to predictions in reference [1] (results not shown). In supplementary figure 3
we show the noise power spectrum at different number of iterations for non-
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TOF and TOF with 400 ps CTR. At low iterations, the noise power spectrum
resembles the 1/r trend, while at convergence it approximates the ramp. This
was expected under the considerations introduced in (2.3.2). The low frequency
noise power is lower with TOF than without it. As to higher frequencies, without
TOF, they are still far from convergence at 1000 iterations, while with TOF the
usual shape of the ramp filter can be appreciated. In figure 2b we show noise as a
function of iterations, on images post-filtered with a 4.5mmFWHM Gaussian
kernel. Noise converges much quicker than without any smoothing, nonetheless,
TOF reconstructions with CTR of 400 ps still have noise higher than non-TOF
up to ≈ 60 iterations.
4 Phantom measurements
4.1 Methods
4.1.1 Phantom preparation and acquisition
Two 22 cm diameter Derenzo phantoms were filled with 18F − FDG. The first
phantom has the cold insert and was filled with 15.5 kBq/cc of activity, cali-
brated at the time of the first scan. In the uniform region, six cold spheres of
8, 11, 14, 17, 24 and 30mm diameters were positioned. The second phantom
has the hot insert and was filled with 15.4 kBq/cc of activity in the background
region. It also featured 6 hot spheres of 7, 12, 15, 16, 19 and 24mm diameter,
filled with a 4.48 : 1 activity ratio vs the background. The phantoms were
acquired both individually (“Single” configuration) and side by side (“Double”
configuration), to simulate different object dimensions. In the double configura-
tion, the active area has a major axis of about 44 cm and a minor axis of 22 cm,
which is close to the dimension of a typical patient.
To investigate the effect of TOF at different CTRs, the phantoms were
scanned in two different PET tomographs: a General Electrics Medical Sys-
tems SIGNA PET/MR, with 400 ps CTR and a GEMS Discovery D690 with
650 ps CTR. To better investigate the random coincidences effect, the double
configuration was scanned twice in the SIGNA: the first time immediately after
preparation with a true to random coincidences ratio ≈ 1 (“HCR” high count
rate configuration), and the second time 2 h 21min later, with a true to random
coincidences ratio ≈ 5 : 1 (“LCR” low count rate configuration). Each configu-
ration was acquired for 10 minutes in list mode. Data were then unlisted into 5
frames of 2 minutes to simulate multiple noise realizations.
4.1.2 Image reconstruction
To analyze early convergence, few iterations of MLEM without OS acceleration
were performed (SIGNA: TOF: 20, non-TOF: 40. D690: TOF: 30, non-TOF:
60). To study the convergence of high frequencies and noise with and without
TOF, a second reconstruction was performed with a full 3D-OSEM algorithm
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Acquisition non-TOF
D690
non-TOF
SIGNA
TOF
D690
TOF
SIGNA
Single 0.099 0.085 0.115 0.171
Double LCR 0.067 0.068 0.136 0.143
Double HCR 0.077 0.131
Table 1: Values of αj for the 15mm sphere
using 16 subsets and 80 iterations (1280 updates or MLEM equivalent itera-
tions). Images were reconstructed using a 256× 256 image matrix, on the max-
imum scanner FOV(70 cm D690; 60 cm SIGNA) and were post-filtered with a
4.5mm FWHM in-plane Gaussian filter.
4.1.3 Image analysis
To study the signal convergence rate, the activity measured in the central pixel
of each sphere was fitted to equation 10 . To quantify image noise, activity was
sampled in 320 close but not contiguous pixels of both phantoms. Noise was
computed as the average over the 320 pixels of the standard deviation among
the 5 noise realizations.
4.1.4 Estimation of random and scatter coincidences
In these phantom experiments, high fractions of random and scatter coincidences
are present. To fit equation 6, we need to estimate the ratio between true
counts and random and scattered counts in each sinogram bin. We thus forward
projected the reconstructed image and multiplied the resulting sinogram by the
attenuation and the normalization sinogram. We then used scatter and random
coincidence sinograms to compute count ratios.
4.2 Results
4.2.1 Sphere convergence
The convergence of a representative sphere, together with its linear-log plots
are shown in figure 3. The convergence was well described by the the linear
fit. Nonetheless, since spheres are not in the background center and due to
the presence of scatter and random coincidences, the coefficient αj can not be
simply described in terms of contrast and dimension like in equation 7, but the
whole equation 6 must be used. In table 1 we show fitted values of αj for the
15mm sphere for the different configurations in the two PET scanners.
Without TOF, D690 and the SIGNA scanner values are similar. When TOF
is introduced, SIGNA has a higher convergence speed, thanks to its better CTR.
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Figure 3: Convergence analysis of the 15mm sphere acquired on the SIGNA
SIGNA D690
[%] [%]
Single +16.9 +4.2
Double LCR +13 +10.0
Double HCR +25.6
Table 2: Noise increase at 48 updates between TOF and non-TOF reconstruc-
tions
4.2.2 Noise proprieties
In supplementary figure 4 we show the noise trends as a function of iterations for
D690 acquisitions. In figure 4 we show the same trends for the SIGNA scanner
acquisitions. Noise is higher with TOF than without it up to 200 updates
in the HCR configuration and up to 120 updates in the Single and the LCR
configurations. Curves are more detached than those obtained on the D690
scanner, because of the lower CTR. At 1280 updates noise in non-TOF has
not converged yet. In table 2 we report the noise increase from non-TOF to
TOF reconstructions at 48 updates, a common clinical setting. In the single
configuration, in the D690 scanner almost no differences are observed, as the
CTR is not significantly smaller than the phantom diameter. On the SIGNA
scanner the increase is larger than in the D690 scanner.
4.2.3 Impact of scatter and random coincidences
Results in table 2 show that the noise increase from non-TOF to TOF is higher
in HCR configuration than in the LCR one. This is in accordance with what
obtained in section 2.4. In supplementary figure 5 we show, for the LCR SIGNA
acquisitions, the estimated trues, scatter and random coincidences along the
TOF dimension for two orthogonal projections along the major and the minor
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Figure 4: Noise for TOF and non-TOF measured in the phantoms acquired in
the SIGNA scanner.
axis and of the phantom. As expected, the scatter distribution follows the
trues coincidences distribution, thereby limiting the improvements achievable
by TOF.
5 Proposed early stopping criteria
Currently, in non-TOF reconstructions, it is customary to estimate the optimal
trade-off between signal recovery and noise on image quality phantoms. Such
phantoms are generally small in diameter compared to patients and signal re-
covery is measured in a relatively high contrast setup (e.g.: 10 : 1). As we have
shown, if the stopping criteria are optimized on a high signal contrast and with
a small diameter background, when they are applied to patient areas like the
abdomen, characterized by a large diameter and by the presence of high uptake
organs in the background, a serious risk of signal under-recovery may appear.
Nonetheless, the widespread adoption of early stopping in the last decades has
shown that such criteria are effective enough to allow a robust diagnosis.
We here propose a stopping rule definition method for TOF to maximally
exploit TOF potentialities for a given combination of PET scanner, injected dose
and acquisition duration. First, a non-TOF reconstruction stopping criteria Nit
has to be established according to the current standard, using an image quality
phantom, possibly with a lower contrast (e.g 4 : 1). Then, the optimal stopping
criteria for TOF can be obtained asNTOF = Nit×Deff/20 cm . On 20 cm objects,
this stopping criteria would provide the noise reduction theoretically expected
for TOF [1] and a signal recovery comparable to that achievable with non-
TOF reconstruction. For objects smaller than 20 cm, a slight under-recovery
with respect to non-TOF reconstructions would be present, but signal recovery
in small objects is generally not an issue. On objects larger than 20 cm this
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Figure 5: Two slices of the phantom in the single configurations, reconstructed
using the proposed stopping criteria
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Figure 6: Double phantom reconstructed with the proposed criteria
criteria maintains the signal recovery determined on the image quality phantom
and still provide a noise reduction, even if by a factor smaller than
√
Deff/D.
The effects of this criteria can be qualitatively appreciated by analyzing
results obtained on the SIGNA scanner. On the Single configuration of the hot
phantom, we estimated 48 updates to be a reasonable stopping criteria for non-
TOF reconstruction. According to the proposed criteria, we selected 16 updates
for TOF reconstruction. In figure 5, two slices of the phantom obtained with 48
updates of non-TOF and 16 updates of TOF are shown. In the slice containing
hot spheres, detectability is visually similar with TOF, while noise is markedly
reduced. In the slice with the Jaszczak insert, TOF provides a visually better
image quality, despite the lower number of iterations. In figure 6, images of the
Double configuration phantom obtained with the same reconstruction strategies
are shown. In the slice containing the hot spheres and the cold Jaszczak insert,
TOF shows slightly better hot sphere contrast at much lower noise, and a higher
cold contrast. In the slice containing the cold spheres and the hot Jaszczak
insert, TOF markedly improves image quality respect to non-TOF, that at 48
updates, is not able to recover details at the FOV center yet.
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6 Discussion
In this paper we revised PET MLEM convergence properties, with the aim to
investigate TOF influence on signal recovery and noise amplification on early
stopped reconstructions, as these are still the most widely used in clinical rou-
tine. In the theoretical analysis it was found that signal convergence speed in-
creases with signal contrast and dimension, while it decreases with background
diameter. TOF, in an ideal condition without random and scatter coincidences,
is able to eliminate the dependence of signal convergence on the background
diameter, thus making the use of early stopped reconstructions more robust to
variations in patient size and background composition. Random and scatter
coincidences generally decrease the convergence speed. Importantly, TOF is
able to significantly reduce the impact of random coincidences on convergence;
scatter coincidences, instead, increase with patient size and, due to their dis-
tribution, their impact is not greatly reduced by TOF. All these findings were
theoretically proved and confirmed by simulations and phantom experiments.
As to noise behavior with iterations, higher frequencies converge more slowly
than lower ones, thanks to the low-pass effect of the backprojection forward-
projection sequence, base of the MLEM algorithm. TOF reduces this low-pass
filtering effect, thus making noise convergence faster. While at convergence
TOF reduces noise respect to non-TOF by a factor
√
Deff
D
, if matched itera-
tions are used in early iterations TOF actually increases noise by the inverse of
this factor, thus resulting in sub-optimal exploitation of TOF gains. In simula-
tions, we found that TOF with 400 ps CTR had noise higher than non-TOF up
to≈ 60 iterations. In phantom experiments, this limit is shifted to higher iter-
ation values, because of the influence of random and scattered coincidences on
the convergence speed. On the SIGNA scanner, the crossing point was obtained
at 120 iterations for the Single configuration (22 cm axis) and at 200 iterations
for the Double configuration (44 cm major axis). In the HCR configuration,
characterized by a high number of random and scattered events, at 50 itera-
tions noise was increased by TOF of 25%. For this reason, until regularization
algorithms become routine in clinical applications, we suggest a criteria to prop-
erly reduce the iteration number when using TOF, to optimize TOF benefits
in early-stopped MLEM. Stopping at Deff/20 cm of the iterations used without
TOF, provides matched signal recovery and noise reduction for small objects,
and greatly improves recovery for large objects.
The novelty of this work lies in the theoretical derivation of the convergence
of signal and noise in MLEM, with and without TOF. In non-TOF systems,
using a fixed number of iterations results in approximately constant levels of
noise for all body shapes and regions, due to the proprieties highlighted in sec-
tion 2.3. The signal recovery instead is strongly influenced by all these factors,
therefore the recovery factors measured in phantoms might severely overestimate
the recovery factors for low contrast objects in large backgrounds (typically liver
lesions, especially in obese patients). The proposed criteria instead, guarantees
that when TOF is used approximately the same contrast recovery measured
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on the phantom used to choose the stopping criteria is obtained in all imaging
conditions, achieving therefore both a noise reduction and also a more robust
quantification.
7 Conclusion
The convergence proprieties of signal and noise in MLEM were revised, tak-
ing into account the effect of TOF. Previous empirical findings of increased
convergence speed both of signal and noise were confirmed. Finally, we intro-
duced a way to determine using phantoms a stopping criterion that guarantees
background-independent levels of contrast recovery, that can be determined a
priori on phantoms.
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