Nous dédions cet articleà Jerry Goldstein, avec notre admiration et notre amitié.
1.
Introduction. The goal of this paper is to study the question of global existence in time of solutions to evolution equations of the following type u t + V · ∇u t − ∆u t + f (u) − θu − α∆u = 0 x ∈ Ω, t > 0, u(0, ·) = u 0 ,
where V ∈ R N , θ and α are nonnegative real numbers and f : (a, b) ⊂ R → R is a continuous nondecreasing function. A typical and relevant example in applications is given by (a, b) = (−1, 1), f (r) = ln 1 + r 1 − r .
We choose to work with periodic conditions on the boundary of the open hypercube Ω := (0, 1) N ⊂ R N (see Remark 1 for other boundary conditions). The model (1) is a version of the sometimes called Allen-Cahn-Gurtin models. The standard Allen-Cahn equation characterizes qualitative features of two-phase systems; it reads u t − α∆u + g(u) = 0 x ∈ Ω, t > 0, (3) where g : (a, b) → R is the derivative of a double-well potential (we typically have g(r) = f (r) − θr with f as above and θ > 0 large enough). In this context, u is an order parameter which describes the ordering of atoms within a unit cell on a lattice, and the wells of the potential define the phases of the system. In [10] , by considering a local microforce balance, M. E. Gurtin derived several generalizations of the Allen-Cahn equation for anisotropic materials, including equation (1) and its generalization (38) below.
A first look at the equation (1) suggests a natural way to prove existence of a solution. Indeed, if we denote L = I +V ·∇−∆, then L defines an isomorphism from H := H 1 per (Ω) (see below for a precise definition) into its dual H ′ so that (1), together with periodic boundary conditions, may be rewritten in the equivalent form u t + L −1 f (u) = αL −1 ∆u + θL −1 u, u(t) ∈ H, t > 0, u(0, ·) = u 0 ∈ H. (4)
Here, αL −1 ∆ + θL −1 is a continuous linear operator from H into itself so that the question of existence depends essentially on the operator L −1 f (in other words, the case α = 0, θ = 0 is significant of the general problem).
Local existence in time may be obtained in general, at least when f is regular, for regular enough initial data with values in a compact subset of (a, b) (use the standard Cauchy-Lipschitz theorem in an appropriate Sobolev space). But, global existence is a quite more serious question: indeed, the following result has been proved in [6] in the case of the nonlinearity (2) in dimension N = 1, Ω = (0, 1): for α small enough, there exist T * > 0 and u a unique regular solution of (4) on [0, T * ] such that u(t) L ∞ (Ω) < 1 for all t ∈ [0, T * ) and u(T * , 1/2) = 1, u t (T * , 1/2) > 0. In particular, this solution u cannot be extended as a standard "regular" solution of (4) for t > T * . The result stated in [6] actually assumes θ > 2, but a similar proof can be applied for any θ ∈ R.
A main point here is that no maximum or comparison principle holds for (1), (even for V = 0). This may be surprising at first since it does hold for the linear problem (f (u) = 0, V = 0, θ = 0), as proved in [7] in the context of pseudo-parabolic problems. However, the introduction of the nonlinearity f , even if nondecreasing, destroys this maximum principle property. This is different from more classical Allen-Cahn models. Here, if one starts with initial data with values in a compact subset of (−1, 1), then the solution may reach the values 1 or −1 in finite time (and recall we have |f (1 − )| = |f (−1 + )| = ∞). Our main goal here is to describe what happens after time T * in this kind of situation. Let us first suppose V = 0 (with moreover θ = 0 = α). Then, as we prove in Section 2, the operator [u → Au := L −1 f (u)] is monotone in H (for its natural Hilbert scalar product) and the range of I + λA is dense in H for all λ > 0. Therefore, the closure A of A in H × H is maximal monotone. As a consequence of the theory of maximal monotone operators (see [2] ), the problem
has a unique global solution on [0, ∞). This solution necessarily coincides with the local solution of (4) on some interval [0, T ]: therefore, the global solution of (5) provides an extension of the local solutions of (4) even in "blow up" situations like the one described in [6] and recalled above. A surprising fact is that, in general, the operator A is multivalued (whence the symbol "∋" rather than "=" in (5)). We prove in Section 2 that, if w ∈ Au, then there exists a measure ν on Ω such that w = L −1 (f (u) + ν). This measure writes ν = ν b − ν a where ν a , ν b are nonnegative measures supported respectively by the sets [u = a] and [u = b] . These sets are of Lebesgue measure zero so that ν a , ν b
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are singular with respect to the Lebesgue measure. Then, we may interpret the problem (5) as solving
where the measure ν on [0, ∞) × Ω is singular with respect to the Lebesgue measure and supported by the set [u = a] ∪ [u = b]. This measure is equal to zero in some situations, in which case u solves exactly (1) and (4). This is in particular the case when (a, b) = (−∞, +∞). This provides an extension of some results in [5] where global existence was proved in dimension N ≤ 3 and for polynomial potentials f with subcritical growth. We chose to devote Section 2 to the particular problem (6) , that is to assume first V = 0, α = 0 = θ in (1). This allows to purely understand the behavior of the measures ν. Explicit examples are given in dimension N = 1 which are confirmed by numerical computations given in Subsection 2.4 where this singular behavior may be captured. In this section, A turns out to be a subdifferential so that the solutions are rather regular, even if the initial data are taken in the closure of the domain of A and may then take the singular values a or b on sets of positive measure.
As explained above, taking α = 0 does not make much difference since L −1 ∆ is a good continuous linear perturbation of A. But, making V = 0 changes the analysis quite a bit. First, the problem is not symmetric any more, and can certainly not be governed by a subdifferential operator as for V = 0. Then, we even lose the monotonicity property. However, we are able to prove that the evolution problem is still governed by a multivalued operator, which is not monotone, but which satisfies monotonicity-like properties. We exploit them to prove existence of global solutions to the full problem (1) . This general problem is treated in Section 3 with even a more general diffusion (see (38)) .
Finally, we also analyze the asymptotic behavior, first in the particular case V = 0, α = 0 = θ (see Subsection 2.3), then in the general case (see Subsection 3.3). It turns out that, in dimensions N ≤ 3, the solution takes its values in a compact set of (a, b) for large t: therefore equation (1) (or even (38)) is then exactly satisfied no matter if (a, b) is unbounded or not. Remark 1. Periodic boundary conditions are quite natural here. But, most of the main ideas of this paper would carry over to other standard boundary conditions. However, some restrictions may be needed for some parts of the analysis. For instance, it is not clear how to extend the H 2 -estimates proved in Lemma 3.9 to Dirichlet boundary conditions; this has already be noticed in [5] . Moreover, when dealing with Neumann boundary conditions, since the property Ω (V · ∇u)udx = 0 (see (41)) would not be true any more, the case V = 0 would require a different analysis. Probably a better model would then involve a vector field V (x) dependent of x and tangent to the boundary of Ω for conservation laws reasons. Generally speaking, when in these pseudoparabolic problems, the linear operators acting on u t on one hand, and on u on the other hand, are different, the situation may be quite difficult to analyze (see [7] ). And it is to be emphasized that we do handle such a situation here in the general situation treated in Section 3. In this respect, formula (61) turns out to be very helpful.
2. The particular case V = 0, α = 0 = θ.
2.1.
The governing operator A. Let Ω = (0, 1) N and let H := H per (Ω) be defined by
equipped with the Hilbert norm · H associated to the scalar product
where the dual space H ′ is the subspace of Ω-periodic distributions of H −1
Let −∞ ≤ a < b ≤ +∞ and let f : (a, b) → R be maximal monotone continuous that is
We consider the operator A defined on H by
It will be stated in the next theorem that the closure A of the operator A in H × H is a maximal monotone operator, and is even the subdifferential of a convex lower semi-continuous (l.s.c.) function Φ : H → (−∞, ∞] (see [2] for more details). To define Φ, we fix some c ∈ (a, b) and we introduce:
If b < +∞, then f (b − ) = +∞ so that F is increasing near b and we may define F (b) = lim ξ→b,ξ<b F (ξ) ≤ +∞. Similarly, if a > −∞, we define F (a) = lim ξ→a,ξ>a F (ξ) ≤ +∞. We easily check that F is convex, l.s.c. on R. Next we define for all u ∈ H
The domain of Φ is defined as
We easily check that Φ is convex. It is l.s.c. on H: indeed, let (u n ) n∈N be a sequence converging to u in H and assume that lim n→∞ Φ(u n ) < +∞. Thus, u n is bounded in H and therefore relatively compact in L 2 (Ω). Up to a subsequence, we may assume that u n converges almost everywhere to u. In particular, a.e.x, a ≤ u(x) ≤ b. By continuity of F on (a, b), F (u n (x)) converges a.e. to F (u(x)) on the set [a < u < b]. On the set [−∞ < a = u], either F extends by continuity at a and F (u n (x)) → F (u(x)) a.e., or F (a) = +∞ and F (u n (x)) → +∞ a.e.. The analysis is similar near b. Therefore, we may apply Fatou's lemma to conclude that Ω F (u) ≤ lim inf n→∞ Ω F (u n ) (recall that, by convexity, F is bounded from below by a linear function).
We denote by M the set of Radon measures on R N which are finite on Ω and
Theorem 2.1. The closure A of A in H × H satisfies the following • A is maximal monotone and ∂Φ = A.
• there exists C > 0 such that
• for all u ∈ D(A), w ∈ Au if and only if there exist two positive finite measures
Remark 2. If N = 1, then any function of H is continuous or, more precisely, has a (unique) continuous representation. This is no longer true in dimension N ≥ 2 and it is replaced by the fact that any function of H has a quasi-continuous representation which is unique up to a set of H 1 -zero capacity (see the Appendix). Therefore, the set [a < u < b] is defined up to a set of zero capacity. Moreover, a Radon measure which is also in H ′ does not charge the sets of zero capacity. This property is shared by ν a , ν b so that ν a ([a Proof of Theorem 2.1. The proof is divided into five steps:
Step 1: A ⊂ ∂Φ; Step 2: A is maximal monotone (so that A = ∂Φ); Step 3: the estimate (15); Step 4: any w ∈ Au satisfies (16); Step 5: for any (u, w) satisfying (16), one has w ∈ Au.
Step 1: Let us first check that A ⊂ ∂Φ. Let u ∈ D(A): then, Φ(u) < +∞. Indeed, we may write by convexity of F that
This may also be written (see (9) )
which implies u ∈ D(∂Φ) and Au ∈ ∂Φ(u).
Since ∂Φ is maximal monotone, and therefore closed, we also have A ⊂ ∂Φ. In particular A is monotone.
Step 2: Let us show that A is itself maximal monotone: it will follow A = ∂Φ.
has a unique solution (this is classical, but a proof is given in the Appendix for the reader's convenience). The identity (17) is equivalent to the two formulations
H → H is non expansive; since (g n ) is a Cauchy sequence, then (u n ) is also a Cauchy sequence. Let u be its limit in H. Then, Au n = g n − u n converges also in H and its limit is g − u. By definition of A, g − u ∈ A and this proves that I + A is onto, whence the maximal monotonicity of A and A = ∂Φ.
Step 3:
(Ω) and let u n = (I + A) −1 g n as above. Then, u n converges to u in H. Recall we chose c ∈ (a, b) with F (c) = 0. Then, multiplying
where C = C(c) depends only on c. Using Young's inequality: ab ≤ (a 2 + b 2 )/2 for the right-hand side leads to
According to the continuity of f at c, let η > 0 such that
Then, we successively deduce
.
where C = C(c, Ω, η). Since u n converges to u in H, up to a subsequence the convergence holds also a.e. so that, by Fatou's Lemma
Step 4: Let us show that w satisfies (16). We use the same notations as in Step 3.
, it converges (up to a subsequence) to a bounded measure that we denote f (u) + ν where f (u) ∈ L 1 (Ω). This convergence holds in the sense of measures, but also in H ′ since f (u n ) = (I − ∆)(g n − u n ) and, as both convergences imply the convergence in the sense of distributions, the limit is the same. We may also write u
In what follows, for any function of H, we always choose its quasi-continuous representation-see the Appendix for all necessary results.
Since u n converges to u in H, up to a subsequence we may assume that u n (x) converges to u(x) for all x outside a set of capacity zero (we say "quasi-everywhere"). Let T ∈ C 1 (R), T ≥ 0, with compact support. Then, T (u n ) converges to T (u) in H and quasi-everywhere. For a test-function ψ ∈ C ∞ 0 (Ω), and for µ = f (u) + ν, we have (see (9))
that we may also write
The first term on the right-hand side tends to zero as n → ∞ since it is bounded above by [f (u n ) − µ] H ′ ψT (u n ) H which tends to zero. Thanks to Lemma 4.1 in the Appendix, the second term may also be written Ω ψT (u n )dµ. Since T (u n ) converges quasi-everywhere to T (u) and is uniformly bounded, and since µ is a finite measure which does not charge the sets of zero-capacity, by the dominated convergence theorem, this integral tends to Ω ψT (u)dµ. Thus, we may claim for
Let us choose T with compact support in (a, b). Then, T (u n )f (u n ) is uniformly bounded and converges a.e. to T (u)f (u): therefore, the convergence holds in L 1 (Ω). Coupled with (19), we deduce that Ω ψT (u)dν = 0, so that, by arbitrarity of ψ, T (u)|ν| ≡ 0. Choosing a sequence of functions T = T n increasing to χ (a,b) , we deduce that |ν| [a < u < b]) = 0. Now, we may write ν = ν a − ν b where ν a , ν b are respectively supported by
We deduce that ν b ≥ 0. Similarly, if a > −∞, we prove ν a ≥ 0.
Step 5: Let u, w ∈ H satisfying (16). We will prove that
By maximality of A, it will follow that u ∈ D(A) and w ∈ Au. 
For r ∈ R, let T (r) denote the projection of r onto [
also, we may apply Lemma 4.1 in Appendix and write
whence (20) when a, b are finite. If a = −∞, the proof is the same, but forgetting ν a , µ a which are then equal to zero and similarly if b = +∞.
n≥n is uniformly integrable on Ω. Together with the a.e. convergence of f (u n ) to f (u), this implies by Vitali's Lemma that the convergence of f (u n ) holds in L 1 (Ω). Then we can pass to the limit and find directly that u + Jf (u) = g. 
Then, we deduce from (16) that
Remark 5. We always have
Indeed, the inclusion
Let (a n ) n≥0 be a sequence which strictly decreases to a and let (b n ) n≥0 be a sequence which strictly increases to b. Let us define
Classically, the "truncation" operator is continuous on H so that u n → u in H. And , we have
2.2. Global existence. Now, we may use the theory of maximal monotone operators (see [2] ) and the fact that A is a subdifferential operator to deduce the following main result of global existence of solutions (recall the definitions of D in (21) and of M in (14) .
Then, there exists a unique solution u of the following
Actually, u is right-differentiable at each point, t → u t (t + ) ∈ H is right-continuous, the measures ν a (t), ν b (t) are defined for all t and
The measure ν(t) is singular with respect to the Lebesgue measure and supported by the set [u(t) = a] ∪ [u(t) = b] which is of Lebesgue measure zero. This measure is equal to zero if (a, b) = R. But it may indeed be different from zero for some specific values of t, even in dimension N = 1 as shown by an example below.
Remark 7. Note that it is possible to start with initial data in D. Thus, when a, b are finite, even u 0 ≡ a and u 0 ≡ b are allowed ! But, immediately for t > 0, the set
Proof of Theorem 2.2. Since A = ∂Φ, by well-known abstract results (see e.g. [2] ), for all u 0 ∈ D(A) = D, there exists a unique solution of the following evolution problem
Moreover, t ∈ (0, ∞) → u(t) is right-differentiable and its right-derivative u t (t + ) is right-continuous on (0, ∞) and satisfies
where for w ∈ D(A), A 0 w is the projection of 0 onto the closed convex set Aw.
By Theorem 2.1, since u(t) ∈ D(A) and −u t (t
], where the last inequality uses (26). Moreover, thanks to (16), there exist two positive measures ν a (t), ν b (t) ∈ M such that
This yields the existence results and the properties (23) announced in Theorem 2.2. For the uniqueness, we just remark that, thanks to Theorem 2.1 (and (16) in particular), a solution of (23) is also a solution of (25) and use the uniqueness of the solutions of (25).
Remark 8. Measures do appear in the derivatives of the solutions in Theorem 2.2:
Indeed, let us assume that
Then, the corresponding solution of Theorem 2.2 satisfies
In other words, the right-derivative of the solution does involve a positive measure ν(0).
To build a function u 0 satisfying (27), we first choose v 1 ∈ H 2 (Ω) such that
And we construct an increasing sequence v n ∈ H 2 (Ω), n ≥ 2 equal to v 1 on (ζ − 1/n, ζ + 1/n) and such that ∀x = ζ, lim n→∞ v n (x) = 2. Note that ln v 1 ∈ L p (Ω) for all p ∈ (0, 1) and, by monotonicity, ln v n converges in L p (Ω) to ln 2 > 0. Since N = 1, this convergence holds also in H ′ and, consequently, J (v n ) converges uniformly to J(2) = 2 > 0. To satisfy (27), we then choose u 0 := v n with n large enough.
Next, by the proof of Theorem 2.2, we know that u t (0 +
Since J(ln u 0 )(ζ) > 0, the minimum is reached for λ = J(ln u 0 )(ζ)/J(δ ζ )(ζ), whence (28).
We do not know whether ν(t) is zero or not for t > 0. But, it is clear that one cannot have ∀t ∈ (0, τ ), u(t, ζ) = 0, ∀x = ζ, u(t, x) > 0, for some τ > 0. Indeed, by (16), we would have ν(t) = λ(t)δ ζ , λ(t) ≥ 0. Next, for all t ∈ (0, τ )
In particular u x (t, 0 + )(≥ 0), u x (t, 0 − )(≤ 0) exist and, by integration in space from ζ − η to ζ + η, and after letting η → 0, we obtain
Since λ(·) is nonnegative, this implies λ(t) = 0 a.e.t and u x (t, ζ) exists and is equal to 0. Going back to (29), since t 0 ln u(s, x)ds tends to −∞ as x → ζ, we have u(t) xx < 0 in a neighborhood of x = ζ. This is not compatible with u x (t, ζ) = 0, u(t, x) > 0 for x > ζ.
Conclusion: It follows from this analysis that, either u(t) > 0 for t > 0 or u(t) vanishes at some points x = 0. According to the numerical computations in Subsection 2.4, it is very likely that u(t) vanishes at (exactly) two points which move on a symmetric curve around ζ.
2.3. Asymptotic behaviour. Let S t u 0 := u(t), where u is the solution obtained in Theorem 2.2. By the theory of maximal monotone operators [2] , {S t } t≥0 is a contraction semigroup on D(Ā) for the · H norm. SinceĀ = ∂Φ is a subdifferential, we also know that S t u 0 ∈ D(Ā) for all t > 0 and for all u 0 ∈ D(Ā).
In this Subsection, we focus on the asymptotic behaviour of the dynamical system {S t } t≥0 [4] . By definition, a stationary solution of this dynamical system is a function u 0 ∈ D(Ā) such that S t u 0 = u 0 for all t ≥ 0. By the regularizing effect recalled above, any such stationary solution u 0 belongs toĀ, and by derivation, 0 ∈Āu 0 . Thus, S := {v ∈ D(Ā) : 0 ∈Āv} is the set of stationary solutions. By maximality of A, it is a closed set of H. Let
denote the set of roots of f .
Proposition 2.3. Any stationary solution u ⋆ ∈ S satisfies u ⋆ ∈ Z f a.e. in Ω. In particular, if Z f = ∅, the dynamical system {S t } t≥0 has no stationary solution.
(Ω) and there exists a measure ν ∈ M which is singular with respect to the Lebesgue measure and such that 0 = J(f (u ⋆ ) − ν). This means 0 = f (u ⋆ ) − ν which implies that ν ≡ 0, f (u ⋆ ) = 0 a.e., whence Proposition 2.3.
Up to the end of this Subsection, we will assume that f has a root in (a, b) . Without loss of generality, we may assume that 0 ∈ (a, b) and f (0) = 0.
As a consequence, F (s) :
. Using LaSalle's invariance principle [4] , we will prove that under additional natural assumptions, any solution of (5) converges to a stationary solution. For this purpose, we introduce for every u 0 ∈ D(Ā) its ω-limit set defined by
We first derive global a priori estimates. As a shortcut, we denote by H 2 the space H 
Then u is bounded in H and
Proof. The identity (32) is standard for equations governed by subdifferentials (see [2] , Proposition 3.1). It uses the property that
Thus, we multiply u t (t) + A 0 u(t) = 0 by u t (t) for the scalar product in H and we integrate in time to obtain (32) Multiplying u t (t) − ∆u t (t) + f (u(t)) + ν b (t) − ν a (t) = 0 by u(t) provides the bound on u(t) in H : indeed, we then use u(t)f (u(t)) ≥ 0, since f (0) = 0 and
This yields u(t) H ≤ u 0 H . For the H 2 -estimate, we may use u(t) = lim n→∞ (I + t n A) −n u 0 in H (see [2] ) and iterate the estimate
which can be proved as follows: let v := (I + A) −1 w. By (17) and the Appendix, we know that w ∈ H ∩ H 2 implies v ∈ H 2 , f (v) ∈ L 2 and we have
We multiply this equation by v − ∆v and using Ω (v − ∆v)f (v) ≥ 0, we deduce (33). It follows that
Remark 9. We deduce from the H 2 -estimate that, if u 0 ∈ H ∩ H 2 , then 
We always have [2] :
For v ∈ H and B ⊂ H, we denote d(v, B) the distance of v to B, defined by
Theorem 2.5. Assume that D(Φ) = D(Ā), that Φ is continuous on D(Φ) and that f satisfies (30). For all
Proof. By Lemma 2.4, the set ∪ t≥0 {S t u 0 } is relatively compact in H (recall that the injection H 2 ⊂ H is compact). By (32), for all u 0 ∈ D(Φ), the function t → Φ(S t u 0 ) is nonincreasing; moreover, if u 0 ∈ D(Φ) satisfies Φ(S t u 0 ) = Φ(u 0 ) for all t ≥ 0, then (S t u 0 ) t ≡ 0 for a.e. t ≥ 0 and so u 0 ∈ S. In other words, Φ is a strict Lyapunov function for the dynamical system {S t } t≥0 on D(Φ). The conclusion follows from a standard result (see [4] for details). 
where p = 2 ⋆ = 2N/(N − 2) if N ≥ 3, p is any real if N = 2 and no growth restriction is required if N = 1, then D(Φ) = H and Φ is continuous on H. For instance, F can be a convex polynomial with a critical or subcritical growth. 
and F is continuous on D(Φ). For instance, the standard logarithmic function f (s) = ln(1+s) on (−1, +∞) has an antiderivative F which satifies such assumptions in any dimension N . 
On the other hand, S t u ε 0 → 0 as t → +∞, so that for t large enough, S t u 0 H ≤ 2ε. This proves the assertion.
The result above implies that if N = 1, S t u 0 → 0 uniformly. In particular, AS t u 0 = AS t u 0 for t large enough. More generally, we have: (a, b) a.e. in Ω. In theses cases, for t large enough,
Proof. By Theorem 2.5, for every
, it takes its values in a bounded set of Z f and, since f is maximal monotone, this set is necessarily included in a compact set Z of (a, b), say Z ⊂ (a ′ , b ′ ) where a ′ , b ′ ∈ (a, b). If N = 1 and if u 0 ∈ D(Φ), then by arguing as in the proof of Corollary 2.6, we have d(S t u 0 , S) → 0. Taking advantage of the continuous injection H ⊂ C per (Ω), we conclude that for t large enough, S t u 0 takes values in (a ′ , b ′ ). Assume now that N = 2 or N = 3 and that u 0 ∈ D(Φ) ∩ H 2 . Let us prove that d ∞ (S t u 0 , ω(u 0 )) → 0 as t → ∞ where d ∞ is the uniform distance. If not, there exists t n → ∞ and ε > 0 such that d ∞ (S tn u 0 , ω(u 0 )) ≥ ε. But, up to a subsequence, S tn u 0 converges weakly in H 2 to some u ⋆ . By compactness embedding of H 2 , the convergence holds also at the same time in H and uniformly. Thus, we have
for t large enough and Corollary 2.7 follows.
Numerical approach and results.
In this section, we present numerical results which illustrate the theoretical results.
2.4.1.
The choice of the data. We consider equation (5) with the nonlinearity f (s) = ln s defined on (a, b) = (0, +∞); the domain is the segment Ω = (0, 1). We choose an initial condition u 0 ∈ H 2 ∩ C 1 per ([0, 1]; R) such that a measure ν with positive total mass may appear in the derivative at time t ≥ 0, where ν is defined by (6) .
This function u 0 is defined by (see Figure 1 , left) 
A regularized approximation.
Because of the singularity, we cannot compute the solution directly and we compute instead (an approximation of) a regularized solution. The nonlinearity f is regularized by
so that f ε ∈ C 1 (R, R) is nondecreasing on R and globally Lipschitz continuous. We denote u ε ∈ C 1 ([0, +∞); H) the solution to
This solution is uniquely defined by application of the Cauchy-Lipschitz theorem on the Banach space H. Problem (35) is equivalent to
We have
) and converges in the sense of measures to f (u(t, ·)) + ν(t) defined by (6) .
Proof. If we denote by A ε the maximal monotone operator associated with Jf ε , with the same proof as we did in the Appendix for the Yosida approximation of f , we may check that, for all g ∈ H ∩H 2 and all λ > 0, (I + λA ε ) −1 g → (I + λA) −1 g as ε → 0. By density, this holds for all g ∈ H. By a standard result (see [2, Théorème 3 .16]), it implies that u ε converges strongly in C([0, T ]; H) for all T > 0 to the solution u of (5) as ε → 0.
By (36), f ε (u ε ) = −(I −∆)(u ε t ) converges in the sense of distributions on (0, T )× Ω to −(I − ∆)u t which is equal to f (u(t)) + ν(t) as defined in (6) . Moreover, as in the proof of Proposition 3.1, we obtain that f ε (u ε (t)) is bounded in L 1 (Ω) uniformly in time. Whence the convergence in the sense of measures. is
where
Let δt > 0 denote the time stepsize. The approximated problem reads :
for all v h ∈ H h . By monotonicity, for a given u 0,h ∈ H h the sequence (u 
Numerical results.
We have computed with a Scilab 1 program the sequence (u ε h,n ) n defined by (37) for various values of ε, h and δt. The nonlinear system is solved at every time step by a Newton-like algorithm.
Figures 2-5 represent the graph of −f ε (u ε h,δt ) at various times, for ε = 1e − 6, h = 1/4096 and δt = 0.025; the horizontal (blue) line is the value of −f ε (0). By symmetry of equation (36) and of the initial condition with respect to the map
is even with respect to x = 0.5 at every time t; this symmetry is reproduced at the discrete level, up to computational accuracy.
At the first time step t = 0.025, the function
looks like the approximation of a (negative) delta measure at x = 0.5. For larger times (t ∈ [0.5, 4.3]) , w ε h,δt looks like the approximation of two (negative) delta mesures at points 0.5 +x(t) and 0.5 −x(t), wherex is an increasing function of t.
In order to support this claim, we have represented the set
h,δt (x, t) < 0}, for h = 1/4096, δt = 0.0025 and for decreasing values of ε, namely ε = 1e − 5, ε = 1e − 6 and ε = 1e − 7 (Figures 8 and 9 , which were drawn by a Matlab 2 graph). For a fixed t > 0, the family of sets K ε h,δt seems to converge, as ε → 0, to a reunion of two curves symmetric around the (0.5, t) axis, and which could be written 0.5 +x(t) and 0.5 −x(t). Notice that for a fixed ε > 0, the set K ε h,δt is stable with respect to refinement in h and δt. This is shown in Tables 6 and 7 which represent the upper-right extremal point of K ε h,δt , for various values of the parameters (the upper-left extremal point of K ε h,δt -which is not represented here -is the symmetric of the upper-right extremal point around the (0.5, t) axis, up to computational accuracy). We have also computed the total mass x) )<0} dx at times t = 1 and t = 2, for various values of the parameters (Table 10 and  Table 11 ). Since f ε is affine for negative real numbers, the function w ε h,δt (·, t) is a continuous piecewise linear function and M ε h,δt (t) can be easily computed by a trapezoidal rule. For a fixed ε and for a fixed t, the value of M ε h,δt (t) is seen to converge as the space and time stepmesh are refined, in agreement with our above analysis; and as ε decreases to 0, |M ε h,δt (t)| increases slightly. All these results are in agreement with the conjecture that f ε (u ε (·, t))1 {x∈[0,1] : u ε (x,t)<0} converges to a sum of two delta measures with negative mass, as ε → 0 (see Proposition 2.8).
3. The general case. In this section, we study the full equation (1), with even a more general diffusion, namely
where V ∈ R N , Γ is a symmetric positive definite matrix of size N , α and θ are nonnegative real numbers, and γ : Ω × R + → R is a function (which represents a source term). As previously, f : (a, b) → R is a continuous nondecreasing function which is maximal monotone (see (10) ). We prove global existence of solution and we study the asymptotic behavior. H × H given by
By definition,
When V = 0, the bilinear form (·, ·) V,Γ defines a scalar product on H, and we denote
the associated norm, which is equivalent to the norm · H on H. The dual norm on H ′ is denoted
v, u H ′ ,H and also : |u|
We note that for all u ∈ H, we have
Let J = L −1 . We define the nonlinear operator A on H by
The domain ofĀ is defined as usually by
As a shortcut, we denote H 2 the space H 2 per (Ω), and L 2 the space L 2 (Ω). The L 2 -norm is denoted | · | 0 . By standard elliptic regularity [8] , the operator L acts isometrically from H 2 onto L 2 , and ∆ is bounded from H 2 into L 2 . By definition, the operator A has the following monotonicity-like property : for all (u,û) ∈ D(A) × D(A),
This relation implies:
Proof. Let c ∈ (a, b). By continuity, we can find η > 0 such that |f (r)−f (c)| ≤ 1 for all r ∈ R such that |r−c| ≤ η. Let u ∈ D(A). We have |f (u)| ≤ |f (c)|+|f (u)−f (c)|, and by integration on Ω,
where |Ω| is the Lebesgue measure of Ω and where ω = {x ∈ Ω : |u(x) − c| ≤ η}. Using (42) withû = c, we find
Notice that Lf (c) = f (c) so that Ac = f (c). Thus,
for a constant C which depends only on c, f (c), η, |Ω|, |V | and |Γ|. From this estimate, we deduce (43), using the definition ofĀ and Fatou's lemma. The result follows.
The operatorĀ has the following monotonicity-like property :
Moreover, for all λ ≥ 0,
Proof. If u ∈ D(A) andû ∈ D(A), then from (42), we deduce that
Estimate (44) follows from the definition ofĀ and from Fatou's lemma. Let (u, v) ∈ A, (û,v) ∈Ā and λ ≥ 0. By (41),
where, in the second line, we used (44). Thus, by (39),
and (45) is proved on dividing by u −û H,Γ .
We next prove a maximality-like property of A. We first have If v belongs to H 2 , we can set g = Lv ∈ L 2 and the problem is to find u ∈ D(A)∩H
A proof of this preliminary result is given in the Appendix.
¿From the previous results, we deduce:
Proof. Estimate (47) is a direct consequence of estimate (45). It implies uniqueness. Let now v ∈ H be fixed. We choose a sequence (v n ) in
By (47), the sequence (u n ) n is a Cauchy sequence in H. Therefore, it has a limit u in H. Letting n tend to +∞ in (48) yields u + λĀu ∋ v. This proves existence, and it concludes the proof.
When V = 0, relation (44) and Theorem 3.4 show that A is a maximal monotone operator in H for the scalar product (·, ·) 0,Γ . In this case, A is in fact the subdifferential of the lower semi-continuous (l.s.c.) function Φ (see (13) ). The proof is similar to the proof of Theorem 2.1. 
3.2.
Global existence for the evolution problem. In order to study the timedependent problem, we first introduce a time dependent version ofĀ. We work in the vector space V := L 
By (44), for all (u, v) ∈ A, for all (û,v) ∈ A and for all T > 0, we have
Conversely, we have
for all T > 0 and for all (û,v) ∈ A, then (u, v) ∈ A.
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Proof. Let λ > 0 and let (û,v) ∈ A. Using (41) and the assumption, we see that for all T > 0,
By the Cauchy-Schwarz inequality,
Now, we set λ = 1 and we chooseû : [0, +∞) → D(Ā) such that u(t) + v(t) ∈ u(t) +Āû(t) for a.e. t ≥ 0. This is possible, by Theorem 3.4. Moreover,û belongs to V , by estimate (47). Forv ∈ V defined by u + v =û +v, we have (by definition) v(t) ∈Āû(t) for a.e. t ≥ 0. In particular, (û,v) ∈ A. We may therefore apply (51), and we find u =û for a.e. t ≥ 0. Thus, v =v for a.e. t ≥ 0 and the proof is complete.
Recall that f : (a, b) → R is maximal monotone. Thus, for every λ > 0, the resolvent j λ = (I + λf ) −1 is well defined from R onto (a, b) [2] ; j λ is globally Lipschitz continuous on R (with Lipschitz constant equal to 1), and since f is continuous on (a, b), j λ converges uniformly to the identity I on every compact subset of (a, b). We use the Yosida approximation of f defined for λ > 0 by
The function f λ : R → R is nonincreasing and globally Lipschitz continuous. Moreover, f λ (r) = f (j λ (r)) for every r ∈ R, and f λ converges uniformly to f on every compact subset of (a, b). Let λ > 0. We consider now the following regularization of problem (38):
and where u λ : Ω × [0, +∞) → R satisfies the initial condition u λ (0, ·) = u λ 0 . Applying J to the equation above, we write (53) in the following formal form: find
In the remainder of this section, we assume, unless otherwise specified, that γ ∈ L 
Next, we write I
On the other hand,
The space W 1,2 (0, T ; H) is compactly imbedded into L 2 (0, T ; L 2 ) [12] , so that u λ converges strongly to u in L 2 (0, T ; L 2 ). Thus, the second and the third integral above have the limit we expect as λ tends to 0. Moreover, In the last inequality, we used that the space W 1,2 (0, T ; H) is compactly imbedded into C 0 ([0, T ], L 2 ) and that sup t∈[0,T ] u λ (t) H,Γ is bounded by a constant independent of λ, so that u λ (t) tends weakly to u(t) in H, for every t ∈ [0, T ]. We also have lim sup −α This is true for all T > 0 and for all (û,v) ∈ A so we can apply Lemma 3.6, and we find that u(t) ∈ D(Ā) for a.e. t > 0, and that u solves (63) as claimed.
If, moreover, u 0 ∈ H 2 , then for all T > 0, (u λ ) λ is bounded in C 0 ([0, T ]; H 2 ) by Lemma 3.9. In this case, u belongs to L ∞ (0, T ; H 2 ) for all T > 0. The proof is complete.
When V = 0, by application of maximal monotone operator theory, we have Proof. The operatorĀ is maximal monotone in H (Proposition 3.5) and the linear operator v → −θJv − αJ∆u, which is bounded in H, is a Lipschitz perturbation of A. The result follows [2] .
3.3. Asymptotic behaviour (V = 0, γ = 0, α > 0). In this section, we consider equation (63) in the autonomous case γ = 0. We also assume V = 0 (in order to have a uniqueness principle) and (unless otherwise specified) α > 0 (this corresponds to a dissipativity assumption). The parameter θ is nonnegative.
With these assumptions,Ā = ∂Φ for the scalar product (·, ·) 0,Γ on H and the solution u ∈ W 1,2 loc ([0, +∞); H) given by Theorem 3.10 satisfies u ∈ D(Ā) and u t +Āu − θJu − αJ∆u = 0 for a.e. t > 0, u(0) = u 0 .
The theory of maximal monotone operators garantees that for every u 0 ∈ D(Ā), equation (66) has a unique strong solution u ∈ C([0, +∞); H) such that u(t) ∈ D(Ā) for all t > 0 [2] . Equation (66) defines a dynamical system {S t } t≥0 on D(Ā) through S t u 0 = u(t) for all t ≥ 0. We will prove that under appropriate assumptions, a solution converges to a stationary solution. By definition, u 0 ∈ D(Ā) is a stationary solution for {S t } if S t u 0 = u 0 for all t ≥ 0. By regularization, any such stationary solution u 0 belongs to D(Ā); by derivation (S t u 0 ) t = 0 for a.e. t > 0. Thus, S = {v ∈ D(Ā) : 0 ∈Āv − θJv − αJ∆v} is the set of stationary solutions for equation (66) .
As a generalization of Proposition 2.3, we have Remark 10. Similar estimates could be obtained in the case V = 0, with a slightly stronger coercivity assumption on f . However, by a lack of uniqueness principle, we are not able to prove that E is nonincreasing when V = 0.
Using Lemma 3.13 and the same arguments as in the proof of Theorem 2.5, we obtain Remark 11. If (a, b) = (−1, 1) and if f is the standard logarithmic nonlinearity given by (2) , then the separation property of Corollary 3.15 applies. By using a Lojasiewicz-Simon inequality and arguing as in [1] , we can prove that if N = 1, 2 or 3 and if u 0 ∈ D(Φ) ∩ H 2 , then S t u 0 converges to a stationary solution u ⋆ ∈ S in H r for 1 ≤ r < 2. A similar result holds if (a, b) = R and F is a convex polynomial with at most critical growth (cf. (34)). 4 . Appendix. We recall here the various tools and results based on the H 1 -capacity and which are used in this paper. Proofs may be found in [3, 9, 11] . Definition of the capacity: Let us recall the definition of the H 1 -capacity: for a compact subset K ⊂ R 
