Artificial Neural Network (ANN) is a very useful data modelling tool that is able to capture and represent complex input and output relationships. The advantage of ANN lies in its ability to represent both linear and non-linear relationships and in its ability to learn these relationships directly from the data being modelled. Modeling of rainfall runoff relationship is important in view of the many uses of water resources such as hydropower generation, irrigation, water supply and flood control.
INTRODUCTION
APID population growth, urbanization and industrialization have increased the demand for water and altered the watersheds and river systems. This will cause greater damages to the properties and resulted in losses of life if flooding occurred. Therefore, it is becoming intensely critical to plan, design and manage water resources systems carefully and intelligently.
For many years, hydrologists are trying to determine the relationship of transformation of precipitation to runoff. Forecasted runoff can be used in streamflow measurement and planning for water supply, flood control, irrigation, drainage, power generation, water quality, recreation, and fish and wildlife propagation.
A rainfall runoff model is required to obtain the relationship between rainfall and runoff. This model is capable of forecasting future river discharge values that are needed for hydrologic and hydraulic engineering design and water management purposes. Hence, it is important to hydrologist in determining these two relationships. However, this relationship is known to be highly non-linear and complex due to large spatial and temporal variability of watershed characteristics and precipitation patterns, and the number of variables involved in the modeling of the physical process [1] .
Rainfall runoff modeling can be carried out based on observations of the inputs and outputs to a catchments area. However, the relationships between the rainfall over a catchment's area and the resulting flow in a river are the problems that are commonly confronted by most hydrologists. Some data were often missing despite the availability of plenty rainfall records in the study area. Therefore, simulation models are commonly used to overcome these problems.
Artificial Neural Networks (ANN) modeling has gained significant attention in recent years due to its ability to provide better solutions when applied to complex systems that have been poorly described or understood, problems that deal with noise or involve in pattern recognition, diagnosis, abstraction and generalization, and where input is incomplete or ambiguous by nature. In hydrological modeling, the ANN method has been widely proven to be a very potentially useful tool such as to modeling rainfall runoff processes [1] - [3] , streamflow prediction [4] , [5] , water level prediction [6] , [7] , operation of reservoir system [8] and ground water reclamation systems [9] .
In this study, Radial Basis Function (RBF) Neural Networks is used to construct a rainfall runoff model. To do the training, Matlab 6.5.1 computer software was used. Further, the result is compared to that obtained by rainfall runoff model designed with Multilayer Percepteron model. The study area selected for this study is Sg. Tinjar catchment, as shown in figure 1 . This catchment is located in Baram basin, Miri, Sarawak. Sg. Tinjar catchment has four rainfall gauging stations which are Long Jegan, Long Bantan, Long Subing and Long Aton. Long Jegan also functions as the outlet of the catchments. The runoff was converted from water level data through a rating curve given by (1) . Q = 6.64 (H-2.13) 1.82 (1)
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Where:
Q : discharge in m 3 /s, and H : stage discharge in m.
Daily hydrologic data for rainfall and runoff were obtained from Department of Irrigation and Drainage, Kota Samarahan, Sarawak.
METHODOLOGY
Data used in this study are rainfall and runoff data for selected rainfall gauges and one water level station. For this purpose, data was collected from year 2005 to 2007. The data obtained will be divided into two sets, for calibration (training) and for verification (testing). Three sets of different models have been developed as presented in table 1. The first set is built using three months data for a particular year, and tested with a month of data, a second set use a six months of data for training and it is tested against three months of output data, and the third set used two years of data for training and one year data for testing. Input data used for daily rainfall runoff models are antecedents total daily precipitation {P(t-1), P(t-2),…….P(t-n)}, total rainfall of the current day from each rain gauge {P(t)}, antecedent daily mean discharge from outlet gauge for {Q(t-1), Q(t-2)….Q(t-n)} and the equation of this nonlinear model is given by (2) . Output data is the simulated mean daily runoff {Q(t)}. Network designed here is tested with 3 different antecedent days; namely 3 days, 4 days, and 5 days to foresee their effect on rainfall runoff relationship.
Q(t) = f {P (t), P(t-1), P(t-2)….P(t-n), Q(t-1), Q(t-2), Q(t-3),….Q(t-n)}
(2) Where,
P : Precipitation Q : Discharge t : Number of days
The results obtained from training and testing are evaluated to determine the difference between observed and predicted values. Performances of the RBF model is evaluated using the coefficient of correlation (R) and coefficient of efficiency (E
). The formulas of these two coefficients are given in (3) and (4) respectively. ANN develop for the prediction of rainfall runoff is trained with different length of training data, number of neurons in its hidden layer, spread value and antecedent days. The aim is to create a network which will give an optimum result.
Based on [11] , Radial basis networks consist of two layers: a hidden radial basis layer of S 1 neurons and an output linear layer of S 2 neurons as presented in figure 2. 
B. Number of hidden neurons
The number of neurons in a hidden layer that were used for the training of the network is set to vary from 10 to 60. The performance of networks with 3 days antecedent data for Set 1 is shown in table 3. The results show the performance of the networks simulated with different number of neurons in its hidden layer. Thus, the optimum number of neurons with the best performance during training and testing is when the number of neurons is 20 which produced the results of R(testing) = 0.9828 and E 2 (testing) = 0.9533 for Set 1.
C. Spread value
A series of training is done to find the optimum value for the spread constant. The results obtained for Set 1 for "antecedent 3 days" and 20 neurons in hidden layer are presented in table 4. From table 4, the accuracy of the results for RBF neural network was strongly influenced by the optimal spread value. As noted, the optimal spread value can only be found through a series of trial and error process.
The optimal spread value should be large enough so that active input regions of the radbas neurons overlap enough and always have fairly large output at any given moment. In contrast, spread should not be too large so that each neuron is effectively responding in the same, large, area of input space. Accuracy of an RBF neural network decreased when the chosen spread value is above the optimal value. Hence, from trial and error procedure, spread value of 200 is the optimal value for this study.
D. Antecedent days
Three antecedent days are chosen in the study, which are 3 days, 4 days and 5 days. 
DISCUSSION
The accuracy of the RBF neural network was strongly influenced by its optimal spread value. Referring to Set 1 with 3 antecedent days, when optimum spread value is reached (spread value of 200) the network model become more accurate during testing as it gave the result of R = 0.9828 and E 2 = 0.9533. If the spread value used is less than its optimum value, the neural network will not generate good results, whilst, if it is above the optimal value, the accuracy of the RBF neural network will be decreased.
Number of neurons in the hidden layer also influences the performances of RBF neural network. Set 1 with 3 antecedent days which gave the optimum result as mentioned previously was fed with 20 input nodes. If the number of hidden layer neurons is small, the network model did not achieve a desired level of accuracy. Meanwhile, with too many nodes it will take a longer time to train and sometimes it will over fit the data.
Comparisons of RBF neural network with Multilayer Percepteron (MLP) architecture from rainfall runoff simulation carried out in [12] is as shown in figure 4. The advantage of RBF neural network is that it can be trained much faster than the MLP neural network. It also can give a better performance with a minimum number of training data set (3 months) to perform a successful training and the performance is hardly influenced by the level of non-linearity of the data. Therefore, RBF neural network developed in this study performed very well in modeling rainfall runoff relationship. Parameters of the optimum network for rainfall runoff modeling of the studied catchment are as shown in table 5. Obviously, the application of RBF neural network in modeling the relationship between rainfall and runoff for Sg. Tinjar, Miri, Sarawak is appropriate. It also reflects that the performance of neural network model is satisfactory and it is feasible for use in rainfall-runoff modeling of Malaysian catchments.
CONCLUSIONS
The capability of artificial neural network models to predict runoff has evidently proved in this study. The non-linear nature of the relationship of rainfall-runoff processes is appropriate for the application of ANN methods. Moreover, the results reflect that the performance of the RBF neural network model is satisfactory and it is feasible for use in rainfall runoff modeling of Malaysian catchments
