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Abstract
In this work we show that the following difference equation:
xn+1 = xn−k1 + xn + · · · + xn−k+1 , n = 0, 1, . . . ,
where k ∈ N is fixed, has a positive solution which converges to zero. This result solves Open Problem 11.4.10 (a)
in [M.R.S. Kulenovic´, G. Ladas, Dynamics of Second Order Rational Difference Equations. With Open Problems
and Conjectures, Chapman and Hall/CRC, 2001].
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1. Introduction
The following open problem was posed in [6, p. 200]:
Open Problem. Assume that k is a positive integer. Then we can easily see that every nonnegative
solution of the equation
xn+1 = xn−k1 + xn + · · · + xn−k+1 , n = 0, 1, . . . , (1)
∗ Tel.: +381 11 375 5207; fax: +381 11 375 5207.
E-mail addresses: sstevic@ptt.yu, sstevo@matf.bg.ac.yu.
0893-9659/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2005.05.014
428 S. Stevic´ / Applied Mathematics Letters 19 (2006) 427–431
converges to a period-(k + 1) solution of the form
. . . , 0, 0, . . . , 0, φ, . . .
with φ ≥ 0. Does Eq. (1) have a positive solution which converges to zero?
For k = 1 the problem was posed in [5] and proved by the author of the present paper in [15], together
with the following more general result.
Theorem 1. Let g be a C1 increasing function, which is defined in [0,∞) and is such that g(0) = 1,
and let (xn) be a solution of the equation
xn+1 = xn−1g(xn) , (2)
with x−1, x0 > 0 and x0g(x0) > x−1. Then, this solution tends to zero as n → ∞.
The proof of the above result depends on the value of the parameter k (note that k = 1 in Theorem 1),
and does not generalize to k ≥ 2.
For the case k = 1, the open problem was also solved by Berg [2], using a method based on
asymptotics. This method is motivated by the fact that (1) is closely related to the difference equation
xn+1 = xn1 + xn + · · · + xn−k+1 , n = 0, 1, . . . , (3)
whose positive solutions (xn) converge to zero and display the asymptotic behavior xn ∼ 1kn , as n → ∞.(See [13, Theorem 2] and [17, Theorem 1] for the case of arbitrary k, [7] for the case k = 1, and [8,12,
18] for closely related results.) It is, therefore, reasonable to expect that if (1) has solutions that converge
to zero, then these solutions will have similar asymptotics.
We note that (1)–(3) belong to the class of difference equations of the form
xn+1 = fˆ (xn, . . . , xn−k),
where the function fˆ is “close” to the diagonal function g1(x) = x in a neighborhood of the origin,
i.e. fˆ (x, x, . . . , x) ∼ x as x → 0. The stability and asymptotic behavior of the positive solutions of the
above class of difference equations have been investigated by the present author in several articles. (See
e.g. [7–18].)
In what follows we shall solve the open problem by developing further the technique of Berg [2].
More specifically, we shall solve it by constructing two appropriate sequences (yn) and (zn), with
yn ≤ xn ≤ zn (4)
for sufficiently large n. Methods for constructing such sequences can be found in [1] and [2]. (See also [3]
and [4].)
The asymptotics of the solutions of (1) for k = 1 (which are known from [2]) lead us to expect that
the first five terms in the asymptotic expansions of the solutions, for k ≥ 2, will have the following
form:
φn = a
n
+ b ln n + c
n2
+ d ln
2 n + e ln n
n3
. (5)
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2. The inclusion theorem
In order to prove the open problem we need the following result, whose proof is similar to that of
Theorem 1 in [2].
Theorem 2. Let f : Rk+1 → R be a continuous and nondecreasing function in each argument, and let
(yn) and (zn) be sequences such that yn < zn for n ≥ n0 and
yn−k ≤ f (yn−k+1, . . . , yn+1), f (zn−k+1, . . . , zn+1) ≤ zn−k, (6)
for n > n0 + k − 1.
Then, the difference equation
xn−k = f (xn−k+1, . . . , xn+1), (7)
has a solution satisfying property (4) for n ≥ n0.
Proof. Let N be an arbitrary integer such that N > n0 +k −1. The solution (xn) of (7) with given initial
values xN , xN+1, . . . , xN+k satisfying condition (4) for n ∈ {N , N + 1, . . . , N + k} can be continued
by (7) to all n < N . Inequalities (6) and the monotonic character of f imply that (4) holds for all
n ∈ {n0, . . . , N + k}. Let AN be the set of all (k + 1)-tuples (xn0, . . . , xn0+k) such that there exist
solutions (xn) of (7) with these initial values satisfying (4) for all n ∈ {n0, . . . , N + k}. It is clear that
AN is a closed nonempty set for every N > n0 + k − 1, and that AN+1 ⊂ AN . It follows that the set
A = ∩∞n=n0+k AN is a nonempty subset ofRk+1 and that if (xn0, . . . , xn0+k) ∈ A, then the corresponding
solutions of (7) satisfy (4) for all n ≥ n0, as desired.
3. The main result
Our main result is:
Theorem 3. There are positive solutions of Eq. (1) converging to zero as n → ∞. Moreover, these
solutions display the asymptotic behavior φn + o( ln nn3 ).
Proof. Eq. (1) can be written in the following equivalent form:
F(xn−k, . . . , xn+1) = xn+1(1 + xn + · · · + xn−k+1) − xn−k = 0. (8)
Assume that the solutions of (1) have asymptotic expansions of the form (5). Then, by means of
DERIVE, we find that
F = a(ak − k − 1) 1
n2
+ 2b(ak − k − 1) ln n
n3
+ 1
2
(a2k(k − 3) + 2a(2ck − k2 + 1) + 2(b − 2c)(k + 1)) 1
n3
+ (2adk + b2k − 3d(k + 1)) ln
2 n
n4
+ 1
2
(ak(3b(k − 3) + 4e) + 2(b(2ck − 3k2 + 3) + 2d(k + 1)
− 3e(k + 1))) ln n
n4
+ o
(
ln n
n4
)
. (9)
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Next, by equating the coefficients in (9) to zero, we find that
a = k + 1
k
, b = (k + 1)
2
2k
, d = (k + 1)
3
4k
, c ∈ R,
e = (k + 1)(4ck − (k + 1)
2)
4k
.
Hence, by using the values of a, b and d , and replacing e by t , we see that the coefficient corresponding
to ln n
n4
can be written in the following form:
h(t) = (k + 1)
(
(k + 1)c − t − (k + 1)
3
4k
)
.
Fix c ∈ R. Since h(e) = 0 it is clear that we can choose e1 and e2 and set t = e1 and t = e2 so that
F = h(e j ) ln n
n4
+ o
(
ln n
n4
)
, j = 1, 2,
is, respectively, greater and less than zero, for sufficiently large n.
With the notation
yn = a
n
+ b ln n + c
n2
+ d ln
2 n + e1 ln n
n3
,
zn = a
n
+ b ln n + c
n2
+ d ln
2 n + e2 ln n
n3
,
we get
F(yn−k, . . . , yn+1) ∼ h(e1) ln n
n4
> 0
and
F(zn−k, . . . , zn+1) ∼ h(e2) ln n
n4
< 0.
These relations show that the inequalities (6) are satisfied for sufficiently large n, where f = F + xn−k
and F is given by (8). Thus, in view of Theorem 2, it follows that there are solutions of (1) which
converge to zero. Moreover, these solutions display the asymptotic behavior φn +o( ln nn3 ), and it can even
be shown that
xn = φn + O
(
1
n3
)
.
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