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Robustness to mutations and noise has been shown to evolve through stabilizing seletion for
optimal phenotypes in model gene regulatory networks. The ability to evolve robust mutants is
known to depend on the network arhiteture. How do the dynamial properties and state-spae
strutures of networks with high and low robustness dier? Does seletion operate on the global
dynamial behavior of the networks? What kind of state-spae strutures are favored by seletion?
We provide damage propagation analysis and an extensive statistial analysis of state spaes of these
model networks to show that the hange in their dynamial properties due to stabilizing seletion for
optimal phenotypes is minor. Most notably, the networks that are most robust to both mutations
and noise are highly haoti. Certain properties of haoti networks, suh as being able to produe
large attrator basins, an be useful for maintaining a stable gene-expression pattern. Our ndings
indiate that onventional measures of stability, suh as the damage-propagation rate, do not provide
muh information about robustness to mutations or noise in model gene regulatory networks.
I. INTRODUCTION
The geneti arhiteture of biologial organisms shows remarkable robustness against both strutural and envi-
ronmental perturbations [7, 11, 17, 45℄. For example, quantitative models indiate that the funtionality of the
Drosophila segment polarity gene network is extremely insensitive to variations in initial onditions [41℄ and robust
against arhitetural modiations [42℄. (Also see Albert and Othmer [1℄, Chaves et al. [9℄.) Gene knok-out studies
on yeast have shown that almost 40% of the genes on hromosome V have either negligible or no eets on the growth
rate [38℄. Certain ellular networks, suh as the E. Coli hemotaxis network, are also known to be very robust to
variations in biohemial parameters [4, 7℄.
The geneti regulatory networks that ontrol the developmental dynamis buer perturbations and maintain a stable
phenotype. That is why phenotypi variation within most speies is quite small, despite the organisms being exposed
to a wide range of environmental and geneti perturbations [45℄. It has been proposed that geneti robustness evolved
through stabilizing seletion for a phenotypi optimum [11, 43, 44℄. Wagner [43℄ showed that this in fat an be true by
modeling a developmental proess within an evolutionary senario, in whih the geneti interation sequene represents
the development, and the stationary onguration of the gene network represents the phenotype. His results indiate
that the geneti robustness of a population of model geneti regulatory networks an gradually inrease through
stabilizing seletion, in whih deviations from the optimal stationary state (phenotype) are onsidered deleterious
[10℄.
In this paper, we fous on the eets of evolution of geneti robustness on the dynamis of gene regulatory networks
in general. First, we examine the relationship between geneti robustness and the dynamial harater of the networks.
By dynamial harater, we mean the stability of the expression states of the network against small perturbations, or
noise.
Models that are employed to study dynamis of gene networks, suh as random Boolean networks (RBN) [2, 3, 13,
22, 23℄ or some variants of random threshold networks (RTN) [26℄ have been known to undergo a phase transition at
low onnetivities [30, 34℄, giving rise to hange in dynamial behavior: on average, small perturbations will perolate
through the network above the threshold onnetivity (haoti phase), whereas they stay onned to a part of the
network below the threshold (ordered phase). Intuitively, one might expet to nd that robustness to mutations (whih
are permanent strutural hanges, not dynami perturbations) is related to the dynamial behavior of the system,
therefore, ordered gene regulatory networks should be genetially more robust than the haoti ones. However, this
is not neessarily true. Here, we show that the relation between the dynamial harater of a geneti regulatory
network and its mutational robustness an be quite the opposite. In fat, even earlier studies provide a lue on this
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2issue: for gene networks that have undergone seletion (i.e., evolved), mutational robustness is known to inrease with
inreasing onnetivity [43℄. On the other hand, haotiity has been shown to inrease with inreasing onnetivity
in random gene regulatory networks [3, 34℄. These fats seem to ontradit the intuitive interpretation of robustness
sine they suggest that haoti networks an be mutationally robust.
Although this inferene is proven true in this paper, suh an assessment annot be based on the previous studies
of the dynamis of random networks [3, 23, 25, 26, 30, 34℄, as the evolved networks (with high mutational robustness
and onnetivity) mentioned above [43℄ have undergone seletion. The seletion proess ould potentially tune a
network to exhibit a dierent dynamial harater than its random anestors. Therefore, the dynamial harater of
the evolved networks should be studied independently and then ompared with their random ounterparts. Here, we
study the dynamis of the evolved networks numerially and show that seletion for an optimal phenotype indeed
has only a minor eet on their global dynamial behavior. This result indiates that the evolution of mutational
robustness annot be understood in terms of simple dynamial measures.
We also provide statistis on robustness to noise, whih is the ability of a network to reah its optimal steady state
after a perturbation to the gene-expression trajetory. Computer simulations indiate that mutational robustness is
orrelated to robustness of the gene-expression trajetory to small perturbations (noise), at least for short trajetories.
This result is supported by reent studies [10, 21℄. For perturbations of arbitrary magnitude, the basin size of the
steady-state attrator provides a better measure. Our analysis shows that basin sizes of densely onneted networks
(whih are highly haoti) have a broad distribution, and therefore suh networks an have very large attrator basins
[3, 24, 28℄. The yeast ell-yle network has been reported to have similar properties [29℄. Although haotiity is just
a side-eet of high onnetivity, and not diretly seleted for during evolution, it appears that this intrinsi property
of haoti networks an be useful in terms of robustness to noise. When all of these measures are taken into aount,
haoti dynamis does not seem be an obstale for the networks with high onnetivity sine they are more robust to
both mutations and noise than the ones that are sparsely onneted.
The organization of the rest of this paper is as follows. We desribe the model in Se. II and explain its implemen-
tation in simulations in Se. III. We give the results in Se. IV and disuss their impliations in Se V.
II. MODEL
We use the model introdued by Wagner [43℄, whih has also been used with some modiations by other researhers
[5, 8, 36℄. Eah individual is represented by a regulatory gene network onsisting of N genes. The expression level
of eah gene, si, an be either +1 or −1, meaning that the gene is expressed or not, respetively. The expression
states hange in time aording to regulatory interations between the genes. The time development of the expression
states (i.e., the dynamial trajetory taken by the network) represents a developmental pathway. This deterministi,
disrete-time dynamis of the development is given by a set of nonlinear dierene equations,
si(t+ 1) =
{
sgn
(∑N
j=1 wijsj(t)
)
,
∑N
j=1 wijsj(t) 6= 0
si(t),
∑N
j=1 wijsj(t) = 0
, (1)
where sgn is the sign funtion and wij is the strength of the inuene of gene j on gene i. Nonzero elements wij of
the N ×N matrix W are independent random numbers drawn from a gaussian distribution with zero mean and unit
variane. The diagonal elements of W are allowed to be nonzero, orresponding to self-regulation. The mean number
of nonzero elements in W is ontrolled by the onnetivity density, c, whih is the probability that any given wij is
nonzero. Thus, the mean degree of the network is 〈k〉 = cN. To larify, t represents the developmental time, through
whih geneti interations our. It is dierent from the evolutionary time, T , whih will be explained in the next
setion.
The dynamis given by Eq. (1) an display a wide variety of features. For a speied initial state s(0), the network
reahes an attrator (either a xed point or a limit yle) after a transient period. Transient time, number of attrators,
attrator periods, et. an dier depending on the onnetivity of the network, and from one realization of W to
another. The tness of an individual is dened by whether it an reah a developmental equilibrium, i.e., a xed
point, whih is a xed gene-expression pattern, s
∗
, in a reasonable transient time. (It has been shown that seletion
for developmental stability is suient for evolution of mutational robustness [36℄, i.e., deviations from s
∗
do not have
to be deleterious, as long as the gene-expression onguration reahes a xed point. However, we shall adopt the
riterion used by Wagner [43℄ for ompatibility.) Further details of the model are explained in the next setion.
3III. METHODS
A. Before evolution: Generation of networks
We studied populations of random networks with N = 10. We use these relatively small networks to be able to
enumarate all network states exhaustively for a large set of realizations. In the simulations, eah network was rst
assigned a random interation matrixW and an initial state s(0). W was generated as follows. For eah wij , a random
number uniformly distributed on [0, 1) was generated, and wij was set to zero if the random number was greater than
the onnetivity density, c. Otherwise, wij was assigned a random number drawn from a gaussian distribution with
zero mean and unit variane. Then, eah gene of the initial onguration, si(0), was assigned either −1 or +1 at
random, eah with probability 1/2.
AfterW and s(0) were reated, the developmental dynamis were started, and the network's stability was evaluated.
If the system reahed a xed point, s
∗, in 3N time steps, then it was onsidered viable and kept. Otherwise it was
onsidered unstable, both W and s(0) were disarded, and the proess was repeated until a viable network was
generated. (A viable network an have several xed points and/or limit yles in addition to s
∗
.) For eah viable
network, its xed point, s
∗
, was regarded as the optimal gene-expression state of the system. This is the only
modiation we made to the model used by Wagner [43℄: we aept any s
∗
as long as it an be reahed within 3N
time steps from s(0), whereas Wagner [43℄ generated networks with preassigned random s(0) and s∗ [46℄.
B. Evolution
In order to generate a olletion of more robust networks, a mutation-seletion proess was simulated for eah viable
network as follows. First, a lan of N = 500 idential opies of eah network was generated. For eah member of the
lan, a four-step proess was performed for T = 400 generations:
1. Reombination: Eah pair of the N rows of onseutive matries in the lan were swapped with probability 1/2.
Sine the networks were already shued in step 4 (see below), there was no need to pik random pairs.
2. Mutation: Eah nonzero wij was replaed with probability 1/(cN
2) by a new random number drawn from
the same standard gaussian distribution. Thus, on average, one matrix element was hanged per matrix per
generation.
3. Fitness evaluation: Eah network was run starting from the original initial ondition s(0). If the network reahed
a xed point, s
†, within t = 3N developmental time steps, then its tness was alulated using
f(s†, s∗) = exp(−H2(s†, s∗)/σs)) , (2)
where H(s†, s∗) denotes the normalized Hamming distane between s† and s∗, σs denotes the inverse of the
strength of seletion, s
∗
is the optimal gene-expression state, whih is the nal gene-expression state of the
original network that founded the lan. We used σs = 0.1. If the network ould not reah a xed point, it was
assigned the minimum nonzero tness value, exp(−1/σs).
4. Seletion/Asexual Reprodution: The tness of eah network was normalized to the tness value of the most
t network in the lan. Then a network was hosen at random and dupliated into the desendant lan with
probability equal to its normalized tness. This proess was repeated until the size of the desendant lan
reahed N . Then the old lan was disarded, and the desendant lan was kept as the next generation. This
proess allows multiple opies (ospring) of the same network to appear in the desendant lan, while some
networks may not be propagated to the next generation due to geneti drift.
At the end of the T = 400 generation (evolutionary time) seletion, any unstable networks were removed from the
evolved lan.
Some steps of the proess above may be unneessary, and in fat, the results do not depend strongly on model
details [18, 43℄. Nevertheless, the entire proedure of Wagner [43℄ was retained for ompatibility.
C. Assessment of Robustness
The mutational robustness, Rµ, of a network was assessed as follows. First, a nonzero wij was piked at random and
replaed by a new random number with the same standard gaussian distribution. Then, the developmental dynamis
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FIG. 1: Probability density of mutational robustness (Rµ) of 10000 sample networks before (lled bars) and after (empty bars)
evolution with N = 10 and 〈k〉 = Nc = 10. Before: 〈Rµ〉 = 0.63, σ = 0.16. After: 〈Rµ〉 = 0.92, σ = 0.06. The evolved
distribution was alulated by sampling one network from eah of 10000 evolved lans. The mean indegree, 〈k〉, rather than
the onnetivity density, c, is the parameter that ontrols the behavior of the system [3, 13℄. See Se. III for other model
parameters.
were started, and it was heked whether the system reahed the same stationary state, s
∗
, within t = 3N time steps.
This proess was repeated 5000c times, starting from the original matrix. The robustness of the original network
before evolution was dened as the fration of singly-mutated networks that reahed s
∗
. For the evolved networks, we
piked one sample network at random from the lan and used the same proedure to assess its mutational robustness.
IV. RESULTS
The stabilizing seletion desribed above inreases the robustness of a model population of gene networks against
mutations [43℄. Figure 1 shows that a population with a very large initial variation in robustness evolved an inreased
ability to absorb mutations after T = 400 generations of stabilizing seletion. However, it is not very lear what kind
of a reorganization in the state spaes of these networks our during the evolution. We measured the hanges in
several system parameters to answer this question.
A. Change in Dynamial Charater
It has been analytially shown that the RTNs undergo a phase transition from order to haos with inreasing 〈k〉
[34℄. Obviously, the state spae of an RTN is nite. Therefore, the expression states have to display periodiity in
development after at most 2N steps. Thus, haos here is not a long-term aperiodi behavior; rather it orresponds
to a dynamial regime in whih small perturbations perolate through the gene network [3, 30, 31℄. We quantify the
dynamial harater of a network by omparing the time development of two ongurations, s(t) and s′(t), that dier
by one gene: we measure the mean number of dierent genes in time step t+1, 〈dt+1〉, averaged over all possible s(t)
and s
′(t) pairs with H(s(t), s′(t)) = 1. This is known as damage spreading or damage propagation[47℄ [12, 30, 31℄.
The dynamial behavior of random networks an be quantied analytially using damage-spreading analysis [30, 34℄.
However, this analytial approah may not be applied to the evolved networks [48℄ as the seletion proess an tune
a network to behave dynamially very dierently than its anestor. Therefore, we alulated 〈dt+1〉 numerially for
both viable and evolved networks, averaging ensembles of 10000 networks exhaustively over all possible onguration
pairs, s(t) and s′(t), for eah 〈k〉. As seen in Fig. 2, the 〈dt+1〉 inreases monotonially with inreasing onnetivity,
indiating that highly onneted networks are more haoti on average. The evolved networks are slightly more
ordered (on average) than their viable anestors. These results indiate that the dynamial behavior of the evolved
networks is not muh dierent than that of the viable networks from whih they are desended.
5FIG. 2: Mean damage spreading, 〈dt+1〉, after a one-bit perturbation before (viable) and after evolution (evolved) for networks
with N = 10, measured exhaustively for all possible state pairs, averaged over 10000 samples eah. The error bars represent
one standard deviation (not standard error). Evolved networks (triangles) are slightly more ordered ompared to their viable
anestors. (The dierenes are statistially signiant.) 〈dt+1〉 is always larger than unity due to our spei update rule. See
the disussion in the text for details. The lines onneting the symbols are guides to the eye. (Probability distributions for
〈dt+1〉 for ertain values of 〈k〉 are given in supplementary Figs. S3 and S4.)
B. Change in the State-Spae Struture
We also analyzed the state spaes of random, viable, and evolved networks [35℄. Figures 4 and 5 show these statistis
for networks with N = 10 and onnetivities 〈k〉 =1, 5, and 10. Due to the up-down symmetry of the system, the
state spae is divided into two parts, where the dynamis on one side is the mirror image of the other. Therefore,
the basin size of a xed-point attrator annot exeed half the size of the state spae, Ω/2 = 2N−1. Limit yles,
however, an ross the symmetry plane that divides the state spae (Fig. 3(b)). Therefore, their basins an ontain
up to Ω = 2N states.
Typially, sparsely onneted gene networks have many attrators (xed points and limit yles) and, onsequently,
smaller basin sizes on average, as depited in Fig. 3(a). Inreasing onnetivity brings state spaes with fewer attrators
(Figs. 4(a), (b), and ()), longer attrator (limit yle) periods (Figs. 4(d), (e), and (f)), and broadly distributed basin
sizes (Figs, 4(g), (h), and (i)). Densely onneted networks an ontain basins that oupy a large portion, oasionally
even all, of the state spae. The basins of suh networks tend to have broadly distributed branh lengths as seen in
Fig. 3(b), and their states also tend to have fewer preursors (Figures 5(a), (b), and ()). (All states, {s(t)}, that go
to state s
†
at time step t+1 are preursors of s†.) Therefore, mean transient time (total number of steps from a state
to the attrator) on suh networks are typially larger than on networks with lower onnetivity (Figs. 5(d), (e), and
(f)).
These hanges in the state-spae harateristis are onsistent with the damage-spreading measurements. The dis-
tributions for the evolved networks are shifted toward the distributions of more ordered networks of lower onnetivity.
This means evolved networks are slightly more ordered, as the damage-spreading measurements shown in Fig. 2(b)
suggest. For example, the distribution of the number of attrators (Figs. 4(a), (b) and ()) for the networks with low
onnetivity (〈k〉 = 1) has a longer tail ompared to the networks with 〈k〉 = 5 and 10. Similarly, the distributions for
the evolved networks have slightly longer tails ompared to those of viables of the same onnetivity. The same eet
an be seen in the attrator-period (Figs. 4(d), (e), and (f)), preursor (Figs. 5(a), (b), and ()), and transient-time
distributions (Figs. 5(d), (e), and (f)), as well. The most signiant hanges are seen in the transient-time distribu-
tions, indiating that basins with relatively shorter branhes are preferred by seletion. The basin-size distributions
of viable and evolved networks, however, do not display muh dierene as they virtually overlap.
C. Change in Gene Expression Trajetory and the State-Spae Struture Nearby
As seen in Fig. 6(a), networks of all onnetivities have similar values of mutational robustness, Rµ, before seletion.
After seletion, however, the networks with higher onnetivity reah a muh greater mean mutational robustness
6(a)
224
64
225
65
68
193
69
80
8184
85
96
97
100
101
112113
116
117
192
196
197
208
209
212
213
228 229
240
241
244
245
132
123
31
7
156
248
227
98
99
0
165
1
2
39
3
4
133
5
6
8
189
9
10
63
11
12
157
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
32
33
34
35
36
37
38
40
41
42
43
44
45
46
47
4849
5051
52
53
54
55
5657
5859
60
61
62
66
67
70
71
72
249
73
74
75
76
217
77
78
91
79
82
83
86
87
88
89
90
92
93
94
95
102
103
104
105
106
107
108
109
110111
114
115
118
119
120121
122
124
125
126
127
128
164
129
130
131
134
135
136
188
137
138 139
140
141142
143
144
145
146 147
148
149
150
151
152
153
154
155
158
159
160 161
162
163
166
167
168 169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
190
191
194
195
198
199
200
201
202 203
204
216
205
206
207
210
211
214
215
218
219
220 221
222
223
226
230
231
232
233
234
235
236
237
238
239
242
243
246247
250
251
252
253
254
255
(b)
18
91
141
145
147
155
182
82
146
148
211
210
198
216
20
54
172
75
80
64
243
118
204
205
236
238
250
30
31
97
184
71
0
247
168
1
113
32
8
87
11
33
56
69
142
223
186
199
222
244
254
255
190
15
7
189
59
62
14
95
10
215
156
78
74
13
123
16
214
21
22
24
86
140
25
26
27
28
29
38
253
67
176
197
185
81
84
134
221
90
92
93
94
124
126
128
213
136
130
133
135
138
139
143
144
212
149
150
151
152
153
154
157
159
166
167
170
178
179
183
187
192
209
194
195
200
202
208
203
206
218
207
219
220
232
246
249
251
252
FIG. 3: Two typial state-spae strutures shown as direted graphs. Eah node represents a gene expression state, and the
links represent developmental transitions from t to t + 1. Arrows indiate the diretion of ow. Eah state drains into an
attrator (pentagons) through transient states. (a) State spae of a sample network with N = 8 and 〈k〉 = 1. There are eight
basins, eah having a xed-point attrator. The prinipal basin (at the top) ontains the initial (diamond shaped node) and
nal states. Note that the basins are quite symmetri, and transients are very short as the system behaves less haotially
when the onnetivity of the network is low. (b) Basin of a sample network with N = 8 and 〈k〉 = 8. The prinipal basin
oupies a large portion of the state spae. The basin on the left rosses the symmetry plane with a 2-yle (note the symmetry
of the branhes). The other basins have mirror images on the other side of the state spae (not shown). The prinipal basin
is signiantly larger than the others. The high onnetivity makes the network behave more haoti, reating basins with
broadly distributed sizes and branh lengths, and signiantly longer transients. See text for details. Generated using Graphviz
[14℄.
[43℄. Sparsely onneted networks do not show muh improvement beause the low onnetivity leaves little room
for optimization. Another signiant hange is seen in the transient time, τ (Figs. 5(g), (h), and (i) and 6(b)) [43℄.
For viable networks, the transient time inreases with the onnetivity. This is not surprising sine state spaes of
densely onneted networks typially have basins with longer branhes (Fig. 3(b)). However, seletion brings the
mean transient time down to around 2, independent of the onnetivity of the network. Low transient time is one of
the properties of highly robust networks [10℄.
Mutations are not the only kind of perturbations that geneti regulatory networks experiene. All geneti systems
are also exposed to noise reated by both internal an external soures. We measure robustness to noise  dynamial
robustness  using two parameters. The rst one is the dynamial robustness, ν, of a gene expression state, s, to
small perturbations (random one-bit ips), whih is simply the fration of nearest neighbors in Hamming distane of
s that lie in the same basin as s [10℄. In other words, ν is the probability that a random ip of a gene on s yields a
state that drains into the same attrator as s. We also employ the mean robustness of a set of states, for instane,
robustness of the gene expression trajetory, νT, whih is the average of ν over all states in the trajetory (inluding
s(0) and s∗). Similarly, the robustness of the prinipal basin, νB, is the average of ν over all states in the basin, and
the robustness of the entire state spae, νS, is the average of ν over all possible states of the network. (We usually
omit the term dynamial when we talk about robustness of a state or a set of states sine the mutational robustness
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FIG. 4: Probability distributions for the attrator-ount (rst row), attrator-period (seond row), and basin-size (all basins,
third row) distributions for N = 10 and 〈k〉 = 1, 5, and 10 (olumns 1, 2, and 3, respetively). Eah urve represents an average
over 20,000 realizations for the random networks, and 10,000 realizations for the viable and evolved ones. For the evolved
networks, we did not use lan averages to avoid a bias. Instead, we piked one sample network from eah evolved lan. Error
bars were alulated by grouping the data: Eah data set was divided into groups of 1000 samples and the average distribution
for eah group was alulated. Then, the error alulations were performed on the new set of averaged distributions. The data
plotted on log-log sale were histogrammed using exponential bins (0, 1, 2-3, 4-7,...) to redue the noise. (See supplementary
Fig. S1 for histograms with linear bins.) The basin size does not inlude the size (period) of the attrator. The evolved
attrator-ount and attrator-period distributions are shifted toward those of viable networks with lower 〈k〉, indiating that
evolved networks display a slightly more ordered harater. The basin-size distributions for the evolved networks seem to
overlap with the ones for the viable networks exept for the largest basins, whih beome less probable after seletion. The
lines onneting the symbols are guides to the eye.
of a state is not dened.)
The seond parameter we use to estimate dynamial robustness is the normalized size of the prinipal basin, B,
whih is the basin ontaining both s(0) and s∗. The size of a basin is the total number of states it ontains. Therefore,
B is the fration of all possible perturbations to the trajetory that leave s∗ unhanged, i.e., the probability that
ipping an arbitrary number of genes at random in a state on the trajetory does not hange the attrator that the
network settles into.
Clearly, the parameters we employ to measure robustness to noise are quite dierent than onventional measures of
stability, suh as the damage-spreading rate. This is beause we are interested in the endpoints of the gene expression
trajetory, but not in the exat path taken. Therefore, the relationship between the damage spreading and robustness
to noise is not trivial. In fat, it is quite ounterintuitive as explained below.
As shown in Figs. 4(g), (h) and (i), densely onneted networks have a greater number of larger basins as their
basin-size distributions essentially follow a power law for about two deades. The eet of the onnetivity on B
is similar, as shown in Fig. 6(). Networks with low onnetivity have small prinipal basins both before and after
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FIG. 5: Probability distributions for preursor (indegree of the state-spae graph) distribution (rst row), transient time for
all states (seond row), and transient time for the initial state (third row) for N = 10, 〈k〉 = 1, 5, and 10 (olumns 1, 2, and
3, respetively). The seond row shows the distributions for the lengths of the transients starting from all possible states. The
third row, however, shows the distribution for τ , the length of the transient starting from s(0), the original initial state. Again,
hanges in the distributions indiate that evolved networks display a slightly more ordered harater. The data plotted on
log-log sale were histogrammed using exponential bins (0, 1, 2-3, 4-7,...) and the other plots were histogrammed using linear
(0,1,2...) bins. See the aption of Fig. 4 for the details of the data analysis. The lines onneting the symbols are guides to the
eye.
seletion. More densely onneted networks have larger B before seletion. We see a small inrease in networks with
〈k〉 = 5, while fully onneted networks (〈k〉 = 10) inrease their 〈B〉 signiantly after evolution. However, ompared
to the hange in mutational robustness, the eet of seletion on the size of the prinipal basin is modest for highly
onneted networks.
Although greater onnetivity inreases the damage spreading (sensitivity to small perturbations), the dynamial
robustness of the trajetory, νT, as well, inreases with the onnetivity (Fig. 6(d)). Networks with 〈k〉 = 1 have a
small 〈νT〉 both before and after seletion. The νT urve for the viables has a maximum around 〈k〉 = 2.5, whih
also shows no improvement after seletion. This indiates that the networks with 〈k〉 ≈ 2.5 are intrinsially robust
to noise, but not evolvable. Viable networks with higher onnetivity have monotonially dereasing values of 〈νT〉,
but the seletion improves their average robustness signiantly, above or up to the same level as the networks with
〈k〉 = 2.5. The robustnesses of the initial state, νs(0), and the nal state, νs∗, (Figs. 6(e) and (f)) follow the same
trend. The robustnesses of the prinipal basin, νB, and state spae, νS, (Figs. 6(g) and (h)) do not show as muh
improvement with seletion. This implies that the eet of seletion is more loal (on the spei gene-expression
trajetory) than global in terms of the hange in dynamis. Our results above agree with the ndings by Ciliberti
et al. [10℄, who used very similar parameters to measure robustness to noise.
We note that most of the robustness measures disussed above do not inrease monotonially with 〈k〉 for the viable
networks (i.e., before seletion). For example, 〈Rµ〉 for viable networks has a maximum around 〈k〉 = 5 (Fig. 6(a)).
9FIG. 6: Mean mutational robustness (Rµ), transient time (τ ), normalized size of the prinipal basin (B), robustnesses of the
trajetory (νT), initial state (νs(0)), nal state (νs∗), prinipal basin (νB), and state spae (νS) before (viable) and after evolution
(evolved) for N = 10 and 〈k〉 = 1, 2.5, 5, 7.5 and 10 averaged over 10,000 networks. The error bars are equal to one standard
deviation (not standard error). B is normalized by Ω/2 = 2N−1. The lines onneting the symbols are guides to the eye.
This probably indiates that these quantities depend on more than one parameter (like the prinipal basin size and
the magnitude of the damage spreading), some inreasing and some dereasing with inreasing 〈k〉. For the evolved
networks, however, 〈Rµ〉, 〈B〉, and 〈νT〉 inrease monotonially with 〈k〉, at least for the range tested in this paper.
This indiates that networks of higher onnetivity are more evolvable when mutational robustness is onsidered.
However, these networks are more haoti on average ompared to the ones of low onnetivity, regardless of seletion.
D. Correlations between Change in Mutational Robustness and Other Parameters
The reent theoretial and omputational work on gene regulatory networks [10, 21℄ indiates that there is a strong
link between mutational robustness and robustness to noise. In order to see the relation between these two quantities,
we alulated the orrelation oeients between the hange in mutational robustness (∆Rµ) and hanges in dierent
measures of robustness to noise, as well as transient time and the damage spreading as funtions of linkage density.
Changes in the transient time and mutational robustness are highly orrelated in agreement with the earlier studies
[43℄. The prinipal basin size does not seem to have muh eet on Rµ, as the orrelation between their hanges is
quite weak (Fig. 7(b)). Although a larger prinipal basin size means greater robustness to noise, this result suggests
that it is not strongly seleted for. Changes in robustnesses of the initial state, nal state, prinipal basin, and state
spae are also orrelated with ∆Rµ (Figs. 7(), (d), (e), and (f)). The weak orrelation between the hanges in the
damage spreading and mutational robustness (Fig. 7(h)) imply that it is not the hange in dynamial behavior that
brings mutational robustness.
V. DISCUSSION
In this paper, we have analyzed hanges in state-spae properties of model geneti regulatory networks under
seletion for an optimal phenotype. Both numerial stability analysis and the state-spae statistis indiate that the
dierene between the global dynamial properties of mutationally robust networks that have undergone seletion and
their random anestors are quite small. Furthermore, the orrelation between the hanges in the damage spreading
and the mutational robustness is weak. Therefore, hanges in the global dynamial properties do not seem to be
responsible for the inrease in mutational robustness after seletion.
Dynamis of many random threshold networks, as well as Random Boolean Networks, depend largely on their
onnetivity distributions. Variants of the Random Threshold Networks used in this paper have been shown to have
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FIG. 7: Correlations between hange in state-spae parameters and hange in robustness, alulated using 10,000 individual
evolved networks with N = 10 and 〈k〉 = 1, 2.5, 5, 7.5, and 10. The P -value is muh smaller than 0.01 for all orrelation
oeients with an absolute value above 0.03. ∆τ , ∆B, ∆νT, ∆νs(0), ∆νs∗, ∆νB, ∆νS, and ∆dt+1 denote hanges in normalized
size of the transient time, size of the prinipal basin, robustnesses of the trajetory, initial state, nal state, prinipal basin, and
state spae, and damage spreading, respetively. The dynamial robustness of the trajetory inludes the ontribution from
the nal state. The lines onneting the symbols are guides to the eye. See text for details.
a haoti phase above 〈k〉 ≈ 2, depending on the model details [26, 34℄. Essentially, RTNs have a haoti phase for
suiently large 〈k〉 [25, 26, 34℄ just as RBNs [3, 13, 23℄.
The onnetivity of a network aets the evolvability of its mutational robustness, as well as its dynamial harater.
For viable (essentially random) networks, the mutational robustness is very similar for all onnetivities [43℄. For the
evolved networks, however, it inreases monotonially with inreasing onnetivity, reating drasti dierenes for
large 〈k〉. The dynamial robustness of the gene-expression trajetory, the initial state, and the nal state follow
similar trends. These results learly indiate that the stability of the system as measured by the damage spreading
does not apture its dynamial harateristis in this ontext.
As pointed out in a reent paper by Ciliberti et al. [10℄, seletion dereases the transient time by piking the
proper interation onstants to onstrut a shorter (or diret) path from s(0) to s∗. Both Ciliberti et al. [10℄ and
Kaneko [21℄ stated that mutationally robust networks are the ones that have found a path for the gene expression
trajetory at a safe distane from the basin boundary, so that small perturbations annot kik them into a dierent
basin. Thus, even if the seletion operates only on the stability of the stationary gene-expression pattern, robustness
to mutations intrinsially requires stability of the gene-expression trajetory against small perturbations. There is also
some experimental evidene supporting the assoiation between geneti and non-geneti hange [39, 45℄. Although it
might seem like robustness to noise evolves as a by-produt of robustness to mutations, the onverse ase is also true
[21℄. Thus, robustness to noise and robustness to mutations seem to evolve mutually when ertain onditions are met
[21℄.
The analysis of the ell-yle regulatory network of budding yeast provides further evidene for the haoti behavior
of gene networks [28, 29℄. The simplied form of this network has 11 nodes (genes or proteins), one hekpoint (an
external input, in this ase, the ell size), and 34 links inluding self-degrading interations. Using a dynamial model
similar to the one used in this paper, Li et al. [29℄ showed that the stationary state of the network has a basin oupying
86% of the state spae. Lau et al. [28℄ studied an ensemble of networks that an perform the same funtion, i.e.,
the 12-step sequene of transitions in the expression trajetory, and found that these funtional networks have larger
basins for the stationary state (onsequently, broadly distributed basin sizes), fewer attrators, longer transient times,
and a larger damage-spreading rate ompared to their randomized ounterparts. They onluded that those dynamial
features emerge due to the funtional onstraints on the network. Here, we showed that those features, whih are
signs of haoti dynamis, an arise under the presene of strutural perturbations (mutations) if the onnetivity of
the network is large enough, even when the onstraints on the funtion are minimal, i.e., when the only seletion is
on the phenotype. Although the length of the gene-expression trajetory of the yeast ell-yle network needs further
explanation in terms of mutational robustness, it appears like haoti dynamis may be a design priniple underlying
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seemingly boring and ordered behavior generally seen in models of gene regulatory networks, where a simple asade
of expression terminates at a stationary state [40℄.
The eet of network topology on evolvability of robustness is another aspet of the problem, whih we do not
disuss in this paper [19, 20, 33℄. However, we would like to point out that reent studies indiate that ertain
topologial features, suh as onnetivity, are not very ruial in determining the response of ellular networks to
geneti or non-geneti hange [16, 37℄, and there may be other fators shaping their topologial struture [6, 15℄.
Our results also imply that the life at the edge of haos hypothesis [23℄, whih suggests adaptability (evolvability)
is maximized in the ritial regime does not seem to be neessary, at least not to explain evolvability of robustness to
mutations and noise. Indeed, reent studies onerning dynamis of geneti regulatory networks do not indiate any
speial feature brought by ritiality [2℄. The edge of haos onept was primarily developed to desribe the phase
in whih ellular automata an perform universal omputation [27, 32℄, and it may not be related to dynamis and
evolution of biohemial pathways as was one thought.
To summarize, our study indiates that onventional measures of stability may not be very informative about
robustness to mutations or noise in gene regulatory networks when one onsiders the steady gene-expression pattern
as the robust feature of the network. Also, the dynamis underlying the simple gene-expression trajetories an be
very rih, reeting a omplex state-spae struture.
Supplementary material
The online version of this artile ontains supplementary material: Linearly binned histograms of the data rep-
resented in Figs. 4 and 5, probability densities for the Hamming distane between the initial and nal states, the
magnitude of the damage spreading before and after evolution, and probability densities for the latter.
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