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Abstract 
In this paper, statistical methods based on a hidden Markov chain 
model {Churchill1989) are used to study the structure of some small 
complete genomes and a human genome segment. A variety of dis-
crete compositional domains are discovered and their correlations with 
genome function are explored. 
1 Introduction 
The total genomic DNA of plants and higher animals shows little variation in 
total G+C content, with most species falling in the range 40 to 44%. However, 
when the DNA is fragmented, a wide range of intragenomic heterogeneity in 
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G + G content is observed. Bernardi et al. (1985) proposed the isochore 
model of DNA sequence organization to explain these observations. The DNA 
sequence is viewed as a. mosaic of large homogeneous segments ( > 106 bases) 
which differ from one another in composition. The banding patterns seen 
in stained metaphase chromosomes provides a striking example of this higher 
level of organization in the genomic DNA of eukaryotes (Holmquist, 1989). By 
contrast, the total G + G content in the genomes of bacterial species varies over 
a. wide range, 25 to 75%. Intra.genomic variation in G + G content is relatively 
small but is still in excess of random expectations. These observations led 
.· ·Elton. (1970) to sugge8t a. shiiilar segmented ·genome inodef for proka.ryotes~ · · 
With the increasing availability of large DNA sequences, it has become 
possible to study compositional heterogeneity directly. Ikemura. et al. (1990) 
studied variations in the G+G content of human DNA by arranging sequences 
from the database into large linkage groups. They found patterns of G + G 
composition that are consistent with the isochore hypothesis and identified a 
potential isochore boundary. Fickett et al. (1991) investigated the statistical 
properties of human and E. coli sequences available in the current database. 
They found that the variation in composition exceeds expectations under a. 
homogeneous stochastic model of the DNA sequence. However, they find that 
the local base composition tends to persist over large regions with stronger 
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.. 
persistence in human sequences than in E. coli sequences. Pevzner et al. (1989) 
introduced a measure of heterogeneity for small words in genetic texts, the 
irregularity coefficient. They used this method to study the "zonal structure" 
of viral and E. coli sequences. In Kozhukhin and Pevzner (1991), this study 
was extended to include all large ( > 25kb) sequences in the current database. 
They conclude that the major contribution to genome inhomogeneity is due 
to the uneven distribution of SS and WW dinucle<>tides. This .heterogeneity 
cannot be explained by the isochore model because it occurs locally. These 
studies suggest that compositional heterogeneity is a general phenomenon that 
is present-In a. vanety· of distinct foriris~· . · . · . 
The statistical methods used in this work are based on a. stochastic model, 
the hidden Markov chain model (HMC), in which the DNA is composed of 
homogeneous segments belonging to a small number of distinct compositional 
classes (Churchill1989). The probability of observing a. particular base at a 
given site on the DNA molecule depends on the type of segment it is in. An un-
derlying organization of the DNA is assumed in which the switching from one 
segment to the next follows a. hidden Markov chain. The states of the hidden 
process indicate the type of segment and are not directly observable. Parame-
ters which characterize the different states (e.g. G + G content and switching 
rates) are estimated using likelihood methods and a recursive smoothing algo-
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rithm is then applied to reconstruct the segments. The smoothing algorithm 
does not utilize a sliding window, thus sharp transitions of state are possible 
and both small and large segments can be detected in a single pass. Results 
of the smoothing are displayed graphically to provide a global summary of the 
organization of sequence composition. Furthermore, the model makes specific 
predictions about properties of the DNA sequence which are related to i~s 
base composition, e.g. distribution of restriction enzyme sites, and provides a 
framework within which hypotheses about genome structure can be formulated 
and tested. 
·we illustrate the use. of HMC methods with four-examples of its .. appli-
cation to nucleotide sequences obtained from the GenBank database (release 
60, Burkset al. 1990). In the first example, the mitochondrial genomes of 
animals are shown to have a consistent heterogeneous pattern in the distri-
bution of purines and pyrimidines. The purine content in one strand of the 
DNA is shown to be correlated with the coding sense of the strand and the 
type of product, protein or rRNA. In the second example, the genome of 
bacteriophage lambda is shown to also have a strand assymetry which is as-
sociated with coding function. However a simple two-state model provides 
an inadequate description of the compositional variation and a more general 
state-space model is suggested. In the third example, the two major transcrip-
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tional domains of simian virus 40 are found to correspond with two genome 
segments of distinct dinucleotide composition. In the final example, the hu-
man alpha globin region is analyzed to detect variation in the distribution of 
CpG dinucleotides. The CpG-rich islands associated with genes in this region 
are sharply defined suggesting that HM C methods could be used to screen 
databases and raw sequence data to search for genes. 
2 Hidden Markov Chain Models for DNA Se-
que.nce D~ta . 
. . . . ... . . . .. .. .. . . . ..... . 
The Model We will consider a single strand of the DNA molecule in 51 
to 31 orientation. The base at position t of the sequence will be denoted by 
Yt and the entire sequence up to t by yt = {y1, ••• , yt}, where Yt will take 
values in the set {C, T, A, G}. Binary representations of the DNA such as the 
purine-pyrimidine {AG-CT) or the strong-weak hydrogen bonding (GC-AT) 
sequences will also be considered. The state of the sequence at position t will 
be denoted by St and the entire sequence of states up to t by st = { s1 , ... , St}. 
For clarity, we will describe the case of a binary sequence with two distinct 
states where both Yt and St will take values in the set {0, 1}. 
The probability distribution of Yt, conditional on the state St, will be hi-
5 
nomial a.nd ca.n be written as 
(1) 
where p0 = Pr(yt = 1 I St = 0) and p1 = Pr(yt = 11 St = 1) are assumed to 
be not equal. The segments of the sequence alternate between state 0 a.nd state 
1 according to a binary Markov process with transition probability matrix 
[ 
1- .A 
A= 
T 
.A ] ' 
1-r 
The parameter .A defines the probability of switching from state 0 to state 1, i.e. 
. ........ . 
distributed with mea.n 1 f .A. A similar interpretation applies to the parameter 
r. Both .A a.nd r are thought of as being small ( < 10-3). The result is a 
sequence of hidden states which consists of long runs of all zeros or all ones. 
Segments of the sequence are identified with these runs. 
In the general case, there are m observable outcomes (e.g. A, T, G, C). 
The probability of observing outcome i given that the current state is k is 
given by the parameter Pi,k = Pr (Yt = i I St = k). Successive outcomes may 
also be Markov dependent and the outcome transition probabilities are given 
by Pij,k = Pr (Yt+l = j I Yt = i, St = k ). The hidden process which defines 
the segments will switch according to a Markov chain on r states, with the 
r x r transition probability matrix denoted A = [Aij]· The number of free 
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parameters required to specify a. model with m outcomes and r states is given 
by k = (m- 1)r + r(r- 1). If the outcomes are Markov dependent, k = 
m( m - 1 )r + r( r - 1). The one-state model ( r = 1) is an important special 
case that includes the usual independent and Markov chain models for DNA 
sequences. 
-
Smoothing Algorithm The smoothing algorithm used to reconstruct the 
homogeneous segments of a sequence is described in detail by Churchill (1989). 
The outcome of the procedure is, for each site in the sequence, the probability 
.... · .. 
. . th~t the site. "!Jel9ngs. to st~te j condit~onal on the entire observed sequence . 
• . • • ·I• ., • ' ' • •• • • • •', • • • • •, '• 
This quantity, denoted Pr (st = j I yn), is called the smoothed estimate of St 
and can be plotted against the index t to provide a graphic summary of compo-
sitional structure. The conditional probabilities are computed by a recursive 
algorithm with two steps. The filtering step is a forward pass through the se-
quence which incorporates the information in all 5' bases and the current base 
into the smoothed estimate. The smoothing step is a reverse pass through 
the sequence which incorporates the information in 3' bases into the smoothed 
estimate. This algorithm is related to the Kalman filter and is described in a 
general setting by Kitagawa (1987). 
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Parameter Estimation The smoothing algorithm requires tha.t the model 
parameters be specified in a.dva.nce. Typically, these values will not be known 
a.nd must be estimated from the da.ta.. Churchill (1989) describes a.n EM 
algorithm which computes a. maximum likelihood estimate (MLE) of the model 
parameters. In the present work, all smoothed estimates are computed based 
on the MLE parameter estimate. 
Model Comparison Given several candidate models, the model with the 
maximum value of the Ba.yesia.n information criterion (DIC), 
. . .• . 1 ... 
BIC ~ 1(6)- 2"klogn .... : . ... (2) 
is taken to be the best model. Here, l(O) is the maximized loglikelihood, k is 
the number of free parameters in the model, a.nd n is the sequence length. The 
BIC value is a. large sample approximation to the Bayes factor a.nd provides 
a. consistent criterion for comparison of different models (Schwarz 1978). It is 
often more convenient to report changes in the value of BIC (.6.BIC) relative 
to a. simple model. For example, the independent a.nd equally-likely outcomes 
model which ha.s zero free parameters a.nd BIC is equal to the loglikelihood 
lo = nlog !· 
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3 Examples of Genome Analysis using HMC 
Models 
Animal Mitochondrial DNAs The mitochondrial genomes of animals are 
circular double-stranded DNA molecules ranging in size from 16 to 19kb. 
Their functional organization is highly compact with most of the DNA in-
volved in the coding of proteins or functional RNA' molecules. Complete mi-
tochondrial DNA (mtDNA) sequences have been determined for a variety of 
organisms including bovine (Anderson et.al. 1982), human (Anderson et.al. 
1981), rriouse· (Bibb ·et'~a.L ·l98f), xeriopus· (ROe et~aL 1985) and drosophila 
(Clary and Wolstenholme 1985). The mammalian and xenopus genomes share 
identical topographies with all coding regions in the same relative positions. 
The drosophila genome has a different gene order which can be related to the 
others by a small number of translocation and inversion events. All of the 
animal mtDNAs are AT-rich (bovine 60.6%, human 55.5%, mouse 63.2% and 
xenopus 63.1%). The drosophila mtDNA has an exceptionally high A+ T 
content of 78.6% and it has been suggested that selection has favored AT 
base-pairs at all locations where they are compatable with function (Clary 
and Wolstenholme 1985). 
Binary purine-pyrimidine sequences derived from the 1-strands of each 
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genome were used to compute model comparison statistics and maximum like-
lihood parameter estimates (table 1). In every case, the largest value of tlBIC 
is found for the two-state model. Furthermore, the consistency of the esti-
mated parameters across all five genomes suggests a common organization at 
the level of purine composition, despite the wide divergence in A+ T content. 
For bovine mtDNA, the states are characterized by average purine contents of 
45.3% (state 0) and 55.4% (state 1). The expected size of a state 0 region is 
1/ .A ~ llkb and that of a state 1 region is 1/r ~ 2kb. Similar interpretations 
apply to the other genomes. 
. .· . The smoothing algorithm wa.S. applied· .to identify the. genome segments 
involved. The sequence profiles (figure 1) reveal large segments with fairly 
sharp transitions. The general pattern of mtDNA organization in these ani-
mals is a single purine-rich region that contains the sense-strand rRNA genes 
and a single pyrimidine-rich region that contains the sense-strands of most 
protein encoding genes. The organization of the drosophila sequence provides 
a remarkable example of the consistency of this pattern. The profile shows 
a greater number of segments but the functional correlations are identical. 
Using the major coding regions as landmarks, we see that the sense strands 
in rRNA encoding genes are purine rich while the sense strands of protein 
encoding genes are pyrimidine rich. 
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In order to explain the pyrimidine excess in the sense strand of protein 
encoding genes, a statistical analysis of base composition by reading frame 
was carried out (results not shown). The most significant contributing factor 
was found to be the predominance of T ( > 40%) in the second coding po-
sition. This in turn is explained by the high proportion of the hydrophobic 
amino-acids leucine and isoleucine in mitochondrial encoded proteins. Little 
or no pyrimidine excess is seen in the third coding position. Further calcula-
tions confirmed that.the amino-acid composition of mitochondrial proteins is 
sufficient to produce the observed strand assymetry. 
# •••••• •· •• ·' 
Bacteriophage Lambda The complete genome of the bacteriophage lambda 
is a double-stranded circular DNA molecule of 48502 base pairs (Sanger et al. 
1982). The genome is compact with very little non-coding DNA and several 
overlapping reading frames. Markov chain analyses of the lambda sequence 
have suggested that there is a long range dependence between neighboring 
bases (Tavare and Giddings 1989; Churchill 1988). The compositional het-
erogenity of lambda DNA was observed by Skalka et al (1968) and studied 
using statistical methods by Pevzner et al. (1989) and Churchill (1988, 1989). 
A hidden Markov chain analysis is carried out here to identify regions which 
might correspond to distinct genome modules. 
HMC models with independent and first-order dependent outcomes and 
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up to four hidden states were fit to the four-base sequence of bacteriophage 
lambda. According to the 6-BIC criterion (table 2), thebest model has three-
states and first-order dependent bases. However, examination of the smoothed 
profiles suggests that the discrete state model is not an adequate description of 
heterogeneity in lambda. Similar analyses were carried out for binary AT/ GC 
and AG/TC sequences as well a three outcome sequence with indicators for SS, 
WW and mixed dinucleotides. In every case, the left half of the lambda genome 
appears as a single homogeneous segment and the right half fails to show dis-
tinct segments. We conclude that the compositional variation in lambda does 
. . not t~ fall into ~ small numb~r of distinct. states. Thus it w1lll)e Iieccessary to 
consider more general state-space models before an adequate characterization 
of this genome can be obtained. 
The two-state model fit to the four-base sequence of lambda illustrates 
the pattern. Estimated state transition probabilities are A. = 0.000115 and 
r = 0.000224 and the estimated base compositions are summarized in table 
3. A two-state profile of the smoothed estimates (figure 2) shows a general 
correspondence between the segments identified by HMC analysis and the 
direction of transcription of the genes. The reversal around 32kb reflect the 
poor fit of the two-state model in the right half of lambda. 
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Simian Virus 40 The Simian Virus 40 (SV40) genome is a circular double-
stranded DNA molecule of 5243 bases (e.g. Reddy et al. 1978). The expression 
of SV40 genes is temporally regulated by two major transcripts, early and late. 
Transcripts are generated in opposite orientations outward from the replication 
origin region. The early transcript produces the major and minor T-anitgens 
and the late transcript produces other viral proteins. 
As in the previous example, a number of HMC models were fit to the SV 40 
four-outcome sequence. As indicated by the .6.BIC statistics (table 2), the best 
model has two states and first-order dependent bases. Parameter estimates for 
this model are showri in table 4. A plot ·of the·sniootlied ·estim:ates·reveals two · 
large segments which correspond to the the early transcript (state 1) and to the 
replication origin and late transcript (state 0). These regions are not identified 
by any of the independent outcome models nor are they apparent from models 
fit to binary AT /GC or AG/TC sequences. Thus, the states reflect regions of 
distinct dinucleotide composition. The CpG dinucleotide is rare in both states 
but especially in state as is reflected in the outcome transition probabilities 
(Pca,o = 0.0435, PcG,I = 0.0055). Other notable differences between the two 
states are due the frquencies of TG, GG and GA dinucleotides. 
Human Alpha Globin Region The dinucleotide CpG is rare in vertebrate 
DNA, occurrring at only 10 to 20% of its expected frequency. The CpG dinu-
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cleotide is also the unique site for methylation of vertebrate DNA and thus is 
potentially important for the regulation of gene expression. Protein encoding 
regions are often found to be associated with 5' and/ or 3' regions of elevated 
CpG content {Bird 1986). These CpG-rich islands provide easily recogniz-
able landmarks for locating genes in large DNA sequences. Hidden Markov 
chain models can be adapted to locate CpG-rich islands and any other ty,ee 
of region characterized by an excess or deficit of specific nucleotide patterns. 
Thus HMC methods could be used to screen databases or raw sequence data 
to locate regions of potential interest. This method of screening would be 
We have examined the distribution of CpG dinucleotides in a 12.5kb region 
of the human a-globin cluster which include the functional genes a1 and a2 
and the pseudogene f/Jal. The four-base DNA sequence was converted to a 
binary sequence with 1 indicating the C position of a CpG dinucleotide and 
O's elsewhere. The binary sequence is modelled as a first-order Markov chain 
with two hidden states, "normal" and "CpG-rich". The CpG dinucleotide 
cannot self-overlap, thus it is not possible to observe two consecutive 1 's in 
this sequence and the transition from outcome 1 to outcome 0 will occur with 
probability one in both states. The outcome transition probabilities from 0 to 
1 are estimated from the data. 
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The D.BIC statistics for models with two and three states relative to the 
one-state model are 180.77 and 157.12 respectively, clearly indicating that a 
tw<rState model is best. The rate of CpG dinucleotides is 0.0202 for state 
0, normal DNA, and 0.1166 for state 1, CpG-rich DNA. The estimated state 
transition probabilities are >. = 0.000245, switching into the CpG-rich state 
and r = 0.001171, switching out of the CpG rich state. Thus, the pattern is 
long segments of low CpG content interrupted by short segments of relatively 
high CpG content. 
The profile plot (figure 3) reveals three CpG-rich islands with fairly sharp 
boundaries.· The first ·is located 2kb ·upstream froi:ri" the pseu:dogene: ·The 
other two begin in the 5' regions of the functional genes and contain at least 
the first two exons. In order to contrast the HMC approach with a standard 
sliding-window analysis, the proportions of G+C and CpG over windows of 
size 256bp were plotted. The window size was selected to give the best visual 
resolution of the CpG-rich islands. Smaller window sizes produced noisier 
plots and larger window sizes tended to wash-out the features. Although the 
sliding window method is sufficient to detect the the CpG-rich islands in this 
example, it has a number of shortcomings: several window sizes must be tested; 
the boundaries are not sharply defined; estimates of CpG content and feature 
size are not readily available; it is not possible to make formal comparisons 
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among alternative models. 
4 Discussion 
One of the fundamental questions of modern biology concerns the nature and 
extent of compositional variation and its relation to the organization of struc-
ture and function in genomic DNA. Since random mutation processes woulO. 
tend to homogenize DNA, it is reasonable to suppose that some constraints 
are active in creating and maintaining compositional variation. Bernardi and 
Bernardi (1986) suggested that compositional constraints which affect both 
.• ... . 
....... · 
coding and non-coding sequences have resulted from seledive pressures, per-
haps at the level of chromosome structure, and that these constraints repre-
sent an important subset of the total constraints acting on the evolution of 
a genome. Analysis of heterogeneity could provide clues about the nature of 
compositional constraints and different levels of organization in large genomes. 
An alternative explanation for compositional heterogeneity is that the pattern 
of mutations varies across regions of the genome.· Understanding the nature 
of this variation could provide significant insights into the process of point 
mutations and their role in genomic evolution. 
Fickett et al. (1991) conclude from their studies that multidomain models 
are inadequate to describe the observed variation and suggest that models with 
16 
continuous variation in local G + C content should be considered. Kozhukhin 
and Pevzner (1991) also raise doubts about the generality of the large homo-
geneity domains in DNA sequences. These doubts are confirmed by the bac-
teriophage lambda example above. However, the hidden Markov chain model 
is readily generalized to include continuous variation. Some computational 
problems involved with fitting such models are currently being studied. 
The idea that different functional domains of DNA can be distinguished by 
their statistical characteristics is not new (e.g. Smith et al. 1983). However, 
the statistical approach to interpretation of DNA sequences has met with only 
.. lhnited. success:. dne proble~ ·may be .. that· statisti"cal inethods ·a.i:e not wen· 
suited for the detection of unique features that are often biologically impor-
tant. In their proper domain, statistical methods can provide very powerful 
descriptive and inferential tools. When we begin to look at DNA on a global 
scale, we can expect to overlook some of the important details that are essen-
tial to DNA function. What we gain is a new perspective, a view of the higher 
levels of organization which exist in genomic DNA. Presently it appear that 
the genomic DNA of eukaryotes is hierarchically organized at several differ-
ent levels but our understanding of this organization is limited. The patterns 
of DNA sequence organization which will eventually be observed in the com-
plete nuclear genomes of eukaryotes (and also in prokaryotic genomes) may 
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be very different from the patterns found in the examples presented here, but 
the hidden Markov chain methods will allow us to observe and analyze these 
patterns. 
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TABLES 
Table 1: mtDNA Model Selection and Parameter Estimation 
L\.BIC 
species 1 state 2 state 3 state Po PI ~X 104 f X 104 
Bovine 27.01 47.61 24.32 0.453 0.554 0.93 5.04 
Human 112.42 142.34 111.44 0.425 0.525 1.15 6.10 -
Mouse 26.90 49.31 15.38 0.454 0.542 0.90 4.34 
Xenopus 36.92 57.77 25.61 0.446 0.527 3.11 9.59 
Drosophila 0.27 30.23 7.77 0.452 0.544 3.72 5.95 
The L-strand sequences of five animal mtDNAs were converted to binary 
indicators (0 =pyrimidine and 1 =purine). One-state, two-state and three-
state HMC models with independent outcomes were fit to these sequences 
by maximum likelihood. The model comparison statistics shown are changes 
in BIC relative to a baseline model with independent and equally-likely out-
comes, BIC0 = -n log 2. Parameter estimates are shown for the two-state 
model. 
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Table 2: Model Comparison for the Viral Sequences 
LlBIC 
r 0 k Lambda. SV40 
1 0 3 30.4 78.1 
2 0 8 516.8 107.3 
.-
3 0 15 569.3 105.8 
4 0 24 582.8 80.6 
1 1 12 462.1 296.8 
. ·.·· . .. 
.. . .. .. . . 2 .. 1, 26.. . - 934.2 ... 303,.4 : .. . .. . .. ·. ... . ........ . 
3 1 42 944.8 266.2 
4 1 60 920.5 207.0 
Models with independent outcomes (o = 0) and first-order Markov de-
pendent outcomes ( o = 1) and up to r = 4 hidden states were fit to the 
four-outcome sequences of bacteriophage lambda and simian virus 40. The 
number of free parameters is shown under the column labeled k. Model com-
parison statistics were computed by maximum likelihood. The baseline model 
for relative changes in BIC is the independent and equa.lly likely model with 
BIC0 = -nlog4. 
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Table 3: Para.'meter Estimates for Bacteriophage Lambda Two-State Model _ 
Outcome Probabilities 
T c A G 
State 0: 0.2078 0.2475 0.2464 0.2983 
State 1: 0.3235 0.2085 0.2697 0.1984 
Maximum likelihood parameter estimates for the two-state independent 
outcomes model fit to the four-outcome sequence of bacteriophage lambda. 
. .. . . .. . ·. .. . . ·""~· . ... . ..... 
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Table 4: Parameter Estimates for SV40 Two-State Model 
State 0 State 1 
T c A G T c A G 
T 0.3339 0.1346 0.1938 0.3377 0.3968 0.2385 0.2125 0.1522 
c 0.3973 0.2152 0.3440 0.0435 0.3317 0.2339 0.4289 0.0055 
A 0.1976 0.2018 0.3572 0.2433 0.2669 0.1815 0.3427 0.2089 
G 0.2190 0.2276 0.2505 0.3030 0.3074 0.3162 0.1867 0.1897 
' ·Maxinnun- likelihood paramet-er estimates· for the:·two-state ·first-order .... 
model fit to the four-outcome sequence of SV 40. 
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FIGURE CAPTIONS 
Figure 1. Smoothed estimates were computed from the light strand 
purine-pyrimidine sequences of bovine (BOV), human (HUM), mouse (MUS), 
xenopus (XEL) and drosophila (DRY) mitochondrial genomes are plotted as 
profiles against the sequence index. The smoothed estimates were computed 
using maximum likelihood parameter values (tabie 1). The vertical scale is 
Pr (st = 1 I y"'). Thus, valu~ near 1 indicate the purine-rich state and val:-
ues near 0 indicate the pyrimidine-rich state. All sequences are circular and 
the origins for plotting correspond to GenBank standard. Protein and rRNA 
coding. regions. are" shown~ with" arrows "indicating the direCtion transcription. 
(NA1-6, 41 = NADH dehydrogenase subunits; 001-3 =cytochrome oxidase 
subunits; CytB = cytochrome B; ATP6, 8 = ATPase subunits; SrRNA, Lr-
RN A = small and large ribosomal RN As; Ori = replication origin regions). 
The sense strand for rightward arrows is the light strand and for leftward 
arrows, the heavy strand. 
Figure 2. Smoothed estimates computed from the four-outcome sequence 
of bacteriophage lambda are plotted as a profile against the sequence index. 
A model with independent outcomes and two hidden states is assumed with 
parameter values as in table 2. The vertical scale is Pr (st = 1 I y"'). Protein 
encoding regions are shown with arrows to indicate the direction of transcrip-
26 
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tion. Identifiers correspond to GenBank release 60. 
Figure 3. Smoothed estimates computed from the four-outcome sequence 
of SV 40 are plotted as a profile against the sequence index. A model with 
Markov dependent outcomes and two hidden states is assumed with param-
eter values as in table 3. The vertical scale is Pr (st = 1 I yn). The major 
transcripts and their protein products are shown with arrows to indicate the 
direction of transcription. 
Figure 4. The upper figure shows the proportion of G+C and the propor-
tion of CpG in overlapping windows of 256 bases plotted as a profile against the 
sequence·index. The vertide· s~e is the ptoportidn. The lower figure shows a 
profile of the smoothed estimates. The vertical scale is Pr (st = 1 I yn). Thus, 
values near one indicate the CpG-rich state. Exons of the pseudogene and the 
active genes are shown with arrows to indicate the direction of transcription. 
The location of CpG dinucleotides are indicated by verticle hatch marks. 
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