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Abstract—The importance of the component service model has
been widely recognized in the Internet community due to its high
flexibility in creating customized applications from primitive ser-
vices in a plug-and-play manner. Deployment of such a service
model in the wide area networks spawns a new type of routing
problem - QoS service-added routing, that is far more complex
than the traditional QoS routing problem, especially when multi-
cast comes into play to save resources. We study this special rout-
ing problem in overlay networks, and provide an Efficient, Ro-
bust, Adaptive, and Scalable (ERAS) service composition frame-
work that (1) optimizes composite services’ runtime performance-
related aspects (e.g., network bandwidths, path delay, machine
resources), which is of great importance to wide-area applica-
tions, especially to those that are resource-consuming (e.g., mul-
timedia applications); optimizes global resource usage in one-to-
many application scenarios by means of multicast (service multi-
cast and hybrid multicast), to eliminate redundancies in data deliv-
ery and service executions; (2) is robust against network failures;
(3) adapts to network and membership dynamics; and (4) scales to
large networks.
Keywords— service composition, QoS, multicast, application-
level routing, overlay networks, fault tolerance
I. INTRODUCTION
The Internet has long been recognized as an environment
with heterogeneities everywhere, happening in every aspect.
The heterogeneity problem has been further exacerbated with
the increasing popular use of small devices connecting to the
Internet through wireless links in recent years. With a diverse
spectrum of devices, ranging from powerful desktops, to less
powerful and energy-sensitive laptops, hand-held computers,
PDAs, and mobile phones, communicating over networks with
varied bandwidths by using different protocols, there is a strong
need to perform protocol and content translations between com-
municating parties to bridge the gaps. Value-added, transforma-
tional services have been proposed for such purposes [1], [2].
However, given the range of diversities involved in the Inter-
net, developing monolithic transformational services to bridge
all conceivable end-to-end heterogeneities would be, if not to-
tally impossible, some task that requires tremendous amount of
effort.
Fortunately, the component service model, which allows
complex services to be dynamically aggregated from primitive
ones, has been proposed and adopted in the Internet (e.g., in
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Fig. 1. Two scenarios that make use of composite services: (a) A mobile phone
user retrieves a Web document written in Latin and hears it in English; (b)
news video from CNN or Yahoo server is customized within a service network
according to end users’ network and machine capacities.
the Web and peer-to-peer networks) to achieve service flexibil-
ity and reusability [3], [4], [5], [6]. This new, flexible service
model has triggered many interesting and useful Internet appli-
cations. We depict two different scenarios below.
  One-to-one scenario: Imagine a mobile phone user that
wants to retrieve a Web document written in Latin and
hear it in English. The original data can flow through
a sequence of services (such as an html2txt converter, a
Latin2English translator, and a text-to-speech converter)
to get itself transformed before being delivered to the des-
tination (Figure 1(a)). We call an end-to-end network path
comprising a sequence of primitive service instances in a
one-to-one scenario a service path.
  One-to-many scenario: Imagine a video distribution appli-
cation that involves a single sender and multiple receivers,
each of which requiring the original video content to be
customized according to its own resource conditions (Fig-
ure 1(b)). Although it is feasible to transform and deliver
the data through individually constructed end-to-end ser-
vice paths, such a unicast delivery model may incur waste
of bandwidths (due to redundancies in data delivery) and
machine resources (due to redundancies in service exe-
2cution). We propose to use a single service tree (rather
than multiple independent service paths) for transforma-
tion and delivery of the data, to save both network band-
widths and machine resources. We term such a group de-
livery model service multicast, to distinguish it from the
traditional (data) multicast.
Service composition can be actually seen as the QoS rout-
ing problem with an additional requirement of paths/trees be-
ing functionally correct (i.e., paths and trees need to encom-
pass required services in required dependencies). To differ-
entiate the two delivery modes, hereafter we will use the ter-
minologies service-added unicast (routing) and service-added
multicast (routing) for routing in one-to-one and one-to-many
service-oriented scenarios, respectively. We will see that the ad-
ditional functionality requirement introduces unique challenges
into the routing problem.
At deployment, for robustness and efficiency, each service
needs to be replicated in multiple network locations (i.e., have
multiple instances). Assuming an overlay network of nodes
with services already deployed, we need to perform service
composition at the runtime, by selecting service instances based
on current network and machine conditions (for instance, ensur-
ing that there is sufficient network bandwidth along end-to-end
service paths).
For composite services to become widely accepted, automat-
ing the service routing process as well as coping with resource
changes and failures is critical in enabling seamless provision-
ing of integrated services at the application layer despite the fact
that an integrated service is actually distributed over multiple
hosts in wide-area networks. In this work, we aim to devise an
Efficient, Robust, Adaptive, and Scalable (ERAS) framework
for the QoS service-added routing problem. Generally speak-
ing, the built service paths/trees are efficient in terms of several
routing criteria (such as delay, bandwidth, and computational
resources), robust against network host failures1, adaptive to
current network and machine conditions as well as to dynamic
multicast group membership. In addition, the solutions scale to
large overlay networks.
The paper will be structured as follows. We first describe
some background in Section II, followed by some related work
in Section III. We briefly present our design overview in Sec-
tion IV. In this paper, we employ a distributed hop-by-hop
routing approach that does not rely on nodes having full rout-
ing states. Compared to traditional QoS routing, the problem
of service routing is made much more complicated by the fact
that now network nodes are injected multiple functionalities
and the paths have to be functionally correct. Existing hop-
by-hop approach for service unicasting is not satisfactory be-
cause the local-optimality property does not lead to global op-
timality (such as total delay) of the path. We enhance the solu-
tion in Section V by introducing geometric location awareness
into Internet hosts, and have the geometric location informa-
tion of the Internet hosts serve as guidance to compute more
delay-efficient paths. In the one-to-many application domain,
the problem of computing an optimal multicast tree in tradi-
tional routing has been recognized as an NP-complete problem.
 We assume only hardware failures (e.g., machine crashes) that are fail-stop,
in the sense that failures are detectable by the timeout mechanism.
Having multiple functionalities in network nodes makes mul-
ticasting even more complicated. We build service multicast
trees on an incremental basis in Section VI to naturally cope
with dynamic membership features of a multicast group. Re-
alizing that service multicasting has not fully explored network
bandwidth sharing, in Section VII, we further propose to en-
hance service multicasting with data multicasting, thus provid-
ing a hybrid type of multicast solution. During the life time of a
service path/tree, in order to keep the incrementally constructed
service multicast tree near-optimal for the current membership
and provide services at required QoS-level even at presence of
failures, adaptation and failure recovery mechanisms are incor-
porated in the routing framework. We describe these issues in
Section VIII. We validate the service-added QoS routing frame-
work in the well-known network simulator ns-2 and provide our
performance results in Section IX. Section X gives some con-
cluding remarks of this paper as well as directions for our future
research.
II. BACKGROUND AND GENERAL ISSUES
A. Service Model
An individual service component is associated with an input
data QoS -  
 
, and an output data QoS -  

, where  
 
and  

are QoS vectors of multiple application-level QoS
parameters such as image size, image resolution, video frame
rate. Each service  has its resource usage function defined as


   
 
   

 , that computes the amount of resources
needed to deliver an output QoS  

when  
 
is the input
QoS. When two services, 
 
and 

, are to be composed, then
the output quality of 
 
should equal the input quality of 

. For
instance, if two transcoders, MPEG2JPEG and JPEG2H261,
are to be composed, then the output quality (e.g., frame rate,
image solution, window size) of MPEG2JPEG must equal the
input quality of JPEG2H261. The notation “
 
 

” will be
used to indicate that service 
 
is followed by service 

.
B. Background Components of the Framework Architecture
Our ERAS service composition framework helps to achieve
maximum transparency to users at the application layer; the
users should be unaware of the service component infrastruc-
ture as well as all or most negotiations related to solving the
Internet heterogeneity problem. This can be achieved by dele-
gating a user proxy to act on behalf of the user. Assuming the
scenarios depicted in Figure 1, an end user may first contact a
nearby proxy, which can then negotiate the QoS specifications
between the server and client, to derive the Service Graph (SG)
that is needed to bridge the gaps between the communicating
parties. Once obtaining the SG, the proxy could further contact
a service discovery agent to learn where instances of services
are located. With this knowledge, depending on how much
performance-related state information the proxy has about the
network, the proxy can initiate service path computation. Be-
low we depict the roles in more detail.
  QoS compilation: QoS compilation refers to a process of
obtaining a Service Graph (SG) that is needed to bridge
content and protocol gaps between two communicating
ends based on their QoS specifications. A QoS compiler
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Fig. 2. A service request with linear service graph (SG): from the source to
the destination, locate a QoS-satisfied path that encompasses  
 
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in sequence.
such as [7] is capable of translating a user’s request (e.g.,
get secure Video-on-Demand service with viewing quality
of 30fps and in format of JPEG) into a linear or non-linear
service graph - SG; i.e., a compositional service model
or a service request2. In such an SG, all services have
their input qualities and output qualities defined, according
to the user’s requirement. These application-level quality
parameters will be further mapped, by the QoS compiler,
into concrete resource requirements (e.g., in terms of CPU,
memory, network bandwidth). Hereafter we will consider
service graphs at resource level. A sample resource-level
linear service request is shown in Figure 23.
  service description and discovery: Before a developed ser-
vice component is deployed, it needs to be associated with
an unambiguous name and/or an interface describing the
component’s inputs and outputs. WSDL (Web Service
Description Language) is an XML-based language for de-
scribing Web services [8]. Service components need to
be published and later on discovered before being com-
posed. UDDI (Universal Description, Discovery and Inte-
gration) creates a standard interoperable platform that en-
ables companies and applications to publish and find Web
services [9]. Scalable ways of performing service discov-
ery have been also investigated in peer-to-peer networks
[10], [11].
  service composition: Since a service discovery sys-
tem’s task is only to locate instances of single services,
and a QoS compiler’s task is only to obtain a system-
independent service graph, there needs to be a process,
which we call service-added routing, that resides above
these tasks and that can choose appropriate service in-
stances (returned by a discovery system) for the logical
components in a service request (returned by a QoS com-
piler), so that users at the application layer will perceive
the application as an integrated service, rather than sepa-
rate components (Figure 3). This routing substrate will be
the focus of our study.
C. Notations and Terminology
Since server- and client-side applications rely on third-party
entities (machines that are deployed with special services) to do
transformations, we call these third-party entities proxies.
The literature has used different terminologies, e.g., logical service path [3]
and plan [5].
Machine capacity refers to several issues, e.g., CPU and memory, and can
be normally represented in an -tuple vector. For simplicity, we represent the
overall machine capacity by a single numerical value in the examples.
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Fig. 3. The service routing substrate resides between the application layer
and the service discovery/QoS compilation layer to make component services
transparent to the application layer.
We denote the functional part of a service request as  


 
 
 

 

     

. The request is for finding a
service path between the source 

and the destination 

con-
taining 
 
, 

, and 

  , in sequence. A concrete service path
actually represents a mapping from the service request to over-
lay nodes that are capable of providing the requested services at
the required QoS level. A concrete service path will thus be de-
noted as   

 
 


 


	
 




     


(
 


, which we call a service node, means service 
 
is pro-
vided by or mapped onto proxy 

).
Note that different from the traditional data routing, where
paths should be loop-free, in service routing, data path loops are
allowed, because a single network node is allowed to be visited
multiple times if it is capable of serving multiple services in
the request. We will see that this looping creates complexities
in multicast tree management and failure recovery. We define
service neighbor of a service 
 
as 
 
’s proceeding service in
service graphs. For instance, if 	
 
 
 
 

 

and
	

 
 
 

, then 
 
’s service neighbor can be either 

or


, depending on which service graph is in use. We also define
next service hop of a node 
 to be an instance of 
’s next logical
service in the request. Thus, if   

 
 


 


	






     

, then 

’s next service hop is 
 


, and

 


’s next service hop is 


	
and so forth.
III. RELATED WORK
A. Service-Added Unicast Routing
Service-added unicast routing has been investigated exten-
sively in different domains (Web [12], peer-to-peer networks
[13], and company networks) and in different levels of network
(physical network level [14] and overlay network level [12],
[15]). Depending on the size of the network addressed, solu-
tions to service routing fall into scalable and non-scalable ones.
In [12], [14], [16], global routing state (including QoS and
service availability information) of the network is maintained at
a single network node, so that computation of service paths can
be performed in a centralized manner. Such an approach does
not scale, considering the associated state maintenance over-
head increases quickly with the network size. Better scalability
can be achieved by introducing hierarchies into the network, so
4that topology abstraction and state information aggregation be-
come viable to significantly reduce the state maintenance over-
head. A hierarchical solution was developed in [15]. Alterna-
tively, scalable service routing can take a distributed approach
by having the network nodes maintaining state information of a
limited neighborhood and then having routing decisions made
in a hop-by-hop manner. The work in [13] describes a hop-by-
hop approach whose routing decision is based on local heuris-
tics.
B. Service-Added Multicast Routing
Service-added multicast routing has been studied in [17],
[18]. In our previous work [17], two algorithms for building
service trees have been devised and their performances com-
pared. The construction and the management of service trees
take a source-based approach, which is simple and allows ser-
vice trees to be computed quickly, and usually performance op-
timizations are better achieved. However, due to the rapidly in-
creasing routing state maintenance overhead with the network
size, scalability is constrained. Service tree construction in [18]
is slightly more scalable, by having a DHT infrastructure main-
tain the global routing state as well as the service tree informa-
tion. This approach imposes extra burden onto the DHT infras-
tructure. Furthermore, their landmark-vector-based clustering
is not precise in predicting Internet distances among participat-
ing nodes. From the descriptions in [18], it is not clear how
their approach maintains a service tree distributively.
C. Routing in Overlay Networks
Overlay network routing can be performed either on top
of structured topologies [19], [17] or on top of unstructured
topologies [20], [12]. The former approach views the over-
lay network topology as a partial mesh, so that the same rout-
ing protocols designed for the physical network, such as OSPF,
MOSPF, and DVMRP, can be directly employed at the overlay
layer. In the latter approach, hosts are considered fully con-
nected, and for each application, a special topology, e.g., a mul-
ticast tree, is built and maintained.
IV. DESIGN OVERVIEW
We describe the most salient features of our solution frame-
work below:
  Hop-by-hop routing based on resource conditions and
geometric location information: Without maintaining
full state information, network nodes will jointly compute
service paths in a hop-by-hop manner. Routing takes re-
source conditions as well as geometric location informa-
tion of the Internet hosts into consideration.
  Foreground topology and background topology: To
minimize delays, a service path or tree should be built
without involving relay nodes; that is, network nodes that
do not contribute special functionality to the application
should be by-passed. Therefore, service paths/trees are
built on top of an unstructured topology. However, we
maintain a separate structured topology for background
communications (i.e., for control messages).
  Incremental multicast tree construction: The problem
of obtaining an optimal (Steiner) multicast tree in tradi-
tional routing has been known as NP-complete, and adding
the requirement for service functional correctness makes
the problem even more complicated. Traditional multi-
cast tree construction has adopted heuristic solutions that
usually branches out from an existing node to cover one
member at a time, until all members have been included
in the tree. Such a heuristics-based incremental solution
also naturally supports the dynamic membership feature
required by many applications. Our design is based on the
same idea: the service multicast tree is built incrementally
based on the unicast service routing solution. Moreover,
we seek to optimize resource sharing by integrating data
multicast into service multicast, thus providing a hybrid
multicasting solution.
  Local adaptation and local recovery: Periodically, on-
tree nodes monitor their local performances and trigger
local adaptation or recovery when necessary. It is ex-
pected that the local adaptations together would help in-
crease global tree optimality.
Below we present foundations that support our solution.
More detailed descriptions are followed in later sections.
A. Service Discovery with Geometric Location Awareness
A service discovery system’s task is to return service in-
stances’ locations, typically the IP addresses of the hosts in
which instances are resided. However, with only the IP ad-
dress information, it is hard to estimate how far away service
instances are located from each other, thus making hop-by-hop
routing decisions also hard if communication delay is a con-
cern. We address this weakness by associating each Internet
host with geometric coordinates (which will be retrieved by en-
hanced service discovery engines) and using it to estimate In-
ternet distances (communication delays) between hosts.
The relative geometric coordinates of nodes in a large net-
work can be efficiently obtained by the Global Network Po-
sitioning (GNP) approach [21]. In such an approach, a small
set of landmark nodes  is first established and the distances
among each other measured. The measured distance informa-
tion is then mapped into a geometric space  of  dimensions
such that the geometric distance between each pair of nodes
best approximates the real-world measured distance. A regular
host  can calculate its own coordinates in  after measuring
its own distances to . Through real-world measurements, the
authors in [21] demonstrated that geometric distances obtained
using their GNP method approximates the corresponding phys-
ical distances. As will be clear later, the added geometric loca-
tion information in the service discovery system will serve us
as guidance for finding more delay-efficient service paths/trees.
B. Topology Setup and Routing State Obtainment
To maximize routing efficiencies at the overlay layer, we do
not set network topology constraints. That is, for data delivery,
the initial network is a fully connected, unstructured topology,
and a service path/tree is built for each application scenario.
Routing state is measured on-demand; i.e., upon receiving a
5request for routing, a network node initiates certain probing ac-
tivities to learn about the resource conditions of its associated
neighbor as well as the link conditions in between4.
However, while service paths/trees are built on top of an
unstructured overlay topology, we maintain another structured
mesh topology for general control message communication.
Note that the tree and the mesh are employed for different pur-
poses: the former is used for content distribution and the latter
is used for control messages.
For communication efficiency, we connect the overlay net-
work nodes (for control message purposes) into a Delaunay tri-
angulation [24], because Delaunay triangulation is a spanner
graph that possesses some nice properties5 and method of in-
cremental construction of Delaunay triangulation network has
been derived [24].
By using such a geometric topology, control messages can
be routed by using an on-line, local routing method, such as
the greedy approach or compass routing approach [25]. A local
routing method has the advantage of not requiring global infor-
mation of the topology in order to route from source to destina-
tion. For example, in compass routing, all information available
at any point of routing is: the coordinates of the destination,
the current position, and the directions of the outgoing links
from the current node. Compass routing takes the following
approach: starting at source, the current node chooses the out-
going link with the closest slope to that of the line segment con-
necting the current node to the destination. It has been proven
that Delaunay triangulation D supports compass routing, which
means that for every pair of nodes in D, compass routing always
produces a path from source to destination [25]. Note that the
adoption of Delaunay triangulation for overlay network topol-
ogy and compass routing for control messages is only a choice
in our design, for simplicity and efficiency purposes. Alterna-
tive network topologies and routing methods may be used as
well.
C. Routing Approaches
We adopt a hop-by-hop approach to computing service paths
based on routing states obtained by on-demand resource prob-
ing as well as the geometric location information of the service
instances. Generally speaking, starting from the source node,
we gradually add to the path those instances of required ser-
vices as we route toward the destination.
The source may first discover the locations of all requested
services’ instances by invoking a geometric-location-enhanced
service discovery system. After that, a service path can be re-
solved in a hop-by-hop manner as follows. Each hop sends QoS
probe messages to all instances of its service neighbor, and then
among the instances that satisfy resource requirements, the cur-
rent hop will select the one that has largest amount of available
resource and that is on the way to destination.
In this paper, our major focus will be on the less investi-
gated, more challenging QoS service multicast routing prob-
lem, whose usefulness has been illustrated in Figure 1(b), and
Methods for measuring end-to-end available bandwidths can be found in
[22], [23].
A path found within a Delaunay triangulation has length bound by a constant
times the straight-line distance between the endpoints of the path.
whose importance is undubious due to resource constraints in
the physical world. While source-based (pure) service multi-
cast has been proposed and studied in our previous work [17]
for small service networks, we now consider the problem in a
larger scale where centralized planning is unsatisfactory, for it
becomes infeasible for a single network node to maintain full
state information of the whole network. For better scalability,
we devise a fully distributed approach for service multicast. By
distributed, we mean not only service path/tree construction,
but also multicast group management as well as tree mainte-
nance (including adaptation and failure recovery), will be per-
formed distributively.
Moreover, we propose to further optimize resource usages by
integrating data multicast into service multicast, thus providing
a combined multicast delivery mode which we call hybrid mul-
ticast.
V. SERVICE UNICAST ROUTING
Hop-by-hop QoS routing can be classified into two cate-
gories: single-path routing (SPR) and multiple-path routing
(MPR). In SPR, one single path is probed for QoS, while in
MPR, multiple candidate paths are probed, and then among the
candidate paths, the best one is selected [26]. Usually MPR is
done by multiplicating probe messages at outgoing links as the
probing proceeds. To control probing overhead, special rules
or mechanisms have to be adopted to constrain the number of
probes multiplicated at outgoing links. MPR may find better
paths than SPR, but at the cost of more message overhead. To
minimize the overhead spent on probing, we adopt an SPR ap-
proach in this paper. However, we set guidance for SPR so that
the probed path is likely to be a good one.
In QoS (data) routing, starting from one end, the shortest net-
work path towards the other end is usually probed for QoS. If,
at certain point, insufficiency of resources is detected, the probe
will detour to other neighboring links/nodes [27]. In data rout-
ing there is always the shortest network path (maintained by,
e.g., the distance vector or link state protocol) that serves as
guidance for hop-by-hop QoS path finding so that the computed
QoS-satisfied path is not unnecessarily long. However, in ser-
vice routing, due to the unexpected functional dependency re-
lations among services, no similar shortest service paths can be
easily maintained as to allow a node to quickly lookup for the
next service hop along the shortest service path to destination.
A. Local-Heuristics-Based (LHB) Approach
Existing SPR-based hop-by-hop unicast QoS service routing
approach [13] works as follows: starting from the source, the
current node selects, among many probed service neighbors,
the one whose aggregate value of available bandwidth, machine
resources and machine’s up time is optimum. We name this ap-
proach Local-Heuristics-Based approach, because routing de-
cisions are based on heuristics obtained within one hop of dis-
tance. The local heuristics alone, however, would only poten-
tially optimize the path’s overall concave or multiplicative met-
rics (e.g., the path’s bottleneck bandwidth or robustness) and
may help balance the network and machine loads, but does not
pose any constraint on the length of the overall service path,
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Fig. 4. (a) Based on LHB, 
 
may choose a next hop that is not on the way to
destination; (b) For making the routing aware of the hosts’ geometric locations,

 
chooses a next hop that is on the way to destination.
which is an additive metric that requires special planning. With-
out planning of any sort for optimizing path lengths, service
paths computed hop-by-hop by adopting local heuristics tend
to be long, and inevitably consume more network resources.
A simple example is illustrated in Figure 4(a). Suppose we
want to find a good instance of  between 

and 

, and sup-
pose 

detects that both instances of  (
 
and 

) are
equally good in terms of network bandwidth and machine ca-
pacity, for being unaware of the relative location of the two ser-
vice instances, 

may choose 
 
, which is off the way to
destination.
B. LHB Enhanced with Geometric Location Guidance
The weakness of LHB can be remedied if we enhance the ser-
vice discovery system and let it return also the geometric loca-
tion information of the queried service instances. By doing so,
we can let the current node select the one, among the instances
that satisfy all resource requirements, that lies on the shortest
service path (estimated by the hosts’ geometric locations) from
current node to destination. This is illustrated in Figure 4(b):


chooses 

because 

lies on the shortest path from 

to


; in other words, 

is “on the way to destination”.
Whether or not a service node lies on the way to destination
can be computed as shown in the following example. For sim-
plicity, the example focuses on optimizing overall path length
by means of geometric location guidance, and we call this ap-
proach Geometric Location Guided (GLG). In Figure 5, we
want to find a path between the source 

and the destination


, with 	  
 
 

 

. Before starting the hop-by-
hop routing, 

invokes an enhanced service discovery system
to learn about the locations (including IP address and geomet-
ric location) of candidate instances of all services in 	. In
Figure 5(a), knowing 
 
and 

are hosts in which 
 
resides,


probes available end-to-end bandwidth and delay to 
 
and
to 

, as well as available machine capacities of 
 
and 

.
Based on the probing results, 

derives the correspondent over-
lay map of service instances - a DAG (Directed Acyclic Graph)
where nodes represent service instances and links represent de-
pendency relations among the instances. First-hop nodes and
links that do not meet resource requirements or are failed are
excluded (represented in the figures in dashed circles or lines).
At 

, suppose both instances have sufficient resources, 

then
applies a shortest paths algorithm [28] on top of the DAG to
obtain a shortest service path (shown in bold lines). The first
hop along the shortest path will be chosen as our next hop, as
it is on the way to future service instances and the destination
(Figure 5(a’)). In Figure 5(b), once at 
 
, 
 
probes the re-
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Fig. 5. Finding a QoS-satisfied and potentially shortest service path hop-by-
hop from 
 
to 

that satisfies the service graph  
 
   

   

.
source conditions of three instances of next service in the re-
quest - 



, 



, and 



. Figure 5(b’) shows how 
 
chooses the most delay-efficient and QoS-satisfied next service
hop. Note that in this case, the probed bandwidth between 
 
and 

does not meet the requirement, thus the correspondent
link is deleted (shown in dashed line) from the service DAG.
Such a hop-by-hop process continues until all of the services in
the request have been resolved.
Combining LHB and GLG, selection of next hop can fol-
low one of the following approaches: (a) LHB-GLG: applies
a shortest paths algorithm [28] on top of the DAG to obtain the
shortest service paths (identifies the next service hops that po-
tentially lead to shortest service paths), and then among the po-
tential next hops that lie on the shortest paths select the one that
is best in terms of available resources; (b) GLG-LHB: among
the potential next hops that are best in terms of resources, select
the one that potentially leads to shortest path. Approach LHB-
GLG actually resembles the widest-shortest approach, and ap-
proach GLG-LHB resembles the shortest-widest approach in
traditional routing. An additional advantage of LHB-GLG is
that it would also reduce probing overhead, as only the hops
along the shortest paths are probed for resource conditions.
C. Routing Backtracking
SPR-based hop-by-hop routing may end up in an unsuc-
cessful state even if there exists a qualified path. For im-
proved success rate, routing should backtrack to other unex-
plored branches if the current probe yields a dead end (e.g.,
when resource conditions of the candidate node-branches are
7not satisfactory; or when probes yield no responses because of
node/link failures). In this paper, we consider back-tracking to
immediately-previous node if the current node/link yields un-
satisfactory performance quality.
VI. SERVICE MULTICAST
When a multimedia stream is delivered to a group of users
that demand different transformational rules on the stream, then
instead of having the stream transformed and delivered through
multiple independent service paths, we should explore resource
sharing, by construct a single service multicast tree for transfor-
mation and delivery purposes. To support the dynamic mem-
bership feature of many multimedia applications, we take an
incremental approach to building service multicast trees. The
incremental approach builds the tree by covering one member
at a time to naturally cope with the dynamic membership fea-
ture of many applications.
A. Graftable Node
A key issue in multicast tree building is to find a point of at-
tachment (graftable on-tree node) for the new joining member.
In traditional data multicast, every on-tree node can be such a
point because the original data from the root get forwarded as
is by all on-tree nodes. The problem is only on how to find a
good one. In the Protocol Independent Multicast (PIM) proto-
col, a newly joining member ’s request is forwarded towards
the source along the shortest path, and the first on-tree node 
hit by the request becomes the graftable on-tree node for .
Unlike the conventional data multicast, where every on-tree
node functionally qualifies as a graftable node for all other
group members, in service multicast, not all on-tree nodes func-
tionally qualify as graftable nodes for other joining members.
In fact, due to the functionality issues, an on-tree node  only
qualifies as a graftable node for a member  (whose service
request is ) if ’s up-tree service path (the service path from
the root to ) is a prefix of . Let   

 
 






	
 




 


Æ
    
 
 denote a service path,
and let   

 
 
 

 

 

     

 denote
a service request, then several nodes (

, 
 


, 


	
, and





) in  qualify as functionally graftable service node for
. To maximize service sharing, we use the longest match (pre-
fix) [17] criterion when selecting a graftable service node. We
call the graftable service node selected by the longest prefix cri-
terion the best functionally graftable service node. In this case,





is the best functionally graftable service node, because

 
 

 

is the longest prefix of  and  and its last
service - 

- is mapped onto 


.
B. Incremental Service Tree Construction
Construction of our service multicast tree will take the fol-
lowing procedures. Each member joining the multicast group
would send its request  towards the source through the struc-
tured overlay network topology (in our case the Delaunay trian-
gulation) by using compass routing. For each overlay node 
 
that is hit by the request, it is verified if 
 
is an on-tree node. If
it is not, then 
 
simply forwards the original request to the next
hop (computed by compass routing) towards the source, and if
it is, it tries to match  with the local copy of functional service
tree 

(management of 

will be discussed further later) to
identify the best functionally graftable service node . The cur-
rent node 
 
then forwards the request to  if   
 
. With a
prefix of  satisfied at point ,  calculates the suffix of , and
starts a hop-by-hop routing process (by using a unicast service
routing solution described in Section V) towards destination 
for the suffix of .
C. Tree Management
We now briefly describe the tree management issue. In
data multicast, routers express their join/leave interests through
IGMP (Internet Group Management Protocol) and, since all
routers have one single function - to forward data as is, they ba-
sically need to be only aware of their children in the multicast
tree. However, the same information is insufficient in service
multicast due to additional service functionality constraints. In
service multicast, in order to be able to identify graftable ser-
vice nodes for new requests, an on-tree node must know the
functional tree information of the multicast group. This implies
that whenever the functional aspect of the service tree has been
modified, tree state needs to be updated in all current on-tree
proxy nodes by broadcasting adequate control messages within
the multicast group. Note that although a single proxy may ap-
pear in multiple positions in a functional service tree, only one
copy of the tree needs to be maintained per physical node.
D. An Example
Figure 6 depicts an example of how a service multicast tree is
built and managed. In Figure 6(a), assume 
 
is the first group
member. After 
 
has joined, the on-tree proxy nodes 

, 
 
,


, 

, and 
 
will obtain a copy of the functional service tree
- 

- depicted on the right side of Figure 6(a). When 

joins,
a service request 

 

 
 
 

 

 

 is sent from


towards the source by using compass routing. The request
hits an on-tree node 
 
before it reaches 

. Since 
 
has a
copy of 

, it finds that 

is the best functionally graftable
node for the current request, thus forwarding the request to 

.
In Figure 6(b), a service branch is established hop-by-hop from
the graftable node 

to 

. Since the graftable node 

has
already satisfied a prefix of 

, only the correspondent suffix
needs to be satisfied by the new service branch from 

to 

.
After finishing the join operation, 

broadcasts adequate
message to on-tree nodes so that they incorporate the new func-
tional branch into the old 

. The functional service tree 

maintained by all on-tree nodes will thus become that on the
right-side figure of Figure 6(b). Note that 

only needs to be
updated if the service tree has been modified functionally. As
an example, if a third join request has the form 

 

 
 



 

 

, then 

can get attached to 

without func-
tionally changing the service tree. Therefore no updates are
needed.
It is easy to see that service multicast definitely helps to save
machine resources because each service in the functional ser-
vice tree gets executed only once. It should also reduce network
bandwidth consumption compared to service unicast, as in most
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Fig. 6. (a) A service request message is sent from the newly joining member


towards the source by using compass routing. The request hit an on-tree
node 
 
before it reaches 
 
. Since every on-tree node maintains 

, 
 
found
that 

is the best graftable node for the current request, thus forwarding the
request to 

. (b) A service branch satisfying the suffix of the original request
is established hop-by-hop from the graftable node 

to 

.
cases, we can expect the length of a service branch satisfying
only the suffix of the request to be shorter than an individually
built service path that needs to satisfy the whole request.
VII. HYBRID MULTICAST
In pure service multicast, each service branch gets directly
attached to its best functionally graftable node. However, in
doing so, bandwidth usage may not have been optimized. An
example is illustrated in Figure 7(a): the proxy providing the
MPEG2H261 transcoding service needs to send four separate
copies of transformed data to its downstream nodes. Likewise,
the node of quality filter will send two separate copies of fil-
tered data to the downstream nodes. The scenario illustrates
that data delivery in those sub-groups are sub-optimal. First,
it is expensive to do so, because bandwidths need to be sepa-
rately allocated. Second, after a node’s (e.g., the one offering
MPEG2H261) outbound network bandwidth usage reaches its
limitation, then no new service branches can be created starting
from that point.
We address these weaknesses by further employing data mul-
ticast in the local sub-groups. Although IP-layer multicast
would be a solution, in this research, we will only exploit data
multicast at the application layer because, different from the IP-
layer multicast, application-layer multicasting does not require
support from the infrastructural level. Our target is, taking Fig-
ure 7(a) as an example, to build a hybrid multicasting scenario
that explores, in addition to service multicast, data multicast in
the subgroups 1 and 2, as shown in Figure 7(b). In addition
to boosting the overall cost efficiency of the service tree, ex-
ploring data multicast would also increase possibility of finding
successful service branches when resources are scarce.
A. Tree Management
To realize such a hybrid multicast scenario, we make each
on-tree (physical) proxy and (logical) service node to keep two
(a)
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Fig. 7. (a) Pure service multicasting; (b) hybrid multicasting (service multi-
casting + data multicasting).
trees respectively: the global functional service tree (

) and
the local data distribution tree (

). Since two types of tree exist
in the hybrid multicast case, we will call nodes on the functional
tree 

on-functional-tree nodes to explicitly mean they are
nodes providing specific functionalities, rather than nodes that
only perform relaying of data. The same as in service multicast,
each on-functional-tree proxy will keep an updated 

, which is
the functional service tree of the whole multicast group. In ad-
dition to 

, each on-tree service node  also keeps a 

, whose
root is itself, and whose lower-level members are its children
in 

(

should also maintain the location information of its
nodes, for some purpose that will be clear soon). While 

is
global and its maintenance is still to enable on-functional-tree
nodes to individually search for functionally graftable nodes for
other joining requests, 

is local and is maintained for exploit-
ing benefits of data multicast in subgroups.
B. Parent Switching Protocol
When a new service branch  gets attached to a graftable
node , initially, ’s 

will have ’s first node (say ) attached
to itself. However, as  is aware of the geometric locations of
its 

’s nodes, it will be able to identify which nodes are closer
to  than itself. If there is any such node, then  will initiate a
parent switching protocol, so that at the end,  gets attached to
a closer parent with sufficient network bandwidth. Note that the
parent switching protocol is only for switching parent in the lo-
cal data distribution tree, it does not affect the global functional
service tree.
The parent switching protocol works as follows. First, 
sends  a list of nearby nodes in an increasing order of dis-
tance. Upon receiving the list,  starts to probe the bandwidth
conditions from itself to the listed nodes one by one in the in-
creasing order of distance. Once it finds a node whose outbound
bandwidth to  is sufficient for supporting the data stream, 
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Fig. 8. Exploring data multicast in a service multicast scenario: (a) a new
service branch’s first node, 

, is initially directly attached to the graftable ser-
vice node 

(

as 

’ parent in the local data distribution tree); (b) 

gets
parent-switched to 

in the data distribution tree.
sends a request of parent switching to , so that  will update


’s parent in its 

. Different from 

, which is maintained by
every on-functional-tree proxy, a separate 

needs to be main-
tained by every on-functional-tree service node. This means
that if a single proxy offers different services in the multicast
group, then it needs to keep multiple data trees.
C. An Example
Figure 8 depicts what the global functional service tree and
the local data distribution tree would look like in the scenar-
ios. In Figure 8(a), right after 
 
and 

have successfully
joined the multicast group, the functional service tree kept by
all on-tree service nodes and the data distribution tree at 



are shown on the right side of Figure 8(a). Subsequently, inside
the subgroup (circled), the parent switching protocol will take
place. Suppose 

is closer to 

than 

, and suppose from 

to 

there is sufficient bandwidth to support the data stream,
then 

will ask 

to switch parent, after which 

’s data dis-
tribution tree becomes the one shown on the right side of Figure
8(b).
With data multicasting in all subgroups, it can be expected
that end-to-end service paths may become longer than in
pure service multicast. However, such individual performance
degradations would be justified by overall network bandwidth
savings.
VIII. ROUTING MAINTENANCE
Maintenance of paths/trees is called for due to network, traf-
fic, and group dynamics. During the lifetime of a service
path/tree, the on-path or on-tree nodes and links may have vary-
ing resource conditions, or may even fail completely. In paral-
lel, new members may join the multicast group, and old mem-
bers may leave, causing the tree structure to become “distorted”
and its performance to degrade. Therefore, for the continuous
operation of the application at a good QoS level, adaptation
(e.g., service multicast tree rearrangement) and failure recov-
ery are mechanisms that need to be incorporated in the service
routing framework.
A. Tree Rearrangement
The natural consequence of constructing a multicast tree in-
crementally is that over time, as new branches are added and
existing branches are pruned, the tree structure may become
sub-optimal. To maintain a good tree structure, selections of
service instances have to take currently covered members into
account, which means that previously selected service nodes
may need to be relocated.
A centralized tree rearrangement approach for traditional
multicasting has been studied in [29], [30]. However, a central-
ized approach is inappropriate in our case in which the service
multicast tree is constructed and managed in distributed man-
ners. We adopt a distributed approach by distributing the task of
tree rearrangement (including performance monitoring and re-
arrangement itself) to all on-tree nodes. The basic idea is as fol-
lows: on-tree nodes monitor their regional performances6 and
trigger local tree rearrangement if necessary. We expect that the
local rearrangements together would contribute to global tree
improvement.
Although theoretically tree rearrangement can be performed
every time a join or leave has occurred, in practice, the dis-
turbance caused by excessive changes may be intolerable to
the ongoing multicast sessions, as packets are constantly in
flight within the tree. Replacement of a node with large num-
ber of downstream members may cause large disturbance (as
all downstream members may perceive some data loss). On
the other hand, the change will also benefit all downstream
members (i.e., utility is large). Considering tradeoffs between
performance gain and disruption of services, certain threshold
needs to be maintained to suppress those adaptation operations
whose performance gains are not significant enough.
Let 
 be an on-tree service node providing service , and 
be a candidate service node that is capable of providing  but is
not on-tree. If  replaces 
, we define the potential performance
improvement as   

7
. Disturbance can be measured
as packet loss rate (at fine granularity) or the number of down-
stream members that perceive data loss (at coarse granularity),
and utility can be defined as the fraction of benefited members.
We denote the disturbance caused by replacement of 
 as ,
and the utility associated with the replacement as . We there-
fore define the real benefit  of replacing 
 by  as a function
of performance gain, disturbance, and utility:     

, and
replacement only takes place if  is larger than threshold.
Once a performance monitor has detected that a replacement
would yield a performance improvement  that is higher than
the threshold value, the current service node 
 will hand over
its roll to . It is important that parent and child service nodes
do not perform handovers simultaneously, since they use each
other as a reference point in the detection phase. To guaran-
tee this property, before handing over, the current service node
needs to synchronize with its parent and child nodes (basically
blocking them from doing concurrent handovers).
We better illustrate the idea with a simple example in Figure
We define a region in a multicast tree to be the neighborhood of an on-
tree node, including its upstream and downstream nodes as well as the links
connecting those.
The term   is defined as the sum of ’s neighboring link costs ( ),
which are measured as delays in this paper.
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Fig. 9. Tree rearrangement: (a) All on-tree nodes monitor their local perfor-
mances. For instance, 

monitors its local performance and tries to compare
itself with an alternative candidate service instance at 

. (b) 

hands over its
roll to 

because the replacement would yield better local performance.
14. The circled service node represents a performance monitor
that monitors the regional performance by periodically check-
ing if there are other candidates (found by invoking a service
discovery system) with better performances that can replace it-
self. In the example, 

is a node also serving 

. Node 

then asks 

to probe the available machine resource as well as
the delay and available bandwidths between 

’s potential par-
ent and children if 

were to replace 

. Suppose 

satisfy
all resource requirements and also has the benefit  improved
by some percentage larger then the threshold, then 

will hand
over its roll to 

.
B. Failure Recovery
Traditional failure recovery mechanisms used in routing
fall into two approaches: protection-based approach and
restoration-based approach [31]. In the protection-based ap-
proach, dedicated protection mechanisms, such as backup
paths, are employed to cope with failures on the primary path.
In the restoration-based approach, on detection of a failure, an
attempt is made to reroute the path around the faulty nodes and
links.
The protection-based approach has been adopted in [32], [13]
for recovering single service paths. However, this approach is
not suitable in multicast scenarios because of two reasons: (1)
it is prohibitively expensive, in terms of resource allocations, to
maintain one or more backup trees for the primary tree; (2) the
dynamic membership feature causes the primary tree to change
over time, thus there would be too much of overhead to keep
the backup trees up-to-date. For these reasons, the restoration-
based approach is more suitable for multicasting.
In this paper, we consider only hardware failures, and as-
sume the fail-stop failure model in the sense that failures are
detectable (e.g., by use of timeout). Different from traditional
routing, in which failure of a node or link means only a single
failure on the path or tree, in service-added routing, failure of a
single physical node or link may trigger failures of several spots
in the service path or tree. This is so because a single network
node may be contributing several services in the path or tree.
Before discussing failure recovery, we first need to devise a
failure detection mechanism. While the use of heartbeat mes-
sages is a common mechanism for failure detection, there are
additional challenges caused by the fact that one physical node
can serve multiple (consecutive or non-consecutive) component
services. Due to the dependency complexities, we need to fur-
ther derive the physical node dependency graph for detection
(this will be clearer as we show an example later). Each on-
tree network node then periodically sends heartbeat messages
to its physical parent and, if the parent does not respond within
a specified time, then the current node will infer that the parent
has failed. Upon the detection, the current node  tries to find
out its closest live ancestor, and asks it to initiate a hop-by-hop
routing process towards  to locate suitable instances for the
failed services in between.
An example is shown in Figure 10. Figure 10(a) depicts a
functional service tree together with the group members. As
stated, each physical node monitors the liveness of its physical
parent. The physical node dependency graph that shows the
monitoring relations is shown on the right side of Figure 10(a).
Failures of some nodes (e.g., 

and 

) are simpler to deal
with, while failures of certain other nodes (e.g., 
 
) yield more
complex situations. For example, if 

fails (detectable by
member 1), then member 1 will try to locate a live ancestor
closest to itself (in this case 
 
) and afterwards 
 
initiates a
hop-by-hop routing process towards member 1 to recuperate
service 

. Failure of 
 
is more complex to deal with, as the
node participates in multiple positions and branches of the tree.
The failure itself may be detected by three nodes: 

, 

, and
member 2, which report to their closest live ancestors - the root
and the node 

in this case.
We discuss only recoveries initiated by the root, as this is a
complex case involving parallel failures of multiple branches.
While the root may recover one branch at a time simply based
on the arrival time of the requests, certain overheads incurred
by recovery synchronization need to be considered. If: (1) 

’s
request precedes 

’s - once 

’s request has been satisfied, 

’s
request can be ignored (because 

’s request is part of 

’s re-
quest); (2) 

’s request precedes 

’s - 

’s recovery request can
only be initiated after 

’s request has been satisfied, because
the recovered service node (say 
 
is mapped to 
 
) 
 


 
will
serve as a reference point for part of 

’s request. Furthermore,


’s recovery request will be initiated by 
 
instead of the root.
From this example, we see that different recovery orders will
affect the overall recovery time due to delays associated with
communication and synchronization.
Optimization of the recovery ordering is hard to achieve be-
cause node  (the closest ancestor that is responsible for initi-
ating recovery operations) is unable to predict the total recov-
ery time. To overcome this problem, we employ a heuristic of
minimum recovery dependencies (MRD) to try to minimize the
overall recovery time. Assuming nodes report failures indepen-
dently: upon receiving failure report from one node, node 
is able to deduce, from the functional tree information, if other
branches would be affected by the failure. In the example of
Figure 10, if 

’s failure report arrived at the root first, the root
is able to deduce that the failure also would affect 

. Using
the MRD heuristic, the root can initiate recovery action for 

even without receiving 

’s failure report, because 

’s request
will get naturally satisfied after 

’s request gets satisfied (thus
reducing recovery dependencies).
An alternative approach for dealing with failure reporting and
recovery works as follows: since 

(upon detecting failures of

 
) is able to deduce that another node - 

- will also eventually
detect the same failure, 

may just adopt a lazy failure report-
ing mechanism by backing off its report indefinitely. By doing
so, the number of total error reports will be reduced. However,
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Fig. 10. Detection of failure: (a) left: a service tree plus the membership information; right: the graph that represents the monitoring relations among the nodes.
(b) left: the failure of 
 
triggers failures of multiple service nodes in the tree; right The failures are individually detected by 

, 

, and member 2; (c) left:
independent failure reporting; right: lazy failure reporting that back-off failure reporting if possible.
this may increase the total recovery time as 

may only be
able to detect the same node failure later. In order to follow the
heuristic of minimizing recovery dependencies, only node 

should back off failure reporting; node 

should always report
immediately in this case.
IX. PERFORMANCE STUDY
We implemented the service routing framework (including
service unicast, pure service multicast, and hybrid multicast de-
livery modes) in the well-known network simulator ns-2. This
section is devoted to performance studies of the proposed ap-
proaches.
A. Evaluation Methodology
Our physical Internet topologies are generated by the transit-
stub model [33], by using the GT-ITM Topology Generator
software. A number of physical nodes are randomly chosen
as proxy nodes, whose service capability and machine capac-
ity are assigned by certain functions. The end-to-end available
bandwidth from an overlay proxy node  to another overlay
proxy node  is the bottleneck bandwidth of the shortest phys-
ical path from  to . Among the physical network nodes, a
small set of them (10 nodes) are chosen to be the landmark
nodes - , based on which the proxies can derive their co-
ordinates in the geometric space defined by [21]. We use
geometric space of 5 dimensions in our simulations; calcula-
tion of geometric coordinates is done by using the software
available at http://www-2.cs.cmu.edu/e˜ugeneng/research/gnp/.
Construction of the Delaunay triangulation overlay mesh for
control message purposes is aided by the Qhull software de-
veloped by the Geometry Center at University of Minnesota
(http://www.geom.umn.edu/software/qhull).
We use the following performance metrics for the evaluations
of routing approaches (performance metrics of other issues such
as adaptation and failure recovery are described later in the re-
sult sections):
  Host Utilization: is the ratio of amount of machine re-
sources in use to the machine’s total amount of resources.
In simulations, we represent a machine’s computing ca-
pacity as a single numerical value, although in reality, it
should be a resource vector of multiple parameters (e.g.,
memory, cpu).
  Link Utilization: is the ratio of used bandwidth to the to-
tal bandwidth of the physical network links that measures
how much the physical links are loaded.
  Service Path Length: is the sum of individual virtual link
lengths that make up the service path, where the virtual
link lengths are represented as end-to-end delays.
  Delay   Bandwidth Product: The purpose of this met-
ric is to measure the volume that the streaming data oc-
cupies in the network. For example, if the streaming data
requires 2MB of bandwidth on a physical link whose sin-
gle trip delay is 10ms, then the volume of data is said to be
20MB*ms.
  Path Finding Success Rate: is the rate of finding service
paths successfully. Service path finding failures may occur
when resources are scarce, or when there is no instance of
the required service(s). However, in our following tests,
there will be always at least one instance of each service
in the system, thus failures can only be caused by resource
scarcity.
B. Performances of Different Service Unicast Approaches
In this section, we measure performances of the service uni-
cast approaches (GLG, LHB, GLG-LHB, and LHB-GLG) de-
scribed in Section V. We further run a hop-by-hop approach
that is based on random-walk (RANDOM), to serve as a base
case to all of the approaches in study.
The simulation settings for the test are as follows. The phys-
ical network contains 600 nodes, and among them, 10 are se-
lected as landmarks and 500 as proxies. We randomly gener-
ated 5000 requests between randomly selected pairs of proxies.
We compare the performances under two different resource set-
tings: one with sufficient resources to admit all service requests,
and the other with insufficient resources, in which case late join
requests may get rejected because of resource scarcity.
Sufficient-resource settings: In sufficient-resource settings,
since all service requests get successfully admitted, the perfor-
mance metrics of interest are host utilization, link utilization,
service path length, and delay   bandwidth product. The com-
parative results of several service unicast routing approaches
are shown in Figure 118. As has been predicted, since GLG
For visibility, link utilization and proxy utilizations are plotted as a trans-
formed inverse cumulative distribution function, also known as inverse survival
function. Service path length is plotted as an inverse cumulative distribution
function.
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Fig. 11. Comparisons of the service unicast approaches in terms of: (a) host utilization; (b) physical link utilization; (c) delay-bandwidth product; (d) service
path length; and (e) gradual path finding success rate in the backtracking-off mode.
genuinely seeks shortest QoS-satisfied service paths, load bal-
ancing on hosts and links is poor. This is indicated by the fact
that the GLG curves are steep. LHB does in fact help to keep
a more balanced network and machine load, as the next service
hop is the one that maximizes an aggregate function of avail-
able bandwidth and machine capacity. On the other hand, LHB
performs poorly in terms of delay bandwidth product (Figure
11 (c)) and service path length (Figure 11 (d)), because ser-
vice paths computed by LHB are long, and therefore demand
more network resources. However, in these respects GLG per-
forms best, because service paths computed by this approach
tend to be short, and as such, require less network resources.
GLG-LHB’s performances are quite close to those of LHB, and
LHB-GLG has good performances overall.
Insufficient-resource settings: After certain resources get
exhausted, a join request may be denied. The performance
metric of interest in such an insufficient-resources scenario
is path finding success rate which, in some way, indicates
how well load balancing is achieved. Figure 11(e) shows the
path finding success rates of the different service unicast ap-
proaches with back-tracking turned off. As has been expected,
since GLG does not take load balancing into consideration,
certain resources may become exhausted more quickly than
other approaches that consider load balancing, and as a con-
sequence, path finding success rate was lowest in GLG. In
the backtracking-off mode, LHB and LHB-GLG have achieved
similar aggregate success rates. However, when when we turn
on backtracking, the aggregate success rate of LHB-GLG sur-
passes that of LHB by 4.9%. This is because LHB-GLG has
incurred less network resource consumption.
From the above performance analyses, we see that none of
the approaches performs best in all aspects. GLG’s perfor-
mances in terms of service path lengths and delay-bandwidth
product are significantly superior to others’, but is worst in path
S
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Fig. 12. Binary functional service tree.
finding success rates. LHB is one of the best in finding service
paths successfully, but incurs longer service paths than others
and as a consequence, tends to require more network resources.
From all approaches, LHB-GLG seems to have best balanced
these contradictory factors, as it incurs relatively short service
paths while maintaining a high path finding success rate.
C. Service Unicast vs Pure Service Multicast vs Hybrid Multi-
cast
In this section, we study the performance benefits of employ-
ing pure service multicast and hybrid multicast. Since LHB-
GLG is a service unicast approach that strikes best balance
among the performance metrics, we employ LHB-GLG as the
building block for incrementally constructing a multicast tree.
Simulations are run for multicast group sizes of 256, where ser-
vice requests are randomly selected from a binary functional
service tree as shown in Figure 12; a service request is a logical
path from the root to a random leaf.
For these comparisons, we set up sufficient-resource envi-
ronments. As we can see from Figure 13 (a), there is not too
much difference, in terms of host utilization, between pure ser-
vice multicast and hybrid multicast. This was expected because
local data multicast would not further diminish the number of
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Fig. 13. Comparisons of: (a) host utilization; (b) physical link utilization; (c) end-to-end service path length; (d) global host utilization; (e) delay bandwidth
product and; (f) global service path/tree cost among the different delivery modes: service unicast, pure service multicast, and hybrid multicast.
service executions. Figure 13 (b) shows that hybrid multicast
yields much lower link utilization than pure service multicast.
Not surprisingly, the two multicast cases yield tremendous de-
lay bandwidth product savings compared to unicast (Figure 13
(e)). Compared to service unicast, service multicast incurs
longer end-to-end service paths in all cases, and hybrid multi-
cast incurs longer paths than service multicast in most of cases
(Figure 13 (c)). However, the longer end-to-end service paths in
hybrid multicast are justified by lower global tree costs (Figure
13 (f)) due to service path sharing.
D. Tree Rearrangement
The local tree rearrangement operations together contribute
to a global tree quality improvement. As described in Section
VIII-A, we have set thresholds to suppress those tree rearrange-
ment activities that only yield small performance gains. We
therefore study the relations between threshold and global per-
formance. For simplicity, it is assumed that the effects of  and
 in local benefit     

cancel off.
Figure 14 depicts the total tree costs (in logical units) af-
ter adaptations versus local adaptation thresholds with differ-
ent service distribution probabilities9. The experiment settings
were as follows: similar to the settings described in Section
IX-C, we used group sizes of 256, whose service requests are
drawn from a pool of binary functional tree shown in Figure 12.
We first run the service multicast tree construction program to
incrementally build a service multicast tree. After that, the local
performance monitors are turned on, and local rearrangements
are triggered if the potential performance improvement is larger
than the local threshold values. The total tree cost is measured
after all local rearrangement operations have been stabilized. At
low threshold values, tree rearrangements are triggered more
Service distribution probability  means that each component service is ran-
domly distributed at  network nodes.
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Fig. 14. Total tree cost after adaptations vs local adaptation threshold with
different service distribution probabilities.
often, thus leading to better global performances. At higher
threshold values, only those rearrangement operations that yield
larger performance gains are triggered. Therefore, leading to
lower global performance gain (higher final global tree cost).
We can also see differences of global tree costs for different
service distribution probabilities: sparser service distribution
yields higher tree costs and denser service distribution yields
lower tree costs overall, which are in match with our intuitions.
E. Failure Recovery
We compare performances of three failure reporting and re-
covery approaches as described in Section VIII-B: indepen-
dent reporting and independent recovery (IRIR), independent
reporting and heuristic-based recovery (IRHR), and lazy re-
porting and heuristic-based recovery (LRHR). The approaches
are evaluated under three metrics: number of failure reports,
global tree costs after recoveries, and time needed for recov-
ery. The experiment was conducted as follows: still using mul-
ticast group size of 256 and binary functional tree as before,
after the service multicast tree has been built, we randomly
14
failed on-tree network nodes one by one. The results shown
in Table I are based on 3 runs, each run with 20 node failures.
The numerical values have been normalized based on the re-
sults of IRIR (base case). We can see that the lazy reporting
mechanism helps to reduce the number of failure reports sig-
nificantly, and the heuristic-based recovery mechanism helps to
maintain better-cost service multicast trees after recoveries. Be-
tween IRHR and LRHR, there is tradeoff: while IRHR incurs
better recovery time, it yields larger number of failure reports
than LRHR. This is so because by having the network nodes in-
dependently reporting failures to a live ancestor, the ancestor is
likely to be aware of the failure sooner, and thus can start recov-
ery operations sooner. On the other hand, by adopting the lazy
reporting mechanism (LRHR), failures are likely to be noticed
later, because certain failure reports are suppressed because the
detecting node assumes that other nodes will eventually detect
and report the same.
metrics IRIR IRHR LRHR
failure reports 100 100 74.2
global cost after recovery 100 87.5 87.5
recovery time 100 85.1 93.6
TABLE I
PERFORMANCE COMPARISONS AMONG IRIR, IRHR, AND LRHR.
X. CONCLUSIONS
In this paper, we have seen the challenges and complexities
introduced by additional functional requirements into QoS rout-
ing, and have provided efficient, robust, adaptive, and scalable
solutions for the service-added QoS routing problems in two
different domains: unicast and multicast. We further provided
a hybrid multicasting solution (by integrating traditional data
multicast into service multicast) to achieve best resource shar-
ing.
The component service technology has been widely advo-
cated in the past few years, and has spawned quite a few new
research problems, including service discovery, service com-
position/orchestration, security, service deployment. Service
composition (both in unicast and multicast domains) in this pa-
per rely on existing service discovery agents, and assumes that
component services have been pre-distributed. In our future
work, we plan to study the problem of automatically deploy-
ing component services (e.g., based on their access patterns) to
fully automate component services from deployment to usage.
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