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Zur Strukturierung der Datenerfassung und -verarbeitung
bei datenintensiven Langzeittierexperimenten
H. Kleß
Zusammenfassung
Bei der Verwendung von Computern zur Datenerfassung,
Dokumentation und Datenanalyse bei datenintensiven Tier-
experimenten werden fiir verschiedene Versuchsreihen eines
Institutes gewöhnlich auf die speziellen Daten zugeschnittene
Programmsysteme entwickelt. Der damit verbundene Imple-
mentierungsaufwand ist bei umfangreichen Experimenten be-
sonders hoch. Mit dem vorliegenden Beitrag wird ein Ansatz
Zur Strukturierung dieser Aufgaben im Sinne einer Trennung
von fixen und variablen Komponenten derartiger Systeme vor-
genommen. Die Anwendung des Konzeptes wird am Beispiel
von Langzeitexperimenten zur Entwicklung und Erprobung
von Kreislaufunterstiitzungs- und -ersatzsystemen demon-
strıert.
Summary
If computers are used for acquisition, documentation and data
analysis in animal experiments with large volumes of data it is
common to develop specialized programs for different series
of experiments of the same institute. But complex experiments
neea' a very large amount of implementation effort. This paper
introduces a method of separating fixea' and variable compo-
nents of those systems. The example of long time animal ex-
periments for development and test of artificial hearts is used
for the demonstration of the new concept.
Einleitung
Innerhalb des letzten Jahrzehnts sind für die verschiedensten
Anwendungsgebiete zahlreiche Bemühungen unternommen
worden, den Aufwand für Programmänderungen bei Ände-
rung der Datenstruktur zu minimieren, besonders im Bereich
von Administration und Rechnungswesen. In (1) wird das
Ziel solcher Bemühungen, die Datenunabhängigkeit, wie folgt
definiert: ››Datenunabhängigkeit ist die Isolierung der Daten
von den Programmen. Je höher der Grad an Datenunabhän-
gigkeit ist, desto geringer ist der Aufwand für Programmände-
rung im Falle einer Änderung der Daten«. Voraussetzung für
die Bewältigung dieser Aufgabe ist die Schaffung eines Daten-
modells, das die logische Sicht eines bestimmten Benutzerkrei-
ses am besten repräsentiert. Eine Reihe solcher Modelle
(Hierarchien, Netzwerke, Relationen) sind getestet worden.
Das logisch einfachste Modell, das Relationenmodell von
CODD (2), wurde bereits auf die Verwaltung von Patienten-
daten angewendet (3). Ein Beispiel für die Verwendung einer
hierarchischen Sicht ist das in medizinischen Anwendungen
bereits erprobte MUMPS-System (4), das besonders für kli-
nische Datenverwaltung geeignet erscheint.
Für die erfolgreiche Verwendung eines Datenbanksystems
ist nicht nur ein geeignetes Datenmodell erforderlich, sondern
auch leistungsfähige Programme für die Erfassung, Wiederge-
winnung und Analyse der Daten. Für klinische Fragestellun-
gen sind eine Reihe von Systemen entwickelt worden(5) (6),
in denen der großen Bedeutung der Statistik für die Medizin
Rechnung getragen wird. Die grundlegende Rolle der Zeit für
die Bildung eines Datenmodells für klinische und experimen-
telle Anwendungen wurde in (7) (8) explizit berücksichtigt.
Das im folgenden beschriebene System stellt einen Ver-
such dar, einen Teil der bisher gewonnenen Erfahrungen für
den Bereich der tierexperimentellen Forschung mit den per-
sonellen und gerätemäßigen Voraussetzungen in Einklang zu
bringen.
Datenmodell und Zugriffspfade
Bei komplexen Tierversuchen stellt sich die Frage, wie die be-
teiligten Personen (Experimentatoren, medizinisch-techni-
Abb. 1. Logische Zugriffspfade
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sches Personal) die jeweils interessierenden Daten sehen. Die
Erfahrung zeigt eine Neigung zur Gruppierung des umfang-
reichen Datenmaterials entsprechend den jeweiligen Funk-
tionsbereichen (hämatologisches, biochemisches Labor etc.)
einerseits und zu entsprechend physiologisch orientierten
Fragestellungen andererseits, beiden gemeinsam ist die Zu-
ordnung zum individuellen Experiment einer bestimmten Ver-
suchsserie und zur Zeit relativ zum Versuchsbeginn. Es liegt
daher nahe, bei der Datenerfassung - entsprechend der ma-
nuellen Protokollierung - Datengruppen zu bil-
Physische Abbildung
Aus Gründen der einfacheren und schnelleren Handhabung
von Dateien mit fester Satzlänge werden Direktzugriffsdateien
verwendet. Die Beschreibung der Daten einer Datei, die im
Sinne eines Subschemas ((1), S. 16) zu verstehen ist, wird
nicht getrennt abgespeichert, sondern an den Anfang jeder
Datei gelegt. Durch diese Zusammenfassung ergibt sich ein
sehr kompaktes und fehlerfestes Dateiensystem, Umspeiche-
rung und Verarbeitung von Daten und deren Beschreibung er-
folgen somit immer in einer Einheit. Der Beschreibungsteil
einer Datei enthält folgende Elemente:
- Satzlänge, Satzanzahl, Zeiger auf Beginn/Ende des aktuel-
len Datenbestandes, div. andere Zeiger und Zähler
- Klartextbezeichnung der Datengruppe
- Datum des 1. Versuchstages, Zeitangaben über erste und
letzte Eintragung
- Angaben über die Zahl der Originaldaten/abgeleiteten
Größen
- untere/obere Grenzen für Validitäts-Kontrollen
- Klartextbezeichnungen und Einheiten von Originaldaten
und abgeleiteten Größen
- Abkürzungen dieser Größen für Protokollüberschriften.
Daran schließen sich die Datensätze an mit Datensatznum-
mer, Zeitpunkt der Messung (Versuchstag, Uhrzeit) und den
Zahlenwerten der Originaldaten und der abgeleiteten Größen.
Fehlende Daten werden durch die größte darstellbare Zahl
gekennzeichnet.
Abb. 3. Beispiel eines Zeitprotokolls einer Datengruppe
den. Für die Dokumentation und Analyse muß es
jedoch möglich sein, eine feste Gruppierung zu
verlassen und je nach aktueller Fragestellunginter-
essierende Daten (-kombinationen) zu betrachten.
Ferner ist es üblich, aus den Daten einer Gruppe M å
abgeleitete Größen zu berechnen und mit zu er- 1
fassen (z.B. Sauerstoffsättigung des Blutes aus N' 0
PO2, pH und Körpertemperatur). Aus technischen M â
Gründen können Meßwerte einen plausiblen Be-
reich verlassen und müssen deshalb verworfen am â
werden, was meist erst zum Zeitpunkt der Analyse 3
eines Experiments erfolgt. Die Validitätskontrolle °' “
sollte aber bereits bei der Erfassung der Daten er- „ 2
folgen, da hierbei Verwechslungen mit großer 5
Wahrscheinlichkeit erkannt werden können. °' Ø
Ein Datum kann somit folgendermaßen charak- °' â
terisiert werden: 1
BI 0
- Zugehörigkeit zu einem bestimmten Versuchs- s
typ, einer laufenden Versuchsnummer, einer Da- 8' Ø
tengruppe, einem zulässigen Wertebereich (Ein- 5. 2
gabe), einem bestimmten Zeitpunkt i ,Ø
SI 0
- Zugehörigkeit zur Menge der Originaldaten/zur
Menge der aus Originaldaten berechneten Grö-
ßen.
11
Bl 0
11
BI 5
Durch die Einteilung in Datengruppen verein- M1:
facht sich die physische Abbildung der Daten auf
die Schaffung zugeordneter Dateien, die selbstän-
dig nebeneinander bestehen und deren Zusam-
mengehörigkeit durch Elemente in den Datei-
namen gekennzeichnet werden kann. Abb. 1 zeigt
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die so entstehenden logischen Zugriffspfade.
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Systemübersicht
Vor Beginn einer Versuchsserie werden die Datengruppen
festgelegt und deren Beschreibung in Form von Anweisungen
in Beschreibungsdateien festgehalten. Die einzige variable
Größe für verschiedene Experimente einer Serie ist dann das
Datum des 1. Versuchstages. Dieses wird bei der Bildung der
aktuellen Dateien mittels des Datengruppengenerators (Abb.
2) angegeben. Der Dialogzugriff zu den Dateien eines Ver-
suches erfolgt über den Datenzugriffsprozessor. Da außer für
spätere Datenanalysen nur zu Daten laufender Versuche zu-
gegriffen wird, werden mittels einer systemglobalen Liste
(Koordinator 1) alle aktuellen Datengruppen und deren für
einen schnellen Zugriff wichtigsten Beschreibungsparameter
für die Dauer der Versuche festgehalten. Das Füllen der Li-
stenplätze erfolgt halbautomatisch (Status der Datengruppen)
im Anschluß an die Dateiengenerierung. Hierdurch können
die Zugriffsbefugnisse selektiv beeinflußt werden. Der Daten-
zugriffsprozessor enthält ein variables Segment, das bei neuen
Datengruppen, die abgeleitete Größen enthalten, modifiziert
werden muß. Alle anderen Segmente sind jedoch vollständig
datenunabhängig und brauchen nur einmal erstellt werden;
sie können besonders fehlerfest und komfortabel im Hinblick
auf die Benutzer ausgelegt werden.
Die Erzeugung von Zeitdiagrammen zur Dokumentation
des Versuchsablaufes wird ähnlich wie die Dateiengenerierung
zerlegt in einen fixen Teil und einen Parameterversorgungs-
teil, der alle Angaben über die Anordnung und Skalierung der
Kurven enthält und je nach Fragestellung in einfacher Weise
neu erstellt wird.
Der Systemteil für die automatische Datenerfassung in
Echtzeit soll hier nicht weiter beschrieben werden, da er auf
Grund der Variabilität derartiger Aufgaben nicht in fixe und
variable Komponenten zerlegt werden kann.
Die Programme zur Archivierung der Dateien auf Magnet-
band und zur Rückführung auf den Plattenspeicher sind voll-
ständig datenunabhängig, im vorliegenden Fall wird ein
Dienstprogramm des Betriebssystems herangezogen.
Programme zur Datenanalyse werden ebenfalls durch Ein-
führung eines Parameterversorgungsteils datenunabhängig
gemacht. Dadurch können sie bei gleicher Fragestellung auf
verschiedene Versuchsreihen angewendet werden.
Anwendung des Systems
Bei den Tierexperimenten unseres Institutes zum Totalherz-
ersatz (THE) werden z.Zt. acht Datengruppen mit insgesamt
85 verschiedenen Einzeldaten verwendet. Bei Experimenten
zur Kreislaufunterstützung wird dagegen nur eine Untermenge
benötigt. Beide Versuchsreihen können mit dem beschriebe-
nen System auf Grund der weitgehenden Datenunabhängig-
keit mit denselben Programmen parallel behandelt werden.
Die systemglobale Liste (Koordinator 1) ist für 40 Daten-
gruppen entsprechend ca. fünf bis sieben gleichzeitigen Ex-
perimenten ausgelegt.
Für die erstgenannte Versuchsserie werden im folgenden
einige Beispiele zur Dokumentation und Datenanalyse ange-
geben.
Zeitprotokolle
Abb. 3 zeigt einen Auszug aus einem Zeitprotokoll der Da-
tengruppe ››Volumenbilanz<< zum Versuch THE 12, Versuchs-
beginn war am 25. 4. 1977. Die ersten acht Größen sind Origi-
naldaten, die restlichen acht Größen sind daraus berechnet.
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Abb. 5. Ensemblemittelwerttrend eines Datums
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Zeitdiagramme
Abb. 4 stellt den zeitlichen Verlauf von sechs Größen zum
Versuch THE 13 vom 19. 8. 76 seit Versuchsbeginn dar. Die
Daten wurden aus verschiedenen Datengruppen entsprechend
der Beschreibungsdatei entnommen, da sie in ihrer Gesamt-
heit eine Beurteilung des Blutbildes gestatten. Plasma-Hb
konnte zu dieser Zeit aus technischen Gründen nicht gemes-
sen werden.
Ensemblemittelwerttrends
Abb. 5 (aus optischen Gründen nachgezeichnet) zeigt den
über mehrere Tiere einer Versuchsreihe gemittelten Verlauf
des Hämoglobingehaltes im Blut. Man erkennt einen deutli-
chen Trend zum Abfall unmittelbar nach der Operation (1.
bis 6. Tag).
Korrelationsanalysen
In Abb. 6 ist die normierte Kreuzkorrelationsfunktion zwi-
schen Leberpalpation und Serum-GPT zum Versuch THE
12/77 dargestellt. Es zeigt sich eine starke Korrelation zwi-
schen beiden Größen, jedoch mit einer zeitlichen Verzöge-
rung von ca. drei Tagen.
Weitere Programme zur Datenanalyse und Modellbildung
sind geplant, die Aufgabenstellung richtet sich naturgemäß
nach den aufkommenden Fragestellungen bei Fortschreiten
der Forschungsvorhaben.
Hardware und Software des Systems
Zur Durchführung der Datenerfassung und -verarbeitung
steht eine institutseigene Rechenanlage DEC-PDP 11/40 mit
88k Worten Arbeitsspeicher, 2,4 Mill. Worten Plattenspei-
cher, zwei Magnetbandlaufwerken, Plotter, Schnelldrucker,
Abb. 6. Normierte Kreuzkorrelationsfunktion zweier Daten
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div. Bildschirmgeräten und einem CAMAC-System (9) zur
Verfügung. Als Betriebssystem wird das sehr flexible Echt-
zeitsystem RSX-11D verwendet (multiprogramming). Alle
Programme des hier beschriebenen Datenbanksystems sind in
FORTRAN IV kodiert und gestatten daher eine relativ ein-
fache Übertragung auf andere Anlagen. Sämtliche Programme
sind beim Verfasser als Listings erhältlich.
Diskussion
An Instituten mit physiologischen Forschungsvorhaben wer-
den bei Verwendung von Rechnern i.a. nicht nur manuell
Daten erfaßt, sondern sehr häufig wird versucht, durch Pro-
zeßschnittstellen direkt in das Experiment einzugreifen. Die
Mitverwendung eines regionalen Großrechners ist hierfür
nicht möglich, da die Zeitbedingungen meist nicht eingehalten
werden können. Die Aufteilung der Datenverarbeitung in on-
line-Erfassung mittels Kleinrechner und off-line-Verarbeitung
mittels Großrechner läßt geschlossene Wirkungskreise nicht
zu und stellt sich meistens auch als unpraktikabel heraus,
wenngleich die Vorzüge kommerzieller Datenbanksysteme
erheblich sind. Aus diesen Gründen wurde ein eigenes System
entwickelt, das auf die in der physiologischen Forschung üb-
lichen Fragestellungen zugeschnitten ist und genügend Spiel-
raum zur Anpassung an spezielle Bedingungen bietet. Der
Verzicht auf die explizite Erfassung kategorischer und textua-
ler Informationen stellt keinen spürbaren Nachteil dar, da auf
Grund der geringen Distanz zwischen Datengewinnung und
Experimentator eine numerische Kodierung als ausreichend
erscheint.
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Einsatz eines Prozeßrechners für on-line Untersuchungen der
lichtinduzierten elektrischen Antwort desmenschlichen Auges
E. Zrenner und Monika Baier
Zusammenfassung
Zur Untersuchung der lichtinduzierten elektrischen Antwor-
ten im Bereich der aufsteigenden menschlichen Sehbahn wird
ein Prozeßrechner-System vorgestellt, das die Steuerung der
Reizparameter vornimmt, die Datenacquisition durchführt und
in parallelen Speichern die durch eine vorgegebene Serie unter-
schiedlicher Reize ausgelösten elektrischen Potentiale quasi-
simultan mittelt. Diese werden nach Latenzen und Amplitu-
den ausgewertet, durch Reizstiirke-Antwort-Kennlinien dar-
gestellt und iiber ein Schwellen-Kriterium als spektrale Emp-
findlichkeitsfunktionen des visuellen Systems graphisch ab-
gebildet. Die Daten werden automatisch nach Personen- und
Versuchskenndaten archiviert. Die Reizung des Auges wird
mit einer vom Prozeßrechner gesteuerten Vier-Strahl-Licht-
reizapparatur durchgeführt, bei der Farbton und -siittigung,
Leuchtdichte, Reizdauer und -intervall sowie Reizfeldgröße
variiert werden können.
Summary
A computer system for the investigation of light induced
electrical responses in the human visual system is described;
it selects randomly stimulus conditions out of a given set,
records the electrical responses and averages them in separate
arrays in order to minimize long time response variation. The
processor calculates intensity-response functions from laten-
cies and maximum amplitudes and displays graphically spectral
sensitivity functions, determined by threshold criteria. A
simple code consisting of the patient's personal data serves for
automatic filing. The stimulation of the eye is performed by a
four beam light stimulator with variable wavelength, satura-
tion and stimulus intensity as well as stimulus duration and
repetition rate, controlled by the computer system.
1. Einleitung
Die Funktion des menschlichen visuellen Systems kann durch
Ableitung der durch einen Lichtreiz induzierten elektrischen
Antwort geprüft werden. Die lichtinduzierten Potential-
schwankungen der Netzhaut werden als Elektroretinogramm
(ERG) mit Elektroden, die als Haftschalen ausgebildet sind,
Arbeitsgemeinschaft II. Physiol. Abteilung des Max-Planck-Instituts
für Physiologische und Klinische Forschung (Direktor: Prof. Dr. E.
Dodt), Bad Nauheim und Zentrum für Augenheilkunde (Geschäfts-
führender Direktor: Prof. Dr. W. Doden) der Universität Frankfurt.
über der Hornhaut des Auges abgeleitet. Darüber hinaus
läßt sich die Signalübermittlung zur Sehrinde durch Ableitung
der visuell evozierten kortikalen Potentiale (VECP) mit einer
über dem Hinterhauptspol angebrachten Hautelektrode nach-
weisen. Durch entsprechende Wahl der Eingangsgrößen des
Lichtreizes können Reizstärke-Antwort-Kennlinien sowohl
des dämmerungsempfindlichen als auch des tageslichtemp-
findlichen Systems aufgestellt werden, so daß sich eine Stö-
rung des visuellen Systems bei bestimmten Erkrankungen
frühzeitig erkennen läßt (Übersichten bei MÜLLER-LIMM-
RoTH (1959), STRAUB (1961), PERRY und CHILDERS (1969),
REGAN (1972), SCHMÖGER (1972), ARMINGTON (1974),
DODT (1976), BABEL et al. (1977)). Dadurch lassen sich die
spatialen und temporalen Übertragungscharakteristiken sowie
die spektralen und adaptiven Eigenschaften dieser lichtemp-
findlichen Systeme elektrophysiologisch überprüfen
(ZRENNER, 1977; KoJ1MA und ZRENNER, 1977). Als Krite-
rium werden die Amplituden und Latenzen der polyphasi-
schen Antwortpotentiale verwendet.
Gewöhnlich erreichen die lichtinduzierten Hirnrinden-
potentiale nur Maximalamplituden von wenigen Mikrovolt
und sind von bioelektrischen Aktivitäten nicht-visuellen Ur-
sprungs überlagert. Um ein Signal/Rausch-Verhältnis zu er-
halten, das verläßliche Messungen der lichtinduzierten Ant-
worten erlaubt, ist eine statistische Verarbeitung der Signale
notwendig. Ein einfaches Verfahren stellt die Mittelwerts-
bildung aus biologischen Antworten dar, die zeitlich mit dem
Reizbeginn korreliert sind, so daß sich alle nicht mit dem Reiz
korrelierten Signale herausmitteln (Averaging-Verfahren).
Das Signal/Rausch-Verhältnis (Signal/Noise) ist dann be-
stimmt durch die Gleichung: '
S-(0 - \/FS/N(t) = -i-gi , wobei oi die Standardabweichung
des mittleren Rauschens während einer Einfachreizung und
Si(t) das darin enthaltene reizinduzierte Signal darstellt. Die
Anzahl n der Mittelwertsbildungen, mit der sich das S/N-Ver-
hältnis verbessern läßt, geht mit der Wurzel ein. Bei den licht-
induzierten elektrischen Antworten ist im allgemeinen eine
Mittelung von n = 16 bis n = 256 erforderlich, um ein S/N-
Verhältnis von etwa 8: 1 zu erhalten.
Andererseits ist das lichtinduzierte Signal selbst zirka-
dianen Rhythmen und psychischen Variablen wie z.B. Auf-
merksamkeit, Emotion, Ermüdung, Erwartung und Gewöh-
nung unterworfen (Übersichten bei WALTER (1964, 1967)
und EMRICH (1972)). Das evozierte Potential kann dadurch
während der Mittelungsprozedur erheblich beeinflußt werden.
Es empfiehlt sich deshalb, bei länger dauernden Untersuchun-
gen, z. B. bei der Aufstellung einer Reizstärke-Antwort-Kenn-
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linie, die Mittelungsprozedur nicht mit einer einzigen Reizbe-
dingung durchzuführen, sondern bei jeder Datenacquisition
(die eine Dauer von durchschnittlich 200-2000 ms hat) die
Reizbedingungen mittels einer Zufallstabelle zu wechseln.
Die psychischen Variablen wirken sich dann bei allen Be-
dingungen in vergleichbarer Weise auf die Potentiale aus. Da
für jede Reizbedingung ein summierender Speicher erforder-
lich ist und die Reizparameter steuerbar sein müssen, ist der
Einsatz eines on-line arbeitenden Prozeßrechners unumgäng-
lich. Dieser soll außer der Steuerung der Reizparameter die
Datenacquisition vornehmen und die lichtinduzierten Antwor-
ten nach Latenzen und Amplituden auswerten. Darüber
hinaus muß die für die Verarbeitung biologischer Signale not-
wendige hohe Variabilität des Untersuchungsablaufes durch
permanente Eingriffs- und Änderungsmöglichkeit gewähr-
leistet sein. Eine automatische Archivierung nach Personen-
und Versuchskennzahlen soll die Daten jederzeit geordnet
verfügbar halten. Der Ausdruck der Untersuchungsergebnisse
muß so verständlich gestaltet sein, daß er dem Krankenblatt
beigeheftet werden kann.
2. Steuerung der Eingangsgrößen
Mit dem in Abb. 1 dargestellten Vier-Strahl-Lichtreizgerät
lassen sich die Reizparameter Leuchtdichte
Farbton
Sättigung
Reizzeit
Reizintervall
Feldgröße
in gewissen Grenzen beliebig variieren.
Der im Faraday-Käfig F liegende Beobachter (Patient, Ver-
suchsperson) fixiert mit erweiterter Pupille über den Spiegel
Mi das von der Xenonbogenlampe Xe1 (Osram XBO, 450 W)
erzeugte Testlicht, dessen spektrale Zusammensetzung (370-
710 nm)Iam Gittermonochromator MC1 (Jobin Yvon Mono-
chromateur H.10) verändert werden kann. Das von der
Xenonbogenlampe Xe2 (Osram XBO, 150 W) ausgehende
Adaptationslicht wird über den Gittermonochromator MC2
in Maxwellscher Abbildung dem Testlicht auf dem Augen-
hintergrund superponiert. Aus beiden Lampen ist je ein zwei-
ter Strahlengang herausgeführt, dessen Variablen getrennt
einstellbar sind und ebenfalls superponiert werden können.
Die Helligkeit wird durch Neutralfilter in den Filterboxen
B1, B2, B3, B4 in Stufen und mit dem Graukeil GK stufenlos
eingestellt. Die zeitlichen Variablen (Reizdauer und -inter-
vall) werden durch elektromagnetische Shutter Sh1 und Sh2
gesteuert. Die Reizfeldgröße wird durch das Diaphragma D1
bzw. D2 bestimmt. So läßt sich eine chromatische Adaptation
mit mehreren Wellenlängen erreichen, die durch Weißbei-
mischung beliebig entsättigt werden kann, wobei trotzdem
ein unabhängig steuerbares monochromatisches Testlicht er-
zeugt wird. Graukeil und Monochromator werden über
Schrittmotoren, die Shutter über ein Steuergerät vom Prozeß-
rechner (DECLAB 11/40) über das Interface angesprochen
(punktierte Flächen).
3. Aufbau des Hardware-Systems
Zur Lösung der beschriebenen Aufgaben durch ein Prozeß-
rechner-System sind folgende Hardware-Komponenten er-
forderlich:
a) Analog-Digital Wandler zur Acquisition der biologischen
Daten (ERG, VECP)
b) Digitale Ausgänge zum Schalten der Steuergeräte für die
Lichtreizapparatur
c) Clock und Schmitt-Trigger zum synchronisierten Anspre-
chen der Steuergeräte und zum Lenken des zeitlichen Ab-
laufes
d) Ein Display zur fortwährenden Beobachtung der aufge-
nommenen Daten und der Ergebnisse
e) Ein Massenspeicher mit schnellen Zugriffsmöglichkeiten
(Magnet-Platten)
f) Ein alphanumerisches (Bildschirm-) Terminal zur Kon-
trolle des Untersuchungsablaufes
g) Kernspeicher und Rechenwerk.
Eine Lösung bietet das DECLAB 11/40 (Abb. 2), das sich
aus einem PDP-11/40 Computer der Fa. Digital Equipment
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Abb. 1. Vier-Strahl-Lichtreizapparatur:
Xenonbogenlampen Xe1 und Xe2; Wel-
lenlänge, Dauer, Bildfeld und Intensität
werden durch Monochromatoren MC1
und MC2, durch Shutter Sh1, Sh2, Sh3,
durch die Diaphragmen D1, D2 und durch
Graukeil GK mit Kompensationskeil und
Neutralfiltern in Filterboxen B1, B2, B3,
B4 eingestellt; AP = artifizielle Pupille;
F = Faraday-Käfig; Mi = Spiegel; Steue-
rung der einzelnen Parameter von
Computer DECLAB 11/40 über ein
iil
I
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Interface (punktgerasterte Flächen).
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Abb. 2. Prozeßrech-
ner DECLAB 11/40
(Hardware-Schema):
Kopplung der Peri-
pheriegeräte über
Unibus; Eingang für
analoge Meßwerte,
ERG und VECP,
über das Laboratory-
Peripheral-System «
(LPS); Steuerung der
Lichtreizapparatur
über Digital-Ein-
und -Ausgänge.
ll/40 28 K
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(DEC) als Steuereinheit und als weiterem wesentlichen Be-
standteil einem Laboratory-Peripheral-System (LPS) für die
Kopplung mit dem Untersuchungsstand zusammensetzt.
Über die Digital-Ausgänge des LPS werden die Schritt-
motoren zur Steuerung der Lichtreiz-Apparatur angespro-
chen. Darüber hinaus kann über die LPS-Digital-Eingänge der
jeweilige Stand der Schrittmotoren überprüft werden. Die
programmierbare Clock des LPS im Computer dient u.a.
zur Synchronisierung der ablaufenden Vorgänge.
Über die LPS-Analog-Eingänge werden die elektrophysio-
logischen Daten nach 1000- bis 25000-facher Vorverstärkung
(PAR Model 113) aufgenommen. Auf einem Oszilloskop
(Tektronix 7623) kann gleichzeitig während der gesamten
Untersuchungsdauer das ERG oder VECP kontrolliert wer-
den. Die aufsummierten Meßwerte werden auf dem VR-14-
Display dargestellt; ein vorgeschalteter Display-Processor
(GT 40), der als kleiner selbständiger Rechner verstanden
werden kann, sorgt unabhängig vom Hauptrechner für per-
manente Präsenz der Daten und erlaubt darüber hinaus die
Darstellung von Vektoren und alphanumerischen Zeichen.
In Plattenspeichern (Kapazität 1.2 Mio. Worte = ca. 144
Untersuchungen) werden die Daten abgelegt bzw. die Steuer-
parameter und die benötigten Programme bereitgestellt. Über
eine Bildschirm-Konsole kann der Versuchsleiter im Dialog-
verkehr den Ablauf der Untersuchung steuern. Ein Plotter
und ein Fernschreiber mit Lochstreifenstanze werden zur
Archivierung (Hardcopy) der ausgewerteten Daten einge-
setzt.
4. Software-Struktur
Zur Bewältigung der beschriebenen Aufgabe, die die Koordi-
nation und Steuerung der umfangreichen Hardware sowie die
Datenaufnahme und -Weiterverarbeitung umfaßt, müssen fol-
gende Voraussetzungen erfüllt werden:
a) On-line Betrieb, um die bereits ausgewerteten Daten zur
Steuerung des weiteren Untersuchungsablaufs zur Verfügung
zu haben und um die dem Krankheitsbild entsprechenden un-
terschiedlichen Untersuchungsverfahren anwenden zu kön-
nen.
b) Hohe Anzahl von permanenten, summierenden Daten-
speichern, die zirkulär nach Zufallskriterien jederzeit ange-
sprochen werden können.
c) Eine Tabelle zur Vorwahl der Reizparameter, von der aus
die einem bestimmten Datenspeicher zugeordnete Bedingung
eingestellt wird.
d) Hoher Variabilitätsgrad, um jederzeit den Untersuchungs-
ablauf durch Änderung der Tabelle oder durch direkten Ein-
griff modifizieren zu können.
e) Display-orientiertes Arbeiten zur Erleichterung der
Kontrolle des Untersuchungsablaufes und zum schnellen
Beurteilen der ausgewerteten Daten.
f) Einfache Bedienbarkeit für programmier-ungeübtes Per-
sonal; in einfachverständlichem Dialogverkehr soll der Ver-
suchsleiter Anweisungen und Daten eingeben können, mit
denen der Ablauf des Programms bestimmt werden kann.
g) Sichere, automatisierte Ordnungsprinzipien zur Kennzeich-
nung der aufgenommenen Meßwerte, die in Massenspeichern
abgespeichert und nach der Auswertung den Personenkenn-
daten, den Ergebnissen und den bei den Untersuchungen ver-
wendeten Bedingungen zugeordnet werden können.
Die von uns nach diesen Kriterien erarbeitete Programm-
struktur ist in Abb. 3 dargestellt. Das Programm (insgesamt
ca. 8K Worte) besteht aus drei großen Blöcken: der Eröff-
nung, dem Hauptteil und den Hilfsroutinen.
Im Eröffnungsteil werden im Dialogverkehr alphanumeri-
sche Patientenkenndaten mit beliebigem Kommentar, eine
automatisch weitergeschaltete Versuchsnummer und der Ver-
suchsleitercode abgefragt. Das Programm sorgt selbsttätig
für eine aus diesen Angaben zusammengesetzte, unverwech-
selbare Kennummer, die, den Meßwerten beigegeben, eine
eindeutige Zuordnung zu den Untersuchungen zuläßt. Es folgt
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die Eröffnung von 16 Meßdaten-Speichern mit je 256 Adres-
sen, deren Grundlinien auf 16 Display-Feldern (4 >< 4) dar-
gestellt werden. In der weiteren Abfolge des Programms wer-
den vom Versuchsleiter die Versuchsparameter für die jedem
einzelnen Speicher zugeordneten Reiz- und Ableitbedin-
gungen in einer Tabelle definiert oder als bereits vorhandene
Tabelle von der Platte (dunkles Punkteraster in Abb. 3 rechts)
unter einer Kennziffer abgerufen. Die Kennziffer der einzel-
nen Tabelle wird ebenfalls den Meßwerten zugeordnet. Die
Tabelle (Beispiel in Abb. 4) dient zur Einstellung der jedem
einzelnen Datenspeicher zugeordneten Reiz- und Ableitungs-
parameter.
Der Hauptteil nimmt die eigentliche Datenacquisition vor.
Im Abschnitt (A) des Hauptteils werden die Reizparameter
(Graukeil (GK) und Monochromatoren (MC)) mittels Hilfs-
routinen über die von den Digital-Ausgängen des LPS ange-
sprochenen Schrittmotoren an der Lichtreizapparatur einge-
stellt (diagonales Strichraster in Abb. 3, links unten); die am
Abb. 3. Programmaufbau (Software-Schema) für eine elektro-
physiologische Untersuchung (ERG, VECP) unter Einsatz eines
DECLAB 11/40; schematische Darstellung des Untersuchungsauf-
baus (diagonales Strichraster), Aufteilung des Massenspeichers
(dunkles Punkteraster), Overlay-Programme entsprechend Liste der
Hauptteile (genaue Erläuterung im Text).
Vortag eingespeicherten Einstellungen der letzten Unter-
suchung dienen als Ausgangswert. Die verstärkten analogen
Meßwerte (dicke durchgehende Linie) werden im A/D Wand-
ler des LPS digitalisiert (helles Punkteraster in Abb. 3), nach-
dem die erforderlichen Parameter, Abfragefrequenz (DT,
typisch 500/s), Kanalnummer (CH) und Sweepzahl (SW) aus
der Tabelle (s. Abb. 4) abgerufen worden sind. Die digitali-
sierten Meßwerte werden in einem der im Kernspeicher eröff-
neten 16 Felder abgelegt und auf dem betreffenden Display-
Feld dargestellt. In einer Schleife (im Hauptteil von D nach A)
werden Daten in allen 16 Feldern der Reihe nach oder
randomisiert aufgenommen, wobei die jedem Speicher in der
Tabelle zugeordneten Parameter der Lichtreizapparatur neu
eingestellt werden, z.B. um Reizstärke-Antwort-Kennlinien
aufzustellen.
Zur Darstellung von Antworten des visuellen Systems ist
Mittelwertsbildung aus mehreren Signalen erforderlich. Hierzu
werden die Signale in Speichern unter automatischer Einstel-
lung der zugehörigen Parameter aufsummiert, bis die vorge-
wählte Sweepzahl erreicht ist. Durch den permanenten Wech-
sel der Reizbedingungen werden adaptive Prozesse während
der Mittelwertsbildung vermieden. Im mitlaufenden Versuchs-
protokoll kann der Untersuchungsablauf festgehalten werden.
Im Hauptprogramm werden über Hilfsroutinen periodisch
Schalterstellungen abgefragt, die einen unmittelbaren Ein-
griff in den Programmablauf erlauben. Eine erhebliche Er-
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Abb. 4. Parameter-Tabelle für 16 verschiedene Bedingungen
(Zeile 1 bis 16); Spalte 1 bis 10 zeigt die Einstellungen für Grau-
keil (GK) als Logarithmus der Absorption (%0), für Monochromatoren
1 und 2 (MC1 und MC2) als Wellenlängen in nm, für Reizdauer (TL)
in ms, für Intervall (TP) in ms, sowie Eingangskanalnummer (CH),
Sweepzahl (SW), Abfrageintervall in ms (DT), Vorverstärkung (VV)
und die Nummer (BED) der entsprechenden Bedingung.
weiterung der Variabilität des Programms ist der permanent
mögliche Sprung in die ››Help-Routine« (s. Abb. 3 Mitte).
Über das Terminal kann hierbei der Hauptteil mit kurzen Ein-
wortbefehlen im Overlay-Verfahren gegen beliebige an-
dere, auf der Platte vorhandene Hauptteile unterschiedlicher
Aufgabenstellung ausgetauscht werden (s. Liste Abb. 3
rechts); die Austauschprogramme fügen sich nahtlos in das
Gesamtprogramm ein, da die etwa 100 den Untersuchungsab-
lauf charakterisierenden Variablen und Konstanten unver-
ändert übernommen und mit neuer Zielsetzung weiterver-
wendet werden.
Die interaktiven Austauschprogramme (Liste in Abb. 3),
die in einem Überlagerungsverfahren (Overlay), d. h. ohne zu-
sätzlichen Kernspeicherbedarf, von der Platte geholt werden,
können u. a. folgende Aufgaben erfüllen:
/I) Datenaufnahme
Für die Datenaufnahme können verschiedene Untersuchungs-
abläufe eingesetzt werden, wobei technisch bedingte Korrek-
turfaktoren (z.B. verschiedene Transmissionseigenschaften
optischer Filter in Abhängigkeit von der spektralen Zusam-
mensetzung des Lichts) vom Plattenspeicher abgerufen und
rechnerisch berücksichtigt werden.
Das Modifikationsprogramm kann Parameter-Tabellen
(Abb. 4) für die Datenaufnahme erstellen bzw. verändern.
B) Datentransfer
Zur Darstellung oder Speicherung von Daten ist ein Daten-
transfer auf verschiedene Peripheriegeräte möglich (Bild-
schirm, Platte, x-y-Schreiber, Lochstreifenstanzer, Drucker).
Ebenso können Datenfelder gelöscht werden.
C) Datenbearbeitung
Die Meßwerte können mit unterschiedlichen Analyseverfah-
ren bearbeitet werden.
Für die graphische Darstellung der Ergebnisse verschiede-
ner Untersuchungsabläufe auf dem Bildschirm steht eine
Reihe entsprechender Programme zur Verfügung, die gleich-
zeitig den Bildtext erzeugen.
D) Sonderroutinen
Mit Sonderroutinen lassen sich Glättungsverfahren (Digital-
Smoothing) durchführen oder Kurven, die durch Gleichspan-
nung überlagert sind, in den Darstellungsbereich des Bild-
schirms verschieben (Offset-Kompensation).
Mit einem speziellen Programm wird das Registriersystem
geeicht und das maximale Reizlicht radiometrisch gemessen.
Obwohl die verwendete Computersprache ››BASIC<< kern-
speicherplatzintensiv ist und relativ langsam arbeitet, hat sie
im on-line-Betrieb den Vorteil, daß jede Programmzeile ohne
Beeinträchtigung des Kernspeicherinhalts im ››Immediate-
Mode<< jederzeit, z.B. bei ungewollter Beendigung des Pro-
gramms durch ein biologisches Artefakt, angesprungen wer-
den kann. Auch können kleinere Programmänderungen ohne
Kompilation vorgenommen werden. Das verwendete
››BASIC<< enthält eine Reihe zusätzlicher Befehle, welche die
für bestimmte Peripheriegeräte notwendigen schnellen As-
semblerprogramme aufruft.
5. Anwendungsbeispiel
Die Darstellung und Auswertung der Meßwerte wird am Bei-
spiel einer elektroretinographischen Ableitung demonstriert;
Abb. 5 zeigt die Registrierungsdaten eines skotopischen Elek-
troretinogramms (Beobachter P. H.) nach 30 min. Dunkel-
adaptation unter 16 verschiedenen Bedingungen in vier Rei-
hen mit je vier Aufnahmen, wie sie auf dem Display darge-
boten werden.
Als Testlicht wurden vier verschiedene Wellenlängen (600,
550, 500 450 nm, Reihe 1 bis 4) angeboten. Innerhalb einer
Reihe und damit für jede Wellenlänge wurde die Pupillen-
strahlstärke des Testlichts von links nach rechts stufenweise
erhöht, ausgehend von einem 1000 mal helleren Wert als dem
vom Beobachter eben noch wahrgenommenen Schwellen-
wert (angezeigt sind die abnehmenden logarithmischen Neu-
tralfilterwerte des Graukeils). Daraus resultiert eine deutliche
Vergrößerung der Amplitude der positiven b-Welle (ERG-
Nomenklatur), so daß sich für jede Wellenlänge eine aus vier
Meßpunkten bestehende Kennlinie darstellen läßt.
Mittels der Amplitudeneichung wird aus den Meßwerten
der Abb. 5 die b-Wellen-Amplitude bei jeder Pupillenstrahl-
stärke und Wellenlänge berechnet. Die zugehörige Licht-
Abb. 5. Display-Darstellung von 16 Registrierungen des skotopi-
schen menschlichen Elektroretinogramms (b-Welle); jede Reihe
zeigt vier Aufnahmen mit zunehmenden Helligkeitsstufen (ange-
geben ist der Logarithmus der Absorption des Graukeils). Die
Wellenlängen des Testlichts wurden in jeder Reihe gewechselt (600,
550,500, 450 nm).
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Abb. 6. Auswertung des ERG von Abb. 5 (Display-Darstellung); im
großen Koordinatensystem ist die b-Wellen-Amplitude gegen die
Pupillenstrahlstärke aufgetragen: Kennlinien bei 4 verschiedenen
Wellenlängen (600, 550, 500, 450 nm; unterbrochene Linien). Im
kleinen Koordinatensystem ist die für ein b-Wellen-Kriterium von
100 uV (S) notwendige Pupillenstrahlstärke als spektrale Empfind-
lichkeitsfunktion dargestellt.
stärke ergibt sich aus den Einstellungen von Graukeil, Neu-
tralfilter und Monochromator anhand der radiometrischen
Eichung.
In Abb. 6 (großes Koordinatensystem) sind die vier Kenn-
linien (durchbrochene Linien) mit einem graphischen Pro-
gramm in einem Amplituden-Pupillenstrahlstärken-Dia-
gramm (Ordinate: μV (mikrovolt) - Abszisse: nW/sr (nano-
watt/steradiant)) auf dem Bildschirm dargestellt. Durch das
Programm werden die Meßwerte und die Einteilung des
Koordinatensystems selbständig in den Darstellungsbereich
des Bildschirms gebracht.
Ein weiteres Auswertungsprogramm errechnet aus den
Kennlinien über eine Regression die für ein vorbestimmtes
Schwellenkriterium der b-Wellen-Amplitude (z.B. 100 μV)
notwendige Pupillenstrahlstärke für jede Wellenlänge und
stellt sie als spektrale Empfindlichkeitsfunktion dar (Abb.
6, kleines Koordinatensystem). Aus der Display-Aufzeich-
nung sind außerdem die Daten der Untersuchung abzulesen
(Datum, Patientennummer und Auswertungsdatum).
Das Ergebnis des Versuchs zeigt, daß das dämmerungs-
empfindliche System dieses Beobachters eine normale Inten-
sitätsschwelle (INT) hat und ein Maximum bei 500 nm auf-
weist.
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Unter veränderten Reizbedingungen (neutrale bzw. chro-
matische Helladaptation) läßt sich auch die Übertragungs-
funktion des tageslichtempfindlichen Systems für die Farb-
mechanismen auf retinaler und kortikaler Ebene bestimmen.
Infolge der on-line Verarbeitung erlaubt das beschriebene
Verfahren präzise und unmittelbare Angaben über die Lei-
stungen des menschlichen visuellen Systems.
Wir danken Herrn Dipl.-Ing. Dr. G. Winkler für die eingehende
Beratung bei der Konzeption des Hardware-Systems, Herr Dr. O.
Ludwig und Herrn Dipl.-Math. K. Rockenfeller für die Hilfe bei
mathematischen Problemen und Herrn Elektronik-lng. W. Klein und
Herrn Elektronik-Ing. D. Hietel für die Erstellung der Digital-
steuergeräte und Interfaces.
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Berechnung von Gütekoeffizienten für medizinische Meßwerte
aus unbalancierten Versuchsplänen
W. Urfer
Zusammenfassung
Ausgehend von der Definition von Gütekoeffizienten für
medizinische Meßwerte als verallgemeinerte Intraclasskorre-
lationskoeffizienten, werden in dieser Arbeit die Schätzung
der in den Gütekoeffizienten vorkommenden Varianzkom-
ponenten behandelt.
Dazu wird an vier wichtigen unbalancierten Versuchsplänen
die von S. R. SEARLE dargestellte HENDERSON-III-Methode
einheitlich dargestellt und eine allgemeine Methode zur Schät-
zung der Varianzkomponenten bei beliebigen gemischten Mo-
dellen gegeben.
Die Methode wird dann an einem Beispiel einer unbalan-
cierten Zweiwegkreuzklassifikation mit Interaktion erläutert
und ihr Zusammenhang mit den von S. R. SEARLE angegebe-
nen Formeln hergestellt.
Summary
Generalized intraclass correlation coefficients are used in the
statistical analysis of clinical trials. The estimation of variance
components in unbalanced designs is treated for four often
used designs and a general representation of HENDERSON's
method III is given. This representation is illustrated for the
model of an unbalanced two-way classification model with
interaction and the relation with the method by S. R. SEARLE
is indicated.
1. Einleitung und Problem
W. GAUS hat 1974 den Einsatz von varianzanalytischen Mo-
dellen zur Gütebestimmung systematisch untersucht und die
Varianzanalyse für Güteuntersuchungen weiterentwickelt.
Dies wurde durch eine erweiterte Definition der von R. A.
FISHER eingeführten Intraclasskorrelation ermöglicht. Dazu
betrachtet man die Meßwerte als eine Funktion mehrerer bio-
logischer und meßtechnischer Einflußgrößen, schätzt die Vari-
anzkomponenten und bildet daraus eine erweiterte Intraclass-
korrelation. Das Gütekriterium ist durch die Varianzkompo-
nenten und ihre Anordnung in der Intraclasskorrelation de-
finiert und der Wert der Intraclasskorrelation ist der Güte-
koeffizient.
Ferner hat W. GAUS typische balancierte Versuchspläne
für die Gütebestimmung in der Medizin aufgestellt und an
Beispielen der meßtechnischen Reliabilität, der Differenzie-
rung von Diagnosen und dem Vergleich von verschiedenen
Meßverfahren die Schätzung von Gütekoeffizienten erläutert.
Für unbalancierte Versuchspläne sind die Formeln zur Be-
rechnung erwartungstreuer Schätzer für die unbekannten Va-
rianzkomponenten bei S. R. SEARLE zu finden. Die dort für
die zweifache Kreuzklassifikation mit Interaktionen angege-
benen Berechnungen verwenden die Inversion einer Matrix,
deren Zeilen- und Spaltenzahl nur um Eins kleiner ist als die
Anzahl der im Modell vorkommenden zufälligen Effekte des
zweiten Hauptfaktors. Die hier dargestellte Methode verwen-
det Projektionsmatrizen und erlaubt eine einheitliche Darstel-
lung der Varianzkomponentenschätzung für alle gemischten
Modelle der Varianzanalyse.
2. Modell und Hilfsmittel
Um einen erfaßten Meßwert als Funktion der für das betref-
fende Meßverfahren relevanten Fehlerquellen und der bio-
logischen Variationsquellen zu erfassen, geht man von dem
l-1 I
Ansatz y = Xß + Z Uivi + e aus.
i= 1
Dabei bedeutet y den n-dimensionalen Beobachtungsvek-
tor, X eine bekannte (nxm)-Matrix,
[3 = ([51, [32, ..., [3m)” einen unbekannten Parametervektor,
U, eine bekannte (nxki)-Matrix für i = 1,2, . . . , l- 1,
vi einen ki-dimensionalen Zufallsvektor mit E (vi) = 0
und Cov (vi) = of Ik,
mit unbekanntem of > 0 für i = 1,2, . . ., l- 1
und e einen n-dimensionalen Zufallsvektor, der sowohl meß-
technische als auch biologische nicht erfaßte Variationsquellen
enthält. Es soll E (e) = 0 und Cov (e) = of ~ In gelten.
Sind die Zufallsvektoren vi und e außerdem paarweise un-
korreliert, d.h. ist E (vi V]-”) = 0 füri =I= j und E (vi e”) = 0 für
alle i, so gilt
l-1
E (y) = Xß und COV (y) = _ 21012 UI UI, "I" 012 In-
li
Zur Darstellung der Schätztheorie der Parameter of der
Kovarianzmatrix des Beobachtungsvektors y verwendet man
folgende Matrizendarstellung eines Orthogonalprojektors in
den Spaltenraum R (A) einer (nxk)-Matrix A:
Gegeben seien die Spaltenvektoren xl, X2, ..., xk einer (nxk)-
Matrix A und cl, cz ..., cr seien GRAM-SCHMIDT-Ortho-
normalisierte von xl, x2, ..., xk mit r = rg A. Sei ferner S: =
(cl, cz, ..., cr) die (nxr)-Matrix, deren Spaltenvektoren die
ci sind und P : = SS'. Dann ist für beliebiges y E R“
y -› Py die Orthogonalprojektion von y auf R (A).
Man sagt kurz: P ist der Orthogonalprojektor auf R (A).
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Bezeichnet tr (B) die Spur der Matrix B, so gilt für die Be-
rechung des Erwartungswertes einer quadratischen Form fol-
gender Satz:
Sei y ein n-dimensionaler Zufallsvektor mit der Kovarianz-
matrix Cov(y) und A eine symmetrische (nxn)-Matrix, dann
gilt
E y” Ay = tr (A ' C0V(y)) + E(y)” A E(y)-
Sind A1 bzw. A2 zwei (pxq)- bzw. (rxs)-Matrizen, so heißt
die unterteilte (p + r >< q + s)-Matrix
A1 O
(pxs) 2
A1 (-9 A2 : = =: Z ®A1
O A2 i= 1 die direkte
(TXCI) Summe
der Matrizen A1 und A2. Entsprechend wird die direkte Sum-
me von mehr als zwei Matrizen gebildet.
Im folgenden bezeichnet lm den m-dimensionalen Einsen-
Vektor und Jm: = lm - lm” die (mxm)-Einsenmatrix.
3. Die meßtechnische Reliabilität
Bezeichnet yij den Meßwert der i-ten Person bei der j-ten
Messung, so läßt sich dieser Meßwert darstellen durch
yij=|.L+ai+eij füri=1,2,...,Il.lndj=1,2,...,ni.
Dabei bedeutet ai den Einfluß der i-ten Versuchsperson, die
gesund ist und einer einheitlichen Klasse angehört. ai ist eine
Zufallsvariable mit E(a1) = 0 und Var(a1) = of für i =
1,2,..., I. e1_,- bedeutet den Einfluß der mehrfachen Messung
und ist eine Zufallsvariable mit E(e1_,-) = O und Var(e1j)= oez
füri = 1,2,..., I undj = 1,2,...,n1. Ferner sei E (ai a1,) = 0
füri =i= i”, E (eij e1,J-,) = 0 füri ± i” und j =i= j” und E (ai e1,j)
= 0 für alle i,i” und j.
2
Der Gütekoeffizient GK = ¬2-Qi*-T gibt an, inwieweit
oa + oe
mehrere Messungen derselben ››Ur-Information« überein-
stimmen im Vergleich zur Variation zwischen den Personen
der Vergleichsgruppe und heißt meßtechnische Reliabilität.
GK ist eine Schätzung des Intraclasskorrelationskoeffizienten
2; __ _. _ C0V(Yij, Yip)
yıj , yu , `/ Var \/ Vafyij, 3
der die Korrelation zwischen zwei Beobachtungen innerhalb
derselben Gruppe mißt.
Um GK zu berechnen, schreibt man obiges Modell in Ma-
trixform.
I
Dazu sei U1 = _Z G9 1„i ,v1: = (q1,q2,...,q1)”und
1: 16 = (C11, 612«-~› 61,11)-
I
Damit lassen sich alle n = _Z n1 Beobachtungen
1= 1
darstellen durchy = 1,1 ~ μ + U1 v1 + e.
Aus obigen stochastischen Annahmen folgt
I
COV y = Üa2 U1U1, + 062 In U1U1,= _ Jni
1:
Sei P0 bzw. P1 der Orthogonalprojektor in R(1„) bzw.
R(1n› U1)› I
so ist P0 = å Jn und P1 = _Z1®%J'„i
„ 1: i
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Die Gleichungen zur Berechnung erwartungstreuer Schät-
zer für of und of lauten:
I, 1 ^ ^y (P1-P0) y = (n - 3-_Z1n12)oa2 + (I-1) of
li
y, (In"`P1) y = (n_ Üez
oder aufgelöst
,\ 1 I ni I .2
ø,2= --T ( 2 2 yif _ 2 L) undH- i=1j=1 i=1 H1
A 1 2Oaı _ 1 ( Z Yi. Yi. (I 1) O62) _
1 I i 1 ni n
(n - _ Z nf)
n i 1
Begründung:
I
tr P1U1U1, = II, tr P0U1U1, : 21ni2,tf(P1-P0) =
li
und tr (In-P1) = n-I.
Bemerkung:
Für endliche Populations-Modelle, bei denen die Zufallseffek-
te ai aus einer endlichen Gesamtheit stammen, liefern die
Schätzformeln der zweistufigen Zufallsauswahl der Stich-
probentheorie erwartungstreue Schätzer für die unbekannten
Varianzkomponenten.
4. Differenzierung von Diagnosen
Sei ai der Einfluß der zu unterscheidenden Diagnosen, b1j der
Einfluß der Patienten innerhalb der Diagnosen und eijk der
Einfluß der k-ten Messung, so liefert
yijk = μ + a1+ bij + ei]-k füri= 1,2,...,I, j = 1,2,...,n1
und k = 1,2,...,n1J- den k-ten Meßwert des j-ten Patienten in
der i-ten Diagnosegruppe.
Mit den Abkürzungen
I I ni
U1:= Z 1,1., U2:= Z ZG->1„__ , v1:=i=1 * i= 1 j= 1 ”
(a1,a2,..., a1)°,v2: = (b11,b12,..., bh, )° , e: =
(e111›e112›---› e1n1n1„I),
und den Annahmen
= O, E(v2) = 0, E(e) = 0, CoV(V1) = of I1, Cov(V2) =
ob In.
Cov(e) = of In, E(v1 ~ V2”) = O, E(v1e”) = 0 gilt
y = 1,1- μ + U1V1 + U2v2 + e und Covy = of U1U1° -i-
obz U2U2” + of In.
I
Bezeichnen P0 = L Jn , P1 = Z Gai Jn.
n 1 ni. 1'
I ni
und P2 = 2 2%)-1_ J„„
i= 1j= 1 nii
die Orthogonalprojektoren in R (1,1), R (ln, U1) und R (1,1,
U1, U2) so liefern mit
I 2 I Ili N2
kl = §1 Ä-__ 7 ks = 2 2 ¿ı_
i= 1 n i= 1 j= 1 n
I ni n'_2
und k12 = Z Z -il-
1= 11: 1 Hi.
die folgenden Gleichungen erwartungstreue Schätzer für die
unbekannten Varianzkomponenten: A A
y” (P2-P0) y = (n-k1) of + (n-k3) of + (n.-1) of
Y, (P2_P1) Y = (n_ k12) Übz + (n~_I) Üez
y” (In- P2) y = (n-n.) 062.
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Bemerkungen:
a) Bei endlichen Populations-Modellen schätze man die unbe-
kannten Varianzkomponenten unter Verwendung der Schätz-
formeln des dreistufigen Auswahl-Modells der Stichproben-
theorie.
b) Ersetzt man die zufälligen Einflüsse a1 der Diagnosen durch
feste unbekannte Effekte (11, so^ ergeben sich die Varianz-
komponentenschätzer on2 und onz aus der im Abschnitt 6
für gemischte Modelle erläuterten Darstellung.
Der Gütekoeffizient
of
GK1 = iníi¿íon + on
ist die im Vori en Abschnitt an e ebene meßtechnische Relia-g g 8
bilität und der Gütekoeffizient
^2
GK = -,.là†2 onz + onz
gibt an, ob die meßtechnische Reliabilität zur Unterscheidung
der Diagnosen ausreicht.
Der Gütekoeffizient
GK = --_-“§123 0212 + of
ist ein Maß dafür, ob die Verwendete Meßgröße als solche
überhaupt geeignet ist, um die Diagnosen zu differenzieren,
d.h. GK3 gibt die diagnostische Bedeutung des gemessenen
Merkmals an.
5. Vergleich verschiedener Meßverfahren
Bezeichnet man mit otj den Einfluß der zu untersuchenden
Meßverfahren, mit bj den Einfluß der Versuchspersonen, die
gesund sind und eine einheitliche Gruppe bilden, mit c1j den
Interaktionseffekt und mit ejjk den Einfluß der mehrfachen
Messung, so stellt
y1jk=μ+(Xi+bj+Cij+C1jk
j= 1,2,...J, k= 0,1,...,njjund sZellenmitnjj>()
die k-te Messung der j-ten Versuchsperson mit dem i-ten
Meßverfahren dar.
Mit den Abkürzungenß : = (μ, (11, ..., ot1)' ,
V1: = (b1, b2, ...,b1)”, V2 : = (C11, c12, ..., c11)°
I
X3 = (lm 2 (91111 )› e3=(e111›e112›--~›e1Jn1j),
i=1
J J J
U1== ((2 @11j)>, (2 @12j)°, (2 @1n-)°)>,
]=1 ]=1 ]=1
I J
U2:= Z Z ®:ln..,
i=1;=1 'J
und den Annahmen
E (V1) = 0, E (V2) = O, E (e) = 0, Cov (V1) = onz I1,
Cov (V2) = on2 IS, Cov (e) = of In
E (V1Vj”) = 0 und E (V1e”) = 0 für alle i undj ± i.
gilt: y = Xß + U1V1 -l- U2V2 + e mit Cov y = onz U1U1”
+ of U2U2” + of In.
Bezeichne Pn bzw. P1 den Orthogonalprojektor in R (X)
bzw. R (X, U1, ..., U1) für i = 1,2, so erhält man aus folgen-
dem Gleichungssystem erwartungstreue Schätzer für die un-
bekannten Varianzkomponenten:
Y, (P2-*P0)Y = h4 Üi›2 `|' hs Üi›2 + (5“'I) 02
Y, (P2'"P1) Y =
y” (In-P2) y = (H-S) 0.2
Fi: {fm} ,= n 2 `
Dabei berechnen sich die Koeffizienten h4, hn und hn nach
S. R. SEARLE (1971, 1976) wie folgt:
I J
h4=n- Z Z-1:15-=hn undhn=n-k*,wobei
I I
k* = 2 in + tr (C'1 2 F1) mit
i=1 i=1
J n..2x,= _2 _n11- fü1~i=1,2,...,1,
]:1 i.
( niåjlljıiji nij 1111,) =l= j,
+ ni_- 2 Ilij) = j,
füri= 1,2,...,I
undj,j” = 1,2,...,J-1.
und I n__2nn _ _21-51-1-fürj=j*
11 1.
C: {cin} = 1
- 2 -1-1-nfni” fürj=i=j°
1:1 Hi.
für j,j” = 1,2,...,J-1.
Berechnet man hn mittels obiger Orthogonalprojektoren, so
gilt hn = tr [(P2-P1) U2U2”] = n- tr P1U2U2” = n- k*.
Wird bei der Angabe von Gütekoeffizienten auch auf Meß-
verfahren, Instrumente oder Untersucher Verallgemeinert, die
nicht direkt als eines der oij am Versuch beteiligt waren, so
muß dieser Einfluß als zufällige Einflußgröße ai betrachtet
werden und das Modell II
yjjk= μ. + a1+ bj + c1j+ ejjk füri= 1,2,...,I;
j = 1,2,..., J und k = 0,1,2, ..., n1jmitn1j> 0 für s Zellen
Verwendet werden.
1 J J
MiıU1;= _2 @ 1,., , U2= ((2 G9 111), (2 @ 1n)°)„
1-1 J-1 J-1
1 J
U3:=.Z .Z ®111ii ”1=1]=1
V1: = (a1,a2, ..., a1)', V2: = (b1,b2, ..., b1)”,
V3 : = (c11, c12, ..., c1J)” und den Annahmen
E (V1) = 0, E (V2) = 0, E (V3) = 0, E (e) = 0, Cov (V1) =
of I1, Cov (V2) = on2 I1,
Cov (V3) = onn2 In, Cov (e) = of In,
Cov (V1, Vj) = O füri = j und Cov (V1, e) = 0
gilty = 1n ~ μ + U1V1 + U2V2 + Unvn + e und
Cov y = of U1U1' + onz U2U2” + onbz U3U3° + onz In.
Bezeichnet Pn, P1, P2 und P3 den Orthogonalprojektor in
R (ln), R (ln, U1), R (ln, U1, U2) und R (ln, U1, U2, Un) so
liefert mit
1I 1J
h1=n--Zn1_2,h2=n--Zn_j-2H11 H1' 1
1 I J
und hn = n-- Z 2 n1j2 das
n i= 1 j= 1 .
folgende Gleichungssystem erwartungstreue Schätzer für die
unbekannten Varianzkomponenten:
y°(Pn-Pn)y = 111 02,2 + 112 01,2 + hn 0;,
ya = I14 Übz + h5 Üab
www +++
s- 1) cínz
s- I) on2
h6 Ü/§22 + (S-' + ôå ya (P3_P2) y = h6 Gab 5-' I_J + 0'/`e2
^2 a A2y (I„-P±.)y = (H-S)0e ~
EDV in Medizin und Biologie 2/1978
50 URFBR, Berechnung von Gütekoeffizienten für medizinische Meßwerte aus unbalancierten Versuchsplänen
HIefbeI II6 _: I1_ k* = tr _ P2) U3 U3,].
^2
Der Gütekoeffizient GK - (§32 + (ibz + Ojbz gibt an,
inwieweit die Messungen unabhängig Von den verwendeten
Meßverfahren sind.
6. Allgemeine Darstellung der erwartungstreuen Schät-
zung von Varianzkomponenten bei gemischten
Varianzanalyse-Modellen
Gegeben seien n Beobachtungen eines Zufallsvektorsymit der
Darstellung
l- 1
y = Xß + i§1U1 V1 + e und der Kovarianzmatrix
l-1
COV y = iE1Ö12 U1U1, "l" U12 In.
Sei Pn bzw. P1 für i = 1,2, . . ., l-1 der Orthogonalprojektor
in R (X) bzw. R (X, U1, U2, ..., U1).
Ferner sei N11: = P1_1- Pk_1 für k = 1,2, . . . , l- 1 und
N1 = In- P1_1.
Dann lautet das Verfahren zur Schätzung der Varianzkompo-
nenten (J12 füri = 1,2, . . ., l wie folgt:
1. Berechne y” N11 y für k = 1,2, . . . , l und
2. Löse das Gleichungssystem
1-1
y” Nk y = _ Zk(§12 tr (N11 U1 U1°) + (§12 tr Nk
1=
für k = 1,2, . . ., l nach den Schätzwerten (§12 für die unbekann-
ten Varianzkomponenten o12 auf.
Behauptung: Das dargestellte Verfahren liefert bei gemischten
Varianzanalyse-Modellen erwartungstreue Schätzer für die
unbekannten Varianzkomponenten.
Beweis: (i)' Da Pj X = X gilt fürj = O,1,2,..., l-1,
ist (P1_1-P11_1) X = NRX = Ofürk = 1,2,..., 1-1
und Nk Xß = O und N1 Xß = (In1-P1_1) Xß = 0 für alle ß.
l- 1(ii) wegen cev y = 2 ef U1U; + 01211, und (1) ist
i= 1
Ey”Nky = tr (NkCovy) -l- ß”X”NkXß =
1- 1
= Z o12 tr (N11 U1 U1”) + (J12 trNk fürk = 1,2,...,l.
i= 1
Fans < k < I ISI, Nk U1: (P1_1_Pk_1) Ui = ou.
Nk U1Ui, =
Falls i < k = list, gilt Nk U1 = (In-P1_1) U1 = 0 und
Nk Ui U17 =
l-1
Somit ist E y” N11 y = Z 012 tr (Nk U1 U1°) + 012 tr N11.
i= k
Bemerkungen:
a) Schreibt man obiges Gleichungssystem in der Form A (§2 =
b, wobei b den l-dimensionalen Vektor mit den Komponenten
y: N1 y für k = 1,2, . 1 und 62 den l-dimensionalen veıaer
der Schätzer 012 bezeichnet, so ist dieses Gleichungssystem
genau dann eindeutig lösbar, wenn alle Haupt-Diagonal-
elemente der Koeffizientenmatrix A von Null verschieden
sind.
b) Die nach obigem Verfahren ermittelten Schätzwerte hän-
gen über die im Modellansatz festgesetzte Reihenfolge Von
der Numerierung der Varianzkomponenten ab.
c) Beibalanciertem Datenmaterial haben die ermittelten
Schätzer unter allen quadratischen erwartungstreuen Schät-
zern die kleinste Varianz.
7. Beispiel
Um die dargestellte Schätzung der Varianzkomponenten und
den Zusammenhang zu den bei S. R. SEARLE verwendeten
Symbolen herzustellen, sei folgendes Beispiel einer Zweiweg-
Kreuzklassifikation mit Interaktionen gewählt: (siehe unten)
oder in Matrixform '
y=118~μ+ U1V1 + U2V2 + U3V3 + e.
Der Beobachtungsvektor y ist gegeben durch
y = (8,13,9,12,7,11,6,12,12,14, 9,7,14,16,10,14,11,
13)'.
Unter Verwendung der im 5. Abschnitt gewählten Bezeich-
nungen erhält man
4
Ä = Z Ä =1 J:1n1. 3 › 2
C5N
4 2 4 22--1'-= 2,in= 2351-=3
j'=1l12. j'=1I13.
1
Y111l H : 1
Y112 : 1
Y113 - 1
|._x1._ı›_ı›_ı|._i)_4
j__11_1j_11_1......
1-11-\l-*l-1
Y211 1 - 1
y212 :_ . . 1 . .
ø
Y221 - -
Y222 '-
jl Y321 - -
1 A
0 ı
2« ø
J Y322 -
J y331 -
Y332 -
Y341 j - -
' Y342 - - -
1jY343 - - -
1lY344 I 1- - -
1.
1.
›_\)_ı|._ı1._ı
Y131 :_ . . 1 . . 1 . . jl al
I y141 1 . . . I . 1 . 212
y142 :_ . . . . I . 1 . . 1 a3 1
1 6111 1
- 6112
- - U1 6113
J 6131
6141
6142
6211. 1 . b1
. 1 . . b2 .
. 1 . bg,
. 1 . . b4
. . 1 . c11 "
1 6212
6221
1 "F ` 6222
6321
. 1 . . C13 Ö322 `
.1. `
.1. 614 1 6331621
1_x|._\;....A1._x _`
- 622
- 632
- i 633
1 634 11l
6332
6341
6342
6343
6344
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___ -6 -3
F1: O 0 c= -5<-6 15 -3)
__ 19 3 3 140 -1?
2-20 67 31 21
_ -1: 1F2- (-2 20), C 126 (31 67 21)
0 oo 21 21 63
O'\U1©l\J\l
G
O\Uı |-Ä
1-* U1
C
l\J›-*l\.)\1@ l\J\ll\.>›--\O
V
3_ 844F = O - -- 1 _ = ___3 ( tl' (C išlljı) 126
0-
3 3
und = Z ›\.i + tr (C_1 2
i= 1 i= 1
_ 22 _ 844_ 3536
3 126 252
Als Orthogonalprojektor in R (118, U1, U2) ergibt sich die
symmetrische Matrix (siehe unten)
Mit 1 1 1 1 1
P3 ='íJ3@J1@`”íJ2 J2G9"í
1 1
.I2 J4 V
als Orthogonalprojektor in R (118, U1, U2, U3) erhält man
tr U3U3, = tr (U3U3,) _ tr P2U3U3, I
1 128 344 380 848-
1 3536=18 84 3 `
Damit ist
3536
116 = I1-*k* = _" *Z-'ST = tr (P3'-P2) U3U3,.
Mi1P„= -11íJ„ und P2= %J6 @%J„, @-š-J8
und dem angegebenen Beobachtungsvektor ist y” y = 23 16,
y” P0 y = 2178,
y” P1 y = 2188,5,
y” P2 y = 2225-š- und y” P3 y = 2260.
Damit lassen sich die 4 im 5. Abschnitt angegebenen Glei-
chungen für die 4 Varianzkomponentenschätzer angeben und
auflösen.
Beim gemischten Modell mit festen Effekten ai gilt hó =
n-k* = tr (P2-P1) U2U2' mit den Orthogonalprojektoren P2
bzw. P1 in R (X, U1, U2) bzw. R (X, U1) mit den bei diesem
Modell definierten Matrizen U1 und U2.
'I
24 24 24 4 4 4 6 6 -6
24 24 4 4 4 6 6 -6
24 4 4 4 6 6 -6
128 44 443 3 3 6 -6 6
86 86
3 3 -6 -6 6
-6 -6 6
33 33 9
86
3
33 9
1
P2"is7ı` 33
-6 6
-6 6
-6 6
6 -6
6-6
6-6
9-9
9 -9
33 9
33 9
33
6
6 -2 -2 -2 -2 -2 -2
6
6
l-2 -2 -2 -2 -2 -2
-2 -2 _2 -2 -2 -2
62 62 -22 -22 -22 -22
6
3 3 3 3 3 3
-22 -22 20 20 20 20
6
3 3 3 3 3 3
-22 -22 20 20 20 20
-9
-9
9
9
33
33
3 3 3 3 3 3
3 3 3 3 3 3
3 3 3 3 3 3
-3 -3 _3 -3 3 -3
-3 -3 -3 -3 3 -3 l
3 3 3 3 3 3
3 3 3 3 3 3
95 95 11 11 11 11
3 3 3 3 3 3
95 11 11 11 11
3 3 3 3 3
53 53 53 53
3 3 3 3
53
_ 3
_5í_
3
53 53
3 3
_5_3__3
53
3
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Anwendungsbeispiele zur Kovarianzanalyse mit ungleicher
Zellenbesetzung*)**)
Teil 1: Beispiel aus der Arbeitsphysiologie[1]
W. Hammer uncl W. Nollau
Zusammenfassung
Bei vielen ergonomischen Untersuchungen soll die Beanspru-
chung des arbeitenden Menschen bewertet werden, mit der er
auf eine von außen auf ihn einwirkende Belastung reagiert.
Dabei handelt es sich zumeist um einen sehr komplexen Pro-
zeß. Als Beispiel dafiir wurde die Beanspruchung durch
schwere dynamische Muskelarbeit ausgewählt und zu deren
Beschreibung ein Kovarianzanalyse-Modell fur ungleiche
Zellenbesetzung mit einem Dreiweg- Varianzanalyse-Anteil
und einem Regressions-Anteil fiir eine Kovariate angesetzt.
Folgende Aufgabenstellungen wurden behandelt: Rangfolge-
bestimmung der Faktoren; Test der Wechselwirkungen; Signi-
fikanzpriifung der Differenzen zwischen den einzelnen Stufen
der Faktoren; Berechnung von Schätzwerten fiir nicht besetzte
Zellen; Vergleich von alternativen Merkmalen fiir die Be-
anspruchung als abhängige Variable. Die numerischen Rech-
nungen wurden mit dem FORTRAN-Programm NOVAC
durchgeführt.
Summary
Strain is definea' as the reaction of the man on factors stressing
him during work and is frequently to be required in ergonomic
research projects. To study these very complex processes the
strain due to heavy dynamic muscle work was chosen as an
example. A model derived from an analysis of variance with a
three-way classification combined with a regression analysis
of one covariate was chosen as an example. The various ob-
jects of study were as follows: determining the order of rank
among the various factors; testing interactions; testing the
*) Mitteilung aus dem Institut für Betriebstechnik der Bundesfor-
schungsanstalt für Landwirtschaft PAL, Bundesallee 50, 3300 Braun-
schweig und der Fachhochschule des Heeres, Dornheimer Weg 21,
6100 Darmstadt
Zur weiteren Unterrichtung werden Kopien der originalen Rech-
ner-Ausgaben für die in diesem Beitrag behandelten Beispiele vom
erstgenannten Autor auf Anfrage übersandt.
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significance of differences between all levels of the factors;
calculating estimates for empty cells; comparing the validity of
various dependent variables to be used as alternative strain
indicators. The numerical computations were executed with
the FOR TRAN-program NO VAC.
1.1 Problemstellung und Versuchsaufbau zur
Gewinnung der Meßwerte
Die Beanspruchung, d.h. die Reaktion des Menschen auf eine
Belastung durch körperliche Arbeit sollte bewertet werden.
Um empirische Daten zur Beschreibung dieses Zusammen-
hanges zu gewinnen, wurde die Belastung durch eine schwere
dynamische Muskel- und Ganzkörperarbeit im Arbeitslabor
durch Treten eines Fahrradergometers und Gehen auf einem
Laufbandergometer simuliert. Das Herz-Kreislaufverhalten
der Versuchspersonen wurde als Merkmal für die Beanspru-
chung herangezogen. Jeder der insgesamt 65 mit acht Ver-
suchspersonen durchgeführten Einzelversuche bestand aus
fünf nacheinander zu absolvierenden Belastungsphasen, wie
in Tabelle 1.1 aufgeführt.
Tab. 1.1. Inhalt und Ablauf jedes Einzelversuches
Be- Dauer
zeich- [min]
nung
Ruheperiode R 10
Vorperiode V 15
Belastungs-
phase
Belastungsform
Liegen im Liegestuhl
Treten von Fahrradergometer
mit konstanter Belastung von
40 Watt
Gehen auf Laufbandergometer
mit variierter Belastung gemäß
Variablen BH und BF (s. Tab.
1.2)
Hauptperiode H 60
Nachperiode N 1 5
Erholperiode E 10
wie bei Vorperiode
wie bei Ruheperiode
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Abb. 1. Definition der »Hauptperioden-<< und ››Nachperioden-Puls-
summen« über Vorperioden-Niveau.
1.2 Parametrisierung und Modellansatz
Zur Parametrisierung der Problemstellung wurden fünf
Variable mit den im Modell (X) verzeichneten Eigenschaften
eingeführt. Zur quantitativen Beschreibung der Beanspru-
chung, d.h. der Reaktion auf die Belastung wurden die Puls-
summen, d.h. die Gesamtzahl der Herzschläge während der
Hauptperiode H, als Merkmal gewählt. Für die notwendige
Berücksichtigung der inter- und intraindividuell unter-
schiedlichen Leistungsfähigkeit der Versuchspersonen erwies
es sich als vorteilhaft, die mittlere Pulsfrequenz/min während
der Vorperiode als Bezugsniveau zu benutzen [2]. Deshalb
wurde in den Modellen dieses Beitrages als Beanspruchungs-
parameter und damit als abhängige Variable nicht die gesamte
Hauptperioden-Pulssumme, sondern die ››Hauptperioden-
Pulssumme über Vorperioden-Niveau<< (s. Abb. 1) gewählt.
Sie wird im weiteren Verlauf dieses Berichtes zur Verein-
fachung nur ››Hauptperioden-Pulssumme>> HPS genannt.
Gemäß den drei unabhängigen diskreten Variablen BH, BF
und VP sowie der unabhängigen stetigen Variablen KG wurde
für die abhängige Variable HPS ein Kovarianzanalyse-
lvíodell (X) mit Dreiweg-Varianzanalyse- und Regressions-
Anteil mit einer Kovariaten angesetzt, wie im folgenden ver-
zeichnet:
Yijk : M + Ai 'l' + ck Varianz-
analyse-
+ (AB)ij + (Bcljkll Anteil
+ b . Xijk Regressions-
Anteıl
+ eijk } Fehl¿f
i= 1.2.3.4; j= 1.2.3.4; k = 1,2,...,s;
Dabei bedeuten:
Y : Hauptperioden-Pulssummen HPS als abhängige
Variable; -
: Generaleffekt;
: Haupteffekt ››Belastungsfolge« BF;
: Haupteffekt ››Belastungshöhe<< BH;
C : Haupteffekt >>Versuchspersonen<< VP;
(AB) : Zweierwechselwirkungen (BF 6--› BH);
(BC) : Zweierwechselwirkungen (BH <i> VP);
X : Kovariate KG (kg) (= Körpergewicht der Versuchs-
personen) mit Regressionskoeffizient b.
_ 
1) Der Zweier-Wechselwirkungseffekt (AC),k und der Dreier-Wech-
selwirkungseffekt (ABC),jk wurden wegen mangelnder Bedeutung
und zur Vereinfachung nicht in das Modell aufgenommen.
iIJ';l>§
Die Meßwerte für die Hauptperioden-Pulssumme und für
die Kovariate KG sind in der Tabelle 1.2 zusammengestellt.
Da der versuchstechnische Aufwand mit einem Halbtag je
Einzelversuch sehr hoch war, wurden von den 4 - 4 - 8 = 128
Zellen des Tableaus mit N = 65 Wertepaaren nur etwa die
Hälfte besetzt.
1.3 Fragestellungen und ihre Beantwortung durch das
Modell zur Analyse der ››Hauptperioden-Pulssumme<< _
Frage 1: Welche Faktoren des Varianzanalyse-Anteils (A =
›>Belastungsfolge<< BF; B = >>Belastungshöhe<< BH; C = >> Ver-
suchspersonen« VP) sind bedeutsam fiir die Beschreibung der
abhängigen Variablen ›>Hauptperioden-Pulssumme«? In wel-
cher Rangfolge der Bedeutsamkeit sind diese Faktoren anzu-
ordnen?
1.3.1 Modellvergleiche
Zur Beantwortung der Frage 1 wurde das vollständige Modell
(X) mit drei ››verkürzten<< Modellen (X1), (X2) und X3) je-
weils in Zweiweg-Kovarianzan-alysen verglichen:
+b 'Xi,j,k +Cijk
'i' b ' Xí,j + Cij
(X2) :Yik +Ck
+ b ' Xi, k + Cik
(X3) :Yjk :' M + + Ck
+ b ` Xj, k + ejk
Die mit dem Programm NOVAC [3], [4], [6] aus den Daten
von Tabelle 1.2 berechneten Ergebnisse sind in der Tabelle
1.3 dargestellt.
Die Rangfolge der Bedeutsamkeit von Faktoren legen wir
auf Grund folgender Überlegung fest: Zunächst stellt die
Änderung der Fehlerquadratsumme und damit auch der F-
Wert des zugehörigen Signifikanztests ein Maß für die Bedeut-
samkeit des betreffenden Faktors dar. Beim Vergleich der
Bedeutsamkeit zweier Faktoren spielen jedoch auch die Frei-
heitsgrade eine Rolle; denn bei kleineren Freiheitsgraden
kann der Fall eintreten, daß selbst größere F-Werte nicht ein-
mal mehr die Bedeutsamkeit eines Faktors sichern. Anderer-
seits kann zu einem bedeutsamen Faktor ein kleinerer F-Wert
gehören, wenn die Freiheitsgrade entsprechend groß sind.
Daher wählen wir als von den Freiheitsgraden unabhängiges
Bedeutsamkeitsmaß eines Faktors die statistische Sicherheit
oder die Irrtumswahrscheinlichkeit2) des zugehörigen F-
Modellvergleichstests: Wir sehen von zwei Faktoren a und b
denjenigen als bedeutsamer an, dessen F-Test die größere
statistische Sicherheit, d.h. die kleinere Irrtumswahrschein-
lichkeit aufweist. Ergibt z.B. ein F-Test über die Bedeutsam-
keit zweier Faktoren a und b die Irrtumswahrscheinlichkeit
ota bzw. ab und gilt ot, < ab, dann wird der Faktor a als bedeut-
samer gegenüber b angesehen, in Zeichen a>b.
+ (BC)jk
Bemerkung: Die geschilderte Vorgehensweise erlaubt auch
die Einordnung der Kovariaten in die Rangfolge für die Be-
deutsamkeit der unabhängigen Variablen (s. Kap. 1.3.3).
Die Rangfolge für die Bedeutsamkeit der drei Faktoren im
vorliegenden Beispiel erkennt man aus der Größenordnung
der Irrtumswahrscheinlichkeiten ot2 < oil < ot3 in folgender
2) Zusammenhang zwischen stat. Sicherheit S und Irrtumswahr-
scheinlichkeit ot: S = 1-ot.
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Weise: Der im Modell (X2) fehlende Faktor B å BH ist am
bedeutsamsten, dann folgt der im Modell (X1) weggelassene
Faktor C å VP und schließlich der im Modell (X3) unter-
drückte Faktor A å BF als der am wenigsten bedeutsame,
wofür wir in Zeichen schreiben:
B>C>Aoder BH >VP>BF.
Eine andere Möglichkeit zur Feststellung der Rangfolge für
die Bedeutsamkeit von Faktoren, die im Varianzanalyseanteil
des Modells (X) auftreten, kann man dadurch nutzen, daß
man die Faktoren als Zufallseffekte auffaßt.
1 .3 .2 Varianzkomponentenzerlegung
Bei der Behandlung der Faktoren als Zufallseffekte betrachtet
man deren Stufen als Zufallsauswahlen aus einer sehr großen
Grundgesamtheit. So könnten die acht Versuchspersonen im
vorliegenden Beispiel zufällig aus einer unendlichen Grund-
gesamtheit des Faktors ››Mensch<< ausgewählt worden sein.
Für diese Zufallseffekte lassen sich die zugehörigen Varianz-
komponenten bestimmen, die als Maß für die Stärke des Ein-
flusses des entsprechenden Faktors auf die abhängige Variable
benutzt werden können.
Der Vorteil dieser Vorgehensweise besteht gegenüber den
Modellvergleichen in Kapitel 1.3.1 darin, daß es möglich ist,
alle Varianzkomponenten für dasselbe feste Modell (X) in
einem Gang zu berechnen. Außerdem kann die Bedeutung
eines Faktors und von Wechselwirkungen als Bruchteil der
Gesamtvariabilität der abhängigen Veränderlichen unmittel-
bar und sehr anschaulich bewertet werden. Ein Nachteil ist
darin zu sehen, daß die Bedeutsamkeit eines Effektes nicht
durch einen Signifikanztest mit statistischer Sicherheit fest-
gestellt, sondern nur durch eine algebraische Maßzahl be-
schrieben wird.
Zur Anwendung auf unser vorliegendes Beispiel wurde die
Hauptperioden-Pulssumme erneut als abhängige Variable für
das Modell (X) verwendet und die Varianzkomponenten
gemäß [4], Teil 2 berechnet. Die Ergebnisse werden in der
Tabelle 1.4 mitgeteilt.
Als Rangfolge für die Bedeutsamkeit der einzelnen Fakto-
ren zur Beschreibung der abhängigen Variablen erkennt man
auch hier wie bei den Modellvergleichen im Kapitel 1.3.1:
B>C>AomnBH>VP>BR
Klar tritt das Überwiegen des Einflusses vom Faktor »Be-
lastungshöhe<< gegenüber dem Faktor ››Versuchspersonen<<
Tab. 1.2 Meßwerte für die Variablen yijk = Hauptperioden-Pulssummen über Vorperioden-Niveau HPS
X1,-1, = Körpergewicht der Versuchspersonen KG [kg]
N = 65
1. 2.
Faktor
2. Faktor B å BH
A C
å BF å VP Yijk Xijk Yijk Xijk Yijk Xijk Yijk Xijk
A1 C1 1315 79,00 2250 80,00
C2cu 1917
C4C, 1439
C6cu 1146
C8
75,01
73,71
_)
nl
73,11nlU
920
2544
2660
1815
87,50
2617
94,00
2903
64,80
2631
81,40
75,50
74,30
73,20
1693
3732
3860
3836
33,00
94,00
64,20
30,30
A2 C1C, 765
C2cu 3376
CsC, 16,20
C1cs 1313
33,00
95,81
64,81
80,21
F*gl
„l
"ı
2104
2242
2444
1575
79,50
1881
75,50
3705
74,60
3500
72,70
2892
86,00
93,00
65,30
80,20
3341
4215
3871
3578
79,50
75,00
73,50
72,80
A3 C1 1594
C2
C3
C4C, 1414
C6C, 1039
C2
1740
1263
79,01
75,51
75,81
73,31
„¬gl
„l
“lU
1)
73,01„l
1109
2510
2938
1961
2719
86,50
2572
93410
2723
64,30
2977
30;30
79,00
75,00
74,40
73,20
1827
3299
3703
34,47
88,50
94,70
64,80
80,70
A4 C1
C2 836
C2
C4 1833
C5
C6 1300
C1
C3 845
36,51
94,0«
64,5«
'\ lLJ
gl
2gl
30,20
1968
1778
1574
1789
7950
1560
75,50
3431
73390
2333
72,30
3175
87,00
93,00
64,90
30,20
32,84
3124
4255
3456
79,50
76,00
73,30
72,30
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hervor. Beide zusammen sind die vorrangigen Einflußgrößen,
Dagegen ist die Bedeutsamkeit des Faktors ››Belastungsfolge«
und die der Wechselwirkungs-Effekte deutlich kleiner als die
des Modell-››Fehlers<<, der durch die Restvarianz beschrieben
wird.-Diese ist ihrerseits klein, was zeigt, daß das Modell die
abhängige Veränderliche gut wiedergibt.
Ebenso interessant wie die in Frage 1 betrachtete Bedeut-
samkeit der Faktoren im Varianzanalyse-Anteil des Modells
ist die Bedeutsamkeit der Kovariaten im Regressions-Anteil.
Diese Erörterung ist Gegenstand einer weiteren Fragestel-
lung:
Frage 2: Ist der Regressions-Anteil in seiner Gesamtheit be-
deutsam fiir die Beschreibung der abhängigen Variablen im
Modell (X)? Falls mehrere Kovariaten vorhanden sind, welche
von ihnen sind relevant und in welcher Rangfolge?
1.3.3 Nullhypothesen für die Regressionskoeffizienten
Die Frage 2 wird durch eine Prüfung der Nullhypothesen be-
züglich der Regressionskoeffizienten (= Kovariatenpara-
meter) im Modell (X) gemäß [4], Teil 1, Seite 107 beantwor-
tet. Dabei wurde ein Schätzwert für den Regressionskoeffi-
zienten b = - 340 mit einem Bestimmtheitsmaß B = 13,84 %
Tab. 1.4. Varianzkomponenten für Modell (X)
Hauptwirkungen Wechsel- Rest-
wirkungen varianz
Aê BF Bi-BH CåVP (AB) (BC)
52A S213 S20 S2AB 52130 S26
absolut 308,80 7031,38 3272,09 79,70 553,53 828,12
%-Anteil
an der
Gesamt-
variabili- -
tät 2,56 58,23 27,10 0,66 4,59 6,86
errechnet. Der t-Test führte zu einer Irrtumswahrscheinlich-
keit (14 = 6,13 % (t= -1,9635; FG = 24). Demnach ist der
Einfluß der Kovariaten KG schwach signifikant. Sie ist des-
halb für die Beschreibung der abhängigen Variablen wenig
bedeutsam. Falls mehrere Kovariaten im Regressions-Anteil
enthalten wären, könnte man aus den Größenbeziehungen der
Irrtumswahrscheinlichkeiten, die durch t-Tests für die ent-
sprechenden Einzel-Nullhypothesen bestimmt werden, die
Bedeutsamkeitsrangfolge der einzelnen Kovariaten ableiten4).
4) Im 2. Anwendungsbeispiel (s. Kap. 2.3.3) liegt dieser Fall vor und
wird dort im einzelnen betrachtet.
Tab. 1.3. Modellvergleiche für die abhängige Variable HPS
Spalten-Nr. k 0 1 2 3
Modell (X) (>20 ti.) (ia
Faktoren
im Modell
Aàßr
B&BH
cévP
A=^-'BF
BêBH
AêBF
CåVP
BåBH
CåVP
Restvarianz
mit
Freiheitsgrad
sš = 828,1
N-r=. 24
så = 3707,7
N-T1 = 57
Så = 7763,41
N_T:2 =
S323 = 1206,2
N_?3 =
Rang r=41 T:1=8 Y2= 12 1:13:33
(Zähler-)
Freiheitsgrad fk f1: = r_?1 = f2: = 1.“-'F2 2 f3: = 1"-'F3 = 8
Fehlerquadrat - 2 SSE(X) = 19874,9 sst-3&1) = 211340,5 ssE(š,) = 411453,5 ssE(š,) = 33593,0
Zunahme der Fehler-
quadrate- Z_
Ak: =
SSE(X)
A1 = 191465,6 A2 = 391583,6 A3 = 18723,1
F-Testwert
fFk _ Ak; ı<
Se
(s. [3], S. 9 oder
[4], Teil 1, S. 106)
F1 _ 191465,6/33
828,1
= 7,006
391583,6/29
F2 _ 323,1
= 16,306
18723,1/8
F3 _ 323,1
= 2,326
Freiheitsgrade der
F-Teststatistik
(fk 3 N _ T)
(33 ; 24) (29 ; 24) (8 ; 24)
Irrtums-
wahrscheinlichkeit3) OL1 = 0,272 - 1075 oL2 = 0,621 ~ 10`9 (1.3 =
Testergebnis Hochsignifikanter
Unterschied zwischen
Modell (X) und (X1)
Hochsignifikanter
Unterschied zwischen
M66611(X) und (32,)
Signifikanter
Unterschied zwischen
M66611 (X) und (32,)
Interpretation Faktor C å VP Faktor B å BH Faktor A å BF
ist für die Beschreibung der abhängigen Variablen
››Pulssumme über Vorperiodenniveau während der Hauptperiode«
sehr sehr
bedeutsam bedeutsam bedeutsam
3) ak = Wahrscheinlichkeit für Ablehnung der Nullhypothesez ››Die Modelle (X) und (Xk) sind gleich<<, d.h. die
weggelassenen Effekte spielen keine Rolle, obwohl die Hypothese zutrifft.
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Will man schließlich die Irrtumswahrscheinlichkeit des Tests
bezüglich der Kovariaten, die ein Maß für ihre Bedeutsamkeit
darstellt, in die Größenbeziehungen der Irrtumswahrschein-
lichkeiten 011, 012 und 013 für die Faktoren des Varianzanalyse-
Anteils (s. Kap. 1.3.2) einordnen, so ergibt sich:
ot2<0t1<ot3<0t4
und damit folgende Rangordnung für alle unabhängigen Vari-
ablen des Modells (X) für die abhängige Variable HPS:
Hierbei sind die sehr bedeutsamen Variablen mit. ***, die be-
deutsamen mit ** und die schwach bedeutsamen mit * gekenn-
zeichnets).
Für die Nutzanwendung dieser mit den Mitteln der mathe-
matischen Statistik gewonnenen Ergebnisse läßt sich für unser
arbeitsphysiologisches Beispiel folgendes ableiten: Die in die-
sem Kapitel ermittelte Anordnung der unabhängigen Verän-
derlichen gemäß ihrer Bedeutsamkeit liefert eine Rangfolge
für gezielte Einzelmaßnahmen zur verbesserten Arbeitsplatz-
gestaltung.
In der Feinauswertung des Modells (X) beantworten wir
nun folgende Fragestellungen:
Frage 3: Bestehen Wechselwirkungen zwischen den Faktoren
des Varianzanalyseanteils?
Frage 4: Bestehen zwischen den Stufen der einzelnen Faktoren
Unterschiede, d. h. haben die Stufen eines Faktors unterschied-
liche Auswirkungen auf die abhängige Veränderliche? Zwi-
schen welchen Stufen des jeweiligen Faktors sind diese Unter-
schiede festzustellen?
1.3.4 Signifikanztests fiir ein Vorhandensein von
Wechselwirkungen
Die Frage 3 wird durch F-Tests von »zusammengesetzten
Sammel-Differenzhypothesen<< gemäß [4], Teil 1, Seite 107
beantwortet. Die Ergebnisse für die beiden Zweier-Wechsel-
wirkungen mit der Hauptperioden-Pulssumme als abhängige
Variable enthält die Tabelle 1.5. Dabei konnte zur Verein-
fachung die (AC)-Wechselwirkung aus dem Modell (X) aus-
geschlossen werden, weil sie sich bei vorangegangenen Ana-
lysen und im Hinblick auf mögliche arbeitsphysiologische
Interpretation als unbedeutend erwiesen hatte.
Zur Erläuterung der Ergebnisse in Tabelle 1.5 kann man
folgendes sagen: Das Zusammentreffen einer bestimmten
Stufe der ››Belastungsfolge<< BF mit einer der Stufen der »Be-
lastungshöhe<< BH ist von geringer Bedeutung. Ein Weglassen
des entsprechenden Wechselwirkungs-Effekts würde keine ins
Gewicht fallende Vergröberung des Modells bewirken. Da-
gegen hat das Zusammentreffen einer bestimmten Versuchs-
person mit einer bestimmten Belastungshöhe statistisch ge-
sicherte Auswirkungen auf das Zustandekommen der Puls-
summe. Quantitative Aussagen über die Größe dieser Wech-
selwirkung liefern die entsprechenden Parameter-Schätzwer-
te, die in der Tabelle 1.6 zusammengestellt sind.
.íi._í_.___í_.
5) *** für ot ê 1 % -› sehr bedeutsam
bzw. hoch signifikant
** für 1% < ot š 5 % -› bedeutsam
bzw. signifikant
* für 5 % < ot š 7,5 % -› schwachbedeutsam
bzw. schwach signifikant
- für ot > 7,5% -› nicht bedeutsam
bzw. nicht signifikant
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Tab. 1.5 Signifikanztests für Wechselwirkungen
Wechselwirkung (AB) å BF<-› BH (BC) ê BH<-› VP
F-Testwert 2,143 2,340
Freiheitsgradeó) (9; 24) (21; 24)
Irrtumswahr-
scheinlichkeit [%] 6,59 2,34
Testergebnis schwach
signifikant signifikant
Interpretation (AB) -Effekt (BC)-Effekt
ist schwach ist vorhanden
ausgeprägt
6) FG = ((11- 1) (I2- 1); N-I)
I1, I2: Anzahl der Stufen der beiden in der Wechselwirkung auftreten-
den Faktoren;
N: Gesamtzahl der Meßwerte der abhängigen Veränderlichen;
r: Rang des Modells (X).
Tab. 1.6. Parameter-Schätzwerte für die Wechselwirkung zwischen
››Belastungshöhe« Bj und »Versuchspersonen<< Ck
nácyk k==1 2 3 4 5 6 7 3
j= 1 734 1096
2 755 327
2158
1376
-50
265
-984 - 29 163
- 76 -132 543
-l>~UJ
515 665 174 1574 432 -195 540 769
567 802 558 1458 583 -307 341 981
1.3.5 Signifikanztests von Differenzhypothesen zur Fest-
stellung von Unterschieden in den Stufen der Haupteffekte
Zur Beantwortung von Frage 4 dienen F-Tests für die Sam-
mel-Differenzhypothesen und t-Tests für Einzel-Differenz-
hypothesen gemäß [4], Teil 1, Seite 107. Bei der Sammel-
Differenzhypothese ergab sich für den Faktor Belastungs-
höhe: F = 136,258 mit den Freiheitsgraden (3; 24) und der
Irrtumswahrscheinlichkeit 01 = 0,7 ~ 10`14%. Das Tester-
gebnis lautet somit: Zwischen Stufen des Haupteffekts B =
Belastungshöhe BH sind Unterschiede hochsignifikant vor-
handen. Zahlenergebnisse für die Einzel-Differenzhypothesen
sind in Tabelle 1.7 dargestellt.
Ebenso wie es in der vorstehenden Tabelle für den Faktor
B geschehen ist, lassen sich die Differenzhypothesen für die
Faktoren A (= ››Belastungsfolge<< BF) und C (= ››Versuchs-
personen<< VP) prüfen. Zur Kürzung dieses Beitrags wird je-
doch auf die Darstellung dieser Ergebnisse verzichtet.
In der i. Zeile und der j. Spalte der Tabelle 1.7 steht jeweils
der t-Testwert und die Irrtumswahrscheinlichkeit für die Ein-
Tab. 1.7. Parameter-Schätzwerte und Signifikanztests für die Einzel-
Differenzhypothesen innerhalb des Faktors ››Belastungshöhe« BH
Parameter-
Schätzwerte B1 = 3569 B2 = 3921 B3 = 4475 B4 = 4985
ti,--Testwerte j
für die Ein- 2 3 4
zel-Diffe- i
renz-Hypo-
thesen mit 1 - 4,7931 - 12,322
Irrtums- 0,7 - 10`4% 0,7 - 10`11 %
- 18,569
0,1 -10`13 %
wahrschein- 1
lichkeits) 2 - - 7,4509 - 13,931
0,1 ~ 10`6 % 0,5 -10"” %
3 - - -6,4745
0,1 - 10`5 %
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zel-Differenzhypothese, mit der die Gleicheit der i. und der
j. Stufe des betreffenden Haupteffekts geprüft wird. Der Frei-
heitsgrad aller dieser t-Testgrößen beträgt: N - r = 65 - 41 =
24. - Aus der Tabelle 1.7 kann man somit z.B. entnehmen,
daß sämtliche Stufen des Faktors BH hochsignifikante Unter-
schiede beim Zustandekommen der Hauptperioden-Puls-
summe bewirken.
Quantitative Angaben über die Größe der Beiträge in den
einzelnen Stufen eines Faktors kann man den Parameter-
schätzwerten entnehmen. In Tabelle 1.7 erkennt man z. B. für
den B-Effekt, daß mit zunehmender Belastungshöhe B1 bis B4
ein von 3569 auf 4985 steigender Beitrag zum Zustandekom-
men der Pulssumme geliefert wird.
Wenn nicht besetzte Zellen vorliegen, ist auch das folgende
Problem interessant:
Frage 5: Wie kann man die abhängige Veränderliche in nicht
besetzten Zellen schätzen?
1.3.6 Schätzwerte für die abhängige Veränderliche in nicht
besetzten Zellen
Frage 5 kann mit Hilfe des Modells (X) durch Einsetzen der
Parameter-Schätzwerte in folgender Weise beantwortet wer-
den:
371,1, = M + A, + 13, + C1, + (A^B)„ + (B^C)_,1 + B - X111.
Die Schätzwerte Yijk sind die least-squares-Schätzwerte der
abhängigen Veränderlichen, d.h. sie minimieren die Abwei-
chungsquadratsumme zwischen den Meß- und den Modell-
werten.
Beispiel: Y = Hauptperioden-Pulssumme (s. Tabelle 1.2)
Y21, = A M + A, + 13, + 6:, + (A^B)„.. + (B^c).„,
-b ' X2,4,6
924„ = 16949 + 4433 + 4935- 1562 + 937 _ 307
-340 ~ 64,77)
= 3442
1.4 Vergleich der Analysenergebnisse für die »Haupt-«
und die ››Nachperioden-Pulssummen« als alternativ zu
verwendende abhängige Variable
Die in den Fragen 1 bis 5 angesprochenen Problemstellungen
bezogen sich auf die Wirkung der unabhängigen Variablen
bzw. bei Frage 5 auf die Schätzung des Inhalts nicht besetzter
Zellen. Dies sind Analysenaufgaben, die auch bei anderen
Anwendungsbeispielen auftreten. Im vorliegenden Fall, bei
dem die Beanspruchung von Versuchspersonen durch körper-
liche Arbeit mit der abhängigen Veränderlichen bewertet wer-
den soll, ist auch folgende Fragestellung interessant:
Kann man auch aus den Pulssummen, die während der Nach-
periode N (s. Tabelle 1.1 und Abb. 1) gemessen werden, auf
die Beanspruchung während der Hauptperiode H schließen?
7) Für x2,4,6 wurde das mittlere Körpergewicht der Versuchsperson
Nr. 6 genommen (x2,4,3 = 64,7 aus Tabelle 1.2).
Falls dies zutrifft, kann man auch die ››Nachperioden-Puls-
summe<< NPS als Beanspruchungsparameter verwenden; denn
im Gegensatz zur ››Hauptperioden-Pulssumme« HPS ist es
möglich, die NPS nicht nur im simulierenden Laborversuch,
sondern auch im Feldversuch zur Untersuchung eines realen
Arbeitsplatzes zu bestimmen. Der Ersatz der HPS durch die
NPS ist zunächst einmal fragwürdig, weil die Belastungspara-
meter ››Belastungsfolge<< BF und »Belastungshöhe<< BH ihren
Einfluß ja unmittelbar nur während der Hauptperiode und
lediglich als mittelbare Folgewirkung während der Nachperi-
ode ausüben können. Die Nachperiode wird daher als Reak-
tionsphase bewußt unmittelbar anschließend an die zu unter-
suchende Haupt- und Belastungsperiode angeordnet.
Zur Beantwortung der obigen Frage wurden die in Kapitel
1.3 dargestellten Rechnungen für die abhängige Variable
››Nachperioden-Pulssumme über Vorperioden-Niveau« NPS
in analoger Vorgehensweise wiederholt. Zur Kürzung dieses
Beitrages soll jedoch auf die Wiedergabe dieser Rechen- und
Testergebnisse an dieser Stelle verzichtet werden. Beim Ver-
gleich der Resultate für die Haupt- und die Nachperioden-
Pulssummen ließ sich hinsichtlich der deutlich ausgeprägten
Effekte eine Übereinstimmung feststellen. Diese weitgehende
Gleichsinnigkeit läßt den Schluß zu, daß eine in der Haupt-
periode auftretende Beanspruchung ohne grundlegende Ver-
zerrung bis zur Nachperiode fortwirkt. Daher kann man auch
die Pulssumme während der Nachperiode als Beanspru-
chungsmaß verwenden, wie es für Feldversuche erforderlich
ıst.
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Anwendungsbeispiele zur Kovarianzanalyse mit ungleicher
Zellenbesetzung
Teil 2: Beispiel aus dem Arbeitszeitstudium [2]
W. Hammer und W. Nollau
Zusammenfassung
Um Landwirte bei der Planung ihrer komplexen Arbeits- und
Betriebssysteme zu unterstützen, wurde durch interinstitu-
tionelle Zusammenarbeit ein überbetrieblich nutzbares Mana-
gement-Informationssystem mit einer Datenbank geschaffen.
Arbeitszeitfunktionen sind dabei wesentliche Bestandteile. Sie
beschreiben den notwendigen Arbeitszeitaufwand in Ab-
hängigkeit von wesentlichen Variablen. lm vorliegenden Bei-
spiel wurde die Anwendung eines Kovarianzanalyse-Modells
mit einem Dreiweg- Varianzanalyse-Anteil und einem Regres-
sions-Anteil für fünf Kovariaten zur Präzisierung dieser Ar-
beitsfunktionen erläutert. - Folgende Aufgabenstellungen
wurden behandelt: Rangfolgebestimmung der Faktoren; Sig-
nifikanzprüfung von Wechselwirkungen und Differenzen
zwischen den einzelnen Stufen der diskreten Faktoren. Die
numerischen Rechnungen wurden mit dem FOR TRAN-
Programm NO VA C durchgeführt.
Summary
Farmers need assistance with planning their complex farming
systems. Therefore, a management information system was set
up through cooperation of several institutions. Major com-
ponents of an incorporated data bank are work functions
describing the dependence of the required working time on
relevant factors. To give an example for a precise formulation
of these functions a model derived from an analysis of variance
with a three-way classification combined with a regression
analysis with five covariates was applied. The various objects
of study were as follows: determining the order of rank among
the various factors; testing the significance of interactions and
of differences between the various levels of the factors. The
numerical computations were executed with the FOR TRAN-
program NO VAC.
2.1 Problemstellung und Versuchsaufbau
zur Gewinnung der Meßwerte
Zur zielsicheren Arbeitsplanung und -rationalisierung land-
wirtschaftlicher Betriebe und deren Arbeitsverfahren braucht
man Daten, die überbetrieblich verwendet werden können.
Deshalb muß bei diesen Planungsunterlagen die gesamte, in
den verschiedenen Betrieben vorkommende Spannweite der
wesentlichen unabhängigen Variablen berücksichtigt und
deren funktionale Wirkung auf den Arbeitszeitaufwand AZA
als abhängige Variable festgestellt werden. Wir sprechen da-
her von Arbeitszeitfunktionen, die in der Form von Regres-
sionsfunktionen für jedes relevante Arbeitsverfahren ermit-
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telt und in Datenbanken zur Verwendung in Management-
Informationssystemen gespeichert werden.
Zur Ermittlung solcher Arbeitszeitfunktionen für das Füt-
tern von mehlförmigem Trockenfutter an landwirtschaftliche
Nutztiere wurden fünf verschiedene Arbeitsverfahren AV mit
unterschiedlichem Mechanisierungs- und Automatisierungs-
grad versuchsmäßig angewendet. In allen Fällen mußten fahr-
bare Geräte nach dem Befüllen aus dem Futterlager über eine
variable Weglänge WL zu den Trögen in den Ställen gescho-
ben werden. Dort war das Futter nach bestimmten variierten
Rationen FR einer unterschiedlichen Anzahl von Tiergrup-
pen TG zuzuteilen und in deren Trögen gleichmäßig zu ver-
teilen. Da nacheinander zwei verschiedene Ställe zu versorgen
waren, wurde die Reihenfolge dieser zwei Arbeitsvorgänge
mit der Variablen NA gekennzeichnet. Insgesamt wurden 160
Einzelversuche in zufälliger Reihenfolge mit vier verschie-
denen Versuchspersonen VP für ein mehrfaktoriell angelegtes
Modell mit Kreuzklassifikation durchgeführt.
2.2 Parametrisierung und Modellansatz
Zur Parametrisierung der Problemstellung wurden neun Vari-
able eingeführt, deren Eigenschaften im Modell (X) beschrie-
ben sind. Um die Wirkung der drei unabhängigen diskreten
Variablen AV, NA und VP sowie der fünf unabhängigen steti-
gen Variablen WI, TG, FR, FG und WL verfolgen zu können,
wurde für die abhängige Variable AZA ein Kovarianzanalyse-
Modell (X) mit Dreiweg-Varianzanalyse- und Regressions-
Anteil mit fünf Kovariaten angesetzt, wie im folgenden ange-
geben:
(X) : Y1,-1, = M + A1+ BJ- + Ck Varianz-
+ (AB),_, + (ACM analyse-
+ (BC),-1,8) Anteil
+ b1 - x1,1,-1, + Regressions-
+ bs ~ x5„jk Anteil
-l~ ei,-1, } Fehler
i=1,2,...,5; j=1,2; k=1,2,3,4;
Dabei bedeuten:
: Arbeitszeitaufwand AZA als abhängige Variable;
: Generaleffekt;
: Haupteffekt ››Arbeitsverfahren<< AV;
: Haupteffekt ››Lfd. Nr. der Arbeitsvorgänge/
Fütterung« NA;
C : Haupteffekt ››Versuchspersonen« VP;
(AB) : Zweierwechselwirkungen (AV <-_-› NA);
(AC) : Zweierwechselwirkungen (AV <_--› VP);
(B C) : Zweierwechselwirkungen (NA <-i-› VP);
MA/L.§,_J
fDCl>Z>-<
8) Der Dreier-Wechselwirkungseffekt (ABC)1jk wurde zur Verein-
fachung nicht in das Modell aufgenommen.
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X1 : Kovariate WI (= lfd. Nr. der wiederholten Einzel-
versuche/VP) mit Regressionskoeffizient b1;
X2 : Kovariate TG (= Anz. der Tiergruppen) mit Regres-
sionskoeffizient b2;
X3 : Kovariate FR (= Futterration/Tiergruppe) mit
Regressionskoeffizient b3;
X4 : Kovariate FG (= Bruttogewicht der Fütterungs-
geräte in kg) mit Regressionskoeffizient b4;
X5 : Kovariate WL (= Weglänge zwischen Futterlager
und Troganfang in m) mit Regressionskoeffizient bs.
Da der Aufwand für die Versuchsdurchführung im Ver-
gleich zu dem im Kapitel 1 geschilderten Beispiel relativ nie-
drig war, konnten alle 5 - 2 - 4 = 40 Zellen des Tableaus mit
je vier und insgesamt mit N = 160 Meßwertsätzen belegt
werden. Eine Auswahl aus diesen 160 Meßwertsätzen ist in
Tabelle 2.1 wiedergegebeng).
2.3 Fragestellungen und ihre Beantwortung durch das
Modell zur Analyse des ››Arbeitszeitaufwandes«
Frage 1: Welche Faktoren des Varianzanalyseanteils (A =
»Arbeitsverfahren« AV; B = >>Nr. der Arbeitsvorgänge« NA;
C = ›>Versuchspersonen<< VP) sind bedeutsam für die Be-
schreibung der abhängigen Variablen >›Arbeitszeitaufwand<<
AZA? Welche Rangfolge der Bedeutsamkeit haben die Fak-
toren?
2.3 .1 Modellvergleiche
Um die Frage 1 zu beantworten, wurde das vollständige Mo-
dell (X) mit drei ››verkürzten<< Modellen (X1), (X2) und (X3)
í: 
9) Eine vollständige Auflistung der Meßwertsätze kann vom erstge-
nannten Autor angefordert werden.
jeweils in Zweiweg-Kovarianzanalysen und in derselben Wei-
se wie im Kapitel 1.3.1 verglichen:
I Yiik = M "l` Ai + Bj + Ck + +
5
"l` +mš1bmXm;i,i,k + Ciik
ø`_4
+ Zbmxmiiii + eii
In
1&1
(X2) 2 Yik _ M `l" Ai + Ck +
`|' ZbmXm,i,1< “|' eik
H1
v~`ø
(X)3 I Yjk _ M + Bi + Ck
'l' "l" š1bmXm;_i,k '+' eik
Die Modellvergleiche wurden unter Benutzung des Pro-
gramms NOVAC ([3], [4], [6]) durchgeführt. Die damit ge-
wonnenen Ergebnisse zeigt Tabelle 2.2.
Bei der Feststellung der Bedeutsamkeits-Rangfolge gingen
wir nach den gleichen Überlegungen vor, die für das erste
Beispiel im Kapitel 1.3.1 ausführlich dargelegt wurden. So
wurde die Rangfolge der drei Faktoren des vorliegenden zwei-
ten Beispiels nach der Größenordnung der Irrtumswahr-
scheinlicheiten 0t3 < (11 < 0t2 wie folgt bestimmt:
A >C >BoderAV>VP>NA
2.3.2 Varianzkomponentenzerlegung
Wie bereits im Kapitel 1.3.2 ausführlich dargelegt, kann man
die diskreten Faktoren als Zufallseffekte verwenden. Dies ge-
schieht mit dem Ziel, in der Form der zugehörigen Varianz-
komponenten Maßzahlen für die Stärke des Einflusses der
entsprechenden Faktoren auf die abhängige Variable zu ge-
winnen.
Tab. 2.1. Meßwerte für die Variablen (ein zufällig ausgewählter Meßwertsatz pro Zelle, d. h. 40 von insgesamt 160 Meßwertsätzen)
1.[3. 2. Faktor B å NA
Faktor B1 B2
A C Yijk Xıijk
ê=AÄl -å VP =ä.AZM\ ê=VVI ê=TCi ššfíš
Xzijk Xaijk X4ijı<
åFG êWL -A-AZA âWI
l
Xsijk Yijk Xıijk X3ijı< X4ijı< Xsijk
âTG åFR êFG åWL
X2ijı<
A1 C1 602 9 7 155 303
C2 633 14 13 163 309
C3 592 8 5 ' 152 304
C4 578 2 5 149 313
132 536 5 8 94 273 131
125 569 1 10 128 265 128
133 561 11 4 129 295 135
133 494 16 5 141 300 133
A2 C1 597 10 12 132 238
C2 651 13 13 160 250
C3 560 18 7 149 246
C4 635 11 12 152 244
125 655 4 163 253 122
124 518 16 145 248 134
132 502 1 84 217 131
125 454 18 111 235 136
I'-\
-IÄOOUIUJ
A3 C1 615 5 138 157
C2 794 5 142 165
C3 773 11 144 154
C4 582 11 134 1491-› \lL›J-l>-\l
132 708 156 158 120
132 625 128 162 132
123 458 87 140 138
125 600 135 158 132O'\UJOO\l
l-*
UIUJUIU)
A4 C1 757 1 5 147 284
C2 670 5 6 160 285
C3 738 12 11 136 287
C4 583 19 12 130 280
1
l
132 571 13 4 118 276 134
129 751 11 13 156 287 121
123 554 14 5 134 278 132
123 616 9 13 157 294 121
UıUı\lO`\
A5 C1 1315 6 159 194
C2 1217 15 143 182
C3 1044 20 139 184
C4 917 10 138 183
123 1219 17 5 131 178 147
147 918 15 8 79 154 147
147 1318 2 13 155 190 147
147 825 12 4 108 179 147
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Tab. 2.2. Modellvergleiche für die abhängige Variable ››Arbeitszeitaufwand« AZA
Spalten-Nr. k 0 1 2 3
M66611 (X) (X1) (§2.) 010
Faktoren A 51 AV A å AV
im Modell B 3 NA B 5 NA
C 3 VP
AåAV
CêVP
BANA
CèvP
s§1 = 5923,039Restvarianz mit sš = 4055,65 6
Freiheitsgrad N - r = 127
Sf., = 4374,133
N-T, = 135
S2, = 13301,323
Rang r = 33 T1 = 15 F2: 'P3113
(Zähler-) - f1 : = r-Y1 = 18
Freiheitsgrad fk
f2::r_'T/2:8 f3:: r_T:3=
f'\.ø
Fehlerquadrat-Z SSE (X) = 515068,3 SSE (X1) - 859572,9 ssE(X,) = 653015,4 ssE(X,) = 1955294,4
Zunahme der_Fehlerquadrat - Z - A1 = 344504,6 A2 = 142947,1 A3 = 1440226,1
F-Testwert
344504,6/18A f
Fk = ilššß _ F1
(s. [3], S. 9 oder [4],
Teil 1, S. 106) = 4,719
142 4F2__ 9 7,1/3 F 1440226,1/20
4055,656 34055,656 4055,656
= 4,406 = 17,756
Freiheitsgrade der F-Test- -
statistik (fk; N- r)
(13;127) (8; 127) (20; 127)
Irrtumswahrscheinlichkeit - ot1 = 0,690 - 10`7 ot2 = 0,100 ~ 10`3 013 ß 0
Testergebnis Hophsignifikante Unterschiedevzwischen den Modellen _
- (X) und (X1) (X) und (X2) und (X3)
Interpretation - Die Faktoren
C å VP B å NA A 2 AV
sind für die Beschreibung der abhängigen Variablen >›Arbeitszeitaufwand« AZA
sehr bedeutsam
Für das hier betrachtete Anwendungsbeispiel wurden die
Varianzkomponenten für den Arbeitszeitaufwand AZA als
abhängige Variable gemäß [4], Teil 2 berechnet. Die Ergeb-
nisse stehen in Tabelle 2.3.
Die Wirkung des Faktors ››Arbeitsverfahren<< AV über-
ragt alle anderen Komponenten, die in der Größenordnung
ihrer Wirkung unter der Restvarianz liegen. Somit kann man
sich bei der Arbeitsplanung (Kap. 2.1) auf die Differenzie-
rung nach den Arbeitsverfahren konzentrieren und die übri-
gen Faktoren als nachrangig behandeln (Kap. 2.4).
Da im Regressionsanteil mehrere Kovariaten enthaiten
sind, die für die praktische Arbeitsverfahrensgestaltung we-
sentlich erscheinen, ist die folgende Frage 2 von besonderem
Interesse:
Frage 2: Ist der Regressionsanteil in seiner Gesamtheit bedeut-
sam für die Beschreibung der abhängigen Variablen im Mo-
dell (X)? Welche der verschiedenen Kovariaten sind wesent-
lich und wie stehen sie innerhalb einer Rangordnung der Be-
deutsamkeit?
2.3.3 Nullhypothesen für die Regressionskoeffizienten
Wie im Kapitel 1.3.3 im einzelnen dargelegt, wird diese Frage
zugehörigen Tests sind in Tabelle 2.4 wiedergegeben. Da man
die Größenbeziehungen zwischen den Irrtumswahrscheinlich-
keiten
01TG < Olwı < 0lwL < GER < 0l1=G
als Maß für die Rangfolge werten kann, lassen sich die Ko-
variaten in folgender Rangreihe ordnen:
TG**>K > WIä<ä=>k > WL*>Z<* > FRä<ä=* >
Nimmt man die diskreten Variablen hinzu, dann gilt für
alle unabhängigen Variablen nachstehende Bedeutsamkeits-
rangfolge:
013<01TG<011<01w1<0l2<0lwL<01FR'<0l1=G
Daraus ergibt sich:
AVÀ.<›:<>i< > TG›:<›:<=i< > VP=:<›:<›:< > Wi=:=4=* > NA›:<›:<4= > >
ER**>=< > EG**5).
Diese Rangreihe bietet eine sichere und objektive Entschei-
dungshilfe für die Wichtigkeit und Abstufung von Einzelmaß-
nahmen zur Verbesserung der Arbeitsverfahren und -plätze.
Damit wird ersichtlich, welche Bedeutung dieses analytische
AMA
gemäß [4], Teil 1, Seite 107 beantwortet. Die Ergebnisse der 5) siehe Fußnote 5 in Teil 1, Kapitel 1.3.3.
Tab. 2.3. Varianzkomponenten für Modell (X)
Hauptwirkungen Wechselwirkungen Rest-
varianz
2 2 2 2SAB SAC SBC Se
absolut 14938 58 1022 1605 1441 0 4056
%-Anteil an der Gesamtvariabilität 64,61 0,25 4,42
A 4 Av B 4 NA C 2 VP
Si sš S6
6,94 6,23 0 17,54
(AB) (AC) (BC)
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Tab. 2.4. Prüfung der Nullhypothesen für die Regressionskoeffizienten der Kovariaten
1. Gesamtwirkung aller Kovariaten IrrtumSW&hrSCh6in1iChkCit [%]I OL ß 0
Bestimmtheitsmaß [%] B = 71,41 Testergebnis: Der Einfluß aller Kovariaten ist hoch signifikant
F-Testwert für die Sammel-Nullhypothese: F = 63,433
mit Freiheitsgraden: (5; 127)
2. Wirkung der einzelnen Kovariaten
Kovariate X1 å WI X2=^- TG X3åFR X4å FG X5åWL
Regressionskoeffizienten-Schätzwert B, = -4,30 B2 = 25,47 i›, = 1,71 B, = 2,14 B, = 7,01
t-Testwert für Einzel-Nullhypothese
mit Freiheitsgrad
_ 4,820
(127)
11,463 3,493 2,221 4,279
(127) (127) (127) (127)
Irrtumswahrscheinlichkeit oıwl =
1%] 4,0 ~ 10`4
OLFR =
0,066
0lwL =
3,7 - 10`3
CIFG =
2,812
GTG =
1,4 - 10`12
Testergebnis: Der Einfluß hoch
der einzelnen Kovariaten ist
hoch hoch
signifikant
hoch
Interpretation: Die einzelnen Kovariaten sind für die sehr
Beschreibung der abhängigen Variablen
sehr sehr
bedeutsam
sehr
Vorgehen für die angewandte, der Praxis dienende For-
schungstätigkeit hat.
Mit Hilfe des vollständigen Modells (X) lassen sich die näch-
sten zwei Fragestellungen behandeln:
Frage 3: Welche Wechselwirkungen gibt es zwischen den Fak-
toren des Varianzanalyse-Anteils?
Frage 4: Unterscheiden sich die einzelnen Stufen der diskreten
Faktoren signifikant in ihrer Wirkung auf die abhängige Vari-
able?
2.3.4 Signifikanztests für das Vorhandensein
von Wechselwirkungen
Mit Hilfe von F-Tests von »zusammengesetzten Sammel-
Differenzhypothesen<< (gemäß [4], Teil 1, Seite 107) läßt sich
Frage 3 beantworten (Tabelle 2.5).
Diese Testergebnisse lassen sich wie folgt deuten:
Wenn die verschiedenen Stufen
a) der Faktoren AV und NA oder
b) der Faktoren AV und VP aufeinandertreffen, dann wird
der Arbeitszeitaufwand AZA unterschiedlich und signifikant
verändert. Dagegen sind die verschiedenen möglichen Kombi-
nationen von Stufen der Faktoren NA und VP ohne Wirkung
auf die abhängige Variable. Die Erklärung für die ausgeprägte
Wechselwirkung im Fall b) ist offensichtlich: Die vier ver-
schiedenen Versuchspersonen haben eine unterschiedliche
Leistungsfähigkeit zur Durchführung der fünf Arbeitsver-
fahren. Das bedeutet: Wenn man einer VP das zu ihr »passen-
de<< Arbeitsverfahren zuteilt, dann erzielt man einen günsti-
geren Arbeitszeitaufwand als wenn man irgendeiner anderen
VP dasselbe Arbeitsverfahren zuweist oder wenn man der-
selben Person ein anderes, für sie weniger geeignetes Arbeits-
verfahren aufdrängt.
In der Tabelle 2.6 sind die Parameter-Schätzwerte zusam-
mengestellt, die quantitative Aussagen über die Größe der
Wechselwirkungen bieten.
2.3.5 Signifikanztests von Differenzhypothesen zur
Feststellung von Unterschieden in den Stufen
der Haupteffekte
Um die Frage 4 zu beantworten, wurden F-Tests für die Sam-
mel-Differenzhypothesen und t-Tests für die Einzel-Diffe-
renzhypothesen gemäß [4], Teil 1, Seite 107 durchgeführt.
Für den Faktor A (= Arbeitsverfahren AV) des Modells (X)
ergab sich bei der Sammel-Differenzhypothese ein F-Wert von
62,502 mit den Freiheitsgraden (4; 127) und der Irrtumswahr-
scheinlichkeit ot Q- 0 und somit das Testergebnis: Zwischen
Stufen des Haupteffekts A = Arbeitsverfahren AV sind Un-
terschiede höchstsignifikant vorhanden. Zahlenergebnisse für
die Einzel-Differenzhypothesen sowie die Parameter-Schätz-
werte kann man der Tabelle 2.7 entnehmen.
Bemerkung: Auch für die Faktoren B (= lfd. Nr. der Ar-
beitsvorgänge/Fütterung) und C (= Versuchspersonen) wur-
den die Differenzhypothesen in gleicher Weise geprüft. Auf
die Darstellung der Ergebnisse wurde jedoch zur Kürzung
dieses Beitrags verzichtet.
Tab. 2.5. Signifikanztests für Wechselwirkungen
A (AB) A (AC) Ä (BC)
wechseıwirkungvwv = Av<_› NA = Ave» VP = NA<_› VP
F-Testwert 7,189 3,773 0,251
Freiheitsgradem) (4 ; 127) (12; 127) (3; 127)
Irrtumswahrschein- 7,3 - 10`7 7,1 - 10"” 99,97
lichkeit[%]
Testergebnis hoch hoch nicht
signifikant signifikant signifikant
Interpretation (AB)-Effekt (AC)-Effekt (BC)-Effekt
ist stark ist stark ist nicht
ausgeprägt ausgeprägt vorhanden
1°) FG=(<1.-1><12-1›;N-f›
I1, I2: Anzahl der Stufen der in der WW auftretenden Faktoren;
N: Gesamtzahl der Meßwerte der abhängigen Veränderlichen;
r: Rang des Modells (X).
Tab. 2.6. Parameter-Schätzwerte (ÄB)„- und (ÃC)ik für die Wech-
selwirkungen zwischen den verschiedenen Arbeitsverfahren A, und
a) den verschiedenen Arbeitsvorgängen/Fütterung Bj bzw.
b) den verschiedenen Versuchspersonen Ck
MIB), <»íC›„.
j=1 j=2 k=1 k=2 k=3 k=4
›--›-1-›-1-›-\ UI-lšUJl\Jl-*
= - 161,09 - 96,59 - 64,07 - 83,20 - 57,23 - 53,18
`= - 116,79 ~ 71,58 - 85,88 - 69,28 - 33,73 0,52
= 3,17 - 18,61 - 43,93 48,70 - 27,49 7,28
= - 85,09 - 105,28 - 34,77 - 36,60 - 25,91 - 93,10
` = 120,83 33,27 124,65 14,70 30,49 - 15,74
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Zur Erläuterung der Tabelle 2.7: In der i. Zeile und der j.
Spalte steht jeweils der t-Testwert für die Einzel-Differenz-
hypothese, mit der die Gleichheit der i. und der j. Stufe des be-
treffenden Haupteffekts geprüft wird. Der Freiheitsgrad aller
dieser t-Testgrößen beträgt N - r = 160 - 33 = 127. Durch
die Tests in Tabelle 2.7 hat sich ergeben: Die Differenz zwi-
schen den Stufen A2 und A4 ist nicht signifikant (ot > 7,5 %).
Alle anderen Verfahren unterscheiden sich untereinander si-
gnifikant (5 % â ot > 1 %) oder sogar hoch signifikant (ot š
1 %). - Die Prüfung der Einzel-Differenzhypothese innerhalb
des Faktors B (= lfd. Nr. der Arbeitsvorgänge/Fütterung NA)
ergab, daß sich dessen beide Stufen hinsichtlich ihrer Wirkung
auf den Arbeitszeitaufwand signifikant unterscheiden (t =
2,35; ot = 2,0 %). - In welchem Maße die einzelnen Stufen
der analysierten Faktoren zum Zustandekommen des Arbeits-
zeitaufwandes beitragen, geben die Parameter-Schätzwerte
an. Aus Tabelle 2.7 ist z.B. zu entnehmen, daß das Arbeits-
verfahren A1 den geringsten und das Verfahren A5 den höch-
sten Beitrag zum Arbeitszeitaufwand bewirkt.
2.4 Anwendung für die Arbeitsplanung
(Kapitel 2.1)
Die im vorstehenden Kapitel 2.3 beschriebenen Prüfungen
und Ergebnisse führen zu klaren Unterlagen für die folgenden
Fragen:
a) Welche der untersuchten Arbeitsverfahren sollen in die
Datenbank einbezogen und für welche sollen gesonderte Ar-
beitszeitfunktionen in Form von Regressionsfunktionen aus-
gewiesen werden?
b) Welche Einflußgrößen sind für diese Arbeitsverfahren we-
sentlich und müssen daher in den Arbeitszeitfunktionen be-
rücksichtigt werden?
Bei diesen Entscheidungen ist folgendes zu beachten:
Die angestrebten Maßnahmen zur Arbeitsplanung oder -ge-
staltung beziehen sich entweder nur auf die Erledigung einzel-
ner Arbeitsaufgaben, im vorliegenden Beispiel auf das Füttern
von Trockenfutter, oder auf die Gesamtaufgabe der Arbeits-
erledigung in einem Betriebszweig oder in einem ganzen land-
wirtschaftlichen Betrieb. Im ersteren Falle werden ins einzelne
gehende Planungs- und Kalkulationsunterlagen benötigt, die
möglichst jede wesentliche Einflußgröße berücksichtigen. Im
letzteren Falle genügen gröbere Daten, bei deren Auswahl je-
doch nach den objektiven Kriterien, die in diesem Beitrag er-
örtert wurden, und nach sachlogischen Gesichtspunkten vor-
gegangen werden sollte.
Man sollte sich auf Einflußgrößen beschränken, deren Aus-
prägungen im einzelnen Planungs- oder Beratungsfall tat-
sächlich mit realistischen und im betreffenden Betrieb verfüg-
baren Angaben zu quantifizieren sind.
Zur Beantwortung der Frage a): Laut Tabelle 2.7 besteht
kein statistisch gesicherter Unterschied zwischen den Arbeits-
verfahren AV2 und AV4 (ot = 93,3 %). Somit kann der Ar-
beitszeitaufwand für diese beiden Verfahren in einer gemein-
samen Arbeitszeitfunktion angegeben werden. Alle übrigen
Arbeitsverfahren weichen signifikant voneinander ab und
rechtfertigen damit jeweils eigene Arbeitszeitfunktionen.
Dementsprechend können vier verschiedene Regressions-
funktionen nach folgendem Modell berechnet und für die Ein-
gabe in die Datenbank bereitgestellt werden:
AZAi=b0i+b1i'TG+b2i'WL+b3i
i=1,2,3,4.
Dabei wurden gemäß Frage b) nachstehende Entscheidun-
gen getroffen:
1. Nach den Ergebnissen, die im Kapitel 2.3.2 mitgeteilt wur-
den, haben die diskreten Faktoren ››Versuchspersonen« VP
und ››Lfd. Nr. der Arbeitsvorgänge/Fütterung<< NA eine nach-
rangige Bedeutsamkeit. Außerdem kann man im konkreten
Anwendungsfall die Leistungsfähigkeit der zur Erledigung
der Arbeitsaufgabe vorgesehenen Person i.d.R. nicht oder
nicht in genügendem Maße quantifizieren, so daß die Berück-
sichtigung der Variablen VP auch aus diesem sachlogischen
Grunde unterbleiben muß. Wir empfehlen daher nur die Dif-
ferenzierung nach den verschiedenen Arbeitsverfahren, wie in
obigem Modell geschehen.
2. Unter den stetigen unabhängigen Variablen wurde die
››Lfd. Nr. der wiederholten Einzelversuche/VP<< WI als Hilfs-
merkmal zur Bewertung und Kontrolle des Übungsgrades der
Versuchspersonen verwendet, der während des Ablaufs der
Versuchsreihe zunimmt und dabei einem Grenzwert zustrebt.
Im praktischen Anwendungsfall ist jedoch mit einem hohen
und langfristig gleichbleibenden Übungsgrad durch die tägli-
che Wiederholung der gleichen Tätigkeit zu rechnen. Daher
sollte in unserer Arbeitszeitfunktion die Variable WI elimi-
niert werden. Wichtig ist aber in diesem Zusammenhang der
Hinweis, daß für solche Plandaten nur Werte als representativ
gelten können, die solche Bedingungen, u.a. einen praxis-
üblich hohen Übungsgrad unterstellen. Alle übrigen stetigen
Variablen erscheinen als wesentlich und sollen in den Arbeits-
zeitfunktionen enthalten sein, zumal die Erhöhung des Re-
chenzeitbedarfs bei einem Datenbanksystem klein und unbe-
deutend ist, das von einem elektronischen Rechner verwaltet
Tab. 2.7. Parameter-Schätzwerte und Signifikanztests für die Einzel-Differenzhypothesen innerhalb des Faktors ››Arbeitsverfahren« AV
Parameter-Schätzwerte Ä, = _ 257,68 Ä, = _ 188,37 Ä, = _ 15,44 Ä., = _ 190,37 Ä, = 154,10
t -Testwerte fur die E1nzel-Dıf- J 2 3 4 5ij ._ _ . . .
ferenzhypothesen mit Irrtums
wahrscheinlichkeits)
1 -2 212
2,88 %
, -3,166 -5,356 -6 230
0,19 % 3,9 - 10`5% 6:3 - 10`7%
2 -3,086 0,084 -9,009 E
0,03 % 93,3 % 1,4-10-12%
3 2,556 -7,234
1,18 % 3,9 - 10`9%
4 -5,834
4,2 - 10"6%
5) siehe Fußnote 5 in Teil 1, Kapitel 1.3.3.
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wird. Sollte jedoch eine Vereinfachung aus Gründen der An-
wendungserleichterung notwendig sein, dann können einzelne
Variablen in der Reihenfolge ihrer Unbedeutsamkeit ent-
weder weggelassen oder durch Einsetzen eines-mittleren re-
präsentativen Wertes als Konstante behandelt werden. Damit
wird erneut deutlich, wie wichtig die im Kapitel 2.3 erörterten
statistischen Verfahren zur objektiven Bewertung der Bedeut-
samkeit der einzelnen Variablen für die praktische Arbeits-
planung und deren rationelle Durchführung sind.
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Das MINQUE-Verfahren zur Schätzung von Varianzkomponenten
und Regressionskoeffizienten bei longitudinalen Daten
Hanspeter Thöni
Zusammenfassung
Fiir das MINQ UE- Verfahren zur Schätzung von Varianz- und
Kovarianzkomponenten bei longitudinalen Daten werden die
Koeffizienten der Varianz- und Kovarianzkomponenten in
den Schätzgleichungen in geschlossener Form angegeben. Die
Schätzgleichungen können damit in expliziter Form f = G ô
dargestellt werden.
Summary
The MINQUE procedure can be used to estimate variance
and covariance components in longitudinal data. The coeffi-
cients of these variance-covariance components in the system
of estimation equations are given in closed form. The equa-
tions can be written explicitely as f = G Ö:
1. Einleitung
Beschreibt man longitudinale Daten oder Wachstumsvor-
gänge, bei welchen an N Individuen wiederholt zu T, Zeit-
punkten Messungen vorgenommen wurden, mit Hilfe eines
gemischten linearen Modells in der Form
Yit = ßø + b0i + (ßı + b1i)Xi± 'l' ' ' ' + (ßp "l" bpi)Xii 'l' eit (1)
miti = 1, ..., N, t = 1, ..., Ti, so richtet sich das Interesse auf
die Schätzung der Regressionskoeffizienten ß” = (ßo, ßl, ...,
ßp) der mittleren Ausgleichskurve der Grundgesamtheit der
Individuen, und auf die Schätzung der Kovarianzmatrix Z =
E(bib,) der individuellen Regressionskoeffizienten und die
Varianzen of der individuellen Residuen eit.
Zur Schätzung der Varianzkomponenten Z und of und zur
Berechnung des AITKEN-Schätzers für die Regressions-
koeffizienten [3 ist in einer vorangegangenen Arbeit von
URFER und THÖN1 (1976) ein Verfahren vorgestellt worden,
welches zur Schätzung der Varianzkomponenten das von
RAO (1972) vorgeschlagene MINQUE-Verfahren heranzieht.
Zur Berechnung der Schätzer der Varianzkomponenten
muß ein Gleichungssystem aufgestellt werden, welches soviele
Gleichungen enthält als Varianzkomponenten zu schätzen
sind, also insgesamt (p + 1) (p + 2)/2 + N Gleichungen mit
ebensovielen Unbekannten. Diese Schätzgleichungen sind in
URFER und THÖNI (1976) als Gleichungen (3.3) und (3.4)
angegeben. Sie enthalten auf der rechten Seite die Elemente
der Kovarianzmatrix Z und of in impliziter Form. In den fol-
genden Abschnitten sollen diese Gleichungen in eine explizite
Form übergeführt werden.
Gleichzeitig wird die Darstellung so Verallgemeinert, daß
jedes Individuum eine ungleiche Anzahl T, von Beobachtun-
gen liefert und die Meßpunkte xi, für die Individuen nicht
übereinzustimmen brauchen (unbalanzierte Daten).
Damit soll die Anwendung des Verfahrens zur Schätzung
der Varianzkomponenten erleichtert werden.
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2. Der ››vech«-Operator
Zur Darstellung der Koeffizientenmatrix des Gleichungs-
systems wird ein Operator gebraucht, welcher die q(q + 1)/2
distinkten Elemente einer symmetrischen qxq-Matrix in einen
q(q + 1)/2x1 Vektor umwandelt. SEARLE (1976) hat dafür die
Bezeichnung
››V6Cl1 A«
vorgeschlagen. Vech A ist demnach ein Vektor, in welchem
die Spalten von A jeweilen mit dem Diagonalelement be-
ginnend untereinander stehen, also z. B.
011
011 012 013 U21
Vech Z = Vech o21 o22 023 = 031 (2)
3x3 031 032 033 022
032
033
Wegen der Symmetrie von A ist zudem Vech A = Vech A“.
3. Die Schätzgleichungen der Varianzkomponenten
Die verwendeten Symbole stimmen weitestgehend mit den in
URFER und THÖN1 (1976) verwendeten überein.
Es ist y1 = (y11, y12, .. ., y1-11)” der T1x1 Vektor
der T1 Beobachtungen am i-ten Individuum,
Xi = 1 , 1 , . . . , 1 ,
Xi1› Xi2› -› Xir
0 0 ı
X11, Xi2› --~› Xir
die T1xq Matrix der unabhängigen Variablen (Zeit), wobei als
Ausgleichskurve eine Polynom p-ten Grades angenommen
wird, q = p + 1, und T1 die Anzahl der Meßpunkte am i-ten
Individuum.
Die in der Gleichung (3.1) definierte Matrix
N N
i=1 i=1
Ne
Z (X120 Xi "l" Oli IT1) (3)
i= 1
ist eine blockdiagonale Matrix, deren Inverse ebenfalls eine
blockdiagonale Matrix der Form
V-1 = «tag (vr) <4)
mit V1 = X1Z0X1 + 0111 ist. Die in der Gleichung (3.2) benö-
tigte verallgemeinerte Inverse
(X”V`1X)`
kann in die vereinfachte Form
N
(X”V"1X)`= V* = ( Z X1V1`1X1)`1 (5)
qxq 1= 1
gebracht werden. Für das in den Schätzgleichungen (3.3) und
(3.4) enthaltene Matrizenprodukt
v-1NV = v-1(1„- x(x*v-1x)-x¬v-1) (6)
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schreiben wir
W11 W12 W1N
V_1NV = W = ' ' -
WN1WN2 - - - WNN
W0l`1l1
W11= V51-V1-1x1v*x1V-1 ,i= 1,2,...,N (8)
und
w11= -v1-1x1v*x;v,.-1 ,i,j = 1,...,Nun<1i± j (9)
sind. Die W11 sind symmetrische T1xT1 Matrizen, die W11 sind
T1xT1 und im allgemeinen (d.h. wenn X1 ± X1 und/oder V1 ±
V1) nicht symmetrisch. Es ist jedoch W11 = W11.
Weiterhin werden folgende Matrizen definiert:
Cij = WijXj› Cij = XjWji› C11: WjiXi› Cji = Xiwij (10)*
mit den Dimensionen T1xq bzw. TJ-xq (qxT1 bzw. qxT1 für die
Transponierte). Man beachte, daß hier C11 ± C111 ist!
N N
qXq 1= 1 1= 1
qxq
Die Schätzgleichungen
N N N 1
2 z1wyywz1 = 2 2 z1wz12z,1wz1+
i=1 i=1j=1
N N
2 8% 2 z,fwU1U1wz1 (3.3) = (13)
i= 1 j= 1
N
y*wU1U;wy = 2 if(U;wz,2z1wU1)+i= 1
N
i= 1
welche die Varianzkomponenten in impliziter Form enthalten,
sollen nun in ein explizites Gleichungssystem
f= G8 (15)
übergeführt werden. Dazu werden die Elemente der Koeffi-
zientenmatrix G benötigt.
Der Parametervektor ô besteht aus den q(q+ 1)/2 + N zu
schätzenden Varianzkomponenten, die Matrix G und der Vek-
tor f werden passend unterteilt:
f G“ Gift 112l1X\l UX ,. VÖCf=l†l'>›G' G16.. ›°= (16)
Nxu NxN
Dann sind G11 die Matrix der Koeffizienten der Elemente von
Z und G12 diejenige der Koeffizienten der ôš in den u =
q(q + 1)/2 Gleichungen von (3.3) und entsprechend G21 und
G22 die Koeffizienten von 2 und ôf in den N Gleichungen
*) Zur Kontrolle gilt, da WX = 0,
N N
j= 1 j= 1 (10 21)
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(3.4), f1 und f2 entsprechend für die linken Seiten der Glei-
chungen.
3.1 »Linke Seiten«
Für die Elemente von f1 berechnet man zunächst aus (3.3)
N N N N 12 z1Wyy°WZ1-2 ((2 X1w„-y,->(_2 X1W11y1›*)=
1= 1 1= 1 j= 1 j= 1
N N N
_2 ((2 CiiY1)(_Z Ciiyiyi (17)1=1 j=1 j=1
und daraus
N N N
11 = ve@h12 ((2 c,11y1) (_2 c,11y1):). (18)
1=1 j=1 j=1
Die N Elemente von f2 erhält man nach (3.4) zu (19)
N N
1: 1:
3.2 Koeffizienten der Elemente von Z
Es ist Z{WZ1 = X1W11X1 = A11. Wie im Anhang gezeigt wird,
kann A112 A11 auf folgende Art dargestellt werden:
Schreiben wir die Matrix A11 aus ihren Spaltenvektoren zusam-
mengesetzt
A11' '___ (al, 8.2, . . . , aq)
wobei wir vorübergehend auf den Index ij verzichten, so gilt
A112 A11 = A112 A11 = (21)
= Ö11(313i) + Ö12(a132' 'l' azai) +
+ 0111 (a1a1'1 + aqa1) + 022 (a2a'2) + + ôqq (aqaq)
Die diadischen Vektorprodukte aμal (μ,v = 1, . . . , q) müssen
für alle Matrizen A11 gebildet und summiert werden. G11 lautet
sodann
N N N N
G11 = (vechZ Z (a1a1), vechZ Z (a1a2 + a2a1), ...,
1 j 1 j
N N N N
vechZ Z (a1a1'1+ aqa1), ..., vechZ Z (aqaq)) (22)
1 j i j
Die Matrix G11 erhält folgende Struktur:
Indiziert man die Zeilen und Spalten der Matrix mit den Dop-
pelindices der entsprechenden Elemente von Z, also 01,11,
G11 = {gamw} o1ß,μv = 11,12,...,qq,
__ __ 2 2
gawllll _ gμμ,0ıo1 _ (a°*μ)il + (aμa)ll
galiμμ = (aan aßμ )ii + (aim aμß )11'
gμμ gß = 2go1ß¬μμ
8041“” = gilwß = Z (30111 3 ßv)i1' + Z (aow aßii lit'
išj ií j
+ _Z1 (am a„11)11 + _Z_ (aμß am )11
1<j 1<j
worin die (a1-11, )11 die Elemente der 01-ten Zeile und μ-ten Spal-
te von A11 darstellen, und nur die distinkten Matrizen A11 mit
ií j betrachtet werden.
(Man beachte, daß für i=l= j a21,=i= aμa ist, nur für i=j ist
aoıμ = al-101 .
Für U1WZ1 = W11X1 = C11 schreiben wir ebenfalls zusammen-
gesetzt aus den Spalten
C11= (c1, c2, ...,cq). (23)
Es wird dann
N A N ^
Z tr(U1WZ12 Z1WU1) = Z tr(C11Z C11) (24)
i= 1 i= 1
wie vorhin wird c112C;1 = ö11(<>1@1) + + 8„(c,@g,).
Wegen tr(c1,cç) = cçcμ = c1,c„ erhält man schließlich für die
j-te Zeile von G21 die Summen
N N N N
Z (c1c1)--, 2 Z (c1c2)11,... 2 Z (c1cq)11,..., Z (c1`1cq)11
1 1 1 1 1 1 1 1Jl 7 I I
für1'=1,...,N (25)
wobei der Index ji außerhalb der Vektorprodukte anzeigt,
welche C11 in die Rechnung eingehen.
3.3 Koeffizienten von 012
In (3.3) gilt für
ı , 0
N N N
J J J
so daß die Spalten von G12 geschrieben werden können
G12 = (vech B1, Vech B2, ...,vech BN) (27)
Da B1 = ZC11-C11 ist, besteht zwischen G12 und G21 folgen-
der Zusammenhang: diejenigen Spalten von G21, welche
Koeffizienten von Varianzen 0 W darstellen (also alle Spalten
2(cç c„)), stimmen mit den entsprechenden Zeilen von G12
überein; diejenigen Spalten, welche Koeffizienten von Kova-
rianzen 01,2 bilden (also alle Spalten 2Z(cicμ)), sind das
Doppelte der entsprechenden Zeilen von G12.
In (3.4) ist tr U1WU1U1WU1 = tr W11W11 = tr W11W11 ~ G22
ist eine symmetrische NxN Matrix, bestehend aus den Elemen-
ten
T1 T1
tf Wijwji = tr Wjiwij = 2 Z (Wâv)ij
μ=1v=1
worin (wμv )11 die Elemente von W11 darstellen.
4. Berechnung der Regressionskoeffizienten
Zur Berechnung des AITKEN-Schätzers für die Regressions-
koeffizienten wird zunächst eine Schätzung der Kovarianz-
matrix der abhängigen Variablen y11 benötigt, welche nach
Gleichung (3.5) l. c. die Form
/\ 1 N , N A
c<›v(y) = v = 2 z12z; + 2 0%U1U; (29)
i=1 i=1
hat, womit dann gemäß Gleichung (3.6) der AITKEN-
Schätzer
ß= <X°v*X›*X°v*y (30)
berechnet wird.
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Ein Vergleich mit den Gleichungen (3) - (5) läßt sofort er-
kennen, daß^V ebenfalls eine blockdiagonale Matrix darstellt
und daß (X”V`1X)`1 als
nämlich
N
(x:v-1x)'1 = (_ 21x'1v,-1x1)"1 (31)
li
mit
V1 = X12X1 + 62111 (32)
geschrieben werden kann (vgl. (4)), wobei hier nun anstelle
der Vorinformation Z0 und af die MINQUE-Schätzungen E
und 0% treten.
Entsprechend erhält man für 111 = 11213:
N
X°V`1y = _ 21XiV1`1y1 (33)
lí
5. Beispiel
Das nachfolgende numerische Beispiel dient der Illustration
des Rechenganges. Die angeführten Zwischenergebnisse sol-
len die einzelnen Rechenschritte erläutern.
Die Daten bestehen aus Beobachtungen an N = 3 Indi-
viduen, welche T1 = 3, T2 = 4 und T3 = 5 Beobachtungs-
paare aufweisen. Als Ausgleichsfunktion wird eine Gerade
(q = 2) angenommen.
3
B1 Cj_jC1j
i=1
i t Xi: yit
(.ıı-l>~u¬>l\.)i-›-l>~UJl\J›-b¬>l\)›-› OOO\-l>t\.>C>\lUıuJ›-›\l-l>~›-› OOO\U1UıO`\O\O'\UıUJOOl\Jl\J
3
|,...ıj._.A -l>›-\ \]›.-›&_ZEs ist z.B. y1 = (2,2,8)°, X1 = (
> 1 12 = 1001054
und für
Als ››Vorinformation<< benutzen wir Z0 = I2 012 = 1 für 8184588
alle i (RAO (1972) p 1 15 (6.6)). Als Erstes berechnet man 4`519121
3 5 8 ._ . _ _. .V1 = XIX1 _1_ I = 5 18 29 Fur die rechte Seite benotigt man zur Berechnung von G11
8 29 51 9 die Summen der diadischen Produkte der Spalten von A11 bis
W11 = V51- V;1X1V*X1V1-1
( 0.490537 -0.227980 0.053503
0.316059
C11 = W11X1 =<
0.098581
-0.138320
C12 = W12X2 = <-0.048075
0.042169
_ -0.032087 0.015460
B2 und B3, und die Matrizen A11
. _ (0326218 0.060951
1 A11 " XlcÀ _ (0060951 0.646879
. _ , _ -0.144220 -0.035239
2 A12 " A21 " XlcÀ _ (-0.035439 -0.321729)
und entsprechend A13 = A31, A22, A23 = A32, A33
Auf der linken Seite des Gleichungssystems erhalt man fur
_ 1 0.183112 ~0.032087)
A33; z. B. für die erste Spalte
0.620968 -0.185484 0.008065
Damit können die Teilmatrizen von W berechnet werden,
= -0.227980 0.702913 -0.366194
0.053503 -0.366.194 0.214110
w12 = W21 = -v~1x1v>=<x2v2-1
-0.120329 -0.063163 -0.005997 0051159
= (-0.039102 -0.021047 -0.002991 0015064
0.042125 0.021070 0.000015 -0 021040
und entsprechend die Matrizen W13 = W31, W22, W23 =
W32, W33. Weiterhin werden benötigt die Produkte C fur alle
-0.046862
0.020317
0.087496
0.018383
-0.011746
-0.041875
und entsprechend C13, C21, C22, ..., C33. Daraus berechnet
man unmittelbar die Summen
3 3 1 3
f1 = Vech Z 2 2i=1 j=1 j=1
1.157384 -0.368497 1 157384
Vech 5= Q-0 368497 )
-0.368497 0.117423 0 117423
\0.008065 -0.379032 0.233871 vßßhi 201191) = 0088493 ›
ví1=(-0.185484 0.717742 -0.379032) 3 3 10551771)
1 1
d -1 -1 ~ ~un entspšechend V2 und V3 . Sodann bildet man die für die Zweite Spa1te
0.014823
Summe 2 XlVí1X1 und 3 3 0.176980
davon die Inverse ( Z X1'V1`1X1)`1
i= 1 etc. Für G21 berechnet man die Elemente der j-ten Zeile aus
_ _ 0 639523 -0 055371 den inneren Produkten der Spalten der C 1, z B fur die erste
" V* " i-02055371 0347289) zeile
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3 3 3 1 332952 (ac), = 0.183112, 2 2 (@'@)1=-0.064174, 2 X3/1-11 =( _ ~ j1:1 1 1 1 1:1 1 2 1 (i=1 Y) -41.4170
3 _. _. ^ 3.29332 (C1C2)11= ()_()]_546(), und der AITKEN-Schatzer fur |3 = ((14835
i=1
und analog für die 2. Zeile mit C21 und die 3. Zeile mit C31.
. A hDie Spalten von G12 bestehen aus Vech B1 und die Elemente n ang
def symmetrischen Teilmatfix G22 aus den Summen der qua' Es sei 2 eine symmetrische qxq Matrix mit den Elementen
drierten Elemente der Matrizen W11,z.B. O1(μ1V _: 1121 W, q) und GW = Om, und A eme beheblge
3 3 näxq Matrix, bestehend aus den q Spalten (a1, a2, , a ) Dann
tr W11W11 = Z Z (w¿„)11 = 1.158426, besteht das Produkt ZA' aus den Zeilen
1=1 =
μ V EA, = O11 U12 . . . G111 31
tr W12W21 = tr W21W12 _; Ö21 Ü22 .. . Ü21 32
Das Gleichungssystem zur Bestimmung der Schätzer der ' ` ` `
Üqq aq/
Varianzkomponenten lautet somit ' ' ` '
MZ GSO
1.1574
-0.3685
0.1174
q1 ı ı ı
+
-i-
= 131 '1'Ü1232
a' +0 af
1.0011
4.5191
= 21 1 22 2
8.1846/
/+ 01qaq
+ 02111321
0.5518
0.0885
0.0148
0.1831
0.1729
0.1237
l
l
3.1770
1.0332
3.3326
3.0642
3.0653
3.0381
0.0148 0.1831
0.1663 -0.0321
1.8933 0.0155
0.0155 1.1584
0.0139 0.0260
0.0084 0.0246
mit dem Lösungsvektor / 3.7860
0.0278
ô =
6.4104
0.0541
-0.5041
1.2688
sionskoeffizienten lautet damit
0.1729
0.0326
0.0139
0.0260
2.1290
0.0249
0.1237
0.0191
0.0084
0.0246
0.0249
3.0521
0q131 + Üqz 32
und
AZA, : (31, 32, . . ., 3q)
0113/1 + 01232 "i" . .
021a'1 +022a2 + ..
= 01131311 "l" Ö12313/2 "l" ... "l' Ü1q313q
'i' 0213231 + 0223232 + + Ü2qa2aii
'l' 0 13q3'1 `l` + 09 aqalq
= 31131311 + 012(a1a'2 + a2a'1) + + 01q(a1aq + a a1 +
Die geschätzte Kovarianzmatrix der individuellen Regres- + 022a2a'2 + 023(a2a'3 + a3a'2) + + 02q(21221š1+ 3 32 1'
+
0 qaqag
_ -0.5041 0.0278 q-
â _ 1 3.7860 -0.50411 + <1
I+ + oqqaq
+ O'1q3é ='
-l- 02qa{1
<1 1 <1= 2 g1,μ(aμa”μ) + Z Z 01W a11a„+a„a
und die Schätzungen für die individuellen Varianzen der Re- 11:1 11: 1 1,: 111.1
siduen
02 = 6.4104, 02 ä 0.0541, und 03 = 1.2688.
Zur Berechnung von ß benötigt man die individuellen Ko- .^ ^ Lıteraturvarianzmatrizen V1, ihre Inversen V11 und die Produkte
XiV_1Xi und XivÀyi' Für i = 1 erhält man Z' B ' RAO, C. R. (1972): Estimation of Variance and Covariance Compon-
0.1 120 - 0.0239 - 0.0039 ents in Linear Models. Journal of the American Statistical Associat-
v~11 = (x12x1 + 8213)* = (-0.0239 0.1615 0.0349) i<›n67.112-115.
Die Koeffizienten des Gleichungssystems für [3 lauten dann
3 ,^_1 _1 _ 1.7130 -0.2172
( Z _ <_ 0 2 0 005 Anschrift des Verfassers: Prof. Dr. Hanspeter Thöni, Institut fur Angewandte Mathematik
i: 1 - ~ 8 und Statistik der Universität Hohenheim, Postfach 106/01 100 7000 Stuttgart 70
_()_()039 ()_()349 ()_229g SEARLE, S. R. (1976): A Univariate Formulation of the Multivariate
A 0 8168 3 2857 Linear Model. Paper No. BU-318 in the Biometrics Unit Cornell
X`1V1`1X1 = ( ' ' ) und University (to appear in FESTSCHRIFT FUR H O HARTLEY
32857 168109 I Academic Press, 1977)
, 2 5997 URFER, W., und H. THÖNI (1976): Zur Schätzung von Wachstums-
XiV1_1Y1 = ( ' ) kurven aufgrund wiederholter Messungen am gleichen Individuum15.6640
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Die Analyse von Spaltanlagen mit Gitterstruktur
der Kleinparzellen
W. E. Weber und W. Haufe
Zusammenfassung
Bei der Durchführung von Versuchsserien an mehreren Orten
können die Wiederholungen dazu benutzt werden, den Ein-
fluß unterschiedlicher Anbaubedingungen auf das Sortiment
Zu erfassen. In dieser Arbeit wird ein Auswertungsschema
vorgestellt, wenn dabei gleichzeitig Gitteranlagen benutzt wer-
den sollen. Es wird gezeigt, daß bei einer Auswertung von
Versuchsplänen, bei denen die Faktoren Orte und Behandlun-
gen symmetrisch zueinander stehen, einerseits die Wechsel-
wirkung der Sorten mit diesen zwei Faktoren erfaßt, zum
anderen aber auch der Einfluß unvollständiger Blöcke auf die
Sortenmittel durch eine Korrektur beseitigt werden kann. Fiir
die Priifung von Sortenunterschieden ganz allgemein werden
Testgrößen gebildet analog zu den Testgrößen, die bei ge-
wöhnlichen Gittern Verwendung finden. Mit Hilfe von Simu-
lationsstudien wird die Verteilung dieser Testgrößen unter-
sucht
Summary
When carrying out trial series at several locations, replications
can be used to determine the influence of different growing
conditions on the range of varieties. This paper represents a
scheme of evaluation to be applied with a simultaneous use of
lattice designs. It is shown that with an evaluation of trial plans,
where the factors locations and treatments are in a symmetrical
order, on the one hand the interaction between the varieties
and these two factors can be recorded, but on the other hand
also the influence of incomplete blocks on the varietal average
can be eliminated by a correction. For the purpose of examining
variety differences in general, parameters are formed analogous
to the parameters used with normal latice designs. With the
aid of simulation studies, the distribution of these parameters is
analysed.
1. Einleitung
Bei der Züchtung landwirtschaftlicher Sorten bedarf es um-
fangreicher Leistungsprüfungen, ehe aus einem großen Aus-
gangsmaterial aussichtsreiche Kandidaten selektiert und die
besten zur Zulassung als neue Sorte angemeldet werden kön-
nen. Hierfür legt der Pflanzenzüchter Versuchsserien an, in
denen er die in die Auswahl einbezogenen Stämme einer
Leistungsprüfung an verschiedenen Standorten, über mehrere
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Jahre und unter verschiedenen Anbaubedingungen unter-
zieht.
Die Bestimmung möglichst genauer und vergleichbarer
Prüfgliedmittelwerte ist eine Voraussetzung für die Effizienz
der Selektion. Die Erfüllung dieser Forderungen wird er-
schwert durch die große Zahl von Prüfgliedern, die in der
Regel in solchen Serien geprüft werden müssen. Hier haben
sich seit vielen Jahren Gitteranlagen besonders bewährt.
In der folgenden Arbeit soll untersucht werden, inwieweit
bei einer Versuchsserie über mehrere Orte die Wiederholun-
gen an einem Ort dazu benutzt werden können, verschiedene
Anbaubedingungen in ihren Auswirkungen auf die Leistungen
der Stämme zu vergleichen, wenn dabei als Versuchsanlage
ein Gitter benutzt wird.
2. Modelle
Wir betrachten das folgende lineare Modell für eine Spaltan-
lage:
a) Großparzelle
y]-1= μ+oj+b1+obJ-1+wj1
b) Kleinparzelle
Yijı = Hjı + Pi + P0ij + Pbiı + bljım + eijı
mit μ = allgemeines Mittel
oj = Ortseffekt
b1= Behandlungseffekt
WJ-1 = Wiederholungseffekt = Fehler der Großparzellen
und lljı = allgemeines Mittel derjl-ten Großparzelle
pi = Sorteneffekt
bljlm = Blockeffekt innerhalb der jl-ten Wiederholung
ei,-1 = Fehler der Kleinparzellen
ob]-1, poij und pbil sind die entsprechenden Wechsel-
wirkungen
Effekte für Orte, Behandlungen und Wiederholungen werden
nur in Großparzellen erfaßt, Sorteneffekte in Kleinparzellen.
Zufällige Effekte seien normal verteilt mit dem Mittelwert 0,
also etwa WJ-1 ~ N (0, oå). Alle Kovarianzen seien Null. Bei
der Analyse von Orten, Behandlungen und Wiederholungen
ist die Bezugsbasis die Großparzelle. In den Tabellen enthält
oå noch den Fehler der Kleinparzellen sowie eine Kompo-
nente für die Einschränkung der Randomisation durch die Bil-
dung von Großparzellen (ANDERSON, 1970) und bei Gittern
auch die Blockvarianz.
Im Abschnitt 2.1.2. entfallen Behandlungen und die ent-
sprechenden Wechselwirkungen, im Abschnitt 2.1.1. zusätz-
lich die Blockeffekte. Im Abschnitt 2.2.1. entfallen nur die
Blockeffekte, und im Abschnitt 2.2.2. wird das volle Modell
betrachtet.
WEBER/HAUFE, Analyse von Spaltanlagen mit Gitterstruktur der Kleinparzellen 69
Tab. 1. Varianzanalyse für eine Versuchsserie mit Sorten und Orten (Blockversuch)
Zeile Varianzursache FG Beispiel E (MQ)
für FG*
Test
gegen
Zeile
1 Orte o- 1
2 Wiederh. an Orten o (r- 1)
2 ozw + r 020 2
6 ozw -
3 Sorten p- 1
4 Sorten >< Orte (p - 1) (o- 1)
5 Rest o(r- 1) (p-1)
24 oz + r ozpo + ro ozp 4
48 02 + r 021,0 5
144 oz -
Beispiel für eine Serie mit p Sorten = 25, o Orte = 3, r Wiederholungen = 3
Tab. 2. Varianzanalyse für ein Gitter
a) An einem Ort
Zeile Varianzursache FG Beispiel E (MQ)
für FG*
1 Wiederholungen r- 1
2 Sorten kz - 1
3 Rest (Blöcke ign.) (k2 - 1) (r- 1)
3 a Blöcke (Sorten el.) (k - 1) r
3 b Rest (korr.) kzr- kz-kr + 1
2 ozw
2 2 2 k 224 O+l'(0p+OpO>+-kíöbl
1<2 248 Ü + i_"°`_'k+1Üb1
_ 112 02 +f†ı<ø2b1
36 02
b) Zusammenfassung der Orte
l
Varianzursache FG Beispiel* E (MQ)
Orte o - 1
Sorten (korr.) k2 - 1
Sorten >< Orte (korr.) (kz- 1) (o- 1)
2 ozw + r oz.,
k *ii*
24 02 (1 + lå-)+ro2p0+roo2
kμ>§¦>Z<48 2 1 -T--_ 2o ( + k+1 )+rop0
Beispiel für einen Versuch mit kz Sorten = 25 und r Wiederholungen = 3, bei cer Serie o Orte = 3
1 °.. μ : _C:_ Z μort
J 1
2.1. Sortenversuche an mehreren Orten
2.1.1. Blockversuche
Werden p Sorten an o Orten in jeweils r Wiederholungen ge-
prüft, so ergibt sich das Varianzanalyseschema in Tab. 1. Im
vorliegenden Falle werden der Faktor Sorten als fix und der
Faktor Orte als zufällig im Sinne der Modelle von EISENHART
(1947) betrachtet, da die Leistung ganz bestimmter Sorten
über ein breites Anbaugebiet untersucht werden soll. Orte
und Wiederholungen werden in Großparzellen geprüft, daher
haben sie einen anderen Fehler als die anderen Varianzursa-
chen. Da die Sorten gegen die Wechselwirkung Sorten >< Orte
getestet werden müssenl), ist eine Erhöhung der Zahl der
Standorte wesentlich wirksamer als eine Erhöhung der Zahl
der Wiederholungen an einem Ort.
2.1.2. Gitteranlagen
Wird die Prüfung der Sorten in Gitterversuchen vorgenom-
men, dann gelten die in Tab. 1 angegebenen Erwartungswerte,
wenn auf die Berechnung der Blockinformation (unter Block
1) Der Test wird in dieser Arbeit nicht davon abhängig gemacht, wie
der Test der Wechselwirkung ausgefallen ist.
wird hier die Unterteilung der Wiederholungen in Blöcke bei
Gitterauswertungen nach COCHRAN und COX (1950) ver-
standen) verzichtet wird. Soll diese Information (Inter- und
Intra-Blockinformation) jedoch mitbenutzt werden, so ergibt
sich für einen einzelnen Ort das Schema in Tab. 2 a. Die Vari-
anzursachen Sorten und Sorten >< Orte sind in einem solchen
Versuch nicht zu trennen; die Korrektur der Blöcke erfolgt
entsprechend für Sorten und Sorten >< Orte gemeinsam. Ein
Test auf Sortenunterschiede am Einzelort bezieht automatisch
die Wechselwirkungen mit ein; das gilt grundsätzlich für je-
den Versuchstyp. In der Versuchsserie lassen sich dagegen aus
den korrigierten Sortenmitteln der Einzelorte MQ Sorten
(korr.) und MO Sorten >< Orte (korr.) ermitteln, und die Sor-
ten sind auch hier gegen die Wechselwirkung zu testen. Für
einen Test der Wechselwirkung ist zu berücksichtigen, daß die
in die Berechnung eingehenden Mittelwerte korrigiert wur-
den. Tab. 2b enthält die Zusammenfassung der Orte. In
diese Analyse gehen nur Sortensummen ein, d. h., die Wieder-
holungen sind nicht mehr getrennt zu erfassen. Die Erwar-
tungswerte für MQ Sorten (Korr.) und MQ Sorten >< Orte
(korr.) gelten nur approximativ, da bei der Korrektur der Sor-
ten für den Wägungsfaktor μ ein Schätzwert |1 benutzt wird
(KEMPTHORNE, 1952). Die Zeile für Orte entspricht der
Zeile 1 in Tab. 1. Der dazu gehörende Rest ist MQ Wieder-
holungen an Orten und entspricht dem MQ-Wert der Zeile 2
in Tab. 1.
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Tab. 3. Varianzanalyse für eine Spaltanlage mit Orten und Behandlungen sowie Sorten (Blockversuch)
Zeile Varianzursache FG Beispiel E (MQ) Test gegen Zeile
für FG** Beh. fix. Beh. zuf.
1 Orte o - 1 2
2 Behandlungen b - 1 2
3 Orte >< Behandl. (o- 1) (b- 1) 4
o2w[+ o20b]* + bozo - 3
ozw + 0201, + oozb 3 3
Üzw + Üzob 'T _
\lO\Uı-l>-
Sorten p- 1 24
Sorten >< Orte (p- 1) (o- 1) 48
Sorten >< Behandl. (p- 1) (b- 1) 48
Rest(= Sorten >< (p-1) (o-1) (b-1) 96
Orte >< Behandl.)
oz [+ oo2pb]* + bo2p0 + obozp 5 5 + 6-7
02 + bozpo 7 7
oz + oozpb 7 7
oz - -
nur wenn Behandlung zufällig
Beispiel für eine Serie von p Sorten = 25, o Orten = 3, b Behandlungen = 3, Wiederholungen = 1
2.2. Einbeziehung von Behandlungen in Form
von Spaltanlagen
2.2.1. Blockversuche
In die bisher beschriebenen Versuche wurden nur verschie-
dene Standorte einbezogen. Es liegt nun nahe, die Wiederho-
lungen dazu zu benutzen, den Einfluß verschiedener Anbau-
maßnahmen zu untersuchen, z.B. bestimmte Düngungsmaß-
nahmen oder Standweiten. Auch bei solchen Versuchen ist
das Hauptziel, Sortenmittel zu schätzen. Wenn eine Wechsel-
wirkung zwischen Sorten und Behandlungen vorliegt und die
Behandlungseffekte als fix zu betrachten sind (weil ganz be-
stimmte Behandlungen untersucht werden), hängt der Ab-
stand zwischen den Sorten, unter Umständen aber auch die
Reihenfolge der Mittelwerte, von den Bedingungen ab. In
einem solchen Falle ist es zu überlegen, ob nicht eine Auswer-
tung für jede Behandlungsstufe getrennt durchgeführt werden
soll. Da aber im allgemeinen Sorten nicht für ganz bestimmte
Anbaumaßnahmen gezüchtet werden, sondern die Sorten
sich unter dem üblichen Spektrum der Anbaubedingungen be-
währen sollen, ist es angebracht, auch bei Vorliegen einer
Wechselwirkung die Sortenmittel über alle Behandlungs-
stufen und Standorte zu Vergleichen.
Eine andere Möglichkeit besteht darin, die Behandlungs-
effekte als zufällig zu betrachten, d. h., es handelt sich um eine
Stichprobe möglicher Anbaumaßnahmen. Da die Hauptwir-
kungen für Standorte im allgemeinen unwichtig und für Be-
handlungen von nachgeordnetem Interesse sind, bietet sich
die Spaltanlage mit Behandlungen und Standorten als Groß-
Fig. 1. Verteilung der Wiederholungen eines Gitters (r = 3) auf Orte
und Behandlungen
Ort= A B C
7: ___ __
/__ __ __/-\ - -/-\ - -í_3 _
k<<<4 r<<<qBehand|ung=Wiederholun =Vertei|ung=
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parzellen und Sorten als Kleinparzellen an. Tab. 3 bringt die
entsprechende Varianztabellel). Der Test für die Sorten
hängt davon ab, ob die Behandlungseffekte fix oder zufällig
sind. Die Hauptwirkung Orte ist nur gemeinsam mit einer
Komponente zu testen, die auf die Einschränkung der Zufalls-
auswahl bei der Zuordnung der Behandlungen zurückgeht
(ANDERSON, 1970).
2.2.2. Gitterversuche
Wenn die Zahl der Sorten groß ist, liegt es auch bei diesem
Versuchstyp nahe, Gitteranlagen zu benutzen. Das im Ab-
schnitt 2.1.2. beschriebene Verfahren, Einzelorte auszuwer-
ten und bei der Zusammenfassung korrigierte Sortenmittel zu
benutzen, ist nicht anwendbar, da in den Einzelversuchen
Blockeffekte von der Wechselwirkung zwischen Sorten und
Behandlungen nicht getrennt werden können. Im folgenden
soll nun die Auswertung eines ganz speziellen Versuchsplanes
beschrieben werden, der im Zuchtbetrieb von Lochow-
Petkus entwickelt wurde und unter der Bezeichnung ››Wech-
selgitter« bekannt ist (FUNKE und HAUFE, 1976).
An einem Ort wird ein Gitter ohne Wiederholung des
Grundplanes mit r Wiederholungen angelegt. Für r = 3 hei-
ßen die Pläne etwa X, Y und Z. Dabei erhält die Anordnung X
die Behandlungsstufe bl, Y erhält bz und Z schließlich b3. Am
nächsten Ort werden dieselben Pläne benutzt, aber X erhält
nun b2, Y erhält b3 und Z schließlich bl. An den anderen
Orten wird sinngemäß verfahren. Fig. 1 verdeutlicht das An-
lageschema noch einmal für r = 3. Die Varianzanalyse ist in
Tab. 4 aufgeführt unter der Annahme, daß die zweifache
Wechselwirkung nicht existiert. Das Schema kann leicht ver-
allgemeinert werden, so kann beispielsweise die zweifache
Wechselwirkung mit einbe zogen werden. Es ist festzustellen,
daß ohne Berücksichtigung der unvollständigen Blöcke die
Auswertung wie in Abschnitt 2.2.1. erfolgen kann.
Bleiben bei der Auswertung als Gitter die Faktoren Orte
und Behandlungen zunächst außer Betracht, so kann der Ver-
such auch als Gitter mit rz Wiederholungen und r Wiederho-
lungen des Grundplanes aufgefaßt werden. Entsprechend wer-
den die Blockkomponenten a (Unterschiede zwischen Wieder-
holungen gleicher Struktur) und b (Unterschiede zwischen
dem durchschnittlichen Verhalten der Prüfglieder in ähnlichen
Blöcken und im Gesamtversuch) berechnet (FEDERER, 1955).
Da für die Korrektur der Sortenmittel nur die Komponente b
í___i..___.i-M
*) Die Berechnung der E (MQ)-Werte kann z.B. dem Buch von
SCHEFFIá (1959) entnommen werden und ist wie dort bei fixen
Effekten- z. B. og - als Summe von Quadraten aufzufassen.
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herangezogen wird, kann eine Korrektur der Sortenmittel wie
üblich durchgeführt werden. Lediglich der Wägungsfaktor μ
ist etwas anders zu berechnen: Man benutzt die Definition von
μ. als einem Regressionskoeffizienten zwischen C-Werten (un-
abhängig) und echten Blockeffekten (abhängig). und erhält
μ = oblz/[r.E (MQ Block b)]
= 01,12/ [roz + (r- 1) k obf]
o2 und 021,1 können aus den Zeilen 5 bis 8 der Tab. 4 geschätzt
werden.1) Die Blockkomponente a enthält dagegen auch noch
Wechselwirkungsanteile. Daß die Blockkomponente b davon
frei ist, liegt an der Symmetrie des Planes (Fig. 1). Die mittlere
effektive Fehlervarianz für die ,korrigierten Sortenmittel be-
trägt in etwa
rküs2 (1 + -12:1-)/rz + szpb/r + s2p0/r
gegenüber der Varianz der unkorrigierten Mittelwerte von
k(sz + W- szbl)/rz + szpb/r + s2p0/r.
Beide Formeln gelten für zufällige Behandlungseffekte; bei
der Annahme fix entfällt szpb/r.
3. Test von Sortenunterschieden
für das Modell 2.2.2.
Wie aus Tab. 3 und 4 hervorgeht, hängt die Varianz der Dif-
ferenz zwischen zwei Sorten davon ab, ob die Behandlungen
fix oder zufällig sind. Im letzten Fall ist die Varianz größer.
Nur dieser Fall soll in diesem Abschnitt betrachtet werden.
Für die im Abschnitt 2.2.1. beschriebene Spaltanlage ohne
Gitterstruktur ergibt sich
2 (MQ Sorten >< Orte + MQ Sorten
S2 _ >< Beh. - MQ Rest)
D b o
Bei Gittern hängt die Varianz der Differenz davon ab, ob
die betrachteten Prüfglieder in einem ,Block gemeinsam vor-
kommen oder nicht. Auch wenn die Sortenmittel nicht korri-
giert werden, ist die oben angegebene Formel nur näherungs-
weise gültig (KEMPTHORNE, 1952). Vielfach begnügt sich
der Versuchsansteller mit einer mittleren Varianz. Diese be-
trägt bei Korrektur der Sortenmittel:
s2D = 2 (s2(1 + rk fi/(k + 1)) + r szpb + r s2„0)/rz
Sie läßt sich nicht einfach als Summe von MQ-Werten
schreiben, sondern ist aus den Varianzkomponenten sz, szpb,
szpo und s2b1 zu bilden, die aus den Zeilen 5, 6, 7 und 8 der
Tab. 4 geschätzt werden.
Soll ganz allgemein die Frage untersucht werden, ob Sor-
tenunterschiede bestehen, wird beim Blockversuch der folgen-
de F-Wert gebildet:
F0 = MQ Sorten/(MQ So. >< Orte + MQ So.
>< Beh. - MQ Rest)
Die Zahl der FG ist für den Zähler (kz- 1), für den Nenner
ist die Zahl näherungsweise nach der von SATTERTHWAITE
(1946) angegebenen Methode zu berechnen.
Bei Benutzung der Gitterstruktur kann man ähnlich wie bei
der Berechnung einer Varianz für die Differenz vorgehen.
Auch in den einfachen Gitterversuchen mit Sorten und Wie-
derholungen wirft der F-Test Probleme auf (siehe z.B.
FEDERER, 1955). Ein in der Praxis häufig benutztes Ver-
fahren besteht darin, daß aus den korrigierten Sortenmitteln
MQ Sorten (korr.) berechnet wird und dann ein Quotient
F1 = MQ Sorten (korr.)/[(1 + rk fi/(k + 1)) MQ Rest (Bl. el.)]
gebildet wird. Dieser Testquotient wird dann wie eine F-ver-
teilte Größe behandelt mit (kz- 1) FG für den Zähler und FG
Rest für den Nenner.
Wird dieses Verfahren auf die hier behandelte Spaltanlage
mit Behandlungseffekten übertragen, so ist der folgende Quo-
tient zu bilden:
Fa = MQ Sorten (korr.)/(s2(1 + rk |1/(k + 1)) + r szpb 2 )
+ r s po .
COCHRAN hat für Gitterversuche noch ein anderes Test-
verfahren (zitiert bei COCHRAN und COX, 1950) vorgeschla-
gen:
Für ein Gitter mit r Grundplänen und r Wiederholungen je
Grundplan (also insgesamt rz Wiederholungen) lautet die
Testgröße:
Tab. 4. Varianzanalyse für eine Spaltanlage mit Gitterstruktur (eine Wiederholung)
Zeile Varianzursache FG Beispiel
für FG* *
MQ Emm)
1 Orte r- 1 2
2 Behandlungen r- 1 2
3 Orte >< Behandlungen (r- 1)2 4
M1 Ü20b]* + fÜ2o
M2 02W + 0'201, + rÜ2b
M3 Üzw + Üzob
4 Sorten (Bl. ign.) k2 - 1 24
5 Sorten >< Orte (Bl. ign.) (k2- 1) (r- 1) 48
6 Sorten >< Beh. (Bl. ign.) (kz- 1) (r- 1) 48
7 Rest (Bl. ign.) (k2- 1) (r- 1)2 96
l(M4 O2 [+ I`02pb]* + I`02p0 + I2O2p+T(-:T 021,1
l(¬“ TH “zw
k+'1;?T°2b1
M5 ol + rozpo
M6 02 + rozpb
k
'l' ___" UzbıM” T k+1
8 Blöcke (k- 1) rz 36
8a Komponente a (k- 1) (r- 1) r 24
8b Komponente b (k - 1) r 12
__ I 2_
M8 O2 + í†1j(Ö2pb + 021,0) +  O2b1
Mga U2 + Üzpb "l" O2p0 + kÜ2b1
Msb 02 + "kl_I_1) k 02b1
* nur wenn Behandlung zufällig
** Beispiel für eine Serie von k2 Sorten = 25, r Orte = 3, r Behandlungen = 3, Wiederholungen = 1
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. k(r- 1) 0. r
MO Sorten (Bl. ign.) - 2 ( , S0 - S0)
F2 __ k -1 (r-1) (1+kμ)
MQ Rest (korr.)
Dabei sind:
S0 = SQ Blöcke (Sorten ign.), Komponente b
S0 = SQ Blöcke (Sorten el.), Komponente b
Für die hier behandelte Gitteranlage lautet diese Testgröße
M4- k(”"1)2 ( I (S-r(1<-1›<s2 +s2,..-.›)-S1.)0 _ 1<2_1 (r-1)(1+kμ) “ P”
C 2 2 2s +rs00+rs00
da E(S0) = k(k-1)r 0201 + r(k-1) (0200 + 0200 -|- 02) ist,
wenn 002 = 0 zutrifft.
s2, s200, s200 und |1 sind vorher zu schätzen. Über die Vertei-
lung von F0 und F0 kann zunächst keine Angabe gemacht wer-
den. Das Ziel ist eine Testgröße, die bei gleichem Fehler 1. Art
die Alternativhypothese besser zu erkennen vermag als F0. Ob
F0 oder F0 dazu in der Lage sind, wurde für r = 3 mit Simula-
tionsstudien überprüft. Je Variante wurden 1000 Läufe durch-
geführt. Das Ergebnis ist für verschiedene Modellsituationen
in Tab. 5 dargestellt.
Die Versuche wurden entsprechend dem Modell in Ab-
schnitt 2 simuliert. Einige Effekte (allgemeines Mittel, Orts-
und Behandlungseffekte sowie die Wechselwirkung, Wieder-
holungseffekte und Fehler der Großparzellen) sind ohne Ein-
fluß auf F0, F0 und F0 und wurden bei der Simulation Null ge-
setzt. Für die übrigen Effekte (Prüfgliedeffekte und Wechsel-
wirkungen mit Orten und Behandlungen, Blockeffekte und
Fehler der Kleinparzellen) wurde eine Normalverteilung an-
genommen und eine Varianz vorgegeben. Dabei wurde 02 =
1, 0200 = 0200 = 9 und 0201 = 16 gesetzt, d.h., die Block-
varianz ist sehr groß im Verhältnis zur Fehlervarianz, damit
die Unterschiede zwischen einer Auswertung als Block- oder
Gitteranlage deutlich hervortreten. Die Varianz für Prüf-
glieder wurde variiert. Für Versuche ohne Sortenvarianz
(020 = 0) erlauben die Simulationsstudien eine Bestimmung
der kritischen Größen von F0, F0 und F0. Für Versuche mit
einer Sortenvarianz (020 > 0) ist dann aufgeführt, in wieviel %
der Fälle die Nullhypothese nicht verworfen wurde, obwohl
sie ja falsch ist, wenn 020 größer als Null ist. Der Anteil an
Fehlentscheidungen ist um so kleiner, je größer 00 ist. Die
Tabelle zeigt deutlich, daß F0 und F0 der Testgröße F0 (Aus-
wertung als Blockversuch) überlegen sind, zwischen F0 und F0
besteht in dieser Hinsicht kein Unterschied.
Tab. 5 enthält neben den kritischen Werten auch noch die
Zahl der FG(„_) für den Nenner, die bei einer Auswertung als
Blockversuch herangezogen wird (bei zufälligen Behandlungs-
effekten ist die Näherungsformel von SATTERTHWAITE zu be-
nutzen), sowie die Zahl der Freiheitsgrade (FG0, FG0 und
FG0) für den Nenner, bei denen der Wert der F-Tabelle in
etwa die kritische Größe von F0, F0 und F0 annimmt. Dieser
Aufstellung ist zu entnehmen, daß FG(„) und FG0 nicht über-
einstimmen, d.h., Gitteranlagen können nicht einfach wie
Blockversuche ausgewertet werden. Dies trifft nicht nur für
die hier betrachteten Gitterauswertungen in Verbindung mit
Spaltanlagen zu, sondern gilt grundsätzlich für sämtliche
Gitteranlagen. Die Unterschiede zwischen unvollständigen
Blöcken, die vom Versuch her nicht zu vermeiden sind, führen
dazu, daß die Erwartungswerte für MQ nicht mehr X2-ver-
teilt sind. Für den Anwender bedeutet dies, daß er auch bei
Vorliegen einer Normalverteilung den Fehler 1. Art nicht
genau kennt und bei Benutzung der FG(„_) für den Rest etwas
unterschätzt. Auf diese Problematik wird in einer späteren
Arbeit eingegangen.
Während F0 und F0 hinsichtlich der Erkennung der Alter-
nativhypothse als gleichwertig und besser als F0 anzusehen
sind, ist der kritische Wert von F0 deutlich niedriger als F0.
Dies bedeutet, daß bei Benutzung der normalen F-Tabelle
und der in der Spalte FG(,_,) angegebenen Zahl an Freiheits-
graden für den Nenner (FG0, FG0 und FG0 sind dem Ver-
suchsansteller ja unbekannt) bei Verwendung der Testgröße
F0 der Fehler 1. Art weniger stark verändert wird als bei F0.
4. Zahlenbeispiel
Die erforderlichen Rechenschritte sollen an einem einfachen
Zahlenbeispiel erläutert werden: Es wird eine Versuchsserie
mit 9 Sorten, 2 Orten und 2 Behandlungen angenommen. Bei
der Auswertung sollen die Sorten fix, die Orte und die Be-
handlungen zufällig sein. Die Zahlen sind in Tab. 6 aufgeführt.
Der Gitterplan ist der Tab. 7 zu entnehmen. Das Zahlenbei-
spiel soll dazu benutzt werden, die im Abschnitt 2 beschriebe-
Tab. 5. Simulationen zum Test von Sorten (Einzelheiten siehe Text)
Modellparameter: 02 = 1, 0201 = 16, 0200 = 0200 = 9
Kritische Werte % Fehlentscheidungen bei
1< FG0., FG0 FG, FG0 F0 F, F0 020: 1 020: 4 020: 9
a) Behandlungen fix, 0 = 5 %
36 1,78
80 1,55
130 1,38
b) Behandlungen fix, 0 = 1 %
5 48 45 21 34 2,24
7 96 65 70 90 1,86
9 160 95 120 140 1,65
c) Behandlungen zufällig, 0. = 5 %
100 1,82
200 1 ,53
200 1,40
d) Behandlungen zufällig, oi = 1 %
85 2,26
170 1,87
200 1,61
1,97
1,58
1,41
2,79
1,84
1,61
1,78
1,50
1,31
2,25
1,80
1,46
85 84 84 47 37 38 10 6 6
83 74 74 26 9 10 - - -
72 60 61 7 1 1 - - -
95 97 96 70 71 65 24 21 19
95 88 88 53 22 23 - - -
92 82 83 28 4 5 - - -
92 91 90 70 61 59 34 19 17
89 87 88 50 35 36 - - -
86 75 77 34 11 14 - - -
98 98 98 88 84 82 57 43 41
98 97 96 79 65 65 - - -
97 90 90 64 27 26 - - -
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Tab. 6. Zahlenbeispiel (9 Sorten, 2 Orte, 2 Behandlungen)
Summe
Ort 1 Ort 2 Summen Summen korrigierte Sortensummen
Beh. 1 Beh. 2 Beh. 1 Beh. 2 Ort 1 Ort 2 Beh. 1 Beh. 2 Sorten- Ort 1 Ort 2 beide
Orte
Sorte yiıı Yi12 Yi21 Yi22 yiı. Yiz. l/1.1 Yi.2 Yi.. Yiı.
(korr.)
yi2.
(korr.)
Yi. .
(korr.)
\OOO\lO\U1-l>~L›Jl\)›-\
21 16 27 20
29 21 29 18
23 20 13 18
12 11 22 5
19 15 19 9
20 30 19 15
31 12 30 16
21 24 23 16
32 28 21 19
37
50
43
23
34
50
43
45
60
47
47
31
27
28
34
46
39
40
36
39
38
16
24
45
28
40
47
84
97
74
50
62
84
89
84
100
37,11
49,91
42,77
23,37
34,17
50,02
43,06
44,86
59,72
40,11
42,87
34,31
25,07
28,83
42,27
41,87
37,62
46,06
78,71
89,72
71,69
57,61
67,62
94,58
85,69
78,71
99,67
Sfnšme 208 177 203 136
_ .11
I
385 339 313 724 384,99 339,01 724,00
Tab. 7. Gitterplan für das Zahlenbeispiel
Ort
Behandlung _ 2
Block Sorten Block ı Sorten 4.1. Sorten und Orte
1 1,2,3 4
1 2 4,5,6 5
3 7,8,9 6
1,4,7
2,5,8
3,6,9
4.1.1. Blockversuch
7 1,4,7 10
2 8 2,5,8 11
9 3,6,9 12
1,2,3
4,5,6
7,8,9
nen Verfahren zu erläutern. Bei Versuchen, die nur die Fak-
toren Sorten und Orte enthalten, sollen die Behandlungen als
Wiederholungen aufgefaßt werden.
Die Tab. 1 nimmt im Beispiel die Form von Tab. 8 an. Dabei
ist p = 9, o = 2 und r = 2. Aus der F-Tabelle erhält man
Fs%, 8,16 = 2,59-
Tab. 8. Varianzanalyse für Sorten und Orte (Blockversuch)
Zeile Varianzursache FG MQ E(MQ) F-Wert
1 Orte 1 58,78 02W + 2 020
2 Wiederh. 2 151,38 02W
an Orten
3
4
5
Sorten 8
Sorten >< Orte 8
Rest 16
64,88 02 + 2 0200 + 4 020
24,09 02 + 2 0200
26,39 02
0,39
2,69
0,91
4.1.2. Gitterversuch
Die Gitterauswertung hat für die beiden Orte getrennt zu er-
folgen, und es ergeben sich die Varianzanalysen in Tab. 9. Für
jeden Ort ist k = 3 und r = 2. Für jeden Ort getrennt kann
eine Korrektur der Sortensummen erfolgen. Dabei ist der
Wägungsfaktor
ii
Tab. 9. Varianzursache für Sorten und Orte (Gitter)
_ MQ Blöcke (Sorten el.) - MQ Rest (korr.)
k (r- 1) MQ Blöcke (Sorten el.)
a) An beiden Orten getrennt
Zeile Varianzursache FG MQ
Ort 1
MQ
Ort 2
E (MQ)
1
2
3
3a
3b
Wiederholungen 1
Sorten 8
Rest (Blöcke ign.) 8
Blöcke (Sorten el.) 4
Rest ( korr.) 4
53,39
56,72
30,89
31,47
30,31
249,39
32,25
21,89
37,31
6,47
0.2
0.2
02W
02 +
l\.)UJ-IÄUJ
+
2Obi
2 302 + 2 (0200 + 020) + í 0201
b) Zusammenfassung der Orte (korrigierte Sortensummen)
Varianzursache FG MQ E (MQ) F-Wert
Orte 1
Sorten (korr.) 8
Sorten >< Orte (korr.) S
58,78
72,15
7,10
02W+2020
2 óμ 2 20 (1 +T)+2000+400
602 (1 + T“)+202,0
0,39
10,16
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Tab 10_ C_W0rt0 und Blocksummen Die Zahl der Freiheitsgrade ist näherungsweise (SATTERTH-
Blöcke
C-Werte Blocksumme
Ort 1 Ort 2 beide Orte beide Orte
1 bzw. 10
2 bzw. 11
3 bzw. 12
- 16 13
5 31
- 20 23
129
WAITE, 1946) wie folgt zu ermitteln:
(Ms + M6- M7)2FG N - -_-1 6 7 = 6.enn“ (M02+M02+M,2)/s ” 2
80 Der Tabellenwert für F5 0/0, 8,0 beträgt 4,15. Die Varianz
135 eines Sortenmittels s2y1_„ ist wie folgt zu berechnen:
Summe -31 67 344 s2,1__= (M, + M0-M7)/12 = 42,49/4 = 10,62.
4 bzw. 7
5 bzw. 8
6 bzw. 9
25 -38
9 -28
- 3 - 1
118
131
131
Summe 31 -67 380
4.2.2. Gitteranlagen
Im Beispiel ist
00,11 = (31,47-30,31)/(3 - 31,47) = 0,01229
und
0002 = (37,31-6,47)/(3 - 37,31) = 0,27553.
Tab. 10 enthält die C-Werte, die für die Korrektur benötigt
werden. Als Beispiel sei die Berechnung von y32_ (korr.) ange-
geben:
y„_ (kon.) = 31 + 0,27553 (13-1) = 34,31.
Die korrigierten Sortensummen enthält Tab. 6. Die Vari-
anzursachen Sorten und Sorten x Orte sind erst bei der Zu-
sammenfassung zu trennen. Dazu wird eine Varianzanalyse
mit den korrigierten Sorten an den 2 Orten berechnet, wobei
zu berücksichtigen ist, daß jede Sortensumme aus r = 2 Ein-
zelwerten besteht.
4.2. Spaltanlage mit3 Faktoren
4.2.1. Blockversuch
Diese im Abschnitt 2.2.1. beschriebene Analyse führt in dem
Zahlenbeispiel zu Tab. 11. Im Beispiel ist p = 9, o = 2 und
b = 2. Die Zeilen 8, 8 a und 8 b sowie die Varianzkomponente
0201 in den Zeilen 4 bis 7 bleiben unberücksichtigt. Aus dieser
Analyse wird für die Sorten ein F-Wert berechnet, der im Ab-
schnitt 3.2. als F0 bezeichnet wurde:
Fo = M4/ (M5 + M6_M7) =
Die Varianzanalyse ist in Tab. 11 aufgeführt. Die Ermittlung
der SQ-Werte für Blöcke (Komponenten a und b) erfolgt nach
dem Schema der Gitterauswertung mit Wiederholung des
Grundplanes. Im Beispiel ist k = 3, es gibt r = 2 Wieder-
holungen je Grundplan und r = 2 Wiederholungen des
Grundplanes. Aus den MQ-Werten der Zeilen 5 bis 8 lassen
sich die Varianzkomponenten für s200, s200, s2 und s201 ermit-
teln, die für die Berechnung des Wägungsfaktors und der Prüf-
größen F0 und F0 erforderlich sind:
0 = (M5-M7)/2 = 3,45;
0 = (M0-M7)/2 = 9,20;
s = (M0 + M0 + 10 M,-4M0)/8 = 0,27 und
S201 = (4 M8-M5-M0-2M7)/6 = 22,56.
Dann ist 0 = S201/ (r s2 + (r-1) k s201) = 0,33069.
Die zur Berechnung der korrigierten Sortensummen benö-
tigten C-Werte enthält Tab. 10. Die korrigierten Sortensum-
men sind in Tab. 6 enthalten. Für Sorte 3 ergibt sich z. B.:
y3__ (korr.) = 74 + 0,33069 (-3-4) = 71,69.
Aus den korrigierten Sortensummen ist SQ Sorten (korr.)
zu berechnen:
SQ Sorten (korr.)
78 712 -l- 89 722 + + 99 672 7242- ° = ° - 362r2 4 36 29
UJUJ
MMM
"O"U
und MQ Sorten (korr.) = 362,9/8 = 45,36.
Damit ist
F0= 45,36/ (0,27 (1 + 6 ~ 0,33069/4)
+ 2 - 9,20 + 2 - 3,45) = 1,74.
Tab. 11. Varianzanalyse für das vollständige Modell
Zeile Varianzursache G MQ E (MQ)
1
2
3
Orte
Behandlungen
Orte >< Behandl.
1
1
1
M1
M2
M3
= 58,78
= 266,78
= 36,00
02w+ 0200 + 2020
2 2 20W+000+200
Ü2w+Ü2ob
4
5
6
7
Sorten (Bl. ign.)
Sorten >< Orte
Sorten >< Beh.
Rest (Bl. ign.)
8
8
8
8
M4
M5
M6
M7
= 64,88
= 24,09
= 35,59
= 17,19
02+20200+2o200 +4020
02 + 2 0200
02 + 2 0200
0.2
+
+
-l-
-l-
-lšbà-IÄUJ-JÄUJ-lšbà
0261
0261
0261
0261
8
8a
8b
Blöcke (Sorten el.)
Komponente a
Komponente b
8 M8
4 M8
4
= 57,35
= 93,94
M81) =
1 102 + í 0200 + í 0200
2 2 20 +000+000
02
+
+
+
l\)L›JL›J-|>~\O
2Ubi
QN FZ
2Ubi
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Um auch F0 ermitteln zu können, wird S0 benötigt (die
Blocksummen sind Tab. 10 zu entnehmen):
__ 1292 + s02 + + 1312 3442 + 3s02 _
S“ 6 13
Damit ist
3 - 0 33069 2 (322 2-4(9 20 + 3 45))64 ss r ( 2 * ” 33,0)0 __ * s 1+ 3 ~ 0,33069
322,2.
0,27 + 2 - 9,20 + 2 - 3,45
= 41,40/25,57 = 1,62.
Schließlich ist die Varianz eines korrigierten Sortenmittels:
s2y1__ = (s2 (1 + rkü/ (k + 1)) + r s200 + r s200) /r2 = 6,53.
Diese Varianz ist mit der entsprechenden Varianz bei der
Auswertung als Blockversuch zu vergleichen.
5. Diskussion
Die Anlage von Feldversuchen erfordert einen erheblichen
Aufwand an Zeit und Geld. Der Versuchsansteller ist daher
bestrebt, aus seinen Versuchen möglichst viel Information bei
einer möglichst hohen Präzision zu erhalten. Durch eine mehr-
faktorielle Anlage können in einem Versuch gleichzeitig ver-
schiedene Fragestellungen untersucht werden, und gelegent-
lich wird dabei die Wiederholungszahl bis auf eine gesenkt,
damit die Versuche nicht zu umfangreich werden. Hierbei sind
oft Spaltanlagen angebracht, weil diese technisch einfacher
durchgeführt werden können und weil nicht alle Haupt- und
Wechselwirkungen von gleicher Bedeutung sind. Manche Fak-
toren wie etwa Standorte und Jahre sind im Unterschied etwa
zu Sorten oder Düngermaßnahmen überhaupt nicht in Klein-
parzellen aufteilbar. Zum anderen können bei einer großen
Zahl an Sorten Gitteranlagen dazu beitragen, die Genauigkeit
der Prüfgliedmittelwerte zu erhöhen und den Versuchsfehler
zu verringern. In der vorliegenden Untersuchung geht es um
die Frage, ob bei einer Versuchsserie an mehreren Orten die
Wiederholungen an den Orten dazu benutzt werden können,
die Sorten verschiedenen Behandlungen auszusetzen, wenn
beabsichtigt ist, die Versuche als Gitter anzulegen und auszu-
werten. Die Anregung dazu stammt aus dem Zuchtbetrieb
v. Lochow-Petkus (FUNKE und HAUFE, 1976). In der im Ab-
schnitt 2.2.2. beschriebenen Form werden dort seit einigen
Jahren Versuche bei Getreide angelegt. Über die Erfahrungen
mit diesen als ››Wechselgitter« bezeichneten Anlagen soll in
einer weiteren Arbeit berichtet werden. Die in den Abschnit-
ten 2.1. und 2.2.1. beschriebenen Versuchspläne sind seit
langem bekannt und dienen hier nur dazu, die Spaltanlagen
mit Gitterstruktur richtig einzuordnen. Die im Abschnitt
2.1.2. dargelegten Versuchsserien mit Gittern werden zu-
nächst für jeden Ort einzeln ausgewertet. Bei der Zusammen-
fassung werden die von den Blockeffekten befreiten Sorten-
summen benutzt. Die Blockvarianz an den einzelnen Orten
geht nur noch in μ ein, d.h., auch große Unterschiede in der
Blockvarianz an den einzelnen Orten stören kaum.
Bei dem im Abschnitt 2.2.2. beschriebenen Verfahren
müssen alle Orte gemeinsam ausgewertet werden, d. h., in die-
sem Fall muß die Blockvarianz an allen Orten etwa gleich groß
sein wie auch bei anderen Gittern mit Wiederholung des
Grundplanes. Natürlich kann dieses Verfahren auch benutzt
werden, wenn der Faktor Behandlungen nicht existiert, der
Versuch aber sonst wie in Abschnitt 2.2.2. durchgeführt wur-
de. Voraussetzung ist auch hier, daß die Blockvarianz an allen
Orten etwa gleich groß ist. Im Zahlenbeispiel ist dies nicht der
Fall: Aus Tab. 9 ergibt sich, daß s201 für Ort 1 gleich (31,47 -
30,31) 4/3 = 1,55 und für Ort 2 gleich (37,31 - 6,47) 4/3 =
41,12 ist. Als Folge davon erhält man etwas abweichende Re-
sultate für die Prüfgliedmittelwerte, je nachdem, ob das Ver-
fahren 2.1.2. oder 2.2.2. benutzt wird. Bei dem Verfahren
2.1.2. ist y1__ (korr.) = (y11_ (korr.) + y12_ (korr.)) /4 und bei
dem Verfahren 2.2.2. ist y1__ (korr.) = y1__ (korr.)/4. Wenn r
Behandlungen an r Orten nach einem symmetrischen Plan
durchgeführt werden, ist es möglich, präzisere Mittelwerte zu
schätzen als bei einem entsprechenden Blockversuch. Dabei
wird ausgenutzt, daß an jedem Ort und auf jeder Behand-
lungsstufe ein gleichartiges Gitter vorhanden ist. Dadurch sind
die C-Werte, die für die Korrektur oder Sortensummen benö-
tigt werden, frei von Wechselwirkungseffekten. Wird diese
Balance gestört, werden beispielsweise an 5 Orten 3 Behand-
lungen durchgeführt, so ist eine Korrektur der Sortensummen
nicht mehr möglich. Anders ist es, wenn an m ~ r Orten r Be-
handlungsstufen einbezogen werden. Dann kann für jede Be-
handlungsstufe der Grundplan m-mal wiederholt werden.
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Studien- und Forschungsführer
lnformatik1978
Die Ausgabe 1978 des Studien- und Forschungsführers In-
formatik wurde in aktualisierter und wesentlich verbesserter
Form von der Gesellschaft für Mathematik und Datenverar-
beitung (GMD) und dem Deutschen Akademischen Aus-
tauschdienst (DAAD) herausgegeben. Er kann bei beiden
Institutionen kostenlos angefordert werden.
Neben einer Einführung in das Fachgebiet Informatik und
in die Problematik des Informätikstudiums an Universitäten
und Fachhochschulen werden detaillierte Übersichten über
die Studienpläne an den einzelnen Hochschulen sowie Hin-
weise auf die Inform-atikforschungsprojekte an Universitäten
gegeben. Darüber hinaus werden auch Forschungsprojekte
in Informatik und Datenverarbeitung an außeruniversitären
Forschungszentren kurz beschrieben.
Trotz der inhaltlichen Erweiterung konzentriert sich die
neue Ausgabe nach wie vor in erster Linie auf die Darstellung
des Hauptfachstudiums der Informatik an den Universitäten
und Fachhochschulen.
DKI übernimmt Literaturdatenbank aus USA
Seit Ende 1977 hat das DEUTSCHE KRANKENHAUS-
INSTITUT - Institut in Zusammenarbeit mit der Universität
Düsseldorf (DKI) - eine enge Zusammenarbeit mit dem
Nationalen Informationszentrum für Planung im Gesund-
heitswesen (National Health Planning Information Center
(NHPIC) beim amerikanischen Gesundheitsministerium,
Hyattsville/Washington, vereinbart. Das amerikanische Infor-
mationszentrum erfaßt die Literatur aus verschiedenen Daten-
banken sowie aus 160 Zeitschriften für den Gesamtbereich
der Planung im Gesundheitswesen. Von allen erfaßten Doku-
menten werden in Washington Zusammenfassungen formu-
liert, die in einem wöchentlichen Referatedienst publiziert
werden (Health Planning - Weekly Government Abstracts,
Hrsg.: National Technical Infor-mation Service (NTIS),
Springfield.)
Zwischen dem amerikanischen Informationszentrum und
dem DKI wurde ein Tausch von Datenbanken vereinbart. Im
März 1978 konnten die ersten Testdaten aus USA in eine
Düsseldorfer Großrechenanlage eingelesen werden.
Nach der erfolgreichen Übernahme des ersten Test-Ma-
gnetblandes aus USA werden in Kürze in Düsseldorf etwa
Für die Mitarbeit an einem Forschungsprojekt über
Syndromatik und Prognostik psychiatrischer Erkran-
_ kungen suchen wir einen anwendungsorientierten
Statistiker
Vergütung nach BAT. Schriftliche Bewerbungen mit
Zeugniskopien und ggf. Publikationsverzeichnis und
Sonderdrucken wissenschaftlicher Arbeiten erbeten
an:
Personalbüro des
MAX-PLANCK-INSTITUTS FÜR PSYCHIATRIE,
Kraepelinstr. 2, 8000 München 40.
15 000 englischsprachige Literaturquellen zur Planung im Ge-
sundheitswesen nachweisbar sein.
Umgekehrt hat das DKI aus der eigenen Literaturdaten-
bank, die gemeinsam mit dem Institut für Krankenhausbau der
Technischen Universität Berlin sowie mehreren Krankenhaus-
instituten im europäischen Ausland aufgebaut wurde und
nunmehr über 30000 Literaturstellen zum Krankenhaus-
wesen enthält, den Amerikanern ein Magnetband mit solchen
Literaturquellen zur Verfügung gestellt, die sich auf englisch-
sprachige Publikationen beziehen. Über den begonnenen
Datenbanktausch hinaus wird auch die Originalliteratur zur
Verfügung gestellt. Das amerikanische Informationszentrum
überträgt den größten Teil der erfaßten Dokumente auf
Mikrofilme, die für das DKI dupliziert werden können.
BUCH BESPRECHUNGEN
WERUM, W. und WINDAUER, H.
PEARL- Process and Experiment
Automation Realtime Language
1978,195 S., DM 29.80
F. Vieweg & Sohn, Braunschweig
PEARL ist eine höhere Programmiersprache, die eine weitgehend
rechnerunabhängige Programmierung von Echtzeitaufgaben aus
allen Gebieten des Einsatzes von EDV-Anlagen zur Steuerung von
Prozessen erlaubt.
Die vorliegende Beschreibung definiert den Sprachumfang eines
PEARL-Subsets, für den von einigen Spezialfirmen die Implemen-
tierung, bestehend aus Compiler und Betriebssystem, für gängige
Prozeßrechner durchgeführt wird. Die Darstellung ist klar gegliedert
und in der vorliegenden Form gut als Einführung in diese Sprache ge-
eignet. Ge.
BAUER, F. L. and E1cKEL,J. (Ed.)
Compiler Construction - An Advanced Course
2. Ed. 1976, 638 S., DM 24.-
Springer Verlag, New York - Heidelberg - Berlin
Grundlage für das vorliegende Buch waren Kurse, die 1974 und 1975
in München durchgeführt wurden. Wer sich in die Materie der
Compiler und des Compilerbaues einarbeiten will, findet wohl keinen
besseren Einstieg. Eine „Pflichtlektüre“ für alle Informatiker. Ge.
ROTTKA, H. (Hrsg.)
Internationales Symposium über Methoden
von Verzehrserhebungen
Abhandlungen aus dem Bundesgesundheitsamt, Heft 12
1976,136 S., DM 60,-
C. Heymanns Verlag KG, Köln
Die Probleme im Zusammenhang mit der Erfassung von Verzehrs-
gewohnheiten waren Gegenstand eines internationalen Symposiums.
Die vorliegende Broschüre vermittelt einen Überblick über den der-
zeitigen Stand der verwendbaren Methoden. Ge.
SCHEELE, M.
Ordnung und Wortschatz des Wissens
Bd. 1: Das Ordnungssystem
1977, 208 S., DM 28,-
Verlag H. Guntrum II, KG, Schlitz/Hessen
Der Verfasser hat sich lange Jahre mit dem Problem der Klassifika-
tionsforschung und der Systemkunde beschäftigt. Das vorliegende
Buch als 1. Band eines dreibändigen Werkes gibt einen Überblick
über ein System und die damit gegebenen Möglichkeiten, beliebiges
Material systematisch zu ordnen. Die bei einer 4-stelligen hier-
archischen Notation möglichen 10 000 Klassen werden aufgeführt und
z.T. erläutert. Die angegebenen Beispiele lassen die Nützlichkeit
eines solchen Ordnungssystems erkennen, das selbstverständlich bis
zu einem gewissen Grade subjektiv ausgerichtet sein muß. Ge.
