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We show that the Casimir effect may lead to a deconfinement phase transition induced by the
presence of boundaries in confining gauge theories. Using first-principle numerical simulations we
demonstrate this phenomenon in the simplest case of the compact lattice electrodynamics in two
spatial dimensions. We find that the critical temperature of the deconfinement transition in the
vacuum between two parallel dielectric/metallic wires is a monotonically increasing function of the
separation between the wires. At infinite separation the wires do not affect the critical temperature
while at small separations the vacuum between the wires looses the confinement property due to
modification of vacuum fluctuations of virtual monopoles.
I. INTRODUCTION
Quantum fluctuations of virtual particles are affected
by the presence of physical objects. This property is a
cornerstone of the Casimir effect [1] which predicts that
the energy of vacuum (“zero-point”) quantum fluctua-
tions is modified by the presence of physical bodies [2, 3].
The energy shift of the virtual particles has real physical
consequences because the Casimir effect leads to appear-
ance a tiny force between neutral objects (called some-
times the “Casimir-Polder force” [4]) which is detectable
experimentally [5]. The Casimir effect is an important
phenomenon because it demonstrates the physical signif-
icance of the vacuum energy.
The Casimir effect has been mostly studied in nonin-
teracting field theories. However, apart from the simplest
geometry of two parallel perfectly conducting plates, the
calculation of the shift of the vacuum energy is a nontriv-
ial analytical problem even for physical bodies of simplest
geometries. Moreover, even in a free field theory the
Casimir problem cannot be solved exactly for a physical
object of an arbitrary shape. Therefore the Casimir effect
is often studied using certain analytical approximations
such as the proximity-force approximation [6] as well as
utilizing numerical tools [7] which includes worldline ap-
proaches [8] and methods of lattice field theories [9–11].
The Casimir energy is known to be modified in the
presence of (self) interactions of the fields. In phe-
nomenologically interesting case of quantum electrody-
namics the correction to the Casimir-Polder forces comes
from fermionic vacuum loops. Due to the weakness of the
electromagnetic interaction, the corresponding correction
may be calculated in the standard perturbation theory.
The result, given by the second order perturbation the-
ory, turns out to be negligibly small [3, 12].
In strongly coupled theories the interactions may not
only lead so a substantial modification of the Casimir
force, but they may also affect the nonperturbative struc-
ture of the vacuum itself. For example, the Casimir
effect in the mentioned double-plate geometry leads to
strengthening of the finite-temperature phase transition
associated with chiral symmetry breaking in a four-
fermion effective field theory [13]. The boundary effects
restore the chiral symmetry in a chirally broken phase
both in plane [14] and in cylindrical [15] geometries. The
critical temperature of the restoration of the chiral sym-
metry depends on the geometry of the system. The inter-
actions may also change the sign of the Casimir–Polder
force in fermionic systems with condensates [16] as well
as in the CPN−1 model on an interval with the Dirichlet
boundary conditions [17] (see also Ref. [18] for a related
discussion).
In our paper we study the influence of the Casimir
effect on a (de)confining phase transition in compact
electrodynamics which is one of the simplest field the-
ories possessing the linear confinement property. We
use a general numerical approach which is applicable
to a wide class of gauge theories including non-Abelian
(Yang-Mills) gauge theory as well as various theories
with interacting matter fields [10, 11]. This numerical
method, which is based on well-developed algorithms of
lattice quantum (field) theory, allows us to investigate
the Casimir effect from the first principles of the the-
ory in a non-perturbative regime which is otherwise not
accessible by standard perturbative calculations.
In Refs. [10, 11] we have studied Casimir energy in-
duced by dielectric and perfectly metallic plates in the
vacuum of the compact electrodynamics in two spatial
dimensions. Since this model has both perturbative (pho-
ton) and nonperturbative (monopole) sectors, the plates
not only modify the fluctuations of perturbative photon
fields [10], but they also affect the dynamics of the topo-
logical defects in the photon fields, i.e. the magnetic
monopoles [11]. In particular, the ideal metallic plates
cannot be pierced by the magnetic field coming from the
monopoles which leads to the inhibition of the monopole
gas between closely spaced metallic plates. The latter
effect modifies strongly the Casimir energy of vacuum
fluctuations and, consequently, affects nonperturbatively
the Casimir-Polder force between the plates [11]. In the
present paper we demonstrate the existence of a phe-
nomenon which works in exactly the opposite way: the
Casimir effect influences the vacuum structure of the
theory by modifying the monopole dynamics which, in
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2turn, induces deconfinement of electric charges in be-
tween closely spaced plates.
The structure of this paper is as follows. In Sec. II we
briefly describe the lattice formulation of the Casimir ef-
fect following Refs. [10, 11] and focusing on the compact
electrodynamics. We present our numerical results on
the monopole density in the finite temperature theory in
Sec. III. We discuss the effect of the presence of the dielec-
tric wires on the monopoles and compare our numerical
findings with the zero-temperature results of Ref. [11].
Section IV describes the outcomes of our numerical sim-
ulations on the confinement-deconfinement phase tran-
sition in the presence of dielectric/ideal-metallic wires.
We also present the corresponding phase diagram of the
model in the “temperature – interwire separation” plane
of parameters. Our conclusions on the role of the finite
Casimir geometry in the deconfinement phase transition
are summarized in the last section.
II. CASIMIR EFFECT ON THE LATTICE
In this section we briefly summarize the formulation of
the Casimir problem for the compact lattice electrody-
namics. More detailed discussion, including generaliza-
tions a wide class of other lattice (gauge) theories, can
be found in Refs. [10, 11].
A. Compact electrodynamics: a brief introduction
In our paper we study the Casimir effect in the vac-
uum of compact electrodynamics1 which has interesting
nonperturbative features such as the linear confinement
of electric charges and the mass gap generation in physi-
cally relevant cases of two and three spatial dimensions.
The case of two spatial dimensions, considered in this pa-
per, is particularly attractive since it can be treated using
simple analytical techniques [24]. The linear confinement
means that the long-ranged potential between the oppo-
sitely charged electric particles is linearly proportional to
the distance between the particles L,
V (L) = σL , (1)
where σ plays a role of the tension of the string which
spans between the static charges and confines them to-
gether. Indeed, due to the linear nature of the inter-
particle potential (1) the particles can never be separated
from each other at an infinite distance with expense of a
finite amount of energy.
In the confining phase, the model exhibits the phe-
nomenon of the mass gap generation which implies that
1 We would like to stress that the discussed model is often called
“the compact electrodynamics” or “the compact QED”, despite
it contains no dynamical matter fields. In our paper we will use
this standard terminology.
the mass of a lightest particle (photon, in our case) is
nonzero [24].
In addition to the linear confinement and the mass
gap properties, the model possesses a nontrivial phase
diagram featuring a (deconfinement) phase transition at
finite temperature. In the deconfinement phase the string
tension σ in Eq. (1) vanishes and the electric charges are
liberated. These features make the compact electrody-
namics similar to (and, simultaneously, a simplified/toy
model of) the Yang-Mills theory which is the most impor-
tant nonperturbative ingredient of Quantum Chromody-
namics.
The nonperturbative physics of the compact electro-
dynamics appears as a result of particular dynamics of
Abelian monopoles which, in turn, emerge in this model
as a result of the compactness of its Abelian gauge group.
The monopoles are topological defects which are particle-
like (instanton-like) objects in three (two) spatial dimen-
sions. Basically, the model describes the dynamics of two
types of physical entities: photons and monopoles. The
photons govern the usual perturbative physics while the
monopoles are responsible for various nonperturbative ef-
fects. The former describe, for example, the Coulomb
part of interaction potential between test electric charges
while the latter lead to emergence of the linear confining
potential between the charged particles, the mass gap
generation and the associated phase transitions.
The compact electrodynamics has the Abelian gauge
group U(1) which is very similar to the one of the
usual non-compact electrodynamics. Thus both theo-
ries possess the photons in their physical spectra. How-
ever, the compact electrodynamics has also the Abelian
monopoles which are absent in the standard noncompact
version of the model. This model may be viewed as a
long-range (infrared) effective model of more complicated
non-Abelian gauge theories which possess monopoles as
natural topological excitations (one may mention the
’t Hooft–Polyakov monopoles [19, 20] in the Georgi-
Glashow model [21] as a simplest example). These
monopoles are essentially non-Abelian objects in the
vicinity of the monopole center (in the monopole core)
while outside the core the monopoles are Abelian objects
with Abelian magnetic field characterized by nonzero
(quantized) magnetic charge. Since the pure Abelian
monopole is characterized by a singularity (“a defect”)
of the photon field in its geometrical center, it is often
said that the monopoles are the topological defects in
the theory. In the case of non-Abelian monopoles such
as the ’t Hooft–Polyakov monopole [19, 20], the singular-
ity in the monopole core is softened by other non-Abelian
(matter) fields.
The compact QED is a toy model not only for particle
physics, but it is also serves as an effective macroscopic
model in a number of condensed matter systems [22].
Despite its apparent complexity, the compact QED may
be easily formulated both in continuum spacetime [23]
convenient for analytical calculations as well as in dis-
cretized (lattice) spacetimes suitable for numerical sim-
3ulations. The model in two space dimensions is advan-
tageous from the point of view of both numerical and
analytical calculations, in particular, because of the tech-
nique developed in Ref. [24]. In our paper we restrict our-
selves to (2+1) dimensional spacetime dimensions where
the Casimir plates are, in fact, wires due to reduced di-
mensionality (sometimes we continue to call them as “the
plates”, though). We study the model in the lattice regu-
larization which is convenient for numerical simulations.
B. Compact electrodynamics on the lattice
The compact lattice electrodynamics in three Eu-
clidean dimensions is determined by the following action
S[θ] = β
∑
P
(1− cos θP ) , (2)
where the sum is taken over all elementary plaquettes
P ≡ Px,µν of the lattice. Each plaquette is characterized
by the position x of one of its corners and by orienta-
tion in the plaquette plane determined by two orthogonal
vectors µ < ν with µ, ν = 1, 2, 3. The lattice gauge field
θx,µ ∈ [−pi,+pi) is a compact dynamical variable defined
at each link lx,µ starting at the point x and pointing in
the direction µ. The dimensionless lattice angle θx,µ is
related to the dimensionful continuum gauge field Aµ(x)
as follows: θxµ = aAµ(x), where a is the lattice spacing
(the physical length of elementary link of the lattice).
The lattice action (2) is expressed via the plaquette an-
gles
θPx,µν = θx,µ + θx+µˆ,ν − θx+νˆ,µ − θx,ν , (3)
which play the role of the lattice field strength. In the
continuum limit, a→ 0, the plaquette variable (3) tends
to its continuum version θPx,µν = a
2Fµν(x) + O(a
4) for
small fluctuations of the photon fields. Here Fµν =
∂µAν − ∂νAµ is the field strength tensor of the electro-
magnetic field in continuous (non-discretized) spacetime.
Consequently, the lattice action (2) becomes the stan-
dard photon action for weak gauge fields Aµ, if one asso-
ciates the lattice coupling constant with the lattice spac-
ing a and the electric charge g:
β =
1
g2a
. (4)
In three space-time dimensions the continuum gauge cou-
pling g is a dimensionful quantity [g] = mass1/2. The
relation (4) is valid in the regime of the weak coupling g
corresponding to large values of the lattice couplings β.
In this regime the expansion of the lattice action in terms
of small fluctuations of the gauge field provides us with
a link between the lattice and continuum versions of this
model.
In the presence of monopole singularities the contin-
uum action becomes more complicated as it includes sin-
gular Dirac lines attached to the Abelian monopoles. We
discuss the continuum formulation of compact QED in
our previous paper [11]. A more detailed review on com-
pact (gauge) fields and topological object can be found
in the book [23].
C. Compactness and monopoles
The action of the model (2) is invariant under dis-
crete shifts of the plaquette variable, θP → θP + 2pin
where n is an arbitrary integer number, n ∈ Z. This in-
variance implies that two lattice field strengths θP and
θ′P = θP + 2pin with n ∈ Z are physically equivalent to
each other. Therefore the Abelian gauge group of the the-
ory corresponds to a compact manifold (hence the name
“compact” electrodynamics).
In the continuum limit the 2pi shifts of the action
lead to singularities in the continuum version of the field
strength (3) as they generate contributions of the form
δFµµ ∼ 2pi/a2 where a → 0 is the vanishing lattice
spacing. In four space-time dimensions these shifts cor-
respond to gauge-dependent displacements of the Dirac
sheets which are worldlines of thin Dirac strings attached
to the Abelian monopoles. The ends of the Dirac strings
correspond to positions of the Abelian monopoles which
are physical, gauge-invariant topological defects. Thus,
the compactness of the model leads to the appearance
of singular configurations of gauge fields, the Abelian
monopoles.
In the (2+1)-dimensional compact electrodynamics the
monopoles are instanton-like objects. In the lattice for-
mulation of the theory the monopole density is defined
as the divergence of the physical part θ¯P of the lattice
field-strength tensor θP at three-dimensional cubes Cx:
ρx =
1
2pi
∑
P∂Cx
θ¯P , (5)
where
θ¯P = θP + 2pikP ∈ [−pi, pi), kP ∈ Z. (6)
Here the integer number kP is chosen in such a way that
the physical plaquette angle θ¯P is limited within the in-
terval [−pi, pi). In the continuum limit Eq. (5) is propor-
tional to the divergence of the magnetic field.
The lattice monopole density (5) at each cube Cx is al-
ways an integer number, ρx ∈ Z, so that the quantity (5)
maybe associated with a number of continuum Abelian
monopoles inside each lattice cube Cx. The monopoles
were studied intensively both in Abelian and non-Abelian
lattice gauge theories [25].
D. Casimir boundary conditions on the lattice
Similarly to case of the gauge theories in continuum
spacetime, the Casimir boundary conditions may also be
formulated in the discretized space, both for Abelian and
4non-Abelian lattice gauge theories [10] . Here we briefly
describe, following Ref. [11], the main statements which
are relevant to the compact electrodynamics studied in
this paper.
In (3+1) dimensions the Casimir problem is defined
for two-dimensional surfaces of physical materials. If the
surfaces are made of an ideal metal, then two tangential
(with respect to the surface at each local point) com-
ponents of the electric field and a normal component of
the magnetic field vanish. These requirements lead to
modification of zero-point (vacuum) fluctuations and ap-
pearance of forces between the uncharged surfaces.
In (2+1) dimensions the Casimir boundary conditions
are applied to one dimensional wires. In the case of ideal
metal a tangential component of the electric field is forced
to vanish at each wire. In a covariant form the corre-
sponding boundary conditions read as follows:
Fµν(x)sµν(x) = 0 , (7)
where Fµν = ∂[µ,Aν] ≡ ∂µAν −∂νAµ is the field strength
tensor and
sµν(x) =
∫
dτ
∫
dξ
∂x¯[µ,
∂τ
∂x¯ν]
∂ξ
δ(3)
(
x− x¯(τ, ξ)), (8)
is the local surface element of the world sheet of the
wire. The latter is described by the vector function
x¯µ = x¯µ(τ, ξ) parameterized by two parameters τ and ξ.
In this paper we consider two static straight wires di-
rected along the x2 axis and separated along the x1 direc-
tion at x1 = l1 and x1 = l2. For each such wire, the local
surface element of the corresponding world sheet (8) is
sµν(x) = (δµ,2δµ,3− δµ,3δµ,2)δ(x3− la) where the param-
eter a = 1, 2 labels the wires and the x3 axis is associated
with the Euclidean “time” direction. Consequently, the
covariant condition (7),
F 23(x)
∣∣∣∣
x1=la
= 0, a = 1, 2 , (9)
naturally forces the tangential component of the electric
field to vanish at each wire. In the lattice gauge theory
this boundary condition corresponds to the vanishing of
the field strength tensor (3) – up to the discrete compact
transformations mentioned above – at a set of the pla-
quettes P ∈ PS that belongs to the world surfaces S of
the wires.
In the case of an ideal metal, the Casimir boundary
condition is given by the lattice version of Eq. (9):
cos θx,23
∣∣∣∣
x1=la
= 1, a = 1, 2 , (10)
for all possible x2 and x3 and fixed x1 = l1 or x1 = l2.
A simplest way to implement the boundary condi-
tion (10) is to add a set of Lagrange multipliers to the
standard Abelian action [10, 11]:
Sε[θ;PS ] =
∑
P
βP (ε) cos θP , (11)
where the plaquette-dependent gauge coupling:
βPx,µν (ε) = β
[
1 + (ε− 1) (δµ,2δν,3 + δµ,3δν,2)
· (δx,l1 + δx,l2)
]
. (12)
is a function of the dielectric permittivity ε of the wire.
At ε = 1 the wires are absent and we get the original
theory. In the limit ε→∞ the components of the phys-
ical lattice field-strength tensor (6) vanish at the word-
surfaces of the wires, θ¯x,23 = 0, as required by the lattice
condition (10).
In addition to the dielectric permittivity ε, it is also
convenient to characterize the properties of the Casimir
wires in two space dimensions in terms of the “relative
strength” of the wires:
δβ = βwire − β ≡ (ε− 1)β (13)
which is related to the permittivity ε of the wires using
the standard formula
ε = 1 + χε , (14)
where
χε =
δβ
β
, (15)
is the conventional electric susceptibility of the wire ma-
terial.
Physically, the wire strength δβ characterizes the de-
gree of influence of the wire on the fluctuations of the
electromagnetic field: at δβ = 0 (equivalently, at ε = 1)
the wire is absent while at δβ →∞ (i.e., at ε→∞) the
effect of the wire is the strongest possible and the wire
become perfectly metallic [2]. For the sake of simplicity,
in our paper we study the Casimir effect in between two
wires of the equal strength (13).
In the absence of the Casimir boundaries the partition
function of compact electrodynamics includes the inte-
gration over the angular link variables θx,µ:
Z =
∏
l
∫ pi
−pi
dθl e
−S[θ] , (16)
where the Abelian action S is given in Eq. (2). In the
presence of the Casimir plates made of the ideal metal
the partition function (16) is modified
Z[PS ] = lim
ε→+∞Zε[PS ] , (17)
where the partition function
Zε[PS ] =
∫
Dθ e−Sε[θ;PS ] . (18)
corresponds to the wires of finite permittivity ε.
In our simulations we realize the case of perfectly con-
ducting wires by taking the limit (17) of large permit-
tivity ε → ∞ in which a component of the electric field
parallel to the wire vanishes (9) thus mimicking an ideal
metal. We would like also to stress that in two spatial di-
mensions the magnetic permeability does not exist and a
5wire with infinite static dielectric permittivity affects the
electromagnetic field in the same way as an ideal metal
(we refer a reader to Section 5.1 of Ref. [2] where this
limit is discussed in more details).
E. Details of numerical calculations
We consider the model at asymmetric cubic lattice
Lt×L2s with periodic boundary conditions along all three
directions of the Euclidean lattice. In our simulations we
take Lt = 4 and Ls = 64  Lt. We also set two paral-
lel static straight wires with flat parallel time-sheets in
the (x2, x3) planes at the positions x1 = l1 and x1 = l2.
The lattice extension in the Euclidean time (or, inverse
temperature) direction Lt is related to the physical tem-
perature of thermal equilibrium
T =
1
Lta
, (19)
where a is the lattice spacing related to the physical
gauge coupling g and lattice gauge coupling β by Eq. (4).
The Casimir wires are implemented with the help of
the space-dependent gauge coupling (12) in the action of
the model (11). Due to periodic boundary conditions the
wires divide the x1 axis into two, generally inequivalent,
intervals, R and Ls−R, where R = |l2− l1| 6 Ls/2 is the
shortest distance between the wires. Due to the bound-
ary conditions all R-dependent quantities are invariant
under the spatial flip in the x1 direction, R → Ls − R.
The wire strengths (13) are taken in the wide range
δβ = 0.5 . . . 88.
Our basic simulation parameters are the same as the
ones in our previous simulations [10, 11]. All configu-
rations of the gauge field are generated with the help
of a Hybrid Monte Carlo algorithm based on standard
Monte-Carlo methods improved by molecular dynamics
algorithms [26]. The latter utilize a second-order mini-
mum norm integrator [27] at several time scales [28]. The
use of different timescales is a crucial tool which allows us
to diminish integration errors accumulated at and outside
worldsheets of the wires at which the Casimir boundary
conditions are imposed. Long autocorrelation lengths in
Markov chains are eliminated, following Ref. [26], with
the help of five subsequent overrelaxation steps which
separate gauge field configurations sufficiently far from
each other. We apply a self-tuning adaptive algorithm in
order to control the acceptance rate of the Hybrid Monte-
Carlo in a reasonable range between 0.70 and 0.85. We
use about 105 trajectories per one value of the wire per-
mittivity ε with about 104 trajectories for thermalization
of our gauge configurations.
III. CASIMIR EFFECT AND MONOPOLES
The presence of the Casimir (metallic or dielectric)
plates affects both the fluctuations of the photon field
and the dynamics of the monopoles between the world-
sheets of wires (“plates”). The modification of the pho-
ton fields leads to the well-studied conventional Casimir
effect while monopole dynamics in between the plates
may also lead to a number of new nonperturbative mod-
ification of the Casimir effect which were first touched in
Ref. [11]:
(i) The presence of the monopoles influences the
Casimir force in between the plates. Indeed, the
presence of the monopoles leads to the generation
of the mass gap which makes the photon massive,
and, in turn, naturally suppresses the Casimir ef-
fect at large distances between the plates. This
phenomenon was numerically found at zero tem-
perature in Ref. [11].
(ii) The finite geometry of the Casimir setup modifies
the dynamics of the monopoles in between the wires
and should, consequently, affect the phase transi-
tion between the confined (mass-gapped) phase and
the deconfined (gapless) phase of the model. This
nonperturbative effect is the scope of the present
paper and it will be discussed in details below.
Since the discussion in this section has largely a quali-
tative nature, we work with the absolute monopole den-
sity defined in the natural lattice units,
ρ = 〈|ρx|〉 ≡ ρmonlat = ρmonphysa3, (20)
where the local monopole charge density ρx is given in
Eq. (5). In Eq. (20) the lattice spacing a is expressed via
the gauge coupling g and the lattice coupling β using the
simple formula (4).
The simplest question we may ask ourselves is as fol-
lows: what is the effect of the Casimir wires on the
monopole density in the space between them? In Fig. 1
we plot the monopole density in between the wires as a
function of the wire strength δβ, defined in Eq. (13), for
a certain set of fixed separations R between the wires.
We choose the small value of the lattice gauge coupling
β = 0.4 where the monopole density is high and the dis-
cussed effects are well pronounced.
Figure 1 demonstrates the existence of two nonper-
turbative effects highlighting how the wires act on the
monopoles. Firstly, the monopole density calculated in
the space in between the wires ρin turns ot to be a dimin-
ishing function of the wire strength δβ (or, equivalently,
of the permittivity ε). This property is not unexpected
since the metallic wires confine the monopole flux em-
anating by the monopoles to the narrow space between
the wires. The squeezed monopole flux has bigger energy
density compared to the energetically preferred spherical
configuration of the magnetic flux around the monopole.
Consequently, the plates make the associated monopole
mass heavier. In turn, the heavier monopoles the lower
their density. We come to the conclusion that the wires
with bigger permittivity ε (or, equivalently, the bigger
wire strength δβ) suppress the monopole density more
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FIG. 1. The monopole density in lattice units (20) as the
function of the wire strength (13) for various fixed separations
between the plates R at the lattice gauge coupling β = 0.4.
The error bars are smaller then the size of the markers. The
lines are plotted to guide eyes.
effectively, in a full qualitative agreement with the be-
havior of the monopole density shown in Fig. 1.
Secondly, we see from Fig. 1 that the wider the sep-
aration between the plates R the higher the monopole
density. This observation comes out naturally from the
very same property: the smaller separation between the
plates, the more squeezed the magnetic field, the higher
its energy and, consequently, the heavier the monopole
mass. More massive monopoles should have lower den-
sity compared to their lighter counterparts. Thus, the
smaller separation between the plates the more dilute
the monopole gas and vice versa.
In Fig. 2 we plot the monopole density in between the
plates in the perfect metallic limit (ε → ∞) for various
lattice couplings β. In agreement with the discussion
above, the monopole density ρin is an increasing function
of there interwire distance R: the further wires the lower
they have the effect on the monopoles. As in the absence
of the wires, the monopole density ρin is a decreasing
function of the monopole gauge coupling β. Both Fig. 1
and Fig. 2 show self-consistently that the approaching
(obviously, in terms of the interwire distance R) and
strengthening (in terms of the coupling difference δβ)
wires suppress the monopole density between them.
The monopole density effects at finite temperature,
shown both in Fig. 1 and Fig. 2, agree qualitatively with
the results of our previous studies performed at zero tem-
perature [11].
Finally, we would like to compare the effect of the
Casimir wires on the relative density of the monopoles:
how strong is the effect of the wires in the monopole
density in between the wires (“inside”) and in the outer
space (“outside”). In order to quantify the effect of the
wires, we show the mentioned quantities, as well as the
total density of the monopoles, in Fig. 3. In order to
highlight the magnitude of the effects we work at the
smallest lattice gauge coupling β = 0.4 (at which the
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FIG. 2. Monopole density in between wires in the perfectly
metallic limit ε→∞ as the function of interwire separation R
for various fixed gauge couplings β. Notations are the same
as in Fig. 1.
monopole density is the largest) and the smallest sepa-
ration between the plates (R = a), at which the effect
of the latter is the strongest. Figure 3 shows us that, in
agreement with our intuitive expectations supported by
Fig. 1 and Fig. 2, the density of the monopoles in be-
tween the plates is a rapidly diminishing function of the
plate strength δβ which has, however, a definite limit at
δβ → ∞. At the same time the effect of the plates on
the density of monopoles outside the plates, and on the
total monopole density, is vanishingly small. Basically,
the plates effectively expel the monopoles from the space
between them to the space outside the plates as the den-
sity of the monopoles outside the plates is slightly larger
compared to the total density of the monopoles. Thus,
the plates affect only the properties of the vacuum in
between (and not outside) them, as expected.
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FIG. 3. Monopole density in between the plates (the red dots)
and outside the plates (the blue dots) as compared to the total
density of monopoles on the whole lattice (the green dots) at
strong coupling β = 0.4 and smallest separation between the
Casimir wires, R = a.
Summarizing, we have observed the suppression effect
of the wires on the monopole density in the space be-
7tween them. This observation suggests that the wires
should suppress the confining properties of the vacuum.
The effect of the Casimir geometry on confinement is dis-
cussed in the next section.
IV. DECONFINEMENT PHASE TRANSITION
A. Polyakov line as the order parameter
The confining properties of the vacuum may be char-
acterized by the Polyakov line
Lx(θ) = exp
{
i
Lt−1∑
x3=0
θx,3
}
, (21)
where the sum of the time component (µ = 3) of the vec-
tor gauge field θx,µ ≡ θµ(x) is taken along the Euclidean
time direction τ ≡ x3. By the construction, the Polyakov
loop Lx is a spatially local operator which is defined at
a spatial point x = (x1, x2) and which does not depend
on the (Euclidean) time coordinate x3.
The vacuum expectation value of the Polyakov
line (21) is an order parameter of the deconfinement
phase transition: the Polyakov line 〈Lx〉 is vanishing in
the confinement phase and it is nonzero in the deconfine-
ment phase. The expectation value of the line operator
Lx is associated with the free energy Fx of an isolated
static electric charge localized at the point x:
e−Fx/T = 〈Lx〉 , (22)
where T is the temperature of the system. According to
Eqs. (4) and (19) the physical temperature T , expressed
in units of the coupling constant g2, is a linear function
of the lattice gauge coupling β:
T
g2
=
β
Lt
, (23)
In the confinement phase (low T and small β) the order
parameter 〈Lx〉 is zero, implying that the free energy Fx
is infinite, so that an isolated electric charge cannot exist.
In the deconfinement phase (high T and large β) both the
order parameter and the associated energy are nonzero
which is a clear indication of the existence of free electric
charges (deconfinement).
In the presence of the plates it is convenient to identity
three types of bulk expectation values of the Polyakov
loop. They correspond to the expectation value taken
over the whole space (Ltot), the space in between (“in-
side”) the plates (Lin) and the space outside the plates
(Lout), respectively:
Ltot =
1
L2s
〈
Ls−1∑
x1=0
Ls−1∑
x2=0
Lx1,x2
〉
, (24)
Lin =
1
Ls(R− 1)
〈
l2−1∑
x1=l1+1
Ls−1∑
x2=0
Lx1,x2
〉
, (25)
Lout =
1
Ls(Ls −R− 1)
·
〈(
l1−1∑
x1=0
+
Ls−1∑
x1=l2+1
)
Ls−1∑
x2=0
Lx1,x2
〉
. (26)
Here Ls is the spatial extent of the lattice (in our cal-
culations Ls = 64 in both directions x1 and x2) and
R = |l1 − l2| 6 L/2 is the shortest distance between the
plates (notice that as we consider the periodic boundary
conditions so that the distance between the plates may
be defined both as R and Ls − R). The inner and outer
expectation values of the Polyakov line, given in Eqs. (25)
and (26) respectively, do not include contributions from
the points belonging to the plates themselves (i.e., with
x1 6= l1,2). Therefore the average of the Polyakov line
in between the plates (25) is well defined only for sepa-
rations R > 2 (for the sake of simplicity, we define the
distances in dimensionless lattice units by setting a = 1
in these formulae).
In Fig. 4 we show the expectation value of the Polyakov
line in the space between the wires for two fixed interwire
distances, R = 2a and R = 5a, and for a set of strengths
of the Casimir wires δβ. We notice a few interesting
qualitative properties of the Polyakov line.
Firstly, the Polyakov line Lin in between the wires is
a monotonically increasing function of the lattice gauge
constant β. According to Eq. (23) this fact implies that
the Polyakov line increases with the increase in temper-
ature. In turn, the latter property indicates the natural
fact that – similarly to the vacuum in the absence of the
Casimir wires – the deconfinement phase in between the
wires is realized at high temperatures while the confine-
ment of electric charges takes place in a low temperature
regime.
Secondly, at a fixed distance between the wires the
Polyakov line increases with the increase of the wire
strength δβ. Therefore, given the relation between the
expectation value of the Polyakov line and the free en-
ergy of a single charge (22), we conclude that closely
spaced Casimir wires force the vacuum to turn into the
deconfinement phase. This observation agrees with yet
another property which can also be seen by comparison
of the top and bottom panels of Fig. 4: the closer sepa-
ration between the wires the higher expectation value of
the Polyakov loop. Therefore we come to the conclusions
that
(i) the Casimir wires tend to make the vacuum be-
tween them deconfining;
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FIG. 4. The expectation value of the Polyakov loop in be-
tween the plates (25) vs. the coupling constant β at var-
ious values of the excess of the coupling constant δβ at
the plates (13) for two fixed separations between the plates,
R = 2a (top) and R = 5a (bottom). The curves correspond
to the best fits of the data with the fitting function (27).
(ii) the deconfining influence of the wires becomes
stronger as the distance between the wires gets
smaller.
Finally, in the low temperature regime the expectation
value of the Polyakov loop in the space between the plates
Lin does not vanish completely, indicating the absence of
a “pure” deconfinement. The nonvanishing behavior of
an order parameter is a typical property of finite-volume
systems. Although in a finite volume the free energy
of a single particle does not become infinite, it becomes
sufficiently large to mark the appropriate phase as statis-
tically deconfining at Fx  T . In order to characterize
the deconfinement of electric charges between the wires,
we fit the Polyakov loop by the function
Lfit(β) = L0 + L1β
ν
(
arctan[κ(β − βc)] + pi
2
)
, (27)
where L0, L1, ν, κ and βc are fitting parameters. We
found that the function (27) describes our data very well
for all available combinations of the interwire distance
R, the coupling constant β, and the wire strength δβ.
Examples of the fits of the numerically obtained Polyakov
loop by the analytical function (27) are shown in Fig. 4
by the solid lines.
For all fits the best fit values for the power ν lie in
the range ν ≈ (1/3 . . . 1/2) while the slope parameter
κ is slowly varying, depending on the interwire distance
R, in the region κ ≈ (4 . . . 8). Figure 4 suggests that
the strength of the deconfinement phase transition gets
slightly stronger with the increase of the wire strength
δβ, while the transition insignificantly weakens with the
decrease of the distance between the wires.
The fitting parameter βc plays a role of a pseudocritical
value of the lattice coupling constant β = βc, correspond-
ing to a point where the deconfinement (phase) transition
of the finite-volume system takes place. The coupling βc
is called the “pseudocritical” coupling because in a finite
volume the phase transition is, literally speaking, absent
and the value of a critical coupling depends on a par-
ticular way how it is defined. For example, in Eq. (27)
we could also use a similar function, f2(x) = tanhx+ 1,
instead of f1(x) = arctanx+ pi/2, with a slightly worser
quality of the fit. In an infinite-volume limit the pseudo-
critical coupling constants tend to the same value of the
critical coupling. In the next section we will discuss the
behavior of the pseudocritical coupling βc defined with
the help of Eq. (27).
It is also interesting to compare the relative values of
the Polyakov lines in the whole space, as well as inside
and outside the wires. In Fig. 5 we show the expectation
values of the Polyakov line in all three regions, as de-
fined, respectively, by Eqs. (24), (25), and (26). In order
to maximize the effect we plot the data for the short-
est possible distance between the wires (R = 2a) and at
largest available value of the wire strength (δβ = 88). As
expected, the effect of the wires on phase structure on
the vacuum at the exterior of the wires is negligible: the
bulk space outside the remains unaffected by the pres-
ence of the wires. Using a fit by Eq. (27) we determine
the pseudocritical lattice coupling of the deconfinement
transition in the absence of the wires:
βc = 1.97(3) . (28)
This results agrees within 10% with an analytical predic-
tion of Ref. [29] based on properties of lattice monopoles.
In addition, Fig. 5 indicates that the Polyakov line in
the space between the wires becomes much larger com-
pared to its expectation value outside the wires. This
property indicates that the wires make the vacuum in be-
tween them deconfining. The deconfinement effect agrees
perfectly with the features of the monopole picture de-
scribed in the previous section which demonstrates that
shortly–separated wires expel the magnetic monopoles
from the space in between them. Since the monopole
gas is tightly linked to the confinement property, the
monopole suppression between the plates agrees well with
the observed deconfinement effect.
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FIG. 5. The expectation values of the Polyakov loop: in the
whole space (24) as well as inside (25) and outside (24) of the
wires for a large value of the wire strength δβ = 88 with the
next-to-minimal separation between the wires, R = 2a.
B. Phase diagram in the presence of Casimir wires
We have found that the vacuum structure of the com-
pact electrodynamics is affected by the presence of di-
electric/metallic wires: in the space between two par-
allel wires the monopole density is diminished while the
Polyakov line is, consistently, enhanced. These properties
indicate that the parallel wires induce the deconfinement
transition which should naturally be reflected in lowering
of the deconfinement transition temperature in the vol-
ume between the wires. In lattice variables, the physical
(pseudo)critical temperature of the deconfinement tran-
sition is proportional to the corresponding value of the
lattice coupling (23) so that we should expect that in
the presence of the wires the (pseudo)critical value of
the coupling β is diminished compared to its value in the
absence of the wires.
In Fig. 7 we plot the pseudocritical coupling βc de-
termined from the fits of the expectation value of the
Polyakov loop by the analytical function (27). The cou-
pling βc is shown as a function of the wire strength δβ at
a set of various interwire distances R. Figure 7 clearly il-
lustrates that the pseudocritical coupling diminishes with
the decrease of the distance between the wires. Moreover,
the increase of the wire strength δβ – which is related to
the permittivity of the wires (14) and their dielectric sus-
ceptibility (15) – also leads to a substantial lowering of
the pseudocritical coupling constant βc for each value of
the interwire distance R.
It turns out that the dependence of the pseudocritical
coupling on the wire strength δβ at each fixed interwire
distance R may be very well described by the following
simple function:
βfitc (δβ) = β
∞
0 + β1 [tanh(γ δβ)− 1] , (29)
where β∞c = β
∞
c (R), β1 = β1(R), and γ = γ(R) are the
fitting parameters which depend on the distance between
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FIG. 6. Pseudocritical coupling constant βc of the confine-
ment-deconfinement transition vs the strength of the Casimir
plates δβ, Eq. (13), for various values of the separation be-
tween the plates R/a = 3, 5, 7, 9. The dashed lines are the fits
of the corresponding numerical data by Eq. (29).
the wires R. The corresponding fits are shown by the
dashed lines in Fig. 6.
It is interesting to consider two limits of the fitting
function (29). In the limit δβ → 0 the wires are ab-
sent and the pseudocritical coupling constants for all in-
terwire distances R agree with each other within error
bars. Moreover, the statistical average of the pseudo-
critical couplings for the available set of R’s gives us the
following averaged coupling of the deconfinement transi-
tion:
β(0)c ≈ 1.988(7). (30)
This value agrees very well with the independent estimate
given in Eq. (28).
In the opposite case we extrapolate, using the fitting
function (29), the behavior of the pseudocritical coupling
constant to the metallic limit where the strength of the
wire is infinite, δβ →∞:
β∞c = lim
δβ→∞
βc(δβ) . (31)
In Fig. 7 we show the extrapolated pseudocritical cou-
pling (31) as the function of the interwire distance R.
The coupling β∞c is a linearly rising function of the dis-
tance between the metallic wires. Using relation (23)
between the physical temperature T and the lattice cou-
pling constant β, we may easily obtain, from the data of
Fig. 7, the temperature of the deconfinement transition
in the physical units of electromagnetic coupling g.
In Fig. 8 we show the phase structure of the vacuum
of compact electrodynamics in the space between the in-
finitely long parallel Casimir wires in the metallic limit
ε→∞. The (pseudo)critical temperature Tc is a mono-
tonically rising function of the inter-wire distance R. It
is remarkable that the dependence of the deconfinement
temperature on the interwire distance R in the available
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FIG. 7. Pseudocritical coupling constant βc of the confine-
ment-deconfinement transition vs. the interwire distance R
for the wires in the metallic limit (δβ → ∞ or ε → ∞). The
line is drawn to guide eye.
fitting range Rg2 ∈ (1.8, 6.0) may be well described by
the following simple function:
Tc(R) = T
∞
c −
C0
R
, (32)
where the best fit parameter C0 = 0.35(1) determines the
slope of the dependence of the pseudocritical temperature
Tc(R) on the interwire distance R. In the limit of the
infinitely separated wires the critical temperature is given
by the following extrapolation of (32):
T∞c ≡ lim
R→∞
Tc(R) = 0.483(2) · g2 . (33)
The best fit function (32) with the mentioned parameters
C0 and T
∞
c is shown in Fig. 8 by the dashed line.
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FIG. 8. The critical temperature Tc of the confinement-
deconfinement transition as the function of the separation
between the plates R in the ideal-metal limit (ε → ∞) in
physical units. The dashed line represents the fit by the func-
tion (32) of the numerical data (the red circles).
Thus, the closely spaced wires affect the vacuum struc-
ture of the compact electrodynamics by inducing, in
the space between them, the deconfinement of electric
charges. Formally, the confinement property disappears
completely when the separation between the plates be-
comes smaller (R 6 Rc) than the critical radius R = Rc
at which the critical temperature vanishes:
Tc(Rc) = 0 . (34)
According to Eqs. (32) and (33) the critical distance be-
tween the metallic wires (ε→∞) can be estimated with
the help of Eq. (34) as follows:
Rc = 0.72(1)
1
g2
. (35)
We stress that the estimate (35) is based on the assump-
tion that the fitting function (32) remains valid in the
region of small interwire distances which were not dis-
cussed in our paper.
V. CONCLUSIONS
In our paper we have shown that the Casimir effect
leads to deconfinement of electric charges via modifica-
tion of quantum fluctuations in a confining field theory.
In order to illustrate this statement we have studied the
compact lattice electrodynamics (compact QED) from
the first principles of the theory using numerical meth-
ods developed in our earlier papers [10, 11]. The compact
QED in two space dimensions serves as a toy model of the
more complicated theory of strong interactions, QCD, as
both these theories possess the phenomena of the lin-
ear confinement of charges and the mass gap generation.
At finite temperature the vacua of both theories exhibit
a phase transition from the confining phase to the de-
confining phase. Therefore, the compact QED in (2+1)
spacetime dimensions is a useful toy model to study the
effects of the Casimir geometry on confining properties
of the vacuum of the theory. Due to the reduced spatial
dimensionality in (2+1) dimensions it is appropriate to
formulate the Casimir problem between the wires rather
than between the plates.
In our first study [10] we have demonstrated the re-
liability of the new numerical approach based on first-
principle simulations of lattice (gauge) theories. We have
confirmed that our numerical method correctly repro-
duces the known analytical results for the Casimir in-
teraction between the dielectric and metallic wires in a
weakly coupled region of compact electrodynamics where
the (nonperturbative) interaction effects are small.
In our second study [11] we used the same approach
to reveal nonperturbative effects of magnetic monopoles
on the Casimir energy in the strong coupling region.
We have found that the virtual monopoles and anti-
monopoles make the Casimir interaction short-ranged
while increasing the attractive Casimir-Polder force at
short distances.
In the present, third paper we demonstrate that while
both perturbative [10] and nonperturbative [11] vacuum
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effects modify the Casimir energy between the physical
wires, the Casimir effect, in the other way around, causes
the restructuring of the nonperturbative vacuum in the
space between the wires. We studied the theory at finite
temperature in order to highlight the deconfining effect
of the shortly-spaced wires on the vacuum. We also in-
vestigated the wires of different “wire strength” δβ which
is related to the permittivity of the wires (14) and their
dielectric susceptibility (15).
FIG. 9. Phase transition due to the Casimir effect: closely
spaced wires (plates) lead to deconfinement of electric charges
in the confining phase of compact lattice electrodynamics.
The effect is illustrated in Fig. 9: the vacuum in the
space between the Casimir wires becomes deconfining as
the distance between the wires gets smaller. In (2+1)
dimensions this figure represents two spatial and one Eu-
clidean time dimension. The dependence of the deconfi-
ning temperature Tc on the distance R between perfectly
metallic wires is shown, in physical units, in Fig. 8. The
critical temperature is very well described by the sim-
ple function give in Eq. (32) suggesting that at certain
critical distance between the wires (35) the vacuum in
the space between the wires resides always in the de-
confinement phase regardless of the temperature of the
system. In a low-temperature regime the vacuum out-
side the plates always stays in the confinement phase.
We suggest that the same Casimir-induced confinement-
suppression effect is also realized in 3+1 dimensional con-
fining theories (in this case Fig. 9 illustrates the Casimir
plates in three spatial dimensions).
We conclude that the dynamical monopoles, linear con-
finement and mass gas generation on the one side and the
Casimir geometry on the other side are antagonistic to
each other: the presence of the dynamical monopoles in
the vacuum suppresses the Casimir-Polder force at large
distances via the mass gap generation [11], while, in the
other way around, the dielectric and/or metallic wires in
the Casimir problem diminish the mean monopole den-
sity thus leading to the absence of the linear confinement
of electric charges at large distances and to reduction of
the mass gap for photons in the vacuum between the
wires.
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