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This paper is devoted to the study of a new phase-ﬁeld model with convection under
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assumptions are also derived. A numerical calculation is performed.
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1. Introduction
1.1. Statement of the problem
The formation of microstructure of metals or alloys in the process of solidiﬁcation plays an important role in determining
the properties of solidiﬁed material. In recent years the so-called phase ﬁeld models have become an important tool to
simulate the solidiﬁcation process of pure and mixtures of materials. This approach has proved to be an emerging technology
that complements experimental research. Various models related to the phase-ﬁeld method have been studied in last years,
from the theoretical or numerical point view (see e.g. [3,4,6,9–11,13,15–17,20–27,30,33–35] and the references therein).
Moreover, in the last decade, the phase ﬁeld method has been extended to include the effect of convection on the dendrite
growth. This was motivated by the fact that during the experiments of the solidiﬁcation process, it has been observed that
the hydrodynamic motion can have a signiﬁcant effect on the formation and evolution of the microstructures (see e.g.,
[12]), therefore it cannot be ignored. Signiﬁcant progress have been made in understanding the effect of convection on the
microstructure by modeling free dendritic growth using phase-ﬁeld methods. Phase-ﬁeld models and their simulations that
incorporate convection (free or forced) have been formulated and analyzed by various authors (see e.g. [1,2,32] and the
references therein).
However in order to reduce the chemical inhomogeneities and other defects that remain in the solidiﬁed metal after
the solidiﬁcation is complete, the major industrial challenges lie in the possibility to control the dynamics and metal mi-
crostructures during the solidiﬁcation process. It has been shown experimentally that the microstructures of metals and
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A. Rasheed, A. Belmiloudi / J. Math. Anal. Appl. 390 (2012) 244–273 245their mixtures can be controlled by the application of magnetic ﬁeld and electric current during the solidiﬁcation process
(e.g., see [18]). To study the effect of convection and magnetic ﬁeld on the evolution of micro-structure of dendrites, together
with other critical material parameters, we have developed a new phase ﬁeld model to simulate free dendritic growth that
incorporate, among other, the convection, magnetic ﬁeld and their interaction (for more details see [25]). The commencing
point of the modelization has the two-dimensional model of solidiﬁcation of the binary alloys given by Warren and Boet-
tinger [34], in which we have included among other the effect of convection in the phase-ﬁeld and solute equations. We
have also introduced equations of melt ﬂow in the liquid phase in the presence of magnetic ﬁeld which is applied externally
to the entire domain.
The aim of this paper is the study of the well-posedness of the model that represents the isothermal and isotropic
phase-ﬁeld model of the solidiﬁcation of binary mixtures in which the effects of convection are included under the action
of magnetic ﬁeld. The effect of the convection, during the solidiﬁcation process, is included in the model by using the
incompressible Navier–Stokes system, and the effect of the magnetic ﬁeld is introduced in the model by using Lorentz force
term in the Navier–Stokes system (which then will become a magnetohydrodynamic type system). A brief description of the
model is given below.
To treat the system which represents the isothermal and isotropic solidiﬁcation process, we have written the equations
in a generalized form as follows
ρ0
(
∂u
∂t
+ (u · ∇)u
)
= −∇p + μu+ A1(ψ, c) + b(ψ)
(
(u× B) × B) onQ, (1.1a)
div(u) = 0 onQ, (1.1b)
∂ψ
∂t
+ (u · ∇)ψ = 1ψ − A2(ψ, c) onQ, (1.1c)
∂c
∂t
+ (u · ∇)c = div(D(ψ)∇c)+ div(A3(ψ, c)∇ψ) onQ, (1.1d)
subject to the initial conditions (1.1e)
(u,ψ, c)(t = 0) = (u0,ψ0, c0) on Ω, (1.1f)
and the boundary conditions (1.1g)
u= 0, ∂ψ
∂n
= 0, ∂c
∂n
= 0 on Σ, (1.1h)
where u is the velocity ﬁeld, p is the pressure, ψ is the phase-ﬁeld variable which represents the solid/liquid phase of the
system. The parameter ψ takes value 0 in the solid phase, 1 in the liquid phase, and varies rapidly but smoothly between
these two values over a thin layer which separates the phases. The function c(x, t) is the relative concentration which
represents the concentration of the solute A in the solvent B during the solidiﬁcation process, B(x, t) is the magnetic-ﬁeld,
ρ0 is the density, μ is the dynamic viscosity, 1 is a small positive constant, Q= Ω × (0, T f ) and Σ = ∂Ω × (0, T f ) where
Ω is an open bounded domain in R2 with a smooth boundary ∂Ω and T f is the ﬁnal time of the solidiﬁcation process. The
operator A1(ψ, c) in the melt ﬂow equations is nonlinear and deﬁned in a way such that it is zero in the solid phase (i.e.,
ψ = 0) to get the zero velocity in the solid phase of the mixture, as the other operator b(ψ) is also deﬁned to be zero when
ψ = 0. The operators A2(ψ, c), D(ψ) and A3(ψ, c) are also nonlinear operators which are deﬁned to determine the phase
change, concentration and morphology of the dendrites. These operators A2, D and A3, which come from the variational
derivative of the entropy functional S with respect to ψ and c, respectively, and the operator A1 are depending on the given
temperature and have the following properties (P )
(1) A2 is a regular function such that A2(ψ, .) = 0 for ψ = 0 and ψ = 1.
(2) D is a positive and regular function bounded above and below by two positive constants.
(3) A3 is a regular function such that A3(., c) = 0 for c = 0 and c = 1.
(4) A1 is a regular function such that A1(ψ, .) = 0 for ψ = 0.
Due to the vanishing properties in (P ) of the physical non-linear terms, we may truncate the operators and we obtain
non-linear operators satisfying the Lipschitz and boundedness assumptions (H1)–(H4) and the vanishing assumptions (3.29).
Consequently, the physical problem (1.1) is well-posed and for the initial data ψ0 and c0 be given between 0 and 1, the
solution (ψ, c) of problem (1.1) remains included between 0 and 1.
In the next section, we give a sketch of the modelling leading to problem (1.1).
1.2. Modelling
This section is devoted to a brief introduction of the derivation of the system (1.1). For a complete description of the
modelling, the reader is refered to [25]. Initially the region Ω is occupied by a binary alloy composed by two pure elements,
the solute B (e.g., Cu) and the solvent A (e.g., Ni), which is considered as incompressible electrically conducting ﬂuid. The
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ﬂuid is initially driven by the buoyancy. Since the ﬂuid is electrically conducting and also there is an applied magnetic ﬁeld,
therefore when the ﬂuid start moving there would be electric current. Then, in addition to the applied magnetic ﬁeld, there
will be induced magnetic ﬁeld produced by the electric currents in the liquid metal and therefore there will be a Lorentz
force which acts on the ﬂuid so that an extra body force term F will appear in the Navier–Stokes system. The Lorentz force
in such a ﬂow can be given as
F= ρeE+ J× B, (1.2)
where ρe is the electric charge density, E the electric ﬁeld intensity, J is the current density and B is the applied magnetic
ﬁeld. We assume that the walls of the domain are electric insulators and the magnetic Reynolds number is suﬃciently
small that the induced magnetic ﬁeld is negligible as compared to the imposed magnetic ﬁeld B (see e.g. [14] and [29]).
The current density J appeared in equation (1.2) can be deﬁned by the Ohm’s law for the moving medium as
J= ρeu+ σe(E+ u× B), (1.3)
where σe is electrical conductivity and u is the velocity of the ﬂuid. Since the electric ﬁeld E is a conservative ﬁeld, therefore
we can express it as E = −∇φ, where ∇ is the gradient operator and φ is the potential function, and then we can express
Eqs. (1.2) and (1.3) as
F= −ρe∇φ + σe(−∇φ + u× B) × B, (1.4)
J= ρeu+ σe(−∇φ + u× B). (1.5)
In addition to the Ohm’s law, the current density J is governed by the conservation of electric current
div(J) = 0. (1.6)
Then, by assuming that electric charged density ρe and electrical conductivity σe are constant and using Eqs. (1.5) and (1.6),
we arrive at
φ = div(u× B), (1.7)
where  is the Laplace operator. From the above equation, we can calculate the potential function φ under the inﬂuence of
magnetic ﬁeld B applied in any direction and therefore with the help of this potential along with the magnetic ﬁeld we can
calculate the Lorentz force F deﬁned in Eq. (1.4).
Also note that to derive equations for the melt ﬂow, we shall assume the Boussinesq approximations (see e.g. [5]), as is
often done in the heat and/or solute transfer problems. This will lead us to neglect the density variations with respect to
temperature and/or concentration everywhere except in the gravitational force term in the momentum equation, and also
neglecting the temperature variations of the other material properties. Also as we know that the phase-ﬁeld variable ψ(x, t)
is 0 in the solid phase and 1 in the liquid phase and there is no motion in the solid phase, therefore equations of the melt
ﬂow should give us the zero velocity in the solid region of the domain. To include this fact in the equations of melt ﬂow, we
have multiplied the Boussinesq approximation term and Lorentz force term by functions a1(ψ) and a2(ψ). These functions
are chosen in way that they are null at ψ(x, t) = 0, so that the Boussinesq approximation term and Lorentz force term
become zero in the solid region and the equations of the melt ﬂow together with the zero initial and boundary conditions
give the zero velocity in the solid region of the domain. Also to include the effects on the velocity with respect to the
phase change at the solid/liquid interface, we have added an additional term f(ψ) in the ﬂow equations which will also be
chosen so that it is zero at ψ(x, t) = 0 (it depends on the choice of the temperature). The ﬂow equations can be given using
isothermal incompressible Navier–Stokes equations as
ρ0
Du
Dt
− div(σ) − a2(ψ)σe(−∇φ + u× B) × B= −a1(ψ)βcc(x, t)G+ f(ψ),
div(u) = 0, (1.8)
where B= (B1, B2, B3), u= (u, v,w), ρ0 is the mean density of the ﬂuid, D/Dt = ∂/∂t+u ·∇ is the material time derivative,
βc is the solutal expansion coeﬃcient, G is the gravity vector, c(x, t) is the concentration (mole fraction of the substance B
in A) and σ is the stress tensor which is deﬁned as
σ = −pI+ μ(∇u+ (∇u)tran), (1.9)
where p is the pressure, I is the unit tensor, μ is the dynamic viscosity, and tran represents the usual transpose of a matrix.
Note that the functions a1(ψ) and a2(ψ) in Eq. (1.8) can be chosen, for example, as
a1(ψ) = α1ψ, a2(ψ) = α2 ψ(1+ ψ)
2
(or α2ψ), α1,α2 > 0. (1.10)
In order to derive the two-dimensional model, we assume that the magnetic-ﬁeld and the movement are in XZ-plane
i.e., B2 = 0, v = 0 and f = ( f1,0, f3) and all the state variables and data are not depending on the second component of
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boundary of Ω (i.e., under the insulating condition on the boundary), then div(u × B) = 0 and from Eq. (1.7), ∇φ = 0. We
can now give the two-dimensional forms of the melt ﬂow as follows (for simplicity we shall denote x = (x, y), u = (u,w),
B= (B1, B3), f= ( f1, f3) and G= (0,−g) and we deduce the magnetohydrodynamic type system (given in Eqs. (1.1a)–(1.1b))
ρ0
Du
Dt
− div(σ) − b(ψ)(u× B) × B= A1(ψ, c),
div(u) = 0, (1.11)
with
b(ψ) = σea1(ψ), A1(ψ, c) = −a1(ψ)βcc(x, t)G+ f(ψ). (1.12)
Now we shall give a short description of the evolution equations of phase-ﬁeld variable and concentration. For the
detailed version of the derivation of these equations, the reader is referred to [25]. The thermodynamical description of the
phase ﬁeld ψ and concentration c of the binary mixture at each point (x, t) is based on the following entropy functional
(see e.g. [34,35])
S(ψ, c, e) =
∫
Ω
(
s(ψ, c, e) − 
2
2
|∇ψ |2
)
dx, (1.13)
where s(ψ, c, e) is an entropy density, e(x, t) is the internal energy, ψ(x, t) is the phase-ﬁeld variable and c(x, t) is the mole
fraction of solute B in the solvent A. The second term in the integrand is a gradient entropy term analogous to the gradient
energy term in the free energy, where the parameter  is the interfacial energy parameter which represents the gradient
corrections to the entropy density and is assumed to be constant (i.e., the isotropic case) and deﬁned as 2 = 6√2σ0δ0/TM ,
where σ0 is the solid–liquid interface energy, δ0 the interface thickness and TM = (T Am + T Bm)/2 is the average of the melting
temperatures of the substances A and B .
As the phase ﬁeld variable ψ(x, t) is not a conserved quantity therefore the most appropriate form of the evolution
equation for the phase ﬁeld is deﬁned by
Dψ
Dt
= Mψ δS(ψ, c, e)
δψ
, (1.14)
where Mψ > 0 is the interfacial mobility parameter which is assumed to be constant i.e., Mψ = γ and operator δ denotes
variational derivative. The phase ﬁeld variable ψ(x, t) varies smoothly in the interval (0,1) and its value in the solid phase
is 0 and in the liquid phase is 1.
The equation of concentration c(x, t) is derived by using conservation law of concentration as
Dc
Dt
+ div(Jc) = 0, (1.15)
where Jc is the conserved ﬂux concentration which can be expressed by the irreversible linear law as
Jc = Mc∇ δS(ψ, c, e)
δc
, (1.16)
where the parameter Mc = D(ψ)Vmc(1 − c)/R is the A–B inter diffusion coeﬃcient assumed to be positive (see [34] and
[33]). Taking the variational derivative of Eq. (1.13) with respect to ψ and c and using Eqs. (1.16) and (1.14)–(1.15), we obtain
in the isotropic case, i.e.  be a constant, (from the thermodynamical laws together with the mass conservation law) the
following equations for ψ and c
Dψ
Dt
= Mψ
(
2ψ − 1
T
∂F
∂ψ
)
on Ω,
Dc
Dt
= div
(
Mc
1
T
∇ ∂F
∂c
)
on Ω, (1.17)
where the free energy density F(ψ, c, T ) of a binary alloy is given in [34] as
F(ψ, c, T ) = (1− c)μA(ψ, c, T ) + cμB(ψ, c, T ), (1.18)
where μA(ψ, c, T ) and μB(ψ, c, T ) are the corresponding chemical potentials of the two constituent species A and B , and
are deﬁned as
μA(ψ, c, T ) = f A(ψ, T ) + λ(ψ)c2 + RT
Vm
ln(1− c), (1.19)
μB(ψ, c, T ) = f B(ψ, T ) + λ(ψ)(1− c)2 + RT ln(c), (1.20)
Vm
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have each only two minima for ψ ∈ [0,1], namely at ψ = 0 and ψ = 1 (double well potentials). The value R is the universal
gas constant, Vm is the molar volume and λ(ψ) the regular solution interaction parameter associated with the enthalpy of
mixing and is assumed to be
λ(ψ) = λS + p(ψ)(λL − λS),
where the parameters λS and λL are the enthalpies of mixing of the solid and liquid respectively. Here it is assumed that the
solution is ideal (similar as in [34]), therefore the parameters λS and λL are assumed to be zero and hence λ(ψ) = 0. Using
some basic thermodynamical principles, we can obtain a general form for f I for I = A, B and then for F at any temperature
T (see [33]). From the ﬁnal form of the free energy density F(ψ, c, T ), we can derived the following expression
1
T
∂F
∂ψ
= (1− c)H˜ A(ψ, T ) − cH˜ B(ψ, T ),
1
T
∇ ∂F
∂c
= (H˜ A(ψ, T ) − H˜ B(ψ, T ))∇ψ − R
Vmc(1− c)∇c (1.21)
with (at a given temperature T )
H˜ A(ψ, T ) = WAq′(ψ) + 30q(ψ)LA
(
1
T
− 1
T Am
)
,
H˜ B(ψ, T ) = WBq′(ψ) + 30q(ψ)LB
(
1
T
− 1
T Bm
)
,
Mc = D(ψ) Vmc(1− c)
R
, (1.22)
where D(ψ) = DS + p(ψ)(DL − DS ) is the A–B inter diffusion coeﬃcient, DL and DS are the classical diffusion coeﬃcients
in the solid and liquid, p(ψ) = ψ3(10 − 15ψ + 6ψ2), q(ψ) = ψ2(1 − ψ)2 is a double well polynomial function of the
minimum degree. The value WI = 3σI√2T ImδI is the constant which controls the height of the well, with σI the solid–liquid
interface energy, T Im the melting temperature, δI the interface thickness of the pure substance I and LI the latent heat of
the pure substance I , for I = A, B .
Now we can infer that (at a given temperature T )
A2(ψ, c) = Mψ
(
(1− c)H˜ A(ψ, T ) − cH˜ B(ψ, T )
)
,
A3(ψ, c) = c(1− c)Vm
R
(
H˜ B(ψ, T ) − H˜ A(ψ, T )
)
,
D(ψ) = DS + p(ψ)(DL − DS). (1.23)
These functions are well-deﬁned and smooth. Hence, Eqs. (1.1c) and (1.1f) can be deduce from (1.17), (1.21) and (1.23) with
1 = Mψ2 = 12 (MA + MB)2 and MI = (T
I
m)
2β I
6
√
2LI δI
for I = A, B .
1.3. Formal derivation of the energy law
In the homogeneous case (i.e. the force A1 is negligible: A1(c,ψ) = 0, the velocity u satisﬁes the homogeneous Dirichlet
boundary condition and (φ,ψ, c) satisﬁes the homogeneous Neumann boundary condition), the solution to the above gov-
erning equations obeys an energy law. For example, multiplying Eq. (1.8) by the velocity u, Eq. (1.14) by − δS
δψ
and Eq. (1.16)
by − δS
δc , integrating over the entire domain and summing the results, we get the following dissipative energy law
d
dt
∫
Ω
(
ρ0|u|2 − S
)
dx = −
∫
Ω
(
μ|∇u|2 + Mψ
∣∣∣∣ δSδψ
∣∣∣∣
2
+ Mc
∣∣∣∣∇ δSδc
∣∣∣∣
2
+ ∣∣b(ψ)∣∣(|u× B|2 + |∇φ|2)
)
dx, (1.24)
where S is the system’s entropy (see Eq. (1.13)) and surface work has been omitted. Physically, the law states that the total
energy of the system (excluding thermal energy) will decrease from internal dissipation. In two-dimensional case the term
|∇φ|2 is removed.
1.4. Outline of paper
The rest of the paper is organized as follows. In Section 2 we shall demonstrate the existence and regularity of the weak
solutions of the model (1.1a)–(1.1h). In Section 3, the stability and uniqueness of the solutions will be proved as well as a
maximum principle under extra assumptions (the maximum principle guarantees the existence of a solution under physical
assumptions on data). A numerical experiment is described in Section 4. In last Section 5, conclusions are discussed.
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In this section, we prove the existence of a weak solution to problem (1.1) under Lipschitz and boundedness assumptions
on the non-linear functions
2.1. Weak formulation, assumptions and preliminary results
We shall deﬁne some notations and basic spaces. The inner product and the norm in L2(Ω) are respectively denoted by
(.,.) and | · |. We introduce the following spaces:
H = {v ∈ (L2(Ω))2 ∣∣ div(v) = 0},
V = {v ∈ (H1(Ω))2 ∣∣ div(v) = 0, v= 0 on Γ }, V2 = H1(Ω),
H20 =
{
v ∈ H2(Ω)
∣∣∣ ∂v
∂n
on Γ = 0
}
, H= H × L2(Ω) × L2(Ω) and V= V × V2 × V2.
We will denote by V′ the dual of V. We have V ⊂ L2(Ω) ⊂ V′ and will use the same notation for the dual product between
V ′ and V as for the L2-scalar product.
Deﬁnition 2.1. Let G be a function from Q×Rq , (q ∈ N) into R. G is a Caratheodory function iff G(·,v) is measurable for
all v ∈Rq and G(x, t, ·) is continuous for almost all (x, t) ∈Q.
Let us introduce the following bilinear and trilinear continuous forms.
au(u,v) = μ
∫
Ω
∇u · ∇vdx, ∀(u,v) ∈ V 2, aψ(ψ,φ) = 1
∫
Ω
∇ψ · ∇φ dx, ∀(ψ,φ) ∈ (H1(Ω))2,
bu(u;v,w) = ρ0
2∑
i=1
2∑
j=1
∫
ui(∂i v j)w j dx, ∀(u,v,w) ∈ V 3,
bψ(u;ψ,φ) =
2∑
i=1
∫
ui(∂iψ)φ dx, ∀(u,ψ,φ) ∈ V,
bc(u; c, z) =
2∑
i=1
∫
ui(∂ic)z dx, ∀(u, c, z) ∈ V.
The trilinear forms satisfy the classical relations given in the following Lemma (see e.g. [5,31]).
Lemma 2.1. The trilinear forms bu , bψ , bc have the following properties
(i) For all u ∈ V , v ∈ (H10(Ω))2 and ψ, c ∈ H1(Ω)
bu(u;v,v) = 0, bψ(u;ψ,ψ) = 0, bc(u; c, c) = 0.
(ii) For all u ∈ V , v,w ∈ (H10(Ω))2 , ψ,φ ∈ H1(Ω) and c, z ∈ H1(Ω).
bu(u;v,w) = −bu(u;w,v), bψ(u;ψ,φ) = −bψ(u;φ,ψ), bc(u; c, z) = −bc(u; z, c).
We then deﬁne the Leray projection P to be the orthogonal projection of (L2(Ω))2 onto H . Using divergence theorem it
can easily be proven that any gradient is orthogonal to H , therefore if we apply P to Eq. (1.1a), the pressure term will be
eliminated and we shall left with a evolutionary parabolic equation given by
ρ0
(
∂u
∂t
+ P(u · ∇)u
)
= μPu+ PA1(ψ, c) + P
(
b(ψ)
(
(u× B) × B)). (2.1)
Multiplying Eq. (2.1) by v ∈ V , Eq. (1.1c) by φ ∈ H1(Ω) and Eq. (1.1d) by z ∈ H1(Ω), integrate the results over Ω with use
of Green’s formulas and use boundary conditions (1.1h), we obtain the following weak formulation of the problem (1.1):
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(
∂u
∂t
,v
)
+ au(u,v) + bu(u;u,v) =
∫
Ω
A1(ψ, c) · vdx+
∫
Ω
b(ψ)
(
(u× B) × B) · vdx,
(
∂ψ
∂t
, φ
)
+ aψ(ψ,φ) + bψ(u;ψ,φ) = −
∫
Ω
A2(ψ, c)φ dx,
(
∂c
∂t
, z
)
+ bc(u; c, z) +
∫
Ω
D(ψ)∇c · ∇z dx+
∫
Ω
A3(ψ, c)∇ψ · ∇z dx = 0, ∀(v, φ, z) ∈ V,
(u,ψ, c)(t = 0) = (u0,ψ0, c0). (2.2)
From now on, we assume that the following assumptions hold for the nonlinear operators A1, A2, A3, D and b:
(H1) A1(x, t, ·) is a Caratheodory function from Q × R2 into R2. For almost all (x, t) ∈ Q, A1(x, t, ·) is a Lipschitz and
bounded function with
0 < a0 
∣∣A1(x, t, r)∣∣2  a1, ∀r ∈R2,
(H2) A2(x, t, ·) and A3(x, t, ·) are Caratheodory functions from Q × R2 into R. For almost all (x, t) ∈ Q, A2(x, t, ·) and
A3(x, t, ·) are Lipschitz and bounded functions with
0 < a0 
∣∣Ai(x, t, r)∣∣ ai, ∀r ∈R2, for i = 2,3,
(H3) D(x, t, ·) is a Caratheodory function from Q× R into R. For almost all (x, t) ∈ Q, D(x, t, ·) is Lipschitz positive and
bounded function with
0 < D0  D(x, t, r) D1, ∀r ∈R,
(H4) b(x, t, ·) is a Caratheodory function from Q× R into R. For almost all (x, t) ∈ Q, b(x, t, ·) is Lipschitz and bounded
function with
0 < b0 
∣∣b(x, t, r)∣∣ b1, ∀r ∈R,
(H5) B ∈ {B ∈ (L2(Ω))2 | 0 B1  |B|2  B2 < ∞} ⊂ L∞(Q),
where | · |2 is the Euclidean norm.
For the sake of simplicity, we shall write A1(ψ, c), Ai(ψ, c) and D(ψ) in place of A1(x, t,ψ, c), Ai(x, t,ψ, c) and
D(x, t,ψ), i = 2,3, respectively.
Before proving the existence, regularity and uniqueness of the problem, we give the following lemmas.
Lemma 2.2.
(i) (Elliptic estimate) Let k ∈ N and v ∈ H2(Ω) satisfy v ∈ Hk(Ω) and ∂v
∂n = 0 on the boundary Γ . Then v ∈ Hk+2(Ω) and we
have the following estimate: there exists a constant C > 0 independent of v such that
‖v‖Hk+2(Ω)  C
(‖v‖Hk(Ω) + ‖v‖Hk(Ω)).
(ii) (Gagliardo–Nirenberg’s inequality) There exists a constant C > 0 such that
‖v‖Lp(Ω)  C‖v‖θHq(Ω)‖v‖1−θL2(Ω), ∀v ∈ Hq(Ω),
where 0  θ < 1 and p = 2nn−2θq , with the exception that if q − m/2 is a nonnegative integer then θ is restricted to zero. In
particular, for n = 2, we have that
‖v‖L4(Ω)  C‖v‖1/2L2(Ω)‖∇v‖
1/2
L2(Ω)
, ∀v ∈ H10(Ω).
For the proof of this lemma, see e.g. [7,31]. 
Before stating the existence theorem, we prove the following lemmas.
Lemma 2.3. Let assumptions (H1)–(H5) be fulﬁlled. For suﬃciently regular (u,ψ, c), we have:
(i) |∇A1(x, t,ψ, c)|2  C(1+ |∇ψ |2 + |∇c|2),
(ii) |∇Ai(x, t,ψ, c)|2  C(1+ |∇ψ |2 + |∇c|2), for i = 2,3,
(iii) |∇D(x, t,ψ)|2  C(1+ |∇ψ |2),
(iv) |∇b(x, t,ψ)|2  C(1+ |∇ψ |2).
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By using the same technique, we can easily obtain the remaining results (ii), (iii) and (iv) (see for similar results [4]). 
Lemma 2.4. Let assumptions (H1)–(H5) be satisﬁed and Xm,n = (um,n,ψm,n, cm,n) be a sequence converging to X = (u,ψ, c) in
L2(0, T f ;H) strongly and in L2(0, T f ;V) weakly. Then we have the following convergence results
(i) A1(ψm,n, cm,n) → A1(ψ, c) in Lp(Q) strongly ∀p ∈ [1,∞),
(ii) Ai(ψm,n, cm,n) → Ai(ψ, c), in Lp(Q) strongly ∀p ∈ [1,∞), for i = 2,3,
(iii) D(ψm,n) → D(ψ), in Lp(Q) strongly ∀p ∈ [1,∞),
(iv) D(ψm,n)∇cm,n ⇀ D(ψ)∇c, in Lp(Q) weakly ∀p ∈ [1,2),
(v) A3(ψm,n, cm,n)∇ψm,n ⇀ A3(ψ, c)∇ψ , in Lp(Q) weakly ∀p ∈ [1,2).
Proof. The proof of the ﬁrst three parts and the last two parts of the this lemma are similar, therefore we provide only the
proofs of ﬁrst and last part (for similar result see [23]).
(i) Let v ∈ Lq(Q), for q ∈ (1,+∞) and consider
Im,n =
∫
Q
(
A1(ψm,n, cm,n) − A1(ψ, c)
)
vdxdt.
Then
|Im,n|
∫
Q
∣∣A1(ψm,n, cm,n) − A1(ψ, c)∣∣2|v|2 dxdt
and, by using Hölder’s inequality, we can deduce that
|Im,n|
∥∥A1(ψm,n, cm,n) − A1(ψ, c)∥∥Lp(Q)‖v‖Lq(Q),
with 1/p + 1/q = 1 and 1 p < ∞. Consider now
∥∥A1(ψm,n, cm,n) − A1(ψ, c)∥∥pLp(Q) =
∫
Q
∣∣A1(ψm,n, cm,n) − A1(ψ, c)∣∣p2 dxdt
=
∫
Q
∣∣A1(ψm,n, cm,n) − A1(ψ, c)∣∣p−12
∣∣A1(ψm,n, cm,n) − A1(ψ, c)∣∣2 dxdt.
As A1 is bounded (see hypothesis (H1)), we have
∥∥A1(ψm,n, cm,n) − A1(ψ, c)∥∥pLp(Q)  c1
∫
Q
∣∣A1(ψm,n, cm,n) − A1(ψ, c)∣∣2 dxdt.
Since A1 is a Lipschitz function, we can deduce∥∥A1(ψm,n, cm,n) − A1(ψ, c)∥∥pLp(Q)  c2(‖ψm,n − ψ‖L2(Q) + ‖cm,n − c‖L2(Q)).
As Xm,n = (um,n,ψm,n, cm,n) converges strongly to X= (u,ψ, c) in L2(0, T f ;H), therefore∥∥A1(ψm,n, cm,n) − A1(ψ, c)∥∥pLp(Q) −→ 0, asm,n → ∞
and consequently |Im,n| −→ 0, as m,n → ∞. This proves the result.
(v) Let φ ∈ Lq(Q) with 1/p + 1/q = 1, p ∈ [1,2) and consider
Km,n =
∫
Q
(
A3(ψm,n, cm,n)∇ψm,n − A3(ψ, c)∇ψ
)
φ dxdt,
then, we have
Km,n =
∫ (
A3(ψm,n, cm,n) − A3(ψ, c)
)∇ψm,nφ dxdt +
∫
(∇ψm,n − ∇ψ)A3(ψ, c)φ dxdt.Q Q
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m,n → ∞. Let K′m,n be the ﬁrst term in the above expression i.e.,
K1m,n =
∫
Q
(
A3(ψm,n, cm,n) − A3(ψ, c)
)∇ψm,nφ dxdt,
then ∣∣K1m,n∣∣
∫
Q
∣∣A3(ψm,n, cm,n) − A3(ψ, c)∣∣|∇ψm,n|2|φ|dxdt,
and, by using Hölder’s inequality, we have∣∣K1m,n∣∣ c3∥∥A3(ψm,n, cm,n) − A3(ψ, c)∥∥Ls(Q)‖∇ψm,n‖L2(Q)‖φ‖Lq(Q),
with 1/s + 1/2+ 1/q = 1 and s 2.
According to the expression
∥∥A3(ψm,n, cm,n) − A3(ψ, c)∥∥sLs(Q) =
∫
Q
∣∣A3(ψm,n, cm,n) − A3(ψ, c)∣∣s2 dxdt
=
∫
Q
∣∣A3(ψm,n, cm,n) − A3(ψ, c)∣∣s−22
∣∣A3(ψm,n, cm,n) − A3(ψ, c)∣∣22 dxdt
and the boundedness of A3 (hypothesis (H2)), we obtain∥∥A3(ψm,n, cm,n) − A3(ψ, c)∥∥sLs(Q)  c4
∫
Q
∣∣A3(ψm,n, cm,n) − A3(ψ, c)∣∣22 dxdt.
Since A3 is a Lipschitz function, we can deduce that∥∥A3(ψm,n, cm,n) − A3(ψ, c)∥∥sLs(Q)  c5(‖ψm,n − ψ‖2L2(Q) + ‖cm,n − c‖2L2(Q)
)
.
As Xm,n = (um,n,ψm,n, cm,n) converges to X = (u,ψ, c) in L2(0, T f ,H) strongly and weakly in L2(0, T f ,V), therefore
K1m,n → 0 as m,n → ∞ and hence |Km,n| −→ 0, as m,n → ∞. This completes the proof. 
Now we prove the existence of a solution of the problem (2.2).
Theorem 2.1. Let assumptions (H1)–(H5) be satisﬁed. Then, for (u0,ψ0, c0) ∈ H, there exists a triplet (u,ψ, c) such that
(u,ψ, c) ∈ L∞(0, T f ,H) ∩ L2(0, T f ,V),
(
∂u
∂t
,
∂ψ
∂t
,
∂c
∂t
)
∈ L2(0, T f ,V′),
which is the solution of the problem (2.2).
Proof. We shall employ the Bubnov–Galerkin method to prove the existence of the problem (2.2). We approximate the
system equations by projecting them onto ﬁnite dimensional subspaces. Since the boundary data in the model problem
(1.1a)–(1.1h) for velocity is different from the boundary data for the phase-ﬁeld and concentration equations, therefore
we project the velocity equation onto m-dimensional subspace and the phase-ﬁeld and concentration equations onto the n-
dimensional subspace, then we take the limit ﬁrst in n and then in m. For this consider a sequence (λi)i1 of the eigenvalues
of the self adjoint operator − with the homogeneous Dirichlet boundary conditions such that 0 < λ1  λ2  · · · λi  · · ·
and the corresponding smooth and complete orthogonal basis in L2 (and also in H10) eigenfunctions (wi)i1, that satisfy
−wi = λi wi in
(
H10(Ω)
)′
and wi ∈ H10(Ω),
(∇wi,∇w j) = (−wi,w j) = λi(wi,w j), ∀wi,w j ∈ H10(Ω). (2.3)
We denote by Vm , the space generated by the eigenfunctions (wi)1im (
⋃
m1 Vm is dense in L
2(Ω) and also in H1). We
introduce the L2-orthogonal (and also H1-orthogonal) projector Pm on the spaces Vm and we denote by Pm = (Pm, Pm) the
projector on the spaces (Vm)2.
Consider again a sequence (μk)k1 of the eigenvalues of the operator − with the homogeneous Neumann boundary
conditions such that 0 = μ1 μ2  · · ·μk  · · · and the corresponding smooth and complete orthogonal basis in L2 and
also in H1, eigenfunctions (ek)k1 such that
−ek = μkek in
(
H1(Ω)
)′
and ek ∈ H1(Ω). (2.4)
A. Rasheed, A. Belmiloudi / J. Math. Anal. Appl. 390 (2012) 244–273 253We denote by Wn the space generated by (ek)k1 (
⋃
n1 Wn is dense in L
2 and also in H1), and we introduce the L2-
orthogonal (and also H1-orthogonal) projector Ln on the spaces Wn .
Making use of the properties of Pm and Ln we can easily prove the following relations:
‖Pmv‖L2(Ω)  C‖v‖L2(Ω) and ‖Lnv‖L2(Ω)  C‖v‖L2(Ω), ∀v ∈ L2(Ω), (2.5)∥∥∇(Pmv)∥∥L2(Ω)  C‖∇v‖L2(Ω), ∀v ∈ H10(Ω), (2.6)∥∥∇(Lnφ)∥∥L2(Ω)  C‖∇φ‖L2(Ω), ∀φ ∈ H1(Ω), (2.7)∥∥(Lnφ)∥∥L2(Ω)  C‖φ‖L2(Ω), ∀φ ∈ H20(Ω), (2.8)
with the positive constant C > 0 independent of m and n.
Applying the projections Pm , Ln and Ln on the ﬁrst, second and third equations of system (2.2) respectively. For each
(m,n) we deﬁne an approximate solution (um,n,ψm,n, cm,n) of the problem (2.2) with the initial condition (u0,ψ0, c0) as
follows:
um,n(·, t) =
m∑
i=1
um,ni (t)wi, ψm,n(·, t) =
n∑
i=1
ψ
m,n
k (t)ek, cm,n(·, t) =
n∑
i=1
cm,nk (t)ek (2.9)
and ∀(wi, ek) ∈ (Vm)2 × Wn ,
ρ0
(
∂um,n
∂t
,wi
)
+ au(um,n,wi) + bu(um,n;um,n,wi)
=
∫
Ω
A1(ψm,n, cm,n) ·wi dx+
∫
Ω
b(ψ)
(
(um,n × B) × B
) ·wi dx, (2.10)
(
∂ψm,n
∂t
, ek
)
+ aψ(ψm,n, ek) + bψ(um,n;ψm,n, ek) = −
∫
Ω
A2(ψm,n, cm,n)ek dx, (2.11)
(
∂cm,n
∂t
, ek
)
+ bc(um,n; cm,n, ek) +
∫
Ω
D(ψm,n)∇cm,n · ∇ek dx+
∫
Ω
A3(ψm,n, cm,n)∇ψm,n · ∇ek dx= 0, (2.12)
(um,n,ψm,n, cm,n)(t = 0) =
(
um,n0 ,ψ
m,n
0 , c
m,n
0
)
, (2.13)
where (um,n0 ,ψ
m,n
0 , c
m,n
0 ) = (Pmu0, Lnψ0, Lnc0) which satisfy(
um,n0 ,ψ
m,n
0 , c
m,n
0
)→ (u0,ψ0, c0) in H asm,n → ∞. (2.14)
Now multiplying Eqs. (2.10), (2.11) and (2.12) respectively by um,ni (t), ψ
m,n
k (t) and c
m,n
k (t) and then taking sum over i and k,
where i = 1 to m, k = 1 to n, we obtain
ρ0
(
∂um,n
∂t
,um,n
)
+ au(um,n,um,n) =
∫
Ω
A1(ψm,n, cm,n) · um,n dx+
∫
Ω
b(ψ)
(
(um,n × B) × B
) · um,n dx,
(
∂ψm,n
∂t
,ψm,n
)
+ aψ(ψm,n,ψm,n) = −
∫
Ω
A2(ψm,n, cm,n)ψm,n dx,
(
∂cm,n
∂t
, cm,n
)
+
∫
Ω
D(ψm,n)∇cm,n · ∇cm,n dx+
∫
Ω
A3(ψm,n, cm,n)∇ψm,n · ∇cm,n dx= 0.
According to the hypotheses (H1)–(H5), we obtain
ρ0
2
d
dt
|um,n|2 + μ|∇um,n|2  c1
( ∫
Ω
|um,n|2 dx+
∫
Ω
|um,n|2|um,n|2 dx
)
,
1
2
d
dt
|ψm,n|2 + 1|∇ψm,n|2  c2
∫
Ω
|ψm,n|2 dx,
1
2
d
dt
|cm,n|2 + D0
∫
|∇cm,n|22 dx c3
∫
|∇ψm,n|2|∇cm,n|2 dx.Ω Ω
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ρ0
d
dt
|um,n|2 + 2μ|∇um,n|2  c4
(
1+ |um,n|2
)
, (2.15)
d
dt
|ψm,n|2 + 21|∇ψm,n|2  c5
(
1+ |ψm,n|2
)
, (2.16)
d
dt
|cm,n|2 + 2D0|∇cm,n|2  c
2
3
δ1
|∇ψm,n|2 + δ1|∇cm,n|2. (2.17)
Multiplying Eq. (2.17) by δ2 on both sides and choosing δ1 = D0 and δ2 = 1D0c23 , the above equation takes the form
δ2
d
dt
|cm,n|2 + 2δ2D0|∇cm,n|2  1|∇ψm,n|2 + δ2D0|∇cm,n|2. (2.18)
Adding Eqs. (2.15), (2.16) and (2.18), we obtain
d
dt
(
ρ0|um,n|2 + |ψm,n|2 + δ2|cm,n|2
)+ 2μ|∇um,n|2 + 1|∇ψm,n|2 + δ2D0|∇cm,n|2
 c6
(
1+ |um,n|2 + |ψm,n|2
)
. (2.19)
From the above equation, we can deduce that
d
dt
(
ρ0|um,n|2 + |ψm,n|2 + δ2|cm,n|2
)
 c7
(
1+ |um,n|2 + |ψm,n|2 + |cm,n|2
)
.
Using Gronwall’s lemma, Eq. (2.5) and as (u0,ψ0, c0) ∈ H, therefore we have
∣∣um,n(t)∣∣2 + ∣∣ψm,n(t)∣∣2 + ∣∣cm,n(t)∣∣2  c8, ∀t ∈ (0, T f ).
Thus we conclude that
‖Xm,n‖L∞(0,T f ;H)  c9, (2.20)
where Xm,n = (um,n,ψm,n, cm,n). This implies that Xm,n is uniformly bounded in L∞(0, T f ;H).
Now integrating Eq. (2.19) over (0, t), for t ∈ (0, T f ), using Eqs. (2.5), (2.20) and as (u0,ψ0, c0) ∈ H, we ﬁnally arrive at
t∫
0
(
2μ|∇um,n|2 + 1|∇ψm,n|2 + δ2D0|∇cm,n|2
)
ds c10, ∀t ∈ (0, T f ).
Therefore we have that ‖∇Xm,n‖2L2(0,T f ; L2(Ω))  c11 and then (according to (2.20))
‖Xm,n‖L∞(0,T f ;H)∩L2(0,T f ;V)  c12. (2.21)
This implies that Xm,n is uniformly bounded in L∞(0, T f ;H) ∩ L2(0, T f ;V). This result makes it possible to extract a sub-
sequence from Xm,n , also denoted by Xm,n , which converges weak star toward X = (u,ψ, c) in L∞(0, T f ;H) and converges
weakly toward X in L2(0, T f ;V).
Now from Eqs. (2.10)–(2.12), we have ∀(v, φ, z) ∈ (Vm)2 × Wn × Wn ,
ρ0
(
∂um,n
∂t
,v
)
= −μ
∫
Ω
∇um,n · ∇vdx− bu(um,n;um,n,v) +
(
A1(ψm,n, cm,n),v
)+ (b(ψ)((u× B) × B),v),
(
∂ψm,n
∂t
, φ
)
= −bψ(um,n;ψm,n, φ) − 1
∫
Ω
∇ψm,n · ∇φ dx−
∫
Ω
A2(ψm,n, cm,n)φ dx,
(
∂cm,n
∂t
, z
)
= −bc(um,n; cm,n, z) −
∫
Ω
D(ψm,n)∇cm,n · ∇z dx−
∫
Ω
A3(ψm,n, cm,n)∇ψm,n · ∇z dx.
According to the hypotheses (H1)–(H5), we arrive at
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∣∣∣∣
(
∂um,n
∂t
,v
)∣∣∣∣μ
∫
Ω
|∇um,n|2|∇v|2 dx+ c13
∫
Ω
|um,n|22|∇v|2 dx+ c14
( ∫
Ω
|v|2 dx+
∫
Ω
|um,n|2|v|2 dx
)
,
∣∣∣∣
(
∂ψm,n
∂t
, φ
)∣∣∣∣  c15
∫
Ω
|um,n|2|ψm,n|2|∇φ|2 dx+ 1
∫
Ω
|∇ψm,n|2|∇φ|2 dx+ c16
∫
Ω
|φ|2 dx,
∣∣∣∣
(
∂cm,n
∂t
, z
)∣∣∣∣ c17
∫
Ω
|um,n|2|cm,n|2|∇z|2 dx+ D1
∫
Ω
|∇cm,n|2|∇z|2 dx+ c18
∫
Ω
|∇ψm,n|2|∇z|2 dx.
With the help of Hölder’s inequality, Lemma 2.2 and H1 ⊂ L4, the above equations take the form∣∣∣∣
(
∂um,n
∂t
,v
)∣∣∣∣ c19(|∇um,n| + ‖um,n‖|um,n| + 1+ |um,n|)‖v‖, (2.22)∣∣∣∣
(
∂ψm,n
∂t
, φ
)∣∣∣∣ c20(‖um,n‖1/2‖ψm,n‖1/2|um,n|1/2|ψm,n|1/2 + |∇ψm,n| + 1)‖φ‖, (2.23)∣∣∣∣
(
∂cm,n
∂t
, z
)∣∣∣∣ c21(‖um,n‖1/2‖cm,n‖1/2|um,n|1/2|cm,n|1/2 + |∇cm,n| + |∇ψm,n)|‖z‖. (2.24)
By using Young’s inequality and the result (2.20), we can deduce that∥∥∥∥∂um,n∂t
∥∥∥∥
V ′1
 c22
(
1+ ‖um,n‖
)
,
∥∥∥∥∂ψm,n∂t
∥∥∥∥
V ′2
 c23
(
1+ ‖ψm,n‖ + ‖um,n‖
)
,
∥∥∥∥∂cm,n∂t
∥∥∥∥
V ′2
 c24
(
1+ ‖um,n‖ + ‖cm,n‖ + ‖ψm,n‖
)
. (2.25)
Integrating above equations over (0, T f ) and using Eq. (2.21), we can easily obtain (with Xm,n = (um,n,ψm,n, cm,n))∥∥∥∥∂Xm,n∂t
∥∥∥∥
L2(0,T f ;V′)
 c25. (2.26)
This shows that ∂Xm,n
∂t is uniformly bounded in L
2(0, T f ;V′).
Now we deﬁne the space W1 = {X ∈ L2(0, T f ;V), ∂X∂t ∈ L2(0, T f ;V′)}. According to [31], the injection of W1 into
L2(0, T f ;H) is compact. From Eqs. (2.21) and (2.26), we conclude that Xm,n is uniformly bounded in W1, therefore we
can extract from Xm,n , a subsequence also denoted by Xm,n , such that
Xm,n ⇀ X= (u,ψ, c) weakly in L2(0, T f ;V),
Xm,n −→ X strongly in L2(0, T f ;H). (2.27)
We are now going to prove that X= (u,ψ, c) is solution of the problem (2.2).
In order to pass to the limit in Eqs. (2.10)–(2.13), let us consider a scalar function ϕ in C1([0, T f ]) with ϕ(T f ) = 0.
Multiplying Eqs. (2.10)–(2.12) by ϕ(t) and integrating with respect to time over (0, T f ), we obtain
−ρ0
T f∫
0
(
um,n,ϕ
′v
)
dt +
T f∫
0
au(um,n,ϕv)dt +
T f∫
0
bu(um,n;um,n,ϕv)dt
=
T f∫
0
(
A1(ψm,n, cm,n),ϕv
)
dt +
T f∫
0
(
b(ψm,n)
(
(um,n × B) × B
)
,ϕv
)
dt + (um,n0 ,ϕ(0)v),
−
T f∫
0
(
ψm,n,ϕ
′φ
)
dt +
T f∫
0
aψ(ψm,n,ϕφ)dt +
T f∫
0
bψ(um,n;ψm,n,ϕφ)dt
= −
T f∫ ∫
A2(ψm,n, cm,n)ϕφ dxdt +
(
ψ
m,n
0 ,ϕ(0)φ
)
,0 Ω
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T f∫
0
(
cm,n,ϕ
′z
)
dt +
T f∫
0
∫
Ω
A3(ψm,n, cm,n)∇ψm,n · ∇(ϕz)dxdt
+
T f∫
0
bc(um,n; cm,n,ϕz)dt +
T f∫
0
∫
Ω
D(ψm,n)∇cm,n · ∇(ϕz)dxdt =
(
cm,n0 ,ϕ(0)z
)
.
According to (2.27), it is easy to pass to the limit in the linear terms. For the nonlinear terms we apply the results of
Lemma 2.4. The limit (u,ψ, c) then satisﬁes the following system
−ρ0
T f∫
0
(
u,ϕ′v
)
dt +
T f∫
0
au(u,ϕv)dt +
T f∫
0
bu(u;u,ϕv)dt
=
T f∫
0
(
A1(ψ, c),ϕv
)
dt +
T f∫
0
(
b(ψ)
(
(u× B) × B),ϕv)dt + (u0,ϕ(0)v), (2.28)
−
T f∫
0
(
ψ,ϕ′φ
)
dt +
T f∫
0
aψ(ψ,ϕφ)dt +
T f∫
0
bψ(u;ψ,ϕφ)dt
= −
T f∫
0
∫
Ω
A2(ψ, c)ϕφ dxdt +
(
ψ0,ϕ(0)φ
)
, (2.29)
−
T f∫
0
(
c,ϕ′z
)
dt +
T f∫
0
∫
Ω
A3(ψ, c)∇ψ · ∇(ϕz)dxdt
+
T f∫
0
bc(u; c,ϕz)dt +
T f∫
0
∫
Ω
D(ψ)∇c · ∇(ϕz)dxdt = (c0,ϕ(0)z). (2.30)
Taking ϕ ∈D(0, T f ), we deduce that (u,ψ, c) veriﬁes the problem (2.2) in the distribution sense on (0, T f ).
Finally, it remains to verify the initial conditions. For this, multiplying each equation in problem (2.2) by ϕ such that
ϕ(T ) = 0, integrating with respect to time and comparing the resulting system with (2.28)–(2.30), we can deduce that
(u,ψ, c)(t = 0) = (u0,ψ0, c0). This completes the proof. 
In previous theorem, we have proved the existence of a weak solution of the problem (2.2). The uniqueness and stability
results need more regularity of the solution. Therefore in the next two theorems, we shall prove some regularity results for
the solution.
Theorem 2.2. Let assumptions (H1)–(H5) be satisﬁed. Then for any (u0,ψ0, c0) ∈ (H10(Ω))2 × H1(Ω)× L2(Ω), there exists a triplet
of functions (u,ψ, c) satisfying
u ∈ L2(0, T f ; (H2(Ω))2)∩ H1(0, T f ; (L2(Ω))2),
ψ ∈ L2(0, T f ; H2(Ω))∩ H1(0, T f ; L2(Ω)),
c ∈ L2(0, T f ; H1(Ω))∩ L2(0, T f ; (H1(Ω))′)
which is a solution of the problem (2.2).
Proof. Multiplying Eq. (2.10) by λi and then using Eq. (2.3), we have
−ρ0
(
∂um,n
∂t
,wi
)
− μ
∫
Ω
∇um,n · ∇(wi)dx− bu(um,n;um,n,wi)
= −(A1(ψm,n, cm,n),wi)− (b(ψm,n)((um,n × B) × B),wi), (2.31)
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(2.9), the relation (2.3) and the boundary conditions, that
ρ0
d
dt
|∇um,n|2 + 2μ|um,n|2 = 2bu(um,n;um,n,um,n) − 2
(
A1(ψm,n, cm,n),um,n
)
− 2(b(ψm,n)((um,n × B) × B),um,n).
Using hypotheses (H1)–(H5) and Hölder’s inequality, we obtain
ρ0
d
dt
|∇um,n|2 + 2μ|um,n|2 
∣∣2bu(um,n;um,n,um,n)∣∣+ 2c1|um,n||um,n| + 2c2|um,n|.
By using the Young’s inequality, we arrive at
ρ0
d
dt
|∇um,n|2 + 2μ|um,n|2 
∣∣2bu(um,n;um,n,um,n)∣∣+ 3c
2
1
μ
|um,n|2 + 2μ
3
|um,n|2 + 3c
2
2
μ
. (2.32)
Since |2bu(um,n;um,n,um,n)|  2
∫
Ω
|um,n|2|∇um,n|2|um,n|2 dx, then by applying Hölder’s inequality and according to
Lemma 2.2 and [31], we can deduce that
∣∣2bu(um,n;um,n,um,n)∣∣ 2c3|um,n|1/2‖um,n‖1/2‖um,n‖1/2|um,n|1/2|um,n|
and then (by using Young’s inequality)
∣∣2bu(um,n;um,n,um,n)∣∣ μ
3
|um,n|2 + c4|um,n|2‖um,n‖4. (2.33)
Using relation (2.33) and um,n ∈ L∞(0, T f ; L2(Ω)) (see (2.21)), the relation (2.32) becomes
ρ0
d
dt
‖um,n‖2 + μ|um,n|2  c5
(
1+ ‖um,n‖4
)
. (2.34)
By using Gronwall’s lemma, relations (2.6), (2.21) and as u0 ∈ (H10(Ω))2, we can conclude that
‖um,n‖L∞(0,T f ;V )  c6. (2.35)
This shows that um,n is uniformly bounded in L∞(0, T f ; V ).
By integrating Eq. (2.34) over (0, t), for all t ∈ (0, T f ) and using relations (2.6) and (2.35) (since u0 ∈ (H10(Ω))2) we can
deduce that
‖um,n‖L2(0,T f ;L2(Ω))  c7. (2.36)
This shows that um,n is uniformly bounded in L2(0, T f ; L2(Ω)). Therefore using Eq. (2.21) and the elliptic estimate, we
have
‖um,n‖L2(0,T f ;H2(Ω))  c8. (2.37)
Now multiplying Eq. (2.10) by
∂um,ni
∂t and then taking sum over i = 1,2, . . . ,m, we have
ρ0
∣∣∣∣∂um,n∂t
∣∣∣∣
2
+ μ
2
d
dt
|∇um,n|2 + bu
(
um,n;um,n, ∂um,n
∂t
)
=
(
b(ψm,n)
(
(um,n × B) × B
)
,
∂um,n
∂t
)
+
(
A1(ψm,n, cm,n),
∂um,n
∂t
)
.
According to the hypotheses (H1)–(H5) and Hölder’s inequality, the above equation becomes
ρ0
∣∣∣∣∂um,n∂t
∣∣∣∣
2
+ μ
2
d
dt
|∇um,n|2  c0‖um,n‖L4(Ω)‖∇um,n‖L4(Ω)
∣∣∣∣∂um,n∂t
∣∣∣∣+ c9|um,n|
∣∣∣∣∂um,n∂t
∣∣∣∣+ c10
∣∣∣∣∂um,n∂t
∣∣∣∣.
By using the injection (H1(Ω) ⊂ L4(Ω)), the relation (2.35) and Young’s inequality, we can deduce that
ρ0
2
∣∣∣∣∂um,n∂t
∣∣∣∣
2
+ μ
2
d
dt
|∇um,n|2  c11
(
1+ ‖um,n‖2H2(Ω)
)
.
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ρ0
2
t∫
0
∣∣∣∣∂um,n∂s
∣∣∣∣
2
ds + μ
2
∣∣∇um,n(t)∣∣2  c12
t∫
0
(
1+ ‖um,n‖2H2(Ω)
)
ds + μ
2
∣∣∇um,n(0)∣∣2.
According to relations (2.6) and (2.37) and as u0 ∈ H10(Ω), we ﬁnally get∥∥∥∥∂um,n∂t
∥∥∥∥
L2(0,T f ;L2(Ω))
 c13. (2.38)
This shows that ∂um,n
∂t is uniformly bounded in L
2(0, T f ; L2(Ω)).
Let us deﬁne the following space W2 = {v ∈ L2(0, T f ; H2(Ω)), ∂v∂t ∈ L2(0, T f ; L2(Ω))}. We deduce from Eqs. (2.37) and
(2.38) that the sequence um,n is uniformly bounded in (W2)2. Since the embedding of H2(Ω) into H1(Ω) is compact, we
conclude that (see e.g. [31])
W2 is compactly embedded into L2
(
0, T f ; H1(Ω)
)
. (2.39)
Therefore there exists a subsequence of the sequence um,n , also denoted by um,n , such that (as m → ∞)
um,n → u, strongly in L2
(
0, T f ;
(
H1(Ω)
)2)
,
um,n ⇀ u, weakly in L
2(0, T f ; (H2(Ω))2),
∂um,n
∂t
⇀
∂u
∂t
, weakly in L2
(
0, T f ;
(
L2(Ω)
)2)
. (2.40)
Therefore we conclude that u ∈ L2(0, T f ; (H2(Ω))2) ∩ H1(0, T f ; (L2(Ω))2).
Now multiplying Eq. (2.11) by μk on both sides and using Eq. (2.4), we get
−
(
∂ψm,n
∂t
,ek
)
− 1
∫
Ω
∇ψm,n · ∇ek dx− bψ(um,n;ψm,n,ek) =
∫
Ω
A2(ψm,n, cm,n)ek dx.
Again multiplying the above equation by ψm,nk on both sides and then taking sum over k, where k = 1,2, . . . ,n, we obtain,
by using relation (2.9) and the boundary conditions (1.1h), that
d
dt
|∇ψm,n|2 + 21|ψm,n|2 = 2
∫
Ω
A2(ψm,n, cm,n)ψm,n dx+ 2bψ(um,n;ψm,n,ψm,n). (2.41)
According to the expression of bψ , Hölder’s inequality and Lemma 2.2, we have that
∣∣2bψ(um,n;ψm,n,ψm,n)∣∣ c14|um,n|1/2|∇um,n|1/2|∇ψm,n|1/2‖∇ψm,n‖1/2|ψm,n|,
and by using Young’s inequality, the relation (2.35) and Sobolev injection, we can deduce that
∣∣2bψ(um,n;ψm,n,ψm,n)∣∣ c15|∇ψm,n|‖ψm,n‖H2(Ω) + 14 |ψm,n|2.
From the elliptic estimate, we arrive at
∣∣2bψ(um,n;ψm,n,ψm,n)∣∣ c16|∇ψm,n|2 + 1
2
|ψm,n|2 + 1
2
|ψm,n|2. (2.42)
Using hypotheses (H1)–(H5) and, relations (2.42) and (2.41), we obtain
d
dt
|∇ψm,n|2 + 21|ψm,n|2  c17|ψm,n| + c16|∇ψm,n|2 + 1
2
|ψm,n|2 + 1
2
|ψm,n|2.
With the help of Young’s inequality and relation (2.20), the above inequality takes the form
d
dt
|∇ψm,n|2 + 1|ψm,n|2  c18
(
1+ |∇ψm,n|2
)
. (2.43)
Using relation (2.6) and as ψ0 ∈ H1(Ω), we ﬁnally obtain (according to (2.21))
‖ψm,n‖L∞(0,T ;H1(Ω))  c19. (2.44)f
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relations (2.7) and (2.44), we can deduce that (from the elliptic estimate and (2.21))
‖ψm,n‖L2(0,T f ;H2(Ω))  c20. (2.45)
This implies that ψm,n is uniformly bounded in L2(0, T f ; H2(Ω)).
Now multiplying Eq. (2.11) by
∂ψ
m,n
k (t)
∂t on both sides and then taking sum over k, where k = 1,2, . . . ,n, we obtain by
using relation (2.9)
∣∣∣∣∂ψm,n∂t
∣∣∣∣
2
+ 1
∫
Ω
∇ψm,n · ∇ ∂ψm,n
∂t
dx+ bψ
(
um,n;ψm,n, ∂ψm,n
∂t
)
= −
∫
Ω
A2(ψm,n, cm,n)
∂ψm,n
∂t
dx.
The above relation can be written as∣∣∣∣∂ψm,n∂t
∣∣∣∣
2
+ 1
2
d
dt
∫
Ω
|∇ψm,n|22 dx= −
∫
Ω
A2(ψm,n, cm,n)
∂ψm,n
∂t
dx− bψ
(
um,n;ψm,n, ∂ψm,n
∂t
)
.
According to the hypotheses (H1)–(H5), Hölder’s inequality and Lemma 2.2, we get the following estimate
2
∣∣∣∣∂ψm,n∂t
∣∣∣∣
2
+ 1 d
dt
|∇ψm,n|2  c21
(
|um,n|1/2|∇um,n|1/2|∇ψm,n|1/2‖∇ψm,n‖1/2
∣∣∣∣∂ψm,n∂t
∣∣∣∣+
∣∣∣∣∂ψm,n∂t
∣∣∣∣
)
.
With the help of relations (2.35), (2.44) and Young’s inequality, we arrive at
∣∣∣∣∂ψm,n∂t
∣∣∣∣
2
+ 1 d
dt
|∇ψm,n|2  c22
(
1+ ‖∇ψm,n‖2
)
.
Integrating over (0, t), for all t ∈ (0, T f ), and using (2.45) and (2.6), we conclude that (since ψ0 ∈ H1(Ω))∥∥∥∥∂ψm,n∂t
∥∥∥∥
L2(0,T f ;L2(Ω))
 c23. (2.46)
This shows that ∂ψm,n
∂t is uniformly bounded in L
2(0, T f ; L2(Ω)). From relations (2.45) and (2.46), we deduce that ψm,n is
uniformly bounded in W2. By virtue of (2.39) this result makes it possible to extract from ψm,n , a subsequence also denoted
by ψm,n , and such that (since W2 is compactly embedded into L2(0, T f ; H1(Ω)))
ψm,n → ψ strongly in L2
(
0, T f ; H1(Ω)
)
,
ψm,n ⇀ ψ weakly in L
2(0, T f ; H2(Ω)),
∂ψm,n
∂t
⇀
∂ψ
∂t
weakly in L2
(
0, T f ; L2(Ω)
)
. (2.47)
From (2.40) and (2.47), we can pass to the limit in the problem (2.10)–(2.13) and ﬁnd that (u,ψ, c) satisﬁes the problem
(2.2) and veriﬁes the regularity given in the theorem. This achieves the proof. 
Theorem 2.3. Let (u0,ψ0, c0) be in (H10(Ω))
2 × H20(Ω) × H1(Ω) and the assumptions (H1)–(H5) be satisﬁed. Then there exists a
triplet of functions (u,ψ, c) satisfying
u ∈ L2(0, T f ; (H2(Ω))2)∩ H1(0, T f ; (L2(Ω))2),
ψ ∈ L2(0, T f ; H3(Ω))∩ H1(0, T f ; H1(Ω)),
c ∈ L2(0, T f ; H2(Ω))∩ H1(0, T f ; L2(Ω)),
which is a solution of the problem (2.2).
Proof. Multiplying Eq. (2.11) by μ2k on both sides and using Eq. (2.4), we get(
∂ψm,n
∂t
,2ek
)
+ 1
∫
Ω
∇ψm,n · ∇2ek dx+ bψ
(
um,n;ψm,n,2ek
)= −
∫
Ω
A2(ψm,n, cm,n)
2ek dx. (2.48)
Again multiplying above equation by ψm,nk on both sides and then taking sum over k, where k = 1,2, . . . ,n, we obtain by
using the relation (2.9) and boundary conditions (1.1h)
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2
d
dt
∣∣ψm,nd
∣∣2 + 1∣∣∇ψm,nd
∣∣2 =
∫
Ω
∇A2(ψm,n, cm,n) · ∇ψm,nd dx− bψ
(
um,n;ψm,n,ψm,nd
)
, (2.49)
where ψm,nd = ψm,n .
Since
∫
Ω
div((um,n · ∇ψm,n)∇ψm,nd )dx = bψ(um,n;ψm,n,ψm,nd ) +
∫
Ω
∇(um,n · ∇ψm,n) · ∇ψm,nd dx then, using divergence
theorem and as ∇ψm,n · n= 0 on the boundary Γ , we have
bψ
(
um,n;ψm,n,ψm,nd
)= −
∫
Ω
(∇um,n · ∇ψm,n + ∇(∇ψm,n) · um,n) · ∇ψm,nd dx.
Using Hölder’s inequality, Lemma 2.2 and the injection H1(Ω) ⊂ L4(Ω), we can deduce the following inequality
∣∣2bψ(um,n;ψm,n,ψm,nd )
∣∣ c1|∇um,n|1/2‖∇um,n‖1/2|∇ψm,n|1/2‖∇ψm,n‖1/2∣∣∇ψm,nd
∣∣
+ c2|um,n|1/2‖um,n‖1/2
∣∣∇(∇ψm,n)∣∣1/2∥∥∇(∇ψm,n)∥∥1/2∣∣∇ψm,nd
∣∣.
Making use of relations (2.35) and (2.44), the above inequality takes the form
∣∣2bψ(um,n;ψm,n,ψm,nd )
∣∣ c3‖∇um,n‖1/2‖∇ψm,n‖1/2∣∣∇ψm,nd
∣∣
+ c4‖ψm,n‖1/2H2(Ω)‖∇ψm,n‖
1/2
H2(Ω)
∣∣∇ψm,nd
∣∣.
Using Young’s inequality and the elliptic estimate, we have
∣∣2bψ(um,n;ψm,n,ψm,nd )
∣∣ c5‖∇um,n‖‖∇ψm,n‖ + 1
3
∣∣∇ψm,nd
∣∣2 + c6‖ψm,n‖H2(Ω)(|∇ψm,n| + ∣∣∇ψm,nd
∣∣).
Again by Young’s inequality, we obtain
∣∣2bψ(um,n;ψm,n,ψm,nd )
∣∣ c7‖∇um,n‖2 + 1
2
‖∇ψm,n‖2 + 1
2
∣∣∇ψm,nd
∣∣2 + c8‖ψm,n‖2H2(Ω) + 12 |∇ψm,n|2. (2.50)
Now we estimate the term I = 2 ∫
Ω
|∇A2(ψm,n, cm,n)|2|∇ψm,nd |2 dx. From Lemma 2.3 and Hölder’s inequality, we arrive
at
I  c9
(
1+ |∇cm,n|2 + |∇ψm,n|2
)+ 1
2
∣∣∇ψm,nd
∣∣2. (2.51)
By using (2.50) and (2.51) in (2.49), we arrive at
d
dt
∣∣ψm,nd
∣∣2 + 1∣∣∇ψm,nd
∣∣2  c10(1+ |∇cm,n|2 + ‖∇um,n‖2)+ c11(|∇ψm,n|2 + ‖∇ψm,n‖2 + ‖ψm,n‖2H2(Ω)
)
. (2.52)
Integrating the above relation over (0, t), for t ∈ (0, T f ), and using relations (2.21), (2.37) and (2.45), we have (according to
(2.8) and ψ0 ∈ H2(Ω)) that |ψm,nd (t)|2  c12, ∀t ∈ (0, T f ) and then∥∥ψm,nd
∥∥
L∞(0,T f ;L2(Ω))  c12. (2.53)
This shows that ψm,nd = ψm,n is uniformly bounded in L∞(0, T f ; L2(Ω)). From Eqs. (2.44) and (2.53), we have that
‖ψm,n‖L∞(0,T f ;H2(Ω))  c13. (2.54)
By integrating again (2.52) over (0, t), for all t ∈ (0, T f ), and by using relations (2.37), (2.54) and ψ0 ∈ H20(Ω), we conclude
that ∇ψm,nd is uniformly bounded in L2(0, T f ; L2(Ω)). Therefore using relations (2.45) and (2.54), we can conclude that
ψm,n is uniformly bounded in L∞(0, T f ; H2(Ω)) ∩ L2(0, T f ; H3(Ω)) and such that
‖ψm,n‖L∞(0,T f ,H2(Ω))∩L2(0,T f ;H3(Ω))  c14. (2.55)
Now multiplying Eq. (2.11) by μk , using Eq. (2.4) and then multiplying by ∂ψ
m,n
k (t)/∂t on both sides and taking sum
over k, where k = 1,2, . . . ,n, we obtain by using relation (2.9)
−
(
∂ψm,n
∂t
,
∂ψ
m,n
d
∂t
)
− 1
∫
Ω
∇ψm,n · ∇ ∂ψ
m,n
d
∂t
dx− bψ
(
um,n;ψm,n, ∂ψ
m,n
d
∂t
)
=
∫
Ω
A2(ψm,n, cm,n)
∂ψ
m,n
d
∂t
dx. (2.56)
According to the boundary conditions (1.1h), we can derive
2
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
+ 1 d
dt
∣∣ψm,nd
∣∣2 
∣∣∣∣2bψ
(
um,n;ψm,n, ∂ψ
m,n
d
∂t
)∣∣∣∣+ 2
∫ ∣∣∇A2(ψm,n, cm,n)∣∣2
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
dx. (2.57)Ω
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∣∣∣∣2bψ
(
um,n;ψm,n, ∂ψ
m,n
d
∂t
)∣∣∣∣ c15 + 12‖∇um,n‖2 +
2
5
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
+ c16‖∇ψm,n‖2H2(Ω) (2.58)
and (according to Lemma 2.3)
2
∫
Ω
∣∣∇A2(ψm,n, cm,n)∣∣2
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
dx c17
(
1+ |∇cm,n|2 + |∇ψm,n|2
)+ 3
5
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
. (2.59)
Substitution of (2.58) and (2.59) in the relation (2.57), gives
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
+ 1 d
dt
∣∣ψm,nd
∣∣2  1
2
‖∇um,n‖2 + c16‖∇ψm,n‖2H2(Ω) + c18
(
1+ |∇cm,n|2 + |∇ψm,n|2
)
.
According to (2.55), we obtain
∣∣∣∣∇ ∂ψm,n∂t
∣∣∣∣
2
+ 1 d
dt
∣∣ψm,nd
∣∣2  1
2
‖∇um,n‖2 + c16‖∇ψm,n‖2H2(Ω) + c19
(
1+ |∇cm,n|2
)
.
Integrating above inequality over (0, t), for all t ∈ (0, T f ), we have
t∫
0
∣∣∣∣∇ ∂ψm,n∂s
∣∣∣∣
2
ds + 1
∣∣ψm,nd (t)
∣∣2  1
2
t∫
0
‖∇um,n‖2 ds +
∣∣ψm,nd (0)
∣∣2
+ c16
t∫
0
‖∇ψm,n‖2H2(Ω) ds + c19
t∫
0
(
1+ |∇cm,n|2
)
ds.
Using relations (2.21), (2.37) and (2.55), thus we have∥∥∥∥∇ ∂ψm,n(t)∂t
∥∥∥∥
L2(0,T f ;L2(Ω))
 c20. (2.60)
This shows that ∇( ∂ψm,n(t)
∂t ) is uniformly bounded in L
2(0, T f ; L2(Ω)). As we have already seen that ψm,n is uniformly
bounded in H1(0, T f ; L2(Ω)), and now by Eq. (2.60), we can conclude that ψm,n is uniformly bounded in H1(0, T f ; H1(Ω))
with
‖ψm,n‖H1(0,T f ;H1(Ω))  c21. (2.61)
Multiplying now (2.12) on both sides by μk , taking sum over k and using relations (2.4), (2.9) and ∇cm,n ·n= 0, we have
d
dt
|∇cm,n|2 + 2
∫
Ω
D(ψm,n)|cm,n|22 dx
= 2bc(um,n; cm,n,cm,n) − 2
∫
Ω
∇D(ψm,n) · ∇cm,ncm,n dx− 2
∫
Ω
A3(ψm,n, cm,n)ψm,ncm,n dx
− 2
∫
Ω
∇A3(ψm,n, cm,n) · ∇ψm,ncm,ndx. (2.62)
According to the hypotheses (H1)–(H5) and Lemma 2.3, we arrive at
d
dt
|∇cm,n|2 + 2D0
∫
Ω
|cm,n|22 dx
 c22
( ∫
Ω
|um,n|2|∇cm,n|2|cm,n|2 dx+
∫
Ω
|∇cm,n|2|cm,n|2 dx
)
+ c23
∫
|ψm,n|2|cm,n|2 dx+ c24
∫ (
1+ |∇ψm,n|2 + |∇cm,n|2
)|∇ψm,n|2|cm,n|2 dx.Ω Ω
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d
dt
|∇cm,n|2 + 2D0|cm,n|2  c25
(|∇cm,n| + |ψm,n| + |∇ψm,n|)|cm,n|c26(‖um,n‖L4(Ω)‖∇cm,n‖L4(Ω)
+ ‖∇cm,n‖L4(Ω)‖∇ψm,n‖L4(Ω) + ‖∇ψm,n‖2L4(Ω)
)|cm,n|.
By using Gagliardo–Nirenberg’s inequality and, relations (2.35) and (2.55), we arrive at
d
dt
|∇cm,n|2 + 2D0|cm,n|2  c27|∇cm,n|1/2‖∇cm,n‖1/2|cm,n| + c28
(
1+ |∇cm,n|
)|cm,n|.
Using Young’s inequality, the elliptic estimate and the relation (2.20), we ﬁnally obtain
d
dt
|∇cm,n|2 + D0|cm,n|2  c29
(
1+ |∇cm,n|2
)
. (2.63)
Making use of Gronwall’s lemma, relation (2.7) and as c0 ∈ H1(Ω) we can deduce, from the above relation
‖∇cm,n‖L∞(0,T f ;L2(Ω))  c30. (2.64)
This shows that ∇cm,n is uniformly bounded in L∞(0, T f ; L2(Ω)). Thus from Eqs. (2.64) and (2.21), we can deduce that cm,n
is uniformly bounded in L∞(0, T f ; H1(Ω)), i.e.,
‖cm,n‖L∞(0,T f ;H1(Ω))  c31. (2.65)
Now integrating (2.63) over (0, t) for all t ∈ (0, T f ), then, according to (2.65) and the fact that c0 ∈ H1(Ω), we easily arrive
at
‖cm,n‖L2(0,T f ;L2(Ω))  c32
and then, by using (2.65) and the elliptic estimate
‖cm,n‖L2(0,T f ;H2(Ω))  c33. (2.66)
Now multiplying Eq. (2.12) by ∂cm,nk (t)/∂t on both sides and then taking sum over k, we obtain (since ∇cm,n · n= 0)∣∣∣∣∂cm,n∂t
∣∣∣∣
2
+ bc
(
um,n; cm,n, ∂cm,n
∂t
)
=
∫
Ω
D(ψm,n)cm,n
∂cm,n
∂t
dx+
∫
Ω
∇D(ψm,n) · ∇cm,n ∂cm,n
∂t
dx
+
∫
Ω
A3(ψm,n, cm,n)ψm,n
∂cm,n
∂t
dx+
∫
Ω
∇A3(ψm,n, cm,n) · ∇ψm,n ∂cm,n
∂t
dx.
According to the hypotheses (H1)–(H5) and Lemma 2.3, we have
∣∣∣∣∂cm,n∂t
∣∣∣∣
2

∣∣∣∣bc
(
um,n; cm,n, ∂cm,n
∂t
)∣∣∣∣+ D1
∫
Ω
|cm,n|2
∣∣∣∣∂cm,n∂t
∣∣∣∣
2
dx
+ c34
∫
Ω
(
1+ |∇ψm,n|2
)|∇cm,n|2
∣∣∣∣∂cm,n∂t
∣∣∣∣
2
dx+ c35
∫
Ω
|ψm,n|2
∣∣∣∣∂cm,n∂t
∣∣∣∣
2
dx
+ c36
∫
Ω
(
1+ |∇cm,n|2 + |∇ψm,n|2
)|∇ψm,n|2
∣∣∣∣∂cm,n∂t
∣∣∣∣
2
dx.
Using Hölder’s inequality, we have
∣∣∣∣∂cm,n∂t
∣∣∣∣
2
 c37
(|∇ψm,n| + |cm,n| + |∇cm,n| + |ψm,n|)
∣∣∣∣∂cm,n∂t
∣∣∣∣+ c38(‖um,n‖L4(Ω)‖∇cm,n‖L4(Ω)
+ ‖∇cm,n‖L4(Ω)|∇ψm,n|L4(Ω) + ‖∇ψm,n‖2L4(Ω)
)∣∣∣∣∂cm,n∂t
∣∣∣∣.
By using Gagliardo–Nirenberg’s inequality, Young’s inequality and the relations (2.35), (2.65) and (2.55), we ﬁnally arrive at
∣∣∣∣∂cm,n
∣∣∣∣
2
 c39
(
1+ ‖cm,n‖2H2(Ω)
)
.∂t
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∥∥∥∥
L2(0,T f ;L2(Ω))
 c40. (2.67)
This shows that ∂cm,n
∂t is uniformly bounded in L
2(0, T f ; L2(Ω)). Thus from relations (2.66) and (2.67), we can deduce that
cm,n is uniformly bounded in W2. Therefore we can extract from cm,n , a subsequence also denoted by cm,n , such that
cm,n → c strongly in L2
(
0, T f ; H1(Ω)
)
,
cm,n ⇀ c weakly in L
2(0, T f ; H2(Ω)),
∂cm,n
∂t
⇀
∂c
∂t
weakly in L2
(
0, T f ; L2(Ω)
)
.
Therefore we conclude that c ∈ L2(0, T f ; H2(Ω)) ∩ H1(0, T f ; L2(Ω)). We can then pass to the limit in the problem (2.10)–
(2.13) and ﬁnd that (u,ψ, c) satisﬁes the problem (2.2). 
Next we will establish a stability result which gives us the uniqueness of the solution of (2.2) as a consequence, and we
also derive a maximum principle under physical assumptions on the non-linearities.
3. Stability and maximum principle
3.1. Stability and uniqueness results
Theorem 3.1. Let assumptions (H1)–(H5) be fulﬁlled. Let (u01,ψ01, c01,B1) and (u02,ψ02, c02,B2) be two functions from
(H10(Ω))
2 × H20(Ω) × H1(Ω) × (L2(Q))2 . If (u1,ψ1, c1) (resp. (u2,ψ2, c2)) is a solution of the problem (2.2) with the given data
(u01,ψ01, c01,B1) (resp. (u02,ψ02, c02,B2)), then we have the following estimate
‖u1 − u2‖2W11 + ‖ψ1 − ψ2‖
2
W12
+ ‖c1 − c2‖2W11
 d0
(‖u01 − u02‖2H1(Ω) + ‖ψ01 − ψ02‖2H2(Ω) + ‖c01 − c02‖2H1(Ω) + ‖B1 − B2‖2L2(Q)
)
, (3.1)
where d0 is constant andW1i = L∞(0, T f , L2(Ω)) ∩ L2(0, T f , Hi(Ω), i = 1,2.
Proof. Let (u1,ψ1, c1) and (u2,ψ2, c2) be two solutions of the problem (2.2) with the given data (u01,ψ01, c01,B1) and
(u02,ψ02, c02,B2) respectively. We introduce the notation u = u1 − u2, ψ = ψ1 − ψ2, c = c1 − c2, u0 = u01 − u02, ψ0 =
ψ01 − ψ02, c0 = c01 − c02 and B= B1 − B2. Then the triplet (u,ψ, c) is a solution of the problem (for all (v, φ, z) ∈ V):
ρ0
(
∂u
∂t
,v
)
+ au(u,v) + bu(u1;u1,v) − bu(u2;u2,v)
=
∫
Ω
(
A1(ψ1, c1) − A1(ψ2, c2)
)
vdx+
∫
Ω
(
b(ψ1)
(
(u1 × B1) × B1
)− b(ψ2)((u2 × B2) × B2))vdx, (3.2)
(
∂ψ
∂t
, φ
)
+ aψ(ψ,φ) + bψ(u1;ψ1, φ) − bψ(u2;ψ2, φ) = −
∫
Ω
(
A2(ψ1, c1) − A2(ψ2, c2)
)
φ dx, (3.3)
(
∂c
∂t
, z
)
+ bc(u1; c1, z) − bc(u2; c2, z) +
∫
Ω
D(ψ1)∇c1 · ∇z dx−
∫
Ω
D(ψ2)∇c2 · ∇z dx
+
∫
Ω
A3(ψ1, c1)∇ψ1 · ∇z dx−
∫
Ω
A3(ψ2, c2)∇ψ2 · ∇z dx = 0, (3.4)
(u,ψ, c)(t = 0) = (u0,ψ0, c0). (3.5)
Since
bu(u1;u1,v) − bu(u2;u2,v) =
∫
Ω
(u1 − u2) · ∇u1vdx+
∫
Ω
u2 · ∇(u1 − u2)vdx,
thus we have
bu(u1;u1,v) − bu(u2;u2,v) = bu(u;u1,v) + bu(u2;u,v). (3.6)
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bψ(u1;ψ1, φ) − bψ(u2;ψ2, φ) = bψ(u;ψ1, φ) + bψ(u2;ψ,φ),
bc(u1, c1, z) − bc(u2; c2, z) = bc(u, c1, z) + bc(u2; c, z). (3.7)
Since
b(ψ1)
(
(u1 × B1) × B1
)− b(ψ2)((u2 × B2) × B2)
= b(ψ1)
(
(u× B1) × B2
)+ b(ψ1)((u1 × B1) × B)+ b(ψ1)((u2 × B) × B2)
+ (b(ψ1) − b(ψ2))((u2 × B2) × B2),
then, according to the relations (3.6)–(3.7), the system (3.2)–(3.4) becomes
ρ0
(
∂u
∂t
,v
)
+ au(u,v) + bu(u;u1,v) + bu(u2;u,v)
=
∫
Ω
(
A1(ψ1, c1) − A1(ψ2, c2)
)
vdx+
∫
Ω
(
b(ψ1)
(
(u1 × B1) × B
))
vdx
+
∫
Ω
(
b(ψ1)(u2 × B) × B2
)
vdx+
∫
Ω
(
b(ψ1)
(
(u× B1) × B2
))
vdx
+
∫
Ω
((
b(ψ1) − b(ψ2)
)(
(u2 × B2) × B2
))
vdx, (3.8)
(
∂ψ
∂t
, φ
)
+ aψ(ψ,φ) + bψ(u;ψ1, φ) + bψ(u2;ψ,φ) = −
∫
Ω
(
A2(ψ1, c1) − A2(ψ2, c2)
)
φ dx, (3.9)
(
∂c
∂t
, z
)
+ bc(u; c1, z) + bc(u2; c, z) +
∫
Ω
(
D(ψ1) − D(ψ2)
)∇c1 · ∇z dx
+
∫
Ω
D(ψ2)∇c · ∇z dx+
∫
Ω
(
A3(ψ1, c1) − A3(ψ2, c2)
)∇ψ1 · ∇z dx
+
∫
Ω
A3(ψ2, c2)∇ψ · ∇z dx= 0. (3.10)
Now setting (v, φ, z) = (u,ψ, c) in Eqs. (3.8)–(3.10), we have (since bu(u2;u,u) = bψ(u2;ψ,ψ) = bc(u2; c, c) = 0 and
bψ(u;ψ1,ψ) = −bψ(u;ψ,ψ1))
ρ0
2
d
dt
|u|2 + μ
∫
Ω
|∇u|22dx+ bu(u;u1,u)
=
∫
Ω
(
A1(ψ1, c1) − A1(ψ2, c2)
)
udx+
∫
Ω
(
b(ψ1)
(
(u1 × B1) × B
))
udx+
∫
Ω
(
b(ψ1)(u× B1) × B2
)
udx
+
∫
Ω
(
b(ψ1)(u2 × B) × B2
)
udx+
∫
Ω
((
b(ψ1) − b(ψ2)
)(
(u2 × B2) × B2
))
udx,
1
2
d
dt
|ψ |2 + 1
∫
Ω
|∇ψ |22 dx− bψ(u;ψ,ψ1) = −
∫
Ω
(
A2(ψ1, c1) − A2(ψ2, c2)
)
ψ dx,
1
2
d
dt
|c|2 +
∫
Ω
D(ψ2)|∇c|22 dx+ bc(u; c1, c)
= −
∫
Ω
A3(ψ2, c2)∇ψ · ∇c dx−
∫
Ω
(
D(ψ1) − D(ψ2)
)∇c1 · ∇c dx
−
∫ (
A3(ψ1, c1) − A3(ψ2, c2)
)∇ψ1 · ∇c dx. (3.11)Ω
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ρ0
2
d
dt
|u|2 + μ|∇u|2  ρ0
∫
Ω
|u|2|∇u1|2|u|2 dx+ d1
∫
Ω
(|ψ | + |c|)|u|2 dx+ d2
∫
Ω
|u1|2|u|2|B|2 dx
+ d3
∫
Ω
|u|22 dx+ d4
∫
Ω
|u2|2|u|2|B|2 dx+ d5
∫
Ω
|ψ ||u2|2|u|2 dx,
1
2
d
dt
|ψ |2 + 1|∇ψ |2  d6
∫
Ω
(|ψ | + |c|)|ψ |dx+
∫
Ω
|u|2|∇ψ |2|ψ1|dx,
1
2
d
dt
|c|2 + D0|∇c|2 
∫
Ω
|u|2|∇c1|2|c|dx+ d7
∫
Ω
|∇ψ |2|∇c|2 dx
+ d8
( ∫
Ω
|ψ ||∇c1|2|∇c|2 dx+
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx
)
.
Since ψ1 ∈ L∞(0, T f , H2(Ω)) ⊂ L∞(Q) and using Hölder’s inequality, we have
d
dt
|u|2 + 2ν|∇u|2  d9
(‖u‖2L4(Ω)|∇u1| + |u||ψ | + |u||c| + |u|2
)+ d10‖ψ‖L4(Ω)‖u‖L4(Ω)|u2|
+ d11
(‖u1‖L4(Ω)‖u‖L4(Ω)|B| + ‖u2‖L4(Ω)‖u‖L4(Ω)|B|), (3.12)
d
dt
|ψ |2 + 21|∇ψ |2  d12
(|ψ |2 + |c||ψ |)+ d13‖ψ1‖L∞(Q)|u||∇ψ |, (3.13)
d
dt
|c|2 + 2D0|∇c|2  d14‖u‖L4(Ω)‖c‖L4(Ω)|∇c1| + d15|∇ψ ||∇c|
+ d16
∫
Ω
|ψ ||∇c1|2|∇c|2 dx+ d17
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx, (3.14)
where ν = μ/ρ0. Since u1 ∈ L∞(0, T f ; V ) and using Gagliardo–Nirenberg’s inequality, we have (using Young’s inequality)
d9‖u‖2L4(Ω)|∇u1| d18|u|2 +
ν
4
|∇u|2. (3.15)
As u2 ∈ L∞(0, T f ; V ), and using Gagliardo–Nirenberg’s inequality, we get
d10‖ψ‖L4(Ω)‖u‖L4(Ω)|u2| d19‖ψ‖|u|1/2|∇u|1/2.
Again by using Young’s inequality
d10‖ψ‖L4(Ω)‖u‖L4(Ω)|u2| d20
(‖ψ‖2 + |u|2)+ ν
4
|∇u|2. (3.16)
As u1,u2 are in L∞(0, T f ; V ) and applying Gagliardo–Nirenberg’s inequality, we have
d11
(‖u1‖L4(Ω)‖u‖L4(Ω)|B| + ‖u2‖L4(Ω)‖u‖L4(Ω)|B|) d20|u|1/2|∇u|1/2|B|
and then (using Young’s inequality), we arrive at
d11
(‖u1‖L4(Ω)‖u‖L4(Ω)|B| + ‖u2‖L4(Ω)‖u‖L4(Ω)|B|) d21|u|2 + ν2 |∇u|2 + |B|2. (3.17)
Also as c1 ∈ L∞(0, T f ; H1(Ω)), thus we have
d14‖u‖L4(Ω)‖c‖L4(Ω)|∇c1| d22‖u‖L4(Ω)‖c‖L4(Ω).
According to the injection H1(Ω) ⊂ L4(Ω) and as ‖u‖H1  d23|∇u| we have
d14‖u‖L4(Ω)‖c‖L4(Ω)|∇c1| d24|∇u|‖c‖H1(Ω),
and then (applying Young’s inequality)
d14‖u‖L4(Ω)‖c‖L4(Ω)|∇c1| d25
(|c|2 + |∇u|2)+ D0 |∇c|2. (3.18)4
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d16
∫
Ω
|ψ ||∇c1|2|∇c|2 dx  d16‖ψ‖L∞(Ω)
∫
Ω
|∇c1|2|∇c|2 dx.
Using the injection H2(Ω) ⊂ L∞(Ω) and Hölder’s inequality, we arrive at
d16
∫
Ω
|ψ ||∇c1|2|∇c|2 dx d26‖ψ‖H2(Ω)|∇c1||∇c|.
Since c1 ∈ L∞(0, T f ; H1(Ω)) and according to the elliptic estimate, we can write
d16
∫
Ω
|ψ ||∇c1|2|∇c|2 dx d27
(|ψ | + |ψ |)|∇c|
and with the help of Young’s inequality, the above inequality becomes
d16
∫
Ω
|ψ ||∇c1|2|∇c|2 dx d28
(|ψ |2 + |ψ |2)+ D0
4
|∇c|2. (3.19)
Now using Hölder’s inequality, we have
d17
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx d17(‖ψ‖L4(Ω) + ‖c‖L4(Ω))‖∇ψ1‖L4(Ω)|∇c|.
Since ψ1 ∈ L∞(0, T f ; H2(Ω)) and using Gagliardo–Nirenberg’s inequality, we ﬁnally get
d17
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx d29(‖ψ‖ + |c| 12 ‖c‖ 12 )|∇c|.
The above inequality can further be written as
d17
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx d30(‖ψ‖ + |c| 12 (|c| 12 + |∇c| 12 ))|∇c|
and then
d17
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx d30(‖ψ‖|∇c| + |c||∇c| + |c| 12 |∇c| 32 ).
Consequently
d17
∫
Ω
(|ψ | + |c|)|∇ψ1|2|∇c|2 dx d31(‖ψ‖2 + |c|2)+ D0
4
|∇c|2. (3.20)
Making use of the inequalities (3.15)–(3.20) in the relations (3.12)–(3.14) and applying Young’s formula, we can deduce that
d
dt
|u|2 + ν|∇u|2  d32
(|u|2 + ‖ψ‖2 + |c|2)+ |B|2, (3.21)
d
dt
|ψ |2 + 1|∇ψ |2  d33
(|u|2 + ‖ψ‖2 + |c|2), (3.22)
d
dt
|c|2 + D0|∇c|2  d34
(|∇u|2 + |ψ |2 + |c|2 + ‖ψ‖2). (3.23)
Now we shall estimate |ψ |. For this setting φ = −ψ in Eq. (3.3), we obtain
−
(
∂ψ
∂t
,ψ
)
− 1
∫
Ω
∇ψ · ∇(ψ)dx= bψ(u1;ψ1,ψ) − bψ(u2;ψ2,ψ) +
∫
Ω
(
A2(ψ1, c1) − A2(ψ2, c2)
)
ψ dx.
Making use of Eq. (3.7) and Green’s formula, we have
1
2
d
dt
|∇ψ |2 + 1|ψ |2 = bψ(u;ψ1,ψ) − bψ(u2;ψ,ψ) +
∫ (
A2(ψ1, c1) − A2(ψ2, c2)
)
ψ dx,Ω
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1
2
d
dt
|∇ψ |2 + 1|ψ |2  d35
( ∫
Ω
|u|2|∇ψ1|2|ψ |dx+
∫
Ω
|u2|2|∇ψ |2|ψ |dx+
∫
Ω
(|ψ | + |c|)|ψ |dx
)
.
Using Hölder’s inequality, we have
d
dt
|∇ψ |2 + 21|ψ |2  d36
(‖u‖L4(Ω)‖∇ψ1‖L4(Ω)|ψ | + ‖u2‖L4(Ω)‖∇ψ‖L4(Ω)|ψ | + (|ψ | + |c|)|ψ |).
According to Lemma 2.2, we arrive at
d
dt
|∇ψ |2 + 21|ψ |2  d37
(|u|1/2|∇u|1/2‖∇ψ1‖|ψ | + |∇u2||∇ψ |1/2‖∇ψ‖1/2|ψ |)+ d38(|ψ | + |c|)|ψ |.
Since ψ1 ∈ L∞(0, T f , H2(Ω)) and u2 ∈ L∞(0, T f , V ), therefore the above inequality takes the form
d
dt
|∇ψ |2 + 21|ψ |2  d39
(|u|1/2|∇u|1/2|ψ | + |∇ψ |1/2‖∇ψ‖1/2|ψ |)+ d38(|ψ | + |c|)|ψ |.
Using Young’s formula, we arrive at
d
dt
|∇ψ |2 + 21|ψ |2  d40
(|u|2 + |ψ |2 + |c|2)+ d41‖ψ‖‖ψ‖H2(Ω) + ν2 |∇u|2 +
31
4
|ψ |2
and then (using the elliptic estimate)
d
dt
|∇ψ |2 + 21|ψ |2  d40
(|u|2 + |ψ |2 + |c|2)+ d42‖ψ‖(|ψ | + |ψ |)+ ν
2
|∇u|2 + 31
4
|ψ |2.
Consequently (by applying Young’s formula)
d
dt
|∇ψ |2 + 1|ψ |2  d43
(|u|2 + ‖ψ‖2 + |c|2)+ ν
2
|∇u|2. (3.24)
Now adding the relations (3.21), (3.22) and (3.24), we arrive at
d
dt
(|u|2 + ‖ψ‖2)+ ν
2
|∇u|2 + 1|∇ψ |2 + 1|ψ |2  d44
(|u|2 + ‖ψ‖2 + |c|2)+ |B|2.
Let δ1 = min(ν/2, 1), then the above inequality takes the form
d
dt
(|u|2 + ‖ψ‖2)+ δ1(|∇u|2 + |ψ |2 + |∇ψ |2) d44(|u|2 + ‖ψ‖2 + |c|2)+ |B|2. (3.25)
Multiplying inequality (3.23) by δ2 > 0 and then adding the resulting inequality with (3.25), we ﬁnally arrive at
d
dt
(|u|2 + ‖ψ‖2 + δ2|c|2)+ δ1(|∇u|2 + |ψ |2 + |∇ψ |2)+ δ2D0|∇c|2
 d44
(|u|2 + ‖ψ‖2 + |c|2)+ |B|2 + δ2d34(|∇u|2 + |ψ |2 + |c|2 + ‖ψ‖2).
Choosing δ2 = δ1/2d34, the above inequality takes the form
d
dt
(|u|2 + ‖ψ‖2 + δ2|c|2)+ δ1
2
(|∇u|2 + |ψ |2)+ δ1|∇ψ |2 + δ2D0|∇c|2
 d45
(|u|2 + ‖ψ‖2 + |c|2)+ |B|2 + δ1
2
(|c|2 + ‖ψ‖2),
and simplifying above inequality we arrive at
d
dt
(|u|2 + ‖ψ‖2 + δ2|c|2)+ δ1
2
(|∇u|2 + |ψ |2)+ δ1|∇ψ |2 + δ2D0|∇c|2  d46(|u|2 + ‖ψ‖2 + |c|2)+ |B|2. (3.26)
From (3.26), we can deduce that
d
dt
(|u|2 + ‖ψ‖2 + |c|2) d47(|u|2 + ‖ψ‖2 + |c|2)+ |B|2,
and using Gronwall’s lemma and the relation (3.5), we have∣∣u(t)∣∣2 + ∥∥ψ(t)∥∥2 + ∣∣c(t)∣∣2  d48(|u0|2 + ‖ψ0‖2 + |c0|2 + ‖B‖22 ) ∀t ∈ (0, T f ).L (Q)
268 A. Rasheed, A. Belmiloudi / J. Math. Anal. Appl. 390 (2012) 244–273Therefore we have
‖u‖2L∞(0,T f ,L2(Ω)) + ‖ψ‖
2
L∞(0,T f ,H1(Ω)) + ‖c‖
2
L∞(0,T f ,L2(Ω))  d48
(|u0|2 + ‖ψ0‖2 + |c0|2 + ‖B‖2L2(Q)
)
. (3.27)
Now integrating the inequality (3.26) over (0, t) for all t ∈ (0, T f ), we have
(∣∣u(t)∣∣2 + ∥∥ψ(t)∥∥2 + δ2∣∣c(t)∣∣2)+ δ1
2
t∫
0
(|∇u|2 + |ψ |2)ds + δ1
t∫
0
|∇ψ |2 ds + δ2D0
t∫
0
|∇c|2 ds
 d47
t∫
0
(|u|2 + ‖ψ‖2 + |c|2)ds + d49(|u0|2 + ‖ψ0‖2 + |c0|2 + ‖B‖2L2(Q)
)
.
According to the relation (3.27), we arrive at
δ1
2
t∫
0
(|∇u|2 + |ψ |2)ds + δ1
t∫
0
|∇ψ |2 ds + δ2D0
t∫
0
|∇c|2 ds d50
(|u0|2 + ‖ψ0‖2 + |c0|2 + ‖B‖2L2(Q)
)
. (3.28)
Combining the relations (3.27) and (3.28), we obtain the result of the theorem. 
According to Theorem 3.1, we can deduce the following uniqueness result.
Corollary 3.1. The solution of the problem (2.2) is unique.
3.2. A maximum principle
We establish now a maximum principle under extra assumptions on the nonlinear terms. So, in addition to hypotheses
(H1)–(H5), we assume that the nonlinear terms A2, A3 satisfy the following assumptions (a.e. (x, t) ∈Q)
A2(x, t,ψ, c) = 0 for ψ ∈ ]−∞,0] ∪ [1,+∞[ for all c ∈R,
A3(x, t,ψ, c) = 0 for c ∈ ]−∞,0] ∪ [1,+∞[ for all ψ ∈R. (3.29)
Then we have the following result.
Theorem 3.2. Let assumptions (H1)–(H5) and (3.29) be fulﬁlled. Assume that the initial data (ψ0, c0) ∈ (L2(Ω))2 is such that
0ψ0, c0  1, a.e. in Ω.
Then every weak solution (ψ, c) ∈ (L2(0, T ; H1(Ω)) ∩ H1(0, T ; V ′))2 , satisﬁes for all t ∈ (0, T )
0ψ(x, t) 1 and 0 c(x, t) 1 a.e. x ∈ Ω.
Proof. Let us consider the following notations: r+ = max(r,0), r− = (−r)+ and then r = r+ − r− .
First, we prove that if ψ0  0 and c0  0, a.e. in Ω then ψ(., t) 0 and c(., t) 0, for all t ∈ (0, T ) and a.e. in Ω . Note
that ψ− ∈ L2(0, T ; H1(Ω)) with ∇ψ− = −∇ψ if ψ > 0 and ∇ψ− = 0 otherwise, a.e. in Q and the same properties hold
for c− . Then, multiplying the second equation of the system (1.1) by −ψ− and the third equation of the system (1.1) by −c−
we have (a.e. in (0, T ))
d|ψ−|2
2dt
+ aψ
(
ψ−,ψ−
)+ bψ(u;ψ−,ψ−)=
∫
Ω
A2(., t,ψ, c)ψ
− dx,
d|c−|2
2dt
+
∫
Ω
D(., t,ψ)
∣∣∇c−∣∣2 dx+ bc(u;ψ−,ψ−)= −
∫
Ω
A3(., t,ψ, c)∇ψ∇c− dx.
Using assumptions (3.29) on the nonlinear terms A2 and A3, respectively, we have
A2(.,ψ, c)ψ
− = 0 and A3(.,ψ, c)∇c− = 0 a.e. inQ.
Consequently for a.e. in (0, T ) (since bψ(u;ψ−,ψ−) = 0)
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2dt
+ aψ
(
ψ−,ψ−
)= 0,
d|c−|2
2dt
+
∫
Ω
D(., t,ψ)
∣∣∇c−∣∣2 dx = 0. (3.30)
By integration over (0, t), for any t ∈ (0, T ), we can deduce that∥∥ψ−(t)∥∥2L2(Ω) 
∥∥ψ−0 ∥∥2L2(Ω) and
∥∥c−(t)∥∥2L2(Ω) 
∥∥c−0 ∥∥2L2(Ω).
Therefore, for all t ∈ (0, T ), ψ−(., t) = 0 and c−(., t) = 0 a.e. in Ω (since ψ−0 = 0 and u−0 = 0 a.e. in Ω).
Next, we prove that if ψ0  1 and c0  1, a.e. in Ω then ψ(., t) 1 and c(., t) 1, for all t ∈ (0, T ) and a.e. in Ω .
By multiplying the second equation of the system (1.1) by (ψ −1)+ and the third equation of the system (1.1) by (c−1)+ ,
and we use the same technique as before, we have (a.e. in (0, T ))
d|(ψ − 1)+|2
2dt
+ aψ
(
(ψ − 1)+, (ψ − 1)+)= 0,
d|(c − 1)+|2
2dt
+
∫
Ω
D(., t,ψ)
∣∣∇(c − 1)+∣∣2 dx = 0. (3.31)
By integration over (0, t), for any t ∈ (0, T ), we can deduce that∥∥(ψ − 1)+∥∥2L2(Ω) 
∥∥(ψ0 − 1)+∥∥2L2(Ω) and
∥∥(c − 1)+∥∥2L2(Ω) 
∥∥(c0 − 1)+∥∥2L2(Ω).
Therefore, for all t ∈ (0, T ), (ψ − 1)+(., t) = 0 and (c − 1)+(., t) = 0 a.e. in Ω (since (ψ0 − 1)+ = 0 and (c0 − 1)+ = 0 a.e.
in Ω).
This completes the proof. 
Remark 3.1. We can conclude that ψ and c do not depend on the choice of the extension of functions A2(., c) and A3(ψ, .)
outside the interval [0,1] and consequently the physical problem is well-posed.
4. Numerical application
In this section, we shall present numerical simulations of the problem (1.1). We assume that initially the region is
occupied by a binary alloy composed by two pure elements, the solute B (Copper (Cu)) and the solvent A (Nickel (Ni)). We
choose the values of the constants (see Table 1) for the phase-ﬁeld and concentration equations in our models as given
in [34] and the constants associated with the ﬂow equations are chosen by keeping in view the properties of Copper and
Nickel [28]. The nonlinear operators are deﬁned as below (see Section 1.2)
A1(ψ, c) = −ρ0βcψc(x, t)G+ αf1(ψ), b(ψ) = σeψ,
A2(ψ, c) = Mψ
(
(1− c)HA(ψ) − cHB(ψ)
)
,
A3(ψ, c) = c(1− c)Vm
R
(
HB(ψ) − HA(ψ)
)
,
D(ψ) = DS + p(ψ)(DL − DS), (4.1)
where we take f1(ψ) = (ψ,ψ), ρ0 = ρA+ρB2 , μ = νA+νB2 , σe =
(σ
(e)
A +σ (e)B )
2 , the molar volume Vm = 7.46 × 10−6 m3, g =
9.8 ms−2, the Boltzmann constant R = 8.314472 J K−1 mol−1. The operators HI , for I = A, B are given by
HI (ψ) = WIq′(ψ) + 30q(ψ)LI
(
1
TM
− 1
T (m)I
)
.
First, we have non-dimensionalized the model by introducing the following dimensionless quantities
x˜= x

, t˜ = DLt
2
, u˜(x˜, t˜) = 
DL
u(x, t), p˜ = 
3
D2L
p,
B˜= B
B0
, ψ˜(x˜, t˜) = ψ(x, t), c˜(x˜, t˜) = c(x, t),
where x˜ and t˜ are the dimensionless spatial and time coordinates, u˜ and p˜ are the nondimensional velocity-ﬁeld and
pressure respectively,  is the characteristic length of the domain Ω , 2/DL is the liquid diffusion time, DL is the solutal
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Physical values of constants.
Property name Symbol Unit Nickel (A) Copper (B)
Melting temperature T (m) K 1728 1358
Latent heat L J/m3 2350× 106 1758× 106
Diffusion coeff. liquid DL m2/s 10−9 10−9
Diffusion coeff. solid DS m2/s 10−13 10−13
Linear kinetic coeff. β m/K/s 3.3× 10−3 3.9× 10−3
Interface thickness δ m 8.4852× 10−8 6.0120× 10−8
Density ρ kg/m3 7810 8020
Viscosity ν Pa · s 4.110× 10−6 0.597× 10−6
Surface energy σ J/m2 0.37 0.29
Electrical conductivity σe S/m 14.3× 106 59.6× 106
diffusivity in liquid. It is to be noted that the phase-ﬁeld ψ is a mathematical quantity and c is the relative concentration
which are already dimensionless quantities, therefore we substitute ψ˜ = ψ and c˜ = c. Using these adimensional relations, we
introduce the dimensionless parameters such as Prandtl number Pr = ν/DL , Rayleigh number Rac = gβc3/DLν , Hartmann
number Ha = (σe/ρ0ν)1/2B0 and Kr = α3/ρ0D2L . The magnitude of the magnetic ﬁeld B0 is taken as 1 Tesla and α =
3.57 × 104 kgm−2 s−2. The adimensional space unit  is chosen as  = 2.8284 × 10−6 m which gives the domain length
equal to 8 and the domain as Ω˜ = [−4,4] × [−4,4]. The adimensional ﬁnal time is Ta = 0.11, which correspond to the real
physical ﬁnal time of T f = 1 ms. The operators in the nondimensional form are given by
A˜1(ψ˜, c˜) = PrRaca1(ψ˜)c˜eG + Krf(ψ˜), b˜(ψ˜) = Pr(Ha)2ψ˜,
A˜2(ψ˜, c˜) = (1− c˜)H˜ A(ψ˜) − c˜ H˜ B(ψ˜), ˜1 = 
2Mψ
DL
,
A˜3(ψ˜, c˜) = c˜(1− c˜)D˜(ψ˜)
(
KA g
′(ψ˜) + KB g(ψ˜)
)
,
H˜ I (ψ˜) = W˜ Iq′(ψ˜) + 30q(ψ˜)L˜ I ,
W˜ I = Mψ
2WI
DL
, L˜ I = 30Mψ
2LI
DL
(
1
TM
− 1
T (m)I
)
, I = A, B,
KA = WBVm
R
− WAVm
R
, KB = 30VmLB
R
(
1
TM
− 1
T (m)B
)
− 30VmLA
R
(
1
TM
− 1
T (m)A
)
. (4.2)
The solidiﬁcation starts with an initial circular grain (or seed) of radius
√
0.2 at the center of the domain Ω˜ . The value of
ψ˜ inside the grain is 0 otherwise the value of ψ˜ is 1. The concentration c˜ in the initial grain is equal to 0.482 and outside
the grain it is taken to be 0.497, i.e.,
ψ˜(t˜ = 0) =
{
0, x2 + y2 < 0.2,
1, x2 + y2  0.2, c˜(t˜ = 0) =
{
0.482, x2 + y2 < 0.2,
0.497, x2 + y2  0.2.
The velocity inside and outside the circular seed is taken to be 0 at the start of the solidiﬁcation.
To perform the numerical simulations, we have developed a numerical scheme. To discretize the problem with respect
to spatial coordinates, we have used the mixed ﬁnite elements for the velocity u and pressure p in the system (1.1a)–
(1.1b) which satisfy the InfSup condition (Babuska–Brezis condition) and the usual ﬁnite elements for phase-ﬁeld ψ and
concentration c in the equations (1.1c) and (1.1d) respectively. More precisely we have used P2 − P1 for the velocity u and
pressure p and P2 for the phase-ﬁeld ψ and concentration c respectively, where Pi , i = 1,2 are the polynomials of degree i.
By discretizing the problem (1.1), we obtain a system of nonlinear differential–algebraic equations which are solved by
using solver DASSL: for the time discretization, we have used back-ward difference Euler’s formula and the resulting non-
linear systems are solved using Newton method (for more details about the solver DASSL and the scheme, see e.g., [19,8]).
Before employing the developed numerical scheme for the simulations of our model problem (1.1), we have studied the
convergence (both with respect to space and time coordinates) and stability of the scheme by considering several examples
with known exact solutions. We have demonstrated that the error estimates with respect to space are of order i + 1 for
velocity u, phase-ﬁeld ψ and concentration c and of order i for the pressure p, and the error estimates with respect to
time are of order 1 for (u, p,ψ, c). The stability of the scheme has also been studied by introducing a random function,
which varies between 0 and 1, in the model. We found that the numerical scheme is convergent and stable. Therefore we
can apply the developed numerical scheme to perform the numerical simulations of the model in the case of Ni–Cu with
the realistic parameters and data. To implement the developed numerical scheme, we have employed Comsol together with
Matlab.
A structured mesh has been used in the simulations which is constructed in a way that we have divided the domain,
at ﬁrst step, into eight triangles (see Fig. 1(a)), at second step each of these eight triangles are further divided into four
A. Rasheed, A. Belmiloudi / J. Math. Anal. Appl. 390 (2012) 244–273 271Fig. 1. Mesh used in the simulation.
Fig. 2. Arrow plots of velocity ﬁeld at different times.
triangles (see Fig. 1(b)), at third step we have divided each triangle further into four triangles and so on. The ﬁnal mesh
Fig. 1(c) used in the simulations contains 32768 triangular elements and 1024 boundary elements. The problem is solved
for the 280837 degree of freedom.
Finally, we have introduced the variable magnetic ﬁeld B = (cos x, sin y) in the model problem (1.1) and solved it using
the developed numerical scheme. The plots of the obtained simulations for the phase-ﬁeld variable ψ , concentration c and
vector plots of velocity ﬁeld are presented in Figs. 2 and 3 at different times. In Fig. 2, we have shown the vector plots of
the velocity ﬁeld at times Ta = 0.03, Ta = 0.07 and Ta = 0.11 to analyze the evolution of the grain in the presence of the
magnetic ﬁeld and to understand the behavior of melt ﬂow in the vicinity of the growing solid. As the presented model
is isotropic i.e., there is no anisotropic factor, therefore the evolution of the grain in the form of a circle is natural. The
simulations shows that at early stages the initial seed evolve in the form of a circle and the magnitude of the velocity is not
large enough to effect the growth of the solid. Whereas we can see in Figs. 2(a), 2(b) and 2(c) that as the time increases, the
magnitude of the velocity also becomes larger 0.0357 × 10−3 m/s, 0.0834 × 10−3 m/s and 0.1464 × 10−3 m/s respectively,
which leads to deform the circular growth of the solid region. It is also noticed that the structure of the solid region is
symmetric about x and y-axis. Therefore we can conclude that the introduction of the magnetic ﬁeld has deformed the
growth of the solid region remarkably in the isotropic case.
5. Conclusions
In this work, we have presented the theoretical and numerical simulations of a new 2D phase-ﬁeld model, without
anisotropy, that incorporates convection together with the inﬂuence of magnetic-ﬁeld. The existence of a weak solution as
well as regularity and stability results are established under assumptions on the nonlinear terms. A maximum principle
result under extra assumptions is also derived. Therefore we are able to conclude that the developed model is well posed
with the physical assumptions. To validate the model, we have studied a numerical example. The numerical simulations
have been carried out by choosing the real physical parameters of the binary mixture Ni–Cu (for other numerical results
see [25–27]). Currently our objective is to study control problems where the control function is the magnetic-ﬁeld and the
observation is the desired dynamics of the phase-ﬁeld by using the technique developed by A. Belmiloudi in [3,4].
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