This paper is concerned with the analytical evaluation of two well known dynamic load balancing strategies, namely, shortest queue routing (SQR) and shortest expected delay routing (SEDR). We overcome the limitations of existing analysis methodologies, using a well known hybrid performance model that combines generalized stochastic Petri nets and product form queueing networks. Our methodology is applicable to both open queueing network and closed queueing network models of load balancing in distributed computing systems. The results show that for homogeneous distributed systems, SQR outperforms all other policies. For heterogeneous systems, SEDR surprisingly performs worse than SQR at low levels of imbalance in loads. However, with increase in imbalance in load, SEDR expeetedly performs better than SQR.
Introduction
The problem of balancing the load over the entire system so that its overall performance is optimized is an important research problem [20] in Distributed Computing Systems(DCSs). Routing an arriving job to the processor with the shortest queue length(SQR, shortest queue routing) [17] in the case of homogeneous systems and routing to the processor with the shortest expected delay (SEDR, shortest expected delay routing) [4] in the case of heterogeneous systems have been found to be close to optimal heuristic load balancing strategies.
Analysis of the performance of SQR and SEDR policies through simulation will be computationally expensive. It has been reported by Nelson and Philips in [17] that, when the number of parallel queues is 32, it took several days of computing on an IBM 3090 main frame to get a mere 5 samples. So, in this paper we make an analytical evaluation of SQR and SEDR policies. Analytical evaluation through Markov chains by setting up exact global balance equations will be practically infeasible as the number of equations grow exponentially with increase in the number of parallel queues. Exact" analysis through queueing networks is not possible as the individual queues are no longer independent of one another, and the system loses the product form property. Because of the difficulties in making an exact analysis of SQR and SEDR policies, approximate analysis has been attempted by several researchers [5] , [8] , [10] , [11] , [12] , [13] , [14] , [15] , [17] , [22] , [23] . In most of the above papers and also in this paper, we model a DCS as a set of parallel servers, each with its own queue. This is the model that is most commonly used in the literature [4] , [6] , [9] , [22] . Kingman [11] and Flatto [14] studied the SQR problem via transform methods and found expressions for the mean number in the system and the occupancy probabilities. The mean number of jobs is expressed as an infinite sum and the sum simiplifies only under a heavy traffic assumption. Halfin [13] discusses the two queue version of this problem with homogeneous exponential servers and employing linear programming techniques obtains bounds for the probability distribution of the number of customers in the system and its expected value in equilibirium. Blanc [5] considers a numerical method based on power series expansions and recursions to calculate state probabilities and moments of queue length distributions. Conolly [9] discusses a queueing model fed by a Poisson arrival stream of jobs, and served by two identical expenential servers, each with a queue, with the customers choosing the shortest queue at the instant of their arrival. He proposes a method to calculate state probabilties by means of inversion of tridiagonal matrices. He also shows that there is hardly any difference between the distribution of the sum of the lengths of two parallel queues and the queue length distribution for the M/M/2 queue. Gubner [12] shows that expectation of the difference of the queue lengths for any two queues is uniformly bounded for all loads. Based on the evidences given in [9] and [12] , Nelson [17] derives an approximate closed form expression for the mean response time of a multiple qfieueing system consisting of identical exponential servers fed by a Poission stream of jobs. Yuan [22] proposes an approximate numerical solution method to determine equilibirium state probabilities of a queueing system consisting of two heterogeneous exponential servers, wherein, an arriving job to the system is routed to the queue with the shortest expected delay.
In spite of a wealth of results available on approximate analysis, we find that these approximations have the following drawbacks: In this paper, we present an efficient, accurate, and general analytical methodology for the evaluation of the performance of SQR and SEDR policies in DCSs. The methodology is a hybrid technique based on a combination of Product Form Queueing Networks (PFQNs) and Generalized Stochastic Petri Nets (GSPNs) [1] proposed by Balbo, Bruell, and Ghanta [3] . Such an integrated technique is necessary because: (a) PFQNs cannot capture these dynamic routings. (b) Though GSPNs can elegantly model these policies, the resulting models are intractable due to state space explosion. Since GSPNs are used to capture dynamic policies, modelling using hybrid technique overcomes drawbacks 1, 2, and 3 mentioned above. Drawback 4 can be overcome by explicitly modelling that part of the subsystem which sends jobs to the subsystem employing SQR or SEDR policies. Drawback 5 can be overcome in a limited sense by allowing Erlang, hypo-exponential, and hyper-exponential distributions. GSPNs are used as a model for only that part of the system employing SQR (or SEDR) policies and hence the method is computationally efficient.
To investigate the efficacy of this approach, we have considered, in this paper, closed central server systems with SQR (or SEDR) routings. Central server models with state dependent routing functions have been considered in the literature [2], [16] , [21] . In these papers, queueing networks with state-dependent routing functions based on rational functions of queue lengths (SQR and SEDR do not belong to this category) have been shown to be product form. Even though we have considered closed queueing models, our results are applicable to open queueing models of load balancing in which the maximum number of jobs that can be present in the submodels employing these dynamic routings is finite.
The rest of the paper is organized as follows. In Section 2, we give a brief introduction to the Integrated PFQN-GSPN Models, and then present the integrated PFQN-GSPN methodology for modelling DCSs with SQR and SEDR routings. In Section 3, we present detailed numerical results and make a comparison of SQR and SEDR policies with some simple state-dependent routing functions. The major results of the numerical experimentation are as follows:
The results obtained have been found to be remarkably accurate. The models were analyzed using software packages developed by us for PFQN analysis and GSPN analysis.
Integrated Models for SQR and SEDR
The integrated queueing network -Petri net (IQP) modelling originated by Balbo, Bruell, and Ghanta [3] is based on the concept of flow-equivalence. The basic idea is to isolate one or more subsystems of a given system and compute the flow-equivalents for these subsystems. The overall model (also called the high level model) of the given system will then have these subsystems represented by the flow-equivalents. The flow-equivalents of these subsystems (also called the submodels) are computed by evaluating the throughput of these subsystems in isolation for all possible populations. The throughputs thus computed together with associated populations constitute the flow-equivalent. The IQP modelling can be of two types : (i) IQP model with GSPN as the high level model and (ii) IQP model with PFQN as the high level model. If the high level model is a PFQN model, then some of its stations will be the flow-equivalent representations (derived using GSPNs) of the submodels that incorporate non-product form features. If the high level model is a GSPN model, then some of its timed transitions will be the flow-equivalent representations (derived using PFQNs) of the submodels that are product form solvable.
Consider a DCS containing a subsystem in which SQR (or SEDR) is employed. Assume that the rest of the DCS contains only product form components. The basic idea behind modelling the above system using IQP models is to compute the flow-equivalent of the SQR (or SEDR) subsystem using a GSPN model. The DCS can then be evaluated as a PFQN, with the SQR (or SEDR) subsystem represented as a state-dependent node derived using the GSPN model of the subsystem. Since it is always possible to obtain an exact representation of the flow-equivalent server, the only source of error in this technique could be due to the interaction between the subsystem and the rest of the DCS.
To illustrate the IQP modelling technique for SQR and SEDR, we consider a central server model of a DCS as shown in Figure 1 . It is to be noted that by considering the central server model, we are only simplifying the presentation, and not undermining the general applicability of our results. Also, we stress that our results are applicable not only to closed queueing models but also to those open queueing models, in which the subnetworks with non-product form components have limited populations, such as in [4] . A typical state of the central server network in Figure 1 is given by n = (no, nl, n2, ..., nm) where ni is the number of jobs in the i th node, i = 0,1,2,..., m. In the state n, the jobs after getting executed from node 0 are routed to the i ~h node with probability qi(n_), i =1,2,..., m in such a way that the load across the subsystem is balanced. In the following, we mathematically describe the heuristic policies SQR and SEDR. We also describe a few other simple heuristic policies for load balancing. We describe totally three policies A1, A2, and A3 for homogeneous systems, and four policies, "--II where SEDR(n) = {k: ,~k+l _ minr247 .3+1, n~,+1~l
The intuition behind policy A1 is that routing with equal probabilities to one of the nodes 1,2,...,m will balance the loads across the subsystem , since all the server speeds are identical. This can be analyzed by product form queueing networks. In policy A2, it is to be observed that, in a given state n, the expressions computed are in such a way that, ifnk < nz then qk(n) > qt(n). So, the shortest queue will have the maximum probability and the longest queue will have the minimum probability, and the queues having queue lengths in between will have probabilities in such a way" that the queue having a queue length close to that of the shortest queue will be assigned greater probability than the one having queue length close to that of the longest queue. The central server model employing this policy is non-product form and can be analyzed by GSPNs. The intuiton behind policy B1 is that allocating a job to a faster server with greater probability than to a slower server, would minimize the overall expected response time. The central server model employing this policy is product form solvable. Policy B2 is a generalization of policy A2 presented for the homogeneous systems, and again the intuition is that allocating an arriving job with greater probability to the queue having less expected delay would minimize the overall average response time of a job. Central server model employing this policy is not product form solvable, but can be analyzed by GSPNs. Figure 2 shows the GSPN model of the subsystem with dynamic routing for a closed central server model with 5 nodes (m -4). The reader is referred to [1] for an excellent review of GSPNs. Table 1 gives the interpretation of the places and transitions of the GSPN model. The table also specifies the dynamic random switch in the GSPN model, which models the dynamic routing in the network. 
P0
: jobs just entered into the subsystem. P1+3(i_1),i=1,2,3,4 : availability of node i. P2+3(i-1),i=1,2,3,4 : jobs waiting for node i. P3+3(i_1),i=1,2,3,4 : jobs getting processed in node i.
Immediate Transitions: t0+(i_1),i-1,2,3,4: job is routed to node i after a burst from node 0. t4+2(i_1),i=1,2,3,4 jobs start processing in node i Exponential Transitions: t5+2(i_1),i=1,2,3,4: processing of jobs in node i.
Dynamic Random Switch"
to-q1; tl-q~; t2-q3; t3-q4.
These probabilities are computed using the equations in Section 2.
Initial Marking:
Po-k; PI-1; P4-1; PT-1; Plo-1; Table 1 :
Legend for GSPN Model in Figure 2 . Table 1 . This model captures the subsystem in isolation and is obtained by shorting node 0. The important part of this model is the random switch, comprising the transitions t l ,t2,t3, and t4 which describes the dynamic routing. The associated probabilities ql,q2,q3, and q4 can be defined as in the above equations, in terms of the current marking M of the GSPN model, as given below: Shortest Queue Routing: 
{ i : M( P~-s( ' -I ) ) +M( P3+3{' -I ) ) +I : #' l ni n( M( P: +~( J-1) ) F~3M( Ps +s {~-l ) ) +l ) }l _<j _<4
To compute the flow-equivalent of the subsystem using the GSPN model, one has to evaluate the GSPN model for each possible population. If the population of the closed central server network is N, then the possible populations in the subsystem are 0,1,2,..., N. For each population k, the initial marking of the GSPN model can be set by making the number of tokens in place P0 as k. The sum of the throughput rates of the transitions t9,tlo,t11, and t12 will then give the throughput rate of the subsystem. The throughput rates thus computed, together with the associated populations constitute the flow-equivalent of the subsystem. Figure 3 gives the high level PFQN model of the central server network, with the flow-equivalent of the subsystem constituting just a single node of the PFQN. The PFQN model of Figure 3 can now be solved using standard computational algorithms for PFQNs [7] , [18] . It would now be very efficient to study, for example, the effect of variation of the scheduling discipline, service distribution, and the service rate of node 0 on the performance of the overall DCS, since the experimentation is required on a 2-node PFQN. Effectively, we have reduced the evaluation of an overall GSPN model into an evaluation of the GSPN submodel whose state space a cardinality much smaller than that of the overall GSPN model, followed by a 2-node PFQN evaluation.
To see the computational advantage obtained, we show in Table 2 , a comparison of the state space size between the GSPN model of Figure 2 (which models only the subsystem) and the exact GSPN model for the entire system(i.e., the model that captures all the 5 nodes in a GSPN). The significant reduction in the size of the state space is to be noted. Generalizing from the example of 5 nodes(m=4), we get the following result about the cardinality of the state spaces of the GSPN submodel.
Result: For any population, the cardinality of the state space of the GSPN submodel for SQR is less than or equal to m 9
Proof." Let the subsystem contain k jobs. Let S be the state space of the GSPN submodel. Take any state (kl, k2, ..., kin) C S. Since the routing is based on the SQR policy, Ik, -kjl <_ 1 V 1 <_ i, j _< m. If not, jobs can be exchanged between them making the load more balanced. So, each processor must get [~] + x jobs where x can be either zero or 1. Since the total number of jobs is equal to k, x will be equal to 1 for exactly k -[~] =k mod m processors. These k mod m m ) ways. This value processors can be chosen from k processors in k mod m will be maximum when k mod m = ~-. Since the maximum value ,n is independent of the subsystem population k , the above result holds. The cardinality of the state space of the GSPN submodel for SEDR depends on the service rates of the various nodes and it is difficult to obtain a tighter bound. However, in all the numerical experiments we carried out, we get much less number of states than for SQR.
Numerical Results
For the purpose of numerical experiments, we consider the central server model of Figure 1 with m = 4. We first present the results for the homogeneous case (#1 = #2 = #3 = #4) and then for the heterogeneous case. Note that SQR is same as SEDR for the homogeneous case. We shall study the variation of response time as a function of a parameter that we shall call as the zmbalance in load, denoted by p. p is the ratio of the processing capacity of the subsystem (#1 + #2 + p3 + #4) to that of node 0 ()~). p was chosen as a parameter of interest since the performance of the central server model is crucially affected by this ratio. We present below the important results [19] .
Results for Homogeneous DCS
Here we compare three routing policies A1, A2, and A3. Policy A1 assigns equal probailities to all the queues. Policy A2 assigns greater probabilities to shorter queues, whereas policy A3 is the SQR policy. Figure 4 shows the percentage difference in response time between policies A1 and A3, while Figure 5 shows the difference in response time between policies A2 and A3. Two populations N=4 and N-6 are considered. As the figures show, the difference in performance is appreciable only for small values of p.This is due to the following reason: When p is low, the processing capacity of the subsystem is much less than that of node 0. In that case, queues are formed in each of the service centers, and the policies that try to utilize this information perform appreciably better than the policies that either do not use this information or use in a limited way. However, when p is high, the processing capacity of the subsystem is much higher than that of node 0. In this case, no queues are formed in the service centers of the subsystem, and the nodes are idle, virtually all the time. So, the policies that use queue length information do not produce significant difference in performance from the ones that do not use this information.
As the figures show, for a given p, the percentage difference in response time decreases as J increases. This is due to the following reason: The shortest queue routing tries to balance the load across the subsystem and tries to obtain maximum throughput for a given p. Due to this, node 0 is utilized to the maximum extent possible for a given p. So, increasing the number of jobs from J=4 to 6 leads to an increase in response time by 1.5 times. But, in the case of policies A1 and A2, node 0 is not utilized to the maximum extent possible for a given p, as the work in the subsystem is not balanced across the nodes. Hence, increasing the number of jobs increases the utilization of node 0 only to a limited extent. Due to this, increase in response time is much less than 1.5 times for J=6. So, on the whole, for a given p, the percentage difference in response time decreases as J increases. The observations mentioned above can be summarized to the following:
1. SQR outperforms the other two policies for all values of p.
2. For a given p, the difference in performance between SQR and the other policies will be less for higher populations.
3. The difference in performance between SQR and the other two policies will be very appreciable (as high as 73.05% as observed in the case of policy A1) when p is low.
Results for Heterogeneous DCS
For the purpose of modelling heterogeneous distributed systems, we assumed that service centers in the subsystem have different speeds. Since we cannot exhaust all the possible combinations of service speeds, we consider the following representative cases:
(i) A system which has two groups of servers, fast and slow (Configuration 1).
(ii) A system in which each server has a different service rate (Configuration 2).
Here we compare four policies B1,B2,B3, and B4. In policy B1, the job is routed based on the mean service rates of the service centers. Policy B2 uses additional information namely the queue lengths at various service centers apart from the mean service rates. Policies B3 and B4 are SQR and SEDR policies respectively.
Figures 6 and 7 show the comparison between SQR and SEDR for two different configurations. Figure 8 shows the percentage difference in response time between the policies B1 and B2 for the Configuration 1.
As Figure 8 shows, in spite of using additional information, policy B2 performs worse than policy B1. This is due to the following reason: In policy B1, the probability that the job is routed to nodes 1 and 2 is 3 timesless than the same for nodes 3 and 4. Once a job is routed, average time spent by a job is 3 times greater than that of a job that goes to nodes 3 and 4. These two factors are complementary and tend to utilize the nodes 1,2,3, and 4 more or less the same in policy B1. However, in policy B2, utilizations of nodes 1 and 2 are more than those of nodes 3 and 4. This is because, in all states, the ratio of routing probabilities to nodes 1 and 2 to those of nodes 3 and 4 is not as high as 3 as in policy B1. For example, when the population 3=6, the ratio of probabilities in the state nl = 3, n2 = 2, n3 = 0, n4 = 0 is 22 ~ 1.0. This makes the throughput of the subsystem much less than that in policy B1, and hence the decrease in response time for policy B2. As the Figure 6 shows, when p is small, SEDR performs worse than the SQR policy. This is due to the following reason: since the service rates of nodes 3 and 4 are 3 times greater than those of nodes 1 and 2, nodes 1 and 2 are not at all utilized in SEDR, where as SQR utilizes all the 4 nodes. So, large queues are formed in nodes 3 and 4 at small values of p, and this brings down the performance of SEDR policy below that of SQR. However, as p increases, less queues are formed in nodes 3 and 4 due to their higher processing capacity, and the performance of SEDR slowly improves above that of SQR. Similar kind of behaviour is exhibited for the caseJ=6. However, the difference between SQR and SEDR policies at low values of p, is not as large as in the case of 3=4, since nodes 1 and 2 are also utilized J=6. As the value of J increases, SEDR will perform close to SQR at low values of p.
For configuration 2, we assumed that the service rate of node 2 is twice that of node 1, the service rate of node 3 is thrice that of node 1, and the service rate of node 4 is 4 times that of node 1. In this case also, SEDR performs worse than SQR at low values of p. However, the differences in performance are not as high as configuration 1, since the nodes in the system get more or less equally utilized, whereas in the configuration 1, nodes 1 and 2 are not at all utilized.The observations mentioned above can be summarized to the following:
1. Policy B2 performs worse than policy B1.
2. SQR performs even better than SEDR at very low values of p for the configurations having service centers with widely varying service rates.
3. SEDR outperforms all other policies for higher values of p.
Accuracy of IQP Models
It is reasonable to expect that the accuracy of the IQP models will depend only on the interaction between the PFQN portion and the GSPN portion of the model. In particular, in the case of central server models, the parameters q0 and p will influence the accuracy of the IQP models. Extensive numerical investigation has shown that the estimates produced by IQP modelling are remarkably accurate for the central server model. Even for very low values of q0 and p, for which the error was the highest, the errors turned out to be very small and were within 3%. 
Summary
In this paper, we have applied an efficient analytical methodology for the evaluation of two heuristic dynamic load balancing policies namely shortest queue routing and shortest expected delay routing in distributed computing systems.
To investigate the efficacy of this approach, we developed integrated analytical models for the closed central server systems employing these heuristic policies. We compared the performance of these two policies with simple policies which can be modelled exactly using product form queueing networks at different levels of p, the imbalance in load and developed results on their relative performance. For the central server models considered in the paper, extensive numerical results have shown that the hybrid technique employed yields remarkably accurate results. More general models have to be investigated, however. The technique can also be applied to open queueing network models in which the non-product form subnetwork has bounded population.
