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ABSTRACT
THE DISSOCIATIVE CHEMISORPTION OF METHANE AND
ITS ISOTOPOLOGUES ON METAL SURFACES
SEPTEMBER 2018
HAN GUO
B.A., SICHUAN UNIVERSITY
M.A., SICHUAN UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Bret Jackson

The dissociative chemisorption of small molecules on metal surfaces is an important
step in many heterogeneous catalytic processes, and has received considerable scientific
attention. In this thesis, a quantum approach based on the reaction path Hamiltonian is used
to explore the dissociative chemisorption of methane and its deuterated isotopologues on
several metal surfaces.
The theoretical approach is described in Chapter 2. This approach treats all 15 degrees
of freedom of the methane molecule, and includes the effects of lattice motion, allowing
us to examine the translational and vibrational enhancements, mode- and bond-selectivity
and the surface temperature dependence observed in experiments.
In Chapter 3, this approach is used to explore the dissociation of CH4, CHD3 and
CH2D2 on Ni(111). The symmetric stretch mode is found to be more effective at promoting
dissociation of CH4 and CHD3 than the antisymmetric stretch mode, while for CH2D2 the
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two modes have similar efficacies. This mode specificity has also been observed for C-H
stretch overtone and combination states of different symmetry. In addition, the dissociation
of methane isotopologues shows bond selective behavior. With our model, mode
specificity and bond selectivity is explained in terms of mode softening, the nonadiabatic
couplings and symmetry in vibrationally adiabatic normal modes.
The dissociative chemisorption of methane on Pt(111) is examined in Chapter 4,
where the computed sticking probabilities and vibrational efficacies are compared between
reactions on Pt(111) and Ni(111). The variation in reactivity with surface temperature is
investigated with our improved treatment of lattice motion. In addition, to achieve
quantitative agreement with experiment, a semi-empirical specific reaction parameter
density functional with van der Waals corrections is used and the results are compared with
those using the PBE functional.
Finally, the effect of surface defects, i.e. step sites, is investigated in Chapter 5.
Different reaction paths have been located for CH4 dissociation on the stepped Pt(211) and
Ni(211) surfaces. For both surfaces, dissociation along the step edge dominates the total
sticking at all but the highest incident energies, due to the lower activation energy.
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CHAPTER 1
INTRODUCTION

1.1 Introduction
The interaction of gas-phase molecules with metal surfaces plays a key role in
heterogeneous catalysis, such as the well-known Haber-Bosch process for ammonia
production. Another important catalytic process is the steam reforming of natural gas,
known as the major industrial method to convert hydrocarbons into syngas, which can be
further transformed to higher value chemicals. In this process, methane reacts with hightemperature steam on the surface of a metal catalysis, typically Ni-based, and produces
hydrogen, carbon monoxide, and a small amount of carbon dioxide. The rate-limiting step
of steam methane reforming is the dissociative chemisorption of methane on metal
surfaces,1 This reaction has received considerable attention, not only because of its
industrial importance, but also for its scientific role as a prototypical system for moleculesurface reactions.1–4 The dissociative chemisorption of methane exhibits many interesting
dynamical behavior. However, high-level calculations have only become possible very
recently.
Experiments have shown that, when the methane molecule collides with a surface, it
either dissociates to form chemisorbed H and CH3 fragments on the surface, or scatters
non-reactively back into the gas phase.5 According to electronic structure studies based on
density functional theory (DFT), the barriers to dissociation are about 0.5-1.0 eV on
different metal surfaces.6–12 Energy- and vibrational-state-resolved measurements of
reactivity show that methane dissociation can be promoted by both the incident
translational energy and vibrational excitation of the methane, and this behavior is
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nonstatistical3,4 with mode-specificity13–22 and bond-selectivity15,16,18,23–26 being observed.
It is also found that the probability for dissociative sticking depends on the surface
temperature.2–4 In addition, while most studies were performed for reaction on flat surfaces,
practical catalysts are likely to have defect sites, such as steps and kinks, on the surface.
DFT studies show that the barriers to dissociation are different on flat surfaces and at defect
sites,9,27–32 consistent with experimental observation that methane dissociation is more
reactive on stepped surfaces.9,33
In this work, we use a quantum mechanical approach based on the reaction path
Hamiltonian (RPH)34,35 to study the dissociative chemisorption of methane and its
isotopologues on different metal surfaces. We attempt to understand several aspects of the
reaction dynamics: mode- and bond- selectivity, the surface temperature dependence of
reactivity and the effects of defect sites.

1.2 Molecule-Surface Interactions
1.2.1 Adsorption
After a molecule collides with a surface, it can either stick to the surface or return to
the gas phase. There are two ways for the molecule to bind with the surface. First, the
incident molecule can molecularly adsorb onto the surface through weak van der Waals
forces involving the polarization of the adsorbate and the surface. This is known as
physisorption. The binding energy for physisorption is usually less than 0.3 eV,36 and the
attractive interaction with the surface is almost uniform across the surface plane. Thus,
physisorbed molecules can move freely on the surface.
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On the other hand, chemisorption involves electron transfer and the formation of a
chemical bond between the adsorbate and the surface. Thus, binding is much stronger for
chemisorption relative to physisorption, with an adsorption energy larger than 1.0 eV.36
For chemisorption, some incident molecules remain intact upon binding to the surface,
known as molecular chemisorption, while others involve bond breaking within the
adsorbates and the adsorption of the resulting products. The latter is referred to as
dissociative chemisorption. Unlike physisorption, due to the formation of chemical bonds,
chemisorption is highly directional, with adsorbates binding at specific sites. Thus, the
potential energy surfaces (PESs) are highly corrugated, and chemisorbed molecules are
mostly immobile on the surface.
For chemisorption, as a molecule approaches a surface, the orbitals of the molecule
interact with the atomic orbitals of the metal. The adsorbate-surface interaction can be
described by many models, such as the d-band model proposed by Hammer and
Nørskov.37–39 This model suggests that the strength of the adsorbate-surface interaction and
the barrier to dissociation can be determined by the degree of filling of the antibonding
adsorbate-metal d states, and the degree of orbital overlap between the metal d band and
the adsorbate (or the size of the coupling matrix element).

1.2.2 Dynamics of Molecule-Surface Interactions
Molecule-surface scattering processes have received considerable scientific attention.
There are different types of scattering events: elastic scattering, inelastic scattering and
reactive scattering. In elastic scattering, no energy is exchanged within the incident
molecule and the surface, while in inelastic scattering, energy flows among different
degrees of freedom (DOF) in the system. A special case of inelastic scattering is trapping
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or sticking, in which the incident molecule loses enough energy, and is temporarily bound
to the surface or becomes adsorbed onto the surface. The molecule can return to the gas
phase after a residence time, which is known as desorption. Reactive scattering involves
the cleavage of old bonds and the formation of new bonds.
In this study we focus on the dissociative chemisorption process, which is the first and
rate-limiting step in many molecule-surface reactions. The binding of an adsorbate can be
described by a multidimensional potential energy surface. Figure 1.1 shows a onedimensional potential40 for the dissociative chemisorption of a diatomic molecule on a
metal surface. The gas-phase molecule dissociates as it collides with the surface, leaving
chemisorbed products on the surface. As bond cleavage is involved, most dissociative
chemisorption processes are activated, where the molecule has to overcome an activation
barrier as it approaches the surface. Thus, molecules with low energies will reflect off the
activation barrier.

Figure 1.1 One-dimensional potential for the dissociative chemisorption of a diatomic
molecule on a metal surface. The horizontal axis is the distance of the molecule from the
surface.
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There are two possible pathways for dissociative chemisorption, known as direct
chemisorption and precursor mediated (indirect) chemisorption. For direct chemisorption,
a molecule with sufficient energy overcomes the activation barrier, and simply sticks to the
surface upon its first encounter with the surface. In this process, the sticking probability
increases with increasing incident translational energy. On the other hand, a molecule can
first lose some incident energy and become trapped on the surface. Then if the trapped
molecule can obtain enough energy to overcome the barrier, it will dissociate and become
chemisorbed on the surface. This mechanism is known as precursor mediated
chemisorption.
Energy deposited in different degrees of freedom of the reactant can help to surmount
the reaction barrier, and the efficacies for promoting reaction are in general not the same
for vibrational and translation excitation. Polanyi proposed a set of rules, which relate the
relative efficacy of vibrational and translation excitation and the shape of the PES.41,42
Figure 1.242 shows two-dimensional PESs for the reaction of an atom with a diatomic
molecule (A + BC → AB + C), where the contour lines represent the potential energy, and
the two axes are the intramolecular distances. Polanyi distinguished two types of PES based
on the position of the transition state (TS), which is at the top of the barrier. For a PES with
an early barrier, the TS is located in the entrance channel, where the B-C bond has not been
stretched, and excitation of the B-C stretch is less effective at promoting reaction than
adding the same amount of translational energy. On the other hand, for a late-barrier PES,
the TS is in the product channel, and vibrational excitation is more effective than
translational excitation.
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This idea can be generalized to molecule-surface reactions. However, for the
dissociative chemisorption of polyatomic molecules, such as methane, the vibrational
efficacies can be different for excitation of different modes, and the reaction dynamics are
much more complicated. Thus, a high- or full-dimensional PES is needed, and it remains a
challenge to accurately model the dynamics of polyatomic molecule-surface reactions.

Figure 1.2 Two-dimensional PESs for the reaction of an atom with a diatomic molecule
(A + BC → AB + C), where the contour lines represent the potential energy, 𝑟% is the
distance between A and B, and 𝑟& is the distance between B and C. (a) and (b) represent a
PES with an early barrier, while (c) and (d) represent a PES with a late barrier. This figure
is taken from Ref. 42.
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1.3 Major Experimental and Theoretical Results
During the last few decades, both experimental and theoretical studies have made
significant progress in understanding molecule-surface reaction dynamics.3,4,43 In
experiments, laser excitation and molecular beam techniques provide experimental
capabilities to prepare incident molecules in a select vibrational state with well-defined and
tunable translational energy. Energy- and state-resolved measurements of gas-surface
reactivity provide insight into the role of translational energy, and allow the observation of
the mode- and bond- selective behavior in the dissociative chemisorption of methane on
metal surfaces.
Juurlink et al. reported the first state-resolved experiments of methane dissociation on
Ni(100).44 They used infrared laser excitation to prepare CH4 in the 1𝜈F antisymmetric
stretch state, and found that molecules in the 1𝜈F state are up to 1600 times more reactive
than those in the ground state, but the 𝜈F excitation is slightly less effective in promoting
reactivity than the same amount of translational energy. Another state-resolved study by
Smith et al. revealed that vibrational excitation of the 𝜈F stretch is more effective than
translational energy on Ni(111).45 They found that molecules in the ground state require 45
kJ/mol of translational energy to obtain the same reactivity enhancement provided by 36
kJ/mol of the 𝜈F excitation. On the other hand, Maroni et al. reported that on Ni(100) the
reactivity of CH4 in the 1𝜈% symmetric stretch state is about an order of magnitude higher
than that of methane excited to the 1𝜈F antisymmetric stretch state reported by Juurlink et
al.,44 even though there is a bit less vibrational energy in the 𝜈% state.46 In addition, Beck
et al. measured the state-resolved sticking probability for CH2D2 dissociation on Ni(100).22
They reported that the sticking probability with two quanta of excitation in one C-H bond

7

was much greater than that with one quantum in each of two C-H bonds. This can be
explained by the localization of vibrational energy in a single C-H bond. For bending states,
the 3𝜈' bending overtone state was found to be significantly less effective than the 𝜈F
antisymmetric stretch state at promoting dissociative chemisorption on Ni(111) and
Ni(100).47 More recently, Hundt et al. measured the state-resolved sticking probability of
CH4 prepared in all three vibrational symmetry components of the 2𝜈F overtone vibration
as well as in the 𝜈% + 𝜈F combination vibration, and observed different reactivities for
these states.
All of these studies show mode specificity in the dissociative chemisorption of
methane on metal surfaces, where the nature of the vibrational mode, not just its vibrational
energy, determines the sticking probability. This mode-specific behavior is often expressed
in terms of a vibrational efficacy
𝜂=

Δ𝐸Z 𝐸Z gs, 𝑆) − 𝐸Z 𝜈, 𝑆)
=
Δ𝐸[
Δ𝐸[

(1.1)

where Δ𝐸Z is the increase in incident translational energy necessary to give the same 𝑆) as
increasing the vibrational energy by Δ𝐸[ . 𝐸Z 𝜈, 𝑆) and 𝐸Z gs, 𝑆) are the translation
energies giving a sticking probability of 𝑆) for an initial vibrational state 𝜈 and the ground
state (gs), respectively.
In addition to mode specificity, bond selectivity has also been observed in the
dissociation of partially deuterated methane isotopologues on metal surfaces. Killelea et al.
reported that, for the dissociation of CHD3 on Ni(111), excitation of the 𝜈% C-H stretch
selectively promotes C-H cleavage with a C-H:C-D cleavage ratio larger than 30:1.25
Similarly, excitation of a C-H stretch mode leads to highly selective cleavage of a C-H
bond for CHD3, CH2D2 and CHD3 dissociation on Pt(111).24
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Mode specificity and bond selectivity observed in these experiments excludes the
possibility of statistical models48–50 correctly describing the reaction dynamics, which
assume complete intramolecular vibrational energy redistribution (IVR) and treat different
forms of energy equally.
Earlier molecular beam experiments also showed surface temperature effects for
methane dissociation on Pt(111)51 and Ni(100)52. However, in these experiments,
vibrationally excited molecules in the molecular beam contribute to the total sticking
probabilities, and the experiments were unable to distinguish the contributions from
different vibrational states. Recent state-resolved studies showed a modest surface
temperature dependence at higher incident energies but a stronger dependence at lower
energies on Ni(111).53,54
Finally, experiments observed different reactivities for methane dissociation on
smooth surfaces and on stepped surfaces. Abild-Pedersen et al. measured the reactivity of
CH4 dissociation on a stepped Ni surface.9 They found the intrinsic sticking probabilities
on the step sites to be two orders of magnitude higher than those on the terrace sites at 500
K. For Pt surfaces, Gee et al. performed molecular beam experiments on the Pt(533)
surface, and found that the activation barrier to dissociation is about 0.3 eV lower on the
steps of Pt(533) than on the planar Pt(111) surface.33
In addition to significant advances made in experiments, theoretical studies have
provided a detailed mechanistic understanding of the reaction dynamics. As noted, the
statistical models, proposed by Harrison et al., assume complete randomization of the
initial internal energy within the incident molecule by rapid IVR before dissociation
occurs.48–50,55,56 While these models are able to fit the measured sticking probabilities
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reasonably well, using several adjustable parameters, they cannot treat the mode- and bondselective behavior.
To properly treat mode specificity and bond selectivity in the dissociation of methane,
an accurate 15-dimensional PES is needed. Some earlier studies used pseudo-diatomic or
low-dimensional models to treat the reaction dynamics.57–66 Halonen et al. used a 4dimensional model based on a local mode Hamiltonian to explore the behavior of the C-H
stretch modes, and found that the symmetric stretch fundamental correlates adiabatically
with the vibrational energy localized in the reactive C-H bond, while the antisymmetric
stretch amplitude becomes localized in the CH3 group.66 Jackson and co-workers used a
sudden approach to incorporate the effects of lattice motion into theoretical models, which
can explain the surface temperature dependence.7,67–70
Recently, high- or full-dimensional PESs for methane dissociation on surfaces were
reported by several groups. Jiang et al. reported a 12-dimensional global PES, fitted to a
large number of DFT points, for CH4 dissociation on Ni(111),19 and they used the quasiclassical trajectory (QCT) method on this PES to investigate mode- and bond- selective
chemistry in the dissociation of CH4, CHD3 and CH2D2 on Ni(111).23 Their results were in
qualitative agreement with available experiments at energies above the activation barrier.
In other two QCT studies, global PESs based on reactive force fields have been developed
for methane dissociation on Ni(111) and Pt(111).71,72
On the other hand, the DFT-based ab initio molecular dynamics (AIMD) method has
been used in molecule-surface scattering calculations.20,26,28,73–76 The Kroes group
performed AIMD studies for the dissociative chemisorption of CHD3 on Ni(111) and
Pt(111).28,74–76 In their studies, they fitted exchange-correlation functionals to molecular
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beam experiments using AIMD calculations, based on the specific reaction parameter (SRP)
approach. Their results were able to reproduce several experiments within chemical
accuracy at large collision energies.
Finally, to treat the mode selective behavior, the Guo group proposed the Sudden
Vector Projection (SVP) model, in which the efficacy of a vibrational mode for promoting
reaction is approximately proportional to the overlap between the corresponding
vibrational wave function of the reactant and the wave function at the TS.23,77
While these classical methods can give accurate results at high collision energies, the
results are problematic at energies below the activation barriers, where most state-resolved
experiments are performed, because they cannot treat quantum effects correctly. In our
study, we used a quantum model based on the RPH, which treats all 15 degrees of freedom
of the methane molecule and includes the effects of lattice motion.

1.4 Outline
In this thesis, we focus on the dissociative chemisorption of methane and its partially
deuterated isotopologues on metal surfaces. In Chapter 2, we describe our theoretical
models and computational details, including the quantum approach used to compute the
single-site rigid-lattice reaction probability, as well as the sudden models to include lattice
motion effects, correct the rotational treatment, and average over impact sites. In Chapter
3, we examine the dissociation of CH4, CH2D2 and CHD3 on Ni(111). Mode specificity
and bond selectivity observed in this reaction is explained in terms of symmetry, mode
softening and the nonadiabatic couplings. We also investigate mode specificity observed
for the C-H stretch overtone and combination states of different symmetry. In Chapter 4,
we investigate CH4 dissociation on Pt(111). The results are compared with those on
11

Ni(111). We also compare the vibrational efficacies for the bending and stretch states.
Surface temperature effects are discussed in this chapter. In addition, we compare the
results computed using the SRP and PBE functionals. The dissociation of CH4 on the
stepped Pt(211) and Ni(211) surfaces is examined in Chapter 5. In this chapter, we first
locate the MEPs on these stepped surfaces, and then perform scattering calculations to
study the effects of defect sites.
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CHAPTER 2
THEORIES AND METHODS

2.1 Introduction
In our study, a quantum mechanical approach based on the reaction path Hamiltonian
(RPH)1,2 is used to simulate reactive scattering processes, and compute the state-resolved
sticking probability 𝑆) (𝐸Z , 𝜈, 𝑇c ) for molecules with an incident translational energy 𝐸Z and
a vibrational state 𝜈 at a surface temperature 𝑇c . This model has been used to examine
methane dissociation on Ni(100)3,4, Ni(111)4–7 and Pt(110)-(1 × 2)5,8 surfaces, and
successfully explained the effects of incident translational energy and vibrational excitation
and the variation in 𝑆) with surface temperature.
Our approach has some unique advantages. First, we treat all 15 degrees of freedom
of the methane molecule. This allows us to explore behaviors like bond selectivity and
mode specificity of the molecular vibrational modes. Second, with this quantum
mechanical approach, we can treat quantum effects rigorously, e.g., the large amount of
vibrational zero point energy (ZPE) and the tunneling effects. In addition, in our method,
the molecular wave function is expanded in vibrationally adiabatic eigenstates, which
allows us to observe the evolution of each vibrational mode as the molecule moves along
the reaction path. To compare directly with molecular beam experimental data, we also
consider the effects of lattice motion, average results over different impact sites and correct
the rotational treatment, if necessary.
In this chapter, we first describe the quantum approach for computing the rigid-lattice
reaction probability for a single impact site, 𝑃) . Then, we present methods to average 𝑃)
over impact sites, correct the rotational treatment, and include the lattice motion effects.
19

2.2 Computational Model and Electronic Structure Calculations
We perform total energy calculations and frequency calculations using the Density
Functional Theory (DFT)-based Vienna ab initio simulation package (VASP), developed
at the Institut für Materialphysik of the Universität Wien.9–13 This package uses a plane
wave basis set. Our calculations are adequately converged for the plane wave expansion
truncated at 400 eV for total energy calculations and 600 eV for frequency calculations.
The interactions between the ionic cores and the electrons are described by fully nonlocal
optimized projector augmented-wave (PAW) potentials9,14, and exchange-correlation
effects are treated within the generalized gradient approximation (GGA) using the PerdewBurke-Ernzerhof (PBE) functional15,16, unless otherwise specified. However, the
calculations for dissociative chemisorption of methane with the PBE functional generally
achieve only semiquantitative agreement with experiments.3,6,17 The reactivity computed
for the vibrationally adiabatic ground state is usually overestimated at all energies
compared with that measured in molecular beam experiments, while the vibrational
efficacy for the C-H stretch mode is underestimated. An explanation for this is that the PBE
functional tends to overbind and underestimate the dissociating bond length at the
transition state (TS).18,19 Furthermore, the PBE functional ignores the van der Waals
interaction, which affects the molecule in the entrance channel. To achieve more
quantitative agreement with experiments, we use the specific reaction parameter (SRP)
functional, developed by the Kroes group18–20, for some systems. A more detailed
discussion on the SRP functional can be found in Section 4.5.
In this study, an asymmetric slab supercell with periodic boundary conditions is used
to represent the metal as a series of infinite slabs, with a large vacuum space between the
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slabs. An example of a 3×3 four-layer supercell is shown in Figure 2.1. The Brillouin zone
is sampled by an 8×8×1 Γ-centered grid of k points. The convergence with respect to the
number of k points can be found in earlier studies.21,22 The bare surface structure is obtained
by truncating the bulk structure of a perfect crystal, and relaxing the two topmost metal
layers, with the remaining layers fixed at their bulk positions. For most metal surfaces, the
outermost surface layer experiences inward relaxation.

Figure 2.1 Schematic representation of a 3×3 four-layer supercell.

2.3 Reaction Path Hamiltonian (RPH) Model
The Hamiltonian for methane on a rigid metal surface can be written,
ℏ&
𝐻 =𝐾+𝑉 =−
2

%?

Zl%

𝜕&
+ 𝑉 𝑥% , 𝑥& , … , 𝑥%? ,
𝜕𝑥Z&

(2.1)

where the 𝒙 = 𝑥Z , 𝑖 = 1, 2, … , 15 are the mass-weighted Cartesian coordinates of the
methane nuclei, 𝐾 describes the kinetic energy and 𝑉 is the potential energy operator.
Generally, an accurate potential energy surface (PES) is needed to perform dynamical
(scattering) calculations. For the dissociative sticking of methane, a 15-dimensional PES
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is needed to describe different motions of the molecule. In practice, developing such PESs
is computationally expensive even on a rigid metal surface. Some earlier dynamical studies
used pseudo-diatomic or low-dimensional models to treat the molecule.5,8,21–35 However,
these dynamical models were not able to treat all nine vibrational modes and bond
selectivity. Recently, high-dimensional classical models have been used for polyatomic
reaction dynamics. Quasi-classical trajectory (QCT) methods have provided accurate
results at high collision energies and surface temperatures,36–38 but are incapable of treating
quantum effects and can be problematic at lower energies. The DFT-based ab initio
molecular dynamics (AIMD) approach17–19, in which the potential energy is calculated on
the fly, has similar limitations.
The RPH approach1,2 has been used in several dynamical studies before.39–44 Jackson
and coworkers have applied it in fully quantum mechanical scattering calculations.3–8 In
this method, the PES is constructed near the minimum energy path (MEP) with a harmonic
approximation for molecular degrees of freedom perpendicular to motion along the
reaction path. Under most experimental conditions, where collision energies are near or
below the rigid-lattice barrier height, this approximation is reasonable, as the reaction is
only possible along or close to the MEPs and over lattice atoms that are puckered out of
the surface plane.
To construct our PES, we first locate the reaction path or the MEP, which can be
described as the union of steepest descent paths from the saddle point to the reactant and
product states. First, we perform total energy calculations to locate two local minima on
the PES, i.e., the reactant state (molecularly physisorbed state) and the product state
(dissociative chemisorbed state), with the lattice atoms fixed at their bare relaxed surface
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positions. There can be different product configurations on the PES, and the TS and the
MEP can depend on the choice of the product state. In our study, we compute the MEPs
for different product states. The TS between the reactant and product states is searched
with the climbing image-nudged elastic band (CI-NEB) method45, and dozens of other
points are interpolated along the MEP with the nudged elastic band (NEB) method46. Both
the CI-NEB and the NEB are chain-of-states methods, in which a string of images
represents the reaction path and is relaxed to the MEP via a force projection scheme.47
The distance along the MEP is given by the reaction coordinate, 𝑠, where (𝑑𝑠)& =
%?
&
Zl%(𝑑𝑎Z (𝑠)) ,

and 𝑠 = 0 at the TS. The 𝒂 𝑠 = 𝑎Z 𝑠 , 𝑖 = 1, 2, … , 15 describe the

configuration of the molecule on the MEP at a point 𝑠, in terms of the mass-weighted
Cartesian coordinates. At several points along 𝑠, we compute the total energy, 𝑉) (𝑠),
relative the energy of the molecule and the bare relaxed surface at infinite separation. The
total energy calculations are considered converged when all forces are smaller than 0.005
eV/Å, unless otherwise specified.
At these points, we also compute the Hessian matrix, 𝐾, the matrix of the second
derivatives of the potential energy with respect to the atomic positions, via a finite
difference approach with atomic displacements of 0.015 Å. To compute the Hessian, a very
accurate evaluation of the forces is necessary, requiring increased convergence conditions
for the electronic energies and an additional support grid in VASP. The potential energy
for any general point 𝒙 near the 𝒂(𝑠) can be written
%?

𝑉 𝒙 = 𝑉) 𝑠 +
Zl%

𝜕𝑉 𝒙
1
|𝒙l𝒂 𝑥Z − 𝑎Z +
𝜕𝑥Z
2

%?

Zl%

𝜕&𝑉 𝒙
|
𝑥 − 𝑎Z 𝑥v − 𝑎v + ⋯
𝜕𝑥Z 𝜕𝑥v 𝒙l𝒂 Z
(2.2)
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where 𝑉) 𝑠 = 𝑉(𝒂) is the potential energy for the configuration 𝒂 at 𝑠, and 𝐾Z,v =

xy z 𝒙
x{| x{}

are the elements of the Hessian matrix. Note that the linear term in Eq. 2.2 is nonzero except
for the local minima and the saddle points. To get rid of this term, we define 14 normal
vibrational coordinates {𝑄€ 𝑠 }, 𝑘 = 1, 2, … , 14, describing displacements orthogonal to
the reaction path at a point 𝑠, by diagonalizing the force-projected Hessian 𝐾 „ (𝑠),1
𝐾 „ (𝑠) = 1 − 𝑃 𝑠

∙ 𝐾(𝑠) ∙ 1 − 𝑃(𝑠)

(2.3)

where the projector 𝑃(𝑠) is a 15×15 matrix, whose elements are
𝑃Z,v (𝑠) = 𝐿Z,%? (𝑠)𝐿v,%? (𝑠)

(2.4)

and the {𝐿Z,%? } is the normalized gradient vector, describing motion along the reaction path.
It can be computed from the first derivative of the reaction path 𝒂(𝑠) with respect to 𝑠,
‡𝒂(c)
‡c

, the direction along the reaction path.
The diagonalization of 𝐾 „ gives 14 normal mode eigenvectors 𝐿Z,€ , 𝑘 = 1, 2, … , 14,

with nonzero eigenvalues 𝜔€& 𝑠 , which provide the frequencies 𝜔€ 𝑠 for motion
orthogonal to the reaction path. It also has one zero eigenvalue corresponding to motion
along the reaction path. We write our PES in the reaction path coordinates 𝑠 and {𝑄€ 𝑠 },
within the harmonic approximation for motion orthogonal to the reaction path, as
1
𝑉 = 𝑉) 𝑠 +
2

%'

𝜔€& 𝑠 𝑄€& 𝑠

(2.5)

€l%

The transformation between the mass-weighted Cartesian coordinates 𝑥Z and our reaction
path coordinates is defined by
%'

𝑥Z 𝑠 = 𝑎Z 𝑠 +

𝐿Z,€ 𝑠 𝑄€ 𝑠
€l%
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(2.6)

Given the transformation in Eq. 2.6 and assuming that the PES is harmonic about the
MEP, the classical RPH in the reaction path coordinates has the form1
1 (𝑝c − 𝜋c )&
𝐻 = 𝐻ŠZ‹ + 𝑉) 𝑠 +
2 (1 + 𝑏cc )&

(2.7)

where
𝐻ŠZ‹

1
=
2

%'

€l%

%'

1
𝑃€& 𝑠 +
2

%'

𝜔€& 𝑠 𝑄€& 𝑠

(2.8)

€l%

%'

𝜋c =

𝑄€ (𝑠)𝑃v (𝑠)𝐵€,v (𝑠)

(2.9)

€l% vl%

and
%'

𝑏cc =

𝑄€ (𝑠)𝐵€,%? (𝑠)

(2.10)

vl%

The momenta conjugate to {𝑄€ } and 𝑠 are {𝑃€ } and 𝑝c , respectively. The vibrationally
nonadiabatic couplings are given by
%?

𝐵€,v 𝑠 =
Zl%

Assuming 𝐿€ (𝑠) = 𝐿Z,€ 𝑠

𝑑𝐿Z,€ (𝑠)
𝐿Z,v (𝑠)
𝑑𝑠

(2.11)

is the kth normal mode eigenvector at a point 𝑠, as 𝐿€ (𝑠)

and 𝐿v (𝑠) vary with 𝑠 during methane dissociation due to interactions with the metal,
𝐿€ (𝑠 + ∆𝑠) is not in general orthogonal to 𝐿v (𝑠), where ∆𝑠 is a small distance along the
reaction path. 𝐿€ 𝑠 + ∆𝑠 ∙ 𝐿v 𝑠 is the projection of 𝐿€ (𝑠 + ∆𝑠) onto the mode 𝐿v (𝑠),
describing the “similarity” between 𝐿€ at the point 𝑠 + ∆𝑠 and 𝐿v at the point 𝑠. Given the
orthonormal condition of 𝐿€ (𝑠) and 𝐿v (𝑠), we have
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𝐵€,v 𝑠 =

𝐿€ 𝑠 + ∆𝑠 ∙ 𝐿v 𝑠
𝑑𝐿€ 𝑠
𝐿€ 𝑠 + ∆𝑠 − 𝐿€ 𝑠
∙ 𝐿v 𝑠 = lim
∙ 𝐿v 𝑠 = lim
—c→)
—c→)
𝑑𝑠
Δ𝑠
Δ𝑠
(2.12)

Thus, a large value of 𝐵€,v 𝑠 indicates that the mode 𝐿€ at 𝑠 + ∆𝑠 resembles the mode 𝐿v
at 𝑠, and vice versa. In other words, the two modes 𝐿€ and 𝐿v are more likely to exchange
character, and the energy is more likely to flow between these two modes.
The operator 𝜋c in Eq. 2.7 and 2.9 describes energy flow between different vibrational
modes induced by motion along the reaction path, through the so-called Coriolis couplings,
𝐵€,v 𝑠 . The operator 𝑏cc in Eq. 2.7 and 2.10 describes energy flow between motion along
the reaction coordinate and the other 14 vibrational modes, due to the curvature. Note that
the nonadiabatic coupling 𝐵€,v is only nonzero between two modes of the same symmetry.
Based on Eq. 2.7, we change the RPH to the quantum mechanical form1 and expand
it to the first order in the 𝜋c and 𝑏cc operators:
1
1
1
𝐻 = 𝐻ŠZ‹ + 𝑉) 𝑠 + 𝑝c& − 𝑏cc 𝑝c& + 2𝑝c 𝑏cc 𝑝c + 𝑝c& 𝑏cc − 𝑝c 𝜋c + 𝜋c 𝑝c (2.13)
2
4
2
where 𝐻ŠZ‹ , 𝜋c , 𝑏cc and 𝐵€,v 𝑠 are given by Eq. 2.8, 2.9, 2.10 and 2.11, respectively.
According to earlier studies7, the terms that are higher order in 𝜋c and 𝑏cc , describing
transitions to multiquanta excited states, are negligible.

2.4 Close Coupled Wave Packet Approach
A closed-coupled wave packet approach is used to describe the total molecular wave
function. In this approach, the molecular wave function is an expansion in vibrationally
adiabatic eigenstates,
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Ψ 𝑡 =

𝜒𝒏 𝑠; 𝑡 Φ𝒏 𝑄€ ; 𝑠

(2.14)

𝒏

where the Φ𝒏 𝑄€ ; 𝑠 are eigenfunctions of 𝐻ŠZ‹ , and the 𝒏 is a set of the quantum
numbers

𝑛€

defining a given vibrational state. These vibrationally adiabatic

eigenfunctions Φ𝒏 , with eigenvalues

%
€ ℏ𝜔€ (𝑠)(&

+ 𝑛€ ), are products of one-dimensional

harmonic oscillator eigenfunctions that depend parametrically on 𝑠 . Theoretically, we
should sum over an infinite set of eigenfunctions. In practice, our basis is limited to the
vibrationally adiabatic ground, single-quantum and two-quanta states. In earlier studies3,5–
8

, only the nine asymptotically bound modes, corresponding to molecular vibrations when

the molecule is far from the surface, are treated in the basis set. The other five modes are
unbound asymptotically in the reactant channel and become hindered types of motion when
the molecule is closer to the surface. In this thesis, we also include the two asymptotically
unbound modes with the highest frequencies in the curve crossing region. The frequencies
for the remaining three modes are close to zero along the reaction path. Thus, the PES can
be treated as flat along these coordinates.
Given the RPH of Eq. 2.13 and the molecular wave function of Eq. 2.14, the timedependent Schrödinger equation leads to the following coupled equations of motion for the
wave packets in the state 𝒏, 𝜒𝒏 𝑠; 𝑡 ,
𝑖ℏ𝜒) 𝑠; 𝑡 =

1 &
𝑝 + 𝑉Ÿ
2 c

,)

𝜒) 𝑠; 𝑡 +

𝐹€ 𝜒€ 𝑠; 𝑡
€
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(2.15)

𝑖ℏ𝜒¢ 𝑠; 𝑡
=

1 &
𝑝 + 𝑉Ÿ
2 c

,¢

𝜒¢ 𝑠; 𝑡 + 𝐹¢ 𝜒) 𝑠; 𝑡 +

𝐹€ 𝜒€,¢ 𝑠; 𝑡 +
€£¢

+ 2𝐹¢ 𝜒¢,¢ 𝑠; 𝑡 +

𝐹€ 𝜒¢,€ 𝑠; 𝑡
€¤¢

𝐺¢,€ 𝜒€ 𝑠; 𝑡
€

(2.16)
𝑖ℏ𝜒€,¢ 𝑠; 𝑡
=

1 &
𝑝 + 𝑉Ÿ
2 c

,€,¢

𝜒€,¢ 𝑠; 𝑡 + 𝐹¢ 𝜒€ 𝑠; 𝑡 + 𝐹€ 𝜒¢ 𝑠; 𝑡 + 2𝐺¢,€ 𝜒€,€ 𝑠; 𝑡

+ 2G€,¢ 𝜒¢,¢ 𝑠; 𝑡 +

𝐺¢,§ 𝜒§,€ 𝑠; 𝑡 +
§£€

+

𝐺¢,§ 𝜒€,§ 𝑠; 𝑡 +
§¤€

𝐺€,§ 𝜒§,¢ 𝑠; 𝑡
§£¢

𝐺€,§ 𝜒¢,§ 𝑠; 𝑡
§¤¢

(2.17)
𝑖ℏ𝜒¢,¢ 𝑠; 𝑡
=

1 &
𝑝 + 𝑉Ÿ
2 c

+

,¢,¢

𝜒¢,¢ 𝑠; 𝑡 + 2𝐹¢ 𝜒¢ 𝑠; 𝑡 +

2𝐺¢,€ 𝜒€,¢ 𝑠; 𝑡
€£¢

2𝐺¢,€ 𝜒¢,€ 𝑠; 𝑡
€¤¢

(2.18)
where
%'

𝑉Ÿ

,𝒏

𝑠 = 𝑉) 𝑠 +

ℏ𝜔€ 𝑠
€l%

1
+ 𝑛€
2

ℏ&
𝑑&
𝑑
𝑑
𝑑&
𝐹€ =
𝑓
+ 2 𝑓€
+
𝑓 , 𝑓€ =
4 € 𝑑𝑠 &
𝑑𝑠 𝑑𝑠 𝑑𝑠 & €
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ℏ
𝐵
𝑠
2𝜔€ €,%?

(2.19)

(2.20)

𝐺¢,€ = 𝑔¢,€

𝑑
𝑑
ℏ&
+ 𝑔¢,€ , 𝑔¢,€ =
𝑑𝑠 𝑑𝑠
4

𝜔¢
𝜔€
𝐵¢,@ 𝑠 −
𝐵 𝑠
𝜔¢
𝜔€ €,=

(2.21)

The subscript 𝒏 = 0 labels the vibrationally adiabatic ground state, the subscript 𝒏 = 𝑞
denotes the excited state with a single quantum of vibrational energy in mode 𝑞, and 𝒏 =
𝑞, 𝑘 denotes the two-quanta excited state with vibrational excitations in mode 𝑞 and mode
𝑘. The coupling function 𝑓€ couples two states differing by one quantum of vibrational
energy, i.e., the single-quantum states to the ground state, or the two-quanta states to the
single-quantum states. The function 𝑔¢,€ links states with the same number of vibrational
excitations but in different modes. The parametric dependence of the Φ𝒏 on 𝑠 gives rise to
derivative terms of the nonadiabatic couplings with respect to 𝑠. Thus, the curve crossing,
i.e., the transition between vibrationally adiabatic states, becomes increasingly likely at
higher velocities and for larger values of the coupling functions.
For a given initial state 𝒏Z , the wave packets evolve on the vibrationally adiabatic
PESs, and transition to other channels via the nonadiabatic couplings. The PESs and the
coupling functions are fitted to a regular grid of 512 points, and the wave packets are
discretized on the same grid. Initially, only the wave packet corresponding to the initial
state 𝒏Z is nonzero, and is of Gaussian form, centered far above the surface where the PES
is flat and the couplings are zero.
We use the second order difference scheme to propagate the wave packet in time:
𝜒𝒏 𝑠; 𝑡 + ∆𝑡 = 𝜒𝒏 𝑠; 𝑡 − ∆𝑡 + 2∆𝑡𝜒𝒏 𝑠; 𝑡 + Ο ∆𝑡 F

(2.22)

where the time derivatives 𝜒𝒏 𝑠; 𝑡 are computed using Eq. 2.15 – 2.21. To evaluate the
effects of the kinetic and potential operators on the 𝜒𝒏 , the fast Fourier transform (FFT)
approach48,49 is used, in which the wave packets are transformed back and forth between
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the Finite Basis Representation (FBR) and the Discrete Variable Representation (DVR) via
the FFT. In the FBR, the effect of the kinetic energy and momentum operators on the 𝜒𝒏 is
evaluated, while the potential energy is computed at the DVR (grid) points within the DVR.
We use a small time step of 0.01 fs to ensure that the total energy is conserved for each
step. After 50 fs of propagation, two optical potentials, located at the grid edges, are turned
on. These potentials absorb the wave packets to prevent them from reaching the grid edges.
We propagate the wave packets until the total probability on the grid is less than 10-6. The
reactive flux at large positive 𝑠 is then Fourier transformed in time to give the vibrationalstate-resolved and energy-resolved reaction probability for different incident energies
𝐸Z .50,51 The resulting probability is the rigid-lattice single-site reaction probability,
𝑃) (𝐸Z , 𝒏Z ), with rotational motion treated adiabatically.

2.5 Sticking Probability
To compute the sticking probability, 𝑆) , we average 𝑃) over different impact sites and
reaction pathways, include the effects of lattice motion, and correct the treatment for
rotational motion.
In our wave packet calculations discussed above, the asymptotically unbound modes,
describing translation parallel to the surface and rotation of the molecule, do not strongly
couple to other modes, and follow the MEP in the entrance channel. Our calculated 𝑃) is
thus the minimum-barrier-site reaction probability with the molecular rotation treated
adiabatically. For most experiments, collision energies are near or below the dissociation
barrier for a rigid surface. At these energies, reaction is only possible for impact sites close
to the minimum-barrier sites, and over the lattice atoms that are puckered out of the surface.
The puckering of lattice atoms can significantly lower the barrier height. To compare
30

directly with experimental data, we include these lattice motion effects and the
contributions to 𝑆) from impact sites near the minimum-barrier sites.

2.5.1 Averaging over Impact Sites and Reaction Pathways
We first average the single-site reaction probability 𝑃) over different impact sites.
Note that if there are multiple MEPs, we break the surface unit cell into different regions,
and average 𝑃) over all impact sites within the regions corresponding to different reaction
paths. According to our DFT calculations, the molecular center of mass, described by the
X and Y coordinates, is roughly over the minimum barrier site from the entrance channel
up to the TS along the MEP. Given the relatively large molecular mass, the large collision
energies, and the normal incident conditions, motion along X and Y is slow on collision
time scales. We thus assume that there is no steering of the molecule along X and Y, and
use a sudden model with an “energy-shifting” approximation to estimate the reaction
probability for impact sites away from the minimum barrier sites,
𝑃) 𝐸Z , 𝒏Z ; X, Y ≈ 𝑃) 𝐸Z − ∆𝑉 X, Y , 𝒏Z ; X = X¯°± , Y = Y¯°±

(2.23)

where ∆𝑉 X, Y is the increase in barrier height at an impact site X, Y relative to the
minimum barrier site X¯°± , Y¯°± . On a flat surface, we compute ∆𝑉 by translating the
molecule and re-computing the total energy at the TS, or from the normal mode
eigenvectors and corresponding frequencies at the TS. Let 𝑟Z 𝑠 , 𝑖 = 1, 2, … , 15 be the
Cartesian coordinates of the molecule at a point 𝑠 , and 𝑚Z be the atomic mass
corresponding to the ith coordinate. From Eq. 2.6, we can write,
%'

𝑚Z 𝑟Z − 𝑎Z = 𝑥Z − 𝑎Z =

𝐿Z,¢ 𝑄¢
¢l%
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(2.24)

We then multiply Eq. 2.24 by 𝐿Z,€ and sum over 𝑖. Given the orthonormal condition of 𝐿€
%?
Zl% 𝐿Z,€ 𝐿Z,¢

and 𝐿¢ , i.e.

= 1 for 𝑘 = 𝑞 and 0 otherwise, we have

%?

%?

%'

𝑚Z 𝑟Z − 𝑎Z 𝐿Z,€ =
Zl%

%'

%?

𝐿Z,¢ 𝑄¢ 𝐿Z,€ =
Zl%

¢l%

𝐿Z,¢ 𝐿Z,€ 𝑄¢ = 𝑄€ (2.25)
¢l%

Zl%
³|

If the molecule is translated along X by a small displacement ∆X at the TS, then 𝑟Z −
∆X for 𝑖 = 1, 4, 7, 10, 13, i.e. the x Cartesian component for each atom, and 𝑟Z −

´|

³|
´|

=

=0

otherwise. The corresponding 𝑄€ becomes
𝑄€ =

𝑚Z 𝑟Z − 𝑎Z 𝐿Z,€ =
Zl%,',µ,%),%F

𝑚Z 𝐿Z,€ ∆X

2.26

Zl%,',µ,%),%F

Thus, the increase in barrier height, ∆𝑉, is computed by replacing 𝑄€ in Eq. 2.5,
1
∆𝑉 𝑋, 0 =
2

%'

€l%

1
𝜔€& 𝑄€& =
2

&

%'

𝑚Z 𝐿Z,€
€l%

Zl%,',µ,%),%F

1
∆X & 𝜔€& = 𝑀Ω¹& ∆X &
2

2.27

Similarly, if the molecule is translated along Y by ∆Y, ∆𝑉 is computed by
1
∆𝑉 𝑌, 0 =
2

%'

€l%

1
𝜔€& 𝑄€& =
2

&

%'

𝑚Z 𝐿Z,€
€l%

Zl&,?,+,%%,%'

1
∆Y & 𝜔€& = 𝑀Ω&» ∆Y &
2

2.28

where 𝑀 is the molecular mass, and Ω¹ and Ω» are the frequencies corresponding to
motion along X and Y, respectively. Given Eq. 2.27 and 2.28, the total ∆𝑉 at X, Y can be
estimated by
1
1
∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y &
2
2

(2.29)

This method should work well for small displacements away from the MEP. For
impact sites far from the minimum barrier site, their contributions to the total sticking are
very small at the energies of interest. This sudden treatment of X and Y is confirmed by
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recent AIMD studies.7,17 The calculations on a stepped surface are more complicated, and
will be discussed in Chapter 5.
On (111) surfaces, we estimate 𝑃) for impact sites on a regular grid within a hexagon
unit region shown in Figure 2.2, and average over impact sites in this unit region.

y
a
a/2

x

Figure 2.2 Unit region for averaging over impact sites on (111) surfaces. The metal bond
length is a.

2.5.2 Rotational Treatment
Three of the asymptotically unbound modes correspond to the rotation of the
molecule. In our 𝑃) calculations, rotational motion is initially in the ground state, and
follows the MEP in the entrance channel. As noted, the rotation of the non-reacting methyl
group has a frequency close to zero along the reaction path. Our PES is thus treated as flat
along this coordinate. On (111) surfaces, the six lowest energy TSs with different azimuthal
orientation of the dissociating bond (described by the 𝜙 angle) have similar barrier
heights.31,34 As there is little variation in the PES with respect to 𝜙, we treat the PES as flat
in this angle. On stepped surfaces, the barrier height varies a lot for reaction paths with
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different values of 𝜙. We divide this angle into sub-regions corresponding to different
reaction paths, and average over all regions.
The polar orientation of the dissociating bond relative to the surface normal, 𝜃, is also
treated adiabatically in the calculations for 𝑃) . Given the relatively small moment of
inertia, this adiabatic treatment is reasonable at lower incident energies. However, recent
AIMD studies suggest that at higher energies the rotational dynamics are closer to sudden
than adiabatic, as the reaction time is too short for there to be sufficient rotational
steering.7,17 We use a similar method to estimate 𝑆) in the sudden limit to our treatment of
X and Y. The increase in barrier height ∆𝑉 for small angles away from the MEP is
estimated by rotating the molecule at the TS and computing the total energy. We take the
rotationally adiabatic limit at lower incident energies, and the sudden limit at higher
incident energies, or in most cases, define our 𝑆) as an average of these two limiting cases,
𝑆) 𝐸Z = 1 − 𝑓 𝐸Z 𝑆),³‡ 𝐸Z + 𝑓 𝐸Z 𝑆),c¾‡ 𝐸Z

(2.30)

𝑓 𝐸Z = [1 + 𝑒 ÁÂ(°| Á°Ã ) ]Á%

(2.31)

where

𝐸) is the midpoint between these two limits in the switching function 𝑓 𝐸Z , and the
parameter 𝛼 is chosen so that the final 𝑆) has 90% adiabatic behavior at some incident
energy 𝐸Z,³‡ and 90% sudden behavior at 𝐸Z,c¾‡ . 𝐸Z,³‡ and 𝐸Z,c¾‡ are determined for
different systems.

2.5.3 Effects of Lattice Motion
Finally, our methods include the effects of lattice motion, which can lead to a large
variation in 𝑆) with the surface temperature 𝑇c . DFT studies have shown that if the lattice
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is allowed to relax at the TS, the metal atom over which the methane dissociates puckers
out of the surface plane by tenths of an Å.31,34,52–54 That is, the dissociation barrier height
varies with the vibration of this lattice atom. We define 𝑄 as the displacement of this lattice
atom perpendicular to the surface plane, with 𝑄 = 0 at the bare surface equilibrium
position and 𝑄 > 0 away from the bulk.

Figure 2.3 Total energy along the MEPs for dissociative chemisorption of methane on
Ni(111) for three values of 𝑄, the displacement of the lattice atom perpendicular to the
surface plane.55 The curves are shifted along 𝑠 so that the three corresponding initial states,
with the same distance of the carbon atom above the surface, have the same value of 𝑠.

In Figure 2.3, we plot the MEPs on Ni(111) for three fixed values of 𝑄. The curves
are shifted along 𝑠 so that the three corresponding initial states, with the same distance of
the carbon atom above the surface, have the same value of 𝑠. This figure shows the effects
of lattice motion on the PES. The vibration of the lattice atom can change both the height
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of the barrier to dissociation by an amount of – 𝛽𝑄 and the location of the TS along 𝑍, the
distance of the carbon atom above the surface, by an amount of 𝛼𝑄. We find that the
changes in barrier height and TS location are linear in 𝑄 for 𝑄 ≤ 0.2 Å. In Table 2.1, we
list the values of 𝛼 and 𝛽 for the dissociation of methane on several surfaces.

Table 2.1 The molecule-lattice coupling constants 𝛼 and 𝛽 for the dissociative
chemisorption of methane on different surfaces. 𝛼 and 𝛽 are defined by ∆𝑍Ì‡ (𝑄) = 𝛼𝑄,
and ∆𝐸‹ (𝑄) = - 𝛽𝑄, where ∆𝑍Ì‡ (𝑄) is the change in the height of the carbon atom above
the surface at the TS, and ∆𝐸‹ (𝑄) is the change in the barrier height, as the lattice atom
over which the methane dissociates is displaced by 𝑄.
𝛼

𝛽 (eV/Å)

Ni(111)

0.749

1.099

Pt(111)

0.830

0.952

Ni(211)

0.811 (P), 0.880 (Q)

0.621 (P), 0.833 (Q)

Pt(211)

0.838 (L), 0.899 (N)

1.241 (L), 0.998 (N)

Given the large mass of the metal atoms, the lattice atoms move little on collision time
scales, and thus sudden models can be used to treat the effects of lattice motion.5,30,33 For
the 𝛽-type coupling, we use the “energy-shifting” approximation to estimate the reaction
probability on a rigid lattice where the lattice atom over which the methane dissociates is
displaced by 𝑄, by assuming the same shape of the PES for different values of 𝑄,
𝑃) 𝐸Z , 𝒏Z ; 𝑄 ≈ 𝑃) 𝐸Z + 𝛽𝑄, 𝒏Z ; 𝑄 = 0

(2.32)

The value of 𝛽 can be estimated from the force on the lattice atom in the rigid-lattice TS
calculations for 𝑄 = 0. Or more accurately, we can re-locate the rigid-lattice TSs with the
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lattice atom displaced by several values of 𝑄, and fit 𝛽 to the barrier heights. Then we use
the following equation to average 𝑃) over 𝑄,
𝑆) 𝐸Z , 𝒏Z ; 𝑇c =

𝑃§³Ñ (𝑄; 𝑇c )𝑃) 𝐸Z , 𝒏Z ; 𝑄 𝑑𝑄

(2.33)

𝑃§³Ñ (𝑄; 𝑇c ) is the probability that a surface atom is displaced by 𝑄. We use an Einstein
model or a Debye model, with surface Debye temperatures 𝜃Ò extracted from experiments,
to compute 𝑃§³Ñ (𝑄; 𝑇c ). In the Einstein model, only the vibration of the single lattice atom
over which the methane dissociates is considered, and the probability 𝑃§³Ñ (𝑄; 𝑇c ) is given
by
𝑃§³Ñ 𝑄; 𝑇c =

1
𝑒 ÁzÓ (ÔÕ)/€Ö ×Ø 𝑑𝑄′

𝑒 ÁzÓ (Ô)/€Ö ×Ø

(2.34)

where 𝑉¯ (𝑄) is the Morse potential fitted to DFT calculations. In the more realistic Debye
model, the lattice vibration is described by harmonic normal modes, and the probability
𝑃§³Ñ (𝑄; 𝑇c ) is written as
𝑃§³Ñ 𝑄; 𝑇c =

1
y
y
𝑒 ÁÔÕ /&ÔÕÚÛØ 𝑑𝑄′

𝑒 ÁÔ

y /&Ô y
ÚÛØ

(2.35)

where the root-mean-square displacement, 𝑄Ü´c , is given by
&
𝑄Ü´c

3ℏ& 𝑇c &
=
∙
𝑀𝑘Ý 𝜃Ò F

Þß
×Ø
)

𝑥

e{

1
1
+ 𝑑𝑥
−1 2

(2.36)

The effects of the 𝛼-type coupling are treated by a modified version of the Surface
Mass Model (SMM).5,29,30,33 In this approach, we change to a relative coordinate 𝑍 Õ = 𝑍 −
𝛼𝑄 , and average over the lattice atom momentum 𝑃 = 𝑀c
relative collision energy 𝐸Üà§ ,
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‡Ô
‡Ñ

, by averaging over the

&

𝑆) 𝐸Z , 𝒏Z ; 𝑇c =

𝑀cÕ
4𝜋𝑘Ý 𝑇c 𝜇 × 𝐸Üà§

exp −

𝑀cÕ
2𝑘Ý 𝑇c

2𝐸Üà§
2𝐸Z
−
𝜇×
𝑀

𝑃) 𝐸Üà§ , 𝒏Z 𝑑𝐸Üà§

(2.37)
where 𝑀 and 𝑀c are the molecular mass and the lattice atom mass, respectively, and 𝑀cÕ =
𝑀c /𝛼 & . The reduced mass corresponding to the relative collision coordinate 𝑍 Õ is 𝜇 × =
𝑀cÕ 𝑀/(𝑀cÕ + 𝑀). 𝑃) 𝐸Üà§ , 𝒏Z is the reaction probability for the relative collision energy
𝐸Üà§ , where
&

1
𝐸Üà§ = 𝜇 ×
2

2𝐸Z
𝑃
−𝛼
𝑀
𝑀c

(2.38)

The average over momentum 𝑃 amounts to an average over the relative collision velocity.
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CHAPTER 3
DISSOCIATIVE CHEMISORPTION OF METHANE AND ITS
ISOTOPOLOGUES ON NI(111)

3.1 Introduction
The dissociative chemisorption of methane on nickel surfaces has received
considerable scientific attention, due to its important role in the steam reforming of natural
gas.1 Experiments have shown that the dissociative sticking probability on a bare surface,
𝑆) , increases strongly with increasing collision energy and surface temperature.1–4
Vibrational excitation of the methane can also promote the reaction. However, this
behavior is nonstatistical2,3 with both mode-specificity5–14 and bond-selectivity7,8,10,14–17.
Methane’s four vibrational modes include the triply degenerate antisymmetric stretch
(𝜈F ), the symmetric stretch (𝜈% ), the doubly degenerate bend (𝜈& ), and the triply degenerate
bend (𝜈' ). Experiments found that exciting some vibrational modes is more effective at
promoting dissociation than excitation of other modes. For example, on Ni(100), excitation
of the symmetric stretch leads to a greater enhancement in reactivity than putting the same
amount of energy into the incident translational mode,18 while the antisymmetric stretch
excitation is less effective than the same amount of translational energy19. This modespecific behavior is often expressed in terms of a vibrational efficacy
𝜂=

Δ𝐸Z 𝐸Z gs, 𝑆) − 𝐸Z 𝜈, 𝑆)
=
Δ𝐸[
Δ𝐸[

(3.1)

where Δ𝐸Z is the increase in collision energy necessary to give the same 𝑆) as increasing
the vibrational energy by Δ𝐸[ . 𝐸Z 𝜈, 𝑆) and 𝐸Z gs, 𝑆) are the collision energies giving a
sticking probability of 𝑆) for an initial vibrational state 𝜈 and the ground state (gs),
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respectively. On Ni(100), the efficacies are 1.4 and 0.94 for the symmetric and
antisymmetric stretches, respectively.18,19 For bending states, the 3𝜈' overtone and 𝜈& +
𝜈' combination states are found to be less effective than the stretch states on Ni(111).20,21
In addition, Hundt et al. measured the state-resolved 𝑆) of CH4 prepared in all three
vibrational symmetry components of the 2𝜈F overtone vibration as well as in the 𝜈% + 𝜈F
combination vibration, and observed strong mode specificity between different symmetry
components.5,9 To predict the promotional effect of a given vibrational state on the
reactivity, Guo et al. proposed a sudden vector projection (SVP) model, in which the
overlap between the vibrational mode vector of the reactant and the vector corresponding
to the imaginary frequency at the TS is calculated.22,23 This model works reasonably well
for single-quantum states, but cannot be applied to overtone and combination states.
In addition to mode specificity, bond-selective behavior has been observed for the
dissociation of methane isotopologues. Killelea et al. reported a CD3:CHD2 product ratio
> 30:1 for CHD3 initially in the 𝜈% C-H stretch state on Ni(111).17 Similarly, on Pt(111)
excitation of the C-H stretches of CHD3, CH2D2, and CH3D preferentially breaks a C-H
bond relative to a C-D bond.15
In this chapter, we use our quantum approach based on the reaction path Hamiltonian
(RPH) to compute the dissociative sticking probability for methane and its isotopologues
on Ni(111), and investigate the origins of mode specificity and bond selectivity.

3.2 Computational Model and Electronic Structure Calculations
We use a four-layer 3×3 supercell with periodic boundary conditions to represent the
metal as a series of infinite slabs, with a vacuum space of 14.3 Å between the slabs. This
supercell corresponds to a methane coverage of 1/9 ML. For all the calculations, a lattice
44

constant of 3.522 Å is used. The Brillouin zone is sampled by an 8×8×1 Γ-centered grid
of k points. Electronic structure calculations are performed with the Vienna ab initio
simulation package (VASP),24–28 with the PBE functional29,30 and fully nonlocal optimized
projector augmented-wave (PAW) potentials28,31. To account for the magnetic moment of
nickel, we include spin polarization in our calculations. The two topmost metal layers are
relaxed before including any adsorbate. And the lattice atoms are then fixed at their bare
relaxed surface positions.
We first locate the transition state (TS) on the rigid lattice using the CI-NEB method32.
The energies are considered converged when all forces are smaller than 0.01 eV/Å or better.
Figure 3.1 shows the TS and product state configurations. From the entrance channel to the
TS, the carbon atom remains roughly over the top site. At the TS, the dissociating H atom
is angled toward the surface with an angle of 133° with respect to the surface normal. The
dissociating bond is 1.62 Å, and the carbon atom is 2.11 Å above the surface plane. This
configuration is close to the B1 transition state configuration found by Nave et al., except
that they used a smaller 2×2 supercell.33,34 The barrier height for the dissociation of CH4
on Ni(111) is 1.005 eV, relative to the energy where methane is infinitely far from the
surface. Our calculated barrier height is consistent with those reported in other studies.33–
38

We note that, due to the strong preference on Ni(111) for CH3 and H binding on the

hollow sites, the dissociating H atom and the methyl fragment move away from the top site
after the TS.
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Figure 3.1 Transition state (left panel) and product state (right panel) configurations for
the dissociation of CH4 on Ni(111). Only the topmost lattice layer is shown. 𝐸‹ and 𝐸„ are
the energies for the transition state and the product state, respectively, relative to the energy
where methane is infinitely far above the surface.

We then locate 66 images along the minimum energy path (MEP) with the NEB
method39. In Figure 3.2, we plot the total energy, 𝑉) (𝑠), along the MEP, as a function of
the distance along the path, 𝑠, where (𝑑𝑠)& =
the 𝑎Z 𝑠

%?
&
Zl%(𝑑𝑎Z (𝑠)) ,

with 𝑠 = 0 at the TS, and

are the mass-weighted Cartesian coordinates of the molecule at a point 𝑠. At

each of these images, we also compute and diagonalize the force-projected Hessian to find
the fourteen normal vibrational coordinates 𝑄€ and corresponding frequencies 𝜔€ 𝑠
describing displacements orthogonal to the reaction path in the harmonic approximation.
Our potential energy surface is written in the reaction path coordinate 𝑠 and {𝑄€ }, and
a close-coupled wave packet approach is used to describe the molecular wave function. A
detailed description of this approach and expressions for the equations of motion can be
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found in Chapter 2. For a given initial vibrational state 𝒏Z , standard techniques are used to
evolve the wave packets in time40,41 and energy-analyze the reactive flux.42,43 The result is
the single-site rigid-lattice reaction probability 𝑃) .

Figure 3.2 Reaction path for methane dissociation on Ni(111).

3.3 Mode- and Bond-Selectivity in the Dissociation of CHD3 on Ni(111)
In this section, we examine the dissociative chemisorption of CHD3 on Ni(111), and
investigate the effects of vibrational excitation on dissociative sticking and bond cleavage.
As shown in Figure 3.3, there are four possible, equally probable, orientations of CHD3 at
the TS. Note that, for asymmetric C-D cleavage, the two configurations (configurations 3
and 4 in Figure 3.3) have mirror symmetry with respect to a plane, and thus have the same
MEP and exhibit the same behavior.
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Figure 3.3 Four possible orientations of CHD3 at the TS on Ni(111). Carbon, deuterium,
hydrogen and nickel atoms are represented by gray, blue, white and green colors,
respectively.

3.3.1 Effects of Mode Softening and Nonadiabatic Couplings
In Figure 3.4, we plot ℏ𝜔€ 𝑠 along the reaction path for CH4 and CHD3 on Ni(111).
When the molecule is far from the surface, there are nine normal modes with nonzero
frequency. For CHD3, they are the C-H stretch ( 𝜈% ), the doubly degenerate CD3
antisymmetric stretch (𝜈' ), the CD3 symmetric stretch (𝜈& ) and the bending modes (𝜈? , 𝜈*
and 𝜈F ). As the molecule approaches the surface, the interaction with the surface removes
all degeneracies. The remaining five modes are asymptotically unbound, with similar
frequencies for all four configurations. These modes become hindered types of motion as
the molecule gets closer to the surface.
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Figure 3.4 Energies of the normal modes along the reaction path for CH4 and CHD3
dissociation on Ni(111).
For the symmetric C-H cleavage and symmetric C-D cleavage configurations, the
reaction path is symmetric with respect to reflection through a plane, perpendicular to the
surface plane and including the dissociating bond. Thus, the fourteen normal modes are
either symmetric (A’) or antisymmetric (A”) with respect to the same plane. We label the
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A’ modes 1’-8’ and the A” modes 1”-6”. The vibrationally nonadiabatic coupling is only
nonzero between two modes of the same symmetry. There is no symmetry in the two
asymmetric C-D cleavage configurations, and the nonadiabatic coupling is thus in general
nonzero. The fourteen modes are labelled as 1-14 for asymmetric C-D cleavage.
We first consider mode softening as the molecule approaches the surface. For CH4 far
from the surface, the four equivalent C-H stretches combine to form four normal modes:
one symmetric stretch (3’) and three antisymmetric stretches (1’, 2’ and 1”). As CH4
approaches the surface, the reactive C-H bond weakens. In the local mode picture, the
vibration of the reactive bond has a lower frequency, while the other three C-H stretches
remain unperturbed. In the normal mode picture, the 3’ mode evolves from the symmetric
stretch into a lower-frequency mode comprised primarily of the reactive bond vibration.
At the same time, the three relatively unperturbed stretches combine to give three
approximately degenerate nonlocal modes, which correlate adiabatically with the triply
degenerate antisymmetric stretch. Thus, the vibration of the softened mode becomes
localized on the reactive bond, while for the three higher-frequency modes the vibration
becomes localized on the nonreacting methyl group.
We see similar behavior for CHD3 dissociation on Ni(111). For both symmetric and
asymmetric C-D cleavage, the 𝜈& CD3 symmetric stretch softens, and the vibration
becomes localized on the reactive C-D bond. However, the doubly degenerate 𝜈' CD3
antisymmetric stretch remains relatively unperturbed, and correlates with the nonreacting
CD2 group. For C-H cleavage, the 𝜈% C-H stretch is already localized on the dissociating
C-H bond asymptotically. This mode softens as CHD3 approaches the TS. This behavior is
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also observed in studies of the gas-phase Cl + CH3D reaction44,45 and CH4 dissociation on
the Pt and Ni surfaces.6,46,47
Mode softening lowers the activation energy. For a given initial vibrational state 𝒏,
the activation energy, 𝐸³ , is the vibrationally adiabatic potential, 𝑉Ÿ
%'

𝐸³ = 𝑉Ÿ

,𝒏

0 = 𝑉) 0 +

ℏ𝜔€ 0
€l%

where 𝑉) 0 and

%'
€l% ℏ𝜔€

0

𝑛€ +

%
&

𝑛€ +

1
2

,𝒏

𝑠 , at the TS,
3.2

are the total energy and zero-point energy (ZPE)

corrections at the TS. Table 3.1 lists 𝐸³ for the three reaction configurations of CHD3 on
Ni(111). Mode softening lowers the ground state activation energy by more than 0.1 eV
relative to the barrier height. We note that the activation energy is lower for C-H cleavage
than for C-D cleavage by about 0.05 eV. This is roughly the difference in vibrational energy
between the C-H stretch and either of the CD3 stretches. Thus, the C-H bond is more
reactive than the C-D bond in the adiabatic limit, and we expect that the C-H:C-D cleavage
ratio is larger than a statistical ratio of 1:3 for ground-state CHD3. This is consistent with
the experimental observation that the cleavage ratio is larger than 1:3 for the laser-off
experiments at low nozzle temperatures, where vibrationally excited molecules in the beam
contribute little to 𝑆) .17
In addition, the activation energy is lowered even further for some vibrationally
excited states. First, for molecules in the 𝜈% state, the decrease in activation energy relative
to the ground state is 0.1 eV larger for breaking the C-H bond than the C-D bond. This is
because, for the C-H cleavage configuration, the 𝜈% stretch (1’) is localized on the breaking
C-H bond, thus it softens by about 0.1 eV, as the C-H bond weakens, while for both C-D
cleavage configurations, mode softening in the 𝜈% mode is minimal, as the vibration is
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localized on the nonreacting C-H bond. Thus, excitation of the 𝜈% C-H stretch should
promote C-H cleavage relative to C-D cleavage in the adiabatic limit. On the other hand,
excitation of the CD3 symmetric stretch enhances both C-H cleavage and C-D cleavage,
but the enhancement is larger for C-D cleavage. There is little mode softening in the CD3
antisymmetric stretches to lower the activation energy for these states. In general, mode
softening and the decrease in activation energy are larger for the C-H stretches than the CD stretches, due to the isotope effect that the C-H vibrational frequencies are larger than
the C-D frequencies. Second, for both C-H cleavage and C-D cleavage, the activation
energy for the CD3 symmetric stretch state is much lower than that for the antisymmetric
stretch state, for the reasons discussed.

Table 3.1 Activation energies for CHD3 dissociation on Ni(111).
Activation energy (eV)

ground state

𝜈%

𝜈'

𝜈&

symmetric C-H

0.860

0.762

0.857, 0.838

0.780

symmetric C-D

0.907

0.904

0.907, 0.891

0.796

asymmetric C-D

0.905

0.904

0.903, 0.890

0.793

In Figure 3.5, we plot the single-site rigid-lattice reaction probability, 𝑃) , as a function
of the incident translational energy, 𝐸Z , for the C-H cleavage and symmetric C-D cleavage
configurations. In the vibrationally adiabatic limit, where the nonadiabatic couplings are
set to be zero, 𝑃) drops rapidly for 𝐸Z below the activation energies. The reaction
probability curves for the excited states are shifted to lower energies relative to that for the
ground state, and the shifts are consistent with the differences in activation energy.
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Figure 3.5 Single-site rigid-lattice reaction probabilities for (A) the symmetric C-H
cleavage configuration and (B) the symmetric C-D cleavage configuration of CHD3
dissociation on Ni(111). Results are shown for the ground state (gs) and four excited states,
with several levels of nonadiabatic couplings: adiabatic (solid lines), 𝐵¢,%? only (filled
circles), 𝐵¢,€ only (open circles), and full coupling (xxx).
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In addition to mode softening, the nonadiabatic couplings also modify the reaction
probability and result in mode- and bond-selectivity. In Figure 3.6 and 3.7, we plot the
curvature coupling, 𝐵¢,%? , and the so-called Coriolis coupling, 𝐵¢,€ , for symmetric C-H
cleavage and C-D cleavage of CHD3. The 𝐵¢,%? coupling couples the single-quantum and
two-quanta states to the ground and single-quantum states, respectively, while the 𝐵¢,€
coupling links two vibrational states with the same number of excited vibrations. When we
add 𝐵¢,%? , the vibrationally excited states are coupled to the ground state, and the
asymptotical vibrational energy is converted into motion along the reaction path, which
corresponds to bond breaking at the TS. As shown in Figure 3.5, the effect of adding 𝐵¢,%?
is to increase reactivity at low incident energies. The 𝐵¢,%? coupling also decreases 𝑃) at
high 𝐸Z , due to nonadiabatic transitions to excited states with more quanta of vibrational
energy. Note that, for symmetric C-H cleavage and C-D cleavage, the 𝐵¢,%? couplings
between the A” states and the ground state are rigorously zero.

Figure 3.6 𝐵¢,%? couplings for symmetric C-H cleavage (left panel) and symmetric C-D
cleavage (right panel) of CHD3 on Ni(111).
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Figure 3.7 𝐵¢,€ couplings for symmetric C-H cleavage (left panel) and symmetric C-D
cleavage (right panel) of CHD3 on Ni(111).

We find the 𝐵¢,€ coupling to be more important than the 𝐵¢,%? coupling for promoting
reaction at low 𝐸Z . As shown in Figure 3.7, the 𝐵¢,€ coupling is largest at the avoided
crossings, where the two modes exchange character. At these points, amplitude is
transferred from one vibrationally adiabatic state to another of lower energy. For C-H
cleavage, molecules initially in the 1’ state can transition to the 2’ state at 𝑠 = -1.4 amu1/2Å.
After this point, the 1’ mode changes from the C-H stretch into the CD3 antisymmetric
stretch, while the 2’ vibration resembles the C-H stretch between 𝑠 = -1.4 and -1.0 amu1/2Å.
The molecules can then transition to the 3’ state, the 4’ state, and so on, and the initial
vibrational energy is converted into bond breaking at the TS. Similar behavior has been
found for symmetric C-D cleavage. Molecules initially in the 3’ state can transition to the
4’ state at 𝑠 = -0.7 amu1/2Å, and then transition to the 5’ state, and so on. The vibrational
energy in the CD3 symmetric stretch can be converted into translational motion along the
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reaction path. This “cascade” mechanism can significantly increase 𝑃) at low incident
energies, especially for the 𝜈% (1’) state in C-H cleavage and the 𝜈& (3’) state in symmetric
C-D cleavage. Note that the A” states cannot participate in this cascading mechanism for
symmetric C-H and C-D cleavage, due to zero nonadiabatic couplings to the ground and
A’ states. The mechanism for asymmetric C-D cleavage is similar to that for symmetric CD cleavage, except that more states are involved.
As discussed, the vibration of the symmetric stretch becomes localized on the reactive
bond, as the molecule approaches the surface. We find that, for a molecule following the
cascading pathway, this localization of energy on the reactive bond is preserved as the
molecule transitions between modes at the avoided crossings. For C-H cleavage, if a
molecule is initially in the 𝜈% (1’) state, the vibration is already localized on the reactive CH bond. And transitions from 1’ to 2’ to 3’, etc. keep the vibrational energy localized on
this reactive bond, as two modes exchange character at the avoided crossings. This will
significantly enhance C-H cleavage. For C-D cleavage, if a molecule is initially in the 𝜈&
(3’) state, as we move along the reaction path, the nonlocal CD3 symmetric stretch is
softened, and the vibrational energy localizes on the reactive C-D bond. Transitions at the
avoided crossings keep this energy localization on the reactive bond, enhancing C-D
cleavage. This is vibrationally sudden behavior.
As shown in Figure 3.5(B), for C-D cleavage, the 2’ component of the doubly
degenerate CD3 antisymmetric stretch state is as reactive as the CD3 symmetric stretch
state. This is because the 2’ and 3’ modes mix in the entrance channel, due to the interaction
with the metal surface. While the 𝐵&ä ,Fä coupling is small in the curve crossing region right
before the TS, it has a broad peak between 𝑠 = -8 and -2 amu1/2Å in the entrance channel

56

(shown in Figure 3.8) where couplings between other modes are very weak. Similar
behavior has been observed for CH4 dissociation: the 2’ component of the antisymmetric
stretch state couples strongly to the symmetric stretch state in the entrance channel around
𝑠 = -4.5 amu1/2Å,8,12,40,41,47,48 which gives a large vibrational efficacy for the 2’ state.

Figure 3.8 𝐵¢,€ couplings for symmetric C-D cleavage of CHD3 on Ni(111) in the entrance
channel.

3.3.2 Sticking Probability
To compute the dissociative sticking probability 𝑆) , we average 𝑃) over all impact
sites, correct the rotational treatment, and include the effects of lattice motion, using the
methods described in Chapter 2. The barrier heights for CH4 and CHD3 dissociation on
Ni(111) are large. Thus, under most experimental conditions, reaction is only possible
along or near the minimum barrier sites, and over lattice atoms that are puckered out of the
surface plane. Nave et al. reported six TS configurations, with similar energies, for CH4 on
57

Ni(111).33,34 They differ with respect to the azimuthal orientation of the reactive C-H bond
and the rotation of the nonreacting methyl group. Thus, we treat our PES as flat along these
coordinates.
Given the relatively large molecular mass and the normal incident conditions, motion
along X and Y is slow on collision time scales. We thus use the “energy-shifting”
approximation to estimate 𝑃) at other impact sites away from the top site in the sudden
limit. The increase in barrier height at a site X, Y relative to the minimum barrier site,
∆𝑉 X, Y , is estimated using Eq. 2.27 and 2.28. Table 3.2 lists the computed results in terms
%

of ℏΩ¹ and ℏΩ» , where the frequencies Ω¹ and Ω» satisfy ∆𝑉 X, Y = 𝑀Ω¹& ∆X & +
&

%
&

𝑀Ω&» ∆Y & .

Table 3.2 The increase in barrier height relative to the minimum barrier site for CH4 and
CHD3 dissociation on Ni(111). Results are reported in terms of ℏΩ¹ and ℏΩ» , where the
%
%
frequencies Ω¹ and Ω» satisfy ∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y & , and the molecule is
&
&
translated by (∆X, ∆Y) at the TS.
CH4/Ni(111)

CHD3/Ni(111)

ℏΩ¹ (eV)

0.0184

0.0169

ℏΩ» (eV)

0.0186

0.0171

The polar orientation of the reactive bond relative to the surface normal, represented
by the 𝜃 angle, is treated adiabatically as the molecule moves along the MEP. However,
the rotational dynamics might be closer to sudden at high collision energies, if the
interaction time is too short for the molecule to rotate.16,48–50 In this study, we estimate 𝑆)
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in the rotationally sudden limit, using a method similar to our treatment of X and Y. The
parameters for estimating the increase in barrier height relative to the minimum barrier
orientation, ∆𝑉(𝜃), are computed by rotating the molecule at the TS and re-computing the
total energy. We find that 𝑘Þ = 18.898 eV, where ∆𝑉(𝜃) = 0.5𝑘Þ sin& (𝜃 − 𝜃 ‡ ), and 𝜃 ‡ =
133° is the 𝜃 angle at the TS.
Finally, we include the effects of lattice motion. When the two topmost metal layers
are allowed to relax during the optimization, the Ni atom over which the methane
dissociates puckers out of the surface, normal to the surface plane. We define 𝑄 as the
displacement of this atom normal to the surface plane, with 𝑄 = 0 for the equilibrium
position and 𝑄 > 0 for motion away from the bulk. Lattice vibration modifies the barrier
height by an amount of – 𝛽𝑄 and the location of the TS along 𝑍 by an amount of 𝛼𝑄. We
find 𝛽 = 1.099 eV/Å and 𝛼 = 0.749 for CH4 and its isotopologues on Ni(111).
In this study, we only consider the vibration of the lattice atom over which the methane
dissociates, and describe this atom as a Morse oscillator, with the Morse potential
𝑉¯ = 𝐷 ∙ 𝑒 Á³Ô − 1

&

(3.3)

where 𝐷 = 2.829 eV and 𝑎 = 1.052 Å-1 are obtained from DFT calculations. We then
average 𝑃) over all displacements and momenta conjugate to 𝑄, using Eq. 2.33, 2.34, 2.37
and 2.38.
Figure 3.9 and 3.10 show the dissociative sticking probability 𝑆) for three TS
configurations shown in Figure 3.3 at 90 K. For the ground state, the sticking curve for CH cleavage is shifted to lower 𝐸Z by about 0.05 eV relative to that for C-D cleavage, which
is consistent with the difference in activation energy, while the two C-D cleavage
configurations have similar 𝑆) . At high collision energies, the probabilities for C-H and C-
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D cleavage become similar, if the geometry factor is not considered, as most molecules can
react, following the over-the-barrier pathways.

Figure 3.9 Dissociative sticking probabilities for CHD3 initially in the ground state (gs)
and the 1’ excited state at 90 K. Results are shown for symmetric C-H cleavage (sym C-H
cleavage), symmetric C-D cleavage (sym C-D cleavage) and asymmetric C-D cleavage
(asym C-D cleavage).

As shown in Figure 3.9, excitation of the 𝜈% C-H stretch (1’) significantly enhances
C-H cleavage, due to mode softening and nonadiabatic transitions discussed above. The
vibrational efficacy for 𝜈% promoting C-H cleavage is 0.85 at 𝑆) = 10-4. In Figure 3.10,
excitation of the 𝜈& CD3 symmetric stretch (3’) leads to a large enhancement of symmetric
C-D cleavage, with a vibrational efficacy 𝜂 = 0.81 at 𝑆) = 10-4, similar to the efficacy for
𝜈% promoting C-H cleavage. The 2’ component of the CD3 antisymmetric stretch state also
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has a large efficacy for promoting C-D cleavage, due to the strong 𝐵&ä ,Fä coupling in the
entrance channel. However, there is little enhancement of C-D cleavage with excitation of
the 1” component at most energies, because of minimal mode softening and zero
nonadiabatic coupling to any symmetric mode. We do observe some enhancement in 𝑆) at
very low energies, due to nonadiabatic transitions to other lower-energy antisymmetric
states.

Figure 3.10 Dissociative sticking probabilities for CHD3 initially in the ground state (gs),
the 2’, 3’ and 1” excited states at 90 K. Results are shown for symmetric C-H cleavage
(sym C-H cleavage) and symmetric C-D cleavage (sym C-D cleavage).

We also observe surface-induced intramolecular vibrational energy redistribution
(IVR) for this reaction. For example, in Figure 3.9, we see a small enhancement of C-D
cleavage with excitation of the C-H stretch at low incident energies. This arises from the
small nonadiabatic transition from the 𝜈% state to the CD3 stretch states. In Figure 3.10,
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excitation of either the 2’ or 3’ mode promotes C-H cleavage. This effect is stronger than
the C-H stretch promoting C-D cleavage, because the 𝐵&ä ,Fä and 𝐵Fä ,'ä couplings in the CH cleavage configuration are stronger than the 𝐵%ä ,&ä and 𝐵&ä ,Fä couplings for C-D
cleavage. As shown in Figure 3.4, molecules in the 2’ or 3’ state can follow the cascading
pathways for C-H cleavage, while the 1’ state is not on the pathway for C-D cleavage. The
minor IVR effect becomes important only at very low energies, where the over-the-barrier
adiabatic pathways are not available, and the lower-energy nonadiabatic pathways
dominate the total 𝑆) .
In Figure 3.11, we plot the dissociative sticking probability for C-H and C-D cleavage,
assuming that the CHD3 molecules are randomly oriented: for C-H cleavage, the C-H
cleavage results in Figure 3.9 and 3.10 are divided by 4; and for C-D cleavage, the results
are averaged over the three C-D cleavage configurations. For the doubly degenerate 𝜈'
state, 𝑆) is an average of the 2’ and 1” components. For molecules initially in the ground
state, C-H cleavage is slightly favored over C-D cleavage at low incident energies, because
of the lower activation energy for C-H cleavage. At higher energies, the C-D:C-H cleavage
ratio is close to the statistical ratio of 3:1. Excitation of the 𝜈% stretch leads to a significant
enhancement of C-H cleavage, and preferentially breaks the C-H bond over a C-D bond,
except at very high energies. Excitation of the 𝜈& and 𝜈' stretches promotes C-D cleavage
over C-H cleavage, and the vibrational efficacy is larger for the 𝜈& state than the 𝜈' state.
The 𝜈& symmetric stretch state has a large vibrational efficacy, for the reasons discussed.
For the 𝜈' antisymmetric stretch state, only the 2’ component is very reactive, due to the
2’ and 3’ modes mixing in the entrance channel. The increase in 𝑆) with excitation of the
1” component is negligible. After we average over two components, the CD3 antisymmetric
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stretch state is less reactive than the symmetric stretch state. For CH4, the antisymmetric
stretch is triply degenerate, including the reactive 2’ component, which coupled strongly
to the 3’ symmetric stretch state, and the A” component. The third component (1’) is only
weakly coupled to the 2’ or 3’ state. Thus, the antisymmetric stretch has a smaller efficacy.
The same trend is observed in experiments for CH4 dissociation on Ni(100)18,19 and for
gas-phase reactions of Cl with CH451 and CH3D45. The SVP model22,23 also predicts a larger
vibrational efficacy for the symmetric stretch over the antisymmetric stretch for methane
dissociation on different metal surfaces.

Figure 3.11 Dissociative sticking probability for either C-H or C-D cleavage. Results are
shown for molecules initially in the ground state (gs) or one of the vibrationally excited
states.
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In Figure 3.12, we plot the C-H:C-D cleavage ratio for molecules initially in the
ground and three excited states. Our results are compared with recent quasi-classical
trajectory (QCT) studies by Guo et al. (circles in Figure 3.12).14 Their calculations were
based on a 12-dimensional PES, computed using the PW91 functional. For the ground
state, our results suggest that C-H cleavage is slightly favored for 𝐸Z < 0.9 eV, while at
higher energies C-D cleavage is preferred, and the cleavage ratio approaches the statistical
value as 𝐸Z increases. Without laser excitation, Utz et al. reported a preference for C-D
cleavage, with a cleavage ratio of 1:3 at 0.83 eV.17 However, their experiments were
performed at high nozzle temperatures from 550 to 900 K. At these high temperatures, the
molecular beam contains a fraction of thermally excited molecules, and there are more
molecules populated in the lower-energy CD3 stretch states than the C-H stretch states. Utz
et al. found that the fraction of C-H cleavage increases as the nozzle temperature drops.
Our ground-state results correspond to laser-off experiments with 𝑇çèéé§à = 0 K, and Utz’
results show that the C-H bond is more reactive in this limit, consistent with our
calculations. However, the QCT study by Guo et al. reports a C-H:C-D cleavage ratio
below 1:3 at all energies, which contrasts with the lower activation energy for C-H
cleavage.
For the 𝜈% excited state, our calculations show 100% C-H selectivity at low energies.
This is consistent with Utz’ experimental results that the C-H:C-D cleavage ratio is at least
30:1 with excitation of the 𝜈% stretch. Similar results were found in the QCT study. For the
𝜈& and 𝜈' states, we find that they both promote C-D cleavage relative to C-H cleavage,
but this effect is larger for the 𝜈& symmetric stretch. The QCT study also shows C-D
cleavage selectivity for two states, but the cleavage ratios are similar for 𝜈& and 𝜈' .
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Figure 3.12 C-H:C-D cleavage ratio for molecules initially in the ground state (gs) or one
of the vibrationally excited states. The lines are from our calculations, and the circles are
from the QCT studies by Guo et al.14

In Figure 3.13, we compare our total 𝑆) with experimental data17 for CHD3
dissociation on Ni(111) at 𝑇c = 90 K. The laser-off results are calculated by averaging 𝑆)
over different vibrational states, assuming a Boltzmann distribution of states at a given
nozzle temperature. The sticking probabilities for thermally excited molecules in the laseroff molecular beam are estimated by shifting the ground-state sticking curve to lower
energies and assuming the same vibrational efficacy 𝜂 = 0.7 for all excited states. The
overall agreement with experiment is reasonable. We overestimate the laser-off 𝑆) at high
𝐸Z . This could be due to the use of the PBE functional, which tends to underestimate the
barrier height. Table 3.3 lists the vibrational efficacies for three vibrational states at 𝑆) =
10-4.
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Figure 3.13 Total dissociative sticking probability for CHD3 dissociation on Ni(111) at 90
K. Results are shown for molecules initially in the ground state (gs), three excited states
and the laser-off state. Circles are experimental data (exp) from Utz et al.17

Table 3.3 Vibrational efficacies, 𝜂, for the 𝜈% , 𝜈& and 𝜈' states at 𝑆) = 10-4.

𝜂

𝜈%

𝜈&

𝜈'

0.82

0.67

0.51

3.3.3 Summary
In this section, we have examined mode- and bond-selectivity in the dissociation of
CHD3 on Ni(111). We find that these behaviors can be explained in terms of mode
softening, nonadiabatic transitions and symmetry. As vibrational time scales and reaction
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time scales are very close for this reaction, the overall dynamics exhibit both adiabatic and
sudden behavior.
As the molecule approaches the surface, the symmetric stretch softens, and the
vibration becomes localized on the reactive bond, while the antisymmetric stretch
correlates with the relatively unperturbed CD2 group. This mode softening lowers the
activation energy in the adiabatic limit, especially for the C-H stretch state in C-H cleavage
and the CD3 symmetric stretch state in C-D cleavage.
The 𝐵¢,€ coupling couples one vibrationally adiabatic state to another. At energies
below the adiabatic barrier heights, molecules follow a cascading pathway via nonadiabatic
transitions to lower-energy vibrational states at the avoided crossings, converting
asymptotic vibrational energy into bond breaking at the TS. These nonadiabatic transitions
keep the energy localized on the reactive bond, and significantly increase the vibrational
efficacies for the C-H stretch promoting C-H cleavage and the CD3 symmetric stretch
promoting C-D cleavage.
For the doubly degenerate CD3 antisymmetric stretch state, the 2’ component couples
strongly to the symmetric stretch state in the entrance channel, and is thus very reactive.
The other component (1”) cannot couple to any A’ state, and given minimal mode
softening, the 1” state is not reactive. Thus, the antisymmetric stretch state is less reactive
than the symmetric stretch state.
For bond selectivity, excitation of the 𝜈% state can give 100% C-H cleavage
selectivity, while both the 𝜈& and 𝜈' excitations lead to C-D cleavage selectivity. In
addition, there is minor IVR at low incident energies, due to nonadiabatic transitions. The
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IVR effect is larger for the CD3 stretch promoting C-H cleavage than the C-H stretch
promoting C-D cleavage.

3.4 Mode- and Bond-Selectivity in the Dissociation of CH2D2 on Ni(111)
In this section, we examine mode specificity and bond selectivity in the dissociative
chemisorption of CH2D2 on Ni(111). Unlike CH4 and CHD3, for CH2D2 dissociation the
symmetric and antisymmetric stretches have similar reactivity.7 As shown in Figure 3.14,
there are six possible, equally probable, orientations of CH2D2 at the TS. For asymmetric
C-H or C-D cleavage, the two configurations have mirror symmetry with respect to
reflection through a plane, and thus have the same MEP and behaviors.

Figure 3.14 Six possible orientations of CH2D2 at the TS on Ni(111). Carbon, deuterium,
hydrogen and nickel atoms are represented by gray, blue, white and green colors,
respectively.
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In Figure 3.15, we plot ℏ𝜔€ 𝑠 along the reaction path for CH2D2 dissociation on
Ni(111). When the molecule is far from the surface, there are nine normal modes with
nonzero frequency: the CH2 antisymmetric stretch (𝜈* ), the CH2 symmetric stretch (𝜈% ),
the CD2 antisymmetric stretch (𝜈+ ), the CD2 symmetric stretch (𝜈& ) and the bending modes
( 𝜈F , 𝜈? , 𝜈ê , 𝜈µ and 𝜈' ). The remaining five modes are asymptotically unbound. For
symmetric C-H and C-D cleavage, the reaction path is symmetric with respect to reflection
through a plane, which is perpendicular to the surface plane and including the reactive bond.
Thus, the fourteen normal modes are either symmetric (A’) or antisymmetric (A”) with
respect to the same plane. And the A” modes cannot couple to the A’ modes. For
asymmetric cleavage, the reaction path has no symmetry.
Like CHD3 and CH4 reactions, there is mode softening in the dissociation of CH2D2
on Ni(111). For C-H cleavage, as the molecule approaches the TS, the reactive C-H bond
weakens, while the other C-H bond remains unperturbed. The nonlocal CH2 symmetric
stretch (𝜈% ) evolves into vibration entirely localized on the reactive C-H bond, and its
frequency drops. The CH2 antisymmetric stretch (𝜈* ) correlates with the unperturbed C-H
bond, and its frequency remains unchanged. For C-D cleavage, we see similar behavior.
The CD2 symmetric stretch (𝜈& ) softens, and the vibration increasingly localizes on the
reactive C-D bond, while the CD2 antisymmetric stretch (𝜈+ ) becomes localized on the
nonreacting C-D bond.
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Figure 3.15 Energies of the normal modes along the reaction path for CH2D2 dissociation
on Ni(111).
This mode softening lowers the activation energies for the ground and excited states
in the adiabatic limit. Table 3.4 lists 𝐸³ for CH2D2 dissociation on Ni(111). The ground
state activation energy for C-H cleavage is about 0.04 eV lower than that for C-D cleavage.
For the excited states, the vibrationally adiabatic barriers are lower for the symmetric

70

stretch states than the antisymmetric stretch states. Thus, in the adiabatic limit, we expect
the symmetric stretch states to be more reactive.

Table 3.4 Activation energies for CH2D2 dissociation on Ni(111).
ground state

𝜈*

𝜈%

𝜈+

𝜈&

symmetric C-H

0.873

0.866

0.763

0.872

0.791

asymmetric C-H

0.870

0.864

0.774

0.855

0.785

symmetric C-D

0.913

0.912

0.908

0.904

0.809

asymmetric C-D

0.916

0.913

0.912

0.907

0.815

At energies below the vibrationally adiabatic barrier heights, reaction can occur via
nonadiabatic transitions to lower-energy states at the avoided crossings. Figure 3.16 shows
the 𝐵¢,€ couplings for C-H cleavage and C-D cleavage. For example, for symmetric C-H
cleavage, molecules initially in the 𝜈% state can transition to the 𝜈& state at 𝑠 = -1 amu1/2Å,
where the 𝜈& mode changes into the vibration of the reactive C-H bond. Then they can
transition to the 𝜈F state, then to the 𝜈µ state, eventually converting the asymptotic
vibrational energy into translational motion along the reaction path. These nonadiabatic
transitions preserve the vibrational energy localization on the reactive C-H bond. This
mechanism increases the efficacy for 𝜈% promoting C-H cleavage. A similar mechanism is
found for molecules in the 𝜈& state, which enhances the sticking probability for C-D
cleavage.
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Figure 3.16 𝐵¢,€ couplings for symmetric C-H cleavage (top left), asymmetric C-H
cleavage (top right), symmetric C-D cleavage (bottom left) and asymmetric C-D cleavage
(bottom right) of CH2D2 on Ni(111).

More importantly, we find that the symmetric stretch states mix with the
antisymmetric stretch states in the entrance channel, where 𝜈% and 𝜈* (or 𝜈& and 𝜈+ ) are
nearly degenerate. For C-H cleavage, the 𝐵[B ,[C coupling, which mixes the 𝜈% and 𝜈* states,
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has a broad peak in the entrance channel between 𝑠 = -8 and -3 amu1/2Å (shown in the left
panel of Figure 3.17), due to the molecule-surface interaction. Because of this coupling,
the sticking probability for the CH2 antisymmetric stretch state is similar to that for the CH2
symmetric stretch state.

Figure 3.17 Effects of the 𝐵[B ,[C coupling on 𝑃) for symmetric C-H cleavage. (A) 𝐵¢,€
couplings in the entrance channel. (B) Single-site rigid-lattice reaction probability for
symmetric C-H cleavage of CH2D2 on Ni(111). The dotted lines represent 𝑃) computed
with 𝐵[B ,[C = 0 for 𝑠 < -2.5 amu1/2Å.

To illustrate the effects of this coupling in the entrance channel, we set 𝐵[B ,[C = 0 for
𝑠 < -2.5 amu1/2Å, and repeat the calculations of 𝑃) . The results are shown in the right panel
of Figure 3.17. Removing the 𝐵[B ,[C coupling in the entrance channel decreases the reaction
probability for the 𝜈* state by at least one order of magnitude. On the other hand, when we
include the full 𝐵[B ,[C coupling, the reaction probability for the 𝜈% state is slightly
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decreased, due to the transition to the unreactive state. Thus, we can conclude that 𝜈% and
𝜈* state mixing early in the entrance channel via the 𝐵[B ,[C coupling is responsible for the
similar 𝑃) for these two states. Similarly, the 𝐵[ë ,[y coupling mixes the 𝜈+ and 𝜈& states in
the entrance channel, and results in similar reactivity for the CD2 symmetric and
antisymmetric stretch states, shown in Figure 3.18.

Figure 3.18 Single-site rigid-lattice reaction probability for symmetric C-D cleavage of
CH2D2 on Ni(111).

We then average 𝑃) over surface impact sites, correct the rotational treatment, and
include the effects of lattice motion to compute the dissociative sticking probability 𝑆) ,
using approaches similar to those described in Chapter 2 and Section 3.3.2.
We use the “energy-shifting” approximation to estimate 𝑃) for impact sites away from
the minimum barrier site, and then average 𝑃) over different impact sites. The increase in
barrier height at a site X, Y relative to the minimum barrier site, ∆𝑉 X, Y , is computed.
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And we find ℏΩ¹ = 0.173 eV and ℏΩ» = 0.175 eV for CH2D2 dissociation on Ni(111),
%

%

&

&

where the frequencies Ω¹ and Ω» satisfy ∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y & .
For the rotational motion, we estimate 𝑆) in the sudden limit, and use Eq 2.26 and
2.27 to compute our final 𝑆) as an average of the sudden and adiabatic limiting cases. The
final 𝑆) has 90% adiabatic behavior at 𝐸Z = 0.2 eV and 90% sudden behavior at 𝐸Z = 1.2
eV.
Finally, to treat the effects of lattice motion, we define 𝑄 as the displacement of the
Ni atom over which the methane dissociates, with 𝑄 = 0 for the equilibrium position and
𝑄 > 0 for motion away from the bulk. The vibration of this atom modifies the height of
the barrier to dissociation by an amount of – 𝛽𝑄 and the location of the TS along 𝑍 by an
amount of 𝛼𝑄. We find 𝛽 = 1.099 eV/Å and 𝛼 = 0.749 for CH2D2 on Ni(111). The Debye
model is used to compute the probability for 𝑄, and the root-mean-square displacement is
determined by the surface Debye temperature 𝜃Ò . We use 𝜃Ò = 280 K for Ni(111),
extracted from a low energy electron diffraction (LEED) study.52 We use Eq. 2.33, 2.37
and 2.38 to average 𝑃) over all displacements and momenta normal to the surface of the Ni
atom over which the methane dissociates.
Figure 3.19 shows the dissociative sticking probability for C-H cleavage and C-D
cleavage of CH2D2 on Ni(111) at 95 K. The result is the sum over the three C-H cleavage
or C-D cleavage configurations divided by six. We observe a weak C-H bond selectivity
for molecules initially in the ground state, due to the lower ZPE-corrected barrier height.
For C-H cleavage, as expected, both the 𝜈% state and the 𝜈* state are very reactive, with a
slightly larger vibrational efficacy for the CH2 symmetric stretch state, for the reasons
discussed. On the other hand, the 𝜈& and 𝜈+ states are very reactive for C-D cleavage.
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We observe minor IVR for excitation of the CH2 stretches promoting C-D bond
cleavage and excitation of the CD2 stretches promoting C-H bond cleavage at low incident
energies, due to nonadiabatic transitions from the CH2 stretch states to the CD2 stretch
states, and vice versa. These IVR effects are larger for the 𝜈& and 𝜈+ states, because the
corresponding nonadiabatic couplings are stronger.

Figure 3.19 Dissociative sticking probability for either C-H or C-D cleavage of CH2D2 on
Ni(111) at 95 K. Results are shown for molecules initially in the ground state (gs) or one
of the vibrationally excited states.

We plot the C-H:C-D cleavage ratio in Figure 3.20. The ground state has a small
preference for C-H cleavage at low incident energies. As expected, both CH2 stretch states
give C-H cleavage selectivity, and this bond selectivity is slightly larger for the symmetric
stretch over the antisymmetric stretch. The two CD2 stretch states promote C-D cleavage

76

over C-H cleavage. However, at high energies, near saturation, the C-H:C-D cleavage ratio
approaches the statistical value of 1:1 for all states.

Figure 3.20 C-H:C-D cleavage ratio for CH2D2 initially in the ground state (gs) or one of
the vibrationally excited states on Ni(111).

In Figure 3.21, we plot the total dissociative sticking probability for CH2D2
dissociation on Ni(111). While molecules in the CH2 stretch states have a larger 𝑆) than
those in the CD2 stretch states, there is more vibrational energy in the CH2 stretch states.
The vibrational efficacies for these states at 𝑆) = 10-4 are listed in Table 3.5. The 𝜈% state
has the largest vibrational efficacy, and is as effective as the same amount of translational
energy.

77

Figure 3.21 Total dissociative sticking probability for CH2D2 dissociation on Ni(111) at
95 K. Results are shown for molecules initially in the ground state and four excited states.

Table 3.5 Vibrational efficacies, 𝜂, for the 𝜈* , 𝜈% , 𝜈+ and 𝜈& states at 𝑆) = 10-4.

𝜂

𝜈*

𝜈%

𝜈+

𝜈&

0.84

0.99

0.75

0.86

Finally, Figure 3.22 shows the comparison of the computed sticking probabilities with
experimental data measured by the Utz group (unpublished data). The agreement between
theory and experiment is very good, except that the theoretical results predict a slight
preference for the symmetric CH2 stretch, while the experimental data suggest identical 𝑆)
for the symmetric and antisymmetric stretch states at all energies measured. The “laseroff” results plotted in Figure 3.22 include the contributions from vibrationally excited
molecules in the beam.
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Figure 3.22 Total sticking probabilities for CH2D2 on Ni(111) at 95 K. Lines are theoretical
results for molecules in the ground, 𝜈% or 𝜈* state, and open black circles represent
vibrational-state-average theoretical 𝑆) under “laser-off” conditions. Triangles are
experimental measurements from the Utz group (unpublished data).

3.5 Reactivity of Overtone Excited CH4 on Ni(111)
In this section, we examine the dissociation of CH4 prepared in overtone and
combination vibrations, including three different vibrational symmetry components of the
2𝜈F state and the 𝜈% + 𝜈F state, on Ni(111). Hundt et al. used IR-IR double resonance
excitation in a molecular beam to prepare CH4 in the A1, E and F2 symmetry components
of the 2𝜈F state as well as in the 𝜈% + 𝜈F state.5,9 Figure 3.23 shows a simplified leveldiagram of the excitation path. In their experiments, strong mode specificity is observed:
𝑆) ( 𝜈% + 𝜈F ) > 𝑆) (2 𝜈F -A1) > 𝑆) (2 𝜈F -F2) > 𝑆) (2 𝜈F -E), inversely correlated with the
vibrational energy of these states.
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Figure 3.23 Level diagram of the C-H stretch overtone states 𝜈% + 𝜈F -F2, 2𝜈F -F2, 2𝜈F -A1
and 2𝜈F -E prepared by double resonance excitation. The excitation path for all four
overtone states starts from v = 0, J = 1 using the 𝜈F = 1, J = 0 level as intermediate state.
This diagram is from Ref. 5. The symmetric C-H stretch overtone state 2𝜈% -A1 is included
in the diagram but could not be prepared in the study of Ref. 5.

In the harmonic approximation, the 2𝜈F state is sixfold degenerate, but the true
vibrational eigenstate splits into three symmetry components, A1, E and F2, with slightly
different energies, due to anharmonicity. We find that the difference in localization of the
C-H stretch amplitude in a single C-H bond is responsible for the variation in reactivity for
different states. This is consistent with a study by Abram et al., using the anharmonic
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symmetrized internal coordinates (SIC).53 In their study, the vibrational overtone states are
described in terms of the SIC states, |2000; A1>, |2000; F2>, |1100; A1>, |1100; E> and
|1100; F2>, where the |2000> states have two quanta of energy in a single C-H bond, while
the |1100> states have two quanta each in one of two different C-H bonds. Based on the
provided coefficients,53 we find that the 𝜈% + 𝜈F combination state contains a higher
percentage of |2000> local mode character than other states, and thus has the strongest
localization of the C-H vibration in a single C-H bond. This is followed by the 2𝜈F -A1 and
2𝜈F -F2 symmetry states, while the 2𝜈F -E state contains 100% |1100> character.
Similar behavior is found for CH2D2 dissociation on Ni(100).13 Beck et al. reported
that the local mode state with two quanta of excitation in one C-H bond is more reactive
than the delocalized state with one quantum in each of the two C-H bonds.13 This is because
localizing the C-H stretch in a single C-H bond makes the reactant state resemble the TS
more than distributing the C-H stretch amplitude over two bonds. This idea can be
quantified by the SVP model, proposed by Guo et al.,22,23 in which the vibrational efficacy
is proportional to the overlap between the vibrational mode vector of the reactant and the
vector corresponding to the imaginary frequency at the TS. However, the SVP model
cannot be applied to the overtone and combination states. In addition, even if the vibration
is not localized for the reactant molecules, the surface-molecule interaction may lead to
energy localization on the reactive bond as the molecules approach the surface. For
example, the 𝜈% normal mode can evolve from a nonlocal mode into vibration entirely
localized in a single C-H bond, while the 𝜈F normal mode becomes localized on the
nonreacting group. Thus, the 𝜈% state is more reactive than the 𝜈F state.
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The SIC representation has some limitations. It cannot explain the difference in
reactivity between the 𝜈% and 𝜈F states, as well as the difference between the 2𝜈F -A1 and
2𝜈F -F2 states, because of complexity in the true vibrational eigenstates. The eigenstates are
mixing of the normal mode states, including some high-quanta bending normal mode
states, as the frequencies of the stretch modes are about twice those of the bending modes.
Wang et al. performed fourth order perturbative calculations to compute the vibrational
eigenstates of CH4, using a normal mode basis set.54 Table 3.6 lists the results of their
calculations. To distinguish between the normal mode states and the true vibrational
eigenstates, we label the eigenstates with the symmetry labels. As shown in Table 3.6, the
bending normal mode states, like 𝜈% + 2𝜈& , 𝜈& + 𝜈F + 𝜈' and 𝜈F + 2𝜈& , contribute to the
C-H stretch eigenstates in the experiment.

Table 3.6 Composition, as a percent, of the C-H stretch overtone and combination
eigenstates of CH4 , in terms of the normal mode basis set of Ref. 54.
2𝜈F

𝜈% + 𝜈F

2𝜈%

𝜈% + 2𝜈&

𝜈& + 𝜈F + 𝜈'

𝜈F + 2𝜈&

2𝜈F -E

94

-

-

-

5

-

2𝜈F -F2
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15

-

-

4

6

2𝜈F -A1

48

-

12

29

6

-

𝜈% + 𝜈F -F2

6

48

-

-

13

-

2𝜈% -A1

13

-
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3

3

-

Based on the study by Wang et al.,54 we can use our RPH approach to compute 𝑆) for
the vibrational eigenstates from the sticking probabilities of the normal mode states. To
compute 𝑆) for the normal mode states, we first compute the single-site rigid-lattice
82

reaction probability, 𝑃) , by evolving the wave packets in time, and energy-analyzing the
reactive flux for a given initial state. Then the reaction probability 𝑃) is averaged over all
impact sites, using the “energy-shifting” approximation and the parameters in Table 3.2.
For the rotational treatment, we define the final 𝑆) as an average of the adiabatic and
sudden limiting cases, with 90% adiabatic behavior at 𝐸Z = 0.2 eV and 90% sudden
behavior at 𝐸Z = 1.2 eV. Finally, the Debye model is used to include the effects of lattice
motion, with the Debye temperature 𝜃Ò = 280 K from a LEED experiment.52 And we find
𝛽 = 1.099 eV/Å and 𝛼 = 0.749 for the 𝛽-type coupling and 𝛼-type coupling, respectively.
More computational details can be found in Section 3.3, 3.4 and Chapter 2.
In Figure 3.24, we plot the computed 𝑆) for the normal mode states at 475 K. As
noted, the 𝜈% state is more reactive than the 𝜈F state. As the molecule approaches the TS,
the 𝜈% symmetric stretch softens, and the vibration becomes localized on the reactive C-H
bond, which weakens, as we move along the reaction path, while the 𝜈F antisymmetric
stretch becomes localized on the nonreacting CH3 group. Due to this mode softening, the
adiabatic barrier height for the 𝜈% state is lower than that for the 𝜈F state. In addition, as
discussed before, nonadiabatic transitions to vibrational states of lower energy at the
avoided crossings preserve the energy localization on the reactive bond, and convert the
excess energy into translational motion along the reaction path. For the 𝜈F state, only one
component (2’ component) is strongly coupled to the 𝜈% state in the entrance channel, and
is thus very reactive, while the other two components (1’ and 1” components) are about as
reactive as the ground state.
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Figure 3.24 Dissociative sticking probability for CH4 dissociation on Ni(111) at 475 K.
Results are shown for the ground, single-quantum and two-quanta normal mode states.

Similar ideas can be applied to the two-quanta normal mode states. As shown in
Figure 3.24, the overtone and combination states with more 𝜈% character are more reactive.
Due to mode softening in the 𝜈% mode, the vibrationally adiabatic barrier heights are 0.52,
0.69 and 0.86 eV for the 2𝜈% , 𝜈% + 𝜈F and 2𝜈F states, respectively. In addition,
nonadiabatic transitions significantly increase the reactivity for the 2𝜈% state at energies
below the barrier height. For the 𝜈% + 𝜈F state, only the 3’+2’ component is about as
reactive as the 2𝜈% state, thus the 𝜈% + 𝜈F state is less reactive than the 2𝜈% state, but more
reactive than the sixfold degenerate 2𝜈F state, which contains more contributions from
unreactive components.
To compute 𝑆) for the true vibrational eigenstates, we can use an initial state of the
form

𝑐Z |𝜈Z >, where |𝜈Z > are the normal mode states, and 𝑐Z are the coefficients derived
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from the data in Table 3.6, and propagate the wave packets in time. However, we find that
this approach gives the same results as averaging the normal mode sticking probabilities,
using

𝑐Z& 𝑆) (𝜈Z ), where the coefficients are from the Wang et al. study.54 We choose the

second approach in this study.
Another problem is that our normal mode basis set includes only the ground, singlequantum and two-quanta states, so we are not able to directly compute 𝑆) for the three- and
four-quanta states listed in Table 3.6. In this study, we estimate 𝑆) for these high-quanta
states by shifting the sticking curves for the two-quanta and single-quantum states along
the energy axis. As shown in Figure 3.25, the computed sticking curve for the 𝜈& state is
shifted about 0.11 eV from the ground state curve, while the shift is about 0.10 eV from
the 𝜈& state to the 2𝜈& state. And we find that the shift between the higher energy 𝜈F state
and the 𝜈F + 𝜈& state is even smaller, only about 0.07 eV. Thus, we expect that adding a
quantum of 𝜈& bend to the 𝜈F + 𝜈& state should lead to an even smaller shift. We estimate
this shift to be 0.05 eV. This approach is used to estimate 𝑆) for other high-quanta states.
Figure 3.26 shows the computed 𝑆) (solid lines) and the estimated 𝑆) (dotted lines) for
several normal mode states. Although this approach is arbitrary, the errors in the estimated
𝑆) are likely to be small, because the contributions from the high-quanta states to the total
𝑆) are smaller than those from the 2𝜈% , 𝜈F + 𝜈& and 2𝜈F states.
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Figure 3.25 The dissociative sticking probability for the 𝜈F + 2𝜈& normal mode state
estimated from single-quantum and two-quanta states by shifting the curves.

Figure 3.26 Dissociative sticking probabilities for the computed 𝑆) (solid lines) and the
estimated 𝑆) (dotted lines) for several normal mode states.
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In Figure 3.27, we plot the computed sticking probabilities for molecules in the three
symmetry components of the 2𝜈F eigenstate and the 𝜈% + 𝜈F -F2 state. The results are
compared with experimental data.5 Our calculations reproduce the experimental trends, but
not the magnitude of the difference in 𝑆) . As noted, the overtone and combination states
with more 2𝜈% and 𝜈% + 𝜈F character are more reactive. Among these four eigenstates, the
𝜈% + 𝜈F -F2 state, with the largest contribution (48%) from the 𝜈% + 𝜈F normal mode state,
is the most reactive. The 2𝜈F -A1 and 2𝜈F -F2 states contain 12% 2𝜈% character and 15%
𝜈% + 𝜈F character, respectively, and are more reactive than the 2𝜈F -E state, which is
comprised primarily (94%) of the 2𝜈F normal mode state. At high energies, the differences
in reactivity are small, and our calculations reproduce the magnitude of 𝑆) . At lower
energies, we underestimate 𝑆) for the 𝜈% + 𝜈F -F2, 2𝜈F -A1 and 2𝜈F -F2 states.

Figure 3.27 Sticking probabilities for the three symmetry components of the 2𝜈F eigenstate
and the 𝜈% + 𝜈F -F2 state. The lines represent the theoretical results, and the circles are the
experimental data.5

87

Finally, as shown in Figure 3.26, the bend plus stretch combination states are as
reactive as the 2𝜈F normal mode state, and are less reactive than the 2𝜈% and 𝜈% + 𝜈F states.
Thus, the contributions from the 2𝜈% , 𝜈% + 𝜈F and 2𝜈F states dominate the total 𝑆) . The
eigenstates of the A1 and F2 symmetry can have contributions from the 2𝜈% and 𝜈% + 𝜈F
normal mode states respectively, due to symmetry, and are thus more reactive.

3.6 Conclusion
In this Chapter, we have examined the dissociative chemisorption of methane and its
isotopologues on Ni(111). We observe mode-specificity and bond-selectivity in these
reactions, which can be explained in terms of mode softening, nonadiabatic transitions and
symmetry.
The symmetric stretch states are usually very reactive. As the molecule approaches
the TS, the dissociating bond weakens, and decouples from the nonreacting stretches. The
symmetric stretch evolves from a nonlocal mode into vibration entirely localized on this
weakened bond, while for the antisymmetric stretch, the vibration is localized on the
nonreacting group. This mode softening lowers the vibrationally adiabatic barrier heights
for the symmetric stretch states. In addition, nonadiabatic transitions to lower energy states
at the avoided crossings preserve energy localization on the reactive bond, and convert the
excess energy into translational motion along the reaction path. This cascade mechanism
significantly increases the reactivity for the symmetric stretch state. For the N-fold
degenerate antisymmetric stretch state, only one component is very reactive, due to the
relatively strong 𝐵¢,€ coupling to the symmetric stretch state in the entrance channel.
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We also observe strong bond selectivity in the dissociative chemisorption of methane
isotopologues on Ni(111), due to mode softening and nonadiabatic transitions, with minor
IVR at very low incident energies.
In addition, we have examined mode specificity in the dissociation of CH4 prepared
in different symmetry components of the 2𝜈F stretch overtone state and the 𝜈% + 𝜈F
combination state. These eigenstates can be written as linear combinations of the normal
mode states, and the eigenstates with more 𝜈% normal mode character are more reactive.
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CHAPTER 4
DISSOCIATIVE CHEMISORPTION OF METHANE ON PT(111)

4.1 Introduction
The reaction path Hamiltonian (RPH) approach is used to examine the dissociative
chemisorption of methane on Pt(111). In recent years, many experimental and theoretical
studies have been performed on Pt(111), because of the relatively high reactivity of the Pt
catalyst for the steam reforming of natural gas. For methane dissociation, the zero-coverage
dissociative sticking probability on a bare surface, 𝑆) , is shown to increase strongly with
increasing incident translational energy and vibrational excitation of the methane.1–4 This
behavior is nonstatistical, with mode specificity.5–10 In addition, theoretical studies find
that lattice vibration can modify the height of the barrier to dissociation,11–14 which leads
to a strong variation in 𝑆) with surface temperature.1–4
In this chapter, we first examine the mode-selective behavior for methane dissociation
on Pt(111). The results are compared with those on Ni(111). While most studies focus on
the effects of exciting the stretching modes in the incident molecules, we also look at the
vibrational efficacies for the bending states. Second, we study the effects of lattice motion
on the sticking probability.
Finally, our scattering calculations are performed based on a potential energy surface
(PES) computed using the Density Functional Theory (DFT) method. Thus, the accuracy
of the PES is very important to achieve quantitative agreement with experiment. In Section
4.5, we perform calculations using the specific reaction parameter (SRP) functional, which
is able to reproduce 𝑆) obtained experimentally for several systems.15–17
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4.2 Computational Model and Electronic Structure Calculations
For the Pt(111) surface, a five-layer 3×3 supercell with periodic boundary conditions,
corresponding to a methane coverage of 1/9 ML, is used to represent the metal as a series
of infinite slabs, with a large vacuum space of 16.1 Å between the slabs. The Brillouin zone
is sampled by an 8×8×1 Γ-centered grid of k points. Electronic structure calculations are
performed with the Vienna ab initio simulation package (VASP), developed at the Institut
für Materialphysik of the Universität Wien.18–22 We use fully nonlocal optimized projector
augmented-wave (PAW) potentials22,23 to describe the interactions between the ionic cores
and the electrons. The Perdew-Burke-Ernzerhof (PBE) functional,24,25 with a lattice
constant of 3.978 Å, is used to treat exchange-correlation effects, unless otherwise
specified. We first relax the top two substrate layers before including any adsorbate, and
then keep the lattice atoms fixed at their bare relaxed surface positions.
We use the CI-NEB and NEB methods26,27 to locate the transition state (TS) and
another 60 images along the minimum energy path (MEP). The calculations are considered
converged when all forces are smaller than 0.01 eV/Å or better. Figure 4.1 shows the TS
and product state configurations. The TS geometry on Pt(111) is very similar to that on
Ni(111). The carbon atom is roughly over the top site from the entrance channel to the TS.
At the TS, the distance between the carbon atom and the surface plane is 2.24 Å, larger
than that on Ni(111). This is consistent with the larger atomic radius for Pt (1.83 Å) over
Ni (1.62 Å). The reactive C-H bond is about 0.1 Å more stretched on Ni(111) than on
Pt(111), suggesting a “later” barrier on Ni(111). The dissociating H atom is oriented toward
the surface, with an angle of 131.5° with respect to the surface normal.
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The barrier height, relative to the energy of the molecule and the metal surface at
infinite separation, is 0.815 eV on Pt(111), about 0.2 eV lower than that on Ni(111). Thus,
we expect that the sticking probability for molecules initially in the ground state is larger
on Pt(111) than on Ni(111). Our Pt(111) transition state configuration is very similar to the
F1 configuration reported in ref. 28 and 13, but our barrier height is 0.134 eV lower, due
to their use of a smaller 2×2 supercell.
Finally, on Pt(111) the methyl group remains above the top site during the reaction,
because of the strong preference for CH3 binding on the top site,13,28 while on Ni(111) the
most stable site is the hollow site,13,28 thus CH3 moves toward the hollow site after the TS.
This should decrease the tunneling probability for reactions on Ni(111), relative to those
on Pt(111).

Figure 4.1 Transition state (left panel) and product state (right panel) configurations for
the dissociation of CH4 on Pt(111). Only the topmost Pt layer is shown. 𝐸‹ and 𝐸„ are the
energies for the transition state and the product state, respectively, relative to the energy
where methane is infinitely far above the surface.
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Figure 4.2 shows the total energy, 𝑉) (𝑠), along the MEP, as a function of the distance
along the path, 𝑠, where (𝑑𝑠)& =

%?
&
Zl%(𝑑𝑎Z (𝑠)) ,

and 𝑠 = 0 at the TS. The 𝑎Z 𝑠

are the

mass-weighted Cartesian coordinates of the molecule at a point 𝑠. At each of these images,
we compute and diagonalize the force-projected Hessian to get the fourteen normal
vibrational coordinates 𝑄€ and corresponding frequencies, 𝜔€ 𝑠 , that describe motion
orthogonal to the reaction path at 𝑠 in the harmonic approximation. Ignoring anharmonic
terms, we write our PES in the reaction path coordinate 𝑠 and {𝑄€ }. The molecular wave
function is described as close-coupled wave packets. For a given initial vibrational state
𝒏Z , standard techniques are used to propagate the wave packets in time29,30 and energyanalyze the reactive flux31,32. The result is the single-site rigid-lattice reaction probability,
𝑃) . A detailed description of this approach can be found in Chapter 2.

Figure 4.2 Reaction path for methane dissociation on Pt(111).
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In our 𝑃) calculation, the location of the molecular center of mass parallel to the
surface, X and Y, follows the MEP, and changes little in the entrance channel. Thus, 𝑃)
corresponds to reaction at the minimum barrier site. The rotation of the molecule also
follows the MEP, and is treated adiabatically. To compute the dissociative sticking
probability 𝑆) , we average 𝑃) over different impact sites, correct the rotational treatment,
and include the effects of lattice vibration. Previous DFT studies found that there are six
lowest energy TSs on Pt(111), differing with respect to the azimuthal orientation of the
reactive C-H bond and the rotation of the nonreacting methyl group.13,28 These TSs have
similar barrier heights and MEPs. Thus, we treat the PES as flat along these coordinates.
The lateral translation of the molecule along X and Y is slow on collision time scales,
given the relatively large molecular mass and the normal incident conditions. We thus use
the sudden model, described in Section 2.5.1, to estimate the reaction probability at an
impact site X, Y away from the minimum barrier site. The increase in barrier height
relative to the minimum barrier site, ∆𝑉 X, Y , is computed using Eq. 2.27 and 2.28. We
find ℏΩ¹ = 0.0152 eV and ℏΩ» = 0.0157 eV for CH4 dissociation on Pt(111), where the
%

%

&

&

frequencies Ω¹ and Ω» satisfy ∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y & .
As noted, the polar orientation of the reactive bond relative to the surface normal, 𝜃,
is treated adiabatically for 𝑃) calculation. This treatment is reasonable at low incident
energies, given the relatively small moment of inertia. However, recent AIMD studies
suggest that this rotational motion might be closer to sudden at high energies,29,33 because
the reaction time is too short for a significant amount of rotational steering.34,35 Thus, we
use an approach similar to the treatment of X and Y to estimate the reaction probability in
the sudden limit. The increase in barrier height relative to the MEP value 𝜃 ‡ = 131.5°,
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∆𝑉(𝜃), is computed by rotating the molecule at the TS, and re-computing the total energy.
We find 𝑘Þ = 22.2919 eV, where ∆𝑉(𝜃) = 0.5𝑘Þ sin& (𝜃 − 𝜃 ‡ ). The final 𝑆) is an average
of the sudden and adiabatic limiting cases, assuming 90% adiabatic behavior at 𝐸Z = 0.2
eV and 90% sudden behavior at 𝐸Z = 1.2 eV.
Finally, we introduce the effects of lattice motion. As discussed in Chapter 2 and 3,
both the barrier height and the location of the TS vary with the vibrational displacement of
the Pt atom over which the methane dissociates. We define 𝑄 as the displacement of this
atom normal to the surface plane, with 𝑄 = 0 for the equilibrium position and 𝑄 > 0 for
motion away from the bulk. Lattice vibration changes the height of the barrier to
dissociation by an amount of – 𝛽𝑄 and the location of the TS along 𝑍 by an amount of 𝛼𝑄.
We find 𝛽 = 0.952 eV/Å and 𝛼 = 0.830 for CH4 dissociation on Pt(111).
In earlier studies, we only considered the vibration of the single metal atom over
which the methane dissociates, thus underestimating the root-mean-square displacement,
𝑄Ü´c . In this study, we use the more realistic Debye model, in which lattice motion is
described in terms of harmonic normal modes. In this model, the displacement 𝑄 has a
Gaussian distribution, where 𝑄Ü´c (𝑇c ) can be related to the surface Debye temperature 𝜃Ò
using Eq. 2.36. The Debye temperature 𝜃Ò = 140 K for Pt (111) is extracted from
experiments.36–38 This treatment is supported by a recent AIMD study of CH4 dissociation
on Pt(111).16 In Figure 4.3, we compare the root-mean-square displacements 𝑄Ü´c
computed using the Debye model and the old model with those reported in the AIMD
study16. Clearly, the new 𝑄Ü´c are in good agreement with the AIMD results, while the old
model underestimates the value of 𝑄Ü´c . The use of the Debye model increases the
computed sticking probability at low incident energies, and improves the agreement with
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experiment. Finally, we use Eq. 2.33, 2.37 and 2.38 to average 𝑃) over all displacements
and momenta of the Pt atom over which the methane dissociates.

Figure 4.3 The root-mean-square displacement 𝑄Ü´c as a function of the surface
temperature 𝑇c , using the Debye model with 𝜃Ò = 140 K36,38 (solid lines) and the old model
(dotted lines). Results are compared with the AIMD results reported in Ref. 16.

4.3 Normal Mode Analysis
Figure 4.4 shows ℏ𝜔€ 𝑠 along the reaction path for CH4 dissociation on Pt(111).
When CH4 is far above the surface, nine of the normal modes have nonzero frequencies:
the triply degenerate antisymmetric stretch (𝜈F ), the symmetric stretch (𝜈% ), the doubly
degenerate bend (𝜈& ), and the triply degenerate bend (𝜈' ). The remaining five modes are
asymptotically unbound, corresponding to translation parallel to the surface and rotation of
the molecule. They become hindered types of motion near the TS. The reaction path is
symmetric with respect to reflection through a plane, which is perpendicular to the surface
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plane and includes the reactive C-H bond. Thus, the fourteen normal modes are either
symmetric (A’) or antisymmetric (A”) with respect to reflection through this plane. We
label the A’ modes 1’-8’ and the A” modes 1”-6”. This symmetry is important, as the
nonadiabatic coupling is only nonzero between two modes of the same symmetry.
As was found in studies on Ni(111), excitation of the symmetric stretch is more
effective at promoting the dissociation of CH4 than excitation of the antisymmetric stretch.
This mode selectivity and the difference in reactivity between Ni(111) and Pt(111) can be
explained in terms of mode softening, the nonadiabatic couplings and the barrier heights.

Figure 4.4 Energies of the normal modes along the reaction path for CH4 dissociation on
Pt(111).

As shown in Figure 4.4, the frequencies are very similar for methane dissociation on
Pt(111) and Ni(111), except that mode softening is slightly weaker on Pt(111). Table 4.1
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lists the activation energies 𝐸³ , i.e. the zero-point energy corrected barrier heights, for the
vibrationally adiabatic ground state and some excited states on Pt(111) and Ni(111). Mode
softening in the 3’ mode and some bending modes lowers 𝐸³ for the ground state by about
0.1 eV. The activation energy is lowered even further for the 𝜈% symmetric stretch state,
while the three components of the 𝜈F antisymmetric stretch state have an 𝐸³ similar to that
of the ground state. Thus, in the vibrationally adiabatic limit, the 𝜈% state is more reactive
than the 𝜈F state, while the 𝜈F state and the ground state should have similar reactivity.
Mode softening is a bit stronger on Ni(111) than on Pt(111), consistent with the
reactive C-H bond being more stretched at the TS on Ni(111). But the activation energies
are still lower on Pt(111), with the difference in 𝐸³ being slightly smaller than the
difference in barrier height. Thus, we expect the sticking probabilities to be larger on
Pt(111).

Table 4.1 Activation energies for CH4 dissociation on Pt(111) and Ni(111).
𝐸³ (eV)

Pt(111)

Ni(111)

Difference

ground state

0.698

0.876

0.178

𝜈F (1’, 2’, 1”)

0.695, 0.684, 0.703

0.872, 0.860, 0.874

0.177, 0.176, 0.171

𝜈% (3’)

0.542

0.698

0.156

𝜈& (4’, 2”)

0.680, 0.683

0.854, 0.861

0.174, 0.178

𝜈' (5’, 6’, 3”)

0.685, 0.641, 0.639

0.857, 0.812, 0.800

0.172, 0.171, 0.161

As discussed in Chapter 3, mode softening is associated with vibrational energy
localization on the reactive C-H bond.39,40 As the molecule approaches the TS, the reactive
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bond weakens, and decouples from the three nonreacting C-H stretches. In the normal
mode picture, the symmetric stretch evolves from a nonlocal mode into vibration entirely
localized on this weakened bond, while the antisymmetric stretches become localized on
the nonreacting CH3 group.
In addition to mode softening, the nonadiabatic couplings are also very important. In
Figure 4.5 and 4.6, we plot the curvature couplings, 𝐵¢,%? , and the so-called Coriolis
couplings, 𝐵¢,€ , respectively. The Ni(111) results are included for comparison. The
magnitude of the curvature coupling, which couples the single-quantum states to the
ground state and the two-quanta states, is similar for the two metal surfaces. The effect of
this coupling is to slightly increase 𝑆) at low energies and slightly decrease 𝑆) at high
energies.

Figure 4.5 Curvature couplings for CH4 dissociation on Pt(111) (solid lines) and Ni(111)
(dotted lines).
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Figure 4.6 𝐵¢,€ couplings for CH4 dissociation on Pt(111) (solid lines) and Ni(111) (dotted
lines).

We find that the 𝐵¢,%? coupling is less important than the 𝐵¢,€ coupling, which
couples one vibrationally adiabatic state to another of lower energy. At energies below the
adiabatic activation energies listed in Table 4.1, reaction can occur via nonadiabatic
transitions to lower-energy states at the avoided crossings. Molecules initially in the 3’
state, i.e., the symmetric stretch state, can transition to the 4’ state at about 𝑠 = -0.6
amu1/2Å, where the 𝐵FÕ,'Õ coupling has a peak. At this point, the 3’ and 4’ modes exchange
character, and the vibration of the 4’ mode localizes on the reactive bond between 𝑠 = -0.6
and -0.4 amu1/2Å.Thus, this nonadiabatic transition preserves the energy localization on the
reactive C-H bond. The molecules can then have transitions from 4’ to 5’, 5’ to 6’, and so
on, and the excess vibrational energy is converted into translational motion along the
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reaction path. This “cascading” mechanism corresponds to vibrationally sudden behavior,
and increases the reactivity for molecules initially in the symmetric stretch state.
The nonadiabatic transition amplitudes are proportional to the 𝐵¢,€ couplings. It is
clear in Figure 4.6 that 𝐵¢,€ are stronger for CH4 dissociation on Ni(111). Thus, the
enhancement in 𝑆) with vibrational excitation should be larger on Ni(111) than on Pt(111).

Figure 4.7 Single-site rigid-lattice reaction probabilities for CH4 on Pt(111) and Ni(111).
Results are shown for molecules in the ground state (gs) or four excited stretch states.

In Figure 4.7, we plot the single-site rigid-lattice reaction probability, 𝑃) , for CH4
dissociation on Pt(111) and Ni(111). The 𝑃) curve for ground-state CH4 on Pt(111) is
shifted to lower 𝐸Z by about 0.2 eV relative to that for Ni(111), consistent with the
difference in activation energy. As expected, the symmetric stretch state is one of the most
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reactive states on two surfaces. The shift between the 𝑃) curves for the 3’ state and the
ground state is larger than the difference in adiabatic activation energy.

Figure 4.8 𝐵¢,€ couplings for CH4 dissociation on Pt(111) in the entrance channel.

We note that the 2’ component of the antisymmetric stretch state is as reactive as the
3’ state, due to the relatively strong 𝐵&Õ,FÕ coupling in the entrance channel between 𝑠 = 9.0 and -2.0 amu1/2Å, where the 2’ and 3’ modes are nearly degenerate (shown in Figure
4.8). This coupling mixes the 2’ and 3’ states when methane is far above the surface, and
leads to similar behaviors for molecules in these two states. The 1’ state does not strongly
couple to the 2’ or 3’ state. Thus, molecules in the 1’ state mostly stay on the 1’ adiabatic
PES, and have a reactivity similar to that of the ground-state molecules, except at very low
energies. The coupling between the 1” state and any A’ state is rigorously zero, so
molecules in the 1” state cannot follow the cascading mechanism. Molecules excited to the
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1” state can transition to the 2” state, but this transition is weak. When the degeneracy is
averaged over, the antisymmetric stretch state is less reactive than the symmetric stretch
state, but more reactive than the ground state.
Finally, the vibrational efficacies for promoting reaction are larger on Ni(111) than
on Pt(111), because of the stronger 𝐵¢,€ couplings on Ni(111).

4.4 Dissociative Sticking Probability
In Figure 4.9, we plot the zero-coverage dissociative sticking probabilities, 𝑆) , for
CH4 dissociation on Pt(111) at 600 K. Our computed results are compared with molecular
beam experiments by Bisson et al..9,41 For comparison, in Figure 4.10, we also plot 𝑆) for
CH4 dissociation on Ni(111) at 475 K, along with available experimental results from the
Utz group42 and the Beck group9. To compute 𝑆) on Ni(111), we use the same approaches
and parameters as those in Section 3.4. Note that the laser-off experiments were performed
at low nozzle temperatures, where nearly all of the laser-off molecules are in the ground
state. We plot two results for the 2𝜈F overtone state. The curve labeled by “ 2𝜈F ”
corresponds to the 2𝜈F normal mode state, which is a sixfold-degenerate state with two
quanta of excitation in the 1’, 2’ and 1” modes in the harmonic approximation. As discussed
in Section 3.5, the true vibrational eigenstate is split into three symmetry components, A1,
F2 and E, due to anharmonicity, and each component can be written as a linear combination
of the (harmonic) normal mode states, using the results of a study by Wang et. al.43. Here,
we plot 𝑆) for the F2 symmetry component, which is the one excited in the experiment9,42.
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Figure 4.9 Computed dissociative sticking probabilities (lines) for CH4 dissociation on
Pt(111) at 600 K. Results are compared with the experimental data (circles) from Ref. 9.

Figure 4.10 Computed dissociative sticking probabilities (lines) for CH4 dissociation on
Ni(111) at 475 K. Results are compared with the experimental data (circles) from Ref. 9
and 42.
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Overall, our results are in good agreement with experiment. We reproduce the
vibration in reactivity with collision energy and the experimental trends in vibrational
efficacy. For CH4 on Pt(111), the calculations slightly overestimate the experimental laseroff sticking probabilities at all energies. The shift between the theoretical and experimental
sticking curves along the energy axis is less than 0.1 eV. One source of error is the PBEbased PES. The PBE functional is known to underestimate the height of the barrier to
dissociation.33 In addition, the PBE functional neglects the van der Waals (vdW)
interaction. Recent AIMD studies, using the SRP functional, suggest that including the
vdW interaction leads to a deeper attractive well in the entrance channel,15–17 which may
increase the molecular velocity in the curve-crossing region and thus the vibrational
efficacies for promoting reaction. For CH4 on Ni(111), the agreement with experiment is
improved compared with previous studies,29,44,45 as we have improved the treatments of
rotational motion and lattice vibration. The new treatments enhance the reactivity at low
incident energies. Like on Pt(111), our calculations overestimate the ground state 𝑆) on
Ni(111), consistent the PBE functional underestimating the barrier height. As expected, for
both theory and experiment, the ground state sticking probabilities are larger on Pt(111)
than on Ni(111), due to the lower activation energy on Pt(111).
For the vibrationally excited states, excitation of either the 𝜈% or 𝜈F stretch
significantly increases the sticking probabilities, with the 𝜈% state being roughly three times
more reactive than the 𝜈F state. The enhancement in 𝑆) with vibrational excitation can be
expressed in terms of the vibrational efficacy,
𝜂=

Δ𝐸Z 𝐸Z gs, 𝑆) − 𝐸Z 𝜈, 𝑆)
=
Δ𝐸[
Δ𝐸[
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(4.1)

where Δ𝐸Z is the increase in collision energy necessary to give the same 𝑆) as increasing
the vibrational energy by Δ𝐸[ . 𝐸Z 𝜈, 𝑆) and 𝐸Z gs, 𝑆) are the collision energies giving a
sticking probability of 𝑆) for an initial vibrational state 𝜈 and the ground state (gs),
respectively. The computed vibrational efficacy can vary with the choice of 𝑆) . Table 4.2
lists the theoretical vibrational efficacy, computed as an average of the 𝜂 values at 𝑆) = 103

, 10-4 and 10-5, as well as the experimental results for comparison. For the 𝜈F state, the

efficacies for the individual 1’, 2’ and 1” components are also listed. As shown in Table
4.2, the efficacies for the 1’ and 1” components are close to zero, because the 1” state
cannot couple to any A’ state due to symmetry, and the 1’ state couples only weakly to the
2’ state, and given minimal mode softening, these two states have 𝑆) similar to that of the
ground state. The vibrational efficacies for the 2’ component of the antisymmetric stretch
state and the symmetric stretch state (3’) are very similar, because the two states mix in the
entrance channel due the surface-molecule interaction. Thus, for CH4 on both Pt(111) and
Ni(111), the 𝜈% state has a larger vibrational efficacy than the 𝜈F state. Similar behavior has
been observed both experimentally46,47 and theoretically30 for CH4 dissociation on Ni(100).
For the 2𝜈F overtone state, our computed 𝜂(2𝜈F ) on Pt(111) is in excellent agreement
with the experimental value, while on Ni(111) the theoretical value is smaller than the
experimental result. Similarly, the computed efficacy for the 𝜈F state is too low on Ni(111)
when compared with experiment. This is because on Ni(111) we overestimate the groundstate 𝑆) , while the vibrationally excited sticking curves are consistent with experimental
data. However, given the tendency for the PBE functional to underestimate the barrier
height, we might have expected all of the theoretical sticking probabilities to be larger than
the experimental data.
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Table 4.2 Vibrational efficacies 𝜂 from theory and experiment (expt.) and Sudden Vector
Projection overlaps 𝛾 for CH4 dissociation on Pt(111) and Ni(111). Results are shown for
the stretch states.
1𝜈%

1𝜈F (1’, 2’, 1”)

Pt(111), 𝜂

0.57

Pt(111), 𝛾

1𝜈F (expt.)

2𝜈F

2𝜈F (expt.)

0.43 (0.05, 0.58, 0.03) -

0.34

0.389

0.40

0.35 (0.32, 0.70, 0.01) -

-

-

Ni(111), 𝜂

0.78

0.61 (0.23, 0.79, 0.08) 1.2542

0.49

0.659

Ni(111), 𝛾

0.39

0.32 (0.21, 0.75, 0.00) -

-

-

The vibrational efficacies are consistently larger on Ni(111) than on Pt(111), due to
the stronger nonadiabatic couplings on Ni(111), which lead to stronger transitions from
one vibrationally adiabatic state to lower-energy states at the avoided crossings. This
reflects the extent to which the vibrational states are mixed due to the surface-molecule
interaction.
To predict mode selective behavior, the Guo group proposed the Sudden Vector
Projection (SVP) model, which assumes that the collision is much faster than the
intramolecular vibrational energy redistribution (IVR).48,49 In this sudden limit, the efficacy
of a vibrational mode 𝜈 for promoting reaction is approximately proportional to the overlap
between the mode vector at large negative 𝑠 (𝑠 = 𝑠) ), 𝐿[ (𝑠) ), and the vector corresponding
to the imaginary frequency at the TS (𝑠 = 0), 𝐿%? (0),
%?

𝛾=

𝐿Z,[ (𝑠) )𝐿Z,%? (0)
Zl%

111

(4.2)

We maximize the overlap 𝛾 between the vectors by aligning the molecule at 𝑠) similar to
that at the TS. This overlap reflects how much the vibrational mode 𝜈 resembles the motion
of the molecule as it dissociates at the TS.
In Table 4.2, we also list the overlap 𝛾 for the stretch states on two surfaces. For both
surfaces, the SVP overlap is larger for the 𝜈% symmetric stretch state than the 𝜈F
antisymmetric stretch state, consistent with the observed vibrational efficacies for these
states. The overlap for the 𝜈F state is an average of the 𝛾 values for the three components.
We note that the 2’ component of the 𝜈F mode has a larger 𝛾 value than the 3’ mode,
suggesting that the 2’ mode more closely resembles the imaginary-frequency mode at the
TS. However, the SVP overlap for the 1’ mode is smaller than that for the 3’mode, and the
1” mode has zero overlap due to symmetry. Thus, the overall 𝛾 for the 𝜈F mode is smaller
than that for the 𝜈% mode. Note that, in our RPH model, even if the symmetric stretch does
not mostly resemble the imaginary-frequency mode when CH4 is far above the surface, it
evolves into a mode with vibration localized on the reactive bond.
In Figure 4.11 and 4.12, we plot the dissociative sticking probabilities for molecules
in the 𝜈& and 𝜈' bending states on Pt(111) and Ni(111), respectively, as well as the 𝜈% and
𝜈F results for comparison. We also plot the sticking curves for the 4’ and 2” components
of the 𝜈& state and the 5’, 6’ and 3” components of the 𝜈' state. While the 𝜈& and 𝜈' states
have much lower 𝑆) than the stretch states, the vibrational energies for the bending states
are only half of the energies for the stretch states. Thus, the vibrational efficacies are similar
for the stretch and bending states.
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Figure 4.11 Dissociative sticking probabilities for CH4 dissociation on Pt(111) at 600 K.
Results are shown for the ground state (gs), the 𝜈F , 𝜈% , 𝜈& and 𝜈' excited states and the
components of the 𝜈& and 𝜈' bending states.

Figure 4.12 Dissociative sticking probabilities for CH4 dissociation on Ni(111) at 475 K.
Results are shown for the ground state (gs), the 𝜈F , 𝜈% , 𝜈& and 𝜈' excited states and the
components of the 𝜈& and 𝜈' bending states.
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Table 4.3 shows the vibrational efficacies 𝜂, computed as an average of the values at
𝑆) = 10-3, 10-4 and 10-5, as well as the SVP overlaps 𝛾 for the bending states. Again, the
vibrational efficacies are larger on Ni(111) than on Pt(111), for the reasons discussed. On
Pt(111), the 𝜈& and 𝜈' states have similar 𝜂, slightly smaller than that for the 𝜈F state. On
Ni(111), the efficacies for the bending states are close to or even larger than the 𝜈F efficacy.
Unlike the 1” component of the antisymmetric stretch, the 3” mode softens in the curvecrossing region, which leads to the lower activation energy for the 3” state listed in Table
4.1. On the other hand, the 1” mode is only weakly coupled to the 2” mode, due to the large
energy gap between these two modes, while the 2” and 3” modes can couple to other lowerenergy A” modes. As a result, molecules excited to either the 2” or 3” state can transition
to lower-energy PESs, and have relatively large reactivity. For the 4’, 5’ and 6’ states, the
nonadiabatic couplings between the bending modes are large, and as shown in Figure 4.4
these modes are on the “cascading” pathway for CH4 dissociation. Thus, our model
suggests reasonable vibrational efficacies for the bending states.
The SVP model gives slightly different results. The SVP overlaps for the bending
modes are about half as big as the overlaps for the stretch modes. For the bending states,
the A” modes have zero overlap, and none of the A’ modes has a particularly large 𝛾 value
comparable to that for the 2’ mode. In fact, Guo et al. found similar behavior for H2O
dissociation on Cu(111). They found that the SVP overlaps for the bending modes are much
smaller than those for the stretch modes,50 while the computed efficacies are similar for the
stretch and bending states.51–53
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Table 4.3 Vibrational efficacies 𝜂 from theory and experiment (expt.) and Sudden Vector
Projection overlaps 𝛾 for CH4 dissociation on Pt(111) and Ni(111). Results are shown for
the bending states.
𝜈& (4’, 2”)

𝜈F (5’, 6’, 3”)

Pt(111), 𝜂

0.38 (0.43, 0.32)

0.36 (0.23, 0.40, 0.38)

Pt(111), 𝛾

0.15 (0.29, 0.00)

0.13 (0.15, 0.22, 0.01)

Ni(111), 𝜂

0.57 (0.66, 0.45)

0.71 (0.69, 0.86, 0.54)

Ni(111), 𝛾

0.15 (0.31, 0.00)

0.15 (0.19, 0.24, 0.00)

Figure 4.13 shows the sticking probability for CHD3 dissociation on Pt(111) at 120 K
and 500 K. To benchmark our RPH model, we compare our results with recent AIMD
studies by Nattino et al.,33 who used the PBE functional with a moving five-layer 3×3
supercell to perform calculations at energies well above the barrier heights, where quantum
effects should be small. The agreement between our RPH results and the AIMD
calculations is excellent, suggesting that the approximations in our model are reasonable.
At low energies, the AIMD data are a bit above the RPH sticking curves, because the zeropoint energy may flow into other degrees of freedom in the classical calculations.54 Our
model assumes that most of the reactive trajectories correspond to CH4 dissociation at or
near the minimum barrier sites. This assumption is reasonable at energies close to or below
the barrier heights, where most of the experiments are performed. However, at higher
energies, other impact sites may start to contribute. This AIMD study shows that the
majority of the reactive trajectories are close to the MEP at 120K.33
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Figure 4.13 Dissociative sticking probabilities for CHD3 dissociation on Pt(111) at 120 K
and 500 K. Our calculations (lines) are compared with the AIMD results (circles) from Ref.
33.

Finally, in Figure 4.14, we plot the ground-state sticking probability, 𝑆) , as a function
of the surface temperature, 𝑇c , for CH4 dissociation on Pt(111) at four incident energies 𝐸Z
= 0.42, 0.48, 0.62 and 1.27 eV. Our results are compared with some older experimental
molecular beam studies.55,56 The agreement between theory and experiment is good. The
sticking probability increases with increasing surface temperature at all temperatures and
incident energies considered. At energies below the static surface barrier height, the
increase in 𝑆) with 𝑇c is large. At these energies, reaction is only possible over metal atoms
that are puckered out of the surface plane, as this puckering can significantly lower the
height of the barrier to dissociation by an amount of 𝛽𝑄 , where 𝑄 is the vibrational
displacement of the metal atom over which the methane dissociates. As shown in Figure
4.3, the root-mean-square displacement 𝑄Ü´c increases with 𝑇c . As a result, raising 𝑇c
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increases the probabilities for large values of 𝑄, and thus greatly increases the sticking
probability. On the other hand, at high energies, where the reactivity is large, the variation
in 𝑆) with 𝑇c is small, because most of the molecules can overcome the static surface
barrier. In addition, lattice recoil, due to molecular impact, can convert energy from the
molecule to the metal lattice and decrease the sticking probability at high incident energies.
Note that our model only approximates this effect by including relative velocities smaller
than the incident velocity, which may be a problem at high energies.

Figure 4.14 Computed ground-state sticking probability (lines) as a function of the surface
temperature, 𝑇c , for CH4 dissociation on Pt(111) at four incident energies 𝐸Z = 0.42, 0.48,
0.62 and 1.27 eV. The experimental data (symbols) are from Ref. 55 and 56.
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4.5 Sticking Probability Using the Specific Reaction Parameter (SRP) Functional
As noted, the PBE functional tends to underestimate the barrier to dissociation, and
neglects the van der Waals interaction. Recently, the Kroes group, using the Specific
Reaction Parameter (SRP) functional, was able to reproduce 𝑆) obtained experimentally
for CHD3 dissociation on several surfaces within chemical accuracy.15–17 In this section,
we use the SRP functional15,17, combined with our quantum approach, to describe the
dissociation of CHD3 on Pt(111), and compare the results with those using the PBE
functional.
The SRP functional is a linear combination of the PBE24,25 and RPBE57 functionals,
15–17

𝐸¹Ì = 𝑥𝐸¹î±Ý° + 1 − 𝑥 𝐸¹±Ý° + 𝐸ÌŠ‡ï

(4.3)

where 𝐸¹î±Ý° and 𝐸¹±Ý° are the exchange parts of the RPBE and PBE functionals, and
𝐸ÌŠ‡ï is the correlation part that provides an approximation of the attractive van der Waals
interaction. The Kroes group fitted a candidate SRP functional to the measured “laser-off”
𝑆) for CHD3 dissociation on Ni(111) using AIMD calculations, and found 𝑥 = 0.32.15,17

4.5.1 Transition State and Minimum Energy Path Using the SRP Functional
We first re-locate the MEP for CH4 dissociation on Pt(111), using the SRP
functional15,17 with a lattice constant of 4.0202 Å. A five-layer 3×3 supercell with periodic
boundary conditions is used to model the metal as a series of infinite slabs, with a large
vacuum space between the slabs. Details on the TS geometry and energy are compared
with the PBE results in Table 4.4.
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Table 4.4 Transition state data for CH4 on Pt(111) using the SRP and PBE functionals. 𝑍Ì‡
is the distance from the carbon atom to the Pt atom directly below it. 𝑟 ‡ and 𝜃 ‡ are the
length of the dissociating bond and its angle relative to the surface normal, respectively.
𝐸³‡c is the molecular adsorption energy. 𝐸‹ is the barrier height relative to the methane
molecule infinitely far above the surface, and the activation energy 𝐸³ is 𝐸‹ with ZPE
corrections.
𝑍Ì‡ (Å)

𝑟 ‡ (Å)

𝜃 ‡ (°)

𝐸³‡c (eV)

𝐸‹ (eV)

ZPE (eV)

𝐸³ (eV)

SRP

2.283

1.562

133.0

-0.214

0.819

-0.115

0.704

PBE

2.241

1.521

131.7

-0.032

0.815

-0.117

0.698

The TS geometries for the two functionals are very similar, except the reactive C-H
bond being slightly more stretched for the SRP functional. The inclusion of the vdW
interaction in the SRP function gives a deeper attractive well in the entrance channel with
𝐸³‡c = -0.214 eV, which will increase molecular velocities in the curve-crossing region.
The barrier heights are similar for the two functionals. In Figure 4.15, we plot the total
energy, 𝑉) , as a function of the distance along the reaction path, 𝑠, and the distance of the
carbon atom above the surface, 𝑍Ì , using both the PBE and SRP functionals.
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Figure 4.15 The total energy, 𝑉) , along the MEP for methane dissociation on Pt(111),
using both the PBE and SRP functionals. 𝑉) is plotted as a function of the distance along
the path, 𝑠, and the distance of the carbon atom above the surface plane, 𝑍Ì , (in the inset).

4.5.2 Normal Mode Analysis
Similar to CHD3 dissociation on Ni(111) discussed in Section 3.3, there are four
possible, equally probable, orientations of CHD3 at the TS. For molecules initially in either
the ground or 𝜈% state, the C-H cleavage configuration contributes most to the total sticking,
except at very high energies. In Figure 4.16, we plot some of the normal mode energies
ℏ𝜔€ 𝑠 along the reaction path for C-H cleavage. This MEP is symmetric with respect to
reflection through a plane that is perpendicular to the surface plane and include the
dissociating bond. The fourteen normal modes are thus either symmetric (A’) or
antisymmetric (A”) with respect to this reflection. This symmetry is important, as the
nonadiabatic coupling is rigorously zero between two modes of different symmetry. Figure
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4.16 includes only the eight symmetric modes, as they dominate the reaction dynamics.
The normal modes computed using the SRP and PBE functionals are very similar, as are
the ZPE-corrected barrier heights.

Figure 4.16 Energies of the eight symmetric normal modes along the reaction path for
CHD3 dissociation on Pt(111), using the SRP (solid lines) and PBE (dotted lines)
functionals.

In Figure 4.17, we plot the nonadiabatic coupling, 𝐵¢,€ , for C-H cleavage in the curvecrossing region. These couplings are responsible for the large enhancement in 𝑆) with
vibrational excitation. As discussed, vibrationally excited molecules can transition to
vibrationally adiabatic states of lower energy at the avoided crossings, where the
nonadiabatic couplings are largest, and convert the excess vibrational energy into
translational motion along the reaction path. The magnitude of this effect is proportional
to the nonadiabatic couplings.
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Figure 4.17 𝐵¢,€ couplings for symmetric C-H cleavage of CHD3 on Pt(111) in the curvecrossing region, using the SRP (solid lines) and PBE (dotted lines) functionals.

Figure 4.18 𝐵¢,€ couplings for symmetric C-H cleavage of CHD3 on Pt(111) in the
entrance channel, using the SRP (solid lines) and PBE (dotted lines) functionals.
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In the curve-crossing region right before the TS, the 𝐵¢,€ couplings are similar for the
SRP and PBE functionals, except that the 𝐵[C ,[ñ and 𝐵[ñ ,[y couplings are slightly larger for
the SRP functional. However, in the entrance channel (Figure 4.18), the SRP couplings are
twice as big as the PBE results, due to the inclusion of the vdW interaction in the SRP
function. These couplings can mix vibrationally adiabatic states that are nearly degenerate
in the entrance channel.
Similar behavior has been found for the 𝐵¢,%? couplings in Figure 4.19 and 4.20.
While 𝐵¢,%? are similar for the two functionals near the TS, the SRP functional gives much
larger couplings in the entrance channel, due to the stronger molecule-surface interaction.
The 𝐵¢,%? couplings can transition ground-state molecules to excited states, thus decrease
𝑆) for the ground state at high incident energies.

Figure 4.19 𝐵¢,%? couplings for symmetric C-H cleavage of CHD3 on Pt(111) in the curvecrossing region, using the SRP (solid lines) and PBE (dotted lines) functionals.
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Figure 4.20 𝐵¢,%? couplings for symmetric C-H cleavage of CHD3 on Pt(111) in the
entrance channel, using the SRP (solid lines) and PBE (dotted lines) functionals.

4.5.3 Reaction Probabilities Using the SRP and PBE Functionals
As discussed, the SRP functional gives a deeper van der Waals attractive well as well
as slightly larger nonadiabatic couplings relative to the PBE functional. In Figure 4.21, we
plot the single-site rigid-lattice reaction probability, 𝑃) , for molecules initially in either the
ground or 𝜈% excited state. For the 𝜈% state, the reaction probabilities computed using the
SRP functional, labelled by “SRP 𝑉) + SRP couplings”, are much larger than those using
the PBE functional, labelled by “PBE 𝑉) + PBE couplings”, at low incident energies. This
may result from the slightly larger nonadiabatic couplings and/or the deeper attractive well,
which leads to larger molecular velocities and transition probabilities.
To disentangle these two effects, we consider two other cases in Figure 4.21: one with
𝑉) computed from the SRP functional but the couplings from the PBE functional (“SRP 𝑉)
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+ PBE couplings”), the other with 𝑉) from the PBE functional combined the SRP couplings
(“PBE 𝑉) + SRP couplings”). For the 𝜈% state, the inclusion of the van der Waals well has
a larger effect, as the reaction probability curves are similar for the “SRP 𝑉) + PBE
couplings” and “SRP 𝑉) + SRP couplings” cases. For the ground state, both the deeper
attractive well and the stronger couplings are important, and they increase 𝑃) at low
incident energies but decrease the reactivity at high energies.

Figure 4.21 Single-site rigid-lattice reaction probability, 𝑃) , for C-H cleavage of CHD3.
The molecules are initially in the ground state or the 1𝜈% excited state. Results are shown
for four combinations of couplings and MEPs.

In Figure 4.22, we plot 𝑃) for the two components of the CD3 antisymmetric stretch
state (𝜈' ) and the CD3 symmetric stretch state (𝜈& ). Again, the reaction probabilities are
computed for the four combinations of couplings and MEPs. We see similar behavior for
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these states: both the increased molecular velocities due to the inclusion of the van der
Waals interaction and the stronger nonadiabatic couplings boost the reactivity for the SRP
results. The enhancement in 𝑃) with the SRP functional is larger for the CD3 stretch states
than the C-H stretch state and the ground state.

Figure 4.22 Single-site rigid-lattice reaction probability, 𝑃) , for C-H cleavage of CHD3.
The molecules are initially in one component of the 𝜈' state or the 𝜈& state. Results are
shown for four combinations of couplings and MEPs.

Finally, to compute the dissociative sticking probability, 𝑆) , we average 𝑃) over all
impact sites, correct the rotational treatment, and include the effects of lattice motion, using
approaches described in Section 4.2. In Figure 4.23, we plot 𝑆) for CHD3 dissociation on
Pt(111) at 500 K. The total sticking probability is the sum over the four configurations,
divided by four. We find that using the SPR functional leads to an increase in reactivity for
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excited states and a slightly smaller 𝑆) for the ground state at high energies. Thus, the
overall effect is to increase the vibrational efficacies for promoting reaction. This improves
the agreement with experiment.

Figure 4.23 Dissociative sticking probabilities, 𝑆) , for CHD3 dissociation on Pt(111) at
500 K, computed using the SRP (solid lines) and PBE (dotted lines) functionals. The
molecules are initially in the ground state or one of the single-quantum excited states.

In Figure 4.24, we compare our SRP-based RPH results with available experimental
data and AIMD calculations using the SRP functional.17 The “laser-off” 𝑆) , labelled by
“LO” in Figure 4.24, includes the contributions from vibrationally excited molecules. The
agreement between experiment and the two theoretical models is very good, though our
RPH 𝑆) for the 𝜈% state is about three times smaller than the experimental data at 𝐸Z = 0.6
eV.
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Figure 4.24 Dissociative sticking probabilities, 𝑆) , for CHD3 dissociation on Pt(111) at
500 K. The RPH calculations are compared with the AIMD calculations and the
experimental data from Ref. 17.

4.6 Conclusion
In this chapter, we examined the dissociative chemisorption of CH4 on Pt(111). As
we have observed in similar studies on Ni(111) in Chapter 3, excitation of the symmetric
stretch has a larger vibrational efficacy for promoting reaction than exciting the
antisymmetric stretch for the reasons discussed. The vibrational efficacies for the bending
states are smaller than that for the symmetric stretch state, but similar to the antisymmetric
stretch state.
The results for CH4 dissociation on Pt(111) are compared with those on Ni(111). We
find that the dissociative sticking probabilities at a given energy are larger on Pt(111) than
on Ni(111), due to the smaller activation energies on Pt(111), while the vibrational
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efficacies are larger for reaction on Ni(111), because of the stronger nonadiabatic couplings
on Ni(111) that mix the different vibrationally adiabatic states.
Our calculations show that the sticking probability increases strongly with increasing
surface temperature at low incident energies, due to lattice motion that modifies the barrier
for dissociation. On the other hand, at higher energies, the variation in 𝑆) with 𝑇c is small.
Finally, we compare the results computed using the SRP and PBE functionals. The
SRP functional gives a deeper attractive well in the entrance channel, due to the inclusion
of van der Waals interactions, and slightly larger nonadiabatic couplings, both of which
increase the vibrational efficacies for promoting reaction.
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CHAPTER 5
DISSOCIATIVE CHEMISORPTION OF METHANE ON STEPPED SURFACES

5.1 Introduction
While the dissociative chemisorption of methane on flat or low Miller index surfaces
has been intensively studied both experimentally and theoretically, practical catalysts are
likely to be atomically rough and have defect sites, such as steps and kinks, on the surface.
Figure 5.1 shows the structures of various defect sites on a corrugated surface, described
by the “terrace-ledge-kink” (TLK) model: the terraces are low index faces terminated by
atomic steps (edges), while these steps consist of densely packed rows of atoms separated
by monatomic kinks.

step
kink

terrace

Figure 5.1 Schematic representation of the terrace, step and kink sites on a vicinal surface.
As the metal-metal coordination numbers of the step and kink atoms are different from
that of the terrace atoms, reactions at these defect sites are expected to have different
reactivity and dynamics. It is known that stepped surfaces are generally more reactive for
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methane dissociation compared to flat surfaces.1–10 Abild-Pedersen et al. reported an
experimental and theoretical investigation of methane dissociation on the steps and terraces
of a stepped Ni surface. They found the intrinsic sticking probability of methane on the
steps to be two orders of magnitude higher than that on the terraces at 500 K, which is in
good agreement with their calculated difference in activation energy of 17 kJ/mol.8 For Pt
surfaces, Gee et al. performed molecular beam experiments on a stepped Pt(533) surface,
and found that the activation barrier to dissociation is about 0.3 eV lower on the steps than
on the planar Pt(111) surface.9 The difficult part, when experimentally exploring the effect
of step sites, is to distinguish between dissociation on steps and terraces. Recently,
Chadwick et al. used the reflection absorption infrared spectroscopy (RAIRS) technique to
determine the site-resolved sticking probability on Pt(211), and found a difference in
activation barrier of at least 30 kJ/mol between the step and terrace sites.1
In addition to the activation energy, the details of the dissociation dynamics at steps
can differ from that on terraces. In this chapter, we study the dissociative chemisorption of
methane on the stepped Pt(211) and Ni(211) surfaces. We first locate the MEPs on these
stepped surfaces, and then perform scattering calculations to examine the dynamics on the
two surfaces.

5.2 Computational Model and Electronic Structure Calculations
The stepped (211) surface contains a three-atom wide (111) terrace and a (100) step.
In our calculations, a four-layer 3×2 supercell with periodic boundary conditions is used
to represent the Pt(211) surface as a series of infinite slabs (shown in Figure 5.2(A)). The
Brillouin zone is sampled by an 8×6×1 Γ-centered grid of k points. However, we find that
using a smaller 3×1 unit cell increases the barrier height by only 0.01 eV. To save
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computational time, we use a four-layer 3×1 supercell and an 8×8×1 k-point grid to model
the Ni(211) surface (shown in Figure 5.2(B)). The vacuum spaces between the slabs are
18.2 Å and 16.1 Å for Pt(211) and Ni(211), respectively. For Pt(211), we use the PBE
functional11,12 to locate the MEPs and the SRP functional2,13,14 to rescale the barrier heights.
The two functionals give similar geometries but slightly different barrier heights. For
Ni(211), electronic structure calculations are performed using the SRP functional. To
account for the magnetic moment of nickel, we perform spin polarized calculations for
Ni(211).
Before locating MEPs, we relax the two topmost metal layers. After surface relaxation,
the step atoms move inward by 2.8 % and 4.3 %, while the corner atoms move outward by
1.2 % and 3.3 % for Ni(211) and Pt(211), respectively.

A

terrace

step

B
corner

terrace

step

2.72 Å

corner

2.43 Å
2.95 Å

2.56 Å

2.82 Å

2.52 Å

Pt(211)

Ni(211)

Figure 5.2 Schematic presentation of the bare relaxed surfaces: (A) Pt(211), (B) Ni(211).
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5.3 Adsorption of H and CH3
We first examine the binding of the H and CH3 product fragments on these two
surfaces. The adsorption sites on the (211) surface are more complex than those on the
high-symmetry (111) surface. We consider 14 sites on the surface (shown in Figure 5.3),
including several unique top (t), bridge (b), fcc threefold hollow (fcc), and hcp threefold
hollow (hcp) sites, and the fourfold hollow (h) site.

step edge

corner

side view
t: top
b: bridge
fcc: fcc threefold hollow
hcp: hcp threefold hollow
h: fourfold hollow

Figure 5.3 Adsorption sites on the (211) surface. Only the topmost layer of the 3×2 unit
cell is shown.

For H adsorption, the adsorption energies 𝐸³‡c , relative to the energy where the H
atom is infinitely far from the surface, are summarized in Table 5.1. For Pt(211), binding
is preferred on the bridge site along the step edge (b1), with an adsorption energy of -2.914
eV, 0.075 eV larger than the second most stable state (t1). We find that on Pt(211)
adsorption at the step edge is strongly favored, and the PES for adsorption is more
energetically corrugated for Pt(211) and Pt(100)15 compared to Pt(111)16. Our calculated
adsorption energy for H on Pt(211) is consistent with that reported by Chen et al..6
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For H on Ni(211), the four threefold hollow sites (fcc1, fcc2, hcp1 and hcp2) have
similar 𝐸³‡c , with the hcp site near the step edge (hcp1) being slightly more stable, while
binding on the bridge and top sites is much less favorable or even unstable, except for the
bridge site along the step edge (b1). Similar behavior was found for Ni(111) and Ni(100):
the hollow site is slightly preferred over the bridge site, with binding on the top site unstable
by about 0.6 eV.15,16 Our results are in good agreement with other studies,17–20 including a
theoretical study by Wang et al.,17 who found an adsorption energy of -2.84 eV for the
most stable site (i.e., the hcp site) with the PBE functional.
According to previous studies,6,15,16,21 the methyl group binds preferentially on the top
site of Pt surfaces, so we only examine the three top sites of the Pt(211) surface. At these
top sites, the adsorption energy changes little for different orientations of the methyl group.
The adsorption energies for the three Pt(211) top sites are listed in Table 5.2. Similar to H
on Pt(211), the binding of CH3 at the step edge is the most stable, with an adsorption energy
of -2.174 eV, close to the energy reported by Chen et al.6. Methyl adsorption on the terrace
top site (t2) of Pt(211) is very similar to that on Pt(111). The binding strength of CH3 on
the top sites tends to decrease with the increase in coordination number of the Pt atom over
which CH3 adsorbs.
For methyl adsorption on Ni(211), we consider the same 14 adsorption sites as for H.
The methyl group has a strong preference for the step bridge site, which is at least 0.2 eV
more stable than other sites. The most stable site on the terrace of Ni(211) is the fcc site
near the step edge, which is consistent with the binding of CH3 on Ni(111). We find that
the adsorption energy for the most stable site on Ni(211) is 0.33 eV larger than that on
Ni(111). These results are in good agreement with other theoretical studies.17,18,20
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We find that the binding strength of H and CH3 decreases with increasing coordination
number of the metal atom over which the adsorbate adsorbs. This can be explained by the
d-band model proposed by Hammer and Nørskov.22–24 According to their studies, the
adsorbate-metal interaction includes two parts. First, the adsorbate s orbital interacts with
the metal s band, forming a filled low-energy bonding orbital and an empty high-energy
antibonding orbital. Second, the 𝜎 bonding orbital will further interact with the metal d
band, which results in 𝜎-d bonding and (𝜎-d)* antibonding states, shown in Figure 5.4. The
𝜎-d state is filled, while the degree of filling of the (𝜎-d)* antibonding state depends on the
electronic structure of the metal atom, and an increased filling of the (𝜎-d)* state will
destabilize the binding of H and CH3. For a transition metal atom, a higher d-band center
with respect to the Fermi level corresponds to a decrease in filling of the (𝜎-d)* state and
the stronger binding of H and CH3. On the other hand, the d-band center increases with the
decrease in coordination number of the metal atom.8,25 Thus, H and CH3 binding on a step
atom is more stable than that on a terrace atom.

Figure 5.4 Schematic illustration of the interaction between the 𝜎 bonding orbital and the
metal d band.23
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Table 5.1 The adsorption energy 𝐸³‡c , relative to the energy where the H atom is infinitely
far from the surface, for H on Pt(211) and Ni(211). The lattice atoms are fixed at their bare
relaxed surface positions. The results for H on Pt(111) and Ni(111) are also listed for
comparison.
𝐸³‡c

Pt(211)

Pt(111)

Ni(211)

Ni(111)

(eV)
Site

SRP

PBE

SRP

PBE

t1

-2.839

-2.717

PBE

t2

-2.789

-2.640

t3

-2.590 a -2.481 a

-2.509 a -2.410 a

b1

-2.914

-2.849

-2.842

-

b2

-2.649

-2.591

-

-

b3

-2.767

-2.697

-2.677

-2.566

SRP

PBE

-2.370

-2.229

-2.384 a -2.207 a
-2.832

-2.707

a

-2.709

-2.666

a

-

-

b4

-2.496 a -2.459 a

b5

-2.632

-2.562

-

-

b6

-2.612

-2.549

-

-

fcc1

-2.627

-2.584

-2.810

-2.736

fcc2

-2.563

-2.531

-2.772

-2.708

hcp1

-

-

-2.868

-2.800

hcp2

-

-2.549

-2.810

-2.736

h1

-

-

-

-2.659

-2.723

-2.673

a

SRP

-

-2.669 a -2.624 a

-2.708

-2.663
-

-2.749 a -2.670 a

-2.877

-2.810

-2.854

-2.794

-

-

As these adsorption sites are metastable, we restrict the horizontal coordinates for H.
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Table 5.2 The adsorption energy 𝐸³‡c , relative to the energy where CH3 is infinitely far
from the surface, for CH3 on Pt(211) and Ni(211). The lattice atoms are fixed at their bare
relaxed surface positions. The results for CH3 on Pt(111) and Ni(111) are also listed for
comparison.
𝐸³‡c

Pt(211)

Pt(111)

Ni(211)

Ni(111)

(eV)
Site

SRP

PBE

SRP

t1

-2.174

-2.113

t2

-2.014

-1.842

t3

-1.277

-1.160

b1

-

-

b4

-

-

b5

-

-

fcc1

-

-

-1.225

hcp1

-

-

-1.162

-2.073

PBE

-1.944

SRP

PBE

-1.867

-1.816

-1.560

-

SRP

PBE

-1.614

-1.530

-1.360 a -1.392 a
-2.096

-2.171

-1.329 a -1.329 a -0.979 a -1.121 a -1.609 a -1.655 a
-1.455

-1.523

-1.278

-1.722

-1.823

-1.769

-1.882

-1.188

-

-

-1.728

-1.841

a

As these adsorption sites are metastable, we restrict the horizontal coordinates for the
carbon atom.

5.4 Reaction Paths and Transition States on Pt(211) and Ni(211)
We use the CI-NEB26 and NEB27 methods to locate MEPs and TSs on Pt(211) and
Ni(211). The lattice atoms are fixed at their bare relaxed surface positions, and the energies
are considered converged when all forces are smaller than 0.01 eV/Å. Our zero of energy
corresponds to the gas phase molecule far above the bare relaxed surface. For a given
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surface, the reactant state is the same for all reaction paths, with the methane molecule far
above the surface.
We have located four MEPs on Pt(211): dissociation along the step edge (path N),
dissociation across the step edge (paths M and L), and dissociation over a terrace atom.
The corresponding TS configurations are shown in Figure 5.5. At these TSs, the carbon
atom is roughly over the top site with the dissociating H atom angled toward the surface.
For the N transition state, the carbon atom is over an edge atom and the dissociating C-H
bond is oriented parallel to the step edge. The M and L transition states have similar
geometries, except that the dissociating bond is oriented perpendicular to the edge with the
reactive H atom toward the (111) terrace for the M path and toward the (100) step for the
L path. These two geometries allow the molecule to get closer to the surface and the
reactive C-H bond to be more stretched. The terrace TS geometry is very similar to that on
Pt(111), taking into account the angle between the (211) surface and the (111) terrace, with
the dissociating bond being more stretched than the N transition state but less stretched
than the M and L transition states.
Details on the TS geometries and energies are reported in Table 5.3. Among these
four MEPs, the lowest barrier is along the N path, consistent with the strong binding of
CH3 on the step top site and H on the step bridge site. As shown in Table 5.3, the activation
energy for this path is only 0.435 eV. The activation energy for dissociation on the terrace
sites is 0.872 eV, 0.437 eV higher than that of the N path on the step sites. This is consistent
with the experimental observation that the difference in the activation barrier is at least 30
kJ/mol (0.31 eV) between the step and terrace sites.1 For the corner sites, the CH3 binding
energy is only -1.28 eV, and we estimate the barrier height to be 1.92 eV, with the carbon
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atom restricted over a Pt(211) corner atom. Thus, dissociation is not likely to occur at the
corner sites under most experimental conditions, and we expect that the N path will
dominate the total sticking on Pt(211) except at the highest energies.
The barrier to dissociation decreases with the increase in binding strength of the
product fragments. Again, this can be explained in terms of the d-band theory.22–24 As CH4
approaches the surface, the interaction with the metal s and p states gives rise to a shift in
the CH4 bonding and antibonding orbitals, and the new orbitals further interact with the
metal d band, forming the 𝜎-d and (𝜎-d)* states. The step atom has a higher d-band center
with respect to the Fermi level, corresponding to a decrease in filling of the (𝜎 -d)*
antibonding state and a lower barrier height.8,25

Figure 5.5 Transition state configurations for the dissociation of CH4 on Pt(211). Only
three rows of the topmost metal layer are shown. The geometries are optimized with the
PBE functional. The barrier height 𝐸‹ is given for each configuration.

143

Table 5.3 Transition state data for methane dissociation on Pt(211) and Pt(111). For TSs
on the step sites of Pt(211), 𝑍Ì‡ is the distance from the carbon atom to the (211) surface
through the step edge; for Pt(111) and the terrace sites of Pt(211), it is the distance from
the carbon atom to the Pt atom directly below it. 𝑟 ‡ and 𝜃 ‡ are the length of the dissociating
bond and its angle relative to the surface normal, respectively. 𝐸‹ is the barrier height
relative to the methane molecule infinitely far above the surface, and the activation energy
𝐸³ is 𝐸‹ with zero point energy (ZPE) corrections. All calculations are for the PBE
functional, except for 𝐸³óî± , the activation energy using the SRP functional.
𝑍Ì‡ (Å) 𝑟 ‡ (Å)

𝜃 ‡ (°)

Pt(211), N

2.242

1.480

133.6

0.477

-0.103

0.374

0.435

Pt(211), M

2.157

1.608

122.0

0.557

-0.076

0.481

0.484

Pt(211), L

2.175

1.654

124.3

0.643

-0.089

0.554

0.567

Pt(211), terr

2.254

1.525

129.4

1.044

-0.109

0.935

0.872

Pt(111)

2.241

1.521

131.7

0.815

-0.117

0.698

0.705

𝐸‹ (eV) ZPE (eV) 𝐸³ (eV)

𝐸³óî± (eV)

a

For the terrace TS, 𝜃 ‡ is the angle of the dissociating bond relative to the (111) surface
normal.

For methane dissociation on Ni(211), we have characterized three MEPs: dissociation
along the step edge (path Q), dissociation across the edge (path P), and dissociation over a
terrace atom. Figure 5.6 shows the corresponding TS configurations. The results for the TS
geometries and energies are summarized in Table 5.4. The lowest energy TS on Ni(211)
(along the Q path) is very similar to that on Pt(211), with the carbon atom roughly over an
edge atom and the dissociating bond parallel to the edge, but the activation energy is larger
on Ni(211) by about 0.26 eV, due to the stronger attractive forces on the top site for the Pt
surfaces relative to the Ni surfaces. For the Q path, as the bond breaks, both H and CH3
move to their most stable sites, i.e., the hcp1 site and the step bridge site. This TS geometry
is very similar to that reported by Abild-Pedersen et al.,8 in which a 2×1 unit cell is used,
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and the topmost layer and the adsorbates are allowed to relax during geometry
optimization. However, our barrier height is about 0.3 eV lower than their results. This
discrepancy is due to their use of a smaller supercell, which leads to higher repulsion
between two neighboring adsorbates at the TS. Other DFT studies by Xu et al.,18 using a
3×1 unit cell, and by Wang et al.,17 using a 4×1 unit cell, found the barrier heights to be
0.62 and 0.61 eV, respectively, when the two topmost substrate layers are allowed to relax.
These results are consistent with our relaxed-surface barrier height of 0.62 eV for the Q
path (not shown). In addition, different functionals can also contribute to the variation in
energy.

Figure 5.6 Transition state configurations for the dissociation of CH4 on Ni(211). Only the
topmost metal layer is shown. The geometries are optimized with the SRP functional. The
barrier height 𝐸‹ is given for each configuration.
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Table 5.4 Transition state data for methane dissociation on Ni(211) and Ni(111). For TSs
on the step sites of Ni(211), 𝑍Ì‡ is the distance from the carbon atom to the (211) surface
through the step edge; for Ni(111) and the terrace sites of Ni(211), it is the distance from
the carbon atom to the Ni atom directly below it. 𝑟 ‡ and 𝜃 ‡ are the length of the
dissociating bond and its angle relative to the surface normal, respectively. 𝐸‹ is the barrier
height relative to the methane molecule infinitely far above the surface, and the activation
energy 𝐸³ is 𝐸‹ with zero point energy (ZPE) corrections. All calculations are for the SRP
functional.
𝑍Ì‡ (Å)

𝑟 ‡ (Å)

𝜃 ‡ (°)

𝐸‹ (eV)

ZPE (eV)

𝐸³ (eV)

Ni(211), P

2.048

1.652

133.1

0.835

-0.144

0.691

Ni(211), Q

2.033

1.632

126.0

0.699

-0.127

0.572

Ni(211), terr

2.199

1.651

135.3 a

1.129

-0.135

0.994

Ni(111)

2.168

1.634

134.7

1.022

-0.134

0.888

a

For the terrace TS, 𝜃 ‡ is the angle of the dissociating bond relative to the (111) surface
normal.

For the P path, the reactive H atom dissociates toward the (111) terrace, with an
activation energy of 0.69 eV, 0.12 eV higher than that of the lowest barrier path. On
Ni(211), we are not able to locate the TS for dissociation on the step sites with the reactive
H toward the (100) step, similar to the L transition state on Pt(211). The corresponding
product state has a high energy of 0.48 eV, consistent with the weak binding of H on the
bridge site (b3).
For methane dissociation on the terrace sites, the activation energy is 0.44 eV larger
than that for the lowest barrier path on the step edge. Thus, reactivity on Ni(211) is
dominated by dissociation on the step sites.
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Finally, we note that the reactive C-H bond lengths at the TS are similar for all paths
on Ni(211), except a slightly smaller value for the Q path, and all of them are larger than
those on Pt(211), if the same functional is used.

5.5 Scattering Dynamics for Methane Dissociation on Pt(211)
We use our RPH-based approach, described in Chapter 2, to perform scattering
calculations for the dissociative chemisorption of methane on Pt(211). In Figure 5.7, we
plot the total energy, 𝑉) (𝑠), along the L and N paths on Pt(211) and along the MEP on
Pt(111), as a function of the distance along the path, 𝑠, where (𝑑𝑠)& =
𝑠 = 0 at the TS, and the 𝑎Z 𝑠

%?
&
Zl%(𝑑𝑎Z (𝑠)) , with

are the mass-weighted Cartesian coordinates of the

molecule at a point 𝑠. The MEP on the Pt(211) terrace is very similar to that on Pt(111),
except for a higher barrier height, while the M path has a similar PES to the L path.

Figure 5.7 Reaction paths for CH4 dissociation on Pt(211) and Pt(111), using the PBE
functional.
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5.5.1 Normal Mode Analysis
We diagonalize the force-projected Hessian to find the fourteen normal modes and
corresponding frequencies 𝜔€ 𝑠 that describe motion orthogonal to the reaction path in
the harmonic approximation. In Figure 5.8, we plot ℏ𝜔€ 𝑠 along the L (left panel) and N
(right panel) paths on Pt(211). Note that the L path is symmetric with respect to reflection
through a plane perpendicular to the step edge and including the reactive bond. Thus, the
fourteen normal modes are either symmetric (A’) or antisymmetric (A”) with respect to
this reflection. We label the A’ modes 1’-8’ and the A” modes 1”-6”. The nonadiabatic
coupling is only nonzero between two modes of the same symmetry. There is no symmetry
in the N path, and the nonadiabatic coupling is in general nonzero. We label the fourteen
modes 1-14 for the N path.

Figure 5.8 Energies of the normal modes for the L (left panel) and N (right panel) paths
on Pt(211). Results are computed using the PBE functional.
As discussed in previous chapters, the vibrational efficacy is affected by modesoftening and nonadiabatic couplings. Mode softening lowers the adiabatic barrier for
dissociation. As shown in Table 5.3, mode softening is slightly larger for reaction on the
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terraces than on the steps. For nonadiabatic couplings, the so-called Coriolis couplings,
𝐵¢,€ , which are responsible for transitions between vibrationally adiabatic states, are more
important than the curvature couplings, 𝐵¢,%? . In Figure 5.9, we plot the 𝐵¢,€ couplings for
the L (left panel) and N (right panel) paths on Pt(211), as well as for the MEP on Pt(111)
for comparison. The magnitude of the 𝐵¢,€ couplings is similar for dissociation on the step
sites of Pt(211) and on Pt(111), which leads to similar nonadiabatic transition amplitudes.
Considering these two factors, we expect to see slightly larger vibrational efficacies on the
terrace sites.

Figure 5.9 𝐵¢,€ couplings for the L (left panel) and N (right panel) paths on Pt(211).
Results are computed using the PBE functional.

5.5.2 Rotational Treatment and Impact Site Averaging
To compute the dissociative sticking probability 𝑆) , we average the single-site
reaction probability 𝑃) over all reaction pathways and impact sites, and correct the
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rotational treatment. We first divide the Pt(211) surface into three regions: the step region,
the terrace region and the corner region. For each region, we average 𝑃) over impact sites
within a unit region shown in Figure 5.10. Motion along X and Y is slow on collision time
scales, given the relatively large molecular mass and the normal incident conditions.
Assuming no translational steering, we use the sudden model with the “energy-shifting”
approximation, given by Eq. 2.23, to approximate 𝑃) at other impact sites close to the
minimum barrier sites. The increase in barrier height relative to the minimum barrier sites,
∆𝑉 X, Y , is computed by re-locating the TS with the x and y coordinates of the carbon
atom fixed at several impact sites X, Y . Table 5.5 lists the calculated results in terms of
ℏΩ¹ and ℏΩ» for impact sites near the minimum barrier sites on Pt(211), where the
%

%

&

&

frequencies Ω¹ and Ω» satisfy ∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y & , and the molecule is
translated by (∆X, ∆Y) at the TS.

Figure 5.10 Unit regions for averaging over impact sites near the step, terrace, and corner
atoms on Pt(211).
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Table 5.5 The increase in barrier height relative to the minimum barrier sites on Pt(211).
Results are reported in terms of ℏΩ¹ and ℏΩ» , where the frequencies Ω¹ and Ω» satisfy
%
%
∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y & , and the molecule is translated by (∆X, ∆Y) at the TS.
&

a

&

Pt(211), L

Pt(211), M a

Pt(211), N

Pt(211), Terrace/Pt(111)

ℏΩ¹ (eV)

0.0144

0.0144

0.0158

0.0121

ℏΩ» (eV)

0.0108

0.0108

0.0081

0.0159

For the M path, we use the L path results.

This approach is used to average 𝑃) over impact sites within the terrace region. For
the step region, we need to consider different reaction pathways. The three lowest energy
TSs differ with respect to the azimuthal orientation of the reactive C-H bond, described by
the 𝜙 angle. We break up the step region into sub-regions by dividing 𝜙 into sub-regions
corresponding to the L, M, and N paths, and a similar approach is used to average 𝑃) over
impact sites and 𝜙 within each sub-region. For the corner region, given the high barrier
height, we assume that it contributes nothing to the total 𝑆) . This is consistent with the
experimental observation that only two peaks, rather than three, in the C-H stretch region
of the RAIRS spectrum are detected.1
The polar orientation of the reactive bond relative to the surface normal, described by
the 𝜃 angle, is treated adiabatically in our 𝑃) calculations. This adiabatic treatment is
reasonable at lower incident energies, given the relatively small moment of inertia.
However, at higher energies the rotational dynamics might be closer to sudden.28 We thus
estimate 𝑆) in the sudden limit using the approach described in Chapter 2, and define our
𝑆) as an average of these two limiting cases. The parameters for averaging are chosen so
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that the total sticking probability has 90% adiabatic behavior at 0.2 eV and 90% sudden
behavior at 0.9 eV.

5.5.3 Effects of Lattice Motion
As noted in Chapter 2, we use the sudden model to treat the effects of lattice motion,
given the large mass of the metal atoms and the short collision time. Lattice vibration can
change the height of the barrier to dissociation. On the Pt(211) terrace, like the (111) and
(100) surfaces29,30, this effect is mostly confined to the motion of the lattice atom over
which the methane dissociates, and this motion is normal to the (111) terrace. On the step
edge, the motion of the metal atom right below the methane also most strongly modifies
the barrier, but the direction is away from the surface normal. The motion of other atoms
can also change the barrier height, but their contributions are small. For both step and
terrace atoms, we define 𝑄 as the displacement of the metal atom over which the methane
dissociates, in the direction of the motion that most strongly changes the barrier height, and
𝑄 > 0 for motion away from the bulk. As the lattice atom vibrates, the height of the barrier
to dissociation changes by an amount of – 𝛽𝑄. Note that for step atoms this 𝛽-type coupling
arises from lattice motion with components both perpendicular to and lateral to the (211)
surface. Figure 5.11 shows the directions and magnitudes of the largest of the 𝛽-type
couplings for the TSs on the step sites. For the terrace atoms, we use the same 𝛽 value of
0.95 eV/Å obtained for Pt(111).31
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Figure 5.11 Transition states for the dissociation of methane on the Pt(211) step sites. Only
three rows of the topmost metal layer are shown. The arrows indicate the directions and
magnitudes of the largest of the 𝛽-type couplings, in units of eV/Å.

For a given surface temperature 𝑇c , we average 𝑆) over the displacement 𝑄, using the
Debye model described in Chapter 2. To do this, we need to know the root-mean-square
displacement 𝑄Ü´c . For the Pt(111) surface, this value is obtained from surface scattering
experiments, but such data is not available for Pt(211). We thus perform AIMD
calculations to compute 𝑄Ü´c at 300 K, and find 𝑄Ü´c = 0.109 Å for the motion of the
terrace atom in the direction normal to the (111) terrace. For the step atom, we find a value
of 0.099 Å in the direction normal to the (211) surface. Our total energy calculations
suggest that this value is very similar to those in the directions of the largest 𝛽-couplings.
As the 𝑄Ü´c values for the step and terrace atoms on Pt(211) are close to the value of 0.104
Å on Pt(111) at 300 K, we use the Pt(111) Debye temperature of 140 K32,33, extracted from
experiments, to compute 𝑄Ü´c on Pt(211) at a given 𝑇c .
Lattice vibration also modifies the location of the TS along 𝑍 by an amount of 𝛼𝑄ô .
We find 𝛼 = 0.8379 and 0.8993 for the L and N paths, respectively. The modified Surface
Mass Model (SMM)29,30,34,35 is used to include this effect.
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5.5.4 Dissociative Sticking Probability for CH4 on Pt(211)
Figure 5.12 shows the contributions to the total sticking from the four reaction
pathways on Pt(211) at 𝑇c = 120 K. For molecules initially in the ground state, the
dissociative sticking probability for the N path is an order of magnitude larger than that for
any other path, except at the highest energies. The enhancement in reactivity by excitation
of the antisymmetric stretch (1𝜈F ) is largest for the L and M paths and for dissociation on
the terrace sites, consistent with the reactive C-H bond being more stretched at the TS.

Figure 5.12 Computed contributions to the total dissociative sticking probability of
methane from the L, M, N and terrace (T) paths. Results are shown for methane initially in
the ground state (gs) or the 1𝜈F excited state at 𝑇c = 120 K, using the PBE functional.
The dissociative sticking probability computed using the PBE functional is in good
agreement with experiment. To further improve the agreement, we rescale the barrier
heights to the SRP values. The SRP functional gives larger activation energies for all paths
on the step edge, but a smaller value on the terrace site (shown in Table 5.3). The inclusion
of van der Waals forces in the SRP functional also leads to a deeper physisorption well and
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slightly larger nonadiabatic couplings in the entrance channel, which might affect 𝑆) for
both ground-state and excited molecules. However, we do not include this effect in this
study. In addition, we find that on Pt(111) the SRP functional gives stronger nonadiabatic
couplings in the entrance channel, and thus enhances the reactivity for excited states.
Similarly, the computed couplings on Pt(211) might also be larger from the SRP functional.
In Figure 5.13, the computed 𝑆) for molecules initially in the ground state (gs) and
the 1𝜈F excited state are compared with experimental results. The agreement between
theory and experiment for dissociation on the step sites is very good. Our calculations
reproduce the ground state 𝑆) and the vibrational efficacy for the 1𝜈F state measured in
experiments. The vibrational efficacy for the 1𝜈F state is defined by
𝜂 [õ =

𝐸€ laser − off, 𝑆) − 𝐸€ 𝜈F , 𝑆)
∆𝐸[õ

(5.1)

where the numerator is the increase in collision energy necessary to give the same 𝑆) as
increasing the vibrational energy by ∆𝐸[õ . The computed efficacies typically vary with 𝑆) .
We find 𝜂[õ (step) = 0.50 at 𝑆) = 3×10ÁF and 𝜂[õ (step) = 0.37 at 𝑆) = 10Á% for the step
sites, consistent with the experimental value 𝜂[õ (step) = 0.45.
For the terrace sites, the agreement is less good. However, the experimental 𝑆) (terr)
is estimated using the same RAIRS conversion factor obtained for Pt(111),36 because it is
not possible to calibrate 𝑆) on the terrace sites. It is possible that the transition dipole
moment is different for the symmetric stretch of CH3 on these two sites. If the experimental
𝑆) (terr) is rescaled by a factor of 0.3, the agreement improves significantly. The computed
vibrational efficacies for the terrace sites are 𝜂[õ (terr) = 0.53 at 𝑆) = 10Á' and 𝜂[õ (terr)
= 0.55 at 𝑆) = 7×10Á? , in good agreement with the experimental value of 0.59.
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Figure 5.13 A comparison of theoretical sticking probabilities for CH4 initially in the
ground state (gs) or the 1𝜈F excited state on Pt(211) at 𝑇c = 120 K with those obtained from
experiments. Results are shown for the step sites (solid lines) and the terrace sites (dashed
lines) using the SRP functional. LO represents 𝑆) under laser-off conditions.

5.6 Scattering Dynamics for Methane Dissociation on Ni(211)
We use a similar approach with the SRP functional to compute the dissociative
sticking probability for CH4 on Ni(211). Figure 5.14 shows the total energy 𝑉) (𝑠), along
the two MEPs on the step sites, as a function of 𝑠, the distance along the path. The Q path
is both thermodynamically and kinetically favored. However, the motion of the methyl
group during the reaction, due to the strong preference for CH3 binding on the step bridge
site, decreases the tunneling probability for this path relative to the P path, where the methyl
group binds on the step top site. For both paths, the inclusion of van der Waals forces in
the SRP functional gives a physisorption well depth of about 0.2 eV in the entrance
channel. As noted, the activation energy for the lowest energy path is 0.26 eV larger on
Ni(211) than on Pt(211), using the SRP functional.
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Figure 5.14 Reaction paths for methane dissociation on Ni(211) using the SRP functional.

5.6.1 Normal Mode Analysis
We compute and diagonalize the force-projected Hessian to find the fourteen normal
coordinates 𝑄€ and corresponding frequencies 𝜔€ 𝑠 describing displacements orthogonal
to the reaction path in the harmonic approximation. In Figure 5.15, we plot ℏ𝜔€ 𝑠 along
the P (left panel) and Q (right panel) paths on Ni(211). The P path, with CH4 dissociating
across the step edge, is symmetric with respect to reflection through a plane perpendicular
to the edge and including the reactive bond. We label the symmetric modes 1’-8’ and the
antisymmetric modes 1”-6”. The Q path has no symmetry, and the nonadiabatic coupling
is in general nonzero. We label the fourteen modes 1-14.
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Figure 5.15 Energies of the normal modes for the P (left panel) and Q (right panel) paths
on Ni (211). Results are computed using the SRP functional.

Due to mode softening of the 𝜈% symmetric stretch mode and some of the bending
modes, ZPE corrections lower the activation energy in the adiabatic limit. This softening
is slightly larger for the P path than the Q path, but the difference is only 0.017 eV. Like
the Pt(111) and Ni(111) surfaces, mode softening is stronger on Ni(211) than on Pt(211),
consistent with the reactive C-H bond being more stretched at the TS on Ni(211). For the
P path, we find that the 3’ mode, correlated adiabatically with the symmetric stretch,
evolves from a nonlocal mode into vibration entirely localized on the reactive bond. Similar
behavior has been observed for the Q path on Ni(211) and the MEPs on Pt(211). Thus,
stronger reactive bond softening on the Ni surfaces leads to a stronger softening of the 3’
mode before 𝑠 = -0.7 amu1/2/Å, compared to the Pt surfaces. At 𝑠 = -0.7 amu1/2/Å, the 3’
mode exchanges character with the 4’ mode, and the 4’ mode becomes the softened C-H
stretch between 𝑠 = -0.7 to -0.5 amu1/2/Å. This character-exchange behavior occurs at the
avoided crossings. Thus, reactive C-H bond softening also results in mode softening of the
lower-frequency modes correlated adiabatically with the bending modes.
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On the other hand, as shown in Figure 5.16, the 𝐵¢,€ coupling is a bit stronger for the
Q path than the P path in the curve-crossing region. This coupling leads to nonadiabatic
transitions from one vibrationally adiabatic state to another of lower energy, and can
explain the relatively large vibrational efficacy for the 𝜈% symmetric stretch.

Figure 5.16 𝐵¢,€ couplings for the P (left panel) and Q (right panel) paths in curve-crossing
region on Ni(211). Results are computed using the SRP functional.

In addition, we find that the 𝐵¢,€ coupling in the entrance channel is responsible for
the large vibrational efficacy observed for the triply degenerate antisymmetric stretch (𝜈F )
state on the step sites of Ni(211). In our previous studies of methane dissociation on the
Ni(111) and Pt(111) surfaces,31,37 only the 𝐵¢,€ coupling between the 𝜈% state and one
component of the 𝜈F state (i.e., the 2’ state for symmetric MEPs or the state 3 for
asymmetric MEPs) is relatively strong in the entrance channel. Thus, only this component
is very reactive, comparable to the 𝜈% state. On the step sites of Pt(211), there are nonzero

159

couplings between different 𝜈F components, but they have little effect on the vibrational
efficacy.
For the Q path on Ni(211), as shown in the right panel of Figure 5.17, we find strong
couplings between some components of the 𝜈F state, and the components are mixed by
these couplings as the molecule approaches the surface. Similar behavior has been
observed for the P path, except that the 1” mode does not couple to any symmetric mode.
As shown in Figure 5.18, these strong couplings result in large reaction probabilities for
the antisymmetric stretch states, with the state 2, instead of the state 3 observed for other
surfaces, being the most reactive state. In the left panel of Figure 5.17, we illustrate how
these couplings affect the reaction probabilities for the 𝜈F components by plotting the stateresolved reaction probabilities along the Q MEP in the entrance channel. Results are shown
for molecules initially in the state 2 with a collision energy of 0.9 eV. To remove the
scattered wave from the total wave (incident wave + scattered wave), we set an optical
potential at 𝑠 = -3.0 amu1/2/Å to absorb the scattered wave. We find that most of the
molecules in the state 2 can transition to the state 3 through the strong nonadiabatic
coupling 𝐵&,F around 𝑠 = -7.0 amu1/2/Å, then transition to the state 4, and so on, following
the reactive channel. However, only a small amount of molecules transition to the state 1,
because the coupling 𝐵%,& is small before 𝐵&,F reaches the largest value. Thus, only about
1% molecules stay on the less reactive trajectory along the adiabatic PES for the state 1.
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Figure 5.17 Left panel: state-resolved reaction probabilities along the Q MEP in the
entrance channel. Results are shown for molecules initially in the state 2 with a collision
energy of 0.9 eV. Right panel: 𝐵¢,€ couplings for the Q path in the entrance channel on
Ni(211). All the results are computed using the SRP functional.

Figure 5.18 Single-site rigid-lattice reaction probabilities for the P (left panel) and Q (right
panel) paths on Ni(211). Results are shown for molecules initially in the ground state (gs),
and the 𝜈% and 𝜈F excited states, using the SRP functional.
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5.6.2 Dissociative Sticking Probability for CH4 on Ni(211)
We use similar approaches to those for Pt(211) to average the single-site rigid-lattice
reaction probability 𝑃) over all reaction pathways and impact sites, correct the rotational
treatment, and include the effects of lattice motion. To average over impact sites close to
each minimum barrier site, we compute the increase in barrier height relative to the
minimum barrier site, ∆𝑉 X, Y . Table 5.6 lists the results in terms of ℏΩ¹ and ℏΩ» on
Ni(211). For the step region, we average over two MEPs, assuming that the dissociation of
methane with H moving toward the (100) step contributes nothing to the total 𝑆) . For the
rotational treatment, we define 𝑆) as an average of two limiting cases: the adiabatic limit
and the sudden limit. For Ni(211), the total sticking probability has 90% adiabatic behavior
at 0.2 eV and 90% sudden behavior at 1.1 eV.

Table 5.6 The increase in barrier height relative to the minimum barrier sites on Ni(211).
Results are reported in terms of ℏΩ¹ and ℏΩ» , where the frequencies Ω¹ and Ω» satisfy
%
%
∆𝑉 X, Y = 𝑀Ω¹& ∆X & + 𝑀Ω&» ∆Y & , and the molecule is translated by (∆X, ∆Y) at the TS.
&

&

Ni(211), P

Ni(211), Q

Ni(211), Terrace/Ni(111)

ℏΩ¹ (eV)

0.0096

0.0175

0.0184

ℏΩ» (eV)

0.0087

0.0049

0.0186

Finally, we introduce the effects of lattice motion, using the Debye model with a
Debye temperature of 280 K38. Lattice vibration modifies the barrier height by an amount
𝛽𝑄 and the location of the TS along 𝑍 by an amount 𝛼𝑄ô . We find 𝛽 = 0.621 and 0.833
eV/Å for the P and Q paths, respectively. The modified SMM is used to treat the 𝛼-type
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coupling, with 𝛼 = 0.811 and 0.880 for the P and Q paths. For dissociation on the terrace
sites, we estimate 𝑆) (terr) by shifting the Ni(111) sticking curves to higher 𝐸Z by the
differences in activation energy.
Figure 5.19 shows the contributions to the dissociative sticking probability from the
three reaction pathways on Ni(211) at 𝑇c = 500 K. The total 𝑆) for the ground state is
dominated by dissociation on the step sites except at the highest energies, due to the lower
activation energy compared to the terrace sites. Excitation of either the symmetric or
antisymmetric stretch promotes reaction at all energies. We find that the 𝜈F state has a high
vibrational efficacy on Ni(211), similar to that for the 𝜈% state, due to the strong
nonadiabatic couplings. The ground state reactivity is higher on Pt(211) than on Ni(211),
while the vibrational efficacies are larger on Ni(211).

Figure 5.19 Computed contributions to the total dissociative sticking probability of
methane from the P, Q and terrace (T) paths. Results are shown for the ground state (gs),
and two excited states at 𝑇c = 500 K.
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As noted, Abild-Pedersen et al. performed molecular beam experiments at 500 K for
methane dissociation on a stepped Ni(14 13 13) surface, using ultra high vacuum (UHV)
techniques.8 To distinguish between sticking on the step and terrace atoms, they blocked
the step sites with sulfur, and measured 𝑆) for the terrace sites. The sticking probability for
the steps is obtained by subtracting 𝑆) (terrace) from the total sticking probability. Their
measurements correspond to both incident-energy-averaged and vibrational-state-averaged
sticking probabilities.
To compare with their experiments, we average our energy-resolved and stateresolved sticking probability, 𝑆) 𝐸Z , 𝜈€ , over incident energies and vibrational states,
assuming a thermal distribution of molecules in different initial vibrational states, to
compute the averaged sticking probability, < 𝑆) >,
1
< 𝑆) >=
𝑘𝑇

ü
)

𝑃[û 𝑆) 𝐸Z , 𝜈€

°|

𝑒 Á€× 𝑑𝐸Z

(5.2)

[û

where 𝑃[û is the fraction of beam molecules in the 𝜈€ state at a nozzle temperature 𝑇çèéé§à .
In this case, we assume 𝑇çèéé§à = 𝑇 = 500 K. The fraction 𝑃[û is given by
𝑃[û =

𝑒

Á

þû
€×ÿ!""#$

[} 𝑒

Á

þ}
€×ÿ!""#$

(5.3)

where 𝜀€ is the vibrational energy for the 𝜈€ state.
The computed < 𝑆) > for CH4 dissociation at the step site is 1.04×10Á* , about four
times larger than the experimental value of 2.8×10Áµ , reported by Abild-Pedersen et al..8
For the terrace site, the computed < 𝑆) > on the (211) terrace is 1.04×10Áê , less than the
experimental value of 2.1×10Áê for the Ni(14 13 13) terrace.8 This is because the Ni(14
13 13) surface has a wider terrace compared with Ni(211). Thus, the activation energy on
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the Ni(14 13 13) terrace is lower than that on the Ni(211) terrace, but higher than the
Ni(111) surface. As expected, the computed < 𝑆) > on Ni(111) is 1.3×10Á+ , larger than
the experimental < 𝑆) > for the Ni(14 13 13) terrace.

5.7 Conclusion
In this Chapter, we have examined the dissociative chemisorption of CH4 on the
stepped Pt(211) and Ni(211) surfaces. We have located four and three MEPs on Pt(211)
and Ni(211), respectively, including dissociation along the step edge, dissociation across
the step edge, and dissociation over a terrace atom. For both step and terrace sites, methane
dissociates over a top site, producing chemisorbed H and CH3 fragments. On both surfaces,
dissociation along the step edge dominates the total sticking at all but the highest energies.
The ZPE-corrected barrier heights corresponding to this MEP are 0.435 and 0.691 eV on
Pt(211) and Ni(211), respectively, about 0.3 - 0.4 eV lower than those for the terrace sites,
consistent with the binding of CH3 and H being more stable at the step edge. This is because
the d-band center of a step atom is closer to the Fermi level. Thus, the degree of filling of
the antibonding state, arising from the interaction between the CH4 𝜎 bonding orbital and
the metal d band, and the barrier to dissociation is lower for the step sites than the terrace
sites. Dissociation is not likely to occur at the corner sites, due to the high barrier height.
The computed sticking probabilities are in good agreement with experiment.1,8

165

5.8 References
(1)

Chadwick, H.; Guo, H.; Gutiérrez-González, A.; Menzel, J. P.; Jackson, B.; Beck,
R. D. J. Chem. Phys. 2018, 148 (1), 014701(9).

(2)

Migliorini, D.; Chadwick, H.; Nattino, F.; Gutiérrez-González, A.; Dombrowski,
E.; High, E. A.; Guo, H.; Utz, A. L.; Jackson, B.; Beck, R. D.; Kroes, G.-J. J. Phys.
Chem. Lett. 2017, 8 (17), 4177–4182.

(3)

Zhao, Z.; Chiu, C.-C.; Gong, J. Chem. Sci. 2015, 6 (8), 4403–4425.

(4)

Zhu, T.; Van Grootel, P. W.; Filot, I. A. W.; Sun, S. G.; Van Santen, R. A.;
Hensen, E. J. M. J. Catal. 2013, 297, 227–235.

(5)

Van Grootel, P. W.; Van Santen, R. A.; Hensen, E. J. M. J. Phys. Chem. C 2011,
115 (26), 13027–13034.

(6)

Chen, Y.; Vlachos, D. G. J. Phys. Chem. C 2010, 114 (11), 4973–4982.

(7)

Kleis, J.; Jones, G.; Abild-Pedersen, F.; Tripkovic, V.; Bligaard, T.; Rossmeisl, J.
J. Electrochem. Soc. 2009, 156 (12), B1447–B1456.

(8)

Abild-Pedersen, F.; Lytken, O.; Engbæk, J.; Nielsen, G.; Chorkendorff, I.;
Nørskov, J. K. Surf. Sci. 2005, 590 (2–3), 127–137.

(9)

Gee, A. T.; Hayden, B. E.; Mormiche, C.; Kleyn, A. W.; Riedmüller, B. J. Chem.
Phys. 2003, 118 (7), 3334–3341.

(10)

Bengaard, H. S.; Nørskov, J. K.; Sehested, J.; Clausen, B. S.; Nielsen, L. P.;
Molenbroek, A. M.; Rostrup-Nielsen, J. R. J. Catal. 2002, 209 (2), 365–384.

(11)

Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1997, 78 (7), 1396–1396.

(12)

Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77 (18), 3865–3868.

(13)

Nattino, F.; Migliorini, D.; Kroes, G. J.; Dombrowski, E.; High, E. A.; Killelea, D.

166

R.; Utz, A. L. J. Phys. Chem. Lett. 2016, 7 (13), 2402–2406.
(14)

Nattino, F.; Migliorini, D.; Bonfanti, M.; Kroes, G. J. J. Chem. Phys. 2016, 144
(4), 044702(16).

(15)

Nave, S.; Tiwari, A. K.; Jackson, B. J. Chem. Phys. 2010, 132 (5), 054705(12).

(16)

Nave, S.; Jackson, B. J. Chem. Phys. 2009, 130 (5), 054701(14).

(17)

Wang, Z.; Cao, X. M.; Zhu, J.; Hu, P. J. Catal. 2014, 311, 469–480.

(18)

Xu, Y.; Fan, C.; Zhu, Y. A.; Li, P.; Zhou, X. G.; Chen, D.; Yuan, W. K. Catal.
Today 2012, 186 (1), 54–62.

(19)

Li, J.; Croiset, E.; Ricardez-Sandoval, L. J. Mol. Catal. A Chem. 2012, 365, 103–
114.

(20)

Blaylock, D. W.; Zhu, Y. A.; Green, W. H. Top. Catal. 2011, 54 (13–15), 828–
844.

(21)

Papoian, G.; Nørskov, J. K.; Hoffmann, R. J. Am. Chem. Soc. 2000, 122 (17),
4129–4144.

(22)

Hammer, B.; Nørskov, J. K. Surf. Sci. 1995, 343 (3), 211–220.

(23)

Hammer, B.; Norskov, J. K. Nature. 1995, pp 238–240.

(24)

Hammer, B.; Norskov, J. K. Adv. Catal. 2000, 45, 71–129.

(25)

Hammer, B.; Nielsen, O.; Nørskov, J. K. Catal. Letters 1997, 46, 31–35.

(26)

Henkelman, G.; Uberuaga, B. P.; Jónsson, H. J. Chem. Phys. 2000, 113 (22),
9901–9904.

(27)

Henkelman, G.; Jónsson, H. J. Chem. Phys. 2000, 113 (22), 9978–9985.

(28)

Jackson, B.; Nattino, F.; Kroes, G. J. J. Chem. Phys. 2014, 141 (5), 054102(13).

(29)

Tiwari, A. K.; Nave, S.; Jackson, B. Phys. Rev. Lett. 2009, 103 (25), 253201(4).

167

(30)

Tiwari, A. K.; Nave, S.; Jackson, B. J. Chem. Phys. 2010, 132 (13), 134702(9).

(31)

Guo, H.; Jackson, B. J. Chem. Phys. 2016, 144 (18), 184709(10).

(32)

Takeuchi, W.; Yamamura, Y. Surface Science. 1992, pp 351–358.

(33)

Weinberg, W. H. J. Chem. Phys. 1972, 57 (12), 5463–5466.

(34)

Nave, S.; Tawari, A. K.; Jackson, B. J. Phys. Chem. A 2014, 118 (41), 9615–9631.

(35)

Luntz, A. C.; Harris, J. Surf. Sci. 1991, 258, 397–426.

(36)

Chen, L.; Ueta, H.; Bisson, R.; Beck, R. D. Rev. Sci. Instrum. 2013, 84 (5),
53902(9).

(37)

Guo, H.; Jackson, B. J. Phys. Chem. C 2015, 119 (26), 14769–14779.

(38)

Mróz, S. Surf. Sci. 1975, 51 (2), 365–376.

168

BIBLIOGRAPHY

(1)

H. Larsen, J.; Chorkendorff, I. Surf. Sci. Rep. 1999, 35 (5–8), 163–222.

(2)

Beck, R. D.; Utz, A. L. In Dynamnics of Gas-Surface Interactions, edited; Muiño,
R. D., Busnengo, H. F., Eds.; Springer-Verlag: Berlin Heidelberg, 2013; p 179.

(3)

Juurlink, L. B. F.; Killelea, D. R.; Utz, a. L. Prog. Surf. Sci. 2009, 84 (3–4), 69–
134.

(4)

Utz, A. L. Curr. Opin. Solid State Mater. Sci. 2009, 13 (1–2), 4–12.

(5)

Lee, M. B.; Yang, Q. Y.; Ceyer, S. T. J. Chem. Phys. 1987, 87 (5), 2724–2741.

(6)

Nave, S.; Tiwari, A. K.; Jackson, B. J. Chem. Phys. 2010, 132 (5), 054705(12).

(7)

Nave, S.; Jackson, B. J. Chem. Phys. 2009, 130 (5), 054701(14).

(8)

Henkelman, G.; Arnaldsson, A.; Jónsson, H. J. Chem. Phys. 2006, 124 (4),
044706(9).

(9)

Abild-Pedersen, F.; Lytken, O.; Engbæk, J.; Nielsen, G.; Chorkendorff, I.;
Nørskov, J. K. Surf. Sci. 2005, 590 (2–3), 127–137.

(10)

Liu, Z. P.; Hu, P. J. Am. Chem. Soc. 2003, 125 (7), 1958–1967.

(11)

Kratzer, P.; Hammer, B.; Norskov, J. K. J. Chem. Phys. 1996, 105 (13), 5595–
5604.

(12)

Jiang, B.; Yang, M.; Xie, D.; Guo, H. Chem. Soc. Rev. 2016, 45 (13), 3621–3640.

(13)

Hundt, P. M.; Van Reijzen, M. E.; Beck, R. D.; Guo, H.; Jackson, B. J. Chem.
Phys. 2017, 146 (5), 054701(8).

(14)

Guo, H.; Jackson, B. J. Chem. Phys. 2016, 144 (18), 184709(10).

(15)

Guo, H.; Jackson, B. J. Phys. Chem. C 2015, 119 (26), 14769–14779.

(16)

Hundt, P. M.; Ueta, H.; van Reijzen, M. E.; Jiang, B.; Guo, H.; Beck, R. D. J.
Phys. Chem. A 2015, 119 (50), 12442–12448.

(17)

Hundt, P. M.; Van Reijzen, M. E.; Ueta, H.; Beck, R. D. J. Phys. Chem. Lett. 2014,
5 (11), 1963–1967.

169

(18)
(19)

Killelea, D. R.; Utz, A. L. Phys. Chem. Chem. Phys. 2013, 15, 20545–20554.
Jiang, B.; Liu, R.; Li, J.; Xie, D.; Yang, M.; Guo, H. Chem. Sci. 2013, 4 (8), 3249–
3254.

(20)

Sacchi, M.; Wales, D. J.; Jenkins, S. J. Phys. Chem. Chem. Phys. 2012, 14 (45),
15879–15887.

(21)

Prasanna, K. G.; Olsen, R. a; Valdés, A.; Kroes, G.-J. Phys. Chem. Chem. Phys.
2010, 12 (27), 7654–7661.

(22)

Beck, R. D.; Maroni, P.; Papageorgopoulos, D. C.; Dang, T. T.; Schmid, M. P.;
Rizzo, T. R. Science 2003, 302 (5642), 98–100.

(23)

Jiang, B.; Guo, H. J. Phys. Chem. C 2013, 117 (31), 16127–16135.

(24)

Chen, L.; Ueta, H.; Bisson, R.; Beck, R. D. Faraday Discuss. 2012, 157, 285–295.

(25)

Killelea, D. R.; Campbell, V. L.; Shuman, N. S.; Utz, A. L. Science 2008, 319
(5864), 790–793.

(26)

Sacchi, M.; Wales, D. J.; Jenkins, S. J. Comput. Theor. Chem. 2012, 990, 144–151.

(27)

Chadwick, H.; Guo, H.; Gutiérrez-González, A.; Menzel, J. P.; Jackson, B.; Beck,
R. D. J. Chem. Phys. 2018, 148 (1), 014701(9).

(28)

Migliorini, D.; Chadwick, H.; Nattino, F.; Gutiérrez-González, A.; Dombrowski,
E.; High, E. A.; Guo, H.; Utz, A. L.; Jackson, B.; Beck, R. D.; Kroes, G.-J. J. Phys.
Chem. Lett. 2017, 8 (17), 4177–4182.

(29)

Zhu, T.; Van Grootel, P. W.; Filot, I. A. W.; Sun, S. G.; Van Santen, R. A.;
Hensen, E. J. M. J. Catal. 2013, 297, 227–235.

(30)

Van Grootel, P. W.; Van Santen, R. A.; Hensen, E. J. M. J. Phys. Chem. C 2011,
115 (26), 13027–13034.

(31)

Chen, Y.; Vlachos, D. G. J. Phys. Chem. C 2010, 114 (11), 4973–4982.

(32)

Bengaard, H. S.; Nørskov, J. K.; Sehested, J.; Clausen, B. S.; Nielsen, L. P.;
Molenbroek, A. M.; Rostrup-Nielsen, J. R. J. Catal. 2002, 209 (2), 365–384.

(33)

Gee, A. T.; Hayden, B. E.; Mormiche, C.; Kleyn, A. W.; Riedmüller, B. J. Chem.
Phys. 2003, 118 (7), 3334–3341.

(34)

Marcus, R. A. J. Chem. Phys. 1966, 45 (12), 4493–4499.

170

(35)

Miller, W. H.; Handy, N. C.; Adams, J. E. J. Chem. Phys. 1980, 72 (1), 99–112.

(36)

Kolasinski, K. W. In Surface Science: Foundations of Catalysis and Nanoscience;
John Wiley & Sons, 2008; p 128.

(37)

Hammer, B.; Nørskov, J. K. Surf. Sci. 1995, 343 (3), 211–220.

(38)

Hammer, B.; Norskov, J. K. Nature. 1995, pp 238–240.

(39)

Hammer, B.; Norskov, J. K. Adv. Catal. 2000, 45, 71–129.

(40)

Lennard-Jones, J. E. Transitions Faraday Soc. 1932, 28, 333–359.

(41)

Polanyi, J. Science (80-. ). 1987, 236, 680.

(42)

Polanyi, J. Acc. Chem. Res. 1972, 5 (5), 161–168.

(43)

Beck, R. D.; Utz, A. L. In Dynamics of Gas-Surface Interactions Atomic-level
Understanding of Scattering Processes at Surfaces; Dâiez Muiäno, R., Busnengo,
H. F., Eds.; Springer: Berlin, 2013.

(44)

Juurlink, L. B. F.; Mccabe, P. R.; Smith, R. R.; Dicologero, C. L.; Utz, A. L. Phys.
Rev. Lett. 1999, 83 (4), 868–871.

(45)

Smith, R. R.; Killelea, D. R.; DelSesto, D. F.; Utz, A. L. Science (80-. ). 2004, 304,
992–994.

(46)

Maroni, P.; Papageorgopoulos, D. C.; Sacchi, M.; Dang, T. T.; Beck, R. D.; Rizzo,
T. R. Phys. Rev. Lett. 2005, 94 (24), 246104(4).

(47)

Juurlink, L. B. F.; Smith, R. R.; Killelea, D. R.; Utz, a. L. Phys. Rev. Lett. 2005,
94 (20), 208303(4).

(48)

Abbott, H. L.; Bukoski, A.; Kavulak, D. F.; Harrison, I. J. Chem. Phys. 2003, 119
(13), 6407–6410.

(49)

Bukoski, A.; Harrison, I. J. Chem. Phys. 2003, 118 (21), 9762–9768.

(50)

Ukraintsev, V. a.; Harrison, I. J. Chem. Phys. 1994, 101 (2), 1564–1581.

(51)

Luntz, a. C.; Bethune, D. S. J. Chem. Phys. 1989, 90 (2), 1274–1280.

(52)

Holmblad, P. M.; Wambach, J.; Chorkendorff, I. J. Chem. Phys. 1995, 102 (20),
8255–8263.

(53)

Campbell, V. L.; Chen, N.; Guo, H.; Jackson, B.; Utz, A. L. J. Phys. Chem. A

171

2015, 119 (50), 12434–12441.
(54)

Killelea, D. R.; Campbell, V. L.; Shuman, N. S.; Smith, R. R.; Utz, a. L. J. Phys.
Chem. C 2009, 113 (48), 20618–20622.

(55)

Donald, S. B.; Navin, J. K.; Harrison, I. J. Chem. Phys. 2013, 139 (21),
214707(15).

(56)

Donald, S. B.; Harrison, I. Phys. Chem. Chem. Phys. 2012, 14 (5), 1784–1795.

(57)

Krishnamohan, G. P.; Olsen, R. A.; Kroes, G.-J.; Gatti, F.; Woittequand, S. J.
Chem. Phys. 2010, 133 (14), 144308(16).

(58)

Xiang, Y.; Zhang, Z. H. J. Chem. Phys. 2003, 118 (19), 8954–8959.

(59)

Milot, R.; Jansen, a. P. J. Phys. Rev. B 2000, 61 (23), 15657–15660.

(60)

Carré, M.-N.; Jackson, B. J. Chem. Phys. 1998, 108 (9), 3722–3730.

(61)

Luntz, a. C. J. Chem. Phys. 1995, 102 (20), 8264–8269.

(62)

Jansen, A. P. J.; Burghgraef, H. Surf. Sci. 1995, 344, 149–158.

(63)

Harris, J.; Simon, J. Phys. Rev. Lett. 1991, 67 (5), 652–655.

(64)

Luntz, A. C.; Harris, J. Surf. Sci. 1991, 258, 397–426.

(65)

Nave, S.; Jackson, B. J. Chem. Phys. 2007, 127 (22).

(66)

Halonen, L.; Bernasek, S. L.; Nesbitt, D. J. J. Chem. Phys. 2001, 115 (12), 5611–
5619.

(67)

Tiwari, A. K.; Nave, S.; Jackson, B. J. Chem. Phys. 2010, 132 (13), 134702(9).

(68)

Tiwari, A. K.; Nave, S.; Jackson, B. Phys. Rev. Lett. 2009, 103 (25), 253201(4).

(69)

Nave, S.; Jackson, B. Phys. Rev. Lett. 2007, 98 (17), 173003(4).

(70)

Nave, S.; Jackson, B. J. Chem. Phys. 2007, 127 (22), 224702(11).

(71)

Lozano, A.; Shen, X. J.; Moiraghi, R.; Dong, W.; Busnengo, H. F. Surf. Sci. 2015,
640, 25–35.

(72)

Shen, X. J.; Lozano, A.; Dong, W.; Busnengo, H. F.; Yan, X. H. Phys. Rev. Lett.
2014, 112 (4), 046101(5).

172

(73)

Sacchi, M.; Wales, D. J.; Jenkins, S. J. J. Phys. Chem. C 2011, 115, 21832–21842.

(74)

Nattino, F.; Ueta, H.; Chadwick, H.; van Reijzen, M. E.; Beck, R. D.; Jackson, B.;
van Hemert, M. C.; Kroes, G.-J. J. Phys. Chem. Lett. 2014, 5 (8), 1294–1299.

(75)

Nattino, F.; Migliorini, D.; Bonfanti, M.; Kroes, G. J. J. Chem. Phys. 2016, 144
(4), 044702(16).

(76)

Nattino, F.; Migliorini, D.; Kroes, G. J.; Dombrowski, E.; High, E. A.; Killelea, D.
R.; Utz, A. L. J. Phys. Chem. Lett. 2016, 7 (13), 2402–2406.

(77)

Guo, H.; Jiang, B. Acc. Chem. Res. 2014, 47 (12), 3679–3685.

(78)

Jackson, B.; Nave, S. J. Chem. Phys. 2011, 135 (11), 114701(12).

(79)

Mastromatteo, M.; Jackson, B. J. Chem. Phys. 2013, 139, 194701(9).

(80)

Nave, S.; Tawari, A. K.; Jackson, B. J. Phys. Chem. A 2014, 118 (41), 9615–9631.

(81)

Jackson, B.; Nave, S. J. Chem. Phys. 2013, 138 (17), 174705(11).

(82)

Jackson, B.; Nattino, F.; Kroes, G. J. J. Chem. Phys. 2014, 141 (5), 054102(13).

(83)

Han, D.; Nave, S.; Jackson, B. J. Phys. Chem. A 2013, 117 (36), 8651–8659.

(84)

Kresse, G.; Joubert, D. Phys. Rev. B 1999, 59 (3), 1758–1775.

(85)

Kresse, G.; Hafner, J. Phys. Rev. B Condens. Matter Mater. Phys. 1993, 47 (1),
558–561.

(86)

Kresse, G.; Hafner, J. Phys. Rev. B Condens. Matter Mater. Phys. 1994, 49 (20),
14251–14269.

(87)

Kresse, G.; Furthmüller, J. Phys. Rev. B Condens. Matter Mater. Phys. 1996, 54
(16), 11169–11186.

(88)

Kresse, G.; Furthmüller, J. Comput. Mater. Sci. 1996, 6 (1), 15–50.

(89)

Blöchl, P. E. Phys. Rev. B 1994, 50 (24), 17953–17979.

(90)

Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77 (18), 3865–3868.

(91)

Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1997, 78 (7), 1396–1396.

(92)

Xiang, Y.; Zhang, J. Z. H.; Wang, D. Y. J. Chem. Phys. 2002, 117 (16), 7698–
7704.

173

(93)
(94)

Miller, W. H.; Shi, S. J. Chem. Phys. 1981, 75 (5), 2258–2264.
Wang, H.; Hase, W. L. Chem. Phys. 1996, 212, 247–258.

(95)

Fang, J. Y.; Hammes-Schiffer, S. J. Chem. Phys. 1998, 108 (17), 7085–7099.

(96)

Fang, J. Y.; Hammes-Schiffer, S. J. Chem. Phys. 1998, 109 (17), 7051–7063.

(97)

Stopera, C. J.; Bladow, L. L.; Thweatt, W. D.; Page, M. J. Phys. Chem. A 2008,
112, 11931–11941.

(98)

Billing, G. D. Chem. Phys. 2002, 277, 325–340.

(99)

Henkelman, G.; Uberuaga, B. P.; Jónsson, H. J. Chem. Phys. 2000, 113 (22),
9901–9904.

(100) Henkelman, G.; Jónsson, H. J. Chem. Phys. 2000, 113 (22), 9978–9985.
(101) Sheppard, D.; Terrell, R.; Henkelman, G. J. Chem. Phys. 2008, 128 (13),
134106(10).
(102) Kosloff, D.; Kosloff, R. J.Computational Phys. 1983, 52 (1), 35–53.
(103) Feit, M. D.; Fleck, J. A.; Steiger, A. J. Comput. Phys. 1982, 47 (3), 412–433.
(104) Dai, J.; Zhang, J. Z. H. J. Phys. Chem. 1996, 100 (17), 6898–6903.
(105) Zhang, D. H.; Wu, Q.; Zhang, J. Z. H. J. Chem. Phys 1995, 102 (1), 124–132.
(106) Henkelman, G.; Jónsson, H. Phys. Rev. Lett. 2001, 86 (4), 664–667.
(107) Guo, H.; Farjamnia, A.; Jackson, B. J. Phys. Chem. Lett. 2016, 7 (22), 4576–4584.
(108) Chadwick, H.; Beck, R. D. Chem. Soc. Rev. 2016, 45 (13), 3576–3594.
(109) Chen, N.; Huang, Y.; Utz, A. L. J. Phys. Chem. A 2013, 117 (29), 6250–6255.
(110) Jiang, B.; Guo, H. J. Chem. Phys. 2013, 138 (23), 234104(10).
(111) Watwe, R. M.; Bengaard, H. S.; Rostrup-Nielsen, J. R.; Dumesic, J. a; Norskov, J.
K. J. Catal. 2000, 189 (1), 16–30.
(112) Yoon, S.; Holiday, R. J.; Crim, F. F. J. Phys. Chem. B 2005, 109 (17), 8388–8392.
(113) Yoon, S.; Holiday, R. J.; Sibert, E. L.; Crim, F. F. J. Chem. Phys. 2003, 119 (18),
9568–9575.

174

(114) Walker, a V; King, D. a. J. Chem. Phys. 2000, 112 (10), 4739–4748.
(115) Yoon, S.; Henton, S.; Zivkovic, A. N.; Crim, F. F. J. Chem. Phys. 2002, 116 (24),
10744–10752.
(116) Mróz, S. Surf. Sci. 1975, 51 (2), 365–376.
(117) Abram, I.; Martino, A. De; Frey, R.; Abram, I.; Martino, A. De; Frey, R. Chem.
Phys. Lett. 1982, 76 (12), 5727–5738.
(118) Wang, X. G.; Ediwin L. Sibert. J. Chem. Phys. 1999, 111 (10), 4510–4522.
(119) Ueta, H.; Chen, L.; Beck, R. D.; Colon-Diaz, I.; Jackson, B. Phys. Chem. Chem.
Phys. 2013, 15 (47), 20526–20535.
(120) Higgins, J.; Conjusteau, A.; Scoles, G.; Bernasek, S. L. J. Chem. Phys. 2001, 114
(12), 5277–5283.
(121) Chen, L.; Ueta, H.; Bisson, R.; Beck, R. D. Rev. Sci. Instrum. 2013, 84 (5),
53902(9).
(122) Bisson, R.; Sacchi, M.; Dang, T. T.; Yoder, B.; Maroni, P.; Beck, R. D. J. Phys.
Chem. A 2007, 111 (49), 12679–12683.
(123) Takeuchi, W.; Yamamura, Y. Surface Science. 1992, pp 351–358.
(124) Weinberg, W. H. J. Phys. C Solid State Phys. 1972, 5 (16), 2098–2104.
(125) Weinberg, W. H. J. Chem. Phys. 1972, 57 (12), 5463–5466.
(126) Jiang, B.; Guo, H. J. Phys. Chem. C 2014, 118 (46), 26851–26858.
(127) Jiang, B.; Li, J.; Xie, D.; Guo, H. J. Chem. Phys. 2013, 138 (4), 044704(9).
(128) Jiang, B.; Xie, D.; Guo, H. Chem. Sci. 2013, 4 (1), 503–508.
(129) Jiang, B.; Ren, X.; Xie, D.; Guo, H. Proc. Natl. Acad. Sci. U. S. A. 2012, 109
(111), 10224–10227.
(130) Hammer, B.; Hansen, L. B.; Nørskov, J. K. Phys. Rev. B 1999, 59 (11), 7413–
7421.
(131) Zhao, Z.; Chiu, C.-C.; Gong, J. Chem. Sci. 2015, 6 (8), 4403–4425.
(132) Kleis, J.; Jones, G.; Abild-Pedersen, F.; Tripkovic, V.; Bligaard, T.; Rossmeisl, J.

175

J. Electrochem. Soc. 2009, 156 (12), B1447–B1456.
(133) Wang, Z.; Cao, X. M.; Zhu, J.; Hu, P. J. Catal. 2014, 311, 469–480.
(134) Xu, Y.; Fan, C.; Zhu, Y. A.; Li, P.; Zhou, X. G.; Chen, D.; Yuan, W. K. Catal.
Today 2012, 186 (1), 54–62.
(135) Li, J.; Croiset, E.; Ricardez-Sandoval, L. J. Mol. Catal. A Chem. 2012, 365, 103–
114.
(136) Blaylock, D. W.; Zhu, Y. A.; Green, W. H. Top. Catal. 2011, 54 (13–15), 828–
844.
(137) Papoian, G.; Nørskov, J. K.; Hoffmann, R. J. Am. Chem. Soc. 2000, 122 (17),
4129–4144.
(138) Hammer, B.; Nielsen, O.; Nørskov, J. K. Catal. Letters 1997, 46, 31–35.

176

