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Abstract 
Spectral Properties of Limit-Periodic Schrodinger 
Operators 
by 
Zheng Gan 
We investigate spectral properties of limit-periodic Schrodinger operators 
in £2 (Z). Our goal is to exhibit as rich a spectral picture as possible. We 
regard limit-periodic potentials as generated by continuous sampling along 
the orbits of a minimal translation of a procyclic group. This perspective was 
first proposed by Avila and further exploited by the author, which allows one 
to separate the base dynamics and the sampling function. Starting from this 
point of view, we conclude that all the spectral types (i.e. purely absolutely 
continuous, purely singular continuous, and pure point) can appear within 
the class of limit-periodic Schrodinger operators. We furthermore answer 
questions regarding how often a certain type of spectrum would occur and 
discuss the corresponding Lyapunov exponent. In the regime of pure point 
spectrum, we exhibit the first almost periodic examples that are uniformly 
localized across the hull and the spectrum. 
Acknowledgments 
I am deeply grateful to my advisor, David Damanik, whose encourage-
ment, guidance and support enabled me to develop an understanding of the 
subject and finally finish the thesis project. 
I am grateful to my academic brother, Helge Kruger, for never ending 
mathematical discussions. 
I am grateful to many professors in our Schrodinger operator research 
community, like Gunter Stolz, Svetlana Jitomirskaya, Christian Remling, 
Yoram Last, Barry Simon, etc., who always gave me suggestions and an-
swered my questions whenever I met them in conferences. 
Last, I wish to thank all of the professors and staffs at the math de-
partment. They work hard for the department, creating a productive and 
pleasant studying environment. I wish to thank all of the fellow graduate 
students, who make our department as a warm and fun family. 
To my parents. 
Contents 
Abstract . . . . . . ii 
Acknowledgments . m 
Introduction vi 
1 An invitation to Limit-Periodic Schrodinger Operators 1 
1.1 Ergodic Schrodinger Operators 2 
1.2 Almost Periodic Sequences 5 
1.3 Limit-Periodic Sequences . 8 
1.4 Profinite Groups . . . . . 11 
1.5 Why Profinite Groups . . 15 
1.5.1 Generate Limit-Periodic Sequences. 15 
1.5.2 The Hull of a Limit-Periodic Potential 17 
2 Spectral Properties of Limit-Periodic Schrodinger Operators 22 
2.1 Properties of Periodic Schrodinger Operators . 23 
2.2 Absolutely Continuous Spectrum 27 
2.3 Singular Continuous Spectrum . . . . 35 
2.3.1 Zero Lyapunov Exponents . . 35 
2.3.2 Positive Lyapunov Exponents 37 
2.4 Uniform Localization . . . . . . . . . 47 
2.4.1 Introduction to Uniform Localization 49 
2.4.2 Distal Sequences . . . . . . . . . . 50 
2.4.3 Poschel's Results . . . . . . . . . . 54 
2.4.4 Existence of Uniform Localization . 56 
3 Open Problems 
Bibliography 
v 
59 
vi 
Introduction 
In this thesis, we will study spectral properties of limit-periodic Schrodinger 
operators. Someone may ask, why do people care about spectral properties of 
Schrodinger operators? Let's start with the celebrated Schrodinger equation, 
which is used to describe how the quantum state of a physical system evolves 
in time. 
In quantum mechanics, a particle moving around in a d-dimensional 
space is described by a normalized vector 1/J(t) in the separable Hilbert space 
1i = L2(JR.d) ('lj;(t) is also called a wavefunction or state) which satisfies the 
equation 
(1) 
where H, called the Hamiltonian, is a self-adjoint operator on L2(JR.d). In 
general, we assume that H is independent of time t, which is realizable in 
most physical models. We can solve the above equation as 
where 1/J is the state of the quantum particle at t = 0. Then, a natural 
question arises: how does one describe 1/J(t) = e-itH'ljJ? 
Assume that { 6n} nEZ is an orthonormal basis of 1i. Then I ( 6n, 1/J ( t)) 12 
can be interpreted as the probability of finding the particle at the state 6n 
at time t. The famous spectral theorem is the following. 
Theorem (Spectral Theorem). For every bounded measurable function f : 
JR. -+ JR., there exists a unique measure P,,p such that 
(1/J, f(H)'lj;) = 1 f(x) dp,,p. 
a(H) 
There are many variants of the spectral theorem. Please refer to [45] for 
more details about the spectral theorem. With the spectral theorem, we have 
Hac = { 1/J E 1i I P,,p is absolutely continuous with respect to the Lebesgue measure}, 
1isc = { 1/J E 1i I P,,p is singular continuous with respect to the Lebesgue measure}, 
and 
1ipp = { 'P E 1i I P,,p is pure point with respect to the Lebesgue measure}. 
vii 
It is easy to conclude 1l = 1lacffi1lsc8J1lpp· Let <7ac(H) = <J(HIHaJ, <7sc(H) = 
<J(HIHsJ, and <Jpp(H) = <7(HI1-lpp). We have <J(H) = <7ac(H)U<7sc(H)U<7pp(H) 
(note that they don't need to be pairwise disjoint). 
Theorem (RAGE Theorem, Ruelle-Amrein-Georgescu-Enss). Assume 1/J E 
1l and 1/J(t) is the solution of the Schrodinger equation (1}. Then we have 
(1}. f-L'I/J is pure point if and only if for any c > 0, there is NEz+ such that 
L I (8n, 1/J(t)) 12 < c 
lni~N 
for every t E lR. 
(2}. f-L'I/J is purely continuous if and only if for every N E z+, 
11T lim T L I (8n, 7/J(t)) 12 dt = 0. 
T--+oo T 
- lni:S:N 
(3}. If f-L'I/J is purely absolutely continuous, then for every N E z+, 
The RAGE theorem asserts, roughly speaking, that time evolution of 
1/J(t) is closely related to the spectral types of H. In 1l = L2(JRd), for a free 
particle, 
d [)2 
H=-~=-2:-a 2' X· j=l J 
which presents the kinetic energy. If there is a potential energy V ( x), we 
may also use 
(H'I/J)(x) = -~1/J(x) + V(x)'ljJ(x). 
We call the Had-dimensional continuum Schrodinger operator. 
If 1l = £2(/Zd), then -~ is replaced by a finite difference operator and 
V(x) replaced by V(n). So 
(H'IjJ)(n) = L 1/J(j) + V(n)'ljJ(n). 
j:lj-nl=l 
This H is called a d-dimensional discrete Schrodinger operator. 
viii 
We introduce two new spectra. 
CJdisc(H) = { E E CY(H) I E is an isolated eigenvalue with finite multiplicity}, 
and 
CYess(H) = CY(H)\CYdisc(H). 
The forth (and last) volume of "Methods of Modern Mathematical Physics" 
by Reed and Simon [37], called "Analysis of Operators", contains the follow-
ing statement: "Spectral analysis of an operator A concentrates on identify-
ing the five sets CYess(A), CJdisc(A), CYac(A), CY8 c(A) and CYpp(A)". 
In this thesis, we will study the spectral properties of one-dimensional 
discrete limit-periodic Schodinger operators. We carry out our study within 
the framework of ergodic Schrodinger operators, a larger class to which our 
limit-periodic Schrodinger operators belong, so that the properties of ergodic 
Schrodinger operators automatically apply to limit-periodic ones. We will 
show that all of the three spectral types can appear within the class of limit-
periodic Schrodinger operators. Besides, we will discuss the corresponding 
Lyapunov exponent, which plays an important role in describing time evolu-
tion of 7/J(t). In the region of pure point spectrum, we will exhibit the first 
almost periodic examples that are uniformly localized across the hull and the 
spectrum. 
Chapter 1 
An invitation to Limit-Periodic 
Schrodinger Operators 
In the history of Schrodinger operator research, there are two exceptional 
landmark events. One is Anderson discovering the absence of diffusion for 
certain random lattice Hamiltonians in 1958, which finally led Anderson to 
win the Nobel prize in physics in 1977. Random Schrodinger operators 
are good models for such random lattices, like alloys, glasses, etc. An-
other event of importance is the discovery of quasicrystals by Shechtman 
in 1982, which caused a paradigm shift in crystallography. Shechtman won 
the Nobel prize in chemistry in 2011 for this surprising discovery. How do 
people mathematically study electronic properties of this disordered struc-
ture? Periodic Schrodinger operators, of which properties are well known, 
are used to describe ordered systems. While, for the study of those special 
disordered systems, quasi-periodic Schrodinger operators play an essential 
role. In this thesis, we will study limit-periodic Schrodinger operators, which 
are natural mathematical extensions of periodic ones, that is, the potentials 
can be uniformly approximated by periodic potentials. Also, quasi-periodic 
and limit-periodic Schrodinger operators both belong to the class of ergodic 
Schrodinger operators, where the potentials are defined dynamically, namely 
by sampling along the orbits of one or more ergodic transformations. 
In this chapter, we will first introduce ergodic Schrodinger operators. 
Clearly, tools from dynamical systems are useful in the study of ergodic 
Schrodinger operators. In the subsequent sections we will mainly focus on 
the potential part, that is, a sequence in .eoo(z), for it is the potential that 
makes Schrodinger operators really different. Most of the results in Section 
1 
2 
1.3-1.5 have already been published in [24], where we exploit the connection 
between limit-periodic sequences and profinite groups. 
1.1 Ergodic Schrodinger Operators 
A discrete Schrodinger operator H acting in t'2 (Zd) is given by 
(H~)(i) = L ~(j) + V(j)~(j). (1.1) 
j;li-jl=l 
We call {V(j)}jEZd a potential. In a random disordered system, the potential 
{V(j)}iEZd forms a random field, i.e., for any j E zd, V(j) is a random 
variable on some probability space (0, F, P). Without loss of generality, we 
can assume 
n =II s, 
zd 
where Sis a Borel subset of IR and F the u-algebra generated by the cylinder 
sets of the form { w I Wit E Ail ' Wi2 E A2' . . . ' Win E An} for il' . . . ' in E zd 
and A1 , • • • , An are Borel sets inS. We define the shift operators Ti on n 
by 
(Ti(w))i = w(j- i). 
For a fixed w, the operator Hw is nothing but a discrete Schrodinger operator 
with a certain potential. The point of random potentials is that we are no 
longer interested in properties of Hw for a fixed w, but in properties suitable 
for a full measure set of w's. 
A probability measure P on n is called stationary if P(Ti(A)) = P(A) 
for any A E F and i E zd. A stationary probability measure is called ergodic 
if any shift invariant set A, i.e., a set A with P(Ti(A)~A) = 0 for all i E zd, 
has probability P(A) = 0 or 1. Then {V(j)}jEZd can always be realized on 
the above probability space in such a way that Vw(j) = w(j). V is called 
stationary (ergodic), if the corresponding probability measure Pis stationary 
(ergodic). We introduce the celebrated ergodic theorem here. 
Theorem 1.1 (Ergodic Theorem, Birkhoff). LetT be an ergodic transforma-
tion of a probability space (0, F, P), and let f : n --t IR be a real measurable 
function. Then for almost every w E 0 we have 
1 n . 1 lim - L f(Tt(w)) = f(w)dP. 
n--too n i=l n 
3 
Let's move to our target. 
Definition 1.2. A one dimensional discrete ergodic Schrodinger operator 
acting in £2 (Z) is given by 
(H'J,r1/J)(i) = 7/J(j + 1) + 7/J(j- 1) + Vw(j)7j;(j) (1.2) 
with 
where w belongs to a compact space n, T : n --+ n a homeomorphism 
preserving an ergodic Borel probability measure f-.t and f : n --+ lR a bounded 
measurable function. 
Nice results about ergodic Schrodinger operators are the following. 
Theorem 1.3 (Pastur). For ergodic Schrodinger operators HJ,r, there exists 
a set I: C lR such that 
a(H'J,r) =I: P- a.s. 
and 
O"dist(H'J,r) = 0 P- a.s. 
Theorem 1.4 (Kunz-Souillard). For ergodic Schrodinger operators HJ,r, 
there exists sets L:ac, :Esc, L:PP C lR such that 
and 
aac(H'J,r) = L:ac P- a.s. 
asc(H'J,r) =:Esc P- a.s. 
app(H'J,r) = L:PP P- a.s. 
One can find proofs of the above theorems in Simonet al's book [40]. So 
it is often beneficial to study the operators { HJ,r }wEn as a family, as opposed 
to a collection of individual operators. 
In this thesis, we focus on one dimensional discrete Schrodinger operators. 
As a difference equation, what makes the one dimensional case accessible is 
that, for a fixed E, a solution of 
(1.3) 
4 
is totally determined by its value at two successive points. More precisely, 
7/J : Z -+ IR is a solution of (1.3) if and only if 
( 7/J(i + 1)) = (E- f(Ti(w)) -1) ( 7/J(i) ) (1.4) 7/J(i) 1 0 7/J(i-1). 
Write Si = (E- f~Ti(w)) ~1) and A~E,T,f)(w) = Sn ... 81. We call 
A~E,T,f)(w) a transfer matrix. The Lyapunov exponent is defined as 
L(E, T, f) = lim .!. r log IIA~E,T,J) (w) II dj.t(w ), (1.5) 
n-+oo n }0 
which is to measure the growth rate of the solution of (1.3). 
We would like to explain why the limit of (1.5) exists. A sequence {Fn}nEZ 
of random variables is called a subadditive process if 
where T is a measure preserving transformation. 
Theorem 1.5 (Subadditive Ergodic Theorem, Kingman). If Fn is a subad-
ditive process satisfying E(IFnl) < oo for each n, and r(F) := infE(Fn/n) > 
-oo, then Fn(w)jn converges almost surely. If, furthermore, Tis ergodic, 
then 
lim Fn(w)jn = r(F) 
n-+oo 
almost surely. 
Let Fn(w) =log IIA~,T,/)(w)ll· It is easy to see that 
Fn+m(w) ~ Fn(w) + Fm(Tn(w)), 
so that Fn(w) is a subadditive process. We also have 
1 1 1 
-E(IFnl) = -E(log II II si II) 
n n 
n 
1 n ~ -E(l:log II si II) 
n . 
~ 
= E(log II So II), 
5 
where we use the stationarity of Vw(i). Since Vw(i) = f(Ti(w)) is bounded, 
we have JE(log II So II) < oo. In addition, we have JE(Fn/n) 2: 0 > -oo. By 
the subadditive ergodic theorem, we have 
. 1 . 1 ) hm -log IIA~E,TJ)(w)ll = mf -JE(log IIA~E,T,! (w)ll) a.s. 
n-+oo n n>O n 
By the dominated convergence theorem, limn-+oo ~ fn log IIA~E,T,!) (w) II df.t(w) 
exists. 
We introduce three useful properties about the Lyapunov exponent to 
close this section. 
Theorem 1.6 (Craig-Simon). L(E, T, F) is a subharmonic function of E E 
R 
Theorem 1. 7 (lshii-Pastur-Kotani). Suppose that Vw is a bounded ergodic 
process. Then 
(Ja.c.(H'J,r) = {E I L(E, f, T) = O}ess. 
Here the essential closure is defined by 
A ess = {a I I A n (a - f, a + f) I > 0 for all f > 0}. 
Theorem 1.8 (Kotani). If Vw(n) is nondeterministic, then L(E, f, T) > 0 
for Lebesgue-almost all E E R Thus, (Jac(H'!,r) = 0. 
1.2 Almost Periodic Sequences 
In this section we want to review some basic properties of almost periodic 
sequences 1 , for limit-periodic and quasi-periodic sequences are both almost 
periodic. 
Definition 1.9. LetT: £00 (Z) --+ £00 (Z) be the shift operator, (T(V))(n) = 
V(n + 1). A two-sided sequence V E £00 (Z) is called almost periodic if the 
closure of its T-orbit is compact. The compact space obtained by taking the 
closure of its T-orbit is called the hull of V, denoted by !lv. 
1 In this chapter we are using "sequence" and in the second chapter we will use "poten-
tial" instead. 
6 
The compact space Ov has the natural abelian group structure. We define 
the group operation as Ti(V) · Ti(V) = Ti+i(V). We let W and W be the 
limits of Tin (V) and Tin (V) respectively. A simple calculation shows 
This implies that the limit of Tin+in(V) exists, and denoted by W · W. So 
the group operation is well defined. Also, Z can be embedded to be a dense 
supgroup of Ov by n --t Tn(V). 
Ov as a compact abelian topological group has a natural normalized Haar 
measure d~-tv, for which the shift operator T is an ergodic transformation. 
More precisely, for any f E C(Ov, JR), we have 
{ f(w)d~-tv = lim __!_ ~ f(Tn(W)), a.s. WE Ov, J n n--+oo 2n L.....J 
v -n 
which follows from the ergodic theorem. When T is unique ergodic, the above 
equality is successful for every W E Ov. 
We then see that every almost periodic sequence has an average and 
that this average is Haar measure on the hull of that sequence. Conversely, 
any continuous function f on Ov defines an almost periodic sequence V by 
V(i) = f(Ti(V)) since {V(i)}iEZ lies in the image of Ov under a continuous 
map; the hull of V is naturally a quotient group of Ov. 
The dual group, Ov, of characters on Ov is naturally a topological sub-
group of the circle group 1[', the multiplicative group of all complex numbers 
of absolute value 1, since Z can be embedded into Ov as the dense sub-
group and the dual group of Z is T. By taking inverse image under the map 
lR --t 1[', a--t eia, we obtain a subgroup Fv of JR, called the frequency module 
of V. Fv is countable since Ov has a countable dense subset orb(V), and it 
is a Z-module. By [42, Theorem 5.13A.l.], we have that Vis almost periodic 
if and only if V is a uniform limit of finite sums of the form 
for aiN), · · · , aW) E lR/Z. We also have the following theorem. 
7 
Theorem 1.10. [3, Theorem A.l.l] The frequency module Fv, is the Z-
module generated by 
1 n . {a: lim - """' V(k)e-~ka =I= 0, a E IR}. 
n--+oo 2n ~ 
k=-n 
Thus, every countable module in Z is the frequency module of some al-
most periodic sequence. 
Definition 1.11. V E t'00 (Z) is called periodic if there exists p E z+ so that 
V(n) = V(n + p) for every n E Z. 
The hull of a periodic sequence is a finite set. There are two other classes 
of almost periodic sequences of special interest. 
Definition 1.12. We say that Vis limit-periodic if and only if Vis a uniform 
limit of periodic sequences. We say that V is quasi-periodic if and only if 
there exist numbers a 1 , a 2 , • · • , am and a continuous function f on 'll'm (the 
m-torus) with 
V(n) = f([nal], [na2], · · · , [nam]), 
with [nai] the fractional part of nai (thinking of 'll' as IR/Z). 
If the ai are rationally independent, then !tv is the image of 'll'm under f. 
The quasi-periodic one is a good model to study quasicystals. The hull of a 
limit-periodic sequence is a totally disconnected compact abelian topological 
group (see Proposition 1.20). So they are both almost periodic. One can tell 
these special classes apart by looking at the frequency module. 
Theorem 1.13. [3, Theorem A.l.2] Let V be almost periodic. V is quasi-
periodic if and only if Fv is finitely generated. 
Theorem 1.14. [3, Theorem A.l.3] Let V be almost periodic. V is limit-
periodic if and only if Fv has the property that any a, f3 E Fv have a common 
divisor in Fv. 
Corollary 1.15. [3, Corollary A.l.4] If V is both limit-periodic and quasi-
periodic, then V is periodic. 
8 
Corollary 1.16. [3, Corollary A.l.5] If V is limit-periodic, then there exists 
a positive integer set Iv = {nj} satisfying nilni+1 such that 
00 
V(k) = 2::: Pi(k), 
j=l 
where the Pi E t'00 (Z) are nrperiodic, and the convergence is uniform. 
We would like to state one more property to close this section. 
Theorem 1.17. [3, Theorem A.2.2.] Let V be almost periodic. Then the 
spectrum of -b.+ V is purely essential, i.e. there are no isolated eigenvalues 
of finite multiplicity. 
1.3 Limit-Periodic Sequences 
In [1], Avila gave a way to treat limit-periodic sequences by regarding limit-
periodic sequences as generated by continuous functions along the orbits of 
a minimal translation of a Cantor group, allowing one to separate the base 
dynamics and the sampling function. Though this is quite standard in the 
quasi-periodic case, it is still new in the limit-periodic case. 
Definition 1.18. A group 0 is called Cantor if it is a totally disconnected 
compact abelian topological group without isolated points. 
Definition 1.19. Given a topological group 0, a map T: 0 --t n is called a 
translation if T(w) = w · w0 for some w0 E n, and Tis called minimal if the 
orbit {Tn(w) : n E Z} of every wE 0 is dense in 0. 
For V E t'00 (Z), let orb(V) = {Tk(V) : k E Z}, and hull(V) be the closure 
of orb(V) in £00-norm. 
Proposition 1.20. [1, Lemma 2.1] If V is a limit-periodic sequence, then 
hull(V) is compact and has a unique topological group structure with identity 
T 0 (V) = V such that 
<P: Z ---t hull(V), k ---t Tk(V) 
is a homomorphism. Also, the group structure is abelian and there exist 
arbitrarily small compact open neighborhoods of V in hull(V) that are finite 
index subgroups. 
9 
Proposition 1.20 tells us that a limit-periodic sequence is almost periodic 
and furthermore that hull(V) is totally disconnected. So hull(V) is just a 
Cantor group that admits a minimal translation. We denote it by Ov. 
Remark 1.21. Not every Cantor group has minimal translations. For ex-
ample, 
00 
n = rrz2, 
j=O 
where Z2 is a cyclic 2-group, is a Cantor group with the product topology, but 
it has no minimal translations, since w + w is the identity for any w E 0. 
In the last section, we see that an almost periodic sequence can be deter-
mined by its frequency module. Given a limit-periodic potential V E t'00 (Z) 
which is not periodic, its frequency module Fv is countable and infinitely 
generated (if it is finitely generated, V is quasi-periodic or periodic, see The-
orem 1.13). Denote the set of generators of Fv by Gv = {2naj}· 2na1 and 
2na2 have a common divisor by Theorem 1.14. By Theorem 1.10, 
and 
1 n . 
a= lim - """"" V(k)e-•2k1ra1 n~oo 2n L...J k=-n 
b = lim _..!.._ ~ V(k)e-i2kTiaz n~oo 2n L...J k=-n 
are both non-zero. Choose a periodic potential P E t'00 (Z) with 
It follows that 
II P- V lloo~ ~ min(lal, lbl). 
1 n 
lim - """"" P(k)e-i2k1r'"Y =/=- 0 n~oo 2n L...J k=-n 
for "( = a 1 , a 2. So 2!: divides both 2na1 and 2na2 where h is the period 2 of 
P (note that the frequency module of an h-periodic sequence is generated by 
2!:} So there exists n 1 E z+ such that the greatest common divisor of 2na1 
and 21ra2 is ~7, and the Z-module generated by {2na1, 2na2} is the Z-module 
2 In this thesis, the period of a periodic sequence is considered as the minimal period. 
10 
generated by{~:}. Similarly, for all a 2 and a 3 there exists a positive integer 
n2 such that the ./£-module generated by {27ra1, 27ra2 , 21ra3} is the ./£-module 
generated by {~:}. Clearly, n 1 ln2 . By induction, we can find an infinite 
positive integer set 
1v = {nj} c z+ 
such that nj lnJ+1 and Fv is generated by Gv = { ~; : nj E 1v} . 
We call 1v a frequency integer set of V. In general, we say that 1v is a 
frequency integer set of V if one can obtain the frequency module Fv from 
1v. When V is limit-periodic, for any n, m E 1v, one always has nlm or 
min. If V(k) = 2::;:1 Pj(k), where the Pj are nrperiodic, then it is easy 
to conclude that 1v = {nj} is a frequency integer set of V. Clearly, V may 
have other frequency integer sets. By the following theorem, we shall see 
that there exists a unique maximal frequency integer set Mv, in the sense 
that every frequency integer set 1v is contained in Mv. 
Theorem 1.22. Given a limit-periodic sequence V E .e=(z) with an infinite 
frequency integer set 1v, for any limit-periodic sequence V E .e=(z) with 
a frequency integer set 1-v, if 1-v is an infinite subset of 1v, then we. have 
Ov ~ 0-v. 
Proof. Write 1-v = {nJk} c 1v = {nj}· Define a homomorphism by <p : 
Fv --+ Fv, r.p( k) = k. Clearly, r.p is injective since Gv c Gv. For any 
nJk nJk 
~7 1. G-v, choose nJk > nt, and then there is tk such that nJk = tknt (by the 
property of 1v ). We have r.p(tkk) = tkk = 27r, implying that <p is also 
nJk nJk nt 
surjective. Thus, Fv ~ F-v. Clearly, Dv ~ D-v, since Dv = { eia : a E Fv} 
and D-v = {ei,B: (3 E F-v }. By the Pontryagin duality theorem, Ov ~ 0-v. 0 
Theorem 1.22 gives us a way to find the maximal frequency integer set of 
V. If 1v is a frequency integer set of V, one can add positive integers into 
1v to get Mv = {mj} c z+ such that mJ+dmj is a prime number. Clearly, 
1v C Mv and Mv is still a frequency integer set of V. The uniqueness of 
Mv follows from Theorem 1.22. 
Theorem 1.23. Given limit-periodic potentials V, V E .e=(Z) with frequency 
integer sets 1v and 1-v respectively, Ov ~ 0-v if and only if for any ni E 1v 
there exists mj E 1-v such that nilmj, and vice versa. 
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Proof. If Sv, Sv are both finite sets, V, V are periodic, and then the statement 
follows readily. We assume that Iv, Iv are infinite sets. First assume that for 
any ni E Iv there exists mJ E Iv such that nilmJ and vice versa. Then, for 
ni1 E Iv, there exists mJ1 E Iv such that ni1 lmJ1 • Consider mJ1 E Iv, and 
similarly, there exists ni2 E Iv with mJ1 Ini2 • By induction, we get infinite 
subsets Lv = {nik} c Iv and Lv = {mJk} c Iv such that H = Lv U Lv can 
be a frequency integer set of some limit-periodic potential V' (see Corollary 
1.16). By Theorem 1.22, we conclude that Ov ~ Ov' ~ Ov. 
Conversely, assume that such a condition is not successful. Without loss 
of generality, suppose that for a fixed n 1 E Iv, n 1 f mJ for any mJ E Iv· If 
Ov ~ Ov, by the Pontryagin duality theorem, we have Ov rv Ov. So there 
is an isomorphism <P : Ov ---+ Ov with ¢(e21ri) = e21ri (the identity must be 
mapped to the identity). Write 
and we get 
which is impossible since mt1 /n1 is not an integer. Thus, Ov ~ Ov. The 
proof is complete. D 
By Theorem 1.23, we conclude the following classification theorem about 
limit-periodic sequences. 
Theorem 1.24. Given two limit-periodic potentials V, V E t'00 (Z), we have 
Ov ~ Ov if and only if V and V have the same maximal frequency integer 
set. 
If V E t'00 (Z) is periodic, hull(V) is a finite cyclic group. If V is limit-
periodic but not periodic, the hull of a limit-periodic sequence is a Cantor 
group that admits a minimal translation. We shall see that hull(V) is just a 
procyclic group. 
1.4 Profinite Groups 
In this section we will discuss profinite groups. We will see that Cantor 
groups actually belong to the class of profinite groups. 
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A topological profinite group is by definition an inverse limit of finite 
topological groups. Now let's introduce the related definitions. A directed 
set is a partially ordered set I such that for all i 1 , i 2 E I there is an element 
j E I for which i1 ~ j and i2 ~ j. 
Definition 1.25. An inverse system (Xi, </Jii) of topological groups indexed 
by a directed set I consists of a family (Xi I i E I) of topological groups 
and a family ( <Pii : Xi -7 Xi I i, j E I, i ~ j) of continuous homomorphisms 
such that </Jii is the identity map idx; for each i and <Pii<Pik = </Jik whenever 
i ~ j ~ k. 
For example, let I= z+ with the usual order, let p be a prime, and let 
Xi = ZjpiZ for each i, and for j ~ i let </Jii : Xi ---+ Xi be the map defined 
by 
</Jii(n + rZ) = n + piz 
for each n E Z. Then (Xi, </Jii) is an inverse system of finite topological 
groups. 
Let (Xi, <Pii) be an inverse system of topological groups and let Y be a 
topological group. We call a family (<Pi : Y -7 Xi I i E I) of continuous ho-
momorphisms compatible if <Pii<Pi = <Pi whenever i ~ j; that is, the following 
diagram 
y 
:/~ 
X· <Pii X· 
J • 
is commutative. 
Definition 1.26. An inverse limit (X, <Pi) of an inverse system (Xi, <Pii) of 
topological groups is a topological group together with a compatible family 
(<Pi : X -7 Xi) of continuous homomorphisms with the following universal 
property: whenever (<pi : Y -7 Xi) is a compatible family of continuous 
homomorphisms from a topological group Y, there is a unique continuous 
homomorphism <p : Y -7 X such that </Ji<p = <pi for each i. 
That is, there is a unique continuous homomorphism <p such that the 
following diagram 
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is commutative. 
Proposition 1.27. [46, Proposition 1.1.4] Let (Xi, c/>ij) be an inverse system 
of topological groups, indexed by I. 
(1). There exists an inverse limit (X, ¢i) of (Xi, c/>ij), for which X is a 
topological group and the maps cf>i are continuous homomorphisms. 
(2). If (X(l), ¢P)) and (X<2>, ¢~2)) are inverse limits of the inverse system, 
then there is an isomorphism (fi : X(I) ---+ X(2) such that ¢~2) (fi = ¢~1) for each 
i. 
(3). Write G = rriEJ xi with the product topology and for each i write 11'i for 
the projection map from G to Xi. Define 
X= {c E G: ¢ij11'j(c) = 11'i(c) for all i,j with j ~ i} 
and c/>i = 11'ilx for each i. Then (X, ¢i) is an inverse limit of (Xi, c/>ii)· 
The result above shows that the inverse limit of an inverse system (Xi, c/>ij) 
exists and is unique up to isomorphism. We also have the following important 
characterization of profinite groups. 
Proposition 1.28. [46, Corollary 1.2.4] Let X be a topological group. The 
following are equivalent: 
(1). X is profinite, i.e., it is an inverse limit of an inverse system; 
(2). X is isomorphic to a closed subgroup of a product group of finite groups; 
(3). X is compact and n(N I N <:Ia X)= 1 (<:Ia means that N is open and 
normal); 
( 4). X is compact and totally disconnected. 
By the above proposition, we see that a Cantor group is an abelian profi-
nite group without isolated points. 
Proposition 1.29. Assume that the directed set is I = z+ with the usual 
order. For an inverse system (Xi, c/>ii)r~.i with the inverse limit (X, ¢i), every 
non-finite sub-inverse system still has the same inverse limit (X, c/>ik) up to 
isomorphism. 
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Proof. Consider a non-finite sub-inverse system (Xik' </Yikitk::~_k· Assume that 
(X',¢~~)) is the inverse limit. Obviously, (X, q'>ik) is compatible with (Xik' q'>ikit)t~k, 
so there is a unique homomorphism ¢<1) : X --+ X' such that q'>ik = ¢~~) ¢<1). 
For any Xq not in the sub-inverse system, choose ik > q. We have that 
q'>qik : Xik --+ Xq and ¢~1 ) = q'>qik¢>~2 : X' --+ Xq are homomorphisms. We will 
prove that (X', ¢~1)) is compatible with (Xi, q'>ij )j~i, for which it suffices to 
show that the following diagram: 
is commutative. The left half of the above diagram follows from the definition 
(1) · (1) _ (1) _ (1) ( I (1)) 
of q'>q . The nght half follows from q'>it - q'>itqq'>qik q'>ik - q'>itqq'>q . So X , q'>i 
is compatible with (Xi, q'>ij)j~i and there is a unique homomorphism ¢(2) : 
x' --+ X such that ¢F) = q)i¢(2). 
By the universal property for (X',¢~~)), there is only one map F : X' --+ 
X' with the property that¢~~) F = ¢~~) for each i. However, both q)(l)q)(2) and 
idx' have this property, so q)(l)¢(2) = idx'· Similarly, for q)(2)q)(1) : X --+ X 
we have q'>ik q)(2) ¢<1) = q'>ik. For any q'>j, q'>j = q'>iik q'>ik when ik > j, so we 
have q)j¢(2) ¢<1) = q'>iikq'>ik q)(2) ¢(1) = q'>iik q'>ik = q'>i, which implies ¢<2) ¢(1) = idx. 
Thus, ¢<1) : X --+ X' is an isomorphism. 0 
Proposition 1.30. [46, Proposition 1.1.7] Let G be a compact Hausdorff 
totally disconnected space. Then G is the inverse limit of its discrete quotient 
spaces. 
We interpret a class in the usual sense that it is closed with respect to 
taking isomorphic images. Let C be some class of finite groups. We call a 
group F a C-group ifF E C, and G is called a pro-C group if it is an inverse 
limit of C-groups. We say that C is closed for quotients (resp. subgroups) 
if every quotient group (resp. subgroup) of a C-group is also a C-group. 
Similarly, we say that C is closed for direct products if F 1 x F2 E C whenever 
F1 E C and F2 E C. For example, for the class of finite p-groups where p is a 
fixed prime, an inverse limit of finite p-groups is called a pro-p group; for the 
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class of finite cyclic groups, an inverse limit of finite cyclic groups is called a 
procyclic group. 
The next result describes how a given profinite group, its subgroups and 
quotient groups, can be represented explicitly as inverse limits. 
Proposition 1.31. [46, Theorem 1.2.5] (1). Let G be a profinite group. If I 
is a filter base of closed normal subgroups of G such that n(N I N E I) = 1, 
then 
G ~lim GjN. 
+--- NEI 
Moreover 
H ~ lim HI ( H n N) 
+--- NEI 
for each closed subgroup H, and 
G/K ~lim GjKN 
+--- NEI 
for each closed normal subgroup K. 
(2). If C is a class of finite groups which is closed for subgroups and direct 
products, then closed subgroups, direct products and inverse limits of pro-C 
groups are pro-C groups. If in addition C is closed for quotients, then quotient 
groups of pro-C groups by closed normal subgroups are pro-C groups. 
1.5 Why Profinite Groups 
Let's discuss the connection between limit-periodic sequences and profinite 
groups. Please refer to [24] for more details. 
1.5.1 Generate Limit-Periodic Sequences. 
First, let's see how to generate limit-periodic sequences from a Cantor group 
which admits a minimal translation. (Note that such a group is just a profi-
nite group. Moreover, we shall see that such a group is procyclic). 
Lemma 1.32. [1, Lemma 2.2.] Given a Cantor group 0 and a minimal 
translation T, for each f E C(O,IR.), define F : 0 --+ £00 (/£), F(w) = 
(f(Tn(w)))nEZ· We have that F(w) is limit-periodic and F(O) = hull(F(w)) 
for every wE 0. 
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By Proposition 1.20, we know that hull(F(e)) (e is the identity of n) is 
a finite cyclic group or it is a Cantor group with the unique group struc-
ture: T 0 (F(e)) = F(e) is the identity element, and Ti(F(e)) · Ti(F(e)) = 
Ti+i(F(e)). 
Since C(n, JR) can generate a class of limit-periodic sequences, we will get 
a certain class of topological groups by taking the hulls of these limit-periodic 
sequences. The group in this class is a Cantor group or a finite cyclic group. 
What is the relation between this class of topological groups and the original 
Cantor group n? (Note that we will adopt the notation F(e) throughout 
this section, that is, F(e) = (f(Tn(e)))nEZ as in Lemma 1.32.) 
Lemma 1.33. There exists an f E C(n, JR) such that hull(F(e)) ,....., n. 
Proof. It is easy to see that for any f E C(n, JR), hull(F(e)) is a quotient 
group of n. So it suffices to prove that there exists some f E C(n, JR) such 
that ker( ¢) = { e}. Clearly, a Cantor group is metrizable (recall that any 
separable compact space is metrizable). Introduce a metric on n compatible 
with the topology. Define a function f : n ---t lR by f(w) = dist( e, w ). Clearly, 
f is continuous, so there is a corresponding F (defined as in Lemma 1.32) 
: n ---t £00 (Z) such that hull(F(e)) is a quotient group of n. Consider ¢ : 
n ---t hull(F(e)), ¢(w) = F(w). If F(w) = F(e), then f(w) = f(e), that is, 
dist(e,w) = dist(e, e)= 0, implying w = e and ker(¢) = {e}. D 
Theorem 1.34. Given a Cantor group n and a minimal translation T, for 
each f E C(n,JR), hull(F(e)) is a Cantor group or a finite cyclic group, and 
C(n, JR) can generate a class of topological groups. Then there is a one-to-one 
correspondence between this class of topological groups and quotient groups 
ofn. 
Proof. We know that groups in this class are quotient groups of n. Let's 
show the converse direction. By the definition, a quotient group of a Cantor 
group is still Cantor or finitely cyclic. Given a quotient group no and a 
quotient homomorphism q: n ---t n0 , we claim that Twill induce a minimal 
translation T0 on no such that T0 ([w]) = q(T(w)), [w] E no. For writing 
convenience, we assume that the group operation is addition and T(w) = 
w + w1. If [w] = [w'], then To([w]) = q(T(w)) = q(w1 + w) = q(w1) + q(w) = 
[w1] + [w] = [w1] + [w'] = T0 ([w']), which gives that T0 is a translation by 
[w1]. That To is minimal follows from the fact that T is minimal and q is 
continuous. By Lemma 1.33, we know that for no and T0 there exists some 
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foE C(Oo, IR) such that hull((fo(T0([e])))nEZ) ~ Oo. Let f = fo o q. Clearly, 
f E C(O, IR) and the following diagram 
is commutative. So we have hull(F(e)) ~ hull((fo(T0([e])))nEZ) ~ Oo. The 
proof is complete. 0 
We also have 
Theorem 1.35. Given a Cantor group 0 and a minimal translation T, for 
any limit-periodic sequence V E .€00 (Z) satisfying hull(V) ~ 0, there is an 
f E C(O, IR) such that f(Tn(e)) = K for every n E Z. 
Proof. By Lemma 1.33 we have j E C(O, R) such that hull(F(e)) ~ 0 
(note that F(e) = (](Tn(e)))nE'ZJ Since hull(V) ~ n, we have a continuous 
isomorphism h: hull(F(e))-+ hull(V) with h(F(e)) = V 
Clearly, for rnk(e) E n we have h(F(Tnk(e))) = fnk(V) (T is the left 
shift operator of v ) since F(Tnk(e)) = fnk(F(e)). If limk-+oo rnk(e) = w, 
then h(F(w)) = limk-+oo fnk(V), where the limit exists since h and F are 
both continuous. Define f by f(Tn(e)) = fn(V)o = Vn. We extend f to the 
whole 0 by f(w) = limk-+oo fnk(V) 0 if w = limk-+oo Tnk(e). By the previous 
analysis, f is well defined and continuous. So there is an f E C(O, IR) such 
that F(e) = V, that is, f(Tn(e)) = Vn for every n E Z. 0 
1.5.2 The Hull of a Limit-Periodic Potential 
Given a limit-periodic sequence V E .€00 (Z) with an infinite frequency integer 
set Sv = {nj}, we see that hull(V) is a Cantor group admitting a minimal 
translation. Consider the directed set I = z+ with the usual order. This gives 
rise to an inverse system (Zn;, 1rij)j"2i, where Zni are nrcyclic groups with 
the discrete topology and 1rij is a homomorphism defined by 1rij(k + niZ) = 
k + niZ, k E Z. 
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We endow ZnJ with a discrete metric defined by distj(ab a2 ) = 0 when 
a1 = a2 and disti(a1, a2 ) = 1 when a1 ::J a2 . Consider the product group 
of which the topology is the product topology. We endow A with a metric 
defined by 
x, yEA, (1.6) 
which is compatible with the product topology. 
Let E _ (1, 1, · · · , 1, · · ·) E A, and consider the closed subgroup 
B = {nE = (n, n, · · · , n, · · ·) E A: n E Z}. 
Obviously, B is a Cantor group with a minimal translation T(x) = x + E, 
and 0 E B is the identity element. Let 
- _ . ~ ~ 1 disti(k, 0) 
Vk = d1st(kE, 0) = ~ -2 . d" (k O)" 
. J 1 + 1St3· , J=l 
By the proof of Lemma 1.33, we know that V = (Vk)kEZ is limit-periodic and 
hull(V) ~B. 
L t P·(k) = ..l. distj(k,O) Th h e J - 2J l+distJ (k,O) . en we ave 
00 
V(k) = L Pj(k), 
j=l 
which tells us that one frequency integer set of Vis Sv = {ni}· By Theorem 
1.22, we conclude that 
hull(V) ~ hull(V) ~B. 
Let Bk = {nnkE: n E Z} C B, and it is easy to see that there exists a 
decreasing sequence of Cantor subgroups Bk with the index nk and n Bk = 
{0}. 
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Proposition 1.36. b = (k, k, · · · , k, · · ·) is a generator in B, that is, {nb: 
n E Z} is dense in B, if and only if for any nj, k and nj have no common 
divisors. 
Proof. If there exists some nt such that (k, nt) = kt > 1, then k cannot be a 
generator for Zntl i.e. nk "I= 1(mod nt) for any n E Z, and then 
inf II nb- E II> _!_ distt(nk, 1) 
nEZ - 2t 1 + distt(nk, 1) 
where E = (1, 1, · · · , 1, · · · ). So b is not a generator. 
1 
2t+l' 
Conversely, if for any nj, k and nj have no common divisors, i.e. (k, nj) = 
1, we will show that there exists a positive integer sequence {qjhEz+ such 
that limj--+oo qjb = E in the norm sense. Since (k, n 1) = 1, there exists some 
positive integer q1 such that q1k = 1 (mod n 1). Similarly, since (k, n 2 ) = 1, 
we have q2k = 1 (mod n2 ). Since n 1 ln2 , we still have q2k = 1 (mod n 1). 
By induction, we get a sequence {qj}jEZ+ such that qjk = 1 (mod ni) when 
i ::::; j. It is easy to see that limj--+oo qjb = E in the norm sense, and so b is a 
generator. D 
Proposition 1.37. LetT: B--+ B, x--+ b + x. T is minimal if and only if 
b is a generator. 
Proof. If b is not a generator, clearly Tis not minimal. On the other hand, 
if b is a generator, for each x E B, there exists a corresponding sequence 
{qjhEz+ such that limj--+oo qjb = E-x (E is the same as before), and so 
limj--+oo(qjb+x) = E, which implies limj--+ooTqj(x) =E. It follows that Tis 
minimal. D 
Furthermore, since the following diagram 
is commutative where 1ri is the i-th coordinate projection, (B, 7ri) is com-
patible with this inverse system (Znp1rij)F;;;._i· Proposition 1.27 ensures that 
(B, 1ri) is also the inverse limit of this system (see the statement (3) of Propo-
sition 1.27). As already introduced, we call B a procyclic group, that is, an 
20 
inverse limit of finite cyclic groups. Equivalently, a procyclic group is a profi-
nite group that can be generated by one element. Thus, we have proved 
that a Cantor group with a minimal translation is a procyclic group. Also, 
equivalently, we have the following. 
Theorem 1.38. For any limit-periodic potential V E .eoo(z), hull(V) is a 
procyclic group. 
By the above discussion and Proposition 1.29, Theorem 1.22 follows di-
rectly. There is also a classification theorem about procyclic groups, which 
is essentially the same as Theorem 1.23. Let n = flPpn(p) be a supernatural 
number where p goes through all the primes with 0 ~ n(p) ~ oo (one can 
consider this expression as the generalized prime factorization, and we call 
it supernatural since it is an extension of natural numbers to infinities that 
differ by different factorizations). We have 
Theorem 1.39. [38, Theorem 2.7.2] There exists a unique procyclic group 
G of order n up to isomorphism. 
Remark 1.40. (1). Ifn = pn(p), where pis a prime and n(p) = oo, then the 
associated procyclic group is the group of p-adic integers (see p.26 of {38]}. 
(2). Given a limit-periodic potential V E .eoo(z), hull(V) has order n. If 
Sv = { ni} is a frequency integer set of V, then one must have limj--too ni = n 
(here "="means that they have the same generalized prime factorization). 
At the end of this section, we discuss quotient groups of a procyclic group. 
The class of cyclic groups is closed with respect to quotients, that is, a 
quotient group of a cyclic group is still cyclic. By Proposition 1.31, we know 
that a quotient group of a procyclic group is still procyclic. We have 
Proposition 1.41. Given a procyclic group G with order n = njEZ+ P? 
where Pi are primes with 0 < ri ~ oo, quotient groups of G are procyclic 
groups with order m = njEZ+ p;j where 0 ~ aj ~ rj, and Vice versa. 
Proof. Obviously, G"" limf-k Znk, where nklnk+l and limk--too nk = n. Write 
B := {nE:nEZ}, where E- (1,1,··· ,1,···) E flkZnk· Then, B"" 
limf-k Znk· It is sufficient to consider B. 
Write Bk = {nnkE: n E Z}. Clearly, {Bk} is a decreasing sequence of 
open (also closed) subgroups of .f3 with index nk and n Bk = {0}. By Propo-
sition 1.31, for every closed subgroup N C .f3 (every subgroup is normal in an 
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Abelian group), we have B/N ~ lim._kB/BkN. Since B/Bk is an nk-cyclic 
group, B/BkN is an mk-cyclic group with mklnk. B/N is a procyclic group 
with order m = limk--+oo mk. Since mklnk, it follows that m = rrjEZ+ p;j 
where 0 :=:; aj :=:; rj. 
Conversely, if m = rrjEZ+ p;j where 0 :=:; aj :=:; rj, obviously there exist 
mk such that mk J nk and limk--+oo mk = m. Let B = lim+-k Zmk, and define 
¢ : B -+ B, ¢(E) = E, where E = (1, 1, ... '1, ... ) E rrk Zmk· Metrics on 
B and B are the metric like (1.6). It is easy to see that ¢ is a continuous 
surjective homomorphism. So iJ is a quotient group of B. D 
Remark 1.42. By the above proposition, it is easy to see that there exists 
a universal procyclic group with order n = ITP p00 , where p goes though all 
the primes, in the sense that any procyclic group is a quotient group of this 
group. 
Chapter 2 
Spectral Properties of 
Limit-Periodic Schrodinger 
Operators 
Examples with purely absolutely continuous spectrum have been known for 
a long time, dating back to works of A vron and Simon [3], Chulaevsky [6], 
and Pastur and Tkachenko [33, 34] in the 1980s. There were also works 
like [29, 30] focusing on pure point spectrum in the class of limit-periodic 
Schrodinger operators. But, compared with quasi-periodic Schrodinger oper-
ators, limit-periodic ones didn't draw that much attention from the research 
community. In 2008, Avila uploaded a preprint [1] into arXiv (it later ap-
peared in Commun. Math. Phys.), in which he brought the concept of Can-
tor group into the study of limit-periodic Schrodinger operators. Following 
Avila's idea, we've exploited the connection between limit-periodic sequences 
and Cantor groups in the last chapter. In this chapter, we will use the word 
"procyclic" instead of "Cantor" , and utilize such a connection to present 
properties of limit-periodic Schrodinger operators. Moreover, we will answer 
questions like, "how often this type of spectrum will occur?" For this goal, 
the Baire category theorem is helpful; that is, every complete metric space 
is a Baire space in which for each countable collection of open dense sets Un, 
their intersection nUn is still dense. 
Limit-periodic potentials 1 are uniform limits of periodic potentials, so 
periodic Schrodinger operators play a central role in understanding limit-
1 In this chapter we will use the word "potential" instead of "sequence" . 
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periodic Schrodinger operators. By Floquet's theorem (also known as Bloch's 
theorem), the properties of periodic Schrodinger operators are well known. 
We will first introduce properties of periodic Schrodinger operators, and in 
the subsequent sections we will show properties about limit-periodic ones, 
that is the main goal of this thesis. 
2.1 Properties of Periodic Schrodinger Oper-
ators 
In this section we will focus on the properties of periodic operators that are 
of interest to us. Please refer to [27, 42, 44, 43] for more details. 
Consider a potential V : Z --+ lR that is periodic with period p. This gives 
rise to a periodic Schrodinger operator in £2 (Z), given by 
(H'ljJ)(n) = '1/J(n + 1) + '1/J(n- 1) + V(n)'l/J(n). (2.1) 
We will link the spectral properties of H to properties of the solutions of the 
associated difference equation 
u(n + 1) + u(n- 1) + V(n)u(n) = Eu(n). 
For k E lR and l E Z, we define 
Jz(k) = 
V(l) 
1 
1 
V(l + 1) 
1 
1 
V(l + 2) 1 
1 
1 V(l+p-1) 
(2.2) 
These matrices are the restrictions of H to intervals of length p with suitable 
self-adjoint boundary conditions. The importance of this choice of boundary 
condition lies in its connection to the existence of special solutions of (2.2). 
The following proposition summarizes several important results concern-
ing the operator, the difference equation, and the matrices. The results listed 
here are usually referred to as Floquet-Bloch theory. 
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Proposition 2.1. (i). We have E E a(H) if and only if (2.2) has a solution 
{ u( n)} obeying 
u(n + p) = eikpu(n) 
for all n and some real number k. In this case, u = (u(n))~~-l is an eigen-
vector of the matrix Jz(k) corresponding to eigenvalue E. 
(ii). The p eigenvalues of Jz(k) are independent of l and 
a( H)= U a(Jz(k)). 
k 
(iii). The characteristic polynomial of Jz(k) obeys 
det(E- Jz(k)) = D.(E)- 2coskp, 
where D.(E) = Tr A~E,V), where A~E,V) is the transfer matrix. We have 
a(H) = {E: ID.(E)I ~ 2}. 
The set a(H) is made of p bands such that on each band, D.(E) is either 
strictly increasing or strictly decreasing. 
(iv). If E is in the boundary of some band, we have D.(E) = ±2. Moreover, 
if two different bands intersect, then their common boundary point satisfies 
A~E,V) =±I. 
Proof. For part (i), please see [28] for proof. For parts (ii)-(iv), please see 
[27, Proof of Proposition 2.1]. D 
The function D. is called the discriminant associated with the periodic 
potential V. It is a polynomial of degree p with real coefficients. 
The other important consequence of periodicity is the existence of a direct 
integral decomposition. This will be described next. Please refer to [42, 
Section 5.3] for complete details. 
As we have seen above, we can treat E E a(H) as a function of the 
variable k E [0, ~]. For each band, the association k 1--t E is one-to-one and 
onto. Moreover, if we consider energies in the interior of a band, that is, with 
tl.(E) E ( -2, 2) or k E (0, ~), then there are linearly independent solutions 
<p±(E) of (2.2) with 
'P!+tp (E) = e±ilkp 'P! (E). 
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It is easy to see that one can normalize these solutions by requiring 
'Pt(E) > 0 
and 
p-l 
L /'PJ(E) 12 = 1. (2.3) 
j=O 
With this normalization, we have 
Next, we define for u = { un}nEZ of finite support, 
u±(E) = L 'P~(E)un. 
nEZ 
We also define the measure dp on CJ(H) by 
1 I dk I dp(E) = ; E (E) dE. 
Then, we have the following result. 
Proposition 2.2. The map u 1---+ u extends to a unitary map from £2 (Z) to 
L 2 (CJ(H), dp; C2). Its inverse is given by 
Moreover, we have that 
--± Hu (E)= Eu±(E). 
Proof. This is [42, Theorem 5.3.8.]. D 
We use f±(E) for the two components of a C 2-valued function f E 
L2 (CJ(H), dp; C2 ). 
Proposition 2.2 shows that H has purely absolutely continuous spectrum 
(of multiplicity two). More precisely, the spectral measure associated with 
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the operator H with periodic potential V and a finitely supported u E P2(Z) 
is given by 
dp,v,u(E) = 9v,u(E) dE (2.4) 
with density 
(2.5) 
forE E a(H) (we set gv,u(E) equal to zero outside of a(H)). 
We now derive some consequences of the properties of periodic Schrodinger 
operators which we will use in the next section. 
Lemma 2.3. For every t E (1, 2), there exists a constant D = D(IIVIIoo,P, t) 
such that 
1 I :~(E)It dE :S D. a(H) (2.6) 
Proof. By Proposition 2.1, we have 
I dk E I = I b:.' (E) I· dE ( ) 2p sin ( kp) 
Since we can bound jb:.'(E)I by a (IIVIIoo,P)-dependent constant and fon (sin(x)) 1-t dx < 
oo, we have the following estimates, 
1 I ddk (E) It dE ;S 1~ I .1 (k ) ~t-1 dk ;S 1~ I sin(kp)jl-t dk a(H) E o 2p Slll p o 
and the last integral may be bounded by at-dependent constant. D 
Lemma 2.4. Let u E P2(Z) have finite support. Then, for every t E (1, 2), 
there exists a constant Q = Q(IIVIIoo,P, u, t) such that 
1 l9v,u(E)It dE :SQ. 
a(H) 
(2.7) 
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Proof. Since u has a finite support, we can find a constant M = M(p, u) 
such that lu±(E)j2 ::; M. Thus, by (2.5) we have 
1 l9v,u(E)It dE= 1 (-f- (lu+(E)j2 + iu-(E)i2) I ddEk (E) l)t dE 
a(H) a(H) 7r 
::; (M)t1 I dk (E)It dE 
7r a(H) dE 
::;(~Yn 
with the constant D from Lemma 2.3. D 
Lemma 2.5. Let (X, dJ.t) be a finite measure space, let r > 1 and let fn, f E 
U with supn llfnllr < 00. Suppose that fn(x) --+ f(x) pointwise almost ev-
erywhere. Then, llfn- fliP--+ 0 for every p < r. 
Proof. This is [3, Lemma 2.6]. D 
Lemma 2.6. Suppose u E £2 (Z) has finite support and Vn, V : Z --+ lR are 
p-periodic and such that IIVn- Vlloo--+ 0 as n--+ oo. Then, for any t E (1, 2), 
we have 
119vn,u(E)- 9v,u(E)It dE--+ 0 
as n--+ oo. 
Proof. By Lemmas 2.4 and 2.5 we only need to prove pointwise convergence. 
Given the explicit identity (2.5), pointwise convergence follows readily from 
the following two facts: the discriminant of the approximants converges 
pointwise to the discriminant of the limit and the matrices A7 associated 
with the approximants converge pointwise to those associated with the limit 
and therefore so do the associated eigenvectors. 0 
2.2 Absolutely Continuous Spectrum 
In this section we discuss the absolutely continuous spectrum of limit-periodic 
Schrodinger operators. We establish the following theorem, which is a kind 
of discrete version of results established for continuum Schrodinger operators 
in the 1980's; compare [3, 7, 28]. 
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Theorem 2. 7 (Absolutely Continuous Spectrum). Suppose 0 is a procyclic 
group and T : 0 -+ 0 a minimal translation. For a dense set off E C(O, R) 
and everyw E 0, the spectrum of Hw given by (1.2} is a Cantor set ofpositive 
Lebesgue measure and Hw has purely absolutely continuous spectrum. 
Remark 2.8. Theorem 2. 7 has been published as [12, Theorem 1.1 (a)]. 
A Cantor set is by definition a closed set with empty interior and no 
isolated points. For ergodic Schrodinger operators, we've already known that 
the spectrum is closed and has no isolated points, so the only property that 
needs to be addressed in the proof of Cantor set is the empty interior. 
If instead off one also considers the one-parameter family { .Xf} A>O, then 
the same conclusion holds for the family uniformly in .X. This is inferred 
easily from the proof. In our context we will consider periodic potentials 
generated from a procyclic group. 
Definition 2.9. Suppose n is a procyclic group and T : 0-+ 0 a minimal 
translation. We say that a sampling function f E C(O, R) is n-periodic with 
respect toT if f(Tn(w)) = f(w) for every wE 0. 
Proposition 2.10. Let f E C(O, R). If f(Tno+m(wo)) = f(Tm(wo)) for 
some wo E 0, some minimal translation T : 0 -+ 0 and every m E Z, then 
for every minimal translation i' : n -+ n, f is no -periodic with respect to i'. 
Proof. Let cp : n -+ f 00 (Z), cp(w) = (J(Tn(w)))nEZ· Since T is mini-
mal, the closure of {Tn(w0 ) : n E Z} is 0. By Lemma 1.32 we have 
cp(O) = hull(cp(w0)). Since f(Tno+m(wo)) = f(Tm(wo)) for any m E Z, 
hull(cp(wo)) is a finite set. Then for any w E n, (J(Tn(w)))nEZ is some 
element in hull(cp(w0 )). Since every element in hull(cp(wo)) is n0-periodic, 
(J(Tn(w)))nEZ is no-periodic. This shows that f is no-periodic with respect 
toT. That is, we have f(Tno+m(w)) = f(Tm(w)) for every wEn and mE Z. 
Assume T is the minimal translation by w1 and let T be another minimal 
translation by w2. By the previous analysis, we have f(w~o+m·w) = f(wi·w) 
for every m E Z and every w E n. If w2 is equal tow~ for some integer q, 
obviously we have f(Tn°(w)) = f((wnno · w) = f(w) for any w E 0. If not, 
since {w}: n E Z} is dense in 0 (this follows from the minimality ofT), we 
have limk-+oo w~k = w2, and then f(w~0 • w) = limk-too f((w~k)no · w) = f(w). 
The result follows. D 
________ " _____ "_" -~----
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The above proposition tells us that the periodicity of f is independent 
ofT, so we can say f is n-periodic without making a minimal translation 
explicit. 
Proposition 2.11. Let f be p-periodic. Then, for every w E n, 
L(E, T, f)= lim _!_log IIA~,T,/)(w)ll 
m-too m 
(2.8) 
1 
= -log p(A~E,T,J)(e)), 
p 
where p(A~E,TJ)(e)) is the spectral radius of A~E,TJ)(e). In particular, if 
restricted to periodic sampling functions, the Lyapunov exponent is a contin-
uous function of both the energy E and the sampling function. 
Proof. If f is p-periodic, it is easy to see that for every w, (f(Tn(w)) )nEZ is 
some element of the orbit of (f(Tn(e)))nEZ, and so its monodromy matrix 
(i.e., the transfer matrix over one period) is a cyclic permutation of the mon-
odromy matrix associated with f(Tn(e)). Thus TrA~E,T,J)(w) is independent 
of w, and since detA~E,TJ)(w) = 1, we can conclude that the eigenvalues of 
A~E,TJ)(w) are independent of w. So the logarithm of the spectral radius of 
A~E,TJ)(w) is independent of wand (2.8) follows. The continuity statement 
follows readily. D 
We have the following lemma. 
Lemma 2.12. Let fn E C(O, JR) be a sequence of periodic sampling functions 
converging uniformly to foe E C(n, JR). Assume limn-too L(E, T, fn) exists 
for every E and the convergence is uniform. Then we have that L(E, T, foo) 
coincides with limn-too L(E, T, fn) everywhere. 
Proof. Since limn-too L(E, T, fn) exists everywhere, from [1, Lemma 2.5], 
we have L(E, T, fn) --+ L(E, T, foo) in Lloc· So L(E, T, foo) coincides with 
limn-too L(E, T, fn) almost everywhere. From Proposition 2.11, L(E, T, fn) 
is a continuous function, and by uniform convergence, limn-too L(E, T, fn) 
is also a continuous function. Since L(E, T, foo) is a subharmonic function 
(cf. [10, Theorem 2.1]), we get that L(E, T, foo) = limn-too L(E, T, fn) for 
every E. The statement follows. D 
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Next we recall from [1] how periodic sampling functions in C(n, IR) can 
be constructed. Given a procyclic group n, a compact subgroup no with 
finite index, and f E C(n, IR), we can define a periodic fno E C(n, IR) by 
Here, J-Lno denotes Haar measure on n0 . This shows that the set of periodic 
sampling functions is dense in C(n, IR). Moreover, as already noted in [1], 
there exists a decreasing sequence of procyclic subgroups nk with finite index 
nk such that n nk = { e}, where e is the identity element of n. (This point 
has been mentioned in Subsection 1.5.2. That is, for a procyclic group B = 
{nE: n E Z} one can construct subgroups by Bk = {nnkE: n E Z}. Clearly, 
{ Bk} is a decreasing sequence of closed subgroups of B with index nk and 
nsk = {E}). Let Pk be the set of sampling functions defined on njnk, 
that is, the elements in Pk are nk-periodic potentials. Denote by P the set 
of all periodic sampling functions. Then, we have Pk C Pk+1 (which implies 
nk I nk+I) and P = U Pk. 
We have the following theorem about the Cantor spectrum, which has 
been published as [12, Theorem 4.1]. 
Theorem 2.13 (Cantor Spectrum). Suppose n is a procyclic group and 
T : n -+ n a minimal translation. There exists a dense Go set C ~ C(n, IR) 
such that for every f E C and wEn, the spectrum of the operator Hw given 
by (1.2} is a Cantor set. 
A G0 set is a countable intersection of open subsets. Fix n and T as in 
the theorem throughout this section. By minimality, for given f E C(n, IR), 
the spectrum of Hw is independent of w. For notational convenience, we will 
denote the spectrum by L.. (!). 
Lemma 2.14. SJ1 := {! E C(n, IR) : L..(J) has empty interior} is a Go set. 
Proof. This is essentially [3, Lemma 1.1]. D 
Lemma 2.15. For every f E Pk! k E N and every c > 0, there exists j in 
Pk satisfying II!- ill < c such that L..(j) has exactly Pk components, that is, 
its Pk - 1 gaps are all open. 
Proof. This follows from the proof of [1, Claim 3.4]. For the reader's conve-
nience, we provide a proof. Let f E Pk be given. By w-independence of the 
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spectrum, we may choose and fix an arbitrary w E n for the purpose of this 
proof. Next, given c > 0, let M be large enough so that 2p~l < E. Then, 
for 1 ~ t ~ 2pk + 1, there is it E Pk with 
it(Tiw) = f(Tiw), 0 ~ i ~ Pk- 2 and ft(TPk- 1w) = j(TPk-1w) + ~· 
Obviously, lift- fll < E and we claim that there exists some tin this range 
such that the spectrum associated with it has exactly Pk components. 
Suppose this claim fails. Then, for every t in this range, there exists by 
Proposition 2.l.(d) an energy Et E E(it) with rJ~t.ft) = ±id. That is, 
( Et- f(TP1k-1w)- Mt -01) (Et- J(1TPk- 2w) -1) (Et- f(w) -1) . 0 . . . 1 0 =±~d. 
Since f is Pk-periodic, we get from this 
T(Et .!) = ± (1 it) Pk 0 1 . (2.9) 
Indeed, rewriting the identity above, we find that 
so that 
T(Et.f) = ± (id- (it Pk 0 
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The relation (2 9) implies that if t _j_ t' we have T.(Et,f) _j_ T.(Et~J) and 
· r , N r N , 
therefore Et =1- Et'. But there are at most 2pk values of E for which tr TJ~J) = 
±2; contradiction. D 
Lemma 2.16. Let f E 0(!1, ~) ben-periodic. The Lebesgue measure of each 
band of I:. (f) is at most 2:. 
Proof. This result is well known. Please refer to [1, Lemma 2.4 (i)] for the 
~~ D 
Proof of Theorem 2.13 (Cantor Spectrum). The proof is close in spirit to the 
proof of [3, Theorem 1]. By Lemma 2.14, we only need to prove that SJ1 is 
dense. Since P = U Pk is dense in 0(!1, ~), it suffi.~es to show that, g~ven 
f E P and E > 0, there is a sampling f such that II!- !II < 2c and I:.(!) is 
nowhere dense. 
So let f E P and E > 0 be given. Write f as f = I:;':o ai Wi with 
Wi E Pi. We construct s0 = I::!o a~0)Wi so that II soli < E and fo = f +so 
has all nN- 1 gaps open. (This is possible due to Lemma 2.15.) 
Suppose s0 , s1, ... , Sk-1 are picked. Let ak_1 be the minimal gap size of 
fk-1 and define f3k = min{a0 ,a1, ... ,ak-1}. Applying Lemma 2.15, we pick 
sk = L::!i;k a~k)Wi so that 
E 
llskll < 2k' 
1 f3k 
llskll < 3 2k' 
k 
!k = f + L Sj has all gaps open. 
j=O 
(2.10) 
(2.11) 
(2.12) 
The limit of fk exists by (2.10), let j = limk-+oo fk. By construction, we 
have Ill- !II < E. We claim that I:.(}) is nowhere dense; equivalently, its 
complement is dense. 
Given E E I:.(}) and € > 0, we can pick k large enough so that 
- € 
II!- !kll < 3' 
271" € 
--<-
nN+k 3' 
E € 
2k-1 < 3" 
(2.13) 
(2.14) 
(2.15) 
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By (2.13), there exists E' E r.(fk) such that IE'- El < ~- Moreover, by 
Lemma 2.16 and (2.14), we can find E in a gap of r.(fk) such that IE' -EI < ~­
Write this gap of r.(fk) that contains E as (a- 8, a+ 8). By definition, we 
have 28 2:: f3k+l· By (2.11), 
so we have (a-~, a+~) n r.(j) = 0. 
We claim that there exists 8' E [~, 8) such that (a- 8', a+ 8') n r.{j) = 0 
and 18' - 81 < p.. As we saw above, we may arrange for 8' 2:: ~. Suppose 
that it is impossible to find such a 8' with 18'- 81 < ;k. Then, there will be 
a point x E r.{j) such that [x- p., x + p.] ~(a- 8, a+ 8). Then we get a 
contradiction to the already established fact [x- p., x + p.] n r.(fk) = 0 since 
(2.10) implies 
00 
Ill- fkll = L Sj < ;k. 
j=k+l 
We can choose an energy E in the gap of r.{j) that contains (a-8', a+8') 
such that IE- El ~ p. < ~,where the second inequality follows from (2.15). 
Moreover, since we also have IE- E'l < ~ and IE'- El < ~, it follows that 
IE- El < €. This shows that lR \ r.{j) is dense and completes the proof. D 
Remark 2.17. The reader may notice that the statement of Theorem 2.13 
is a consequence of {1, Corollary 1.2] (any zero measure set has no interior 
points). However, the main purpose here is the method of proof presented 
here, which is direct and flexible enough so that it can be used to also ensure 
absolutely continuous spectrum. In particular, the Cantor spectra constructed 
here may have positive Lebesgue measure, whereas the Cantor spectra gener-
ated in the proof of [1, Corollary 1.2] always have zero Lebesgue measure. 
It is now ready to prove our main theorem. 
Proof of Theorem 2. 7 {Absolutely Continuous Spectrum). The idea is to mod-
ify the construction from the proof of Theorem 2.13. Thus, we will again start 
with an arbitrarily small ball in C(O, JR) and construct a point in this ball 
for which the associated Schrodinger operator has both Cantor spectrum and 
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purely absolutely continuous spectrum. The presence of absolutely continu-
ous spectrum then also implies that the Lebesgue measure of the spectrum 
is positive (for an absolute continuous spectrum cannot be supported on any 
zero measure set). 
Fix t E (1, 2) and let u E £2 (Z) have finite support. In going through the 
construction in the proof of Theorem 2.13, pick sk so that in addition to the 
conditions above, we have 
(2.16) 
where gt is the density of the spectral measure associated with u and the 
periodic potential n t-t fk (Tnw), with the estimate above being uniform in 
wEn. This is possible due to Lemma 2.6. 
By Lemma 2.4, there exists Q(u, t) < oo such that JJR igt(E)it dE ::; 
Q(u, t). 
Fix any w E n. Let A be a finite union of open sets. If P~ is the spectral 
projection for the potential n t-t fk(Tnw) and PA is the spectral projection 
for the potential n t-t j(Tnw), it follows that (u, PAu) ::; limsupk--+oo(u, P~u) 
since 11/k- flloo-+ 0 and hence the associated Schrodinger operators converge 
in norm. 
Applying Holder's inequality, we find 
where ! + t = 1 and I · I denotes Lebesgue measure. This shows that the 
spectral measure associated with u and the Schrodinger operator with poten-
tial n t-t j(Tnw) is absolutely continuous with respect to Lebesgue measure. 
Since this holds for every finitely supported u, it follows that this operator 
has purely absolutely continuous spectrum. D 
Note that the denseness cannot be extended to be generic ( G 8-set), for 
intersection of generic sets is still generic (by the Baire category theorem) 
and we will see in the following section that there exists a generic set of 
f E C(n, IR) presenting purely singular continuous spectrum. 
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2.3 Singular Continuous Spectrum 
We will here discuss the singular continuous spectrum. The Lyapunov expo-
nents are always zero for absolutely continuous spectrum (see Theorem 1.7). 
For singular continuous spectrum, the corresponding Lyapunov exponent 
may be zero or positive. We will discuss the singular continuous spectrum in 
the regimes of zero and positive Lyapunov exponents respectively. 
2.3.1 Zero Lyapunov Exponents 
Theorem 2.18 (Singular Continuous Spectrum I). Suppose n is a procyclic 
group and T : 0 --+ 0 a minimal translation. For a dense G0-set off E 
C(n, JR), every w E n and every A -=/= 0, "f:.(Aj) has zero Lebesgue measure, 
Hw has purely singular continuous spectrum for every w E n, and E 1--t 
L(E, T, Aj) is zero. 
The above theorem has been published as [12, Theorem 1.2.(b)]. Zero 
Lebesgue measure spectrum will automatically preclude absolutely continu-
ous spectrum. We still need to find a way to preclude point spectrum. The 
Gordon lemma is a powerful weapon for us. 
Definition 2.19. A bounded function V: Z--+ lR is called a Gordon poten-
tial if there are positive integers Qk --+ oo such that 
for every k ~ 1. 
Clearly, if V is a Gordon potential, then so is AV for every A E R 
Lemma 2.20 (Gordon Lemma). Suppose V is a Gordon potential. The 
Schrodinger operator H given by (2.1) has empty point spectrum. 
This is essentially due to Gordon [21]; see [17] for the modification of the 
argument necessary to prove the result as stated. 
Lemma 2.21. Suppose n is a procyclic group and T : n --+ n a minimal 
translation. Then there exists a dense G0-set 9 ~ C(O, JR) such that for 
every f E 9 and w E 0, the potential Vw is a Gordon potential. 
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Proof. We know the set of periodic potentials is dense in C(O, JR). For j, k E 
N, let 
Yj,k = { f E C(O, JR) : there is a j-periodic !1 such that II!- IJII < ~(jk)(-jk)}. 
Clearly, Yj,k is open. For k E N, let 
00 
Yk = UYj,k· 
j=1 
The set Yk is open by construction and dense since it contains all periodic 
sampling functions. Thus, 
00 
k=1 
is a dense G0 subset of C(O, JR). We claim that for every f E g and every 
w E 0, the potential Vw is a Gordon potential. 
Let f E g and w E 0 be given. Since f E Ak for every k E N, we can 
find jk-periodic !Jk satisfying 
II!- hk II < ~(jkk)-jkk. 
Let qk = jkk, so that qk-+ oo ask-+ oo. Then, we have 
max I!Vw(n)- Vw(n ± qk)ll = max llf(Tnw)- f(Tn±qkw)ll 1:Sn:Sqk 1:Sn:'Oqk 
= 1~~ k llf(Tnw)- f1k(Tnw) + fjk(Tn±jkkw)- f(Tn±jkkw)ll 
- _Jk 
~ 1~~ k llf(Tnw)- !Jk(Tnw)ll + 1~~ k llf(Tn±jkkw)- !Jk(Tn±jkkw)ll 
- _)k - _Jk 
1 . k 1 . k 
< 2(jkk)-Jk + 2(jkktJk 
~ k-jkk 
= k-qk. 
It follows that Vw is a Gordon potential. D 
Lemma 2.22. Suppose T : 0 -+ 0 is a minimal translation of a procyclic 
group. For a dense G0 set of f E C(O, JR), and for every A. =/= 0, the 
Schrodinger operator with potential A.f(Tnw) has a spectrum of zero Lebesgue 
measure for every w E 0 and meanwhile zero Lyapunov exponent. 
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Proof. This is [1, Corollary 1.2.]. 0 
We can now give the proof of Theorem 2.18. 
Proof of Theorem 2.18. Since the intersection of two dense G8 sets is again 
a dense G8 set and zero-measure spectrum precludes absolutely continuous 
spectrum, the result follows directly from Theorem 2.21 and Lemma 2.22. 0 
2.3.2 Positive Lyapunov Exponents 
Theorem 2.23 (Singular Continuous Spectrum II). Suppose n is a procyclic 
group and T : n -+ n a minimal translation. Then for a dense set of 
f E C(n, JR), every w E n and every A =1- 0, E(Aj) has zero Hausdorff 
dimension, Hw has purely singular continuous spectrum for every w E n, 
and E 1----t L(E, T, Af) is positive. 
Remark 2.24. The above theorem has been published as {13, Theorem 1.3.} 
A key part in proving Theorem 2.23 is to establish the following result: 
Theorem 2.25. Suppose n is a Cantor group. Then these exists a dense 
set F c C(n, JR) such that for every f E F, every minimal translation 
T: n-+ n, every wEn, and every A=/:- 0, Af(Tn(w)) is a Gordon potential. 
First, for our relatively restricted purposes, we will simply recall the def-
inition of Hausdorff measures and Hausdorff dimension. We refer the reader 
to [36] for more information. 
Definition 2.26. Let A ~ lR be a subset. A countable collection of intervals 
{bn}~=l is called a 6-cover of A if A C U:'=l bn with Ibn I < 6 for all n's. (Here, 
I · I denotes Lebesgue measure, and we will adopt this notation throughout 
the section.) 
Definition 2.27. Let a E JR. For any subset A ~ JR, the a-dimensional 
Hausdorff measure of A is defined as 
00 
ha(A) =lim inf "'lbnla. 8~0 8-covers ~ 
n=l 
(2.17) 
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The h""(A) is well defined as an element of [0, oo] since inf8-covers I:~=l Ibn I"" 
is monotonically increasing as 6 decreases to zero and therefore the limit 
in (2.17) exists. Restricted to the Borel sets, h1 coincides with Lebesgue 
measure and h0 is the counting measure. If a< 0, we always have h""(A) = oo 
for any A=/= 0, while if a > 1, h""(JR) = 0. 
It is not hard to see that for every A ~ JR, there is a unique a E [0, 1], 
called the Hausdorff dimension dimH(A) of A, such that hi3(A) = oo for 
every (3 < a and hi3(A) = 0 for every (3 > a. In particular, every A ~ lR 
with IAI > 0 must have dimH(A) = 1. 
Let's now move to the proof of Theorem 2.23. For convenience, we write 
A~E,J)(w) = A~E,J,T)(w), A~E,J) = A~E,J,T)(e), and L(E, f) = L(E, T,f). 
Since T : 0 --+ 0 is a minimal translation, the homomorphism Z --+ 0, n --+ 
Tne is injective with dense image in 0, and we can write f(n) = f(Tn(e)) 
without any conflicts. 
Lemma 2.28. Let f E C(O, JR) be n-periodic. Let C ~ 1 be such that for 
every E E ~(!), there exist w E 0 and k ~ 1 such that IIAkE,TJ)(w)ll ~ C. 
Then, I~(!) I ::; 4;n. 
Proof. This is just [1, Lemma 2.4 (ii)]. D 
The above lemma use the norm of the transfer matrix to estimate the 
measure of the spectrum, which is helpful in our proof of hausdorff dimension 
zero. We also need two more lemmas. More precisely, we will make further 
use of the constructions which play central roles in the proof of these two 
lemmas. 
Lemma 2.29. Let B be an open ball in C(O,JR), let F C P n B be a finite 
family of sampling functions, and let 0 < E < 1. Then there exists a sequence 
F K c P n B such that 
(i). L(E, .>..FK) > 0 whenever E ::; I .AI ::; cl, E E JR, 
(ii). L(E, .>..FK) --+ L(E, .>..F) uniformly on compacts (as functions of(E, .>..) E 
JR2 ). 
This is [1, Lemma 3.1]. As in [1], we use the notation 
1 
L(E, .>..F)= #F L L(E, T, .>..f), 
/EF 
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where F is a finite family of sampling functions (with multiplicities!) and 
>. E R The proof of this lemma is constructive. We will describe this 
construction explicitly in the proof of Theorem 2. 7. 
Lemma 2.30. Let B be an open ball in C(O, IR), and let F c P n B be a 
finite family of sampling functions. Then for every N 2: 2 and K sufficiently 
large, there exists FK c PK n B such that 
(i). L(E, >.FK)-+ L(E, >.F) uniformly on compacts (as functions of (E, >.) E 
JR2 ). 
(ii). The diameter of FK is at most ni<:N/2 . 
This lemma is a variation of [1, Lemma 3.2]. We will prove this lemma us-
ing suitable modifications of Avila's arguments. Some of these modifications, 
which will later enable us to prove the Gordon property, are not apparent 
from the statement of the lemma. We will give detailed arguments for the 
modified parts of the proof and refer the reader to [1] for the parts that are 
analogous. 
Proof of Lemma 2.30. Assume that F = {h, h, ... , fm} C C(O, IR) is a 
finite family of nk-periodic sampling functions with nk 2: 2, and let K > k 
be large enough. We construct Fk as follows. Let nK = mnkr + d, 0 :::; 
d :::; mnk- 1 and nkld. Let Ij = [jnk, (j + 1)nk- 1] C Z and let 0 = Jo < 
J1 < · · · < Jm-1 < Jm = nK /nk be a sequence such that Ji+1 - Ji = r + 1 
when 0 :::; i < d/nk and Ji+1 - Ji = r when d/nk :::; i :::; m - 1. Define an 
nwperiodic f as follows. For 0 :::; l :::; nK -1, let j be such that l E Ii and let 
i be such that Ji-1 :::; j < Ji and then let f(l) = fi(l). Next, for any sequence 
t= (t1, t2, ... , tm) with tiE {0, 1, ... ,r -1}, we define an nK-periodic fk as 
follows. If j = Ji- 1 for some 1 :::; i < m, we let fk(l) = f(l) + r-Nti, and 
if j = Jm- 2, we let fk(l) = f(l) + r-Ntm. Otherwise we let fk(l) = f(l). 
Let Fk be the family consisting of all fk's. The statement (ii) is clear for 
large K. (Note: in [1], Avila's construction is such that if j = Ji -1 for some 
1 :::; i:::; m, then fk(l) = f(l) + r-20ti; otherwise, fk(l) = f(l).) 
For fixed E and A, we let A~~·Vkl = C(tm,m) B(m) ... C(t1 ,1) B(1), where 
B(i) = (A(E,:>..J;))j;-i;-1 - 1 1 < i < m -1 and B(m) = (A(E,:>..fm))im-im- 1 - 2 and 
nk ' - - nk ' 
C (t;,i) _ A(E->..r-Nt;,>..J;) 1 < · < -1 d C(tm,m) _ A(E,>..fm)A(E->..r-Ntm,:>..fm) 
- nk ' - ~ - m an - nk nk . 
When E and ). are in a compact set, the norm of the C(t;,iLtype matrices is 
bounded as r grows, while the norm of the B(i)_type matrices may get large. 
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Notice that our perturbation here is r-Nt (as opposed to Avila's r-20t 
perturbation in [1, Lemma 3.2 ]), so [1, Claim 3.7] should be replaced by the 
following version: 
"Let Sj be the most contracted direction of iJCi) and let Uj be the image 
under iJU> of the most expanded direction. Call t j-nice, 1 :::;; j :::;; d, if 
the angle between 6U>uj and Si+l (less than 7r) is at least r-3N with the 
convention that j + 1 = 1 for j = d. Let r be sufficiently large, and let 
t be j-nice. If Z is a non-zero vector making an angle at least r-4N with 
Sj, then z' = 6U>iJU>z makes an angle at least r-4N with Si+ 1 and llz'll ~ 
lliJCi> llr-5NIIzll." 
The proof of [1, Claim 3.7] can be applied to get the above version of the claim 
with the corresponding quantitative modification. Moreover, we have also 
made a little shift in the perturbation, so cCtm,m) = A~~Nm) A~~->.r-Ntm,>.fm)' 
while Avila's C(tm,m) = A~~->.r-20tm,A/m)_ [1, Claim 3.8] still holds, but Avila's 
proof of [1, Claim 3.8] cannot be applied directly. To this end we prove the 
following claim: 
Claim 2.31. For every ME SL(2,R), there are m 1,m2 E (O,oo) with the 
following property. Suppose A and B are two vectors in ~_2, and !:1() is the 
angle between A and B with 0 < !:1() ::; 7r. Let !:10 be the angle between M A 
and M B (again so that 0 < !:10 :::;; 7r). Then, m 1!:1B :::;; !:10 :::;; m 2 !:1(). 
Proof. By the singular value decomposition (see [41, Theorem 2.5.1]), there 
exist 01 and 02 in 80(2, R) such that M = 0 1802, where S is a diagonal 
matrix. Since 0 1 and 0 2 are rotations on JR2 , it is sufficient to consider 
S = (~1 IL~l). 
Without loss of generality, assume Ill ~ 1. Let A = (a, b)t (t denotes 
the transpose of vectors) and B = (c, d)t be two normalized vectors, and let 
()A and () B be the argument of A and the argument of B respectively. Let 
A = SA = (a/Ll, b/ 1L1Y with the argument ()A and B = SB = (cjL1, d/ M1Y 
with the argument ()iJ· 
We adopt the following notation for convenience. Let I, I I ,I I I ,IV de-
note one of two vectors in the first quadrant (including {(x, 0) : x ~ 0} ), the 
second quadrant (including {(0, y) : y > 0} ), the third quadrant (including 
{(x, 0) : x < 0}) and the fourth quadrant (including {(0, y) : y < 0} ), respec-
tively. Then (I, I) denotes that both two vectors are in the first quadrant, 
41 
(I, II) denotes that one vector is in the first quadrant while the other is in 
the second quadrant, and so on. 
We will need the following observation: 
(2.18) 
Indeed, since tan fh ;::: :-\- tan 82 ;::: ~1 82 and 0 < ;3-2e < 1, we have 11-1 11-1 11-1 
82 82 82 3 82 5 82 81 >arctan-=--(-) 13 + 0((-)) > -. 
- 2J.Li 2J.Li 2J.Li 2J.Li - 4J.Li 
For the proof of Claim 2.31, we consider two cases. 
Case 1. 1rl2 :S l:l.8 :S 7r. Here A and B cannot be in the same quadrant. 
Notice that the impact of S on vectors is to move them closer to the x-axis 
and keep them in the same quadrant. Thus, for the subcases (I, I I), (I, I I I), 
(II, IV) and (I I I ,IV), we can easily conclude that l:l.8 12 :S l:l.O :S 2l:l.8. 
There are two subcases left, (I, IV) and (II ,I I I). We will discuss (I ,IV); 
the method can be readily adapted to (II, II I). For (I, IV), if 8 A = 0 and 
8 B = 37r 12, then 8 A and 8 B are also 0 and 37r 12 respectively, and so l:l.O = l:l.8; 
if not, without loss of generality, assume that A is in the first quadrant with 
7rl4 :S 8A < 1r12, then tan8A = ~ = tanfA, and by (2.18), we have 
a11-1 ll-1 
- 8 A l:l.8 
l:l.8 > 8A > -2 > --2 
- - 4J.Ll - 16j.Ll 
( 8 A ;::: l:l.8 I 4 since 8 A ;::: 7r I 4) and then l~:i :S l:l.O :S 2l:l.8. 
Case 2. 0 < l:l.8 < 1r 12. In this case, (I ,I II) and (I I ,IV) are impossible. 
We will divide the following proof into three parts. 
(1). We discuss (I, I) here; the argument may be readily adapted to (II, I I), 
(II I, I II), and (IV, IV). Without loss of generality, assume l:l.8 = 8 A- 8n, 
then we get 
Ail J.LI(bc- ad) tan l:l.8 
tanuu = > , 
bd + J.Lfac - J.LI 
and by (2.18), we get :ey :S l:l.O. Similarly, we will get l:l.O :S 4J.Lil:l.8 since 
tan l:l.O :S J.LI tan l:l.8, and so :ey :S l:l.O :S 4J.LI l:l.8 follows. 
(2). We discuss (I, IV) here; an adaptation handles (I I, I I I). Without loss 
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of generality, assume ()A 2: f:l.()/2. Obviously, we have !:l.B ~fl.(). Conversely, 
we have 1~!r ~ b..B (it is essentially the same as (I, IV) in Case 1 ), and so 
/:),.() -
16JLI ~ fl.() ~ fl.() follows. 
(3). We discuss (I, II) here, and the method can be applied to (III,IV). 
Obviously, we have fl.() ~ b..B. Without loss of generality, assume that A 
is in the first quadrant and makes an angle hA with the y-axis and that B 
is in the second quadrant and makes an angle h 8 with the y-axis. Clearly, 
fl.() = h A + h B. Let h A and h iJ be the angle between the y-axis and A and 
the angle between the y-axis and B, respectively. By (2.18), we conclude 
that h A ~ 4pi h A since tan h A = J-Li tan h A. Similarly, we get h B ~ 4pi h B. 
So it follows that fl.() ~ b..B = h A + h iJ ~ 4pi ( h A + h B) = 4pi fl.(). 
Through the above analysis, we see that 1~:I ~ b..B ~ 16pib..B, concluding 
the proof of Claim 2.31. D 
By this claim, we can modify the last paragraph of the proof of [1, Claim 
3.8] as stated below and then our lemma follows. 
"If r sufficiently large, we conclude that for every 0 ~ l ~ r-2, there exists 
a rotation R1 · of angle () · with r-2·5N < () · < r-0 ·3N such that c(l+l,ij)u. -
,J J J J-
Rz,jC(l,ij)Uj· It immediately follows that there exists at most one choice of 
0 ~ tij ~ r- 1 such that c<t;j,ii)uj has angle at most r-3N with SJ+1 , as 
desired." 
We would like to explain how to obtain the statement described in the 
paragraph above. If r is sufficiently large, it is not hard to conclude that for 
every 0 ~ l ~ r - 2, there exists a rotation Rz,j of angle ej with r-2N < ej < 
-0.5N (E->.r-N (l+l),>.j;j) _ - (E->.r-Nl,>.J;j) . _ 
r such that Ank Uj - Rz,jAnk Uj. If 'ld - m, we 
have 
(2.19) 
Since A~~Nm) E SL(2, R) is independent of r, we can apply Claim 2.31 to 
(2.19) so that we have 
C(l+l,m)U = A(E,>.Jm) R A(E->.r-N(l),>.Jm)u 
m nk l,m nk m 
= R A (E,>.Jm) A (E->.r-N (l),>.Jm)U 
l,m nk nk m 
= Rz,mC(l,m)Um, 
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where Rl,m is a rotation of angle em with r-2·5N < em < r-0 ·3N. Then the 
above paragraph follows. D 
Now we can give the 
Proof of Theorem 2.23. Given a Po-periodic f E C(O, IR) and 0 < co < 1, 
consider BeaU) C C(O, JR). (We will work within this ball. The dense-
ness of periodic potentials then implies the denseness of our constructed 
limit-periodic potentials.) Let N from Lemma 2.30 be 2. Let c1 = ~g. By 
Lemma 2.29, there exists a finite family F1 = {h, !2, ... , fmJ of p1-periodic 
sampling functions such that F1 C BeaU) and L(E, >.F1) > 51 for. some 
0 < 51 < 1 whenever c1 < 1>.1 < e11 and E E 1R (note that L(E, >.fi) 2: 1 if 
lEI 2: IIA!ill + 4). Our constructions start with F1 and we will divide them 
into several steps. 
Construction 1. First, we will apply Lemma 2.29 to F1 in order to enlarge 
the range of A's. Let c2 = min{1~1 '8d. Then, there exists a finite family of 
P1-periodic potentials F1 = {j1, J2, ... , ]m1 } C BeaU) such that 
for some 0 < J1 < 1 whenever Vc2 < 1>.1 < e~ and E E JR, and 
(2.20) 
whenever lEI < e12 and 1>.1 < e12 • 
Explicitly, the construction of F1 follows from the proof of [1, Claim 
3.1]. For very large P1 > P1 (it must obey p1lf51), choose N1(j51) such that 
if lEI < 1.., 1>.1 < 1.., fi E F1 and a j51-periodic potential j which is N2P1(~ 1) 
e2 - e2 1 Pl 
close to f then IL(E, >.])- L(E, >.f) I < %, since the Lyapunov exponent is 
continuous for periodic potentials (see Proposition 2.11). 
For 1 :=:; j :=:; 2p1 + 1, we define j51-periodic potentials j(i,j) by j(i,il(n) = 
fi(n), 0 :=:; n :=:; P1 -2 and j(i,i)(Pl -1) = fi(Pl- 1)+ N1 ~:P 1 ). By [1, Claim 3.4], 
there exists j 0 such that the spectrum of j<i,ja) has exactly j51 components, 
that is, all gaps of its spectrum are open. For convenience, we write j<i) = 
j(i,ia). So there exists h = h(F1 , j51, c2) > 0 such that for any fi E F1 and 
c2 :=:; 1>.1 :=:; }2 , E(>.j(il) has j51 components and the Lebesgue measure of the 
smallest gap is at least h. Choose an integer N2(Pl) with N2(Pl) > e2~:P1 • 
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For 0 ~ l ~ N2(pi), let j(i,l) = jCi) + _~~C). Then F 1 is just the family 
"2Pl 2 PI 
obtaine9 by C_?llecting; t~e j(i,l)_ for different /i_ E F1_ and 0 ~ l ~ N2(p1). 
Order F1 as F1 = {!I, h, ... , fmJ such that h = f<1·0> and fm1 = j(I,l). 
W,..e can ~lso assume that N2(p1) was chosen large enough, so that we have 
llfm1 - h II = e-2.P1~(131 ) < 1/3 (this will be used to conclude that our limit-
periodic potentials are Gordon potentials). 
Construction 2. Applying Lemma 2.30 to F1, there exists a finite family of 
P2-periodic potentials F2 = {f~i, /~2, ... , f::- 2 } such that 
F2 C BP22 C Be-2 C Be-0 (f) 
and 
L(E, -\F2) > 82 
for some 0 < 82 < 1 whenever c2 < l-\1 < "~ and E E JR, and 
jL(E, -\F2)- L(E, -\F1)j < c; 
whenever lEI, l-\1 < "12 • From (2.20) and (2.21), we have 
IL(E, -\F2)- L(E, -\F1)1 < C2 
for lEI, l-\1 < ;2 • 
(2.21) 
Explicitly, we construct F2 as follows ( cf. the proof of Lemma 2.30). Let p2 
large andp2 = rh1fJ1r2+d, 0 ~ d ~ rh1fJ1-l. Let Ii = [jfJ1, (j+1)fJ1-1] C Z 
and let 0 = io < j1 < · · · < im1-1 < im1 = ~ be a sequence such that PI ji+l - ji = r2 + 1 when 0 ~ i < d and ji+1 - ji = r2 when d ~ i ~ rh1P1 - 1. 
Define a p2-periodic potential h(l) for 0 ~ l ~ p2 - 1 as follows. Let j be 
such that l E Ii and let i be such that ii-1 ~ j < ji and let h(l) = h(l). 
For any sequence t = (t1, t2, ... , tmJ with ti E {0, 1, ... , r2 - 1 }, let ff be a 
p2-periodic potential defined as follows. Let 0 ~ l ~ P2 -1, and let j be such 
that l E li. If j = ji - 1 for some 1 ~ i < rh1, we let ff(l) = h(l) + r24ti, 
and j = im1 - 2 then ff(l) = h(l) + r24tm1· Otherwise we let Jf(l) = h(l). 
Let P2 be sufficiently large so that p22 < 1/3. 
Moreover, we can estimate the Lebesgue measure of the spectrum. For 
any E E lR and £ 2 < l-\1 < "~, we can find h E F1 such that L(E, -\h) > J1 
since L(E, -\F1) > 81. If r2 large enough, we have IIA~~·~{)~1 11 > e51 <r2 - 2)P1. 
Then we have 
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Since E is arbitrary, we can apply Lemma 2.28 to conclude that the total 
Lebesgue measure of L..(>.f~ic) is at most 47rp2e-81 (r2 - 2)Jh < e-P1P~12 when r 2 
sufficiently large. (Here f~ic can be any element from F2 .) 
Construction 3. Repeating the above procedures. Once we have constructed 
Fi_1 C B -Ci-1) C Be;_ 1 , by Lemma 2.29, we can get a finite family of 
P;-1 
Pi-rperiodic potentials Fi-1 C B -Ci-1) satisfying the following. Let ci = 
P;-1 
min{ei-1A-1} d h 
10 , an we ave 
for some 0 < Ji-1 < 1 whenever Vci < 1>.1 < -t and E E IR, and 
' 
whenever lEI < t and 1>.1 < t· 
Next, as in Construction 2, we will get a finite family Fi of Pi-periodic 
potentials which satisfies the following (here our perturbation is r;Nit 
ri2it, t E {0, 1, 2, ... , ri- 1} ). 
(i). L(E, >.Fi) > t5i for some 0 < t5i < 1 and all E E IR and ci < 1>.1 < s;-1. 
(ii). IL(E, >.Fi)- L(E, >.Fi-1)1 < ci, for lEI < t and 1>.1 < t· 
(iii). Fi C BPi; C Be; C Be;_1 C BeaU), i > 2. (Note: Be2 may not be in 
Bet.) 
t t - 1/2 (iv). 'if/ E Fi, IL..(>.f/)1 ~ e-Pi- 1P; (here 1·1 denotes the Lebesgue measure) 
when ci < 1>.1 < s;-1. 
(v). Pii < Hi- 1)-ili-1 since we can let Pi be sufficiently large. 
( ") llfii ft:ni II - 47r 1 (. 1)-il·-1 H N (- ) v1 . , - , - . -. N (-. ) < -3 2 - ' . ere 2 Pi-1 appears as 
• • e,p,_1 2 P•-1 
in Construction 1, and we can ensure that this inequality holds since Pi-1 is 
fixed while N2 (.Pi-1) can be taken as large as needed. 
Then we will get a limit-periodic potential foo E BeaU), whose Lyapunov 
exponent is a positive continuous function of energy E and the Lebesgue 
measure of the spectrum is zero (Lemma 2.12 implies that L(E, >.J[) -+ 
L(E, >.foo)). Moreover, we have the following two claims. 
Claim 2.32. foo is a Gordon potential. 
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Proof. Let qi =Pi· Obviously, qi -+ oo as i -+ oo. For i ~ 1, we have 
max lfoo(n)- foo(n ± qi)l :S lfoo(n)- JJll(n)l + lfoo(n ± qi)- JJll(n ± qi)l 
l:S:n:'Oq; 
+ I!Jl1(n)- JJll(n ± qi)l 
-(i+l) -(i+l) 47r 
:S Pi+l + Pi+l + - N (-) Ci+lPi 2 Pi 
1 - 1 -
:::; 23(i)-p; + 3(i)-Pi 
:::; i-qi. 
So foo is a Gordon potential. (Here fi~l is an element of Fi+l)· D 
Claim 2.33. L.(Afoo) has zero Hausdorff dimension for every A=/= 0. 
Proof. Let A =/= 0 and 0 < a :::; 1 be given. Without loss of generality, assume 
A > 0. Choose i large enough so that Ei < A < 1/ci and 1/i < a. For every 
JJ'• E Fi, IIA!oo- AJtk II < APii implies2 dist(L.(Afoo), L.(Ajfl.)) < APii· Since 
Ajfl. is Pi-periodic, we have 
Pi 
L.(Ajfk) = u j~tk,i)' 
z=l 
where J£lk,i) = [az, bz] is a closed interval. 
LetJ~tk,i) = [az-APii,bz+APii] andsincedist(L.(Afoo),L.(AjJI.)) :S APii, 
we have Pi 
L.(Afoo) C u J~tk,i)_ 
z=l 
- 112 . I r _ 1/2 Moreover b -a < e-Pi-1Pi smce L.(AJ.~<)I < e-Pi-1Pi . Then we have 
' z z- 'l. -
Pi 
ha(L.(Afoo)) :::; lim 2::)e-fii-1P~/2 + 2Apiit 
t-too 
z=l 
- 1/2 . 
= lim Pi(e-Pi-1Pi + 2Api')a 
t-too 
- 1" ( 1/a -fii-1P1/2 + 2\ -i+l/a)a 
- . lm Pi e ' APi . t-too 
2 It is well known that for V, W: Z-+ ~bounded, we have dist(u(~ + V), u(~ + W)) :::; 
IIV- Wlloo, where dist(A, B) denotes the Hausdorff distance of two compact subsets A, B 
ofR 
Since 1/i <a, we have -i + 1/cx < 0, and it follows that 
l. ( 1/a -Pi-1P~/2 + 2\ -i+l/a)a - 0 
. 1m Pi e "'Pi - . 
t-+oo 
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So we have ha(E(>.foo)) = 0 (note: when i--+ oo, >.belongs to (Ei, t) for all i 
large enough since this interval is expanding). So the Hausdorff dimension of 
the spectrum is less than ex. Since a was arbitrary, the Hausdorff dimension 
must be zero. D 
This implies all the assertions in Theorem 2.23 except for the absence of 
eigenvalues for every w. Given the Gordon Lemma (see Lemma 2.20 above), 
this last statement will follow once Theorem 2.25 is established. D 
Remark 2.34. Since lSi ~ ISi-I/10, i 2:: 1, it is true that when Ei < 1>-1 < t, 
L(E, >.foo) 2:: ~lSi for any E E JR. This gives information about the range of 
the Lyapunov exponent on certain intervals. Clearly, lSi --+ 0 when i --+ oo 
since the Lyapunov exponent will go to zero when >. goes to zero. 
Proof of Theorem 2.25. Let w = e first. Relative to any minimal transla-
tion T, the selected f in the proof of Theorem 2.23 is still n 0-periodic by 
Proposition 2.10, so we can start with the same ball Be;0 (f) and choose the 
same periodic potentials in Be;0 (f). Then we get the same foo· For the finite 
family Fi from Construction 3, though the Lyapunov exponent may change, 
the following properties hold (note that 11/[1 11 does not change). 
(i). Fi c BP-;i c Be:; c Be:0 (!). 
(ii). Pii <Hi -1)-iii-1. 
(iii). llfii- ft;,ill = - 471'- < .!(i -1)-iii-1. 
t t e;Pi-1N2(Pi-1) 3 
Then Claim 2.32 holds true, and so f(Tn(e)) is a Gordon potential. For 
arbitrary w, if we repeat the same procedures, (i)-(iii) above still hold as 
stated (since none of them are related tow), and Theorem 2.25 follows. D 
2.4 Uniform Localization 
Localization is a topic that has been explored in the context of Schrodinger 
operators to a great extent. By now several mechanisms are known that 
lead to localization, at least in suitable energy regions. The most important 
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one is randomness or, more generally, weak correlations. This aspect goes 
back to the seminal paper [2] of Anderson. Another important mechanism is 
strong coupling and, related to this, positive Lyapunov exponents. The latter 
approach can be used to prove localization for strongly correlated potentials. 
While localization does not occur for periodic potentials. Limit-periodic 
potentials are closest to periodic potentials (at least among the stationary 
ones) and hence for them, one would expect either the absence of localization 
or a difficult localization proof in the rare cases where it holds. There are two 
notable examples about pure point spectrum in the study of limit-periodic 
Schredinger operators. The first is a paper by Chulaevsky and Molchanov, 
[29], which unfortunately does not contain a proof of the theorem on the 
presence of pure point spectrum for some continuum one-dimensional limit-
periodic Schredinger operators stated there. Moreover, their examples have 
zero Lyapunov exponent and hence are not localized in the standard sense. 
The other relevant paper is Peschel's work [30], where he proves a general the-
orem that provides a sufficient condition for uniform localization along with 
two examples showing that the general result is applicable to limit-periodic 
potentials. Incidentally, the Chulaevsky-Molchanov paper uses features of 
randomness while Peschel's paper uses strong coupling. 
In this section, we will prove uniform localization results that hold uni-
formly for all elements of the hull n. This is a novel phenomenon. Indeed, 
usually localization can be proved, and in fact holds, only almost surely. 
For random potentials, this is obvious since there are periodic realizations 
of the potential. For certain almost periodic potentials, there are results 
to this effect due to Jitomirskaya-Simon [26] and Gordon [22]. Regarding 
results establishing pure point spectrum for all elements of the family, we 
are aware of the following: For the Maryland model, see [20, 19, 23, 32, 39], 
which has an unbounded potential (and hence is not almost periodic), pure 
point spectrum was shown for the whole family but without uniform decay of 
eigenfunctions. There is some unpublished work of Jitomirskaya establishing 
a similar result for a bounded non-almost periodic model. To the best of our 
knowledge, we exhibit the first almost periodic example that is uniformly 
localized across the hull and the spectrum. The result has been published in 
Journal d'Analyse Mathematique [14]. 
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2.4.1 Introduction to Uniform Localization 
Definition 2.35. We say that a family { uk} C £2 (Z) is uniformly localized 
if there exist constants r > 0, called the decay rate, and c < oo such that 
for every element uk of the family, one can find mk E Z, called the center 
of localization, so that luk(n)l :S ce-rln-mkl for every n E Z. We say that 
the operator Hw has ULE if it has a complete set of uniformly localized 
eigenfunctions. 3 
The notion of uniformly localized eigenfunctions and related ones were 
introduced by del Rio et al. in their comprehensive study of the question 
"What is localization?" [15, 16]. As explained there, ULE implies uniform 
dynamical localization, that is, if Hw has ULE, then 
sup l(b"n,e-itHwb"m)l::; Cwe-rwln-ml 
tEIR 
(2.22) 
with suitable constants Cw, rw E (0, oo). While both properties are desirable, 
they are extremely rare. To quote from [16], "the problem is that ULE 
does not occur" and "it is an open question, in fact, whether there is any 
Schri::idinger operator with ULE." Del Rio et al. may not have been aware of 
Pi::ischel's work [30] since it predates theirs and provides some examples of 
Schri::idinger operators with ULE. 
The occurrence of pure point spectrum for the operators { H w} wEn is called 
phase stable if it holds for every w E n. It is an unusual phenomenon since 
most known models are not phase stable. It is known that uniform localiza-
tion of eigenfunctions (ULE) has a close connection with phase stability of 
pure point spectrum; compare the following theorem. 
Theorem 2.36. [15, Theorem C.1] If Hw has ULE for w in a set of positive 
p,-measure, then Hw has pure point spectrum for every w E supp(p,), where 
supp(p,) is the complement of the largest open setS C n for which p,(S) = 0. 
Jitomirskaya pointed out in [25] that Theorem 2.36 can be strengthened 
for a minimal T in the sense that if there exists some w0 such that Hwa has 
ULE, then Hw has pure point spectrum for every wE supp(p,). 
The hull of a limit-periodic potential is a procyclic group, so that we can 
classify such procyclic groups by their frequency integer sets. Every procyclic 
3Recall that a set of vectors is called complete if their span (i.e., the set of finite linear 
combinations of vectors from this set) is dense. 
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group has a unique maximal frequency integer set S = { nk} ~ Z+ with the 
property that nk+dnk is prime for every k. 
Definition 2.37. For a procyclic group, we say that it satisfies the condition 
J21 if its maximal frequency integer set s = {nk} ~ z+ has the following 
property: there exists some integer m ~ 2 such that for every k, we have 
nk < nk+l ~ nr' that is, log nk+d log nk is uniformly bounded. 
We can now state our main result, which is just [14, Theorem 2.5.]. 
Theorem 2.38 (Uniform Localization). Suppose n is a procyclic group with 
the condition J21, and T : n -+ n a minimal translation. Then there exists 
some f E C(n, JR) such that for every w E n, the Schrodinger operator with 
potential f(Tn(w)) has ULE with w-independent constants. In particular, we 
have uniform dynamical localization (2.22) for every w with w-independent 
constants as well. 
We will heavily use Peschel's results in [30], which will be recalled in 
Subsection 2.4.3, to obtain the above theorem. Peschel used an abstraction 
of KAM methods, with some of the basic ideas going back to Craig [9], 
Riissmann [35] and Moser [28]. In this approach, there is an important 
concept, that of a distal sequence, which we will discuss in Subsection 2.4.2. 
The first step in proving Theorem 2.38 is to construct a distal limit-periodic 
potential in our framework. 
2.4.2 Distal Sequences 
Here we will discuss approximation functions and distal sequences; compare 
[30] and [35]. 
Definition 2.39. A function Q(x) : [0, oo)-+ [1, oo) is called an approxima-
tion function if both 
q(t) = r 4 supQ(x)e-tx 
x~O 
and 
(2.23) 
are finite for every t > 0. In (2.23), Kt denotes the set of all sequences 
t ~ t 1 ~ t 2 ~ · · · ~ 0 with E ti ~ t. 
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Definition 2.40. A sequence V E £'00 (/Z) is called distal if for some approx-
imation function Q, we have 
for every k E Z \ {0}. 
Proposition 2.41. If V E £'00 (/Z) is distal, then every V E hull(V) is also 
distal. 
Proof. This follows readily from the definition. D 
The following lemma shows how to generate distal sequences in our frame-
work. 
Lemma 2.42. Suppose 0 is a procyclic group with the condition .91, and 
T : 0 ---+ 0 a minimal translation. There exists an f E C(O, IR) such that 
(f(Ti(e)))iEZ is a distal sequence. 
Proof. Given a procyclic group 0 and a minimal translation T, by Lemma 1.33 
there is a limit-periodic potential L such that hull(L) ~ 0. Since 0 satisfies 
the condition .91, there exists m 2:: 2 such that for the elements of its maximal 
frequency integer set Sn = {nk}, we have nk-l < nk ~ nk'_ 1 for every k. 
Consider Sn. Here we let n 1 > 1. For n 1 E Sn, there must exist some 
nk E [ny, nym]. If not, we pick the largest ni E [n1 , ni) and then ni+l will be 
strictly larger than nym. Then we have ni+1 > nym > n"(' which contradicts 
the assumption. So we can pick nk such that ny ~ nk ~ nym. By induction, 
we can pick a subset of Sn which we still denote by 10 = { nk} satisfying 
n% ~ nk+l ~ n%m for every k E z+. Without any contradiction, we take 
n0 = 1 for the following computation. 
Define av(i) = j where 0 ~ j < nv and i = j (mod nv), so av is nv-
periodic. Let V = (Vi)iEZ and V(k) = (~(k))iEZ, where 
and V (k) = ~ av(i) t ~ 2 . 
V=l nV-lnV 
By the divisibility property of any frequency integer set, V(k) is an nk-periodic 
sequence. Since for every i E Z and k E Z+ we have 
I Vi_ V(k) I = ~ av(i) 
• ~ n2 n 
v=k+l v-l v 
00 1 ~ L 2 , 
v=k+l nv-l 
52 
it follows that V(k) converges to V uniformly. Thus, V is limit-periodic and 
one of its frequency integer sets is ! 0 . 
For any i1 =/= i2, fix k so that nk-l ~ li1 - i2l < nk. If k = 1, then 
lv;(l) - v;(l) I > ..l.. Also we have t1 t2 - n1 ' 
I(Vil - V:~1))- (Vi2- v:;1))1 
00 1 ~ nl L ----=-2--
v=2 nv-lnv 
8 
<--
- 1n1n2 
4 
<-
- 7nl 
So it is easy to see that IVi1 - Vi2l 2 7~1 2 3n3;,+1 · 
1 
If k 2 2, we have 
(2.24) 
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have 
Thus, we get 
Therefore, V is a distal sequence with an approximation function 
By Theorem 1.22, we have hull(V) ~ hull(L) :: n. By Theorem 1.35 
there is an f E C(O,R) such that (f(Ti(e)))iEZ = V. D 
Remark 2.43. For any r ~ 0, let 
G(x) = { 1' 
xr 
It is not hard to see that 
' 
0:::; X< 1; 
x>l. 
h( t) :::; cc4-r 
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by choosing ti = t2-i-1 . The constant c depends on r. It follows that G ( x) 
is an approximation function. In particular, this also shows that our Q(x) 
in the above proof is indeed an approximation function. 
2.4.3 Poschel's Results 
Here we rewrite some of Poschel's results from [30], tailored to our purpose. 
Let T ~ 1 be an integer and 911 a Banach algebra of real r-dimensional 
sequences a = (ai)iezr with the operations of pointwise addition and multi-
plication of sequences. In particular, the constant sequence 1 is supposed to 
belong to 911 and have norm one. Moreover, 911 is required to be invariant 
under translation: if a E 911, then IITkall!m = llall!m for all k E zr' where 
Tkai = ai+k· 
We denote by M the space of all matrices A = ( ai,i )i,jEZ.,. satisfying 
Ak = (ai,i+k) E 911, k E zr, that is, Ak is the k-th diagonal of A and it is 
required to belong to 911. In M, we define a Banach space 
Ms ={A EM, II A lis< oo}, 0 ~ s ~ oo, 
where 
Obviously, 
Ms C Mt, II' lls~ll ·lit, 0 ~ t ~ S ~ 00. 
In particular, M 00 is the space of all diagonal matrices in M. 
Theorem 2.44. [30, Theorem A] Let D be a diagonal matrix whose diagonal 
V is a distal sequence for 911. Let 0 < s ~ oo and 0 < (J' ~ min{1, H· If 
P E Ms and II P lis~ 6 · h(~)-I, where 6 > 0 depends on the dimension T 
only, then there exists another diagonal matrix D and an invertible matrix 
W such that 
w-1(D + P)W =D. 
In fact, W, w-1 E Ms-u and D - D E M 00 with 
II w- I lls-u, II w-1 - I lls-u~ C· II p lis, 
II iJ- D + [Pllloo~ C2 • II P 11;, 
where C = 6-1 · h(~), and [·] denotes the canonical projection Ms --+ M 00 • 
If P is self-adjoint, then W can be chosen to be orthogonal on t'2 (Zr). Note 
that h is the function (2.23) associated with V. 
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An important consequence of the preceding theorem for discrete Schrodinger 
operators is the following. 
Theorem 2.45. [30, Corollary A] Let V be a distal sequence for some trans-
lation invariant Banach algebra 9J1 ofT-dimensional real sequences. Then 
for 0 ~ c ~ co, co > 0 sufficiently small, there exists a sequence V with 
V- V E 9n, II V- V lim~ ~' such that the discrete Schrodinger operator 
0 
(H'l/J)i = c L '1/Ji+l + 1/i'l/Ji, i E 7!..7 
lll=l 
has eigenvalues {Vi : i E /f/} and a complete set of corresponding exponen-
tially localized eigenvectors with decay rate 1 + log ~. 
Next let us discuss how to apply the above results. 
Poschel's Example. Fix T ~ 1, and let P be the set of all real T-dimensional 
sequences a = ( ai) with period 2n, n ~ 0, in each dimension; that is, ai = 
aj, i- j E 2nzr. The closure of P with respect to the sup norm II · II= is a 
Banach algebra, which we denote by £. It is a subspace of the space of all 
limit periodic sequences. 
Let av, v ~ 1, be the characteristic function of the set 
v even; 
v odd. 
Then, av has period 2v. Construct an T-dimensional sequence V = (Vi) such 
that 
CXl T 
Vi= LLav(ill)2-(v-l)r-JL,i =(it,··· ,i7 ) E 7!..7 , 
v=l Jl=l 
belongs to £ and lies dense in [0, 1]. It is a distal sequence for £ with 
Applying Theorem 2.45 to this distal sequence V, we find that there exists 
V E £ and co > 0 such that for any 0 < c ~ co, the discrete Schrodinger 
operator with potential ( ~ )iEZ has the pure point spectrum { ~ : i E 7!..7 } 
and a complete set of exponentially localized eigenvectors with decay rate 
1 + log ~. Moreover, the spectrum of this Schodinger operator as a set is 
{~ : i E 7!..7 } = [0, ~] since {Vi : i E 7!..7 } = [0, 1]. 
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2.4.4 Existence of Uniform Localization 
We are now ready to give the proof of Theorem 2.38 about uniform local-
ization. Given a procyclic group n with the condition .rd, and a minimal 
translation T, we fix a metric II · II compatible with the topology. We have 
already seen that there exists some f E C(O,JR) such that V = (f(Ti(e)))iEZ 
is a distal sequence; compare Lemma 2.42. Clearly, C(O, JR) will induce a 
class of limit-periodic potentials. We denote it by B, and one can check 
that this class is a translation invariant Banach algebra with the £00-norm. 
By Theorem 2.45, there exists a sufficiently small co > 0 such that for 
0 < c ~ co, there is a sequence V E B with II V- V lloo~ S so that 
€o 
the discrete Schrodinger operator 
Vi (H'l/J)i = '1/Ji-1 + '1/Ji+l + -'1/Ji, i E Z 
c 
has eigenvalues { ~, i E Z} and a complete set of corresponding exponentially 
localized eigenvectors with decay rater = 1 +log~· There exists a sampling 
function j E C(n, JR) such that }(Ti(e)) = ~ since V E B. 
For the Schrodinger operator H associated with potential }(Ti(e)), denote 
its matrix representation with respect to the standard orthonormal basis of 
£2 (Z), { &n}nEZ, by the same symbol. Peschel's theorem also implies that 
there exists an orthogonal W : £2 (Z) -+ £2(Z) (with corresponding matrix 
denoted by the same symbol) such that 
H·W=W·D, (2.25) 
where Dis a diagonal matrix with the diagonal D 0 = (~ )iEZ· We write W = 
(· .. 'w_l, Wo, WI, ... ) where wi is the i-th diagonal of w, and similarly, we 
write H = (··· ,O,O,H_I>Ho,HI>O,O,···) and D = (··· ,O,O,Do,O,O,···). 
Moreover, by Theorem 2.44 we have that W E Mr, where r > 0 and Mr is a 
space of matrices associated with the Banach algebra B (see Subsection 2.4.3 
for the description of this space). (Note that WE Mr follows from [30, Proof 
of Corollary A].) Since wE Mr, we have II w llr= supiEZ II wi lloo elilr < c 
where c is a constant. So II wi lloo< ce-rlil, Vi E z. Let W(j) be the 
j-th column of W, that is, wU> is an eigenfunction of H. Since wU>(k) = 
w<k+(j-k))(k), wU>(k) is also an entry in Wj-k, and so IW(j)(k)l < ce-rli-kl. 
C is independent of j, so the corresponding Schrodinger operator H has ULE. 
This property is strong enough to imply that the pure point spectrum of H 
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is independent of w [25], that is, it is phase stable. In order to see this more 
explicitly, we would like to prove it in our framework, and furthermore, show 
that for other w, the associated Schrodinger operator still has ULE with 
the same constant C. Note that the latter property does not follow from 
Theorem 2.36. 
We need the following lemma. 
Lemma 2.46. Suppose we are given matrices A, B E JRZxZ, one of which has 
only finitely many non-zero diagonals. Then, we have for the k-th diagonal 
of Z = AB, 
Zk = LA1· T 1(Bk-l), 
IEZ 
where· is the pointwise multiplication (i.e., A1 • T 1(Bk-l) is still a sequence) 
and T is the translation defined by (T(Bk-l))i = (Bk-l)i+l fori E Z. 
Proof. Since for i, k E Z, we have 
the lemma follows. 
zi,i+k = L ai,tbt,i+k 
tEZ 
= L ai,i+lbi+l,i+k 
IEZ 
= L ai,i+lbi+l,i+l+k-l, 
IEZ 
D 
Now consider a given wE 0. By Proposition 1.20 we have (}(T(w)))iEZ E 
hull((}(Ti(e)))iEz). If w is in the orbit of e, that is, w = Tt(e) for some 
t E Z, ULE with the same constants and eigenvalues follows from unitary 
operator equivalence directly. However, we write this out in detail so that 
we see clearly what happens in the case where w can only be approximated 
by elements of the form Tt (e). 
By the previous lemma, (2.25) is equivalent to the following form: 
'ikE Z: I: H1 · T 1(Wk-l) =I: w1 · T 1(Dk-l)· 
IEZ IEZ 
Since Di = 0 for j =I= 0 and H±l are both constant equal to one, this simplifies 
as follows, 
'ikE Z: 
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If the potential is replaced by f(Ti+t(e)), with the matrix 
fi = (· · · , 0, 0, fi_1, Ho, H1, 0, 0, · · ·) 
such that Hj(i) = Hj(i + t),j E { -1, 0, 1}, we still have 
'Ilk E Z: -1 - - - - - k -T Wk+1 + Ho · Wk + TWk-1 = Wk · T (Do), 
where Wk(i) = Wk(i + t), k E Z and D0 (i) = D0 (i + t). Reversing the steps 
above, this means that 
ii. w = w. b. 
We can conclude that fi has the pure point spectrum { v,t : i E Z} = { ~ : i E Z}. 
Moreover, w = (· .. 'w_1, Wo, w1, ... ) is the eigenfunction matrix of ii, and 
for any i, k E z, IWk(i)l = IWk(i + t)l :::; ce-rlkl. So for the eigenfunction 
WU) of fi, we still have IWU)(i)l < Ce-rlj-il, and hence ULE with the same 
constants follows. 
If limm-roo Ttm(e) = w, that is, ](Ti(w)) = limm-roo ](Ti+tm(e)), then for 
](Ti+tm(e)), we have already seen that 
fiCm) . wCm) = wCm) . jj(m). (2.26) 
Let w~m) be the k-th diagonal of W(m), so that w~m)(i) = Wk(i+tm). They 
are also in the same Banach space, B, which is just a certain class of limit-
periodic sequences. So there exists some jk E C(O, IR) such that W~m) ( i) = 
Wk(i + tm) = ]k(Ti+tm(e)). So limm-roo W~m)(i) = limm-roo ]k(Ti+tm(e)) = 
A(Ti(w)), and we denote ]k(Ti(w)) by w~oo)(i). Similarly, limm-Too jj(m) 
exists and D~oo)(i) = f(Ti(w)), where D~oo) is the 0-th diagonal of jj(oo)_ 
Thus, as we let m-+ oo, (2.26) takes the following form: 
fi(oo) . w(oo) = w(oo) . jj(oo) 
' 
(2.27) 
where fiCoo) is (the matrix representation of) the Schrodinger operator with 
potential ](Ti(w)). Equation (2.27) implies that fiCoo) has the pure point 
spectrum {'; : i E Z}, and its eigenfunctions are uniformly localized since 
I(W(oo))Ul(k)l < ce-rlj-kl for any j, k E z, where (W(oo))(j) is the j-th 
column of W(oo). This completes the proof of Theorem 2.38. 
Chapter 3 
Open Problems 
We conclude our thesis with a number of interesting open problems concern-
ing the spectral properties of limit-periodic Schrodinger operators. 
Given a minimal translation T of a procyclic group n, consider for f E 
C(O, JR) and wE 0 the spectral type of the associated Schrodinger operator 
Hw with potential given by Vw(n) = f(Tn(w)). 
Problem 1. Is it true that for f from a suitable dense subset of C(O, JR), 
Hw has pure point spectrum for (Haar-) almost every wE 0? 
We already know that for generic f E C(O, JR), Hw has purely singular 
continuous spectrum for every w E n, and also that for f from a suitable 
dense subset of C(O, JR), Hw has purely absolutely continuous spectrum for 
every w E n. Thus, an affirmative answer to Problem 1 would clarify the 
effect of the choice off on the spectral type. Since the methods of Poschel are 
essentially restricted to large potentials, one should not expect them to yield 
an answer to Problem 1 and one should in fact pursue methods involving 
some randomness aspect. 
Note, however, the different quantifier on w in Problem 1, compared to 
the results just quoted. We exhibit (0, T, f) for which Hw has pure point 
spectrum for every w E 0. From this perspective, the following problem 
arises naturally: 
Problem 2. Is the spectral type of Hw always the same for every wE 0? 
For quasi-periodic potentials, this is known not to be the case (cf. [26]). 
However, the mutual approximation by translates for two given elements in 
the hull is stronger in the limit-periodic case than in the quasi-periodic case, 
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so it is not clear if similar counterexamples to uniform spectral types exist 
in the limit-periodic world. 
Another related problem is the following: 
Problem 3. Is the spectral type of Hw always pure? 
Again, in the quasi-periodic world, this is known not to be the case: 
there are examples that have both absolutely continuous spectrum and point 
spectrum (cf. [4, 5]). 
Returning to the issue of point spectrum, one interesting aspect of the 
result stated (in the continuum case) by Molchanov and Chulaevsky in [29] 
is the coexistence of pure point spectrum with the absence of non-uniform 
hyperbolicity. That is, in their examples, the Lyapunov exponent vanishes on 
the spectrum and yet the spectral measures are pure point. This is the only 
known example of this kind and it would therefore be of interest to have a 
complete published proof of a result exhibiting this phenomenon. Especially 
since our study is carried out in a different framework, we ask within this 
framework the following question: 
Problem 4· For how many f E C(O, JR.) does the Lyapunov exponent vanish 
throughout the spectrum and yet Hw has pure point spectrum for (almost) 
every wE 0? 
Given the existing ideas, it is conceivable that Problems 1 and 4 are 
closely related and may be answered by the same construction. If this is the 
case, it will then still be of interest to show for a dense set off's that there 
is almost sure pure point spectrum with positive Lyapunov exponents. 
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