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ABSTRACT 
 
While single crystalline materials such as Si dominate a myriad of applications, alloy materials like Si1-
xGex are becoming increasingly attractive because of their enhanced material properties. Their intriguing 
material properties originate from the distribution of constituent species that depends on a number of 
factors, such as temperature, strain, chemical miscibility, degree of segregation etc. Determining the 
distribution of atoms on the angstrom level length scale and finding their correlation with fundamental 
material properties experimentally is a challenging task. On the other hand, with the outstanding 
predictive power of the computational resources available nowadays, a wide variety of complex processes 
involving the distribution of atoms can be modeled using a combination of atomistic and continuum 
methods. To meet the growing demand for finding new materials it is crucial to explore new insights such 
that material properties can be tailored at the level of electrons, atoms or photons.  
 
Taking Si1-xGex (which is a very important material system for numerous applications) as an example 
alloy material, this thesis research aims to provide a broad investigation on the influence of atomistic 
arrangement on a range of material properties including structural, electronic and phononic properties. It 
is found that the arrangement and rearrangement of atoms plays an important role on governing its 
fundamental material properties and mechanisms. For example, first principles simulations show that 
atomic scale variations in composition field affect (a) quantum confinement in Si1-xGex/Si quantum dots 
and make larger quantum dots function like smaller quantum dots and (b) sensitivity of optical phonons 
that can significantly baffle the interpretation of Raman measurements. On the other hand, the underlying 
mechanisms for the evolution of morphological orientation in ion-bombarded Si and Ge surfaces originate 
from the rearrangement of atoms during the femtosecond atomic collisions. Additionally, distribution of 
the energetic particles on an ion bombarded surface relates closely with the local sputtering from the 
surface. 
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Chapter 1 
 
Introduction 
 
 
Si1-xGex systems have numerous uses in semiconductor devices with important applications in micro- and 
nanoelectronics, thermoelectrics etc. Compositional variation and strain play major roles in tuning the 
material properties of such devices [1-5]. Consequently atomistic disorder such as alloy disorder, surface 
roughness and inhomogeneous strain are known to influence their dynamical, electronic and phononic 
properties. Furthermore, scaling of device dimensions to the nanometer regime enhances the effects of 
disorder on device characteristics and the need for atomistic modeling arises. Determination of properties 
of alloy materials as well as low dimensional structures of Si1-xGex from atomistic calculations is 
important not only to measure their absolute values accurately but also to be able to understand the 
mechanisms that are responsible for the special properties. This will provide higher controllability of 
tuning material properties as well as increase their efficiency in applications. 
 
To understand the effect of alloying, composition, alloy disorder and disorder induced strain on material 
properties, traditionally linear approximations are used for computing alloy properties at intermediate 
compositions. By this assumption, alloys of a particular composition are assumed to be a fictitious 
material having a uniform distribution of atoms, which is practically impossible to ensure in experiments 
and also does not contain the true physics of the problem. The motivation of this work is, thus, to identify 
how the material properties vary as a function of composition without imposing any questionable 
assumptions in modeling potential fields. Therefore, to study the effect of atomistic disorder on 
fundamental material properties or mechanisms accurately, a few examples are taken from the two main 
regimes of interest, classical and quantum mechanical, and simulations are performed using existing state-
of-the-art methods or developing novel computational frameworks. The overall research is classified into 
two broad categories: 
 
(a) Effect of distribution of atoms on electronic and phononic properties of Si1-xGex  
(a quantum mechanical study) 
 
(b) Effect of distribution of atoms on sputtering and surface morphology in Si1-xGex 
(a classical mechanical study)  
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1.1 Atomistic disorder and quantum mechanical properties 
In the quantum mechanical regime, the implications of having short-range ordering and disorder in the 
distribution of atoms is explored for (i) Si1-xGex nanoislands and (ii) Si1-xGex alloy. The particular issues in 
each of these configurations are set by their possible applications in relevant fields. For example, Si1-
xGex/Si QDs are promising candidates for quantum computation and spintronics, thus their electronic 
properties are considered in this work. To provide a better understanding of strain and composition fields 
detection in Si1-xGex alloys using Raman spectra their optical modes are studied.  
 
 
1.1.1 Quantum confinement in Si1-xGex nanoislands  
Self-assembled quantum dots (QDs) or nanoislands, such as Si1-xGex QDs on Si substrates or In1-xGaxAs 
QDs on GaAs substrates, have attracted increasing attention in optoelectronic and photonic applications 
as well as in the fields of nanoelectronics, biology, and medicine due to their useful electronic and optical 
properties, such as shown in Fig. 1.1. 
 
 
 
Fig. 1.1 (a) Nanoislands in the form of hut, pyramid and domes are formed on Si1-xGex substrate. (b) The 
use of dome structures is demonstrated on a spin-qubit architecture, where a dome shaped island is placed 
in between source and drain to fabricate a single hole transistor. Figures are taken from ref. [1]  
 
 
Both In1-xGaxAs/GaAs and Si1-xGex/Si QDs exhibit nonuniform composition distributions due to alloy 
segregation. However, Si1-xGex/Si QDs are considerably larger in size with significant compositional 
variation observed experimentally, and Si1-xGex is a useful alloy to consider, as it is a purely covalent, 
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fully miscible system. Among the different shapes of Si1-xGex QDs, dome structures bounded by sidewalls 
steeper than the often-seen (501) faceted pyramidal islands are among the most stable [2, 3] as shown in 
Fig. 1.2. These dot-shaped QDs exhibit more significant composition inhomogeneity compared to other 
shapes and are speculated to cause a shifting of the peak position in the PL spectra, as shown in Fig. 1.3.  
 
 
 
 
 
 
 
Fig. 1.2 (a) Morphology of self-assembled SiGe Quantum dots grown on Si substrate [2]. D and P denote 
“dot” and “pyramidal” shapes. The different facets are identified in the schematic in (b). 
 
 
 
(a) 
(b) 
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Fig. 1. 3 PL spectrum of Si1-xGex nano-islands indicating energy shift of the PL intensity due to 
compositional variation. This figure is taken from ref. [4].   
 
 
The special properties of alloy quantum dots arise from the quantum mechanical confinement provided by 
the low-dimensionality of the structures, which is controlled by the confining potential [5-7]. Engineering 
the confining potential to achieve control and tunability of properties in alloy systems involves 
identifying the effects of composition and size, and the relationship between confinement, alloying and 
strain effects. Likewise, in the calculation of energy levels and spectral properties of alloy islands on 
mismatched substrates, the composition field has typically been treated as homogeneous [8-10].  But 
strain, surface energy and chemical effects, taken together, cause the atoms in the alloy islands to 
rearrange in an inhomogeneous fashion, especially for QDs of certain shapes that affect the degree of 
alloy decomposition, whereby the tops of the islands are found to be rich in one species while the edges 
are rich in the other [11-14], as shown in Fig. 1.4.   
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Fig. 1.4 Nonuniform composition field in Si0.5Ge0.5/Si quantum dot. The apex of the QD is Ge rich while 
its corners of the bottom are rich in Si.  
 
 
Thus, taking Si1-xGex/Si as a model QD system, one goal of the thesis work is to provide a comprehensive 
study of the effects of realistic inhomogeneous strain and composition fields on quantum confinement in 
an alloy QD, without resorting to the linear interpolation of the composition-dependent properties in 
solving the Schrödinger equation within the effective mass approximation. 
 
  
1.1.2 Si1-xGex alloy and Raman spectra  
Examining the influence of composition and strain on phonon mode frequencies is crucial in determining 
composition and strain fields in different types of Si1-xGex structures such as Si1-xGex nanoislands, Si1-xGex 
/Si quantum heterostructures, and Si1-xGex nanowires [15-18].
 
Analyzing Raman spectra through 
frequency-shift coefficients is one of the most powerful and popular ways to measure such quantities in 
alloy materials [19-22], as exemplified in Fig. 1.5.  
 
 
Fig. 1.5 Raman spectroscopy for characterizing composition and strain in SiGe/Si quantum well [23].  
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But due to the lack of available composition dependent strain-shift coefficients, a linear estimate or even 
the shift-coefficient for pure Si is often used to analyze strain fields in Si1-xGex [24]. Despite the 
importance of better understanding the properties of this material system, unique experimental 
characterization of the composition-shift coefficients is not available in the literature [19-22] which has 
made the understanding of local strain in sub-100 nm areas a difficult task [25]. Also, the current 
understanding of strain dependent characteristics of phonons as a function of composition is inconsistent 
and incomplete. In one of the few reported experiments on phonon-shift coefficients, Pezzoli et al. [19] 
measure various Si1-xGex systems and conclude that the strain-shift coefficient is independent of 
composition – but with an uncertainty as large as 100 cm-1, as shown in Fig. 1.6.  
 
 
 
          
 
Fig. 1.6 Inconsistencies in compositional variation of phonon strain-shift coefficients. The figures are 
taken from refs [19, 21]. Solid lines in either plot are fitted functions to experimental data points and the 
vertical bars in plot (b) indicate experimental uncertainty.  
 
 
To determine strain or composition dependence of optical phonons computationally, typically 
experimental data are used in conjunction with the parameterized Keating force constants, where the force 
constants are determined by fitting the Keating parameters to the optical phonon dispersion of unstrained 
bulk crystals. The Keating parameters are recalculated to correct the predicted Si-Ge mode frequencies by 
(a) (b) 
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incorporating bond length and angle dependent correction factors to the force constants. But no 
corrections are made to address the variation of bond lengths after strain is applied to the alloy. As 
pointed out by Reparaza et al. [21], deformation potentials determined this way suffer from large 
uncertainties introduced in estimating the unstrained frequency. Nevertheless, using phonon deformation 
potential parameters and a bulk modulus dependent correction parameter they show that the biaxial strain-
shift coefficients vary in the composition range from x = 0.4 to x = 1.0 [21], which contradicts the 
findings of Pezzoli et al. [19]. 
   
In addition to the challenges of experimental uncertainty [26-28], theoretical models based on empirical 
parameterizations rely on approximations made at several stages in determining the interatomic force 
constants [29-31]. These methods accurately model situations that closely mimic the experimental 
conditions to which the parameters are fitted [31]. But for alloys such as Si1-xGex, disorder-induced effects 
are significant and the widely used virtual crystal approximation (VCA) fails to model phonon 
dispersions and associated properties accurately because of its inability to include the effects of chemical 
disorder and strain induced modification of the force constants, especially for the short wavelength modes 
[32-34].  
 
Nonetheless, ab initio methods are remarkably successful in determining phonons accurately. But they are 
computationally very expensive. However, by considering only the -point phonons – since only the 
Raman-active modes are of interest – density functional perturbation theory (DFPT) can be used to 
compute Raman-active modes – Si-Si, Si-Ge, Ge-Ge – and their dependence on composition, strain and 
short-range atomic ordering. In addition to revisiting composition-shift and biaxial strain-shift coefficients 
over the entire composition range of Ge in Si1-xGex to address the inconsistencies in their reported values 
in the literature, the compositional variation of the Grüneisen parameter and the hydrostatic strain-shift 
coefficients are computed in this work. 
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1.2 Atomistic redistribution and sputtering  
Ion bombardment of semiconductors removes substrate mass by sputtering and is used for depth profiling 
of polycrystalline multilayers [43-48] and in other applications. As an ion hits a target two main processes 
occur on the surface (a) short-time scale sputtering and mass rearrangement and (b) diffusion, as 
displayed schematically in Fig. 1.7. Sputtering, whereby atoms are ejected from target material due to ion 
bombardment, is used for various processes such as film deposition, etching, or for analysis in Secondary 
Ion Mass Spectroscopy (SIMS). However, how the mechanisms associated with sputtering and 
redistribution relating the surface response of a target are not well understood theoretically or 
computationally.  
 
 
Fig. 1.7 Response of a compound target upon ion impact 
 
 
Both of these processes are caused by the distribution of the incident kinetic energy of the ion within the 
target material, which leads to a redistribution of atoms near the point of impact. However, depending on 
a complex combination of the ion and target properties different dynamic behaviors are observed during 
the impact. To understand the effect of ion impact on redistributed or sputtered atoms four research topics 
are chosen: 
(a) Sputtering of atoms from a compound target  
(b) Role of the ion-target interatomic potential on sputtering  
(c) Effect of local atom arrangement on surface morphology 
(d) Relation between local sputter yield and local deposited energy  
 
Each of the research topics is critical in understanding many fundamental processes that govern nanoscale 
fabrication of electronic devices, or surface patterning with optical and magnetic applications. The 
importance of these topics and associated specific objectives are outlined below:  
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1.2.1 Sputtering from a compound target 
In compound semiconductors, sputtering has been proposed as the mechanism for creating ripples on  the 
bombarded surfaces under certain conditions [49-50]. The differential sputtering of the constituents of 
multicomponent and alloy surfaces offers the possibility of enriching one component on the surface or 
even growing nanostructures rich in one of the components making up the target material.  It has been 
observed in Si-Ge systems that composition affects net sputter yield in a complex fashion [51], but it has 
not been possible to measure the relative amount to determine the so-called preferentiality of Si versus Ge 
sputtering in this system. The net sputter yield, for example, for Si1-xGex targets is seen to have a nonlinear 
dependence upon x, but the ratio of Si or Ge sputtering is not known, as shown in Fig. 1.8.  
   
 
Fig. 1.8 Composition dependence of the combined sputter yield for SiGe bombarded by 3 keV Ar ions. 
The figure is taken from ref. [51] 
 
Recently, the difference in the sputter yields of constituent atoms in Si1-xGex has been speculated to be a 
potential reason for the observed modulations of ripple composition [47].  But in an explanation proposed 
in that work, the sputter yields of constituents are assumed to be the same as those from pure targets, so 
any composition dependence of sputter yields is neglected. Evaluating this approximation and 
understanding Si and Ge contributions to the net sputter yield of Si1-xGex  are the objectives of the current 
research. 
 
10 
 
1.2.2 Role of ion-target specific interatomic potential on sputtering 
In computational studies of ion bombardment of Si, sputter yields are readily attainable, yet most 
available computational studies show significantly lower yields than are reported in experiments, 
especially at lower bombardment energies. Also, among the reported experimental results, there are some 
observed discrepancies in the literature. A few experimental results that were obtained prior to 1965 and 
compiled by Wittmaack et al. [52], show unusually low sputter yields for Si. However, Zalm et al. [53] 
address the reliability of these older experiments and compile a larger number of experimental results and 
more recent data. Silicon sputter yield is the focus of this article; it is found to be 0.88 for 1keV Ar+ 
bombardment, and 0.63 for 500eV Ar bombardment. 
 
Interatomic potentials, which describe the interaction of atoms as a function of their separation distance 
(as shown schematically in Fig. 1.9), are the foundation for the dynamical time-stepping process in 
molecular dynamics simulations, and correspondingly, the outcomes of MD studies may be strongly 
affected by the choice of potentials. Stansfield et al. [54] show a strong influence of the choice of 
empirical potentials (e.g. Smith potential, Moliere potential, or Universal potential) on the computed 
sputter yield in MD simulations.  
 
 
Fig. 1.9 Schematic showing valence electrons and cores of Ar and Si. Their interaction depends on the 
interatomic distance, r.  
 
The Ar-Si system is often modeled by empirical potentials such as the Moliere or ZBL potentials[55,56], 
or by other potentials among those studied by Stansfield et al. All of these potentials predict Si sputter 
yields much different from experimental findings. The ZBL potential that is often used to determine 
sputter yields for different materials using the Monte Carlo algorithm underestimates the results by a 
factor of 2 or more especially at lower ion impact energies. Using the software package SRIM [57], which 
uses the ZBL potential, Shulga et al.[58] compute Si sputter yield to be 0.72 for 1keV Ar-ion 
bombardment on Si, which deviates by 23% from the experimental value of 0.93. The 500eV Si sputter 
yield is computed to be 0.45 -- more than 25% less than the experimental value of 0.63. At the same 
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energy Stansfield et al. [53] compute Si sputter yield to be 0.70 with the SCF potential, and 0.84 with 
Smith potential. These widely used potentials are typically obtained by fitting exponential functions to 
limited experimental data or by averaging hundreds of computed screening functions for various pair 
interactions, from which general conclusions are made for a wide range of atom pairs. While these 
empirical potentials have the advantage of providing some level of universality, none represent Ar-Si 
interactions with sufficient accuracy to model sputtering. 
 
The choice of interatomic potential can yield different values for other calculated properties for ion 
bombardment, such as the stopping power at low energy, but there is no clear guidance to help select the 
most appropriate potential for a particular atom-ion pair [59]. Stansfield et al. [54] note that different 
potential functions better describe atom interactions in different energy ranges. The influence of ion-atom 
potentials is also discussed by Harrison et al. [60], Webb et al. [61], Shapiro et al. [62],. Schuller et al. 
[63], Garcia et al. [64] and the usefulness of creating or modifying empirical interatomic potentials using 
quantum-mechanical calculations is demonstrated by several other groups [65-72].  
 
A specific atom-pair potential is shown to estimate penetration angle better than the ZBL or Moliere 
potentials. Using new potentials, developed by ab initio methods, Stansfield et al. [54, 66] show an 
improved estimate for sputter yields for Ar-Cu(001) and classically computed trajectories for Ar-Si(001). 
Given the sensitivity and the relatively extreme energies of the ion impacts, it is expected that the 
accuracy of such simulations will also benefit from a more fundamental description of the interactions. 
Therefore, in this work we employ density functional theory to compute an interatomic potential for Ar-Si 
and investigate the effect of ion-target specific interatomic potential on a few quantities such as 
sputtering, scattering angle, etc.   
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1.2.3 Redistribution of atoms and ripple morphology 
Formation of nanostructured ripples on ion bombarded solid surfaces is a widely observed phenomenon.  
Depending upon the off-normal ion beam angle of incidence, ripples with wave vectors either parallel or 
perpendicular to the beam direction are observed in semiconductors (Si [73], Ge [74]), metals (Cu [75], 
graphite [76]) and dielectric materials (SiO2 [77]), and for different ion species including Ar [73,78], Kr 
[78] and Xe [74,78], as shown in Fig.  1.10.  
 
 
    
    
 
Fig. 1.10 (a) 1.2 keV Xe on Si at 20
0
, (b) 500 eV Xe on Si at 20
0
, (c) 300 eV Kr on Si at 20
0
, (d)1.2 keV 
Kr on Si at 20
0
, (e) 1keV Ar on Cu at 15
0
, (f) 1keV Ar on Cu at 70
0
, (g) 5 keV Xe on graphite at 70
0
, (h) 
5keV Xe on graphite at 30
0
 
 
 
However, very little is known about what atomistic mechanisms or what features of individual ion 
impacts are linked to the formation of a particular ripple orientation. Most theoretical explanations are 
based on the Bradley and Harper (BH) erosion-smoothing mechanism [80], which fails to accurately 
predict transitions of ripple orientation as a function of ion incidence angles or to provide a physical 
understanding of associated atomistic mechanisms. For example, employing BH criteria Norris et al. 
predict a phase diagram for 250 eV Ar ion bombardment of Si, as shown in Fig. Chx.11, that contradicts 
(a) (b) (c) (d) 
(e)
) 
(f)
) 
(g) (h) 
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experimental observations for similar impact conditions in two regimes: (a) lower angles and (b) very 
high angles, where perpendicular ripples are observed in either case. 
 
 
 
 
Fig. 1.11 Phase diagram, for 250 eV Ar bombardment of Si, constructed using coefficients [79] from 
Bradley Harper (BH) theory. The red data point, which predicts parallel ripples to be formed according 
the BH criteria, contradicts with the experimental observation of perpendicular ripples at that impact 
condition. For lower angle bombardment it shows possibility of no ripple formation, which also 
contradicts experimental observation of well resolved perpendicular ripples.  
 
 
Nevertheless, the erosion-based Bradley and Harper [80] criterion remains as the only widely accepted 
theoretical explanation for the ion bombardment surface instability. To offer new characterization tools 
for understanding the atomistic processes that affect pattern formation over the complete phase space 
involving ion energy and angle of incidence, molecular dynamics simulations and a crater-function based 
multiscale analysis are performed, and it is found that mass redistribution effects dominate the physics of 
ripple formation and orientation. Angle dependent surface evolution can be explained by a combination of 
a q
4
-dependent smoothing effect and a local angle dependent mass redistribution effect. 
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1.2.4 Sputtering and deposited energy 
Ion bombardment, a process by which a target material is damaged by an energetic ion, is widely used for 
implanting atomic impurities, called dopants, into electronic devices or preparing substrates for various 
applications [81-83]. During this process the energetic ion imparts its kinetic energy to the target atoms 
and leads to the redistribution of atoms surrounding the point of impact or the removal of materials 
through sputtering. The profile of the deposited energy is assumed to be ellipsoidal by Sigmund [84], and 
all the theoretical models that have been developed or extended to describe instability of flat surfaces or 
the morphological evolution of ripple patterns are based on the ellipsoidal energy profile [85-89], as 
shown in Fig. 1.12.  
 
Fig. 1.12 Sigmund’s energy profile for an oblique ion incidence [84]. The plot on the top shows 
distribution of sputter yield on the surface. 
 
Although Sigmund’s model and its derivatives such as BH theory are successful in explaining several 
erosion related surface behaviors, they contradict many experimental observations [83,90] and the origin 
of the contradiction is associated with the ellipsoidal shape approximation [91,92]. Nonetheless, the actual 
shape has not been obtained experimentally or computationally, nor it is known how the energy profile 
relates to ion energy, ion species, angle of incidence, or the type of target material. Using a very crude 
model of surface binding forces, Feix et al. [92] claimed significant deviations from Sigmund’s Gaussian 
energy distribution and it is predicted that the decay of deposited energy fits well rather with an 
exponential function than a Gaussian. Examining the shape of the energy deposition and sputtering and 
investigating their correlations for different impact conditions are the objectives of this work.  
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Chapter 2 
 
Atomistic Disorder and Quantum Confinement  
[The material in this chapter is published as M. Z. Hossain and H. T. Johnson, Nanotechnology 21, 095401 (2010)] 
 
 
To investigate the electronic structure details of these relatively large QDs computationally, k.p methods 
(single-band or multi-band) are very useful, provided that the input electronic properties such as valence 
band offset, Luttinger-Kohn parameters and deformation potentials are determined as accurately as 
possible in regard to the effects of composition and strain fields.  Among other computational approaches, 
the fully atomistic pseudopotential method, [1, 2] which has significant advantages over the conventional 
k.p method, is difficult to implement for larger size alloy QDs more common in the Si1-xGex system, 
which typically contain more than 10
8
 atoms.  In addition, this method relies on accurate determination of 
screened empirical pseudopotentials, which requires a superposition of parameterized site-specific atomic 
pseudopotentials, and since the parameters are fit to bulk properties such as wave functions, deformation 
potentials, and band offset, it fails to explicitly account for alloy bowing associated with these 
components.  In the present work, the effect of alloying is accurately and explicitly accounted for in the 
first-principles derivation of effective mass, deformation potential, band offset and spin-orbit coupling.  
For comparison, the same analyses are performed with linear approximations for estimating the 
composition dependent properties with and without the effects of nonuniform composition. 
 
 
2.1 Computational Modeling 
2.1.1 Mathematical formulation 
To compute the electronic energy levels and wave functions, the Schrödinger equation is transformed into 
a convenient form such that  
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where m is the magnetic quantum number [-l  m  l, orbital quantum number l = 1,2,…(n-1), principal 
quantum number is n], r is the radial coordinate and z is the direction along the height of the island; the 
effective mass m and the confining potential V both depend on composition, and are thereby spatially 
nonuniform. The confining potential depends on both the strain and the local composition and can be 
decomposed into three components,                           . Here,          is the valence 
band-offset,         is the potential shift due to the spin-orbit coupling, and         is the strain 
induced shift, often written as,                           
          
          
          
       
where, D is the deformation potential tensor,  is the strain tensor, and a, b are the dilation and uniaxial 
deformation parameters, respectively [3]. The subscript ij denotes the spatial coordinates and x represents 
Ge fraction. 
 
 
 
2.1.2 Composition dependence of valence band offset 
Following the procedure introduced by Stroppa et al. [4], the plane-wave DFT code Quantum Espresso 
[5] is used to compute the composition dependent valence band-offset. The calculations are performed 
using a Si/SixGe1-x supercell containing 2x2x4 unit cells of Si and 2x2x4 unit cells of SixGe1-x; four unit 
cells (along the direction perpendicular to the interface) of each material is found to be sufficiently large 
to observe any effect of lattice period in that direction. The calculated total energy is considered 
converged under a plane-wave energy cutoff of 25 Ry with a 2x2x1 k-point grid. The local density 
approximation is used for the exchange-correlation part of the energy functional. The lattice parameters 
for Si1-xGex are computed using the relation:                   , where u denotes lattice 
parameter. The internal parameters of the lattice (position coordinates of the atoms) as well as the 
composition dependent lattice vectors are relaxed to a force tolerance of 1.0 mRy/a.u.  
 
The valence band offset across the interface is then computed by comparing the microscopic averages of 
the electrostatic energy on the two sides of the interface, as depicted in Fig. 2.1. The explicit expression 
for the potential offset is found to be nonlinear with respect to composition, and given by          
            . This expression differs from the linear prediction,                [6]; the difference 
between the two equations is a maximum in       at x = 0.46, and thus it is necessary to include the 
nonlinear behavior for a QD with x = 0.5 to capture composition dependent behavior accurately. The 
electrostatic potential variation within the QD because of the nonuniform composition field is illustrated 
in Fig. 2.2.  
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Fig. 2.1 Schematic diagram showing the computation of valence band offset. 
 
 
 
Fig. 2.2 Electrostatic potential field for the heavy-hole within the QD. For a 65 nm height QD, the 
maximum potential at the apex of the QD is computed to be 500 meV.   
 
 
 
2.1.3 Composition dependence of deformation potentials 
The potential due to valence band offset refers to the average of the hole bands that split and shift further 
due to strain. The compressive hydrostatic deformation,    
          
       moves the hole bands down 
whereas the tensile deformation caused by the biaxial strain,    
          
      , in contrast, shifts them 
up. In computing these strain effects, the composition dependent deformation potentials a(x) and b(x) are 
determined by performing self-consistent calculations using SIESTA [7] and comparing the electron 
energies of strained and unstrained regions to a common vacuum energy level. The calculations are 
performed within the local density approximation and the double zeta polarized (DZP) basis set at an 
electron temperature of 300 K. Both the strained and unstrained regions consist of 2x2x2 unit cells. 
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Because of the presence of a large vacuum region (~15 Å on all sides) surrounding the atomistic regions 
the overall supercell (containing strained, unstrained, and vacuum regions) is large enough to obtain 
convergence of the total energy with only one k-point, as demonstrated in Fig. 2.3. 
 
  
 
 
Fig. 2.3 Schematic diagram showing the procedure for computing deformation potential.  
 
 
Before performing the deformation potential calculations lattice parameters are obtained by optimizing 
the lattice vectors and minimizing the internal parameters. For the strained cases, the lattice vectors of 
deformed crystal are defined as           , where   is the strain tensor and    is lattice vector of the 
unstrained lattice. The composition of the strained lattice is then varied to determine the composition 
dependence of the deformation parameters. The atoms are positioned randomly in the supercell at each ‘x’ 
and it is found that the dependence of deformation potentials on atomic randomness for a particular 
composition is negligible. A quadratic fit to the DFT result gives                            
and                               Previously published parameters measured in experiments 
or computed in ab initio studies are available only for x=0.0, 1.0 [6,8]. The results obtained in the present 
calculations agree well with these values. The obtained composition dependent deformation potential 
results in the following potential field as shown in Fig. 2.4.  
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Fig. 2.4 Deformation potential field for the heavy-hole within the QD. For a 65 nm height QD, the 
maximum potential at the core of the QD is computed to be 10 meV. 
 
 
 
2.1.4 Composition dependence of SO coupling  
The composition dependence of the remaining part of the confining potential,         is computed using 
the all-electron, full potential code WIEN2k [9] based on the linearized augmented plane wave basis 
within the local density approximation for electronic exchange and correlation. Results show the 
nonlinear composition dependence for the heavy-hole (hh) or light-hole (lh) bands,     
          
                          ; and a linear composition dependence for the split-off bands, 
    
                   . The splitting of the bands for Si0.5Ge0.5 with zincblende configuration is 
shown in Fig. 2.5. The confining potential field due to spin-orbit coupling alone is shown in Fig. 2.6.  
 
 
 
Fig. 2.5 Hole Bands near the  point of the Brillouin zone. The split of the energy, denoted by ESO, is 
the shift of the split off band because of spin-orbit coupling in the alloy 
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Fig. 2.6 Potential field within the QD due to spin-orbit coupling. For a 65 nm height QD, the maximum 
potential at the apex of the QD is computed to be 70 meV  
 
 
 
2.1.5 Composition dependence of effective mass of holes 
The effective masses are computed by using the following relations 
 
                      
      [2.2] 
                   [2.3] 
 
The composition dependent Luttinger-Kohn parameters, denoted by    and   , are derived by using the 
heavy hole and light hole effective masses. Including the spin-orbit interaction the effective masses are 
computed along the three main crystallographic directions for 5 different compositions: x=0.0, 0.25, 0.5, 
0.75, 1.0, with a supercell of 8 atoms using WIEN2k. For each of the compositions all the possible 
atomistic configurations are considered and an arithmetic average over the random cases is taken as the 
value of the parameter at that composition. To obtain an analytical expression for the electronic band-
structure at the -point, a parabolic dispersion relation            
  is assumed, which is a reasonable 
approximation near the -point. The explicit expressions for the composition dependent LK parameters 
are [10-12]: 
 
                   
              
        [2.4] 
                   
              
        [2.5] 
 
Computed band structures for heavy-hole, light-hole and split-off bands for crystalline Si, Ge and SiGe 
are shown in Fig. 2.7. The composition dependent LK parameters are presented and compared with 
experiments in table 1. The LK parameters agree reasonably well for both Si and Ge.  
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Fig. 2.7 Band structure along theXX direction for (a) Si, (b) Ge and (c) Si0.5Ge0.5 
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Table 2.1 Composition dependent effective mass of holes and Luttinger-Kohn parameters 
 
x mhh[100] mlh[100] 1 2 
0 0.2681 0.1957 4.42 0.34 
   
(4.28[13], 4.34[14]) (0.38[13], 0.31[14]) 
0.25 0.2474 0.1702 4.96 0.46 
0.5 0.2350 0.1109 6.67 1.21 
0.75 0.2196 0.0507 12.28 3.86 
1 0.1971 0.0420 14.44 4.68 
   
(13.25[13]) (4.2[13]) 
 
 
 
A comparison of the different potentials indicates that the total potential shift is dominated primarily by 
the valence band offset appearing at the Ge rich region, and then by the spin-orbit coupling originating 
from the higher SO effects present in Ge. The strain fields affect the potential field least among these 
contributions, and the strain effect is counteracted by the SO effect. Computed potential fields and 
effective mass are then used to solve for the electron energies and wave functions using the finite element 
package COMSOL. The overall computational framework can be summarized in the following flowchart:  
 
 
 
Fig. 2.8 Multiscale computational framework 
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2.2 Results and Discussion 
2. 2.1 Band alignment  
Having obtained the valence band potential fields, the complete band alignment (including both valence 
band and conduction band) along any chosen direction across the QD and a substrate can be found if the 
variation of the band gap is known. Including the effects of local atomic ordering and strain, bandgaps for 
SiGe alloys are computed using the SIESTA implementation of the density functional theory with the 
local-density-approximation for the exchange-correlation part of the energy functional.  
 
Compositional variation of bandgap 
Due to the need to account for the effects of atomic randomness and disorder, a 64-atom supercell is 
constructed, as shown in Fig. 2.9, where the atoms are positioned randomly within the supercell. The 
equilibrium lattice constants are then found out by (1) allowing the atoms to relax to minimize the local 
strain, (2) computing the total energy by varying the lattice constant, and (3) fitting the total energy to the 
Murnaghan equation of state. The computed lattice constants, a(x) = 5.444+0.1731x +0.037x
2
 are plotted 
and compared to the linear prediction in Fig. 2.9.  A small deviation from the linearity is noticeable. 
 
 
 
 
Fig. 2.9 (a) Simulation supercell (b) Compositional variation of lattice constant of SiGe 
 
 
Band structures for the 2-atom basis are found for Si, Ge and zincblende SiGe, and are shown in Fig. 
2.10.  
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Fig. 2.10 Electronic band structures for (a) Si, (b) SiGe, (c) Ge 
 
 
Obtained bandgaps are compared with experiments [15] as well as with those obtained with the empirical 
pseudopotential method. The band gap values are underestimated by the DFT-LDA – a fact that is well-
known for DFT calculations. However, interestingly it is found that the DFT-LDA bandgap values of Si, 
Ge, Si0.5Ge0.5 are off by an equal amount, ~0.548eV from the experimental values. The experimental 
energy difference between the bandgap values of Si and Ge, ∆E = ESi – EGe = 1.12 – 0.67 = 0.45eV, is 
close to the difference computed using the DFT-LDA, as shown schematically in Fig. 2. 11(a). Adding 
the energy shift the compositional variation for the DFT-LDA band gaps are obtained as shown in Fig. 
2.11(b).  
 
 
                 
 
Fig. 2.11 (a) Comparison of DFT band gap with experiments and reference energy for Si0.5Ge0.5 Energy, 
(b) Bandgap variation of Si1-xGex with respect to composition 
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The position of the conduction band minimum shifts from -X to -L at 83% Ge content in the alloy in 
the DFT-LDA calculation. This composition is known as the crossover composition which is observed to 
occur at 85% Ge content in experiments. As seen from Fig. 2.11, the crossover composition predicted by 
the EPM is ~0.77eV, which is far away from the experimental value. The EPM predicts incorrect 
behavior of the bandgap variation for other intermediate compositions, x<0.77. For x =0.5 (Si0.5Ge0.5 in 
zincblende), the EPM results do not agree well with either the DFT-LDA or experiment. The EPM result 
is seen to overestimate the bandgap at this composition. This may have resulted as an artifact of the 
virtual crystal approximation (VCA) for the parameters. The linear interpolation of parameter values in 
VCA with EPM might be assumed to work best for the uniform atomic arrangement which occurs at x = 
0.5 in zincblende configuration. But the EPM fails to produce correct values at this point. Hence, the use 
of VCA for bandgap calculations for intermediate compositions would be unreasonable.  
 
Adding the computed bandgap to the valence band potentials computed in sections 2.1.1-2.1.4, the 1D 
total potential field profiles along the [001] direction for all the hole bands and the lowest conduction 
band are presented in Fig. 2.12. To account for the strain induced deformation of the conduction band the 
conduction band deformation potentials from ref. [6] are used in this work. The overall band diagram 
shows a type-II band alignment, ruling out the possibility of electron localization inside the QD. 
 
 
Fig. 2.12 Band diagram showing the effect of inhomogeneous composition field.  The heavy hole (hh) 
and light hole (lh) bands are very similar in that the strain effect is very small.  At z = zmax the difference 
between the hh and lh potentials is 21.8 meV.  The split-off (so) band at the same location is 295 meV 
below the hh band. 
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Here, the substrate is taken as unstrained Si, which in practice is tensile at the interface formed between 
the substrate and the QD.  This can influence the band structure of the substrate causing a reduction of the 
bandgap, but its effect on band lines inside the QD can be neglected. As a consequence, electron 
localization could be achieved at the heterointerface of (a) the QD and a Si capping layer or (b) the Si 
substrate and the QD where the tensile strain in the surrounding Si material can induce confinement 
leading to electron-hole recombination. The maximum potential shift occurs at the bottom of the QD 
where the strain is a maximum. On the other hand, near the top of the QD, where x>0.85 and the 
conduction band minimum shifts from the X point to the L-point, the change in bandgap due to the small 
strain becomes negligible. As a result, the maximum electron potential is located few nanometers away 
from the top. 
 
 
2.2.2 Hole energy levels 
To compute hole energy levels eqn. (1) is solved numerically using the finite element method. The PDE 
coefficient module of the COMSOL Multiphysics package [16] for three cases: (I) ICF and DFT derived 
properties; (II) HCF and DFT derived properties; (III) ICF with linear approximation for the composition 
dependent properties. Here, ICF and HCF stand for inhomogeneous composition field and homogeneous 
composition field, respectively. Figures 2.13 and 2.14 compares the first three energy levels of cases (I) 
and (II) showing the sizeable effect of composition field on the quantization of energy levels for a QD of 
height h = 75nm. The ground state energy for case (I) is 65 meV higher than that for case (II). 
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Fig 2.13 Effects of composition field on the heavy-hole band and the first three energy states.  Figure (a) 
shows the full confining potentials.  A zoomed view of the energy levels is shown in Figure (b); the red 
and blue lines indicate the energy levels for the ICF and HCF cases, respectively.  The ground state 
energy is 72 meV for the ICF, and 7 meV for the HCF. 
 
 
 
Fig. 2.14 Comparison of quantization in terms of kT 
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2.2.3 Effect of size on quantum confinement 
To isolate the effect of size on quantum confinement, electronic structure calculations are carried out for 
QDs of different heights, ranging from 5 nm to 75 nm. The size dependence of the first two quantization 
energies, ∆E0 = (E0-0)=E0 and ∆E1= (E1-E0), is shown in Fig. 2.15.  
 
 
 
Fig. 2.15 The energy difference in the first level quantization energy for the ICF and the HCF gradually 
increases as the size of the QD decreases.  For larger QDs the difference is as much as ~ 50 meV and for 
smaller QDs the difference is on the order of 100 meV.  On the other hand, ∆E1 in the two composition 
fields differ by approximately 20 meV for larger QDs; the energy difference gradually vanishes as the 
size decreases.  The inset shows that these lowest energy confined states in a QD with inhomogeneous 
composition behave as confined states in an effectively much smaller QD. 
 
 
The ground state energy and the energies of quantization are affected by the inhomogeneous composition 
field regardless of QD size.  The inset to Fig. 2.15 shows that QDs with inhomogeneous composition 
have confinement energies typical of much smaller homogeneous QDs, as measured by QD height.  That 
is, because of composition inhomogeneity Si/Si1-xGex QDs, which are typically too large to support 
quantized energy levels under the assumption of homogeneous composition, can exhibit confinement 
characteristics comparable to smaller QDs. Furthermore, as the size of the QD decreases the size effect 
competes with the composition effect.  
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The influence of inhomogeneity in the composition field goes away for smaller QDs ~8nm. 
Consequently, the effect of composition field is significant for larger QDs such as Si/Si1-xGex. For smaller 
alloy QDs, such as In1-xGaxAs/GaAs the size effect is likely to dominate over the composition effect, 
making no substantial change to the quantum confinement characteristics of the dot. The analysis on 
composition field induced confinement can shed light onto the understanding of the observed special 
electronic properties of Si/Si1-xGex QDs for applications in quantum computation [17], spintronics 
[18,19], and optoelectronics [20-21]. The presence of the composition enhanced confinement is also 
important for fabricating systems for these applications because much is known about the mechanics and 
materials science of Si/Si1-xGex island growth [22-25]. 
 
       
2.2.4 Localization of holes  
First six wave functions for magnetic quantum number m′ = 0 are plotted in Fig. 2.16. 
 
       
       
 
Fig. 2.16 Localization of holes at the apex of the QD for magnetic quantum number m = 0 
 
 
Ground state heavy-hole densities are plotted in Fig. 2.17.  As expected from the potential profile, in the 
case of inhomogeneous composition, the ground state hole is localized in the Ge-rich region, while in the 
homogeneous composition case the hole is localized at the core of the QD.  Adding the ground state hole 
energy to the minimum energy gap in Fig. 2.12, an energy barrier of    
     
      
         
   
  
           is obtained for exciton formation, where   
   is the energy of the ground state electron 
that could be localized at the heterointerface due to strain in the surrounding matrix [26, 27]. The 
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localized electron, upon combination with the localized hole at the top, can lead to the experimentally 
observed PL peak for compositions near x = 0.5 [28].   
 
 
Fig 2.17 Effect of composition field and size on the ground-state hole density.  Localization of the holes 
is affected by the ICF for larger QDs.  Effect of composition field on localization of holes is small for 
smaller QDs; nevertheless, all of the ground-state energy levels are substantially affected by the 
composition field and size. 
 
 
 
2.2.5 Effect of accurate parameterization 
The consequence of accurate parameterization is demonstrated in Fig. 2.18 by comparing the first three 
energy values E0, E1 and E2 for cases (I) and (III). For larger QDs the linear approximation for the 
composition dependent properties such as effective mass m(x) and deformation potential parameters a(x), 
b(x) overestimates the energies by ~7 meV.  For QDs smaller than 25 nm, the deviation increases 
significantly, being as large as 25 meV for the ground state in a 5nm QD. The effect becomes more 
important for the higher states; the 3
rd
 eigenvalue is overestimated by 75 meV for a 5nm QD.  For all the 
hole states computed for the QD, the deviation gradually increases as the size of the QD decreases, 
suggesting that for alloy QDs it is important to include nonlinear effects when considering composition 
dependent properties. 
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Fig. 2.18 Error in the three lowest energy levels due to a linear approximation for the composition-
dependent band parameters.  Linearly interpolating the band parameters significantly overestimates the 
confinement energies relative to the first-principles derived energies, especially for smaller QDs. 
 
 
2.2.6 Relative effects of strain and spin-orbit coupling 
Since the spin-orbit coupling and strain effects occur at different locations in the QD, to examine their 
relative effects the electronic energy levels are computed by neglecting each of them in separate 
calculations.  A comparison of the energy levels shows that the strain induced potential increases the 
energy levels and the spin-orbit induced potential decreases the energy levels, at least for the first two 
energy levels, and by approximately the same amount.  
 
 
2.2.7 Effect of band coupling 
Even though the qualitative behavior of the confinement is captured by the single-band model, multi-band 
calculations are also carried out with a 4x4 k.p model involving 2 heavy holes (spin up and spin down) 
and 2 light-holes (spin up and spin down) and using the DFT derived parameters.  In this case, the effect 
of shear strain that couples the hole bands is contained in the Hamiltonian.  As already noted, the effect of 
the strain field is much smaller than the other effects.  This is again reflected by the fact that the shear 
strain induced shift in the confining potential is very small and the coupling of bands produces only a 
negligible effect (less than 5 meV) on the absolute values of the energy eigenvalues for the hole states. 
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2.3 Conclusions 
To summarize, we show that the inhomogeneous alloy composition field has a substantial effect on the 
lowest level confined states for QDs of any size, and we demonstrate that a larger QD functions 
effectively as a much smaller QD due to the inhomogeneous composition field.  Furthermore, it is noted 
that the effect of inhomogeneous composition is considerably larger than the effect of strain, which has 
not previously been noted in studies of alloy QDs.  We reach these conclusions by determining Si1-xGex 
composition-dependent properties for the effective mass model – valence band offset, spin-orbit coupling, 
and deformation potentials -- from first-principles and we note that a linear approximation to find these 
properties as a function of alloy content would introduce a significant error in the solutions of the 
Schrödinger equation for energy levels and wave functions.   
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Chapter 3 
 
Phonons in Si1-xGex  
[This work appears in print as M. Z. Hossain and H. T. Johnson, J. of Applied Physics107, 073515 (2010)] 
 
 
To compute optical phonons and their sensitivity to strain, atomistic disorder, and compositional variation 
over the entire composition range in Si1-xGex ab initio calculations are performed using density functional 
perturbation theory, which has been very successful in determining phonon dispersions accurately [1-6]. 
But they calculations have a high computational cost, so the size of the computational domain, or 
supercell, must be carefully considered. Supercell size affects not only the computational cost, but also 
the convergence of the resulting phonon properties [7-9],
 
especially for alloys. For example, based on 
relatively small supercell calculations, composition shift-coefficients are reported to deviate from 
experimental measurements by 20% for Si-Si and nearly 50% for Ge-Ge Raman active modes in Si1-xGex 
[9]. Thus, phonons are computed for different size supercells and results are compared to identify any 
effect of short range local ordering. 
 
 
3.1 Computational details 
To construct the dynamical matrix for computing phonon frequency and modes of vibration, force 
constants are extracted from electronic structures calculations with supercells containing different 
atomistic systems of interest. The DFT calculations are carried out using norm-conserving 
pseudopotentials [10] and a plane-wave basis set for Si1-xGex supercells of varying sizes and 
compositions. An energy cutoff of 25 Ry is found to be sufficient for the convergence of phonon 
frequencies as well as structural parameters. For the exchange-correlation part of the energy functional 
the Perdew and Zunger [11] parameterized local-density-approximation is used.  
 
Before computing the force constants from which the phonon properties are extracted, equilibrium 
structural properties of the lattice are calculated at different compositions by fitting the Murnaghan 
equation of state [12] to the variation of total energy as a function of the lattice constants at each 
composition. Quadratic fits to the values of bulk modulus and lattice constant show nonlinear dependence 
of both of these quantities with respect to compositional variation, given by B0(x) = – 0.2146x
2 – 17.338x 
+ 96.034 GPa, and a0(x) = 0.006x
2
 + 0.216x + 5.4441 Å; where B0 is the bulk modulus and a0 is the lattice 
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constant of the Si1-xGex alloy. The bowing of bulk modulus and lattice constant, defined as the deviation 
from the linear rule-of-mixtures approximations at x = 0.5, are computed to be 0.053 GPa and 1.5x10
-3 
Å, 
respectively. These values and the values for crystalline Si and Ge agree reasonably well with the data 
available in the literature [9, 13-19].    
 
Using the obtained lattice parameters, supercells of different size are constructed and electronic structure 
calculations are performed. The lattice vectors and the internal degrees of freedom of the supercell are 
relaxed to a force tolerance of 5.0x10
-5
 Ry/bohr and statistics are collected to remove any artifacts 
incurred due to applied strain, compositional variation, atomic randomness, or elastic constants. Phonon 
calculations are converged for a Monkhorst-Pack [20] k-mesh of 4x4x4 for 8-atom supercells. For 
supercells containing larger number of atom, the k-mesh is reduced accordingly to maintain the same 
mesh density [10]. A phonon band structure for an 8-atom Si0.5Ge0.5 supercell is illustrated in Fig. 3.1. 
Nevertheless, for a binary alloy two pure modes and one mixed mode are present. Therefore a strategy 
needs to be developed to isolate the phonon modes.  
 
Fig. 3.1 Phonon dispersion for 8-atom Si0.5Ge0.5 supercell 
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Decomposing mode frequencies 
The three main frequency modes are identified by analyzing a quantity, U, extracted by decomposing the 
Euclidean norm of the eigenvectors or phonon modes into the Si and Ge contributions; such that [21] 
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where m is the number of Ge atoms in the supercell. Here, Uj is the vibrational eigenvector of the atom j 
at mode frequency i. For a supercell of n atoms the number of vibrational modes is 3n. Since there are 
only two types of atoms, the eigenvectors can be decomposed as shown in Eqn. (1), separating the 
contributions of each type of atom on the eigenvectors of the dynamical matrix. The result is illustrated 
schematically in Fig. 3.2 for the case of an 8-atom supercell. The highest values of each of the Si-Si, Si-
Ge and Ge-Ge mode frequencies are the Raman active modes [21-25]; these results can be compared 
directly with experimentally obtained Raman spectra. Following this procedure the mode frequencies for 
the Raman modes are determined for nine different compositions evenly spaced between 0  x  1.  
 
 
 
Fig. 3.2 Eigenmode analysis for a Si0.5Ge0.5 supercell containing 8 atoms. The blue (red) line represents 
eigenmodes of Ge (Si) atoms in the supercell. The peaks marked by a, b and c denote Si-Si, Si-Ge and 
Ge-Ge mode frequencies. Any peak dominated by one of the two species-dependent eigenmodes indicates 
a pure mode (Si-Si or Ge-Ge) of that species. Two peaks with comparable amplitudes represent a Si-Ge 
mode. 
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3.2 Results and discussion 
3.2.1 Size of the supercell and atomistic disorder 
Phonon calculations are performed for supercells of four different sizes, where the number of atoms in the 
supercell, n = 8, 32, 64, 216. To account for the effects of atomic randomness several atomic 
configurations are studied at each composition.  Convergence of shift coefficients with respect to atomic 
randomness is obtained with relatively few configurations for x = 0.0, 0.5 (zincblende), and 1.0 because 
of the high symmetry associated with the unique atomic configurations for each of these three cases. But 
for other compositions, more than one atomic configuration is possible, and larger supercells admit more 
possible configurations for these lower symmetry compositions. For 8-atom supercells all of the 15 
possible atomic configurations are considered while for the larger supercells 5 to 6 random atomic 
configurations are considered. It is noted that for supercells of 32 or more atoms, shift coefficients are 
converged with respect to atomic randomness with only 5 to 6 arbitrary configurations.  
 
As supercell size increases, local ordering effects diminish, because the interaction of an atom in the 
supercell with its periodic image weakens until effects in the dynamical matrix become negligible. But if 
supercell size decreases, one obtains the case in which short range order prevails, which is also physically 
possible. Hence, results are shown for both 8-atom and 216-atom supercells such that the effects of local 
ordering can be better understood. It is noted, however, that the shift coefficients are converged with 
respect to supercell size for 216-atom supercells, as demonstrated in the next section. 
 
 
3.2.2 Effect of Composition 
The variation of phonon frequency , for each of the three Raman active optical modes (Si-Si, Si-Ge, and 
Ge-Ge) with respect to composition, from which one can extract the composition shift coefficients c = 
d/dx, is shown in Fig. 3.3 for both 8-atom and 216-atom supercells. By fitting curves to these frequency 
values, obtained by averaging over different atomic configurations at each composition, mode frequencies 
can be expressed empirically as functions of composition; such that Si-Si=519.03–67.49x 0.5 cm
-1
, Si-
Ge=382.82+107.79x–113.51x
20.5 cm-1, Ge-Ge=273.77+22.95x 0.5 cm
-1
 (for the 216-atom supercell).  
 
Convergence of phonon frequencies with respect to planewave cut-off is determined by identifying the 
change in optical phonon frequencies with respect to a change in planewave cut-off. For a planewave 
cutoff beyond 25 Ry the change in phonon frequencies is within 0.5 cm
-1
 of the frequencies obtained at 25 
Ry. Thus, the uncertainty in our phonon frequencies can be described as 0.5 cm-1. The calculated 
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frequency for pure Si (Ge) is 519.00.5 cm-1 (296.720.5 cm-1) which agrees well with other reported 
values of 518.1 [9], 517[7], 524[25] cm
-1
 (300.09 [9], 303.0 [7], 304 [26] cm
-1
).  
 
 
 
 
 
Fig. 3.3 Composition dependence of phonon frequencies, , for (a) the Si-Si mode, (b) the Si-Ge mode 
and (c) the Ge-Ge mode.  All of the modes are affected by the local atomic ordering introduced by the 
size of the supercell, but for x > 0.5 the effect is negligible for the Si-Ge mode. 
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Effect of ordering of atoms 
The influence of short-range ordering – or the size of the supercell – on the shift-coefficients for the pure 
modes (Si-Si, Ge-Ge) approaches zero as the composition approaches the single crystalline value, as seen 
in Fig. 3.3a and Fig. 3.3c. For the Si-Ge mode the effect of short-range atomic ordering is negligible at x 
= 0.5; as x becomes smaller or larger than 0.5, the mode frequency becomes more sensitive to the local 
ordering, as shown in Fig. 3.3b. Also, the effect is more dominant for x < 0.5 than for x > 0.5. 
Furthermore, the asymmetry of the composition-shift coefficients, observed in experiments [27, 28] for 
the Si-Ge mode is reproduced for the 216-atom case.  
 
For the 8-atom supercell the asymmetry effect is present, but different from that for the 216-atom 
supercell, highlighting the effect of local atomic ordering or supercell size on composition-shift 
coefficients. In a recent paper, Torres et al. [9] consider this asymmetry and note the difference in 
reported experimental observations and the results of their own 32-atom study. The differences between 
our own 8-atom and 216-atom results highlight the importance of comparing experimental data, which 
have resolution limitations, with well converged computational results that are free from the effects of 
local ordering.     
 
Convergence of shift coefficients 
Convergence of the composition-shift coefficient for the Si-Si mode frequency is shown in Fig. 3.4, as 
measured by the quantity )()( 216 nccnc  . The plot shows a small change, ~3cm
-1
, as the supercell size 
increases from 64 atoms to 216 atoms; thus, the shift-coefficients are reasonably well converged with 
respect to the size of the supercell for a 216-atom supercell. Results would be expected to change 
negligibly for supercells larger than 216 atoms; thus we regard the 216-atom supercell results as 
comparable to typical experimental data. Experimental values of the composition-shift coefficient c, for 
the Si-Si mode, range from 62 cm
-1
 to 70 cm
-1
; for example, Nakashima et al. [29] report a precisely 
measured value of 66.4cm
-1
. Our computed result of 67.49 cm
-1
, which appears as the linear prefactor 
term in the expression for Si-Si, is within ~2% of this value. The computed Ge-Ge mode frequency value 
(22.95 cm
-1
) also closely matches the experimentally reported value [30] of 23.03 cm
-1
. 
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Fig. 3.4 Convergence of composition-shift coefficient, c. The change in the computed values of c as a 
function of the size of the supercell indicates that the results obtained with a 216-atom supercell (which 
agree well with experiments) can be considered converged. 
 
 
3.2.3 Strain effects on optical phonons  
To extract phonon frequency shifts due to strain, force constant calculations are carried out for strained 
supercells. The strained lattice constants are obtained from the elasticity relation:                , 
where   is the strain tensor, I is the unit tensor, and a (x), a(x) are the undeformed and deformed lattice 
vectors, respectively. For hydrostatic strain,               and the off-diagonal components of the 
strain tensor are zero, while for biaxial strain the in-plane components               and the 
corresponding axial component in the z-direction is       ; these are related by the simple expression: 
                     , where C11(x) and C12(x) are the elastic constants of the alloy obtained by 
linearly interpolating the elastic constants for the constituent species.  
 
It is noted that straining the lattice vectors either hydrostatically or biaxially introduces significant forces, 
as large as 0.01 Ry/bohr, on some of the atoms. These forces would induce spurious effects in the phonon 
calculations, so additional relaxation at each of the strained configurations is needed to ensure negligible 
forces on all of the atoms. For an empirical atomistic model, the accounting for such relaxation would 
involve fitting several additional parameters that are likely to be strain, composition, and atomic 
configuration dependent. But the use of an ab initio method, while computationally costly, eliminates the 
need for additional parameter fitting. 
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The strain dependent frequency-shift coefficients are obtained from the relation,   
 iii

0
)( , for 
the Si-Si, Si-Ge and Ge-Ge modes, where   = (a-a0)/a0, ranging from -4% to +4% with an interval of 1%. 
At any particular composition and atomic configuration both hydrostatic and biaxial strains change the 
phonon frequency linearly, so a linear fit is used to find the shift coefficients, i. At any x, the atomic 
configuration affects the strain-shift coefficients only weakly even though the values of the phonon 
frequencies themselves are affected strongly. Averaging over several atomic configurations, strain-shift 
coefficients are computed by fitting curves to the averaged values. 
 
 
3.2.4 Effect of hydrostatic strain 
Hydrostatic strain moves the phonon bands rigidly without breaking the supercell symmetry. So, any 
degeneracy that may exist, for example, due to special atomistic configurations such as Td or C2v point 
group configurations in the 8-atom Si0.5Ge0.5 supercell [22-24], is mainly preserved. Due to the uniform 
change in bond lengths, however, the Si/Ge atoms do experience a small amount of local strain. Upon 
relaxation of this strain, the original symmetry in the unstrained case is broken and some bands split by a 
small amount. Nevertheless, for the hydrostatic strain case, within the strain values considered in this 
work, the highest LO and TO mode frequencies (Si-Si, Si-Ge, or Ge-Ge) at the zone center vary linearly 
with a unique strain-shift coefficient. Results for composition dependent hydrostatic strain-shift 
coefficients i are presented in Fig. 3.5. 
 
 
 
 
46 
 
 
 
Fig. 3.5 Effect of hydrostatic strain on phonon frequency shift coefficients, h, for (a) the Si-Si mode, (b) 
the Si-Ge mode and (c) the Ge-Ge mode.  The degree of nonlinearity for all the modes is strongly 
dependent on the local ordering of the atoms.  The Si-Ge mode frequencies are roughly constant 
throughout the composition range when the ordering associated with the 8-atom supercell is removed. 
 
 
In all cases, short-range ordering has pronounced effects on strain-dependent shifting of the mode 
frequencies. Under hydrostatic strain, the shift coefficients for the Si-Si and Ge-Ge modes are at maxima 
at their ideal compositions (x = 0.0 for the Si-Si mode and x = 1.0 for the Ge-Ge mode), while the Si-Ge 
shift coefficient is at a minimum at its ideal composition (x = 0.5). Other ab initio results for these values, 
which are available only for pure Si and pure Ge, agree well with our results. For example, our 
hydrostatic strain-shift coefficients for Si and Ge are within 4% and 0.5% of the values reported by 
Gironcoli et al., respectively [9]. It should be noted that our use of a larger planewave cut-off ensures 
convergence of phonon frequencies within 0.5 cm
-1
, whereas with a shorter planewave the convergence of 
phonon frequencies is reported to have 3 cm
-1
 uncertainty.  
 
To compare with experimental findings a mode-dependent Gruneisen parameter is computed using the 
relation [31]:  
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where i is the strain-dependent phonon frequency for mode i, i
k
 
is the hydrostatic strain shift-
coefficient and Ω is the volume. The computed (experimental [32]) values are: Si-Si=0.96 (0.96), Si-
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Ge=1.198, Ge-Ge=1.106 (1.0). The compositional variation of the mode Grüneisen parameter, as shown in 
Fig. 3.6, demonstrates that the maximum value is 1.4 for the Si-Si mode, 1.32 for the Ge-Ge mode, and 
1.33 for the Si-Ge mode. This is in contrast to what has been predicted by a modified Keating model [33], 
but agrees with experimental observations [34, 35]. The Si-Si and Ge-Ge mode Grüneisen parameters 
increase as the alloy composition moves away from the respective pure material composition.  
  
 
Fig. 3.6 Compositional variation of the mode Grüneisen parameter, i for the 216-atom supercell 
 
 
3.2.5 Effect of biaxial strain 
Biaxial strain affects the phonon frequencies differently than uniaxial strain as a function of composition. 
For biaxial strain, which reduces symmetry and splits the optical phonon modes, distinct longitudinal 
optical (LO) and transverse optical (TO) modes are created at the zone center. The LO modes shift 
linearly with  ||, and the TO modes deviate approximately linearly. But the change of the TO mode 
frequencies is much less than that of the LO mode frequency. Results for composition dependent biaxial 
strain-shift coefficients i are presented in Fig. 3.7. 
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Fig. 3.7 Effect of biaxial strain on phonon frequency-shift coefficients, b, for (a) the Si-Si mode, (b) the 
Si-Ge mode and (c) the Ge-Ge mode.  The biaxial strain shift-coefficients are affected by the 
compositional variation in the alloy, but the effect of local ordering is not significant except for the Ge-Ge 
mode for x < 0.6. 
 
 
Unlike hydrostatic strain, biaxial strain causes a positive shifting of the Si-Ge mode frequency for x > 0.5 
and a negative shift for x < 0.5. This observation sheds light on various inconclusive results in the 
literature [29, 33]. Reparaz et al. [36] report that the shift-coefficient for all three modes varies with 
composition only for x > 0.4, based on a linear interpretation of the Si-Ge mode shift coefficient from 
those of the Si-Si and Ge-Ge modes, but the analysis reports uncertainties as large as 100 cm
-1
. Pezzoli et 
al. [29] conclude, on the other hand, that the biaxial strain-shift coefficient is independent of composition. 
The present results show that for the Si-Si mode, the shift coefficient gradually increases for x > 0.3; for 
the Ge-Ge mode, it changes as soon as Si atoms are introduced.  
 
For all three modes the effect of local ordering is found to increase the sensitivity of the shift coefficients. 
The computed (experimental) biaxial strain shift-coefficient are -792.2 (-723.0 [29]) cm
-1
 for Si-Si at x = 
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0.0, -385.3 (-420.0 [30]) cm
-1
 for Ge-Ge at x = 1.0, and -615.0 (604.0 [30]) cm
-1
 for Si-Ge at x = 0.5. The 
computed results are in reasonable agreement with experimental values, although it is noted that the 
experimental results vary by a wide margin [30, 29]. The composition dependent parameters, ai(x),i(x), 
and i(x), can easily be computed over the full composition range using the analytical relations presented 
in Table 3.1. 
 
 
 
Table -3.1 Composition dependent optical phonon properties of Si1-xGex.  The hydrostatic and biaxial 
shift-coefficients and the mode Grüneisen parameter (for mode i) are denoted by h, b, and  
respectively.  The compositional variation of the unstrained frequency for the three modes is represented 
by i.  
  
Property Mode Composition dependence 
)(xh  
cm
-1
 
Si-Si 232x
2
 - 417.19x - 1494 
Si-Ge 348.19x
2
 - 341.05x - 1369.4 
Ge-Ge 282.29x
2
 - 214.14x - 975.43 
)(xb  
cm
-1
 
Si-Si 382.21x
2
 - 130.48x - 792.74 
Si-Ge 1163.4x
3
 + 1977.8x
2
 - 898.59x - 517.2 
Ge-Ge 267.43x
2
 - 299.14x - 352.36 
)(x  
cm
-1
 
Si-Si -67.489x + 519.03  0.5 
Si-Ge -113.51x
2
 + 107.79x + 382.82  0.5 
Ge-Ge 22.954x + 273.77  0.5 
)(x  
 
Si-Si 0.96+0.32x 
Si-Ge 0.762x
2
 - 0.9443x + 1.471 
Ge-Ge -0.4039x
2
 + 0.2045x + 1.219 
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3.3 Summary and Conclusion 
A comprehensive analysis of the effects of composition, strain, and local atomic ordering on optical 
phonon frequencies is presented for the Si1-xGex system over the entire composition range. It is found that 
composition shifts the pure mode frequencies linearly and the mixed mode frequencies nonlinearly. Strain 
– either hydrostatic or biaxial – causes all of the phonon mode frequencies to vary nonlinearly with a 
change in composition. Interestingly the maximum values for the Si-Si and Ge-Ge mode Grüneisen 
parameters occur at compositions other than the pure Si and Ge compositions, respectively.  
 
Also, results for the Si-Ge mode frequencies indicate that averaging the phonon frequencies for 
crystalline Si and Ge to compute phonon frequencies for the Si1-xGex alloy would lead to significant error. 
The linear and nonlinear effects are more prominent as the size of the supercell decreases, demonstrating 
a larger effect of local atomic ordering on phonon frequencies in the sub-nm-range. Atomic randomness 
in the alloy over a length of ~2nm (equivalent to 216 atoms) has no significant effect on the shift 
coefficients. 
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Chapter 4 
Sputtering in Si1-xGex alloy 
[This work appears in print as M. Z. Hossain, J. B. Freund and H. T. Johnson, Journal of Applied Physics, 
103, 073508(2008)] 
 
 
For single-species targets, it is thought that sputter yield depends upon the relative atomic masses 
of the incident ions and the substrate, their relative atomic numbers, and the atomic number 
density and bonding energy of the target material. These, of course, are not all independent 
parameters, which makes interpreting the root cause of experimental observations challenging.  
The effect of atomic number is considered by Wittmaack [1] who studies sputtering of Si targets 
by 1 keV impact ions. It is found that sputtering is insensitive to the atomic number ratio between 
projectile atom and the target atoms, ZP/Zt, for 1.05  ZP/Zt   1.25 but significantly more 
sensitive to it for ZP/Zt <1. Similar behavior is observed for mass ratio variation [1], with Si 
sputter yield varying inversely with the mass of the projectile isotope for ZP/Zt > 1, but not for 
ZP/Zt < 1. In a study designed to specifically study the mass dependence of sputter yield, Ge 
isotopes are bombarded with Ar
+
 ions. In this case, a slight increase in sputtering for lighter Ge 
isotopes is observed [2].  
 
Simulations are well suited to independently adjust the system parameters to understand these 
individual effects. This approach is used by Shulga [3], who varied the properties of Si 
individually, calling it pseudo-Si. Under bombardment with Ar
+
 ions, they found that the angular 
distribution of sputtered atoms is more sensitive to mass and atomic number than number density 
and bonding in the target. We take a similar approach to study the differential sputter yield of Si1-
xGex. 
 
 
4.1 Computational Methodology 
The simulation domain, as shown schematically in Fig. 4.1, is constructed with 10 unit cells of 
equilibrium lattice constant ax = [aSi(1-x) + aGex] in each of the three coordinate directions.  Here, 
aSi, and aGe are equilibrium lattice constants for Si and Ge, respectively. In our study, the Ge 
fraction x is varied from x = 0.0 to x = 1.0 with intervals of x = 0.1. The target surface normal is 
taken as the [001] direction. Periodic boundary conditions are enforced in both the [010] and 
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[100] directions. The locations of the Si and Ge atoms in the lattice are randomly chosen within 
the domain and relaxed using a conjugate gradient method before the simulation begins. The 
system is integrated in time with the velocity-Verlet algorithm with time step t = 0.15 fs, which 
is sufficient to track atomic interactions accurately after an impact [4].  
 
 
                     
 
 
Fig. 4.1 The simulation domain for Si0.5Ge0.5 
 
 
Atomic interactions between the target atoms (Si-Si, Si-Ge or Ge-Ge) are modeled by the 
Stillinger-Weber potential [5] with parameters chosen from Ref. 11 and Ref. 12 for Si and Ge, 
respectively. The Moliere potential [6] is used for interactions between target atoms and projectile 
atoms (Ar-Si or Ar-Ge). Composition effects on the lattice constant and Stillinger-Weber 
parameters for Si-Ge interactions are taken as arithmetic averages of the parameters for the 
constituent atoms.  
 
In the initial stage of the simulation, before any bombardment, a Berendsen thermostat [7] is 
applied to all atoms to equilibrate the target to 77K. Then the Ar
+
 ion is directed normal to the 
surface at a random position with energy 1keV. The impact heats the target; to model cooling due 
to conduction into the bulk after an impact, the thermostat is applied only to the bottom two unit 
cells. Atoms are observed to sputter only within 0.4 ps after the impact. Hence, at this time after 
the atom hits the target, sputtered atoms are identified as those that leave the surface and cross a 
plane 1.5 nm above the top surface. For each choice of x, results have been calculated as 
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arithmetic average over 100 realizations. No significant variation is observed with averaging 
additional cases.  
 
 
4.2 Results and discussion 
Sputter yield is defined as the average number of sputtered atoms per ion impact. In our 
simulation sputter yields of pure Si and Ge are found to be 0.84 and 1.70, respectively, which 
agrees reasonably well with experimental measurements 0.93 [8] and 1.52 [9]. The total sputter 
yield for Si1-xGex (YSiGe) as well as sputter yields for its components YSi and YGe are shown in Fig. 
4.2.  
 
 
 
Fig. 4.2 Total sputter yield and individual sputter yield as a function of Ge content in the target. 
MD represents our results and LT represents the Sigmund’s linear cascade theory estimation 
 
 
Total sputter yields are compared with values predicted by Sigmund’s linear cascade theory [10], 
for which the total yield is predicted to be proportional to x.  In Fig. 4.2, this can be seen as the 
straight line between the pure Si and pure Ge sputtering rates.  In using this linear cascade theory, 
the target is assumed to be a single-component target with atomic number, atomic mass and 
bonding energy obtained by weighting averages over the constituent atom. Unlike this linear 
prediction, all the computed sputter yields, YSiGe, YSi, and YGe, vary nonlinearly with composition.  
YSiGe matches with linear cascade theory estimation at x = 0.63, which we define as the crossover 
composition shown as ‘C’ in Fig. 4.2.  For x  0.63, YSiGe is less than the linear theory estimation 
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whereas it exceeds the linear theory for x  0.63. Tuboltsev et al. [11] observe a similar trend 
experimentally for bombardment of Si1-xGex with 3KeV Ar
+
 ions.   
 
Individual sputter yields show different behavior as the species content varies in the compound 
target.  For x > 0.63 both YSi and YGe are more strongly dependent upon x than for x<0.63.  It 
appears that the biasing of the crossover point away from x = 0.5 toward x =1 is related to the 
disparate response for small amounts of Ge versus small amounts of Si.  That is, small changes in 
Ge content in a Si-rich alloy affect the sputter yields (total and of individual components) 
significantly less than small changes in Si content in a Ge-rich alloy.  
 
 
4.2.1 Sputter preferentiality 
Sputter preferentiality,  is defined as  
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Here, Yk and Ck are partial sputter yields and equilibrium surface concentration, respectively.  A 
commonly used analytical form for sputter preference is Sigmund’s expression [12,13] 
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where, Mk, Uk (k = Si, Ge) are atomic mass, and surface binding energy, respectively.  For 
sputtering, the value of the empirical parameter m is typically assumed to be in the range 0  m  
0.2 [18-20], an assumption that we investigate for SixGe1-x by computing the effective m from our 
MD data.  From (2) m is 
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Taking atomic mass ratio, MSi/MGe = 0.3888 and binding energy ratio, USi/UGe = 1.2113, the 
composition dependence of m and  are calculated using our individual sputter yield information. 
Results are plotted in Fig. 4.3 and Fig. 4.4 for preferentiality,  and parameter, m, respectively.  
 
 
 
Fig. 4. 3. Preferentiality, , as a function of Ge content 
 
 
 
 
Fig. 4.4. Parameter, m, as a function of Ge content 
 
It is found that m varies by only about a factor of about 2, 0.13 < m < 0.27, and  varies more, 
with -0.40    -0.10.  The negative values indicate that over the entire composition range, Si 
shows a small sputter preferentiality to Ge, though the trend diminishes as Ge fraction increases.  
This has not previously been reported for Si1-xGex.  
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4.2.2 Origin of differential sputter yield  
To understand the physical properties of the materials that lead to sputtering preference we 
separately consider the effects of mass (M), atomic number (Z), bonding energy (U) and atomic 
density (N) for each species of the target.  We do this by substituting one or two of the parameters 
defining the one of the target species (Si or Ge) interaction potential with the corresponding 
property from the other species. We denote these pseudo-Si and pseudo-Ge atoms by Si* and 
Ge*. For comparison, similar calculations are performed with linear cascade theory and SRIM-
2003 [21], for the same adjustments of the physical parameters. The resulting molecular dynamics 
sputter yields in Table 4.1 show that Si sputter yields are more sensitive to changes in mass, 
atomic number, bonding energy and atomic density than Ge sputter yields.  
 
 
Table 4.1.  Sputter yields of (a) Si and Si* (b) Ge and Ge* for the molecular dynamics 
simulations (MD). For comparison, results based on the linear cascade theory (LT) of Sigmund 
(Ref. 10), and SRIM-2003 (Ref. 14), are presented. Experimental sputtering yields are obtained 
from Ref. 4 and Ref. 5 for Si and Ge, respectively. 
 
 
Si     Si* 
(MGe, ZGe)      MGe     ZGe    UGe     NGe 
MD 0.84       2.15        1.27   1.22    1.26   0.79 
Expt.      0.93         --  --        --        --     -- 
LT 0.83       1.30        0.94   1.12    1.00     -- 
SRIM     0.76       1.70           --        --     0.93    0.70 
 
Ge     Ge* 
(MSi, ZSi)        MSi       ZSi      USi      NSi 
MD 1.70       0.94       1.64      1.59    1.62    2.12 
Expt.      1.52        --           --           --         --         -- 
LT 1.67       1.00       1.36      1.17    1.34      -- 
SRIM    1.89        0.84         --          --       1.54    2.12 
 
Fig. 3 
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The sputter preferentiality, shown in Fig. 4.4, indicates the preference of Si sputtering over Ge. 
This could be attributed to the higher sputter yield sensitivity of Si. Furthermore, the individual 
effects show atomic density to be the most significant parameter for Ge, and mass or bonding 
energy for Si. Combined mass and atomic number for both Si and Ge shows a significant effect 
on sputter yields compared to either bonding energy or mass alone. The tabulated data also show 
that sputter yield increases with increasing mass and atomic number, combined, and with atomic 
density, but that it is inversely related to bonding energy.  
 
Among the effects, both for Si and Ge, the effects of combined mass and atomic number, and 
atomic density are seen to be more important than the inverse effect of bonding energy.  Hence, 
attributing the observed non-linearity to the nearest-neighbor configuration specific bonding 
energy alone as proposed by Tuboltsev et al. [11], without consideration of mass and atomic 
number, is incomplete in view of the present results. Rather, the combined effects of effective 
mass and atomic number appear to be more important. 
 
SRIM results are significantly different from linear theory predictions and MD calculations. The 
discrepancy could be attributed to the error in SRIM sputter yield results as a function of atomic 
number ratios [15]. 
 
 
4.3 Conclusions 
We report complete differential sputter yield information for Si1-xGex under 1keV Ar
+
 ion 
bombardment, obtained by molecular dynamics simulation.  The empirical parameter m, related 
to differential sputter yield, is found to fall within a narrow range. It is seen that Si is 
preferentially sputtered over Ge for the entire composition range of Ge in Si1-xGex. A pseudo-
atom MD analysis shows that the combined effect of atomic mass and atomic number is 
important in explaining the nonlinearity of total sputter yields. 
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Chapter 5 
Interatomic Potential for Ar-Si 
[This work appears in print as M. Z. Hossain, J. B. Freund, and H. T. Johnson, NIMB: Beam Int. with Mat. 
and Atoms, 267, 1061(2009)] 
 
In developing empirical potentials, there is generally some attempt to account for electrostatic or 
electronic structure effects, though not at the level of first-principles. For example, in the 
development of the Moliere potential [1] a few properties determined in classical experiments for 
a wide variety of atom pairs are averaged and fitted to a sum of three exponential functions that 
model the repulsive energetic interactions between a pair of atoms of any two species. This 
procedure is expected to yield a potential that represents the general trends, but not the particular 
details of any specific atom pairs.  
 
In another approach, Ziegler et al. [2] (ZBL) evaluate screening functions for 261 different atom 
pairs assuming each of the two atoms, in a pair, to have a spherically symmetric charge 
distribution with a central point charge. In this case, the Thomas-Fermi screening length is 
adjusted to reproduce the shape of the implant profile. To generalize the potential a suitable 
reduced radial coordinate is introduced and the computed screening functions are contracted by 
arbitrarily imposing a screening length. This procedure neglects correlation effects, electrons are 
assumed to be confined to a spatially limited cell, and no spatial distortion of the electron clouds 
is taken into consideration. These approximations are expected to be less accurate at close 
separation distances.  
 
In the present work, we employ density functional theory [3] which accounts for these factors, 
and develop a potential specifically for Ar-Si interactions including the effect of neighboring Si 
atoms. The analysis incorporates an accurate quantum mechanical description of interactions 
between the atoms. The new potential is found to much more accurately predict sputter yield for 
the Ar-Si system than existing empirical potentials. Also, because it is based upon an accurate 
fundamental calculation, it is expected to be accurate over a broader energy range of application 
than existing empirical potentials. 
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5.1 DFT calculation of Ar-Si interatomic potential  
To obtain a potential for Ar-Si interactions based on first-principles electronic structure, the 
SIESTA [4] (Spanish Initiative for Electronic Simulations with Thousands of Atoms) 
implementation of self-consistent density functional theory is used, where an ab initio calculation 
is performed with norm conserving pseudopotentials and a flexible linear combination of 
numerical atomic orbitals (NAOs) basis. The core electrons are replaced by Troullier-Martins 
pseudopotentials [5] and valence electrons are described by a double-zeta, polarized orbitals basis 
set. Nevertheless, existing pseudopotentials model interactions at interatomic distances much 
larger than the distance encountered in ion impact simulations. Thus, suitable pseudopotentials 
for both Ar and Si are developed in this work.  
 
 
5.1.1 Pseudopotential for Ar and Si 
Pseudopotentials for Ar and Si are first generated with electronic configurations of 
1s
2
2s
2
2p
6
3s
2
3p
6
3d
0
4f
0
 and 1s
2
2s
2
2p
6
3s
2
3p
2
3d
0
4f
0
, respectively, where d and f orbitals are 
introduced to increase transferability of the pseudopotentials. Cutoff radii for the atomic orbitals 
are taken to be as small as possible to enhance transferability as well as to enable atomistic 
calculations at shorter interatomic separations as precisely as possible. The smallest cutoff radius 
for atomic orbitals in pseudopotential generation methods is restricted by the length at which the 
outermost nodes of the orbitals are formed in an all-electron calculation. In this work all-electron 
calculations show that 3s and 3p orbitals form outermost nodes near 0.7 Å for Si[1s
2
2s
2
2p
6
3s
2
3p
2
] 
and 0.5 Å for Ar[1s
2
2s
2
2p
6
3s
2
3p
6
] , as depicted in Fig. 5.1.  
 
 
 
Fig. 5.1 All-electron wavefunctions of atomic orbitals for Si and Ar. The outermost node is 
formed at ~0.5 Å for Ar and at ~0.7 Å for Si. 
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Orbital cutoff distances must be larger than these values to avoid creation of ghost states in the 
SIESTA self-consistent calculations. The smallest cutoff distance for Si is found to be 1.20 Å for 
3p orbitals, while cutoffs can be taken as small as 1.1 Å for s, d, and f orbitals. The smallest 
possible cutoff for Ar is found to be around 0.8 Å. The pseudopotentials generated here are 
validated against energy levels and logarithmic derivatives from all electron calculations. Energy 
levels are found to differ by less than 1mRy for different electronic configurations, and computed 
logarithmic derivatives at distances larger than the cutoff radii show good agreement with the all 
electron calculations, as shown in Fig. 5.2. 
 
Fig. 5.2 Comparison of pseudo-wavefunctions with all electron wavefunctions 
 
 
5.1.2 Computing interaction energy  
The basis set used here relies on the Sankey type localized pseudoatomic orbitals (PAOs) that 
include multiple-zeta decays. The exchange and correlation energies are treated with the local 
density approximation and the parameterization of Ceperly and Alder [6]. For all calculations, an 
energy shift of 20meV and a split norm of 0.15 are found to be sufficient for convergence of the 
basis set.  
 
To compute two-body interaction energies between two atoms, Ar and Si are put in a box, large 
enough for the wave functions to have negligible interactions with their periodic images, and the 
calculations are performed with different interatomic distances ranging from 0.4 to 3.0 Å. To 
achieve convergence a large mesh cutoff of 300Ry and a sufficiently dense 20x20x20 Monkhorst-
Pack real space grid is used in the self-consistent calculations. Finally, a tolerance of 0.1mRy is 
used for convergence of the total energy for each interatomic distance.  
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The interaction potential is extracted by subtracting free energies of the atoms from total energies 
using the relation: EAr-Si = EAr-Si in supercell – EAr – ESi, where Ei (i=Si, Ar) is the atomic free energy. 
The free energies are calculated by putting each atom separately in a large box and taking the 
spins as polarized. The total energy has five components: Hartree energy, exchange-correlation 
energy, ion-ion repulsive energy, ion-electron attractive energy and electron kinetic energy. As 
the atoms approach, changes in interaction energy become significant for interatomic distances of 
less than 2.0 Å. For a distance of less than 2.0 Å all of the energies increase with a reduction in 
interatomic separation but the change in individual energies occurs at different scales. Ion-ion 
repulsive energy changes exponentially and dominates the total energy change at such shorter 
distances. Based on the results of this energy analysis, interaction potentials are fitted to the same 
functional forms used for both the Moliere and ZBL potentials: 
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where n = 3 for Moliere and DFT-ArSi and n = 4 for ZBL, Zi is the atomic number of interacting 
atoms, i, i and i are fitting constants, r is the interatomic separation, and a is the screening 
length. A standard least-square fit is used to calculate these parameters. Both the DFT-ArSi data 
and the fitted functions are plotted in Fig. 5.3.  
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Fig. 5.3 Two-body interaction potential using DFT. Open circles show the data points obtained 
with DFT and the solid line represents the nonlinear least-square fitted potential function. 
 
 
The best fit parameters along with the parameters of ZBL and Moliere are listed in table 5.1. The 
screening length parameters are tabulated separately and compared with other available 
parameters in table 5.2. 
 
 
Table 5.1: Parameters for three different potentials 
  
DFT-ArSi Moliere ZBL 
1 0.196158 0.35 0.18180 
2 1.367985 0.55 0.50990 
3 4.512625 0.10 0.28020 
4 0.00 0.0 0.02817 
1 0.257385 0.30 3.20 
2 2.322177 1.20 0.94230 
3 2.446491 6.00 0.40290 
4 0 0 0.20160 
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Table 5.2: The parameters for screening length used in different models. Parameters obtained 
with DFT-ArSi data are closer to ZBL parameters. The Moliere potential uses either Lindhard or 
Firsov’s expressions of screening length.  
 
1 2 3 
DFT-ArSi 0.22 0.22 1.0 
ZBL 0.23 0.23 1.0 
Lindhard 2/3 2/3 1/2 
Firsov 1/2 1/2 2/3 
 
 
 
5.1.3 Effect of neighbors on interatomic potential  
To identify possible effects of the presence of neighbors the two-body interaction energies are 
recalculated with the Si belonging to a bulk-like environment. In this case, a supercell is 
constructed with 64 Si atoms and one Ar atom, as shown in Fig. 5.4.  
 
 
  
 
Fig. 5.4 Top view of the simulation cell containing 64 Si atoms and 1 Ar atom  
 
 
Lattice vectors are chosen such that the supercell is periodic only in the [100] and [010] 
directions. The Ar atom is placed near the [001] surface atoms and the lattice vector in the [001] 
direction is taken to be large enough that Ar interactions with the image of the supercell are 
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negligible. A 4x4x2 Monkhorst-Pack energy grid is found to be sufficient for convergence. The 
Ar atom position is varied along the surface normal and energies are computed as a function of 
distance between Ar and Si using the relation: Einteraction = Esupercell – EAr – 64xESi. Figures 5.5 and 
5.6 compare the interaction energies and forces obtained when treating Si as a free atom or as 
belonging to bulk. The energy difference is negligible compared to the energy of the incident 
particle when the distance between interacting Ar-Si atom pairs is less than 1.0Å. 
 
 
 
Fig. 5.5 Effect of neighbors on the two-body interaction potential. 
 
 
 
 
 
 
Fig. 5.6 Effect of neighbors on the two-body interaction force. 
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5.1.4 Comparison with existing potentials  
The three different potential energy functions are plotted in Fig. 5.7 on a semilogarithmic scale. 
The ZBL potential energy is less than the Moliere potential energy for all values of r while the 
DFT-ArSi potential is less than the Moliere potential within 1 Å and less than the ZBL potential 
within 0.6 Å. The corresponding forces are shown in Fig. 5.8. The DFT-ArSi force is greatest 
within a distance of ~0.5 Å.  
 
  
Fig. 5.7 Comparison of the DFT-ArSi potential with that of Moliere and ZBL. The DFT-ArSi 
potential is found to be intermediate relative to the other two for the most important range of 
interatomic separation for keV ion bombardment, 0.5A to 1.0A. 
 
 
 
Fig. 5.8 Comparison of force functions obtained by taking derivatives of the potential functions 
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The smallest distance at which the DFT-ArSi fitting is carried out is 0.76 a.u., which is smaller 
than the sum of the smallest cutoff radii for the Ar-Si atom pair. This is justified by comparing the 
computed interaction energy obtained using the smallest possible cutoff radii, rc
smallest
=1.10(Si), 
0.70(Ar) a.u., to that for larger cutoffs, rc
smallest
=1.90(Si), 3.05(Ar) a.u.. As shown in Fig. 5.9, 
energies obtained in this way differ by less than 2% at small separations. 
 
 
Fig. 5.9 Effect of cutoff radius on the interaction potential 
 
 
 
5.2 Application of the potential 
Sputter yield molecular dynamics calculations are then carried out using this DFT-ArSi empirical 
potential based on the first-principles results and the Moliere potential for direct comparison.  To 
focus exclusively on the effects of the Ar-Si potential in the computed sputter yield, sputter yield 
results are compared to other available computational results that are obtained with the SW 
potential for Si-Si interactions, but with different repulsive potentials for the Ar-Si interactions.  
A comprehensive comparison with many results from the literature, including results from the 
popular SRIM-2008 code which uses a Monte-Carlo technique, is presented in the next section. 
 
5.2.1 Computing sputter yield   
An approach to compute sputter yield using molecular dynamics is described in detail in 
references [6, 7]. A brief summary is presented here. To compute Si sputter yield, a target of 8000 
Silicon atoms is prepared with 10 repeated 8-atom unit cells of crystalline Si in each of the three 
coordinate directions. The lattice constant of Si is taken as 0.5431 nm. Periodic boundary 
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conditions are enforced in the [010] and [010] directions, and an Ar
+
 ion is sent from vacuum 
toward the [001] surface. Throughout the dynamic simulations the atoms in the bottom layer of 
the simulation domain are held stationary while the rest of the system is integrated in time using 
the velocity-Verlet algorithm with a time step of 0.15fs. The time step is sufficient to track atomic 
interactions accurately for the Ar-Si system at low energy ion bombardment [9].  
 
At the beginning of the simulation, before sending the ion toward the target, a Berendsen 
thermostat is applied to all atoms to equilibrate the target to an average thermal energy 
corresponding to 77 K. The Ar
+
 projectile ion is then directed normal to the [001] surface at a 
random position on the initially crystalline Si target; the projectile has a kinetic energy of either 
500 eV or 1 keV depending on the simulation case. Si sputter yield, defined as the number of Si 
atoms leaving the [001] surface per Ar
+
 impact, is computed by tracking the number of target 
atoms that escape the Si surface after the impact and travel more than a distance of 1.5 nm normal 
to the surface; these atoms never return to the surface, and in all cases this occurs within 2.25 ps 
of the impact, for either 500 eV or 1 keV incidence energies.  
 
At the first ion impact the instantaneous sputter yield is very low since the target is crystalline. 
With more ion impacts the average sputter yield gradually increases and a steady-state is obtained 
after around 20 impacts on the target domain, which corresponds to a fluence level of about 
1.5E14 ions/cm
2
. This fluence has been shown to be sufficient for obtaining a converged sputter 
yield result at both 500eV and 700eV Ar
+
 bombardment of a Si [001] surface [7]. By the time this 
fluence is achieved, the crystallinity of the Si target is lost; the semiconductor surface is, in fact, 
amorphized quite easily at fairly low Ar
+
 fluences [10,11].  
 
The molecular dynamics calculation requires interatomic potential models for Ar-Si repulsive 
interactions and Si-Si covalent interactions. For Si-Si interactions there are several potentials 
available in the literature, most of which are optimized for the crystalline phase of Si. The 
Stillinger-Weber (SW) potential [12], however, was developed with both the solid and liquid 
phases of Si in mind. This potential is shown to be the best choice for modeling Si-Si interactions 
in cases involving a large amount of disorder and defects [13]. Sputtering that involves significant 
surface damage created by the ion impacts can thus be modeled with the SW potential. For Ar-Si 
interactions, the derived potential, referred to as DFT-ArSi, is used.  
 
71 
 
The DFT-ArSi calculated Si sputter yield is 0.59 at 500eV and 0.90 at 1keV. Since different 
values for experimental sputter yields are observed in the literature arithmetic averages of the 
most recent experimental measurements, presented in Table 5.3, are used to benchmark these 
results. Errors are computed as the relative difference of the computational values with the 
experimental values, and are shown in Table 5.3 as percentages.  
 
The average experimental sputter yield is 0.63 for 500eV, and 0.88 for 1keV. Hence, the DFT-
ArSi results are only 6.3% low for 500eV and 2.3% high for 1keV ion impacts. This is a 
significant improvement the in predicted sputter yield compared with that obtained by any other 
potential, as seen in table-3. The ZBL potential is found to be closer to the experimental values 
than any potential other than the DFT-ArSi potential, with errors of +11% at 1keV, and -11% at 
500eV. Except for the SRIM-2008 results, all the other computational studies involve molecular 
dynamics simulations with the Si-Si interactions described by Stillinger-Weber potential.  
 
 
Table 5.3: Sputtering yield at 500eV and 1keV Ar impact energies. 
 
500eV           1keV 
SY   %error    SY    %error 
Expt.        0.63
a
   -----      0.88
b
   ----- 
DFT-ArSi    0.59
c
   -6.3      0.90
c
  +2.3 
ZBL         0.56   -11.1     0.98   +11.4 
SDCI/SCF    0.70   +11.1     1.10   +25.0 
Smith        0.84   +33.3     1.33   +51.1 
Moliere      0.47
d
   -25.4     0.84
c
   -4.5 
SRIM-2008   0.28
c 
   -55.6     0.74
e
  -15.9 
 
 
a
Average of (0.68
p
, 0.63
q
, 0.61
r
, 0.60
s
), 
b
Average of (0.93
p
, 0.90
s,t
, 0.80
u
), 
c
 This work 
d
Average of (0.46
c
, 0.45
v
, 0.49
w
), 
e
Average of (0.76
c
, 0.72
x
) 
p
 Reference 14, 
q 
Reference 15, 
r 
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s
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u
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v
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w
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x
 Reference 21  
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It is interesting to note that the DFT-ArSi and the ZBL potentials result in sputter yields higher 
than the experimental values at 1keV and lower than the experimental values at 500eV. The ZBL 
potential is a universal potential and not specific to the Ar-Si system. The SCF potential is 
developed with using the SiH3Ar
+
 molecule, ignoring correlation effects and including two d-
polarization functions in a Gaussian basis. The convergence of this potential with respect to the 
assumed triple-zeta basis or orbitals is not reported in the literature. Furthermore, no justification 
is made for modeling the Ar-Si interaction using SiH3Ar
+
 instead of Si3Ar
+
, and the effect of 
second neighbors is completely ignored, which is shown in Figure 6 to be potentially important 
for interaction distances larger than 1Å.  
 
The SCF potential gives yields significantly higher than experimental values for both energies 
considered. The authors attribute these differences to surface reconstruction, yet these 
reconstructions should vanish at very small fluence levels. The potential developed by Smith 
gives very strong interactions at all interatomic distances, and gives rise to higher sputter yields 
compared to any other potential. On the other hand, the Moliere potential and the SRIM code give 
lower yields for all the energies considered here or reported in the literature. The error is more 
significant at energies below 1keV [21, 7, 22]. Wittmaack et al. [23] analyze the reliability of 
SRIM results, and show that yields computed by SRIM are much less than experimental values 
when the atomic number of the projectile atom is smaller than that of the target atom, i.e. Z1/Z2 < 
1.0.  
 
At lower incidence energies most computed results (i.e. DFT-ArSi, Moliere, SRIM) deviate from 
the experimental measurements more significantly. Although DFT-ArSi gives the closest match 
to the experimental measurements and sputter yields are found to vary in a consistent way, the 
computed value at low energy is still seen to deviate by 6%.  It is difficult to accurately compute 
sputter yields for the lowest energies because the long-range tail of the ion-solid interaction 
potential is more significant relative to the kinetic energy of the ion.  Based on our results the 
Stillinger-Weber potential is sufficiently accurate for modeling Si-Si interactions.  Our results 
suggest, however, that at the lowest incidence energies, for the 1.5 Å separation range, the details 
of the long range tail of the Ar-Si interaction become more important; this is evidently due to the 
details of the electronic structure rather than the model of the target material or structure. 
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5.2.2 Ar trajectory and approach distance  
Before studying the effect of the force profile on bombardment studies, where the interatomic 
force plays a significant role in the dynamics of collisions and damage cascades, a dynamic study 
is carried out to find the trajectory and to identify the smallest separation distance between the Ar 
and target Si atoms in a typical dynamic simulation. A schematic defining all quantities involved 
in trajectory calculation are presented in Fig. 5.10. 
 
 
 
Fig. 5.10 Parameters defining the trajectory of an incident ion   
 
 
To perform this task, an Ar atom is projected normal to a Si atom that is part of an [001] surface, 
with one of three different kinetic energy levels: 250eV, 500eV, or 1000eV. The Ar atom 
trajectory is tracked at every time step of ~0.20e-16 second. The Si-Si atom interactions are 
modeled using the Stillinger-Weber empirical potential [12], while the DFT-ArSi potential is used 
for the Ar-Si interactions. Computed separation distances between the Ar and Si atoms are plotted 
in Fig. 5.11. The minimum separation distance is seen to diminish nonlinearly with increasing 
energy.  
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Fig. 5.11 Minimum separation distance between Ar and Si during ion bombardment 
To compare with the other potentials, the minimum separation distance ro can also be obtained by 
characterizing the particle trajectory according to the nonlinear equation given by [14] 
 
 
0
)(
1
2
2

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p
E
rV
   [5.3] 
 
where V(r0) is the potential evaluated at the minimum separation distance ro, p is the so-called 
impact parameter which characterizes the impact as on-center (p = 0) and off-center (p > 0), and 
Ec = E0mAr/(mAr+mSi), with E0 being the energy of the incident ion and mAr and mSi are the masses 
of the atoms. The solution to equation 5.3 is sensitive to the choice of the impact parameter [9], as 
shown in Fig. 5.12. 
 
Fig. 5.12 Closest distance as a function of ion energy  
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Hence, calculations are performed for various values within the range 0.0 < p < 2.5Å, which is 
sufficient to describe an Ar–Si collision in a dynamic simulation regardless of orientation of the 
surface. Calculated minimum separation distances using the three different potentials are very 
similar as shown in Fig. 5.13 for p = 0.05. The values also compares well with those found 
dynamically as mentioned above.  
 
 
Fig. 5.13 Comparison of the closest distance as a function of ion energy for DFT, ZBL and 
Moliere potentials  
 
 
 
5.2.3 Scattering angle and nuclear stopping power 
Scattering angle and nuclear stopping power are computed to compare the ab initio DFT-ArSi 
potential with other potentials that are specifically fitted to these experimentally measurable 
values. Scattering angle, , and nuclear stopping, Sn are given by [14,30] 
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In this approach, stopping power depends mainly on the impact energy and the value of pmax, but 
it is less dependent on the scattering angle. Stopping power Sn depends on the potential through 
scattering angle calculations and the computed results are nearly identical for the three potentials. 
Hence, even though the DFT-ArSi potential is not fitted to any of these quantities it estimates 
scattering angles and stopping power extremely well, with accuracies comparable to other fitted 
potentials to well within 0.01%., as illustrated in Fig. 5.14.  
 
 
Fig. 5.14 Comparison of potentials for scattering angle of deflection  
 
 
5.3 Conclusion 
In summary, computed sputter yields using the DFT-ArSi potential for both 500eV and 1keV 
incidence energies show better agreement with experimental data than results obtained using 
other available potentials. This demonstrates the importance of an atom pair specific interatomic 
potential. The DFT-ArSi potential is derived specifically for Ar-Si interactions using a first-
principles electronic structure approach. The potential is found to give larger interaction energy 
compared to other available potentials at an interatomic separation distance of more than ~1.5Å. 
This appears to be an important length scale for describing ion-target interactions in lower energy 
ion-bombardment. While the use of the SW potential for the target material may introduce some 
error for modeling ion bombardment, especially at lower energies, the use of the new potential 
eliminates most of the error associated with sputter yield predictions using other Ar-Si potentials, 
even when the SW potential is used for Si-Si interactions. The use of the new potential may lead 
to better a physical understanding of some ion-bombardment related problems.  
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Chapter 6 
 
Energy Deposition and Sputtering 
 
 
Ion bombardment, a process by which a target material is damaged by an energetic ion, is widely used for 
implanting atomic impurities, called dopants, into electronic devices or preparing substrates for various 
applications [1-3]. During this process the energetic ion imparts its kinetic energy to the target atoms and 
redistributes atoms surrounding the point of impact and removes materials through sputtering. Sigmund 
[4] assumes that the ions energy is deposited in an ellipsoidal region, and distributed in the target 
following a Gaussian distribution in the planes parallel and perpendicular to the incidence beam direction. 
In the Sigmund model, the average deposited energy or the energy distribution function, FD(r) at a point r 
within the target is represented by [4]  
 
 22222 2/)(2/)(
2/32 )2(
)( 

azyx
D e
E
rF        [6.1] 
 
where, E is the total deposited energy, a is the average depth of energy deposition, and α and β are the 
widths of the energy deposition parallel and perpendicular to the beam direction, respectively. Sputtering 
from the point r is assumed to be proportional to the energy deposited at that point. Additionally, 
theoretical models developed for surface instabilities, such as ion bombardment induced ripple patterns, 
are built upon this fundamental 3-parameter (α, β and a) ellipsoidal energy profile [5-9] and the sputter-
energy proportionality assumption. For example, using these approximations, Bradley and Harper derive 
angle dependent sputtering coefficients [x(θ) and y(θ)] and proposed conditions for determining 
transition of ripple orientation, where 
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Although Sigmund’s model and its derivatives such as Bradley-Harper (BH) theory are successful in 
explaining several erosion related surface behaviors, they fail to explain certain observations [3,10] 
including the formation of ripples at lower angles as observed during low energy ion bombardment, and 
the origin of the contradiction is associated with the ellipsoidal shape approximation [11,12]. However, 
the actual shape is unknown, as is how it relates to ion energy, ion species, angle of incidence, or the type 
of target material.  
Using a very crude model of surface binding forces, Feix et al. [12, 13] claim to find significant 
deviations from Sigmund’s Gaussian energy distribution and predict that the deposited energy profile is 
better fitted by an exponential function than a Gaussian. Similar conclusions are reported for Ar 
bombardment of Cu using SRIM calculation, which does not take into account the effect of crystal lattice 
[13] and is used to obtain information about deposited energy density through vacancy density produced 
by only primary and secondary collisions. Based on these ad hoc models, Sigmund’s approach is claimed 
to be invalid [12, 13]. Here, to determine the shape of profiles of deposited energy and sputtering driven 
by this energy, we perform molecular dynamics simulations are performed for two energies (250 eV and 
1500 eV), four ion species (Ar, Kr, Xe and Rn), two target species (Si and Ge) and nine angles (0

, 10

, 
20

, 30

, 40

, 50

, 60

, 70

 and 80

). It found that the energy profiles are Gaussian regardless of the impact 
condition; however, the local sputtering is found to vary nonlinearly with local deposited energy, in 
contrast to Sigmund’s conjecture of sputter-energy proportionality.  
 
6.1 Computational methodology 
The Stillinger-Weber potential is used to model Si-Si, Ge-Ge interactions, and a Moliere potential is used 
for Ar-Si or Ar-Ge interactions [14,15]. Amorphous target simulation cells of Si or Ge are prepared by 
random impacts of 200 ions on Si or Ge target containing 76800 atoms. The bottom layer of the 
simulation cell is held fixed and periodicity is enforced in the lateral directions. The lateral size of the box 
is 13.0 nm for Si and 13.6 nm for Ge, which are sufficiently large to avoid interactions of the atoms with 
their periodic images [16]. The depth of each target is 10.86 nm for Si and 11.3 nm for Ge. The ions are 
initially positioned at a distance of 0.7 nm above the surface with the desired velocity for the impact to be 
studied. The entire atomistic system is then integrated for 1.0 picoseconds of time, using Newton’s 
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equations of motion and the velocity-Verlet algorithm [17]. Sputtered atoms are identified by lack of 
interaction with neighbors. For each set of impact parameters, the average response of the target is 
computed by averaging over 500 impacts. To generate a continuum representation of the deposited 
energy, the total energy (kinetic and potential energy) for each atom is interpolated on a regular mesh, 
2.0Åx2.0Å using MATLAB 7.12.  
 
 
6.2 Results and discussions 
6.2.1 Time dependence of sputter yield  
All sputtering is observed to occur within a period of 0.8 picoseconds of the initial ion-surface interaction, 
as can be seen in the sputtering histories plotted in Fig. 6.1. The integrated area under the curve is the 
mean sputter yield. These are 0.91 for Ar-Si, 1.0 for Kr-Si, and 1.12 for Xe-Si, which agree well with the 
corresponding experimental values of 0.85[17], 1.14[18] and 1.1[16], respectively. Sputtering starts soon 
after the ion interacts with the target and it increases more sharply in Si than in Ge. For bombardment 
with Ar, Kr or Xe, sputtering is maximum at 0.2 ps and 0.3 ps in Si and Ge, respectively. Both in Si and 
Ge, the influence of ion species on sputtering history at 1500 eV ion energy is found to be negligible. On 
the other hand, target species affects the sputtering history substantially.          
 
             
  
FIG. 6.1. Sputter history for bombardment with 1500 eV Ar, Kr and Xe for (a) Si and (b) Ge targets.  
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6.2.2 Time dependence of deposited energy 
To examine how the distribution of the deposited energy evolves over time, the deposited energy is 
computed in the whole target at a series of times during the simulation. The ensemble averaged energy 
profiles are plotted in Fig. 6.2. Fig. 6.2(a) shows the ensemble averaged energy profile at the instant of 
sputtering, which varies from 0.1 ps to 0.6 ps. The other energy profiles in Fig. 6.2 are obtained at a 
particular time during the simulation. The line plot shown in Fig. 6.2(g)  shows the normalized deposited 
energy profiles along the projected beam direction computed at different sputtering times as well as at the 
moment of sputtering. No substantial difference in the normalized energy profiles is found, which 
indicates that the shape of the energy profile is formed within a very short time (a fraction of a 
picosecond).  
  
 
 
Fig. 6.2: Deposited energy profile for normal incidence 1500 eV Kr impact of Si at (a) 0.10, (b) 0.15, (c) 
0.25, (d) 0.4, (e) 0.6, and (f) 0.9 picoseconds of ion interactions. (g) The normalized energy density on the 
surface along the projected beam direction at the corresponding times is shown in the bottom figure.  
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The core of the deposited energy involves a few highly energetic atoms, which transfer energy to the 
surrounding atoms and become cooler. However, the number of atoms increases with the cubic power of 
the distance from the deposited energy center. Thus as the atomic interaction progresses, the higher 
energy from the fewer core atoms is distributed over a large number of surrounding atoms causing a much 
smaller change in their energy. To demonstrate how the core energy is dissipated over time, a comparison 
of deposited energy along the projected beam direction at 3 nm from the surface is shown in Fig. 6. 3.  
 
 
 
 
Fig. 6.3: Deposited energy profile along the projected beam direction at a distance of 3 nm below the 
surface at 0.1 picoseconds and 0.9 picoseconds at normal incidence. The deposited energy at the center of 
the energy profile is higher at 0.1 ps than at 0.9 ps. Conversely, it is lower in the far field (nearly 2nm) 
from the center indicating the dissipation of energy from the core of the deposited energy towards its 
neighbors.  
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According to the Sigmund’s model, sputtering from the point r is proportional to the energy deposited at 
that point and this energy is deposited in an ellipsoidal region with a Gaussian distribution in the planes 
parallel and perpendicular to the beam direction. As shown in Fig. 6.4, the ellipsoid is characterized by a 
depth of the peak energy deposition (the center of the ellipsoid), and the widths of the energy deposition 
along the longitudinal and transverse directions of the incident beam (α and β=β1+β2, respectively) [5].  
 
 
Fig. 6.4: (a) Geometric parameters of an ellipsoidal energy deposition for an off-normal beam angle θ: O 
is the point of impact, O is the point of peak energy deposition, and T is surface point with maximum 
energy deposited. The parameters characterizing the deposited energy profile are: the longitudinal extent 
of the energy profile (α=α1+α2), the distance between the point of impact and the maximum of deposited 
energy (α1), the lateral extent of the deposited energy profile (β=β1+β2), the distance between the point of 
impact and the maximum of the deposited energy on the surface (δ), and the depth of the peak energy, 
referred to the average energy deposition depth by Sigmund. 
 
 
6.2.3 Dependence on incidence angle 
The shapes of the energy deposition for normal and off-normal incidence are found to be very similar for 
a particular ion-target combination. The cross-sections of obtained energy deposition in the plan of the 
initial ion trajectory are shown in Fig. 6.4. The deposited energy profiles for off-normal incidence vary in 
dimensions along the longitudinal and lateral directions of the ion impact. The area of the deposited 
energy on the surface increases as the angle of incidence increases leading to higher sputter yields for 
glancing angles. However, for 80 the area of deposited energy is higher, but the amount of ion energy 
deposited in the target is significantly smaller than at near normal incidence. Thus sputtering is lower at 
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80, as shown in the following sections. For glancing angles, the average energy deposition depth (the 
parameter “a” shown in Fig. 6.4) is close to zero, indicating that the core of the deposited energy is closer 
to the surface which can cause substantial sputtering in comparison to near normal incidence.    
 
 
 
Fig. 6.5: Angular variations of energy profile shown for 1500 eV Xe impact of Si target at (a) 10

, (b) 20

, 
(c) 30

, (d) 40

, (e) 50

, (f) 60

, (g) 70

 and (h) 80

 angle in incidence. For (a) to (g), the contours represent 
the energy levels of 0.75 eV, 0.5 eV, and 0.25 eV, while for (h) the contour lines represent the energy 
levels of 0.5eV and 0.25 eV. The ion direction is indicated by the black arrow, with a tip showing the 
point of impact.  
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6.2.4 Dependence on ion energy, ion species and target species 
The basic shape of the energy deposition contours changes as the material or ion type is changed, as 
shown in Fig. 6.6. Heavier ions (such as Rn) penetrate the target deeper and make the axial dimension of 
the energy profile larger than its lateral dimension. It should be noted here that while there are no 
experiments using Rn for impacts, we consider it here to better understand the effect of incident ion mass 
while staying within the framework of commonly used noble gasses. For the same ion energy and ion 
species, the axial dimension is smaller in the heavier target (Ge) compared to that in the lighter target (Si). 
Also, the cross sectional area of the deposited energy at the surface in Ge is higher, irrespective of ion 
species, which causes Ge to sputter more compared to Si. The width of the energy profiles at the center of 
the energy profiles is higher in Ge. The longitudinal extent of the deposited energy increases, the 
parameter α in Sigmund’s notation, increases in both Si and Ge with heavier ions.  
 
 
Fig. 6.6: Energy profiles for 1500 eV (a) Rn, (b) Xe, (c) Kr, (d) Ar impact on Si and (e) Rn, (f) Xe, (g) 
Kr, (h) Ar impact on Ge. For (a), (b), (c), (e), (f) and (g) the contour lines represent the energy levels of 
1.0 eV, 0.5 eV, and 0.25 deV, while for (d) and (f) the contour lines represent the energy levels of 0.5eV 
and 0.25 eV. The ion direction is indicated by the black arrow; and its tip shows the point of impact.  
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To compare energy profiles at different ion energies, energy profiles for the impact conditions considered 
in computing Fig. 6.6, are calculated for 250 eV ion energy, as shown in Fig. 6.7. The basic shape is seen 
to be similar at different energies. However, for lower energy impacts, the spatial dimension of the energy 
profile is smaller in both Si and Ge targets and the deposited energy core is closer to the surface 
indicating. The average deposition depth, a is much smaller, especially for lighter ion species, as shown in 
Figs. 6.6(d) and 6.6(h). The considered ion species are all heavier than Si and Ge, except Ar which is 
lighter than Ge. The penetration depth in Ge is smaller compared to Si in all impact conditions considered 
in this work.  
 
 
Fig. 6.7: Energy profiles for 250 eV (a) Rn, (b) Xe, (c) Kr, (d) Ar impact on Si and (e) Rn, (f) Xe, (g) Kr, 
(h) Ar impact on Ge. For (a), (b), (c), (e), (f) and (g) the contour lines represent the energy levels of 1.0 
eV, 0.5 eV, and 0.25 deV, while for (d) and (h) the contour lines represent the energy levels of 0.5eV and 
0.25 eV. The ion direction is indicated by the black arrow, and its tip shows the point of impact.  
 
The shapes in Si (atomic mass 14) for different ion species Ar (18), Kr (36) and Xe (54) vary from tear-
drop shape to ellipsoidal as the mass of the incident particle increases. On the other hand, in Ge energy 
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profiles are mostly spherical. In addition to a difference in atomic mass, Si and Ge differ in binding 
energy and atomic density both of which might affect the shape of the deposited energy. 
 
At 250 eV, in Ge the longitudinal and lateral dimensions of the energy profiles are comparable, (α/β  1), 
and the average deposition depth is approximately zero, (a/α   0). Consequently, equations 6.2 and 6.3 
from the BH model yield x(θ) > y(θ), regardless of the angle of off-normal incidence, as shown below.  
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According to the BH theory, this would rule out the possibility of observing parallel ripples in Ge at 250 
eV and there would be no critical angle for ripple orientation, both of which contradict experimental 
observation. Despite Sigmund’s energy deposition being Gaussian on the surface as confirmed using MD 
simulations in this work, the ellipsoidal energy based BH criteria would predict ripple orientation for this 
impact condition inaccurately. Furthermore, the amount of deposited energy (as shown in Fig. 6.8) and 
percentage of ions reflected from the target (as shown in Fig. 6.9) as a function of incidence angle 
indicate that in Si incident ions are implanted for angles below 40
0
, whereas in Ge ions are reflected for 
all angles of incidence. That is, both the shape and the amount of energy deposited in the target material 
are influenced by the impact condition. These observations highlight the importance of exploring new 
criteria for determining ripple orientation.  
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Fig. 6.8: Angle dependence of the percentage of the ion energy deposited in (a) Ge and (b) Si for impacts 
by different ions (Ar, Kr, Xe and Rn) at different energies (250 eV and 1500 eV). The dotted line 
indicates the incident energy of the ion. For both Si and Ge, a significant portion of the ion energy is lost 
at higher incidence angle through the reflection of ions. The percentage of energy deposited in the target 
is less for lower energy and lighter ion impacts.     
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Fig. 6.9: Angle dependence of the ions reflected from (a) Ge target and (b) Si target for impacts by 
different ions (Ar, Kr, Xe and Rn) at different energies (250 eV and 1500 eV). The first and second letters 
in the legend indicate ion and target type, respectively. For both Si and Ge, a significant portion of the ion 
energy is reflected from the target even for angles much smaller than 70
0
, where sputtering is a maximum. 
 
To determine the relation between local sputtering and deposited energy, local sputter yield is computed 
for different angles of impact and compared with deposited energy profile in the following section. 
  
0
20
40
60
80
100
0 20 40 60 80
Io
n
s
 r
e
fl
e
c
te
d
 (
%
)
Angle of incidence (deg)
ArGe1500 ArGe250
KrGe1500 KrGe250
XeGe1500 XeGe250
RnGe1500
(a)
0
20
40
60
80
100
0 20 40 60 80
Io
n
s
 r
e
fl
e
c
te
d
 (
%
)
Angle of incidence (deg)
ArSi1500 ArSi250
KrSi1500 KrSi250
XeSi1500 XeSi250
RnSi1500
(b)
90 
 
6.2.5 Sputtering and deposited energy  
The local deposited energy and local sputtering profiles, regardless of the impact conditions considered in 
this work, appear to be very similar in terms of shape and angle dependence, as shown in Fig. 6.10. Also, 
the profiles of either sputter yield or deposited energy are well fitted by a Gaussian, which agrees with 
Sigmund’s approximation but contradicts computational results based on crude models such as the Binary 
Crystal Approximation and SRIM [12, 13]. Moreover, sputtering downstream with respect to the 
projected ion direction is much higher than upstream, especially for higher angles of incidence. This 
confirms Sigmund’s theoretical prediction that sputtering of an inclined surface makes it steeper. 
However, in contrast to Sigmund’s approximation, local sputtering is found not to vary linearly with local 
deposited energy.     
 
 
 
Fig. 6.10 (a) Deposited energy and (b) local sputter yield profiles for 1500 eV Ar ion bombardment of Si 
at different angles of incidence. (X-X0) denotes distance from the point of impact X0 along the beam 
direction.  
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The total deposited energy or sputter yield, computed by integrating local deposited energy or sputter 
yield along the projected beam direction, respectively, indicates that sputter yield is more sensitive than 
the deposited energy to incidence angle, as shown in Fig. 6.11. On the other hand, the change in 
sputtering-area on the surface is comparable to the change in deposited-energy-area. These observations 
suggest that as incidence angle increases, sputtering increases rapidly compared to the increase in the 
deposited energy. Therefore, in addition to deposited energy, sputtering is affected by some other factors. 
For example, in off-normal ion bombardment, the non-zero component of the force exerted by the ion 
along the projected beam direction on the surface may increase the sputtering probability.  
 
 
Fig. 6.11 Incidence angle dependence of the change in the total deposited energy or total sputter yield 
(with respect to normal incidence values) along the projected beam direction. The sputter yield at 70 is 6 
times the sputter yield at normal incidence, whereas deposited energy is only twice the deposited energy 
at normal incidence.  
 
To examine the dependence of sputtering on deposited energy alone, computed local sputter yield and 
deposited energy on the surface are normalized by their maximum values. It is found that the energy and 
sputtering profiles vary in the decay rate from their corresponding maximum values. While the maximum 
of the normalized profiles overlap at  distance away from the point of impact, normalized local sputter 
yield S(x)/Sm and local deposited energy E(x)/Em decrease from their maximum values at different rates. 
To establish a relation between E(x)/Em and S(x)/Sm, we seek the value of n for which S(x)/Sm equals to 
the n-th power of E(x)/Em, such that the total normalized sputter yield is conserved, or 
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where x is the distance from the maximum sputter yield or maximum deposited energy, and Emax and Smax 
are the maximum deposited energy and sputter yield, respectively. The maximum for E and S occur at the 
same point in the downstream direction of the point of impact and within a depth of 2 Å from the surface.   
 
Fig. 6.12 Normalized local sputter yield and deposited energy profiles for 250 eV Kr ion bombardment of 
Si at (a) 0 and (b) 50 angles of incidence. (X-X0) denotes distance from the point of impact X0 along the 
beam direction. The normalized (E/Em)
n
 curves indicate n = 2.7 and 2.85 for 0 and (b) 50 angles of 
incidence, respectively. In both the cases, the areas under the S/Sm and (E/Em)
n
 curves are equal and 
represent conservation of sputter yield in the relation S/Sm = (E/Em)
n
. 
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The value of n is computed for three ion species, two energies, two targets and nine angles of incidence. 
The resulting ensemble (comprising 108 cases) show no correlation between the values of n and the 
impact conditions considered. However, as shown in Fig. 6.13, depending on the local angle of incidence 
n varies within 2.7 to 3.2 and the variation can be fitted with a sin function such that 
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Fig. 6.13 Impact condition dependence of the exponent n in the S(x) and E(x) relation given in equation 
6.3. The data points are computed exponent for Ar, Kr and Xe bombardment of Si and Ge at 250 eV and 
1500 eV. The solid line represents a fitted curve through all data points. 
 
At the moment of sputtering, the sputtered atom’s kinetic energy can be approximated as its total energy, 
thus the relation between the kinetic energy of the sputtered atom and sputtering can provide a reasonable 
explanation for the variation in decay rate of the deposited energy and sputtering. So, to investigate the 
reason for the observed difference in the decay rates for the deposited energy and sputtering profiles, the 
correlation between sputter yield and kinetic energy of the sputter atom is analyzed and plotted in Fig. 
6.14. It shows a nonlinear relation between the kinetic energy of the sputtered atom and the probability of 
sputtering. Sputtering rate is a maximum for an energy range of 20 to 50 eV. Below this energy range, 
sputtering increases exponentially with energy. Atoms sputtering with higher kinetic energy (such as 70 
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eV is) are rare events, which cause a decrease in the sputter yield. Thus, the nonlinear relation noticeable 
in the lower kinetic energy region can be connected to the differential decay rate observed above.  
 
 
 
Fig. 6.14 Sputter yield as a function of the energy of the sputtered atom for 1500 eV Ar, Kr, or Xe ion 
bombardment of Si at normal incidence.  
 
 
As the incidence angle increases, sputtering increases at a higher rate than the increase of energy 
deposition on the surface. To sputter an atom from the target, both the deposited energy and the direction 
of the resultant force exerted on the atom are important. During sputtering, the sputtered atoms have 
resultant force acting away from the target. Consequently, with the same amount of energy deposited on a 
target, an atom struck at normal incidence would have lower probability of sputtering than one struck at 
an angle. For the latter case, the target atom has a non-zero sin component of the force that can help it 
move or migrate laterally rather than longitudinally. Since the sin component of the exerted force is 
higher at higher incidence angles. As a consequence, for higher incidence angles, even though the total 
deposited energy in the target maybe smaller, as shown in Fig. 6.5, the deposited energy on the surface 
and the non-zero component of lateral force combined can enhance sputtering. It can thus be argued that 
the non-zero sin component of the exerted force, which gradually increases with incidence angle, is 
related to the higher difference in the decay rates of deposited energy and sputtering.    
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6.3 Conclusion 
Using thousands of molecular dynamics simulations for a range of impact parameters, it is shown that the 
shape of the deposited energy depends on ion species and target material and angle of incidence. The 
deposited energy as well as the local sputter yield on a plane normal to the beam direction can be fitted 
well by Gaussian functions, as originally predicted by Sigmund. Therefore, the limitations of Bradley-
Harper theory in predicting surface instability can be argued not to arise from Sigmund’s ellipsoidal 
energy deposition. However, the assumptions involving reflection of ions and the linear relation between 
sputter yield and deposited energy are in contrast with the MD simulation results. In addition to providing 
the relation between sputtering and energy over a wide range of impact conditions, this work unravels an 
incidence angle dependent differential decay rate for local deposited energy and local sputtering. The 
results point out limitations of Bradley-Harper theory for characterization of ripple formation or surface 
instabilities.  
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Chapter 7 
 
Physics of Ripple Formation 
 
 
The fundamental dynamical processes that occur over the femtosecond timescale of an impact of a target 
material are sputtering and mass rearrangement. Sputtering removes material from the target and thus has 
a net erosive effect on the surface. However, any height changes of the target surface due to the impact of 
an ion are combined effects of sputtering and any redistribution of the target mass.  During an ion impact, 
only a small fraction of the ion energy (~1keV) is required to break bonds (~ 4 eV) to sputter atoms. The 
rest of the impact energy is deposited in the target and can therefore drive substantial redistribution of 
atoms near the point of impact. This redistribution effect is potentially significant and can be expected to 
have a significant effect on pattern formation. Nevertheless, the erosion-based Bradley-Harper [1] (BH) 
criterion remains the only widely accepted theoretical explanation for the ion bombardment surface 
instability. Understanding the formation of ripple orientation and determining the associated atomistic 
mechanism are the objectives of this chapter.  
 
 
7.1 Bradley-Harper (BH) Characterization of Ripples 
According to the BH theory, ripple formation is traced to a sputter-erosion based surface instability driven 
by a competition between a surface wavenumber q
2
-dependent
 
roughening mechanism (characterized by 
the so-called sputtering coefficients x and y) and q
4
-dependent smoothing mechanism (with the 
relaxation prefactor B), where the sputtering coefficients are described as  
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where, α, β and a are the parameters describing ellipsoidal deposited energy profile for impact angle θ. 
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Simulations [2] and experiments [3] both suggest that mass redistribution is more significant than 
sputtering. x and y are commonly used despite this, though in fact may not correspond to any particular 
physical mechanism. Such a description also does not seem capable of explaining observations such as 
three wave vector “phases” as a function of incidence angle, such as the perpendicular-to-parallel-to-
perpendicular orientation transition with impact angle as observed for 250 eV Ar impact of Si [4]. 
 
Based on the observation that mass rearrangement dominates pattern formation, noted by 
Kalyanasundaram et al. [2], a morphological transition from flatness to ripples can be explained using a 
redistribution-based x and y [3,5]. But the BH framework is insufficiently flexible to explain the low 
impact angle perpendicular ripples or parallel-to-perpendicular-to-parallel transitions. For example, for 
incidence angles lower than some critical value, an Sx-based criterion will always predict stability of a 
surface regardless of the impact condition, which in many cases contradicts experimental observations 
(for instance, during 500 eV Xe bombardment of Si and Ge at 15 and 5, respectively [6,4]). To better 
explain the atomistic processes that relate to pattern formation over the complete phase space involving 
ion energy and angle of incidence, molecular dynamics simulations and a crater-function based multiscale 
analysis are carried out in this thesis work.  
 
 
7.2 Moment based hypothesis 
The evolution of surface patterns involving femtosecond timescale redistribution of atoms and seconds-
to-hours timescale diffusion of the redistributed atoms can be modeled by numerically integrating the 
change in the height of a surface due to their combined effects by the following evolution equation [2] 
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 f, A, Nr, 
ix0 are ion flux, surface area, number of random impacts, random impact point at i-th impact, 
respectively; hion is the ensemble averaged mean change in surface height and hdiff is the change in 
surface height due to diffusion; and B is a diffusion parameter. The properties of the ion, target material, 
and impact conditions that determine the coefficient B remains a subject of active research. To explain 
experimental observations, the coefficient has been treated in different ways. It has been used as 
thermally activated surface diffusion parameter that involves atomic density of mobile species, surface 
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energy, surface diffusivity, and atomic volume [7]. It has also been used to represent surface tension 
driven viscous flow [8]. Given that, the dominant relaxation mechanism for different conditions is 
unknown, we take B here as a parameter in the numerical model and consider among other factors the 
influence of B on surface evolution.  
 
Unlike the BH model that describes surface evolution based on angle dependent sputtering coefficients, 
the above equation models surface evolution as a combined effect of mass redistribution and diffusion.  
The effect of erosion, however, is taken into account through the fact that integrating hion yields the 
volume of the material removed from the target. The exponential term in the above equation is a 
dimensionless quantity characterizing the scaling of the prefactor h(q,t). Assuming isotropic diffusion 
(which is reasonable for amorphous semiconductor surfaces where any directional bias for diffusion can 
be neglected) the orientation of ripples can be assumed to originate solely from the geometric 
characteristics of its prefactor. To test the hypothesis connecting ripple orientation and geometric features 
of individual ion impacts, or crater functions, the redistribution of mass is analyzed by the zeroth-order 
(M0) and first-order (Mx or My) moments of the crater functions, defined as: 
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Where, (x, y) denote a coordinate system parallel to the target surface and centered at the point of impact. 
The changes in the planar geometry of the surface initiated by the impacts on a femtosecond timescale 
can be interpreted in the form of changes of these moments of the surface around the point of impact.  
The redistributive effects represented by a crater function depend upon the local incidence angle.  Thus as 
surface features begin to grow, even an ion impacting normal to the mean surface height can impart 
asymmetric redistribution of mass, as shown in Fig. 7.1. The local angle has two rotational components 
(as illustrated in the inset of Fig. 7.1)  and , as defined by  
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where m1 = dz/dx, and m2=dz/dy are the slopes at the point of impact. The angles  and  lie in the xz-
plane and denote the angles between the z-axis and the beam direction and surface normal, respectively, 
while  is rotation about the z-axis. 
 
 
 
 
 
Fig. 7.1 A schematic showing the effect of local angle on impact induced local change of a surface. Three 
impacts (on surface points A, B, and C) are shown for normal ion incidence. The -rotation is 0 for A 
(m1<0, m2=0), 90 clockwise for B (m1=0, m2<0) and 180 clockwise for C (m1>0, m2=0). The points of 
impact are marked by red dots. The gray and dark gray regions denote “hole” and “rim”, parts of the 
impact crater respectively. 
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Although for normal incidence points A and C experience mass redistribution effects in the opposite 
direction, for off-normal incidence these effects can act in the same direction provided that  > . These 
directional effects of asymmetric mass redistribution cannot be taken into account through the zeroth-
order moments or through sputtering considerations alone, however. A scalar quantity, the zero-order 
moment or sputter yield cannot represent ion-induced mass flow near the point of impact. However, local 
angle dependent mass redistribution couples strongly with the first moment (or diffusivity of momentum), 
which can account for asymmetry in crater shape and its rotational dependence. While their combined 
volumetric effect measures the erosion of target material, their directional dependence due to rotation or 
local angle dependent redistribution is measured by their first-order moment contributions.  
 
 
7.2.1 Sign of moment and ripple orientation 
Molecular dynamics simulations show that both crater rim and crater hole features are formed during an 
average ion impact [2]. A rim and a hole are convex and concave regions, respectively, on an otherwise 
flat surface. A negative My indicates that the crater hole is dominant over crater rim, while a positive My 
indicates that the crater-rim is dominant. To identify the precise role of the sign of the moments on 
surface evolution, we define analytical craters using a generic form, representing in a simple way the 
independent effects of either crater rim or crater hole, or the combination thereof.  Such analytical craters, 
with known My values, can be written as 
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Here, h(x,y) is the net height change on the surface and R(x,y) and H(x,y) are parameterized expressions 
for crater rim and crater hole contributions, respectively, and α1, β1, γ1, δ1, α2, β2, γ2, and δ2 are parameters 
of the crater function. The evolution of a surface, modeled by numerically integrating Eqn (1) [2], is then 
studied with different analytical craters with desired My values, either positive, negative or zero.  
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The results show unambiguously that craters with My > 0 (My < 0) lead to a formation of ripples with 
wave vectors perpendicular (parallel) to the beam direction, as shown in Fig. 7.2. For My = 0 no oriented 
ripples are formed. Also, for fixed B, the RMS value of the ripple height (or the surface roughness) 
increases with an increasing moment.  On the other hand, for fixed moment values, B strongly affects 
ripple wavelength, which increases exponentially with increasing B, as shown in Fig. 7.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.2 Effect of crater rim and crater hole alone on ripple orientation.  The craters used in the 
calculation, shown in the two inset plots, both have nonzero first-order y-moments; the crater used in (a) 
has My = 100 nm
2
; the crater used in (b) has My = -100 nm
2
.  The scale ratio in the inset plots is x:y:z = 
1:1:10, where x and y are the directions in the plane of the surface. The parameters αi, δi, γi and βi, where i 
=1, 2, are α1=1Å, δ1=2Å, γ1=0.25, β1=0.25, α2=0, δ2=0, γ2=0, β2=0 for the crater in (a), and α1=0, δ1=0 
γ1=0, β1=0, α2= 1Å, δ2=2Å, γ2=0.25, β2=0.25 for the crater in (b).  
  
x 
z 
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Fig. 7.3 Effect of relaxation prefactor (B) on ripple wavelength () on a semi-log plot for a crater with My 
= -60 nm
2
. The plots on the left (with hmax = 20.0 nm and hmin = 19.9 nm) and right (with hmax = 4.45 nm 
and hmin = 4.37 nm) are the surface plots for B =1.0E-50 nm
4
/s and B=1.0E-46 nm
4
/s, respectively. The 
beam direction is shown by an arrow in the surface plots, indicating the role of q
4
-dependent mechanisms 
on the wavelength of ripples. 
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However, My = 0 craters produce rough surfaces with no particular orientation. To examine the effect of 
nonzero moments on the evolution equation, we Fourier transform the crater function, to obtain 
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where, Rer amd Reh indicate the real parts of h(qx,qy) corresponding to the rim and hole contributions, 
respectively. The key parameters that describe the asymmetry of the crater function and make My nonzero 
are 1 and 2. Each of these parameters introduces an imaginary component in the reciprocal space of the 
evolution equation. But when My = 0, which is the case for axisymmetric craters, no ripple patterns are 
produced. This is consistent with the experimental observation of dot structures at off-normal angles by 
simultaneous rotation of the sample [9].  
 
 
7.3 Moment study of molecular dynamics (MD) craters  
7.3.1 MD craters 
Anticipating this role of crater moments, particularly the effects of M0, My and B in the evolution equation 
through the use of analytical craters, atomistic simulations are performed to compute realistic craters and 
their moments for a range of impact conditions involving 4 ion species (Ar, Kr, Xe and Rn), 2 target 
materials (Si and Ge), 2 energies (250 eV and 1500 eV) and 9 angles of incidence (0, 10, 20, 30, 40, 
50, 60, 70, 80).  The computed craters are shown in Fig. 7.4. The details of the molecular dynamics 
simulations are described here briefly and reported in full detail elsewhere [2].  
 
MD simulations were performed for a box of 24x20x20 unit cells of the target material. The amorphous 
targets for each ion-target combination are prepared by 240 impacts of 1500 eV ions at random points on 
crystalline targets, which gives a fluence level of ~1.7E14 ions/cm
-2
 for a Si target and ~1.6E14 ions/cm
-2
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for a Ge target. For modeling interatomic interactions during ion bombardment the Stillinger-Weber 
potential and the Moliere potential are used for Si-Si or Ge-Ge interactions and ion-target interactions, 
respectively. Newton’s equation of motion is integrated for 5 ps, which is sufficient for the deposited 
energy to cause sputtering and redistribution of atoms. The amorphous targets are then relaxed using a 
conjugate gradient algorithm until the maximum resultant force in the atomistic system becomes less than 
1.0E-5 Ry.     
 
The relaxed amorphous target is then bombarded by single impacts at random positions on the surface at a 
particular angle of incidence. The response of the target is computed by averaging the surface response 
for an ensemble of 500 single impacts. Height change due to the ion impact is computed through tracking 
the changes in number of atoms within a number of columnar regions that define the atomic system and 
transforming it into height through atomic volume. Thus, for the i-th impact the changes can be written 
as:  
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Here, v is the atomic volume of the target species, n and h are the changes in number of atoms and 
heights, respectively, 2a (13.34 nm for Ge and 13.0 nm for Si) and 2b (11.3 nm for Ge and 10.9 nm for 
Si) are the lengths of the simulation cell along the projected beam direction and the direction 
perpendicular to the projected beam direction respectively, and A is the size of the grid, defined as A = 
xy. The mesh size x or y is determined to be 3.6 Å for Si and 3.72Å for Ge such that My is 
converged. An ensemble averaged crater would thus be  
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where, N is the number of individual impacts. It is found that the geometric moments of the crater 
function (M0 and My) are converged for 400 individual impacts.  
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Fig. 7.4 Effect of angle of incidence on crater shapes for 1500 eV Xe impact on Si. The beam direction is 
shown by the black arrow and the point where the dotted lines intersect denotes the point of impact. The 
actual height of the crater rim is much smaller than the lateral size of the crater. All of the craters are 
plotted using the same contour levels.  
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7.3.2 Moment of MD craters 
The moments are then obtained by using the following relations: 
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where (m x m) is the total number of mesh points in the grid. However, extracting a continuum surface on 
a regular grid from changes in atomic positions before and after the impact requires a mesh that 
accurately accounts for the variations of atomic spacing in the rim region and the hole region and that 
conserves. The computed moments for various craters obtained in 7.3.1 are shown in Fig. 7.5. 
 
 
 
  
 
 
Fig. 7.5 Variation of moments under different impact conditions for (a) Si and (b) Ge.  The number 
associated with each curve is the incident energy, in eV. The moment value is negative only for very high 
angles, or for low angles with low ion energies.   
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Regardless of the impact condition, the My contributions of either crater rim or crater hole are dominated 
by the downstream side, and as a result, those contributions are always positive and negative, 
respectively. The sign of the whole crater is thus determined by the combined effects of crater-rim and 
crater-hole. For normal incidence, craters are always axisymmetric, and Mx and My are zero for any 
conditions, as shown in Fig. 7.5. On the other hand, off-normal impacts break the symmetry of the crater 
function about the y-direction, but retain the symmetry of the crater about the projected beam direction, as 
shown in Fig. 7.4. Therefore, My is nonzero for off-normal incidence, except at the transition points where 
it changes its sign.  At these points, the relative importance of the hole and rim to the diffusivity of 
momentum switch in order.  
 
The depth of the crater hole is much greater (~4Å) than the height of crater rim (~1Å). But My is 
dominated by the effects of the crater rim, which extends far (~5 to 6 nm) from the impact point. 
Therefore, under most conditions the craters have positive My. As angle of incidence increases, 
redistributed rim mass and hole mass moves further from the point of impact along the downstream 
direction causing an increase in the moments. For very large off-normal angles, rims are formed in the 
lateral direction of the ion trajectory, as seen in Fig. 6 for the 80
0
 crater plot. Therefore, unlike for lower 
angles, the centroid of the rim mass becomes close to the centroid of the hole mass. Hence, for larger 
angles the rim contribution to My is smaller than the hole contribution, making the net My negative. 
 
 
7.3.3 My-based prediction of ripple orientation  
The orientation of ripples is determined by the sign of My. Ripples with q-vector perpendicular to the 
beam direction are formed when My > 0, and ripples with q-vector perpendicular to the beam direction are 
formed when My < 0. For example, for the My values shown in Fig.7, perpendicular ripples are predicted 
for 250eV ion (Ar, Kr or Xe) impact on Si or Ge. This is consistent with the experimental findings of 
perpendicular ripples for 250eV Ar on Si at 10
0
 [10], 300 eV Kr on Si at 20
0
 [11], 500 eV Xe on Si at 
<30
0
 [6], and 500 eV Xe on Ge at <10
0
 [6]. The moment diagram also predicts perpendicular ripple 
formation at highest angles of incidence, which agrees with the observation of perpendicular ripples for 1 
keV Ar on Si [10], 2 keV Kr on Si [6], and 5 keV Xe on Si [12].  
 
Additionally, the results predict a double transition (perpendicular to parallel to perpendicular as angle of 
incidence increases) for lower energy ion bombardment of Si with Ar, Kr, and Xe, which agrees with  the 
experimental evidence for Ar on Si [11] and Xe on Si [6,12]. But as the impact energy increases, 
redistributive effects from the rim dominate over redistributive hole effects even at lower angles, and this 
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suggests only a single orientation transition points at higher energies. Also, for heavier ions at high 
incidence angles (~80), the My contribution from the redistributed rim mass becomes stronger, which 
causes only parallel ripples to form, regardless of ion energy. 
 
 
7.3.4 Phase diagram 
To check the moment-based predictions, full multiscale surface evolution simulations are performed with 
the realistic craters obtained for Ar on Si at two different energies (250 eV and 1500 eV). A phase 
diagram is constructed and shown in Fig. 7.6. 
 
 
Fig. 7.6 Ion energy and angle dependent surface morphology for Ar ion bombardment of Si through 
morphology symbols. The symbols are prepared by using wavelengths and amplitudes obtained from 
experimental and simulation results. Experimental morphologies are marked by rectangular boxes, where 
morphologies boxed with solid and dotted lines are taken from ref. 6 and ref. 11, respectively. The 
reference wavelength and amplitude are taken as 25 nm and 16 nm, respectively, to prepare the 
morphologies at different impact conditions. 
 
   
The moment-based orientation predictions are perfectly reproduced by the multiscale simulations based 
on realistic MD craters, and all of the results match the experimental observations. However, for the 
angles in the range of 30
0
 to 70
0
, where BH criteria have been successful in explaining the instability of 
surfaces, some apparent discrepancy is noticed for Ar on Si at 250 eV with the experimental findings.  
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However, this is easily explained by associating relative flatness or roughness to ripple wavelength. 
Experimentally observed “smooth” surfaces can be understood as periodic surfaces with either a very 
high wavelength or a very low RMS. Similarly, experimentally observed “rough” structures can be 
understood as having a very low wavelength or a very high RMS. As noted above, the diffusion 
parameter, B, which affects the wavelength of ripples is not well understood, and has been treated until 
now largely as a free parameter. Indeed, a value for B can be chosen such that the experimentally 
observed smoothness is achieved.  This underscores the importance of quantifying B accurately. Its 
dependence on multiple material properties such as surface energy, viscosity, or atomic density of mobile 
species and their dependence on temperature needs to be determined precisely. 
 
Likewise, the experimental observation of both flat structures and ripple structures under the same impact 
conditions (Xe on Ge and Si at 2keV at 20
0
 angle of incidence) at different acceleration voltages [6] 
highlights the influence of an experimentally controllable parameter for tuning the wavelength of 
nanostructures. A higher value of the acceleration voltage, which broadens the angular distribution of 
ions, can have a substantial influence on the wavelength of ripples. Consequently, flat and rippled 
structures both seem to appear at the same impact conditions. Nevertheless, in terms of ripple orientation, 
the moment criterion and the MD computed results perfectly predict the experimental observations. 
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7.4 Conclusion 
To summarize, it is shown that a balance between rim and hole mass determines the orientation of ripples, 
and the flatness or wavelength is governed by the diffusivity parameter B. Although the MD predicted 
craters, moments and phase diagrams refer to amorphous semiconducting materials, the basic conclusion 
from the analytical study – the moment criterion – should be transferrable to other materials systems, as 
long as there are no additional mechanisms such as anisotropy in the relaxation prefactor.   
 
The theory described in this chapter elucidates the role of the crater rim or the crater hole as well as their 
combined effect on surface evolution. Local angle dependent mass redistribution and smoothing effects 
combined can provide a comprehensive understanding of the surface instability, or formation of ripples, 
and their orientation and transitions as a function of angle of incidence. While this work captures the 
atomistic origins of ripple orientation and formation, it may be necessary to revisit the fundamental 
evolution equations to understand formation of other patterns such as dots, holes, and arrays of dots or 
holes.  
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Chapter 8 
 
Conclusions 
 
This thesis research explores the role of atomic scale variation in the distribution and redistribution of 
atoms on a number of material properties in Si1-xGex including structural, electronic, and phononic 
properties. The findings of the work are summarized below, followed by a section proposing possible 
future work.  
 
8.1 Summary  
Atomistic disorder and distribution of atoms are shown to influence structural, electronic and phononic 
properties. Compositional inhomogeneity is shown to make larger quantum dots function electronically as 
smaller quantum dots. Moreover, the localization of holes is found to depend on the size of the quantum 
dot. In the context of phonons, it is found that the optical phonons are sensitive to both strain and short 
range local ordering of atoms. Strain induced frequency shifts are much more pronounced compared to 
shifts due to compositional variation. However, local ordering of atoms affects phonons substantially over 
the entire composition range of a Si1-xGex alloy. While the ordering of atoms is found to affect phononic 
and electronic material properties, the distribution of atoms is shown to influence significantly the 
structural material properties in single crystal Si or Ge. A variation in the distribution of atoms during 
femtosecond atomic collisions in ion bombardment can lead to a variation in ripple orientation and hence 
nanoscale patterns.  
The atom pair specific interatomic potential is shown to produce dynamical properties better than the 
generic potentials, such as Moliere or ZBL, especially for lower energy (~250 eV) ion impacts. MD ion 
bombardment studies of Si1-xGex surfaces demonstrate that the preference of sputtering of Si over Ge is 
related to a complex combination of atomic density, atomic mass, binding energy and atomic number. On 
the other hand, sputtering from amorphous Si or Ge varies nonlinearly with the deposited energy. The 
relation between sputtering and deposited energy is found to be influenced substantially by the ion impact 
angle. Overall, the work demonstrates that atomistic disorder or distribution of atoms can modulate a 
range of material properties.  
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8.2 Future work 
Compositional variation or atomistic disorder may have significant effect on the efficiency of nanoscale 
devices. For example, the study on confinement of holes near the apex of the Si1-xGex QD indicates the 
prospect of providing a detailed explanation of the observed spectral shift toward higher photon energy in 
the photoluminescence study of Si1-xGex/Si quantum dots [1]. To provide a detailed understanding of this 
issue, strain induced modulation of the conduction band in the capping layer of the QD can be computed. 
Additionally, the effect of external perturbations such as an electric field can be studied to investigate 
how compositional variation or atomic disorder couples with electronic transport properties during device 
applications [2,3].  
 
The study of composition and strain induced variation of phonons can be extended further to compute 
thermal properties such as phonon thermal conductivity in nanometer scale Si1-xGex systems. To find 
particular alloy and disorder configurations for enhancement of thermal transport properties, 
thermoelectric figure of merit can be studied. Thermal transport in thin films and other nanoscale 
materials is of special interest from both a fundamental physics perspective and for practical applications. 
To develop a comprehensive first-principles model for understanding the role of phonons as well as 
electrons on energy transport in nanostructured materials, preliminary calculations are performed to 
compute electronic band structure dependent transport coefficients that govern the thermoelectric 
conversion efficiency. The efficiency of a thermoelectric device is defined by the quantity ‘thermoelectric 
figure of merit’, or ZT, which is expressed as  
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Here, S, , e, l are the Seebeck coefficient or thermopower, electrical conductivity, lattice thermal 
conductivity, and electron thermal conductivity, respectively. Lower thermal conductivity and higher 
electron conductivity and Seebeck coefficient lead to enhanced thermoelectric efficiency of a device. 
Ideally, atomic ordering, scattering, thermal conductivity, and electrical conductivity and Seebeck 
coefficient should be considered together to determine ZT values; however, due to the complexity of the 
problem only certain parts can be analyzed under some assumptions. Invoking the semi-classical 
approach given by the solution of Boltzmann’s transport equation in the relaxation time approximation, 
the band structure dependent properties can be expressed as [4]:        
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where, f is Fermi distribution function,  is the phonon mode frequency, e is the electronic charge , T is 
the temperature, E is the energy,  is the transmission function, and kB is the Boltzmann constant. All 
three quantities – ke, S,  – are dependent on the transmission function and the Fermi distribution of 
electrons. In principle, the relaxation time depends on scattering, and therefore involves the complexities 
associated with the scattering mechanisms present in the system. However, to determine the influence of 
relaxation time functions, various energy dependent relaxation time functions that are already known for a 
particular scattering mechanism can be studied. For example, in semiconductors, alloy scattering or 
deformation potential scattering is proportional to E
-1/2
; dipole scattering, piezoelectric scattering or polar 
scattering is proportional to E
1/2
; non-polar optical phonon scattering is proportional to E
-3/2
, or ionized 
impurity scattering is proportional to E
3/2
. Using Matthiessen’s rule a combination of these functions can 
be incorporated into the integrals to study how a variation of the relaxation time function affects the 
transport coefficients.  
 
Ab initio methods serve as the most accurate method to study phonon properties; nevertheless they are 
computationally so expensive that only systems with only a few atoms can be studied. It is however 
possible to compute the electronic band structure dependent properties (S, , e) that go into the 
thermoelectric figure of merit calculations. As a preliminary study, using the constant relaxation time 
approximation, Seebeck coefficients are computed for a Si1-xGex/Si heterostructure and a Si1-xGex alloy to 
study the effect of alloying and layering on thermopower. Results shown in Fig. 8.1 indicate that alloying 
improves the thermopower of SiGe for a composition x=0.25. The variation of thermopower as a function 
of alloying and layering is found to be nonlinear.  
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Fig. 8.1 (a) Variation of thermopower, S as a function of alloying and thickness ratio in Si1-xGex/Si 
quantum well. The atomistic configurations considered are shown in (b) 
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Using the electron band structure dependent transport coefficients and the phonon shift coefficients, 
effects of strain, size, thickness ratio, and composition on thermoelectric figure-of-merit can be examined 
in the studies. Additionally, using DFT, electron-phonon coupling and scattering events can be 
incorporated into the model. With the results of this thesis, the promise of atomistic disorder is 
demonstrated for modulating electronic, structural and phononic properties. It can thus be expected that 
particular atomistic configurations and physical sizes might be found that would enhance energy transport 
by phonons and electrons and maximize the efficiency of thermoelectric energy conversion.  
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