ABSTRACT The genomic prediction of phenotypes and breeding values in animals and plants has developed rapidly into its own research field. Results of genomic prediction studies are often difficult to compare because data simulation varies, real or simulated data are not fully described, and not all relevant results are reported. In addition, some new methods have been compared only in limited genetic architectures, leading to potentially misleading conclusions. In this article we review simulation procedures, discuss validation and reporting of results, and apply benchmark procedures for a variety of genomic prediction methods in simulated and real example data. Plant and animal breeding programs are being transformed by the use of genomic data, which are becoming widely available and cost-effective to predict genetic merit. A large number of genomic prediction studies have been published using both simulated and real data. The relative novelty of this area of research has made the development of scientific conventions difficult with regard to description of the real data, simulation of genomes, validation and reporting of results, and forward in time methods. In this review article we discuss the generation of simulated genotype and phenotype data, using approaches such as the coalescent and forward in time simulation. We outline ways to validate simulated data and genomic prediction results, including cross-validation. The accuracy and bias of genomic prediction are highlighted as performance indicators that should be reported. We suggest that a measure of relatedness between the reference and validation individuals be reported, as its impact on the accuracy of genomic prediction is substantial. A large number of methods were compared in example simulated and real (pine and wheat) data sets, all of which are publicly available. In our limited simulations, most methods performed similarly in traits with a large number of quantitative trait loci (QTL), whereas in traits with fewer QTL variable selection did have some advantages. In the real data sets examined here all methods had very similar accuracies. We conclude that no single method can serve as a benchmark for genomic prediction. We recommend comparing accuracy and bias of new methods to results from genomic best linear prediction and a variable selection approach (e.g., BayesB), because, together, these methods are appropriate for a range of genetic architectures. An accompanying article in this issue provides a comprehensive review of genomic prediction methods and discusses a selection of topics related to application of genomic prediction in plants and animals. G ENOMIC information is transforming animal and plant breeding (e.g., Dekkers and Hospital 2002; Bernardo and Yu 2007; Goddard and Hayes 2009; Hayes et al. 2009a; Heffner et al. 2009; VanRaden et al. 2009a; Calus 2010; Crossa et al. 2010; Daetwyler et al. 2010a; Jannink et al. 2010; Wolc et al. 2011) . Genomic selection can increase the rates of genetic gain through increased accuracy of estimated breeding values, reduction of generation intervals, and better utilization of available genetic resources through genome-guided mate selection (e.g., Sonesson et al. 2010; Schierenbeck et al. 2011; Pryce et al. 2012b) . However, its implementation may be outpacing our understanding of 
the underlying biological and statistical mechanisms that drive the short-, medium-, and long-term impact of genomic selection. The body of research has grown substantially since early descriptions of genomic prediction concepts (Nejati-Javaremi et al. 1997; Visscher and Haley 1998; Meuwissen et al. 2001) . However, direct comparison of much of this research is difficult because no uniform benchmarks exist regarding the statistical method used, the design of validation schemes, and the reporting of genomic prediction results. This issue contains an accompanying review article of the statistical methods available, which discusses topics emerging in the empirical application of such methods and provides a summary of lessons learned from simulations and empirical studies (GS-CROSS Site /) (de los Campos et al. 2012) . In this article we review simulation methods, discuss the validation and reporting of prediction performance, recommend reporting guidelines, and report results of the most common genomic prediction methods on some example data.
Simulation of Genomes and Genetic Values
Both real and simulated genomic data have been used in genomic prediction studies to investigate various aspects such as the power of different analysis methods; comparison of alternative genomic breeding programs; and exploration of the dynamics of short-, medium-, and long-term genomic selection. Real data offer the advantage of reflecting complexity, whereas simulated data allow the researcher to explore important aspects such as the genetic architecture of the trait, number of markers used for analysis, and degree of relatedness between the training and prediction populations and offer the possibility of evaluating some sources of variability, such as drift, which cannot be assessed with most real data. Real data come with limitations such being just one, possibly nonrandom, sample of a population and sample size, whereas simulations are limited by their assumptions. Simulation is useful because it allows rapid replicated testing of a wide range of hypotheses at low cost, for example, the initial feasibility of genomic selection or impact of the reference population size. It lends itself particularly well to investigating long-term effects of selection, which are often infeasible using real experiments due to time and cost requirements. However, the simulation of genomes and causative mechanisms (genetic architectures) in livestock and plant species is complex. There are many different forms of genomic variability and a wide variety of plausible population histories, as well as considerable uncertainty about how mutation and recombination rates vary and about the mode and distribution of gene action. Therefore it is not possible to propose a single correct model for simulating data. Thus, we review the three main genome simulation methods used in the literature: resampling, backward in time (coalescent) and forward in time. Furthermore, validation strategies for simulated genomes and the simulation of genetic values are discussed.
Simulation of genomes
Methods based on resampling (e.g., Marchini et al. 2005 Marchini et al. , 2007 Kizilkaya et al. 2010; MacLeod et al. 2010 ) sample existing genome sequences or haplotypes for base individuals and generate the genomes present in a population, using a real or simulated pedigree. These methods excel at retaining allele frequency and linkage disequilibrium information from existing sequences and haplotypes. In addition, the simulation of allelic effects onto such known variants can provide further insight into real data. They are limited in their ability to introduce new genetic features (such as the effects of natural selection) and new mutations (Peng and Amos 2010) , although one could choose existing haplotypes as a base population and add further mutations or selection pressures through many additional generations of mating. When based on haplotypes derived from single-nucleotide polymorphism (SNP) data, the sites that can be chosen to be causative are limited to those that are on the original SNP array, which are not a random subset of genomic sites. SNP arrays suffer from ascertainment bias: they are often selected to have intermediate allele frequencies to capture maximum variance and genetic diversity between and within breeds and lines (Van Tassell et al. 2008; Matukumalli et al. 2009; Ramos et al. 2009; Groenen et al. 2011 ), they may not have equal density on all chromosomes, and current arrays do not fully track structural genetic variation (e.g., insertions, deletions, copy number variants). Methods based on resampling may become more important as more and more individuals are sequenced, because the density of sequence data will allow causative sites to be chosen from the true distribution of variants, thereby avoiding SNP ascertainment bias. While the ascertainment bias will be alleviated when using resequencing data, frequency spectra are still likely to deviate from the true distribution of variants until many animals are sequenced. In addition, it is unlikely that the frequency spectra and linkage disequilibrium relationships among causal variants will be identical to that of all variants, so assumptions will also need to be made with regard to these factors when using methods based on resampling.
Methods based on coalescent theory, introduced by Kingman (1982 Kingman ( , 2000 , are widely used in backward in time simulation models. They are sample based and provide an efficient model for the evolution of a population of randomly mating, neutral, haploid individuals (Marjoram and Wall 2006) . In principle the coalescent works by identifying and coalescing the common ancestors of a given sample of unknown genotypes, using a stochastic process characterized by evolutionary properties such as mutation, recombination, and migration. This approach has been described by Nagylaki (1989) as a generalization of Malecot's identity by descent to more than two genes (Kingman 2000) . The coalescent first identifies the most recent common ancestor of all individuals, running backward in time. It then runs forward in time and assigns genetic information to individuals on the coalescent tree (Peng et al. 2007) . Coalescent methods are efficient because they only carry out computations for individuals that are related to the final sample. However, they have a number of theoretical weaknesses. They are based on a series of approximations and equilibrium assumptions that are supposed to work only for certain parameter ranges (Wakeley 2005) , such as low recombination and mutation rates. The suitability of the coalescent method for simulating genomes in livestock populations has been questioned recently by Woolliams and Combs (2012) . They point out that when the sample size and recombination fraction (i.e., simulating large genome segments) are large in comparison to the effective population size (N e ), the coalescent "cannot be justified as giving model data," because the assumption that the time between the coalescence of lineages is exponentially distributed no longer holds (Woolliams and Combs 2012) . Furthermore, while advances have been made that allow simulation of selection under a coalescent framework (Krone and Neuhauser 1997; Donnelly and Kurtz 1999; Fearnhead 2003) , these methods are still not as flexible as forward in time simulation approaches. Woolliams and Combs (2012) highlight this issue as being of particular importance in livestock where selection is likely to have been important during the evolution of the populations that exist today. Further, the coalescent can simulate only haplotypes and therefore not diploid individuals; therefore, modeling selection pressures from dominance is not possible.
Forward in time simulation methods are simpler to implement. Perhaps because of their simplicity and their similarity in spirit to the pedigree-based simulation methods that have been traditionally used to model populations with pedigrees, forward in time methods have tended to dominate in the animal sciences. Forward in time methods evolve a population forward in time subject to a specified set of genetic and demographic factors. As a result, there are no theoretical constraints so the simulation can closely mimic the complex evolutionary histories of real populations. These methods can in theory simulate genetic samples of any complexity (Peng and Amos 2010) . The properties of populations simulated using a forward in time approach may depend on the initial populations that tend to be simulated under arbitrary equilibrium assumptions. Currently there are no definite solutions to many of the parameters used in forward in time approaches. In simulations of livestock data, a wide variety of variations of forward in time methods have been used that have taken different approaches to population initialization, mutation rates, and numbers of generations of burn-in to reach equilibrium in terms of mutation, drift, and linkage disequilibrium. Studies have used values of at least 5-10 N e generations of random mating to initialize a genome linkage disequilibrium (LD) structure and have reported stable LD and heterozygosity (e.g., Meuwissen et al. 2001; Habier et al. 2007; Calus et al. 2008; Daetwyler et al. 2010b) . Hoggart et al. (2008) propose that 10-12 N e is sufficient to ensure that initial genome parameters have little influence on the final generation. During this period of random mating, genomes are randomly mutated and recombined. While the recombination rates applied are generally appropriate (i.e., 1 per morgan) in most studies, the mutation rates used are often higher than found in real populations to ensure enough segregating sites at the end of the simulations. The effects of such departures from biological reality on, for example, LD profiles have not been investigated. The age of mutations for which effects have been sampled and the control of allele frequency of the mutations with effects are frequently ignored. Some studies have used an extraordinarily short period of random mating of 50-100 generations (e.g., Lund et al. 2009) . It is very unlikely that these simulated genomes would have a LD structure that resembles that of a real population, because they would lack the short-span LD segments created by many generations of recombination. In addition, simulated populations will not have reached mutation-drift equilibrium after such a low number of generations.
The large variety of forward in time simulations are likely to create simulated populations with different properties in terms of factors that affect the accuracy of genomic selection in the short, medium, and long terms [i.e., allele frequency of markers and quantitative trait loci (QTL), linkage disequilibrium and effective population size, and relationship between identical by descent and identical by state between pairs of individuals along the genome] and therefore make direct comparison between different studies difficult. While an extensive set of literature exists that describes the theoretical and practical strengths and weaknesses, as well as software implementing the coalescent-based methods [e.g., MaCS (Chen et al. 2009 ) and MS (Hudson 2002) ], many forward in time methods are perhaps more ad hoc and lack very solid theoretical reasoning for their details. However, there are some forward in time simulation programs that are well described in the literature, such as FREGENE (Hoggart et al. 2008) , simuPOP (Peng and Kimmel 2005) , HaploSim (Coster and Bastiaansen 2009) , quantiNemo (Neuenschwander et al. 2008) , and QMsim (Sargolzaei and Schenkel 2009) . Others, such as AlphaDrop (Hickey and Gorjanc 2012) , attempt to combine components of the coalescent [explicitly by using MaCS (Chen et al. 2009 )] with components of forward in time simulations, which allow for selection (most practical only for a relatively short number of recent generations).
Simulation has and will continue to play an important role in the study of genomic selection. Within the fields of genetics that are involved in the study and application of genomic selection (primarily animal and plant breeding) the development of methods to correctly simulate data needs greater research focus. In other fields of genetics (e.g., evolutionary biology) methods to simulate genomes have received large amounts of research effort for a long time, resulting in more widespread expertise within these fields and several software packages that make the application of this expertise relatively easy. However, the populations of interest in animal and plant breeding have distinctive features and the fields of animal and plant breeding would benefit from the development of more widespread expertise in the area of simulating genomes for populations with an intensive recent history of selection.
Validation of simulated genomes
A number of arbitrary assumptions are made during the simulation of genomes, which makes it necessary to confirm that characteristics of the simulated data are similar to expectations. Equations for LD [r 2 (Hill and Robertson 1968) ] and heterozygosity given some population parameters have been described in the literature. Deterministic predictions for these parameters may not exist for complex population histories, which may involve expansion or reductions in N e . However, in such cases simulation programs can still be evaluated using a simple population history before moving on to more complex models. The expected heterozygosity of loci, H e , for a given effective population size, N e , and mutation rate, u, is EðH e Þ ¼ 4N e u½4N e u þ 1 21 (Kimura and Crow 1964 One can also compare realized features of simulated genomes (e.g., distribution of allele frequencies, LD) with those of real genomes. However, allele frequencies in real data based on the current available SNP arrays are subject to ascertainment bias. For example, the distribution of SNP allele frequency in commercial arrays has a tendency to follow an almost uniform distribution (Matukumalli et al. 2009 ) and this may simply be a consequence of how the SNPs were selected. If close matching to real marker data is the aim, it may be best to use empirically derived values for statistics for a variety of measures such as LD and H e to calibrate the simulations. Schaffner et al. (2005) have outlined such an approach, using simultaneous comparison of several measures on the simulation results to empirical values. However, hypotheses about the underlying distribution of causative variants should also be considered, as it may differ from the distribution of ascertained SNPs. Matching simulations to marker data alone will not necessarily match the QTL distribution.
Simulation of phenotypes
The simulation of gene action involves choosing a set of loci to have effects and sampling these effects from their desired probability distributions. The complexity of these distributions is vast. A simple example could involve sampling all locus effects independently from a Gaussian distribution. A complicated distribution could involve sampling locus effects according to interactions that are nonlinear and based on models of the dynamics of biochemical pathways. Generally, once a base population's genomes have been simulated, a number of generations are simulated in which a desired population size and structure are achieved. The structure and size of the reference and validation populations are chosen at this time, which requires consideration of the number of parents, family size, number of phenotypes (N P ), heritability (h 2 ), and relatedness between individuals. While these parameters can strongly influence results of simulated genomic prediction studies, they are in some sense less abstract than the simulation of genomes. They are relatively simple to implement if factors such as epistasis and epigenetics are ignored. Three companion articles in this series have provided real (Cleveland et al. 2012; Resende et al. 2012) and simulated data sets (Hickey and Gorjanc 2012) that are freely available. The method and source code used to generate the simulated data combine coalescent and forward in time procedures in a simple flexible way and the source code may be modified to incorporate additional aspects.
Estimation and Reporting of Prediction Performance
We begin by reviewing reasons why genomic information is potentially valuable to breeding programs and subsequently propose standards for estimating and reporting prediction performance.
Benefits of use of genomic information for prediction of breeding values An individual's breeding value has two components: the parent average breeding value and a Mendelian sampling component due to the sampling of gametes from its parents. Under an additive model, and in absence of inbreeding and of assortative mating, the Mendelian segregation term accounts for 50% of interindividual genetic differences in breeding values. Therefore, prediction of differences due to Mendelian sampling is important in achieving genetic gain (e.g., Woolliams and Thompson 1994; Woolliams et al. 1999) . Pedigree-based predictions can yield accurate estimates of parental average when records from ancestors are abundant; however, prediction of Mendelian segregation terms requires use of records from progeny, collecting such records takes time, and the use of progeny-based predictions of genetic values increases generation interval, relative to early selection of candidates. With use of genomic data, one could predict Mendelian sampling even when an individual's own record or records from progeny are not available. This enables selection at early developmental stages (e.g., embryo, juvenile) and constitutes one of the most attractive features of genomic selection.
Pedigree-based predictions use information from relatives to predict genetic values. However, such an approach does not exploit genetic similarity among nominally unrelated individuals. Therefore, another potential advantage of genomic selection resides on its ability to utilize information from related and more distantly related individuals, and this is possible whenever markers are in LD with genotypes at causal loci. Genomic prediction utilizes both linkage and linkage disequilibrium information, although the distinction between these two components is somewhat arbitrary. The relative contribution of linkage and of LD to predictions may depend on factors such as the characteristics of the reference data set, marker density, and the statistical method used.
Genomic breeding values that primarily utilize linkage information will have much more when predicting breeding values in close relatives, whereas those based on linkage disequilibrium can be used to predict breeding values more widely in a population (Meuwissen 2009 ). Therefore, when assessing the potential value of genomic prediction for selection, it is important to consider how genomic predictions will be used and the design of the training and validation schemes must mimic the ways genomic prediction will be used in practice. Will genomic information be used to rank population subgroups, to rank families, or to rank individuals within families (i.e., ranking full or half-sibs) or to rank individuals in the population regardless of clustering such as subpopulation or family? Prediction of the rank of an individual within a family, or in the population, constitutes very different problems, and the design of the validation scheme will need to reflect the specifics of the prediction problem of interest, which depends on how genomics will be used by breeders to select individuals.
Measures of prediction accuracy
The term accuracy is used in different fields to refer to different statistical properties of an estimator or a predictor. The Appendix offers a brief review of the concept of meansquare error and how it relates to accuracy and precision in the context of estimation and prediction.
The correlation between estimated and true breeding values (r) has a linear relationship with the response to selection. Therefore, correlation has emerged as the most commonly used metric to assess prediction accuracy. However, bias in the slope of the regression of true breeding values on estimated breeding values is also important, for example where individuals are given mating contributions that are proportional to their estimated breeding values or where pedigree and genomic information is combined to produce one breeding value. In all cases, it is important to estimate and report (in addition to correlation) the slope and intercept of the regression of observations on predictions as well as their expectations, because great departures from expected values should point to deficiencies of the model.
Factors affecting genomic prediction accuracy
The accuracy of genomic prediction has several main drivers, which can be discussed using the framework of deterministic predictions. If a large number of QTL contribute to trait variation, the following formula is appropriate to predict genomic prediction accuracy defined as the Pearson correlation of true and predicted observed values,
, where N P is the number of individuals with phenotypes and genotypes in the reference population, h 2 is the heritability of the trait, and M e is the number of independent chromosome segments (Daetwyler et al. 2008 (Daetwyler et al. , 2010b Goddard 2009; Hayes et al. 2009c) . The above formula ignores that not all of the genetic variance may be explained by a SNP array, because of insufficient marker density. In U.S. Holstein cattle, for the trait Net Merit, the proportion of the genetic variance explained by the Bovine SNP50 Array was found to be 0.80 (Daetwyler 2009 ). Hence, the above formula is expected to overestimate the accuracy in this case. A critical parameter is the M e of a population or sample, because as M e increases, accuracy decreases. The more related a population is, the lower the M e and the higher the accuracy that can be achieved. Several approaches have been proposed for predicting M e ; these can be divided into two main categories. First, populationbased approaches, which are based on variation of realized relationships (Visscher et al. 2006) has been shown to be similar to empirically estimated M e in a sample of related U.S. Holstein cattle (Daetwyler 2009 ), whereas 2N e L is perhaps a more conservative (i.e., greater) value reflective of less related populations (e.g., Clark et al. 2011b) . Second, M e has been derived for close familial relationships such as full sibs, which is very low at 70, and the achievable accuracy within such a group is high with relatively few records (Visscher et al. 2006; Hayes et al. 2009d) . Predictive equations using M e are appropriate when there are many QTL with small effects affecting a trait. When QTL of large effect segregate, the accuracy achieved with a variable selection method may be underestimated when predicted using M e . More work is necessary to predict the accuracy of variable selection methods. A further consideration is the homogeneity of a population. In dairy cattle, populations in economically developed nations tend to be dominated by the Holstein breed, which has a relatively low N e , and even animals in different countries have a moderate degree of relatedness, enabling within-breed predictions across countries. In other animal species such as beef cattle or sheep, or in plant breeding where between-line diversity could be large, the prediction across breeds or lines has shown limited success at current
Review 351 marker densities (De Roos et al. 2009; Hayes et al. 2009b; Ibanez-Escriche et al. 2009; Toosi et al. 2010; Daetwyler et al. 2012) . The impact of relatedness on accuracy may decrease once more SNPs or even sequence data are used. However, individuals closely related to the reference are always expected to have an advantage in accuracy over distantly related individuals (e.g., Habier et al. 2007; Goddard 2009; Hayes et al. 2009d) . It is worth pointing out that these formulas relate to the mean accuracy that can be expected given the parameters in the formulas. For certain individuals within the population, higher accuracies may be realized if they are more closely related than the M e chosen to represent the population sample suggests. Further research is needed on deriving deterministic prediction equations that take the effect of specific numbers and levels of these relationships and the resulting M e into account. Several studies have highlighted the importance of relatedness measures on genomic prediction accuracy (e.g., Habier et al. 2007; Clark et al. 2011a Pszczola et al. 2012) . The effect of relationship on accuracy has been shown in German Holstein cattle by grouping individuals into groups according to their maximum relationship and evaluating the accuracy within each group (Habier et al. 2010) . As the relationship decreased, the mean accuracy per group (Pearson's correlation of genomic and highly accurate breeding values) decreased. The relationship to the reference population has also been investigated via regression of the accuracy derived from the prediction error variance on measures of relationship [squared genomic relationship, rel 2 (Pszczola et al. 2012) ; mean of top 10 genomic relationsips, rel Top10 ]. The impact of relationship on both general types of accuracy is presented later and their differences are highlighted. However, while we have explored some options, the connection of relatedness, both distant and close, and genomic prediction accuracy is an area of research that requires more attention.
Estimation of prediction accuracy
Genomic selection aims to predict a future genetic value or phenotypic trait of an individual. Cross-validation has emerged as the preferred method to estimate the accuracy of genomic predictions on a particular data set. Two forms of cross-validation are routinely applied: single or replicated training-testing and replicated cross-validation. The main difference between the two approaches is that in replicated cross-validation all individuals are in the training population at least once, whereas in training-testing some individuals are never part of the training population. In many breeding populations, large volumes of phenotypes and pedigrees have been collected, enabling traditional BLUP methods to be used to estimate highly accurate breeding values. For example, it is not uncommon for elite males in dairy cattle to have accuracies of estimated breeding values of 0.99. Single and replicated training-testing schemes calculate correlations between highly accurate traditional BLUP estimated breeding values (regarded as being close to true breeding values) and estimated breeding values from the genomic prediction experiment (e.g., Hayes et al. 2009a; VanRaden et al. 2009b; Daetwyler et al. 2010a; Cleveland et al. 2012) . Training and testing populations are often separated across generational lines due to the emphasis on forward prediction. The partitioning of training and testing populations will affect the accuracy attained. This aspect is discussed further in the section Deciding the targets of prediction. Pedigree data may be partially or completely unknown and highly accurate traditional BLUP breeding values may not exist. In this case, a replicated cross-validation approach can be used (e.g., Efron and Gong 1983; Legarra et al. 2008; Crossa et al. 2010) . This form of cross-validation uses all of the individuals for training the prediction equation and all for testing it. To implement a 10-fold cross-validation for example, each individual is randomly assigned into 1 of 10 disjoint folds using an index set (f i ) drawn at random from the set 1, 2, . . . , 10. For the jth fold, lines with f i ¼ j are assigned to testing, and their phenotypes are masked. The phenotypes of the remaining lines, i.e., those with f i 6 ¼ j, are used for training. The genomic estimated breeding values are estimated for the individuals in f i ¼ j, and the accuracy of these genomic breeding values is assessed by comparing them with their corresponding observed phenotypes. This is repeated for j ¼ 1; : : : ; 10 so that each line was used for testing in 1 fold and for training in 9 folds. The mean and standard deviation of the Pearson correlation can then be calculated across the 10 folds.
It is important to have testing populations that are of sufficient size in either approach. The sampling variance of the correlation is expected to be approximately varðrÞ ¼ ð12r 2 Þ 2 N 21 , for a set of N individuals (Hooper 1958) . Using this formula, or Fisher's transformation (Fisher 1915) , yields confidence intervals for the correlation, depending on N and the expected correlation. Thus, the size of the testing sets should be large enough to limit the sampling variance of correlations. However, large testing sets will reduce the reference population size and reduce accuracy (e.g., Erbe et al. 2010) . When the testing set is too small, assessing differences in accuracy between methods for a particular data set may not be possible.
Deciding on the targets of prediction
Here we discuss two targets of prediction and the issues influencing their choice: target predictand (observed values) and target individual. Most of the models used in genomic selection are designed to predict breeding values; therefore, the predictand should be the true breeding value. However, true breeding values are generally available only in simulation studies. Therefore, an important decision to be made is what should be the predictand in real-data studies. Some of the most commonly used predictands are individual phenotypes (raw or adjusted for factors such as fixed effects), averages of offspring performance (e.g., daughter yield deviations in dairy cattle or progeny means in poultry), and estimated breeding values (EBV). Different predictands contain different signalto-noise ratios and this requires consideration when assessing an estimate of predictive performance. A common practice to accommodate this problem is to divide the estimated correlation by the square root of the heritability of the predictand, ffiffiffiffiffi h 2 p , or more generally, by the square root of the proportion of variance of the predictand that can be attributed to additive effects. In general, the use of EBVs as predictands is not recommended as they are regressed toward the mean depending on their accuracy, whereas other predictands such as phenotypes or averages of offspring performance are not. When only EBVs are available, however, a common practice is to "deregress" them, by dividing each EBV by its reliability calculated from the prediction error variance, to remove the regression toward the mean that occurs during breeding value estimation using BLUP and to also remove information from relatives that will be included with information in subsequent analysis (Jairath et al. 1998) .
The ultimate target individuals of genomic prediction are the selection candidates, but their accuracy of prediction cannot be computed due to the lack of predictands (e.g., phenotypes). Hence, a testing population needs to be selected, which requires giving thought to a number of factors. Cross-validation gives information on accuracy only for the data set it is applied in. Likely the most important principle of selecting a testing population is that it should mimic the relationship of the selection candidates to the training population. Relatedness is an important component of prediction accuracy, as pointed out above. If the testing population is more related to the training population than the selection candidates, then the estimate of prediction accuracy will be inflated. For example, in a training-testing scheme, it is not adequate to test the accuracy only in individuals one generation removed from the training population, if the selection candidates are mostly grand-progeny. Similarly, in replicated cross-validation, the manner in which individuals are assigned to particular folds affects accuracy. Drawing random subsets is simple to implement, but if full-and half-sib families are present in the reference population, then prediction implicitly contains a withinfamily component that increases accuracies. Achieved accuracy may be significantly lower than within-family accuracy if individuals in selection candidates do not share full-or half-sib families (Legarra et al. 2008) . A more rigorous test would be to randomly assign whole families to subsets to make prediction explicitly across families. Being cognizant of the impact of relationships on the accuracy of genomic estimated breeding values allows cross-validation procedures to be modified so that the accuracy can be calculated within and across groups of individuals such as families, generations, genetic groups, strains, lines, and breeds. Saatchi et al. (2011) proposed an approach for designing cross-validation schemes that uses k-means clustering based on genomic relationships to partition the data into the various folds to minimize the relationships between training populations and testing populations.
The independence of data sets used for calculating the predictand and genomic breeding values is an additional important factor. Prediction accuracies may be biased upward when the phenotypes used to estimate the genomic breeding values are also included in calculation of adjusted progeny means or when estimated breeding values for training and testing that are obtained from the same evaluation (e.g., Amer and Banos 2010).
It is also important to consider the presence and effect of population structure (e.g., breeds, lines of common origin) when designing the testing scheme. While genomic selection can make use of otherwise unknown structure to increase the response to selection, similar to applications in association mapping (e.g., Pritchard et al. 2000) , it is more often the case that the structure is already captured by some other means (breeder's knowledge or pedigree information, for example) (Malosetti et al. 2007) . The accuracy of a structured data set may be higher than the accuracy within its subgroups, because the "structured data" accuracy contains a component discerning individuals based on mean genetic level of each subgroup. If the genomic EBV (GEBV) are going to be used to make selection decisions within family (i.e., choose between a number of full sibs on the basis of their Mendelian sampling terms), an effort should be made to obtain the accuracy with which this decision can be made.
Some studies have attempted to evaluate the accuracy of the estimation of the Mendelian sampling term. , then any increase in accuracy must relate mostly to the Mendelian sampling term (Daetwyler et al. 2007) . If the accuracy of the parent average is low, then genomic information may be useful for predicting parent average as well as Mendelian sampling, so the distinction becomes less important. Mendelian sampling term accuracy can also be predicted by comparison of accuracies of GEBVs predicted from average genotypes of the parents and actual individual genotypes, as shown by Wolc et al. (2011) , or by correlating the residuals of GEBV and predictand when both are corrected for the parent average estimated breeding values. In the future the contribution of genomic information to evaluating the accuracy of the Mendelian sampling term needs to become more prominent in the validation of genomic prediction. For example, validation data sets could be created that contain several (e.g., 50) full-sib families with each of these full-sib families comprising several (e.g., 30) individuals. Plant breeding data sets may be particularly suited to this purpose because large numbers of full sibs can easily be generated.
Regardless of the applied testing strategy, comparison with accuracies obtained with pedigree-based models (if available) is generally a reasonable approach to assess the additional accuracy obtained from using marker information on top of pedigree information. This difference may be evaluated at the level of reliabilities (accuracy squared), since this is a measure of the additional variance explained by the markers, on top of the variance explained by the pedigree-based model. It should be noted that an accuracy obtained by testing using the Pearson correlation is never "context-free" and this makes comparison of accuracies across studies difficult.
Reporting Guidelines
Drawing from the discussion above we suggest that genomic prediction studies report the following statistics. First, the population used should be described by reporting estimates of N e , L, N P , and the general family and sample structure that may exist within the data. Heat maps of the genomic relationship matrix (e.g., Pryce et al. 2012a ) are useful to report, as in many cases any true structure contained within the data set can be visualized. In some populations N e may be unknown, but efforts should be made to thoroughly describe the genetic makeup of the sample. Second, features of the genome and trait should be stated, such as pairwise r 2 at various genomic distances, the number of markers used for the analyses, the quality-control procedures performed on the marker data, and the h 2 of the trait. In the case of simulation, assumptions made during simulation should be stated, r 2 should be compared to expected values, and the number of QTL simulated should be reported. Third, the validation design needs to be clearly described and we suggest that studies report accuracy (Pearson's correlation) and the slope of the regression of observed variables on predicted variables. If cross-validation is used, the mean of accuracy and regressions across folds should be stated along with their SD. Given that the impact of relationships on genomic accuracy has not been formally derived, we suggest that some measure of relationship is reported. In the simulated data used here, rel 2 and rel Top10 , which can be based on either A or G, have best predicted accuracy. Due to the different versions and scales of G, we suggest that the average observed value for a half-sib relationship is reported for a particular version of G along with rel 2 and rel Top10 .
Benchmarking of Methods for Genomic Prediction
A wide array of methods have been presented in the literature and their similarities and differences are reviewed in the accompanying article in this issue (GS-CROSS SITE /) (de los Campos et al. 2012). Early genomic prediction studies concluded that (Bayesian) methods with the capability to model loci-specific variances were superior to methods that assign equal variances to all loci. This conclusion was later found to be true only when few QTL have a large contribution to the genetic variation, indicating the importance of testing genomic architectures with many QTL. Similarly, new variable selection methods have on occasion been compared to nonvariable selection methods in genetic architectures with few QTL, and, thus, the conclusions drawn were of limited utility. Nonuniformity of simulation of genomes, descriptions of data, and reporting of results have further complicated comparison of methods and results. In previous sections, we gave suggestions for reporting details on the simulation of genomes (Table 1 ) and validation and reporting performance (Table 2 ).
In this final section we analyze some example simulated and real data sets with a wide array of parametric methods.
Methods

Genomic prediction models
A variety of methods were compared in simulated (Hickey and Gorjanc 2012) Table S3 ).
Simulation of genomes and genetic values
The simulated data sets used here are the example data from Hickey and Gorjanc (2012) . Briefly, a population history of Holstein cattle was simulated. There were 1,670,000 loci segregating on 30 chromosomes and 60,000 sites were chosen as SNPs. While results using the 300,000-SNP array are not presented, these data are available (Hickey and Gorjanc 2012) . The 10 replicates of data consisted of four traits, each with different models of additive genetic variation (Table 3 ). The number of QTL were 9000 for trait 1, reflecting a complex trait, and 900 for trait 2. Traits 3 and 4 had the minor allele frequency of the QTL restricted to be ,0.1. Once a steady-state base population had been simulated, 10 more generations were created. Individuals in generations 4 and 5 were combined into a reference population of size 2000 to predict genomic breeding values for 500 individuals each in generations 6, 8, and 10 (i.e., N = 1500). The heritability of the traits was 0.25. Summary statistics regarding the simulated traits are given in Table 3 . The simulator of Hickey and Gorjanc (2012) attempted to combine favorable features of both coalescent and forward in time simulation approaches. While it has been recently pointed out (Woolliams and Corbin 2012) that the coalescent is not fully suited to application in livestock populations with population histories like those simulated in these data sets (large ancient and small current effective population sizes), the data do appear to match reasonably well to the theoretical expectations of such genomic data (see below). Furthermore, the results of analysis of the data with various genomic prediction algorithms also match reasonably well with those observed in real data sets. In addition, almost identical approaches to simulating genomic data have been used in a number of studies that compare simulated and real data analysis for a number of applications, including the understanding of genomic prediction (Clark et al. 2011a ) and the phasing (Hickey et al. 2011 ) of genotypes. The results for the analysis of simulated and real data in these and other relevant studies showed very similar trends.
However, despite the data appearing to be reasonably well behaving, it is important to recognize that there may be some theoretical weaknesses with the approach taken to simulate the data. In generating the example simulated data sets, the forward in time approach was used for the last 10 generations of the pedigree.
Pine and wheat data
The pine tree data are described in Resende et al. (2012) and contained 850 individuals with phenotypes (two traits: DBH, diameter at breast height; HT, height; age = 6 years, predicted and validated only in location Nassau) and genotype (4698 markers) data. The following additional edits were performed on the pine data set, and missing SNPs were filled in by sampling alleles from a Bernoulli distribution with variance equal to the locus allele frequency. Individuals and loci were removed if they contained .20% missing values. The wheat data [available through R package BLR (de los Campos and Perez 2010)] contained 599 lines with phenotype (four traits) and genotype (1279 markers) data and no further edits were performed.
Validation schemes
In the simulated data, true breeding values were generated and used for validation. In the pine and wheat data highly accurate observed values were not available and, therefore, 10-fold cross-validation was used. Both data sets were Figure 1 Linkage disequilibrium (r 2 ) at various genomic distances in replicate 1 of the simulated data.
Review 355 randomly assigned to one of 10 folds. Each fold was dropped once from the reference set and predicted. Accuracy (Pearson's correlation) and regressions were calculated within each fold and the mean and SE across all folds are reported.
Indexes for reporting relationships
All relationship measures were calculated for each validation individual. Mean relationship is ð1= N P Þ P NP j¼1 relði; jÞ, where relði; jÞ is the relationship in A or G of validation individual i and reference individual j, and N P is the number of reference individuals. Mean of squared relationships is ð1= N P Þ P N P j¼1 relði; jÞ 2 and mean of top 10 relationships is ð1=10Þ P Top10 j¼1 relði; jÞ, where Top10 are the 10 largest relði; jÞ. In each replicate validation individuals were sorted based on these relationship measures from lowest to highest and Pearson's correlations were calculated between estimated and true breeding values in bins of 50 individuals. These empirical accuracies were then regressed onto the mean relationship measure per bin. Accuracies from the prediction error variance were calculated as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 
Results
Evaluation of simulated genomes
The mean minor allele frequency of the 60,000-SNP array across all simulated replicates was 0.2076 (SE = 3.0 · 10 24 ). The mean heterozygosity and r 2 of all replicates was compared to expected values. The heterozygosity of the randomly selected markers in the 60,000-SNP set was 0.2815 (SE = 2.9 · 10 24 ). Given a genome of 3 billion bp and 1.68 million segregating sites in the base population, the mean heterozygosity (H e ) across all sites was 0.00016 (Table 4) . Calculation of the expected value was complicated by changes in N e across the simulated population history. Using N e = 100, the expected H e was 0.00001, or an order of magnitude smaller. However, this ignores that H e would have been higher in ancestral generations with greater N e . It is expected that some ancestral alleles would still be segregating, thereby increasing H e . The expected r 2 using the formula with mutation (Tenesa et al. 2007 ) was 0.4201, which is lower than the pairwise r 2 of 0.5173 in the simulations with loci ,0.05 allele frequency removed. The higher r 2 may be partially explained by the N e , 100 in the pedigree used for the last 10 generations. Figure 1 shows the drop-off in r 2 as distance between SNPs increases.
Estimates of prediction accuracy and relatedness
The genetic architectures of the example simulations were chosen so the differences between the methods were apparent. In traits 1 and 3, 9000 QTL contributed to the genetic variation whereas in traits 2 and 4 only 900 QTL were simulated. Additionally, in traits 3 and 4 the maximum minor allele frequency of the QTL was restricted to ,0.1. Expectedly, most genomic methods had very similar accuracy in traits 1 and 3, once SEs were considered. In generation 6, the range of accuracy observed was 0.530-0.554 in trait 1 and 0.447-0.497 in trait 3, as can be seen in Figure 2 and Table S1 . The exception was PLS, which showed slightly lower accuracy. The trend to similar accuracy with a high number of QTL has been observed before in several studies (e.g., Daetwyler et al. 2010b; Hayes et al. 2010; Clark et al. 2011a ). More diverse accuracies were produced in traits 2 and 4. For these examples, variable selection methods (e.g., BayesB) performed better than shrinkage methods (e.g., GBLUP, Lasso), which, in turn, outperformed PLS. The ability to either model locus-specific variances or, in addition, set some variances to zero seems to be of advantage when the number of QTL is low. This has also been found in other studies (e.g., Meuwissen et al. 2001; Habier et al. 2007; Lund et al. 2009 ). The decay in accuracy across generations was very similar across methods in traits 1 and 3. However, in traits 2 and 4 shrinkage methods exhibited greater decay in accuracy as the number of generations increased. Accuracies using a BLUP pedigree model were in all cases lower than genomic accuracies, but were quite high in generation 6 because both parents of each individual were included in the reference population. Regressions of true on predicted breeding values varied more than accuracies, ranging between 0.429 and 1.186 across all traits in generation 6. PLS, in particular, had low regression coefficients. Among the other genomic methods there was less variation. Regression coefficients of most methods were not significantly different from 1, considering their SE (Figure 3 , Table  S2 ), and regression intercepts were close to 0 for all methods.
In the simulated data, three relationship measures were calculated for both A and G, being rel, rel 2 , and rel Top10 (Table 5) . Mean rel varied little across generations and this was especially pronounced in A. A heat map of A (replicate 1 of simulated data) is shown in Figure S1 . Mean rel 2 and rel Top10 decreased as validation individuals became further removed from the reference population. Relationships were similar in A and G because G as implemented according to Yang et al. (2010) is scaled similarly to A. Consequently, the relationship between half-sibs in this version of G is 0.25. Mean rel Top10 shows that individuals in generation 6 had a number of close relatives comparable to a half-sib relationship level and this yielded high accuracies. The accuracy was then calculated in bins of 50 validation individuals that were grouped according to similarity of relatedness to the reference population. The sensitivity of rel 2 and rel Top10 Figure 4 Regression of accuracy from prediction error variance (PEV-Accuracy) on mean of top 10 genomic relationships per validation individual. was reflected in increased R 2 when accuracy was regressed onto them (Table 5 ). Regression of pedigree-based accuracy exhibited a better fit to data than genomic accuracy, as expected.
As an effort to quantify the effect of relationships on the accuracy of genomic prediction, three relationship measures were calculated using both the numerator relationship matrix and the genomic relationship matrix: rel, the mean relationship; rel 2 , the mean of squared relationships; and rel Top10 , the mean of the top 10 relationships, where relationship refers to relationship of validation to reference individuals. Previous work has shown that rel 2 and rel Top10 correlated well with the accuracy from prediction error variance (PEV), while rel was less predictive Pszczola et al. 2012) . This was confirmed in our simulated data set (Figure 4 ). Regression of accuracy from Pearson's correlations onto these three measures had a lower R 2 than when the accuracy from PEV was used in both the numerator relationship matrix (A) or the genomic relationship matrix (G) (Table 5, Figure 5 ). A baseline relationship of empirical accuracy and relationship measures was established using accuracy of a pure pedigree model in the regression. The R 2 of this regression is higher than with genomic breeding value accuracy, but not substantially so. In addition, the slope of the regression using genomic accuracy is lower than with accuracy from pedigree prediction, as expected ( Figure 5 ). This demonstrates that both rel 2 and rel Top10 can provide some insight when reporting genomic selection results. Other relationship measures that correlate better with accuracy may exist, and which relationship measure correlates best with accuracy may depend on population structure.
Note that while we were able to show a relationship of relatedness and accuracy at the "macro" level (i.e., large changes in relationship across generations), we were not able to investigate this at the "micro" level (i.e., small changes in relationships within a generation) due to large sampling variances of correlations when few individuals were used in correlation bins (Figure 1 ). Nevertheless, Figure 5 also shows that the impact of relationships on the accuracy of genomic breeding values seems to be less than with a pedigree-based model for these examples. Further research is needed on the impact of relatedness on the accuracy of genomic breeding values.
The accuracies and regressions achieved in pine and wheat with the various methods were not significantly different from each other, considering SE between folds (Tables 6, 7 , and 8). The mean accuracies and regressions (in parentheses) across all methods achieved in pine DBH and HT were 0.48 (1.06) and 0.38 (1.07), respectively. Mean accuracies (and regressions) of all methods in wheat for traits 1-4 were 0.53 (1.06), 0.50 (1.07), 0.39 (0.94), and 0.46 (0.998), respectively. Intercepts of the regressions were in all the above cases close to zero (results not shown). The relationship measures rel 2 and rel Top10 were 0.0072 and 0.4048 for pine and 0.0086 and 0.2614 for wheat, respectively. Molecular markers were SNPs for pine and the genomic relationship of half-sibs using Yang et al. (2010) was 0.25. In contrast, DArT markers [only two possible genotypes (Jaccoud et al. 2001) ] were used in wheat, which yields an approximate half-sib genomic mean relationship of 0.125, using the Yang algorithm. It is clear therefore that the relationships between reference and validation individuals Table 6 Accuracy of prediction and regressions for the pine data using 10-fold random cross-validation for traits diameter at breast height (DBH, age = 6 years) and height (HT, age = 6 years) Table 7 Accuracy of prediction for the wheat data, using 10-fold random cross-validation found in the plant data were high and this is likely the main reason for the moderately high accuracies achieved despite the quite limited number of reference individuals and markers. Lack of significant differences between method accuracies may have resulted from limited numbers of individuals and markers and the possibility of a genetic architecture of the traits where many loci contribute to the genetic variance and the high relationships present in the plant data sets.
Benchmarking of methods
We have investigated a few example simulated data sets and two real data sets for the most widely used genomic prediction methods. The simulated data from Hickey and Gorjanc (2012) were modeled after the population history of Holstein cattle and the real data sets were of pine and wheat (de los Campos and Perez 2010; Resende et al. 2012) . This encompasses two outbreeding plant and animal populations and an inbreeding plant species, as well as different genome ploidies. We strongly recommend further benchmarking in other populations, which may differ in population history, genome structure, and other aspects relevant to genomic prediction. In the simulated data examples, traits 1 and 3 had genetic architectures where many loci affected the traits and all methods performed similarly. A slight advantage of variable selection methods was observed in traits 2 and 4, where fewer loci contributed to genetic variation. In the real data sets, all methods also achieved similar accuracy. This indicated that the traits are likely complex or that our real data sets were too small to show differences. This change in ranking depending on genetic architecture has also been observed in other studies, both in real (e.g., Hayes et al. 2009a; VanRaden et al. 2009b ) and simulated (e.g., Daetwyler et al. 2010b; Clark et al. 2011a) data. Due to this dependency, no single method emerges that could serve as a benchmark for newly developed methods. We suggest that two methods, one where loci are weighted equally (e.g., GBLUP) and one where some loci are given greater emphasis (e.g., Bayes B), be used when comparing new approaches. This will ensure a rigorous comparison of new methods to commonly used methods regardless of trait genetic architecture. Ideally, the implementations of GBLUP and BayesB would be previously validated to avoid comparisons to suboptimal implementations, as there are many small details related to implementation that can affect performance. However, the main point is to test new methods in varying genetic architectures to ensure that dependencies are known.
We recommend further benchmarking and testing of methods in many more real animal and plant populations as well as simulation studies with extensive replication. Our results for these examples should be confirmed with higher marker densities and, eventually, with resequencing data. It will remain important that a variety of genetic architectures are explored when benchmarking methods in dense marker data or in other variants such as small insertions and deletions. Genomic prediction has grown to be a scientific area of considerable impact in both animal and plant breeding. We have no doubt that further advances are possible to improve not only the accuracy of genomic prediction, but also the efficiency with which such predictions can be made. The utility of such advances will be evaluated with a toolkit containing results from real and simulated data, which are rigorously validated.
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Prediction
In the MSE formula discussed above, u is regarded as a fixed quantity. When u is a random variable (e.g., u represents a breeding value, hereinafter denoted as u), we can derive a PMSE by averaging the MSE over possible realizations of the random variable that we wish to predict (u); that is, PMSE ¼ E u fE Dju ½ðû2uÞ 2 g.
The PEV is the variance (over conceptual repeated sampling of the data) of prediction errors; that is, PEV ¼ Varðû 2 uÞ ¼ E½ðû2uÞ 2 2 fE½ðû2uÞg 2 ; hereû 2 u is a prediction error and the expectations are taken with respect to the joint density of the phenotypes and of u.
In linear models, the PEVs are given by the diagonal elements of the inverse of the matrix of coefficients, C ii s 2 (Henderson 1984) . Also in these models C ii s 2 equals the variance of predicted breeding values, Varðû i ju i Þ ¼ C ii s 2 and it is also equal to the conditional variance of breeding values given phenotypes; that is, Varðu i jyÞ ¼ C ii s 2 . Importantly, the interpretations of PEV, variance of predictions, Varðû i ju i Þ, and conditional variances Varðu i jyÞ are very different. Moreover, these equivalences do not hold outside of the multivariate linear model with known variance components; for instance, it has not been shown that these equivalences hold for most of the models commonly used in Genomic Selection with the exception of GBLUP with known variance parameters.
Precision
The inverses of the variances described above are commonly referred to as precision; e.g., 1= PEV can be regarded as a precision. Although these are sometimes referred to as accuracies of estimated breeding values, such measures do not quantify accuracy in the strict sense (see above for a definition of accuracy).
R 2
The prior variance of a given breeding value is given by Varðu i Þ ¼ ð1 þ F i Þs 2 u , where s 2 u is the additive variance of the trait and F i is the inbreeding coefficient of the ith individual. The reduction in uncertainty achieved by observing data (y) can be quantified by comparing the prior and posterior variances, Varðu i Þ and Varðu i jyÞ, respectively. The proportional reduction in variance can be quantified using the following R 2 measure, R
Again in the linear model Varðu i jyÞ equals the PEV; therefore, an r 2 measure can be defined as R
u . All these quantities can be derived for individuals both with and without records; therefore, in principle these quantities could also be used to assess predictive performance of estimates of breeding values of candidates of selection.
In multivariate linear models with known variance components all the above quantities can be readily obtained from the diagonal entries of the inverse of the coefficient matrix. However, it is important to realize that these are model-derived features. As such, these are valid only if the assumptions of the model are correct. However, in practice, many assumptions may not hold and model-derived quantities are likely to overestimate precision and accuracy (e.g., Bijma 2012).
Model-free estimates of predictive performance can be obtained using Monte Carlo methods; essentially we estimate the desired quantities (variances, precision, bias) using methods of moment estimates computed from samples obtained using some resampling procedure. For instance, if fy i ;ŷ i g constitute pairs of samples of phenotypes and predictions, we can estimate prediction error variances of phenotypes, using the average of the squared-prediction residuals (PMSR):
In a simulation context, where we know true breeding values, we can estimate PEV of genetic values using PEV ¼ n 21 P n i¼1 ðu i 2û i Þ 2 . This can be done within the same data set that was used to train the model, in which case we are measuring PEV of individuals with records or in validation data sets. Note, however, that when using these formulas the training data set is kept fixed; therefore, we are not exactly estimating PEV but rather the variance of prediction errors conditional on the training data set used for prediction. Further discussion about marginal and conditional prediction errors can be found in Hastie et al. (2009) .
Alternative measures of performance
Other commonly used measures of predictive ability are the R 2 , correlation, and the regression of phenotypes on predictions. From the PMSR ¼ n 21 P n i¼1 ðy i 2ŷ i Þ 2 we can derive an R 2 statistic, using R 2 ¼ 1 2 PMSR=PMSR 0 , where PMSR 0 is the prediction mean-squared error of some baseline (or null) model (e.g., for an intercept-only model, PMSR 0 ¼ n 21 P n i¼1 ðy i 2 y trn Þ 2 , where y trn is the mean of the phenotypes in the training data set).
The statistic R 2 quantifies the proportion of unexplained (by the null model) variability accounted for by the genomic model. Importantly, this quantity is mean and scale dependent (i.e., it is not invariant under linear transformations of either y i orŷ i ). Also, note that this R 2 statistic is conceptually different from R Pearson's product-moment correlation is commonly used as a measure of predictive ability in GS. This statistic is computed as the ratio of the sample covariance of y andŷ, divided by the product of the (sample) standard deviations; that is, r ¼ Covðy;ŷÞ=SDðyÞSDðŷÞ. This statistic is scale and mean invariant. In most cases (with the exception of the case wherê y i is a prediction derived from a linear model with coefficients estimated using ordinary least squares) r 2 6 ¼ R 2 and often r 2 , R 2 because r 2 ignores differences between predictions due to location or scale effects. To see this consider the case where y ¼ a þ bŷ; here, r 2 ¼ 1 regardless of the value of a and b; however, R 2 ¼ 1 only if a ¼ 0 and b ¼ 1; otherwise, R 2 , 1. Therefore, when Pearson's product moment correlation or r 2 is reported it is good practice to estimate and to report the slope and intercept of the regression between the predictand and the predictor.
Ideally the slope and the intercept should be close to one and zero, respectively. However, many reasons, including deficiencies of the model and nonrandom choice sampling of training and validation samples, may induce a slope different from one. Patry and Ducrocq (2011a,b) offer a discussion of the effects that selection of individuals in the training data set have on the slope and Mantysaari et al. (2010) discuss the effects that having a validation set consisting of selected animals have on the expected value of the slope.
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