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Abstract—This study proposes a multiple linear regression
architecture based on stream homomorphic encryption comput-
ing to analyze ciphertext for massive secure data computing.
The proposed architecture contains three subsystems including
terminal subsystem, data access subsystem, and data computing
subsystem. The method used behind the presented architecture
contains four stages which are data preprocessing stage, data
access stage, data computing stage, and result processing stage.
In the practical experiments, a case study of traffic information
prediction was selected to evaluate the proposed system and
method. The predicted traffic information was generated by
the proposed method in accordance with the encrypted traffic
information. Our experimental results showed that the proposed
architecture can effectively and promptly obtain the predicted
traffic information.
Index Terms—homomorphic encryption, multiple linear re-
gression, real-time streaming data analysis
I. INTRODUCTION
With the privacy application development of the Internet of
things, more and more terminal devices access the Internet and
transmit data via web services. However, massive calculations
are needed by encryption and decryption for processing huge
amounts of data, for instance, the time complexities of RSA
(Rivest-Shamir-Adleman) [1] and ECC (elliptic curves cryp-
tography) [2] for encryption and decryption are both O(m),
where m is the number of records. Therefore, this study
proposes a multiple linear regression system coupled with
method based on stream homomorphic encryption computing.
The proposed system contains three subsystems including ter-
minal sub-system, data access subsystem, and data computing
subsystem. The proposed method consists of four stages which
are data preprocessing stage, data access stage, data computing
stage, and result processing stage. The contributions of this
study are listed as follows.
(1). This study combines the multiple linear regression
and homomorphic encryption to calculate the ciphertexts of
records and obtain the plaintext of results in secure environ-
ments. (2). This study designs and implements the architecture
of decentralized computing system to assign tasks to several
node devices for processing huge amounts of data. (3). This
study designs and implements the techniques of decentralized
computing to perform homomorphic-encryption-based multi-
ple linear regression as the map and reduce functions in the
MapReduce framework for big data processing.
The remainder of the paper is organized as follows. Sec-
tion II presents a multiple linear regression system based
on stream homomorphic encryption computing, and Section
III illustrates the proposed multiple linear regression method
based on stream homomorphic encryption computing. The
practical experimental results and discussions are given in
Section IV. Section V concludes the contributions of this study
and discusses the future work.
II. THE PROPOSED SYSTEM
The proposed multiple linear regression system based on
stream homomorphic encryption computing contains the fol-
lowing three subsystems (1) terminal subsystem, (2) data ac-
cess subsystem, and (3) data computing subsystem, as shown
in Fig. 1.
A. A Case Study of Traffic Information Prediction
In this subsection, the multiple linear regression based on
stream homomorphic encryption computing is used to predict
Fig. 1. The proposed multiple linear regression system
traffic information to demonstrate the proposed system.
1) Data Processing Devices: The data processing devices
can collect the arrival time from OBUs and measure the travel
time between each pair of stations, for instance, the travel time
tri−n−j,i−n denotes the travel time from the (i–n–j)-th station
to the (i–n)-th station in the r-th record. The data processing
devices can save the travel time into decentralized database
devices for further analysis and processing.
2) Decentralized Database Servers: In this case, the tech-
niques of HBase and MongoDB are adopted to develop the
decentralized database servers and to store the travel time
between each two stations.
3) Data Mining Devices: The data mining devices
contain the multiple linear regression models (e.g.
Tti,i−n,i−n−j (t
r
i−n−j,i−n)) to analyze the correlation of
travel time between each pair of stations. This case considers
k weighted linear regression models based on m historical
records to predict the travel time tr′i−n,i from the (i–n)-th
station to the i-th station (shown in Equation (1)). The
weights of k weighted linear regression models are measured
by Equation (2) in accordance with the accuracies of these
linear regression models based on m historical records. The
slope ati,i−n,i−n−j and intercept bti,i−n,i−n−j of the linear
regression model Tti,i−n,i−n−j (t
r
i−n−j,i−n) can be estimated
by Equations (3) and (4) according to m historical records.
The travel time tr′i−n,i can be denoted as Equation (5) in










































































wti,i−n,i−n−j × (ati,i−n,i−n−j tri−n−j,i−n +
bti,i−n,i−n−j ).
4) Decentralized Computing Devices: The decentralized
computing devices contain multiple node devices, and each
node device can train the multiple linear regression models.
In training stage, the k weighted linear regression models
are evenly distributed to each node device according to the
map functions in MapReduce framework. The slope (e.g.
ati,i−n,i−n−j ), intercept (e.g. bti,i−n,i−n−j ), and weight (e.g.
wti,i−n,i−n−j ) of each multiple linear regression model can be
calculated by the decentralized computing devices and would
be stored in the cache database servers for further real-time
analyses.
5) Combined Node Devices: The combined node devices
can receive the data from the decentralized computing devices
and integrate these data according to the reduce functions in
the MapReduce framework for obtaining the analysis results.
In this case, the combined node devices can receive the
k weighted linear regression models and related parameters
(i.e. slopes, intercepts, and weights) of these models from
decentralized computing devices. The combined node devices
can perform Equation (2) to calculate the predicted travel time
from the (i–n)-th station to the i-th station.
6) Cache Database Servers: The cache database servers
store the computing results and related parameters (i.e. the
slopes, intercepts, and weights of k weighted linear regression
models) from the decentralized computing devices for further
analyses. These parameters can be adjusted in accordance with
only newly-added records for accelerated computation.
III. THE PROPOSED METHOD
The proposed multiple linear regression method based
on stream homomorphic encryption computing includes four
stages, i.e. (1) data preprocessing stage, (2) data access stage,
(3) data computing stage, and (4) result processing stage.
A. Data Preprocessing Stage
In the data preprocessing stage, the two steps (1) retrieving
data and (2) encrypting data are performed to collect data and
store encrypted data for further analyses.
1) Retrieving Data: The data processing devices collect
and retrieve the records from the web service servers and the
database servers, for instance, OBU 1 (i.e. an user device)
arrives at Station 1, Station 2, and Station 3 at 09:00:00,
09:03:20, and 09:07:00, respectively; OBU 2 (i.e. an user
device) arrives at Station 1, Station 2, and Station 3 at
10:00:00, 10:04:00, and 10:08:10, respectively; OBU 3 (i.e.
an user device) arrives at Station 1, Station 2, and Station 3
at 11:00:00, 11:03:30, and 11:07:20, respectively; OBU 4 (i.e.
an user device) arrives at Station 1 and Station 2 at 12:00:00
and 12:03:40, respectively (as shown in TABLE I). When an
OBU arrives at each station, it will report its location and time
information to the web service servers and database servers
through middleware (e.g. RESTful APIs). The data processing
devices analyze these records and calculate the travel time
between each pair of stations, for instance, the travel time t1,2
from Station 1 to Station 2 taken by OBU1 is 200 seconds,
and the travel time t2,3 from Station 2 to Station 3 taken by
OBU1 is 220 seconds (as shown in TABLE II).
TABLE I
ARRIVAL TIMES
Station 1 Station 2 Station 3
OBU 1 09:00:00 09:03:20 09:07:00
OBU 2 10:00:00 10:04:00 10:08:10
OBU 3 11:00:00 11:03:30 11:07:20
OBU 4 12:00:00 12:03:40 09:07:00
TABLE II
TRAVEL TIME BETWEEN EACH PAIR OF STATIONS (UNIT: SECOND)
From Station 1 to Station 2 From Station 2 to Station 3
OBU 1 200 220
OBU 2 240 250
OBU 3 210 230
OBU 4 220
2) Encrypting Data: After calculating the travel time be-
tween each pair of stations by data processing devices, the
related parameter values which include t1,2 × t2,3, t1,2, t2,3,
and t1,2 × t1,2 are calculated by data processing devices (as
shown in TABLE III). Furthermore, an encryption algorithm
with a private key p, a public key q, and a random integer
value z is performed to encrypt the related parameter values
by Equation (6). In this case, the private key p is 39,916,801;
the public key q is 112,909; the random integer value z is 7.
For instance, the plaintext 44,000 is encrypted by Equation (6)
as the ciphertext 279,461,607. The ciphertexts of the related
parameter values in TABLE III are shown in TABLE IV.
f(x) ≡ (x+ p× z) (mod p× q). (6)
TABLE III
RELATED PARAMETER VALUES
t1,2 × t2,3 t1,2 t2,3 t1,2 × t1,2
OBU 1 44,000 200 220 40,000
OBU 2 60,000 240 250 57,600
OBU 3 48,300 210 230 44,100
TABLE IV
RELATED PARAMETER VALUES AFTER ENCRYPTION
t1,2 × t2,3 t1,2 t2,3 t1,2 × t1,2
OBU 1 279,461,607 279,417,807 279,417,807 279,457,607
OBU 2 279,477,607 279,417,847 279,417,847 279,475,207
OBU 3 279,465,907 279,417,817 279,417,817 279,461,707
B. Data Access Stage
The data processing devices can store the ciphertexts of
records to the decentralized database devices. In this case, the
data processing devices can store the encrypted related param-
eter values (i.e. the values in TABLE IV) in the decentralized
database devices to avoid the risks of data leakage when the
records in these database devices are stolen.
C. Data Computing Stage
The data computing stage contains the two steps: (1) select-
ing data mining method and (2) decentralized computing are
performed to calculate encrypted data.
1) Selecting Data Mining Method: The administrator de-
vices can access the data mining devices via the data analysis
devices and select the preferred data mining method. The
multiple linear regression method is selected to analyze and
build the multiple linear regression models in further steps.
2) Decentralized Computing: The decentralized computing
devices can perform the selected data mining method (i.e.
the multiple linear regression method) and directly process
the ciphertext by homomorphic encryption. The summaries of
related encrypted parameter values are calculated in TABLE V,
and the parameters of multiple linear regression model (i.e. the
slope a and the intercept b) can be estimated by these related
encrypted parameter values.
TABLE V
THE SUMMARY OF RELATED PARAMETER VALUES AFTER ENCRYPTION
t1,2 × t2,3 t1,2 t2,3 t1,2 × t1,2
Summary 838,405,121 838,253,471 838,253,471 838,394,521
D. Result Processing Stage
The result processing stage consists of the four steps: (1)
storing summaries (2) decrypting data, (3) predicting travel
time, and (4) showing results are performed to obtain results.
1) Storing Summaries: The data of OBU 1, OBU 2 and
OBU 3 have been summed up, and the summaries of related
encrypted parameter values can be temporarily stored in the
cache database devices for accelerating computation.
2) Decrypting Data: The decentralized computing devices
can send the summaries of related encrypted parameter values
to the combined node devices, which can then perform data
combination and decrypt the ciphertexts. A decryption algo-
rithm with the same private key p, the same public key q, and
the same random integer value z is performed to decrypt the
ciphertexts by Equation (7). In this case, the private key p is
39,916,801; the public key q is 112,909; the random integer
value z is 7. Then the ciphertext 838,405,121 is decrypted by
Equation (7) as the plaintext 152,300. The plaintexts of the
related summarized encrypted parameter values in TABLE V
are shown in TABLE VI.
g(x) ≡ x (mod p). (7)
TABLE VI
THE SUMMARY OF RELATED PARAMETER VALUES AFTER DECRYPTION
t1,2 × t2,3 t1,2 t2,3 t1,2 × t1,2
Summary 152,300 650 700 141,7001
3) Predicting Travel Time: The decrypted data and the
number of data (i.e. m = 3) are adopted to calculate the
parameters of multiple linear regression model (i.e. a and b) by
Equations (8) and (9). The predicted travel time from Station
2 to Station 3 taken by OBU 4 is estimated about 236 seconds
by Equation (10). Therefore, the arrival time of Station 3 is
predicted to be 12:07:36.
a =






(700− 650× a) = 75. (9)
t = 220× a+ 75 = 235.76918 ≈ 236 (10)
4) Showing Results: The combined node devices can trans-
mit the prediction results to the data analysis devices, and the
data analysis devices can notify the administrator devices for
presenting the prediction results on the administrator devices.
The administrator devices can receive the predicted results and
show that the predicted arrival time of Station 3 is 12:07:36.
IV. EVALUATION AND ANALYSES
To evaluate the proposed method, the computation costs of
RSA (Rivest-Shamir-Adleman) [1] and ECC (elliptic curves
cryptography) [2] were compared in TABLE VII. In our
experiments, the number of records is m. The computation
costs of encryption and summation by these methods (i.e.
the proposed method, RSA, and ECC) are 4 × 4 × m and
4×(m−1), respectively. There is a notable difference between
the computation costs of decryption by the proposed method
and other methods (i.e. RSA and ECC). The results shows
that the computation cost of decryption by the proposed
method was only one (i.e. time complexity O(1)), but the
computation cost of decryption by RSA and ECC was 4×m
(i.e. time complexity O(m)). Therefore, the performance of
the proposed method is higher than other methods.
TABLE VII
COMPARISON OF COMPUTATION COSTS
Computation Operation Proposed Method RSA or ECC
Encryption (From
TABLE III to TABLE IV) 4× 4×m 4× 4×m
Decryption Based on
RSA or ECC 0 4×m
Summation (From
Table 5 to Table 6) 4× (m− 1) 4× (m− 1)
Decryption Based on
The Proposed Method 1 0
Total Computation Costs 20× (m− 3) 24× (m− 4)
V. CONCLUSIONS AND FUTURE WORK
Due to the privacy application development of the Internet
of things, the needs of real-time and massive secure data
calculations and analyses are an important issue. Therefore,
this study proposes a multiple linear regression system cou-
pled with relevant method based on stream homomorphic
encryption computing. This proposed system includes the
three subsystems: (1) terminal subsystem, (2) data access
subsystem, and (3) data computing subsystem. This proposed
method includes four stages: (1) data preprocessing stage, (2)
data access stage, (3) data computing stage, and (4) result
processing stage. The collected records can be encrypted and
calculated with the cache mechanism to perform real-time
streaming analyses, and the homogenous encryption method
and multiple linear regression method are integrated to directly
analyze ciphertexts in the database for the applications of
traffic information prediction.
In the future, the homogenous encryption method can be
applied to social networks [3] and be integrated with other
data mining methods to enhance information security in the
Internet of things environments.
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