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Two Families of Constant Term Identities
Keru Zhou
∗
Abstract
In this paper, we generalize the GesselXins Laurent series method and show it is
related to the theory of tournaments. We also construct two sets of tournaments and
each of them leads to a q-Dyson type constant term identities.
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1 Introduction
Through this paper, we adopt the following notation :
n is positive integer;
a := (a0, a1, . . . , an); x := (x0, x1, . . . , xn); (z)∞ := (1− z)(1 − zq) · · · ;
for k an integer
(z)k :=
(z; q)∞
(zqk; q)∞
=


(1− z)(1− zq) · · · (1− zqk−1) if k ≥ 0,
1
(1− zqk)(1 − zqk+1) · · · (1− zq−1)
if k < 0;[
m
n
]
=
(qm−n+1)n
(q)n
, for m an integer, which follow from the definition of the q-binomial coefficient;
Dn(x,a, q) :=
∏
0≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
; (q-Dyson style product)
CT
x
F (x) the constant term of the series F (x);
E := {(i, j) | 1 ≤ i < j ≤ n};
In 1891, Dixon [5] provide the following identity.
Theorem 1.1 (Dixon’s identity). Let n be a positive integer. Then
n∑
k=−n
(−1)k
(
2n
k + n
)3
=
(3n)!
(n)!3
. (1.1)
In 1962, Freeman Dyson [7] conjectured the following identity.
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Theorem 1.2. For nonnegative integers a0, a1, . . . , an,
CT
x
∏
0≤i 6=j≤n
(
1−
xi
xj
)ai
=
(a0 + a1 + · · ·+ an)!
a0! a1! · · · an!
.
Dyson’s conjecture was first proved independently by Wilson [22] and Gunson [10]. An
elegant recursive proof was given by Good [9].
George Andrews [1] conjectured a q-analog of the Dyson conjecture in 1975.
Theorem 1.3. For nonnegative integers a0, a1, . . . , an,
CT
x
∏
0≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj
=
(q)a0+···+an
(q)a0(q)a1 · · · (q)an
.
Andrews’ q-Dyson conjecture attracted much interest [3, 11, 16, 17, 20]. It was first
proved, combinatorially, by Zeilberger and Bressoud [25] in 1985. In 2004, Gessel and Xin [8]
gave a very different proof using formal Laurent series. For related constant term identity,
one can refer to [4, 12, 18, 19, 21]. When a0 = a1 · · · = an, the Zeilberger–Bressoud q-Dyson
identity reduces to Macdonald’s constant term conjecture [15] for the root system of type A.
A tournament T on n vertices (or on the set {1 · · · , n}) is a set of ordered pairs (i, j)
such that 1 ≤ i 6= j ≤ n and (i, j) ∈ T if and only if (j, i) /∈ T . Equivalently, T can be
thought of as a directed graph with vertices 1, . . . , n and edges directed from i to j for all
(i, j) ∈ T . Thus we write i→ j if (i, j) ∈ T . The tournament T is transitive if the relation →
is transitive. Equivalently, T is transitive if it contains no cycles (i→ j → k → i). Otherwise,
T is nontransitive. Let S be a tournament on a subset of {1, · · · , n}. Define TS to be the
tournament on {1, · · · , n} such that if (i, j) /∈ S, then (i, j) ∈ TS, otherwise (j, i) ∈ TS.
By extending the method used by ZeilbergerBressoud[25, Theorem 2.9], Bressoud and
Goulden generalized the q-Dyson constant identity [4].
Theorem 1.4. Let Q be a subset of {(i, j) | 1 ≤ i < j ≤ n}.
CT
x
∏
(i,j)∈Q
xj
xi
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
=
{
0 if EQ is nontransitive,
(−1)|Q|
(q)a1···+an
(q)a1 (q)a2 ···(q)an
∏n
i=1
1−qai
1−qσi if EQ is transitive,
(1.2)
where |Q| stands for the number of elements of Q and σk =
∑k
i=1 aσ(i).
In 2015, using multivariable Lagrange interpolation Ka´rolyi, Lascoux and Warnaar [13,
Theorem 1.2] gave an identity equivalent to Theorem 1.4 .
Let T be transitive tournament on {1, · · · , n} and let σ be a permutation of {, 1, · · · , n}.
We say that σ is winner permutation for T if σ(1)→ σ(2)→ · · · → σ(n) in T .
In this paper, we obtain a closed form formula for two coefficients of Dn(x,a, q).
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Theorem 1.5 (Main theorem 1). Let n be an integer such that n ≥ 2 and Q1 be a subset of
{(i, j) | 2 ≤ i < j ≤ n}. Then
CT
x
x0
x1
∏
(i,j)∈Q1
xj
xi
Dn(x,a, q)
=


0 EQ1 is nontransitive,
(−1)|Q1|
(
q
aσ(1)−q
aσ(2)
1−q
a0+aσ(2)
)
(q)a0+a1···+an
(q)a0 (q)a1 ···(q)an
∏n
i=1
1−qai
1−qa0+σi
EQ1 is transitive,
(1.3)
σ is the winner permutation for EQ1.
Theorem 1.6 (Main theorem 2). Let n be an integer such that n ≥ 3 and Q2 is a subset of
{(i, j) | 3 ≤ i < j ≤ n)}. Then
CT
x
x0
x2
∏
(i,j)∈Q2
xj
xi
Dn(x,a, q)
=


0 EQ2 is nontransitive,
(−1)|Q2|
(
(1+q
aσ(1) )(q
aσ(2)−q
aσ(3))
1−q
a0+aσ(1)+aσ(3)
)
(q)a0+a1···+an
(q)a0 (q)a1 ···(q)an
∏n
i=1
1−qai
1−qa0+σi
EQ2 is transitive,
(1.4)
where σ is the winner permutation for EQ2.
Corollary 1.7. Let σ be a permutation of (1, 2, · · · , n).
(i) For n a positive integer such that n ≥ 3,
CT
x
xσ(1)
xσ(2)
∏
(i,j)∈Q
xi
xj
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
= (−1)|Q|
( qaσ(2) − qaσ(3)
1− qaσ(1)+aσ(3)
) (q)a1+a2+···+an
(q)a1(q)a2 · · · (q)an
n∏
i=1
1− qaσ(i)
1− qσi
.
(1.5)
(ii) For n a positive integer such that n ≥ 4,
CT
x
xσ(1)
xσ(3)
∏
(i,j)∈Q
xi
xj
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
= (−1)|Q|
( (1 + qaσ(2))(qaσ(3) − qaσ(4))
1− qaσ(1)+aσ(2)+aσ(4)
) (q)a1+a2+···+an
(q)a1(q)a2 · · · (q)an
n∏
i=1
1− qaσ(i)
1− qσi
, (1.6)
where Q := {(σ(i), σ(j)) | i < j and σ(i) > σ(j)} and σk :=
∑k
i=1 aσ(i).
The proof of Theorem 1.5 and Theorem 1.6 are the similar to Gessel-Xin’s proof of the
q-Dyson term constant identity [8]. The basic idea is the well-known fact that the equality
of two polynomials of degree at most d, it is sufficient to prove that they are equal at d+ 1
points. As is general the case, points at which the polynomials vanish are most easily dealt
with.
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For fixed a1, a2, · · · , an, the constant term is regard as a polynomial of degree d in variables
qa0 . Then we use Gessel-Xin’s technique to check that both sides of the equality hold after
the polynomial vanishes. The proof differs in proving the property of a rational function:
the q-Dyson conjecture use algebraic expression to calculate rational function degree; But it
is not necessary to calculate the specific degree, we only need to ensure that the degree of
rational function is negative. So we develop a new technique and connect it with tournaments
EQ1 and EQ2 to confirm that the degree of rational function is negative. At the same time,
we construct two sets R1 in tournament EQ1 and R2 in tournament EQ2. Based on several
natural extensions of Gessel and Xins work, it is easily to obtain |R1| equal to the number
of zero points in qa0 for CTx
x0
x1
∏
(i,j)∈Q1
xj
xi
Dn(x,a, q) and |R2| equal to the number of zero
points in qa0 for CTx
x0
x2
∏
(i,j)∈Q2
xj
xi
Dn(x,a, q). Then we use some properties of nontransitive
tournament to estimate |R1| and |R2|. Finally prove that the constant term is 0 since we
obtain enough zero points by estimating. Another difference is Lemma 2.2 which provide a
good property of Dn(x,a, q). Once obtained a coefficient, it can use Lemma 3.4 to obtain a
family of coefficients by using this property. It is useful to prove all transitive condition and
Corollary 1.7.
This paper is organized as follows. In section 2, we estimate the constant term degree in
qa0 on the left-side and calculate degree of qa0 and its zero points on right-side for Theorem
1.5 and Theorem 1.6. In section 3, we introduce some basic notions and lemmas of [8] in a
generalized form. At the same time, giving introduce for the field of iterated Laurent series
and partial fraction decompositions as main tools to estimating constant terms. In section
4, we give a introduce for the new technical and proof nontransitive cases for Theorem 1.5
and Theorem 1.6. In section 5, giving a Laurent series proof when EQ1 and EQ2 are empty.
Then we apply Lemma 3.2 to obtain all transitive condition constant term and Corollary1.7.
2 Basic Facts
Dyson’s conjecture, Andrews’ q-Dyson conjecture, and their relatives are all constant terms
of certain Laurent polynomials. In fact, larger rings and fields will encounter when evaluating
them. We use the follow notation in [8]. In order to prove our Main Theorem 1 and 2, we
make some generalizations that need detailed explanation.
Lemma 2.1. Let a1, . . . , an be nonnegative integers and k ≤ |a|, k ∈ Z and let L(x1, . . . , xn)
be a Laurent polynomial and L(x1, . . . , xn) independent of a0 and x0. Then the constant term
CT
x
xk0L(x1, . . . , xn)Dn(x,a, q) (2.1)
is a polynomial of degree at most |a| − k − n in qa0 , where |a| =
∑n
i=1 ai.
Proof. The basic idea is from [14, Lemma2.2].
First of all, it is straightforward to show
(
x0
xj
)
a0
(
xj
x0
q
)
aj−1
= q(
aj
2
)
(
−
xj
x0
)aj−1(x0
xj
q−aj+1
)
a0+aj−1
,
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for all integers a0, we can regard two sides as Laurent series in x0. Rewrite (2.1) as
CT
x
xk0L1(x1, . . . , xn)
n∏
j=1
q(
aj
2
)
(
−
xj
x0
)aj−1(x0
xj
q−aj+1
)
a0+aj−1
, (2.2)
where L1(x1, . . . , xn) is a Laurent polynomial in x1, . . . , xn and L1(x1, . . . , xn) is independent
of x0 and a0.
Using the famous q-binomial theorem [2, Theorem 2.1], we obtain a identity
(bz)∞
(z)∞
=
∞∑
k=0
(b)k
(q)k
zk. (2.3)
Let q−n instead of b and replacing uqn with z in (2.3), we get
(u)n =
(u)∞
(uqn)∞
=
∞∑
k=0
qk(k−1)/2
[
n
k
]
(−u)k (2.4)
for all integers n, where
[
n
k
]
= (q)n(q)k(q)n−k is the q-binomial coefficient.
Applying (2.4), we have that for 1 ≤ j ≤ n,
q(
aj
2
)
(
−
xj
x0
)aj−1(x0
xj
q−aj+1
)
a0+aj−1
=
∑
kj≥0
C(kj)
[
a0 + aj − 1
kj
]
x
kj−aj+1
0 x
aj−kj−1
j ,
where C(kj) = (−1)
kj+aj−1q(
aj
2
)+(kj
2
)−kj(aj−1).
Expanding the product in (2.2) and extracting constant term in x0, we find that (2.1)
becomes
∑
k
[
a0 + a1 − 1
k1
][
a0 + a2 − 1
k2
]
· · ·
[
a0 + an − 1
kn
]
CT
x1,...,xn
L2(x1, . . . , xn;k), (2.5)
where L2(x1, . . . , xn;k) is a Laurent polynomial in x1, . . . , xn independent of a0 and x0
and the sum ranges over all sequences k = (k1, . . . , kn) of nonnegative integers satisfying
k1 + k2 + · · · + kn = |a| − k − n. Since
[a0+ai−1
ki
]
is a polynomial in qa0 of degree ki, each
summand in (2.5) is a polynomial in qa0 of degree at most k1 + k2 + · · · + kn = |a| − k − n,
and so is the sum.
Lemma 2.2. If Q is a subset of E0, and let a1, · · · an be nonnegative intergers, then∏
(i,j)∈Q
xj
xi
Dn(x,a, q) =
∏
(i,j)∈E0Q
(−1)|Q|
(xi
xj
)
ai
(qxj
xi
)
aj−1
, (2.6)
where E0 := {(i, j) | 0 ≤ i < j ≤ n}.
Proof. It was first proof by [4, Proposition 2.1]. For every element (i, j) ∈ Q, note that
xj
xi
(xi
xj
)
ai
(qxj
xi
)
aj−1
=
xj
xi
(
1−
xi
xj
)(qxi
xj
)
ai−1
(qxj
xi
)
aj−1
= (−1)
(qxi
xj
)
ai−1
(xj
xi
)
aj
. (2.7)
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Lemma 2.3. Let 0 ≤ b1 < b2 < · · · < bs ≤ a1+a2+ · · ·+an and b1, b2 · · · , bs, a1, a2 · · · an are
nonnegative intergers. F (a1, a2, · · · , an) is a fraction funtion and independent of q
a0 . Then
Pa(q
a0) is a polynomial and the degree in qa0 at most |a| − s+ 1,
where
Pa(a0) =
(1− qa0)(q)a0+a1···+an
(q)a0(q)a1 · · · (q)an
s∏
i=1
1
1− qbi+a0
F (a1, a2, · · · , an). (2.8)
If a0 ∈ {0,−1,−2 · · · ,−(a1 + a2 + a3 · · ·+ an)}/{−b1,−b2, · · · ,−bm}, then Pa(a0) = 0.
Proof. we can rewrite (2.8) as
Pa(a0) =
(1− qa0)(q)a0+a1···+an
(q)a0(q)a1 · · · (q)an
s∏
i=1
1
1− qa0+bi
F (a1, a2, · · · , an)
=
(1− qa0+|a|)(1− qa0+|a|−1) · · · (1− qa0))
(q)a1(q)a2 · · · (q)an
s∏
i=1
1
1− qa0+bi
F (a1, a2, · · · , an)
If a0 ∈ {0,−1,−2 · · · ,−(a1 + a2 + a3 · · · + an)}/{−b1,−b2, · · · ,−bs}, thenPa(a0) = 0.
3 Tournament and Laurent series
We let K = C(q), and assume that the field of iterated Laurent series K〈〈xn, xn−1, . . . , x0〉〉 =
K((xn))((xn−1)) · · · ((x0)) include all series. The first we have a Laurent series in x0 , then we
have a Laurent series in x1, and so on. The work[8] explained the motivation for choosing
K〈〈xn, xn−1, . . . , x0〉〉 as a working field. [23] and [24] provide more detailed accounts of the
properties of this field and its applications.
The field of rational functions is a subfield of K〈〈xn, xn−1, . . . , x0〉〉. Therefore, through a
unique iterative Laurent series expansion, each rational function can be identified. If i < j
then
1
1− qkxi/xj
=
∞∑
l=0
qklxlix
−l
j .
However, this expansion is not valid for i > j and instead we use the expansion
1
1− qkxi/xj
=
1
−qkxi/xj(1− q−kxj/xi)
=
∞∑
l=0
−q−k(l+1)x−l−1i x
l+1
j .
We shall use CTxi F (x) to denote the constant term of the series F (x). It follows that
CT
xi
1
1− qkxi/xj
=
{
1, if i < j,
0, if i > j.
(3.1)
The monomial M = qkxi/xj is called small if i < j and large if i > j. Therefore the constant
term of 1/(1 −M) in xi is 1 if M is small and 0 if M is large.
The constant term operators defined in this way has commutativity property:
CT
xi
CT
xj
F (x) = CT
xj
CT
xi
F (x).
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Commutativity implies that the constant term in a set of variables is well-defined, and this
property will play a very important role in proof of two main theorem. (Note that, by
contrast, the constant term operators in [26] do not commute.)
The degree of a rational function of x is the degree in x of the numerator minus the
degree in x of the denominator. A proper (resp. almost proper) rational function in x has
the property that its degree in x is negative (resp. zero).
Let
F =
p(xk)
xdk
∏m
i=1(1− xk/αi)
(3.2)
be a rational function of xk, where p(xk) is a polynomial in xk, and the αi are distinct
monomials, each of the form xtq
s. Then the partial fraction decomposition of F with respect
to xk has the following form:
F = p0(xk) +
p1(xk)
xdk
+
m∑
j=1
1
1− xk/αj
(
p(xk)
xdk
∏m
i=1,i6=j(1− xk/αi)
)∣∣∣∣∣
xk=αj
, (3.3)
where p0(xk) is a polynomial in xk, and p1(xk) is a polynomial in xk of degree less than d.
We will use the following lemma as a basic tool to extracting constant terms. And it has
proof by [14].
Lemma 3.1. Let F be as in (3.2) and (3.3). Then
CT
xk
F = p0(0) +
∑
j
(
F (1− xk/αj)
)∣∣∣
xk=αj
, (3.4)
where the sum ranges over all j such that xk/αj is small. On the other hand, if F is proper
in xk, then p0(xk) = 0; if F is almost proper in xk, then p0(xk) = (−1)
m
∏m
i=1 αi LCxk p(xk),
where LCxk means to take the leading coefficient with respect to xk.
The following slight extension of [8, Lemma4.2] plays an important role in our argument.
Lemma 3.2. Let a1, . . . , as be nonnegative integers. Then for arbitrarily positive integers
k1, . . . , ks with 1 ≤ ki ≤ a1 + · · · + as − 1 for all i, either 1 ≤ ki ≤ ai − 1 for some i or
1− aj ≤ ki − kj ≤ ai − 1 for some i < j.
Proof. The basic idea from [8, Lemma 4.2]. But we can simplify it. Assume k1, . . . , ks to
satisfy that for all i, ai ≤ ki ≤ a1 + · · · + as − 1, and for all i < j, either ki − kj ≥ ai or
ki−kj ≤ −aj . Then we need to show that exist i, such that ki ≥ a1+· · ·+as . Let k1, k2 · · · kn
arrange from small to large: ki1 ≤ ki2 ≤ ki3 · · · ≤ kis . It’s easily to obtain kim+aim+1 ≤ kim+1
by checking two cases (im > im+1 and im < im+1). And ki1 ≥ ai1 . This means
kis ≥ ki1 + ai2 + · · ·+ ais
≥ ai1 + ai2 + ai3 + · · · + ais
= a1 + a2 + · · ·+ as.
By assumption, kis ≤ a1+ a2+ · · ·+ as− 1, but kis ≥ a1+ a2+ · · ·+ as. This is complete
proof.
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Lemma 3.3. If T is a nontransitive tournament with n vertices, then |RT | ≤ n− 2,
where
RT = {R | if r ∈ R,m 6∈ R, then (r,m) ∈ T and R is not empty}.
Proof. First, we notice R1 ∈ RT , R2 ∈ RT , it implies |R1| 6= |R2|. Because we assume
|R1| = |R2|, it implies exist two points r1 and r2 such that r1 ∈ R1, r1 /∈ R2, r2 ∈ R2,
r2 /∈ R1, then (r1, r2) ∈ T or (r2, r1) ∈ T , hence at least one is not in |RT |.
Note that T is nontransitive tournament, hence we have three points i, j, k such that
i → j → k → i. Let R={r|if (r, i) ∈ T , or (r, j) ∈ T , or (r,m) ∈ T and R is not empty},
then we claim |R| 6= |R| + 1 and |R| 6= |R| + 2 (R ∈ RT ). If one of i, j, k ∈ R, then i ∈ R,
j ∈ R, k ∈ R. Next note that R is subset of R when |R| > |R|, because if r /∈ R and r ∈ R,
then one of i,j,k beaten by it, so i /∈ R, j /∈ R and k /∈ R and r /∈ R(r /∈ R). It is easily to
check |R| 6= |R|+ 1 and |R| 6= |R|+ 2 (R ∈ RT ).
Finally, it is easily to check |RT | ≤ n− 2.
Lemma 3.4. Let T is a tournament and σ is a permutation, then
CT
x
xm
xk
∏
(i,j)∈T
(xi
xj
)
ai
(qxj
xi
)
aj−1
= CT
x
xσ(m)
xσ(k)
∏
(i,j)∈T
(xσ(i)
xσ(j)
)
ai
(qxσ(j)
xσ(i)
)
aj−1
. (3.5)
Proof. We use xi replace with xσ(i), so it’s straightforward to check that the identity is
true.
4 Nontransitive Condition
Define Q1(b) and Q2(b) to be
Q1(b) :=
x0
x1
∏
(i,j)∈Q1
xj
xi
n∏
j=1
(
x0
xj
)
−b
(
xj
x0
q
)
aj−1
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
, (4.1)
Q2(b) :=
x0
x2
∏
(i,j)∈Q2
xj
xi
n∏
j=1
(
x0
xj
)
−b
(
xj
x0
q
)
aj−1
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
. (4.2)
If b ≥ 0, then
Q1(b) =
x0
x1
∏
(i,j)∈Q1
xj
xi
n∏
j=1
(xjq/x0)aj−1(
1− x0xjq
)(
1− x0
xjq2
)
· · ·
(
1− x0
xjqb
) ∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
,
(4.3)
Q2(b) =
x0
x2
∏
(i,j)∈Q2
xj
xi
n∏
j=1
(xjq/x0)aj−1(
1− x0xjq
)(
1− x0
xjq2
)
· · ·
(
1− x0
xjqb
) ∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
.
(4.4)
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Note that the degree in x0 of 1− xjq
i/x0 is zero, the degree in x0 of Q1(b) and Q2(b) are
1− nb. Thus Q1(b) and Q2(b) are proper when n ≥ 2. Lemma 3.1 gives
CT
x0
Q1(b) =
∑
0<r1≤n,
1≤k1≤b
Q1(b | r1; k1) (4.5)
CT
x0
Q2(b) =
∑
0<r1≤n,
1≤k1≤b
Q2(b | r1; k1), (4.6)
where
Q1(b | r1; k1) = Q1(b)
(
1−
x0
xr1q
k1
) ∣∣∣∣
x0=xr1q
k1
Q2(b | r1; k1) = Q2(b)
(
1−
x0
xr1q
k1
) ∣∣∣∣
x0=xr1q
k1
.
For each term in (4.5) and (4.6) we will extract the constant term in xr1 , next perform
further constant term extractions and evaluating one variable at each step. We introduce
some notations from [8] to keep track of the terms we selected.
Let F be rational function of x0, x1, . . . , xn, and for sequences of integers r = (r1, r2, . . . , rs)
and k = (k1, . . . , ks) let Er,kF be the result of replacing xri with xrsq
ks−ki in F for i =
0, 1, . . . , s − 1, where setting r0 = k0 = 0. Then for 0 < r1 < r2 < · · · < rs ≤ n and
0 < ki ≤ b, we define
Q1(b | r;k) = Q1(b | r1, . . . , rs; k1, . . . , ks) = Er,k
[
Q1(b)
s∏
i=1
(
1−
x0
xriq
ki
)]
, (4.7)
Q2(b | r;k) = Q2(b | r1, . . . , rs; k1, . . . , ks) = Er,k
[
Q2(b)
s∏
i=1
(
1−
x0
xriq
ki
)]
. (4.8)
We notice that the right hand side of (4.7) and (4.8) will vanish if all factor in the
denominator of Q1 and Q2 that would be taken zero by operator Er,k.
Lemma 4.1. Let EQ be tournament(Q is subset of E). Then Er,k
A
B of degree in xrs is 0,
if and only if for any r ∈ R,m /∈ R, (r,m) ∈ EQ (It means r beats m). Otherwise Er,k
A
B of
degree in xrs is negative, where
A :=
∏
(i,j)∈Q
xj
xi
, B :=
∏
1≤i<j≤n
1−
qajxj
xi
.
Proof. First we note that Er,k(1−
qajxj
xi
) of degree in xrs is 1(j ∈ R and i /∈ R), otherwise is
0. Thus the term in Er,kB that can contribute degree to xrs which write as next form
s∏
k=1
∏
1 ≤ i ≤ rs
i /∈ R
Er,k
[
(1−
qaj xj
xi
)
]
.
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Then the total degree of xrs is m− rm for∏
1 ≤ i < rm
i /∈ R
Er,k
[
(1−
qajxj
xi
)
]
.
So the degree of Er,kB in xrs is
(r1 + r2 . . . + rs)−
(s+ 1)s
2
. (4.9)
Next, we consider A of degree in xrs , when (i, j) ∈ Q, the degree of Er,k
xj
xi
, when j ∈
R, i /∈ R is 1, i ∈ R, j /∈ R is -1, and other is 0. So we can write A as many product that can
contribute degree to xrs
s∏
i=1
∏
(l, ri) ∈ Q
or (ri, l) ∈ Q
l /∈ R
Er,k
[
xk
xl
]
.
It is easily to know the degree in xrs for∏
(i, xrk ) ∈ Q
or (xrk , j) ∈ Q
Er,k
[
xj
xi
]
is at most rk − k when rk beats m (m /∈ R), so we know the total degree in xrk of Er,kA
is at most r1 + r2 . . . + rs −
(s+1)s
2 only when (r,m) ∈ T (r ∈ R,m /∈ R) the degree of xrs is
equal.
Lemma 4.2. The rational functions Q1(b | r;k) and Q2(b | r;k) have the following two
properties:
i If 1 ≤ ki ≤ ar1 + · · · + ars − 1 for all i with 1 ≤ i ≤ s, then Q1(b | r;k) = 0 and
Q2(b | r;k) = 0.
ii If ki ≥ ar1 + · · ·+ ars for some i with 1 ≤ i ≤ s < n, and if
b 6=
∑
r∈R
ar(R ∈ R1), (4.10)
then
CT
xrs
Q1(b | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤b
Q1(b | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1). (4.11)
iii If ki ≥ ar1 + · · ·+ ars for some i with 1 ≤ i ≤ s < n, and if
b 6=
∑
r∈R
ar(R ∈ R2), (4.12)
then
CT
xrs
Q2(b | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤b
Q2(b | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1), (4.13)
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where
R1 ={R | if r ∈ R, m /∈ R, then (r,m) ∈ EQ1 or |R| = 1
and r(r ∈ R) beats other points except for 1}.
(4.14)
R2 ={R | if r ∈ R, m /∈ R, then (r,m) ∈ EQ2 or |R| ≤ 2,
r ∈ R and m /∈ R, then (r,m) ∈ EQ2 except for
only one point r(r ∈ R) r beaten by 2(2 /∈ R)}.
(4.15)
Proof of property (i). By Lemma 3.2, either 1 ≤ ki ≤ ari − 1 for some i with 1 ≤ i ≤ s, or
1− arj ≤ ki − kj ≤ ari − 1 for some i < j, note that the exceptional case can not happen. If
1 ≤ ki ≤ ari − 1 then Q1(b | r;k) and Q2(b | r;k) has the factor
Er,k
[(
xri
x0
q
)
ari−1
]
=
(
xrsq
ks−ki
xrsq
ks
q
)
ari−1
= (q1−ki)ari−1 = 0.
If 1− arj ≤ ki − kj ≤ ari − 1 where i < j then Q1(b | r;k) and Q2(b | r;k) have the factor
Er,k
[(
xri
xrj
)
ari
(
xrj
xri
q
)
arj−1
]
,
which is equal to
q(
arj
2
)
(
−
xrj
xri
)arj−1(xri
xrj
q−arj+1
)
ari+arj−1
= q(
arj
2
)(−qki−kj)arj−1(qkj−ki−arj )ari+arj−1 = 0.
Proof of property (ii) and (iii). Note that since b ≥ ki for all i, the hypothesis implies that
b ≥ ar1 + · · ·+ ars .
We claim that Q1(b | r;k) and Q2(b | r;k) are proper in xrs .To do this, we rewrite
Q1(b | r;k) as (M1NC1)/(A1DB1) and Q2(b | r;k) as (M2NC2)/(A2DB2) , in which N, D,
M1, M2, A1, A2, B1, B2, C1, C2 are defined by
N = Er,k


n∏
j=1
(
xj
x0
q
)
aj
·
∏
1≤i,j≤n
j 6=i
(
xi
xj
qχ(i>j)
)
ai

 ,
D = Er,k

 n∏
j=1
(
x0
xjqb
)
b
/ s∏
i=1
(
1−
x0
xriq
ki
) ,
M1 = Er,k

 ∏
(i,j)∈Q1
xj
xi

 ,
M2 = Er,k

 ∏
(i,j)∈Q2
xj
xi

 ,
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A1 = Er,k

 ∏
2≤i<j≤n
(1−
qajxj
xi
)

 ,
A2 = Er,k

 ∏
3≤i<j≤n
(1−
qajxj
xi
)

 ,
B1 = Er,k

 ∏
2≤j≤n
(1−
qajxj
x1
)

 ,
B2 = Er,k

 ∏
2≤j≤n
(1−
qajxj
x1
)
∏
3≤j≤n
(1−
qajxj
x2
)

 ,
C1 = Er,k
[
x0
x1
]
,
C2 = Er,k
[
x0
x2
]
,
where χ(S) is 1 if the statement S is true, and 0 otherwise. Note that R = {r0, r1, . . . , rs}.
Then the degree in xrs of
Er,k
[(
1−
xi
xj
qm
)]
is 1 if i ∈ R and j 6∈ R, and is 0 otherwise, as is easily seen by checking the four cases.
Clearly the degree in xrs of Er,k x
bi
i is bi if i ∈ R and is 0 otherwise. Thus the parts of N
contributing to the degree in xrs is
Er,k

 s∏
i=1
∏
j 6=r0,...,rs
(
xri
xj
qχ(ri>j)
)
ari

 ,
which has degree (n− s)(ar1 + · · ·+ars). The parts of D contributing to the degree in xrs are
Er,k

 ∏
j 6=r0,...,rs
(
x0
xjqb
)
b

 ,
which has degree (n− s)b. The part of B1 of degree in xrs is
Er,k

 ∏
1≤i≤s
1<ri
(1−
qarixri
x1
)

 .
Thus the part B1 of degree in xrs is χ(1 /∈ R) · s. The part B2 of degree in xrs is
Er,k

 ∏
1≤i≤s
1<ri
(1−
qarixri
x1
)
∏
1≤i≤s
2<ri
(1−
qarixri
x2
)

 .
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So B2 of degree in xrs is χ(1 /∈ R) · s+ χ(2 /∈ R) · (s − χ(1 ∈ R)). The part of C1 degree of
xrs is 1 − χ(1 ∈ R) and the part of C2 degree in xrs is 1 − χ(2 ∈ R). Thus the total degree
of Q1(b | r;k) in xrs is
dt1 = (n− s)(ar1 + · · ·+ ars − b)− χ(1 /∈ R) · s+ 1− χ(1 ∈ R) + dt1 . (4.16)
The total degree of Q2(b | r;k) in xrs is
dt2 =(n− s)(ar1 + · · · + ars − b)− χ(1 /∈ R) · s−
χ(2 /∈ R) · (s− χ(1 ∈ R)) + 1− χ(2 ∈ R) + dt2 .
(4.17)
where dt1 is the degree of
M1
A1
in xrs and dt2 is the degree of
M2
A2
in xrs
For dt1, note that dt1 is at most 0 by Lemma 4.1.
If 1 /∈ R, then −χ(1 /∈ R) · s + 1 − χ(1 ∈ R) is negative except for s=1, next we apply
Lemma.4.1 for dt1, dt1 is negative except for a point r (r beats other points except for 1), but
b 6= a1 + ar, hence dt1 < 0.
If 1 ∈ R, then −χ(1 /∈ R) · s + 1 − χ(1 ∈ R) = 0, next we apply Lemma.4.1, dt1 is negative
except for any r ∈ R,m /∈ R, (r,m) ∈ EQ1, so dt1 is negative since b 6=
∑
r∈R1
ar.
For dt2, note that dt2 is at most 0 by Lemma 4.1.
If 1 ∈ R and 2 ∈ R, then −χ(1 /∈ R) · s − χ(2 /∈ R) · (s − χ(1 ∈ R)) + 1 − χ(2 ∈ R) = 0.
Applying Lemma.4.1, dt2 is negative except for any r ∈ R,m /∈ R, (r,m) ∈ EQ2, so dt2 is
negative since b 6=
∑
r∈R2
ar.
If 1 ∈ R and 2 /∈ R, then −χ(1 /∈ R) · s−χ(2 /∈ R) · (s−χ(1 ∈ R))+ 1−χ(2 ∈ R) is negative
except for a point r (r beats other points except for 1 and 2), but b 6= a1+ ar, hence dt2 < 0.
If 1 /∈ R and 2 ∈ R, then −χ(1 /∈ R) · s−χ(2 /∈ R) · (s−χ(1 ∈ R))+1−χ(2 ∈ R) is negative.
If 1 /∈ R and 2 /∈ R, then −χ(1 /∈ R) · s− χ(2 /∈ R) · (s − χ(1 ∈ R)) + 1− χ(2 ∈ R) is always
negative.
So Q1(b | r;k) and Q2(b | r;k) are proper in xrs . Next we apply Lemma 3.1. For any rational
function F of xrs and integers j and k, let Tj,kF be the result of replacing xrs with xjq
k−ks
in F . Since xrsq
ks/(xjq
k) is large when j < rs and is small when j > rs , Lemma.3.1 gives
CT
xrs
Q1(b | r;k) =
∑
rs<rs+1≤n
1≤ks+1≤h
Trs+1,ks+1
[
Q1(b | r;k)
(
1−
xrsq
ks
xrs+1q
ks+1
)]
, (4.18)
CT
xrs
Q2(b | r;k) =
∑
rs<rs+1≤n
1≤ks+1≤h
Trs+1,ks+1
[
Q2(b | r;k)
(
1−
xrsq
ks
xrs+1q
ks+1
)]
. (4.19)
It is necessary to show that the right-hand side of (4.18) and (4.19) is equal to the right-hand
side of (4.11) and (4.13). Set r′ = (r1, . . . , rs, rs+1) and k
′ = (k1, . . . , ks, ks+1). Then the
equality follows easily from the identity
Trs+1,ks+1 ◦ Er,k = Er′,k′ . (4.20)
To check that (4.20) holds, we see
(Trs+1,ks+1 ◦ Er,k)xri = Trs+1,ks+1
[
xrsq
ks−ki
]
= xrs+1q
ks+1−ki = Er′,k′ xri ,
and if j /∈ {r0, . . . , rs} then (Trs+1,ks+1 ◦ Er,k)xj = xj = Er′,k′ xj .
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Theorem 4.3. If EQ1 is a nontransitive tournament, then
CT
x
x0
x1
∏
(i,j)∈Q1
xj
xi
Dn(x,a, q) = 0.
Proof. Applying Lemma 2.1, LHS is polynomial of degree at most |a| − n − 1 in qa0 . Doing
mathematics inductive to show CTxQ1(b | r;k) = 0 for n-s when b ∈ {1, 2, · · · , sn} and
b 6=
∑
r∈R ar(R ∈ R1) and R1 is define in (4.14).
If n-s=0, we use Lemma 4.2(i), it implyQ1(b|r;k) = 0, then show n−s = k ⇒ n−s = k+1.
If b < ar1+ar2 · · ·+ars, Lemma 4.2(i) gives Q1(b|r;k) = 0, otherwise we apply Lemma 4.2(ii),
CT
xrs
Q1(b | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤b
Q1(b | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1). (4.21)
We obtain Q1(b) have |a| − |R1| zero point. Finally we need to estimate the number
of zero point. We regard |R1| as two parts union, R1 = N1 ∪ N2, where N1 = {R |
if r ∈ R and m /∈ R, then (r,m) ∈ EQ1} and N2 = {R | |R| = 1 and r(r ∈ R and r 6= 1 )
beats other point except for 1}. It’s obviously to know |N2| is at most 1. And we can obtain
|N1| is less than n-1 by Lemma 3.3. So |R1| is at most n-1. Hence we can find CTxQ1(b) = 0
at |a| − n+ 1 points, it imply CTxQ1(b) = 0.
Theorem 4.4. If EQ2 is a nontransitive tournament, then
CT
x
x0
x2
∏
(i,j)∈Q2
xj
xi
Dn(x,a, q) = 0.
Proof. Applying Lemma 2.1, LHS is polynomial of degree at most |a| − n − 1 in qa0 . Doing
mathematics inductive to show CTxQ2(b | r;k) = 0 for n-s when b ∈ {1, 2, · · · , sn} and
b 6=
∑
r∈R ar(R ∈ R2) and R2 is define in (4.15).
If n-s=0, we use Lemma 4.2(i), it imply Q2(b | r;k) = 0. Then show n− s = k ⇒ n− s =
k+1. If b < ar1 + ar2 · · ·+ ars , applying Lemma 4.2(i), we obtain Q2(b | r;k) = 0, otherwise
we apply Lemma 4.2(iii),
CT
xrs
Q2(b | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤b
Q2(b | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1). (4.22)
We obtain CTxQ2(b) have |a|−|R2| zero point in q
a0 . Finally, we need to estimate the |R2|.
We still regard it as two parts union. R2 = N3 ∪N4, where N3 = {R | if r ∈ R, m /∈ R, then
(r,m) ∈ EQ2} and N4 = {R | |R| ≤ 2, r ∈ R and m /∈ R, then (r,m) ∈ EQ2 except for only
one point r(r ∈ R) r beaten by 2(2 /∈ R)}. Lemma 3.3 show |N3| less than n-1, it is easily
find N4 = {{1, r}}(r beats other points except for 1,2) or N4 is empty. So |R2| is less than
n. So we can show CTxQ2(b) = 0 at |a| − n+ 1 points, it implies CTxQ2(b) = 0.
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5 Transitive Condition
Let Q1 and Q2 be empty, we use Laurent series to proof a special case for transitive condition.
And using some properties for q-Dyson style product to proof general cases. Define Q3(b)
and Q4(b) to be
Q3(b) :=
x0
x1
n∏
j=1
(
x0
xj
)
−b
(
xj
x0
q
)
aj−1
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
, (5.1)
Q4(b) :=
x0
x2
n∏
j=1
(
x0
xj
)
−b
(
xj
x0
q
)
aj−1
∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
. (5.2)
If b ≥ 0, then
Q3(b) =
x0
x1
n∏
j=1
(xjq/x0)aj−1(
1− x0xjq
)(
1− x0
xjq2
)
· · ·
(
1− x0
xjqb
) ∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
, (5.3)
Q4(b) =
x0
x2
n∏
j=1
(xjq/x0)aj−1(
1− x0xjq
)(
1− x0
xjq2
)
· · ·
(
1− x0
xjqb
) ∏
1≤i<j≤n
(
xi
xj
)
ai
(
xj
xi
q
)
aj−1
. (5.4)
Q3(b | r;k) = Q3(b | r1, . . . , rs; k1, . . . , ks) = Er,k
[
Q3(b)
s∏
i=1
(
1−
x0
xriq
ki
)]
, (5.5)
Q4(b | r;k) = Q4(b | r1, . . . , rs; k1, . . . , ks) = Er,k
[
Q4(b)
s∏
i=1
(
1−
x0
xriq
ki
)]
. (5.6)
Next, we interested in points {1, 2 · · · sn} / {s1, · · · sn, a2} for Q3(b) and {1, 2 · · · sn} /
{s1, · · · sn, a1 + a3} for Q4(b), since we obtain it from (4.14) and (4.15). Picking b=0 as
addition point for Q3(b) and Q4(b), and it is necessary to use (i) to solve (ii).
Lemma 5.1.
CT
x
Q3(0) =
(qa1 − qa2)
1− qa2
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1 − qsi
. (5.7)
15
Proof. Applying Theorem 1.4:
CT
x
Q3(0) =CT
x
x0
x1
n∏
i=1
(
qxi
x0
)ai−1
∏
1≤i<j≤n
(
xi
xj
)ai(
qxj
xi
)aj−1
=CT
x
n∑
i=1
qai − q
1− q
xi
x1
∏
1≤i<j≤n
(
xi
xj
)ai(
qxj
xi
)aj−1
=
qa1 − q
1− q
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1− qsi
−
qa2 − q
1− q
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1− qs
′
i
=
(qa1 − qa2)
1− qa2
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1− qsi
,
where s′1 = a2, s
′
k =
∑k
i=1 ai(k ≥ 2).
Lemma 5.2. Let a0 = −b, then
CT
x
Q3(b) =
( qa1 − qa2
1− qa0+a2
) (q)a0+a1+···+an
(q)a0(q)a1 · · · (q)an
n∏
i=1
1− qai
(1− qa0+si)
. (5.8)
Proof. By Lemma 2.1, LHS is a polynomial of qa0 at most |a| − n− 1. Applying Lemma 2.3
RHS is polynomial of qa0 and the zero points are {−1,−2, · · · ,−sn}/{−s1,−s2, · · · ,−sn,−a2}.
If b ∈ {1, 2, · · · , sn}/{s1, s2 · · · , sn, a2}, then doing mathematics inductive to show
CTxQ3(b |r;k) = 0 for n-s. If n-s=0, then Lemma 4.2(i) gives Q3(b |r;k) = 0. Then consider
n − s = k ⇒ n − s = k + 1 if b < ar1 + ar2 · · · + ars+1 , Lemma 4.2(i) gives Q3(b | r;k) = 0,
otherwise we apply Lemma 4.2(ii), we obtain
CT
xrs
Q3(b | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤b
Q3(b | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1). (5.9)
Now every term CTxQ3(b | r;k) = 0. Finally, we obtain the addition point b = 0 by
Lemma 5.1.
Lemma 5.3.
CT
x
Q4(0) =
(1 + qa1)(qa2 − qa3)
1− qa1+a3
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1− qsi
. (5.10)
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Proof. By Theorem 1.4 and Lemma 5.2:
CT
x
Q4(0) =CT
x
x0
x2
n∏
i=1
(qxi
x0
)
ai−1
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
=CT
x
n∑
i=1
qai − q
1− q
xi
x2
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
=
(qa1 − q)(qa2 − qa3)
(1− q)(1− qa1+a3)
(q)a1+a2+···+an
(q)a1(q)a2 + · · · + (q)an
n∏
i=1
1− qai
1− qsi
+
qa2 − q
1− q
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1− qsi
−
qa3 − q
1− q
(q)a1+a2+···+an
(q)a1(q)a2 + · · ·+ (q)an
n∏
i=1
1− qai
1− qs
′
i
=
(1 + qa1)(qa2 − qa3)
1− qa1+a3
(q)a1+a2+···+an
(q)a1(q)a2 + · · · + (q)an
n∏
i=1
1− qai
1− qsi
,
where s′2 = a1 + a3 and s
′
k =
∑k
i=1 ai(k 6= 2).
Lemma 5.4. Let a0 = −b, then
CT
x
Q4(b) =
(1 + qa1)(qa2 − qa3)
(1− qa0+a1+a3)
(q)a0+a1···+an
(q)a0(q)a1 · · ·+ (q)an
n∏
i=1
1− qai
1− qa0+si
. (5.11)
Proof. We apply Lemma 2.1, LHS is a polynomial of qa0 at most |a| −n− 1. By Lemma 2.3,
RHS is polynomial of qa0 and the zero points are {−1, · · · ,−sn}/{−s1,−s2, · · · ,−sn,−a1 −
a3}.
If b ∈ {1, 2, · · · , sn}/{s1, s2 · · · , sn, a1 + a3}, then doing mathematics inductive to show
CTxQ4(b|r;k) = 0 for n-s. If n-s=0, using Lemma 4.2(i), it imply Q4(b|r;k) = 0. Then show
n− s = k ⇒ n− s = k+1 if b < ar1 + ar2 · · ·+ ars+1 , applying Lemma 4.2(i) Q4(b | r;k) = 0,
otherwise we apply Lemma 4.2(iii),
CT
xrs
Q4(b | r;k) =
∑
rs<rs+1≤n,
1≤ks+1≤b
Q4(b | r1, . . . , rs, rs+1; k1, . . . , ks, ks+1). (5.12)
Now every term CTxQ4(b | r;k) = 0. Finally, the addition point b = 0 proof by Lemma 5.3.
Proof of corollary 1.7 and main theorem 1 and 2 for transitive condition: Now we notice all
transitive condition are included in corollary 1.7, since we can pick σ as winner permutation
in EQ1 and EQ2. So we only need proof corollary 1.7.
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(i) Applying Lemma 2.2, Lemma 3.4 and Lemma 5.2, then
CT
x
xσ(1)
xσ(2)
∏
(i,j∈Q)
xi
xj
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
=(−1)|Q|CT
x
xσ(1)
xσ(2)
∏
1≤i<j≤n
(xσ(i)
xσ(j)
)
aσ(i)
(qxσ(j)
xσ(i)
)
aσ(j)−1
=(−1)|Q|CT
x
x1
x2
∏
1≤i<j≤n
(xi
xj
)
aσ(i)
(qxj
xi
)
aσ(j)−1
=(−1)|Q|
qaσ(2) − qaσ(3)
1− qaσ(1)+aσ(3)
(q)a1+a2+···+an
(q)a1(q)a2 · · · (q)an
n∏
i=1
1− qaσ(i)
1− qσi
.
(ii) We apply Lemma 2.2, Lemma 3.4 and Lemma 5.4, then
CT
x
xσ(1)
xσ(3)
∏
(i,j∈Q)
xi
xj
∏
1≤i<j≤n
(xi
xj
)
ai
(qxj
xi
)
aj−1
=(−1)|Q|CT
x
xσ(1)
xσ(3)
∏
1≤i<j≤n
(xσ(i)
xσ(j)
)
aσ(i)
(qxσ(j)
xσ(i)
)
aσ(j)−1
=(−1)|Q|CT
x
x1
x3
∏
1≤i<j≤n
(xi
xj
)
aσ(i)
(qxj
xi
)
aσ(j)−1
=(−1)|Q|
(1 + qaσ(2))(qaσ(3) − qaσ(4))
1− qaσ(1)+aσ(2)+aσ(4)
(q)a1+a2+···+an
(q)a1(q)a2 · · · (q)an
n∏
i=1
1− qaσ(i)
1− qσi
.
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