Introduction
Personalisation allows the user to be presented with information based on his own preferences or profile. It assumes that every user is unique, and claims that consequently also information preferences are unique.
The term is often confused with customisation (allowing the user to customise, i.e., some interface), but is yet more powerful.
One can beter understand the concept of personalisation by considering the following example. At a search engine, somewhere on the Internet, two users enter the same search query: Grand Canyon. Normally, one would expect the search engine two respond to these equal queries by returning the same list of documents to both these users. The topics of the documents in this list will range from the history of the grand canyon and ecological data on the grand canyon to gift shops and hotels in northern Arizona. But let's now consider some additional information. We know that the first of these two users has just visited several other web sites: a hotel in the area of the Grand Canyon was booked and several touristic web sites were visited. From this, a personalisation system might deduce that this user might be most interested in touristic information on the canyon.
From the second user we have no browsing history, but from the I.P. address we can see that this user comes from the geological department of a certain university. Most likely, this user is a scientist who wants geological information on the Grand Canyon.
Users generally are bad at formulating adequate search queries. This example illustrates that despite the bad communication, specific information can be selected with the aim to provide the user with information tailored to their preference. With this ability, personalisation can be seen as one of the artificial-intelligence methods that aim at solving the problems with information searches (e.g., see Spek et al. (2003) ).
In the next sections, we will discuss the methods of profiling (section 2), some drawbacks and needed developments (section 3), and an example where personalisation is applied succesfully (section 4).
Profiling
We need to collect and store the users preferences before we can anticipate on these preferences. Such a collection of preferences (or data from which these preferences can be derived) is called a profile. We will now discuss several methods to create such a profile
Collecting profile data
The most direct way to collect data for profiling is by performing relevance feedback (Croft et al., 2001) . Shearin and Lieberman (2001) provides an example of relevance feedback by showing a real estate agent using these principles to acquire knowledge on the user's wishes.
A big disadvantage, that makes relevance feedback almost unusable in some cases, is that constant user intervention is required to score items. When using a searching engine, people will get tired of rating every document that is returned. To avoid this problem some methods of collecting data indirectly have been developed. For instance, one can look at the history of documents visited. Or one can assume that when a document is open for a long time, the user find this document more interesting than the previous document that was closed within some seconds.
Profile types
After the data for the profiles has been collected, the system has to interpret them. Therefore, three types of profiles, with associated profile analysis, can be distinguished: specifying rule-based profiles, content-based filtering, and collaborative filtering. Also hybrid forms are possible.
Rule-based personalisation
Specifying rules is the most basic option for personalisation. The user, or some expert, can specify a set of rules to score objects on. These rules can be very simple, like a single keyword, or fairly complex using multiple keywords and boolean operators.
The disadvantages of this method is that rules have to be created. Sometimes these can be extracted automatically. For instance, geographical locations can be derived from IP-addresses. In other cases, the rule bases have to be constructed manually.
Content-based personalisation
With content-based personalisation, or induction, a profile is composed out of the user's history of past interests (e.g., Terveen et al. (2002) ; Kim and Chan (2003) ; Wright (2003) ). This often involves logging the user's actions.
A big advantage of this method is that users can get insight into the motivation why items are considered interesting for them. They are expected to like document A because they also liked document B and C. Disadvantages of this method are the fact that outlying items might cause problems: they will not be recommended, and they are of no help for the recommendation of other documents. Also, contentbased personalisation is somewhat genre-specific. A system that knows a users preferences in scientific computer science literature has no clue what kinds of fiction novels this user likes.
Collaborative filtering
With collaborative filtering, or deduction, one gathers knowledge on general user traits, and models this into a profile (Wright, 2003) .
Compared to content-based personalisation collaborative filtering has some potential to cross genre-borders. However, it does not give acceptable insight to the user on why items are recommended. An argumentation such as "We think you like this document because you are similar to John and Peter" is less likely to be accepted by a user than the argumentation given by content-based systems. Collaborative filter system also bias popular items, since these get recommended more often. This will make them more popular again, and this circle starts over. Outlying users cannot be covered by these systems, and also items must be reviewed for several times before they can be recommended. Finally, recommender systems also face the problem of having many items and only a few users (Wright, 2003) .
Drawbacks and needed developments
There still are drawbacks concerning personalisation that need to be researched. There still all technical limitations with the collecting of the needed data, and maybe even more important, there are a large amount of ethical issues involved. There is a thin line between collecting data for the user's benefit and an Orwellian way of spying.
In the field of profiling methods, there are still some issues concerning the creation, maintenance and interpreting of profiles. For instance, when a person gets promoted and has a new function, the interest might also shift. And besides that, even geologists go on holiday.
A personalisation example
Personalisation, or so-called 'recommender systems', have some succesful implementations. For example, many people know them from e-commerce webshops, such as Amazon.com, where products are recommended.
Another succesful example is the Grouplens project by the University of Minnesota (i.e., see Konstan et al. (1997); Herlocker et al. (2000) ). A derivative of this project is Movielens 1 , a movie-recommender system that is free to use for the Web audience. A screenshot is presented in figure 1. It uses a collaborative filtering mechanism, where the user has to rate some movies. After the user has entered sufficient data, the system matches the user with neighbours and gives predictions based on this data. This system has some additionally nice features. For instance, you can match up with 'buddies' (friends that also use the system), and Movielens will then find some movies that you both haven't rated yet and that the system believes you both might like.
Conclusions
Personalisation promises to provide great benefits. On a basic level, e.g., sending announcements concerning a certain working site only to employees that work there, it is already applied in many places. On a more advanced level, the promises are even higher, but this still asks for the necessary research.
