The market potential indicator is a commonly used tool in transport planning for evaluating the potential economic effects derived from improvements in transport infrastructures. The general assumption is that exports from a given region will rise with increased accessibility, thus benefiting economic activities. However, the specification of the market potential model is typically very simple and ignores both the impact of competing rivals and the role of international borders, which leads to unrealistic results. Spatial interaction models on bilateral trade have already proved that international trade is affected by multilateral resistance, borders, adjacency, language or currency. Nevertheless, apart from some recent analyses that simply calibrate the distance decay parameter from trade datasets, these variables have hardly been integrated into research on market potential. This paper sets out to demonstrate that more realistic results are obtained by calibrating the distance-decay parameter and introducing the impact of competing rivals and border effects into the market potential formulation. The proposed model is then applied to the assessment of the accessibility impacts of new road transport infrastructure in the European Union between 2001 and 2012, which shows that the greatest improvements in accessibility were experienced by peripheral countries with high road infrastructure investment.
Introduction
The concept of accessibility established by Harris (1954) and Hansen (1959) refers to the measurement of opportunities available to a particular place. Seen from this viewpoint, it is accessibility, rather than transport infrastructure, that is a key factor in understanding regional development, both existing and potential (Wegener, 1995) , based on consideration of the relative position of a particular place in relation to the whole system. Different specifications of potential accessibility have been used to estimate the number of opportunities available to a certain place. These potential accessibility indicators assume that the number of trade opportunities increases with the size of each destination and decreases with the distance between origin and destination.
Knowing the potential accessibility to markets, and where potential markets are located, is of great help to policy makers for designing regional development strategies. Similarly, transport planners, both at regional level and above, are interested in knowing which markets are less accessible as a result of insufficient or inefficient transport networks. In addition, market potential figures serve as an assessment tool for checking the impact of transport measures on the potential development of regions, a good example being the pan-European analysis by Spiekermann and Wegener (2006) .
In the case of potential accessibility to international markets, the effect of borders on trade has to be considered in order to obtain accurate estimations of the number of opportunities that are reachable from a particular location in an international environment. There is a broad literature on assessment of the magnitude of such border effects, especially since the study by McCallum (1995) , who found that Canadian provinces trade 22 more times between themselves than with a US state, distance and other factors being equal.
In addition to the role of international borders and other proxies for cultural closeness, there is a need for estimations of market potential to integrate the relative position of each particular place in relation to the whole system. In this way, the number of opportunities reachable from a particular place can be calibrated in relation to the size of all markets and the distance between them. This issue of so-called multilateral resistance was addressed by Anderson and van Wincoop (2003) .
While special care is taken to produce homogeneous results throughout the European territory, apart from size and distance between origin and destination other factors affecting potential accessibility are rarely considered. In contrast to the above-mentioned findings on the effects of borders on trade and the role of competing rivals, border effects and multilateral resistance are usually ignored in most research on potential accessibility. This is evidenced by the absence of any consideration of this issue in the extended review by Rietveld and Bruinsma (1998) , the brief mention it gets in the review by Spiekermann and Neubauer (2002) , and the abundance of models assuming that opportunities are equally accessible in a national and an international environment (ESPON, 2015 (ESPON, , 2007 Schürmann and Talaat, 2002; Stelder, 2014) . Concern about the role of competing rival countries was only linked to the estimation of the border effect after it was addressed by Anderson and van Wincoop (2003) , but was usually simplified into remoteness indices or fixed effects. Some exceptions are found in the work by Head and Mayer (2004) and Huber et al. (2006) , who introduced the border effect and other impedances to international trade. However, their estimation of multilateral resistance was based simply on fixed effects and they failed to give a realistic measurement of the distance between origin and destination.
Most research on the role of borders and other factors influencing international trade has paid little attention to the way distance is measured and integrated in the model. Although there was great interest in defining the effects of borders or competing rivals, distance was typically measured without considering real connectivity through the transport network. Most of the discussion focused on the bias arising from the way domestic versus international distances were estimated. Based on the discussion started by Wei (1996) , Head and Mayer (2002) provided a methodology to measure both international and domestic distances homogeneously, which was subsequently used by Chen (2004) and more recently by Mayer and Zignago (2011) and by Bruyne et al. (2013) . However, none of them addressed the impact of approximating transport costs through a realistic measurement of distance. This is surprising, given the globalisation trend in which real transport costs are less directly linked to physical distancenot to mention the simplistic Euclidean or great circle distance. Still, most applications use a simple distance conceptualisation, such as great circle distance (Anderson and van Wincoop, 2003; Bacaria-Colom et al., 2013; Behrens et al., 2012; Bruyne et al., 2013; Bussière et al., 2005; Chen, 2004; Mayer, 2004, 2002; Wei, 1996) or area-based functions (Helliwell and Verdier, 2001; Helliwell, 2002; Nitsch, 2000) . A few exceptions are found in American literature with the use of kilometres along the road network according to a road atlas (Wolf, 2000 (Wolf, , 1997 or the reported distance gathered from a survey (Hillberry and Hummels, 2003) .
Building upon homogeneous methodology to estimate both domestic and international measurements, Salas-Olmedo et al. (2014) provide an in-depth analysis on the influence of different distance conceptualisations on the estimation of border effects. According to them, travel time is considered to be a realistic approach to generalised transport costs. Both of these more realistic and complex distance measurements suggest an underestimation of previous home bias estimations derived from Euclidean distances.
Our interest lies in assessing the economic impact of transport infrastructure in Europe by integrating the abovementioned three lines of research: potential accessibility, border effects and multilateral resistance. We introduce two subsequent improvements to the market potential model. First, the role of all competing rivals is introduced with a new variable measuring multilateral resistance. The next step is to test and calibrate this and other significant variables, such as borders, adjacency or language, using a trade gravity model. The calibrated parameters of the significant variables are then included in the market potential specification in order to analyse the impact of new infrastructures on accessibility. Unlike previous papers, which overestimate the international impact of new infrastructures, we obtain more realistic results, since the role of competing countries and the effect of borders is taken into consideration.
The structure of the paper is as follows: Sections 2 and 3 set out the specific background on previous research related to market potential, and to the border effect and multilateral resistance, respectively. Section 4 details the methodology and includes a final subsection describing the data sources. The main results of this research are presented in Section 5, with subsections devoted to a deeper understanding of the role of competing rivals, calibration of the model and the market potential distribution at national and regional level in 2012, as well as the changes brought about by investment in transport infrastructure since 2001. The last section of the paper consists of conclusions and final remarks.
Measuring accessibility: the market potential indicator
Accessibility is a blurred concept that has been defined in many ways. In-depth reviews and typologies can be found in Rietveld and Bruinsma (1998) and Geurs and van Wee (2004) . In this study, we are interested in the seminal definition provided by Harris (1954) and Hansen (1959) , who focus their interest on measuring the potential for interaction. From the perspective of economic activities, the potential for interaction can be measured as the size of the markets that can be accessed from a particular location through a transport network, bearing in mind that the chances to trade with a particular market decrease with distance. The larger the size of surrounding markets, and the smaller the distance to them, the higher the economic potential of a place.
The market potential indicator has been used extensively in transport studies to measure the impact of new transport infrastructures (for example, Condeço-Melhorado et al., 2011; Dundon-Smith and Gibb, 1994; Gutiérrez, 2001; Gutiérrez et al., 2011; López et al., 2009; Martin et al., 2010; Spence and Linneker, 1994; Stepniak and Rosik, 2013) . The assumption underlying the use of this model is that regions with better access to markets have a higher probability of being economically successful (Wegener and Bökemann, 1998) . In transport planning this indicator measures the market potential of each place in each of the scenarios considered (with and without project) and the changes in market potential caused by the new infrastructure. The general function of the market potential is shown in Eq. (1) (Krugman, 1992) :
where the accessibility of region i (M i ) is a function of the sum of the size of destinations (Y j ) and the distance between origin and destination (D jk ). The distance is usually measured in terms of kilometres, travel time or transport costs. The g parameter needs to be calibrated in order to estimate the declining function of distance. Some studies do not calibrate this parameter but use exponent 1 or 2 Gutiérrez, 2001; Holl, 2011 Holl, , 2007 Keeble et al., 1988; Lopez, 2005; Tagai et al., 2008) . Others use the exponential function with a variety of ad hoc parameters (see Rosik et al., 2015 for a summary). Fortunately, the growing availability of origin-destination matrices facilitates the calibration of this distance decay parameter, using gravity models in order to obtain more realistic results (see, for example, Condeço-Melhorado et al., 2011; Reggiani and Bucci, 2008; Reggiani et al., 2011) . It has been demonstrated that this exponent has a dramatic influence on accessibility results (Condeço-Melhorado et al., 2013) . Because the effects of new infrastructures may be not confined to the countries where they are constructed, but spill over their limits into other countries as well, the border effect and other factors influencing international trade should also be considered. In fact, not considering such factors should be reflected in an overestimation of international spillovers. These factors have been widely included in gravity trade models, but surprisingly they have been ignored in most accessibility studies at international level. The following section examines in more detail the role of borders and competing rivals present within the system.
The border effect and multilateral resistance: the role of competing rivals
The seminal study by McCallum (1995) sparked a growing interest in disentangling the behaviour of international trade. The focus was initially on estimating home bias due to the border effect, using of a gravity model in which trade was a function of the size of the origin and destination markets and the distance between them, and a new binary variable that distinguished domestic from international trade between US states and Canadian provinces. McCallum estimated that international trade between a Canadian province and a US state is 22 times lower than trade between two Canadian provinces, distance and other factors being equal.
Several papers applied McCallum's gravity equation, incorporating a series of new variables such as adjacency, common language or shared currency. For example, Wei (1996) estimated the border effect in several sets of countries with different models. He found that controlling for remoteness, adjacency and language reduces the border effect from 9.7 to 2.6 in OECD countries. Further research has also downgraded McCallum's estimation to lower values, reporting that European countries typically trade within their own borders between 2 and 10 times more than with other European countries (Chen, 2004; Nitsch, 2000; Wei, 1996) .
According to Salas-Olmedo et al. (2014) , border effect estimations seem to be strongly affected both by the Rotterdam effect 1 and by the distance metric (i.e. Euclidean vs. travel time). Once the Rotterdam effect was removed and distance modelled as travel time or generalised transport costs in a set of 18 European countries, the authors estimated that these countries trade 15 times less between each other than within their own borders. The gravity model received critics because of its weak theoretical foundations and due to the influence of the size of the study areas over the results obtained. Yet, empirical-based gravity equations are useful as descriptive tools that allow the analysis of changes over time, for example before and after the extension of the EU, or before and during the economic crisis. Anderson and van Wincoop (2003) raised a crucial issue relating to the role of the relative position of each country within the whole system. The authors criticised the traditional gravity model because it did not take the role of competing rivals into consideration. In other words, McCallum's and similar gravity equations establish that exports from country A to country B are a function of the size of A and B and the distance and barriers between them, but do not take into account their relative position in a system of n countries. Anderson and van Wincoop (2004) consider three alternatives for introducing this so-called multilateral resistance to trade: (a) the introduction of a function of bilateral distances and a dummy variable for international borders van Wincoop, 2003, 2001; Minondo, 2005 Minondo, , 2007 ; (b) the introduction of region-specific dummies (Bacaria-Colom et al., 2013; Behncke, 2013; Bussière et al., 2005; Feenstra, 2004) ; and (c) the use of price indices (Behrens et al., 2012; Bergstrand, 1985; Egger and Larch, 2011; Head and Mayer, 2000; Serlenga and Shin, 2013) .
Remoteness indices have come in for considerable criticism because the only factor they assess is distance and they frequently lack significance (Head and Mayer, 2014) . van Wincoop (2001, 2003) modified this approach by incorporating the border effect into the equation and linking it to the theory, although the approach was still strongly econometric. The fixed effects approach was mostly criticised for being artificial and requiring excessive computing resources for large study areas where the symmetric assumption does not apply (Minondo, 2005) . The main criticism of the price indices approach relates to the lack of observable data and disconnection from distance and other factors affecting trade (Bacaria-Colom et al., 2013; Bruyne et al., 2013; Feenstra, 2004) .
Within this framework, our research builds upon the highly accepted approach developed by Anderson and van Wincoop in 2003 . They introduced multilateral resistance by estimating a function of the observable trade costs and a dummy variable replacing the border effect with its opposite, thereby accounting for home bias due to the presence of borders. All bilateral resistances are included in the equation, thus linking their solution to the theory. This approach was followed in subsequent research (Bruyne et al., 2013; Minondo, 2005 Minondo, , 2007 .
The main difference between our approach and the van Wincoop (2001, 2003) specification lies in the full consideration that our approach gives to the spatial perspective. We propose a new indicator of Spatial Multilateral Resistance (SMLR) that relates the distance and market size of all potential markets that interact with each bilateral relationship (see further details in Section 4.3).
Our gravity-based approach for estimating multilateral resistance to potential trade allows for integration of the role of international borders and is consistent with the market potential gravity model. Our specification is based fully on observable data and is easy to compute, regardless of the number of locations involved. Integrating and calibrating the role of competing rivals and the effects of borders and distance decay with real data creates a richer perspective than the fixed effect or price indices approach.
Methodology and data

The two step model
In order to obtain a more realistic formulation of the market potential indicator, we propose in this paper a methodology that considers not only the mass of the destination countries and the distance to them, but also the role of competing countries (multilateral resistance) and other barriers to trade (such as border effect, adjacency and language). These variables are calibrated using a gravity trade model and then, if significant, introduced into the market potential specification. In this sense, we are not trying to find the best trade model specification but a simple formulation consistent with market potential. We therefore calibrated and assessed the role of each of these variables in international trade by solving a gravity equation using Ordinary Least Squares (OLS). Formula (2) contains the simplest model to which we added the new variables on a oneto-one basis.
where X ij is the bilateral trade from country i to country j; Y is the size of the market, and D is the distance between i and j. In this equation, b 3 indicates the distance decay parameter.
The second step in our methodology is to introduce the distance decay parameter as well as other variables and their coefficients that are found to be significant in the market potential specification. The initial market potential equation (formula (1)) will then be modified accordingly as in formula (3):
where P i is the market potential of country i, Y j is the size of destination j, D ij is the distance between country i and country j, b 3 is the distance decay parameter from formula (6), and var a x and so on represent the value and parameters of the significant variables as extracted from the gravity Eq. (2).
As in previous studies, our formulation needs a single distance decay value for results across study areas to be comparable. Similarly, the border effect and any other coefficient also need to be globally calibrated. In addition, we aim to calculate the part of the market potential that is a consequence of direct investment in transport infrastructure. To do this, we backdated distance measurements to a previous year and kept the rest of the variables and all the coefficients in current time. The difference between current and distance-backdated market potential reveals the impact of transport investment on the market potential of European countries and regions.
Similarly, we applied country-level gravity trade calibration coefficients to the market potential calculation at regional level in order to detect spatial patterns within the countries and potential differences across international borders.
The great differences in the sizes of European regions bring the Modifiable Areal Unit Problem (MAUP) to the fore. The ESPON report on the MAUP (ESPON, 2006) offers a variety of solutions to minimise the impact of the MAUP on results produced on a regional scale. One solution is to use a combination of NUTS 2 and 3 regions, which is particularly useful for our study since it respects international boundaries. Consequently, we updated the NUTS2 & NUTS3 unit combination provided in the EU-LUPA project with the new NUTS 2010 version for which most data is available for different years.
Calculation of bilateral and internal travel times
Region-to-region travel time was computed using a commercial GIS (ArcGIS 10.1) that includes specific network simulation routines for calculating minimum paths through the network. Formulas (4) and (5) were used to obtain the travel time between the exporter country i and the importer country j as the GDP-weighted average of travel time between all regions in the country of origin i and all regions in the destination country (see Head and Mayer, 2002; Chen, 2004) :
where D ij is the travel time between county i and country j, D mimj is the travel time between region m in country i and region m in country j, GDP m is the GDP of region m and GDP is the total GDP. To estimate the internal travel time of each region, an average internal travel distance was calculated according to Rich (1978) :
where D aa is the internal distance (in km) of region a, and S a is its area (in square kilometres). A congestion effect was considered within regions according to their population density. The region with the lowest population density was assigned a speed of 80 km per hour, whereas the region with the highest value was assigned a speed of 20 km per hour . The internal travel time within each region was then calculated using estimated internal distances and speeds. This is a critical issue in the calculation of the potential market indicator, since self-potential (internal accessibility) can represent an important part of the total potential market of the region, particularly in metropolitan regions.
Spatial Multilateral Resistance (SMLR)
The market potential of each country is usually calculated by considering its relationship to each of the destination countries in terms of mass and distance and ignoring the role of the rest of the countries in each of these relationships. According to the spatial nature of the market potential model, we propose the formulation of a variable that captures the role of competing rivals, i.e. the resistance from third countries that a country has to overcome in each bilateral relationship. In our research we estimated this new variable (Spatial Multilateral Resistance -SMLR) by using a measurement that relates the GDP of the competing rivals for a particular destination and the distance between the competing rivals and the destination, using the following formula (7):
where Y i and Y j represent the size of the market of origin and destination respectively, in this case in terms of GDP, D ij is the distance between origin i and destination j, in our case represented in minutes of travel time computed as explained in Section 4.2, k and n are each of all the origins, and m is each of all the destinations. The numerator is calculated as the total sum of the GDP of all destination countries for the given destination country j, divided by the distance separating each pair, excluding from the total sum the part corresponding from destination j to the initial origin i. However, the term corresponding to the own country j is included, thereby taking into account each destination's own resistance to trade. The denominator is the average of the total sum indicated in the numerator in order to obtain a homogeneous standardised SMLR value in relative terms. The higher the value of SMLR ij , the more difficult it is to export from country i to country j, due to the high competency of all other countries, including j's own power to enter into that market. This value is unique for each relationship and involves all other countries considered in the system according to their bilateral distances. The term is also included when estimating domestic trade, since the capacity of competing rivals to enter the internal market is also taken into account. By introducing this new variable (SMLR) in our model we aim to estimate how much less a country trades with another country due to the presence of competing rivals. This is illustrated in Fig. 1 , where the diagram on the left represents the traditional model in which the focus is exclusively on each bilateral relationship. Conversely, the diagram on the right reflects the influence the system has on that particular bilateral relationship: clients in the destination market (green 2 ) have multiple providers; therefore, only a share of the opportunities are available to the particular origin in this bilateral relationship (black).
Using the bilateral relationship of trade from Austria to France as an example, our proposal consists of calibrating the role of all other countries with respect to the capacity of Austria to export to France. The numerator in formula (7) therefore equals the weighted sum of the GDP of each other country, divided by the distance between each of these countries and France. This value is then divided by the average of the values for doing the same operation, taking all the other countries as the origin.
Other barriers to trade
Other barriers to trade were built as dummy variables. In order to estimate the border effect, the no-home variable was assigned 1 for bilateral relationships and 0 for domestic trade. Other variables, such as the lack of a common language, the inexistence of common borders (i.e. adjacency) or the use of a different currency, were built in the same way.
Data sources
GDP and distance data are necessary for both the trade model and the calculation of market potential. The GDP and population data at regional level were taken from EUROSTAT for the year 2011. Travel time between all origins and destinations was calculated using the Database of European Roads (Stelder, 2013) . This contains data showing the historical development of the road and ferry network every 10 years since 1957 until 2012.
3 Although a fixed speed had already been estimated for each of the three road classes, we substituted these general values for heavy-goods-vehicle (HGV) specific type speeds. 4 Because of the lack of connectivity with Cyprus and Malta in Stelder's road database, these countries were removed from the analysis. In addition, these countries, together with Luxembourg, are too small to implement homogeneous intra-and international distance measurements so the analysis was finally performed on the remaining EU24 countries.
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Regarding international trade, we analysed Transtools, Worldnet and ETIS (base and plus versions) estimated databases at regional level and found strong incongruence when these were compared to country-level data available in various European and worldwide databases. Consequently, we focused on country-level international trade databases, including the OECD, Comext and the World Input/Output Database (WIOD, Timmer et al., 2015) . From these, we chose WIOD because, unlike the other datasets, it provides both bilateral and domestic trade values. In this way, we were able to overcome one of the most controversial issues in previous studies using trade matrices: the rough estimation of domestic trade as the difference between national production and all exports (as in Wei, 1996; Nitsch, 2000; Head and Mayer, 2000; Chen, 2004) , which overestimates the proportion of exports, is substituted by data provided by the WIOD project, derived from the sound analysis of a combination of different datasets. Internal trade figures are consistent with individual figures available in specific national studies, thus the above-mentioned Rotterdam effect seems to be minimised. 
Results
Calculating SMLR: some preliminary outputs
The traditional barriers to trade (borders, adjacency, language, etc.) do not present any complexity when it comes to applying the methodology for their calculation, since they can be treated as dummy variables. Nevertheless, the SMLR variable requires greater attention owing to the newness of its formulation. Our proposal for introducing competition among rivals is to consider a measurement that relates the GDP of countries sharing a potential market and their distance to it in relative terms. The calculation must be standardised and homogeneous. The result is a univocal value of SMLR for each bilateral relationship in a non-symmetrical matrix.
Before introducing the border effect and other trade barriers, we should assess the difficulty of access to each market due to the competence of the rest of the countries in the system by looking at bilateral relationships. For each country (line series), Fig. 2 shows which countries (radial axis) find it easier to enter its market. Countries that find it easy to enter the market of a particular country make the line of that particular country shrink towards the centre when its axis is crossed. For example, in the case of Belgium (the outermost line), Germany and France are the countries that can access its market most easily. The average size of each line series indicates the overall pressure from neighbouring countries to enter a particular country. In this case, Belgium is the country whose neighbours generate the highest pressure for a third country to enter its market. This happens because Belgium is a small country which has large economies within a small distance (i.e. Germany, France, the Netherlands and the United Kingdom). In contrast, Finland, which has a relatively small economic size and a large physical size obtains the lowest values in SMLR. This is because Finland's neighbours are few, farther away and relatively small, economically speaking, therefore it is not very difficult for a distant country to enter its market. When the axis is looked at transversally, Germany seems to be the country that shows less SMLR values in most other countries. France is in a very competitive position with respect to its potential exports to Spain; the same is true for Spain to Portugal and the UK to Ireland.
This analysis allows verification of the adjustment of the SMLR variable to the EU scenario, guaranteeing an alignment between the perception of reality and the proposed formulation. Exploration of these preliminary results shows consistent outcomes and an absence of anomalies in the behaviour of the variable itself. 
Calibrating the model
The model was calibrated with the use of the gravity model and data at country level. Dependent and candidate independent variables and their correlations are shown in Table 1 , which enables the signs and degree of relationships and potential multicollinearity issues to be explored. As expected, the countries' exports are positively correlated with their own GDP and the GDP of the destination, and are negatively affected by travel time and other barriers to travel. Surprisingly, the correlation between SMLR and exports is positive in this initial bivariate approach. Multicollinearity issues can be discarded, since all coefficients are below the 0.7 threshold.
These variables were introduced in the basic model in a one-by-one process in order to test the significance of the variables and find the best fit model (see Table 2 ). Model 0 represents the traditional distance decay calibration, in which neither the role of competing rivals, borders nor other barriers to trade are considered. The coefficient of distance decay (À1.887) indicates that distance (measured as travel time) makes trade decay more sharply than the estimations of some authors (distance decay = À1 according to Keeble et al. (1988) and Holl (2007)), and less than the estimations of others, such as Tagai et al. (2008) , who estimated distance decay equal to À2. This therefore supports the need to calibrate it.
Calibrating distance decay as a mere function of the masses at origin and destination might not be sufficient to model the relationships as part of a system. We introduced the new SMLR variable in Model I, which shows the role and impact of competing rivals. All variables in this model are significant and both the adjusted R 2 and AICc indicate a better fit than Model 0.
The capacity to export is influenced by the relative position of the exporter within the system, which in turn seems to affect distance decay. Once the SMLR is introduced into the model with the rest of the variables, it gives the expected sign (positive). In addition, we were interested in knowing whether borders still matter in international trade within a virtually borderless framework such as the EU. Model II evidences that borders still influence international trade by dividing their value by 2.8 (exp. 1.03) when compared to domestic trade, other things being equal. Interestingly, the coefficient that captures the border effect (No Home) also catches part of the distance decay (Travel Time) and the role of competing rivals (SMLR). In this model, all variables are significant at the 0.01 level and both the adjusted R 2 and AICc confirm the better fit of the model.
As in previous models, the variance inflation factor (VIF) is low in all cases, which allows multicollinearity issues to be discarded. We proceeded to introduce the rest of the candidate variables to check for their significance. We found that they are not significant at the 0.01 level and therefore chose Model II (formula (8)) to calibrate the parameters of the proposed market potential specification.
where SMLR ij is the Spatial Multilateral Resistance term, border is the dummy variable reflecting the border effect and the other terms are already known. In this equation, b 3 indicates the distance-decay parameter, b 4 the SMLR parameter and the exponent of b 5 is the number of times that a country trades less with a foreign destination than with a national one, other things being equal.
Applying the (proposed) market potential model
According to our spatial interaction model (formula (8)), the market potential formulation was modified to suit the parameters that resulted significant, i.e. distance decay, SMLR and border effect coefficients, resulting in formula (9): Table 4 Correlation coefficients between the actual international trade matrix and market potential matrices (showing the potential that each country received from each of the other countries). Results at country level (Table 3 ) reveal the overestimation of market potential values computed with traditional specifications. The fact that distance decay is calibrated means there is a dramatic reduction in the market potential values of all countries, which is more intense in peripheral countries than in those at the centre. The effect of introducing the SMLR variable reflects the different impact of competing rivals according to the relative location of each country. In this case, Belgium and the Netherlands are most affected owing to their proximity to large markets, while peripheral countries (especially Finland and Greece) benefit from their isolation from big economies, thus preserving their self-potential (internal market). On the other hand, the effect of borders is visible in all countries, with a clearly larger negative impact in Eastern countries and a reduced impact in larger economies like Great Britain or Germany. The coefficient of variation proves that differences in market potential among countries are emphasised when the proposed market potential specification is considered (42.7 in the traditional specification and 90.5 in the proposed one). Table 4 shows that, as expected, controlling for distance decay, SMLR and border effect increases the correlation coefficient between market potential and trade, leading to more realistic market potential estimations than assuming a distance decay value of 1 or calibrating distance decay without considering the rest of the system and other trade barriers.
At regional level (Fig. 3) , the distance decay value also shows that shorter distances are more relevant than those suggested by the traditional model (distance decay = 1). Consequently, peripheral regions, which are subject to trade over longer distances, are more highly penalised than central ones. When introducing the SMLR, peripheral regions increase their MP values because there are fewer competing rivals in their surroundings. The border effect has a strong impact on border regions. It is particularly interesting to see areas in which this impact is different on different sides of the border, particularly in the case of the Ireland/UK border and that of Germany with the countries surrounding it.
A deeper analysis of regional market potential results (Fig. 4) reveals that once distance decay is calibrated, internal differences emerge within each country, highlighting differences between dense and sparsely populated regions and providing more details on the general core-periphery pattern. Introducing the SMLR enhances these differences in peripheral countries. The border effect enhances the unbalanced border separating Eastern and Western Europe. 
Detecting accessibility changes in the last decade due to road infrastructure improvements
Between 2001 and 2012, the European road network underwent a number of changes. According to the Database of European roads, the kilometres of highway increased by 65%, which in some cases was due to the upgrading of former main roads into highways. For this reason, the total number of kilometres of main roads in 2012 is slightly lower than in 2001 (À2.8%), even though there has also been a process of upgrading from secondary to main roads.
The maps in Fig. 5 show the spatial distribution of the new highways (left) and main road (right) sections. In both cases there is a clear centre-to-periphery pattern, with greater changes in peripheral countries, particularly in the case of highways. It is also worth mentioning the potential impact of new and upgraded roads in Croatia and Bosnia-Herzegovina on south-eastern countries like Greece, Bulgaria and Romania.
In order to analyse the differences between 2001 and 2012, the proposed interaction model (formula (8)) was also calibrated for 2001. Table 5 shows the calibrated values obtained for 2001 and 2012. As expected, the border effect decreased significantly between 2001 and 2012 (from 6.6 to 2.8), showing the increasing consolidation of the single market and the accession of new countries. This change in the border effect might also be influenced by the enlargement of the Schengen Agreement, whose impact on reducing travel times is (partially) compensated by the Eurovignette. Because of the reduced border effect, the distance decay is now sharper, reflecting an increase in international trade over medium and long distances. At the same time, the lower the border effect, the greater the pressure of competing rivals.
Changes in the parameters are brought about by the interaction of many forces. Here we have investigated purely the role of the improved transport network respecting the current values and distribution of the market potential. To do this, it was necessary to fix all other variables. We therefore computed a new version of the market potential specification with current parameters and GDP figures (those of year 2012) and the travel time values as in 2001 (also back-dating the SMLR variable since the new road infrastructure changes this parameter). Table 6 (left) shows that peripheral countries with low accessibility in 2001 and high investment in road infrastructure between 2001 and 2012 experienced the highest market potential growth (Poland, Hungary, Romania, Bulgaria, Greece, Portugal and Ireland). Conversely, central countries with low investment in road infrastructure during this period experienced modest accessibility improvements, most of them probably due to spillover effects (see Gutiérrez et al., 2011) , that is, the benefits a country receives from the infrastructures built in another country. For comparison, we include in Table 6 the results we obtained using the traditional market potential model (using a distance-decay parameter of 1 and not considering SMLR and borders). Accessibility changes due to new transport infrastructure are more intense in the proposed model, since it gives more weight to domestic relationships over short distances. More interestingly, the coefficient of variation is higher than when the traditional formulation is used (41.1 against 29.5), highlighting the benefits in countries where new infrastructure was built and smoothing spillover effects. At regional level, the largest percentage increase in market potential corresponds to peripheral regions (see Fig. 6 ). The largest urban areas see the smallest increase in market potential. Instead of these areas, it is some regions close to capital cities and with better connections to them that are greater winners. This high difference in changes in market potential between big cities and their surrounding regions can be explained not only by the high self-potential of big cities but also by the asymmetrical nature of the effects of the new infrastructure when applying the potential indicator (see, for example, Gutiérrez, 2001 ).
Conclusions and final remarks
The market potential indicator has largely been used in transport planning to assess the accessibility impacts of transport infrastructure. However, the specification of the market potential model is typically very simple and ignores the impact both of competing rivals and the role of international borders, which leads to unrealistic results. This paper presents a methodology for estimating the role of competing rivals when computing potential accessibility to markets. The so-called Spatial Multilateral Resistance (SMLR) is a new variable that captures the influence of all markets in the system over each particular bilateral relationship. This variable is based on fully observable and readily available data. It is easy to compute and gives accurate results. Its formulation permits its integration in the market potential formulation, which in turn improves the performance of the market potential model.
In addition to the role of competing rivals, international borders also have an impact on international trade. Our analysis indicates that EU countries trade 2.8 times less with other countries than within themselves, other things being equal. Although this effect is diminishing (6.6 times in 2001), borders still matter when talking about trade within the EU.
Similarly, the effect of distance needs to be calibrated in order to properly estimate the bilateral relationships, since slight changes in its value have a strong impact on the final market potential values. Our results indicate that reduction of the border effect highlights the role of distance and competing rivals. This paper proves that calibrating the distance-decay parameter and introducing SMLR and border effects into the market potential formula leads to more realistic results, highlighting differences between and within countries. When the new accessibility formulation is used, peripheral, border and less populated regions tend to record particularly low market potential values, while the accessibility of central, non-border and urban regions tends to be enhanced. The resulting market potential values are lower than estimations made with traditional formulations. Calibrating distance decay and introducing the border effect diminishes market potential values in all cases, while integration of the role of competing rivals compensates the market potential values between central markets (subject to more competition) and peripheral areas (where close neighbours find few competing rivals).
The proposed market potential model has been tested for assessing the accessibility impacts of improvements in road transport infrastructure in the European Union. According to the Database of European Roads (Stelder, 2013) , which to our knowledge is the only open-source historical Europe-wide seamless road database, between 2001 and 2012 a process of upgrading from secondary to main roads took place, as well as the construction of new highways. The use of this data to test our methodology shows the impact of transport infrastructure on market potential values. In general terms, the construction of new roads has favoured peripheral regions. It has been proved that our model provides a more realistic and contrasted picture of changes in accessibility than the traditional one, highlighting the benefits in countries where new infrastructure has been built and smoothing spillover effects. Further research with a new methodological approach could accommodate the use of country-specific border effect and distance decay parameters, which will increase the accuracy of the model.
