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Discrete-time twisting controller without numerical chattering: analysis
and experimental results with an implicit method
Olivier Huber, Vincent Acary, Bernard Brogliato and Franck Plestan
Abstract—In this note, we present an implementation of the
twisting controller on an electropneumatic plant for a tracking
control problem. Implicit and explicit discrete-time twisting
controllers are considered, and some implementation details are
provided. Experimental results are provided and analyzed. They
sustain the theoretical superiority of the implicitly discretized
version, as shown in previous work. The main advantages of
the implicit method are better tracking and drastic reduction
in the input and output chattering. This is achieved without
modifying the controller structure compared to its continuous-
time version.
Index Terms—twisting controller, sampled-data system, im-
plicit discretization, electropneumatic actuator
I. INTRODUCTION
Implementation of control laws is almost exclusively done
using microcontrollers. This implies that the controller is in
discrete-time rather than in continuous-time. In sliding mode
control, this can induce a degradation of the performance
by contributing to the chattering phenomenon. We call this
the numerical chattering. An intense activity over the last
30 years was devoted to the reduction of this numerical
chattering, mainly for equivalent control based sliding mode
control (ECB-SMC). In the early 90’s, second order sliding
mode control concept was introduced in [1] and sparked the
development of a large wealth of literature. One of the first
controller of this kind was the twisting controller which fea-
tures a discontinuous control action w.r.t the sliding variables.
However to the best of our knowledge, few discrete-time
versions of the twisting controller have been proposed. The
replacement of the signum function by a saturation, common
trick to reduce the chattering for first order SMC, has no
straightforward extension to the twisting algorithm. It is then
fair to assume that the explicit discretization was used to get
a discrete-time twisting controller, like in [2].
One of the two discretization methods we consider here
is the implicit method. It has been used for a long time
in the nonsmooth mechanics community, but it was not
applied in control theory until very recently [3]–[5]. In
particular the implicit discretization of the twisting controller
was first studied in [4]. Roughly speaking, the difference
between the explicit and implicit methods in our context
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is the following: given a partition {tk} of a time interval,
with the explicit discretization, at the time instant tk, the
argument of the signum function is the value of the sliding
variable at tk, whereas with the implicit discretization it is
the value at tk+1. Despite its name and formulation, the
implicitly discretized twisting controller is non-anticipative
and induces a well-defined behaviour, as we shall see in
Section II. Its main features are the drastic reduction of
the output chattering and the reduction of the control input
chattering, that is the control input is no more of the “bang-
bang” type. In the discrete-time sliding regime, the control
input is also insensitive to an increase of the gain. To simplify
the nomenclature, we refer to the discrete-time twisting
controller with an implicit (resp. explicit) discretization as
the implicit (resp. explicit) twisting controller.
In this note, we present results from an implementation
of both explicit and implicit twisting controllers on an
electropneumatic plant. The control problem at hand is the
tracking of a sinusoidal trajectory for the position of the end
of the piston. The analysis of the gathered data supports the
theoretical reduction of the chattering [4] and also the claim
that the numerical chattering can be the main source of chat-
tering [5]. This highlights the importance of the discretization
process which is unfortunately often overlooked.
In the remainder of this section, we introduce the nota-
tions. In Section II we briefly recall the twisting controller
in continuous-time as well as in discrete-time. The exper-
imental setup is presented in Section III as well as the
control scheme. Then the experimental results are analyzed
in Section IV.
Notations: The sliding variable is denoted by σ and is sup-
posed to be at least twice differentiable. Let Σ :=
(
σ, σ˙
)T
.
The control value changes at time instants tk, defined as
tk := t0 + kh for all k ∈ N with t0, h ∈ R+. The scalar
h > 0 is called the sampling period. Let σk := σ(tk)
and σ˙k := σ˙(tk) for all k ∈ N. The tilded variants σ˜, ˜˙σ
and Σ˜ are used for variables internal to the controller. Let
sgn be the classical single-valued signum function: for all
x > 0, sgn(x) = 1, sgn(−x) = −1 and sgn(0) = 0.
Definition 1 (Multivalued signum function). Let x ∈ R. The
multivalued signum function Sgn: R⇒ R is defined as:
Sgn(x) =

1 x > 0
−1 x < 0
[−1, 1] x = 0.
If x ∈ Rn, then the multivalued signum function Sgn: Rn ⇒
R
n is defined as: Sgn(x) := (Sgn(x1), . . . , Sgn(xn))
T .
II. THE TWISTING CONTROLLER
A. Continuous-time version
The twisting algorithm was one of the first second-order
sliding mode controllers presented in the literature [1]. It
requires the control input u to be of relative degree 2 with
respect to the sliding variable σ, that is
σ¨(x, t) = a(x, t) + b(x, t)u, (1)
with the following bounds: for all (x, t) ∈ Rn × R+,
0 ≤ Km ≤ |b(x, t)| ≤ KM and |a(x, t)| ≤ Ka.
The control law for the twisting controller is
u ∈ −r1 Sgn(σ)− r2 Sgn(σ˙), (2)
and with the conditions{
(r1 + r2)Km −Ka > (r1 − r2)KM +Ka
(r1 − r2)Km > Ka,
(3)
the closed-loop system (1) and (2) converges to the origin in
finite time. Lyapunov functions for this controller have been
recently investigated, see [6], [7].
It is worth noting that the controller (2) is by definition
multivalued and that the control input is a selection of the
closed-loop differential inclusion formed by (1) and (2).
B. Discrete-time version
The control input computed by a microcontroller is usually
a step function, with a value periodically updated. We model
the control input function as u¯ = u¯k for t ∈ [tk, tk+1). When
implementing this controller, the task at hand at each time
instant tk is to compute the control input value from all the
possible values defined by a discretization of (1) and (2). We
want to keep the multivalued feature of the controller. This is
achieved by using the implicit discretization, which applied
on (2) gives
uk ∈ −r1 Sgn(σk+1)− r2 Sgn(σ˙k+1),
whereas the explicit discretization yields
uk = −r1 sgn(σk)− r2 sgn(σ˙k). (4)
Note that the relation in (4) is not an inclusion since the
right-hand side is given at time tk. The event where either
σk or σ˙k is zero is clearly pathological. Hence the signum
function is single-valued, contrarily to the continuous-time
case. The computation of the control input value is in this
case straightforward from equation (4).
With the implicit discretization, a discrete-time version of
the dynamics (1) is required to perform this computation. In
the following, the discrete-time dynamics of Σ := (σ, σ˙)T is
supposed to be affine, that is
Σ˜k+1 = A
d
kΣk + F
d
k +B
d
kΛ.
with Λ := (λ1, λ2) and uk = −〈(r1, r2),Λ〉, the dependency
of Λ on k being hidden. At each time instant tk, Σk =
Σ(tk) but Σ˜k+1 is in general not equal to Σ(tk+1). If the
dynamics (1) is LTI and exact, the discrete-time dynamics
obtained using a ZOH discretization is exact and therefore
Σ˜k+1 = Σ(tk+1).
The control input value uk is computed with the solution
Λ of the following generalized equation{
Σ˜k+1 = A
d
kΣk + F
d
k +B
d
kΛ
Λ ∈ − Sgn(Σ˜k+1),
(5)
with unknowns Λ and Σ˜k+1. Let us analyze this system using
tools from convex analysis and variational inequalities. The
equivalence Λ ∈ − Sgn(Σ˜k+1) ⇐⇒ Σ˜k+1 ∈ −N[−1,1]2(Λ),
with N[−1,1]2(Λ) the normal cone to the square [−1, 1]2 =
[−1, 1]× [−1, 1] at the point Λ, enables us to transform (5)
into the generalized equation
0 ∈ AdkΣk + F
d
k +B
d
kΛ +N[−1,1]2(Λ).
More precisely, this inclusion is an equivalent form of an
Affine Variational Inequality (AVI) [8]. Solving this AVI
consists in finding Λ ∈ [−1, 1]2 such that for all w ∈
[−1, 1]2,
(w − Λ)TLk(Λ) ≥ 0, (6)
with Lk : Λ 7→ AdkΣk + F
d
k + B
d
kΛ an affine map. Let us
present some properties of the solution of AVI (6). We use
SOL(Lk) to denote the set of all solutions to the AVI (6).
Lemma 1. The AVI (6) has always a solution.
Proof. Since the mapping Lk is continuous and [−1, 1]2 is
a bounded convex set, Corollary 2.2.5, p. 148 in [8] gives
the result.
The proposed controller is non-anticipative: a solution to
the AVI (6), with a positive semi-definite matrix Bdk , can
be computed using the algorithm proposed in [9] which is
implemented in the SICONOS software package [10]1. Since
the AVI (6) has dimension 2, it is also possible to find the
solution by enumeration, that is test the 9 possible cases for
λ1 and λ2 and pick one that is satisfactory.
III. EXPERIMENTAL SETUP
A. Plant dynamics
Let us now present the physical system, actuators and
sensors. The electropneumatic system of the IRCCyN lab
(École Centrale de Nantes, France), depicted on Fig. 1, has
two actuators. On the left-hand side, there is a double acting
electropneumatic actuator (the “main” one) controlled by two
servodistributors and composed of two chambers denoted P
and N . The piston diameter is 80 mm and the rod diameter is
25 mm. With a source pressure equal to 7 bar, the maximum
force developed by the actuator is 2720 N. The air mass flow
rates entering the chambers are modulated by two three-way
servodistributors. The pneumatic jack horizontally moves a
load carriage of mass M . This carriage is coupled with the
second electropneumatic actuator, the “perturbation” one, on
1http://siconos.gforge.inria.fr
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Fig. 1: Scheme of the electropneumatic system
the right-hand side. The goal of the latter is to impress a
dynamic load force on the main actuator. This actuator has
the same mechanical characteristics as the main one, but
the air mass flow rate is modulated by a single five-way
servodistributor.
Under some assumptions detailed in [11], the plant dynam-
ics can be written as a nonlinear system affine in the control
input [uP uN ]T , with uP (resp. uN ) the control input of
the servo distributor connected to the P (resp. N ) chamber.
The model is divided in two parts: the first two equations
describe the pressure dynamics in each chamber and the
motion of the piston is given by the last two equations. There
is a single control objective: make the load position track a
reference trajectory. Therefore we set u := uP = −uN , and
the dynamics of the electropneumatic experimental setup is
p˙P =
κrT
VP (y)
[ϕP + ψPu−
S
rT
pPv]
p˙N =
κrT
VN(y)
[ϕN − ψNu+
S
rT
pNv]
v˙ =
1
M
[S (pP − pN)− bvv − F ]
y˙ = v,
(7)
with pP (resp. pN ) the pressure in the P (resp. N ) chamber,
y and v being the position and velocity of the load. The
constant κ is the polytropic index, r the ideal gas constant,
T the temperature (supposed the same inside and outside
the chambers) and bv the viscous friction coefficient. The
volumes in each chamber are VP and VN , both depending
on the actuator position y. The constant piston section is
S. The external force applied by the perturbation actuator
is denoted by F . Finally, ϕX and ψX (X being P or N )
are both 5th order polynomial functions versus pX [12], that
characterize the mass flow rate qX in the chamber X in the
following way
qX = ϕX(pX) + ψX(pX , sgn(uX))uX .
The sources of uncertainty can be the polytropic index κ,
the mass flow, the temperature T , the mass M , the viscous
friction coefficient bv and the disturbance force F . They
can be modeled by additive bounded functions added to the
nominal part of each parameter. As an example, the mass
M can be viewed as the sum of a nominal part and an
uncertain one: M =: Mn +∆M, where ∆M is a bounded
uncertainty and Mn the nominal value. The control variable
u is constrained to take values between −10 and 10.
B. Control strategy
The presence of uncertainties motivates the use of a
sliding mode control scheme, well-known for its robustness.
A first study was already conducted for equivalent-based
sliding mode controller, with a comparison between explicit,
implicit and saturation methods [13]. The experiments we
present here were carried on with the discrete-time twisting
controller presented in Section II. Since we are interested in a
tracking problem for the position, we choose y as the output.
The desired position of the piston is yd and the position error
in the tracking problem is e := y− yd. The choice of output
leads to a relative degree 3. Therefore, to bring the relative
degree between the sliding variable and the control input to
2, we define the sliding variable as
σ := αe+ e˙.
Its first and second derivatives are
σ˙ = αe˙+ e¨ and σ¨ = αe¨+
...
y −
...
y d,
where
...
y = v¨ =
1
M
[S (p˙
P
− p˙
N
)− bv v˙ − F˙ ].
Using the relation in (7), we get
...
y =
SκrT
M
(
ϕ
P
V
P
−
ϕ
N
V
N
)
−
S2κ
M
(p
P
− p
N
) v
+
bv
M2
(S(p
P
− p
N
)− bvv − F )−
F˙
M
+
SκrT
M
(
ψ
P
V
P
−
ψ
N
V
N
)
u. (8)
Let us define the following functions
Φ :=
SκrT
M
(
ϕ
P
V
P
−
ϕ
N
V
N
)
−
S2κ
M
(p
P
− p
N
) v
+
bv
M2
(S(p
P
− p
N
)− bvv) + αe¨−
...
y d
and
Ψ :=
SκrT
M
(
ψ
P
V
P
−
ψ
N
V
N
)
,
which are the nominal functions associated with the dynam-
ics of the sliding variable
σ¨ = Φ+∆Φ+ (Ψ +∆Ψ)u.
The terms ∆Φ and ∆Ψ are here to take into account uncer-
tainties, like those introduced by the perturbation actuator: F
and F˙ in (8). The variables p
P
, p
N
and y are measured. The
implicit controller is constructed in the following way: the
control input is discretized using the implicit discretization,
that is
uk ∈ −G(Sgn(σk+1) + β Sgn(σ˙k+1)). (9)
The dynamics of the sliding variable is discretized as follows:
expressing the sliding variable dynamics as a first-order
ODE, we get
Σ˙ = AΣ+ F +Bu, (10)
with Σ =
(
σ
σ˙
)
, A =
(
0 1
0 0
)
, B =
(
0 0
GΨ βGΨ
)
and
F =
(
0
Φ
)
. We discretize Φ and Ψ using the explicit Euler
scheme: we consider that Φ(t) = Φk := Φ(tk) and Ψ(t) =
Ψk := Ψ(tk) for t ∈ [tk, tk+1). For the last step in the
discretization of (10), we use the ZOH method, which yields
Σ˜k+1 = A
∗Σk + F
∗
k +B
∗
kΛ, (11)
with A∗ := eAh =
(
1 h
0 1
)
, Bk :=
(
0 0
GΨk βGΨk
)
and B∗k :=
∫ tk+1
tk
eAτBkdτ =
(
h2GΨk/2 βh
2GΨk/2
hGΨk βhGΨk
)
,
Fk :=
(
0
Φk
)
and F ∗k :=
∫ tk+1
tk
eAτFkdτ =
(
h2Φk/2
hΦk
)
. We
combine (9) and (11) to get
σ˜k+1 = σk + hσ˙k +
h2
2
Φk +
h2
2
GΨk[λ1 + βλ2] (12)˜˙σk+1 = σ˙k + hΦk + hGΨk[λ1 + βλ2]
λ1 ∈ − Sgn(σ˜k+1)
λ2 ∈ − Sgn(˜˙σk+1).
The position y is available but both the speed v and acceler-
ation are computed using a filtered differentiator of the form
D(s) =
s
1 + τs
in the frequency domain.
IV. EXPERIMENTAL RESULTS
This section is devoted to the analysis of the experimental
results obtained on the electropneumatic setup. Recall that
the control objective is to make the position of the piston
track a sinusoidal trajectory. In the following, the desired
trajectory is
yd := Ampl sin(0.2pit).
The controller was implemented as a Simulink model and
then transfered onto a DS1005 dSpace board. We were
able to get results with the sampling period h in the range
[3, 100]ms and with the gain G in the range [10−2, 107]. The
sliding surface parameter α and the two filtered differentiator
time constants require proper tuning for each sampling
period. They can drastically alter the performances of the
control. Since it appears that both have to be tuned together,
preliminary values were obtained using simulations, with a
selection based on the average error or precision, and were
later tuned on the plant.
We now present results for two criteria: the tracking
accuracy and the chattering magnitude on both the input
and the output. In each case, we first compare the explicit
and implicit methods, before analyzing in more depth the
performances of the implicit method.
A. Tracking accuracy
The tracking error e = y−yd is the quantity we minimize
through the twisting controller. Due to the high relative
degree of the system, the controller does not bring e to 0
in finite time, but rather σ = αe + e˙. Once the sliding
phase occurs, the convergence of e to 0 is then exponentially
fast if α > 0. The latter parameter controls the speed of
convergence: the bigger α is, the faster the error decreases.
To measure the accuracy of the tracking, we compute the
average of the absolute value of the error over an interval of
60s. We call this quantity the precision and we denote it e¯.
Its analytical formula is
e¯ :=
N∑
k=1
|e(tk)|
N
with tN − t1 = 60s.
On Fig. 2, the precision with both the implicit and explicit
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Fig. 2: Evolution of the precision e¯ with respect to the
sampling time for both implicit and explicit discretizations.
The gain used in every capture was G = 105.
controllers is displayed for different sampling periods. The
implicitly discretized controller clearly yields a better per-
formance than the explicit one, and this for each sampling
period where the comparison is possible. Indeed it was not
possible to get reliable data for large sampling periods with
the explicit controller, since the plant was becoming unstable.
The precision appears to increase linearly with h, or in
other word it is in O(h). This is underscored by the linear
regression plotted in Fig. 2. This may be of surprise since
we use a second-order sliding mode controller and the order
should be O(h2). However, recall that σ = αe+ e˙, with the
derivative being computed by a simple filtered differentiator.
Hence in (12), the term σk is known with a precision only in
O(h). This problem may be alleviated by the use of another
differentiator, like the one proposed in [14].
Let us show more details for a specific sampling period:
h = 10ms. On Fig. 3a and 3b, the real and desired
trajectories are depicted with, respectively, an implicit (or
explicit) controller. On Fig. 3a, the tracking is very accurate:
the two curves are undistinguishable. On the other hand, on
Fig. 3b, the chattering of the real trajectory is visible in the
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(b) With an explicit discretization.
Fig. 3: Real and desired position trajectories with h = 10ms
and G = 105.
form of a boundary layer around the reference trajectory. The
chattering has been drastically reduced with the use of an
implicit controller. Turning our attention to the control input,
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(a) With an implicit discretization.
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Fig. 4: Evolution of the control input u for both implicit and
explicit discretization with h = 10ms and G = 105.
Fig. 4a and 4b illustrate the evolution of this quantity in the
implicit and explicit cases. In the first case, the control values
are in the range [−3, 3.3], which is well inside the constraints
u ∈ [−10, 10]. Although the control is affected by the noise
from the measurements, there is an underlining periodical
signal, which is also witnessed on simulation results. The
root cause is likely to be the approximations done to get the
discrete-time model in (11). It is difficult to analyze the data
on Fig. 4b since the control input is switching at a very high
frequency between the 2 extremal values −10 and 10, sign
of a chattering input. It is pretty clear that the main source
of chattering is the explicit discretization of the controller.
We analyze further the chattering in the second part of this
section.
Having exposed the superiority of the implicit discretiza-
tion with respect to the explicit one, let us further present
the good performances that it yields. Firstly it is possible to
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Fig. 5: Real and desired positions with an implicit discretiza-
tion, h = 100ms and G = 105.
increase the sampling period while keeping a good tracking
and a practically stable system. Fig. 5 illustrates this fact:
even with a sampling period of 100ms, the tracking takes
place, although with degraded performances compared to the
one in Fig. 3a. However the precision is still better than with
an explicit controller with a sampling period one order of
magnitude smaller as shown in Fig. 2 and 3b. Another very
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Fig. 6: Precision versus gain (G in (9)).
nice feature of the implicit discretization is the fact that the
control input value is computed as a selection, as mentioned
earlier. One implication is that to be robust, the gain needs to
be large enough with respect to the perturbation (see (3)) but
a further increase in the gain does not harm the performances.
This is illustrated by Fig. 6, where the precision e¯ is plotted
versus the gain G for 3 sampling periods. For each value of
the latter, we changed the gain from 10−2 to 107, each time
multiplied by 10. In each case, the precision varies only by
less than 5%, with is solely due to the noise in the plant. The
random evolution, with respect to the gain, in Fig. 6 further
supports this claim. The insensitivity of the discontinuous
controller w.r.t. the gain variations, has also been verified
for the ECB-SMC controller in [13]. Let us switch focus on
the chattering in the rest of the section.
B. Input and output chattering
We propose to characterize the chattering of a variable
by the variation of the associated signal. The variation of a
real-valued function f(·) is defined as
VarTt0(f) :=
∑
k
|f(tk)− f(tk−1)|,
with k ∈ N∗ such that tk ∈ (t0, T ]. Though this quantity is
not commonly used in Control Engineering, it provides a nice
characterization of the chattering on either the control input
or the sliding variable. We pay attention to both input and
output chattering, since the first one contributes to the second
and it can also induce rapid wear of actuators, especially
if they are mechanical ones. Furthermore, it may also be
linked to the energy consumption of the actuator. As before,
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Fig. 7: Evolution of the control input variation with respect
to the sampling time for both implicit and explicit discretiza-
tions. The gain used in every capture was G = 105.
we present the evolution of the control input chattering
with respect to the sampling period for both implicit and
explicit controllers. From Fig. 7, we can infer that the
trend in both cases is a decrease of the variation with an
increase in the sampling period. Again the implicit controller
performs much better, having a control input variation 2
orders of magnitude smaller than the explicit one. This
reduced chattering can also be assessed on site with a huge
reduction of the noise made by the actuators2.
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Fig. 8: Evolution of the error variation with respect to the
sampling time for both implicit and explicit discretizations.
The gain used in every capture was G = 105.
Moving on to the output chattering, the same conclusion
follows: the implicit method performs better than the explicit
one, this time by an order of magnitude (see Fig. 8). This
means that the output chattering is notably reduced. Indeed
a bang-bang type control input, like the one the explicit
discretization yields, tends to change the sign of the sliding
2The reader is invited to watch the videos at http://bipop.
inrialpes.fr/people/huber/
variable very frequently. This leads to a large variation of the
error, with respect to the variation with an implicit controller.
At the same time, this behaviour does not yield a better
tracking, as illustrated by Fig. 2.
V. CONCLUSION
In this note we present the results of an experimental study
of two discrete-time twisting controllers: the implicit and the
explicit one. Extensive experiments were conducted in the
context of a position tracking problem. The analysis of the
data reveals that on this electropneumatic setup, the implicit
twisting controller outperforms the explicit one on 3 criteria:
the tracking error and both the input and output chattering.
Despite the complexity of the control loop arising from the
high relative degree, meaningful illustrations of theoretical
results are provided, like the insensitivity with respect to
an increase in the gain, once the latter is large enough.
The implicit discretization allows to drastically reduce both
the output and the input chattering, without modifying the
controller structure compared to its continuous-time version.
Video recordings of the experiments can be found online2.
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