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CHANNELS OF ENERGY FOR THE LINEAR RADIAL WAVE EQUATION
CARLOS KENIG, ANDREW LAWRIE, BAOPING LIU, ANDWILHELM SCHLAG
Abstract. Exterior channel of energy estimates for the radial wave equation were first considered in
three dimensions in [6], and for the 5-dimensional case in [12]. In this paper we find the general form
of the channel of energy estimate in all odd dimensions for the radial free wave equation. This will
be used in the companion paper [11] to establish the soliton resolution for equivariant wave maps in
R3 exterior to the ball B(0, 1) and in all equivariance classes.
1. Introduction
In this paper we consider solutions to the wave equation
u = 0, u(0) = f, ut(0) = g (1)
where ( f, g) ∈ (H˙1 × L2)(Rd) are radial. Denote by u(t) = S(t)( f, g) the solution to this wave equation
(1) with initial data ( f, g) at time 0.
Our goal is to further elucidate the exterior energy estimates for the free radialwave equationwhich
played a crucial role in the nonlinear work of Duyckaerts, Merle, and the first author [6, 7, 8, 9, 10].
To be specific, for d ≥ 3 and odd, at least one of the following two estimates (even in the nonradial
setting) holds:
∀ t ≥ 0,
∫
|x|≥t
|∇t,xS(t)( f, g)(x)|
2 dx ≥
1
2
∫
Rd
(|∇ f (x)|2 + |g(x)|2) dx
∀ t ≤ 0,
∫
|x|≥−t
|∇t,xS(t)( f, g)(x)|
2 dx ≥
1
2
∫
Rd
(|∇ f (x)|2 + |g(x)|2) dx,
(2)
where
|∇t,xS(t)( f, g)|
2
= |∇u(t)|2 + |∂tu(t)|
2
is the linear energy density (see [8, Proposition 2.7]). No result of this type was established there
for even dimensions, and the method of proof used in odd dimensions does not apply in even
dimensions.
In [5] it is shown that in fact, (2) fails in even dimensions. However, one does have a favorable
bound in even dimensions for either of the radial data ( f, 0) or (0, g), depending on the parity of
the dimension modulo 4. Without going into any details, we note that this parity entered into
the proof through a phase-shift in the asymptotic expansions of the Bessel functions. The latter
appears naturally through the radial Fourier transform, which allows one to derive the following
formula for the asymptotic exterior energy.
To state it, we introduce the Hankel transform H and the Hilbert transform H on the half-line
(0,∞):
(Hϕ)(ρ) :=
∫ ∞
0
ϕ(σ)
ρ + σ
dσ, and (Hϕ)(ρ) :=
∫ ∞
0
ϕ(σ)
ρ − σ
dσ
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Then the formula from [5] reads as follows:
lim
t→±∞
C(d)
∫
|x|≥|t|
|∇t,xS(t)( f, g)|
2 dx =
π
2
∫
(ρ2| fˆ (ρ)|2 + |gˆ(ρ)|2)ρd−1 dρ
+
(−1)
d
2
2
(
〈H(ρ
d+1
2 fˆ ), ρ
d+1
2 fˆ 〉 − 〈H(ρ
d−1
2 gˆ), ρ
d−1
2 gˆ〉
)
± Re〈ρ
d+1
2 fˆ ,H (ρ
d−1
2 gˆ)〉. (3)
We remark that the expression
∫
|x|≥|t|
|∇t,xS(t)( f, g)|2 dx is monotone decreasing as t increases due to
the local energy identity. Hence it is sufficient to bound the limit t→ ±∞ from below.
We now select the direction of time such that the final term in (3) becomes non-negative. The
Hankel transform is the square of the Laplace transform, and therefore a positive operator. This,
together with the known norm of the Hankel transform, immediately imply the statement about
the failure (as well as about the limited validity) of the desired exterior energy estimate depending
on d mod 4. For nonlinear applications of the restricted-data ( f, 0) exterior energy estimate in
dimension d = 4, see [2, 3, 4].
This paper is concerned with a different type of exterior energy estimate, namely one over
channels. To motivate it, we recall the estimate proved in [6, 9] in d = 3: for 0 < R < R1, either for
all t > 0 or for all t < 0 one has∫
|t|+R≤r≤|t|+R1
[
(∂r(ru(t, r)))
2
+ (∂t(ru(t, r)))
2
]
dr ≥
1
2
∫
R≤r≤R1
[
(∂r(r f (r)))
2
+ (rg(r))2
]
dr. (4)
The terminology of “channels" is derived from this estimate.
By taking R1 = +∞ and using the fact (∂r(ru(t, r)))
2 = (∂ru(t, r))2r2 + ∂r(u2(t, r)r) we rewrite (4) as∫
r≥R+|t|
(u2r (t, r) + u
2
t (t, r)) r
2 dr − (R + |t|)u2(t,R + |t|) ≥
1
2
[
∫
r≥R
( f 2r + g
2) r2 dr − R f 2(R)] (5)
From the point-wise t−1 decay of free waves in R1+3, we have
(R + |t|)u2(t,R + |t|) = O
(
R + |t|
|t|2
)
as |t| → ∞
Hence we get
lim
|t|→∞
∫
r≥R+|t|
(u2r (t, r) + u
2
t (t, r)) r
2 dr ≥
1
2
[
∫
r≥R
( f 2r + g
2) r2 dr − R f 2(R)] (6)
Let us denote by πL(R) the orthogonal projection onto the line
L(R) := {(k/r, 0) | k ∈ R}
in
(H˙1 × L2)(r ≥ R; r2 dr).
In other words,
πL(R)( f, g) =
∫ ∞
R
f ′(r)∂r(
1
r ) r
2 dr∫ ∞
R
(
∂r(
1
r )
)2
r2dr
(1
r
, 0
)
= f (R)
(R
r
, 0
)
The projection onto the orthogonal complement is
π⊥L(R)( f, g) = ( f, g) − f (R)
(R
r
, 0
)
(7)
Since
∫
r≥R+|t|
(u2r (t, r) + u
2
t (t, r)) r
2 dr is monotonically decreasing as t increases, we can restate (5) in
the following form.
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Corollary 1 (Corollary of Lemma 4.2 in [6]). For any R > 0 and ( f, g) ∈ H˙1×L2(R3) radial, the solution
of (1) satisfies ∫
r≥|t|+R
|∇t,xu(t, r)|
2 r2 dr ≥
1
2
∫
r≥R
|∇t,x π
⊥
L(R)( f, g)(r)|
2 r2 dr (8)
for all t ≥ 0 or all t ≤ 0.
Nowwe can state our main result, which extends the above Corollary to all higher odd dimen-
sion. As usual, [x] denotes the largest integer k ∈ Z, k ≤ x.
Theorem 2. In any odd dimension d > 0, every radial energy solution of (1) satisfies for every R > 0
max
±
lim
t→±∞
∫
r≥|t|+R
|∇t,xu(t, r)|
2 rd−1 dr ≥
1
2
‖π⊥P(R) ( f, g)‖
2
H˙1×L2(r≥R;rd−1 dr)
(9)
Here
P(R) := span
{
(r2k1−d, 0), (0, r2k2−d) | k1 = 1, 2, · · · [
d + 2
4
]; k2 = 1, 2, · · · [
d
4
]; r ≥ R
}
andπ⊥
P(R)
denotes the orthogonal projection onto the complement of the planeP(R) in (H˙1×L2)(r ≥ R; rd−1 dr).
The inequality becomes an equality for data of the form (0, g) and ( f, 0). Moreover, the left-hand side of (9)
vanishes exactly for data in P(R).
Remark 3. When d = 1, P(R) = ∅. Hence, this is the one-dimensional estimate in the proof of [6,
Lemma 4.2]. We already know that for d = 3 the estimate reduces to (8). It is worthmentioning that
(9) is also proved in [12, Proposition 4.1] for d = 5. Since the argument for d = 1, 3, 5 does not seem
to generalize to higher odd dimension easily, we choose a different path by following the Fourier
method approach originally developed in [5] to handle even dimensions.
Remark 4. The conditions that k1 ≤ [
d+2
4 ] <
d+2
4 and k2 ≤ [
d
4 ] <
d
4 guarantee that
(r2k1−d, 0), (0, r2k2−d) ∈ H˙1 × L2(r ≥ R, rd−1 dr).
Remark 5. The initial data (0, r2i−d), 1 ≤ i ≤ [d4 ] correspond to a solution of the form
u(t, r) = a1 t
2i−1r2−d + a2 t
2i−3r4−d + · · · ai tr
2i−d
and initial data (r2i−d, 0), 1 ≤ i ≤ [d+24 ] correspond to the following solution
u(t, r) = b1 t
2i−2r2−d + b2 t
2i−4r4−d + · · · bi r
2i−d
with coefficients ai = bi = 1 from which a j, b j, 1 ≤ j < i are determined recursively. And it is easy
to verify that these solutions make the left hand side of (9) vanish. This is the original motivation
for conjecturing the correct formulation of Theorem 2 involving orthogonal projections onto these
subspaces.
Remark 6. Using the monotone decreasing feature of the energy
∫
R+|t|
(u2r (t, r) + u
2
t (t, r)) r
d−1 dr as
before, (9) can be restated as: For every R > 0 and for all t ≥ 0 or all t ≤ 0,∫
r≥|t|+R
|∇t,xu(t, r)|
2 rd−1 dr ≥
1
2
‖π⊥R ( f, g)‖
2
H˙1×L2(r≥R;rd−1 dr)
(10)
Notice that when R → 0+, this agrees with (2).
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2. Asymptotic formula
Before proving Theorem 2, we establish our conventions regarding the Fourier transform onRd
and we recall a few standard facts about solutions to (1) with radial initial data. The solution u(t)
to (1) with data ( f, g) is given by
u(t) = cos(t|∇|) f +
sin(t|∇|)
|∇|
g.
Let F to be the Fourier transform on R1, fˆ , gˆ be the Fourier transforms in Rd
fˆ (ξ) =
∫
Rd
e−ix·ξ f (x) dx, f (x) = (2π)−d
∫
Rd
eix·ξ fˆ (ξ) dξ. (11)
and the Parseval identity is ∫
Rd
f (x)g(x)dx =
1
(2π)d
∫
Rd
fˆ (ξ)gˆ(ξ)dξ (12)
in particular, we have Plancherel’s identity ‖ fˆ ‖2
L2(Rd)
= (2π)d‖ f ‖2
L2(Rd)
.
For radial functions, fˆ is again radial. Recall that
σ̂Sd−1(ξ) = (2π)
d
2 |ξ|−νJν(|ξ|), ν :=
d − 2
2
≥ 0
where Jν is the Bessel function of the first type of order ν. It is characterized as being the solution
of
x2 J′′ν (x) + xJ
′
ν(x) + (x
2 − ν2)Jν(x) = 0 (13)
which is regular at x = 0 (unique up to a multiplicative constant). The inversion formula takes the
form
f (r) = (2π)−
d
2
∫ ∞
0
fˆ (ρ)Jν(rρ)(rρ)
−νρd−1 dρ
For the solution u(t, r) this means that
u(t, r) = (2π)−
d
2
∫ ∞
0
(
cos(tρ) fˆ (ρ) +
sin(tρ)
ρ
gˆ(ρ)
)
Jν(rρ)(rρ)
−νρd−1 dρ
∂tu(t, r) = (2π)
− d2
∫ ∞
0
(
− sin(tρ)ρ fˆ (ρ) + cos(tρ)gˆ(ρ)
)
Jν(rρ)(rρ)
−νρd−1 dρ.
We shall invoke the standard asymptotics for the Bessel functions, see [1],
Jν(x) =
√
2
πx
[(1 + ω2(x)) cos(x − τ) + ω1(x) sin(x − τ)] ,
J′ν(x) =
√
2
πx
[ω˜1(x) cos(x − τ) − (1 + ω˜2(x)) sin(x − τ)] .
(14)
with phase-shift τ = (d − 1)π4 , and with the bounds (for n ≥ 0, x ≥ 1)
|ω(n)
1
(x)| + |ω˜(n)
1
(x)| ≤ Cn x
−1−n,
|ω(n)
2
(x)| + |ω˜(n)
2
(x)| ≤ Cn x
−2−n.
(15)
of symbol type.
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Now we start computing the asymptotic form of the exterior energy as in [5], say for t ≥ 0.
(We can take the data to be Schwartz and also assume that fˆ (ρ) and gˆ(ρ) are supported on
0 < ρ∗ < ρ < ρ∗ < ∞). With all Fourier transforms being those in Rd, we claim that
(2π)d
(
‖∂tu(t)‖
2
L2(r≥t+R,rd−1 dr)
+ ‖∂ru(t)‖
2
L2(r≥t+R,rd−1 dr)
)
=
2
π
lim
ε→0+
∫ ∞
t+R
"
ρ1,ρ2>0
(
− sin(tρ1)ρ1 fˆ (ρ1) + cos(tρ1)gˆ(ρ1)
)
·
(
− sin(tρ2)ρ2 fˆ (ρ2) + cos(tρ2)gˆ(ρ2)
)
· cos(rρ1 − τ) cos(rρ2 − τ)(ρ1ρ2)
µ dρ1dρ2 e
−εr dr
+
2
π
lim
ε→0+
∫ ∞
t+R
"
ρ1,ρ2>0
(
cos(tρ1)ρ1 fˆ (ρ1) + sin(tρ1)gˆ(ρ1)
)
·
(
cos(tρ2)ρ2 fˆ (ρ2) + sin(tρ2)gˆ(ρ2)
)
· sin(rρ1 − τ) sin(rρ2 − τ)(ρ1ρ2)
µ dρ1dρ2 e
−εr dr + o(1)
(16)
where the o(1) is for t → ∞ and τ = d−14 π, µ =
d−1
2 . Moreover, we used the asymptotic expansions
of the Bessel functions, and we absorbed all error terms in the o(1), which will be justified at the
end of this section. In order to carry out the r-integration, we use (note 2τ ∈ Zπwhen d is odd)
cos(rρ1 − τ) cos(rρ2 − τ) =
1
2
[cos(r(ρ1 + ρ2) − 2τ) + cos(r(ρ1 − ρ2))]
=
1
2
[(−1)µ cos(r(ρ1 + ρ2)) + cos(r(ρ1 − ρ2))]
sin(rρ1 − τ) sin(rρ2 − τ) =
1
2
[− cos(r(ρ1 + ρ2) − 2τ) + cos(r(ρ1 − ρ2))]
=
1
2
[−(−1)µ cos(r(ρ1 + ρ2)) + cos(r(ρ1 − ρ2))]
as well as the following fact: for any smooth compactly supported functions φ,ψ on (0,∞), one
has for every t ∈ R
lim
ε→0+
∫ ∞
t
"
ρ1,ρ2>0
cos(r(ρ1 − ρ2))φ(ρ1)ψ(ρ2) e
−εr dr dρ1dρ2
= π
∫ ∞
0
φ(ρ)ψ(ρ)dρ −
"
ρ1,ρ2>0
sin(t(ρ1 − ρ2))
ρ1 − ρ2
φ(ρ1)ψ(ρ2) dρ1dρ2 (17)
lim
ε→0+
∫ ∞
t
"
ρ1,ρ2>0
cos(r(ρ1 + ρ2))φ(ρ1)ψ(ρ2)e
−εr dr dρ1dρ2
= −
"
ρ1,ρ2>0
sin(t(ρ1 + ρ2))
ρ1 + ρ2
φ(ρ1)ψ(ρ2) dρ1dρ2. (18)
To prove (17) we note that
lim
ε→0+
∫ ∞
t
cos(ar)e−εr dr = lim
ε→0+
1
2
(
−
et(ia−ε)
ia − ε
+
e−t(ia+ε)
ia + ε
)
= πδ0(a) −
sin(ta)
a
where the limit is to be taken in the distributional sense. For (18) the argument is essentially the
same.
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Inwhat follows,we slightly abuse notation bywriting fˆ ′(ρ) := ρ fˆ (ρ). Carrying out the r-integration
in (16) using (17), (18) and applying trigonometric identities yields:
1
π
"
ρ1,ρ2>0
[
cos(t(ρ1 − ρ2))( fˆ ′(ρ1) fˆ ′(ρ2) + gˆ(ρ1)gˆ(ρ2)) − sin(t(ρ1 − ρ2))
( fˆ ′(ρ1)gˆ(ρ2) − gˆ(ρ1) fˆ ′(ρ2))
](
πδ0(ρ1 − ρ2) −
sin((t + R)(ρ1 − ρ2))
ρ1 − ρ2
)
(ρ1ρ2)
µ dρ1dρ2
+
(−1)µ
π
"
ρ1,ρ2>0
[
cos(t(ρ1 + ρ2))( fˆ ′(ρ1) fˆ ′(ρ2) − gˆ(ρ1)gˆ(ρ2))
+ sin(t(ρ1 + ρ2))( fˆ ′(ρ1)gˆ(ρ2) + gˆ(ρ1) fˆ ′(ρ2))
]sin((t + R)(ρ1 + ρ2))
ρ1 + ρ2
(ρ1ρ2)
µ dρ1dρ2
which further simplifies to∫ ∞
0
(| fˆ ′(ρ)|2 + |gˆ(ρ)|2)ρd−1 dρ
−
1
2π
"
ρ1,ρ2>0
sin((2t + R)(ρ1 − ρ2)) + sin(R(ρ1 − ρ2))
ρ1 − ρ2
( fˆ ′(ρ1) fˆ ′(ρ2) + gˆ(ρ1)gˆ(ρ2))(ρ1ρ2)
µ dρ1dρ2
+
1
2π
"
ρ1,ρ2>0
cos(R(ρ1 − ρ2)) − cos((2t + R)(ρ1 − ρ2))
ρ1 − ρ2
( fˆ ′(ρ1)gˆ(ρ2) − gˆ(ρ1) fˆ ′(ρ2))(ρ1ρ2)
µ dρ1dρ2
+
(−1)µ
2π
"
ρ1,ρ2>0
sin((2t + R)(ρ1 + ρ2)) + sin(R(ρ1 + ρ2))
ρ1 + ρ2
( fˆ ′(ρ1) fˆ ′(ρ2) − gˆ(ρ1)gˆ(ρ2))(ρ1ρ2)
µ dρ1dρ2
+
(−1)µ
2π
"
ρ1,ρ2>0
cos(R(ρ1 + ρ2)) − cos((2t + R)(ρ1 + ρ2))
ρ1 + ρ2
( fˆ ′(ρ1)gˆ(ρ2) + gˆ(ρ1) fˆ ′(ρ2))(ρ1ρ2)
µ dρ1dρ2
Wemay now pass to the limit t →∞ keeping R ≥ 0 fixed. The terms involving sin((2t+R)(ρ1 +ρ2))
and cos((2t + R)(ρ1 + ρ2)) in the fourth and fifth lines, respectively, vanish in the limit t → ∞
as can be seen by integration by parts (we may again assume that the data are Schwartz, with
Fourier transforms compactly supported in (0,∞)). The asymptotic behavior of the terms involving
sin((2t + R)(ρ1 − ρ2)) and cos((2t + R)(ρ1 − ρ2)) in the second and third lines, respectively, require
more care. In fact, using that for any a > 0
F [
sin(ax)
x
](ξ) = πχ(−a,a)(ξ), F [
cos(ax)
x
](ξ) = πi[−χ(−∞,−a) + χ(a,∞)] (19)
one has
lim
t→∞
"
ρ1,ρ2>0
sin((2t + R)(ρ1 − ρ2))
ρ1 − ρ2
( fˆ ′(ρ1) fˆ ′(ρ2) + gˆ(ρ1)gˆ(ρ2))(ρ1ρ2)
µ dρ1dρ2
= π
∫
(| fˆ ′(ρ)|2 + |gˆ(ρ)|2)ρd−1 dρ
as well as
lim
t→∞
"
ρ1,ρ2>0
cos((2t + R)(ρ1 − ρ2))
ρ1 − ρ2
( fˆ ′(ρ1)gˆ(ρ2) − gˆ(ρ1) fˆ ′(ρ2))(ρ1ρ2)
µ dρ1dρ2 = 0
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In conclusion, we obtain the following asymptotic expression for the left-hand side of the exterior
energy (16) as t → ±∞:
1
2
∫ ∞
0
(| fˆ ′(ρ)|2 + |gˆ(ρ)|2)ρd−1 dρ
−
1
2π
"
ρ1,ρ2>0
sin(R(ρ1 − ρ2))
ρ1 − ρ2
( fˆ ′(ρ1) fˆ ′(ρ2) + gˆ(ρ1)gˆ(ρ2))(ρ1ρ2)
µ dρ1dρ2
+
(−1)µ
2π
"
ρ1,ρ2>0
sin(R(ρ1 + ρ2))
ρ1 + ρ2
( fˆ ′(ρ1) fˆ ′(ρ2) − gˆ(ρ1)gˆ(ρ2))(ρ1ρ2)
µ dρ1dρ2
±
1
π
Re
"
ρ1,ρ2>0
[cos(R(ρ1 − ρ2))
ρ1 − ρ2
+ (−1)µ
cos(R(ρ1 + ρ2))
ρ1 + ρ2
]
fˆ ′(ρ1)gˆ(ρ2)(ρ1ρ2)
µ dρ1dρ2
(20)
The direction of time is chosen so as to make the last line ≥ 0.
Let us denote the following asymptotic exterior energy (recall µ = d−12 )
ASd(g) :=
1
2
∫ ∞
0
|gˆ(ρ)|2ρd−1 dρ
−
1
2π
"
ρ1,ρ2>0
sin(R(ρ1 − ρ2))
ρ1 − ρ2
gˆ(ρ1)gˆ(ρ2)(ρ1ρ2)
µ dρ1dρ2
−
(−1)µ
2π
"
ρ1,ρ2>0
sin(R(ρ1 + ρ2))
ρ1 + ρ2
gˆ(ρ1)gˆ(ρ2)(ρ1ρ2)
µ dρ1dρ2
(21)
ASd( f ) :=
1
2
∫ ∞
0
| fˆ (ρ)|2 ρd+1 dρ
−
1
2π
"
ρ1,ρ2>0
sin(R(ρ1 − ρ2))
ρ1 − ρ2
fˆ (ρ1) fˆ (ρ2)(ρ1ρ2)
µ+1 dρ1dρ2
+
(−1)µ
2π
"
ρ1,ρ2>0
sin(R(ρ1 + ρ2))
ρ1 + ρ2
fˆ (ρ1) fˆ (ρ2)(ρ1ρ2)
µ+1 dρ1dρ2
(22)
Hence we obtain
max
±
lim
t→±∞
(2π)d
(
‖∂tu(t)‖
2
L2(r≥|t|+R,rd−1 dr)
+ ‖∂ru(t)‖
2
L2(r≥|t|+R,rd−1 dr)
)
≥ ASd( f ) + ASd(g) (23)
From the explanation right after (20), we also notice that (23) takes equal sign when we have only
(0, g) or ( f, 0) data, and it holds for both time directions.
Now we would like to obtain a lower bound for the asymptotic exterior energy ASd(g) (21) and
ASd( f ) (22).
If R = 0 there is nothing to be done. Now let R > 0. The radial Fourier transform satisfies, with
ν = d−22 ,
ρµ gˆ(ρ) = (2π)
d
2
∫ ∞
0
g(r)Jν(rρ)(rρ)
−νρµrd−1 dr
= 2(2π)
d−1
2
∫ ∞
0
g(r) jn(rρ)rρ r
d−1
2 dr
(24)
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where we used jn(z) =
(
π
2z
) 1
2
Jν(z), n := (d − 3)/2. The so-called spherical Bessel functions jn(z) are of
the form
j0(z) =
sin z
z
j1(z) =
sin z
z2
−
cos z
z
j2(z) =
( 3
z3
−
1
z
)
sin z −
3
z2
cos z
(25)
and for general n ≥ 0:
jn(z) = (−z)
n
(1
z
d
dz
)n sin z
z
(26)
It is worth noticing that these functions alternate between being odd and even depending on n
being odd or even, respectively.
Now we will plug (24) into (21), (22) to prove the following lemma (based on the condition (16)
being fulfilled, which we will verify afterwards).
Lemma 7. Take κ(x) to be a normalized bump function onR, i.e., κ(x) is smooth, even, nonnegative function
such that κ(|x|) is decreasing, suppκ ⊂ [−1, 1] and
∫
R
κ(x) dx = 1. Denote κε(x) =
1
εκ(
x
ε ).
Assume (16) to hold true, then in any odd dimension d, every radial energy solution of (1) satisfies the
following inequality for every R > 0
max
±
lim
t→±∞
(2π)d
(
‖∂tu(t)‖
2
L2(r≥|t|+R,rd−1 dr)
+ ‖∂ru(t)‖
2
L2(r≥|t|+R,rd−1 dr)
)
≥ ASd( f ) + ASd(g) (27)
with
ASd(g) =2
d−1πd
∫
|g(r)|2rd−1 dr − 2d−1πd−2 lim
ε→0
"
r1,r2>0
KR,ε(r1, r2) g(r1)g(r2)(r1r2)
d−1
2 dr1dr2
KR,ε(r1, r2) =
1
2r1r2
∫ R
−R
(κε ∗ Fϕn)(
ξ
r1
)(κε ∗ Fϕn)(
ξ
r2
) dξ
(28)
ASd( f ) =2
d−1πd
∫ ∞
0
| f ′(r)|2rd−1 dr − 2d−1πd−2 lim
ε→0
"
r1,r2>0
K˜R,ε(r1, r2) f (r1) f (r2)(r1r2)
d−1
2 dr1dr2
K˜R,ε(r1, r2) =
1
2r2
1
r2
2
∫ R
−R
(κε ∗ Fψn)(
ξ
r1
)(κε ∗ Fψn)(
ξ
r2
) dξ
(29)
here n = d−32 , ϕn(z) = zjn(z), ψn(z) = zϕn(z) = z
2 jn(z) with jn(z) being the spherical Bessel functions
defined in (26). Moreover, (27) takes equal sign when we have ( f, 0) or (0, g) data and it is true for both time
directions.
Proof. We only need to prove that (21), (22) imply (28), (29) for data ( f, g) which are compactly
supported and smooth.
To prove (28), we first remark that in Lemma 10wewill show thatFϕn is a compactly supported
finite measure. In particular, ϕn and all its derivatives are bounded, |∂αϕn(z)| ≤ Cn,α,∀z.
Let us denote
I(z) =
∫
R
κ(x)eixzdx = 2π(F −1κ)(z) (30)
so I(z) ∈ S(R) and I(0) = 1 (S here means the class of Schwartz functions).
Now take g ∈ C∞
0
(R+), for any ε > 0 by dominated convergence we have
ρµ gˆ(ρ) = 2(2π)
d−1
2 lim
ε→0
∫ ∞
0
ϕn(rρ) h(r)I(εrρ) dr (31)
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with h(r) = g(r)r
d−1
2 ∈ C∞
0
(R+).
Now denote
Gε,n(ρ) =
∫ ∞
0
ϕn(rρ) h(r)I(εrρ) dr
We claim
|Gε,n(ρ)| ≤ CN(1 + |ρ|)
−N (32)
where CN is independent of ε and this holds for all integers N > 0.
To prove (32), we only need to show it for ρ large enough. Let us denote ψ(z) = sin zz , then
ϕn(z) = zjn(z) = (−1)nzn+1
(
1
z
d
dz
)n
ψ(z), and
ϕn(rρ) = (−1)
n r
n+1
ρn−1
(
1
r
d
dr
)n
ψ(rρ)
Applying integration by parts in Gε,n we obtain
Gε,n(ρ) =
1
ρn−1
∫ ∞
0
ψ(rρ)
(
1
r
d
dr
)n
(rn+1h(r)I(εrρ)) dr (33)
Notice that (−1)N d
2N
dz2N
sin z = sin z, whence sin(rρ) = (−1)
N
ρ2N
d2N
dr2N
sin(rρ) and thus furthermore,
ψ(rρ) =
sin(rρ)
rρ
=
(−1)N
rρ2N+1
d2N
dr2N
sin(rρ)
Plugging this into (33) and integrating by parts 2N times yields
Gε,n(ρ) =
(−1)N
ρ2N+n
∫ ∞
0
sin(rρ)
d2N
dr2N
1
r
(
1
r
d
dr
)n
(rn+1h(r)I(εrρ)) dr (34)
From
dk
drk
I(εrρ) = (ερ)kI(k)(εrρ) =
1
rk
(εrρ)kI(k)(εrρ)
and using the fact that I(z) is Schwartz, we conclude that
|
dk
drk
I(εrρ)| . r−k
Combining this with the fact that h(r) is smooth and compactly supported away from origin, we
see that the integral in (34) is bounded, hence we proved (32).
Next, we denote ϕεn(z) = ϕn(z)I(εz) and plug (31) into (21). We may then apply the dominated
convergence theorem to take the limit outside the integral, i.e.,
ASd(g) =
1
2
∫ ∞
0
|gˆ(ρ)|2ρd−1 dρ
−
2
π
(2π)d−1 lim
ε→0
&
r1,r2,ρ1,ρ2>0
sin(R(ρ1 − ρ2))
ρ1 − ρ2
ϕεn(r1ρ1)ϕ
ε
n(r2ρ2)h(r1)h(r2) dρ1dρ2dr1dr2
−
2(−1)µ
π
(2π)d−1 lim
ε→0
&
r1,r2,ρ1,ρ2>0
sin(R(ρ1 + ρ2))
ρ1 + ρ2
ϕεn(r1ρ1)ϕ
ε
n(r2ρ2)h(r1)h(r2) dρ1dρ2dr1dr2
(35)
and the integrals converge absolutely because of (32).
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Now we can use the parity of ϕεn(z), which follows from the parity of jn(z) (notice that I(z) is an
even function) to combine the last two integrals
ASd(g) =
1
2
∫ ∞
0
|gˆ(ρ)|2ρd−1 dρ
−
(2π)d−1
π
lim
ε→0
"
r1,r2>0
"
ρ1,ρ2∈R2
sin(R(ρ1 − ρ2))
ρ1 − ρ2
ϕεn(r1ρ1)ϕ
ε
n(r2ρ2)h(r1)h(r2) dρ1dρ2dr1dr2
(36)
We now define
Gε(ρ1, ρ2) =
"
r1,r2>0
ϕεn(r1ρ1)ϕ
ε
n(r2ρ2)h(r1)h(r2) dr1dr2 (37)
the same argument as the proof for (32) gives that Gε(ρ1, ρ2) ∈ S(R ×R).
Take ψδ ∈ S(R) and ψδ(z) → ψ :=
sin z
z as δ → 0 uniformly on compact sets with the uniform
bound ‖ψδ‖∞ ≤ C. Now for R fixed, we consider"
ρ1,ρ2∈R2
sin(R(ρ1 − ρ2))
ρ1 − ρ2
Gε(ρ1, ρ2)dρ1dρ2 = R
∫ ∞
−∞
(∫ ∞
−∞
ψ(R(ρ1 − ρ2))G
ε(ρ1, ρ2)dρ1
)
dρ2
= R
∫ ∞
−∞
lim
δ→0
(∫ ∞
−∞
ψδ(R(ρ1 − ρ2))G
ε(ρ1, ρ2)dρ1
)
dρ2 (38)
where the first equality holds due to the fact that the integral converges absolutely, and the second
equality follows by dominated convergence.
Apply Parseval’s identity to the inner integral to deduce (we can take ψδ(z) to be real when z is
real) ∫ ∞
−∞
ψδ(R(ρ1 − ρ2))G
ε(ρ1, ρ2)dρ1 =
1
2π
∫ ∞
−∞
e−iρ2ξ
R
Fψδ(
ξ
R
)F1G
ε(ξ, ρ2)dξ
Here F1 means that we are passing to the Fourier transform with respect to the first variable.
Since (Fψ)(ξ) = πχ(−1,1)(ξ), and since Fψδ converges to Fψ weakly as measures (and also
weakly in L2) we conclude that
lim
δ→0
∫ ∞
−∞
ψδ(R(ρ1 − ρ2))G
ε(ρ1, ρ2) dρ1 =
1
2R
∫ R
−R
eiρ2ξF1G
ε(ξ, ρ2) dξ (39)
Inserting (39) into (38) we obtain
1
2
∫ ∞
−∞
∫ R
−R
eiρ2ξF1G
ε(ξ, ρ2) dξ dρ2 =
1
2
∫ R
−R
F2G
ε(ξ,−ξ)dξ (40)
Here F2 means that we are applying the Fourier transform in both variables.
Next using the formula (37) for Gε, we have
F2G
ε(ξ1,−ξ2) =
"
ρ1,ρ2∈R2
e−i(ξ1ρ1−ξ2ρ2)
"
r1,r2>0
ϕεn(r1ρ1)ϕ
ε
n(r2ρ2)h(r1)h(r2) dr1dr2dρ1dρ2
=
∫
r1>0,ρ1∈R
e−iξ1ρ1ϕεn(r1ρ1)h(r1) dξ1dr1
∫
r2>0,ρ2∈R
eiξ2ρ2ϕεn(r2ρ2)h(r2) dξ2dr2 (41)
where we used Fubini’s theorem to interchange the order of integration because it converges
absolutely for each ε fixed. From∫ ∞
−∞
e−iξ1ρ1ϕεn(r1ρ1)dξ1 =
1
r1
Fϕεn(
ξ1
r1
)
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and the fact that ϕεn(r2ρ2) is real one infers that∫ ∞
−∞
eiξ2ρ2ϕεn(r2ρ2)dξ2 =
∫ ∞
−∞
e−iξ2ρ2ϕεn(r2ρ2)dξ2 =
1
r2
Fϕεn(
ξ2
r2
)
Combining (38)–(41) we arrive at
"
ρ1,ρ2∈R2
sin(R(ρ1 − ρ2))
ρ1 − ρ2
Gε(ρ1, ρ2)dρ1dρ2 =
"
r1,r2>0
∫ R
−R
1
2r1r2
Fϕεn(
ξ
r1
)Fϕεn(
ξ
r2
)h(r1)h(r2) dξ dr1 dr2
(42)
The formula (30) for I(z) implies that the Fourier transform of I(εz) equals 2π1εκ(
ξ
ε ). And from our
convention (11), we see that F ( f g) = 12πF f ∗ F g. So we can write Fϕ
ε
n(ξ) = (κε ∗ Fϕn)(ξ), with
κε(x) =
1
εκ(
x
ε ). Recalling that h(r) = g(r)r
d−1
2 , we see that (36) and (42) imply (28).
The proof for (29) is almost identical. Since we take f ∈ C∞
0
(R+) and since ϕn(z) together with all
its derivative are bounded, we infer from dominated convergence that
ρµ+1 fˆ (ρ) = 2(2π)
d−1
2 lim
ε→0
∫ ∞
0
ϕn(rρ)ρ f (r)r
d−1
2 I(εrρ) dr
= 2(2π)
d−1
2 lim
ε→0
∫ ∞
0
ψn(rρ) h˜(r)I(εrρ) dr
with h˜(r) = f (r)r
d−3
2 ∈ C∞
0
(R+).
Now repeat the same argument as above with with h(r) replaced by h˜(r), and ϕn(z) replaced by
ψn(z). With these replacements one can check that we we obtain a formula analogous to (35) but
with plus sign in the last line as opposed to a minus sign (notice the difference between (22) and
(21)). Then, using the parity of ψn(z) we again get the following formula with ψεn(z) = ψn(z)I(εz),
which is similar to (36).
ASd( f ) =
1
2
∫ ∞
0
| fˆ (ρ)|2ρd+1 dρ
−
(2π)d−1
π
lim
ε→0
"
r1,r2>0
"
ρ1,ρ2∈R2
sin(R(ρ1 − ρ2))
ρ1 − ρ2
ψεn(r1ρ1)ψ
ε
n(r2ρ2)h˜(r1)h˜(r2)dρ1dρ2dr1dr2
(43)
So we may continue the remainder of the argument to obtain
"
r1,r2>0
"
ρ1,ρ2∈R2
sin(R(ρ1 − ρ2))
ρ1 − ρ2
ψεn(r1ρ1)ψ
ε
n(r2ρ2)h˜(r1)h˜(r2) dr1dr2dρ1dρ2
=
"
r1,r2>0
∫ R
−R
1
2r1r2
Fψεn(
ξ
r1
)Fψεn(
ξ
r2
)h˜(r1)h˜(r2) dξ dr1 dr2
Again we have Fψεn(ξ) = (κε ∗ Fψn)(ξ). Now we can plug in h˜(r) =
1
r f (r)r
d−1
2 and see that (43)
implies (29). 
It remains to prove (16). For simplicity, we establish (16) only for the piece arising from the
kinetic energy as the contributions coming from the ∂ru(t) term are dealt with similarly. First note
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that
(2π)d‖∂tu(t)‖
2
L2(r≥R+t,rd−1 dr)
=(2π)d lim
ε→0+
∫ ∞
R+t
|∂tu(t, r)|
2rd−1e−εr dr
= lim
ε→0+
∫ ∞
R+t
" (
− sin(tρ1)ρ1 fˆ (ρ1) + cos(tρ1)gˆ(ρ1)
)
·
(
− sin(tρ2)ρ2 fˆ (ρ2) + cos(tρ2)gˆ(ρ2)
)
· Jν(rρ1)Jν(rρ2)(r
2ρ1ρ2)
−ν(ρ1ρ2)
d−1 dρ1dρ2 r
d−1 e−εr dr.
(44)
Next, if we subtract the contributions of the kinetic energy in (16) from (44) we are left with
2
π
lim
ε→0+
∞∫
R+t
∞∫
0
∞∫
0
(
− sin(tρ1)ρ1 fˆ (ρ1) + cos(tρ1)gˆ(ρ1)
) (
− sin(tρ2)ρ2 fˆ (ρ2) + cos(tρ2)gˆ(ρ2)
)
·
[(
ω2(rρ1) + ω2(rρ2) + ω2(rρ1)ω2(rρ2)
)
cos(rρ1 − τ) cos(rρ2 − τ)
+ ω1(rρ1)(1 + ω2(rρ2)) sin(rρ1 − τ) cos(rρ2 − τ)
+ ω1(rρ2)(1 + ω2(rρ1)) sin(rρ2 − τ) cos(rρ1 − τ)
+ ω1(rρ1)ω1(rρ2) sin(rρ1 − τ) sin(rρ2 − τ)
]
(ρ1ρ2)
µ dρ1dρ2 e
−εr dr.
where the ω j are as in (15). All terms here are treated in a similar fashion. As a representative
example, consider for all ε > 0 the error term
E1(ε) :=
∞∫
R+t
∞∫
0
∞∫
0
sin(tρ1) sin(tρ2) cos(rρ1−τ) sin(rρ2−τ)ω1(rρ2)· fˆ (ρ1) fˆ (ρ2)(ρ1ρ2)
µ+1e−εr dρ1dρ2dr,
As before, we write
cos(rρ1 − τ) sin(rρ2 − τ) = −
1
2
[
(−1)ν cos(r(ρ1 + ρ2)) + sin(r(ρ1 − ρ2))
]
,
expand the trigonometric functions on the right-hand side into complex exponentials, and perform
an integration by parts in the r variable as follows: for any σ ∈ R and dropping the subscripts on
ω, ρ for simplicity, one has∫ ∞
t+R
e−[ε∓iσ]r ω(rρ) dr =
e−[ε∓iσ](t+R)
ε ∓ iσ
ω((t + R)ρ) +
∫ ∞
t+R
e−[ε∓iσ]r
ε ∓ iσ
ω′(rρ)ρ dr. (45)
We apply this with σ = ρ1 + ρ2 and σ = ρ1 − ρ2 to the fully expanded form of E1(ε) as explained
above. In both cases one has the uniform bounds
sup
ε>0
∥∥∥∥∫ ∞
−∞
φ(ρ2)
(ρ1 ± ρ2) ± iε
dρ2
∥∥∥∥
L2(ρ1)
≤ C‖φ‖2.
In order to use this, we distribute the exponential factors as well as all weights over the functions
fˆ (ρ1) and fˆ (ρ2), respectively. For the first term on the right-hand side of (45) we then obtain an
estimate O((t + R)−1) from the decay of the weight ω, whereas for the integral in (45) we obtain an
O(r−2)-bound via
sup
ρ>0
|ω′(rρ)ρ2| ≤ C r−2
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which then leads to the final bound of∫ ∞
t+R
O(r−2) dr = O((t + R)−1).
TheO-here are uniform in ε > 0. Note that various ρ-factorswhich are introduced by theω-weights
are harmless due to our standing assumption that 0 < ρ∗ < ρ < ρ∗.
All error terms fall under this scheme. In fact, those involving twoω-factors yield aO((t+R)−2)-
estimate. This concludes the proof.
3. Dimension 3, 5 and 7
In this section we prove Theorem 2 for dimensions d = 3, 5, 7. This will serve to illustrate the
method without obscuring the arguments with excessive technical detail.
We first list the Fourier transforms of the Bessel functions ϕn(z), n = 0, 1, 2 which will be needed
for dimensions d = 3, 5, 7. These facts can be checked via direct computation from (25).
Fϕ0(ξ) = πi[δ−1 − δ1],
Fϕ1(ξ) = π[χ(−1,1)(ξ) − δ−1 − δ1],
Fϕ2(ξ) = πi[−3ξχ(−1,1)(ξ) − δ−1 + δ1]
(46)
The following lemma collects various limits which we will use repeatedly in the main argument.
These limits all involve regularizations by the mollifier κε(x) which we introduced in Lemma 7. In
the lemma we denote by δab the Kronecker delta
δab =
{
1, when a = b
0, when a , b
In contrast, δy is the standardDirac measure centered at y ∈ R. In otherwords, ( f ∗δy)(x) = f (x− y).
Lemma 8. Let i, j ≥ 1, r1, r2 > 0. For a, b ∈ {0, 1}, we have the following limits for any test function
φ(r1, r2) ∈ C
∞
0
(R+ ×R+):
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ ξ
iχ(−1,1)](
ξ
r1
)[κε ∗ ξ
jχ(−1,1)](
ξ
r2
)dξ
]
φ(r1, r2) dr1dr2
=(1 − (−1)i+ j+1)
"
r1,r2>0
1
i + j + 1
min(r1, r2,R)
i+ j+1
ri
1
r
j
2
φ(r1, r2) dr1dr2
(47)
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ δ(−1)a](
ξ
r1
)[κε ∗ δ(−1)b](
ξ
r2
)dξ
]
φ(r1, r2) dr1dr2
=δab
∫ R
0
ξ2φ(ξ, ξ)dξ
(48)
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ δ
′
(−1)a](
ξ
r1
)[κε ∗ δ
′
(−1)b
](
ξ
r2
)dξ
]
φ(r1, r2) dr1dr2
=δab
∫ R
0
[
∂x∂y
(
x2y2φ(x, y)
)] ∣∣∣∣
x=y=ξ
dξ
(49)
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ ξ
iχ(−1,1)](
ξ
r1
)[κε ∗ δ(−1)a](
ξ
r2
)dξ
]
φ(r1, r2)dr1dr2
=
∫ ∞
0
∫ min(r1,R)
0
r2
(
(−1)ar2
r1
)i
φ(r1, r2) dr2dr1
(50)
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lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ ξ
iχ(−1,1)](
ξ
r1
)[κε ∗ δ
′
(−1)a](
ξ
r2
)dξ
]
φ(r1, r2)dr1dr2
=(−1)a
∫ ∞
0
∫ min(r1,R)
0
(
(−1)ar2
r1
)i
∂r2(r
2
2φ(r1, r2)) dr1dr2
(51)
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ δ(−1)a](
ξ
r1
)[κε ∗ δ
′
(−1)b
](
ξ
r2
)dξ
]
φ(r1, r2) dr1dr2
=(−1)aδab
∫ R
0
[
∂y
(
xy2φ(x, y)
)] ∣∣∣∣
x=y=ξ
dξ
(52)
Proof. We first compute the convolution to obtain
[κε ∗ ξ
iχ(−1,1)](
ξ
r
) =
∫ 1
−1
κε(r
−1ξ − y)yi dy =
∫ 1
−1
1
ε
κ(
r−1ξ − y
ε
)yi dy
[κε ∗ δ(−1)a](
ξ
r
) = κε(r
−1ξ − (−1)a)
[κε ∗ δ
′
(−1)a](
ξ
r
) = κ′ε(r
−1ξ − (−1)a)
Notice that for ε > 0 fixed, if we let h represent any of the functions above, then h is a Schwartz as
a function of ξ. I.e., for any r > 0
sup
ξ∈R
|ξα∂
β
ξ
h(ξ)| ≤ Cα,β(r), ∀α, β ∈ Z
+ (53)
with Cα,β(r) being continuous functions in r.
Considering any test function φ(r1, r2), we may assume that
suppφ ⊂ [r∗, r
∗] × [r∗, r
∗] 0 < r∗ < r
∗ < ∞ (54)
From Fubini’s theorem, (53) guarantees that we can interchange the order of integration in all our
computations below. We shall now prove (47)-(52) for test functions satisfying (54). By taking r∗
and r∗ to be any value in (0,∞), this will imply that (47)-(52) hold true for any test functions.
Proof of (47): By the change of variables y1 = r
−1
1
ξ − θ1ε, y2 = r
−1
2
ξ − θ2ε one has
Iε =
∫
R+×R+
[∫ R
−R
∫ 1
−1
∫ 1
−1
yi1y
j
2
κε(r
−1
1 ξ − y1)κε(r
−1
2 ξ − y2)dy1dy2dξ
]
φ(r1, r2) dr1dr2
=
∫
R5
χε(ξ, θ1, θ2, r1, r2)(r
−1
1 ξ − θ1ε)
i(r−12 ξ − θ2ε)
jκ(θ1)κ(θ2)φ(r1, r2) dξdθ1dθ2dr1dr2
where χε(ξ, θ1, θ2, r1, r2) is the characteristic function of the set
Ωε :=
(ξ, θ1, θ2, r1, r2)
∣∣∣∣∣∣ ξ ∈ [−R,R], (r
−1
i
ξ − 1)
ε
≤ θi ≤
(r−1
i
ξ + 1)
ε
, r1, r2 ∈ [r∗, r
∗]

To proceed, we define the following sets:
Ω := {−min (r1, r2,R) < ξ < min (r1, r2,R), θ1, θ2 ∈ R r1, r2 ∈ [r∗, r
∗]}
Ω
(1)
ε := Ωε ∩Ω
Ω
(2)
ε := Ωε\Ω
(1)
ε
with the corresponding characteristic function χΩ, χ
(1)
ε , χ
(2)
ε . We then have
χε(ξ, θ1, θ2, r1, r2) = χ
(1)
ε (ξ, θ1, θ2, r1, r2) + χ
(2)
ε (ξ, θ1, θ2, r1, r2)
14
lim
ε→0
χ(1)ε (ξ, θ1, θ2, r1, r2) = χΩ(ξ, θ1, θ2, r1, r2)
lim
ε→0
χ(2)ε (ξ, θ1, θ2, r1, r2) = 0 a.e.
For 0 < ε < 1, the integrand is bounded by
χ[−R,R]×R2 (ξ, θ1, θ2)χr1 ,r2≥r∗(r1, r2)
∣∣∣∣∣ ξr1
∣∣∣∣∣i
∣∣∣∣∣ ξr2
∣∣∣∣∣ j |θ1|iκ(θ1)|θ2| jκ(θ2)|φ(r1, r2)|
which is integrable on R5. Hence by the dominated convergence theorem, we obtain
lim
ε→0
Iε =
∫
r1,r2≥r∗
∫
θ1,θ2∈R
∫ min (r1,r2,R)
−min (r1,r2,R)
ξi+ j
ri
1
r
j
2
κ(θ1)κ(θ2)φ(r1, r2) dξ dθ1 dθ2 dr1dr2
=
∫
r1,r2>0
(1 − (−1)i+ j+1)
min (r1, r2,R)
i+ j+1
(i + j + 1)ri
1
r
j
2
φ(r1, r2) dr1dr2
which yields (47).
Proof of (48) : Given any η > 0, take ε < ε0 <
1
2 , with ε0 to be chosen later. Then
Iε :=
∫ R
−R
∫
R+×R+
κε(r
−1
1 ξ − (−1)
a)κε(r
−1
2 ξ − (−1)
b)φ(r1, r2) dξ dr1 dr2 change
ξ
ri
= θi
=
∫ R
0
∫
R+×R+
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)φ(
ξ
θ1
,
ξ
θ2
)
ξ2
θ2
1
θ2
2
dθ1 dθ2dξ
+
∫ 0
−R
∫
R−×R−
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)φ(
ξ
θ1
,
ξ
θ2
)
ξ2
θ2
1
θ2
2
dθ1 dθ2dξ
(55)
Since suppκε ⊂ [−ε, ε] ⊂ [−ε0, ε0], we only need to consider the integration over the region
Ω
+ := [0,R] × [1 − ε0, 1 + ε0] × [1 − ε0, 1 + ε0]
Ω
− := [−R, 0] × [−1 − ε0,−1 + ε0] × [−1 − ε0,−1 + ε0]
Denote by A(ξ, θ1, θ2) = φ(
ξ
θ1
, ξθ2 )
ξ2
θ2
1
θ2
2
, which is smooth onΩ±. We can then chose ε0 small so that
|A(ξ, θ1, θ2) − A(ξ, (−1)
a, (−1)b)| ≤ η ∀(ξ, θ1, θ2) ∈ Ω
±
Hence we obtain
Iε =
$
Ω+
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)A(ξ, (−1)a, (−1)b) dθ1 dθ2dξ
+
$
Ω−
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)A(ξ, (−1)a, (−1)b) dθ1 dθ2dξ
+O(η)
(56)
with O(·) independent of ε for any ε < ε0. When a = b = 0, we have A(ξ, 1, 1) = φ(ξ, ξ)ξ2. Since φ
is compactly supported in R+ ×R+ , we see that the first integral in (56) equals∫ R
0
φ(ξ, ξ)ξ2dξ
while the second integral in (56) vanishes due to the fact that θi−1 lies outside of the support of κε.
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If a = b = 1, then A(ξ, 1, 1) = φ(−ξ,−ξ)ξ2. Thus the first integral in (56) vanishes, while the
second integral equals ∫ 0
−R
φ(−ξ,−ξ)ξ2dξ =
∫ R
0
φ(ξ, ξ)ξ2dξ.
When a = 0, b = 1 or a = 1, b = 0, it is easy to see both integrals in (56) vanish. To summarize, for
a, b ∈ {0, 1}, and for all η > 0, we can find ε0 > 0 such that
Iε =
∫ R
0
φ(ξ, ξ)ξ2dξ +O(η), for 0 < ε < ε0
which implies (48).
Proof of (49) : For any η > 0, take ε < ε0 <
1
2 with ε0 to be chosen later. Now for fixed ε, the
dominated convergence theorem implies that
Iε : =
∫ R
−R
∫
R+×R+
κ′ε(r
−1
1 ξ − (−1)
a)κ′ε(r
−1
2 ξ − (−1)
b)φ(r1, r2)dr1dr2dξ
= lim
δ→0+
∫
δ≤|ξ|≤R
∫
R+×R+
κ′ε(r
−1
1 ξ − (−1)
a)κ′ε(r
−1
2 ξ − (−1)
b)φ(r1, r2) dr1dr2dξ
We denote the integral term here as Iε,δ.
Using the fact ∂rκε(r−1ξ− (−1)b) = −
ξ
r2
κ′ε(r
−1ξ− (−1)b), we may rewrite Iε,δ and integrate by parts
with respect to r1, r2:
Iε,δ =
∫
δ≤|ξ|≤R
∫
R+×R+
r2
1
r2
2
ξ2
∂r1κε(r
−1
1 ξ − (−1)
b)∂r2κε(r
−1
2 ξ − (−1)
b)φ(r1, r2)dr1dr2dξ
=
∫
δ≤|ξ|≤R
∫
R+×R+
1
ξ2
κε(r
−1
1 ξ − (−1)
a)κε(r
−1
2 ξ − (−1)
b)∂r1∂r2(r
2
1r
2
2φ(r1, r2)) dr1dr2dξ
We now setΨ(r1, r2) = ∂r1∂r2(r
2
1
r2
2
φ(r1, r2)) and change variables
ξ
r1
= θ1,
ξ
r2
= θ2 in Iε,δ to obtain
Iε,δ =
∫
δ≤ξ≤R
∫
R+×R+
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)
1
θ2
1
θ2
2
Ψ(
ξ
θ1
,
ξ
θ2
) dθ1dθ2dξ
+
∫
−R≤ξ≤−δ
∫
R−×R−
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)
1
θ2
1
θ2
2
Ψ(
ξ
θ1
,
ξ
θ2
) dθ1dθ2dξ
=I+ε,δ + I
−
ε,δ
We denote A(ξ, θ1, θ2) =
1
θ2
1
θ2
2
Ψ( ξθ1 ,
ξ
θ2
). We infer from supp(κε) ⊂ [−ε0, ε0] and supp(φ) ⊂ [r∗, r∗] ×
[r∗, r∗] that the region of integration for I±ε,δ can be taken as
Ω
+ := [(1 − ε0)r∗, (1 + ε0)r
∗] × [1 − ε0, 1 + ε0] × [1 − ε0, 1 + ε0]
Ω
− := [(−1 − ε0)r∗, (−1 + ε0)r
∗] × [−1 − ε0,−1 + ε0] × [−1 − ε0,−1 + ε0]
Since A(ξ, θ1, θ2) is smooth onΩ
±, we can apply the dominated convergence theorem to get
Iε = lim
δ→0
Iε,δ
=
∫
Ω+
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)A(ξ, θ1, θ2) dθ1dθ2dξ
+
∫
Ω−
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)A(ξ, θ1, θ2) dθ1dθ2dξ
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As before, we can take ε0 small so that
|A(ξ, θ1, θ2) − A(ξ, (−1)
a, (−1)b)| ≤ η, ∀(ξ, θ1, θ2) ∈ Ω
±
Hence
Iε =
∫
Ω+
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)A(ξ, (−1)a, (−1)b) dθ1dθ2dξ
+
∫
Ω−
κε(θ1 − (−1)
a)κε(θ2 − (−1)
b)A(ξ, (−1)a, (−1)b) dθ1dθ2dξ
+O(η)
(57)
If a = b = 0, then A(ξ, (−1)a, (−1)b) = ∂x∂y(x2y2φ(x, y))
∣∣∣
x=y=ξ
, so the first integral in (57) equals∫ R
0
∂x∂y(x
2y2φ(x, y))
∣∣∣
x=y=ξ
dξ
and the second integral in (57) vanishes.
When a = b = 1, A(ξ, (−1)a, (−1)b) = ∂x∂y(x2y2φ(x, y))
∣∣∣
x=y=−ξ
, so the first integral in (57) is 0 while
the second integral equals∫ 0
−R
∂x∂y(x
2y2φ(x, y))
∣∣∣
x=y=−ξ
dξ =
∫ R
0
∂x∂y(x
2y2φ(x, y))
∣∣∣
x=y=ξ
dξ.
When a = 0, b = 1 or a = 1, b = 0 we see that both integrals in (57) vanish. To summarize, for
a, b ∈ {0, 1}, for any η > 0, we find ε0 > 0 so that
Iε =
∫ R
0
∂x∂y(x
2y2φ(x, y))
∣∣∣
x=y=ξ
dξ +O(η) ∀0 < ε < ε0
which implies (49).
Proof of (50) : By the change of variables y1 = r
−1
1
ξ − θ1ε, r2 =
ξ
(−1)a+εθ2
, we obtain
Iε =
"
r1,r2>0
[∫ R
−R
∫ 1
−1
yiκε(r
−1
1 ξ − y)dyκε(r
−1
2 ξ − (−1)
a)dξ
]
φ(r1, r2)dr1dr2
=
&
R4
χε(ξ, r1, θ1, θ2)(r
−1
1 ξ − θ1ε)
iκ(θ1)κ(θ2)φ(r1,
ξ
(−1)a + εθ2
)
ξ
((−1)a + εθ2)2
dθ1dθ2dr1dξ
with χε being the characteristic function of the following setΩε (we can first take 0 < ε <
1
2 )
Ωε :=

(ξ, r1, θ1, θ2) ∈ R
4
∣∣∣∣∣∣
ξ ∈ [−R,R], r∗ ≤ r1 ≤ r
∗,
− 1 ≤ θ1 ≤ 1,
1
ε
(
ξ
r1
− 1) ≤ θ1 ≤
1
ε
(
ξ
r1
+ 1)
− 1 ≤ θ2 ≤ 1, r∗ ≤
ξ
(−1)a + εθ2
≤ r∗

(58)
For a = 0, we define the following regions
Ω : = {(ξ, r1, θ1, θ2) ∈ R
4 | r∗ < ξ < min(r
∗, r1,R), r1 ∈ [r∗, r
∗], θ1, θ2 ∈ [−1, 1]}
Ω
(1)
ε : = Ωε ∩Ω
Ω
(2)
ε : = Ωε\Ω
(1)
ε
with the corresponding characteristic functions χΩ, χ
(1)
ε , χ
(2)
ε . Hence χε = χ
(1)
ε + χ
(2)
ε and we have
lim
ε→0
χ(1)ε (ξ, r1, θ1, θ2) = χΩ(ξ, r1, r2, θ1, θ2)
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lim
ε→0
χ(2)ε (ξ, r1, θ1, θ2) = 0 a.e.
Also notice that when 0 < ε < 12 , the integrand in Iε is bounded by
Cχ[−R,R](ξ)χ[−1,1](θ1)χ[−1,1](θ2)χ[r∗,r∗](ξ)
with a constant Cwhich does not depend on ε (but which may depend on the support of φ). Hence
we can apply the dominated convergence theorem to conclude that
lim
ε→0
Iε =
∫ r∗
r∗
∫ min(r1,r∗,R)
0
ξ(
ξ
r1
)iφ(r1, ξ) dξdr1 =
∫ ∞
0
∫ min(r1,R)
0
ξ(
ξ
r1
)iφ(r1, ξ) dξdr1.
If a = 1, then we set
Ω˜ := {(ξ, r1, θ1, θ2) ∈ R
4 | −min(r∗, r1,R) < ξ < −r∗, r1 ∈ [r∗, r
∗], θ1, θ2 ∈ [−1, 1]}
and use it to define Ω˜
(1)
ε , Ω˜
(2)
ε . We can now repeat the previous arguments to obtain
lim
ε→0
Iε =
∫ r∗
r∗
∫ −r∗
−min(r1,r∗,R)
(−ξ)(
ξ
r1
)iφ(r1,−ξ) dξdr1 =
∫ ∞
0
∫ min(r1,R)
0
ξ(
−ξ
r1
)iφ(r1, ξ) dξdr1
Hence we have proved (50).
The proofs for (51), (52) are analogous to those of (50), (49), and we omit the details. 
Proof of Theorem 2 for d=3: Now we have n = 0, ϕ0(z) = sin z, hence
Fϕ0(ξ) = πi[δ−1(ξ) − δ1(ξ)].
Using (48) with test function φ(r1, r2) =
1
2 g(r1)g(r2), we see that (28) with d = 3 yields
AS3(g) =4π
3
∫ ∞
0
|g(r)|2r2 dr
− 4π lim
ε→0
"
r1,r2>0
π2
2r1r2
[∫ R
−R
[κε ∗ (δ−1 − δ1)](
ξ
r1
)[κε ∗ (δ−1 − δ1)](
ξ
r2
)dξ
]
g(r1)g(r2) r1r2 dr1dr2
=4π3
[∫ ∞
0
|g(r)|2 r2 dr −
∫ R
0
|g(r)|2r2dr
]
=4π3
∫ ∞
R
|g(r)|2 r2 dr (59)
Next, we analyze the contributions from f . Since ψ0(z) = zψ0(z), we can compute
Fψ0 = i∂ξFϕ0 = πi[δ
′
−1(ξ) − δ
′
1(ξ)]
Using (49) and the expression for ASd( f ) (29) with d = 3, we get
AS3( f ) =4π
3
∫ ∞
0
| f ′(r)|2r2 dr
− 4π lim
ε→0
"
r1,r2>0
π2
2r2
1
r2
2
[∫ R
−R
[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r1
)[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r2
)dξ
]
f (r1) f (r2) r1r2 dr1dr2
=4π3
∫ ∞
0
| f ′(r)|2r2 dr − 4π3
∫ R
0
|(r f (r))′ |2 dr
=4π3(
∫ ∞
R
|r f ′(r)|2 dr − | f (R)|2R) (60)
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Combining the f -contribution (60) with the g-contribution (59), and also taking (27) into account,
we arrive at the known fact
max
±
lim
t→±∞
∫
r≥|t|+R
|∇t,r u(t, r)|
2 r2 dr ≥
1
2
[ ∫
r≥R
(
|r f ′(r)|2 + |rg(r)|2
)
dr − | f (R)|2R
]
see (6) and also (8).
Proof of Theorem 2 for d=5: If d = 5 then n = 1 and we have
Fϕ1 = π[χ(−1,1) − (δ−1 + δ1)] (61)
We first consider the case with initial data (0, g). Since we may assume that g(r) = 0 for r ≤ R by
approximation, whenwe plug (61) into (28), the δ-function does not contribute in the computation.
Hence using (47) we obtain
AS5(g) =2
4π5
∫ ∞
0
|g(r)|2r4 dr
− 24π3 lim
ε→0
"
r1,r2>0
π2
2r1r2
[∫ R
−R
[κε ∗ χ(−1,1)](ξ/r1)[κε ∗ χ(−1,1)](ξ/r2)
]
g(r1)g(r2)r
2
1r
2
2 dr1dr2
=24π5
[∫ ∞
R
|g(r)|2r4 dr − R
"
r1,r2>R
g(r1)g(r2)r1r2 dr1dr2
]
=24π5
∥∥∥∥g − 〈g, r−3〉L2(r≥R;r4dr)
〈r−3, r−3〉L2(r≥R;r4dr)
r−3
∥∥∥∥2
L2(r≥R;r4dr)
(62)
Finally, we consider the case d = 5 with initial data ( f, 0). In that case one has
Fψ1 = i∂ξFϕ1 = iπ[−δ1 + δ−1 − (δ
′
−1 + δ
′
1)]
From (48), (49), (52) in Lemma 8, and in view of the interchangeability of r1, r2, we conclude that
AS5( f ) =2
4π5
∫ ∞
0
| f ′(r)|2r4 dr
− 24π3 lim
ε→0
"
r1,r2>0
 1
2r2
1
r2
2
∫ R
−R
[κε ∗ Fψn](
ξ
r1
)[κε ∗ Fψn](
ξ
r2
)dξ
 f (r1) f (r2)(r1r2)2 dr1dr2
=24π5
∫ ∞
0
| f ′(r)|2r4 dr
−
1
2
24π5 lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (−δ1 + δ−1)](
ξ
r1
)[κε ∗ (−δ1 + δ−1)](
ξ
r2
) dξ
]
f (r1) f (r2) dr1dr2
−
1
2
24π5 lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (δ
′
−1 + δ
′
1)](
ξ
r1
)[κε ∗ (δ
′
−1 + δ
′
1)](
ξ
r2
) dξ
]
f (r1) f (r2) dr1dr2
+ 24π5Re lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (−δ1 + δ−1)](
ξ
r1
)[κε ∗ (δ
′
−1 + δ
′
1)](
ξ
r2
) dξ
]
f (r1) f (r2) dr1dr2
=24π5
∫ ∞
0
| f ′(r)|2r4 dr − 24π5
∫ R
0
| f (r)|2r2 dr
− 24π5
∫ R
0
|∂r(r
2 f (r))|2 dr − 25π5Re
∫ R
0
r f (r)∂r(r
2 f (r)) dr
=24π5
(∫ ∞
R
|∂r(r
2 f (r))|2 dr + 2
∫ ∞
R
| f (r)|2 r2 dr − R3| f (R)|2
)
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=24π5
(∫ ∞
R
| f ′(r)|2 r4 dr − 3R3| f (R)|2
)
(63)
Here Re(z) means the real part of z ∈ C. We claim from the expression (63) that
AS5( f ) = 2
4π5
∥∥∥∥ f ′ − 〈 f ′, f ′0〉L2(r≥R;r4 dr)
‖ f ′
0
‖2
L2(r≥R;r4 dr)
f ′0
∥∥∥∥2
L2(r≥R;r4 dr)
(64)
where f0(r) := r
−3. Indeed,
〈 f ′, f ′0〉L2(r≥R;r4 dr) = 3 f (R), ‖ f
′
0‖
2
L2(r≥R;r4 dr)
= 3R−3
whence the right-hand side of (64) equals
24π5‖ f ′‖2
L2(r≥R;r4 dr)
− 〈 f ′, f ′0〉
2
L2(r≥R;r4 dr)
‖ f ′0‖
−2
L2(r≥R;r4 dr)
=24π5(‖ f ′‖2
L2(r≥R;r4 dr)
− 3R3| f (R)|2)
=AS5( f ).
Hence combing the f -contribution (63) with the g-contribution (62), and invoking (27), we have
verified (9) for d = 5.
Proof of Theorem 2 for d=7: Finally, we turn to the case d = 7 with data (0, g). In that case one
has
ϕ2(z) =
3(sin z − z cos z)
z2
− sin z
with
Fϕ2(ξ) = πi[−3ξχ(−1,1)(ξ) − δ−1 + δ1]
Carrying out the exact same calculations as before (as for the case d = 5, we can still assume g = 0
for r ≤ R to simplify the calculation) yields that (28) is
AS7(g) =2
6π7
∫ ∞
0
|g(r)|2r6 dr
− 26π5 lim
ε→0
"
r1,r2>0
9π2
2r1r2
[∫ R
−R
[κε ∗ ξχ(−1,1)](ξ/r1)[κε ∗ ξχ(−1,1)](ξ/r2)
]
g(r1)g(r2)r
3
1r
3
2 dr1dr2
=26π7
[∫ ∞
R
|g(r)|2r6 dr − 3R3
∫ ∞
R
g(r)r dr
∫ ∞
R
g(r)r dr
]
(65)
which again can be written as
AS7(g) = 2
6π7
∥∥∥∥g − 〈g, r−5〉L2(r≥R;r6dr)
〈r−5, r−5〉L2(r≥R;r6dr)
r−5
∥∥∥∥2
L2(r≥R;r6dr)
(66)
The computation for data ( f, 0) is more complicated, but it reveals the type of calculations needed
for the general higher-dimensional case. Using that
Fψ2(ξ) = i∂ξFϕ2 = π[3χ(−1,1)(ξ) − 3(δ−1 + δ1) + (δ
′
−1 − δ
′
1)]
and invoking (29) and Lemma 8, we conclude that (notice the interchangeability of r1, r2 in the
expression of exterior energy, we will simplify the calculation by combining the symmetric terms)
1
26π7
AS7( f )
=
∫ ∞
0
| f ′(r)|2r6dr − lim
ε→0
"
r1,r2>0
 12π2r2
1
r2
2
∫ R
−R
[κε ∗ Fψ2](
ξ
r1
)[κε ∗ Fψ2](
ξ
r2
) dξ
 f (r1) f (r2)r31r32 dr1dr2
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=∫ ∞
0
| f ′(r)|2r6dr
−
9
2
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ χ(−1,1)](
ξ
r1
)[κε ∗ χ(−1,1)](
ξ
r2
) dξ
]
f (r1) f (r2)r1r2 dr1dr2
−
9
2
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (δ−1 + δ1)](
ξ
r1
)[κε ∗ (δ−1 + δ1)](
ξ
r2
) dξ
]
f (r1) f (r2)r1r2 dr1dr2
−
1
2
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r1
)[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r2
) dξ
]
f (r1) f (r2)r1r2 dr1dr2
+ 9Re lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ χ(−1,1)](
ξ
r1
)[κε ∗ (δ−1 + δ1)](
ξ
r2
) dξ
]
f (r1) f (r2)r1r2 dr1dr2
− 3Re lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ χ(−1,1)](
ξ
r1
)[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r2
) dξ
]
f (r1) f (r2)r1r2 dr1dr2
+ 3Re lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (δ−1 + δ1)](
ξ
r1
)[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r2
) dξ
]
f (r1) f (r2)r1r2 dr1dr2
=
∫ ∞
0
| f ′(r)|2r6dr −
∫ ∞
0
∫ ∞
0
9 f (r1)r1 f (r2)r2min (R, r1, r2)dr1dr2
−
∫ R
0
(
9| f |2r4 + |∂r( f r
3)|2
)
dr + 18Re
∫ ∞
0
∫ min (r1,R))
0
f (r1)r1 f (r2)r
2
2 dr1dr2
+ 6Re
∫ ∞
0
∫ min (r1,R))
0
f (r1)r1∂r2( f (r2)r
3
2) dr1dr2 − 6Re
∫ R
0
f r2∂r( f r3)dr
=
∫ ∞
0
| f ′(r)|2r6 dr − 18Re[
∫
0<r1<r2<R
+
∫
0<r1<R<r2
+
∫
0<R<r1<r2
f (r1)r1 f (r2)r2min (r1, r2,R) dr1dr2]
−
∫ R
0
(| f ′|2r6 + 12Re( f f ′r5) + 36| f |2r4) dr
+ 18Re
∫ ∞
0
f (r1)r1
∫ min(r1,R)
0
f (r2)r
2
2 dr2 + 6Re
∫ ∞
0
f (r1)r1 f (min(r1,R))min(r1,R)
3 dr1
As before, we may assume that f (r) = f (R), r ≤ R by approximation. Since
12Re f f ′r5 + 30 f 2r4 = 6(| f |2r5)′,
we obtain the asymptotics
1
26π7
AS7( f )
=
∫ ∞
R
| f ′(r)|2r6 dr − [
6
5
| f (R)|2R5 + 6Re( f (R)R3
∫ ∞
R
f (r)r dr) + 9|
∫ ∞
R
f (r)r dr|2]
− [6| f (R)|2R5 +
6
5
| f (R)|2R5] +
12
5
| f (R)|2R5 + 12Re( f (R)R3
∫ ∞
R
f (r)r dr)
=
∫ ∞
R
| f ′(r)|2r6dr − 5| f (R)|2R5 − R
∣∣∣∣∣[3
∫ ∞
R
f (r)r dr − f (R)R2]
∣∣∣∣∣2
(67)
It is easy to check (67) vanishes for f0 = r
−5 and f1 = r
−3.
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To write it in terms of projection, let us find an orthogonal basis for
W˜ := span{r−5, r−3|r ≥ R}
Compute the following inner products in H˙1(r ≥ R; r6dr)
〈 f0, f0〉 =
5
R5
〈 f1, f0〉 =
5
R3
〈 f1, f1〉 =
9
R
〈 f, f0〉 = 5 f (R) 〈 f, f1〉 =
∫ ∞
R
−3r2 f ′ dr = 3 f (R)R2 + 6
∫ ∞
R
r f dr
Now let us apply Gram-Schmidt process to get orthogonal vectors f˜0, f˜1
f˜0 = f0, f˜1 = f1 −
〈 f1, f0〉
〈 f0, f0〉
f0
The orthogonal projection onto the complement ofW in H˙1(r > R; r6dr) is
π⊥
W˜
f = f −
〈 f, f˜0〉
〈 f˜0, f˜0〉
f˜0 −
〈 f, f˜1〉
〈 f˜1, f˜1〉
f˜1
with norm
‖π⊥
W˜
f ‖2 =‖ f ‖2 −
〈 f, f˜0〉
2
〈 f˜0, f˜0〉
−
〈 f, f˜1〉
2
〈 f˜1, f˜1〉
=‖ f ‖2 −
〈 f, f0〉
2
〈 f0, f0〉
−
(〈 f, f1〉〈 f0, f0〉 − 〈 f, f0〉〈 f1, f0〉)
2
(〈 f1, f1〉〈 f0, f0〉 − 〈 f1, f0〉2)〈 f0, f0〉
=
∫ ∞
R
| f ′(r)|2r6dr − 5| f (R)|2R5 − R
∣∣∣∣∣[3
∫ ∞
R
f (r)r dr − f (R)R2]
∣∣∣∣∣2
(68)
Comparing (67) with (68), and combining it with the g−contribution (66), we finally obtain
max
±
lim
t→±∞
∫ ∞
r≥|t|+R
|∇x,tu(t, r)|
2r6 dr ≥
1
2
‖π⊥P(R)( f, g)‖
2
H˙1×L2(r≥R;r6 dr)
(69)
with
P(R) = span{(r−5, 0), (r−3, 0), (0, r−5) | r ≥ R}
4. Higher odd dimensions
We now turn to the proof of Theorem 2 in any odd dimension. The arguments are of course
analogous to those of the previous section, albeit more involved. From Lemma 7, we need to
compute the Fourier transform for ϕn = zjn(z) and ψn(z) = z2 jn(z) = zϕn(z), n = (d − 3)/2. Notice
the relation Fψn(ξ) = i∂ξFϕn(ξ), so our first goal is to derive the expression for Fϕn(ξ).
4.1. Fourier Expansion Formula. The spherical Bessel function jn(z) satisfies the recurrence rela-
tions for n ∈ Z, see [1]
(2n + 1)
jn(z)
z
= jn−1(z) + jn+1(z) (70)
jn(z)
′
= jn−1(z) −
n + 1
z
jn(z) (71)
For ϕn(z) = zjn(z), using the above relations, we obtain
ϕn+1(z) =
n + 1
n
ϕn−1(z) −
2n + 1
n
ϕn(z)
′
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whence
Fϕn+1(ξ) =
n + 1
n
Fϕn−1(ξ) − iξ
2n + 1
n
Fϕn(ξ) (72)
Also recalling (25), we can easily compute Fϕ0,Fϕ1 and then using (72), we can calculate the first
few terms.
Lemma 9.
Fϕ0(ξ) = πi[δ−1 − δ1],
Fϕ1(ξ) = π[χ(−1,1)(ξ) − δ−1 − δ1],
Fϕ2(ξ) = πi[−3ξχ(−1,1)(ξ) − δ−1 + δ1],
Fϕ3(ξ) = π[(−
15
2
ξ2 +
3
2
)χ(−1,1)(ξ) + (δ1 + δ−1)],
Fϕ4(ξ) = πi[(
35
2
ξ3 −
15
2
ξ)χ(−1,1) + (−δ1 + δ−1)].
(73)
Using Lemma 9 and (72) we establish the following fact.
Lemma 10. Let k ≥ 1. With n = 2k even
Fϕn = Fϕ2k = πi(−1)
k
[ k∑
j=1
∏k
ℓ=1(4k + 3 − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
ξ2k−2 j+1χ(−1,1)(ξ) + (−δ1 + δ−1)
]
(74)
we denote
c j =
∏k
ℓ=1(4k + 3 − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
With n = 2k − 1 odd
Fϕn = Fϕ2k−1 = π(−1)
k−1
[ k∑
j=1
∏k
ℓ=1(4k + 1 − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
ξ2k−2 jχ(−1,1)(ξ) + (−δ1 − δ−1)
]
(75)
we also denote
c j =
∏k
ℓ=1(4k + 1 − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
We take the convention that
∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j) = 1 when j = k = 1.
Remark 11. Recalling the relation d = 2n+ 3, we can unify the formulas of c j in both cases in terms
of dimension d. Indeed, by denoting k = [d4 ] we have
c j =
∏k
ℓ=1(d − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k
and we can also restate the lemma as for any d ≥ 3 odd,
Fϕ d−3
2
= π(−1)
d−3
2 i
d−1
2
[ k∑
j=1
c jξ
d−1
2 −2 jχ(−1,1)(ξ) + (−δ1 + (−1)
d−3
2 δ−1)
]
Remark 12. The motivation for obtaining the formulae in this lemma is to first assume an expan-
sion with undetermined coefficients c j, then to compute the asymptotic formula (28) using this
expansion, and finally compare the outcome with the formula (85) to find what the coefficients in
Lemma 10 should be for our result to hold.
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Proof. We proceed by induction:
Base Step: It is trivial to verify the case k = 1, so we start with k = 2 instead:
Fϕ3 = π(−1)
[
(
(9 − 2 − 2)(9 − 4 − 2)
(4 − 2)
ξ2 +
(9 − 2 − 4)(9 − 4 − 4)
(2 − 4)
)χ(−1,1)(ξ) + (−δ1 − δ−1)
]
= π(−1)
[
(
15
2
ξ2 −
3
2
)χ(−1,1)(ξ) + (−δ1 − δ−1)
]
Fϕ4 = πi
[
(
(11 − 2 − 2)(11 − 4 − 2)
(4 − 2)
ξ3 +
(11 − 2 − 4)(11 − 4 − 4)
(2 − 4)
ξ)χ(−1,1)(ξ) + (−δ1 + δ−1)
]
= πi
[
(
35
2
ξ3 −
15
2
ξ)χ(−1,1)(ξ) + (−δ1 + δ−1)
]
These expressions both match the computation we carried out in lemma 9.
Inductive Step: Now we assume the formulas (74), (75) to be true for all m ≤ n and we wish to
establish their validity for n + 1. We consider two cases:
Case 1: n = 2k even, and we need to prove the formula for n = 2k + 1. Now (72) reads
Fϕ2k+1 =
2k + 1
2k
Fϕ2k−1 −
4k + 1
2k
iξFϕ2k(ξ) (76)
Plugging Fϕ2k−1 and Fϕ2k into (76), we see that
Fϕ2k+1 =π(−1)
k−1 2k + 1
2k

k∑
j=1
∏k
ℓ=1(4k + 1 − 2 j − 2ℓ)∏k
ℓ=1,ℓ, j(2ℓ − 2 j)
ξ2k−2 jχ(−1,1)(ξ) + (−δ1 − δ−1)

+ π(−1)k
4k + 1
2k

k∑
j=1
∏k
ℓ=1(4k + 3 − 2 j − 2ℓ)∏k
ℓ=1,ℓ, j(2ℓ − 2 j)
ξ2k−2 j+2χ(−1,1)(ξ) + ξ(−δ1 + δ−1)

=π(−1)k−1
2k + 1
2k

k+1∑
j′=2
∏k+1
ℓ′=2(4k + 5 − 2 j
′ − 2ℓ′)∏k+1
ℓ′=2,ℓ′, j′(2ℓ
′ − 2 j′)
ξ2(k+1)−2 j
′
χ(−1,1)(ξ)
 Here j′ = j + 1, ℓ′ = ℓ + 1
+ π(−1)k
4k + 1
2k

k∑
j′=1
∏k+1
ℓ′=2(4k + 5 − 2 j
′ − 2ℓ′)∏k
ℓ=1,ℓ, j′(2ℓ − 2 j
′)
ξ2(k+1)−2 j
′
χ(−1,1)(ξ)
 Here j′ = j, ℓ′ = ℓ + 1
+ π(−1)k(−δ1 − δ−1).
Next we obtain the desired terms by multiplying extra terms in both numerator and denominator.
Hence we obtain
Fϕ2k+1
=π(−1)k−1
2k + 1
2k

k+1∑
j′=2
∏k+1
ℓ′=1(4k + 5 − 2 j
′ − 2ℓ′)∏k+1
ℓ′=1,ℓ′, j′(2ℓ
′ − 2 j′)
2 − 2 j′
4k + 3 − 2 j′
ξ2(k+1)−2 j
′
χ(−1,1)(ξ)

+ π(−1)k
4k + 1
2k

k∑
j′=1
∏k+1
ℓ′=1(4k + 5 − 2 j
′ − 2ℓ′)∏k+1
ℓ=1,ℓ, j(2ℓ − 2 j
′)
2k + 2 − 2 j
4k + 3 − 2 j′
ξ2(k+1)−2 j
′
χ(−1,1)(ξ)

+ π(−1)k(−δ1 − δ−1)
=π(−1)k−1

∏k+1
ℓ′=1(4k + 5 − 2 j
′ − 2ℓ′)∏k+1
ℓ′=1,ℓ′, j′(2ℓ
′ − 2 j′)
2 − 2 j′
4k + 3 − 2 j′
2k + 1
2k
ξ2(k+1)−2 j
′
χ(−1,1)(ξ)
 ∣∣∣∣ j′=k+1
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+ π(−1)k

∏k+1
ℓ′=1(4k + 5 − 2 j
′ − 2ℓ′)∏k+1
ℓ=1,ℓ, j′(2ℓ − 2 j
′)
2k + 2 − 2 j′
4k + 3 − 2 j′
4k + 1
2k
ξ2(k+1)−2 jχ(−1,1)(ξ)
 ∣∣∣∣ j′=1
+ π(−1)k−1
k∑
j′=2

∏k+1
ℓ′=1(4k + 5 − 2 j
′ − 2ℓ′)∏k+1
ℓ=1,ℓ, j′ (2ℓ − 2 j
′)
ξ2(k+1)−2 jχ(−1,1)(ξ)(
2k + 1
2k
2 − 2 j′
4k + 3 − 2 j′
−
4k + 1
2k
2k + 2 − 2 j′
4k + 3 − 2 j′
)

+ π(−1)k(−δ1 − δ−1)
Notice the following facts
2 − 2 j′
4k + 3 − 2 j′
2k + 1
2k
= −1 when j′ = k + 1
2k + 2 − 2 j′
4k + 3 − 2 j′
4k + 1
2k
= 1 when j′ = 1
2k + 1
2k
2 − 2 j′
4k + 3 − 2 j′
−
4k + 1
2k
2k + 2 − 2 j′
4k + 3 − 2 j′
= −1
Hence we finally get the expected formula
Fϕ2k+1 = π(−1)
k
[∑∏k+1
ℓ=1(4k + 5 − 2 j − 2ℓ)∏k+1
ℓ=1,ℓ, j(2ℓ − 2 j)
ξ2k+2−2 jχ(−1,1)(ξ) + (−δ1 − δ−1)
]
Case 2: If n = 2k − 1 is odd, then we need to prove formula for n = 2k. Now (72) reads
Fϕ2k =
2k
2k − 1
Fϕ2k−2 −
4k − 1
2k − 1
iξFϕ2k−1(ξ)
By plugging in the formula for Fϕ2k−2 and Fϕ2k−1 carefully, we obtain
Fϕ2k =πi(−1)
k−1 2k
2k − 1

k−1∑
j=1
∏k−1
ℓ=1(4k − 1 − 2 j − 2ℓ)∏k−1
ℓ=1,ℓ, j(2ℓ − 2 j)
ξ2k−1−2 jχ(−1,1)(ξ) + (−δ1 + δ−1)

+ πi(−1)k
4k − 1
2k − 1

k∑
j=1
∏k
ℓ=1(4k + 1 − 2 j − 2ℓ)∏k
ℓ=1,ℓ, j(2ℓ − 2 j)
ξ2k−2 j+1χ(−1,1)(ξ) + ξ(−δ1 − δ−1)

=πi(−1)k−1
2k
2k − 1

k∑
j′=2
∏k
ℓ′=2(4k + 3 − 2 j
′ − 2ℓ′)∏k
ℓ′=2,ℓ′, j′(2ℓ
′ − 2 j′)
ξ2k−2 j
′+1χ(−1,1)(ξ)
 Here j′ = j + 1, ℓ′ = ℓ + 1
+ πi(−1)k
4k − 1
2k − 1

k∑
j′=1
∏k+1
ℓ′=2(4k + 3 − 2 j
′ − 2ℓ′)∏k
ℓ=1,ℓ, j′ (2ℓ − 2 j
′)
ξ2k−2 j
′+1χ(−1,1)(ξ)
 Here j′ = j, ℓ′ = ℓ + 1
+ πi(−1)k(−δ1 + δ−1)
Again,we artificially introduce the termswewish to have, bymultiplying extra terms in numerator
and denominator. Hence we obtain
Fϕ2k =πi(−1)
k−1 2k
2k − 1

k∑
j′=2
∏k
ℓ′=1(4k + 3 − 2 j
′ − 2ℓ′)∏k
ℓ′=1,ℓ′, j′(2ℓ
′ − 2 j′)
2 − 2 j′
4k + 1 − 2 j′
ξ2k−2 j
′
+1χ(−1,1)(ξ)

+ πi(−1)k
4k − 1
2k − 1

k∑
j′=1
∏k
ℓ′=1(4k + 3 − 2 j
′ − 2ℓ′)∏k
ℓ=1,ℓ, j(2ℓ − 2 j
′)
4k + 3 − 2 j′ − 2(k + 1)
4k + 1 − 2 j′
ξ2k−2 j
′+1χ(−1,1)(ξ)

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+ πi(−1)k(−δ1 + δ−1)
=π(−1)k−1
k−1∑
j′=2

∏k
ℓ′=1(4k + 3 − 2 j
′ − 2ℓ′)∏k
ℓ=1,ℓ, j′ (2ℓ − 2 j
′)
ξ2k−2 j
′+1χ(−1,1)(ξ)(
2k
2k − 1
2 − 2 j′
4k + 1 − 2 j′
−
4k − 1
2k − 1
2k + 1 − 2 j′
4k + 1 − 2 j′
)

+ π(−1)k
4k − 1
2k − 1

∏k
ℓ′=1(4k + 3 − 2 j
′ − 2ℓ′)∏k
ℓ=1,ℓ, j(2ℓ − 2 j
′)
2k + 1 − 2 j′
4k + 1 − 2 j′
ξ2k−2 j
′+1χ(−1,1)(ξ)
 ∣∣∣∣ j′=1
+ πi(−1)k(−δ1 + δ−1)
Notice the fact that
2k
2k − 1
2 − 2 j′
4k + 1 − 2 j′
−
4k − 1
2k − 1
2k + 1 − 2 j′
4k + 1 − 2 j′
= −1
4k − 1
2k − 1
2k + 1 − 2 j′
4k + 1 − 2 j′
= 1 when j′ = 1
Hence we finally obtain the formula
Fϕ2k = πi(−1)
k

k∑
j=1
∏k
ℓ=1(4k + 3 − 2 j − 2ℓ)∏k
ℓ=1,ℓ, j(2ℓ − 2 j)
ξ2k−2 j+1χ(−1,1)(ξ) + (−δ1 + δ−1)

as desired. 
Asacorollary,we can immediately obtain the Fourier expansion formula forFψn(ξ) = i∂ξFϕn(ξ).
We state it for n = 2k − 2 and 2k − 1, which is the version we need later.
Corollary 13. Let k ≥ 2. With n = 2k − 2 we have
Fψn(ξ) = Fψ2k−2(ξ) = π(−1)
k
[ k−1∑
j=1
c j(2k−1−2 j)ξ
2k−2−2 jχ(−1,1)(ξ)+
k−1∑
j=1
c j(−δ1−δ−1)+(−δ
′
1+δ
′
−1)
]
(77)
where
c j =
∏k−1
ℓ=1(4k − 1 − 2 j − 2ℓ)∏
1≤ℓ≤k−1,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k − 1
For n = 2k − 1 we have
Fψn(ξ) = Fψ2k−1(ξ) = π(−1)
k−1i
[ k∑
j=1
c j(2k−2 j)ξ
2k−1−2 jχ(−1,1)(ξ)+
k∑
j=1
c j(−δ1+δ−1)+(−δ
′
1−δ
′
−1)
]
(78)
and here
c j =
∏k
ℓ=1(4k + 1 − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k
4.2. Algebraic expression for the projection. Before we move on to establish the asymptotics, let
us state some facts from linear algebra.
(1) Let a1, · · · , ak be linearly independent vectors in some inner product space (V, 〈, 〉), which
span the subspaceW, i.e.,
W = span{a1, · · · ak}
Taking any vector u ∈ V, the orthogonal projection ontoW⊥ is written as
ProjW⊥u = u − (λ1a1 + · · ·λkak)
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with the coefficients satisfying
〈ProjW⊥u, a j〉 = 〈u, a j〉 −
∑
i
λi〈ai, a j〉 = 0
Denote by
U = [〈u, ai〉]1×k, Λ = [λi]1×k, A = [〈ai, a j〉]k×k
so
U = ΛA
Using the fact that A is symmetric, invertible and positive definite, we can compute
‖ProjW⊥u‖
2
= 〈u, u〉 −
k∑
i, j=1
λiλ j〈ai, a j〉 = 〈u, u〉 −ΛAΛ
t
= 〈u, u〉 −UA−1Ut
Let us simplify the notation by setting A = [ai j], B = A
−1 = [bi j],
‖ProjW⊥u‖
2
= 〈u, u〉 −
∑
i, j
bi j〈u, ai〉〈u, a j〉 (79)
(2) Now we introduce the Cauchy Matrix [13], which is an m ×mmatrix of the form
A = [
1
xi − y j
], xi − y j , 0; 1 ≤ i, j ≤ m
Its determinant can be computed to be
det(A) =
∏
i< j(xi − x j)(y j − yi)∏m
i, j=1(xi − y j)
(80)
whence we conclude that the Cauchy matrix is invertible. Using Cramer’s rule, we obtain
an explicit formula for its inverse
B = [bi j] = A
−1 bi j = (x j − yi)A j(yi)Bi(x j) (81)
where Ai(x) and B j(y) are the Lagrange polynomials for (xi), (y j) respectively, i.e.,
Ai(x) =
∏
ℓ,i(x − xℓ)∏
ℓ,i(xi − xℓ)
=
∏
1≤ℓ≤m,ℓ,i
x − xℓ
xi − xℓ
B j(y) =
∏
1≤ℓ≤m,ℓ, j
y − yℓ
y j − yℓ
(82)
(3) Now we compute the explicit formula for the projection in Theorem 2.
If we set V = L2(r ≥ R, rd−1 dr) with ai = r
2i−d
W = span
{
r2i−d | i = 1, · · · k = [
d
4
]; r ≥ R
}
(83)
ai j(R) = 〈r
2i−d, r2 j−d〉V =
∫ ∞
R
r2i−d+2 j−drd−1 dr =
R2i+2 j−d
d − 2i − 2 j
and we have a Cauchy matrix when R = 1
A(1) =
[ 1
d − 2i − 2 j
]
k×k
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Let xi = d − 2i, y j = 2 j. Then using (81), (82) we conclude that
bi j(1) =(d − 2i − 2 j)
∏
1≤ℓ≤k,ℓ, j(2i + 2ℓ − d)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
∏
1≤ℓ≤k,ℓ,i(2 j + 2ℓ − d)∏
1≤ℓ≤k,ℓ,i(2ℓ − 2i)
=
1
d − 2i − 2 j
∏
1≤ℓ≤k(2i + 2ℓ − d)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
∏
1≤ℓ≤k(2 j + 2ℓ − d)∏
1≤ℓ≤k,ℓ,i(2ℓ − 2i)
(84)
We therefore obtain the inverse B(R) = A(R)−1 with bi j(R) = bi j(1)R
d−2i−2 j. Moreover, we
have established the projection formula
‖ProjW⊥ g‖
2
L2(r≥R,rd−1 dr)
=
∫ ∞
R
g2(r)rd−1 dr −
k∑
i, j=1
Rd−2i−2 j
d − 2i − 2 j
cic j
∫ ∞
R
g(r)r2i−1 dr
∫ ∞
R
g(r)r2 j−1 dr
(85)
with
c j =
∏
1≤ℓ≤k(d − 2 j − 2ℓ)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k = [
d
4
] (86)
notice the formula for c j appears in Lemma 10, see Remark 11.
Again letting V˜ = H˙1(r ≥ R, rd−1 dr), with a˜i = r
2i−d one has
W˜ = span
{
r2i−d | i = 1, · · · k˜ := [
d + 2
4
]; r ≥ R
}
(87)
The same computation as before now yields
a˜i j(R) = (2i − d)(2 j − d)
R2i+2 j−d−2
d + 2 − 2i − 2 j
= (2i − d)(2 j − d)R2i+2 j−d−2αi j
We can compute the inverse of the Cauchy matrix [αi j] := [
1
d+2−2i−2 j ]k˜×k˜ which is
[
1
d + 2 − 2i − 2 j
]−1
k˜×k˜
= [
1
d + 2 − 2i − 2 j
∏
1≤ℓ≤k˜(d + 2 − 2ℓ − 2i)
∏
1≤ℓ≤k˜(d + 2 − 2ℓ − 2 j)∏
1≤ℓ≤k˜,ℓ,i(2ℓ − 2i)
∏
1≤ℓ≤k˜,ℓ, j(2ℓ − 2 j)
]k˜×k˜
This yields the inverse for A˜(R) = [a˜i j(R)]k˜×k˜, which we denote by B˜(R) = [b˜i j(R)]k˜×k˜
b˜i j(R) =
Rd+2−2i−2 j
(d − 2i)(d − 2 j)
1
d + 2 − 2i − 2 j
∏
1≤ℓ≤k˜(d + 2 − 2ℓ − 2i)
∏
1≤ℓ≤k˜(d + 2 − 2ℓ − 2 j)∏
1≤ℓ≤k˜,ℓ,i(2ℓ − 2i)
∏
1≤ℓ≤k˜,ℓ, j(2ℓ − 2 j)
We therefore obtain the projection formula
‖ProjW˜⊥ f ‖
2
H˙1(r≥R,rd−1 dr)
=
∫ ∞
R
| f ′(r)|2rd−1 dr −
k˜∑
i, j=1
Rd+2−2i−2 j
d + 2 − 2i − 2 j
did j
∫ ∞
R
f ′(r)r2i−2 dr
∫ ∞
R
f ′(r)r2 j−2 dr
(88)
with
d j =
∏
1≤ℓ≤k˜(d + 2 − 2ℓ − 2 j)∏
1≤ℓ≤k˜,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k˜ = [
d + 2
4
] (89)
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Remark 14. From now on, the spaces W, W˜ will be fixed as in (83), (87) and the formulas for ci, di
will be fixed as in (86), (89). They will be applied to each particular dimension d = 4k ± 1 or
d = 4k + 3.
Now let us collect some useful facts concerning the coefficients c j.
Lemma 15. Given the coefficients c j, 1 ≤ j ≤ k = [
d
4 ] and d j, 1 ≤ j ≤ k˜ = [
d+2
4 ] defined as in (86), (89), we
have the following identities
k∑
j=1
c j
d − 2m − 2 j
= 1, for any m ∈ Z, 1 ≤ m ≤ k (90)
k∑
j=1
c j
2 j
+ 1 =
k∏
ℓ=1
d − 2ℓ
2ℓ
(91)
Similarly we have
k˜∑
j=1
d j
d + 2 − 2m − 2 j
= 1, for any m ∈ Z, 1 ≤ m ≤ k˜ (92)
k˜∑
j=1
d j
2 j
+ 1 =
k˜∏
ℓ=1
d + 2 − 2ℓ
2ℓ
(93)
Proof. Set α(z) =
∏k
ℓ=1(z − xℓ), β(z) =
∏k
ℓ=1(z − yℓ) with xℓ = 2ℓ, yℓ = d − 2ℓ.
Considering the contour integral with γ being a circle around the origin, for 1 ≤ m ≤ kwe obtain
1
2πi
∮
γ
β(z)
α(z)
1
z − ym
dz =
k∑
j=1
Res(
β(z)
α(z)
1
z − ym
, x j)
When we take the circle γ large enough, the limit on the left goes to 1. On the other hand, since
α(z) is holomorphic with x j as zeros of order 1, the residues are exactly
Res(
β(z)
α(z)
1
z − ym
, x j) =
β(x j)
α′(x j)
1
x j − ym
=
c j
d − 2m − 2 j
whence we proved (90).
Next consider the function
β(z)
α(z)
1
z , which has simple poles at z = xℓ, 1 ≤ ℓ ≤ k and z = 0. Hence
1
2πi
∮
γ
β(z)
α(z)
1
z
dz =
k∑
j=1
Res(
β(z)
α(z)
1
z
, x j) + Res(
β(z)
α(z)
1
z
, 0)
we still take the circle γ large enough, the limit on the left goes to 1. And we can compute the
residues
Res(
β(z)
α(z)
1
z
, x j) =
β(x j)
α′(x j)
1
x j
= −
c j
2 j
and
Res(
β(z)
α(z)
1
z
, 0) =
β(0)
α(0)
=
k∏
ℓ=1
d − 2ℓ
2ℓ
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whence we obtain
1 = −
k∑
j=1
c j
2 j
+
k∏
ℓ=1
d − 2ℓ
2ℓ
The proofs for (92), (93) are almost identical, by letting α˜(z) =
∏k˜
ℓ=1(z− xℓ), β(z) =
∏k˜
ℓ=1(z− yℓ) with
xℓ = 2ℓ, yℓ = d + 2 − 2ℓ, and by repeating the contour integral argument. 
4.3. Proof of Theorem 2 for (0, g) data. Here let us verify that plugging the Fourier expansion
formula of Lemma 10 into (28) yields a multiple of (85). We again split the proof depending on the
dimension.
As before, we assume r1, r2 > R because for (0, g) data, we can assume g(r) = 0 for r ≤ R
by approximation. Hence the terms created by the δ-function will make no contribution to our
integral.
When d = 4k + 3, n = d−32 = 2k, using (74) and Lemma 8 we obtain
1
2d−1πd
ASd(g)
=
∫ ∞
R
|g(r)|2rd−1 dr
− lim
ε→0
"
1
2π2r1r2
[∫ R
−R
[κε ∗ Fϕ2k](
ξ
r1
)[κε ∗ Fϕ2k](
ξ
r2
)dξ
]
g(r1)g(r2)(r1r2)
d−1
2 dr1dr2
=
∫ ∞
R
|g(r)|2rd−1 dr −
1
2
k∑
i, j=1
cic j×
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ ξ
2k−2i+1χ(−1,1)](
ξ
r1
)[κε ∗ ξ
2k−2 j+1χ(−1,1)](
ξ
r2
)dξ
]
g(r1)g(r2)(r1r2)
d−3
2 dr1dr2
=
∫ ∞
R
g(r)2rd−1 dr −
k∑
i, j=1
cic jR
4k+3−2i−2 j
4k + 3 − 2i − 2 j
∫ ∞
R
g(r)r
d−3
2 −2(k−i)−1 dr
∫ ∞
R
g(r)r
d−3
2 −2(k− j)−1 dr
Using the relation d−32 − 2(k − i) − 1 = 2i − 1, and comparing with (85), we proved
ASd(g) = 2
d−1πd‖ProjW⊥ g‖
2
L2(r≥R,rd−1 dr)
, d = 4k + 3. (94)
Similarly, we can repeat the proof when d = 4k + 1, n = d−32 = 2k − 1 using (75)
1
2d−1πd
ASd(g)
=
∫ ∞
R
g(r)2rd−1 dr
− lim
ε→0
"
1
2π2r1r2
∫ R
−R
[κε ∗ Fϕ2k−1](
ξ
r1
)[κε ∗ Fϕ2k−1](
ξ
r2
)dξ g(r1)g(r2)(r1r2)
d−1
2 dr1dr2
=
∫ ∞
R
g(r)2rd−1 dr −
1
2
k∑
i, j=1
cic j×
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ ξ
2k−2iχ(−1,1)](
ξ
r1
)[κε ∗ ξ
2k−2 jχ(−1,1)](
ξ
r2
)dξ
]
g(r1)g(r2)(r1r2)
d−3
2 dr1dr2
30
=∫ ∞
R
g(r)2rd−1 dr −
k∑
i, j=1
cic jR
4k+1−2i−2 j
4k + 1 − 2i − 2 j
∫ ∞
R
g(r)r2i−1 dr
∫ ∞
R
g(r)r2 j−1 dr
Comparing with (85), we proved
ASd(g) = 2
d−1πd‖ProjW⊥ g‖
2
L2(r≥R,rd−1 dr)
, d = 4k + 1. (95)
To summarize, the above calculations, together with (27), prove (9) of Theorem 2 for (0, g) data.
4.4. Proof of Theorem 2 for ( f, 0) data. Because of the complicated formula in Corollary 13, the
computations for ( f, 0) data are considerably more involved. This is particularly true for terms
involving the δ-function.
4.4.1. Case d = 4k − 1, n = d−32 = 2k − 2. The reason we prefer to work with d = 4k − 1 instead of
d = 4k + 3 is that in the former case the space W˜ has dimension [d+24 ] = k, see (87).
We plug the Fourier expansion formula of Corollary 13 into (29). We shall use the following
notation to simplify the formula when we have symmetric summation:
〈S(i, j)〉sym = S(i, j) + S( j, i)
We will use below the notation F(r1, r2) := f (r1) f (r2)(r1r2)
d−5
2 .
1
2d−1πd
ASd( f )
=
∫ ∞
0
| f ′(r)|2rd−1 dr
− lim
ε→0
"
r1,r2>0
 12π2r2
1
r2
2
∫ R
−R
[κε ∗ Fψ2k−2](
ξ
r1
)[κε ∗ Fψ2k−2](
ξ
r2
)dξ
 f (r1) f (r2)(r1r2) d−12 dr1dr2
=
∫ ∞
0
| f ′(r)|2rd−1 dr
−
1
2
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)×
lim
ε→0
" [∫ R
−R
[κε ∗ ξ
2k−2−2iχ(−1,1)](
ξ
r1
)[κε ∗ ξ
2k−2−2 jχ(−1,1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
−
1
2
k−1∑
i, j=1
cic j lim
ε→0
" [∫ R
−R
[κε ∗ (δ1 + δ−1)](
ξ
r1
)[κε ∗ (δ1 + δ−1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
−
1
2
lim
ε→0
" [∫ R
−R
[κε ∗ (−δ
′
1 + δ
′
−1)](
ξ
r1
)[κε ∗ (−δ
′
1 + δ
′
−1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
+
〈 k−1∑
i, j=1
(k − i −
1
2
)cic j lim
ε→0
"∫ R
−R
[κε ∗ ξ
2k−2−2iχ(−1,1)](
ξ
r1
)[κε ∗ (δ1 + δ−1)](
ξ
r2
)dξF(r1, r2) dr1dr2
〉
sym
−
〈 k−1∑
i=1
(k − i −
1
2
)ci lim
ε→0
"∫ R
−R
[κε ∗ ξ
2k−2−2iχ(−1,1)](
ξ
r1
)[κε ∗ (δ
′
−1 − δ
′
1)](
ξ
r2
)dξF(r1, r2) dr1dr2
〉
sym
−
〈1
2
k−1∑
i=1
ci lim
ε→0
" [∫ R
−R
[κε ∗ (δ1 + δ−1)](
ξ
r1
)[κε ∗ (δ
′
1 − δ
′
−1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
〉
sym
31
=∫ ∞
0
| f ′(r)|2rd−1 dr
−
k−1∑
i, j=1
cic j
"
r1,r2>0
(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 3 − 2i − 2 j)
min(r1, r2,R)
4k−3−2i−2 j
r2k−2i−2
1
r
2k−2 j−2
2
f (r1) f (r2)(r1r2)
d−5
2 dr1dr2
−
k−1∑
i, j=1
cic j
∫ R
0
| f (r)|2rd−3 dr
−
∫ R
0
|∂r( f (r)r
d−1
2 )|2dr
−
〈
−
k−1∑
i, j=1
(2k − 2i − 1)cic j
∫ ∞
0
∫ min(r1,R)
0
r2(
r2
r1
)2k−2i−2 f (r1) f (r2)(r1r2)
d−5
2 dr2dr1
〉
sym
−
〈
−
k−1∑
i=1
(2k − 2i − 1)ci
∫ ∞
0
∫ min(r1,R)
0
(
r2
r1
)2k−2i−2 f (r1)r
d−5
2
1
∂r2( f (r2)r
d−1
2
2
) dr2dr1
〉
sym
−
〈 k−1∑
i=1
ci
∫ R
0
f (r)r
d−3
2 ∂r( f (r)r
d−1
2 ) dr
〉
sym
=
∫ ∞
0
| f ′(r)|2rd−1 dr − (S1 + S2 + S3 + S4 + S5 + S6)
Where Si are the formulas in the corresponding line.
We compute the contributions from each Si. Notice the symmetric position of r1, r2 and also the
fact that we can assume f (r) = f (R), r ≤ R by approximation.
S1 =
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
"
0<r1<r2<R or 0<r1<R<r2
f (r1) f (r2)r
2i−1
1 r
2 j−1
2
r
4k−2i−2 j−3
1
dr1dr2
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
"
0<r2<r1<R or 0<r2<R<r1
f (r1) f (r2)r
2i−1
1 r
2 j−1
2
r
4k−2i−2 j−3
2
dr1dr2
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
"
0<R<r1 ,r2
f (r1) f (r2)r
2i−1
1 r
2 j−1
2
R4k−2i−2 j−3 dr1dr2
=
〈 k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
[ | f (R)|2R4k−3
(4k − 2 j − 3)(4k − 3)
+ f (R)
R4k−2 j−3
4k − 2 j − 3
∫ ∞
R
f (r)r2 j−1 dr
]〉
sym
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
R4k−2i−2 j−3
∫ ∞
R
f (r)r2i−1 dr
∫ ∞
R
f (r)r2 j−1 dr
Now let us use the formula
∫ ∞
R
f r2 j−1 dr =
−1
(2 j)
[
f (R)R2 j +
∫ ∞
R
f ′r2 j dr
]
32
to rewrite this term
S1 =
〈 k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
[−
| f (R)|2R4k−3
2 j(4k − 3)
− f (R)
R4k−2 j−3
2 j(4k − 2 j − 3)
∫ ∞
R
f ′(r)r2 j dr]
〉
sym
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
R4k−3| f (R)|2
+
〈 k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
R4k−2 j−3 f (R)
∫ ∞
R
f ′(r)r2 j dr
〉
sym
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
R4k−2i−2 j−3[
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr] (96)
S2 =
k−1∑
i, j=1
cic j
∫ R
0
| f (r)|2rd−3dr =
k−1∑
i, j=1
cic j| f (R)|
2 R
4k−3
4k − 3
(97)
S3 =
∫ R
0
|∂r( f (r)r
2k−1)|2dr =
R4k−3
4k − 3
f (R)2(2k − 1)2 (98)
S4 =
〈
−
k−1∑
i, j=1
cic j(2k − 2i − 1)
∫ ∞
0
∫ min(r1,R)
0
f (r1)r
2i−1
1 f (r2)r
4k−2i−4
2 dr2dr1
〉
sym
=
〈
−
k−1∑
i, j=1
cic j(2k − 2i − 1)
[
| f (R)|2
R4k−3
(4k − 2i − 3)(4k − 3)
+ f (R)
R4k−2i−3
4k − 2i − 3
∫ ∞
R
f (r)r2i−1 dr
]〉
sym
=
〈 k−1∑
i, j=1
cic j(2k − 2i − 1)
[
| f (R)|2
R4k−3
2i(4k − 3)
+ f (R)
R4k−2i−3
2i(4k − 2i − 3)
∫ ∞
R
f ′(r)r2i dr
]〉
sym
(99)
To compute S5, we integrate by parts with respect to r2
S5 = −
〈 k−1∑
i=1
(2k − 2i − 1)ci
∫ ∞
0
∫ min(r1,R)
0
f (r1)r
2i−1
1 r
2k−2i−2
2 ∂r2( f (r2)r
2k−1
2 ) dr2dr1
〉
sym
=
〈 k−1∑
i=1
(2k − 2i − 1)(2k − 2i − 2)ci
∫ ∞
0
∫ min(r1,R)
0
f (r1)r
2i−1
1 ( f (r2)r
4k−2i−4
2 ) dr2dr1
〉
sym
−
〈 k−1∑
i=1
(2k − 2i − 1)ci
∫ ∞
0
f (r1)r
2i−1
1 ( f (R)min(r1,R)
4k−2i−3) dr1
〉
sym
=
〈 k−1∑
i=1
ci(2k − 2i − 1)(2k − 2i − 2)
[ | f (R)|2R4k−3
(4k − 2i − 3)(4k − 3)
+
f (R)R4k−3−2i
4k − 3 − 2i
∫ ∞
R
f (r)r2i−1 dr
]〉
sym
−
〈 k−1∑
i=1
ci(2k − 2i − 1)
[
| f (R)|2
R4k−3
4k − 3
+ f (R)R4k−2i−3
∫ ∞
R
f (r)r2i−1 dr
]〉
sym
33
=(1 − 2k)
〈 k−1∑
i=1
ci
2k − 2i − 1
4k − 2i − 3
[
| f (R)|2R4k−3
(4k − 3)
+ f (R)R4k−3−2i
∫ ∞
R
f (r)r2i−1 dr]
〉
sym
=(2k − 1)
〈 k−1∑
i=1
ci
[
| f (R)|2R4k−3
(2k − 2i − 1)
2i(4k − 3)
+ f (R)R4k−3−2i
2k − 2i − 1
2i(4k − 2i − 3)
∫ ∞
R
f ′(r)r2i dr
]〉
sym
(100)
S6 =
〈 k−1∑
i=1
ci
∫ R
0
f (r)r2k−2∂r[ f (r)r
2k−1]dr
〉
sym
=
〈 k−1∑
i=1
ci
2k − 1
4k − 3
| f (R)|2R4k−3
〉
sym
(101)
Now let us try to collect terms depending on whether they involve integrals, comparing with
(88).
Type I: First we collect the terms with
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr. Recall from (86), (89) with
d = 4k − 1 and [d4 ] = k − 1, [
d+2
4 ] = k
c j =
∏k−1
ℓ=1(4k − 1 − 2 j − 2ℓ)∏
1≤ℓ≤k−1,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k − 1 (102)
d j =
∏
1≤ℓ≤k(4k + 1 − 2ℓ − 2 j)∏
1≤ℓ≤k,ℓ, j(2ℓ − 2 j)
, 1 ≤ j ≤ k (103)
hence we have
c j = d j+1
−2 j
2k − 1 − 2 j
, 1 ≤ j ≤ k − 1
Thus we obtain a term involving
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr which is from S1 (96),
I =
k−1∑
i, j=1
cic j
(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
R4k−2i−2 j−3
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr
=
k−1∑
i, j=1
di+1d j+1R
4k−2i−2 j−3
(4k − 2i − 2 j − 3)
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr
=
k∑
i′, j′=2
di′d j′
R4k+1−2i
′−2 j′
4k + 1 − 2i′ − 2 j′
∫ ∞
R
f ′(r)r2i
′−2 dr
∫ ∞
R
f ′(r)r2 j
′−2 dr
Here we replaced i′ = i + 1, j′ = j + 1 in the last line.
Comparing with the expected formula (88), we are missing the terms
d1d1
R4k−3
4k − 3
| f (R)|2 −
〈
f (R)
k∑
i=2
did1R
4k−2i−1
(4k − 2i − 1)
∫ ∞
R
f ′(r)r2i−2 dr
〉
sym
(104)
Type II: Now we collect the terms which just contain
∫ ∞
R
f ′(r)r2i dr from S1, S4, S5, (96), (99),
(100). Furthermore, since the terms are conjugate symmetric, we also treat
∫ ∞
R
f ′(r)r2 j dr in passing.
II = −
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
f (R)
R4k−2i−3
2i(4k − 2i − 3)
∫ ∞
R
f ′(r)r2i dr
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
R4k−2i−2 j−3 f (R)R2 j
∫ ∞
R
f ′(r)r2i dr
34
+k−1∑
i, j=1
cic j(2k − 2i − 1) f (R)
R4k−2i−3
2i(4k − 2i − 3)
∫ ∞
R
f ′(r)r2i dr
+ (2k − 1)
k−1∑
i=1
ci f (R)R
4k−3−2i 2k − 2i − 1
2i(4k − 2i − 3)
∫ ∞
R
f ′(r)r2i dr
=
k−1∑
i=1
f (R)R4k−2i−3
∫ ∞
R
f ′(r)r2i dr×
k−1∑
j=1
[
−
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
2i(4k − 2i − 3)(4k − 2i − 2 j − 3)
+
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
+
cic j(2k − 2i − 1)
2i(4k − 2i − 3)
]
+
k−1∑
i=1
f (R)R4k−2i−3
∫ ∞
R
f ′(r)r2i dr
ci(2k − 1)(2k − 2i − 1)
2i(4k − 2i − 3)
=
k∑
i′=2
di′ f (R)R
4k−2i′−1
∫ ∞
R
f ′(r)r2i
′−2 dr×
{ k∑
j′=2
[ d j′(2 − 2 j′)
(4k − 2i′ − 1)(4k + 1 − 2i′ − 2 j′)
+
d′
j
4k + 1 − 2i′ − 2 j′
+
d′
j
(2 j′ − 2)
(2k + 1 − 2 j′)(4k − 2i′ − 1)
]
−
2k − 1
4k − 2i′ − 1
}
Here we still used i′ = i + 1, j′ = j + 1.
Now we clean up the last line by combining terms involving d j′
[
k∑
j′=2
d j′
2k + 1 − 2 j′
− 1]
2k − 1
4k − 2i′ − 1
(105)
Using (92) (notice d = 4k − 1, k˜ = [d+24 ] = k, take m = k), we get
k∑
j′=1
d j′
2k + 1 − 2 j′
= 1 (106)
Hence (106) implies that (105) actually equals − d14k−2i′−1 , and we conclude that
II = −
k∑
i′=2
d1di′
4k − 2i′ − 1
f (R)R4k−2i
′−1
∫ ∞
R
f ′(r)r2i
′−2 dr
Comparingwith (104) andalso recalling thatwehave a conjugate symmetric termwith
∫ ∞
R
f ′(r)r2 j dr,
we see they are exactly the integral terms in (104).
Type III: Now we collect all the terms that do not involve an integral, and which come from
S1, · · · , S6.
III =
〈
−
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
(4k − 2i − 2 j − 3)
[| f (R)|2
R4k−3
2 j(4k − 3)
]
〉
sym
+
k−1∑
i, j=1
cic j(2k − 1 − 2i)(2k − 1 − 2 j)
4i j(4k − 2i − 2 j − 3)
R4k−3 | f (R)|2
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+k−1∑
i, j=1
cic j f (R)
2 R
4k−3
4k − 3
+
R4k−3
4k − 3
| f (R)|2(2k − 1)2
+
〈 k−1∑
i, j=1
cic j(2k − 2i − 1)[| f (R)|
2 R
4k−3
2i(4k − 3)
]
〉
sym
+ (2k − 1)
〈 k−1∑
i=1
[ci| f (R)|
2R4k−3
(2k − 2i − 1)
2i(4k − 3)
]
〉
sym
+
〈 k−1∑
i=1
ci
2k − 1
4k − 3
| f (R)|2R4k−3
〉
sym
Let us fully expand the symmetric notation, and also turn ci into di′ , we get
III =| f (R)|2R4k−3
k∑
i′=2, j′=2
di′d j′[
(2 − 2i′) + (2 − 2 j′)
(4k + 1 − 2i′ − 2 j′)(4k − 3)
+
1
4k + 1 − 2i′ − 2 j′
]
+ | f (R)|2R4k−3
1
4k − 3
k∑
i′=2, j′=2
di′d j′
[ 2 − 2i′
2k + 1 − 2i′
2 − 2 j′
2k + 1 − 2 j′
+
2i′ − 2
2k + 1 − 2i′
+
2 j′ − 2
2k + 1 − 2 j′
]
+ | f (R)|2R4k−3
2k − 1
4k − 3
k∑
i′=2
di′
[
− 1 +
2 − 2i′
2k + 1 − 2i′
]
+ | f (R)|2R4k−3
2k − 1
4k − 3
k∑
i′=2
d j′
[
− 1 +
2 − 2 j′
2k + 1 − 2 j′
]
+
R4k−3
4k − 3
| f (R)|2(2k − 1)2
=| f (R)|2R4k−3
(2k − 1)2
4k − 3
[ k∑
i′=2, j′=2
di′
2k + 1 − 2i′
d j′
2k + 1 − 2 j′
−
k∑
i′=2
di′
2k + 1 − 2i′
−
k∑
j′=2
d j′
2k + 1 − 2 j′
+ 1
]
=| f (R)|2R4k−3
(2k − 1)2
4k − 3
[ k∑
i′=2
di′
2k + 1 − 2i′
− 1
][ k∑
j′=2
d j′
2k + 1 − 2 j′
− 1
]
=d1d1
| f (R)|2R4k−3
4k − 3
Here we used the identity (106) again, and notice this is exactly the missing constant term in (104).
To summarize, we have proved that for d = 4k − 1 one has
ASd f = 2
d−1πd‖Proj
W˜⊥
f ‖2
H˙1(r≥R,rd−1 dr)
with W˜ defined in (87).
4.4.2. Case d = 4k+ 1, n = d−32 = 2k− 1. The calculation proceeds analogously to the previous case.
Plugging the expansion (78) into (29), we obtain (again denoting F(r1, r2) := f (r1) f (r2)(r1r2)
d−5
2 )
1
2d−1πd
ASd( f )
=
∫ ∞
0
| f ′(r)|2rd−1 dr
− lim
ε→0
"
r1,r2>0
 1
2π2r2
1
r2
2
∫ R
−R
[κε ∗ Fψ2k−1](
ξ
r1
)[κε ∗ Fψ2k−1](
ξ
r2
)dξ
 f (r1) f (r2)(r1r2) d−12 dr1dr2
=
∫ ∞
0
| f ′(r)|2rd−1 dr
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−
1
2
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)×
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ ξ
2k−1−2iχ(−1,1)](
ξ
r1
)[κε ∗ ξ
2k−1−2 jχ(−1,1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
−
1
2
k∑
i, j=1
cic j lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (−δ1 + δ−1)](
ξ
r1
)[κε ∗ (−δ1 + δ−1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
−
1
2
lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (δ
′
1 + δ
′
−1)](
ξ
r1
)[κε ∗ (δ
′
1 + δ
′
−1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
−
〈 k∑
i, j=1
(k − i)cic j lim
ε→0
"
r1,r2>0
∫ R
−R
[κε ∗ ξ
2k−1−2iχ(−1,1)](
ξ
r1
)[κε ∗ (−δ1 + δ−1)](
ξ
r2
)dξF(r1, r2) dr1dr2
〉
sym
+
〈 k∑
i=1
(k − i)ci lim
ε→0
"
r1,r2>0
∫ R
−R
[κε ∗ ξ
2k−1−2iχ(−1,1)](
ξ
r1
)[κε ∗ (δ
′
1 + δ
′
−1)](
ξ
r2
)dξF(r1, r2) dr1dr2
〉
sym
+
〈1
2
k∑
i=1
ci lim
ε→0
"
r1,r2>0
[∫ R
−R
[κε ∗ (−δ1 + δ−1)](
ξ
r1
)[κε ∗ (δ
′
1 + δ
′
−1)](
ξ
r2
)dξ
]
F(r1, r2) dr1dr2
〉
sym
which is then equal to
=
∫ ∞
0
| f ′(r)|2rd−1 dr
−
k∑
i, j=1
cic j
"
r1,r2>0
(2k − 2i)(2k − 2 j)
(4k − 1 − 2i − 2 j)
min(r1, r2,R)
4k−1−2i−2 j
r2k−2i−1
1
r
2k−2 j−1
2
f (r1) f (r2)(r1r2)
d−5
2 dr1dr2
−
k∑
i, j=1
cic j
∫ R
0
| f (r)|2rd−3 dr
−
∫ R
0
|∂r( f (r)r
d−1
2 )|2dr
−
〈
−
k∑
i, j=1
(2k − 2i)cic j
∫ ∞
0
∫ min(r1,R)
0
r2(
r2
r1
)2k−2i−1 f (r1) f (r2)(r1r2)
d−5
2 dr2dr1
〉
sym
−
〈
−
k∑
i=1
(2k − 2i)ci
∫ ∞
0
∫ min(r1,R)
0
(
r2
r1
)2k−2i−1 f (r1)r
d−5
2
1
∂r2( f (r2)r
d−1
2
2
) dr2dr1
〉
sym
−
〈 k∑
i=1
ci
∫ R
0
f (r)r
d−3
2 ∂r( f (r)r
d−1
2 ) dr
〉
sym
=
∫ ∞
0
| f ′(r)|2rd−1 dr − (S˜1 + S˜2 + S˜3 + S˜4 + S˜5 + S˜6),
where S˜i denote the formulas in the corresponding line.
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We still assume f (r) = f (R), r ≤ R by approximation. Noticing that d = 4k + 1 and d−12 = 2k, we
compute the contributions of each term.
S˜1 =
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
"
0<r1<r2<R or 0<r1<R<r2
f (r1) f (r2)r
2i−1
1 r
2 j−1
2
r
4k−2i−2 j−1
1
dr1dr2
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
"
0<r2<r1<R or 0<r2<R<r1
f (r1) f (r2)r
2i−1
1 r
2 j−1
2
r
4k−2i−2 j−1
2
dr1dr2
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
"
0<R<r1 ,r2
f (r1) f (r2)r
2i−1
1 r
2 j−1
2
R4k−2i−2 j−1 dr1dr2
=
〈 k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
[
| f (R)|2R4k−1
(4k − 2 j − 1)(4k − 1)
+ f (R)
R4k−2 j−1
4k − 2 j − 1
∫ ∞
R
f (r)r2 j−1 dr]
〉
sym
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
R4k−2i−2 j−1
∫ ∞
R
f (r)r2i−1 dr
∫ ∞
R
f (r)r2 j−1 dr
As before, we perform integration by parts∫ ∞
R
f (r)r2 j−1 dr = −
1
2 j
[ f (R)R2 j +
∫ ∞
R
f ′(r)r2 j dr]
S˜1 =
〈
−
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
[
| f (R)|2R4k−1
2 j(4k − 1)
+ f (R)
R4k−2 j−1
2 j(4k − 2 j − 1)
∫ ∞
R
f ′(r)r2 j dr]
〉
sym
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
| f (R)|2R4k−1 +
〈 k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
R4k−2i−1 f (R)
∫ ∞
R
f ′(r)r2i dr
〉
sym
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
R4k−2i−2 j−1
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr (107)
S˜2 =
k∑
i, j=1
cic j
∫ R
0
| f (r)|2rd−3 dr =
k∑
i, j=1
cic j| f (R)|
2 R
4k−1
4k − 1
(108)
S˜3 =
∫ R
0
|∂r( f (r)r
2k)|2dr = 4k2
R4k−1
4k − 1
| f (R)|2 (109)
S˜4 =
〈
−
k∑
i, j=1
cic j(2k − 2i)
∫ ∞
0
∫ min(r1,R)
0
f (r1) f (r2)r
2i−1
1 r
4k−2i−2
2 dr1dr2
〉
sym
=
〈
−
k∑
i, j=1
cic j(2k − 2i)[
| f (R)|2R4k−1
(4k − 2i − 1)(4k − 1)
+ f (R)
R4k−2i−1
4k − 2i − 1
∫ ∞
R
f (r)r2i−1 dr]
〉
sym
=
〈 k∑
i, j=1
cic j(2k − 2i)[| f (R)|
2 R
4k−1
2i(4k − 1)
+ f (R)
R4k−2i−1
2i(4k − 2i − 1)
∫ ∞
R
f ′(r)r2i dr]
〉
sym
(110)
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To compute S˜5, we integrate by parts with respect to r2 which yields
S˜5 =
〈 k∑
i=1
ci(2k − 2i)(2k − 2i − 1)
∫ ∞
0
∫ min(r1,R)
0
f (r1)r
2i−1
1 f (r2)r
4k−2i−2
2 dr2dr1
〉
sym
−
〈 k∑
i=1
ci(2k − 2i)
∫ ∞
0
f (r1)r
2i−1
1 f (min(r1,R))min(r1,R)
4k−2i−1dr1
〉
sym
=
〈 k∑
i=1
ci(2k − 2i)(2k − 2i − 1)[
| f (R)|2R4k−1
(4k − 2i − 1)(4k − 1)
+
f (R)R4k−2i−1
4k − 2i − 1
∫ ∞
R
f (r)r2i−1 dr]
〉
sym
−
〈 k∑
i=1
ci(2k − 2i)[| f (R)|
2 R
4k−1
4k − 1
+ f (R)R4k−2i−1
∫ ∞
R
f (r)r2i−1 dr]
〉
sym
= − 2k
〈 k∑
i=1
ci[
(2k − 2i)| f (R)|2R4k−1
(4k − 1)(4k − 1 − 2i)
+ f (R)R4k−2i−1
2k − 2i
4k − 1 − 2i
∫ ∞
R
f (r)r2i−1 dr]
〉
sym
=2k
〈 k∑
i=1
[ci| f (R)|
2R4k−1
2k − 2i
2i(4k − 1)
+ ci f (R)R
4k−2i−1 2k − 2i
2i(4k − 1 − 2i)
∫ ∞
R
f ′(r)r2i dr]
〉
sym
(111)
S˜6 =
〈 k∑
i=1
ci
∫ R
0
f (r)r2k−1∂r[ f (r)r
2k]dr
〉
sym
=
〈 k∑
i=1
ci
2k
4k − 1
| f (R)|2R4k−1
〉
sym
(112)
As in the previous section, we wish to show that the asymptotic expansion corresponds to terms
in (88), which in our setting look like
k∑
i, j=1
R4k+3−2i−2 j
4k + 3 − 2i − 2 j
did j
∫ ∞
R
f ′(r)r2i−2 dr
∫ ∞
R
f ′(r)r2 j−2 dr (113)
Let us regroup terms from S˜1, · · · , S˜6.
Type I: Terms containing
∫ ∞
R
f ′(r)r2i dr
∫ ∞
R
f ′(r)r2 j dr, which occur for S˜1
I˜ =
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
R4k−2i−2 j−1
∫ ∞
R
f ′r2i dr
∫ ∞
R
f ′r2 j dr (114)
Rewrite ci, di, (86), (89) with d = 4k + 1, we get
ci =
∏k
ℓ=1(4k + 1 − 2i − 2ℓ)∏k
ℓ=1,ℓ,i(2ℓ − 2i)
, 1 ≤ i ≤ k (115)
di =
∏k
ℓ=1(4k + 3 − 2i − 2ℓ)∏k
ℓ=1,ℓ,i(2ℓ − 2i)
, 1 ≤ i ≤ k (116)
(−1)
2k − 2i
2i
ci = di+1, 1 ≤ i ≤ k − 1 (117)
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We again set i′ = i+1, j′ = j+1. Notice that even though the summation over i, j runs from 1 to k in
(114), the term vanishes when i = k or j = k. So the summation is actually from 1 to k−1. Therefore,
I˜ =
k∑
i′, j′=2
R4k+3−2i
′−2 j′
(4k + 3 − 2i′ − 2 j′)
di′d j′
∫ ∞
R
f ′(r)r2i
′−2 dr
∫ ∞
R
f ′(r)r2 j
′−2 dr
Comparing this with our desired formula (113), it is clear that we are still missing the term
| f (R)|2R4k−1
4k − 1
d1d1 −
〈 k∑
i′=2
f (R)R4k+1−2i
′
(4k + 1 − 2i′)
di′d1
∫ ∞
R
f ′(r)r2i
′−2 dr
〉
sym
(118)
Type II: Now let us collect the terms involving only one integral
∫ ∞
R
f ′(r)r2i−2 dr from S˜1, S˜4, S˜5
I˜I = −
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
[ f (R)
R4k−2i−1
2i(4k − 2i − 1)
∫ ∞
R
f ′(r)r2i dr]
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
R4k−2i−1 f (R)
∫ ∞
R
f ′(r)r2i dr
+
k∑
i, j=1
cic j(2k − 2i)[ f (R)
R4k−2i−1
2i(4k − 2i − 1)
∫ ∞
R
f ′(r)r2i dr]
+ 2k
k∑
i=1
[ci f (R)R
4k−2i−1 2k − 2i
2i(4k − 1 − 2i)
∫ ∞
R
f ′(r)r2i dr]
=
k∑
i=1
f (R)R4k−2i−1ci
2k − 2i
2i
∫ ∞
R
f ′(r)r2i dr×
{
k∑
j=1
c j[−
2k − 2 j
(4k − 2i − 2 j − 1)(4k − 2i − 1)
+
2k − 2 j
2 j(4k − 2i − 2 j − 1)
+
1
4k − 2i − 1
] +
2k
4k − 2i − 1
}
We simplify the last line to look as follows:
[
k∑
j=1
c j
2 j
+ 1]
2k
4k − 2i − 1
(119)
Using the identity (91) (notice that d = 4k + 1, and the formula for d1 in this setting (116)), we infer
that
1 +
k∑
j=1
c j
2 j
=
k∏
ℓ=1
d − 2ℓ
2ℓ
=
1
2k
∏k
ℓ=1(d + 2 − 2 − 2ℓ)∏k
ℓ=2(2ℓ − 2)
=
d1
2k
(120)
Hence we conclude that
I˜I =
k∑
i=1
f (R)R4k−1−2ici
2k − 2i
2i
∫ ∞
R
f ′(r)r2i dr ×
d1
4k − 2i − 1
= −
k∑
i′=2
di′d1
f (R)R4k+1−2i
′
4k + 1 − 2i′
∫ ∞
R
f ′(r)r2i
′−2 dr
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Taking consideration of the symmetric term, we see that these are the terms involving one integral
in (118).
Type III: Finally, let us collect all terms not containing any integral.
I˜II =
〈
−
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
(4k − 2i − 2 j − 1)
[| f (R)|2
R4k−1
2 j(4k − 1)
]
〉
sym
+
k∑
i, j=1
cic j(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
| f (R)|2R4k−1 +
k∑
i, j=1
cic j| f (R)|
2 R
4k−1
4k − 1
+ 4k2
R4k−1
4k − 1
| f (R)|2
+
〈 k∑
i, j=1
cic j(2k − 2i)[| f (R)|
2 R
4k−1
2i(4k − 1)
]
〉
sym
+ 2k
〈 k∑
i=1
[ci| f (R)|
2R4k−1
2k − 2i
2i(4k − 1)
]
〉
sym
+
〈 k∑
i=1
ci
2k
4k − 1
| f (R)|2R4k−1
〉
sym
We fully expand the symmetric term and obtain
I˜II =| f (R)|2R4k−1
k∑
i, j=1
cic j×
[
−(2k − 2i)(2k − 2 j)
(4k − 1)(4k − 2i − 2 j − 1)
(
1
2i
+
1
2 j
) +
(2k − 2i)(2k − 2 j)
4i j(4k − 2i − 2 j − 1)
+
1
4k − 1
+
1
4k − 1
(
2k − 2i
2i
+
2k − 2 j
2 j
)]
+ | f (R)|2R4k−1
k∑
i=1
ci
2k
4k − 1
[
2k − 2i
2i
+ 1] + | f (R)|2R4k−1
k∑
j=1
c j
2k
4k − 1
[
2k − 2 j
2 j
+ 1]
+ 4k2
R4k−1
4k − 1
| f (R)|2
=| f (R)|2R4k−1
k∑
i, j=1
cic j
1
4k − 1
[
(2k − 2i)(2k − 2 j)
4i j
+ 1 +
2k − 2i
2i
+
2k − 2 j
2 j
]
+ | f (R)|2R4k−1
4k2
4k − 1
[
k∑
i=1
ci
2i
+
k∑
j=1
c j
2 j
] + 4k2
R4k−1
4k − 1
| f (R)|2
=
4k2
4k − 1
| f (R)|2R4k−1[
k∑
i, j=1
ci
2i
c j
2 j
+
k∑
i=1
ci
2i
+
k∑
j=1
c j
2 j
+ 1]
=
d1d1
4k − 1
| f (R)|2R4k−1
We used the sum identity (120) for the last step. Comparing this expression with (118), this is
exactly the first term there, hence we conclude that when d = 4k + 1
ASd f = 2
d−1πd‖Proj
W˜⊥
f ‖2
H˙1(r≥R,rd−1 dr)
Combing all the conclusions in Section 4.3 for (0, g) data and Section 4.4 for ( f, 0) data, we have
completed our proof of Theorem 2.
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