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$O(M(n)\cdot n)$ $O(M(n)\cdot\log_{2}n\cdot\log_{2}m)$ (Divide




A Divide and Rat ional ize Method wh ich improves the mu lt $\mathrm{i}\mathrm{p}\mathrm{l}\mathrm{e}-\mathrm{n}\mathrm{r}\mathrm{e}\mathrm{C}\mathrm{i}\mathrm{s}$ ion
func $\mathrm{t}$ ion comPutat ion wi th inf ini te ser $\mathrm{i}\mathrm{e}\mathrm{s}$.
General Purpose Computer $\mathrm{D}\mathrm{i}\mathrm{v}$. Hi tachi Ltd Yasunori Ushiro
Computer Centre, Universi ty of Tokyo Yasumasa Kanada
Computer Centre, Universi ty of Tokyo Dai $s$uke Takahashi
We propose a new divide and conquer method, we call it as the Divide and Rationalize Method
$\mathrm{O}\mathrm{M}$ , which $\mathrm{i}_{1}\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{v}\mathrm{e}\mathrm{s}$ the $n-\mathrm{d}\mathrm{i}\mathrm{g}\mathrm{i}\mathrm{t}$ Precision function comutation wi th infini te series from
$O(M(n)\cdot n)$ to $O(M(n)\cdot\log_{2}n\cdot\log_{2}m)$ , where $M(n)$ is the number of $\mathrm{c}\mathrm{o}\mathrm{N}$)$\mathrm{u}\iota \mathrm{a}\mathrm{t}\mathrm{i}_{0\mathrm{n}}$
$0\mathrm{o}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{i}_{0\mathrm{n}}\mathrm{s}$ required to multiply $n$ -digi $\mathrm{t}$ precisiOn numbers and $m$ is the digi $\mathrm{t}$ of the input
precisiOn to be calculated The DRM consists of two methods. The first method is a method which
sums up from each rational numbers in the series to $n$ -precision rational numbers wi th tournament
method The second method is a method which comlu $\iota$es a value of the funct ion for each digi $\mathrm{t}$
corresponding to an input value of rational number wi th $\alpha,2\alpha,4\alpha,\cdots,2^{p-\iota_{\alpha}}$ digi $\mathrm{t}$ denominator
from the higer digi $\iota$ and sums the value of the func $\iota \mathrm{i}0\mathrm{n}\mathrm{a}\mathrm{C}\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{i}\mathrm{n}^{\mathrm{g}}$ to the addi tion theorem The
coverage of the proposed method is wider in the multiple-precision function computation than the
Brent’s algori thm Also, it is sui table for the parallel processing and $\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{S}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}$ to reuse
intermediate results for more higher precision $\mathrm{c}\alpha w\mathrm{u}\mathrm{t}\mathrm{a}\downarrow \mathrm{i}_{0}\mathrm{n}$
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1.
n M(n) n
$O(M(n)\cdot n)$ $m$ $(m\leq n)$
$n$ $O(M(n)\cdot\log_{2}n\cdot \mathrm{f}\mathrm{o}\mathrm{g}2m)$




















$f( \frac{y}{x})$ $\sum_{i\Leftarrow 0}^{\infty}[\frac{a_{i}}{b_{i}}\cdot(\frac{y}{x})^{\gamma+\beta}]$ $a$ ,
$k$ $a_{k}<b_{k}$ $\gamma$ $\beta$
61
$x$ y $y<X$ $f( \frac{y}{x})$ $B$ $n$
$\text{ _{ } }\frac{b_{q}}{a_{q}}\cdot(\frac{x}{y})\gamma\star\hslash.[1-.(\frac{y}{x})^{\beta}]\geq B^{n+1}$ $q$
$f( \frac{y}{x})$ 2




$=( \frac{y}{x})^{\gamma}\cdot\frac{a_{0}b_{1}\chi^{\beta}+a_{1}by^{\beta}0}{b_{0}b_{1^{X^{\rho}}}}+(\frac{y}{x})^{\gamma}\star 2\beta.\frac{a_{2}b_{3}x^{\rho}+a_{3}b_{2}y\rho}{b_{2}b_{3}X^{\beta}}+(\frac{y}{x})^{\gamma+4}\beta.\frac{a_{4}b_{5^{X}}\beta p_{4}+a\mathcal{Y}\beta}{b_{4}b_{5}x^{\beta}}$
$+( \frac{y}{X})^{\gamma 6}+\rho.\frac{a_{6}b_{7}X^{\beta}+a_{7}by^{\beta}6}{b_{6}b_{7}x^{\beta}}+\cdots$
$=( \frac{y}{x})^{\gamma}[\frac{C_{0}}{d_{0}}+(\frac{y}{x})^{2\beta}\cdot\frac{c_{1}}{d_{1}}]+(\frac{y}{x})^{\gamma}+4\beta[\frac{c_{2}}{d_{2}}+(\frac{y}{x})^{2\beta}\cdot\frac{c_{3}}{d_{3}}]+(\frac{y}{X})\gamma+8\rho 1\frac{c_{4}}{d_{4}}+(\frac{y}{X})2\beta.\frac{c_{5}}{d_{5}}]+\cdot$
. $c_{k}=a_{2k}b_{2k}+1x^{\beta}+a_{2k+1}b_{2k}y^{\beta},$ $d_{k}=b_{2}b_{2k1}X^{\beta}k+$ ; $k=0,1,2,\cdots$
2 $:$$$ . $e_{k}=cdX+C_{2k}2k2k+12\rho+12dky^{2\beta},$ $f_{k}=d_{2k}d_{2k+}x^{2}1\beta;k=0,1,\mathit{2},\cdots$
3 $:$‘ $g_{k}=e_{2k}f_{2}k+1X^{4}\beta+e_{2k1}f_{2}+k\mathcal{Y}^{4\rho},$ $g_{k}=f_{2k}f_{2k}+\iota^{x}4\rho$ $k=0,1,2,\cdots$
62
- , j 2i 2i+l $j+1$ $i$
. .: $J_{:}$ .’ $.’:_{\wedge}.\cdot$. .:.. $\cdot$ .$\cdot$.. . $\int$





j+l i : $( \frac{y}{x})^{\gamma+2Si\beta}\cdot\frac{F_{j+1,i}}{G_{j+1,i}-}$
$S=\mathit{2}^{j},$ $F_{j+1},=iF_{j,2i}cX^{s\rho s\beta}j,2i+1+Fcj,2\mathrm{i}+1j,2iy$
$c_{j+1,i}=GcX^{s_{\beta}}j,2ij,2i+1$ $;i=0,1,2,\cdots$
\tau $F_{j+1},\cdot$ $G_{j+1},\cdot$ $n$ $t$
2. 2
(1) $\log(1+\frac{y}{x})^{\text{ } }$
$x$ y y $<X$ $\log(1+\frac{y}{x})$ $\overline{\tau}-$ $\text{ }-$
$\log(1+\frac{y}{x})=\frac{y}{x}-\frac{1}{2!}\cdot\frac{y^{2}}{x^{2}}+\frac{1}{3!}\cdot\frac{y^{3}}{x^{3}}-\frac{1}{4!}\cdot\frac{y^{4}}{x^{4}}+\frac{1}{5!}.\frac{y^{5}}{x^{5}}-\frac{1}{6!}.\frac{y^{6}}{x^{6}}+\cdots$
$B$ $n$ $q!( \frac{x}{y})^{q}\geq B^{n+1}$
$q$ 2 $\log(1+\frac{y}{x})$
$\log(1+\frac{y}{x})=[\frac{y}{x}-\frac{1}{\mathit{2}!}\cdot\frac{y^{2}}{x^{2}}]+[\frac{1}{3!}\cdot\frac{y^{3}}{x^{3}}-\frac{1}{\mathit{4}!}\cdot\frac{y^{4}}{x^{4}}]+[\frac{1}{5!}\cdot\frac{y^{5}}{x^{5}}-\frac{1}{6!}\cdot\frac{y^{6}}{x^{6}}]$
.. . $\cdot$ . . $+[ \frac{1}{7!}\cdot\frac{y^{7}}{x^{7}}-\frac{1}{8!}\cdot\frac{y^{8}}{x^{8}}]+[\frac{1}{9!}\cdot\frac{y^{9}}{x^{9}}-\frac{1}{10!}\cdot\frac{y^{10}}{x^{10}}]+[\frac{1}{11!}\cdot\frac{y^{11}}{x^{11}}-\frac{1}{1\mathit{2}!}\cdot\frac{y^{12}}{x^{12}}]+\cdots$
2
63









. $e_{k}=cdx^{4}2k2k+1+c_{2k+1}y^{4},$ $f_{k}=d_{2k}d$$k2k+1$, $=0,1,2,\cdots$
\iota $[]$ $n$ $t$
(2) $\arctan(\frac{y}{x})$













$a_{k}=(\mathit{4}k+3)x^{2}-(4k+1)y^{2},$ $b_{k}=(4k+1)(4k+3)x^{2}$ ; $k=0,1,\mathit{2}\cdots$
$\mathit{2}\epsilon_{X}^{\prime\iota_{\text{ }:\{\begin{array}{l}=\frac{y}{X}\cdot\frac{a_{0}b_{1^{X+}}4a_{1}b_{\mathrm{o}}y^{4}}{b_{0}b_{1}x^{4}}+\frac{y^{9}}{X^{9}}\cdot\frac{a_{2}b_{3}x^{4}+aby^{4}32}{b_{2}b_{3}X^{4}}+\frac{y^{17}}{x^{17}}\cdot\frac{a_{4}b_{5}x^{4}+a5b_{4}y^{4}}{b_{4}b_{5}x^{4}}+\cdots=\frac{y}{x}[\frac{C_{0}}{d_{0}}+\frac{y^{8}}{x^{8}}\cdot\frac{c_{1}}{d_{1}}]+\frac{y^{17}}{X^{17}}[\frac{c_{2}}{d_{2}}+\frac{y^{8}}{x^{8}}\cdot\frac{c_{3}}{d_{3}}]+\frac{y^{33}}{x^{33}}[\frac{c_{4}}{d_{4}}+\frac{y^{8}}{x^{8}}\cdot\frac{c_{5}}{d_{5}}]+\cdots\end{array}}}$
. $c_{k}=$. $a_{2}b_{2k+}X+k14a_{2k+}1b_{2k}\mathcal{Y}^{4},$ $d_{k}=b_{2k}b_{2k+1}X4;k=0,1,2\cdots$
$3\epsilon_{X^{\mathrm{L}}}^{J}\text{ }:$
















: $\mathit{2}r$ , $r\geq 1$
( ) : $L$ , $L\cdot(\mathit{2}r)^{l}=n$
1 : $C_{1}$
n : $M(n)$
n : $D(n)=C_{2}\cdot M(n)$





















$\zeta.$ . $\downarrow$$\downarrow$ .,




t : $[ (Z_{0}) ]$ $[ (z_{1}) ]\cdots$ $[ (z_{k- 1}) ]$








$=k\cdot$ [ $c_{1} \cdot\sum_{i\Leftarrow 1}^{t}$ {2t-i. $M(n/(2r)\mathfrak{l}-i)\}+C\cdot M(2n)$]
$=k \cdot[C_{1}\cdot\sum_{i=^{0}}^{t}\{\mathit{2}^{i}\cdot M(-1n/(2\gamma)i)\}+c_{2}\cdot M(n)]$
$M(n)\geq 2M(n/2r)$
$f(n)\leq k\cdot[c_{1\overline{2}}.\prime 1-M(n)+C_{2}\cdot M(n)]$
$=k\cdot[C_{1}\cdot t\cdot M(n)+c_{2}\cdot M(n)]$
$k,C_{1},C_{2}$ $O(1)$ $t\ovalbox{\tt\small REJECT} \mathrm{g}_{O(\log_{2}}n$ ) $f(n)$






m (m\leq n) n



























$\sin(X)$ $p$ $\sin$ $\cos$
exp sin cos – p
$a_{1},a_{2},\cdots,a_{p}$ $a_{1},a_{2},\cdots,a_{p}$ 1 2
$\mathrm{e}\mathrm{x}\mathrm{p},\mathrm{s}\mathrm{i}\mathrm{n},\cos$ $n$ $n$
$M(n)$ $O(M(n)\cdot\log_{2}n)$ -
$p$ $O(\log_{2}m)$ $X$ $m$
$\exp(X)$ $\sin(X)$ $n$ $O(M(n)\cdot\log_{2}n\cdot\log_{2}m)$
$f(n)$ $m$
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