The paper studies the optimal cooperative collision avoidance strategies in a planar close proximity encounter, with turning rates of the participants as the control functions. The maximization of the terminal miss distance is adopted as a performance criterion. This paper extends earlier analyses to the important special case when participants have unequal linear speeds but equal turn capabilities. The analysis is based on the Pontryagin maximum principle and the study of the properties of the extremals. The analysis is outlined in a unified manner that covers all special cases of the problem, including the cases of identical participants and the participants with unequal turn capabilities but equal linear speeds. The distinctive features of the mathematical structure of the problem and the optimal control solutions for different special cases of the problem are identified. The results of this paper are useful for setting and validating air traffic rules and for benchmarking and validating automated proximity management and collision avoidance systems.
INTRODUCTION
The research on optimal cooperative collision avoidance strategies is substantial and the list of references in this paper is far from being exhaustive. Two main applications areas are aircraft collision avoidance (see, e.g., Merz, 1973a Merz, , 1991 Krozel and Peters, 1997; Clements, 1999 Clements, , 2002 Bicchi and Pallotino, 2000; Fulton, 2009, 2010a, b, c; Miele et al. 2010 ) and ship collision avoidance (see, e.g., Merz, 1973b; Miele et al., 1999; Miele and Wang, 2006 ). An increased interest to collision avoidance strategies in aviation has been motivated by growth in demand for air travel and introduction of NextGen and SESAR programs, that will require refinement of the rules of the air by which aircraft manage proximity and minimise collision risk.
Two main types of performance criteria used in finding optimal collision avoidance strategies are: 1) maximisation of terminal miss distance (see, e.g. Krozel and Peters, 1997; Merz, 1973a Merz, , b, 1991 Miele and Wang, 2006; Miele et al., 1999 Miele et al., , 2010 , and 2) minimisation of operating costs, composed of fuel and flight time costs, subject to safety constraints (Krozel and Peters, 1997; Christodoulou, 2006; Bicchie and Pallottino, 2000; Tomlin and Pappas, 1998; Hu et al., 2002; Clements, 1999 Clements, , 2002 Menon et al., 1999) . The former objective function is more suitable for close proximity (i.e. emergency, or tactical) collision avoidance manoeuvres, where the participants are dangerously close in space and time and immediate actions are required to avoid a conflict. The latter objective is usually adopted for far-range (strategic) conflict resolution.
The focus of this study is on the close proximity encounters and the maximisation of the terminal miss distance is used as a performance criterion. A kinematic planar model, with the scaled turning rates of the participants as the control functions, is adopted.
The planar model is a natural one for ship collision avoidance. While such model is a special case of a general 3D model in aviation, it nevertheless represents a practically important case, and this is reflected in a large number of planar models in the air traffic management literature (see, e.g., Merz, 1973a, b; Krozel and Peters, 1997; Bicchi and Pallotino, 2000; Paielli, 2003; Clements, 1999 Clements, , 2002 Fulton 2009, 2010a, b, c) . In aviation, the coplanar assumption can cover those situations where both aircraft are manoeuvring at the same constant altitude or when they manoeuvre with individually small flight-path angles measured with respect to a shared earth tangential plane. Besides, the mid-air collision is essentially a planar event, with a 2D conflict plane defined by the relative position vector and the velocity vector of the second aircraft. As the aircraft manoeuvre in 3D space, the 2D plane changes its orientation. Since in many aircraft avionics designs the navigation computations are updated at 20 Hz, the 2D planar solution is an effective practical solution and its use extends even to emergency situations.
Existing airborne collision avoidance systems (ACAS) (e.g., TCAS II) resolve conflict in the vertical. However, limiting ACAS systems to only vertical manoeuvres can in some circumstance lead to additional danger (e.g., manoeuvres in the presence of terrain, or into a layer of cloud which would form ice, etc.). For this reason, proposed new collision avoidance systems (e.g., TCAS IV) are also considering lateral manoeuvres. This research presents part of the foundation required for the verification and validation of the lateral component of the manoeuvre.
While in practice the conflict may involve many participants, a study of the conflict resolution of two participants is important, as the pairwise collision avoidance problem is likely to form a basic action in an overall management system (Clements, 2002) .
Over the past two decades, a considerable advance has been made in the study of three-dimensional conflict resolution (see, e.g., Tomlin and Pappas, 1998; Hu et al., 2002; Raghunmathan et al., 2004; Christodoulou, 2006) . Such solutions rely on complex numerical optimization techniques that often require validation against well-understood and proven solutions. The aim of this work is to derive a benchmark (ideal solution) that reveals the underlying structure of the optimal solution and that can be used to test and validate the performance of practical solutions as well as automatic collision avoidance systems.
The planar horizontal model in non-dimensional form includes two parameters: 1) the ratio  of bounds on the angular speeds of the participants, and 2) the ratio  of linear speeds of the participants (Merz 1973a, b ). An optimal control solution for collision avoidance of identical participants ( 1, 1)
    has been known for some time (see Merz 1973a, b) . The graphical solution presented by Merz was a motivation behind this study. In this solution, the plane of the initial relative positions is separated into the regions of the initial positions for different optimal strategies. Such representation is especially useful when establishing and validating the air traffic rules. Recently, Merz's solution has been re-examined (Tarnopolskaya and Fulton, 2009 ) and extended to the encounter of participants with unequal turn capabilities but equal linear speeds Tarnopolskaya and Fulton, 2010a, b, c) .
This paper extends the earlier analyses to the case of an encounter of participants with unequal linear speeds but equal turn capabilities (i.e.,
1, 1
    ). Such conditions are often encountered in practice. In aviation, for example, turn rates during instrument flight procedures (i.e., flight with sole reference to instruments as opposed to visual flight rules) have been standardised to set rates (and often to a single set rate) of change in aircraft heading. Pilots become accustomed to standard rates of turning and they may often automatically revert to well rehearsed procedures in emergency situations. Thus, the in-flight condition of differing speeds but equal turn rate is an important practical case to consider.
The focus of this paper is on establishing how the underlying structure of the optimal control solution is affected by changes in model parameters. We outline a unified approach to construction of the control synthesis, based on the Pontryagin maximum principle and the analysis of the properties of the extremals. We demonstrate that the optimal control solution for each special case has distinctive features not present in the cases studied earlier. One important feature for the case 1, 1     is that the nonsingular controls are no longer necessarily optimal under certain conditions. We establish conditions when nonsingular controls are still optimal and show that such conditions cover a wide range of practically important situations. We then construct the control synthesis under such conditions and compare the optimal solutions for all special cases.
The paper is organized as follows. The optimization problem is described in Section 2. The necessary conditions for the existence of an optimal solution are derived in Sections 3 and 4. The properties of the solution and the synthesis of the nonsingular optimal control are presented in Section 5. Numerical illustration of the results and comparison of the control syntheses for different special cases are also presented in this section. Finally, conclusions and future work are given in Section 6.
OPTIMIZATION PROBLEM
The underlying assumption in the close proximity encounter models is that the linear speeds of the participants are constant (see e.g. Merz 1973a, b; Tarnopolskaya and Fulton, 2009; 2010a, b, c) . The nondimensional equations of motion of two participants in the moving polar coordinate system fixed with the faster participant are (Merz 1973a, b; Tarnopolskaya and Fulton, 2009) 
where ( , , )  
; r specifies the non-dimensional instantaneous relative distance between the participants,  (known as relative bearing) and (relative heading) specify the instantaneous angles defining the relative direction of their motion (see Fig. 1 The system of ordinary differential equations (1) 
The non-dimensional manoeuvre time T (also known as the terminal time) is defined as the time to closest approach between the participants. It is defined by the conditions
The objective is to maximize the terminal miss distance
r over all admissible controls (in what follows, subscript "T" denotes quantities at the terminal time). Thus, the performance index is a function of the terminal time. As the terminal time T is unknown, the problem can be viewed as a Mayer problem with free terminal point.
TERMINAL CONDITIONS
Condition (2) together with the first equation of (1) yields the terminal equation
Equation (4) can be rewritten in the form
The necessary condition of the existence of the solution of (5) 
Note that for 1   the terminal equation (5) , which produce two sets of terminal conditions (Tarnopolskaya and Fulton, 2009a ):
NECESSARY CONDITIONS FOR NONSINGULAR OPTIMAL CONTROLS
The necessary conditions are derived based on the Pontryagin maximum principle (see Pontryagin et al, 1965; Bryson, 1999) . The Hamiltonian function in the polar coordinate system is given by:
where superscript "T" denotes a transpose of a vector, the adjoint variables
subject to
where ( , ) [ cos
Lagrange multiplier (see Bryson, 1999) . It can be shown that 0   for this problem.
The nonsingular optimal controls that maximize the Hamiltonian are given by 1 2 sgn( ), sgn( )
This suggests four possible nonsingular control strategies: 1) 
Solutions of State Equations
Using the transformation of variables sin , 1 cos , 
Substituting   T into (13) and (14) 
where 1
For the case 
 

Necessary Conditions for Nonsingular Optimal Controls near the Terminal Time
Necessary conditions (11) together with (9), (10) and the continuity of the adjoint variables imply the following necessary conditions for nonsingular optimal controls near the terminal point (the derivation is the same as in Tarnopolskaya and Fulton, 2009; 2010a) 1 2
For the encounter of participants with equal linear speeds ( , 1     ), the terminal conditions (7) together with the necessary conditions (17) are satisfied for two types of nonsingular strategies (Tarnopolskaya and Fulton, 2010a)     , singular strategies are always suboptimal (Tarnopolskaya and Fulton, 2010a) . 
Note that Property 1 is utilized in conditions (18) and (19). Necessary conditions for the existence of nonsingular optimal controls near the terminal time (18), (19) can be combined with the necessary conditions (6) 
SYNTHESIS OF NONSINGULAR OPTIMAL CONTROL
In this section, we construct the synthesis of nonsingular optimal control. For the case 1, 1     , the synthesis is constructed assuming that one of the conditions (24) is satisfied. Note that conditions (24) are satisfied for a wide range of practically important emergency situations. In particular, the second condition of (24) covers a high closing speed head-on, near head-on and similar encounter situations.
Zero Rate Range Lines
The locus of points 0 0
(which is called an initial zero range rate line in Fulton, 2009a, 2010a) partitions the plane of the initial relative positions into the regions For the case of participants with equal turn capabilities, the following property follows from (26) and (27).   it moves clockwise relative to the initial zero range rate line for the LL strategy and anticlockwise for the RR strategy (see Tarnopolskaya and Fulton, 2010a) .
Properties of the Trajectories and the Loci of the Initial Conditions
Property 4 For the case 1,    , the trajectories for the RR and LL strategies coincide with the loci of the initial relative positions for these strategies and represent circles with equal radii and with the centres lying on the respective zero range rate lines at the equal distances from the origin.
Property 4 follows from (13)-(16).
Property 5 For the case 1, 1     , the loci of the initial relative positions for the RR and LL strategies represent spirals; they do not coincide with the trajectories (see Tarnopolskaya and Fulton, 2010a) .
Construction of Synthesis
The construction of the synthesis of nonsingular optimal control is described in detail in Fulton (2009, 2010a) for the cases of identical participants and of participants with unequal turn capabilities but equal linear speeds. For the encounter of participants with unequal linear speeds, the procedure is similar and we do not discuss the details here due to space limitations.     , such symmetry is lost. In all cases, the plane of the initial relative positions can be partitioned into the regions of diverging and converging relative distance; the latter can in turn be partitioned into the three (in some cases two) sub-regions of initial positions for different optimal nonsingular strategies. The curves that partition the regions are called dispersal curves (see Fig. 2 ). 
CONCLUSIONS AND FUTURE WORK
Merz's classical synthesis of optimal control for collision avoidance of identical participants has been known for some time (Merz, 1973a, b) . However, until recently it has not been understood that this solution is not typical, but rather an exception compared to more general cases.
In this paper, we present the optimal control solution for the encounter of participants with unequal linear speeds, but equal turn capabilities. terminal equation in this case, is that the nonsingular controls are no longer necessarily optimal. We have established the conditions under which this is the case, and shown that nonsingular controls are still optimal for a wide range of practically important situations. Singular optimal strategies that appear in the encounter of participants with unequal linear speeds will be the subject of a separate study.
We have also demonstrated that, despite the above complication, the features of the optimal control solution for the encounter of participants with unequal linear speeds, but equal turn capabilities, are similar to those for the simple classical case of identical participants. Such features are the symmetry of the control synthesis diagram with respect to the RR-LL dispersal line, and the stationary nature of the zero range rate line for the RR and LL strategies. These features, the result of the stationarity of the angle  along the RR and LL trajectories in both cases, are absent in the case of encounter of participants with unequal turn capabilities.
In practical situations, both the linear speeds and the turn capabilities of the participants may be unequal. Development of optimal collision avoidance strategies for a general case is the subject of further study. It is expected that such solutions will exhibit a combination of more complex features found in the solutions for the special cases studied to date, and therefore understanding of these features is important.
The understanding of the underlying structure of the control synthesis for different special cases of a close proximity encounter is also important for benchmarking and validating automated proximity management and collision avoidance systems.
