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ABSTRAK 
Tuntutan kehidupan yang tinggi di jaman sekarang ini membuat 
seorang individu mengalami perubahan kondisi emosional dengan 
mudah. Musik adalah salah satu media yang digunakan untuk 
menstabilkan kondisi emosional. Akan tetapi penggunaan musik 
yang salah dapat memperburuk kondisi emosional seseorang, 
seperti yang banyak terjadi di jaman ini. 
Untuk mencegah hal tersebut, dibuatlah sebuah aplikasi yang 
mampu mendeteksi ekspresi pada wajah untuk menstabilkan 
kondisi emosional user melalui musik. Ekspresi pada wajah 
ditentukan melalui posisi fitur alis, mata, mulut, dan kerutan pada 
bagian tertentu. Posisi fitur yang terdeteksi akan dibandingkan 
perubahannya dengan posisi fitur pada wajah netral yang telah 
dikalibrasi sebelumnya. Perbandingan kedua posisi fitur akan 
dimasukkan ke dalam neural network (backpropagation) yang 
telah di-training sebelumnya untuk menentukan ekspresi pada 
wajah yang terdeteksi. 
Melalui hasil pengujian, telah didapatkan akurasi pendeteksian 
fitur wajah dan ekspresi wajah yang terdeteksi. Ekspresi yang 
terdeteksi akan memicu pemutaran musik untuk menstabilisasi 
kondisi emosional user. Kelemahan dari aplikasi ini adalah 
library musik yang harus diatur secara manual oleh user. 
Kata Kunci: Ekspresi wajah, psikologi, pendeteksian emosi, 
pemutar musik, dan backpropagation 
ABSTRACT 
High life demands nowadays make the individual emotional state 
change easily. Music is one of many media that is used to stabilize 
a person’s emotional condition. However, wrong use of music can 
worsen a person’s emotional condition, as in the case of today’s 
society. 
To prevent that, an application that can detect the user’s facial 
expression to stabilize the user’s emotional state through music is 
developed. The expression on the face is determined by the 
position of eyebrows, eyes, mouth, and wrinkles features. The 
positions of detected features are compared with those in a 
neutral face that has been previously calibrated. The difference of 
features’ positions will be used as input of the trained neural 
network to determine the expression on the detected face. 
Through some experiments, the accuracy of detection of facial 
features and facial expressions are known. The detected 
expression will trigger the playback of music to stabilize the 
user’s emotional condition. The weakness of this application is 
that the music library must be set manually by the user. 
Keywords: Facial expression, psychology, emotion detection, 
music player, and backpropagation 
1. PENDAHULUAN 
Wajah menjadi salah satu aspek komunikasi yang penting antar 
manusia. Wajah manusia dapat menyampaikan banyak informasi, 
salah satunya untuk mengekspresikan emosi[6]. Terkadang emosi 
yang dirasakan tidak diekspresikan secara verbal, disengaja atau 
tidak. Tetapi manusia pada umumnya selalu menunjukkan emosi 
yang sedang dirasakan melalui wajah, dengan  atau tanpa disadari. 
Terkadang seseorang akan mencoba untuk menyembunyikan 
ekspresi yang tersampaikan di wajahnya, tetapi kebocoran 
ekspresi yang sedang dialami akan selalu ada[1][8]. Sudah banyak 
penelitian yang dilakukan tentang hubungan ekspresi wajah 
manusia dan ekspresi. Dalam penelitian tentang ekspresi yang 
sudah berkembang sampai saat ini, ditemukan bahwa setiap 
manusia memiliki kesamaan ciri pada bagian wajah tertentu dalam 
menunjukkan suatu ekspresi tanpa mempedulikan berbagai faktor, 
salah satunya budaya[1]. 
Dewasa ini, musik sudah menjadi salah satu aspek yang tidak 
dapat dilepaskan dari kehidupan sehari-hari. Musik merupakan 
karya seni yang memiliki nilai emosional tertentu di setiap 
liriknya. Dengan perkembangan teknologi saat ini, musik sangat 
mudah untuk didapatkan dan dimainkan melalui teknologi 
mumpuni yang ada saat ini. Menurut beberapa penelitian tentang 
relasi musik terhadap emosi, musik bisa mempengaruhi kondisi 
emosional pendengarnya melalui berbagai macam hal yang 
berhubungan dengan mekanisme psikologi[3][9][10]. 
Maka dari itu dibuatlah sebuah aplikasi yang mengumpulkan data 
berdasarkan pengamatan kondisi emosional penggunanya. 
Kondisi emosional ditentukan berdasarkan pengumpulan ekspresi 
yang muncul pada wajah pengguna dalam rentang waktu tertentu. 
Ekspresi wajah pengguna akan ditentukan berdasarkan ciri 
tertentu pada beberapa bagian wajah, sesuai dengan ilmu 
psikologi dalam bidang ekspresi wajah. Data yang terkumpul akan 
menentukan pemilihan daftar musik yang akan diputar. Pemilihan 
musik yang sesuai akan meningkatkan emosi positif, sehingga 
kondisi emosional pendengarnya bisa stabil dan tingkat emosi 
yang bersifat negatif bisa diminimalisir. 
2. TEORI PENUNJANG 
Metode segmentasi bibir berdasarkan Local Information ini 
merupakan pengembangan dari metode Lip-Map[4]. Metode ini 
disebut dengan EnLip-Map. Metode ini lebih akurat karena 
menggunakan komponen saturasi dari HSI color space untuk bisa 
lebih membedakan antara piksel kulit dengan piksel bibir. Metode 
ini juga lebih cepat karena menghilangkan bagian atas dari 
gambar input.  
 
Perhitungan EnLip-Map menggunakan persamaan sebagai 
berikut:  
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Variabel Cr2 dan Cr/Cb dinormalisasi pada jarak [0, 255]. Hasil 
dari persamaan Lip-Map juga dinormalisasi pada jarak [0, 255]. 
Parameter η didefinisikan sebagai rasio dari rata-rata Cr2 dengan 
rata-rata Cr/Cb. Variabel S adalah komponen saturasi pada color 
space HSI. 
Mata merupakan salah satu fitur yang sangat penting dalam 
mendeteksi emosi pada wajah, karena mata merupakan fitur 
permanen yang memiliki perpindahan posisi yang relatif kecil. 
Maka dari itu seringkali posisi mata pada wajah digunakan untuk 
mencari posisi fitur lain yang ada di wajah, sehingga posisi mata 
yang akurat merupakan hal yang krusial. Metode ini dipilih karena 
mampu memberikan hasil yang baik, dalam spektrum warna RGB 
maupun grayscale. Untuk mengurangi kesalahan pendeteksian 
dan lama penghitungan, hanya daerah wajah tertentu saja yang 
akan dideteksi. Penghitungan ROI (Region of interest) daerah 
mata dilakukan dengan metode anthropometric, dengan 
memperkirakan posisi mata pada wajah manusia pada 
umumnya[7]. Persamaan yang digunakan untuk menghitung ROI 
dapat dilihat sebagai berikut: 
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Nilai α yang digunakan pada metode ini adalah 2/5 dan β adalah 
1/6, nilai ini dipilih karena merupakan nilai paling minimum 
untuk menampilkan daerah mata pada face database percobaan. 
Variabel xc dan yc merupakan titik tengah dari wajah yang 
terdeteksi, sedangkan hf  dan wf  merupakan tinggi dan lebar dari 
wajah yang terdeteksi. Untuk memperjelas perbedaan intensitas 
antar piksel, dilakukan proses eksponensial menggunakan 
Persamaan 5. Metode deteksi alis yang digunakan sama dengan 
metode pendeteksian mata, perbedaan terdapat pada nilai α yang 
digunakan pada metode ini adalah 3/7 dan β =  1/5. Perbedaan 
juga terdapat pada perhitungan ROI dimana yc diganti menjadi y’c 
yang nilainya didapatkan melalui Persamaan 6[7]. 
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Nilai fitur yang didapatkan akan dibandingkan dengan nilai fitur 
pada wajah netral[12]. Selisih dari nilai kedua fitur ini akan 
digunakan sebagai input pada neural network 
backpropagation[2]. 
3. DESAIN SISTEM 
Dalam sistem perangkat lunak ini memiliki beberapa tahapan 
langkah-langkah yang harus dilakukan untuk mendeteksi ekspresi 
wajah pada gambar. Langkah-langkah tersebut diantaranya adalah 
deteksi mata, bibir, alis, kerutan, dan ekspresi. Seperti yang 
ditunjukkan pada Gambar 1. 
in = Input image (RGB)
Wajah terdeteksi?
Y
Ekspresi wajah
Pemutaran musik dari playlist
Start
Y
Deteksi mata
Pendeteksian wajah
N
Segmentasi bibir
Deteksi alis
Backpropagation
Memilih library musik
Playlist musik sudah 
ter-set?
Melakukan set 
playlist  musik
N
N
Deteksi kerutan wajah 
menggunakan library OpenCV
Aplikasi 
tertutup?
End
Y
Load last profile
Gambar 1. Flowchart Sistem Secara Garis Besar 
Sebelum melakukan proses backpropagation, diperlukan proses 
ekstraksi fitur sebagai input pada backpropagation. Fitur yang 
diekstraksi yaitu fitur mata, alis, dan bibir. Input dari proses 
ekstraksi fitur mata, bibir dan alis adalah wajah yang telah 
terdeteksi menggunakan metode Viola-Jones dengan skin pixel 
classifier[11]. Flowchart dari setiap proses ekstraksi dapat dilihat 
pada Gambar 2 sampai Gambar 4. 
Variabel input pada Gambar 2 berisi gambar wajah yang telah di-
crop sebelumnya. Perhitungan ROI disesuaikan dengan teknik 
anthropometric untuk menentukan posisi daerah mata pada wajah. 
Proses invers pada nilai piksel dilakukan agar nilai spektrum 
warna merah pada piksel mata yang rendah menjadi tinggi. 
Pencarian posisi piksel paling atas dan bawah pada mata 
menggunakan persamaan gradien garis.  
Variabel input pada Gambar 3 berisi gambar wajah yang telah di-
crop sebelumnya. Perhitungan ROI disesuaikan dengan teknik 
anthropometric untuk menentukan posisi daerah alis pada wajah. 
Proses invers pada nilai piksel dilakukan agar nilai spektrum 
warna merah pada piksel mata yang rendah menjadi tinggi. 
Pencarian posisi piksel paling atas pada mata menggunakan 
persamaan gradien garis. Proses masking dari metode alis adalah 
menghilangkan bagian mata, posisi mata didapatkan dari metode 
ekstraksi fitur mata. 
 
Pendeteksian mata
Input = Face Cropped 
Image (RGB)
leftEye = Input
rightEye = Input
leftEye.ROI = menghitung 
ROI untuk leftEye
rightEye.ROI = menghitung 
ROI untuk rightEye
leftEye = invers nilai piksel gambar 
(leftEye) menggunakan EmguCV
rightEye = invers nilai piksel gambar 
(rightEye) menggunakan EmguCV
leExp = exponential transform nilai 
Red pada piksel gambar(leftEye)
reExp = exponential transform nilai 
Red pada piksel gambar(rightEye)
lstd = Menghitung 
standar deviasi (leExp)
rstd = Menghitung 
standar deviasi (reExp)
lBin = melakukan threshold binary 
menggunakan standar deviasi dan 
mean dari leExp(lstd)
rBin = melakukan threshold binary 
menggunakan standar deviasi dan 
mean dari reExp(rstd)
lBlob = melakukan pendeteksian 
blob yang paling mendekati posisi 
bawah lBin(lBin)
rBlob = melakukan pendeteksian 
blob yang paling mendekati posisi 
bawah rBin(rBin)
Point[] lBatas = mencari posisi piksel 
paling kiri, atas, bawah, kanan yang 
berwarna putih(lBin, lBlob)
Point[] rBatas = mencari posisi piksel 
paling kiri, atas, bawah, kanan yang 
berwarna putih(rBin, rBlob)
Posisi mata kiri dan 
kanan terdeteksi
Return
 
Gambar 2. Flowchart metode ekstraksi fitur mata 
Deteksi alis
Input = Face Cropped 
Image (RGB)
leftBrow = Input
rightBrow = Input
leftBrow.ROI = menghitung 
ROI untuk leftBrow
rightBrow.ROI = menghitung 
ROI untuk rightBrow
leftBrow = invers nilai piksel 
gambar (leftBrow) 
menggunakan EmguCV
rightBrow = invers nilai 
piksel gambar (rightBrow) 
menggunakan EmguCV
leExp = exponential 
transform nilai Red pada 
piksel gambar(leftBrow)
reExp = exponential 
transform nilai Red pada 
piksel gambar(rightBrow)
lstd = Menghitung 
standar deviasi (leExp)
rstd = Menghitung 
standar deviasi (reExp)
lBin = melakukan threshold 
binary menggunakan standar 
deviasi dan mean dari leExp(lstd)
rBin = melakukan threshold binary 
menggunakan standar deviasi dan 
mean dari reExp(rstd)
lBlob = melakukan pendeteksian 
blob yang paling mendekati 
posisi tengah lBin(lBin)
rBlob = melakukan pendeteksian 
blob yang paling mendekati 
posisi tengah rBin(rBin)
Point[] lBatas = mencari posisi 
piksel paling kiri, atas, dan kanan 
yang berwarna putih(lBin, lBlob)
Point[] rBatas = mencari posisi 
piksel paling kiri, atas, dan kanan 
yang berwarna putih(rBin, rBlob)
Posisi alis kiri dan 
kanan terdeteksi
Return
rBin = proses masking(rBin)
lBin = proses masking(lBin)
 Gambar 3. Flowchart metode ekstraksi fitur alis 
 
Pada Gambar 4, menghilangkan bagian atas pada gambar input 
dari metode ekstraksi fitur bibir dilakukan untuk menghemat 
waktu, karena bibir pasti berada pada bagian bawah wajah. 
Pembagian gambar wajah menjadi 9 bagian ditujukan untuk 
memetakan bibir ke ROI yang lebih kecil. Bagian yang terpilih 
akan diperbesar luasnya dengan mengambil setengah daerah 
bagian yang berada di sekitarnya. 
Setelah melakukan proses ekstraksi fitur, nilai dari fitur-fitur yang 
terdeteksi dijadikan input pada backpropagation[4]. Nilai-nilai 
dari fitur akan diproses dengan membandingkan wajah netral 
seseorang dengan wajah yang terdeteksi saat itu juga .Proses 
pendeteksian ekspresi dilakukan pada background aplikasi. 
Diagram alir dari backpropagation dapat dilihat pada Gambar 5. 
in = Cropped Face 
Image (RGB)
crop_in = Menghilangkan 
bagian atas dari Cropped 
Face Image(in) 
StDev = Menghitung standar deviasi pada 
sumbu-x dan sumbu-y (Map)
Bibir terdeteksi
Return
Cr/Cb = normalisasi pada 
range[0, 255] (crop_in)
Cr^2 = normalisasi pada 
range[0, 255] (crop_in)
Menghitung EnLip-Map pada 
setiap piksel(crop_in)
EnLip-Map = normalisasi pada 
range[0, 255] (EnLip_Map)
Map = Membagi gambar EnLip-Map 
menjadi 9 bagian (3x3)
Memilih daerah pada Map 
yang memiliki nilai StDev 
paling tinggi di sumbu-x
Memilih daerah pada Map 
yang memiliki nilai StDev 
paling tinggi di sumbu-y
LipReg = Menentukan daerah bibir 
dengan berdasar nilai StDev 
tertinggi di sumbu-x dan sumbu-y
Gbiner = Mengkonversi gambar 
gray-scale ke gambar biner 
berdasarkan Th(EnLip-Map)
Segmentasi bibir
crop_in = mengkonversi color space 
RGB menjadi YCbCr
Th = Mendapatkan nilai threshold 
optimal menggunakan metode Otsu
LipReg = Meningkatkan perbedaan 
piksel bibir dengan piksel lain 
menggunakan metode TopHat(LipReg)
Menentukan 4 titik 
ekstrim bibir (Gbiner)
Gbiner = Closing 
Morphology(Gbiner)
Gambar 4. Flowchart metode ekstraksi fitur bibir 
Gambar 5 menunjukkan alur kerja dari metode backpropagation, 
metode ini digunakan untuk memprediksi ekspresi dari gambar 
yang telah diekstraksi fiturnya. Tetapi sebelum bisa melakukan 
prediksi terhadap wajah, perlu dilakukan proses training terlebih 
dahulu. Proses training ini dimaksudkan agar backpropagation 
dapat belajar berdasarkan data training yang telah disiapkan 
terlebih dahulu. Untuk menentukan jumlah hidden layer dan 
hidden node diperlukan percobaan untuk mencari kombinasi layer 
dan node yang memberikan hasil terbaik. 
 
Input set (xn)
Jumlah iterasi 
(N)
i<N
&&
Error>threshold
i++
Y
Return
N
Inisialisasi weight 
w(i,j) dengan nilai 
kecil yang acak
Normalisasi nilai 
setiap x (0 n)
j++
Y
j < jumlah 
hidden node
Zm,j = Fungsi 
aktivasi(Z_inj)
Z_inm,j = Menghitung 
dan menjumlahkan 
hidden unit 
Y_ink = Menghitung 
nilai pada layer output
N
Yk = Fungsi 
aktivasi(Y_ink)
k++
k < jumlah 
output node
Menghitung error gradient 
untuk setiap output node
Kalkulasi weight 
correction output layer 
untuk setiap output node
Kalkulasi bias correction 
output layer untuk setiap 
output node
Y
N
Error_in = Menghitung 
error gradient untuk 
setiap hidden node
Kalkulasi weight correction 
output layer untuk setiap 
hidden node
Kalkulasi bias correction output 
layer untuk setiap hidden node
Error = Fungsi 
aktivasi(Error_in)
Mengganti nilai lama pada weight 
dan bias pada hidden dan output 
layer dengan nilai baru
Backpropagation
i=0
j=0
k=0
m=0
m < jumlah 
hidden layer
j=0
m++
Y
N
 Gambar 5. Flowchart backpropagation 
4. PENGUJIAN 
Pengujian terhadap aplikasi dibagi menjadi beberapa bagian, 
gambar yang digunakan dalam pengujian diambil dari database 
wajah KDEF[5] . Pengujian yang dilakukan diantaranya adalah 
sebagai berikut: 
 Pengujian metode deteksi mata untuk melihat tingkat 
kesuksesan dan mencoba meningkatkan tingkat kesuksesan dari 
metode yang digunakan. Pengujian dilakukan pada 485 gambar. 
 
 
 
 
Tabel 1. Hasil pengujian deteksi mata terhadap nilai ß 
Nilai ß Jumlah kegagalan 
menentukan ROI 
Tingkat kesuksesan 
1/6 68 gambar 269 gambar 
11/60 19 gambar 229 gambar 
1/5 7 gambar 222 gambar 
1/4 1 gambar 214 gambar 
Seperti yang dapat dilihat pada Tabel 1, nilai ß berpengaruh 
terhadap tinggi ROI mata. Semakin besar nilai ß, maka semakin 
sedikit mata yang terpotong saat menentukan ROI. Konsekuensi 
dari ROI yang semakin tinggi adalah semakin besar 
kemungkinan benda selain mata yang berada dalam ROI mata. 
Hal ini mempengaruhi nilai threshold pada proses binerisasi. 
Sehingga berdasarkan pengujian, didapatkan bahwa nilai ß yang 
memberikan hasil terbaik adalah 1/6. Dari pengujian pada 485 
gambar, didapati tingkat akurasi metode pendeteksian mata 
yang digunakan adalah 55.46%. Contoh hasil pendeteksian mata 
yang sukses dapat dilihat pada Gambar 6. 
 
Gambar 6. Hasil pendeteksian mata yang berhasil 
 Pengujian metode deteksi alis untuk melihat tingkat kesuksesan 
alis. Pengujian dilakukan pada 485 gambar. 
Tabel 2. Hasil pengujian deteksi alis 
Gambar input Jumlah Sukses Gagal 
Sukses deteksi mata 269 gambar 170 
gambar 
99 
gambar 
Gagal deteksi mata 216 gambar 108 
gambar 
108 
gambar 
Pengujian ini dipisah menjadi 2 segmen dikarenakan pada deteksi 
alis, terdapat proses masking yang memerlukan posisi mata. 
Sehingga posisi mata yang tidak sesuai akan mempengaruhi 
pendeteksian alis. Contoh hasil pendeteksian alis dapat dilihat 
pada Gambar 7. 
 Gambar 7. Hasil pendeteksian alis yang berhasil 
 Pengujian metode deteksi bibir untuk melihat tingkat 
kesuksesan dan mencoba meningkatkan tingkat kesuksesan dari 
metode yang digunakan. Pengujian dilakukan pada 485 gambar. 
Pengujian yang dilakukan yaitu mengganti metode pemilihan 
kontur bibir dengan memilih 2 kontur terlebar. Metode yang 
digunakan sebelumnya adalah metode thresholding untuk 
menghilangkan noise yang ada pada ROI bibir sehingga hanya 
kontur bibir saja yang tersisa, namun cara ini tidak efektif 
karena noise tidak dapat tersaring dengan baik. Dengan 
menggunakan metode yang baru, tingkat kesuksesan metode ini 
naik menjadi 47.21% yang sebelumnya hanya 28.24%. 
Dilakukan percobaan untuk menambahkan proses morfologi 
closing karena saat pengkonversian ke gambar biner, bibir atas 
cenderung terdeteksi menjadi beberapa bagian-bagian kecil. 
Sehingga mengurangi lebar dari kontur bibir atas, 
memungkinkan terpilihnya noise yang memiliki lebar lebih dari 
bibir atas. Adapun hasil pengujian dapat dilihat pada  Tabel 3. 
Tabel 3. Hasil pengujian deteksi bibir terhadap proses 
morfologi closing 
Jumlah iterasi Jumlah sukses 
0 229 
1 229 
2 208 
3 194 
Berdasarkan hasil pengujian pada Tabel 3, didapati bahwa proses 
closing morphology sebanyak 1 iterasi memiliki tingkat kegagalan 
yang setara dengan 0 iterasi. Untuk mengantisipasi pecahan pada 
bibir yang dideteksi, diputuskan untuk melakukan proses closing 
morphology sebanyak 1 kali. Dapat dilihat dengan jumlah iterasi 
yang lebih besar dari 1 iterasi, jumlah kegagalan deteksi bibir 
semakin bertambah, salah satu penyebabnya adalah bibir atas dan 
bibir bawah yang menjadi satu kontur. 
 Pengujian metode backpropagation untuk mencari kombinasi 
jumlah hidden layer dan hidden node yang memberikan hasil 
terbaik. Gambar wajah yang digunakan sebagai input training 
pada backpropagation memiliki kriteria tertentu, yaitu: 
1. Gambar yang dipilih minimal harus lulus kriteria 2 
metode ekstraksi fitur 
2. 1 ekspresi dari gambar wajah diperbolehkan untuk lulus 
kriteria 1 metode ekstraksi fitur saja. 
3. Gambar wajah memiliki minimal 6 ekspresi yang telah 
lulus kriteria dengan syarat yang disebutkan di poin 
pertama (Contoh: Wajah A terdiri dari 7 ekspresi wajah, 
6 diantaranya memiliki hasil ekstraksi fitur yang lulus 2 
metode ekstraksi fitur atau lebih). 
Terdapat 269 gambar yang memenuhi kriteria diatas namun hanya 
91 gambar yang terpilih sebagai input backpropagation, 
dikarenakan kriteria yang ditetapkan pada input backpropagation 
pada poin ke-3. Pengujian backpropagation dilakukan terhadap 12 
kombinasi jumlah layer dan jumlah node yang bervariasi, yang 
memiliki nilai error rate yang berbeda-beda. Error rate 
digunakan sebagai tolak ukur hasil belajar daripada 
backpropagation, semakin rendah nilai error rate semakin baik 
pula hasil belajar backpropagation. Hasil pengujian dapat dilihat 
pada Tabel 4. 
Tabel 4. Hasil pengujian backpropagation terhadap jumlah 
hidden layer dan node yang variatif 
Error Rate Jumlah Layer 
Jumlah Node 2 4 6 
20 3.00009 5.00014 78.00045 
30 2.00007 1.00030 78.00045 
50 4.00005 1.00027 78.00045 
70 5.00004 2.00023 78.00045 
Dari hasil pengujian, dipilih 6 kombinasi jumlah layer dan jumlah 
node yang memiliki error rate yang paling kecil dibandingkan 
kombinasi yang lain. Kemudian 6 kombinasi yang terpilih 
diujicoba terhadap 91 gambar wajah yang digunakan dalam proses 
training dan 117 gambar wajah yang tidak digunakan dalam 
proses training yang berasal dari kandidat input backpropagation 
yang tidak terpilih. Pengujian ini dilakukan untuk mengukur 
tingkat akurasi backpropagation yang digunakan. Nilai learning 
rate(α) yang digunakan adalah 0.4 dengan maksimum 200000 
iterasi. Adapun hasil pengujian dapat dilihat pada Tabel 5. 
Tabel 5. Hasil Pengujian Akurasi Backpropagation Terhadap 
Jumlah Layer dan Node yang Variatif 
Jumlah 
Layer 
Jumlah 
Node 
Error Rate 
Akurasi 
Data training 
Data bukan 
training 
2 20 3.00009 93.41% 58.97% 
2 30 2.00007 79.12% 54.70% 
2 50 4.00005 80.22% 32.48% 
4 30 1.0003 20.88% 17.95% 
4 50 1.00027 48.35% 23.93% 
4 70 2.00023 72.53% 52.99% 
Dari hasil pengujian yang dilihat pada Tabel 5, yang memberikan 
tingkat akurasi emosi yang tertinggi adalah backpropagation 
dengan jumlah layer 2 dan jumlah node 20. Maka dari itu 
berdasarkan data yang telah didapatkan melalui pengujian, 
aplikasi ini menggunakan backpropagation dengan 2 hidden layer 
dan 20 node.  
 
5. KESIMPULAN 
Pada jurnal ini telah dibahas metode ekstraksi fitur yang 
digunakan. Pada metode deteksi mata, ditemukan blob kelopak 
mata dan iris yang terpisah, dan luas ROI yang tidak dapat 
mencakupi keseluruhan bagian mata. Maka dilakukan proses 
morfologi closing untuk menyatukan kedua blob yang terpisah 
dan penggantian nilai konstanta ß. Tetapi kedua proses tersebut 
tidak digunakan karena dengan penambahan kedua proses tersebut 
tingkat kesuksesan deteksi mata berkurang. Pengamatan terhadap 
hasil deteksi bibir menunjukkan ciri kontur bibir yang lebih lebar 
dibandingkan dengan kontur lain yang terdapat pada ROI, maka 
dari itu dilakukan penggantian metode pemilihan kontur dengan 
memilih 2 kontur terlebar. Dengan penggantian metode pemilihan 
kontur, terbukti akurasi dari deteksi alis dari 28.24% meningkat 
menjadi 47.21%.  
Backpropagation pada sistem ini menggunakan 2 hidden layer 
dan 20 hidden node karena memiliki hasil belajar yang paling baik 
diantara beberapa percobaan kombinasi hidden layer dan hidden 
node yang telah dibahas pada jurnal ini. Hasil belajar diukur 
melalui tingkat akurasi pendeteksian terhadap data yang 
digunakan dan data yang tidak digunakan saat proses training.  
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