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Abstract
Let Ψn be the number of inequivalent self-dual codes in F2n2 . We prove that limn→∞
(2n)!
τ 2
− 12 n(n−1)Ψn
= 1, where τ =∏∞j=1(1 + 2−j ) ≈ 2.38423. Let Δn be the number of inequivalent doubly even self-dual
codes in F8n2 . We also prove that limn→∞
(8n)!
τ 2
−2n(4n−3)Δn = 1.
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1. Introduction
Let F2 be the binary field. A binary linear code of length n is a subspace of Fn2 . Throughout
the paper, the word code always means binary linear code. An [n, k] code is a k-dimensional
subspace of Fn2 . Let 〈·,·〉 denote the usual inner product of Fn2 . A code C ⊂ Fn2 is called self-
orthogonal if C ⊂ C⊥ where C⊥ = {x ∈ Fn2: 〈x, y〉 = 0 for all y ∈ C}; C is called self-dual if
C = C⊥. Two codes C1,C2 ⊂ Fn2 are called equivalent if there is an n × n permutation matrix
P such that C1P := {xP : x ∈ C1} equals C2; C1 and C2 are equivalent if and only if they
are isometric in the Hamming metric. Self-orthogonality and self-duality of codes are preserved
under the equivalence.
✩ Partially supported by NSA grant MDA 904-02-1-0080.
E-mail address: xhou@tarski.math.usf.edu.0097-3165/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcta.2006.07.003
X. Hou / Journal of Combinatorial Theory, Series A 114 (2007) 522–544 523Let Dn denote the set of all self-dual codes in F2n2 . It is well known that
|Dn| =
n−1∏
j=1
(
2j + 1)= 2 12 n(n−1) n−1∏
j=1
(
1 + 2−j ), (1.1)
see [12, Chapter 19, §6]. Let Ψn be the number of inequivalent self-dual codes in F2n2 , i.e., the
number of equivalence classes in Dn. For n 15, Ψn was determined by Conway and Pless [3].
(Also see [4] for an update on Ψ15.) These values of Ψn followed from the classification in [3] for
the doubly even [32,16] codes. However, little else is known about the sequence Ψn in general
from the literature. Any formula for Ψn with reasonable explicitness is yet to be found.
In the present paper, we are concerned with the asymptotic behavior of Ψn as n → ∞. Our
main result is the following theorem:
Theorem 1.1. We have
lim
n→∞
(2n)!
τ
2−
1
2 n(n−1)Ψn = 1, (1.2)
where τ =∏∞j=1(1 + 2−j ) ≈ 2.38423.
For two sequences of real numbers f (n) and g(n), f (n) ∼ g(n) means that limn→∞ f (n)g(n) = 1.
Equation (1.2) can be simply stated as
Ψn ∼ |Dn|
(2n)! . (1.3)
Oral and Phelps [15] proved that almost all self-dual codes have a trivial automorphism group.
This result follows from (1.3) but not vice versa. Using the Sterling formula n! ∼ ( n
e
)n
√
2πn, we
can write (1.2) more explicitly as
Ψn ∼ τ2√π 2
1
2 n
2−2n logn+n(2 log e− 52 )− 12 logn. (1.4)
Here, and throughout the paper, logx = log2 x.
The problem considered here is related to recent investigations by M. Wild, R. Lax and the au-
thor on the asymptotic number of inequivalent linear codes, see Wild [16,17], Lax [11] and Hou
[7–9]. The present paper can be considered as a continuation of [7–9]. In [7–9], we determined
the asymptotic number of inequivalent q-ary linear codes in various notions of equivalence. The
proof of Theorem 1.1 is based on a strategy similar to that in [7–9]. However, the technical details
in the present paper are quite different. In Section 2, we outline the proof of Theorem 1.1. The
key step in the proof is to obtain a suitable estimate for the number of self-dual codes fixed by a
nonidentity permutation σ of the coordinates of F2n2 . Such an estimate requires two different ap-
proaches depending on the number of coordinates of F2n2 fixed by σ . The proofs of the estimate
in the two cases are rather lengthy. They are given in Sections 3 and 4, respectively.
Let Δm denote the number of inequivalent doubly even self-dual codes in F8m2 . (A double
even self-dual code in Fn2 exists if and only if n ≡ 0 (mod 8), see [10, Corollary 9.2.2].) We are
also able to determine the asymptotic formula for Δm by modifying the proof of Theorem 1.1.
In Section 5, we prove the following theorem.
Theorem 1.2. We have
lim
(8m)!
2−2m(4m−3)Δm = 1. (1.5)
m→∞ τ
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well-known result in graph theory due to E.M. Wright [18] (also see [2, §9.1]). Wright’s theorem
states that the asymptotic number of nonisomorphic graphs on n vertices with M edges is
(2n
M
)
/n!
for M in a suitable range as n → ∞. However, this resemblance is only in the statements of the
results but not in their proofs since codes and graphs have rather different structures.
2. Outline of the proof of Theorem 1.1
Denote the symmetric group on {1, . . . ,m} by Sm. For each σ ∈ Sm, the corresponding
permutation matrix is denoted by Pσ . Sm acts on Fm2 by permuting the coordinates of F
m
2 . Since
Ψn is the number of orbits of S2n acting on Dn, by the Cauchy–Frobenius lemma (also known
as the Burnside lemma and “not-Burnside’s lemma,” see [13]), we have
Ψn = 1
(2n)!
∑
σ∈S2n
∣∣Fix(σ )∣∣= |Dn|
(2n)! +
1
(2n)!
∑
σ∈S2n\{id}
∣∣Fix(σ )∣∣,
where
Fix(σ ) = {C ∈Dn: Cσ = C}.
It follows that
(2n)!
τ
2−
1
2 n(n−1)Ψn = |Dn|
τ
2−
1
2 n(n−1) + 1
τ
2−
1
2 n(n−1)
∑
σ∈S2n\{id}
∣∣Fix(σ )∣∣.
Observe from (1.1) that |Dn| ∼ 2 12 n(n−1)τ . Therefore, to prove Theorem 1.1, it suffices to show
that
lim
n→∞ 2
− 12 n(n−1)
∑
σ∈S2n\{id}
∣∣Fix(σ )∣∣= 0. (2.1)
Oral and Phelps [15] proved a weaker version of (2.1). Let P(2n) be the set of all permutations
of prime order in S2n. In the above notation, Theorem 1 of [15] states that
lim
n→∞ 2
− 12 n(n−1)
∑
σ∈P(2n)
∣∣Fix(σ )∣∣= 0. (2.2)
Since P(2n) is an infinitesimal portion of S2n \ {id} as n → ∞, (2.2) does not imply (2.1). We
also point out that the approach of the present paper is not based on that of [15].
Denote the conjugacy class of σ ∈ S2n by [σ ]. Let σ1, . . . , σp(2n)−1 be representatives of the
conjugacy classes of S2n different from {id}, where p(m) is the number of partitions of m. Since
|Fix(σ )| is constant for σ in the same conjugacy class, we have
∑
σ∈S2n\{id}
∣∣Fix(σ )∣∣= p(2n)−1∑
i=1
∣∣[σi]∣∣∣∣Fix(σi)∣∣< p(2n) max
σ∈S2n\{id}
∣∣[σ ]∣∣∣∣Fix(σ )∣∣. (2.3)
To prove (2.1), it suffices to show that there is a constant  > 0 such that when n is large enough,
max
∣∣[σ ]∣∣∣∣Fix(σ )∣∣ 2 12 n(n−1)−n. (2.4)σ∈S2n\{id}
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[14, Chapter II])
p(m) ∼ 1
4
√
3m
e
π
√
2
3
√
m
,
we have
2−
1
2 n(n−1)
∑
σ∈S2n\{id}
∣∣Fix(σ )∣∣< p(2n) · 2−n → 0 as n → ∞.
Let σ ∈ S2n \ {id} be a product of disjoint cycles of lengths d1, . . . , dt , where 2  d1 
· · · dt . We will assume that σ is “canonical” of this cycle type, i.e.,
σ = (1, . . . , d1︸ ︷︷ ︸
d1
)(d1 + 1, . . . , d1 + d2︸ ︷︷ ︸
d2
) · · · (d1 + · · · + dt−1 + 1, . . . , d1 · · · + dt−1 + dt︸ ︷︷ ︸
dt
).
(2.5)
Let {
d = d1 + · · · + dt ,
c = 2n− d. (2.6)
d is the number of elements in {1, . . . ,2n} moved by σ and c is the number of elements in
{1, . . . ,2n} fixed by σ . In order to establish (2.4), we will prove the following two propositions.
Proposition 2.1. There are constants 0 > 0 and ′0 > 0 such that∣∣Fix(σ )∣∣ 2 12 n(n−1)−0cd+′0d logd (2.7)
for all σ given by (2.5) and c, d given by (2.6).
Proposition 2.2. Let δ > 0 be sufficiently small but fixed. Then there are constants 1 > 0 and
n1 > 0 such that∣∣Fix(σ )∣∣ 2 12 n(n−1)−1n2 (2.8)
for all n n1, all σ given by (2.5) and c given by (2.6) with c < δn.
We claim that Propositions 2.1 and 2.2 imply (2.4) for sufficiently large n. First note that∣∣[σ ]∣∣ 2n(2n− 1) · · · (2n− d + 1) (2n)d = 2d log 2n. (2.9)
If c δn, by Proposition 2.1 and (2.9), we have∣∣[σ ]∣∣∣∣Fix(σ )∣∣ 2 12 n(n−1)−0cd+′0d logd+d log 2n
 2 12 n(n−1)−d[0δn−(′0+1) log 2n]. (2.10)
If c < δn, by Proposition 2.2 and (2.9), we have∣∣[σ ]∣∣∣∣Fix(σ )∣∣ 2 12 n(n−1)−(1n2−2n log 2n) for n n1. (2.11)
The estimate (2.4) follows from (2.10) and (2.11).
Therefore, the proof of Theorem 1.1 will be complete after Propositions 2.1 and 2.2 are
proved. The proofs of these two propositions are rather involved and are given separately in
the next two sections.
In our notation, Id is the d × d identity matrix, Mm×n(F2) is the set of all m × n matrices
over F2, r(A) is the row space of a matrix A.
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Let Φc,l be the total number of [c, l] self-orthogonal codes. It is known that
Φc,l =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∏l
j=1(2c+1−2j−1)∏l
j=1(2j−1)
if c is odd,
(2c−l−1)∏l−1j=1(2c−2j−1)∏l
j=1(2j−1)
if c is even and l  1,
1 if l = 0,
(3.1)
see [12, Chapter 19, §6].
Lemma 3.1. There exist constants M > μ > 0 such that for all 0 l  c2 ,
μ2cl−
3
2 l
2− 12 l Φc,l M2cl−
3
2 l
2− 12 l . (3.2)
Proof. When c is odd, by (3.1), we have
Φc,l =
∏l
j=1(1 − 2−(c+1−2j))∏l
j=1(1 − 2−j )
· 2
∑l
j=1(c+1−3j)
=
∏l
j=1(1 − 2−(c+1−2j))∏l
j=1(1 − 2−j )
· 2cl− 32 l2− 12 l . (3.3)
When c is even and l  1, by (3.1), we have
Φc,l =
(1 − 2−(c−l))∏l−1j=1(1 − 2−(c−2j))∏l
j=1(1 − 2−j )
· 2c−l+
∑l−1
j=1(c−2j)−
∑l
j=1 j
= (1 − 2
−(c−l))
∏l−1
j=1(1 − 2−(c−2j))∏l
j=1(1 − 2−j )
· 2cl− 32 l2− 12 l . (3.4)
Note that
∏∞
j=1(1 − 2−j ) is a convergent infinite product. Put  =
∏∞
j=1(1 − 2−j ) > 0. Then
 <
∏l
j=1(1 − 2−j ) < 1 for all l  1. It follows from (3.3) and (3.4) that for c 1,
2cl−
3
2 l
2− 12 l Φc,l 
1

2cl−
3
2 l
2− 12 l .
Hence in (3.2), we can choose μ =  and M = 1

. If l = 0, (3.2) is trivially true. 
For integers m  n  0, let ρm,n : Fm2 → Fn2 be the restriction map ρm,n(x1, . . . , xm) =
(x1, . . . , xn).
Lemma 3.2. Let di  1, 1 i  t , and d = d1 + · · · + dt . Let σ = σ1 · · ·σt ∈ Sd where
σi = (d1 + · · · + di−1 + 1, . . . , d1 + · · · + di−1 + di).
Assume that C ⊂ Fd2 is a σ -invariant code. Then there exist x1, . . . , xt ∈ Fd2 and integers
k1, . . . , kt  0 such that
xi = ( 0 · · · 0︸ ︷︷ ︸
d +···+d
∗ · · · ∗ ), 1 i  t,
1 i−1
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⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
xσ1
...
xσ
k1−1
1
...
xt
xσt
...
xσ
kt−1
t
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.5)
form a basis for C.
Proof. Since Cσ = C, we have ρd,d1(C)σ1 = ρd,d1(C), i.e., ρd,d1(C) is a cyclic code in Fd12 .
Therefore, there exist z1 ∈ Fd12 and an integer k1  0 such that z1, zσ11 , . . . , z
σ
k1−1
1
1 form a basis
of ρd,d1(C). Choose x1 ∈ Fd2 such that z1 = ρd,d1(x1). Then z
σ i1
1 = ρd,d1(x1)σ
i
1 = ρd,d1(xσ i1 ),
0 i < k1. It follows that xσ
i
1 , 0 i < k1, are linearly independent and that
C = 〈x1, xσ1 , . . . , xσk1−11 〉⊕ ({(0, . . . ,0︸ ︷︷ ︸
d1
)
}×C1),
where
C1 =
{
y ∈ Fd−d12 : (0, . . . ,0︸ ︷︷ ︸
d1
, y) ∈ C}.
Note that C1 is invariant under σ2 · · ·σt . Using induction on t , we see that {(0, . . . ,0)} × C1 has
a basis x2, . . . , xσ
k2−1
2 , . . . , xt , . . . , x
σkt −1
2 , where x2, . . . , xt have the forms as claimed. 
Lemma 3.3. Let C ∈Dn with a generator matrix
k {
l {
[ ]
,
d︷︸︸︷
X
0
c︷︸︸︷
Y
Z
where 2n = d + c = 2(k + l) and rankX = k. Then r(Z)⊥ = r([Y
Z
])
and
rank
[
Y
Z
]
− l = c − 2l = 2k − d. (3.6)
Proof. Since C is self-dual, the row space of
[
Y
Z
]
is orthogonal to the row space of Z, i.e.
r
([
Y
Z
]) ⊂ r(Z)⊥. Let y ∈ r(Z)⊥. Then ZyT = 0. Since the rows of X are linearly independent,
there exists x ∈ Fd2 such that XxT = YyT . Now we have[
X Y
0 Z
]
(x, y)T = 0,
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Z
])
. Therefore we also have r(Z)⊥ ⊂ r([Y
Z
])
. For Eq. (3.6),
note that
rank
[
Y
Z
]
= dim r
([
Y
Z
])
= dim r(Z)⊥ = c − rankZ = c − l. 
Let T be a linear transformation of Fd2 . A subspace C ⊂ Fd2 is called T -invariant if T (C) ⊂ C.
It is well known (e.g., [6, Chapter VII, Theorem 4.6]) that Fd2 has a decomposition Fd2 =
V1 ⊕ · · · ⊕ Vl , where each Vi is a T -invariant subspace and the minimal polynomial of T |Vi
is f eii , where fi ∈ F2[x] is irreducible and degf eii = dimVi . The polynomials f eii , 1  i  l,
are the elementary divisors of T . Assume that σ ∈ Sd is a product of disjoint cycles of lengths
d1, . . . , dt (including cycles of length 1). Then the elementary divisors of σ (viewed as a linear
transformation of Fd2 ) are obtained as follows: For each 1 i  t , factor xdi − 1 into a product
of powers of distinct irreducible polynomials in F2[x]. These powers of irreducibles are pre-
cisely the elementary divisors of σ . In other words, each di -cycle of σ contributes the powers of
irreducibles in the factorization of xdi − 1 to the list of elementary divisors of σ .
For each σ ∈ Sd , let L(σ ) be the set of all σ -invariant subspaces of Fd2 .
Lemma 3.4. There exists a constant η > 0 such that∣∣L(σ )∣∣ 2 18 d2+ηd
for all σ ∈ Sd which are fixed-point free.
Proof. Let d1, . . . , dt be the lengths of the cycles of σ . Then di  2, 1 i  t , and d1 + · · · +
dt = d . Let the elementary divisors of σ (as a linear transformation of Fd2 ) be
x − 1, . . . , x − 1︸ ︷︷ ︸
k1
, . . . , (x − 1)s, . . . , (x − 1)s︸ ︷︷ ︸
ks
and
fi, . . . , fi︸ ︷︷ ︸
ki1
, . . . , f
si
i , . . . , f
si
i︸ ︷︷ ︸
ki,si
, 1 i  l,
where f1, . . . , fl ∈ F2[x] are distinct irreducible polynomials with degfi = mi > 1, ks > 0,
ki,si > 0, 1 i  l, and
s∑
j=1
jkj +
l∑
i=1
mi
si∑
j=1
jkij = d.
For each 1  i  t , write di = 2νd ′i , where ν  0 and d ′i is odd. Then xdi − 1 = (x − 1)2
ν
(1 +
x + · · · + xd ′i−1)2ν , where (x − 1)  (1 + x + · · · + xd ′i−1). Hence, if (x − 1)j is an elementary
divisor of σ , j must be a power of 2. So, we have kj = 0 unless j is a power of 2.
In [7], for any linear transformation T of Fdq , we obtained an estimate for the number of
T -invariant subspaces in terms of the degrees of the elementary divisors of T [7, inequality (3.3)].
By that result, we have∣∣L(σ )∣∣Dd2 14 ∑sj=1 jkj (kj+2kj+1+···+2ks)+ 18 (d−∑sj=1 jkj )2 , (3.7)
where D > 1 is a constant. Since k3 = 0, we have
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1
2
k21 + k1k2,
2k2(k2 + 2k3 + · · · + 2ks) 2k2 · 12 (k1 + 2k2 + 3k3 + · · · + sks)− k1k2,
and
jkj (kj + 2kj+1 + · · · + 2ks) jkj · 12 (k1 + 2k2 + 3k3 + · · · + sks) for j  3.
Hence
s∑
j=1
jkj (kj + 2kj+1 + · · · + 2ks) 12
(
s∑
j=1
jkj
)2
+ 1
2
k21 . (3.8)
Each elementary divisor x − 1 of σ is from the factorization of xdi − 1 for some odd di  3,
meanwhile, xdi − 1 contributes at least one irreducible factor different from x − 1 to the list of
elementary divisors of σ . Thus
k1 
l∑
i=1
ki1 
l∑
i=1
mi
si∑
j=1
jkij = d −
s∑
j=1
jkj .
Also clearly, k1 
∑s
j=1 jkj . Hence
k21 
(
s∑
j=1
jkj
)(
d −
s∑
j=1
jkj
)
. (3.9)
By (3.8) and (3.9),
1
4
s∑
j=1
jkj (kj + 2kj+1 + · · · + 2ks)+ 18
(
d −
s∑
j=1
jkj
)2
 1
8
[(
s∑
j=1
jkj
)2
+ k21 +
(
d −
s∑
j=1
jkj
)2]
= 1
8
[
d2 − 2
(
s∑
j=1
jkj
)(
d −
s∑
j=1
jkj
)
+ k21
]
 1
8
d2. (3.10)
By (3.7) and (3.10),∣∣L(σ )∣∣Dd2 18 d2 = 2 18 d2+d logD. 
Now we are ready to prove Proposition 2.1.
Proof of Proposition 2.1. Let σ ∈ S2n \ {id} be given by (2.5) and c, d by (2.6). We will also
view σ as an element of Sd . Each subspace C ∈ Fix(σ ) can be obtained through the following
steps:
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x1, . . . , xt ∈ Fd2 such that the rows of
X =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
xσ1
...
xσ
k1−1
1
...
xt
xσt
...
xσ
kt−1
t
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.11)
form a basis of X . Put
k = k1 + · · · + kt and l = n− k.
Step 2. Choose a self-orthogonal code Z ⊂ Fc2 with dimZ = l = n− k. Let Z ⊂ Ml×c(F2) be
a generator matrix of Z .
Step 3. Choose Y ∈ Mk×c(F2) such that
C = r
([
X Y
0 Z
])
∈Dn. (3.12)
Let the rows of Y be w1, . . . ,wk . Then w1, . . . ,wk ∈ Z⊥ and C only depends on the images of
w1, . . . ,wk in Z⊥/Z . Therefore, we may treat the rows of Y as elements in Z⊥/Z . Since X is
of the form (3.11) and since C is σ -invariant, we must have
Y =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y1
...
y1
...
yt
...
yt
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎬
⎭ k1
⎫⎬
⎭ kt
for some y1, . . . , yt ∈Z⊥/Z , i.e.,
[
X Y
0 Z
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 y1
xσ1 y1
...
...
xσ
k1−1
1 y1
...
...
xt yt
xσt yt
...
...
xσ
kt−1
t yt
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.13)0 Z
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dim〈y1, . . . , yt 〉 = c − 2l = dimZ⊥/Z. (3.14)
We now estimate the number of choices in each of the above steps.
In Step 1, by Lemma 3.4, the number of choices of X is
 2 18 d2+ηd . (3.15)
In Step 2, by Lemma 3.1, there exists an M > 0 such that the number of choices of Z is
M2cl− 32 l2− 12 l . (3.16)
In Step 3, we first observe that the usual inner product of Fc2 induces a nondegenerate inner
product on Z⊥/Z . In fact, if w1,w2 ∈Z⊥ and z1, z2 ∈Z , then 〈w1 + z1,w2 + z2〉 = 〈w1,w2〉.
Hence the induced inner product on Z⊥/Z is well defined. If w1 ∈ Z⊥ such that 〈w1,w2〉 = 0
for all w2 ∈ Z⊥, then w1 ∈ (Z⊥)⊥ = Z . Hence the induced inner product on Z⊥/Z is nonde-
generate.
Let r = c − 2l. By (3.14), the elements y1, . . . , yt ∈ Z⊥/Z can be obtained in the following
two substeps.
Step 3.1. Choose an r-subset I of {1, . . . , t} and require yi , i ∈ I , to be linearly independent.
By (3.14), yi , i ∈ I , is a basis of Z⊥/Z .
Step 3.2. Without loss of generality, assume that the r-subset chosen in Step 3.1 is I =
{1, . . . , r}. Choose y1, . . . , yr ∈Z⊥/Z linearly independent such that
〈yi, yj 〉 = 〈xi, xj 〉 for 1 j < i  r.
The number of choices for y1, . . . , yr is
 2
∑r−1
i=0 (r−i) = 2 12 r(r+1).
Since y1, . . . , yr is a basis of Z⊥/Z and since
〈yi, yj 〉 = 〈xi, xj 〉, r < i  t, 1 j  r,
yr+1, . . . , yt are uniquely determined by y1, . . . , yr .
Therefore, the number of choices for y1, . . . , yt in Step 3 is

(
t
r
)
2
1
2 r(r+1)  t r2 12 r(r+1) = 2 12 r(r+1)+r log t .
When X in Step 1 is chosen, the total number of choices in Steps 2 and 3 is
M2E,
where
E = cl − 3
2
l2 − 1
2
l + 1
2
r(r + 1)+ r log t. (3.17)
Recall that{2n = c + d = 2(k + l),
r = c − 2l = 2k − d.
We also have{
r  t  d2 ,
k  d.
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k × d . Since d1 + · · · + dt = d and di  2, 1 i  t , we have t  d2 . Thus
E + 1
8
d2 − 1
2
n(n− 1) = cl − 3
2
l2 − 1
2
l + 1
2
r(r + 1)+ r log t + 1
8
d2 − 1
2
n(n− 1)
= cl − 3
2
l2 + 1
2
r(r + 1)+ r log t + 1
8
d2 − 1
2
n2 + 1
2
(n− l)
= cl − 3
2
l2 + 1
2
r(r + 1)+ r log t + 1
8
d2 − 1
8
(c + d)2 + 1
2
k
= cl − 3
2
l2 − 1
8
c2 + 1
2
r(r + 1)− 1
4
cd + r log t + 1
2
k
= 1
8
(c − 2l)(6l − c)+ 1
2
r(r + 1)− 1
4
cd + r log t + 1
2
k
= 1
8
r
[
6l − c + 4(r + 1)]− 1
4
cd + r log t + 1
2
k
 1
16
d(3c − 2l + 4)− 1
4
cd + 1
2
d
(
log
d
2
+ 1
)
− 1
16
cd + 1
4
d(2 logd + 1)
− 1
16
cd + 3
4
d logd. (3.18)
Therefore, the total number of choices in Steps 2 and 3 is
M2E  2 12 n(n−1)− 18 d2− 116 cd+ 34 d logd+logM. (3.19)
By (3.15) and (3.19), the total number of choices in Steps 1–3 is
 2 18 d2+ηd2 12 n(n−1)− 18 d2− 116 cd+ 34 d logd+logM
 2 12 n(n−1)− 116 cd+(η+logM+ 34 )d logd .
Thus the proof of Proposition 2.1 is complete. 
4. Proof of Proposition 2.2
Recall that in Proposition 2.2, δ > 0 is a sufficiently small constant and σ ∈ S2n \ {id} is given
by (2.5) such that c < δn. Thus d > (1 − δ2 )2n.
Let λi be the number of i-cycles in σ , 1 i  u, where u is the largest cycle length in σ . We
have
2λ2 + 3λ3 + · · · + uλu = d.
Define
δ′ = √32δ + 32δ. (4.1)
4.1. Proof of Proposition 2.2 when 2λ2  (1 − δ′)d
We first prove an improvement of Lemma 3.4 when λ2 + λ3 + · · · + λu > n .4
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(1 − δ′)d and λ2 + λ3 + · · · + λu > n4 ,∣∣L(σ )∣∣ 2 12 n2−αn2 . (4.2)
Proof. Let the elementary divisors of σ (as a linear transformation of F2n2 ) be
x − 1, . . . , x − 1︸ ︷︷ ︸
k1
, . . . , (x − 1)s, . . . , (x − 1)s︸ ︷︷ ︸
ks
and
fi, . . . , fi︸ ︷︷ ︸
ki1
, . . . , f
si
i , . . . , f
si
i︸ ︷︷ ︸
ki,si
, 1 i  l,
where f1, . . . , fl ∈ F2[x] are distinct irreducible polynomials with degfi = mi > 1, ks > 0,
ki,si > 0, 1 i  l, and
s∑
j=1
jkj +
l∑
i=1
mi
si∑
j=1
jkij = 2n.
As seen in the proof of Lemma 3.4, kj = 0 unless j is a power of 2. By the estimate in [7,
inequality (3.3)], we have∣∣L(σ )∣∣D2n2 14 ∑sj=1 jkj (kj+2kj+1+···+2ks )+ 18 (2n−∑sj=1 jkj )2, (4.3)
where D > 1 is a constant. Note that
1k1(k1 + 2k2 + · · · + 2ks) k1 · 12 (k1 + 2k2 + 3k3 + · · · + sks)+
1
2
k21 + k1k2, (4.4)
2k2(k2 + 2k3 + · · · + 2ks) 2k2 · 12 (k1 + 2k2 + 3k3 + · · · + sks)− k1k2, (4.5)
and for j  4,
jkj (kj + 2kj+1 + · · · + 2ks)
 jkj · 12 (k1 + 2k2 + 3k3 + · · · + sks)− jkj
[
k4 +
(
22 − 2)k23 + (23 − 2)k24 + · · ·]
 jkj · 12 (k1 + 2k2 + 3k3 + · · · + sks)− jkj
1
4
(4k4 + 5k5 + · · · + sks). (4.6)
(In the last step of (4.6), observe that kj = 0 unless j is a power of 2. Also note that for i  3,
2i−1 − 2 2i−2.) By (4.4)–(4.6), we have
s∑
j=1
jkj (kj + 2kj+1 + · · · + 2ks) 12
(
s∑
j=1
jkj
)2
+ 1
2
k21 −
1
4
(
s∑
j4
jkj
)2
. (4.7)
Among the k1 elementary divisors x − 1 of σ , c of them are from the c 1-cycles of σ . (Recall
that c is the number of elements in {1, . . . ,2n} fixed by σ .) The other k1 − c elementary divisors
x − 1 are from the factorization of xdi − 1 for some odd di . (Recall that d1, . . . , dt are the cycle
lengths ( 2) of σ .) Note that while xdi −1 contributes an elementary divisor x−1, it at the same
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divisors of σ . Thus
k1 − c 12
l∑
i=1
ki1 
1
2
l∑
i=1
mi
si∑
j=1
jkij = 12
(
2n−
s∑
j=1
jkj
)
.
Hence
k21 
(
s∑
j=1
jkj
)[
1
2
(
2n−
s∑
j=1
jkj
)
+ c
]
 1
2
(
s∑
j=1
jkj
)(
2n−
s∑
j=1
jkj
)
+ 2δn2 (4.8)
since
∑s
j=1 jkj  2n and c < δn. Note that each cycle of σ contributes exactly one elementary
divisor of the form (x − 1)j . It follows that
s∑
j=1
jkj  (the number of cycles in σ) λ2 + λ3 + · · · + λu > n4 . (4.9)
Now from (4.7)–(4.9), we have
1
4
s∑
j=1
jkj (kj + 2kj+1 + · · · + 2ks)+ 18
(
2n−
s∑
j=1
jkj
)2
 1
8
[(
s∑
j=1
jkj
)2
+ k21 +
(
2n−
s∑
j=1
jkj
)2]
− 1
16
(∑
j4
jkj
)2
= 1
8
[
(2n)2 − 2
(
s∑
j=1
jkj
)(
2n−
s∑
j=1
jkj
)
+ 2k21
]
− 1
8
k21 −
1
16
(∑
j4
jkj
)2
 1
8
[
(2n)2 −
(
s∑
j=1
jkj
)(
2n−
s∑
j=1
jkj
)
+ 4δn2
]
− 1
16
[
k21 +
(∑
j4
jkj
)2] (
by (4.8))
 1
2
n2 + 1
2
δn2 − 1
8
(
s∑
j=1
jkj
)(
2n−
s∑
j=1
jkj
)
− 1
32
(∑
j =2
jkj
)2
 1
2
n2 + 1
2
δn2 − 1
32
n
(
2n−
s∑
j=1
jkj
)
− 1
32
(∑
j =2
jkj
)2
. (4.10)
(For the step two lines above, observe that k21 + (
∑
j4 jkj )
2  12 (k1 +
∑
j4 jkj )
2 =
1
2 (
∑
j =2 jkj )2 since kj = 0 unless j is a power of 2.) If
∑s
j=1 jkj  2n(1 − 16δ), then
− 1
32
n
(
2n−
s∑
jkj
)
−δn2. (4.11)j=1
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x6 − 1, x10 − 1, . . . . Thus k2 = λ2 + λ6 + λ10 + · · · and
2k2 = 2(λ2 + λ6 + λ10 + · · ·) λ2 + 12 (2λ2 + 3λ3 + · · ·) = λ2 +
1
2
d  1
2
(1 − δ′)d + 1
2
d
=
(
1 − δ
′
2
)
d 
(
1 − δ
′
2
)
2n. (4.12)
If
∑s
j=1 jkj > 2n(1 − 16δ), then by (4.12),
2n(1 − 16δ) <
s∑
j=1
jkj = 2k2 +
∑
j =2
jkj 
(
1 − δ
′
2
)
2n+
∑
j =2
jkj .
Thus ∑
j =2
jkj  2n
(
δ′
2
− 16δ
)
= n√32δ,
hence
− 1
32
(∑
j =2
jkj
)2
−δn2. (4.13)
Because of (4.11) and (4.13), in (4.10), we always have
1
4
s∑
j=1
jkj (kj + 2kj+1 + · · · + 2ks)+ 18
(
2n−
s∑
j=1
jkj
)2
 1
2
n2 − 1
2
δn2. (4.14)
By (4.3) and (4.14), we have∣∣L(σ )∣∣ 2 12 n2− 12 δn2+2n logD.
To have the desired bound (4.2), we can choose α = 14δ and n2 = 1δ 8 logD. This completes the
proof of Lemma 4.1. 
Proof of Proposition 2.2 when 2λ2 (1 − δ′)d .
Case 1. λ2 + λ3 + · · · + λu  n4 . Any n-dimensional σ -invariant subspace of F2n2 is of the
form r(X) where X ∈ Mn×2n(F2), rankX = n and AX = XPσ−1 for some A ∈ GL(n,F2). For
each A ∈ GL(n,F2), AX = XPσ−1 implies that
X = [x(2)1 ,Ax(2)1 ; . . . ;x(2)λ2 ,Ax(2)λ2 ; . . . ;
x
(u)
1 ,Ax
(u)
1 , . . . ,A
u−1x(u)1 ; . . . , ;x(u)λu ,Ax
(u)
λu
, . . . ,Au−1x(u)λu ; ∗︸︷︷︸
c
]
,
where x(i)j ∈ Fn2, 1 j  λi , 2 i  u. Hence∣∣{X ∈ Mn×2n(F2): AX = XPσ−1}∣∣ 2n(λ2+···+λu+c)  2( 14 +δ)n2 . (4.15)
Therefore,
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= 1|GL(n,F2)|
∣∣∣∣ ⋃
A∈GL(n,F2)
{
X ∈ Mn×2n(F2): rankX = n, AX = XPσ−1
}∣∣∣∣
= 1|GL(n,F2)|
∑
A∈GL(n,F2)
∣∣{X ∈ Mn×2n(F2): rankX = n, AX = XPσ−1}∣∣
 1|GL(n,F2)|
∑
A∈GL(n,F2)
∣∣{X ∈ Mn×2n(F2): AX = XPσ−1}∣∣
 2( 14 +δ)n2
(
by (4.15)),
where 14 + δ < 12 since δ is sufficiently small.
Case 2. λ2 + λ3 + · · · + λn > n4 . By Lemma 4.1, when n n2,∣∣Fix(σ )∣∣ ∣∣L(σ )∣∣ 2 12 n2−αn2 . 
4.2. Proof of Proposition 2.2 when 2λ2 > (1 − δ′)d
Let C ∈ Fix(σ ). After a suitable block permutation of the pairs of columns corresponding to
the 2-cycles of σ , C has a generator matrix of the form
G =
I2 X12 X1b
0 I2 X2b
I20
0
···
···
······
X1,b+1 X1,b+a
X2,b+1 X2,b+a
Xb,b+1 Xb,b+a
···
···
···
······
[1 1]
[1 1]
[1 1]
w12 w1a
w2a
···
···
··· ···
X1,b+a+1 X1,b+v
X2,b+a+1 X2,b+v
Xb,b+a+1 Xb,b+v
···
···
···
··· ···
w1,a+1 w1v
w2,a+1 w2v
wa,a+1 wav
···
···
···
··· ···
Y
Z




2b
a
2b 2a 2(v−a) 2(n−λ2)   
, (4.16)
where each Xij is of the form
[ x y
y x
]
and
λ2 = b + v.
Namely, there exists a λ2 × λ2 permutation matrix P such that
C = r
[
G
([
P
In−λ2
]
⊗ I2
)]
, (4.17)
where ⊗ is the tensor product. We assume that the matrix G in (4.16) is chosen so that b is as
large as possible.
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(1,1), since C is invariant under σ , the restriction of{
(0 · · · 0︸ ︷︷ ︸
2b
∗ · · · ∗) ∈ C}
to the coordinate positions 2b+ 2j − 1 and 2b+ 2j would have dimension 2. Then we would be
able to increase the value of b in (4.16).
By suitable row operations, we may assume that Xij = 0 for 1  i < j  b, wij = 0 for
1 i < j  a and that each Xij , 1 i  b, b + 1 j  b + a, is of the form
[
x 0
0 x
]
.
We will estimate |Fix(σ )| mainly by counting the number of the matrices G in (4.16). Let
δ′′ = 2√δ + δ′. (4.18)
Case 1. a > δ′′n. Observe that
• the number of choices of a, b is  n2 (since a  n and b n2 );• the number of choices of P in (4.17) is  λ2! n! nn;
• the number of choices of Xij , 1 i  b, b + 1 j  b + a, is  2ab;
• the number of choices of Xij , 1 i  b, b + a + 1 j  b + v, is  22b(v−a);
• the number of choices of wij , 1 i  b, a + 1 j  v, is  2a(v−a);
• the number of choices of [Y
Z
]
is  2n(2n−2λ2)  2(δ+2δ′)n2 since
2n− 2λ2 = 2n− d + d − 2λ2  δn+ δ′d  (δ + 2δ′)n. (4.19)
Therefore,∣∣Fix(σ )∣∣ n2 · nn · 2ab+2b(v−a)+a(v−a)+(δ+2δ′)n2
= nn+22ab+(2b+a)(v−a)+(δ+2δ′)n2
 nn+22a· 12 (n−a)+n(n−b−a)+(δ+2δ′)n2
= nn+22− 12 a2+n(n−b− a2 )+(δ+2δ′)n2 .
Note that
2b + a = n− rankZ  n− c > (1 − δ)n. (4.20)
Thus
n− b − a
2
 1 + δ
2
n.
Hence∣∣Fix(σ )∣∣ nn+2 2− 12 a2+ 1+δ2 n2+(δ+2δ′)n2
 2 12 n2+(− 12 δ′′
2+ 32 δ+2δ′)n2+(n+2) logn
= 2 12 n2− 12 δn2+(n+2) logn,
which gives the desired estimate (2.8). (To get (2.8), let 1 = 14δ and choose n1 > 0 such that
− 1δn2 + 1n+ (n+ 2) logn < 0 for all n n1.)4 2
538 X. Hou / Journal of Combinatorial Theory, Series A 114 (2007) 522–544Case 2. a  δ′′n. We write the matrix in (4.16) as
G =
I2
I2
Y ′
Z′
···2b
n−2b
2n−2b




 
, (4.21)
where
Y ′ =
⎡
⎣ X1,b+1 · · · X1,b+v... ...
Xb,b+1 · · · Xb,b+v︸ ︷︷ ︸
2v
∣∣∣∣∣∣ ︸︷︷︸
2(n−λ2)
⎤
⎦
⎫⎬
⎭ 2b.∗ (4.22)
• The number of choices of a and b is  n2.
• The number of choices of P in (4.17) is  λ2! nn.
• The number of choices of Z′ in (4.21) is  2(n−2b)2n  22(δ+δ′′)n2 since by (4.20),
n− 2b = n− (2b + a)+ a  δn+ δ′′n = (δ + δ′′)n. (4.23)
• The rows of Y ′ are linearly independent since Y ′Y ′T = I2b . Write
Y ′ =
⎡
⎣ y1...
y2b
⎤
⎦ .
The number of choices of y1 is  22(n−b). The number of choices of y2 is  22(n−λ2) since
the first 2u coordinates of y2 are determined by those of y1. The number of choices of y3 is
 22(n−b)−2 since 〈y3, y1〉 = 〈y3, y2〉 = 0. The number of choices of y4 is  22(n−λ2) since
the first 2u coordinates of y4 are determined by those of y3. In this way, we see that the
number of choices of Y ′ is
 22(n−b)b−2(0+1+···+(b−1))+b2(n−λ2)
 2b(2n−2b−(b−1))+b(δ+2δ′)n
(
by (4.19))
 2 n2 (2n−3b+1)+ 12 (δ+2δ′)n2
= 2 14 n2+ n2 ( 32 n−3b+1)+ 12 (δ+2δ′)n2
 2 14 n2+ n2 [ 32 (δ+δ′′)n+1]+ 12 (δ+2δ′)n2
(
by (4.23))
= 2 14 n2+ 14 (5δ+4δ′+3δ′′)n2+ 12 n.
Therefore,∣∣Fix(σ )∣∣ n2 · nn · 22(δ+δ′′)n2+ 14 n2+ 14 (5δ+4δ′+3δ′′)n2+ 12 n
= 2 14 n2+ 14 (13δ+4δ′+11δ′′)n2+ 12 n+(n+2) logn. (4.24)
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13δ + 4δ′ + 11δ′′ < 1. Therefore (4.24) gives the desired estimate (2.8).
The proof of Proposition 2.2 is now complete.
5. Proof of Theorem 1.2
A code C ⊂ Fn2 is called doubly even if the Hamming weight of every word in C is divisible
by 4. A doubly even code must be self-orthogonal. Let Dn,k denote the set of all [n, k] doubly
even codes. Codes in Dn, n2 are doubly even self-dual codes and they are referred to as type II
codes [10, 9.1]. Type II codes in Fn2 exist if and only if n ≡ 0 (mod 8) [10, Corollary 9.2.2]. Let
Δm denote the number of inequivalent type II codes in F8m2 . In this section, we will establish the
asymptotic formula (1.5) of Theorem 1.2.
The total number of type II codes in F8m2 is known to be
|D8m,4m| =
4m−2∏
j=0
(
2j + 1), (5.1)
see [10, Corollary 9.5.5]. In the proof of Theorem 1.2, we need a formula for |Dn,k| with arbitrary
n and k. For this purpose, we first recall a few definitions and results from Huffman and Pless
[10, 7.8 and 9.12]. (Also see Artin [1, Chapter III].)
A 2-dimensional subspace H ⊂ Fn2 is called an H-plane if it contains three doubly even vectors
and one singly even vector; H is called an A-plane if it contains two doubly even vectors and
two singly even vectors. If U and V are subspaces of Fn2 such that U ∩ V = {0} and U ⊂ V ⊥,
we write U + V = U⊥V . The set of all even vectors in Fn2 is an (n − 1)-dimensional subspace
and is denoted by En.
Theorem 5.1. [10, Theorems 7.8.5 and 7.8.6] Let C be an [n, k] even code and let H = C ∩C⊥
and r = dimH . Then k = 2m+ r for some integer m 0 and C has one of the following forms:
(r , H): C = H⊥H1⊥· · ·⊥Hm where H is doubly even and H1, . . . ,Hm are H-planes.
(r , O): C = H⊥H1⊥· · ·⊥Hm where H is singly even and H1, . . . ,Hm are H-planes.
(r , A): C = H⊥H1⊥· · ·⊥Hm−1⊥A where H is doubly even, H1, . . . ,Hm−1 are H-planes and
A is an A-plane.
The number of doubly even words in C is⎧⎨
⎩
2r (22m−1 + 2m−1) if C is of the form (r,H),
2k−1 if C is of the form (r,O),
2r (22m−1 − 2m−1) if C is of the form (r,A).
(5.2)
Lemma 5.2. For n > 0, the form of En is⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(1,H) if n ≡ 0 (mod 8),
(1,A) if n ≡ 4 (mod 8),
(1,O) if n ≡ 2 (mod 4),
(0,H) if n ≡ 1,7 (mod 8),
(0,A) if n ≡ 3,5 (mod 8).
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r =
{1 if n is even,
0 if n is odd. (5.3)
The number of doubly even codewords in En is
∑
j≡0 (mod 4)
(
n
j
)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2n−2 + 2 n2 −1 if n ≡ 0 (mod 8),
2n−2 − 2 n2 −1 if n ≡ 4 (mod 8),
2n−2 if n ≡ 2 (mod 4),
2n−2 + 2 n−32 if n ≡ 1,7 (mod 8),
2n−2 − 2 n−32 if n ≡ 3,5 (mod 8).
(5.4)
The form of En follows from (5.3) and a comparison of (5.4) and (5.2). 
Note. Equation (5.4) is a special case of the identity
∑
j≡a (mod b)
(
n
j
)
= 1
b
b∑
l=0
ζ−alb
(
1 + ζ lb
)n
, (5.5)
where a, b,n ∈ Z, b > 0, n > 0 and ζb = e2πi/b . To see (5.5), note that
RHS = 1
b
b∑
l=0
ζ−alb
n∑
j=0
(
n
j
)
ζ
jl
b =
1
b
n∑
j=0
(
n
j
) b∑
l=0
ζ
(j−a)l
b =
∑
j≡a (mod b)
(
n
j
)
.
Proposition 5.3. For 1 k  n2 , we have
|Dn,k| =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2n−k−1+2 n2 −1−1
2k−1
∏k−1
j=1
(2
n
2 −j−1+1)(2 n2 −j−1)
2j−1 if n ≡ 0 (mod 8),
2n−k−1−2 n2 −1−1
2k−1
∏k−1
j=1
(2
n
2 −j−1−1)(2 n2 −j+1)
2j−1 if n ≡ 4 (mod 8),∏k
j=1 2
n−2j−1
2j−1 if n ≡ 2 (mod 4),∏k
j=1
(2
n−1
2 −j+1)(2 n−12 −j+1−1)
2j−1 if n ≡ 1,7 (mod 8),∏k
j=1
(2
n−1
2 −j−1)(2 n−12 −j+1+1)
2j−1 if n ≡ 3,5 (mod 8).
(5.6)
Note. Since |Dn,0| = 1, (5.6) also holds for k = 0 except when n ≡ 0 (mod 4).
Proof of Proposition 5.3. First assume that n ≡ 2 (mod 4). In this case, |Dn,k| equals the number
of [n, k + 1] self-orthogonal codes containing the all one vector 1 = (1, . . . ,1) and this number
is known, see [12, 19.6, Problem 5]. We have
|Dn,k| =
k∏
j=1
2n−2j − 1
2j − 1 .
Next, assume that n ≡ 0 (mod 4). The proof in this case is essentially given in the proof of
Theorem 9.12.5 of [10]. Put
D1n,k = {C ∈ Dn,k: 1 ∈ C},
D0n,k = {C ∈ Dn,k: 1 /∈ C}.
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where H1, . . . ,Hn2 −2 are H-planes,
Hn
2 −1 is an
{
H-plane if n ≡ 0 (mod 8),
A-plane if n ≡ 4 (mod 8)
and C ⊂ 〈1〉⊥H1⊥· · ·⊥Hk−1. Every D ∈ D1n,k+1 such that D ⊃ C must be spanned by C and a
nonzero doubly even vector in Hk⊥· · ·⊥Hn2 −1. By (5.2), the number of doubly even vectors in
Hk⊥· · ·⊥Hn2 −1 is{
2n−2k−1 + 2 n2 −k−1 if n ≡ 0 (mod 8),
2n−2k−1 − 2 n2 −k−1 if n ≡ 4 (mod 8).
Thus
∣∣D1n,k+1∣∣= ∣∣D1n,k∣∣ ·
⎧⎨
⎩
2n−2k−1+2 n2 −k−1−1
2k−1 if n ≡ 0 (mod 8),
2n−2k−1−2 n2 −k−1−1
2k−1 if n ≡ 4 (mod 8)
= ∣∣D1n,k∣∣ ·
⎧⎨
⎩
(2
n
2 −k−1+1)(2 n2 −k−1)
2k−1 if n ≡ 0 (mod 8),
(2
n
2 −k−1−1)(2 n2 −k+1)
2k−1 if n ≡ 4 (mod 8).
Since |D1n,1| = 1, we have
∣∣D1n,k∣∣=
⎧⎨
⎩
∏k−1
j=1
(2
n
2 −j−1+1)(2 n2 −j−1)
2j−1 if n ≡ 0 (mod 8),∏k−1
j=1
(2
n
2 −j−1−1)(2 n2 −j+1)
2j−1 if n ≡ 4 (mod 8).
On the other hand, counting the pairs (C,D) with C ∈ D0n,k , D ∈ D1n,k+1 and C ⊂ D in two
ways, we have |D0n,k| = 2k|D1n,k+1|. Hence
|Dn,k| =
∣∣D0n,k∣∣+ ∣∣D1n,k∣∣
= 2k∣∣D1n,k+1∣∣+ ∣∣D1n,k∣∣
=
⎧⎨
⎩
2n−k−1+2 n2 −1−1
2k−1
∏k−1
j=1
(2
n
2 −j−1+1)(2 n2 −j−1)
2j−1 if n ≡ 0 (mod 8),
2n−k−1−2 n2 −1−1
2k−1
∏k−1
j=1
(2
n
2 −j−1−1)(2 n2 −j+1)
2j−1 if n ≡ 4 (mod 8).
Finally, assume n ≡ 1 (mod 2). For each C ∈ Dn,k , by the proof of Theorem 9.12.5 of [10]
and Lemma 5.2, we have En = H1⊥· · ·⊥Hn−1
2
, where H1, . . . ,Hn−1
2 −1 are H-planes,
Hn−1
2
is an
{
H-plane if n ≡ 1,7 (mod 8),
A-plane if n ≡ 3,5 (mod 8)
and C ⊂ H1⊥· · ·⊥Hk . Every D ∈ Dn,k+1 with D ⊃ C must be spanned by C and a nonzero
doubly even vector in Hk+1⊥· · ·⊥Hn−1
2
. By (5.2), the number of doubly even vectors in
Hk+1⊥· · ·⊥Hn−1
2
is{
2n−2k−2 + 2 n−12 −k−1 if n ≡ 1,7 (mod 8),
n−2k−2 n−12 −k−12 − 2 if n ≡ 3,5 (mod 8).
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|Dn,k+1| = |Dn,k| ·
⎧⎨
⎩
2n−2k−2+2 n−12 −k−1−1
2k+1−1 if n ≡ 1,7 (mod 8),
2n−2k−2−2 n−12 −k−1−1
2k+1−1 if n ≡ 3,5 (mod 8)
= |Dn,k| ·
⎧⎪⎨
⎪⎩
(2
n−1
2 −k−1+1)(2 n−12 −k−1)
2k+1−1 if n ≡ 1,7 (mod 8),
(2
n−1
2 −k−1−1)(2 n−12 −k+1)
2k+1−1 if n ≡ 3,5 (mod 8).
Since |Dn,0| = 1, we have
|Dn,k| =
⎧⎪⎨
⎪⎩
∏k
j=1
(2
n−1
2 −j+1)(2 n−12 −j+1−1)
2j−1 if n ≡ 1,7 (mod 8),∏k
j=1
(2
n−1
2 −j−1)(2 n−12 −j+1+1)
2j−1 if n ≡ 3,5 (mod 8).

Lemma 5.4. There exists a constant L > 0 such that for all 0 l  c2 ,
|Dc,l |L2cl− 32 l2− 32 l .
Proof. We only have to consider the case l  1. First assume that c ≡ 0 (mod 8). By (5.6),
|Dc,l | =
(2c−l−1 + 2 c2 −1 − 1)∏l−1j=1[(2 c2 −j−1 + 1)(2 c2 −j − 1)]∏l
j=1(2j − 1)
= (1 + 2
− c2 +l − 2−c+l+1)∏l−1j=1[(1 + 2− c2 +j+1)(1 − 2− c2 +j )]∏l
j=1(1 − 2−j )
· 2c−l−1+
∑l−1
j=1(c−2j−1)−
∑l
j=1 j
 L12cl−
3
2 l
2− 32 l
for some constant L1 > 0 since
∏∞
j=1(1 − 2−j ) and
∏∞
j=0(1 + 2−j ) are convergent infinite
products.
In each of the other congruence cases of c, the desired upper bound for |Dc,l | is given by (5.6)
in the same way. 
Now we are ready to prove Theorem 1.2. The proof of Theorem 1.1 works for Theorem 1.2
except at a few places. We will only highlight those places where modifications are needed.
Put n = 4m. From (5.1), we have |D2n,2| ∼ 2τ · 2− 12 (n−1)(n−2). For σ ∈ S2n, let
Fix(σ ) = {C ∈ D2n,n: Cσ = C}.
For comparison, recall that Fix(σ ) = {C ∈Dn: Cσ = C}. By the argument in Section 2, it suffices
to show that there is a constant  > 0 such that when n is large enough,
max
σ∈S2n\{id}
∣∣[σ ]∣∣∣∣Fix(σ )∣∣ 2 12 (n−1)(n−2)−n. (2.4′)
To prove (2.4′), it suffices to prove the following variations of Propositions 2.1 and 2.2.
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for all σ given by (2.5) and c, d given by (2.6).
Proposition 2.2′. Let δ > 0 be sufficiently small but fixed. Then there are constants θ1 > 0 and
n1 > 0 such that∣∣Fix(σ )∣∣ 2 12 (n−1)(n−2)−θ1n2
for all n n1, all σ given by (2.5) and c given by (2.6) with c < δn.
Proposition 2.2′ follows immediately from Proposition 2.2 since we have∣∣Fix(σ )∣∣ ∣∣Fix(σ )∣∣ 2 12 n(n−1)−1n2  2 12 (n−1)(n−2)−θ1n2
for a suitable constant θ1 > 0 and sufficiently large n.
Proof of Proposition 2.1′. We only have to modify the proof of Proposition 2.1 at the following
places.
• In (3.12), we require
C = r
([
X Y
0 Z
])
∈ D2n,n. (3.12′)
• The upper bound (3.16) is improved. Since Z ∈ Dc,l , by Lemma 5.4, the number of choices
of Z is
 L2cl− 32 l2− 32 l . (3.16′)
• Equation (3.17) is replaced by
E = cl − 3
2
l2 − 3
2
l + 1
2
r(r + 1)+ r log t. (3.17′)
• The calculation in (3.18) is replaced by
E + 1
8
d2 − 1
2
(n− 1)(n− 2)
= cl − 3
2
l2 + 1
2
r(r + 1)+ r log t + 1
8
d2 − 1
2
n2 + 3
2
(n− l)− 1
= · · ·
= 1
8
r
[
6l − c + 4(r + 1)]− 1
4
cd + r log t + 3
2
k − 1
 · · ·
− 1
16
cd + 1
4
d(2 logd + 5)
− 1
16
cd + 7
4
d logd.  (3.18′)
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