We study a guessing game where Alice holds a discrete random variable X, and Bob is trying to sequentially guess its value. Before the game begins, Bob can obtain sideinformation about X by asking an oracle, Carole, any binary question of his choosing. Carole's answer is unreliable, and is incorrect with probability . We show that Bob should always ask Carole whether the index of X is odd or even with respect to a descending order of probabilities -this question minimizes all the guessing moments for any value of . This in particular settles a conjecture of Burin and Shayevitz. We further count the number of optimal questions, and discuss some extensions including asymmetric channels from Carole to Bob and to multiple-choice questions.
I. INTRODUCTION AND MAIN RESULT
Consider the classical guessing game played by Alice and Bob. Alice holds a discrete random variable (r.v.) X distributed over [N ] {1, 2, . . . , N } with a probability mass function p(x). Without loss of generality we assume below that the probabilities are in descending order, i.e., p(1) ≥ p(2) ≥ · · · ≥ p(N ). Bob would like to guess X as quickly as possible. To that end, he is allowed to guess one symbol at a time, namely to ask Alice questions of the form "is X = x". Alice answers truthfully and the game terminates as soon as Bob guesses correctly. It is easy to check that Bob's optimal strategy attaining the minimal expected guessing time G(X), is to guess the symbols in a decreasing order of probability:
k · p(k).
(1)
The guessing game was originally introduced by Massey [1] , and studied more specifically for i.i.d sequences by Arikan [2] , who drew connections to Rényi entropies and cutoff rates in channel coding. His work has later been generalized by Arikan and Merhav [3] for the case of guessing a possibly continuous r.v. where a guess is considered correct if it satisfies a distortion constraint. Arikan and Boztas considered another variation in [4] , where Alice lies with some probability when she rejects Bob's guesses (but never lies when he guesses correctly). There are many other works tackling related questions, see e.g. [5] - [10] for a non-exhaustive list.
In this paper, we consider the problem of guessing with a possibly malicious oracle, recently introduced and studied by Burin and Shayevitz [11] . In this setup, before the game begins, Bob can reach out to an Oracle, Carole, and ask her any yes/no question of his choosing. Namely, Bob can choose The authors are with the Department of EE -Systems, Tel Aviv University, Tel Aviv, Israel, emails {natana@mail.tau.ac.il, ofersha@eng.tau.ac.il, zactamo@gmail.com}. The work of the second author was supported by an ERC grant no. 639573, and an ISF grant no. 1367/14. any subset A ⊆ [N ] and ask Carole whether X is in A or in A
[N ] \ A. Below we informally refer to the set A as a partition (of [N ]). Carole is known to lie with probability , i.e., that Bob obtains the answer
What is the best question, namely the best partition A, for Bob to choose so that given Carole's answer his expected guessing time would be minimized? If Carole is always truthful ( = 0) then it is not difficult to check that Bob's best strategy is asking whether X is even or odd, i.e., using A ZZ = {k ∈ [N ] : k odd}. We will call this choice the zigzag partition. What should the partition A be in the general case? Let G A (X) be the optimal expected guessing time given Carole's noisy answer Y A . In [11] , the authors reduced the problem of finding the partition that minimizes G A (X) to a max-cut problem in a certain weighted graph, and then used quadratic relaxation to prove that the zigzag partition is almost optimal, up to a small constant independent of the distribution and the alphabet size. Theorem 1 ( [11] ). For any r.v. X and lying probability ,
In addition, it was conjectured in [11] that the excess term in (3) is an artifact of the proof, and that zigzag is in fact exactly optimal. In this paper, we prove this conjecture in a stronger sense, using an entirely different technique. For any function f : [N ] → R, let G f A (X) be the minimal expected value of f (guessing time) given Y A .
Theorem 2. For any r.v. X, lying probability , and nondecreasing function f :
Thus in particular, for any r.v X, zigzag uniformly minimizes all the positive guessing time moments for any , and more specifically the conjecture in [11] follows by setting f (k) = k. It should be noted that the method of [11] cannot be directly extended beyond the expectation of the guessing time, as the max-cut reduction hinges on linearity.
Our approach is based on the observation that the solution to an "unconstrained" version of the minimum guesswork problem is (somewhat surprisingly) achievable. There can generally be many optimal partitions that achieve this unconstrained optimum; in Lemma 11 we characterize and count all the optimal solutions. We then show that the zigzag partition is always a member of the set of optimal solutions. In Section II we provide some definitions and establish basic lemmas, which are then used to prove our main result in Section III. Some extensions to other oracle channel models are discussed in Section IV.
II. BASIC LEMMAS
Let us proceed more rigorously. We assume throughout without loss of generality that 0 < < 1/2. First, observe the following simple rearrangement lemma. Lemma 3. Let a 1 , . . . , a N be a sequence of real numbers, and let a ↓ 1 , . . . , a ↓ N be the same sequence ordered in descending order. Then
for any nondecreasing function f [N ] → R.
Proof. If {a k } is in descending order, we are done. Otherwise, there must exist a pair a i > a j for i > j. Switching between them clearly reduces the sum. Iterating this procedure, we terminate at a descending order after a finite number of iterations.
In light of Lemma 3, it should be clear that for any partition A and any nondecreasing function f , Bob's optimal guessing strategy in terms of minimizing the expectation of f applied to his guessing time given Y A , is to guess in decreasing order of posterior probabilities. Namely,
where {x y k } k∈[N ] is a permutation of [N ] that pertains to the posterior order given Y A = y, i.e., such that
We are interested in studying the optimal partition, i.e., one that minimizes
In what follows, we refer to any pair of the form ( p(k),¯ p(k)) as posterior-siblings. The set of all posteriorsiblings is defined to be
and is of cardinality 2N . Note that in general this is a multiset; however, for brevity of exposition we will assume that all the elements in Π are distinct. This incurs no loss of generality, since if this is not the case then we can always consider an arbitrarily small perturbation of the distribution that satisfies this. The set Π can be naturally written as a disjoint union of two posterior sets Π = Π 0
collects the posterior terms corresponding to answer y by Carole. We note the following simple fact.
Lemma 4. The posterior sets separate all the posteriorsiblings, i.e., they never both belong to the same posterior set Π y A . Conversely, for any partition of Π = Π 0 ∪ Π 1 that separates all the posterior-siblings, there exists a unique partition A such that Π 0 A = Π 0 and Π 1 A = Π 1 . Proof. The first direction follows immediately from the definition. For the converse, write
Hence
Since Π 0 , Π 1 separate the posterior-siblings, we also havē
and using (13) again we have that Π 1 A = Π 1 . It is easy to check that Π 0 A = Π 0 as well. Let π y A : [N ] → Π y A be the bijection recording the descending order on Π y A , i.e.:
This bijection is unique by our assumption that all the terms in Π are distinct. With this notation at hand, we can write
Example 5. Let N = 2 and p(1) = 0.8 > p(2) = 0.2. Carole lies with probability = 0.1, and Bob chooses A = {1}. This choice generates the following Π y A sets:
and π y A in this case is
A bijection σ :
Below we refer to σ(2k − 1) and σ(2k) as σ-siblings. Note that for this σ,
We now characterize the bijections that are induced by some A. We say that A and σ are posterior-respecting if Π 0 A and
for any k ∈ [N ], y ∈ {0, 1}. We further say that a set A and σ are order-preserving if the elements of both Π 0 A and Π 1 A are ordered within the bijection, i.e., σ(i) > σ(j) whenever {σ(i), σ(j)} ⊆ Π y A for i < j and some y. Lemma 6. σ is induced by A if and only if they are posteriorrespecting and order-preserving.
Proof. If σ is induced by A, the claim follows trivially from definition. Suppose A and σ are posterior-respecting. Then for any k ∈ [N ] there exists y k ∈ {0, 1} such that the kth σ-siblings are separated:
This enables us to define the bijections σ 0 :
If A and σ are also order-preserving then it must be that σ 0 (1) > σ 0 (2) > . . . > σ 0 (N ), which means that σ 0 is a bijection from [N ] to Π 0 A that agrees with the posterior order bijection π 0 A . Since π 0 A is unique, we conclude that σ 0 = π 0 A . Similarly, σ 1 = π 1 A . We have thus obtained the following set equalities:
and hence σ is induced by A.
It is not difficult to check (e.g., by counting) that not all bijections σ are induced by some partition A. As it turns out, the obstacle is being order preserving; we now show that the posterior-respecting property can always be satisfied. To that end, we introduce the graph G σ induced by a bijection σ : [2N ] → Π. The vertex set of G σ is the set Π of posterior terms, and we draw an edge between any two vertices that are either posterior-siblings or σ-siblings. disjoint union of degree-1 vertices (i.e., isolated edges) and degree-2 vertices. The component of degree-2 vertices must be a disjoint union of cycles. Because both posterior-siblings must be in the same cycle, each cycle is of even length.
The following corollary is immediate. With this in hand, we can prove the following. Proof. Fix some 2-coloring of G σ , which must exist by Corollary 8. Let Π 0 and Π 1 be the color classes associated with this coloring, which form a partition of the vertex set Π into two independent sets. Since posterior-siblings are connected by an edge, it follows that Π 0 and Π 1 separate all the posterior siblings. Thus according to Lemma 4 there exists a set A such that Π 0 = Π 0 A and Π 1 = Π 1 A . Since σ-siblings are also connected by an edge, it follows that Π 0 A and Π 1 A separate all the σ-siblings. Hence, A and σ are posterior-respecting. Finally, any 2-coloring clearly results in a distinct and unique A satisfying the condition, hence in light of Corollary 8 there are 2 c such partitions. Example 10. Let N = 4 and define the following bijection σ:
The corresponding graph G σ and a legal 2-coloring appears in Figure 10 . If Π 1 is the set of the red nodes, then Π 1 = Π 1 A for A = {2}. Otherwise, If Π 1 is the set of the yellow nodes, then Π 1 = Π 1 A for A = {1, 3, 4}. The number of legal 2colorings is 2 for each one of the connected components, in total G σ has 2 · 2 = 4 legal 2-colorings, and each 2-coloring corresponds to different partition A.
III. PROOF OF MAIN RESULT (THEOREM 2)
Define σ ↓ : [2N ] → Π to be the unique bijection corresponding to the natural descending order on Π, i.e., such that σ ↓ (1) > σ ↓ (2) > · · · > σ ↓ (2N ).
(33)
In light of Lemma 3 and since (25) holds for any permutation σ induced by some partition A, we clearly have that
The right-hand-side of (34) is an unconstrained minimum, since not all permutations are induced by a partition. Somewhat surprisingly, the permutation σ ↓ that achieves the unconstrained minimum, is in fact always induced by some partition.
Lemma 11. For an optimal partition, it holds that
Moreover, the number of optimal partitions is 2 c , where c is the number of connected components of G σ ↓ .
Proof. By Lemma 9, there exists some partition A ↓ such that A ↓ and σ ↓ are posterior-respecting. It is easy to see that A ↓ and σ ↓ are order-preserving; this in fact holds for any partition A simply since σ ↓ is ordered. Invoking Lemma 6, σ ↓ is induced by A ↓ and the claim follows from (25). The number of optimal partitions now follows from Corollary 8.
Remark 12. Note that when counting the number of optimal partitions, we are counting partitions and their complements, which essentially corresponds to the same solution. The number of truly distinct solutions is therefore 2 c−1 .
We have seen that the unconstrained minimum can be attained, and that in general, there may be many partitions that attain it. But it is still unclear what these optimal partitions look like. Interestingly, we now show that the zigzag partition is always a member of the set of optimal partitions, which concludes the proof of Theorem 2. To that end, it suffices to show the following:
Lemma 13. A ZZ and σ ↓ are posterior-respecting.
Proof. A ZZ partitions Π into the following two posterior sets:
To prove our claim, we need to show that this partition separates all the σ ↓ -siblings. To that end, we make a distinction between different types of σ ↓ -siblings: (i) The σ ↓ -siblings are of the form { p(i), p(j)}: Since the probabilities are descending order (p(k) > p(k + 1)) and σ ↓ also orders the posterior terms in descending order (cf. (33)), then it must be that |j − k| = 1. Hence j and k have different parities. In light of (36)-(37), it is clear that these σ ↓ -siblings cannot belong to the same posterior set.
(ii) The σ ↓ -siblings are of the form {¯ p(i),¯ p(j)}: This follows similarly to the previous case. (iii) The σ ↓ -siblings are of the form { p(i),¯ p(j)}: Since the probabilities are descending order (p(k) > p(k + 1)) and σ ↓ also orders the posterior terms in descending order (cf. (33)), and < 1/2, it must hold that i ≤ j. Let us count how many posterior terms are greater than both { p(i),¯ p(j)}. These terms are exactly all the terms of the form {¯ p(k)} j−1 k=1 , { p(k)} i−1 k=1 , a total of exactly (j − 1) + (i − 1) = i + j − 2 terms. This number must be even, since the σ ↓ -siblings come in pairs. Therefore, i and j must have the same parity and again, in light of (36)-(37), it is clear that these σ ↓ -siblings cannot belong to the same posterior set.
This concludes the proof of our main result. A simple consequence is the following:
Corollary 14. The zigzag partition is the unique optimal partition (up to complements) if and only if G σ ↓ is a cycle on 2N vertices.
IV. DISCUSSION
We have shown that the zigzag partition, which amounts to querying whether X has an odd or even index when ordered in descending order of probabilities, is the best question Bob can ask Carole in order to uniformly minimize the expectation of any nondecreasing function of his guessing time, regardless of Carole's lying probability. This result is limited to the case of yes/no questions and a binary symmetric channel from Carole to Bob. Natural extensions of this problem are therefore 1) let Bob ask multiple-choice m-ary questions, i.e., to partition [N ] into m sets {A i } m−1 i=0 and ask Carole which ones contains X, and 2) consider more general channel models for Carole's noisy reply.
We note that our proof of Theorem 2 is almost trivially extended to the m-ary case when the channel from Carole to Bob is modulo-additive with a uniform crossover probability, i.e., where Carole answer truthfully with probability 1 − , and gives any one of the other m − 1 incorrect answers with probability m−1 . This setup reduces to the one discussed on this paper when m = 2. For arbitrary m, the corresponding zigzag partition is the collection of disjoint subsets
given by
This choice is optimal and achieves the corresponding unconstrained optimum (just as (34) is achieved in the m = 2 case). Interestingly, our approach does not extend when replacing the special symmetric channel above with a general (symmetric!) modulo-additive channel; in fact, for such channels the unconstrained optimum cannot always be achieved (by any partition), and zigzag is not always optimal. The problem of exactly characterizing the optimal partition or even its performance in this setup appears to be hard. It is thus interesting to examine the applicability of the max-cut / quadratic relaxation approach of [11] to possibly obtain bounds.
Example 15. Let V be a discrete noise over a ternary alphabet, i.e. V gets values from the set {0, 1, 2}. In the case of ternary modulo-additive channel, given that X ∈ A i , Bob obtains from Carole the answer
Let 0 = 0.5, 1 = 0.3 and 2 = 0.2 be the corresponding probabilities of V for this example, then for X ∼ [0.35 0.26 0.24 0.15], there is no partition {A i } 2 i=0 that achieves the unconstrained optimum. A necessary (and actually sufficient) condition for σ ↓ to be induced by some partition is that there exists a posterior-respecting partition (generalization of Lemma 6 for the m-ary case). We will try to construct such a partition. Without loss of generality, we start by assigning x 4 to A 0 , therefore 0 p(4) ∈ Π 0 A , 1 p(4) ∈ Π 1 A and 2 p(4) ∈ Π 2 A (where Π y A are the posterior sets induced by the partition). Table I shows the ternary σ ↓ -siblings. Then, in order to split {σ ↓ (10), σ ↓ (11), σ ↓ (12)} between the posterior sets, we must assign x 3 to A 1 . It is left to the reader to verify that any assignment to x 1 and x 2 does not end up with a posterior-respecting partition.
It is also interesting to go back to the binary case but consider an asymmetric channel model, i.e., where the crossover probability depends on the input. For this channel, we have derived a quadratic time algorithm for finding the optimal partition for the expected guessing time (not for a general function), in the case of "sufficiently small" crossover probabilities, satisfying for all i, j ∈ [N ] p(i) <δp(j) (40) δp(i) <¯ p(j),
where (resp. δ) is the probability of crossing 0 → 1 (resp. 1 → 0). In this case, Bob's optimal strategy regardless of the partition he has used, is to first guess the values of X from the set pointed out by Carole, and only then go over the values in the complement set (according to the posterior order). Given a partition A, let x A k (resp. xĀ k ) be the posterior order within A (resp.Ā), i.e. p(x A k ) ≥ p(x A k+1 ) (resp. p(xĀ k ) ≥ p(xĀ k+1 )).
Then Bob's expected guessing time (f (k) = k) is given by 
Fixing the size of A, the coefficients c k andc k in (45) are known. Ordering these N coefficients in descending order, denoted by d ↓ k , and noting that p(x k ) is a nondecreasing function, we can appeal to Lemma 3 and obtain
We can easily achieve this bound by assigning x k to A if and only if d ↓ k is in {c k } |A| k=1 . By iterating over the size of A, it is possible to find the optimal partition in O(N 2 ) steps (N evaluations of G A (X)).
