This report gives a formal topological semantics to inductively defined concurrent systems and investigates the properties of such systems. We allow loops and infinitely running computations, which is new in the topological investigations of concurrency. In this more general setting, we prove the equivalent to the result from [2] that deadlocks and unsafe points can be found using a finite number of deloopings.
Introduction
The idea of using geometric methods for concurrency is not new. The geometric viewpoint referred to in the title goes back to Dijkstra [1] , who introduces higher dimensional geometric objects, progress graphs, and abstracts a process to be a series of actions locking and releasing a set of resources, which may then be shared with other processes thus giving rise to coordination problems. This idea has later been refined or independently reinvented by a number of authors. For an overview see, for instance, [3] .
Concurrent systems, as most things in computer science, operate in discrete time. One way of applying geometric and topological methods is to come up with a discrete counterpart of such notions as connectedness or homotopy, as do, for instance, [6, 9] . An alternative approach is to assign topological spaces to concurrent systems and to work directly in topology [7, 3, 4, 2] . One contribution of this paper is to make such an assignment explicit. Concurrent systems are defined in the computer science tradition as syntax objects and a "topological semantics" is defined by structural induction on the syntax. Certain good properties of that semantics are proved.
Along with concurrent system computations, that begin in a certain time point and end in another, we are studying computations which may run for ever, such as operating systems. In such systems, termination can only happen when something goes wrong. In computer science applications (unlike in physics -cf. [8] ), time does not run from −∞ to +∞. There is a beginning but no ending; the past is finite, while the future is not. In other words, at a certain well-defined point in time all the processes are started off and never stopped again. Our formalism covers infinite computations in both discrete and topological settings.
In [4] , geometric methods were used to develop an algorithm for detecting deadlocks and associated unsafe areas from which no executions could finish. In that approach, loops were not allowed. A later [2] extended the technique to investigating processes with loops via their loopless realizations (deloopings) and proved that deadlocks and unsafe points could be found using a finite number of deloopings even though the configuration space of a system with nontrivial loops was infinite. However, computations were not allowed to run indefinitely. Another contribution of the present paper is the proof that when the safe states are the ones from which there is a computation which runs indefinitely, these safe states can be identified by studying a finite set of deloopings of the system (cf. Thm. 5.5).
Concurrent systems and their executions
We are given a set O of resources that the processes may lock or release. In compliance with a longstanding tradition, locking a resource A ∈ O will be denoted by P A and releasing a resource A ∈ O will be denoted by V A . We assume that a process that has locked a resource cannot lock it again before releasing this resource; and that a process cannot release a resource without having it locked.
But there may be more than one process locking a given resource. Every resource A ∈ O has a certain capacity s A with the intended meaning that it can be used simultaneously by not more than s A different processes. The simplest resources protected by the classical critical regions have capacity 1.
Looping processes
When studying cooperation, it is customary to abstract from private actions by particular processes. By this abstraction, a process is a sequence of communications, i.e., in our setting, of actions P A and V A for various A ∈ O. This is the sequence of communications that the process "wants" to perform; or "would" perform if no other process got in its way. After completing this sequence of actions, the process terminates.
Definition
Consider the set of strings of actions given by the following production:
The operation . is the concatenation; we may extend it to arbitrary strings, with the second argument not necessarily single-action as in (1) , by decreeing that it is associative and that 1 (empty string) is its right unit 3 . Loop .( ) * is another formal operation on T 0 ; intuitively, t 1 .(t 2 ) * describes the processes that perform t 1 and then run 0 or more times the sequence t 2 . By another decree, t.(1) * = t.
In accordance with the usual understanding of grammars, all elements of T 0 are finite strings. The way they define infinite executions, is discussed in Sec. 2.5 on page 10.
T 0 is too large for our set of processes. For instance, P A .P A ∈ T 0 , while we do not want to allow any process to lock same resource twice without releasing it. We define its subset, T ⊂ T 0 , which will be referred to as the set of looping processes.
We want every looping process t ∈ T to satisfy the following (informal) constraints:
(i) between any two actions P A in t, there is an intervening action V A , (ii) between any two actions V A in t, there is an intervening action P A , (iii) for every contiguous subsequence t 1 .(t 2 ) * of t, the numbers of P A 's and of V A 's in t 2 are equal, (iv) before every action V A in t, there must occur a corresponding action P A .
These constraints take care of the assumptions in the beginning of Sec. 2.
We define resource use characteristics of a process as the number of locks acquired on a resource A ∈ O by the process t, for instance r A (P A .V A .P B ) = 0. We only allow such t 2 in t 1 .(t 2 ) * that r A t 2 = 0.
Looping vs. loopless processes

Definition
A loopless process is a looping process without the operation .( ) * . Again, we distinguish two sets:
A loopless process does not have to eventually release a resource. E.g., it may lock it for ever; or it may never release a resource before acquiring another. For instance, P A is a valid loopless process.
Looping processes are a convenient way of describing infinite sets of related loopless processes. This is done by means of a relation between the one and the other, as described below:
Let ⊲ ⊂ D 1 × T 1 be the least relation defined by the following inference system:
Whenever d ⊲ t for a certain d ∈ D and a certain t ∈ T , the process d is called a delooping of the process t.
Proposition
If d 1 ⊲ t 1 and d 2 ⊲ t 2 then d 1 .d 2 ⊲ t 1 .t 2 . If d ⊲ t then r A d = r A t.
Two loopless processes d and d
′ , which deloop the same looping process t, may be compared on the number of "turns" of the t's loops needed to generate them.
Definition
d ⋖ td reads:d is a further delooping of t than d. Informally, d ⋖ td means that a loop within t is run more times to produced than to produce d.
Pt. (iii) in the definition above describes the only possibility of two loopless processes to be ⋖ t -related and not equal: this happens whenever in some derivation of the delooping relations i.e., sequences of the basic inferences, of d 1 ⊲ t and d 2 ⊲ t we haveℓ < k, i.e., some of the deloopings are skipped at the left-hand side .Two such derivations giving
Proposition
For every t ∈ T 1 , the relation ⋖ t is a partial order on {d ∈ D 1 | d ⊲ t}.
The prefix relation is a partial order in D 0 . The set of prefixes of a loopless process d is denoted by Pref d .
A bit artificially, the notion of prefix may be generalized to looping processes.
Definition
For any t ∈ T 0 , the set
0 (the union of Cartesian powers of T 0 ) of prefixes of t is defined inductively as follows:
Note that this boils down to the former prefix in the absence of loops in t. The prefix partial order ⊑ on D 0 induces a relation in Pref t , but this relation is not a partial order any more; still, we are going to denote it by ⊑. (ii) Given derivations of d ⊲ t andd ⊲ t realizing d ⋖ td , there exists a natural mapping Ψ d⋖td : Prefd → Pref d "forgetting" the extra turns of the loops ind.
Do not confuse the different partial orders on D: ⊑ -the prefix order, and ⋖ t for a given t -number-of-turns order. Note also that for t 1 = t 2 , the orders ⋖ t 1 and ⋖ t 2 are, in general, different.
Concurrent systems and their configurations
Definition
• a capacity function s : O → N (natural numbers),
• a finite set C of (looping) processes in T defined over O -i.e., whenever a P A or a V A occurs in a t ∈ C, A ∈ O.
A configuration of a concurrent system C = (O, s, C) is a function κ assigning to every looping process t ∈ C a prefix: κ t ∈ Pref t . The set of configurations of a system C will be denoted by Conf C . The initial configuration is defined by1 t def = 1 for every t ∈ C.
Intuitively, every configuration κ is an account of how the particular processes in C procede. Whenever a process t performs an action
a corresponding configuration κ 1 moves to another configuration κ 2 .
For every process t ∈ C, define a computation step by t as the following relation:
The union → def = t t → is called a computation step. Whenever κ 1 → κ 2 , the configuration κ 2 is called a successor of the configuration κ 1 . The transitive closure of the successor relation → is denoted by ⊑. In a loopless concurrent system, the relation ⊑ is a partial order.
Proposition
For all configurations κ 1 and κ 2 ,
(the symbol ⊑ at the right hand side denotes the prefix relation).
If C is a system of only one process, t, then Conf C = Pref t with the relation ⊑ The functions r A describing the number of locks on a resource A acquired by a given process, are extended to configurations of a concurrent system: 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6
1,
Definition
Resource use characteristics of a configuration is defined by
A configuration κ is forbidden if it is using resources beyond their capacities; i.e., if r A κ > s A for some resource A ∈ O. An allowed configuration is one which is not forbidden. The set of all allowed configurations of a system C is denoted by A C :
Example
Consider a more complex system 
(see Fig. 1 ). The pairs of numbers under the configurations are the values of r A and of r B . The five forbidden configurations are shaded. This system and other similar are often referred to as the Swiss flag.
Take the case, where one of the processes contains a loop:
with a single resource O def = {A} whose capacity is s A def = 1, and with two processes:
The set of configurations of C 2 is depicted in Fig. 2 .
Forbidden configurations are the ones that cannot be entered in a normal "life" of a concurrent system. On the other hand, such "life" may only procede increasingly with respect to the partial order ⊑ on configurations. There may, therefore, exist configurations from which there is no way out, corresponding to deadlocks. For instance, in Example 2.16, P A , P B is a deadlock -one process has claimed the resource A and waits for B; the other has locked B and waits for A. Dually, there may exist allowed configurations with no way in: cf. P A .P B .V B , P B .P A .V A in Ex. 2.16.
Deadlocks and other related notions will be discussed in Sec. 2.5.
The notion of delooping ⊲ from Def. 2.3 on p. 4 is extended to concurrent systems as follows:
2.18 Definition Assume C = (O, s, C) and C ′ = (O, s, C ′ ) are concurrent systems sharing the set of resources, and C is loopless, i.e., all its processes are loopless. Let
The partial orders ⋖ t from from Def. 2.5 on p. 4 are extended to concurrent systems as follows:
Definition
Assume C 1 = (O, s, C 1 ) and C 2 = (O, s, C 2 ) are loopless and C = (O, s, C) is a looping system and all three systems share the set of resources. Let C 1 ⊲ f 1 C and C 2 ⊲ f 2 C for some bijections f 1 and f 2 . The pair (C 2 , f 2 ) is said to be a further delooping of C than the pair (
Morphisms of concurrent systems
Definition
A morphism between concurrent systems C = (O, s, C) and
consisting of:
It is clear that concurrent systems with their morphisms form a category.
Proposition
A morphism takes allowed configurations to allowed configurations, i.e., if (f, g, ϕ) :
Assume C = (O, s, C) is an f -delooping of a looping system C ′ = (O, s, C ′ ) with the same set of resources, for a certain bijection f : C → C ′ , i.e., C ⊲ f C ′ . Then for every derivation of the delooping relation, there exists a natural morphism of concurrent systems (f, Id O , ϕ).
Example
Let C = (O, s, C)) be a concurrent system of which t is one of the processes. There is an inclusion morphism i t : (O, s, {t}) → C: f is the inclusion t → C, ϕ is defined by ϕ(µ) t = µ and ϕ(µ) t ′ = 1 for t' = t. g is the identity. Similarly there is a projection π t : C → (O, s, {t}): f (t ′ ) = t for all t ′ ∈ C, ϕ(κ) = κ t and g is the identity.
′ is a morphism of two concurrent systems and t is one of the processes in C, we define the restriction
Execution trajectories
Definition
Given a concurrent system C = (O, s, C), a trajectory from a configuration κ 0 is any sequence κ 0 κ 1 κ 2 . . . of allowed configurations, such that κ i−1 → κ i for i = 1, 2, . . .. The length of a trajectory κ 0 κ 1 κ 2 . . . is the cardinality of the set {κ 0 , κ 1 , κ 2 , . . . } minus 1. A trajectory is finite if its length is a natural number and it is infinite if it is +∞.
Each trajectory may be viewed as a possible history of the "life" of a given system. Every concurrent system, in which a process contains a true loop, i.e., such t 1 .(t 2 )
* that t 2 = 1, has a potential for infinite trajectories; but this potential may not be used if there are too many forbidden configurations. We could have excluded trajectories with repeated configurations. But this would restrict the framework to infinite trajectories only, depriving us of the capability of discussing some unwelcome phenomena, such as deadlocks.
For a finite trajectory κ 0 κ 1 κ 2 . . . κκκ . . ., where κ is the last (infinitely repeated) configuration, κ 0 is called its beginning, κ its end, and the trajectory is said to go from κ 0 to κ. An existence of a trajectory from κ 1 to κ 2 is denoted by κ 1 ≺ κ 2 . An existence of an infinite trajectory from κ is denoted by κ ≺ ∞.
Because of the requirement that all the intervening configurations be allowed, κ 1 ⊑ κ 2 does not necessarily imply κ 1 ≺ κ 2 .
For an arbitrary allowed configuration κ ∈ A C , we define
• the past:
Assume a certain set F ⊂ A C ∪ {∞} of allowed configurations, called final configurations, is given. A configuration κ ∈ A C is a deadlock with respect to F if ↑ κ = {κ} and κ / ∈ F . A configuration κ is safe with respect to F if ↑ κ ∩ F = ∅. It is unsafe if it is not safe.
Informally, a configuration is a deadlock if it is allowed, not final and there is no outgoing trajectory. The life of a concurrent system, that has reached a deadlock configuration, ends there. A configuration is unsafe if there is no way of reaching a final state from it and no way to continue indefinitely, if the set F allows for this. Every deadlock is, of course, unsafe.
Example
Consider the system C 1 in Example 2.16 on page 7. With F = ∅, there are two deadlock configurations, P A , P B and P A .P B .V B .V A , P B .P A .V A .V B ; and every configuration is unsafe. With F = { P A .P B .V B .V A , P B .P A .V A .V B }, the only unsafe configuration, which is also a deadlock, is P A , P B . And if F = { P A , P B }, the only deadlock is P A .P B .V B .V A , P B .P A .V A .V B while all configurations with the exception of 1, 1 , P A , 1 , 1, P B and P A , P B are unsafe.
Definition
Call a finite trajectory from κ 1 to κ 2 left-maximal [resp., right-maximal] if it cannot be extended to the left [resp., to the right], i.e., ↓ κ1 = {κ 1 } [resp., ↑ κ 2 = {κ 2 }].
Proposition
Let C = (O, s, C) be a loopless system, i.e., C ⊂ D. A configuration κ ∈ A C is unsafe if and only if every right-maximal trajectory beginning in κ ends in a deadlock.
Example
Consider the system C 2 in Example 2.17 on page 8. Whatever the set F , there are no deadlocks. If ∞ ∈ F then all configurations are safe. If F = ∅ then every configuration is unsafe. This shows that Prop. 2.30 is not true for looping systems.
Proposition
Let C = (O, s, C) be a concurrent system (either loopless or looping). A configuration κ ∈ A C is unsafe if and only if every right-maximal trajectory beginning in κ either ends in a deadlock, or is infinite and ∞ / ∈ F .
Geometry of concurrency
In this section, we are studying the geometric and topological notions which will later be used for giving the topological semantics of the processes from Section 2.
Ditopology
Definition
A partial order ≤ on a topological space X is called closed if ≤ is a closed subset of X × X in the product topology. In that case, (X, ≤) is called a po-space.
Let X be a topological space. A collection U(X) of pairs (U, ≤ U ) with partially ordered open subsets U covering X is a local partial order on X if for every x ∈ X there is a nonempty open neighbourhood W (x) ⊂ X with a partial order ≤ W (x) such that the restrictions of ≤ U and ≤ W (x) to U ∩ W (x) coincide for all U ∈ U(X) with x ∈ U, i.e.,
and for all y, z ∈ W (x) ∩ U
A neighbourhood W (x) with the partial order as in Def. 3.2 is called a poneighbourhood of x.
Example
The circle S 1 def = {e iθ ∈ C | 0 ≤ θ ≤ 2π} has a local partial order: the open subsets U 1 = {e iθ | 0 < θ < 2π} and U 2 = {e iθ | −π < θ < π} are (partially) ordered by the order on the θ's 4 . Notice that the transitive closure of the union of these local partial orders is x ≤ y for any pair x, y. Hence we do not take transitive closure of the local orders!
Definition
Two local partial orders U(X) and V(X) on X are equivalent if their union U(X) ∪ V(X) is a local partial order; in other words, U(X) and V(X) are equivalent if and only if for every x ∈ X there is a nonempty open neighbourhood W (x) ⊂ X such that the restrictions of ≤ U and ≤ V to W (x) coincide for all U ∈ U(X) and V ∈ V(X) with x ∈ U and x ∈ V . A topological space X together with an equivalence class of local partial orders is called a locally partially ordered space. If, moreover, there is a covering U in the equivalence class such that all (U, ≤ U ) ∈ U are po-spaces, then X is a local po-space.
We let (X, U) denote the locally partially ordered space which has U as a representative of the equivalence class of local partial orders. When (X, U) is a local po-space, we always assume that the representative U is in fact a covering by po-spaces. As will be seen (Sec. 4.1), po-spaces correspond to loopless processes while local po-spaces correspond to looping processes.
A local po-space is Hausdorff by the usual argument for a po-space.
Some standard operations on topological spaces and on partial orders carry over to local po-spaces.
If (X, U) is a local po-space and A ⊂ X, then define the restriction (A, {U ∩ A | U ∈ U} of (X, U) with partial order on U ∩ A inherited from U. If (X, U) and (Y, V) are local po-spaces, then define their Cartesian product (X × Y , {U × V | U ∈ U, V ∈ V} with partial order on U × V given by
Proposition
The constructions of restriction, Cartesian product and disjoint union of local po-spaces in Def. 3.5 do not depend on the selection of a representative covering from the equivalence classes. Moreover, when applied to local po-spaces, these constructions result in local po-spaces; and when applied to po-spaces, these constructions result in po-spaces.
Another construction that we need is identification of a pair of points. In general, a quotient of a topological space does not inherit the topological properties of the original space. Even a quotient of a metric space may fail to be T0. But, as shown below, the identification of two points in a local po-space results in a local po-space.
Definition
Assume (X, U) is a local po-space and x 1 , x 2 ∈ X. Let X/x 1 ∼ x 2 have the quotient topology. Define a local po-structure U on X/x 1 ∼ x 2 as follows. If x 1 = x 2 , let U = U. If x 1 = x 2 , let W (x 1 ) and W (x 2 ) be disjoint poneighbourhoods of x 1 and x 2 and let U = (W (x 1 ) ∪ W (x 2 ))/x 1 ∼ x 2 with partial order given by the transitive hull of the relations in ≤ W (x 1 ) and ≤ W (x 2 ) .
Then define U def = { U } ∪ {U {x 1 , x 2 } | U ∈ U} where the partial order on U {x 1 , x 2 } is the restriction of the partial order on U.
Notice that the only relations which are in the quotient and not in the original space are induced by these: let y ∈ W (x 1 ) and z ∈ W (x 2 ); then
Proposition
Let (X, U) be a local po-space and let x 1 , x 2 ∈ X. Then: (i) X/x 1 ∼ x 2 with cover as above is a local po-space.
(ii) If U and V are equivalent local po-structures on X then the local postructures U and V are equivalent local po-structures on X/x 1 ∼ x 2 .
(iii) The restriction of U to X {x 1 , x 2 } is equivalent to the restriction of U to
Remark If X is a po-space, then an identification of two points will usually result in a local po-space which is not a po-space. For instance, the circle with the local po-structure in Ex. 3.3 could be thought of as coming from identifying the endpoints on an interval. But the disjoint union with amalgamation X 1 ⊔ X 2 /x 1 ∼ x 2 (where x 1 ∈ X 1 and x 2 ∈ X 2 ) of two po-spaces is a po-space.
Morphisms of local po-spaces
3.10 Definition Let (X, U) and (Y, V) be locally partially ordered spaces. A continuous map f : X → Y is called a dimap (directed map) if for any x ∈ X there are poneighbourhoods W (x) and W (f (x)) such that
It is not hard to see, that dimaps are well defined, i.e., that the definition does not depend on the choice of representative U of the equivalence class of local po-structures. In the case of po-spaces, dimaps are the same as monotone continuous maps. It is also straightforward to see that local po-spaces and dimaps form a category.
A dimap with an inverse which is also a dimap is called a dihomeomorphism.
Dipaths
The topological counterpart of execution trajectories in a local po-space X are dimaps from the half-straight line R + (with the usual topology and order) to X:
Definition
Let X be a local po-space. Every dimap ϕ : R + → X is called a dipath in X. The point ϕ 0 ∈ X is called the beginning of the dipath. If there exists an x ∈ X such that the counterimage ϕ −1 (x) contains a half-straight line, the dipath is referred to as finite and that point is called its end. The existence of a finite dipath with beginning x and end y is denoted x ≺ y.
We are also interested in infinite dipaths, but only the ones that do not shrink big subsets of R + to small subsets of X. This corresponds to the execution trajectories (see Sec. 2.5 on p. 10) proceeding with a constant "speed", i.e., not ending with an infinite sequence of repetitions. Actually, we do not care for that speed to be constant, we only want to make sure that it never goes close to zero. Formally, this is expressed as follows:
3.12 Definition A dipath is called proper if it does not converge to a point, i.e., if every y ∈ Y has a po-neighbourhood W (y) such that the counterimage ϕ −1 (W (y)) does not contain a half-straight line. The existence of a proper dipath with beginning x is denoted x ≺ ∞.
Assume X is a local po-space and x ∈ X. Then we define
• the future: ↑ x def = {y ∈ X ∪ {∞} | x ≺ y}, and
Topological semantics of concurrent systems
We have separately discussed the discrete concurrent systems (Sec. 2) and the local po-spaces (Sec. 3) which are supposed to model them in a continuous way. Here, we are giving formal details pertaining to that modeling.
Geometric realization of concurrent processes
Definition
To every looping process t ∈ T 1 , as defined in Sec. 2.1, assign:
• a local po-space G t called the geometric realization of t,
• points b t , e t ∈ G t (for begin and end),
• resource-use characteristics r t,A : G t → Z yielding the number of locks process t holds on resource A at a given point -this number may a priori be less than 0 or greater than 1, and it requires a proof that this is not the case for t ∈ T . This is done by structural induction on T 0 (cf. the defining production (1) on page 3) in the following way 5 :
According to the above definition, a command P A acquires the resource A at the beginning of its execution; similarly, a command V A releases the resource A at the end of its execution.
Proposition
If t ∈ T then ∀ x∈Gt ∀ A∈O 0 ≤ r t,A x ≤ 1. If t ∈ T then ∀ A∈O r t,A e t = r A t (as defined in Sec. 2.1, page 3).
We get a geometric representation of all configurations by taking G C def = t∈C G t but we are only interested in the allowed states and hence the following definition.
Definition
The geometric realization B C of a concurrent system C = (O, s, C) (cf. Sec. 2.3) is the local po-space
( denotes the Cartesian product; x t is the t-th component ofx). Fig. 3 presents the geometric realizations of the concurrent system with two resources from Ex. 2.16 (Swiss flag), and of the concurrent looping system with one resource from Ex. 2.17. The shaded areas correspond to forbidden configurations (the removed complement t∈C G t B C ). 
Example
Definition
Let µ be a configuration (a prefix) for a process t. The point in G t corresponding to µ is an endpoint found inductively by 1 → e(G 1 ), {t.P A } → e(G t.P A ), {t.V A } → e(G t.V A ) and for loops: t 1 .(t 2 ) * , the prefix t 1 , t → e(t) (which is included in G t 1 .t * 2 in the obvious way.).For more than one process, G C is a cartesian product and configurations are tuples of endpoints.
Geometric realization is a functor:
be a morphism between two concurrent systems, each consisting of only one process. We define B F : G t → G t ′ iteratively using the map of configurations.
Let F : C → C ′ be a morphism of concurrent systems. Then we define a morphism of the geometric representation of all configurations, B F :
Since the morphisms of concurrent systems map allowed states to allowed states, B F : B C → B C ′ To see that this definition makes sense, for the systems of one proces, notice that the configurations in that case are the prefixes. Hence we have defined a map from all endpoints of the intervals constituting G t . This gives a continuous map from G t to G t ′ , since the glueings in the construction of the geometric realizations correspond to the identifications made in the prefixes in case of a loop and to the successor relations, which are preserved by morphisms of concurrent systems. 6 We spell out the geometric realization of the morphism from a delooping to the looped system:
Let C 1 ⊲ f C 2 be an f -delooping. Then for any sequence s of the inferences from Def. 2.3 on p. 4 which derives the relation C 1 ⊲ f C 2 , we define a map B s : B C1 → B C2 of the geometric realizations by induction on the geometric realization of the basic inferences (we omit the obvious generalization from 1-dimensional to higher-dimensional systems).
It is not hard to see that the finite trajectories go to finite dipaths and infinite trajectories map to proper dipaths.
4.2 General properties of the (local) po-spaces arising from concurrent processes
Proposition
For an arbitrary concurrent system C, the space B C is compact.
If C = (O, s, C) and C ⊂ D (i.e., there are only loopless processes in system C) then B C is a po-space, with the pointsb,ē ∈ B C , defined byb t def = b t and e t def = e t for t ∈ C, being, respectively, its least and greatest elements. Moreover, B C is dihomeomorphic to [0, 1] card(C) F , for a certain subset F which is the union of a finite set of open rectangles:
where t ∈ C and U it ⊂ [0, 1] are open intervals 5 Geometric study of run-time properties of concurrency
Deadlocks and unsafe areas
Definition
Let X be a local po-space. Let F ⊂ X ∪ {∞} be a set of final points. Then x ∈ X is a deadlock with respect to F if ↑ x = {x} and x / ∈ F . A point x ∈ X
• The geometric realization of B 1⊲1 : B 1 → B 1 is the identity.
• Given B d⊲t we define B d.PA⊲t.PA . This is • Given B d⊲t we define B d.VA⊲t.VA in the same way. This gives a map from G C1 to G C2 , and we have to see that it restricts to a map from B C1 to B C2 . For this, it suffices to show that the resource use characteristic commutes with B s and that is not hard to see. Remember that the effect on the resource use characteristic from traversing a loop is trivial.
One has to check that these maps are well defined, i.e., that identifications of beginnings and ends made in the iterative construction of G C1 are preserved upon mapping to G C2 , but this is easy to see.
is safe with respect to F if ↑ x ∩ F = ∅. A point is unsafe with respect to F if it is not safe.
We leave it to the reader to see that the geometric realization functor realizes the notions safe, unsafe, deadlock etc. as one would want it.
Proposition
Let C 1 ⊲ f C 2 be an f -delooping. Then the maps B s from B C 1 to B C 2 defined by choosing a derivation s of the relation C 1 ⊲ f C 2 are dimaps which map deadlocks to deadlocks and for all x ∈ B C 1 B s (↑ x) ⊆↑ B s (x).
Remark
If C has no loops, then by Prop. 4.9 there are no proper dipaths in B C , since a dimap γ from R + to B C would be an increasing path in a compact subset of R n so it would converge to a point p. For any neighbourhood W (p), γ −1 (W (p)) contains a half-straight line.
Minimal finitary approximation of a looping process
In [2] it is proven that when we only allow finite trajectories, it suffices to consider finitely many deloopings:
Theorem
Let C be a concurrent system. Assume a set of final states F ⊂ B C is nonempty and ∞ / ∈ F . Then the unsafe area of B C to F can be found as the intersection of the projections of the unsafe areas B C i of finitely many deloopings C i of C.
When ∞ ∈ F , we need infinite trajectories and thus po-proper dipaths.
Let B C be the realization of a concurrent system C. A point x ∈ B C is safe with respect to the set F = {∞} if and only if there is a delooping C 1 ⊲ f C and a corresponding projection Π : B C 1 → B C such that there is an x ∈ B C 1 with Π( x) = x and a dipath γ : I → B C 1 with γ(t 0 ) = x and t 1 , t 2 ∈ I such that t 0 < t 1 < t 2 and Π(γ t 1 ) = Π(γ t 2 ).
For the proof of Theorem 5.5, we need an auxiliary definition and three lemmas.
Definition
A proper dipath γ : R + → B C is eventually periodic if there are non negative real numbers p and T such that for all t ≥ T , γ(t + p) = γ(p).
We subdivide B C into finitely many k-dimensional cubes, k ≤ n and get a translation from "continuous to discrete": 5.7 Lemma Let γ : R + → B C be a dipath in B C , where B C is the geometric realization of a concurrent system. Then there is a (non-unique) choice of an ordered set L 1 , L 2 , . . . , L k , . . . of cubes in the canonical subdivision of B C such that
• γ(I) ⊂ i L i and the ordering on the cubes is by the order in which γ traverses them.
• There is a dipath which traverses all these cubes in the same order as γ and intersects their central points c i .
• Let x ∈ L k . Then there is a dipath γ which intersects x and traverses the cubes L i in the specified order.
5.8
Lemma Let x ∈ B C . If there is a proper dipath γ : R + → B C with x ∈ B C then there is an eventually periodic dipath through x.
Hence, all safe points can be found in the finite deloopings, even if we allow and in fact prescribe infinite behaviour. Moreover, since a point p is safe only if there is a cube L with p ∈ L and such that the central point of L is safe, we only have to consider central points of cubes. But how do we know when to stop looking for more safe points, i.e., to stop delooping further? This is covered in the following proposition:
Proposition
Let p be a central point of a cube in B C . If B C ′ is the geometric realization of a delooping C ′ ⊲ f C and Π : B C ′ → B C is a corresponding projection such that there is a dipath γ : I → B C ′ which projects to a periodic path: p = Π(γ(t 1 )) = Π(γ(t 2 )), t 1 = t 2 , and if there are no smaller (wrt. ⋖ C ) deloopings with a dipath projecting to a periodic path through p, then there is an increasing sequence of deloopings C 1 ⋖ C C 2 ⋖ C . . . C m−1 ⋖ C C m = C ′ such that
• C 1 has at most one copy of each loop in C.
• If C i ⋖ C C * ⋖ C C i+1 , then C * = C i or C * = C i+1 .
• The future of p is increased at each further delooping in the following sense:
i+1 (p)) where Π i : B C i → B C . This answers the question when to stop delooping further: when the future is not increasing anymore. Hence, to see if there is a periodic dipath containing a point p, we need to study the future of Π −1 (p) in further and further deloopings, see if the projections of these sets are increasing and if one contains p. Finding futures is a reachability question, and this can be studied using the deadlock algorithm on B C with the local partial order (i.e. time) reversed.
