The geometry of spinors and the multicomponent BKP and DKP hierarchies by Kac, Victor & van de Leur, Johan
ar
X
iv
:so
lv
-in
t/9
70
60
06
v1
  6
 Ju
n 
19
97
The geometry of spinors and the multicomponent BKP and
DKP hierarchies
Victor Kac∗
Department of Mathematics,
Massachusetts Institute of Technology
Cambridge, MA 02139
USA
Johan van de Leur†
Faculty of Applied Mathematics,
University of Twente
P.O. Box 217, 7500 AE Enschede
The Netherlands
Abstract
We develop a formalism of multicomponent BKP hierarchies using elementary
geometry of spinors. The multicomponent KP and the modified KP hierarchy (hence
all their reductions like KdV, NLS, AKNS or DS) are reductions of the multicomponent
BKP.
1 Introduction
The remarkable connection between the KP hierarchy and representation theory was dis-
covered in the early 1980’s by Sato [15] and further developed by Date, Jimbo, Kashiwara
and Miwa [3], [4] using the spinor formalism and the classical boson-fermion correspon-
dence. We will now describe this in some detail.
Consider the vector space V ′ = V + ⊕ V −, where V ± = ⊕i∈Z+ 1
2
Cψ±i with symmetric
bilinear form
(ψ±i , ψ
±
j ) = 0, (ψ
±
i , ψ
∓
j ) = δi,−j. (1.1)
Let Cℓ V ′ be the associated Clifford algebra with relations (u, v ∈ V ′):
uv + vu = (u, v)1. (1.2)
Consider its spin representation in a vector space F with vacuum vector |0〉 such that
ψ±j |0〉 = 0 for j > 0. (1.3)
By introducing the notion of charge as follows:
charge |0〉 = 0, charge ψ±j = ±1,
the space F decomposes into charge sectors
F =
⊕
k∈Z
Fk.
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The group Spin V ′ generated by all elements of the form 1 + aψ+i ψ
−
j (a ∈ C) acts on F
and preserves the charge sectors.
The operators
S± =
∑
j∈Z+ 1
2
ψ±j ⊗ ψ∓−j,
commute with the diagonal action of Spin V ′ on F⊗F . Since S±(|0〉⊗|0〉) = 0, an element
τ of O0 = Spin V ′|0〉, the group orbit of the vacuum vector, satisfies equations
S±(τ ⊗ τ) =
∑
j∈Z+ 1
2
ψ±j τ ⊗ ψ∓−jτ = 0. (1.4)±
One can show that equation (1.4)+ and (1.4)− are equivalent and that the converse also
holds: if τ 6= 0 satisfies (1.4)+, then τ ∈ O0 (see [10] for a proof). The same holds for
(1.4)−. Each of the equivalent equations (1.4)+ and (1.4)− is called the KP hierarchy.
The orbit O0 can be identified with an algebraic version of Sato’s infinite Grassmannian.
Let for k ∈ Z, U±k =
⊕
j>k Cψ
±
j , the Grassmannian Gr
± consists of all subspaces W± ⊂
V ± such that for all k >> 0 U±k ⊂ W± and dim W±/U±k = k. Let τ ∈ O0, then one can
identify the corresponding W±τ ∈ Gr± as follows;
W±τ = {v ∈ V ±|vτ = 0}.
Recall the classical boson-fermion correspondence [10]. Consider the following generating
series, called charged fermionic fields:
ψ±(z) =
∑
i∈ 1
2
+Z
ψ±i z
−i− 1
2 . (1.5)
Then we have:
ψλ(y)ψµ(z) + ψµ(z)ψλ(y) = δλ,−µδ(y − z), λ, µ = ±, (1.6)
where
δ(y − z) = y−1
∑
n∈Z
(
y
z
)n
.
We split up the fields ψ±(z) in its positive and negative part:
ψ±(z) = ψ±(z)+ + ψ±(z)−, where
ψ±(z)+ =
∑
i∈Z+ ψ
±
−i− 1
2
zi and ψ±(z)− = ψ±(z) − ψ±(z)+,
so that
ψ±(z)|0〉 = ψ±(z)+|0〉.
Define the bosonic fields
α(z) =
∑
k∈Z
αkz
−k−1 =: ψ+(z)ψ−(z) : (1.7)
where the normally ordered product is defined, as usual, by
: ψλ(y)ψµ(z) := ψλ(y)+ψ
µ(z)− ψµ(z)ψλ(y)−.
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Then one has (using Wick’s formula):
[ψλ(y), α(z)] = −λδ(y − z), λ = ±,
[α(y), α(z)] = δ′z(y − z).
(1.8)
Thus, the αm form the oscillator algebra,
[αm, αn] = mδm,−n, with αk|0〉 = 0 for k ≥ 0.
The operator α0 is diagonalizable in F , with eigenspaces the charge sectors Fk, i.e. α0fk =
kfk for fk ∈ Fk. For that reason we call α0 the charge operator.
In order to express the fermionic fields ψλ(z) in terms of the oscillator algebra, we need
an additional operator Q on F defined by
Q|0〉 = ψ+− 1
2
|0〉, Qψ+k = ψ±k∓1Q.
Theorem 1.1 ( [3], [6], [8])
ψ±(z) = Q±1z±α0 exp(∓
∑
k<0
αk
k
z−k) exp(∓
∑
k>0
αk
k
z−k).
We now identify F with the space B = C[q, q−1, t1, t2, . . . ] via the vector space homorphism
σ : F→˜B
given by
σ(α−m1 . . . α−msQ
k|0〉) = m1m2 . . . mstm1tm2 . . . tmsqk.
The transported charge is as follows
charge (p(t)qk) = k,
and the transported charge decomposition is
B =
⊕
m∈Z
Bm, where Bm = C[t1, t2 . . . ]q
m.
The transported action of the operators αm and Q on B is as follows:
σα−mσ−1(p(t)qk) = mtmp(t)qk,
σαmσ
−1(p(t)qk) = ∂p(t)
∂tm
qk,
σα0σ
−1(p(t)qk) = q ∂
∂q
(p(t)qk) = kp(t)qk,
σQσ−1(p(t)qk) = p(t)qk+1.
Hence
σψ±(z)σ−1 = q±1z±q
∂
∂q e±ξ(t,z)e∓η(t,z),
where
ξ(t, z) =
∞∑
k=1
tkz
k and η(t, z) =
∞∑
k=1
1
k
∂
∂tk
z−k.
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We now rewrite equations (1.4)± in the bosonic picture. First notice that (1.4)± is equiv-
alent to
Resz=0dz ψ
±(z)τ ⊗ ψ∓(z)τ = 0. (1.9)±
Here and further Resz=0dz
∑
fiz
i, where the fi are independent of z, stands for f−1. Now
think of B0 ⊗ B0 as the polynomial algebra C[t′1, t′′1, t′2, t′′2 , . . . ]. Then applying σ to both
sides of (1.9)±, we obtain a system of equations describing the orbit σ(O0):
Resz=0dz e
∓η(t′,z)τ(t′)e±ξ(t
′,z)e±η(t
′′,z)τ(t′′)e∓ξ(t
′′,z) = 0. (1.10)±
Divide (1.10)± by τ(t′)τ(t′′), one obtains the bilinear identity
Resz=0dz Ψ
±(t′, z)Ψ∓(t′′, z) = 0,
for the KP wave function Ψ+(t, z) and its adjoint Ψ−(t, z) defined by
Ψ±(t, z) =
e∓η(t,z)τ(t)
τ(t)
e±ξ(t,z).
Instead of dividing by τ(t′)τ(t′′), one can make a change of variables
tk =
1
2
(t′k + t
′′
k), sk =
1
2
(t′k − t′′k). (1.11)
Then (1.10)± becomes
Resz=0dz e
±ξ(2s,z)e∓η(s,z)τ(s+ t)τ(t− s) = 0. (1.12)±
Introducing the elementary Schur functions Pk(t), k ∈ Z by∑
k∈̥
Pk(t)z
k = eξ(t,z), (1.13)
we rewrite (1.12)± as follows
∞∑
j=0
Pj(±2s)Pj+1(∓ ∂˜
∂s
)τ(s+ t)τ(t− s) = 0, (1.14)±
where
∂˜
∂t
= (
∂
∂t1
,
1
2
∂
∂t2
,
1
3
∂
∂t3
, . . . ).
Using Taylors formula we rewrite (1.14)± once more:
∞∑
j=0
Pj(±2s)Pj+1(∓ ∂˜
∂u
)e
∑∞
r=1
sr
∂
∂ur τ(t+ u)τ(t− u)|u=0 = 0, (1.15)±
which is a generating series of Hirota bilinear equations for the KP hierarchy:
∞∑
j=0
Pj(±2s)Pj+1(∓D˜)e
∑∞
r=1
srDrτ · τ = 0. (1.16)±
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Recall that for a polynomial p, the corresponding Hirota bilinear equation on σ and ρ is
p(D)σ · ρ = p( ∂
∂u
)σ(t+ u)ρ(t− u)|u=0 = 0.
Calculating the coefficient of s3 in (1.16)+ one obtains
(D41 − 4D1D3 + 3D22)τ · τ = 0. (1.17)
Putting x = t1, y = t2, t = t3 and u(x, y, t) = (2 log τ(x, y, t, t4, t5, . . . ))xx, where t4, t5, . . .
are viewed as parameters, then (1.17) turns into
3
4
uyy = (ut − 3
2
uux − 1
4
uxxx)x,
which is the classical Kadomtsev-Petviashvili (KP)equation (hence the name KP hierar-
chy).
We return now to τ ∈ O0. Instead of considering only W+τ ∈ Gr+ orW−τ ∈ Gr− one could
consider Wτ = W
+
τ ⊕W−τ . Notice that this is a maximal isotropic subspace of V ′. So
instead of considering Gr+ one could consider another Grassmannian Gr, consisting of all
maximal isotropic subspaces W ⊂ V ′ such that U±k ⊂W for k >> 0. This Grassmannian
should parametrize some other group orbit. In order to describe this group, it will be
convenient to add one more basis element to V ′. Let V = V ′ ⊕ Cψ0, with bilinear form
given by (1.1) and
(ψ0, V
′) = 0, (ψ0, ψ0) = 1.
Let Cℓ V be the corresponding Clifford algebra, with relations (1.2),but now for u, v ∈ V .
The spin representation of Cℓ V in the vector space F is given by (1.3) and
ψ0|0〉 = − 1√
2
|0〉.
Since ψ20 =
1
2 , the eigenvalues of ψ0 on F are − 1√2 and
1√
2
. Let F0 and F1 be the
corresponding eigenspaces. Then Fν =
⊕
k∈ν+2Z Fk. Let Spin V (resp Spin V ′) be the
spin group generated by all invertible elements of the form 1+ auv, a ∈ C, u, v ∈ V (resp.
u, v ∈ V ′) (see Section 2 for more details). Then clearly F (resp. Fν) is a Spin V - (resp
Spin V ′-)module. Let |1〉 = ψ− 1
2
|0〉 and let O = Spin V |0〉, (resp. Oν = Spin V ′|ν〉) be
the Spin V - (resp Spin V ′-) orbit of |0〉 (resp. |ν〉). Then Oν ⊂ O ∩ Fν .
To a τ ∈ O there corresponds a point Wτ ∈ Gr given by
Wτ = {v ∈ V |vτ = 0},
called the annihilator space of τ . Let
S′ = S+ + S− and S = ψ0 ⊗ ψ0 + S′.
One of the main observations of this paper is the following theorem, proved in §2 using
some simple arguments on geometry of spinors:
Theorem 1.2 (a) If τ ∈ F and τ 6= 0, then τ ∈ O if only if τ satisfies the equation
S(τ ⊗ τ) = 1
2
τ ⊗ τ. (1.18)
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(b) If τ ∈ Fν (ν ∈ Z/2Z) and τ 6= 0, then τ ∈ Oν if and only if τ satisfies the equation
S′(τ ⊗ τ) = 0. (1.19)
Equation (1.18) (resp. (1.19)) is called the fermionic BKP (resp. DKP) hierarchy. As a
consequence we obtain
Corollary 1.1 Let τ ∈ Fk (k ∈ Z), then τ satisfies the KP hierarchy,i.e. equation (1.4)±,
if and only if τ satisfies the DKP (or BKP) hierarchy.
If we split up τ ∈ O into eigenspaces for ψ0, i.e., τ = τ0 + τ1 with −
√
2ψ0τν = (−)ντν ,
then one has
Theorem 1.3 Let τ ∈ F, τ = τ0+τ1, where τν ∈ Fν . Then τ satisfies the fermionic BKP
hierarchy if and only if both τ0 and τ1 satisfy the DKP hierarchy (1.19) and the Modified
DKP hierarchy:
S′(τ0 ⊗ τ1) = τ1 ⊗ τ0. (1.20)
As in the case of the KP hierarchy, we will again use the boson-fermion correspondence to
rewrite the BKP hierarchy in the bosonic picture. Notice first that (1.18) is equivalent to
Resz=0dz
1
z
ψ0τ ⊗ ψ0τ + ψ+(z)τ ⊗ ψ−(z)τ − ψ−(−z)τ ⊗ ψ+(−z)τ = 1
2
τ ⊗ τ.
(1.21)
Now apply σ to (1.21). Writing σ(τ) =
∑
n∈Z τn(t)qn, we obtain
Resz=0dz
∑
n,m∈Z
1
2z
(−)nτn(t′)(q′)n(−)mτm(t′′)(q′′)m
+ zneξ(t
′,z)e−η(t
′,z)τn(t
′)(q′)n+1z−me−ξ(t
′′,z)eη(t
′′,z)τm(t
′′)(q′′)m−1
− (−z)−ne−ξ(t′,−z)eη(t′,−z)τn(t′)(q′)n−1(−z)meξ(t′′,−z)e−η(t′′,−z)τm(t′′)(q′′)m+1
=
1
2
∑
n,m∈Z
τn(t
′)(q′)nτm(t′′)(q′′)m.
(1.22)
Taking the coefficient of (q′)n(q′′)m, we find for all n,m ∈ Z the following equation:
Resz=0dz
1
2z
(−)nτn(t′)(−)mτm(t′′)
+ zn−1eξ(t
′,z)e−η(t
′,z)τn−1(t′)z−m−1e−ξ(t
′′,z)eη(t
′′,z)τm+1(t
′′)
− (−z)−n−1e−ξ(t′,−z)eη(t′,−z)τn+1(t′)(−z)m−1eξ(t′′,−z)e−η(t′′,−z)τm−1(t′′)
=
1
2
τn(t
′)τm(t′′).
(1.23)
Now divide by τp(t
′)τq(t′′) for p = n − 1, n, n + 1, q = m − 1,m,m + 1 and view the
obtained result as products of rows and columns of 3× 3-matrices. In other words, let
S(z) = diag (−1, 12z , 1),
Q±(t, z) = diag (e∓ξ(t,z), 1, e±ξ(t,z)),
R±(n, z) = diag ((−z)∓n, (−)n, z±n),
(1.24)
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P±(n, t, z) =
1
τn(t)


e±η(t,−z)τn(t) −τn∓1(t) z−2e∓η(t,z)τn∓2(t)
(−z)−1e±η(t,−z)τn±1(t) τn(t) z−1e∓η(t,z)τn∓1(t)
z−2e±η(t,−z)τn±2(t) −τn±1(t) e∓η(t,z)τn(t)

 ,(1.25)
T±(n, t, z) =


1 τn∓1/τn(t) 0
0 1 0
0 τn±1/τn(t) 1

 (1.26)
and put
Ψ±(n, t, z) = P±(n, t, z)R±(n, z)Q±(t, z), (1.27)
then (1.23) is equivalent to
Resz=0dz Ψ
+(n, t′, z)S(z) tΨ−(m, t′′, z) = Resz=0dz T+(n, t′, z)S(z) tT−(m, t′′, z).
(1.28)
We can rewrite this once more to get a nicer formula. Define BKP wave functions by
Φ±(n, t, z) = T±(n, t, z)−1Ψ±(n, t, z), (1.29)
then (1.28) turns into
Resz=0dz Φ
+(n, t′, z)S(z) tΦ−(m, t′′, z) = diag (0,
1
2
, 0). (1.30)
From the formulas (1.25), (1.26) and (1.29), it is easy to determine that Φ−(n, t, z) is
completely determined by Φ+(n, t, z). Using the bilinear identity (1.30) one can in fact
show that Φ+(n, t, z) determines its neighbors Φ+(n± 1, t, z). The DKP bilinear identity
on the wave functions is obtained from (1.30) by removing the second row and column
from all matrices (1.24)-(1.26).
Differentiate (1.30) by t′ℓ, then using Lemma 5.1 of this paper, we obtain the Sato equation
of this BKP hierarchy. Fix n ∈ Z, let ∂ = ∂
∂t1
and let
N(ℓ, ∂) = diag (−(−∂)ℓ, 0, ∂ℓ),
K(∂) = T+(n, t, ∂)−1P+(n, t, ∂) =
∑∞
j=0K
(j)∂−j ,
then K
(j)
i2 = 0 for i = 1, 2, 3 and j = 1, 2, . . . . One finds the following Sato equation:
∂K(∂)
∂tℓ
= −(K(∂)N(ℓ, ∂)K(∂)−1S(∂))+S(∂)−1K(∂). (1.31)
We now return to equation (1.23) and rewrite it into a generating series of Hirota bilinear
equations. Make the same change of variables as before, viz. (1.10) and use the elementary
Schur functions defined by (1.13). Then (1.23) is equivalent to
1
2
((−)n+m − 1)τn(s + t)τm(t− s) +
∞∑
j=0
Pj(2s)Pj+n−m−1(− ∂˜
∂s
)τn−1(s+ t)τm+1(t− s) +
Pj(−2s)Pj+m−n−1( ∂˜
∂s
)τn+1(s+ t)τm−1(t− s) = 0. (1.32)
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Using Taylor’s formula this turns into the following generating series of Hirota bilinear
equations:
1
2
((−)n+m − 1)e
∑∞
r=1
srDrτn · τm +
∞∑
j=0
Pj(2s)Pj+n−m−1(−D˜)e
∑∞
r=1
srDrτn−1 · τm+1 +
Pj(−2s)Pj+m−n−1(D˜)e
∑∞
r=1
srDrτn+1 · τm−1 = 0. (1.33)
The simplest Hirota bilinear equations of the charged BKP hierarchy, appear in the con-
stant term when we take m− n = 3 and 4 (m− n = 0, 1, 2 give trivial equations):
(D21 +D2)τn+1 · τn+2 = 2τnτn+3,
(D31 + 3D1D2 + 2D3)τn · τn+2 = 0.
(1.34)
The coefficient of s3 with n−m = 2 gives:
(D41 − 4D1D3 + 3D22)τn · τn = 24τn+2τn−2. (1.35)
Another BKP hierarchy, which is natural to call the neutral BKP hierarchy, was introduced
in [4]. It uses neutral fermions and the neutral boson-fermion correspondence (cf. §3.2 of
the present paper).
In this paper we consider the general situation of n charged fermions and n′ neutral
fermions. Using the multicomponent boson-fermion correspondence we derive the general
multicomponent BKP and DKP hierarchies in the form of a system of Hirota bilinear
equations and in the form of bilinear equations on the wave functions (§§3 and 4). Note
that though the BKP hierarchy in the fermionic picture is always the same (eq. (1.18)),
different bosonizations (depending of the choice of the multicomcponent fermions) produce
quite different hierarchies of partial differential equations.
As in the case of the n-component KP hierarchy (see [11]) we go on to develop the formal-
ism of Sato and Lax equations for the multicomponent BKP hierarchies (§5). In conclusion
we derive a OSASM-type formula (§6), using the method of [19] (see also [11]).
2 Geometry of spinors
Let V be a vector space with a symmetric bilinear form (·, ·). We shall assume for simplicity
that V is at most countable dimensional. Given a non-isotropic vector α (i.e. (α,α) 6= 0),
the associated reflection rα is defined by
rα(v) = v − 2(α, v)
(α,α)
α.
We denote by O(V ) the group generated by all −rα and by SO(V ) its subgroup consisting
of products of an even number of reflections.
Let Cℓ V be the associated Clifford algebra, that is the quotient of the tensor algebra over
V by the ideal generated by relations
uv + vu = (u, v)1, where u, v ∈ V. (2.1)
If {vi}i∈J is a basis of V indexed by an ordered set, then the elements
vi1vi2 . . . vis with i1 < i2 < . . . < is, s ∈ Z+, (2.2)
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form a basis of Cℓ V . We have a Z/2Z-gradation
Cℓ V = Cℓ0V ⊕ Cℓ1V
where CℓνV (ν ∈ Z/2Z) is spanned by all products of the form (2.2) with s ≡ ν mod 2.
Here and further we identify V with its image in Cℓ V .
Let (Cℓ V )× denote the multiplicative group of invertible elements of the algebra Cℓ V .
We denote by Pin V the subgroup of (Cℓ V )× generated by all the elements a such that
aV a−1 = V and let Spin V = Pin V ∩ Cℓ0V .
If α ∈ V is a non-isotropic vector, then, by (2.1):
α−1 =
2α
(α,α)
, (2.3)
hence α ∈ (Cℓ V )×. From (2.1) and (2.3) we obtain
αvα−1 = −rα(v), (2.4)
hence α ∈ Pin V . We have a homomorphism T : Pin V → O(V ), g 7→ Tg defined by
(v ∈ V ):
Tg(v) = gvg
−1 ∈ V.
Let U be a subspace of C1 + V . Let
F (V,U) = Cℓ V/(Cℓ V )U
and let |0〉 denote the image of 1 in F (V,U). The space F (V,U) caries a structure of a
Cℓ V -module induced by left multiplication. This module restricted to Pin V is called a
spin module of the group Pin V .
Consider the special case when V has a basis {vi}i∈Z such that
(vi, vj) = δi,−j i, j ∈ Z. (2.5)
Then U0 :=
∑
j<0Cvj is a maximal isotropic subspace of the space V . Let
U = U0 + C(1 +
√
2v0)
and consider the Cℓ V -module F := F (V,U). Note that
v0|0〉 = − 1√
2
|0〉 and vj|0〉 = 0 if j < 0.
Let
V ′ = {w ∈ V 0 | (w, v0) = 0}. (2.6)
Then Cℓ V ′ is a subalgebra of Cℓ V (it is actually the centralizer of v0) and Pin V ′, Spin
V ′ are subgroups of Pin V and Spin V . The Spin V ′-module F decomposes in the direct
sum of submodules F0 and F1, called half spin modules, defined by
Fν = {f ∈ F | −
√
2v0f = (−)νf}.
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The Cℓ V - (resp. Cℓ V ′-)module F is called the spin module of type B (resp. D).
Given f ∈ F , let
Ann f = {v ∈ V | vf = 0}.
If moreover f ∈ Fν , then
Ann f = {v ∈ V ′ | vf = 0}.
Recall that we have the vacuum vector |0〉 ∈ F characterized (up to a constant factor)
among the vectors of F by the property that Ann |0〉 = U0. Let |1〉 = v1|0〉 ∈ F1. Note
that |1〉 is characterized by the property that Ann |1〉 = rv1+v−1(U0).
Remark 2.1 It is clear that the Cℓ0V -module F is irreducible. The Cℓ0V
′-modules F0
and F1 are also irreducible and moreover inequivalent. The same holds with Cℓ0V (resp.
Cℓ0V
′) replaced by Spin V (resp. Spin V ′).
Introduce the following operators on the space F ⊗ F :
S′ =
∑
06=j∈Z
vj ⊗ v−j and S = v0 ⊗ v0 + S′. (2.7)
Since vj |0〉 = vj |1〉 = 0 for j < −1, v−1|0〉 = v1|1〉 = 0 and v0|0〉 = − 1√2 |0〉, v0|1〉 =
1√
2
|1〉
we find (ǫ = 0 or 1):
S′(|ǫ〉 ⊗ |ǫ〉) = 0,
S(|0〉 ⊗ |0〉) = 12 |0〉 ⊗ |0〉,
S′(|0〉 ⊗ |1〉) = |1〉 ⊗ |0〉,
S′(|1〉 ⊗ |0〉) = |0〉 ⊗ |1〉.
(2.8)
Lemma 2.1 The operator S (resp. S′) commutes with the diagonal action of the group
Pin V (resp. Pin V ′) on F ⊗ F .
Proof. For a ∈ Pin V we have
(a⊗ a)S(a−1 ⊗ a−1) =
∑
j∈Z
Ta(vj)⊗ Ta(v−j)
=
∑
i∈Z
∑
j,k∈Z
aijvj ⊗ a−ikvk =
∑
i,j,k∈Z
aija−ikvj ⊗ vk =
∑
j∈Z
vj ⊗ v−j,
since
∑
i aija−ik = δj,−k (because Ta ∈ O(V )). The proof for S′ is analogous. 
Let (ν = 0, 1):
O = Spin V |0〉 and Oν = Spin V ′|ν〉
be the orbit of the vector |0〉 (resp. |ν〉) under the action of the group Spin V (resp. Spin
V ′). Then clearly Pin V |0〉 = O and Pin V ′|ν〉 = O0 ∪O1.
Lemma 2.2 If τ ∈ O (resp. τ ∈ Oν) and α ∈ V (resp. α ∈ V ′), then ατ ∈ O∪{0} (resp.
ατ ∈ Oν+1 ∪ {0}).
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Proof. For simplicity we consider only the case τ ∈ Oν . If α is non-isotropic then
ατ ∈ Oν+1 by definition. If (α,α) = 0 and α ∈ (resp. 6∈) Ann |ν〉, then α|ν〉 = 0
(resp. there exists a u ∈ Ann |ν〉 such that (α, u) 6= 0, so that α + u is non-isotropic,
hence α|ν >= (α + u)|ν〉 ∈ Oν+1). Since for some g ∈ Spin V ′, τ = g|ν〉 we have
ατ = g(g−1αg)|ν〉 = g(Tg−1(α))|ν〉 ∈ g(Oν+1 ∪ {0}) ⊂ Oν+1 ∪ {0}. 
For k ∈ Z, let Uk =
∑
j<−k Cvj. Introduce the Grassmannians Gr and Gr′ as the sets of
all maximal isotropic subspaces W of V , respectively V ′, such that W ⊃ Uk for k >> 0.
Remark 2.2 For any τ ∈ O (resp. τ ∈ Oν) we have
Ann τ ∈ Gr (resp. Ann τ ∈ Gr′).
Indeed this is clear if τ = |0〉 (resp. τ = |ν〉), and for g ∈ Spin V (g ∈ Spin V ′) we have
Ann gτ = Tg(Ann τ). (2.9)
Lemma 2.3 (a) The group SO(V ) (resp. SO(V ′)) is the group of all orthogonal trans-
formations A of the space V (resp. V ′) such that the matrix A− I has only finitely
many non-zero entries and detA = 1.
(b) The homomorphisms T : Pin V → O(V ), T : PinV ′ → O(V ′), T : Spin V → SO(V )
and T : Spin V ′ → SO(V ′) are surjective.
(c) The group O(V ) (resp. O(V ′)) acts transitively on Gr (resp. Gr′).
Proof. Let Uk =
∑
06=|j|≤k
Cvj and V
k = Uk + Cv0. It is well-known that the group of all
orthogonal transformations of Uk and V k is generated by reflections. This proves (a). (b)
follows from (2.4) and the fact that O(Uk) and O(V k) is generated by reflections.
(c): If W ∈ Gr (resp. Gr′), then W =W ′+Uk for k >> 0, where W ′ ⊂ V k (resp. ⊂ Uk).
Now (c) follows from the well-known fact that O(V k) resp. O(Uk) acts transitively on the
set of maximal isotropic subspaces. 
Corollary 2.1 The group SO(V ) acts transitively on Gr. The group SO(V ′) has two
orbits on Gr′, that of U0 and of U ′0 = rv1+v−1(U0).
Corollary 2.2 Let τ ∈ F (resp. τ ∈ Fν). Then Ann τ is a maximal isotropic subspace
in V (resp. V ′) if and only if τ ∈ O (resp. τ ∈ Oν).
Proof. Suppose that Ann τ is maximal isotropic, then it lies in Gr (resp. Gr′). Using
corollary 2.1, we may find a g ∈ SO(V ) (resp. SO(V ′)) such that gAnn τ = U0 (resp. = U0
or U ′0). Taking g˜ ∈ Spin V (resp. ∈ Spin V ′), a preimage of g, we see that Ann g˜τ = U0
(resp. = U0 or U
′
0) by (2.9). It follows that, up to a constant, g˜τ = |0〉 (resp. |0〉 or |1〉).

We can now prove Theorem 1.2 stated in the Introduction, where S and S′ are given by
(2.7).
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Proof of Theorem 1.2. We only give the proof of (a). The proof of (b) is completely
analogous.
Since S commutes with the diagonal action of the group SpinV (see Lemma 2.1) and since
the second equation of (2.8) holds for τ = |0〉, any τ ∈ O satisfies (1.18).
For the converse, we introduce a gradation on F by letting
deg |0〉 = 0 deg vi = i.
Write τ =
N∑
k=1
ckτk, where any τk is a simple vector
τk = vj1vj2 . . . vjp |0〉 j1 > j2 > . . . > jp > 0.
We can of course reorder and rescale in such a way that τ1 will be of maximal degree and
c1 = 1. If among the τk with k > 1 there exists a τℓ of the form
τℓ = vivjτ1 with i+ j < 0, (2.10)
we can remove this term by replacing τ by (1− cℓvivj)τ , which again satisfies (1.18). Such
1− cvivj ∈ Spin V for any c ∈ C and i+ j 6= 0. Repeating this procedure a finite number
of times we obtain an element of the form τ1 + ϕ (ϕ =
N∑
k=2
ckτk) where none of the simple
vectors τk appearing in ϕ is equal for τ1, or is of the form (2.10). Since τ1 is a simple
vector, which by Lemma 2.3 lies in O, τ1 must satisfy (1.18). Hence τ1 and ϕ satisfy:
∑
j∈Z
vjϕ⊗ v−jτ1 + vjτ1 ⊗ v−jϕ+ vjϕ⊗ v−jϕ = 1
2
(ϕ⊗ τ1 + τ1 ⊗ ϕ+ ϕ⊗ ϕ).
If ϕ is non-zero, then (since ϕ does not contain a simple vector proportional to τ1) there
exists a j 6= 0 such that vjτ1⊗ v−jϕ 6= 0. Then vjτ1 must be equal to either (1) λv−iτℓ for
some −i > j, (2) λτℓ for some ℓ > 1 or to (3) λτ1, where for all 3 cases λ ∈ C×. Clearly
(3) is impossible and (1) and (2) are also not possible since τℓ is not of the form (2.10)
(where i = 0 for case (2)). Hence ϕ = 0 and τ = τ1 is a simple vector, which by Lemma
2.3 lies in O. 
Equation (1.18) (resp. (1.19) is called the BKP (resp. DKP) hierarchy because the group
SO(V ) (resp. SO(V ′)) is of B (resp. D) type and because after bosonization this equation
becomes a hierarchy of PDE’s similar to the n-component KP hierarchy (cf. Introduction).
Let, for g ∈ SpinV ′, τν = g|ν〉 and τµ = g|µ〉, where ν, µ = 0 or 1 and µ 6= ν. Then by
Lemma 2.2 and the third and fourth equation of (2.8), τν and τµ satisfy the Modified DKP
hierarchy (see 1.20)
S′(τν ⊗ τµ) = τµ ⊗ τν.
It has the following geometrical interpretation.
Theorem 2.1 Elements τν ∈ Oν , τµ ∈ Oµ, µ 6= ν, satisfy the Modified DKP hierarchy if
and only if the space
(Ann τ0 +Ann τ1)/(Ann τ0 ∩Ann τ1)
is 2-dimensional and the induced bilinear form on it is non-degenerate.
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Proof. Without loss of generality we may assume that ν = 1 and µ = 0 and that τµ = |0〉.
Suppose first that (1.20) holds, then∑
j<0
vjτ1 ⊗ v−j|0〉 = |0〉 ⊗ τ1.
Since all v−j|0〉 for j < 0 are linearly independent, we conclude that (
∑
j<0
ajvj)τ1 = |0〉.
Hence there exists an isotropic vector w0 ∈ V ′ such that |0〉 = w0τ1. Now notice that
w0|0〉 = w20τ1 = 12(w0, w0)τ1 = 0. Because of the symmetry of the equation (1.20), there
also exists an isotropic vector w1 ∈ V ′ such that τ1 = w1|0〉. Hence
|0〉 = w0w1|0〉 = ((w0, w1)− w1w0)|0〉 = (w0, w1)|0〉
and therefore (w0, w1) = 1. This leads to the statement of the theorem about the annihi-
lator spaces of τ0 and τ1.
Conversely,assume that τ1 = w1τ0 for some isotropic vector w1 ∈ V ′. Then∑
06=i∈Z
viτ1 ⊗ v−iτ0 =
∑
06=i∈Z
viw1τ0 ⊗ v−iτ0
=
∑
06=i∈Z
(vi, w1)− w1viτ0 ⊗ v−iτ0
= τ0 ⊗ w1τ0 − (w1 ⊗ 1)S′(τ0 ⊗ τ0)
= τ0 ⊗ τ1,
since τ0 satisfies (1.19). 
Let τ ∈ O, we split up τ as τ = τ0 + τ1, where τν ∈ Fν (recall that Fν are eigenspaces for
−√2v0). We now rewrite (1.18):
S′((τ0 + τ1)⊗ (τ0 + τ1)) + v0(τ0 + τ1)⊗ v0(τ0 + τ1) = 1
2
(τ0 + τ1)⊗ (τ0 + τ1).
(2.11)
The left-hand side of this equation is equal to
S′((τ0 + τ1)⊗ (τ0 + τ1)) + 1
2
(τ0 − τ1)⊗ (τ0 − τ1).
Hence, (2.11) splits up into 4 separate equations:
S′(τν ⊗ τν) = 0 (ν = 0 or 1),
S′(τ0 ⊗ τ1) = τ1 ⊗ τ0,
S′(τ1 ⊗ τ0) = τ0 ⊗ τ1,
(2.12)
which are exactly the equations of the DKP and Modified DKP-hierarchy (1.19) and (1.20).
Hence we have proved Theorem 1.3, stated in the Introduction (where S and S′ are given
by (2.7)).
So we conclude that the fermionic BKP hierarchy contains the DKP hierarchy and the
modified DKP hierarchy. We will now show that it also contains the KP hierarchy and
modified KP hierarchy as well. We split up in some way the maximal isotropic subspace
U0 into two infinite dimensional subspaces U
±
0 :
U0 = U
+
0 ⊕ U−0 .
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Choose bases {v±−i}i∈Z++ 12 of U
±
0 and include these bases in a basis of V by adding vectors
{v∓i }i∈Z++ 12 and v0 such that
(v±i , v
±
j ) = 0, (v
±
i , v
∓
j ) = δi,−j, (v
±
i , v0) = 0, (v0, v0) = 1.
We will assume from now on that we have chosen these bases in such a way that
v+1
2
|0〉 = v1|0〉.
The Grassmannian Gr (resp. Gr′) translates in this picture to the set of all maximal
isotropic subspaces W ⊂ V (resp. ⊂ V ′) such that Uk ⊂ W for k >> 0 , where Uk =
U+k ⊕ U−k and U±k =
∑
j<−k Cv
±
j .
Define
V ± =
∑
j∈Z+ 1
2
Cv±j ,
so that V = V + + Cv0 + V
−. Consider the subgroup Spin V of Spin V generated by all
elements of the form 1 + av+i v
−
j , a ∈ C. It preserves each of the subspaces V + and V −
and we have the induced isomorphisms Spin V →˜GL, where GL is the subgroup of SO(V ),
consisting of all elements g ∈ SO(V ) such that g(V ±) = V ±.
Lemma 2.4 Let g ∈ GL be such that
gv+j =
∑
i∈Z+ 1
2
Aijv
+
i
and let A = (Aij)i,j∈Z+ 1
2
and A−1 = (Bij)i,j∈Z+ 1
2
. Then
gv−j =
∑
i∈Z+ 1
2
B−jiv−−i
and
gv0 = v0.
Proof. Suppose that gv−ℓ =
∑
k B−ℓ,kv
−
−k, then it follows from
δj,−ℓ = (v+j , v
−
ℓ ) = (
∑
iAijv
+
i , B−ℓkv
−
−k)
=
∑
iAijB−ℓ,i
that B = A−1. Since g ∈ SO(V ), gv0 = v0. 
In order to describe the group orbits of Spin V , we introduce the restricted Grassmannian
Gr =
⋃
ℓ∈Z
Gr
(ℓ)
,
where Gr
(ℓ)
is the set of all maximal isotropic subspaces W ⊂ V ′ ⊂ V such that W =
W+ ⊕W− with U±k ⊂ W± ⊂ V ± for k >> 0 and dim(W+/U+k ) − dim(W−/U−k ) = 2ℓ.
We will call ℓ the charge of Gr
(ℓ)
. Notice that, since W is maximal isotropic,
W− = (W+)⊥ ∩ V −. (2.13)
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Hence W+ determines W .
We decompose the space F into charge sectors as follows. Define
charge |0〉 = 0, charge v±j = ±1, charge v0 = 0,
and let
F =
⊕
k∈Z
Fk, where Fk = {f ∈ F | charge f = k}.
Since charge (1 + av+i v
−
j ) = 0, Spin V leaves all spaces Fk invariant.
Define the following vectors in Fk:
|k〉 =


v+
k− 1
2
v+
k− 3
2
. . . v+1
2
|0〉 for k ≥ 0,
v−−k− 1
2
v−−k− 3
2
. . . v−1
2
|0〉 for k < 0.
One has
Ann |k >=
∑
j<k
Cv+j +
∑
j>k
Cv−−j, (2.14)
and clearly Ann |k〉 ∈ Gr(k).
Lemma 2.5 The group GL acts transitively on Gr
(ℓ)
for any ℓ ∈ Z.
Proof. Let W ∈ Gr(ℓ), then by (2.13) W =W+ ⊕ ((W+)⊥ ∩ V −), hence W+ determines
W . Now choose a basis wℓ− 1
2
, wℓ− 3
2
, . . . of W+ in such a way that wℓ−p = v+ℓ−p for p >> 0.
Clearly there exists an invertible matrix A = (Aij)i,j∈Z 1
2
such that wj =
∑
iAijv
+
i . Hence
by lemma (2.4), this A determines a unique g ∈ GL such that g(∑j<ℓCv+j ) =W+. Thus
g(Ann |ℓ〉) =W . 
We express the operator S in terms of the new basis
S = v0 ⊗ v0 +
∑
j∈Z+ 1
2
v+j ⊗ v−−j + v−j ⊗ v+−j.
We split this operator as follows
S = S0 + S+ + S− with
S0 = v0 ⊗ v0 and S± =
∑
j∈Z+ 1
2
v±j ⊗ v∓−j.
It is straightforward to check that for k, ℓ ∈ Z, with ℓ ≥ 0, one has
S0(|k + ℓ〉 ⊗ |k〉) = (−)
ℓ
2
|k + ℓ〉 ⊗ |k〉,
S+(|k + ℓ〉 ⊗ |k〉) = S−(|k〉 ⊗ |k + ℓ〉) = 0,
(S+)ℓ(|k〉 ⊗ |k + ℓ〉) = (−) ℓ(ℓ−1)2 ℓ!|k + ℓ〉 ⊗ |k〉,
(S−)ℓ(|k + ℓ〉 ⊗ |k〉) = (−) ℓ(ℓ−1)2 ℓ!|k〉 ⊗ |k + ℓ〉,
(S+)ℓ+1(|k〉 ⊗ |k + ℓ〉) = (S−)ℓ+1(|k + ℓ〉 ⊗ |k〉) = 0.
(2.15)
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By Lemma 2.1, S commutes with the diagonal action of Pin V . Since for any g ∈
Spin V , Tg(V
±) = V ± and Tg(v0) = v0, we deduce that S0, S+ and S− separately com-
mute with the diagonal action of SpinV . Denote by Ok the Spin V group orbit of |k〉.
Let g ∈ Spin V and let τk = g|k〉 for all k ∈ Z, then since (2.15) holds one has for
k, ℓ ∈ Z ℓ ≥ 0:
S0(τk+ℓ ⊗ τk) = (−)
ℓ
2
τk+ℓ ⊗ τk,
S+(τk+ℓ ⊗ τk) = S−(τk ⊗ τk+ℓ) = 0,
(S+)ℓ(τk ⊗ τk+ℓ) = (−)
ℓ(ℓ−1)
2 ℓ!(τk+ℓ ⊗ τk),
(S−)ℓ(τk+ℓ ⊗ τk) = (−)
ℓ(ℓ−1)
2 ℓ!τk ⊗ τk+ℓ,
(S+)ℓ+1(τk ⊗ τk+ℓ) = (S−)ℓ+1(τk+ℓ ⊗ τk) = 0.
(2.16)
The second equation of (2.16) is called the ℓ-th modified KP hierarchy; the 0-th modified
KP hierarchy is also known as the KP hierarchy.
Theorem 2.2 Let τk ∈ Fk, k ∈ Z. Then τk ∈ Ok if and only if τk satisfies the KP
hierarchy, i.e., satisfies the second equation of (2.16) for ℓ = 0.
The proof of this Theorem is similar to the proof of theorem 1.2. For a proof see [10].
Theorem 2.3 Let k ∈ Z, ℓ ∈ Z+, τk ∈ Ok and τk+ℓ ∈ Ok+ℓ, then one has the following 6
equivalent formulations of the ℓ-th modified KP hierarchy.
(a) S+(τk+ℓ ⊗ τk) = 0,
(b) S−(τk ⊗ τk+ℓ) = 0,
(c) (S+)ℓ(τk ⊗ τk+ℓ) = (−)
ℓ(ℓ−1)
2 ℓ! τk+ℓ ⊗ τk,
(d) (S−)ℓ(τk+ℓ ⊗ τk) = (−)
ℓ(ℓ−1)
2 ℓ! τk ⊗ τk+ℓ,
(e) Ann τk ∩ V + ⊂ Ann τk+ℓ ∩ V +,
(f) Ann τk+ℓ ∩ V − ⊂ Ann τk ∩ V −.
Proof. The equivalences (a) ⇔ (b), (c) ⇔ (d) and (e) ⇔ (f) are obvious. Without loss
of generality we may assume from now on in this proof that τk = |k〉.
First assume (a) holds; since τk = |k〉 one has∑
i<k
v+i τk+ℓ ⊗ v−−i|k〉 = 0.
Hence, v+i τk+ℓ = 0 for all i < k, so (e) holds:
Ann |k〉 ∩ V + ⊂ Ann τk+ℓ ∩ V +.
Now suppose (e) holds, then∑
i∈ 1
2
+Z
v+i τk+ℓ ⊗ |k〉 =
∑
i<k
v+i τk+ℓ ⊗ v−−i|k〉,
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but this is equal to 0 since all v+i ∈ Ann |k〉 for i < k and by (e) also v+i ∈ Ann τk+ℓ for
i < k. This proves the equivalence (a) ⇔ (e).
Next assume that (c) holds, which is equivalent to
∑
i1>i2>...>iℓ>k
v+i1 . . . v
+
iℓ
|k〉 ⊗ v−−i1 . . . v−−iℓτk+ℓ = (−)
ℓ(ℓ−1)
2 τk+ℓ ⊗ |k〉.
Since all v+i1 . . . v
+
iℓ
|k〉 are linearly independent we find that
τk+ℓ =
∑
i1>i2>...iℓ>k
µi1,...iℓv
+
i1
v+i2 . . . v
+
iℓ
|k〉.
From which one deduces that
Ann |k〉 ∩ V + ⊂ Ann τk+ℓ ∩ V +.
Hence (c) implies (e).
Now assume that (e) holds; one has
Ann τk+ℓ ∩ V + = (Ann |k〉 ∩ V +)∪ < w+1 , w+2 , . . . , w+ℓ >
for certain w+i ∈ V + w+i 6∈ Ann |k〉, 1 ≤ i ≤ ℓ.
Without loss of generality we may assume that τk+ℓ = w
+
1 w
+
2 . . . w
+
ℓ |k〉, so
(S+)ℓ(|k〉 ⊗ τk+ℓ) =
∑
i1,... ,iℓ∈Z+ 12
v+i1 . . . v
+
iℓ
|k〉 ⊗ v−i1 . . . v−−iℓw+1 . . . w+ℓ |k〉
=
∑
i1,... ,iℓ∈Z+ 12
∑
σ∈Sℓ
(−) ℓ(ℓ−1)2 (−)sign(σ)(v−−i1 , w+σ(i1))×
(v−−i2 , w
+
σ(i2)
) . . . (v−−iℓ , w
+
σ(iℓ)
)v+i1v
+
i2
. . . v+iℓ |k〉 ⊗ |k〉
= (−) ℓ(ℓ−1)2 ℓ! w+1 w+2 . . . w+ℓ |k〉 ⊗ |k〉
= (−) ℓ(ℓ−1)2 ℓ! τk+ℓ ⊗ |k〉.
Hence (e) implies (c). 
Since |1〉 = v1|0〉 = v+1
2
|0〉, we find that |k〉 ∈ F
k
(here, as before, k = k mod 2). Now
Ann |k〉 is an element of Gr and Gr′ hence |k〉 ∈ O and |k〉 ∈ O
k
. Therefore one has the
following
Proposition 2.1 Let τk ∈ Fk, τk+1 ∈ Fk+1 (so that τk ∈ Fk and τk+1 ∈ Fk+1). Then:
(a) τk satisfies the KP hierarchy if and only if it satisfies the DKP hierarchy.
(b) τk and τk+1 satisfy the first modified KP hierarchy if and only if they satisfy the
modified DKP hierarchy.
(c) τk and τk+1 satisfy the KP hierarchy and the first modified KP hierarchy, if and only
if τk + τk+1 satisfies the BKP hierarchy.
The proof is straightforward.
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3 Orthogonal multicomponent boson-fermion correspondence
Using a bosonization one can rewrite (1.18), (1.20) and (2.16) as a system of partial
differential equations. There are however many different bosonizations. In this paper we
will consider several possibilities. The simplest one is given in the introduction.
3.1 n-component charged fermions and D(1)n
In this section we will explain the n-component generalization of the classical boson-
fermion correspondence, which was described in detail in the Introduction.
Choose bases
{ψai }i∈Z+ 1
2
, where a = 1, 2, . . . , n, of V ± such that ψ±ai ∈ U0for i > 0 and
(ψai , ψ
b
j) = δa,−bδi,−j . (3.1)
Define the fermionic fields (a ∈ Z, 0 < |a| ≤ n):
ψa(z) =
∑
i∈ 1
2
+Z
ψai z
−i− 1
2 . (3.2)
Then one has the following commutation relations:
[ψa(y), ψb(z)]+ = δa,−bδ(y − z). (3.3)
We let
eab(z) =
∑
m∈Z
eabmz
−m−1 =: ψa(z)ψb(z) :
where the normal ordering is defined as in the introduction.
It is immedate that
eabm = −ebam hence eaam = 0.
Using Wick’s formula, it is straightforward to check that the operators eabm form a repre-
sentation in F of the affine Kac-Moody algbera D
(1)
n of level 1 [7]:
[eab(y), ecd(z)] = (δb,−cead(z) + δb,−decd(z)− δa,−cebd(z)− δa,−decb(z))δ(y − z)
+ (δa,−dδb,−c − δa,−cδb,−d)δ′z(y − z).
The Lie algebra D
(1)
n acts on the Clifford algebra via the adjoint representation
[eab(y), ψc(z)] = (δb,−cψa(z)− δa,−cψb(z))δ(y − z).
Let αa(z) = ea,−a(z), then we have :
[ψa(y), αb(z)] = −s(a)δ|a|,bψa(z)δ(y − z),
[αa(y), αb(z)] = δa,bδ
′
z(y − z),
(3.4)
in particular, the αam form an oscillator algebra. Here and further we let s(a) = a/|a|.
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The charge operator α0 of the previous section is now α0 =
n∑
a=1
αa0. Again it is possible to
express the fermionic fields in terms of the oscillator algebra. However in the n-component
case we need n additional operators Qa(a = 1, 2, . . . , n) on F defined (uniquely) by
Qa|0〉 = ψa− 1
2
|0〉,
Qaψ
b
k = (−)1−δa,|b|ψbk−s(b)δa,|b|Qa.
They satisfy the following commutation relations
QaQb = −QbQa if a 6= b,
[αak, Qb] = δabδk,0Qb,
Qav0 = −v0Qa..
As in the 1-component case one has
Theorem 3.1 ( [17])
ψa(z) = Qs(a)a z
s(a)αa0 exp(−s(a)
∑
k<0
αak
k
z−k) exp(−s(a)
∑
k>0
αak
k
z−k). (3.5)
We can now describe the n-component charged (or untwisted) boson-fermion correspon-
dence. Let L be the root lattice of type Bn, i.e., L is a lattice with basis δa(1 ≤ q ≤ n)
over Z and symmetric bilinear form (δi|δj) = δij . Let
ǫij =
{
−1 if i > j,
1 if i ≤ j. (3.6)
Define a bimultiplicative function ǫ : L× L→ {±1} by letting
ǫ(δi, δj) = ǫij. (3.7)
Let δ = δ1 + δ2 + . . . + δn and set M = {γ ∈ L|(δ|γ) = 0} and N = {γ ∈ L|(δ|γ) ∈ 2Z}.
Then M (resp. N) is the root lattice of An−1 (resp. Dn). Consider the vector space Cǫ[L]
with basis eγ , γ ∈ L, and the following twisted group algebra product
eαeβ = ǫ(α, β)eα+β .
In the 1-component case q = e
δ 1
2 . Let C[x] be the space of polynomials in the indetermi-
nates t = {t(a)k }, k = 1, 2, . . . , a = 12 , 32 , . . . , n − 12 . Define B = C[t] ⊗C Cǫ[L], the tensor
product of algebras. Then the n-component boson-fermion correspondence is the vector
space isomorphism
σ : F→˜B
given by
σ(αa1−m1α
a2−m2 . . . α
as−msQ
k 1
2
1
2
Q
k 3
2
3
2
. . . Q
k
n− 1
2
n− 1
2
|0〉) =
m1m2 . . . mst
(a1)
m1 t
(a2)
m2 . . . t
(as)
ms ⊗ e
k 1
2
δ 1
2
+k 3
2
δ 3
2
+...+k
n− 1
2
δ
n− 1
2
(3.8)
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The transported charge is then as follows
charge (p(t)⊗ eγ) = (δ | γ).
We denote the transported charge decomposition by
B =
⊕
m∈Z
Bm.
Notice that one has the following isomorphism
σ(Fν) =
⊕
m∈ν+2Z
Bm.
The transported action of the operators is as follows
σαa−mσ−1(p(t)⊗ eγ) = mt(a)m p(t)⊗ eγ ,
σαamσ
−1(p(t)⊗ eγ) = ∂p(t)
∂t
(a)
m
⊗ eγ ,
σαa0σ
−1(p(t)⊗ eγ) = (δa | γ)p(t)⊗ eγ ,
σQaσ
−1(p(t)⊗ eγ) = ǫ(δa, γ)p(t) ⊗ eγ+δa ,
(3.9)
so σQaσ
−1 = es(a)δa . Introduce for α ∈ L the operator Zα on B:
zα((p(t)⊗ eγ) = z(α|γ)p(t)⊗ eγ . (3.10)
Then
σψa(z)σ−1 = es(a)δazs(a)δaes(a)ξa(t,z)e−s(a)ηa(t,z), (3.11)
where
ξa(t, x) =
∞∑
i=1
t
(a)
i z
i and ηa(t, z) =
∞∑
i=1
1
i
∂
∂t
(a)
i
z−i. (3.12)
3.2 1-component neutral fermions
Here we recall the classical neutral boson-fermion correspondence. Let Let {ψi}i∈Z be a
basis of V such that
(ψi, ψj) = (−)iδi,−j
and ψi with i > 0 lie in U0. Define the generating series
ψ(z) =
∑
j∈Z
ψjz
−j.
Then we have:
[ψ(y), ψ(−z)]+ = zδ(y + z). (3.13)
Let ψ(z)+ =
∑∞
i=0 ψ−izi and ψ(z)− = ψ(z) − ψ(z)+. Define
α(z) =
∑
k∈2Z+1
αkz
−k−1 =: ψ(z)
ψ(−z)
z
:= ψ(z)+
ψ(−z)
z
− ψ(−z)
z
ψ(z)−.
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Then it is straightforward to check (using Wick’s formula) that:
[ψ(y), α(z)] = ψ(−z)δ(y + z)− ψ(z)δ(y − z),
[α(y), α(z)] = δ′z(y − z)− δ′z(y + z),
(3.14)
which means that (m ∈ 2Z+ 1, n ∈ Z):
[αm, ψn] = 2ψn−m,
[αm, αn] = 2mδm,−n.
The αm form a twisted oscillator algebra. There is no charge operator α0, therefore the
elements ψi from the Clifford algebra are called neutral fermions. In this case it is possible
to express the fermions completely in terms of the oscillator algebra.
Theorem 3.2 ( [4])
ψ(z) = − 1√
2
exp(−
∑
k<0,odd
αk
k
z−k) exp(−
∑
k>0,odd
αk
k
z−k).
The neutral or twisted boson-fermion correspondece consists of identifying the space F
with the space B = C[t1, t3, t5, . . . ] via the vector space isomorphism σ : F → B given by
σ(α−m1α−m2 . . . α−ms |0〉) = m1m2 . . . mstm1tm2 . . . tms .
The transported action of the operators αm is as follows
σα−mσ−1(p(t)) = mtmp(t),
σαmσ
−1(p(t)) = 2
∂p(t)
∂tm
.
Then
σψ(z)σ−1 = −1
2
√
2eξ(t,z)e−η(t,z) where
ξ(t, z) =
∞∑
i=0
t2i+1z
2i+1 η(t, z) =
∞∑
i=0
2
2i+ 1
∂
∂t2i+1
z−2i−1.
3.3 n-component neutral fermions
In the neutral (or twisted) case we make a small distinction between n even and n odd. So
let n = 2m+ 1 if n is odd and n = 2m if n is even. We choose the following basis of V .
{ψai }i∈Z,a=0,±1,±2,...±m if n is odd,
{ψai }i∈Z,a=±1,±2,...±m ∪ {v0} if n is even,
(3.15)
such that they satisfy the following conditions
(ψai , ψ
b
j) = (−)iδa,bδi,−j,
(ψai , v0) = 0 if n is even,
ψai ∈ U0 if i > 0.
(3.16)
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Then
[ψa(y), ψb(−z)]+ = δabzδ(y + z). (3.17)
For simplicity we assume that ψ00 = v0 (if n is odd). The elements ψ
±a
0 (1 ≤ a ≤ m) are
combinations of both creation and annihilation operators. To be more precise, there exist
elements u−1, u−2, . . . , u−m ∈ U0 and u1, u2, . . . , um ∈ (U0 +Cv0)⊥ such that
(uj , ψ
a
i ) = 0 for all a and i 6= 0,
(ui, uj) = δi,−j
(3.18)
and
ψj0 =


1
2
√
2(uj + u−j) j > 0,
i
2
√
2(u−j − uj) j < 0.
(3.19)
Then
ψj0|0〉 =


1√
2
uj|0〉 j > 0,
i√
2
uj|0〉 j < 0,
− 1√
2
|0〉 j = 0.
(3.20)
As in the previous section we introduce
αa(z) =
∑
k∈2Z+1
αakz
−k−1 =: ψ(z)
ψ(−z)
z
: . (3.21)
Using (3.14) we find
[ψa(y), αb(z)] = δab(ψ(−z)δ(y + z)− ψ(z)δ(y − z)),
[αa(y), αb(z)] = δab(δ
′
z(y − z)− δ′z(y + z)).
(3.22)
The fermionic fields can be expressed in terms of the oscillators αak. However, in the
multicomponent case one needs some extra operators Qa, 0 ≤ |a| ≤ m, which are uniquely
defined by
Qaψ
b
n = −(−)δabψbnQa,
Qa|0〉 =
√
2ψa0 |0〉.
(3.23)
It is straightforward to check that
QaQb + QbQa = 2δab,
Qaα
b
m − αbmQa = 0.
Notice that the space of highest weight vectors for the oscillator algebras, i.e., f ∈ F such
that αakf = 0 for all a and k > 0 is 2
m-dimensional. It has as basis elements the set
Qk11 Q
k2
2 . . . Q
km
m |0〉 = uk11 uk22 . . . ukmm |0〉, where ki = 0 or 1.
One now has
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Theorem 3.3 ( [18])
ψa(z) =
Qa√
2
exp(−
∑
k<0,odd
αak
k
z−k) exp(−
∑
k>0,odd
αak
k
z−k). (3.24)
We will now describe the n-component neutral (or twisted) boson-fermion correspondence.
It caries the name twisted, because the expressions in Theorem 3.3 will be related to the
twisted vertex operators as described in [5], [9].
Let, as in section 2.2, L be the lattice over Z with basis δa, 1 ≤ a ≤ m and symmetric
bilinear form (δa|δb) = δab. Let δ = δ1 + δ2 + . . . + δm and let ǫ : L × L → {±1} be the
bimultiplicative function defined by (3.5), (3.6). Let K be the even sublattice with basis
2δa, 1 ≤ a ≤ m. Then ε induces a bimultiplicative function, which we also denote by
ε, on L/K. Consider the vector space Cǫ[L/K] with basis e
γ , γ ∈ L/K and the following
twisted group algebra product
eαeβ = ǫ(α, β)eα+β .
Let B = C[t]⊗CCǫ[L/K] where C[t] is the space of polynomials in the indeterminates t(a)k ,
k = 1, 3, 5, . . . , 1 ≤ a ≤ n. Then the neutral or twisted boson-fermion correspondence is
the vector space isomorphism σ : F → B
given by
σ(αa1−m1α
a2−m2 . . . α
as−msQ
k1
1 Q
k2
2 . . . Q
km
m |0〉) =
m1m2 . . . mst
(a1)
m1 t
(a2)
m2 . . . t
(as)
ms ⊗ ek1δ1+κ2δ2+...+kmδm .
One has the following isomorphism
σ(Fν) = Bν ,
where Bν are the eigenspaces of the operator 1⊗ (−1)δ , i.e. B = B0 +B1 with
Bν = {b ∈ B|1⊗ (−1)δb = (−)νb}.
The transported action of the operators is as follows (k > 0, 1 ≤ a < m, 0 ≤ |b| ≤ m):
σαb−kσ
−1(p(t)⊗ eγ) = kt(b)k p(t)⊗ eγ ,
σαbkσ
−1(p(t)⊗ eγ) = 2∂p(t)
∂t
(b)
k
⊗ eγ ,
σQaσ
−1(p(t)⊗ eγ) = ǫ(δa, γ)p(t) ⊗ eγ+δa ,
σQ−aσ−1(p(t)⊗ eγ) = i(−)(δa|γ)ǫ(δa, γ)p(t)⊗ eγ+δa ,
σQ0σ
−1(p(t)⊗ eγ) = −(−)(δ|γ)p(t)⊗ eγ .
(3.25)
From now on we omit the tensor symbol ⊗ and write as before σQaσ−1 = eδa for 0 ≤ a ≤
m. Then one has for 0 ≤ a ≤ m:
σψa(z)σ−1 =
eδa√
2
exp(ξa(t, z) exp(−ηa(t, z)),
σψ0(z)σ−1 =
−(−)δ√
2
exp(ξ0(t, z) exp(−η0(t, z)) if n is odd,
σψ−a(z)σ−1 =
ieδa√
2
(−)δa exp(ξ−a(t, z) exp(−η−a(t, z)),
(3.26)
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where
ξb(t, z) =
∞∑
k=1
t
(b)
2k−1z
2k−1 and ηb(t, z) =
∞∑
k=1
2
2k − 1
∂
∂t
(b)
2k−1
z1−2k. (3.27)
3.4 General case
The general case will be a combination of n charged fermions and n′ neutral fermions,
hence it combines the sections 3.1 and 3.3. As before we assume that n′ = 2m + 1 if n′
is odd and n′ = 2m if n′ is even. For notational convenience, we introduce three sets
CF,NF and SF (Charged, Neutral and Simple Fermions):
NF =


{0,±1,±2, . . . ,±m} if n′ is odd,
{±1,±2, . . . ,±m} if n′ is even,
CF = {±(m+ 1),±(m+ 2), . . . ,±(m+ n)},
SF =
{ {0} if n′ is even,
∅ otherwise.
We choose the basis elements ψai of V , where i ∈ 12 + Z, i ∈ Z, i = 0 for a ∈ CF,NF, SF ,
respectively. These ψai satisfy
(ψai , ψ
b
j) =


(−)iδa,bδi,−j if a ∈ NF,
δa,−bδi,−j if a ∈ CF,
δabδ0,j if a ∈ SF with i = 0.
Moreover we assume that
ψai ∈ U0 if i > 0 ψ00 = v0,
and that the ψa0 , a 6= 0, are given by (3.19), where u−1, u−2, . . . , u−m ∈ U0 and u1, u2, . . . , um ∈
(U0⊕Cv0)⊥ are linearly independent andsatisfy (3.18). Introduce the fermionic fields ψa(z)
by
ψa(z) =


∑
i∈ 1
2
+Z
ψai z
−i− 1
2 for a ∈ CF,
∑
i∈Z
ψai z
−i for a ∈ NF.
The commutators [ψa(y), ψb(z)] (resp. ψa(y)ψ
b(−z)
z
) for a ∈ CF (resp. a ∈ NF ) are given
by (3.3) (resp. (3.17)). Introduce as before the oscillator algebra
αa(z) =


∑
i∈Z
αai z
−i−1 = : ψa(z)ψ−a(z) : for a ∈ CF,∑
i∈2Z+1
αai z
−i−1 = : ψa(z)ψ
a(−1)
z
: for a ∈ NF.
Then the commutators [ψa(y), αb(z)] and [αa(y, )αb(z)] for a ∈ CF (resp. a ∈ NF ) are
given by (3.4) (resp. (3.22)).
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In order to express the fermionic fields in terms of the oscillator algebra, we have to
introduce,as before, some new operators Qa,−m ≤ a ≤ m + n, a 6= 0 and we let, for
notational convenience, that Q0 =
√
2v0 if 0 ∈ SF . These Qa are uniquely defined by
Qaψ
b
i = −ψbiQa for a 6= |b|,
Qaψ
±a
i =


ψ±a
i∓s(a)Qa for a ∈ CF,
±ψ±ai Qa for a ∈ NF,
Q0ψ
0
0 = ψ
0
0Q0,
Qa|0〉 =


ψa− 1
2
|0〉 for a ∈ CF,
ψa0 |0〉 for a 6∈ CF.
So they satisfy the following commutation relations
QaQb +QbQa = 0 for a 6= b,
Q2a = 1 if a 6∈ CF.
[αak, Qb] = δk,0δabQb
Theorem 3.4 Let a ∈ CF a > 0, b ∈ NF , then
ψ±a(z) = Q±1a z
±αa0 exp(∓
∑
k<0
αk
k
z−k) exp(∓
∑
k>0
αk
k
z−k),
ψb(z) =
Qb√
2
exp(−
∑
k<0,odd
αbk
k
z−k) exp(−
∑
k>0,odd
αbk
k
z−k).
The space of highest weight vectors for the oscillator algebra, i.e. f ∈ F such that αakf = 0
for all k > 0, has as basis the following vectors
Qk11 Q
k2
2 . . . Q
km+n
m+n |0 >,
where ki = ±1 for i = 1, 2, . . . ,m and ki ∈ Z for i = m+ 1,m+ 2, . . . ,m+ n.
In a similar way as in the previous sections we introduce the lattice L over Z with basis δa,
a = 1, 2, . . . ,m+n and symmetric bilinear form (δa|δb) = δab. Let δ = δ1+ δ2+ . . .+ δn+m
and let ǫ : L×L→ {±1} be the bimultiplicative function defined by (3.6 - 3.7). Let K be
the even sublattice of L generated by 2δa 1 ≤ a ≤ m. Then ǫ induces a bimultiplicative
function, which we also denote by ǫ, on L/K.
It will be convenient to introduce the sublattice N = N0 = {α ∈ L|(α|δ) ∈ 2Z} and let
N1 = {α ∈ L|(α|δ) ∈ 2Z + 1}. Then N/K is well defined. From now on we will use the
notation L,L0 and L1 for L/K, ,N/K,N1/K respectively. If n
′ = 0 we also introduce
Mk = {α ∈ L|(α|δ) = k},
then notice that M0 is the root lattice of sℓn. The sets L,L0 and L1 and Mk will be
related to F,F0, F1, Fk, respectively.
Let B = C[t] ⊗C Cǫ[L] where C[t] is the space of polynomials in the indeterminates t =
{t(a)k }, k = 1, 2, . . . for 0 < a ∈ CF and k = 1, 3, 5 for a ∈ NF . The orthogonal boson-
fermion correspondence is the isomorphism σ : F→˜B given by
σ(αa1−m1α
a2−m2 . . . α
as−msQ
k1
1 Q
k1
2 . . . Q
kn+m
n+m |0〉) =
m1m2 . . . mst
(a1)
m1 t
(a2)
m2 . . . t
(as)
ms e
k1δ1+k2δ2+...+kn+mδn+m .
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The transported operators are then given by (3.25) for |a| < m and (3.9) for a = m +
1, . . . ,m+ n. Then the formulas for the transported fields σψa(z)σ−1 are given by (3.26)
and (3.27) for |a| < m and (3.11) and (3.12) for a ∈ CF .
4 Multicomponent BKP and DKP hierarchies; bilinear equa-
tions for the τ-functions and the wave functions
Using the orthogonal boson-fermion correspondence, we can reformulate the BKP (1.18),
DKP (1.19), Modified DKP (1.20), KP and modified KP hierarchies (2.16) as systems of
Hirota bilinear equations. The BKP hierarchy contains all the equations of all the other
hierarchies.The DKP, KP and first modified KP hierarchies can be obtained by a reduction
of BKP when n′ is even, n′ = 0 and n′ = 0, respectively. The boson-fermion correspondece
in the n′ odd case does not allow to express the operators S′ in terms of fermionic fields.
Reduction to the KP and modified KP hierarchies are only possible for n′ = 0, since only
then it is possible to express S+ and S− in terms of the fermionic fields.
It will be convenient to make a distinction between n′ even and n′ odd. For that purpose
we introduce
ε(n′) =
{
0 if n′ is even,
1 if n′ is odd.
Observe that we can rewrite the BKP hierarchy (1.18) in terms of the fermionic fields as
follows:
Resz=0dz{(1 − ǫ(n′))ψ
0
0 ⊗ ψ00
z
+ ǫ(n′)ψ0(z) ⊗ ψ
0(−z)
z
+
m∑
a=1
(ψa(z)⊗ ψ
a(z)
−z + ψ
−a(z)⊗ ψ
−a(−z)
z
)
+
m+n∑
a=m+1
(ψa(z)⊗ ψ−a(z)− ψ−a(−z)⊗ ψa(−z))}τ ⊗ τ
= 12τ ⊗ τ.
(4.1)
We write σ(τ) =
∑
γ∈L τγ(t)e
γ , then using the orthogonal boson-fermion correspondence
of section 3.4, we rewrite (4.1) and take the coefficient of eα⊗ eβ, for every α, β ∈ L. One
thus obtains the following equation:
Resz=0dz{1−ǫ(n
′)
2z ((−)(δ|α+β) − 1)τα ⊗ τβ
+ ǫ(n
′)
2z
(
(−)(δ|α)E0(t, z)τα ⊗ (−)(δ|β)E0(t,−z)τβ − τα ⊗ τβ
)
+ 12z
m∑
a=1
ǫ(δa, α)E
a(t, z)τα−δa ⊗ ǫ(δa, β)Ea(t,−z)τβ+δa
− 12z
m∑
a=1
ǫ(δa, α)(−)(δa |α)E−a(t, z)τα+δa ⊗ ǫ(δa, β)(−)(δa |β)E−a(t, − z)τβ−δa
+
m+n∑
a=m+1
ǫ(δa, α)z
(δa |α)−1Ea+(t, z)τα−δa ⊗ ǫ(δa, β)z−(δa|β)−1Ea−(t,−z)τβ+δa
−
m+n∑
a=m+1
ǫ(δa, α)(−z)−(δa |α)−1Ea−(t, z)τα+δa ⊗ ǫ(δa, β)(−z)(δa |β)−1Ea+(t,−z)τβ−δa}
= 0.
(4.2)
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Here
Ea(t, z) = eξa(t,z)e−ηa(t,z)
= e
∞∑
k=1
t
(a)
2k−1
z2k−1
e
−
∞∑
k=1
∂
∂t
(a)
2k−1
z1−2k
2k−1
for | a |≤ m,
(4.3)
Ea±(t, z) = e±ξa(t,±z)e∓ηa(t,±z)
= e
±
∞∑
k=1
t
(a)
k
(±z)k
e
∓
∞∑
k=1
∂
∂t
(a)
k
(±z)−k
k
for a > m.
(4.4)
Further notice that τα−δa = τα+δa for | a |≤ m. Identifying C[t]⊗C[t] with C[t′, t′′], where
we write t′ (resp. t′′) for the first (resp. second) component of the tensor product. Making
the change of variables
t
(a)
k =
1
2
(t
(a)′
k + t
(a)′′
k ) s
(a)
k =
1
2
(t
(a)′
k − t(a)
′′
k ) (4.5)
(4.2) becomes:
Resz=0dz{( (−)
(δa |α+β)−1
2z +
ǫ(n′)
2z (−)(δa|α+β)(eξ0(2s,z)e−η0(s,z) − 1))×
τα(t+ s)τβ(t− s)+
+ 12z
m∑
a=1
ǫ(δa, α+ β)(e
ξa(2s,z)e−ηa(s,z) − (−)(δa|α+β)eξ−a(2s,z)e−η−a(s,z))×
τα−δa(t+ s)τα+δb(t− s)+
+
m+n∑
a=m+1
ǫ(δa, α+ β)z
(δa|α−β)−2eξa(2s,z)e−ηa(s,z)τα−δa(s+ t)τβ+δa(t− s)+
+
m+n∑
a=m+1
ǫ(δa, α+ β)z
(δa|β−α)−2e−ξ(2s,z)eηa(s,z)τα+δa(s+ t)τβ−δa(t− s)} = 0.
(4.6)
Here we have used the fact that Resz=0dzf(−z) = − Resz=0dzf(z). We can rewrite (4.6)
using elementary Schur polynomials, which are defined by (1.13):
( (−)
(δa|α+β)−1
2 +
ǫ(n′)
2 (−)(δa|α+β)(
∞∑
k=0
Pk(2s
(0))Pk(2s
(0))Pk(−2 ∂˜∂s(0) )− 1))×
τα(t+ s)τβ(t− s)+
+ 12
m∑
a=1
ǫ(δa, α+ β)
∞∑
k=0
Pk(2s
(a))Pk(−2 ∂˜∂s(a) )− (−)(δa|α+β)Pk(2s(−a))×
Pk(−2 ∂˜∂S(−a) )τα−δa(s+ t)τβ+δ(t− s)+
+
m+n∑
a=m+1
ǫ(δa, α+ β)
∞∑
k=0
Pk(2s
(a))Pk−1+(δa|α−β)(− ∂˜∂s(a) )×
τα−δa(s+ t)τβ+δa(t− s)+
+
m+n∑
a=m+1
ǫ(δa, α+ β)
∞∑
k=0
Pk(−2s(a))Pk−1+(δa|β−α)( ∂˜∂s(a) )×
τα+δa(s+ t)τβ−δa(t− s) = 0.
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where
∂˜
∂s(a)
=


( ∂
∂S
(a)
1
, 12
∂
∂S
(a)
2
, 13
∂
∂S
(a)
3
, . . . ) a > m,
( ∂
∂S
(a)
1
, 13
∂
∂S
(a)
3
, 15
∂
∂S
(a)
5
, . . . ) | a |≤ m.
Using Taylors formula we rewrite this once more:
(
(−)(δa|α+β)−1
2 +
ǫ(n′)
2 (−)(δa|α+β)
( ∞∑
k=0
Pk(2s
(0))Pk(−2 ∂˜∂u(0) )− 1
))
×
D(s, u)τα(t+ u)τβ(t− u) |u=0
+ 12
m∑
a=1
ǫ(δa, α+ β)
∞∑
k=0
Pk(2s
(a))Pk(−2 ∂˜∂u(a) )− (−)(δa|α+β)Pk(2s(−a))×
Pk(−2 ∂˜∂u(−a) )D(s, u)τα−δa(t+ u)τβ+δu(t− u) |u=0 +
+
m+n∑
a=m+1
ǫ(δa, α+ β)
∞∑
k=0
Pk(2s
(a))Pk−1+(δa|α−β)(− ∂˜∂u(a) )D(s, u)
τα−δa(t+ u)τb+δa(t− u) |u=0 +
+
m+n∑
a=m+1
ǫ(δa, α+ β)
∞∑
k=0
Pk(−2s(a))Pk−1+(δa|β−α)( ∂˜∂u(a) )D(s, u)×
τα+δa(t+ u)τβ−δa(t− u) |u=0= 0.
(4.7)
where
D(s, u) = e
m∑
a=1
∞∑
r=1
s
(a)
2r−1
∂
∂u
(a)
2r−1 e
ǫ(n′)
∞∑
r=0
S
(0)
2r−1
∂
∂u
(0)
2r−1 e
m∑
a=1
∞∑
r=1
s
(−a)
2r−1
∂
∂u
(−a)
2r−1 e
m+n∑
a=m+1
s
(a)
r
∂
∂u
(a)
r
In fact (4.7) is a generating series of Hirota bilinear equations (see the Introduction).
The equations for the DKP and modified DKP hierarchies are only given if n′ is even, so
ǫ(n′) = 0. Then the two DKP hierarchies are the set of equations for wich either α, β ∈ L0
or α, β ∈ L1. The modified DKP is the set of equations for which α ∈ L0 and β ∈ L1 (or
the other way around which gives the same set of equations). The equations for the KP
or first modified KP hierarchy appear only if n′ = m = ǫ(n′) = 0 and one assumes that
τα = 0 for all α except α ∈Mk, respectively α ∈Mk ∪Mk+1. It is straightforward to see
that for those τ ’s the equations (4.7) decouple into two sets of equations, which are in fact
equivalent by Theorem (2.3).
We wil now give the bilinear equation for the wave functions. Following T. Shiota [16]
in which he describes wave functions for the 2 component BKP hierarchy, we are lead in
this general case (n, n′ non-negative integers) to introduce two wave functions. But before
doing that it will be convenient to replace in (4.9) t
(a)
j by t
(a)
j + δj1x0 if a ≥ 0 and by
t
(a)
j + δj1x1 if a < 0, then of course τγ will be a function of all t
(a)
j ’s and x0, x1, we will use
the notation τγ(x, t).
We will reformulate (4.2) in such a way that we obtain expressions involving matrix valued
formal pseudodifferential operators in ∂0 =
∂
∂x0
and ∂1 =
∂
∂x1
.
Introduce
P±σ(α, x, t,±z) = (P±σ(α, x, t,±z)jk)−n≤j,k≤n+m
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for σ = 0, 1 as follows. Let λ = +,− and assume j = 1, 2, . . . ,m + n if λ = + and
j = m+ 1,m+ 2, . . . ,m+ n if λ = −, then define
P±0(α, x, t,±z)λj+δλ,−m,k =

ǫkje
−ηk(t,±z)τa±λδj∓δk (x,t)
τα(x,t)
if k = 1, . . . ,m,
ǫkjz
λδjk−1e∓ηk(t,z)τa±λδj∓δk (x,t)
τα(x,t)
if k = m+ 1, . . . ,m+ n,
− (1−ǫ(n
′))τa±λδj (x,t)−ǫ(n′)e−η0(t,±z)τα±λδj (x,t)
τα(x,t)
if k = 0,
ǫj,m−kz
−λδj,m−k−1e
±ηm−k(t,−z)τα±λδj±δm−k (x,t)
τα(x,t)
if k = −1, . . . ,−n,
P±0(α, x, t,±z)0,k =

e−ηk(t,±z)τα∓δk (x,t)
τα(x,t)
if k = 1, . . . ,m,
z−1e∓ηk(t,z)τα∓δk (x,t)
τa(x,t)
if k = m+ 1, . . . ,m+ n,
1− ǫ(n′) + ǫ(n′)e−η0(t,±z)τα(x,t)
τα(x,t)
if k = 0,
− z
−1e
±ηm−k(t,−z)τa±δm−k (x,t)
τa(x,t)
if k = 1, . . . ,−n,
(4.8)
P±1(α, x, t,±z)jk =


ǫjke
−η−k(t,±z)τα±δj∓δk (x,t)
τa(x,t)
if k = 1, . . . ,m,
δjk if k = m+ 1, . . . ,m+ n,
or k = −1, . . . ,−n,
τα±δj (x,t)
τα(x,t)
if k = 0,
for j = 1, 2, . . . ,m+ n and
P±1(α, x, t,±z)0k =


δk0 if k 6= 1, 2, . . . ,m,
e
−η−k(t,±z)τα∓δk (x,t)
τα(x,t)
if k = 1, . . . ,m,
P±1(α, x, t,±z)jk =


δjk if k 6= 0,
τα∓δm−j(x,t)
τα(x,t)
if k = 0,
for j = −1,−2, . . . ,−n.
Next define Q±σ(t,±z), R±σ(α,±z) (σ = 0, 1) and S(z)as follows:
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Q±0(t,±z) =
m+n∑
j=1
e±ξj(t,z)Ejj + (1− ǫ(n′) + ǫ(n′)e±ξ0(t,z))E00+
+
−1∑
j=−n
e∓ξm−j(t,−z)Ejj,
Q±1(t,±z) =
m∑
j=1
e±ξ−j(t,z)Ejj +
m+n∑
j=m+1
Ejj +
−1∑
j=−n
Ejj,
(4.9)
R±0(α,±z) =
m∑
j=1
ǫ(δj , α)Ejj +
m+n∑
j=m+1
ǫ(δj , α)z
±(δj |α)Ejj
+(−)(δ|α)E00 +
−1∑
j=−n
ǫ(δm−j , α)(−z)∓(δm−j |α)Ejj,
R±1(α,±z) =
m∑
j=1
ǫ(δj , α)(−)(δj |α)Ejj +
m+n∑
j=m+1
Ejj +
0∑
j=−n
Ejj,
(4.10)
S(z) =
1
2z
m∑
j=0
Ejj +
m+n∑
j=m+1
Ejj −
−1∑
j=−n
Ejj. (4.11)
And introduce the wave operators
W±σ(α, x, t,±z) = P±σ(α, x, t,±z)Q±σ(t,±z)R±σ(α,±z) (4.12)
and the wave functions
Ψ±σ(α, x, t, z) =W±σ(α, x, t,±z)e±xσz. (4.13)
Then (4.2) is equivalent to the following bilinear identity of the wave functions
Resz=0dzΨ
+0(α, x, t, z)S(z)tΨ−0(β, x′, t′, z) =
Resz=0dzΨ
+1(α, x, t, z)S(z)tΨ−1(β, x′, t′, z).
(4.14)
5 Multicomponent BKP and DKP hierarchies; Sato and
Lax equations
We will now rewrite the bilinear identity for the wave functions in terms of formal pseudo-
differential operators.
Let N be some positive integer, ∂ = ∂
∂x
, a formal N×N matrix pseudodifferential operator
with parameters t = (t
(a)
j ) is an expression of the form
P (x, t, ∂) =
∑
j∈Z
Pj(x, t)∂
j , (5.1)
where the Pj ’s are N ×N matrices over the algebra of formal power series over C in the
indeterminates x and t. The largest M such that PM 6= 0 is called the order of P (x, t, ∂)
(we write ordP (x, t, ∂) =M , we sometimes allow M to be∞). One defines the differential
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part of P (x, t, ∂) by P (x, t, ∂)+ =
∑
j≥0 Pj(x, t)∂j and let P− = P − P+. The vector
space Ψ over C of all formal psuedodifferential operators decomposes in a natural way
Ψ = Ψ− ⊕Ψ+ and turns into a algebra; the product is defined by
∂k ◦ P (x, t)∂ℓ =
∞∑
j=0
(
k
j
)
∂jP (x, t)
∂xj
∂k+ℓ−j.
One has a natural linear anti-involution ∗ on Ψ, it is defined by
(P (x, t)∂ℓ)∗ = (−∂)ℓ ◦ tP (x, t)
It preserves the decomposition Ψ = Ψ− ⊕Ψ+.
The following Lemma will be very essential, for a proof see [11].
Lemma 5.1 Let P (x, t, ∂) and Q(x, t, ∂) be two formal pseudodifferential operators. Then
Resz=0dz(P (x, t, ∂)e
zx)( tQ(x′, t′, ∂′)e−zx
′
) =
∞∑
j=0
Rj(x, t, t
′)
(x− x′)j
j!
if and only if
(P (x, t, ∂) ◦Q(x, t′, ∂)∗)− =
∞∑
j=0
Rj(x, t, t
′)∂−j−1
As a consequence of this lemma one has
Corollary 5.1 Let P (x, t, ∂) and Q(x, t, ∂) be two formal matrix pseudodifferential oper-
ators. Then
Resz=0dz(P (x, t, ∂)e
zx)( tQ(x′, t′, ∂′)e−zx
′
) =
∑
j
Rj(x, t)Sj(x
′, t′)
if and only if
(P (x, t, ∂)Q(x, t′, ∂)∗)− =
∑
j
Rj(x, t)∂
−1Sj(x, t′).
Now let ∂ = ∂0 or ∂1. Then
Ψ±σ(α, x0, x1, t, z) =W±σ(α, x0, x1, t, ∂σ)e±xσz
where
W±σ(α, x0, x1, t, ∂σ) = P±σ(α, x0, x1, t, ∂σ)Q±σ(t, ∂σ)R±σ(t, ∂σ).
Using the above corollary we deduce that (4.14) is equivalent to
(W+0(α, x0, x1, t, ∂0)S(∂0)W
−0(β, x0, x′1, t′, ∂0)∗)−
= Resz=0dzW
+1(α, x0, x1, t, z)S(z)e
x1z∂−10
tW−1(β, x0, x′1, t′z)e−x
′
1z
(5.2)
and
(W+1(α, x0, x1, t, ∂1)S(∂1)W
−1(β, x′0, x1, t′, ∂1)∗)−
= Resz=0dzW
+0(α, x0, x1, t, z)S(z)e
x0z∂−11
tW−0(β, x′0, x1, t′, z)e−x0z, (5.3)
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from which one deduces:
(W+0(α, x0, x1, t, ∂o)S(∂0)∂
−1
1 W
−0(β, x0, x1, t′, ∂0)∗)−
= (W+1(α, x0, x1, t, ∂1)S(∂1)∂
−1
0 W
−1(β, x0, x1, t′, ∂1)∗)−.
Hence
(W+0(α, x0, x1, t, ∂0)S(∂0)W
−0(β, x0, x1, t′, ∂0)∗)− =
Res∂1W
+1(α, x0, x1, t, ∂1)S(∂1)∂
−1
0 W
−1(β, x0, x1, t′, ∂′)∗
and
(W+1(α, x0, x1, t, ∂1)S(∂1)W
−1(, x0, x1, t′, ∂1)∗)− =
Res∂0W
+0(α, x0, x1, t, ∂0)S(∂0)∂
−1
1 W
−0(β, x0, x1, t′, ∂0)∗
where
Res∂
∑
j∈Z
Pj(x, t)∂
k = P−1(x, t).
Notice that
Q±σ(t, ∂σ)∗ = Q∓(t, ∂σ)−1,
R±σ(α, ∂σ)∗ = R∓σ(α, ∂σ)−1 = R∓(−α, ∂σ).
(5.4)
Unfortunately, we cannot prove that P±σ(α, x0, x1, t, ∂σ) is invertible for arbitrary m.
Hence we do not know if it is possible to define the operator Lσ ≡ Lσ(α, x0, x1, t, ∂σ) =
P+σ(α, x0, x1, t, ∂σ)∂σP
+σ(α, x0, x1, t, ∂σ)
−1 such that
Lσψ
+σ(α, x0, x1, t, z) = zψ
+σ(α, x0, x1, t, z).
For that reason we assume from now on that m = 0. It is then straightforward to check
from the definition of P±σ(α, x0, x1, t, ∂σ) (see (4.8)) that P±σ(α, x0, x1, t, ∂σ) is indeed
invertible, and that
P±1(α, x0, x1, t, ∂1) = 2I − P±00 (α, x0, x1, t),
Q±1(t, ∂1) = R±1(α, ∂1) = I.
(5.5)
So from now on we assume that x0 = x1 and hence that there is only one ∂σ, viz ∂0, and
write from now on x and ∂ instead of x0 and ∂0.
We also remove all superscripts σ and write T±(α, x, t) instead of P±1(α, x, t, ∂). Then
the bilinear identity of the wave function Ψ±(α, x, t, z) = W±(α, x, t, ∂)e±xz takes the
following form
Resz=0dzΨ
+(α, x, t, z)S(z) tΨ(β, x′, t′, z)
= Resz=0dzT
+(α, x, t)S(z)exz tT−(α, x′, t′)e−x′z.
(5.6)
Using Corollary 5.1 one deduces
(W+(α, x, t, ∂)S(∂)W−(β, x, t′, ∂)∗)− =
T+(α, x, t)12E00∂
−1 tT−(β, x, t′),
(5.7)
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from which we deduce, using (5.4 -5.5), that
P−(α, x, t, ∂)∗ = S(∂)−1P+(α, x, t, ∂)−1T+(α, x, t)S(∂) tT−(α, x, t) (5.8)
and that
(P+(α, x, t, ∂)R+(α− β, ∂)P+(β, x, t, ∂)−1T (β, x, t)S(∂))− = 1
2
T (α, x, t)E00∂
−1.
(5.9)
In order to get nice formulas we change the wave function. Define
Φ±(α, x, t, z) = V ±(α, x, t, ∂)e±xz where
V ±(α, x, t, ∂) = K±(α, x, t, ∂)R±(α, ∂)Q±(t, ∂) and
K±(α, x, t, ∂) = T±(α, x, t)−1P±(α, x, t, ∂).
(5.10)
Notice that
Φ±(α, x, t, z) = P±0 (α, x, t) Ψ
±(α, x, t, z),
Ψ±(α, x, t, z) = (32I − 12K±0 (α, x, t))Φ±(α, x, t, z).
(5.11)
With the above definitions, formulas (5.6-5.9) turn into
Resz=0dzΦ
+(α, x, t, z)S(∂) tΦ−(β, x′, t′, z) =
1
2
E00, (5.12)
(V +(α, x, t, ∂)S(∂)V −(β, x, t, ∂))− =
1
2
E00∂
−1, (5.13)
K−(α, x, t, ∂)∗ = S(∂)−1K+(α, x, t, ∂)−1S(∂), (5.14)
(K+(α, x, t, ∂)R+(α− β, ∂)K+(β, x, t, ∂)−1S(∂))− = 1
2
E00∂
−1. (5.15)
To obtain Sato’s equation we differentiate (5.12) by t
(a)
ℓ and use lemma 5.1 and (5.14):
∂K+(α, x, t, ∂)
∂t
(a)
ℓ
= −(K+(α, x, t, ∂)N(ℓ, a)K+(α, x, t, ∂)−1S(∂))−S(∂)−1K+(α, x, t, ∂),
(5.16)
where
N(ℓ, a)) =


∂ℓE00 if a = 0 (only if ǫ(n
′) = 1),
∂ℓEaa − (−∂)ℓE−a,−a.
To make the formulas nicer, we introduce a new decomposition of Ψ, viz, let
P≥ = (PS(∂))+S(∂)−1 , P< = P − P≥ (5.17)
then
Ψ = Ψ< ⊕Ψ≥
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and (5.15) and (5.16) turn into
(K+(α, x, t, ∂)R+(α− β, ∂)K+(β, x, t, ∂)−1)< = E00, (5.18)
∂K+(α, x, t, ∂)
∂t
(a)
ℓ
= −(K+(α, x, t, ∂)N(ℓ, a)K+(α, x, t, ∂)−1)<K+(α, x, t, ∂).
(5.19)
This new decomposition of Ψ is very natural, it is based on the following observations.
Lemma 5.2 Let A =
∑n
j=−nEj,−j, then
K+(α, x, t, ∂) = AK−(α, x, t, ∂)A
The proof of this lemma is a straightforward verification of the following two facts
T+(α, x, t, ∂) = AT−(α, x, t, ∂)A and P+(α, x, t, ∂) = AP−(α, x, t, ∂)A.
Let D = S(∂)A, then
D =
1
2
E00∂
−1 +
n∑
j=1
(Ej,−j − E−j,j) (5.20)
and define the linear anti involution i : Ψ→ Ψ by
i(P (x, t, ∂)) = D P (x, t, ∂)∗D−1 (5.21)
Then i preserves the decomposition Ψ = Ψ< ⊕Ψ≥ and
i(K+(α, x, t, ∂)) = K+(α, x, t, ∂)−1,
i(Q+(t, ∂)) = Q+(t, ∂)−1,
i(R+(α, ∂)) = R+(α, ∂)−1,
i(V +(α, x, t, ∂)) = V +(α, x, t, ∂)−1,
i(K+(α, x, t, ∂)N(ℓ, a)K+(α, x, t, ∂)−1) = −K+(α, x, t, ∂)N(ℓ, a)K+(α, x, t, ∂)−1.
(5.22)
The last line of (5.22) is a consequence of the following
Lemma 5.3 Let P (x, t∂) be a pseudodifferential operator then
i(V +(α, x, t, ∂)P (x, t, ∂)V +(α, x, t, ∂)−1 = λV +(α, x, t, ∂)P (x, t, ∂)V +(α, x, t, ∂)−1
if and only if i(P (x, t, ∂)) = λP (x, t, ∂).
Notice that the subspace
Ψi = {P ∈ Ψ | i(P ) = −P}
is a subalgebra of Ψ with respect to the product [A,B] = A ◦ B − B ◦ A, it will play an
important role in the theorey of the BKP hierarchy.
Proposition 5.1 Let α, β ∈ supp τ such that α − β = δi or −δi. Then K(α) ≡
K+(α, x, t, ∂) is completely determined by K(β) ≡ K+(β, x, t, ∂).
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Proof.
For simplicity of notations we only consider the case that α− β = δi. Then R+(α− β) =
A∂ +B + C∂−1 where
A = Eii, B = −E00 +
n∑
j=1,j 6=i
ǫjiEjj, C = −E−i,−i.
For K(α) =
∞∑
j=0
K(α)(j) = K(α)(0)(I +
∞∑
j=1
W (α)(j)), its inverse is
K(α)−1 = (I −W (α)(1) + . . . )K(α)(0)−1
= (I −K(α)(0)−1K(α)(1) + . . . )K(α)(0)−1
It follows from (5.18) that
(K(α)(A∂ +B + C∂−1)K(β)−1)< = E00.
Now calculating (K(α)(A∂ +B + C∂−1)K(β)−1)≥ we obtain
K(α)(A∂ +B + C∂−1)K(β)−1 =
K(α)(0)A[K(β)(0)
−1
∂ + ∂(K(β)(0)
−1
)−W (β)(1)K(β)(0)−1 ] +K(α)(1)AK(β)(0)−1+
K(α)(0)BK(β)(0)
−1 − (K(α)(0)A[∂(K(β)(0)−1 )−W (β)(1)K(β)(0)−1 ]
+K(α)(1)AK(β)(0)
−1
+K(α)(0)BK(β)(0)
−1 − 1)E00.
Now multiply this from the left by K(α)(0)
−1
and from the right by K(β) and equating
the coefficients of ∂m we find for ∂0:
{A[∂(K(β)(0)−1 )−W (β)(1)K(β)(0)−1 ] +W (1)(α)AK(β)(0)−1+
BK(β)(0)
−1 −K(α)(0)−1}E00K(β)(0) = 0
(5.23)
and for ∂−j , j = 1, 2, . . . :
W (α)(j+1)A+W (α)(j)B +W (α)(j−1)C =
A[∂(W (β)(j)) +W (β)(j+1) −W (β)(1)W (β)(j)] +W (α)(1)AW (β)(j)+
BW (β)(j) − {A[∂(K(β)(0)−1 )−W (β)(0)K(β)(0)−1 ] +W (α)(1)AK(β)(0)−1
+BK(β)(0)
−1 −K(α)(0)−1}E00K(β)(j).
(5.24)
From (5.23) we deduce that
{A[∂(K(β)(0)−1 )W (β)(1)K(β)(0)−1 ] +W (α)(1)AK(β)(0)−1+
BK(β)(0)
−1 −K(α)(0)−1}E00 = 0.
(5.25)
Now substitute this in (5.24) and one obtains
W (α)(j+1)A+W (α)(j)B +W (α)(j−1)C =
A[∂(W (β)(j)) +W (β)(j+1) −W (β)(1)W (β)(j)] +W (α)(1)AW (β)(j) +BW (β)(j).(5.26)
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It is clear from (5.26) that alle W (α)(j), except (W (α)
(1)
ℓi , can be expressed in W (β) and
(W (α)(1))ℓ,i (−n ≤ ℓ ≤ n).
Now take the (0, 0)-entry of (5.25) one has
(W (α)(1))0i(K(β)
(0)−1)i0 = 2.
Now notice that
(K(γ)(0)
−1 − I) = −(K(γ)(0) − I) = −2(P (γ)(0) − I),
(P (γ)(0) − I)jk = 0 for k 6= 0 and j = k = 0.
(5.27)
Using this we take the (j, 0)-th entry of (5.25) and deduce from this that (W (α)(1))0i can
be expressed in K(β)(0),W (β)(1) and K(α)(0). Hence using (5.27) it suffices to determine
(P (α)(0))j0 (j 6= 0).
Now for j 6= 0 one has:
(P (α)(0))j0 =


− τβ+δi−δj
τβ+δi
j > 0,
− τβ+δi+δj
τβ+δi
j < 0.
Since (P (β)(0))i0 = −τβ+δi/τβ 6= 0 one deduces from (4.8) that
(P (α)(0))j0 =


ǫij[(P (β)
(0))i0]
−1(P (β)(1−δij ))ij j > 0
−ǫi,−j[(P (β)0))i0]−1(P (β)(1+δi,−j ))ij j < 0
Hence K(α) is completely determined by K(β). 
From now on we write V (α),K(α), R(α), etc. instead of V +(α, x, t, ∂), K+(α, x, t, ∂), etc.
Define the following operators:
L(α) = V (a)∂−1V (α)−1,
M(α) = V (α)xV (α)−1,
N(α, β) = V (α)V (β)−1,
Cij(α) = V (α)EijV (α)
−1.
(5.28)
where we write x and ∂ for xI2n+1 and ∂I2n+1.
Notice, that several of the products appearing in (5.28) consist of products of infinite order
pseudodifferential operators. Mulase showed in [12] that being careful enough, one can
indeed take products of infinite order operators. For more details see [12], [13]. The above
operators act on the wave function, as follows
L(α)Φ(α, z) = Φ(α, z)z,
M(α)Φ(α, z) = Φ(α, z)x,
N(α, β)Φ(β, z) = Φ(α, z),
Cij(α)Φ(α, z) = Φ(α, z)Eij .
(5.29)
36
It is easy to see that the operators L(α), N(α, β) and Ci(α) := Cii(α) are well-defined,
they are finite order formal pseudodifferential operators:
L(α) = K(α)∂K(α)−1,
N(α, β) = K(α)R(α− β)K(β)−1,
Ci(α) = K(α)EiiK(α)
−1.
(5.30)
Remark 5.1 It is important to notice that the operators L(α),M(α) and Cij(α) have the
same commutation relations as ∂, x and Eij respectively.
We deduce from (5.18-5.19) that
N(α, β) = N(α, β)≥ + E00,
∂V (α)
∂t
(a)
ℓ
= B(α, ℓ, a)V (α),
(5.31)
where
B(α, ℓ, a) = (K(α)N(ℓ, a)K(α)−1)≥. (5.32)
This leads to
∂L(α)
∂t
(a)
ℓ
= [B(α, ℓ, a), L(α)],
∂M(α)
∂t
(a)
ℓ
= [B(α, ℓ, a),M(α)],
∂N(α, β)
∂t
(a)
ℓ
= B(α, ℓ, a)N(α, β) −N(α, β)B(β, ℓ, a),
∂Cij(α)
∂t
(a)
ℓ
= [B(α, ℓ, a), Cij(α)].
(5.33)
and to
∂Φ(α, z)
∂t
(a)
ℓ
= B(α, ℓ, a)Φ(α, z). (5.34)
The equations (5.33) are called Lax equations, they are a direct consequence of the Sato
equation.
Let ǫ(n′) = 0 in this case a reduction to the DKP hierarchy and KP hierarchy is possible.
Notice that a BKP tau function τ =
∑
α ταe
α is a DKP (resp. KP) tau function if suppτ ⊂
N0 or suppτ ⊂ N1 (resp. suppτ ⊂Mk for some k ∈ Z). The corresponding wave functions
Φ(α, z) then have a simpler form, in fact Φ(α, z) = Ψ(α, z) i.e., Ψ(α, z)i0 = Ψ(α, z)0i = 0
for i 6= 0. If τ is a KP tau function and α ∈ suppτ , then Φ(α, z) has an even simpler form.
One finds that also Ψ(α, z)ij = 0 for i > 0 > j and i < 0 < j. And the corresponding
wave function is of the form 

0
Ψ−(α,−z) ... 0
0
0 . . . 0 1 0 . . . 0
0
0
... Ψ+(α, z)
0


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Here Ψ+(α, z) is a wave function of the n-component KP hierarchy (see [11]) and Ψ−(α, z)
is up to permutation of the indices the adjoint wave function.
6 The Orlov-Schulman-Adler-Shiota-van Moerbeke formula
In this section we will derive a generalization of the Orlov-Schulman-Adler-Shiota-van Mo-
erbeke (OSASM) formula for the BKP hierarchy. A formula that connects the action of
some W -algebra on the tau functions to the so-called additional symmetries on the wave
function. This formula was stated for the (1-component) KP hierarchy by Orlov and Schul-
man [14] and proved by Adler, Shiota and van Moerbeke ( [1], [2] see also [19]). Operators
from the subspace Ψi = {P ∈ Ψ | i(P ) = −P} of the space of formal pseudodifferential
operators, which form a subalgebra with respect to the Lie product [A,B] = A◦B−B ◦A,
appear in this OSASM-formula.
Notice that the subspace generated by L,L−1,M and Cij is isomorphic to D(gl2n+1), the
algebra of differential operators on C[t, t−1]2n+1. The intersection D(gl2n+1) ∩ Ψi then
forms a subalgebra D(2)(gl2n+1) of D(gl2n+1). From now on let ǫ = ǫ(n
′) = 0 if n′ = 0
and = 1 if n′ = 1. If ǫ = 0 we need yet another subalgebra, viz D(2)(gl2n). We view
this algebra as the subalgebra of D(2)(gl2n+1) where the 0th row and column are zero. A
central extensionW
(2)
1+∞(gl2n+ǫ) = D
(2)(gl2n+ǫ)⊕Cc of D(2)(gl2n+ǫ) can also be formulated
in terms of the fermions.
Let p, q ∈ {0, 1, 2, . . . , n}, ν, σ ∈ {+,−} and define
Xνp,σq(y,w) =: ψνp(νy)
ψσq(−σw)
wδq,0
:, (6.1)
where p, q 6= 0 if ǫ = 0 and if ǫ = 1 and p = 0 or q = 0 then we assume that ν = +, σ = +
respectively. Notice that
Xνp,σq(y,w) = ψνp(νy)
ψσq(−σw)
wδq,0
− δpqν
y − w (δp,0 + (1− δp,0)δν,−σ). (6.2)
We write
Xνp,σq(y,w) =
∞∑
ℓ=0
(y − w)ℓ
ℓ!
Xℓ+1,νp,σq(w),
Xℓ+1,νp,σq(w) = :
∂ℓψνp(νw)
∂wℓ
ψσq(−σw)
wδq0
:
=
∑
k∈Z
Xℓ+1,νp,σqk w
−k−ℓ−1.
(6.3)
We can now calculate the Lie bracket of the elements Xℓ+1,νp,σqk and X
n+1,µr,λs
m , for that
purpose we use the folowing. The operator Xℓ+1,νp,σqk acts on the Clifford algebra by
derivations via the adjoint representation (a ∈ CℓV ):
Xℓ+1,νp,σqk (a) = [X
ℓ+1,νp,σq
k , a].
By identifying (j ∈ Z, ν = +,−):
νjψ−νp
j+ 1
2
= tjeνp,
(−)jψ0j =
√
2tje0 if ǫ = 1,
(6.4)
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where ej , −n ≤ j ≤ n, is a basis of C2n+ǫ (we assume that j 6= 0 if ǫ = 0), we can
identify, via (6.4), the elements Xℓ+1,νp,σqn with certain elements in W
(2)
1+∞(gl2n+ǫ). One
easily verifies that
Xℓ+1,νp,σqk =
∑
j∈Z
[j]ℓν
j(−σ)−j−k−1+δq0 : ψνp
−j− 1−δp0
2
ψσq
j+k+
1−δq0
2
:
= −(−σ)1−δq0s(q, p)tk+ℓ( ∂
∂t
)ℓE−σq,νp
−(−ν)1−δp0s(p, q)tδp0( ∂
∂t
)ℓ(−t)ℓ+k−δq0E−νp,σq,
(6.5)
where [j]ℓ = j(j − 1) . . . (j − ℓ+ 1) and s(p, q) = (
√
2)δp0−δq0 .
Using Wicks theorem we can calculate the commutation relations between Xℓ+1,νp,σqk and
Xℓ+1,µr,λsm . One finds that one has a central extension:
[Xℓ+1,∨p,σqk ,X
n+1,µr,λs
m ] =
Xℓ+1,νp,σqk X
n+1,µr,λs
m −Xn+1,µr,λsm Xn+1,νp,σqk + α(Xℓ+1,νp,σqk ,Xn+1,µp,λsm ). (6.6)
The first part of the left-hand-side of (6.6) can be determined using (6.5). The two cocycle
α is determined as follows. The constant term of the OPE
: ψνp(νy)
ψσq(−σw)
wδq,0
: : ψµr(µu)
ψλs(−λv)
vδs,0
: ,
where we assume that ν, σ, µ, λ = + whenever p, q, r, s = 0 respectively, is equal to
νδps
y−v (δp0 + (1− δp0)δν,−λ) µδqrw−u(δq0 + (1− δq0)δσ,−µ)
−νδpr
y+u (−δp0u+ (1− δp0)δν,−µ) λδqsw+v ( δq0v + (1− δq0)δσ,−λ).
Now differentiate this ℓ times to y and n times to u and put w = y and v = u, we thus
find
δpsδqrνµ(δp0 + (1− δp0)δν,−λ)(δq0 + (1− δq0)δσ,−µ) (−)
ℓℓ!n!
(y − u)ℓ+n+2
−δprδqsνλ( δq0u + (1− δq0)δσ,−λ)×
((−δp0u+ (1− δp0)δν,−µ)(−)
ℓ+n(ℓ+ n)!
(y + u)ℓ+n+2
− δp0n(−)
ℓ+n−1(ℓ+ n− 1)!
(y + u)ℓ+n+1
).
From which we conclude that
α(Xℓ+1,νp,σqk ,X
n+1,µr,λs
m ) =
δpsδqrνµ(δp0 + (1− δp0)δν,−λ)(δq0 + (1− δq0)δσ,−µ)(−)ℓℓ!n!
(
k + ℓ
ℓ+ n+ 1
)
δk,−m
−δprδqsνλ(δq0 + (1− δq0)δσ,−λ){−δp0(ℓ+ n+ 1)!
(
k + ℓ+ 1
ℓ+ n+ 1
)
+
(1− δp0)δν,µ(ℓ+ n)!
(
k + ℓ
ℓ+ n+ 1
)
}(−)k+ℓ+1δk,−m−δp0+δq0 .
(6.7)
In a similar way as for pseudodifferential operators we have a linear anti-involution ∗ on
D(gl2n+1), let A ⊂ gl2n+1 then we define
(tk(
∂
∂t
)ℓA)∗ = (
∂
∂t
)ℓ(−t)k tA. (6.8)
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Let (compare with D, see (5.20))
C =
1
2
E00t
−1 +
n∑
j=1
Ej,−j −E−j,j, (6.9)
then we also have a linear anti-involution on D(gl2n+1) that is compatible with i on Ψ, for
notational convenience we shall denote this involution also by i; let X ∈ D(gl2n+1) then
i(X) = C−1X∗C. (6.10)
We can extend i to W1+∞(gl2n+1), by defining i(c) = −c. Now notice that the elements
(6.5) satisfy
i(Xℓ+1,νp,σqk ) = −Xℓ+1,νp,σqk . (6.11)
Let α ∈ L, in analogy with (6.3) and (6.5) we define
Y νp,σq(α, y,w) =
∞∑
ℓ=0
∑
k∈Z
(y−w)ℓ
ℓ! w
−k−ℓ−1{(−σ)1−δq0s(q, p)M(α)ℓL(α)k+ℓCνp,−σq(α)+
(−ν)1−δp0s(p, q)(−L(α))k+ℓ−δq0M(α)ℓL(α)δp0Cσq,−νp(α)},
Zνp,σq(α, y,w) = P (0)−1(α)Y νp,σq(α, y,w)P (0)−1(α).
(6.12)
Then
Y νp,σq(α, y,w)Ψ(α, z) =
=
∞∑
ℓ=0
∑
k∈Z
(y−w)ℓ
ℓ! w
−k−ℓ−1{(−σ)1−δq0s(q, p)zk+ℓ( ∂
∂z
)ℓΨ(α, z)Eνp,−σq+
(−ν)1−δp0s(p, q)zδp0( ∂
∂z
)ℓ(−z)k+ℓ−δq0Ψ(α, z)Eσq,−νp}
= (−σ)1−δq0s(q, p)δ(w − z)Ψ(α, y)Eνp,−σq+
(−ν)1−δp0s(p, q)zδp0e(y−w) ∂∂zw−δq0δ(w + z)Ψ(α,−w)Eσq,−νp
= (−σ)1−δq0s(q, p)δ(w − z)Ψ(α, y)Eνp,−σq+
(−ν)1−δp0s(p, q)(−y)δp0w−δq0δ(y + z)Ψ(α,−w)Eσq,−νp.
(6.13)
We have now given all the ingredients to determine the OSASM-formula. The proof of
this formula is based on the following simple observation. Let v ∈ V then
(v ⊗ 1)S = 1⊗ v − S(v ⊗ 1). (6.14)
From (6.14) we deduce that (u, v ∈ V )
S(uvτ ⊗ τ) + uτ ⊗ vτ − vτ ⊗ uτ = 1
2
uvτ ⊗ τ. (6.15)
Now replacing u by ψνp(νy) and v by ψσq (−σw)
w
δq0
the equation (6.15) still holds. Next using
(6.2) we obtain
SXνp,σq(y,w)τ ⊗ τ + ψνp(νy)τ ⊗ ψ
σq(−σw)
wδq0
− ψ
σq(−σw)
wδq0
τ ⊗ ψνp(νy)τ =
1
2X
νp,σq(y,w)τ ⊗ τ. (6.16)
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Again we assume that ν, σ = + whenever p, respectively q = 0. In the same way as
in section 4 we use the vertex operators for these fermionic fields and replace all t
(a)
1 by
t
(a)
1 + x. We then take the coefficient of
eα+λδj ⊗ eβ−µδk , λ, µ = +,−, 0 ≤ j, k ≤ n.
From now on we assume that δ0 = 0 whenever ǫ = 0. Since X
νp,σq(y,w) is not well-defined
on τγ we define
X
νp(z)τγ(x, t) = ((1− δp,0)ǫ(δp, γ)z(νδp |γ) + δp,0 (−)
(δ|γ)√
2
eνξp(t,z)e−νηp(t,z)tγ(x, t)eνzx
X
νp,σq(y,w)τγ(x, t) = ((1− δp,0)ǫ(δp, γ + δq)(νy)(νdp |γ+σδq) + δp,0 (−)
(δ|γ+σδq)√
2
)×
eνξp(t,νy)e−νηp(t,νy)X
σq(−σw)
wδq0
τγ(x, t)e
yx.
(6.17)
Using all this (6.16) turns into
Resz=0dz{1−ǫ2z (−)(δ|α+λδj )Xνp,σq(y,w)τα+λδj−νδp−σδq (x, t)exz ⊗ (−)(δ|β−µδk)τβ−µδk(x, t)e−xz
+ ǫ(−)
(δ|α+λδj )√
2
eξ0(t,z)e−η0(t,z)Xνp,σq(y,w)τα+λδj−νδp−σδq (x, t)e
xz ⊗ X0(−z)
z
τβ−µδk
+
n∑
a=1
ǫ(δa, α+ λδj)z
(δa|α+λδj)eξa(t,z)e−ηa(t,z)Xνp,σq(y,w)τα+λδj−δa−νδp−σδq (x, t)e
xz
⊗X−a(z)τβ+δa−µδk −
n∑
a=1
ǫ(δa, α+ λδj)(−z)−(δa|α+λδj)×
e−ξa(t,−z)eηa(t,−z)Xνp,σq(y,w)τα+λδj+δa−νδp−σδq (x, t)e
xz ⊗ Xa(−z)τβ−δa−µδk}
+Xνp(νy)τα+λδj−νδp(x, t)⊗ X
σq(−σw)
w
δq0
τβ−µδk−σδq (x, t)
−Xσq(−σw)
w
δq0
τα+λδj−σδq (x, t)⊗ Xνp(νy)τβ−µδk−νδp(x, t)
= 12X
νp,σq(y,w)τα+λδj−νδp−σδq (x, t)⊗ τβ−µδk(x, t).
(6.18)
Now divide by τα ⊗ τβ and rewrite terms like
e−ηa(t,z)Xνp,σq(y,w)τa+λδj−δa−νδp−σδq (x, t)
τα(x, t)
=
e−ηa(t,z)
(
X
νp,σq(y,w)τα+λδj−δa−νδp−σδq (x, t)
τa+λδj−δa(x, t)
)
e−ηa(t,z)τα+λδj−δa(x, t)
τa(x, t)
.
Remove the tensor symbols ⊗ and write x′, t′ etc. for the second component of the tensor
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product. Then (6.18) is equivalent to
Resz=0dz{1−ǫ2z
Xνp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
Ψ+(α, x, t, x)λj,0Ψ
−(β, x′, t′, z)µk,0
+ ǫ2z e
−η0(t,z)
(
Xνp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj−νδp (x,t)
)
Ψ+(α, x, t, z)λj,0Ψ
−(β, x′, t′, z)µk,0
+
n∑
a=1
e−ηa(t,z)
(
Xνp,σq (y,w)τα+λδj−δa−νδp−σδq (x,t)
τa+λδj−δa (x,t)
)
Ψ+(α, x, t, z)λj,aΨ
−(β, x′, t′, z)µk,a
−
n∑
a=1
eηa(t,−z)
(
Xνp,σq(y,w)τα+λδj+δa−νδp−σδq (x,t)
τα+λδj+δa (x,t)
)
Ψ+(α, x, t, z, )λj,−aΨ−(β, x′, t′, z)µk,−a
+ 1
(
√
2)δp0
1
(
√
2w)δq0
1
z
Ψ+(α, x, t, y)λj,νpΨ
−(β, x′, t′, w)µk,−σq
− 1
(
√
2)δp,0
1
(
√
2w)δq0
1
z
Ψ+(α, x, t,−w)λj,σqΨ−(β, x′, t′,−y)µk,−νp}
= Resz=0dz
1
2z
Xνp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
τα+λδj (x,t)
τα(x,t)
exz
τβ−µδk (x
′,t′)
τβ(x′,t′)
e−x′z.
(6.19)
Now use (6.13) and the observation that
Resz=0dz
1
z
f(±u) = Resz=0dz ± δ(u ∓ z)f(z),
then (6.19) turns into
Resz=0dzEλj,λj{((1 − ǫ)
X
νp,σq(y,w)τα+λδj−νδp−σδq (x, t)
τα+λδj (x, t)
+ǫe−η0(t,z)(
X
νp,σq(y,w)τα+λδj−νδp−σδq (x, t)
τα+λδj (x, t)
))Ψ+(α, x, t, z) S(z)E00
tΨ−(β, x′, t′, z)
+
n∑
a=1
e−ηa(t,z)(
X
νp,σq(y,w)τα+λδj−δa−νδp−σδq (x, t)
τα+λδj−δa(x, t)
)Ψ+(α, x, t, z) S(z)Eaa
tΨ−(β, x′, t′, z)
+
n∑
a=1
eηa(t,−z)(
X
νp,σq(y,w)τα+λδj+δa−νδp−σδq (x, t)
τα+λδj+δa(x, t)
)Ψ+(α, x, t, z) S(z)E−a,−a tΨ−(β, x′, t′, z)
+Zνp,σq(y,w)Ψ+(α, x, t, z) tΨ−(β, x′, t′, z)}
=Resz=0dzEλj,λj
X
νp,σq(y,w)τα+λδj−νδp−σδq (x, t)
τα+λδj (x, t)
T+(α, x, t, z)
E00
2z
tT−(β, x′, t′, z).
(6.20)
Next take β = α and define
Uλjµa(z) =
∞∑
k=0
Uλjµa(k)z
−k =

e−µηa(t,z)
(
Xνp,σq(y,w)τa+λδj−µδa−νδp−σδq (x,t)
τa+λδj−µδa (x,t)
)
if a 6= 0,
(1− ǫ)X
νp,σq(y,w)τα+λδj−νδp−σδp(x,t)
τα+λδj (x,t)
+
ǫe−η0(t,z)
(
Xνp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
)
if a = 0.
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Again we assume that µ = + when a = 0. Now using corollary 5.1 we deduce from (6.20)
that
Eλj,λj(Z
νp,σq(α, y,w)P+(α)S(∂)P−(α)∗ +
n∑
a=−n
∞∑
k=0
Uλja (k)P
+(α)Eaa∂
−kS(∂)P−(α)∗)−
= Eλjλj
Xνp,σq(y,w)τa+λδj−νδp−σδq (x,t)
τa+λδj (x,t)
T+(α)E00∂
−1
2
tT−α.
Substitute (5.8) and one obtains.
Eλj,λj(Z
νp,σq(α, y,w)T+(α)S(∂) tT−(α)+
+
n∑
a=−n
∞∑
k=0
Uλja (k)P
+(α)Eaa∂
−kP+(α)−1T+(α)S(∂) tT−(α))−
= Eλj,λj
Xνp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
T+(α)E00∂
−1
2
tT−(α).
We can mulitply from the right with (tT (α)−)−1, then the above formula is equivalent to
Eλj,λjT
+(α)(Y νp,σq(α, y,w)< +
n∑
a=−n
∞∑
k=0
Uλja (k)(K
+(α)Eaa∂
−k(K+(α))−1)<
−X
νp,σq(y,w)τa+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
E00) = 0.
Now notice that
E00T (α)
+ = E00,
Eλj,λjT
+(α) = Eλj,λj +
τα+λδj (x,t)
τα(x,t)
Eλj,0,
from which one concludes that
Eλj,λj(Y
νp,σq(α, y,w)< +
n∑
a=−n
∞∑
k=0
Uλja (k)(K
+(α)Eaa∂
−k(K+(α))−1)<
−X
νp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
E00) = 0. (6.21)
Finally, act with the left-hand-side of formula (6.21) on Φ+(α, x, t, z) and one obtains the
OSASM-formula.
Theorem 6.1 Let 0 ≤ j ≤ n, λ = +,− and λ = + when j = 0, moreover assume that
δ0 = 0. Then one has the following OSASM-formula for the BKP hierarchy:
Eλj,λjY
νp,σq(α, y,w)<Φ
+(α, x, t, z) =
−Eλj,λj((1 + ǫ(e−η0(t,z) − 1))(
Xνp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
)Φ+(α, x, t, z)E00
−X
νp,σq(y,w)τα+λδj−νδp−σδq (x,t)
τα+λδj (x,t)
E00Φ
+(α, x, t, z))+
+
n∑
a=1
(e−ηa(t,z)(
Xνp,σq(y,w)τα+λδj−δa−νδp−σδq (x,t)
τα+λδj−δa (x,t)
)Φ+(α, x, t, z)Eaa
−X
νp,σq(y,w)τα+λδj−δa−νδp−σδq (x,t)
τα+λδj−δa (x,t)
)EaaΦ
+(α, x, t, z))
+
n∑
a=1
(eηa(t,−z)(
Xνp,σq(y,w)τα+λδj+δa−νδp−σδq (x,t)
τα+λδj+δa(x,t)
)Φ+(α, x, t, z)E−a,−a
−X
νp,σq(y,w)τα+λδj+δa−νδp−σδq (x,t)
τα+λδj+δa (x,t)
E−a,−aΦ+(α, x, t, z)).
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