We consider a quasi-linear parabolic system with respect to unknown functions u and v on a bounded domain of n-dimensional Euclidean space. We assume that the diffusion coefficient of u is a positive smooth function A(u), and that the diffusion coefficient of v is a positive constant. If A(u) is a positive constant, the system is referred to as socalled Keller-Segel system. In the case where the domain is a bounded domain of twodimensional Euclidean space, it is shown that some solutions to Keller-Segel system blow up in finite time. In three and more dimensional cases, it is shown that solutions to socalled Nagai system blow up in finite time. Nagai system is introduced by Nagai. The diffusion coefficients of Nagai system are positive constants. In this paper, we describe that solutions to the quasi-linear parabolic system exist globally in time, if the positive function A(u) rapidly increases with respect to u.
Introduction
Our purpose is to show the well-posedness of a system of parabolic equations proposed in mathematical biology. Its origin is in Keller and Segel [9] , describing the chemotactic aggregation of cellular slime molds which move preferentially toward relatively high concentrations of a chemical secreted by the amoebae themselves. Here, we study the simplified system, If A(·) is a positive constant, this system describes the mean field of many self-gravitating particles, and the cases τ > 0 and τ = 0 are referred to as Keller-Segel system and Nagai system, respectively. In this case, if N = 2, there is a threshold of the initial value in L 1 norm for existence of the solution globally in time, denoted by c * , so that if u 0 1 < c * , then the solution exists globally in time and is bounded ( [2, 5, 11, 14] ), while blowup of the solution occurs in finite time in the case of u 0 1 > c * ([8, 11, 12, 17] ). This phenomenon was conjectured by [4] and gave a motivation of our previous works on the mass quantization of collapses in the blowup solution. See [19, 20] for more details. On the other hand, in [13, 16] , Nagai and the first author studied u t = ∇ · ∇u − χu∇φ (v) in Ω × (0,∞),
and gave necessary and sufficient conditions for the existence of the solution globally in time, assuming that the sensitivity function φ = φ(v) takes the form φ(v) = v p for p > 0 or φ(v) = logv. Also, Biler [3] studied the same problem for more general φ. However, system (1.1) has not been studied so much and in this paper, we show that the solution exists globally in time if hold for some γ > max((N − 2)/N,0). Those conditions imply
To state the main theorem, we need a few notations. First, given T ∈ (0,∞], we set Q T = Ω × (0,T) and take the function spaces H (Ω) and H , /2 (Q T ) as in [10] , where is a non-integral positive number. That is, H (Ω) denotes the Banach space of continuous functions {w(x)} defined on Ω, provided with continuous derivatives up to order [ ] and the finite 
Then, the first theorem guarantees the local well-posedness of (1.1).
Theorem 1.1 (time-local solution). If (1.2) holds and
for some θ ∈ (0,1).
The main theorem is now stated as follows. for some θ ∈ (0,1).
In Section 2, we consider some linear system related to (1.1). By using some estimates of the solutions and a standard contraction mapping principle, we show Theorem 1.1.
In Section 3, we introduce Lyapunov function of (1.1). By using the Lyapunov function, a maximal regularity in [6] and Moser's technique in [1] , we show Theorem 1.2.
Time local solution
We take T > 0, p > N + 2, and ∈ (0,1 − (N + 2)/ p). Given to the system
Thus, we can introduce the operator 
satisfies that
Proof. Let Δ N,q be the Laplacian with homogeneous Neumann boundary condition, realized as an m-accretive operator in L q (Ω), where q ∈ (1,∞). Its domain is given by
and henceforth we will write it as Δ N for simplicity. On the other hand, we have
from the assumption, and if u ∈ B(M,T), then it holds that u(·,t) ∈ D(Δ N ) and
for t ∈ [0,T]. Thus, we have from (2.10), (2.11), and (2.12) that 13) and in particular,
follows for t ∈ [0,T]. It also holds that
and the proof is complete. Now, we show the following. 
From the first equation of (2.3), we obtain that
We have W 2,p (Ω) ⊂ H 1+ (Ω), and hence Lemma 2.1 implies the boundedness of ∇v. Therefore, it follows that
The first equation of (2.3) implies also that
Here, we have
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Those inequalities are summarised as 
and we have
Those terms are estimated by Lemmas 2.1 and 2.2 in the following way:
Thus, we obtain
and hence it follows from (2.30) that
(2.34) Therefore, for T 2 > 0 in 
Time global solution
To prove Theorem 1.2, we take
and show the following.
Lemma 3.1. If (u,v) is the classical solution to (1.1), then it holds that
Proof. From the first equation of (1.1) we have 4) and the second equation implies that
Thus, the conclusion follows from (3.4) and (3.5).
We have
for α, β, γ given in (1.5), and hence it follows that
for u ∈ (0,∞). Therefore, we have
Henceforth, T max denotes the maximal existence time of the classical solution (u,v) to (1.1), and C i (i = 28,29,30,...,40) are positive constants independent of T max . We have u(·,t) 1 = u 0 1 (3.9) and the following lemma is a consequence of the estimate on the fundamental solution to the heat equation, described in [21] . The proof is immediate and is omitted. 
In the case of N ≥ 3, we take q = (γ + 1)/γ, θ = 2γ/(γ + 1) and
) from the assumption, and (3.14) assures C ε > 0 for any ε > 0 satisfying
by Lemma 3.2. The case N = 1,2 is easier to guarantee (3.16). Therefore, we have from (3.12) that
This implies the second inequality, and the proof is complete. Proof. From the first equation of (1.1) we have
On the other hand, the second equation of (1. We can apply (3.14) for q = r and
we have
and therefore, that inequality is applicable to w = u k , q = r and p = 1:
and any ε > 0 admits C ε > 0 such that
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Thus, we have
On the other hand, by (3.26), (3.29) and u k r r = u 2q 2q , we have 
(3.39)
Taking q ≥ 1 + γ and recalling (3.24), we have
Here, we have from (3.24), (3.26) and (3.39) that
(3.42)
In other words, 
Here, we apply The desired conclusion follows from this inequality and (3.38) with q = 2.
Let us confirm that Proposition 3.5 says that sup 0≤t<Tmax u(·,t) ∞ and sup 0≤t<Tmax v(·, t) ∞ are estimated from above by constants independent of T max . We recall p > N + 2 and Here, C i (i = 51,52) are independent of t ∈ [0,T max ).
We take τ ∈ (0,(1/2)min(T max ,1)) in 1 < T max − τ without loss of generality. Moreover, we take T ∈ [τ,T max − 1). Henceforce, C i (i = 53,54,55,...,58) denote positive constants independent of T ∈ [τ,T max ) and T max . In use of the reflection with respect to ∂Ω, we have a domain Ω ⊃ Ω with smooth boundary and the extension ( u, v) of (u,v) defined on Ω. Then, we can apply [10 Finally, if T max < ∞, the solution (u,v) is extended after T max , a contradiction. Hence it holds that T max = ∞. We have the uniformly bounded solution globally in time, and the proof of Theorem 1.1 is complete.
