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В данной работе рассматривается задача приближенного вычисления математического ожи-
дания
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0
,
t
sI E G X ds
 
≡  
 
∫   [ ]0, ,t T∈  (1)
где ( )G u , ,u R∈  – заданная функция, имеющая ограниченные производные до шестого порядка 
включительно, tX  – случайный процесс, заданный равенством 
 
( )
0
,
t
t sX x p s dW= + ∫   [ ]0, ,t T∈  
где ,x R∈  ( )p t  – детерминированная кусочно-непрерывная функция, удовлетворяющая условию 
[ ]
( )
0,
sup const,
T
p t p≤ =  [ ]{ }, 0,tW W t T= ∈ −винеровский процесс. Далее будет использоваться пред-
ставление 
 
( ) ,k
k
t
t t s
t
X X p s dW= + ∫   [ ]1, ,k kt t t +∈  (2)
где ,kt k= ∆   ,
t
n
∆ =   0,1,2, , ,k n= −  фиксированное разбиение отрезка [ ]0, .t
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Наряду с соотношением (2) рассматривается равенство
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t
t k s
t
X x p s dW= + ∫   [ ]1, ,k kt t t +∈   (3)
где вещественные числа ,kx  0,1,2, , ,k N=   0 ,x x=  будут выбираться в соответствии с рассматри-
ваемым ниже алгоритмом, предложенным в работе [1] для вычисления ожиданий функционалов 
от решений стохастических дифференциальных уравнений. Заметим, что из принятых ограни-
чений вытекает возможность перестановки знаков математического ожидания и интеграла в (1) 
и применения квадратурной формулы трапеций
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 − ≤      
   [ ]0, .t t∗ ∈  (5)
Так как точные значения ожиданий в правой части равенства (4) не известны, мы должны заме-
нить их приближенными значениями и получить оценку погрешности формулы (4) после этой 
замены. В данной работе приближенные значения получаются в соответствии с упомянутым 
выше алгоритмом последовательно, используя функциональные квадратурные формулы для вы-
числения математических ожиданий, точные для многочленов третьей степени [2, 3]. Алгоритм 
предполагает также замену в правой части (4) ksX  на  ˆ ksX  из формулы (3), т. е. использование 
вместо (4) приближенной формулы
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Оценим погрешность аппроксимации после такой замены:
 ( ) ( )ˆ ˆ ˆ ,n n n n nR I I I I I I≡ − = − + −   (7)
где первая разность в правой части (7) оценивается по формуле (5), а для второй разности имеем
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Поэтому получение оценки предлагаемого алгоритма связано с оценкой разностей
 
( ) ( )1 11 ˆ ,k kk t tr E G X E G X+ ++   ≡ −      0,1,2,  .k =   (9)
Используя разложение Тейлора
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и аналогичное разложение ( ) ( )
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где ( ) ( ) ( )4 4sup
y R
c G y
∈
= . Из полученных оценок следует, что 
 
( ) ( ) ( ) ( ) ( )42 '' '' 4 21 1 1
2 12k k
k t k t kr E G X G x p E G X G x c p+   ≤ − + ∆ − + ∆    . (10)
Для оценки ( ) ( )kt kE G X G x −   воспользуемся очевидным неравенством 
 
( ) ( ) ( ) ( )ˆk k kt k t tE G X G x E G X E G X    − ≤ − +        
 + ( ) ( )( ) ( )( ) ( ) 2ˆ ˆ ˆk k kt t t k k kE G X J G X J G X G x r q  − + − ≡ + + ∆  , (11)
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где в соответствии с рассматриваемым здесь алгоритмом мы полагаем, что kx  может быть найде-
но с точностью, не ниже, чем Δ2, из равенства
 ( )( ) ( )ˆ 0,kt kJ G X G x− =  (12)
и используем следующую приближенную формулу для вычисления ( )( )ˆE G X ⋅  , точную для 
мно гочленов третьей степени (см. [2]): 
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E G X J G X G x p u u du⋅  ≈ ≡ +  ∆ ∫
 (13)
где ( ) [ ] ( ) ( ), ,ρ 1 sign ,kt k t tu u u= ∆   [ ] [ ]1 1, ,k k k k kU t t t t− −= − − ∪ .
Таким образом, предлагаемая алгоритмом из [1] приближенная формула может быть записана 
в виде
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Из (10)–(11) вытекает рекуррентное соотношение, которое может быть использовано для оцени-
вания kr :
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Оценим далее kq  при условии (12) и с учетом того, что приближенная формула точна для функ-
циональных многочленов третьей степени от ˆ ,sX  [ ],ks t t∈ :
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Оценим теперь множитель ( ) ( )'' ''kt kE G X G x  −   из (15). Для этого сначала вычислим
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 ( ) ( )1kG x O−= + ∆ , [ ]( )1θ ,k kt t +∈  . (17)
В силу (12) из (17) следует, что
 ( ) ( ) ( )1 .k kG x G x O−= + ∆  (18)
Далее, аналогичным способом вычисляя ( )( )'' ˆ ktJ G X , получаем
 ( )( ) ( ) ( )'' '' 1ˆ kt kJ G X G x O−= + ∆ . (19)
(Единственным отличием от вышеприведенных оценок ( )( )ˆ ktJ G X  является использование кон-
стант ( )2mc +  при оценке производных ( )2mG + .)
Из (16) следует, что
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с учетом условия ( )' 1 0kG x − ≠ . Отсюда получим
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Из (19) и (20) получаем
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где использована оценка, аналогичная (16) для случая ''G , и оценка (21). Отсюда получаем, что
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где ( ) ( )'' '' '' ˆk kk t tr E G X E G X  = −    можно найти из рекуррентного соотношения, которое полу-
чается подобно тому, как это было сделано для kr  в (9)–(11):
 
( ) ( )1'' '' '' 1kk t kr E G X G x− − ≤ − +    
 ( ) ( ) ( ) ( ) ( )14 42 2112 kt kp E G X G x O− − + ∆ − + ∆ ≤    
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 ( ) ( ) ( ) ( )1 4'' '' 2 21kt kE G X G x c p O− − ≤ − + ∆ + ∆ ≤    
 ( ) ( ) ( )1'' '' 1kt kE G X G x O− − ≤ − + ∆ =   
(используются (15) и (22))
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т. е.
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Таким образом, получаем из (15), (23):
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где мы воспользовались тем, что ( ) ( )1 11 ˆ 0t tr E G X E G X  ≡ − =    . Из приведенных оценок  вы-
текает справедливость следующей теоремы. 
Т е о р е м а. Имеет место следующая асимптотическая оценка порядка погрешности при-
ближенной формулы (14):
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+
+ = + ∫  kx  находится из равенства (12), ( )( )ˆ ktJ G X  определяется форму-
лой (13). 
Рассмотрим пример, иллюстрирующий применение предложенного алгоритма.
Положим в (1): ( ) ( ) ( )1 cos 1 0 5 sin 0 5 ,G u u u= + + , ,  ( ) 1.p s =  Точное значение ожидания (1) в этом 
случае равно ( ) ( )22 cos1 sin1 1 1 0 5sin1 .
2
t
I e t
− 
 = + − + − ,
 
 
 Результаты вычислений по приближен-
ной формуле (14) для 
4
x π=  приведены в таблице.
t Точное значение n = 50 n = 100 n = 500
0,2 0,208833 0,208646 0,208739 0,208814
0,6 0,600795 0,599224 0,600004 0,600636
1,0 0,963708 0,95963 0,961654 0,963295
1,4 1,30284 1,29537 1,29907 1,30208
1,8 1,62249 1,61094 1,61666 1,62132
Примечание. Приведенные численные результаты согласуются с указанным в теореме порядком сходимости. 
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