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Degree Complexity of a Family of Birational Maps
Eric Bedford*, Kyounghee Kim, Truong Trung Tuyen,
Nina Abarenkova†, and Jean-Marie Maillard
§0. Introduction. Birational mappings on the space of q × q matrices have been found
to arise as natural symmetries in lattice statistical mechanics. One such map gives rise to
a family ka,b of birational maps of the plane (see [BMR1,2], [A2]). Dynamical properties of
this family have been studied in a number of works ([A1–8], BD[2], [BMR], [BM]). Recall
the quantity
δ(k) := lim
n→∞
(deg(kn))
1
n ,
which is the exponential rate of growth of the iterates of k. This is variously known as the
degree complexity, the dynamical degree, or the algebraic entropy of k. When b 6= 0 and a
is generic, δ(ka,b) is the largest root of the polynomial x
3 − x2 − 2x− 1. When b = 0 and a
is generic, δ(ka,0) is the largest root of x
2 − x− 1. The form of a map can change radically
under birational equivalence: a simpler form for ka,0 which was obtained in [BHM] made it
more accessible to detailed analysis (see [BD1,3]).
A basic property is that k is reversible in the sense that k =  ◦ ι is a composition of
two involutions. Here we give (a birationally equivalent version of) k as a composition of
involutions in a new way. This shows how ka,b fits naturally into a larger family of maps.
Namely, for any polynomial F , we define the involutions
F (x, y) = (−x+ F (y), y), ι(x, y) =
(
1− x−
x− 1
y
,−y − 1−
y
x− 1
)
,
and the family of birational maps is given by kF = F ◦ ι. When F is constant, the family
kF is birationally equivalent to ka,0, and when F is linear, kF is equivalent to ka,b. In this
paper we determine the structure and degree complexity for the maps kF :
Theorem 1. Let n denote the degree of F . If n is even, then for generic parameters δ(kF )
is the largest root of the polynomial x2−(n+1)x−1. If n is odd, then for generic parameters
δ(kF ) is the largest root of x
3 − nx2 − (n+ 1)x− 1.
When kF is not generic, the growth rate δ(kF ) decreases (i.e. F 7→ δ(kF ) is lower
semicontinuous in the Zariski topology). One of the interesting things about the family is
to know which parameters are not generic as well as the corresponding values of δ(kF ) is
decreased. The exceptional values of a for the family ka,0, as well as the corresponding
values of δ(ka,0), were found by Diller and Favre [DF]. Similarly, the exceptional values of
(a, b) are given in [BD2]. Here we look at the maximally exceptional parameters for the case
where F is cubic. These are the cubic maps with the slowest degree growth and give a 2
complex parameter family of maps which are (equivalent to) automorphisms:
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Theorem 2. If F (y) = ay3+ay2+by+2, a 6= 0, then kF is an automorphism of a compact,
complex surface Z. Further, the degrees of knF grow quadratically, and kF is integrable.
We will analyze the family kF by inspecting the blowing-up and blowing-down behavior.
That is, there are exceptional curves, which are mapped to points; and there are points of
indeterminacy, which are blown up to curves. As was noted by Fornæss and Sibony [FS], if
there is an exceptional curve whose orbit lands on a point of indeterminacy, then the degree
is not multiplicative: (deg(kF ))
n 6= deg(knF ). The approach we use here is to replace the
original domain P2 by a new manifold X . That is, we find a birational map ϕ : X → P2,
and we consider the new birational map k˜ = ϕ ◦ kF ◦ ϕ
−1. There is a well defined map
k˜∗ : Pic(X ) → Pic(X ), and the point is to choose X so that the induced map k˜ satisfies
(k˜∗)n = (k˜n)∗. By the birational invariance of δ (see [BV] and [DF]) we conclude that δ(kF )
is the spectral radius of k˜∗. This method has also been used by Takenawa [T1–3]. The
general existence of such a map k˜ when δ(k) > 1 was shown in [DF]. We comment that
the construction of X and k˜ can yield further information about the dynamics of k (see, for
instance, [BK] and [BD2]).
§1. The maps. Let us set F (z) =
∑n
j=0 ajz
j with an 6= 0. The map k = F ◦ ι is the
composition of the two involutions defined above. The map k = [k0 : k1 : k2] is given in
homogeneous coordinates as
k0 = (x0x1 − x
2
0)
nx2
k1 = x
n−1
0 (x1 − x0)
n+1(x2 + x0) + x2
n∑
j=0
aj(x0x1 − x
2
0)
n−j(x22 − x0x1 − x1x2)
j
k2 = x2(x0x1 − x
2
0)
n−1(x22 − x0x1 − x1x2).
(1.1)
Each coordinate function has degree 2n+1, which means that deg(k) = 2 ·deg(F )+1. Since
the jacobian of this map is x3n−30 (x0−x1)
3n−1x22(x
2
0−x0x1−x1x2) we have four exceptional
curves :
C1 := {x0 = 0}, C2 := {x0 = x1}, C3 := {x2 = 0}, C4 := {−x
2
0 + x0x1 + x1x2 = 0}.
When a0 6= 2, the exceptional hypersurfaces are mapped as:
k : C4 7→ [1 : −1 + a0 : 0] ∈ C3 and C1 ∪ C2 ∪ C3 7→ e1. (1.2)
The points of indeterminacy for k are
e1 := [0 : 1 : 0], e2 := [0 : 0 : 1], and e01 := [1 : 1 : 0].
Figure 1.1 shows the relative position of the points of indeterminacy (dots with circles
around them), exceptional curves, and the critical images (big dots). The information that
C1, C2, C3 → e1 is not drawn for lack of space.
2
Figure 1.1. Exceptional curves and points of indeterminacy.
The sort of singularity that will be the most difficult to deal with arises from the
exceptional curve C1 7→ e1 ∈ C1. In local coordinates near e1, this looks like
k[t : 1 : y] =
[
tn + · · ·
an(−y)n + · · ·
: 1 :
tn−1 + · · ·
an(−y)n−1 + · · ·
]
. (1.3)
For this, we will perform the iterated blowups described in §2.
The inverse map k−1 = [k−10 : k
−1
1 : k
−1
2 ] is given as
k−10 = x
n
0x2(Fˇ − x
n−1
0 (x0 + x1))
k−11 = (x0 + x2)

 n∑
j=0
ajx
n−j
0 x
j
2 − x
n−1
0 (x0 + x1)


2
k−12 = x
n−1
0 x2
(
xn−10 (x
2
0 + x0x1 + x1x2)− (x0 + x2)Fˇ
)
where Fˇ = xn0F (x2/x0) =
∑n
j=0 ajx
n−j
0 x
j
2. The jacobian for the inverse map is
x3n−30 x
2
2(x
n
0 + x
n−1
0 x1 − Fˇ )
2
(
xn+10 − (x0 + x2)(x
n
0 + x
n−1
0 x1 − Fˇ )
)
The exceptional curves for k−1 are C ′j , 1 ≤ j ≤ 4, where
C ′1 = C1, C
′
2 := {x
n
0 + x
n−1
0 x1 − Fˇ = 0}, C
′
3 = C3,
C ′4 := {x
n+1
0 − (x0 + x2)(x
n
0 + x
n−1
0 x1 − Fˇ ) = 0}.
k−1 : C ′1 ∪ C
′
3 7→ e1, C
′
2 7→ e2, and C
′
4 7→ e01 ∈ C
′
3, (1.4)
§2. Blowups and local coordinate systems. In this section we discuss iterated blowups,
and we explain the choices of local coordinates which will be useful in the sequel. Let
π : X → C2 denote the complex manifold obtained by blowing up the origin e = (0, 0); the
space is given by
X = {((t, y), [ξ : η]) ∈ C2 ×P ; tη = yξ},
and π is projection to C2. Let E := π−1(e) denote the exceptional fiber over the origin, and
note that π−1 is well defined over C2− e. The closure in X of the y-axis (π−1({t = 0}− e))
corresponds to the hypersurface {ξ = 0} ⊂ X. On the complement {ξ 6= 0} set u = t and
3
η = y/t. Then (u, η) defines a coordinate system on X \ {t = 0}, with a point being given
by ((t, y), [1 : y/t]) = ((u, uη), [1 : η]). We will use the notation (u, η)L. On the set t 6= 0,
the coordinate projection π is given in these coordinates as
πL(u, η)L = (u, uη) = (t, y) ∈ C
2. (2.1)
Figure 2.1 illustrates this blowup with emphasis on the relation between the point e
and the lines t = 0 and y = 0 which contain it. The space X is drawn twice to show two
choices of coordinate system; the dashed lines show where each coordinate system fails to
be defined. The left hand copy of X shows the u, η-coordinate system in the complement
of t = 0. The right hand side shows a different choice of coordinate; we would choose this
coordinate system to work in a neighborhood of the point p1 := E ∩ {t = 0}.
In the u, η coordinate system (on the upper left side of Figure 2.1), the η-axis (u = 0)
represents the exceptional fiber E ∼= P1. The line γη = {(s, η)L : s ∈ C} projects to the
line {y = ηt} ⊂ C2, and (0, η)L = E ∩ γη. It follows that E ∩ {y = 0} = (0, 0)L in this
coordinate system.
η ξ
pipi
Figure 2.1. Two choices of local coordinate systems.
On the upper right side of Figure 2.1, we define a (ξ, v)-coordinate system on the complement
of t-axis (y = 0) :
πR : (ξ, v)R = (t/y, y)→ (vξ, v) ∈ C
2. (2.2)
The exceptional fiber E is given by ξ-axis (v = 0). Next we blow up p1 = E ∩ {t = 0} =
{ξ = v = 0} = (0, 0)R. Let P1 denote the exceptional fiber over p1. The choice of a local
coordinate system depends on the center of next blowup. Suppose the third blowup center
is an intersection of two exceptional fibers p2 := E ∩ P1. For this we are led to the (u, η)-
coordinate system, as on the left side of Figure 2.1. Thus we have a local coordinate system
on the complement of {t = 0} ∪ {y = 0};
(u1, η1)1 = (t/y, y
2/t)→ (u1, u1η1)R → (u
2
1η1, u1η1) ∈ C
2. (2.3)
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This (u1, η1)-coordinate system is defined only off the axes (t = 0) ∪ (y = 0); the new
exceptional fiber P1 is given by the η1-axis.
η
Figure 2.2. Blowup of p1 in (u1, η1)-coordinates.
Now we define a sequence of iterated blowups which will let us deal with the singularity
(1.3). We start with the blowup space X as in Figure 2.2, and we continue inductively for
2 ≤ j ≤ n by setting pj := E ∩ Pj−1 and letting Pj be the exceptional fiber. For each
2 ≤ j ≤ n, we use the left-hand coordinate system of Figure 2.1, which corresponds to (2.1).
Thus we have the coordinate projection πj : Pj → C
2:
πj : (u, η)j → (u
j+1η, ujη) = (t, y) ∈ C2, π−1j (t, y) = (u, η) = (t/y, y
j+1/tj). (2.4)
This coordinate system is defined off of {y = 0} ∪ {t = 0} ∪ P1 ∪ · · · ∪ Pj−1. A point
(0, η = c)j ∈ Pj is the landing point of the curve u 7→ (u, c)j as u → 0, which projects
to the curve u 7→ (t(u) = uj+1c, y(u) = ujc) ∈ C2. In Figure 2.3, the exceptional fibers
Pj , 1 ≤ j ≤ n are drawn with their fiber coordinates y
j+1/tj .
Figure 2.3. n-th iterated blowup
§3. Mappings with n = even. We define a complex manifold πX : X → P
2 by blowing
up points e1, q, p1, . . . , pn−1 in the following order:
(i) blow up e1 = [0 : 1 : 0] and let E1 denote the exceptional fiber over e1,
(ii) blow up q := E1 ∩ C4 and let Q denote the exceptional fiber over q,
(iii) blow up p1 := E1 ∩ C1 and let P1 denote the exceptional fiber over p1,
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(iv) blow up pj := E1 ∩ Pj−1 with exceptional fiber Pj for 2 ≤ j ≤ n− 1.
The iterated blow-up of p1, . . . , pn−1 is exactly the process described in §2, so we will
use the local coordinate systems defined there. That is, in a neighborhood of Q we use
a (ξ1, v1) = (t
2/y, y/t) coordinate system. For E1 and Pj , 1 ≤ j ≤ n − 1 we use local
coordinate systems defined in (2.2–4). We use homogeneous coordinates by identifying a
point (t, y) ∈ C2 with [t : 1 : y] ∈ P2. Let kX : X → X denote the induced map on the
complex manifold X . In the next few lemmas, we will show that kX maps the exceptional
fibers as shown in Figure 3.1.
Figure 3.1. The space X and the action of kX
Lemma 3.1. Under the induced map kX , the blowup fibers E1 and Pn−1 are mapped to
themselves :
kX : E1 ∋ ξ 7→ −ξ/(ξ + 1) ∈ E1
Pn−1 ∋ ηn−1 7→ ηn−1/(1 + anηn−1) ∈ Pn−1.
(3.1)
Proof. First let us work on E1. We use the local coordinate system defined in (2.2), so a
point in the exceptional fiber E1 is (ξ, 0)R. To see the forward image of E1 we consider a
nearby point (ξ, v)R → (vξ, v) with small v and we have kX (ξ, 0)R = limv→0 kX (ξ, v)R. By
(1.1) we see that
k [vξ : 1 : v] = [vξ + · · · : 1 + · · · : −v(ξ + 1) + · · ·]
where we use · · · to indicate the higher order terms in v. As in Figure 2.1, the coordinate
of the landing point in E1 is given by the ratio of t- and y-coordinates. Thus we have
kX |E1 : ξ 7→ lim
v→0
k0/k2 = lim
v→0
(vξ + · · ·)/(−v(ξ + 1) + · · ·) = −ξ/(ξ + 1).
Now we determine the behavior of kX on Pn−1. A fiber point (0, ηn−1) ∈ Pn−1 is the
landing point of the arc u 7→ (u, ηn−1) as u→ 0. To show that kX maps Pn−1 to Pn−1, we
need to evaluate:
lim
u→0
kX (u, ηn−1) = lim
u→0
π−1n−1 ◦ k ◦ πn−1(u, ηn−1).
Using the formulas for πn−1 and π
−1
n−1 in (2.4), we obtained the desired limit.
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Now we may use similar calculations to show that kX : Pj → Pn−1; we fix a point
(0, ηj) ∈ Pj and show the existence of the limit
lim
u→0
kX (u, ηj) = lim
u→0
π−1n−1 ◦ k ◦ πj(u, ηj).
Doing this, we find that the line C1 and all blowup fibers Pj , j = 1, . . . , n − 2 are all
exceptional for both kX and k
−1
X
. And C2 is exceptional for kX :
kX : C1, C2, P1, · · · , Pn−2 7→ 1/an ∈ Pn−1
k−1
X
: C1, P1, · · · , Pn−2 7→ (−1)
n−1/an ∈ Pn−1
(3.2)
Combining (3.1–2) it is clear that the indeterminacy locus of kX consists of three points
e2, e01, and (−1)
n−1/an ∈ Pn−1.
Lemma 3.2. If n is even, then the orbits of the exceptional curves C1, C2, P1, . . . , Pn−2 are
disjoint from the indeterminacy locus.
Proof. By Lemma 3.1, the orbit of 1/an in Pn−1 is {1/an, 1/(2an), 1/(3an), . . .} ⊂ Pn−1.
This is disjoint from the indeterminacy locus since it does not contain point −1/an in Pn−1.
A computation as in the proof of Lemma 3.1 shows that kX maps Q ↔ C3 according
to:
kX : Q ∋ ξ1 7→ [1 : a0 − ξ1 : 0] ∈ C3,
C3 ∋ [x0 : x1 : 0] 7→ −x1/x0 ∈ Q.
(3.3)
Lemma 3.3. If a0 6= 2/m for all m > 0 then the indeterminacy locus of kX and the forward
orbit of C4 under the induced map kX are disjoint. If a0 = 2/m for some m > 0, we have
k2m−1
X
C4 = e01.
Proof. Since the forward image of C4 is [1 : −1 + a0 : 0] ∈ C3, using (3.3) we have that
k2m−1
X
C4 = [1 : ma0 − 1 : 0] ∈ C3. Since the unique point of indeterminacy in C3 is e01, for
C4 to be mapped to a point of indeterminacy, a0 must satisfy ma0 − 1 = 1 for some m ≥ 0.
The following theorem comes directly from previous Lemmas.
Theorem 3.4. Suppose that n is even and a0 6= 2/m for all integers m ≥ 0. Then no orbit
of an exceptional curve contains a point of indeterminacy.
Let us recall the Picard group Pic(X ), which is the set of all divisors in X , modulo
linear equivalence, which means that D1 ∼ D2 if D1−D2 is the divisor of a rational function.
Pic(P2) is 1-dimensional and generated by the class of any line (hyperplane) H, and a basis
of Pic(X ) is given by the class of a general hyperplane HX := π
∗H, together with all of
the blowup fibers E1, Q, P1, . . . , Pn−1. If r is a rational function on X , then the pullback
k∗X r := r ◦ kX is just the composition. To pull back a divisor, we just pull back its defining
functions. This gives the pullback map k∗X : Pic(X ) → Pic(X ). Thus from (3.1-2) we see
7
that the pullback of E1 is E1 and the pulling back of most of basis elements are trivial, that
is k∗XPj = 0 for all j = 1, . . . , n− 2.
Next we pull back HX . Since k has degree 2n+1 we have k
∗H = (2n+1)H in Pic(P2).
Now we pull back by π∗X to obtain:
(2n+ 1)HX = π
∗
X (2n+ 1)H = π
∗
X (k
∗H). (3.4)
A line is given by {h := α0x0 + α1x1 + α2x2 = 0}, so k
∗H is the divisor defined by h ◦ k =∑
j αjkj . To write this divisor as a linear combination of basis elementsHX , E1, Q, P1, . . . , Pn−1,
we need to check the order of vanishing of h ◦ k at all of these sets. Let us start with the
coordinate system πX (ξ, v) = [vξ : 1 : v] near E1, defined in §2. Using the expression for k
given in §1 we see that α0k0 + α1k1 + α2k2 vanishes to order n in v. It follows that π
∗
Xk
∗H
vanishes at E1 with multiplicity n. Similar computations for all other basis elements gives
us π∗Xk
∗H = k∗XHX + nE1 + (n+ 1)Q+ (n+ 1)
∑
j jPj . Combining with (3.4) we have
k∗XHX = (2n+ 1)HX − nE1 − (n+ 1)Q− (n+ 1)
n−1∑
j=1
jPj . (3.5)
Similarly, we obtain:
k∗X : Q 7→ HX − E1 −Q− P1 − 2P2 − · · · − (n− 1)Pn−1
Pn−1 7→ 2HX − E1 −Q− P1 − 2P2 − · · · − (n− 1)Pn−1.
(3.6)
Theorem 1: n =even. Suppose F (z) =
∑n
j=1 ajz
j is an even degree polynomial associated
with F . If a0 6= 2/m for any positive integer m, then the degree complexity is the largest
root of the quadratic polynomial x2 − (n+ 1)x− 1.
Proof. Since P1, . . . , Pn−2 are mapped to 0 under the action on cohomology, it suffices to
consider the action restricted to HX , E1, Q, and Pn−1. By (3.5,6) the matrix representation
of k∗X , restricted to the ordered basis {HX , E1, Q, Pn−1}, is


2n+ 1 0 1 2
−n 1 −1 −1
−n− 1 0 −1 −1
−n2 + 1 0 −n+ 1 −n+ 1

 .
The characteristic polynomial is x(x− 1)(x2 − (n+ 1)x− 1).
§4. Mappings with n = odd. Let us start with the space X from §3. When n is
odd, we see from (3.2) that the image of all exceptional lines of kX coincide with a point of
indeterminacy in pn ∈ Pn−1. Let πY : Y → P
2 be the complex manifold obtained by blowing
up X at the point pn, and let Pn denote the exceptional fiber over pn. In the un−1, ηn−1
coordinate system, pn has coordinate (0, 1/an)n−1. Thus, at Pn, we use the coordinate
projection:
πn : Y ∋ (u, η)n → (u
n(uη + 1/an), u
n−1(uη + 1/an)) ∈ C
2.
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Most computations in the previous section remain valid for n odd. Thus Lemma 3.3, (3.1)
and (3.3) are still valid for the induced map kY : Y → Y. Under kY curves C1, C2, P1, . . . , Pn−3
are still exceptional:
kY : C1, C2, P1, . . . , Pn−3 7→ −an−1/a
2
n ∈ Pn
k−1
Y
: C1, P1, . . . , Pn−3 7→ (an−1 − (n− 1)an)/a
2
n ∈ Pn.
(4.1)
The blowup fibers Pn and Pn−2 form a two cycle, kY : Pn ↔ Pn−2 and Pn−1 is mapped to
itself as before. It follows that the points of indeterminacy for kY are e2, e01 and (an−1 −
(n− 1)an)/a
2
n ∈ Pn. For all m ≥ 0, we have
k2mY : Pn ∋ −an−1/a
2
n 7→ (2m(n− 1)an − (4m+ 1)an−1)/a
2
n ∈ Pn (4.2)
As a consequence of (4.1) and (4.2) we have:
Lemma 4.1. If n is odd, and if
2an−1 6= (n− 1)an, (4.3)
then the forward orbits of C1, C2, P1, . . . , Pn−3 under kY do not contain any point of inde-
terminacy.
Figure 4.1. The space Y and the action of kY .
Combining Lemma 3.3 and 4.1 we have
Theorem 4.2. Suppose that n is odd, a0 6= 2/m for all m > 0, and an−1 6= (n − 1)an/2.
Then the forward orbits of exceptional curves do not contain any points of indeterminacy.
To determine kY , we use the basis {HY , E1, Q, P1, . . . , Pn} for Pic(Y). Now the ex-
ceptional lines C1, C2, P1, . . . , Pn−2 are mapped to Pn. Let {C1} ∈ Pic(Y) denote the class
of the strict transform of C1, i.e., the closure in Y of π
−1
Y
(C1 − centers of blowup). (The
curve C2 does not pass through any center of blowup, so with the same notation we have
{C2} = HY ∈ Pic(Y).) In order to write {C1 = (x0 = 0)} in terms of our basis, we note
first that π−1
Y
C1 = C4 ∪E1 ∪Q∪P1 ∪ · · · ∪Pn−1, i.e., the pullback function x0 ◦πY vanishes
on all of these curves. Thus we have to compute the multiplicities of vanishing. At Pn−1, for
instance, we consider the (un−1, ηn−1) coordinate system defined in (2.4), and we see that
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k∗Yx0 vanishes to order n at Pn−1 = (un−1 = 0). Similarly we can compute the multiplicities
for E1, Q, P1, . . . , Pn−2 and Pn, so
HY = π
∗
YC1 = {C1}+ E1 +Q+ 2P1 + 3P2 + · · · + nPn−1 + nPn.
It follows that
k∗YPn = {C1}+ {C2}+
n−2∑
j=1
Pj = 2HY − E1 −Q−
n−2∑
j=1
jPj − nPn−1 − nPn.
For the rest of basis entries we have
k∗Y : HY 7→ (2n+ 1)HY − nE1 − (n+ 1)Q− (n+ 1)
n−1∑
j=1
jPj − n
2Pn
Q 7→ HY − E1 −Q− P1 − 2P2 − · · · − (n− 1)Pn−1 − (n− 1)Pn,
E1 7→ E1, Pn−2 7→ Pn, and Pn−1 7→ Pn−1.
Theorem 1: n =odd. If a0 6= 2/m for all m > 0, then the degree complexity is the largest
root of the cubic polynomial x3 − nx2 − (n+ 1)x− 1.
Proof. The classes of the exceptional fibers P1, · · · , Pn−3 are all mapped to 0, and exceptional
fibers E1 and Pn−1 are simply interchanged. It follows that to get the spectral radius of k
∗
Y
we only need to consider 4×4 matrix with ordered basis {HX , Q, Pn−2, Pn} and the spectral
radius is given by the largest root of x3 − nx2 − (n+ 1)x− 1.
§5. Degree 3: a family of automorphisms. Let us consider the 2 parameter family of
maps k = F ◦ ι where F (z) = az
3 + az2 + bz + 2 with a 6= 0. We consider the complex
manifold πZ : Z → P
2 obtained by blowing up 6 points e2, e01, p4, p5, p6, r in the complex
manifold Y constructed in §4. As we construct the blowups, we will let E2, E01, P4, P5, P6
and R denote the exceptional fibers over e2, e01, p4, p5, p6, and r respectively. Specifically,
we blow up e2 and e01 and then:
p4 := −1/a ∈ P3, p5 := (2− b)/a ∈ P4,
p6 := (2b− 2− a)/a
2 ∈ P5, and r := 0 ∈ E2 ∩ {x1 = 0}.
We define the local coordinate system in a similar way we define local coordinates in §2.
Using these local coordinates we can easily verify that under the induced map kZ we have
C1 → P4 → C1, E2 → P5 → E2, C4 → E01 → C
′
4, and C2 → P6 → R→ C
′
2
and all mappings are dominant and holomorphic.
Figure 5.1. The space Z and action of fZ .
For example, let us consider E2. We may use coordinates w, ζ which are mapped by πE2 :
(x, ζ) → [w : wζ : 1] ∈ P2. Thus E2 = (w = 0) is given by ζ-axis in this coordinate system
and by considering limw→0 π
−1
P5
◦ k ◦ πE2(w, ζ) we find:
kZ : E2 ∋ ζ 7→ (2b− a− ζ − 1)/a
2 ∈ P5.
The mapping among the exceptional fibers is shown in Figure 5.1. What is not shown is
that R→ C ′2 and E01 → C
′
4
Theorem 5.1. Suppose F (z) = az3 + az2 + bz + 2 with a 6= 0. Then the induced map kZ
is biholomorphic.
Proof. Since kZ and k
−1
Z
have no exceptional hypersurface, indeterminacy locus for kZ is
empty. It follows that kZ is an automorphism of Z.
Repeating the argument in previous two sections, we have that k∗Z acts on each basis
element as follows :
HZ 7→ 7HZ − 3E1 − 4P1 − 8P2 − 9P3 − 10P4 − 10P5 − 10P6 − 3E2 − 6R− 4Q− 4E01,
E1 7→ E1, P1 7→ P3 7→ P1, and P2 7→ P2,
P4 7→ HZ −E1 − 2P1 − 3P2 − 3P3 − 3P4 − 3P5 − 3P6 − E2 −R−Q,
P5 7→ E2, P6 7→ HY − E2 −R− E01, E2 7→ P5, and E01 7→ P6,
Q 7→ HZ − E1 − P1 − 2P2 − 2P3 − 2P4 − 2P5 − 2P6 −Q− E01,
E01 7→ 2HZ − E1 − P1 − 2P2 − 2P3 − 2P4 − 2P5 − 2P6 − E2 − 2R− 2Q− E01.
Theorem 5.2. Suppose F (z) = az3 + az2 + bz + 2 with a 6= 0. Then the degree of
kn = k ◦ · · · ◦ k grows quadratically, and k is integrable.
Proof. All the eigenvalues of the characteristic polynomial of k∗Z have modulus one. The
largest Jordan block in the matrix representation of k∗Z is a 3 × 3 block corresponding to
the eigenvalue 1. Thus the growth rate of the powers of the matrix is quadratic.
Integrability follows from more general results: Gizatullin [G] showed that if the growth
rate is quadratic, then there is an invariant fibration by elliptic curves. In this case, we can
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give an explicit invariant. If we define φ = φ1/φ2 to be the quotient of the following two
polynomials;
φ1[x0 : x1 : x2] = x
2
0x
2
2,
φ2[x0 : x1 : x2] = −2x
4
0 + 4x
3
0x1 − (2 + a)x
2
0x
2
1 + 2ax1x
2
2(x0 + x2)− 2b(x
3
0x2 − x
2
0x1x2),
then φ ◦ k = φ.
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