Most commonly available fast Fourier transform (FFT) subroutines use single precision chopping arithmetic, and the resulting normalized roundoff error, in computing an N-point transform with N = II~l a, is O(M~). This paper proposes a modification of these subroutines for use on computers with a hardwired double precision arithmetic unit. The resulting normalized roundoff error is 0(11']) and is independent of the a,. The modification leads to a negligible increase in storage. For most computers, the increase in the execution time is small. For certain computers, such as IBM System/360 models 91 and 195, the modification can result in a decrease in the execution time.
INTRODUCTION
The fast Fourier transform (FFT) [1] [2] [3] [4] is an efficient algorithm for computing the coefficients of the discrete Fourier transform (DFT) of a finite sequence of numbers. The algorithm can be implemented by software on general purpose computers or by dedicated processors.
}~-0 is defined The discrete Fourier transform of an N-point data sequence {u(n) N-1 by N--1 The most common FFT subroutines written in the last decade, e.g. [4, 9, 10] , use single precision floating point chopping arithmetic in order to minimize storage and to allow their use on a wide range of computers. For these subroutines, the output roundoff noise-to-signal ratio in computing an N-point FFT is of the order of M 2, where M is defined by eq. (2) [5, 8, 13, 14] .
A(p) = ~u(n)
In this paper we address ourselves to the problem of computing the FFT of a long sequence or large array, as for example in multidimensional FFT. Because of the large number of operations involved, we assume that the computer has a hardwired double precision arithmetic unit (add and multiply). We propose a modification of existing FFT subroutines for which the output roundoff noise-to-signal ratio will be O(M), as compared to O(M 2) for the available subroutines. This is accomplished with practically no additional storage, and the increase in running time, if any, is small. For certain computers, e.g. IBM System/360 models 91 and 195, there is actually a decrease in the execution time due to the fact that instructions are executed in parallel and memory is accessed in double word [7] .
MODIFICATION OF THE FFT ALGORITHMS
Two assumptions are made in this section in order to simplify the presentation. Instead of treating the general case of mixed radix, only radix-a FFT is treated. Also, of the many versions of the FFT algorithm, we treat only the decimation in time (DIT) version. The method described in this section can easily be generalized to the ease of arbitrary-radix FFT, and it can also be extended to the other versions of the FFT algorithm. The analysis in Section 3 does not depend on the above two assumptions.
In a radix-a FFT algorithm, the basic computation is of the form
which is carried out successively for rn = 0 , . . . , M -I. Initially (m = 0), the
set ~v~=0 is a permutation of the data ; = -{u(n)},-0 finally (m M 1), Vk ~ = A (k), 0 < k < N -1, which is the transform sequence. In eq. (4), j --%/( -1), a is a rational number which depends on both k and m, and l(i) is an integer. Decomposing into the real and imaginary parts, we obtain
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Since the arrays X and Y are very large, single precision storage is used. To save computation time, the circular functions are also precomputed and kept in the two single precision arrays SINE and COSINE in storage. Two accumulators DR and DI and four temporary storages E, F, G, and H are used. In ANS Fortran, they are specified as follows:
DOUBLE PRECISION DR, DI, E, F, G, H.
Equation (6) can be evaluated as follows:
where L(I) and IALPK(I) are indices corresponding to l(i) and a(i-1), SNGL is a Fortran intrinsic function, IRESLT is the index of the final result, and IA is a, the radix of the FFT. When an optimizing compiler, such as the IBM Fortran H or the IBM PL/I-X compiler, is used, the time taken to execute the above statements is only slightly longer than the time taken if all operations are done in single precision. The compiler achieves this by keeping frequently used expressions in registers instead of accessing storage every time. The double precision multiplications do not take significantly more time than the equivalent single precision multiplications because of the trailing zeros in the multipliers. The additions should take about the same amount of time since we assumed that a parallel double precision adder is available. The last two lines perform the rounding operations [11] .
With some compilers, e.g. IBM PL/I-X, the double precision multiplications may not be necessary since E = X(K(I)).COSINE(IALPK (I)) gives the same result as E = X(K(I)); F = COSINE (IALPK(I)); E = E,F, where E and F are double precision numbers and X and COSINE are single precision numbers. Since this feature is compiler dependent (it holds for the IBM PL/I-X but not for the IBM Fortran H), it should be checked before being used. This feature is not used in this paper. • 57
ROUNDOFF ERROR
In what follows, we do not consider the problem of coefficient accuracy (the accuracy of the numbers SINE ( ) and COSINE ( ) ) since it can be shown [13, 14] not to be a significant component of the error due to the finite wordlength effects. When single precision arithmetic is used, the results of all operations are truncated. For a radix-2 FFT, i.e. a, = 2 for all i, eq. (3) can be evaluated by using a statistical model for the roundoff errors [5, 12, 13] . When arbitrary or mixed radix is used, it is not possible to evaluate eq. (3) in the general case. The special case when the input is a stationary white noise can be treated [12] even though the calculations get very involved. The noise-to-signal ratio in that case can be shown to be O ( a~M 2 ) , where a = m a x a , .
i With single precision, it is possible to use rounding on certain computers. For rounding the noise-to-signal ratio becomes 0 (aM).
When double precision accumulators are used, as proposed in this paper, we get the following equation
where var (e) is a quantity we define later. Equation (8) holds for any input data and does not depend on a. This independence of a is significant when large-radix FFT, i.e. for large value of a, is used. The actual proof of eq. (8), though straightforward, is lengthy. A sketch of the proof is given in the appendix. The term var (e) depends on the type of floating point number used. For a computer using a base-2 representation of floating point number, it is var (e) = 2 -" t / 3 (9) where t is the length of the mantissa in bits. For computers using a base r, with r greater than 2, a better expression is [6] var (e) = r -2 t ( r 9 -1)/24 In r (10) where t is the number of digits of the mantissa in the base-r representation. A comparison of the actual noise-to-signal ratio with the predicted noise-tosignal ratio is given in Table I . Three cases are considered. In the first, N = 2187 = 37; so a = 3, M = 7. In the second, N = 3124 = 55 . In the third, N = 2401 = 74. The predicted N / S is calculated by using eqs. (8) and (10) with r = 16. Tables II and III   Double precision accumulator and  Single precision computation The agreement is seen to be good. We also note that the actual N/S is always worse than the theoretically predicted N/S. This is due to the residual mean in rounding because the numbers to be rounded have a finite wordlength, as is the case for the double precision accumulators. Table II shows the noise-to-signal ratios for the same FFTs when computed with single precision and with double precision accumulators. Note the dependence on both a and M of the single precision computations, whereas the N/S for the cases with double precision accumulator and multiplier depends only on M according to eq. (8) .
The computation times are also given for the P L / I program run on the IBM System/360 model 91. The program was compiled by the PL/I-X compiler. The timer was found to be consistent to within 5 percent. Table III shows the computation time for the P L / I program run on the IBM System/370 model 158. The instructions are not executed in parallel in this case. This is more typical among the available computers.
In Tables II and III , the absolute values of the timings are not significant since they depend on too many factors. The quantity of interest is the difference in execution time between the two methods. However, owing to the inaccuracy of the timer, only the sign of this difference is reliable. Even then, the sign can change if a different compiler is used with the program. Hence we can only conclude that the increase in accuracy is achieved with a small increase in computation time, if any.
CONCLUSION
In this paper we have presented a modification of existing FFT subroutines that reduces the roundoff noise in the output. This modification should be of interest to users of multidimensional FFTs since it can be shown that for a N~XN2 FFT, M where N~ --1-I,k-~ a, and N2 = II,ffik+~ a,, the output noise-to-signal ratio is only M var (e), irrespective of what values the a, may take.
APPENDIX
There are two FFT algorithms--the decimation in time (DIT) and the decimation in frequency (DIF) algorithms. Whichever algorithm is used, it is necessary to In our statistical error model, the error introduced when a floating point complex number C is rounded has zero mean and variance [11] var (C -(C),) = I C }2 var (e) (A.1)
where (C)~ is the rounded result, var ( ) denotes the variance, and var (e) is given by eq. (9) or (10) . Furthermore the errors are assumed to be independent of each other.
With this model, assuming that V m-~ was computed without error, (Vm)~ will have an error due to rounding. According to eq. (A.1), all the elements of (Vm)~ will have a noise-to-signal ratio of var (e). In the DIT algorithm, by using the Parseval relation and Proposition 1, the equivalent input noise-to-signal ratio due to the roundoff errors at step m can be shown to be var (e). Neglecting second order errors, superposition can be used to yield eq. (8) . The DIF case can be worked out similarly.
