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The magnetic textures on nanoscale possess topological features due to the continuity of the
magnetization vector field and its boundary conditions. In thin planar nanoelements, where the
dependence of the magnetization across the thickness is inessential, the textures can be represented
as a soup of 2-d topological solitons, corresponding to magnetic vortices and antivortices, which are
the solutions of Skyrme’s model. Topology of the element (of the boundary conditions) then imposes
the restrictions on properties and locations of these objects. Periodic arrays of magnetic antidots
have topology with infinite connectivity. In this work we classify and build an approximate analytical
representation of metastable magnetization textures in such arrays and prove the conservation of
their topological charge.
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Today there is a renewed interest to the magnetic topo-
logical solitons (or skyrmions). They are ubiquitous and
stable in thin films[1–3] and in planar nanomagnets[4–
6]. Their defining feature is the presence of non-zero
integer topological charge[7], which splits the magnetiza-
tion textures into topological classes. There are (infinite
in theory[7]) energy barriers, separating the textures of
different topological class in thin films and granting the
topologically charged textures an enhanced stability.
There are also additional topological properties of
these textures, resulting from interplay of the topology of
the magnetization textures and the topology of the na-
noelement itself, specifically its connectivity[8]. In sim-
ply connected nanoelements the positions of vortices and
antivortices are influenced only by weaker magnetostatic
forces. Each additional degree of connectivity imposes
an additional algebraic constraint on their positions[8, 9],
guarded by both the exchange and magnetostatic forces.
Similar constraints arise in the case of periodic magneti-
zation textures[10]. They are a defining feature, making
magnetic skyrmions different from magnetic bubbles[10],
which are also stable, but can have their positions and
chirality controlled independently.
Consideration of periodic antidot arrays[11] is a logi-
cal next step, which we take in the present work. These
arrays, shown schematically in Fig. 1b), can be produced
either lithographically[11] or self-assembled[12]. Their
magnetization textures were extensively studied exper-
imentally and numerically[13–15], but there is no analyt-
ical theory to date.
Formally, the antidot array is a thin film, containing a
doubly periodic array of holes, shown in Fig 1b) with the
Cartesian coordinate system ~r = {X,Y, Z} such that the
X −Y plane coincides with the top face of the film. The
holes are identical (but not necessarily circular) cylin-
FIG. 1. a) Double DH of the handle H and basis of homolo-
gies on it: A′ = σA; B′ = −σB; b) an example of antidot
lattice with unit cell outlined, P on the top face denotes one
of the perforations and D is the top face of the whole antidot
array; c) several P shapes, which can be parametrized by the
complex linear fractional map.
ders with the base P and their axis parallel to Z. Fer-
romagnetic material occupies a cylinder with the base
D = C \ (P + Z+ τZ), where C is the plane of complex
variable z = X + ıY and the base is invariant under the
shifts 1, τ , Im τ > 0.
Every sufficiently small (but still macroscopic) vol-
ume inside the ferromagnet is uniformly magnetized[16].
The magnitude of this local magnetization vector ~M is
a constant | ~M | = MS called the saturation magneti-
zation, which is a material parameter. These vectors
form a spatial distribution ~M(~r) – vector field, called
the magnetization texture. If the film is sufficiently thin,
the magnetization can be assumed to be constant across
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2the film thickness ∂ ~M/∂Z = 0. Then, without further
loss of generality, the dimensionless magnetization vec-
tor ~m = ~M/MS can be expressed via a complex function
w(z, z) using the stereographic projection
{mX + ımY,mZ} = {2w(z, z), 1− w(z, z)w(z, z)}
1 + w(z, z)w(z, z)
, (1)
which guarantees |~m| = 1. Here the line over the variable
denotes complex conjugation z = X − ıY , and ı = √−1.
In the absence of perforations, the magnetization tex-
tures of thin films are a subject of classical domains
theory[17] representing them as a set of uniformly magne-
tized domains, separated by the magnetic domain walls.
The same can be expected if the distance between perfo-
rations is large or, if, instead of the infinite film, we deal
with large thin film islands.
The smaller islands, which can not accommodate a
domain (or even a domain wall), support a completely
different set of magnetization textures, containing mag-
netic vortices[4, 5, 18], which are 2-dimensional topologi-
cal solitons or skyrmions. This special (“nanomagnetic”,
since the relevant length scales are usually sub-micron)
regime is much less studied. Here we will follow an ap-
proximate approach[19, 20] assuming the existence of the
well defined energy terms hierarchy and based on the se-
quential energy terms minimization. The exchange en-
ergy is dominating in sub-micron elements, because the
positive magnetostatic self-energy of magnetic poles gets
more and more compensated by their negative interaction
energy as they are brought closer together when the mag-
net size decreases. Ultimately, the exchange wins com-
pletely and the magnetization becomes (quasi-)uniform,
but before this happens there is a certain range of is-
land sizes, where the isolated 2-d topological solitons
can be directly observed[4–6]. For multiply-connected
regions[8, 21] (such as ring) the criterion becomes not the
overall size of the element, but the characteristic size of
the magnetic regions it contains (width of the ring). The
same can be expected for infinitely-connected perforated
thin films. It is very hard (if not impossible) to give the
specific estimate of the size limits, because the long-range
character of the magnetostatic interactions makes them
strongly shape-dependent. In the following we shall just
assume that the required energy hierarchy holds and see
if the resulting theoretical magnetization textures corre-
spond to the experimentally observed ones.
In the sequential minimization framework[20] the en-
ergy of face magnetic charges (on the top/bottom inter-
faces of the film) under the assumption of the magneti-
zation vector field being locally extremal with respect to
the exchange energy can be minimized by representing
w(z, z) as a soliton-meron[22] join
w(z, z) =
 f(z)/c1 |f(z)| ≤ c1f(z)/|f(z)| c1 < |f(z)| ≤ c2
f(z)/c2 |f(z)| > c2
, (2)
where f(z) is an analytical function of complex variable
and c1,c2 are free scalar parameters. Next, to zero-out
the magnetostatic energy on the sides of the perfora-
tions f(z) can be chosen as a solution of Riemann-Hilbert
problem of finding the analytical in D complex function
with no normal components at the boundary
Re f(z)n(z)
∣∣∣
z∈∂D
= 0, (3)
where n(z) is the complex normal to the boundary of D.
Let us now compute these magnetization textures for
the case of the thin film, perforated with doubly-periodic
lattice of holes, expressing the solution in terms of real
meromorphic differentials[9] dξ := dz/f(z) which auto-
matically take into account boundary condition (3).
The factor of the perforated plane with exactly one
hole in each elementary cell by rank 2 lattice of shifts is
a torus with one hole (=handle) H, shown in Fig. 1a).
To describe all real meromorphic differentials on the han-
dle we reflect the handle with respect to its boundary to
get its Schottky double. The latter is a genus two sur-
face without boundary, which admits the anticonformal
involution (reflection) σ. As every genus two surface, the
double is conformally equivalent to a hyperelliptic curve
which in our case has an additional symmetry:
DH := {(x,w) ∈ C2 : w2 =
3∏
s=1
(x− xs)(x− xs)} (4)
with the branch points x1, x2, x3, strictly in the upper
half plane. The reflection in this model acts as σ(x,w) :=
(x¯, w¯) and its only real oval is the total lift of the extended
real axis. Each meromorphic differential on the surface
(4) has an appearance
dξ = (R1(x) + wR2(x)) dx, (5)
where Rs(x) are rational functions (quotient of two poly-
nomials). This becomes real differential (with the sym-
metry σdξ = dξ) exactly when Rs(x) are real rational
functions. It describes the space of lattice-invariant mag-
netization states for our model in case of one inclusion
per unit cell.
To give explicit formulas for the states, fix a rank two
lattice L(τ) := Z + τZ, Im τ > 0 on a complex plane of
variable z and consider the set V of four points on the
Riemann sphere
V := {0,∞,−(θ0/θ3)2,−(θ3/θ0)2} (6)
where θ0 and θ3 are so called theta constants, that is the
values at z = 0 of the appropriate standard (we use the
definition from the book of Akhiezer[23]) theta functions
θs(z|τ) of modulus τ . Those four points represent the
branch points of a 2-sheeted model of the torus C/L(τ).
Next step is to choose a complex linear fractional
map x = l(v) = (a1v + a2)/(a3v + a4), essentially de-
pending on three complex constants, such that the set
3X := {xs}s=1,...,4 = l(V ) contains just one point with
strictly negative imaginary part (let it be x4) and the
rest of points have strictly positive imaginary part. Prac-
tically, one can separate one of the points of V by a circle
(not necessarily small) or a line (=big circle) from the rest
of the points and then linear fractionally map this circle
to the real line, which becomes the boundary of the hole
in the torus.
Now consider a genus two curve (excluding the branch
point with negative imaginary part) (4) This is the dou-
ble surface of a handle from our previous consideration.
Real differentials on it have the appearance (5) This dif-
ferential can be pulled back to the physical plane of vari-
able z with the mapping
x(z) := l(
θ21(z|τ)
θ22(z|τ)
). (7)
The inclusions in the z plane are surrounded by the lines
with real value of x(z) and correspond to the regions
where Imx(z) < 0, their shape and size depend on the se-
lection of the linear fractional map parameters ak and τ .
Some of the possible shapes for τ = ı are shown in Fig. 1c)
with {ak} being (from top to bottom): {1, ı,−ı, 1/8− ı},
{1, ı,−ı,−1 + 2√2ı}, {1, ı,−ı,−1 +√2ı}.
It is important to choose the sign of the square root of
the right hand side of (4) such that w(x(z)) is a single-
valued meromorphic function in D. Such sign selection is
always possible, but can be tricky to achieve in practice.
Finally, the solution of the Riemann-Hilbert problem (3)
is expressed as
1/f(z) = (R1(x(z)) + w(x(z))R2(x(z)))
dx
dz
(z). (8)
Substituting this f(z) into (2) produces parametrized set
of magnetization textures in the periodic antidot array
with the elementary cell specified by τ , and the shape of
the inclusions given by the parameters {ak} of the linear
fractional map. The functions R1(x) and R2(x) can be
arbitrary rational functions with real coefficients. Dif-
ferent choice of the degrees of polynomials and their pa-
rameters correspond to different, topologically protected,
metastable states of an antidot array. It is worth not-
ing that the function w(x(z)) itself has zeros and poles.
Thus, to get access to simpler states it might be neces-
sary to compensate them by choosing appropriate ratio-
nal functions. This is necessary, in particular, to plot the
state of the array, shown in Fig. 2, which corresponds to
the array’s ground state, according to the experiments
and simulations[13–15]. Many more metastable states
are contained within (8). They can be the starting point
for analytical consideration of statical, dynamical and
spin-wave properties of sub-micron scale antidot arrays
just like similar expressions were for simply-connected
nanodots[6, 24, 25].
It may seem there is a little value in the above analyti-
cal formulas, because they are hard to evaluate (need spe-
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FIG. 2. Ground state of the square array (τ = ı) of antidots
with nearly circular holes ({ak} = {1, ı,−ı,−1+
√
2ı}), shown
by shaded regions. The vectors are plotted from (8), (2), (1)
with R1(x) = 0, 1/R2(x) = (x − (4
√
2 + ı)/11)(x − (4√2 −
ı)/11)(x− (√2 + ı)/3)(x− (√2− ı)/3)(x− ı)(x+ ı) and c1 =
c2 = 1/(4pi). The dots show the poles of R2(x) mapped to
one of the lattice cells in z.
cial functions θs(z|τ), need special procedure to compute
the w(x(z)) with proper sign selection). These difficulties
are not insurmountable, but the real power of analytical
description comes from the possibility to make general
statements about the magnetization textures without,
actually, computing each and every one of them. For
example, analyzing the expression (8) like in [8–10] it is
possible to show that: 1) the number of vortexes in the el-
ementary cell is one less than the number of antivortices;
2) the total number of quasiparticles on the boundary
is integer (particles on the boundary are always counted
with weight 1/2).
Also, one can see in (8) that the poles of R1 and R2,
unless they are canceled, correspond to zeros of f(z) –
or, to the vortex centers. Their location can be directly
controlled by the coefficients in R1 and R2. But, be-
cause two terms (with R1 and R2) are summed in the
right hand side of (8), the positions of zeros of this
sum (antivortex centers) can not be independently con-
trolled. This implies the existence of the (topological,
because they are also mediated by the curve (4)) con-
straints, binding the positions of vortices and antivor-
tices. Such constraints were already studied for the case
of finite connectivity[8, 9] and for simply-connected peri-
odic case[10], we plan to derive their explicit form in the
forthcoming publication.
Now, looking again at (8), (5) or their counterpart in
4simply-connected case[20], note that f(z) is expressed
in terms of rational functions of some complex variable
x with real coefficients; moreover, the boundary of the
magnet corresponds to the line Imx = 0. Since the roots
of polynomials with real coefficients are either located
directly on the axis Imx = 0 or symmetrically around
it, the real vortices/antivortices inside the material are
compensated by “imaginary” vortices/antivortices out-
side. This is necessary to satisfy the boundary condi-
tions (3) and can be considered a variant of method of
images. Since (8) represents all the solutions of the linear
boundary value problem for f(z), it implies that vortices
and antivortices can not cross the particle boundary (be-
cause their movement is symmetric, a vortex, exiting the
medium, implies that the other vortex enters the medium
at the same location, which is a contradiction). This
proves the most important property of the considered
model – the conservation of the topological charge[7].
Provided the boundary conditions (3) hold, no vortex
or antivortex can ever leave or enter the medium !
In the case of thin film[7] the topological charge con-
servation is a property of an idealized continuous model.
Magnetization textures of real films can change their
topological charge via the vortex-antivortex pair nucle-
ation or annihilation, accompanied by the formation of
Bloch points (having infinite energy in continuous ap-
proximation, but finite in real magnets). This mech-
anism can still take place in bounded magnets. But
also the change of the topological charge can happen
via breaking (3), which is guarded by the magnetostatic
forces (the magnetic poles on the boundary of the par-
ticle have strictly positive self-energy). Since the size of
the magnetic solitons[4] in soft ferromagnets with the ex-
change stiffness C is of the order of the exchange length
LE =
√
C/(µ0M2S), it means that selecting the material
with larger C and MS allows to increase both the Bloch
point energy and the penalty for violating the boundary
condition (3) without changing the scale of the solitons.
This (or other ways of enforcing the boundary condition,
such as placing the side of the magnetic islands/holes in
contact with diamagnet or even a superconductor) may
open the way to artificially create the medium, where
two-dimensional magnetic topological solitons exist and
their topological charge is strictly conserved in a wide
range of metastable configurations. The additional con-
straints can subsequently be imposed by patterning the
media, applying external magnetic field and/or locally
modifying the material properties. Such systems can
be instrumental for topological quantum computation or
other means of information/signal processing using mag-
netic topological solitons.
To summarize: we have formulated an approximate
analytical expressions for metastable magnetic states of
sub-micron scale soft ferromagnetic periodic antidot ar-
rays, proved the conservation of topological charge in this
and simply-connected case.
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