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1. Introduccio´n
Al construir un modelo de un sistema, e´ste siempre incluye algu´n grado de
incertidumbre con respecto al sistema real y a su entorno. El sistema puede
cambiar de manera inesperada o estar sujeto a perturbaciones inesperadas. De-
bido a factores como los cambios en los para´metros, las dina´micas y retardos
no modeladas, los cambios en los puntos de operacio´n, el ruido en los sensores
o las perturbaciones no predichas, el modelo de un proceso no puede ser una
representacio´n completamente acertada del sistema real [1].
La incertidumbre se refiere a la diferencia entre el comportamiento de un
modelo y la realidad. En general, para representar esta incertidumbre y poder
lidiar con ella, es necesario utilizar, ma´s que un u´nico modelo, un conjunto de
modelos que permita incluir dina´micas de la planta que no esta´n expl´ıcitamente
representadas en la estructura del modelo [5].
Al disen˜ar un sistema de control para un sistema donde la presencia de
incertidumbre es significativa, es necesario tener en cuenta esta representacio´n
para minimizar el efecto de los errores que presenta el modelo frente a la realidad
en lo que respecta al regulador. Se dice que un sistema de control es robusto si
es insensible a las diferencias entre el sistema real y al modelo utilizado para
disen˜arlo [4].
En este trabajo se expone la forma de representar la incertidumbre y anali-
zar la robustez de sistemas SISO, luego se extienden estos conceptos a sistemas
MIMO y se presentan ejemplos en MATLAB usando el toolbox de control ro-
busto.
2. Incertidumbre y robustez para sistemas SISO
Los sistemas SISO son perfectos para introducir las representaciones de in-
certidumbre y los criterios de robustez ya que facilitan la visualizacio´n de estos
usando condiciones y me´todos gra´ficos en el dominio de la frecuencia que son
bien conocidos, y permiten generalizar los conceptos a sistemas MIMO ma´s
adelante.
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2.1. Representacio´n de la incertidumbre
Las diferentes fuentes de incertidumbre que afectan a un modelo pueden re-
sumirse en dos clases generales de incertidumbre: La incertidumbre parame´trica,
donde cada para´metro βi esta´ contenido en un intervalo [βmin, βmax]; o incerti-
dumbre causada por dina´micas no modeladas. [4].
Cualquiera de estos tipos de incertidumbres, o una combinacio´n de ambos, se
puede representar mediante perturbaciones multiplicativas [4] aplicadas a una
planta nominal, de la forma
Gp(s) = G(s)(1 + wI(s)∆I(s)), ‖∆I‖∞ ≤ 1
Donde wI simplemente es una funcio´n ponderadora, G es la planta nominal
y la norma H∞ se calcula como [2]
‖G‖∞ = sup
ω
σmax[G(iω)]
En este caso ∆I es cualquier funcio´n de transferencia estable que cumpla con
tener norma H∞ menor o igual que 1.
El tipo de incertidumbre esperada determina la eleccio´n de wI , que var´ıa
desde ser una constante real para incertidumbre en los para´metros, a ser una
funcio´n de transferencia sencilla para representar polos no modelados. Skogestad
muestra diferentes wI para diferentes tipos de incertidumbre [4].
2.2. Estabilidad robusta
Se define que un sistema es robustamente estable cuando cada modelo en el
conjunto de plantas posibles es estable [4]. A partir del criterio de estabilidad de
Nyquist, esto equivale a que el diagrama de Nyquist no rodee el punto (−1, 0)
para ninguna planta en este conjunto.
En el diagrama de Nyquist, se grafican las partes real e imaginaria de la
funcio´n de ganancia de lazo L(iω) variando la frecuencia ω como se observa en
la Fig. 1. Es claro que si el sistema no es nominalmente estable, entonces no
sera´ robustamente estable, por lo que esta condicio´n equivale a evaluar si para
cada frecuencia ω, la distancia entre L(iω) y el punto (−1, 0) es mayor que el
radio generado por L(iω)wI(iω):
RS↔ |wIL| < |1 + L| ∀ω ∈ R+
↔
∣∣∣∣ wIL1 + L
∣∣∣∣ < 1 ∀ω ∈ R+
↔ ‖wIT‖∞ < 1
Donde T = L1+L es la funcio´n de transferencia en lazo cerrado del modelo
nominal.
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Fig 1: Ilustracio´n de la estabilidad robusta SISO
3. Incertidumbre y robustez para sistemas MIMO
Aunque los sistemas SISO presentan una manera sencilla de visualizar los
criterios de robustez para plantas ba´sicas, las plantas de mu´ltiples entradas y
mu´ltiples salidas presentan dificultades adicionales que deben ser consideradas
para analizar la robustez de una categor´ıa ma´s general de sistemas.
3.1. Representacio´n de la incertidumbre
De manera similar al caso de los sistemas SISO, para los sistemas MIMO
se representar la incertidumbre utilizando perturbaciones multiplicativas. La
estructura general con la que se representan los sistemas con incertidumbre se
presenta en la Fig. 2. En este caso, ∆ es una matriz diagonal por bloques donde
cada bloque representa una fuente de incertidumbre.
Para analizar la estabilidad robusta del sistema, se utiliza la forma M∆ que
se observa en la Fig. 3. Esta forma se obtiene a partir de cerrar el lazo1 para
considerar u´nicamente los efectos de u∆ y y∆.
En MATLAB, la incertidumbre parame´trica se representa usando el comando
ureal(’nombre’,valorNominal, propiedad, argumento), donde propiedad
puede tomar los siguientes valores: PlusMinus para una desviacio´n aditiva,
Range para especificar un rango donde esta´ el para´metro, o Percentage pa-
ra establecer una desviacio´n en porcentaje. Posteriormente, estos objetos ureal
1Primero se aplica una transformacio´n lineal inferior para obtener una matriz N =
Fl(P,K) = P11 + P12K(I − P22K)−1P21, y luego se toma u´nicamente la parte de N que in-
volucra a u∆ y y∆ (N11). En MATLAB, se puede usar el comando [M,Delta] = lftdata(A),
donde A es el modelo representado mediante un objeto uss.
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Fig 2: Configuracio´n general para sistemas con incertidumbre
Fig 3: Estructura M∆
se pueden tratar como valores reales, creando por ejemplo matrices para invo-
car la funcio´n ss(A, B, C, D) y hacer as´ı un modelo en espacio de estados con
incertidumbre (El objeto resultante en este caso ser´ıa un objeto uss).
3.2. Estabilidad robusta
La extensio´n del criterio de estabilidad de Nyquist a los sistemas MIMO
esta´ dada por la siguiente condicio´n [4]: Dado un conjunto convexo de pertur-
baciones ∆ acotado bajo la norma H∞, el sistema modelado con la estructura
M∆ de la Fig. 3 es robustamente estable s´ı y so´lo s´ı el diagrama de Nyquist de
det(I −M∆(s)) no rodea el origen, para cualquier ∆ ∈ ∆. De manera equiva-
lente,
∀∆ ∈∆,∀ω ∈ R+,det(I −M∆(iω)) 6= 0
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El problema con esta condicio´n es que no indica que´ tan robusto es el sis-
tema: u´nicamente sen˜ala si es robustamente estable o no. Para perturbaciones
diagonales por bloques, existen dos conceptos u´tiles a la hora de evaluar que´ tan
insensible a las perturbaciones es el sistema: El valor singular estructurado µ y
el margen de estabilidad robusta km. Estos se definen como sigue:
km = min{k ∈ R+ : det(I − kM∆) = 0}
µ =
1
km
Mientras ma´s grande es el margen de estabilidad robusta, puede soportar
una cantidad ma´s grande de la incertidumbre modelada. Con esta definicio´n
en mente, se puede expresar una forma adicional de la condicio´n de estabilidad
robusta:
RS↔ km > 1
Si el margen de estabilidad robusta es menor que 1, el sistema es estable
para todas las perturbaciones que no alejen a los para´metros de sus valores no-
minales en un (km)100 % o ma´s pero no es estable para todas las perturbaciones
modeladas[3].
En MATLAB, se puede usar la funcio´n robuststab para realizar un ana´lisis
de robustez de un objeto uss. Esta funcio´n recibe como argumento al sistema, y
retorna cuatro valores: el margen de estabilidad, un conjunto de para´metros que
desestabilizan al sistema, un reporte e informacio´n adicional2. Para el margen
de estabilidad se entregan las cotas superior e inferior, y la frecuencia en la que
ocurre la desestabilizacio´n. En el reporte, se ve adicionalmente cuales son los
para´metros que ma´s influyen en el margen de estabilidad. Adicionalmente, en la
estructura de informacio´n adicional se almacenan las cotas de µ para diferentes
frecuencias.
4. Ejemplo usando MATLAB
Para ilustrar los conceptos vistos, se presenta un ejemplo utilizando MATLAB
y el toolbox de control robusto. El sistema a analizar es un pe´ndulo invertido.
Para empezar, se definen los para´metros a utilizar en el modelo nominal:
M = 0,5, la masa del carro, m = 0,2, la masa del brazo, b = 0,1, la friccio´n
en el carro, I = 0,006, el momento de inercia del pe´ndulo, g = 9,8, la gravedad,
y l = 0,3, la longitud del pe´ndulo (hasta el centro de masa).
Se toma la ecuacio´n de estado linealizada del pe´ndulo para obtener las ma-
trices A, B, C y D:
2[stabmarg,destabunc,report,info] = robuststab(sys)
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A =

0 1 0 0
0 − (I+ml2)bp m
2gl2
p 0
0 0 0 1
0 −mlbp 0 mlp

B =

0
(I+ml2)
p
0
ml
p

C = I4
D =

0
0
0
0

Donde p = I(M + m) + Mml2. Se invoca la funcio´n ss para crear un modelo
de espacio de estados: pend = ss(A, B, C, D);, tras lo que se utiliza la fun-
cio´n place para crear un control por realimentacio´n de estado para el modelo
nominal:
polos = [-1.1, -1.6, -3.2, -2.9];
Kn = place(A, B, polos);
fbpend = feedback(pend, Kn);
Luego se crea el modelo incierto. Supo´ngase que se estima que los para´metros
M,m, b, I, g, y l tienen una incertidumbre estimada de 20 %, 20 %, 20 %, 20 %, 0,1 %3,
y 20 % respectivamente. Para modelar estos para´metros inciertos, se usa la fun-
cio´n ureal:
uM = ureal(’M’, M, ’Percent’, 20);
um = ureal(’m’, m, ’Percent’, 20);
ub = ureal(’b’, b, ’Percent’, 20);
ui = ureal(’I’, I, ’Percent’, 20);
ug = ureal(’g’, g, ’Percent’, 0.1);
ul = ureal(’l’, l, ’Percent’, 20);
up = ui*(uM+um)+uM*um*ul^2;
Las matrices inciertas de la ecuacio´n de estado uA y uB se crean exactamen-
te como antes, pero se utilizan los para´metros inciertos. Se utilizan las mismas
matrices C = I4 y D = 04×1 para crear un modelo en espacio de estados con
incertidumbre, llamando una vez ma´s la funcio´n ss, y se cierra el lazo con el
control generado para el sistema nominal para evaluar la robustez del sistema
3La gravedad tiene un bajo nivel de incertidumbre.
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Para´metro Valor nominal Valor desestabilizante Diferencia relativa
M 0.5 0,14 −71 %
m 0.2 9,6× 10−15 −100 %
b 0.1 0,17 69 %
I 0.006 2,9× 10−16 −100 %
g 9.8 9,84 0,004 %
l 0.3 0,15 −49 %
Tabla 1: Valores nominales de los para´metros y valores desestabilizantes entre-
gados por robuststab
en lazo cerrado:
upend = ss(uA, uB, C, D);
ufbpend = feedback(upend, Kn);
Teniendo ya el modelo en espacio de estados con incertidumbre, se procede
a hacer el ana´lisis de robustez usando la funcio´n robuststab:
[stabmarg, destabunc, report, info] = robuststab(ufbpend);
De stabmarg se obtienen los l´ımites superior e inferior del margen de esta-
bilidad robusta4: 1,5538 ≤ km ≤ 5. Ya que cualquier elemento del intervalo es
mayor que 1, el sistema es robustamente estable.
En destabunc se encuentra un conjunto de para´metros que causan inestabi-
lidad en el sistema. Estos valores pueden verse en la Tabla 1, donde se observa
que exceptuando al para´metro g, el valor desestabilizante de cada para´metro
difiere en una cantidad mayor que la incertidumbre especificada. Para verificar
que esta combinacio´n de para´metros en efecto desestabiliza al sistema, se puede
usar el comando usubs para remplazarlos en el sistema con incertidumbre, y
as´ı obtener un objeto ss, para luego evaluar la estabilidad del sistema con la
funcio´n pole. Sin embargo, las matrices que se obtienen en este caso al hacerlo
presentan problemas nume´ricos (el valor p, que aparece en el denominador de
algunos elementos de las matrices A y B, es casi 0 para estos valores de m y I),
por lo que MATLAB arroja un error.
En report se describen los resultados, entregando que´ tanta incertidumbre
modelada puede tolerar el sistema, que´ caracter´ısticas tiene la combinacio´n de
para´metros desestabilizante y en que´ frecuencia se encuentra la inestabilidad, y
las sensibilidades frente a cada para´metro. Para este caso en particular se tiene
lo siguiente:
El sistema tolera el 155 % de la incertidumbre modelada.
4stabmarg es una estructura donde UpperBound es la cota superior del margen de esta-
bilidad, LowerBound es la cota inferior y DestabilizingFrequency es la frecuencia en la que
ocurre la inestabilidad para algu´n conjunto de para´metros.
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Para´metro Sensibilidad Aumentar en un
25 % cambia km en
M 44 % - 11 %
m 20 % - 25 %
b 7 % - 2 %
I 7 % - 2 %
g 1 % 0 %
l 37 % - 9 %
Tabla 2: Sensibilidad asociada a cada para´metro
La combinacio´n desestabilizante de los para´metros representa un 500 % de
la incertidumbre modelada.
La sensibilidad con respecto a cada para´metro esta´ registrada en la Tabla
2
Es posible que se quiera observar el comportamiento de µ(iω) frecuencia por
frecuencia para ver co´mo se comporta la estabilidad del modelo frente a cam-
bios en las frecuencias. Esta informacio´n frecuencial se encuentra en la es-
tructura info, donde info.Frequency son las frecuencias usadas en el ana´li-
sis, e info.MussvBnds tiene las cotas inferiores y superiores del valor sin-
gular estructurado µ. Para ver esto gra´ficamente, se puede usar el comando
semilogx(info.MussvBnds). El resultado se observa en la Fig. 4, donde es
evidente que las condiciones de estabilidad robusta se cumplen para todas las
frecuencias analizadas.
Fig 4: Valor singular estructurado vs. frecuencia (en escala logar´ıtmica)
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5. Conclusiones
El ana´lisis de estabilidad robusta es una herramienta poderosa para evaluar
la eficiencia de cualquier controlador cuando existe incertidumbre en los para´me-
tros o en las dina´micas del modelo utilizado para el disen˜o. No so´lo tiene una
fuerte fundamentacio´n teo´rica sino que adema´s su aplicacio´n es sencilla gracias
a paquetes de software como MATLAB.
Se realizo´ el ana´lisis de sensibilidad de un pe´ndulo invertido con incertidum-
bre utilizando el toolbox de control de MATLAB, ilustrando las capacidades de
esta herramienta e interpretando los resultados obtenidos.
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