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HO¨LDER COVERINGS OF SETS OF SMALL DIMENSION
EINO ROSSI AND PABLO SHMERKIN
Abstract. We show that a set of small box counting dimension can be covered
by a Ho¨lder graph from all but a small set of directions, and give sharp bounds
for the dimension of the exceptional set, improving a result of B. Hunt and V.
Kaloshin. We observe that, as a consequence, Ho¨lder graphs can have positive
doubling measure, answering a question of T. Ojala and T. Rajala. We also give
remarks on Ho¨lder coverings in polar coordinates and, on the other hand, prove
that a Homogenous set of small box counting dimension can be covered by a
Lipschitz graph from all but a small set of directions.
1. Introduction
Given a set A ⊂ Rd, how often does the orthogonal projection to a k-plane V have
a Ho¨lder inverse? Of course, in order to have an inverse at all, the projection has
to be injective. Let dimB denote upper box dimension. It follows from elementary
dimension inequalities that if dimB(A) < (d − 1)/2, then for almost all v ∈ Sd−1,
the orthogonal projection Pv : Rd → 〈v〉⊥ is indeed injective. In [3], Hunt and
Kaloshin proved that, in this case, for almost all v ∈ Sd−1, the set A can be covered
by the graph of a Ho¨lder function fv : 〈v〉⊥ → 〈v〉. More generally, they showed
that if dimB(A) < (d − k)/2, then for almost all linear maps L from Rd → Rd−k,
the restriction L|A has a Ho¨lder inverse. Hunt and Kaloshin also obtain results for
subsets A of infinite-dimensional spaces, where “almost every” is understood in the
sense of prevalence. See [3] for further details.
In this article, we refine Hunt and Kaloshin’s result by providing a bound on
the dimension of exceptional directions v, and likewise for k-planes V for any k;
see Theorem 2.1. Moreover, we show that when k = 1 this bound is sharp in a
rather strong way. While Hunt and Kaloshin state their results in terms of almost
all linear maps, our approach is to work with the Grassmannian of k planes in Rd,
which is perhaps a more natural parametrization, since many linear maps correspond
geometrically to the same projection. We also establish analogous results for spherical
projections, and observe that for a special class of sets (homogeneous sets) one can
get covers by Lipschitz graphs, while this is known to be false in general.
One of the original motivations for this work was a question posed by T. Rajala and
T. Ojala in [7]: does every doubling measure on R2 give zero mass to a Ho¨lder graph?
Date: June 12, 2018.
2010 Mathematics Subject Classification. 28A12, 28A75, 28A80.
Key words and phrases. Ho¨lder graph, box dimension, thin sets.
ER acknowledges the supports of CONICET and the Finnish Academy of Science and Letters.
PS was supported by PICT 2013-1393 and PICT 2014-1480 (ANPCyT).
1
ar
X
iv
:1
70
2.
01
13
0v
4 
 [m
ath
.C
A]
  6
 Fe
b 2
01
8
2 EINO ROSSI AND PABLO SHMERKIN
It turns out that a strong negative answer follows by combining the aforementioned
result of Hunt and Kaloshin with some known constructions of sets of small box
dimension which are charged by a doubling measure. Indeed, we observe that there
are doubling self-similar measures that charge graphs of Ho¨lder functions of exponent
arbitrarily close to 1. We were initially unaware of Hunt and Kaloshin’s result and
an earlier version of this article contained an independent derivation; we thank M.
Hochman for bringing the work [3] to our attention.
2. Covers of small sets by Ho¨lder graphs
2.1. A bound on the dimension of exceptional planes. Let us first fix some
notation and definitions. Let dimH, dimP and dimB denote the Hausdorff, packing
and upper box counting (or Minkowski) dimensions respectively. For the definitions
and main properties, see for example [6].
We let G(d, k) be the Grassmannian of k-planes in Rd. This is a compact smooth
manifold of dimension k(d − k). A natural metric compatible with the topology
of G(d, k) is given by %(V,W ) = ‖PV − PW‖, where P· denotes parallel projection
(i.e. orthogonal projection to the orthogonal complement of the plane), and ‖ · ‖
stands for the operator norm. The Hausdorff and box counting dimensions of G(d, k)
in this metric are again k(d − k). We note that the orthogonal group O(d) acts
transitively on G(d, k), and that the metric % is invariant under this action. Moreover,
G(d, k) carries a unique Borel probability measure γd,k invariant under this action.
The Grassmannian G(d, 1) can be naturally identified with the (d− 1) dimensional
projective space. For further details about G(d, k) and γd,k, the reader is referred to
[6, Section 3].
For w ≥ 0, letHw∞ denote the w dimensional Hausdorff content on the Grassmanian
G(d, k) (with respect to the metric % defined above). That is, for E ⊂ G(d, k)
Hw∞(E) = inf
{∑
i∈N
diam(Ui)
w : E ⊂
⋃
i∈N
Ui
}
.
Hausdorff content is an outer measure, but it is in general highly non-additive even
on Borel sets. One exception is the value w = k(d− k); in this case γd,k = cHk(d−k)∞ ,
for some constant c depending on d and k. We recall that dimH(E) = inf{w > 0 :
Hw∞(E) = 0}.
We can now state our main theorem:
Theorem 2.1. Let A ⊂ Rd be a bounded set such that dimB(A) < t < (d − k)/2
and let (k − 1)(d− k) + 2t < w < k(d− k). Then the set of planes V ∈ G(d, k), for
which the set A is not contained in the graph of a Ho¨lder function fV : V
⊥ → V of
exponent 1− 2t
w−(k−1)(d−k) , has Hausdorff dimension at most w.
In particular, the set of V ∈ G(d, k) such that A is not contained in the graph of a
Ho¨lder function fV : V
⊥ → V (without taking exponents into account) has Hausdorff
dimension at most (k − 1)(d− k) + 2 dimB(A).
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In the proof we will use the following result from elementary geometry. We use
the notation x = O(r) to mean 0 ≤ x ≤ Cr, where the constant C may depend only
on the ambient dimension and w, the exponent of the Hausdorff content in question.
Lemma 2.2. Let B,B′ be two balls in Rd of radius r that are at distance R ≥ r
apart, and let ` ∈ G(d, 1) be the direction determined by their centres. Then any
direction determined by points x ∈ B and x′ ∈ B′ makes an angle at most O(r/R)
with `.
Proof of Theorem 2.1. For simplicity, denote (k − 1)(d− k) = g, and note that this
is the dimension of G(d− 1, k− 1). By assumption, there are s < t, a constant C > 0
and families Bn of balls of radius 2−n, such that |Bn| ≤ C 2sn and A is covered by
the union of Bn, for each n ∈ N. Let
Cn =
{
(2B, 2B′) : (B,B′) ∈ B2n, dist(B,B′) ≥ 2 · 2−(1−
2t
w−g )n
}
.
Here 2B denotes the ball of the same center as B and twice the radius. Given
` ∈ G(d, 1) and V ∈ G(d, k), let ∠(`, V ) denote the respective angle, i.e. the infimum
of the angles between non-zero vectors in ` and V . Let us define
HB,B′(δ) = {V ∈ G(d, k) : ∠(`(B,B′), V ) ≤ δ},
where `(B,B′) ∈ G(d, 1) has the direction determined by the centers of the balls B
and B′. By Lemma 2.2, the set of k-planes which contain a direction determined by
two points in B,B′, (B,B′) ∈ Cn is then contained in
HB,B′
(
O(1)
2−n
2−n(1−
2t
w−g )
)
= HB,B′
(
O(1)2−n(
2t
w−g )
)
. (2.1)
We need to estimate the w-dimensional Hausdorff content of the set HB,B′(δ) for
small δ. The idea is that if V ∈ HB,B′(δ), then V contains a vector that makes a small
angle with `(B,B′), which we can complete to an orthonormal basis of V ; the degrees
of freedom then equal the dimension of G(d− 1, k− 1). To make this idea precise, let
B(Vi, δ) be a cover of G(d−1, k−1) with cardinality O(1)δ−g. Let ϕ be any orthogonal
map from Rd−1 to `(B,B′)⊥ ⊂ Rd, and given V ∈ G(d− 1, k− 1) let Vˆ ∈ G(d, k) be
the plane spanned by ϕ(V ) and `(B,B′). Note that V 7→ Vˆ is an isometry onto its
image. Furthermore, if W ∈ HB,B′(δ), then there are V ∈ G(d − 1, k − 1) and an
orthogonal map ψ ∈ O(d) with ‖ψ− I‖ = O(δ) such that W = ψVˆ . We deduce that
HB,B′(δ) ⊂
⋃
i
B(Vˆi, O(δ)),
and therefore
Hw∞(HB,B′(δ)) ≤ O(1)δ−gδw (2.2)
directly from the definition of Hw∞. Let Mn ⊂ G(d, k) be the planes which contain a
direction determined by two points in B,B′ for some (B,B′) ∈ Cn. Using equations
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(2.1) and (2.2), and the obvious bound |Cn| ≤ |Bn|2 ≤ C222sn, we estimate
Hw∞(Mn) ≤
∑
(B,B′)∈Cn
Hw∞
(
HB,B′
(
O(1)2−n2t/(w−g)
))
≤ O(C2)2n2s2−n2t = O(C2)22n(s−t)
Since s < t, we have that
∑
n∈NHw∞ (Mn) <∞. Hence the set of k-planes which are
in infinitely many Mn has Hw∞ measure zero, and hence Hausdorff dimension at most
w.
It remains to show that if V is only in finitely many of the Mn, then A can be
covered by the graph of a suitable function f : V ⊥ → V . Fix, then, some large
n0 ∈ N and V ∈ G(d, k) \ ∪∞n=n0Mn, and write P for the orthogonal projection to
V ⊥. Now let x, x′ ∈ A and suppose
|x− x′| ≥ 3 · 2−(1− 2tw−g )n
for some n ≥ n0. Then x ∈ B, x′ ∈ B′ for some B,B′ ∈ Bn, and the projections
P (2B), P (2B′) are disjoint (otherwise, there would be points y, y′ ∈ 2B, 2B′ deter-
mining a direction contained in the k-plane V , contradicting that V /∈ Mn). This
implies that
|P (x)− P (x′)| ≥ 2 · 2−n,
thus in particular P is injective on A, and therefore A is the graph of a function
f : P (A) → V . To show that f is Ho¨lder, let P (x), P (x′) ∈ P (A) so that 2−n ≤
|P (x)− P (x′)| < 2 · 2−n for some n ≥ n0. By the above observation,
|f(P (x))− f(P (x′))| = |x− x′| ≤ 3 · 2−(1− 2tw−g )n
= 3(2−n)1−
2t
w−g
≤ 3(|P (x)− P (x′)|)1− 2tw−g
This estimate holds for all n ≥ n0 (that is, when |P (x) − P (x′)| is small), so f is
Ho¨lder continuous with exponent α = (1− 2t
w−g ), and a constant C depending on n0
and w.
Finally, if f = (f1, . . . , fk) where fi has α-Ho¨lder constant Ci, then we extend f
to a Ho¨lder function f˜ on all of V ⊥ as follows: f˜ = (f˜1, . . . , f˜k), where
f˜i(y) = inf
z∈A
{fi(z) + Ci|y − z|α}.
The existence of such an extension is classical: for Lipschitz functions this is the
McShane-Whitney extension theorem; the Ho¨lder case follows by applying this to a
suitable snowflaking of the metric. 
2.2. Sharpness of Theorem 2.1. Theorem 2.1 is sharp in a number of ways. One
cannot replace “Ho¨lder” by “Lipschitz”, since the graph of a Lipschitz function is
porous, while a set of small box counting dimension needs not be porous. Box-
counting dimension cannot be replaced by packing (or Hausdorff) dimension, since a
dense countable set cannot be the graph of a Ho¨lder function, yet has zero packing
(and Hausdorff) dimension and Hausdorff dimension can not be changed to packing
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dimension in measuring the size of exceptions, see Lemma 2.6. We will also show
that the dimensional threshold on A is also sharp, at least when k = 1; this depends
on the following construction:
Proposition 2.3. For any t ∈ [0, d], there exists a compact set A ⊂ Rd with
dimH(A) = dimB(A) = t such that the direction set
dir(A) = {(x− y)/|x− y| : x 6= y ∈ A}
satisfies dimH(dir(A)) = min(2t, d− 1). Moreover, if t > (d− 1)/2, then A can be
chosen so that dir(A) = Sd−1.
The set A can be taken as the t-dimensional fractal percolation limit set in Rd.
Before proceeding with the proof, we recall its construction. Let Qdn denote the
closed dyadic cubes of side length 2−n in Rd, and let Qd = ∪nQdn. Given p ∈ (0, 1),
we define a decreasing sequence of closed subsets of [0, 1]d as follows. Let A0 = [0, 1]
d,
keep each cube Q ∈ Qd1 with probability p with all the choices independent, and let
A1 be the union of the retained cubes. Now suppose An has been defined as a union
of cubes in Qdn. Keep each cube Q in Qdn+1, Q ⊂ An with probability p, with all
choices independent of each other, and of previous stages of the construction, and
let An+1 be the union of all selected cubes. Finally, we define A = ∩nAn.
It is well known that if p = pt = 2
t−d for some t ∈ (0, d] then, conditional on
A 6= ∅, the Hausdorff and box counting dimension of A is equal to t (on the other
hand, if p ≤ 2−d then A is empty almost surely).
If we let νn = p
−n1Andx, then almost surely νn converges weakly to a measure ν
supported on A, known as the natural (fractal percolation) measure. We refer the
reader to [9] and references there for further background on fractal percolation.
Proof of Proposition 2.3. Fix t ∈ (0, d), and let A be the fractal percolation limit set
constructed with probability p = 2t−d (and hence of box counting dimension t).
If t > (d− 1)/2, then it was shown in [9, Corollary 5.9] (see also [9, Remark 5.10])
that dir(A) = Sd−1. Hence we assume that t ≤ (d− 1)/2 for the rest of the proof.
Given v ∈ G(d, 1), we denote
Wv = {(x, y) ∈ Rd × Rd : y − x ∈ 〈v〉} ∈ G(2d, d+ 1).
Write Gpi/8(d, 1) for the lines in G(d, 1) making an angle ≥ pi/8 with all coordinate
hyperplanes (the value pi/8 is not important, any positive number will do). Let
Γ0 = {Wv : v ∈ Gpi/8(d, 1)}. Further, let Γ be the collection of all translations of
planes in Γ0 which hit the unit cube (this is a family of affine subspaces of R2d).
It easy to check that Γ satisfies the assumptions of [9, Theorem 5.2 and Corollary
5.8] (we work with Gpi/8(d, 1) instead of G(d, 1) to ensure transversality with respect
to coordinate hyperplanes). Note that, in our case, m = 2 and k = d+ 1. Fix two
disjoint dyadic cubes Q1, Q2 of the same level (the level itself is not important), such
that any line joining a point of Q1 with a point of Q2 makes an angle ≥ pi/8 with
the coordinate hyperplanes. Further, let γ > 2(d− t)− (d− 1) = d+ 1− 2t. By [9,
Corollary 5.8] applied to U = Q1 ×Q2, and the definition of the natural measure,
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almost surely
sup
n∈N,W∈Γ
2−nγ22n(d−t)Hd+1 ((An × An) ∩ (Q1 ×Q2) ∩W ) <∞ (2.3)
Write A′n = (An × An) ∩ (Q1 ×Q2) for simplicity. By Fubini’s Theorem and (2.3),
there is a (random) constant K > 0 such that
H2d (A′n ∩W (2−n)) ≤ ˆ
B(0,2−n)⊂W⊥
Hd+1(A′n ∩ (W + u)) du
≤ 2−n(d−1)K2n(γ−2(d−t))
= K2−2nd2n(γ−(d+1−2t)) =: K2−2nd2δn
for any W ∈ Γ0 (here W (ε) denotes the ε-neighborhood of W ). Note that δ can be
made arbitrarily small, and that K depends on γ (hence on δ). Since any Q ∈ Q2dn
that intersects W is contained in W (
√
2d2−n), comparing volumes we deduce that
#{Q ∈ Q2dn : Q ∩Wv 6= ∅} ≤ K ′δ 2δn
for every v ∈ Gpi/8(d, 1) and some new random constant K ′δ > 0. On the other hand,
since Q1 and Q2 are separated, if v, v
′ ∈ G(d, 1) are at distance ≤ 2−n, then
Wv′ ∩ (Q1 ×Q2) ⊂ (Wv ∩ (Q1 ×Q2))(C2−n),
where C > 0 is an absolute constant. Let dir(x, y) ∈ G(d, 1) be the direction
determined by x 6= y ∈ Rd. Combining the last two displayed equations, we deduce
that for any 2−n-ball B in G(d, 1) whose centre lies in Gpi/8(d, 1),
#{Q ∈ Q2dn : Q ⊂ Q1 ×Q2, dir−1(B) ∩Q 6= ∅} ≤ K ′′δ 2δn (2.4)
for some new constant K ′′δ .
Now, conditioned on Q1 and Q2 being chosen, A
′ := (A × A) ∩ (Q1 × Q2) has
(up to scaling and translation) the distribution of the product of two independent
copies of fractal percolation with the same parameter p. Hence, there is a positive
probability that A′ has Hausdorff (and box) dimension 2t. Fix a realization such
that this happens, and such that (2.4) holds for all δ > 0 (this is possible since for
fixed δ this is an almost sure event, and we only need to consider a sequence δj ↓ 0).
We can now finish the proof. Define ∆: Rd × Rd → G(d, 1) by ∆(x, y) = (x −
y)/|x− y|, and note that dir(A) = ∆(A× A \ {x = y}). Since ∆ is locally Lipschitz
outside of the diagonal {x = y}, and packing dimension behaves well in products [6,
Theorem 8.10], we know that
dimH(dir(A)) ≤ dimP(dir(A)) ≤ dimP(A× A) ≤ 2 dimP(A) = 2t,
so the task is to establish the lower bound.
Let {Bj} be a cover of ∆(A′), where Bj is a ball of radius 2−nj , with all nj
sufficiently large. Since Q1×Q2 ⊂ dir−1(Gpi/8(d, 1)) by our choice of Q1, Q2, there is
a cover of A′ consisting, for each j, of K ′′′δ 2
δnj balls of radius 2−nj . Hence∑
j
K ′′′δ 2
δnj2(2t−δ)nj ≥ 1.
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This, however, shows that ∆(A′) ⊂ dir(A) has Hausdorff dimension ≥ 2t− 2δ which,
letting δ → 0, completes the proof. 
Remark 2.4. We believe that fractal percolation should witness the sharpness of
Theorem 2.1 for all values of k, but the proof given above strongly uses that k = 1. We
note, however, that it follows directly from the methods from [9] that if t > (d−k)/2,
then the t-dimensional fractal percolation set A has the property that for every
V ∈ G(d, k) there are points x, y ∈ A with y − x ∈ V ; see [9, Remark 5.10]. Thus in
this case all directions are exceptional in Theorem 2.1.
Corollary 2.5. For any t ∈ (0, (d − 1)/2], there exists a compact set A with
dimH(A) = dimB(A) = t such that
dimH{V ∈ G(d, 1) : PV |A is not injective } = 2t.
Finally, we show that the exceptional set of planes can be (and often is) a dense
Gδ subset of G(d, k). Since dense Gδ subsets of complete metric spaces have full
packing dimension, this also shows that in Theorem 2.1 one cannot hope to measure
the dimension of the exceptional set by packing dimension.
Lemma 2.6. Let 0 < k < d. If the direction set of A ⊂ Rd is dense in Rd, then
E = {V ∈ G(d, k) : PV |A has no Ho¨lder inverse }
is a dense Gδ set.
In particular, there are self-similar sets A of all dimensions satisfying this, as well
as compact countable sets.
Proof. Define a sequence of open sets
EN = {V ∈ G(d, k) : ‖x− y‖ > N‖PV (x)− PV (y)‖1/N for some x, y ∈ A
with ‖PV (x)− PV (y)‖ < 1}.
If V ∈ G(d, k) contains a direction determined by A, then V ∈ EN for all N . Since
dir(A) is dense in Sd−1, we have that each EN is dense in G(d, k) (given a basis
(w1, . . . , wk) for W ∈ G(d, k), we find v ∈ dir(A) arbitrarily close to w1, so that
(v, w2, . . . , wk) spans a k-plane in EN , for all N , which is close to W ). It is clear that
E = ∩∞n=1 ∪∞N=n EN = ∩∞N=1EN which is a dense Gδ set by Baire’s theorem.
If A is a self-similar set such that the linear parts of the similarities generate a
dense subgroup of O(d), then it is clear that A spans a dense set of directions. Finally,
if {ej} is any dense subset of Sd−1, then {0} ∪ {2−jej} is a compact countable set
whose direction set is also dense. 
As a corollary, we deduce the following dichotomy:
Corollary 2.7. For any set A ⊂ Rd, one of the following alternatives holds:
(1) There is a dense Gδ subset E of G(d, 1) such that for each v ∈ E, there is
no Ho¨lder function fv : 〈v〉⊥ → 〈v〉 whose graph covers A.
(2) There is a nonempty open set U ⊂ G(d, 1) such that for each v ∈ U , there is
a Lipschitz function fv : 〈v〉⊥ → 〈v〉 whose graph covers A.
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Proof. We have seen in Lemma 2.6 that if dir(A) is dense in Sd−1 then the first
alternative holds. Suppose then that the direction set is not dense. Then there are a
nonempty open set U ⊂ Sd−1 and ε > 0 such dist(U, dir(A)) > ε. This means that
for all points x ∈ A and v ∈ U , there is a cone in direction v, with opening angle
ε, which does not contain any other point of A. It follows (see e.g. the proof of [6,
Lemma 15.13]) that the inverse of the orthogonal projection of A to 〈v〉⊥ is Lipschitz,
and this can be extended to a Lipschitz function on all of 〈v〉⊥. 
3. Lipschitz coverings and spherical projections
As discussed in §2.2, one cannot hope to find coverings by Lipschitz graphs in the
general case. However, in Corollary 2.7 we noted that Lipschitz covers do exist when
the direction set is not dense. In Proposition 3.1, we show that for a rich class of
non-trivial sets, not only there exists an open set of directions for which there is a
Lipschitz covering of the set, but such covering exists in any direction that is not
determined by the set.
3.1. Lipschitz coverings of homogeneous sets. We recall some definitions that
originate in the work [1]. A set M ⊂ Rd is a miniset of A ⊂ Rd if there is an
expanding homothety h of Rd (that is, h(x) = rx+ t for some r > 1 and t ∈ Rd) such
that M ⊂ h(A). A compact set K is called a microset of A if there is a sequence (Mi)
of compact minisets of A converging to K in the Hausdorff metric. Finally, a compact
set A is called homogenous, if every microset of A is also a miniset of A. Examples of
homogeneous sets include self-similar sets satisfying the strong separation condition
for which the linear parts of the similarities contain no rotations, and closed sets
invariant under (x1, . . . , xd) 7→ (px1 mod 1, . . . , pxd mod 1).
Proposition 3.1. Let A ⊂ Rd be a homogenous set and V ∈ G(d, k). If PV |A is
injective, then it has Lipschitz inverse.
Proof. Let E be the set of k-planes for which PV |A is not injective. In other words,
E is the set of V ∈ G(d, k) that contain a direction determined by A. That is,
E = {V ∈ G(d, k) : dir(A) ∩ V 6= ∅}.
We are going to show that E is compact. Then any V ∈ G(d, k) \ E has an ε-
neighborhood of k-planes not in E, and the existence of the Lipschitz inverse again
follows from the proof of [6, Lemma 15.13].
We show first that dir(A) is compact. By compactness of Sd−1 it suffices to
show that dir(A) is closed. Let (ei)i∈N ⊂ dir(A), with ei → e ∈ Sd−1. For each ei
we find xi and yi in A determining the direction ei. If |xi − yi| ≥ 1 for infinitely
many i, then by compactness there exist x, y ∈ A determining the direction e. We
can then assume that |xi − yi| < 1 for all i. Consider the expanding homotheties
hi(z) = (z − xi)/|xi − yi| and note that hi(yi) = ei and hi(xi) = 0. Thus {0, ei} is a
miniset of A, and further, {0, e} is a microset of A, by the convergence ei → e. Since
every microset is also a miniset by assumption, there is a homothety h such that
{0, e} ⊂ h(A), thus e ∈ dir(A).
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Again by compactness of G(d, k), it suffices to show that E is closed. Let (Vi) ⊂ E,
with Vi → V . For each Vi, find vi ∈ dir(A) ∩ Vi. By the compactness of dir(A), we
can assume that vi converges to some v ∈ dir(A). On the other hand, v ∈ V by the
convergence Vi → V . Thus V ∈ E. 
For homogenous sets, we can now improve Theorem 2.1 as follows:
Corollary 3.2. For a homogenous set A with dimBA < t <
d−k
2
, there is an
exceptional set E ⊂ G(d, k), with dimHE ≤ (k − 1)(d − k) + 2t, so that for all
V ∈ G(d, k) \ E, there is a Lipschitz function fV : V ⊥ → V whose graph covers A.
Proof. Setting E as in the proof of Proposition 3.1, it follows directly from Theorem
2.1 that dimHE ≤ (k − 1)(d− k) + 2t. By Proposition 3.1 we can choose fV to be
the extension of the inverse of PV |A. 
Remark 3.3. In general, Lipschitz can not be replaced by C1. Take for example a
self-homothetic set A in Rd satisfying strong separation condition and assume that
A is not contained in any (affine) hyperplane. Assume then that A can be covered
by a graph of a C1 function f : V ⊥ → V , where V ⊥ is k dimensional. Fix any point
x ∈ A and consider tangents at x. Any tangent of the graph of f is a k-plane, but
any tangent of A at x is in general position, since it is essentially a copy of A. This
is a contradiction, since any tangent of A at x should be covered by some tangent of
the graph of f at x.
The fact that Lipschitz can not be replaced by C1 also follows directly from [5,
Theorem 3.1].
3.2. Spherical projections and Ho¨lder coverings in polar coordinates. Let
us now consider a variant of the problem where orthogonal projections are replaced
by spherical projections Ph(x) := (h− x)/|h− x|, for h ∈ Rd, x ∈ Rd \ {h}. In this
context, we consider coverings of A by graphs by writing Rd\{h} in polar coordinates
centered at h (that is, we identify the point h+ tv, where v ∈ Sd−1, with the pair
(v, t) ∈ Sd−1 × (0,∞)). The results are similar to those in the case k = 1 in §2, but
the dimension estimates differ by an additional constant one. In the viewpoint of our
proof, the reason is that if Ph(a) = Ph(b), then Ph′ |A is not injective for any h′ in
the line determined by a and b. So a pair of points forbids a one dimensional family,
the line through a and b, in a d dimensional space Rd, instead of a single point in a
d− 1 dimensional space Sd−1 = G(d, 1).
Theorem 3.4. Let A ⊂ Rd be a bounded set such that dimB(A) < t < (d− 1)/2 and
let 2t < w < d − 1. Then the set of points h ∈ Rd \ A for which the set A is not
contained in the graph of a Ho¨lder function fh : S
d−1 → (0,∞) of exponent 1− 2t
w
has Hausdorff dimension at most w + 1.
Proof. The proof mimics that of Theorem 2.1 so we only give a sketch. Fix S > 0.
To begin, observe that if B,B′ are balls of radius r, separated by a distance R ≥ r,
then the set of points h ∈ B(0, S) which lie on a line through B and B′ are contained
in TB,B′(CSr/R) ∩B(0, S), were
TB,B′(δ) = {x ∈ Rd : dist(x, `(B,B′)) ≤ δ}
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is a tube, and CS is a constant depending only on S. Further, by dividing the tube
into pieces of length δ, it is easy to see that the (w + 1)-dimensional Hausdorff
content of TB,B′(δ) ∩ B(0, S) is at most C ′Sδw, where again C ′S depends only on S.
With this in hand, the proof continues as the case k = 1 of proof of Theorem 2.1,
with Mn equal to the set points that lie on a line through a pair of balls in Cn, using
the spherical projections Ph instead of the projections to V
⊥, and considering the
(w + 1)-dimensional Hausdorff content of the points that are infinitely often in Mn.
Since the result holds for every S > 0, it holds also in all of Rd. 
Corollary 3.5. Let A ⊂ Rd be a bounded set such that dimB(A) = t < (d − 1)/2.
Then the set of points h ∈ Rd \ A for which the spherical projection Ph restricted to
A is not injective, has Hausdorff dimension at most 2t+ 1.
4. Ho¨lder graphs and doubling measures
A Borel measure µ on a metric space X is said to be doubling, if there is a constant
C > 1 so that µ(B(x, 2r)) ≤ Cµ(B(x, r)) for any x ∈ X and r > 0 (for us, X will
always be a Euclidean space Rd). A set is said to be thin if it is of zero measure for
all doubling measures of the ambient space. For example, a simple density point
argument shows that upper porous sets are thin. We refer the reader to [8, 10] for
further discussion and examples of thin sets. If a set is not thin, then we may say
that it has positive doubling measure without specifying the measure.
As mentioned in the introduction, we can answer the question of whether all
Ho¨lder graphs are thin in the negative. By Theorem 2.1 or [3, Theorem 3.1] all
that is needed is the existence of a set of small upper box dimension and positive
doubling measure. The existence follows from [4], as explained in Remark 4.3 below,
but we prefer to exhibit a concrete self-similar example arising in [2] (in fact, this
type of construction goes back even further to [11]). For the reader’s convenience, we
briefly revise the construction. For δ > 0 and a probability vector p = (δ, 1− 2δ, δ),
let µ be the associated ternary Bernoulli (self-similar) measure on the unit interval,
extended 1-periodically to the real line. Since the weights on the sides are equal, the
resulting measure is doubling. Given a dimension d ≥ 2, let ν be the d-fold product
µ× · · · × µ, which is again doubling. See [2, §2.1] for the short proofs of these facts.
We use the convention that the ternary expansion of a number is the lexicographi-
cally smallest one, if there are two. Fix n1 ∈ N and choose δ so that k1 := 3δn1 ∈ N,
and let k` = ` · k1 for all ` ∈ N. Finally, set SL =
∑L
`=1 n1 · ` = n1 · L(L+ 1)/2.
Now define K to be the set of those points in [0, 1] whose ternary expansion
contains at most kL zeros or twos between the positions SL−1 + 1 and SL (we refer to
SL as construction levels). In other words, let xj denote the j:th digit in the ternary
expansion of x and set
K := {x ∈ [0, 1] : xj ∈ {0, 2} for at most kL values of j with SL−1 < j ≤ SL} .
Note that the constructions of K,µ and ν depend on the parameter δ.
Lemma 4.1. The upper box dimension of K can be made arbitrarily small
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Proof. First of all, in the calculation of dimB it is enough to consider ternary intervals.
At the construction levels SL, we have the natural cover of K by the ternary
construction, and the number of intervals is at most exp{(k1 + · · ·+kL)(1 + log δ−1)},
as it follows from [2, Equation (2.6)]. For m ∈ N, set jm to be the difference from m
to the previous level of the construction. In other words, let Lm be the largest integer
so that m− SLm =: jm ≥ 0. Note that jm ≤ (Lm + 1)n1. Also, SL ≥ 12L2n1 for large
values of L and so m ≥ 1
2
L2mn1 for large values of m. Thus, letting N(K, 3
−j) be the
number of ternary intervals of side-length 3−j that touch K, we have that
logN(K, 3−m)
log 3m
≤ log[N(K, 3
−Lm)3jm ]
m log 3
≤ log[exp{SLm3δ(1 + log δ
−1)}] + jm log 3
m log 3
≤ 3
log 3
SLm
m
(δ + δ log δ−1) +
jm
m
≤ 3
log 3
(δ + δ log δ−1) +
2(Lm + 1)n1
L2mn1
→ 3
log 3
(δ + δ log δ−1)
as m → ∞. Since (δ + δ log δ−1) → 0 as δ → 0, for any ε we can choose δ so that
dimB(K) ≤ ε. 
It is (implicitly) shown in [2] that ν(Kd) > 0 (see, in particular, [2, Equation
(2.5)]). In fact, the measure can be made arbitrarily close to one by choosing n1 large
enough. Since dimB(K
d) ≤ d dimB(K), we get the following corollary of [3, Theorem
3.1] (and Theorem 2.1):
Corollary 4.2. For any d ∈ N≥2 and γ < 1, there are a γ-Ho¨lder function f :
Rd−1 → R and a self-similar doubling measure ν on Rd, so that the graph of f has
positive measure with respect to ν.
Remark 4.3. The existence of sets with small upper box dimension and positive
doubling measure also follows from [4], where it is shown that in any complete
doubling metric space there are doubling measures giving full measure to a set
of arbitrarily small packing dimension. In particular, in Rd, for any ε > 0, there
is a doubling measure µ and a bounded set A ⊂ Rd of positive measure, so that
dimP(A) ≤ ε. Since packing dimension can be defined in terms of upper box
dimension, see for example [6, Section 5.9], one can choose B ⊂ A so that µ(B) > 0
and dimB(B) < 2ε. We thank T. Rajala for this remark.
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