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On Extending Closure Systems to Matroids
UTA WILLE
Geometric representations of data are of main interest in data analysis. Generalizing the idea of
linear representations this paper is concerned with the representability of data by matroids which leads
to the problem of extending closure systems to matroids. Finite matroid constructions are introduced
in order to characterize the class of set systems which can be extended to the set of hyperplanes of
a matroid. Since this constructive characterization of extendable set systems does not give simple
conditions for extendability, the question arises of whether such simple conditions actually exist. By
means of an infinite series of critical configurations and Łos´’s theorem from model theory it is proven
that there is no finite set of first-order axioms characterizing the class of set systems that admit a
matroid construction. These results are discussed and perspectives for further research are given.
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1. DESCRIBING STRUCTURE OF DATA BY MATROIDS
A main interest in data analysis is to reveal and to describe structure of empirical data.
Often this is achieved by means of geometric representations where most approaches focus
on geometric representations of data which simultaneously provide algebraic descriptions of
dependences between considered attributes. A prominent example for such an approach is the
representation of data by real linear models as considered in representational measurement
theory (see [5]).
On the other hand, representations by more general geometric structures have successfully
been activated for example in formal concept analysis (see [3, 4, 7]). In formal concept analy-
sis, the interpretation of data is supported by assigning closure systems to data. These closure
systems unfold the ‘conceptual structure’ of the empirical data considered and can be visual-
ized by line diagrams. This indicates that it may be useful to study representations of data by
different kinds of geometric structure which may have natural algebraic coordinatizations or
not (see also [9]). The goal should be to build up a series of representation theorems charac-
terizing representations of data by step-wise stronger geometric structures. This is the general
framework in which the considerations of this paper should be seen.
In this paper, we focus on the question of under which conditions data can be represented
by matroids. First, a formal formulation of this question is introduced leading to the problem
of extending closure systems to matroids. Then the extendability of set systems to the full set
of hyperplanes of a matroid on the same ground set is studied. In Section 2, finite matroid
constructions are introduced in order to characterize the class of set systems which can be
extended to the set of hyperplanes of a matroid. Since this constructive characterization of
extendable set systems does not give simple conditions for the extendability, the question
arises of whether such simple conditions actually exist. It is proven in Sections 3 and 4 that
there does not exist a finite set of first-order axioms characterizing the class of set systems
which admit a matroid construction. In Section 5, the results as well as perspectives for further
research are discussed.
In order to formalize the concept of matroid representations of empirical data, we observe
that in many applications data are given in the form of a table that reports, for considered
objects, the values with respect to given attributes. Many-valued contexts are formalizations
of such data tables (cf. [4]).
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DEFINITION 1. A many-valued context is a quadruple (G, M, W, I ) where G, M , and
W are sets and I is a ternary relation between G, M , and W such that (g,m, v) ∈ I and
(g,m, w) ∈ I always imply v = w; the elements of G, M , and W are called objects,
attributes, and attribute values, respectively. (G, M, W, I ) is called complete if, for every
(g,m) ∈ G×M , there exists a value w ∈ W such that (g,m, w) ∈ I . Instead of (g,m, w) ∈ I ,
one often writes m(g) = w. The set of attribute values of an attribute m ∈ M is denoted by
Wm := {m(g) | g ∈ G}.
Matroid representations generalize linear and bilinear representations. In [8], bilinear rep-
resentations are formalized as homomorphisms from many-valued contexts into bilinear con-
texts defined as follows: a bilinear context is a many-valued contextK(V ) := (V, V ∗, K , E)
where V is a vector space over a field K , V ∗ is the dual space of V , and E := {(v, ϕ, k) |
ϕ(v) = k}. In other words, many-valued contexts are represented bilinearly by embedding
simultaneously the objects into a vector space V , the attributes into its dual space V ∗, and the
attribute values into the underlying field K , with a connection as follows: an object g has the
value w for the attribute m iff ϕm(xg) = rw for the corresponding vector xg , the linear form
ϕm , and the scalar rw.
Geometrically this means that the objects of the many-valued context are associated with
points of the affine space induced by V and the attributes with systems of parallel hyperplanes
where each attribute value corresponds to a single affine hyperplane. The relation I can be read
from such a geometric representation by the incidences of associated points and hyperplanes.
This idea can be generalized if representations of many-valued contexts by affine hyperplanes
are weakened to representations by hyperplanes of more general matroids. Emphasizing this
more incidence geometric view, we first define incidence structures derived from many-valued
contexts (cf. [3]). Then matroid representations can be introduced in a natural manner.
DEFINITION 2. LetK := (G, M, W, I ) be a many-valued context and let (G, N , J ) be the
incidence structure derived from K with N :=⋃m∈M {m} × Wm and
(g, (m, w)) ∈ J :⇔ m(g) = w.
Then the many-valued context (G, M, W, I ) is representable by a matroid if there exists a
matroidM on G such that, for all n ∈ N , the set {n}′ := {g ∈ G | (g, n) ∈ J } is a hyperplane
ofM.
Note that this is a restricted notion of matroid representability. More generally, the sets
{n}′ with n ∈ N could be required to form subspaces of a matroid. From a data analysis
point of view it is not clear why one should force the sets {n}′ to be pair-wise incomparable.
This more general kind of matroid representability, as well as the problem of representations
by matroids having a parallelism should be studied in a further paper. In this case, hyper-
planes corresponding to values of the same attribute have to be parallel such that a matroid
representation by a representable matroid automatically yields a bilinear representation of
the underlying many-valued context. In the following we analyze matroid representations in
terms of their hyperplanes. Then the representation problem is just the problem of extending
set systems to the full set of hyperplanes of a matroid on the same set of points.
2. FINITE MATROID CONSTRUCTIONS
A collection H of subsets of a finite set G is the set of hyperplanes of a matroid on G if and
only if the following two axioms are satisfied (see [6], p. 39):
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(U) (H,⊆) is an antichain.
(H) If H1, H2 ∈ H with H1 6= H2 and g ∈ G \ (H1 ∪ H2), then there
exists H3 ∈ H such that H3 ⊇ (H1 ∩ H2) ∪ {g}.
Let G be a set andA a set system on G. Then we call the pairM := (G,A) a set structure and
define that the set structure M is extendable to a matroid on the same set of points if there
exists a collection B of subsets of G such that (G,A ∪ B) satisfies the hyperplane axioms
(U) and (H). Now, we are interested in the question when is a set structure M := (G,A)
extendable to a matroid on G?
For a set structure M := (G,A) satisfying (U), we introduce the set T ′(M) containing all
triples (A, B, g) ∈ A2 × G which do not satisfy the axiom (H):
T ′(M) := {(A, B, g) | A, B ∈ A, A 6= B, g ∈ G \ (A ∪ B),
∀C ∈ A : (A ∩ B) ∪ {g} 6⊆ C}.
The set of inclusion maximal elements of T ′(M) is denoted by
T (M) := {(A, B, g) ∈ T ′(M) | (A ∩ B) ∪ {g} 6⊂ (A′ ∩ B ′) ∪ {g′}
for all (A′, B ′, g′) ∈ T ′(M)}.
The sets (A ∩ B) ∪ {g} with (A, B, g) ∈ T (M) are the subsets of G which have at least to be
covered by the elements of an extensionB ofM. Therefore, we define for (A, B, g) ∈ T (M)
the set of possible ‘covers’ of (A ∩ B) ∪ {g} by
FM(A, B, g) := {D ⊆ G | (A ∩ B) ∪ {g} ⊆ D and ∀C ∈ A : C 6⊆ D}.
The following condition is necessary for the extendability of the set structure M to a matroid
on G:
(E) ∀(A, B, g) ∈ T (M) ∀C ∈ A : C 6⊆ (A ∩ B) ∪ {g}.
All collections B of subsets of G which can be added to A in order to make the triples of
T (M) satisfyB ∩ FM(A, B, g) 6= ∅ are comprised in the following set:
S′(M) := {B ⊆ P(G) | A ∩B = ∅, (G,A ∪B) satisfies (U), (E), and
∀(A, B, g) ∈ T (M) : B ∩ FM(A, B, g) 6= ∅}.
Finally, the set of inclusion minimal elements of S′(M) is denoted by
S(M) := {B ∈ S′(M) | B 6⊃ B′ for allB′ ∈ S′(M)}.
With these notations one can formulate the following constructive characterization of the set
structures extendable to matroids.
THEOREM 1. LetM := (G,A) be a finite set structure. ThenM is extendable to a matroid
on G if and only if M satisfies (U) and (E) and there exists an integer k and a series
M0 := (G,A0), M1 := (G,A1), . . . , Mk := (G,Ak) such that A0 = A, T (Mi ) 6= ∅
for i = 0, 1, . . . , k − 1, T (Mk) = ∅ and Ai+1 = Ai ∪ Bi for some Bi ∈ S(Mi ) and
i = 0, 1, . . . , k − 1.
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PROOF. Let M := (G,A) be a finite set structure which is extendable to the matroid
(G,A ∪B) with A ∩B = ∅. Then (G,A ∪B) satisfies axiom (H). This implies that either
T (M) = ∅ (i.e., B = ∅) or there exists a subset B0 of B with B0 ∈ S(M). Now, we set
A1 := A ∪B0 andM1 := (G,A1). The facts that A1 ⊆ A ∪B and (G,A ∪B) satisfies (H)
again imply that either T (M1) = ∅ or there exists a subsetB1 ofB \B0 withB1 ∈ S(M1).
If we proceed like this we obtain a series A ( A1 ( · · · ( Ak ⊆ A ∪B of subsets of A ∪B
as required. The procedure has to stop sinceB is finite.
The other direction of the proof is obvious because the last structure Mk in the constructed
series of set structures satisfies (U) and (H) and therefore forms a matroid. 2
In other words a finite set structure is extendable to a matroid if it admits a matroid con-
struction as in Theorem 1. Therefore, we say that a set structure M := (G,A) admits a
finite matroid construction if there exists a series M0 := (G,A0), M1 := (G,A1), . . . ,
Mk := (G,Ak) such that A0 = A, T (Mi ) 6= ∅ for i = 0, 1, . . . , k − 1, T (Mk) = ∅, and
Ai+1 = Ai∪Bi for someBi ∈ S(Mi ) and i = 0, 1, . . . , k−1. IfM is finite then the existence
of a finite matroid construction is obviously equivalent to the extendability ofM to a matroid.
Furthermore, we call a series M0 := (G,A0), M1 := (G,A1), . . . , Mk−1 := (G,Ak−1)
with A0 = A, T (Mi ) 6= ∅, Ai+1 = Ai ∪Bi , and Bi ∈ S(Mi ) for i = 0, 1, . . . , k − 2 an
(E)-series of length k in M, where the (E)-series M0,M1, . . . ,Mk−1 fails, if T (Mk−1) 6= ∅
and S(Mk−1) = ∅.
3. CRITICAL CONFIGURATIONS
Theorem 1 characterizes finite set structures which are extendable to matroids by the existe-
nce of finite matroid constructions. But the question remains open whether there exists a
‘simple’ characterization of those extendable set structures, for example by some geomet-
ric incidence theorem or the exclusion of finitely many substructures. In the following, it is
proved that there does not exist a finite set of first-order axioms characterizing the class of set
structures which admit a matroid construction.
In a first step we prove that the construction introduced in Theorem 1 can fail at arbitrarily
high level. For every k ∈ N, a non-extendable set structure is introduced for which k − 1
steps of the construction in Theorem 1 can be performed but no further step is possible. Sub-
sequently, the non-finite axiomatizability can be shown by means of the constructed infinite
sequence of ‘critical’ examples and Łos´’s theorem of model theory.
THEOREM 2. Let k be an integer with k ≥ 1, n := k + 3, N := {1, 2, . . . , n}, and Z :=
{n + 1, n + 2, . . . , n + k + 1}. Furthermore, we define a set structure U(k) := (G,A) by
G := {1, 2, . . . , n + k + 1}
A :=
(
N
n − 1
)
∪ {Z},
where
( N
n−1
)
denotes the set of all (n − 1)-element subsets of N . Then the set structures U(k)
have the following properties.
(i) U(k) satisfies the conditions (U) and (E).
(i i) U(k) has an (E)-series M0,M1, . . . ,Mk−1 of length k, where T (Mk−1) 6= ∅ and
S(Mk−1) = ∅.
(i i i) In U(k) every (E)-series of length k fails.
(iv) U(k) is not extendable to a matroid on G.
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PROOF. (i) The condition (U) is obviously satisfied by U(k) = (G,A). In order to verify
(E), let A be an element of A \ {Z} and g ∈ N \ A. Then we have (A ∩ Z) ∪ {g} = {g} 6⊇ C
for all C ∈ A. In the case where A, B are elements of A \ {Z} with A 6= B and g is in
G \ (A ∪ B) = G \ N = Z , we have (A ∩ B) ∪ {g} ⊆ N ∪ {g} and |A ∩ B| = n − 2. This
implies (A ∩ B) ∪ {g} 6⊇ C for all C ∈ A and thus (E) is satisfied.
(i i) For i = 0, 1, . . . , k − 1, let
A0 := A,
Bi :=
{
A ∪ B | A ∈
(
N
n − 2 − i
)
, B ∈
(
Z
i + 1
)}
,
andMi+1 := (G,Ai+1) with Ai+1 := Ai ∪Bi . Then we observe that
Ai := {Z} ∪ {A ⊆ G | |A| = n − 1, |A ∩ Z | ≤ i}.
For A, B ∈ ( G
n−1
)
with A 6= B, g ∈ G, and i ∈ {0, 1, . . . , k − 1} it holds that
(A, B, g) ∈ T (Mi )⇔ |A ∩ B ∩ N | = n − 2 − i, |A ∩ B ∩ Z | = i, and
g ∈ Z \ (A ∪ B)
⇔ (A ∩ B) ∪ {g} ∈ Bi .
The second equivalence is obvious. The first can be seen as follows. If (A, B, g) ∈ T (Mi )
then A, B ∈ Ai with A 6= B and |A ∩ B ∩ Z | ≤ i . Assume that |A ∩ B ∩ Z | < i . Then we
have |(A ∩ B) ∪ {g}| ≤ n − 1 and |((A ∩ B) ∪ {g}) ∩ Z | ≤ i which implies the existence
of an element C in Ai with C ⊇ (A ∩ B) ∪ {g}. Thus (A, B, g) 6∈ T (Mi ). Furthermore, it
follows from A, B ∈ Ai , A 6= B and |A ∩ B ∩ Z | = i that |A ∩ B ∩ N | ≤ n − 2 − i
because |A| = |B| = n − 1. If |A ∩ B ∩ N | < n − 2 − i then there are A′, B ′ ∈ Ai with
|A′∩ B ′∩ N | = n−2− i and (A′∩ B ′)∪{g} ) (A∩ B)∪{g}. I.e., in this case (A∩ B)∪{g}
is not inclusion maximal and thus (A, B, g) 6∈ T (Mi ). All this shows that (A, B, g) ∈ T (Mi )
implies |A ∩ B ∩ N | = n − 2− i , |A ∩ B ∩ Z | = i and g ∈ Z \ (A ∪ B). The other direction
again is obvious.
Finally the fact that
T (Mi ) =
{
(A, B, g)|A, B ∈
(
G
n − 1
)
, A 6= B, (A ∩ B) ∪ {g} ∈ Bi
}
implies, for i = 0, 1, . . . , k−1, that T (Mi ) 6= ∅, Ai ∩Bi = ∅, and that (G,Ai ∪Bi ) satisfies
(U) and (E). From this followsBi ∈ S(Mi ) and it only remains to prove thatS(Mk−1) = ∅.
From the arguments above we know that
T (Mk−1) =
{
(A, B, g) | A, B ∈
(
G
n − 1
)
, A 6= B, g ∈ Z \ {A ∪ B},
|((A ∩ B) ∪ {g}) ∩ Z | = k, |A ∩ B ∩ N | = 2
}
.
Furthermore, we have
FMk−1(A, B, g) = {(A ∩ B) ∪ {g}}
for all (A, B, g) ∈ T (Mk−1) because D ) (A ∩ B) ∪ {g} implies D ) Z or there is an
element C in Ak−1 with D ) C . Now assume that there exists a B ∈ S(Mk−1). Then (A ∩
B)∪ {g} ∈ B for all (A, B, g) ∈ T (Mk−1) which implies that A′ := {1, n, n + 1, . . . , n + k}
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and B ′ := {2, n, n + 1, . . . , n + k} are elements ofB with Z ( (A′ ∩ B ′)∪ {n + k + 1}. This
contradicts the fact that (G,Ak−1 ∪B) satisfies (E). Thus S(Mk−1) = ∅.
(i i i) In order to prove (i i i), we need the following proposition:
Let l ∈ {1, . . . , k} and letM0 := (G,A0) = U(k),M1 := (G,A1), . . . ,Ml := (G,Al) be an
(E)-series of length l + 1 in U(k). Then it holds for j = 0, 1, . . . , l:
∀A ∈ A j∃B ∈ A j : B ⊇ A.
This proposition can be proved by induction on j . The proposition is obviously correct for
j = 0. For j = 1, it follows from M0 = U(k) and B0 = {(A ∩ B) ∪ {g} | (A, B, g) ∈
T (U(k))}. Now, assume that the proposition is true for j = 0, 1, . . . , i < l. Then Ai+1 =
Ai ∪Bi and by induction it follows that, for any A ∈ Ai , there exists a set B ∈ Ai ⊆ Ai+1
with A ⊆ B. Now, let A be an element ofBi ; i.e., |A∩N | = n−2− i and |A∩ Z | = i+1. In
order to prove the existence of a B ∈ Ai+1 with B ⊇ A, we assume without loss of generality
that A = {1, . . . , n − 2 − i, n + 1, . . . , n + i + 1}. Now, if there exists an element B in Ai
with B ⊇ A then we are done. Therefore, we consider the case that A 6⊆ B for all B ∈ Ai . By
induction, there is a set C in Ai with
C ⊇ {1, . . . , n − 2 − i, n, n + 1, . . . , n + i}.
Furthermore, there has to be an x ∈ {n − 1 − i, . . . , n − 1} which is not in C (otherwise
C ) {1, . . . , n} which contradicts (U)). Again by induction there is a set D 6= C in Ai with
D ⊇ {1, . . . , n − 2 − i, x, n + 1, . . . , n + i}.
Since B 6⊇ A for all B ∈ Ai and C, D ∈ Ai , we know that n + i + 1 6∈ C ∪ D. This implies
(C, D, n+i+1) ∈ T (Mi ) and thus there has to be a B ∈ Ai+1 with B ⊇ (C∩D)∪{n+i+1}
⊇ A which completes the proof of the proposition.
Let M0 := (G,A0), M1 := (G,A1), . . . , Mk−1 := (G,Ak−1) be an (E)-series of length
k in U(k). Then T (Mk−1) 6= ∅ follows from (iv). Now, assume there exists a set Bk−1 in
S(Mk−1) and let Ak := Ak−1 ∪ Bk−1. Then we first observe that the above proposition
implies the existence of sets C and D in Ak with C 6= D and
C ⊇ {1, n, n + 1, . . . , n + k},
D ⊇ {x, n, n + 1, . . . , n + k}
for some x ∈ {2, . . . , n−1}. Now, n+k+1 is not in C or D because otherwise C ) Z or D )
Z , respectively. Hence (C, D, n+ k + 1) ∈ T ((G,Ak)) but (C ∩ D) ∪ {n+ k + 1} ) Z . This
contradicts the fact that (G,Ak−1 ∪Bk−1) has to satisfy (E) by the definition of S(Mk−1).
This proves S(Mk−1) = ∅.
(iv) The proof of (iv) is quite similar to that of (i i i). Assume there exists a collection B
of subsets of G such that A ∩ B = ∅ and (G,A ∪ B) forms a matroid. Then it holds for
j = 0, 1, . . . , k that
∀A ∈ A j∃B ∈ A ∪B : B ⊇ A. (∗)
This can be seen by induction on j . (∗) is obviously correct for j = 0 and j = 1 be-
cause A0 = A and (G,A ∪ B) satisfies (H). Let (∗) be true for j = 0, 1, . . . , i < k.
Then it follows by induction that for any A ∈ Ai there is a B ∈ A ∪ B with B ⊇ A.
It remains to show (∗) for A ∈ Bi because Ai+1 = Ai ∪ Bi . Without loss of generality
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let A = {1, . . . , n − 2 − i, n + 1, . . . , n + i + 1}. By induction, there exist sets C and D in
A ∪B with C 6= D and
C ⊇ {1, . . . , n − 2 − i, n, n + 1, . . . , n + i},
D ⊇ {1, . . . , n − 2 − i, x, n + 1, . . . , n + i}
for some x ∈ {n − 1 − i, . . . , n − 1}.
Now, if n+ i+1 is an element of C ∪D then C ⊇ A or D ⊇ A and we are done. In the case
where n + i + 1 6∈ C ∪ D there exists a set E ∈ A∪B with E ⊇ (C ∩ D)∪ {n + i + 1} ⊇ A
because (G,A ∪B) satisfies (H). This verifies (∗).
But this also proves (iv). Namely, if i = k there has to be an E in A ∪B with
E ⊇ (C ∩ D) ∪ {n + k + 1} = {1, n + 1, . . . , n + k, n + k + 1} ) Z
which contradicts (U). Hence U(k) = (G,A) is not extendable to a matroid. 2
4. NON-FINITE AXIOMATIZABILITY
In the following we prove that there is no finite axiomatization in first-order logic of the
class of all set structuresM := (G,A) which admit a matroid construction defined as follows:
a set structureM admits a matroid construction ifM admits a finite matroid construction or
if there exists an (E)-series of length k in M for every integer k. In other words, if M admits
a matroid construction then there does not exist an integer k such that M has an (E)-series of
length k but every (E)-series of length k fails.
Before we state the theorem about the non-finite axiomatizability, it finally has to be men-
tioned that set structures M := (G,A) can be understood as first-order structures by con-
sidering them as relational structures consisting of two sets together with a 2-ary incidence
relation.
THEOREM 3. The class of set structures which admit a matroid construction cannot be
axiomatized by a finite set of first-order axioms.
PROOF. Assume that the class of set structures which admit a matroid construction has a
finite first-order axiomatization. Then it also has an axiomatization by only one first-order
sentence. Let σ be the first-order sentence with
M |= σ iff M admits a matroid construction
for all set structuresM. Then it holds for all set structuresM that
M |= ¬σ iff M does not admit a matroid construction.
For i ∈ N, let σi be a first-order sentence with
M |= σi iffM has an (E)-series of length i but every (E)-series of length i fails.
Then, for all set structuresM, the following implication is valid:
M |= ¬σi for all i ∈ N implies M |= σ.
Namely, if M does not admit a matroid construction, then there exists an integer k such that
M has an (E)-series of length k but every (E)-series of length k fails. Hence M is a model of
σk which contradictsM |= ¬σk .
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Now, let J := N \ {0, 1} and F be a non-principal ultrafilter on J . Then
U(k) |= ¬σ
for all k ∈ J because U(k) is does not admit a matroid construction by Theorem 2. Let
M := ∏k∈J U(k)/F be the ultraproduct of the finite set structures U(k) with respect to the
ultrafilter F . Then it follows by Łos´’s theorem (cf. [1], p. 90) thatM is a model of ¬σ since
every factor U(k) ofM is a model of ¬σ . Thus,
M |= ¬σ.
By Theorem 2, for every i ∈ J , the sentence σi only holds for the factor U(i) ofM. F is a
non-principal ultrafilter and therefore does not contain finite sets. But, by Łos´’s theorem, one
has the equivalence
M =
∏
k∈J
U(k)/F |= σi iff { j ∈ J | U( j) |= σi } ∈ F
which implies thatM is not a model of σi for all i ∈ J . Furthermore, every factor ofM is a
model of the first-order axiom (E) which again implies by Łos´’s theorem thatM is a model
of (E). Since (E) implies ¬σ1, we have
M |= ¬σi for all i ∈ N.
As shown above this yields
M |= σ
which contradictsM |= ¬σ . 2
For the model theoretic background and the method of proof see Chapter 5 of [1].
5. DISCUSSION
As outlined in Section 1, this paper is motivated by the desire to represent empirical data
by matroids. Obviously it can only be considered as a first initial attempt to approach the
question of matroid representations of data. Therefore, we conclude with a brief discussion of
our results and sketch the scope of questions that arise from the subject.
As a first consequence of the fact that there is no simple characterization of the set structures
that admit matroid constructions, one should try to approach matroid representations from an
algorithmic point of view. For instance, one could try to find branch-and-bound algorithms
for finite matroid constructions. This might practically solve the extendability problem of set
structures to matroids and such algorithms could actually provide constructions of matroid
extensions. The complexity status of the extendability problem should as well be studied in
this framework.
The restricted notion of matroid representability underlying this paper was pointed out
already at the end of Section 1. It was proposed to broaden the view from matroid exten-
sions in terms of hyperplanes to those in terms of general subspaces. Furthermore, it was
suggested to consider representations by matroids having a parallelism. From a data analysis
point of view representations of attributes by systems of parallel hyperplanes of a matroid are
especially interesting because in this case vector representations of the representing matroid
also yield bilinear representations of the underlying many-valued context.
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Algebraic descriptions of dependences between attributes are of main interest in data anal-
ysis and bilinear representations allow us to describe them by sums of products (cf. [8]).
Therefore, one should also study the extendability of closure systems to matroids known to
have vector representations. For instance, one could activate Tutte’s axiomatic characteriza-
tion of matroids representable over G F(2) which characterizes binary matroids by excluding
the uniform matroid U2,4 as minor (cf. [6], Chapter 10). Since dichotomic data (2-valued con-
texts) occur quite frequently, this leads to the relevant question: under which conditions can a
2-valued context be represented by a binary matroid?
Concerning the interpretation of matroid representations of data, it is furthermore necessary
to clarify the uniqueness of matroid representations and to think about visualizations of such
representations. In order to treat the uniqueness problem of matroid representations, one has to
determine the admissible transformations of the representing matroid, i.e., the isomorphisms
of the representing matroid which lead to matroid representations again (see [5]). Finally, it
is interesting to know when matroid representations possess topological representations by
points and pseudohyperplanes in some Rn . Since oriented matroids always have topological
representations by the Topological Representation Theorem of Folkman and Lawrence, the
question of topological representations of closure systems extendable to matroids leads to the
question whether the closure system is extendable to an orientable matroid (cf. [2]). Finally,
one should notice a further important line of research related to matroid representations: the
question of oriented matroid representations of ordinal data.
ACKNOWLEDGEMENT
The author has been supported by the DFG-Forschungsstipendium Wi 1495/1-1.
REFERENCES
1. J. L. Bell and A. B. Slomson, Models and Ultraproducts: an Introduction, North-Holland,
Amsterdam, 1971.
2. A. Bjo¨rner, M. Las Vergnas, B. Sturmfels, N. White and G. Ziegler, Oriented Matroids, Encyclope-
dia of Mathematics, 46, Cambridge University Press, Cambridge, 1993.
3. B. Ganter and R. Wille, Conceptual scaling, in: Applications of Combinatorics and Graph Theory
to the Biological and Social Sciences, F. S. Roberts (ed.), Springer, New York, 1989, pp. 139–167.
4. B. Ganter and R. Wille, Formal Concept Analysis. Mathematical Foundations, Springer, Berlin,
1999.
5. D. H. Krantz, R. D. Luce, P. Suppes and A. Tversky, Foundations of Measurement, Academic, San
Diego, 1971, Vol.1.
6. D. J. A. Welsh, Matroid Theory, Academic, London, 1976.
7. R. Wille, Restructuring lattice theory: an approach based on hierarchies of concepts, in: Ordered
Sets, I. Rival (ed.), Reidel, Boston, 1982, pp. 445–470.
8. U. Wille, An axiomatization for bilinear models, in: Contributions to Mathematical
Psychology, Psychometrics, and Methodology, G. H. Fischer and D. Laming (eds), Springer, New
York, 1994, pp. 239–247.
9. U. Wille, The role of synthetic geometry in representational measurement theory, J. Math. Psychol.,
41 (1997), 71–78.
Received 25 August 1997 and accepted 17 April 2000
UTA WILLE
Jelmoli AG,
Data Management,
Postfach 3020,
CH-8021 Zurich, Switzerland
