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Bayesian spatial following model (Barberá, 2015), the partisan association scores,
and the usage score using the 108, 801 users with both an estimated ideal point
and partisan association scores. . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5 Confusion matrix for the SVM classifier of negative usage of partisan keywords. 45
2.6 Correlations between not-negative and negative partisan association scores. . . . 46
2.7 The product-moment correlation coefficients between the agnostic partisan as-
sociation scores/usage score, the not-negative partisan association scores/usage
score, and the negative partisan association/usage score. . . . . . . . . . . . . . 46
2.8 Hyperparameter specifications assessed . . . . . . . . . . . . . . . . . . . . . . . 57
2.9 Hyperparameter loss function values . . . . . . . . . . . . . . . . . . . . . . . . 58
2.10 Analogies among the partisan keywords . . . . . . . . . . . . . . . . . . . . . . 59
2.11 Pew Research Center survey data partisanship and ideology distribution. . . . . 64
2.12 Party, ideology, and partisan association scores: one-factor models’ loadings . . 65
2.13 Party, ideology, and partisan association scores: two-factor model’s loadings . . 66
2.14 Party, ideology, and partisan association scores: three-factor model’s loadings . 67
3.1 Binarized classifier performance across the ensemble classifier and MARMOT
over the election incidents dataset. . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2 Results of the MARMOT model variants over the election incidents dataset. . . 94
3.3 Accuracy and area under the receiver operating characteristic curve (AUC) per-
formance metrics across the 11 baseline models, MARMOT, and MARMOT in
a deep ensemble over the test set of the Hateful Memes dataset. . . . . . . . . . 100
3.4 Results of the MARMOT model variants over the test set of the Hateful Memes
dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.5 The selected hyperparameters for each category and subcategory for the tweets
about election incidents during the 2016 U.S. general election. . . . . . . . . . . 122
xi
3.6 Accuracy and area under the receiver operating characteristic curve (AUC) per-
formance metrics across the 11 baseline models and MARMOT over the valida-
tion set of the Hateful Memes dataset. . . . . . . . . . . . . . . . . . . . . . . . 124
4.1 The constituent words and the respective collapsed word for each topic of interest
in Rodman (2020). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.2 The proportions of keywords by time period compared to the gold standard
model. Results of the “Chronologically Trained Model,” the best performing
word2vec model from Rodman (2020), is included for comparison. . . . . . . . . 140
4.3 Results comparing the best diachronic word2vec model, the chronologically
trained model, from Rodman (2020) with PAE averaged across 50 iterations. . . 141
4.4 The sum of absolute deviance, the sum of squared deviance, and the average
correlation across the five topics of interest. . . . . . . . . . . . . . . . . . . . . 143
4.5 Closest words to “gender” by era. . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.6 Closest words to “treaty” by era. . . . . . . . . . . . . . . . . . . . . . . . . . . 145
4.7 Closest words to “German” by era. . . . . . . . . . . . . . . . . . . . . . . . . . 145
4.8 Closest words to “race” by era. . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
4.9 Closest words to “African American” by era. . . . . . . . . . . . . . . . . . . . 145
4.10 The closest words to “mask” by week. All tweets are from 2020. . . . . . . . . . 147
4.11 The closest words to “Trump” by week. All tweets are from 2020. . . . . . . . . 149
4.12 The closest words to “flu” by week. All tweets are from 2020. . . . . . . . . . . 151
4.13 Closest words by week to “mask,” by partisan associations. . . . . . . . . . . . 154
4.14 Closest words by week to “Trump,” by partisan associations. . . . . . . . . . . 156
4.15 Closest words by week to “flu,” by partisan associations. . . . . . . . . . . . . . 159
xii
ABSTRACT
This dissertation consists of three papers about leveraging representation learning for po-
litical science research. Representation learning refers to techniques that learn a mapping
between input data and a feature vector or tensor with respect to a task, such as classifica-
tion or regression. These vectors or tensors capture abstract and relevant concepts in the
data, making it easier to extract information. In the three papers, I show how representa-
tion learning allows political scientists to work with complex data such as text and images
effectively.
In the first paper, I propose using word embeddings to calculate partisan associations from
Twitter users’ bios. It only requires that some users in the corpus of tweets use partisan
words in their bios. Intuitively, the word embeddings learn associations between non-partisan
and partisan words from bios and extend those associations to all users. I apply the method
to a collection of users who tweeted about election incidents during the 2016 United States
general election. Which partisan accounts get retweeted, favorited, and followed, and which
partisan hashtags are used closely correlate with the partisan association scores. I also apply
the method to users who tweeted about masks during the COVID-19 pandemic. I find that
users with more Democratic-leaning partisan association scores are more likely to use health
advocacy hashtags, such as #MaskUp.
In the second paper, I look at the automated classification of observations with both
images and text. Most state-of-the-art vision-and-language models are unusable for most
political science research, as they require all observations to have both image and text
and require computationally expensive pretraining. This paper proposes a novel vision-
and-language framework called multimodal representations using modality translation, or
MARMOT. MARMOT presents two methodological contributions: it constructs represen-
tations for observations missing image or text, and it replaces computationally expensive
pretraining with modality translation. Modality translation learns the patterns between im-
ages and their captions. MARMOT outperforms an ensemble text-only classifier in 19 of 20
categories in multilabel classifications of tweets reporting election incidents during the 2016
U.S. general election. MARMOT also shows significant improvements over the results of
benchmark multimodal models on the Hateful Memes dataset, improving the best accuracy
xiii
and area under the receiver operating characteristic curve (AUC) set by VisualBERT from
0.6473 to 0.6760 and 0.7141 to 0.7530, respectively.
In the third paper, I turn to the issue of computationally studying language usage evo-
lution over time. The corpora that political scientists typically work with are much smaller
than the extensive corpora used in natural language processing research. Training a word
embedding space over each period, the usual approach to studying language usage evolu-
tion, worsens the problem by splitting up the corpus into even smaller corpora. This paper
proposes a framework that uses pretrained and non-pretrained embeddings to learn time-
specific word embeddings, called the pretrained-augmented embeddings (PAE) framework.
In the first application, I apply the PAE framework to a corpus of New York Times text
data spanning several decades. The PAE framework matches human judgments of how spe-
cific words evolve in their usage much more closely than existing methods. In the second
application, I apply the PAE framework to a corpus of tweets written during the COVID-19
pandemic about masking. The PAE framework automatically detects shifts in discussions




1.1 Representation Learning and Political Science Re-
search
This dissertation consists of three papers about leveraging representation learning for politi-
cal science research. Each of the three papers aims to develop a framework around represen-
tation learning that can help political scientists more effectively work with complex forms
of data such as text, images, and combinations of modalities. The frameworks are tools for
political scientists to study a more diverse set of individuals and view these individuals in a
higher dimensional way.
Representation learning refers to methods that learn a mapping between raw input data
and a feature vector or tensor with respect to a task, such as classification or regression.
These vectors or tensors capture abstract and relevant concepts in the data; this makes
it easier to extract information from the data (Bengio et al., 2014). Such an approach
differs from the typical approach in quantitative political science, which usually uses data
in its raw form. For example, if “age” were a covariate, then the actual value, or a simple
transformation such as the log transformation, would be used in the analysis. However,
such an approach does not work well with nontraditional and complex forms of data such as
images or text. In their original format, these data types have feature spaces with too many
dimensions and sometimes, in the case of text data, are extremely sparse, making it difficult
to identify meaningful patterns and variations in the data. In other words, these forms of
data must be represented in another format.
Representation learning methods automatically learn representations of the data that
typically have a lower dimension than the data in its original form and can be useful for
downstream tasks such as classification or regression. These methods usually use neural net-
works to map the data, such as words or images, to vectors or tensors. These automatically
learned representations work well because different representations encode various explana-
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tory factors of variation behind the data (Bengio et al., 2014). Representation learning
methods from natural language processing, such as word2vec (Mikolov et al., 2013), GloVe
(Pennington et al., 2014), and BERT (Devlin et al., 2018), and computer vision, such as
pretrained convolutional neural networks (He et al., 2015), automatically calculate represen-
tations of words and images, respectively. But these machine learning methods are often
unusable with typical political science data and produce representations that are not eas-
ily interpretable. The three papers in this dissertation aim to understand how we can use
representation learning to help answer political science research questions.
1.2 Datasets Used
In the three papers, I primarily use social media data. All datasets are from Twitter, except
for one of the datasets used in the third paper, which was New York Times text data from
Rodman (2020). The rise of social media as a site of political activity presents a new, data-
rich window into political behavior. Voters now tweet, share, and photograph their civic
lives. Political activity on social media takes the form of both image and text; internet users
signal politics in vastly different ways, from earnest endorsements of politicians to subtle
endorsements of a politically inflected lifestyle; and how language is used on the internet
changes over time, often rapidly. Political scientists can use representation learning tech-
niques found in natural language processing and computer vision to study political behavior
on the internet.
There are four datasets used across the three papers. The first is a dataset of tweets
about election incidents during the 2016 U.S. general election (Mebane et al., 2018). The
tweets in this dataset were posted between October 1, 2016 and November 8, 2016. An
election incident is an individual’s personal experience with voting or some other activity in
the election (Mebane et al., 2018). There are a total of 315, 180 tweets that reported one
or more apparent election incidents. This dataset is used in the first paper and the second
paper.
The second is a dataset of tweets discussing masking during the COVID-19 pandemic.
These tweets are a subset of tweets collected by the COVID-CORE project, which collected
tweets from the Twitter Decahose using a set of COVID-19 related keywords (Lu & Mei,
2020). Tweets were posted between January 1, 2020 and July 1, 2020. To extract all tweets
mentioning masking, I searched for tweets with the phrase “mask,” ignoring all characters or
spaces that came before or after the word and ignoring the case. This dataset has 757, 732
tweets. This dataset is used in the first paper and the third paper.
The third dataset is the Hateful Memes dataset, recently released by Facebook Research to
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develop and test multimodal models (Kiela et al., 2020). This dataset contains 10,000 memes,
with half labeled “hateful” and the other half labeled “non-hateful.” Properly classifying
the memes requires a multimodal model because the image and text may, on their own, not
be hateful. However, the combination of the two may be hateful. An example of an unkind
(but not hateful) meme that captures this idea would be a meme with an image of a skunk
with the text, “Love the way you smell today.” Neither the text nor the image is mean on
its own. However, the combination of the two modalities makes it an unkind meme. This
dataset is used in the second paper.
The last dataset is a collection of New York Times articles from 1855 to 2016 that have
the word “equality” in their headlines (Rodman, 2020). For each article, the text consists
of the headline, the first paragraph, and the abstract. There is a total of 3, 105 articles.
Rodman (2020) splits the corpus into seven 25-year time slices with no overlap. This dataset
is used in the third paper.
1.3 Paper 1 : Calculating Partisan Associations of
Twitter Users Using Distributed Embeddings with
User Bios
In the first paper, we1 look at how political scientists can use representation learning to
create human-interpretable measures. One of the principal problems that faces political
research of social media is the lack of social media users’ attributes that political scientists
often care about. Most notably, users’ partisanships are not well-defined for most users.
Some users may mention that they are a political party member in either their tweets or bio.
Others may follow certain politicians or partisan accounts. Using these characteristics alone
to measure partisanship or partisan associations can lead to biased results because, according
to a recent Pew Research Center survey (Wojcik & Hughes, 2019), very few Twitter users
actively follow multiple partisan accounts and actively tweet about politics. In “Calculating
Partisan Associations of Twitter Users Using Distributed Embeddings with User Bios,” we
develop an approach to calculate partisan associations for a broad set of Twitter users while
remaining flexible to changing political environments.
Specifically, we use Twitter user bios to measure partisan associations. The method is
simple and intuitive. We use doc2vec (Le & Mikolov, 2014) to map user bios and the words
that make up these bios to document and word representations, respectively. In other words,
1This paper is co-authored with Walter R. Mebane, Jr., Logan Woods, Joseph Klaver, and Preston Due.
I am the primary author on this paper.
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doc2vec learns a function that maps discrete words and documents to continuous vectors.
In and of themselves, these representations are not interpretable. Still, they can be used to
produce an interpretable measure when compared to each other using a similarity function.
Specifically, we take the cosine similarity between the document embeddings and the embed-
dings of specific partisan keywords to calculate partisan association scores. The underlying
idea is to learn the non-partisan words in the contextual neighborhoods of explicitly parti-
san words. Even if someone does not expressly use partisan words in their bio, they may
describe themselves with words that the bios that feature explicit partisan expressions tend
to contain.
Using the dataset of tweets about election incidents during the 2016 U.S. general election,
we show that the partisan association scores capture partisan engagement and sentiment in
intuitive ways, such as which partisan accounts Twitter users retweet, favorite, follow, and
what partisan hashtags they use. We also calculate partisan association scores of Twitter
users linked to a Pew Research Center survey (Wojcik & Hughes, 2019) and find that the
partisan association scores predict self-reported partisanship. Using the dataset of tweets
discussing masking during the COVID-19 pandemic, we also find that more Democratic-
leaning users (users with partisan association scores less than 0) are more likely to use
“health advocacy” hashtags, such as #MaskUp or #StayHome. The results align with
surveys that find that Democrats are much more likely to support government-imposed
measures to prevent the spread of the coronavirus (Deane et al., 2021).
1.3.1 Summary of Contributions of Paper 1
1. We show that distributed word embeddings can be used to calculate partisan associa-
tion scores of Twitter users using their bios as long as some Twitter users use explicitly
partisan words in their bios.
2. Our method can calculate the partisan associations of a much greater number of users
compared with existing approaches.
3. We develop an application-specific loss function to select hyperparameters for doc2vec,
which can be modified for other applications as well.
4. We develop a sampling approach that increases the reliability of partisan association
scores.
5. We develop a pipeline accounting for negative usages of words, as negative usages of
words may pollute the learned associations between partisan and non-partisan words.
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1.4 Paper 2 : MARMOT: A Deep Learning Frame-
work for Constructing Multimodal Representa-
tions for Vision-and-Language Tasks
The second paper proposes a framework for automatically classifying observations that have
both image and text. This is common with data such as social media posts. But in cur-
rent research with such data, automated classification almost always focuses on either the
image or text alone. Using one modality alone can potentially create biases in the clas-
sified data, leading to misleading inferences in the downstream analysis of the data. But
this is not by accident. State-of-the-art multimodal models in computer science calculate
a single representation for both the image and text, encoding patterns within and across
the modalities. However, these models are often unusable for the type of data that political
scientists are interested in because the models require every observation to have both image
and text. Moreover, these models require pretraining on large image caption datasets, such
as Microsoft COCO (Lin et al., 2014), in order to learn the relationships between image and
text features. This demands computational resources beyond what is typically available for
most researchers. Alternative models calculate an image representation and text represen-
tation and then combine them together in some way; however, these models learn limited
patterns across the two modalities. The challenge, then, is to develop an architecture that
can construct representations of observations with various combinations of modalities while
ensuring that the model can be both trained and tested on limited computational resources
and that the model works well even with small labeled datasets.
We2 introduce a deep learning multimodal framework that constructs joint representations
of images and text called multimodal representations using modality translation, or MAR-
MOT. MARMOT presents two methodological contributions. First, it introduces modality
translation, which replaces the computationally expensive multimodal pretraining process
required by many state-of-the-art multimodal models. This step learns the patterns between
images and their captions. Second, the model can calculate representations even for observa-
tions missing text or images. Because the model leverages transfer learning from computer
vision and natural language processing, a large labeled dataset is not required. This is par-
ticularly important for political science research, where high quality labeled datasets are
often costly to produce and are thus typically small.
We apply MARMOT to two datasets. The first is the dataset of tweets about election
incidents during the 2016 U.S. general election (Mebane et al., 2018). All tweets have text,
2This paper is co-authored with Walter R. Mebane, Jr. I am the primary author on this paper.
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but only some tweets have an image. The goal is to classify tweets into various types of
election incidents. MARMOT outperforms the text-only classifiers previously used with the
tweet data. The second is the Hateful Memes dataset, where all memes have both text and
image. The goal is to classify the combination of the text and images found in memes as
hateful or not. Although MARMOT forgoes pretraining and can accommodate observations
with missing modalities, it improves upon the benchmark state-of-the-art multimodal models
in terms of AUC and accuracy.
1.4.1 Summary of Contributions of Paper 2
1. We introduce modality translation, which replaces the computationally expensive mul-
timodal pretraining process required by many state-of-the-art multimodal models.
2. The model can calculate representations even for observations missing text or image.
3. Researchers can use MARMOT with small labeled datasets because MARMOT utilizes
pretrained components.
4. Training and inference can be completed using free resources such as Google Colab.
1.5 Paper 3 : Studying Language Usage Evolution Us-
ing Pretrained and Non-Pretrained Embeddings
The third paper examines how word embedding methods can be used to study language
usage evolution over time. Changing language usage in politics can indicate shifts in how
specific issues are discussed and what is politically salient at a given time. Natural language
processing researchers have used distributed word embeddings to study the evolution of par-
ticular words (see, e.g., Kulkarni et al., 2015; Hamilton et al., 2016). Typically, separate word
embedding spaces are trained using the text from each period of interest. Then, either cosine
similarities between specific pairs of words are compared between each time period, or the
spaces are aligned using a space alignment technique such as orthogonal Procrustes matrix
alignment (see, e.g., Hamilton et al., 2016). The distributed word embedding approaches
offer an advantage over topic models because the researcher can examine how usages of spe-
cific words evolve. However, the corpora that political scientists usually work with are much
smaller than the extensive corpora used in natural language processing research, leading to
poorly trained word embeddings. Splitting up the corpus into even smaller corpora worsens
the problem.
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I propose a framework, based on the theory developed in Arora et al. (2018) and its ap-
plication in Khodak et al. (2018), that uses both pretrained and non-pretrained embeddings
to learn time-specific word embeddings. As described in Arora et al. (2018) and Khodak
et al. (2018), the goal is to learn a linear transformation between a word embedding and its
contextual embedding. For each unique word w, Arora et al. (2018) and Khodak et al. (2018)
use the average of the word embeddings in w’s contexts as the contextual embeddings. I
use the document embedding of any document that contains the word w as the contextual
embedding instead; this avoids having to assume that the word embeddings of contextual
words stay constant over all time periods.
I then augment each contextual embedding with a pretrained BERT embedding (Devlin
et al., 2019), and I augment each word embedding with a pretrained word2vec embedding
(Mikolov et al., 2013). Pretrained embeddings are embeddings trained on a very large, generic
dataset such as Wikipedia or a corpus of novels, making these embeddings high quality.
However, they do not encode nuances or particular uses of language often found in political
science corpora. Each contextual embedding is a concatenation of the document embedding
and its respective BERT embedding; each word embedding is a convex combination of its
respective non-pretrained and pretrained word embedding. How frequently a word occurs in
a corpus determines the weights of the convex combination. The intuition is that the more
often a word appears, the higher quality its word embedding. Frequently occurring words
will have word embeddings resembling its non-pretrained embedding, while less frequently
occurring words will have word embeddings resembling its pretrained embedding. I then learn
a linear transformation between the contextual embeddings and word embeddings; then, I
apply this linear transformation to a word’s context from each period to form the time-specific
word embedding. I call this the pretrained-augmented embeddings (PAE) framework.
In the first application, I apply the PAE framework to a corpus of New York Times arti-
cles that contained the word “equality” in its title (Rodman, 2020). The challenge with this
dataset is its corpus size: there are only 3, 105 articles. For each article, there is only the
headline, the first paragraph, and the abstract. The PAE framework matches human judg-
ments of how specific words evolve in their usage much more closely than existing methods.
In the second application, I apply the PAE framework to the corpus of tweets that discussed
masking during the COVID-19 pandemic. I show that the PAE framework automatically
detects discussions about specific events during the COVID-19 pandemic vis-à-vis the key-
word of interest. I also show that the PAE framework can be combined with the partisan
association method in the first paper to study how word usage changes between groups with
different partisan associations. I find that the PAE framework can detect different discussion
patterns among Democratic-leaning and Republican-leaning users.
7
1.5.1 Summary of Contributions of Paper 3
1. This is the first work to present empirical evidence that using doc2vec document em-
beddings can produce time-specific embeddings with better properties than averaged
word2vec embeddings.
2. To the best of my knowledge, this is one of the first works that use both pretrained
and non-pretrained embeddings together in one framework. The only other work that
touches on this is Alghanmi et al. (2020).
3. I introduce a method that can be used with small text datasets while not entirely
relying on pretrained embedding spaces. Pretrained embedding spaces often do not
encode nuances or particular uses of language usually found in political science texts
of interest.
1.6 Future Directions
In all three papers, I argue that political scientists should use representation learning with
complex and nontraditional social science data such as text, images, or combinations of
modalities. Representation learning creates features that can encode patterns in high-
dimensional data. These automatically learned features consistently outperform handcrafted
features in classification and regression tasks. These learned representations are also useful
for quantitatively studying complex phenomena, such as relationships between words and
how words are used differently across time. Paper 1 shows that researchers can use repre-
sentation learning to create human-interpretable measures useful in downstream analyses of
social media users. Paper 2 shows that representation learning can be used to learn pat-
terns within and across different modalities effectively. Paper 3 shows how different types
of representations found in natural language processing can be combined to answer political
science research questions even with small text corpora.
This dissertation argues that representation learning frameworks designed specifically for
political science research can greatly increase the amount of information political scientists
can extract from images and text. It is only the beginning of a line of research that aims to
look at, more generally, how representation learning can be used to enhance political science
research further.
Specific future directions for each project are described at the end of each paper. Here,
I briefly touch on two topics: contrastive learning and algorithmic bias. First, I discuss
what I believe will be the next significant development for using representation learning in
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political science research: contrastive representation learning. Contrastive representation
learning refers to a set of techniques that learn by comparing among different samples of
the input data (for an overview of contrastive learning, see Le-Khac et al., 2020). That is,
rather than calculating representations guided by human labels (as is done in Paper 2), and
rather than calculating representations guided by a pseudo-label from a pretext task (as is
done in Papers 1 and 3)3, contrastive learning methods learn representations using input
pairs with some measure of similarity between the pairs of inputs. Contrastive learning aims
to map “similar” samples closely together and map “dissimilar” samples further away in the
embedding space (Le-Khac et al., 2020).
Contrastive learning requires no human annotations, nor does it require the researcher
to develop pretext tasks. Instead, it only requires some kind of similarity measure between
samples from the data. These embeddings can then be finetuned using a much smaller
dataset with human annotations, or these embeddings can be used to make comparisons
and discover relationships among the observations. Contrastive learning is potentially ben-
eficial for political science, as frequently, the lack of labeled data limits the use of some
datasets. Currently, to the best of my knowledge, no works in political methodology have
used contrastive learning techniques for learning representations of input data.
Second, I briefly discuss algorithmic bias. It is well-known that there exist biases in
pretrained language models and pretrained image models. This is a critical consideration
for political scientists aiming to use pretrained models in their work. Previous works have
illustrated how such biases seep into pretrained models and proposed methods of detecting
bias in pretrained language models (see, e.g., Bhardwaj et al., 2020; Kurita et al., 2019; Tan
& Celis, 2019) and pretrained image models (see, e.g., Crawford & Paglen, 2019). However,
there have been very few works in political science that consider these biases when using pre-
trained models with political science data. Moreover, little work has been done considering
biases that exist in multimodal models. Peña et al. (2020) look at how multimodal models
can be biased when assessing curriculum vitae with pictures. However, there is currently
no systematic framework for analyzing bias in multimodal models. It is also unknown what
biases are enhanced or attenuated when using pretrained language models and pretrained
image models together. Future work aims to develop frameworks that assess what new biases
may emerge when using pretrained models with political science data, how to reduce these
biases effectively, and how to detect biases when they emerge.
3A pretext task is defined as a predefined task for the network to solve, usually using the data itself to
create (pseudo-)labels (Zhang et al., 2017).
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CHAPTER 2
Calculating Partisan Associations of Twitter
Users Using Distributed Embeddings with
User Bios
Abstract
We propose using distributed word and document embeddings to calculate partisan asso-
ciations from bios of Twitter users. The partisan associations are the cosine similarities
between the document embeddings associated with the bios and partisan subspaces defined
using keywords that refer to the two parties, such as candidate names, party names, slogans,
and commonly used hashtags. The proposed method can calculate a partisan association
score for any individual with a bio, even if the bio does not contain any explicitly partisan
words. It only requires that some users in the corpus of tweets use explicitly partisan words
in their bios. Intuitively, word embeddings learn which non-partisan words commonly exist in
the contextual neighborhood of partisan words. We extend these associations to individuals
whose bios only contain non-partisan words to calculate a partisan association score. We ap-
ply this method to two applications. First, we use the method with a set of users who tweeted
about an election incident during the 2016 United States general election. Which partisan
accounts get retweeted, favorited, and followed, and which partisan hashtags are used closely
correlate with the partisan association scores. Second, we apply the method to a collection
of users who tweeted about masks during the COVID-19 pandemic. We find that users with
more Democratic-leaning partisan association scores are more likely to use health advocacy
hashtags, such as #MaskUp or #StayAtHome. The GitHub repository for the method
proposed in this paper can be found at github.com/patrickywu/PartisanAssociations.
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2.1 Introduction
One of the principal problems facing political research that use Twitter data is the lack of
Twitter users’ attributes that political scientists often care about, including users’ partisan-
ship (Steinert-Threlkeld, 2018). Some have proposed drawing on online behavior such as
following or retweeting elite targets to get at partisan or ideological notions (e.g., Barberá,
2015, 2016; Barberá et al., 2019; Bond & Messing, 2015), but such behavior approaches have
limitations. Such methods have trouble with users who do not engage in the behaviors. All
methods are subject to missing data, but following-based methods may be unnecessarily
demanding. For example, Barberá et al. (2019) require “supporters” of a party to follow
three or more members of Congress from that party and no member of the other party.
Text-focused methods can be similarly restrictive: Temporão et al. (2018) consider only
“citizens with at least 25 political bigrams in the dynamic lexicon within each context, and
who follow a minimum of 3 active candidates.” These measures only capture a biased set of
politically active Twitter users, which make up a small minority of all Twitter users (Wojcik
& Hughes, 2019). The method proposed in this paper solves this problem by looking at
Twitter users’ bios, a field that is filled out by most Twitter users, and does not impose any
explicit conditions on what information a bio must contain.
We propose using Twitter user bios, also known as “descriptions” in the Twitter API,
to measure what we call “partisan associations.” The proposed method is simple and in-
tuitive. The method first maps bios to document embeddings and the unique words across
all user bios to word embeddings using a method such as doc2vec (Le & Mikolov, 2014).
The researcher then selects a set of partisan keywords for each political party; these key-
words should exist across some, but not necessarily all, of the user bios.1 These keywords
can be paired in logical opposition (e.g., pairing together “Republican” and “Democrat”
or opposing political slogans), or they can be grouped (e.g., selecting a set of Republican-
associated keywords and a set of Democratic-associated keywords). Because these keywords
exist in the user bios, the words have corresponding word embeddings. Then, depending
on the substantive applications, the researcher can pool each political parties’ set of word
embeddings using an operation such as the mean. If the word pairings are meaningful on
their own, the researcher may choose not to pool the keywords together. We then take the
difference between the partisan keywords, either across individual pairs or the differences
between the pooled word embeddings of each party (Kozlowski et al., 2019). We call this the
partisan subspace (or partisan subspaces, if using multiple differences across pairs). Lastly,
we take the cosine similarity between each user bio’s document embedding and the partisan
1Currently, the method only works with two major opposing political parties.
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subspace(s); this is the partisan association(s) for each user.
Most users’ self-created bios do not include explicitly political terms. However, bios that
do not include such terms also contain terms associated with a partisan identity, ideology,
or political campaign. The idea of the word embeddings method is to learn the non-partisan
words in the contextual neighborhood of explicitly partisan words. Even if someone does
not explicitly use partisan words, they may describe themselves with words that other bios
that feature explicit partisan expressions tend to contain. We also use the term “partisan
association” rather than “ideology” because the term “ideology” tends to refer to an item
response theory-type model that posits there is a single latent dimension characterized as
ideology (see, e.g., Barberá, 2015; Clinton et al., 2004). Nothing about the method outlined
above indicates a single latent dimension; instead, the method above measures how the words
in users’ bios are associated with selected partisan keywords.
This idea resonates with research that studies the associations between partisan sen-
timents and seemingly non-partisan identities, activities, hobbies, and interests (see, e.g.,
Klar, 2014; Huddy et al., 2015; McConnell et al., 2018; Abramowitz & Webster, 2016; Mason,
2018; Hetherington & Weiler, 2018). Cultural objects and personality traits are associated
with political actors or parties. When presented with an image of an individual in a given
setting or a list of personality traits, individuals frequently assume that the pictured or
described individual is a member of a specific party (Goggin et al., 2019; Haieshutter-Rice
et al., 2021). While people may or may not describe themselves in explicitly political terms
on social media, they may describe hobbies, fandoms, or traits that are correlated with par-
tisan sentiments. Learning the associations between non-partisan terms and partisan terms
allows us to compute partisan associations of users who do not explicitly use partisan terms
to describe themselves.
This paper proceeds as follows. We first review the literature on word embeddings and
partisan associations of non-political elites. We then describe the method of calculating
partisan associations for a set of Twitter users. We then apply the method to Twitter users
who tweeted once or more about an election incident during the 2016 U.S. general election
(Mebane et al., 2018). We find that the partisan associations capture partisan engagement
and sentiments in intuitive ways. For example, partisan associations successfully predict
what type of partisan accounts the users follow and what partisan hashtags they tend to
use. We also apply the method to a dataset of tweets related to masking during the COVID-
19 pandemic. These tweets were posted between January 1, 2020 to July 1, 2020. Again,
the partisan association scores can predict what type of partisan hashtags they tend to use.
Lastly, we touch on the issue of users using partisan keywords in a negative fashion, such as
attacking or expressing discontent with a political party or candidate.
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2.2 Background
This work is situated at the intersection of the literatures in automated extraction of political
positions from text, calculating or estimating ideology for non-elite political actors on social
media, and how non-partisan entities are associated with certain parties. We first review the
literature in these fields. We then give a background to word embeddings.
2.2.1 Automated Extraction of Political Positions from Texts
Wordscores were one of the first automated methods of extracting political positions from
texts (Laver et al., 2003). Wordscores take a training set of texts with known positions on
well-defined a priori dimensions, generate word scores from this training set, scores each “vir-
gin text” (unlabeled texts) using these word scores, and then transform the test set’s scores
to the original metric. Wordscores are calculated using the counts of tokens. The underlying
intuition is that certain documents from certain positions along well-defined dimensions will
use certain words more than other words. Lowe (2008) identified several issues with this ap-
proach, such as showing that it is unable to differentiate between politically-charged words
used by different parties, such as “taxes.”
Wordfish is another approach to extract political positions from texts automatically. It
uses word frequencies to place documents along a single dimension, and assumes that word
counts follow a Poisson distribution (Slapin & Proksch, 2008). It does not require a selection
of reference texts. Its modeling procedure echoes that of NOMINATE, in that it estimates the
underlying dimension’s effect on the choice of words in political manifestos (Poole, 2005). But
much like NOMINATE, the interpretation of the underlying dimension is made a posteriori,
and it is usually assumed to be some variation of an underlying left-right ideological spectrum.
More recently, Gentzkow et al. (2019) measure polarization within Congressional speeches
using a discrete choice model, where certain words used in Congressional speeches are as-
sumed to have some payoff. Specifically, they assume that what the speaker says can move
public opinion toward his or her preferences. Partisan polarization is measured by how
different or similar Democrats and Republicans speak on the floor.
In the last few years, many papers have used word embeddings to measure positions
along dimensions. Bolukbasi et al. (2016) construct, using the linearity property of word
embeddings, what they call the gender subspace. This subspace is the principal components
of the differences of specific gender word pairings, such as −−−−→woman−−−→man. Through this, they
find that words such as “philosopher” tend to be associated with words related to “man.” At
the same time, words such as “nurse” tend to be associated with words related to “woman.”
Kozlowski et al. (2019) take this one step further: they also use dimensions induced by
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differences of specific word pairings, but they further assume they correspond to dimensions
of cultural meaning. They project words into these dimensions to show that certain words
are associated with certain race, class, or gender connotations. For example, they construct
a “class” dimension using the differences of words like “rich” and “poor.” Then, they find
that words such as “volleyball” and “golf” tend to be more closely associated with the “rich”
end of the class dimension while words like “camping” and “weightlifting” tend to be more
closely associated with the “poor” end of the class dimension.
2.2.2 Political Positions of Social Media Users
Researchers have primarily focused on social network behavior to determine the political
positions of social media users. Barberá (2015) develops a Bayesian spatial following model.
Under the assumption that social networks are homophilic, the model considers ideology as a
latent variable whose value can be inferred by examining which political actors and partisan
entities, such as Sean Hannity and Rachel Maddow, the user follows. The intuitive idea is
that the more Republican (Democratic) politicians or partisan entities the user follows, the
more Republican (Democratic) the user leans. The model does require the user to follow
at least one political account; in practice, however, Barberá (2015) restricted users to those
who followed at least three political accounts (and, for American users, mentioned “Obama”
or “Romney” at least three times in their timelines). Although these requirements seem
like a low bar, they are still restrictive. According to a Pew Research Center analysis, in a
survey of U.S. adults with Twitter accounts, of all tweets between June 10, 2018 to June 9,
2019, 69% of the users tweeted about politics once or never. Among the 31% of users who
tweeted about politics at least twice, only 6% were “prolific political tweeters,” meaning that
they posted ten tweets during the study period and 25% or more of all tweets mentioned
national politics (Wojcik & Hughes, 2019). The range of users that can have their ideal
points estimated is somewhat narrow across the Twittersphere.
Besides the Bayesian spatial following model, Bond & Messing (2015) also use a similar
spatial modeling approach, using a singular value decomposition approach of an affiliation
matrix instead to estimate the ideologies of Facebook users. Temporão et al. (2018), on
the other hand, use a text-based approach. Using Wordfish, they first parse the lexicon
of political elites to create dynamic dictionaries; these dictionaries are then used to create
ideological dimensions that they claim structure political discourse. Then, Temporão et al.
(2018) estimate the positions of individual users along these scales by using the previously
computed dynamic dictionaries from political elites. Again, there are restrictions: non-
political elites must use at least 25 political bigrams in the dynamic dictionaries, and they
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must follow 3 active candidates.2
2.2.3 Finding the Partisan in the Seemingly Non-Partisan
Hetherington & Weiler (2018) argue that there are stark cultural divides between Republicans
and Democrats. They claim that “[h]ow Americans identify politically is now inseparable
from their tastes and preferences about a dizzying array of both the most personal and
mundane matters” (Hetherington & Weiler, 2018, p. 90). They describe surveys that find
that car preferences, coffee brand loyalty, beer choices, food orders, types of books read,
television shows watched, and music choices all split along partisan lines (Hetherington
& Weiler, 2018, p. 89-121). As they aptly summarize, “[t]hey drive different cars, watch
different sports, and drink different beer. Because worldview animates both non-political and
political preferences, politics is no longer just about politics. It is about life” (Hetherington
& Weiler, 2018, p. 120).
Hetherington & Weiler (2018) attribute these differences to differing worldviews of Re-
publicans and Democrats. They cite personality psychology research that indicates that
Democrats are more open to experiences and are more neurotic than Republicans. They
describe Democrats’ worldviews as fluid, indicating that they “support changing social and
cultural norms, are excited by things that are new and novel, and are open to, and welcoming
of, people who look and sound different.” On the other hand, they describe Republicans’
worldviews as fixed, indicating that they “are warier of social and cultural change and hence
more set in their ways, more suspicious of outsiders, and more comfortable with the familiar
and predictable” (Hetherington & Weiler, 2018, p. xiii). Other works also confirm the divide
beyond lifestyle choices and social preferences that Hetherington & Weiler (2018) discuss.
For example, Republicans and Democrats split on moral issues (Graham et al., 2012) and
Republicans and Democrats speak differently (Cichocka et al., 2016). These differences are
not only observed through surveys and experiments—these differences are also well-known
by Republicans and Democrats. Haieshutter-Rice et al. (2021) find that the typical survey
respondent can readily assign partisanship to objects and activities.
Regardless of why non-partisan items and activities are imbued with a partisan attach-
ment, it is clear that this is a real phenomenon that people are generally aware of. How
people describe themselves in their user bios on social media can indicate their partisan
association, even if they do not explicitly spell out their partisan attachments. More impor-
tantly, based on this line of research, people should be aware that what information they
2Their studies were conducted in the context of a Canadian federal election, New Zealand general election,
and a Quebec provincial election, which is why they require that users of interest must follow more than two
active candidates.
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put out—their jobs, interests, and hobbies—indicates some kind of partisan association.
2.2.4 Word Embeddings
A word embedding maps words in a corpus to real vectors, and these vectors are part of the
same vector space. These vectors are also known as embeddings. The positionings of these
word vectors capture how the words are related to each other. In a class of word embedding
methods known as distributed word embeddings, such as word2vec (Mikolov et al., 2013)
and GloVe (Pennington et al., 2014), word vectors closer in space have similar meanings,
while word vectors farther apart in this space have more different meanings.
There exist many word embedding methods, but we focus specifically on distributional
word embedding methods. These word embeddings find their roots in the study of distribu-
tional semantics, which studies the similarity between linguistic terms, such as words and
phrases, based on their distributions across large samples of language data. The distribu-
tional hypothesis states that the contextual information of a word alone can give a viable
representation of a word (Firth, 1957; Wittgenstein, 2009).3 In other words, the mean-
ing of words emerges from the linguistic contexts it inhabits across documents and spoken
languages.
Distributed word embedding methods implement this idea. Word embeddings have a long
history of development, beginning with vector space models (e.g., Salton, 1962) and, later
on, latent semantic analysis (Deerwester et al., 1990). We focus on developing the intuition
behind word2vec because doc2vec, the word embedding method used in this paper, is an
extension of word2vec.
The basis of word2vec is a shallow two-layer neural network (that is, with one hidden
layer) that is trained on a proxy classification task (Mikolov et al., 2013). To obtain the
“inputs” to this model, we move a sliding window of fixed size along the text. At each
position, the center word in the window is called the target word. The words surrounding
the words are called the context words. For example, consider the sentence “Stubbs the cat
was the mayor of Talkeetna, Alaska.” Table 2.1 contains the breakdown of the sentence into
each target word and its respective context.
The goal of distributional representations is to learn the relationship between a target word
and its context. We can either predict the target word using the context words or predict
the context words using the target word. The former approach is known as continuous bag-
of-words (CBOW), and the latter approach is known as skip-gram. Table 2.2 describes the
3An excellent example of this phenomenon is the “Jabberwocky” by Lewis Carroll. In that poem, there
are numerous made-up words. However, the reader can still “understand” the poem because the context
around each made-up word hints at what the word means.
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Frame Window (Size=5) Target Word Context
1 [Stubbs, the, cat] Stubbs [the, cat]
2 [Stubbs, the, cat, was] the [Stubbs, cat, was]
3 [Stubbs, the, cat, was, the] cat [Stubbs, the, was, the]
4 [the, cat, was, the, mayor] was [the, cat, the, mayor]
5 [cat, was, the, mayor, of] the [cat, was, mayor, of]
6 [was, the, mayor, of, Talkeetna] mayor [was, the, of, Talkeetna]
7 [the, mayor, of, Talkeetna, Alaska] of [the, mayor, Talkeetna, Alaska]
8 [mayor, of, Talkeetna, Alaska] Talkeetna [mayor, of, Alaska]
9 [of, Talkeetna, Alaska] Alaska [of, Talkeetna]
Table 2.1: The breakdown of the sentence “Stubbs the cat was the mayor of Talkeetna,
Alaska.” into each target word and its respective context. A window size of 5 is used.
Notice that every word in the sentence plays the role of target word, even if there are not
enough context words to the left or right of the target word.
input-output pairings created out of both approaches. The objective is to maximize this
probability. To do this, we can adjust the values of the word embeddings.
Frame Skip-Gram Observations CBOW Observations
1 (Stubbs, the); (Stubbs, cat) (the, Stubbs); (cat, Stubbs)
2 (the, Stubbs); (the, cat); (the, was) (Stubbs, the); (cat, the); (was, the)
3 (cat, Stubbs); (cat, the); (cat, was); (cat, the) (Stubbs, cat); (the, cat); (was, cat); (the, cat)
4 (was, the); (was, cat); (was, the); (was, mayor) (the, was); (cat, was); (the, was); (mayor, was)
5 (the, cat); (the, was); (the, mayor); (the, of) (cat, the); (was, the); (mayor, the); (of, the)
6 (mayor, was); (mayor, the); (mayor, of); (mayor, Talkeetna) (was, mayor); (the, mayor); (of, mayor); (Talkeetna, mayor)
7 (of, the); (of, mayor); (of, Talkeetna); (of, Alaska) (the, of); (mayor, of); (Talkeetna, of); (Alaska, of)
8 (Talkeetna, mayor); (Talkeetna, of); (Talkeetna, Alaska) (mayor, Talkeetna); (of, Talkeetna); (Alaska, Talkeetna)
9 (Alaska, of); (Alaska, Talkeetna) (of, Alaska); (Talkeetna, Alaska)
Table 2.2: The input-output pairings created out of each frame using the example from Table
2.1.
To make this discussion more concrete, we look closer at skip-gram as this is the variation
of word2vec used with the partisan association method. The details of CBOW are very







The objective function is the average of the negative log-likelihood.
J(θ) = − 1
T







To calculate the probability, we will use two vectors per word: vw when w is the target word,
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and uw when w is the context word. To calculate the probability that a context word wO
(denoted using O because the context word is considered the output in skip-gram) is in the
context of the target word wI (denoted using I because the target word is considered the










where V is the set of unique words in the corpus (also known as the vocabulary).
Equation 2.1 is the setup of a two-layer neural network—a neural network with one hidden
layer—with no activation function (Hastie et al., 2009). vwI for the target word wI are the
weights from the first layer of the neural network when the input is a one-hot vector for
the word wI . A one-hot vector is simply a vector that is the dimension |V |, the number
of unique words in a corpus, where the specific dimension for word w is set to 1 and all
other dimensions are set to 0. uwO is the weight from the second layer for the context word.
Word2vec denotes the matrix of weights v ∈ R|V |×d as the set of word embeddings, where d
is the number of hidden nodes chosen by the researcher. For a brief introduction to two-layer
neural networks, see Section 2.9.1 in the Supplemental Information.
From training the neural network, the context words wO that are near the target word
wI will have a high probability p(wO|wI) and non-context words wÕ that are not near the
target word wI will have a low probability p(wÕ|wI). So if two words have similar contexts
(that is, similar words appear around the two words), the neural network has to output very
similar results for the two words. The way to make the output of a neural network similar
across these two words is to make the weights associated with the two words similar. In
other words, if two words have similar contexts, the neural network will learn similar word
vectors for these two words, which means they will appear near each other in vector space.
The denominator of Equation 2.1 is very costly to calculate, as it requires calculating
the exponential for every word in the vocabulary for every sample. Common approaches
to solving this issue are the hierarchical softmax (Morin & Bengio, 2005), noise contrastive
estimation (Gutmann & Hyvärinen, 2010), and negative sampling (Mikolov et al., 2013).
The idea behind negative sampling, the most popular approach to calculating word2vec
embeddings, is that we can sample a set of words that do not exist in the context of a given















where õi ∼ Q and k is the number of negative samples. Q is the negative sampling distribu-
tion, which is typically uniform or an empirical unigram (Mikolov et al., 2013).
The researcher must set several hyperparameters for word2vec, including:
• Dimensionality: the dimensions of the word vectors
• Window size: the size of the window around the target word
• Minimum count: how many times a word has to appear in the corpus for it to be
assigned a vector; if a word occurs too infrequently, it may have a poorly calculated
word embedding
• Model type: skip-gram or continuous bag-of-words; typically, skip-gram works better
for infrequently occurring words, but CBOW is faster, which is an important consid-
eration for large corpora
• Number of iterations (epochs): how many times to iterate over the corpus during
training
• Text preprocessing: whether to stem the words, remove stopwords, remove punctua-
tion, remove numbers, remove very short words, etc.
The selection of these hyperparameters is not trivial and is typically driven by the substantive
task of interest. For an overview of hyperparameter selection for word embeddings, see
Rodriguez & Spirling (2021). For an overview of text preprocessing, see Denny & Spirling
(2018).
A useful property observed about distributed embeddings is that the embeddings are
linearly related. Mikolov et al. (2013) found that, over a large corpus, embeddings can solve
analogies using basic linear algebra. They find, for example, that VFrance−VParis +VGermany ≈
VBerlin. Here, the approximately equal sign indicates that the closest word vector, in terms
of cosine similarity, to the result of the left-hand side was the word vector associated with




where cos(θ) is the cosine similarity. This particular property—that we can solve these
analogies using simple algebraic operations with the vector representations of words—has
raised much interest around word2vec, especially in computational social science.
Doc2vec (Le & Mikolov, 2014) creates a paragraph, or document, embedding in the same
vector space as the word embedding. Instead of only taking words from documents in a
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corpus, every document is associated with a paragraph token. This paragraph token can
be thought of as another word. The distributed memory of paragraph vectors, or PV-DM,
uses the paragraph token and a set of context words to predict a target word. PV-DM is
analogous to word2vec’s CBOW approach. The distributed bag of words version of paragraph
vectors (PV-DBOW) uses a paragraph token to predict the words in that document. Both
approaches can learn word and document embeddings within the same vector space, making
documents and words comparable to one another using similarity measures such as the cosine
similarity.
2.3 Partisan Associations from Word Embeddings
Two features of distributed word embeddings support computing partisan associations: the
ability of the word embeddings to encode each word’s typical contextual neighborhood and
that we can use basic linear algebra arithmetic to learn complex relationships between words.
The steps of calculating partisan associations are as follows.
1. Select partisan keywords
2. Choose the hyperparameters of the doc2vec algorithm
3. Calculate what we call the partisan subspace using the differences between the word
embeddings corresponding to the partisan keywords
4. Obtain partisan association scores using the partisan subspaces
5. Apply a method motivated by sampling ideas to stabilize the scores
2.3.1 Choosing Partisan Keywords
We choose keywords that reflect interests and ideas about what distinctions are important
for the political time period of interest. For example, for a dataset of tweets coming from the
2016 U.S. general election period, we would use keywords like “Trump” and “Clinton,” who
were the Republican and Democratic candidates, respectively. Other appropriate keywords
include the candidates’ first names, campaign slogans, popular or widely recognized hashtags,
Twitter handles, and party names.
Related methods have used pairs of words (Bolukbasi et al., 2016; Kozlowski et al., 2019).
For example, Bolukbasi et al. (2016) used paired-up terms such as “she” and “he,” “her” and
“his,” “woman” and “man,” and so on to study the gender bias of certain word embeddings.
The plan is to take the difference between these pairs of words and to combine them —or not,
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as the case might be—to create the subspace of interest. However, depending on the partisan
subspace, it is unnecessary to choose pairs of partisan keywords across the two parties. One
can also choose a set of Democratic keywords and a set of Republican keywords.
It is also important to consider the word’s usage in the corpus. Many users may negatively
discuss a candidate or party. Thus, it may appear they are associated with a party when
they are actually disparaging that party. Section 2.6 discusses this issue further.
2.3.2 Choosing Hyperparameters for Doc2Vec
After selecting partisan keywords, we select the hyperparameters for doc2vec. The hyperpa-
rameters to select are the dimensions of the word and document vectors, the window size,
the minimum count, the model type, and the number of iterations. Section 2.2.4 describes
the details of these hyperparameters. Rodriguez & Spirling (2021) discuss hyperparameter
selection when there is no specific goal for the analysis. An application-specific loss function,
such as the one used in Section 2.4, can be designed to select the parameters. Using Ro-
driguez & Spirling (2021)’s suggested hyperparameters or the default values in the gensim,
the Python package most popularly used to train document and word embeddings yield good
results (Řeh̊uřek & Sojka, 2010). In both applications in this paper, PV-DBOW with skip-
gram far outperformed PV-DM. Further research is needed to understand why PV-DBOW
works much better for these two applications compared with PV-DM.
2.3.3 Obtaining the Partisan Subspaces
To obtain the partisan subspaces, the method draws on the word embeddings’ analogy-
solving property. Bolukbasi et al. (2016) observe that the vectors for “she,” “he,” “man,”
and “woman” satisfy Vshe − Vhe ≈ Vwoman − Vman, where Vw is the word vector for word w.
The direction given by Vshe − Vhe captures approximately the same concept as the direction
given by Vwoman − Vman. The vector differences define what Bolukbasi et al. (2016) call the
gender subspaces. Given the varying usages of gendered words like “she,” “woman,” “her,”
etc., they suggest combining the difference vectors by finding principal components of the
subspaces to create an overall gender subspace. Kozlowski et al. (2019) suggest a simpler
approach: simply average the subspaces.
We similarly calculate partisan subspaces: take the difference between the word vectors
corresponding to the pairs of partisan keywords, as described in Section 2.3.1. These partisan
subspaces can be kept separate or combined in some fashion, such as those suggested in
Bolukbasi et al. (2016) and Kozlowski et al. (2019).
We also focus on what the partisan keywords have in common. While it is natural to think
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in terms of opposing keywords—such as “Republican” versus “Democrat”—it is essential also
to recognize what the keywords represent that is similar among them. We denote the average
of all keywords’ embeddings, given that there is an equal number of partisan keywords for
both parties, the usage subspace because it reflects how much the bios use explicitly partisan
terms, regardless of partisan direction. Differences between pairs of the partisan keywords—
like the difference between VRepublican and VDemocrat—reflect degrees of association with one
side or the other with the common usage subspace removed.
2.3.4 Computing Partisan Association Scores
Obtaining partisan association scores for the subspaces is straightforward. The linearity
of word embedding spaces allows document and word embeddings to be directly compared
using similarity measures, the most popular of which is the cosine similarity. For each
partisan subspace Pj (or partisan subspace P if the partisan subspaces are combined), where
j ∈ {1, ..., K} where K is the total number of partisan subspaces, and document embedding
Di, for user i ∈ {1, ..., N} where N is the total number of users with bios, the partisan
association score Sij is calculated as Sij =
Di·Pj
‖Di‖‖Pj‖ .
Interpretation of these partisan association scores is also intuitive. Assuming that the par-
tisan subspace is calculated, for example, as VRepublican keyword − VDemocratic keyword, a partisan
association score Sij > 0 is a more “Republican” score while Sij < 0 is a more “Democratic”
score.
2.3.5 Obtaining Stable Partisan Association Scores: Multiple
Replicates of Doc2vec
Word2vec and doc2vec produce embedding spaces that are rotation invariant (see, e.g., Park
et al., 2017). But, in theory, the cosine similarities between pairs of words should be the
same between word embedding spaces trained on the same corpus. However, as described
in Section 2.2.4, doc2vec has several sampling aspects. There is sampling variation across
replicates: successive independent executions produce different partisan associations. We4
adopt a sampling solution for the sampling variations. In general, the average of several
means from independent samples from the same population has smaller variability than any
one of the separate sample means. We view the cosine similarities as sample parameters and
use the average of the similarities computed using several replicates. More precisely, word
embeddings are real vectors that result from approximating a function that maps words to
4Walter Mebane and I jointly developed this approach.
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real vectors. The embedding algorithm uses sampling when approximating this function. For
N users and K partisan subspaces, cosine similarities computed using the word embeddings
are N ×K functions of the sample estimates. We generate several realizations of the N ×K
cosine similarities then average them to get N ×K average cosine similarities.
2.3.6 Summary of the Overall Approach
The previous sections fully describe how to calculate partisan associations. Algorithm 2.1
summarizes the calculations as previously described.
2.4 Application 1: Election Incidents Reported on
Twitter During the 2016 U.S. General Election
2.4.1 Data
We5 first look at a dataset of tweets about election incidents during the 2016 United States
general election. An election incident is an individual’s personal experience with voting
or some other activity in the election (Mebane et al., 2018). Mebane et al. (2018) detail
motivations for collecting the data and the procedures used. Mebane et al. (2018) used the
Twitter API to collect slightly more than six million original tweets (excluding retweets)
from the period of October 1, 2016 to November 8, 2016. From these tweets, Mebane et al.
(2018) used supervised text classification methods to identify 315, 180 tweets that reported
one or more apparent election “incidents.” Of these tweets, 215, 230 distinct users posted
the tweets classified as apparent incidents. Of these, 194, 336 users had non-empty bios. We
apply the partisan association method detailed in the previous section on these bios.
Mebane et al. (2018) also collect additional information for these 215, 230 distinct users.
These users’ timelines were collected between January 24, 2018 to February 3, 2018; 196, 276
users had a timeline ranging between 1 and 3, 339 tweets. Favorites (“likes”) were collected
between May 14, 2018 to July 26, 2018; favorites could be collected for 185, 531 users. From
February 18 to March 5, 2018, Mebane et al. (2018) also collected up to 10,000 Twitter
“friends” of each user. A “friend” is another user the user follows. Mebane et al. (2018) also
collected timelines for all members of the House and Senate on May 10, 2018.
5Most of the analyses in this section are in line with the analyses conducted in Wu et al. (2019).
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Algorithm 2.1: Obtaining the partisan association scores of Twitter users using
their bios
Data: vocabulary V , corpus of bios CV for N users
Result: Partisan associations Σ of N users across K partisan subspaces
1 Select a set of keywords for each party. These can be natural opposing pairs of
keywords (such as “Republican” and “Democrat”) or a set of keywords for each
party. Denote the first set of keywords related to party A as WA and denote the
second set of keywords related to party B as WB; if pairing words, denote the pairs
as WAi and WBi for pair i.
2 Select hyperparameters for doc2vec
3 Initialize Γ, a list collecting the partisan associations for each replicate
4 Set M total number of replicates of the doc2vec embedding space
5 for m ∈ {1, ...,M} do
6 Train doc2vec embedding space using CV
// Calculate partisan subspaces
7 if set of keywords for each party without pairing then
8 K = 1
9 P = mean(WA)−mean(WB) // or any other way of aggregating
keywords
10 else
11 if not combining partisan subspaces then
12 K = number of unique subspaces
13 for k ∈ {1, ..., K} do
14 Pk = WAk −WBk
15 end
16 else
17 K = 1




// Calculate partisan associations
21 for i ∈ {1, ..., N} do






26 Γm ← S
27 end
28 Σ = Elementwise-Mean(Γ) ∈ N ×K
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2.4.2 Choosing Partisan Keywords
We6 chose keywords that reflected what distinctions were important during the 2016 presi-
dential campaign. We focus on the major party candidates and their campaign slogans and
the prominent party names. We use five Republican keywords and five Democratic key-
words matched pairwise by type. Four of these keywords are candidate names: “Trump,”
“Clinton,” “Donald,” and “Hillary.” Two of the keywords are the candidates’ Twitter han-
dles: “realDonaldTrump” and “HillaryClinton.” Two are the campaigns’ slogans: “MAGA”
and “StrongerTogether.” Two are the party names: “Republican” and “Democrat.” While
other words may also serve as explicitly partisan keywords, these words suffice to represent
important partisan aspects of the presidential campaign period.
We do not include words that express only disapproval or contempt for candidates or
parties. For example, we do not include as a keyword “NeverTrump.” We envision that
use of the keywords primarily relates to positive or at least neutral sentiments toward the
referent entity; we look at this more closely in Section 2.6.
2.4.3 Choosing Hyperparameters
To select hyperparameters, we7 use an application-specific loss function developed in Wu
et al. (2019). In short, Wu et al. (2019) propose choosing hyperparameters that minimize
loss defined using a set of models for the number of times each user retweeted or favorited
(“liked”) tweets from a set of partisan accounts. Wu et al. (2019) use two definitions for the
set of partisan Twitter accounts. The first set is partisan accounts retweeted by members
of the U.S. House and Senate. Any account retweeted more than 90% disproportionately by
one party’s members in Congress and by at least 50 members of one party is considered a
partisan account; We refer to these as Democratic or Republican accounts. There are 320
Democratic accounts and 328 Republican accounts. The second set of partisan accounts are
those listed as influential partisan or ideological accounts by at least one of three sources
(Joyce, 2016a,b; Faris et al., 2017). We refer to these as left or right accounts. There are 55
left accounts and 78 right accounts, and the two sets overlap.
Then, for each specification, we use the average of ten sample replicates (see Section
2.4.5 for more details). The count model is a zero-inflated negative binomial (ZINB) re-
gression model (Zeileis et al., 2008; Jackman, 2017). The loss function measures whether
the coefficients in the count part of the model have the correct (opposite) signs and how
6Walter Mebane and I jointly chose the partisan keywords.
7Walter Mebane primarily designed the application-specific loss function. Walter and I created the criteria
for the left and right accounts, while Walter created the criteria for the Democratic and Republican accounts.
Walter and Preston Due collected the counts of retweets.
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strongly a test rejects the hypothesis that the coefficients are equal. We then take the cosine
similarities between the ten keywords and each bio to specify the linear predictors for the
means in the count and the zero-inflation parts of the ZINB regression model. For each
pair of keywords J = {(trump, clinton), (donald, hillary), (republican, democrat), (real-
donaldtrump, hillaryclinton), (maga, strongertogether)} and denoting the pairs of keywords
as j = (k1j, k2j), where k1j is the vector of cosine similarities of the first word in the pair
across all users and k2j is defined similarly for the second word in the pair, the zero-inflated
negative binomial model is specified as
µCij = a0j + a1jk1ij + a2jk2ij
for the count part of the model for user i, and
µZij = b0j + b1jk1ij + b2jk2ij + b3j log(mi + 1)
for the zero-inflation part of the model for user i and where mi is the total number of retweets
in the timeline for user i. The expectation is that sign(a1j) 6= sign(a2j) with sign(a1j) > 0
for counts of retweets or favorites of Republican accounts and sign(a2j) < 0 for counts or
favorites of Democratic accounts.
To measure how well the estimated coefficients match these expectations, we use an
application-specific loss function that uses the indicator function I (sign(â1j) = sign(â2j)),





5I (sign(â1j) = sign(â2j))−
χ (H0 : a1j = a2j)√
nj
)
The loss is then calculated for each configuration of hyperparameters. The details of these
various hyperparameter configurations can be found in Section 2.9.2 in the Supplemental
Information.
Ultimately, the hyperparameters chosen for this particular application are embeddings
with dimension 75, a window size of 10, an initial learning rate of 0.03 with a per-epoch
decrease of 0.00025, and ignoring words that occur less than 8 times in the corpus. Word
and document embeddings are simultaneously trained using PV-DBOW with skip-gram.
Training lasts 100 epochs (the number of iterations through the corpus) using 8 cores. We
remove stopwords, stem words, remove punctuation, remove numbers, and remove single-
character words before training the embeddings. See Section 2.9.2 in the Supplemental
Information for details about the loss values for other configurations.
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2.4.4 Partisan Subspaces
We use the approach outlined in Section 2.3.4 to calculate the partisan association scores for
all users with nonempty bios. We use multiple partisan subspaces, choosing to not collapse
the subspaces into a single subspace (Bolukbasi et al., 2016; Kozlowski et al., 2019). The
four partisan subspaces are as follows:





• Parties Subspace: Pparties = VRepublican − VDemocrat
• Handles Subspace: Phandles = VrealDonaldTrump − VHillaryClinton
• Slogans Subspace: Pslogans = VMAGA − VStrongerTogether
Wu et al. (2019) describe in greater detail this choice, but the primary motivating factors
are as follows. First, Wu et al. (2019) find that many of the expected analogies do not hold
up among the partisan keywords. See Section 2.9.3 in the Supplemental Information for
more details about the analogies calculated. Second, on substantive grounds, the support
of candidates did not always match the support of the party. Exit polls show that approx-
imately 90% of Republicans and Democrats voted for Donald Trump and Hillary Clinton,
respectively (Sides et al., 2018); the American National Election Study (2019) show that ap-
proximately 44% and 38% of self-reported independents who voted did so for Donald Trump
and Hillary Clinton, respectively. Third, Wu et al. (2019) found, using the partisan associ-
ations calculated using bios of Twitter users that responded to a Pew survey and answered
two questions about party identification and ideology (Wojcik & Hughes, 2019), in a factor
analysis that only the partisan association scores Sparties and Sslogans load positively on party
identification. This analysis seems to suggest that there are substantive differences in inter-
pretation between the partisan association scores calculated using the separate subspaces.
We discuss this in Section 2.4.7 in greater detail.
2.4.5 Calculating Partisan Association Scores
To obtain the partisan association scores, we averaged across ten trained doc2vec embedding
spaces using the hyperparameters selected as described in Section 2.4.3. Again, averaging
across different trained embedding spaces stabilizes the calculated cosine similarity scores
between the document embeddings and the partisan subspaces. For example, between pairs
of replicates, the cosine similarity scores between the ten keywords and the document em-
beddings of user bios ranged between 0.92 to 0.96. After averaging, the correlation between
pairs of averages of the ten replicates was between 0.98 to 0.99.
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Table 2.3 describes the product-moment correlation coefficients between the partisan asso-
ciation scores calculated using the four different partisan subspaces and the “usage” subspace.
The usage subspace is the average of all ten partisan keywords’ embeddings. It captures to
what extent users tend to use partisan language regardless of partisan direction. For more
information about the joint distribution of the partisan association scores, see Section 2.9.4
in the Supplemental Information.
usage names parties handles slogans
usage 1.00 0.0077 0.091 0.13 0.13
names 1.00 0.53 0.65 0.69
parties 1.00 0.48 0.64
handles 1.00 0.72
slogans 1.00
Table 2.3: Product-moment correlation coefficients between the partisan association scores
calculated using the four different partisan subspaces and the usage subspace. n = 194, 336.
We also show the conditional distributions of the partisan association scores given the
use of three other campaign-related words: “ImWithHer”, a popular hashtag used among
supporters of Hillary Clinton; “MakeAmericaGreatAgain”, a popular hashtag used among
supports of Donald Trump, and “NeverTrump”, a hashtag used by both Democrats and
Republicans that did not support the candidacy of Donald Trump. Figure 2.1 shows the
empirical distributions of the partisan association scores for users whose bios used one of
the three terms. The distributions of the partisan association scores make sense for each
term. The distributions for users who used the term “ImWithHer” tend to be on the left
of users who used the term “MakeAmericaGreatAgain,” and the distribution of users of
“NeverTrump” is more in the center. This pattern holds for all partisan subspaces.
2.4.6 Partisan Associations and Retweets, Favorites, Hashtags,
and Following Members of Congress
We8 use zero-inflated negative binomial (ZINB) regression models to suggest that partisan
association scores are measures of partisan engagement and sentiment. Specifically, the
outcome variables for the regression models are the counts of the number of partisan retweets,
the number of partisan favorites (or “likes”), the number of partisan hashtags used, and the
8Walter Mebane and Preston Due collected the counts of favorites, hashtags, and followers of members
of Congress. Walter and Preston created the criteria for the hashtag types. Walter and I jointly worked on
the results of this section.
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(a) parties (b) names
(c) handles (d) slogans
Figure 2.1: Distribution of the partisan association scores of users who used one of the
out-of-sample words
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number of members of Congress they follow by party. These counts cover online activity
spanning the years before and after the 2016 U.S. general election period.
We use the number of retweets and favorites of accounts based on the definition of “Demo-
cratic” and “Republican” accounts described in Section 2.4.3. We also identified a set of
“left” and “right” hashtags. The details about the hashtag selection process are described
in Wu et al. (2019); the list of hashtags can be found in the Supplemental Information in
Section 2.9.5.
The expectation is that users who have more positive partisan association scores values
more frequently retweet and favorite more Republican accounts, more frequently use right-
leaning hashtags, and follow more Republican members of Congress.9 The zero-inflation
part of the model detects users who do not engage in such behaviors. For partisan subspace
k, the linear predictors µC and µZ for the count and zero-inflation parts of the model are,
respectively,
µCik = a0k + a1kΣik + a2kusagei (2.2)
µZik = b0k + b1kΣik + b2kusagei + b3k log(ti + 1) + b4k log(mi + 1) (2.3)
where ti is the number of tweets and mi is the number of either retweets, favorites, hashtags,
or follows for user i. Σik is the kth partisan association score for user i, where Σ is defined in
Algorithm 2.1. We expect that a1k > 0 for Republican/right targets, and a1k < 0 for Demo-
cratic/left targets. We also expect that those who associate more with partisan language,
regardless of direction, should participate more in partisan retweets, favorites, hashtag usage,
and follow more political elites, so for all targets, we expect that a2k > 0. It may also be the
case that a partisan of one party does not engage with the accounts of the other party at
all; we should see that b1k < 0 for Republican and right targets and b1k > 0 for Democratic
and left targets. Figure 2.2 contains the results of the ZINB models.
Figure 2.2 shows that our expectations of the coefficients in the count part of the model are
confirmed. The zero-inflation part of the models partly matches expectations among the left
and right hashtags. We have no expectations for the coefficients of usage in the zero-inflation
part of the models. We do see that b̂2k is more positive for Democratic and left targets than
Republican and right targets. These coefficients suggest that a higher association with
partisan language is typically associated with more engagement with Republican accounts
or hashtags and less with Democratic accounts or hashtags.
We repeat this analysis with the “left” and “right” accounts as defined in Section 2.4.3.
9This method does not factor in the possibility that these behaviors do not necessarily indicate an en-
dorsement and that the propensity for users to engage in these social media behaviors varies.
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(a) Count Model: PAS (b) Count Model: Usage
(c) Zero-Inflated Model: PAS (d) Zero-Inflated Model: Usage
Figure 2.2: Coefficients from the zero-inflated negative binomial regressions of retweets,
favorites, hashtags, and follows of members of Congress on partisan association scores (PAS)
and the usage score.
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The results are largely in line with Figure 2.2, and can be found in the Supplemental Infor-
mation in Section 2.9.6.
2.4.7 Partisan Associations and 2018 Pew Research Center Survey
Data
We10 look at a 2018 Pew survey to see if partisan associations derived from user bios can
be plausibly related to survey questions about party identification and ideology. The data
are the predicted partisan association scores of a subset of survey respondents with Twitter
bios and the responses to selected survey questions for “users who agreed to provide their
Twitter handles” from “respondents from Iposos’ KnowledgePanel, a probability-based pane
of U.S. adults” that was conducted between November 21, 2018 and December 17, 2018
(Wojcik & Hughes, 2019). We supplied Pew researchers with a Python script that uses
the doc2vec models trained using the 2016 bios to predict vectors from the bios of survey
respondents. From this, we have partisan association scores of 1, 276 survey respondents.
From the survey responses, we create two variables. For party identification, we construct
a scale with five levels: Democrat, Democratic leaner, Independent, Republican leaner, and
Republican. To measure ideology, we use the survey’s eleven-point scale: “10” corresponds
to “very liberal” and “0” corresponds to “very conservative.” We flip the ideology scale such
that 0 corresponds to “very liberal” and “10” corresponds to “very conservative” to keep the
expected signs of the coefficients consistent. Section 2.9.7.1 in the Supplemental Information
details exactly how the variables were constructed.
We first used ordered logistic regression models to examine the associations between
the partisan association scores and party identification and the association between the
partisan association scores and ideology. Figure 2.3 reports the coefficients of the partisan
association scores and the usage score. The signs of the coefficients are as expected: a
respondent with higher partisan association scores is associated with self-reporting that
they lean Republican or that they report having a more conservative ideology. Moreover,
the coefficients corresponding with the usage score also align with the results from Figure
2.2: more explicitly partisan bios tend to be associated with users who self-report leaning
Republican or having a more conservative ideology. Although the signs of the usage scores’
coefficients are positive for all four partisan association scores, it is not significant at the
95% level for the “party” and “slogans” partisan association scores when partisan leaning is
the outcome variable. The coefficient on the usage score is also not significant at the 95%
10Walter Mebane and I jointly worked with researchers at Pew Research Center to obtain partisan asso-
ciation scores of survey respondents. Walter conducted the factor analysis.
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level for the “party” partisan association score when ideology is the outcome variable.
(a) Partisan Leaning (b) Ideology
Figure 2.3: Coefficients from ordered logistic regression models of survey respondents’ self-
reported partisan leaning and ideology.
Wu et al. (2019) show, however, that there is a nuanced difference between the parti-
san identification response and the ideology response among the partisan association scores.
In the one-factor model, all partisan association scores have a positive loading. With a
two-factor loading, only two of the partisan association scores positively load on party iden-
tification, but all partisan association scores load negatively on the latent variable keyed
to ideology. This key result motivates the use of separate partisan subspaces. For further
details about the factor analysis, see Section 2.9.7.2 in the Supplemental Information.
2.4.8 Comparing Partisan Association Scores with the Bayesian
Spatial Following Model
We11 also calculate the ideal points of the Twitter users using Barberá (2015)’s Bayesian
spatial following model. Again, the intuition behind the Bayesian spatial following model is
11Walter Mebane and Preston Due collected the set of friends for each user.
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that the more Republican (Democratic) politicians or partisan accounts the user follows, the
more Republican (Democratic) the user leans. Instead of estimating the political accounts’
ideologies from scratch, which would require us to select a set of political accounts and
require users to follow three or more of these political accounts, we estimated the ideology of
users using a set of political accounts with pre-estimated ideologies. These political accounts
already have their ideal points estimated using a larger set of Twitter users (Barberá, 2015).
These accounts were selected in 2018.12
Accounts must follow at least one of the accounts from the list of political and media
outlet accounts to have an ideology estimated. We estimate the ideal point (the mean of the
θ parameter) and the level of political interest (the mean of the β parameter) for each user.
The latter accounts for the differences in the number of political accounts each user follows
(Barberá, 2015). These estimates are analogous to the partisan association scores and the
usage score, respectively.
Of the 215, 230 total Twitter users in this dataset, we estimated the ideology of 119, 179
users using the Bayesian spatial following model. Using the bios, we calculated the partisan
associations of 194, 336 users. In other words, the coverage of users using bios is much greater
than using network information, which is the partisan association method’s most significant
advantage over the Bayesian spatial following model.
Among the 108, 801 users with both an estimated ideal point using the Bayesian spatial
following model and partisan association scores, the estimated ideal points and the partisan
association scores are positively but weakly correlated. Table 2.4 describes the correlation
coefficients between the estimated ideal points of Barberá (2015), calculated using the pos-
terior mean of the parameter θ for each user, and the four partisan association scores. The
correlation coefficient between the level of political interest and the usage score is -0.02,
suggesting that how explicitly partisan a bio is has little association with how many political
accounts a user follows.
Using zero-inflated negative binomial models, the estimated ideal points, θ, of the
Bayesian spatial following model also predict retweets of partisan accounts, favorites of
partisan accounts, and usage of partisan hashtags. The coefficients of the ZINB models are
in Figure 2.4. The signs of the coefficients in the count part of the model of the ideal points
are as expected: users that have more positive ideal points tend to retweet and favorite
“Republican” accounts and use “right” hashtags; users that have more negative ideal points
tend to retweet and favorite “Democratic” accounts and use “left” hashtags.13 However, the
12The list of accounts and their pre-estimated ideologies can be found here: https://github.com/
pablobarbera/twitter_ideology/blob/master/2018-update/accounts-twitter-data-2018-07.csv.
13“Republican” and “Democratic” accounts are as defined in Section 2.4.3; “right” and “left” hashtags are
defined in Section 2.9.5.
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θ β names parties handles slogans usage
θ 1.00 -0.60 0.20 0.25 0.17 0.25 0.13
β 1.00 -0.16 -0.20 -0.11 -0.19 -0.02
names 1.00 0.55 0.68 0.71 0.06
parties 1.00 0.50 0.66 0.18
handles 1.00 0.75 0.14
slogans 1.00 0.12
usage 1.00
Table 2.4: Correlation coefficients among the ideal points θ and β estimated using the
Bayesian spatial following model (Barberá, 2015), the partisan association scores, and the
usage score using the 108, 801 users with both an estimated ideal point and partisan associ-
ation scores.
signs of the coefficients in the count part of the model on the political interest measure, β,
are unexpected for the models where the outcome variables are retweets of “Republican”
accounts and favorites of “Republican” accounts. The negative sign suggests that a more
politically interested user will retweet or favorite less “Republican” accounts, which does not
match our expectations.
Figure 2.5 details the coefficients of the zero-inflated negative binomial models with the
same set of outcomes using the “names” partisan association scores across the 108, 801
users. The signs of the coefficients in the count part of the model are as expected. The
coefficients of the zero-inflated negative binomial models with the same set of outcomes using
the other three partisan association scores are detailed in Section 2.9.8 in the Supplemental
Information; all signs of the coefficients in the count part of the model are as expected.
Further research is needed to understand what aspects of partisanship the Bayesian spatial
following model and the partisan association scores are capturing. The correlations and the
zero-inflated negative binomial regression coefficients hint that the two capture different
aspects of partisanship on social media. However, what precisely these differing aspects look
like is still unknown.
2.5 Application 2: Tweets about Masking During the
COVID-19 Pandemic
2.5.1 Data
We apply the partisan association method to tweets about masking during the COVID-19
pandemic. Tweets were published between January 1, 2020 and July 1, 2020. We derive
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Figure 2.4: Coefficients from the zero-inflated negative binomial regressions of retweets,
favorites, and hashtags on the estimated ideal points (the mean of the parameter θ for each
user) and political interest (the mean of the parameter β for each user).
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Figure 2.5: Coefficients from the zero-inflated negative binomial regressions of retweets,
favorites, and hashtags on the “names” partisan association scores and the usage scores for
users with estimated ideal points.
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the masking tweets from the COVID-CORE dataset (Lu & Mei, 2020). The COVID-CORE
dataset was created from Twitter Decahose data, which represents a 10% sample of all
tweets. Lu & Mei (2020) curated a set of base keywords to select the tweets that make up
the COVID-CORE dataset. Section 2.9.9 in the Supplemental Information describes the
exact set of keywords. To extract all tweets mentioning masking, we searched for tweets
with the phrase “mask,” ignoring all characters or spaces that came before or after the word
and ignoring case. We then kept only English tweets using the lang field in the Twitter
API. In total, there were 757, 732 tweets. Of these tweets, 636, 110 were written by users
with bios. There are 636, 072 unique users with bios. For users that appear more than once
in the dataset, we used their latest bio.
2.5.2 Calculating Partisan Association Scores
There is no corresponding survey data to suggest whether to combine partisan subspaces or to
keep them separate. The data also did not contain any information about followers or friends,
so we did not use an application-specific loss function. Therefore, for hyperparameters, we
used nearly all of gensim’s suggested hyperparameter values (Řeh̊uřek & Sojka, 2010). We
used vectors of dimension 150, 75 epochs, a window size of 5, a starting learning rate of 0.025
decreasing down to 0.0001, a minimum count of 20 occurrences for a word to be mapped
to a vector, and DBOW with skip-gram. We used the same set of preprocessing steps as
described in Application 1 in Section 2.4.
To calculate partisan associations for each Twitter user, we first selected a set of keywords
associated with Republicans and Democrats. Because many users negatively use terms
related to Republicans or Democrats (e.g., “I dislike Democrats”), we chose terms that
would most likely be hashtags or standalone slogans.14 These are terms not typically used
negatively. Moreover, the Democratic primary occurred during the period the tweets came
from, and Joe Biden did not become the presumptive nominee until April 8, 2020. This meant
that Democratic keywords related to candidate names represented related but distinct ideals
of the Democratic Party. We chose words that supporters of any Democratic candidates
would plausibly use. Specifically, we chose the terms “MAGA” and “KAG” as Republican
keywords, and we chose the terms “resist” and “TheResistance” as Democratic keywords.
We call this the hashtag partisan subspace. To create the usage subspace, we averaged all
four terms’ word embeddings. Again, the usage subspace represents how partisan a bio is,
regardless of partisan direction.
14Section 2.6 further discusses the problem of negative usages of partisan keywords.
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2.5.3 Health Advocacy Hashtags
Many tweets from this period contained health advocacy hashtags. These tweets typically
implored others to wear a mask, stay at home, stay safe, and so on. Petersen & Gerken
(2021) look at hashtags in an exploratory fashion on Twitter during the COVID-19 pan-
demic. From their findings, the hashtags we include under this category are: “SocialD-
istancing”, “WearAMask”, “MaskUp”, “StayHome”, “StayAtHome”, “StaySafeAtHome”,
“StayHomeStaySafe”, and “FlattenTheCurve”.
A Pew Research Center survey showed that, at the beginning of the pandemic, both
Democrats and Republicans were supportive of government-imposed measures to curb the
coronavirus (Deane et al., 2021). But by early April 2020, 8 in 10 Democrats were concerned
that restrictions would be lifted too quickly, while 5 in 10 Republicans shared this concern.
This 30-point difference grew to a 40-point difference by May 2020. The expectation, then,
is that more Democratic-leaning users would be more likely to use these health advocacy
hashtags.
To examine this possibility, we use logistic regression. We assigned tweets that used
at least one of the health advocacy hashtags to 1; we assigned other tweets to 0.15 8, 405
tweets used at least one health advocacy hashtag. The health advocacy hashtag usage binary
variable is the outcome variable. The expectation is that the coefficient βPAS < 0, as the
hypothesis is that the more Republican-leaning a user is, the less likely they are to using a
health advocacy hashtag. We also include usage scores as a control.
Figure 2.6 contains the coefficients and confidence intervals of the logistic regression. The
coefficient on the partisan association scores (PAS) using the hashtag partisan subspace
confirms the findings of Deane et al. (2021): Republican-leaning users are less likely to use
health advocacy hashtags in their tweets. The coefficient on usage scores also suggests that
more partisan users, in general, are less likely to use health advocacy hashtags.
We also use the same set of “left” hashtags and “right” hashtags as described in Applica-
tion 1 in Section 2.4.6. We create similar binary variables for the left hashtag usage and right
hashtag usage. 404 tweets contained at least one left hashtag, and 1, 499 tweets contained
at least one right hashtag. These hashtags may be slightly outdated for 2020, but Donald
Trump is still president, and many of the hashtags, such as “MAGA,” are still relevant for
the 2020 U.S. general election. Again, the expectation is that the coefficient βPAS < 0 for
the logistic regression where left hashtag usage is the outcome variable and βPAS > 0 for the
15We did not use count data because, among users that used one of the health advocacy hashtags, the vast
majority used 1 per tweet. Because there were very few repeat users in the COVID masking tweets dataset,
almost all users would have only used 1 health advocacy hashtag if they used any health advocacy hashtags
at all.
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Figure 2.6: Logistic regression coefficients regressing the usage of health advocacy hashtags
on partisan association scores (using the hashtag partisan subspace) and usage.
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logistic regression where the right hashtag usage is the outcome variable.
Figure 2.7: Logistic regression coefficients regressing the usage of left and right hashtags on
partisan association scores (using the hashtag partisan subspace) and usage.
The coefficients shown in Figure 2.7 confirms the expectations. The coefficient on the
usage score also indicates that a user is more likely to use a left or right hashtag if their bio
is more explicitly partisan, regardless of partisan direction.
2.6 Negative Usages of Partisan Keywords
2.6.1 Detecting Negative Usages of Partisan Keywords
Bios that contain one or more of the partisan keywords sometimes express negativity or
hostility toward the referent. In Application 1, described in Section 2.4, bios that contain
one or more of the keywords occasionally expressed negativity towards one of the referents. In
a sample of bios containing a keyword or related word, 18.5% contain a negative expression:
9.5% are negative towards a Republican target, 7.6% are negative towards a Democratic
target, and 9% are negative towards referents from both parties.
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The keywords in Application 2, described in Section 2.5, were chosen explicitly to avoid
negative usages. We16 focus the discussion on the dataset of tweets used in Application 1.
Inspired by Gong et al. (2017), we develop a classifier that differentiates between negative
and not-negative usages of the partisan keywords. We label keywords as used in a negative
manner or not, train a support vector machine (SVM) classifier, then classify unlabeled
keywords.17 Beyond text features, the classifier also uses features describing whether both
Democratic and Republican keywords are in the bio, how many Republican or Democratic
keywords are used, dummy variables for keywords, the average partisan association score
across all four partisan subspaces, and the average partisan association score across all four
partisan subspaces with the keyword removed. For more information about the design of the
SVM classifier and the labeled dataset, see Section 2.9.10 in the Supplemental information.
Table 2.5 shows the confusion matrix for the negative usages SVM classifier. These results
match or exceed the results found on a comparable dataset used by Gong et al. (2017).
Precision Recall F1 Support
Not Negative Usage 0.90 0.92 0.91 254
Negative Usage 0.66 0.62 0.63 65
Macro Average 0.78 0.77 0.77 319
Table 2.5: Confusion matrix for the SVM classifier of negative usage of partisan keywords.
After obtaining the instances where a keyword was used negatively, we calculate four
not-negative partisan subspaces and four negative partisan subspaces. In other words, key-
words classified as being used negatively were appended with “ hostile” (such as “demo-
crat hostile”); we then calculated separate partisan association scores using the paired key-
words without this appended phrase and those with it. Table 2.6 looks at the correlations
between not-negative and negative partisan associations. Because the slogan “StrongerTo-
gether” was never used in a negative manner, there are no negative partisan association
scores for the slogans subspace.
We call the partisan association scores without differentiating between negative and not-
negative usages the agnostic partisan association scores. Table 2.6 suggests that the not-
negative partisan association scores relate to one another in similar ways as the agnostic
partisan association scores do. However, the correlations among the negative partisan asso-
ciation scores are less clear. Because these are negative usages of the partisan keywords, we
expected negative correlations. However, the magnitudes of these negative correlations vary
16Walter Mebane collected the tweets and labeled the usages of keywords as negative or not, with research
assistance from Joseph Park and Benjamin Puzycki. Walter calculated the correlations.
17For an overview of support vector machines, see Chapter 12 of Hastie et al. (2009).
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not-negative negative
usage names parties handles usage names parties handles
usage: not-negative 1.00 0.075 0.17 0.10 0.67 0.10 -0.072 -0.064
names: not-negative 1.00 0.58 0.69 0.17 -0.080 0.062 -0.16
parties: not-negative 1.00 0.52 0.087 0.0032 -0.099 -0.020
handles: not-negative 1.00 0.19 -0.078 0.0098 -0.058
usage: negative 1.00 -0.029 -0.12 -0.039
names: negative 1.00 0.019 -0.083
parties: negative 1.00 -0.40
handles: negative 1.00
Table 2.6: Correlations between not-negative and negative partisan association scores.
and are not very strong.
Table 2.7 looks at the product-moment correlation coefficients between the agnostic and
the not-negative and negative partisan association scores. The correlations show that the
agnostic partisan association space is strongly and positively related to the not-negative par-
tisan association scores: the product-moment correlation coefficients between corresponding
agnostic and not-negative partisan association scores range from 0.95 to 0.98. Moreover, the








usage names parties handles slogans usage names parties handles
usage 0.98 0.10 0.15 0.11 0.11 0.75 0.12 -0.062 -0.066
names 0.10 0.95 0.57 0.66 0.69 0.015 -0.25 0.12 -0.14
parties 0.096 0.57 0.97 0.50 0.66 0.12 0.0055 -0.16 0.014
handles 0.11 0.68 0.50 0.98 0.71 0.22 -0.11 0.061 -0.16
slogans 0.12 0.75 0.67 0.73 0.98 0.15 0.059 -0.0096 -0.16
Table 2.7: The product-moment correlation coefficients between the agnostic partisan asso-
ciation scores/usage score, the not-negative partisan association scores/usage score, and the
negative partisan association/usage score.
These results suggest that the negative usages of keywords do not significantly affect
the partisan association scores, at least for this particular application. To see if this is the
case in downstream analysis, we reanalyze the following of members of Congress using the
zero-inflated negative binomial model, as done in Section 2.4.6.
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2.6.2 Previous Analysis Revisited: Following Members of
Congress
The models used are described fully in Equations 2.2 and 2.3. We18 expect a1k < 0 for agnos-
tic and not-negative partisan association scores and a1k > 0 for negative partisan association
scores when the outcome variable is the number of Democratic members of Congress fol-
lowed; likewise, we expect a1k > 0 for agnostic and not-negative partisan association scores
and a1k < 0 for negative partisan association scores when the outcome variable is the number
of Republican members of Congress followed. We expect a2k > 0 for all partisan association
scores. Figure 2.8 shows the coefficients of the count model part of the ZINB regression
model.
The results confirm that a2k > 0 as expected. The results also confirm that a1k < 0
for agnostic and not-negative partisan association scores and a1k > 0 for negative partisan
association scores when the outcome is the number of Democratic Congressional members
followed. However, we see that a1k > 0 for agnostic and not-negative partisan association
scores and a1k < 0 for all negative partisan association scores except for the names subspace.
Many Republicans expressed discontent with Donald Trump’s candidacy in the 2016 election,
so this pattern may reflect the activities of these individuals.
2.7 Conclusion and Future Directions
This paper proposes using the bios of Twitter users to learn about users’ partisan associa-
tions. Previous approaches of calculating partisan association-like measures—such as using
an ideal point model—rely on explicitly partisan behaviors on Twitter that only a minority
of users engage in. The partisan association method proposed in this paper can calculate a
partisan association score for any individual who has a bio, even if the bio does not contain
any explicitly partisan words. It only requires that some users in the corpus of tweets use
explicitly partisan words in their bios.
The partisan association method is straightforward and does not require many computa-
tional resources. First, select a set of partisan keywords relevant to the time period of the
tweets. Then, train document and word embeddings in the same embedding space using
doc2vec (Le & Mikolov, 2014), where the document embeddings are representations of the
user bios. Next, to form the partisan subspace(s), either take pairs of partisan keywords and
take the difference between their corresponding word embeddings or average the correspond-
ing word embeddings for each party and then take the difference. Finally, to calculate the
18Walter Mebane primarily conducted the analysis in this section.
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(a) Partisan Association Scores
(b) Usage
Figure 2.8: Coefficients from the zero-inflated negative binomial models regressing follows
of Democratic members of Congress and Republican members of Congress (as the outcome
variables) on agnostic, not-negative, and negative partisan association scores.
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partisan association scores, calculate the cosine similarity between the partisan subspace(s)
and the embeddings of the user bios.
The method is also intuitive. Distributed word embeddings learn which words commonly
occur around partisan words. These non-partisan words that surround a partisan word are
often interests, hobbies, and job titles. Although these referents are not explicitly partisan,
they are inflected in partisan manners. Users who only provide non-partisan words can
still, perhaps unwittingly, implicitly signal their partisan associations. We call it partisan
“associations” (as opposed to, say, ideology or party identification) because the heart of the
method learns the associations between partisan and non-partisan words. Moreover, partisan
associations have no notion of being an Independent. A user who falls near the center is
simply someone who uses words in their bio that are neither strongly associated with words
used by Republican or Democratic users. How it is related to other notions of ideology and
party identification remains an open research question, although the analysis in Section 2.4.7
suggests that these concepts are connected.
We apply the method to two datasets. The first dataset is a corpus of tweets posted
between October 1, 2016 and November 8, 2016. Mebane et al. (2018) used this dataset
to study reported election incidents during the 2016 U.S. general election. The partisan
association method is strongly associated with partisan behaviors on Twitter: it correlates
with which partisan accounts users retweet and favorite, which partisan hashtags are used
in tweets, and which members of Congress users follow. It also correlates with self-reported
party identification and ideology scales taken from a 2018 Pew Research Center survey about
social media use (Wojcik & Hughes, 2019). The second dataset is a corpus of tweets written
during the COVID-19 pandemic about masking, a subject that is, unlike an election, not
explicitly partisan. The partisan association method predicts that more Democratic-leaning
users are more likely to use health advocacy hashtags, such as #MaskUp or #StayAtHome,
matching survey findings that Democrats were more likely to support government-imposed
restrictions on curbing the spread of the coronavirus (e.g., Deane et al., 2021). We also
develop a support vector machine classifier that aims to study how negative usages of partisan
keywords, such as expressing discontent about a party or candidate, can affect the method.
There are still many future directions of the project. First, there are no confidence
regions for the partisan association scores. Bootstrapping methods typically used with word
embedding methods (e.g., Kozlowski et al., 2019; Rodriguez et al., 2021) present a challenge
with the partisan association method because there are as many document embeddings as
there are confidence regions to estimate. Second, there are currently better natural language
processing methods for detecting negative usages of words, such as sarcasm and hostility
detection. These approaches typically use pretrained language models such as bidirectional
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encoder representations from transformers (Devlin et al., 2018). At the moment, Wu et al.
(2020) are working on a paper developing a new negativity-detection approach with partisan
words. Using the same dataset, they achieve a macro F1 score of 0.89—a major improvement
over the macro F1 score of 0.77 using the SVM classifier. Using a better negativity detection
method may drastically change the product-moment correlation coefficients found in Tables
2.6 and 2.7. Lastly, it is still an open question of whether a minimum number of users need
to use explicitly partisan words before the method breaks down. In Application 1, only
approximately 2% of users use at least one partisan keyword; yet, this seems to be enough
to calculate high-quality partisan association scores for that set of users.
As literary theorist Mikhail Bakhtin argued, words uttered are shaped both by the world
the speaker lives in and the audience of the speaker (Bahktin, 1982). (Most) Twitter users
do not utter words randomly but use specific words to describe the world they live in and
what they feel is most important to convey to the readers of their timelines. Their purposeful
actions make using neural word embedding methods to compute partisan associations for
users based on their bios feasible. The partisan associations have properties we would like
to see in measures of partisan engagement and sentiment.
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2.9.1 A Primer on Two-Layer Neural Networks with No Activa-
tion Functions
A two-layer feedforward neural network is defined as s = (XV)U, where X is the one-hot
vector of dimension 1 × |V |, V is a weight matrix of dimension |V | × d, and U is a weight
matrix of dimension d×|V |. |V | is the number of unique words and d is the number of hidden
nodes chosen by the researcher. For word2vec, d is the dimension of the word embeddings.
s is a vector containing the score of each unique word for input X. The scores are inputted
into a softmax function, which is the loss function. This setup matches the setup found in
Equation 2.1. Word2vec does not use an activation function (Mikolov et al., 2013).
The ultimate goal of the model is to learn weights that minimize prediction error. The
weights are learned using backpropagation (Rumelhart et al., 1986). To calculate the gradient
of the loss function, we calculate the gradient of the loss function with respect to each weight
one layer at a time, iterating from the last layer to the first layer. Weights are then updated
using a gradient descent step.
2.9.2 Application 1: Hyperparameter Selection
Table 2.8 contains the list of hyperparameter specifications assessed using the application-
specific loss function described in Section 2.4.3. Table 2.9 describes the loss function for each
configuration.
2.9.3 Application 1: Analogies
One of the key properties of distributed word embeddings is their linearity property: simple
analogies can be solved using vector addition and subtraction. For example, Mikolov et al.
(2013) show that VParis−VFrance +VItaly ≈ VRome, where the ≈ means the most similar vector
measured by cosine similarity. Table 2.10 lists the analogies that we calculated using the
partisan keywords. We note when a word was not in the top 10 most similar words.
The subspaces usually perform as expected. Although it did not always return the ex-
pected word, the closest word vector was usually a Republican-associated word. The parties
subspace, however, performed the worst. The party names seem to be capturing a different
aspect of partisan expression compared to the other partisan subspaces. We also see that
combining the names together performs better than using the names individually, suggesting
that it may not necessarily be “Trump” and “Clinton” that are the optimal pair: “Trump”
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label hyperparameter description
defaults n=300, window=10, min count=8, dbow, alpha=.03, remove stopwords, stem-
ming, remove punctuation, remove numbers, remove single words, workers=20
spec 11 n = 150
spec 12 changing window size from 10 to 5
spec 13 changing window size from 10 to 15
spec 14 changing minimum count from 8 to 3
spec 15 changing minimum count from 8 to 13
spec 16 changing distributed bag-of-words (dbow) to distributed memory (dm)
spec 17 changing alpha=0.03 to alpha=0.08
spec 18 not removing stopwords
spec 19 not stemming words
spec 20 not removing punctuation
spec 21 not removing numbers
spec 22 not removing single words
spec 23 not removing stopwords, not stemming words
spec 24 not removing stopwords, not stemming words, not removing single words
spec 25 no preprocessing
spec 26 no punctuation but removing hashtags and @ signs on keywords
spec 27 no preprocessing at all (except lowercasing) but removing hashtags and @ signs
on keywords
spec 28 no preprocessing at all, including no lowercasing, but removing hashtags and
@ signs on keywords (and lowercased keywords)
spec 29 n = 75
spec 30 n = 500
spec 31 not removing stopwords and n = 150
spec 32 not stemming words and n = 150




spec 37 n = 75, changing minimum count from 8 to 3
spec 38 n = 75, changing minimum count from 8 to 13
spec 39 n = 75, changing minimum count from 8 to 3, not removing single words
spec 40 n = 75, changing minimum count from 8 to 13, not removing single words
spec 41 changing minimum count from 8 to 3, not removing single words
spec 42 changing minimum count from 8 to 13, not removing single words
spec 44 n = 75, 8 workers instead of 20
spec 45 n = 75, 1 worker (8 specified seeds) instead of 20
Table 2.8: Hyperparameter specifications assessed
Note: each specification includes the default hyperparameter settings except for the noted
changed details. “spec 1” is the defaults. There were no specifications designated spec 2–10.
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Democratic Republican left right
label retweet favorite sum retweet favorite sum
defaults -77.3 -65.6 -142.8 -87.5 -78.3 -165.8
spec 11 -90.3 -76.8 -167.1 -102.2 -91.8 -194.0
spec 12 -75.9 -62.7 -138.6 -83.2 -75.0 -158.2
spec 13 -75.1 -63.2 -138.4 -84.5 -75.0 -159.4
spec 14 -77.4 -66.5 -143.9 -88.1 -79.5 -167.6
spec 15 -79.0 -67.3 -146.4 -89.3 -80.9 -170.1
spec 16 11.0 7.3 18.2 0.6 5.3 5.9
spec 17 -38.7 -34.4 -73.1 -46.0 -44.1 -90.1
spec 18 -74.7 -60.6 -135.3 -81.8 -72.9 -154.7
spec 19 -74.3 -61.4 -135.7 -83.5 -74.3 -157.8
spec 20 -60.1 -51.2 -111.3 -70.4 -60.4 -130.8
spec 21 -69.9 -59.5 -129.4 -80.3 -70.9 -151.1
spec 22 -75.4 -63.9 -139.3 -86.9 -75.3 -162.2
spec 23 -67.2 -56.1 -123.3 -77.1 -68.4 -145.5
spec 24 -71.7 -59.1 -130.8 -79.9 -73.1 -153.0
spec 25 -59.5 -52.2 -111.7 -67.7 -64.2 -131.9
spec 26 -66.3 -57.7 -123.9 -79.0 -67.7 -146.7
spec 27 -58.9 -51.3 -110.2 -67.0 -63.1 -130.1
spec 28 -62.2 -52.9 -115.1 -72.4 -65.9 -138.3
spec 29 -95.1 -80.9 -176.0 -107.4 -99.0 -206.4
spec 30 -64.3 -55.4 -119.7 -74.7 -65.4 -140.1
spec 31 -89.9 -75.1 -164.9 -100.9 -90.9 -191.8
spec 32 -83.3 -70.2 -153.5 -95.0 -86.2 -181.2
spec 33 -82.3 -69.5 -151.8 -93.5 -85.0 -178.5
spec 34 -91.8 -80.0 -171.8 -105.6 -97.3 -202.9
spec 35 -91.9 -81.5 -173.3 -105.9 -98.9 -204.8
spec 36 -89.5 -83.2 -172.7 -101.2 -100.7 -201.9
spec 37 -91.6 -78.1 -169.7 -105.3 -94.5 -199.8
spec 38 -91.6 -76.7 -168.3 -104.2 -94.0 -198.2
spec 39 -70.8 -61.6 -132.4 -84.6 -71.8 -156.4
spec 40 -93.6 -80.0 -173.6 -108.6 -97.3 -205.9
spec 41 -93.3 -79.1 -172.4 -105.9 -95.6 -201.5
spec 42 -68.4 -60.0 -128.4 -80.5 -69.3 -149.8
spec 44 -102.74 -93.81 -196.55 -89.49 -77.11 -166.60


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 2.10: Analogies among the partisan keywords
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might be better paired with “Hillary.”
Because the partisan subspaces seem to be capturing different aspects of partisan associ-
ation, we eschew generating an overall partisan association score using an averaged partisan
subspace.
2.9.4 Application 1: Further Details About the Joint Distribution
of the Partisan Association Scores
Figure 2.9 shows the pairwise distributions between the partisan association scores and the
usage score; Figure 2.10 shows the pairwise distributions between the partisan association
scores. Walter Mebane created these plots.
2.9.5 Application 1: Left and Right Hashtags
The details about the hashtag selection can be found in Wu et al. (2019). Walter Mebane and
Preston Due developed the process of identifying these hashtags. The left hashtags, in all
lowercase, are: “aprx”, “smartnews”, “stoprush”, “goptaxscam”, “medicareforall”, “trump-
care”, “impeachtrump”, “trumprussia”, “lgbtq”, “theresistance”, “trumpshutdown”, “aca”,
“gunsense”, “resistance”, “imwithher”, “demsinphilly”, “womensmarch2018”, “dreamers”,
“shitholepresident”, “resist”, “gopshutdown”, “taxscambill”, “removenunes”, “singlepayer”,
“notmypresident”, “feelthebern”, and “lgbt”. The right hashtags, in all lowercase, are:
“pjnet”, “trumpadmin”, “ccot”, “qanon”, “schumershutdown”, “tucker”, “iranprotests”,
“prolife”, “buildthewall”, “boycottnfl”, “lockherup”, “presidenttrump”, “americafirst”,
“tcot”, “draintheswamp”, “releasethememo”, “deepstate”, “fisamemo”, “teaparty”, “liber-
als”, “trumptrain”, “makeamericagreatagain”, “winning”, “ldsconf”, “trump2016”, “maga”,
“fisa”, “hannity”, “fakenews”, “benghazi”, “fakenewsawards”, “democrats”, “foxnews”,
“isis”, “neverhillary”, and “taxreform”.
2.9.6 Application 1: Retweets and Favorites of “Left” and “Right”
Twitter Accounts
We repeat the analysis from Section 2.4.6 using the retweets and favorites of left and right
Twitter accounts. Figure 2.11 contains the results. The results are largely in line with the
results found in Figure 2.2.
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(a) usage by parties (r = .091) (b) usage by names (r = .0077)
(c) usage by handles (r = .13) (d) usage by slogans (r = .13)
Figure 2.9: Scatterplots of partisan association scores and the usage score. r is the product-
moment correlation.
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(a) parties by slogans (r = .64) (b) parties by handles (r = .48)
(c) names by parties (r = .53) (d) names by slogans (r = .69)
(e) names by handles (r = .65) (f) handles by slogans (r = .72)
Figure 2.10: Scatterplots of comparisons between the partisan association scores. r is the
product-moment correlation.
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(a) Count Model: PAS (b) Count Model: Usage
(c) Zero-Inflated Model: PAS (d) Zero-Inflated Model: Usage
Figure 2.11: Coefficients from the zero-inflated negative binomial regressions of retweets and
favorites of left and right accounts on partisan association scores (PAS) and the usage score.
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2.9.7 Application 1: 2018 Pew Survey Data
2.9.7.1 Constructing the Variables from the Pew Survey Responses
The 2018 Pew survey data was collected shortly after the 2018 November midterm election.
The data are a subset of “users who agreed to provide their Twitter handles” from “re-
spondents from Ispos’ KnowledgePanel, a probability-based panel of U.S. adults” conducted
between November 21, 2018 and December 17, 2018 (Wojcik & Hughes, 2019). We supplied
Pew researchers with a Python program that uses the embeddings models trained using the
2016 bios from incident-tweeting users to predict vectors from strings. The Pew Researchers
then applied the program to the bios of their Twitter users and gave us the resulting co-
sine similarites matched to the users’ responses for party identification and ideology survey
questions. We have cosine similarities for n = 1, 276 survey respondents.
The survey used two questions to measure party identification. The first question asked
was, “In politics today, do you consider yourself a: Republican, Democrat, Independent,
or Something Else?” Those who did not respond “Republican” or “Democrat” are then
asked, “As of today, do you lean more to the Republican Party or the Democratic Party?”
To measure the ideology, the survey uses an eleven-point scale. All respondents are asked,
“Please click where you would place YOURSELF on the scale below.” In the data, 0 corre-
sponds to “very conservative” and 10 corresponds to “very liberal.” Table 2.11, created by
Walter Mebane, shows the joint distribution of the party identification and ideology survey
responses among the users for whom we have partisan association scores.
ideology
party identification 0 1 2 3 4 5 6 7 8 9 10 all
Democrat 5 2 2 8 18 65 52 114 105 87 83 545
Dem. Lean 2 2 5 3 13 77 53 40 30 16 19 261
Independent 1 0 0 0 2 7 2 0 1 0 2 26
Rep. Lean 11 11 15 14 37 46 8 1 0 0 2 146
Republican 43 44 48 53 43 48 8 5 2 2 2 298
all 62 59 70 78 113 243 123 160 138 105 108
Table 2.11: Pew Research Center survey data partisanship and ideology distribution.
2.9.7.2 Factor Analysis with Pew Survey Data
Wu et al. (2019) conduct a factor analysis using the party identification and ideology survey
variables.19 They treat the five-level party identification and eleven-level ideology variables
19Walter Mebane conducted the analysis in this section and wrote most of this section.
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as ordinal and the partisan association scores as continuous (Quinn, 2004) and first use a
one-factor model. Table 2.12 contains the results of the 1-factor model. Model A shows that
a single factor reasonably accomodates party identification and partisan association scores.20
As the partisan association scores’ loadings are positive, this suggests that partisan associ-
ation scores relate to partisanship in a manner similar to the way party identification does.
The estimated loadings are also similar to the loading of 1.0 fixed for party identification.21
Adding the ideology survey question to the one-factor model also does not change much
(Table 2.12, Model B). The factor scores have a posterior mean variance similar to that for
Model A, and the loadings for the partisan association scores are similar. The loading of the
ideology survey variable is smaller in magnitude than are the loadings for any of the partisan
association scores.
95% Credible Intervals
Model A Model B
manifest variable factor 1 factor 1
party identificationa 1.0b 1.0b
ideologya — −.525 −.374
parties .763 .886 .756 .877
names .843 .960 .828 .946
handles .845 .963 .822 .937
slogans .980 1.090 .953 1.070
Table 2.12: Party, ideology, and partisan association scores: one-factor models’ loadings
Note: nonordinal manifest variables are studentized. a ordinal variable. b fixed loading.
Threshold 95% credible intervals, without ideology: γP2 = [.521, .647], γP3 = [.583, .712],
γP4 = [.950, 1.11]; with ideology: γP2 = [.529, .664], γP3 = [.591, .730], γP4 = [.973, 1.14],
γI2 = [.284, .464], γI3 = [.565, .776], γI4 = [.809, 1.04], γI5 = [1.11, 1.35], γI6 = [1.65, 1.90],
γI7 = [1.90, 2.17], γI8 = [2.27, 2.55], γI9 = [2.66, 2.96], γI10 = [3.08, 3.39]. Latent variable
variances: model A, σ2 = .705; model B, σ2 = .726.
But the underlying structure of the data is arguably more complicated. Table 2.13 shows
that adding a latent dimension that is keyed to ideology but excludes party identification
reveals that only the party and slogans partisan association scores relate to party identifica-
tion via loadings that have unambiguous signs, but all the partisan association scores relate
unambiguously to the latent variable that is keyed to ideology. The posterior of the party
20Estimates come from MCMCmixfactanal in Martin et al. (2018).
21The loadings can be compared because the continuous scale underlying the party identification survey
variable has a standard normal prior and the partisan asociation differences are studentized (Quinn, 2004,
p. 341).
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latent variable does increase compared to the one-factor model, and the posterior variance
of the ideology latent variable is similar. The loading for the ideology survey variable on
the party latent variable is an order of magnitude larger than in the one-factor model, so
ideology remains related to partisanship. The cutpoints of the ideology survey variable are
also much larger than they are in the one-factor specification. These do make sense, though:
the ideology survey variable separates strongly to either side of “Independent,” but it also
exhibits variation between “Democrat” and “Lean Democratic” and between “Republican”
and “Lean Republican.”
95% Credible Intervals
manifest variable factor 1 factor 2
party identificationa 1.0b 0.0b
ideologya −6.45 −3.03 1.0b
parties .091 .230 −.730 −.624
names −.018 .132 −.829 −.723
handles −.064 .090 −.839 −.735
slogans .001 .157 −.931 −.831
Table 2.13: Party, ideology, and partisan association scores: two-factor model’s loadings
Note: nonordinal manifest variables are studentized. a ordinal variable. b fixed loading.
Threshold 95% credible intervals: γP2 = [.687, .857], γP3 = [.775, .954], γP4 = [1.28, 1.49];
γI2 = [.903, 2.24], γI3 = [1.77, 3.87], γI4 = [2.60, 5.46], γI5 = [3.63, 7.41], γI6 = [5.48, 10.9],
γI7 = [6.36, 12.6], γI8 = [7.55, 15.0], γI9 = [8.72, 17.3], γI10 = [9.94, 19.7]. Latent variable
variances: σ21 = 1.03, σ
2
2 = .971, σ12 = −.000855.
The differences between the one-factor and two-factor specifications are more about the
structure of the latent space than about accounting for the manifest variables’ variability.
The residual variances of the partisan association differences are similar for the two-factor
specification and the one-facter specification: the two-factor specification does slightly worse
for the party partisan association scores but better for the other partisan association scores.22
The party and ideology latent variables are nearly uncorrelated, but adding the second
latent common factor does not get at something that was largely missed in the one-factor
specification. Rather the issue is largely how to represent the latent common space. In
the specification of Table 2.13 the second dimension is an aspect of ideology that is largely
orthogonal to party.
2295% credible intervals for the residual variances in the one-factor model (Model B) are Ψtc = [.388, .475],
Ψrd = [.473, .567], Ψrh = [.399, .486], Ψms = [.227, .301], while for the two-factor specification they are
Ψtc = [.369, .455], Ψrd = [.485, .577], Ψrh = [.358, .442], Ψms = [.200, .278].
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The clearest view of what is going on in the data comes from considering the partisan
association scores separately instead of as differences. That is, instead of calculating the
cosine similarities with the partisan subspaces, we calculate the cosine similarities with each
term separately. Table 2.14 shows estimates for a three-factor specification with the ten
partisan association scores (studentized) as manifest variables. The three factors include
separate party and ideology latent variables along with a usage latent variable. For usage
the loading for democrat is set equal to 1.0 to set the scale of the latent variable. The
usage latent variable has the largest posterior variance (σ22 = .871), party has the second
largest (σ21 =, 673) and ideology the smallest (σ
2
3 = .629). The latent variables are largely
uncorrelated.23
manifest 95% Credible Intervals
variable factor 1 factor 2 factor 3
party identificationa 1.0b 0.0b 0.0b
ideologya −.463 −.238 0.0b 1.0b
republican .292 .564 .820 .921 −.584 −.302
democrat −.006 .276 1.0b −.228 .084
trump −.271 .031 .408 .642 −1.160 −.969
donald −.278 .006 .366 .587 −1.060 −.875
clinton −.635 −.382 .663 .860 −.668 −.385
hillary −.694 −.425 .714 .915 −.649 −.349
realdonaldtrump −.220 .047 .378 .582 −.984 −.792
hillaryclinton −.564 −.327 .655 .798 −.288 −.019
MAGA −.131 .157 .407 .615 −1.090 −.903
StrongerTogether −.657 −.427 .606 .779 −.387 −.116
Table 2.14: Party, ideology, and partisan association scores: three-factor model’s loadings
Note: nonordinal manifest variables are studentized. a ordinal variable. b fixed loading.
n = 1276. Threshold 95% credible intervals: γP2 = [.504, .631], γP3 = [.566, .702],
γP4 = [.929, 1.10]; γI2 = [.313, .505], γI3 = [.607, .835], γI4 = [.872, 1.12], γI5 = [1.20, 1.45],
γI6 = [1.78, 2.04], γI7 = [2.06, 2.33], γI8 = [2.44, 2.73], γI9 = [2.84, 3.15], γI10 = [3.28, 3.63].
Latent variable variances: σ21 =, 673, σ
2
2 = .871, σ
2
3 = .629, σ12 = −.000955, σ13 = .00100,
σ23 = −.000152.
Now it’s clear that some of the associations relate unambiguously to partisanship, as
measured on the survey by party identification, while others do not. Related to the
party dimension in intuitive ways are republican, clinton, hillary, hillaryclinton
and strongertogether but not democrat, trump, donald, realdonaldtrump or MAGA.
23Correlations between factor score posterior means arer12 = −.00125, r13 = .00154, r23 = −.000206.
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republican tends to increase as the party latent variable increases, while clinton, hillary,
hillaryclinton and strongertogether tend to decrease as the party latent variable in-
creases. All the partisan associations are positively related to the usage latent variable, al-
though trump, donald, realdonaldtrump and MAGA have smaller loadings than do the other
partisan associations. All the scores except democrat relate unambiguously to ideology:
more “liberal” values of the latent variable go with lower values on all the partisan associ-
ations except democrat. The loadings for republican, trump, donald, realdonaldtrump
and maga on the ideology latent variable are respectively more negative than are the loadings
for democrat, clinton, hillary, hillaryclinton and strongertogether.
The pattern of loadings in Table 2.14 of the partisan associations for the ideology la-
tent variable makes it clear that the negative loadings of the partisan association dif-
ferences for the ideology latent variable in Table 2.13 in the main paper do not mean
that republican, trump, donald, realdonaldtrump and maga tend to decrease as the
latent variable increases—becomes more “liberal”—while democrat, clinton, hillary,
hillaryclinton and strongertogether tend to increase. Instead, democrat changes inde-
terminedly and clinton, hillary, hillaryclinton and strongertogether each tends to
decrease as the ideology latent variable increases, it’s just that republican, trump, donald,
realdonaldtrump and maga respectively decrease more.
Likewise, it’s not that republican tends to increase and democrat tends to decrease as
the party latent variable increases. Only republican has an unambiguous relation with that
latent variable, but that relation tends to have larger magnitude than does the ambiguous
relation of democrat. So republican−democrat acquires a positive loading for the party
latent variable in the two-factor model of Table 2.13.
Table 2.13 does not show that the score differences are all good measures of ideology—
orthogonal to party—nor that they are poor measures of partisanship. Of course ideology-
orthogonal-to-party is not the notion that most have in mind when they refer to ideology.
Plus most Americans do not think in ideological terms in a consistent way that coherently
spans many policies (Kinder & Kalmoe, 2017). It is intriguing that in the wake of the
2018 election only republican and the Hillary-focused partisan associations unambiguously
relate to the party latent variable. It is natural to think this pattern reflects divisions in
the Republican party regarding Trump, but given our data such can only be a speculation.
Perhaps reactions to Trump also explain why democrat is not unambiguously related to
either party or ideology latent variables: perhaps the resistance prompted many to lean
Democratic only tactically; again given our data we can only speculate about this.
The best thing to say is that the partisan association differences are excellent measures of
partisanship with an admixture of whatever “liberal” versus “conservative” means to survey
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respondents. Also it’s fair to say that—two years after the presidential election Hillary
Clinton ran in—the clinton, hillary, hillaryclinton and StrongerTogether partisan
associations are more about party than they are about “ideology,” but they are not not
about “ideology.”
2.9.8 Application 1: Coefficients of the Zero-Inflated Negative Bi-
nomial Model Across the Other Three Partisan Association
Scores Across Users with an Estimated Ideal Point
The analysis in Section 2.4.8 in Figure 2.5 only uses the “names” partisan association scores.
We replicate the same analysis for the “parties” partisan association scores (Figure 2.12),
“handles” partisan association scores (Figure 2.13), and “slogans” partisan association scores
(Figure 2.14). The signs of the coefficients of the models using the other partisan association
scores are in line with expectations.
2.9.9 Application 2: COVID-CORE Dataset Keywords
Lu & Mei (2020) used the following keywords to obtain tweets about the coronavirus and
COVID-19 pandemic between January 1, 2020 and July 1, 2020: “covid 19”, “covid 2019”,
“covid”, “19 ncov”, “2019 ncov”, “ncov”, “corona virus”, “pandemic”, “wuhan virus”, “chi-
nese virus”, “china virus”, “sars cov 2”, “hcov 19”, “ncov 19”. They also considered common
variations, such as “covid-19”, using regular expressions. Case was ignored as well.
2.9.10 Design of the Support Vector Machine Classifier for Neg-
ative Usages of Keywords
We used a training set of 1, 000 bios that used at least one partisan keyword. Each usage of
a keyword was labeled as either negative or not-negative usage. If a bio contained more than
one keyword, we separated the bio into multiple observations. For example, if the bio states,
“I support Donald Trump,” we separate this bio into two observations: one for “Donald”
and one for “Trump.” We create a “tall” dataset in this fashion to accommodate instances
where a person may simultaneously use one keyword in a not-negative fashion while using
another in a negative manner. Creating such a “tall” dataset we get 1, 271 observations in
the training set, each labeled as a not-negative usage of a keyword or a negative usage of the
keyword.
The main innovation of the approach is in the creation of features beyond text features.
These features are as follows.
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Figure 2.12: Coefficients from the zero-inflated negative binomial regressions of retweets,
favorites, and hashtags on the “parties” partisan association scores and the usage scores for
users with estimated ideal points.
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Figure 2.13: Coefficients from the zero-inflated negative binomial regressions of retweets,
favorites, and hashtags on the “handles” partisan association scores and the usage scores for
users with estimated ideal points.
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Figure 2.14: Coefficients from the zero-inflated negative binomial regressions of retweets,
favorites, and hashtags on the “slogans” partisan association scores and the usage scores for
users with estimated ideal points.
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1. both: whether the user used both a Democratic and Republican keyword in their bio
2. Republican Word Count: how many Republican keywords the user used
3. Democratic Word Count: how many Democratic keywords the user used
4. Indicator Variables for the Keywords: indicator variables for each of the 10 key-
words which is 1 for the keyword currently being classified as negative or not, and 0
for the other keywords
5. Indicator Variables for All Keywords: indicator variables for each of the 10 key-
words which is 1 for any keyword used in the profile and 0 for keywords not used
6. Partisan Association Score: the averaged partisan association score generated, us-
ing the average of the five Democratic keywords subtracted from the average of the five
Republican keywords, when not taking into account negative or not-negative usages of
the keywords
7. Partisan Association Score, Partisan Keywords Removed: the overall partisan
association score generated, using the average of the five Democratic keywords sub-
tracted from the average of the five Republican keywords, when taking the cosine
similarity between the average partisan subspace and the inferred document vector of
the bio when all partisan keywords are removed from the bio
The underlying intuition behind these features, as suggested by Gong et al. (2017), are
that the features measure how “out of place” a word is. In other words, if the partisan
association of the user dramatically shifts with the removal of a partisan word, then there is
an incongruity between the bio and that partisan word, suggesting that the partisan word
may not be used in an positive (or at least neutral) manner. We use a Gaussian kernel support
vector machine classifier; hyperparameters were chosen using tenfold cross-validation. We
implemented the classifier using scikit-learn (Pedregosa et al., 2011).
73
CHAPTER 3
MARMOT: A Deep Learning Framework for
Constructing Multimodal Representations for
Vision-and-Language Tasks
Abstract
Political activity on social media presents a data-rich window into political behavior, but
the vast amount of data means that almost all content analyses of social media require
a data labeling step. However, most automated machine classification methods ignore
the multimodality of posted content, focusing either on text or images. State-of-the-art
vision-and-language models are unusable for most political science research: they require
all observations to have both image and text and require computationally expensive pre-
training. This paper proposes a novel vision-and-language framework called multimodal
representations using modality translation (MARMOT). MARMOT presents two method-
ological contributions: it can construct representations for observations missing image or
text, and it replaces the computationally expensive pretraining with modality translation.
MARMOT outperforms an ensemble text-only classifier in 19 of 20 categories in multilabel
classifications of tweets reporting election incidents during the 2016 U.S. general election.
Moreover, MARMOT shows significant improvements over the results of benchmark multi-
modal models on the Hateful Memes dataset, improving the best result set by VisualBERT
in terms of accuracy from 0.6473 to 0.6760 and area under the receiver operating charac-
teristic curve (AUC) from 0.7141 to 0.7530. The GitHub repository for MARMOT can be
found at github.com/patrickywu/MARMOT.
Author’s Note
This paper is co-authored with Walter R. Mebane, Jr. I am the first author on this paper.
This work was supported in part by an NSF RIDIR grant under award number SES-1925693
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(“The Sub-National Data Archive System for Social and Behavioral Data”) and a fellowship
from the Michigan Institute for Computational Discovery & Engineering (MICDE).
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3.1 Introduction
This paper introduces a novel deep learning framework for constructing representations for
vision-and-language tasks usable for political science and communications research of social
media. This framework seeks to improve the classification or labeling step of research on
social media content, which usually ignores either the image or the post’s text. For example,
Barberá et al. (2019) use latent Dirichlet allocation (Blei et al., 2003) to cluster text of
tweets by topic. Mebane et al. (2018) use active learning with support vector machines and
an ensemble classifier to sort the text of tweets into categories and subcategories. Pan &
Siegel (2020) use a crowdsourcing approach to label the text of tweets into specific categories
and sentiment. Casas & Webb Williams (2019) also use a crowdsourcing approach to label
images from tweets into the emotions they were supposed to invoke. All such examples label,
classify, or cluster posts using one modality.
A unimodal focus can potentially create biases in the processed data, leading to misleading
inferences in the downstream analysis of the data. Both image and text must be considered
to reduce these potential biases. For example, consider the following tweet in Figure 3.1.
If we were interested in classifying tweets as reports of being able to vote with no reported
problems, this tweet would fit those criteria: the text indicates that the person finished
something, along with the vote hashtag, and the image of the “I Voted” sticker indicates
that the person voted. Thus, the combination of the text and the image indicates that
the person could successfully vote, meeting the labeling criteria. However, if another tweet
contained a similar image but the text indicated that they encountered problems voting,
such a tweet would not fit the labeling criteria. Only by jointly considering the image and
text can we definitively conclude that the person in Figure 3.1 was able to vote with no
reported problems.
An approach to machine classification of multimodal posts would be to jointly map image-
text combinations to d-dimensional vectors, an approach known as representation learning.
Representation learning methods automatically learn the mapping of observations to vector
representations. Popular examples of representation learning methods include word2vec
(Mikolov et al., 2013), GloVe (Pennington et al., 2014), and doc2vec (Le & Mikolov, 2014).
Representation learning methods exist that produce joint representations of images and
text. Some of these models, known as late fusion approaches, use separate models for image
and text and then combine the outputs of these two models (Liu et al., 2018). These models
usually allow for missing modalities among observations but fail to effectively learn patterns
between images and text. Other models, known as early fusion approaches, input both image
and text features into a single model. Early fusion models efficiently learn patterns between
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Figure 3.1: “Done and done #vote”
the image and text directly (Liu et al., 2018). Most state-of-the-art approaches use an early
fusion approach.
State-of-the-art approaches such as ViLBERT (Lu et al., 2019) and VisualBERT (Li
et al., 2019) are not well-suited for political science and communications research. Early
fusion approaches usually require all observations have image and text, which is almost
always not true for social media data that social scientists are interested in—posts may
contain text, image(s), or some combination of both. Most state-of-the-art early fusion
models, most of which are based on transformers (Vaswani et al., 2017), are also pretrained
on image annotation datasets, such as Microsoft COCO (Lin et al., 2014). These image
annotation datasets contain images with associated captions. This pretraining serves two
purposes. First, it adapts the underlying transformers-based pretrained language model,
originally trained to accept text input only, to accept as input both text and image features.
Second, it learns the relationship between the text and image. However, because most real-
world multimodal observations that need to be classified are not simply a caption describing
what is happening in an image, additional pretraining is needed using the data of interest
in order for the model to adapt to the target domain. Pretraining is also computationally
expensive, requiring computational resources not available to most social scientists.
To this end, we propose multimodal representations from modality translation, or MAR-
MOT, a novel transformers-based architecture that produces multimodal representations.
MARMOT aims to solve the two issues that make state-of-the-art multimodal models un-
usable for political science and communications research. First, we use attention masks to
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handle missing modalities explicitly. Attention masks, typically used in machine transla-
tion and question-answering tasks, are used to prevent the self-attention mechanism of the
transformer from attending to missing modalities, meaning that representations can be con-
structed even for observations missing modalities. Second, to capture the spirit of pretraining
while avoiding expensive computational costs, we propose modality translation. Instead of
pretraining our model on an image annotation dataset, we directly generate captions for
each observation containing an image using a pretrained image captioner. To avoid having
to adapt the underlying transformers-based pretrained language model to accept both text
and image features, we use a transformer decoder initialized with pretrained BERT weights
(Devlin et al., 2018). The image captions, derived from a pretrained image captioner such
as self-critical sequence training (Rennie et al., 2016), are inputted into the BERT decoder,
and the image features, derived from a pretrained image network such as ResNet-152 (He
et al., 2015), are inputted at the encoder-decoder attention layer. The BERT decoder con-
structs what we call the translated image. Modality translation maps image features to the
relevant parts of the text feature space. The last step jointly inputs the text, image captions,
and translated image features into a transformer encoder initialized with pretrained BERT
weights. The output of the transformer encoder is the joint image-text representation.
MARMOT makes two methodological contributions. First, it introduces modality trans-
lation. Modality translation replaces the computationally expensive pretraining process and
allows the model to learn directly from the data of interest. Second, the model can calculate
representations even for observations missing an image or text.
We apply MARMOT to data classification tasks on two datasets. The first is a dataset
of tweets reporting election incidents during the 2016 U.S. general election (Mebane et al.,
2018). All tweets contain text but some tweets contain an image. MARMOT outperforms
the text-only classifier used in Mebane et al. (2018) on 19 of 20 categories in multilabel
classifications of tweets (and equals the performance in the last category). The second is the
Hateful Memes dataset, recently released by Facebook Research to test multimodal models
(Kiela et al., 2020). The goal is to classify each meme as hateful or not. Detecting hateful
speech and memes is of interest to both computer science (e.g., Davidson et al., 2017; MacA-
vaney et al., 2019) and political science (e.g., Siegel et al., 2019; Siegel & Badaan, 2020).
This dataset also contains text and an image for each observation, making MARMOT com-
parable to other state-of-the-art multimodal models. MARMOT improves upon the results
set by benchmark state-of-the-art multimodal models on this dataset, even outperforming
pretrained multimodal models. It improves the best benchmark result set by VisualBERT
(Li et al., 2019) pretrained on MS COCO in terms of accuracy from 0.6473 to 0.6760 and in
terms of area under the receiver operating characteristic curve (AUC) from 0.7141 to 0.7530.
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The model finished in the top 1% of all participants in the Hateful Memes challenge.
The paper proceeds as follows. First, we review the literature on multimodal models.
We then detail the architecture of MARMOT. We apply MARMOT to a dataset of election
incidents reported on Twitter during the 2016 U.S. general election and the Hateful Memes
dataset. We then make concluding remarks and discuss future directions of the project.
3.2 Approaches to Classifying Multimodal Data
A modality is defined as some item that provides information to a reader or viewer, such as
text, audio, images, or video. It is also common for multiple modalities to exist together,
providing readers with the task of jointly considering the modalities to understand the in-
formation conveyed (Mogadala, 2015). Our paper considers image and text, but other works
have focused on other combinations of modalities as well, such as text and video (see, e.g.,
Sun et al., 2019).
The goal is to develop a model usable for social scientists labeling data that consist of
both images and text. That means that the model must work with small datasets, it must
be able to run with modest computational resources, and it must handle data that may have
observations missing modalities. We look at the previous models and works that we leverage
within MARMOT to develop a model that satisfies these requirements.
3.2.1 Late Fusion vs. Early Fusion Models
Early works on multimodal learning largely focused on late fusion approaches, a set of
multimodal learning models where individual modalities are inputted into separate models.
The outputs of these separate models are then combined through a policy. Initial works
used major features of the images and bag-of-words approaches (Tian et al., 2013). Later
works used deep learning methods such as deep convolutional neural networks (Zahavy et al.,
2016). Social science methodologists have also developed late fusion approaches. Zhang &
Pan (2019) use a late fusion approach with a convolutional neural network for images and
a recurrent neural network for text in order to identify Weibo posts that discuss offline
collective action. The main advantage of late fusion approaches is that observations can be
missing modalities: one could use the representation generated by the text model alone, the
representation from the image model alone, or the combined representation from the two
models. Nevertheless, because there are separate models for each modality, such an approach
cannot learn interactions or patterns across the modalities in a meaningful fashion.
Early fusion approaches, on the other hand, create joint representations of images and
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text. A single model is used to learn within and across both modalities, which is its key
advantage. It assumes, however, that one model is suitable for both modalities. Wang et al.
(2019) note that early fusion multimodal networks often perform poorly because using a
single optimization strategy is almost always suboptimal for a model that deals with multiple
modalities.
Notwithstanding these issues, early fusion approaches have quickly risen in popularity
with the development of the transformer and pretrained language models such as BERT.
Some of these self-supervised architectures include VisualBERT (Li et al., 2019), Visual-
Linguistic BERT (VL-BERT, Su et al., 2019), Vision and Language BERT (ViLBERT,
Lu et al., 2019), Learning Cross-Modality Encoder Representations from Transformers
(LXMERT, Tan & Bansal, 2019), and Multimodal Bitransformers (MMBT, Kiela et al.,
2019).
3.2.2 Attention and Transformers
The transformer consists of four components: the attention mechanism, layer normalization,
residual connections, and the feedforward layer. To support understanding the transformers
that MARMOT is based on and the attention mask feature of MARMOT, we review the
attention mechanism and transformers here. Brief introductions to feedforward neural net-
works, residual connections, and layer normalization can be found in Sections 3.8.1, 3.8.2,
and 3.8.3, respectively, in the Supplemental Information. More technical introductions about
attention and transformers can be found at Rush (2018) and Bloem (2019).
3.2.2.1 Attention
Transformers use attention (Bahdanau et al., 2014) in the self-attention layer and the
encoder-decoder attention layer. Rather than directly defining attention, we first turn to
the more intuitive self-attention. Attention is a generalization of self-attention.
Self-attention is a sequence-to-sequence operation, meaning that a sequence of vectors
is inputted and a sequence of vectors is outputted. Self-attention relates all positions of a
sequence with one another in order to compute a new representation of the same sequence.
To make this idea more concrete, we start with a simplified version of self-attention. Denote
the input vectors as x1,x2, ....,xN and denote the output vectors, the new representation
of the sequence of vectors x, as z1, z2, ..., zN . We can assume that all vectors x and z have
dimension k. To calculate zi, simplified self-attention simply takes a weighted sum over all
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The weight wij is not a learned parameter, but is calculated from a similarity function over




i xj. Because the dot product calculates a
weight that is between negative and positive infinity, we apply a softmax function to map







wij are known as the attention weights because they indicate how much attention the ith
output vector zi should pay to the jth input vector xj. The core goal of self-attention is
propagating information between input vectors.
There are a few more modifications to give self-attention more representational power.
Notice that each input vector xi is used in three ways: (1) it is compared to every other input
vector xj, j ∈ {1, ..., N}, to calculate the weights for output zi; (2) it is compared to every
other input vector to calculate the weights for all other outputs zj, j ∈ {1, ..., i−1, i+1, ..., N};
(3) and it is used as a part of the weighted sum in Equation 3.1 to compute each output
vector. These roles are called the query, the key, and the value, respectively. To allow
the query, key, and value to differ, we can define them as qi = Wqxi, ki = Wkxi and
vi = Wvxi, respectively, where Wq, Wk, and Wv are k × k weight matrices. To give even
more representational power, we can use h query, key, and value weight matrices, yielding
h separate sets of output vectors that can be combined via a linear transformation. This is
known as multiheaded attention.
The dot product is rarely used as the similarity function to calculate the weights because
the softmax function is sensitive to large input values, affecting gradients in backpropagation.
Because the average value of the dot product grows with k, we divide the dot product by√
k, called the scaled dot product.












Notice that self-attention is permutation invariant: nothing about Equations 3.3 to 3.5
takes into account the order of the vectors in the sequence x. The attention weights derived
for the sentence “Trump beat Clinton in the 2016 U.S. general election” would be the same as
the attention weights derived for the sentence “Clinton beat Trump in the 2016 U.S. general
election,” even though the word order reveals a key distinction in the two sentences. We
use positional embeddings to make the two sentences distinct. Positional embeddings map
the word position to either learnable embeddings or fixed embeddings. These positional
embeddings are then added to the input. Absolute position embeddings, where a unique
embedding is learned for each position, are the most popular positional embedding choice.
Fixed sinusoidal positional embeddings also work well in many contexts (Vaswani et al.,
2017).
Generalized attention resembles self-attention in every manner except that the queries,
keys, and values are not all based on the same sequence of vectors x. The encoder-decoder
attention layer defines the query as qi = Wqxi, the key as ki = Wkyi, and the value as
vi = Wvyi, where xi comes from a sequence of vectors x and yi comes from a separate
sequence of vectors y. Other than this, Equations 3.3, 3.4, and 3.5 are still used to calculate
the outputted sequence(s) of vectors.
3.2.2.2 Transformers
Attention mechanisms were usually paired with recurrent neural networks (RNN), such as
long short-term memory models (Hochreiter & Schmidhuber, 1997; Chang & Masterson,
2020; Xu et al., 2015). However, Vaswani et al. (2017) argued that the attention mecha-
nism alone was enough to learn dependencies between words. The architecture they built
around the attention mechanism is called the transformer. Because the transformer only
uses attention, it entirely dispenses with recurrence and more effectively models long-term
dependencies between words within the text. In an RNN, words that appear near the begin-
ning of the document may be “forgotten” by the end of the document. In (self-)attention,
every word is related to every other word, regardless of the distance between words.
The transformer consists of an encoder and decoder. See Figure 3.2 for an overview of the
transformer architecture. Transformers were initially designed for machine translation tasks,
where word embeddings x of one language were inputted into the transformer encoder, and
the word embeddings α of the other language were inputted into the decoder. The output
vectors of the transformer encoder y would be inputted into the encoder-decoder attention
layer of the transformer decoder as the keys and values, while the queries came from the
self-attention layer of the transformer decoder.
Many language models, such as BERT, exclusively use the transformer encoder. The
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Figure 3.2: The transformer architecture (Vaswani et al., 2017). The outputs of the trans-
former encoder are inputted at the encoder-decoder attention layer of the transformer de-
coder as the keys and values, while the queries come from the self-attention layer in the
transformer decoder. The plus sign with a circle around it indicates a residual connection.
transformer encoder is illustrated in the upper half of Figure 3.2. The transformer encoder
consists of a self-attention layer, followed by layer normalization, a feedforward layer where
the same feedforward neural network is applied separately to each input, and one last layer
normalization; there are residual connections around the self-attention layer and the feed-
forward layer.
The transformer decoder, illustrated in the bottom half of Figure 3.2, exactly resembles
the encoder, except for an additional encoder-decoder attention layer and an additional layer
normalization and residual connection. The transformer decoder’s encoder-decoder attention
layer requires the keys and values to come from a separate source, while the output of the
self-attention layer in the transformer decoder becomes the queries.
Notice that the output of the transformer encoder (decoder) can be inputted into another
transformer encoder (decoder). This is known as stacking transformer blocks. Most modern
architectures stack multiple transformer blocks.
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3.2.3 Training Early Fusion Models
3.2.3.1 Transfer Learning
Deep learning models typically require very large datasets. Thus, one of the principal barriers
to using social science data with deep learning methods is labeled data availability. Even if
data are readily available, such as social media data, it is still costly to manually annotate
the data (Webb Williams et al., 2020). Transfer learning allows researchers to use state-of-
the-art deep learning methods with smaller datasets. A formal definition of transfer learning
is given in Pan & Yang (2010).
Informally, transfer learning takes a model trained on a source domain and uses that
model to improve the learning of a target predictive function in a separate target domain.
Transfer learning typically has two steps: pretraining and finetuning. During pretraining, a
model is trained to solve general tasks over a large, general dataset. For example, ResNet
(He et al., 2015) is a deep convolutional neural network trained on ImageNet (Deng et al.,
2009), a dataset of 14 million images with each image belonging to one of 21,841 classes.
We train the pretrained model with our data of interest during finetuning to learn specific
annotation tasks instead of training a model from scratch. Using the pretrained model as
the starting point allows us to use deep learning methods with much smaller datasets. This
approach is illustrated in Figure 3.3. Intuitively, transfer learning works because the model
learns general concepts during pretraining. For example, ResNet learns shapes, edges, colors,
etc., which are visual concepts not exclusive to the images it was originally trained on.
Transfer learning has been most successfully used to pretrain image models, but natu-
ral language processing has also recently used the transfer learning paradigm. Pretrained
transformers-based language models learn general linguistic concepts such as word or-
der and word similarities; these models are then finetuned for specific downstream tasks
(Terechshenko et al., 2021). The most popular of these pretrained language models is bidi-
rectional encoder representations from transformers, or BERT (Devlin et al., 2018). BERT
follows the transfer learning paradigm described in the previous section and consists of two
steps: pretraining and finetuning. First, special tokens are appended to the inputs. A [CLS]
token is appended to the beginning of the sentence, while [SEP] is appended at the end of
a sentence. The corresponding output vector for [CLS] becomes the sentence or document
embedding. [SEP] is used to separate two sentences if two sentences are inputted together
into BERT. BERT is pretrained on two tasks during pretraining: the masked language model
(MLM) and next sentence prediction (NSP). Details about these pretraining tasks can be
found in Section 3.8.4 in the Supplemental Information. BERT is pretrained on BooksCorpus
(800 million words) and English Wikipedia (2,500 million words).
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Figure 3.3: An illustration of the pretraining-finetuning pipeline classifying images of bees
and ants, found in Chilamkurthy (2017). Even though the training dataset only contains
120 images of bees and ants, the finetuned model is able to correctly classify images of bees
and ants with 96% accuracy.
Beyond using the [SEP] token between two sentences, BERT also uses token type embed-
dings in order to distinguish the first and second sentences. Two token type embeddings are
learned: t1 and t2. t1 is added to word embeddings that come from the first sentence while
t2 is added to word embeddings that come from the second sentence. Positional embeddings,
previously discussed in the context of attention, are also used. See Figure 3.4 for an overview
of a BERT transformer encoder block.
Pretraining BERT in this fashion, with no labeled dataset but instead using the MLM and
NSP pretraining tasks, allows us to train a model that “understands language” in a general
way. After BERT is pretrained, we can finetune the pretrained weights on a downstream
task. Because of the transformer encoder’s flexibility to model complexities in language, the
parallelizability of transformers, and the ability to capture long-range dependencies between
words, almost all state-of-the-art benchmark scores for natural language processing tasks are
set by transformer-based pretrained language models.
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Figure 3.4: The architecture of the first BERT block (Devlin et al., 2018). Subsequent BERT
blocks do not use position embeddings or token type embeddings. It exactly resembles the
transformer encoder, except that token type embeddings and positional embeddings are
learned and added to the input. The token type embeddings t indicate which sentence the
embedding comes from; the position embeddings p take into account word order.
3.2.3.2 Pretraining Tasks for Early Fusion Multimodal Models
Because of the success of the transfer learning paradigm in computer vision and natural
language processing, it is natural to develop a similar approach for multimodal models.
But it is conceptually more difficult to define what “general” means in the context of multi-
modal data. Most state-of-the-art multimodal models are pretrained using image annotation
datasets, such as Microsoft COCO (Lin et al., 2014) or Conceptual Captions (Sharma et al.,
2018). Each observation in these datasets contains an image and one or several associated
captions in English. General pretraining tasks similar to MLM and NSP used to pretrain
BERT are used to pretrain the multimodal models. For example, VisualBERT uses two
pretraining tasks: a masked language modeling with the image, where specific tokens of
the text must be predicted using the surrounding text and the image, and sentence-image
prediction, where the model must predict if a caption actually corresponds with the image
or not (Li et al., 2019).
Pretraining multimodal models with image captioning datasets, however, presents a few
issues. First, the relationship between an image and its caption is generally not the image-
text relationship in real-world observations that use image and text. For example, the text
of multimodal social media posts is generally not simply describing what is happening or
what objects are in an image. The text and the image modalities extend or modify the
overall message the post is attempting to deliver. Singh et al. (2020) find that many of these
pretraining tasks do not improve the model’s performance. They find that pretraining on
data closer to the domain of the downstream task rather than pretraining on image captioning
datasets typically yields better performance. However, such experimentation with different
pretraining datasets requires computational resources unavailable to most researchers.
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Moreover, even without experimentation, these pretraining tasks are computationally
expensive to complete, often requiring the use of several GPUs. Even when pretrained
models are available to be downloaded, additional pretraining on the data for the task of
interest is required because it allows a model to adapt to a new target domain. State-
of-the-art multimodal models are also not developed to accommodate missing modalities.
Many models cannot be used with datasets where observations are missing a modality.
Others randomly initialize image or text features for observations missing an image or text,
respectively.
3.3 MARMOT Details
Figure 3.5 shows an overview of the MARMOT architecture. It contains four main compo-
nents, further described in more detail below: the pretrained image model, the pretrained
image captioner, modality translation, and the pretrained language model. The model is
simple, and both training and inference can be accomplished using minimal computational
resources.1 Section 3.8.8 in the Supplemental Information details what hyperparameters
need to be selected, learning rate schedulers, optimizers, and training strategies.
3.3.1 Pretrained Image Model
The first step involves inputting the image into a pretrained image model, such as ResNet (He
et al., 2015), Inception v3 (Szegedy et al., 2015), or MobileNet v2 (Sandler et al., 2018). In
our applications, we use ResNet-50 pretrained using the VirTex approach (Desai & Johnson,
2021). The VirTex approach pretrains a deep convolutional neural network using image
captions instead of labeled images. Section 3.8.6 in the Supplemental Information contains
more information about the VirTex pretraining approach. We scale down (or up) an arbitrary
image ximg ∈ R3×H0×W0 to R3×224×224, and then use ResNet-50 pretrained using VirTex to
generate a lower resolution activation map z ∈ R2048×7×7. Any pretrained image model will
work for this step, but exact dimensions may differ.
3.3.2 Pretrained Image Captioner
At the same time, we generate an image caption for every image in our data. We use self-
critical sequence training (SCST) to generate an image caption (or multiple image captions)
1For example, training and inference can be complete using Google Colab, a free resource that offers the
use of one GPU.
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Figure 3.5: An overview of the MARMOT architecture. MARMOT uses a pretrained image
model to extract image features from the input image. The model flattens these image
features and passes them into the encoder-decoder layer of the transformer decoder. Image
captions are generated using a pretrained image captioner. During modality translation,
the image captions are the input into the BERT decoder. At the encoder-decoder attention
layer of the BERT decoder, the image captions attend to the image. The output of the
BERT decoder is called the “translated” image. This “translated” image is then jointly
inputted with the text, image captions, and the [CLS] token into the BERT encoder. The
joint representation is either the first outputted vector corresponding to the [CLS] token (in
black) or the average of the rest of the output vectors (in gray).
for each image (Rennie et al., 2016), although any pretrained image captioner will suffice.2
Generally, multiple captions are used because, during inference, pretrained image captioners
may produce different captions that focus on different aspects of the image.
3.3.3 Modality Translation
Modality translation captures the spirit of pretraining used in other multimodal models
such as VisualBERT (Li et al., 2019) without having to further pretrain the model on an
image annotations dataset or the data for our task of interest. It also means not having
to experiment to find which pretraining dataset works best (Singh et al., 2020). Recall
that the goal of pretraining with an image annotations dataset in multimodal models is
2See Section 3.8.7 in the Supplemental Information for more details about SCST.
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to adapt the underlying transformer-based pretrained language model (usually BERT) to
accept both image and text features and learn patterns between image features and text
features. VisualBERT’s pretraining tasks reflect these goals: the masked language model
with images aims to predict masked out words using the image and the unmasked text, while
the sentence-image prediction aims to predict which caption actually belongs to an image
(Li et al., 2019). Other models with a pretraining step use similar pretraining tasks.
Instead of pretraining BERT with an image annotations dataset, we provide BERT with
explicit image captions generated in the previous step from a pretrained image captioner.
A transformer decoder initialized with pretrained BERT weights learns the relationship
between the image and the image captions. Inspired by neural translation models (see Figure
3.2), this step aims to “translate” the image features to text features. Simply inputting text
and image features directly into a pretrained BERT model without multimodal pretraining is
problematic because their input representations have different levels of abstraction (Lu et al.,
2019). A learning rate that is too low will better preserve the general language understanding
of BERT but learn too little from the image features; a learning rate that is too high will
damage the BERT language model’s pretrained weights. The image translation step maps
the image features to the relevant parts of the text feature subspace to avoid this issue.
To implement image translation, we use a 1× 1 convolution over the activation map z to
create a new feature map z′ ∈ Rd×7×7 (if using ResNet-50 or ResNet-152), where d = 768
if using BERTbase or d = 1024 if using BERTlarge. The decoder expects a sequence of
vectors as input, so we collapse the spatial dimensions of z′ into one dimension, resulting in
a z′′ ∈ Rd×49 feature map. The image feature map z′′ is inputted at the encoder-decoder
layer of the BERT decoder. At the encoder-decoder layer, the image caption attends to the
image, decoding the 49 d-dimensional vectors in parallel. In essence, this layer re-expresses
the word embedding of each word in the image caption as a weighted sum of image features.
The output of the BERT decoder is called the “translated” image.
3.3.4 Pretrained Language Model
The text, image captions, and “translated” image feature map are inputted into a transformer
initialized with BERT weights. We distinguish text, image captions, and “translated” image
features using different token type embeddings. Because only two token type embeddings
are pretrained by BERT, we initialize the third token type embedding as the average of the
two pretrained token type embeddings and add N(0, 0.0001) noise to each dimension of the
embedding. The model uses 0-indexed position embeddings for each segment, meaning it
starts counting from position 0 for each segment. Lastly, we append the [CLS] token to the
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beginning of the sequence, which acts as an embedding of the observation.
The BERT encoder outputs the joint image-text representation. The representation is
either the average across all outputted vectors (the gray outputs in Figure 3.5) or the first
outputted vector that corresponds to the [CLS] token (the black output in Figure 3.5); the
choice is a hyperparameter. In our applications, we find the averaging approach typically
works slightly better than using the output vector corresponding to the [CLS] token.
3.3.5 Missing Modalities
To handle missing modalities, we use attention masks. Recall, from Equations 3.3, 3.4, and











We can set the weight w′ij to −∞ for observations of vj that need to be excluded from
calculating zi; this effectively sets wij to 0. This is a mechanism called masking (Vaswani
et al., 2017). Masking is typically used for translation tasks when one does not want the
attention mechanism to “peek” ahead and batching together texts of unequal lengths.
We take advantage of masking by simply masking out the missing modality in the pre-
trained language model step. As a concrete example, a dataset may contain observations
that all have text, but some are missing an image. We can associate a dummy image and
dummy image caption with observations that are missing images. We can mask out the
translated dummy image and dummy image caption when they are inputted into the BERT
encoder. Backpropagation updates the parameters in the BERT encoder using only the text
and does not update the parameters in the BERT decoder in modality translation, as the
attention masks block the flow of gradients.
3.4 Application 1: Election Incidents Reported on
Twitter During the 2016 U.S. General Election
3.4.1 Dataset Background
Mebane et al. (2018) collected a dataset of tweets that reported election incidents during
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the 2016 U.S. general election. An election incident is an individual’s personal experience
with voting or some other activity in the election. Tweets came between October 1, 2016
and November 8, 2016. The dataset has a binary outcome variable indicating whether the
tweet was a reported incident or not. Among the tweets that were classified as an election
incident, Mebane et al. (2018) also include a deeper breakdown about what type of incident
it was. The categories are line length/waiting time/polling place overcrowding, polling place
event, electoral system, absentee/mail-in/provisional ballot issue, and registration. These
categories are then further broken down into subcategories, which are adjectives character-
izing the categories. Definitions of the subcategories can be found in Section 3.8.9 in the
Supplemental Information; exact definitions of the categories can be found in Mebane et al.
(2018). Human coders of the Twitter data examined all modalities to assign labels.
In this section, we focus only on the multilabel classification part of the data processing.
Of the total 4,018 tweets labeled with categories and subcategories, 1,741 tweets included at
least one image. We used 80% of the dataset for hyperparameter selection and training and
set aside the remaining 20% of the dataset as a test set.
3.4.2 Results
Mebane et al. (2018) use a text-only ensemble classifier consisting of logistic regression,
multinomial näıve Bayes, and linear support vector machine. Mebane et al. (2018) binarize
each category and subcategory, meaning that they treat every category and the subcategories
under each category as individual binary classification problems. The ensemble classifier only
uses text features from the tweets, ignoring all images. Mebane et al. (2018) also append
the date and location of the tweet to the text of the tweet.
We take the same approach to make results comparable to results found in Mebane
et al. (2018): we also binarize each category and subcategory and we append the date and
location of the tweet to the text of the tweet. MARMOT representations were classified
using a two-layer feedforward neural network with a ReLU activation function and we used
the cross-entropy loss function. Section 3.8.10 in the Supplemental Information contains
information about hyperparameters. Results from the ensemble classifier and MARMOT
are in Table 3.1; the results are expressed as F1 scores over the positive class. If a tweet had
an image, three image captions were generated using self-critical sequence training.
MARMOT outperforms the ensemble classifier on all categories and subcategories except
for “Line Length: No crowd or no line.” In that specific subcategory, MARMOT matches
the performance of the text-only ensemble classifier. There are improvements in the F1
scores where we would intuitively expect images to play a role, such as in the short and long
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Ensemble MARMOT Support # Pictures
Not an Incident 0.66 0.72 1149 330
Line Length 0.91 0.92 1045 440
(a) No crowd or no line 0.61 0.61 85 36
(b) Small crowd or short line 0.21 0.30 91 31
(c) Large crowd or long line 0.82 0.88 869 373
Polling Place Event 0.78 0.82 1477 721
(a) Did not function as expected 0.08 0.49 86 19
(b) Neutral observation 0.47 0.63 481 255
(c) Functioned properly 0.63 0.68 910 447
Electoral System 0.63 0.67 596 244
(a) Did not function properly 0.05 0.15 89 28
(b) No comment on function 0.65 0.73 473 211
Absentee / Mail-in Voting Issue 0.87 0.88 1702 748
(a) Did not function properly 0.34 0.53 121 28
(b) Neutral observation 0.60 0.71 613 296
(c) Functioned properly 0.70 0.77 968 424
Registration 0.85 0.88 475 190
(a) Not able to register 0.17 0.62 59 9
(b) Neutral observation 0.84 0.86 339 166
(c) Able to register 0.50 0.69 77 15
Table 3.1: Binarized classifier performance across the ensemble classifier and MARMOT over
the election incidents dataset with 4,018 tweets. Categories are in bold, while subcategories
are listed with letters. Results of the ensemble classifier and MARMOT are over a test set
that is 20% of all tweets and the results are F1 scores on the positive class. For a definition
of the F1 metric, refer to Section 3.8.5 in the Supplemental Information. The total number
of observations (across both the training and test sets) that belong to each category and
subcategory is noted in the third column. The total number of images (across both the
training and test sets) for each category and subcategory is noted in the fourth column.
The results of the ensemble classifier come directly from Mebane et al. (2018). Numbers are
rounded to two decimal places because the results of the ensemble classifier were originally
reported to only two digit places.
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line subcategories under the “Line Length” category. There are also improvements in some
subcategories that contain few images. For example, the text-only ensemble classifier strug-
gled with the subcategory “Polling Place Event: Did not function as expected.” MARMOT
performed significantly better, despite the subcategory containing very few images: only 19
of the 86 tweets in this subcategory had an image. In other words, it is not immediately
apparent that all improvements are the direct result of including images. MARMOT uses
BERT, which consistently outperforms other text classifiers as well (Devlin et al., 2018). We
turn to look at model variants to examine this possibility.
3.4.3 Model Variants
We look at two variants of the model: the first uses only the text from each observation
with the standard BERT encoder, and the second uses the text and image captions with the
BERT encoder but does not use the translated image. The results of the two model variants,
along with the full MARMOT model, are in Table 3.2, which details the F1 score over the
positive class for each model variant.
We can attribute many of the improvements over the text-only ensemble classifier baseline
to BERT. For example, most of the improvements in the category “Line Length: Large crowd
or long line” came from BERT. The inclusion of images did offer an improvement in the F1
score in several subcategories—namely, “Not an Incident,” “Line Length: No crowd or no
line,” “Line Length: Small crowd or short line,” “Polling Place Event: Did not function as
expected,” “Polling Place Event: Functioned properly,” “Electoral System: Did not function
properly,” “Absentee / Mail-in Voting Issue: Did not function properly,” “Absentee / Mail-
in Voting Issue: Neutral observation,” and “Registration: Able to register.” Therefore, not
all performance gains over the text-only ensemble classifier baseline resulted from using a
more powerful text representation architecture.
The lack of an image may help MARMOT to predict many more tweets correctly. Recall
that MARMOT deals with a missing image in an observation by masking out a dummy
image. The learned representation is different for observations that only have text versus
observations with both an image and text. The differences in these representations can be
a pattern differentiating a positive classification from a negative classification. MARMOT
may be helpful in both situations where images play a role in an observation’s classification








Not an Incident 0.65 0.71 0.72
Line Length 0.92 0.92 0.92
(a) No crowd or no line 0.44 0.44 0.61
(b) Small crowd or short line 0.21 0.19 0.30
(c) Large crowd or long line 0.86 0.87 0.88
Polling Place Event 0.81 0.81 0.82
(a) Did not function as expected 0.36 0.41 0.49
(b) Neutral observation 0.55 0.58 0.63
(c) Functioned properly 0.65 0.65 0.68
Electoral System 0.66 0.65 0.67
(a) Did not function properly 0.11 0.11 0.15
(b) No comment on function 0.72 0.72 0.73
Absentee / Mail-in Voting Issue 0.87 0.87 0.88
(a) Did not function properly 0.42 0.49 0.53
(b) Neutral observation 0.67 0.67 0.71
(c) Functioned properly 0.77 0.77 0.77
Registration 0.89 0.87 0.88
(a) Not able to register 0.50 0.52 0.62
(b) Neutral observation 0.88 0.85 0.86
(c) Able to register 0.65 0.63 0.69
Table 3.2: Results of MARMOT model variants over the election incidents dataset with 4,018
tweets. The first column reports the F1 scores over each binarized category or subcategory
from a model using a pretrained BERT encoder with only text input. The second column
reports the results from a model using a pretrained BERT encoder with text and image
captions as inputs, but does not use the translated image. The third column reports the
results from the full MARMOT model.
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3.4.4 Examples of Successful Classifications
We take a qualitative look at some of the classifier results using the MARMOT representa-
tions to understand better the strengths of the MARMOT multimodal representations.
3.4.4.1 Line Length: Large Crowd or Long Line
MARMOT outperformed the text-only ensemble classifier in the large crowd or long line
subcategory. Figure 3.6 shows examples of tweets that were correctly classified as long lines
at polling places by MARMOT.
“Line to vote in astoria queens.”
“The line for first day of early voting, Richard-
son TX”
Figure 3.6: Two example tweets of long lines at polling stations.
The text-only BERT classifier, however, also correctly classified most of these types of
examples. MARMOT only did marginally better in this subcategory in terms of the F1
score. Plausibly, the text-only models can learn to classify any tweet mentioning a line at
a polling station as a report of a long line at a polling station. However, we can see that
MARMOT is slightly more nuanced than that. Figure 3.7 is an example of a tweet that
reports a long line at a polling place. It notes that the polls are open in Georgia, but it did
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not refer to Peachtree Corners as a polling place. The image depicts a scene where there
is a long line at a polling station, indicated by the “Vote Here” sign. The text-only BERT
classifier misclassified this tweet, while MARMOT correctly classified the tweet as depicting
a long line at a polling place.
Figure 3.7: “Polls are open in GA. Proud to cast my ballot. Longest line ever seen in
Peachtree Corners!”
3.4.4.2 Polling Place Events: Functioned Properly
Images play a role in classifying tweets of polling places functioning correctly, particularly
tweets involving people smiling after voting. Figure 3.8 contains two example tweets of
polling places functioning correctly. In the first example, the person advocates for voting
but does not directly indicate with the text that he successfully voted. The image depicts
a person with an “I Voted” sticker on his arm, indicating that he was successful in voting
and thus that a polling place functioned correctly. The text-only classifier failed to classify
this observation as polling place functioning correctly, while MARMOT correctly classified
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this tweet as a tweet indicating a polling place functioning correctly. In the second example,
the individual reports that he was honored to vote and included a picture of himself smiling.
The text indicates that he voted at a polling station but does not describe his experience; the
picture, on the other hand, indicates that he was happy to vote, suggesting that the polling
place functioned correctly. MARMOT correctly classifies this tweet as a tweet indicating a
polling place functioning correctly; the text-only classifier, however, misclassified this tweet.
“#Voting makes you #Stronger. #Vote
The work doesn’t stop after today.”
“I felt the same way as I arrived to the
polling station. As an immigrant, Im hon-
ored to be able to vote.”
Figure 3.8: Two example tweets of polling places functioning correctly.
3.5 Application 2: Hateful Memes
There is increasing interest in social sciences and computer science around detecting and
analyzing hate speech on social media. Siegel et al. (2019) looked at 750 million tweets and
did not find an increase in hate speech or white nationalistic language on Twitter. Siegel
& Badaan (2020) examine what counter-speech initiatives are most effective at reducing
sectarian hate speech online. MacAvaney et al. (2019) and Davidson et al. (2017) examine
the machine learning approaches to detecting hate speech on social media.
The Hateful Memes dataset aims to help develop models that more effectively detect
multimodal hateful content. Besides being a well-curated dataset for building models that
detect multimodal hate speech, the Hateful Memes dataset is also useful for comparing how
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MARMOT performs against the state-of-the-art multimodal models because every observa-
tion has both text and image. We find that MARMOT shows significant improvements over
the results of benchmark state-of-the-art multimodal models on this classification problem,
suggesting that MARMOT does not lack performance over other multimodal classifiers even
though it does not require pretraining on an image annotations dataset and it can calculate
representations for observations missing modalities.
3.5.1 Dataset Background
Facebook Research recently released the Hateful Memes dataset to develop and test mul-
timodal models (Kiela et al., 2020). This dataset was also used in the Hateful Memes
challenge.3 Kiela et al. (2020) define hate as follows: “A direct or indirect attack on people
based on characteristics, including ethnicity, race, nationality, immigration status, religion,
caste, sex, gender identity, sexual orientation, and disability or disease. We define attack
as violent or dehumanizing (comparing people to non-human things, e.g. animals) speech,
statements of inferiority, and calls for exclusion or segregation. Mocking hate crime is also
considered hate speech.”
The problem requires a multimodal model to solve because the image and text may, on
their own, not be hateful, but the combination of the two may be hateful. To give an example
of an unkind (but not hateful) meme that captures this idea, consider an image of a skunk
paired with the text, “Love the way you smell today.” Neither the text nor the image is
mean on its own. However, the combination of the two modalities makes it an unkind meme.
The dataset contains 10,000 memes. The validation set is 5% of the data, the test set
is 10% of the data, and the rest of the data is set aside as training data. Most memes
were actually found on Facebook, but they also created a set of benign confounders, which
are artificially-created memes based on an actual hateful meme that has been made non-
hateful by replacing the image or replacing the text. In total, there are five types of memes
in the dataset: multimodal hate, where the text and image on their own are not hateful
but are hateful when paired together; unimodal hate, where the text or image (or both)
are already hateful on their own; benign text confounders; benign image confounders; and
random non-hateful examples. Multimodal hate makes up 40% of the data, unimodal hate
makes up 10% of the data, benign text confounders make up 20% of the data, benign image
confounders make up 20% of the data, and 10% of the data are random non-hateful. The
dataset, however, does not specify which observations belong to which categories, meaning
3For more information about this challenge, see https://ai.facebook.com/blog/
hateful-memes-challenge-and-data-set/.
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we could not use the type of meme as part of the classification process.4 The outcome of
interest is whether a meme is hateful or not. The Hateful Memes dataset has 5,000 hateful
memes and 5,000 non-hateful memes.
3.5.2 Results
For MARMOT, we used a two-layer feedforward neural network with a ReLU activation
function as the classifier and we used the cross-entropy loss function. We generated three
captions for each image using self-critical sequence training. For information about hyperpa-
rameter selection, see Section 3.8.11 in the Supplemental Information. The accuracy learning
curve of MARMOT over the validation set, used to assess potential overfitting, can be found
in Section 3.8.12 in the Supplemental Information. Kiela et al. (2020) provide results over
the test set for many multimodal models, including ViLBERT, VisualBERT, and MMBT,
which are state-of-the-art multimodal classifiers. Results over the test set can be found in
Table 3.3. Results over the validation set can be found in Section 3.8.13 in the Supplemental
Information.
MARMOT outperforms the benchmark state-of-the-art multimodal classifiers on both
accuracy and area under the receiver operating characteristic curve (AUC).5 MARMOT
also outperforms the pretrained variants of ViLBERT and VisualBERT. MARMOT does
not trade off performance on classification problems to accommodate potentially missing
modalities—it can perform just as well, if not better, than the baseline state-of-the-art
multimodal models while still retaining this critical property that makes it useful for social
science research. MARMOT’s accuracy improves further when MARMOT is used in a deep
ensemble, which uses the majority predicted class across 11 separate iterations of MARMOT
(Lakshminarayanan et al., 2017). In the Hateful Memes challenge, MARMOT finished in
the top 1% of all contestants.6
4The noted existence of these meme category types was a significant issue during the Hateful Memes chal-
lenge. Some contestants designed architectures to predict the category of each meme in the dataset. These
category-specific architectures led to extraordinary performances that far exceeded human coder baselines.
As these category types would not exist in any real-life setting involving memes, our approach does not
attempt to infer the category types of each meme as part of the prediction pipeline.
5Intuitively, AUC is the probability that a classifier will rank a randomly chosen positive example over a
randomly chosen negative example. For a more detailed set of definitions of the performance metrics, refer
to Section 3.8.5 in the Supplemental Information.
6Placement in the challenge was based on AUC.
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Model Accuracy AUC
Image - Grid 0.5200 0.5263
Image - Region 0.5213 0.5592
Text BERT 0.5920 0.6508
Late Fusion 0.5966 0.6475
Concat BERT 0.5913 0.6579
MMBT - Grid 0.6006 0.6792
MMBT - Region 0.6023 0.7073
ViLBERT 0.6230 0.7045
VisualBERT 0.6320 0.7133
ViLBERT CC 0.6110 0.7003
VisualBERT COCO 0.6473 0.7141
MARMOT 0.6760 0.7530
MARMOT - Deep Ensemble 0.6920 0.7493
Table 3.3: Accuracy and area under the receiver operating characteristic curve (AUC) perfor-
mance metrics across the 11 baseline models, MARMOT, and MARMOT in a deep ensemble
over the test set of the Hateful Memes dataset. For definitions of these metrics, refer to Sec-
tion 3.8.5 in the Supplemental Information. “Grid” means that image features derived from
ResNet-152 were used as input features. “Region” means that segmented image features are
derived using Faster R-CNN (Ren et al., 2015), rather than the entire image, were used as
input features. Concat BERT means that BERT embedding features were concatenated with
image features. Results are over the test set, which is 1,000 memes. VisualBERT COCO
means that VisualBERT was pretrained over the MS COCO dataset (Lin et al., 2014). ViL-
BERT CC means ViLBERT was pretrained over the Conceptual Captions dataset (Sharma
et al., 2018). “Deep Ensemble” means that the final prediction for each observation was the
majority predicted class across 11 iterations of MARMOT.
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3.5.3 Model Variants
We analyze two variants of the model: the first uses only the text from each observation
with BERT and the second uses the text and the image captions with BERT but not the
translated image. The results of the two model variants are in Table 3.4.
Model Variant Accuracy AUC
BERT with Text Only 0.5920 0.6508
BERT with Text and Image Captions 0.6510 0.7469
MARMOT 0.6760 0.7530
MARMOT - Deep Ensemble 0.6920 0.7493
Table 3.4: Results of the MARMOT model variants over the test set of the Hateful Memes
dataset. The first model variant uses only the text; the result is taken directly from Kiela
et al. (2020). The second model variant uses the text and image captions generated during
modality translation, but the translated image is not used. The third model variant is the
full MARMOT model. The fourth model variant is MARMOT used in a deep ensemble.
The addition of the generated image captions accounts for most of the improvement over
using the text alone with a BERT model: there is a 9 point improvement in AUC and a 6
point improvement in accuracy with the image captions. As the captions are text, BERT
can easily learn the relationships between the text and the image captions. There is a
further improvement when using the full MARMOT model, especially in terms of accuracy.
Image translation can capture additional information about the image that is useful for the
detection of hateful memes.
3.5.4 Examples of Successful Classifications
To more intuitively understand how MARMOT is classifying the memes as hateful or not, we
qualitatively look at a few classification examples where MARMOT was successful. Please
note that some of these examples may contain sensitive or offensive content.
The most difficult memes to classify as hateful are the multimodal hate memes. These
are the memes where the text alone is not hateful, and the image alone is not hateful, but
when put together the meme becomes hateful. Figure 3.9 shows an example of a multimodal
hateful meme which MARMOT correctly classified as hateful.
The model may learn that the use of the words “dishwasher” or “sandwich maker” in a
memes setting usually implies that the meme is misogynistic. After all, across the training
and validation datasets, most of the memes containing the phrase “dishwasher” or “sandwich
maker” are hateful. To further demonstrate evidence that the model is learning relationships
between the image and the text, we first look at an example, shown in Figure 3.10, consisting
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Figure 3.9: An example of a multimodal hateful meme. This meme was correctly classified
by MARMOT as hateful. ©Getty Images.
of three memes. The memes on the left and in the center have the same image but different
text (benign text confounder). The memes on the left and the right have different images
but the same text (benign image confounder). MARMOT correctly classifies the first meme
on the left as hateful and correctly classifies the meme in the center and on the right as
non-hateful.7
Figure 3.10: An example of a multimodal hateful meme with a benign text confounder
counterpart and benign image confounder counterpart. MARMOT correctly classifies the
meme on the left as hateful and the meme in the center and on the right as non-hateful.
©Getty Images.
To take this analysis one step further, we create visualizations of the attention weights of
the BERT encoder used in the last stage of MARMOT.8 To be clear, these visualizations do
7Specifically, the probability of each meme being hateful, using MARMOT, is 0.929, 0.0008, and 0.013,
respectively.
8Because of computational constraints, these visualizations could not be created for tweets of election
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not causally show why MARMOT correctly classified a specific observation; in other words,
we are not trying to learn about intent or meaning behind how the MARMOT representations
are constructed. Instead, these visualizations show that MARMOT can learn important
associations between the image and text. Figure 3.11 shows the attention weights of the
12th attention head of the 10th transformer layer in the BERT encoder. The line weight
reflects the attention weight between the attending tokens and the attended tokens. In the
hateful example (the meme on the left in Figure 3.10), the token “russian” from the text of
the meme shares a high attention weight with the token “cow” from the image caption.9 In
the non-hateful benign text confounder example (the meme in the center in Figure 3.10), the
token “i” from the text of the meme shares a lower attention weight with the token “cow”
from the image caption compared to the hateful example. In the non-hateful benign image
confounder example (the meme on the right in Figure 3.10), there is essentially no attention
weight learned between the token “russian” and the image caption. The attention weights
suggest that MARMOT learns different relationships among the images and text between
the hateful and non-hateful examples, even when the text or image is the same.
We look at another example, shown in Figure 3.12 where the text is the same, but the
images are different. MARMOT, again, correctly classifies the meme on the left as hateful
and correctly classifies the meme on the right as non-hateful.10
To take a closer look at what the model learns between the image and the text, we again
create visualizations of the attention weights of the BERT encoder used in the last stage of
MARMOT. Figure 3.13 shows the attention weights of the 12th attention head of the 10th
layer in the BERT encoder. Again, the line weight reflects the attention weight between
the attending tokens and the attended tokens. In the hateful example, the token “dish”
shares a high attention weight with the token “woman” from the image caption. In the non-
hateful example, the token “dish” shares a high attention weight with the token “man” from
the image caption. Again, the attention weights suggest that MARMOT learns different
relationships among the images and text between the non-hateful and hateful examples,
even when the text is the same.
3.6 Conclusion and Future Directions
Labeling is usually required to identify posts of interest for most content analyses of social
media posts. Human coders usually consider image and text if both are available. However,
incidents during the 2016 U.S. general election.
9Self-critical sequence training misidentifies the animal in the picture as a cow.
10Specifically, the probability of each meme being hateful, using MARMOT, is 0.987 and 0.225, respec-
tively.
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Figure 3.11: A visualization of the attention weights from the 12th attention head of the 10th
layer of the BERT encoder from the last step of MARMOT for the three memes from Figure
3.10. The visualizations on the left, center, and right correspond with the left, center, and
right memes, respectively, from Figure 3.10. The line weight indicates the attention weight.
Visualizations were created using the package described in Vig (2019). The token “Img Feat”
indicates an inputted image feature, which does not translate to a word token.
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Figure 3.12: An example of a multimodal hateful meme with a benign image confounder
counterpart. MARMOT correctly classifies the meme on the left as hateful and the meme
on the right as non-hateful. ©Getty Images.
automated machine approaches are almost always unimodal, focusing exclusively on either
the text or images. This can create potential biases in downstream analyses of the machine
classified data. Ways of representing text or image as quantitative features are well-known
in the computer science literature, but multimodal representations—joint representations
of image and text—are still a budding field in computer science. Many state-of-the-art
multimodal models require that every observation have both image and text and require
extensive pretraining on image annotation datasets. The computational costs and the re-
ality that many datasets of interest for social scientists contain observations with missing
modalities render these state-of-the-art multimodal models essentially unusable.
We present a new method that calculates joint image-text representations called multi-
modal representations using modality translation, or MARMOT, to solve both issues. It
eschews pretraining, meaning that training and inference can be completed with minimal
computational resources. It also leverages off-the-shelf pretrained models: good performance
results can be achieved on relatively small datasets. Lastly, it can calculate representations
for observations missing modalities.
Specifically, we first note that the pretraining over image annotation datasets used in
models such as VisualBERT (Li et al., 2019) is done to adapt the underlying BERT model
to accept both image and text features, rather than only the text features it was initially
pretrained on, and to relate image features with text features. Additional pretraining with
the data of interest is done to adapt further the model to the target domain.
To capture the same spirit of this process without undergoing the computationally ex-
pensive pretraining procedure, we develop a process called modality translation. First, we
generate image captions directly using a pretrained image captioner. To learn patterns
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Figure 3.13: A visualization of the attention weights from the 12th attention head of the
10th layer of the BERT encoder from the last step of MARMOT for the two memes from
Figure 3.12. The visualizations on the left and right correspond with the hateful and non-
hateful memes, respectively, from Figure 3.12. The line weight indicates the attention weight.
Visualizations were created using the package described in Vig (2019). The token “Img Feat”
indicates an inputted image feature, which does not translate to a word token.
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between the image and its image caption, we use a transformer decoder initialized with pre-
trained BERT weights. The image captions are inputted into the BERT decoder, and the
image features, derived from a pretrained image model, are inputted at the encoder-decoder
attention layer. This process calculates what we call the translated image.
After obtaining the image caption and the translated image through modality translation,
we jointly input the text of the observation, the text of the image caption, and the translated
image as one sequence into the transformer encoder initialized with pretrained BERT weights.
The three parts of the sequence are differentiated using different token type embeddings. The
joint representation is either the outputted vector corresponding to the [CLS] token or the
average across all vectors of the outputted sequence.
We apply MARMOT to two classification tasks: classifying tweets of election incidents
during the 2016 U.S. general election (Mebane et al., 2018) and identifying hateful memes
(Kiela et al., 2020). In the election incidents dataset, all observations have text, but only
some have images. MARMOT outperforms the ensemble classifier found in Mebane et al.
(2018) in 19 of 20 categories in multilabel classifications of tweets (and equals the perfor-
mance in the last category). However, with the election incidents dataset, we cannot use
other state-of-the-art multimodal classifiers because some observations do not contain an
image. We turn to the Hateful Memes dataset, where all observations have both text and
image. MARMOT improves upon the benchmark state-of-the-art multimodal models in
terms of accuracy and area under the receiver operating characteristic curve (AUC), even
outperforming pretrained multimodal classifiers. MARMOT improves the best result set by
VisualBERT in terms of accuracy from 0.6473 to 0.6760 and in terms of AUC from 0.7141
to 0.7530. Using MARMOT in a deep ensemble further improves accuracy to 0.6920. Qual-
itatively looking at examples from the test set, MARMOT can correctly classify multimodal
hate memes—the memes where the text alone and the image alone are not hateful but com-
bined are hateful. Visualizations of the attention weights used in the BERT encoder, the final
stage of MARMOT, further suggest that the architecture is learning important associations
between the text and image when making predictions. Thus, MARMOT does not trade off
performance on classification problems to accommodate missing modalities. It performs just
as well if not better than benchmark state-of-the-art multimodal models while having this
key property that makes it useful for political science, communications, and social media
research.
There are still many future directions for this project. Numerous methodological details
still require experimentation, such as using newer pretrained language models, using image
regions derived from a pretrained image segmentation model such as Faster R-CNN (Ren
et al., 2015) instead of image features from ResNet, using different training strategies, and
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using MARMOT in conjunction with other pretrained vision-and-language models if all
observations have both image and text. We also aim to extend MARMOT to non-social
media applications, such as multimodal elements in newspapers and other forms of media.
We have also not used MARMOT representations in any substantive applications, such as
using the predictions in a regression framework. In a regression framework, MARMOT can
be potentially used in two ways. First, the predictions from using MARMOT representations
can be used as a covariate. Second, the predictions from using MARMOT representations
can be used as an outcome variable. Using the predictions using MARMOT representations
as either the outcome variable or covariate without any adjustments can lead to bias or
uncontrolled variance. Fong & Tyler (2020) discuss how to adjust machine predictions when
used as covariates, and Wang et al. (2020) discuss how to adjust machine predictions when
used as the outcome variable. The two frameworks apply to machine prediction pipelines
generally, meaning such frameworks can be jointly used with MARMOT to make its predic-
tions useful in substantive applications.
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3.8.1 Feedforward Neural Networks
Define a single-layer feedforward neural network as s = XW1, where X is the design matrix
of dimension N × d and W1 is d× C, where N is the total number of observations, d is the
total number of input features, and C is either 1 when using neural networks for regression
problems or C is the total number of classes that an observation can belong to. Including
a column of 1’s in the design matrix adds a bias term. This produces a score matrix s
of dimension N × C. In a classification problem, each row contains the raw scores of an
observation belonging to each class c. The argmax of each row is the predicted class.
We can plausibly give this network more representational power by using a second weight
function, W2, of dimension k × C, and redefining W1 as a d × k matrix, where k is a
dimension that we can choose and is often referred to as the number of hidden neurons.
This is known as a two-layer neural network. Notice that we cannot simply define the two-
layer neural network as s = (XW1)W2, because this simply collapses back into a single-layer
neural network: s = (XW1)W2 = XW where W = W1W2 and has dimensions d × C.
Instead, we introduce a nonlinear function, f , called the activation function. This nonlinear
function is applied pointwise. We can then properly define the two-layer neural network
as s = f(XW1)W2. Popular options for f include the inverse tan function, the sigmoid
function, σ(x) = 1
1+e−x
, and the ReLU function, ReLU(x) = max(0, x). Because of its
simplicity and its empirically-determined robustness, the ReLU function is the most popular
activation function.
A three-layer neural network would be similarly defined: redefine W1 as a d× k1 matrix,
redefine W2 as a k1 × k2 matrix, and define W3 as a k2 × C matrix; here, k1 and k2 are the
number of hidden neurons. Then, s = f(f(XW1)W2)W3. s is ultimately still an N × C
matrix, with prediction carried out in the same way as the single-layer neural network.
The ultimate goal of the model is to have weights that minimize prediction errors. To do
this, we need a measure of how well the model predicts and a way to update the weights of the
network such that it reduces prediction errors. A loss function quantifies how well the model
performs by comparing predictions with ground truth data. Popular loss functions include
the cross-entropy loss function for classification problems and the mean squared error for
regression problems. We can then use backpropagation (Rumelhart et al., 1986) to calculate
the gradient of the loss function: we calculate the gradient of the loss function with respect
to each weight one layer at a time, iterating from the last layer to the first layer. Weights
are then updated using a gradient descent step.
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3.8.2 Residual Connections
Theoretically, a deeper neural network should be able to perform just as well as a shallower
neural network. A deeper network can imitate a shallower network by copying over the layers
of the shallower network and setting the additional layers to the identity mapping. But He
et al. (2015) observe that deeper networks often perform worse than shallower networks.
They argue that as a neural network increases in layers it is harder for information from
shallower layers to propagate to deeper layers. To solve what they call the degradation
problem, they propose a very simple solution: after a set of layers F (x), we sum the initial
input x and the learned mapping F (x). In other words, this set of layers outputs F (x) + x
instead of H(x). This allows information from shallower layers to propagate forward more
easily. It is called a residual connection because the layers learn the residual, or information
not immediately learned from x directly. Although simple in concept, residual connections
allowed much deeper networks to be trained.
3.8.3 Layer Normalization
Gradients with respect to weights in one layer are dependent on the outputs of the previous
layer. This can cause the distribution of the parameters of one layer to shift in a way that
affects the quality of learning for deeper layers. A normalization procedure, such as layer
normalization, can reduce covariate shift (Ba et al., 2016). Layer normalization normalizes
















where xik is the kth feature of the ith sample and K is the total number of features. The
last step is to scale and shift x̂i by γ and β, respectively, which are learnable parameters:
LNγ,β(xi) = γx̂i + β.
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3.8.4 Additional Details About BERT
There are two variants of BERT. BERTbase is 12 transformer encoder blocks stacked, while
BERTlarge is 24 transformer encoder blocks stacked. The former uses embeddings with 768
dimensions, while the latter uses embeddings with 1,024 dimensions. BERTbase is 110 million
parameters, while BERTlarge is 340 million parameters. BERT takes as input a sequence of
WordPiece embeddings (Wu et al., 2016).
In MLM, 15% of words are masked out and BERT must predict what the masked out
word is. In NSP, pairs of sentences are inputted. Half of these pairs’ second sentence is the
sentence that follows the first sentence in the original corpus; the other half contains sentences
randomly paired together. BERT must predict if the second sentence actually follows the
first sentence in the original corpus. This prediction is made using the corresponding output
vector for the [CLS] token.
Popular word embedding methods such as word2vec or GloVe embeddings (Pennington
et al., 2014) are context-free, meaning that each word is assigned a fixed embedding irre-
spective of its context. For example, the word2vec embedding for the word “trump” would
be the same in the sentences “I support Donald Trump” and “She played the trump card,”
despite the fact that “trump” has different meanings in each sentence. In other words,
word2vec or GloVe word embeddings cannot map multiple vectors for polysemous words in
a self-supervised fashion. BERT embeddings, on the other hand, are context-dependent: the
BERT embedding for a given word is different for each context. The self-attention mechanism
within the transformer encoder outputs a word embedding that, in essence, is a weighted
average of all the other word embeddings of words in the document. The word embedding
for “trump” in each sentence would be different.
3.8.5 Definition of Evaluation Metrics
3.8.5.1 Accuracy, Precision, Recall, and F1 Score
In binary classification problems, predictions are either for the positive or negative class. We
can evaluate our predictions against the ground truth using the terms true positives (TP),
true negatives (TN), false positives (FP), and false negatives (FN). False positives are known
as Type I errors, while false negatives are known as Type II errors. With the predictions
sorted into one of these four categories, we can calculate accuracy, precision, recall, and the
F1 score. The metric most important to consider varies from problem to problem, although
the F1 score is often used as an overall metric of performance. Precision, recall, and F1 are
defined individually over each of the two categories. Macro and micro F1 are defined by

















F10 = 2 ·
Precision0Recall0
Precision0 + Recall0
F11 = 2 ·
Precision1Recall1
Precision1 + Recall1
Denoting N = N0 +N1, where N0 is the number of observations that belong to the negative











3.8.5.2 Area Under the Receiver Operating Characteristic Curve (AUC)
The receiver operating characteristic curve (ROC curve) plots the true positive rate (or
recall) against the false positive rate at various threshold settings. The true positive rate, or
TPR, is defined as TP
TP+FN
while the false positive rate, or FPR, is defined as FP
FN+TP
. When
we make a classification, notice that the model does not simply return a 1 or 0; instead,
it returns a probability that an observation belongs to the positive class. For example, we
usually classify any inputted observation that returns a probability greater than or equal
to 0.5 as the positive class. But this threshold is arbitrary. If we increase the threshold,
the true positive rate would drop but so would the false positive rate. If we decreased the
threshold, the true positive rate would rise but so would the false positive rate. See Figure
3.14 for an example of an ROC curve. An observation under the diagonal line signals worse-
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than-random; an observation on the line signals random guessing; an observation at (0,1)
indicates a perfect classifier—it has a perfect TPR and the FPR is 0.
Figure 3.14: Example of an ROC curve. Figure taken from https://www.statisticshowto.
com/receiver-operating-characteristic-roc-curve/.
A way of assessing the ROC curve is to measure the area under the curve, or AUC.
A perfect AUC would be 1, corresponding to the 90 degree curve that consists of a line
segment from (0,0) to (0,1) and a line segment from (0,1) to (1,1), indicating a perfect
classifier. More interestingly, the AUC can be shown to be equivalent to the Mann-Whitney
U statistic (Hastie et al., 2000). The AUC is equal to the probability that a classifier will
rank a randomly chosen positive instance higher than a randomly chosen negative instance.
Thus, the AUC can be interpreted as how well the classifier discriminates between the two
classes. For this reason, it is often the preferred metric over other metrics, like accuracy or
F1. Its major drawback is interpretability.
3.8.6 Additional Details about VirTex
Desai & Johnson (2021) propose pretraining a deep convolutional neural network (ConvNet)
using images and image captions. This differs from the typical approach of pretraining
ConvNets, which typically uses a large, labeled image dataset such as ImageNet (Deng
et al., 2009). Their goal is to learn high quality image representations while using much
fewer images. To do this, they jointly train a ConvNet and a transformer (Vaswani et al.,
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2017) using image-caption pairs. They use ResNet-50 as the ConvNet. The visual backbone
extracts image features, and then the transformer predicts the caption. The model is then
trained end-to-end from scratch. After this pretraining process, the ConvNet can be used
for downstream visual recognition tasks. See Figure 3.15 for an overview of the pretraining
setup.
Figure 3.15: The VirTex pretraining setup, as described in Desai & Johnson (2021). This
figure is taken directly from Desai & Johnson (2021).
3.8.7 Additional Details about Self-Critical Sequence Training
We use self-critical sequence training (Rennie et al., 2016) to calculate the image captions.
Deep generative models typically use a technique known as teacher-forcing, which maximizes
the likelihood of the next ground-truth word given the previous ground-truth words. This
creates a mismatch between training and testing—during testing, the previous generated
words are used instead of the previous ground-truth labels. Rennie et al. (2016) approach the
image captioning problem with a reinforcement learning framework. The recurrent models,
the LSTMs, are the “agents” that interacts with an external “environment” consisting of
words and image features. The parameters of the network define a policy pθ. When the
end-of-sentence token is generated, or EOS, the agent is given a “reward” that is computed
by evaluating generated caption with the ground-truth caption using some kind of a metric,
such as CIDEr. This model is pretrained on Microsoft COCO (Lin et al., 2014). We do not
further train this model; instead, we simply put the pretrained model in inference mode and
generated a caption (or multiple captions) per image.
3.8.8 Details on Training MARMOT
To train MARMOT, the following hyperparameter choices need to be made:
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• Using either BERTbase or BERTlarge; refer to the Section 3.8.4 in the Supplemental
Information for more information about BERTbase and BERTlarge. The primary differ-
ence is the number of encoder layers used to pretrain each model.
• The number of training epochs
• The learning rate
• The learning rate schedule
• The batch size
• The number of captions to use per image
• Whether to freeze certain parts of the architecture
• The details of the fully-connected classifier
In our applications, we use BERTbase, primarily because of computational constraints. We
select the training epochs from {3, 4}, the learning rate from {2× 10−5, 3× 10−5, 5× 10−5},
and the batch size from {16, 32}. The limited ranges of hyperparameters make grid searches
feasible. These are the same values suggested in Devlin et al. (2018). We use the cosine
learning rate schedule (Huang et al., 2017). We find that using 3 image captions generally
work well, with more captions typically worsening performance. Using the weighted Adam
optimizer (Kingma & Ba, 2014), as suggested in Devlin et al. (2018), generally works well.
Whether we freeze certain parts of the architecture depends on the application and grid
search feasibility. Wang et al. (2019) notes that part of the difficulty of training multimodal
models is that the image and text features are learned by the model at different rates.
One strategy to alleviate this issue is to freeze and unfreeze certain parts of the model at
different stages of training (Kiela et al., 2019). When a part of the model is frozen, the
parameters are not updated after the backwards pass. In the first few iterations, both the
transformer decoder of modality translation and the pretrained language model are frozen,
allowing the model to only have the ability to update the weights of the 1 × 1 convolution
over the image features and the pretrained image network. Then, the transformer decoder of
modality translation is unfrozen but the pretrained language model remains frozen. Lastly,
the pretrained model is unfrozen and the model is trained end-to-end.
Finetuning is also quite sensitive to the learning rate schedule, which is how the learning
rate changes as training progresses. We design a three-stage learning rate scheduler when
freezing certain parts of the architecture. The first 10% of the total training iterations
are dedicated to a warmup period, where the learning rate rises from 0 to the initial set
learning rate in a linear fashion. Then for the epochs where the transformer decoder of
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modality translation or pretrained language model are frozen the learning rate is fixed at
the initial set learning rate. When finetuning of the entire model occurs after the pretrained
language model is unfrozen, the learning rate decreases following the values of a cosine
function between the initial set learning rate to zero. Freezing the transformer decoder of
modality translation for 2 epochs and the pretrained language model for 4 epochs generally
worked well, and experimentation showed that more epochs where either part were frozen
did not yield improvements in performance.
The model is implemented in Python using PyTorch and HuggingFace’s transformers
library (Wolf et al., 2019).
3.8.9 Application 1: Definitions of Subcategories
The sub-bullet points indicate the subcategories that belong to a given category. More
detailed definitions for each category can be found in Mebane et al. (2018).
• Line length, waiting time, polling place overcrowding
– There was no crowd or line at the polling place
– There was a small crowd, short line, or wait
– The polling place was crowded or there was a long line or wait (20 minutes or
longer)
• Polling place event
– The polling place did not function as expected or information is incorrect
– The tweet describes the polling place without noting whether it or an aspect
functioned correctly or incorrectly
– The polling place did function correctly or information is correct
• Electoral system
– The electoral system did not function appropriately
– The tweet makes a neutral statement about the electoral system without an in-
dication of if it functioned appropriately
• Absentee, mail-in, or provisional ballot issue
– The absentee, mail-in, or provisional ballot system did not function appropriately
– The tweet makes a neutral observation or statement about the absentee, mail-
in, or provisional ballot system without noting it having functioned correctly or
incorrectly
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– The absentee, mail-in, or provisional ballot system functioned properly
• Registration
– The tweet indicates that an individual was not able to register to vote
– The tweet makes a neutral observation about the voter registration process with-
out noting if the individual in question registered or not
– The tweet notes that the individual was able to vote
3.8.10 Application 1: Hyperparameters
To create a validation dataset, we randomly held out 20% of the training set for each category
and subcategory. We used a grid search to find the learning rate and the number of training
epochs that optimized the F1 score over the class. We did not grid search over the batch
size because of computational constaints. Table 3.5 details the hyperparameters for the
categories and subcategories.
Category Batch Size Learning Rate Epochs
Not an Incident 16 5× 10−5 4
Line Length 16 2× 10−5 4
(a) No crowd 16 3× 10−5 4
(b) Small crowd 16 3× 10−5 4
(c) Large crowd 16 5× 10−5 4
Polling Place Event 16 3× 10−5 4
(a) Did not function as expected 16 2× 10−5 4
(b) Neutral observation 16 5× 10−5 4
(c) Functioned properly 16 2× 10−5 3
Electoral System 16 3× 10−5 4
(a) Did not function properly 16 3× 10−5 3
(b) No comment on function 16 2× 10−5 4
Absentee or Early Voting Issue 16 5× 10−5 4
(a) Did not function properly 16 5× 10−5 4
(b) Neutral observation 16 5× 10−5 4
(c) Functioned properly 16 5× 10−5 4
Registration 16 2× 10−5 4
(a) Not able to register 16 2× 10−5 4
(b) Neutral observation 16 5× 10−5 4
(c) Able to register 16 3× 10−5 4
Table 3.5: The selected hyperparameters for each category and subcategory for the tweets
about election incidents during the 2016 U.S. general election.
We used BERTbase. We did not freeze any parts of MARMOT. We used weighted Adam
(Kingma & Ba, 2014) with a cosine learning schedule. We did not use gradient clipping.
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The ε, β1, and β2 for Adam are set to 1 × 10−8, 0.9, and 0.98 respectively, following the
parameters set by Kiela et al. (2020).
3.8.11 Application 2: Hyperparameters
Hyperparameters were selected using the dev set provided by the Hateful Memes dataset
(Kiela et al., 2020). We used a grid search to find the batch size, learning rate, and number of
training epochs that optimized area under the receiver operating characteristic curve (AUC)
over the dev set. The hyperparameters selected were: batch size of 32, learning rate of
5× 10−5, and 8 training epochs. We used BERTbase.
The parameters of both the transformer decoder of modality translation and the pre-
trained language model were frozen for 2 epochs, and the parameters of just the pretrained
language model were frozen for 2 more epochs after. After the 4th epoch, the entire model is
finetuned end to end. We used weighted Adam (Kingma & Ba, 2014) with the learning rate
schedule detailed in Section 3.8.8 in the Supplemental Information. We did not use gradient
clipping. The ε, β1, and β2 for Adam are set to 1×10−8, 0.9, and 0.98 respectively, following
the parameters set by Kiela et al. (2020).
3.8.12 Application 2: Accuracy Learning Curve During Training
over the Hateful Memes Dataset
To assess whether MARMOT overfits the training data, we plot the accuracy learning curve
of the validation set during training. Figure 3.16 shows that the curve monotonically in-
creases during training. Because the parameters of both the transformer decoder of modality
translation and the pretrained language model were frozen for 2 epochs and the parameters
of just the pretrained language model was frozen for 2 more epochs after, the accuracy does
not increase in the first four epochs of training.
3.8.13 Application 2: Results Over the Validation Set of the Hate-
ful Memes Dataset
Table 3.6 contains the accuracy and area under the receiver operating characteristic curve
(AUC) performance metrics across the 11 baseline models and MARMOT over the validation
dataset. Results for the 11 baseline models come from Kiela et al. (2020). It is important
to note that hyperparameters were optimized using the validation dataset. The results are
largely in line with the results over the test set.
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Figure 3.16: Accuracy learning curve of the validation set during training over the Hateful
Memes dataset.
Model Accuracy AUC
Image - Grid 0.5273 0.5879
Image - Region 0.5266 0.5798
Text BERT 0.5826 0.6465
Late Fusion 0.6153 0.6597
Concat BERT 0.5860 0.6525
MMBT - Grid 0.5820 0.6857
MMBT - Region 0.5873 0.7173
ViLBERT 0.6220 0.7113
VisualBERT 0.6210 0.7060
ViLBERT CC 0.6140 0.7060
VisualBERT COCO 0.6506 0.7397
MARMOT 0.6580 0.7587
Table 3.6: Accuracy and area under the receiver operating characteristic curve (AUC) per-




Studying Language Usage Evolution Using
Pretrained and Non-Pretrained Embeddings
Abstract
Changing usage of language in politics indicate shifts in how specific issues are discussed
and what is politically salient at a given time. Natural language processing researchers
have used distributed word embeddings to study the evolution of particular words over time
(see, e.g., Hamilton et al., 2016b). Typically, separate word embedding spaces are trained
using the text from each period of interest. Distributed word embedding approaches offer
an advantage over topic models because the researcher can examine how usages of specific
words evolve. However, the corpora that political scientists usually work with are much
smaller than the extensive corpora used in natural language processing research. Splitting
up the corpus into even smaller corpora leads to poorly trained embeddings. This paper
proposes a framework, based on the theory developed in Arora et al. (2018), that uses both
pretrained and non-pretrained embeddings to learn time-specific word embeddings. I call this
the pretrained-augmented embeddings (PAE) framework. In the first application, I apply
the PAE framework to a corpus of New York Times text data spanning several decades.
The PAE framework matches human judgments of how specific words evolve in their usage
more closely than existing methods. In the second application, I apply the PAE framework
to a corpus of tweets published during the COVID-19 pandemic about masking. I show
that the PAE framework automatically detects discussions about specific events during the
COVID-19 pandemic vis-à-vis the keyword of interest.
Author’s Note
This work was supported in part by a fellowship from the Michigan Institute for Computa-
tional Discovery & Engineering (MICDE).
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4.1 Introduction
Studying how language is used is a central part of analyzing politics. For example, political
scientists have studied how the language used to frame certain issues shapes public opinion
(e.g., Hopkins, 2018; Aslett et al., 2020). Others have looked at how the language used
by the political non-elite shapes the language used by political elites (e.g., Barberá et al.,
2019). Scholars have also looked at how language usage shifts over time. These changes are
of interest because they reflect shifts in what political issues are considered important. For
example, scholars have also studied how the language in policies has changed over time (e.g.,
Park et al., 2020; Bagozzi & Berliner, 2018). Works on topic models have also looked at how
political attention on certain topics changes over time (e.g., Quinn et al., 2010). Political
methodologists have also developed frameworks using automated text-as-data methods, such
as word embeddings, to study how words change over time and how words are used differently
between partisan or interest groups (Li et al., 2017; Rodman, 2020; Rodriguez et al., 2021).
This paper proposes a method of studying how a word’s or words’ usages evolve over time
for smaller corpora and rare words or phrases. The method learns time-sensitive embed-
dings that use both pretrained and non-pretrained components. It builds off the theoretical
framework proposed in Arora et al. (2018) and the application of this framework detailed in
Khodak et al. (2018). The proposed framework first learns the relationship between words
and their contexts through a linear transformation using word embeddings. It then applies
this linear transformation to all of a word of interest’s contexts in a specific time period
to learn a time-specific embedding. However, with smaller corpora, the context vectors,
which I learn using doc2vec, and the word embeddings, also learned through doc2vec us-
ing skip-gram, may be poorly fit (Le & Mikolov, 2014). Pretrained embeddings, which are
embeddings trained on large, general text datasets such as Google News or Wikipedia, are
typically much higher quality embeddings (Mikolov et al., 2013). However, they often do
not capture nuances of highly specialized corpora or corpora using informal language, such
as tweets.
The pretrained-augmented embeddings (PAE) framework solves this issue using both
pretrained embeddings and non-pretrained embeddings. To expand context vectors, I con-
catenate doc2vec document embeddings with BERT contextual embeddings (Devlin et al.,
2019). To expand the word embeddings, I calculate a weighted sum of the pretrained and non-
pretrained embeddings. This weighted sum works such that the most frequently occurring
words resemble their corresponding non-pretrained embedding, and less frequently occur-
ring words resemble their corresponding pretrained embedding. I then use the pretrained-
augmented embeddings to learn the linear transformation. Lastly, I calculate the time-
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sensitive embedding for a word of interest using the pretrained-augmented context vectors
of the word of interest in a specific time period and multiplying this by the learned linear
transformation matrix.
This paper makes three methodological contributions. First, this paper is the first to
use document embeddings to calculate time-specific embeddings. Second, this paper is one
of the first papers to meaningfully combine static word embeddings and contextual word
embeddings derived from pretrained language models such as BERT. To the best of my
knowledge, only one other paper, Alghanmi et al. (2020), has combined word2vec embeddings
with BERT embeddings. Third, it builds on literature that studies how political scientists
can meaningfully apply an automated text-as-data method to smaller corpora. It can also
augment existing methods that study language usage, such as methods that automatically
identify issue framing (e.g., Sagi et al., 2013; Tsur et al., 2015), to additionally study how
language usage changes over time. It requires no human coding to use.
The paper proceeds as follows. I first review the literature on lexical semantic change and
language evolution, including meaning change versus word usage change. I then discuss in
detail the proposed approach that uses pretrained and non-pretrained embeddings. I then
apply the approach to Rodman (2020), a paper that studies the relationship between the
word “equality” and five major social categories in New York Times articles across time.
The primary challenge of this dataset is its small corpus size. There are only 3, 105 articles.
For each article, the dataset provides only the headline, an abstract, and the first paragraph.
Each time period can have as little as 80 of these observations. The PAE framework improves
the best correlation between the human-verified associations and the machine-calculated as-
sociations from 0.611 to 0.864. I then apply the approach to tweets about masking during
the COVID-19 pandemic between January 2020 and July 2020. The PAE framework de-
tects shifts in the discussion surrounding masking, moving from discussions about China, to
discussions about masking as a way to prevent the spread of the coronavirus, to discussions
about the efficacy and the merits of masking.
4.2 Studying Language Evolution
This section briefly reviews the previous literature on modeling meaning and word usage.
I first provide a non-technical review of the literature on word embeddings and pretrained
language models and how they have facilitated the growth in research on computational
lexical semantic change. I then discuss the difference between meaning change versus word
usage change and argue that almost all computational methods have actually studied the
latter rather than the former. However, under the distributional semantics hypothesis, both
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are functionally equivalent.
4.2.1 Computationally Modeling Semantics and Word Usage
The popular computational models for meaning fall into three categories: topic models,
distributed word embeddings (known as static embeddings), and pretrained language models
(known as contextual embeddings). Topic models split words into semantic areas that roughly
approximate senses. A static embedding is a single vector representation for a word and
all its semantic information. A contextual embedding is a representation that changes with
every instance of a given word. Some works have used topic models to study lexical semantic
change, but most works in lexical semantic change have concentrated on the second category.
A growing literature uses contextual embeddings to study lexical semantic change; however,
most of these methods are post hoc clustering methods that contend that clusters represent
a word’s usage in similar ways.
4.2.1.1 Topic Models
Topic models are a set of general statistical models that aim to discover latent topics of a
corpus. The most well-known topic model is latent Dirichlet allocation, which treats each
document as a random mixture over latent topics and each topic as a probability distribu-
tion over tokens (Blei et al., 2003). Topic models generally generate groups of keywords;
researchers then assign a topic based on the keywords present. For example, a set containing
the keywords “healthcare,” “mandate,” “premiums,” and “deductible” may indicate a health
insurance topic. For a more technical introduction to topic models, see Blei (2012).
Several topic models explicitly study the evolution of topics over time; most are a modi-
fication of LDA. Blei & Lafferty (2006), Wang & McCallum (2006), and Wang et al. (2008)
propose LDA-style topic models that associate each topic with a probability distribution over
timestamps. Generally, applications of their proposed methods are over long texts such as
over the abstracts of Science journal articles (Blei & Lafferty, 2006). Quinn et al. (2010) de-
velop a topic model for legislative speeches where every document is assigned only one topic.
They use this to study how political attention to certain topics shift over time. Roberts
et al. (2013) propose Structural Topic Models, a topic model that incorporates document-
level covariates. They argue that one of these covariates can be time and look at news wires
from China. They find a spike in the “Taiwan” topic during the 2000 and 2004 presidential
elections in Taiwan.
However, these time-sensitive topic models struggle to study how a specific word’s usage
changes over time. In other words, the topic models do not deal with semantics and studying
128
how individual words relate to one another beyond topic assignment. It is plausible to argue
that these models study word usage change over time if every document in a corpus contains
the given word. However, because the researcher has no control over the topics of interest,
the topic model may focus on a topic that is not related to the word of interest. Because
there is no control over what topics or words to look at, most works in computational lexical
semantic change have not used topic models.
4.2.1.2 Distributed Word Embeddings (Static Embeddings)
Most works in lexical semantic change have focused on using distributed word embeddings.
Distributed word embedding methods refer to a set of computational techniques that map
words to vectors. The underlying assumption of these methods is the distributional semantics
hypothesis, which posits that a word’s meaning comes from how it is used (Firth, 1957;
Wittgenstein, 2009). In other words, distributed word embeddings assume that the word’s
context gives it its meaning. For example, “cat” and “dog” are more similar in meaning
than “dog” and “apple” because people use many similar words in the context of “cat” and
“dog.”
These embeddings are called “static” embeddings because every word is assigned to one
word embedding, even if a word is used in different senses. The inability to deal with pol-
ysemy is one of static word embeddings’ primary drawbacks. Several approaches have been
developed to overcome this problem, with most solutions modifying the word embeddings
after they are calculated (e.g., Mu et al., 2016; Sun et al., 2017; Arora et al., 2018).
The most popular distributed word embedding methods are word2vec (Mikolov et al.,
2013) and GloVe (Pennington et al., 2014). The former produces word embeddings using a
shallow neural network, and the latter produces word embeddings using matrix factorization
techniques. Both produce embeddings that have similar properties. In particular, word2vec
uses a shallow two-layer neural network to predict words around a given word (or uses a given
word to predict its context words) (Mikolov et al., 2013). The weights of the neural network
form the word vectors. The distance between word vectors, usually measured using cosine
similarity,1 indicates semantic similarity. The underlying idea is intuitive: if two words are
similar in meaning, then they should have similar context words under the distributional
hypothesis. If the neural network predicts similar context words for a pair of words, then
their weights should be approximately the same.
Because word embeddings encode semantic similarity between words, they have been the
most popular vehicle for studying lexical semantic change. These works focus on calculating
1Cosine similarity is defined, for vectors A and B, as cos(θ) = A·B‖A‖‖B‖ , where cos(θ) is the cosine similarity.
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time-specific word embeddings. Most works in this domain first fit a word embedding space
over each period; then, the spaces are aligned using some kind of a transformation (see, e.g.,
Kim et al., 2014; Kulkarni et al., 2015; Hamilton et al., 2016b). Other methods explicitly
incorporate time into learning the embeddings. For example, Rudolph & Blei (2018) learn
representations that are a sequential random variable; they assume that context vectors
are the same across time. Rosenfeld & Erk (2018) train word embeddings using both a
word component (resembling the skip-gram negative sampling model of word2vec) and a
continuous time component.
These approaches have yielded interesting substantive results. Hamilton et al. (2016a)
use word embeddings and two novel computational measures to determine if word meaning
changes are occurring because of cultural shifts or more regular processes of semantic change,
such as grammaticalization or subjectification. Garg et al. (2018) find that changes in word
embeddings correlate with demographic and occupation shifts over time.
The drawback with these approaches is that they tend to either require a large number
of documents in the corpus or make strong assumptions, such as assuming that the context
vectors remain the same throughout time. For example, Hamilton et al. (2016b) use the
Corpus of Historical American English (COHA) as their smallest corpus. COHA contains
more than 475 million words from texts written between the 1820s and the 2010s. Word
embedding methods are data-hungry, and splitting up a corpus into corpora by time slices
further worsens this issue with smaller corpora often found in the social sciences.
4.2.1.3 Pretrained Language Models (Contextual Embeddings)
Pretrained language models emerged as a solution for smaller corpus sizes. These models
are pretrained on a set of general tasks. For example, bidirectional encoder representations
from transformers, or BERT, are among the most popular pretrained language models.
BERT calculates representations using the transformer. The transformer is a deep learning
architecture that utilizes the attention mechanism, which, in the case of text data, upweights
and downweights certain parts of the text (Vaswani et al., 2017). The model is pretrained
on two tasks: the masked language model (MLM) and next sentence prediction (NSP). In
the former task, the model must predict a masked out word using the surrounding words.
In the latter task, the model receives as input two sentences and must predict whether
the two sentences follow one another in the actual text (Devlin et al., 2019). BERT is
pretrained using text from English Wikipedia and a large corpus of novels. BERT learns
both embeddings for the document and the individual words. When used for classification or
prediction, BERT is typically finetuned. For a more technical introduction to transformers
and pretrained language models, see Bloem (2019), Rush (2018), and Wu & Mebane (2021).
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Pretrained language models learn so-called “contextual” embeddings because the em-
beddings learned for each word change depending on the context. For example, the word
embedding for “bank” would be different in a sentence referring to the financial institution
compared to the word embedding for the same word in a sentence referring to the land along
the side of a river. Static word embeddings would assign the same embedding for both usages
of the word.
Because the word embedding changes based on its context, recent lexical semantic changes
have aimed to utilize these pretrained language models. Most works have used BERT because
of its popularity and ease of use through pre-existing packages (Wolf et al., 2020). It is not
clear, however, how to compare BERT embeddings (Reimers & Gurevych, 2019). It is also
not clear how to compare words with one another, given that there is a set of contextual
embeddings for every word. Martinc et al. (2020) average across each word’s set of contextual
embeddings to create a word embedding for each unique word in the corpus. Obtaining
averages for each word allows them to calculate cosine similarities between words. Their
paper, however, does not compare this approach to word2vec.
Most works cluster BERT embeddings to study word meaning change. These papers
generally apply some clustering approach to a word’s set of contextual embeddings. They
then use some kind of metric to quantify semantic change based on changing clusters over
time (see, e.g., Giulianelli et al., 2020; Martinc et al., 2020). The assumption is that the
contextual embeddings of a word that cluster together indicate similar word usages. However,
clustering methods tend to be post hoc, and it is not clear how finetuning BERT changes
results. It is also not clear how stable clusters are with different clustering methods.
4.2.2 Meaning Change vs. Word Usage Change
The most used computational lexical semantic change approaches rely on the distributional
hypothesis (Hengchen et al., 2021). In other words, these works assume that a changing
context for a given word indicates semantic shift. Changing contexts, however, do not reflect
changes at all layers of meaning (Blank & Koch, 1999). For example, the phrase “President
Trump” refers to the United States president from January 2017 to January 2021. However,
how the news and social media discuss him changes dramatically in various contexts, from
the Women’s March to his various scandals to his response to the coronavirus pandemic.
Although the contextual neighborhood around the phrase “President Trump” changes with
time, the meaning associated with the word both stays constant on one layer (his occupation
of a formal government position) and changes at the same time (how perception of his
presidency shifts vis-á-vis his actions and current cultural, social, and political events).
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Therefore, most works in computational lexical semantic change are explicitly studying
how word usage shifts over time. The claim that the dominant meaning of a word changes
usually comes from looking at a word’s context across a massive corpus, such as COHA. If
there appears to be a “systematic” shift in a word’s context, the claim is that this indicates
a change in a word’s dominant meaning. What qualifies as “systematic,” however, differs
from work to work and is often unclear (Hengchen et al., 2021). Most works also do not
differ between word meaning shifts due to cultural or political shifts versus word meaning
shifts over time from regular processes of semantic change.
To avoid this issue of what “meaning” precisely means and how to best study “meaning”
shifts, I instead focus on how a word’s usage evolves over time without claiming that this is
a definitive shift in a word’s meaning or meanings. I am also less concerned with shifts over
time from regular processes of semantic change and instead focus on how a word’s usage
evolves due to cultural, social, or political shifts. Throughout this paper, “meaning change”
or “lexical semantic change” refers to meaning change in the distributional hypothesis sense,
acknowledging that this may or may not capture any definitive change in the layers of
meaning of the word of interest.
4.3 The Pretrained-Augmented Embeddings Frame-
work
This section details the proposed approach. Algorithms 4.1 and 4.2 fully describe the pro-
posed approach. The section will first review the theoretical background of the proposed
framework. Then, I describe the proposed method.
4.3.1 Theoretical Background
The proposed approach builds on the theory and methods developed in Arora et al. (2018)
and Khodak et al. (2018). Arora et al. (2018) argue that a polysemous word’s corresponding
word embedding is a weighted sum of its various senses.2 Arora et al. (2018) assume that
a corpus is generated using a Gaussian walk model. A discourse vector c is drawn from a
Gaussian distribution with mean 0 and covariance Σ. A window of n words w1, w2, ..., wn is
2It is important to note that Arora et al. (2018)’s theoretical framework dealing with polysemous word
embeddings is not the only theoretical framework dealing with this issue of static word embeddings. For an
overview of various sense embedding methods, see Camacho-Collados & Pilehvar (2018).
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generated from c by




P [wi|c] = exp (c · vwi) /Zc
where Zc =
∑
w exp(c · vw) is the partition function. Assuming that the vw are random vec-
tors, the partition function can be approximated using Zc ≈ Z exp (‖c‖2) for some constant
Z.
Using this Gaussian random walk model, Arora et al. (2018) first show that there exists a
linear relationship between the vector of a word and the vectors of the words in its contexts.
Specifically, they argue that, for s denoting the random variable of a window of n words,







vwi |w ∈ s
]
They use this theorem to prove that, under the random walk model, ‖vw − v̄w‖2 → 0 as the




f1 and f2 are the numbers of occurrences of s1 and s2 in the corpus. In other words, the
word embedding of word w is the weighted sum of the word embeddings of its various senses,
where the weights are the frequency of usages of each sense.
Khodak et al. (2018) use this theoretical model to fit word embeddings for words that
either infrequently appear or did not initially appear in the corpus the word embeddings were
fit over. To calculate these word embeddings, they learn the linear transformation that best
recovers existing word vectors vw using the average context of a given word. Each context is
the average of the word embeddings corresponding to the words in a given word’s context.
A fixed-size window determines a word’s context. More precisely, the relationship between













where Cw is the subcorpus of all documents containing the word w, and |c| is the window size
determining the word’s context. Under this setup, the linear transformation A is learned
using linear regression. After learning A, word embeddings for out-of-vocabulary or rare
words can be calculated within the semantic space of the already existing word embeddings
using the linear transformation A. Khodak et al. (2018) find that this approach yields
state-of-the-art results on several baselines.
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4.3.2 Proposed Approach
The proposed approach deals explicitly with the issue of time. For a word embedding space
trained using a corpus with time range T , where t ∈ T denotes a time period, we can imagine
that a word embedding is a weighted sum of its meanings from each time period. This is
a direct application of Arora et al. (2018)’s argument that a word embedding is a weighted
sum of its various meanings. Then, assuming without loss of generality a corpus over two
time periods, the word embedding for word w can be expressed as follows:
vw = αvw,t + βvw,t+1













However, we cannot estimate this because this relies on time-specific word embeddings of the
context words. Using the word embeddings trained using the entire corpus assumes that the
word embeddings of contextual words remain constant through time. We could potentially
get around this issue by training a word embedding space for each time period separately,
but this may trim down an already small corpus into even smaller chunks. Such an approach
would produce poor quality word embeddings for each time period.
To get around this issue of calculating the time-specific average context, I use the doc-
ument embedding calculated using doc2vec (Le & Mikolov, 2014). Doc2vec is a simple
extension of word2vec. Distributed bag-of-words version of paragraph vectors (PV-DBOW)
uses the document identifier to predict all the words in that specific document; distributed
memory version of paragraph vectors (PV-DM) selects a given word and uses the document
identifier along with the given word’s context to predict that word. In both versions, the
document identifier is used to predict words in a specific document. Both approaches can
also generate word embeddings in the same vector space. Although document vectors are
not explicitly time-sensitive, they predict the words in a document from a specific time.
Because of the short length of documents and the relatively smaller corpus sizes, doc-
ument embeddings may not be high quality embeddings. I turn to bidirectional encoder
representations from transformers, or BERT, to generate pretrained document embeddings
(Devlin et al., 2019). BERT is a language model pretrained using English Wikipedia and
a large set of novels. Technical introductions to transformers can be found at Rush (2018)
and Bloem (2019). I use BERT to generate a document embedding. The context vector for
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one context of a given word is the concatenation of the context’s doc2vec embedding with
the context’s BERT embedding.
I use both doc2vec and BERT embeddings because they complement each other. Doc2vec
explicitly learns the semantics of a given document, which is what we are ultimately inter-
ested in. However, because of corpus size constraints, these document embeddings may not
be very high quality. BERT, on the other hand, is capturing far more than semantic informa-
tion. Many works in “BERTology” argue that BERT learns much more than only semantic
information in the document (Rogers et al., 2020). Several works have shown that BERT’s
attention mechanism learns the semantic information, grammatical structure, and syntacti-
cal relationships across words in the document (Clark et al., 2019; Hewitt & Manning, 2019;
Coenen et al., 2019; Tenney et al., 2019). However, the exact nature of the relationship be-
tween embeddings derived from distributional hypothesis-based approaches and embeddings
from deep pretrained language models is still not fully understood. Alghanmi et al. (2020)
have shown that combining the static and contextual embeddings improve text classification
of social media posts. Further work is required to fully understand the relationship between
distributional hypothesis-based document embeddings and document embeddings from deep
pretrained language models.
This same issue applies to doc2vec’s word embeddings. Words that infrequently appear
most are likely to be low quality embeddings. Pretrained word embeddings exist, such as
pretrained embeddings over the Google News dataset (Mikolov et al., 2013). However, these
pretrained embeddings do not capture the unique senses of specific words in the corpus
of interest. For example, corpora related to social media or political floor speeches often
feature words used in non-ordinary senses. Instead of using only the non-pretrained and
noisy embeddings or only the pretrained and much less noisy embeddings, I use a convex
combination of the two. The number of documents that the word appears in determines
the weights. This regularization step shrinks the word vector vw towards its pretrained
vector. A word that appears more frequently will have a word embedding that resembles the
non-pretrained word embedding, while a word that appears infrequently will have a word
embedding that resembles the pretrained word embedding. Algorithm 4.1 details this process
on line 10.
Algorithms 4.1 and 4.2 detail the pretrained-augmented embeddings (PAE) framework.
Algorithm 4.1 details how I use the average doc2vec/BERT contexts and the pretrained/non-
pretrained word embeddings to estimate the linear transformation matrix A. It requires a
pretrained word embedding space Vpretrained, such as the pretrained word2vec embedding
space using Google News (Mikolov et al., 2013). Algorithm 4.2 details how I use this learned
linear transformation matrix to estimate the time-specific embeddings. The algorithms make
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three contributions. First, it proposes using document vectors to avoid assuming that the
word vectors of context words remain the same throughout all time periods. Second, it pro-
poses using both pretrained and non-pretrained components in both the contextual embed-
dings and the word embeddings, improving the quality of representations when documents
are short or when the corpus size can be quite small. Third, this framework works well with
small corpora.
Algorithm 4.1: Obtain the linear transformation matrix A
Data: vocabulary V , corpus CV , pretrained word embedding space Vpretrained
Result: linear transformation matrix A
1 Use doc2vec with skipgram to generate a joint document-word embedding vector
space with dimension d using CV and V . Denote the set of document vectors as
Dd2v and the set of word embeddings as Vd2v
2 Use BERT to generate document vector space DBERT using CV
3 FV ← [ ]
4 for w ∈ V do
5 Calculate the number of documents w occurs in, fw
6 FV .append(fw)
7 end
8 for w ∈ V do






10 let Cw ⊆ CV be the subcorpus of documents containing at least one instance of w
11 uw ← 1fw
∑
c∈Cw concat (dc,d2v,dc,BERT )
12 end
13 A← arg minA
∑
w∈V ‖vw −Auw‖22
Algorithm 4.2: Obtain time-specific word embeddings for word w
Data: word w, corpus of documents from time range T containing word w Cw, FT ,
number of documents word w occurs in by time fT , Dd2v, DBERT , A
Result: time-specific word embeddings for word w for each time t ∈ T
1 VT ← [ ]
2 for t ∈ T do
3 let Cw,t ⊆ Cw be the subcorpus of documents from time t
4 uw,t ← 1fw,t
∑
c∈Cw,t concat (dc,d2v,dc,BERT )





In practice, some minor adjustments can be made to the above algorithms. During the
regression step, one may weigh each point by some non-decreasing function α based on the
word’s corpus count; this is the same modification made in Khodak et al. (2018). Specifically,





This nondecreasing function can be α(fw) = log(fw) or α(fw) = 1fw≥τ where τ is some
threshold count.
In the applications, results do not significantly change when using ridge regression or
LASSO regression. A nonlinear transformation may work best, given that the relation-
ship between the pretrained and non-pretrained components is almost certainly not linear.
However, in practice, a nonlinear transformation—like a two-layer neural network—involves
extensive hyperparameter tuning. In the following applications, a nonlinear transformation,
even after extensive hyperparameter tuning, could not achieve the same performance as a
linear transformation.
Whether to finetune the BERT model is another open question and one that requires
further study. Finetuning the BERT model to predict the time period that a document
came from or finetuning the model using a contrastive learning approach (Le-Khac et al.,
2020) could potentially improve the BERT embeddings. In practice, finetuning BERT using
various contrastive approaches did not improve results; using BERT out of the box seems
to be the best approach. Further research is required to determine any finetuning tasks for
BERT that could improve the BERT embeddings in the PAE framework.
The layer of BERT where the BERT embeddings come from can also affect the quality
of the PAE embeddings. Many works have shown that lexical semantic information is best
encoded in the earlier layers of BERT (Bommasani et al., 2020; Tenney et al., 2019; Liu
et al., 2019). Throughout this paper, I use the embeddings from the fourth layer of BERT.
Further research is required to see which layer works best for the PAE framework, and it is
most likely different for each application.
It is also not known when a document is too long in length to be considered a word’s
context. The applications discussed in this paper deal exclusively with smaller corpora and
short text per observation. With lengthier documents, one may need to infer a new document
vector of the phrase with a specific window around the word of interest. At what point the
document is too long is left to future study.
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4.4 Application 1: New York Times Articles with
“Equality” in Headlines
4.4.1 Dataset
I use the PAE framework with the data from Rodman (2020). Rodman (2020) tests four
time-sensitive implementations of word2vec against a gold standard that was developed from
a dataset of New York Times articles from 1855 to 2016 that had the word “equality” in
their headlines. For each article, the text consists of the headline, the first paragraph, and
the abstract. Rodman (2020) splits the corpus into seven 25-year time slices. There is a
total of 3, 105 articles, and the number of articles in each chronological slice ranged from 80
to 660 articles.
The goal of Rodman (2020)’s project was to understand “who, in a given article, is
seeking, achieving, needing, or being denied equality—in other words, which group was
associated with the quality discussed in a given article” (Rodman, 2020). The author and two
undergraduate coders manually labeled articles into fifteen mutually exclusive and exhaustive
topic codes. An iterative coding method yielded 400 articles that served as a training set
for a supervised topic model. For each era, the author used the full training set to model
each era separately; bootstrapping was then used in each era to produce means for the
document proportions for each topic. Five of the fifteen topics were then selected because
these were the topics that could be easily approximated using a single word. Specifically, the
topics selected were “gender,” “international relations,” “Germany,” “race,” and “African
American.” For each topic, the author constructed a set of constituent keywords replaced
by a single collapsed word. Table 4.1 describes the constituent words and the collapsed
word for each topic. These five categories collectively form the “gold standard” dataset.
The author assumed that the proportion of texts in each topic “tracks the strength of the
semantic relationship in the corpus between equality and the topic.”
The author then uses four chronological word2vec models to see how well the cosine
similarities between the word “equality” and the five test words representing each topic
correlate with the gold standard dataset. The näıve time model resampled documents from
the corpus and modeled the resampled corpus from each time period until the bootstrapped
mean around the cosine similarity scores for the five test words stabilized. The overlapping
time model uses a small proportion of the previous time period’s documents to smooth
the embeddings learned between two periods. Each era was bootstrapped as per the näıve
time model. The chronologically trained model initializes each time period’s word embedding
space using the previous era’s word embedding space, with the first space initialized with the
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Topic Collapsed Word Constituent Words
Gender “gender”
gender(s), woman, woman’s, women,
women’s, female, suffragette(s),
sexes, sex
International Relations “treaty” treaty, treaties, pact(s)
Germany “german” german(s), germany
Race “race” race, races, racial




Table 4.1: The constituent words and the respective collapsed word for each topic of interest
in Rodman (2020).
word embedding space trained over the entire corpus, and each time slice was bootstrapped
per the näıve time model. Lastly, the aligned model separately modeled each corpus slice.
The word vector spaces in adjacent slices were aligned in sequence using a Procrustes matrix
alignment, per Hamilton et al. (2016b). The author finds that the chronologically trained
model has the highest correlation with the gold standard dataset, with a correlation of 0.611.
4.4.1.1 Proportions Using Keywords
Rodman (2020)’s dataset is one of the few datasets in the literature on lexical semantic change
and word usage change with human-labeled annotations of changes over time (Kutuzov et al.,
2018). Rodman (2020)’s dataset also uses actual articles from the New York Times, which
makes it a more useful dataset for studying language evolution than the artificially created
datasets that are popular in this literature (Kutuzov et al., 2018; Hengchen et al., 2021).
The assumption that the proportion of texts in each topic tracks the strength of the
semantic relationship in the corpus between equality and a given topic proves problematic
when evaluating how well a model performs. For each of the five test terms, I calculate the
proportion of New York Times articles from each period that contain a specific test term. I
then calculate the correlation, the sum of absolute deviance, and the sum of squared deviance
using this approach. Table 4.2 shows the average correlation, the sum of absolute deviance,
and the sum of squared deviance across all of the five topics.
Simply calculating the proportion of documents containing a given keyword is enough to
dramatically outperform the word embedding methods proposed in Rodman (2020) while
being much less computationally expensive to calculate and much more conceptually straight-
forward. The downside, of course, is that there is no word embedding space to explore rela-
tionships between other words, see which words have the closest meaning to a given word,
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Deviance Squared Deviance Correlation
Chronologically Trained Model 22.689 21.860 0.611
Proportions of Keywords 14.771 11.899 0.829
Table 4.2: The proportions of keywords by time period compared to the gold standard model.
Results of the “Chronologically Trained Model,” the best performing word2vec model from
Rodman (2020), is included for comparison.
or how words move closer or farther apart from each other in meaning (in the distributional
hypothesis sense). The proportions approach may also fail if the corpus is too small. For
those reasons, the word2vec approaches are still useful. However, seeing how the proportion
of documents containing a given keyword compares with the human-labeled dataset is an
essential baseline that any word usage change method should be measured against.
4.4.2 Preprocessing the Data and Hyperparameter Choices
The text from each article had its punctuation stripped and stopwords removed. This pre-
processing differs slightly from Rodman (2020), who also stripped punctuation but did not
remove stopwords. Rodman (2020) also split all documents into sentences; in other words,
her approach treated every sentence as a separate document. I kept each article (headline,
first paragraph, and abstract) as one document. I also substituted a set of constituent words
associated with each topic of interest with a single collapsed word, as Rodman (2020) does.
Table 4.1 contains the full list of constituent word substitutions made in the corpus. Lastly,
I removed the word “equality” from the dataset, as all documents contained at least one
instance of this word. Removing a word that occurs very commonly can improve the quality
of word and document embeddings as it prevents the neural network used to fit the word
and document embeddings from predicting the common word in every context.
I used the PV-DBOW algorithm of doc2vec with skip-gram to learn the document and
word embeddings. This produces a vector space that contains both the word and document
embeddings. PV-DBOW generally produced more stable results than PV-DM and was faster
to train over the corpus. I used a vector size of 300, a window size of 5, and a learning rate of
0.025 decaying to 0.0001. I also fit word vectors for words that occurred at least 12 times in
the corpus. 100 epochs were used to fit the word and document embeddings; epochs between
50 and 200 generally produced similar results.
For the pretrained word embeddings, I used the word embeddings pretrained on the
Google News dataset, which contains about 100 billion words (Mikolov et al., 2013). The
model contains 300-dimensional word vectors for 3 million words or short phrases (such as
“new york”). For pretrained context embeddings, I used the pretrained BERT model with
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no further pretraining. I used the BERT base model, which consists of context vectors of
768 dimensions.
I calculated the linear transformation matrix A using Algorithm 4.1, and calculated time-
specific embeddings for words using Algorithm 4.2. I did not weigh each point by an α(fw)
function. To construct the time-specific word embedding for “equality,” I averaged all PAE
context embeddings by each time period and multiplied this by A. The word “equality” was
removed, but every document contained this word by construction.
4.4.3 Results
Table 4.3 contains the full set of results.
Deviance Squared Deviance Correlation
Chronologically Trained Model 22.689 21.860 0.611
Proportions of Keywords 14.771 11.899 0.829
PAE Framework 13.557 9.418 0.864
Table 4.3: Results comparing the best diachronic word2vec model, the chronologically trained
model, from Rodman (2020) with PAE averaged across 50 iterations. Also included are the
results from the proportions of keywords, as explained in Section 4.4.1.1.
I used the average of 50 separate initializations of doc2vec to calculate the sum of absolute
deviance, the sum of squared deviance, and the average correlation between the cosine simi-
larities of the time-specific embedding for “equality” and the time-specific embeddings of the
five test terms across the seven 25-year eras. I use an average because different initializations
of doc2vec can lead to different results. Because I use BERT out of the box, there is no issue
with initializations or sampling. Across the 50 separate initializations, the lowest average
correlation across the five topics was 0.819 and the highest average correlation across the
five topics was 0.905.
As the results indicate, the results using the PAE framework far outperform the best
model in Rodman (2020). It also outperforms taking the proportions of documents containing
keywords for each era, as explained in Section 4.4.1.1. These results of the PAE framework
suggest that it finds relationships between equality and the five major social categories similar
to human-annotated relationships. Figure 4.1 plots the z-score normalized model outputs
from the PAE framework and the gold standard dataset. As the graphs indicate, the PAE
framework follows the gold standard quite closely in all categories of interest.
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Figure 4.1: PAE framework correlations between time-specific embeddings compared with




I compare the performance of the PAE framework with various modifications. I compare the
PAE framework with the following variations:
• Using the weighted sum of pretrained and non-pretrained word embeddings for vw and
only using doc2vec embeddings for the context embeddings uw (PAE WE on Doc2Vec
Context, Variation (1))
• Using the weighted sum of pretrained and non-pretrained word embeddings for vw
and only using BERT embeddings for the context embeddings uw (PAE WE on BERT
Context, Variation (2))
• Using only non-pretrained word embeddings for vw and using doc2vec embeddings
concatenated with BERT embeddings for the context embeddings uw (WE on PAE
Context, Variation (3))
• Using only non-pretrained word embeddings for vw and using only doc2vec embeddings
for the context embeddings uw (WE on Doc2vec Context, Variation (4))
• Using the weighted sum of pretrained and non-pretrained word2vec embeddings for vw
and using the average of word2vec embeddings concatenated with BERT embeddings
for the context embeddings uw (PAE W2V WE on PAE W2V Context, Variation (5));
this variation combines the PAE framework with the approach used in Khodak et al.
(2018) and it assumes that context vectors are the same in every time period
For each framework variation, I learn a linear transformation between the context vectors
and the word vectors. I then obtain time-specific word embeddings using Algorithm 4.2.
Table 4.4 contains the results across these framework variations.
Deviance Sq’d Deviance Correlation
(1) PAE WE on Doc2Vec Context 19.149 17.255 0.752
(2) PAE WE on BERT Context 20.808 21.708 0.687
(3) WE on PAE Context 17.246 16.275 0.765
(4) WE on Doc2Vec Context 19.975 19.262 0.723
(5) PAE W2V WE on PAE W2V Context 19.277 16.912 0.755
PAE WE on PAE Context 13.557 9.418 0.864
Table 4.4: The sum of absolute deviance, the sum of squared deviance, and the average
correlation across the five topics of interest. Results are averaged over 50 iterations. Although
the variations outperform the chronologically trained model, they do not outperform the
proportions of keywords approach nor the PAE Framework.
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I calculated the results using variations of the PAE framework using the same 50 iterations
used to calculate the results in Table 4.3. These results suggest that the combination of
pretrained and non-pretrained components leads to the exceptionally high average correlation
and low sum of deviance and sum of squared deviance.
In variation (5), I used 50 iterations of word2vec instead of doc2vec. I used the same
hyperparameters as the doc2vec models and used skip-gram. I used a window size of 5 as
the context, and averaged the word embeddings within the context. I use these contexts
to learn the linear transformation. This variation demonstrates the importance of using
document embeddings as a keyword’s context rather than averaging the words surrounding
the keyword when analyzing word usage over time.
4.4.5 Most Similar Words by Time
I also look at the words most closely associated with each of the five keywords. To calculate
the most similar words by time, I first calculate the time-sensitive embedding for the keyword
for each time period. I then calculate the time-sensitive embeddings for all unique words in
each time period. I then compare each keyword’s time-sensitive embedding in a given period
with all the other time-sensitive embeddings. Words are more closely associated (have similar
usage) if they have a higher cosine similarity.
The words closest to the word “gender” can be found in Table 4.5, the words closest to
the word “treaty” can be found in Table 4.6, the words closest to “German” can be found
in Table 4.7, the words closest to “race” can be found in Table 4.8, and the words closest to
“African American” can be found in Table 4.9.
1855-1879 hour, speech, ohio, issues, american, states
1880-1904 political, number, clubs, meeting, large, right
1905-1929 men, party, national, mrs, equal, today
1930-1954 rights, men, equal, today, mrs, new
1955-1979 equal, new, men, today, washington, govt
1980-2004 men, editor, rights, american, new, article
2005-2016 marriage, new, court, couples, state, supreme
Table 4.5: Closest words to “gender” by era.
These closest words intuitively capture the political events of each era. For the words
closest to “gender,” we can see a movement from discussions about women’s rights to mar-
riage equality. It is also able to capture events such as World War I and World War II,
as shown in the closest words to “treaty” and “German.” Lastly, it is also able to capture
the struggle for racial equality in the United States, as discussions move from concepts of
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1855-1879 religious, debate, austria, minister, day, regard
1880-1904 diaz, country, castle, horse, clock, commerce
1905-1929 compact, chinese, china, states, washington, united
1930-1954 arms, german, versailles, reich, london, french
1955-1979 sign, apprentice, largest, steel, avert, major
1980-2004 trade, prices, narrow, international, foreign, powerful
2005-2016 document, language, ago, anti, page, meeting
Table 4.6: Closest words to “treaty” by era.
1880-1904 return, policy, czechs, demands, vienna, austria
1905-1929 berlin, allies, peace, kaiser, france, security
1930-1954 reich, berlin, arms, french, london, france
1955-1979 west, european, proposal, wilson, discussions, good
1980-2004 institute, draft, means, army, need, feb, editorial
2005-2016 schools, academic, world’s, quality, seeking, best
Table 4.7: Closest words to “German” by era.
1855-1879 freedom, orleans, south, business, african american, new
1880-1904 social, african american, sheepshead, bay, stakes, horse
1905-1929 african american, says, japan, league, japanese, pres
1930-1954 african american, crime, discrimination, york, human, bias
1955-1979 discrimination, bias, today, new, rights, urges
1980-2004 black, university, article, stand, says, professor
2005-2016 castro, segregation, nation, applaud, south, economic
Table 4.8: Closest words to “race” by era.
1855-1879 south, louisiana, georgia, convention, rights, lincoln
1880-1904 south, race, social, says, law, black
1905-1929 social, race, state, meeting, georgia, whites
1930-1954 race, segregation, white, whites, court, harlem
1955-1979 whites, white, washington, black, equal, june
1980-2004 advancement, urges, thomas, lincoln, gays, statement
2005-2016 castro, applaud, age, collins, shift, join
Table 4.9: Closest words to “African American” by era.
“freedom” and the “south” to “segregation” to “advancement.” It is even able to capture
“Thomas,” referencing Clarence Thomas and his confirmation to the United States Supreme
Court in 1991.
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4.5 Application 2: COVID Mask Tweets
4.5.1 Data
I apply the PAE framework to tweets about masking during the COVID-19 pandemic.
Tweets were posted between January 1, 2020 to July 1, 2020. I derive the masking tweets
from the COVID-CORE dataset (Lu & Mei, 2020). The COVID-CORE dataset was cre-
ated from Twitter Decahose data, which represents a 10% sample of all tweets. The tweets
making up the COVID-CORE dataset were chosen based on a set of base keywords. Section
4.8.1 in the Supplemental Information contains a list of these base keywords. To extract all
tweets mentioning masking, I searched for any tweets with the phrase “mask,” ignoring all
characters or spaces that came before or after the word and ignoring case. I then kept only
English tweets (using the lang field) and only kept tweets that were not retweets or replies.
I chose not to look at replies because this disproportionately included a small number of
users involved in internet arguments. In total, there are 131, 709 tweets. I used the same hy-
perparameters used in the previous application detailed in Section 4.4. Because some words
occur across all documents, due to the way the COVID-CORE dataset was constructed, I
removed a set of words from the corpus; this is detailed in Section 4.8.2 in the Supplemental
Information. Lastly, I chose to look at words on a weekly basis. In other words, tweets are
separated by which week they were posted.
4.5.2 Analyzing the Language Usage Evolution of Three Words
I look at the language usage evolution of three words: “mask,” “Trump,” and “flu.” The word
“mask” is the central word of interest in this particular dataset. I look at the language usage
evolution of “Trump” because President Trump was a central focus of discussion on Twitter
during the COVID-19 pandemic. Lastly, I look at the word “flu” because many comparisons
were drawn between the flu and COVID-19. I construct the time-sensitive embedding for
all unique words in each time period. To study the language usage evolution, I first look
at the closest words to each word w in terms of the cosine similarity on a weekly basis.
I then project the word embedding for each week down to one dimension using principal
component analysis (Pearson, 1901). The use of PCA, although imperfect, is a common way
of approximately visualizing the change of a word’s evolution over time (see, e.g., Rudolph
& Blei, 2018; Giulianelli et al., 2020).
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4.5.2.1 Language Usage Evolution of “Mask”
Because I removed the word “mask” from each tweet (because all tweets contain some variant
of this word), I could not directly construct the time-sensitive embedding for this particular
word. Instead, I take the average of all PAE document embeddings for every tweet each
week and then multiply it by the linear transformation matrix. I then find the closest words,
using cosine similarity, to these document embeddings. The closest words are listed in Table
4.10.
Jan. 19 - Jan. 25 china, wuhan, surgical, protect, news
Jan. 26 - Feb. 1 china, surgical, outbreak, wuhan, protect
Feb. 2 - Feb. 8 china, medical, outbreak, amid, surgical
Feb. 9 - Feb. 15 china, coronavirusoutbreak, amid, outbreak, wuhan
Feb. 16 - Feb. 22 china, amid, outbreak, masked, surgical
Feb. 23 - Feb. 29 china, protect, need, surgical, health
Mar. 1 - Mar. 7 protect, hand, medical, stop, buying
Mar. 8 - Mar. 14 gloves, hand, protect, medical, stop
Mar. 15 - Mar. 21 gloves, medical, need, use, protect
Mar. 22 - Mar. 28 medical, available, specific, brandon, dee
Mar. 29 - Apr. 4 spread, trump, public, use, china
Apr. 5 - Apr. 11 spread, gloves, help, public, fight
Apr. 12 - Apr. 18 spread, fight, ppe, gloves, use
Apr. 19 - Apr. 25 fight, spread, use, public, protect
Apr. 26 - May 2 spread, trump, public, use, pence
May 3 - May 9 trump, spread, making, free, public
May 10 - May 16 trump, spread, public, social distancing, gloves
May 17 - May 23 spread, public, trump, gloves, cloth
May 24 - May 30 spread, trump, social distancing, going, public
May 31 - Jun. 6 spread, protests, protect, going, social distancing
Jun. 7 - Jun. 13 spread, public, study, use, cases
Jun. 13 - Jun. 20 spread, trump, public, cases, going
Jun. 21 - Jun. 27 trump, public, spread, going, cases
Jun. 28 - Jul. 1 spread, trump, public, cases, going
Table 4.10: The closest word to “mask” by week. Because “mask” was removed from each
tweet (every tweet had some variant of this word), I took the average of all PAE document
embeddings for every tweet for each week and then multiplied it by the linear transformation
matrix. I then find the closest words, using cosine similarity, to these document embeddings.
All tweets are from 2020.
The results make sense given our retrospective understanding of the events related to
masking and the coronavirus from January 1, 2020 to July 1, 2020. Initially, most discussions
about masking are concerning China. The conversation evolves to the topic of protection
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from the coronavirus. Towards the end of this time period, the discussion has turned political,
as the word “Trump” is consistently one of the most related terms to the tweets.
Figure 4.2 shows the one-dimensional projection of the time-specific pretrained-augmented
embeddings of the word “mask” by week. The y-axis can be roughly interpreted as how the
word is used, although the actual scale is uninterpretable. The figure suggests that the usage
of “masks” is constantly evolving in this time period.
Figure 4.2: The language evolution of the word “mask” as a one-dimensional projection of
the time-specific pretrained-augmented embeddings. The y-axis can be roughly interpreted
as how the word is used, although the actual scale is uninterpretable.
4.5.2.2 Language Usage Evolution of “Trump”
I next analyze the language usage evolution of the word “Trump.” Table 4.11 contains the
list of the closest words to the word “Trump” by week. The PAE framework detects specific
presidential events, such as the Honeywell factory tour, the Ford plant tour in Michigan,
and Trump’s decision to hold a presidential campaign rally in Tulsa amid a pandemic. The
usage of the word “Trump” evolves with the weeks with respect to the current events related
to the COVID-19 pandemic.
Figure 4.3 shows the one-dimensional projection of the time-specific pretrained-augmented
embeddings of the word “Trump” by week. What this suggests is that the usage of the word
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Feb. 2 - Feb. 8 facial, extreme, chief, new york, street
Feb. 9 - Feb. 15 issue, medical, lack, supply, close
Feb. 16 - Feb. 22 beijing, realdonaldtrump, order, nmask, dust
Feb. 23 - Feb. 29 response, yorker, pence, china, eyes
Mar. 1 - Mar. 7 boost, fuel, company, billion, plans
Mar. 8 - Mar. 14 donald, palin, sarah, twitter, china
Mar. 15 - Mar. 21 donald, getting, trumpliespeopledie, throwing, supplies
Mar. 22 - Mar. 28 donald, president, blame, touted, ventilators
Mar. 29 - Apr. 4 donald, voluntary, president, americans, administration
Apr. 5 - Apr. 11 administration, donald, deal, updates, failure
Apr. 12 - Apr. 18 failings, turns, stark, crisis, guardian
Apr. 19 - Apr. 25 donald, jim, jordan, proposed, plot
Apr. 26 - May 2 pence, mike, mayo, clinic, ignored
May 3 - May 9 factory, honeywell, donald, president, tour
May 10 - May 16 donald, white house, president, american, testing
May 17 - May 23 ford, plant, michigan, factory, donald
May 24 - May 30 biden, fool, donald, mocking, calls
May 31 - Jun. 6 swabs, factory, destroys, refusing, batch
Jun. 7 - Jun. 13 america, rally, rallies, administration, deprived
Jun. 13 - Jun. 20 rally, donald, americans, tulsa, supporters
Jun. 21 - Jun. 27 donald, supporters, rally, gop, americans
Jun. 28 - Jul. 1 donald, allies, refuses, worsens, desert
Table 4.11: The closest words to “Trump” by week. All tweets are from 2020.
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“Trump” shifted quite a bit at the beginning of the pandemic but stayed relatively constant
as time went on.
Figure 4.3: The language evolution of the word “Trump” as a one-dimensional projection of
the time-specific pretrained-augmented embeddings.
4.5.2.3 Language Usage Evolution of “Flu”
I then analyze the language usage of the word “flu” by week. Table 4.12 lists the closest
words. Initial discussions about the flu seemed to involve discussions about staying healthy
and China. As time went on, the word took on a more conspiratorial undertone: the word
“flu” was used in discussions about overpopulation, riots, and fake news. The word is also
used in the context of “kung,” referring to “kung flu,” a term that President Trump used
to describe the coronavirus during a rally on June 20 and again on June 24. The PAE
framework captures the expected evolution of the usage of the word “flu.”
Figure 4.4 shows the one-dimensional projection of the time-specific pretrained-augmented
embeddings of the word “flu” by week. This suggests that the usage of the word “flu” shifted
quite a bit at the beginning of the pandemic. There were, however, some shifts towards the
end of the dataset’s time span. This may have been the result of President Trump using the
term “flu” in his rallies.
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Jan. 19 - Jan. 25 year, away, wash, hands, forget
Jan. 26 - Feb. 1 beat, pollution, future, help, btw
Feb. 2 - Feb. 8 coronaoutbreak, die, beat, corononavirus, pollution
Feb. 9 - Feb. 15 chinaflu, wuhanflu, valve, coronaoutbreak, respirator
Feb. 16 - Feb. 22 chinaflu, wuhanflu, coronaviruswuhan, coronaoutbreak, respirator
Feb. 23 - Feb. 29 coronaviruswuhan, coronavirususa, chinaflu, coronaoutbreak, wuhanflu
Mar. 1 - Mar. 7 cold, coronavirususa, common, coronavid, sick
Mar. 8 - Mar. 14 coronaupdates, cold, vaccine, coronavirususa, update
Mar. 15 - Mar. 21 negative, phone, testing, calls, capitalism
Mar. 22 - Mar. 28 swine, replenish, obama, advised, admin
Mar. 29 - Apr. 4 illegal, parts, changed, america, spanish
Apr. 5 - Apr. 11 spanish, illegal, changed, parts, fakenews
Apr. 12 - Apr. 18 influenza, spanish, diseases, germs, masksunited
Apr. 19 - Apr. 25 league, spanish, francisco, suffered, timkmak
Apr. 26 - May 2 spanish, viruses, history, kills, wise
May 3 - May 9 spanish, caused, identical, history, years
May 10 - May 16 spanish, surprisingly, vintage, teach, relevant
May 17 - May 23 camps, admitting, halls, pure, dining
May 24 - May 30 fuel, usdtrillion, debtpushers, fuels, overpopulation
May 31 - Jun. 6 months, learned, shot, hat, distance
Jun. 7 - Jun. 13 spanish, players, president, league, faith
Jun. 13 - Jun. 20 spanish, cold, kung, protectothers, influenza
Jun. 21 - Jun. 27 kung, cold, season, spanish, fall
Jun. 28 - Jul. 1 swine, pigs, seasonal, strain, flumask
Table 4.12: The closest words to “flu” by week. All tweets are from 2020.
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Figure 4.4: The language evolution of the word “flu” as a one-dimensional projection of the
time-specific pretrained-augmented embeddings.
4.5.3 Analyzing the Language Usage Evolution of Three Words,
Divided by Partisanship
Language usage evolution may differ based on the partisanship of the person tweeting. To
study this, I first obtained the partisan association of each Twitter user using their user
bios. The details of this method are described in Wu et al. (2019). Informally, obtaining
partisan associations involves mapping the bios of Twitter users to document vectors and the
unique words that make up all the bios to word vectors. This is done using doc2vec (Le &
Mikolov, 2014). Because the document vectors and word vectors are in the same embedding
space, they are comparable to one another. To calculate the partisan associations, Wu et al.
(2019) take the cosine similarity between document vectors and partisan subspaces, which
are created using the differences of the corresponding word embeddings of pairs of partisan
keywords or the difference between two groups of averaged word embeddings corresponding
to partisan keywords. The idea here is that even though not all users may use partisan
keywords in their bios (in fact, oftentimes very few do), Twitter users will list hobbies,
activities, and interests with partisan inflections (see, e.g.,. Hetherington & Weiler, 2018;
Haieshutter-Rice et al., 2021).
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To calculate partisan associations for each Twitter user, I first selected a set of keywords
associated with Republicans and Democrats. Because many users negatively use terms re-
lated to Republicans or Democrats (e.g., “I dislike Democrats”), I chose terms that would
most likely be hashtags or standalone slogans. These are terms not typically used in a nega-
tive fashion. Specifically, I chose the terms “MAGA” and “KAG” as Republican keywords,
and I chose the terms “resist” and “TheResistance” as Democratic keywords.
To create the partisan subspace, I first averaged the corresponding word embeddings
of the Republican keywords, and I averaged the corresponding word embeddings of the
Democratic keywords. I then subtracted the average Democratic word embedding from the
average Republican word embedding. I then took the cosine similarity between the partisan
subspace and each user’s bio. In total, 116, 259 users had a user bio. I deemed any user
who had a partisan association score greater than 0 a “Republican-leaning” user. Similarly,
I deemed any user who had a partisan association score less than 0 a “Democratic-leaning”
user. 42, 909 users were Democratic-leaning, while 73, 350 users were Republican-leaning.
I construct time-specific and partisan association-specific words using the linear transfor-
mation matrix A from the analysis in Section 4.5.2. To do this, I average the pretrained-
augmented contextual embeddings of each word by both time and party. I then matrix
multiply this average by A. In other words, I calculated two sets of embeddings—one for
Democratic-leaning users, one for Republican-leaning users—for each week.
4.5.3.1 Analyzing the Language Usage Evolution of “Mask,” Divided by Parti-
sanship
The same caveats from Section 4.5.2.1 hold here concerning the fact that I removed the word
“mask” from all contexts. All calculations are the same, except I obtain a time and partisan
association-sensitive embedding. Table 4.13 lists the top five most related words by week
broken down by partisan association.
The list of closest words by week suggests that both Republican-leaning and Democratic-
leaning users discussed the masking and the COVID-19 pandemic in mostly similar terms.
Both Democratic-leaning and Republican-leaning Twitter users discussed “China” with re-
spect to masking. As time goes on, the discussion of masks turns political, as “Trump”
becomes one of the most related words in most weeks. Notably, only Democratic-leaning
users use the hashtag “wearamask” in their discussions of masking.
Table 4.13 suggests that discussions about masking were, perhaps surprisingly, quite
similar between Democratic-leaning and Republican-leaning Twitter users. While discussions
with the word “mask” may use similar words, the nuances of the discussion may differ.
I project the time and partisan association-specific embeddings for “mask” down to four
153
Jan. 19 - Jan. 25 (D) china, wuhan, surgical, going, hands
Jan. 19 - Jan. 25 (R) china, surgical, wuhan, protect, medical
Jan. 26 - Feb. 1 (D) china, chinese, wuhan, protect, outbreak
Jan. 26 - Feb. 1 (R) surgical, china, outbreak, wuhan, amid
Feb. 2 - Feb. 8 (D) china, surgical, protect, medical, avoid
Feb. 2 - Feb. 8 (R) china, outbreak, amid, medical, chinese
Feb. 9 - Feb. 15 (D) coronavirusoutbreak, china, shortage, coronaviruschina, fears
Feb. 9 - Feb. 15 (R) china, amid, outbreak, chinese, coronavirusoutbreak
Feb. 16 - Feb. 22 (D) china, amid, coronavirusoutbreak, wuhan, masked
Feb. 16 - Feb. 22 (R) china, amid, japan, outbreak, masked
Feb. 23 - Feb. 29 (D) need, buying, surgical, stop, china
Feb. 23 - Feb. 29 (R) china, protect, health, buy, coronavirusoutbreak
Mar. 1 - Mar. 7 (D) buying, protect, stop, need, hands
Mar. 1 - Mar. 7 (R) hand, medical, coronavirusoutbreak, stock, panic
Mar. 8 - Mar. 14 (D) hand, gloves, china, world, test
Mar. 8 - Mar. 14 (R) stop, protect, gloves, medical, hand
Mar. 15 - Mar. 21 (D) gloves, need, medical, use, hospitals
Mar. 15 - Mar. 21 (R) gloves, medical, protect, help, need
Mar. 22 - Mar. 28 (D) medical, available, specific, gloves, ppe
Mar. 22 - Mar. 28 (R) medical, available, specific, brandon, logan
Mar. 29 - Apr. 4 (D) trump, spread, public, use, protect
Mar. 29 - Apr. 4 (R) spread, trump, use, china, public
Apr. 5 - Apr. 11 (D) spread, gloves, help, cloth, protect
Apr. 5 - Apr. 11 (R) spread, fight, gloves, public, amid
Apr. 12 - Apr. 18 (D) spread, gloves, ppe, fight, cloth
Apr. 12 - Apr. 18 (R) fight, spread, ppe, use, protect
Apr. 19 - Apr. 25 (D) spread, protect, use, fight, lockdown
Apr. 19 - Apr. 25 (R) fight, spread, use, making, public
Apr. 26 - May 2 (D) trump, pence, spread, mike, clinic
Apr. 26 - May 2 (R) spread, public, use, health, lockdown
May 3 - May 9 (D) trump, spread, making, public, safe
May 3 - May 9 (R) spread, trump, free, making, public
May 10 - May 16 (D) trump, spread, public, gloves, social distancing
May 10 - May 16 (R) trump, spread, public, social distancing, cloth
May 17 - May 23 (D) trump, spread, public, gloves, protect
May 17 - May 23 (R) spread, public, trump, cloth, going
May 24 - May 30 (D) trump, spread, going, public, social distancing
May 24 - May 30 (R) spread, trump, social distancing, going, public
May 31 - Jun. 6 (D) spread, social distancing, protest, protests, going
May 31 - Jun. 6 (R) spread, protect, protests, going, gloves
Jun. 7 - Jun. 13 (D) public, spread, use, study, cases
Jun. 7 - Jun. 13 (R) spread, study, use, cases, public
Jun. 14 - Jun. 20 (D) trump, spread, cases, public, going
Jun. 14 - Jun. 20 (R) spread, trump, public, cases, social distancing
Jun. 21 - Jun. 27 (D) trump, going, spread, cases, public
Jun. 21 - Jun. 27 (R) trump, public, spread, cases, going
Jun. 28 - Jul. 1 (D) spread, trump, public, wearamask, going
Jun. 28 - Jul. 1 (R) spread, trump, public, cases, going
Table 4.13: Closest words by week to “mask,” by partisan associations. “D” indi-
cates Democratic-leaning (a partisan association score less than 0), while “R” indicates
Republican-leaning (a partisan association score greater than 0).
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dimensions using PCA to examine this possibility. Figure 4.5 shows the evolution of the
four dimensions by week. The first two dimensions are very similar across the Democratic-
leaning and Republican-leaning users, while the third and fourth dimensions differ more.
Further research is required to understand what these dimensions mean, but it suggests that
usage of the words does differ between Democratic and Republican-leaning users despite the
similarity in closest words by week.
Figure 4.5: The top 4 principal components of the time and partisan association-specific
word embeddings for “mask.”
4.5.3.2 Analyzing the Language Usage Evolution of “Trump,” Divided by Par-
tisanship
I next look at the closest words to “Trump” among tweets discussing masking and the
COVID-19 pandemic, divided by partisan association. Table 4.14 lists the top 5 most related
words by week. Interestingly, most of the closest time-specific word embeddings to the word
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embedding for “Trump” are essentially the same across Democratic-leaning and Republican-
leaning Twitter users. Both sides discuss the same news stories, such as the Rolling Stone
article about the failure of Trump’s administration to deliver N95 masks to frontline workers
during the week of June 7 to June 13. They also discuss similar events, such as President
Trump’s visits to the Honeywell factory and the Ford plant.
Feb. 23 - Feb. 29 (D) americans, response, president, eyes, pence
Feb. 23 - Feb. 29 (R) messages, mixed, francisco, needed, san
Mar. 1 - Mar. 7 (D) plans, company, smartnews, millions, combat
Mar. 1 - Mar. 7 (R) company, calls, boost, combat, plans
Mar. 8 - Mar. 14 (D) realdonaldtrump, china, close, border, funding
Mar. 8 - Mar. 14 (R) palin, sarah, singer, retweeetplease, newspicks
Mar. 15 - Mar. 21 (D) throwing, families, short, tests, ventilators
Mar. 15 - Mar. 21 (R) donald, getting, fauci, good, hospitals
Mar. 22 - Mar. 28 (D) doctors, ventilators, donald, hoarding, president
Mar. 22 - Mar. 28 (R) donald, president, door, petition, sign
Mar. 29 - Apr. 4 (D) voluntary, americans, donald, administration, cdc
Mar. 29 - Apr. 4 (R) donald, voluntary, president, americans, won
Apr. 5 - Apr. 11 (D) updates, failure, warning, issues, knew
Apr. 5 - Apr. 11 (R) deal, administration, donald, reaches, million
Apr. 12 - Apr. 18 (D) stark, failings, turns, crisis, guardian
Apr. 12 - Apr. 18 (R) failings, turns, stark, crisis, dishonest
Apr. 19 - Apr. 25 (D) proposed, jim, attack, jordan, trumppressconference
Apr. 19 - Apr. 25 (R) donald, oversight, jim, plot, jordan
Apr. 26 - May 2 (D) pence, mayo, clinic, mike, stance
Apr. 26 - May 2 (R) pence, ignored, mike, warnings, refused
May 3 - May 9 (D) factory, donald, honeywell, tour, valet
May 3 - May 9 (R) factory, honeywell, president, cnbc, arizona
May 10 - May 16 (D) white house, testing, pennsylvania, donald, smartnews
May 10 - May 16 (R) donald, president, white house, american, west
May 17 - May 23 (D) ford, plant, michigan, visit, donald
May 17 - May 23 (R) ford, plant, michigan, factory, cnbc
May 24 - May 30 (D) biden, donald, fool, mocking, reporter
May 24 - May 30 (R) biden, fool, calls, mocking, joe
May 31 - Jun. 6 (D) swabs, factory, destroys, refusing, entire
May 31 - Jun. 6 (R) swabs, factory, batch, destroys, refusing
Jun. 7 - Jun. 13 (D) rally, rallies, maskless, supporters, factory
Jun. 7 - Jun. 13 (R) america, negligence, deprived, administration, rollingstone
Jun. 14 - Jun. 20 (D) rally, americans, donald, tulsa, supporters
Jun. 14 - Jun. 20 (R) rally, tulsa, americans, disapproval, signal
Jun. 21 - Jun. 27 (D) gop, rally, supporters, arizona, donald
Jun. 21 - Jun. 27 (R) donald, supporters, rally, president, americans
Jun. 28 - Jul. 1 (D) donald, refuses, allies, desert, worsens
Jun. 28 - Jul. 1 (R) donald, allies, refuses, worsens, desert
Table 4.14: Closest words by week to “Trump,” by partisan associations. “D” indi-
cates Democratic-leaning (a partisan association score less than 0), while “R” indicates
Republican-leaning (a partisan association score greater than 0).
Again, this list suggests that the usage of the word “Trump” was similar across users. To
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examine this more closely, Figure 4.6 shows the time and partisan association-specific word
embeddings projected down to four dimensions.
Figure 4.6: The top 4 principal components of the time and partisan association-specific
word embeddings for “Trump.”
The Democratic-leaning and Republican-leaning time-specific embeddings differ in all four
components. The first dimension suggests that the usage of the word “Trump” was mostly
consistent within each group but remained distinct across the two groups from February 23
to July 1. Again, further research is needed to give an interpretation to each dimension. This
does hint that the nuances of the discussion around the word “Trump” differ by partisan
association, even if the closest words to “Trump” by week are similar between Democratic-
leaning and Republican-leaning Twitter users.
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4.5.3.3 Analyzing the Language Usage Evolution of “Flu,” Divided by Parti-
sanship
I then look at the closest words to “flu,” divided by partisanship leaning. The top 5 words
by week can be found in Table 4.15. The usages of the word “flu” were broadly similar
across Republicans and Democrats at the beginning of the pandemic. As the pandemic went
on, Republican-leaning users were the first to compare the coronavirus to the 1918 influenza
pandemic. Eventually, both sides began to use “flu” in the context of the 1918 pandemic.
Republican-leaning users were also the only ones to use “flu” with “kung,” indicating usage
of the phrase “kung flu.” It was around this time that then-President Trump first used the
term in one of his rallies.
Again, I project the time and partisan association-specific embeddings for “flu” down to
four dimensions. Figure 4.7 shows these four dimensions by week. The first component is
approximately the same across both Democratic-leaning and Republican-leaning users. The
second component suggests that this dimension of language usage was stabler for Republican-
leaning users than Democratic-leaning users. The third and fourth components also differed
across the time-specific embeddings. The interpretation of these components is, again, still
an open question. It does suggest that the usages of the word “flu” across Democratic-
leaning users and Republican-leaning users differ, even if the closest words by week seem
broadly similar.
4.6 Conclusion and Future Directions
I propose a framework for studying the usage of words over time. The framework is built
to accommodate the shorter, more specialized texts typically found in political science. The
method builds on the theory of Arora et al. (2018) and the application of Khodak et al.
(2018). Instead of using the word embeddings of a given word’s context, which would im-
plicitly assume that the contextual vectors are the same throughout all time periods, I pro-
pose using document vectors from doc2vec instead (Le & Mikolov, 2014). However, political
science texts are typically short, so the document and word vectors calculated by doc2vec
may be poorly fit. To correct this, I propose augmenting the embeddings using correspond-
ing pretrained components. I use BERT embeddings (Devlin et al., 2019) to augment the
document embeddings, and I use pretrained word2vec embeddings from the Google News
dataset (Mikolov et al., 2013) to augment the word embeddings. I then use these pretrained-
augmented embeddings to learn the linear transformation between document embeddings
(a given word’s context) and a given word’s embedding. After learning this linear trans-
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Jan. 19 - Jan. 25 (D) away, start, protect, coronaoutbreak, stay
Jan. 19 - Jan. 25 (R) year, wash, hands, wipes, feel
Jan. 26 - Feb. 1 (D) beat, pollution, future, help, got
Jan. 26 - Feb. 1 (R) canada, usa, amazon, btw, seriously
Feb. 2 - Feb. 8 (D) pets, hands, time, stop, wash
Feb. 2 - Feb. 8 (R) coronaviruswuhan, beat, pollution, coronaoutbreak, kit
Feb. 9 - Feb. 15 (D) coronaviruswuhan, coronavirusoutbreak, protection, symptoms, surgical
Feb. 9 - Feb. 15 (R) respirator, dust, looking, coronaoutbreak, check
Feb. 16 - Feb. 22 (D) chinaflu, coronaviruswuhan, coronaoutbreak, wuhanflu, respirator
Feb. 16 - Feb. 22 (R) wuhanflu, chinaflu, particulate, pack, coronavirususa
Feb. 23 - Feb. 29 (D) coronavirususa, coronaviruswuhan, wuhan, coronaoutbreak, filter
Feb. 23 - Feb. 29 (R) covidusa, coronaviruswuhan, coronavirususa, coronaoutbreak, wuhanflu
Mar. 1 - Mar. 7 (D) coronavirususa, covidus, wuhanvirus, respirator, coronavid
Mar. 1 - Mar. 7 (R) common, water, lots, getting, cold
Mar. 8 - Mar. 14 (D) folks, filter, nose, coughing, antivirus
Mar. 8 - Mar. 14 (R) coronaupdates, cold, vaccine, update, coronavirususa
Mar. 15 - Mar. 21 (D) thinking, testing, employees, influenza, population
Mar. 15 - Mar. 21 (R) phone, negative, calls, heart, thread
Mar. 22 - Mar. 28 (D) silly, swab, makeshift, rule, regular
Mar. 22 - Mar. 28 (R) swine, replenish, obama, proof, president
Mar. 29 - Apr. 4 (D) illegal, changed, parts, america, nail
Mar. 29 - Apr. 4 (R) illegal, parts, changed, spanish, america
Apr. 5 - Apr. 11 (D) changed, illegal, parts, spanish, entry
Apr. 5 - Apr. 11 (R) spanish, influenza, tht, fakenews, cats
Apr. 12 - Apr. 18 (D) influenza, supplychain, masksunited, spanish, covidpandemic
Apr. 12 - Apr. 18 (R) germs, viruses, deadly, wouldn, politicians
Apr. 19 - Apr. 25 (D) spanish, league, interesting, francisco, anti
Apr. 19 - Apr. 25 (R) francisco, suffered, league, thread, timkmak
Apr. 26 - May 2 (D) kills, killed, viruses, vulnerable, maybe
Apr. 26 - May 2 (R) spanish, wise, history, teach, season
May 3 - May 9 (D) history, spanish, teach, worse, bad
May 3 - May 9 (R) spanish, caused, identical, years, germany
May 10 - May 16 (D) spanish, teach, history, compulsory, vintage
May 10 - May 16 (R) spanish, boy, cute, kids, hot
May 17 - May 23 (D) americans, wore, history, horror, tech
May 17 - May 23 (R) camps, admitting, dining, halls, pure
May 24 - May 30 (D) overpopulation, fuels, usdtrillion, fuel, wipeout
May 24 - May 30 (R) vendetta, likening, bosses, father, spanish
May 31 - Jun. 6 (D) fall, months, died, twice, kills
May 31 - Jun. 6 (R) hat, haze, epidemic, corrupt, finally
Jun. 7 - Jun. 13 (D) spanish, treatments, thinks, joebiden, illness
Jun. 7 - Jun. 13 (R) faith, president, spanish, germs, abc
Jun. 14 - Jun. 20 (D) spanish, influenza, cold, hearing, wearamask
Jun. 14 - Jun. 20 (R) causes, bacteria, proof, cold, believe
Jun. 21 - Jun. 27 (D) season, fall, winter, cold, considering
Jun. 21 - Jun. 27 (R) kung, cold, spanish, season, obama
Jun. 28 - Jul. 1 (D) potential, swine, horrible, control, threat
Jun. 28 - Jul. 1 (R) swine, stayhealthy, flumask, history, maskers
Table 4.15: Closest words by week to “flu,” by partisan associations. “D” indi-
cates Democratic-leaning (a partisan association score less than 0), while “R” indicates
Republican-leaning (a partisan association score greater than 0).
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Figure 4.7: The top 4 principal components of the time and partisan association-specific
word embeddings for “flu.”
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formation, I apply this linear transformation to obtain the time-specific embedding for a
given word using a given word’s context in a specific time period. I call this framework the
pretrained-augmented embeddings (PAE) framework.
The contribution of this project is threefold:
1. This is the first work to present empirical evidence that using doc2vec document em-
beddings can produce time-specific embeddings with better properties than averaged
word2vec embeddings.
2. This work is one of the first works, to the best of my knowledge, that meaningfully
combines static distributed embeddings with contextual pretrained language model
embeddings.
3. The PAE framework can be effectively used with small, specialized text corpora often
found in political science.
There are many extensions of this project. In future work, I plan to apply this framework
with the method of calculating partisan associations using user profiles to understand how
partisan associations shift over time (Wu et al., 2019). Methodologically, it is not clear
how well longer documents work with the use of document embeddings. In such cases, the
researcher may have to split up documents into smaller documents. In other words, how long
a document is until the context is considered “too big” is still an open research question.
Theoretically, it is still unclear why combining pretrained elements with non-pretrained
elements works better than using either component independently. It is also likely that the
relationship between the pretrained-augmented contextual embedding and the pretrained-
augmented word embedding is nonlinear, especially given that the BERT embeddings are
not necessarily related to each other linearly. How to best learn this nonlinear relationship
between the context embeddings and the word embeddings is also an open research question.
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4.8.1 COVID-CORE Dataset Details
The COVID-CORE dataset is derived from the Twitter Decahose, which represents a 10%
sample of all tweets. The filter queries used to extract the coronavirus-related tweets are:
“covid 19”, ”covid 2019”, “covid”, “19 ncov” “2019 ncov”, “ncov”, “corona virus”, “pan-
demic”, “wuhan virus”, “chinese virus”, “china virus”, “sars cov 2”, “hcov 19”, and ”ncov
19”. Connectors and spacing were considered using regular expressions, and casing was
ignored; for example, a tweet with “COVID19” in its text would be included.
4.8.2 Words Removed from the COVID Masking Tweet Text
The following words were removed from the corpus: “covid”, “corona”, “masks”, “mask”,
“coronavirus”, “wear”, “wears”, “face”, “faces”, “facemask”, “facemasks”, “wearing”, “pan-
demic”, “people”, “virus”, “amp” (an artifact of Twitter links), “like”, “ncov”, “rt” (which
stands for “retweet”), “says”, and “new.” These were terms used to compile the COVID-
CORE dataset together or were terms used to identify the tweets discussing masking during




This dissertation consists of three papers about leveraging representation learning for politi-
cal science research. The first paper proposes a method using word embeddings to calculate
partisan associations from Twitter users’ bios. The second paper develops a deep learning
architecture that calculates representations for observations with both images and text and
can handle observations that are missing either modality. The third paper outlines a frame-
work for calculating time-specific embeddings usable with small corpora. This concluding
chapter briefly reviews the contributions of the three papers specifically to political science
and examines the potential links across the three papers.
5.1 Contributions of the Three Papers to Political Sci-
ence
The technical contributions of these papers help political scientists further their research.
The first paper allows political scientists to characterize the partisan associations of users
that may not explicitly reveal their partisan associations through their network, tweets,
or bio. This contrasts with existing methods of calculating partisan associations or ideal
points, which require users to follow partisan accounts or use partisan words in their tweets.
Using the partisan association method can lead to calculating partisan associations for a
much broader set of users compared to other methods; this means that political scientists
can include a much more diverse group of Twitter users in their analysis. This broader set
of users includes, but is not limited to, those who may not associate themselves with any
parties, those who are less politically involved on social media, and those who choose not
to explicitly disclose their partisan associations. In other words, political scientists can gain
a clearer picture of how certain phenomena or perceptions of events are related to users’
partisan associations across a more comprehensive set of users.
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The second paper develops a deep learning architecture that allows political scientists to
classify observations with both image and text automatically and can be used with datasets
missing one of the two modalities. MARMOT is a bespoke multimodal architecture for polit-
ical science. Multimodal approaches in computer science require computationally expensive
multimodal pretraining and need all observations to have both image and text. MARMOT
does not require multimodal pretraining, and it does not require that all observations have
both image and text. MARMOT increases the dimensions of social media behavior that
can be analyzed: not only does MARMOT look at both modalities in posts that have both
image and text, but it also makes multimodal posts comparable to unimodal posts. This
allows political scientists to understand further the multifaceted ways individuals use social
media to communicate the messages they want to express to the world.
The third paper describes the pretrained-augmented embeddings (PAE) framework, which
calculates time-specific embeddings using pretrained and non-pretrained components. The
primary contribution of the framework is that it allows political scientists to use natural
language processing techniques to automatically study word usage change in small corpora.
Previous approaches to studying word usage change using word embeddings can only be used
with large corpora. Small corpora mean that certain words occur very infrequently, which
can lead to poorly trained word embeddings. Pretrained embeddings are often higher quality
word embeddings, as they are usually trained on a large corpus. However, pretrained embed-
dings may not encode nuances of the words specific to certain corpora. This is particularly
relevant for political texts, such as legislative speeches or legal writing, which often contain
highly specialized language. The PAE framework takes advantage of both the strengths of
non-pretrained and pretrained embeddings to obtain high-quality time-specific embeddings.
Such a technique allows an entire body of corpora to be automatically analyzed in ways that
were not possible before.
All three papers aim to include a more diverse set of people in the research of politics,
better understand the multifaceted ways that people may communicate online, and further
advance the view that individuals are dynamic in their viewpoints, stances, and beliefs.
5.2 Examining Links Between the Three Papers
The three papers share a common methodological underpinning: they all use representation
learning to help further study or answer political science research questions. There are
also potential bridges between the papers that can lead to extensions of the methods found
in this dissertation. This section briefly reviews these links between the three papers and
how synergies across the three papers can help political scientists further answer important
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research questions.
5.2.1 Links Between Paper 1 and Paper 2
Is there an association between users’ partisan associations and their use of text-only, image-
only, or multimodal posts? This is still an open research question, but one that may be
answered by developing a framework between the first and second papers.
An immediate research project, which does not depend on the MARMOT architecture in
the second paper, is to see whether the users’ partisan associations are correlated with the use
of text-only, image-only, or text-and-image posts. We can also use image captions, although
imperfect, to study the relationship between image contents and partisan associations.
It would also be possible to augment the MARMOT architecture such that the MARMOT
representation encodes the combination of the image, text, and partisan association. In
such a case, the partisan association effectively acts as another “modality.” Depending
on the outcome of interest, the partisan association scores can give greater context to the
MARMOT representations and yield better predictive outcomes than MARMOT without
partisan associations. The underlying idea is that the partisan associations of users are
directly correlated with the contents found in images or text and are correlated with the
kind of messages communicated through multimodal posts. Such an approach can help
political scientists further study or automatically classify content such as hateful memes,
misinformation on social media, and posts discussing politics or the political process.
5.2.2 Links Between Paper 1 and Paper 3
The first and third papers share a close link—the PAE framework developed in the third
paper, which allows political scientists to study how word usage changes over time, can be
used to study how the partisan associations of users change over time. The idea is that
certain words may not be politically inflected in one time period but may be imbued with
partisan slants in the following time period, and words that are politically salient in one time
period may lose their political relevancy in the next. For example, the word “resistance”
was generally not associated with Democrats before Donald Trump was elected president.
After his election, the hashtag or phrase “resistance” became synonymous with protests
against President Trump and support for (usually Democratic) politicians that opposed
Trump (Vogel, 2017). Using the word embedding space from one time period may not
correctly reflect the relationships between partisan and (seemingly) non-partisan words in
another period.
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The PAE framework developed in the third paper calculates time-specific word embed-
dings. These time-specific word embeddings can calculate the partisan associations for each
user’s various bios. This may not reflect an actual change in underlying partisanship of the
user—research has shown that a person’s sense of partisanship is relatively stable later in
life (see, e.g., Niemi & Jennings, 1991; Jennings et al., 2009; Iyengar & Krupenkin, 2018).
Instead, it may reflect the extent that users associate themselves with specific parties or po-
litical candidates. For example, some users may have removed words that indicate support
for Donald Trump from their bios after the 2021 United States Capitol attack. The nature
of these shifts in partisan associations—e.g., the relationship between shifts in partisan as-
sociations and shifts in people’s senses of partisanship—is still an open research question,
but combining the methods found in the first and third papers could allow us to study such
a question.
5.2.3 Links Between Paper 2 and Paper 3
It is well-known that word usage and meaning evolves, but how and which images are
used, such as on social media or news media, also changes over time. For example, social
media users attempting to post banned content, such as hate speech, often attempt to dodge
automated content filters by using an image and text that, on their own, may not be detected
as banned content. As these detection algorithms improve, users will slowly begin to use
different images and text to avoid these filters while still communicating similar messages.
For example, during the COVID-19 pandemic, anti-vaccination groups on Facebook used
code words, such as “dance parties,” to avoid detection (Collins & Zadrozny, 2021); other
groups use images and memes to subtly suggest that vaccinations are dangerous (Ortutay &
Seitz, 2021). As Facebook began to pick up on these keywords and ban groups, users quickly
switched to other keywords such as “dinner parties” and “swimming clubs.” In another
example, followers of the extremist “boogaloo” movement use coded language and images of
igloos to indicate their adherence to the movement (Collins & Zadrozny, 2021).
Understanding how the usage of both images and words changes adds another dimension
to users. This additional dimension can further enhance political scientists’ understand-
ings of how users change their communication patterns in light of a changing social media
landscape, such as evolving automated content filters, and a changing political environment.
The technical aspect of constructing time-specific MARMOT representations is still an open
question; however, such an architecture could help answer these critical research questions
about behavior on social media and the strategic use of multimodal posts.
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