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Network  analysis  has  been  a recent  focus  in  biological  sciences  due  to its ability  to  synthesize  global
visualizations  of  cellular  processes  and  predict  functions  based  on  inferences  from  network  properties.
A  protein–protein  interaction  network,  or interactome,  captures  the  emergent  cellular  states  from  gene
regulation  and  environmental  conditions.  Given  that  proteins  are  involved  in  extensive  local  and  sys-
temic  molecular  interactions  such  as signaling  and  metabolism,  understanding  protein  functions  and
interactions  are  essential  for a  systems  view  of  biology.  However,  in  plant  sciences  these  network-
based  approaches  to data  integration  have  been  few and  far  between  due  to  limited  data,  especiallyetwork
isease–disease
ost–pathogen
protein–protein  interaction  data.  In this  review,  we  cover  network  construction  from  experimental  data,
network  analysis  based  on topological  properties,  and  ﬁnally  we  discuss  advances  in  networks  in  plants
and  other  organisms  in a comparative  approach.  We  focus  on applications  of  network  biology  to  dis-
cover  the  dynamics  of  host–pathogen  interactions  as these  have  potential  agricultural  uses  in improving
disease  resistance  in commercial  crops.
© 2015  The  Authors.  Published  by  Elsevier  B.V. This  is  an  open  access  article  under  the  CC  BY-NC-ND. Introduction
Cells are the fundamental units of life. Cells contain a complex
nternal architecture with highly organized compartments capable
f responding to diverse signals. In order to maintain homeostasis,
ells must be both stable and ﬂexible. This robustness is achieved
hrough a wide range of proteins that function in variety of capac-
ties to receive environmental cues and respond to them in an
ppropriate manner. Proteins generally have functional roles that
ontribute to a certain process within the cell. In this way, proteins
an be viewed as members of functional communities that may
ave differential roles given certain cellular conditions. These roles
sually involve interactions with other proteins or substrates that
irectly or indirectly activate cellular responses to environmental
timuli. The conditional probabilities of these interactions inﬂu-
nce the direction of cellular behavior at any given time. Protein
nteractions have different functional roles during steady state and
uctuating environmental conditions. Additionally, protein inter-
ctions can be transient or long-term, adding another dimension to
 This article is part of a special issue entitled “Protein networks – a driving force
or  discovery in plant science”.
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the dynamic behavior of proteins. The biological information con-
tained within the relationships between both individual proteins
and the communities of proteins can be visualized as a network
of possible interactions between each protein within a cell [1,2].
Network biology seeks to map  and understand these networks as
systems-level views of cell behavior. In the context of protein inter-
actions, network biology provides the tools to answer questions
such as the speciﬁc spatiotemporal arrangement of proteins in the
cellular landscape, the effects of diverse environmental conditions
on the ﬂow of biological information between proteins, and the
phenotypic results of perturbations of protein communities.
The widespread use of high-throughput methods in recent
decades has facilitated the accumulation of large datasets. The need
for analytical approaches that can handle this informational load
has driven the rise of a class of biological disciplines called “omics”
that attempt to integrate large-scale data such as genomes, pro-
teomes, transcriptomes, and others, into descriptive models that
interpret molecular functions at a systems level [3]. One of the
main goals of -omics is mapping associative relationships between
genotypes and phenotypes in order to understand the cellular
hierarchy of interactions between genes, transcriptional products,
and proteins. Obtaining a sufﬁcient understanding of these sys-
tems will enable the development of effective genetic engineering
techniques such as personalized medicine and customized culti-
vars for agronomically important crops [4,5]. However, a growing
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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oncern is that while the aggregation of experimental data into
ublic databases is increasingly popular, most of this data remains
nder-utilized [6]. The disparity between used and unused data in
nalysis and integration reﬂects a limitation in the ability to infer
eaningful information from large, noisy datasets. To alleviate
his problem, bioinformatic approaches have attained increasing
mportance and relevance in biological sciences because of the abil-
ty to streamline statistical analyses. One output of computational
ethods is a network or map  of relationships between cellu-
ar components that reveals novel correlations between datasets.
hese network-guided analyses offer integrative approaches to
iological sciences that are beginning to challenge the previously
ccepted model of one gene-one protein for describing cellular phe-
otypes. Indeed, much of the data produced by genomic analysis
ver recent decades has pointed towards the increasing complex-
ty of functional molecular systems [7–11]. Bioinformatics has been
t the forefront of revealing the underlying principles and mecha-
isms of these relationships.
Protein networks, or interactomes, are less characterized com-
ared to genomic or gene regulatory networks due to limited
vailability of cost-effective and statistically powerful methods for
haracterizing protein functions and interactions. This is especially
roblematic in plant systems because robust methods for observ-
ng protein functions and interactions are additionally limited by
ensitivity of assays to detect transient interactions or weak bind-
ng afﬁnities [12]. However, considering the varied roles of protein
ynamics in cellular processes like metabolism, signaling, and gene
egulation, determining protein functions and interactions is essen-
ial in understanding the pathway from genotype to phenotype.ed to elucidating pathogen-host interactions.
Interactomes have a variety of functional purposes in plants such
as elucidating signaling pathways, stress responses, and differen-
tial expression levels during developmental stages. Additionally, a
main goal of describing interactomes is understanding the pertur-
bations and maintenance of cellular homeostasis and the effects of
environmental factors, especially in the context of pathophysiolo-
gies. Although much work has been done in deﬁning interactomes
in other organisms such as yeast [13] and humans [14,15], the
current state of protein network analysis in plants is underwhelm-
ing despite recent accomplishments in some areas [16–18]. The
Arabidopsis thaliana (hereafter, Arabidopsis) and human genome
projects were completed in 2000 and 2001, respectively, however
network models in humans are much more developed compared
to Arabidopsis. The success of network analyses in other organisms
in predicting functional relationships indicates that these methods
need to be utilized more in plant sciences. These networks have the
potential to contribute to practical applications, such as improved
crop performance, especially when applied to plant development
and disease resistance, the latter of which is the focus of this article.
A particularly lucrative role for proteomic networks in plants is
the inference of host–pathogen interactions and the elucidation of
immune system dynamics. The classical model of plant-pathogen
co-evolutionary immune interactions is a zig–zag model [19].
In this model, conserved bacterially-derived microbe-associated
molecular patterns (MAMPs) trigger MAMP-triggered immunity
(MTI) upon detection by plant pattern recognition receptors [20].
MTI  is a broad-spectrum immune response that is effective against
most pathogens. However, since hosts and pathogens are in an
evolutionary arms race, specialized pathogens have developed sev-
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ral strategies to subvert or suppress the MTI  responses. Effector
roteins secreted by pathogens target components at various lay-
rs of MTI  to disrupt the immune response [21]. To circumvent
his, plants equipped with the sensors to recognize effectors can
nitiate effector-triggered immunity (ETI). ETI is manifested by
obust defense responses that generally leads to the hypersensi-
ive response, a form of localized cell death. ETI is a similar but
mpliﬁed version of MTI. While several MTI  and ETI players have
een discovered in recent decades, the global understanding of
ow pathogen effectors cross communicates with MTI  and ETI is
acking. Additionally, there is a limited understanding of the full
ange of plant-microbe interactions and the cellular components
nvolved in the determination of cell fate decisions based on these
nteractions. Computational approaches to studying plant immune
etworks are scarce due to both insufﬁcient datasets and limited
echnical ability. However, as there is a strong functional role of
rotein interactions between plant receptors and bacterial effec-
ors in directing the immune response, the predictive capability of
etwork integration and analysis may  help to ﬁll in the gaps and
enerate hypotheses for future research. A useful benchmark for
he potential utility of these bioinformatic tools is seen in the efforts
owards developing and understanding the human disease network
8,11]. These networks have revealed novel disease–disease rela-
ionships and possible genetic variants responsible for pathological
henotypes.
In this review, we demonstrate techniques for the integration
f available datasets and synthesis of protein–protein interac-
ion networks. We  discuss the components of these networks as
ell as analyses through statistical metrics and topological prop-
rties. Further, we cover a few examples of networks that have
redicted previously unknown protein–protein interactions and
ave since been experimentally validated in independent stud-
es. We  conclude with speculations towards the future utility of
etwork biology with an emphasis on the elucidation of dynamic
ost–pathogen interactions in plant immunity and possible agri-
ultural applications of a completed plant disease network.
. Construction of biological networks
Experimental identiﬁcation of protein–protein interactions
elies primarily on the construction of cDNA libraries and map-
ing of heterologous expression. Many methods for determining
rotein functions and interactions are based on systems utilizing
east. To generate large-scale networks in Arabidopsis, two  of the
ost widely used yeast-based techniques are GAL4-based yeast
wo-hybrid (Y2H) and split-ubiquitin (sUbq). Although both sys-
ems rely upon the activation of a reporter gene, in the Y2H system
he transcription factor is reconstituted in the nucleus whereas
n sUbq the transcription factor is cleaved and translocated to
he nucleus. GAL4-based Y2H screens were used to generate the
rabidopsis Interactome-1 (AI-1) and the Plant-Pathogen Interac-
ion Network-1 (PPIN-1) [22,23]. AI-1 used a Y2H-based screening
latform coupled with extensive validation to identify 5664 inter-
ctions between 2661 proteins. AI-1 was compared to a literature
urated network that contained 4252 interactions between 2160
roteins and was  shown to exhibit similar characteristics. Similarly,
PIN-1 identiﬁed 1358 interactions among 926 proteins, indicating
he ability of Y2H assays to screen large-scale protein interactions.
Y2H assays are widely used due to their versatility. Many modi-
ed versions of Y2H have been reported to help identify speciﬁc
lasses of protein interactions [24]. The sUbq system is based
n Y2H principles but is designed speciﬁcally for understanding
nteractions of transmembrane proteins. This method was  used
o generate an interactome of membrane-bound proteins in Ara-
idopsis [25,26]. This network, the membrane interactome databaselant Biology 5 (2016) 2–12
version 1 (MIND1), screened a test space of 6.4 million potential
interactions and found 12,102 reliable interactions among 1523
proteins. Of these interactions, 99% were previously unknown [26].
Despite the numerous applications of Y2H systems, one major
drawback is the inability of Y2H screens to identify transient inter-
actions, which have been shown to be important in many signaling
cascades. Thus, there is a growing need for more sensitive screening
methods.
One such method is the coupling of afﬁnity puriﬁcation with
mass spectrometry (AP-MS) to isolate protein complexes. Puriﬁ-
cation can be done in one-step or two-step methods depending
on the number of tags used. A popular two-step method is tan-
dem afﬁnity puriﬁcation (TAP) that has been shown to have a high
degree of accuracy and low false positive rates due to the second
puriﬁcation step. A beneﬁt of these methods is the ability to test
interactions in vivo [27,28]. AP-MS and TAP have been employed in
the construction of a cell cycle network in plants [29]. TAP methods
coupled with Y2H screens were used to characterize a rice kinase
interactome [30]. The rice kinome is larger than both Arabidopsis
and humans and remains largely uncharacterized [31]. The kinase
interactome identiﬁed 378 interactions among 274 proteins and
suggested new functional roles for E3 ubiquitin ligases in pathogen
defense recognition and kinase interaction. However, one limita-
tion in the puriﬁcation assays is the disruption of weak interactions
during the isolation steps as well as degradation of interactions dur-
ing long processing times [32]. An additional concern is the absence
of overlap between the interactions identiﬁed using TAP and Y2H
screens [30]. In the rice kinome, TAP identiﬁed more interactors
when the interactions are stable, but Y2H identiﬁed more transient
interactions. Previous studies have also reported this discrepancy
[33], indicating potential limitations in the use of a single method.
Future studies should implement multiple screening methods to
identify more protein–protein interactions in addition to compar-
ing the accuracy of individual screens.
Protein microarrays are often used in conjunction with afﬁnity
puriﬁcation methods. Microarrays are heterologous systems that
allow for the parallel proﬁling of protein interactions. Puriﬁed pro-
tein complexes are loaded onto chemically treated glass slides and
assayed for the detection of interactions and other features [27].
Microarray experiments were used to determine phosphorylation
targets of mitogen-activated protein kinases (MAPKs) described in
an Arabidopsis protein phosphorylation network [34]. MAPKs are
important signaling proteins conserved among eukaryotes. A vari-
ety of MAPK signaling complexes are involved in innate immunity
in plants, including detection of MAMPs, hormone signaling, and
abiotic stress response. Despite their essential role in several cellu-
lar processes, MAPK signaling pathways are not well characterized.
Popescu et al. generate a network of MAPK phosphorylation tar-
gets to elucidate the differential roles of these proteins. MAPKs
were shown to respond universally to a common core of effec-
tors, however, differential gene expression is induced through
speciﬁc combinations of MAPK phosphorylation events initiated by
speciﬁc effectors. In this way, MAPKs can respond to diverse sub-
strates by changing the downstream targets of phosphorylation. A
human MAPK interactome has also been generated [35]. MAPKs in
humans have been implicated in cancer and autoimmune disorders.
This network sought to identify interactions outside the canonical
model of MAPKKK-MAPKK-MAPK pathway that may contribute to
the functionality of the MAPK signaling cascade and reveal potential
drug targets. Analysis of this network revealed a potential scaffold
protein that may  integrate multiple signals into distinct signaling
complexes. Although this study used Y2H screens to identify MAPK
interactions, the potential interactions were subjected to multi-
ple sampling and cross-species comparison, which may  be used
in future studies to determine the quality of protein interactions
identiﬁed during large-scale screens.
M.E. McCormack et al. / Current Plant Biology 5 (2016) 2–12 5
Fig. 2. Overview of topological features of biological networks. (A) Comparison of the topology of a scale-free network and a random network. (B) High degree and low
degree.  (C) Betweenness centrality. (D) Eigenvector centrality. (E) Modularity. (F) k-shell decomposition.
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In response to the growing need for massive screening of pro-
ein functions and interactions, next-generation sequencing (NGS)
ethods have been adapted for proteomic analyses. One such
ethod is
Stitch-seq, which is based on the Y2H system and derives its
ame from PCR-based stitching of two cDNA fragments of interact-
ng proteins. Stitch-seq was used to generate Human Interactome
ith NGS (HI-NGS) that mapped 1166 interactions between pro-
eins coded by 1147 genes, a 42% increase in interaction detection
ver previous human interactomes [36]. This method improves
ost-effectiveness and throughput of protein interaction screening
ompared to traditional Y2H systems and Sanger sequencing meth-
ds. Inspired by Stitch-seq, a method employing a sUbq system
oupled with NGS called quantitative interaction screening (QIS-
eq) was developed and utilized in Arabidopsis [37]. QIS-seq was
sed to screen for host targets of Pseudomonas syringae effector
amily HopZ. In their study, QIS-seq identiﬁed MLO2 as a virulence
arget of P. syringae effector HopZ2. This interaction was conﬁrmed
n vivo using ﬂuorescent microscopy and revealed novel functions
f MLO2 in P. syringae resistance. MLO2 had previously been char-
cterized in the resistance of powdery mildew but had not been
mplicated in immune responses to bacterial pathogens.
Recently, a heterologous method for large-scale identiﬁcation
f protein interactions has been described called single-molecule
nteraction sequencing (SMI-seq) [38]. In this method, cDNA
ibraries are barcoded with unique tags and hybridized with
roteins of interest. Protein-cDNA hybrids can be generated at
he whole library level using ribosome display [39] wherein
olymerase is stalled on the cDNA-mRNA hybrid strand to pre-
ent the release of the protein from its assigned DNA barcode.
hese complexes are protein-ribosome-mRNA-cDNA (PMRC) com-
lexes. Additionally, proteins can be individually barcoded using
usion proteins modiﬁed with HaloTags that conjugate with cDNA
trands containing complementary HaloTag ligands. The protein-
NA hybrids are puriﬁed using a two-step process and immobilized
n polyacrylamide gel where the DNA barcodes are ampliﬁed and
uantiﬁed based on a previously described method called polony
equencing [40,41]. SMI-seq is notable for its versatile applications
nd adaptability to several types of protein interactions. SMI-seq
an be used to proﬁle library versus library interactions, transient
nteractions, and the binding afﬁnities of interactions, indicating its
ensitivity as a screening assay. A schematic of SMI-seq applied to
lant-pathogen protein interaction proﬁling is presented in Fig. 1.
NGS provides ﬂexible platforms that are adaptable to several
ypes of assays, for example membrane bound receptors and signal-
ng cascades. As NGS methods are increasingly more cost-effective,
hese technologies will be implemented in large-scale studies of
rotein interactions. However, no one method can describe all the
rotein interactions within a cell. As mentioned previously, many
ethods identify interactions that are not detected by other tech-
iques [30,33]. An on-going criticism of protein–protein interaction
atasets is the difﬁculty in determining which interactions are real
nd the limited coverage of individual assays. The accuracy of data
enerated from screening assays can be assessed by comparing
ew data to a reference dataset of conﬁrmed interactions. Using
ultiple methods may  reveal overlapping data that increases the
onﬁdence in those interactions. Multiple screens also widens the
overage of diverse interaction types (e.g., transient, stable, abun-
ant) and spatial localization of interactions. Moreover, there is a
oncern that interactions detected through screening assays may
ot be functionally relevant or represented in vivo. This criticism
s due to both the lack of in vivo assays as well as the potential for
dentifying interactions that normally would not occur because of
ifferent spatial or temporal representations of proteins. Therefore,
here is a strong need to develop in vivo assays to characterize real
nteractions. Benchmarking will continue to be important in char-lant Biology 5 (2016) 2–12
acterizing the validity and utility of new technologies. The next
steps will be integrating data from multiple techniques to gain a
comprehensive understanding of protein functions within the cell.
3. Topological properties of biological networks
Generally, a network is a map  that visualizes connections
between its components. Protein–protein interaction networks
describe functional relationships between proteins. In the context
of a network visualization, a protein is represented by a node and
the interactions between proteins are described by lines, or edges,
connecting the nodes. A grouping of highly connected nodes is
referred to as a hub and generally indicates that the nodes within
a hub are involved in a similar functional process. As the ﬁeld
of network biology has developed over recent years, two impor-
tant universal characteristics of biological networks that have been
described are their scale-free distribution and small world prop-
erty. The scale-free distribution describes how the connections are
represented in the network. A network is said to be scale-free if
the distributions of its edges follows a power law, where most of
the interactions are between a small subset of the proteins in the
network (Fig. 2A) [42]. The scale-free property has been reported
in all biological networks, including examples from humans, yeast,
and plants [43]. This concept denotes the tendency of objects to
cluster or form hubs within a network. Building on this idea, the
small world property adds that proteins in distal parts of a net-
work have relatively short path lengths due to the combinatorial
effects of nearby proteins being connected to hubs and other highly
connected proteins [44,45]. In this view, nodes have a multitude of
indirect connections through nearby interactions with nodes con-
tained in highly connected in hubs. In a biological context, proteins
that interact in signaling cascades have indirect interactions with
the related proteins that also participate in that cascade. These
features form a high level of robustness within the network that
makes the overall system resistant to individual node failure but
sensitive to hub-related node failure [46]. Random networks do
not exhibit these properties. Instead they have an even distribu-
tion of edges that creates distant average relationships between its
nodes. A visual comparison is presented in Fig. 2B. Although the
scale-free distribution and small world property are universal fea-
tures of biological networks, several other topological properties
contain information about how proteins and interactions behave
in a network.
In its simplest form, a network can be viewed as a graph that has
certain topological properties. In a protein network, the topology is
a visualization of various aspects of the relationships between pro-
teins. When building such a network, the ﬁrst question is: which
proteins have the highest number of interactions? These proteins
generally have central roles in cellular processes. The number of
connections extending from and incoming to a protein is termed
its degree (Fig. 2C). Important biological implications are derived
from a protein’s degree. Proteins with a high degree are typically
evolutionary conserved, essential components of overall cellular
function [47,48]. Malfunctions in these proteins result in disease
phenotypes and may  be targets for pathogen virulence. Therefore
these proteins are of experimental interest. Relationships between
degree and connectivity have been analyzed in the context of power
grids and grid failure [49]. In this study, redundant connections
between substations provided greater overall stability within the
network. However, removal of 2% of substations with a high num-
ber of connections resulted in over 60% loss of global connectivity
of the network. These results show how malfunctions in a small set
of nodes can propagate rapidly across the network to perturb its
overall topology. Understanding how deleterious effects on target
proteins inﬂuences distal interactions and essential pathways will
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e an important aspect of network biology. Interestingly, the node
egree had differential correlation with essentiality in a yeast inter-
ctome comparing separate datasets using Y2H and AP-MS [50].
u et al. attributed this difference to bias in the data, concluding
hat overall there was no correlation between degree and essen-
ial function. Further characterizing the importance of topological
eatures such as degree in both network and cellular structure and
unction will be an important issue in future studies. Moreover, if
hese properties are vulnerable to experimental biases, developing
igorous standards for conﬁdence scoring will be an essential fea-
ure of network biology in order to improve the validity of future
etworks.
When looking at the effects of degree distribution as a global
roperty of network topology, some important features emerge
hat describe the network’s overall connectivity, stability, and func-
ional organization. The centrality of a protein in a protein–protein
nteraction (PPI) network relates its position in relationship to
ther proteins in the network. Two widely used measures of cen-
rality are betweenness centrality and eigenvector centrality [51].
etweenness centrality quantiﬁes a protein’s frequency in medi-
ting connections to other proteins (Fig. 2D). Biologically, these
roteins serve as control steps in the ﬂow of information or sig-
als. Disruption of these proteins may  have severe downstream
ffects on other pathways, especially if that protein is an impor-
ant link to hubs. Eigenvector centrality, on the other hand, scores
ach connection between proteins to determine which proteins
ave more inﬂuence within the network based on the types of
onnections and not strictly the number of connections (Fig. 2E).
onnections to structurally important nodes or hub-related nodes
rovide stronger weight to the interaction compared to those with
onessential nodes at the periphery of the network. Centrality
easures are often applied in the modeling of disease spread-
ng [52–54]. One study focused on the spread of disease among
ocial groups of chimpanzees to determine which individuals are
ore likely to maintain disease populations and spread disease to
ew communities [55]. Although many chimpanzees form tight-
nit familial communities, the interactions between juveniles and
ursing mothers of separate family groups resulted in the rapid
nd widespread propagation of disease, indicating that connectiv-
ty is a feature of interactions between hubs and not necessarily
ithin hubs. In a separate but similar study, centrality was  used to
dentify targets for vaccination to reduce disease spreading among
himpanzee groups [56]. Rushmore et al. additionally found that
athogens are more or less infectious depending on the season. Tar-
eted vaccinations based on chimpanzees that were more central
n the social network reduced disease spread by up to 35%. Fur-
hermore, pathogens can affect up to 30% of the social network if
ntroduced to central nodes, whereas pathogens infecting periph-
ral nodes were less likely to spread. Centrality can be used to
nderstand not only epidemic spread of disease in a clinical set-
ing but also in an agricultural setting. Understanding how infected
ndividuals spread disease as well as how virulence is spread among
athogens is critical to our ability to prevent and lessen effects
f disease. Moreover, given that infection severity has a temporal
ependency in plants [57], it will be interesting to see if network
tructure and topology resembles those described by Rushmore
t al. and if similar targeted approaches can be adapted to limiting
he spread of crop disease.
Similar to measures of centrality is the application of k-shell
or k-core) degeneracy to network structure. This method uses a
tepwise process to systematically eliminate layers, or shells, of a
etwork to identify nodes that are central in network connectivity
Fig. 2F). This approach assigns k-values to nodes according to their
nﬂuence within the network [58]. Higher k-values constitute more
nﬂuential spreaders. The k-shell is a description of how informa-
ion spreads within a network and identiﬁes components that arelant Biology 5 (2016) 2–12 7
the most inﬂuential in the spread of information. The k-values can
be weighted to favor relationships that are essential for the inher-
ent structure of the network, similar to the eigenvector centrality
measure [59]. Notably, nodes with high k-values are typically at the
core of the network and do not necessarily need to be part of a hub,
rather they only need to be essential to the accessibility of the hubs
to other network communities. These core nodes can be assessed to
determine the patterns in the spread of biological information and
are useful metrics for organismal and population level studies of
the spread of disease. Recently, a comparison of various measures
of centrality, including betweenness centrality, eigenvector cen-
trality, k-shell decomposition, and others, was reported [60]. In this
study, eight different metrics were applied to a variety of biological
and non-biological networks to assess the patterns in the ﬂow of
information in disease and social contexts. The metrics identiﬁed
different core components depending on the conditions and struc-
ture of the network. The k-shell method was  the most accurate in
identifying the structure of epidemic spreading, as reported ear-
lier [61]. Nevertheless, the context of the network itself to cellular
function as well as the conditions and parameters applied to the
network must be carefully considered when analyzing the topo-
logical properties as the methods may  differentially select which
nodes are most important. A recent application of this method
was used to compare pathogen targets in PPIN-1 and a human-
pathogen network [62]. Surprisingly, Shakarian and Wickiser found
that the effector targets identiﬁed in the Arabidopsis and human
PPI networks did not occupy the core of the network after k-shell
decomposition, rather they occupied shells immediately outside
the core. The authors propose this may  be an infection strategy to
maximize the survivability of both pathogens and hosts in order to
avoid triggering a lethal response in host cells and thus destroying
nutrient sources and mechanisms for reproduction. Interestingly,
though, pathogen targets occupied similar shells across both plant
and human networks, indicating infection strategies may  be con-
served not only between pathogen species but also for diverse host
types. Further clariﬁcation is needed to understand the correlations
between k-shell structure and pathogen infection. Additional stud-
ies in other host species, as well as studies exploring the structural
differences in necrotrophic pathogens that may beneﬁt from trig-
gering lethal disruption of host cells, may help to resolve some of
these issues.
Centrality measures and k-shell values attempt to elucidate the
structural organization of a network and determine the roles of
network components in contributing to its robustness and stabil-
ity. As stated earlier, these metrics are derived from the tendency
of biological networks to form sub-clusters that inherently skews
the importance of some nodes over others. In addition to struc-
tural analysis of the network topology, there are some properties
that are used to describe the functional roles of the network sub-
clusters. Although hubs form important clusters of connections
within a network that contribute to overall stability, they also
represent functional communities or modules of proteins with
similar cellular roles. Modularity is a metric that compares the
probabilities of interactions compared to expected values if the
network were random (Fig. 2G). In a PPI network, proteins that
have related interactions at a frequency higher than expected form
communities that tend to share functional roles within a cell [63].
Modularity has been reported in several types of networks, includ-
ing yeast, AI-1, and the human interactome (HI-II-14) [14,22,64].
Over 20 protein communities were expressed in AI-1, including
hormone signaling pathways, water transport pathways, ubiquiti-
nation pathways, and others [22]. Analysis of these modules reveals
that biologically distinct pathways may  be linked in previously
unknown ways and provide a tool for hypothesis generation. An
important aspect of network biology is the ability to view the
systems-level organization of pathways to understand how differ-
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nt pathways may  function synergistically or antagonistically to
espond to stimuli such as abiotic or biotic stress. Network topol-
gy of AI-1 indicates that transcriptional regulators are organized
n modules to integrate and respond to diverse signals. In HI-II-14,
odules were identiﬁed and correlated with cancer-related muta-
ions to understand how disturbances in various pathways may
ontribute to tumorgenesis [14]. Importantly, whereas centrality
easures describe the directional ﬂow of biological information,
odularity describes the rate of information exchange. A useful
xample is a signaling cascade within a cell. Information ﬂows
apidly through a signaling pathway but may  have delayed effects
n distant cellular processes that are not directly involved in the
eception and response to a signal.
One perspective on the organization of high-degree nodes into
ubs is the concept of party and date hubs [64]. Party hubs are
roups of proteins that have constant interactions with their neigh-
ors and are represented by high Pearson correlation coefﬁcients
PCCs). In contrast, date hubs have low PCCs and have diverse inter-
ctions activated under speciﬁc spatiotemporal conditions. This
imodal distribution of hubs seeks to characterize the overall orga-
ization of protein networks through general behavioral features
f protein modules. Although the party hubs have a more constant
epresentation within the network, the date hubs are more central
o overall network structure because they interact with a variety
f pathways and direct the ﬂow of biological information based on
ellular conditions. However, recently there has been some con-
ention over the modeling of protein interactions as dichotomous
odules [65]. Much of the dispute over the presence of two dis-
inct module types has resulted from inconsistent experimental
esign and data. A recent study resolved these inconsistencies using
odels from both yeast and human protein networks. Although
hese authors did conﬁrm the presence of party and date hubs, they
dvise that this may  be an oversimpliﬁed view of real protein func-
ion as the properties of date hubs in particular were more complex
han previously described.
No one network feature can present a complete model of the
egree of biological relevance of a given network or its components.
he integration of a variety of measurements is essential in under-
tanding the correlations between the structure and function of
nteractions. Additionally, there is an increasing emphasis on rep-
esenting dynamic processes that reﬂect the natural progression
f cellular processes rather than looking at static representations
f conditional states. Network biology has emerged as an impor-
ant tool for modeling the adaptability of functional groups within
 cell to respond to potentially adverse environmental conditions.
 key application of dynamic modeling is the elucidation of cellular
esponses over the course of pathogen infections, from the point of
nvasion until cell recovery or initiation of programmed cell death.
 framework for such a study is presented in Fig. 3. The metrics
iscussed in this section will provide quantitative measurements
f the ﬂexibility of protein communities and interactions in the
emporal progression of diverse cell responses.
. Protein–protein interactions in plant immune system
ynamics
Plant diseases are responsible for billions of dollars of crop yield
osses worldwide every year. Moreover, commercial use of pes-
icides is costly and not always effective. Thus, there is a high
emand for efﬁcient methods for preventing crop diseases. Manip-
lating plant innate immunity presents the potential to engineer
rops that have increased disease resistance, attenuating both
rop yields and costly disease treatments. An important aspect
f plant immunity is the interaction between host proteins and
athogen effectors. These interactions have downstream effectslant Biology 5 (2016) 2–12
in gene expression that can alter cellular phenotypes locally and
systemically. However, a challenge in designing biotechnologies to
respond to pathogen challenge is characterizing how plants interact
with diverse pathogen species. Network biology provides the tools
to model these dynamic interactions and differential responses
over the course of an infection. Such a network could potentially
reveal vulnerable components of plant cells that contribute to dis-
ease susceptibility. Moreover, understanding how plant-pathogen
relationships evolve over time enables us to predict functional
changes that may  alter virulent states in pathogens or disease resis-
tance in plants. Although plant immunity occurs at several genetic,
regulatory, metabolic, and spatial layers within the cell, protein
interactions are an extensive component of modulating plant-
pathogen interactions and direct many of the immune responses
in plants. Therefore, PPI networks provide a useful interface for
understanding the scope of these interactions.
PPI networks focusing on aspects of plant immune responses
have only recently been explored. An evolutionary perspective
on the dynamic host–pathogen interactions in Arabidopsis was
mapped using experimental data [23]. This network, the plant-
pathogen immune network version 1 (PPIN-1), focused on the
targets of pathogen effectors from the bacteria P. syringae and the
oomycete Hyaloperonospora arabidopsidis, two  evolutionarily dis-
tant pathogens. Network analysis of PPIN-1 found that effectors
consistently target proteins in the host that aggregate into hubs,
indicating their functional centrality in immune responses and
the sharing of effector targets among diverse pathogen species. A
human-pathogen network was  recently reported that compared
the interactions between human proteins and proteins from three
bacterial pathogens: Bacillus anthracis, Francisella tularensis, and
Yersinia pestis [66]. Similar to previous studies in humans [67]
and PPIN-1 in plants, pathogens target host proteins that are hub-
related or are important connection points for other proteins and
groups of proteins. These results indicate the importance of com-
parative studies to reveal more detailed information about how
host–pathogen interactions may  perturb host pathways to con-
tribute to susceptibility and resistance. Moreover, these studies
reveal that networks exhibit universal properties among diverse
kingdoms of life. Similar studies conducted in plants may  reveal
downstream effects of effector-mediated disruption of host path-
ways. PPIN-1 also describes how plants evolve in response to
pathogens. Selective pressures favor guarding high proﬁle effec-
tor targets rather than altering the effector target itself since these
are typically valuable proteins with essential cellular functions. One
example of this is the representation of nucleotide binding leucine-
rich repeat (NB-LRR) proteins that play a role in disease resistance
[68]. In PPIN-1, NB-LRRs interact directly with pathogen effectors
less than 0.07% of the time, however, over 40% of NB-LRR inter-
actors are effector targets, including several hub-related proteins.
NB-LRRs act as sensors to detect perturbations in the functional
capacity of effector targets and induce signaling cascades leading
to defense responses.
Expanding the scope of PPIN-1, a later study repeated the
network analysis with an additional pathogen, the ascomycete
Golovinmyces orontii [69]. This led to the identiﬁcation of 46 effec-
tor candidates in G. orontii with 122 interactions and 60 interactors
in Arabidopsis. A subset of this test space was  used to generate
a G. orontii effector-host protein interaction network, which was
integrated with PPIN-1, AI-1, and interaction evidence from the
literature to create PPIN-2. This subset includes 41 G. orontii effec-
tor candidates with 92 interactions and 45 interactors. PPIN-2
contains 178 Arabidopsis proteins, 123 effector proteins, and 421
host-effector interactions. Complementing the evolutionary con-
vergence described in PPIN-1, the effectors from G. orontii targeted
similar host proteins compared to P. syringae and H. arabidopsidis.
Additionally, effectors from individual pathogens also converge
M.E. McCormack et al. / Current Plant Biology 5 (2016) 2–12 9
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nto repeatedly targeted host proteins. These results indicate that
volutionary pressures inﬂuencing the dynamics of host–pathogen
nteractions are conserved among pathogen types and that the
argets of virulent effectors represent important functional com-
onents within host cells. The most common effector targets in
PIN-2 are a suite of TCP transcription factors important in devel-
pment, hormone signaling, and the circadian clock. TCP14 has the
ighest number of interactions with effectors in PPIN-2, with 23
rom G. orontii,  25 from H. arabidopsidis, and 4 from P. syringae. Of
1 interactions tested between TCP14 and pathogen effectors, 67%
ere shown to colocalize in planta.  Thus, PPIN-2 expands the scope
f PPIN-1 by showing that there are positive selective pressures on
ffector targets that are shared by distant pathogen types.
Although not directly part of PPIN-1 or PPIN-2, viral PPI net-
orks have also been explored. Potyvirus is a large family of viruses
ccounting for 30% of plant viral infections. Potyviruses have 11
ell-deﬁned proteins that have dynamic functions during the viral
ife stages. This small protein content allows for effective modeling
f virus-host interactions to explore the progression of viral infec-
ions. Bosque et al. utilized a step-wise method for visualizing the
ange of effects in host cells after viral invasion [70]. Viral proteins
an perturb nearly the entire host protein network, albeit by differ-
nt strategies. Targeting hub-related proteins spread viral infection
aster as the combinatorial effects of disrupting highly-connected
roteins compound at a quicker rate compared to targeting periph-
ral proteins. Notably, several viral proteins had no reported host
nteractions, emphasizing the possibility for other functions (e.g.,
nteractions only between viral proteins) or interactions with DNA,
NAs, or other macromolecules in host cells. In humans, sev-
ral host-virus protein interaction networks have been described
67,71,72]. Like plant-virus networks, human viruses tend to tar-
et hub-related proteins and viral classes have different strategies
or infection [73,74]. These diverse infection strategies may  reveal
istinct evolutionary paths among viral classes. Mapping these
nteractions will help elucidate how host machinery can be manip-
lated to propagate viral infections. Furthermore, understanding
atterns in both viral evolution and different viral infection strate-
ies will be important for developing biotechnology to confer broad
pectrum resistance to these pathogens.
In contrast to the relatively recent development of PPI and dis-
ase networks in plants, models in humans are well-described.
xtensive mappings of the relationships between different disease
tates and the genetic causers of disease have been an increas-
ng focus of human network biology [8,11,75]. An early network,
he human disease network (HDN), connects disorders caused
y mutations within shared genes [8]. Conversely, the disease-experimental data and subsequent validation.
gene network (DGN) links disease-related genes when they share
common disorders. These complementary views can be inte-
grated into a comprehensive diseasome describing the connections
between disease related phenotypes and genotypes. Notably, the
HDN and DGN revealed that individual disease states arise from
mutations in a few genes whereas a single disrupted gene can
be linked to many different disorders. This view is presented in
contrast to earlier methods of studying diseases individually and
describing phenotypes as unique, separate conditions relative to
disease states. An integrative approach, however, shows that dis-
eases can be linked to one another based on the shared mutations
in functional groups and gene communities. These studies have
been expanded to analyze the relationships between diseases and
symptoms (the human symptoms disease network, HSDN) [76].
Network analysis of the HSDN shows that diseases that share symp-
toms share disease genes and protein–protein interactions. This
model has apparent applications in clinical settings to understand
complex polyphenotypic diseases. A recent study generalized this
idea to characterize relationships between diseases based on mod-
ularity within the network [75]. Relatedness of distinct disease
modules was represented by the mean shortest distance between
protein interactions linking disease pairs. In this model, compound-
ing symptomatic characteristics are explained by the perturbations
of inﬂuential elements that are centrally located in the network.
Thus, disruptions in one disease hub can affect the functionality of
neighboring hubs resulting in similar phenotypes because disease
states are linked by protein communities.
Disease networks have several clinical applications. A better
understanding of the connectedness of diverse diseases and the
characterization of phenotypes will lead to more speciﬁc drug tar-
gets and markers for more effective diagnoses and monitoring of
treatment effectiveness [11]. Furthermore, mapping the relation-
ships between disease genes and disease states may  offer insights
into the differential responses to drugs, as unique mutations may
affect distal pathways in novel ways. The human disease networks
described here represent models that could be translated into plant
sciences to understand the relationships between genotypes and
disease-related phenotypes. For example, is there a relationship
between symptoms of plant disease and perturbations in cellu-
lar activity common among different disease types? Additionally,
how are protein interaction networks involved in the relation-
ships between genotypes and phenotypes? As networks in many
organisms become more developed and increasingly validated, a
potential next step will be integrating networks from multiple lay-
ers of cell activity into “meta-networks” exploring the complex
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nteractions between genes, transcriptional regulatory elements,
roteins, and metabolism.
Although complete interactomes in many model species are still
 few decades away from being completed, high quality networks
an be produced from existing data that provide useful information
bout global interactions between functional groups and models
or hypothesis generation. As seen in the human disease networks
iscussed in this section, these models can dramatically alter cur-
ent ideas about complex interactions within cells that give rise to
ultiple phenotypes. As high-throughput methods are continually
mproved in terms of efﬁciency, sensitivity, and cost effectiveness,
he availability of data grows at a near exponential rate. Thus, there
s a strong need for ﬂexible models that can integrate large-scale
atasets in meaningful ways. Network biology has proven useful in
apping functional groups and describing global effects of pertur-
ations within individual modules. As experimental datasets grow,
ore complete networks can be generated to clarify the complex
rganization of cell functions. Considering that many effector tar-
ets have been shown to be conserved among pathogen types, these
etworks may  reveal putative targets to enhance broad-spectrum
isease resistance for important crop species. Since early steps
ontributing to either susceptibility or resistance involve the inter-
ctions between host and pathogen proteins, these networks will
e essential for understanding how these initial interactions affect
he eventual outcome of host–pathogen interactions.
. Predictive modeling and network evolution
Network modeling is commonly used to predict functional prop-
rties of poorly characterized nodes. In static networks, prediction
s typically achieved through “guilt-by-association” where nodes
re assumed to have similar functional roles as their neighbors.
owever, this assumption may  lead to mis-predictions when nodes
nteract with functionally diverse parts of the network, so called
moonlighting proteins” [77,78]. Another method for function pre-
iction is using conserved interacting orthologs, or interlogs. In
lants, one of the earliest protein networks was built using Y2H
ata [16]. This network used data from humans, yeast, ﬂies, and
orms to identify orthologs in Arabidopsis that were likely to
hare functional roles. This study implemented PCC to analyze
he linear interactions detected in the network between 3617
roteins analyzed. A total of 1159 high-conﬁdence interactions
ere identiﬁed based on references to experimental evidence, and
everal thousand more medium and low-conﬁdence interactions
ere additionally detected. These interactions were further ana-
yzed to determine the cellular localization and contributions of
o-expressed genes to the spatiotemporal interactions of linked
roteins. A similar orthological approach was repeated in Arabidop-
is a few years later [79].
Network biology has recently shifted towards developing
ynamic rather than static models. An important aspect of under-
tanding global cellular functions is characterizing the differential
oles of proteins given speciﬁc spatiotemporal conditions. Although
tatic models are certainly useful, they do not represent the
uctuating environment within cells. In the context of protein
nteractions, static models visualize the presence of an interaction
ut do not characterize functional changes in the interaction over
ime. Thus, static models fail to describe which interactions may  be
ransient or dependent on speciﬁc cellular conditions. Moreover,
ctive and inactive states are important features of many proteins
hat are difﬁcult to represent in a network. Some interactions,
uch as cell cycle dependent interactions, may  be underrepre-
ented because of the low frequency of the interactions although
hey are essential for cell viability. From a disease perspective,
dentifying the changes in functionality of protein communities islant Biology 5 (2016) 2–12
critical in understanding systems level cell responses to pathogen
invasion. Proteins that have multifunctional roles may  be poorly
characterized in static networks where the differential functions
are not represented as dependent on certain cell states and are
instead visualized as a lump sum of interactions. For example,
molecular switches involved in cell fate decisions during pathogen
infection participate in diverse pathways and understanding how
these pathways are directed over the course of an infection are
important in distinguishing disease susceptibility and resistance.
Thus, dynamic models represent the next step in network biology
to gain a more comprehensive and sensitive view of changes in
protein behavior and interaction in response to diverse conditions.
Although many attempts have been made to describe meth-
ods for building dynamic networks [80–82], a recurrent limitation
in these methodologies is modeling networks at individual, sep-
arate time points instead of as a continuous network. A recent
study proposed a novel method for merging time series data called
Time Smooth Overlapping Complex Detection (TS-OCD), which
is based on principles of nonnegative matrix factorization (NMF)
[83]. NMF  is a method for decomposing a matrix or dataset to
extrapolate functional modules based on the restriction to pos-
itive values that allows for the additive combination of feature
vectors. NMF  has been used extensively for graph clustering [84].
Ou-Yang et al. measure the efﬁciency of TS-OCD against six pre-
viously described algorithms for modeling dynamic networks.
Notably, TS-OCD uses stable protein interactions as a benchmark for
representing transient interactions according to their probability
densities. TS-OCD performed with greater precision and accuracy
compared to the other methods tested and reﬂected realistic cel-
lular states by modeling the transition between distinct protein
interactions. Expanding network generation methods to include
more sensitive representations of protein interactions will be the
focus of future research.
Related to dynamic modeling of time course data is the analy-
sis of network evolution, which offers insights into the evolution
of protein communities and overall network stability over time at
a population level. Network evolution studies have several appli-
cations. Comparative analyses of protein networks from distantly
related species can identify conserved functional groups and the
divergence and subsequent specialization of pathways. Orthologi-
cal approaches to network construction have been used to discover
conserved functional groups among Arabidopsis, yeast, and human
and serve as predictions for functional roles when similar protein
communities are better described in other organisms [79]. Interest-
ingly, network evolution can be used to study dynamic properties
of networks themselves. AI-1 and PPIN-1 and -2, although map-
ping evolutionary strategies between organisms, also explore the
effects of selective pressures on network rewiring [22,23]. Analysis
of AI-1 shows that network rewiring follows a power-law decay,
wherein rewiring of protein–protein interactions occurs rapidly
after divergence but slows as the interactions attain functional-
ity. Moreover, the edges evolve faster than the nodes, indicating
the tight selective pressures on protein sequences compared to the
functional roles. Notably, despite the comparatively large size of the
predicted complete interactome in Arabidopsis (∼300,000 interac-
tions), the network topology and behavior of protein interactions
are conserved among different organisms. This shows potential
utility for comparative studies between topological features of net-
works originating from different species.
In humans, the human PPIN was decomposed according to the
phylogenetic age groups of proteins [85]. Older proteins occu-
pied more central positions in the network, whereas evolutionary
young proteins existed at the periphery. This may  be explained
by the differential selective pressures on young and old proteins.
Young proteins may  not have acquired essential functional roles yet
due to weaker pressures. Moreover, proteins in similar age groups
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nteracted more with each other than with proteins in different
ge groups. One important conclusion from these results is that
lder, more central proteins tend to not develop new interactions
ver time. Again, this may  be due to extreme selective pressures
n essential proteins. However, this avoidance of perturbation of
ged proteins implies an overall network structure that may  be
onserved over time. Since these aged proteins perform essential
ellular functions and are integral for the overall connectivity of
he network, duplications of these proteins are highly unfavorable
s they may  disrupt network organization and thus cell function.
imulated models of network growth support this idea in both
umans and yeast [86,87]. Understanding how networks evolve is
mportant in characterizing cellular organization and evidence sug-
ests that organizational schemes may  be conserved among species
85]. In the context of plant-pathogen interactions, such evolution-
ry network studies may  additionally reveal how host–pathogen
elationships develop over time. As explained earlier, comparative
tudies have thus far shown that diverse pathogen species target
imilar host proteins. A phylogenetic study conducted on plant net-
orks may  elucidate how plants respond to pathogen evolution
y rewiring network structure to shift peripheral proteins towards
ore central locations to increase overall network and cellular sta-
ility.
. Conclusions
Recent advances in molecular and cellular techniques for ana-
yzing protein function and interactions have resulted in large
ublic domain datasets. The utilization of these datasets, although
epresentatively low, is facilitated by bioinformatic approaches,
rimarily network construction, that are increasingly important in
iological sciences. A hallmark of molecular biology is approaching
he study of individual pathways from a reductionist point-of-view,
owever, a pitfall of reductionism is the inability to understand
arge-scale interactions of individual components within cellular
nd environmental contexts. Network biology attempts to allevi-
te these limitations by instead taking an integrative view of genes,
egulatory elements, proteins, and metabolites using powerful sta-
istical methods. So far analyses from various types of networks
ave been instrumental in understanding gaps in regulatory path-
ays, reordering conceptual approaches to gene organization, and
lucidating the development of pathophysiologies. In plants, net-
ork analysis has been limited compared to other organisms,
owever recent attempts at network generation has revealed novel
unctional groups and interactions between diverse pathways. One
rea that could beneﬁt from network analysis is the characteriza-
ion of protein interactions involved in plant immune responses.
PIN-1 and -2 described relationships among pathogen effectors
nd host proteins among evolutionary distinct pathogen species,
evealing conserved targeting of host proteins. Coupled with anal-
sis of the general protein–protein interaction map  AI-1, these
etworks reveal general patterns of network topology represented
n several model organisms.
The dynamic modeling of cellular processes will continue to be
n important area of molecular and systems biology, not only for
etroactively visualizing existing experimental data, but also for
redicting properties of poorly understood proteins. A promising
et challenging aspect of network generation will be the ability to
ntegrate data from different experimental techniques. Improve-
ents in these areas may  point towards a more comprehensive
iew of cellular states and how disruptions within a small group of
roteins affect global cellular functions.
Although protein network synthesis in plants is limited, the
ork done in other model organisms indicates the potential contri-
ution of computational methods to understanding plant biology.
[
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Comparative approaches may  serve as benchmarks for the stabil-
ity of network-based analysis in the future. Increasing coverage
of protein networks in aspects of plant biology such as signal
transduction, defense responses, developmental stages, and cell
cycle dependent processes has several practical applications in
crop science [88]. A complete interactome may  inform agricul-
tural biotechnology to improve disease and pest resistance, stress
response, crop yields and other desirable traits.
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