Abstract. An upper bound of the basis number of the semi-strong product of cycles with bipartite graphs is given. Also, an example is presented where the bound is achieved.
Introduction
Throughout this paper, we assume that graphs are finite, undirected and simple. We adopt the standard notation ∆(G) for the maximum degree of the vertices of G. Our terminologies and notations will be as in [4] . Let G be a graph and e 1 , e 2 , . . . , e |E(G)| be an ordering of its edges. Then any subset S of E(G) corresponds to a (0, 1)-vector (ζ 1 , ζ 2 
, . . . , ζ |E(G)| ) ∈ (Z 2 )
|E(G)| with ζ i = 1 if e i ∈ S and ζ i = 0 if e i / ∈ S. Let C(G), called the cycle space, be the subspace of (Z 2 ) |E(G)| generated by the vectors corresponding to the cycles in G. We shall say that the cycles themselves, rather than the vectors corresponding to them, generate C
(G). It is well known that if r is the number of components of G, then dim C(G) = |E(G)| − |V (G)| + r (see [5]).
A
basis of C(G) is called d-fold if each edge of G occurs in at most d of the cycles in the basis. The basis number of G, b(G), is the smallest non-negative integer d such that C(G) has a d-fold basis. The required basis of C(G) is a basis that is b(G)-fold. Let G and H be two graphs, ϕ : G −→ H be an isomorphism and B be a (required) basis of C(G). Then {ϕ(c)|c ∈ B} is called the corresponding (required) basis of B in H.
The first use of the basis number of a graph was the theorem of MacLane [13] when he proved that a graph G is planar if and only if b(G) ≤ 2. Schmeichel proved that there are graphs with arbitrary large basis numbers. Moreover, Schmeichel proved that b(K n ) ≤ 3.
Let G 1 and G 2 be two graphs. The direct product G = G 1 ∧ G 2 is the graph with the vertex set V (G) = V (G 1 ) × V (G 2 ) and the edge set E(G) = {(u 1 , u 2 )(v 1 , v 2 )|u 1 v 1 ∈ E(G 1 ) and u 2 v 2 ∈ E(G 2 )}. The semi-strong product G = G 1 • G 2 is the graph with the vertex set V (G) = V (G 1 ) × V (G 2 ) and the edge set E(G) = {(u 1 , u 2 )(v 1 , v 2 )|u 1 v 1 ∈ E(G 1 ) and u 2 v 2 ∈ E(G 2 ) or u 1 = v 1 and u 2 v 2 ∈ E(G 2 )}. The cartesian product G = G 1 × G 2 is the graph with the vertex set
Thus, by specializing G 1 and G 2 in the direct product by two edges, say e = u 1 v 1 , e = u 2 v 2 , we have that
Also, by specializing G 1 and G 2 in the cartesian product by a vertex and an edge, say u, e = u 1 v 1 , we have that E(u × e) = {(u, u 1 )(u, v 1 )}. It is clear that the semi-strong product is non-commutative.
The semi-strong product and the direct product was studied by Schmeichel [14] , Ali [1] and Jaradat and Alzoubi [12] . They proved the following results.
A tree T consisting of n equal order paths P (1) , P (2) , . . . , P (n) is called an n-special star if there is a vertex, say v 1 , such that v 1 is an end vertex for each path in P (1) , P (2) , . . . , P (n) and V (P (i) ) ∩ V (P (j) ) = {v 1 } for each i = j (see [7] ). Many papers appeared to investigate the basis number of other graph products, we refer the reader to [2] , [3] , [8] , [9] , [10] and [11] .
In view of the above results and since the semi-strong product is non commutative, one is naturally led to the following question:
Problem. Can we obtain an upper bound of the basis number of the semistrong product of cycles with bipartite graphs?
This question will be solved in the affirmative. Moreover, we will give an example to show the upper bound is achieved. The method employed in this paper is based in part on the ideas of Ali [1] , Jaradat [7] and Schmeichel [14] . Throughout this paper f B (e) stands for the number of cycles in B containing the edge e, E(B) = ∪ d∈B E(d) where B ⊆ C(G) and B G stands for a required basis of G.
Main results
In this section, we give an upper bound of the basis number of the semistrong product of a cycle with a bipartite graph. Also, as a consequence we show that b(C n • P m ) ≤ 3 and the equality holds under some conditions on their orders. Throughout this work C n = u 1 u 2 · · · u n u 1 , e i = u i u i+1 for each 1 ≤ i ≤ n − 1 and e n = u n u 1 . Since trees have no uniform forms, we recall the following proposition which decompose trees into paths of order 3 and stars. This proposition will be used frequently in our work. 
is a path of length 2,
contains one edge which is not in 
Remark 2.2. The proof of Proposition 2.1 (see [7] ) guarantees the existence of S(T ) which satisfies the conditions (i)-(vii) in the proposition in addition to the following condition: (viii) there exists at least two edges of T each of which occurs only in one path of S(T ) and incident with an end vertex. In fact, P
contains one of those two edges.
Let e = uv and e be edges. We define A ee to be the cycle which consists of the edge set E(e ∧ e ) ∪ E(u × e ) ∪ E(v × e ). Let T be a tree with S(T ) = {P
and
. . Therefore,
Lemma 2.3. Let e = uv and T be a tree with e ∈ E(T ). Then B (e ) (uv)T = B (uv)T ∪ A ee is linearly independent subset of C(e • T ).

Proof. We use induction on |S(T )| to show that
can not be written as a linear combination of cycles of ∪
. And so, B (uv)T is linearly independent. Note that A ee contains the edge of E(v ×e ) which is not in any cycle of B (uv)T . Therefore, B (e ) (uv)T is linearly independent. The proof is complete. 
Lemma 2.4. Let C n be a cycle and T be a tree with e ∈ E(T
which is a set of two edges. Thus, B (e ) (Cn)T is linearly independent. We now show the second part. It is easy to see that
. Then there is at least one cycle of
which does not belong to S, say A e io e / ∈ S for some 1
. . , n. Therefore, by the above arguments, any linear combination of cycles of B (e )
A e i e (mod 2) must contains at least one edge of {u i × e| e ∈ E(T )}. The proof is complete.
Lemma 2.5. For each tree T and cycle
Proof. Let
as in Proposition 2.1 and Remark 2.2. By Remark 2.2, we may assume that
. Let B (e ) (C n )T be the linearly independent set as in Lemma 2.4 which is obtained by taking
. Then, by Theorem 5.1 of Jaradat [7] , B S(T ) is a linearly independent subset of C(C n ∧ T ) and so it is linearly independent subset of C(C n • T ). Now we have two cases to consider: Case 1. n is odd. We now show that B S(T ) ∪ B 
Therefore, to show that B S(T ) ∪ B
(e ) (C n )T is linearly independent it is enough to prove that B S(T ) ∪ B 
. Assume that C * can be written as a linear combination of cycles from
and the only cycle contains such an edge is B (u i u i+1 )P (j 0 ) 3 , as a result there is a set
k=1 such that each member 1 k of A 1 associates with a set A
. . , n} and
contains an edge which appears in no other paths of S(T )}. Since
, and since
and in at most two paths for each 1 k ∈ A 1 − B 1 , as a result there is a set
k=1 such that each member 2 k of A 2 associates with a set A
) and also
k=1 such that each member 3 k of A 2 associates with a set A
contains edge which appears in no other paths of S(T )}. By continuing in this process and since |S(T )| is finite, there is an integer l and a set
. . , n} and also
contains an edge which appears in no other paths of S(T )} = A l . Thus, for every t k ∈ B t , P
contains an edge, a t k b t k , which appears in no other path of S(T ). Therefore,
To this end, we consider the following subcases: (Clearly b t k 0 c t ko = b j 0 c j 0 ) . Then C * contains at least one edge of the form (u i , b t k o )(u i , c t k o ) for some 1 ≤ i ≤ n. This is a contradiction.
Subcase 1b. All the edges of
Then either A e 1 e ∈ {R 1 , R 2 , . . . , R k } or A e n e ∈ {R 1 , R 2 , . . . , R k }. Therefore, we consider the following two subsubcases:
. This is a contradiction.
Subsubcase 1b2. A e n e ∈ {R 1 , R 2 , . . . , R k }. Then by using the same argument as in Case 1b1 we get (
B is a basis for C(C n • T ). To complete the proof of the lemma, it suffices to show that B satisfies the required fold. Let e ∈ C n • T . Then
(e) ≤ 2, and f {C * } (e) = 0.
and is not one of the edges as in (1) and (2), then 
and The following proposition (See [6] and [7] ) will be needed in proving the next result.
Proposition 2.6. Let G be a bipartite graph and P 2 be a path of order 2. Then G ∧ P 2 consists of two components G 1 and G 2 each of which is isomorphic to G.
Let G be a graph. Then T G stand for a spanning tree of G such that ∆(T G ) = min{∆(T ) | T is a spanning tree of G} (See [2] ). Theorem 2.7. For any bipartite graph H and cycle C n , we have 
where B (1) e i and B (2) e i are the corresponding required basis of B H of the two copies of
ei ) = ∅ for each i = 1, 2, . . . , n and E(B e i ) ∩ E(B e j ) = ∅ for each i = j, we obtain that T is linearly independent. We now show that the cycles of T are linearly independent of the cycles of B( 
contains at least one edge of E(e i ∧ (H − T H )) where
e j contains at least one edge of E(C n ∧ (H − E(T ))). On the other hand, no cycle of B(C n • T H ) contains such kind of edges. Thus, B(C n • T H ) ∪T is linearly independent. Now, for each i = 1, 2, . . . , n, let B u i be the corresponding required basis of 
2n|E(T H )| − n + 1 + 2ndim C(H) + ndim C(H) = 2n(|E(T H )| + dim C(H)) − n + 1 + n(|E(H)| − |V (H)| + 1) = 2n|E(H)| + n|E(H)| − n|V (H)| + 1 = dim C(C n • H).
Thus, B(C n •H) is a basis for C(C n •H). Now, one can easily see that B(C n •H)
satisfy the required fold. The proof is complete.
The following result gives an example where the above upper bound is achieved. Proof. To prove the corollary it suffices to show that C n • P m is non-planar. and so C n • P m is non planar. The proof is complete.
