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EXPLANATION OF THESIS FORMAT 
The main body of the thesis is organized in three parts. Each of 
these is in the form of a paper, and their titles are, respectively, "A 
Spectral Theory for Two-Component Porous Media.", "Critical Behavior in a 
New Random Self-Similar System", and "Exact Critical Exponents of the 
Dielectric Function for a New Random Self-Similar System". The first 
paper has been accepted for publication in Physical Review B, and the 
second and the third have been submitted to Physical Review B for 
publication. All of these papers have been written under joint authorship 
with my major professor and collaborator, Professor Ronald Fuchs. 
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GENERAL INTRODUCTION 
A major field of inquiry in contemporary physics is the study of 
average properties of physical systems made up of two or more different 
media which are not arranged in a regular pattern. Such systems are known 
as random composites, and are much more varied and fascinating than 
regularly arranged composites. Many physical properties of these systems, 
such as electrical properties, thermal properties, and elastic properties, 
can be studied. An average characteristic of the composite medium, though 
determined by the individual components, is not simply an arithmetic 
average of the individual characteristics. It is, indeed, possible to 
find the average value of a physical property not at all within the range 
of the corresponding values for the individual components. In general, 
the detailed geometrical arrangement of the two components plays a 
significant role in determining the bulk properties of the random 
composite. The most difficult challenge in any theory is to take account 
of the geometrical arrangement correctly, and thus predict the average 
property in terms of the individual properties. 
In this dissertation, average electrical properties, or, more 
specifically, the average dielectric function, of several kinds of random 
composites are studied. The dielectric function of a physical object is, 
in general, an algebraically complex quantity. Its real part corresponds 
to dielectric permittivity (or dielectric constant), which determines how 
much electrical charge can be stored in the body, as in a capacitor, or, 
determines how effective an externally applied voltage or electric field 
is in creating an electric field inside the body. The imaginary part of 
the dielectric function corresponds to the electrical conductivity, or the 
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ease with which electrical current can pass through the object. The 
electrical conductivity is, in general, dependent on the frequency of the 
applied or external source of electrical field that is responsible for the 
flow of the current. If the external source applies a constant or 'dc' 
field, the conductivity is called the dc conductivity, which is an 
intrinsic property of the body. If, however, the external source applies 
an electrical field which has a definite frequency, the conductivity 
changes with frequency. This frequency-dependent conductivity, or, the ac 
conductivity is related to the dc conductivity and the frequency; it 
increases with decreasing frequency, and is very large (for good 
conductors of electricity) or infinite (for 'superconductors') at zero 
frequency, which is the dc limit. Sometimes, the properties of the 
(algebraically complex) dielectric function, or more specifically, of the 
dielectric permittivity and the conductivity, under a dc external electric 
field are called the static properties, and the properties under an 
external electric field that changes with time are termed dynamic 
properties. Also, the dielectric properties are sometimes referred to as 
transport properties. 
There exists a great variety of random composites. Depending on 
what criteria we choose to characterize the composite, there are several 
possibilities: First, the composite can be two-component, three-
component , and so forth. A key word in this context is the filling 
fraction of a component, which is the fraction of the total volume that 
this component occupies. The sum of the two filling fractions of a two-
component random composite is, of course, 1. Again, one can study 
discrete or continuum random composites. A discrete composite would be 
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one where the constituting media are made up of point-like objects. 
While this may be unphysical, it provides a model where theoretical 
techniques can be developed for further complex systems, and one which 
lends itself relatively easily to simulations and calculations on a 
computer. 
A very well-known class of computer-simulated models for such 
discrete random composites is the class of random resistor networks. 
Here, starting from a lattice (a regular arrangement of points, or 
'sites', linked with lines, or 'bonds'), the computer is asked to choose 
at random, but with a given probabilty, some bonds as insulators (or 
conductors). In a variation of these random resistor network models, the 
bonds are replaced, with a predetermined probability, by a combination of 
resistors (which offer a fixed resistance to current flow) and capacitors 
(which do not permit flow of dc electronic current and can store 
electrical charges). Both of these are examples of the bond percolation 
problem. A similar model with sites being chosen at random with a given 
probability is called the site percolation problem. If one can walk 
continuously through the entire system from one side to the opposite side, 
all the time staying in one medium, then we say that this medium is 
percolating. [Here, depending on what euclidean dimension we are talking 
about, 'side' takes different meanings: it is a line segment for a two-
dimensional system, a finite plane for a three-dimensional system, a 
parallelepiped for a four-dimensional system, and so on. ] There is always 
a critical probability of the number of conductor (or insulator) sites (or 
bonds), or, in other words, a critical filling fraction of the conducting 
medium, in order that that medium percolates. This is called the 
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percolation threshold of that medium. Both percolation properties and 
transport properties are studied in random resistor networks. 
A continuum random composite, on the other hand, is made up of 
regular- or arbitrarily-shaped parts of the components. The third 
criterion to classify random composites is whether the composite is 
microscopically or macroscopically random. Any disorder of arrangement at 
the atomic or molecular level will be called a microscopic randomness, 
whereas disorders on a larger scale are termed macroscopic randomness, and 
each can exist independently of, and possibly simultaneously with, the 
other. This dissertation concentrates on two-component, continuum, 
macroscopic, random composites. 
In particular, our interest has been focussed on porous media. As 
the name suggests, these are composite systems in which material from one 
medium is missing at places which form a mesh of empty spaces called 
pores. The pores may or may not be filled with one or more of other 
media. All parts of the medium that are punched out may or may not be 
interconnected, and so also, all porous regions. In most porous rocks, 
which are a very special and important class of porous media, both the 
rock part as well as the pore space, filled with, say, water or petroleum, 
seem to be percolating. Other examples of porous media are silicon 
materials and gels. A key word in this context is porosity, which stands 
for the volume fraction of the total material that is occupied by the pore 
space (possibly filled with one or more media). 
Several properties of random continuum composites are characterized 
by critical behavior. In statistical physics, a critical phenomenon is 
one where a physical property of the material, to be called the dependent 
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variable, changes suddenly in nature (for example, becomes finite from 
zero) as one or more of the other properties, to be called the independent 
variables, are changed gradually. A very common and well-known example of 
critical phenomena is the sudden change of magnetization (dependent 
variable) of a ferromagnetic material (such as iron) as the temperature is 
changed gradually across a fixed value called the 'Curie Point' (771° C). 
Below the Curie Point, the material has finite magnetization, and, above 
it, has no magnetization. This value of the independent property (here 
temperature) at which the dependent property (here magnetization) suddenly 
changes in nature, is called a critical value or a threshold value of the 
independent variable. In general, a critical behavior is associated with 
one or more power law behaviors, when, near the threshold, the dependent 
physical property changes as an (arithmetic) power of the difference from 
the critical value of one of the independent physical properties. These 
powers are, in general, not integers, and are called the critical 
exponents. In the above example, the magnetization of iron at a 
temperature slightly below the Curie Point changes as a power of 0.34 of 
the difference of this temperature from the Curie Point. Some of these 
critical exponents are universal, viz., they are not dependent on the 
particular system studied, but rather on things such as the euclidean 
dimension, or the critical phenomenon. However, even for widely different 
dimensions and phenomena, each with its own 'set of critical exponents', 
there exist hyperscaling laws, which are some general and universal 
relations among the critical exponents of each set. 
The critical phenomenon we study in this thesis is the onset of 
percolation at the percolation threshold - the fixed value of the 
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probabilty of occupation, or the volume fraction of the percolating 
component. One of the critical behaviors under investigation is the 
behavior of the average dielectric function (dependent variable) near the 
percolation threshold as the filling fraction of the percolating medium or 
the dielectric function of one of the media (independent variables) is 
changed gradually. The critical exponents under study are transport 
exponents such as the conductivity exponent, and geometrical exponents 
such as the correlation exponent. 
Another key word is scaling. Depending on the context in which it 
is used, it generally means that one physical property that appears to 
depend on two or more other properties independently is shown to actually 
depend on a particular combination of the two other independent 
properties. Mathematically, this means that though the dependent variable 
in question appears to be a 'function' of two independent variables (the 
two other independent properties), it is actually a function of a 
particular scaling variable made up of the two variables (and, possibly, 
also of one of the original variables). The dependent variable is then 
said to scale as this combination variable. Thus properties of several 
apparently different systems collapse into a single general behavior. 
Scaling in this dissertation, particularly in Part I, means that the 
average dielectric function of the system, which appears at first sight to 
depend on several independent variables, namely, the dielectric functions 
and the filling fractions of each component, can be shown to be a function 
of a single scaling variable, which is constructed as a particular 
combination of the filling fractions and the ratio of the two dielectric 
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functions. This is true near the percolation threshold, and is reflected 
in power law behaviors of the dielectric function. 
The theory in the first part of the dissertation, which is a study 
of rock systems, is in three dimensions. In the following parts, the 
theory is developed in an arbitrary euclidean dimension d. This has been 
done for two reasons: First, it is mathematically more elegant and 
complete; second, many of the computer simulations for discrete systems, 
and many studies in statistical physics of critical phenomena, have been 
done in various euclidean dimensions. 
Many things in nature are fractals. Roughly, these are objects 
which look similar at various length scales, i.e., if we put parts of the 
object under a microscope, these parts look roughly the same as the whole 
object. A special kind of fractals are the self-similar fractals. Here 
the details in all dimensions, for example, the details in the length and 
the width, get reduced or enlarged by the same factor under a change of 
scale, or, in other words, by introducing a microscope, parts of the body 
look similar to the whole. In the self-affine fractals, on the other 
hand, each dimension gets changed by a different scale; thus, while the 
overall details remain the same, parts of the body would look elongated or 
compressed under a microscope. Also, fractals can be regular, or random. 
In the regular fractals, mainly man-made objects, the same division or 
enlargement is enforced through a series of regulated steps. So, every 
part looks like the whole under exact rules of reduction or enlargement. 
A random fractal would, however, show similarity in an averaged manner, 
where exact details of one part of the body may look different from 
another under close scrutiny, but would show an overall similarity. This 
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feature is preserved under a change of scale, or, by placing the object 
under a microscope. In this thesis, by fractals, we would imply self-
similar, random fractals. 
The mathematical tool we use to study the dielectric properties of 
the composites is called the spectral representation formalism. We 
explain this formalism by first considering an isolated homogeneous body 
of a special shape placed in a special direction, then letting the shape 
and the direction become arbitrary, and then constructing a composite 
system made up of many bodies of arbitrary shapes. 
When an external electric field is applied to an object made up of a 
homogeneous material and surrounded by a different medium, the electrical 
charges of the atoms and molecules within the object get separated under 
the influence of this stimulus: the positive charges tend to move along 
the direction of the field, whereas the negative charges tend to move 
opposite to the field. Previously, the body was electrically neutral as a 
whole, as well as in ëvery small part. Now, though the body is still 
electrically neutral as a whole, parts of it have a higher concentration 
of positive charges, and negative charges are more concentrated in other 
parts. The object becomes 'polarized'. Because of the polarization, 
there is an 'induced electric field' set up inside the body that is 
pointed opposite to the external electric field. This reduces the effect 
of the latter, and the 'effective electrical field' inside the body is 
thus less than the applied external field. How successful the external 
electric field is in polarizing the body, or the 'polarizability', depends 
on the material of the body, characterized by the dielectric function of 
the material of the body, as well as its shape, characterized by 
10 
depolarization factors. These are numbers between 0 and 1. The name 
depolarization factor is derived from the effect that shape has in 
'depolarizing' or, in making the internal electric field different from 
the externally applied electric field. 
A weighted sura of all the depolarization factors of a body is 1, the 
weight being how much every depolarization factor is effective in 
contributing to the total polarization, or the induced electric field. 
This is the first sum rule. Spheroids (an ellipse rotated about one of 
its two axes) in three dimensions have three principal axes of symmetry, 
two similar and one different. So a spheroid has three depolarization 
factors, two of them equal to each other, and the third different, and 
they all add up to 1. If a prolate (cigar-shaped) spheroid, whose one 
axis is very large compared to each of the other two (a very thin cigar), 
is placed with its long axis parallel to the direction in which the 
external electric field is applied, the induced electric field generated 
inside the body is very weak because of the large separation (at the two 
extremities) of the positive and negative charges within the body. This 
is characterized by one of the depolarization factors being very small, 
close to 0. [An 'infinitely long' body would have one of the 
depolarization factors equal to 0.] By the sum rule, then, the two other 
depolarization factors would make up a total of almost 1, and hence each 
of them would be close to 1/2. On the other hand, when an oblate 
(pancake-shaped) spheroid, which has one axis very small compared to each 
of the other two axes (a very flat pancake), is placed in an externally 
applied electric field in such a way that its small axis is parallel to 
the direction of the field, then the positive and negative charges 
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separated within the body at its two extremities are quite close to each 
other, giving rise to a large induced electric field within the body. 
This situation is characterized by saying that this spheroid has one of 
the three depolarization factors very high, close to 1. By the sum rule, 
again, the other two must make up a total of 0, so each must be close to 
0. So, a sphere, which is a perfectly symmetrical spheroid, has all three 
depolarization factors equal to 1/3 (in three dimensions, 1/2 for a 
circle, 1/4 for a 'hyper-sphere' in four dimensions; in general, 1/d for 
a 'sphere' in d dimensions). 
When the external electric field is applied in a direction 
arbitrarily aligned to the three axes of a spheroid, its polarization and 
induced electric field can be expressed in terms of a combination of its 
three depolarization factors, with various weights attached to each of 
them. In particular, if we repeat many times an experiment in which the 
electric field is switched on in random directions, the weight of each of 
the three depolarization factors, in determining the average polarization 
and the average induced electric field, will be 1/3. 
For an object of a much more varied shape, there may be a large 
number, or even a continuous spectrum, of depolarization factors, in the 
range between 0 and 1, obeying the sum rule. This is the origin of the 
adjective 'spectral' in 'spectral representation formalism'. Each of 
these depolarization factors is called a mode. For an arbitrarily-shaped 
body with a continuous spectrum of depolarization factors, the 
polarization and the induced electric field can be expressed as an 
integral over the depolarization factor, weighted by the corresponding 
value of a spectral density function. The latter is, then, a measure of 
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how effective this interval of values of the depolarization factor is in 
the overall polarization. 
In the next stage of complexity, consider a system made up of many 
identical bodies put in a different medium. The overall polarizability of 
this system can be expressed by an effective or average dielectric 
function. For several bodies close to each other, the polarization of 
each one of them is affected by the presence, and the polarization, of its 
neighbors, and thus is different from that of the isolated bodies. For 
the total system, this is mathematically equivalent to introduction of 
other values of the depolarization factor besides the ones characteristic 
of isolated individual bodies. Thus, we now get a denser spectrum of 
depolarization factors, all with values lying between 0 and 1. The 
spectral density function of this composite system is defined as a measure 
of how effective each Interval of depolarization factors is in making a 
contribution to the polarizabilty, the induced electric field, and, more 
specifically, to the average dielectric function of the total system. 
Now add to the complexity, the possibility of the various 
constituting bodies having various shapes. This means that even 
individually, these objects have all kinds of depolarization factors 
between 0 and 1. When these different-shaped bodies are brought close to 
one another, a whole new complex spectrum of depolarization factors is 
generated. 
Thus the spectral density function, which is a function of the (now 
continuous) depolarization factor, is a measure of what contribution a 
particular value of the depolarization factor makes towards the 
polarizabilty and the induced electric field, and, more specifically, 
towards the effective or the average dielectric function of the total 
system. 
One needs to remember, however, that all the preceding discussion is 
from the point of view of one of the media, namely, the one of which these 
various objects are composed. If we were to write the spectral density 
function from the point of view of the complementary medium, namely, the 
medium into which these various objects have been brought, then it would 
be similar to the original spectral density function, but now related to 
the depolarization factors from 1 down to 0; i.e., now the value of the 
complementary spectral density function for the depolarization factor of, 
say, 1/4, will be related to that of the direct spectral density function 
at the point (1 - 1/4), or, at 3/4. 
As stated before, the polarizability of a composite system and its 
consequent electrical behavior under the action of an applied electric 
field is determined by the average dielectric function (the average 
dielectric permittivity and the average conductivity) of the total system. 
Mathematically, the application of this statement to a two-component 
system is represented as the spectral representation equation. It is 
always written from the point of view of one of the two media, say, medium 
2; however, the corresponding equation from the point of view of the 
complementary medium, medium 1, can always be written easily. In this 
equation, the average dielectric function of the system is represented as 
a sum of two terms: 
The first term, corresponding to a system depolarization factor of 
0, is a contribution coming from medium 2 if it is percolating, i.e., 
continuously passing through the entire system from one side (in the 
general sense described before) to the opposite side. The exact form of 
this term reflects the mathematical dependence of the average dielectric 
function of the total system on this mode (0), and the coefficient of this 
term, aptly called the percolation strength of. medium 2, shows how much 
this mode (0) contributes to the average dielectric function. For a 
composite made up of two media, where the percolating component has a 
conductivity very much larger than the other, (for example the dc limit of 
a conductor-insulator mixture with the conductor percolating), the 
percolation strength of the more conducting medium is proportional to the 
ratio of the average conductivity of the whole system and the conductivity 
of this component. 
The second term in the spectral representation equation consists of 
an Integral over the depolarization factor weighted in the numerator by 
the spectral density function, and containing in the denominator an 
expression reflecting the exact mathematical dependence of the average 
dielectric function on the materials (dielectric functions) of the two 
components and on this individual depolarization factor. 
Thus, in summary, spectral representation formalism is a 
mathematically beautiful way of writing the average dielectric function of 
a random two-component composite in terms of the various possible 
geometrical or shape modes of the particles of the two constituent media. 
Each medium is represented by its own complex dielectric function and its 
filling fraction. The two primary constituents of this formalism are the 
percolation strength of one of the two media and the spectral density 
function. 
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Instead of expressing the average dielectric function in terms of 
the percolation strength and the spectral density function, there is also 
the process, opposite to above, where one determines the percolation 
strength of one of the media, and the spectral, density function (from the 
point of view of this medium) at all values of the depolarization factor 
between 0 and 1 from a knowledge of the average dielectric function, the 
individual dielectric functions, and the filling fractions. This is 
mathematically given by the Spectral Inversion Theorem. 
The spectral representation formalism comes with its three sum 
rules, which represent some overall constraints, or rules, that the 
percolation strengths of the two media and the spectral density function 
obey. The first sum rule, a generalization of the first sum rule stated 
earlier in connection with just one single body, says that the sum of the 
percolation strength of medium 2 and the integral (sum) of the spectral 
density function, written from the point of view of medium 2, equals 1. 
This is thus a rule for 'normalization'. The second sum rule tells us 
where the 'centroid' or the average of all the depolarization factors, 
weighing each by its value of the spectral density function, will fall. 
The third sum rule, which is a little more involved, relates the 
percolation strengths of the two media through their filling fractions, 
and an integral involving the spectral density function of the system 
written from the point of view of one of the media. 
It should be noted that, independent of the development of the 
spectral representation formalism, several formulas to obtain the average 
dielectric function of a composite from the dielectric functions and the 
filling fractions of the individual components have been proposed over the 
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past century. Two notable theories, that will be referred to in this 
dissertation, are the Maxwell-Garnett Theory (MGT) and Bruggeman's 
Effective Medium Theory (EMT). In MGT, one of the constituent media is 
pictured as sitting as isolated islands in a sea of the other medium. 
These islands are spherical (in a general euclidean dimension: circular in 
two dimension, spherical in three, etc.). EMT, on the other hand, treats 
both media on equal footings, and the picture is that of two Interspersed 
components, with each having an overall spherical shape (in the same 
general dimensional sense). These theories have had limited success in 
explaining and predicting experimentally determined average dielectric 
functions. 
How useful, then, is the spectral representation formalism? The 
spectral density function of an arbitrarily random composite medium is not 
known. So, in general, in this formalism, the average dielectric function 
of the composite cannot be determined for any given system from just the 
knowledge of the individual dielectric functions and the individual 
filling fractions. However, there are two redeeming features: First, for 
known expressions for the average dielectric function, such as MGT and EMT 
mentioned above, the spectral density function can be found with the help 
of the Spectral Inversion Theorem mentioned before. This provides us with 
some clues for the spectral density function of some special classes of 
random composites. Second, one can make a knowledgeable guess about the 
form of the spectral density function for special classes of random 
composites, derive the average dielectric function of the composite system 
from the spectral representation equation, obtain the dependence of this 
(algebraically complex) dielectric function on the filling fraction and/or 
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the frequency of the applied electric field (which changes the electrical 
conductivities of the components, and hence the dielectric functions), and 
check with experimental observations. We show in this dissertation that 
this effort is amply rewarded, because the spectral representation 
formalism used in conjunction with, or, even instead of, theoretical 
approximate expressions for the dielectric function (such as MGT and EMT), 
gives many new pieces of information, reveals new laws, and places many 
individual systems into more general classes. 
Part I of the three parts that make up the main body of this 
dissertation is titled "A Spectral Theory for Two-Component Porous Media". 
It is an investigation of both the static (frequency-independent) and the 
dynamic (frequency-dependent) dielectric properties of porous media in 
general, and porous rocks in particular. 
Several electrical properties of porous rocks have been investigated 
in connection with oil exploration research. While there exist several 
empirical formulas to relate some of these properties with the porosity of 
the samples, a theoretical basis has been missing. In this first paper, 
the spectral representation formalism is applied to successfully explain 
the observed static and dynamic dielectric properties of porous rocks. In 
addition, the theory shows scaling properties which were formulated 
earlier for discrete systems, namely, computer-simulated random resistor 
networks. As mentioned before, scaling in this case implies that the 
average dielectric function of the porous system can be shown to be a 
function of a single scaling variable, which is constructed as a 
particular combination of the filling fractions and the ratio of the two 
dielectric functions. A new critical behavior in these porous systems is 
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discovered, whose critical exponent can be related to the transport 
critical exponents similar to those of discrete systems. These exponents 
describe power law properties of the average dielectric function. In the 
case of random resistor networks, though, these exponents are universal, 
viz., they are not dependent on the type of lattice chosen, and depend 
only on the euclidean dimension of the system. But they do not seem to be 
universal for the continuum porous systems. 
Four factors lead us on to the next part. First, similar scaling 
properties of the dielectric function, found in discrete systems as well 
as in the porous media, imply that both of these classes of systems belong 
to one larger class of random composites. Second, the precolation 
networks found in discrete systems are self-similar fractals. Possibly in 
the examples of porous media studied, namely, the porous rocks, the 
percolating medium, the medium filling the pores, may be fractals also. 
[Indeed, there has been some very recent work, which suggests that at 
least the surfaces of these pores may be self-similar fractals.] Third, 
the spectral density function, proposed in Part I, which explains the 
static and the dynamic dielectric properties of porous media, is of 
phenomenological origin, viz., it is proposed in this form because it 
works. One needs to justify, if possible, this specific choice of the 
form of the spectral density function from more fundamental reasons, 
possibly from a geometrical modeling of porous media. Fourth, the new 
critical behavior observed in the porous media, whose exponent is related 
to transport exponents, needs to be investigated more fundamentally. 
These four considerations give us the incentive to model porous media from 
first principles. 
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Part II is titled "Critical Behavior In a New Random Self-Similar 
System". We model a continuum porous mixture, in which spherical holes 
(in any arbitrary euclidean dimension) of one medium are first punched out 
in the second medium, and, subsequently and iteratively, in the resultant 
medium of the previous punching. Iterations yield a more and more 
perforated composite. 
A new iterative Effective Medium Theory is developed to represent 
the average dielectric properties of such a system. The spectral 
representation formalism is applied to extract geometrical properties 
together with electrical critical transport properties. It is suggested 
that the composite created through such an algorithm is a self-similar 
fractal, and its fractal dimension is estimated. Several novel features 
in the average dielectric permittivity, electrical conductivity, and other 
geometrical and transport properties, are observed. Some estimates about 
the continuum counterparts of the critical exponents.of computer-simulated 
discrete systems are made. Remarkably, some of these properties and 
exponents are quite different from, and opposite to, those observed in the 
simulated discrete systems, and, possibly, are signatures of the continuum 
geometry. 
In Part II, the critical behaviors and critical exponents of the 
random continuum iterative system appear to be only of computational 
origin, and lack a theoretical basis. In Part III, titled "Exact Critical 
Exponents of the Dielectric Function for a New Random Self-Similar 
System", we provide a firm theoretical foundation where the existence of 
such critical behavior is indeed predicted for this iterative system. 
20 
Exact analytical values for the critical exponents are derived. The 
iterative theory of Part II is based on Bruggeman's EMT. The work done in 
Part III is very general, and independent of the particular expression for 
the average dielectric function used in the iterative procedure. Then, as 
examples, both EMT and MGT are used to obtain theory-dependent expressions 
for the critical exponents. The computational results of Part II are 
found to be quite close to the EMT-based theoretical results derived in 
this part. 
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PART I. A SPECTRAL THEORY FOR TWO-COMPONENT POROUS MEDIA 
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ABSTRACT 
Recently, several attempts have been made to explain the static and 
the frequency dependent behavior of the dielectric properties of porous 
media. We present a theory for the dielectric response of a rock-and-
brine system. The theory is based on the spectral representation and the 
associated sum rules for two-component systems. This theory explains the 
principal experimental characteristics of rock-and-brlne systems. Some 
scaling laws, proposed in the context of random resistor networks, are 
shown to follow from this theory. We find that critical exponents 
governing the static and dynamic behavior are not universal. 
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I. INTRODUCTION 
The dielectric response of an insulator-conductor mixture has been 
the object of continued, active interest for many years. Theories for the 
average dielectric function of an isotropic mixture of spherical particles 
were given long ago (for a review, see Ref. 1), but theories for a 
general, not-necessarily-dilute mixture of non-spherical particles are 
still lacking. Computer experiments have been used to obtain the 
dielectric response of a mixture of conducting and insulating media by 
simulating the system by a random resistor network joining the nodes of a 
discrete lattice. 
One very important application of the theory of dielectric response 
of mixtures is in oil exploration. From a measurement of the complex 
dielectric function, dielectric permittivity and conductivity, of a rock 
whose pore space is saturated with brine and/or oil, and from the 
knowledge of the porosity of the rock, one would like to know the relative 
quantities of oil and brine. So a theory that will connect the complex 
dielectric function of the mixture with the individual dielectric 
functions and the volume fractions and geometrical structure of the 
constituents is needed. 
Sen et al.,5'6 Mendelson and Cohen (with corrections by Sen),7*8 and 
Sheng and Callegari? have proposed several such theories, based on 
geometric modelling and effective medium theories, to explain the dc 
response of mixture. An alternative approach, based on the response 
times, has been made by Lysne,!^ and put in a different perspective by 
Korringa,!! to explain the ac response of a mixture. 
One recent theory, due to Stroud, Milton, and De (SMD),12 ig based 
on an ansatz for the spectral density function^^'^^ for the dielectric 
function of a composite. This theory seeks to explain the ac behavior of 
the system with the dc behavior as an input. 
The features common to the dielectric functions of many rock systems 
arelZflG; (a) the ratio of the dc conductivity of'•f he mixture to that of 
the conducting component (brine) has a power law behavior with respect to 
the brine filling fraction, [Archie's law^^]; (b) the real part, of the 
dielectric function of the composite increases dramatically with 
decreasing frequency, surpassing the corresponding values of both 
components, and sometimes shows a crossover to saturation at both low and 
high frequency ends; (c) the ac conductivity of the composite increases 
with frequency with a crossover to saturation at the low frequency end. 
In a completely different approach to the dielectric properties of 
two-component systems, random resistor network models predict certain 
scaling behavior for both the dielectric permittivity as well as the 
conductivity.The theory predicts a scaling both with respect to the 
filling fraction, static scaling, and with respect to frequency, dynamic 
scaling. Static scaling has indeed been observed below percolation in 
systems of metal films,^2,23 and above percolation in a system of small Ag 
particles randomly dispersed throughout a KCl host.24 Dynamic scaling has 
been reported above percolation for a system of gas-evaporated gold 
black25 and a planar lattice system,26 and both below and above 
percolation in thin Au films.27 
In this paper we propose a theory for the dielectric response of 
rock-and-brine systems, based on the spectral representation with its 
three sum rules.14,15 starting with a specific form for the spectral 
density function, we derive an analytical expression for the dielectric 
function of the composite. The inputs are the measured dc conductivity of 
the system, the dielectric permittivity and dc conductivity of the 
components, and the filling fraction. Three parameters, to be estimated 
from the data, are fine-fitted. 
We show that all three properties of a rock-and-brine system 
discussed above are derived from our results. Also, we get the scaling 
laws for the dielectric permittivity and ac conductivity. The actual data 
from Refs. 12 and 16 were tested against our theory. The agreement was 
remarkably good. However, from the two datasets tested by us, it seems 
that universal exponents valid for all rock-systems may not exist. 
The material in this paper is organized as follows: In Section II, 
we give the highlights of the spectral representation with its sum rules. 
Section III describes the expected scaling laws. Section IV gives the 
background for the present theory and includes a brief account of the SMD 
theory. In Section V, we give the explicit form for the proposed spectral 
density function. Three constants of the theory are evaluated from the 
three sum rules. Finally, an analytical expression for the complex 
dielectric function is derived. From its real part, the dielectric 
permittivity, and from its imaginary part, the conductivity can be 
evaluated. These are the two experimentally determined quantities. 
Section VI derives the scaling laws and sets the circumstances under which 
they will be valid. In Section VII, the theory is tested against the data 
from Refs. 12 and 16. Section VIII gives a summary, discusses the 
principal results, and suggests directions for future work. 
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II. SPECTRAL REPRESENTATION 
For a medium consisting of two components, called 1 and 2, 
respectively, with dielectric functions and 62, and filling 
fractions f^ and f2 = 1-fi, the average dielectric function t can be 
written as^^~^^ (see also the discussion in Ref. 12); 
E f®2 1 
— - 1 = f 2 C2 — - 1 + 
ei ^2 J  
g2(n)dn 
f2 
Gl 
- 1 
-1 
+ n 
(la) 
or, as 
S2 
- 1 = fj Ci 
(=2 
- 1 
gl(n)dn 
0 
•ei VI 
II + n 
G2 
(lb) 
where gi(n) and g2(n) are the 'spectral density functions' for 
component 1 and 2, respectively, and and C2 are the strengths of 
percolation of the respective components. 
The physical significance of the spectral representation is as 
follows: The first term is a contribution to the dielectric function of 
the system from one of the constituent media if it is percolating, i.e., 
continuously passing through the entire system from one side to the 
opposite side. The second term consists of a spectrum of contributions to 
the total dielectric function from different possible geometrical or shape 
resonances of particles in the composite system, n is called the 
depolarization factor. Needle-like structures would have small values 
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(>0) of n, and plate-like objects would have large values (<1) of n. 
Then g(n) represents the density, both in number and strength, of these 
various resonances. 
The g's and the C's depend on the filling fractions and the 
geometric structure of the composite system, and satisfy the following 
three sum rules: 
g2(n)dn = 1 -  C2 ; (2) 
0 
1 
1 
n g2(n)dn = - (1 - f2) ; (3) 
and 
1 
(1 - f2) Ci + ±2^1 + f2 
g2(n)dn 
= 1 . (4) 
0 
Equations (la) and (lb) are written respectively, from the point of view 
of component 2 in a host component 1, and component 1 in a host component 
2. The gi(n) and g2(n) are related through the symmetry relation 
fingi(n) = f2(l-n)g2(l-n), so that a complete knowledge of one of the 
g(n)'s is usually sufficient. The sum rules (2)-(4) can be written in 
terms of g^ by replacing the index 2 by 1. 
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The C's have also the following significance: For example, for 
medium 2: 
S 
^2^2 ~ lim — • 
62-»® € 2  
If component 2 is conducting, this limit corresponds to the limit of very 
low frequencies, so that t = AniB^^/w , G2 - 4ni02'^^/w , and 
gDC 
I2C2 • (5) 
It should be noted that the spectral representation is a formalism 
for expressing the average dielectric function of the composite from those 
of its components, but this is by itself cannot determine ^ unless the 
spectral density function g(n) is known. It is, however, not generally 
known how g(n) can be derived from 'first principles', i.e., from the 
geometrical configurations of the components. 
If there is an expression already available for determining "S from 
the individual dielectric functions and £2, and the filling 
fractions f% and f2, then g(n) can be found from the following 
theorem:12,28 
Given Eq. (la), if we write 
2 . 1  
ei 
then 
-1 
= - (n' + is) , s > 0 ; (6) 
30 
g2(n') = lim Im 
n f 2  s - O  
re 
1 
.ei 
( 7 )  
For example, in the symmetric effective medium theory (EMT)l for 
spherical particles we have 
f 2 + f 2 = 0 , 
+ 2'B ^2 2*5 
from which we can get with the help of the above theorem 
EMT 
82 (n) = r-9n2 + 6(l+f2)n - (3f2-l)2 
4nf2n L 
1 /2  
If we denote by X2 the difference between the filling fraction f2, and 
the critical filling fraction (or the percolation threshold) f2c for the 
second medium, i.e.. 
X2 = fz - ^2c ' 
and introduce the fact that in this theory, f2c = 1/3, then we obtain 
(8 )  
EMT 
82 (n) = 
3 [(n-n2L)(n-n2u)]l/2 
Anf' 
, n2L < n < n2u ; 
( 9 )  
otherwise 
where 
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n2L = {4 + 3X2 - 2[(1 + 3x2)(4 - 6x2)]l/2}/9 , 
as 9x2^/8 , |x2 I « 1 (10a) 
and 
n2u = {4 + 3X2 + 21(1 + 3x2)(4 - 6x2)]l/2}/9 , 
a (6x2 + 8)/9 , |x21 « 1 . (10b) 
It would at first seem that not much can be deduced from the 
spectral representation unless we already know the answers. But as SMD^^ 
have very clearly shown, even in a composite system with an unknown 
structure, an educated guess on the form of g(n) gives reasonably good 
agreement with experiment. We will show that a more general form of g(n) 
predicts a variety of consequences, including scaling laws, and gives even 
better agreement with experiment. 
Lastly, for future use, we can rewrite the basic spectral equation, 
(la), in the following form: 
•E = f2C2e2 + (1 - f2C2)ei - f2Gih2(s2) ; ( 1 1 )  
where 
S2 = - (Eg/Gi - 1)-1 , ( 1 2 )  
and 
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h2(s2) = 
1 
g2(n) dn 
. (13) 
S2-n 
Thus, any suggested form of the spectral density function, g2(n), will 
give a corresponding expression for h2(S2). 
It should be pointed out that the concept of the two cutoff limits 
n2L and n2u for g2(n) is more general than just for the EMT. Fig. 1 
shows two possible trajectories of 82 in the complex 82-plane as the 
frequency w is increased, the origin corresponding to the dc limit w = 
0. There is a branch cut along the part of the real axis, satisfying n2L 
< Re(s2) < n2u« If component 1 is vacuum and component 2 is a free-
electron metal with scattering time T, the trajectory of S2 is the 
parabola Re(s2) = [Im(s2)]^, which passes close to this branch cut 
if w^T » 1. Then, at any frequency for which S2 satisfies the above 
requirement, the real part of the denominator in the last term of Eq. (la) 
vanishes, giving a large contribution to the imaginary part of the 
dielectric function, which, in turn, corresponds to absorption of 
electromagnetic energy. For a composite system in which component 1 is an 
insulator and component 2 is a non-metallic conductor, (with 82' > si', 
as is the case for brine-filled porous rocks), the trajectory of S2 is a 
peaked curve in the negative real half-plane. 
Geometrically, in light of the discussion following Eqs. (1), n2L 
and n2u correspond respectively to the most needle-like and the most 
plate-like structures present in the system. 
Fig. 1. Two trajectories of the complex quantity S2 = -(eg/Si - 1)"^, as the frequency w is 
increased, the origin representing the dc limit, w= 0. There is a branch cut on the real 
axis, satisfying ng^ < Re(s2) < For a vacuum and free-electron metal composite, the 
trajectory is a parabola, passing close to this branch cut, and describes absorption of 
electromagnetic energy. For brine-filled porous rocks, the trajectory is a peaked curve on 
the negative real half-plane. According to an earlier scaling theory (Section III), the 
circle |s2 | = separates the static REGION 1 (inside) and the dynamic REGION 2 
(outside). The scaling relations in the proposed theory (Section VI) require that n2L ~ 
|x2|s+t, (Eq. (48)), so that the start of the branch cut defines the onset of REGION 2 
behavior. 
REGION 2 
Rock-and-brine 
Free-electron metal 
w 
w= 0 
2L 2U 
REGION I 
r 
35 
III. STATEMENT OF THE SCALING BEHAVIORS 
Based on theoretical predictions from percolation theory,18-20 
Stroud and Bergman^^ have given the scaling behaviors for the variation of 
the dielectric permittivity with (i) the difference (f-f^) of the 
filling fraction and the critical filling fraction, (static scaling); (ii) 
frequency w, (dynamic scaling). 
Given, as in Section II, two media with dielectric functions 
and £2» two assumptions are made: 
1^1/52 I = |s2l « 1 , (14) 
and 
1^2 - f2cl - |x2l « 1 • (15) 
For the special case of medium 1 being an insulator and medium 2 a 
conductor, the first assumption is equivalent to a low frequency 
assumption, and the second stresses that the following is applicable only 
near the percolation threshold. 
Then all scaling laws can be written in the form of the following 
three equations: 
Gl 
B' ' IG1/G2I = |s21 « |x2|s+t , *2 < 0 ; (16a) 
B |x2|-s + A (G2/ei)|x2|t, IG1/G2I = |s21 « |x2|s+t, X2 > 
(16b) 
A" (e2/Gi)s/(s+t) ^ |Gi/e2| = |s21 » |x2l^^^ , any X2 ; (16c) 
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where s and t are the two critical exponents of the theory. 
There exist, therefore, two distinct regions, to be denoted by 
REGION 1 and REGION 2, respectively, characterized by 
REGION 1; |ei/C2| = |s21 « |x2|s+t , 
REGION 2: |Gi/G21 = |s21 » |x2|s+t , 
(17) 
(18) 
The two regions can then be visualized through Fig. 1. For a fixed 
filling fraction, or X2, REGION 1 corresponds to the area far inside the 
circle [sg,] = 1^2 REGION 2 is the area far outside the circle. 
We further assume that medium 2 is a conductor and medium 1 is an 
insulator, and write 62 = iG2" = (à, = s^', so that by Eqs. 
(12) and (14), S2 = ie^'w/(4na2'^^)5 then (14) is equivalent to a low 
frequency assumption: 
1^1/22 I = |s2 I = ej'ai/(4rtff2^^) « 1 • (19) 
The real parts of Eqs. (16) give the following scaling laws for the 
real part of the dielectric permittivity, î, of the composite: 
t '  = 
B' ei' |x2 |-s , X2 < 0 , 
B ei' |x9 |-s , X2 > 0 ; 
REGION 1 ; 
(20a) 
(20b) 
A" (Gi')X (41102'^^/w)Y cos(ilY/2) , any X2 , REGION 2 ; (20c) 
where we have defined 
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X = t/(s + t) , 
and 
Y = s/(s + t) . 
(21a) 
(21b) 
If, further we define the frequency-dependent conductivity, 9(w), 
through the equation 
4ni9(w) 
il!" = , 
w 
(22 )  
then, from the imaginary parts of Eqs. (16), we have the following scaling 
laws for the conductivity, ?, of the composite; 
3(w) = 
0 , X2 < 0 
A |x2|t , X2 > 0 , 
REGION 1; 
(23a) 
(23b) 
A" (ei'w/4n)% ( sin(iiY/2) , any X2 , REGION 2; (23c) 
As can be seen clearly from the above scaling relations, REGION 1 can be 
associated with the dependence of the real and the imaginary parts of the 
dielectric function, and 9, on the filling fraction, (f2-f2c)' only 
and independence from the frequency w, so that REGION 1 is indeed the 
'Static Region'; REGION 2 can be characterized primarily by the dependence 
of t' and •& on the frequency oo and an independence from the filling 
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fraction, (f2-f2c)» so that REGION 2 is synonymous with the 'Dynamic 
Region'. 
Also, for REGION 2, it may be noted that the w-dependence can be 
characterized by 
i;' ~ , (24a) 
and 
3(w) ~ , (24b) 
with X + Y = 1 
The observed values of the critical exponents in experiments, 
including computer experiments, on various systems are listed in Table I. 
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TABLE I. Observed Values of the Critical Exponents 
Ref. System Region 1 Region 2 
X2<0 X2>0 
29 Computer experiments 
for RRN 
2D: 1.3 1.3 1.3 1.3 
3D: 0.7 1.8 0.7 1.8 
22 WAI2O3 granular 
metal film 1.9±0.2 
23 2D Pb-Ge thin film 0.9+0.1 
3D Al-Ge thin film 1.75±0.15 
24 Ag particles in KCl 0.73+0.07 
25 Gas-evaporated 
Au black 0.703,0.717 
26 Planar lattice 
percolation system 0.98+0.05 0.08+0.04 
27 Thin Au film 0.95+0.05 0.13+0.05 
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IV. BACKGROUND 
Six features characterize the dielectric function of some rock 
systems: 
(i) The ratio of the dc conductivity of the mixture to that of the 
conducting component (brine) varies as 
= af2m , (25) 
where a = 1, and 1.3 < m i 4, This is Archie's law^? and is 
believed to be valid for a wide variety of rock systems.5 Since 
Archie's law is identical to the scaling law for conductivity in 
REGION 1, [Eq. (23b)], the identity from the spectral 
representation, Eq. (5), gives 
^2^2 ~ 9^^/172^^ = A|x2|t , (26) 
where A = a = 1, and t = m = 1.3 to 4. 
(ii) The real part of the dielectric function of the composite, 
E', increases with decreasing frequency and may far exceed the e' 
for the individual components. 
(iii) E' shows a crossover to saturation at low frequencies (i, 1 
MHz).16 
(iv) E' shows a crossover to saturation at high frequencies (^ 100 
MHz).12,16 
(v) The ac conductivity of the mixture, a(w), increases with 
frequency.12,16 
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(vi) 3(00) also shows a crossover to saturation at the low frequency 
end (i 1 MHz).12,16 
Any proposed theory needs to explain as many of the above effects as 
possible. 
Sen, Scala, and Cohen,^ and Sen,® have proposed a theory based on 
geometric modelling of the composite medium. This theory aims at 
describing the dc-conductivity behavior, (i) above, for some special 
shapes of the rock particles and explains experiments with artificially 
prepared composite samples. 
Mendelson and Cohen,^ with corrections by Sen,® have proposed a 
theory based on EMT to explain the ac behavior, but as has been pointed 
out by Kenyon,16 this theory does not explain most of the ac behavior, 
(ii) to (vi) above. 
Sheng and Callegari^ have given a differential effective medium 
theory to understand the behaviors (i) and (ii). 
In their paper,SMD have used the spectral representation, Eq. 
(la) (the notation is ours). They assume Archie's law, Eq. (25), with the 
coefficient a = 1. They obtain C2 from the experimental quantities, 
02^^ and 0^^, the latter being taken equal to the measured conductivity 
of the sample, at ~ 10 MHz, the lowest frequency of measurement. They also 
assume that the rock medium does not percolate: C^ = 0 . 
SMD have suggested the following form of the spectral density 
function g2(n) (our notation); 
gzSMD (n) = C n-a (1 - n)P , (27) 
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where C, the normalization constant, and the exponents a and are to 
be determined. 
Substituting Eq. (27) into the three sum rules, Eqs. (2)-(4), and 
solving the three resulting equations, all three parameters of the theory, 
C, a, and |3, are determined in terms of f2 and C2, where the latter, 
as stated above, is either known from experiment or fitted. 
Finally, combining Eq. (5) and the basic spectral equations (11) to 
(13), one finds the result for h2(s2): 
h2(s2) = C 
1 
r n-*(l-n)P 
dn , 
S2-n 
0 
P(l-f2C2) Cn(-S2)-*(l-82)9 
= F(l, a-(3; 1+a; S2) ; 
of 2 sin (an) 
where 
^ a.b a(a+l)b(b+l) 
F(a,b;c;z) s 2^1 (a,b;c;z) = 1 + z + z^ + ... , 
c.l c(c+l) 1.2 
is the confluent hypergeometric function. 
This theory has some features of dynamic scaling, e.g., variation 
with 0? or (aT^, but has no intrinsic boundaries for the crossover from 
REGION 2 to REGION 1 or vice versa. Hence, the theory has no saturation 
effects at low frequency. 
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However, in most part of the dynamic region, the theory seems to be 
in definite quantitative agreement with experimental data presented by 
SMolZ and Kenyon.lG 
44 
V. PROPOSED THEORY 
We already have two special forms for the spectral density function 
(i) the EMT form, Eq. (9), which can be rewritten as 
EMT 3 (n-n2L)^""(n2U-n)^ 
g2 (n) = 
4nf2 n 
where a = P = 1/2; 
and 
(ii) the SMD form, Eq. (27), which can be rewritten as 
S2 SMD (n) = C (n-n2L) ("20"")^ » 
where n2L = 0, and n2u = 1. 
We propose the following more general form for g2(n)i 
g2(") = 
C(n-n2L)l °(n2u-n)P 
, a > 0, 0 < n2L < n < n2u < 1, n2L * "20' 
( 2 8 )  
0 , otherwise ; 
where n2L, >^211' ^ (the normalization constant), a, and g, are five 
parameters to be determined. 
There are in addition the two parameters Cj and C2, from the 
spectral representation (Section II), which correspond to the strengths of 
percolation of medium 1 and medium 2, respectively. The remaining 
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parameters are A and t, from the static scaling law for conductivity, 
Eq. (26), and the parameter s, from the static scaling of permittivity, 
Eq. (20a). The critical exponents s and t also characterize the 
dynamic scaling, Eqs. (24). 
We now proceed to obtain as many relations as possible among the ten 
parameters. The parameters A, t, and hence C2, are known from dc 
conductivity experiments. Substituting Eq. (28) into the three sum rules, 
Eqs. (2) through (4), we obtain the three equations 
,"2U 
(n-n2L)l"*(n2u-n)9 
n 
"2L 
dn = 1 - C2 ; (29) 
"2U 
C (n-n2L)^~°'(n2u-n)P dn = - (l-f2) j (30) 
3 
"2L 
and 
(1—£2)^2 + ^2^2 ^ f2^ 
^2U 
(n-n2L)l"*(n2u-n)9 
n(l-n) 
"2L 
dn = 1 . (31) 
The integrals in the above three equations can be expressed in terms of 
convergent confluent hypergeometric functions and Beta functions under the 
restrictions (see Appendix A): 
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(1) 0 < a < 1 ,  
and 
( i i )  P  >  0  .  
(32) 
(33) 
Thus, three more parameters, g, C, and can be determined by 
solving the three equations, (29)-(31), and the results are (see Appendix 
A): 
w 
1, 1+p; 3-a+P; 
"2U 
3(1 - C2)n2u 
l-f2 
(34) 
C = 
(1 - f2) 
3w2-0H-e B(2-a, 1+p) 
(35) 
and 
f2C 
Ci = 1 -
l-f2 
„l-a+p B(2-a, g) F 1, -1+oc- g; l-gj -
l-n2u' 
V 
Iiwl-a(i_n2u)3 
sin(grt) 
1 + 
l-nzu' 1-a 
w ; 
(36) 
Here B(a,b )  =  r(a)r (b ) / r(a+b)  is the Beta function, and w = n2u - n2L-
Note that the equation for g, Eq. (34), is an implicit equation. At this 
stage, we still have four independent parameters: a, n2i, n2[], and s. 
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To calculate the dielectric function, •£, we substitute the 
suggested expression, (28), in Eq. (13): 
h2(s2) = C 
"2U 
"2L 
(n-n2L)l-*(n2u-n)9 
n(s2-n) 
dn (37) 
This can be expressed as (see Appendix B); 
h2(s2) = 
S2 
(l-f2)(2-a+3) 
1 _ C2 - F 
3w(l-a) 
1, -l+a-P; a; 
S2 - "2L 
w 
CitwP(n2L-S2)^"°' 
sin(an) 
r "21-82 
1  +  — .  
w 
(38) 
^ is obtained by substituting Eq. (38) into Eq. (11) and simplifying: 
'E = Gj — £2(^2""®!^ 
(l-f2)(2-a+e) 
-1 + X F 
3w(l-a) 
1, -l+a-P; a; 
82 - "2L 
Cnw^(n2L-S2) 1-a f "2L-S2 
1 + 
sin(aK) 
P 
(39) 
Then 
= Re(S) ; 
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and, through the use of Eq. (21), 
9(w) = (co/An) Im(s) . 
49 
VI. DERIVATION OF THE SCALING BEHAVIORS 
The scaling behaviors in Section III are valid under the twin 
assumptions (19) and (15). We assume these for our derivation. Breaking 
up E in Eq. (39) into its real and imaginary, parts, 'E' and S", 
respectively, using (19), and expanding the hypergeometric series, we get 
•&' + it" = El' + ^2^2 1 -
(l-f2)(2-a+e) 
3w(l-a) 
1 + 
(-1+a-p) S2 - "2L 
w 
(—l+o£—(3) ( a—fi) 
a( oH-1) 
fs2 - "2L1 
w 
CnwP 
+ (n2L-S2)^"* 
s in (art) 
1 + 
"2L-S2 
w 
e 
(40) 
Taking a hint from EMT, where Eqs. (10) show that 
"2L « "2U ' (41) 
we expect that (41) will be true also for the porous rock system. Indeed, 
SMD used n2L = 0> and n2u = 1. Just now, we do not use this explicitly, 
except in the equivalent form: 
S2 - n2L 
« 1 . 
w 
Then to the zeroth order in |(s2-n2L)/'^''I' Eq. (40) becomes 
» 
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t' + i'E" = ej-' + f2S2 
(l-f2)(2-a+e) ClwP 
1 (n2L-S2) 
3w(l-a) sin(ali) 
= + ^2^2 1 -
(l-f2)(2-a+(3) 
3w(l-a) 
Cftw^ 
sin(an) 
(n2L^ + e (42) 
where 
0= (l-a)arctan( |s2 |/n2L) = (l-a)arctan(e^'oo/4ncr2'^*^n2L) 
Separating the real and imaginary parts, using the equalities in Eq. 
(19), and for the imaginary part, using Eq. (22), we obtain 
ç' = El' 
4nf2*2^^ CnwP 
60 sin(an) 
(n2L^ + S2^)^^~°'^^^ sinG , (43) 
= Gi' + 
4nf202^C CnwP 
w sin(ail) 
"2L 2 + 
Gi'W ' 
14 na2^^J 
(l-a)/2 
sine ; (44) 
and 
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3( w) = fgog DC 1 - ————— + i^2L •*• S2 )( **''^0030 
3w(l-a) sin( all) 
, (45) 
= f2<^2 DC 1 -
(l-f2) (2-a+3) 
3w(l-a) 
Cm/P 
sin( an) 
nZL^ + 
' Gi' w ' 
l4ll02°^ J 
(l-a)/2 
cosO (46) 
Equations (43) through (46) yield the desired scaling expressions for the 
two regions characterized by Eqs. (17) and (18). 
While what follows is applicable for a general X2> it should be 
remembered that for a rock-and-brine system, f2^ = 0, so that *2 = ^2 > 
0 .  
(a) Scaling Behavior for 
REGION 1 
Comparing Eqs. (17), (20a), and (20b), with our expression (43), we 
readily see that the static behavior, independence from S2» should be 
obtained by characterizing 
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REGION 1: |s2| « n2L • (47) 
Equivalence of (17) and (47) implies 
(48) 
or 
"21 = D < 1^ 2 1^ ^^  » *2 2 0 (49) 
The relation (48) implies that the radius of the circle in Fig. 1 is 
also of the same order as n2L. 
Then Eq. (43) becomes 
•g' s El' 1 + 
Cnf2(l-a)wP 
sin(aw) 
"2L 
-a 
We need two further inequalities! 
(i) (41) 
and 
Cnf2(l-a)w^ 
(il) n2L-" » 1 
sin(an) 
(50) 
Then, finally, using Eq. (49), we get 
Cnf2(l-a)n2n^ 
= ej' D<-* |x2|-*(s+t) , X2 2 0 
sin(an) > 
(51) 
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Comparison of the exponent and the coefficients in Eqs. (20a) and (20b) on 
the one hand, and Eq. (51) on the other, gives the following equalities 
between the two formalisms; 
s t 
(i) a = 1-a = ; (52) 
s+t s+t 
and 
Cllf2(l-a)n2ij^  fB' , xo < 0 , 
(ii) — D<-« = (53) 
sin(all) > I B , X2 > 0 . 
Equation (52) relates a to the parameters s and t, and therefore, 
three free parameters are left in the theory. 
REGION 2 
Again comparing Eqs. (18) and (20c) with our expressions (43) and 
(44), we realize that the dynamic behavior, with power law dependence on 
w, can be achieved by specifying: 
REGION 2; |s21 » n2L • (54) 
Equivalence of (18) and (54) requires again Eqs. (48) and (49). Then Eq. 
(44) becomes 
+ 
Cnf2W^ 
s in (an) 
(Gl')l-« 
'4n;ff2^ '^ a 
cos(all/2) ; 
and we further need the two inequalities, 
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(i) (41) 
and 
(11)  
Ciif2wP 
sln(an) 
'41102^  ^
Gi'w 
a 
cos(an/2) » 1 ; (55) 
so that the last equation can be reduced to 
Cnfo 
r '  = (e i ' ) l - *  
s in (an) œ 
a .  
cos (an /2)  (56) 
Comparison of the various exponents and the coefficients of Eq. 
(20c) and the above equation again yields the equivalence (52) obtained 
earlier and, in addition, 
Clif2n2u^ 
sin(ail) 
= A" (57) 
(b) Scaling Behavior for o-; 
REGION 1 
If we again use the condition (47) characterizing REGION 1, Eq. (45) 
becomes 
i&(w) = f2G2 DC 
(l- f 2 )(2-a+e) Citw^2L^~°' 
3w(l-a) sin(an) 
(58) 
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In the de limit (see Appendix C), 
lim 
ohO 
1 -
(l-f2)(2-a+p) Citw^2L^"" 
3w(l-a) sin(an) 
= C2 (59) 
so that, for X2 < 0, we need C2 = 0, (no percolation). This means that 
Eq. (58) can be rewritten as 
0 , *2 < 0 ; 
f2 C2 2^*^  ^ , X2 > 0 
(60a) 
(60b) 
Note that the first part of Eq. (26) is regained, and Archie's law cannot 
be derived from theory, but has to be assumed. 
REGION 2 
Identifying REGION 2 through Eq. (54), we can write Eq. (46) as 
(^co) = f2ff2 DC 
(l-f2)(2-a+g) Cltw^ f  Si'w ^ 1-a 
3w(l-a) sin(art) >41102 DC 
sin( an/2) 
The two inequalities, 
(i) (41) 
and 
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CitwP 
sin(an)-
f  e j  '  w ^ 1-a 
sin(ait/2) 
(ii) » 1 ; (61) 
(l-f2)(2-a+3) 
3w(l-a) 
are required to give the desired form 
, CnfonoM^ 
9(w) = (4rt)0'-l (Si')l-* (52°^)" sin(aIt/2) . (62) 
s in (an) 
Comparison of the various exponents in Eqs. (23c) and (62) again gives the 
equality (52) and comparison of the coefficients gives the other equality 
(57). 
The equalities (57) and (53) can be written more generally, i.e., 
without using the inequality (41), as 
Cnfow^ 
= A" ; (63) 
sin( alt) 
and 
Cnf2(l-a)wP f B' , x, < 0 , 
D<-« = (64) 
sin(an) > I B , > 0 ; 
and, therefore, 
f B' , X2 < 0 , 
(1-a) A" D<-* = I (65) 
> I B , *2 > 0 ; 
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thus relating the unspecified coefficients in the scaling theory with the 
various parameters of our proposed theory, so that the coefficients can, 
in general, be calculated. The third coefficient of the scaling theory, 
A, is known "in the rock-and-brine system, Eq. (26). 
Note that in order to see the various kinds of scaling behaviors, 
the following hierarchy of inequalities needs to be satisfied: 
EVERYWHERE: 
(19),(15),(41) 
REGION 1: 
(17) or (47) 
REGION 2: 
(18) or (54) 
r : (50) 
Of  : 
: (55) 
9  :  (61 )  
There is no additional inequality to be satisfied for a in REGION 1 
since Archie's law always holds in this region. 
Finally, if dynamic scaling is observed in REGION 2, then Eqs. (56) 
and (62) imply that if 
~ Of rY  (67a) 
or if 
g(w) ~ ; (67b) 
then 
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a = Y = 1 - X , (68) 
in agreement with Eqs (24) with the identification of.Eqs. (21) and (52), 
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VII. COMPARISON WITH EXPERIMENT 
The direct input data were the porosity, £2» the dielectric 
permittivity of the rock, G^', and the dc conductivity of the brine, 
92^^' The conductivity of the rock, aj, was taken to be zero. 
The dielectric permittivity of the brine, eg', was obtained through 
the following chain of empirical relationships; 
(i) Given the temperature, T, of the brine in °F, the salinity, 
S, is obtained from 02^^ through 
S = 5.363 
T + 7 
• 82*2 DC 
0.0123 
-1.047 
(ii) £2' at zero salinity and temperature T is calculated from 
e2'(0,T) = 94.88 - 0.2317 T + 0.000217 T^ . 
(iii) Finally, €2' at salinity S and temperature T is given 
by 
e2'(S,T) = 
1 0.0417X 
_ + —————— 
e2'(0,T) (1000-X) 
The temperature in the datasets examined by us was 75°F. 
The next input was the dc conductivity of the mixture system. 
If it was not known, we took it to be equal to the lowest-frequency value 
of the conductivity, âr(w). A slight change in this assumed value 
introduces large changes in the entire dielectric dispersion graph. A, 
t, and C2 were then obtained from Eq. (26). 
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If the experimental values of the dielectric permittivity, , and 
9 are plotted against the frequency, w, on a log-log graph, and if 
dynamic scaling (linear behavior) is present in at least a part of the 
frequency range, depending on whether the inequalities in Section VI are 
satisfied or not, then Eqs. (67)-(68) show that the value of a can be 
obtained from the slopes. In practice, it provided us with a starting 
guess for o, to be adjusted later. The starting value of the other 
exponent of the scaling theory, s, was evaluated using Eq. (52). From 
the experimental graphs of and 9(w), by noting at which frequency 
saturation sets in, n2L can be estimated through (47). 
Note that the form of the density function proposed by SMD, Eq. 
(27), is a special case of our function, Eq. (28), in which ng^ = "20 
= 1, and Cj = 0; and that SMD had more or less good quantitative 
agreement with experiment in most of the dynamic region. So our starting 
choice of n2u was 1; this would be consistent with a sample in which the 
rock medium is barely connected. 
Equation (34) gave the value g through successive approximations. 
Equations (35) and (36) then gave the values of C and Cj. 
We chose two of the datasets examined by SMD in Ref. 12. The first 
dataset, Figs. 2-3, was obtained by De (Fig. 5 in Ref. 12) for sandstone 
of porosity, f2 = 0.2, brine conductivity, 02^^ = 20 S/m (in SI units), 
and the dielectric permittivity of rock, Sj' = 4.65. The range of 
frequencies was 20/30-1000 MHz. of the sample was not given, so we 
had to use the lowest value of ?(w), which appears to be slightly larger 
than 0^^. 
Fig. 2(a). De's experimental data for brine-saturated sandstone with £2 = 0.2, Cj^' = 4.65, = 
20 S/ra, and = 1.175 S/ra. Dielectric permittivity against frequency f on log-
log graphs. 
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Fig. 2(b). De's experimental data for brine-saturated sandstone with ±2 = 0.2, Sj' = 4.65, a2P^ = 
20 S/m, and = 1.175 S/m. Conductivity a against frequency f on log-log graphs. 
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Fig. 3(b). Theoretical fits (continuous lines) to the data of Fig. 2(b) (crosses) with the following 
parameters: a = 0.325, 3 = 0.1207, C = 0.5223, ng^ = 1.0x10"^, n2u = 1.00, Cj = 
7.861x10-3, C2 = 0.2937, t = 1.761, and s = 0.8480. 
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Figures 2(a) and (b) show the values of t and ci, respectively, 
plotted against w on log-log graphs. In Fig. 2(a), 'B' does not show a 
crossover to REGION 1, frequency-independent behavior. However, it does 
show linearity, the sign of dynamic scaling, in the frequency range 10^ to 
10® Hz. In Fig. 2(b), "& does not show a crossover to REGION 1, nor does 
it show any dynamic scaling. 
Figures 3(a) and (b) show our best fits to the experimental data of 
Figs. 2(a) and (b). The values of the various parameters obtained are 
listed in the figure captions. 
Tables 11(a) and 11(b) list the values of the various quantities 
involved in the inequalities. In case of the inequalities (50), (55), and 
(61), the value shown is that of the quantity Q involved that is required 
to be » 1. An examination of this Table clearly shows that REGION 1 
behavior is absent because the frequency is not low enough ((17) or (47) 
is violated). Within REGION 2, we cannot see the scaling in 9(w) 
because (61) is not achieved anywhere and can see the scaling in t in 
the low part of the frequency range because (55) is partly satisfied here. 
The second dataset, Figs. 4-5, is from the findings of Kenyon^^ for 
whitestone. The porosity, f2 = 0.3, the dielectric permittivity of rock, 
e^' = 7.5, and brine conductivity, 02^^ = 0.93 S/m. The range of 
frequencies covered was 5x10^ to 1x10^ Hz. Kenyon gives the dc 
conductivity of the sample, = 0.055 S/m, which, incidentally, is the 
lowest value of â(w) in Fig. 4(b) at the frequency of 0.5 MHz with an 
error of ~ 0.003 S/m. The error bars given in this dataset show that the 
low-frequency values of î' and the high frequency values of 0 have 
large errors. 
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TABLE II. Inequalities for the Data of Figs. 1-2. 
TABLE 11(a). Frequency-independent Quantities 
Inequality 
-
(15)! |X2| « 1 X2 = 0.2 
(41): n2L "2U n2L = 1.0xl0"7, n2u = 1-0 
(50)QEl » 1 QEl = 48.93 
®Since REGION 1 is never reached, this inequality is not relevant 
for the present dataset. 
TABLE 11(b). Frequency-dependent Quantities 
Inequality 
10? 
Frequency (Hz) 
108 10? 
(19): 1 El/eg 1 = |S2| « 1 
|El/e2l = 1.29x10-4 1.29x10-3 1.28x10-2 
|s2l = 1.29x10-4 1.29x10-3 1.28x10-2 
(47) or (54): 
REGION 1: |s2|/n2L « 1 
REGION 2: |s2|/n2L » 1 
|s2|/n2L = 1.29X103 1.29X104 1.28x10^ 
(55): QE2 » 1 
QE2 = 6.16 2.92 1.38 
(61): QS2 » 1 
QS2 = 7.68X10-3 3.63X10-2 1.71x10-1 
Fig. 4(a). Kenyon's experimental data for brine-saturated whitestone with £2 = 0.3, = 7.5, 
02^^ = 0.93 S/m, and = 0.055 S/m. Dielectric permittivity against frequency f 
on log-log graphs. 
o 
b 
o 
b 
T 
cn O 
§ § 
1—I—I—I I I I I I I I 111 
+ 
+ 
+ + 
O 
CD 
+ 
+ 
% 
+ 
+ 
+ 
+ 
+ 
+ 1 ' I I I I I I I I I I I I " 
ZL 
Fig. 4(b), Kenyon's experimental data for brine-saturated whitestone with £2 = 0.3, e^' = 7.5, 
02^^ = 0.93 S/m, and 0^^ = 0.055 S/m. Conductivity a against frequency f on log-log 
graphs. 
0.15 
0.10 
Ë 
m 
ib 
n  A R  
+++++ 
I  I  I  I  I  1 1 1 1  
10® 
f(Hz) 
Fig. 5(a). Theoretical fits from SMD g-function (see text) (dashed lines), and our proposed theory 
(continuous lines), to the data of Fig. 4(a) (crosses). The values of the parameters 
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The log-log plot of IB', Fig. 4(a), shows a distinct crossover to 
saturation, or REGION 1 behavior, starting at a frequency of around 10^ 
Hz, and shows dynamic scaling in the range 2x10^-3x10^ Hz. ^(w) also 
shows a crossover at around the same frequency of 10^ Hz, and some dynamic 
scaling. 
Figures 5(a) and (b) show the best fitted theoretical graphs. Here 
we have also included predictions of the SMD density function, (27), to 
show its lack of crossover features. 
Tables Ill(a) and Ill(b), constructed similarly to Tables 11(a) and 
11(b) indicate that we should be seeing REGION 1 below about 10^ Hz 
(inequality (17) or (47)), and REGION 2 above 10® Hz ((18) or (54)). For 
, inequality (50) predicts a low-frequency REGION 1, and inequality (55) 
predicts dynamic scaling (REGION 2) for frequencies between 10® and 10^ 
Hz. For ?, inequality (61) predicts almost no dynamic scaling. All of 
these predictions were borne out by the experimental data. 
In case of the Kenyon data, Figs. 4-5, the theoretical curves for t 
and 9 show setting in of a saturation at high frequencies, ~ 10^ Hz. 
This is the region where the real, frequency-independent, part of the 
dielectric function of brine, £2', becomes comparable in magnitude to the 
imaginary part, 62", which is 02^^/(eo'^) (®2^^ and eg are in SI 
units, £2" is dimensionless). The experimental does indeed show 
this saturation. The large error bars in the experimental values of 9 
in this region prevent seeing such a saturation effect. 
Such a high-frequency saturation effect is absent in the SMD data, 
Figs. 2-3, both in theory and experiment. The reason is the large value 
of the dc conductivity of the brine used in this case, which prevents the 
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TABLE III. Inequalities for the Data of Figs. 3-4. 
TABLE Ill(a). Frequency-independent Quantities 
Inequality 
-
(15): |X2| « 1 X2 = 0.3 
(41): n2L « "20 n2L = 6.5x10"^, n2u = 1.0 
(50): QEl » 1 QEl = 10.69 
TABLE Ill(b). Frequency-dependent Quantities 
Inequality Frequency (Hz) 
10^ 106 107 108 10* 
(19):|ei/e2l = IsgJ « 1 
|ei/e2l = 4.49x10-5 4.49x10-4 4.48x10-3 4.07x10-% 9.47x10-% 
|s2l = 4.49x10-5 4.49x10-4 4.48x10-3 4.14x10-% 1.04x10"! 
(47) or (54): 
REGION 1: |s2|/n2L « 1 
REGION 2: |s2|/n2L » 1 
|s2l/n2L = 6.90x10-2 6.90x10-1 6.90 6.37xl0l 1.61x10% 
(55): QE2 » 1 
QE2 = 70.25 19.13 5.21 1.50 9.30x10"! 
(61): QS2 » 1 
QS2 = 8.94x10"% 2.44x10-1 6.63x10"! 1.73 2.50 
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appearance of saturation within the tested frequency range. It might be 
interesting to test if the saturation predicted by theory sets in at 
higher frequencies. It would also be of interest to explore static 
scaling at low frequencies. 
A common notable feature in the parameters of both the datasets is 
nonzero but very small values of Cj, the percolation strength of rock. 
This means that the rock grains are connected but the points of connection 
are very narrow. In the language of percolation theory, the rock medium 
is predominantly link/red-like, rather than blob/blue-like. 
Another feature is that the critical exponents, s and t, or, in 
this theory, a and g, do not seem to be universal for all rocks. Even 
in just the two samples examined by us, their values differ widely. 
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VIII. DISCUSSION 
To be of predictive capability in rock systems, we require that our 
theory, proposed in Section V, must pass three tests: 
(i) All six features listed in Section IV as the characteristics of 
the dielectric properties of rock-and-brine systems should be shown 
by the theory; 
(ii) The theory should predict static and/or dynamic scaling under 
appropriate conditions. Since one consequence of static scaling, 
Archie's law, is observed in most of the rock systems, the main 
thing to look for is presence of dynamic scaling of t' and ôr(w) 
with frequency, w; 
and 
(iii) The theory should be in quantitative agreement with the 
experimental values. 
As shown in the last section, all of these features are shown by the 
proposed theory. The theory has one shortcoming: it has three free 
parameters, n2L, and a. The rough magnitude of n2L can be 
estimated from the crossover frequency (when crossover is present), a 
value of 1 seemed always to be the best choice for ngy, and the starting 
choice of a can be obtained from the slopes of the log-log data curves. 
However, it would be better if the three parameters could also be 
predicted. 
This wish brings us to an underlying issue: this theory is 
essentially phenomenological. It is true that everything of experimental 
importance can be explained. However, it would be more satisfying to 
obtain the spectral density function, ggCn), with all its parameters. 
83 
from first principles. This involves correct geometric modelling of the 
two-component medium. 
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X. APPENDIX A 
The general reference for the mathematical formulas used in this 
appendix is Ref. 30. 
DERIVATION OF INEQS. (32)-(33) AND EQS. (34)-(36); 
Equation (29) can be rewritten as; 
y2-a+(3 
B(2-a, l+g) F 
"2U 
1 ; l+Pj 3—(X+P} 
w 
"2U 
1 - C2 
(A-1) 
provided a < 2, and g > -1. "We have again defined w = n2u - n2L* For 
convergence of the hypergeometric series everywhere in and on the unit 
circle |w/n2u| - implying n2L > 0, we further need 0 < a < 1. 
The second of the sum rules, Eq. (30), can be rewritten as: 
„2-a+P B(2-a, 1+P) = 
l-f2 
3C 
(A-2) 
The third sum rule equation, Eq. (31), can be broken up as: 
(1—f2)Ci + f2^2 f2^^ 
' ^"(n-n2L)^~"(n2U-")^ 
dn 
"2L 
"2U 1 a 
(n-"2L) ("2U-")^ 
dn 
1-n 
"2L 
= 1 » 
which, with the help of Eq. (29), becomes, 
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|'"^"(n-n2L)l-«(n2u-n) ^ ( 1-f 2 ) (1-Ci ) 
dn = 
1-n f z c  
"2L 
and then can be rewritten as 
^2-ot+fi 
l-nZU 
B(2-a, 1+p) F 
w 
1, 1+0; 3-a+P; -
l-n2uJ 
(l-f2)(l-Ci) 
f2C 
(A-3) 
provided that g > -1, and a < 2. 
Note that Eq. (31), and hence, the three equations leading to (A-3), 
are undefined at 
"211 = 1 » (A-4) 
unless g > 1. However, in the limit of 
"211 1- (A-5) 
they diverge unless P > 0. We will take the limit of (A-5) rather than 
the equality of (A-4). 
Equation (A-3) can be rearranged into other hypergeometric 
functions, and then simplified to the following: 
yl-a+p B(2-a, p) F 1, —1+oc-P} 1—P; — 
l-"2u' 
w 
îtw^ °'(l-n2u)^ 
sin(PR) 
l-n2U 
1 + 
w 
1-a (l-f2)(l-Ci) 
f2C 
(A-6) 
The convergence of the hypergeometric series in this equation everywhere 
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in and on the unit circle |(1 - n2u)/w| < 1, equivalent to n2L < 2n2u -
1, requires 0 < a < 1. 
All the above restrictions on a and g, coupled with the one 
introduced by our conjecture in Eq. (28), a > 0, are contained in the 
inequalities (32) and (33). 
Eliminating C between Eqs. (A-1) and (A-2) yield Eq. (34), Eq. (A-
2) gives Eq. (35), and Eq. (A-6), on rearrangement, gives Eq. (36). 
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XI. APPENDIX B 
The general reference for the mathematical formulas used in this 
appendix is Ref. 30. 
DERIVATION OF EQ. (38); 
The integral in Eq. (37) can be broken up into two integrals; 
h2(s2) 1 
C S2 
' ^"(n-n2L)l-G(n2u-n)P 
"2L 
dn + dn 
S2-n 
"2L 
the first of which can be reduced with the help of Eq. (29) to give 
52^2(82) I-C2 
,"2U 
<n-n2L)^~°^"2U~")^ 
S2-n 
dn 3 12 (B-1) 
"2L 
The remaining integral, I2, can be expressed as 
I2 = -(n2L-S2)-l w2-*+e B(2-a, 1+9) x F 1 ; 2—(x5 3—o(.+ P5 — 
"2L-S2 
, (B-2) 
provided that |arg[-w/(n2L - S2)]| < R, g > -1, and a < 2. 
Since S2 is, in general, complex whereas n2L and n2\] are real, 
the first of these three conditions can always be realized. We have 
already stipulated the conditions (32) and (33) that are more restrictive 
than the last two requirements. So all the requirements are met. 
As before, Eq. (B-2) can be rearranged into other hypergeometric 
functions, and then simplified with the help of Eq. (A-2), to give 
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(l-f2)(2-a+(3) f "2L-S2 
12 = — F 1, -l+a-3; a; -
3Cw(4-a) w 
+ 
nw9(n2L-S2)l"* (  ^ 2 L - ^ 2  IP 
1 + 
sin(an) I w 
(B-3) 
The convergence of the hypergeometric series in the above equation 
on and in the unit circle |(S2 - n2L)/w| < 1, demands (33). Two 
situations may further arise: 
(i) If P = 0, then the series converges throughout the entire unit 
circle except at the point Re[Gi/(ei - Eg)) = n2u- Such a point is 
very unlikely to be reached in the low frequency range. 
(ii) If P>0, then the series converges (absolutely) throughout the 
entire unit circle. So the expression in Eq. (B-3) is very well-
behaved. 
Substitution of this equation in Eq. (B-1) gives Eq. (38). 
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XII. APPENDIX C 
DERIVATION OF EQ. (59): 
Examining the steps in Section VI leading to Eq. (58) shows that in 
the zeroth order expansion in |(n2L r S2)/w|,. and under the successive 
assumptions of (19), (21), and (47), the second and the third term within 
the brackets in Eq. (58) are indeed -C times the real part of the two 
terms of the right-hand-side of Eq. (B-3). The corresponding imaginary 
part, as written in Eq. (42), can be neglected In comparison. Thus, we 
can write 
(l-f2)(2-a+p) 
1 - + = 1 + CI2 = S2h2(S2) + C2 , 
3w(l-a) sin(ali) 
where the final equality comes from Eq. (B-1). Since the dc limit, 00 •* 
0, corresponds, by definition (12), to S2 0, we get the desired result, 
Eq. (59). 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14, 
15, 
16.  
17. 
18.  
19. 
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ABSTRACT 
A new iterative effective medium theory is applied to study a two-
component random continuum system in which one medium is always 
percolating and spherical holes of the other medium are made iteratively. 
The spectral representation formalism for the average dielectric function 
of the composite system is used. Several critical exponents corresponding 
to the correlation length, conductivity, etc., are obtained for systems 
with two to six dimensions. While some of the results are similar to 
those of random resistor network models, others are quite different. 
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I. INTRODUCTION 
There has been long-standing interest in the problem of deriving the 
dielectric properties of a mixture from those of the individual 
components. Well-known theories for the average dielectric function are 
like those of Bruggeman and Maxwell-Garnett; these theories have been used 
extensively (for a review, see Ref. 1), but the systems to which they are 
applicable are limited. 
Recently there have been many theoretical studies on the dielectric 
properties of porous systems; however, correct modelling of these 
continuous systems has been difficult. In trying to explain the 
dielectric properties of petroleum-bearing rocks, Sen et al.,2)3 Mendelson 
and Cohen (with corrections by Sen),4*5 and Sheng and Callegari,^ have 
used approaches based on geometric modelling and effective medium 
theories. Lysne? and Korringa® have given theories to explain the ac 
response of a mixture. Halperin, Feng, and Sen,9 and Sen, Roberts, and 
Halperin,10 have used a scaling analysis to estimate the critical 
exponents for the electrical conductivity, elastic constants, and fluid 
permeability near the percolation threshold of a class of disordered 
continuum systems. A review of the properties of porous media, and 
theoretical efforts to explain them, can be found in the articles of Refs. 
11 and 12. 
A different approach to explaining the dielectric properties of 
porous media, based on the spectral representation,was adopted for 
the first time by Stroud, Milton, and De.lG A more general theory was 
given by Ghosh and Fuchs;^^ it was shown that scaling, similar to that 
exhibited by discrete systems, occurred in porous rocks. 
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Computer experiments to simulate random composites have been done 
mainly on discrete systems. The geometrical properties and the dielectric 
response of random resistor networks (RRN), made up of a mixture of 
conducting and insulating lattice sites and/or. lattice bonds, have been 
the object of continuous study. For reviews, see Refs. 18-21, and for a 
collection of the state-of-art articles, see Refs. 22-24. Additional 
material on disordered systems and their dielectric properties has 
appeared in the conference proceedings mentioned in Refs. 25 and 26. 
These computer experiments on discrete random composites reveal 
several kinds of critical behavior and associated critical exponents. 
Some quantities with critical behavior, like the correlation length, are 
geometrical, while others, like the electrical conductivity, are related 
to transport phenomena. Most of the geometrical exponents have been 
related among each other through scaling and hyperscaling laws, and there 
has been some progress on finding relations between critical exponents for 
transport and geometrical properties.19,27-31 
In this paper, we present results of numerical calculations for a 
'continuum' (as opposed to discrete) random composite system. Here d-
dimensional spherical holes of one medium are made iteratively on larger 
and larger scales in a second medium, so that the second medium is 
thoroughly perforated after a sufficiently large number of iterations. 
Because only a small volume fraction of the second medium is removed at 
each step, it is always percolating, i.e., there is a continuous path 
across the medium joining two opposite sides. The fractal dimension of 
the percolating second medium can be estimated. An iterative effective 
medium theory is used to obtain the average dielectric function of the 
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composite. Critical behavior is observed for both the geometrical and the 
transport characteristics of the composite system, and some critical 
exponents can be extracted. A scaling hypothesis for the spectral 
representation, used in an earlier paper^? for the dielectric response of 
porous media, together with hyperscaling laws, are used to obtain several 
other exponents. Some of the results are similar to those obtained from 
computer experiments on discrete random composite systems, but others are 
very different, possibly reflecting the basic difference between discrete 
and continuum random composites. 
This paper is organized as follows: In Section II, the spectral 
representation is described, followed by the proposed iterative effective 
medium theory. Section III gives the prescription for extracting the 
principal transport and geometrical characteristics of the resulting 
composite from the spectral representation, the scaling hypothesis 
mentioned above, and hyperscaling laws. Section IV presents the results 
of the calculations for dimensions two to six, the corresponding estimates 
for the fractal dimensions, and the critical exponents. In Section V, we 
discuss these results, and compare them with their counterparts from the 
computer experiments on discrete random composites. 
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II. SPECTRAL REPRESENTATION AND THE PROPOSED THEORY 
The spectral representation was introduced by Bergman^^ and 
Fuchs.14,15 The highlights are as follows (A more complete description 
can be found in Ref. 17): The average dielectric function, r, for a 
system consisting of two components with dielectric functions and 
82, and filling fractions ii and f2 = 1 - fi respectively, is given by 
f'2 ,1 
p 
— - 1 = ^2 C2 + 
Gl Si V 
g2(n)dn 
- n  
-1 
+ n 
(la) 
or, as 
] 
— - 1 = fj Cl — - 1 + 
G2 ^^ 2 V 
gl(n)dn 
!L 
62 
- 1 
-1 
+ n 
(lb) 
where gi(n) and g2(n) are the spectral density functions for 
components 1 and 2, respectively, and and C2 are the strengths of 
percolation of the respective components. 
The g's and the C's depend on the filling fractions as well as on 
the detailed geometric structure of the composite system. They satisfy 
the following three sum rules in d dimensions: 
1 
g2(n)dn = 1 - C2 , 
0 
( 2 )  
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1 
1 
n g2(n)dn = - (1 - £2) , (3) 
d 
0 
and 
1 
(1 - £2) + £2^2 + ^2 
g2(n)dn 
= 1 . (4) 
1 - n 
0 
Equations (la) and (lb) are written respectively, from the point of view 
of component 2 in a host component 1, and component 1 in a host component 
2. The gi(n) and g2(n) are related through the symmetry relation 
fingi(n) = f2(l-n)g2(l-n), so that a complete knowledge of one of the 
g(n)'s is sufficient. The sum rules (2)-(4) can be written in terms of 
g1 by replacing the index 2 by 1. 
If there is an expression already available for determining S from 
the individual dielectric functions ej and $2, and the filling 
fractions f1 and f2, then g(n) can be found from the following 
theorem:16,17,32 
If we write 
Gl 
-1 
= - (n' + is') , s' > 0 ; (5) 
and determine s/ei as a function of (n' + is'); then from Eq. (la) it 
follows that the spectral function is 
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g2(n') = lim Im 
Iif2 s'-O 
re 
— - 1 
Gl 
( 6 )  
and the percolation strength C2 is 
1 E 1 
C2 = — 11m — = — lim 
f2 €2-*^ €2 £2 s'-O IG2/G1, 
n'^ 
m/Gi 
Uo/ei,  
(7) 
At each stage of the iterative procedure to be described below, we 
use the following form of the effective medium theory (EMT) for a two-
component composite in d dimensions: 
"*  ^ 2^ ~~  ^
fl + f2 = 0 ; (8) 
+ (d—l)ï $2 + (d—1)3 
which gives 
3 b ± [(b2 + 4(d-l)e2/Gi)]l/2 
— = , (9a) 
Gi 2(d-l) 
where 
b = fdfi-1] + [(d-l)-dfi]G2/Gi , (9b) 
and we have used the fact that f2 = 1 - fj. This EMT assumes d-
dimensional spherical symmetry for each of the two media. 
In the proposed iterative scheme, we start with a pure medium 2 ,  and 
make spherical holes of medium 1 with a suitable value (« 1) for the 
seed, filling fraction f^. The average I: is evaluated using Eqs. (9). 
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In the second iteration, the composite medium after the first iteration is 
treated as a homogeneous medium, in which spherical holes of medium 1 with 
filling fraction fj are again made, and so on. After a sufficiently 
large number of iterations, the filling fraction of medium 2 is 
arbitrarily small. During these iterations, medium 2 is always 
percolating and medium 1 is never percolating. Denoting by the subscript 
c the critical filling fractions for percolation for the two media, the 
above statement translates into the two equations 
flc = 1 (10a) 
and 
f2c = 0 . (10b) 
The filling fractions of the two media after one iteration are 
fl(l) = fi 
and 
f2(l) = 1 - fi(l) = 1 - fi . 
The filling fractions after the second iteration are 
fl(2) = fi + (l-fi)fi = 2fi - fi2 = 1 - (1 _ fi)2 
and 
f2(2) = 1 - fi(2) = (1 - fi)2 
After i iterations, the filling fractions can be shown to be 
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fl(i) = 1 - (1 - fi)i , 
and 
fzfl) = (1 - fi)! . 
In the 1-th stage, Eqs. (9a) and (9b) become, respectively, 
^(i) b(l) ± [(b(i))2 + 4(d-l)B(i"^)/Ei]l/2 
ti 2(d-l) 
where 
b(i) = [dfi-1] + [(d-l)-dfi]t(i-l)/ei . 
The spectral representation equation, (la), becomes 
1 
(i) 
H  
1 = C2(i) [- -1] + 
Ui - J 
g2^^^(n)dn 
0 ff2 
Gl 
- 1 
-1 
+ n 
(11a) 
(lib) 
(12a) 
(12b) 
(13) 
where and are the resultant C2 and g2 at the i-th 
stage. The theorems in Eqs. (5)-(7) now state that if we use Eq. (5) to 
determine t/ei as a function of (n' + is'), then 
g2(i)(n') = lim Im 
îlf2^^^ s'-O 
(14) 
and 
(ST) 
' T3/Z3 ' 
0,u 
CK-/S 
uifT = (,)Z0 
VOT 
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III. TRANSPORT AND GEOMETRICAL CHARACTERISTICS 
A. Conductivity Exponent 
If component 2 is a conductor, the limit of Eq. (5) or Eq. (15) 
corresponds to the limit of very low frequencies, so that ^ = 4ni9^^/w , 
G2 = Ania2^^/<ti , and 
C2(i) = 
0 , 
ôDC(i) 
*2 
DC 
X2 < 0 ; 
, X2 > 0 ; 
(16)  
where X2 is the difference between the filling fraction and its 
threshold value, In our iterative system, f2c = 0 [Eq. (10b)J, so 
that 
X2 = X2(i) s - f2c = ^2^^^ (17) 
The conductivity exponent t is defined by the behavior of 
and 02^^ above and near the percolation threshold: 
•aPC(i) „ 1^21^ , X2 > 0 . (18a) 
This is equivalent to 
aPC(i) _ ogDC |f2(i)^ , X2 > 0 (18b) 
Eq. (16) then implies that 
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C2(i) ~ (f2(l))t-l . (19) 
B. 'Take Off and 'Touch Down' Exponents 
The form of the spectral representation, Eq. (la), requires that the 
spectral density function g2(n) be defined in the interval 0 < n <1. 
So it has the general form 
g2(n) = ©(n-n2L) G^ngy-n) g2(n) , 0 < n2L < n < n2u < 1 , '^ZL * "2U ' 
(20a) 
where 
@(x) s 
1 , X > 0; 
0 , otherwise. 
(20b) 
We call n2L and n2u the 'take off and 'touch down' limits 
respectively. 
The spectral density function obtained through the theorem given by 
Eqs. (5)-(7) from the basic EMT, Eq. (8), as well as the spectral density 
function for systems of porous rocks, have the same general form given by 
Eqs. (20) with non-trivial n2L 0). In both the above cases, it has 
been further observed^? that 
njL - |X2P« . (21) 
where s is the critical exponent describing the divergence of the real 
part of the dielectric function in a conductor-insulator mixture just 
before percolation of the conducting component, or the divergence of the 
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conductivity of a normal metal-superconductor mixture just before 
percolation of the superconducting component. 
In the proposed Iterative scheme, we do not assume (21). But 
assuming a spectral density function of the general form (20), we 
Introduce two exponents 1 and u, to be called 'take off and 'touch down' 
exponents respectively, through the critical relations 
"2L ~ 1*21^ ^ "2L^^^ ~ ; (22a) 
and 
(1 - n2u) ~ |x2|" ^ (1 - n2u(i)) ~ (f^fi))^ j (22b) 
We propose to check the existence of such critical behavior. If such 
relations exist, it should be interesting to try to relate these exponents 
to other exponents through the hyperscaling laws. 
C. Fractal (Hausdorff) Dimension 
The iterative scheme described in the previous section requires that 
the composite medium formed in any stage should seem homogeneous at the 
start of the next stage. This in turn means that the characteristic 
length scale at every stage increases. Let L and L' be the 
characteristic length scales at stages i and i+1 respectively. If the 
mass of medium 2 left at the beginning of the i-th stage is 1, then after 
a fraction f^ of medium 1 is removed at the i-th stage, the mass of medium 
2 is 
M2 ~ (1 - fi) . 
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The corresponding mass after stage (i+1) is 
M'2 ~ (1 - fi)(l - fl) (L')d = (1 - fi)2 (L')d ; 
so that 
M'2 
«2 
~ (1 - fl) 
' LMd 
. L , 
(23) 
The fractal (Hausdorff) dimension D of medium 2 is, by definition, given 
by 
H 2  ~  ,  
so that 
(24) 
M'2 
M2 I L j 
D 
(25) 
Comparing Eqs. (23) and (25), we obtain 
D = d + 
log(l-fi) 
log(L'/L) 
(26)  
The iterative EMT has no specific requirement about the L'/L ratio 
of two successive stages except that of homogeneity mentioned above. 
However, it is possible to set some bounds on the possible values of 
L'/L; If the characteristic 1-dimensional size of the holes of medium 1 
at the i-th stage is li(i) and the characterstic 1-dimensional length of 
the intervening medium 2, which can be taken as the average closest 
distance between holes, is then 
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or 
r ii(i) I 
l2(i) 
ïIûT 
(27) 
A plausible choice to satisfy the homogeneity requirement is to 
demand that li(i+l), the size of the holes of medium 1 in stage i+1, be 
greater than, or be at least of the order of, the average closest 
distance between holes in stage i. Therefore the length scale ratio 
L' 
L 
ll(l+l) IgCi) 
(28) 
so that by (27), 
— (fi) 
L 
-1/d (29) 
Substitution of (29) into Eq. (26) gives the following estimate for the 
fractal dimension of medium 2: 
D d 
log(l-fi) 
log fi 
(30) 
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D. Correlation Length and Correlation Exponent 
The correlation length of medium 2 at the i-th stage should be 
of the same order as I2 at that stage, and can be written as 
But 
12<1+1) 
1,(1)  
L' 
L 
so that 
^(i) 
L 
i-1 12(1) 
i^m ll 
(1 )  (31) 
Using the assumption in (28), and choosing li/l), the 1-dimensional size 
of the holes of medium 1 in stage 1, as the unit of length, Eq. (31) 
becomes 
S(l) i 
' L' ' 
. L , 
(32) 
The correlation exponent v for the medium 2 is defined through 
%(!) ~ (fgti))-^ . (33) 
Using Eq. (lib), this becomes 
id) - (1 _ fi)-i^ (34) 
I l l  
Comparison of Eqs. (32) and (34) yields 
L' 
(1 - fi)-v < - • (35) 
Once again using the assumption (28) in its equivalent form (29), gives 
? 
(1 - fi)-^ ~ (f:i)-l/d , 
resulting in 
1  l o g f i  
V ~ . (36) 
d log(l-fi) 
Using (30), we get the following estimate for the correlation exponent: 
? 1 
V ~ . (37) 
d - D 
At this stage, we have no way of comparing the two sides of the 
relations (36) and (37). However, later we will suggest that relation 
(37) is an equality. 
E. Hyperscaling Laws 
The hyperscaling laws of percolation theory are assumed valid in the 
present system also. Accordingly, the other critical exponents of 
percolation theory can be determined from the two quantities, fractal 
dimension D and the correlation exponent v, through a series of 
hyperscaling equations. 
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A relevant critical exponent g is introduced through the following 
defining equation:^! The strength of the infinite network, or the order 
parameter, P is given by 
P ~ X2^ , X2 > 0 . (38) 
Here we have replaced the probability of occupation, p, of a site or a 
bond, in discrete percolation theory, by the filling fraction, of 
medium 2. The order parameter P can then be interpreted through the 
following 'continuum' definition: Pdv is the probability that the 
infinitesimal volume dv enclosing the point under consideration belongs 
to the infinite percolating cluster in medium 2. 
One hyperscaling equation (among several) that may be used to 
determine this exponent P from D and v is;^^ 
P = V (d - D) . (39) 
We now make the assumption that the probability that any point 
belongs to the percolating cluster, Pdv, is proportional to the 
probability that it belongs to medium 2, i.e., every point in 
medium 2 is a part of the infinite cluster, the sea, and that there is no 
isolated lake of medium 2. This implies that 
P = = X2 . (40) 
Then Eq. (38) gives 
P = 1 ; (41) 
and, by Eq. (39), 
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V = . (42) 
d - D 
So the relation (37) is an equality. This requires that in some, if 
not all, of the relations (28), (29), (30), (32), (35), and (36), the 
equality of order is much stronger than the inequality. Of these, the 
most significant will be an equality in (30): 
log(l-fi) 
D = d - d . (43) 
log fi 
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IV. RESULTS OF CALCULATIONS 
The results of calculations for systems with euclidean dimensions d 
= 2, 3, 4, 5, and 6 are presented here. The graphs shown are for 
dimensions two and three, but the tables list the values obtained from the 
plots for the other dimensions as well. Three values of the seed filling 
fraction f^ were chosen: 0.05, 0.10, and 0.20. As mentioned in Section 
II, the success of the iterative EMT requires that f^ « 1. 
A. Transport Properties 
1. Real Part of Dielectric Function 
Medium 1 was chosen to be an insulator and medium 2 a conductor. 
The dielectric function of medium 1 was chosen as 6% = 1. As evident 
from Eqs. (12), this choice causes no loss of generality, for the 
dielectric functions are expressed as a ratio to e^. The imaginary part 
of the dielectric function of medium 2, £2", was fixed at 10^, in line 
with the divergence of £2" as w -• 0, for a metallic conductor. 
Different choices for £2" had no effect at all, except, occasionally, on 
the computational accuracy. Several values for the real part of the 
dielectric function of medium 2, £%', were chosen in the range -10.0 to 
10.0 to represent various kinds of conductors. For each of the three fj 
seeds mentioned above, up to 1000 iterations were performed. Equation 
(lib) was used to calculate for the successive iterations, and 
Eqs. (12) were used to calculate the corresponding values of 3(1). 
Figures 1(a) and (b) show for d = 2 the variation of with 
the effective filling fraction, a t  t h e  e n d  of t h e  i-th 
Fig. 1(a). Real part of the average dielectric function, against filling fraction of medium 
2, for euclidean dimension d = 2. Sj' = 1, s^" = 0, and 62" = 1.0x10^. Early 
part of the iterations with seed f^ = 0.05, and £2' = -10.0, -1.0, 0.0, 1.0, emd 10.0. 
on linear axis and on log axis. 
00*1 os'o ozo oro soo zoo loo 
001-
G'Z-
09-
sz-
00 
9'Z 
0*9 
9Z 
0*01 
1  1  1  1  1  1  1  1  1  1  M i l  1 1  1  " "  
N  N .  
— 
\ \ \
 \ I
 1 
— 
""
 
•
"
•
I"
 
X
 \
 \
 \
 > 001 = !? 
01 = *9 —- — 
0 0 - '5 — - - -
-/ 
T
"
 
1 I 1
 
1 II 1 b 
/ 0 01-= ?5 
1 1 1 1 1 1 1 1 J 1 M i l  1 1 1 
Fig. 1(b). Real part of the average dielectric function, against filling fraction of medium 
2, for euclidean dimension d = 2. z-^' = 1, = 0, and £2" = 1.0x10^. Full 
range of iterations with seed f^ = 0.05, 0.10, and 0.20, and 82' = 1.0, on log-log 
axes. 
Ç'(i) 
ro ro ro OJ 
00 b 
ro 
o ro ro 
O I 
m o p o 
9 
Ul 
q 
OJ 
q 
8X1 
119 
iteration. Fig. 1(a), with semi-log axes, shows the first (high 
part of the variation for fj = 0.05, and five choices of eg': -10.0, 
-1.0, 0.0, 1.0, and 10.0. Fig. 1(b), with log-log axes, show the S'(i) 
vs. f2^^^ dependence for one choice of t2' .= I'O» and the three choices 
of the seed. 
As can be seen from Fig. 1(a), the five choices for £2' make a 
difference only for the first few iterations. As decreases, all 
curves soon merge into a single curve, which first displays a 'plateau'. 
Figure 1(b) then shows that the three curves representing the three 
choices of f^ stay at their respective 'plateau values' ïp for a large 
range of and then gradually approach an asymptotic value of 1 as 
£2^^) -> 0, which corresponds to the limit of no medium 2. 
Figures 2(a) and (b) show the corresponding results for d = 3. 
Again, the onset and ending of the plateau are observed as one goes to 
higher iterations, or lower concentrations of medium 2. 
Table I lists the plateau values Ep for all dimensions two through 
six for the three choices of f^. 
The occurrence of a plateau was observed to be a very general 
phenomenon, irrespective of the euclidean dimension d, or the choice of 
fj, or of eg'. However, the details differ. For example, the point in 
where an individual curve would merge into the single curve, 
depends on its history, i.e., the choice of E^'. The plateau value, îp, 
is sensitive to d and fj, being higher for higher fj, and lower for 
higher d. Finally, the value of at which the individual curve 
leaves the plateau and starts to descend to the asymptotic value of 1 also 
Fig.!2(a). Real part of the average dielectric function, against filling fraction of medium 
2, for euclidean dimension d = 3. e^' = 1, = 0, and £2" = 1.0x10^. Early 
f part of the iterations with seed f^ = 0.05, and S2' = -10.0, -1.0, 0.0, 1.0, and 10.0. 
on linear axis and on log axis. 
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Fig. 2(b). Real part of the average dielectric function, S'(i), against filling fraction of medium 
2, for euclidean dimension d = 3. e^' = 1, = 0, and eg" = 1.0x10^. Full 
range of iterations with seed f^ = 0.05, 0.10, and 0.20, and = I'O, on log-log 
axes. 
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TABLE I. Plateau Values Sp 
Dimension d 
il = 0.05 
ysp 
0.10 0.20 
2 
3 
4 
5 
6 
2.11111 
1.54054 
1.35714 
1.26667 
1.21277 
2.24999 
1.58823 
1.38461 
1.28571 
1.22727 
2.66666 
1.71428 
1.45454 
1.33333 
1.26316 
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depends on and d: a higher fj brings about an early start, and a 
higher d delays the descent. 
2. Conductivity, Take Off, and Touch Down Exponents 
The theorems in Eqs. (5)-(7) and the prescriptions in Eqs. (12), 
(14), and (15), were applied to obtain the spectral density function, 
g2^^^(n'), 0 < n' <1, and the percolation strength, as functions 
of the number of iterations i. 
Different small values for the arbitrarily small s' were tried. 
The results did not differ significantly. We settled for a value s' = 
10-10. 
The domain [0,1] of n' was divided into a suitable number of 
intervals. This choice was dictated by the accuracy desired and the 
memory space required. The values of g2^^^(n') were obtained for each 
interval point n' and for all the iterations i through the use of Eq. 
(14). At the end, the g2^^^(n') were collected for each i and all 
n'. Since our principal goal was to investigate the take off and the 
touch down limits, it was sufficient to note the two n' intervals where 
the spectral density function "took off" from an almost zero value, and 
again "touched down" to an almost zero value. The take off and touch down 
limits, n2L^^^ and n2u^^^, as defined through Eqs. (20), were then 
taken as the midpoints of the two respective intervals. The results 
presented here are for 1000 subdivisions of the [0,1] interval in n'. 
Simultaneously, starting with a pure medium 2, at every iteration 
stage i, the filling fraction of medium 2 was calculated using 
Eq. (lib), and C2^^^ was calculated using Eq. (15). 
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Figures 3(a) and (b) show, for d = 2 and d = 3 respectively, 
log-log plots of C2(i) against for the three choices of f^ = 
0.05, 0.10, and 0.20. the curves fitted through the data points are 
remarkably straight throughout the range of f.2^^^* The slopes of these 
staight lines are then (t-1), where t is the conductivity exponent, Eq. 
(19). 
Table II lists the values of the conductivity exponent, t, obtained 
through these graphs for d = 2 - 6. It was observed that t Increases 
with increasing f^, and decreases with increasing d. 
Figures 4(a) and (b) with log-log axes describe the dependence of 
the take off limit on the filling fraction for the two 
and three dimensions and for the three choices of f^. Both figures show 
straight line behavior for most of the region with an upward curvature at 
the beginning (large and a slight scatter towards the end (small 
The beginning curvature may be due to the large distance from the 
percolation threshold, f2c = 0* The relative inaccuracy of the finite-
sized intervals of n' used to determine the take off limit 
close to its zero value may explain the scatter for small Slopes 
of the straight lines drawn through most of the data points then give the 
values of the take off exponent, 1, defined through Eq. (22a). 
The values of the take off exponent 1 for the various dimensions 
and the three choices of f^ are listed in Table III. It can be seen 
that, with the exception of d = 2 and f% = 0.10, 1 increases with 
increasing f^, and decreases with increasing d. 
Fig, 3(a). Percolation strength of medium 2, against filling fraction of medium 2, 
on log-log axes. Seed f^ = 0.05, 0.10, and 0.20, and s' = 1.0x10"^®. d = 2. 
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Fig. 3(b). Percolation strength of medium 2 ,  against filling fraction of medium 2, 
on log-log axes. Seed f^ = 0.05, 0.10, and 0.20, and s' = 1.0x10"^®. d = 3. 
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TABLE II. Conductivity Exponents t 
Dimension d 
fl = 0.05 
t 
0.10 0.20 
2 
3 
4 
5 
6 
2.06 
1.54 
1.35 
1.25 
1 . 2 2  
2.13 
1.56 
1.37 
1.28 
1 . 2 2  
2.29 
1.58 
1.41 
1.31 
1.24 
Fig. 4(a). Take off limit of medium 2, against filling fraction of medium 2, on 
log-log axes. Seed f^ = 0.05, 0.10, and 0.20, and s' = 1.0x10"^^. d = 2. 
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Fig. 4(b). Take off limit of medium 2, against filling fraction of medium 2, on 
log-log axes. Seed f^ = 0.05, 0.10, and 0.20, and s' = 1.0x10"^®. d = 3. 
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TABLE III. Take Off Exponents 1 
Dimension d 
fl = 0.05 0.10 0.20 
2 
3 
4 
5 
6 
2 . 2 2  
1.53 
1.42 
1.32 
1 .26  
2 . 2 1  
1.56 
1.45 
1.33 
1.23 
2.43 
1.60 
1.46 
1.29 
1 .28  
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Figures 5(a) and (b) on log-log axes present similar results for the 
touch down limit or, rather, (1 - n2u^^^)* A slight curvature 
is present in the starting region, but the scatter in the small 
region is more marked here than in Figs. 4(a) and (b). As can be seen 
directly from the figures, the values of (1 - n2u^^^) are much smaller 
than those of so the error bars are much higher here than in 
Figs. 4(a) and (b). The slopes of the straight lines drawn through most 
of the data points determine the touch down exponent, u, defined in Eq. 
(22b). 
Table IV lists these values as well as" those for curves not shown in 
this paper. Note that for the reason described above, u-values could not 
be obtained in some of the cases within the accuracy limit of 10"^ in n' 
as set above. The general trend is that u increases with increasing f^ 
and increasing d. 
B. Geometrical Properties 
1. Fractal (Hausdorff) Dimension 
Equation (43) gives an estimate of the fractal (Hausdorff) 
dimensions D of the systems created through the use of the various seeds 
in different euclidean dimensions. The results are in Table V. The table 
shows that for a fixed d, D decreases with increasing f^, and, for a 
fixed f^, both D and the difference d - D increase with increasing 
d. 
Fig. 5(a). 1 - ngyfi), touch down limit of medium 2, against filling fraction of medium 2, 
on log-log axes. Seed f]^ = 0.05, 0.10, and 0.20, and s' = 1.0x10"^®. d = 2. 
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Fig. 5(b). 1 - n2u(i), touch down limit of medium 2, against filling fraction of medium 2, 
on log-log axes. Seed f^ = 0.05, 0.10, and 0.20, and s' = 1.0x10-10. d = 3. 
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TABLE IV. Touch Down Exponents u 
Dimension d 
fl = 0.05 
u 
0.10 0.20 
2 
3 
4 
5 
6 
2.21 
3.33 
4.94 
6 .61  
8 . 2 1  
2.28 
3.58 
4.72 
8.03 
10.96 
2.43 
3.84 
_a 
_a 
a 
®The values were not sufficiently accurate (see text) 
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TABLE V. Estimates of Fractal (Hausdorff) Dimensions D 
Dimension d 
fi = 0.05 0.10 0.20 
2 
3 
4 
5 
6 
1.9658 
2.9486 
3.9315 
4.9144 
5.8973 
1.9085 
2.8627 
3.8170 
4.7712 
5.7255 
1.7227 
2.5841 
3.4454 
4.3068 
5.1681 
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2. Correlation Exponent 
Equation (42) gives the values of the correlation exponent v; these 
are tabulated in Table VI. The v-values decrease with increasing f^ 
and increasing d. 
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TABLE VI. Correlation Byponents v 
Dimension d 
fl = 0.05 
V 
0.10 0.20 
29.2398 
19.4553 
14.5985 
11.6822 
9.7371 
10.9290 
7.2833 
5.4645 
4.3706 
3.6430 
3.6062 
2.4044 
1.8031 
1.4426 
1.2021 
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V. DISCUSSION 
The principal results from the previous section and a comparison 
with random resistor network calculations can be summarized as follows: 
(i) As the fraction of medium 1 is iteratively increased from a 
pure medium 2, the real part of the dielectric function of the 
composite, ï', starts with the value for medium 2, but soon joins a 
general curve, characteristic of the euclidean dimension d, and the 
seed of iteration, the filling fraction of medium 1, f^. This 
general curve reaches a plateau, stays there for a few decreasing 
orders of magnitude of the filling fraction of medium 2, and 
then gradually falls to the limiting value of 1, or G^', 
representing a full medium 1. The plateau value ïp increases with 
higher fj, and decreases with increasing d. Also, the length of 
stay at the plateau value is decreased by a higher fi, and is 
increased for a higher d. 
(ii) The conductivity exponent, t, generally increases with fj, 
and decreases with higher d. This last behavior is different from 
that of random resistor networks: There t is unique for a given 
euclidean dimension d, independent of the lattice structure, and 
increases with d, starting from an approximate value of 1.1-1.3 in 
d = 2, and reaching an asymptotic value of 3.0000 for d = 6 
(„).20,21,24 
(iii) The take off limit displays critical behavior with respect to 
the distance from the percolation threshold, X2, with the take off 
exponent 1 increasing with f2, and decreasing with increasing d. 
The touch down limit, though typically very close to 1, also 
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displays a critical behavior for variation with X2> with the touch 
down exponent u increasing with both f^ and d. 
(iv) The estimated, and possibly also exact, fractal dimension, D, 
of medium 2 can be almost anything, depending on the seed f^ 
(decreasing with increasing f^ as expected), and the euclidean 
dimension d. For the same f^, D is less than d by a larger 
amount for a higher d, signifying more emptiness at higher 
euclidean dimensions. In random resistor networks, the fractal 
dimension of the system changes from one value below the percolation 
threshold to a second value at the threshold, and then again to a 
third value above the threshold, and is independent of the lattice 
structure.Also, the difference between d and the D-value 
at the percolation threshold increases with d, starting with D = 
1.8958 for d = 2, to the asymtotic value D = 4.0000 for d = 6 
(®). This last behavior is somewhat similar to that of our system. 
(v) The correlation exponent v decreases with increasing fj, or, 
synonymously, with decreasing D, and tends to decrease quite 
rapidly with increasing d. This behavior is similar to that of 
random resistor networks,20,21,24 where v starts from 1.3333 in d 
= 2, to reach an asymptotic value v = 0.5000 at d = 6 (<»). In 
random resistor networks, however, the correlation exponent is 
unique for a given d. 
(vi) Comparison of Tables I, II, and III reveal that the following 
sets of relations hold: 
• 148 
t < 1 i îp , (44) 
where the first relation is definitely an inequality for d = 2. 
It was postulated in Section III that there are no lakes of medium 2 
in this system, i.e., every part of medium 2 is a part of one infinite 
cluster, the sea. This explains why the conductivity exponent t 
decreases with increasing euclidean dimension d, in contrast to its 
behavior in random resistor networks. In this continuum system, the 
possible variety of ways for the existence of at least one percolating 
cluster increases with increasing d, thus making the conductivity less 
dependent on the filling fraction, and thus reducing the value of t. On 
the other hand, in random resistor networks, as d increases, more lakes 
and dead ends appear, decreasing the conductivity, and thus increasing t. 
A plateau in the real part of the dielectric function, e, over a 
wide range of values of signifies the following; If the exponent 
s, introduced in Eq. (21) and defined below the percolation threshold, is 
also the exponent above the percolation threshold for the divergence of 
the real part of the average dielectric function, i.e., 
^ ~ |x2|-s , (45) 
which, in our case with f2c = 0, becomes 
then the existence of the wide plateau implies that 
s = 0 (46) 
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If the take off exponent 1 always satisfies the equation^? 
1 = s + t , (47) 
as is indeed the case for EMT and porous rocks (see the discussion for Eq. 
(21)), then, for this iterative self-similar system, 
1 = t . (48) 
The first part of the computational result (44) then becomes an 
equality, and the conjecture in Eq. (47) is true also for this iterative 
self-similar system. [The reason for the departure from equality, as 
observed in d = 2, is not obvious, but may be of computational origin.] 
The significance of the touch down exponent u becomes clearer if 
one realizes that, by the symmetry relation mentioned after Eq. (5), (1 -
n2u^^^) is also the take off limit, for medium 1. A critical 
dependence of this quantity on f2^^^ possibly reflects the divergence 
properties of medium 1, in analogy with the preceding discussion about 
"2L^^^ and 1. 
In conclusion, the self-similar random continuum system described in 
this paper displays new critical behavior in both transport and 
geometrical properties. Besides new characteristics of the conductivity 
exponent t, new critical exponents 1 and u have been discovered, and 
a plateau in with a characteristic plateau value ïp has been 
observed. While computational results for these quantities were presented 
in this paper, it would be more desirable to obtain analytical 
expressions. 
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ABSTRACT 
Recently, a new iterative effective medium theory was applied to 
study a new random self-similar system In which one medium is always 
percolating and spherical holes of the other medium are made iteratively. 
The spectral representation formalism for the average dielectric function 
of the composite system was used. Three critical exponents of the 
dielectric function - conductivity exponent t, take off exponent 1, and 
touch down exponent u - were defined for systems with two to six 
euclidean dimensions, and their values were computed through numerical 
iterations. Also, a new feature in the real part of the dielectric 
function of the composite was found that suggested a value of zero for a 
fourth critical exponent, the capacitative exponent s. In this paper, we 
derive exact and general analytical results for these critical exponents. 
These results are applicable for any form of the average dielectric 
function used in the iterative procedure. In particular, the Maxwell-
Garnett and Bruggeman forms of this average dielectric function are chosen 
as examples, the spectral representation formalism is applied to each of 
these, some specific results are derived, and the corresponding critical 
exponents are obtained. The earlier computer-generated critical 
exponents, based on the Bruggeman form, are shown to be quite close to the 
corresponding theoretical results derived here. 
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I. INTRODUCTION 
In their recent paper,! Ghosh and Fuchs proposed constructing a new 
self-similar random system composed of two components. In this scheme, 
starting with one pure component, called medium 2, d-dimensional spherical 
holes of the other component, called medium 1, are made at random with a 
chosen seed value of the filling fraction f^. In the second and 
successive stages, the composite medium of the previous stage is treated 
as homogeneous, which is equivalent to changing the length scale, and 
again spherical holes of medium 1 are made with the same filling fraction 
fj. This process is continued until the desired dilution of medium 2, or 
the desired concentration of medium 1, is achieved. If a small value for 
the seed fj is chosen, then medium 1 never percolates and medium 2 
always percolates; thus the effective percolation thresholds for the two 
media are respectively 
flc(l) = 0 , 
and 
f2c(^) = 1 ' 
where the overall or the effective quantities at the end of the i-th 
iteration are being denoted by the superscript i. Also, the difference 
of the effective filling fraction of medium 2 from the effective 
percolation threshold value for medium 2 is the same as the effective 
filling fraction itself: 
X2(i) 5 - f2c^^^ = ^2^^^ ' (1) 
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where £2^^^, the effective filling fraction of medium 2 after i 
iterations, is^ 
f2<i) = (1 - fi)i . 
Since, for a two-component system, 
fl + f2 = 1 , (2) 
we can write 
f2(i) = (f2)l • (3) 
A new iterative Effective Medium Theory of the Bruggeman form was 
developed to obtain the average dielectric function of this composite 
system. The spectral representation formalism of Bergman^ and Fuchs^»^ 
was used. 
The effective spectral density function of this composite system, 
g2^^^(n), carries information about the detailed geometry of the 
composite, and has non-zero values within two limits, and 
n2u(i), called the effective take off limit and the effective touch down 
limit respectively:1 
g2(i)(n) = 0(n-n2L^^^) ©(n2u^^^-n) g2^^^(n) , 
0 < n < 1 , n2L(i) < ' (4a) 
where 
f l  ,  X > 0  ;  
0(x) 3 (4b) 
£) , otherwise 
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Also, the effective percolation strength of medium 2, denoted by 
02(1), is proportional to the ratio of the average dc conductivity of the 
composite and the dc conductivity of thè conducting medium 2: 
1 TfC(i) 
In the computer calculations for these systems, it was shown, among 
other things, that Cgfi), and (1 - show critical power 
law dependences on the filling fraction of the fractal medium 2 
after i iterations. The corresponding critical exponents are (t - 1), 
1, and u respectively: 
C2<i) ~ (f2(i))t-l , (6) 
n2L(i) ~ (f2(i))l » (7) 
and 
(1 - n2u(^)) ~ (f2^^^)^ » (8) 
where t is the usual conductivity exponent, and 1 and u are the take 
off exponent and the touch down exponent respectively. The corresponding 
log-log graphs gave the values of these exponents for various choices of 
the seed fj, and euclidean dimensions two through six. 
Also, the real part of the average dielectric function, 
showed an interesting feature: it remained constant for a large number of 
iterations, or, equivalently, for a wide range of the filling fraction, 
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The plateau value of was obtained under different f% 
and for d = 2 - 6. It was found that 
t i 1 i ïp . (9) 
If the capacitative exponent s, which expresses the divergence of 
the dielectric permittivity of a conductor-insulator mixture just below 
percolation of the conducting component, or the conductivity of a normal 
metal-superconductor mixture just below percolation of the superconducting 
component, can be generalized to above percolation also: 
s(i)' ~ (f2(i))-s , (10) 
then the constancy of implies that 
s = 0 . (11) 
In light of the plausible assumption^ 
1 = s + t , (12) 
which, certainly, is true for EMT and for porous media,& Eqs. (11) and 
(12) imply that 
1 = t . (13) 
Thus the first part of the computational result, (9), is consistent with 
the assumptions in Eqs. (10) and (12). However, the origin of the second 
part of the relation (9) was not not known. 
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In the present paper, we obtain analytical expressions for the 
critical exponents t, 1, and u. Also, an analytical expression for Sp 
will be derived. We employ both the Maxwell-Garnett and Bruggeman forms 
of the average dielectric function in the iterative procedure. We will 
show that the computational values obtained In Ref. 1 from the Bruggeman 
form are quite close to the corresponding theoretical values. We will 
further show that the first part of the computational result (9) is an 
equality, and that the second part is an inequality. 
This paper is organized as follows; In Section II, the special 
results from the spectral representation formalism, applicable to the 
present iterative system, are quoted from Ref. 1. These results are 
independent of the analytical form, used in actual calculations, of the 
average dielectric function of the composite. As two examples of such 
analytical forms, the Maxwell-Garnett Theory (MGT) and Bruggeman's 
Effective Medium Theory (EMT) expressions for the average dielectric 
function of a composite are presented, and specific results of application 
of the spectral representation formalism to each of these forms are 
derived. Sections III, IV, V, and VI are devoted to obtaining analytical 
expressions for the plateau value ïp, the conductivity exponent t, the 
take off exponent 1, and the touch down exponent u, respectively. 
Conclusions appear in Section VII. 
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II. BACKGROUND 
A. Spectral Representation 
The stagevlse spectral representation equation, applied to the 
iterative procedure at the i-th stage, is^ 
;(i) 
Si 
- 1 = f2 C2 - 1 
Gl 
g2(n)dn 
reCi-i) 
- 1 
ei 
-1 
+ n 
(14a) 
and the effective spectral representation equation for the iterative 
system at the end of the i-th stage is 
:(i) 
Gl 
- 1 = f2(i) C2 (i) f'2 ,1 + 
Ui J 
g2(i)(n)dn 
-1 
+ n 
(14b) 
In the above, f2> C2, and g2(n) are respectively the stagewise filling 
fraction of medium 2, the stagewise percolation strength of medium 2, and 
the stagewise spectral density function, whereas and 
g2(i)(n) are the corresponding effective quantities after i stages. 
Note that all these quantities are independent of the dielectric functions 
of the media, and depend only on the detailed geometry of the composite 
system. Since the iterative procedure for each stage is the same, Eq. 
(14a) is valid for the first stage also, where is to be replaced 
by 62-
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If there is an expression already available for determining 5(1) 
from the individual dielectric functions and £2 and the effective 
filling fractions fi(i) and then g2^^Hn) and €2^^^ can be 
found from the following Spectral Inversion Theorem: 
If we write 
Gl 
-1 
= - (n' + is') , s' > 0 ; (15) 
and determine s(i)/Gi as a function of (n' + is'), then from Eq. (14b) 
it follows that the effective spectral density function is 
g2(i)(n') = 
1 
—- lim Im 1 
Tif2^^^ s'-K) L El 
(16a) 
and the effective percolation strength C2^^^ is 
cz 
(i) = 
—-— lim 
fo(i) s'O 
n'O 
:(i)/ Gl 
C2/SI 
(16b) 
In light of the defining equation (15), Eq. (16b) can be rewritten as 
C2 (i) = 
re(i) 
lim 
£2"^ ^2 
(16c) 
which can also be derived directly from the effective spectral 
representation equation, (14b). 
For any one stage, the preceding Spectral Inversion Theorem says 
that if we write 
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r-
(i-i) 
-1 
- 1 = - (n' + is') , s' > 0 ; (17) 
ei 
and determine as a function of (n' + is'), then the 
stagewise spectral density function g2(n) is 
re(i) 
g2(n') = lim Im 
nf2 s'-K) Gl 
and the stagewise percolation strength C2 is 
C2 = —— lim 
f2 s'-H) 
n'O 
(18a) 
(18b) 
The definition (17) now implies that 
C2 lim 
^(i-l)-x» 
t(i) 
U(i-l)J 
(18c) 
a result that can also be directly derived from the stagewise spectral 
representation equation, Eq. (14a). 
It may be pointed out again that these results apply to the first 
stage as well, with e(i"l) replaced by t2' 
Introducing a set of variables 
w(i) = -
p(i) 
^ Gl 
(19a) 
with 
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w s w(0) = -
H / 
(19b) 
or, 
_ 1 _1 
tl w 
(19c) 
the stagewise and the effective spectral representation equations, Eqs. 
(14a) and (14b), become respectively 
v(i) 
= fc 
cz 
w(i-l) 
g2(n)dn 
w (i-1) _ 
(20a) 
and 
w(i) 
= f,(i) cz 
(i) ' g2(i)(n)dn 
w w - n 
(20b) 
the two equations being identical for the first stage. 
The stagewise spectral density function in any form of the average 
dielectric function always has the general form: 
g2(n) = 0(n-n2L) @("20-") g2(") ' 0 < n < 1 , n2L < "2% , (21)  
where 0(x) is, as usual, given by Eq. (4b). Here n2L and n2u are 
the stagewise take off limit and the stagewise touch down limit 
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respectively. The effective spectral density function also has the same 
general form, EqS. (4). 
Thus, in general, the stagewise spectral representation equation, 
(20a), can be rewritten with the lower and the upper limits of integration 
being replaced with n2L and n2u respectively. Similarly, the 
effective spectral representation equation, (20b), can be rewritten with 
"2L^^^ and n2u^^^ as the lower and the upper limit respectively. 
B. Maxwell-Garnett Theory (MGT) 
The Maxwell-Garnett expression^ for the average dielctric function 
•E for d-dimensional spherical inclusions of dielectric function 
immersed, with a filling fraction f^, in a host medium of dielectric 
function G2 is 
^ — Go ®1 ~ 
. = f2 . (22) 
r + (d-1) 62 ti + (d-l)G2 
For the Iterative composite medium, the resulting medium after every 
iteration becomes the host medium for the next iteration, and fresh holes 
of medium 1 are immersed in this medium. So, the expression for the i-th 
stage is obtained by replacing î and 62 in Eq. (22) by and 
^(i-1) respectively: 
•e(i) _ s(i-l) - s(i-l) 
= . (23) 
s(i) + (d-l)s(i-l) ti + (d-l)s(i-l) 
We now proceed to obtain expressions for the stagewise percolation 
strength C^^GT and the stagewise spectral density function g^MGT^n) in 
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this theory. At the first iteration, with ££ replacing in Eq. 
(23), one obtains 
s(l)/Gi - eg/Gi fi (1 - E^/Gi) 
(24) 
g(l)/Gi + (d - 1)^2/^1 1 + (d - 1)G2/gi 
To obtain Cg^GT^ yg use the Spectral Inversion Theorem in the form of 
Eq. (18c). In the limit of G2 " or G2/G1 -* », cross multiplying and 
rearranging the terms of the above equation, we get 
s(l) (d - l)f2 
-> , 
G2 d - f2 
which gives, by Eq. (18c), 
d - 1 d - 1 
CgMGT = = . (25) 
d — f 2 d — 1 + f 2 
Notice that in MGT, except in d = 1, a case we do not consider, we always 
have f2 < d, so that > 0; i.e., no matter how large f^ is, 
medium 2 always percolates; 
f2c"GT = 0 . (26) 
This is consistent with the MGT picture of spherical islands of medium 1 
immersed in a sea of medium 2. 
To obtain g2^G^(n), instead of using the Spectral Inversion 
Theorem, a more straightforward method is as follows; Using Eqs. (19) and 
Eq. (2), Eq. (24) can be simplified to 
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v(l) d - f2 
d - 1 - dw 
. w[l - dw/(d - £2)] . 
which can be rearranged by the method of partial fractions into 
w(l) 
= ^2 
• (d - l)/(d - f2) (1 - f2)/(d - f2) 
+ 
w w - (1 - f2/d) 
(27) 
By comparing this equation with Eq. (20a), we obtain once again the 
stagewise percolation strength Eq. (25), and also the stagewise 
spectral density function g2^^^(n) as a delta function; 
g2MGT(n) = 
where 
1 - f2 
d - f2 
S(n - n2) (28a) 
n2 s 1 - (28b) 
It may be noted that this stagewise spectral density function in MGT is of 
the general form of Eq. (21), with 
"2L = "2U = "2 (28c) 
C. Effective Medium Theory (EMT) 
In Bruggeman's Effective Medium Theory,7 the two components are 
treated on equal footing, and each component is assumed to consist of d-
dlmenslonal spherical particles. The expression for the average 
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dielectric function ^ of a composite consisting of two components with 
dielectric functions ej and €2, and filling fractions f^ and f2> 
respectively, is 
61 — ^ G? — ^ 
fl + f2 = 0 ; (29) 
Ej + (d-l)'E 62 + (d—1)'E 
which gives 
% b ± [(b2 + 4(d-l)e2/Ei)]l/2 
, (30a) 
El _ 2(d-l) 
where 
b = [dfi-1] + [(d-l)-dfi]G2/Gi , (30b) 
and we have used the fact that f2 = 1 - f^, Eq. (2). 
This time, for creating the composite iterative system, after every 
iteration, the resulting medium becomes medium 2 of the next stage, and 
holes of medium 1 are cut again. To obtain the average dielectric 
function for the i-th stage, 'E and E2 in Eqs. (30a) and (30b) are to 
be replaced by and respectively: 
5(1) b(i) + [(b(i))2 + 4(d-l)2(i"l)/Gi]l/2 
, (31a) 
Gi 2(d-l) 
where 
b(i) = [dfi-1] + [(d-l)-dfi]%(i-l)/Gi . (31b) 
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To obtain analytical expressions for the stagewise percolation 
strength and the spectral density function g2®^^(n) in this 
theory, we first write Eqs. (31) for the first stage, i.e., replace 
with 62» and ^(1) with ^(1); 
s(l) b(l) + f(b(l))2 + 4(d-l)G2/ei]l/2 
: : , (32a) 
ti 2(d-l) 
where 
b(l) = [dfi-1] + [(d-l)-dfi]e2/ei ; (32b) 
and then apply the Spectral Inversion Theorem. 
In the same limit of 82 ^ or e^/si rearranging the terms 
of the above equation, and using Eq. (2) to replace fj with f2, gives 
t(l) df2 - 1 
, 
£2 d - 1 
which, by Eq. (18c), yields 
dfo - 1 d - 1 - dfi 
C2EMT = 1 = . (33) 
f2(d - 1) (1 - fi)(d - 1) 
Notice «that for d > 1, 02^^? > 0 implies that df2 >1, i.e., 
f2cGMT = l/d . (34) 
This is again consistent with the EMT picture of two media interspersed 
with one another, so that both have nonzero percolation thresholds. 
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Application of the Spectral Inversion Theorem in the form of Eq. 
(18a) to Eqs. (32) yields (see Appendix)® 
g2EMT(n) = 
d (n - n2L)l/2 (n2u - n) ,1 /2  
2n(d-l) f2  , "2L ^  ^ "2U» 
(35a) 
, otherwise , 
where 
[2(d-l) + d(d-2)x2] - 2[(d-l)(l+dx2)(d-l-dx2] 1/2 
"2L = 
d2 
(35b) 
and 
[2(d-l) + d(d-2)x2J + 2[(d-l)(l+dx2)(d-l-dx2]^^2 
"2U = (35c) 
where 
X2 s f2 - f2c^^^ = ^2 ~ 1/d (35d) 
Note that the stagewise spectral density function for EMT has the general 
form given in Eq. (21). 
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III. PLATEAU VALUE Sp 
While the plateaus in the real part of the dielectric function, , 
were observed in Ref. 1 for the EMT form only, here we Investigate the 
possibility of the general existence of plateaus, and obtain the plateau 
values 'Ep, for both MGT and EMT. For later comparison, the computed 
plateau values from Ref. 1 for three values of the seed f^ = 0.05, 0.1, 
and 0.2, and for euclidean dimensions d = 2, 3, 4, 5, and 6, are listed 
in Table I. 
As in Ref. 1, medium 1 is taken as an insulator and medium 2 a 
conductor, so that 
ei" = 0 , (36) 
and 
62" » 1 . (37) 
Also, without any loss of generality, one can further set 
Gl' = 1 . (38) 
After a sufficient number of iterations, if a plateau exists, then 
•g' does not change in each iteration, and we should have 
Plateau Condition; = i;(i-l)' . (39) 
In order to prove the existence of the plateau, we need to assume 
that the composite medium remains highly conducting through many 
iterations, so that 
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TABLE I. Computed Plateau Values ïp from Ref. 1 
Dimension d 
fl = 0.05 
%P 
0.10 0.20 
2.11111 
1.54054 
1.35714 
1.26667 
1.21277 
2.24999 
1.58823 
1.38461 
1.28571 
1.22727 
2.66666 
1.71428 
1.45454 
1.33333 
1.26316 
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t(i)" » 1 . (40) 
Setting El = 1 in the stagewise spectral representation equation, (14a), 
and expanding the last term in powers of (s(l-l) - 1)-1, we find 
s(i) - 1 = f2 C2 (s(i-l) - 1) + 
g2(n)dn f (s(i-l) - 1)-1 
1 -
0 
(s(i-l) - l)-2 
(41) 
In view of (40), we have 
|(^(i-l) _ i)-l| « 1 , 
so that, collecting the real parts, we obtain 
s(i)' - 1 = f2 C2 (s(i-l)' - 1) + 
g2(n)dn 
0 
(42) 
Applying the plateau condition, Eq. (39), and solving for the plateau 
value ïp, we obtain 
'Ep = 1 + (1 - (^^2) ^  
g2(n)dn 
(43) 
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Thus the existence of the plateau is proved, and since the stagewise 
percolation strength C2 is, in general, known for every analytical form 
of the dielectric function, (see Eq. (25) for g^d Eq. (33) for 
02®^"^)f the problem of determining the plateau value reduces to the 
problem of evaluating the integral in Eq. (43). 
There are two ways of evaluating the integral; The first method, 
that of direct substitution, is to insert into Eq. (43) the analytical 
expression for the stagewise spectral density function g2(n) available 
for any form of the average dielectric function (see Eqs. (28) for 
g2^^^(n)' Eqs. (35) for g2®^^(n)). 
The second method, to be called the series expansion method, 
consists of writing the first stage of the stagewise spectral 
representation equation, (14a), in terms of the variables w(l) and w 
introduced through Eqs. (19), and expanding in powers of w in a fashion 
analogous to Eq. (41): 
w(l) 
D(1)(W) 
H 
- 1 
^2^2 
+ f2 
w 
g2(n)dn 
+ vf2 
g2(n)dn 
(44) 
Comparing the coefficients of the various powers (-1,0,1,...) of w in 
this equation, with the corresponding coefficients in an expansion, in 
powers of w ( = (eg/Gi - 1)"^), of the original analytical expression 
for e(l)/ei (Eq. (24) for MGT, or Eqs. (32) for EMT), we find 
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expressions for C2 and the integral Jg2(n)dn/n. Finally, Eq. (43) 
yields an expression for the plateau value Sp. 
Alternatively, we can write Eq. (44) in the form 
1 s(l)(w) ' 
- 1 = a_iw"i + ag + a^w + a^w^ + ... , 
w(l) Gi 
substitute the expression on the right-hand-side into the analytical 
expression for s(l)/Gi (Eq.(24) for MGT, or the equation 
(d-l)(s(l)/Gi)2 - (%(1)/Gi)[{(d-1) - df2} + (df2-l)e2/Gi] = E^/G} , 
which is equivalent to Eqs. (32), for EMT), and replace G2/G1 by (1 -
1/w). Finally, since that equation holds for arbitrary values of w, we 
equate the coefficients of corresponding powers of w. The coefficient 
equation corresponding to w^, or the term independent of w, would give 
the expression for ag, which is, clearly, f2Xg2(n)dn/n. (The coefficient 
equation corresponding to w"^ would give C2). 
It may be noted that, in addition to the general formula developed 
from the spectral representation formalism leading to Eq. (43), in every 
form of the dielectric function, the plateau value can be directly 
determined from application of the plateau condition, Eq. (39), and the 
assumption of the high conductivity of the average dielectric function, 
(40). 
A. Maxwell-Garnett Theory 
By direct substitution, in Eq. (43), of g2^^^(n) from Eqs. (28) 
and C2MGT from Eq. (25), we find 
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d d 
d - f2 d - 1 + 
(45) 
The calculated plateau values, using this equation, are listed in Table 
II. 
Although it is possible to evaluate the integral in Eq. (43) 
directly using the analytical form of g2®^^(n), given in Eqs. (35), the 
series expansion method is more straightforward. 
Replacing in the first stage expression for the average 
dielectric function in EMT, Eqs. (32), with the variable w through Eq. 
(19c), we obtain 
s(l) {(d-2)w + (l-df2)} ± [{(d-2)w + (l-df2)}2 + 4(d-l)w(w-l)]l/2 
Choosing the negative sign and expanding in powers of w does not give 
any term in 1/w as is necessary for comparison with Eq. (44). So, we 
choose the positive sign, expand in powers of w, introduce -1 on the left 
hand side, rearrange and simplify to get 
B. Effective Medium Theory 
2(d - l)w 
s(l) 1 - df2 1 d(l - f2) 
1 + + 0(w) (46) 
d - 1 w (d - l)(df2 - 1) 
Comparison of the coefficients of w~^ and w^ (term independent of w) 
in this equation with those in Eq. (44) gives, once again, Eq. 
(33), and 
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TABLE II. Plateau Values Sp^GT from Maxwell-Garnett Theory, Eq. (45) 
Dimension d 
MGT 
fl = 0.05 
sp 
0.10 0.20 
2 
3 
4 
5 
6 
1.90476 
1.46341 
1.31148 
1.23457 
1.18812 
1.81818 
1.42857 
1.29032 
1.21951 
1.17647 
1.66667 
1.36364 
1.25000 
1.19048 
1.15385 
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n 
g_EMT(ii)dn d(l - £2) 
= . (47) 
n (d - l) (d f2  - 1) 
0 
Substituting Eqs. (33) and (47) into Êq. (43) gives the desired expression 
for the plateau value, 
tpEMT = . (48) 
df2 - 1 d - 1 - dfi 
The plateau values, calculated using Eq. (48), are listed in Table III. 
Note that, for a fixed f^, both Sp^GT g^d SpBMT decrease with 
increasing d, but, for a fixed d and increasing f^, Sp^GT decreases, 
whereas Sp^MT increases. 
Also, as expected, the computed values of t in Ref. 1 are exactly 
equal to those of because Ref. 1 uses the iterative EMT. 
The physical reason for the existence of the plateau in the real 
part of the dielectric function, or, in other words, the dielectric 
permittivity, of the composite medium through a large number of iterations 
is possibly as follows: The resultant matrix of insulator (medium 1) 
inclusions in a perforated conductor (medium 2) background may be 
equivalent to a fixed size capacitor consisting of parallel plates made of 
the conductor (medium 2), with the insulator (medium 1) sandwiched between 
them. So long as the overall medium remains sufficiently conducting, this 
picture probably remains valid. However, as iterations continue, the 
actual conducting medium becomes so thoroughly perforated that the 
resultant matrix is no longer sufficiently conducting. The pictured 
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TABLE III. Plateau Values from Effective Medium Theory, Eq. (48) 
Dimension d 
EMT 
fl = 0.05 
sp 
0.10 0 .20 
2 
3 
4 
5 
6 
2.11111 
1.54054 
1.35714 
1.26667 
1.21277 
2.25000 
1.58824 
1.38462 
1.28571 
1.22727 
2.66667 
1.71429 
1.45455 
1.33333 
1.26316 
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capacitor becomes fragmented, and the permittivity falls off from the 
plateau value to the final value of 1, corresponding to an all insulator 
medium with e^' = 1. Thus the fall from plateau is characterized by the 
composite medium losing its conducting property. Mathematically, this is 
reflected in the fact that the imaginary part of its dielectric function 
falls off from the infinite limit assumed for conductors, and 
assumption (40) is no longer valid. 
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IV. CONDUCTIVITY EXPONENT t 
Equation (16c) can be rearranged to 
1 (^(i) e(i-l) s(i-2) s(3) (^2) (^1) 
€2(1) = ——— lim 
f2(*) e2->® Wi-1) s(i-2) s(i-3) s(2) %(!) % 
which, with the help of Eq. (18c), becomes 
C2 (i) = 
fgCi) ^2^2 
(49) 
Then, by Eq. (3), 
= (C2)i (50) 
Substituting Eqs. (50) and (3) into Eq. (6), we obtain 
(C2)i ~ (f2)l(t-l) , 
or, 
(C2)i = A (f2)l(t-l) , 
where A is the constant of proportionality. If we now take logarithms 
of both sides, and if we are sufficiently close to the percolation 
threshold f2c = 0, i.e., ^ 0, then the logarithm of A can be 
neglected in comparison with the logarithm of and we get 
log C2 
t = 1 + = 1 + 
log f2 
log C2 
log (1 - fi) 
(51) 
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As examples, we now use the expressions for C2 from the two 
theories to obtain the corresponding expressions for t. 
A. Maxwell-Garnett Theory 
Using Eq. (25) for we get from Eq. (51) 
log 1 -
{MGT g 
_dfl ^ 
d — 1 + f 2, 
log (1 - fi) 
(52) 
Values of t^GT obtained in Ref. 1 from the slopes (= t - 1) of the 
log-log graphs between the effective percolation strength and the 
effective filling fraction are listed in Table IV. Table V lists 
the corresponding MGT values calculated from Eq. (52). 
B. Effective Medium Theory 
Substituting the expression for C^G^T from Eq. (33) in Eq. (51), 
we obtain 
log 1 -
dfi 
(EMT ^ 
I j  
log (1 - fi) 
(53) 
The values of t^MT^ calculated from Eq. (53), are listed in Table VI. 
Note that in both MGT and EMT, t decreases with increasing d for 
a fixed f^. However, for a fixed d, t^GT decreases, and t^MT 
increases, with increasing fj. 
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TABLE IV. Computed Conductivity Exponents t from Ref. 1 
Dimension d 
fl = 0.05 
t 
0.10 0.20 
2 
3 
4 
5 
6 
2.06 
1.54 
1.35 
1.25 
1 . 2 2  
2.13 
1.56 
1.37 
1.28 
1 . 2 2  
2.29 
1.58 
1.41 
1.31 
1.24 
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TABLE V. Conductivity Exponents t^GT from Maxwell-Garnett Theory, 
Eq. (52)* 
Dimension d 
fj = 0.05 
.MGT 
0.10 0.20 
2 
3 
4 
5 
6 
1.9512 
1.4814 
1.3223 
1.2422 
1.1940 
1.9046 
1.4631 
1.3112 
1.2344 
1.1880 
1.8171 
1.4271 
1.2892 
1.2186 
1.1758 
®These are also the values of Take Off Exponents l^GT from 
Maxwell-Garnett Theory, see Eq. (87a). 
186 
TABLE VI. Conductivity Exponents t^MT from Effective Medium Theory, 
Eq. (53)3 
Dimension d 
fl = 0.05 
.EMT 
0.10 0.20 
2 
3 
4 
5 
6 
®These are also the values of Take Off Exponents l^MT from 
Effective Medium Theory, see Eq. (87b). 
2.0541 
1.5199 
1.3451 
1.2582 
1.2063 
2.1179 
1.5425 
1.3582 
1.2674 
1:2133 
2.2892 
1.5984 
1.3899 
1.2892 
1.2299 
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Comparison of the Tables II and V, and III and VI, reveals the 
following relations: 
SpMGT < {MOT ^ (54a) 
and 
SpEMT > (EMT . (54b) 
In both theories, the limiting values of ïp and t for a very small 
seed fi are equal: 
d 
lim t = lim Tp = . (55) 
f^-O fj^-O d - 1 
Also, the computed values of t in Ref. 1 are quite close to the 
theoretical values, t^MT. 
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V. TAKE OFF EXPONENT 1 
Recall that the effective take off limit at the end of the 
i-th stage is defined through Eqs. (4), and, therefore, is the smallest 
value of n in the effective spectral representation equation, (20b), 
where the effective spectral density function g2^^^(n) takes off from 
the zero value. The stagewise take off limit n2L is similarly defined 
through Eqs. (21), and, therefore, is the smallest value of n in the 
stagewise spectral representation equation (20a), where the stagewise 
spectral density function g2(n) takes off from its zero value. Given an 
expression for the average dielectric function like MGT or EMT, we also 
know what the value of n2L is in that expression, (Eq. (28c) for MGT, 
and Eq. (35b) for EMT). Trivially, 
"2L^^^ = n2L • (56) 
In this section, starting from the first stage, we devise methods to 
obtain the successive effective take off limits as we go through the 
iterations. Finally, the take off exponent 1 is defined through Eq. 
(7). 
A. Maxwell-Garnett Theory 
While MGT is really a special case of a general treatment, because 
of the simple form of its stagewise spectral density function g2^^^(n), 
Eqs. (28), we will develop the methods here first, and then generalize 
them to any continuum theory like EMT. In particular, we will show that 
in MGT, the effective spectral representation equation, (20b), takes the 
form 
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w(i) rr = 
C2 (i) Cm(l) 
w 
+ I ^ 
m w -
(57a) 
As a direct consequence of this, the effective spectral density function, 
g2(l)MGT(n) is a set of delta functions. 
g2(l)MGT(n) = ^ 0^(1) S(n - nn,(^)) . (57b) 
One of the three sum rules in the spectral representation formalism 
states thatl'3'G the sum of the strengths of all the poles is 1: 
Co + g2(n)dn = 1 
which is readily verified for MGT through Eqs. (25) and (28). Equation 
(27) can then be rewritten as 
( 1 )  = ^2 w 
r C2 1 - C2 
w w - n2 
(58) 
Here, in addition to the pole at w = 0, corresponding to percolation of 
medium 2, there is a pole on the real axis of w at n2, and the strength 
of this pole is (1 - C2). It is the latter pole that generates the take 
off and the touch down limits of the spectral density function; so, from 
this point onwards, we will concentrate only on non-percclative poles with 
w Z 0. Equation (58) can also be rearranged to a simplified form: 
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c(l) = f2> C2 + 
1 - C2 
1 - X 
(59) 
where the reciprocals of the w-varlables have been scaled by n2 to the 
x-variables; 
x(l) a n2/w(i) , (60a) 
and 
X = n2/w (60b) 
In terms of this new variable x, the pole is positioned at the real axis 
at X = 1, and has the strength (1 - C2). 
Since the first stage is identical in construction to any other 
stage, Eqs. (58) and (59) can be generalized to represent the i-th stage: 
w(i) 
= ^2 
C2 1 - C2 
w(i-l) w(i-l) 
"2 
(61 )  
or, 
:(i) = f2x(i-l) C2 + 
1 - C2 
1 - x(i-l) 
( 6 2 )  
These are alternate forms of the stage-wise spectral representation 
equation, Eq. (20a). In particular, the outcome of the second stage will 
be 
x(2) = f2x(l) C2 + 
1 - C2 
1 - X (1) 
(63a) 
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or, by Eq. (59), 
c ( 2 )  =  f 2  C2 + 
1 - C2 1 
1 - X 
C2 + 
1 - C2 
1 - f2X C2 + 
1 - C2 
1 - X 
(63b) 
Thus, in addition to the original pole at x = 1, two new poles are 
generated, their positions on the real x axis being the two solutions of 
the equation 
1 - x(l) = 1 - f2X 
f 1 - C2 
Co + 
1 - X 
= 0 (64) 
which are 
(1 + f2) ± [(1 + f2)2 - 4f2C2] 1/2 
X = 
2f2C2 
(65) 
Similarly, x(3) can be generated from x(2) through Eq. (62), and 
expressed in terms of x(l) and x with the help of Eqs. (63a) and (63b) 
respectively. This time, in addition to the 2® = 1 pole coming from the 
first stage, and 2^ = 2 poles from the second stage, there are 2^ = 4 new 
poles coming from the solution of 
1 - x(2) = 
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1  -  f 2  C2 + 
1 - C2 ' 
1 — X , 
C2 + 
1 - C2 
1 - f2X C2 + 
1 - C2 
1 - X 
= 0.  (66) 
And so on for the successive stages. In general, at the i-th stage, x(i) 
is obtained from through the use of Eq. (62), and has 2(1-1) new 
poles in addition to the [1 + 2 + 2% + ... + 2(1-2)] poles from the 
earlier stages. These new poles are the solutions of the equation 
1 - x(i-l) = 0 , (67a) 
or, of the equation in x obtained from the expression of x(i-l) from 
the earlier stage, which is of the form 
1 - f(i-l)(x) = 0 . (67b) 
In addition, there is a third way to determine the positions of the 
poles of x(i): If we examine the two sets of equations, (64) and (66), 
we notice that the new sets of poles {xp(i)) are obtained also from the 
solutions of equations of the form 
Xp (i-1) = h(x) , ( 6 8 )  
where xp(i-l) is a pole of the stage (i-1), and 
h(x) s f2X C2 + 
• C2 
1 - X 
(69) 
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We will make use of this formula to obtain the take off and the touch down 
limits. 
Before we proceed to do that, four things should be noted: First, 
the same function h(x) is involved in the stepladder formula, Eq. (62), 
Second, the shape of the function y = h(x) is shown in Fig. 1. It has 
two branches. The left branch starts out from the origin with a slope 
fg, lies below the line y = x till the point (n2,n2) is reached, and 
then increases indefinitely as x ^ 1-. The right branch lies below, and 
has as aymptote, the line y = f^Cgx. The two branches have the common 
vertical asymptote, x = 1. Third, by Eq. (60b), x = 0, x = n2, x = 1, 
and X -> ® correspond respectively to w -> <*>, w = 1, w = n2, and w = 
0. Fourth, to see if there is any fixed point in the x-variable as the 
iterations are continued, we look for solutions of the equation 
for obtaining the function x(i) from x(i"l): 
x(l) = h(x(i"l)) (70) 
x(i + 1) X 
which, by Eq. (70), gives one solution as 
Xfixed 00 (71) 
and the other solution as 
Xfixed 
1 - £2 
1 - f2C2 
(72) 
Fig. 1. The general shape of the stepladder function y = h(x) for 
MGT, defined through Eq. (69). The left branch starts out 
from the origin with a slope f.2' n2 is one fixed point of 
the theory, the other being infinity. For further details, 
see the text after Eq. (70). 
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y = h(x) 
y = h(x) 
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Using Eq. (25) for C^MGT^ and Eq. (28b) for n2, we obtain for the fixed 
points in HGT 
Xfixed^GT = "2, = , (73a) 
which, in terms of the w-variable, Eqs. (60), are 
«fixed"GT . 1, 0 . (73b) 
From the preceding discussion, it can be seen that the effective 
spectral density function g2(i)MGT(n) is of the form given in Eq. (57b), 
and the corresponding effective spectral representation equation is Eq. 
(57a). 
The effective take off limit n2L^^^ and the effective touch down 
limit n2u(i) are, by definition, Eqs. (4), the smallest and the largest 
value respectively of n for which the spectral density function 
g2(i)(n) has nonzero values. Therefore, n2L^^^ and n2u(i) correspond 
respectively to the largest and the smallest value of the poles 
after i iterations. 
To show how 2(i"l) new poles {xp(i)} are generated at the i-th 
stage, we use a geometrical construction based on Eq. (68). We start with 
stage 1. There is only one pole at xp(l) = 1. We mark this point on the 
x-axis in Fig. 2. In stage 2, we look for those values of x which will 
satisfy Eq. (68) with the left hand side = 1. To do this, we draw a 
vertical line at x = 1 and find the point where it intersects the line y 
= X, stop there and proceed horizontally to the left and to the right 
until we meet the two branches of the y = h(x) curve at two points, draw 
two vertical lines downwards at these points, and determine their 
Fig. 2. The first three stages of the geometrical procedure to 
determine the poles of MGT expression for the average 
dielectric function. At the first stage, there is only one 
pole at xp(l) = 1. In the second stage, there are two new 
poles, xpmin^^) and xp^ax^^^- I" the third stage, four 
new poles are generated. The smallest of these is named 
Xpmin^^^ and the largest is named xpmax^^^' The other two 
are shown here by the generic name xp(3). At any stage i 
of iterations, new poles are generated. In EMT, these 
points represent the edges of the branch cut: 
being replaced by the notation xgminfi) and xpmax^^^ by 
XBmax^^^' See the discussions in the text following Eqs. 
(73) and (84). 
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y=h(x) 
_i_ .  
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/ 
/ 
/ 
/ xf  
/ 
4^ 
n. 
P •>.' 
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/ X' 
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Lo)/ 
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X(2) , 
'^Pmln 
X'pUI Xp' 
v(2) 
'^Pmax 
X«1 X 
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intersections with the x-axis. These are the two points (xp(2)}. In the 
third stage, we draw two vertical lines at the two last poles, {xp(2)}, 
meet the line y = x at two points, from'each of these two points go 
horizontally to the left and to the right until we meet y = h(x) at four 
points, draw down four vertical lines until we meet the x-axis. These 
four points are the four poles [xp(3)}. And so on. 
To obtain the take off limit, or, equivalently, xpmax(i), we add 
the stipulation that whenever we have to make a decision on which of a set 
of poles (xp(*"l)} to choose from, we always choose the largest pole, 
xpmax^^"^^» then we draw a vertical line at this point to meet the line y 
= X, go horizontally to the right to meet the right branch of y = h(x) 
curve, draw a vertical line down to the x-axis, and finally mark this 
point as the largest pole of the next stage, Xpmax^^^' These points are 
marked as such in Fig. 2 for the first 3 stages. 
To obtain the touch down limit, or, equivalently, xpmin^*^' 
require that among a set of poles (xp(i-l)), we always select the 
smallest pole, xpmin^^ then we draw a vertical line at this point to 
meet the line y = x, go horizontally to the left to meet the left branch 
of y = h(x) curve, draw a vertical line down to the x-axis, and finally 
mark this point as the smallest pole of the next stage, xpmin^^^' These 
p o i n t s  f o r  t h e  f i r s t  t h r e e  s t a g e s  a r e  a l s o  s h o w n  i n  F i g .  2 .  
Near the percolation threshold of medium 2, when i is large, and 
hence xpmax(i) is large, Eqs. (69) and (70) give 
Xpmax^^^ ~ fz^zxprnax^^^^^ 
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Using Eq. (60a), and remembering that n(l) are the positions of the 
poles on the real axis of the above equation gives 
= f2C2"2L^^^ • 
Using the definition of the take off exponent 1, Eq. (7), and Eq. (3), we 
obtain 
(f2)(i+l)l = f2C2(f2)ll , 
which can be solved for 1: 
log C2MGT 
iMGT = 1 + _l_i . (74) 
log f2 
B. Effective Medium Theory 
While the following discussion is presented in context for EMT, many 
of the results are quite general, ahd even MGT can be considered a special 
. case of this procedure. 
In EMT, the stagewise spectral density function g2^'^^(n), Eqs. 
(35), and hence the effective spectral density function g2BMT(i)(n), are 
continuous functions, and not sets of delta functions as in MGT, Eqs. (28) 
and (57b) respectively. The ranges [n2L»n2u] - (O'l) and 
I"2L^^^'"2U^^^1 - (O'l) are the range for nonzero values of g2(n) and 
g2(i)(n) respectively. So, as hinted after Eq. (21), we may rewrite the 
stagewise and the effective spectral representation equations, (20a) and 
(20b), respectively, as 
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1 
and 
C2 
w(i-l) 
"2u 
g2(n)dn 
w(i-l) -
(75a) 
"2L 
v(i) 
= (2(1) 
C2 (i) 
"2U 
(i) 
g2(i)(n)dn 
(75b) 
w 
"2L (i) 
w - n 
Here, the stagewise take off and touch down limits n2L and n2u are 
known through Eqs. (35b) and (35c) respectively. 
Equation (75a) is very similar to the stepladder equation, Eq. (62), 
and indeed yields the continuous g2(n) realization of Eq. (62) with the 
identifications 
[(i) = n2L/w(i) , (76a) 
and 
X = n2[/w 
% 
(76b) 
^i) . f2x(i-l) 
"2U 
C2 + 
g2(n)dn 
1 - (n/n2L)x(^ 
"2L 
( 7 7 )  
The corresponding effective g2^^^(n) is given by 
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"2U 
( 1 )  
c(i) = f2(i)x C2<i) + 
"2L 
(1) 
g2^^)(n)dn 
1 - (n/n2L)x 
(78) 
Note that this x-variable differs from the x-variable in MGT by a scale of 
n2L/n2. 
Looking at Eq. (77), and seeking the condition for the fixed points, 
x(i + 1) = x(i) , 
we obtain one fixed point as <» and, for the other, the condition 
"2U 
C2 + 
g2(n)dn 
"2L 
1 - (n/n2L)x(^ 
= 1 (79) 
We now use a sum rule of the spectral representation formalism^'^»^ which 
states that 
(1 - f2) Ci + f:2C2 + f2 
g2(n)dn 
1 - n 
= 1 (80) 
0 
Comparing Eqs. (79) and (80), and using the fact that medium 1 is not 
percolating at any stage, so that Cj = 0, we conclude that Eq. (79) is 
satisfied if 
= n2L 
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Thus 
Xfixed^MT = n2L , " ; (81a) 
and by Eqs. (76), 
Wfixed^^^ = 1, 0 , (81b) 
the latter being the same as in MGT, Eq. (73b). 
We may now proceed to find the effective take off and touch down 
limits n2L^^^ and respectively. The stepladder expression, Eq. 
(77), shows that in EMT, in contrast to MGT, a continuous set of poles, a 
branch cut, exists on the Re(x'(^~l)) axis, the left and the right edges of 
which are the smallest and the largest poles. These are obtained by 
successively setting n = n2L and n = n2u in the denominator of the 
last term in this equation and demanding that 
1 - XBmin(i-l) = 0 , (82a) 
and 
1 - (n2u/n2L)xBmax(^"^) = 0 • (82b) 
These conditions are the continuous equivalents of the condition for MGT, 
Eq. (67a). So, the third method in MGT to determine the poles at the i-th 
stage, Eqs. (68) and (69), can be generalized for EMT, and we say that the 
left and the right edge of the branch cut on the x-axis at the i-th stage, 
x^fi) and xyfi), are solutions respectively of the two equations 
^Bmi in(i-l) = h'(x) , (83a) 
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and 
(83b) 
where 
"20 
g2(n)dn 
h'(x) = f2X C2 + (84) 
1 - (n/n2L)x 
"2L 
A few comments about the function h'(x): First, this is the same 
as the function involved in the stepladder equation, Eq. (77). Second, 
the detailed shape of the function y = h'(x), a part of which is shown in 
from Eq. (33), and those for n2L®^^, and g2^'^^(n), from Eqs. 
(35). However, it is sufficient to notice that in the ranges [0,n2L/"2u] 
and [1,®], this has the same general shape as the function h(x), shown 
in Fig. 1. The function h'(x) starts out from the origin with a slope 
f2t and crosses the line y = x from below at the point ("2L'"2l)* Fof 
X h'(x) has, as asymptote, the line y = fgC^x. Third, by Eq. 
(76b), X = 0, X = n2L, x = 1, x = n2L/n2U* x ® correspond 
respectively to w-»®, w = l, w = n2L> w = n2u> and w = 0. 
The practical use of Eqs. (83) and (84) lies in determining the 
effective take off limit n2L^^^ and the effective touch down limit 
"211^^^ by the same graphical method described after Eq. (73) and shown 
for the first three stages in Fig. 2. The only difference here in EMT is 
that the points obtained at the i-th stage correspond to the 
Fig. 3, can be worked out after substituting the expressions for C^^MT 
Fig. 3. A part of the shape of the stepladder function y = h'(x) 
for EMT defined through Eq. (84). y = h'(x) starts out from 
the origin with a slope f2. "2L/"2U one fixed point, 
the other being infinity. See the text after Eq. (84). 
206 
h'{x) 
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extreme values of the branch cut edges, and not the extreme values of the 
discrete poles of MGT. 
Clearly then, similar considerations as before lead to the formula 
for the take off exponent 1: 
log 
lEMT = 1 + _!_J . (85) 
log f2 
From comparison of Eqs. (51), (74), and (85), we conclude that independent 
of the form of the average dielectric function expression, MGT or EMT, 
t = 1 . (86) 
Including the information from Eqs. (54), we may write 
tMGT = iMGT > SpMGT , (87a) 
tEMT = lEMT < ÇpEMT ^ (87b) 
with the equality of limits 
d 
lim t = lim 1 = lim îp = . (88) 
fj-K) fj-K) fj-K) d - 1 
Table VII, quoted from Ref. 1, lists the computed values of 1 
under the EMT assumption. As remarked in Section 1 in the form of the 
relation (9), the computed values of t were ususally close to but less 
than 1, being substantially less than 1 in d = 2. The origin of this 
discrepancy seems to be computational, as was remarked in Ref. 1. The 
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TABLE VII. Computed Take Off Exponents 1 from Ref. 1 
Dimension d 
fj = 0.05 
1 
0.10 0 .20  
2 
3 
4 
5 
6 
2 .22  
1.53 
1.42 
1.32 
1 . 2 6  
2 . 2 1  
1.56 
1.45 
1.33 
1.23 
2.43 
1 .60  
1.46 
1.29 
1 . 2 8  
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computed values of 1 were, in turn, mostly less than those of tp, a 
result supported by theory. 
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VI. TOUCH DOWN EXPONENT u 
The effective touch down off limit at the end of the i-th 
stage is defined through Eqs. (4), and,therefore, is the largest value of 
n in the effective spectral representation equation, (20b), where the 
effective spectral density function g2^^^(n) touches down to the zero 
value. The stagewise touch down limit n2u is similarly defined through 
Eqs. (21), and, therefore, is the largest value of n in the stagewise 
spectral representation equation (20a), where the stagewise spectral 
density function ggO") touches down to its zero value. Given an 
expression for the average dielectric function like MGT or EMT, we also 
know what the value of n2u is in that expression, (Eq. (28c) for MGT, 
and Eq. (35c) for EMT). Trivially, 
"2U^^^ = n2u . (89) 
So, in this section, starting from the first stage, our goal is to 
to obtain the successive effective touch down limits as we go through the 
iterations. Finally, the touch down exponent u is defined through Eq. 
(8). The computed valus of u for the three seeds f% = 0.05, 0.1, 0.2, 
and euclidean dimensions, d = 2-6 are quoted from Ref. 1 in Table VIII. 
Most of the theory given in Section V is useful here. That includes 
the prescriptions in Eqs. (68) and (69) for obtaining the discrete poles 
in MGT, and in Eqs. (83) and (84) for obtaining the edges of the branch 
cuts in a more general theory like EMT. The geometrical construction 
described after Eq. (73) to find these discrete poles or the branch cut 
edges is used also to obtain the touch down limits. 
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TABLE VIII. Computed Touch Down Exponents u from Ref. 1 
Dimension d 
fl = 0.05 
u 
0.10 0.20 
2 
3 
4 
5 
6 
2 .21  
3.33 
4.94 
6 . 6 1  
8 . 2 1  
2.28 
3.58 
4.72 
8.03 
10.96 
2.43 
3.84 
_a 
_a 
_a 
&The values were not sufficiently accurate (see text in Ref. 1). 
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Recall that the noninfinite fixed point for the x-variable, which is 
the limit of the effective touch down limits as iterations continue ad 
infinitum, is n2 (Eq. (73a)) in MGT, and n2L (Eq. (81a)) in EMT, both 
of which correspond to 1 in the w-variable. Both these points lie on the 
left branch side of the the functions h(x) (Eq. (69)) in MGT and h'(x) 
(Eq. (84)) in EMT. These functions, to be generally denoted by H(x), 
have very similar shapes in the neighborhood of these fixed points, to be 
denoted generally by ng. So the formula we derive now will be applicable 
to both theories. 
We approximate the function H(x) with a straight line in the 
neighborhood of nf. The slope R of this straight line is equal to the 
slope of H(x) at x = nf: 
dH 
R = — 
dx 
(90) 
x=nf 
Since H(x) can be expressed in the form of Eq. (84), identifying 
"2L = "f (91) 
Eq. (90) becomes 
"2U 
R = ^2^2 f2 
g2(n)dn 
1 - n 
"2U 
+ h 
ng2(n)dn 
(1 - n)2 
(92) 
nf 
The first two terms can be reduced by the sum rule in Eq. (80) (with Cj = 
0), and we obtain 
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R = 1 + f2 
,"2U 
ng2(n)dn 
(1 - n)2 
Of 
(93) 
In Fig. 4, the line kÉ represents the straight line approximation 
to the stepladder function y = H(x), and the line Ât? is the straight 
line y = X. Since the definition of the fixed point nf stems from the 
stationarity of the pole generating function H(x): 
H(nf) = nf , (94) 
the point A = (ng n^) is the intersection of the curve y = H(x) and 
the straight line y = x. Let xyt*) and xyfi+l) be the positions, at 
the i-th and the (i+l)-st iteration respectively, of the minimum pole 
(MGT), or the left edge of the branch cut (EHT). The vertical lines drawn 
through these points meet the horizontal line through A at the points D 
= (xu(i),nf) and E = (xu(i+l),nf), and the horizontal line through C 
at C = (xu(i),xu(i)) and F = (xu(i+l),xu(i)), respectively. Then from 
the triangle AEF, 
1EF| 
R = 
|AE| 
or. 
Fig. 4. Geometrical construction for determining the slope of the 
function y = H(x). H(x) is the generic name for h(x) 
(MOT) and h'(x) (EMT and general), nf is the generic name 
for the fixed point n2 (MGT) and n2L (EMT and general). 
The various points have the following coordinates: A = 
(nf,nf), C = (xu(i),xu(l)), D = (xy^^^nf), E = 
(xu(i+l),nf), and F = jXy^^)), where xyfl) 
represents the minimum pole (MGT) or the left edge of the 
branch cut (EMT) at the i-th iteration. See the text after 
Eqs. (93) and (94). 
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y 
y = H(x) 
• (i+n 
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Since the points i = 1,2,...) correspond to the set of 
touch down limits {n2u^^^» i = 1,2,...}, which are the positions of the 
largest pole (MGT), or the right edge of the branch cut (EMT), on the real 
axis of w(i), and since w and x are related through Eq. (60b) in MGT 
and Eq. (76b) in EMT: 
X = ng/w , (96) 
therefore, 
xy(i) = nf/n2u^^^ » i = 1,2,... . (97) 
Substitution of this equation in Eq. (95) gives 
(1 - n2u(i)) 
(1 - n2u(i+l)) 
= R 
For large i's, the quantity inside the parentheses on the right hand side 
can be taken to be 1. Introducing the touch down exponent u through the 
definition, Eq. (8), using Eq. (3), and simplifying, we obtain 
log R log R 
u = - = - . (98) 
log f2 log (1 - fi) 
Results for the two theories will differ by the expressions for the slope 
R from the prescriptions given in Eqs. (90) and (93). 
A. Maxwell-Garnett Theory 
Substituting the form of the spectral density function g2^^^(n) 
from Eqs. (28) into Eq. (93), and simplifying, one obtains 
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RMGT . , . 
(1 - fl) 
(99) 
and, then by Eq. (98), 
dfi 1 
,MGT 
log 1 + 
(1 - fl)J 
log (1 - fi) 
(100) 
The values of u^GT, calculated from the above formula, are listed 
in Table IX. 
B. Effective Medium Theory 
In order to use Eq. (93) to determine R for the continuous g2(n) 
case, one may substitute the explicit form of this function from Eq. (35), 
and integrate. However, it is easier to use Eq. (90). Identifying H(x) 
as h'(x) and ng = n2L> and using Eqs. (19) and (76b), we find 
R 
dh'(x) 
dx x= 
"2L 
1 dh'(n2L/w) 
"2L d(l/w) 
(101) 
w=l 
However, by comparing Eq. (75a) for l/w(i) and Eq. (84) for h'(x), we 
notice that 
dh'(n2L/w) 
d(l/w) w=l 
= "2L 
d(l/w(i)) 
d(l/w(i-l)) w(i-l)=l 
(102) 
Using the definition of w(i) in terms of and , Eq. 
(19a), and the explicit form of in Bruggeman's EMT, Eqs. (31), 
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TABLE IX. Touch Down Exponents u^GT from Maxwell-Garnett Theory, 
Eq. (100) 
Dimension d 
fl = 0.05 
,MGT 
0.10 0.20 
2 
3 
4 
5 
6 
1.9512 
2.8581 
3.7248 
4.5545 
5.3503 
1.9046 
2.7305 
3.4902 
4.1935 
4.8484 
1.8171 
2.5079 
3.1063 
3.6341 
4.1063 
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one can evaluate the last derivative in Eq. (102). Choosing the negative 
sign in Eq. (31a), and substituting the result of Eq. (102) in Eq. (101), 
one finally obtains 
rEMT = 1 . (103) 
1 - dfj 
Substitution of this equation in Eq. (98) yields 
UEMT = ^^2(1 - dfl) ^ (104) 
log(l - fi) 
The theoretical values u^MT, calculated from Eq. (104) for three 
values of the seed fj and euclidean dimensions d = 2-6, are listed in 
Table X. 
A comparison of Tables IX and X shows that u for both MGT and EMT 
increases with d for a fixed fi; however, for a fixed d, u^GT 
decreases, and u^MT increases, with increasing fi. 
Again, notice that the computed values of u from Ref. 1, based on 
EMT and listed in Table VIII, are close to the corresponding theoretical 
values, listed in Table X, at lower dimensions, d = 2 and 3, for all seed 
values, and at higher dimensions, d > 3, only for smaller seeds. Also 
notice that the computed values grew too inaccurate to be reported for 
seed f1 = 0.2, for d = 4-6. A reason for this latter fact was pointed 
out from a computational point of view in Ref. 1. This can now be 
theoretically explained: First, note that u^MT jg undefined for 
1  -  d f i  < 0  ,  
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TABLE X. Touch Down Exponents u^MT from Effective Medium Theory, 
Eq. (104) 
Dimension d 
fl = 0.05 
,EMT 
0.10 0.20 
2 
3 
4 
5 
6 
2.0541 
3.1684 
4.3503 
5.6086 
6.9536 
2.1179 
3.3853 
4.8484 
6.5788 
8.6967 
2.2892 
4.1063 
7.2126 
_a 
_a 
^Undefined (see text). 
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or, for 
fi > 1/d (105) 
[Notice that this lower limit of the seed f^ . corresponds to the 
percolation threshold value of medium 1 in EMT (see Eq. (34)), and is, 
therefore, precluded by our original assumption that medium 1 never 
percolates]. Further, the numerator of Eq. (104) becomes very large close 
to this limiting value of the seed f^, which is 0.5, 0.33, 0.25, 0.20, 
and 0.17, respectively for d = 2-6. This explains why the computed 
values become increasingly inaccurate at larger d's and larger f^'s, and 
why they are close to their theoretical counterparts only in lower 
dimensions and for lower seeds. 
Also, from Eqs. (100) and (104), it can be seen that both u^GT and 
uEMT has the same low fj limit: 
lim u^GT = lim ufNT = d 
f 2"^ f][-K) 
(106) 
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VII. CONCLUSIONS 
The mathematical operations of the previous six sections can be 
summarized as follows: 
Section I described the principal computational findings of Ref. 1. 
In particular, the specific percolation characteristics of the iterative 
scheme used to generate the self-similar system under consideration, as 
well as the equations defining the various critical exponents, were 
stated. 
In Section II, the spectral representation formalism, along with 
special results for the iterative self-similar system, was presented. We 
used the Spectral Inversion Theorem to obtain the two sets of primary 
quantities, the stagewise and the effective percolation strengths C2 and 
C2^^\ and the stagewise and the effective spectral density functions 
g2(n) and g2^^^(n), from a knowledge of the analytical form of the 
average dielectric function for both the Maxwell-Garnett Theory (MGT) and 
Bruggeman's Effective Medium Theory (EMT). While the computational 
results of Ref. 1 were based on EMT alone, in the following sections, for 
the purpose of comparison, both theories were used to obtain the 
corresponding theoretical results. 
In Section III, the plateau in the real part of the dielectric 
function observed in the computational results of Ref. 1, was 
explained by assuming a large average conductivity, and hence a large 
value of the imaginary part of the average dielectric function 5(1)". 
However, as iterations continue, medium 2 becomes so dilute that the 
principal contributor to becomes the real part of the dielectric 
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function of medium 1, and •e(i)' falls to the asymptotic value equal to 
®l' = 1" 
Section IV expressed the effective percolation strength in 
terms of the stagewise quantity C2, and then extracted the conductivity 
exponent t. 
The take off and the touch down limits and n2u(i) are, 
respectively, the minimum and maximum values of a variable n at which 
the spectral density function g2^^Hn) has nonzero values. The 
corresponding critical exponents, the take off exponent 1 and the touch 
down exponent u, are related to these limits. So, the bulk of Section V 
was devoted to finding a way to obtain the take off and touch down limits 
and "20^^^' Iterations are continued. A stepladder function 
for MGT, as well as continuum theories like EMT, was used to determine the 
successive take off and touch down limits, starting from the first stage, 
where their values are known for any theory. A corresponding geometrical 
stepladder operation was prescribed to realize this construction. 
In Sections V and VI, this stepladder function was approximated by 
suitable straight lines, the movement of and was traced 
through successive iterations, and the corresponding exponents 1 and u 
were extracted. 
Some very interesting Interrelationships among the various exponents 
within the two theories and also, to some extent, between the two 
theories, were formulated. It was observed that the relationships 
discovered in Ref. 1 among the computational values of the exponents 
Indeed had a theoretical basis. Certain anomalies in these computational 
relations and values were explained. 
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Further work in applying the spectral representation formalism to 
such iterative self-similar systems may include obtaining exact forms of 
the effective spectral density function g2^^^(n), devising a possible way 
to relate the new critical exponents of the spectral representation 
formalism to other exponents of percolation theory, and obtaining 
gemetrical and other physical significance of these critical quantities. 
Work has already been undertaken in these directions. 
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IX. APPENDIX 
DERIVATION OF EQS. (35) 
Introducing the variable w through Eq. (19b), we can rearrange 
Eqs. (32) to the form 
%(!) [-dw + (l-df2)] ± [dV - 2d(df2+l-2f2)w + (l-df2)2]l/2 
1 = . (A-1) 
ti 2(d -T l)w 
Comparing Eq. (19b) with the defining equation, (17), of the Inversion 
Theorem given in the form of Eq. (18a), we notice that 
w = n' + is' , (A-2) 
so that Eq. (A-1) can be rewritten as 
e(l) [n'(-dn'+l-df2±x) + s'(-ds'±y)] + i[n'(-ds'±y) - s'(-dn'+l-df2±x)] 
Gl 2(d - l)(n'2 + s'2) 
(A-3) 
where 
X + ly = [A + B]l/2 , 
with 
A s d2(n'2-s'2) _ 2d(df2+l-2f2)n' + (l-df2)2 , 
and 
B = 2d2n's' - 2d(df2+l-2f2)s' 
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The Spectral Inversion Theorem, described in Eq. (18a) and written for the 
first stage, is 
1 re(i) 
g2®^^(n') = lim Im I— 
nfo s'-K) U 
— - 1 
Ilf2 i 
(A-4) 
so that Eq. (A-3) gives 
1 
g2EMT(n') = lim (±y) . (A-5) 
Jtf2 s' 40 
Evaluating the complex square roots, and choosing the right signs to give 
a positive nonzero g2^^^(n')> and replacing n' with n for the general 
result, we obtain 
[-d^n + 2d(df2+l-2f2)n -
g2EMT(n) = ! 1 1 1 . (A-6) 
2llf2(d - l)n 
Introducing X2 through 
X2 = f2 - f2cGMT , 
which, by Eq. (34) for f2c^^^' is equivalent to 
X2 = f2 ~ 1/d , (A-7) 
Eq. (A-6) becomes 
2iif2(d-l)n 
S2 = I-" + cn - X2 ] , (A-8) 
where 
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c s 2l2(d-l) + d(d-2)x2l/d2 . 
Solving the equation 
-n^ + cn - X2^ = 0 , 
and denoting the two roots by n2L and n2u> n2L ^ "2U» see that 
"2L| c ± [c2 - 4x22)1/2 
n2U/ 2 
or 
n2Ll I2(d-1) + d(d-2)x2] ± 2[(d-l)(l+dx2)(d-l-dx2]^/2 
———————— , (A-9) 
^2L) 
"20/ d2 
We can now rearrange Eq. (A-8) into the desired form, Eq. (35a), with Eqs. 
(A-9) and (A-7) forming the supporting Eqs. (35b)-(35d). 
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GENERAL SUMMARY 
The preceding work gives some insight into continuum random 
composites in general, and porous media" in particular. It provides us 
with new laws that determine the transport properties of continuum 
composites, and illustrates new geometrical features. But this in turn 
opens new horizons, and calls for further investigations. 
One line of enquiry can be to find other continuum systems where the 
spectral representation function, of the form used in the first part for 
porous rocks, can be applied. There are quite a few systems known, where 
static and dynamic scaling have been experimentally observed. Some have 
been mentioned in Table I of Part I. 
It is also of interest to find continuum systems without enclosed 
lakes, to which the iterative effective medium theory developed in Part II 
can be applied. Some of the conjectures of this part relevant to the 
geometrical features of such composites can then be tested. Some work has 
already been started in this direction. 
There are also several theoretical questions to be answered. The 
form of the spectral density function used in the first part of this 
dissertation needs to be analyzed to see what features are general for all 
random systems, and what are specific for porous media. It is also 
important to study more general forms of the spectral density function, 
and determine what scaling features are predicted in physical properties. 
In Part II, only the critical behavior of the spectral density 
function was investigated. Much work is needed to obtain the explicit 
forms of the function, to find analytical expressions to represent these 
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forms, and to relate these forms to those already known, for example the 
function for porous media. 
In the second part, Bruggeman's Effective Medium Theory (EMT) was 
used at each stage of the iterative procedure. In Part III, Maxwell-
Garnett Theory (MGT) for the average dielectric function was used together 
with EMT. Several other theories for the average dielectric function 
could also be used. 
Since the spectral representation formalism can, in general, be used 
to represent the dielectric properties of any composite, a topic of great 
interest is to find the spectral density function for random resistor 
networks. This knowledge would complement the results already available 
for geometrical characteristics and critical exponents of random resistor 
networks. 
Many characteristics, such as scaling, take off and touch down 
limits, etc., which are intrinsic to the spectral representation formalism 
and have quite clear significance, can have more physically measurable 
predictions for any general composite system. 
This brings us to a higher goal. So far, the spectral 
representation formalism seems to have been applied only to the average 
dielectric properties of composites. It may be possible and would be of 
immense practical interest, to formulate spectral representation 
descriptions for other physical properties as well, such as elastic 
properties and fluid flow. The unique feature of this formalism is that 
it incorporates geometrical information about the composite, and may have 
universal applications for different laboratories investigating various 
physical properties of random composites. 
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