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Abstract
We consider the ranked alphabet Σ consisting of a binary symbol. We give a rewrite system R over Σ such that R effectively
preserves recognizability on any ranked alphabet obtained by adding finitely many nullary symbols to Σ . However, R does not
preserve recognizability on the ranked alphabet obtained by adding one unary and one nullary symbol to Σ .
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let Σ be a ranked alphabet, R be a rewrite system over Σ , and L be a tree language over Σ . Then R∗Σ (L) ={p | q→∗R p for some q ∈ L} is the set of descendants of trees in L . A rewrite system R over Σ preserves Σ -
recognizability, if for each recognizable tree language L over Σ , R∗Σ (L) is recognizable.
The signature sign(R) of a rewrite system R is the ranked alphabet consisting of all symbols appearing in the rules
of R. A rewrite system R over sign(R) preserves recognizability, if for each ranked alphabet Σ with sign(R) ⊆ Σ , R
preserves Σ -recognizability. Gyenizse and Va´gvo¨lgyi [6] showed that there is a linear rewrite system R over sign(R)
such that R preserves sign(R)-recognizability but does not preserve recognizability.
Let R be a rewrite system over a ranked alphabet Σ . We say that R effectively preserves Σ -recognizability if for a
given tree automaton B over Σ , we can effectively construct a tree automaton C over Σ such that L(C) = R∗Σ (L(B)).
Let R be a rewrite system over the ranked alphabet sign(R). We say that R effectively preserves recognizability if for
a given ranked alphabet Σ with sign(R) ⊆ Σ and a given tree automaton B over Σ , we can effectively construct a
tree automaton C over Σ such that L(C) = R∗Σ (L(B)).
In [5] Gilleron showed that it is undecidable for an arbitrary rewrite system R whether R preserves sign(R)-
recognizability. Otto [8] showed that it is undecidable for an arbitrary rewrite system R whether or not R preserves
recognizability. In spite of Gilleron’s and Otto’s undecidability results, we know several rewrite systems which
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effectively preserve recognizability; see [1,2,6,9]. Recently, Seki, Takai, Fujinaka, Kaji [10,11] introduced layered
transducing rewrite systems and showed that each I/O-separated layered transducing rewrite system effectively
preserves recognizability.
Let R be a rewrite system over sign(R), and let Σ = { f, ]} ∪ sign(R), where f ∈ Σ2 − sign(R) and
] ∈ Σ0− sign(R). Gyenizse and Va´gvo¨lgyi [6] showed that R effectively preserves Σ -recognizability if and only if R
effectively preserves recognizability. Gyenizse and Va´gvo¨lgyi [7] improved this result for left-linear rewrite systems.
They showed the following. Let R be a left-linear rewrite system over sign(R), and let Σ = {g, ]} ∪ sign(R), where
g ∈ Σ1 − sign(R) and ] ∈ Σ0 − sign(R). Then R effectively preserves Σ -recognizability if and only if R effectively
preserves recognizability. Furthermore, R preserves Σ -recognizability if and only if R preserves recognizability.
In this paper we give a rewrite system R over the ranked alphabet sign(R) = { f }, where f is a binary function
symbol. For each n ≥ 0, we define the ranked alphabet ∆(n) by adding n constants ]1, . . . , ]n to sign(R). We show
that R effectively preserves ∆(n)-recognizability for n ≥ 0. On the other hand, we define the ranked alphabet Ω by
adding a unary symbol g and a constant ]1 to sign(R), and show that R does not preserve Ω -recognizability. Hence
R does not preserve recognizability.
This paper is divided into three sections. In Section 2, we recall the necessary notions and notation. In Section 3,
we present our results.
2. Preliminaries
We recall and invent some notation, basic definitions and terminology which will be used in the rest of the paper.
Nevertheless the reader is assumed to be familiar with the basic concepts of rewrite systems and of tree language
theory; see [3,4,7].
Let N be the set of all nonnegative integers. N∗ stands for the free monoid generated by N with empty word λ as
identity element. Consider the words α, β, γ ∈ N∗ such that α = βγ . Then we say that β is a prefix of α, and write
β  α. Furthermore, if α 6= β, then β is a proper prefix of α, and we write β ≺ α. We say that the words α, β ∈ N∗
are incomparable if neither α  β nor β  α. For a word α ∈ N∗, length(α) stands for the length of α.
A ranked alphabet is a finite set Σ in which every symbol has a unique rank. For m ≥ 0, Σm denotes the set of all
elements of Σ which have rank m. The elements of Σ0 are called constants. We assume that all ranked alphabets Σ
and ∆ that we consider have the following property. If f ∈ Σi , and f ∈ ∆ j , then i = j . In other words, f has the
same rank in Σ as in ∆.
Let Y be a set of variables. The set of terms over Σ with variables in Y is denoted by TΣ (Y ). If Y = ∅, then TΣ (Y )
is written as TΣ . A term t ∈ TΣ is a ground term. For any t ∈ TΣ , cons(t) is the set of all constant symbols that appear
in t . A tree language L over Σ is any subset of TΣ . We specify a countable set X = {x1, x2, . . .} of variables which
will be kept fixed in this paper. Moreover, we put Xm = {x1, . . . , xm}, for m ≥ 0. Hence X0 = ∅. We distinguish a
subset TΣ (Xn) of TΣ (Xn), n ≥ 0, as follows: a tree t ∈ TΣ (Xn) is in TΣ (Xn) if and only if each variable symbol of
Xn appears exactly once in t . For any term t ∈ TΣ (X), var(t) is the set of all variables occurring in t . Let Y ⊆ X .
Then APΣ (Y ) = {t ∈ TΣ (Y ) | Y = var(t)}. In other words, APΣ (Y ) consists of all trees t ∈ TΣ (Y ) such that all
elements of Y appear in t .
For example, consider the ranked alphabet Σ = {$, f }, where $ is a constant and f is a binary
function symbol. Then f ( f ( f (x1, x1), x2), $) 6∈ TΣ (X2) because variable x1 appears twice. Furthermore,
f ( f ( f (x1, x3), x2), $) 6∈ TΣ (X4) because variable x4 does not appear in f ( f ( f (x1, x3), x2), $). On the other
hand, f ( f ( f (x1, x3), x2), $) ∈ TΣ (X3). Furthermore, f ( f ( f (x1, x2), x2), $) 6∈ APΣ (X3) because variable
x3 does not appear in f ( f ( f (x1, x2), x2), $). On the other hand, f ( f ( f (x1, x1), x2), $) ∈ APΣ (X2) and
f ( f ( f (x1, x3), x2), $) ∈ APΣ (X3).
For any f ∈ Σ and t ∈ TΣ (X), size f (t) is the number of occurrences of symbol f in tree t . That is, for any
g ∈ Σ0, size f (g) = 1 if f = g and size f (g) = 0 otherwise. For any m ≥ 1, h ∈ Σm and t1, . . . , tm ∈ TΣ (Y ),
size f (h(t1, . . . , tm)) = 1+size f (t1)+· · ·+size f (tm) if h = f , and size f (h(t1, . . . , tm)) = size f (t1)+· · ·+size f (tm)
otherwise.
We shall need a few functions on terms. For a term t ∈ TΣ (X), the height height(t) ∈ N and the set of positions
POS(t) ⊆ N∗ are defined by recursion:
(a) if t ∈ Σ0 ∪ X , then
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height(t) = 0,
POS(t) = {λ};
(b) if t = f (t1, . . . , tm) with m ≥ 1 and f ∈ Σm , then
height(t) = 1+ max{height(ti ) | 1 ≤ i ≤ m},
POS(t) = {λ} ∪ {iα | 1 ≤ i ≤ m and α ∈ POS(ti )}.
We note that height(t) = max{length(α) | α ∈ POS(t)}.
For each t ∈ TΣ (X) and α ∈ POS(t), we introduce the subterm t/α ∈ TΣ (X) of t at α and the label
lab(t, α) ∈ Σ ∪ X in t at α as follows:
(a) for t ∈ Σ0 ∪ X , t/λ = t and lab(t, λ) = t ;
(b) for t = f (t1, . . . , tm) with m ≥ 1 and f ∈ Σm , if α = λ then t/α = t and lab(t, α) = f ; otherwise, if α = iβ
with 1 ≤ i ≤ m, then t/α = ti/β and lab(t, α) = lab(ti , β).
For t ∈ TΣ (X), α ∈ POS(t), and r ∈ TΣ (X), we define t[α← r ] ∈ TΣ (X) as follows.
(i) If α = λ, then t[α← r ] = r .
(ii) If α = iβ, for some i ∈ N and β ∈ N∗, then t = f (t1, . . . , tm) with f ∈ Σm and ti ∈ TΣ (X), 1 ≤ i ≤ m.
Then t[α← r ] = f (t1, . . . , ti−1, ti [β ← r ], ti+1, . . . , tm).
Let t ∈ TΣ (X), m ≥ 1, and let α1, . . . , αm+1 ∈ POS(t) and r1, . . . , rm+1 ∈ TΣ (X). Then
t[α1← r1, . . . , αm+1← rm+1] = u[αm+1← rm+1],
where u = t[α1← r1, . . . , αm ← rm].
For any trees t ∈ TΣ (Xk), k ≥ 0, t1, . . . , tk ∈ TΣ (X), the term t[t1, . . . , tk] is produced from t by replacing each
occurrence of xi with ti for 1 ≤ i ≤ k. Let t ∈ TΣ (Xk), k ≥ 0, t1, . . . , tk ∈ TΣ (X) be arbitrary. Then we say that
t[t1, . . . , tk] is an instance of t .
Consider the ranked alphabet Σ = { f }, where f is a binary function symbol. For each n ≥ 0, the binary balanced
tree of height n is denoted by bbtn , and is defined as follows. bbt0 = x1. For each n ≥ 1,
bbtn = f (bbtn−1, bbtn−1[x2n−1+1, . . . , x2n ]).
For example, bbt1 = f (x1, x2), bbt2 = f ( f (x1, x2), f (x3, x4)).
Let Σ be a ranked alphabet. Then a rewrite system R over Σ is a finite subset of TΣ (X) × TΣ (X) such that for
each (l, r) ∈ R, each variable of r also occurs in l. Elements (l, r) of R are called rules and are denoted by l → r .
We define the relations→R and→∗R in the usual way. Finally, sign(R) ⊆ Σ is the ranked alphabet consisting of all
symbols appearing in the rules of R.
Let Σ be a ranked alphabet, let R be a rewrite system over Σ , and let L ⊆ TΣ (X). Then R∗Σ (L) = {p ∈ TΣ (X) |
q→∗R p for some q ∈ L} is the set of descendants of trees in L . Obviously, if L ⊆ TΣ , then R∗Σ (L) ⊆ TΣ . A rewrite
system R overΣ preservesΣ -recognizability, if for each recognizable tree language L overΣ , R∗Σ (L) is recognizable.
A rewrite system R over sign(R) preserves recognizability, if for each ranked alphabet Σ with sign(R) ⊆ Σ , R
preserves Σ -recognizability.
3. The results
Consider the ranked alphabet Σ = { f }, where f is a binary function symbol. Each tree t ∈ TΣ (X) with
size f (t) ≥ 2, is an instance of f ( f (x1, x2), x3) or f (x1, f (x2, x3)). In the light of this observation, we define the
rewrite system S overΣ . Intuitively, the left-hand side of each rule in S is f ( f (x1, x2), x3) or f (x1, f (x2, x3)). Hence
S rewrites those trees t ∈ TΣ (X) such that size f (t) ≥ 2. Applying one of the first twelve rules of S, we can move
any subtree one or two levels upwards. Iterating these rewrite steps, we can shift any subtree any number of levels
upwards. Applying the thirteenth and fourteenth rules finitely many times, we can build bbtm[t, . . . , t], m ≥ 0, the
binary balanced tree of height m where t is substituted for the variables. Thus for any Y ⊆ X , S rewrites any tree
t ∈ APΣ (Y ) with size f (t) ≥ 2 into any tree z ∈ TΣ (Y ) in the following way. S rewrites t into bbtm[t, . . . , t], where
m = height(z). Let w ∈ TΣ (X) be such that z can be obtained from w by renaming the variables. Observe that
bbtm[t, . . . , t] is an instance of w. Hence S moves the suitable variables of t up to the frontier of w which is equal to
the frontier of z.
Rewrite system S over Σ consists of the following fourteen rules:
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(1) f ( f (x1, x2), x3)→ f (x1, x2),
(2) f ( f (x1, x2), x3)→ x3,
(3) f ( f (x1, x2), x3)→ f (x1, x3),
(4) f ( f (x1, x2), x3)→ f (x2, x3),
(5) f ( f (x1, x2), x3)→ x1,
(6) f ( f (x1, x2), x3)→ x2,
(7) f (x1, f (x2, x3))→ x1,
(8) f (x1, f (x2, x3))→ f (x2, x3),
(9) f (x1, f (x2, x3))→ f (x1, x2),
(10) f (x1, f (x2, x3))→ f (x1, x3),
(11) f (x1, f (x2, x3))→ x2,
(12) f (x1, f (x2, x3))→ x3,
(13) f ( f (x1, x2), x3)→ f ( f ( f (x1, x2), x3), f ( f (x1, x2), x3)),
(14) f (x1, f (x2, x3))→ f ( f (x1, f (x2, x3)), f (x1, f (x2, x3))).
Lemma 3.1. Let t ∈ TΣ (X) be such that size f (t) ≥ 2 and let i ∈ {1, 2}, α, αi ∈ POS(t). Then t→S t[α← t/αi].
Proof. We observe that lab(t, α) = f . We distinguish twelve cases.
Case 1: α = λ, i = 1, and lab(t, αi) = f . Then we apply the first rule of S at position α.
Case 2: α = λ, i = 1, and lab(t, αi) ∈ X . Then we apply the seventh rule of S at position α.
Case 3: α = λ, i = 2, and lab(t, αi) = f . Then we apply the eighth rule of S at position α.
Case 4: α = λ, i = 2, and lab(t, αi) ∈ X . Then we apply the second rule of S at position α.
Case 5: α = β1, i = 1, and lab(t, αi) = f . Then we apply the first rule of S at position α.
Case 6: α = β1, i = 1, and lab(t, αi) ∈ X . Then we apply the third rule of S at position β.
Case 7: α = β1, i = 2, and lab(t, αi) = f . Then we apply the eighth rule of S at position α.
Case 8: α = β1, i = 2, and lab(t, αi) ∈ X . Then we apply the fourth rule of S at position β.
Case 9: α = β2, i = 1, and lab(t, αi) = f . Then we apply the first rule of S at position α.
Case 10: α = β2, i = 1, and lab(t, αi) ∈ X . Then we apply the ninth rule of S at position β.
Case 11: α = β2, i = 2, and lab(t, αi) = f . Then we apply the eighth rule of S at position α.
Case 12: α = β2, i = 2, and lab(t, αi) ∈ X . Then we apply the tenth rule of S at position β.
In all twelve cases we get t→S t[α← t/αi]. 
Lemma 3.2. Let t ∈ TΣ (X) be such that size f (t) ≥ 2 and let i, j ∈ {1, 2}, α, αi, αi j ∈ POS(t). Then
t→S t[α← t/αi j].
Proof. We observe that lab(t, α) = f and lab(t, αi) = f . We distinguish four cases.
Case 1: i j = 11. Then we apply the fifth rule of S at position α.
Case 2: i j = 12. Then we apply the sixth rule of S at position α.
Case 3: i j = 21. Then we apply the eleventh rule of S at position α.
Case 4: i j = 22. Then we apply the twelfth rule of S at position α.
In all four cases we get t→S t[α← t/αi j]. 
Lemma 3.3. Let t ∈ TΣ (X) be such that size f (t) ≥ 2 and let α, β ∈ POS(t) be such that α ≺ β. Then
t→∗S t[α← t/β].
Proof. Let γ ∈ N∗ such that αγ = β. We proceed by induction on length(γ ).
Base Case: length(γ ) = 1. By Lemma 3.1, t→S t[α← t/β].
Induction Step: Assume that the lemma is true for length(γ ) = k, where k ≥ 1. We now show that the lemma is
true for length(γ ) = k + 1. Since k ≥ 1, length(γ ) = k + 1 ≥ 2. We distinguish two cases.
Case 1: length(γ ) = 2. Then by Lemma 3.2 t→S t[α← t/β].
Case 2: length(γ ) > 2. Then γ = iδ for some i ∈ N and δ ∈ N∗. Then size f (t/αi) ≥ 2. By Lemma 3.1,
t→S t[α← t/αi]. By the induction hypothesis, t[α← t/αi]→∗S t[α← t/β]. Hence t→∗S t[α← t/β]. 
Lemma 3.4. Let t ∈ TΣ (X) be such that size f (t) ≥ 2. Let m ≥ 1, and let α1, β1, . . . , αm, βm ∈ POS(t) be such that
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• for any 1 ≤ i < j ≤ m, αi and α j are incomparable, and
• αi ≺ βi for 1 ≤ i ≤ m.
Then t→∗S t[α1← t/β1, . . . , αm ← t/βm].
Proof. We proceed by induction on m.
Base Case: m = 1. Then we are done by Lemma 3.3.
Induction Step: Assume that the lemma is true for some m. We now show that the lemma is true for m + 1. By the
induction hypothesis,
t
∗→
S
t[α1← t/β1, . . . , αm ← t/βm].
Since αm and αm+1 are incomparable, length(αm+1) ≥ 1. Observe that αm+1 ∈ POS(t[α1 ← t/β1, . . . , αm ←
t/βm]). Thus we have
size f (t[α1← t/β1, . . . , αm ← t/βm]) ≥ 2.
Hence by Lemma 3.3,
[α1← t/β1, . . . , αm ← t/βm] ∗→
S
t[α1← t/β1, . . . , αm+1← t/βm+1].
Thus t→∗S t[α1← t/β1, . . . , αm+1← t/βm+1]. 
Lemma 3.5. Let t ∈ TΣ (X) such that size f (t) ≥ 2. Then t→∗S bbtm[t, . . . , t] for m ≥ 0.
Proof (Sketch). By induction on m. In the induction step we apply the thirteenth and fourteenth rules of S. 
Lemma 3.6. Let Y ⊆ X, t ∈ APΣ (Y ), and z ∈ TΣ (Y ). If size f (t) ≥ 2, then t→∗S z.
Proof. Let m = height(z). By Lemma 3.5, t→∗S bbtm[t, . . . , t]. Let w ∈ TΣ (Xk), k ≥ 0, be such that z =
w[xi1 , . . . , xik ]. Then bbtm = w[s1, . . . sk] for some s1, . . . , sk ∈ TΣ (X). Hence bbtm[t, . . . , t] = w[v1, . . . vk],
where for each 1 ≤ i ≤ k, vi ∈ TΣ (Y ) is an instance of si and vi/αi = t for some position αi ∈ POS(vi ). By
Lemma 3.4, bbtm[t, . . . , t]→∗S z. 
We now define the rewrite system R over Σ . Let R = S∪{ f (x1, x2)→ f (x1, x1)}. Observe that sign(R) = { f } =
Σ .
Intuitively, for any Y ⊆ X , S rewrites in finitely many steps any tree t ∈ APΣ (Y ) with size f (t) ≥ 2 into any tree
z ∈ TΣ (Y ). Hence we get that R also rewrites in finitely many steps any tree t ∈ APΣ (Y ) with size f (t) ≥ 2 into any
tree z ∈ TΣ (Y ).
Lemma 3.7. Let Y ⊆ X and t ∈ APΣ (Y ). If size f (t) ≥ 2, then R∗Σ ({t}) = TΣ (Y ).
Proof. By Lemma 3.6, for any Y ⊆ X and t ∈ APΣ (Y ), if size f (t) ≥ 2, then S∗Σ ({t}) = TΣ (Y ). As S ⊆ R, we are
done. 
For each n ≥ 0, we define the ranked alphabet ∆(n) by adding n constants, ]1, . . . , ]n to Σ . Put it in another way,
∆(n) = ∆(n)0 ∪ ∆(n)2 , ∆(n)0 = {]1, . . . , ]n}, and ∆(n)2 = { f }. Let Γ ⊆ {]1, . . . , ]n}. Then let OC∆(n)(Γ ) = {t ∈
T∆(n) | cons(t) ∩ {]1, . . . , ]n} = Γ }. In other words, OC∆(n)(Γ ) consists of all trees t ∈ T∆(n) such that all elements
of Γ appear in t and no element of {]1, . . . , ]n} − Γ appears in t . From now on we consider R as a rewrite system
over ∆(n). Lemma 3.7 implies the following result.
Lemma 3.8. Let n ≥ 0, Γ ⊆ {]1, . . . , ]n}, and let t ∈ OC∆(n)(Γ ). If size f (t) ≥ 2, then R∗∆(n)({t}) = TΣ∪Γ .
By direct inspection of R we get the following observations.
Observation 3.9. Let t = f (t1, t2) for some t1, t2 ∈ ∆(n)0 . Then R∗∆(n)({t}) = { f (t1, t2), f (t1, t1)}.
Observation 3.10. Let t ∈ ∆(n)0 . Then R∗∆(n)({t}) = {t}.
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Theorem 3.11. Let n ≥ 0, ∆(n) = ∆(n)0 ∪ ∆(n)2 , ∆(n)0 = {]1, . . . , ]n}, and ∆(n)2 = { f }. Then rewrite system R
effectively preserves ∆(n)-recognizability.
Proof. Let A be a tree automaton over ∆(n). We construct a tree automaton C recognizing the tree language
R∗
∆(n)
(L(A)) as follows. We construct a set W of tree automata over ∆(n). For each subset Γ ⊆ {]1, . . . , ]n},
OC∆(n)(Γ ) is a recognizable tree language and we construct a tree automaton over∆
(n) recognizing the tree language
OC∆(n)(Γ ). Thus for each subset Γ ⊆ {]1, . . . , ]n}, we decide whether L(A) contains a tree t in t ∈ OC∆(n)(Γ )
such that size f (t) ≥ 2. If the answer is yes, then we construct a tree automaton B recognizing the tree language TΣ∪Γ ,
and we put B in the set W . For any t1, t2 ∈ {]1, . . . , ]n}, we decide whether f (t1, t2) is an element of L(A). If the
answer is yes, then we construct a tree automaton B recognizing the tree language { f (t1, t2), f (t1, t1)}, and we put
B in the set W . For each t ∈ {]1, . . . , ]n}, we decide whether t is an element of L(A). If the answer is yes, then
we construct a tree automaton B recognizing the tree language {t}. Then we put B in the set W . We construct a tree
automaton C such that L(C) = ⋃{L(B) | B ∈ W }. By Lemma 3.8 and Observations 3.9, 3.10, and the construction
of C, L(C) = R∗
∆(n)
(L(A)). 
Theorem 3.12. Let Ω = Ω0 ∪ Ω1 ∪ Ω2, Ω0 = {]1}, Ω1 = {g}, Ω2 = { f }. Then rewrite system R does not preserve
Ω -recognizability.
Proof. Observe that we defined the ranked alphabet Ω by adding the nullary symbol ]1 and the unary symbol g to
sign(R), that is, Ω = sign(R)∪{]1, g}. Now we consider R as a rewrite system over Ω . Let g0(]1) = ]1, and for each
n ≥ 1, let gn(]1) = g(gn−1(]1)). Consider the recognizable tree language L = { f (gn(]1), ]1) | n ≥ 0} over Ω . Let
t ∈ L be arbitrary. Then t = f (gn(]1), ]1) for some n ≥ 0. Observe that size f (t) = 1. Hence no rule of S is applicable
to t . On the other hand, we can apply the rule f (x1, x2)→ f (x1, x1) to t : t→R f (gn(]1), gn(]1)). Observe that no
rule of S is applicable to f (gn(]1), gn(]1)). We can apply the rule f (x1, x2) → f (x1, x1) to f (gn(]1), gn(]1)):
f (gn(]1), gn(]1))→R f (gn(]1), gn(]1)). Since we get f (gn(]1), gn(]1)) again, R∗Ω ({t}) = {t, f (gn(]1), gn(]1))}.
In this way, R∗Ω (L) = L ∪ { f (gn(]1), gn(]1)) | n ≥ 0}. It should be clear that R∗Ω (L) is not a recognizable tree
language over Ω . Hence R does not preserve Ω -recognizability. 
By Theorem 3.12, we get the following result.
Consequence 3.13. Rewrite system R does not preserve recognizability.
Let R be a rewrite system over the ranked alphabet sign(R), where sign(R) contains at least one constant. For each
n ≥ 1, we define the ranked alphabet ∆(n) by adding n constants, ]1, . . . , ]n to sign(R), where ]i 6∈ sign(R) for
1 ≤ i ≤ n. That is, for each n ≥ 1, ∆(n) = sign(R) ∪ {]1, . . . , ]n}. One might believe the following. If the trs R
effectively preserves sign(R)-recognizability then for any n ≥ 1, R preserves∆(n)-recognizability. We now show that
this belief is not justified. Let sign(R) consist of the binary symbol f and constant $, and let the rewrite system R
consist of the following three rules:
f ($, $)→ $,
$→ f ($, $),
f (x1, x2)→ f (x1, x1).
By induction on height(t), we can show that for each t ∈ Tsign(R), t→∗R $ and that for each t ∈ Tsign(R), $→∗R t .
Hence for all t, s ∈ Tsign(R), t→∗R s. Thus for each t ∈ Tsign(R), R∗sign(R)({t}) = Tsign(R). Consequently for each
nonempty tree language L ⊆ Tsign(R), R∗sign(R)(L) = Tsign(R). This implies that trs R effectively preserves sign(R)-
recognizability.
We now show that the trs R does not preserve ∆(2)-recognizability. To this end, for each n ≥ 0, we define the nth
comb combn ∈ T∆(2) in the following way. comb0 = ]1. For each n ≥ 1, combn = f (combn−1, ]2). For example,
comb3 = f ( f ( f (]1, ]2), ]2), ]2). Let CO = {combn | n ≥ 0}. We now show that R∗∆(2)(CO) is not a recognizable
tree language over ∆(2). To this end, consider the tree language M = R∗
∆(2)
(CO) ∩ T∆(1) . By the definition of R,
CO , and M , we get that M = {bbtn[]1, . . . , ]1] | n ≥ 0}. It is well-known that {bbtn[]1, . . . , ]1] | n ≥ 0} is not a
recognizable tree language over ∆(2). The intersection of any two recognizable tree languages is also recognizable.
If R∗
∆(2)
(CO) were a recognizable tree language, then M would also be recognizable. Hence R∗
∆(2)
(CO) is not a
recognizable tree language over ∆(2). Thus the trs R does not preserve ∆(2)-recognizability.
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Modifying the above arguments we can show that the trs R does not preserve ∆(1)-recognizability either. In the
definition of combn we replace ]2 with ]1. The tree language K consists of all trees s ∈ T∆(1) such that for each
α ∈ POS(s), if lab(s, α) = f and lab(s, α2) = ]1, then lab(s, α1) = ]1. Then K is a recognizable tree language over
∆(1). In the definition of M we replace ∆(2) by ∆(1) and we replace T∆(1) by K . That is, M = R∗∆(1)(CO) ∩ K .
Similarly to the above proof, we can show that M = {bbtn[]1, . . . , ]1] | n ≥ 0}. Hence R∗∆(1)(CO) is not a
recognizable tree language over ∆(1).
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