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Abstract
The dynamics of any quantum system is unavoidably influenced by the external
environment. Thus, the observation of a quantum system (probe) can allow
the measure of the environmental features. Here, to spectrally resolve a noise
field coupled to the quantum probe, we employ dissipative manipulations of
the probe, leading to so-called Stochastic Quantum Zeno (SQZ) phenomena. A
quantum system coupled to a stochastic noise field and subject to a sequence
of protective Zeno measurements slowly decays from its initial state with a
survival probability that depends both on the measurement frequency and the
noise. We present a robust sensing method to reconstruct the unkonwn noise
power spectral density by evaluating the survival probability that we obtain
when we additionally apply a set of coherent control pulses to the probe. The
joint effect of coherent control, protective measurements and noise field on the
decay provides us the desired information on the noise field.
Keywords: Open quantum systems, quantum noise sensing, stochastic
quantum Zeno effect
1. Introduction
The aim of quantum noise spectroscopy is to indirectly infer statistical fea-
tures of noise fluctuation fields acting on a quantum system used as probe [1].
Dynamical decoupling sequences [2, 3, 4, 5], that can be seen as an extension of
the Ramsey interference measurement, are the standard tool for quantum noise
spectroscopy [6, 7, 8, 9]. To enhance the information content, a set of coherent
control pulses has to be independently applied to the probe, such that properly
designed reconstruction algorithms allow for a high reconstruction fidelity of
the noise power spectral density [10, 11, 12, 13, 14, 15]. However, also quantum
sensing procedures that are an extension of the Rabi measurement can be an
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effective approach [16, 17, 18]. These protocols rely on the SQZ phenomena
and the probe, while it is affected by the noise field to be inferred, is subjected
to a sequence of (not necesarily projective) quantum measurements, which con-
fine the probe system in its initial state (or subspace). For a sufficiently small
amount of noise and sufficiently frequent measurements, such a procedure tends
to freeze the dynamics of the system [19, 20, 21, 22, 23, 24, 25, 26, 27], while for
a low repetition rate, the measurements can even enhance the decay (Anti-Zeno
regime) [28, 29, 30] Conversely, if the evolution of the probe is stochastic due
to the presence of an external fluctuating field, and the measurements are ap-
plied at an intermediate repetition rate, the confinement of its wave-function in
the initial state (subspace) slowly decays and the decay depends on the statis-
tics of the noise field [31, 32, 33]. This has opened the way to the sensing of
the fluctuations of noise [16, 17, 34]. Here, we first present the general idea
of the SQZ approach to quantum noise sensing and then discuss the adopted
approximations and the error propagation in the spectral reconstruction.
2. Stochastic Quantum Zeno
Let us consider a quantum system governed by the Hamiltonian H(t) =
H0 + Ω(t)Hn, where H0 is the static Hamiltonian of the system and Ω(t) is a
stochastic noise field coupled to the system via the operator Hn.
SQZ phenomena can be observed by applying a sequence of (not necesarily
projective) measurements that confine the system dynamics in a subspace. In
our case, we apply a sequence of N projective measurements of the population in
the initial state |ψ0〉 at times tj (j = 0, . . . , N). More details on the measurement
scheme and an experimental realization can be found in [17, 33]. The key feature
is to throw away the measurement outcome if we do not find the system in |ψ0〉
and keep only the outcome associated to |ψ0〉. This effectively resets the state
of the system to |ψ0〉, while the population in |ψ0〉 reduces at each step (i.e.,
after each measurement) by the factor
qj =
∣∣∣∣∣
〈
ψ0
∣∣∣∣∣T exp
(
−i
∫ tj
tj−1
H(t)dt
)∣∣∣∣∣ψ0
〉∣∣∣∣∣
2
, (1)
where T denotes the time-ordering operator and the reduced Planck constant ~
has been set to 1. For small time intervals tj − tj−1 we can make the following
second-order Dyson-series approximation:
qj ≈
∣∣∣∣∣
〈
ψ0
∣∣∣∣∣1− i
∫ tj
tj−1
H(t)dt−
∫ tj
tj−1
∫ t
tj−1
H(t)H(t′)dtdt′
∣∣∣∣∣ψ0
〉∣∣∣∣∣
2
. (2)
If we set |ψ0〉 = |0〉, H0 = ∆σz and Hn = σx, with the Pauli-operators
σz = |0〉〈0| − |1〉〈1|, σx = |0〉〈1|+ |1〉〈0| and level splitting ∆, we obtain
H(t) = ∆σz +Ω(t)σx and qj ≈ 1−
(∫ tj
tj−1
Ω(t)dt
)2
. (3)
2
It is worth noting that, due to the choice of the initial state and the measurement
operator, the contribution of the level splitting ∆ vanishes in the second order
approximation and only the term Ω(t)σx contributes to qj .
3. Quantum Probes based on the Stochastic Quantum Zeno
Now, let us investigate how such a two-level system can be used as a quantum
probe within the framework of SQZ effect. For this purpose, we introduce an
additional control field (on the σx operator) so that the Hamiltonian of the
two-level system with basis states |0〉 and |1〉 reads:
H(t) = ∆σz +Ωc(t)σx +Ωn(t)σx (4)
where Ωc(t) and Ωn(t) denote, respectively, the control and stochastic noise
fields. The initial state of the system is again |0〉. Therefore, according to the
second-order Dyson-series approximation in section 2, one obtains
qj = 1−
(∫ tj
tj−1
Ωc(t) + Ωn(t)dt
)2
. (5)
3.1. Survival Probability: Contribution of Noise and Control
While in the previous subsections we have focused on the survival probability
after one single measurement, here, we study the overall survival probability af-
ter applying a sequence of N measurements, that is simply given by the product
of the single measurement survival probabilities qj :
P =
N∏
j=1
qj ≈ exp

− N∑
j=1
(∫ tj
tj−1
Ωc(t) + Ωn(t)dt
)2 . (6)
Hence, P factorizes in three contributions, i.e.
P = PnPcPcn , (7)
where Pn only depends on the noise, Pc only on the control and Pcn on both.
They are given by the following expressions:
Pn = exp

− N∑
j=1
(∫ tj
tj−1
Ωn(t)dt
)2 , Pc = exp

− N∑
j=1
(∫ tj
tj−1
Ωc(t)dt
)2,
Pcn = exp

−2 N∑
j=1
(∫ tj
tj−1
Ωc(t)dt
)(∫ tj
tj−1
Ωn(t
′)dt′
)
 . (8)
If the noise is weak enough, i.e.,
N∑
j=1
(∫ tj
tj−1
Ωn(t)dt
)2
≪ 1, then we can neglect
the factor Pn ≈ 1. The term Pc, instead, depends only on the control pulse and,
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thus, it can be directly calculated. Finally, the term Pcn is a cross-term of noise
and control and contains all the interesting information that we can extract on
the fluctuating noise field.
Now, we have to understand in more detail, what exactly we can learn about
the noise from the value of Pcn. We start by defining
Ω˜c(t) ≡
N∑
j=1
(∫ tj
tj−1
Ωc(t
′)dt′
)
wj(t), with wj(t) =
{
1 tj−1 ≤ t < tj
0 otherwise.
(9)
By this definition Ω˜c(t) is the piece-wise average of Ωc(t) in each interval between
two measurements, and can write
N∑
j=1
(∫ tj
tj−1
Ωc(t)dt
)(∫ tj
tj−1
Ωn(t
′)dt′
)
=
N∑
j=1
(∫ tj
tj−1
(∫ tj
tj−1
Ωc(t)dt
)
Ωn(t
′)dt′
)
=
N∑
j=1
(∫ tj
tj−1
Ω˜c(t
′)Ωn(t
′)dt′
)
=
∫ tN
t0
Ω˜c(t)Ωn(t)dt .
In this way, Pcn can be simply expressed in the following more compact form:
Pcn = exp
[
−2
∫ tN
t0
Ω˜c(t)Ωn(t)dt
]
. (10)
4. Estimation of the Noise Correlation Function
As we have seen in section 3.1, a population measurement at the end of
the Zeno sequence of the remaining population in state |0〉 will provide the
survival probability P = PnPcPcn. As discussed above, Pcn is an unknown
quantity depending on the correlation between noise and control and contains
the information on the noise field to be inferred. Indeed, one has that Pcn ≈
P/Pc, and ∫ tN
t0
Ω˜c(t)Ωn(t)dt ≈ −
1
2
ln
P
Pc
. (11)
Each time we repeat the Zeno sequence, we can measure this quantity. How-
ever, the noise Ωn(t) will be different each time, since it is a stochastic field. As
recently shown in [17], by averaging the square of the integral in Eq. (11) with
respect to the noise realizations, one gets
1
4
〈
ln2
P
Pc
〉
≈
1
4
〈
ln2 Pcn
〉
=
〈(∫ tN
t0
Ω˜c(t)Ωn(t)dt
)2〉
=
∫ tN
t0
∫ tN
t0
Ω˜c(t)Ω˜c(t
′) 〈Ωn(t)Ωn(t
′)〉 dtdt′ ≡ χ2N , (12)
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where we have defined the function χ2N that quantifies the correlation of noise
and control. We call it second-order decoherence function. Since the con-
trol field Ω˜c(t) is not stochastic, the average is performed only over the noise
contribution and we can summarize it in the noise autocorrelation function
g(t − t′) ≡ 〈Ωn(t)Ωn(t
′)〉. Thereby, we assume that the noise field is de-
scribed by a stationary stochastic process, such that the autocorrelation function
g(t − t′) = g(τ) depends only on the time difference τ ≡ t′ − t. We introduce
the noise power spectral density S(ω) through the inverse Fourier transform
g(τ) =
1
2pi
∫
∞
0
S(ω)eiωτdω, with the result that the second-order decoherence
function in the spectral form equals to
χ2N =
1
2pi
∫
∞
0
∫ tN
0
∫ tN
0
S(ω)eiω(t−t
′)Ω˜c(t)Ω˜c(t
′)dt′dt′′dω . (13)
Then, if we introduce also the Fourier transform of the control field, i.e., Y (ω) ≡∫ tN
0
Ω˜c(t
′)eiωt
′
dt′, and the filter function F (ω) ≡ 12pi |Y (ω)|
2, the second-order
decoherence function becomes
χ2N =
∫
∞
0
S(ω)F (ω)dω , (14)
similarly to the Ramsey-type dynamical decoupling case [1, 10] In this way, by
measuring χ2N for different choices of the control field Ω˜c(t), we can obtain
the noise power spectral density S(ω) in different frequency regimes and, thus,
reconstruct its functional shape [8, 15, 17] as desired.
4.1. Higher order correlation functions
We can also generalize the approach presented above to correlation functions
of arbitrary order. To this end, we introduce the k-th order decoherence function
χ
(k)
N =
1
4
〈
lnk Pcn
〉
=
∫ tN
t0
· · ·
∫ tN
t0
Ω˜c(t
(1)) . . . Ω˜c(t
(k))
〈
Ωn(t
(1)) · · ·Ωn(t
(k))
〉
dt(1) · · · dt(k) (15)
that allows to evaluate the k-point noise correlation function
g(k)(t(1), . . . , t(k)) ≡
〈
Ωn(t
(1)) . . .Ωn(t
(k))
〉
. (16)
Note that the measurement of higher order noise correlation functions can be
very important in cases where the noise statistics is not characterized completely
by the second-order correlation, e.g., for non-Gaussian noise fields.
5. Ergodic hypothesis and experimental error analysis
Since Pcn is a stochastic variable and takes a different value each time the
sensing procedure is repeated, we can discuss it in terms of ergodicity. The main
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reasons for the stochasticity are:
(i) finite duration of the sensing protocol and stochaticity of the noise field
(ii) imperfections in the probe dynamics and control pulses and the application
of non-ideal intermediate projective measurements (implementation of F (ω)),
(iii) errors in the measurements of P .
In our sensing protocol, the original spectral density S(orig) has to be recon-
structed from the measurements of P , leading to its reconstruction S(rec). We
start by choosing K different filter functions Fk(ω) (k = 1, . . . ,K). For each
filter function we perform M times the time dynamics and final measurement
of P . Ideally, each time we would measure
χk =
∫
∞
0
S(orig)(ω)Fk(ω)dω. (17)
Due to the aforementioned errors, instead, we measure χk,m = χk + ∆χk,m,
where ∆χk,m (m = 1, . . . ,M) encodes the cummulative error in the measure-
ment. We can calculate the mean and standard deviation of χk,m as
χk ≡
1
M
M∑
m=1
χk,m and ∆χk ≡
√√√√ 1
M − 1
M∑
m=1
(χk,m − χk)
2 . (18)
To reconstruct S(rec)(ω) from the measurements, we have to calculate the
Gramian matrix Akl =
∫
∞
0
Fk(ω)Fl(ω)dω. This symmetric matrix can be
orthogonalized as A = V TΛV , where V contains the eigenvectors of A and
Λ = diag(λ1, . . . , λK) the eigenvalues. Then, the noise power spectal density
can be reconstructed as
S(rec)(ω) =
K∑
k=1
χkF˜k(ω), (19)
where the F˜k(ω) ≡
∑K
i,l=1
1
λl
VlkVliFi(ω) are the transformed filter functions
(i.e., corrected by the inverse Gramian matrix). As a consequence, the recon-
struction error can be estimated as
∣∣S(rec)(ω)− S(orig)(ω)∣∣ ≈ ∆S(rec)(ω) ≡ K∑
k=1
F˜k(ω)∆χk . (20)
Now, we can analyze the precision of the reconstruction given by Eq. (20). First
of all, we obviously obtain an error from the reconstruction of the spectral den-
sity in a truncated space. This depends on the choice of filter functions (spectral
shape and number) and the shape and bandwidth of the noise power spectral
density. However, within the subspace spanned by the filter functions, the re-
construction error exclusively arises from the ∆χk,m. Here, we have already
named three main contributions in the beginning of this section.
If we ignore for a moment errors (ii) and (iii) and focus on (i), we can
make the following considerations concerning the possible breaking of the ergodic
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hypothesis of the system-environment interaction modes [33]. In this regard, if
the duration tN of the single experiment is long enough to effectively reduce the
stochasticity due to error (i), then one could just find, also experimentally, that
ln2 Pcn ≈ 〈ln
2 Pcn〉 . (21)
The validity of Eq. (21) corresponds to an ergodic hypothesis, i.e., to the equality
between the ensemble and time average of Pcn. The former is ideally computed
over an infinite number of protocol realizations with finite duration tN , while
the latter is derived by applying once an ideally long sensing procedure.
On the other hand, errors (ii) and (iii), stemming from the imperfect re-
alization of the sensing protocol and the finite precision of the final quantum
measurement, respectively, are purely technical errors. With the advance of
quantum technological platforms, these contributions to the error will contin-
uously decrease and thus, the main source of error in Eq. (20) will decrease
as well. In a recent experimental implementation of this protocol [17] with a
BEC [35] on a chip, it has been shown that already present technology can lead
to a small reconstruction error ||∆S(ω)||/||S(orig)(ω)|| < 0.1 (where || · || is the
L2-norm) and that this value could be further decreased by more than an order
of magnitude by improving the precision of implementation and measurement.
6. Discussion and conclusions
We have analyzed in depth a recently introduced quantum sensing tech-
nique based on the SQZ effect. In particular, with respect to Ref. [17], we have
provided new mathematical details, especially regarding the formal expression
of the survival probability P and the measure of high-order noise correlation
functions. Moreover, we have also discussed how to possibly characterize at the
experimental level the influence of non-modeled sources of errors in relation with
ergodicity breaking conditions and technical imperfections. As outlook, these
results represent further steps towards other Zeno-based noise sensing schemes
where, for instance, the noise is non-Gaussian or non-Markovian probe dynamics
play a role.
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