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Abstract
Many environmental issues deal with the movement of immiscible fluids in the subsurface,
e.g., cleanup of oil spills and geological carbon dioxide sequestration. Engineers face a constant
challenge to improve the efficiency of these processes. This can be facilitated by studying the
underlying physics of how fluids flow and interact in these systems.
Traditionally, lab experiments can provide reliable information about fluid architecture in
porous medium, such as trapped fluid volumes and contact area between two immiscible fluids (interfacial area). However, these methods can be expensive and tedious. A well designed numerical
experiment is not only able to describe fluid behavior but can forecast this behavior over time and
space scales not achievable in the lab. Numerical models can serve as excellent tools that enable
visualization of direct fluid interactions in the porous domain.
The development of fluid interfaces, i.e., interfacial area, is a key component in multi-phase
flow, that influences chemical mass transfer in the system. However, it is not clearly understood
how interfacial area evolves as a function of time during multi-phase flow due to limitations in lab
experiments.
Therefore, the objective of this research is to assess how pore-scale factors, such as grain
morphology, can affect the temporal development of interfacial area during multi-phase flow.
Three morphological characteristics were selected: grain-size distribution, grain circularity, and
grain edges (roundness).
The research objective was achieved by the following approach: generating an ensemble of
2D porous media; developing and validating a multi-phase lattice Boltzmann model; conducting
simulations of immiscible displacement of fluid in the ensembles of 2D porous domain. The influence of the grain morphology was analyzed by calculating the interfacial area and fluid saturation
as a function of time during the simulation. In addition, the 2D numerical model was also extended
x

to 3D for future research investigations, and preliminary drainage simulation was conducted in a
3D porous media.
The results from the simulations highlighted three distinct effects of grain morphology.
The effect of grain-size distribution was more prominent at a coefficient of uniformity equal to
2.29. It was seen that the temporal evolution of interfacial area was same for all uniform to moderately sorted groups, except for the group with a coefficient of uniformity equal to 2.29. This
group showed a delay in acquiring peak interfacial areas. The behavior of grain circularity did
not prominently influence the temporal evolution of interfacial area but had more influence on the
trapped wetting phase volumes. Overall circular grains showed higher trapped wetting phase volume. Moreover, grain edges did not show a significant impact on the formation of peak interfacial
area values within the comparing groups. However, collectively the grain characteristics showed
vastly different behavior. It is important to note that these results are only applicable to fluid pairs
with unit density and viscosity ratios, under high flow conditions.
These outcomes are promising and important as they indicate that grain morphology can
play a major role in multi-phase fluid trapping and transport. This provides detail about the fluid
architecture present in the subsurface which can affect efficiency of a treatment process. Information about these systems contributes to improving the engineering of cleanup of oil spills and
carbon dioxide sequestration.

xi

Chapter 1: Introduction
1.1

Background and Motivation
The flow of immiscible fluids or multi-phase flow in porous media is an area of extensive

research, with broad applications, especially in hydrogeology and environmental engineering. Examples of these applications include water and gas interaction in fuel cells (Andersson et al., 2016),
contamination or remediation of non-aqueous phase liquids (NAPL) in groundwater (Mercer and
Cohen, 1990), and geological carbon dioxide sequestration (Huppert and Neufeld, 2014).
Research in multi-phase flow in porous media extends over an impressive spatial scale,
which ranges from the molecular level, pore-scale (mm to cm), core-scale (cm to m) and reservoirscale (km). The overall bulk fluid flow in a system has been shown to be the result of the average
fluid behavior at the pore scale (Gray and Miller, 2005; Blunt, 2017; Zhao et al., 2019). The local
fluid-fluid interactions that take place at the pore scale influence fluid transport and/or retention in
the system. It is important to understand the behavior and fate of fluids in porous medium to better
engineer applications e.g., groundwater remediation and carbon dioxide sequestration.
A fundamental parameter that influences fluid behavior in multi-phase system is interfacial
area. Interfacial area represents the interacting fluid boundary, where the immiscible fluids co-exist
separately. It permits chemical and heat transfer across the boundary, even though the fluids do
not mix. Therefore, interfacial area influences the interphase mass transfer in a system, affecting
chemical processes of dissolution, volatilization, and evaporation (Ahrenholz et al., 2011; Schnaar
and Brusseau, 2005).
Although interfacial area is a bulk fluid property, it is controlled by pore-scale factors such
as driving fluid force, geometry of the pore space, and properties of the fluids (e.g., viscosity,
density) (Payatakes, 1982). If the driving force and fluid properties are kept constant, the transport
1

and trapping of immiscible fluids, and consequently interfacial area is controlled by the available
pore shape (Mayer and Miller, 1992). The pore shape is formed by grain characteristics such as
diameter and shape of the grain, which have been shown to influence the formation of interfacial
area (Brusseau et al., 2009; Al-Raoush, 2014; Jiang et al., 2019).
During multi-phase flow, interfacial area does not remain constant but evolves with time.
The temporal evolution of interfacial area occurs as a result of break-up and coalescence of the
fluids during immiscible displacement. Since porous media properties influence interfacial area,
it is reasonable to hypothesize that the temporal evolution of interfacial area is regulated by the
properties of porous media.
Experimental determination of interfacial area in actual soil samples under realistic flow
conditions use either indirect chemical methods, e.g., interfacial partitioning tests (Brusseau and
Taghap, 2020), or direct visualization methods, e.g., micro-computed tomography (Wildenschild
and Sheppard, 2013). Both approaches can provide reliable and accurate pore-scale measures for
interfacial area (Brusseau et al., 2007, 2008; McDonald et al., 2016). The dependence of interfacial
area on the granular properties has been investigated through lab experiments (Peng and Brusseau,
2005; Brusseau et al., 2009; Costanza-Robinson et al., 2009; Al-Raoush, 2014; Jiang et al., 2019).
These studies have elucidated the effect of granular characteristics, for example grain diameters
and grain morphology, on interfacial area under steady-state conditions, but not have evaluated the
temporal effect. Since these experimental approaches are time-consuming, they provide a coarse
temporal outlook in interfacial area (Fakhari et al., 2018); therefore these are best applied to steadystate conditions. Furthermore, the practicalities of working with physical experimental systems
makes it infeasible to conduct physical experiments on a large number of samples with carefully
controlled properties such as grain-size distribution. Overall, physical experimental techniques are,
at present, not amenable to controlled determination of how grain morphology affects temporal
evolution of interfacial area.

2

1.2

Research Objectives
The overall objective of this dissertation research is to quantify the temporal evolution

of specific interfacial area during drainage and imbibition as a function of grain geometry. The
rationale for this work is that elucidating the impact of grain geometry on interfacial area will help
the understanding of inter-phase mass transfer in porous media, which will assist remediation and
sequestration efforts. This research will focus on modeling of a two-phase immiscible system in
simulated 2D and 3D pore geometries by using the lattice Boltzmann (LB) method (Gunstensen
et al., 1991). This will be accomplished by the following specific objectives:
1. Generate an ensemble of computer-simulated porous media that quantitatively represents
realistic grain geometry with specified morphological parameters such as grain size distribution, grain circularity and grain edges;
2. Develop and validate a numerical multi-phase model that can simulate drainage and imbibition in simulated porous media;
3. Quantify the effect of grain-size distribution on the evolution of interfacial area under drainage
and imbibition;
4. Quantify the effect of overall grain shape (in terms of circularity, i.e., circular and elongated)
on the evolution of interfacial area under drainage and imbibition;
5. Quantify the effect of grain edges (angularity, i.e., sharp edges and smoother edges) on the
evolution of interfacial area under drainage and imbibition.
Taken together, these five specific goals will test the hypothesis that grain and pore morphology have a statistically significant effect on temporal evolution of interfacial area. To the best
of my knowledge, it is the first study that is going to characterize the impact of grain geometry on
the development and evolution of interfacial area in two-phase systems.

3

1.3

Dissertation Synopsis
This dissertation is organized into eight chapters. Chapter 1 provides the motivation of the

research and its objectives. The details of the multi-phase model, the color gradient variant of lattice Boltzmann models (Gunstensen et al., 1991; Rothman and Keller, 1988), used in this research
and review of the improvements is presented in chapter 2. Chapter 3 reviews the research development of interfacial area and its dependence on porous media properties. The detailed methodology
for this research, which involves sample generation and multi-phase simulation set-up for the 2D
system, is explained in chapter 4. Chapter 5 and 6 presents the results obtained from 2D simulations with focus on temporal evolution of interfacial area and analysis of interfacial area-saturation
curves. The extension of the 2D model to the 3D model and its preliminary findings are discussed
in chapter 7. Finally, chapter 8 summarizes the conclusions of this dissertation and provides recommendations for future research directions.

4

Chapter 2: Literature Review on Color Gradient Multi-Phase Model
2.1

Introduction
The flow of immiscible (multi-phase) fluids in porous media is important in many problems

in geosciences and environmental engineering. Examples include water percolation through the vadose zone, storage of supercritical carbon dioxide in deep saline aquifers, and clean-up of groundwater contaminated by non-aqueous-phase liquids (e.g., petroleum, chlorinated solvents). To fully
understand such systems, it is necessary to characterize fluid behavior at the pore scale, because
macroscopic (bulk) fluid behavior depends on processes occurring at the pore scale (Blunt, 2017).
Pore-scale factors that might be important include grain and pore morphology, inter-pore connectivity, interfacial tension, and fluid-fluid-solid interactions (i.e., wettability). However, quantifying
the importance of such factors is challenging: the subsurface environment cannot be observed
directly, and it is difficult to create physical (laboratory) models that are both realistic and controllable.
Because of the challenges of running controlled physical experiments with realistic porous
media, pore-scale multi-phase flow is often studied via numerical models that aim to accurately
capture the most important physics of real systems. There are several different methods available
that model pore-scale processes and systems, including pore network models, the lattice Boltzmann method (LBM), Monte Carlo methods, particle dynamics methods, and grid-based computational methods that track interfaces (Meakin and Tartakovsky, 2009). A challenge in the modeling
approach is to accurately simulate fluid behavior and properties while simultaneously obeying
applicable mass and momentum conservation laws. However, many modern pore-scale models
adequately depict the behavior that is seen in laboratory experiments, as demonstrated recently by
Zhao et al. (2019).
5

Of the methods developed heretofore, LBM has proven to be a robust and reliable tool
to simulate flow (including multi-phase flow) in porous media (Guo and Zhao, 2002; Pan et al.,
2004; Sukop and Thorne, 2006; Porter et al., 2009; Boek and Venturolli, 2010). A defining feature
of LBM is that it accounts for pore-scale fluid dynamics that satisfy the incompressible NavierStokes equations, without explicitly solving the partial differential equation (Chen et al., 2014).
Among the advantages of LBM are that it is well suited to application in complex geometries such
as porous media and that computations are local and explicit, making the method amenable to
parallel implementations (Kandhai et al., 1998; Aidun and Clausen, 2010; Tölke, 2010; Liu et al.,
2016a).
Different types of lattice Boltzmann methods have been developed for describing multiphase fluid flow. These include the pseudopotential model (sometimes called the “Shan-Chen”
method) (Shan and Chen, 1992), free energy method (Swift et al., 1996), mean field theory (He
et al., 1999), stabilized diffuse-interface model (Lee and Liu, 2010), and color gradient method
(sometimes called the “Rothman-Keller” method) (Rothman and Keller, 1988; Gunstensen et al.,
1991). Each of these variants has its own strengths, weaknesses, and applications (Aidun and
Clausen, 2010; Liu et al., 2016a). Over the years, the color gradient method (CGM) has matured
into a tool that has characterized various flows in porous media (Huang et al., 2015).
CGM was developed and implemented for immiscible fluids in porous media by Gunstensen et al. (1991), based on the lattice gas model (Rothman and Keller, 1988). A feature of
CGM is its ability to keep the immiscible fluids sufficiently distinct and separate with the help of
an interface thickness parameter. This minimizes the mixing of the fluids at the interface and reduces distortion (Latva-Kokko and Rothman, 2005). The method also conserves momentum at the
local and global scale (McClure et al., 2016), which makes it possible to implement different types
of boundary conditions (free exit) that cannot be implemented with other LBM variants. However,
the method’s main strength is the ability to independently tune fluid and flow parameters (e.g., interfacial tension, contact angle, fluid densities, interface thickness) with individual color gradient
constants or parameters (Ahrenholz et al., 2008). CGM has been utilized in various applications
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such as simulating carbon dioxide in subsurface systems (Liu et al., 2014), quantifying relative
permeability in fractures (Gunde et al., 2013), and understanding capillary hysteresis (Ahrenholz
et al., 2008), to name just a few. Due to CGM’s popularity, some previous authors have compared
its capabilities to those of other leading multi-phase LBM methods, establishing CGM’s capacity
to capture the physics of multi-phase flow phenomena (Huang et al., 2011; Yang and Boek, 2013;
Leclaire et al., 2017a).
The execution and application of the CGM have been described and reviewed previously
by other authors, often as part of broader reviews of multi-phase LBM methods (e.g., Guo and
Shu, 2013; Huang et al., 2015; Liu et al., 2016a). However, certain important practical aspects
of implementing the CGM (e.g., how to model the flow of fluids with widely differing densities
or viscosities, how to implement “open” boundary conditions) have not yet been systematically
reviewed in the previous literature. Furthermore, improvements to the CGM continue to appear in
the literature frequently, and some recent advancements to the CGM (e.g., how to best account for
wettability and contact angles) have not been considered by previous reviews of the method.
Therefore, the overall objective of this chapter is to critically review the capabilities and
implementation of CGM as a method of modeling pore-scale multi-phase flow in porous media.
I aim to provide a review that is helpful both to new users of LBM and to those who are already
expert. Specifically, following brief introductions to LBM and CGM, this chapter aims to review
the state of the art with respect to the following aspects of the color gradient method: (1) how
to achieve numerically stable simulations when modeling the flow of fluids with widely different
viscosities and/or densities; (2) how to simulate fluid flow in a domain with an open boundary
condition (e.g., fluid flushing out of a porous domain); (3) how to simulate the preferential wetting of the solid surfaces of the porous domain by one of the fluids, including how to implement
the desired contact angle between the solid and the fluid; and (4) how to extend the CGM from
two spatial dimensions to three. By systematically reviewing these key aspects and features, this
review will extend our collective ability to apply the CGM to a variety of important problems in
geosciences and engineering.
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2.2

Review of LBM Basics
The lattice Boltzmann method (LBM) for modeling fluid flow is based on a marriage of

two sub-fields of physics: lattice-gas cellular automata and Boltzmann’s kinetic theory of gases
(i.e., statistical mechanics).
A lattice-gas cellular automaton is a system in which fictitious “gas” particles reside on a
grid (lattice) and move between nodes of the grid. Typically, each particle has the same mass and
moves with the same speed as each other. When two particles arrive at the same node at the same
time, the particles collide, and the particles’ velocities (momenta) may be altered by the collision.
Frisch et al. (1986) demonstrated the remarkable result that if the lattice is formulated
properly, and if the collisions are modeled in a manner that conserves particle mass and momentum,
then the lattice-gas cellular automaton is able to simulate the flow of realistic fluids. That is, the
aggregate or macroscopic behavior of the particles on the lattice can be shown to satisfy the NavierStokes equations. This discovery by Frisch et al. (1986) enabled lattice-gas cellular automata to be
developed as tools for computational fluid dynamics.
An important advancement to the pioneering work of Frisch et al. (1986) was modifying
the lattice-gas model to account for the spatio-temporal evolution of distributions of particles, or
probabilities of particle velocities, rather than the movements of individual particles (McNamara
and Zanetti, 1988; Higuera et al., 1989; Higuera and Jiménez, 1989). The evolution of the particle
distributions can be described with the following equation, which, as pointed out by Wolfram
(1986) and others, is similar to a Boltzmann transport equation:
fi (x + ei ,t + 1) = fi (x,t) + Wi ( f (x,t))

(2.1)

where fi (x,t) is the probability of a particle at location x having the velocity ei at time t, and Wi is
the collision operator that operates on f . Because particle movement is constrained to the lattice,
there is a finite set of velocity vectors ei . Also, the time variable t is a discrete integer-valued
variable corresponding to the number of time steps taken; movement from one node on the lattice
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Figure 2.1: Two possible lattice configurations for simulating two-dimensional fluid flow
to an adjacent node requires one time step. Solving for the distribution function f allows the
simulation of macroscopic fluid behavior without the “noise” that is encountered when working
with the individual particles.
Figure 2.1 shows two possible lattice configurations that have been applied for modeling
flow in two dimensions, along with the corresponding set of velocity vectors ei . These two configurations are commonly referred to as D2Q7 and D2Q9. The “D2” notation refers to the fact that
the lattices are two-dimensional, and “Q7” or “Q9” refers to the number of neighbors for each node
in the lattice (including the node itself as one of its neighbors, which allows for the possibility that
a particle can remain stationary rather than moving to an adjoining node).
In classical statistical mechanics, f (x, v,t) is the probability density function for fluid particles at location x having velocity v at time t. The Boltzmann equation for the movement of the
fluid particles (in the absence of an external force field) is
∂f
+v·—f = W
∂t

(2.2)

where W represents the change in particle momentum due to collisions.
It can be seen that Eqn (2.1) is a form of Eqn (2.2) in which the time derivative has been
discretized and in which the particle velocities are constrained to the lattice. Therefore, Eqn (2.1)
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is sometimes termed the “lattice Boltzmann equation”. A major advancement in the application
of Eqn (2.1) was developing a convenient way of estimating the collision operator. In classical
statistical mechanics, Bhatnagar et al. (1954) developed a method for estimating the collision operator in Eqn (2.2); specifically, the collision operator is estimated as “relaxation” of the function
f towards an equilibrium distribution f eq .
The method of Bhatnagar et al. (1954) was applied to the lattice Boltzmann equation by
Qian et al. (1992). Qian et al. (1992) presented the following equations, which constitute the very
popular Bhatnagar-Gross-Krook (or “BGK”) formulation of the lattice Boltzmann method:
fi (x + ei ,t + 1) = fi (x,t) +

eq
fi (x,t) = wi

1 ⇥ eq
f (x,t)
t i


ei · u (ei · u)2
r 1+ 2 +
cs
2c4s

fi (x,t)

⇤

u·u
2c2s

(2.3)

(2.4)

where t is a relaxation time characterizing the particle collision, r is the fluid density (in the lattice
domain), u is the macroscopic velocity vector of the fluid at location x and time t, cs is the speed of
sound (in the lattice domain), and wi is a weighting parameter. Eqn (2.4) is the formulation of f eq
that enables the macroscopic fluid behavior to adhere to the Navier-Stokes equations (Qian et al.,
1992). For this formulation, the viscosity of the fluid (in the lattice domain) is given by
n=

1
(2t
6

1) .

(2.5)

The speed of sound, cs , and the weighting parameters, wi , depend on which lattice geometry
p
is employed. For a D2Q9 lattice, cs = 1/ 3, and
w=



1 1 1 1 1 1 1 1 4
.
9 9 9 9 36 36 36 36 9

(2.6)

For the flow of a fluid in two dimensions, the solution of Eqns (2.3)–(2.6) enables us to
track the particle distribution function f over time and space. However, Eqn (2.4) depends on the
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macroscopic fluid properties r and u. These can be determined by calculating the moments of f ,
according to the following.
r(x,t) = Â fi (x,t)

(2.7)

i

u(x,t) =

Âi fi (x,t) ei
Âi fi (x,t)

(2.8)

Equations (2.3)–(2.8) constitute the foundation for simulating two-dimensional fluid flow
with the lattice Boltzmann method. In practice, the method is implemented through an alternating
series of “streaming” steps and “collision” steps that together satisfy Eqn (2.3). More information
about these steps is provided below in Section 2.3, but some details of implementation are omitted here in the interest of space. The reader is referred to previous work by Sukop and Thorne
(2006), Guo and Shu (2013), Huang et al. (2015), or Mohamad (2019) for additional details of
implementation.

2.3

CGM Framework
The original CGM (Gunstensen et al., 1991) was developed as a combination of the im-

miscible cellular gas automaton (Rothman and Keller, 1988) and the LBM (Higuera and Jiménez,
1989). The method considers two immiscible fluids, a “red” fluid and a “blue” fluid, and thus
considers two particle distribution functions f k , where the superscript k indicates the red or the
blue fluid. Particles of both fluids collide and stream in the lattice domain following the regular
LBM operation described above (Section 2.2), but with an added perturbation step that enables
interfacial tension to be included in the model, and with a “recoloring” step to keep the fluids as
immiscible.
Over the past three decades, the overall model algorithm has remained unchanged, but
improvements to the equations have resulted in better accuracy and better representations of true
multi-phase fluid physics. Some early developments include increased capability to model fluids of
unequal viscosity and/or density (Grunau et al., 1993), improvement in the recoloring step (Latva11

Kokko and Rothman, 2005), and modification of the perturbation equation (Reis and Phillips,
2007). These advances have enabled the model to be used for a wider range of fluid applications
and have paved the way for developing three-dimensional models (Tölke et al., 2002; Liu et al.,
2012; Leclaire et al., 2017a). This section provides the framework of a two-dimensional CGM that
includes the aforementioned improvements of Grunau et al. (1993), Latva-Kokko and Rothman
(2005), and Reis and Phillips (2007). More recent updates pertinent to contrast in fluid viscosity,
contrast in fluid density, and three-dimensional algorithms are considered subsequently in Sections
2.4, 2.5, and 2.8.
The essence of CGM can be expressed as the following analog to Eqn (2.1) (Liu et al.,
2012):
fik (x + ei ,t + 1) = fik (x,t) + Wki (x,t)

(2.9)

where the collision operator Wki (x,t) now represents the aggregate of 3 steps: the single-phase
collision (Wki )1 , the perturbation operation (Wki )2 , and a recoloring process. In practice, the order
of the operations for implementing the CGM is as follows.
1. Calculate macroscopic variables rtot , r k , u
2. Calculate equilibrium distributions for red and blue fluids, f eq,k
3. Apply the single-phase collision operator, (Wki )1 , for both fluids
4. Calculate the “color gradient” between red and blue fluids, C(x,t)
5. Apply the perturbation operator, (Wki )2 , to account for interfacial tension
6. Perform a “re-coloring” step to maintain immiscibility of fluids
7. Stream the particle distributions f k
These steps are discussed in more detail in the paragraphs following.
The first step in the algorithm is calculation of the macroscopic variables: the total density of the combined (composite) fluid rtot , the individual fluid densities r k for the red and blue
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fluids, and the velocity u of the combined fluid. Based on principles of conservation of mass and
momentum, these variables are calculated according to the following.
r k (x,t) = Â fik (x,t)

(2.10)

rtot (x,t) = Â r k (x,t)

(2.11)

i

k

u(x,t) =

Âk Âi ei fik (x,t)
Âk Âi fik (x,t)

(2.12)

The second step involves computing the equilibrium distribution functions f eq,k for the
red and blue fluids, which are used subsequently (step 3) to calculate the single-phase collision
operator (Huang et al., 2014):
eq,k
fi (x,t) = r k


✓
ei · u (ei · u)2
k
Ci + wi
+
c2s
2c4s

u·u
2c2s

◆

(2.13)

where Cik is given by the following.

Cik =

8
>
>
1
>
>
>
>
<

ak
5

if i = 1, 2, 3, 4

1 ak

if i = 5, 6, 7, 8

20
>
>
>
>
>
>
:a k

(2.14)

if i = 9

In Eqn (2.14), a k is a parameter that introduces density contrast between the fluids while maintaining stable hydrodynamic pressures at the interface (cf. Grunau et al., 1993; Reis and Phillips,
2007). The selected values of a r and a b determine the density ratio between the two fluids, the
speed of sound within each fluid, and the pressure within the system, as summarized in Table 2.1.
To simulate a stable density contrast, a k must be selected within the range 0 < a k < 1 for both
fluids. In particular, if a k = 4/9, Eqn (2.13) reduces to Eqn (2.4) for fluid k, and the speed of
p
sound within fluid k is cks = 1/ 3. For other values of a k , the speed of sound in fluid k will be
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different, as given in Table 2.1. To model the flow of two fluids of equal density, a k for both fluids
may be set equal to 4/9. Introduction of different values of a k for the two fluids is able to achieve
density ratios up to about 18.5 (Reis and Phillips, 2007); systems with greater density ratios require
a different approach, and are considered later in Section 2.5.
In the next step, the collision operator (Wki )1 is computed and applied. There are different
ways to compute the collision operator (Wki )1 , depending on the viscosity ratio of the two fluids.
The simplest collision expression is the BGK formulation, which considers that collisions induce
“relaxation” of f k towards the equilibrium population f eq,k , as discussed previously in Section 2.2.
(Wki )1 =

1h

tk

fik (x,t)

eq,k

fi

(x,t)

i

(2.15)

In Eqn (2.15), t k represents the relaxation time of fluid k and is linked to the kinematic viscosity of
that fluid (Table 2.1). This collision operator is suitable for fluids that have a viscosity ratio close
to 1. If the fluids have a viscosity contrast less than ⇠0.5 or greater than ⇠2, a more sophisticated
collision operator will be needed, as discussed in section 2.4, which greatly improves the stability
of the simulation.
Next, the “color gradient” (or “color flux”), C(x,t), is calculated. The color gradient C(x,t)
is the vector perpendicular to the interface between the red and blue fluids, as shown in Figure 2.2.
A method for computing the color gradient is the following (Huang et al., 2015)
h
C(x,t) = Â ei r r (x + ei ,t)
i

r b (x + ei ,t)

i

(2.16)

This gradient discretization is acceptable while simulating density ratios close to 1. For larger
density ratios, a more sophisticated approximation is required, as suggested by Leclaire et al.
(2011).
The color gradient C is utilized in the perturbation operation. Multi-phase numerical models need to incorporate the interfacial force acting between the immiscible fluids. In CGM, this
is achieved by a perturbation operator (Wki )2 which is applied to the f k and must recover the cor14

Table 2.1: User-specified CGM constants and their relations to fluid properties
Symbol

Parameter

Fluid relation

tk

Relaxation time of
the kth fluid.

Kinematic viscosity n k = c2s (t k

ak

Density parameter of
the kth fluid

Density ratio of the two fluids g
r
b
g = rr b = 11 aa r ;
q
Speed of sound cks = 35 (1 a k );
Pressure P k = r k (cks )2 = 35 r k (1 a k )

Ak

Interfacial tension constant Interfacial tension s ,
of the kth fluid
s = 29 (Ar + Ab )t, (Liu et al., 2012)
where t is the averaged relaxation parameter.

b

Interface thickness
parameter

0.5)

It does not relate to any fluid property
but is utilized in the recoloring process;
b 1

rect interfacial forces between the fluids. There are different equations available in the literature
for calculating (Wki )2 (e.g., Gunstensen et al., 1991; Grunau et al., 1993; Lishchuk et al., 2003;
Latva-Kokko and Rothman, 2005; Reis and Phillips, 2007). However, the selected equation should
be able to recover the correct macroscopic description of the interfacial force, reduce artificial velocities at the fluid-fluid interface (spurious velocities), retain correct interface shape (e.g., droplet
isotropy), and minimize interface thickness (Lishchuk et al., 2003; Liu et al., 2012). Of the available equations, those of Lishchuk et al. (2003) and of Reis and Phillips (2007) fulfill these criteria.
Both methods are correct and have been applied in two-dimensional and three-dimensional models
(Lishchuk et al., 2003; Liu et al., 2012; Leclaire et al., 2017a). The approach of Lishchuk et al.
(2003) has been shown to model contact angles more accurately under certain conditions (Xu and
Liu, 2018; Akai et al., 2018; Chen et al., 2019). However, the approach of Reis and Phillips (2007)
has been more extensively used because of its ability to include density ratios greater than 1 and
because it is computationally less expensive. Below I summarize the method of Reis and Phillips
(2007).
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Figure 2.2: The color gradient C; figure modified from Reis and Phillips (2007)
Reis and Phillips (2007) apply a correction to the original (Gunstensen et al., 1991) perturbation operator for a D2Q9 lattice that recovers the correct interfacial term in the Navier-Stokes
equation and is applied as follows:
fik (x,t) = fik (x,t) + (Wki )2
(Wki )2


Ak
(C · ei )2
= |C| wi
2
C·C

(2.17)
Bi

(2.18)

where the parameter Ak is a user-specified parameter (see Table 2.1) that controls the interfacial
tension value. B is a vector of values that depends on the lattice employed. For a D2Q9 lattice,
B=



2 2 2 2 5
5
5
5
4
.
27 27 27 27 108 108 108 108 27

(2.19)

This method of introducing interfacial tension between the fluids has been shown to recover
correct macroscopic equations for two-phase flows; detailed mathematical derivations are given by
Reis and Phillips (2007) and Liu et al. (2012). The relation between Ak and the interfacial tension
s is provided in Table 2.1; it is valid for both two- and three-dimensional lattice systems (Liu et al.,
2014, 2015b; Leclaire et al., 2017a). As seen in Table 2.1, s depends on both Ak and t, where t
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is a relaxation time for the combined fluid near the interface. If the viscosities of the simulated
fluids are equal, then t = t r = t b ; otherwise, an averaged relaxation time t is calculated by an
interpolation scheme discussed in detail in section 2.4. Alternatively, the interfacial tension s for
selected Ak can be verified by conducting a Laplace bubble test (static droplet test) (Liu et al.,
2012; Huang et al., 2014).
After the perturbation step, the fluids are still mixed and require separation. This is achieved
by a “recoloring” step. The original recoloring procedure (Gunstensen et al., 1991) suffered from
numerical issues such as “lattice pinning” and fluctuations of velocity near the interface. Lattice
pinning is a phenomenon in CGM when the fluid distributions get pinned to one lattice site, causing
the interface not to move (Latva-Kokko and Rothman, 2005). This happens in low-velocity regimes
such as creeping flows. The proposed algorithm by Latva-Kokko and Rothman (2005) solves this
limitation and has shown to perform better under various numerical tests (Leclaire et al., 2012) and
is given below.
fir (x,t) =

r r tot
r rr b
eq,0
fi + b
cos(Qi ) fi
rtot
(rtot )2

(2.20)

fib (x,t) =

r b tot
f
rtot i

(2.21)

r rr b
eq,0
b
cos(Qi ) fi
2
(rtot )

where b is a user-specified parameter that controls the thickness of the interface (Table 2.1),
and rtot is the total fluid density as defined in Eqn (2.11). In Eqns (2.20)–(2.21), fitot (x,t) =
eq,0

fir (x,t) + fib (x,t), and fi

(x,t) is the equilibrium distribution function for the combined fluid

under stationary conditions, i.e., evaluated at u = 0. Also, Qi represents the angle between the
color gradient vector C and the lattice velocity vector ei , as shown in Figure 2.2 and given by the
following equation.
cos(Q) =

ei · C
|ei ||C|

(2.22)

The parameter b is specified by the user and is set between 0 and 1. A b value close to 1
gives minimum interface thickness but increases spurious velocities and reduces the accuracy of
interfacial tension value (Liu et al., 2012; Huang et al., 2014). Conversely, if b is set too low, the
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spurious velocities at the interface reduce, but the interface thickness increases. An intermediate
value of b = 0.7 is often selected because it enables CGM to maintain a thin interface without the
introduction of significant spurious velocities. The b value improves accuracy of modeling fluid
properties e.g., interfacial tension.
Table 2.1 indicates how each of the important CGM variables specified by the model user
relates to the fluid properties. The framework of CGM as described above can be used to simulate
two-dimensional fluid flow for cases where fluid density ratio and fluid viscosity ratio are both
close to 1. The CGM framework described in the present section is used in this dissertation.
Situations in which the fluid density ratio or fluid viscosity ratio differ from 1 are considered in the
sections following and is provided for background information.

2.4

Accounting for Viscosity Ratios 6= 1
The ratio of viscosity between the two fluids can strongly influence the overall behavior

of the system. A classic example is “viscous fingering” that results from a less viscous fluid
displacing a more viscous fluid in a porous medium (Chen and Wilkinson, 1985; Homsy, 1987).
LBM is sometimes used as a tool to investigate and understand such mechanisms (Dong et al.,
2010; Huang et al., 2014; Liu et al., 2015b; Bakhshian et al., 2019).
Although CGM provides a robust framework to model mutli-phase flow when the viscosity
ratio is reasonably close to 1, modifications to the methods of Section 2.3 are required if the
viscosity ratio is far from 1. For instance, Rannou (2008) demonstrated that the “standard” CGM
could properly simulate two-phase flow in a channel for viscosity ratios as high as 10, but that
simulated velocity profiles deviated from the correct values at higher viscosity ratios.
To extend the possible range of viscosity ratios that can be simulated by CGM, two different strategies have been introduced: viscosity interpolation and multiple relaxation times (i.e.,
modification of the BGK collision operator). Both of these modifications are based on the fact
that, in lattice Boltzmann modeling, the fluid viscosity is related to the relaxation time t used in
the single-phase collision operator.
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2.4.1

Viscosity Interpolation
Two fluids with unequal viscosities also have unequal values of t, the relaxation time in

the BGK collision operator, according to equation (2.5). Therefore, at the interface between the
two fluids, t is not defined, which can lead to incorrect calculations in the vicinity of the interface
(Huang et al., 2014; Liu et al., 2014). To address this problem, an effective value of t near the
interface is interpolated from the adjacent known t k values, before the first collision operator
(Wki )1 is calculated. The common methods available for interpolating t have been presented by
Grunau et al. (1993), Tölke et al. (2002), and Liu et al. (2014).
In the method of Grunau et al. (1993), an “order parameter” P (also sometimes called the
“phase field” in the literature) can be calculated at any location x to indicate which of the two
fluids, red or blue, dominantly occupies that location.
P(x,t) =
values of P range from

r r (x,t) r b (x,t)
r r (x,t) + r b (x,t)

(2.23)

1 (region is occupied only by the blue fluid) to +1 (region is occupied

only by the red fluid).
The value of t at any location x near the interface is determined from P and a user-specified
interface parameter, d , which must be  1.

t(x,t) =

8
>
>
>
tr
>
>
>
>
>
>
>
<gr (P)

P>d
d

P>0

>
>
>
gb (P) 0 P > d
>
>
>
>
>
>
>
:t b
P< d

(2.24)
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The variables in Eqn 2.24 are defined as
gr (P) = s1 + s2 P + s3 P2
gb (P) = t1 + t2 P + t3 P2
t rt b
tr + tb
t r s1
s2 = 2
d
s2
s3 =
2d
t1 t b
t2 = 2
d
t2
t3 =
2d

s1 = t1 = 2

(2.25)

Tölke et al. (2002) use the same order parameter P as Grunau et al. (1993), but the calculation of t based on P is different. Specifically, Tölke et al. (2002) use a simple linear interpolation
to compute t in the vicinity of the fluid-fluid interface.
1
1
t(x,t) = (1 + P(x,t))t r + (1
2
2

P(x,t))t b

(2.26)

Finally, the interpolation scheme of Liu et al. (2014) is based on a method devised by Zu
and He (2013) for use in the free-energy method. This interpolation scheme uses the same order
parameter P, but now t is evaluated as a weighted harmonic mean of t r and t b .
1
1 + P(x,t)
1 P(x,t)
=
+
t(x,t) 0.5 2(t r 0.5) 2(t b 0.5)

(2.27)

Figure 2.3 demonstrates the effectiveness of these three popular interpolation schemes for
the classic benchmark simulation of two-phase flow in a channel. The testing domain is a 10 ⇥ 200
lattice domain with periodic boundary conditions and with a force applied to the fluid in the middle
of the channel. The simulation details and analytical solution can be found in Liu et al. (2014). In
this figure, I have simulated the flow of two fluids with a viscosity ratio of 12.5, i.e., the fluid in the
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Figure 2.3: Predicted velocity profiles for two-phase flow in a channel, without and with the t
interpolation schemes. The viscosity ratio of the two fluids is 12.5, i.e., the fluid in the center of
the channel has a viscosity higher than that of the fluid at the edges of the channel
middle of the channel (from lattice units 50 to 150) has a higher viscosity than that of the fluid near
the edges of the channel. In Figure 2.3, I generated the results in the top-left panel without viscosity
interpolation, and generated the results in the remaining panels using the viscosity interpolation
methods of Grunau et al. (1993), Tölke et al. (2002), and Liu et al. (2014), as indicated on the
figure. The improvement afforded by each viscosity interpolation is obvious.
All three interpolation schemes considerably reduce the error between the analytical and
LBM velocities. Among these, the methods of Grunau et al. (1993) and Liu et al. (2014) perform
similarly and accurately while the method of Tölke et al. (2002) can not match the analytical
solution completely. The methods of both Grunau et al. (1993) and Liu et al. (2014) have been
successfully implemented and popularly used in numerical investigations (Reis and Phillips, 2007;
Huang et al., 2014; Liu et al., 2015b; Huang, 2017; Leclaire et al., 2017a). The choice of which
method to use is mostly up to the user’s preference, but I note that the method of Liu et al. (2014)
requires fewer computations without any apparent degradation of performance.
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2.4.2

Multiple Relaxation Time (MRT) Collision
The viscosity interpolation (or “t interpolation”) method described above works well as

long as both fluid viscosities are sufficiently high. However, in this method, the viscosities n of the
two individual fluids are related to t r and t b by Eqn (2.5). As t approaches a value of 0.5 for either
fluid (meaning that the kinematic viscosity of the fluid is low), simulations can become unstable
(Ladd, 1994; Lallemand and Luo, 2000; Sukop and Thorne, 2006; Ginzburg et al., 2010). Thus,
to model fluid flows in which either one of the two fluids has a low viscosity, a different approach
may be required.
Multiple relaxation time (MRT) collision operation has been applied successfully to a variety of applications, including applications where one of the fluids has a low viscosity. MRT
methods, also sometimes called “generalized” lattice Boltzmann methods (e.g. Lallemand and
Luo, 2000; d’Humières et al., 2002), were initially developed to improve the stability and results
of simulations of single-phase fluid flow (e.g. Pan et al., 2006; Luo et al., 2011). However, MRT
methods can be applied to CGM simulations of multi-phase flow, and can be used to simulate the
flow of multi-phase fluids with high density or viscosity ratio (Huang et al., 2014; Liu et al., 2016b;
Ba et al., 2016; Leclaire et al., 2017a).
Different MRT approaches and methods have been presented in the literature (e.g. Ladd,
1994; McNamara et al., 1995; d’Humières et al., 2002; Ginzburg et al., 2008, 2010). A general
approach formulated by Lallemand and Luo (2000) for single-phase LBM, based on prior work of
d’Humières (1992), has been popularly applied in the CGM framework for multi-phase applications (e.g. Huang et al., 2014; Ba et al., 2016; Chen et al., 2018; Xu and Liu, 2018). Below we
summarize the MRT method of Lallemand and Luo (2000).
To start, it is helpful to recognize that the distribution function f (x,t) can also be represented as a vector; for instance, in a D2Q9 lattice, f (x,t) would consist of 9 elements, corresponding to the directions of the 9 velocity vectors ei shown in Figure 2.1. Thus, Lallemand and Luo
(2000) say that f is a vector defined in the “discrete velocity space”. Then, to overcome some of the
limitations of the BGK formulation, Lallemand and Luo (2000) developed a collision operator W
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that is calculated in terms of macroscopic hydrodynamic quantities, i.e., in terms of the moments
of f , rather than in terms of f itself. This lets the lattice Boltzmann Eqn (2.1) or (2.9) be re-cast as
fik (x + ei ,t + 1) = fik (x,t) + Â M

1

j

S

ij

h

k,eq

m j (x,t)

mkj (x,t))

i

(2.28)

where m is a vector of the moments of f; M is a matrix that maps f to m, i.e., m = Mf and
f = M 1 m (d’Humières et al., 2002); and S is a diagonal matrix of relaxation rates. Thus, this
formulation allows each moment mi to relax to its equilibrium value with a different rate si , instead
of requiring all moments to relax with the same rate 1/t, as in the BGK formulation. Furthermore,
this formulation implies that, for the CGM, the single-phase collision operator is the following
(expressed here as a vector).
(Wk )1 = M

1

h
S mk,eq (x,t)

mk (x,t))

i

(2.29)

To apply this method, it is necessary to know appropriate values of M, S, and meq that
ensure proper hydrodynamic behavior. These are derived in detail by Lallemand and Luo (2000),
and here we present only the key results. For a D2Q9 lattice, the moment vector mk for fluid k
corresponds to the following hydrodynamic quantities:
⇣
⌘T
k k
mk = r k ek e k jxk qkx jyk qky Pxx
Pxy

(2.30)

which have the following physical meanings.
r = density (zeroth moment of f )
e = energy (second moment of f )
e = energy squared (fourth moment of f )
jx , jy = momentum in x and y directions (first moment of f )
qx , qy = energy flux in x and y directions (third moment of f )
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Pxx , Pxy = diagonal and off-diagonal components of viscous stress tensor
Based on this definition of m, the matrix M is given by the following.
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(2.31)

The equilibrium values meq are given by Lallemand and Luo (2003) as the following, which
are updated from the original work of Lallemand and Luo (2000). For simplicity of presentation, I
omit the superscript k, but note that meq must be computed for both red and blue fluids.
eq
eq
eq T
meq = (r, eeq , e eq , jx , qeq
x , jy , qy , Pxx , Pxy )

r = Â fi
i

eeq = 2r + 3( jx 2 + jy 2 )/r
e eq = r

3( jx 2 + jy 2 )/r

jx = r ux
jy = r uy
qeq
x =

jx

qeq
y =

jy

eq
Pxx
= ( jx 2

jy 2 )/r
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eq
Pxy
= jx jy /r

Finally, S in Eqns (2.28) and (2.29) is a diagonal matrix comprised of the relaxation rates
si for each of the moments to approach equilibrium. If all the relaxation rates si are set equal
to 1/t, then the MRT equation (2.28) reduces to the BGK formulation of the LBE, i.e., to Eqn
(2.3). However, the key benefit to the MRT over the BGK formulation is that, by choosing the
relaxation rates si appropriately, it is possible to improve the stability and performance of the
method, particularly at low values of viscosity. Methods for choosing si , and specific values of
si that enable stable simulations, are provided by Lallemand and Luo (2000), d’Humières et al.
(2002), Lallemand and Luo (2003), Pan et al. (2006), Huang et al. (2014), and Ba et al. (2016),
among others.
In terms of implementation of the MRT method, the streaming step can be performed using
the particle distribution functions f k (x,t) (or, equivalently, the vectors fk (x,t)), and the collision
step can be performed using the moment vectors mk and mk,eq , according to Eqn (2.29). The implementation of the MRT collision for a three-dimensional lattice is conducted in a similar manner
by using the analogous versions of M, S, and meq , as given by d’Humières et al. (2002) or Leclaire
et al. (2017a).
The MRT method has enabled CGM to adequately simulate flow of fluids with viscosity
ratios in the range 10 3 –103 (Huang et al., 2014), which cannot be achieved using a BGK (single
relaxation time) method. The down side of MRT is the added 10–20% computation cost over the
BGK collision method (Pan et al., 2006). When viscosity ratios are not far from 1, it may be
sufficient to use a BGK method (possibly with interpolation) rather than an MRT method.

2.5

Accounting for Density Ratios 6= 1
The original CGM (Gunstensen et al., 1991) was incapable of simulating fluids with differ-

ent densities. Grunau et al. (1993), Tölke et al. (2002), and Reis and Phillips (2007) subsequently
eq

enabled the simulation of fluids of different densities by modifying the expression for fi (x,t), as
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shown in Eqn (2.13). However, the range of density ratios enabled by this improvement is still
rather low—up to a ratio of about 30, depending on the specific conditions of the simulation, and
often limited to lower values than that (Leclaire et al., 2012). Subsequent to the work of Reis and
Phillips (2007), other researchers proposed and demonstrated additional modifications to the CGM
that expanded the range of density ratios that could be modeled (e.g., Lishchuk et al., 2008; Liu
et al., 2012).
There are ways to overcome the density limitation of which the work of Leclaire and coworkers have made a prominent contribution. This involves using a modified (or enhanced) equilibrium distribution function and utilizing a higher order color gradient discretization (isotropic
color gradient) (Leclaire et al., 2011, 2013b,a). These improvements have enabled stable simulations for dynamic multiphase problems, e.g. two-phase Poiseuille flow, upto a maximum density
ratio equal to 1000 (Leclaire et al., 2013b). This method also reports to model a static droplet case
(Laplace bubble) for a density ratio of 10000 (Leclaire et al., 2011). While these improvements
are tested for D2Q9 lattice systems, Leclaire et al. (2017b) provide a comprehensive framework to
extend these methods to 2D and 3D lattice models. One of the defining elements of this framework
is the capacity to simultaneously model density and viscosity contrasts (Leclaire et al., 2017b).
Huang et al. (2013) showed via Chapman-Enskog expansion that, strictly speaking, the
CGM is only equivalent to the Navier-Stokes equations when the density ratio is 1. As the density
ratio varies from 1, error is introduced into the momentum equations recovered from ChapmanEnskog expansion of the CGM. Specifically, Huang et al. (2013) showed that the error for the kth
fluid in the a direction, Eak , is given by the following:
Eak = (t k

1
1
)db [
2
3

(cks )2 ][ub da (r k ) + ua db (r k ) + dg (r k ug )dab ]

(2.32)

in which index notation (“Einstein” notation) is used, i.e., da means differentiation with respect to
the a th spatial direction, dab is the Kronecker delta tensor, and a repeated index a, b , or g implies
summation.
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The error term identified in Eqn 2.32 was addressed in the work of Ba et al. (2016) which
led to the elimination of the density error. Under this method, the CGM can model a density ratio of
1000 for dynamic flow conditions as well as simulate unsteady flows with high Reynolds number
(Re = 500). Although Leclaire and co-workers have extended the density ratio capacity of CGM,
their work did not address Huang’s error term. The existence of the error term makes this model
applicable to a small range of Mach and Knudsen numbers (Leclaire et al., 2013a, 2017b). Despite
this, both Leclaire et al. (2017b) and Ba et al. (2016) methods can model a density ratio of 1000 for
dynamic flows under different flow regimes. Both works have similar modifications in the CGM
framework but use different mathematical basis. Since Ba et al. (2016) address the density error, I
am going to outline his equations in the following subsections.
The error elimination involves modifying the CGM framework at three steps which involve:
(1) calculation of a modified equilibrium distribution function, (2) modification of the collision
operation, and (3) calculation of the interface between the fluids, prior to color gradient calculation.
2.5.1

Enhanced Equilibrium Function
In a similar fashion to previous works (Reis and Phillips, 2007; Leclaire et al., 2013a)

Ba et al. (2016) use a modified or enhanced equilibrium function. This equilibrium function is
based on (Li et al., 2012). The detailed mathematical analysis shows that the error term is partly
minimized by the equilibrium function provided below:
k,eq
fi (r, u) = r k fik + r k wi

⇢


✓
3ei u
1 3(cks )2
1+
c2
2
c2

1

◆✓

3(ei )2
c2

◆
9(ei · u)2
4 +
2c4

3u2
2c2

(2.33)

where the variables are defined as:
fik = Grunau’s alpha constants given in Eqn 2.14
wi = lattice velocity weights
c = lattice speed c =

dx
dt
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3
cks = speed of sound in the fluid k (cks )2 = (1
5

a k)

Based on Eqn 2.33, the error term can be partially reduced but not entirely. Ba et al. (2016)
suggests constructing a source term that can eliminate the remaining error terms entirely, which
requires an MRT implementation and a modified collision operation.
2.5.2

Modified Collision Operation
The collision (Wk )1 is based on a MRT formulation with an added source term Ck , con-

structed by a Chapman Enskogg analysis. This correction can only be applied in the moment
space, which necessitates the use of MRT for density variation over the BGK one. The collision is
defined as (Ba et al., 2016)
(Wk )1 = M

1

h
S mk,eq (x,t)

i
mk (x,t)) + M 1 Ck

(2.34)

where M and S are the transformation matrix and the diagonal matrix respectively. The selection
of the source term Ck and its mathematical description for a D2Q9 matrix is provided in Ba et al.
(2016) and summarized below.
Ck = [0,C1k , 0, 0, 0, 0, 0,C7k , 0]T

(2.35)

T is the transpose operator and the variables are defined as:
C1k = 3(1

se /2)(∂x Qx + ∂y Qy ),

C1k = 3(1

sn /2)(∂x Qx

Qx = (1.8a k

0.8)r k ux ,

Qx = (1.8a k

0.8)r k uy .

∂y Qy ),

where se = 1.25 and skn = 1/(n k + 0.5).
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2.5.3

Interface Location
The color gradient locates the interface between the simulating fluids. Previously, the gra-

dient was defined by Eqn 2.36. In some literature, another form of color gradient (Eqn 2.38) based
on the order parameter Pn is also available and performs just as well.
h
C(x,t) = Â ei r r (x + ei ,t)
i

Pn (x,t) =

C(x,t) = —Pn (x,t) =
where c2s =

1
3

r b (x + ei ,t)

i

r r (x,t) r b (x,t)
r r (x,t) + r b (x,t)

(2.36)

(2.37)

∂ Pn (x,t)
1
= 2 Â wi Pn (x + ei dt)ei
∂x
cs i

(2.38)

and ei , wi are lattice dependent velocity vector and its associated weights.

If the immiscible fluids have a density contrast, it is difficult to approximate the exact
location of the interface. The error in approximating interface location can introduce errors in the
evaluation of the color gradient. Ba et al. (2016) and Leclaire et al. (2011) suggests that to maintain
a smooth interface, Eqn 2.37 must be modified. Ba et al. (2016) proposes that the interface location
Pn expressed by Eqn 2.39 :
n

P =

✓

rr
r r0

rb
r b0

◆

✓

rr
rb
+
r r0 r b0

◆

(2.39)

where r r0 and r b0 represent the initial red and blue fluid density.
The gradient operator — can be evaluated by using the surrounding lattice velocity set, given
in Eqn 2.38. This gradient evaluation is termed as an isotropic finite difference approximation
(Ba et al., 2016). However, Leclaire et al. (2011) suggests that this approximation may lead to
spurious velocities at the interface for large density difference among the fluids. An alternate way
is to discretize the gradients by extending the velocity set surrounding the order parameter Pn .
For example, instead of calculating the gradient over nine positions in D2Q9, extend to an 8th
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order discretization that involves 24 neighboring positions (Sbragaglia et al., 2007). This process
increases the spatial interactions of the density gradient and leads to a more stable interface but at
an added computational expense. The details of such implementation for 2D and 3D lattices can
be found in Sbragaglia et al. (2007) and Leclaire et al. (2011), respectively.
Ba et al. (2016) has provided a solution to the density limitation and overcome the error
term. Recently, this approach has been extended to the 3D CGM system by Wen et al. (2019) and
Nopranda (2019). Despite these improvements, CGM is unable to simulate fluid pairs with density
ratio of 100 or more and is not a preferred model in such cases.

2.6

Contact Angle Modeling
In CGM, a solid-wetting condition specifies the contact angle, i.e. which of the two fluids

is wetting or non-wetting based on an input angle set by the user. Essentially, there are two ways
to achieve this by: (1) a fictitious density method (FD) (Latva-Kokko and Rothman, 2005), or (2) a
geometrical wetting boundary condition (Leclaire et al., 2016; Xu et al., 2017). Over the years the
fictitious density approach was the popular way to specify contact angle but recent development in
the latter approach have changed this. This section outlines both approaches, providing detail on
the limitation and benefits of each method.
2.6.1

Fictitious Density Method
The FD approach is based on specifying a mixture of the two fluids at the solid grains

(Rowlinson and Widom, 1989). An artificial fluid density denoted by the order parameter Pn is
specified at the solid regions of the domain. The presence of Pn at the solid nodes alters the color
gradient in the fluid region near the solid nodes, imposing a wettability condition. Depending on
the value of imposed Pn (i.e.

1 < Pn < 1) at the solid nodes, the red or blue fluid can become

wetting and non-wetting. The user-specified contact angle can be set by specifying Pn in the range
of

1 < Pn < 1 (Latva-Kokko and Rothman, 2005), which specifies the fraction of the wetting

fluid with Eqn 2.40
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Figure 2.4: Contact angle modeling on a curved solid boundary. The green fluid represents the
non-wetting phase with q = 45 tested under FD and geometric wetting boundary condition,
simulated with Leclaire et al. (2016) testing conditions

cos(q ) = Pn

(2.40)

Though this approach is simple to apply and involves no extra computations, it suffers
from numerical artifacts (Leclaire et al., 2016; Akai et al., 2018). During simulation it causes
an artificial mass to leak and develop into the simulation which is referred to as unphysical mass
transfer. This is especially apparent at extreme contact angles when q is close to 30 or 120
(Leclaire et al., 2016) on curved solid boundaries. An example of the unphysical mass transfer
is shown in Figure 2.4. The method not only models inaccurate contact angles but potentially
contaminates the simulation with uncontrolled artificial fluid mass. Moreover, it also has higher
spurious velocities when the viscosity ratio is high between the two-phases (Chen et al., 2019). In
view of these limitations, recently developed geometric wetting boundary condition is the preferred
option in CGM (Leclaire et al., 2016; Xu and Liu, 2018; Yu et al., 2018) .
2.6.2

Geometric Wetting Boundary Condition
A geometric boundary condition mathematically constructs the artificial fluid densities at

the solid nodes based on the fluid information surrounding the solid node. This involves altering
the color gradient directly according to the specified angle q . There has been extensive work on
this boundary condition, and there are different mathematical formulations available. However,
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Figure 2.5: Representation of contact angle q along with the unit normals, n1 , n2 and ns , on a
solid surface (Xu et al., 2017)
not all methods behave the same and have certain constraints that makes it difficult for implementation in a porous medium. These limitations are: an inability to extend in curved geometries (Liu
et al., 2015a), or is computationally expensive i.e. require numerous iterations (Leclaire et al.,
2016, 2017a). In 2D CGM, Xu et al. (2017) boundary condition has been validated for curved
boundaries without adding excessive computational expense. Based on this reason, his method is
briefly outlined here.
The premise of this boundary condition (Xu et al., 2017) is that it corrects the orientation
of Pn at the curved solid boundary based on selected unit normals defined within domain. This
involves preprocessing the domain properties which involves: calculating unit normals shown in
Fig 2.5 and categorizing solid and fluid nodes shown in Figure 2.6.
The contact angle q is prescribed with the aid of unit normals ns , n1 and n2 shown in Figure
2.5. These unit normals are defined by the geometry of the solid and the contact angle for the nodes
that satisfy x e C f b . ns is calculated as a weighted average of the surrounding velocity set in the
x e C f b node region. The surrounding velocity set is discretized to higher order approximations to
improve numerical accuracy in a curved boundary (Sbragaglia et al., 2007).
ns (x) =

Âl w(|cl |2 )s(x + cl dt)cl
| Âl w(|cl |2 )s(x + cl dt)cl |

(2.41)
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Figure 2.6: Fluid and solid node categories as specified for a solid grain (solid black line) in a 2D
lattice domain (Xu et al., 2017)
cl are velocities of the lth order, i.e. the spatial extent surrounding a node is increased to include
l number of velocities instead of the regular 9 for a D2Q9 lattice. The corresponding weights
associated with velocities is represented by w and s is the indicator function which is 0 or 1 when
x is fluid or solid node respectively. For a D2Q9 lattice, the weight function w(|cl |2 ) is defined as
(Sbragaglia et al., 2007; Xu et al., 2017).
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The unit normals n1 and n2 as defined in Figure 2.5 are used to include the user specified
angle q . These are calculated for node regions which satisfy the constraint x e C f b region by x and
y components of ns and contact angle q .
n1 = (ns,x cos q

ns,y sin q , ns,y cos q + ns,x sin q )

n2 = (ns,x cos q + ns,y sin q , ns,y cos q

ns,x sin q )

(2.43)

After the pre-processing of the domain properties, the regular operations of color gradient
framework are followed in the main time-loop. However, the gradient calculation is performed
depending on the node location. The order parameter Pn in the overall lattice domain, with nodes
belonging to C f b is calculated using the familiar equation:

Pn (x) =

rr rb
rr + rb

(2.44)

The order parameter in the remaining nodes specifically within the solid node region Csb is
extrapolated from the surrounding values by using a weighted approach
Âi:x+ei dt2C f b wi Pn (x + ei dt)
P (x) =
Âi:x+ei dt2C f b wi
n

(2.45)

where wi and ei are regular weights and velocity set for the D2Q9 lattice.
The gradient of order parameter —Pn is calculated with the regular gradient equation :
—Pn (x,t) =

∂ Pn (x,t)
1
= 2 Â wi Pn (x + ei dt)ei
∂x
cs i

(2.46)

At this stage, —Pn is calculated without a specified contact angle and is therefore a ‘predicted’ color gradient —Pn⇤ which evaluates the ‘predicted’ normal n⇤ to the interface (Xu et al.,
2017).
n⇤ =

—Pn⇤
|—Pn⇤ |

(2.47)
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The correction to —Pn⇤ is applied by selecting a unit normal n that includes the contact angle information which are shown in Figure 2.5. This is assessed by means of a Euclidean distance,
the distance between the predicted normal n⇤ and the theta corrected normals n1 , n2 .
D1 = |n⇤

n1 |

(2.48)

D2 = |n⇤

n2 |

(2.49)

n is the correction factor to the —Pn⇤ , which depends on the distance between the normals
satisfying the following conditions as suggested by Xu et al. (2017).
8
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>
>
>n1
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>
<
n = n2
>
>
>
>
>
>
:ns

D1 < D2
D1 > D2

(2.50)

D1 = D2

The corrected —Pn results in the accurate modeling of contact angle in the lattice domain.
—Pn = |—Pn⇤ |n

(2.51)

This approach involves computations and a well-structured code with pre-processing of
the domain properties. Xu et al. (2017) method has been used with the MRT framework for 2D
and 3D lattice systems (Xu and Liu, 2018; Yu et al., 2018; Akai et al., 2018). It has also been
identified that extreme contact angles such q < 45 or q > 120 are prone to spurious velocities
at the interface. The accuracy in modeling these angles can be improved by using a CSF based
Lishchuk’s interfacial tension method which is able to minimize the velocity currents (Chen et al.,
2019) . A comparison of the performance of FD and the geometric wetting boundary condition can
be found in Leclaire et al. (2016) and Chen et al. (2019).The geometric based wetting boundary
condition has eliminated the inherent numerical artifacts of the old FD method and is a valuable
addition to CGM.
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2.7

Outflow Boundary Condition
Simulating multiphase flow in porous media requires derivation and correct implementation

of inlet and outlet boundary conditions. These boundary conditions are not confined to one LBM
multiphase model but are applicable to all models. Generally, the multiphase LBM adopts the
inflow/outflow boundary conditions from the single phase system with minor modifications (Maier
et al., 1996; Latt et al., 2008). However, selection of an appropriate inflow/outflow boundary
condition is key to obtaining accurate multi-phase data, an inappropriate boundary condition can
lead to artificial fluid mass or fluid distortion (Lou et al., 2013).
The important consideration while applying an outflow boundary condition is that it needs
to be consistent with the problem dynamics and allow the fluid to leave freely from the exiting
boundary. The use of an incorrect approach leads to numerical artifacts such as fluid back-flows
once the invading fluid reaches the exit boundary (build up of fluid mass at the exit boundary) , fluid
phase distortion and/or complete failure of simulation. A combination of single-phase boundary
conditions and applying physical constraints can prevent these issues. This includes
1. Simulating a domain of infinite size with periodic boundary condition and applied body force
(Leclaire et al., 2018).
2. Adopting a single phase pressure or velocity boundary condition (Zou and He, 1997) and
ensuring no two fluids co-exist simultaneously at the inlet and outlet (Huang et al., 2014;
Leclaire et al., 2017b).
3. Placing a porous plate boundary at the outflow (Pan et al., 2004).
4. Deriving and implementing a free exit boundary or outflow boundary condition (Lou et al.,
2013).
Out of these strategies, the development of a free exit boundary condition increases the
temporal scale for the simulation. This gives a flexibility to the user such that the fluid displacement
can continue even after the invading fluid reaches the exit. Under such conditions a complete
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drainage and imbibition process in a porous medium can be simulated, contingent on the available
computer resources and the size of the simulating domain. Moreover, such boundary condition can
be applied in all multiphase LBM models apart from the pseudopotential model. This is because
the original model can conserve mass and momentum in the entire lattice domain (global) system
but not locally due to the calculation of pairwise forces for interfacial tension (Shan and Chen,
1992). The exiting mass from the system imbalances the momentum at the local scale (nodal
interactions) causing a failure in the simulation. This implies that an outflow boundary condition
can only be used in models that conserve mass and momentum locally and globally.
There are different ways available to apply an outflow boundary condition. This includes :
Neumann, convective and extrapolation based boundary conditions. These boundaries have been
compared in a multiphase setting (Lou et al., 2013) and successfully simulated fluid outflows with
high density ratios (Li et al., 2017). Such boundary conditions can be adapted to generate flow in a
porous media in different forms and have shown good numerical stability and result. For example,
an outflow boundary based on linear convection equation has minimized fluid exit effects (Kang
and Yun, 2018). In a similar fashion, an imposed pressure differential with free fluid exit (Neumann
boundary) has been applied to study fluid displacements over a range of capillary numbers (Ca)
and viscosity ratios (M) in 3D CGM (Huang et al., 2017; Bakhshian et al., 2019).
A pressure boundary condition with a free exit is one of the popular ways to implement
immiscible displacement (Huang et al., 2014), and has been well-established in 2D and 3D systems
at a wide range of viscosity ratios. Based on this, this section will summarize a working pressure
boundary condition for a 2D system.
The aim of a pressure boundary condition is to translate out the macroscopic behavior
of the imposed pressure differential to particle distribution function fik . Figure 2.7 shows the
immiscible displacement setup used in lattice Boltzmann simulations. The red and blue zone are
the acting fluid reservoir and are the buffer nodes. The invading fluid is initialized at the inlet zone
whereas defending fluid fills up the rest of the domain.These nodes act as injection and exit zones
to uniformly distribute the pressure into the sample. and comprise 10 nodes each at either end.
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Figure 2.7: Numerical setup of an immiscible displacement setup under pressure differential. The
2D lattice is indicated at the inlet and outlet with the unknown populations indicated in red

Figure 2.8: Description of ghost nodes at the inlet
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An additional element in this boundary condition, is using ghost nodes at the inlet and outlet. These are mirror images of the nearest node neighbors, which involves copying the populations
fik from the neighboring nodes as shown in Figure 2.8. The ghost populations provide the missing
information needed for the calculation of the color gradient at the inlet and outlet nodes.
For unit density ratios, the pressure is related to the density of the fluids by the equation
of state (Table 2.1). The differential is imposed across the system by specifying a slightly higher
total inlet fluid density rin and a lower total outlet fluid density rout . The unknown populations fik
marked by red need to be reconstructed at every time step based on the user set pressure differential
(i.e. rin and rout ). This calculation can be done at the beginning of every time step after the streaming operation. The boundary condition must obey and conserve the laws of mass and momentum
conservation and the unknown populations are calculated based on Zou and He (1997) principle of
’bouncing back the non-equilibrium distributions’. The extensive mathematical derivation of these
formulas can be found in Zou and He (1997), Hecht and Harting (2010) ,and Huang et al. (2017).
The derived formulas for conditions specified in Figure 2.7 are given in Appendix B.

2.8

3D CGM
CGM has undergone many improvements which has enhanced accuracy and stability of

simulations for 2D and 3D models alike.The development of a 3D CGM is based on constructing
the require lattice weights and constants for the regular operations. Generally, the CGM framework
and equations remain the same for all lattices, the difference lies in the lattice based constants and
velocity weights. Leclaire et al. (2017b) provides a generalized CGM model with the appropriate
weights and constants applicable to 2D and 3D lattice domains. Regarding the benefits and limitations of a CGM, those are based on the mathematical formulas used in the CGM framework and
not on the selected lattice itself.
There are three kinds of 3D lattice domains which includes D3Q15, D3Q19 and D3Q27.
Out of these D3Q19 is the commonly used lattice for simulating multiphase flows under isothermal
conditions, as it provides good accuracy at an intermediate computational cost. D3Q15 and D3Q27
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Figure 2.9: A representation of 19 velocity vectors in a 3D lattice, D3Q19
are mostly used for single phase and thermodynamic flow simulations. A representation of a
D3Q19 velocity set is given in Figure 2.9.
The extension of a 2D CGM model into 3D system, is relatively simple based on changing
the velocity set vectors. For a general CGM explained in Section 2.3, this involves modifying
velocity set weights wi , equilibrium distribution function constant Ci , and perturbation constant Bi .
Apart from wi , Ci and Bi constant may change when a modified equation is used. For a detail of
these velocity set constants, the reader is referred to Leclaire et al. (2017b).
Over the years, the advancements in CGM capabilities have given rise to the development
of 3D variants. This section outlines 5 variants based on their popularity and numerical contribution in CGM (Tölke et al., 2002; Liu et al., 2012; Leclaire et al., 2017b; Chen et al., 2019; Wen
et al., 2019).
Tölke et al. (2002) extended the earliest 3D CGM which is based on Gunstensen et al.
(1991) framework and included Grunau et al. (1993) enhancements to a D3Q19 lattice set. A
defining feature of this variant is the use of an improved recoloring process to the original one
(Gunstensen et al., 1991) that reduces spurious velocities at the interface. The model can only
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operate at limited density (g < 4) and viscosity ratios (M < 4) due to the inherent density limitation
and BGK collision operation. A modification for this model based on grid refinement and MRT
collision increases the numerical stability for a larger range of capillary number and viscosity
ratios (Tölke et al., 2006). The modified model has been used to investigate flows, velocity and
displacement patterns at a wide range of capillary numbers (Ahrenholz et al., 2008; Tsuji et al.,
2016).
The 3D model by Liu et al. (2012) includes an updated perturbation operator and recoloring
procedure. This model correctly recovers the macroscopic term consistent with the Navier-Stokes
momentum equation in the 3D system. The perturbation term has the same form as found in
Reis and Phillips (2007) . It is also the first 3D model that utliized the enhanced Latva-Kokko
and Rothman (2005) recoloring procedure which is applicable to both 2D and 3D models. This
model has better numerical stability than its predecessor but can simulate flows in a narrow range
of viscosity ratio. The model is a popular choice with the BGK collision (Li et al., 2020) and
has been successfully used with MRT collision operation as well (Huang et al., 2017; Bakhshian
et al., 2019). The defining capability of this model is the ability to simulate multiphase flows with
viscosity variation.
Leclaire et al. (2017b) provided a broad framework for developing a model that can simulate viscosity and density ratio simultaneously applicable to 2D and 3D lattice systems. The model
not only builds on the existing Liu et al. (2012) but provides a collection of CGM constants, derived MRT formulations, and constants required for density simulation. In addition, this is the
first 3D model that is tested with the improved geometric wetting boundary condition and exhibits
improved accuracy in drainage and imbibition simulations. In addition, the use of regularized
boundary conditions to simulate drainage and imbibition for 2D and 3D implementation are also
provided. This recent model can be used as a baseline and starting point to formulate a 2D and 3D
model for a variety of simulating fluid and flow conditions.
Recent developments in contact angle modeling have identified the difficulty in maintaining
stable solid-fluid interface while applying fluid contact angles (Leclaire et al., 2016; Xu et al.,
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2017). A limitation of Leclaire et al. (2017b) is the spurious velocities at the ‘three-phase contact
line’, i.e. red fluid-blue fluid- solid interface, that causes a difficulty in modeling contact angles at
the extreme ends of q > 90 or q < 45 . A 3D model developed by Chen et al. (2019) provides a
solution to this by coupling CSF-MRT-geometric wetting boundary condition. The model can be
used for simulating viscosity ratio and larger range of capillary numbers. In addition, a CSF based
interfacial tension model can simulate extreme contact angles with higher accuracy and lower
spurious velocities than the regular color gradient model.
The latest development in 3D model is based on extending Ba et al. (2016) density framework by Wen et al. (2019). This model extends the 2D density framework to a D3Q19 lattice
system. The model builds on Liu et al. (2012) model and includes MRT based collision, a modified equilibrium distribution function and development of a source term. It has shown stable
two-phase Poiseuille simulations at large density ratios (g = 1000)., however the stability of such
flow simulations in porous media is not fully known.
Table 2.2 shows the comparative summary of the five models. The choice of selecting a
particular model depends on the simulating properties and required accuracy. Despite the constraints of each model, they can be adapted by including future enhanced equations for accurately
simulating flow conditions.
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Table 2.2: Summary of 3D CGM variants

Tölke et al. (2002)

Liu et al. (2012)

Leclaire et al.
(2017b)

Chen et al. (2019)

Wen et al. (2019)

Lattice
structure

D3Q19

D3Q19

D3Q19

D3Q19

D3Q19

Collision
(Wki )1

BGK

BGK

BGK &
MRT

MRT

MRT

Second
collision
(Wki )2

Gunstensen et al.
(1991)

Recoloring Gunstensen et al.
operation (1991) original
method
Key feature

Fluid range

Reduces spurious
velocity
M < 100
g <4

2D extension Reis
and Phillips (2007)

Liu et al.
(2012)

CSF-MRT based
perturbation

Liu et al.
(2012)

Latva-Kokko and
Rothman (2005)

Latva-Kokko and
Rothman (2005)

Latva-Kokko and
Rothman (2005)

Latva-Kokko and
Rothman (2005)

Improves interface
stability

Models viscosity
and density ratio

Improves
wettability
modeling

Enhances density
capacity

M < 80
g <5

M < 30
g = 1.5

M > 40
g =1

M < 40
g < 100
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Chapter 3: Background on Interfacial Area
3.1

Introduction
Multi-phase flow in porous media has important applications in environmental engineering,

with examples including contamination of groundwater from underground gas storage units, geological sequestration of CO2 , and air-water interactions that occur in percolation of water through
sand filters. While these flows are occurring at a large-scale covering meters to kilometers, the
pore-scale fluid interactions and transport have profound effects on the bulk scale chemical and
transport processes (Blunt, 2017). Therefore, quantifying the pore-scale fluid phenomena is important in determining macro-scale fluid flow, specifically in sub-surface hydrological models (Prodanović et al., 2006). Interfacial area is an important macro-scale descriptor that measures the
interacting boundary between the fluid phases. This chapter lays the background knowledge about
interfacial area, with a focus on the past and current research advances.

3.2

Interfacial Area
Multi-phase flow in saturated porous domains is described by two processes comprising;

drainage (the invasion of a non-wetting phase into a saturated porous domain) and imbibition (the
injection of the wetting phase (e.g. water) back into the porous domain). An example of drainage
is the contamination of groundwater by a leaking oil tank, as highlighted in Figure 3.1. During
oil invasion, oil and water form distinct boundaries, or interfaces. Interfacial area is the area of
the interface and provides information about the spatial configuration of the fluids (Schaefer et al.,
2000) affecting contaminant transport and retention (Kim et al., 1998), mass and energy transfer
(Ahrenholz et al., 2011) and biogeochemical processes (Redman et al., 2004).
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Figure 3.1: NAPL invasion in groundwater and formation of interface
Characterization of interfacial area in a multi-phase system provides knowledge about the
rate of physical and chemical processes. For example, a system with multiple trapped residuals
may have a large interfacial area. Larger the interfacial area, greater is the rate of mass transfer
between the fluids. Thereby, the development of interfacial area affects key chemical processes
such as such as volatilization, dissolution and evaporation (Brusseau et al., 2006; Ahrenholz et al.,
2011).
At the beginning of fluid displacement, interfacial area increases from zero, while the invading and defending fluids form contacts with each other. This displacement takes place due to
the competition of interacting forces between the invading and the defending fluids which involves
capillary, viscous and gravitational forces. Under these forces, the fluids constantly break-up and
coalesce, causing the interfacial area to evolve. At the end of a displacement process, a portion
of the defending fluid becomes isolated in the pores, which is termed as residual saturation and
determines the steady-state interfacial area in the system.
Experimental measurement of interfacial area has quantified it into two divisions based
on its boundaries: fluid-solid, and fluid-fluid interfaces. These are further categorized into three
distinct domains (Figure 3.2): capillary interfacial area, thin film interfacial area and interfacial
area due to surface roughness (Agaoglu et al., 2015; Araújo and Brusseau, 2019).
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Figure 3.2: Categories of interfacial area: capillary, thin film and surface roughness interface. The
abbreviation SP, WP and NWP represent the solid phase, wetting phase and non-wetting phase,
respectively (Araújo and Brusseau, 2019)
Capillary interfacial area is the region where two immiscible fluid fronts meet and is the
main boundary for interphase mass transfer. The second type of interfacial area includes the thin
films of the wetting fluid that coat the solid grain surface. Thin films form the majority of interfacial
area at low wetting fluid saturations in porous media (Brusseau et al., 2006). Both capillary and
thin film are involved in energy exchange during evaporation processes (Ahrenholz et al., 2011).
The third type of interfacial area is associated with grain surface irregularities when the residual
wetting fluid remains attached to the solid grain surface (McDonald et al., 2016). All three domains
of interfacial area are functions of wetting fluid saturation in the system, therefore vary during
multi-phase displacement (Agaoglu et al., 2015; Araújo and Brusseau, 2019).
These domains of interfacial area have been experimentally quantified in natural porous
media by: interfacial partitioning tracer tests (IPTT) (Kim et al., 1999; Anwar et al., 2000; Brusseau
et al., 2007, 2008) and by X-ray micro-tomography (XMT) (Wildenschild et al., 2002; Culligan
et al., 2004; Costanza-Robinson et al., 2009; Wildenschild and Sheppard, 2013). Each method
can quantify different domains of interfacial area and has its own merits and limitations. IPTT
is an indirect non-visual method that quantifies the total interfacial area, including contributions
from the surface roughness. Due to its chemical nature, the method cannot identify the interfacial
domain but provides the total interfacial area in the system (Brusseau et al., 2008). However, XMT
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is a direct visual non-destructive method that can quantify capillary and thin film regions separately
(Brusseau and Taghap, 2020). The method is limited by the resolution and might not be able to
fully resolve interfacial area due to roughness (McDonald et al., 2016). Both methods have been
widely used in porous media studies and details on the implementation and comparison have been
provided by Wildenschild and Sheppard (2013), Brusseau and Taghap (2020) and McDonald et al.
(2016).

3.3

Capillary Pressure, Saturation, and Interfacial Area Curves
In multi-phase flow, capillary pressure (Pc ) , saturation (Sw ), and interfacial area data (awn )

provides detail of how the fluids are distributed in the subsurface. It provides the residual saturation
of one the phases (e.g. water) under an applied pressure differential Pc of the invading fluid in the
porous domain (Agaoglu et al., 2015).
Capillary pressure (Pc ) is defined as the difference in pressure between the immiscible
phases (wetting w and non-wetting nw) at the interface, i.e., Pc = Pnw

Pw . The wetting fluid

saturation (Sw ) is the fraction of the wetting fluid present with respect to the pore space.
Traditionally, Pc Sw formed the basis of the capillary theory as a macroscopic descriptor of
two phase flows. Hassanizadeh and Gray (1990, 1993) modified the capillary theory by including
a second descriptor fluid-fluid interfacial area (awn ). The addition of awn accounts for the porescale interface, the absence of which had led to a process dependent hysteresis in drainage and
imbibition curves as shown in Figure 3.3. The improved constitutive relation is given below and
represented in Figure 3.4.
Pc = Pc (Sw, awn )

(3.1)

The relationship provided in Eqn 3.1 has been validated in various experimental (Brusseau
et al., 1997; Schaefer et al., 2000; Culligan et al., 2004; Chen et al., 2007) and numerical studies
(Reeves and Celia, 1996; Held and Celia, 2001; Porter et al., 2009; Joekar-Niasar et al., 2010) .
These studies verify that Pc

Sw

awn data forms a unique surface for a particular porous media,
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Figure 3.3: Process dependent hysteresis in drainage and imbibition curve shown in Pc-Sw curve
(Hassanizadeh and Gray, 1993)
minimizing the hysteresis for drainage and imbibition processes (Chen et al., 2007; Held and Celia,
2001).
However, studies have reported that awn

Sw do not follow a complete parabolic curve,

contrary to what is shown in Figure 3.4. These results are summarized in Figure 3.5 (Agaoglu
et al., 2015) which depend on the experimental measurement technique. IPTT methods determine
the total interfacial area and grain surface interfacial area which are shown by red and green lines in
Figure 3.5 (Kim et al., 1999; Costanza-Robinson and Brusseau, 2002; Brusseau and Taghap, 2020).
Whereas, XMT only measures the capillary interfacial area and therefore indicate a parabolic trend
in awn

Sw represented in blue (Culligan et al., 2004, 2006).
Since interphase mass transfer predominantly takes place at the capillary interfacial area,

these trends are more relevant for understanding chemical processes. The general trend for capillary interfacial area indicates a gradual increase in interfacial area with increasing saturation value,
with the peak acquired at (0.25-0.35) saturation value after which the capillary interfacial area decreases to near zero (Culligan et al., 2004; Brusseau and Taghap, 2020) . Numerical models report
similar awn

Sw trends (Pan et al., 2004; Porter et al., 2009; Joekar-Niasar et al., 2010) . How-

ever, regardless of the numerical model used, the curves obtained in drainage and imbibition are
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Figure 3.4: Capillary pressure as a function of two variables, saturation Sw and interfacial area
awn .(Hassanizadeh and Gray, 1993)
vastly different, with imbibition values to be larger than drainage values. The difference between
experimental and numerical simulations is due to limitations of numerical models that are unable
to perfectly match experimental conditions (Pan et al., 2004; Porter et al., 2009). These limitations
include fluid artifacts, inability to match boundary conditions and the simplification of the porous
domain (Pan et al., 2004; Porter et al., 2009).
The investigation of interfacial areas in porous domains requires selection of an appropriate
experimental method to obtain reliable and accurate information. The formation of interfacial area
at the pore-scale is influenced by factors such as flow regimes (Joekar-Niasar and Hassanizadeh,
2012), fluid wettability (Al-Raoush, 2009) , and porous media properties (Peng and Brusseau,
2005) . While all factors are equally important, the focus of the next section will be on porous
media properties and their relation to interfacial area.

3.4

Porous Media Properties
The formation of the interfacial boundaries between two immiscible phases depend on

the fluid and flow properties within the pore space. This involves the capillary pressure Pc , the
viscous forces (viscosity ratio M), interfacial tension (s ) and the wettability of the fluids i.e., the
contact angle between the solid grain and the wetting phase. The interaction of these forces in the
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Figure 3.5: Variation in interface domains with respect to wetting phase saturation Sw (Agaoglu
et al., 2015) .
available pore space results in forming the interfaces, dictating the flow of the driving fluid, and
forming residual trapping (Payatakes, 1982; Mayer and Miller, 1992).
If the fluid and flow properties are kept constant, interfacial area is largely dictated by
the pore or void space geometry. The pore size and pore shapes are mediated by the porous
media properties, such as grain sizes, grain size distribution and grain shape or morphology. These
categories are shown in Figure 3.6. The effect of grain shape and morphology in multi-phase flow
has been a topic of extensive research is discussed in the next sections.
3.4.1

Grain-Size Distribution
Grain size distribution of a porous medium has a direct effect on the pore space and is co-

related to pore size distribution. The heterogeneity of the pore space is indicated by the variation
in pore throats and pore bodies which is controlled by the distribution of grain sizes. Earlier
studies have reported that pore-size distribution affects fluid displacement mechanisms, causing
the trapped residual volumes to be different in samples with different pore distribution (Chatzis
et al., 1983; Mayer and Miller, 1992). The difference in trapped fluid volumes have been reported
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Figure 3.6: Categories of porous media.
to effect the mass transfer rate in porous media (Knutson et al., 2001) indicating that interfacial
areas might also be affected by pore-size distribution.
The variation in pore and/or grain size distribution alters the pore bodies and pore throats
which creates heterogenous pore network. A larger variation in pore-sizes may create the pore
bodies with narrow openings and or wider throat openings or vice versa. The heterogeneity in pore
space disrupts the continuous fluid flow, causing the capillary pressures to abruptly change while
accessing certain parts of the pore space, thereby creating fluid break-up and coalescence during
displacement (Liu et al., 2014; Fakhari et al., 2018) . Numerical experiments have reported the
different velocity patterns and flow paths associated with pore-size distribution. LB studies have
shown that unstable fluid fronts were more commonly formed in heterogenous pore samples than
in homogenous porous domains and a difference in residual fluid volumes in these systems (Liu
et al., 2014). Similar results were confirmed by (Ju et al., 2020) who found that higher fluid-fluid
front instability caused more branched displacement patterns in heterogenous samples.
Core-scale experiments have quantified the residual volumes and steady-state interfacial
areas in porous domains with different grain-size distribution. Schnaar and Brusseau (2005) inves51

tigated the distribution of NAPL blobs in sand samples at different grain-size distributions. Their
results indicated that morphology of the residual blobs was broadly distributed in higher grainsize distributions with more intricate branching and shapes. Peng and Brusseau (2005) studied
ten porous samples over a range of grain diameters and grain-size distribution. They formed an
empirical relationship which related the total interfacial area to porous media properties based on
grain-size distribution, porosity and bulk soil density. However, Brusseau et al. (2009) found no
measurable impact of grain-size distribution on the capillary interfacial area. These research have
indicated that capillary interfacial area depend on median grain diameter as opposed to grain-size
distribution.
The key findings from core-scale and numerical experiments have indicated that grain size
distribution affects flow fields, residual volumes, and spatial configuration. These results have
mostly been investigated for steady-state conditions and not for dynamic states. It is not clear how
capillary interfacial area co-relate with grain-size distribution as a function of time.
3.4.2

Grain Morphology
Grain morphology is defined by geometric measures that define grain shape which includes

sphericity and roundness (Wadell, 1932). Sphericity (y) is a measure of how closely a grain particle resembles a perfect sphere i.e., a particle shape may be characterized as spherical or elongated.
Roundness (R) indicates the type of edges of a grain, with either the edge is smooth or angular.
Mathematically, these measures are defined as follows (Wadell, 1932)
y=



R=



Vp
Vic

(3.2)

Â Rr
N

(3.3)

Where Vp and Vic are the volume of the particle and the smallest inscribed sphere in the grain,
respectively. The variables in Eqn 3.3, r , R and N represent the radius of curvature of the corner,
maximum radius of the inscribed sphere and the number of corners in the particle, respectively.
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Porous media are categorized on the basis of sphericity and roundness. For example quartz
grains have sharp edges (angular) whereas grains of silica sand have more round edges. These
grain characteristics creates the shape of the pore and the inter-pore connectivity (Joekar-Niasar
et al., 2010). Recent research have highlighted that grain morphology is responsible for subsurface
fluid distribution and transport which impacts oil recovery and carbon dioxide retention in porous
domain (Armstrong et al., 2015; Rokhforouz and Amiri, 2019; Guo et al., 2018; Song et al., 2020) .
This is because the two-phase flow in porous domains depends on the pore body and throat shapes
which affect permeability (Guo et al., 2018) , velocity of flow (Song et al., 2020) and consequently
fluid retention and/or recovery(Armstrong et al., 2015; Rokhforouz and Amiri, 2019) .
The effect of grain morphology on interfacial area is an important consideration to understand interphase mass transfer processes in porous media. However, it is difficult to examine
these effects in core-scale and numerical experiments. The main limitation is controlling the sample properties (e.g., median grain size, coefficient of uniformity and porosity) while changing one
variable such as roundness (R) or sphericity (y). Moreover, core-scale experiments rely on expensive imaging equipment e.g., XMT which makes it hard to test and compare large number of
porous samples under similar conditions of flow. Numerical experiments can overcome the aforementioned limitations, but the numerical models need to be able to handle complex fluid-solid
boundary conditions while simulating flow in realistic porous domains. Due to this there are few
studies that have investigated the effect of grain morphology on interfacial area.
XMT measurement of capillary interfacial area have established that these areas are influenced by the median grain size of the porous domain (Brusseau et al., 2009; Brusseau and Taghap,
2020) . Costanza-Robinson et al. (2009) investigated the effect of grain surface area in 9 sands
characterizing different grain morphologies on steady-state capillary interfacial areas in air-water
systems. Their study confirmed the co-relation of median grain size to capillary interfacial area but
did not find any impact of grain shape. Al-Raoush (2014) measured the effect of grain morphology
on residual trapping of NAPL in 14 sand samples. His results indicated that angular media had
larger NAPL residual saturation as compared to the other samples but the normalized interfacial
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area in all the systems showed no dependence on grain morphology. A recent study by Patmonoaji
et al. (2018) confirmed these earlier findings but found that the capillary interfacial area-saturation
trends depended on the degree of roundness, with highly angular systems having separate slopes.
It is clear from these works that grain morphology effects the residual saturation in porous domains
but the affect on capillary and thin film formation is yet to be fully explored.
The effect of grain sphericity on interfacial area is not fully explored. Song et al. (2020)
conducted micro-model studies and found that the velocity flow patterns were different in circular
and square grain geometries that led to smaller residual saturation in circular grain geometries. This
indicates that interfacial areas might be different in such systems and a numerical model might be
better able to track interfacial areas. However, presently there are no numerical investigation that
has quantified interfacial areas and grain morphology for multi-phase displacement. There is a need
to conduct multi-phase flow investigations to understand the extent of grain shape/morphology on
fluid flow patterns, interfacial area, residual saturation and trapping efficiency of a porous domain.
Grain morphology is an important consideration for fluid displacement and interfacial area and it
is important to assess how this behavior differs across soil types. This can help engineer better
solutions in case of groundwater remediation and carbon dioxide sequestration.
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Chapter 4: Research Methodology for 2D Systems
4.1

Overview
This chapter presents the detailed methodology used in conducting multi-phase simulations

in 2D porous media. This requires generation of ensembles of porous media and, a validated 2D
multi-phase model. The ensembles are generated using a packing software (Mollon and Zhao,
2012), which have pre-defined granular properties. A lattice Boltzmann multi-phase model, color
gradient variant, was coded in MATLAB and validated against analytical fluid problems. It is
demonstrated that the color gradient model could accurately simulate multi-phase flow with the a
set fluid and flow conditions in a 2D system. An outline of the methodology outline is shown in
Figure 4.1.

Figure 4.1: Overview of the methodology

4.2

Generation of 2D Porous Media
Ensembles of 2D porous media are generated in MATLAB R2018 using a Packing 2D

software created by (Mollon and Zhao, 2012). The program requires user input values which
include porosity, coefficient of uniformity Cu and number of grains in a sample. Additional grain
features such as particle shape, facets and roughness, can be individually specified for each sample.
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The program inputs for generating the porous media are provided in Appendix C, as well as an
example output for 20 realizations.
The porous media represent three measures of grain morphology. This included groups
with varying grain-size distribution (group B to E), groups with varying grain shape (group F and
G), and groups with varying grain edges (group I and J). As part of analysis, 2 additional groups
represented intermediate properties with respect to the other groups, formed the base cases (group
A and H). A total of 10 porous media groups, with 20 realizations in each group, were generated
as part of this dissertation work. The averaged properties of these groups is given in Table 4.1 and
an example output for 1 realization for each group is shown in Figure 4.2.
Table 4.1: Averaged properties of the ensemble of simulated porous media
Group

Porosity

Median Grain Diameter
d50 (l.u.)

Coefficient of Uniformity
Cu

A

Base case I

0.43 ± 0.005

7.8 ± 0.0004

1.49 ± 0.02

B

Nearly uniform

0.42 ± 0.004

7.6 ± 0.0002

1.21 ± 0.01

C

Well sorted, small grains

0.44 ± 0.004

7.6 ± 0.0003

1.85 ± 0.03

D

Well sorted, large grains

0.45 ± 0.006

8.8 ± 0.0004

1.85 ± 0.03

E

Moderately sorted

0.44 ± 0.005

9.0 ± 0.0007

2.29 ± 0.05

F

Circular

0.44 ± 0.005

8.8 ± 0.0006

1.55 ± 0.02

G

Elongated

0.44 ± 0.004

7.0 ± 0.0001

1.48 ± 0.01

H

Base II

0.47 ± 0.005

7.6 ± 0.0003

1.49 ± 0.02

I

Round

0.47 ± 0.008

8.2 ± 0.0004

1.52 ± 0.02

J

Angular

0.46 ± 0.006

8.2 ± 0.0003

1.51 ± 0.02
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(a) Nearly uniform

(b) Base case I

(c) Well sorted, small grains

(d) Circular

(e) Elongated

(f) Round

(g) Angular

Figure 4.2: Sample illustration of porous media groups
Table 4.1 shows the mean values obtained from 20 realizations, with ± representing one
standard deviation for the groups. The grain sizes in the samples are characterized by the median
grain diameter (d50 ) and coefficient of uniformity (Cu ). Since the samples represent realistic grain
shapes that are not perfectly spherical, median grain diameter is defined as the maximum diameter
of a circle that can be fit inside the grain. Due to packing constraints, the Cu value has an upper
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limit which is equal to Cu = 2.4, beyond which the program cannot generate consistent samples.
The porosity of the samples are well controlled across the 10 groups, with the median value equal
to 0.44 with the outliers at 0.47 and 0.42 respectively. The generated ensembles have consistent
properties within the group and present a fair comparison with other groups.
The generated domains are discretized to a square lattice domain of a size equal to 300 ⇥
300 l.u. (l.u. is lattice units). To reduce computation cost, the simulation is performed by taking a
section from the center of the domain. The final discretization used in the simulations comes out
to be equal to 200 ⇥ 200 l.u.
4.3

Lattice Boltzmann Multi-Phase Model Color Gradient Variant
A lattice Boltzmann multi-phase model (LBM), color gradient variant (CGM) (Gunstensen

et al., 1991) is used for simulating multi-phase flow in porous media. Unlike traditional multiphase solvers, such as volume-of-fluid, LBM does not directly solve the macroscopic Navier Stokes
equation, nor does it require phase tracking common to these approaches. The additional cost to
incorporate phase tracking and maintain interface dynamics makes such approaches computationally expensive and difficult to implement in porous domains (Liu et al., 2016a). Therefore, a LB
multi-phase solver is chosen for this research. Compared to other lattice Boltzmann models, this
variant ensures fluid immiscibility with a minimum interface (Liu et al., 2016a). It offers independent control of fluid properties using individual parameters e.g., density, viscosity, contact angle
and interfacial tension. Moreover, it is easier to apply outflow boundary conditions, with a free
flowing fluid exit compared to other models (Lou et al., 2013). The model also conserves global
and local mass and momentum in the simulating domain (McClure et al., 2016; Liu et al., 2016a).
The two fluids, wetting and non-wetting, are tracked in the system based on two particle
distribution functions f k , denoted as “colors” where the superscript k indicates the red or the blue
fluid. The particles follow numerical operations of collision and streaming, which are regular LBM
operations. In addition, the particles undergo a perturbation process which includes the interfacial
tension in the model, and a “recoloring” process which ensures immiscibility of fluids. The details
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Table 4.2: CGM specific characteristics and boundary conditions
Process

CGM control

Reference

First collision

BGK

Bhatnagar et al. (1954)

Interfacial tension

perturbation

Reis and Phillips (2007)

Fluid immiscibility

recoloring

Latva-Kokko and Rothman (2005)

Flow condition

pressure differential

Zou and He (1997)

Wettability

geometric boundary condition

Xu et al. (2017)

Solid boundaries

halfway bounce-back condition

Ziegler (1993)

of the CGM framework and formulas are provided in Section 2.2 of Chapter 2. A summary of the
main CGM components are given in Table 4.2.

4.4

CGM Validations
CGM was coded in MATLAB, in lieu of using an already developed lattice Boltzmann

framework e.g. PALABOS (Latt et al., 2020). This was done for the following reasons: understanding the multi-phase framework, the ability to incorporate recently developed boundary
conditions, and the freedom to expand the model for future research. The multi-phase model was
tested against common multi-phase static and dynamic fluid tests with known analytical solutions.
The results of the validations tests are presented in the following subsections.
4.4.1

Laplace Law Test
The Laplace law tests the simulation of interfacial tension (s ) in a multi-phase model,

mathematically expressed in 4.1.
DP =

s
R

(4.1)

59

Figure 4.3: Setup of the Laplace law test. Nx and Ny represent the length of nodes in x and y
direction, respectively
A red fluid droplet is initialized at the center of a 65 ⇥ 65 l.u. square domain surrounded
with blue fluid as shown in Figure 4.3. The simulation parameters are specified for unit density and
viscosity ratios, with t r = t b = 1, r r = r b , Ar = Ab = 0.01 and b = 0.7.The radius of the droplet
is varied from 10 l.u. to 20 l.u. and the pressure difference DP across the droplet is measured after
the system equilibrates in 60,000 to 80,000 time steps (t.s.). The analytical pressure differential
is calculated using Eqn 4.1. Figure 4.4 shows the variation in pressure across 5 droplet radii and
shows excellent agreement between the theoretical and the simulation values.

Figure 4.4: Validation of Laplace law test which shows good agreement between analytical and
simulation values
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4.4.2

Two-Phase Poiseuille Flow
A two-phase Poiseuille flow is a layered fluid flow between parallel plates which assesses

the capacity of a numerical scheme to accurately model fluid-solid interactions and variable viscosity ratios. The simulation setup for the test is represented in Figure 4.5 (Liu et al., 2014), where
the red fluid is located in the middle of the channel and the blue fluid flows along the walls. The
analytical solution for the velocity profile in parallel plates is given below (Liu et al., 2014).

ux (y) =

where the coefficients are defined as
A1 =
A2 =
M=

8
>
>
<A1 y2 +C1

>
>
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The test was conducted on a testing domain of size 10 ⇥ 200 l.u. As shown in Figure
4.5 the top and bottom walls are solid wall boundaries where a no-slip boundary condition (halfway bounceback) is imposed. Periodic boundary conditions along with an applied body force Gk
drives the fluid along the x axis. The test is carried at varying viscosity ratios with M equal to 1,
1
1
0.08, 5 and 12.5. The CGM parameters are specified as n k = to , r r = r b , Ar = Ab = 0.01,
6
3
Gr = 1.5 ⇥ 10 8 , Gb = 0, and b = 0.7. Under the applied fluid conditions and domain size, the
steady velocity flow is established in about 80,000 to 90,000 t.s.
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Figure 4.5: Two-phase Poiseuille flow simulation setup (Liu et al., 2014)

Figure 4.6: Velocity profile for two-phase Poiseuille flow for fluid pairs with viscosity contrast
Figure 4.6 shows that the velocity profile perfectly matches the analytical solutions in the
testing range of viscosity ratio.
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4.4.3

Contact Angle
The contact angle specifies the angle between the wetting and non-wetting phase in a multi-

phase system. This is introduced in CGM by a wettability condition i.e., geometric boundary
condition (Xu et al., 2017). A static droplet placed on a plane surface is used to assess the range
of angles that can be accurately modeled in CGM. The simulation setup is taken from Xu et al.
(2017) where a red droplet is initialized at the center of a 200 ⇥ 100 l.u. domain. The top and
bottom walls of the domain are solid walls where a half-way bounceback boundary condition is
used, with a periodic boundary condition along the open ends. The simulation parameters are
1
specified as n r = n b = , r r = r b = 1, Ar = Ab = 0.01 and b = 0.7. Once the droplet equilibrates
6
and acquires a steady shape (250,000 time steps), the simulated angle q (applied with respect to
the red fluid) is measured using the equation below (Xu et al., 2017)
cosq = 1

Hd
Rd

(4.3)

where Rd , Ld , and Hd represents the radius length and height of the droplet, respectively. The
radius of the droplet is calculated from the base of the droplet.
Rd =

L2
Hd
+ d
2
8Hd

(4.4)

The results of the applied angle and simulated output are provided in Table 4.3 and Figure
4.7. In Table 4.3, the spurious velocities |umax | represent the magnitude of the maximum velocities
at the interface of the fluids. In these validations, the velocities are on the order of 10

4

which

indicate that CGM can accurately simulate a wide range of contact angles. However, extreme
contact angles, for example q < 30 or q > 120 yields relatively higher spurious velocities and
cannot be accurately simulated with this method.
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Table 4.3: Theoretical and simulated angles in a 2D domain
Applied
q

Output
q

30

38.4

2.85 ⇥ 10

4

45

48.1

2.37 ⇥ 10

4

60

59.5

1.55 ⇥ 10

4

90

90.7

4.22 ⇥ 10

5

120

122

1.25 ⇥ 10

4

|umax |

Figure 4.7: Output of simulated contact angles using Xu et al. (2017) geometric boundary
condition
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4.4.4

Washburn Test
A popular test to assess a numerical scheme’s capacity to conduct dynamic fluid problems

is the capillary intrusion method by Washburn (1921). This test simulates the invasion of an immiscible fluid into a capillary tube, causing displacement of the resident fluid due to the acting
capillary and viscous forces. The analytical solution is expressed as (Liu et al., 2014)
s cos(q ) =

6 r
[µ x + µ b (L
R

x)]

dx
dt

(4.5)

where q is the contact angle specified between red and blue fluid, s is the interfacial tension, µ k
are the dynamic viscosities of the red or blue fluids, R is the width of the tube, x is the position of
the blue interface and L is the total length of the tube shown in Figure 4.8.

Figure 4.8: Washburn or capillary intrusion simulation setup
The test is conducted on a lattice domain of size 400 ⇥ 35 l.u., with R = 21 and L = 200 l.u.
Periodic boundary conditions are applied along the x-axis whereas a solid bounce-back condition is
applied at the solid walls. The simulation parameters are specified as n r = n b = 0.35, r r = r b = 1,
Ar = Ab = 0.008, q = 60 and b = 0.7.
The results are shown in Figure 4.9 which indicate good agreement between the analytical
and simulation result. The slight discrepancy between the slopes of the analytical and simulation
values is due to the variation in the dynamic contact angle during the multi-phase simulation.
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Figure 4.9: Analytical and simulated results obtained from the Washburn test
4.4.5

Limitations of CGM
The numerical validations of the CGM have shown that the model has adequate capacity

to simulate flow through porous media. However, the CGM variant employed in this research has
certain numerical limitations and can not be used across a wide variety of fluid problems.
Firstly, the CGM can only model fluid pairs with unit density ratios, e.g., oil and water
systems. It can not be used to simulate air-water or carbon dioxide-brine fluid conditions, where
the density ratio is on the order of 1000. The density enhancements by Ba et al. (2016) and Wen
et al. (2019) can be used to conduct such simulations.
Secondly, as mentioned earlier, the CGM uses a single relaxation time for computing the
collision of particles. The limitation of this collision is that it can accurately simulate viscosity
ratios up to 12.5, without compromising the rate at which a system can converge to equilibrium
conditions. Modeling of large viscosity ratios can be performed by using a collision based on a
multiple relaxation time (Huang et al., 2014).
Moreover, the CGM scheme can accurately model contact angles within 30 < q < 120 .
To model angles outside this range, it is recommended to use a continuum surface force based
interfacial tension (Chen et al., 2019). The contact angle modeling is important, as an inaccurate
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contact angle can lead to spurious velocities and unphysical mass transfer that can not ruin the
simulation (Chen et al., 2019).
Lastly, the coded 2D CGM is not a parallel implementation of LBM. Due to this, large
domains in the current model setup (e.g. 1000 ⇥ 1000 l.u.) will take a long time to reach steadystate saturations, and will add to the computation expense.

4.5

Multi-phase Flow Simulation Setup
The simulation set up for multi-phase displacement in porous media is shown in Figure

4.10. A discretized porous medium sample is attached to an inlet and outlet reservoirs at either
ends of the domain. The reservoir comprises 10 nodes located at each end, which uniformly inject
the invading fluid into the system, and minimize solid-fluid entrance effects. A pressure boundary
condition (Zou and He, 1997) is applied along the horizontal direction which imposes a pressure
differential that drives the invading fluid into the porous domain. In addition to this boundary, a
free exit flow condition is also imposed at the exit boundary, to allow fluids to freely exit (Huang,
2017). In the rest of the domain, a periodic boundary condition is applied at the top and bottom
of the domain, and a no-slip condition is imposed on the solid grains by using a halfway bounceback boundary condition (Ziegler, 1993). The wettability of the system is modeled by using the
geometric boundary condition (Xu et al., 2017).
The simulation proceeds in two sequences: drainage i.e., invasion of non-wetting phase
into the wetting-phase saturated pore space, and imbibition i.e., injection of the wetting phase into
the drained sample. In drainage, a non-wetting phase is initialized at the inlet and the pressure
differential drives the fluid into the wetting-phase saturated domain. As drainage proceeds, the
interfacial area and fluid saturations in the system are periodically calculated. Once a steady-state
saturation is established in the system, the drainage simulation is stopped. The fluid distributions
from the drained sample are used as the initial state for the second simulation for imbibition. In
imbibition, the wetting phase is injected back into the drained domain. The properties of interest,
interfacial area and fluid saturation, are computed periodically during the simulation. The simu67

Figure 4.10: LBM multi-phase simulation setup
lation ends when the porous domain acquires steady-state saturation, i.e., no further changes in
saturations are seen under the applied flow condition. The total number of time steps required to
achieve steady-state condition is 1 ⇥ 106 time steps.
A sensitivity analysis for the selected spatial and temporal scales is necessary in computational modeling. In LBM, the temporal resolution is constraint by the relaxation parameter and
indirectly to the viscosity of the fluids, due to BGK formulation. Based on the selected relaxation
time (t = 1), results in non-negative equilibrium distribution functions and is an optimal stability
condition (Ginzburg et al., 2010). The spatial refinement in LBM can be controlled by increasing
the discretization of the domain, but limited by computation memory and time. As a general basis,
a grain covered by at least 15 to 20 l.u. is considered to provide sufficient resolution at minimum
computation cost (Liu et al., 2014, 2015b).
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4.6

Scaling of LBM System and Simulation Parameters
In LBM simulations, the units of fluid and system properties are based on lattice units. The

scaling of the numerical system to the physical unit system needs to be appropriately defined for a
numerical problem. This is done by using non-dimensional numbers (e.g. Re, Ca) and conversion
factors that can relate the lattice time, space and mass units to the physical unit system.
The selection of lattice simulation parameters and the non-dimensional numbers inherently
define the simulation setup. While conversion factors elucidate the physical unit system, it is often
very difficult to exactly match the lattice world units and the physical world units. This is due to the
stability and computational limitations of the numerical model. If the non-dimensional numbers
are correctly mapped between the lattice and physical units, the simulations are considered to be
valid (Krüger et al., 2017).
The LBM domain, fluid and flow parameters are given in Table 4.4. The simulations are
conducted for fluid pairs having unit density and viscosity ratio. Three conversion factors for
scaling the lattice system to physical system are required, which includes length Cl , time Ct , and
mass Cm conversion factors. In these 2D simulations, Cl = 7.5 ⇥ 10
kg per mass unit, and Ct = 9.4 ⇥ 10

4

5

m per l.u., Cm = 4.2 ⇥ 10

10

s per t.s. Based on these conversion factors, the size of

the domain in physical units is 15 mm ⇥ 15 mm, with a total simulation time of 16 minutes. The
resulting viscosity, density and interfacial tension equals 1.0 ⇥ 103 kg/cubic meter, 1.0 ⇥ 10
and 7.6 ⇥ 10

6

3

Pa.s,

N/m. The detail of the conversion factors and the scaling of the LBM system are

provided in the Appendix D.
The multi-phase numerical problem simulates a fluid pair with density and viscosity ratio
equal to 1, under moderate grain wettability conditions and stable flow conditions (Ca = 1.89).
In the physical world, this simulation is valid for simulating an oil water fluid pair at stable flow
conditions in porous medium.
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Table 4.4: 2D simulation domain and fluid properties
Parameter

Value

Units
LBM domain

Lattice domain Nx ⇥ Ny

200

Number of time steps T

1 ⇥ 106

lattice unit (l.u.)
time step (t.s.)
Flow conditions

Density ratio g

1

–

Viscosity ratio M

1

–

Capillary number Ca

1.86

–

Pressure differential DP

0.21

mass unit per lattice unit time step2 (m.u./l.u. t.s.2 )

Reynold number Re

1.12

–
Flow conditions

4.7

Interface thickness b

0.70

–

Contact angle q

120

degrees ( )

Interfacial tension s

0.016

mass unit per unit time step2 (m.u./t.s.2 )

Kinematic viscosity n

0.16

lattice unit2 per time step (l.u.2 /t.s.)

Density r

1.00

mass unit per lattice unit3 (m.u./ l.u.3 )

Calculating Fluid Properties
Fluid saturation and interfacial areas are calculated after every 1000 time steps during the

multi-phase simulations. These calculations are performed in a separate sub-routine as part of the
main CGM algorithm and are based on the method of (Li et al., 2018). The details proceed as
follows.
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4.7.1

Fluid Saturation
The immiscible fluids are tracked in the domain by fluid density at every time step. Since

the fluid pair density ratio in the system is 1, therefore at any time the pore space will either be
occupied by the wetting phase or the non-wetting phase. Based on this principle, the saturation of
each fluid is computed by summing the densities at the nodes occupied by the respective fluid. For
instance saturation of the wetting phase Sw is calculated as
Sw =

Nw
Nx ⇥ Ny

(4.6)

Ns

where Nw represents the number of nodes occupied by the wetting phase. Nx and Ny are the total
nodes in the x and y direction, while Ns represents the number of nodes occupied by the solid
grains.
4.7.2

Interfacial Area
The interfacial area between the immiscible fluids in a 2D system can be calculated by using

a contour identification method given in Li et al. (2018). In a 2D lattice system, the interfaces are
marked as interfacial lengths which are the perimeters of the wetting Lwp , non-wetting fluids Lnp
and solid grains Lsi . These lengths are identified by the contour of the red and blue fluid using the
contour function available in MATLAB R2018 on the density distribution matrix of each phase
in the domain. Once the contour lengths and the associated perimeters are identified, the specific
interfacial area awn can be computed by (Dalla et al., 2002)
1
awn = (Lnp + Lwp
2

Lsi ) ⇥

1
Nx Ny

(4.7)

It should be noted that the interfacial area computed in the simulations are defined as specific capillary interfacial areas (fluid-fluid interfaces) with units of l.u. 1 .
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Chapter 5: Temporal Evolution of Interfacial Area
5.1

Overview
Interfacial area evolves during drainage and imbibition processes, and may be influenced

by grain morphology. However, it is difficult to quantify this temporal evolution of interfacial area
in general laboratory setting due to the narrow temporal nature of experimental methods (Fakhari
et al., 2018). A numerical experiment is better suited to perform such pore-scale investigations
which may be nearly impossible to obtain in laboratory settings. This chapter presents and analyzes the temporal data obtained during numerical simulations of drainage and imbibition from
ensembles of porous media. The objective is to quantify the effect of grain morphology on the
temporal evolution of interfacial area.
The temporal data are collected during the multi-phase simulations, covering a total lattice
Boltzmann time duration of 1 ⇥ 106 time step (t.s.), for each sequence. These simulations are
conducted on 10 groups of porous media with 20 realizations in each group. The detail about
domain properties are given in Table 4.1 and the illustrations of the samples are shown in Figure
4.2 in chapter 4. The results discussed in this chapter are presented in lattice Boltzmann units
which specify time scale unit as time step (t.s.) and specific interfacial area (awn ) as per lattice unit
(l.u. 1 ).

5.2

Temporal Trends in Base Case
Multi-phase simulations, involving drainage and imbibition sequences, were performed on

ensembles of porous media. The immiscible fluid invasion process in drainage and imbibition for
one sample is shown in Figure 5.1.
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Figure 5.1: Snapshots of fluid invasion under drainage (top row) and imbibition (bottom row) in one realization of 2D well sorted,
small grains porous medium
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Figure 5.1 shows the the displacement mechanism which was dominated by piston-like
fluid invasion. This is apparent in drainage when the fluid interface is mostly flat with minor
branching or fingering pattern, and causes a stable displacement of the wetting fluid. Some minor
branching is seen in the invading fluid especially around 100,000 time step. Once the invading
fluid reaches the exit boundary, the majority of the wetting phase has already left the system. By
the end of drainage, the residual wetting-phase films are located around the narrow pore regions
close to the grain. In imbibition, the wetting phase is injected back into the drained sample, where
the wetting phase reconnects with the residual volumes and flushes out the non-wetting phase from
the system. At the end of imbibition, the residual non-wetting phase is dispersed as circular blobs
through out the system. Both sequences acquired a steady-state flow condition, where there is no
further change in residual volumes, in under 1 ⇥ 106 t.s. Although Figure 5.1 shows results from
only one of 200 realizations, these patterns were generally observed in all the realizations.
During each simulation, the interfacial area was computed after every 1000 t.s. during the
total simulation time of 1⇥106 t.s. A group of 20 realizations thereby provided a total of 20⇥1001
values, which represented the temporal data for one group. The temporal interfacial area for one
group at any time t is calculated as the average of the 20 values collected at that time. The general
evolution trend of all groups came out to be similar, and can be understood by considering the base
case shown in Figure 5.2.
Figure 5.2 represents the average of interfacial area data collected from 20 samples in group
base case I, as a function of time. The solid blue line and dashed line represents the trends obtained
under drainage and imbibition, respectively, with the error bars showing one standard deviation.
This is equivalent to 68% confidence interval. In drainage, the interfacial area is seen to increase
from t = 0, acquires a peak interfacial area value (0.011 l.u. 1 ) at 350,000 t.s. After the peak,
the interfacial area starts to decrease and obtains a plateau under steady-state. In imbibition, the
interfacial area increases from 0.010 l.u.

1

(the drained value), acquires a peak at 300,000 t.s., then

decreases and reaches a plateau, close to the steady-state drainage values. The overall temporal
behavior comes out to be the same for both processes.
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Figure 5.2: Temporal evolution of interfacial area for base case (group A)
The analysis of scaling interfacial area to physical unit confirms the pore-scale nature of
these experiments. In a sample size which equals 15 ⇥ 15 mm, the average peak interfacial area
equals 8.25 ⇥ 10

4

mm. Since thin film interfacial area is not included, this interfacial area value

is realistic for the simulating domain. In reality the total interfacial area in these domains will be
larger due to thin film contributions.
The temporal trends obtained under drainage and imbibition are different, with specific
interfacial area values higher in imbibition than in drainage. This difference in trends of drainage
and imbibition is termed as hysteresis and is a common feature in multi-phase experiments (Porter
et al., 2009; Joekar-Niasar et al., 2010). In drainage, not all of the wetting phase leave the porous
domain, some of it is left as residual due to inter-pore blockage (see Figure 5.1). Similarly during
imbibition, the wetting phase can not access all voids in the system due to entrapped non-wetting
phase. The differences in accessibility of the pores during fluid invasion is a main contributor to
the hysteresis between drainage and imbibition. The physical factors responsible for hysteresis
include contact angle variation, pore connectivity, and flow conditions (Ahrenholz et al., 2008). A
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comparison of the hysteresis in 2D and 3D core-scale experiments (Culligan et al., 2006) is given
in chapter 6.
Numerical simulations can accurately describe and predict multi-phase fluid flow, but under
certain limitations. There is no mathematical model that can perfectly simulate a physical system,
therefore differences in laboratory measurements and numerical simulations are expected (Zhao
et al., 2019). These differences can be minimized with a proper selection of boundary conditions
which can reduce hysteresis and improve the quality of simulations. In LB solvers, these can arise
because of coarse resolution or discretization. For instance, a coarse resolution can increase the
observed gap between drainage and imbibition (McClure et al., 2016). In addition, the choice of
inlet and outlet boundary conditions greatly affect the quality of a multi-phase simulations, e.g.,
a no-exit flow can lead to non-physical pressure build-up in the system (Porter et al., 2009). All
of these factors were considered in the numerical layout of this dissertation, which is why the
temporal data obtained from these simulations have reduced numerical hysteresis.
The next sections examines how the temporal evolution of interfacial area change as a
function of different grain morphologies.

5.3

Effect of Grain-Size Distribution
The effect of grain-size distribution was investigated in five groups of porous media, the

details of which are outlined in Table 5.1. These groups (A to E) have a grain-size distribution
range of 1.2 < Cu < 2.3, which represent uniform to moderately sorted soil types.
Analysis was performed on groups that had the same median grain diameter. Groups A, B,
C, (1 < Cu < 2) can be inter-compared, groups D (Cu = 1.85) and E (Cu = 2.29) can be compared.
The temporal interfacial area data collected during the simulations, were plotted as a function of
time, based on the average of 20 realizations. The graphs are shown in Figures 5.3, and 5.5.
Figure 5.3 shows that groups A, B, C have nearly similar temporal trends in drainage and
imbibition. In drainage, group B and C completely overlap each other with the group A (base case)
showing higher overall values. The time to reach peak interfacial area equals 350,000 t.s. which is
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Table 5.1: Averaged properties of the ensemble of porous media for grain-size distribution groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

A

Base case I

0.43 ± 0.005

7.8 ± 0.0004

1.49 ± 0.02

B

Nearly uniform

0.42 ± 0.004

7.6 ± 0.0002

1.21 ± 0.01

C

Well sorted, small grains

0.44 ± 0.004

7.6 ± 0.0003

1.85 ± 0.03

D

Well sorted, large grains

0.45 ± 0.006

8.8 ± 0.0004

1.85 ± 0.03

E

Moderately sorted

0.44 ± 0.005

9.0 ± 0.0007

2.29 ± 0.05

Note: The values in the table represent the average of 20 realizations ± the standard deviation

the same for all groups. In imbibition, the groups continue to exhibit the same trends. The peak
interfacial area and time to reach peak interfacial area, on average, equal 0.013-0.014 l.u.

1

and

300,000 t.s. respectively. The degree of overlap of the error bars (68% confidence interval) in the
compared groups indicates that under the applied flow conditions, grain-size distribution in these
groups (1.2 < Cu < 1.9) does not impact the temporal evolution of interfacial area.
The base case (A) samples exhibited higher interfacial area values compared to the rest. I
hypothesize that this was experienced due to the presence of grain clumping (Figure 5.4) in these
samples; the clumping was not as common in groups B and C. The presence of grain clumps led
to increased fluid instability i.e., a higher overall rate of fluid break-up, which increased interfacial
area. The occurrence of grain clumps was a random outcome of the 2D packing process and could
not be controlled in the sample generation process. Out of the 20 realizations, 8 samples displayed
the grain clumps.
Figure 5.5 shows the comparison of slightly larger grain-size distributions, with group D
(Cu = 1.85) and E (Cu = 2.29). While the overall shape of the temporal trend remains the same,
there is a prominent shift in the time to reach peak interfacial area. Group E shows a delayed development of peak interface formation by approximately 100, 000 t.s. in both drainage and imbibition.
Moreover, a higher overall interfacial area was acquired in group E under imbibition conditions.
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Figure 5.3: Temporal evolution of specific interfacial area awn in porous media groups A, B, and
C (1.2 < Cu < 1.9)

Figure 5.4: An example of the presence of grain clumps outlined with white line in the simulated
base case system
This suggests that at sufficiently high values of Cu grain-size distribution has a prominent impact
even in samples categorized as moderately sorted, by shifting the time to acquire peak interfacial
area. I hypothesize that this will effect the rate of interphase mass transfer in these systems.
Comparison of the temporal results to prior literature highlights some areas that were not
previously identified. The prior works that have analyzed impact of grain-size distribution on
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Figure 5.5: Temporal evolution of specific interfacial area awn in porous media groups D
(Cu = 1.85) and E (Cu = 2.29)
interfacial area have only considered the steady-state conditions (Brusseau et al., 2009; Liu et al.,
2015b). Brusseau et al. (2009) and Liu et al. (2015b), all concluded that grain-size distribution
had minimum impact on the steady-state interfacial area acquired at the end of an immiscible
displacement process, specifically in stable displacement flows i.e., high capillary number (Liu
et al., 2015b). The results analyzed here do generally agree: the steady-state interfacial area and,
to an extent peak interfacial area do not show an appreciable difference over the analyzed range of
grain size distribution. However, a prominent temporal shift is seen in group E (Cu = 2.29), which
was not highlighted in past research. This result is important in interphase mass transfer processes
in groundwater remediation. For instance, a delayed peak interfacial area, might indicate that
processes such as dissolution of trapped oil may proceed at a slower rate in moderately sorted
porous medium than in well sorted porous medium.
While these observations are significant, there are certain limitations to be noted. The
results obtained here are applicable to fluid pairs with unit density and viscosity ratios, therefore
do not include the effects of gravity and viscous forces. Moreover, the flow conditions led to stable
displacement mechanism in the porous domain, and suppressed fluid branching. It is important to
investigate these samples under a broad range of flow conditions with a range of fluid properties.
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Finally an extension of the system, from 2D to 3D is needed to fully account for the fluid flow
paths and their relation to grain-size distribution of the system.

5.4

Effect of Grain Shape
The effect of grain shape on temporal evolution of interfacial area was assessed in three

groups of porous media. This included base case (A), circular grain shape (F), and elongated shapes
(group G). The properties of these groups are summarized in Table 5.2. The major difference in
these groups was based on circularity, a measure of how closely a grain resembles a circle, which
is the ratio of the radii of the inscribed (Rinsc ) and circumscribed (Rcirc ) circles. Median grain
diameters are calculated based on the inscribed radii, which is why there is a variation in the
groups.
Table 5.2: Averaged properties of the ensemble of porous media for grain shape groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

Circularity
r
Rinsc
Rcirc

A

Base case I

0.43 ± 0.005

7.8 ± 0.0004

1.49 ± 0.02

0.87 ± 0.03

F

Circular

0.44 ± 0.005

8.8 ± 0.0006

1.55 ± 0.02

0.97 ± 0.01

G

Elongated

0.44 ± 0.004

7.0 ± 0.0001

1.48 ± 0.01.

0.80 ± 0.03

Note: The reported values represent the average of 20 realizations ± the standard deviation

The temporal interfacial area data were collected from all 20 realizations in each group, at
time intervals of 1000 t.s. as discussed in the previous sections. The average temporal evolution of
each group was plotted as a function of time and is shown in Figure 5.6.
The temporal trend for interfacial area is similar to what is generally observed in Section
5.2, which is best described in four trend sections including increasing values, peak value, decreasing values and plateau. As seen in Figure 5.6, due to the strong overlap of the data trends, the
groups have the same peak interfacial area value which is equal to 0.01 l.u.

1

and 0.014 l.u.

1

for
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drainage and imbibition, respectively. Based on the overlap of the error bars in the temporal data,
grain shape shows no prominent difference on the temporal evolution of interfacial area.

Figure 5.6: Temporal evolution of specific interfacial area awn in porous media groups, A (base
case), F (circular), and G (elongated)
While the temporal trends in interfacial area came out to be generally the same in the
testing groups, the displacement patterns and the degree of fingering were found to be different in
elongated and circular grain groups. The displacement pattern during drainage at 200,000 t.s. is
shown for two realizations in Figure 5.6. The sample with the elongated grains show a stable fluid
front whereas fluid fingers are prominent in sample with circular grains. It is noted that the driving
pressure differential is the same for all systems, yet circular groups showed more branching of the
invading fluid. It is also apparent that the invading fluid fills up the domain more rapidly in 200,000
t.s. in circular group (F) as compared to in the elongated group. This indicates that the effect of
grain shape is much significant with respect to invasion processes.
The disturbance in fluid front of the invading non-wetting phase in porous medium results
in fingering phenomenon. In these simulations, these are attributed to the overall grain shape in
the system, which have also been noticed in past studies (Joekar-Niasar and Hassanizadeh, 2012).
In elongated groups, the advancing invading fluid fronts are mostly flat as opposed to the unstable
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Figure 5.7: Snapshot of drainage process for the porous groups at 200, 000 t.s.
finger fronts in circular groups. The fingering pattern in circular groups indicates that the invading
fluid fronts accesses the pores with wider widths which have a lower entry pressure (Liu et al.,
2014; Blunt, 2017). Therefore, it is believed that the circular group have an overall wider pore
shape size and lower entry pressures that causes the invading fluid to rapidly move through the
system and form the fingering pattern. These patterns can be quantified based on fractal dimension,
but due to unavailability of this data, this analysis is not performed for this work.
In addition, the variation in saturation during each sequence also highlights differences
in these systems (Figure 5.8). The residual saturation of the defending phase during drainage
equaled 16 % and 10 % for circular and elongated samples, respectively. The residual saturation
of the defending phase in imbibition was equal to 12% for all the groups. This indicates that grain
circularity plays an important role in trapping of phases, especially during drainage process. The
degree of overlap in temporal trend of interfacial area was much higher (Figure 5.6) as compared
with the trends in saturation (Figure 5.8).
Although the effect of grain shape on immiscible fluid trapping and flow is more apparent in these simulations, the effect on interfacial area can not be completely neglected. There are
some factors that might have suppressed these affects. Firstly, the 2D limitations of the research
might not have fully captured the flow movement that is present in 3D systems; this particularly
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Figure 5.8: Temporal evolution of wetting phase saturation Sw in porous media groups, A (base
case), F (circular), and G (elongated)
impacts the thin film formations or solid-fluid interfacial area (Ahrenholz et al., 2011). Moreover,
the simulations were carried out at a moderate wetting state, i.e., q = 120 with respect to the
non-wetting phase, which causes moderate wetting of the solid phase. A stronger wettability condition (q > 120 ) has shown to affect displacement patterns and fluid trapping (Al-Raoush, 2009),
therefore the grain shape might behave differently under a strong wettability state. It is suggested
to include these factors in future investigations
The results in this section could not be directly compared to past research findings, as no
study has yet investigated the effects of grain shape on interfacial area. However, there have been
studies that have elucidated the effects of pore geometry and fluid trapping using 2D numerical
simulations (Shiri et al., 2018; Rokhforouz and Amiri, 2019; Song et al., 2020) which this section
has highlighted. While the results report no prominent impact on interfacial area, it highlights the
importance of pore geometry and trapping mechanisms. For instance, a higher residual saturation
of the defending fluid in circular media indicates that this system might have lower contaminant
trapping during oil spills.
The grain shape investigations showed no significant impact on the temporal trend of interfacial area. However, the systems showed difference in residual saturation and displacement
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fronts, particularly in circular systems. These outcomes suggest grain shape can not only affect
displacement patterns, but can influence residual trapping of a porous domain.

5.5

Effect of Grain Edges
The effect of grain edges on temporal evolution of interfacial area was investigated in three

groups of porous media. This comprised a base case (H), round-edged grains (I), and angular
grains (J). Base case (A) had a lower porosity (0.43), therefore an additional base case (H) was
adopted in this section to match the higher porosity of these groups. The properties of these groups
are provided in Table 5.3. The groups have similar median grain diameters, porosity, and grainsize distribution, but different roundness. Roundness is a mathematical measure of how smooth
or sharp the corners of grain are, expressed as Â Rc /(nc Rinsc ), where Rc and Rinsc are the radii of
circles that form the grain edge and overall shape, respectively (Mollon and Zhao, 2012). The
grain features of these groups are shown in Figure 4.2, chapter 4.
Table 5.3: Averaged properties of the ensemble of porous media for grain edge groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

Roundness

H

Base II

0.47 ± 0.005

7.6 ± 0.0003

1.49 ± 0.02

0.80 ± 0.15

I

Round

0.47 ± 0.008

8.2 ± 0.0004

1.52 ± 0.02

0.90 ± 0.11

J

Angular

0.46 ± 0.006

8.2 ± 0.0003

1.51 ± 0.02

0.69 ± 0.17

Note: The reported values represent the average of 20 realizations ± the standard deviation

The temporal interfacial area data were collected from all 20 realizations in each group, at
time intervals of 1000 t.s., as discussed in the previous sections. The average temporal evolution
of each group was plotted as a function of time and is shown in Figure 5.9.
The temporal evolution of interfacial area across the three groups indicate a high degree
of similarity. Round (I) and angular (J) groups indicate a complete overlap in trends in drainage
whereas the base group shows a slightly earlier peak interfacial area. The shift of the base case
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Figure 5.9: Temporal evolution of specific interfacial area awn in porous media groups, H (base
case), I (round), and J (angular)
is due to the presence of grain clumps that causes an earlier peak interfacial area compared to the
rest of the groups which is discussed in Section 5.2. Both trends in drainage and imbibition show
significant overlap of the error-bars, which indicate that grain shape has no significant effect on
temporal evolution of interfacial area.
A possible reason for these observation is the flow condition that operates on stable displacement in these systems. The capillary number (log Ca = -1.85) provides a piston-like displacement of fluid in the porous domain. In such conditions, especially in imbibition, there is not
enough time for the wetting phase to coat the grain surfaces and swell up. In capillary dominated
flows (log Ca > -1.85),the wetting phase films swell up near the grain surface, leading to snap-off
of the connecting fluid paths and trapping of the non-wetting phase. Moreover, viscous fingering is suppressed when viscosity ratio equals 1, which also influences the snap-off mechanisms.
Higher snap-off mechanisms yields greater residual trapping and potentially larger interfacial area
(Al-Raoush, 2014). Since, the simulations were conducted under stable displacement conditions at
high capillary numbers and unit viscosity ratios, the temporal evolution of interfacial area comes
out to be the same in all the groups.
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The obtained results indicate that grain edges do not play a significant role on temporal
evolution of interfacial area, under stable displacement flow condition and moderate-wetting phase
wettability condition (q < 120 ). These findings partly agree with research studies conducted
on natural sand samples using X-ray microtomography measurement technique, which includes
the work by Costanza-Robinson et al. (2009) and Al-Raoush (2014). Both of these works reported
that formation of capillary interfacial area was independent of the grain edge defined by angularity,
under contrasting experimental conditions, i.e., strong wetting conditions in capillary dominated
flow systems. According to these works, capillary interfacial area was dependent on median grain
diameter (Costanza-Robinson et al., 2009; Al-Raoush, 2014). However, these works were only
tracking steady-state values of interfacial area acquired at the end of a multi-phase displacement.
Moreover, a more recent study by Patmonoaji et al. (2018) proves that in cases of extreme angularity (low values of Roundness), the capillary interfacial area becomes inter-related to grain edges.
The extreme angular systems were not tested as part of this research.
In this section, grain edges do not have a major effect on interfacial area. However, this
outcome is only valid for flows in stable displacement of fluid, with minimum residual saturation.
Other flow conditions may present different outcomes. This includes flows operating in capillary
dominating regimes, flows with viscous fingering and strong wettability condition q > 120 . Based
on these recommendations, the effect of grain edges need to be investigated in a broad range of
flow and fluid conditions.

5.6

Effect of Grain Diameter
It has been established that grain diameter is a main factor that controls the development

of interfacial area in porous medium. This effect was investigated in two groups of porous media
that are shown in Table 5.4. The groups had the same grain-size distribution and porosity but have
different median grain diameter. As mentioned in the previous sections, the temporal interfacial
area data were collected from 20 realizations per group, at time intervals of 1000 t.s. The average
evolution of these groups is shown in Figure 5.10.
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Table 5.4: Averaged properties of the ensemble of porous media for grain diameter groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

C

Well sorted, small grains

0.44 ± 0.004

7.6 ± 0.0003

1.85 ± 0.03

D

Well sorted, large grains

0.45 ± 0.006

8.8 ± 0.0004

1.85 ± 0.03

Note: The values in the table represent the average of 20 realizations ± the standard deviation

The temporal evolution of interfacial area shown in Figure 5.10, shows remarkably different
behavior not seen in the previous sections. While the evolution trend follows what has been already
discussed, there are two main observations from these graphs. Firstly, group D (large grains) shows
an early time to peak interfacial area in both drainage and imbibition. The difference in peak time
for both drainage and imbibition is approximately equal to 150,000 t.s. Based on the overlap of
error-bars, the magnitude of specific interfacial area can be considered equal in group C and D.

Figure 5.10: Average temporal trend for specific interfacial area for two porous groups based on
median grain diameter, C (7.6 l.u.) and D (8.8 l.u.), under drainage and imbibition
Past research have already established that specific capillary interfacial is strongly corelated to the median grain diameter in a porous medium (Brusseau et al., 2009; Al-Raoush, 2014;
Costanza-Robinson et al., 2009). All of these studies agree on a linear inverse relationship be87

tween median grain diameter and specific interfacial area. The obtained results have not tested this
relationship, mainly due to the narrow range of median grain diameter. However, these groups do
indicate the influence of grain diameter on the temporal evolution of interfacial area for porous
media with the same grain-size distribution.

5.7

Summary
This chapter discussed the effect of grain morphology on temporal development of inter-

facial area. Three measures that quantify grain morphology were investigated: grain-size distribution, grain circularity, and grain roundness. The collective summary of these investigations are
shown in Figure 5.11, and the results of two prominent groups are shown in Figure 5.12.

Figure 5.11: Temporal evolution of interfacial area under drainage and imbibition conditions in
porous media groups of grain-size distribution, grain shape and grain edges
Five groups with different grain-size distributions were tested in range of 1.2 < Cu < 2.3.
The temporal evolution of interfacial area came out to be the same in all groups, except for the
moderately sorted group characterized by Cu = 2.29. At Cu = 2.29, a temporal shift is seen to
acquire peak interfacial area. This indicates that Cu ⇡ 2.29 marks a threshold for the applied flow
condition which affects the temporal evolution of interfacial area, under these particular conditions.
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Figure 5.12: Temporal evolution of interfacial area under drainage and imbibition conditions in
porous media groups of G and H
The effect of grain circularity, which included circular and elongated groups, showed no
significant affect on the temporal evolution of interfacial area. While the interfacial area formation
was similar in these groups, the trapped residual saturation during drainage was found to be 16 and
10 percent in circular and elongated systems, respectively. This shows that grain morphology has
a much more prominent effect on trapping mechanism (e.g. residual saturation) than on interfacial
area.
The effect of grain edges, which included angular and round groups, showed no prominent
difference in the evolution of interfacial area. This might be due to the fluid and flow conditions
used in the simulations, which suppressed the formation and break-up of wetting films on the
surface. However, compared to the rest of the morphologies, Figure 5.11 highlights that roundness
of a grain, regardless of degree, can lead to early peak interfacial area formation.
Micro-scale simulations provide useful insight to the working of a macro-scale process,
particularly where interphase mass transfer is involved. While these results are 2D in nature, they
provide adequate detail that agrees with the results reported in 3D core-scale experiments.
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Chapter 6: Interfacial Area Saturation Curves
6.1

Overview
The development of fluid-fluid interfaces in porous media is dependent on the saturation

of wetting and non-wetting phases in the system. This underlying relationship can be described
with the help of interfacial area-saturation curves. This chapter presents the results for interfacial
area-wetting phase saturation (awn -Sw ) curves obtained from 2D multi-phase simulations in porous
media. The objective of this analysis is to understand whether the porous media characteristics
have a prominent impact on the area-saturation trends. The dynamic interfacial area and saturation
data are gathered during drainage and imbibition simulations and analyzed by fitting curves.
The area-saturation curves are generated in 10 groups of porous media, with 20 realizations
in each group. The detail of porous media properties and figures are given in Table 4.1 and Figure
4.2 in chapter 4. The interfacial area-wetting phase saturation data are collected from a combined
total of 200 samples, from drainage and imbibition LBM simulations. The units presented in
this chapter are in lattice Boltzmann units, with units of interfacial area represented as (l.u.) 1 .
A key finding of this analysis is that the 2D data trends from LBM simulations agree with the
experimentally measured 3D trends in natural sand systems, reported in prior literature.

6.2

Interfacial Area Saturation Trends in Base Case
The general trend for interfacial area-saturation data, acquired during drainage and imbi-

bition, can be understood by examining the base case. In each simulation in one realization of
porous media, interfacial area and the corresponding wetting phase saturation was measured at
every 1000 time step interval. A group of 20 realizations, thereby provides a total of 20,020 data
points of Sw

awn . These data were expressed in a scatterplot as a cloud of data and fit with a
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fourth order polynomial (Equation6.1). The cloud of data for the base case is shown in Figure 6.1,
with the fit statistics summarized in Table 6.1.
awn = ASw (1

Sw ) + BSw2 (1

Sw ) +CSw (1

Sw )2 + DSw2 (1

Figure 6.1: Scatter plots for interfacial area-wetting phase saturation awn
case (A)

Sw )2

(6.1)

Sw curves for base

The best fit curves for drainage and imbibition for base case (A) are shown in Figure 6.1.
The drainage and imbibition data were fit to a fourth order. The fit statistics for drainage simulations has an R2 and root mean square (RMSE) value equal to 0.83 and 0.0012, indicating good
fit. The fit for imbibition do not present as robust statistics and have an R2 equal to 0.68 and a
root mean square value of 0.0010. This is because a relatively large variation within the scatterplots was experienced in imbibition as compared to in the drainage process, as shown in Figure
6.1. The wide scatter represents the spontaneous formation of large interfaces during fluid invasion
while establishing connections with the trapped residual phase. Break-up of fluid connections is
dependent on inter-pore connectivity. Groups that had inter-pore connections consisting of wide
and narrow pore spaces, showed large cloud scatter. The groups that comprised wide pore chan91

nels only, had better fit characteristics in drainage and imbibition. The fit characteristics of the
remaining nine groups are mostly analogous to base case, and are summarized in Table 6.1.
Table 6.1: Fitting statistics for drainage and imbibition data, for all testing groups
Groups
Base case I
Nearly uniform
Well sorted, small grains
Well sorted, large grains
Moderately sorted
Circular
Elongated
Base II
Round
Angular

Drainage
SSE
0.0558
0.0400
0.0220
0.0431
0.0215
0.0384
0.0314
0.0278
0.0392
0.0168

R2
0.83
0.82
0.80
0.78
0.82
0.80
0.78
0.77
0.75
0.85

Imbibition
RMSE
0.0012
0.0010
0.0010
0.0010
0.0010
0.0014
0.0013
0.0012
0.0014
0.0010

SSE
0.0428
0.0615
0.0257
0.0483
0.0250
0.0483
0.0396
0.0300
0.0257
0.0192

R2
0.65
0.48
0.59
0.77
0.72
0.40
0.59
0.75
0.70
0.83

RMSE
0.0010
0.0013
0.0011
0.0011
0.0011
0.0016
0.0014
0.0012
0.0011
0.0010

The polynomial fits obtained for drainage and imbibition are compared to the interfacial
area saturation trends observed in oil-water experiments. The qualitative comparison is shown
in Figure 6.2. The shape of the curves from 3D microtomography measurement (Culligan et al.,
2006), 3D multi-phase LBM (Porter et al., 2009) and 2D LBM in porous media systems, show
resembling profiles. In drainage, the overall trend for interfacial area is seen to increase from zero,
with increasing saturation. A peak interfacial area is acquired at a saturation value of 0.25, after
which the interfacial area values start to decrease. In imbibition, the interfacial area do not increase
from zero, due to the trapped residual in the system, but follow the same drainage trend. The three
profiles show agreement for the value of peak saturation which equals 0.25. Compared to Porter
et al. (2009) data, the 2D imbibition scatterplot is overall not sporadic with respect to saturation
values across the data (see Figure 6.1). Porter et al. (2009) has a large gap at a saturation range of
0.2 to 0.6, which was attributed to a pressure boundary condition with no exit flow, and irregularity
of fluids to maintain contact angle. Both of these simulation conditions, were addressed in the
present multi-phase model by incorporating an exit outflow boundary condition and improved
wettability modeling.
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Figure 6.2: Comparison of interfacial area-saturation trends for base case with trends reported in prior literature, (Culligan et al., 2006;
Porter et al., 2009)
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The hysteresis in drainage and imbibition data is clearly visible in 2D and 3D multi-phase
LBM simulations. There are two main factors i.e., physical and numerical computations that are
responsible for hysteresis. The physical hysteresis is attributed to inter-pore connectivity (poresize distribution), history of flow, and changes in the dynamic contact angle due to grain surface
(Blunt, 2017). The numerical hysteresis is due to the numerical artifacts and the inability of a
model to completely resolve fluid flow. In LBM the hysteresis is due to improper inlet and outlet
boundary conditions, inaccurate modeling of contact angle, wide or diffused interfaces, and coarse
resolution. All of these factors were controlled in the present simulations by adopting improved
boundary conditions as discussed in chapter 4. On average the difference in interfacial area in
drainage and imbibition is equal to 24%. This high value is both due to physical and numerical
hysteresis. Since laboratory experiment data is not available for the 2D simulations, the degree of
hysteresis in both systems can not be quantified.
The next sections examines how interfacial area-saturation relationships change as functions of different grain morphologies.

6.3

Effect of Grain-Size Distribution
The effect of grain-size distribution was analyzed from data compiled from five groups.

These groups (A to E), represent a grain-size distribution covering range of 1.2 < Cu < 2.3. The
average properties of the ensembles of porous media are given in Table 6.2.
The comparative analysis was performed on groups with similar median grain diameters,
to exclude the influence of variation in grain diameter. Groups A, B, and C can be inter-compared
and groups D and E can be compared. As mentioned in the previous section, the interfacial areasaturation data were fit to fourth order polynomial (Eqn 6.1), with the fit statistics described in
Table 6.1. The best fit curves obtained for the ensembles, excluding the cloud of data points, are
summarized in Figure 6.3 and 6.4.
Figure 6.3 summarizes the drainage and imbibition curves for grain-size distribution groups
that have a coefficient of uniformity in 1.2 < Cu < 2. The shape of the curves are approximately
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Table 6.2: Averaged properties of the ensemble of porous media for grain-size distribution groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

A

Base case I

0.43 ± 0.005

7.8 ± 0.0004

1.49 ± 0.02

B

Nearly uniform

0.42 ± 0.004

7.6 ± 0.0002

1.21 ± 0.01

C

Well sorted, small grains

0.44 ± 0.004

7.6 ± 0.0003

1.85 ± 0.03

D

Well sorted, large grains

0.45 ± 0.006

8.8 ± 0.0004

1.85 ± 0.03

E

Moderately sorted

0.44 ± 0.005

9.0 ± 0.0007

2.29 ± 0.05

Note: The values represent the average of 20 realizations ± the standard deviation

Figure 6.3: Fitted curves for interfacial area-wetting phase saturation (awn Sw ), for grain-size
distribution groups 1 < Cu < 2. The solid and dashed lines represents drainage and imbibition
trends, respectively
parabolic with the peak interfacial area acquired at a wetting phase saturation 0.25 and 0.75, for
drainage and imbibition respectively. The difference between drainage and imbibition trends, indicates hysteresis, and is clearly evident in the plot. In the range 1 < Cu < 2, grain-size distribution
appears not to strongly affect the interfacial area-saturation curves. The curves for B and C almost
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completely overlap each other and show very little difference in peak interfacial area values and in
corresponding saturations. Base case (A) shows slightly higher peak, which is due to the presence
of grain clumps, discussed in chapter 5.

Figure 6.4: Fitted curves for interfacial area-wetting phase saturation (awn Sw ), for group D
(Cu = 1.85) and E (Cu = 2.29). The solid and dashed lines represents drainage and imbibition
trends, respectively
The fitted curves for groups D and E, (Cu = 1.85 and Cu = 2.29) are shown in Figure 6.4.
The fitted curves display strong resemblance in drainage but vary slightly in imbibition. Group
E (Cu = 2.29) presents a trend of higher overall interfacial area compared to group D. The peak
interfacial area remain the same for both groups under drainage, which is equal to 0.0125 l.u.

1

at a saturation value of 0.25. In imbibition the groups obtain different peak interfacial area at the
same saturation (0.80). This shows that grain-size distribution has a more profound influence on
interfacial area under imbibition conditions.
The reported results in this section are different from some past experimental studies investigating grain-size distribution effects (Brusseau et al., 2009; Liu et al., 2015b). A comparison of
results from Brusseau et al. (2009) and groups A, B and E are shown in Figure 6.5. It is important
to mention that Brusseau et al. (2009) performed immiscible displacement on real sand samples
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Figure 6.5: Comparison of interfacial area-saturation data obtained from drainage for Brusseau
et al. (2009) and 2D porous media groups
and quantified total interfacial area, as opposed to capillary interfacial area in the 2D simulations.
Moreover, both results represent samples that have different median grain diameters.
Comparison of these graphs reveal interesting features. Firstly, Brusseau et al. (2009) results indicate linear trend, as opposed to a curve, which is a distinct feature of trends representing
total interfacial area (McDonald et al., 2016). A limitation of such measurement is that the data
can not provide information about the peak values, nor can it provide data that is representative
of the entire range of saturation. The 2D results elucidate how the trends in interfacial area vary
across the samples. Despite the difference in flow conditions for the two experiments, there is a
similarity in the trends. The initial slopes covering a saturation range of 0.5 to 1 for the 2D results
are different across the sample groups, which agrees with Brusseau et al. (2009), even though the
slope difference is more evident in that case. Moreover, simulation data show the peak interfacial
area increases with increase in sample grain-size distribution. These comparisons are promising,
the 2D simulation is able to identify peak values and overall saturation range.
The results indicate that grain-size distribution impacts interfacial area-saturation curves.
An important point to mention is that as sample grain-size distribution becomes variable, the me97

dian grain diameters also change. The results in this section reveal that if the sample grain diameters are kept consistent for the comparison groups with 1 < Cu < 2, the interfacial area-saturation
curves show little difference. However, if the grain-size distribution represents a Cu = 2.29, the
imbibition data exhibits larger interfacial area values. This only holds true under the testing flow
and fluid conditions.

6.4

Effect of Grain Shape
The interfacial area-saturation data were analyzed in three porous media groups which in-

cluded circular grain shape (F), base case group (A), and elongated grain group (G). The properties
of these groups are provided in Table 6.3. All three groups represent on average similar domain
properties but show variation in grain shape based as a measure of circularity. Circularity quantifies how closely a grain shape resembles a circle (Mollon and Zhao, 2012), expressed as the ratio
of radii of the inscribed and circumscribed circles. The differences in grain shape for these groups
are shown in Figure 4.2, in chapter 4.
Table 6.3: Averaged properties of the ensemble of porous media for grain shape groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

Circularity
r
Rinsc
Rcirc

A

Base case I

0.43 ± 0.005

7.8 ± 0.0004

1.49 ± 0.02

0.87 ± 0.03

F

Circular

0.44 ± 0.005

8.8 ± 0.0006

1.55 ± 0.02

0.97 ± 0.01

G

Elongated

0.44 ± 0.004

7.0 ± 0.0001

1.48 ± 0.01.

0.80 ± 0.03

Note: The values represent the average of 20 realizations ± the standard deviation

The interfacial area-wetting phase saturation data obtained from the 60 realizations were fit
to fourth order polynomial (Eqn 6.1), following the same outline as discussed in section 6.2. The
best fit curves obtained for the ensembles, excluding the cloud of data points, are summarized in
Figure 6.6.
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Figure 6.6: Fitted curves for interfacial area-wetting phase saturation (awn Sw ), for groups base
(A), circular (F), and elongated grains (G). The solid and dashed lines represents drainage and
imbibition trends, respectively
The overall shape of drainage and imbibition curves shown in Figure 6.6 is similar to the
one described in previous sections. The drainage and imbibition curves follow an approximately
parabolic pattern , as discussed in earlier sections. The hysteresis in drainage and imbibition curves
is also apparent for these groups, as discussed in the previous sections.
Figure 6.6 indicates that base case (A) and elongated groups (G) nearly have a complete
overlap of the curves, in drainage. In imbibition these groups closely resemble each other, with
the elongated groups obtaining slightly larger values of interfacial area. However, the defining
feature is the behavior of circular groups. In drainage, the circular group indicates a smaller peak
with a shift in peak saturation which occurs at 0.30 as opposed to 0.25 in other groups. Similarly
in imbibition, circular groups show larger overall interfacial area values, with the peak shifted
towards the left, at approximately 0.70. These characteristics for interfacial area-saturation trends
indicate that shape of the grain control trapping volumes and saturation.
A probable reason for different trapping mechanisms in these groups could be due to the
difference in velocity of flow. Grain shapes not only form the shape of the pore body but define
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the entire pore network system, thereby impact the fluid displacement process (Joekar-Niasar et al.,
2010). Circular grains have a uniform radius and have the smallest contact surface area with respect
to other shapes. The flow channels are more even and smooth. These pore configurations lead to
easy fluid displacement, which in case of circular groups reduces the interfacial area. This agrees
with a similar finding reported by Liu and Jeng (2019), who reported that permeability of a porous
system increased with granular sphericity. On the other hand, elongated grains in particular have
two radii, that causes a variation of the pore channels shape in at least two directions, dependent on
the orientation of the grain. This geometry promotes heterogeneity and more surface contacts with
fluids, which explains why elongated groups have a larger overall interfacial area. The elongated
and base groups do provide similar trends in drainage and imbibition. However, this similarity is
because the elongated and base groups have very close circularity values (Table 6.3).
The results support that grain shape affects indicate that grain morphology plays a very
important role in interfacial-area saturation curves, and in turn on hydrological system modeling.
A clear conclusion based on the 2D results is that circular and elongated grain systems present
distinctive interfacial area-saturation curves. One implication of these findings is that modeling
a granular system with a generic representation of grains e.g., circular shapes is an inaccurate
modeling assumption. Therefore, it is necessary to identify the important granular features that
have a direct impact on multi-phase flow.

6.5

Effect of Grain Edges
The influence of grain edges on interfacial area-saturation curves was quantified in three

groups of porous media. These groups involved 20 realizations of round-edged grains (I), intermediate base grain shapes (H), and angular-edged grain shapes (J). The properties of these groups are
provided in Table 6.4. All three groups represent on average similar domain properties but show
variation in edges or corner of the grains based on the mathematical measure of roundness. Roundness defines the degree of how smooth or sharp corners that a grain has, which is mathematically
expressed as Â Rc /(nc Rinsc ), where Rc and Rinsc are the radii of circles that form the grain edge
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and overall shape, respectively (Mollon and Zhao, 2012). The difference in morphologies of these
groups are shown in Figure 4.2 in chapter 4.
Table 6.4: Averaged properties of the ensemble of porous media for grain edge groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

Roundness

H

Base II

0.47 ± 0.005

7.6 ± 0.0003

1.49 ± 0.02

0.80 ± 0.15

I

Round

0.47 ± 0.008

8.2 ± 0.0004

1.52 ± 0.02

0.90 ± 0.11

J

Angular

0.46 ± 0.006

8.2 ± 0.0003

1.51 ± 0.02

0.69 ± 0.17

Note: The values represent the average of 20 realizations ± the standard deviation

The interfacial area-wetting phase saturation data obtained from the 60 realizations were
fit to a fourth order (Eqn 6.1) curves, following the same outline as discussed in section 6.2. The
best fit curves obtained for the ensembles, excluding the cloud of data points, are summarized in
Figure 6.7.

Figure 6.7: Fitted curves for interfacial area-wetting phase saturation (awn Sw ), for groups base
(H), round (I), and angular grains (J). The solid and dashed lines represents drainage and
imbibition trends, respectively
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The obtained parabolic trends for these groups agree with previous sections and are shown
in Figure 6.7. The shape of the curve for the three groups follow an approximately parabolic shape
for drainage and imbibition. The peak specific interfacial area comes out to be different in these
groups. The peak specific interfacial area was highest in base case, and least in angular groups.
The peak saturation value is the same across all three groups, which is equal to 0.25 and 0.75, in
drainage and imbibition, respectively. Grain clumps in base case samples led to a higher overall
interfacial area, which is thought to be a random occurrence for base samples. The trends for
imbibition are found to be similar to drainage.
These results show that the behavior of grain edges does influence the formation of interfacial area in the system, and porous media with round edged and angular grains can not certainly
be treated as the system. This is an important finding, in relation to peak values the interphase
mass transfer processes will be different in these two groups. It must be noted that thin film interfacial area will be different for these systems based on the grain surface area. Therefore, the total
interfacial area in angular systems is predicted to be higher than in round grain systems.
Comparison of these results to prior literature, presents slightly conflicting outcomes. AlRaoush (2014) and Costanza-Robinson et al. (2009) reported that porous media samples representing roundness and angular systems tend to show the same interfacial area-saturation curves, if
the data is normalized with the trapped residual volume. These studies highlighted that the systems displayed different residual trapping volumes, and interfacial area of a domain is primarily
dependent on the grain diameters. The 2D numerical results discussed in this section did not show
an appreciable difference in residual trapping, since the flow conditions were operated at a high
capillary number. Moreover, the grain diameters of the numerical experiments were kept consistent in the same range (Table 6.4), something that is very hard to achieve in a physical lab setting,
and absent in prior studies (Costanza-Robinson et al., 2009; Al-Raoush, 2014). Also, these studies
had a narrow saturation range, and considered steady-state data only, which is a disadvantage because a dynamic fluid properties change during immiscible displacement. A suggestion for future
investigations is to ensure more fluid trapping and maintain higher fluid-solid grain interactions.
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The results in this investigation highlight that in samples with the same porous media properties but difference in roundness factor, the angular and round groups will acquire different peak
interfacial areas. While this is true for flow conditions with high capillary numbers, this needs to
be further evaluated under different flow and fluid conditions, for samples exhibiting a broad range
of roundness.

6.6

Effect of Grain Diameter
The effect of grain diameter on interfacial area-saturation curves was analyzed on group

C and D, properties of the groups are given in Table 6.5. The two groups have median grain
diameters close to each other. The best fit curves obtained for these groups, excluding the cloud of
data points, are summarized in Figure 6.8.
Table 6.5: Averaged properties of the ensemble of porous media for grain diameter groups
Group

Porosity

Median Grain
Diameter d50 (l.u.)

Coefficient of Uniformity
Cu

C

Well sorted, small grains

0.44 ± 0.004

7.6 ± 0.0003

1.85 ± 0.03

D

Well sorted, large grains

0.45 ± 0.006

8.8 ± 0.0004

1.85 ± 0.03

Note: The values in the table represent the average of 20 realizations ± the standard deviation

The two groups follow a quasi parabolic trend discussed in the previous section. Group
D (larger median grain diameter) obtain a higher overall specific interfacial area in drainage and
have a nearly complete overlap of trend with group C in imbibition. This observation does not
agree with trends in prior research (Brusseau et al., 2009; Al-Raoush, 2014), who report that total
and capillary interfacial area increased with decreasing median grain diameters. However, the
flow conditions in these studies operated on low capillary number, which is a capillary dominated
regime. As mentioned earlier, these flow conditions increase residual trapping, therefore the fluid
distribution and interfacial area is going to predominantly controlled by the grain diameter. In the
analyzed groups C and D, the flow conditions are high capillary number, where residual trapping
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Figure 6.8: Fitted curves for interfacial area-wetting phase saturation (awn Sw ), for groups well
sorted small grains (C), and well sorted large grains (D). The solid and dashed lines represents
drainage and imbibition trends, respectively
is not favored. Therefore, I hypothesize that the effect of grain diameters does not agree with the
relations provided in earlier studies due to difference in flow conditions.
Findings presented in this section highlight the importance of characterization of fluid and
granular morphology based on flow conditions. Such investigations can help understand how porescale morphology can dictate fluid distributions in the subsurface.

6.7

Summary
This chapter analyzed the effect of grain morphology on interfacial area-saturation data.

Three measures that quantify grain morphology were investigated: grain-size distribution, grain
circularity, and grain roundness. The summary of the results are shown in Figure 6.9.
The results well agreed with overall trends found in numerical and experimental studies
(X-ray microtomography studies). The peak saturation values agree with the ones reported in
literature, which is found to be equal to 0.25 of the invading phase saturation. The hysteresis
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Figure 6.9: Trends of interfacial area saturation curves awn Sw under drainage and imbibition
conditions in porous media groups for grain-size distribution, grain shape and grain edges
between drainage and imbibition curves is a characteristic feature in numerical models, which is
attributed to interpore-connectivity.
The effect of grain-size distribution was evaluated in uniform to moderately sorting groups
which had a distribution of 1.2 < Cu < 2.3. The interfacial-area saturation curves for the most
part revealed that all five groups behaved similarly in drainage and imbibition, but the moderately
sorting group (Cu = 2.29) showed larger interfacial area values under imbibition conditions.
The influence of grain circularity included circular and elongated groups. The shape of
interfacial area-saturation curves was found to shift strongly in drainage conditions, with the peak
saturation range acquired at 0.30, as opposed to 0.25. Due to the closeness of circularity values in
elongated and base case, no difference in trends was seen for those groups.
The effect of grain edges show the most striking results. While the interfacial area-saturation
trends in round and angular groups closely resemble to each other, the peak interfacial area was
found to be different across the groups. Overall, round grain shapes showed higher peak interfacial area values compared to the angular groups. Another important feature is revealed in Figure
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6.9, which indicate that grain edges have a far significant impact interfacial area-saturation curves.
This is because, generally such systems have a large porosity as it is difficult to closely pack the
grains together. This suggests that by neglecting the detail of edges on a grain can lead to overly
simplistic data.
Grain morphology has an important impact on interfacial area and saturation values. While
this assessment was carried out at high capillary numbers and unit viscosity ratios, it showed that
grain morphology with similar median grain diameters, presents different shape of the curves. The
effect of fluid and flow conditions is also an important consideration in interfacial area-saturation
curves. Research in this area can help assess how pore-scale mechanisms differ in a variety of
porous media systems.
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Chapter 7: Investigation of Multi-Phase Flow in 3D Systems
7.1

Overview
In numerical modeling of multi-phase flow systems, a 3D physical system is often simu-

lated as a 2D one to reduce computation expense. While 2D systems are able to explain flow and
dynamics in the system, they lack in describing certain flow mechanisms such as corner fluid flows.
Since there are limited flow paths available in 2D, the expected fluid distribution in a 2D system,
might be altered in a 3D system. This necessitates the development of a 3D multi-phase model
that can reasonably account for fluid phenomena at the pore-scale. The objective of this chapter is
to provide the framework for extending a 2D multi-phase model to 3D one. It is demonstrated that
a 3D CGM scheme is validated against dynamic and static fluid problems and can successfully
simulate multi-phase flow in 3D porous domains. In addition, the process used to generate 3D
porous media is also discussed. Results obtained from a drainage simulation in a base case are also
explained at the end.

7.2

Generation of 3D Porous Media
The 3D samples are generated by using a Packing3D MATLAB code created by Mollon

and Zhao (2014). The program requires user input values to determine the characteristics of porous
domain, which includes porosity, coefficient of uniformity Cu , and the number of grains to be
packed. The complete details about the program inputs used for the 3D samples generation are
provided in the Appendix C.
As previously outlined in chapter 4, the porous media groups are generated based on three
measures of grain morphology. This includes groups representing grain-size distribution (B and
C), grain shape based on sphericity (D and E), and grain edges based on roundness (F and G).
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Figure 7.1: 3D sample generation for base case, angular and spherical grains
Base case A represents the intermediate properties compared to other groups and is used as a
comparison. Only one sample per group was generated with the properties provided in Table 7.1.
An example output from the Packing3D software is shown in Figure 7.1.
Each sample comprises 800 to 1000 grains are packed in a cubic domain.The direct sample
output from Packing3D is loosely packed (porosity > 0.5) and therefore can not be used for porescale simulations. This output is additionally re-packed and discretized by using a correction factor
that minimizes the distance between the grains. The final sample are repacked using a correction
factor provided in the Appendix C.
The size of the final discretized sample for each group comes out to be 1603 ± 14 l.u.3 Table
7.1 presents the properties of the samples at the end of discretization. The re-packed groups have
a median porosity and median grain diameter equal to 0.39 and 11 l.u., respectively. Grain-size
distribution represented by coefficient of uniformity is also in a comparable range for all groups.
However, this program can not generate samples with Cu > 1.8.

7.3

3D CGM
A 3D color gradient variant by Liu et al. (2012) was used to simulate multi-phase flow

in 3D porous domains. The method is an extension of the 2D model described in Chapter 2
and Chapter 4. The strengths of Liu et al. (2012) variant is that it demonstrates strong numerical
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Table 7.1: Properties of simulated 3D porous media
Group

Porosity

Median Grain Diamteter
d50 lattice unit

Coefficient of Uniformity
Cu

A

Base

0.39

14

1.49

B

Nearly uniform

0.37

14

1.21

C

Well sorted

0.40

14

1.76

D

Elongated

0.37

13

1.52

E

Spherical

0.37

11

1.47

F

Round

0.40

13

1.47

G

Angular

0.40

13

1.51

accuracy and stability, especially in modeling interfacial tension, and minimizes spurious velocities
and maintains immiscibility. The basic CGM principle and algorithm remains the same, with
the numerical operations taking place in 3D lattice space (see Figure 7.2). The model uses a 19
velocity set in 3D, referred to as a D3Q19 lattice system which tracks the particle distribution
function fik . The fik (where k represents the red or blue fluid and i = 19) follow the regular CGM
operations: BGK-based collision, perturbation, recoloring and stream. The mathematical details
of these operations can be found in chapter 2.
The extension of 2D to 3D CGM, does not alter the main CGM equations. In essence the
equations (Chapter 2) remain the same, but the lattice based constants are changed from D2Q9
to D3Q19. These lattice based constants are provided in Table 7.2 which are based on the vector
positions ei specified according to the lattice shown in Figure 7.2. The main lattice based constants
involve the lattice weights wi , constant used in calculating equilibrium distribution function Ci , and
perturbation lattice based constant Bi .
The boundary conditions in the multi-phase model are 3D extensions of the 2D boundaries.
The driving fluid boundary condition is a pressure boundary condition (Huang, 2017), and the
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Figure 7.2: Lattice velocity set D3Q19
Table 7.2: Lattice based D3Q19 constants (Liu et al., 2012)
Lattice constants

ei = 1 ei = 2..7

Lattice weight wi

1
3

Equilibrium distribution function Ci

ak

Perturbation lattice Bi

1
3

ei = 8..19

1
18
1

ak
12
1
18

1
36
1

ak
24
1
36

wettability boundary condition is applied by a geometric boundary condition (Akai et al., 2018)
method. A summary of the CGM components and boundary conditions are given in Table 7.3.
The implementation of boundary conditions need to be tested in static and dynamic fluid problem
settings with known analytical solutions. The details of numerical validations of the 3D CGM are
presented in the next section.
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Table 7.3: CGM characteristics and boundary conditions used in a 3D lattice domain
Process

CGM control

Reference

First collision

BGK

Bhatnagar et al. (1954)

Interfacial tension

Perturbation

Liu et al. (2012)

Fluid immiscibility

Recoloring

Latva-Kokko and Rothman (2005)

Flow condition

Pressure differential

Huang (2017)

Wettability

Geometric boundary condition

Akai et al. (2018)

Solid boundaries

Halfway bounce-back condition

Ziegler (1993)

7.4

Validations of 3D CGM
The 3D model is coded and tested in MATLAB. Since the computations are expensive in

3D system, the domains of the tests are performed on smaller domains with the average size less
than or equal to 1003 l.u., depending on the numerical test. All tests present good agreement with
the analytical solutions.
7.4.1

Single Phase Poiseuille Flow
A single phase flow in a 3D circular tube is used to validate the solid fluid interactions

under a pressure differential. The problem geometery is shown in Figure 7.3. A circular pipe
with a radius R = 30 l.u. and pipe length is L= 120 l.u. is centered in a rectangular domain with
dimensions equal to 120 ⇥ 64 ⇥ 64 (Nx ⇥ Ny ⇥ Nz).
A single phase occupies the interior of the circular tube and a pressure differential along
the x axis induces flow in the system. The fluid properties in the simulating domain are specified
as, density r = 1, viscosity µ = 1/6, and the pressure differential applied as density difference
rin = 1.001, rout = 0.995. The solution converges in under 25000 time steps.
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Figure 7.3: Circular tube setup
The analytical solution to the velocity flow is given in Eqn 7.1.
u(r) =

dP 2
(R
4µL

r2 )

(7.1)

where r represents the inner radius at a particular plane along y/z axis, dP is the applied pressure
differential, µ is the viscosity of the fluid and R , L represent the radius and length of the tube.
The results of the velocity profile in the cross section of the tube is shown in Figure 7.4 and
shows excellent convergence between the analytical and LBM simulation velocities.
7.4.2

Laplace 3D
A stationary bubble test or a Laplace law test is performed to validate the modeling of

interfacial tension (s ) in the system. A red droplet of radius 16 l.u. is initialized in a domain
surrounded with blue fluid. The size of the entire domain equals 65 ⇥ 65 ⇥ 65 l.u.3 , with periodic
boundary conditions all over. The simulation is run for 5000 to 10,000 time steps till the pressure
values inside and outside the droplet stabilize. Table 7.4 summarizes the simulated and theoretical
interfacial tension values.
The results indicate good agreement between simulated and theoretical s values, with an
error less than 2 %. These results also show the effect of interface parameter, beta, on the simulating properties. When b =1, the percentage error in s values is smaller when compared to 0.7,
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Figure 7.4: Velocity profile for a single phase Poiseuille test in 3D
Table 7.4: 3D Laplace validation
A
0.01
0.001
A
0.01
0.001

a b = a r = 0.6, r r = r b = 1, n r = n b = 1/6, b = 1
ssimulated
stheoretical
Error %
|umax |
4.49 ⇥ 10 3
4.44 ⇥ 10 3
1.0
1.6 ⇥ 10
4
4
4.42 ⇥ 10
4.44 ⇥ 10
0.5
1.6 ⇥ 10
b
r
r
b
r
b
a = a = 0.6, r = r = 1, n = n = 1/6, b = 0.7
ssimulated
stheoretical
Error %
|umax |
4.53 ⇥ 10 3
4.44 ⇥ 10 3
2.0
9.3 ⇥ 10
4
4
4.39 ⇥ 10
4.44 ⇥ 10
1.2
9.5 ⇥ 10

4
5

5
6

but generates higher spurious velocity umax . A b value of 0.7 provides a fair compromise between
accurate modeling of s values and avoiding high spurious velocity at the fluid interface (Liu et al.,
2012).
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7.4.3

Contact Angle 3D
The contact angle is modeled by using Akai et al. (2018) method which is a mathematical

extension of the 2D geometric wetting boundary condition (Xu et al., 2017). The static droplet test
is performed for a range of angles 45, 60, 90, and 120 in a 100 ⇥ 100 ⇥ 100 lattice domain bound
by two solid planes at the top and bottom. The simulation parameters are specified as n k = 1/6,
r r = r b = 1, Ar = Ab = 0.01 and b = 0.7. The simulated angle are accurate within 2% of the
applied angle. The resulting 3D output profiles of the tested angles are given in Figure 7.5.

Figure 7.5: Simulated contact angles in a 3D lattice domain by using the geometric boundary
condition
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7.4.4

Washburn 3D
This test simulates the invasion of a fluid into a capillary tube in three dimensions. A

pressure differential is applied to drive the fluid into a tube of length L and diameter D. The
analytical solution for the invaded length as a function of time for the case of unit density and
viscosity ratio is given as (Huang et al., 2017; Leclaire et al., 2017a) .
Linv =

R2
2s cosq
(
+ DP) t
8 Lµinv
R

(7.2)

where Linv represents the length of the invading phase and R and L are the radius and length of the
pipe. The fluid properties includes the interfacial tension between the fluids s , contact angle q ,
viscosity of the invading fluid µinv and pressure differential DP which drives fluid flow.

Figure 7.6: Capillary intrusion process for q = 120 and q = 60
The test is simulated in a domain size equal to 320 ⇥ 32 ⇥ 32 l.u.3 domain with the radius of
the pipe fixed at 15 l.u. and the length equal to 320 l.u.. The ends of the pipe along the longitudinal
axis are left open and the pressure differential DP is applied along the x axis. A reservoir of ten
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Figure 7.7: Capillary intrusion test results for q = 120 and q = 60
nodes is added at the inlet and outlet to act as a buffer to uniformly inject fluid into the capillary,
to minimize fluid entry artifacts.
The simulation parameters are specified as n k = 1/6, r r = r b = 1, Ar = Ab = 0.001, b =
0.7, rin = 1.001 , rout = 0.999. The simulation is performed for two cases; drainage with q = 120
, and imbibition with q = 60 . The red fluid is the invading fluid in both cases and is initialized
within the tube at 0  x  10.
The invaded length is measured by periodically calculating the saturation of the invading
fluid (red fluid) within the pipe and multiplying with the length of the pipe (Leclaire et al., 2017a).
The results for the drainage and imbibition cases are shown in Figure 7.7, which agree well with
the simulated lengths and the theoretical solution.
7.4.5

Limitations of CGM
The numerical validations of the CGM shows that the model can simulate multi-phase flow

in porous media in 3D geometries. This model can accurately simulate fluid pairs with unit density
and viscosity ratios. The numerical limitations are discussed in section 4.4, chapter 4.
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7.5

Multi-Phase Displacement
The setup for 3D multi-phase displacement in porous media is shown in Figure 7.8. The

discretized porous media is attached to an inlet and outlet reservoir at either ends of the domain.
These reservoirs comprise ten nodes at each end, and act as a buffer layer to uniformly distribute
the invading fluid into the simulating while minimizing solid-fluid numerical artifacts. A pressure differential is imposed between the inlet and outlet axis along the horizontal axis (x) using
a pressure boundary condition formulated by Huang (2017), which drives the invading fluid into
the sample. In the remainder of the domain, a periodic boundary condition is applied along the
y and z axis, and a no-slip condition is imposed on the solid grains using a halfway bounce-back
boundary condition (Ziegler, 1993). The wettability of the fluids is specified using a geometric
wettability boundary condition (Akai et al., 2018), which has proven to reduce spurious velocities
at the solid-fluid interface and eliminates the development of artificial unphysical fluid mass in the
system.

Figure 7.8: Multiphase setup in 3D geometries, the invading fluid is driven based on the pressure
differential applied at the inlet and outlet
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The simulation is performed for drainage. In drainage, the non-wetting phase is initialized
at the inlet reservoir only, and the wetting phase saturates the rest of the domain. The non-wetting
phase is injected into the porous domain under a pressure differential and displaces the wetting
phase from the system. During this displacement, the interfacial area and wetting-phase saturation
are periodically calculated. The time steps for the 3D simulation are constrained due to computation cost and therefore are only limited to 50,000 time steps.
Table 7.5: 3D multi-phase simulation domain and fluid properties
Parameter

Value

Units
LBM domain

Lattice domain N 3

1503

Number of time steps T

50000

lattice unit (l.u.)
time step (t.s.)
Fluid conditions

Density ratio g

1

–

Viscosity ratio M

1

–

Capillary number Ca

0.89

–

Pressure differential DP

0.018

mass unit per lattice unit time step2 (m.u./l.u. t.s.2 )

Reynolds number Re

0.08

–
Flow conditions

Interface thickness b

0.70

Contact angle q

120

–

Interfacial tension s

0.004

mass unit per unit time step2 (m.u./t.s.2 )

Kinematic viscosity n

0.16

lattice unit2 per time step (l.u.2 /ts)

Density r

1.00

mass unit per lattice unit3 (m.u./ l.u.3 )
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The fluid and flow properties in 3D CGM simulations are provided in Table 7.5. The
density and viscosity ratio of the fluid pairs are kept equal to 1. Three conversion factors are
required in physical scaling are length Cl = 1.0 ⇥ 10
mass unit, and time Ct = 1.7 ⇥ 10

3

4

m per l.u., mass Cm = 1.0 ⇥ 10

9

kg per

s per t.s. Based on these conversion factors, the physical scale

of the system equals 15 ⇥ 15 ⇥ 15 cubic millimeters. The resulting viscosity, density and interfacial
tension equals 1.0 ⇥ 103 kg/m3 , 1.0 ⇥ 10

3

Pa.s, and 1.5 ⇥ 10

6

N/m. Details of the conversion

factors and the scaling of the LBM system is provided in the Appendix D.

7.6

Calculating Fluid Properties
The two properties of interest in the multi-phase simulation are fluid saturation and inter-

facial area, which are computed in the simulation after every n time steps. These calculations are
performed as part of the CGM algorithm in a separate sub-routine, the details of the calculations
are provided in the next section.
7.6.1

Fluid Saturation
The saturation of the wetting and non-wetting fluids are calculated based on the particle

fluid distribution function fik which relates to the density of the fluid in the system r k . If the density
of k fluids is known, a y parameter can be defined in the fluid region to distinguish between the k
fluid pairs (Leclaire et al., 2017a)
y=

rk
rr + rb

(7.3)

Once psi is computed, the sum of y in the fluid domain divided by the number of fluid
nodes (Nw ) determines the k fluid saturation.
Sk =

Ây
Nw

(7.4)
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7.6.2

Interfacial Area
A marching cubes algorithm is used to calculate the interfacial area in a 3D system (Dalla

et al., 2002). The marching cubes algorithm utilizes a triangular mesh to construct an isosurface at
a chosen threshold value of the selected matrix, in this case the density matrices r k . The isosurface
can be computed for the wetting phase (blue), non-wetting phase (red) and the solid grain phase
from the density values r r , r b . The triangular mesh data generated in the isosurfaces is calculates
the interfacial area of the solid phase as , wetting phase aw and non-wetting phase anw .
Prior to the isosurface generation, the density data is smoothed out by using a Gaussian
filter. The isosurfaces are constructed on the filtered data and the sum of the areas of the triangular
mesh is used to determine the interfacial area of the three phases. This is coded in MATLAB using
the inbuilt functions of imgaussfilt3 and isosurface.
The interfacial area of the non-wetting-wetting interface awn is computed as follows (Dalla
et al., 2002)
1
awn = (aw + an
2

as )

(7.5)

The interfacial area calculated in the system are defined as capillary interfacial area with
unit of l.u.2 . These interfacial areas do not include the contributions of film formations on solid
grains due to resolution limitations.

7.7

Preliminary Results
Drainage simulation was conducted on a base sample case shown in Figure 7.9. The sample

was discretized to 1503 with a final packed porosity equal to 0.35. The size of the simulating
domain equaled 170 ⇥ 150 ⇥ 150 l.u.3 after the addition of the inlet and outlet reservoirs. The
sample was simulated for 10,000 time steps for a computer runtime of 7 days. This simulation did
not yield in any change in fluid saturation in the system and was computationally expensive.
Therefore, in the interest of flow analysis the sample domain was reduced in size. Following the suggestions in Pan et al. (2004), a sub-section of the sample was taken from the centre
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Figure 7.9: Sample base case generated by Packing3D (Mollon and Zhao, 2014)
of the base sample case domain which equaled 70 ⇥ 70 ⇥ 70 l.u.3 with a porosity equal to 0.45.
The sub-section was attached to the reservoir nodes which made the simulating domain equal to
90 ⇥ 70 ⇥ 70 cubic l.u. This sample was then run on supercomputer resources for a total runtime
of 10 days to gather the required fluid distributions in the system.
Figure 7.11 shows the series of snapshots during drainage process and the accompanying
change in distribution of the non-wetting phase. The stable displacement mechanism of fluid is
clearly visible, as a uniform fluid front moves through the domain. In the first 20,000 time step
minor finger branches are formed as the fluid invades the path of least resistance. Nearly 50% of the
domain is occupied by the non-wetting phase in 20,000 time steps. It is also evident in Figure 7.11
at 40,000 time step, that break-up of non-wetting phase have reached the exit boundary. The change
in wetting and non-wetting phase saturation as a function of time is shown in Figure 7.10. The final
non-wetting fluid saturation is equal to 0.85 achieved in 80,000 time steps, which indicates that
about 85% of the porous domain has been invaded and the system is close to acquiring steady-state
saturation conditions.
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Figure 7.10: Temporal evolution of wetting and non-wetting phase saturation during drainage in a
3D porous medium
The simulation on truncated domain shows the multi-phase displacement process. However, the size of domain is not enough to provide a realistic analysis of interfacial area-saturation
data. This is because the reduced domain introduces discretization errors in the interfacial area
calculation. The simulation of 80,000 time steps took a large amount of computation time which
equaled 15 days. While 85% of the domain is already drained, it is expected that additional time
steps will drain out the remaining minor wetting phase saturation.
These preliminary simulations highlight two important considerations for future research.
Firstly, the domain discretization should be sufficient enough to resolve features of fluid flow and
the granular structure. Secondly, computation cost and simulation accuracy needs to be balanced.
The 3D multi-phase model performs as expected, i.e., can successfully simulate immiscible displacement. However, computation time is the biggest limitation in conducting further
analysis. The computation speed can be improved by adopting a parallel implementation of lattice
Boltzmann framework (Huang et al., 2017; Leclaire et al., 2016).
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Figure 7.11: Snapshot of drainage simulation in a 3D porous medium. For figure clarity, the
non-wetting phase is shown in red

123

Chapter 8: Conclusions and Recommendations
The development of interfacial area forms an integral part in assessing the transport and
retention of immiscible phases in porous media. Pore-scale models is a good approach to explore
research questions that are impossible to investigate in a physical lab setting. The research objective was to evaluate the effect of grain morphology on the temporal evolution of interfacial area.
This was investigated by conducting multi-phase lattice Boltzmann simulations in ensembles of
2D porous domains and developing a framework for 3D simulation tests. The main contributions
of this dissertation, as discussed in previous chapters are given below:
• Review of a multi-phase model, color gradient method with detail on model enhancements.
• Development and validation of a multi-phase model, color gradient variant for 2D and 3D
systems.
• Analysis of the effect of grain morphological characteristics on temporal evolution of interfacial area for 2D systems.
• Extension of the 2D simulation system to 3D.
This chapter summarizes the main results of the findings of the dissertation, as well as the numerical limitations of the research. In particular, the following sections focus on how these numerical
limitations can be overcome to better investigate the grain morphological affects in multi-phase
flow in porous media.

8.1

Conclusions
Three measures of grain morphology were tested as part of this dissertation, which in-

cluded grain-size distribution, grain shape and grain edges in ensembles of 2D porous media. On
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the whole the 2D simulations mimicked the expected 3D interfacial area-saturation relationships,
which shows the validity of the results. The simulation results identified three main impacts on
multi-phase flow, which included temporal shift of interfacial area, saturation shifts, and variation
in peak interfacial area. These effects are summarized below.
The effect of grain-size distribution for 1 < Cu < 2.3 on temporal evolution shows minor
impact on the overall interfacial area. However, for groups representing Cu = 2.3, a temporal shift
in acquiring peak interfacial area is seen for both drainage and imbibition. It is hypothesized that
moderately sorted granular systems will show a difference in rate of interphase mass transfer based
on the temporal shifts under high capillary number flows.
Groups representing granular shapes based on circularity, did not show a large difference
in temporal evolution. Despite this, a 6 % difference in residual saturation values was observed
between circular and elongated groups. Grain shape can also modify the interfacial area-saturation
curves, by causing a shift in peak saturation values.
Grain edges, angular and round-edged groups, showed no variation in temporal evolution of
interfacial area. However, theses groups showed a difference in interfacial area-saturation trends,
specifically in relation to the peak interfacial values. Overall, the round grains showed the highest
peak interfacial area values compared to the angular groups.
The constraints of 2D simulations is the inability to fully capture flow processes such as
fluid paths, and corner film flows, which led to investigations in 3D system. The 3D multi-phase
model was validated and extended successfully. The simulation set-up can successfully simulate
drainage and imbibition process in 3D porous media. However, it required considerable computational resources, such that 80,000 time steps were completed in 15 days of computation run time,
on a truncated domain. The 3D model can accurately simulate fluid invasion in a porous domain.
While the numerical model is operational, further investigations were stopped due to expensive
computation time.
The results in this dissertation are 2D in nature that agree with 3D analysis, but have highlighted an important outcome for multi-phase flow in porous media. The three grain measures
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have profoundly different impact on interfacial area formation, which are important to be recognized during multi-phase flow. Multi-phase flow in porous media encompasses the interaction of a
wide range of factors, involving grain geometry, flow conditions, and fluid properties. Therefore, it
must be noted that the results of the dissertation are only valid for unit density and viscosity ratios
under high capillary flow conditions. The extension of the current research to beyond the fluid and
flow limitations in this dissertation can provide interesting outcomes. Section 8.3 highlights the
possibilities of future research directions in this area.

8.2

Significance of the Results in Engineering Applications
The results from this research are applicable to groundwater contamination incidents in-

volving non-aqueous phase liquids and oil. The remediation of the contamination in the saturated
zones requires appropriate characterization of the trapped non-wetting phase. Interfacial area is
a measure that can not only characterize the trapped phase but elucidates the extent of contact
between flushing agent and the entrapped phase.
The results from the 2D investigations highlight three outcomes, a delayed formation of
peak interfacial area, variation in trapped saturation, and higher overall interfacial area, based on
the difference in grain morphology. This suggests that before implementing a remediation strategy,
appropriate characterization of the subsurface based on grain morphological parameters is necessary. For instance, if the grain morphology of the contaminated zone has a higher sphericity index
(more spherical particles), it is expected that the trapped non-wetting phase residual saturation
will be less. Similarly, if the grain morphology composes angular grains, a higher interfacial area
is expected which indicates that the consumption of flushing reagent will be higher than normal.
Moreover, grain-size distribution even in moderately sorted soils show that the formation of peak
interfacial can be delayed, indicating that the consumption of flushing reagent might be slower
than expected. These generalizations are only valid where the where the fluid pairs involve unit
density and viscosity ratios under conditions of stable displacement.
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8.3

Recommendations for Future Work
The limitation of this work encompasses three factors which are flow, fluid and porous

media properties. The expansion of the current work to include a broad range of flow, fluid and
porous media properties is highly recommended. These are discussed in detail below.
The similarity in temporal evolution of interfacial area across the in groups was in part due
to the high capillary flow number. A low capillary number results in unstable displacement, with
intricate fluid patterns. It is suggested to investigate low capillary flows, where fluid fingering is
a prominent feature in the domain. In the present model this can be attained to a certain level by
reducing the pressure differential in the outflow boundary conditions.
The unstable flow conditions can also be generated by simulating fluid pairs with viscosity
and density contrasts. One limitation fo the present CGM framework is the numerical limitation
related to viscosity, density ratio, and contact angle. The present model can handle a viscosity ratio
range of 0.08 < M < 12, a density ratio range 1 < M < 10, and contact angle range 45 < q < 120 .
Testing fluid properties outside this range for stable and accurate simulations requires adopting
color gradient modifications which are discussed in detail in chapter 2.
The interaction of contact angle (wettability) and grain morphology is also another fluid
property that can be further explored. Grain wettability is an important consideration in petroleum
recovery and indirectly on remediation efforts. As mentioned earlier, the present simulation framework is unable to accurately the full range of contact angles 0 < q < 180 . The modification of
the perturbation sub-routine in this case is recommended, by using the continuum surface based
model discussed in chapter 2.
Moreover, a large portion of the results also depend on the quality of samples. In this
dissertation, the grain characteristics were limited to a narrow range of grain circularity, grain-size
distribution, and grain roundness. The extreme ends of these measures were not included due to
constraints in sample generation. Another area of work is to investigate alternate approaches of
grain generation where the extreme states can be quantified and packed.
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Lastly, the foundation of any numerical simulation is based on the strength of the model.
While the developed 3D model is robust in the current fluid and flow conditions, it has a highly
expensive computation time. It is highly recommended to improve the computation speed of the 3D
model by adopting parallelizing implementation methods in lattice Boltzmann models.An overall
summary for the suggested enhancements in the current simulation system are given below:
1. Test parallel implementation techniques already developed for lattice Boltzmann
2. Explore capabilities in MATLAB to adopt parallel computations
3. Adopt a multiple relaxation time collision operation for improving the capacity to handle
viscosity ratios and stable capillary dominated flows
4. Adopt an enhanced equilibrium distribution function with multiple relaxation time for increasing the density ratio capacity
5. Adopt a continuum surface force based interfacial tension modeling routine, which improves
the modeling range of contact angle
The investigation of pore-scale flow mechanisms in multi-phase processes is important in
environmental engineering, which helps assess how these factors can contribute to the bulk fluid
flow. While results from pore-scale investigations can not be directly used in macroscopic flow
models, they form the benchmarks in understanding the physical phenomena. Engineering systems
such as carbon dioxide sequestration and groundwater remediation have become more important
than ever to mitigate the harmful effects of global warming and increased energy consumption.
Improved system modeling is one approach to better understand, engineer and implement these
engineering applications.
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Appendix B: Inflow and Outflow Boundary Conditions

Table B.1: Relations for unknown distributions for flow boundary condition in a D2Q9 lattice
Boundary

Inlet

Known
Components

Unknown
components

f0k , f2k , f4k ,
f3k , f6k , f7k , rin

f1k , f5k , f8k

Formulas
fitot = Âk ( fik );
rin ux = rin Â( f0tot + f2tot + f4tot
+2[ f3tot + f6tot + f7tot ])
Red Fluid distribution:
r
RedTemp = rin ux ⇥ r rr+r b
f1r = f3r + 23 RedTemp
f5r = f7r + 16 RedTemp 12 ( f2r f4r )
f8r = f6r + 16 RedTemp + 12 ( f2r f4r )
Blue Fluid distribution :
b

BlueTemp = rin ux ⇥ r rr+r b
f1b = f3b + 23 BlueTemp
f5b = f7b + 16 BlueTemp 12 ( f2b
f8b = f6b + 16 BlueTemp + 12 ( f2b
Outlet

f0k , f2k , f4k ,
k
f1 , f5k , f8k , rout

f3k , f6k , f7k

f4b )
f4b )

fitot = Âk ( fik );
rout ux = rout + Â( f0tot + f2tot + f4tot
+2[ f1tot + f5tot + f8tot ])
Red Fluid distribution:
r
RedTemp = rout ux ⇥ r rr+r b
f3r = f1r 23 RedTemp
f6r = f8r 16 RedTemp 12 ( f2r f4r )
f7r = f5r 16 RedTemp + 12 ( f2r f4r )
Blue Fluid distribution :
b

BlueTemp = rout ux ⇥ r rr+r b
f3b = f1b 23 BlueTemp
f6b = f8b 16 BlueTemp 12 ( f2b
f7b = f5b 16 BlueTemp + 12 ( f2b

f4b )
f4b )

The input parameters are rin and rout which are constants specified by the user before the
simulation. These values are set slightly higher and lower than k fluid density and maintain a
154

constant pressure differential across the domain. The red and blue fluid distributions at the inlet
and outlet domains are computed from the r r and r b at the nodes from the previous time step.
Once the unknown populations are calculated, CGM follows the regular procedure for collision
(Wki )1 , perturbation (Wki )2 , and recoloring process.
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Appendix C: Input Variables for Grain Generation
Table C.1 and C.2 and provide the detail of the input properties used to generate the 2D
and 3D porous media samples. The 2D and 3D programs are coded in MATLAB by Mollon and
Zhao (2012, 2014) and can prepare samples with statistically consistent domain properties. These
properties include porosity, median particle diameter (d50 ), and coefficient of uniformity (Cu ).
The input properties required in Packing2D and Packing3D include parameters that control
domain and grain properties. The domain parameters include sample porosity of the domain, and
COV which sets the coefficient of uniformity of the sample. The grain shape parameters consist of:
D2 that controls the overall grain particle shape (i.e. spherical or elongated), D3 which specifies the
edges on the grain surface, and D8 controls the roughness on the grain surface. These parameters
can be fine tuned but operate in certain range limits due to accuracy and computation time which
are defined in Mollon and Zhao (2012).
For the samples provided in the dissertation, a square and/or cube lattice defines the sampling domain. The porosity of the groups is a main control, whereas COV , D2, and D3 are variables that are allowed to change. An important note about COV is that samples with COV > 1 and
COV < 0.2 can not be obtained with these programs.
Packing3D generates loosely packed samples with porosity higher than the target one. This
requires an additional re-packing process where the output of Packing 3D is adjusted with a correction factor given below which is multiplied with central grain locations Xc ,Yc , Zc .
C f actor = [(1

nnew )/(1

nold )]1/3 ;

(C.1)

where nnew and nold are target and achieved porosity.
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Table C.1: Input properties for Packing2D
Group

Number of grains

Porosity

COV

D2

D3

D8

A

Base case

400

0.45

0.5

0.075

0.05

0

B

Well sorted

400

0.45

0.2

0.075

0.05

0

C

Poorly sorted I

400

0.45

1.0

0.075

0.05

0

D

Poorly sorted II

400

0.45

1.0

0.075

0.05

0

E

Poorly sorted III

400

0.45

1.0

0.075

0.05

0

F

Elongated

400

0.45

0.5

0.115

0.05

0

G

Spherical

400

0.45

0.5

0.050

0.05

0

H

Base

400

0.45

0.5

0.075

0.05

0

I

Round

400

0.45

0.5

0.200

0.02

0

J

Angular

400

0.45

0.5

0.200

0.08

0

Table C.2: Input properties for Packing3D
Number

Group

Number of grains

Porosity

COV

D2

D3

D8

A

Base case

800

0.8

0.5

0.075

0.04

0

B

Well sorted

800

0.8

0.2

0.075

0.04

0

C

Poorly sorted

800

0.8

0.8

0.075

0.04

0

D

Elongated

800

0.8

0.5

0.100

0

0

E

Spherical

800

0.8

0.5

0.025

0

0

F

Round

800

0.8

0.5

0.05

0.02

0

G

Angular

800

0.8

0.5

0.05

0.06

0
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Figure C.1: Sample illustration for first 10 porous media group base case A
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Figure C.2: Sample illustration for last 10 porous media group base case A
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Appendix D: Scaling of Lattice Boltzmann to Physical Unit Systems
For 2D lattice system, two quantities are used to describe the lattice domain which involves
d xlb = 1 l.u.

(D.1)

dtlb = 1 t.s.

(D.2)

where l.u. and t.s. represents lattice unit and time steps respectively.
The length of the simulating domain (Llb ) defined with respect to total nodes in the domain
N equals
Llb = d xlb ⇥ N = 1 ⇥ 200 = 200

(D.3)

The conversion to physical units requires conversion factors for length scale Cl , time scale
Ct , which are related to their lattice equivalents by
d xlb = Cl
dtlb = Ct
Length conversion factor is calculated as
Cl =

Physical length 1.5 ⇥ 10
=
Lattice length
200

2

= 7.5 ⇥ 10

5

m per l.u.

(D.4)
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The conversion factor for time is related to the relaxation parameter or viscosity in LBM,
which relates by
d x2
dt
(Cl )2
n phy = nlb
Ct
n phy = nlb

Kinematic viscosity of water n p at 20 C equals 1 ⇥ 10
Ct = nlb

6

m2 /s, and in LBM, nlb = 1/6.

(Cl )2
np

1 (7.5 ⇥ 10 5 )2
Ct = ⇥
6
1.0 ⇥ 10 6
Ct = 9.4 ⇥ 10

4

s per t.s.

Conversion factor for mass Cm is selected based on Cl and density of water r = 1 kg/m3 .
Cm
(Cl )3
Cm
1000 = 1 ⇥
(7.5 ⇥ 10 5 )3
r phy = rlb ⇥

10

Cm = 4.2 ⇥ 10

kg per mass unit

The conversion factors are
Cl = 7.5 ⇥ 10

5

m per l.u.

Ct = 9.4 ⇥ 10

4

s per t.s.

Cm = 4.2 ⇥ 10

10

kg per mass unit
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The fluid and flow parameters are calculated with the help of conversion factors.
Dynamic viscosity µ phy ,
µ phy = µlb ⇥

Cm
ClCt

1
4.2 ⇥ 10 10
µ phy = ⇥ 1 ⇥
6
7.5 ⇥ 10 5 ⇥ 9.4 ⇥ 10
µ phy = 1 ⇥ 10

3

4

Pa s

Interfacial tension s
5
⇥A⇥t
3
5
slb = ⇥ 0.01 ⇥ 1
3
slb =

slb = 0.016
s phy = slb ⇥

Cm
Ct 2

4.2 ⇥ 10 10
s phy = 0.016 ⇥
(9.4 ⇥ 10 4 )2
s phy = 7.6 ⇥ 10

6

N/m

Pressure Differential DPphy
Plb = c2s ⇥ rlb
DPlb = c2s ⇥ Drlb
DPlb =

1
⇥ (1.05
3

0.95)

DPlb = 0.03
4.2 ⇥ 10 10
DPphy = 0.03 ⇥
7.5 ⇥ 10 5 ⇥ (9.4 ⇥ 10 4 )
DPphy = 0.21 N/m2
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Capillary number Ca
uinv rinv ninv
s cosq
6.7 ⇥ 10 4 ⇥ 1
Ca =
0.016 ⇥ 0.5 ⇥ 6
Ca =

Ca = 0.0139
log(Ca) = 1.86
Reynolds number Re
Re =
Re =

uL
n
6.7 ⇥ 10

4 ⇥8⇥6

1

Re = 0.03
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For 3D lattice system, the length of the simulating domain (Llb ) defined with respect to
total nodes in the domain N equals
Llb = d xlb ⇥ N = 1 ⇥ 150 = 150

(D.5)

The conversion to physical units requires conversion factors for length scale Cl , time scale
Ct , which are related to their lattice equivalents by
d xlb = Cl
dtlb = Ct
Length conversion factor is calculated as
Cl =

Physical length 1.5 ⇥ 10
=
Lattice length
150

2

= 1.0 ⇥ 10

4

m per l.u.

(D.6)

The conversion factor for time is related to the relaxation parameter or viscosity in LBM,
which relates by
d x2
n phy = nlb
dt
Cl2
n phy = nlb
Ct
Kinematic viscosity of water n p at 20 C equals 1 ⇥ 10
Ct = nlb
Ct =

6

m2 /s, and in LBM, nlb = 1/6.

Cl2
np

1 (1.0 ⇥ 10 4 )2
⇥
6
1.0 ⇥ 10 6

Ct = 1.7 ⇥ 10

3

s per t.s.
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Conversion factor for mass Cm is selected based on Cl and density of water r = 1 kg/m3 .
r phy = rlb ⇥
1000 = 1 ⇥

Cm
Cl 3

Cm
(1.0 ⇥ 10 4 )3
9

Cm = 1.0 ⇥ 10

kg per mass unit

The conversion factors are
Cl = 1.0 ⇥ 10

4

m per l.u.

Ct = 1.7 ⇥ 10

3

s per t.s.

Cm = 1.0 ⇥ 10

9

kg per mass unit

The fluid and flow parameters are calculated with the help of conversion factors. Capillary
number Ca
uinv rinv ninv
s cosq
8.7 ⇥ 10 4 ⇥ 1
Ca =
4.44 ⇥ 10 3 ⇥ 0.5 ⇥ 6
Ca =

Ca = 0.065

log(Ca) = 1.18
Reynolds number Re
Re =
Re =

uL
n
8.7 ⇥ 10

4 ⇥8⇥6

1

Re = 0.04
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Dynamic viscosity µ phy ,
µ phy = µlb ⇥

Cm
ClCt

1
1.0 ⇥ 10 9
µ phy = ⇥ 1 ⇥
6
1.0 ⇥ 10 4 ⇥ 1.7 ⇥ 10
µ phy = 1 ⇥ 10

3

3

Pa s

Interfacial tension s
4
⇥A⇥t
9
4
slb = ⇥ 0.01 ⇥ 1
9
slb =

slb = 4.44 ⇥ 10
s phy = slb ⇥

3

Cm
Ct 2

s phy = 4.44 ⇥ 10

3

s phy = 1.54 ⇥ 10

6

⇥

1.0 ⇥ 10

1.7 ⇥ 10

9
42

N/m

Pressure Differential DPphy
Plb = c2s ⇥ rlb
DPlb = c2s ⇥ Drlb
DPlb =

1
⇥ D(1.001
3

0.947)

DPlb = 0.018
DPphy = 0.018 ⇥
DPphy = 1.1 ⇥ 10

1.0 ⇥ 10 9
1.0 ⇥ 10 4 ⇥ (1.7 ⇥ 10 3 )
4

N/m2
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Appendix E: List of Symbols

Symbol

Description

ak

Grunau’s density contrast

awn

capillary interfacial area

A

interfacial tension constant

b

interface thickness parameter

Bi

perturbation vector based on lattice set

cs

speed of sound

c

lattice speed

cl

extended velocities of the lth order

Cik , fik

equilibrium function lattice dependent constant

Csb ,Csi

categories of solid nodes in the lattice domain

C f b ,C f i

categories of fluid nodes in the lattice domain

Cu

coefficient of uniformity

Cl

conversion factor for length scale

Cm

conversion factor for mass scale

Ct

conversion factor for time scale

Ca

capillary number

C

color gradient

Ck

density source term

D1 , D2

Euclidean distances between unit normals

d50

median grain diameter

db , da

differentiation w.r.t a, b spatial dimension
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dab

Kronecker delta tensor

d

Grunau’s interface parameter

e

energy

e

energy squared

ei

velocity set

Ea

density error term

f

particle distribution function

f eq

equilibrium particle distribution function

f tot

total particle distribution function

f eq,0

equilibrium particle distribution function at zero velocity

gk

Grunau’s viscosity interpolant

Gr , Gb

body force

g

density ratio

H

height

i

directions in the lattice

inv

invading fluid

j

momentum

k

red or blue immiscible fluids

L

base length

m

vector of moments in MRT collision

meq

equilibrium vector of moments in MRT collision

M

viscosity ratio

M

multiple relaxation time matrix

—

gradient operator

ns , n1 , n2

unit normals that define contact angle

n⇤

predicted unit normal

Nx, Ny, Nz lattice nodes in x, y, and z direction
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np

non-wetting phase

W

collision operation

W1

first single-phase collision

W2

second collision, based on perturbation

—Pn⇤

predicted color gradient

y

sphericity

P, Pn

order parameter

Pc

capillary pressure

Pw , Pnw

pressure of the wetting and non-wetting fluids, respectively

P

pressure

Pxx , Pxy

diagonal viscous stress components

q

energy flux

r

density of the fluid

rtot

combined fluid density

rin , rout

inlet and outlet fluid density

u

macroscopic velocity of the fluid

Re

Reynolds number

R

roundness

r, R

radius

Sw

wetting phase saturation

Snw

non-wetting phase saturation

s1 , s2 , s3

Grunau’s viscosity interpolant factors

s

indicator function

si

length of solid grains

s

interfacial tension

S

diagonal matrix in MRT collision

Qi

angle between color gradient and lattice velocity set
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q

contact angle between wetting and non-wetting fluid

T

transpose operator

T

time step in lattice Boltzmann

t

time

t1 ,t2 ,t3

Grunau’s viscosity interpolant factors

x

location on the lattice

t

relaxation parameter

n

kinematic viscosity

µ

dynamic viscosity

v

velocity

Vp ,Vic

volume of the particle and inscribed sphere

wi

lattice weight

wp

wetting phase
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