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Abstract. We compute the gravitational wave spectrum from a tachyonic preheating transi-
tion of a Standard Model-like SU(2)-Higgs system. Tachyonic preheating involves exponen-
tially growing IR modes, at scales as large as the horizon. Such a transition at the electroweak
scale could be detectable by LISA, if these non-perturbatively large modes translate into non-
linear dynamics sourcing gravitational waves. Through large-scale numerical simulations, we
find that the spectrum of gravitational waves does not exhibit such IR features. Instead,
we find two peaks corresponding to the Higgs and gauge field mass, respectively. We find
that the gravitational wave production is reduced when adding non-Abelian gauge fields to
a scalar-only theory, but increases when adding Abelian gauge fields. In particular, gauge
fields suppress the gravitational wave spectrum in the IR. A tachyonic transition in the early
Universe will therefore not be detectable by LISA, even if it involves non-Abelian gauge fields.
Keywords: cosmological phase transitions, physics of the early universe, primordial gravi-
tational waves (theory)
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1 Introduction
The ground-breaking direct detection of gravitational waves [1] gives promise that cosmolog-
ical sources may also be detectable in the foreseeable future. One mission with scope to look
for such sources is LISA, due for launch in 2034 [2]. The primary contenders for detection are
gravitational waves from inflation (see for instance [3]), from cosmic defects (see for instance
[4]) and from bubble collisions at a first order phase transition (see for instance [5]). The
latter can in turn be connected to the creation of the cosmological baryon asymmetry if the
phase transition in question is the electroweak one, at a temperature of around 100 GeV [6].
These processes are favoured observationally by LISA, because the scale of the dynamics
is not primarily set by the microscopic properties of the system, such as particle masses. The
long-wavelength behaviour of a system can play a significant role as well. For a first-order
phase transition, this might correspond to the radius of bubbles of the new phase, which
may grow to near-horizon scales. Similarly, cosmic strings potentially extend to the horizon
and beyond and could give observable signals. In contrast, frequencies corresponding to
electroweak mass-scales in the early Universe are much too high to be detectable by LISA,
even when redshifted to the present epoch.
Another phenomenon with similar features arises when symmetry breaking is triggered
at low temperature. Rather than a thermal phase transition, a spinodal (or tachyonic)
decomposition occurs, whereby all momentum modes of the field with |k| smaller than some
mass scale µ grow exponentially in time. The UV effective cut-off µ is fixed by the microscopic
physics of a given model, but the active IR part of the spectrum stretches all the way to
|k| = 0, or in a expanding Universe, to the Hubble scale. There is therefore hope that the
large-amplitude momentum range in the associated gravitational wave spectrum may overlap
with the one probed by LISA. We will investigate this here, for the case where the system
includes non-Abelian gauge fields.
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For all these different phenomena mentioned, numerical simulations are employed to
compute the spectrum and strength of the gravitational wave signal. This is necessary,
as the sources involve inhomogeneous, non-perturbative field dynamics [7–15]. Reheating
at the end of inflation is typically modelled by one or more (self-)interacting scalar fields,
which may or may not be coupled to gauge fields. For baryogenesis at a first order thermal
phase transition, multiple fields are in play, but from the point of view of gravitational wave
creation, these are likely well modelled by an ambient fluid, interacting with the Higgs field
wall [9, 10, 16].
1.1 Tachyonic transitions
Spinodal decompositions are well-studied in condensed matter systems, but in a cosmological
context, they are traditionally associated with hybrid inflation. This involves an inflation σ,
coupled to a second scalar φ. As σ slow-rolls below a certain critical value, the effective mass
parameter of the φ field becomes negative, and the transition is triggered. As a result, the
slow-roll stage also ends, allowing for graceful exit from inflation.
But a tachyonic transition may arise in a wide variety of settings, as long as the dynamics
of one field triggers the symmetry breaking of another, at low temperature. Examples of this
include small- or large-field inflationary models, where slow-roll inflation has ended of its
own accord, long before the symmetry breaking transition is triggered [17–19]; scenarios
including spectator fields playing the role of σ, rolling from some non-zero initial condition
set by the inflationary stage [20]; or indeed cases where the σ field is itself undergoing a
symmetry breaking transition. There are also models where the scalar potential of a single
field φ is such that a first order “tunnelling” occurs followed by tachyonic roll-down into the
zero-temperature minimum [21, 22].
In the present work, we wish to investigate the IR properties of the gravitational wave
(GW) spectrum from such a transition, and also to stay agnostic about the specific triggering
mechanism and embedding in a UV theory. We will therefore model the quench in terms of a
time-dependent mass. Writing for future convenience in terms of a complex scalar, we have
for the second field φ
V (φ) = V0 + µ
2
eff(t)φ
†φ+ λ(φ†φ)2, (1.1)
where µ2eff(t) is a model-dependent function of time (given by the motion of the inflaton or
spectator field, or even of temperature). It is assumed to evolve from being positive to being
negative, thereby triggering the symmetry breaking transition. We can model it as1
µ2eff(t) = µ
2
(
1− 2t
τq
)
, u = − 1
2µ3
dµ2eff(t)
dt
∣∣∣∣
µeff=0
=
1
µτq
, (1.2)
with the understanding that the time dependence applies to the interval 0 ≤ t ≤ τq, and for
t > τq, µeff = −µ2. Matching to, for instance, a quartic “portal” coupling model ξ2σ2φ†φ,
we could imagine writing
µ2eff(t) = (ξ
2σ2 − µ2), u = − 1
2µ3
dµ2eff(t)
dt
∣∣∣∣
µeff=0
= −ξσ˙c
µ2
, (1.3)
so that τq ' −µ/ξσ˙c, where the subscript c refers to the time of the quench σc = µ/ξ.
1Our quench speed u is equivalent to the quantity Vc in [23].
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Such a transition results in exponentially growing field modes with |k| ≤ µ [24]. The
subsequent redistribution of the initial potential energy in V0 is a highly effective preheating
mechanism. In a given model, the additional kinetic energy of the σ field, and possible
resonances (resonant preheating) must be considered (see for instance [25] in the context of
baryogenesis).
The process of preheating through a spinodal transition is a violent and inhomogeneous
process, and produces gravitational waves [23]. Even though the characteristic scales of the
transition (typically µ and τq) are of the order of a GeV or more, and hence way beyond the
sensitivity range of detectors such as LISA, the spectrum potentially extends in the IR to
the scale of the horizon.
Previous simulations of scalar fields only [13, 15] have shown that gravitational waves
are indeed produced in such a transition, but that the spectrum tends to peak around the
scale of the particle masses. To the IR of this peak, there is first a ∝ k behaviour and then
∝ k3. This in spite of there being high occupation numbers in the field modes all the way
to k = 0. For scalar fields, this is perhaps not unexpected given the form of the relevant
source term (see below), but still disappointing. However, since these models are not directly
connected to known physics (such as the Standard Model), there is some freedom in choosing
the couplings and energy scale, including the quench speed u. In this way, one may construct
models whose signal approaches the LISA-detectable region.
Whereas the σ field is often taken to be a gauge singlet, the second field φ need not be.
Guided by the situation in the Standard Model, it is natural to expect both Abelian (U(1))
and non-Abelian (SU(N)) gauge fields to couple to such a “Higgs” field, and participate
in the preheating mechanism [26, 27]. One may even entertain the notion that the second
field is the Standard Model Higgs field. In this case, a fast spinodal transition from zero
temperature, may be responsible for the baryon asymmetry of the Universe [28–31].
Reported investigations of GWs from tachyonic transitions in gauge-Higgs models con-
sider the case where the gauge group is Abelian [7]. In that case the peak of the spectrum
still stays in the UV, corresponding to the particle masses (scalar and gauge). Again, some
freedom in the choice of parameters means it is possible to shift the peak amplitude and
position towards the LISA detection region.
A crucial difference between the U(1)-Higgs and SU(2)-Higgs transitions is that in break-
ing the U(1) gauge symmetry, topological defects are created in the form of Abelian Higgs
strings. A substantial literature exists on the late-time production of GWs from such net-
works of cosmic strings, including large-scale numerical simulations (see for instance the
recent [32]). But also for short times, cosmic strings seem to give a contribution distinct
from that due to the tachyonic dynamics itself [7].
Apart from it being a close analogue of the Standard Model, one upshot of investigating
the SU(2)-Higgs model is that such topological defects are absent2. This allows us to focus
on the GW-production from the spinodal growing IR modes themselves. Since non-Abelian
fields self-interact strongly, such a contribution could a priori could be significant.
In the present work we will compute the spectrum of gravitational waves, as a function of
the mass scale µ and the quench time τq. For most of our simulations, we will be conservative
and assume a Standard Model-like theory, by setting the Higgs and gauge (self-)interaction
couplings λ and g2 equal to their Standard Model values. Hence, when the scale µ is around
2See however [33] for an analysis of transient local energy blobs related to “textures”, “half-knots” and
oscillons in that context.
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100 GeV, our results apply directly to a Standard Model transition. When µ  100 GeV,
the theory is a specific realisation of a generic SU(2)-Higgs system.
When appropriate, we will compare to a scalar-only theory as well as simulations of
an Abelian U(1)-Higgs model. We stress again that such comparisons are sensitive to the
presence of topological defects.
The paper is structured as follows. In the next Section, we will present our models,
parametrisations and observables of interest. In Section 3 we set out our numerical procedure
and definitions to compute the gravitational wave spectrum. In Section 4 we consider basic
numerical observables, including components of the energy-momentum tensor, as well as
the total energy generated in gravitational waves. We also present the full spectrum of
gravitational waves, and analyse new features and contrast them with a scalar-only theory.
We conclude in Section 5, where we also provide the extrapolation of the spectrum to the
present day, and consider the potential for detection by LISA.
2 The SU(2)-scalar model
We consider a complex scalar doublet φ (four real components), coupled to an SU(2) gauge
field Aµ. We have the action:
S4+G = −
∫
d4x
{
1
4g2
F a,µνFa,µν +
[
(Dµφ)
†Dµφ+ µ2eff(t)φ
†φ+ λ(φ†φ)2
]}
, (2.1)
where
F aµν = ∂µA
a
ν − ∂νAaµ + abcAbµAcν , Dµφ =
(
∂µ − iAaµτa
)
φ, (2.2)
and µ2eff(t) is given by Eq. (1.2). The scalar field components are
φ =
1√
2
(
φ2 + iφ3
φ0 + iφ1
)
. (2.3)
In the following, we will refer to the scalar as the Higgs field. Although we may only identify
it with the Standard Model Higgs in the case where µ ' 100 GeV, for any energy scale the
symmetry breaking transition will lead to an analogue of the electroweak transition. In line
with this terminology, we speak of the Higgs mass mH =
√
2µ, the Higgs expectation value
v = µ/
√
λ and the W-mass (for the gauge fields), mW = gv/2. We will take the Standard
Model values from mH = 125 GeV, mW = 80.2 GeV, giving λ ' 0.13 and g ' 0.65. These
we will keep fixed while varying µ2 (and as a result, v). We will also briefly discuss varying
λ (we consider λ = 0.001 and λ = 0.01), leaving the other parameters fixed. The lattice
spacing will be fixed by aµ = 0.17, with a lattice size of N3 = 3843 sites.
From the classical action (2.1), we can by variation with respect to φ and Aµ derive
the classical equations of motion. These are explicit, coupled, non-linear, partial differential
equations that can be solved by discretisation on a spatial cubic grid, and then evolved in
time. We follow the standard procedure to do this (see, for instance [34]).
In a cosmological context, we should in principle include the expansion of the Universe
through appropriately integrating the Friedmann-Robertson-Walker metric in the action.
However, we know that the timescales involved are of the order of 102µ−1, the total energy
density is V0 = µ
4/(4λ) and so we can ignore Hubble expansion as long as
1 100H
µ
= 100
√
1
12λ
µ
Mp
. (2.4)
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Energy scales µ . 1013 GeV satisfy this bound for our choices of λ.
2.1 Reduced models
We are mainly investigating non-Abelian gauge-Higgs systems, but for comparison, we con-
sider three other models, one with only a complex scalar field, one with a complex scalar
field coupled to a U(1) gauge field and one with only a complex doublet3, (essentially an
O(4)-model). The actions are correspondingly for the complex singlet (denoted by the label
“2”)
S2 = −
∫
d4x
[
(∂µφ)
∗∂µφ+ µ2eff(t)φ
∗φ+ λ(φ∗φ)2
]
, (2.5)
for the U(1)-complex singlet
S2+G = −
∫
d4x
{
1
4e2
FµνFµν +
[
(Dµφ)
∗Dµφ+ µ2eff(t)φ
∗φ+ λ(φ∗φ)2
]}
, (2.6)
where
Fµν = ∂µAν − ∂νAµ, Dµφ = (∂µ − iAµ)φ, (2.7)
and for the complex doublet (denoted by the label “4”),
S4 = −
∫
d4x
[
(∂µφ)
† ∂µφ+ µ2eff(t)φ
†φ+ λ(φ†φ)2
]
. (2.8)
Although in the following we describe the implementation and observables for the SU(2)-
Higgs model (denoted by the label “4+G”), these all apply with trivial adaptations to the 2,
2+G and 4 case.
We note that with these standard conventions, the Higgs mass is always mH =
√
2λv =√
2µ, which we will keep the same for all models when comparing. On the other hand,
whereas in the SU(2)-Higgs model the gauge field mass is mW =
1
2gv, in the U(1)-Higgs
model, it is mW = ev. When comparing, we will match the tree-level masses, and so take
e = g/2.
2.2 Initial conditions
We will model the cold spinodal transition by assuming that the initial state is the vacuum
in the potential
Vin(φ) = µ
2φ†φ, (2.9)
so that the (free) modes of the Higgs field obey〈
φa(k)φb(k)
†
〉
=
1
2
√
µ2 + k2
δab,
〈
pia(k)pib(k)
†
〉
=
1
2
√
µ2 + k2δab. (2.10)
with a denoting the four (two) real scalar degrees of freedom. We only initialise unstable
modes with |k| < µ. These are the ones that grow large and subsequently validate the use
3Simulations with a single-component real field produce domain walls stretching through the lattice. This
is interesting, but not relevant for us here.
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of classical dynamics rather than full quantum dynamics. Careful discussions of this point
can be found in Refs. [35–37]. Consistent with this way of thinking, all the gauge fields will
be put to zero initially Aµ = 0. Throughout, we will evolve the equations in temporal gauge
A0 = 0. We also initialise the gauge field conjugate momenta Ei to zero. There is therefore
an insignificant residual per-site violation of the Gauss law of relative order 10−8.
These initial conditions are closely related to those of Ref. [7]. However, we note that
although one may classically scale out the vacuum expectation value v from the classical
equations of motion for the scalar, one cannot in the same way rescale the quantum initial
conditions. These are the same for any choice of v, provided µ is fixed. On the lattice they
are determined by the choice of lattice scale. Hence, one may not trivially scale the results
from one value of v to another, since the initial condition is then de facto different (although
the resulting error is probably small). On the other hand, one may compute dimensionless
ratios at a given lattice spacing (defined for instance in units of the mass aµ), and then
rescale trivially in µ. We will do this below.
2.3 Observables and Energy-Momentum tensor
The energy-momentum tensor of the theory follows from variation with respect to the metric.
For the scalar field, we have for the energy density
ρφ = (∂tφ)
†∂tφ+ (Diφ)†Diφ+ µ2eff(t)φ
†φ+ λ(φ†φ)2 + V0. (2.11)
We may further subdivide this contribution into a kinetic (first term), gradient (second
term) and potential part (the rest). Initially, the bulk of the energy is in V0. An important
consequence of our quench mechanism is that total energy is not conserved, because µ2eff(t)
has an explicit time-dependence. We have that
dE
dt
=
dµ2eff(t)
dt
∫
d3xφ†φ(x, t). (2.12)
For the largest quench times presented here, this leads to a sizeable depletion of energy of up
to 75%, or reduction of the final temperature of 50 %. This is the price we pay for simplifying
the system by ignoring the specific and model-dependent dynamics of the trigger (inflaton)
field.
It turns out [25] that such a quench, where energy is initially taken out of the Higgs
field, corresponds to a particular parameter subspace of the model given in Eq. (1.3). At
later times, energy is reintroduced as the system equipartitions and equilibrates. The time-
scale for this to complete is much longer than the time-scales considered here. The late-time
dynamics can also generate gravitational waves (see for instance [7]).
Gravitational waves are sourced by the off-diagonal spatial components T φij , given by
T φij = (Diφ)
†(Djφ) + (Diφ)(Djφ)† = 2Re
[
(Diφ)
†(Djφ)
]
. (2.13)
For the gauge field, we have
TAµν = ηµνL −
1
g2
ηαβF aµαF
a
νβ . (2.14)
The energy density is
ρA =
1
g2
(
F a0αF
a
0α +
1
4
F a,µνFa,µν
)
=
1
2
(E2i +B
2
i ). (2.15)
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The off-diagonal spatial components entering the gravitational wave computation are then
TAij = −
1
g2
F β,ai F
a
jβ. (2.16)
The complex singlet and doublet models for comparison have no gauge field contribution,
and the scalar energy-momentum expressions include normal instead of covariant derivatives,
with two and four real fields, respectively.
3 Gravitational wave production
Given the background scalar-gauge field theory simulation, from which we extract the energy-
momentum tensor as described above, we can compute the gravitational wave spectrum as
described in the following. For a more detailed exposition we refer to Ref. [10], and references
therein. At each step of the simulation we compute the parts of the stress energy tensor that
source metric perturbations, namely TAij for the gauge field and T
φ
ij for the Higgs field. We
can then numerically explicitly solve the wave equation for the metric perturbation uij [14],
u¨ij −∇2uij = 16piG(T φij + TAij ). (3.1)
Going to momentum space
uij(k) =
∫
d3xuij(x)e
−ik·x, (3.2)
we can then project out the propagating, transverse-traceless degrees of freedom
hij(t,k) = λij,lm(kˆ)ulm(t,k), (3.3)
where
λij,lm(k) = Pik(k)Pjl(k)− 1
2
Pij(k)Pkl(k), Pij(k) = δij − kikj|k|2 . (3.4)
We can then construct the total energy density in the gravitational waves
ρGW =
1
32piGV
∫
d3k
(2pi)3
〈h˙ij(k)h˙ij(−k)〉, (3.5)
where the average is to be taken over the full quantum state, or in practice an ensemble
of realisations of the field theory initial conditions. Our ensembles of realisations are quite
small, O(10) field configurations, since the convergence of the average turns out to be quite
fast.
We may also define the spectrum of gravitational waves,
dρGW
d ln k
=
1
32piGV
k3
(2pi)3
∫
dΩ 〈h˙ij(k)h˙ij(−k)〉, (3.6)
where the integral is now only over solid angle. The spectrum is then a function of the length
of k only. Note the contraction of labels ij in Eqs. (3.5) and (3.6).
We solve Eq. (3.1) in parallel as the simulation of the (gauge-)Higgs system is performed.
The source terms are time-dependent, and are in effect integrated over time to produce the
final gravitational wave spectrum, and the total energy density in gravitational waves. This
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Figure 1. The energy components of the complex Higgs (top left), U(1)-Higgs (top right), doublet
Higgs (bottom left) and SU(2)-Higgs (bottom right) systems. Quench time is µτq = 0.
energy density is numerically completely negligible relative to the total energy density of
the field theory system, and it makes little sense feeding the created gravitational waves
back into the field theory simulation. Hence the gravitational waves are computed in the
background of the (gauge-)Higgs system with no back-reaction. Ultimately, it is the quantity
given by Eq. (3.6) that may be inferred from observations, suitably transported from the end
of inflation to the present time. This is discussed further in Section 5.
4 Results
4.1 Energy distribution and total gravitational wave power
Gravitational waves are sourced by the off-diagonal components of the energy-momentum
tensor, but it is instructive to consider the energy density and its components, to track where
the energy goes. Initially, all the energy, except for small fluctuations in the Higgs field, is
in the Higgs potential V0. In a tachyonic transition, the low momentum modes |k| < µ grow
exponentially, picking up kinetic energy and gradient energy, while losing potential energy.
With gauge fields coupled to φ, these will also grow exponentially, and reheat simultaneously
[26].
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Figure 2. The total gravitational wave energy density for the four models under consideration, with
µτq = 0.
In Fig. 1, we show the various energy components for a simulation at one particular
quench time µτq = 0. In the top left panel, we show simulations with a complex scalar, top
right when adding a U(1) gauge field. On the bottom left is the doublet scalar, bottom right
when adding and SU(2) gauge field. We see that 80% of the potential energy is transferred
to kinetic and gradient energy within 5µ−1. There is some quantitative difference between
the singlet and doublet case, but qualitatively they are very similar. The transition is over
after µt ' 15− 20. Note that for this case of zero quench time, no energy is lost because of
the quenching process (2.12).
On the right-hand panels of the figure, we see that including the gauge field changes the
situation. Although the potential energy is released very quickly as for the pure-scalar cases,
this transfer only completes somewhat later. The Higgs field oscillates more and for longer
and has a smaller fraction of the total energy. Some of this energy is instead transferred to
the gauge field, which takes longer to be excited and settle, lasting until µt ' 20− 25. There
also seems to be a qualitative difference between U(1) and SU(2). For the Abelian gauge
field, there is less energy in the gauge field than in the Higgs field (orange/purple compared
to grey, red and blue). For SU(2), it is the other way around.
A detailed analysis of this preheating process in the SU(2)-Higgs model can be found
in [26, 38]. The main features are that there is a short, violent roll-off period, followed by
kinetic equilibration (and equipartition) as the self-interactions kick in, with a time-scale
of a few hundreds in mass units. A Bose-Einstein-like particle spectrum is created with a
sizeable effective chemical potential which disappears on a time-scale of a few thousands in
mass units, through chemical equilibration.
We start by comparing the total energy density in gravitational waves for the four
models under consideration in Figure 2. It is interesting to note that, whereas the addition
of a U(1) gauge field increases the total gravitational wave energy density, the SU(2) gauge
field suppresses it. This is an issue that we shall return to later.
In Fig. 3 (left), we show the total energy in gravitational waves from gauge-scalar
simulations for five different quench times. The energy density is normalised to the initial
energy in the Higgs potential, and with a prefactor µ2/M2p , with Mp the Planck mass. For
a given value of µ, one should therefore rescale the curves in the plot accordingly. As an
example, the Standard Model has µ ' 88 GeV, giving a prefactor of 1.3× 10−33.
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Figure 3. The total gravitational wave energy density for the SU(2)-Higgs model for five quench
times (left). And the final value, for all quench times and models (right).
We see that the violent transition causes the gravitational energy to grow exponentially
until a time µt ' 10 after the quench, and that it continues to grow slowly afterwards. We
also see that the final total power at first has little dependence on quench time, and then
decreases with quench time. This shows that when the time-scale of the quench is below a
certain cut-off, the time-scale of the dynamics is the spinodal roll-off itself, rather than the
quench time.
In Fig. 3 (right) we show the total gravitational wave energy for all four models, for all
quench times. The total energy is independent of quench time for µτq > 10, and then starts
decreasing for slower quenches. Remarkably, the GW production increases when adding U(1)
gauge fields to the complex scalar, whereas it decreases when adding SU(2) gauge fields to
the doublet scalar (and more so for slower quenches). It seems that shifting energy into the
self-interacting non-Abelian gauge field has the effect of reducing GW production.
4.2 Gravitational wave spectrum
Having found the total power in gravitational waves and its dependence on quench time, we
now proceed to study in detail the power spectrum of gravitational waves produced by the
transition. In Fig. 4, we show the spectra for different simulation times, fixing quench time
µτq = 0, for our four cases: a complex scalar (top left), when adding a U(1) gauge field (top
right), for a doublet scalar (bottom left) and when adding and SU(2) gauge field to that
(bottom right). We have again multiplied by a factor of M2p/µ
2, to be scaled back once a
value for µ is chosen. The spectrum grows and converges in shape and magnitude at time
µt ' 60.
For the scalar-only simulations, the spectrum is very similar, with a peak around k/µ =
0.7 and an amplitude of about 1-2. The U(1)-Higgs spectrum has a bit more power in the UV.
When adding gauge fields, the peak shifts to about k/µ = 1.4−1.6, with the U(1)-Higgs peak
becoming more pronounced. But whereas the U(1)-Higgs maximum is twice its scalar-only
counterpart, for the SU(2)-Higgs model the amplitude does not change when adding gauge
fields.
In Fig. 5 (left) we show the spectra at the final time of µt = 70. We again see the shift
in peak position and amplitude when adding gauge fields. As the peak moves to the right,
more of the IR-part of the spectrum is revealed, exhibiting a power law dependence.
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Figure 4. The power spectrum for different times, for the complex Higgs (top left), U(1)-Higgs (top
right), doublet Higgs (bottom left) and SU(2)-Higgs (bottom right). Quench time is µτq = 0.
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Figure 5. The final spectrum all four models (left). And for the SU(2)-Higgs case, for different
quench times (right)
In the right-hand plot of the same figure, we then show the final spectrum for the
gauge-doublet case for different quench times (this time on a linear scale). We see that
the peak value decreases monotonically with longer quench time, although again the very
– 11 –
0 5 10 15 20 25
µτq
0.0
0.2
0.4
0.6
0.8
1.0
M
2 p
µ
2
1 ρ
0
d
ρ
G
W
d
ln
k
10-1 100
k/µ
10-2
10-1
100
M
2 p
µ
2
1 ρ
0
d
ρ
G
W
d
ln
k
µτq = 0.0
µτq = 5.3
µτq = 10.6
µτq = 15.9
µτq = 21.2
Figure 6. The peak amplitude (left) and IR slope (right) for different quench times. SU(2)-Higgs
model only.
quick quenches cannot be resolved by the field dynamics. Note that since gravitational wave
production continues in principle indefinitely, we have chosen to compare different quench
time results at equal time after the end of the quench, µtfinal = µτq + 70. The slowest quench
has a peak amplitude down by a factor of 8.
Finally, we can attempt an analysis of the peak of the spectrum for the gauge-doublet
case, shown in Fig. 6. The peak position varies in the range k/µ = 1.4 − 1.6 (not shown).
The peak amplitude (left-hand plot) shows a decreasing trend as a function of quench time,
reminiscent of the total energy density in gravitational waves, Fig. 3. One may also attempt
a fit of the IR slope(s) of the peak (right-hand plot) to find consistently a power of 1.5−1.75
for all quench times on the range µ/2 < k < µ. However, this power law is replaced by a
shallower k−dependence further in the IR, k < µ/2. This far-IR power law is in the range
0.8− 1.1 and generally close to unity. Further still, at scales too large to study in our lattice
simulations, this will give way to the causal k3 power law.
4.3 Varying λ
So far, all our simulations have been done with λ = 0.13, the Standard Model value. The
Standard Model is special in that the gauge boson and Higgs masses are very similar
mH
mW
=
√
8λ
g2
' 1.57. (4.1)
This means that although there are two mass-scales in the problem (in addition to quench
time), we only see one peak in the spectrum of gravitational waves.
One way to disentangle the two scales is to make λ (and hence mH/mW ) smaller. We
will keep µ fixed, and so what changes is mW (in physical and lattice units) and the Higgs vev
v. In Fig. 7 (left) we show the spectrum of gravitational waves for four different values of λ,
for the gauge-scalar model only. We see that as the gauge boson mass increases (λ decreases)
the peak resolves into two distinct peaks. The amplitude also increases significantly, by one
or two orders of magnitude.
For λ = 0.001, the W-mass is clearly at the edge of our dynamical range (amW '
7.3 × amH), where lattice artefacts dominate, and we can therefore not go to even smaller
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Figure 7. The SU(2)-Higgs spectrum for different λ (left), and for λ = 0.001 for all four models
(right). µτq = 0. Note the Brillouin zone edge at k/µ ≈ 18.5.
Higgs coupling. In order to confirm the origin of the second peak, we show in Fig. 7 (right)
all four models with λ = 0.001. There is now no trace of the second peak, showing that the
gauge field is the cause of it (and not, say, the value of v). The increase in magnitude as λ is
decreased is common for all the models. For smaller λ, the exponential tachyonic instability
lasts longer.
Such peak structure and other tell-tale features of multiple mass-scales would be possible
targets for observations. However, the Higgs and W-mass scales are unfortunately far from
the observational range of LISA. Tuning the parameters to shift the peaks into that range,
although perhaps possible in principle, is not our main interest here.
5 Discussion and conclusion
As mentioned, we take the energy scale µ small enough relative to the Planck mass that we
can ignore the expansion of the Universe during the time-scale of the simulation. Then we
have the simple relation between a given physical scale on the lattice ak and the frequency
f today [15]
f = 4× 1010 Hz
(
ak
aρ1/4
)
= 4× 1010 Hz
(
k
µ
)
(4λ)1/4 = 3.4× 1010 Hz× k
µ
, (5.1)
where we have taken the value λ = 0.13 (multiply by 0.3 for λ = 0.001). Hence, for fixed
λ, the peak frequency for any choice of µ can be read off from the figures. Similarly, the
amplitude of the spectrum is given by
Ωgwh
2 =
1
ρ
dρGW
d ln k
(
g∗
g0
)−1/3
Ωradh
2 = 9.3× 10−6 × 1
ρ
dρGW
d ln k
, (5.2)
using Ωradh
2 = 4.3× 10−5 and g∗/g0 ' 100. Again, this amplitude may therefore be read off
from the figures, remembering to rescale by µ2/Mp.
The peak sensitivity of the LISA mission is around 0.01 Hz, whereas our maximum
signal occurs at k/µ ' 1.5, corresponding to 5× 1010 Hz. The peak amplitude is
Ωgwh
2 = 9.3× 10−6
(
µ
Mp
)2
, (5.3)
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which is 10−38 for the electroweak scale and 10−12 for a GUT-scale transition. This applies
to λ = 0.13, and we have seen that a few orders of magnitude can be gained by decreasing
λ. Increasing the quench time decreases the magnitude of the gravitational spectrum, once
the quench is slower than the finite time-scale off the Higgs roll-off.
When including gauge fields, we observe a stronger suppression in the IR (see also
Ref. [7] for the Abelian case) with a power-law slope of about 1.6 near the peak. This gives
way to a near-linear dependence further from the peak, although at very long wavelengths
the causal behaviour of the source implies a steeper cubic power law. Hence, we expect that
the signal 13 decades into the IR will be completely undetectable by LISA.
The most interesting effect of non-Abelian gauge fields is however, that the amplitude
of GW decreases relative to a scalar-only theory. The opposite is the case for Abelian gauge
fields. Most likely, this is an result of the non-Abelian self-interactions damping out the
gauge-field sources of GW.
We saw that varying the coupling λ, a second peak corresponding to the gauge field
mass emerges. It is possible that allowing for a very small (or zero) gauge field mass could
overcome the IR suppression, by effectively shifting the gauge field peak far into the IR. The
obvious candidate for this is the Standard Model photon but fields with very small masses are
difficult to contain on a finite lattice. Also, although the identity of the photon is ambiguous
during the tachyonic transition, once the Higgs mechanism is realised, the mass really is zero.
There is no parameter with which to gradually “turn the mass off”. We did not implement
the photon in our simulations, and postpone a resolution of this issue to future work.
The peak signal frequency depends only on the scale µ through the combination k/µ,
because we assume that the Hubble rate is determined by the Standard Model-inflaton energy
component only. If another energy component than the Higgs potential would dominate the
expansion of the Universe, the peak would redshift differently. Introducing such a new
component, one would have to account for how it decays into SM degrees of freedom prior
to BBN.
The hot plasma present in the early universe after reheating is an additional source of
gravitational waves [39]. In fact, it might even prove to be a more significant source than the
signal predicted for a tachyonic transition. The amplitude of gravitational waves from the
plasma would be today (for typical Standard Model values of the energy density and shear
viscosity)
Ωgwh
2 ≈ 10−6
(
Tmax
Mp
)
(5.4)
where Tmax would be the maximum temperature of the plasma, as it forms. This can be
parametrically larger than the contribution of Eq. (5.3) by a factor MpTmax/µ
2, with a peak
at wavenumber k ∼ T0, the temperature at which electroweak symmetry breaking takes
place. This is in contrast to a first-order phase transition, where such plasma dynamics will
be an insignificant source of gravitational waves except at the highest frequencies.
It is not a priori unreasonable to think that the copious production of particles in the
IR would allow for detection of a tachyonic transition through gravitational waves. We have
however seen that including non-Abelian gauge fields further suppresses the signal relative
to scalar-only theories. With the possible caveats described above we must conclude that
tachyonic preheating will not be observable at LISA.
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