Traditional compensation methods based on temperature-related parameters are not effective for complex total reflection prism laser gyro (TRPLG) bias variation. Because the high frequency oscillator voltage (UHFO) fundamentally affects the TRPLG bias, and the UHFO has a stronger correlation with the TRPLG bias when compared with the temperature, an introduction of UHFO into the TRPLG bias compensation can be evaluated. In consideration of the limitations of least squares (LS) regression and multivariate stepwise regression, we proposed a compensation method for TRPLG bias based on iterative re-weighted least squares support vector machine (IR-LSSVM) and compared with LS regression, stepwise regression, and LSSVM algorithm in large temperature cycling experiments. When temperature, slope of temperature variation, and UHFO were selected as inputs, the IR-LSSVM based on myriad weight function improved the TRPLG bias stability by 61.19% to reach the maximum and eliminated TRPLG bias drift. In addition, the UHFO proved to be the most important parameter in the process of TRPLG bias compensation; accordingly, it can alleviate the shortcomings of traditional compensation based on temperature-related parameters and can greatly improve the TRPLG bias stability.
Introduction
The total reflection prism laser gyros (TRPLGs) are applied in several systems [1] . For example, the I42-1-C strapdown navigation system of civilian aircrafts IL-96-300 and TU-204 is based on TRPLG. The development of total reflection prism cavities with high Q-factor, small polarization non-reciprocity, and low back-scattering increases TRPLG accuracy and opens new applications such as precise measuring systems for railways as well as oil and gas pipe lines [2] .
There are three major errors in conventional two-mode active laser gyros: mode locking, scale factor error, and null shift [3, 4] . Mode locking is caused by a weak coupling mechanism between two otherwise independent traveling waves that causes backscattering from one wave into the other, which occurs mostly at the mirrors due to surface imperfections [5] [6] [7] . Some compensation methods have been developed to rectify this error [8] [9] [10] [11] . Scale factor error refers to variations in the scale factor as a function of the rotation rate [12, 13] . Null shift happens when the frequency difference is non-zero for zero input rate and is the most significant error pertaining to accuracy. Because the bias of ring laser gyro (RLG) is sensitive to temperature variations [14, 15] , it is important to establish an accurate RLG bias temperature model to reduce the effect of the latter [16] .
which mainly include photoelectric detection and amplification, analog to digital converter (ADC), digital to analog converter (DAC), high frequency oscillator, ignition transformer, and temperature acquisition. The major functions completed by the FPGA included ignition control, light intensity control, frequency stabilization control, temperature reading control, pulse counting system, and serial port control. The ignition control system provided the ignition pulse signal for ignition transformer, and the light intensity control system generated UHFO according to the DC light intensity to maintain its stability. The frequency stabilization control system generated the heater voltage based on AC light intensity to maintain the stability of the resonator frequency. The temperature reading control completed reading the temperature, and the pulse counting system was for phase detection, high-speed sampling, and low-pass filtering. Finally, useful information was read through the serial port control system. The main factors that affect TRPLG bias are temperature, slope of temperature variation, and UHFO. The temperature variation causes a change in the refraction index of the prism, which causes a change in the optical path and its length, eventually altering the TRPLG bias. The temperature acquisition circuit is shown in Figure 2 . PT100 was used to convert the temperature into a resistance, which converts the voltage signal through this circuit. Therefore, FPGA controls ADC to acquire it. The temperature acquisition circuit consists of a bridge circuit, an operational amplifier, and a lowpass filter. The high frequency oscillator circuit is depicted in Figure 3 . UHFO served as the input to the circuit while the output was a low-voltage AC signal of 150MHz, which acts on the upper and lower electrodes of the X1 channel. Therefore, the UHFO affected the size of the output voltage as well as the He-Ne gas excitation and TRPLG bias. The main factors that affect TRPLG bias are temperature, slope of temperature variation, and UHFO. The temperature variation causes a change in the refraction index of the prism, which causes a change in the optical path and its length, eventually altering the TRPLG bias. The temperature acquisition circuit is shown in Figure 2 . PT100 was used to convert the temperature into a resistance, which converts the voltage signal through this circuit. Therefore, FPGA controls ADC to acquire it. The temperature acquisition circuit consists of a bridge circuit, an operational amplifier, and a low-pass filter. The high frequency oscillator circuit is depicted in Figure 3 . UHFO served as the input to the circuit while the output was a low-voltage AC signal of 150MHz, which acts on the upper and lower electrodes of the X1 channel. Therefore, the UHFO affected the size of the output voltage as well as the He-Ne gas excitation and TRPLG bias.
The hardware structure of TRPLG bias compensation is shown in Figure 4 . Temperature, slope of temperature variation, UHFO, and TRPLG output were inputs to the microprocessor through the serial port, and the micro-processor compensated for the TRPLG bias using the TRPLG bias compensation algorithm. In this study, IR-LSSVM was used as the high precision compensation algorithm and was compared with the LS, stepwise regression, and LSSVM. In addition, the influence of UHFO on TRPLG bias compensation was the focus of study. The temperature acquisition circuit consists of a bridge circuit, an operational amplifier, and a lowpass filter. The high frequency oscillator circuit is depicted in Figure 3 . UHFO served as the input to the circuit while the output was a low-voltage AC signal of 150MHz, which acts on the upper and lower electrodes of the X1 channel. Therefore, the UHFO affected the size of the output voltage as well as the He-Ne gas excitation and TRPLG bias. The hardware structure of TRPLG bias compensation is shown in Figure 4 . Temperature, slope of temperature variation, UHFO, and TRPLG output were inputs to the microprocessor through the serial port, and the micro-processor compensated for the TRPLG bias using the TRPLG bias compensation algorithm. In this study, IR-LSSVM was used as the high precision compensation algorithm and was compared with the LS, stepwise regression, and LSSVM. In addition, the influence of UHFO on TRPLG bias compensation was the focus of study. 
LSSVM for Nonlinear Function Regression
In the original weight space, the model is calculated as follows In this nonlinear case, the vector ω can also become infinite dimensional. For standard SVM, the The hardware structure of TRPLG bias compensation is shown in Figure 4 . Temperature, slope of temperature variation, UHFO, and TRPLG output were inputs to the microprocessor through the serial port, and the micro-processor compensated for the TRPLG bias using the TRPLG bias compensation algorithm. In this study, IR-LSSVM was used as the high precision compensation algorithm and was compared with the LS, stepwise regression, and LSSVM. In addition, the influence of UHFO on TRPLG bias compensation was the focus of study. 
In the original weight space, the model is calculated as follows In this nonlinear case, the vector ω can also become infinite dimensional. For standard SVM, the optimization problem in the original weight space becomes [21] : 
In the original weight space, the model is calculated as follows
with given training data x k , y k N k=1 and ϕ(·): R n → R n h mapped into high dimensional feature space, it can be of infinite dimension but implicitly defined. The ω T and b are two unknown variables. In this nonlinear case, the vector ω can also become infinite dimensional. For standard SVM, the optimization problem in the original weight space becomes [21] :
where ξ ( * ) k represents the upper (lower) training error at data point (x k , y k ), c represents penalty factor, and ε represents the coefficient of regression estimation accuracy.
After using Lagrangian and optimal conditions, the following double problems are obtained:
Core skills have been applied here
representation of the model becomes:
where α k , α * k are the solution to the quadratic programming (QP) problem. The bias term b follows from the complementarity Karush Kuhn Tucker (KKT) conditions. The solution to the QP problem is global and unique provided that the chosen kernel function is positive definite.
With standard SVM as above in the solution of the QP problem, the number of training samples has a significant influence on the matrix scale, resulting in an excessive calculation amount and low calculation speed. Therefore, the extended algorithm LSSVM is studied. The equality constraints are used instead of the inequality constraints. Therefore, this optimization problem described in Equation (2) becomes as follows:
This is just a ridge regression cost function formulated in the feature space. However, it should be noted that, when ω becomes an infinite dimension, the original problem cannot be solved. Therefore, we continued building Lagrange and exporting double questions.
One constructs the Lagrangian as: where α k are Lagrange multipliers. The conditions for optimality are given by:
After elimination of the variables ω and ξ one gets the following solution:
The core skills of applying here are as follows:
The resulting LSSVM model for function estimation becomes then [21] y
In accordance with Mercer's condition, many kinds of kernel function
. In this study, we used a Gaussian function as the kernel function as follows:
where σ represents the Kernel width. The above regression problem has only two additional tuning parameters (c, σ 2 ) in LSSVM. After the quadratic optimization is transformed into the solution of the linear equations, the computational efficiency is greatly improved.
Regression by IR-LSSVM
To obtain a robust regression based on the LSSVM solution, one can weight the error variables ξ k = α k /c by weighting factors υ k . This leads to the optimization problem [25] :
The Lagrangian becomes: The unknown variables for this weighted LSSVM problem are denoted by the * symbol. From the conditions for optimality and regression of ω * , ξ * one obtains the KKT system
The choice of the weights υ k is determined based on the error variables ξ k = α k /c from the (unweighted) LSSVM case (8) . Robust regression is obtained by the Huber, Hampel, Logistic, and Myriad weight functions.
Huber weight function is
Hampel weight function is
Logistic weight function is
Myriad weight function is
whereŝ is a robust regression of the standard deviation of the LSSVM error variables ξ k :
where IQR is the interquartile range, that is, the difference between the two data at 75% and 25%, respectively, after sorting the error valueŝ
where MAD(x i ) stands for the median absolute deviation. we use the robust version of cross-validation, three of the four weight functions contain parameters which have to be tuned The cross-validation automatically tunes the parameters of the Huber and myriad weight function according to the best performance for these two weight functions. The two parameters of the Hampel weight function are set to b 1 = 2.5 and b 2 = 3. The IR-LSSVM requires to obtain the distribution information of the error based on the training of the LSSVM, and then the weight υ k (k = 1, · · · , N) is set to minimize F(x), and finally the weighted LSSVM is trained again [26] .
IR-LSSVM Algorithm is as follows:
1. Given training data x k , y k N k=1 , find an optimal c, σ 2 combination (by ten-fold cross-validation or generalization bounds) by solving systems (8).
2.
For the optimal c, σ 2 combination one computers ξ k = α k /c from (8).
3.
Computerŝ from the ξ k distribution. 4. Determine the weights υ k based on ξ k ,ŝ, besides, a suitable weight function is selected from (15) to (18).
5.
Solve the weighted LSSVM (14) , giving the model
Experimental Configuration
The gyro used in the temperature experiment was the type 70 TRPLG produced by Xi'an North Jierui Optoelectronics Technology Ltd. (Xi'an, China), and is shown in Figure 5 .
LSSVM is trained again [26] .
IR-LSSVM Algorithm is as follows: 
The gyro used in the temperature experiment was the type 70 TRPLG produced by Xi'an North Jierui Optoelectronics Technology Ltd. (Xi'an, China), and is shown in Figure 5 . The large temperature cycle was set up as follows: (1) the TRPLG was fixed with bolts in the temperature chamber, and tested for 2 h at 25 • C, (2) the temperature was then decreased at the rate of 1 • C/min until −40 • C and tested for 6 h, (3) increased at the rate of 1 • C/min to 70 • C and tested for 10 h, (4) decreased at the rate of 1 • C/min until 25 • C and tested for 4 h. The entire cycle was performed twice, once for training and once for compensation.
The test software provided the data of temperature, slope of temperature variation, UHFO and TRPLG output, the slope of temperature variation based on the temperature difference per unit time, at intervals of 100 s. The relationship between the TRPLG output and different parameters in the large temperature cycling experiments are shown in Figure 6 . TRPLG output exhibited a complex nonlinearity with the slope of temperature variation, which can greatly affect the performance of the TRPLG. The TRPLG output exhibited a good correlation with the temperature. Overall, the UHFO not only correlated well with the TRPLG output but also had better local characteristics. The correlation coefficients of these three parameters to the TRPLG output are shown in Table 1 . The correlation between the UHFO and TRPLG output was the strongest, indicating that the TRPLG bias compensation using UHFO would achieve a better result. nonlinearity with the slope of temperature variation, which can greatly affect the performance of the TRPLG. The TRPLG output exhibited a good correlation with the temperature. Overall, the UHFO not only correlated well with the TRPLG output but also had better local characteristics. The correlation coefficients of these three parameters to the TRPLG output are shown in Table 1 . The correlation between the UHFO and TRPLG output was the strongest, indicating that the TRPLG bias compensation using UHFO would achieve a better result. 
Analysis and Discussion of Results

Bias Compensation Using LS(least squares) Model
For further comparison, the traditional LS model of TRPLG bias is given by [16]
where B is TRPLG bias, X is TRPLG parameter, and ( ) 
Analysis and Discussion of Results
Bias Compensation Using LS(least squares) Model
For further comparison, the traditional LS model of TRPLG bias is given by [16] 
where B is TRPLG bias, X is TRPLG parameter, and k i (i = 0, 1, 2, 3) are LS fitting coefficients. The TRPLG bias can be obtained by subtracting the projection of the earth's rotation angle rate at this latitude from the TRPLG output. The compensation results of the TRPLG bias using different parameters based LS model are shown in Figure 7 . TRPLG bias compensation using slope of temperature variation improved little on the raw data when compared with the model using other two parameters. TRPLG bias compensation using UHFO showed a slightly better result when compared with the model using temperature. Because the LS model was subject to certain restrictions due to complex nonlinear relationships, the compensation result was not satisfactory. Table 2 describes the TRPLG bias stability for original and compensated data based on LS model using different parameters. UHFO improved the TRPLG bias stability by 40.54% to reach the maximum, which was 7.87% higher than traditional temperature compensation.
For further comparison, the traditional LS model of TRPLG bias is given by [16]
where B is TRPLG bias, X is TRPLG parameter, and ( )
The TRPLG bias can be obtained by subtracting the projection of the earth's rotation angle rate at this latitude from the TRPLG output. The compensation results of the TRPLG bias using different parameters based LS model are shown in Figure 7 . TRPLG bias compensation using slope of temperature variation improved little on the raw data when compared with the model using other two parameters. TRPLG bias compensation using UHFO showed a slightly better result when compared with the model using temperature. Because the LS model was subject to certain restrictions due to complex nonlinear relationships, the compensation result was not satisfactory. Table 2 describes the TRPLG bias stability for original and compensated data based on LS model using different parameters. UHFO improved the TRPLG bias stability by 40.54% to reach the maximum, which was 7.87% higher than traditional temperature compensation. 
Bias Compensation Using Stepwise Regression Model
To improve the regression effect, we introduced two multivariate stepwise regression models. Model 1 is a traditional second-order model based on temperature, slope of temperature variation, and its cross terms. The expression is
where T is the temperature, dT/dt is the slope of temperature variation, k i (i = 0, 1, · · · , 5) are regression coefficients. This study used interactive stepwise regression analysis to find the optimal regression equation. First, the first three items included in the initial model were specified as T, T 2 , and dT/dt. Then, the upper limit of the significance probability of entering the model was set to 0.05, and the variable with the P value of the significance test less than 0.05 was likely to be introduced into the model. The lower limit of the significance probability of removing the variable from the model was 0. 
Bias Compensation Using IR-LSSVM Model
The IR-LSSVM algorithm is shown in Section 2.3. We used four different weight functions and we used different single parameters as the input and the TRPLG bias as the output to establish an IR-LSSVM model. The regression and compensation results are shown in Figure 9 , which shows that the IR-LSSVM model of TRPLG bias compensation using UHFO was better than that using other two parameters. In comparison to the LS model, the IR-LSSVM model achieved better compensation results. Table 4 describes the TRPLG bias stability for compensated data based on IR-LSSVM model using different single parameters. IR-LSSVM based on Humber improved the TRPLG bias stability by 45.46% to reach the maximum; moreover, the increased percentage using UHFO as an input parameter is higher than the others overall. Therefore, the importance of the UHFO parameters was verified again.
(a) (b) As seen in Table 1 , given that the TRPLG output has the strongest correlation and the best LS compensation result with the UHFO, as seen in Table 2 , we established a second-order stepwise regression model based on temperature, slope of temperature variation, UHFO, and its cross terms. The expression of Model 2 is
where U is the UHFO, k i (i = 0, 1, · · · , 9) are regression coefficients. The variables in Model 2 were introduced and removed using the interactive stepwise regression analysis method in Model 1. Ultimately, the (dT/dt) 2 The compensation result of Model 2 is shown in Figure 8b . Model 2 reduced overall fluctuations when compared with Model 1. Additionally, Model 2 improved the TRPLG bias stability by 54.49%, which was 10.62% higher than Model 1, as seen in Table 3 . The introduction of the UHFO improved the TRPLG bias stability by 10.62% when compared with the traditional stepwise regression model. 
The IR-LSSVM algorithm is shown in Section 2.3. We used four different weight functions and we used different single parameters as the input and the TRPLG bias as the output to establish an IR-LSSVM model. The regression and compensation results are shown in Figure 9 , which shows that the IR-LSSVM model of TRPLG bias compensation using UHFO was better than that using other two parameters. In comparison to the LS model, the IR-LSSVM model achieved better compensation results.
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Bias Compensation Using IR-LSSVM Model
The IR-LSSVM algorithm is shown in Section 2.3. We used four different weight functions and we used different single parameters as the input and the TRPLG bias as the output to establish an IR-LSSVM model. The regression and compensation results are shown in Figure 9 , which shows that the IR-LSSVM model of TRPLG bias compensation using UHFO was better than that using other two parameters. In comparison to the LS model, the IR-LSSVM model achieved better compensation results. Table 4 describes the TRPLG bias stability for compensated data based on IR-LSSVM model using different single parameters. IR-LSSVM based on Humber improved the TRPLG bias stability by 45.46% to reach the maximum; moreover, the increased percentage using UHFO as an input parameter is higher than the others overall. Therefore, the importance of the UHFO parameters was verified again. Table 4 describes the TRPLG bias stability for compensated data based on IR-LSSVM model using different single parameters. IR-LSSVM based on Humber improved the TRPLG bias stability by 45.46% to reach the maximum; moreover, the increased percentage using UHFO as an input parameter is higher than the others overall. Therefore, the importance of the UHFO parameters was verified again. The IR-LSSVM model of TRPLG bias compensation using single parameter cannot completely eliminate TRPLG bias drift. To complete high precision compensation, a bias composite compensation method based on IR-LSSVM model was used. We selected different composite parameters as inputs and TRPLG bias as outputs; the regression and compensation results are shown in Figure 10 . When two parameters were selected as inputs, most of the TRPLG bias drift was eliminated, with only local drift at the end of the data. When all parameters were selected as inputs, TRPLG bias drift was basically eliminated. Table 5 describes the TRPLG bias stability for compensated data based on IR-LSSVM model using different composite parameters. When all parameters were selected as inputs, the myriad weight function improved the TRPLG bias stability by 61.19% to reach the maximum. The compensation effect was better than the stepwise regression method. eliminated, with only local drift at the end of the data. When all parameters were selected as inputs, TRPLG bias drift was basically eliminated. To clearly illustrate the significance of the UHFO, we compared Tables 4 and 5 . When temperature and UHFO were used as composite parameters, the myriad weight function improved the TRPLG bias stability by 59.84%. It was 31.77% better than using temperature as the sole input. When slope of temperature variation and UHFO were used as inputs as composite parameters, the Huber weight function improved the TRPLG bias stability by 55.78%, which was 39.68% better than only using slope of temperature variation as an input. In addition, when all parameters were selected as inputs, TRPLG bias stability was 4.52% higher than using temperature and slope of temperature variation as inputs.
In summary, the UHFO is the most important parameter in the process of TRPLG bias compensation. It can make up for the shortcomings of traditional temperature compensation and can greatly improve the TRPLG bias stability.
We compared the compensation results of IR-LSSVM model and LSSVM model. The LSSVM compensation model is expressed in Equation (10) . To obtain an LSSVM model with the RBF kernel, two extra tuning parameters are needed: the regularization parameter c, which determines the trade-off between the training error minimization and smoothness of the estimated function, and the kernel function parameter σ 2 . In this study, we used the leave-one-out method to determine the tuning parameters to train the first set of sampling data and produced the LSSVM model for the TRPLG bias compensation.
The comparison of compensation results between the IR-LSSVM model and the LSSVM model is shown in Figure 11 . With the LSSVM model, the TRPLG bias stability was improved by 59.03%, which was smaller than the compensation effect (61.19%) of the IR-LSSVM model. Therefore, the IR-LSSVM model that considered the UHFO parameter realized high precision compensation for TRPLG bias. Figure 11 . With the LSSVM model, the TRPLG bias stability was improved by 59.03%, which was smaller than the compensation effect (61.19%) of the IR-LSSVM model. Therefore, the IR-LSSVM model that considered the UHFO parameter realized high precision compensation for TRPLG bias. 
Conclusions
To eliminate the complex TRPLG bias variation and improve TRPLG bias stability, we theoretically analyzed the factors affecting the TRPLG bias. The UHFO was introduced into TRPLG bias compensation based on temperature and slope of temperature variation; comparative analysis was performed in LS regression, stepwise regression, and IR-LSSVM. Large temperature cycling experiments can draw the following conclusions.
First, in comparison with LS regression, multivariate stepwise regression can reduce partial TRPLG bias drift.
Second, IR-LSSVM based on composite parameters can overcome the shortcomings of poor nonlinear fitting ability of the LS regression and stepwise regression.
Third, the UHFO proved to be the most important parameter for TRPLG bias compensation; it can make up for the shortcoming of traditional compensation based on temperature-related parameters and can greatly improve the TRPLG bias stability.
Fourth, when temperature, slope of temperature variation, and UHFO are used as inputs, the IR-LSSVM based on myriad weight function can completely eliminated TRPLG bias drift to achieve high precision compensation.
In conclusion, the IR-LSSVM model proves to be accurate, reliable, and has a significant practical value in engineering. 
