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The linearity of quantum mechanics leads, under the assumption that the wave function offers
a complete description of reality, to grotesque situations famously known as Schro¨dinger’s cat.
Ways out are either adding elements of reality or replacing the linear evolution by a nonlinear one.
Models of spontaneous wave function collapses took the latter path. The way such models are
constructed leaves the question, whether such models are in some sense unique, i.e. whether the
nonlinear equations replacing Schro¨dinger’s equation, are uniquely determined as collapse equations.
Various people worked on identifying the class of nonlinear modifications of the Schro¨dinger equation,
compatible with general physical requirements. Here we identify the most general class of continuous
wavefunction evolutions under the assumption of no-faster-than-light signalling.
PACS numbers:
Introduction. The superposition principle of quantum
mechanics has always been an open issue. From the the-
oretical point of view, the strongest reason is that the
collapse of the wave function, which has been formulated
to avoid macroscopic superpositions, is clearly an arti-
fact [1]. To overcome this situation, collapse models have
been devised, which incorporate wave-function’s collapse,
together with the Schro¨dinger evolution, into one single
(nonlinear and stochastic) dynamical law [2–8]. Indepen-
dently from this, Weinberg questioned whether quantum
mechanics, being a linear theory, should be regarded as
an approximation of an underlying non-linear theory [9],
pretty much in the same way in which Newtonian gravity
is a weak-limit limit of general relativity. Moreover when
one combines quantum mechanics and gravity even in the
most naive way, by taking into account the gravitational
interaction of the wave function with itself, one obtains
nonlinear evolutions [10–12].
Quantum linearity has been challenged also experi-
mentally, and the interest and efforts are constantly in-
creasing. Perhaps the most famous tests are diffrac-
tion experiments with macro-molecules [13–15]. In the
most recent experiment of this kind, quantum coherence
was proven to hold for molecules with more than 10,000
amu [15]. The question remains open whether larger sys-
tems still enjoy this property. Other proposals, repre-
senting a direct test of quantum linearity, include satel-
lite atom (Cs) [16], micro-mirrors [17], nano-sphere in-
terferometric experiments [18]. To these, one should add
the vast zoo of indirect tests of the superposition princi-
ple [6, 19].
Among all proposals for nonlinear modifications of
quantum mechanics, only collapse models survived. The
most important reason is that, in response to Weinberg’s
attempt to modifying quantum theory in a nonlinear
sense, N. Gisin [20, 21], followed by J. Polcinski [22],
proved that any nonlinear and deterministic modifica-
tion of the theory yields superluminal signalling. There-
fore only stochastic nonlinear modifications are allowed.
Collapse models fall in this class. However, it is not clear
at all whether they should be the only possible models,
since their nonlinear structure is very specific and given
by the following stochastic differential equation [5]:
dψt =
[
−iHdt+
n∑
k=1
(Lk − ℓk,t) dWk,t
− 1
2
n∑
k=1
(
L†kLk − 2ℓk,tLk + |ℓk,t|2
)
dt
]
ψt, (1)
ℓk,t ≡ 1
2
〈ψt, (L†k + Lk)ψt〉 (2)
where H is the standard quantum Hamiltonian of the
system, Lk are linear operators defining the preferred ba-
sis for the collapse, and Wk,t standard Wiener processes.
As one can see, nonlinearity enters in a very specific way.
Of course the above equation can be generalized, e.g. by
by considering other kinds of noise. One can also con-
sider jump-type models, like the GRW model [2], instead
of diffusion processes. Nevertheless, the basic structure
does not change.
In this paper we classify all Markovian wave function
evolutions [23] which do not allow faster-than-light sig-
nalling. Our analysis is naturally split into two steps. In
the first step we show that, under reasonable conditions
on the evolution of the statistical operator (emerging
from the no-faster-than-light-signalling condition), the
latter evolution is of Lindblad form. A remarkable fact
is that complete positivity is not required, but comes as
a byproduct. In the second step, we characterize the
wave function diffusions which lead to a Lindblad-type
of evolution for the statistical operator. These diffusions
practically coincide with those of collapse models.
Similar question have been dealt with before in the lit-
erature: S.L. Adler and T.A. Brun were the first to raise
the question whether indeed collapse models are the only
2models compatible with the no-faster-than-light require-
ment [25, 26]. Given the Lindblad form for the evolution
of the statistical operator, the diffusive unravelings have
been considered by Gisin and Percival [27], who used
only complex Wiener processes and hence obtained only
a partial answer. In particular, the most popular collapse
models are not included. Adler and Brun also provided
a partial answer to that question, their proof being re-
stricted to the very special case of linear operators [28] in
the stochastic differential equation for the wave function.
H.M. Wiseman and L. Diosi [29] answered that ques-
tion in the same generality as we do. For completeness
of the presentation we give a proof in our setting in the
appendix. Their result looks different from ours, but un-
der noise transformations the results come out the same.
Recently, also S. Weinberg [8] raised the same question
and given the renewed interest in the subject. We think
it is helpful if now an exhaustive answer is given. We
shall therefore prove:
Theorem 1: Assume that a random (normalized) wave
function ψt in the finite-dimensional Hilbert space C
d
evolves in a Markovian way and satisfies two further con-
ditions:
1. The evolution of Pt := |ψt〉〈ψt| is Markovian.
2. The evolution of the statistical operator ρt :=
E|ψt〉〈ψt| (E denotes the stochastic average) is
closed and linear in the sense that, whenever s < t
and
∑
i λi|χi〉〈χi| =
∑
i µi|φi〉〈φi| =: ρ ,∑
i
λiE (|ψt〉〈ψt| | ψs = χi)
=
∑
i
µiE (|ψt〉〈ψt| | ψs = φi)
holds, which implies that the propagator
Ut,sρ :=
∑
i
λiE (|ψt〉〈ψt| | ψs = χi)
=
∑
i
λiE (Pt | Ps = |χi〉〈χi|)
is a well-defined linear operator.
Then Ut,s forms a time-homogenous completely positive
quantum-dynamical semigroup, i.e. ρt satisfies a Lind-
blad equation [30]:
dρt
dt
= −i[H, ρt]+
n∑
k=1
(
LkρtL
†
k −
1
2
L†kLkρt −
1
2
ρtL
†
kLk
)
.
(3)
Remark: Since we consider at this stage general non-
linear evolutions of the wave functions it could happen
that the global phase of the wave function determines
the evolution of the wave function. Since in the operator
Pt the initial global phase drops out, the evolution of Pt
need not be Markovian anymore. Therefore we need to
require Property 1. Property 2 arises from Gisin’s the-
orem [20, 21], which states that, whatever the evolution
for the state vector, the equivalence among statistical en-
sembles [31] must be preserved in order to avoid faster-
than-light signalling. This implies a closed and linear
evolution of the statistical operator. Note that complete
positivity is not part of the assumptions. It comes as
a necessity from the very fact that we have assumed a
(Markovian) dynamics for the wave function.
Before giving the proof of the theorem, we turn now
to the second part of the problem.
Question: Given a diffusion process for the wave-
function:
dψt = A(ψt)dt+
N∑
k=1
Bk(ψt)dWk,t, (4)
where A(ψ) and Bk(ψ) are unspecified nonlinear opera-
tors, find the conditions under which it generates a Lind-
blad type of equation for the statistical operator ρt ≡
E[|ψt〉〈ψt|].
We shall answer the question by proving the following
result.
Theorem 2: Assume that 1, L1, . . . , Ln are linearly inde-
pendent. Then Eq. (4) leads to Eq. (3) if and only if
N ≥ n and the operators A(ψ) and Bk(ψ) take the fol-
lowing form:
A(ψ) = −iH − 1
2
N∑
k=1
(
L†kLk − 2ℓ(ψ)k,t L(ψ)k + |ℓ(ψ)k,t |2
)
(5)
Bk(ψ) = L
(ψ)
k − ℓ(ψ)k,t , (6)
ℓ
(ψ)
k,t =
1
2
〈ψt, (L(ψ)†k + L(ψ)k )ψt〉 (7)
modulo unimportant global phase factors. Here
Ln+1, . . . , LN := 0 and the operators L
(ψ)
k and their “ad-
joints” are defined as follows,
L
(ψ)
k :=
N∑
j=1
ukj(ψ)Lj , L
(ψ)†
k :=
N∑
j=1
u∗kj(ψ)L
†
j
(8)
where ukj(ψ) are the unknown coefficients of a N × N
unitary matrix. This unitary freedom, which is a sym-
metry of the Lindblad equation (3), implies that the al-
lowed diffusions range from linear diffusion (no collapse)
to the usual collapse equation. The collapse rate for the
diffusion is maximal for the usual collapse equation (1).
Theorem 1 together with theorem 2 is a remarkable re-
sult: It essentially says that the usual collapse models
are the only possible nonlinear (Markovian) extensions of
the Schro¨dinger equation, compatible with the no-faster-
than-light assumption.
3Note that the above result is completely general. It
includes unravellings via n real Wiener processes and,
setting N = 2n, those via n complex ones as well. For
example, if n = 1 and L† = L, then u11 = 1 gives the
standard collapse unravelling whereas, adding L2 = 0
and using u = 1√
2
(
1 −i
i 1
)
, one obtains:
dψt =
[
−iHdt+ (L− ℓt) dW1,t + iW2,t√
2
−1
2
(L− ℓt)2 dt
]
ψt (9)
with independent real Wiener processes Wt,1 and Wt,2.
Even unravellings making use of correlated Wiener pro-
cesses Wt,1 and Wt,2 are included because they can be
obtained by a linear transformation from uncorrelated
ones and this linear transformation can be absorbed in
the Bk terms. Eq. (9) is invariant under the symmetry
transformations of the Lindblad equations as opposed to
the standard unravelling. When one considers the state
vector as fundamental element of the theory, as we do, the
symmetries of the Lindblad equation need not be obeyed
by the equation for the state vector. For us the latter
defines the relevant symmetries, while in [29] the sym-
metries of the Lindblad equation seem to be considered
as fundamental.
Proof of theorem 1. The time-homogeneity of ψt is
immediately carried over to Ut,s. Write Ut := Ut,0, chose
a statistical operator ρ and find a representation ρ =∑
i λi|χi〉〈χi|. Then
UtUsρ = Ut
∑
i
λiE (Ps | P0 = |χi〉〈χi|)
=
∑
i
λiE (UtPs | P0 = |χi〉〈χi|)
=
∑
i
λiE (E(Pt+s | Ps) | P0 = |χi〉〈χi|)
=
∑
i
λiE (E(Pt+s | Ps, P0 = |χi〉〈χi|) | P0 = |χi〉〈χi|)
=
∑
i
λiE (Pt+s | P0 = |χi〉〈χi|)
= Ut+sρ ,
which is the semigroup property.
Since Ut is linear and (obviously) trace-preserving, ρt
satisfies
d
dt
ρt = −i[H, ρt]+
d2−1∑
i,j=1
cij
(
FiρtF
†
j −
1
2
F †j Fiρt−
1
2
ρtF
†
j Fi
)
with a trace-free hermitian operatorH , operators Fj such
that 1, F1, F2, . . . are linearly independent and a hermi-
tian matrix (cij) (see [32]). Diagonalizing (cij) via a uni-
tary matrix (uij), so that cij =
∑
k uikckujk, and defin-
ing Lk :=
∑
i uikLi, so that also 1, L1, L2, . . . are linearly
independent, one obtains
d
dt
ρt = −i[H, ρt]+
d2−1∑
k=1
ck
(
LkρtL
†
k−
1
2
L†kLkρt−
1
2
ρtL
†
kLk
)
(10)
with real constants ck.
For the rest of the proof, we fix ϕ ∈ Cd such that
ϕ,L1ϕ, . . . are linearly independent and an orthonormal
basis (ek) of C
d with e1 = ϕ. Substituting ρt = Ut|ϕ〉〈ϕ|
and denoting restrictions of vectors and operators to the
orthogonal complement of ϕ by ⊥, Eq. (10) at t = 0 gives
d
dt
∣∣∣∣
t=0
ρt,⊥ =
∑
k
ck|Lkϕ〉⊥〈Lkϕ|⊥ . (11)
Another restriction on the evolution of ρt comes from
the Markov property of ψt: According to Courre`ge’s the-
orem, for any smooth function f , the function ft(ψ) :=
E(f(ψt) | ψ0 = ψ) evolves according to:
∂f
∂t
= Lf (12)
with:
Lf(ψ) =
1
2
d∑
i,j=1
∑
m,n∈{R,I}
bi,mj,n (ψ)
∂2
∂ψi,m∂ψj,n
f(ψ)
+
d∑
i=1
∑
m∈{R,I}
ai,m(ψ)
∂
∂ψi,m
f(ψ) + c(ψ)f(ψ)
+
∫
ν(ψ, dφ)
[
f(ψ + φ)− f(ψ)
−

 d∑
i=1
∑
m∈{R,I}
φi,m
∂
∂ψi,m
f(ψ)

 1[0,1](‖φ‖)


(13)
[33, 34]. Here R and I denote real and imaginary parts,
ψi,m real and imaginary parts of the coordinates of ψ
with respect to e1, e2, . . . , (b) a ψ-dependent, real (2d ×
2d), symmetric and nonnegative definite matrix and ν
a stochastic kernel. (This formula is usually formulated
for Rd-valued processes. It cannot be transferred to Cd
by reading all products as complex ones, but one has to
consider Cd as a real vector space with double dimension
and do all calculations with real numbers.) Substituting
fk,l(ψ) := (〈ek, ψ〉〈ψ, el〉)R with k, l ≥ 2 into Eqs. (12)
and (13), one gets for t = 0 and ψ = ϕ:
∂
∂t
∣∣∣∣
t=0,ψ=ϕ
fk,l =
d
dt
∣∣∣∣
t=0
〈ek, ρtel〉R
= bk,Rl,R (ϕ) + b
k,I
l,I (ϕ) +
∫
(〈ek, φ〉〈φ, el〉)Rν(ϕ, dφ)
(14)
(all terms in Eq. (13) except the ones involving second
derivatives and the integral of f(ψ + φ) contain factors
4like 〈ek, ϕ〉 with k ≥ 2 and therefore vanish). Similarly,
for gk,l(ψ) := (〈ek, ψ〉〈ψ, el〉)I one gets:
∂
∂t
∣∣∣∣
t=0,ψ=ϕ
gk,l =
d
dt
∣∣∣∣
t=0
〈ek, ρtel〉I
= bk,Il,R(ϕ) − bk,Rl,I (ϕ) +
∫
(〈ek, φ〉〈φ, el〉)Iν(ϕ, dφ) .
(15)
Now we choose a symmetric real 2d × 2d matrix (σk,ol,p )
such that bk,ol,p (ϕ) =
∑
i,m σ
k,o
i,mσ
l,p
i,m. Reading it as a d×2d
complex matrix representing an operator σ : C2d → Cd,
Eqs. (14) and (15) can be written more concisely as:
d
dt
∣∣∣∣
t=0
〈ek, ρtel〉 = 〈ek, σσ†el〉
+ 〈ek,
(∫
|φ〉〈φ|ν(ϕ, dφ)
)
el〉 .
Together with Eq. (11), one gets:
∑
k
ck|Lkϕ〉⊥〈Lkϕ|⊥ = (σσ†)⊥ +
(∫
|φ〉〈φ|ν(ϕ, dφ)
)
⊥
.
σσ† and the integral are nonnegative, consequently also
their orthogonal parts, so also the left-hand side has to be
nonnegative. Since ϕ,L1ϕ, . . . are linearly independent,
the same is true for (L1ϕ)⊥, (L2ϕ)⊥, . . . , therefore all ck
have to be nonnegative. This is complete positivity, and
Eq. (10) is a Lindblad equation.
Concerning the proof of the second theorem, the result
has been also obtained in [29] and the proof in our setting
is presented in the appendix.
Fokker-Planck equation. It is interesting to understand
in which way the probabilities for the wave functions de-
velop on Hilbert space which then allow to classify the
possible diffusions in more detail. For example we note
that some diffusions have the same diffusive term in the
Fokker Planck equation governing the probability distri-
bution on Hilbert space: The Fokker-Planck equation for
the probability density p with respect to the “Hilbert
space volume element” DψRDψI (R and I denoting real
and imaginary part) reads:
∂pt(ψ)
∂t
= −
∑
m∈{R,I}
∫ [
∂ (A(ψ)mp(ψ))
∂ψ(x)m
]
(x)dx (16)
+
1
2
∑
l,m∈{R,I}
∫ ∫ [
∂2 (D(ψ)p(ψ))
∂ψ(x)l∂ψ(y)m
]
(x, y)l,mdxdy ,
if the diffusion matrix D is defined via its real entries:
[D(ψ)](x, y)l,m =
n∑
k=1
[Bk(ψ)](x)l[Bk(ψ)](y)m . (17)
More precisely, choosing an orthonormal basis of the
Hilbert space and introducing the corresponding complex
coordinates x1 = (x1,R, x1,I), x2, . . . , one can write:
∂pt(x)
∂t
= −
∑
k=1,2,...
m∈{R,I}
∂
∂xk,m
([A(x)]k,mp(x)) (18)
+
1
2
∑
i,j=1,2,...
m,n∈{R,I}
∂2
∂xi,m∂xj,n
(
[D(x)]i,mj,n p(x)
)
where the diffusion matrix D has entries:
[D(x)]i,mj,n =
n∑
k=1
[Bk(x)]i,m[Bk(x)]j,n . (19)
Thus, within this calculus, one has to consider the Hilbert
space as a real one with double dimension. In particular,
the complex matrix
∑
k |Bk〉〈Bk| can be computed from
D, but not vice versa - the distribution of ψt is not fixed
by
∑
k |Bk〉〈Bk|.
Replacing the matrix u by ou, where o is real orthogo-
nal, leaves not only
∑
k |Bk〉〈Bk|, but alsoD invariant; in
particular, for any real orthogonal u, the diffusion matrix
is the same as for ui,j = δij (the standard collapse equa-
tion). With complex entries, this need not be the case.
The simplest example is the choice uij = iδij which, as-
suming that the Lk are self-adjoint, gives Bk(ψ) = iLkψ
and A(ψ) = −iHψ 12
∑
k L
2
kψ, i.e. a linear equation re-
producing Eq. (3) and generalizing Eq. (16) of the sup-
plement.
We remark that having introduced the probability dis-
tribution p allows us to write the density matrix more
explicitly as the second moment of the probability distri-
bution on the Hilbert space, namely:
ρt(x, y) =
∫
ψ(x)ψ(y)D[ψ] . (20)
The Born rule. Collapse model predict that outcomes
are distributed according to the Born rule [26, 35]. As
first noted in [25, 26], this means that this rule is the
only probability rule, which is compatible with the no
superluminal signalling condition . In fact, let
T [|ψ〉〈ψ|] =
∑
n
pn
Pn|ψ〉〈ψ|Pn
||Pn|ψ〉||2 (21)
describe the collapse, with Pn projection operators. T
is trace preserving (the analog of norm conservation). If
one also requires T to be linear, then the only possible
choice is to take pn = ||Pn|ψ〉||2, which is the Born’s
statistical law.
Appendix. Proof of theorem 2. Step 1. By using Itoˆ
calculus [36], one can show that Eq. (4) leads to the fol-
lowing master equation for ρt := E[|ψt〉〈ψt|]:
dρt
dt
= (22)
= E
(
|A(ψt)〉〈ψt|+ |ψt〉〈A(ψt)|+
N∑
k=1
|Bk(ψt)〉〈Bk(ψt)|
)
.
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Correspondingly, we set ρ0 := |ψ〉〈ψ| as the initial value
in Eq. (3). Let us set both Eq. (22) and (3) equal at time
t = 0. This will be sufficient, because the equations are
Markovian and time-homogenous. We have:
|A(ψ)〉〈ψ| + |ψ〉〈A(ψ)| +
N∑
k=1
|Bk(ψ)〉〈Bk(ψ)| = (23)
=| − iHψ〉〈ψ|+ |ψ〉〈−iHψ|+
+
n∑
k=1
(
|Lkψ〉〈Lkψ| − 1
2
|L†kLkψ〉〈ψ| −
1
2
|ψ〉〈L†kLkψ|
)
.
Step 2. Since Bk and Lk are the only operators appear-
ing in the “bra” and “ket” part simultaneously, then the
Bk are essentially fixed by the Lk. To find out how,
we restrict Eq. (23) to the orthogonal complement of ψ.
Writing the corresponding orthogonal decomposition of
vectors as v = v⊥ + v‖, we get:
N∑
k=1
|Bk(ψ)⊥〉〈Bk(ψ)⊥| =
n∑
k=1
|(Lkψ)⊥〉〈(Lkψ)⊥| . (24)
The linear independence implies N ≥ n. Moreover,
Bk(ψ)⊥ =
N∑
j=1
ukj(ψ) (Ljψ)⊥, (25)
where Ln+1 := · · · := LN := 0 and the functionals ukj(ψ)
are the coefficients of a ψ-dependent unitary matrix [37].
Therefore we can write:
Bk(ψ) =
N∑
j=1
ukj(ψ) (Ljψ)⊥ − ℓ˜(ψ)k ψ, (26)
for unspecified functionals ℓ˜
(ψ)
k of ψ. Equivalently, we
can write:
Bk(ψ) =
N∑
j=1
ukj(ψ)Ljψ − ℓ(ψ)k ψ = L(ψ)k ψ − ℓ(ψ)k ψ
(27)
where L
(ψ)
k is defined as (8), and we have defined:
ℓ
(ψ)
k ψ = ℓ˜
(ψ)
k ψ +
N∑
j=1
ukj(ψ) (Ljψ)‖ . (28)
Step 3. We now determine the operator A. For this,
we substitute the previous result into Eq. (23) and we
multiply with ψ from the left and v⊥ψ from the right.
We get:
〈A(ψ), v〉 −
N∑
k=1
ℓ
(ψ)
k 〈L(ψ)k ψ, v〉 = i〈Hψ, v〉 − (29)
− 1
2
N∑
k=1
〈L†kLkψ, v〉.
Since v is a generic vector orthogonal to ψ, the
above equation implies that the parts of A(ψ) −∑N
k=1 ℓ
(ψ)∗
k L
(ψ)
k ψ and of −iH − 12
∑N
k=1 L
†
kLkψ orthog-
onal to ψ coincide, while the parallel part of A(ψ) is
arbitrary. Therefore, similarly to the previous step, one
can write:
A(ψ) = −iHψ− 1
2
N∑
k=1
(
L†kLkψ − 2ℓ(ψ)∗k L(ψ)k ψ
)
+G(ψ)ψ
(30)
with arbitrary complex functional G.
Step 4. Substituting Eqs. (27) and (30) into (23) and
multiplying from both sides with ψ gives:
G(ψ) = −1
2
∑
k
|ℓ(ψ)k |2 + ig(ψ) (31)
with real functional g.
Step 5. Now we apply the condition of norm preservation
for the diffusion process given by Eq. (4). The stochastic
differential equation for the square norm of ψt is:
d‖ψt‖2=
(
〈ψ,A(ψ)〉 + 〈A(ψ), ψ〉 +
N∑
k=1
〈Bk(ψ), Bk(ψ)〉
)
dt
+
N∑
k=1
(〈ψ,Bk(ψ)〉+ 〈Bk(ψ), ψ〉) dWk,t (32)
which should be zero, for the norm to be conserved. By
virtue of (27),(28),(30),(31), the drift term is zero. Hence
also the diffusion term must be zero. Multiplying and
taking expectation and recalling that it is sufficient to
consider t = 0 we obtain
N∑
k=1
(〈ψ,Bk(ψ)〉 + 〈Bk(ψ), ψ〉)E (dWk,tdWj,t) =
(〈ψ,Bj(ψ)〉+ 〈Bj(ψ), ψ〉) dt = 0 (33)
hence, in view of (27) and (28),
〈ψ,L(ψ)k ψ〉+ 〈L(ψ)k ψ, ψ〉 − 2Re[ℓ(ψ)k ] = 0, k = 1, . . .N
(34)
or:
ℓ
(ψ)
k =
1
2
〈ψ, (L(ψ)†k + L(ψ)k )ψ〉 − ihk(ψ) , (35)
for arbitrary real-valued functionals hk(ψ). Eq. (27),
with ℓ
(ψ)
k given by Eq. (35), identifies the operators
Bk(ψ). Similarly, Eq. (30), with G(ψ) given by Eq. (31),
identifies the operator A(ψ). So far, the unspecified
quantities are the functionals hk(ψ) and g(ψ), as well
as the coefficients ukj(ψ).
It is easy to see that the functionals g and hk are unim-
portant global phase factors. In fact, ϕt := e
−i ∫ t
0
g(s)dsψt
satisfies Eq. (22) with g = 0. In a similar way, φt :=
6e−i
∑n
k=1
∫
t
0
hk(s)dWk,sϕt satisfies Eq. (22) with g = hk =
0, as a simple application of Itoˆ’s formula shows. There-
fore the only degree of freedom is encoded in the the
unitary matrix with coefficients ukj(ψ).
By straightforward use of Itoˆ calculus, the operators
A and Bk we have found, indeed reproduce the Lindblad
equation (3). Therefore also the ‘if’ part is proven. This
concludes the proof of the statement.
To understand the meaning of the unitary freedom,
let us consider the simpler case of only one self-adjoint
Lindblad operator L. In such a case, the unitary matrix
reduces to a complex phase factor eif(ψ). Eq. (4), with
the previous specifications for A and Bk, becomes:
dψt = −iHψtdt+
[
eif(ψt)Lψt
−〈ψt, Lψt〉ψt cos(f(ψt))
]
dWt
−1
2
[
L2ψt − 2eif(ψt)〈ψt, Lψt〉Lψt cos(f(ψt))
+|〈ψt, Lψt〉|2ψt cos2(f(ψt))
]
dt, (36)
When f = 0, one recovers the standard collapse equa-
tion [5, 7]. For f = π/2 instead, all non-linear terms van-
ish: one obtains a linear and random evolution, which,
written in the Stratonovich formalism—which is closer to
the physicists’ usual formalism—becomes:
dψt
dt
= −i [H − Lwt]ψt, (37)
with wt = dWt/dt. This is a standard Schro¨dinger with
a random potential, which does not give rise to the col-
lapse of the wave function (since it is linear), but nev-
ertheless originates the same Lindblad equation for the
density matrix. This is an entirely expected result, and
the previous literature is aware of such a fact, i.e. that
there are infinite stochastic unravellings of the same mas-
ter equation [38, 39].
One way to understand the meaning of f is to say that
it measures the “anti-hermitian” part of the coupling of
the noise with the wave function, which is the one re-
sponsible for the collapse. The maximum such coupling
is obtained precisely for f = 0. It is in fact, let us ne-
glect the Hamiltonian H and let us compute the equation
for the variance Vt := 〈ψt, L2ψt〉 − 〈ψt, Lψt〉2, which is
a measure of how the stavector is delocalized over the
eigenstates of L. One obtains [40]:
dVt = −4 cos2(f(ψt))V 2t dt
+2 cos(f(ψt))〈ψt, (L− 〈ψt, Lψt〉)3ψt〉dWt . (38)
The drift term (which proportional to −V 2t ) drives Vt to
zero for large times and for almost any realization of the
noise, as expected from a collapse equation. The rate is
proportional to cos2(f(ψt)) and of course is maximal for
f = 0. This is the standard choice for collapse models.
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