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Abstract
Management and measurement of risk is an important issue in almost all ar-
eas that require decisions to be made under uncertain information. Chance Con-
strained Programming (CCP) have been used for modelling and analysis of risks in a
number of application domains. However, the resulting mathematical problems are
non-trivial to represent using algebraic modelling languages and pose significant
computational challenges due to their non-linear, non-convex, and the stochastic
nature. We develop and implement C++ classes to represent such CCP problems.
We propose a framework consisting of Genetic Algorithm and Monte-Carlo simula-
tion in order to process the problems. The non-linear and non-convex nature of the
CCP problems are processed using Genetic Algorithm, whereas the stochastic na-
ture is addressed through simulation. The computational investigations have shown
that the framework can efficiently represent and process a wide variety of the CCP
problems.
Key words: Chance constrained models, Genetic algorithm, Simulation,
Stochastic Programming
1 Background to Stochastic Programming
Addressing data uncertainty in mathematical programming models has been
a central problem in optimization since a long time. There are two princi-
pal methods that have been proposed to address data uncertainty over the
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years: (a) Stochastic Programming(SP) (Dantzig[13], Beale[5], Charnes and
Cooper[11]), and (b) Robust Optimization (RO) (Ben-Tal and Nemirovski [6],
El-Ghoui and Lebret[22]).
SP models develop plans that are evaluated against a variety of future possi-
bilities that represent the alternative outcomes of the data. Such models yield
plans that are better able to hedge against losses and catastrophic failures. Be-
cause of these properties SP models have been developed for a variety of appli-
cations, including electric power generation [42], financial planning [15,19,68],
telecommunication network planning [57,65], supply chain management [40],
Oil industry [16], vehicle manufacturers [21], electricity suppliers [49,64], envi-
ronment [35], transportation [36,20], construction, energy, chemical processing
[31], aerospace, and military system [63].
Stochastic programming models can include both anticipative and adaptive
decision variables. Anticipative variables corresponds to those decisions that
must be made here-and-now and cannot depend on the future observa-
tions/partial realizations of the random parameters. Adaptive variables corre-
sponds to wait-and-see decisions after some/all of the random parameters are
observed.
Consider
• x = {x1, x2, ..., xn} as the decision vector, x ∈ Rn,
• ξ = {ξ1, ξ2, ..., ξm} as the stochastic vector, ξ ∈ Rm, having the expected
value vector µξ and the variance-covariance matrix σ
2
ξ .
• f(x, ξ), gi(x), gi(x, ξ), hi(x) and hi(x, ξ) as real valued functions. f(x, ξ):Rn+m →
R is the objective function, and gi(x) & hi(x) :Rn → R are the deterministic
gi(x, ξ) & hi(x, ξ):Rn+m → R are the stochastic constraints.
• Eξ[ · ] denote the expectation operator with respect to ξ,
• Pr[ · ] denote the probability operator.
Consider the Stochastic program
PSP Max f(x, ξ)
Subject to
gi(x)≤ 0 i = 1, 2, . . . , p1 (1)
gi(x, ξ)≤ 0 i = p1 + 1, p1 + 2, . . . p (2)
hi(x) = 0 i = 1, . . . , q1 (3)
hi(x, ξ) = 0 i = q1 + 1, q1 + 2, . . . , q (4)
Let Gd, Gs, Hd, and Hsdenote the index sets for the constraints 1, 2, 3, and
4 respectively. Therefore |Gd| = p1, |Hd| = q1, |Gs| = p− p1, |Hs| = q − q1.
Once the values of the functions of a mathematical program are random as
in PSP , it is not immediately clear how to formulate a well-posed problem. A
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number of possible formulations of the SP model (PSP ) are possible depending
on when decisions must be taken relative to the realisation of the random
variables, the degree to which the constraints structure must be satisfied, and
the choice of a stochastic optimality criterion, that is, an objective or return
function.
In an adaptive model, information related to uncertainty ξ becomes partially
available before decision making, so optimization takes place in a learning
environment. An adaptive stochastic program can be formulated as:
PSP−Adap Max (f(x, ξ)|ξ)
Subject to
gi(x)≤ 0 i ∈ Gd
(gi(x, ξ)|ξ)≤ 0 i ∈ Gs
hi(x) = 0 i ∈ Hd
(hi(x, ξ)|ξ) = 0 i ∈ Hs.
A generic anticipative stochastic programming problem can be formulated as
follows:
PSP−Anti Max Eξ[f(x, ξ)]
Subject to
gi(x)≤ 0 i ∈ Hd
Eξ[gi(x, ξ)]≤ 0 i ∈ Gs
hi(x) = 0 i ∈ Hd
Eξ[hi(x, ξ)] = 0 i ∈ Hs.
Anticipative models can either be formulated at Stochastic Programming with
Recourse (SPR) or as Chance Constrained Programming (CCP) models.
In the SPR formulations, the decision variable can be considered as a tuple
(x1, x2(ξ)), where x1 ∈ <n1 and x2 ∈ <n2 , (n = n1 + n2). Some of these
decisions, that is x1’s, are made prior to the resolution of the uncertainty
and the remaining decisions, x2’s, are made based on the realised value of
the uncertainty parameters. The objective function consists of two compo-
nents. The first component is the cost for making the here-and-now decisions,
x1, and the second component is the expected value of the penalty for tak-
ing corrective actions, x2(ξ). Algorithms for processing SPR usually exploit
the mathematical and the problem structures. Primal and dual decomposition
based techniques have been extensively researched [62,8,51,41]. In addition ap-
proximation techniques are used to represent the sample space of the random
variables [52,60,61,50,27].
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In the CCP formulation, we would require that a particular variable/function
lie within a target range with a certain probability. CCP models often lead to
nonlinear, even non-convex, constraints. Early computational implementation
of CCP problems was restricted to normally distributed random variables.
Pre´kopa [44] showed that a much larger class of random variables yield the
convexity property. He proved that if the constraint functions are linear/affine
in x and randomness only appears additively, and the random variable has
a log-concave probability density function, then the resulting feasible region
is convex. For discrete random variables this convexity property no longer
holds, however, the set of feasible solutions can be represented as a disjunc-
tive set [56]. Pre´kopa [45] proposed a dual type algorithm for solving the
general chance constrained problem. In [46], he discusses several approaches
for solving chance-constrained models including gradient methods and the
use of penalty functions. Hiller [28] proposed a procedure for approximating
chance constraints by linear constraints. He replaced the chance constraints by
the separable convex constraints and then solved the problem by the separa-
ble convex programming technique using the simplex algorithm. Seppala [58]
constructed sets of uniformly tighter linear constraints that replaces a single
chance constraint. According to Seppala this method is more accurate, but less
efficient than Hiller’s procedure. The method is not restricted to bounded vari-
able type problems, however, it requires many more constraints than Hiller’s
method. Seppala and Orpana [59] examined the efficiency and accuracy of the
algorithm developed by Seppala. Olson and Swenseth [43] proposed an approx-
imation formula for solving CCP problems that places bound on the chance
constraints which is at least as tight as the true non-linear form. This tech-
nique, however, is highly inaccurate (see Yahia and Daneshmand [71]). Ishii
et al. [32] proposed a new algorithm for solving a class of the CCP problem
that realises the difficulty in determining the risk level beforehand. For this
purpose, the computation of risk level for each chance constraint was made
a part of the solution process. Weintraub and Vera [70] proposed a cutting
plane approach for solving the deterministic equivalent of a CCP for the case
of normally distributed random constrained coefficients. Dentcheva, Pre´kopa
and Ruszcynski [17] have define a partial order on the set of scenarios and
show that a limited number of scenarios (called (1 − α) efficient points) play
a key role. They develop an algorithm that iteratively updates the set of ef-
ficient points to generate a tight lower and upper bound. The algorithm has
been extended to general convex programming with probabilistic constraints
in [18]. Beraldi and Ruszczynski [7] have discussed methods based on partial or
complete enumeration of efficient points for stochastic integer programming.
Ruszczynski [53] reformulates the CCP problems as large-scale Mixed Integer
Programming problems with knapsack constraints and develop valid inequali-
ties for the MIP problem. Aringheri[2] develops a Tabu search and simulation
for two processing telecommunication network optimisation problems formu-
lated as CCP. Our work is inspired by the work done by Iwamura and Liu [33]
who proposed a stochastic simulation based genetic algorithm in which the
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stochastic simulation is used to check the chance constraints and to calculate
the goal functions.
2 Contribution of the paper
There is an increasing interest in the use of mathematical programming mod-
els to quantify and measure risks in diverse industrial sectors. The non-linear
nature of the utility function, and the non-convex optimisation problem hav-
ing discrete decision variables requires optimisation scientist and researchers
to combine alternate tools and techniques in order to develop efficient compu-
tational techniques. In this paper we have proposed and developed a generic
framework combining Genetic algorithm and simulation.
The proposal and adoption of the stochastic mathematical programming input
data standard, [9], as well as the library of models maintained by researchers
[3,10] prepared to this specification, has made it easier to develop solvers for
processing SPR models. One reason for lack of significant computational work
in processing CCP problems is the absence of suitable representation scheme
for benchmark models, therefore it is difficult to evaluate the performances
of new techniques on a wide variety of CCP problems. We are not aware of
any earlier research proposing and investigating a generic framework in order
to represent and process CCP problems. To the best of our knowledge this is
the first instance where C++ classes have been developed and implemented
to represent the alternative CCP formulations. Also, we are able to represent
deterministic and stochastic optimisation problem, that can have multiple
objective functions and linear/ non-linear variables and constraints. Moreover,
the variables could continuous or discrete.
A parameter-less penalty function is developed in order to process constrained
optimisation problems using GAs. In addition, we define fitness functions that
scores a given solution based on its feasibility and optimality. The fitness func-
tion is designed to provide greater emphasis on optimality during the initial
generations of the GA, so as to avoid the algorithm to converge to the lo-
cal optima. However, the priority given to the optimal solutions is gradually
decreased during the evolution and more preference is given to the feasible so-
lutions at higher generations. Statistical analysis are carried out to investigate
the performances of the penalty and the fitness functions.
The structure of the paper is as follows. In section 3 we discuss the alter-
nate formulations of a CCP model. In section 4 we provide a brief overview
of Genetic Algorithm. In section 5 we discuss the computational framework
combining GAs and Monte-carlo based simulation. In section 6 we discuss the
performance of the framework on set of test problems. Section 7 covers dis-
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cussion and conclusion.
3 Alternate formulations of CCP models
Chance constrained programming (CCP)[11] is an anticipative stochastic op-
timization approach, which can deal explicitly with randomness. Charnes and
Cooper suggested 3 different types of objective functions,
(1) a function that maximizes the expected value of the objective function
(the E-model),
Max Eξ [f(x, ξ)]
(2) a function that minimizes the generalized mean square of the objective
function (the V-model),
Min [f(x, ξ)− Eξ [f(x, ξ)]]2
and,
(3) a function that maximizes the probability of satisfying an aspiration level
of the objective function (the P-model),
Max Pr
[
f(x, ξ){T}u
]
where u is a specified risk level.
In CCP, the focus is on the system’s ability to meet the constraints (risk mea-
sures) with certain reliability in an uncertain environment. These stochastic
constraints can be represented in three alternative ways.
(1) Satisfying the expected value of constraints.
Eξ[gi(x, ξ)] ≤ 0, i ∈ Gs
Eξ[hi(x, ξ)] = 0, i ∈ Hs
 expectation constraint form (5)
Let G¯s and H¯s denote the set of constraints whose expected value need
to be satisfied,
G¯s = {gi|Eξ[gi(x, ξ)] ≤ 0} (6)
H¯s = {hi|Eξ[hi(x, ξ)] = 0}. (7)
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(2) Satisfying the constraints probabilistically.
Define a set consisting of the combination of r (≤ p1) stochastic inequality
constraints as gˆi,r(x, ξ) (|gˆi,rˆ| = r), defined as
= {gi1 , gi2 , . . . , gir |i1, i2, . . . ir ∈ Gsand i1 6= i2 . . . 6= ir}. (8)
The set consisting of all unique possible combinations of r stochastic
inequality constraints is denoted by Gˆsr, defined as
= {{gˆi,r}, {gˆj,r}, . . .}. (9)
The number of sets within the set Gˆsr is equal to Cp1r (= p1!(p1−r)!r!).
The probabilistic constraints are given by
Pr[gˆi,r(x, ξ) ≤ 0] ≥ αi,r, gˆi,r(x, ξ) ∈ Gˆsr (10)
where αi,r is the minimum probability measure that the constraint sets
are required to satisfy. Based on the value of r, we can interpret the
constraint 10 in two different ways.
(a) When the value r =1, the constraint 10 reduces to individual chance
constraints of the form
Pr[gˆi,1(x, ξ) ≤ 0] ≥ αi,1, gˆi,1(x, ξ) ∈ Gˆs1 (11)
which can be further interpreted as
Pr[gi(x, ξ) ≤ 0] ≥ αi, i ∈ Gs (12)
where αi is the the minimum probability measure (reliability/safety
index) for each constraint i.
(b) On the other hand, when r > 1, the constraint 10 reduces to joint
chance constraints. Such constraints arise when we require that a
group of stochastic constraints satisfy a given reliability level.
It is well-known that Pr{ξ = y} = 0, ∀y ∈ <m, therefore equality probabilistic
constraints do not have any mathematical justification. Let Γ denote the set
of constraints in the CCP problem, Γ includes the deterministic, the expected
value (6 and 7) and the probabilistic constraints 10.
A general CCP problem can involve an objective function with several lin-
ear/nonlinear, joint/individual probabilistic constraints. The resulting optimi-
sation problem can be classified as a nonlinear programming problem where
the nonlinear constraint involve multidimensional integrals. The computation
of the probabilistic constraint and its gradient involves Monte Carlo integra-
tion, which results in inaccurate function values and gradients. Moreover, the
objective function and the constraints may also be nonconvex. An additional
source of severe numerical difficulties has its roots in the nature of probability
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distribution functions: the magnitude of the components of the gradient is
usually very small outside a narrow region.
4 An overview of Genetic Algorithm
GAs have been applied to optimization problems in many fields, such as opti-
mal control problems, job scheduling, transportation problems, pattern recog-
nition, machine learning [38,23,37,29]. GAs are robust algorithms that are
capable of optimizing multi-modal, noisy, dynamic functions.
GAs start out with an initial population of possible solutions, called individu-
als, to a given problem where each individual is represented using some form
of encoding as a chromosome. These chromosomes are evaluated for their fit-
ness -that is the extent to which the individuals they represent are suitable
to the environment. Based on their fitness as a criterion, certain chromosomes
in the population are selected for reproduction. These selected individuals are
manipulated by crossover and mutation operators. The crossover operator is
applied to a pair of selected parents to create offspring, and the mutation
operator is used as a slight modification to this offspring, or of the remaining
members of the population. The repeated application of the genetic operators
to the fittest chromosomes results in an increase in the average fitness of the
population over time and thus to the identification of improved solutions to
the problem under investigation. Each new generation of solutions is seen to
be in some sense an improvement over the previous one. This process is iter-
atively repeated until there appears in the population an acceptable solution
to the problem at hand.
GAs have been extremely successful in solving unconstrained optimisation
problems. Several methods had been proposed to handle constraints within
GAs for numerical optimisation problems [30,34,54,39,14,4,12,48,37,47].
5 Computational Framework Combining GA andMonte Carlo Sim-
ulation
In this paper, CCP optimisation problems are processed by extending the
Genetic Algorithm library of Matthew Wall [69] for constrained optimisation
problems. The random variables ξ
′
s are generated from their underlying dis-
tribution using the random number generator of Robert Davies [1]. Figure 1
shows the graphical representation of the framework.
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Fig. 1. Optimization framework using GA and Simulation
5.1 Representation of the Problem
The underlying CCP problem is created using C++ classes. These classes are
versatile to represent the alternate CCP problems discussed in section 3. The
classes represent the various components of an optimisation problem such as
the objective function(s), the constraint(s), and the variable(s).
Objective function
The class for the objective function can represent single and multiple functions.
These functions can either be deterministic and/or stochastic. Furthermore,
the stochastic objective functions could involve the evaluation of either prob-
abilistic and/or the expected value.
Constraints
The constraint class is able to represent deterministic and stochastic con-
straints. Within the stochastic constraints, the classes can further represent
individual and joint chance constraints. In general, the stochastic constraints,
gi(x, ξ) and hi(x, ξ) can have one of the two mathematical structures ζ1(x) + τξ ζ1 : <
n → <, τ ∈ <
ζ2(x, ξ) ζ2 : <n+m → <
Variables
The class for the variables, can represent pure integer {0, 1}n, general integer
Zn, continuous <n, and mixed integer ({0, 1}n1 ⋃Zn2 ⋃<n3 , n = n1+n2+n3)
decisions.
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The features are supported by the framework are summarised in the table 1.
Problem components
Variables Constraints Objective
Type continuous deterministic deterministic
integer stochastic expectation stochastic expectation
mixed integer ICC & JCC probabilistic
binary
linear
non-linear
Table 1
The features supported by of the framework.
Computation of the constraints and the objective functions
The random vectors follow a multinomial distribution based on the distribu-
tion of the individual random variables. An approximate sample space Ω ( =
{ξ1, ξ2, ξi . . . ξ|Ω|} is constructed at each simulation. The random vectors ξi’s
(= {ξi1, ξi2, . . . ξim}) are identically distributed and independent following the
underlying probability distribution. The approximate value of the stochastic
functions are computed using the sampled random vectors. Let x∗ be the so-
lution to the problem, P2SP−Anti. The expected value constraints, equation 5,
are computed as
Eξ[ · ] =

∑|Ω|
j=1
gi(x∗,ξj)
|Ω| , ∀ gi ∈ G¯s∑|Ω|
j=1
hi(x∗,ξj)
|Ω| ∀ hi ∈ H¯s.
The value of the probabilistic constraints is the frequency with which the
current solution satisfies the constraints. Let ngˆsi,r be the number of random
vectors that satisfy the probabilistic inequality constraint given in equation
10.
Then the stochastic inequality constraints are evaluated as
Pr[ · ] = ngˆi|Ω|
In the case of the V-model we expand the objective as Eξ[f
2(x, ξ)]−E2ξ [f(x, ξ)]
and compute the two terms, that is Eξ[ · ] and E2ξ [ ] separately.
10
5.2 GA Controls
We use a steady-state GA that uses ‘overlapping’ populations in which a
proportion of the population, prepl, is replaced in each generation. Newly gen-
erated offspring are added to the population, then the worst individuals are
destroyed. The new offspring may or may not make it into the population, de-
pending on whether they are better than the worst in the population. There-
fore, 1 − prepl proportion of the individuals of one generation are retained in
the consecutive generation and the remaining proportion of the population
are replaced using the genetic operators. The individuals in the population
are represented as real arrays where the arrays represent the solution vector
to the optimisation problem. The cross-over operator respects the structure
of the solution vector by crossing components with the same characteristics
(that is discrete with discrete and continuous with continuous).
Let
• V denote the set of individuals in the population,
• a given individual in the population is denoted by v,
• K be the population size,
• M be the total number of generations that the population evolves, and
• m denote a given generation.
By our definition, v represents a potential solution to optimisation problem,
therefore the dimension of v is n. The mth generation of the population is
given by Vm and the k
th (k = 1 . . . K) individual in the population is given by
vk. Determining the correct population size in GA is important [24,25]. We
use population size and number of generations that vary linearly with number
of variables, K = 10× n and M = 20×K.
Table 2 shows the values for the control parameters for the Genetic Algorithm.
The salient features of the GA are set out below.
Initialisation
The individuals in the population are initialised using uniform random num-
bers that generate values within the pre-specified interval. On the otherhand,
there is a feature wherein, any approximate solution to the given problem can
be used to initialise the population.
Selection
We use tournament selection in which two individuals in the population are
selected based upon the magnitude of their fitness score with respect to the
rest of the population. Then, of these two individual, we select the one with
the higher score.
Crossover
We use one-point crossover, with probability pcross, in order to mate two in-
dividuals in the population.
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Parameter Value
Genetic Algorithm Steady State
Size of the population (K) 10 × n
Number of generation (M) 20 × K
Chromosome representation floating point
Probability of crossover (pcross) 0.7
Probability of mutation (pmut) 0.1
Proportion replaced (prepl) 0.5
Table 2
Control parameters for the Genetic Algorithm.
Mutation
We use Gaussian mutator, with probability pmut, to mutate values of an indi-
vidual.
Stopping criteria We have terminated the algorithm after M generations.
Penalty Function
We construct a parameter-less penalty function for constrained optimisation
problems. This penalty function measures the violations of constraints by the
individuals in the population. We define a non-negative function ρ(v, i), where
v ∈ V and i ∈ Γ, and ρ(v, i) : V × (Γ) → [0,∞]. The penalty function is
computed as follows:
ρ(v, i) =

max{0, α− Pr[ · ]} for constraints of the type Pr[ · ] ≥ α
max{0, P r[ · ]− α} for constraints of the type Pr[ · ] ≤ α
max{0, Eξ[g(x, ξ)]}
max{0, |Eξ[h(x, ξ)]|}
max{0, g(x)}
max{0, |h(x)|}
Let ρmax(i) = max{ρ(v, i) ∀v ∈ Vm}, be magnitude of the maximum vi-
olation of the ith constraint for individuals in the current generation.
Scoring Functions
We define two scoring functions called the feasibility scoring function and
the optimality scoring function. These scoring function provides scores to the
individuals in the population based on level of feasibility and optimality re-
spectively.
Feasibility scoring function
In order to construct the feasibility scoring function we first define the degree
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of constraint satisfaction. The degree of constraint satisfaction, δ(v, i), for an
individual measures the relative magnitude of the violation of the constraints
with respect to the other individuals in the same generation. The non-negative
function, δ(v, i), is constructed using the penalty function as follows:
δ(v, i)=
 1 if constraint i is satisfiedρmax(v,i)−ρ(v,i)
ρmax(v,i)
, otherwise
(13)
therefore δ(v, i) : V × Γ→ [0, 1]. The plot of the degree of feasibility satisfac-
-
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Fig. 2. Degree of feasibility satisfaction an individual for the ith constraint.
tion for the individuals in the population is illustrated in the figure 2.
We define two alternative variants of the feasibility scoring functions. These
are the additive ν(·)⊕ : <n → [0, 1], and the multiplicative ν(·)⊗ : <n → [0, 1]
scoring functions. The additive function is defined as
ν⊕(v)=
∑
i∈Γ δ(v, i)
Γ
, (14)
and the multiplicative penalty is defined as
ν⊗(v)=
∏
i∈Γ
δ(v, i). (15)
Theorem The scoring functions (14 & 15)
(1) give a score of 1 to an individual representing a feasible solution,
(2) an infeasible individual would get a score in the interval [0,1).
Proof
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(1) Consider an individual v∗ such that δ(v∗, i) = 1 ∀ i ∈ Γ. By our definition
in equation 13, v∗ is a feasible solution to the optimisation problem.
Therefore
v⊕ =
Γ
Γ
= 1
and
v⊗ = 1× 1 . . .× 1Γ times) = 1
(2) Consider an individual that is infeasible solution, vˆ, moreover it is the
most infeasible solution, that is ρ(vˆ, i)= ρmax(i) ∀ i. Then δ(vˆ, i) = 0 ∀
i ∈ Γ and v⊕ = v⊗ =0.
Now consider an individual v˜ that is feasible for some constraints and
infeasible for others. Since, 0 ≤ δ(v˜, i) < 1 for the infeasible constraints,
v⊕ < 1
and
v⊗ < 1.
Optimality scoring function
Let γ(v) denote the objective function value for a given individual v. Let γmax
denote the maximum and γmin the minimum objective values in the current
generation. Define the degree of optimality satisfaction, θ(v), as follows
θ(v) =

γ(v)
γmax
for maximisation problems
γmin
γ(v)
for minimisation problems
where θ(v) : V → (0, 1]. θ(v) is a measure of the objective value of an indi-
vidual with respect to the best in the current population. The least optimal
individual would get a score in the interval (0,1), based on the distance of its
value from the best objective value. The function θ(v) is not as stringent as
ν∗(v); whereas the most infeasible solution would get a value of 0 and therefore
would be eliminated in the next generation of the population. The least opti-
mal solution, however, always gets non-zero value. This is in order to retain
individuals (for mating) that are feasible but need not necessary be optimal.
Fitness Function
The fitness function is defined as Ψ(ν∗(v), θ(v)) : [0, 1]× (0, 1]→ [0, 1] and is
computed as the product of the feasibility and the optimality scoring functions
as follows:
Ψ(ν∗(v), θ(v))= ν∗(v)× θ(v) (16)
where ∗ could be either ⊕ or ⊗. The fitness function defined by equation
16 provides equal importance to both the feasibility and the optimality. This
fitness function is extended by varying the relative importance of the two
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Parameter Value
|Ω| 300
Number of runs (N) 100
Table 3
Control parameters for the Simulation.
scoring functions over the generations. This extended fitness function is defined
as
Ψλ(ν∗(v), θ(v))= ν∗(v)(1−λm) × θ(v)λm (17)
where m = 1 . . .M . The value of λ is bounded to lie within the interval
[λmin,λmax]. The value of λ is updated as
λm+1=λm − λ4
M
(18)
where λ1 = λmax and λ4 =
(λmax−λmin)
M
.
During the initial generations we are willing to accept infeasible solutions, as
these infeasible solutions would helps us form a bridge between the (possible
disconnected) feasible spaces, hence we provide higher weight to the degree
of optimality satisfaction θ(v). However, we progressively increase the impor-
tance for feasible solutions by providing less weight to the degree of optimality
and more weight to the degree of feasibility. Our intention is to explore wider
regions of the search space at the beginning. By increasing the penalty propor-
tionally to the generation number, it increases the pressure for the population
to generate more feasible solutions later on and hopefully converge.
5.3 Simulation
The values of the stochastic functions within an optimisation problem are
approximated using Monte-carlo simulation. In order to evaluate a stochas-
tic function for the solution x∗ corresponding to the given individual v, we
generate an independent random vectors, ξ, from the underlying probability
distribution. The stochastic functions could either be in the objective or in
the constraints. Let Js denote the number of stochastic functions
Js =
 H
s⋃Gs if the objective is deterministic,
Hs
⋃
Gs
⋃
Objective function otherwise.
15
We estimate the value of the stochastic function for an individual v by perform-
ing |Ω| such evaluations. Therefore, in every generation, we perform |Ω|× |Js|
function evaluations per individual in the population. Since there are K in-
dividuals in the population, and each population has 20 × K generations,
therefore, in total we generate
20× |Ω| ×K2 × |Js| (19)
independent random vectors. These random vectors are used to evaluate the
stochastic optimisation problem for each of the N runs of the simulation.
Substituting the values of the default values of the control parameters for GA
(table 2) and simulation (table 3) into the equation 19, we get
6× 105 × n2 × |Js|, (20)
where n is the cardinality of the solution vector.
The most simple stochastic problem would involve only one stochastic func-
tion (|Js| = 1) and decision variable of dimension 1 (n = 1). Therefore, in our
framework we would process 6×105 random variables in order to estimate the
solution for the simplest stochastic problem. However, it is extremely difficult
for mathematical programming based techniques to process such large num-
ber of random variables, unless sampling techniques. Moreover, usually such
techniques assume convexity of the feasible region. Therefore, even if one can
process stochastic optimisation problems with many random variables using
Mathematical programming techniques, the presence of the discrete decision
variables would make the problem non-convex, thereby limiting their suitabil-
ity.
6 Computational Results
The performance characteristics of the proposed framework has been inves-
tigated extensively on several optimization problems from the literature. We
carried out the experiments on a laptop with an AMD Athlon processor of
speed 1.40 Ghz and 256 MB RAM and Windows XP operating system.
Using different genetic operators and control parameters, a number of inde-
pendent runs are executed for each test problem. Table 2 shows the default
values for the control parameters for GA, whereas the table 3 shows the default
values for the parameters for simulation. Since we are interested in developing
in a generic framework, we investigated five test problems (see appendix A)
using the default controls. We perform multiple runs on the test problems
using the same default parameters. However, we found that fine tuning the
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default controls can have significant effect on the quality of the solutions to
the problem.
6.1 Psuedocode
Step 1: Initialise K, M,|Ω|, pcross, pmut,prepl, λmin, λmax, and l =1.
Step 2: Initialise m = 1.
Step 3: Generate the initial population Vm
Step 4: ∀v ∈ Vm
Update λm
Calculate ρ(v, i), δ(v, i) ∀i ∈ Γ to get the degree of feasibility
Calculate ν(v), θ(v) to get value for the feasibility and optimality scoring functions
Calculate Φ(ν∗, θ) to get the fitness value for the individual
Step 5: Perform one-point crossover by selecting and mating two individuals.
Step 6: Perform Gaussian mutation.
Step 7: Replace a fraction the prepl proportion of individuals.
Step 8: If m = M go to Step 9, Else m = m +1 go to Step 4.
Step 9: l = l + 1
Step 10 If l = N STOP, Else go to Step 2
6.2 Analysis of the framework
There are several questions that we need to analyse such as:
(1) Do the representation and the framework provide consistent solutions to
the CCP problems ?
(2) Do the additive and multiplicative feasibility scoring functions have dif-
ferent influence significantly differently ?
(3) Does the strategy of varying the importance to the feasibility and opti-
mality scoring functions over generations have significant influence over
the quality of the solution ?
6.2.1 Consistency of the solution
In order to investigate the representation and the consistency of the solutions,
we construct the confidence intervals for the objective values and the solutions
(see tables 5 and 6). The results from the tables show that the confidence
intervals contain the known optimal values for the test problems.
(1) Problem 1 : Fractional programming problem
This is a deterministic problem was included in the test test due to its
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fractional objective function. The objective value and the solution ob-
tained from the computational investigation correspond to the known
global optimum.
(2) Problem 2: The News vendor problem
The confidence interval of the framework contains the known optimum
solution.
(3) Problem 3: Feeder Mixer vendor problem
Our solution differs from the one reported in the paper. However, on ad-
ditional investigation, we found that our solution is feasible. Therefore,
we have obtained a solution that is better than the one reported earlier.
(4) Problem 4: Pension Fund problem
We obtained tight bounds on the objective value and the solution vector
for the three different variants of the pension fund problem.
(5) Problem 5: Kilosa farmer problem
The solution to this problem is not available, however, we have verified
by solution by checking its feasibility on the equivalent non-linear pro-
gramming formulation.
6.2.2 Impact of the feasibility scoring function
The Analysis of the variance (Anova) tables B.1 & B.2 and B.3 & B.4 compare
the effects of the additive and the multiplicative feasibility scoring functions
on the objective function values. The tables B.1 & B.2 show the effect on the
Newsboy problem, whereas the tables B.3 & B.4 show the analysis on the Pen-
sion Fund problem (with individual chance constraints). Since we performed
100 runs the critical value of the Fisher distribution at 95% level of signifi-
cance is F(1,198,0.05) = 3.88. Our null hypothesis is that there is no difference
between the two feasibility scoring functions. The values at the Anova tables
are much higher than 3.88. Therefore even at 5% level of risk, we cannot reject
the null hypothesis that µ⊕() and µ⊗() are different.
6.2.3 Impact of the varying fitness function
The Analysis of the variance tables B.5 & B.6 and B.7 & B.8 compare the
effect of the scoring functions with and without the update of the parameter
λ on the objective function value. The tables B.5 & B.6 show the effect for
the Newsboy problem, whereas the tables B.7 & B.8 show the effect for the
Pension Fund problem. From the tables, we cannot accept the null hypothesis
that there is no difference between Ψ(·) and Ψλ(·).
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Problem Average time in seconds
Additive Penalty Multiplicative Penalty
with λ update without λ update with λ update without λ update
PFP .26 .24 .26 .24
PNB 3.53 3.53 3.52 3.52
PFM 96.38 96.42 96.39 96.46
PPF−EXP .5 .5 .5 .5
PPF−ICC 213.9 213.47 260.37 218.8
PPF−JCC 184.82 184.23 191 189.74
PKF 49.52 49.55 49.52 49.51
Table 4
Average time for a single run.
Problem Objective function value
Additive Penalty Multiplicative Penalty
95% 99% 95% 99%
PFP 2.40 to 2.48 2.39 to 2.50 2.41 to 2.48 2.39 to 2.49
PNB 5.38 to 5.44 5.37 to 5.45 5.39 to 5.47 5.38 to 5.49
PFM 38.62 to 40.23 38.29 to 40.56 38.04 to 40.36 37.57 to 40.83
PPF−EXP 121495 to 130552 119636 to 132411 121210 to 130511 119301 to 132419
PPF−ICC 94655.5 to 106052 92317.4 to 108390 91426.7 to 101513 89357.3 to 103583
PPF−JCC 96151 to 98639.8 95640.3 to 99150.5 96644.7 to 98256.5 96314 to 98587.2
PKF 4.6 to 4.8 4.6 to 4.9 4.4 to 4.6 4.3 to 4.7
Table 5
Confidence intervals on the objective function value using the fitness function Ψλ(·).
Table 7 shows the null hypothesis investigated and conclusions drawn through
the alternate tables .
7 Discussion and Conclusion
In this paper we have developed and investigated a scheme to represent CCP
problems, and have used the framework of GA and simulation to process such
problems. Through a combined framework of Genetic Algorithm (GA) and
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Problem Solution vectors
Additive Penalty
95% 99%
PFP {.94,-.03,-.05} to { 1,.05,.1 } {.94,-.05,-.08} to {1,.06,.13 }
PNB {48.29} to {50.1} {47.91} to {50.48}
PFM {0,.01,.59,.29} to {0.02,.06,.66,.39} {0, 0.01,.57,.26} to {.02,.07,.68,.41}
PPF−EXP {29.15,50.67,138.42} to {37.55,57.37,154.31} {27.43,49.30,135.16} to {39.28,58.74,157.58}
PPF−ICC {64.60,64.27,89.33} to {73.56,75.13,106 } {62.76,62.03,85.92} to {75.40,77.36,109.42}
PPF−JCC {65.93,79.30,85.22} to {69.21,83.60,87.78} {65.26,78.42,84.70} to {69.88,84.48,88.30}
PKF {2.08,2.25} to {2.55,2.52} {1.99,2.1} to {2.65,2.58}
Multiplicative Penalty
95% 99%
PFP {.94,-.02,-.05} to {1,.04,.10 } {.92,-.04,-.09} to {1.02,.05,.138 }
PNB {48.31 } to {50.48} {47.87} to {50.92}
PFM {-0.04,-.04,.54,.30} to {.07,.08,.70,.40} {-.07,-.07,.5,.29 } to {.1,.11,.73,.42 }
PPF−EXP {30.02,50.80,138.15} to {36.86,56.91,154.45} {28.62,49.54,134.80} to {38.27,58.17,157.80}
PPF−ICC {65.87,66.44,85.65} to {71.95,72.80,102.16} {64.62,65.14,82.26}to {73.2,74.1,105.54 }
PPF−JCC {65.85,80.06,85.57} to {68.99,83.19,87.37} {65.21,79.43,85.21} to {69.63,83.83,87.73 }
PKF {1.99,2.06} to {2.50,2.44} {1.89,1.99} to {2.6,2.52}
Table 6
Confidence intervals on the decision variables using the fitness function Ψλ(·).
Tables The Null hypothesis Conclusion
B.1 & B.3 ν⊕(v) and ν⊗(v) are no different Cannot reject
B.2 & B.4 ν⊕(v)1−λ and ν⊗(v)1−λ are no different Cannot reject
B.5 & B.7 ν⊕(v) and ν⊕(v)1−λ are no different Reject
B.6 & B.8 ν⊗(v) and ν⊗(v)1−λ are no different Reject
Table 7
The Null hypothesis being investigated in the alternate tables.
simulation, we exploit the success of GAs in processing non-linear and non-
convex optimisation problems, and the natural use of simulation for generating
the stochastic processes of the random variables.
We have defined a parameter-less penalty function for constrained optimisa-
tion problems and an adaptive fitness function that are independent of the
problem. We tested the performance our approach on several test problems.
These test cases have been chosen or constructed to reflect the versatility of
our framework in representing the wide variety of CCP formulations. We have
found that the alternate controls within GA, such as crossover, mutation, eval-
uation, can be fine-tuned in order to improve the performance.
The historic success of Genetic algorithms in processing NP-Hard optimisation
can be used for processing the Stochastic programming optimisation problem.
The advantage of GA is that it can be combined with other techniques to
obtain problem-specific solution algorithms. Unlike traditional optimisation
methods GA is better at handling integer variables than continuous variables.
Moreover, since the risk constraint are non-linear, the success of GAs in non-
linear optimisation could be extend to Stochastic non-linear programming.
Several researchers have made use of the coarse grain parallel structure of GAs.
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This is important for processing the increasing larger instances of Stochastic
programming problems arising in practical applications.
Monte Carlo simulation provide an ideal methodology for evaluating the stochas-
tic functions in a Stochastic programming problem. The use of Variance reduc-
tion techniques, such as importance sampling, can be used in order to improve
the accuracy and efficiency of the Monte-carlo based simulation method.
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A Description of the test problems
We consider one deterministic and four stochastic optimisation problem in
order to investigate the performance.
Problem 1 : Fractional programming problem
This is a deterministic optimisation problem.
PFP Max
3x1 + x2 − 2x3 + 0.8
2x1 − x2 + x3 +
4x1 − 2x2 + x3
7x1 + 3x2 − x3
subject to
x1 + x2 − x3 ≤ 1,
−x1 + x2 − x3 ≤ −1,
12x1 + 5x2 + 12x3 ≤ 34.8,
12x1 + 12x2 + 7x3 ≤ 29.1,
−6x1 + x2 + x3 ≤ −4.1,
xi ≥ 0, i = 1, 2, 3.
The known global optimum is (1, 0, 0) with objective function of 2.471428.
Problem 2: The News vendor problem
Let $c denote the production cost 1 and $ pi the selling price. Shortage of
newspapers will result in reduced revenue of $ pi per paper whereas excess
woul result in a holding cost $ h.
Let ξ(ω)(random variable) denote the demand on a particular day; assume
ξ(ω) ∼ N(50,20), that is µξ = 50(mean) & σξ = 20(standard deviation).
The news vendor may want neither excess wastage or the shortage of news-
papers for the realisation of the random demand, ξ(ω). He, Therefore bounds
his wastage and shortage cost to be under a pre-specified limit for say, 90% of
the random realisations.
PNB Max pix− cx
Subject to
P{h(x− ξ) ≤ 5}≥ 0.90 (Wastage Cost) (A.1)
P{pi(ξ − x) ≤ 27}≥ 0.90 (Shortage Cost) (A.2)
Probabilistic constraint (A.1) can be written as,
1 Inorder to avoid ambiguity all the cost and revenue are calculated per newspaper.
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Pr{.2(x− ξ) ≤ 5} ≥ 0.90
Pr{x− 25 ≤ ξ} ≥ 0.90
Pr
{((
(ξ − µξ)
σξ
)
≥ (x− 25− µξ)
σξ
)}
≥ 0.90
1− Pr
{((
(ξ − µξ)
σξ
)
≤ (x− 25− µξ)
σξ
)}
≥ 0.90
Pr
{((
(ξ − µξ)
σξ
)
≤ (x− 25− µξ)
σξ
)}
≤ 0.10. (A.3)
Since ξ(ω) ∼ N(µξ, σξ),
(
(x−25−µξ)
σξ
)
∼ N(0,1).
Φ
(
(x− 25− µξ)
σξ
)
≤ 0.10(
(x− 25− µξ)
σξ
)
≤ Φ−1(0.10)
x ≤ Φ−1(0.10)σξ + 25 + µξ
µξ = 50 and σξ = 20,
Therefore x ≤ 49.36. (A.4)
Similarly, (A.2) can be evaluated as follows
Pr{.9(ξ − x) ≤ 27} ≥ 0.90
Pr{ξ ≤ 30 + x} ≥ 0.90
Pr
{((
(ξ − µξ)
σξ
)
≤ (x+ 30− µξ)
σξ
)}
≥ 0.90 (A.5)
Φ
(
(x+ 30− µξ)
σξ
)
≥ 0.90(
(x+ 30− µξ)
σξ
)
≥ Φ−1(0.90)
x ≥ Φ−1(0.90)σξ − 30 + µξ
Therefore x ≥ 45.63. (A.6)
From equations (A.4) and (A.6) we conclude that the news-vendor must pub-
lish between 46 to 49 papers per day in order to satisfy the constraints (A.1)
and (A.2). Since the objective function = (pi− c)x is linear and monotonically
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increasing in x, he will buy 49 newspapers in order to maximise the profit. The
profit made will be $ 5.39, and the wastage and shortage cost will be under
the specified limit for at least 90% of the random realisation of the demand.
Problem 3: Feed Mixer Problem
Van de Panne and Popp [66] presented a CCP formulation of feed mixer
problem. Four materials - barley, oats, sesame flakes and groundnut meal, are
to be mixed for cattle-feed. The proportion of the different materials in the
mix should satisfy the minimal nutritional requirements for protein and fat.
Let
• x1,x2,x3,x4 denote the proportion of barley, oats, sesame flakes and ground-
nut meal in the mix,
• ξ = (ξ1, ξ2, ξ3 ,ξ4) be the random variable representing the amount of protein
in barley, oats, sesame flakes and groundnut meal respectively.
That CCP problem can be written as follows:
PFM Max 24.55x1 + 26.75x2 + 39.00x3 + 40.50x4
2.3x1 + 5.6x2 + 11.1x3 + 1.3x4≥ 5, (Fat constraint)
Pr [ξ1x1 + ξ2x2 + ξ3x3 + ξ4x4 ≥ 21]≥ p, (Protein constraint)
x1 + x2 + x3 + x4=1,
x1, x2, x3, x4≥ 0
where
• p (=0.95) equals the probability level with which the Protein constraint
should be satisfied,
• ξ1, ξ2, ,ξ3, and ξ4, have normal distributions N (12, 0.53), N (11.9, 0.44),
N (41.8, 4.5), and N (52.1, 0.79) respectively.
The Protein constraint can be re-formulated as :
Pr
{
4∑
i=1
ξixi ≥ 21
}
≥ 0.95
Pr

∑4
i=1 ξixi − E[
∑4
i=1 ξixi]√
V ar[
∑4
i=1 ξixi]
≥ 21− E[
∑4
i=1 ξixi]√
V ar[
∑4
i=1 ξixi]
≥ 0.95
Pr

∑4
i=1 ξixi − E[
∑4
i=1 ξixi]√
V ar[
∑4
i=1 ξixi]
≤ 21− E[
∑4
i=1 ξixi]√
V ar[
∑4
i=1 ξixi]
≤ 0.05
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Since
∑4i=1 ξixi−E∑4i=1 ξixi√
V ar
∑4
i=1
ξixi
 ∼ Normal(0, 1),
⇒ 21≤Φ−1(0.05)
√√√√V ar [ 4∑
i=1
ξixi
]
+ E
[
4∑
i=1
ξixi
]
.
The co-relation coefficient between the random variables, ξi and ξj is zero.
Therefore 21≤Φ−1(0.05)
√√√√ 4∑
i=1
V ar[ξixi] + E[
4∑
i=1
ξixi]
21≤−1.645
{
(0.53x1)
2 + (0.44x2)
2 + (4.5x3)
2 + (0.79x4)
2
} 1
2 +
12.0x1 + 11.9x2 + 41.8x3 + 52.1x4 (A.7)
The non-linear constraint A.7 is the deterministic representation of the (stochas-
tic) Protein constraint. The resulting non-linear optimisation problem is
max 24.55x1 + 26.75x2 + 39.00x3 + 40.50x4
2.3x1 + 5.6x2 + 11.1x3 + 1.3x4≥ 5, (Fat constraint)
−1.645{(0.53x1)2 + (0.44x2)2 + (4.5x3)2 + (0.79x4)2} 12+
12.0x1 + 11.9x2 + 41.8x3 + 52.1x4≥ 21 (Protein constraint)
x1 + x2 + x3 + x4=1,
x1, x2, x3, x4≥ 0. (A.8)
Van de Panne and Popp solved the non-linear optimisation problem given
in equation A.8 using Zoutendijk’s algorithm. They obtained the solution
{0.6359, 0, 0.3127, 0.0515} with objective function value 29.89 guilders.
Problem 4: Pension Fund problem
Henrion [26]has done detailed computation investigation on a CCP formu-
lation of a prototype Pension fund problem. The pension fund of a company
has to meet its liabilities for the next T years. The liabilities shall be covered
by investing an initial capital B in P different types of bonds.
Let,
T =15, P =3,
γi denote the cost for bond i, i ∈ P ,
βj denote the payments for the year j, j ∈ T ,
and, αij denote the yield per bond of type i in the year j.
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The liquidity constraint is for the year j :
B −
|P |∑
i=1
γixi︸ ︷︷ ︸ +
j∑
k=1
|P |∑
i=1
αikxi︸ ︷︷ ︸ −
j∑
k=1
βk︸ ︷︷ ︸ ≥ 0
cash after cumulative cumulative
buying bonds yields of bonds payment
(A.9)
where γ = { 980,970,1050}, β = { 11000, 12000, 14000, 15000, 16000, 18000,
20000, 21000, 22000, 24000, 25000, 30000, 31000, 31000 , 31000 },
α =

0 0 0
60 65 75
60 65 75
60 65 75
60 65 75
60 65 75
1060 65 75
65 75
65 75
65 75
1060 75
75
75
75
1075

Define aij =
∑j
k=1 αik − γi, bj =
∑j
k=1 βk −B. The liquidity constraint for the
terminal time-period could then be re-written as
|P |∑
i=1
ai,Txi − bT .
The deterministic optimisation problem is
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Max
|P |∑
i=1
ai,Txi − bT
Subject to
|P |∑
i=1
aijxi≥ bj j = 1, . . . T (A.10)
The optimisation problem PPF−Exp has an optimal solution {31.1,55.5,147.3}
with an objective function value of $ 127,332.
Now, assume that the liability streams are random variables ηj, expected
value = βj (the deterministic payments), and standard deviation = 500j (the
standard deviation increases with time). The cumulative payment at the end
of j years, ξj, is calculated as
∑j
k=1 ηk. Due to the distribution assumptions
on ηj, the random vector ξ has a multivariate normal distribution.
The optimisation problems with individual chance constraint is
PPF−ICC Max
|P |∑
i=1
ai,Txi
Pr

|P |∑
i=1
aijxi ≥ ξj
≥ p (j = 1, . . . , 15) (A.11)
For the value of p = 0.95, problem PPF−ICC has the solution {62.8,72.6,101.1
} with objective function value $ 103,925.
Problem A.11 can be extended by imposing the constraint that the liabilities
must satisfied jointly for all the time periods with 95% probability.
PPF−JCC Max
|P |∑
i=1
ai,Txi
Pr{
|P |∑
i=1
aijxi ≥ ξj (j = 1, . . . , 15)}≥ p. (A.12)
The problem PPF−JCC has the solution {65.8,83.7,86.2} with objective func-
tion $ 98,160.
Problem 5: Kilosa farmer problem
A family in Kilosa [55,67] has land in which one can grow maize and sorghum.
The yields of the crops are uncertain, partly because of uncertain rainfall
conditions. Let
xm= acreage of maize in hectacres;
xs= acreage of sorghum in hectacres;
ξm = random yield per hectacre of maize (in 100 Kgs);
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ξs = random yield per hectacre of sorghum (in 100 Kgs);
ξ = random total rainfall during the growing season (mm);
²m = white noise in the yield of maize;
²s = white noise in the yield of sorghum.
It is known that
(1) 100 kgs of maize contains 2.8 × 105 Kcal and 6.4 kg of protein
(2) 100 kgs of sorghum contains 2.8 × 105 Kcal and 8 kg of protein
Regression analysis applied to empirical data leads to the following model for
the random yields.
ξm=0.020ξ − 1.65 + ²1
ξs=0.008ξ + 5.92 + ²2
where ξ ∼ Normal(515.5,√18769), ²1 ∼ Normal(0,
√
100), ²2 ∼ Normal(0,
√
100)
The diet of the family should satisfy the nutritional requirements for calories
atleast αc % and that of proteins atleast αp % of the time. The objective is to
minimise the land area used for cultivation xm+xs Therefore the optimisation
problem is :
PKF Min xm + xs
Pr{2.8ξmxm + 2.8ξsxs ≥ 44}≥αc (A.13)
Pr{6.4ξmxm + 8.0ξsxs ≥ 89}≥αp. (A.14)
The argument described in the Feeder mixer problem earlier can be applied
to convert the above CCP problem to its equivalent non-linear programming
formulation. We make an assumption that the correlation between ξm and ξs
is zero. The constraint A.13 as
44≤Φ−1(1− αc){(2.8xm)2(V ar(ξm)) + (2.8xs)2(V ar(ξs))} 12 +
2.8µmxm + 2.8µsxs (A.15)
and constraint A.14 as
89≤Φ−1(1− αp){(6.4xm)2(V ar(ξm)) + (8xs)2(V ar(ξs))} 12 +
6.4µmxm + 8µsxs (A.16)
where µξm = 10.31, σξm =
√
97.15, µξs = 6.61, σξm =
√
57.72.
Therefore the equivalent non-linear optimisation problem having 80% reliabil-
ity for the protein and the calories level is :
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Min xm + xs
44≤−.84{(2.8xm)2(107.5) + (2.8xs)2(101.2)}
+2.8(8.66)xm + 2.8(4.124)xs
89≤−.84{(6.4xm)2(107.5) + (8xs)2(101.2)}
+6.4(8.66)xm + 8(4.124)xs
B Results of the Analysis of Variance
Source SS df MS F P-value
Between strategy 818.91 1 818.91 30.95 0
Within strategy 5238.37 198 26.45
Total 6057.28 199
Table B.1
Anova table comparing the effects of the feasibility scoring functions ν⊕(v) and
ν⊗(v) on the solution of the Newsboy problem.
Source SS df MS F P-value
Between strategy 656.66 1 656.66 29.21 0
Within strategy 4449.78 198 22.47
Total 5106.45 199
Table B.2
Anova table comparing the effects of the feasibility scoring functions ν⊕(v)(1−λl)
and ν⊗(v)(1−λl) on the solution of the Newsboy problem.
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Source SS df MS F P-value
Between strategy 1012 1 1012 48155.38 0
Within strategy 109 198 41287464
Total 1012 199
Table B.3
Anova table comparing the effects of the feasibility scoring functions ν⊕(v) and
ν⊕(v) on the objective value of the Pension fund (ICC) problem.
Source SS df MS F P-value
Between strategy 1012 1 1012 18462.26 0
Within strategy 1010 198 108
Total 1012 199
Table B.4
Anova table comparing the effects of the feasibility scoring functions ν⊕(v)(1−λl)
and ν⊗(v)(1−λl) on the objective value of the Pension fund (ICC) problem.
Source SS df MS F P-value
Between strategy 12.45 1 12.45 .274 .601
Within strategy 8996.572 198 45.43
Total 9009.02 199
Table B.5
Anova table comparing the effects of the fitness functions ν⊕(v)× θ(v) and ν⊗(v)×
θ(v) on the solution of the Newsboy problem.
Source SS df MS F P-value
Between strategy .288 1 .288 .082 .773
Within strategy 691.59 198 3.49
Total 691.879 199
Table B.6
Anova table comparing effects of the fitness functions ν⊕(v)(1−λl) × θ(v)λl and
ν⊗(v)(1−λl) × θ(v)λl on the solution of the Newsboy problem
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Source SS df MS F P-value
Between strategy 40069152 1 40069152 1.018 .314
Within strategy 109 198 39330140
Total 109 199
Table B.7
Anova table comparing the effects of the fitness functions ν⊕(v)× θ(v) and ν⊗(v)×
θ(v) on the objective value of the Pension fund (ICC) problem.
Source SS df MS F P-value
Between strategy 2549282 1 2549282 .022 .8796
Within strategy 1010 198 108
Total 1010 199
Table B.8
Anova table comparing effects of the fitness functions ν⊕(v)(1−λl) × θ(v)λl and
ν⊗(v)(1−λl) × θ(v)λl on the objective value of the Pension fund (ICC) problem.
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