We derive and propose a family of new preconditioners for the saddle-point systems arising from the edge element discretization of the time-harmonic Maxwell's equations in three dimensions. With the new preconditioners, we show that the preconditioned conjugate gradient method can apply for the saddle-point systems when wave numbers are smaller than a positive critical number, while the iterative methods like the preconditioned MINRES may apply when wave numbers are larger than the critical number. The spectral behaviors of the resulting preconditioned systems for some existing and new preconditioners are analyzed and compared, and several two-dimensional numerical experiments are presented to demonstrate and compare the efficiencies of these preconditioners.
Introduction
In this work, we investigate and compare some effective preconditioning solvers for the following saddle-point system:
where u ∈ R n , p ∈ R m , A, M ∈ R n×n , and B ∈ R m×n , with m ≤ n. We assume that K is non-singular, so B must be of full row rank. We are particularly interested in the case where A is symmetric semi-positive definite, and dim(ker(A)) = m, that is, A is maximally rank deficient [7, 8] . The matrix M is assumed to be symmetric positive definite, and k is a given real number. The saddle-point system of form (1.1) with a maximal rank deficient A arises from many applications, including the numerical solution of time-harmonic Maxwell's equations [8, 9, 19] where k represents the wave number, the underdetermined normminimization problems [2] , and geophysical inverse problems; see more details in the very recent paper [7] . This reference is a very inspiring and innovative work and has developed a class of indefinite block preconditioners for the use with the conjugate gradient (CG) method, which may converge rapidly under certain conditions when it is applied for solving the general saddle-point system of form (1.1) with a vanishing wave number (i.e., k = 0). It was also pointed out in [7] that the saddle-point system under the aforementioned particular setting has not received as much attention as other situations, for example, the case of a symmetric positive definite A. But as it was demonstrated in [7] for the special case k = 0, when A is maximally rank deficient, some nice mathematical structures may be revealed and adopted to help construct efficient solution methods. The current work is initiated and motivated by [7] and intends to develop further in this direction. We show that new efficient numerical methods can be equally constructed for more general case with non-vanishing wave numbers, i.e., k = 0.
Though most results of this work apply also to the general saddle-point system of form (1.1) with a maximal rank deficient A, we focus mainly on the saddle-point system (1.1) that arises from time-harmonic Maxwell's equations [4, 6, 11, 19] :
where u is a vector field, p is the scalar multiplier, J is the given external source, and ρ is the density of charge. is a simply connected domain in R 3 with a connected boundary ∂ , with n being its outward unit normal. The wave number k is given by k 2 = ω 2 εμ, where ω, ε, and μ are positive frequency, permittivity, and permeability of the medium, respectively. We assume that k 2 is not an interior Maxwell eigenvalue, but is allowed to be zero, and know the cases with appropriately small and large frequencies are physically relevant in magnetostatics, wave propagation, and other applications [8] . We refer to [3, chapter 11] for a survey on this topic. The introduction of the Lagrange multiplier p in (1.2) may not be absolutely necessary for the general case k = 0, for which the divergence constraint does not need to be enforced directly and explicitly. That is, it is possible to solve directly for u using the first equation in (1.2) with p = 0 mathematically [9] , although it is still challenging to design an efficient numerical solver for this indefinite system. The saddle-point formulation (1.2) with the Lagrange multiplier p is stable and well-posed [6] , and especially it ensures the stability and Gauss's law directly when k is small and may better handle the singularity of the solution at the boundary of the domain [4, 6, 19] . More importantly, the mixed form (1.2) provides some extra flexibility on the computational aspect [12] [13] [14] [15] and leads to better numerical stability and more efficient numerical solvers than the single system (1.2) without Lagrange multiplier (i.e., p = 0), as it was shown in [7, 8] . And this is also the main motivation and focus of the current work. After discretizing (1.2) by using the Nédélec elements of the first kind [16, 17] for the approximation of the vector field u and the standard nodal elements for the multiplier p, we derive the saddle-point system (1.1) of our interest, where A ∈ R n×n corresponds now to the discrete version of the curl-curl operator, B ∈ R m×n is a discrete divergence operator, and M ∈ R n×n is the vector mass matrix. We assume that the coefficient matrix K in (1.1) and its leading block A − k 2 M (k = 0) are both non-singular, which is true when meshes are sufficiently fine [8] .
For the special case of the saddle-point system (1.1), namely the system with the vanishing wave number (k = 0):
a very effective preconditioner of the form
was proposed in [7] for solving the saddle-point system (1.3) . Here the matrix L ∈ R m×m is the discrete Laplacian, while C ∈ R n×m is a sparse matrix, whose columns span ker(A) and can be formed easily and explicitly using the gradients of the standard nodal bases [7, 8] . It is important to verify that the preconditioned system P −1 0 A is block diagonal [7] :
Since both matrices A + M and A + B T L −1 B are symmetric positive definite, we can apply a CG-like method for the preconditioned system P −1 0 A in a non-standard inner product, even though both A and P 0 are indefinite.
For the more general case k = 0, the block triangular preconditioners
with double variable relaxation parameters η > k 2 and ε = 0 were studied in [5, 8, 23, 24] .
In this work, we construct some new preconditioners for the general saddle-point system (1.1). As it was shown in [7] that the aforementioned preconditioner P −1 0 in (1.4) works very effectively for the special and simple case with vanishing wave number (k = 0), we demonstrate that similar preconditioners can be constructed and generalized also for the saddle-point linear system (1.1) with more general cases, i.e., the non-vanishing wave numbers k = 0. And we will see analytically the spectral distributions of these new preconditioners are quite similar to the ones of the existing effective preconditioners (1.5) . But the new preconditioners can be applied with the CG iteration under a non-standard inner product although both the coefficient matrix K and the new preconditioner are indefinite, and numerically they perform mostly better and stabler than the existing preconditioners (1.5).
The rest of the paper is arranged as follows. We develop in Section 2 an important formula for computing the inverse of K, based on which we propose in Section 3 a family of new preconditioners and compare their performance with some existing preconditioners for the saddle-point system (1.1) with general wave numbers, then study and compare the spectral properties of the preconditioned matrices. Several two-dimensional numerical experiments are presented in Section 4 to demonstrate the performance of the new preconditoners and their comparisons with some existing preconditioners. Finally, some concluding remarks are included in Section 5 to summarize the main results of the paper and some possible future directions.
Computing the inverse of K
We derive in this section some formulas for computing the inverse of the matrix K in (1.1). To do so, we first recall some useful properties of the matrices A, B, M, L, and C, which are introduced in Section 1.
Proposition 2.1
The matrices A, B, M, L, and C have the following properties [7, 8] :
inverse of A can be represented by
where the diagonal block V is given by
2)
Now we are ready to derive an explicit formula for computing the inverse of the general saddle-point matrix K in (1.1) with non-vanishing wave numbers k = 0.
Theorem 2.2
The inverse of K in (1.1) has the representation
where T satisfies
Proof We write K −1 as a perturbation of A −1 in the form
5)
then using the fact that KK −1 = I , namely
we obtain by a direct computation that
(2.8) On the other hand, we can see directly from (2.1) and the identity AA −1 = I that
(2.9)
Then noting that V + X 1 is the (1,1) block of K −1 from (2.5), we get from (2.8) and (2.9) that BT = B(V + X 1 ) = 0. Multiplying (2.6) by C T , we derive
(2.10) Similarly, multiplying (2.7) by C T , we obtain
Combining this equality with the second relation in (2.8), we come to
(2.11)
Now we can substitute (2.11) into (2.7) to get
which proves X 2 = 0. Noting that we have proved X 3 = 0, then (2.6) reduces to −k 2 M(V + X 1 ) + AX 1 = 0, or (A − k 2 M)(V + X 1 ) = AV , which completes the desired proof.
The following result can help us understand the leading block T of the inverse of K in (2.3).
Theorem 2.3
The matrix A + ηB T L −1 B − k 2 M is non-singular for any η = k 2 , and its null space is exactly the same as that of A for η = k 2 .
Proof By means of the result (i) in Proportion 2.1, we can write for any u ∈ R n that
(2.13)
Using this decomposition, it is easy to see that if
As the columns of C span the null space of A, there exists p ∈ R m such that u A = Cp. Using this and Proposition 2.1(iii), we can readily reduce the above identity to
Multiplying its both sides by C T and using Proposition 2.1(iii) again, we derive BM −1 B T p = 0, so is p = 0, leading to (A − k 2 M)u B = 0, or u B = 0. Hence we have proved
and also the non-singularity of the desired matrix A + ηB T 
Next, we consider the case with η = k 2 and show two matrices A + k 2 B T L −1 B − k 2 M and A have the same null space. First, we assume u ∈ ker(A) and write u = u A + u B as in (2.13), then the proof of the first part above shows that u = u A = Cp. Using this and Proposition 2.1(iii), we can derive (2.13) , and follow the proof of the first part above for the nonsingularity of the matrix, but with η = k 2 now, we can deduce (A − k 2 M)u B = 0. This implies u B = 0, hence we know u = u A ∈ ker(A).
The following result introduces a very crucial parameter η to the expression of the leading block T of the inverse of K in (2.3), and it can take an arbitrary value except for η = k 2 .
Corollary 2.1
For any η = k 2 , it holds that
Proof Using the second relation, and then the first relation in (2.4), we readily see that
which implies the first relation in (2.14) . To see the second relation, we first use the fact that AC = 0 from Proposition 2.1(iii), then use the first two relations in Proposition 2.1(iii) to deduce
This implies
Using this and the first relation in (2.14), we readily see the second relation.
It is very interesting to see from the above relation that the matrix T that is independent of the parameter η looks closely to depend on η. In conclusion, we obtain from Theorem 2.2 and Corollary 2.1 the following formula for computing the inverse of the matrix K in (1.1):
This important explicit representation forms the basis in our construction of some new preconditioners in the next section.
New preconditioners and their spectral properties
The formula (2.15) suggests us some natural preconditioners for the saddle-point matrix K in (1.1) with the general non-vanishing wave numbers k = 0. However, the action of the (1,1) block of (2.15) can be very expensive to evaluate, since the matrix B T L −1 B is dense. To overcome the difficulty, we choose to replace the dense matrix B T L −1 B by the vector mass matrix M, as they are spectrally equivalent on the null space of A [8] . This leads to the following simplified preconditioner for the matrix K:
For the simple case with vanishing wave number (k = 0) and η = 1, the preconditioner (3.1) reduces to the existing one P −1 0 in (1.4). We remark that the matrix I − B T L −1 C T in (3.1) is an oblique projector, which can be very helpful in the analysis of Maxwell-type problems (see, e.g., [20, 21] ). To ensure the non-singularity of the matrix A + ηM − k 2 M involved in (3.1), we can simply set the parameter η > k 2 so that it becomes symmetric positive definite. And it is important to note that this choice also guarantees the non-singularity of the entire matrix on the right-hand side of (3.1), as discussed below. Theorem 3.1 For any η > k 2 , the matrix on the right-hand side of (3.1) is nonsingular.
Proof It is direct to check that the preconditioned matrix P −1 K is given by
Using Proposition 2.1 (i), we can further write the (1, 1) block of the above matrix as
so the preconditioned system P −1 K reads as
We know that the leading block of P −1 K in (3.2) is non-singular by Theorem 2.3, hence the desired conclusion follows.
Note that A+ηM −k 2 M and its inverse are always symmetric positive definite for η > k 2 . Actually, the original matrix A + ηB T L −1 B − k 2 M can be also symmetric positive definite as shown below.
Proof For any u ∈ R n , we can write u = u A + u B with u A ∈ ker(A) and u B ∈ ker(B). By Proposition 2.1, we know u T A Mu B = 0 and u T A B T L −1 Bu A = u T A Mu A . Therefore, we can derive
Using the representation (3.2) and Theorem 3.2, we know for any η > k 2 and k 2 <ᾱ that the preconditioned matrix P −1 K is self-adjoint and positive definite with respect to the inner product
Therefore, we can apply the CG iteration [1] in this special inner product for solving the preconditioned system P −1 K. But for larger wave numbers, namely k 2 ≥ᾱ, Theorem 3.2 does not ensure the positive definiteness of the preconditioned system, so the CG iteration may fail theoretically. However, as we see in Section 4, this is not the case numerically. Even if it fails, we may still apply the preconditioned MINRES with the above non-standard inner product. We know the convergence rates of the CG and MINRES can be reflected often by the spectrum of the preconditioned system. For this purpose, we are going to study the spectral properties of the preconditioned system P −1 K. First, we present an interesting observation that the symmetric positive definiteness of the matrix A + ηB T L −1 B − k 2 M depends in some sense only on the wave number k, not on η.
Theorem 3.3 For any two numbers
Next we present several results about the eigenvalues of the preconditioned matrix P −1 K.
with its algebraic multiplicity being m, and the rest of the eigenvalues are bounded byᾱ
Proof The result was proved in [8, Theorem 5.1] for η = 1 and k 2 < 1. But our desired results for an arbitrary positive η can be done similarly.
The following result is a direct consequence of Lemma 3.4 by using the formula (3.2). Theorem 3.5 For any η > k 2 , λ = 1 is an eigenvalue of the preconditioned matrix P −1 K with its algebraic multiplicity being 2m, and the rest of the eigenvalues are bounded as in (3.5 ).
Now we like to make some spectral comparisons between the two preconditioned systems generated by our new preconditioner P and the existing block triangular one M η,ε in (1.5) for the saddle-point matrix K. We first recall the following results from [24, Theorem 2.6]. Theorem 3.6 For any η > k 2 , both λ 1 = 1 and λ 2 = − 1 ε(η−k 2 ) are the eigenvalues of M −1 η,ε K, each with its algebraic multiplicity m. And the rest of the eigenvalues are bounded as in (3.5) .
We see from Theorems 3.5 and 3.6 that the spectra of P −1 K and M −1 η,ε K are quite similar, except that the latter has an extra eigenvalue λ 2 , with its algebraic multiplicity being m. This will be also confirmed numerically in the next section.
The block triangular preconditioners M η,ε reduce to symmetric if we set ε = 1 η :
This preconditioner was analyzed and applied in [8, 23] along with the minimal residual (MINRES) iteration. We may observe from Theorems 3.5 and 3.6 that the eigenvalues of our preconditioned matrix P −1 K are a little better clustered than those of M −1 η,1/η K as its eigenvalue λ 2 is smaller thanᾱ −k 2 α+η−k 2 . But our new preconditioner P can be applied with CG for k 2 <ᾱ, and MINRES for k 2 ≥ᾱ. And more importantly, as we see from our numerical experiments in the next section, we can also apply the new preconditioner P with CG even for k 2 ≥ᾱ and the convergence is still rather stable, while CG with preconditioner M η,ε in (3.6) breaks down most of the time.
On the other hand, if we choose ε = 1/η, the preconditioner M η,ε is nonsymmetric, and the methods like the generalized minimal residual method should be used, which are less economical than methods like CG or MINRES. Note that for ε = − 1 η−k 2 , we have λ 2 = λ 1 , so λ = 1 is an eigenvalue of M −1 η,ε K with its algebraic multiplicity being 2m, the same as for P −1 K. Now we consider the inner iterations associated with the new preconditioner P. For any two vectors x ∈ R n and y ∈ R m , we can write
So we need to solve two linear systems associated with the discrete Laplacian L and one with A + (η − k 2 )M at each evaluation of the action of P −1 . Many fast solvers are available for solving these two symmetric and positive definite systems [10, 15] . We use the first form to implement the action of P −1 . We know from Theorem 3.5 that a small difference η−k 2 may result in a better convergence of the preconditioned Krylov subspace methods. But if η −k 2 is too small, the matrix A+(η −k 2 )M would become nearly singular (we refer to [7, 8] for the discussion about the approximation of the matrix (A + (η − k 2 )M) −1 to the pseudo-inverse of A when (η − k 2 ) → 0). We know that the parameterᾱ depends only on the shape regularity of the mesh and the approximation order of the finite elements used, and it is independent of the mesh size [9, Theorem 4.7 ]. Numerically we may expect an upper bound for k 2 that 
Numerical experiments
In this section, we present several two-dimensional numerical experiments to demonstrate and compare the spectral distributions of the preconditioned systems of the saddle-point problem (1.1) with the existing preconditioner M η,1/η in (1.5) and the new one P in (3.1), as well as to compare the performance of these preconditioners. The edge elements of lowest order are used for the discretization of the system (1.2) in a square domain¯ =: {(x, y); −1 ≤ x ≤ 1, −1 ≤ y ≤ 1} or an L-shaped domain (see Figs. 1 and 2) . The square domain is partitioned using unstructured simplicial meshes generated by EasyMesh [18] , where the desired side lengths of the triangles that contain one of the vertices of the domain are set to be the same, resulting in a sequence of recursively refined meshes G1 through G5, and a corresponding sequence of the saddle-point systems (1.1) of size m + n= 187, 437, 1777, 7217, 23,769 respectively. Similarly for the L-shaped domain, we apply the EasyMesh to generate a sequence of recursively refined meshes L1 through L5, where the desired side lengths of the triangles that contain the origin are one-tenth of the desired side lengths of the triangles that contain other vertices of the domain, and a corresponding sequence of the saddle-point systems (1.1) of size m + n= 185, 409, 1177, 5325, 29,277 respectively. To test the effect of the geometry of the domain and the irregular meshes on the algorithms, we further generate a series of less spatially regular meshes U1 through U5 on an irregular polygonal domain (see Figs. 3 and 4 for the meshes U1 and U4), resulting in a sequence of the saddle-point systems (1.1) with the total degrees of freedom being m + n= 711, 1712, 4355, 9544, and 24,665 respectively.
We use MATLAB on a laptop (inter(R) Core(TM) i7-4510U CPU @ 2.00 GHz, 2.60 GHz, 4-GB RAM) to implement all numerical iterative solvers. The solver with A + (η − k 2 )M is achieved by PCG with the Hiptmair-Xu preconditioner [10] , while the solver with the discrete Laplacian L is realized by PCG with an incomplete Cholesky factorization as a preconditioner.
The right-hand side of (1.1), denoted by b, is set to be a vector with all components being ones unless specified otherwise, and the zero vector is used as the initial guess Table 1 Smallest eigenvalue of matrix A η in magnitude with η = k 2 + 1 Eigenvalues above the dotted line are positive: A η is positive definite; eigenvalues under the dotted line are negative: A η is not positive definite x (0) for all iterations. We run PCG [22] with our new preconditioner P for solving the saddle-point system (1.1), and the preconditioned MINRES with the block triangular preconditioner M η,1/η , and write these two methods as P-CG and M-MINRES respectively in all tables. In all our numerical examples, the outer iterations are terminated based on the criterion b − Kx (k) 2 ≤ 10 −6 b 2 , where x (k) is the kth iterate. We take the parameter η = k 2 + 1 and set the stopping criteria for all Laplacian solvers (including both L-solvers and those Laplacian solvers inside the Hiptmair-Xu preconditioner) to be a relative l 2 -norm error of the residual less than the same tolerance, unless otherwise stated. The computing times (in seconds) may also be listed, which include the times spent by the incomplete Cholesky factorizations for all Laplacian solvers.
Numerical spectral analysis
We know from (3.2) and Theorem 3.2 that PCG can be applied with our new preconditioner P under the special inner product defined in (3.4) if the matrix
is symmetric positive definite. We shall conduct some experiments below to check the positive definiteness of this matrix. For this purpose, we compute its smallest eigenvalues corresponding to different wave numbers. The results are shown in Tables 1 (with η = k 2 + 1) and 2 (with various ηs). As we may see from Table 1 that on the meshes G2 through G4, the matrices A η are symmetric and positive definite with k = 0, 1, 1.55, but not positive definite for k ≥ 1.6. Similarly, on the meshes L2 through L4, the matrices A η are symmetric and positive definite with k = 0, 1, 1.2, but not positive definite for k ≥ 1.25. Similar observations can be made on the meshes U2 through U4. As predicted by Theorem 3.2, the definiteness of A η is independent of mesh size. This is indeed confirmed by the results in Tables 1 and 2 : once these smallest eigenvalues get stabilized on a rather coarse mesh, they do not change much with further mesh refinements.
As we know, A η is symmetric and positive definite for smaller k, i.e., k 2 <ᾱ, thus PCG can be applied with our new preconditioner P instead of MINRES, although the original system K is indefinite. When k is larger, i.e., k 2 ≥ᾱ, the corresponding preconditioned matrices are no longer positive definite, then MINRES should be used theoretically. However, our numerical experiments show that PCG does not fail even for k 2 ≥ᾱ, in fact, PCG converges very well and stably for our numerical examples; see some examples in Section 4.2. But this is not the case when PCG is applied with the preconditioner M η,1/η . To see this, we have re-run all the experiments in Table 6 , but with the CG iteration now, instead of MINRES. In each of the 30 numerical experiments, we have always experienced the case that one dividend becomes too small, which causes the breakdown of the iterative process. The reasons behind are simple: we need to divide by p T k Kp k (with p k being the kth search direction) at the kth CG iteration with preconditioner M η,1/η , and to divide by p T k A η p k at the kth CG iteration with the new preconditioner P, due to the existence of a special inner product (3.4) . Figure 5 shows the distributions of all the small eigenvalues (smaller than 0.3) of the two matrices K and A η for k = 4 (noting that most eigenvalues are larger than 0.3, but not shown in the figure). We know these smaller and negative eigenvalues contribute mainly to the breakdown of the iterations. As one can see from the figure, K has many more small eigenvalues (the red part) than A η (the blue part), which explains clearly the strong instability of PCG with the preconditioner M η,1/η and the good stability of PCG with the new preconditioner P.
To check if we can apply PCG with the new preconditioner P on general meshes, we further investigate the influence of the mesh size on the smallest eigenvalue of A η in magnitude. As confirmed by the results in Table 1 , Table 2 verifies again that the smallest eigenvalues of A η in magnitude are basically independent of the mesh size, so the mesh size can be very fine in order to resolve the highly oscillatory waves in the high-frequency cases. And more importantly, these smallest eigenvalues are all well separated from the origin. These observations suggest that we may also apply PCG with the new preconditioner P for large wave numbers, and all our numerical experiments in this section have demonstrated very good stability and convergence of PCG with the new preconditioner P.
We end this section with some more numerical results to show the influence of the difference η − k 2 on the smallest eigenvalue of A η and the clustering of the eigenvalues of the preconditioned system P −1 K. Figure 6 shows the influence of the difference η − k 2 on the smallest eigenvalue of A η in magnitude. A larger η − k 2 makes the smallest eigenvalue of A η bigger in magnitude. Figure 7 plots the eigendistribution of the preconditioned matrix P −1 K on mesh G3 with a different wave number k. We can see from the figure that the eigenvalues for k = 0 and 1 are well bounded, and there are only a few eigenvalues that lie between 0.22 and 0.8, while all the remaining eigenvalues stay in the range 0.8 and 1. These results are consistent with our theoretical prediction (see Theorem 3.5). For k = 2, 4, we see negative eigenvalues: the higher the wave number is, the less clustered the eigenvalues are. 
Basic numerical performance
We have shown in Tables 3 and 4 the numbers of iteration and the overall execution times for the two methods, P-CG and M η,1/η -MINRES, with different meshes and wave numbers, using the same tolerance 10 −6 for all inner solvers associated with both A + (η − k 2 )M and the discrete Laplacian L. As we may observe from the table, the required numbers of iteration for the new method P-CG are generally smaller than those for M η,1/η -MINRES, and this is consistent with our theoretical prediction in Section 3. But M η,1/η -MINRES takes mostly about 19 ∼ 50% more times than P-CG. We also observe that the required numbers of iteration are basically independent of mesh size, and this is a very desired property in application. These experiments are done to make a general comparison between these two methods, and more efficient Laplacian solvers should be used in applications.
Next, we conduct some numerical experiments to find the effects of inexact inner solvers with A + (η − k 2 )M and the discrete Laplacian L on the performance of the preconditioners, when the tolerance for the Laplacian solvers inside the Hiptmair-Xu preconditioners is set to be fixed at 10 −1 . The results are shown in Tables 5 Table 3 Meshes G1 to G5 and η = k 2 + 1 -MINRES: numbers of iteration (execution times); rows for Ratio: ratios between the times spent by two methods and 6, from which we may observe that the execution times on the lower triangular part are smaller than the times on the upper triangular part, which shows that a good pair of tolerance strategies for the two inner solvers would be a looser tolerance for the solver with A + (η − k 2 )M and a tighter tolerance for the solver with L. Indeed, we know the solver with A + (η − k 2 )M is much more expensive than the solver with L. This good pair of tolerance strategies may be taken later for more comparisons. Table 7 lists the ratios between the times spent by M η,1/η -MINRES and P-CG from Tables 5 and 6, and confirms that the new method P-CG has a clear advantage over the method M η,1/η -MINRES. We may recall from Tables 5 and 6 that both the P-CG and M η,1/η -MINRES methods perform best with the tolerance pair (1e−1, 1e−5) for the inner solvers with A + (η − k 2 )M and L respectively for the parameters k = 0 and η = 1. In Table 8 , we show some more experiments to further investigate this phenomenon. We can see from this table that the methods perform best with the tolerance pair (1e−1,1e−5) for k = 0, 1, 1.2, or 1.25. But for k = 4, one may need a relatively tighter inner solver. And again, this table confirms that the new method P-CG has a clear advantage over the method M η,1/η -MINRES.
Experiments for non-trivial geometries and less spatially regular meshes
In this subsection, we present some numerical results on irregular meshes U1 through U5 (see Figs. 3 and 4 for U1 and U4 respectively). We first recall from the numerical spectral results shown in Table 1 for U2 through U4, similarly to the regular meshes L2 through L4 or G2 through G4, we observe that the positive definiteness of the matrix A η can be determined by the comparison of k 2 with a mesh-independent critical value, as suggested by Theorem 3.2.
Then we have conducted the experiments to compare the performance of the two methods, P-CG and M η,1/η -MINRES, on the irregular meshes U1 through U5. The numbers of iteration and the overall execution times of the two methods are shown in Table 9 when the right-hand side functions are chosen to be all ones and Table 10 when the the right-hand side functions are generated randomly. We observe again that the required numbers of iteration for the proposed new method P-CG are generally smaller than those for M η,1/η -MINRES, which justifies our theoretical results in Section 3, and the required numbers of iteration are basically independent of the mesh size. We can also find that when k 2 is smaller than or near the critical value, the iteration performance of the P-CG is always better than M η,1/η -MINRES, and when k 2 is relatively bigger than the critical value, P-CG still performs better than M η,1/η -MINRES in most cases.
Concluding remarks
Based on some special properties and structures of the saddle-point system arising from the edge element discretization of the time-harmonic Maxwell's equations, we have derived a family of new preconditioners for general non-vanishing wave numbers. Several nice properties of the new preconditioners are presented and the spectral estimates of the corresponding preconditioned systems are established. It is important to note that the preconditioned systems are symmetric positive definite with respect to a special inner product for wave numbers that are smaller than a positive critical value, so the PCG iteration can be applied with the new preconditioners for solving the preconditioned systems. When wave numbers are larger than the critical value, our theory does not ensure the convergence of the PCG, but MINRES can then be applied with the new preconditioners; moreover, our various numerical experiments have shown that the PCG also works very effectively and stably. The performances of the new preconditioners and some existing effective preconditioners are compared through several numerical examples, and the results indicate a clear advantage of the new preconditioners in terms of the stability and computing times when the exact or inexact inner solvers are considered. We may recall that all the analyses and results in this work have been conducted for the time-harmonic Maxwell's equation (1. 2) that can be viewed as a simplified Maxwell system in a vacuum. But the new preconditioners may be extended to the time-harmonic Maxwell's equations in a homogeneous medium, where the corresponding electric permittivity and magnetic permeability are smooth variable functions. This extension can be realized by combining the analyses in this work with the corresponding results of Proposition 2.1 to the homogeneous medium, which were established in [15] .
Furthermore, we emphasize that all the analyses and results in this work are based on the use of the exact inner solvers involved in the new preconditioners. But it is more realistic in applications to replace the exact inner solvers by inexact ones. Then most of our results in this work may not be true. It is an important topic to explore whether it is possible to extend our results to the cases with inexact inner solvers.
