Abstract. We interpret a classical method for optical ow computation due to Nagel and Enkelmann (1986) as a tensor-driven anisotropic di usion approach in digital image analysis. We introduce an improvement into the model formulation, and we establish well-posedness results for the resulting system of parabolic partial di erential equations. Since our method avoids linearizations in the optical ow constraint, it can recover displacement elds which are far beyond the typical one-pixel limits that are characteristic for di erential methods for optical ow recovery. A robust numerical scheme is presented in detail. We avoid convergence to irrelevant local minima by embedding our method into a linear scalespace framework and using a focusing strategy from coarse to ne scales. We illustrate the high accuracy of the proposed method by means of a synthetic and a real-world image sequence.
Introduction
Optical ow computation consists of nding the apparent motion of objects in a sequence of images. It is a key problem in arti cial vision and much research has been devoted to this eld; for a survey see e.g . 20] .
In the present paper we shall consider two images I 1 (x; y) and I 2 (x; y) (de ned on R 2 to simplify the discussion) which represent two consecutive views in a sequence of images. Under the assumption that corresponding pixels have equal grey values, the determination of the optical ow from I 1 to I 2 comes down to nding a function h(x; y) = (u(x; y); v(x; y)) such that I 1 (x; y) = I 2 (x + u(x; y); y + v(x; y)),
8(x; y) 2 R 2 :
(1)
To compute h(x; y) the preceding equality is usually linearized yielding the so-called "optical ow constraint" I 1 (x) ? I 2 (x) hrI 2 (x); h(x)i 8x 2 R 2 ; where x := (x; y). The linearized optical ow constraint assumes that the object displacements h(x) are small. In other cases, this linearization is no longer valid.
Frequently, instead of equation (1), researchers use the alternative equality I 1 (x ? u(x; y); y ? v(x; y)) = I 2 (x; y), 8(x; y) 2 R 2 :
In this case the displacement h(x; y) is centered in the image I 2 (x; y):
The determination of optical ow is a classic ill-posed problem in computer vision 6], and it requires to be supplemented with additional regularizing assumptions. The regularization by Horn and Schunck 13] assumes that the optical ow eld is smooth. Much research has been done to modify the Horn and Schunck approach in order to permit discontinuous ow elds; see 7, 8, 18, 21{24, 28] This model, however, uses an optical ow constraint which is centered in I 2 , while the projection matrix D in the smoothness term depends on I 1 . This inconsistency may lead to erroneous results for large displacement elds. In order to avoid this problem, we consider a modi ed energy functional where both the optical ow constraint and the smoothness constraint are related to I 1 :
(I 1 (x; y) ? I 2 (x + u(x; y); y + v(x; y))) 2 dx (4)
The associated Euler-Lagrange equations are given by the PDE system
In this paper, we are interested in solutions of the equations (5)- (6) 
We observe, that 1 + 2 = 1 holds independently of rI 1 . In the interior of objects we have jrI 1 j ! 0, and therefore 1 ! 1=2 and 2 ! 1=2. At ideal edges where jrI 1 j ! 1, we obtain 1 ! 0 and 2 ! 1. Thus, we have isotropic behaviour within regions, and at image boundaries the process smoothes anisotropically along the edge. This behaviour is very similar to edgeenhancing anisotropic di usion ltering 26], and it is also close in spirit to the modi ed mean-curvature motion considered in 3]. In this sense, one may regard the Nagel{Enkelmann method as an early predecessor of modern PDE techniques for image restoration. For a detailed treatment of anisotropic di usion ltering we refer to 27], and an axiomatic classi cation of mean-curvature motion and related morphological PDEs for image analysis is presented in 2].
In general, we cannot expect the uniqueness of solutions of the elliptic system (5)- (6), and the asymptotic state of the above parabolic system depends on the initial data for the ow u and v. In order to encourage convergence to the physically correct solution in case of large displacement ow, we will design a linear scale-space focusing procedure for the optical ow constraint. One may expect that this leads to a signi cant improvement, since methods which consider the optical ow constraint under Gaussian convolution have demonstrated their advantages already without nonlinear smoothness terms; see e.g. Florack et al. 11] . Using a scale-space approach enables us also to perform a ner and more reliable scale focusing as it would be the case for related pyramid 4] or multigrid approaches 9].
The paper is organized as follows: In Section 2 we show the existence and uniqueness of solutions of the nonlinear parabolic system (7)- (8), under suitable conditions on the data. In Section 3 we apply a linear scale-space focusing which enables us to achieve convergence to realistic solutions for large displacement vectors. Section 4 describes a numerical discretization of the parabolic system (7)- (8) based on an explicit nite di erence scheme. In Section 5 we present experimental results on a synthetic and a real-world image sequence. Finally, in Section 6 we conclude with a summary.
Existence and Uniqueness of the Parabolic System
We will study the solutions of the parabolic system of nonlinear partial di erential equations (7)- (8) . In 1], the authors develop a theoretical framework to study the existence and uniqueness of solutions of a similar parabolic system, but with a di erent regularization term. The main techniques used in 1] can be applied in order to obtain the existence and uniqueness of the solutions of the system (7)- (8) .
First, we notice that the di usion tensor D(rI 1 ) is uniformly bounded. Moreover, if we assume that I 1 2 C 1 (R 2 ), then the di usion tensor is a continuous function and, on the other hand, the eigenvalues of the di usion tensor are uniformly bounded from below by a positive constant. Then, by classical results, we obtain that the homogeneous problem L 2 (R 2 ). Using the semigroup standard notation we denote by S(t)h 0 the solution of the above homogeneous system for the initial data h 0 : Let us also denote by
Then the following result holds. 
of the nonlinear PDE system (7){(8) .
Proof. We will only sketch the proof. For more details we refer the reader to 1] where all mathematical details are presented. First, we note that, under the conditions I 2 2 C 2 (R 2 ) and I 1 2 C 1 (R 2 ), the function F (:) is Lipschitz. On the other hand, using standard mathematical techniques we can show that the solutions of (7)- (8) Therefore, the solutions of (7)- (8) satisfy
and nally, since F (:) is Lipschitz, we can show that is a contraction, and by the Banach xed point theorem there exists a unique solution of the problem.
A Linear Scale-Space Approach to Recover Large Displacements
In general, the Euler-Lagrange equations (5)- (6) will have multiple solutions. As a consequence, the asymptotic state of the parabolic system (7)- (8), which we use for approximating the optical ow, will depend on the initial data. Typically, the convergence is the better, the closer the initial data is to the asymptotic state. When we expect small displacements in the scene, the natural choice is to take u v 0 as initialization of the ow. For large displacement elds, however, this will not work, and we need better initial data. To this end, we embed our method into a linear scale-space framework 14, 29] . Considering the problem at a coarse scale avoids that the algorithm gets trapped in physically irrelevant local minima. The coarse-scale solution serves then as initial data for solving the problem at a ner scale. Scale focusing has a long tradition in linear scalespace theory (see e.g. Bergholm 5] for an early approach. Detailed descriptions of linear scale-space theory can be found in 10, 12, 15, 16, 19, 25] .
We proceed as follows. First, we introduce a linear scale factor in the parabolic PDE system in order to end up with 
where G I represents the convolution of I with a Gaussian of standard deviation :
The convolution with a Gaussian blends the information in the images and allows us to recover a connection between the objects in I 1 and I 2 : We start with a large initial scale 0 . Then we compute the optical ow (u 0 ; v 0 ) at scale 0 as the asymptotic state of the solution of the above PDE system using as initial data u v 0: Next, we choose a number of scales n < n?1 < :::: < 0 , and for each scale i we compute the optical ow (u i ; v i ) as the asymptotic state of the above PDE system with initial data (u i?1 ; v i?1 ). The nal computed ow corresponds to the smallest scale n . In accordance with the logarithmic sampling strategy in linear scale-space theory 17], we choose i := i 0 with some decay rate 2 (0; 1).
Numerical Scheme
We discretize the parabolic system (11) 
The notations are almost selfexplaining: for instance, is the time step size, h 1 and h 2 denote the pixel size in x and y direction, respectively, u k i;j approximates u in some grid point x i;j at time k , and I 1;x; is an approximation to G @I1 @x .
We 
This step size can be motivated from a stability analysis in the maximum norm when considering a corresponding isotropic problem with a linearized optical ow constraint.
Experimental Results
The complete algorithm for computing the optical ow depends on a number of parameters which have an intuitive meaning:
{ The regularization parameter C speci es the balance between the smoothing term and the optical ow constraint. Larger values lead to smoother ow elds.
{ The constant in the smoothing term serves as a contrast parameter: locations where the image gradient magnitude is larger than are regarded as edges. The di usion process smoothes anisotropically along these edges. In our experiments we used := 1. The results were not very sensitive to underestimations of . { The smallest scale is given by n . It should be close to the inner scale of the image in order to achieve optimal ow localization.
{ The stopping time T for solving the system (11){(12) at each scale m .
We observed that T := 50 gives results which are su ciently close to the asymptotic state.
In our rst experiment we use a synthetic image composed of four black squares on a white background. Each square moves in a di erent direction and with a di erent displacement magnitude: the left square on the top moves with (u; v) = (10; 5), the right square on the top is discplaced with (u; v) = (?10; 0), the left square on the bottom is shifted by (u; v) = (0; ?5), and the right square on the bottom undergoes a translation by (?10; ?10). We notice that the computed ow is a good approximation of the expected ow. In fact, not only the orientation of the ow is correct, but also the ow magnitude is surprisingly accurate: the maximum of the computed optic ow magnitude is 14:13, which is a very good approximation of the ground truth In a second experiment, we illustrate the necessity of the scale-space approach. Figure 2 depicts the optical ow that we obtain without scale-space focusing, i.e. with 0 = 0. As can be expected, the algorithm gets trapped in a physically irrelevant local minimum.
In the third experiment, we use the classical taxi sequence, but instead of taking two consecutive frames { as is usually done { we consider the frames 15 and 19. The dark car at the left creates a largest displacement magnitude of approximately 12 pixels. In Figure 3 we present the computed ow using the regularization parameter C = 500 and focusing from 0 = 10 to 70 = 0:28. The computed maximal ow magnitude is 11:68, which is a good approximation of the actual displacement of the dark car. Figure 4 shows a vector plot of the computed ow eld.
Conclusions
Usually, when computer vision researchers deal with variational methods for optical ow calculations, they linearize the optical ow constraint. However, such a linearization works only for small displacements. In this paper we investigate an improved formulation of a classical method by Nagel and Enkelmann where no linearization is used. We identify this method with two coupled anisotropic Fig. 3 . Optic ow computation of the taxi sequence using frames 15 and 19: di usion lters with a nonlinear reaction term. We showed that this parabolic system is well-posed from a mathematical viewpoint, and we presented a nite di erence scheme for its numerical solution. In order to avoid that the algorithms converges to physically irrelevant local minima, we embedded it into a linear scale-space approach for focusing the solution from a coarse to a ne scale. The numerical results that we have presented for a synthetic and a real-world sequence are very encouraging: it was possible to recover displacements of more than 10 pixels with high accuracy. It is our hope that this successful blend of nonlinear anisotropic PDEs and linear scale-space techniques may serve as a motivation to study other combinations of linear and nonlinear scale-space approaches in the future.
