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1 Introduction
We have known that the motion of Newtonian (N+1)-body problem with positive masses mk and
positions xk(t) is described by Newton’s laws of motion:
mkx¨k(t) =
∑
j 6=k
1≤j≤N+1
mkmj
xj(t)− xk(t)
|xj(t)− xk(t)|3 , xk(t) ∈ R
d, d = 2 or 3, k = 1, 2, . . . , N + 1, (1.1)
and when d = 2, we call it planar (N+1)-body problem. Since finding the planar central config-
urations and the relative equilibrium solutions of the system (1.1) are equivalent [11], then before
introducing the definition on central configuration in R2, we introduce the definition of relative
equilibrium solution firstly.
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Definition 1.1 [6, Definition 2.3.2] For a solution ~x(t) = (x1(t), x2(t), ..., xN+1(t))
T of system
(1.1), we call it a relative equilibrium solution if xj(t) has the form that xj(t) = (xj(0)−c0)eiωt+c(t)
where xj(0), c0 =
N+1∑
j=1
mjxj(0)/
N+1∑
j=1
mj , c(t) =
N+1∑
j=1
mjxj(t)/
N+1∑
j=1
mj and ω, represent the initial
position of the j-th body (j = 1, 2, . . . , N + 1), the center of masses of the N+1 bodies at initial
instant, the center of masses of the N+1 bodies at any instant, and a uniform angular velocity of
rotation around c0, respectively.
It is well-known that the above relative equilibrium solution ~x(t) exists if and only if xj(0) ∈ R2
satisfy the following algebraic equations∑
j 6=k
1≤j≤N+1
mjmk
|xj(0)− xk(0)|3 (xj(0)− xk(0)) = −ω
2mk(xk(0) − c0), k = 1, 2, ..., N + 1, (1.2)
Employing (1.2), we can give the definition of planar central configuration.
Definition 1.2 A planar configuration ~x(0) = {(x1(0), x2(0), ..., xN+1(0))T ∈ (R2)N+1 : xk(0) 6=
xj(0) when k 6= j}, is called a planar central configuration if ~x(0) satisfies (1.2).
In fact, in (1.2), if we substitute xj(0) ∈ R3 and general constant λ for xj(0) ∈ R2 and −ω2
respectively, then we call ~x(0) a general central configuration, and the study of central configurations
is a very important and difficult topic in celestial mechanics with a long and varied history [16],
especially, the problem on the numbers for central configurations is so important that, in 2000,
Smale [14] took it as one of the most important 18 mathematical problems for the 21st century.
Here we only mention some related works to this paper. For 3-body problem (N + 1 = 3), in 1772,
Lagrange [4] established the well known ‘equilateral-triangle solutions’. For N + 1 ≥ 4, in 1985,
Perko and Walter [10] proved that if ~x(0) = (x1(0), ..., xN+1(0))
T located at the vertices of planar
regular polygon, then they formed a regular polygonal central configuration if and only if all the
masses were equal. Moreover, in 2010, by using analytic methods, Shi and Xie [12] arrived at the
conclusion that for the central configuration of planar four body problem consisting of three particles
of equal mass, besides the family of equilateral triangle configurations, there are exactly one family
of concave and one family of convex central configurations. In 2013, Li and Wang [5] considered
central configurations of N -body problem, and they showed that if N point masses were located at
the vertices of a regular (N+1)-polygon, then the N particles did not form a central configuration
for any value of masses. In 2018, for the planar N+1-body problem, Fernandes, Garcia, Llibre
and Mello [3] studied the central configuration that N equal masses locates at the vertices of a
regular polygonal and the (N+1)-th body with null mass at the plane, and they obtained that
when N ≥ 3, there are 3N+1 classes of central configurations. For other related works on regular
polygonal central configurations, we refer to [1, 2, 8, 9, 11, 17, 18, 19], especially for spatial twisted
regular polygonal central configurations, one consults to [8, 17, 18, 19], and for pyramid central
configurations, please see [2, 9].
Note that finding the relative equilibrium solutions of the classical N -body problem and the
planar central configurations are equivalent, and in the definition of relative equilibrium solution,
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xj(t) (j = 1, 2, . . . , N + 1) rotates around the mass center c0, and the (N+1)-th body is moving,
and we also note that in 2018, for the solution of the planar system (1.1), under the assumption
that the (N+1)-th (N ≥ 4) body is motionless at any instant, the other N particles rotate around
the (N+1)-th particle with the same angular velocity ω, Chen and Luo [1] proved that the N bodies
must have equal mass and (N+1)-th body must be at the mass center of the N+1 bodies. We notice
that, in the general case, the mass center of the N+1 bodies may not coincide with the positions
of the (N+1)-th body or the geometry center of all the N+1 bodies, then it is natural to ask that
Question: For the planar (N+1)-body problem, if the (N+1)-th body is moving, and the other
N particles rotate around the mass center c0 of the N+1 bodies with the same angular velocity
ω, does the existence of the solution of system (1.1) still implies that all the masses in the regular
N -gon must be equal to each other ?
In fact, by the relationship between relative equilibrium solution and planar central configura-
tion, we see that the assumption of the above question is equivalent to that all the N+1 bodies
form a planar central configuration, then in this paper, we attempt to answer the above question.
2 Main result
In the following, we assume that the given N+1 particles are in the same plane at the initial instant
t = 0. For j = 1, 2, . . . , N , the particle xj(0) with positive mass mj locate at the vertices of the
regular N -polygon, and the (N+1)-th particle with positive mass mN+1 locates at the geometric
center of the regular N -polygon. Without loss of generality, we assume the coordinates of the
particle xj(0) be e
iθj = ei
2jpi
N =: qj(0) for j = 1, 2, . . . , N , where q1(0), q2(0), . . . , qN (0) are the N
roots of unity. Then the main result is described as follows.
Theorem 2.1 For the configuration of planar (N+1)-body (N ≥ 2) problem with a regular N -
polygon, under the assumption that the (N+1)-th body locates at the geometric center of the regular
N -polygon, we prove that the N+1 bodies can form a central configuration if and only if
m1 = m2 = . . . = mN =
ω2 −mN+1
1
4
∑N−1
j=1 csc
jpi
N
.
Remark 2.1 In [1], under the assumptions that the N particles located at the vertices of the regular
N -polygon, rotated around the (N+1)-th particle with the same angular velocity ω, and the (N+1)-
th (N ≥ 4) body is assumed motionless at any instant, Chen and Luo obtained the same conclusion
as in Theorem 2.1. But now, by using the equivalence between relative equilibrium solutions and
planar central configuration, under the assumptions that all the N+1 bodies rotate around the mass
center c0 of the N+1 bodies with the same angular velocity ω, and the (N+1)-th body locates at the
geometric center of the regular N -polygon, we obtain the same sufficient and necessary conditions
for the N+1 bodies which can form a central configuration as [1]. Moreover, notice that we can not
know the geometric center coincides with the center of masses in advance, so we do not assume that
the (N+1)-th (N ≥ 2) body is motionless at any instant.
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Remark 2.2 For the 3-body problem (N+1=3), the well-known Eulerian collinear central config-
uration exists for any choice of the masses of three bodies. Therefore the assumption of Theorem
2.1, i.e the (N+1)-th body locates at the geometric center of the regular N -polygon is necessary.
Based upon Theorem 2.1, we have
Corollary 2.1 For the central configuration of planar (N+1)-body (N ≥ 2) problem with a regular
N -polygon, if the (N+1)-th body locates at the geometric center of the regular N -polygon, then the
geometric center of the N+1 bodies is just the center of the masses of the N+1 bodies.
3 Some Lemmas
At beginning, we introduce a result about Eulerian collinear central configuration:
Lemma 3.1 [13, Page 94, lines 18-19 and Page 95, lines 1-2] For 3-body problem (N+1=3), set
q2(0)− q1(0) = 1, q3(0)− q1(0) = Q (0 < Q < 1) and q2(0)− q3(0) = 1−Q, if the three bodies form
a Eulerian collinear central configuration, then the following equality
m3Q
−2 +m2
m3Q+m2
=
m1 +m3(1−Q)−2
m1 +m3(1−Q) (3.1)
holds.
Let us give another useful lemma.
Lemma 3.2 [10, Lemma 2] Let qj(0) be given in Section 2, then
N−1∑
j=1
1− qj(0)
|1− qj(0)|3 =
1
4
N−1∑
j=1
csc(
πj
N
). (3.2)
We also need some properties about eigenvalues λk and eigenvectors νk for circulant matrices,
and firstly we introduce the concept of circulant matrices.
Definition 3.1 [7, Page 65, lines 1-2 and Page 66, lines 16-17] An N × N matrix C = (ckj) is
circulant if ck,j = ck−1,j−1, where c0,j and ck,0 are identified with cN,j and ck,N , respectively.
Then we have
Lemma 3.3 [10, Page 303, lines 2-7] Every circulant matrix C has the same forms of the eigen-
values λk(C) and the corresponding eigenvectors νk, more precisely,
λk(C) =
N∑
j=1
c1,jq
j−1
k−1(0), νk = (qk−1(0), q
2
k−1(0), . . . , q
N
k−1(0))
T , k = 1, 2, . . . , N, (3.3)
where qk−1(0) = e
iθk−1 = ei
2(k−1)pi
N .
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Let the matrix A be as follows:
A = (ak, j), ak, j =
{
1−qj−k(0)
|1−qj−k(0)|3
, k 6= j,
0, k = j.
(3.4)
Obviously, A is a circulant matrix. Then by Lemma 3.3, we have the following lemmas:
Lemma 3.4 [10, Lemma 12] The eigenvalues of A have the property that for k 6= N and N ≥ 4,
we have λk 6= 0 except that λN+1
2
= 0 for odd N .
Lemma 3.5 [10, Page 305, lines 13-14] The eigenvectors νk (k = 1, 2, . . . , N) of N ×N circulant
matrix forms a basis of CN .
Lemma 3.6 [7, Page 65, equality (4) and Page 66, equality (5) ] If the conjugate transpose of νk
is denoted by ν¯Tk , then
ν¯Tk νj =
{
N, k = j,
0, k 6= j; (q−1(0), q−2(0), . . . , q−N (0))
T ν¯N = N.
Lemma 3.7 [17, Lemma 2.1] 1
N
∑
1≤j<k≤N
1
|qj(0)−qk(0)|
=
∑
1≤j<N
1−qj(0)
|1−qj(0)|3
.
4 The proof of main result
We choose the geometric center of the regular N -polygon as the origin of our coordinate system,
and the proof of Theorem 2.1 is divided into two steps.
Step I. We prove that if the (N+1)-th particle locates at the geometric center of the regular
N -polygon, then all the masses at the vertices of the regular N -polygon must be equal to each
other, and in the following, we divide the proof of Step I into three parts.
Part 1: The case of N = 2. It is well-known that for 3-body problem, there are only two
kinds of central configurations: Eulerian collinear central configuration and Lagrangian equilateral-
triangle central configuration. Combining the third body locates at the the geometric center of the
regular N -polygon (N = 2), then we have Q = 1/2. Then by Lemma 3.1, we have
4m3 +m2
1
2m3 +m2
=
m1 + 4m3
m1 +
1
2m3
,
which implies
m3(4m1 +
1
2
m2) = m3(4m2 +
1
2
m1).
Thus m1 = m2. Note that in (1.2), q3 = 0 and c0 = 0 for N =2, then from m1 = m2, we have
m1 = m2 = 4(ω
2 −m3) = ω
2 −m3
1
4 csc
pi
2
,
i.e. we complete the proof of Step I for N = 2.
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Part 2: The case of N = 3.
The (N+1)-th body locates at the geometric center of the regular N -polygon, i.e. x4 = 0, so
c0 =
4∑
j=1
mjxj(0)
4∑
j=1
mj
=
m4x4(0) +
3∑
j=1
mjqj(0)
4∑
j=1
mj
=
3∑
j=1
mjqj(0)
4∑
j=1
mj
.
Observing that system (1.2) is equivalent to

∑
j 6=k
1≤j≤3
mjmk(qj(0)−qk(0))
|qj(0)−qk(0)|3
+ m4mk(x4(0)−qk(0))
|x4(0)−qk(0)|3
= −ω2mk(qk(0)− c0), k = 1, 2, 3,
∑
1≤j≤3
mjm4
|qj(0)−x4(0)|3
(qj(0) − x4(0)) = −ω2m4(q4(0) − c0), k = 4.
(4.1)
Observing that x4(0) = 0, q3(0) = 1 and q−j(0) = q−j+3k(0) (j = 1, 2, 3, k ∈ Z), from (4.1), we
obtain 

0 1−q1(0)
|1−q1(0)|3
1−q2(0)
|1−q2(0)|3
1
1−q2(0)
|1−q2(0)|3
0 1−q1(0)
|1−q1(0)|3
1
1−q1(0)
|1−q1(0)|3
1−q2(0)
|1−q2(0)|3
0 1
q1(0) q2(0) q3(0) 0

 ∗


m1
m2
m3
m4

 =


ω2 − ω2c0q2(0)
ω2 − ω2c0q1(0)
ω2 − ω2c0
ω2c0

 (4.2)
Therefore [ 1− q1(0)
|1− q1(0)|3m1 +
1− q2(0)
|1− q2(0)|3m2 +m4
]
+ (m1q1(0) +m2q2(0) +m3q3(0))
= [ω2 − ω2c0] + ω2c0 = ω2 ∈ R. (4.3)
Since q1(0) = e
i 2pi
3 and q2(0) = e
i 4pi
3 , then Re(q1(0)) = Re(q2(0)) and Im(q1(0)) = −Im(q2(0)) =√
3i/2. Therefore, 1/|1 − q1(0)|3 = 1/|1 − q2(0)|3. Note that m1,m2,m3,m4 ∈ R, then from (4.3),
−
√
3
2
i
[ 1
|1− q1(0)|3 (m1 −m2)
]
+
√
3
2
i(m1 −m2) = 0,
which implies that m1 = m2 = m.
Next we will prove that m3 = m. In fact, by (4.2), we have{
(m3 −m) 1−q2(0)|1−q2(0)|3 + (m−m3)
1−q1(0)
|1−q1(0)|3
= ω2c0(q1(0)− q2(0)),
mq1(0) +mq2(0) +m3 = ω
2c0.
(4.4)
From the representations of q1(0) and q2(0), then q1(0)
2 = q2(0) and q2(0)
2 = q1(0). It follows from
the second identity in (4.4) that
ω2c0(q1(0) − q2(0)) = [mq1(0) +mq2(0) +m3](q1(0) − q2(0))
= m(q1(0)
2 − q2(0)2) +m3(q1(0) − q2(0))
= (m3 −m)(q1(0)− q2(0)).
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Then combining the first part of system (4.4), we obtain
(m3 −m) 1− q2(0)|1− q2(0)|3 + (m−m3)
1− q1(0)
|1 − q1(0)|3 − (m3 −m)(q1(0)− q2(0))
= (m3 −m)
[ 1
|1− q1(0)|3 − 1
]
(q1(0)− q2(0))
= (m3 −m)
[ 1
3
√
3
− 1
]√
3i = 0,
which suggests that m3 = m.
Note that x4 = c0 = 0 (N=3) and m1 = m2 = m3, by choosing k = 3 in (1.2), we have
m
2∑
j=1
(qj(0) − 1)
|qj(0)− 1|3 −m4 = −ω
2,
and thus
m1 = m2 = m3 =
ω2 −m4
1
4
∑2
j=1 csc
jpi
3
,
if one uses the identity (3.2). Hence we complete the proof of Step I for N = 3.
Part 3: The case of N ≥ 4.
By xN+1(0) = 0 and |qj(0)| = |eiθj | = 1 with j = 1, 2, . . . , N , we gain from system (1.2) that

∑
j 6=k
1≤j≤N
mj
|qj(0)−qk(0)|3
(qj(0) − qk(0))−mN+1qk(0) = −ω2
[
qk(0) −
N∑
j=1
mjqj(0)
N+1∑
j=1
mj
]
, k 6= N + 1,
∑
1≤j≤N
mjqj(0) = ω
2
N∑
j=1
mjqj(0)
N+1∑
j=1
mj
, k = N + 1.
(4.5)
From the second equation in (4.5), then
N∑
j=1
mjqj(0) = 0 or ω
2 =
N+1∑
j=1
mj. In the following, we will
discuss the two cases.
Case 2.1. ω2 =
N+1∑
j=1
mj.
By the first equation in (4.5), we have
∑
j 6=k
1≤j≤N
qj(0) − qk(0)
|qj(0)− qk(0)|3mj = −
N∑
j=1
mjqk(0) +
N∑
j=1
mjqj(0), k 6= N + 1,
which suggests that
∑
j 6=k
1≤j≤N
1− qj−k(0)
|1− qj−k(0)|3mj =
N∑
j=1
mj −
N∑
j=1
mjqj(0)q−k(0), k 6= N + 1. (4.6)
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Let the circulant matrix A be given by (3.4). With the help of (4.6) and Lemma 3.3, then
A(m1,m2, . . . ,mN )
T = (
N∑
j=1
mj)ν1 − (
N∑
j=1
mjqj(0))ν, (4.7)
where ν = (q−1(0), q−2(0), . . . , q−N (0)).
Observing that qj(0) = e
iθj = ei
2jpi
N , it yields that q−j(0) = q
j
N−1(0). Therefore (4.7) is equivalent
to
A(m1,m2, . . . ,mN )
T = (
N∑
j=1
mj)ν1 − (
N∑
j=1
mjqj(0))νN , (4.8)
where ν1 and νN are defined in (3.3).
On the other hand, from Lemma 3.5, there exist α1, α2, . . . , αN ∈ C such that
(m1,m2, . . . ,mN )
T = α1ν1 + α2ν2 + . . .+ αNνN , (4.9)
where ν1, ν2, . . . , νN are defined in (3.1).
Employing (4.8) and (4.9), there exist eigenvalues λ1, λ2, . . . , λN ∈ CN such that
A(α1ν1 + α2ν2 + . . . + αNνN ) = α1Aν1 +Aα2ν2 + . . .+AαNνN
= λ1α1ν1 + λ2α2ν2 + . . . + λNαNνN
= (
N∑
j=1
mj)ν1 − (
N∑
j=1
mjqj(0))νN . (4.10)
From Lemma 3.6, we have ν1, ν2, . . . , νN is linearly independent. Then combining (4.10), we see
that λ2α2 = λ3α3 = . . . = λN−1αN−1 = 0. In fact, by Lemma 3.4, we have λk 6= 0 except that
λN+1
2
= 0, which implies
αk = 0, where k = 2, 3, . . . , N − 1 and k 6= N + 1
2
. (4.11)
Then we have two subcases.
Case 2.1.1. N is a even number.
Combining (4.9) with (4.11), we have
(m1,m2, . . . ,mN )
T − α1ν1 = αNνN , (4.12)
where ν1 = (1, 1, . . . , 1)
T and νN = (qN−1(0), qN−2(0), . . . , q0(0))
T . We set α1 = a1 + ib1 and
αN = a2 + ib2. Notice that (m1,m2, . . . ,mN )
T is a real vector. From (4.12), then (a2 + ib2)qj + ib1
are real numbers for 0 ≤ j ≤ N − 1. Observing that
(a2 + ib2)qj + ib1 = (a2 + ib2)e
i
2jpi
N + ib1
= a2 cos(
2jπ
N
)− b2 sin(2jπ
N
) + i
[
b2 cos(
2jπ
N
) + a2 sin(
2jπ
N
) + b1
]
,
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therefore
b2 cos(
2jπ
N
) + a2 sin(
2jπ
N
) + b1 = 0, j = 0, 1,··· , N − 1.
By choosing j = 0 and j = N/2, we conclude that
b2 + b1 = 0, −b2 + b1 = 0.
Thus b2 = b1 = 0. So from (4.12), it yields that
(m1 − a1,m2 − a1, . . . ,mN − a1)T = a2νN ,
which suggests that a2e
i
2jpi
N are real numbers for j = 0, 1, . . . , N − 1. Since N ≥ 4, then a2 = 0.
Hence, (m1,m2, . . . ,mN )
T = a1ν1, i.e., m1 = m2 = . . . = mN .
Case 2.1.2. N is a odd number.
By (4.9) and (4.11), we have
(m1,m2, . . . ,mN )
T = α1ν1 + αNνN + αN+1
2
νN+1
2
.
So
(m1,m2, . . . ,mN )
T − α1ν1 = αNνN + αN+1
2
νN+1
2
. (4.13)
where ν1 = (1, 1, . . . , 1)
T , νN = (qN−1(0), qN−2(0), . . . , q0(0))
T and
νN+1
2
= (qN+1
2
−1(0), q
2
N+1
2
−1
(0), . . . , qNN+1
2
−1
(0))T .
We set α1 = a1 + ib1, αN = a2 + ib2 and αN+1
2
= a3 + ib3. By (4.13), (a2 + ib2)qN−j(0) + (a3 +
ib3)q
j
N+1
2
−1
(0) + ib1 are real numbers for 1 ≤ j ≤ N . Notice that
(a2 + ib2)qN−j(0) + (a3 + ib3)q
j
N+1
2
−1
(0) + ib1
= (a2 + ib2)e
i
2(N−j)pi
N + (a3 + ib3)e
i
(N−1)jpi
N + ib1
= a2 cos(
2jπ
N
) + b2 sin(
2jπ
N
) + (−1)j(a3 cos(kπ
N
) + b3 sin(
jπ
N
))
+i
[
b2 cos(
2jπ
N
)− a2 sin(2jπ
N
) + (−1)j(b3 cos(jπ
N
)− a3 sin(jπ
N
)) + b1
]
,
therefore
b2 cos(
2jπ
N
)− a2 sin(2jπ
N
) + (−1)j(b3 cos(jπ
N
)− a3 sin(jπ
N
)) + b1 = 0, j = 1, 2, . . . , N.
Observing that N ≥ 4 and N is odd, so N ≥ 5. By choosing j = N,N − 1, N − 2, 2 and 1, we
conclude the following linear equations

b2 + b3 + b1 = 0,
b2 cos(
2pi
N
) + a2 sin(
2pi
N
)− b3 cos( piN )− a3 sin( piN ) + b1 = 0,
b2 cos(
4pi
N
) + a2 sin(
4pi
N
) + b3 cos(
2pi
N
) + a3 sin(
2pi
N
) + b1 = 0,
b2 cos(
4pi
N
)− a2 sin(4piN ) + b3 cos(2piN )− a3 sin(2piN ) + b1 = 0,
b2 cos(
2pi
N
)− a2 sin(2piN )− b3 cos( piN ) + a3 sin( piN ) + b1 = 0.
(4.14)
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We solve from (4.14) that
b1 = b2 = b3 = a2 = a3 = 0.
Therefore from (4.13), αN = a2+ ib2 and αN+1
2
= a3+ ib3, we arrive at (m1,m2, . . . ,mN )
T = a1ν1,
i.e. m1 = m2 = . . . = mN .
Thus if ω2 =
N+1∑
j=1
mj , we obtain that m1 = m2 = . . . = mN .
Case 2.2.
N∑
j=1
mjqj(0) = 0.
Remind the first part of system (4.5), we have
∑
j 6=k
1≤j≤N
qj(0)− qk(0)
|qj(0)− qk(0)|3mj = (−ω
2 +mN+1)qk(0), k 6= N + 1,
which implies
∑
j 6=k
1≤j≤N
1− qj−k(0)
|1− qj−k(0)|3mj = ω
2 −mN+1, k 6= N + 1.
Therefore we know that
A(m1,m2, . . . ,mN )
T = (ω2 −mN+1)ν1. (4.15)
Employing (4.9) and (4.15), there exist eigenvalues λ1, λ2, . . . , λN ∈ C such that
A(α1ν1 + α2ν2 + . . . + αNνN ) = α1Aν1 +Aα2ν2 + . . .+AαNνN
= λ1α1ν1 + λ2α2ν2 + . . . + λNαNνN
= (ω2 −mN+1)ν1.
The left process are similar to Case 2.1, then we also obtain m1 = m2 = . . . = mN .
From Cases 2.1 and 2.2, we obtain that m1 = m2 = . . . = mN , and by our choice for the
origin of coordinate system, we know the mass center of the regular N -polygon coincides with the
geometric center, furthermore, xN+1(0) = 0,
∑N
j=1mjqj(0)/
∑N
j=1mj = 0, therefore c0 = 0. Then
combining (1.2), xN+1 = 0, c0 = 0, m1 = m2 = . . . = mN and Lemma 3.2, we have
m1 = m2 = . . . = mN =
ω2 −mN+1
1
4
∑N−1
j=1 csc
jpi
N
.
Therefore we complete the proof of Step I for N ≥ 4.
Step II. Under the assumption that the (N+1)-th (N ≥ 2) body locates at the geometric center
of the regular N -polygon, we prepare to prove that if
m1 = m2 = . . . = mN =
ω2 −mN+1
1
4
∑N−1
j=1 csc
jpi
N
,
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then all the N+1 bodies can form a central configuration.
In fact, from system (1.2), we see that under the assumption that the (N+1)-th body locates
at the geometric center of the regular N -polygon, if (4.5) holds for N ≥ 2, then all the N+1 bodies
can form a central configuration.
We notice that for the configuration of planar (N+1)-body (N ≥ 2) problem with a regular
N -polygon, if
m1 = m2 = . . . = mN =
ω2 −mN+1
1
4
∑N−1
j=1 csc
jpi
N
=: m,
and the (N+1)-th body locates at the geometric center of the regular N -polygon, then the mass
center c0 = 0, which implies the second part of (4.5) always hold for N ≥ 2. So in the following, it
suffice to prove that the first part of (4.5) always hold for N ≥ 2.
There is no loss of generality in assuming mN+1 = bm (b > 0), then combining c0 = 0, xi(0) =
qi(0) (i = 1, 2, . . . , N), xN+1(0) = 0, Definition 1.2 and the equivalent definitions of central
configuration in [6, Page 109, lines 1-7] imply that
ω2 =
U(~x(0))
I(~x(0))
,
where
U(~x(0)) =
∑
1≤k<j≤N+1
mjmk
|xj(0)− xk(0)|
, I(~x(0)) =
∑
1≤j≤N+1
mj|xj(0)− c0|2,
we have
ω2 =
[ ∑
1≤k<j≤N+1
mjmk
|xj(0) − xk(0)|
]
×
[ 1∑
1≤j≤N+1
mj|xj(0)− c0|2
]
=
1
(
∑
1≤j≤N
m|qj(0)|2)
( ∑
1≤k<j≤N
m2
|qj(0)− qk(0)| +
∑
1≤k≤N
bm2
|qk(0)|
)
=
1
N
( ∑
1≤k<j≤N
m
|qj(0) − qk(0)| +Nbm
)
=
m
N
∑
1≤k<j≤N
1
|qj(0)− qk(0)|
+ bm.
With the help of Lemma 3.7, then
ω2 =
m
N
∑
1≤k<j≤N
1
|qj(0)− qk(0)|
+ bm = m
∑
1≤j<N
1− qj(0)
|1− qj(0)|3 + bm. (4.16)
Combining (4.16) and the fact m1 = m2 = . . . = mN = mN+1/b = m, it can be checked that
the first equations in (4.5) always hold for N ≥ 2. Thus all the N+1 bodies can form a central
configuration.
By now, from Step I and Step II , we complete the proof of Theorem 2.1. 
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