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Abstract
A correlation function of the XY spin chain is studied at zero tem-
perature. This is called the Emptiness Formation Probability (EFP)
and is expressed by the Fredholm determinant in the thermodynamic
limit. We formulate the associated Riemann–Hilbert problem and
solve it exactly. The EFP is shown to decay in Gaussian.
In this letter we study the Riemann–Hilbert problem associated with a
correlation function of the XY spin chain. The Hamiltonian of the model is
given by
HXY =
N∑
n=1
(σxnσ
x
n+1 + σ
y
nσ
y
n+1 − hσ
z
n). (1)
Here σxn, σ
y
n, σ
z
n are the Pauli matrices acting on the n-th site and h indicates
an external magnetic field. Let pk = (1 + σ
z
k)/2. Consider a correlation
function,
Pn = 〈p1 · · · pn〉, (2)
which describes the probability of finding a string of n-adjacent parallel spins
up on the ground state of the model for a given value of the external magnetic
field h. This is called the Emptiness Formation Probability (EFP). In the
thermodynamic limit (N → ∞), at zero temperature, the EFP is known to
be expressed by the Fredholm determinant as follows [1]:
Pn = Det(1−Kn), (3)
where the kernel Kn is of the form,
Kn(z, w) =
fT (z)g(w)
z − w
, (4)
1
with two-component vectors
f(z) =
(
1
zn
)
, (5)
g(z) =
1
2pii
(
−1
z−n
)
. (6)
We remark that the kernel Kn has no singularities because
fT (z)g(z) = 0. (7)
This kind of Fredholm determinant can be computed by means of a classi-
cal inverse scattering problem, the so-called Riemann–Hilbert problem. By a
heuristic method the asymptotic solution has been derived [2]. In this letter
we propose a systematic approach based on the analytic properties of the
vectors (5)–(6) and solve the Riemann–Hilbert problem exactly. The EFP is
shown to decay in Gaussian.
The Riemann–Hilbert problem related to the EFP is formulated as fol-
lows. Define a two-component vector by
F (z) = (1−Kn)
−1f(z). (8)
Let L be an open contour;
L = {z : |z| = 1, φ < argz < 2pi − φ}, (9)
with a parameter pi/2 < φ < pi, which is connected with the external mag-
netic field h through
cosh 2Λ =
2
h
, eiφ = −i
e−2Λ − i
e−2Λ + i
. (10)
Here it is assumed that 0 < h < 2. The contour L thus runs on a part of the
unit circle anti-clockwise. Consider a 2× 2 matrix function;
Y (z) = I −
∫
L
dw
w − z
F (w)gT (w), (11)
where I is the 2 × 2 unit matrix. Let Y+(z) (Y−(z)) be the boundary value
of Y (z) onto the contour L from the left (the right) of the positive direction
of the contour L. For z ∈ L the Plemelj formulae yield
Y+(z)− Y−(z) = −2piiF (z)g
T (z), (12)
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which implies (recall eq. (7)),
Y+(z)f(z) = Y−(z)f(z). (13)
Using the expression of the kernel (4) we have
Y (z)f(z) = f(z)−
∫
L
dw
w − z
F (w)gT (w)f(z)
= f(z) +
∫
L
dwKn(z, w)F (w)
= F (z). (14)
It is thus made clear that F (z) is an entire function and is given by
F (z) = Y (z)f(z). (15)
Applying this relation to eq. (12) we obtain
Y+(z) = Y−(z)(I − 2piif(z)g
T (z)). (16)
Supplemented by analytic properties of the Cauchy-type integral, this equa-
tion shows that Y (z) is the solution of the following 2× 2 matrix Riemann–
Hilbert problem:
(a) Y (z) is holomorphic for any z ∈ C\L.
(b) Y (z)→ I as z →∞.
(c) Y+(z) = Y−(z)H(z) for z ∈ L, where the jump matrix H(z) is expressed
by
H(z) =
(
2 −z−n
zn 0
)
. (17)
A correlation function EFP is related to the Riemann–Hilbert problem
as follows. In terms of the solution of the Riemann–Hilbert problem (a)–(b)
the EFP can be computed according to the following recursion relation:
Pn+1
Pn
= Y22(0). (18)
The proof is straightforward. By the explicit form of the kernel (4) it follows
that
Kn+1(z, w) = Kn(z, w) + En(z, w), (19)
where
En(z, w) =
1
2pii
znw−n−1 =
1
2pii
f2(z)w
−n−1. (20)
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Hence
Pn+1 = PnDet(1− (1−Kn)
−1En)
= Pn
(
1−
1
2pii
∫
L
dwF2(w)w
−n−1
)
. (21)
On the other hand, from the definition (11),
Y22(0) = 1−
∫
L
dw
w
F2(w)g
T
2 (w)
= 1−
1
2pii
∫
L
dwF2(w)w
−n−1. (22)
The proof is complete.
In general, there is no method to solve the (matrix) Riemann–Hilbert
problem. In the only case that the jump matrix is triangular the problem
has been solved exactly [3]. In order to solve our problem (a)–(c) we pay
attention to the fact that F (z) is an entire function. Because of eq. (15) and
the condition (a)–(b), F (z) must be a vector consisting of polynomials as
follows:
F (z) =
(
Qn(z)
Pn(z)
)
, (23)
where
Qn(z) =
n−1∑
k=0
qkz
k, (24)
Pn(z) = z
n +
n−1∑
k=0
pkz
k. (25)
By virtue of this expression the solution of the Riemann–Hilbert problem
(a)–(c) is expressed in terms of polynomials Qn(z), Pn(z) as follows:
Y11(z) = 1 +
1
2pii
∫
L
dw
w − z
Qn(w), (26)
Y12(z) = −
1
2pii
∫
L
dw
w − z
w−nQn(w), (27)
Y21(z) =
1
2pii
∫
L
dw
w − z
Pn(w), (28)
Y22(z) = 1−
1
2pii
∫
L
dw
w − z
w−nPn(w). (29)
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This solution is unique: the scalar function det Y (z) has no jump because
detH(z) ≡ 1. In the limit z → ∞ the expressions of the solution (26)–(29)
yields det Y (z) ≡ 1 and thus the inverse of Y (z) exists for any z ∈ C, by
Liouville’s theorem. Let Y˜ (z) be another solution of the Riemann–Hilbert
problem (a)–(c). Then Y˜ (z)Y −1(z) has no jump on the contour L and the
condition at infinity leads to Y˜ (z)Y −1(z) ≡ 1, that is, Y˜ (z) ≡ Y (z).
Let us determine the explicit forms of polynomials Qn(z), Pn(z). Ex-
panding the right hand side of eq. (15) with respect to z we have(
qk
pk
)
=
(
δk0
0
)
−
n∑
l=0
sinφ(k − l)
pi(k − l)
(
ql
pl
)
,
(30)
where k = 0, . . . , n− 1 and qn = 0, pn = 1. In terms of an (n+ 1)× (n + 1)
matrix S;
Sij = −
sin φ(i− j)
pi(i− j)
, (31)
Snj = 0, (i = 0, . . . , n− 1, j = 0, . . . , n)
the coefficients of polynomials Qn(z), Pn(z) can be expressed by
qk = (1− S)
−1
k0 , (32)
pk = (1− S)
−1
kn . (k = 0, . . . , n)
We thus obtain the exact and unique solution of the Riemann–Hilbert prob-
lem (a)–(c) associated with a correlation function EFP by virtue of our sys-
tematic approach based on the analytic property of the vector F (z). The
solution is given by eqs. (26)–(29) and the coefficients of polynomials in-
cluded in them are determined by eqs. (32).
As an example we consider a limiting case that a value of the external
magnetic field tends to 2 (strong magnetic field limit). By the relations (10)
the boundary parameter φ is then put into pi(1 − ε) and the solution Y (z)
can be expanded with ε. Up to the order ε3 the matrix S is expanded as
Sij = −δij + (−1)
i−jε+O(ε3), (33)
Snj = 0, (i = 0, . . . , n− 1, j = 0, . . . , n)
and the inverse of 1− S is computed as
(1− S)−1ij = δij −
(−1)i−j
2− δjn
δi 6=n
(
δij −
ε
2
−
nε2
4
)
+O(ε3). (i, j = 0, . . . , n) (34)
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Here δi 6=n yields 1 unless i = n. We thus have
qk =
δk0
2
+
(−1)k
4
δk 6=n
(
ε+
nε2
2
)
+O(ε3), (35)
pk = δkn +
(−1)n−k
2
δk 6=n
(
ε+
nε2
2
)
+O(ε3).
(k = 0, . . . , n) (36)
In order to derive the asymptotic form of the EFP we calculate Y22(0) up to
the order ε3:
Y22(0) = 1−
1
2pii
∫
L
dw
w
n∑
k=0
pkw
k−n
= 2− ε−
nε2
2
+O(ε3). (37)
Taking this logarithm we obtain the following recursion relation:
logPn+1 − logPn = log 2−
ε
2
−
ε2
8
(2n+ 1) +O(ε3),
(38)
which implies
logPn = −
ε2
8
n2 +
(
log 2−
ε
2
)
n+O(ε3). (39)
The EFP is thus shown to decay in Gaussian: Pn ∼ α
−n2 with some value
α > 1, up to the order ε3.
The asymptotic form of the EFP has been computed by a heuristic ap-
proach to Riemann–Hilbert problem for sufficiently large n [2]. The result
is
logPn = n
2 log sin
φ
2
+O(n), (40)
and is expanded as
logPn = −
ε2
8
n2 +O(ε3, n), (41)
where we set φ = pi − ε. This coincides with our result (39), up to the order
n.
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In this letter we have considered the Riemann–Hilbert problem associated
with the EFP. Based on the analytic properties of the vectors the Riemann–
Hilbert problem has been shown to be solved exactly. It has made clear that
the EFP decays in Gaussian.
Recently, the Riemann–Hilbert problem related to the generating func-
tional of correlation functions of the XXZ spin chain has been established
[4, 5]. The jump matrix of this problem is expressed by a 4 × 4 matrix. In
the same way as this letter the Riemann–Hilbert problem for the XXZ spin
chain can be solved exactly. In a forthcoming publication we will solve this
Riemann–Hilbert problem and analyze the asymptotic forms of two-point
correlation functions of the XXZ spin chain.
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