Abstract. We discuss two formulations of the Pattern Minimization Problem: (1) introduced by Vanderbeck, and (2) obtained adding setup variables to the cutting stock formulation by Gilmore-Gomory. Let z LP i (u) be the bound given by the linear relaxation of (i) under a given vector u = (u k ) of parameters. We show that z LP 2 (u) ≥ z LP 1 (u) and provide a class of instances for which the inequality holds strict. We observe that the linear relaxation of both formulations can be solved by the same column generation procedure, and discuss the critical role of parameters u. The paper is completed by a numerical test comparing the lower bounds obtained through (1) and (2) for different values of u.
The Problem
Let I be a set of one-dimensional part types to be produced by cutting identical stock items of given width w. Let w i < w (let d i ) denote the width (the demand) of part type i ∈ I. In the 1-dimensional Cutting Stock Problem (1-CSP), see [6] and [8] , one wants to produce d i parts for each i ∈ I minimizing the number of used stock items. A solution to the 1-CSP gives a set of cutting patterns -each describing a distinct way of packing part types of I into a single stock item -and the number of times each pattern is replicated (activation level). In the Pattern Minimization Problem (1-PMP), see [9] and [10] , a solution that uses a minimum number of distinct cutting patterns is searched among all those with a minimum number z * of stock items, where z * is given by a preliminary solution of the relevant 1-CSP. In general, the 1-PMP is considerably hard [4] . A compact bilinear integer formulation can easily be derived from the 1-CSP compact assignment model [8] . Here, x ij is the number of items of part type i obtained from a stock item cut according to pattern j, z j is the number of times pattern j is used, and y j is a 0-1 variable indicating whether pattern j is used at all, or not: 
Integer solutions to (0) always fulfil (0d) to equality. However, inequality is more useful in practice since z * can be replaced by upper bounds computed by heuristics, or slightly increased in order to trade-off between trim-loss and number of setups.
A combinatorial lower bound to (0) is given by the optimal value of an associated binpacking problem, obtained by setting d i = 1, ∀i, or by a lower bound to this value [7] . An alternative lower bound is given by the linear relaxation of the linear integer model achieved by reformulating the bilinear terms z j x ij . These bounds are however too weak, and the model exhibits too much symmetry (indexes j can be permuted) to be effectively solved by a branch-and-bound algorithm.
Reformulations
Reformulating (0) by discretization, that is, by applying Dantzig-Wolfe decomposition for integer programs [11] , gives tighter bounds to the 1-PMP. Indeed, different master formulations can be drawn from (0), depending on the set of dualized constraints. In [10] , the Author describes a 1-PMP master formulation obtained by dualizing (0b) and (0d), or equivalently, from discretization of the polyhedron defined by (0c) and (0e)-(0h):
Here, K denotes the set of all feasible cutting patterns, a ik is the number of parts of type i ∈ I yielded by cutting pattern k ∈ K, λ kx are boolean variables meaning that pattern k is applied x times in the solution, and u k denotes a suitable upper bound to the activation level of pattern k. Formulation (1) is indeed a linear integer model, since the non-linearities of the compact formulation (0) from which it originates are implicit in the definition of its columns. An alternative master formulation, very close to that of Gilmore and Gomory for the 1-CSP [6] with the addition of fixed setup costs, derives from discretizing the polyhedra S j , j = 1, . . . , z * , defined by (0c) and (0g)-(0h), see Section 7. In this formulation, x k denotes the activation level of pattern k ∈ K, and λ k is a boolean variable set to 1 if pattern k is activated at least once, with u k playing the typical role of a "big M ":
Formulation (1) has |I| + 1 constraints, and the number of variables grows exponentially with |I| and linearly with z * , whereas the number of both variables and constraints of formulation (2) grows exponentially with |I|. In the linear relaxation of both formulations one has to take into account also an exponential number of clauses of the form 0 ≤ λ ≤ 1.
In [3] the two relaxations are compared to each other, and a solution approach for (2) is described, where variables λ k and the relevant constraints are removed, and a non-linear objective function that takes into account fixed setup costs is minimised. We observe that the same column generation procedure is required to solve both relaxations (see §3.1): thus, in the design of an effective algorithm, the convergence of this procedure is not as discriminating as in fact is the quality of the bounds obtained. Consequently, in the remainder of the paper we will mainly focus on the latter issue.
On lower bounds by linear relaxation
Call (1 LP ) and (2 LP ) the linear relaxations of (1) and (2), respectively. At a first glance (1 LP ) should be no weaker than (2 LP ), as Lagrangian theory tells us that a relaxation LR a is not weaker than another LR b if the constraints dualized to obtain the former is a subset of those dualized to get the latter. In [10] , indeed, the Author discards formulation (2), and develops a branch-and-price algorithm based on (1). We notice however that one gets (1) and (2) by mere dualization of (0) only if the upper bound u k to the activation level of the k-th cutting pattern, k ∈ K, is set to the trivial value z * . But both (1) and (2) use specific upper bounds u k instead of the trivial value z * , and as a matter of fact, their properties strongly depend on those u k .
We want here to bring attention on the crucial role of u k , suggesting that in order to develop a good and practical exact algorithm, formulation (2) should not in principle be discarded. In fact, let z LP i (u) denotes the optimal value of program (i
, and the inequality holds strict for some vector u ∈ R |K| of upper bounds to x.
Proof. Dantzig-Wolfe decomposition applied to (2) transforms it into (1) plus
Let us show that (1 LP ) + (3) is always equivalent to (2 LP ) and better than (1 LP ) when u k < z * (see the scheme in Figure 1 ). In fact, on one hand the convexification of constraints x k ≤ u k λ k in (2), which can be made at the cost of replacing each x k by boolean variables λ kx , x = 1, . . . , u k , has no effect on z LP 2 (u), since the polyhedra
On the other hand, take u k = min{ d i /a ik : i ∈ I, a ik > 0} as in [3] (see Section 4), and consider a set of instances with I = {1, 2}, Such a class is nonempty (for example, I = {1, 2}, w = 10, w 1 = 2, w 2 = 3, d 1 = d 2 = 11) and the 1-CSP optimum of any of its elements has value z * = i + 1. Sincex k a k dominates x k a k for all k ∈ K andx k > x k , all the pattern combinations fulfilling (2b) can be ranked in nondecreasing order according to the value of (2a), starting from those obtained from (2i + 1, 0), (0, 2i + 1), (2i + 1, 2i + 1), (2i, i), (i, 2i), and (2i + 1, 2i+1 3 ). It is then easy to see by enumeration that the optimal combination of patterns costs z LP 2 (u) = 3i+2 3i , and consists of (2i, 2i), (i, 2i) and (2i, i) with coefficients 1, . This combination is in fact preceded in the rank by the one formed by just pattern (2i + 1, 2i + 1), which corresponds to solutions with either x 9 = 2i + 1 or x 10 = i + 1 2 . But such solutions are both infeasible, since the former requires 2i + 1 > z * stock items, whereas in the latter the activation level is greater than u 10 = i.
Finally, notice that in formulation (1 LP ) a pattern a k can be activated more than once and at different levels. In particular, a 10 can be activated at levels i and i − 2, i.e., the solution λ 10,i = 1, λ 10,i−2 = 1 2i−2 , is feasible for (1 LP ) and costs z
In fact, any solution to (1 LP ) with z * x=1 λ kx > 1 for some k ∈ K, and z * x=1 xλ kx = q ≤ z * , is not worsened by setting λ kx = 0 for all x < z * , and λ kz * = q/z * . Therefore (1 LP ) and (2 LP ) are equivalent in such a case. By the way, Proposition 3.1 does not contradict Lagrangian theory which in the present case holds just for u k = z * .
Remark 3.3 Proposition 3.1 still holds when one replaces ≤ by = in (0d).
(1) Belov and Scheithauer [3] already noted that (1 LP ) and (2 LP ) cannot be directly compared to each other as long as they make use of different upper bounds. They claimed however that (1 LP ) gives to 1-PMP the same lower bound as (2 LP ) when the same u k are adopted. The claim is based on a lemma stating that, in a basic feasible solution of (1 LP ), no more than one column in the set C k = {(k, x) : x = 1, . . . , u k } is basic, and hence > 0. The lemma is indeed true if one replaces 0 ≤ λ kx ≤ 1 by λ kx ≥ 0: in this case only one λ kx of C k is > 0. It should however be noted that the polyhedron of this relaxation properly contains that of (1 LP ), where instead, for sufficiently small values of u k , the lemma does not hold true any longer. So the argument |{(k, x) ∈ C k : λ kx > 0}| ≤ 1 cannot be used to prove the equivalence of (1 LP ) and (2 LP ).
Pricing
We here discuss the pricing problems of (1 LP ) and (2 LP ).
Proposition 3.4
If u k = z * , then a column for (2 LP ) with the least reduced cost can be found by solving a single unbounded integer knapsack problem.
Proof. Because we are minimizing, any optimal solution (x * , λ * ) of (2 LP ) fulfils (2d) with the equality, or equivalently, λ * k = x * k /u k . Since x * k /u k ≤ 1, constraints (2d) and clauses λ k ≤ 1 can be removed. Let (µ, σ) ∈ R |I| × R, corresponding to (2b) and (2c), be dual optimum of a restricted master problem of (2). The relevant pricing problem seeks to minimizing the reduced cost
If u k = z * , then minimizing (4) is an unbounded linear integer knapsack problem. If instead u k < z * , then one can circumvent clause λ k ≤ 1 by suitably duplicating columns. For example, take I = {1, 2}, w = 50, d 1 = 182, d 2 = 91, w 1 = 8, w 2 = 9, z * = 46 and u k = 45 as given by [10] . An optimal solution uses twice pattern (4, 2) with activation levels 45 and 0.5, corresponding to λ = 1 and λ = 1 90 . Therefore the variable associated with this pattern takes the value λ +λ > 1. This means that in the correct pricing problem for (2 LP ) one has to solve an integer knapsack problem with the additional constraint that the solution must not replicate any of the columns that far generated.
2
A similar argument as in Proposition 3.4 shows that the pricing problem of (1 LP ) is an unbounded integer knapsack, with the same need of avoiding column duplication for u k < z * . In [10] a relaxation of (1) is solved by looking for convenient pairs (column, activation level) via a bounded non-linear integer knapsack problem. For u k = z * , the relaxation used in [10] corresponds to (1 LP ), since in an optimal solution clauses λ kx ≤ 1 are implied by constraint (1c). When u k < z * these clauses are no longer implied: as a matter of fact, the relaxation used in [10] is weaker than (1 LP ), and the pricing problem there proposed implicitly allows column duplication (which, by the way, introduces undesirable symmetry into the problem). We can see this by the same example as in Proposition 3.4, where (1 LP ) and the relaxation computed according to [10] respectively give a lower bound of 1.01136 and 1.01111.
Computing the upper bounds u k
At this point, a natural question becomes what values of u k should be used in order to get the best lower bound. In [3] , it is observed that parts cannot be produced more than required and therefore
is chosen in (1), whereas
is implicitly adopted in (2). Alves (see [1] ) proposes a better bound
by noting that the total waste derived by a single cutting pattern cannot be greater than the total waste of the whole solution. This bound can be further improved at the expense of computation time by implementing a probing procedure. In fact, activating pattern k at level u k (initially computed according to (5)) might be infeasible, because the remaining (z * −u k ) stock items might not be sufficiently many to cover the demand d i not yet fulfilled. This is clearly the case if z > z * − u k , where z is a lower bound to the optimal value of 1-CSP defined on demand d i : if so, u k can be reduced by 1 and the check reiterated. At the end of the procedure, a better bound u • the optimal basis of (1 LP ) applies twice the cutting pattern a k = (4, 2), corresponding to u k = 45, with multiplicity x = 44 (λ k,44 = 1 88 ) and x = 45 (λ k,45 = 1): two nonzero variables appear in the same C k , and inequality (3) is violated.
• the optimal basis of (2 LP ) applies three different cutting patterns: a h = (3, 2), a k = (4, 2) and a l = (4, 1), corresponding to
The multiplicity u k = 45 of cutting pattern a k = (4, 2) cannot be reduced since (z * −u k ) = 1 and z ≤ 1. On the other hand, u h and u l of model (2 LP ) can be decreased, and a better bound z LP 2 (u) = 1.066 resulting from applying patterns a f = (0, 5), a k = (4, 2) and a g = (5, 1) at levels λ f = 0.030, λ k = 1, λ g = 0.036 can be obtained. 
Computational experience
A computational experience articulated into two tests was carried out to evaluate (a) the computational behavior of formulation (2) and (b) the effectiveness of the probing procedure of §4 in improving the lower bounds via the computation of tighter upper bounds u k . Test (a) made use of upper bounds u V , whereas both u V and u A were used in test (b). All the algorithms were coded in C++ and compiled with Microsoft cl compiler. Numerical precision was set to 10 −8 . Test problems were solved on a Intel Core 2 (1,66 GHz) with 2 GB RAM. Linear programs and knapsack subproblems were solved by Cplex 10.2.0 with default settings. 500 random instances with |I| = 7, w = 900 and mean part type demandd = 50 were generated by Cutgen1, see [5] . Part type widths were taken at random from the integral interval [150, 450] .
In order to guarantee dual feasibility, master problems were initialized with a dummy, infeasible cutting pattern with entries corresponding to part type demands and initial cost z * . The cost of the dummy pattern was then doubled and the column generation reiterated until the dummy variable is no longer part of the optimal solution.
The relaxation of (i) depends on the pricing problem π solved to generate promising columns, and so does the lower bound z i (π) eventually computed. If pricing is a bounded non-linear integer knapsack as in [10] (π = BN K), one implicitly solves a linear relaxation that does not include clauses λ ≤ 1. To include such clauses one has to avoid column duplication, which can be done by solving a linear (unbounded) integer knapsack with forbidden columns (π = F LK), as described in §3.1. The lower bounds z i (π) are in the following relation To compute z 1 (BN K) we adopted the same column generation procedure as in [10] , that is we solved each BN K exhaustively, finding the optimal values of the bounded linear integer knapsack problems arising for all the potentially feasible integer values of x: when successful, this procedure returns a promising pattern a * and its activation level x * . For z 2 (BN K) the procedure is completed, when successful, by the computation of the relevant upper bound u V (see §4).
Test (a)
The test showed that the procedures for z 1 (BN K) and z 2 (BN K) have very similar average convergence rate and computational burden (columns generated: 15.2 vs. 15.4; knapsack subproblems solved: 721.0 vs. 712.7; columns duplicated: 0.6 vs. 0.4). Hence, when relaxed according to [10] , (1) and (2) are equivalent in terms of both bound quality and computational tractability.
Pretty often, the role played by clauses λ ≤ 1 turned out to be non-negligible: in 34 cases out of 500 z i (F LK) was strictly better than z i (BN K). The largest improvement found was 1.69% (i = 1) and 2.17% (i = 2). Moreover, in 31 cases z 2 (F LK) = z LP 2 was strictly better than z 1 (F LK) = z LP 1 , with a maximum improvement of 1.73%: the mean number of columns generated to compute the former relaxation was 41.5, vs. just 15.2 produced by the latter; however, the larger amount of columns needed to get z 2 (F LK) was largely compensated by the lesser total number of knapsack subproblems that was necessary to solve: 41.5 vs. 712.7, on average.
To evaluate the actual complexity of the column generation procedures here tested, state-of-the-art algorithms for F LK and bounded integer knapsack should be implemented. Generally speaking, however, a good pricing strategy is most likely one which alternates the solution of F LK and BN K: in fact, though F LK seems to produce more columns than BN K, it requires the solution of fewer knapsack subproblems; and in any case it cannot be replaced by a modification of BN K aiming at avoiding duplicated columns.
Test (b)
Because the pricing algorithm for z 2 (π) has to generate just cutting patterns, instead of pairs (pattern, activation level) as required by z 1 (π), the probing procedure of §4 can straightforwardly be embedded in the computation of z 2 (F LK). When doing so, the mean number of generated columns shows just a slight increment (44.9 vs. 41.5), and the overhead due to probing, i.e., the generation of additional columns required to solve the linear relaxations of 1-CSPs, amounts to 14.2 columns on average (36.7% of the whole).
In return, the probing procedure brought a very remarkable improvement of the lower bound. It turned out that z A global, perhaps suggestive, view of the test outcome is depicted in Figure 2 .
Conclusions
We discussed two formulations, (1) and (2), of the Pattern Minimization Problem. We showed that the linear relaxation of (2) is theoretically better than that of (1) while being as practical as (1) from a computational viewpoint. Computational tests demonstrated that this behaviour is not just artificial, but can occur on random instances. We also discussed the role of the upper bounds u k on the activation level of cutting patterns, and proposed a probing procedure for reducing their values. Reducing the upper bounds seems very appealing, as also witnessed by recent studies [2] : however, since to get non-negligible improvements one must complicate the pricing algorithm so as to avoid column duplication, further research is needed in order to evaluate the resulting trade off.
