the exact viewing of a 3D scene in mind. The situation is even worse for computer animation, in which a continuous
INTRODUCTION
developed a camera control technique that automatically computes the camera focus, position, and orientation from In computer graphics, virtual camera models are used a specification of two object placements in the viewing to specify how a 3D scene is to be viewed on the display plane. By taking one object as the spacecraft in the forescreen. For example, the 3D viewing parameters lookground and the other object as a planet or moon in the at/look-form/view-up represent one of the most popular background, this technique was effectively used in making virtual camera models [10] . When the camera model is space movies [3] . However, this technique, based on vector poor, the user may experience much difficulty in describing algebra, allows only a few restricted input specifications viewing transformation for the m points, V P :
, is defined by
where P ϭ ( p 1 , . . . , p m ) ʦ R 3m and h ϭ (x 1 , y 1 , . . . , x m , y m ) ʦ R 2m with each (x i , y i ) being the perspective viewing transformation of p i onto the 2D display screen. The perspective projection of V P produces a nonlinear relationship between the camera parameters and the projected 2D image points because the equation of the perspective projection is a rational expression (see Section 3.4). The through- the-lens control problem concerns how to compute the camera parameter vector x in Eq. (1) for the given P and h. To compute x, a nonlinear inverse map, V Ϫ1 P , should be Gleicher and Witkin [12] suggested the through-the-lens constructed. However, due to the dimensional mismatch camera control scheme to provide a general solution to between R 4 ϫ S 3 and R 2m (which are 7 and 2m, respecthe virtual camera control problem in computer animation.
tively), the nonlinear map V P is not invertible even in any Instead of controlling the camera parameters directly, the local neighborhood. 2D points on the display screen are controlled by the user.
A simple way to compute the solution x is to approxiThe required changes of camera parameters are automatimate the nonlinear inversion problem by a sequence of cally generated so that the picked screen points are moved linear inversion problems. That is, instead of solving on the screen as the user has specified. That is, when the V P (x) ϭ h directly, we can solve a sequence of linear user picks some 2D points and moves them into new posidifferential equations: J(x)ẋ ϭ ḣ , where J(x) is the Jacobian tions, all the camera parameters are automatically changed matrix of V P at x and ḣ ϭ h Ϫ V P (x). Even though the so that the corresponding 3D data points are projected Jacobian matrix J(x) is not invertible, the solution onto the new 2D points. In Fig. 1 , the virtual camera is in ẋ ʦ T x (R 4 ϫ S . Therefore, the solution ẋ lens camera control is a useful tool, especially for computer at each camera configuration x generates a tangent vector animators who have little knowledge about the mathematifield on the constraint space R 4 ϫ S 3 . By integrating the cal model of the virtual camera. There is actually no need vector field ẋ , we can construct an integral curve x(t) which to know how each camera parameter changes the viewing eventually converges to a local optimal solution x of of a scene and which camera parameters are the right ones V P (x) ϭ h, such that ʈẋ ʈ Ͻ at the solution, for some given to get the desired camera effect. Through-the-lens camera tolerance Ͼ 0. control thus provides a very powerful user interface to
The general construction scheme outlined above can be virtual camera control in image composition and comapplied to any constrained nonlinear mapping, F: M Ǟ N, puter animation.
where M and N are complete Riemannian manifolds in Through-the-lens camera control can be formulated which the geodesic between any two given points is defined as a constrained nonlinear inversion problem. Let x [20, 25] . (Mainfold may be considered as a generalization of denote the camera parameter vector ( f, u x , u y , u z , q w , regular surface to higher dimensional regular hypersurface q x , q y , q z ) ʦ R 4 ϫ S
3
, where f ʦ R is the focal length, embedded in R n [25] .) Given a target point q ʦ N, we can (u x , u y , u z ) ʦ R 3 is the camera position, and (q w , q x , q y , define a tangent vector field on the domain M as follows q z ) ʦ S 3 is the unit quaternion for the camera rotation (see Fig. 2 ): For any point p ʦ M, consider the shortest [16, 23] . In representing the orientations, unit quaternions distance geodesic Ͳ(s) ʦ N, 0 Յ s Յ 1, such that Ͳ(0) ϭ are quite useful since they are free of signularities such as F( p) and Ͳ(1) ϭ q. The velocity vector ͲЈ(0) ʦ T F(p) (N) gimbal lock (see [16, 23, 28] and Section 8.1). Thus, instead defines a tangent vector v p ʦ T p (M) as of three parameters, the unit quaternion (i.e., four parameters with one constraint) is used to represent the camera rotation. Given m points p 1 , . . . , p m ʦ R 3 , the perspective
a new point, exp p (v p dt) ʦ M, which is precisely contained in the constraint manifold M itself. This nice property of the exponential map eliminates the constraint deviation problem which is common in Euler's method. In a general Riemannian manifold, the geodesic curve is given as a solution of a second order ordinary differential equation [20, 25] . However, in the simple cases of R n and S n , the construction of geodesic curves is quite straightforward; therefore, the construction of exponential maps is a relatively simple task. Most notably, the spheres S 1 , S 3 , S 7 from Lie groups with their complex, quaternion, and Clifford algebra products defined in their respective embedding spaces R 2 , R 4 , R 8 , respectively. A Lie group is a smooth manifold in which a group operation is defined; furthermore, the group product and inverse operations are smooth mappings. In a Lie group G, the derivative of a curve p(t) ʦ G is always represented by pЈ(t) ϭ v(t) и p(t), where v(t) ʦ T 1 (G) is a tangent vector at the identity element 1 ʦ G and и is the Lie group operation [7] . The Lie group structures of S 1 , S 3 , S 7 greatly simplify the differential structures; that is, any tangent vector pЈ(t) ʦ T p(t) (G) can be identified with a tangent vector
, respectively), and vice versa (see Section 3.1). Therefore, any tangent vector pЈ(t) can be represented by the canonical coordinate system given to the tangent space T 1 (G). Since the configurations of multilink body systems are usually described by the product spaces of R n , S (N) are the scheme to computer animation. The Lie group structure also simplifies the construction of an exponential map. For tangent spaces of M and N at p and F( p), respectively. (Note that the Jacobian matrix is the matrix representation a Lie group G, thanks to the canonical identification of T 1 (G) and T p (G), we need to construct only one exponenof a linear differential [8] .) Given a tangent vector field v p ʦ T p (M) defined at each p ʦ M, an integral curve tial map exp:
is defined to be a differentiable curve which satisfies the condition:
, where и is the Lie group operation.
The canonical exponential map, exp, is defined by the the target point is a moving curve q(t) ʦ N, we have a time-dependent vector field v p (t) ʦ T p (M). The integral following Taylor series (see [7, 16] 
The target tracking approach is popular in computer vision for
. the control of a real camera [21] ; recently, it has also become a common motion control technique in computer animation [17] .
The construction of an exact integral curve requires the Here v n is the nth power of v in the Lie group operation. Gleicher and Witkin [12] transformed the constraint solution of a nonlinear differential equation. An integral curve is usually approximated by tracing along the geodesic space S 3 of unit quaternions into R 4 ‫͖0͕گ‬ by using a nonzero quaternion q to represent the rotation implied by the unit curve on M (starting from p in the direction of v p ʦ T p (M)) by an infinitesimal distance dt and repeating the same quaternion q/ʈqʈ. At the first glance, this technique may look as if it is simplifying the nonlinear inversion problem. procedure at the new point. The exponential map, exp p : T p (M) Ǟ M, is defined to transform each tangent vector Unfortunately, it does not work out so nicely. The radial quaternions tq, t ʦ R, represent the same rotation implied v p ʦ T p (M) into a point p ʦ M, where p is the point at a distance ʈv p ʈ from p along the geodesic curve starting from by the unit quaternion q/ʈqʈ. This produces a redundant column in the 2m ϫ 8 Jacobian matrix J of the viewing p in the direction of v p . Once we have the exponential map, the discrete integration of the vector field generates transformation V P :
. The discrepancy between the rectangular coordinate system of R 4 and the spherical which can be used effectively for computer animation with drmatic scene changes. coordinate system of S 3 results in a very complex formula for the Jacobian matrix J. Furthermore, Gleicher and WitIn a recent MIT Ph.D. thesis, Drucker [9] proposed a camera control technique which has more general applicakin [12] solved the linear inversion problem: J(x)ẋ ϭ ḣ by minimizing a quadratic objective function. The problem is tions than the through-the-lens control in computer animation environments. In this approach, a large variety of consequently converted to a Lagrange equation, formulated as a 2m ϫ 2m square matrix equation. Since the objective functions and geometric constraints can be specified, and the virtual camera is controlled so that the objecJacobian matrix J has rank 7 at most, the 2m ϫ 2m square matrix JJ T also has rank 7 at most. For the overconstrained tive functions are minimized while satisfying given geometric constraints. The Sequential Quadratic Programming case of m Ն 4, the square matrix is always singular as will be seen in Section 2. A general 2m ϫ 2m square matrix (SQP) technique [5] is used to compute ẋ by solving an (m ϩ 7) ϫ (m ϩ 7) square matrix equation, where m is equation takes O(m 3 ) time to be solved. Utilizing the special structure of JJ T , Gleicher [11] com-the number of constraints and 7 is the number of camera parameters. The matrix has terms which are given by the putes ẋ
time and use the conjugate gradient method to solve the Lagrange matrix second order partial derivatives of the objective functions and constraint equations with respect to the camera paramequation. The conjugate gradient method iterates a maximum of 2m times; in each iteration, the most expensive eters; therefore, the matrix equation is quite time-consuming to set up. Moreover, the matrix dimension (m ϩ 7) computation is the evaluation of ẋ
time. Therefore, it may take O(m 2 ) time to solve the matrix does not match with the dimension (7 Ϫ m) of the constraint space; that is, the camera parameter space with m equation. To apply the conjugate gradient method, the matrix JJ T is required to be a positive definite matrix; independent constraints is a (7 Ϫ m)-dimensional manifold in general. To improve the computational efficiency, we however, there is no such guarantee since the square matrix JJ T is always singular for m Ն 4. Nevertheless, in practice, can reformulate the given optimization problem into a certain target tracking problem and apply our least-squares the conjugate gradient method usually works for positive semidefinite matrices. (It is easy to show that the matrix solution method to the resulting Jacobian matrix equation which can be represented by the first order partial deriva-JJ T is positive semidefinite since ẋ
) of tives only. We discuss more details of this approach in Section 8. Gleicher [11] may be acceptable in practice.
In this paper, the Lie group structure of the unit The rest of this paper is organized as follows. In Section 2, we review the previous method of Gleicher and Witkin quaternion space S 3 enables us to derive a simple Jacobian matrix, which is computationally efficient and numerically [12] and discuss some of its shortcomings. Quaternion calculus is introduced in Section 3 to derive a simple Jacobian stable. First of all, a 2m ϫ 7 Jacobian matrix is derived using quaternion calculus [15, 16, 23] which provides an matrix for the perspective viewing transformation. In Sections 4 and 5, the linear differential matrix equations are appropriate tool for the analysis of 3D rotations. This 2m ϫ 7 Jacobian matrix is simpler in its algebraic derived for through-the-lens camera control and they are solved by using the weighted least-squares method. The expression than the previous Jacobian matrix [12] , and thus the construction is speeded up. With one less column implementation details and some experimental results are discussed in Section 6. In Section 7, we discuss the applicathan the 2m ϫ 8 Jacobian matrix, our Jacobian matrix J is less redundant for the case of m Ն 4. Furthermore, tion of through-the-lens camera control to the keyframing control of the virtual camera. In Section 8, we describe we use a weighted least-squares method coupled with the singular value decomposition (SVD) [13, 22, 26] , how to extend the result of this paper to other camera models and to other camera and motion control techniques which makes the overall computation numerically stable. For the overconstrained case of m Ն 4, we can use an in general. Finally, Section 9 concludes the paper. efficient projection method to compute the least squares solution [26] . The time complexity grows only linearly,
PREVIOUS WORK
i.e., O(m) time for m control points, which is more efficient than the time complexity O(m 2 ) of Gleicher 2.1. Review of Previous Work [11] . The row and column weighting scheme provides a Gleicher and Witkin [12] solve the matrix equation: way for the user to specify the relative importance of Jẋ ϭ ḣ as a quadratic optimization problem which minieach control point and each camera parameter; it is mizes the quadratic energy function more intuitive to specify weights to the control points and camera parameters than to assign quadratic optimization functions. It is also easy to generalize the row and column .) Then, we can proceed to solve which is solved for . Then the value of ẋ is obtained by for in Eq. (5) . To illustrate the computational issues involved in the solution process, we give a detailed discus-
sion on the geometric constructions associated with the least squares solution of Eq. (5) . (This discussion is mainly and it is used to update the virtual camera parameters x for the purpose of comparison with other solution methods. as follows:
Our solution method does not try to solve the least-squares solution of Eq. (5).) x(t ϩ ⌬t) ϭ x(t) ϩ ⌬tẋ(t). the least squares solution ẍ provides the optimal solution multiplying this vector by the 2m ϫ 2m matrix I r such that (I r ) ii ϭ 1, for 1 Յ i Յ r, and (I r ) ij ϭ 0, for all other i and ẋ ϭ ẋ 0 ϩ ẍ for Eqs. (2)-(3). If the solution space is empty, the least squares solution ẍ minimizes the difference j. The rotation by U of the resulting vector produces an orthogonal projection of ḣ 0 Ϫ Jẋ 0 into the column space ʈ Jẍ ϩ Jẋ 0 Ϫ ḣ 0 ʈ at the same time. Section 5 discusses more details on how to change the optimization criteria of JJ T ; that is, the orthogonal projection is given by the following vector:
by scaling the columns and rows of J with different ratios.
Gleicher [11] deals with the overconstrained case of
m Ն 4, by using the following quadratic energy function to attack the least-squares problem: By truncating the last (2m Ϫ r) components of the righthand side of Eq. (7), we obtain the equation
Here Ȑ is a constant weighting factor for the Lagrange in which the solution of V T may have arbitrary elements multiplier . Differentiating with respect to , the correin the last (2m Ϫ r) components of the solution vector sponding Lagrange equation is set up as (because the last (2m Ϫ r) columns of W are zero column vectors). By filling these last (2m Ϫ r) components of V T with zeros, we can get the least-squares solution of V
concatenating all the intermediate steps in the construction sequence, we obtain the following least-squares solution : where I is the 2m ϫ 2m identity matrix. When Eq. (3) has no solution, based on a similar reasoning as discussed
above, the Lagrange Equation (10) is no longer a necessary condition for the quadratic optimization problem of Here the 2m
, Eq. (9). Furthermore, since any solution produces the for 1 Յ i Յ r, and (W ϩ ) ij ϭ 0, for all other i and j. Since same optimal solution ẋ ϭ J T , the minimization of ʈʈ the last (2m Ϫ r) rows of W ϩ are zero vectors, the vector is not an important criteria in the optimization. There- there is no essential difference from the original formulamore, since any solution produces the same optimal solution of Gleicher and Witkin [12] . The addition of ȐI to tion ẋ , there is no need to compute the least-squares soluthe singular square matrix JJ T has an effect of perturbing tion . However, the SVD approach produces the least the matrix JJ T into a nonsingular matrix JJ T ϩ ȐI. Neversquares solution at no additional cost since it is the simplest theless, when a small perturbation Ȑ is used, the nonas well as the most efficient solution among many others singularity is not always guaranteed in general. The in the solution space.
use of a sufficiently large magnitude of Ȑ results in the In this paper, for computational efficiency, we directly correspondingly large approximation error. The right solve the least squares solution of Eq. straint by using any nonzero quaternion q to represent the rotation R q implied by the unit quaternion q/ʈqʈ. That is,
When the quaternion curve q(t) is given by a radial line q(t) ϭ tq, t ʦ R, we have
That is, the curve p i (t) is a constant curve. The derivative (dp i /dt)(t) at t ϭ 1 is given as a zero vector: 
the differential dU q is represented by a 3m ϫ 4 Jacobian matrix and all the 3m rows of dU q are orthogonal to the 4D vector q. Thus, dU q has rank 3. In the formulation
. of the Jacobian matrix J of Ref. [12] , its rank deficiency essentially results from that of the Jacobian matrix dU q for the rotational degrees of freedom. The Jacobian matrix J derived by Gleicher and Witkin [12] is as follows (denoted by using our notations of Section 3): (13)
This method derives a rotation matrix for any non-zero quaternion and eliminates the constraint for a unit quaternion. However, the Jacobian matrix of the rotation is rankdeficient, that is, the column vectors are not linearly independent, which makes the computation of x numerically unstable.
For a given nonzero quaternion q, the quaternions tq represent the same rotation matrix as Eq. (13) for all nonzero t ʦ R, i.e.,
For given m points p 1 , . . . , p m ʦ R 3 and a nonzero quaternion q, consider the transformation U i : R 4 ‫͖0͕گ‬ Ǟ R 3 , i.e.,
The differential of U i is given by a linear transformation:
, which can be represented by a 3 ϫ 4 matrix [8] . Consider the rotation R q(t) implied by a quaternion curve q(t) ʦ R 4 , for t ʦ R, and let p i (t) ʦ R 3 be the curve generated by the rotated points of p i :
The matrices ѨP f /Ѩf and ѨP f /Ѩp are given in Eq. (20). a simple Jacobian matrix J for the perspective viewing transformation V P . (When we use the homogeneous coordinate, we have to add a zero column vector to the fourth column of 3. 
. The quaternion However, the last four components have complex formula-multiplication q 1 и q 2 ϭ q 12 ϭ (q 12,w , q 12, x , q 12, y , q 12,z ) ϭ tion because of the four partial derivatives of R q given (q 12,w , q 12,(x, y,z) ) ʦ R ϫ R 3 ϵ R 4 is defined as follows: as follows: Throughout this paper, ͗,͘ denotes the inner product and и denotes the quaternion multiplication. The above quaternion multiplication is closed on unit quaternions: for any
3 is the multiplication identity, and the inverse of q i is given by:
, where q i denotes the conjugate of q i . Note that the relation q 1 и q 2 ϭ q 2 и q 1 holds for quaternion multiplication.
Given a unit quaternion q ʦ S 3 , a 3D rotation R q ʦ SO(3) is defined as 
SO(3) is the rotation by angle 2 about the axis (a, b, c).
The multiplicative constant, 2, in the angle of rotation, 2, is due to the fact that q appears twice in Eq. (14) . Also note that R q ϵ R Ϫq ; that is, two antipodal points, q and Substituting these expressions into the last four compo-Ϫq in S 3 , represent the same rotation in SO(3). Therefore, nents of the above Jacobian matrix J(x) is more complex the two spaces S 3 and SO(3) have the same local topology and time consuming than the construction of the last three and geometry. columns of our Jacobian matrix given in Eq. (22) . (Our The derivative of a unit quaternion curve q(t) ʦ S 3 is Jacobian matrix also has one less column for the rotational always given in the following form: component.) All these complications are due to the discrepancy between the rectangular coordinate structure of , we may consider a curve gent space T q (S 3 ), for q ʦ S 3 . This Lie group structure q(t ϩ s) which is parameterized by s ʦ (Ϫ, ), for a small enables us to derive a simple Jacobian matrix in Section 3. constant Ͼ 0:
In this section, we review some mathematical preliminaries on quaternion calculus [15, 16] and use them to derive Then, we have
identifies the tangent space T q (S 3
Thus, the Jacobian matrix of U i can be represented by a 3 ϫ 3 square matrix,
The derivative p Ј(t) is given by
where
. When an angular velocity Ͷ is computed, the quaternion q(t) is updated to a new
where ⌬t is the time interval for the integration, and the transformation, exp: R 3 Ǟ S 3 , is the exponential map. (See ϭ 2v(t) ϫ p (t). [7, 15, 16] for more details on the exponential map.) Figure  3 shows how the exponential map, exp, projects the tangent When we interpret Ͷ(t) ϭ 2v(t) ʦ R 3 as the angular velocvector ⌬t qЈ ʦ T q(t) (S 3 ) at q(t) into a unit quaternion ity, the above is exactly the same as the formula given in q(t ϩ ⌬t) ʦ S 3 which is at the distance ʈ⌬t qЈʈ from q(t) classical dynamics [19, 28] :
in the direction of ⌬t qЈ.
pЈ(t) ϭ Ͷ(t) ϫ p(t). (16) 3.4. The Jacobian Matrix for a Viewing Transformation
Let the position and orientation of the virtual camera 3.3. The Jacobian Matrix of the Transformation U at time t be given by u(t) ʦ R 3 and q(t) ʦ S
3
. For a given Given fixed 3D points p i ʦ R 3 (for i ϭ 1, . . . , m), let fixed 3D point p ϭ (x, y, z) in the world coordinate system, p i (t) be the rotated point of p i by the 3D rotation R q(t) of the projected 2D image point h(t) ʦ R 2 can be reprethe unit quaternion q(t). Then, we have sented by
(See Foley et al. [10] for a detailed explanation of the where p i (t) ϭ R q(t) ( p i ). Thus, for the transformation U i :
, i.e., above.) P f (t) is the perspective projection with a focal length
To
where P f ( p ) is considered to be a map with two arguments: f and p (see Eq. (18)). It is easy to show that
and (20)
.
FIG. 3. Construction of q(t ϩ ⌬t).
Using the formula:
is the rotation for a unit quaternion q(t), and T u(t) is the translation by u(t) ʦ R 3 . Note that the order of translation and rotation is different from that of Gleicher d dt (R q(t) Ⴆ T u(t) ( p)) and Witkin [12] . Our experiments show that, for the 3D point p, it is more efficient and numerically stable to do translation first and rotation later, rather than the other
where q(t) ϭ q(t). The perspective transformation P f (t) is then applied to p (t) as follows:
where R ij is the ijth component of the matrix R q(t) . By
applying Eqs. (20) and (21) to Eq. (19), we obtain
This 2 ϫ 7 Jacobian matrix J is much simpler than the one
where dF [8] ). The value of ẋ (i) is approximated to
CONTROL POINTS
, ⌬u
).
Moving a Single Image Control Point
For the camera control, we need to compute the parame-Ignoring the last term O(ʈ⌬x (i) ʈ 2 ), we have ter x satisfying the equation
Since the matrix representation of the differential dF x (i) is where p ʦ R 3 is the given 3D point, and h 0 is the 2D point the Jacobian matrix J(x (i) ), the following linear system onto which the point p is required to be projected. We is obtained: approximate the solution x of Eq. (23) by using the Newton method [4, 6] . The Newton approximation is carried out
(25) by solving a sequence of linear equations, which are obtained by differentiating the given nonlinear equation. In each linear equation, the unknowns are the velocities of The next camera parameter vector x (iϩ1) is obtained by the camera parameters, that is,
). By integrating the velocities, we can obtain the solution x for the given nonlinear system of Eq.
x
, be defined by
It should be noted that J(x
) is not a square matrix and therefore not invertible. By using the singular value decomThe solution x for F(x) ϭ 0 satisfies V p (x) ϭ h 0 .
When
, u
, q
) ʦ R 4 ϫ S 3 , the value of F at position of J(x
), we will approximate the inverse matrix. This is discussed in more detail in Section 5. x (iϩ1) is given as
Moving Multiple Image Control Points Thus, for the perspective viewing transformation h(t) ϭ V p(t) (x(t))
, we have The linear system for a single control point has been derived as a 2 ϫ 7 matrix equation in Section 4.1. When a single control point is not enough to fully control the virtual camera, the user gains more control through the use of multiple control points.
For m image control points, Eq. (24) can be generalized as follows:
where J(x (i) ) is the Jacobian matrix derived in Section 3.4. Thus, Eq. (25) is replaced by
)(0, pЈ x , pЈ y , pЈ z , 0, 0, 0) T .
COMPUTATION OF ⌬x

Computation of Pseudo Inverse
When there are m control points in the image space, the system to be solved for ⌬x is a 2m ϫ 7 linear system,
For this function F, the Jacobian matrix J(x (i) ) now be-where ⌬x ϭ ( f Ј, uЈ x , uЈ y , uЈ z , Ͷ x , Ͷ y , Ͷ z ). Since the matrix comes a 2m ϫ 7 matrix. The linear equation J(x (i) ) J ϭ J(x) is not a square matrix, it is always singular. There-
) may have many solutions or no solution fore, we need to compute the least squares solution ⌬x at all, depending on the rank of J(x (i) ) and the value of of Eq. (28). (In Section 2.2, we discussed the geometric F(x (i) ). Thus, we need proper criteria for determining the constructions associated with the least-squares solution.) solution x for each case; such criteria are given in Section 5.
To compute the least squares solution, we use the singular value decomposition (SVD) of the Jacobian matrix J 4.3. Tracking 3D Moving Data Points and construct its pseudo inverse J ϩ [13, 22, 26] . For the case of m Ն 4, the pseudo inverse construction requires We have derived the Jacobian matrix J under the asthe SVD of a 2m ϫ 7 matrix, which takes O(m) time only. sumption that all the picked 3D points p i 's are stationary For a large m Ն 4, it is more efficient to compute the points. However, when the 3D points p i 's are allowed to pseudo inverse J ϩ by using the projection method [26]: move, we need to consider this fact when controlling the virtual camera parameters. For the moving 3D point p(t),
Eq. (21) is rederived as follows:
The projection method also produces the least squares d dt
(R q(t) Ⴆ T u(t) ( p(t)))
solution ⌬x which at the same time minimizes the magnitude: ʈ J ⌬x ϩ F(x)ʈ. The geometric constructions associated with the projec-
(t) ϩ u(t)) и q(t)) tion method can be explained as follows. Assume J ⌬x is ϭ qЈ(t) и ( p(t) ϩ u(t)) и q(t) ϩ q(t) и ( p(t) ϩ u(t)) и qЈ(t) the orthogonal projection of ϪF(x) into the column space
to the column space of J (i.e., orthogonal to each column ϭ Ϫp(t) ϫ Ͷ(t) ϩ R q(t) (uЈ(t) ϩ pЈ(t)).
of J). Therefore, we have tions ⌬x may be required. For example, when the animator This solution space is exactly the same as the solution space wants to move the camera with little change of focus and/ of the equation or camera rotation to facilitate more comfortable viewing of the scene, a different solution ⌬x should be chosen. That J ⌬x ϭ ϪF (x), (30) is, higher weights should be given to the parameters for fewer changes. Furthermore, the camera parameters (i.e., where ϪF (x) is the projection of the vector ϪF(x) into the focus, translation, and rotation) have different units of column space of J. This is because Eq. (29) is a necessary measure; thus, it is irrational to treat them with equal condition of Eq. (30) and the two solution spaces have weight. the same dimension (7 Ϫ r). Therefore, the least-squares A simple way to enforce this change is to scale the solution ⌬x of Eq. (29) provides the least squares solution camera parameter space in different ratios. To give differfor the given linear system of Eq. (28). The corresponding ent weights to the camera parameters, we change J ⌬x ϭ pseudo inverse is given as follows:
Weight of Camera Parameters and
ϪF ( comes a weighted solution. specify (even intentionally) conflicting inputs on different image control points; that is, our Jacobian matrix J usually As we assign different weights to the image control points, the space R 2m is scaled with different ratios along has its full rank 2m. In the overconstrained case of m Ն 4, however, it is inevitable to have some conflicts because different axes. Therefore, the column space of J also changes into a different vector subspace in R
2m
. Conseof the upper limit 7 for the rank of the matrix J T J. Unfortunately, in most of the test examples (for the case of m Ն quently, the orthogonal projection vector ϪF (x) and the least-squares solution ⌬x also change. This means that the 4), we have experienced that our Jacobian matrix has rank 6 only, not its full rank 7. This is because the effect of a selection of the least squares solution ⌬x can be controlled by assigning different weights to the image control points. focal length control can be achieved by translating the camera forward/backward to the camera viewing direction. However, this change does not take effect when there is at least one solution ⌬x, that is, when the vector ϪF(x) is Consequently, the first column of J (corresponding to the focal length control) is nearly redundant. In keyframe ani-already in the column space of J. In this case, ϪF(x) projects onto itself no matter how the column space of J is mation, the virtual camera is usually controlled with a fixed focal length, except in a few scenes which require special transformed, and we always have ʈ J ⌬x ϩ F(x)ʈ ϭ 0.
The row weighting scheme is useful in camera control. camera effects. Therefore, we use a fixed focal length in the overconstrained case. The resulting Jacobian matrix J For example, the animator may wish to design the main camera motion with two or three control points and add is a 2m ϫ 6 matrix which is obtained by removing the first column of our Jacobian matrix J.
a few more additional fine controls. To determine the contribution of each control point to the selection of the least When the square matrix J T J is nonsingular, we can apply a more efficient matrix inversion algorithm (e.g., the LU squares solution ⌬x, we give different weight to each row of the matrix J. The given linear system J ⌬x ϭ ϪF(x) is decomposition of Gauss Elimination) to compute ( J T J) Ϫ1 instead of using the SVD method (which takes about five then changed into the form D r J ⌬x ϭ ϪD r F(x), where the row weighting matrix D r is a 2m ϫ 2m diagonal matrix. times more computation). This is also an important advantage of our Jacobian matrix over that of Gleicher and The diagonal element (D r ) ii is a weight value for the i/2th control point. This row weighting can be com-Output: x (iϩ1) : the approximate solution of V P (x) ϭ H 0 ; begin bined with the column weighting of Eq. (31) 
); the start of the scene may not work well at the end of the /*
) , scene. It is desirable to limit the effect of each control point ⌬x (i) ϭ (⌬f (i) , ⌬u
, Ͷ
) , to a certain time interval while keeping the smoothness of ⌬t is the time step for the Newton Approxithe camera motion. To do this, each control point p i is mation */ assigned with an active time interval [s i , e i ] during which
, the control point is valid. Furthermore, the active set A(t) at time t is defined to be the set of image control points
); which is active at time t,
); end where p i is the ith control point. The Jacobian matrix J at end time t is constructed from the active control points in A(t).
To keep the smoothness of the camera motion at t ϭ s i
The procedure Camera-Control produces a sequence of and t ϭ e i , for each p i ʦ A(t), we need to use a non-camera parameters from the start time f s to the end time negative smooth function w i (t) ϭ (D r ) ii which is 0 for t Յ f e . The control of the camera motion is given by H f e , and s i or t Ն e i .
the path of the image control points P is generated as the straight line (which can be replaced with other curves)
IMPLEMENTATION AND EXPERIMENTAL from the initial position H f s to the final position H f e :
RESULTS
The camera control process is briefly summarized in the
At each time step f j , the camera parameter x f j is obtained Input: f s , f e : the start and end frames; from the procedure Newton, where the solution x f j is nux f s : the start camera parameters; merically computed by the Newton approximation method H f e : the end positions of the image control points; described in Section 4, starting from the initial value Output: x f s , . . . , x f e : a sequence of camera parameters;
x f j Ϫ1 . The procedure Newton is designed for the applicabegin tions in keyframe animation, which require high precision
numerical approximation. For the real-time applications in for f j :ϭ f s ϩ 1 to f e do 3D user interface, the computation time is more important begin than the numerical precision. In that case, we can set the iteration number MAX-ITERATION to 1 and simply re-
turn the first value x (1) evaluated in the procedure. Three experimental results are demonstrated in Fig. 4  H f 
and Table 1 . The cases of controlling three and four image points are shown in Figs. 4a and 4b , respectively. In these end end two cases, the 3D points are stationary points. Figure 4c shows the camera control for three moving 3D points. The Newton (x (0) , H (0) , H 0 ) Input: x (0) : the initial camera parameters; numerical approximations up to three control points are accurate as shown in Figs. 4a and 4c. However, in the
m ): the start positions of the image control points; overconstrained case of controlling more than three points, we have experienced large approximation errors as shown H 0 : the destination positions of the image control points;
in Fig. 4b .
FIG. 4. Experimental results.
7. KEYFRAME ANIMATION OF VIRTUAL tion 6. However, there is a serious problem that should be resolved before we apply the method. In the procedure
CAMERA PARAMETERS
Camera-Control, the camera parameter x i at the ith frame Most computer animation systems control the camera is used as the initial value for the procedure Newton to motion using keyframe animation technique, i.e., by inter-compute the camera parameter x iϩ1 at the (i ϩ 1)th frame. polating the camera parameters specified at each keyframe. There is no consideration of the end frame parameter Each parameter is interpolated without regard to other x f e . Therefore, the last frame parameter generated by Newcamera parameters. Therefore, the interpolation does not ton is not guaranteed to be identical to the given end frame facilitate the synchronization of different camera parame-parameter x f e . For example, consider the case of manipulatters to generate natural camera motion. In this section, ing three image control points. In this case, even if all three we consider how to use through-the-lens camera control image control points are interpolated exactly, there is still technique to resolve this problem.
one extra degree of freedom left for the final camera parameter. The sequence ͕x i ͖ may converge to any of them, 7.1. Blending Two Sequences of Camera Parameters not necessarily to the end frame parameter x f e . Moreover, in the overconstrained case, due to the error in the leastConsider the interpolation of two consecutive keyframes. First of all, the user specifies a few control points squares approximation, the sequence may not converge to x f e exactly. (e.g., three points), and specifies a trace curve for each control point on the camera view plane. Then, the interpoTo resolve this problem, we blend two camera parameter sequences: one generated from x f s toward x f e (forward conlation is done, using the procedure Camera-Control of Sec- 
control). The blended sequence interpolates x f s and x f e at the frames t ϭ f s and f e , respectively. (See [16, 18] for The spherical linear interpolation [23] is defined by similar techniques to generate rotational and dynamic motion curves while interpolating given boundary conditions.)
Slerp(q 1 , q 2 , t) ϭ exp(t log(q 2 и q Ϫ1 )) и q 1 , The pseudo code is given as follows:
f s , f e : the start and end keyframes; which is the internal division of the geodesic arc from q 1 x f s , x f e : the start and end keyframe camera param-to q 2 in the ratio of t : (1 Ϫ t). (See [7, 15, 16] for the eters; definition of the exponential and logarithmic maps: exp H f s , H f e : the start and end positions of the image and log.) The first Camera-Control in the above pseudo control points; code is a backward control process which starts from x f e Output: x f s ϩ1 , . . . , x f e Ϫ1 : a sequence of camera parameters; and has H f s as the end positions of the image control points. begin
The end value of the backward control may be different Camera- Control( f e , f s , x f e , H f s ) from the start camera control parameter x f s . The second
Camera-Control generates a forward control sequence of y i ϭ x f s ϩf e Ϫi ; camera parameters. By blending the two sequences (one Camera-Control( f s , f e , x f s , H f e );
forward and the other backward), we get a sequence of t ϭ 0; camera parameters which is continuously changing from x f s to x f e . (See Fig. 8 .) ⌬t ϭ 1 f e Ϫ f s ; When the result of the forward control is quite different from that of the backward control, the blended sequence for i ϭ f s ϩ 1 to f e Ϫ 1 do begin of camera parameters generates the trace curves of image control points which are much deviated from the given t ϭ t ϩ ⌬t;
curves H i 's. In this case, we can further postprocess the blended sequence of camera parameters so that it
generates trace curves which fit tightly to the given H i 's by using the correction technique to be discussed in end end Section 7.2.
are designed by the user. Then, using the gradient method, the trace curves are automatically modified to the correction curve shapes. For example, the simplest correction curve may be given as the straight line which connects the two end points of the trace curve. Given a sequence of camera parameters, X ϭ ͕x f s , x f s ϩ1 , . . . , x f e ͖, and an m-tuple of correction curves, H c (t), the energy function E(X ) is defined by
, and C i (x i ) is the acceleration penalty function which gives penalty in proportion to the magnitude of the acceleration of the camera parameter, and k c is the penalty weight. Figure 6 shows two sequences of the camera parameters. Curve (a) is obtained by minimizing the energy function
there is a stiff interval where the camera parameter changes rapidly; whereas in Curve (b), the change is much slower. Stiff camera parameter change generates discontinuous scene change which may look awkward. The stiffness occurs when a point x i on an energy hill is about to go down the hill far from the nearby points x iϪ1 and x iϩ1 , which should be prohibited. Thus, the penalty function C i (x i ) is required to reduce the stiffness. The resulting algorithm is given as follows:
Graphs of camera parameters.
where ٌE i and ٌC i are the gradients of E i and C i , respec-7.2. Correction to Frame Sequence of tively (see Fig. 7 ), and Ͱ is a nonnegative scalar constant.
Camera Parameters
The separation of the iteration into two loops increases the convergence rate of the trace curves. For each correcThrough-the-lens control technique can also be applied to modify the sequence of camera parameters which is generated by other virtual camera control methods. When the trace curves of image control points have complex shapes, the generated scene whirls or shakes dizzily. The awkwardness of the scene is related to the shape complexity of the trace curves. For example, in the case of shaking scenes, the trace curves have many wiggles and/or cusps. Therefore, by modifying the trace curves to those with simple shapes, we can facilitate a much smoother scene change. However, it is not easy to quantify the shape complexity of the trace curves and to search for the optimal curves which have the lowest shape complexity. To simplify the trace curve shape, we use correction curves to which tion, we repeat the above two loops. The gradient ٌE i is given by
and the gradient ٌC(x i ) is defined geometrically as
where log is the logarithmic map defined on unit quaternions [7, 15, 16] . Figure 8 shows blending of forward and backward controls.
Degenerate Cases
A serious problem in the integration of a tangent vector field is how to deal with the singularities of the vector field. Although virtual camera control is a relatively simple nonlinear inversion problem, we have observed some cha- otic behaviors of the camera motion when the input speci-
Extensions to Other Camera Models
There are three common representations for camera rotation:
the Euler angles modeled by
2. the unit quaternions modeled by S 3 , and 3. the Fibre bundle structure locally modeled by S 2 ϫ S 1 (see Shoemake [24] ).
In general, each representation of camera rotation is modeled by a certain 3-dimensional manifold M and a parameterization map, F: M Ǟ SO(3), where SO(3) is the 3D rotation group. Some basic requirements for the map F are:
• F(M) covers the whole space SO(3) (i.e., F is a surjective map),
• F is differentiable,
• F is locally invertible, and • F preserves the metric properties of M to SO(3), and vice versa (i.e., F is a local isometry).
Unfortunately, only the unit quaternion space S 3 satisfies all these criteria. The other two models R 3 and S 2 ϫ S 1 satisfy:
• only the first and second conditions perfectly,
• the third condition almost everywhere except some singularities, and
• the last condition only near the identify of M.
The singularities in the two representations, R 3 and S 2 ϫ S 1 , have two different origins. The Euler angle representation has singularity called gimbal lock at which the mapping F is many-to-one, whereas the fiber bundle structure S 2 ϫ
FIG. 9.
Degenerate case with nonsmooth vector field. S 1 has singularity resulting from a certain limitation in the differential structure of S 2 . We discuss more details on the gimbal lock of Euler fications are not given in proper way (see Fig. 9 ). In these angles. Let , , denote the pan, tilt, and roll angles, degenerate cases, even the techniques discussed in Sections respectively, defined as follows (see Drucker [9] ): 7.1 and 7.2 do not produce smooth camera motions. The characterization of these phenomena may require more 1. pan: Rotation of the camera about the vertical axis, advanced mathematical tools from dynamical systems [14] .
2. tilt: Rotation of the camera about the lateral axis, and In Fig. 9 , the gray curves show the actual trace curves of the image control points. There is an abrupt change of 3. roll: Rotation of the camera about the viewing dicamera parameter in the middle of the control. We experi-rection. mented with a fixed focal length. This is because the focal (These are cinematic terms [9] ; in engineering, the pan, length easily diverges at singularity, which makes the visutilt, and roll angles are usually called yaw, pitch, and roll alization of the scene itself very difficult.
angles, respectively.) Then, F(, , ) represents the resulting camera rotation which is obtained by applying the 8. POSSIBLE EXTENSIONS three component rotations: pan, tilt, and roll, in that order. The gimbal lock occurs when we have the tilt angle ϭ The basic result of this paper can be extended to other camera models and to other camera and motion control Ϯȏ/2, that is, when the camera viewing direction is parallel/ opposite to the global view-up vector. In this case, for a techniques. In this section, we briefly outline some possible extensions to these general camera models and motion fixed value of Ͱ, the different Euler angles (, Ϯȏ/2, Ͱ Ϫ ), Ϫȏ Ͻ Յ ȏ, represent the same camera rotation. These control problems.
Euler angles define a curve embedded in R 3 (equivalently, are much more complex than the case of S 3 , they are computable and locally invertible. Therefore, by switching a great circle embedded in
between the two maps F 1 and F 2 if necessary, it is possible to extend our approach to the through-lens-camera control
represented by other camera models such as the Euler angle and the fiber bundle structure. (SO(3) ), lated as a constrained nonlinear optimization problem, which is then solved by the Sequential Quadratic programhas rank deficiency, which implies that the map F itself is ming (SQP) technique (see [5] ). In this section, we review locally non-invertible. Near such a singularity, the behavior the SQP formulation as an (m ϩ 7) ϫ (m ϩ 7) square of F becomes irregular.
matrix equation, where m is the number of constraints. At The singularity in the fibre bundle structure S 2 ϫ S 1 the same time, we discuss some limitations of the SQP results from the limitation in the differential structure of approach in the camera control problem and suggest a S 2 . As we have discussed in Section 3.1, the Lie group reformulation of the nonlinear optimization as a target structure of S 3 provides a canonical coordinate system on tracking problem. each tangent space T q (S 3 ) so that any tangent vector v q ʦ
There is an important distinction between the two usages T q (S 3 ) can be identified with a tangent vector v 1 ʦ T 1 (S 3 ) of the SQP formulation in Cohen [5] and Drucker [9] .
. The spherical Lie In the space-time control of animation [5] , the optimal groups S 1 and S 7 also have this property. However, in the solution obtained from the SQP formulation is a naturalcase of S 2 , it is quite well-known that there is no possible looking animation which satisfies all the dynamic as well as way to define a nowhere-vanishing smooth tangent vector kinematic constraints specified for the moving mechanism. field on S 2 [25] . This implies that it is impossible to define That is, the final solution is a motion curve, not simply a coordinate system on each tangent plane of T p (S 2 ), where the final end point of the motion curve. The intermediate p ʦ S 2 , so that the coordinate system changes smoothly values of the state variable x in the optimization process on S 2 . There is at least one singular point on S 2 at which the are not directly related with the resulting motion; only the neighboring coordinate systems change quite dramatically. final optimal solution produces the motion. Therefore, in
The local fibre bundle structure S 2 ϫ S 1 represents the the middle of the optimization, the deviation from some camera viewing direction by the spherical component S 2 , constraints is acceptable as long as the final solution satisand the rolling angle (i.e., the rotation about the camera fies all the constraints specified. Cohen [5] approximates viewing direction) by the circular component S 1 . Unfortu-the motion curve by a piecewise cubic B-spline curve with nately, the fibre bundle representation, when interpreted a finite number (say, k) of B-spline control points. Thereglobally, has a singularity at (Ϫ1, 0, 0) ʦ S 2 ; that is, when fore, the corresponding SQP formulation is given by an the camera viewing direction is the opposite to that of (m ϩ 7k) ϫ (m ϩ 7k) square matrix equation. the standard camera orientation, there is no well-defined
In the camera control of Drucker [9] , the objective funcrepresentation for the camera orientation. For example, tions are specified mainly for the desired final state of the when the camera has an orientation corresponding to the optimization process, whereas the constraint equations are Euler angle (, , ) ϭ (ȏ, 0, ), for some angle , its required to be satisfied all the time. The resulting camera fiber bundle representation has (Ϫ1, 0, 0) as the spherical motion is obtained as the sequence of intermediate values component; however, no matter what angle we specify for of the state variable x in the optimization process. Therethe circular component, there is no continuity with the fore, it is quite natural to interpret this solution process as fiber bundle representations of its neighboring points. This a constrained target tracking procedure for the final goal. phenomenon is also closely related with the fact that there The constraint equations are required to be satisfied (or are infinitely many great circles which connect the two approximated in the least squares sense) all the time. In antipodal points (1, 0, 0) and (Ϫ1, 0, 0) ʦ S 2 .
this respect, the SQP formulation of Cohen [5] is not quite A simple technique to deal with the singularities in the appropriate for the solution process outlined in Drucker map, F: M Ǟ SO(3), is to use two maps, F i : M i Ǟ SO(3), [9] . We discuss more details below. for i ϭ 1, 2, so that each singularity of F 1 is covered by a nonsingularity of the other map F 2 , and vice versa. Except Sequential Quadratic Programming. Given an objective function f (x) and m constraints C i (x), the Lagrange the regions near the singularities, each map F i (i ϭ 1, 2) performs reasonably well. Although the Jacobian matrices equation is formulated as as closely as possible. Therefore, the resulting optimal solu-is in the column space of the 7 ϫ m matrix ٌC(x) T . Therefore, the column space projection of the vector in the righttion provides a pseudo physical solution which is doing its best to follow the physical laws and other keyframe hand side of Eq. (40) [9] do not use the high-dimensional space-time When the magnitude of is large, this difference may approach of Cohen [5] . For efficiency reasons, Drucker influence the selection of ẋ quite significantly. [9] uses a 7-dimensional state variable x to represent the The Lagrangian in classical mechanics is given as a funccamera configuration at a variable time t. The camera motional L(x, ẋ ) of the state variable x and its time derivative tion is controlled by following the trace curve of x which ẋ (see [1] ). There are two components which comprise the is generated in the nonlinear optimization process, i.e., the Lagrangian L(x, ẋ ); one is the conservative energy term sequence of approximate solutions of x in the Newton U(x) (which is a function of x) and the other is the kinetic approximation of the Lagrange equation: ٌL(x, ) ϭ 0. energy term T(ẋ ) ϭ ʈẋ ʈ 2 (which is a function of ẋ ). In The SQP formulation has some shortcomings when it is contrast to this generic formulation of the total energy used in the solution process of a constrained target tracking in a physical system, the Lagrangian L(x, ) of the SQP problem. First of all, the intermediate solutions of x may formulation is given by be allowed to have some deviations from the constraint equations: C i (x) ϭ 0, for i ϭ 1, . . . , m. This is unacceptable L(x, ) ϭ f(x) ϩ T и C(x), for hard constraints. Therefore, at each step of the optimization, we first need to solve Eq. (39) and then proceed to solve Eq. (41) under the condition: C(x) ϭ 0. However, for which the physical meaning is not clear, especially due even this approach does not facilitate an efficient algo-to the extra variable . rithm. We illustrate some more details below.
In the SQP formulation of Cohen [5] , the physical meanThe matrix equation has second order partial derivatives ing is specified as constraint equations. Therefore, as long of the objective function f (x) and the constraint equations as all the physical constraints are satisfied, the resulting C i (x) ϭ 0, for i ϭ 1, . . . , m. Since the overall computation motion (as the solution of the optimization process) follows is intended to solve the first derivative vector ẋ , the second the physical law, while minimizing the external energy order derivative information is quite redundant. When the specified as the objective function. In the space-time congradient vectors ٌC i (x) and the Hessian matrices ٌ 2 C i (x) trol of animation in Cohen [5] , the intermediate approxiare available, for i ϭ 1, . . . , m, one should be able to mate solutions in the nonlinear optimization are not dilocally approximate the constraint space C(x) ϭ 0 by a rectly related to the final animation. Therefore, the (7 Ϫ m)-dimensional parametric hypersurface in R 7 . (For deviation from the constraint equations does not cause any example, when two implicit surfaces are given in R 3 , their problem as long as the deviation converges to 0 as the intersection curve can be locally approximated by a cubic approximation approaches the final solution. However, in parametric curve. The curvature and torsion of the inter-the constrained target tracking procedure such as the apsection curve can be evaluated based on the two surface proach outlined in Drucker [9] , the intermediate approxigradient vectors and their Hessian matrices [2] .) Subse-mate solutions in the nonlinear optimization produce the quently, in the local neighborhood, the nonlinear optimiza-resulting camera motion under consideration. Therefore, tion problem in R 7 with m constraints can be reduced to a the hard constraints must be satisfied at each step of the nonlinear optimization problem in R 7Ϫm with no constraint. optimization. This requirement also restricts the solution When we restrict the problem to the computation of ẋ , space of ẋ to a (7 Ϫ m)-dimensional subspace. we have to search the vector ẋ in the orthogonal space of Target Tracking. The SQP formulation allows a single the m vectors ٌC i (x) in R 7 , i ϭ 1, . . . , m. Therefore, the objective function, whereas Drucker [9] specifies multiple solution space of ẋ is constrained to R 7Ϫm defined by the objective functions. Therefore, the optimization is solved m constraints C i (x) T и ẋ ϭ 0, for i ϭ 1, . . . , m. However, as a minimax problem in which the maximum of the multithe SQP formulation has an (m ϩ 7) ϫ (m ϩ 7) square ple objective functions is minimized. Under such a minimax matrix equation, which becomes the larger as the more strategy, a specific objective function comes into effect only constraints are used. This is quite counter-intuitive to our when it has the largest value among many others; therefore, interpretation of the constraint space as a (7 Ϫ m)-dimenit is somewhat difficult to synchronize the interactions sional manifold.
among different objective criteria. For this purpose of synIn Equation (40), the vector chronization, we may formulate a single total objective function by a weighted summation of the multiple objective T и ٌC(x) ϭ ٌC(x)
T и
