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Abstract. Face recognition has witnessed great progress in recent years,
mainly attributed to the high-capacity model designed and the abundant
labeled data collected. However, it becomes more and more prohibitive
to scale up the current million-level identity annotations. In this work,
we show that unlabeled face data can be as effective as the labeled ones.
Here, we consider a setting closely mimicking the real-world scenario,
where the unlabeled data are collected from unconstrained environments
and their identities are exclusive from the labeled ones. Our main in-
sight is that although the class information is not available, we can still
faithfully approximate these semantic relationships by constructing a re-
lational graph in a bottom-up manner. We propose Consensus-Driven
Propagation (CDP) to tackle this challenging problem with two mod-
ules, the “committee” and the “mediator”, which select positive face
pairs robustly by carefully aggregating multi-view information. Exten-
sive experiments validate the effectiveness of both modules to discard
outliers and mine hard positives. With CDP, we achieve a compelling
accuracy of 78.18% on MegaFace identification challenge by using only
9% of the labels, comparing to 61.78% when no unlabeled data are used
and 78.52% when all labels are employed.
1 Introduction
Modern face recognition system mainly relies on the power of high-capacity
deep neural network coupled with massive annotated data for learning effec-
tive face representations [26,14,21,29,11,3,32]. From CelebFaces [25] (200K im-
ages) to MegaFace [13] (4.7M images) and MS-Celeb-1M [9] (10M images), face
databases of increasingly larger scale are collected and labeled. Though impres-
sive results have been achieved, we are now trapped in a dilemma where there
are hundreds of thousands manually labeling hours consumed behind each per-
centage of accuracy gains. To make things worse, it becomes harder and harder
to scale up the current annotation size to even more identities. In reality, nearly
all existing large-scale face databases suffer from a certain level of annotation
noises [5]; it leads us to question how reliable human annotation would be.
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To alleviate the aforementioned challenges, we shift the focus from obtain-
ing more manually labels to leveraging more unlabeled data. Unlike large-scale
identity annotations, unlabeled face images are extremely easy to obtain. For
example, using a web crawler facilitated by an off-the-shelf face detector would
produce abundant in-the-wild face images or videos [24]. Now the critical ques-
tion becomes how to leverage the huge existing unlabeled data to boost the
performance of large-scale face recognition. This problem is reminiscent of the
conventional semi-supervised learning (SSL) [34], but significantly differs from
SSL in two aspects: First, the unlabeled data are collected from unconstrained
environments, where pose, illumination, occlusion variations are extremely large.
It is non-trivial to reliably compute the similarity between different unlabeled
samples in this in-the-wild scenario. Second, there is usually no identity overlap-
ping between the collected unlabeled data and the existing labeled data. Thus,
the popular label propagation paradigm [35] is no longer feasible here.
In this work, we study this challenging yet meaningful semi-supervised face
recognition problem, which can be formally described as follows. In addition to
some labeled data with known face identities, we also have access to a massive
number of in-the-wild unlabeled samples whose identities are exclusive from the
labeled ones. Our goal is to maximize the utility of the unlabeled data so that
the final performance can closely match the performance when all the samples
are labeled. One key insight here is that although unlabeled data do not provide
us with the straightforward semantic classes, its inner structure, which can be
represented by a graph, actually reflects the distribution of high-dimensional face
representations. The idea of using a graph to reflect structures is also adopted
in cross-task tuning [31]. With the graph, we can sample instances and their
relations to establish an auxiliary loss for training our model.
Finding a reliable inner structure from noisy face data is non-trivial. It is
well-known that the representation induced by a single model is usually prone
to bias and sensitive to noise. To address the aforementioned challenge, we
take a bottom-up approach to construct the graph by first identifying positive
pairs reliably. Specifically, we propose a novel Consensus-Driven Propaga-
tion (CDP)12 approach for graph construction in massive unlabeled data. It
consists of two modules: a “committee” that provides multi-view information on
the proposal pair, and a “mediator” that aggregates all the information for a
final decision.
The “committee” module is inspired by query-by-committee (QBC) [22]
that was originally proposed for active learning. Different from QBC that mea-
sures disagreement, we collect consents from a committee, which comprises a
base model and several auxiliary models. The heterogeneity of the committee
reveals different views on the structure of the unlabeled data. Then positive pairs
are selected as the pair instances that the committee members most agree upon,
rather than the base model is most confident of. Hence the committee module
is capable of selecting meaningful and hard positive pairs from the unlabeled
1 Project page: http://mmlab.ie.cuhk.edu.hk/projects/CDP/
2 Code: https://github.com/XiaohangZhan/cdp/
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data besides just easy pairs, complementing the model trained from just labeled
data. Beyond the simple voting scheme, as practiced by most QBC methods, we
formulate a novel and more effective “mediator” to aggregate opinions from the
committee. The mediator is a binary classifier that produces the final decision as
to select a pair or not. We carefully design the inputs to the mediator so that it
covers distributional information about the inner structure. The inputs include
1) voting results of the committee, 2) similarity between the pair, and 3) local
density between the pair. The last two inputs are measured across all members
of the committee and the base model. Thanks to the “committee” module and
the “mediator” module, we construct a robust consensus-driven graph on the
unlabeled data. Finally, we propagate pseudo-labels on the graph to form an
auxiliary task for training our base model with unlabeled data.
To summarize, we investigate the usage of massive unlabeled data (over 6M
images) for large-scale face recognition. Our setting closely resembles real-world
scenarios where the unlabeled data are collected from unconstrained environ-
ments and their identities are exclusive from the labeled ones. We propose
consensus-driven propagation (CDP) to tackle this challenging problem with
two carefully-designed modules, the “committee” and the “mediator”, which
select positive face pairs robustly by aggregating multi-view information. We
show that a wise usage of unlabeled data can complement scarce manual la-
bels to achieve compelling results. With consensus-driven propagation, we can
achieve comparable results by only using 9% of the labels when compared to its
fully-supervised counterpart.
2 Related Work
Semi-supervised Face Recognition. Semi-supervised learning [34,4] is pro-
posed to leverage large-scale unlabeled data, given a handful of labeled data. It
typically aims at propagating labels to the whole dataset from limited labels, by
various ways, including self-training [30,19], co-training [2,16], multi-view learn-
ing [20], expectation-maximization [6] and graph-based methods [36]. For face
recognition, Roli and Marcialis [18] adopt a self-training strategy with PCA-
based classifiers. In this work, the labels of unlabeled data are inferred with an
initial classifier and are added to augment the labeled dataset. Zhao et al. [33]
employ Linear Discriminant Analysis (LDA) as the classifier and similarly use
self-training to infer labels. Gao et al. [8] propose a semi-supervised sparse repre-
sentation based method to handle the problem in few-shot learning that labeled
examples are typically corrupted by nuisance variables such as bad lighting,
wearing glasses. All the aforementioned methods are based on the assumption
that the set of categories are shared between labeled data and unlabeled data.
However, as mentioned before, this assumption is impractical when the quantity
of face identities goes massive.
Query-by-Committee. Query By Committee (QBC) [22] is a strategy relying
on multiple discriminant models to explore disagreements, thus mining meaning-
ful examples for machine learning tasks. Argamon-Engelson et al. [1] extend the
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QBC paradigm to the context of probabilistic classification and apply it to nat-
ural language processing tasks. Loy et al. [15] extend QBC to discover unknown
classes via a framework for joint exploration-exploitation active learning. These
previous works make use of the disagreements of the committee for threshold-
free selection. On the contrary, we exploit the consensus of the committee and
extend it to the semi-supervised learning scenario.
3 Methodology
We first provide an overview of the proposed approach. Our approach consists
of three stages:
1) Supervised initialization - Given a small portion of labeled data, we
separately train the base model and committee members in a fully-supervised
manner. More precisely, the base model B and all the N committee members
{Ci|i = 1, 2, . . . , N} learn a mapping from image space to feature space Z using
labeled data Dl. For the base model, this process can be denoted as the mapping:
FB : Dl 7→ Z, and as for committee members: FCi : Dl 7→ Z, i = 1, 2, . . . , N .
2) Consensus-driven propagation - CDP is applied on unlabeled data to se-
lect valuable samples and conjecture labels thereon. The framework is shown in
Fig. 1. We use the trained models from the first stage to extract deep features
for unlabeled data and create k-NN graphs. The “committee” ensures the diver-
sity of the graphs. Then a “mediator” network is designed to aggregate diverse
opinions in the local structure of k-NN graphs to select meaningful pairs. With
the selected pairs, a consensus-driven graph is created on the unlabeled data and
nodes are assigned with pseudo labels via our label propagation algorithm.
3) Joint training using labeled and unlabeled data - Finally, we re-train
the base model with labeled data, and unlabeled data with pseudo labels, in a
multi-task learning framework.
3.1 Consensus-Driven Propagation
In this section, we formally introduce the detailed steps of CDP.
i. Building k-NN Graphs. For the base model and all committee members, we
feed them with unlabeled data Du as input and extract deep features FB (Du)
and FCi (Du). With the features, we find k nearest neighbors for each sample
in Du by cosine similarity. This results in different versions of k-NN graphs, GB
for the base model and GCi for each committee member, totally N + 1 graphs.
The nodes in the graphs are examples of the unlabeled data. Each edge in the
k-NN graph defines a pair, and all the pairs from the base model’s graph GB
form candidates for the subsequent selection, as shown in Fig. 1.
ii. Collecting Opinions from Committee. Committee members map the
unlabeled data to the feature space via different mapping functions {FCi |i =
1, 2, . . . , N}. Assume two arbitrary connected nodes n0 and n1 in the graph cre-
ated by the base model, and they are represented by different versions of deep
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Fig. 1: Consensus-Driven Propagation. We use a base model and committee mod-
els to extract features from unlabeled data and create k-NN graphs. The input to
the mediator is constructed by various local statistics of the k-NN graphs of the base
model and committee. Pairs that are selected by the mediator compose the “consensus-
driven graph”. Finally, we propagate labels in the graph, and the propagation for each
category ends by recursively eliminating low-confidence edges.
features {FCi(n0)|i = 1, 2, . . . , N} and {FCi(n1)|i = 1, 2, . . . , N}. The commit-
tee provides the following factors:
1) The relationship, R, between the two nodes. Intuitively, it can be understood
as whether two nodes are neighbors in the view of each committee member.
R
(n0,n1)
Ci
=
{
1 if (n0, n1) ∈ E (Gci)
0 otherwise.
, i = 1, 2, . . . , N, (1)
where Gci is the k-NN graph of i-th committee model and E denotes all edges of
a graph.
2) The affinity, A, between the two nodes. It can be computed as the similar-
ity measured in the feature space with the mapping functions defined by the
committee members. Assume that we use cosine similarity as a metric,
A
(n0,n1)
Ci
= cos (〈FCi (n0) ,FCi (n1)〉) , i = 1, 2, . . . , N. (2)
3) The local structures w.r.t each node. This notion can refer to the distribution
of a node’s first-order, second-order, and even higher-order neighbors. Among
them the first-order neighbors play the most important role to represent the
“local structures” w.r.t a node. And such distribution can be approximated as
the distribution of similarities between the node x and all of its neighbors xk,
where k = 1, 2, ...,K.
DxCi = {cos (〈FCi (x) ,FCi (xk)〉) , k = 1, 2, . . . ,K}, i = 1, 2, . . . , N. (3)
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Fig. 2: Committee and Mediator. This figure illustrates the mechanisms of
committee and mediator. The figure shows some sampled nodes in different ver-
sions of graphs brought by the base model and the committee. In each row,
the two red nodes are candidate pairs. The pair in the first row is classified
as positive by the mediator, while the pair in the second row is considered as
negative. The committee provides diverse opinions on “relationship”, “affinity”,
and “local structure”. The “local structure” is represented as the distribution of
first-order (red edges) and second-order (orange edges) neighbors. Note that the
figure only shows the “local structure” centered on one of the two nodes (the
node with double circles).
As illustrated in Fig. 2, given a pair of nodes extracted from the base model’s
graph, the committee members provide diverse opinions to the relationships, the
affinity and the local structures, due to their nature of heterogeneity. From these
diverse opinions, we seek to find a consent through a mediator in the next step.
iii. Aggregate Opinions via Mediator. The role of a mediator is to aggregate
and convey committee members’ opinions for pair selection. We formulate the
mediator as a Multi-Layer Perceptron (MLP) classifier albeit other types of
classifier are applicable. Recall that all pairs extracted from the base model’s
graph constitute the candidates. The mediator shall re-weight the opinions of
the committee members and make a final decision by assigning a probability to
each pair to indicate if a pair shares the same identity, i.e., positive, or have
different identities, i.e., negative.
The input to the mediator for each pair (n0, n1) is a concatenated vector
containing three parts (here we denote B as C0 for simplicity of notation):
1) “relationship vector” IR ∈ RN : IR =
(
. . . R
(n0,n1)
Ci
. . .
)
, i = 1, 2, . . . , N , from
the committee.
2) “affinity vector” IA ∈ RN+1: IA =
(
. . . A
(n0,n1)
Ci
. . .
)
, i = 0, 1, 2, . . . , N, from
both the base model and the committee.
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3) “neighbors distribution vector” including “mean vector” IDmean ∈ R2(N+1)
and “variance vector” IDvar ∈ R2(N+1):
IDmean =
(
. . . E
(
Dn0Ci
)
. . . , . . . E
(
Dn1Ci
)
. . .
)
, i = 0, 1, 2, . . . , N,
IDvar =
(
. . . σ
(
Dn0Ci
)
. . . , . . . σ
(
Dn1Ci
)
. . .
)
, i = 0, 1, 2, . . . , N,
(4)
from both the base model and the committee for each node. Then it results
in 6N + 5 dimensions of the input vector. The mediator is trained on Dl, and
the objective is to minimize the corresponding Cross-Entropy loss function. For
testing, pairs from Du are fed into the mediator and those with a high probability
to be positive are collected. Since most of the positive pairs are redundant, we
set a high threshold to select pairs, thus sacrificing recall to obtain positive pairs
with high precision.
iv. Pseudo Label Propagation. The pairs selected by the mediator in the
previous step compose a “Consensus-Driven Graph”, whose edges are weighted
by pairs’ probability to be positive. Note that the graph does not need to be a
connected graph. Unlike conventional label propagation algorithms, we do not
assume labeled nodes on the graph. To prepare for subsequent model training,
we propagate pseudo labels based on the connectivity of nodes. To propagate
pseudo labels, we devise a simple yet effective algorithm to identify connected
components. At first, we find connected components based on the current edges
in the graph and add it to a queue. For each identified component, if its node
number is larger than a pre-defined value, we eliminate low-score edges in the
component, find connected components from it, and add the new disjoint compo-
nents to the queue. If the node number of a component is below the pre-defined
value, we annotate all nodes in the component with a new pseudo label. We
iterate this process until the queue is empty when all the eligible components
are labeled.
3.2 Joint Training using Labeled and Unlabeled Data
Once the unlabeled data are assigned with pseudo labels, we can use them to
augment the labeled data and update the base model. Since the identity inter-
section of two data sets is unknown, we formulate the learning in a multi-task
training fashion, as shown in Fig. 3. The CNN architectures for the two tasks
are exactly the same as the base model, and the weights are shared. Both CNNs
are followed by a fully-connected layer to map deep features into the respec-
tive label space. The overall optimization objective is L = λ∑xl,yl ` (xl, yl) +
(1− λ)∑xu,ya ` (xu, ya), where the loss, `(·), is the same as the one for training
the base model and committee members. In the following experiments, we employ
softmax as our loss function. But note that there is no restriction to which loss
is equipped with CDP. In Section 4.3, we show that CDP still helps considerably
despite with advanced loss functions. In this equation, {xl, yl} denotes labeled
data, while {xu, ya} denotes unlabeled data and the assigned labels. λ ∈ (0, 1) is
the weight to balance the two components. Its value is fixed following the pro-
portion of images in the labeled and unlabeled set. The model is trained from
scratch.
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Fig. 3: Model updating in multi-task fashion. The weights of two CNNs are shared.
“FC” denotes fully-connected classifier. In our experiments we use weighted Cross-
Entropy loss as the objective.
4 Experiments
Training Set. MS-Celeb-1M [9] is a large-scale face recognition dataset con-
taining 10M training examples with 100K identities. To address the original
annotation noises, we clean up the official training set and crawl images of more
identities, producing about 7M images with 385K identities. We split the cleaned
dataset into 11 balanced parts randomly by identities, so as to ensures that there
is no identity overlapping between different parts. Note that though our experi-
ments adopt this harder setting, our approach can be readily applied to identity-
overlapping settings since it makes no assumptions on the identities. Among the
different parts, one part is regarded as labeled and the other ten parts are re-
garded as unlabeled. We also use one of the unlabeled parts as a validation set
to adjust hyper-parameters and perform ablation study. The labeled part con-
tains 634K images with 35, 012 identities. The model trained only on the labeled
part is regarded as the lower bound performance. The fully-supervised version
is trained with full labels from all the 11 parts. To investigate the utility of the
unlabeled data, we compare different methods with 2, 4, 6, 8, and 10 parts of
unlabeled data included, respectively.
Testing Sets. MegaFace [13] is currently the largest public benchmark for face
identification. It includes a gallery set containing 1M images, and a probe set
from FaceScrub [17] with 3,530 images. However, there are some noisy images
from FaceScrub, hence we use the noises list proposed by InsightFace3 to clean it.
We adopt rank-1 identification rate in MegaFace benchmark, which is to select
the top-1 image from the 1M gallery and average the top-1 hit rate. IJB-A [17]
is a face verification benchmark contains 5,712 images from 500 identities. We
report the true positive rate under the condition that the false positive rate is
0.001 for evaluation.
Committee Setup. To create a “committee” with high heterogeneity, we em-
ploy popular CNN architectures including ResNet18 [10], ResNet34, ResNet50,
ResNet101, DenseNet121 [12], VGG16 [23], Inception V3 [28], Inception-ResNet
V2 [27] and a smaller variant of NASNet-A [37]. The number of committee mem-
bers is eight in our experiments, but we also explore the choice of the number
of committee member from 0 to 8. We trained all the architectures with the
3 InsightFace: https://github.com/deepinsight/insightface/tree/master/src/megaface
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Table 1: Performance and the number of parameters of the base model and the
committee members.
Architecture MegaFace IJB-A Parameters
Base Tiny NASNet-A 61.78 75.87 20.1M
Committee
VGG16 50.22 70.75 75.6M
ResNet18 51.48 69.23 23.5M
ResNet34 52.44 72.52 33.6M
Inception V3 52.82 75.53 33.0M
ResNet50 56.16 73.21 36.3M
ResNet101 57.87 74.52 55.3M
Inception-ResNet V2 58.68 75.13 66.1M
DesNet121 60.77 69.78 28.9M
Ensemble (multiple) 69.86 76.97 -
labeled part of data and the performance is listed in Table 1. The numbers of
parameters are also listed. Tiny NASNet-A shows the best performance among
all the architectures but uses the smallest number of parameters. Model ensem-
ble results are also presented. Empirically, the best ensemble combination is to
assemble the four top-performing models, i.e., Tiny NASNet-A, Inception-Resnet
V2, DenseNet121, ResNet101, yielding 68.86% and 76.97% on two benchmarks.
We select Tiny NASNet-A as our base architecture and the other 8 models as
committee members. The following experiments demonstrate that the “commit-
tee” helps even though its members are weaker than the base architecture. In
Section 4.3 we also show that our approach is widely applicable by switching the
base architecture.
Implementation Details. The “mediator” is an MLP classifier with 2 hidden
layers, each of which containing 50 nodes. It uses ReLU as the activation func-
tion. At test time, we set the probability threshold as 0.96 to select high-confident
pairs. More details can be found in the supplementary material.
4.1 Comparisons and Results
Competing Methods. 1) Supervised deep feature extractor + Hierarchical
Clustering : We prepare a strong baseline by hierarchical clustering with super-
vised deep feature extractor. Hierarchical clustering is a practical way to deal
with massive data comparing to other clustering methods. The clusters are as-
signed pseudo labels and augment the training set. For best performance, we
carefully adjust the threshold of hierarchical clustering using the validation set
and discard clusters with just a single image. 2) Pair selection by naive commit-
tee voting : A pair is selected if this pair is voted by all the committee members
(best setting empirically). A vote is counted if there is an edge in the k-NN graph
of a committee member.
Benchmarking. As shown in Fig. 4, the proposed CDP method achieves im-
pressive results on both benchmarks. From the results, we observe that:
1) Comparing to the lower bound (ratio of unlabeled:labeled is 0:1) with no
unlabeled data, CDP obtains significant and steady improvements given different
quantities of unlabeled data.
2) CDP surpasses the baseline “Hierarchical Clustering” by a large margin, ob-
taining competitive or even better results over the fully-supervised counterpart.
10 X. Zhan, Z. Liu, D. Lin, and C. C. Loy
Megaface rank-1 identification rate @ 1M IJB-A  TPR @ FPR=0.001
55
60
65
70
75
80
0 2 4 6 8 10
M
eg
af
ac
e
Ratio (unlabeled : labeled)
Supervised
CDP (Mediator)
CDP (Voting)
Hierarchical Clustering
70
75
80
85
90
0 2 4 6 8 10
IJ
B
-A
Ratio (unlabeled : labeled)
Supervised
CDP (Mediator)
CDP (Voting)
Hierarchical Clustering
Fig. 4: Performance comparison on MegaFace identification task and IJB-A verification
task with different ratios of unlabeled data added to one portion of labeled data. CDP is
proven to 1) obtain large improvements over the lower bound (ratio of unlabeled:labeled
is 0:1); 2) surpass the clustering method by a large margin; 3) obtain competitive or
even higher results over the fully-supervised counterpart.
In the MegaFace benchmark, with 10 fold unlabeled data added, CDP yields
78.18% of identification rate. Comparing to the lower bound without unlabeled
data that yields 61.78%, CDP obtains 16.4% of improvement. Notably, there
are only 0.34% gap between CDP and the fully-supervised setting that reaches
78.52%. The results suggest that CDP is capable of maximizing the utility of
the unlabeled data.
3) CDP by the “mediator” performs better than by naive voting, indicating that
the “mediator” is more capable in aggregating committee opinions.
4) In the IJB-A face verification task, both settings of CDP surpass the fully-
supervised counterpart. The poorer results observed on the fully-supervised base-
line suggest the vulnerability of this task against noisy annotations in the training
set, as discussed in Section 1. By contrast, our method is more resilient to noise.
We will discuss this next based on Fig. 9.
Visual Results. We visualize the results of CDP in Fig. 9. It can be observed
that CDP is highly precise in identity label assignment, regardless the diverse
backgrounds, expressions, poses and illuminations. It is also observed that CDP
behaves to be selective in choosing samples for pair candidates, as it automati-
cally discards 1) wrongly-annotated faces not belonging to any identity; 2) sam-
ples with extremely low quality, including heavily blurred and cartoon images.
This explains why CDP outperforms the fully-supervised baseline in the IJB-A
face verification task (Fig. 4).
4.2 Ablation Study
We perform ablation study on the validation set to show the gain of each com-
ponent, as shown in 2. Several indicators are included for comparison. Higher
recall and precision of selected pairs will result in better consensus-driven graph,
hence improves the quality of assigned labels. For assigned labels, pairwise recall
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Table 2: Ablation study on validation set. IR: “relationship vector”, IA: “affin-
ity vector”, ID: “neighbors distribution vector”. Among the indicators pairwise
recall and precision for assigned labels directly correlate the benchmarking re-
sults. It is concluded that more committee members bring more meaningful pairs
rather than just correct pairs, and the “mediator” is capable in aggregating mul-
tiple aspects of consensus information.
Methods
Committee
number
Mediator
inputs
Pair selection Assigned labels
pair
number
recall precision
pairwise
recall
pairwise
precision
Clustering - - - - - 0.558 0.950
Voting
0 - 1.4M 0.313 0.966 0.680 0.829
2 - 1.4M 0.313 0.986 0.783 0.849
4 - 1.4M 0.313 0.987 0.791 0.862
6 - 1.4M 0.313 0.984 0.801 0.877
8 - 1.4M 0.313 0.979 0.807 0.876
Mediator 8
IR 1.4M 0.318 0.975 0.825 0.822
IR+IA 2.5M 0.561 0.982 0.832 0.888
IR+IA+ID 2.4M 0.527 0.983 0.825 0.912
and precision reflect the quality of the labels, and directly correlate the final
performance on two benchmarks. Higher pairwise recall indicates more true ex-
amples in a category, which is important for the subsequent training. Higher
pairwise precision indicates less noises in a category.
The Effectiveness of “Committee”. When we vary the number of com-
mittee members, we adjust pair similarity threshold to obtain fixed recall for
convenience. With increasing committee number, an interesting observation is
that, the peak of precision occurs where the number is 4. However, it does not
bring the best quality of assigned labels, which occurs where the number is 6-
8. This shows that more committee members will bring more meaningful pairs
rather than just correct pairs. This conclusion is consistent with our assumption
that the committee is able to select more hard positive pairs relative to the base
model.
The Effectiveness of “Mediator”. For the “mediator”, we study the influence
of different input settings. With only the “relationship vector” IR as input, the
values of those indicators are close to that of direct voting. Then the “affinity
vector” IA remarkably improves recall and precision of selected pairs, and also
improves both pairwise recall and precision of assigned labels. The “neighbors
distribution vector” IDmean and IDvar further boost the quality of the assigned
labels. The improvements originate in the effect brought by these aspects of
information, and hence the “mediator” performs better than naive voting.
4.3 Further Analysis
Different Base Architectures. In previous experiments we have chosen Tiny
NASNet-A as the base model and other architecture as committee members.
To investigate the influence of the base model, here we switch the base model
to ResNet18, ResNet50, Inception-ResNet V2 respectively and list their perfor-
mance in Table 3. We observe consistent and large improvements from the lower
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Table 3: The comparison of different base architectures. Lower bound: the models
trained on 1-fold labeled data only; CDP: our semi-supervised models with 1-fold
labeled data and 10-fold unlabeled data; Supervised: the models trained on all
the 11-fold data with labels. With higher-capacity architectures, CDP achieves
even larger improvements.
Base
ResNet18 ResNet50 Tiny NASNet-A Inception-ResNet V2
MegaFace IJB-A MegaFace IJB-A MegaFace IJB-A MegaFace IJB-A
Lower Bound 51.48 69.23 56.16 73.12 61.78 75.87 58.68 75.13
CDP 72.75 86.23 75.66 88.34 78.18 90.64 81.88 92.07
Supervised 73.88 85.08 77.13 87.92 78.52 89.40 84.74 91.90
Table 4: The influence of k in k-NN. Varying k
provides a trade-off between pairwise recall and
precision of the assined labels.
k
Pair selection Assigned labels
pair
number
recall precision
pairwise
recall
pairwise
precision
10 1.61M 0.601 0.985 0.810 0.940
20 2.54M 0.527 0.983 0.825 0.912
30 2.96M 0.507 0.982 0.834 0.886
40 3.17M 0.464 0.982 0.837 0.874
IR IA IDmean IDvar
Fig. 5: Mediator Weights.
bound on all the base architectures. Specifically, with high-capacity Inception-
ResNet V2, our CDP achieves 81.88% and 92.07% on MegaFace and IJB-A
benchmarks, with 23.20% and 16.94% improvements. It is significant consider-
ing that CDP uses the same amount of labeled data as the lower bound (9%
of all the labels). Our performance is also much higher than the ensemble of
base model and committee, indicating that CDP actually exploits the intrinsic
structure of the unlabeled data to learn effective representations.
Different k in k-NN. Here we inspect the effect of k in k-NN. In this com-
parable study, the probability threshold of a pair to be positive is fixed to 0.96.
As shown in Table 4, higher k results in more selected pairs and thus a denser
consensus-driven graph, but the precision is almost unchanged. Note that the
recall drops because the cardinal true pair number increases faster than the that
of selected pairs. Actually, it is unnecessary to pursue high recall rate if the se-
lected pairs are enough. For assigned labels, denser graph brings higher pairwise
recall and lower precision. Hence it is a trade-off between pairwise recall and
precision of the assigned labels via varying k.
Committee Heterogeneity. To study the influence of committee heterogene-
ity, we conduct experiments with homogeneous committee architectures. The
homogeneous committee consists of eight ResNet50 models that are trained
with different data feeding orders, and the base model is the identical one as
the heterogeneous setting. The model capacity of ResNet50 is at the median
of the heterogeneous committee, for a fair comparison. As shown in Table 5,
heterogeneous committee performs better than the homogeneous one via either
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Table 5: The influence of committee heterogeneity. As a comparison, the hetero-
geneous committee performs better than the homogeneous committee.
Committee Methods
Pair selection Assigned labels
pair number recall precision
pairwise
recall
pairwise
precision
Homogeneous
voting 1.93M 0.368 0.648 0.746 0.681
mediator 2.46M 0.508 0.853 0.798 0.831
Heterogeneous
voting 1.41M 0.313 0.979 0.807 0.876
mediator 2.54M 0.527 0.983 0.825 0.912
voting or the “mediator”. The study verifies that committee heterogeneity is
helpful.
Inside Mediator. To evaluate the participation of each input, we visualize
the first layer’s weights in the “mediator”, as shown in Fig. 5. It is the 50× 53
weights of the first layer in the “mediator”, where the number of input and output
channels is 53 and 50. Hence each column represents the weights of each input.
The values in green is close to 0, and blue less than 0, yellow greater than 0. Both
values in yellow and blue indicate high response to the corresponding inputs.
We conclude that the committee’s “affinity vector” (IA) and the mean vector
of “neighbors distribution” (IDmean) contribute higher to the response, than
“relationship vector” (IR) and the variance vector of “neighbors distribution”
(IDvar ). The result is reasonable since similarities contain more information than
voting results, and the mean of neighbors’ distribution directly reflects the local
density.
Incorporating Advanced Loss Functions. Our CDP framework is compati-
ble with various forms of loss functions. Apart from softmax, we also equip CDP
with an advanced loss function, ArcFace [7], the current top entry on MegaFace
benchmark. For parameters related to ArcFace, we set the margin m = 0.5
and adopt the output setting “E”, that is “BN-Dropout-FC-BN”. We also use
a cleaner training set aiming to obtain a higher baseline. As shown in Table
6, we observe that CDP still brings large improvements over this much higher
baseline.
Table 6: Comparisons of the gain brought by CDP with 2-folds unlabeled data
between the previous baseline (Softmax) and the new baseline (ArcFace [7] with
a cleaner training set). The performances are reported on MegaFace test set.
Softmax ArcFace [7]
baseline 61.78% 76.93%
CDP ( Ratio = 2) 70.51% 83.68%
Efficiency and Scalability. The step-by-step runtime of CDP is listed as fol-
lows: for million-level data, graph construction (k-NN search) takes 4 minutes
to perform on a CPU with 48 processors, the “committee”+“mediator” network
inference takes 2 minutes to perform on eight GPUs, and the propagation takes
another 2 minutes on a single CPU. Since our approach constructs graphs in
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Fig. 6: This figure shows two groups of faces in the unlabeled data. All faces in a group
has the same identity according to the original annotations. The number on the top-
left conner of each face is the label assigned by our proposed method, and the faces in
red boxes are discarded by our method. The results suggest the high precision of our
method in identifying persons of the same identity. Interestingly, our method is robust
in pinpointing wrongly annotated faces (group 1), extremely low-quality faces (e.g.,
heavily blurred face, cartoon in group 2), which do not help training. See supplementary
materials for more visual results.
a bottom-up manner and the “committee”+“mediator” only operate on local
structures, the runtime of CDP grows linearly with the number of unlabeled
data. Therefore, CDP is both efficient and scalable.
5 Conclusion
We have proposed a novel approach, Consensus-Driven Propagation (CDP), to
exploit massive unlabeled data for improving large-scale face recognition. We
achieve highly competitive results against fully-supervised counterpart by using
only 9% of the labels. Extensive analysis on different aspects of CDP is con-
ducted, including influences of the number of committee members, inputs to the
mediator, base architecture, and committee heterogeneity. The problem is well-
solved for the first time in the literature, considering the practical and non-trivial
challenges it brings.
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Appendix
This supplementary material of paper “Consensus-Driven Propagation in Mas-
sive Unlabeled Data for Face Recognition” mainly includes detailed implemen-
tation of “Consensus-Driven Propagation” (CDP), some further analysis, and
more visual results as well as the typical failure cases.
A Detailed Implementation
We use PyTorch 4 to implement our CNN models and the “mediator”.
A.1 Supervised Initialization
For the “tiny NASNet-A”, we use the implementation of “NASNet-A-Large”5,
and keep “x conv0”, “x stem 0-1”, “x cell 0-1”, “x reduction cell 0”, “x cell 6-
7”, while removing other cells.
For all backbone architectures of the base model and the committee members,
we replace the last “average pooling” layer by a 1× 1 convolution layer followed
by a “fully-connected” layer , to embed each image into a 256 dimensional feature
vector. Then the feature vector is fed into a linear layer to produce score for each
category. The models are trained from scratch and the initialization strategy is
“Xavier”. The batch size ranges from 256 to 1536, and the initial learning rate
ranges from 0.5 to 0.1, w.r.t different architectures. Each batch is scattered in
8 GPUs. The learning rate is decayed by 10 times at epoch 23.5M and
3
3.5M ,
where M is the maximal number of epochs ranging from 70 to 50 w.r.t different
architectures.
A.2 Consensus-Driven Propagation
We use NMSLIB 6 for cosine similarity based k-NN search, and k is set to 20 in
our main comparison.
The “mediator” is an MLP classifier with 2 hidden layers, each of which con-
taining 50 nodes. It uses ReLU as the activation function and “cross-entropy” loss
for binary classification. Note that the configuration parameters of the “media-
tor” makes little difference to the final results, as long as it’s not too complicated
to over-fit the training pairs. We train the “mediator” on 8.7M pairs extracted
from the k-NN graph of the base model on the labeled data, for 4 epochs until
convergence. The learning rate is 0.05 initially, and is decayed by 10 times when
epoch 3 finishes.
In testing time, we feed pairs from unlabeled data into the trained “mediator”
and obtain probabilities for each pair. We set the probability threshold as 0.96 to
select high-confident pairs for the construction of the “consensus-based graph”.
Our label propagation algorithm is shown in Algorithm 1.
4 PyTorch: http://pytorch.org/
5 https://github.com/Cadene/pretrained-models.pytorch
6 NMSLIB: https://github.com/searchivarius/nmslib
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Algorithm 1 Label Propagation.
Require: find connected components: to find connected components in a graph, re-
turn list of components (sub-graphs).
Input: G: Graph, M : Maximal number of nodes in each category, Step: Step for ad-
justing threshold
Output: RET : Returned nodes with labels
1: function Propagation(G,M, Step = 0.1)
2: assert Step < 1.0
3: C0 = find connected components(G)
4: Q = Queue(C0), L = 0, RET = ∅
5: while Q 6= ∅ do
6: C = Q.pop()
7: if Size(C) > M then # partitioning by eliminating low-score edges
8: Eold = C.edges(), Smin = Min({e.score() : e ∈ Eold})
9: th = Smin + (1− Smin)× Step
10: Enew = {e : e ∈ Eold, e.score() > th}
11: if Enew 6= ∅ then
12: C = find connected components(Graph(Enew))
13: Q.extend(C)
14: end if
15: else # assigning labels for eligible components
16: for n ∈ C.nodes() do
17: n.label = L, RET .append(n)
18: end for
19: L = L + 1
20: end if
21: end while
22: return RET
23: end function
A.3 Joint Training
In this stage we collect assigned labels for the unlabeled data and re-train the
base model from scratch with both labeled data and unlabeled data in a multi-
task manner. The loss weights are equal to the proportion of total images in each
part. The model is trained for 10 to 21 epochs w.r.t different ratios of unlabeled
data (10 for ratio = 10 and 21 for ratio = 2), and the learning rate schedule is
the same as in supervised initialization.
B More Analysis
B.1 One-hot Labels v.s. Soft Labels.
The label propagation procedure in CDP is flexible to be adapted to other label
modalities. For example, it can also propagate soft labels, i.e., the vector of prob-
abilities a node belongs to each identity. The propagation of soft labels follows
an initial propagation of one-hot labels. Then the label vectors are diffused from
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each node to their neighbors in breadth-first manner, with two hyper-parameters
depth and decay, standing for the maximal diffusion depth and the decay ratio
of the values on each diffusion step. Finally on each node, the values of identi-
ties are normalized to form a probability vector. In this experiment, we adopt
“Cross Entropy Loss” to utilize the soft labels in multi-task training. As shown
in Table 7, with appropriate combination of depth and decay, soft labels help
to improve the performance on MegaFace by 1 point, very close to the fully-
supervised counterpart.
Table 7: Comparison of propagating one-hot labels and soft labels. When depth =
0, it is equivalent to the case of one-hot labels. In this comparison, the quantity
of unlabeled data is twice the labeled data (Ratio=2).
parameters MegaFace IJB-A
CDP
(Ratio=2)
depth=0 70.51% 85.6%
depth=3, decay=0.2 71.21% 86.70%
depth=3, decay=0.5 70.58% 85.78%
depth=5, decay=0.2 70.66% 86.11%
depth=5, decay=0.5 71.48% 85.52%
depth=5, decay=0.8 70.59% 85.50%
depth=10, decay=0.2 70.32% 86.69%
supervised - 71.5% 84.07%
C Visual Results
Fig. 7 shows partial view of the “consensus-based graph” in CDP. It clearly shows
that CDP produces dense connections among samples in the same category and
weak connections between samples in different categories. Such graph facilitates
the following label propagation.
Fig. 8 shows 5 groups of faces and the assigned labels. For most of examples
in the unlabeled data, CDP is able to group faces belonging to the same person
together and assign the same label.
Fig. 9 shows 4 groups of faces and CDP is able to automatically discard noisy
samples.
Fig. 10 shows the typical failure cases of our methods. In some cases, CDP
cannot identify heavily occluded faces and atypical faces that even humans can-
not easily tell discriminate. It is due to the lack of extreme training examples in
the labeled data, hence both the base model and the committee trained on the
labeled data cannot handle those cases well. However, these failure cases will be
handled and the performance of CDP can be continuously improved as the base
model and the committee go stronger.
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Fig. 7: Partial view of the “consensus-based graph”. The colors of nodes represents
the categories according to the original annotations. CDP produces dense connections
among samples in the same category and weak connections between samples in different
categories. Such graph facilitates the following label propagation.
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Fig. 8: Visual results of assigned labels by CDP. This figure shows 5 group of faces as
well as their assigned labels on the top-left corner.
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Fig. 9: This figure shows four groups of faces in the unlabeled data. All faces in a
group has the same identity according to the original annotations. The number on the
top-left conner of each face is the label assigned by our proposed method, and the faces
in red boxes are discarded by our method. The results suggest the high precision of our
method in identifying persons of the same identity. Interestingly, our method is robust
in pinpointing wrongly annotated faces (group 1 and 2, 4), extremely low-quality faces
(e.g., heavily blurred face, cartoon in group 3), which do not help training.
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Fig. 10: Typical failure cases denoted by red boxes. CDP falsely discards some heavily
occluded faces and atypical faces that even humans cannot easily discriminate.
