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Abstract 
This article develops design-based ratio estimators for clustered, blocked randomized controlled 
trials (RCTs), with an application to a federally funded, school-based RCT testing the effects of 
behavioral health interventions. We consider finite population weighted least squares estimators 
for average treatment effects (ATEs), allowing for general weighting schemes and covariates. We 
consider models with block-by-treatment status interactions as well as restricted models with block 
indicators only. We prove new finite population central limit theorems for each block specification. 
We also discuss simple variance estimators that share features with commonly used cluster-robust 
standard error estimators. Simulations show that the design-based ATE estimator yields nominal 
rejection rates with standard errors near true ones, even with few clusters.  
 
Keywords: Randomized controlled trials; clustered designs; blocked designs; design-based 
estimators; finite population central limit theorems 
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1. Introduction 
There is a growing literature on design-based methods for analyzing randomized controlled trials 
(RCTs) (e.g., Yang and Tsiatis 2001; Freedman (2008); Schochet 2010, 2016; Lin 2013; Miratrix 
et al. 2013; Imbens and Rubin 2015; Middleton and Aronow 2015; Li and Ding 2017). These 
nonparametric methods are built on the potential outcomes framework, introduced by Neyman 
(1923) and later developed in seminal works by Rubin (1974, 1977) and Holland (1986). They 
leverage a fundamental component of experimental designs—the known treatment assignment 
mechanism—to achieve results that rely on minimal assumptions. 
The design-based literature has largely focused on non-clustered designs in which individuals 
are randomly assigned to research conditions. A much smaller literature has considered design-
based methods for clustered RCTs where groups (such as schools, hospitals, or communities) 
rather than individuals are randomized. Clustered designs are common in evaluations that test 
interventions targeted to a group and are sometimes preferred to non-clustered designs as they 
can help minimize bias due to the potential spillover of intervention effects from treatment to 
control subjects. Clustered designs are becoming increasingly prevalent in social policy research 
(Schochet 2008) and have grown exponentially in medical trials (Bland 2004). 
For example, the evaluation of the Social and Character Development (SACD) Research 
Program was a major federal initiative, co-funded by the Institute of Education Sciences at the 
U.S. Department of Education and the Centers for Disease Control and Prevention, to test 
interventions promoting positive social and character development among elementary school 
children, with the goal of ultimately improving their academic performance (SACD Consortium 
2010). The study was conducted in seven large school districts (blocks), where half the schools 
(clusters) within each district were randomly assigned to a treatment group and half to a control 
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group, yielding a final sample of 84 schools (42 treatment and 42 control). Intervention features 
included materials and lessons on social skills, behavior management, social and emotional 
learning, self-control, anger management, and violence prevention. 
Several key aspects of the SACD study motivate the theory underlying this article. First, in 
each of the seven volunteer SACD districts, a convenience sample of between 10 and 14 schools 
was recruited for the study. This suggests a finite population framework for estimating average 
treatment effects (ATEs), where the sample and their potential outcomes are considered fixed, 
with treatment assignments being the only source of randomness. Second, flexible weighting 
schemes are needed to help adjust for data item nonresponse and to accommodate decisions on 
how clusters and blocks are to be weighted to estimate pooled effects. Third, the theory should 
address common approaches for including block effects in the estimation models. Finally, the 
estimation strategy should allow for the inclusion of baseline covariates to improve precision; 
this is especially important for clustered designs where power is often a concern due to design 
effects from clustering and the typical high cost of adding clusters to the study.  
We achieve these objectives in this work by developing covariate-adjusted design-based 
methods for obtaining point estimates and associated inference for clustered RCTs. Our results 
rely on new finite population central limit theorems (CLTs) for design-based ATE ratio 
estimators that apply to the general case where randomization of clusters is conducted within 
blocks (strata). Ratio estimators for clustered RCTs have intuitive appeal because they parallel 
differences-in-means estimators for non-clustered designs. 
Our methods allow for general weighting schemes and the inclusion of baseline covariates to 
improve precision. We consider models with block-by-treatment status interactions as well as 
models with block fixed effects only (a common specification that yields biased but more precise 
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ATE estimates than our primary consistent estimator). For each specification, we show how the 
estimated ATE coefficient from a weighted least squares (WLS) regression is a ratio estimator 
subject to our finite population CLTs. The technical results of our CLTs and the subsequent 
design-based versions of the WLS approach are the primary contributions of this work. 
We provide consistent variance estimators and compare them, both analytically and through 
simulations, to widely used ordinary least squares estimators with cluster-robust standard errors 
(CRSE) (Liang and Zeger 1986; Cameron and Miller 2011). Our simulations suggest that the 
design-based ratio estimators yield Type 1 error rates near nominal levels, even with relatively 
few clusters. We also conduct an empirical analysis using data from the SACD study to compare 
different specifications of our estimators to each other and to the standard CRSE estimator. 
This article is structured as follows. Section 2 discusses the literature this work is built on 
and Section 3 provides our theoretical framework. Sections 4 and 5 present our finite population 
CLTs and variance estimators. Section 6 presents simulation results and Section 7 presents 
empirical results using our motivating SACD example. Section 8 concludes.   
2. Related Work 
Our finite population CLTs build on Li and Ding (2017), who consider CLTs for unbiased 
estimators for clustered RCTs using the Horvitz-Thompson estimator developed by Middleton 
and Aronow (2015), but not for ratio estimators or blocked designs with general weighting 
schemes. Our theory also builds on results in Scott and Wu (1981) who consider CLTs for ratio 
estimators for finite population totals, but not for clustered designs or RCTs. We extend the 
design-based results in Imai et al. (2009) who examine clustered RCTs with pairwise matching 
but not general blocked designs, models with covariates, or CLTs. We also extend the design-
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based results in Schochet (2013) who examines clustered designs without blocking, and Pashley 
and Miratrix (2017) who consider blocked designs without clustering.  
Other literature in this area has a different focus. Abadie et al. (2017) discuss reasons for 
adjusting for clustering and investigate differences between the true asymptotic finite population 
variance and the CRSE variance estimator, but do not consider impact estimation. Hansen and 
Bowers (2009) propose model-assisted estimators combined with randomization inference for 
regression models in a specific context without deriving design-based estimators. Samii and 
Aronow (2012) compare design-based and robust estimators for non-clustered designs, but not 
for clustered designs or models with covariates. While there is a large statistical literature on 
related design-based methods for analyzing survey data with complex sample designs (e.g. Fuller 
1975, 2009; Cochran 1977; Rao and Shao 1999; Wolter 2007; Lohr 2009), these works do not 
focus on RCT settings. 
3. Framework and Definitions   
We assume that a clustered RCT of m total clusters is conducted across ℎ blocks, with block b 
having 𝑚𝑏 clusters (𝑏 =  1, . . . , ℎ). Randomization of clusters is conducted separately by block, 
with 𝑚𝑏1 = 𝑚𝑏𝑝𝑏 assigned to the treatment group and 𝑚𝑏0 = 𝑚𝑏(1 − 𝑝𝑏) assigned to the control 
group (0 < 𝑝𝑏 < 1). We assume a sample of 𝑛𝑗𝑏 individuals in cluster 𝑗 in block 𝑏, with 𝑛𝑏   
individuals in the block and 𝑛 individuals in total. For each cluster, either all individuals are 
treated or not. We index individuals by 𝑖𝑗𝑏 for individual 𝑖 in cluster 𝑗 in block 𝑏. Let 𝑌𝑖𝑗𝑏(1) be 
a person’s outcome if assigned to a treated cluster, and 𝑌𝑖𝑗𝑏(0) be the outcome in a control 
cluster. These potential outcomes can be continuous, binary, or discrete. Let 𝑇𝑗𝑏 equal 1 if cluster 
𝑗𝑏 is randomly assigned to the treatment condition and 0 otherwise. Let 𝑆𝑖𝑗𝑏,𝑠 and 𝑆𝑗𝑏,𝑠 denote 
indicator variables of block membership for individuals and clusters (that is, 𝑆𝑖𝑗𝑏,𝑠 = 1 or 𝑆𝑗𝑏,𝑠 =
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1 if the specified person or cluster belongs to block s). We also allow weights, with individual 
weights of 𝑤𝑖𝑗𝑏 > 0, cluster weights of 𝑤𝑗𝑏 = ∑ 𝑤𝑖𝑗𝑏
𝑛𝑗𝑏
𝑖=1 , and block weights of 𝑤𝑏 = ∑ 𝑤𝑗𝑏
𝑚𝑏
𝑗=1 .   
We assume a finite population model, where the potential outcomes are assumed fixed for 
the study. The alternative super-population model (that underlies the CRSE estimator) assumes 
study samples are random draws from a broader (infinite) population (even if vaguely defined). 
We assume the following two conditions that generalize those in Imbens and Rubin (2015) 
for the non-clustered RCT design to our context. The first is the stable unit treatment value 
assumption (SUTVA) (Rubin 1986):  
(C1): SUTVA:  Let 𝑌𝑖𝑗𝑏(𝐓𝑐𝑙𝑢𝑠) denote the potential outcome for an individual given the 
random vector of all cluster treatment assignments, 𝐓𝑐𝑙𝑢𝑠. Then, if  𝑇𝑗𝑏 = 𝑇𝑗𝑏′  for cluster 𝑗, then 
𝑌𝑖𝑗𝑏(𝐓𝑐𝑙𝑢𝑠) = 𝑌𝑖𝑗𝑏(𝐓𝑐𝑙𝑢𝑠
′ ).  
SUTVA allows us to express 𝑌𝑖𝑗𝑏(𝐓𝑐𝑙𝑢𝑠) as 𝑌𝑖𝑗𝑏(𝑇𝑗𝑏), so that an individual’s potential 
outcomes depend only on the individual’s cluster treatment assignment and not on the treatment 
assignments of other clusters in the sample, although the outcomes of individuals within the 
same cluster could be correlated. SUTVA could be more plausible for clustered designs than 
non-clustered designs because there are likely to be fewer meaningful interactions between 
sample members across clusters than within clusters. SUTVA also assumes a particular treatment 
unit cannot receive different forms of the treatment. 
Our second condition is the randomization itself: 
(C2): Randomization: 𝑇𝑗𝑏 ⊥  (𝑌𝑖𝑗𝑏(1), 𝑌𝑖𝑗𝑏(0)) for all 𝑖, 𝑗, and 𝑏. This condition is assumed to 
hold within each block due to the stratified RCT design. 
Under SUTVA, the block ATE parameter of interest for the finite population model is 
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𝛽1,𝑏 =
∑ 𝑤𝑗𝑏(?̅?𝑗𝑏(1) − ?̅?𝑗𝑏(0))
𝑚𝑏
𝑗=1
∑ 𝑤𝑗𝑏
𝑚𝑏
𝑗=1
= ?̿?𝑏(1) − ?̿?𝑏(0), (1) 
where, for 𝑡 ∈ {1,0}, ?̅?𝑗𝑏(𝑡) =
1
𝑤𝑗𝑏
∑ 𝑤𝑖𝑗𝑏𝑌𝑖𝑗𝑏(𝑡)
𝑛𝑗𝑏
𝑖:𝑆𝑖𝑗𝑏=1
 is the weighted mean potential outcome in 
the treatment or control condition. Depending on the research questions of interest, the weights 
can be set, for example, so that intervention effects pertain to the average individual in the block 
(𝑤𝑖𝑗𝑏 = 1 and 𝑤𝑗𝑏 = 𝑛𝑗𝑏) or the average cluster in the block (𝑤𝑖𝑗𝑏 = 1/𝑛𝑗𝑏 and 𝑤𝑗𝑏 = 1). They 
can also be further modified to handle various forms of data nonresponse. 
The ATE parameter across all blocks is a weighted average of the block ATE parameters: 
𝛽1 =
∑ 𝑤𝑏𝛽1,𝑏
ℎ
𝑏=1
∑ 𝑤𝑏
ℎ
𝑏=1
. (2) 
4. ATE Estimators for the Finite Population Model   
Under the potential outcomes framework and SUTVA, the data generating process for the 
observed outcome measure, 𝑦𝑖𝑗𝑏, is as follows: 
𝑦𝑖𝑗𝑏 = 𝑇𝑗𝑏𝑌𝑖𝑗𝑏(1) + (1 − 𝑇𝑗𝑏)𝑌𝑖𝑗𝑏(0). (3) 
This relation states that we can observe 𝑦𝑖𝑗𝑏 = 𝑌𝑖𝑗𝑏(1)  for those in the treatment group and 
𝑦𝑖𝑗𝑏 = 𝑌𝑖𝑗𝑏(0) for those in the control group, but not both. Rearranging (3) generates the 
following nominal regression model for any given block: 
𝑦𝑖𝑗𝑏 = 𝛽0,𝑏 + 𝛽1,𝑏(𝑇𝑗𝑏 − 𝑝𝑏
∗ ) + 𝑢𝑖𝑗𝑏, (4) 
where 𝛽1,𝑏 = ?̿?𝑏(1) − ?̿?𝑏(0) is the block-specific ATE parameter, 𝑝𝑏∗ =
1
𝑤𝑏
∑ 𝑇𝑗𝑏𝑤𝑗𝑏
𝑚𝑏
𝑗=1  is the 
weighted treatment group sampling rate,  𝛽0,𝑏 = 𝑝𝑏∗ ?̿?𝑏(1) + (1 − 𝑝𝑏∗ )?̿?𝑏(0) is the mean potential 
outcome in the block, and the “error” term, 𝑢𝑖𝑗𝑏, can be expressed as  
𝑢𝑖𝑗𝑏 = 𝑇𝑗𝑏(𝑌𝑖𝑗𝑏(1) − ?̿?𝑏(1)) + (1 − 𝑇𝑗𝑏)(𝑌𝑖𝑗𝑏(0) − ?̿?𝑏(0)). 
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We center the treatment indicator in (4) to facilitate the theory without changing the estimator. 
In contrast to usual formulations of the regression model, our residual, 𝑢𝑖𝑗𝑏, is random solely 
because of 𝑇𝑗𝑏 (that is, due to random assignment) (see Freedman 2008 and Lin 2013 for a more 
detailed discussion of this approach for non-clustered RCTs). This framework allows treatment 
effects to differ across individuals and clusters and is nonparametric because it makes no 
assumptions about the distribution of potential outcomes. Note that our model does not satisfy 
key assumptions of the usual regression model for correlated data: 𝑢𝑖𝑗𝑏 does not have mean zero, 
𝑢𝑖𝑗𝑏 is heteroscedastic, 𝐶𝑜𝑣(𝑢𝑖𝑗𝑏, 𝑢𝑖𝑗′𝑏) is not constant for individuals in the same cluster, 
𝐶𝑜𝑣(𝑢𝑖𝑗𝑏, 𝑢𝑖′𝑗′𝑏) is nonzero for individuals in different clusters, and 𝑢𝑖𝑗𝑏 is correlated with the 
regressor (𝑇𝑗𝑏 − 𝑝𝑏∗ ) (see Schochet 2016). 
The model in (4) can also be expressed using block indicator variables as follows: 
𝑦𝑖𝑗𝑏 = ∑ 𝛽1,𝑠𝑆𝑖𝑗𝑏,𝑠?̃?𝑗𝑠
ℎ
𝑠=1
+ ∑ 𝛽0,𝑠𝑆𝑖𝑗𝑏,𝑠
ℎ
𝑠=1
+ 𝑢𝑖𝑗𝑏, (5) 
where ?̃?𝑗𝑏 = (𝑇𝑗𝑏 − 𝑝𝑏∗ ) is the block centered treatment status indicator. Due to blocked random 
assignment, the errors are independent across blocks. We include terms for all ℎ blocks in the 
model and exclude a grand intercept term.  
For estimation, we use the following working model, a version of (5), that provides 
covariate-adjusted ATE estimates by including a 1𝑥𝑣 vector of fixed, block-mean centered 
baseline covariates, ?̃?𝑖𝑗𝑏, with associated parameter vector 𝛄: 
𝑦𝑖𝑗𝑏 = ∑ 𝛽1,𝑘𝑆𝑖𝑗𝑏,𝑠?̃?𝑗𝑠
ℎ
𝑠=1
+ ∑ 𝛽0,𝑠𝑆𝑖𝑗𝑏,𝑠
ℎ
𝑠=1
+  ?̃?𝑖𝑗𝑏𝛄 + 𝑒𝑖𝑗𝑏,  
where  ?̃?𝑖𝑗𝑏 = (𝐱𝑖𝑗𝑏 − ?̿?𝑏), ?̿?𝑏 =
1
𝑤𝑏
∑ ∑ 𝑤𝑖𝑗𝑏𝐱𝑖𝑗𝑏
𝑛𝑗𝑏
𝑖=1
𝑚𝑏
𝑗=1 , and 𝑒𝑖𝑗𝑏 is the error term. These 
covariates, unaffected by the treatment, can be at the individual or cluster level. We assume  
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there are sufficient degrees of freedom for variance estimation (see Section 4.2). While the 
covariates do not enter the true block-specific RCT models in (4) and the ATE estimands do not 
change, the covariates will increase precision to the extent they are correlated with the potential 
outcomes. Note that we do not need to assume that the true conditional distribution of 𝑦𝑖𝑗𝑏 given 
𝐱𝑖𝑗𝑏 is linear in 𝐱𝑖𝑗𝑏.  
We do not consider models that interact ?̃?𝑖𝑗𝑏 and ?̃?𝑗𝑏 due to associated degrees of freedom 
losses that can seriously reduce the power of clustered RCTs that, in practice, often contain 
relatively few clusters for cost reasons. Similarly, we pool 𝛄 across blocks. Our 𝛄 parameter is 
well defined: it is the finite population regression coefficient that would be obtained if we could 
run the weighted regression on the full schedule of potential outcomes. 
Using individual-level data, we can fit this working model using weighted least squares 
(WLS) with weights 𝑤𝑖𝑗𝑏. This yields the following closed-form WLS estimator for 𝛽1,𝑏 (see 
Supplementary Materials A for the derivation): 
?^?1,𝑏 =
1
𝑤𝑏
1 ∑ 𝑤𝑗𝑏?̅?𝑗𝑏
𝑚𝑏
𝑗:𝑇𝑗𝑏=1
−
1
𝑤𝑏
0 ∑ 𝑤𝑗𝑏?̅?𝑗𝑏
𝑚𝑏
𝑗:𝑇𝑗𝑏=0
− (
1
𝑤𝑏
1 ∑ 𝑤𝑗𝑏𝐱𝑗𝑏
𝑚𝑏
𝑗:𝑇𝑗𝑏=1
−
1
𝑤𝑏
0 ∑ 𝑤𝑗𝑏𝐱𝑗𝑏
𝑚𝑏
𝑗:𝑇𝑗𝑏=0
) ?^? (6) 
= 𝑦𝑏(1) − 𝑦𝑏(0) − (?̿?𝑏
1 − ?̿?𝑏
0) ?^?, 
where, for 𝑡 ∈ {1,0}, 𝑦𝑏(𝑡) is the weighted average of the observed outcome across subjects in 
the treatment or control group, 𝑤𝑏𝑡 = ∑ 𝑤𝑗𝑏
𝑚𝑏
𝑗:𝑇𝑗𝑏=𝑡
 is the sum of the weights, and ?^? is the WLS 
parameter estimate for 𝛄.  
4.1. Theoretical Results   
To consider the asymptotic properties of ?̂?1,𝑏, we consider a hypothetical increasing sequence of 
finite populations where 𝑚𝑏 → ∞ in each block, so that 𝑚 = ∑ 𝑚𝑏ℎ𝑏=1 → ∞.  The number of 
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blocks, ℎ, however, remains fixed. In principle, parameters should be subscripted by 𝑚, but we 
omit this notation for simplicity. We further assume that the proportion of all clusters in a block 
converges to a constant, that is, 𝑚𝑏 𝑚⁄ → 𝑞𝑏 as 𝑚 → ∞, where 0 < 𝑞𝑏 < 1. We finally assume 
that 𝑝𝑏 is (approximately) constant as 𝑚 → ∞, so that the number of treated and control clusters 
in each block increases with 𝑚 (that is, 𝑚𝑏1 → ∞  and  𝑚𝑏0 → ∞). 
Given this framework, we present a CLT for the WLS estimator that provides design-based 
standard errors and associated inference. Before presenting our theorem, we first need to define 
several quantities pertaining to finite population variances and covariances. First, for 𝑡 ∈ {1,0}, 
we define 𝐷𝑏(𝑡) =
𝑤𝑗𝑏
𝑤𝑏
 (𝑌𝑗𝑏(𝑡) − 𝑌𝑏(𝑡) − (𝐱𝑗𝑏 − 𝐱𝑏) 𝛄) as the residualized potential outcomes 
at the cluster level in the treatment and control conditions. Second, we define 𝑆𝐷𝑏
2 (𝑡) as the 
variance of these residuals, 
𝑆𝐷𝑏
2 (𝑡) =
1
𝑚𝑏 − 1
∑
𝑤𝑗𝑏
2
𝑤𝑏
2
𝑚𝑏
𝑗=1
(𝑌𝑗𝑏(𝑡) − 𝑌𝑏(𝑡) − (𝐱𝑗𝑏 − 𝐱𝑏) 𝛄)
2
, 
and 𝑆𝐷𝑏
2 (1,0) as the associated treatment-control covariance, 
𝑆𝐷𝑏
2 (1,0) =
1
𝑚𝑏 − 1
∑
𝑤𝑗𝑏
2
𝑤𝑏
2
𝑚𝑏
𝑗=1
(𝑌𝑗𝑏(1) − 𝑌𝑏(1) − (𝐱𝑗𝑏 − 𝐱𝑏)𝛄) (𝑌𝑗𝑏(0) − 𝑌𝑏(0) − (𝐱𝑗𝑏 − 𝐱𝑏)𝛄). 
Third, we define Var(?^?𝑏) as the variance of the mean difference in residuals between the 
observed (randomized) treatment and control group samples, 
Var (?^?𝑏) =
𝑆𝐷𝑏
2 (1)
𝑚𝑏
1 +
𝑆𝐷𝑏
2 (0)
𝑚𝑏
0 −
𝑆2(𝐷𝑏)
𝑚𝑏
, (8) 
where 𝑆2(𝐷𝑏) is the variance (heterogeneity) of the ATEs of the clusters in block 𝑏, 
𝑆2(𝐷𝑏) =
1
𝑚𝑏 − 1
∑
𝑤𝑗𝑏
2
𝑤𝑏
2
𝑚𝑏
𝑗=1
(𝑌𝑗𝑏(1) − 𝑌𝑗𝑏(0) − (𝑌𝑏(1) − 𝑌𝑏(0)))
2
. 
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Fourth, we define the variance of the weights as 𝑆2(𝑤𝑏) =
1
𝑚𝑏−1
∑ (𝑚𝑏𝑗=1 𝑤𝑗𝑏 − 𝑤𝑏)
2, where 𝑤𝑏 =
 
1
𝑚𝑏
∑ 𝑤𝑗𝑏
𝑚𝑏
𝑗=1 . Fifth, we need the weighted variances, 𝑆𝑥𝑏,𝑘
2 , of each covariate 𝑘, 
𝑆𝑥𝑏,𝑘
2 =
1
𝑚𝑏 − 1
∑
𝑤𝑗𝑏
2
𝑤𝑏
2 ([?̅?𝑗𝑏 − 𝐱𝑏]𝑘)
2
,
𝑚𝑏
𝑗=1
 
and the weighted variance-covariance matrix of the covariates with themselves, 𝐒𝐱,𝑏2 , which is 
analogous to the classic 𝐗′𝐖𝐗 matrix in WLS, 
𝐒𝐱,𝑏
2 =
1
𝑚𝑏
∑ ∑ 𝑤𝑖𝑗𝑏
𝑛𝑗𝑏
𝑖=1
𝑚𝑏
𝑗=1
(𝐱𝑖𝑗𝑏 − 𝐱𝑏)
′
(𝐱𝑖𝑗𝑏 − 𝐱𝑏). 
Finally, we need two matrices that are analogous to the classic 𝐗′𝐖𝐘 matrix in WLS,  
𝐒𝐱,𝑌,𝑏
2 (𝑡) =
1
𝑚𝑏
∑ ∑ 𝑤𝑖𝑗𝑏
𝑛𝑗𝑏
𝑖=1
𝑚𝑏
𝑗=1
𝐱𝑖𝑗𝑏
′ 𝑌𝑖𝑗𝑏(𝑡) − ?̿?𝑏
′ 𝑤𝑌(𝑡)𝑏 
and 
𝐒𝐱𝑌,𝑏
2 (𝑡) =
1
𝑚𝑏
∑ ∑(𝑤𝑖𝑗𝑏𝐱𝑖𝑗𝑏
′ 𝐱𝑖𝑗𝑏𝑌𝑖𝑗𝑏(𝑡) − 𝑤𝑥𝑌(𝑡)𝑏)
2
,
𝑛𝑗𝑏
𝑖=1
𝑚𝑏
𝑗=1
 
where  𝑤𝑌(𝑡)𝑏 =
1
𝑚𝑏
∑ ∑ 𝑤𝑖𝑗𝑏
𝑛𝑗𝑏
𝑖=1
𝑚𝑏
𝑗=1 𝑌𝑖𝑗𝑏(𝑡)  and  𝑤𝑥𝑌(𝑡)𝑏 =
1
𝑚𝑏
∑ ∑ 𝑤𝑖𝑗𝑏
𝑛𝑗𝑏
𝑖=1
𝑚𝑏
𝑗=1 𝐱𝑖𝑗𝑏
′ 𝑌𝑖𝑗𝑏(𝑡).   
We now present our CLT theorem, proved in Supplementary Materials A, which adapts finite 
population CLT results in Li and Ding (2017) and Scott and Wu (1981) to our setting. 
Theorem 1.  Assume (C1) and (C2) and the following conditions for 𝑡 ∈ {1,0}: 
(C3) Letting 𝑔𝑏(𝑡) = max1≤𝑗≤𝑚𝑏 (𝑤𝑗𝑏 (𝑌𝑗𝑏(𝑡) − 𝑌𝑏(𝑡) − (𝐱𝑗𝑏 − 𝐱𝑏) 𝛄) /𝑤𝑏)
2
, as 𝑚 → ∞, 
max𝑡∈{0,1}
1
(𝑚𝑏
𝑡 )2
𝑔𝑏(𝑡)
Var(?^?𝑏)
→ 0. 
(C4) 𝑓𝑏𝑡 = 𝑚𝑏𝑡 /𝑚𝑏 has a limiting value in (0,1) and 𝑆𝐷𝑏
2 (𝑡), and 𝑆𝐷𝑏
2 (1,0) also have finite 
limiting values. 
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(C5)  As 𝑚 → ∞,  
 
(1 − 𝑓𝑏
𝑡)
𝑆2(𝑤𝑏)
𝑚𝑏
𝑡 𝑤𝑏
2 → 0. 
(C6)  Letting ℎ𝑏,𝑘(𝑡) = max1≤𝑗≤𝑚𝑏 (𝑤𝑗𝑏 ([𝑥𝑗𝑏 − x𝑏]𝑘) /𝑤𝑏)
2
for all 𝑏 and 𝑘, as 𝑚 → ∞,  
1
min(𝑚𝑏
1, 𝑚𝑏
0)
ℎ𝑏,𝑘(𝑡)
𝑆𝑥𝑏,𝑘
2 → 0. 
 (C7) 𝑆𝑥𝑏,𝑘
2 , 𝐒𝐱,𝑏2 , 𝐒𝐱,𝑌,𝑏2 (𝑡), and 𝐒𝐱𝑌,𝑏2 (𝑡) have finite (positive definite) limiting values. 
Then, as 𝑚 → ∞, ?^?1,𝑏 is a consistent estimator for 𝛽1,𝑏 and  
?^?1,𝑏 − (𝑌𝑏(1) − 𝑌𝑏(0))
√Var (?^?𝑏)
→
𝑑
𝑁(0,1), 
where Var(?^?𝑏) is defined as in (8). 
Remark 1. Condition (C3) allows us to invoke the CLT in Theorem 4 of Li and Ding (2017) 
that underlies our finite population CLT (see Supplementary Materials A for details). (C4) 
ensures the stability of the treatment assignment probabilities in each block and also ensures 
limiting values of asymptotic variances and covariances of the residualized potential outcomes. 
(C5) provides a weak law of large numbers for the weights so that ?̅?𝑏𝑡/?̅?𝑏→
𝑝
 1, where ?̅?𝑏𝑡  =
1
𝑚𝑏
𝑡 ∑ 𝑤𝑗𝑏
𝑚𝑏
𝑗:𝑇𝑗=𝑡
. (C7) specifies limiting values of the covariate variances and outcome-covariate 
covariances, which in turn, provide regularity conditions on ?^?. 
Remark 2. The above theorem is proved as a two-step process. We first assume 𝛄 is known 
and obtain a CLT with this known parameter. We then show ?^? converges to 𝛄 and use (C6) to  
ensure that the vector of covariate means, (?̿?𝑏1 − ?̿?𝑏0), is asymptotically normal with zero mean, 
so that the ATE estimator still converges to a standard normal. 
 14 
 
Remark 3. The first two terms in (8) pertain to separate variances for the treatment and 
control groups because we allow for heterogeneous treatment effects. The third term pertains to 
the covariance of cluster-level average potential outcomes in the treatment and control 
conditions, 𝑆𝐷𝑏
2 (1,0), that we express in terms of the heterogeneity of treatment effects across 
clusters, 𝑆2(𝐷𝑏). We hereafter label this term the “finite population heterogeneity” term. It 
cannot be identified from the data but can be bounded (as discussed in Section 4.2). 
Remark 4. Under (C1)-(C5), Theorem 2 also applies to models without covariates by setting 
𝛄 = 𝟎,  yielding a simple differences-in-means ATE ratio estimator, ?̂?1,𝑏 = ?̿?𝑏(1) − ?̿?𝑏(0). We 
discuss the finite sample bias of this estimator in Supplementary Materials A.   
Corollary 1. Under the conditions of Theorem 1 and assuming 𝑤𝑏 =
𝑤𝑏
𝑚𝑏
 has a finite limit for 
all 𝑏, the pooled ATE estimator across blocks,  ?^?1 =
1
ℎ?̅?
∑ 𝑤𝑏 ?^?1,𝑏
ℎ
𝑏=1 , is consistent for 𝛽1 in (2) 
and 1
√Var(?̂?)
(?^?1 − 𝛽1) →
𝑑
𝑁(0,1), where Var(?̂?)= 1
(ℎ?̅?)2
∑ 𝑤𝑏
2𝑉𝑎𝑟(?̂?𝑏)
ℎ
𝑏=1  and ?̅? =
1
ℎ
∑ 𝑤𝑏
ℎ
𝑏=1 .  
This result follows because the ?^?1,𝑏estimators are asymptotically independent. 
4.2. Variance Estimation   
We can estimate the block-specific variance in (8) with a consistent (upper bound) plug-in 
variance estimator based on the regression residuals averaged to the cluster level as follows: 
Vâr (?^?𝑏) =
𝑠𝐷𝑏
2 (1)
𝑚𝑏
1 +
𝑠𝐷𝑏
2 (0)
𝑚𝑏
0 , 
(9) 
where 
𝑠𝐷𝑏
2 (1) =
1
(𝑚𝑏
1 − 𝑣∗𝑝𝑏
∗ 𝑞𝑏
∗ − 1)
∑
𝑤𝑗𝑏
2
(?̅?𝑏
1)2
𝑚𝑏
1
𝑗:𝑆𝑗𝑏=1,𝑇𝑗𝑏=1
(?̅?𝑗𝑏 − ?̂?0,𝑏 − (1 − 𝑝𝑏
∗ )?̂?1,𝑏 − ?̃?𝑗𝑏?̂?)
2
, 
𝑠𝐷𝑏
2 (0) =
1
(𝑚𝑏
0 − 𝑣∗(1 − 𝑝𝑏
∗ )𝑞𝑏
∗ − 1)
∑
𝑤𝑗𝑏
2
(?̅?𝑏
0)2
𝑚𝑏
0
𝑗:𝑆𝑗𝑏=1,𝑇𝑗𝑏=0
(?̅?𝑗𝑏 − ?̂?0,𝑏 + 𝑝𝑏
∗ ?̂?1,𝑏 − ?̃?𝑗𝑏?̂?)
2
, 
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𝑞𝑏
∗ =  
𝑤𝑏
∑ 𝑤𝑏
ℎ
𝑏=1
 is the weighted share of all clusters in block 𝑏, and 𝑣∗ is a degrees of freedom 
adjustment for the covariates. Plausible values for 𝑣∗ are 𝑣∗ = 0 or 𝑣∗ = 𝑣 (the number of 
covariates) (Donald and Lang 2007), although other approaches have been proposed, such as 
adjusting individual sample sizes for design effects due to clustering (Hedges 2007) and 
minimum distance methods (Wooldridge 2006).  
In our simulations (see Section 6), we also use two variants of (9). First, we multiply (9) by 
(1 − 𝑅𝑇𝑋𝑏
2 )−1,  where 𝑅𝑇𝑋𝑏2  is the R-squared value from a regression of 𝑆𝑖𝑗𝑏,𝑠?̃?𝑗𝑏 on ?̃?𝑖𝑗𝑏 and the 
other block-by-treatment status interactions in (5) (with no intercept). This term captures the 
finite sample collinearity between ?̃?𝑗𝑏 and ?̃?𝑖𝑗𝑏(which inflates the variances). This estimator 
performs well in our simulations. The second variant subtracts 1
𝑚𝑏
(√𝑠𝐷𝑏
2 (1) − √𝑠𝐷𝑏
2 (0))
2
, a lower 
bound on the finite population heterogeneity term based on the Cauchy-Schwarz inequality. 
Aronow et al. (2014) discuss sharper bounds on this heterogeneity term by approximating the 
marginal distributions of potential outcomes.   
We note a few features of (9). First, the same variance estimator applies when using non-
centered data in the regressions instead of centered data. Second, the covariates will only affect 
the ATE estimates and increase precision if mean covariate values vary across clusters. Third, 
the estimator pertains to continuous, binary, and discrete outcomes (and covariates). Finally, the 
model can be estimated using data averaged to the cluster level, so that setting 𝑣∗ = 𝑣 yields 
well-defined degrees of freedom. Estimators based on the individual and aggregated data will be 
identical for models without covariates and for models with cluster-level covariates only; for 
models with individual-level covariates, power losses using the aggregated data are likely to be 
tolerable with relatively small numbers of covariates (see Section 6 below and Schochet 2020).  
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We can obtain pooled ATE estimators across all blocks by inserting ?̂?1,𝑏 into (2) and using 
1
(ℎ?̅?)2
∑ 𝑤𝑏
2𝑉?̂?𝑟(?̂?𝑏)
ℎ
𝑏=1  for variance estimation. Hypothesis testing can be conducted using z-
tests. Alternatively, results in Bell and McCaffery (2002), Hansen (2007), and Cameron and 
Miller (2015) for the CRSE estimator suggest that t-tests with (𝑚 − 2ℎ − 𝑣∗)  degrees of 
freedom perform better in small samples and is what we use hereafter. 
4.3 Comparing Design-Based and CRSE Estimators  
The CRSE variance estimator is an extension of robust standard errors (Huber 1967; White 
1980) to clustered designs (Liang and Zeger 1986). The CRSE approach, which assumes iid 
sampling of units from some (infinite) super-population, allows for errors to be correlated within 
clusters but not across clusters. Using individual-level data, the CRSE variance estimator for the 
WLS coefficients in (5) that includes baseline covariates is: 
𝑉?̂?𝑟𝐶𝑅𝑆𝐸(?̂?) = 𝑔(𝐙
′𝐖𝐙)−1 (∑ ∑ 𝐙𝑗𝑏
′
𝑚𝑏
𝑗=1
𝐖𝑗𝑏?̂?𝑗𝑏?̂?𝑗𝑏
′ 𝐖𝑗𝑏𝐙𝑗𝑏
ℎ
𝑏=1
) (𝐙′𝐖𝐙)−1, (10) 
where 𝐙 is an 𝑛𝑥(2ℎ + 𝑣) matrix with the full set of independent variables (the block-by-
treatment status interactions, block indicators, and ?̃?𝑖𝑗𝑏 covariates); ?̂? is the corresponding vector 
of coefficient estimates; 𝐖 is an 𝑛𝑥𝑛 symmetric weight matrix with diagonal entries 𝑤𝑖𝑗𝑏 and all 
other entries 0 ; 𝐖𝑗𝑏 are analogous 𝑛𝑗𝑏𝑥𝑛𝑗𝑏 matrices defined for each cluster; ?̂?𝑗𝑏 is a vector of 
WLS residuals for each cluster; and 𝑔 is a small sample correction term discussed below. CRSE 
estimators are asymptotically normal (Liang and Zeger 1986). Hypothesis testing is commonly 
conducted using t-tests with (𝑚 − 1) degrees of freedom (Cameron and Miller 2015).  
As with the design-based estimators, the CRSE estimator is based on WLS using the pooled 
data across blocks. Therefore, both approaches yield the same ATE estimate when the covariates 
and weights are the same, but the variance estimators differ in several ways. To illustrate the key 
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differences, consider the model without covariates. In that case, the CRSE variance estimator in 
(10) for a single block-by-treatment ATE estimate, ?̂?1,𝑏, reduces to 
𝑉?̂?𝑟𝐶𝑅𝑆𝐸(?̂?1,𝑏) = 𝑔
𝑠𝐷𝑏
2∗ (1)
𝑚𝑏
1 + 𝑔
𝑠𝐷𝑏
2∗ (0)
𝑚𝑏
0 , (11) 
where 𝑠𝐷𝑏
2∗ (1) =
(𝑚𝑏
1−1)
𝑚𝑏
1 𝑠𝐷𝑏
2 (1) and 𝑠𝐷𝑏
2∗ (0) =
(𝑚𝑏
0−1)
𝑚𝑏
0 𝑠𝐷𝑏
2 (0). Here, we use 𝑔 = ( 𝑚
𝑚−1
) (
𝑛−1
𝑛−2ℎ−𝑣
), 
a common value in statistical software packages such as Stata (Cameron and Miller 2015), 
although other approaches have been proposed, such as bias-corrected CRSE estimators 
(Mackinnon and White 1985; Bell and McCaffery 2002; Angrist and Lavy 2002; Pustejovsky 
and Tipton 2018) and bootstrap methods (Cameron et al. 2008; Webb 2013) that can adjust for 
the known Type 1 error inflation of the CRSE estimator in small samples.  
Compare (11) to the following parallel expression for the design-based estimator in (9):  
Vâr (?^?𝑏) =
𝑚𝑏
1
(𝑚𝑏
1 − 1)
𝑠𝐷𝑏
2∗ (1)
𝑚𝑏
1 +
𝑚𝑏
0
(𝑚𝑏
0 − 1)
𝑠𝐷𝑏
2∗ (0)
𝑚𝑏
0 . (12) 
There are two key differences between (11) and (12) that pertain to the degrees of freedom 
adjustments. First, the adjustments for the design-based variance estimator are applied separately 
for treatments and controls based on 𝑚𝑏1 and 𝑚𝑏0, whereas the standard CRSE estimator applies a 
single adjustment, 𝑔,  based on total sample sizes (𝑚 and 𝑛). Second, the design-based estimator 
uses (𝑚 − 2) degrees of freedom for the t-tests, reflecting separation of the two research groups, 
whereas the CRSE estimator commonly uses (𝑚 − 1). These two differences will typically lead 
to larger design-based variances and lower rejection rates (yielding Type 1 errors closer to 
nominal levels as shown later in our simulations). Note also that the finite population 
heterogeneity term does not apply to the CRSE estimator as it assumes a super-population 
sampling framework. Similar issues apply to models with covariates. 
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5. Restricted ATE Estimators with Fixed Block Effects Only   
A commonly used estimation strategy for blocked designs is to include block indicator variables 
in the regression model but to exclude block-by-treatment status interaction terms: 
𝑦𝑖𝑗𝑏 = 𝛽1,𝑅?̃?𝑗𝑏 + ∑ 𝛿0,𝑠𝑆𝑖𝑗𝑏,𝑠 +
ℎ
𝑠=1
𝜖𝑖𝑗𝑏, (13) 
where 𝜖𝑖𝑗𝑏 is the error term. Because this framework imposes restrictions on the assumed data 
structure, it typically produces asymptotically biased estimates of the true ATE parameter in (2).  
Nevertheless, it has practical appeal due to its parsimony and additional degrees of freedom.  
Consider WLS estimation of (13) where the model includes the ?̃?𝑖𝑗𝑏 covariates with 
parameter vector 𝛄. As shown in Supplementary Materials A, the WLS estimator for 𝛽1,𝑅 is a 
weighted average of block-level ATE estimates with weights, ?̃?𝑏,𝑅 =
1
𝑚𝑤𝑏
𝑤𝑏
0𝑤𝑏
1: 
?^?1,𝑅 = ∑
?̃?𝑏,𝑅
∑ ?̃?𝑎,𝑅
ℎ
𝑎=1
ℎ
𝑏=1
(𝑦𝑏(1) − 𝑦𝑏(0) − (?̿?𝑏
1 − ?̿?𝑏
0) ?^?). (14) 
Note that the weights can also be expressed in the limit as ?̃?𝑏,𝑅 = 𝑞𝑏𝑝𝑏(1 − 𝑝𝑏)?̅?𝑏, where 𝑞𝑏 =
𝑚𝑏/𝑚. Thus, this approach uses a form of precision weighting to weight the block-specific 
treatment effects and is analogous to a fixed effects regression model using non-clustered data. 
5.1. Theoretical Results   
We now present a CLT for ?^?1,𝑅 that is proved in Supplementary Materials A. Let 
𝛽1,𝑅 = ∑
𝑞𝑏𝑝𝑏(1 − 𝑝𝑏)?̅?𝑏 
∑ 𝑞𝑏𝑝𝑏(1 − 𝑝𝑏)?̅?𝑏 
ℎ
𝑏=1
ℎ
𝑏=1
(𝑌𝑏(1) − 𝑌𝑏(0)) 
denote the treatment effect parameter for the restricted model. Also define the vector of block-
level estimators as 
𝐭 = (?̅?1
1(?̿?1(1) − ?̿?1
1𝛄), ?̅?1
0(?̿?1(0) − ?̿?1
0𝛄), ?̅?1
1, ⋯ , ?̅?1
ℎ(?̿?ℎ(1) − ?̿?ℎ
1 𝛄), ?̅?ℎ
0(?̿?ℎ(0) − ?̿?ℎ
0𝛄), ?̅?ℎ
1). 
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Theorem 2. Assume (C1), (C2), (C4) for 𝑓𝑏𝑡, (C5), (C6), (C7) and the following conditions 
for 𝑡 ∈ {1,0}:  
 
(C8) As 𝑚 → ∞,  
max1≤𝑏≤ℎmax𝑡∈{0,1}
𝑎𝑌,𝑏(𝑡)
𝑝𝑏(1 − 𝑝𝑏)𝑚𝑏𝑣𝑌,𝑏(𝑡)
→ 0,   where 
𝑎𝑌,𝑏(𝑡) = max1≤𝑗≤𝑚𝑏 (𝑤𝑗𝑏(𝑌𝑗𝑏(𝑡) − 𝐱𝑗𝑏𝛄) − 𝑤𝑏 (?̿?𝑏(𝑡) − 𝐱𝑏𝛄))
2
 and 
 
𝑣𝑌,𝑏(𝑡) =
1
𝑚𝑏−1
∑ (𝑤𝑗𝑏(𝑌𝑗𝑏(𝑡) − 𝐱𝑗𝑏𝛄) − 𝑤𝑏 (?̿?𝑏(𝑡) − 𝐱𝑏𝛄))
2
𝑚𝑏
𝑗=1 . 
 
(C9) As 𝑚 → ∞, 
max1≤𝑏≤ℎ
𝑎𝑤,𝑏
𝑝𝑏(1 − 𝑝𝑏)𝑚𝑏𝑣𝑤,𝑏
→ 0, 
where 𝑎𝑤,𝑏 = max1≤𝑗≤𝑚𝑏(𝑤𝑗𝑏 − 𝑤𝑏)
2
 and 𝑣𝑤,𝑏 =
1
𝑚𝑏−1
∑ (𝑤𝑗𝑏 − 𝑤𝑏)
2𝑚𝑏
𝑗=1 . 
(C10) The correlation matrix of 𝐭 has a finite limiting value 𝚺. 
(C11) The variance expressions, 𝑣𝑤,𝑏 and 𝑣𝑌,𝑏(𝑡), have finite limiting values for 𝑏 ∈ {1, … , ℎ}.   
(C12) 𝑤𝑏 (𝑌𝑏(1) − 𝐱𝑏𝛄) ≠ 0 or 𝑤𝑏 (𝑌𝑏(0) − 𝐱𝑏𝛄) ≠ 0 for some 𝑏. 
Then, as 𝑚 → ∞, ?^?1,𝑅 is a consistent estimator for 𝛽1,𝑅 and 
?^?1,𝑅 − 𝛽1,𝑅
√Var (?̃?1,𝑅)
→
𝑑
𝑁(0,1),   where 
Var (?̃?1,𝑅)
= ∑
1
𝑚𝑏(𝑚𝑏 − 1)
(𝑞𝑏𝑝𝑏(1 − 𝑝𝑏)?̅?𝑏)
2
(∑ 𝑞𝑎𝑝𝑎(1 − 𝑝𝑎)?̅?𝑎)
ℎ
𝑎=1
2 ∑ (√
1 − 𝑝𝑏
𝑝𝑏
(
𝑤𝑗𝑏 (𝑌𝑗𝑏(1) − 𝑌𝑏(1) − (𝐱𝑗𝑏 − 𝐱𝑏) 𝛄)
𝑤𝑏
)
𝑚𝑏
𝑗=1
ℎ
𝑏=1
+ √
𝑝𝑏
1 − 𝑝𝑏
(
𝑤𝑗𝑏 (𝑌𝑗𝑏(0) − 𝑌𝑏(0) − (𝐱𝑗𝑏 − 𝐱𝑏) 𝛄)
𝑤𝑏
)                                                                                 (15)         
+
(1 − 2𝑝𝑏)
√𝑝𝑏(1 − 𝑝𝑏)𝑤𝑏
(𝛽1,𝑏 − 𝛽1,𝑅)(𝑤𝑗𝑏 − 𝑤𝑏))
2
. 
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Remark. The first two terms inside the brackets in (15) pertain to block-specific variances for 
the treatment and control groups that are analogous to the corresponding variance terms in the 
unrestricted model in (8). The third term represents the covariance between the block treatment 
effects and block weights that is induced by the restricted model. This term differentiates the 
variances for the restricted and unrestricted models, along with the block weights used for 
pooling and the presence of the finite population heterogeneity term. This third term is 0 if 𝑝𝑏 =
0.5 or Cov(𝛽1,𝑏, 𝑤𝑗𝑏) = 0, but otherwise can be positive or negative. 
5.2. Variance Estimation   
A consistent variance estimator for (15) can be obtained by multiplying out the squared term 
and using plug-in estimators for each of the resulting six terms. However, it is simpler to use the 
following consistent estimator based on cluster-level model residuals: 
Vâr (?^?1,𝑅) =
1
𝑚(𝑚 − ℎ − 𝑣∗ − 1)
∑ ∑ 𝑤𝑗𝑏
2 ?̃?𝑗𝑏
2 (?̅?𝑗𝑏 − ?^?1,𝑅 ?̃?𝑗𝑏 − 𝛿0,𝑏 − ?̃̅?𝑗𝑏?̂?)
2𝑚𝑏
𝑗=1
ℎ
𝑏=1
(∑ 𝑞𝑏𝑝𝑏(1 − 𝑝𝑏)?̅?𝑏)
ℎ
𝑏=1
2 , (16) 
recalling that ?̃?𝑗𝑏 = (𝑇𝑗𝑏 − 𝑝𝑏∗ ). Following Schochet (2016), the expression in (16) can be 
justified using the following standard asymptotic expansion for the WLS estimator: 
√𝑚 (?^?1,𝑅 − 𝛽1,𝑅) =
∑ ∑ 𝑤𝑗𝑏?̃?𝑗𝑏(?̅?𝑗𝑏 − 𝛽1,𝑅?̃?𝑗𝑏 − 𝛿0,𝑏 − ?̃̅?𝑗𝑏𝛄)
𝑚𝑏
𝑗=1
ℎ
𝑏=1
√𝑚 ∑ 𝑞𝑏𝑝𝑏(1 − 𝑝𝑏)?̅?𝑏
ℎ
𝑏=1
+ 𝑜𝑝(1), (17) 
where 𝑜𝑝(1) signifies a term that converges in probability to zero. Suppose we insert into (17), 
?̅?𝑗𝑏 = 𝑇𝑏𝑗?̅?𝑗𝑏(1) + (1 − 𝑇𝑏𝑗)?̅?𝑗𝑏(0) and 𝛿0,𝑏 = 𝑝𝑏?̿?𝑏(1) + (1 − 𝑝𝑏)?̿?𝑏(0) (see Supplementary 
Materials A), and then add and subtract (𝛽1,𝑏 − 𝛽1,𝑅)?̃?𝑗𝑏. If we then calculate Var (?^?1,𝑅) over the 
randomization distribution, we obtain (15) after some algebra. Hypothesis testing can be 
conducted using t-tests with (∑ (𝑚𝑏1 + 𝑚𝑏0) − 𝑣∗ − ℎ − 1)ℎ𝑏=1  degrees of freedom. Note that with 
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𝑣∗ = 0, estimation requires at least 1 treatment and 1 control cluster per block rather than two as 
for the fully interacted model. 
The CRSE estimator for the restricted model has the same form as (16). For the model 
without covariates, the only difference is that the standard CRSE estimator uses 𝑔 for the degrees 
of freedom correction term. In studies with few clusters and many blocks, the design-based 
estimator will tend to exceed the CRSE estimator (that is, it will yield larger standard errors).  
6. Simulation Results   
To examine the statistical properties of the design-based estimator, we conducted simulations 
for a clustered, non-blocked design (ℎ = 1) using the variance estimator in (9) with and without 
covariates, the 𝑅𝑇𝑋2  adjustment, and the finite population heterogeneity term based on the 
Cauchy-Schwarz inequality. We also included the standard CRSE estimator to identify sources 
of differences between the two approaches (our goal is not to compare various proposed CRSE 
estimators to each other). Note that if ℎ > 1, differences between the two approaches when 
examining block-level estimates will tend to be greater than the simulation results presented 
here, because the degrees of freedom adjustments will differ more (see (11) and (12)).  
For the simulations, we created a single base dataset that included all potential outcomes and 
covariates, and then for each of 1,000 replications, we randomly assigned half the clusters to 
treatment and half to control, storing the associated outcomes. We then fit our models and 
recorded results. Finally, we calculated Type 1 errors across the replications and compared 
average empirical values of the standard errors produced by the estimators to their “true” 
sampling variability as measured by standard deviations of the 1,000 ATE estimates. To avoid 
unusual base datasets, we repeated this process for 100 base datasets and calculated average 
statistics. For all WLS estimations, clusters were weighted by their sample sizes. 
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To generate our initial full schedule of potential outcomes (see Supplementary Materials B 
for more details), we used the following model: 
𝑌𝑖𝑗(0) = 𝑥𝑖𝑗1 + 𝑥𝑖𝑗2 + 𝑢𝑗 + 𝑒𝑖𝑗 
𝑌𝑖𝑗(1) = 𝑌𝑖𝑗(0)  + 𝜃𝑗𝑇𝑗, 
(19) 
where 𝑢𝑗 , 𝜃𝑗  (which captures treatment effect heterogeneity), and 𝑒𝑖𝑗 are each iid mean zero 
random errors and 𝑥𝑖𝑗1 and 𝑥𝑖𝑗2 are independent covariates. We ran separate simulations for 𝑚 =
 8 to 50 clusters. We allowed cluster sample sizes to vary around a pre-set mean of 100 (or 40 for 
some runs) that were drawn to be correlated with both 𝑢𝑗  and 𝜃𝑗 . For each replication, we 
calculated 𝑦𝑖𝑗 = 𝑇𝑗𝑌𝑖𝑗(1) + (1 − 𝑇𝑗)𝑌𝑖𝑗(0) to generate the observed outcomes. 
We examined a range of simulation scenarios for the covariates and model distributions. We 
generated data with (1) no covariates (excluding 𝑥𝑖𝑗1 and 𝑥𝑖𝑗2 from (19)); (2) two individual-
level covariates (applying an intraclass correlation coefficient of 𝜌𝑋 = 0); (3) two cluster-level 
covariates (applying 𝜌𝑋 = 1); and (4) one individual-level and one cluster-level covariate. For 
the models with individual-level covariates, we calculated the degrees of freedom in various 
ways, letting 𝑣∗ equal 0, the total number of covariates (𝑣), or the number of cluster-level 
covariates (if applicable). Finally, we generated data assuming normal, bimodal, and chi-square 
distributions for the errors and covariates in (19) (see Supplementary Materials B).  
Finite population results. The simulation results for the models without covariates indicate 
that the design-based estimator yields Type 1 errors near the 5 percent nominal level and 
standard errors near true values for specifications that exclude the correction for the finite 
population heterogeneity term, even with relatively few clusters (see Figure 1 which assumes 
normal errors and Supplementary Materials Table B.1 for the full results). In contrast, the 
standard CRSE estimator in (10) yields inflated Type 1 errors similar to those found in the 
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literature using a super-population simulation framework (see, for example, Cameron et al. 2008; 
Green and Vavreck 2008; Angrist and Pischke 2009) (Figure 1 and Table B.1). The key reason is 
that the CRSE estimator applies a single degrees of freedom variance adjustment based on the 
total sample size, whereas the design-based estimator applies a separate degrees of freedom 
adjustment for the treatment and control groups which inflates the variances. A more minor, but 
related reason is that the CRSE approach uses (𝑚 − 1) degrees of freedom for the t-tests rather 
than (𝑚 − 2) as for the design-based approach. The design-based variance estimator that 
includes a correction for the finite population heterogeneity term also overrejects (so we do not 
focus on this estimator in what follows), but less so than the CRSE estimator (Figure 1; Table 
B.3). We find similar simulation results using different model distributions (Table B.1) and using 
an average of 40 individuals per cluster rather than 100 (Table B.3).  
A similar pattern of results arises when covariates are included in the model (and standard 
errors decrease), but the results depend on whether the model includes individual- and/or cluster-
level covariates and whether the 𝑅𝑇𝑋2  adjustment is applied (Figure 2 and Tables B.2 and B.3). 
For the model with individual-level covariates only (𝜌𝑋 = 0), we find that the design-based 
estimator with 𝑣∗ = 0 yields Type 1 errors near the nominal level, even with relatively few 
clusters (Model (1) in Figure 2). In this case, the 𝑅𝑇𝑋2  adjustment has little effect on the results 
due to the relatively large number of individuals per cluster (with a mean of 100) (Table B.3). If 
we instead apply 𝑣∗ = 2, the design-based approach becomes conservative (Model (2) in Figure 
2). As before, the standard CRSE estimator yields inflated Type 1 errors (Model (3) in Figure 2).  
For the model with cluster-level covariates only (𝑣∗ = 2; 𝜌𝑋 = 1), which is identical to 
aggregating the data to the cluster level, the design-based estimator yields Type 1 errors at the 
nominal level if the 𝑅𝑇𝑋2  adjustment is applied, even with 𝑚 = 8, but overrejects without the 
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𝑅𝑇𝑋
2  adjustment (Models (4) and (5) in Figure 2 and Tables B.2 and B.3). For this specification, 
the CRSE estimator produces inflated Type 1 errors more pronounced than with individual-level 
covariates (Model (6) in Figure 2). The performance of the CRSE estimator improves using 
(𝑚 − 𝑣 − 2) = (𝑚 − 4) degrees of freedom for the t-tests rather than (𝑚 − 1) (Table B.3). 
Note that the aggregated model could also be estimated if individual-level covariates are 
available for the analysis. However, the true standard errors are larger using this approach than 
using the individual data, leading to losses in statistical power. Precision losses using the 
aggregated data occur because of larger expected correlations between the covariates and the 
treatment indicator (Schochet 2020 quantifies these design effects).  
Finally, we ran simulations for models containing one individual-level covariate (𝑣1 = 1) 
and one cluster-level covariate (𝑣2 = 1) (Table B.3). For the design-based estimator, the 
simulations suggest that using 𝑣∗ = 0 is liberal, setting 𝑣∗ = 𝑣2 = 1 yields Type 1 errors close to 
the nominal rate; and setting 𝑣∗ = 𝑣1 + 𝑣2 = 2 is conservative. As before, the CRSE tends to 
overreject with few clusters.  
Super-population simulation results. To compare our results to those in the literature for the 
CRSE estimator, we also conducted select simulations using a super-population framework by 
generating 50,000 separate datasets and calculating Type 1 errors and standard errors across 
them. These results show a similar pattern of results to the above, but with somewhat larger true 
standard errors (Table B.4). 
Discussion. Overall, the simulation results suggest that the design-based estimator has 
beneficial statistical properties with few clusters for models with or without covariates. For 
models with covariates and relatively large 𝑛 (which is typical for clustered RCTs in practice), 
the results suggest that adjusting the degrees of freedom for the number of cluster-level 
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covariates by setting 𝑣∗ = 𝑣2 (the number of cluster-level covariates) could be a good general 
strategy, and that setting 𝑣∗ = 𝑣  is conservative for models with some individual-level 
covariates. The simulations further indicate that with individual-level covariates, the design-
based estimator using data averaged to the cluster-level with the 𝑅𝑇𝑋2  adjustment and 𝑣∗ = 𝑣 
yields nominal rejection rates. While this approach can result in losses in statistical power, it 
could be a good strategy if 𝑛 is small, in which case precision losses could be tolerable.  
7. Empirical Application Using the Motivating SACD Example  
To demonstrate the considered estimators, we use outcome and baseline data from the SACD 
evaluation on 4,018 4th graders (2,147 treatments and 1,871 controls) in 84 schools in 7 large 
school districts. The data were obtained from student reports administered in the classroom, 
primary caregiver telephone interviews, and teacher reports on students (SACD Consortium, 
2010). We analyze six primary study outcome scales (Table 1) and adjust for baseline covariates 
selected in an initial step from the 46 available, along with their two-way interactions, using 
Least Absolute Shrinkage and Selection Operator (LASSO) methods with 5-fold cross-validation 
(Tibshirani 1996). Our goal is not to replicate study results but to illustrate the ATE estimators. 
Table 2 presents the estimation results for various model specifications: (1) with and without 
baseline covariates, (2) with and without block-by-treatment status interaction terms, and (3)  
with equal weighting of individuals (to estimate ATEs for the average student in the sample) 
versus equal weighting of sites and clusters (to estimate ATEs for the average school in the 
average district in the sample). Our methodology can easily accommodate other weighting 
schemes, such as those that adjust for data item nonresponse. For some specifications, we 
compare the design-based results to those using the standard CRSE estimator (for illustration). 
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The results indicate that for all specifications, the behavioral health interventions had no 
statistically significant effect on any outcome scale, although the negative estimate on the scale 
measuring fear in school is marginally statistically significant at the 10 percent level for most 
models with covariates. Across the six outcomes, standard errors are about 16 to 35 percent 
smaller when covariates are included in the models. Further, we find very similar results for the 
fully-interacted and restricted models for two reasons: (1) the estimated treatment effects vary 
little across sites (0.07 standard deviations on average across the outcomes) and (2) the two sets 
of site weights are highly correlated (greater than 0.95) because sample sizes do not vary 
substantially across sites (they range from 425 to 650 students and 10 to 14 schools and 𝑝𝑏 = 0.5 
in all sites). For similar reasons, findings do not materially differ when individuals versus blocks 
and clusters are weighted equally, although in the latter case, standard errors increase due to 
design effects from weighting and the marginally significant impact on the scale measuring fear 
at school disappears. Finally, consistent with the theory and simulations, standard errors are 
somewhat larger using the design-based estimators than the parallel CRSE estimators.  
8. Conclusions  
This article considered design-based ratio estimators for clustered, blocked RCTs using the 
Neyman-Rubin-Holland model and weighted least squares methods. We developed finite 
population CLTs for the ATE estimators, allowing for baseline covariates to improve precision, 
general weighting schemes, and several common approaches for handling blocks in the models. 
We showed that the design-based ratio estimators are attractive in that they yield consistent and 
asymptotically normal ATE estimators with simple variance estimators based on cluster-level 
model residuals; apply to continuous, binary, and discrete outcomes; and yield Type 1 errors at 
nominal levels for models with and without covariates, even in small samples. An unexpected 
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finding is that the “conservative” variance estimator that excludes a correction for the finite 
population heterogeneity term based on the Cauchy-Schwarz inequality improves statistical 
performance. Further, for models with covariates, an 𝑅𝑇𝑋2  adjustment for the collinearity between 
the covariates and treatment indicator improves results in designs with few clusters and subjects. 
Our findings justify the CRSE estimator from a finite population perspective (even though it 
estimates a super-population ATE parameter); this contribution follows similar literature for the 
individual randomized case (see, for example, Freedman 2008 and Lin 2013). However, while 
the structure of the design-based and standard CRSE variance estimators are similar, differences 
in their degrees of freedom adjustments do affect their statistical performance in small samples 
(the standard CRSE estimator overrejects in this case). The key difference is simple: the 
randomization mechanism leads to separate degrees of freedom adjustments for the treatment 
and control groups based on their respective numbers of clusters (in each block), whereas the 
CRSE approach often used in practice applies a single adjustment based on the total number of 
clusters. These differences tend to increase with more blocks.  
As discussed in the article, other corrections for the CRSE estimator have been proposed that 
can improve the Type 1 error inflation rate in general settings. In the RCT setting, however, the 
advantage of the design-based variance estimator is that it is tailored to experiments, as it is 
derived directly from principles underlying them. Further, it is simple to apply and parallels 
design-based estimators for non-clustered RCTs. The free RCT-YES software (www.rct-
yes.com), funded by the U.S. Department of Education, estimates ATEs for full sample and 
baseline subgroup analyses using the design-based methods discussed in this article using either 
R or Stata, and also allows for multi-armed trials with multiple treatment conditions.   
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Figure 1. Type I Error Rates for Models without Covariates   
 
Abbreviations. DB = Design-based variance estimator; FP term = Finite population heterogeneity term included 
based on the Cauchy-Schwarz inequality; CRSE = Standard cluster-robust standard error estimator. 
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Figure 2. Type I Error Rates for Models with Covariates 
 
Abbreviations. DB = Design-based variance estimator in (9) (without the finite population heterogeneity term); 
“cluster covs” = Two cluster-level covariates included in the model; “Individual covs” = Two individual-level 
covariates included in the model; “R-sq-adj” = 𝑅𝑇𝑋2  adjustment applied to the DB estimator; 𝑣∗= Degrees of freedom 
adjustment for the covariates for the DB estimator; CRSE = Standard cluster-robust standard error estimator.  
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Table 1. Outcome variables for the empirical analysis using SACD RCT data.  
 
Outcome   
Data source 
(Spring 2007) Description of variable 
Problem behavior  Child report  Scale ranges from 0 to 3 and contains 6 items from the 
Frequency of Delinquent Behavior Scale and 6 items from the 
Aggression Scale; Reliability = 0.86. 
Normative beliefs 
about aggression 
Child report Scale ranges from 1 to 4 and contains 12 items from the  
Normative Beliefs About Aggression Scale; Reliability = 0.83. 
Student afraid at 
school 
Child report Scale ranges from 1 to 4 and contains 4 items from the 
Feelings of Safety at School scale; Reliability = 0.79. 
Altruistic behavior Primary caregiver 
report 
Scale ranges from 1 to 4 and contains 8 items from the 
Altruism Scale, Primary Caregiver Version; Reliability = 0.88  
Positive social 
behavior 
Teacher report Scale ranges from 1 to 4 and contains 6 items from the 
Responsibility Scale and 19 items from the Social Competence 
Scale and 8 items from the Altruism Scale, Teacher Version; 
Reliability = 0.97. 
Problem behavior Teacher report Scale ranges from 1 to 4 and contains 14 items from the BASC 
Aggression Subscale, Teacher Version, 7 items from the BASC 
Conduct Problems Subscale, Teacher Version and 2 items from 
the Responsibility Scale; Reliability = 0.95. 
 
Note: See SACD Research Consortium (2010) for a complete description of the construction of these scales. 
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Table 2. Estimated ATEs and standard errors for the SACD study, by model specification. 
 Model with site-by-treatment             
interaction terms 
 
 Individuals  
weighted equally 
 Schools and sites 
weighted equally 
 Model with site                      
fixed effects only 
Outcome variable and 
covariate specification 
Design-
based 
Standard 
CRSE                
Design-                    
based 
Design-
based 
Standard     
CRSE 
Model without 
covariates 
     
Problem behavior                    
(CR) 
0.006 
(0.037) 
0.006 
(0.034) 
0.011        
(0.041) 
0.006 
(0.036) 
0.006 
(0.035) 
Normative beliefs about 
aggression (CR) 
0.003 
(0.031) 
0.003 
(0.029) 
0.000                   
(0.038) 
0.003 
(0.031) 
0.003 
(0.030) 
Student afraid at school 
(CR) 
-0.064 
(0.052) 
-0.064 
(0.048) 
-0.041                 
(0.061) 
-0.064 
(0.050) 
-0.064 
(0.048) 
Altruistic behavior                
(PCR) 
-0.006 
(0.035) 
-0.006 
(0.032) 
-0.011                
(0.041) 
-0.006 
(0.034) 
-0.006 
(0.033) 
Positive social behavior 
(TR) 
-0.046 
(0.061) 
-0.046 
(0.056) 
-0.036                 
(0.065) 
-0.045 
(0.060) 
-0.045 
(0.056) 
Problem behavior                     
(TR) 
0.019 
(0.040) 
0.019 
(0.036) 
0.006        
(0.044) 
0.019                  
(0.039) 
0.019                  
(0.038) 
      
Model with covariates      
Problem behavior                    
(CR) 
-0.006 
(0.027) 
-0.006 
(0.025) 
-0.002              
(0.031) 
-0.006 
(0.027) 
-0.006 
(0.025) 
Normative beliefs about 
aggression (CR) 
-0.005 
(0.026) 
-0.005 
(0.024) 
-0.009                
(0.033) 
-0.005 
(0.026) 
-0.005 
(0.025) 
Student afraid at school 
(CR) 
-0.067* 
(0.040) 
-0.067* 
(0.035) 
-0.047              
(0.045) 
-0.067* 
(0.037) 
-0.067* 
(0.036) 
Altruistic behavior                 
(PCR) 
-0.016 
(0.028) 
-0.016 
(0.024) 
-0.013                
(0.031) 
-0.017 
(0.027) 
-0.017 
(0.026) 
Positive social behavior 
(TR) 
-0.011 
(0.045) 
-0.011 
(0.039) 
-0.015               
(0.045) 
-0.010 
(0.043) 
-0.010 
(0.040) 
Problem behavior                   
(TR) 
-0.009 
(0.025) 
-0.009 
(0.023) 
-0.011               
(0.026) 
-0.009 
(0.025) 
-0.009 
(0.023) 
Abbreviations.  CR = child report, PCR = primary caregiver report, TR = teacher report, CRSE = Cluster-robust 
standard error estimator. 
 
* Statistically significant at the 10 percent level, two-tailed test.
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Supplementary Materials for “Design-Based Estimators
for Clustered RCTs and How They Compare to Robust
Estimators”
A Proofs for asymptotic results
A.1 Asymptotic properties of ratio estimators
In this section, we develop two results that will help us prove asymptotic normality of our
weighted least squares regression estimators. We derive these results generally, assuming
arbitrary cluster level1 potential outcomes Cj(t) for cluster j with t ∈ {0, 1}. These results
could alternatively be obtained using a finite population delta method (see Pashley, 2019).
A.1.1 Asymptotic normality of one ratio
We first derive a result on the asymptotic distribution of a single ratio estimator, very similar
to Theorem 1 in Scott and Wu (1981), but using conditions from Li and Ding (2017). To
do this, we redefine the potential outcomes in a way that allows us to use known normality
results for an estimator that is close to our ratio estimator. Then we use an application of
Slutsky’s theorem to get the normality result for our estimator of interest. Before the result,
we must define some notation. Let us have arbitrary cluster level potential outcomes Cj(t)
for t ∈ {0, 1} and cluster weights wj, with Tj being the indicator of treatment assignment for
cluster j. Following Li and Ding (2017), our finite population is within a sequence of finite
populations where m and mt go to∞, which naturally holds if we grow the population with
a fixed proportion of treated clusters, p. Further define
w =
1
m
m∑
j=1
wj,
wt =
1
mt
∑
j:Tj=t
wj,
C(t) =
1
m
∑m
j=1 wjCj(t)
w
(the overall weighted mean of Cj(t)),
c(t) =
1
mt
∑
j:Tj=t
wjCj(t)
wt
,
1The same mathematical arguments are immediately extendable to the case where we have individuals
rather than clusters.
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and
ˆ¯C(t) = c(t)w.
In particular, we are interested in the asymptotic distribution of the ratio estimator c(t),
unlike Scott and Wu (1981) who found the distribution for an estimator closer to the form
ˆ¯C(t). In our case, c(t) is an estimator of C(t). We will see this is a straightforward change.
Define the following finite population variance of the weights:
S2(w) =
1
m− 1
m∑
j=1
(wj − w)2.
Let Dj(t) by a scaled deviation of Cj(t) from the overall weighted mean. That is,
Dj(t) =
(
wjCj(t)− wjC(t)
)
/w.
Then the mean of the Dj(t)’s, D¯(t), equals 0 as
m∑
j=1
wjC(t) = mwC(t) =
m∑
j=1
wjCj(t),
and the variance expression for the Dj(t), which is a weighted variance of the Cj(t), is
S2D(t) =
1
m− 1
m∑
j=1
D2j (t) =
1
m− 1
m∑
j=1
w2j
w2
(
Cj(t)− C(t)
)2
.
Lemma A.1.1. Assume we have the following conditions:
(a) Defining g(t) = max1≤j≤m(Dj(t))2
1
min(m1,m−m1)
g(t)
S2D(t)
→ 0, as m→∞. (S1)
(b) For t ∈ {1, 0},
(
1− f t) S2(w)
mtw2
→ 0 as m→∞. (S2)
Under these conditions,
c(t)− C(t)√
1−f t
mt
SD(t)/w
d−→ N(0, 1). (S3)
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Proof. The proof of this result closely follows the proof in Scott and Wu (1981). We are
interested in the asymptotic distribution of the ratio estimator c(t), but to find this we will
first find the distribution of ˆ¯C(t).
Let d¯(t) =
∑
j:Tj=t
Dj(t)/m
t. Then
d¯(t) =
(
c(t)− C(t)
) wt
w
.
Assuming our first condition given by Equation S1, by Theorem 1 of Li and Ding (2017),
d¯(t)√
1−f t
mt
SD(t)
d−→ N(0, 1).
Further, from Theorem B of Scott and Wu (1981), given our second condition given by
Equation S2,
wt/w − 1 p−→ 0 as m→∞.
Thus, wt/w
p−→ 1. Note the condition on the weights would cause issues if the average weight
were to go to 0 as the sample size increased, but, as discussed in Section A.2.3, this is easy
to avoid by using unnormalized weights. This in turn means by Slutsky’s Theorem, recalling
that c(t)− C(t) = d¯(t)w/wt, we have our result in Equation S3.
A.1.2 Asymptotic normality of difference of ratios (Main result)
We will now show the asymptotic normality of a difference of ratios. In particular, we are
interested in the asymptotic distribution of c(1) − c(0), using notation from Section A.1.1.
We will again define new potential outcomes that are easier to work with than the direct
ratio. First we define some notation. Construct new potential outcomes Dj(t) = (wjCj(t)−
wjC(t))/w with notation defined in Section A.1.1, so D¯(1) = 0, D¯(0) = 0 and
d¯(t) =
1
mt
∑
j:Tj=t
Dj(t).
Further define an intermediate estimator Dˆ = d¯(1)− d¯(0) and
S2D(1, 0) =
1
m− 1
m∑
j=1
Dj(1)Dj(0).
Recall for t ∈ {0, 1}
S2D(t) =
1
m− 1
m∑
j=1
D2j (t).
and further define
S2(D) =
1
m− 1
m∑
j=1
(Dj(1)−Dj(0))2.
We will use these notations to get the final result.
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Lemma A.1.2. Let us have the following conditions2:
(a) Let g(t) = max1≤j≤m(Dj(t))2 and as m→∞
maxt∈{0,1}
1
(mt)2
g(t)
Var(Dˆ)
→ 0. (S4)
(b) mt/m has a limiting value in (0,1) and S2D(t) and S
2
D(1, 0) have limiting values.
(c) For t ∈ {1, 0}, (
1− f t) S2(w)
mtw2
→ 0 as m→∞. (S5)
Then we have that (
c(1)− c(0))− (C(1)− C(0))√
Var(Dˆ)
d−→ N(0, 1) (S6)
where
Var(Dˆ) =
S2D(1)
m1
+
S2D(0)
m0
− S
2(D)
m
.
Proof. First we derive a normality result for Dˆ. If we randomly select pm clusters to assign
to treatment, then from Theorem 3 in Li and Ding (2017), Dˆ has mean 0 and variance
Var(Dˆ) =
S2D(1)
m1
+
S2D(0)
m0
− S
2(D)
m
.
If we have the condition of Equation S4, then under Theorem 4 of Li and Ding (2017),
Dˆ√
Var(Dˆ)
d−→ N(0, 1).
Now note that
Dˆ√
Var(Dˆ)
=
d¯(1)− d¯(0)√
Var(Dˆ)
=
1
m1
∑m
j=1 Tj
(
wjCj(1)− wjC(1)
)
/w − 1
m0
∑m
j=1(1− Tj)
(
wjCj(0)− wjC(0)
)
/w√
Var(Dˆ)
=
w1
w
(
c(1)− C(1)
)
− w0
w
(
c(0)− C(0)
)
√
Var(Dˆ)
.
2It is interesting to note that a delta method approach would rely on slightly different conditions. In
particular, the delta method does not explicitly require limiting values on asymptotic variances, as given in
the second condition, but it does require a convergence in probability result that is satisfied by those limiting
values for the asymptotic variances. Comparing this derivation to proofs via the delta method is left for
future work.
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We can now get back to our estimator of interest, c(1)− c(0):(
c(1)− C(1)
)
−
(
c(0)− C(0)
)
√
Var(Dˆ)
=
(
1− w1
w
)(
c(1)− C(1)
)
−
(
1− w0
w
)(
c(0)− C(0)
)
√
Var(Dˆ)
+
w1
w
(
c(1)− C(1)
)
− w0
w
(
c(0)− C(0)
)
√
Var(Dˆ)
=
(
1− w
1
w
) (c(1)− C(1))√
Var(Dˆ)
−
(
1− w
0
w
) (c(0)− C(0))√
Var(Dˆ)
+
Dˆ√
Var(Dˆ)
.
We know the asymptotic distribution of the third term, so we need to show that the first
two terms vanish. As stated in Lemma A.1.1, if we have the conditions given by Equation S4
and Equation S5, then
c(t)− C(t)√
1−f t
mt
SD(t)
d−→ N(0, 1).
Recall from Section A.1.1 that the fourth condition gives us
wt
w
p−→ 1.
To use these notes, we need to rewrite out previous result:(
c(1)− C(1)
)
−
(
c(0)− C(0)
)
√
Var(Dˆ)
=
(
1− w
1
w
) √ 1
m1
− 1
m
SD(1)√
Var(Dˆ)
(
c(1)− C(1)
)
√
1
m1
− 1
m
SD(1)
−
(
1− w
0
w
) √ 1
m0
− 1
m
SD(0)√
Var(Dˆ)
(
c(0)− C(0)
)
√
1
m0
− 1
m
SD(0)
+
Dˆ√
Var(Dˆ)
.
The second condition puts limiting values on our asymptotic variances. That is, the second
condition (see Theorems 3 and 5 of Li and Ding (2017)), gives us that for t ∈ {0, 1},
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m
(
1−f t
mt
)
S2D(t) has some limiting value σ
2
D(t) and mVar(Dˆ) has some limiting value V .
This allows us to use Slutsky’s theorem to get(
1− w
1
w
) √ 1
m1
− 1
m
SD(t)/w√
Var(Dˆ)
(
c(t)− C(t)
)
√
1−f t
mt
SD(t)
p−→ 0.
To break this step down more, note that the first term goes to 0 in probability, the second
goes to a constant by the third condition, and the final term is asymptotically normal.
Finally, Slutsky’s theorem gives the result in Equation S6.
A.2 Theorem 1 without covariates
In this section, we explore the impact estimator of a weighted least squares regression without
covariate adjustment. We prove Theorem 1 under this special case and also find the bias
of our estimator. We start by deriving the form of the estimator, then finding bias and
consistency results. In particular, the estimator has finite sample bias but is consistent.
We then show the asymptotic normality result given in Theorem 1. Without covariates, the
interactions in our regression imply that block means and effects are estimated independently,
and so we can focus on the estimator for a single block, b. In other words, for now we can
act as if there is only one block.
A.2.1 The estimator
We assume that we have one block, arbitrarily block b, with mb clusters. We assign m
1
b =
pbmb clusters to treatment and the rest of the m
0
b clusters to control. Define shorthand
f tb = m
t
b/mb. When we have multiple blocks, we have block indicators Sijb and Sjb which
equals 1 if unit i or cluster j belong to block b, and 0 otherwise. Each unit i, of njb
units, in cluster j of block b has associated weight wijb and we have wjb =
∑
wijb. Denote
w0b =
∑mb
j=1(1 − Tjb)wjb, w1b =
∑mb
j=1 Tjbwjb, and wb =
∑mb
j=1 wjb. Each unit i in cluster j
has potential outcomes Yijb(1) under treatment and Yijb(0) under control, with treatment
assigned at the cluster level. yijb is the observed outcome for unit i in cluster j of block b
and y¯jb is the observed weighted average outcome for all units in cluster j of block b. We
have by definition that yijb = TjbYijb(1) + (1− Tjb)Yijb(0) and for t ∈ {0, 1},
Y¯jb(t) =
1
wjb
∑
i:Tjb=t
wijbYijb(t)
and y¯jb = TjbY¯jb(1) + (1− Tjb)Y¯jb(0). We also define for t ∈ {0, 1},
y¯b(t) =
1∑
j:Tjb=t
wjb
∑
j:Tjb=t
wjby¯jb.
We have finite population parameters
Y¯b(t) =
1∑mb
j=1wjb
mb∑
j=1
wjbY¯jb(t).
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Throughout, we will treat β1,b as the finite population parameter of the weighted average
of cluster impacts,
β1,b =
∑mb
j=1 wjb(Y¯jb(1)− Y¯jb(0))∑mb
j=1wjb
= Y¯b(1)− Y¯b(0).
We start by finding the exact form of the regression estimator βˆ1. For our regression, we
have zijb = (SijbT˜jb, Sijb) = (T˜jb, 1) because we only have one block. Here we define
p∗b =
1
wb
mb∑
j=1
Tjbwjb =
w1b
wb
and
T˜jb = Tjb − p∗b ,
so that
mb∑
j=1
wjbT˜jb =
mb∑
j=1
wjb (Tjb − p∗b) = 0.
The estimated parameter vector from weighted least squares regressing the individual yijb
on an intercept and centered treatment indicator T˜jb with weights wijb is(
βˆ1,b
βˆ0,b
)
=
( mb∑
j=1
njb∑
i=1
wijbz
′
ijbzijb
)−1 mb∑
j=1
njb∑
i=1
wijbz
′
ijbyijb
 .
Result: βˆ1,b = y¯b(1)− y¯b(0).
We have by simple algebra simplifications and matrix inversion,(
βˆ1,b
βˆ0,b
)
=
(∑mb
j=1wjbT˜
2
jb
∑mb
j=1wjbT˜jb∑mb
j=1wjbT˜jb
∑mb
j=1 wjb
)−1(∑mb
j=1wjbT˜jby¯jb∑mb
j=1wjby¯jb
)
=
(∑mb
j=1wjbT˜
2
jb 0
0 wb
)−1( ∑mb
j=1 wjbT˜jby¯jb
w1b y¯b(1) + w
0
b y¯b(0)
)
=
(
1∑mb
j=1 wjbT˜
2
jb
0
0 1
wb
)( ∑mb
j=1wjbT˜jby¯jb
w1b y¯b(1) + w
0
b y¯b(0)
)
To simplify this final form, note a few useful algebra results:
mb∑
j=1
wjbT˜
2
jb =
mb∑
j=1
wjb
(
T 2jb − 2Tjbp∗b + (p∗b)2
)
= w1b −
(w1b )
2
wb
=
w1bw
0
b
wb
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and
mb∑
j=1
wjbT˜jby¯jb =
mb∑
j=1
wjb(Tjb − p∗b)y¯jb
= w1b y¯b(1)−
w1b
wb
(w1b y¯b(1) + w
0
b y¯b(0))
=
w1bw
0
b
wb
(y¯b(1)− y¯b(0)) .
We then have the following for our regression estimator for the treatment impact (and
control mean): (
βˆ1,b
βˆ0,b
)
=
(
wb
w1bw
0
b
0
0 1
wb
)(
w1bw
0
b
wb
(y¯b(1)− y¯b(0))
w1b y¯b(1) + w
0
b y¯b(0)
)
=
(
y¯b(1)− y¯b(0)
w1b
wb
y¯b(1) +
w0b
wb
y¯b(0)
)
.
A.2.2 Finite sample bias
Here we explore the finite sample bias of the regression estimator. Using Equation 7 in
Aronow and Middleton (2013), originally from Hartley and Ross (1954), the bias for a ratio
estimator is
E
[u
v
]
=
1
E[v]
[
E[u]− Cov
(u
v
, v
)]
,
assuming that v > 0.
We then have, assuming that w1 > 0 and w0 > 0,
E[y¯b(1)] = E
[∑mb
j=1 Tjbwjby¯bj∑mb
j=1wjbTjb
]
=
1
pb
m1b
∑mb
j=1wjb
[
pb
m1b
mb∑
j=1
wjbY¯jb(1)− Cov
(∑mb
j=1 Tjbwjby¯jb∑mb
j=1 wjbTjb
,
1
m1b
mb∑
j=1
Tjbwjb
)]
= Y¯b(1)− mb
wb
Cov
(
y¯b(1),
w1b
m1b
)
.
It is then straightforward to find the bias of our estimator as follows:
E[βˆ1,b]− β1,b = −mb
wb
Cov
(
y¯b(1),
w1b
m1b
)
+
mb
wb
Cov
(
y¯b(0),
w0b
m0b
)
.
This means, as pointed out by Aronow and Middleton (2013), that the bias will depend on
(1) the covariance between cluster size (as captured by the wjb) and outcomes and (2) the
variability of cluster sizes.
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A.2.3 Consistency
Here we give conditions for consistency of the regression estimator. It is useful to assume
limiting values on the finite population parameters. This can be handled in a few ways.
Following Aronow and Middleton (2013), we may envision a sequence of h finite populations
such that as h → ∞, the finite population increases by copying the original mb clusters
in block b h times and then randomization occurs independently within each copy with
probability pb. This keeps our estimands and parameters constant as the population grows.
A bit more generally, we may have limiting values for the finite population parameters.
For a given finite population with m clusters, define the following quantities:
wY (1)b =
1
mb
mb∑
j=1
wjbY¯jb(1),
wY (0)b =
1
mb
mb∑
j=1
wjbY¯jb(0),
and
wb =
1
mb
mb∑
j=1
wjb.
Given these definitions, our β1,b is then
β1,b =
wY (1)b
wb
− wY (0)b
wb
.
Assume limiting values µ∗b(1), µ
∗
b(0), and ωb such that as mb →∞,
wY (1)b
p−→ µ∗b(1),
wY (0)b
p−→ µ∗b(0),
and
wb
p−→ ωb > 0.
If we were normalizing the weights across the whole population, it could be the case that
ωb → 0; we eliminate this issue by using unnormalized weights (which don’t change the
estimand or estimator because we use weights in the numerator and denominator). This
gives a limiting value for β1,b of β
∗
1,b = (µ
∗
b(1)− µ∗b(0))/ωb.
We next show that βˆ1,b
p−→ β∗1,b. Denote
S2w,b(1) =
1
mb − 1
mb∑
j=1
(
wjbY¯jb(1)− wY (1)b
)2
,
S2w,b(0) =
1
mb − 1
mb∑
j=1
(
wjY¯jb(0)− wY (0)b
)2
,
45
and
S2(wb) =
1
mb − 1
mb∑
j=1
(wjb − wb)2 .
Assume that m1b/mb → pb ∈ (0, 1). Using Theorem B from Scott and Wu (1981), under
simple random sampling of clusters into treatment, if our weighted variances do not go to
infinity as we increase sample size, specifically if as mb →∞,
S2w,b(1)/mb → 0,
S2w,b(0)/mb → 0,
and
S2(wb)/mb → 0
then
1
m1b
mb∑
j=1
wjbTjbY¯jb(1)− wY (1)b
p−→ 0,
1
m0b
mb∑
j=1
wjb(1− Tjb)Y¯jb(0)− wY (0)b
p−→ 0,
1
m1b
mb∑
j=1
wjbTjb − wb p−→ 0,
and
1
m0b
mb∑
j=1
wjb(1− Tjb)− wb p−→ 0
as mb →∞.
We next need a small convergence lemma:
Lemma A.2.1. If Am−Bm p−→ 0 and Bm p−→ k, with k a constant, as m→∞ then Am p−→ k
as m→∞.
Proof.
Am − k = Am −Bm +Bm − k p−→ 0.
Using Lemma A.2.1, we have
1
mtb
∑
j:Tjb=t
wjbY¯jb(t) =
wtb
mtb
y¯b(t)
p−→ µ∗b(t)
and
1
mtb
∑
j:Tjb=t
wjb =
wtb
mtb
p−→ ωb.
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Then by Slutsky’s theorem,
βˆ1,b = y¯b(1)− y¯b(0) p−→ µ
∗
b(1)
ωb
− µ
∗
b(0)
ωb
= β∗1,b.
Hence in this setting our estimator is consistent.
A.2.4 Asymptotic normality of one ratio
We are interested in the asymptotic behavior of, for t ∈ {0, 1},
y¯b(t) =
1∑mb
j=1wjbTjb
mb∑
j=1
TjbwjbY¯jb(t).
We use the notation from Section A.1.1 but now add subscripts b to indicate that we are
referring to block b. For t ∈ {1, 0}, let Cjb(t) = Y¯jb(t), so that cb(t) = y¯b(t) and Cb(t) = Y¯b(t).
Corollary A.2.2. Under the conditions of Lemma A.1.1, we have
cb(t)− Cb(t)√
1−f tb
mtb
SR,b(t)/w
=
(y¯b(t)− Y¯b(t))√
1−f tb
mtb
√
1
mb−1
∑mb
j=1(Rjb(t)/wb)
2
d−→ N(0, 1).
The term in the denominator expands as follows:
1
mb − 1
mb∑
j=1
(Rjb(t)/wb)
2 =
1
mb − 1
mb∑
j=1
((
wjbCjb(t)− wjbCb(t)
)
/wb
)2
=
1
(mb − 1)
mb∑
j=1
w2jb
w2b
(
Y¯jb(t)− Y¯b(t)
)2
.
A.2.5 Asymptotic normality
We are interested in the ratio difference estimator, y¯b(1)− y¯b(0).
Let Djb(t) = (wjbCjb(t) − wjbCb(t))/wb = wjb(Y¯jb(t) − Y¯b(t))/wb, with Cjb(t) defined as
in Section A.2.4. Note that this means that we still have cb(t) = y¯b(t) and Cb(t) = Y¯b(t).
Now we have reformulated our complicated difference in ratio estimators into a form that’s
easier to work with.
Corollary A.2.3. Under the conditions of Lemma A.1.2, we have(
cb(1)− Cb(1)
)
−
(
cb(0)− Cb(0)
)
√
Var(Dˆb)
=
(
y¯b(1)− Y¯b(1)
)
−
(
y¯b(0)− Y¯b(0)
)
√
Var(Dˆb)
d−→ N(0, 1).
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The denominator simplifies as follows:
Var(Dˆb) =
S2D,b(1)
m1b
+
S2D,b(0)
m0b
− S
2(Db)
mb
=
1
mb−1
∑mb
j=1D
2
jb(1)
m1b
+
1
mb−1
∑mb
j=1D
2
jb(0)
m0b
−
1
mb−1
∑mb
j=1(Djb(1)−Djb(0))2
mb
=
1
mb−1
∑mb
j=1
(
wjb(Y¯jb(1)− Y¯b(1))/wb
)2
m1b
+
1
mb−1
∑mb
j=1
(
wjb(Y¯jb(0)− Y¯b(0))/wb
)2
m0b
−
1
mb−1
∑mb
j=1
(
wjb(Y¯jb(1)− Y¯b(1))/wb − wjb(Y¯jb(0)− Y¯b(0))/wb
)2
mb
=
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯b(1)
)2
m1b
+
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(0)− Y¯b(0))
)2
m0b
−
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯jb(0)− (Y¯b(1)− Y¯b(0))
)2
mb
.
A.3 Theorem 1 with covariates, multiple blocks
In this section we explore the impact estimator from a weighted least squares regression with
additional covariate adjustment. We start by deriving the closed form of this estimator,
which is βˆ1,b = y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γˆ for block b. We then find consistency results and
show the asymptotic normality result given in Theorem 1. We do not specifically include
interactions between the additional covariates and the block indicators as this immediately
follows by generating the fully interacted set of covariates and then using our results on that
extended set.
A.3.1 The estimator
We now have multiple blocks with covariate adjustment but not interactions between blocks
and additional covariates in our regression. However, we continue to include an interaction
between block and treatment. We assume that mb/m
p−→ qb where 0 < qb < 1. Let there be
h blocks. Accordingly, βˆ1 and βˆ0 are vectors with an entry for each block. Thus we have
βˆ1,b, the bth entry of βˆ1, is still the treatment effect estimator for block b.
Now let x˜ijb = xijb − xb with
xb =
1
wb
mb∑
j=1
njb∑
i=1
wijbxijb
and x˜jb = xjb − xb with
xjb =
1
wjb
njb∑
i=1
wijbxijb.
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We also define
x
1
b =
∑mb
j=1wjbTjbxjb∑mb
j=1wjbTjb
and
x
0
b =
∑mb
j=1 wjb(1− Tjb)xjb∑mb
j=1wjb(1− Tjb)
.
We have zijb = (Sij1T˜j1, . . . , SijhT˜jh, Sij1, . . . , Sijh, x˜ijb). The estimated parameter vector
is (
βˆ1
βˆ0
)
=
( h∑
b=1
mb∑
j=1
njb∑
i=1
wijbz
′
ijbzijb
)−1 h∑
b=1
mb∑
j=1
njb∑
i=1
wijbz
′
ijbyijb
 .
Result:
βˆ1,b = y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γˆ
Remark. When we have interactions between blocks and additional covariates, we will have
a different γˆ for each block and the estimators for each block will be independent. In that
case, βˆ1,b is the same as the estimator as if we had only run the regression with block b, i.e.
as if we only had one block. Therefore, these results directly extend to that case.
We haveβˆ1βˆ0
γˆ

=

∑m1
j=1wj1T˜
2
j1 · · · 0 0 · · · 0
∑m1
j=1wj1T˜j1x˜j1
...
. . .
...
...
. . .
...
...
0 · · · ∑mhj=1wjhT˜ 2jh 0 · · · 0 ∑mhj=1 wjhT˜jhx˜jh
0 · · · 0 w1 · · · 0 0v
...
. . .
...
...
. . .
... 0v
0 · · · 0 0 · · · wh 0v∑m1
j=1 wj1T˜j1x˜
′
j1 · · ·
∑mh
j=1 wjhT˜jhx˜
′
jh 0
′
v · · · 0′v
∑h
b=1
∑mb
j=1
∑njb
i=1 wijbx˜
′
ijbx˜ijb

−1
×

∑m1
j=1 wj1T˜j1y¯j1
...∑mh
j=1wjhT˜jhy¯jh∑m1
j=1wj1y¯j1
...∑mh
j=1 wjhy¯jh∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

.
49
We start by performing the matrix inversion. We can break this matrix into the following
blocks:
A =

∑m1
j=1 wj1T˜
2
j1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · ∑mhj=1wjhT˜ 2jh 0 · · · 0
0 · · · 0 w1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · wh

=

w11w
0
1
w1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · w1hw0h
wh
0 · · · 0
0 · · · 0 w1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · wh

B =

∑m1
j=1wj1T˜j1x˜j1
...∑mh
j=1wjhT˜jhx˜jh
0v
...
0v

=

w11w
0
1
w1
(
x
1
1 − x01
)
...
w1hw
0
h
wh
(
x
1
h − x0h
)
0v
...
0v

C =
(∑m1
j=1 wj1T˜j1x˜
′
j1 · · ·
∑mh
j=1wjhT˜jhx˜
′
jh 0
′
v · · · 0′v
)
=
(
w11w
0
1
w1
(
x
1
1 − x01
)′
· · · w1hw0h
wh
(
x
1
h − x0h
)′
0′v · · · 0′v
)
D =
(
h∑
b=1
mb∑
j=1
njb∑
i=1
wijbx˜
′
ijbx˜ijb
)
.
We can then use the following matrix inversion formula:(
A B
C D
)−1
=
(
(A−BD−1C)−1 −A−1B(D −CA−1B)−1
−D−1C(A−BD−1C)−1 (D −CA−1B)−1
)
. (S7)
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To make things easier, we will first derive a result for
βˆ1 +
x
1
1 − x01
...
x
1
h − x0h
 γˆ.
We have, based on our matrix inversion, that
βˆ1 =
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0
((A−BD−1C)−1 −A−1B(D −CA−1B)−1)
×

∑m1
j=1 wj1T˜j1y¯j1
...∑mh
j=1wjhT˜jhy¯jh∑m1
j=1wj1y¯j1
...∑mh
j=1 wjhy¯jh∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

=
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0
((A−BD−1C)−1 −A−1B(D −CA−1B)−1)
×

w11w
0
1
w1
(y¯1(1)− y¯1(0))
...
w1hw
0
h
wh
(y¯h(1)− y¯h(0))∑m1
j=1wj1y¯j1
...∑mh
j=1wjhy¯jh∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

andx
1
1 − x01
...
x
1
h − x0h
 γˆ
=
x
1
1 − x01
...
x
1
h − x0h
(−D−1C(A−BD−1C)−1 (D −CA−1B)−1)

w11w
0
1
w1
(y¯1(1)− y¯1(0))
...
w1hw
0
h
wh
(y¯h(1)− y¯h(0))∑m1
j=1wj1y¯j1
...∑mh
j=1wjhy¯jh∑h
b=1
∑mb
j=1
∑njb
i=1 wijbx˜
′
ijbyijb

.
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We see there are a lot of common terms when we add these expressions. Let’s first
simplify
−
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0
A−1B +
x
1
1 − x01
...
x
1
h − x0h
 .
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0
A−1B =
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0


w1
w11w
0
1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · wh
w1hw
0
h
0 · · · 0
0 · · · 0 1
w1
· · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1
wh

×

w11w
0
1
w1
(
x
1
1 − x01
)
...
w1hw
0
h
wh
(
x
1
h − x0h
)
0v
...
0v

=
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0


x
1
1 − x01
...
x
1
h − x0h
0v
...
0v

=
x
1
1 − x01
...
x
1
h − x0h

We see that
−
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0
A−1B +
x
1
1 − x01
...
x
1
h − x0h
 =
0v...
0v
 .
Now we need to simplify
−
1 · · · 0 0 · · · 0... . . . ... ... . . . ...
0 · · · 1 0 · · · 0
−
x
1
1 − x01
...
x
1
h − x0h
D−1C.
52
But first let’s look at A−BD−1C.
A−BD−1C =

w11w
0
1
w1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · w1hw0h
wh
0 · · · 0
0 · · · 0 w1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · wh

−

w11w
0
1
w1
(
x
1
1 − x01
)
...
w1hw
0
h
wh
(
x
1
h − x0h
)
0v
...
0v

D−1C
=

w11w
0
1
w1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · w1hw0h
wh
0 · · · 0
0 · · · 0 w1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · wh



1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · 1 0 · · · 0
0 · · · 0 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

−

(
x
1
1 − x01
)
...(
x
1
h − x0h
)
0v
...
0v

D−1C

Now let’s return to
1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · 1 0 · · · 0
0 · · · 0 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

−
x
1
1 − x01
...
x
1
h − x0h
D−1C.

1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · 1 0 · · · 0
0 · · · 0 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

−
x
1
1 − x01
...
x
1
h − x0h
D−1C =

w1
w11w
0
1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · w2
w12w
0
2
0 · · · 0
(A−BD−1C)
Hence,

1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · 1 0 · · · 0
0 · · · 0 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

−
x
1
1 − x01
...
x
1
h − x0h
D−1C

(
A−BD−1C)−1 =

w1
w11w
0
1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · w2
w12w
0
2
0 · · · 0
 .
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Putting it all together:
βˆ1 +
x
1
1 − x01
...
x
1
h − x0h
 γˆ =

w1
w11w
0
1
· · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · w2
w12w
0
2
0 · · · 0


w11w
0
1
w1
(y¯1(1)− y¯1(0))
...
w1hw
0
h
wh
(y¯h(1)− y¯h(0))∑m1
j=1 wj1y¯j1
...∑mh
j=1wjhy¯jh∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

=
y¯1(1)− y¯1(0)...
y¯h(1)− y¯h(0)
 .
Hence, we have the desired result,
βˆ1 =
y¯1(1)− y¯1(0)...
y¯h(1)− y¯h(0)
−
x
1
1 − x01
...
x
1
h − x0h
 γˆ.
A.3.2 Consistency
Here we will show that βˆ1,b
p−→ 1
ωb
(µ∗b(1)− µ∗b(0)) = β∗1,b. We assume the same limiting values
for our average potential outcomes and weights as in Section A.2.3. Assume that we have
finite limiting values on the following weighted variance/covariance expressions, denoted as
follows:
S2x,b =
1
mb
mb∑
j=1
njb∑
i=1
wijb
(
xijb − xb
)′ (
xijb − xb
) p−→ Σ2x,b
and
S2x,Y,b(t) =
1
mb
mb∑
j=1
njb∑
i=1
wijbx
′
ijbYijb(t)− x′bwY (t)b
p−→ Σ2x,Y (t),b.
Assume we also have a (unnamed) limiting value on the following variance expression:
S2xY,b(t) =
1
mb
mb∑
j=1
njb∑
i=1
(
wijbx
′
ijbYijb(t)− wxY (t)b
)2
with
wxY (t)b =
1
mb
mb∑
j=1
njb∑
i=1
wijbx
′
ijbYijb(t).
Also assume that we have finite limiting values on the variances for the potential outcomes.
Further assume we have limiting valuesX
∗
b ,X
′X
∗
b , andXµwb(t) such that
1
mb
∑mb
j=1wjbxjb
p−→
X
∗
b ,
1
mb
∑mb
j=1
∑njb
i=1wijbx
′
ijbxijb
p−→X ′X∗b , and 1mb
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbYijb(t)
p−→Xµ∗b(t). Again,
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we assume that mb/m
p−→ qb where 0 < qb < 1, such that each block is growing to infinity
with m =
∑h
b=1mb. In Section A.2.3, we already showed that y¯b(1)− y¯b(0)
p−→ µ∗b(1)−µ∗b(0).
Thus, we now need to examine the extra term in this new βˆ1,b, for which we need to simplify
the asymptotic form of γˆ.
βˆ1βˆ0
γˆ

=

∑m1
j=1wj1T˜
2
j1 · · · 0 0 · · · 0
∑m1
j=1 wj1T˜j1x˜j1
...
. . .
...
...
. . .
...
...
0 · · · ∑mhj=1wjhT˜ 2jh 0 · · · 0 ∑mhj=1wjhT˜jhx˜jh
0 · · · 0 w1 · · · 0 0v
...
. . .
...
...
. . .
... 0v
0 · · · 0 0 · · · wh 0v∑m1
j=1 wj1T˜j1x˜
′
j1 · · ·
∑mh
j=1wjhT˜jhx˜
′
jh 0
′
v · · · 0′v
∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbx˜ijb

−1
×

∑m1
j=1 wj1T˜j1y¯j1
...∑mh
j=1wjhT˜jhy¯jh∑m1
j=1wj1y¯j1
...∑mh
j=1 wjhy¯jh∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

=

1
m1
∑m1
j=1 wj1T˜
2
j1 · · · 0 0 · · · 0 1m1
∑m1
j=1wj1T˜j1x˜j1
...
. . .
...
...
. . .
...
...
0 · · · 1
mh
∑mh
j=1 wjhT˜
2
jh 0 · · · 0 1mh
∑mh
j=1wjhT˜jhx˜jh
0 · · · 0 1
m1
w1 · · · 0 0v
...
. . .
...
...
. . .
... 0v
0 · · · 0 0 · · · 1
mh
wh 0v
1
m
∑m1
j=1 wj1T˜j1x˜
′
j1 · · · 1m
∑mh
j=1wjhT˜jhx˜
′
jh 0
′
v · · · 0′v 1m
∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbx˜ijb

−1
×

1
m1
∑m1
j=1wj1T˜j1y¯j1
...
1
mh
∑mh
j=1wjhT˜jhy¯jh
1
m1
∑m1
j=1wj1y¯j1
...
1
mh
∑mh
j=1 wjhy¯jh
1
m
∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

.
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We have
1
mb
mb∑
j=1
wjbT˜
2
jb =
1
mb
w1bw
0
b
wb
p−→ pb(1− pb)ωb,
1
mb
mb∑
j=1
wjb
p−→ ωb,
and
1
mb
mb∑
j=1
wjbT˜jbx˜jb =
1
mb
w0bw
1
b
wb
(
x
1
b − x0b
)
p−→ 0
because
x
1
b − x0b p−→
X
∗
b
ωb
− X
∗
b
ωb
= 0.
We also have
1
m
h∑
b=1
mb∑
j=1
njb∑
i=1
wijbx˜
′
ijbx˜ijb
=
1
m
h∑
b=1
mb∑
j=1
njb∑
i=1
wijb
(
xijb − xb
)′ (
xijb − xb
)
=
h∑
b=1
mb
m
1
mb
mb∑
j=1
njb∑
i=1
wijb
(
xijb − xb
)′ (
xijb − xb
)
p−→
h∑
b=1
qbΣ
2
x,b.
Then we have
1
m1
∑m1
j=1wj1T˜
2
j1 · · · 0 0 · · · 0 1m1
∑m1
j=1 wj1T˜j1x˜j1
...
. . .
...
...
. . .
...
...
0 · · · 1
mh
∑mh
j=1wjhT˜
2
jh 0 · · · 0 1mh
∑mh
j=1 wjhT˜jhx˜jh
0 · · · 0 1
m1
w1 · · · 0 0v
...
. . .
...
...
. . .
... 0v
0 · · · 0 0 · · · 1
mh
wh 0v
1
m
∑m1
j=1wj1T˜j1x˜
′
j1 · · · 1m
∑mh
j=1wjhT˜jhx˜
′
jh 0
′
v · · · 0′v 1m
∑h
b=1
∑mb
j=1
∑njb
i=1 wijbx˜
′
ijbx˜ijb

p−→

p1(1− p1)ω1 · · · 0 0 · · · 0 0v
...
. . .
...
...
. . .
...
...
0 · · · ph(1− ph)ωh 0 · · · 0 0v
0 · · · 0 ω1 · · · 0 0v
...
. . .
...
...
. . .
...
...
0 · · · 0 0 · · · ωh 0v
0′v · · · 0′v 0′v · · · 0′v
∑h
b=1 qbΣ
2
x,b

.
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Hence, by continuity of the inverse and Slutsky’s theorem,
1
m1
∑m1
j=1wj1T˜
2
j1 · · · 0 0 · · · 0 1m1
∑m1
j=1 wj1T˜j1x˜j1
...
. . .
...
...
. . .
...
...
0 · · · 1
mh
∑mh
j=1wjhT˜
2
jh 0 · · · 0 1mh
∑mh
j=1 wjhT˜jhx˜jh
0 · · · 0 1
m1
w1 · · · 0 0v
...
. . .
...
...
. . .
... 0v
0 · · · 0 0 · · · 1
mh
wh 0v
1
m
∑m1
j=1wj1T˜j1x˜
′
j1 · · · 1m
∑mh
j=1wjhT˜jhx˜
′
jh 0
′
v · · · 0′v 1m
∑h
b=1
∑mb
j=1
∑njb
i=1 wijbx˜
′
ijbx˜ijb

−1
p−→

1
p1(1−p1)ω1 · · · 0 0 · · · 0 0v
...
. . .
...
...
. . .
...
...
0 · · · 1
ph(1−ph)ωh 0 · · · 0 0v
0 · · · 0 1
ω1
· · · 0 0v
...
. . .
...
...
. . .
...
...
0 · · · 0 0 · · · 1
ωh
0v
0′v · · · 0′v 0′v · · · 0′v
(∑h
b=1 qbΣ
2
x,b
)−1

.
We also have
1
mb
mb∑
j=1
wjbT˜jby¯jb =
1
mb
w1bw
0
b
wb
(y¯b(1)− y¯b(0)) p−→ pb(1− pb)ωb
(
µ∗b(1)
ωb
− µ
∗
b(0)
ωb
)
= pb(1− pb) (µ∗b(1)− µ∗b(0))
and
1
mb
mb∑
j=1
wjby¯jb = pb
1
m1b
mb∑
j=1
wjbTjbY¯jb(1)+(1−pb) 1
m0b
mb∑
j=1
wjb(1−Tjb)Y¯jb(0) p−→ pbµ∗b(1)+(1−pb)µ∗b(0).
Additionally,
1
m
h∑
b=1
mb∑
j=1
njb∑
i=1
wijbx˜
′
ijbyijb
=
1
m
h∑
b=1
mb∑
j=1
njb∑
i=1
Tjbwijb(xijb − xb)Yijb(1) + 1
m
h∑
b=1
mb∑
j=1
njb∑
i=1
(1− Tjb)wijb(xijb − xb)Yijb(0)
=
h∑
b=1
m1b
m
[
1
m1b
mb∑
j=1
njb∑
i=1
TjbwijbxijbYijb(1)− xb
(
1
m1b
mb∑
j=1
TjbwjbY¯jb(1)
)]
+
h∑
b=1
m0b
m
[
1
m0b
mb∑
j=1
njb∑
i=1
(1− Tjb)wijbxijbYijb(0)− xb
(
1
m0b
mb∑
j=1
(1− Tjb)wjbY¯jb(0)
)]
p−→
h∑
b=1
pbqbΣ
2
x,Y (1),b +
h∑
b=1
(1− pb)qbΣ2x,Y (0),b.
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This last line comes from the following two intermediate steps:
(a) Because we have limiting values on the variances of our potential outcomes, we have a
law of large numbers type result (see Theorem B of Scott and Wu (1981))
1
m1b
∑
j:Tjb=t
njb∑
i=1
wijbxijbYijb(t)− xb
 1
m1b
∑
j:Tjb=t
wjbY¯jb(t)
− S2x,Y,b(t) p−→ 0.
(b) This implies (see Lemma A.2.1) that
1
m1b
∑
j:Tjb=t
njb∑
i=1
wijbxijbYijb(t)− xb
 1
m1b
∑
j:Tjb=t
wjbY¯jb(t)
 p−→ Σ2x,Y (t),b.
Then we have 
1
m1
∑m1
j=1wj1T˜j1y¯j1
...
1
mh
∑mh
j=1wjhT˜jhy¯jh
1
m1
∑m1
j=1 wj1y¯j1
...
1
mh
∑mh
j=1wjhy¯jh
1
m
∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbyijb

p−→

p1(1− p1) (µ∗1(1)− µ∗1(0))
...
ph(1− ph) (µ∗h(1)− µ∗h(0))
p1µ
∗
1(1) + (1− p1)µ∗1(0)
...
phµ
∗
h(1) + (1− ph)µ∗h(0)∑h
b=1 pbqbΣ
2
x,Y (1),b +
∑h
b=1(1− pb)qbΣ2x,Y (0),b

.
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Putting this all together, we have the following result:
βˆ1βˆ0
γˆ
 p−→

1
p1(1−p1)ω1 · · · 0 0 · · · 0 0v
...
. . .
...
...
. . .
...
...
0 · · · 1
ph(1−ph)ωh 0 · · · 0 0v
0 · · · 0 1
ω1
· · · 0 0v
...
. . .
...
...
. . .
...
...
0 · · · 0 0 · · · 1
ωh
0v
0′v · · · 0′v 0′v · · · 0′v
(∑h
b=1 qbΣ
2
x,b
)−1

×

p1(1− p1) (µ∗1(1)− µ∗1(0))
...
ph(1− ph) (µ∗h(1)− µ∗h(0))
p1µ
∗
1(1) + (1− p1)µ∗1(0)
...
phµ
∗
h(1) + (1− ph)µ∗h(0)∑h
b=1 pbqbΣ
2
x,Y (1),b +
∑h
b=1(1− pb)qbΣ2x,Y (0),b

=

1
ω1
(µ∗1(1)− µ∗1(0))
...
1
ωh
(µ∗h(1)− µ∗h(0))
1
ω1
(p1µ
∗
1(1) + (1− p1)µ∗1(0))
...
1
ωh
(p2µ
∗
h(1) + (1− ph)µ∗h(0))
Γ

=

β∗11
...
β∗1h
1
ω1
(p1µ
∗
1(1) + (1− p1)µ∗1(0))
...
1
ωh
(phµ
∗
h(1) + (1− ph)µ∗h(0))
Γ

,
where
Γ =
(
h∑
b=1
qbΣ
2
x,b
)−1( h∑
b=1
pbqbΣ
2
x,Y (1),b +
h∑
b=1
(1− pb)qbΣ2x,Y (0),b
)
.
Hence, we have that βˆ1,b
p−→ β∗1b.
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A.3.3 Asymptotic normality with known γ
We ultimately want to find asymptotic normality results for the estimator for a single block
b with covariate adjustment across blocks, βˆ1,b = y¯b(1) − y¯b(0) −
(
x
1
b − x0b
)
γˆ. But first,
let us show, similar to Li and Ding (2017), that asymptotic normality holds for β˜1b =
y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γ, where γ is the finite population regression estimator we would
have obtained if we had run the regression on the full schedule of potential outcomes, and
is thus constant for each treatment arm. Stated differently, we first find the result when we
know γ and do not have to estimate it. In particular,
γ =
(
h∑
b=1
qbS
2
x,b
)−1( h∑
b=1
pbqbS
2
x,Y,b(1) +
h∑
b=1
(1− pb)qbS2x,Y,b(0)
)
.
In this setting, we have that Cjb(t) = (Y¯jb(t)−xjbγ) and so Djb(t) = wjb(Y¯jb(t)−xjbγ−
Y¯b(t) + xbγ)/wb. Hence cb(t) = y¯b(t)− x1bγ and Cb(t) = Y¯b(t)− xbγ.
Corollary A.3.1. Under the conditions of Lemma A.1.2 for block b,(
cb(1)− cb(0)
)− (Cb(1)− Cb(0))√
Var(Dˆb)
=
β˜1b −
(
Y¯b(1)− Y¯b(0)
)
√
Var(Dˆb)
d−→ N(0, 1).
Proof. The result is a direct consequence of Lemma A.1.2. The equality holds by noting
that ∑mb
j=1wjb
(
Y¯jb(1)− xjbγ
)∑mb
j=1 wjb
−
∑mb
j=1wjb
(
Y¯jb(0)− xjbγ
)∑mb
j=1wjb
= Y¯b(1)− Y¯b(0).
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The variance in the denominator of our asymptotic expression simplifies as follows:
Var(Dˆb) =
S2D,b(1)
m1
+
S2D,b(0)
m0
− S
2(Db)
m
=
1
mb−1
∑mb
j=1D
2
jb(1)
m1b
+
1
mb−1
∑mb
j=1D
2
jb(0)
m0b
−
1
mb−1
∑mb
j=1(Djb(1)−Djb(0))2
mb
=
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯b(1)−
(
xjb − xb
)
γ
)2
m1b
+
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(0)− Y¯b(0)−
(
xjb − xb
)
γ
)2
m0b
−
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯jb(0)− (Y¯b(1)− Y¯b(0))
)2
mb
=
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯b(1)− x˜jbγ
)2
m1b
+
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(0)− Y¯b(0)− x˜jbγ
)2
m0b
−
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯jb(0)− (Y¯b(1)− Y¯b(0))
)2
mb
.
A.3.4 Joint asymptotic normality with known γ
We now examine the joint convergence of β˜1. We see that each element of β˜1, β˜1b, is
independent. Thus, we have the characteristic function for Ab =
β˜1b−(Y¯b(1)−Y¯b(0))√
Var(Dˆb)
, which we
denote φb(t), converges as follows:
φb(t) −→ e−t2/2
by the equivalency of convergence in distribution and point-wise convergence of characteristic
functions and using Corollary A.3.1.
Now take any linear combination L, defined as
L =
h∑
b=1
sbAb.
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Then the characteristic function of L is
φL(t) = E
[
eitL
]
= E
[
eit
∑h
b=1 sbAb
]
= E
[
h∏
b=1
eitsbAb
]
=
h∏
b=1
E
[
eitsbAb
]
=
h∏
b=1
φb(sbt)
−→
h∏
b=1
e−s
2
bt
2/2
= e−(
∑h
b=1 s
2
b)t
2/2.
Hence, L
d−→ N(0,∑hb=1 s2b). Therefore, by the Cramer-Wold device,
β˜11−(Y¯1(1)−Y¯1(0))√
Var(Dˆ1)
...
β˜1h−(Y¯h(1)−Y¯h(0))√
Var(Dˆh)
 d−→ N(0h, Ih).
A.3.5 Theorem 1: Asymptotic normality with estimated γˆ
We now move to our primary result, Theorem 1. To obtain this result, we first find asymptotic
normality results for βˆ1,b = y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γˆ for a single block b. To do this, we
need to show βˆ1,b has the same asymptotic distribution as β˜1,b = y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γ,
as done in Li and Ding (2017) for the unweighted case. Following that paper, we aim to
show that the difference is order op(m
−1/2
b ).
First note that we can use results from Section A.2.4 to put a convergence rate on x
1
b−x0b .
Convergence in probability of each element of x
1
b and x
0
b implies convergence of the entire
vector. Hence we can look at one entry of x
1
b and x
0
b at a time (since we can use component-
wise convergence in probability). For the kth component, let Cjb,k(t) = [xjb]k, noting that
this does not change under treatment or control. Then under the conditions of Lemma A.1.1
we have asymptotic normality results for each of the components of x
1
b and x
0
b . Assuming
a limiting value on the variance, this in turn means that we have, for the kth component,[
x
1
b − xb
]
k
= Op(m
−1/2
b ) and
[
x
0
b − xb
]
k
= Op(m
−1/2
b ).
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Then we have [
x
1
b − x0b
]
k
=
[
x
1
b − xb −
(
x
0
b − xb
)]
k
= Op(m
−1/2
b ).
Now note that
βˆ1,b = y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γˆ
=
∑mb
j=1 Tjbwjb (y¯jb − xjbγ)∑mb
j=1 Tjbwjb
−
∑mb
j=1(1− Tjb)wjb (y¯jb − xjbγ)∑mb
j=1(1− Tjb)wjb
−
(
x
1
b − x0b
)
(γˆ − γ) .
From the limiting value assumptions in Section A.3.2, γˆ−γ p−→ 0 and so
(
x
1
b − x0b
)
(γˆ − γ) =
op(m
−1/2
b ). This means that βˆ1,b has the same asymptotic distribution as β˜1b and so we can
use Corollary A.3.1.
In Theorem 1, we assume the conditions of Corollary A.3.1, the conditions of Lemma A.1.1
applied to each of the components of x
1
b and x
0
b as well as limiting values on the variance
expression of each component. Also assume limiting values on the following variance expres-
sions:
S2x,b =
1
mb
mb∑
j=1
njb∑
i=1
wijb
(
xijb − xb
)′ (
xijb − xb
)
S2x,Y,b(t) =
1
mb
mb∑
j=1
njb∑
i=1
wijbx
′
ijbYijb(t)− x′bwY (t)b
S2xY,b(t) =
1
mb
mb∑
j=1
njb∑
i=1
(
wijbx
′
ijbYijb(t)− wxY (t)b
)2
for t ∈ {0, 1} with
wxY (t)b =
1
mb
mb∑
j=1
njb∑
i=1
wijbx
′
ijbYijb(t).
Then we have the result of Theorem 1,
βˆ1,b −
(
Y¯b(1)− Y¯b(0)
)
√
Var(Dˆb)
d−→ N(0, 1).
with
Var(Dˆb) =
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯b(1)− x˜jbγ
)2
m1b
+
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(0)− Y¯b(0)− x˜jbγ
)2
m0b
−
1
mb−1
∑mb
j=1
w2jb
w2b
(
Y¯jb(1)− Y¯jb(0)− (Y¯b(1)− Y¯b(0))
)2
mb
.
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A.3.6 Joint asymptotic normality with estimated γˆ
We now investigate joint asymptotic normality results for the vector βˆ1. Each element of
βˆ1, βˆ1,b, is dependent because of the shared γˆ term.
With block-covariate interactions, each βˆ1,b is independent and thus the joint asymptotic
result is immediate.
Without these interactions, we first define Cb =
βˆ1,b−(Y¯b(1)−Y¯b(0))√
Var(Dˆb)
. Based on results from
Section A.3.5, we have that Cb converges to the same distribution that
Ab =
β˜1b −
(
Y¯b(1)− Y¯b(0)
)
√
Var(Dˆb)
converges to. This implies that the linear combination
S =
h∑
b=1
sbCb
has the same asymptotic distribution as
L =
h∑
b=1
sbAb.
In particular,
S =
h∑
b=1
sb
βˆ1,b −
(
Y¯b(1)− Y¯b(0)
)
√
Var(Dˆb)
=
h∑
b=1
sbAb −
h∑
b=1
sb
(
x
1
b − x0b
)
(γˆ − γ)
and the last sum is a finite sum of terms that are op(m
−1/2
b ).
Hence, S
d−→ N(0,∑hb=1 s2b). Therefore, by the Cramer-Wold device,
βˆ1,1−(Y¯1(1)−Y¯1(0))√
Var(Dˆ1)
...
βˆ1,h−(Y¯h(1)−Y¯h(0))√
Var(Dˆh)
 d−→ N(0h, Ih).
A.4 Restricted model
In this section, we explore the impact estimator from a weighted least squares regression
with additional covariate adjustment and without interactions between block indicators and
treatment indicators. We now have a single treatment effect estimator that aggregates across
blocks. We first find the closed form for this estimator as
βˆ1 =
∑h
b=1
w1bw
0
b
wb
(y¯b(1)− y¯b(0))∑h
b=1
w1bw
0
b
wb
−
∑h
b=1
w1bw
0
b
wb
(
x
1
b − x0b
)
∑h
b=1
w1bw
0
b
wb
γˆ.
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We then find consistency results and show an asymptotic normality result. As before, we
first assume a known γ to focus on the pooling of individual treatment impacts across blocks
and then extend to an estimated γˆ.
A.4.1 The estimator
We now examine the model with no interactions between treatment and blocks . In this case,
there is a single treatment effect estimator, βˆ1 for all blocks. We have zijb = (T˜jb, Sij1, . . . , Sijh, x˜ijb).
The estimated parameter vector isβˆ1βˆ0
γˆ
 =
( h∑
b=1
mb∑
j=1
njb∑
i=1
wijbz
′
ijbzijb
)−1 h∑
b=1
mb∑
j=1
njb∑
i=1
wijbz
′
ijbyijb
 .
Using the same techniques as in Section A.3.1 we find the following:
Result:
βˆ1 =
∑h
b=1
w1bw
0
b
wb
(y¯b(1)− y¯b(0))∑h
b=1
w1bw
0
b
wb
−
∑h
b=1
w1bw
0
b
wb
(
x
1
b − x0b
)
∑h
b=1
w1bw
0
b
wb
γˆ.
Derivations available upon request.
A.4.2 Consistency
Result:
βˆ1 =
∑h
b=1
w1bw
0
b
wb
(y¯b(1)− y¯b(0))∑h
b=1
w1bw
0
b
wb
−
∑h
b=1
w1bw
0
b
wb
(
x
1
b − x0b
)
∑h
b=1
w1bw
0
b
wb
γˆ
p−→
∑h
b=1 qbpb(1− pb) (µ∗b(1)− µ∗b(0))∑h
b=1 qbpb(1− pb)ωb
Using results and limiting values given in Section A.2.3 and Section A.3.2 and also
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mb/m
p−→ qb (0 < qb < 1), we have
βˆ1βˆ0
γˆ
 =

1
m
∑h
b=1
w1bw
0
b
wb
0 · · · 0 1
m
∑h
b=1
w1bw
0
b
wb
(
x
1
b − x0b
)
0 1
m1
w1 · · · 0 0v
...
...
. . .
...
...
0 0 · · · 1
mh
wh 0v
1
m
∑h
b=1
w1bw
0
b
wb
(
x
1′
b − x0
′
b
)
0′v · · · 0′v 1m
∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijbx˜ijb

−1
×

1
m
∑h
b=1
w1bw
0
b
wb
(y¯b(1)− y¯b(0))
1
m1
(w11y¯1(1) + w
0
1y¯1(0))
...
1
mh
(w1hy¯h(1) + w
0
hy¯h(0))
1
m
∑h
b=1
∑mb
j=1
∑njb
i=1wijbx˜
′
ijby¯ijb

p−→

∑h
b=1 qbpb(1− pb)ωb 0 · · · 0 0
0 ω1 · · · 0 0v
...
...
. . .
...
...
0 0 · · · ωh 0v
0 0′v · · · 0′v
∑h
b=1 qbΣ
2
x,b

−1
×

∑h
b=1 qbpb(1− pb) (µ∗b(1)− µ∗b(0))
p1µ1(1) + (1− p1)µ1(0)
...
phµh(1) + (1− ph)µh(0)∑h
b=1 pbqbΣ
2
x,Y (1),b +
∑h
b=1(1− pb)qbΣ2x,Y (0),b

=

∑h
b=1 qbpb(1−pb)(µ∗b (1)−µ∗b (0))∑h
b=1 qbpb(1−pb)ωb
1
ω1
(p1µ1(1) + (1− p1)µ1(0))
...
1
ωh
(phµh(1) + (1− ph)µh(0))
Γ

where
Γ =
(
h∑
b=1
qbΣ
2
x,b
)−1( h∑
b=1
pbqbΣ
2
x,Y (1),b +
h∑
b=1
(1− pb)qbΣ2x,Y (0),b
)
.
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A.4.3 Asymptotic normality with known γ
Let q˜b = mb/m. Following Section A.3.4, we want to start by finding the asymptotic distri-
bution of
β˜1 =
∑h
b=1
w1bw
0
b
wb
(y¯b(1)− y¯b(0))∑h
a=1
w1aw
0
a
wa
−
∑h
b=1
w1bw
0
b
wb
(
x
1
b − x0b
)
∑h
a=1
w1aw
0
a
wa
γ
=
h∑
b=1
q˜bpbw
1
b(wb − pbw1b)/wb∑h
a=1 q˜apaw
1
a(wa − paw1a)/wa
(
y¯b(1)− y¯b(0)−
(
x
1
b − x0b
)
γ
)
.
Further denote
β1 =
h∑
b=1
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Y¯b(1)− Y¯b(0)
)
.
Let
Ujb(t) = wjb
(
Y¯jb(t)− xjbγ
)
, U¯b(t) =
1
mb
mb∑
j=1
Ujb(t), and u¯b(t) =
1
mtb
∑
j:Tjb=t
Ujb(t).
Then we can write
β˜1 =
h∑
b=1
q˜bpbw
1
b(wb − pbw1b)/wb∑h
a=1 q˜apaw
1
a(wa − paw1a)/wa
(
u¯b(1)
w1
− u¯b(0)
w0
)
.
It is useful to rewrite this in terms of the fewest possible random variables, so we rewrite
w1b = (wb − pbw1b)/(1− pb) everywhere as follows:
β˜1 =
h∑
b=1
q˜bpbw
1
b(wb − pbw1b)/wb∑h
a=1 q˜apaw
1
a(wa − paw1a)/wa
(
u¯b(1)
w1
− (1− pb)u¯b(0)
wb − pbw1b
)
.
Let, for t ∈ {0, 1} and z ∈ {w,U},
az,b(t) = max1≤j≤mb (zj,b(t)− z¯b(t))2
and
vz,b(t) =
1
mb − 1
mb∑
j=1
(zj,b(t)− z¯b(t))2 ,
noting that wjb(t) = wjb. Let t = (u¯1(1), u¯1(0), w
1
1, · · · , u¯h(1), u¯h(0), w1h) and
T = (U¯1(1), U¯1(0), w1, · · · , U¯h(1), U¯h(0), wh).
Theorem A.1. Let us assume the following conditions:
(a) As m→∞,
max1≤b≤hmaxz∈{w,U}maxt∈{0,1}
az,b(t)
pb(1− pb)mbvz,b(t) → 0.
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(b) The correlation matrix of t has a limiting value Σ.
(c) We have limiting values on the following variance expressions: mVar(w1b) and mVar(u¯b(z))
for all b ∈ {1, . . . , h} and z ∈ {0, 1}.
(d) U¯b(1) 6= 0 or U¯b(0) 6= 0 for some b.
Then we have
β˜1 − β1√
Var
(
β˜1
) d−→ N(0, 1)
where
Var
(
β˜1
)
=
h∑
b=1
1
mb(mb − 1)
mb∑
j=1
(
q˜bpb(1− pb)(1− 2pb)√
pb(1− pb)
(∑h
a=1 q˜apa(1− pa)wa
) (β1,b − β1) (wjb − wb)
+
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Ujb(1)
wb
− wjb
wb
U¯b(1)
wb
)
−
√
pb
1− pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Ujb(0)
wb
− wjb
wb
U¯b(0)
wb
))2
=
h∑
b=1
1
mb(mb − 1)
mb∑
j=1
(
q˜bpb(1− pb)(1− 2pb)√
pb(1− pb)
(∑h
a=1 q˜apa(1− pa)wa
) (β1,b − β1) (wjb − wb)
+
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
wjb (Y¯jb(1)− xjbγ)
wb
−
wjb
(
Y¯b(1)− xbγ
)
wb

−
√
pb
1− pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
wjb (Y¯jb(0)− xjbγ)
wb
−
wjb
(
Y¯b(0)− xbγ
)
wb
)2.
Proof. By Theorem 4 of Li and Ding (2017), if as m→∞
max1≤b≤hmaxz∈{w,U}maxt∈{0,1}
az,b(t)
pb(1− pb)mbvz,b(t) → 0
and the correlation matrix of t has a limiting value Σ, then(
u¯1(1)− U¯1(1)√
Var(u¯1(1))
,
u¯1(0)− U¯1(0)√
Var(u¯1(0))
,
w11 − w1√
Var(w11)
, · · · , u¯h(0)− U¯h(0)√
Var(u¯h(0))
,
w1h − wh√
Var(w1h)
)
d−→ N(0,Σ).
To use the delta method given in Pashley (2019), we also require that t − T p−→ 0 (i.e.,
w1b−wb p−→ 0 and u¯b(z)− U¯b(z) p−→ 0 for all b ∈ {1, . . . , h} and z ∈ {0, 1}). This is satisfied by
our assumption on limiting values of the variances (this can be seen directly from our prior
results or Markov’s inequality).
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We can determine the variance and covariances by noting that blocks are independent of
each other, but random variables within blocks are dependent. We have
Var (u¯b(t)) =
(
1
mtb
− 1
mb
)
vz,U(t),
Var
(
wtb
)
=
(
1
mtb
− 1
mb
)
vz,w(t),
Cov (u¯b(1), u¯b(0)) = − 1
mb
1
mb − 1
mb∑
j=1
(
Ujb(1)− U¯b(1)
) (
Ujb(0)− U¯b(0)
)
,
Cov
(
u¯b(1), w
1
b
)
=
(
1
m1b
− 1
mb
)
1
mb − 1
mb∑
j=1
(
Ujb(1)− U¯b(1)
)
(wjb − wb) ,
and
Cov
(
u¯b(0), w
1
b
)
= − 1
mb
1
mb − 1
mb∑
j=1
(
Ujb(0)− U¯b(0)
)
(wjb − wb) .
Now g(·) : R3h → R takes our vector t and returns the estimator β˜1. As our weights are
all positive and non-zero, this function is continuous and differential on the domain of T .
We have
∇g(T ) =
(
∂g(T )
∂u¯1(1)
∂g(T )
∂u¯1(0)
∂g(T )
∂w11
. . . ∂g(T )
∂u¯h(1)
∂g(T )
∂u¯h(0)
∂g(T )
∂w1h
)T
.
The partial derivatives are
∂βˆ
∂u¯1(1)
∣∣∣
T
=
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
1
wb
∂βˆ
∂u¯1(0)
∣∣∣
T
=− q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
1
wb
∂βˆ
∂wb
∣∣∣
T
=− q˜bpb(1− 2pb)
h∑
c=1
q˜cpc(1− pc)wc(∑h
a=1 q˜apa(1− pa)wa
)2 ( U¯c(1)wc − U¯c(0)wc
)
− q˜bpb(1− pb)∑h
a=1 q˜apa(1− pa)wa
(
pb
1− pb
U¯b(1)
wb
+
U¯b(0)
wb
)
=− q˜bpb(1− 2pb)∑h
a=1 q˜apa(1− pa)wa
β1 − q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
pb
1− pb
U¯b(1)
(wb)2
+
U¯b(0)
(wb)2
)
.
We see that all of these derivatives are continuous and, assuming that we do not have
U¯b(0) = U¯b(0) = 0 for all b, we can therefore use the delta method result of Theorem 2 of
Pashley (2019), which gives
g(t)− g(T )√
(∇g(T ))T V ΣV ∇g(T )
d−→ N(0, 1)
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where
V =

√
Var(u¯1(1)) 0 · · · 0
0
√
Var(u¯1(0)) · · · 0
...
...
. . .
...
0 0 · · ·
√
Var(w1h)
 .
The denominator corresponds to the variance of β˜1. Let β1,b = (U¯b(1) − U¯b(0))/wb =
Y¯b(1)− Y¯b(0). We can now do the multiplication to get the variance, noting that symmetry
can greatly simplify the calculations. Replacing the limiting values of Σ with the sample
values, we get
Var(β˜1) =
h∑
b=1
1
mb(mb − 1)
mb∑
j=1
(
−
√
1− pbq˜bpb(1− 2pb)
√
pb
(∑h
a=1 q˜apa(1− pa)wa
)β1(wjb − wb)
−
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
pb
1− pb
U¯b(1)
(wb)2
+
U¯b(0))
(wb)2
)
(wjb − wb)
+
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Ujb(1)
wb
− U¯b(1)
wb
)
+
√
pb
1− pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Ujb(0)
wb
− U¯b(0)
wb
))2
.
We can rewrite this more digestibly in terms of block estimators as
Var(β˜1) =
h∑
b=1
1
mb(mb − 1)
mb∑
j=1
(
q˜bpb(1− pb)(1− 2pb)√
pb(1− pb)
(∑h
a=1 q˜apa(1− pa)wa
) (β1,b − β1) (wjb − wb)
+
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
wjb (Y¯jb(1)− xjbγ)
wb
−
wjb
(
Y¯b(1)− xbγ
)
wb

+
√
pb
1− pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
wjb (Y¯jb(0)− xjbγ)
wb
−
wjb
(
Y¯b(0)− xbγ
)
wb
)2.
A.4.4 Theorem 2: Asymptotic normality with estimated γˆ
Finally, to prove Theorem 2 we can follow the same proof as in Section A.3.5.
Theorem 2 assume the conditions of Theorem A.1, the conditions of Lemma A.1.1 applied
to each of the components of x
1
b and x
0
b , and a limiting value on the asymptotic variance for
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those components. It also assumes limiting values on the following variance expressions:
S2x,b =
1
mb
mb∑
j=1
njb∑
i=1
wijb
(
xijb − xb
)′ (
xijb − xb
)
S2x,Y,b(t) =
1
mb
mb∑
j=1
njb∑
i=1
wijbx
′
ijbYijb(t)− x′bwY (t)b
S2xY,b(t) =
1
mb
mb∑
j=1
njb∑
i=1
(
wijbx
′
ijbYijb(t)− wxY (t)b
)2
for t ∈ {0, 1} with
wxY (t)b =
1
mb
mb∑
j=1
njb∑
i=1
wijbx
′
ijbYijb(t).
Then, we have the result of Theorem 2,
βˆ1 − β1√
Var
(
β˜1
) d−→ N(0, 1).
with
Var
(
βˆ1
)
=
h∑
b=1
1
mb(mb − 1)
mb∑
j=1
(
q˜bpb(1− pb)(1− 2pb)√
pb(1− pb)
(∑h
a=1 q˜apa(1− pa)wa
) (β1,b − β1) (wjb − wb)
+
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Ujb(1)
wb
− wjb
wb
U¯b(1)
wb
)
+
√
pb
1− pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
(
Ujb(0)
wb
− wjb
wb
U¯b(0)
wb
))2
=
h∑
b=1
1
mb(mb − 1)
mb∑
j=1
(
q˜bpb(1− pb)(1− 2pb)√
pb(1− pb)
(∑h
a=1 q˜apa(1− pa)wa
) (β1,b − β1) (wjb − wb)
+
√
1− pb
pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
wjb (Y¯jb(1)− xjbγ)
wb
−
wjb
(
Y¯b(1)− xbγ
)
wb

+
√
pb
1− pb
q˜bpb(1− pb)wb∑h
a=1 q˜apa(1− pa)wa
wjb (Y¯jb(0)− xjbγ)
wb
−
wjb
(
Y¯b(0)− xbγ
)
wb
)2.
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B Detailed Simulation Methods and Results
The data generating process in (19) of the main text was used for the simulations. We
parameterized all error variances in terms of the intraclass correlation coefficient for the
control group, ICC0 = σ
2
u/(σ
2
u + σ
2
e), the explained variance of the covariates in the control
group, R20, and the variance of the outcome in the control group, σ
2
y0
. In addition, we assumed
that the two model covariates were iid normal with the same variance, σ2xk = σ
2
x and the
same parameter values, γk = 1. Thus, because R
2
0 = 2γ
2
kσ
2
x/σ
2
y0
, we have that σ2x = R
2
0σ
2
y0
/2.
Let σ2y∗0 = σ
2
y0
− 2σ2x and assume that σ2θ = fσ2u for f ≥ 0. We then have that σ2u = b2y∗0ICC0,
σ2e = σ
2
y∗0
(1− ICC0), and σ2θ = fσ2y∗0ICC0. Further, we set σ2y0 = 1 so that the outcomes are
in effect size units based on the standard deviation of the control group, which is common
practice.
To apply the formulas and match real-world scenarios, we assumed that ICC0 = .10,
f = .10, and R20 = .30. These assumptions yield simulation values of σ
2
x = .15, σ
2
u = .07,
σ2θ = .007, and σ
2
e = .63.
Separate simulations were conducted using m = 8 to 50 clusters, split evenly between
the treatment and control groups. We assumed nj individuals per cluster, where nj differed
across clusters and was generated to be correlated with both uj and θj. Specifically, we
generated cluster sample sizes using nj = µ+n
∗
j + δ1uj + δ2θj, where n
∗
j is a random variable
with mean 0 and variance σ2n∗ . We assumed correlations between nj and uj of ρnu = .25 and
between nj and θj of ρnθ = .05. We assumed µ = 100 (or 40 in sensitivity analyses) and
that, the standard deviation of nj, σn = 10 (or 5 in sensitivity analyses). In terms of these
parameters, we have that δ1 = ρnuσn/σu, δ2 = ρnθσn/σθ, and σ
2
n∗ = σ
2
n − δ21σ2u − δ22σ2θ .
We conducted the simulations separately assuming that the random variables
(xij1, xj2, uj, θj, eij, n
∗
j) were drawn from three types of distributions: (1) normal, (2) chi-
square (to allow for some skewness), and (3) bi-modal. We used a chi-squared distribution
with 3 degrees of freedom that we centered at 0 and normalized to match the variances
for each random variable. To simulate a bi-modal distribution for each random variable
k, we drew from a normal distribution, N(−√.5σ2k, .5σ2k), with probability 1/2 and from a
normal distribution, N(
√
.5σ2k, .5σ
2
k), with probability 1/2. The full simulation results for
the clustered, non-blocked RCT are presented in Appendix Tables B.1 to B.4 below.
72
  
73  
Table B.1. Full finite population simulation results for models without covariates 
 Type 1 error  Standard error 
Number of clusters (half 
treatment, half control) 
Design-   
based, t-test 
with df=m-2 
CRSE, t-test 
with df=m-1  True 
Mean design-   
based 
Mean 
CRSE 
Random variables with 
normal distributions       
8 5.15% 7.26%  0.220 0.221 0.205 
10 5.02% 6.49%  0.193 0.194 0.183 
12 5.10% 6.36%  0.192 0.193 0.184 
16 4.93% 5.81%  0.163 0.164 0.159 
20 4.92% 5.60%  0.147 0.149 0.145 
50 5.07% 5.29%  0.092 0.093 0.093 
Random variables with 
bimodal distributions       
8 5.01% 7.16%  0.225 0.225 0.209 
10 5.44% 7.09%  0.213 0.213 0.201 
12 5.04% 6.32%  0.184 0.185 0.177 
16 5.22% 6.06%  0.167 0.168 0.162 
20 5.17% 5.80%  0.150 0.151 0.147 
50 5.03% 5.27%  0.095 0.096 0.095 
Random variables with 
chi-square 
distributions       
8 4.37% 6.52%  0.199 0.200 0.185 
10 4.68% 6.15%  0.204 0.203 0.192 
12 4.63% 5.80%  0.189 0.190 0.181 
16 4.74% 5.61%  0.171 0.171 0.166 
20 4.98% 5.63%  0.145 0.146 0.142 
50 4.97% 5.20%  0.095 0.096 0.095 
Notes:  Results obtained from 1,000 simulation draws from the randomization distribution for each of 100 datasets 
assuming the distributions indicated above. See the main text and Appendix B for simulation specifications. 
The design-based variance estimator uses (9) in the main text. CRSE = Standard cluster-robust standard error 
estimator; df = Degrees of freedom. 
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Table B.2. Full finite population simulation results for models with covariates  
 Type 1 error  Standard error 
Number of clusters 
(half treatment, half 
control) 
Design-   
based, 
v*=0  
Design-   
based, 
v*=2 
CRSE, t-
test with 
df=m-1  True 
Mean 
design-   
based, v*=0 
Mean 
design-
based, v*=2 
Mean 
CRSE 
Two individual-level covariates with 𝑹𝑻𝑿
𝟐  adjustment 
Normal distributions        
8 4.98% 1.31% 7.40%  0.187 0.188 0.230 0.174 
10 4.98% 2.14% 6.45%  0.176 0.177 0.204 0.167 
12 5.12% 2.84% 6.41%  0.154 0.155 0.174 0.148 
16 4.98% 3.38% 5.85%  0.141 0.142 0.153 0.137 
20 5.10% 3.79% 5.76%  0.124 0.125 0.133 0.122 
50 5.11% 4.63% 5.32%  0.079 0.080 0.081 0.079 
Chi-square distributions        
8 4.28% 1.37% 6.52%  0.189 0.188 0.230 0.174 
10 4.49% 1.90% 5.93%  0.172 0.172 0.199 0.162 
12 4.72% 2.50% 5.92%  0.152 0.153 0.171 0.146 
16 4.84% 3.15% 5.65%  0.140 0.140 0.152 0.136 
20 4.87% 3.60% 5.53%  0.125 0.126 0.133 0.122 
50 5.06% 4.54% 5.31%  0.081 0.082 0.084 0.081 
Two cluster-level covariates with 𝑹𝑻𝑿
𝟐  adjustment 
Normal distributions        
8 NA 5.10% 17.92%  0.236 NA 0.229 0.162 
10 NA 4.80% 12.94%  0.197 NA 0.195 0.153 
12 NA 5.21% 11.61%  0.185 NA 0.184 0.152 
16 NA 5.16% 8.92%  0.151 NA 0.151 0.134 
20 NA 5.04% 7.95%  0.134 NA 0.134 0.122 
50 NA 5.20% 6.00%  0.081 NA 0.082 0.079 
Chi-square distributions        
8 NA 5.26% 18.04%  0.232 NA 0.227 0.161 
10 NA 4.79% 12.20%  0.201 NA 0.200 0.158 
12 NA 4.81% 10.39%  0.172 NA 0.171 0.143 
16 NA 4.96% 8.52%  0.147 NA 0.147 0.130 
20 NA 5.02% 7.64%  0.131 NA 0.132 0.120 
50 NA 4.96% 5.76%  0.081 NA 0.082 0.079 
Notes: Results obtained from 1,000 simulation draws from the randomization distribution for each of 100 datasets 
assuming the distributions indicated above. See the main text and Appendix B for simulation specifications. 
The design-based variance estimator uses (9) in the main text. NA = Not applicable, CRSE = Standard cluster-
robust standard error estimator; df = Degrees of freedom; 𝑣∗= Degrees of freedom adjustment for the 
covariates for the DB estimator. 
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Table B.3. Type 1 error rates for various model specifications 
  Number of clusters (half treatment, half control) 
Model specification and estimator 8 10 12 16 20 50 
Design-based estimator (finite population (FP) heterogeneity term excluded except where otherwise noted) 
No covariates, average of 40 
individuals per cluster 5.15% 5.45% 5.25% 5.01% 5.03% 5.18% 
Individual-level covariates, no 𝑅𝑇𝑋
2  
adjustment, v*=0 4.99% 5.01% 5.12% 4.99% 5.11% 5.11% 
FP heterogeneity term included 6.01% 5.63% 5.67% 5.45% 5.44% 5.21% 
Individual-level covariates, no 𝑅𝑇𝑋
2  
adjustment, v*=2 1.31% 2.17% 2.86% 3.39% 3.80% 4.63% 
FP heterogeneity term included 1.69% 2.50% 3.19% 3.76% 4.07% 4.75% 
Cluster-level covariates, no 𝑅𝑇𝑋
2  
adjustment, v*=2 9.20% 7.90% 7.80% 6.97% 6.42% 5.67% 
FP heterogeneity term included 10.15% 8.62% 8.43% 7.46% 6.82% 5.80% 
1 Individual-level, 1 cluster-level 
covariate, 𝑅𝑇𝑋
2  adjustment       
v*=0 7.71% 6.76% 6.48% 5.99% 5.80% 5.26% 
v*=1 5.16% 5.04% 5.11% 5.06% 5.04% 5.03% 
v*=2 2.61% 3.37% 3.74% 4.12% 4.34% 4.78% 
Standard CRSE estimator       
No covariates, average of 40 
individuals per cluster 7.14% 6.97% 6.44% 5.89% 5.67% 5.41% 
Individual-level covariates: 
alignment with design-based 
estimator  
      
Align degrees of freedom (df) in 
variance formulas, v*=0 5.83% 5.27% 5.39% 5.10% 5.18% 5.12% 
Align df in variance formulas 
and t-tests, v*=0 5.06% 4.99% 5.12% 4.99% 5.11% 5.11% 
Cluster-level covariates: alignment 
with design-based estimator 
      
Align df in variance formulas, 
v*=2 10.21% 7.60% 7.49% 6.22% 5.84% 5.29% 
Align df in variance formulas 
and t-tests, v*=2 6.95% 6.16% 6.41% 5.74% 5.54% 5.25% 
1 Individual-level and 1 cluster-
level covariate 
      
No alignment 12.44% 9.60% 8.62% 7.41% 6.70% 5.54% 
Align df in variance formulas, 
v*=1 8.19% 6.72% 6.28% 5.73% 5.46% 5.10% 
Align df in variance formulas 
and t-tests, v*=1 6.56% 5.89% 5.70% 5.45% 5.28% 5.07% 
          
Notes:  Results obtained from 1,000 simulation draws from the randomization distribution for each of 100 datasets 
assuming normal random variables. See the main text and Appendix B for simulation specifications. 
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Table B.4. Super-population simulation results for models without covariates 
 Type 1 error  Standard error 
Number of clusters (half 
treatment, half control) 
Design-   
based, t-test 
with df=m-2 
CRSE, t-test 
with df=m-1  True 
Mean design-   
based 
Mean 
CRSE 
Random variables with 
normal distributions       
8 4.91% 7.00%  0.238 0.229 0.212 
10 5.02% 6.58%  0.214 0.207 0.195 
12 5.27% 6.40%  0.197 0.190 0.182 
16 5.01% 5.89%  0.169 0.166 0.160 
20 5.01% 5.66%  0.152 0.149 0.145 
50 5.06% 5.33%  0.096 0.095 0.094 
Random variables with 
bimodal distributions       
8 5.27% 7.25%  0.239 0.230 0.213 
10 5.20% 6.80%  0.214 0.208 0.196 
12 5.28% 6.50%  0.195 0.191 0.182 
16 5.08% 5.87%  0.169 0.167 0.161 
20 5.13% 5.80%  0.152 0.150 0.146 
50 5.22% 5.46%  0.097 0.095 0.094 
Random variables with 
chi-square 
distributions       
8 4.67% 6.72%  0.244 0.224 0.208 
10 4.69% 6.21%  0.221 0.205 0.193 
12 4.68% 5.92%  0.202 0.190 0.181 
16 4.69% 5.61%  0.174 0.166 0.161 
20 5.01% 5.67%  0.157 0.150 0.146 
50 4.97% 5.21%  0.099 0.098 0.097 
Notes:  Results obtained from 50,000 simulation draws assuming the distributions indicated above. See the main text 
and Appendix B for simulation specifications. The design-based variance estimator uses (9) in the main text. 
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