Numerical approximation of weakly singular integrals on the half line  by Mastroianni, G. & Occorsio, D.
Journal of Computational and Applied Mathematics 140 (2002) 587–598
www.elsevier.com/locate/cam
Numerical approximation of weakly singular integrals
on the half line
G. Mastroianni ∗; 1, D. Occorsio1
Dipartimento di Matematica, Universita della Basilicata, Via N. Sauro 85, I-85100 Potenza, Italy
Received 4 November 2000; received in revised form 28 February 2001
Abstract
This paper deals with the numerical approximation of a weakly singular integral transform by means of Laguerre
nodes. Error estimates in a weighted uniform norm and some numerical tests are given. c© 2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction
This paper is devoted to the numerical approximation of operators of the following type
K(f; t)=
∫ ∞
0
f(x)
|x − t|
√
w(x) dx; (1)
where w(x)= e−xx, ¿ 0 is a Laguerre weight, t¿ 0; 0¡¡ 1; and we assume that the integral
exists. When the integration interval is bounded K is in general a compact operator. Otherwise in
the case of unbounded intervals the nature of K is really not clear.
In this paper, as a :rst simple result we show the continuity of K in some linear spaces of
continuous functions. Moreover, in order to construct a numerical approximation of Kf we study
the behaviour of the uniform norm ‖fu‖[B;∞) (u(x)=
√
w(x)(1 + x), 0¡6 1), when B → ∞
and we show that such norm tends to zero as the best approximation of f∈W 0(u) (see Lemma 2.2).
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Such result suggests to construct a numerical approximation of Kf by means of a suitable trun-
cation of the function f and realizing in this way a convergent algorithm which is cheaper than the
usual “product rules”.
The idea shown here can be used in diFerent contexts, for instance in the numerical solution of
Wiener–Hopf equations, where it re:nes in some sense the “truncation theory” [8].
2. Truncated product rule
In order to study the operator K de:ned in (1), we will introduce some basic facts about some
spaces of functions and the related polynomial approximation. Moreover we will state some results
which justify the numerical method proposed in the sequel.
2.1. Spaces of functions
Denote by L∞ the space of functions f such that
‖f‖:= sup
x¿ 0
|f(x)|¡∞
and by C0 the space of continuous functions in R+ = (0;∞). Setting u(x)=√w(x)(1 + x);
0¡6 1, de:ne
W 0 =W 0(u)=
{ {f∈C0 : limx→0+ |f(x)|u(x)= 0= limx→∞ |f(x)|u(x)} if ¿ 0
{f : [0;∞)→ C continuous : limx→∞|f(x)|u(x)= 0} if =0
equipped with the norm ‖f‖W 0 = ‖fu‖. We remark that the above limit relations are necessary
conditions for the density of the polynomials in the space W 0(u).
For smoother functions we de:ne the space
Wr = {f∈W 0: ‖f(r)’ru‖¡∞; }; ’(x)=√x; r¿ 1
equipped with the norm
‖f‖Wr = ‖fu‖+ ‖f(r)’ru‖:
Moreover, denote by Em(f)u the error of the best approximation, i.e.
Em(f)u = inf
P ∈PM
‖[f − P]u‖;
where Pm denotes the set of polynomials of degree at most m, (m=1; 2; : : :). Estimates of Em(f)u
can be easily deduced from the estimates of Em(f)√w (see for instance [2]). For instance, if f∈Wr ,
then
Em(f)u6
C
(
√
m)r
‖f(r)’ru‖; (2)
where C denotes a positive constant independent of m and f.
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Now we are able to state the following:
Proposition 2.1. Let Kf be de7ned as in (1) with ¿ 0 and ∈ (0; 1). Assume f∈W 0(u) where
u(x)=
√
w(x)(1 + x) with ∈ (0; 1] and + ¿ 1. Then
sup
t¿ 0
∫ ∞
0
f(x)
|x − t|
√
w(x) dx6C‖fu‖;
where the constant C¿ 0 depends on  and  only.
Remark. In other words Proposition 2.1 assures the boundedness of operator K :W 0 → L∞, under
suitable assumptions on the parameters ; ; .
Proof. Since
|K(f; t)|6 ‖fu‖
∫ ∞
0
dx
|x − t|(1 + x) = : ‖fu‖K(t);
one has to show that K(t) is uniformly bounded on [0;∞), i.e.
sup{K(t) : t ∈ [0;∞)}¡∞:
In the case t=0, K(0)¡∞ since ∈ (0; 1) and  + ¿ 1.
For 0¡t6 1 and 0¡6 1, we have
K(t) = t1−
∫ 2
0
dy
|y − 1|(1 + yt) +
∫ ∞
2t
dx
|x − t|(1 + x)
6
∫ 2
0
dy
|y − 1| + 2

∫ ∞
0
dx
x(1 + x)
¡∞;
since x − t¿ x=2 for x¿ 2t.
For t ¿ 1 and ¡ 1, we get
K(t)= t1−−
∫ ∞
0
dy
|y − 1|(y + (1=t)) 6
∫ ∞
0
dy
y|y − 1| ¡∞:
Finally, if =1 we derive
K(t) =
1
t
{∫ 1=2
0
+
∫ ∞
1=2
}
dy
|y − 1|(y + (1=t))
6
2
t
{∫ 1=2
0
dy
(y + (1=t))
+
∫ ∞
1=2
dy
|y − 1|y
}
¡C;
where C does not depend on t, and the proposition is completely proved.
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De:ne
‖g‖[a;b] = max
a6 x6 b
|g(x)|
and for f∈W 0(u) consider the norm
‖fu‖[B;∞)
for B suKciently large (say B¿B0). The next lemma deals with the behaviour of the norm ‖fu‖[B;∞)
when B →∞.
Lemma 2.2. For any function f∈W 0 and for any B¿B0; we have
‖fu‖[B;∞)6EM (f)u + Ce−AB‖fu‖; (3)
where M = [B=4(1+)]; ¿ 0 7xed; and the positive constants C and A are independent of f and
M . ([a] denotes the integer part of a∈R)
By (3) we deduce for B¿B0
‖fu‖6 ‖fu‖[0;B] + EM (f)u; M ∼ B:
Shortly, Lemma 2.2 assures that ‖fu‖[B;∞), for B → ∞, converges to zero like the error of the
best approximation. For example, if f∈Wr(u), recalling (2) it follows:
‖fu‖[B;∞)6 C
(
√
B)r
‖f(r)’ru‖+ Ce−AB‖fu‖
and
‖fu‖6C
[
‖fu‖[0;B] + ‖f
(r)’ru‖
(
√
B)r
]
for B¿B0 and C¿ 0 independent of f and B.
Proof. The lemma is a consequence of the following inequality:
‖Pm√w‖[4m(1+);∞)6Ce−Am‖Pm√w‖[0;4m]; (4)
which holds for any polynomial Pm ∈Pm and for any :xed positive , with C and A independent of
Pm and m, but depending on . Inequality (4) follows from a more general result in [3] (see also
[9]). First we prove that (4) essentially holds for u(x)=
√
w(x)(1 + x). Setting  := 4(1 + ); for
x¿ (m+ 1), ∈ (0; 1], we get
|Pm(x)
√
w(x)(1 + x)| 6 1(1 + (m+ 1))1− max[(m+1);∞)|Pm(x)
√
w(x)(1 + x)|
6 C
e−Am
(1 + (m+ 1))1−
‖Pm√w(1 + ·)‖[0;4(m+1)]
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that is
‖Pmu‖[(m+1);∞)6Ce−Am‖Pmu‖:
Hence setting M = [B=4(1 + )] ∼ B and denoting by PM the polynomial of the best approximation
in W 0(u), we have
‖fu‖[B;∞) 6 ‖(f − PM )u‖+ ‖PMu‖[B;∞)6EM (f)u + Ce−AM‖PMu‖
6 EM (f)u + Ce−AB‖fu‖
and the lemma is proved.
Now, let w (x)= e−xx ;  ¿ − 1 be an arbitrary Laguerre weight and denote by {pm(w )} the
corresponding sequence of orthonormal polynomials with positive leading coeKcients.
Furthermore, denote by xi := xm; i(w ); i=1; 2; : : : ; m the zeros of pm(w ); taken in increasing order.
It is well known that [10]
0¡x1 ¡x2 ¡ · · · xm ¡ 4m− Cm1=3; C = C(m)∈R+:
Now, for a real :xed #∈ (0; 1) de:ne the integer j= j(m)¡m as
xj = min
16 k6m
{xk¿ 4#m}: (5)
By using an arbitrary non decreasing function  ∈C∞(R) such that
 (x)=
{
0; x6 0;
1; x¿ 1;
we construct the function fj with the help of the formulas
fj =f −  jf;  j(x)=  
(
x − xj
xj+1 − xj
)
; j ¡m: (6)
By de:nition fj =f in [0; xj], fj is zero in [xj+1;∞) and fj has the same smoothness of f in R+.
Now, if K is the operator de:ned in (1) we have
K(f)=K(fj) + K(f − fj)
and by Proposition 2.1
‖K(f − fj)‖6C‖(f − fj)u‖=C‖ jfu‖6C‖fu‖[4m#;∞):
Recalling Lemma 2.2 for B=4m# (# :xed), we obtain
sup
t¿ 0
|K(f − fj; t)|6EM (f)u + Ce−Am‖fu‖; (7)
where M ∼ m and C¿ 0 is independent of m and f.
By virtue of (7) we can approximate Kfj instead of Kf, assuming K(f−fj) as the error term.
To this end we need an additional result.
Denoting by Lm+1(fj) the Lagrange polynomial interpolating fj ∈W 0(u) at the knots
x1; x2; : : : ; xm; 4m;
where {xi}mi=1 are the zeros of pm(w(−1)=2; x), the following theorem holds:
592 G. Mastroianni, D. Occorsio / Journal of Computational and Applied Mathematics 140 (2002) 587–598
Theorem 2.3. For any f∈W 0(u) we have
‖Lm+1(fj)u‖6C‖fju‖ logm;
where C¿ 0 is independent of m and f.
Under the assumptions of the Proposition 2.1 on the parameters  and , by Theorem 2.3 it
follows:
sup
t¿ 0
|K(Lm+1(fj); t)|6C‖fju‖ logm: (8)
Proof. By the Mhaskar–SaF identity [7] it follows
‖Lm+1(fj)u‖6C‖Lm+1(fj)u‖[0;4m+4]:
Setting xd a zero of pm(w) closest to x, i.e. |x − xd|=min16 k6m |x − xk |, we have
|Lm+1(fj; x)u(x)|6 ‖fju‖

 j(m)∑
1= k =d
u(x)|lk(x)|
u(xk)
+ u(x)
|ld(x)|
u(xd)

 ;
where
lk(x)=
(4m− x)pm(w(−1)=2; x)
(4m− xk)p′m(w(−1)=2; xk)(x − xk)
; k =1; 2; : : : ; m:
Moreover, for 06 x6 4m+ 4 and x16 xk6 xj it is [6]
u(x)
|ld(x)|
u(xd)
∼ 1 and u(x) |lk(x)|
u(xk)
6C
(1 + x)Nxk
(1 + xk)|x − xk | ; Nxk = xk+1 − xk :
Consequently we only have to prove
Sm(x) := (1 + x)
j(m)∑
1= k =d
Nxk
(1 + xk)|x − xk |6C logm: (9)
Assume 06 x6 1. We have
Sm(x)6 2
j(m)∑
1= k =d
Nxk
(1 + xk)|x − xk | ∼
m∑
k =1
1
|d− k|+ 1 ∼ logm;
since
j(m)∑
1= k =d
Nxk
|x − xk | ∼
j(m)∑
1= k =d
Nxk
|xd − xk | ∼
m∑
k =1
1
|d− k|+ 1 ;
(see [6]). For 1¡x6 4m+ 4 and xd ¡x¡xd+1 we write
Sm(x) := (1 + x)
d−1∑
k =1
Nxk
(1 + xk)(x − xk) + (1 + x)

j(m)∑
k = d+1
Nxk
(1 + xk)(xk − x) = : S1(x) + S2(x):
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Since xk ¿x; it follows (1 + xk)=(1 + x)¿ 1 and
S1(x)6C
d−1∑
k =1
Nxk
|x − xk | ∼ logm:
The second sum can be decomposed as
S2(x)=

(1 + x)
∑
x16 xk6 x−(1+x)=2
+ (1 + x)
∑
(x−1)=2¡xk6 xd−1

 Nxk(1 + xk)|x − xk | = : I1 + I2:
To estimate I1 we have x − xk¿ 1 + x=2 and
I16C(1 + x)−1
∑
x16 xk6 x−(1+x)=2
Nxk
(1 + xk)
6C(1 + x)−1
∫ x−(1+x)=2
0
(1 + t)− dt:
Then
I16C log
1 + x
2
6C logm; for =1
and
I16C; for ¡ 1:
Finally to estimate I2, since 1 + xk¿ (1 + x)=2, for ∈ (0; 1]; we get
I26C
m∑
1= k =d
Nxk
|x − xk | ∼ logm
and Theorem 2.3 follows.
3. An algorithm to compute K f
In view of the results obtained in the previous section, it seems natural to approximate K(f; t) re-
placing the function f by the Lagrange polynomial Lm+1(fj) above de:ned. Recalling the de:nitions
of j(m); xj and fj =(1−  j)f, it follows that
Lm+1(fj; x)=
j(m)∑
k =1
lk(x)f(xk);
where
lk(x)=
(4m− x)pm(w(−1)=2; x)
(4m− xk)p′m(w(−1)=2; xk)(x − xk)
; k =1; 2; : : : ; m
and then we obtain
K(f; t)=Km(f; t) + em(f; t); (10)
where
Km(f; t)=
j(m)∑
k =1
Ak(t)f(xk); Ak(t)=K(lk ; t) (11)
and em(f; t) is the remainder term. Note that the function fj does not appear in (11).
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The details about the construction of the coeKcients Ak will be given in the last section of the
paper.
Now we remark that the proposed quadrature rule requires the evaluation of only j(m) coeKcients
{Ak(t)}mk =1 and only j(m) evaluation of the function f at the interpolation nodes. Consequently,
since the function f could have an exponential growth, this reduction implies that the possible
overOow drawback is avoided. Choosing for instance #= 18 , the rule in (11) requires a cheaper
computational eFort with respect to the ordinary product rules. By using a diFerent approach this
idea was developed in [4] for the ordinary Gauss–Laguerre rules. However, in the present paper (see
also [1]) we have also given a theoretical motivation.
We observe that the computation of integrals of the kind∫ ∞
0
G(x)
|x − t| dx
for t¿ 0 can be brought back to the evaluation of K(f; t) setting f(x)=G(x)ex=2, =0, and as-
suming
max
x¿ 0
|G(x)|(1 + x) ¡∞
for some ∈ (0; 1] with  + ¿ 1.
The next theorem deals with the stability and the convergence of rule (10).
Theorem 3.1. Let K(f; t) and Km(f; t) be de7ned by (1) and (11); respectively. Then; under the
assumptions of Proposition 2:1; for any f∈W 0(u) we have
sup
t¿ 0
|Km(f; t)|6C logm‖fu‖ (12)
and
sup
t¿ 0
|K(f; t)− Km(f; t)|6C[EM (f)u + e−Am‖fu‖] logm; (13)
where M ∼ m and the positive constants C and A are independent of m;f.
By (13) it follows that the convergence of the rule behaves essentially (i.e. without the logm
factor) like the best approximation. Moreover, estimate (12) implies the following one:
sup
t¿ 0
j(m)∑
k =1
|Ak(t)|
u(xk)
6C logm; (14)
which assures the stability of rule (11), except for the logm factor.
Proof. Inequality (12) easily follows from (8). In order to prove (13) we can write
|K(f; t)− Km(f; t)|6 |K(f − fj; t)|+ |K(fj − Lm+1(fj); t)|:
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By (7) it follows that
sup
t¿ 0
|K(f − fj; t)|6EM (f)u + Ce−Am‖fu‖: (15)
Proposition 2.1 implies
sup
t¿ 0
|K(fj − Lm+1(fj); t)|6C‖(fj − Lm+1(fj))u‖6CEm(fj)u logm;
where in the second inequality we used Theorem 2.3. To estimate Em(fj)u, notice that for any
polynomial PM with M = [(#=(1 + ))m] ∼ m, 0¡#¡ 1; ¿ 0 :xed, we have
‖(fj − PM )u‖6 ‖(f − PM )u‖+ ‖ jfu‖6 ‖(f − PM )u‖+ ‖fu‖[4m#;∞);
since  j(x)6 1. Taking the in:mum on PM , we deduce
EM (fj)u6EM (f)u + ‖fu‖[4#m;∞)
and by using Lemma 2.2 we obtain
Em(fj)u6 2EM (f)u + Ce−Am‖fu‖:
The theorem follows recalling (15).
Finally we consider the computation of K(f; t) for “large” values of t (say for instance t ¿ 500).
In this case, another procedure with a cheap computational eFort can be considered. Indeed, choose
# and m such that
xj+1 + 1¡t;
where
xj = min
16 k6m
{xk¿ 4m#}
and assume, for instance,
‖f(r)’r√w‖1 :=
∫ ∞
0
|f(r)(x)|’r(x)
√
w(x) dx¡∞; ’(x)=
√
x: (16)
Then Gj(x)=fj(x)=(t − x) satis:es (16). By using the ordinary Gauss–Laguerre rule we can write∫ ∞
0
fj(x)
|x − t|
√
w(x) dx=
j(m)∑
k =1
m;k(
√
w)
|t − xk | f(xk) + em(Gj; t) (17)
and, by using Corollary 1 in [5], it results:
|em(Gj; t)|6 C(√m)r ‖G
(r)
j ’
r√w‖1 + e−Am‖f√w‖1: (18)
In conclusion, (11) and (17) can be both (alternatively) used to compute K(f; t) for a wide range of t.
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4. Numerical examples
The coeKcients
Ak(t)=
∫ ∞
0
lk(x)
|x − t| e
−x=2x=2 dx
can be rewritten as
Ak(t)=
∫ t
0
lk(x)
(t − x) e
−x=2x=2 dx +
∫ ∞
t
lk(x)
(x − t) e
−x=2x=2 dx= :A1k(t) + A
2
k(t) (19)
and by the changes of variable x= t=2(1 + y) in A1k , x=2y + t in A
2
k we obtain
A1k(t)= e
−t=4
( t
2
)1+(=2)− ∫ 1
−1
lk
( t
2
(1 + y)
)
e−(ty)=4(1− y)−(1 + y)(=2) dy;
A2k(t)= 2
1−e−t=2
∫ ∞
0
lk(2y + t)e−yy−(2y + t)=2 dy:
To compute A1k(t) we apply the Gauss–Jacobi rule w.r.t. the weight v
−;=2(y)= (1− y)−(1+ y)=2
and to compute A2k(t) we apply the Gauss–Laguerre rule w.r.t. the weight w−(y)= e
−yy−.
Denote by {yi}ni=1 the zeros of the nth orthonormal Jacobi polynomial pn(v−;=2) and by
{n; i(v−;=2)}ni=1 the Cotes numbers. Moreover denote by {zi}ni=1 the zeros of the orthonormal
Laguerre polynomial pn(w−) and by {n; i(w−)}ni=1 the Cotes numbers.
Then we obtain
A1k(t) ∼ e−t=4
( t
2
)1+(=2)− n∑
i=1
lk
( t
2
(1 + yi)
)
e−(tyi)=4n; i(v−;=2);
A2k(t) ∼ 21−e−t=2
∑
i=1; n
lk(2zi + t)(2zi + t)=2n; i(w−):
For not so “small” values of t, the coeKcients Ak will be evaluated with the machine precision
for n= [(m+ 2)=2].
Now we present some numerical examples. Here we compute integrals of type (1) by using the
truncated product rule for function f belonging to diFerent spaces Wr(u). We point out that all the
computations have been performed in 16-digits arithmetic.
Example 1. (see Table 1)∫ ∞
0
1
(1 + x2)2|x − t|0:6 dx;
f(x)=
ex=2
(1 + x2)2
; =0; =0:6; =1; f∈W 6(u): (20)
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Table 1
t=0:7 t=10 t=100
m j Km 0 m j Km 0 m j Km 0
32 20 2.15 1.0 32 23 0.206 0.47 32 23 0.0497 0.07
64 39 2.150 0.89 64 47 0.2063 0.41 64 47 0.049747 0.09
128 78 2.15017 0.78 128 93 0.2063856 0.35 128 93 0.0497471 0.11
256 156 2.15017345 0.69 256 186 0.206385638 0.31 256 186 0.049747163 0.11
Table 2
t=1 t=15 t=150
m j Km 0 m j Km 0 m j Km 0
32 26 10.442288878 0.89 32 26 7.2150297204 0.52 32 26 2.192032881 0.17
64 52 10.442288878235980 0.77 64 52 7.21502972044788 0.46 64 52 2.192032881129641 0.17
We evaluate the integral in (20) for three diFerent value of t. We denote by j= j(m) the integer
de:ned in (5) and by 0 the quantity
0=
1
logm
j(m)∑
k =1
|Ak(t)|
u(xk)
:
Example 2. (see Table 2)
∫ ∞
0
x2e−x=2
|x − t|0:4 dx;
f(x)= x2; =0; =0:4; f∈Wr(u); ∀r =1: (21)
Example 3. (see Table 3)
∫ ∞
0
log(1 + x)
(1 + x2)3|x − t|0:3 dx;
f(x)=
log(1 + x)ex=2
(1 + x2)3
; =0; =0:3; f∈W 9(u); =1: (22)
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Table 3
t=3 t=30 t=150
m j Km 0 m j Km 0 m j Km 0
64 52 0.1509 0.74 64 39 0.06920 0.44 64 39 0.04245 0.23
128 105 0.15092322 0.67 128 78 0.0692033 0.42 128 78 0.04245551 0.24
256 210 0.1509232245 0.61 256 156 0.06920338635 0.4 256 156 0.042455514608 0.26
Table 4
m j Fm
16 13 0.029
32 26 0.029555
64 52 0.02955570
128 105 0.02955570075
Example 4. (see Table 4)∫ ∞
0
log(1 + x)
(1 + x2)3|x − 500|0:3 dx;
Gj(x)=
log(1 + x)ex=2
(1 + x2)3(500− x)0:3 ; =0; =0:3: (23)
where Fm is the quadrature rule in (17).
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