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iPreface
The maximum matching and disjoint paths problems have been studied as central topics in
combinatorial optimization since its beginning at the middle of the 20th century. Through
the research in these topics, various useful concepts and techniques have been developed
such as good characterizations by combinatorial duality and ecient algorithms using
augmenting paths, which are utilized even today.
One of the highlights on these two topics is Mader's theorem (1978) for openly disjoint
A-paths, where an A-path is a simple path between two vertices in a prescribed vertex
subset A. He gave a good characterization by a min-max duality for the maximum number
of openly disjoint A-paths in an undirected graph, which commonly generalizes the Tutte{
Berge formula for maximum matchings in non-bipartite graphs and Menger's theorem for
the maximum number of disjoint s{t paths.
To the problem of nding a maximum number of openly disjoint A-paths, Lovasz
(1980) rst provided a solution by reducing it to the matroid matching problem. The ma-
troid matching problem unies two tractable generalizations of the maximum matching
problem in bipartite graphs (the maximum matching problem in non-bipartite graphs and
the matroid intersection problem), but itself is intractable in general. It was however im-
pressive that Mader's problem, which also unies two generalizations of bipartite matching
(non-bipartite matching and disjoint s{t paths), can be solved via matroid matching.
As a further extension of Mader's problem, Chudnovsky, Geelen, Gerards, Goddyn,
Lohman, and Seymour (2006) introduced the problem of nding disjoint \non-zero" A-
paths in group-labeled graphs, which also includes some interesting problems in topological
graph theory. They showed a min-max duality extending Mader's theorem, and later
Chudnovsky, Cunningham, and Geelen (2008) proposed a polynomial-time combinatorial
algorithm for this problem. Pap (2006{2008) introduced a slightly more general model,
and also suggested a border between disjoint A-paths problems that enjoy nice structure
(e.g., good characterizations and ecient algorithms) and those who do not.
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One of the main topics of this thesis is to analyze these extended problems via matroid
matching, and to clarify the border between tractable and intractable problems. We
show that the most general setting among those suspected as tractable reduces to the
matroid matching problem, and clarify when the reduced problem has nice structure such
as tractability, good characterizations, and linear representations of reduced matroids.
Other than openly disjoint paths and topological conditions, various settings on graphs
can be simply formulated using group-labeled graphs. For instance, a variety of NP-hard
problems such as the Hamiltonian path problem and the k-disjoint paths problem can
be formulated as nding a path of a designated label in a group-labeled graph. This
fact implies that combinatorial optimization on group-labeled graphs is pretty challenging
even if we focus on just one path, e.g., to determine whether a given group-labeled graph
contains an s{t path whose label is in a prescribed subset of the underlying group.
As the rst nontrivial step in this direction, since the situation forbidding only one label
is quite easy, we investigate the problem of nding an s{t path with two labels forbidden.
This problem in fact includes the 2-disjoint paths problem in undirected graphs, which was
well-studied in 1980s. Inspired by and with the aid of Seymour's characterization (1980)
for 2-disjoint paths, we give the rst nontrivial characterization of group-labeled graphs
in terms of the possible labels of s{t paths. Moreover, based on our characterization, we
provide an ecient algorithm for nding an s{t path with two labels forbidden.
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1Chapter 1
Introduction
Combinatorial optimization on graphs is, for a given graph (with some additional data)
and requirement, to make an optimal decision, where the optimality is dened by some
objective function on the set of feasible decisions. Such a situation appears in the real
world in various ways, e.g., when we want to know an ecient routing for a trip, a costless
design of network structure (transportation networks, VLSI circuits, and so on), or a
vulnerable point of networks by some security reason (e.g., [95]).
From the theoretical aspect, a number of various combinatorial optimization problems
on graphs have been studied, which are roughly classied into two types: tractable prob-
lems and intractable problems. In general, an optimization problem is said to be tractable
if it can be solved eciently, i.e., there exists an algorithm whose running time is poly-
nomially bounded with respect to the input size. One of the main aims in this eld is
to clarify what kinds of problems are tractable, and moreover to understand the reason
behind the tractability, e.g., what structure of tractable problems makes them tractable
and what approaches are eective in each nice structure.
In this thesis, we focus on combinatorial optimization on group-labeled graphs. The
concept of group-labeled graphs is a marriage of simple but deep combinatorial and algebraic
structures, graphs and groups, which is expected to enjoy nice properties. In short, group-
labeled graphs are directed graphs with each edge labeled by an element of a xed group.
They are also known as gain graphs or voltage graphs (examples of biased graphs introduced
by Zaslavsky [96]), and appear in a variety of elds such as network ow theory, scheduling
theory, rigidity theory, and so on (see, e.g., [98]).
Depending on the choice of groups   for labeling, group-labeled graphs can formulate
various situations in simple manners. For instance, Z2-labeled graphs are equivalent to
signed graphs, in which each edge has a sign, i.e., + or  . Signed graphs were rst
introduced by Harary [30] in a context of social psychology. They have also been handled
in and applied to Ising model and correlation clustering.
Another example is a periodic graph, which is introduced by Collatz [10] in a context
of spectral graph theory. Roughly speaking, innite graphs with periodic structure rep-
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resentable as Zd-labeled graphs are called periodic graphs, where d is a positive integer.
Literally, periodic graphs appear in modeling various periodic structures in the real world
such as crystals and VLSI circuits. They are utilized also in theoretical situations, e.g., as
dependence graphs of uniform recurrence equations [44].
As seen above, by introducing groups (algebraic structure) into graphs (combinato-
rial structure), a variety of situations can be simply formulated. From the viewpoint of
combinatorial optimization, most of such formulations naturally generate combinatorial
optimization problems on group-labeled graphs, which sometimes unify several apparently
unrelated classical problems or bring about a new idea for modeling other situations. In
exchange for expressive power, problems on group-labeled graphs tend to be pretty hard
and often intractable. We aim to reveal what types of problems on group-labeled graphs
are tractable and why so are they, based on classical approaches in combinatorial opti-
mization and graph theory. Furthermore, through such research in high-level models, we
expect to acquire novel knowledge and interpretation in these classical theories.
In what follows, we present background and our contributions. In Section 1.1, we
describe historical background of combinatorial optimization, featuring matchings and
disjoint paths, which are closely related to our work. Next, we show signicant results on
these two topics with precise statements separately in Sections 1.2 and 1.3. In Section 1.4,
we review problems on paths in group-labeled graphs, which are dealt with as the main
subject in this thesis. Finally, in Section 1.5, we sum up our contributions to this eld
and the organization of this thesis.
1.1 Historical Background
The theory of combinatorial optimization started in the middle of the 20th century with
unifying independent works on combinatorial structure that had existed before. On graphs
in particular, as mentioned at the beginning, a number of various problems have been
studied, e.g., the shortest path problem, the minimum-cost spanning tree problem, and
the maximum ow problem as well as its dual, the minimum cut problem. Here we focus
on the following two types of problems, which are closely related to the problems on
group-labeled graphs dealt with in this thesis: the maximum matching problem and the
disjoint paths problem. Both of these two problems have been studied as central topics in
combinatorial optimization as well as in graph theory.
The rst explicit appearance of matchings in graphs is in problems on matrices in the
early 20th century. Frobenius [19] characterized mixed matrices containing no nonzero
constant entry whose determinants are factorizable, and later K}onig [51] gave a simpler
proof by regarding it as a problem on matchings in bipartite graphs. K}onig [52, 53] also
proved the so-called Birkho{von Neumann Theorem (every nonnegative doubly stochastic
matrix can be represented as a convex combination of permutation matrices, which was
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rediscovered later independently by Birkho [2] and von Neumann [67]) by showing that
any k-regular bipartite graph can be decomposed into k disjoint perfect matchings.
From the viewpoint of combinatorial optimization on graphs, the rst milestone of the
study of matchings is K}onig's min-max theorem [54], which claims that the maximum
cardinality of a matching in any bipartite graph is equal to the minimum cardinality of
a vertex cover in it. This theorem is a good characterization by a combinatorial duality,
i.e., one can easily certify that a given bipartite graph has a matching of size k or not by
nding such a matching or a vertex cover of size less than k, respectively. Independently,
Frobenius [20] proved a special case of K}onig's theorem when a bipartite graph has a
perfect matching, and Hall [29] gave another characterization for the existence of single-
side perfect matchings, which is equivalent to K}onig's theorem. The proof of K}onig's
theorem is based on the so-called augmenting-path technique, which leads to a simple
algorithm for nding a maximum matching in a bipartite graph.
After decades, Tutte [85] gave a necessary and sucient condition for general graphs
(i.e., not only for bipartite graphs) to admit a perfect matching, which generalizes Frobe-
nius' theorem for bipartite graphs. Later, Berge [1] observed that Tutte's characterization
leads to a min-max duality, which extends K}onig's theorem. The min-max theorem is well-
known today as the Tutte{Berge formula (Theorem 1.1), whose proof is not constructive
as K}onig's one.
The rst ecient algorithm for non-bipartite matching was devised by Edmonds [13].
His algorithm is also based on the augmenting-path idea, and contains a novel technique,
shrinking a blossom, which is the reason why it is called the blossom algorithm. Originated
by Edmonds' blossom algorithm, a variety of ecient algorithms have been developed, e.g.,
combinatorial algorithms due to Micali and Vazirani [65] and Goldberg and Karzanov [28]
and algebraic algorithms due to Mucha and Sankowski [66] and Harvey [31] (cf. Theorems
1.2{1.4). It is intriguing that a combinatorial problem appearing from matrix theory is
solved eciently by algebraic techniques based on matrix theory.
The research in the disjoint paths problem has its origin in a min-max duality for
the maximum number of disjoint s{t paths due to Menger [64]. The concept of disjoint
s{t paths generalizes matchings in bipartite graphs, and Menger's theorem in fact implies
K}onig's theorem as a special case. On the other hand, it was pointed out by Tutte [86]
that disjoint s{t paths can be formulated as matroid intersection, which is another gen-
eralization of bipartite matching. A simple but the rst ecient algorithm for nding a
maximum number of disjoint s{t paths was given as a special case of an augmenting-path
algorithm for the maximum ow problem due to Ford and Fulkerson [16].
As a noteworthy result making a connection between matchings and disjoint paths,
Mader [63] showed a min-max duality for openly disjoint A-paths, which commonly gener-
alizes the Tutte{Berge formula and Menger's theorem, where an A-path is a path between
distinct vertices in a prescribed vertex subset A. The problem of nding a maximum
number of openly disjoint A-paths was rst solved by Lovasz [59, 61] via a reduction to
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the matroid matching problem, which unies two tractable generalizations of bipartite
matching (non-bipartite matching and matroid intersection) but is intractable in general.
It is intriguing again that a deep combinatorial optimization problem on graphs unifying
two generalizations of bipartite matching was rst solved via another deep unication.
Other than numerous studies for such maximization-type disjoint paths problems, the
following setting is also well-investigated: for given multiple pairs (si; ti) of two vertices, to
nd disjoint si{ti paths if exist. This kind of disjoint paths problem tends to be intractable,
but some cases are known to be tractable. The deepest result is in graph minor theory due
to Robertson and Seymour as follows [76]: when a positive integer k is xed (i.e., considered
as a constant), for given k pairs (si; ti) of two vertices in an undirected graph, one can
nd disjoint si{ti paths in polynomial time if exist. When k = 2 in the same setting, there
are earlier independent results for its tractability due to Seymour [80], Shiloach [81], and
Thomassen [84], which may suggest that there exists some essential gap between the case
of k = 2 and k  3.
1.2 Maximum Matching Problem
For an undirected graph G = (V;E), an edge set M  E is called a matching in G if
jV (M)j = 2jM j, i.e., all 2jM j end vertices of jM j edges in M are distinct. The maximum
matching problem is to nd a matching of the maximum cardinality in a given undirected
graph.
Maximum Matching Problem
Input: An undirected graph G = (V;E).
Goal: Find a matching M  E in G such that jM j is maximum.
As a milestone of the study of this problem, Tutte [85] rst characterized undirected
graphs that admit a perfect matching (a matchingM covering all vertices, i.e., V (M) = V ).
Later, Berge [1] observed that Tutte's characterization leads to a min-max duality, which
is known today as the Tutte{Berge formula as follows.
Theorem 1.1 (Tutte [85], Berge [1]). Let G = (V;E) be an undirected graph. Then, the
maximum cardinality of a matching in G is equal to the minimum value of
1
2
(jV j+ jU j   odd(G  U)) ; (1.1)
taken over all vertex subsets U  V , where odd(G  U) denotes the number of connected
components of G  U that consist of odd number of vertices.
Originated by the blossom algorithm of Edmonds [13], a variety of ecient algorithms
for this problem have been developed. We just remark the fastest ones currently known.
Let ! denote the matrix multiplication exponent, which is at most 2:373 due to Le Gall [57].
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Theorem 1.2 (Mucha{Sankowski [66], Harvey [31]). One can solve the maximum match-
ing problem in O(jV j!) time by a randomized algorithm.
Theorem 1.3 (Goldberg{Karzanov [28]). One can solve the maximum matching problem
in O(
pjV j  jEj  log(jV j2=jEj)= log jV j) time by a deterministic algorithm.
Theorem 1.4 (Micali{Vazirani [65], and see also [87, 88]). One can solve the maximum
matching problem in O(
pjV j  jEj) time by a deterministic algorithm.
Related to maximum matchings in undirected graphs, Gallai [25,27] and Edmonds [13]
independently showed a structure of undirected graphs, which decomposes them into three
parts as follows. This result is currently known as the Edmonds{Gallai decomposition or
the Edmonds{Gallai structure theorem.
Theorem 1.5 (Gallai [25,27], Edmonds [13]). For an undirected graph G = (V;E), dene
D := f v 2 V j 9M  E : a maximum matching in G with v 62 V (M) g;
A := NG(D) = f v 2 V nD j 9u 2 D; 9e = uv 2 E g;
C := V n (A [D):
Then, the vertex set A attains the minimum of (1.1) as U in Theorem 1:1, and G[D] and
G[C] consist of odd and even connected components of G A, respectively.
1.3 Disjoint Paths Problem
1.3.1 s{t paths
We refer to the following problem as Menger's disjoint paths problem: for a given graph
G = (V;E) and distinct vertices s; t 2 V , to nd a maximum number of disjoint s{t paths
in G. Here, the term \disjoint" has two meanings: \edge-disjoint" and \openly disjoint."
Two paths are said to be edge-disjoint if they do not share any edge, and openly disjoint if
they do not share any inner vertex (end vertices are sharable). More than two paths are
said to be disjoint if they are pairwise disjoint, i.e., every two among them are disjoint.
Here, we focus on the case of undirected graphs as follows.
Edge-Disjoint s{t Paths Problem
Input: An undirected graph G = (V;E) and distinct vertices s; t 2 V .
Goal: Find a family P of edge-disjoint s{t paths in G such that jPj is maximum.
Openly Disjoint s{t Paths Problem
Input: An undirected graph G = (V;E) and distinct vertices s; t 2 V .
Goal: Find a family P of openly disjoint s{t paths in G such that jPj is maximum.
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By using the concept of line graphs, the former problem can be reduced to the latter
problem. For an undirected graph G = (V;E), the line graph G^ = (V^ ; E^) of G is dened
as follows: V^ := E and E^ := f e1e2 j e1; e2 2 E : adjacent in G g, i.e., each edge in G is a
vertex in G^ and vice versa, and two vertices are adjacent (connected by an edge) in G^ if
and only if the corresponding edges are adjacent (share one of their end vertices) in G.
For an instance of the edge-disjoint s{t paths problem, letG0 = (V [fs0; t0g; E[fes; etg)
be the undirected graph obtained from G by adding two new vertices s0 and t0 with edges
es = s
0s and et = tt0. Then, openly disjoint es{et paths in the line graph of G0 is
essentially equivalent to edge-disjoint s{t paths in G (e.g., we can obtain the latter from
the former by transforming its vertex set to an edge set in G and scraping redundant edges
if necessary), and this equivalence completes a reduction of the edge-disjoint setting to the
openly disjoint setting.
In [64], Menger provided the rst good characterization for this kind of disjoint paths
problems as follows: in short, the maximum number of disjoint s{t paths is equal to the
minimum size of a hitting set, whose removal disconnects the terminals s and t. The
original theorem is for the openly disjoint setting, which also leads to an analogous char-
acterization for the edge-disjoint setting through the above reduction.
Theorem 1.6 (Menger [64]). Let G = (V;E) be an undirected graph, s; t 2 V distinct and
nonadjacent vertices, and k 2 Z>0 a positive integer. Then, there exist k openly disjoint
s{t paths in G if and only if, for every vertex set X  V n fs; tg with jXj  k   1, the
terminals s and t are contained in the same connected component of G X.
Theorem 1.7 (Menger [64]). Let G = (V;E) be an undirected graph, s; t 2 V distinct
vertices, and k 2 Z>0 a positive integer. Then, there exist k edge-disjoint s{t paths in G if
and only if, for every edge set F  E with jF j  k 1, the terminals s and t are contained
in the same connected component of G  F .
In [18], it was remarked that Gallai [23] had given a constructive proof for Menger's
theorem and pointed out its extendability to the case of directed graphs. Ford and Fulk-
erson [16] rst provided an algorithm for the maximum ow problem, which generalizes
the edge-disjoint s{t paths problem in directed graphs. Based on this algorithm, one can
obtain a simple polynomial-time algorithm for Menger's problem in every setting (edge-
disjoint or openly disjoint, and undirected or directed).
1.3.2 A-paths
Let G = (V;E) be an undirected graph. For a vertex set A  V , an A-path is a path
between distinct vertices in A that does not intersect A in between. In this situation, each
vertex in A is called a terminal. Note that, when A = fs; tg for distinct vertices s; t 2 V ,
an A-path is equivalent to an s{t path. Besides, when A = V , an A-path is equivalent to
an edge in E.
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The disjoint A-paths problem is, for a given undirected graphG = (V;E) and a terminal
set A  V , to nd a maximum number of disjoint A-paths in G. Also here, the term
\disjoint" has several meanings: \vertex-disjoint," \edge-disjoint," and \openly disjoint."
Two paths are said to be vertex-disjoint if they do not share any vertex (not only inner
vertex but also end vertex), and recall that more than two paths are said to be disjoint if
they are pairwise disjoint. In this thesis, we also use the term \packing" to indicate the
vertex-disjoint setting.
Vertex-Disjoint (Packing) A-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of vertex-disjoint A-paths in G such that jPj is maximum.
Edge-Disjoint A-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of edge-disjoint A-paths in G such that jPj is maximum.
Openly Disjoint A-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of openly disjoint A-paths in G such that jPj is maximum.
As mentioned in Section 1.1, the openly disjoint A-paths problem commonly generalizes
the maximum matching problem and Menger's disjoint paths problem. Specically, the
maximum matching problem is a special case of the vertex-disjoint setting with A = V ,
Menger's problem in undirected graphs is a special case with A = fs; tg (in both of the
edge-disjoint and openly disjoint settings), and the openly disjoint setting is the most
general among these as follows.
To formulate the vertex-disjoint setting, add a copy v0 of each terminal v 2 A with an
edge ev = vv
0, and let A0 := f v0 j v 2 A g be a new terminal set. For the edge-disjoint
setting, after the above procedure, consider the line graph and let A0 := f ev j v 2 A g be
a new terminal set (cf. the reduction for Menger's problems in Section 1.3.1).
Since the packing A-paths problem is one of the main topics in this thesis, we review
this problem in detail in Chapter 3 (see also Fig. 1.1). Here we just give an overview.
Gallai [24] solved the vertex-disjoint A-paths problem by reducing it to the maximum
matching problem (hence, these two problems are essentially equivalent), and gave a min-
max formula that extends the Tutte{Berge formula (Theorem 1.1). He also mentioned
the openly disjoint setting, for which Mader [63] provided a min-max formula later. As
described before, Mader's theorem for openly disjoint A-paths commonly generalizes Gal-
lai's theorem (as well as the Tutte{Berge formula) and Menger's theorem (see Section 3.2
for the detail).
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From the viewpoint of tractability, the rst ecient algorithm for the openly disjoint
A-paths problem was proposed by Lovasz [59,61] via a reduction to the matroid matching
problem. Later, Schrijver [78, Section 73.1a] pointed out that his reduction admits a
linear representation, which leads to much faster algorithms via the linear matroid parity
problem. These reductions provide us an interpretation of the tractability from a wide
framework of combinatorial optimization that is not conventional on graphs. Since they
are closely related to our results, we describe them more specically in Sections 4.1 and
5.1, respectively.
1.3.3 k-disjoint paths
Let k be a positive integer. We refer to the following problem as the k-disjoint paths
problem: for a given graph G = (V;E) and 2k distinct vertices si; ti (i = 1; 2; : : : ; k), to
nd vertex-disjoint si{ti paths in G if exist. Recall that the term \vertex-disjoint" means
that any vertex cannot be shared by any two distinct paths.
This problem is known to be NP-hard when k is a part of the input [43]. Besides, in the
directed case (i.e., when G is a directed graph and any directed edge cannot be traversed
in the backward direction), this problem is NP-hard even if k = 2 [17]. In contrast, when
G is an undirected graph and k is xed, this problem can be solved in polynomial time
with the aid of graph minor theory [76]. In this thesis, we focus only on the last setting
as follows.
k-disjoint Paths Problem
Input: An undirected graphG = (V;E) and 2k distinct vertices si; ti 2 V (i = 1; 2; : : : ; k).
Goal: Find vertex-disjoint si{ti paths Pi (i = 1; 2; : : : ; k) in G, or certify the nonexistence.
For the case of k = 2 in particular, Seymour [80], Shiloach [81], and Thomassen [84]
independently devised elementary polynomial-time algorithms that do not rely on graph
minor theory. The key of these algorithms is the following characterization of undirected
graphs in terms of the existence of 2-disjoint paths, which can be tested in polynomial
time.
Theorem 1.8 (Seymour [80]). Let G = (V;E) be an undirected graph and s1; t1; s2; t2 2
V distinct vertices. Then, there exist two vertex-disjoint paths Pi connecting si and ti
(i = 1; 2) if and only if there is no family of disjoint vertex sets X1; X2; : : : ; Xk  V n
fs1; t1; s2; t2g such that
1: NG(Xi) \Xj = ; for distinct i; j 2 f1; 2; : : : ; kg,
2: jNG(Xi)j  3 for i = 1; 2; : : : ; k, and
3: if G0 is the graph obtained from G by deleting Xi and adding a new edge joining
each pair of distinct vertices in NG(Xi) for each i 2 f1; 2; : : : ; kg, then G0 can be
embedded on a plane so that s1; s2; t1; t2 are on the outer boundary in this order.
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1.4 Paths in Group-Labeled Graphs
Recall that a group-labeled graph is a directed graph with each edge labeled by an element
of a xed group. In group-labeled graphs, the label of an undirected path (allowed to
traverse a directed edge in backward direction) is naturally dened by the group operation
along it, where the label of each backward edge is inversed (see Section 2.2.1 for more
details). Using the labels of paths, we can formulate various problems as those on group-
labeled graphs. In what follows, we briey describe signicant related works on paths in
group-labeled graphs, where a path is said to be zero if its label is the identity element of
the underlying group, and non-zero otherwise.
1.4.1 Non-zero paths
Chudnovsky, Geelen, Gerards, Goddyn, Lohman, and Seymour [7] introduced the packing
non-zero A-paths problem, which generalizes Mader's openly disjoint A-paths problem and
has several interesting applications in topological graph theory, e.g., to nd disjoint non-
contractible (or non-separating) cycles in a graph embedded on a surface (see [7, Section 2]
for more details). The objective is to maximize the number of vertex-disjoint non-zero
A-paths in a given group-labeled graph with a terminal set A. They showed a min-max
duality that extends Mader's theorem, and Chudnovsky, Cunningham, and Geelen [6]
proposed a polynomial-time combinatorial algorithm for this problem with an Edmonds{
Gallai-type structure theorem (see Section 3.3 for the details).
Later, Pap [72, 73] introduced a more general problem, called packing non-returning
A-paths, and provided a simple proof for a generalized min-max formula and another
combinatorial approach to his problem (see Section 3.4 for the details). Moreover, he
suspected in his thesis [71] that the tractability of these packing A-paths problems is
derived from a combinatorial property enjoyed by non-zero and non-returning models,
which he called the triple exchange property (see Section 3.5 for the details).
There are several works on packing non-zero cycles in group-labeled graphs. We just
refer to related papers [48,90].
1.4.2 Zero paths
While it is rather easy to handle non-zero paths, zero paths are much dicult. In what
follows, we focus only on paths between xed distinct terminals s and t. Note that nding
a zero s{t path is equivalent to nding an s{t path of a designated label , since the latter
reduces to the former by adding a new vertex s0 as a new source (i.e., the objective is to
nd a zero s0{t path) with a new directed edge from s0 to s with label  1.
As a simple example, the Hamiltonian path problem can be formulated as nding
a zero path in Z-labeled graphs. The Hamiltonian path problem is a popular NP-hard
problem [42] (see also [26, Section 3.1.4]), and here we consider the following setting: for
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a given directed graph G = (V;E) and distinct vertices s; t 2 V , to nd a directed s{t
path intersecting all vertices in V exactly once (called a directed s{t Hamiltonian path) if
exists. For an instance of this problem, assign the label 1 2 Z to all directed edges. Then,
a directed s{t Hamiltonian path in the original graph is an s{t path of label jV j   1 in
the resulting Z-labeled graph and vice versa, which implies that nding a zero s{t path in
Z-labeled graphs is NP-hard.
Another special case is the k-disjoint paths problem1. For an undirected graph G =
(V;E) and 2k distinct vertices si; ti 2 V (i = 1; 2; : : : ; k), we construct the following
A2k 1-labeled graph, where A2k 1 denotes the alternating group of degree 2k   1, i.e.,
the group of even permutations on f1; 2; : : : ; 2k   1g. Orient each edge arbitrarily (i.e.,
replace each edge between two vertices u and v with a directed edge from u to v), assign
the label id 2 A2k 1 to each directed edge (note that the orientation is not essential since
id 1 = id), and add a directed edge from ti to si+1 with label (2i  1 2i+ 1 2i) 2 A2k 1
for each i = 1; 2; : : : ; k  1. Then, each k-disjoint paths in G corresponds to an s1{tk path
of label
 := (2k   3 2k   1 2k   2)    (3 5 4)(1 3 2)
in the resulting A2k 1-labeled graph and vice versa. Note that this  is a unique permu-
tation that maps 1 to 2k  1 among those which can be constructed in this A2k 1-labeled
graph. This correspondence implies that nding a zero s{t path in A2k 1-labeled graphs
is not easier than the k-disjoint paths problem. It should be noted that, when k = 2, the
alternating group A2k 1 = A3 is isomorphic to Z3 = Z=3Z, which is abelian (and when
k  3, it is non-abelian).
As an extension of the solution to the k-disjoint paths problem [76], Huynh [37] gave
a polynomial-time algorithm for nding k-disjoint zero paths in a  -labeled graph for
any xed nite abelian group   and any xed positive integer k, which also relies on
sophisticated results in graph minor theory. No other result for nding a zero path in
group-labeled graphs is known, and the case of non-abelian groups is still open even if
they are nite.
1.4.3 Paths in periodic graphs
Periodic graphs are innite graphs with periodic structure representable as Zd-labeled
graphs, where d is a positive integer. There are several algorithmic studies on paths in
periodic graphs. They may have some relation to our work but only a little is currently
recognized, because of the dierence between paths in periodic graphs and those in group-
labeled graphs. Specically, a path in a periodic graph corresponds to a walk (which is
allowed to traverse an edge multiple times) in the corresponding Zd-labeled graph (called
the static graph).
1This observation was described in [37, p. 11]. However, their reduction is inadequate, which cannot
distinguish two pairs of disjoint si{ti path and sj{tj path and disjoint si{sj path and ti{tj path for any
distinct i; j.
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Orlin [68] rst solved the problem of nding a path between two vertices in 1-dimensional
periodic graphs, Iwano [38] gave an algorithm for the 2-dimensional case, and Cohen and
Megiddo [9] did it for the general dimensions. This problem is equivalent to nding a zero
s{t walk in Zd-labeled graphs. Finding a zero s{t walk in group-labeled graphs is trans-
lated into testing whether the subgroup generated by given elements contains a designated
element or not (cf. Proposition 2.11), which can be solved with the aid of the extended
Euclidean algorithm when the underlying group is Zd.
In contrast to the tractability of undirected paths, directed paths in periodic graphs
are pretty hard to deal with. Wanke [89] analyzed the complexity of nding a directed
path in nitely restricted areas of periodic graphs and showed that it is NP-hard, e.g.,
even when the static graph consists of only one vertex and d = 1. Hofting and Wanke [34]
formulated the shortest path problem in periodic graphs (which is also NP-hard) as integer
program and provided a pseudopolynomial-time algorithm for the xed dimension case.
As a recent breakthrough, Fu [21] showed the tractability of the shortest path problem in
2-dimensional planar periodic graphs. She pointed out that the algorithm of Hofting and
Wanke [34] runs in weakly polynomial time for 2-dimensional planar periodic graphs, using
the result of Iwano and Steiglitz [39] on the planarity of periodic graphs. In addition, she
introduced the concept of coherence of periodic graphs by capturing a nice combinatorial
property, and devised a strongly polynomial-time algorithm for the shortest path problem
in 2-dimensional coherent planar periodic graphs.
1.5 Our Contributions
Throughout this thesis, we deal with problems on paths in group-labeled graphs. The main
results are divided into two parts: characterizations and algorithms for packing A-paths
in group-labeled graphs (Fig. 1.1 shows our contributions to this topic), and those for
nding an s{t path in group-labeled graphs. In both parts, we aim to reveal the boundary
between tractable and intractable problems on group-labeled graphs as well as on graphs.
The rst main result is a reduction of the packing non-zero A-paths problem to the
matroid matching problem, which extends Lovasz' reduction of Mader's openly disjoint
A-paths problem. With the aid of a generalized frame matroid introduced by Tanigawa
[82], we reduce packing non-zero A-paths to a tractable case of matroid matching, and
give alternative proofs for the min-max formula due to Chudnovsky et al. [7] and the
polynomial-time solvability (cf. [6]) by applying Lovasz' theory on matroid matching [59,
61]. In addition, we show a possible extension of our reduction to a further generalized
model of packing A-path (with triple exchange property), which does not necessarily lead
to a good characterization or a polynomial-time algorithm.
The second main result is a characterization of groups for which a generalized problem
of packing A-paths in group-labeled graphs, called the subgroup-forbidden model, which
is equivalent to Pap's problem [72, 73] (see Section 3.4 for the details), can be solved
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much faster via the linear matroid parity problem. We provide a necessary and sucient
condition for the groups in question to admit a reasonable reduction to linear matroid
parity, which extends the reduction of Mader's problem due to Schrijver [78, Section 73.1a].
In the case of packing non-zero A-paths in particular, a large class admits our reduction.
This fact leads to an O(jV j!)-time algorithm (recall that ! < 2:373 denotes the matrix
multiplication exponent [57]) with the aid of a linear matroid parity algorithm due to
Cheung, Lau, and Leung [5], which is much faster than the algorithm of Chudnovsky et
al. [6] requiring O(jV j5) time.
The above two reductions are also applicable to a weighted setting, in which we are
given length of each edge and required to minimize the total length of a designated num-
ber of disjoint paths. Such a setting may be reasonable in several situations, e.g., cost
minimization in VLSI design. By an ingenious transformation of the input graphs, we
can handle this setting via matroid matching. Furthermore, with the aid of weighted
linear matroid parity algorithms thanks to Iwata [40] and Pap [75], our reduction leads
to the rst polynomial-time algorithm for the weighted version of Mader's openly disjoint
A-paths problem.
The third main result is a characterization for group-labeled graphs with two distinct
terminals s and t which have exactly two possible labels of s{t paths. It is easy to
characterize group-labeled graphs with two distinct terminals s and t such that all s{t
paths have the same label, by using the concept of the balancedness of group-labeled
graphs (see Section 2.2.3). In contrast, our case (having exactly two possible labels of s{t
paths) is much more dicult. As an evidence, it includes the nonexistence of 2-disjoint
paths in undirected graphs (see Chapter 7), and our characterization is deeply inspired by
Seymour's theorem (Theorem 1.8). Furthermore, using our characterization, we provide a
polynomial-time algorithm for nding an s{t path in group-labeled graphs with two labels
forbidden.
The rest of this thesis is organized as follows. In Chapter 2, we dene necessary
concepts and notations, and show elementary key properties. Chapter 3 is devoted to
reviewing the packing A-paths problem.
We present the rst main result in Chapter 4: a reduction of packing non-zero A-
paths to matroid matching and its applications. In Chapter 5, we clarify a necessary
and sucient condition for a reduction of the subgroup-forbidden model to linear matroid
parity as the second main result. We discuss their extension to a weighted version in
Chapter 6.
As the third main result, in Chapter 7, we provide a solution to nding an s{t path
with two labels forbidden using a characterization of group-labeled graphs with exactly
two possible labels of s{t paths.
Finally, Chapter 8 concludes this thesis.
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Figure 1.1: Problems related to packing A-paths (see Chapter 3 for the details). Each
lled, dashed, or dotted arrow means a generalization, a complete reduction, or a condi-
tional reduction (with a necessary and sucient condition), respectively. Bold and red
ones represent our results.
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Chapter 2
Preliminaries
First of all, we mention basic notations throughout this thesis. Let Z;Q;R be the sets of
integers, rationals, and reals, respectively. They are sometimes with a constraint subscript,
e.g., R>0 denotes the set of positive reals. For n 2 Z0, dene [n] := f1; 2; : : : ; ng ( Z>0.
We often identify a singleton fxg with its element x when it makes no confusion, e.g., for
an operator f dened on a power set 2X , we denote f(fxg) simply by f(x) for each x 2 X.
For a set X and an element e, dene X + e := X [feg when e 62 X, and X   e := X n feg
when e 2 X.
2.1 Graphs
In this section, we dene terms and notations for graphs used throughout this thesis, where
the term \graph" indicates both of an undirected graph and a directed graph. For a graph
G, we denote by V (G) and E(G) the vertex set and edge set of G, respectively. We often
denote a graph G by a pair of its vertex set and edge set, i.e., G = (V (G); E(G)). In what
follows, let G = (V;E) be a graph.
2.1.1 Basic notations
For distinct vertices u; v 2 V , we denote by uv an edge connecting u and v. When G is an
undirected graph, the representation uv is equivalent to vu. When G is directed, the edge
uv is directed from u to v, which is not equivalent to vu. A self-loop on a vertex v 2 V
(an edge whose end vertices are both v) is also denoted by vv. Throughout this thesis, an
edge in directed graphs is called an arc when its direction is important.
Let X  V be a vertex set and F  E an edge set. We denote by E(X) the set of edges
induced by X and by V (F ) the set of end vertices of edges in F , i.e., E(X) := fxy 2 E j
fx; yg  X g and V (F ) := fx 2 V j 9y 2 V : xy 2 F or yx 2 F g. Let G[X] := (X;E(X))
denote the subgraph of G induced by X, and G[F ] := (V; F ) the subgraph of G restricted
to F . Dene G X := G[V nX] and G  F := G[E n F ].
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For a vertex set X  V , we denote by G(X) the set of edges incident to X in G and
by NG(X) the set of vertices adjacent to X (called neighbors of X) in G. Besides, when
G is directed, inG (X) and 
out
G (X) denote the set of arcs that enter and leave X in G,
respectively, and N inG (X) and N
out
G (X) the set of in-neighbors and out-neighbors of X in
G, respectively. To sum up,
G(X) := f e = xy 2 E j x 6= y and jfx; yg \Xj = 1 g;
inG (X) := f e = yx 2 E j x 2 X and y 2 V nX g;
outG (X) := f e = xy 2 E j x 2 X and y 2 V nX g;
NG(X) := f y 2 V nX j G(X) \ G(y) 6= ; g;
N inG (X) := f y 2 V nX j inG (X) \ outG (y) 6= ; g;
NoutG (X) := f y 2 V nX j outG (X) \ inG (y) 6= ; g:
2.1.2 Walks and paths
For vertices v0; v1; : : : ; vl 2 V and edges e1; e2; : : : ; el 2 E with ei = vi 1vi or ei = vivi 1
for each i 2 [l], a sequence W = (v0; e1; v1; e2; v2; : : : ; el; vl) is called a walk (in particular,
a v0{vl walk) in G. The walk W is said to be directed if G is directed and every arc ei
is directed from vi 1 to vi, i.e., ei = vi 1vi for every i 2 [l]. We call v0 and vl the end
vertices of W , and each vi (i 2 [l   1]) an inner vertex on W . Note that some vertex can
be an end vertex and an inner vertex. For a pair (i; j) with 0  i < j  l, let W [vi; vj ]
denote the subwalk (vi; ei+1; vi+1; : : : ; ej ; vj) of W when it is uniquely determined. Let W
denote the reversed walk of W , i.e., W = (vl; el; : : : ; v1; e1; v0). For a u{v walk W1 and
a v{w walk W2, we denote by W1 W2 the u{w walk obtained by concatenating W1 and
W2.
The walk W is called a trail if e1; e2; : : : ; el are distinct, and a path if v0; v1; : : : ; vl are
distinct. Note that each trail in G can be regarded as a subgraph of G. We say that W
is closed (in particular, a closed v0-walk) if v0 = vl, and W is called a cycle if it is closed
and v0; v1; : : : ; vl 1 are distinct. A walk is said to be trivial if it is of length 0 (i.e., l = 0),
and nontrivial otherwise. Note that any trivial walk is a trail, a path, and a cycle.
Let A  V be a vertex set, and S = fA1; A2; : : : ; Akg a partition of A, i.e.,
Sk
i=1Ai = A
and Ai \Aj = ; if i 6= j. A nontrivial walk is called an A-walk if its end vertices are both
in A, and an A-walk is called an A-path if it is a path and its inner vertices are disjoint
from A. An S-path is an A-path whose end vertices are in distinct classes of S, i.e., one is
in Ai and the other is in Aj for distinct i; j 2 [k].
2.1.3 Connectivity
For a positive integer k 2 Z>0, a vertex set X ( V with jXj = k is called a k-cut in
G if G   X is not connected. A graph is called k-connected if it contains more than k
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vertices and no k0-cut for every k0 < k. A k-connected component of G is a maximal
k-connected induced subgraph G[X] (X  V with jXj > k). Similarly, an edge set F  E
with jF j = k is called a k-edge-cut in G if G   F is not connected. A graph is called
k-edge-connected if it contains no k-edge-cut. A k-edge-connected component of G is a
maximal k-edge-connected induced subgraph of G.
For nonempty vertex sets X;Y; Z  V , we say that X separates Y and Z in G if every
two vertices y 2 Y nX and z 2 Z nX are contained in dierent connected components of
G X. In particular, each of Y and Z always separates Y and Z since Y nY = Z nZ = ;.
Besides, if X separates Y and Z in G and Y nX 6= ; 6= Z nX, then X is an jXj-cut in
G. Similarly, for an edge set F  E and nonempty vertex sets Y; Z  V , we say that F
separates Y and Z in G if every two vertices y 2 Y and z 2 Z are contained in dierent
connected components of G  F .
Using Menger's theorems (Theorems 1.6 and 1.7), we can characterize the existence
of redundant vertices in considering A-paths (including s{t paths) or s{t trails by the
connectivity of graphs as follows.
Proposition 2.1. Let A  V be a terminal set with jAj  2, and suppose that G is
connected. Then, every vertex v 2 V is contained in some A-path in G if and only if the
graph G0 obtained from G by adding a new vertex r so that r is adjacent to all terminals
in A is 2-connected.
Proof. First of all, we note that each A-path in G corresponds to a cycle in G0 that contains
the new vertex r (equivalent to two openly disjoint r{v paths for some vertex v 2 V ) and
vice versa, since the two vertices adjacent to r in such a cycle are distinct terminals.
[\If" part] Suppose that G0 is 2-connected, i.e., G0   u is connected for any u 2 V + r.
Fix an arbitrary vertex v 2 V . Since G0 is 2-connected, by Theorem 1.6, there exist two
openly disjoint r{v paths in G0, which form a cycle C containing r and v.
[\Only if" part] Suppose that G0 is not 2-connected, i.e., there exists a vertex u 2 V + r
such that G0   u is disconnected. Since G = G0   r is connected, we have u 2 V . Then,
there exists a connected component of G0   u that contains no terminal in A, since r is
adjacent to all terminals in A. Fix an arbitrary vertex v 2 V n A in such a connected
component. Then, by Theorem 1.6, we cannot take two openly disjoint r{v paths in G0,
which means that there is no cycle in G that contains r and v.
Proposition 2.2. Let s; t 2 V be distinct terminals. Then, every vertex v 2 V is contained
in some s{t trail in G if and only if the graph G0 obtained from G by adding a new vertex
r so that r is adjacent to both s and t is 2-edge-connected.
Proof. The proof is almost the same as the previous one with A = fs; tg. The only
dierence is that each s{t trail in G corresponds to a closed trail in G0 that contains the
new vertex r (equivalent to two edge-disjoint r{v paths for some vertex v 2 V ), and we
use Theorem 1.7.
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It should be remarked that 2-connected components and 2-edge-connected components
of a given graph can be computed in polynomial time [35], which implies that one can nd
the set of redundant vertices in polynomial time.
2.1.4 Associated matrices
A graph is said to be simple if it contains neither a self-loop nor parallel edges (multiple
edges connecting the same pair of distinct vertices). For a simple undirected graph G =
(V;E) with a total order  on the vertex set V , the Tutte matrix TG of G is a V  V
matrix dened as follows: for two vertices u; v 2 V (possibly u = v), the (u; v)-entry tuv
of TG is
tuv =
8>><>>:
xe (e = uv 2 E and u  v);
 xe (e = uv 2 E and v  u);
0 (otherwise);
where xe (e 2 E) are algebraically independent indeterminates.
The incidence matrix BG of a directed graph G = (V;E) is a V E matrix dened as
follows: for each vertex w 2 V and each arc e = uv 2 E, the (w; e)-entry bw;e of BG is
bw;e =
8>><>>:
1 (w = u 6= v);
 1 (w = v 6= u);
0 (otherwise):
The generic incidence matrix B^G is also a V  E matrix, whose (w; e)-entry b^w;e (w 2
V; e = uv 2 E) is
b^w;e =
8>>>>><>>>>>:
x+e + x
 
e (w = u = v);
x+e (w = u 6= v);
x e (w = v 6= u);
0 (otherwise);
where x+e ; x
 
e (e 2 E) are algebraically independent indeterminates. Note that, by sub-
stituting 1 for xe (respectively) for each arc e 2 E, we obtain the incidence matrix BG
from the generic incidence matrix B^G.
2.2 Group-Labeled Graphs
2.2.1 Denitions and notations
Throughout this thesis, let   be a group, for which we usually use multiplicative notation
with denoting the identity element by 1 . We sometimes use additive notation with
denoting the identity element by 0, e.g., when   ' Z. When we focus on the computational
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complexity, we assume that the following procedures can be done in constant time for any
;  2  : getting the inverse element  1 2  , computing the product  2  , and
testing the identication  = . A  -labeled graph is a directed graph G with a mapping
 G : E(G)!   called a label function.
Let G = (V;E) be a  -labeled graph and W = (v0; e1; v1; e2; v2; : : : ; el; vl) a walk in
G. The label  G(W ) of W in G is dened as the product  G(el)    G(e2)   G(e1) if
W is directed (i.e., ei = vi 1vi for every i 2 [l]), and otherwise by replacing  G(ei) with
 G(ei)
 1 in the product for each i 2 [l] with ei = vivi 1. Note that, for the reversed
walk W of W , we have  G( W ) =  G(W )
 1. In particular, when we consider undirected
walks, since an arc from a vertex u 2 V to a vertex v 2 V with label  2   is essentially
equivalent to the reversed arc vu with label  1, we identify such two arcs.
We say that W is balanced (or a zero walk) if  G(W ) = 1 , and unbalanced (or a
non-zero walk) otherwise. A  -labeled graph G0 (or its edge set E(G0)) is also said to be
balanced if G0 contains no unbalanced cycle1, and unbalanced otherwise. In particular, if
 G0(e) = 1  for every edge e 2 E(G0), then G0 is obviously balanced, and we say such G0
to be trivially labeled. Moreover, for a vertex set A  V (G0), a balanced  -labeled graph
G0 (or E(G0)) is said to be A-balanced if it contains no non-zero A-path.
2.2.2 Shifting operation
The following operation is often used in dealing with group-labeled graphs (see, e.g.,
[6, 7, 49,83]), which is sometimes referred to as switching.
Denition 2.3 (Shifting). Let G = (V;E) be a  -labeled graph. For a vertex v 2 V
and an element  2  , shifting (the label function  G) by  at v means the following
operations: update  G to  
0
G : E !   dened by, for each e 2 E,
 0G(e) :=
8>>>>><>>>>>:
   G(e)   1 (e = vv; i.e., e is a self-loop on v);
   G(e) (e 2 inG (v); i.e., e enters v);
 G(e)   1 (e 2 outG (v); i.e., e leaves v);
 G(e) (otherwise):
By the denition, shifting at v 2 V does not change the label of any walk whose
end vertices are not v, and neither that of any closed v-walk C up to conjugate, i.e.,
 0G(C) =   G(C)  1. Note that shiftings at distinct vertices u; v 2 V do not interfere
with each other. This implies that the order of applications of shifting does not make any
eect on the resulting label function. Besides, a sequence of shiftings by ;  2   in this
order at a vertex v 2 V is equivalent to shifting by  2   at v.
1The balancedness of a cycle does not depend on the choices of the direction and the end vertex, since
 G( C) =  G(C)
 1 and  G(C0) =  G(e1)   G(C)   G(e1) 1, where C = (v0; e1; v1; e2; v2; : : : ; el; vl = v0)
and C0 = (v1; e2; v2; : : : ; el; vl = v0; e1; v1) are cycles in a  -labeled graph G.
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Let G and H be  -labeled graphs. We say that G is equivalent to H if G is obtained
from H by a sequence of shiftings, where we identify two arcs from a vertex u to a vertex
w with label  2   and from w to u with label  1. Note that, if G is obtained from H
by shifting by v 2   at each vertex v 2 V , then H is obtained from G by shifting by
 1v at each v. Moreover, for a vertex set A  V (G), we say that G is A-equivalent to H
if G is equivalent to H and v = 1  for every vertex v 2 A, i.e., shifting at any vertex in
A is not necessary to obtain G from H. It should be noted that, if G is A-equivalent to
H, then we have  G(W ) =  H(W ) for every A-walk W in G (as well as in H), since only
shifting at an end vertex of a walk changes its label.
We here describe a useful procedure using shifting. Recall that   denotes a group for
which several elementary procedures can be done in constant time.
Proposition 2.4. Let G = (V;E) be a  -labeled graph. For any edge set F  E such that
G[F ] is a forest (i.e., contains no cycle), there exists a  -labeled graph H equivalent to G
such that H[F ] is trivially labeled. Moreover, one can nd such H in O(jV j+ jEj) time.
Proof. For each connected component T in G[F ] (i.e., T is a maximal tree in G[F ]),
perform the following procedure. Choose a root r 2 V (T ) arbitrarily, and let X := frg.
Here, we may assume that all arcs in E(T ) are directed toward r (by reversing some edges
with inversing their labels if necessary), i.e., for each vertex v 2 V (T ), there uniquely
exists a directed v{r path in T . While X 6= V (T ), take an in-neighbor v 2 N inT (X), apply
shifting the current label function  by  (e) at v for a unique arc e 2 outT (v) from v to X
in T (so that  (e) = 1  after the shifting), and update X := X + v.
The above procedure takes O(jV j + jEj) time in total, since it just performs breadth
rst search once for each T and shifting at most jV j   1 times in total (note that the
label of each arc changes at most twice). After that, the label function  satises that
 (e) = 1  for every edge e 2 F , and hence the resulting graph is desired H.
Using this procedure, we can prove the following characterization for the balancedness.
Proposition 2.5. For a  -labeled graph G = (V;E), the following conditions are equivalent:
(1) G is balanced,
(2) G is equivalent to a trivially-labeled  -labeled graph,
(3) G is r-equivalent to a trivially-labeled  -labeled graph for some vertex r 2 V , and
(4) G is r-equivalent to a trivially-labeled  -labeled graph for any vertex r 2 V .
Moreover, each condition can be tested in O(jV j+ jEj) time.
Proof. [(2) =) (1)] A trivially-labeled  -labeled graph is obviously balanced. Besides,
any shifting at any vertex does not change the label of any cycle up to conjugate, and
hence it does not violate the balancedness.
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[(4) =) (3) and (3) =) (2)] Obvious.
[(1) =) (4)] For each connected component of G, take a spanning tree, and let F  E
be the set of edges which are contained in one of the spanning trees. Then, G[F ] is a
forest. Apply Proposition 2.4 to this F , we can obtain a  -labeled graph H equivalent to
G such that H[F ] is trivially labeled, and H itself is in fact trivially labeled.
Suppose to the contrary that  H(e) 6= 1  for some e 2 E(H) = E. Since the edge set
F forms spanning trees of all connected components of H as well as of G, there uniquely
exists a cycle C in H[F + e], which traverses e. The label  G(C) of C is conjugate to
 H(C) =  H(e) 6= 1  (since  H(e) = 1  for every edge e 2 F ), which contradicts that G
is balanced.
Recall that, in the procedure to obtain H from G (cf. the proof of Proposition 2.4),
we can choose a root of each tree arbitrarily, and we do not perform shifting at any root.
Thus, we complete this proof by choosing r as a root of the spanning tree of the connected
component of G that contains r.
Proposition 2.5 can be extended as follows. This extended version plays an important
role in considering the labels of A-paths.
Proposition 2.6. For a vertex set A  V , a  -labeled graph G = (V;E) is A-balanced if
and only if G is A-equivalent to a trivially-labeled  -labeled graph. Moreover, one can test
whether G is A-balanced or not in O(jV j+ jEj) time.
Proof. \If" part is easy to see similarly to the rst part of the proof of Proposition 2.5.
A trivially-labeled  -labeled graph whose vertex set is V is A-balanced for any subset
A  V , and any shifting at a vertex not in A does not change the label of any A-path.
To see the converse direction, consider a similar procedure to that in the last part of
the proof of Proposition 2.5, i.e., for each connected component of G, take a spanning
tree and apply shifting to make it trivially labeled. The only dierence is that, for each
connected component of G that contains a vertex in A, we must choose its root r (which
can be chosen arbitrarily in the previous proof) so that r 2 A.
After the procedure, the resulting graph is trivially labeled by the previous proof.
Suppose that we applied shifting by v 2   at each vertex v 2 V in the procedure, where
we dene r := 1  for each root r 2 V . Then, it suces to show that v = 1  for every
vertex v 2 A. Suppose to the contrary that v 6= 1  for some vertex v 2 A. Clearly, v was
not chosen as a root. Let Tv be the spanning tree taken in the procedure that contains v,
and rv 2 V (Tv)\A its root. Then, the original label of the v{rv path P in Tv is v 6= 1 .
If P is an A-path, then it contradicts that G is A-balanced. Otherwise, P intersects some
other vertices in A, and at least one subpath of P is a non-zero A-path (since otherwise
 G(P ) = 1 ), a contradiction.
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2.2.3 Labels of walks
The balancedness of group-labeled graphs just takes care of the labels of cycles. However,
it characterizes the labels of all walks as follows.
Proposition 2.7. A  -labeled graph G = (V;E) is balanced if and only if every two s{t
walks in G have the same label for every xed pair of two vertices s; t 2 V (possibly s = t).
Proof. By Proposition 2.5, G is balanced if and only if G is equivalent to a trivially-labeled
 -labeled graph, in which the labels of all walks are obviously 1 . Fix two vertices s; t 2 V
(possibly s = t). Recall that any shifting at a vertex v 2 V n fs; tg does not change the
label of any s{t walk. Moreover, when a label function  0 : E !   is obtained from a
label function  : E !   by shifting by  2   at s, for every s{t walk W in G, we have
 0(W ) =  (W )   1 if s 6= t, and  0(W ) =    (W )   1 otherwise. Similarly, when
 0 is obtained from  by shifting by  2   at t, for every s{t walk W in G, we have
 0(W ) =    (W ) if s 6= t, and  0(W ) =    (W )   1 otherwise. This means that any
shifting makes no eect on whether every two s{t walks in G have the same label or not,
and hence we have done.
With the aid of Menger's theorems (Theorems 1.6 and 1.7), analogous characterizations
work for s{t paths and s{t trails in nonredundant graphs. Recall that there are simple
characterizations for the existence of redundant vertices (Propositions 2.1 and 2.2).
Proposition 2.8. Let G = (V;E) be a  -labeled graph with distinct vertices s; t 2 V in
which every vertex v 2 V is contained in some s{t path, and suppose that G contains no
self-loop. Then, G is balanced if and only if every two s{t paths in G have the same label.
Proof. \Only if" part is obvious from Proposition 2.7, and we show \if" part using Propo-
sition 2.1 as follows. Suppose that G is unbalanced, i.e., G contains an unbalanced cycle
C of length at least 2 since G contains no self-loop. Let G0C be the graph obtained from
G by adding two new vertices r and vC so that r is adjacent to s and t, and vC is adja-
cent to all vertices in V (C). By Proposition 2.1 and Theorem 1.6, there exist two openly
disjoint r{vC paths in G
0
C (note that adding vC does not violate the 2-connectivity of G
0
in Proposition 2.1 since jV (C)j  2).
Take two openly disjoint r{vC paths Ps and Pt in G
0
C so that jE(Ps) [ E(Pt)j is
minimum and Px intersects x 2 fs; tg. Then, each of Ps and Pt contains exactly one
vertex in C, say x and y, respectively. Without loss of generality, assume that x is the end
vertex of C (recall that the choice of the end vertex makes no eect on the balancedness
of the cycle). By concatenating Ps[s; x], either C[x; y] or C[x; y], and Pt[y; t], we can
construct two s{t paths in G of distinct labels, since  G(C[x; y]) 6=  G( C[x; y]) (otherwise,
 G(C) =  G(C[y; x]) G(C[x; y]) =  G( C[x; y]) 1  G(C[x; y]) = 1 , a contradiction).
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Proposition 2.9. Let G = (V;E) be a  -labeled graph with distinct vertices s; t 2 V in
which every vertex v 2 V is contained in some s{t trail. Then, G is balanced if and only
if every two s{t trails in G have the same label.
Proof. The proof is almost the same as the previous one. It suces to remark that we use
Theorem 1.7 and Proposition 2.2 instead of Theorem 1.6 and Proposition 2.1.
In another direction, Proposition 2.7 can be extended to the possible labels of walks
in an arbitrary  -labeled graph as follows.
Proposition 2.10. Let G = (V;E) be a connected  -labeled graph with a vertex s 2 V .
The set of possible labels of closed s-walks in G coincides with the subgroup  s of   that
is generated by f H(e) j e 2 E g, where H is an arbitrary  -labeled graph s-equivalent to
G that contains a trivially-labeled spanning tree.
Proof. Fix an arbitrary  -labeled graph H s-equivalent to G that contains a trivially-
labeled spanning tree T . Note that such H exists by Propositions 2.4 and 2.5. Since H
is s-equivalent to G, we have  H(C) =  G(C) for every closed s-walk C in G. Hence, it
suces to show that the set L of possible labels of closed s-walks in H coincides with the
subgroup  s of   that is generated by S = f H(e) j e 2 E g.
It is obvious that L   s, since the label of any walk in H is a product of some elements
in S and their inverses. To the contrary, for any  2  s, one can construct a closed s-walk
of label  as follows. Suppose that  = k   21, where i 2 S or  1i 2 S for each
i 2 [k]. For the sake of simplicity, we assume that H contains the reversed arc e with
label  H(e)
 1 for each arc e 2 E (note that the two arcs e and e are essentially equivalent
and identied usually). Then, there exists an arc ei = uivi 2 E with  H(ei) = i for
each i 2 [k]. By concatenating a unique s{u1 path in the trivially-labeled spanning tree
T , unique vi{ui+1 paths in T for all i 2 [k   1], and a unique vk{s path in T using the
arcs ei = uivi (i 2 [k]), we obtain a desired closed s-walk of label .
Proposition 2.11. Let G = (V;E) be a connected  -labeled graph with distinct vertices
s; t 2 V . The set of possible labels of s{t walks in G coincides with the left coset  1t  s,
where  s is the subgroup of   in Proposition 2:10 and shifting by t 2   at t is applied to
obtain from G an s-equivalent  -labeled graph H that contains a trivially-labeled spanning
tree.
Proof. Fix an arbitrary  -labeled graph H s-equivalent to G that contains a trivially-
labeled spanning tree T , and suppose that shifting by t 2   at t is applied to obtain
H from G. Let G0 be the  -labeled graph obtained from G by shifting by t at t, which
changes the label  2   of each s{t walk in G into t. Hence, it suces to show that the
set of possible labels of s{t walks in G0 coincides with the subgroup  s. Moreover, since
H is fs; tg-equivalent to G0, it suces to prove it for H.
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The proof is almost the same as Proposition 2.10. The only dierence is that, when
we construct an s{t walk of label  2  s, we have to replace the last vk{s path with a
unique vk{t path in the trivially-labeled spanning tree T .
Corollary 2.12. Let G = (V;E) be a connected  -labeled graph with distinct vertices s; t 2
V . The set of possible labels of t{s walks in G coincides with the right coset  st, where
the subgroup  s    and the element t 2   are the same as those in Proposition 2:11.
2.3 Matroids and Delta-Matroids
2.3.1 Denitions and notations
A matroid is dened by a pair of a nite set and a family of its subsets, which abstracts
combinatorial structure of the linear independence of sets of vectors. We here describe
only necessary concepts and properties utilized in this thesis, and see, e.g,, [70] for more
details.
A pair (E; I) of a nite set E and a family I  2E is called a matroid if the following
conditions hold:
(I0) ; 2 I,
(I1) X  Y 2 I =) X 2 I, and
(I2) X;Y 2 I and jXj < jY j =) 9e 2 E : X + e 2 I.
LetM = (E; I) be a matroid. The set E is called the ground set ofM, and each subset
X  E is said to be independent in M if X 2 I and dependent otherwise. A maximal
independent set is called a base, and a minimal dependent set is called a circuit. Note
that every two bases are of the same size by Condition (I2).
The rank function rM : E ! Z0 of M is dened by
rM(X) := maxf jY j j Y  X; Y 2 I g (X  E):
The rank function r : E ! Z0 of any matroid on a nite set E satises the following
conditions:
(R0) 0  r(X)  jXj for every subset X  E,
(R1) X  Y  E =) r(X)  r(Y ), and
(R2) r(X) + r(Y )  r(X [ Y ) + r(X \ Y ) for every subsets X;Y  E.
To the contrary, such a set function r in fact coincides with the rank function of some
matroid on E, and hence we can dene a matroid by a pair of a nite set E and a set
function r : 2E ! Z0 satisfying Conditions (R0){(R2).
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Let X  E be a subset. The restriction of M to X is a matroid on X such that a
subset Y  X is independent if and only if Y is independent in M. We denote by MjX
the restriction of M to X. The contraction of M by X is a matroid on E nX such that a
subset Y  E nX is independent if and only if Y [BX is independent in M for any base
BX  X in MjX. We denote by M=X the contraction of M by X. From the viewpoint
of the rank functions, the restriction of a matroid is literally the restriction of the domain.
The rank function rM=X : E nX ! Z0 of the contraction of M by X is written by
rM=X(Y ) = rM(Y [X)  rM(X) (Y  E nX): (2.1)
A delta-matroid is a pair of a nite set E and a nonempty family F  2E of subsets of
E with the following condition:
(DM) X;Y 2 F and e 2 X4Y =) 9f 2 X4Y : X4fe; fg 2 F ,
where X4Y := (X n Y ) [ (Y n X) denotes the symmetric dierence between X and Y .
For a delta-matroid D = (E;F), the set E is called the ground set of D, and each subset
X  E is said to be feasible in D if X 2 F and infeasible otherwise.
It should be noted that f may coincide with e in Condition (DM). When f 6= e for
every X;Y 2 F and every e 2 X4Y , every two feasible sets have the same parity (i.e.,
either all feasible sets are odd-size, or all are even-size). Such a delta-matroid is called an
even delta-matroid. The following property is well-known.
Proposition 2.13. Let D = (E;F) be an even delta-matroid, and X 2 F a feasible set
not maximal (i.e., there exists a feasible set Y 2 F with X ( Y ). Then, there exist distinct
elements e; f 2 E nX such that X [ fe; fg 2 F .
Proof. Suppose that X 2 F is not maximal. Take a feasible set Y 2 F with X ( Y
so that jX4Y j = jY n Xj is minimized. Note that jX4Y j is even since D is an even
delta-matroid. If jX4Y j = 2, then fe; fg = Y nX must hold in Condition (DM).
Suppose that jX4Y j  4. Then, by Condition (DM), for each e 2 Y n X we have
Y 0 := Y n fe; fg 2 F for some f 2 (Y nX)   e (since D is an even delta-matroid). It is
obvious that jX4Y 0j = jY 0 nXj = jY nXj   2 < jX4Y j, a contradiction.
Any matroid is a delta-matroid, and the base family of any matroid forms an even
delta-matroid. In particular, when F is the base family of a matroid, jX \ fe; fgj =
jY \ fe; fgj = 1 hold for every X;Y 2 F and every e 2 X4Y in Condition (DM), since
every two bases in a xed matroid are of the same size.
2.3.2 Examples
We here show several well-known examples of matroids that are related to our work.
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Linear (Vector, Matric) Matroids. Let E be a nite set, F a eld, and d 2 Z>0 a
positive integer. For a multiset V = f ve 2 Fd j e 2 E g of vectors indexed by E, the
vector matroid is dened on E so that a subset X  E is independent if and only if the
multiset V (X) := f ve j e 2 X g of vectors corresponding to X is linearly independent. In
other words, for a matrix Z = (ve)e2E 2 FdE , a subset X  E is independent if and only
if the submatrix Z(X) := (ve)e2X 2 FdX corresponding to X is column-full-rank. This
matroid is also called the matric matroid of Z. The rank function r : 2E ! Z0 is written
by r(X) = dim spanV (X) = rankZ(X) for each X  E.
A matroid on a nite set E is said to be linear (or linearly representable over F) if
it coincides with the matric matroid of some matrix over a eld F whose column set is
indexed by E. Moreover, it is said to be linear represented if we are given such a matrix.
Graphic (Cycle) Matroids. Let G = (V;E) be an undirected graph. The cycle matroid
of G is dened on the edge set E so that a subset F  E is independent if and only if
G[F ] is a forest (i.e., contains no cycle). The rank function rG : 2
E ! Z0 is written by
rG(F ) =
X
F 02comp(F )
 jV (F 0)j   1 (F  E);
where comp(F ) denotes the partition of F into the edge sets of the connected components
of G[F ], i.e., fG[F 0] j F 0 2 comp(F ) g is the set of connected components of G[F ].
A matroid on a nite set E is said to be graphic if it coincides with the cycle matroid of
some undirected graph whose edge set is E. It should be noted that any graphic matroid
is linear. Indeed, for any undirected graph G = (V;E), the matric matroid of its incidence
matrix BG (over any eld) coincides with the cycle matroid of G.
Bicircular Matroids. Let G = (V;E) be an undirected graph. The bicircular matroid
of G is dened on the edge set E so that a subset F  E is independent if and only
if each connected component of G[F ] contains at most one cycle. The rank function
r^G : 2
E ! Z0 is written by
r^G(F ) =
X
F 02comp(F )
 jV (F 0)j   1 + ^G(F 0) (F  E);
where ^G : 2
E ! Z is dened as
^G(F
0) :=
(
1 (G[F 0] contains a cycle),
0 (otherwise):
It is worth remarking that any bicircular matroid is also linear. Indeed, for any undi-
rected graph, its generic incidence matrix represents this matroid.
Frame Matroids. Let G = (V;E) be a  -labeled graph. The frame matroid (or the
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bias matroid) of G is dened on the edge set E so that a subset F  E is independent
if and only if each connected component of G[F ] contains at most one cycle, which is
unbalanced [97]. The rank function rG : 2
E ! Z0 is written by
rG(F ) =
X
F 02comp(F )
 jV (F 0)j   1 + G(F 0) (F  E);
where G : 2
E ! Z is dened as
G(F
0) :=
(
1 (G[F 0] is unbalanced),
0 (otherwise):
It should be remarked that the frame matroids of group-labeled graphs commonly
generalize the cycle matroids and the bicircular matroids of undirected graphs as follows.
The frame matroid of a trivially-labeled group-labeled graph coincides with the cycle
matroid of the underlying undirected graph. For an undirected graph G = (V;E), let
  := ZE2 , and assign the label 1e 2 ZE2 (which denotes the element such that all entries
but the e-th entry is 0 2 Z2 and the e-th entry is 1 2 Z2) to each edge e 2 E (note that the
direction can be ignored since  1e = 1e). Then, the resulting  -labeled graph contains no
balanced cycle, and hence its frame matroid coincides with the bicircular matroid of G.
Frame matroids play an important role also in the matroid representation theory (see,
e.g., [70]). In particular, the following theorem is closely related to our work (cf. Theo-
rem 5.6).
Theorem 2.14 (Dowling [12], and see [70, Theorem 6.10.10]). Let   be a group, and F a
eld. The frame matroids of all  -labeled graphs are linearly representable over F if and
only if   is isomorphic to a subgroup of its multiplicative group F.
Matching (Delta-)Matroids. For an undirected graph G = (V;E), the matching
matroid is dened on the vertex set V so that a subset X  V is independent if and only
if X is covered by some matching in G, i.e., the family of independent set is written by
fX  V j 9M  E : jM j = 2jV (M)j and X  V (M) g:
Moreover, let F be the family of vertex subsets each of which is exactly covered by some
matching in G, i.e.,
F := fX  V j 9M  E : jM j = 2jV (M)j and X = V (M) g:
Then, the pair (V;F) is a delta-matroid (in particular, an even delta-matroid), which is
called the matching delta-matroid of G.
The matching matroid of any undirected graph G is linear, and the Tutte matrix of G
in fact represents this matroid.
28 Preliminaries
2.4 Matroid Matching
2.4.1 Formulations
The matroid matching problem was introduced by Lawler [56] as a common generalization
of the maximum matching problem and the matroid intersection problem, which are both
fundamental problems in combinatorial optimization. This problem is literally to nd a
maximum matching under a matroidal constraint (for a given undirected graph G = (V;E)
and matroid M = (V; I) on the vertex set V , to nd a maximum matching M  E
in G with V (M) 2 I), and it has several equivalent formulations such as the matroid
parity problem and the matchoid problem. We adopt one of them which is also called the
polymatroid matching problem (see [62, Section 11.1] for the details).
Denition 2.15. For a positive integer d 2 Z>0, a d-polymatroid is a pair of a nite set
E and an integer-valued set function f : 2E ! Z0 with the following conditions:
(P0) 0  f(X)  djXj for every subset X  E,
(P1) X  Y  E =) f(X)  f(Y ), and
(P2) f(X) + f(Y )  f(X [ Y ) + f(X \ Y ) for every subsets X;Y  E.
Note that 1-polymatroids are equivalent to matroids (cf. Section 2.3.1).
A subset M  E is called a matching in a 2-polymatroid (E; f) if f(M) = 2jM j. The
matroid matching problem is formulated as nding a matching in a given 2-polymatroid
(E; f) of the maximum cardinality, whose value is denoted by (E; f).
Matroid Matching Problem
Input: A 2-polymatroid (E; f).
Goal: Find a matching M  E in (E; f) such that jM j is maximum.
It is easy to reformulate the literal formulation in this form as follows. For a given
undirected graphG = (V;E) and matroidM = (V; I), dene an integer-valued set function
f : 2E ! Z0 by f(X) := rM(V (X)) for each subset X  E, where rM : 2V ! Z0
denotes the rank function of M. It follows from the properties of the rank function of a
matroid that f satises Conditions (P0){(P2) with d = 2, and it is also easily checked
that f(X) = 2jXj if and only if X is a matching in G with rM(V (X)) = jV (X)j.
The matroid intersection problem is a fundamental problem in combinatorial optimiza-
tion, which admits a good characterization [14] and polynomial-time algorithms originated
by [14, 55]. In this problem, we are given two matroids M1;M2 on the same ground set
E, and required to nd a maximum common independent set. This problem can be
formulated as the matroid matching problem by dening an integer-valued set function
f : 2E ! Z0 as f := rM1 + rM2 .
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Let d 2 Z>0 be a positive integer. As an extension of the linear matroids (cf. Sec-
tion 2.3.2), a d-polymatroid is said to be linear if it can be represented by some matrix.
Specically, for a eld F, a d-polymatroid (E; f) is linearly representable over F if there
exists a matrix Z = (Ze)e2E 2 F rdE obtained by concatenating rd matrices Ze 2 F rd
(e 2 E) such that f(X) = rankZ(X) for every subset X  E, where r 2 Z>0 is a posi-
tive integer and Z(X) = (Ze)e2X denotes the submatrix of Z obtained by extracting the
corresponding columns.
The matroid matching problem is called the linear matroid parity problem if the input
2-polymatroid is linearly represented. We call a subset M  E a matching for a matrix
Z 2 F r2E if rankZ(M) = 2jM j, and let (Z) denotes the maximum cardinality of a
matching for Z (recall that (E; f) denotes the maximum cardinality of a matching in a
2-polymatroid (E; f)).
Linear Matroid Parity Problem
Input: A nite set E and a matrix Z 2 F r2E over a eld F, where r 2 Z>0.
Goal: Find a matching M  E for Z such that jM j is maximum.
2.4.2 Key theorem
In this section, we describe key theorems for matroid matching due to Lovasz [59, 61].
Before we state the theorem, we dene necessary concepts and notations.
Let (E; f) be a 2-polymatroid, and X  E a subset. The contraction of (E; f) by X is
a 2-polymatroid (EnX; fX) such that fX(Y ) = f(Y [X) f(X) for every subset Y  EnX
(cf. (2.1)). Besides, the span of X is dened as spanf (X) := f e 2 E j f(X[feg) = f(X) g.
A subset C  E is called a circuit in (E; f) if f(C) = 2jCj  1 and f(C  e) = 2jCj  2
(i.e., C   e is a matching) for every element e 2 C. A subset D  E is called a double
circuit in (E; f) if f(D) = 2jDj   2 and f(D   e) = 2jDj   3 for every element e 2 D. It
is known that every double circuit D  E has a unique partition fD1; D2; : : : ; Drg such
that fD nDi j i = 1; 2; : : : ; r g coincides with the set of all circuits included in D (cf. [60]).
A double circuit is said to be nontrivial if it is partitioned into at least three parts, i.e.,
r  3. The kernel of a double circuit D is dened to be T1ir spanf (D nDi), i.e., the set
of all elements spanned by all circuits in D.
Let k be a nonnegative integer. A subset F  E is called a k-ower if f(F ) = 2jF j  1
and jF j = k+1, and a k-double-ower if f(F ) = 2jF j   2, jF j = k+2, and F includes no
matching of size k + 1. It is easy to see that every k-ower F  E has a unique partition
fMF ; CF g such thatMF is a matching and CF is a circuit (hence, f(F ) = f(MF )+f(CF )),
and every k-double-ower F  E has a unique partition fMF ; DF g such that MF is a
matching and DF is a double circuit (hence, f(F ) = f(MF ) + f(DF )) (cf. [59]).
Theorem 2.16 (Lovasz [59], and see also [62, Theorem 11.2.7]). Let (E; f) be a 2-
polymatroid and dene  := (E; f). Then, at least one of the following conditions holds:
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(i) f(E) = 2 + 1;
(ii) E has a partition fE1; E2g into nonempty subsets with  = (E1; f) + (E2; f);
(iii) E has an element e which is contained in the span of every maximum matching;
(iv) (E; f) contains a nontrivial -double-ower.
This theorem suggests an algorithmic approach to the matroid matching problem. If
we encounter (i) or (ii), then we can identify a solution or reduce the problem to smaller
ones. Similarly, if we encounter (iii), we can consider the contraction of (E; f) by e,
which also reduces the problem size. The only dicult situation is Case (iv). However, as
shown in [59], if the rank of the kernel is nonzero for every nontrivial double circuit in any
contraction of (E; f), then the problem can be reduced to a smaller one by contracting an
element in the kernel. The proof of this theorem is constructive, which means that it leads
to a polynomial-time algorithm for the matroid matching problem if we can appropriately
reduce the problem whenever we encounter (iv) (see [61,62] for the complete description).
2.4.3 Algorithms
In general, the matroid matching problem cannot be solved in polynomial time. Speci-
cally, there exists a 2-polymatroid for which an exponentially large number of evaluations
of a function value are required to nd a maximum matching. We show such an example
due to Lovasz [61] (also by Jensen and Korte [41]) as follows.
Let E be a nite set, and (E; f1) and (E; f2) 2-polymatroids dened as follows: for a
positive integer k  jEj and a subset Y  E with jY j = k,
f1(X) :=
8>><>>:
2jXj (jXj < k);
2k   1 (jXj = k);
2k (jXj > k);
f2(X) :=
8>><>>:
2jXj (jXj < k);
2k   1 (jXj = k and X 6= Y );
2k (jXj > k or X = Y ):
It is easy to see these two are indeed 2-polymatroids. The 2-polymatroid (S; f1) is uniform,
and each subset X  E with jXj = k  1 is a maximum matching in (S; f1). On the other
hand, the subset Y is a unique maximum matching in (S; f2).
To nd maximum matchings in these two 2-polymatroids, we have to distinguish them,
which requires at least
 jEj
k

evaluations of function values, since f1(X) = f2(X) for every
subset X  E with jXj = k and X 6= Y . When k = bjEj=2c for example, the number
is exponentially large with respect to jEj, and this implies that any algorithm needs
an exponentially large number of evaluations of function values for nding a maximum
matching in (S; f1) or (S; f2).
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While the general setting has such diculty, Lovasz [61] proposed a polynomial-time
algorithm for a large class of this problem (cf. Theorem 2.16). Originated by his algorithm,
several ecient algorithms for the linear matroid parity problem (which always admits
Lovasz' algorithm) have been developed.
Gabow and Stallmann [22] provided a combinatorial algorithm inspired by Edmonds'
blossom algorithm for the maximum matching problem. Their algorithm runs in O(r3jEj)
time (or O(r!jEj) time if fast matrix multiplication is used), which is known to be the
fastest among the deterministic algorithms even today. Orlin [69] gave a simpler one with
the same running time bound under no use of fast matrix multiplication, which solves the
problem as a sequence of the matroid intersection problem. Cheung, Lau, and Leung [5]
proposed an algebraic algorithm for this problem inspired by Harvey's work [31], which
runs in O(r2jEj) time (or O(r! 1jEj) time if fast matrix multiplication is used).
Theorem 2.17 (Gabow{Stallmann [22]). One can solve the linear matroid parity problem
in O(r!jEj) time by a deterministic algorithm.
Theorem 2.18 (Cheung{Lau{Leung [5]). One can solve the linear matroid parity problem
in O(r! 1jEj) time by a randomized algorithm.
2.4.4 Weighted problems
A weighted version of the matroid matching problem is as follows. For a 2-polymatroid
(E; f), a subsetB  E is called a parity base in (E; f) if f(B) = 2jBj = f(E). The weighted
matroid matching problem is, for a given 2-polymatroid (E; f) and weight w 2 RE , to nd
a parity base B  E in (E; f) such that the total weight w(M) :=Pe2M we is minimum.
Weighted Matroid Matching Problem
Input: A 2-polymatroid (E; f) and a weight w 2 RE .
Goal: Find a parity base B  E in (E; f) such that w(B) is minimum.
Also for the linearly represented case, we call a subset B  E a parity base for a matrix
Z 2 F r2E if rankZ(B) = 2jBj = rankZ. The weighted linear matroid parity problem is
analogously dened as follows.
Weighted Linear Matroid Parity Problem
Input: A nite set E, a matrix Z 2 F r2E over a eld F, and a weight w 2 RE , where
r 2 Z>0.
Goal: Find a parity base B  E for Z such that w(B) is minimum.
Camerini, Galbiati, and Maoli [4] rst showed that the weighted linear matroid
parity problem can be solved in pseudopolynomial time (where the weight is assumed to
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be an integer vector), and later Cheung et al. [5] devised a faster pseudopolynomial-time
algorithm. It was recently announced by Iwata [40] that this problem is solved in strongly
polynomial time (estimated as O(r3jEj) time). Independently, Pap [75] also announced
a strongly polynomial-time algorithm for an equivalent weighted problem, whose running
time bound is nontrivial.
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Chapter 3
Packing A-paths
In this chapter, we review the packing A-paths problem, which is one of the main problems
in this thesis. The basic objective is to nd a maximum number of \vertex-disjoint" A-
paths in a given undirected graph. Furthermore, we consider several constrained versions
of this problem, in which some paths are forbidden to be used.
This chapter is organized as follows. In Section 3.1, we focus on the unconstrained
setting, i.e., every A-path can be used. Next in Section 3.2, we consider a constrained
version in which a partition S of the terminal set A is given and only S-paths (A-paths
connecting distinct classes of S) can be used. This setting is called Mader's S-paths
problem, since this problem is in fact equivalent to the openly disjoint A-paths problem,
for which Mader [63] showed a min-max duality. Sections 3.3 and 3.4 are devoted to the
packing A-paths problems in group-labeled graphs in which only the identity element and
all elements in a xed proper subgroup are forbidden, respectively. Finally in Section 3.5,
we mention a further generalization using a family of admissible A-paths with a certain
structure, which was rst pointed out by Pap [71].
3.1 Unconstrained Problem
For the sake of convenience, we describe the problem formulation again (the rst appear-
ance is in Section 1.3.2). The packing A-paths problem is, for a given undirected graph
G = (V;E) and vertex set A  V (called a terminal set), to nd a maximum number
of vertex-disjoint A-paths in G. Recall that the term \vertex-disjoint" means that any
vertex cannot be shared by any two distinct paths.
Packing A-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of vertex-disjoint A-paths in G such that jPj is maximum.
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As mentioned in Introduction, Gallai [24] rst solved this problem by reducing it to
the maximum matching problem. To the contrary, the maximum matching problem is a
special case of this problem with A = V , and hence these two problems are essentially
equivalent. Here, we describe Gallai's reduction and min-max theorem, which extends the
Tutte{Berge formula (Theorem 1.1) for maximum matching.
Let G = (V;E) be an undirected graph and A  V a terminal set. For each non-
terminal v 2 V n A, add a copy v0 so that v0 is adjacent to v itself and its neighbors, i.e.,
all vertices in NG(v) + v. Let G
0 = (V 0; E0) be the resulting graph. Then, G0 has a trivial
matching M = f vv0 2 E0 j v 2 V nA g of size jV j   jAj.
Let M be a maximum matching in G0. Then, the symmetric dierence M4M
forms vertex-disjoint A-paths and cycles in G0, since all non-terminals in V 0 n A are
covered by M . Note that each of such A-paths in G0 corresponds to an A-path in G
obtained by identifying each non-terminal and its copy, and vice versa (i.e., an A-path
in G intersecting v0; v1; v2; : : : ; vl 1; vl 2 V in this order corresponds to an A-path in
G0 intersecting v0; v1; v01; v2; v02; : : : ; vl 1; v0l 1; vl 2 V 0 in this order). Hence, nding a
maximum matching in G0 is equivalent to nding a maximum number of vertex-disjoint
A-paths in G. In addition, the maximum number of vertex-disjoint A-paths is equal to
jMj   jM j = jMj   jV j+ jAj.
Theorem 3.1 (Gallai [24]). Let G = (V;E) be an undirected graph and A  V a terminal
set. Then, the maximum number of vertex-disjoint A-paths in G is equal to the minimum
value of
jU j+
X
H2comp(G U)
 jV (H) \Aj
2

; (3.1)
taken over all vertex subsets U  V , where comp(G   U) denotes the set of connected
components of G  U .
This theorem may not seem to generalize the Tutte{Berge formula (Theorem 1.1), but
it does indeed as follows. Recall that the maximum matching problem is a special case
with A = V . Then, \\A" in the second term of (3.1) is not necessary. If jV (H)j are even
for all H 2 comp(G   U), then the sum is equal to (jV j   jU j)=2, and hence the value
of (3.1) coincides with (1.1). Otherwise, the value of the sum decreases by 1=2 per odd
component of G   U . Thus, we have the equality between (3.1) and (1.1), which means
that Theorem 3.1 generalizes Theorem 1.1.
The author gave an alternative proof for Gallai's theorem in [92]. The proof also
leads to an Edmonds{Gallai-type structure theorem for this problem, which extends the
Edmonds{Gallai structure theorem (Theorem 1.5) and is a special case of such structure
for Mader's S-paths shown by Seb}o and Szeg}o [79] (see Section 3.2).
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3.2 Mader's S-paths
Mader's S-paths problem is, for a given undirected graph G = (V;E) and terminal set
A  V with its partition S, to nd a maximum number of vertex-disjoint S-paths in G.
Mader's S-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V with its partition S.
Goal: Find a family P of vertex-disjoint S-paths in G such that jPj is maximum.
The original formulation of Mader's problem is the openly disjoint A-paths problem
as follows, which is in fact equivalent to the above problem. Recall that the term \openly
disjoint" means that any vertex cannot be shared by two paths as an inner vertex, i.e., in
this situation, any non-terminal in V n A is not sharable and each terminal in A can be
shared by an arbitrary number of A-paths.
Openly Disjoint A-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of openly disjoint A-paths in G such that jPj is maximum.
Suppose that we are given an instance of the former problem, i.e., an undirected graph
G = (V;E) and a terminal set A  V partitioned as S = fA1; A2; : : : ; Akg. For each
i 2 [k], we add a new vertex ai so that ai is adjacent to all terminals in Ai, and let
A0 := f ai j i 2 [k] g be a new terminal set. Then, vertex-disjoint S-paths in G correspond
to openly disjoint A0-paths in the resulting graph, and vice versa.
To reduce the latter to the former to the contrary, it suces to subdivide each edge
incident to each terminal ai 2 A (i.e., add a new vertex ve for each edge e = uai 2 G(ai),
remove the edge e, and add two edges uve and aive), let Ai be the set of new vertices
adjacent to ai and S := fAi j ai 2 A g, and remove all original terminals in A. Here,
we may assume that there is no edge connecting two terminals in A in the original graph
G, since such an edge is always used in a maximum number of openly disjoint A-paths.
This operation can be regarded as an inverse operation of the previous one, and hence
vertex-disjoint S-paths in the resulting graph correspond to openly disjoint A-paths in G
and vice versa.
Mader [63] originally showed a min-max duality for openly disjoint A-paths, and here
we describe the S-paths version as follows. Recall that the openly disjoint A-paths problem
is the most general among the three settings in Section 1.3.2, and commonly generalizes the
maximum matching problem and Menger's disjoint problem as a result. Hence, Mader's
theorem commonly extends the Tutte{Berge formula (as well as Gallai's theorem) and
Menger's theorems.
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Theorem 3.2 (Mader [63]). Let G = (V;E) be an undirected graph and A  V a terminal
set with its partition S. Then, the maximum number of vertex-disjoint S-paths in G is
equal to the minimum value of
jU j+
X
W2W
 jW \AF j
2

; (3.2)
taken over all vertex subsets U  V and all partitions W of V n U such that G0 :=
G  U  SW2W E(W ) contains no S-path, where F := E(G0) and AF := A [ V (F ).
Gallai's theorem (Theorem 3.1) and Menger's theorem (Theorem 1.6) follows from
Mader's theorem as follows. In both cases, the weak duality (i.e., max  min) is clear,
and we focus on their minimizers attaining the equality.
The packing A-paths problem can be formulated as Mader's S-paths problem with
S = f fag j a 2 A g (every A-path is also an S-path). In this case, for each vertex set
U  V , a partition fV (H) j H 2 comp(G   U) g of V n U satises the condition in
Theorem 3.2, and makes (3.2) = (3.1), as follows. Since E(G0) = F = ;, clearly G0 in
Theorem 3.2 contains no A-path. Also, (3.2) = (3.1) is obvious from AF = A.
Menger's openly disjoint paths problem can be formulated as Mader's S-paths problem
by subdividing each edge incident to the terminal s or t, letting As and At be the set of
new vertices adjacent to s and t, respectively, dene A := As [At and S := fAs; Atg, and
removing s and t. In this case, for each vertex set X  V n fs; tg separating s and t in
the original graph G, the vertex set U := X and a partition f fvg j v 2 (V n fs; tg) [ A g
satisfy the condition in Theorem 3.2, attain the minimum of (3.2) under U = X, and
make (3.2) = jXj. Note that each terminal in A has exactly one incident edge, and hence
it suces to consider the case of U \A = ; for the minimum value of (3.2).
Seb}o and Szeg}o [79] showed an Edmonds{Gallai-type structure theorem for Mader's
S-paths. Preliminary to their structure theorem, we restate Mader's theorem using the
concept of S-subpartitions. Let G = (V;E) be an undirected graph, and A  V a terminal
set partitioned as S = fA1; A2; : : : ; Akg. A family X = (X0;X1; X2; : : : ; Xk) of disjoint
vertex sets is called an S-subpartition if Ai  X0 [Xi for every i 2 [k], and we denote the
subgraph G X0  
Sk
i=1E(Xi) simply by G X .
Theorem 3.3 (Restatement of Theorem 3.2). Let G = (V;E) be an undirected graph
and A  V a terminal set with its partition S = fA1; A2; : : : ; Akg. Then, the maximum
number of vertex-disjoint S-paths in G is equal to the minimum value of
jX0j+
X
H2comp(G X )

V (H) \X
2

; (3.3)
taken over all S-subpartitions X = (X0;X1; X2; : : : ; Xk), where X :=
Sk
i=1Xi
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For i 2 [k], a vertex v 2 V is said to be i-reachable if there exists a path from a terminal
in Ai 2 S to v in G that is vertex-disjoint from some maximum family of vertex-disjoint
S-paths in G, and i-touched if v is not i-reachable and some neighbor of v (i.e., some vertex
in NG(v)) is i-reachable. If such i 2 [k] is unique, then v is said to be uniquely i-reachable
and uniquely i-touched, respectively. Besides, if there exist distinct such i; j 2 [k], then
multiply reachable and multiply touched, respectively. We simply say that v is reachable
or touched if it is i-reachable or i-touched, respectively, for some i 2 [k].
Theorem 3.4 (Seb}o{Szeg}o [79]). Let G = (V;E) be an undirected graph and A  V a
terminal set with its partition S = fA1; A2; : : : ; Akg, and dene
D := f v 2 V j v is multiply reachable g;
XDi := f v 2 V j v is uniquely i-reachable and j-touched for some j 2 [k]  i g (i 2 [k]);
Xi := f v 2 V j v is uniquely i-reachable and not touched g (i 2 [k]);
X0 := f v 2 V j v is not reachable and multiply touched g;
XCj := f v 2 V j v is not reachable and uniquely j-touched for some j 2 [k] g;
C := f v 2 V j v is neither reachable nor touched g;
Xi := X

i [XCi [XDi (i 2 [k]);
D := D [
k[
i=1
XDi ; C := C
 [
k[
i=1
XCi :
Then, the S-partition X := (X0;X1; X2; : : : ; Xk) attains the minimum of (3.3) in Theo-
rem 3:3, and G[D] and G[C] consists of odd and even connected components of G   X ,
respectively, where a connected component H 2 comp(G X ) is said to be odd or even if
jV (H) \Xj is odd or even, respectively.
Table 3.1: Edmonds{Gallai-type decomposition due to Seb}o{Szeg}o [79].
touched n reachable not uniquely for i multiply
not C Xi
uniquely for j XCj
XDi
D
multiply X0
Lovasz [59] showed a reduction of Mader's S-paths problem to the matroid matching
problem, and gave an alternative proof for Mader's theorem and the rst polynomial-
time algorithm through his matroid matching algorithm [61]. Later, Schrijver [78] pointed
out that Lovasz' reduction admits a linear representation, which leads to much faster
algorithms via linear matroid parity algorithms. Their reductions are closely related to
our results, and shown in Sections 4.1 and 5.1, respectively.
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3.3 Non-zero Model
The packing non-zero A-paths problem (we often refer to this problem as the non-zero
model) was introduced by Chudnovsky, Geelen, Gerards, Goddyn, Lohman, and Sey-
mour [7]. In this problem, we intend to maximize the number of vertex-disjoint non-zero
A-paths in a given group-labeled graph, i.e., the identity element of the underlying group
is the forbidden label. In what follows, let us x the underlying group  .
Packing Non-zero A-paths Problem
Input: A  -labeled graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of vertex-disjoint non-zero A-paths in G such that jPj is maximum.
This problem commonly generalizes Mader's S-paths problem and the packing odd-
length A-paths problem as follows.
To formulate Mader's problem, we use Z-labeled graphs. Suppose that we are given an
undirected graphG = (V;E) and a terminal setA  V partitioned as S = fA1; A2; : : : ; Akg.
We may assume that there is no edge between two terminals in the same class of S, since
such an edge cannot be used in vertex-disjoint S-paths. First, orient each edge between
two terminals in A arbitrarily and assign an arbitrary nonzero label in Z to the resulting
arc. Next, orient each edge between a terminal in Ai 2 S and a non-terminal in V n A
so that the resulting arc leaves Ai, and assign the label i 2 Z to it. Finally, orient each
edge between two non-terminals arbitrarily and assign the label 0 2 Z to the resulting arc.
Then, an S-path in G is a non-zero A-path in this Z-labeled graph and vice versa.
To handle the parity constraint, we use Z2-labeled graphs, where Z2 = Z=2Z =
(f0; 1g;+ (mod 2)). For a given undirected graph G = (V;E) with a terminal set A  V ,
orient each edge arbitrarily and assign the label 1 2 Z2 to the resulting arc. Since we have
 1 = 1 in Z2, and hence this orientation is not essential. Then, the label of a path in
the resulting Z2-labeled graph is the parity of its length, and hence \non-zero" in such a
Z2-labeled graph is equivalent to \odd-length" in the underlying undirected graph.
For vertex-disjoint non-zero A-paths, Chudnovsky et al. [7] showed the following min-
max duality, which generalizes Mader's theorem (Theorem 3.2).
Theorem 3.5 (Chudnovsky{Geelen{Gerards{Goddyn{Lohman{Seymour [7]). Let G =
(V;E) be a  -labeled graph and A  V a terminal set. Then, the maximum number of
vertex-disjoint non-zero A-paths in G is equal to the minimum value of
jXj+
X
H2comp(G0 X E0)
 jV (H) \A0j
2

; (3.4)
taken over all A-equivalent  -labeled graphs G0, all vertex subsets X  V , and all A0 with
A  A0  V , where E0 := f e = uv 2 E j u; v 2 A0;  G0(e) = 1  g.
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Chudnovsky et al. [6] proposed a combinatorial algorithm for packing non-zero A-paths,
which runs in polynomial time. They also showed an Edmonds{Gallai-type structure at
the same time, and utilize it to determine when their algorithm should halt.
Theorem 3.6 (Chudnovsky{Cunningham{Geelen [6]). One can solve the packing non-
zero A-paths problem in O(jV j5) time by a deterministic algorithm.
To state their structure theorem, we dene several necessary concepts, which are closely
related to those introduced for the structure theorem of Seb}o and Szeg}o (Theorem 3.4).
For an element  2  , a vertex v 2 V is said to be -reachable if there exists a path
of label  from a terminal in A to v in G that is vertex-disjoint from some maximum
family of vertex-disjoint non-zero A-paths in G. If such  2   is unique, then v is said to
be uniquely -reachable, and multiply reachable otherwise (i.e., if there exist distinct such
;  2  ). Besides, v is said to be -touched if v is not reachable and there exists an arc
e = uv 2 E and an element  2   such that u 2 V is -reachable and  =  G(e)  . We
simply say that v is reachable or touched if v is -reachable or -touched, respectively, for
some  2  .
Theorem 3.7 (Chudnovsky{Cunningham{Geelen [6]). Let G = (V;E) be a  -labeled
graph and A  V a terminal set. Suppose that every uniquely reachable vertex in G is
1 -reachable, and every touched non-terminal in G is 1 -touched (since there exists an
A-equivalent  -labeled graph, this assumption is not essential). Dene
D := f v 2 V j v is reachable g;
D1 := f v 2 V j v is uniquely reachable g;
A0 := A [NG(D) [D1;
E0 := f e = uv 2 E j u; v 2 A0;  G(e) = 1  g;
X := NG E0(D):
Then, the vertex subsets X and A0 with G0 := G attains the minimum of (3.4) in Theo-
rem 3:5, and G[D] E0 coincides with the union of odd connected components of G X E0
with respect to the terminal set A0.
As a natural question, one may be concerned with \openly disjoint" non-zero A-paths
in  -labeled graphs. The following problem is the simplest special case of this setting with
  ' Z2 and jAj = 2, even which is NP-hard.
Openly Disjoint Odd s{t Paths Problem
Input: An undirected graph G = (V;E) and distinct vertices s; t 2 V .
Goal: Find a family P of openly disjoint odd s{t paths such that jPj is maximum.
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For a variant problem in which we intend to maximize the number of edge-disjoint odd
s{t trails, Churchley, Mohar, and Wu [8] showed a weak duality and an approximation
algorithm. They also mentioned that, for disjoint odd s{t paths, the minimum size of a
hitting set can be arbitrarily large (cf. [8, Fig. 1]). We show that this problem is NP-hard
as suspected in [7].
Theorem 3.8 (Personal communication with Kawarabayashi and Kobayashi [47]). The
openly disjoint odd s{t paths problem is NP-hard.
Proof. The following problem was shown to be NP-hard by Even, Itai, and Shamir [15].
Simple 2-commodity Integral Flow in Undirected Graphs
Input: An undirected graph G = (V;E), four vertices s1; t1; s2; t2 2 V (possibly s1 = s2
or t1 = t2), and positive integers R1 and R2.
Goal: Find a family P of edge-disjoint Ri si{ti paths (i = 1; 2).
First, we convert this problem to an openly disjoint version (cf. the reduction of
Menger's edge-disjoint paths problem to the openly disjoint setting shown in Section 1.3.1).
Suppose that we are given an instance of the simple 2-commodity integral ow problem.
We add four distinct vertices s01; t01; s02; t02 as copies of the original terminals s1; t1; s2; t2,
and connect each copy s0i or t
0
i with each original si or ti, respectively, by Ri parallel edges.
In addition, we add extra four distinct vertices s001; t001; s002; t002, and connect them with the
copies s01; t01; s02; t02 by single edges e1; f1; e2; f2, respectively.
Let G^ be the line graph of the resulting graph. Then, G contains edge-disjoint Ri
si{ti paths (i = 1; 2) if and only if G^ contains openly disjoint Ri ei{fi paths (i = 1; 2).
Moreover, it is easy to construct the former from the latter by transforming its vertex set
to an edge set in G and scraping redundant edges if necessary. Since there are exactly Ri
edges around ei and fi, respectively, the following problem generalizes the current problem
(nding openly disjoint Ri ei{fi paths in G^), and hence it is also NP-hard.
Complete 2-disjoint Paths in Undirected Graphs
Input: An undirected graph G = (V;E) and four distinct vertices si; ti 2 V (i = 1; 2)
with jG(si)j = jG(ti)j.
Goal: Find a family P of openly disjoint si{ti paths (i = 1; 2) with jPj =
P2
i=1 jG(si)j.
We reduce this problem to the openly disjoint odd s{t paths problem as follows. Sup-
pose that we are given an instance of the complete 2-disjoint paths problem. First, we
subdivide each edge e = uw 2 E, i.e., remove the edge e and add a new vertex ve with
two new edges uve and wve. Next, we create jG(s2)j copies of s2 and jG(t1)j copies of t1
so that each copy is adjacent to exactly one of the original neighbors and vice versa, and
remove original s2 and t1. Finally, we connect s := s1 with each copy of s2 and t := t2
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Figure 3.1: Splitting s2 and connecting them with s = s1.
with each copy of t1 by a single edge, respectively (see Fig. 3.1). Then, each si{ti paths
(i 2 f1; 2g) in G corresponds to an odd s{t path in the resulting graph G0 (and vice versa),
which contains at most jG0(s)j = jG(s1)j+ jG(s2)j openly disjoint s{t paths.
Note that, because of the parity constraint, nding a maximum number of edge-disjoint
odd s{t paths in undirected graphs is not reduced straightforwardly to the openly disjoint
setting (scraping redundant edges may change the parity of length in reconstructing s{t
paths). It is however derived by the same technique as Fig. 3.1 directly from the simple
2-commodity integral ow problem that the edge-disjoint version is also NP-hard.
3.4 Subgroup-Forbidden Model
The packing non-returning A-paths problem (we often refer to this problem as the non-
returning model) was introduced by Pap [71, 72]. In this problem, the group   is the
symmetric group Sd of degree d for some integer d  2, i.e., each element of   is a
permutation on the set [d]. An A-path P from u 2 A to v 2 A is said to be non-returning
with respect to a map ! : A ! [d] if !(v) 6=  G(P )(!(u)). The objective is to nd a
maximum number of vertex-disjoint non-returning A-paths in a given Sd-labeled graph
with respect to a given map ! : A! [d].
Packing Non-returning A-paths Problem
Input: An Sd-labeled graph G = (V;E), a terminal set A  V , and a map ! : A ! [d],
where d 2 Z2.
Goal: Find a family P of vertex-disjoint non-returning A-paths in G with jPj maximum.
Pap [71] showed the equivalence between the non-returning model and the following
model, which we refer to as the subgroup-forbidden model. In this model, we are given a
proper subgroup  0 of   and we can use only A-paths whose labels are NOT in  0. We
say that an A-path is  0-admissible if its label is not in  0.
Subgroup-Forbidden Model
Input: A  -labeled graph G, a terminal set A  V (G), and a proper subgroup  0 of  .
Goal: Find a family P of vertex-disjoint  0-admissible A-paths in G with jPj maximum.
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It is easy to formulate the non-returning model as the subgroup-forbidden model as
follows. Without loss of generality, we may assume that a map ! : A ! [d] satises
!(a) = d for every terminal a 2 A (otherwise, for each terminal a 2 A with !(a) 6= d, add
a new vertex a0 and an arc aa0 with label (!(a) d) 2 Sd, and update A := A  a+ a0 and
!(a0) := d). Then, an A-path is non-returning if and only if its label permutation does
not x d, and hence the set of forbidden labels is the proper subgroup Sd 1 of Sd.
The converse direction is not so easy. Pap [71] proved it via another model shown in
the next section (Theorem 3.13).
Pap [72] gave a min-max duality for vertex-disjoint non-returning A-paths, which gen-
eralizes Theorem 3.5, and proved it simply inspired by Schrijver's proof for Mader's theo-
rem [77]. Here, we state his theorem in the form for the subgroup-forbidden model.
Theorem 3.9 (Pap [72]). Let G = (V;E) be a  -labeled graph, A  V a terminal set, and
 0 a proper subgroup of  . Then, the maximum number of vertex-disjoint  0-admissible
A-paths in G is equal to the minimum value of the maximum number of vertex-disjoint AF -
paths in G F taken over all edge subsets F  E such that G[F ] contains no  0-admissible
A-path, where AF := A [ V (F ).
The weak duality (max  min) is easy to see as follows. Fix an arbitrary edge subset
F  E such that G[F ] is balanced and contains no  0-admissible A-path. Then, for each
 0-admissible A-path P in G, there exists an AF -path P 0 in G   F with E(P 0)  E(P ),
since F cannot include E(P ) itself. Hence, for each family of vertex-disjoint  0-admissible
A-paths in G, there exists a same-size family of vertex-disjoint AF -paths in G  F .
By using Gallai's theorem for vertex-disjoint A-paths (Theorem 3.1), the maximum
number of vertex-disjoint AF -paths in G  F is equal to the minimum value of
jXj+
X
H2comp(G X F )
 jV (H) \AF j
2

; (3.5)
taken over all vertex subsets X  V . This form implies the min-max duality for vertex-
disjoint non-zero A-paths due to Chudnovsky et al. (Theorem 3.5) with the aid of Propo-
sition 2.6 as follows.
For each A-balanced edge set F  E (i.e., G[F ] is balanced and contains no non-zero
A-path), G[F ] is A-equivalent to a trivially-labeled  -labeled graph. Then, by shifting G
to be G0 so that G0[F ] is trivially labeled and taking A0 := AF , we have (3.4)  (3.5).
To the contrary, for each A0 with A  A0  V , the edge set E0 = f e = uv 2 E j
u; v 2 A0;  G0(e) = 1  g forms no non-zero A-path. Hence, by taking F := E0, we have
(3.4)  (3.5) (note that AF  A0).
In [94], the author extended the results of Chudnovsky et al. [6] to the subgroup-
forbidden model: a polynomial-time algorithm and an Edmonds{Gallai-type structure
theorem. The extension itself is not surprising but reasonable. However, it involves a
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slightly change of the computational time bound because of the following reason.
Suppose that there exist parallel arcs e1; e2 with distinct labels between the same pair
of two vertices. Then, for every A-path P1 traversing e1, at least one of P1 itself and the
A-path P2 obtained from P1 by replacing e1 with e2 is non-zero. Hence, when we consider
non-zero A-paths in a group-labeled graph, we may assume that there are at most two
arcs between the same pair of two vertices. This assumption bounds the number of arcs
in the input graph by O(jV j2).
In the subgroup-forbidden model, however, 
(j 0j) parallel arcs between a pair of two
vertices can be necessary. This implies that we cannot bound the computational time only
by the number of vertices, and the author showed the following bound.
Theorem 3.10 (Yamaguchi [94, Section 4.5]). One can solve the subgroup-forbidden model
in O(jV j5 + jEj  jV j) time by a deterministic algorithm.
3.5 Axiomatic Model
Here we introduce the most general setting of packing A-paths problem as the axiomatic
model. In this model, we are given a family of A-paths as the family of admissible A-paths
as follows. We say that a family F of A-paths is symmetric if P 2 F for every P 2 F .
Axiomatic Model
Input: An undirected graph G, a terminal set A  V (G), and a symmetric family F of
A-paths in G.
Goal: Find a family P of vertex-disjoint A-paths in F such that jPj is maximum.
For example, Mader's S-paths problem is a special case such that F is the set of
S-paths for a given partition S of A. In the subgroup-forbidden model, F is the set of  0-
admissible A-paths for a given proper subgroup  0 of  . Pap [71] introduced the concept
of triple exchange by extracting a property enjoyed by these tractable families F .
Denition 3.11 (Weak Triple Exchange). Let G = (V;E) be an undirected graph and
A  V a terminal set. A symmetric family F of A-paths in G is weakly triple exchangeable
if it satises the following condition: for every A-path P 2 F , inner vertex v 2 V (P ) nA,
terminal a 2 A n V (P ), and a{v path Q in G openly disjoint from P , at least one of the
two A-paths obtained by extending Q along P is in F .
Denition 3.12 (Strong Triple Exchange). Let G = (V;E) be an undirected graph and
A  V a terminal set. A symmetric family of A-paths in G is strongly triple exchangeable
if it coincides with the set of A-paths contained in some symmetric family F of A-walks
with the following condition: for every A-walk P 2 F , vertex v 2 V (P ), terminal a 2 A,
and a{v walk Q in G, at least one of the two A-walks obtained by extending Q along P
is in F .
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By the above denitions, a strongly triple exchangeable family is weakly triple ex-
changeable, since P; v; a;Q in Denition 3.11 can be taken as those in Denition 3.12,
respectively. The dierence between the two property is rather large, since, while the
weak triple exchange property is dened in a completely nite way (the number of A-
paths in a nite graph is nite), the strong triple exchange property requires an innite
combinatorial structure (the number of A-walks can be innite even in a nite graph).
Pap [71] pointed out the following two properties.
Theorem 3.13 (Pap [71, Claims 3.21{3.23]). The non-returning model, the subgroup-
forbidden model, and the axiomatic model with the strong triple exchange property are
equivalence.
Theorem 3.14 (Pap [71, Theorem 3.24] (cf. matching delta-matroids in Section 2.3.2)).
In the axiomatic model with the weak triple exchange property, the family of terminal
subsets each of which is exactly covered by some vertex-disjoint admissible A-paths is the
feasible family of a delta-matroid on the terminal set A.
Theorems 3.9 and 3.13 imply that the axiomatic model with the strong triple exchange
property admits the following good characterization.
Corollary 3.15. Let G = (V;E) be an undirected graph, A  V a terminal set, and F
a symmetric family of A-paths in G with the strong triple exchange property. Then, the
maximum number of vertex-disjoint A-paths in F is equal to the minimum value of the
maximum number of vertex-disjoint AF -paths in G F taken over all edge subsets F  E
such that G[F ] contains no A-path in F , where AF := A [ V (F ).
Corollary 3.15 raises a natural question: does the axiomatic model with the \weak"
triple exchange property admits the same good characterization? It is still open now, and
we have two progresses related to this question, which imply the border of the tractability
of packing A-paths.
One is a reduction to the matroid matching problem, which is given in Section 4.5.
While a reduction of the non-zero model leads to an alternative proof for the min-max
duality (Theorem 3.5) as shown in Section 4.4, the reduction of the axiomatic model with
weak triple exchange does not necessarily give a good characterization.
The other is a simple counterexample indicating that the axiomatic model without
weak triple exchange does not admit the same good characterization. Dene an undirected
graph G = (V;E), a terminal set A  V , and a symmetric family F of A-paths in G as
follows (see Fig. 3.2):
V := f a1; a2; a3; a4; v g;
E := f e12 = a1a2; e13 = a1a3; e2 = va2; e3 = va3; e4 = va4 g;
A := V   v = f a1; a2; a3; a4 g;
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and let F be the set of A-paths disjoint from a4. Then, every A-path in F is (A a4)-path,
and hence the maximum number of vertex-disjoint A-paths in F is 1. On the other hand,
since the dual variable F  E cannot contain any A-path in F (i.e., any (A  a4)-path in
G), it is one of the followings: ;, fe2g, fe3g, fe4g, fe2; e4g, and fe3; e4g. It is easily checked
that, whenever F is one of the above six edge subsets, G  F contains two vertex-disjoint
AF -paths, where AF := A [ V (F ).
Figure 3.2: Counterexample for the duality, where the dashed A-paths are not in F .
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Chapter 4
Packing A-paths
via Matroid Matching
In this chapter, we discuss reductions of the packing A-paths problems to the matroid
matching problem. Lovasz [59] showed a reduction of Mader's S-paths problem to the ma-
troid matching problem, which leads to an alternative proof for Mader's min-max theorem
(Theorem 3.2) and the rst polynomial-time algorithm. We extend his work to packing
A-paths in group-labeled graphs, and discuss further extendability to the axiomatic model
with the weak triple exchange property.
This chapter is based on [83] and organized as follows. In Section 4.1, we briey
review Lovasz' reduction [59, Section 3] of Mader's problem. In Section 4.2, we introduce
an extension of the frame matroids of group-labeled graphs, which is a key concept in our
reduction. Section 4.3 is devoted to showing a reduction of the packing non-zero A-paths
problem to the matroid matching problem, which extends Lovasz' reduction of Mader's
problem. In Section 4.4, based on our reduction, we give alternative proofs for the min-
max formula due to Chudnovsky et al. [7] and the polynomial-time solvability (cf. [6]),
with the aid of Lovasz' theory on matroid matching. Finally, in Section 4.5, we mention a
possible extension of our reduction to the axiomatic model with the weak triple exchange
property, which does not necessarily lead to a good chacracterization or a polynomial-time
algorithm.
4.1 Lovasz' Reduction of Mader's S-paths
For the sake of convenience, we restate the two problems here (the rst appearances are
in Sections 3.2 and 2.4.1).
Mader's S-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V with its partition S.
Goal: Find a family P of vertex-disjoint S-paths in G such that jPj is maximum.
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Matroid Matching Problem
Input: A 2-polymatroid (E; f).
Goal: Find a matching M  E in (E; f) such that jM j is maximum.
For an instance of Mader's S-paths problem, dene a set function fG;S : 2E ! Z0 by
fG;S(F ) :=
X
F 02comp(F )
 
2jV (F 0)j   2 + G;S(F 0)  jV (F 0) \Aj

(F  E); (4.1)
where recall that comp(F ) denotes the partition of F according to the connected compo-
nents, and G;S : 2E ! Z0 is dened as
G;S(F 0) :=
8>><>>:
0 (V (F 0) \A = ;);
1 (V (F 0) \Ai 6= ; for exactly one Ai 2 S);
2 (otherwise):
(4.2)
Then, (E; fG;S) is a 2-polymatroid.
The following theorem characterizes the matchings in (E; fG;S), which also leads to a
connection between those and vertex-disjoint S-paths in G.
Theorem 4.1 (Lovasz [59, Lemma 3.3]). An edge subset F  E is a matching in (E; fG;S)
if and only if G[F ] is a forest such that each connected component contains at most one
A-path, which is an S-path.
Lovasz [59] enumerated all nontrivial double circuits, and coped with each case sep-
arately. Based on the analysis, he gave an alternative proof for Mader's theorem (The-
orem 3.2) and showed the polynomial-time solvability of Mader's S-paths problem using
Theorem 2.16 and his matroid matching algorithm [61]. The details are shown in the
following sections throughout our extended reduction.
4.2 Extension of Frame Matroids
Let G = (V;E) be a  -labeled graph. Recall that the rank function rG : 2
E ! Z0 of the
frame matroid of G (cf. Section 2.3.2) is written by
rG(F ) =
X
F 02comp(F )
 jV (F 0)j   1 + G(F 0) (F  E);
where G : 2
E ! Z is dened as
G(F
0) :=
(
1 (G[F 0] is unbalanced),
0 (otherwise):
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Tanigawa [82] extended the construction of the union of frame matroids by using structures
of the underlying group  . The idea is to replace the term G with a function taking
fractional values. For a nonempty subset X   , we denote by hXi the subgroup of  
generated by X.
Denition 4.2. A set function  : 2  ! R0 is called a symmetric polymatroidal function
over   if  satises the following conditions:
(SP0) (;) = 0,
(SP1) X  Y    =) (X)  (Y ),
(SP2) (X) + (Y )  (X [ Y ) + (X \ Y ) for every X;Y   ,
(SP3) (hXi) = (X) for every nonempty subset X   , and
(SP4) (X 1) = (X) for every nonempty subset X    and every element  2  .
Let  : 2  ! R0 be a symmetric polymatroidal function, F  E a connected edge set
(i.e., comp(F ) = fFg), and r 2 V (F ) a vertex. We denote by hF ir the set of possible
labels of closed r-walk in G[F ], which is a subgroup of   by Proposition 2.10. Note that,
for any r0 2 V (F ), there exists an element  2   such that hF ir0 =   hF ir   1, since
we can construct a closed r0-walk in G[F ] by extending any closed r-walk in G[F ] using
an r0{r path in G[F ] and vice versa. Hence, the value of (hF ir) does not depend on the
choice of the vertex r 2 V (F ) by Condition (SP4), and we simply denote by hF i the
value. We dene a set function g : 2
E ! R0 by
g(F ) :=
X
F 02comp(F )
 jV (F 0)j   1 + hF 0i (F  E): (4.3)
Theorem 4.3 (Tanigawa [82]). Let  : 2  ! [0; 1] be a symmetric polymatroidal function
over a group  , and G = (V;E) a  -labeled graph. Then, the set function g : 2
E ! R0
dened as (4.3) is monotone and submodular.
Suppose that  takes fractional values, i.e.,  : 2  ! f0; 1d ; 2d ; : : : ; d 1d ; 1g for some
positive integer d 2 Z>0. Then, if we dene a set function f : 2E ! Z0 by
f(F ) := d  g(F ) (F  E);
(E; f) is a d-polymatroid (cf. Denition 2.15).
Now we construct a symmetric polymatroidal function of rank 2. For nontrivial groups
 1 and  2, the free product  1   2 is the group consisting of all words 12    m of
arbitrary nite length m 2 Z0, where each letter i is a nonidentity element of  1 or  2
and adjacent letters i and i+1 belong to dierent groups. The identity element of  1  2
is dened to be the empty word. See, e.g., [32] for more details on the free product.
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Lemma 4.4. Let  1 and  2 be disjoint nontrivial groups, and   the free product of  1
and  2. Suppose that a set function  : 2
  ! Z is dened by
(X) :=
8>><>>:
0 (X is trivial, i.e., X = ; or X = f1 g);
1 (X is nontrivial and X   i 1 for some i 2 f1; 2g and some  2  );
2 (otherwise):
Then,  is symmetric polymatroidal over  .
Proof. Clearly,  satises Conditions (SP0) and (SP1) in Denition 4.2. Also, it satises
(SP3) and (SP4), since  i
 1 is a subgroup of  .
Let G := f  i 1 j i 2 f1; 2g;  2   g, and X;Y 2 G. We then have
X 6= Y =) X \ Y = f1 g: (4.4)
To see this, let X = X i
 1
X and Y = Y  j
 1
Y . The case of i 6= j is obvious, since the
middle element of any nonempty word in X \ Y must be in  1 \ 2 = ;. Otherwise, i = j
and X 6= Y . This case is also clear.
In what follows, we show the submodularity (SP2), i.e., (X) + (Y )  (X \ Y ) +
(X [ Y ) for every X;Y   . If (Y ) = 0 (or symmetrically (X) = 0), then we have
(X \ Y ) = (Y ) and (X) = (X [ Y ). Thus, (SP2) holds with the equality.
If (Y ) = 2, then we have (Y ) = (X [Y ) and (X)  (X \Y ), since  is monotone
and the range of the value of  is f0; 1; 2g. This leads to (SP2).
Finally, suppose that (X) = 1 and (Y ) = 1. Note that there are unique  X 2 G
with X   X and unique  Y 2 G with Y   Y . By (4.4), if  X 6=  Y , then (X [ Y ) = 2
and (X \ Y ) = 0; otherwise, (X [ Y ) = 1 and (X \ Y )  1. Thus we have done.
4.3 Reduction of Packing Non-zero A-paths
With the aid of the extension of frame matroids, we show a reduction of packing non-zero
A-paths to matroid matching, which generalizes Lovasz' reduction of Mader's problem
reviewed in Section 4.1. We rst restate the problem (the rst appearance is in Section 3.3).
Packing Non-zero A-paths Problem
Input: A  -labeled graph G = (V;E) and a terminal set A  V .
Goal: Find a family P of vertex-disjoint non-zero A-paths in G such that jPj is maximum.
Let  0 be a group consisting of two elements 1 0 and  (then,  0 is isomorphic to Z=2Z,
i.e.,  6= 1 0 and 2 = 1 0). We denote by   the free product of   and  0, and dene a
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function  : 2 
 ! Z0 by
(X) :=
8>><>>:
0 (X is trivial);
1 (X is nontrivial, and X    1 or X = f1  ;    1g for some  2  );
2 (otherwise);
for each X   . By Lemma 4.4, this  is a symmetric polymatroidal function over  .
Let ~G = (V; ~E) be a  -labeled graph obtained from G by attaching a new self-loop
`v; at each vertex v 2 V with label  ~G(`v;) =    1 for each element  2  . Let L be
the set of new self-loops and, for each vertex set U  V , dene LU := f `v;1  2 L j v 2 U g.
By Theorem 4.3, the function fG : 2
~E ! Z0 dened by
fG(F ) :=
X
F 02comp(F )
 
2jV (F 0)j   2 + hF 0i (F  ~E)
is monotone and submodular, and thus ( ~E; fG) is a 2-polymatroid.
We consider the contraction ( ~E nLA; fG;A) of ( ~E; fG) by LA, and its restriction to E.
The rank function is characterized as follows. Note that Lemma 4.5 implies that our 2-
polymatroids extend Lovasz' 2-polymatroids dened by (4.1) and (4.2), by considering the
formulation of Mader's S-paths problem as packing non-zero A-paths shown in Section 3.3.
Lemma 4.5. For a subset F  E,
fG;A(F ) =
X
F 02comp(F )
 
2jV (F 0)j   2 + G;A(F 0)  jV (F 0) \Aj

;
where G;A : 2
E ! Z is written by
G;A(F
0) =
8>>>><>>>>:
2 (F 0 is not A-balanced, and jV (F 0) \Aj  1),
1
(F 0 is A-balanced and jV (F 0) \Aj  1, or
F 0 is unbalanced and jV (F 0) \Aj = 0),
0 (otherwise):
Proof. For an edge set F  E, dene LA(F ) := LV (F )\A. Let us rst check
G;A(F ) = hF [ LA(F )i
for any connected edge set F  E.
Suppose that V (F ) \ A = ;. We then have hF [ LA(F )iv = hF iv for every vertex
v 2 V (F ), since LA(F ) = ;. If F is balanced, then hF iv is trivial, which implies hF [
LA(F )i = 0 = G;A(F ). Otherwise (i.e., if F is unbalanced), hF i is a nontrivial subgroup
of  , and hence hF [ LA(F )i = 1 = G;A(F ).
Suppose next that jV (F )\Aj  1. If F is A-balanced, then we can see hF [LA(F )i =
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1 = G;A(F ) as follows. Take a terminal a 2 V (F ) \ A. Then, the label of every path in
G[F ] from a to any other terminal in V (F ) \ A is the identity as F is A-balanced, and
hence hF [ LA(F )ia = f1  ; g.
Otherwise, G[F ] contains a non-zero A-path or an unbalanced cycle. In the former
case, take an end vertex a of a non-zero A-path in G[F ]. Then, hF [ LA(F )ia contains
 and  1  , where  is the label of the non-zero A-path. Since  is not the identity,
hF [LA(F )i = 2 = G;A(F ). In the latter case (i.e., when F is unbalanced with jV (F )\
Aj  1), we can similarly see hF [ LA(F )i = 2 = G;A(F ) as follows. Take a terminal
a 2 V (F ) \ A. Then, hF [ LA(F )ia contains  and , where  is the nonzero label of a
closed a-walk in G[F ]. This implies hF [ LA(F )i = 2 by the denition of .
Note that, for any vertex set U  V , we have f(LU ) = jLU j. Since fG;A is dened as
the contraction of fG by LA, we complete the proof as follows: for any edge set F  E,
fG;A(F ) = fG(F [ LA)  fG(LA)
= fG(F [ LA(F ))  fG(LA(F ))
=
X
F 02comp(F )
 
2jV (F 0)j   2 + hF 0 [ LA(F 0)i   fG(LA(F 0))

=
X
F 02comp(F )
 
2jV (F 0)j   2 + G;A(F 0)  jV (F 0) \Aj

:
Lemma 4.5 implies that fG;A is invariant up to the A-equivalence of G. Analogously
to Theorem 4.1, the following lemma characterizes the matchings in (E; fG;A).
Lemma 4.6. A subset F  E is a matching in (E; fG;A) if and only if
 G[F ] contains no cycle, and
 for each F 0 2 comp(F ), we have jV (F 0) \ Aj  2 and the A-path between the two
terminals is non-zero if jV (F 0) \Aj = 2.
Proof. By Lemma 4.5, it suces to check the statement for each connected edge set F .
If G[F ] contains a cycle, then fG;A(F )  2jV (F )j   1 < 2jF j by Lemma 4.5, since
G;A(F ) jV (F )\Aj  1 follows from the fact that jV (F )\Aj  1 whenever G;A(F ) = 2.
Hence, F is not a matching.
Suppose that G[F ] contains no cycle. If jV (F ) \ Aj  1, then G;A(F ) = jV (F ) \ Aj
and hence fG;A(F ) = 2jV (F )j   2 = 2jF j, i.e., F is a matching. If jV (F ) \ Aj = 2, then
G;A(F ) = jV (F ) \ Aj if and only if the A-path between the two terminals is non-zero,
and hence F is a matching if and only if the A-path is non-zero. If jV (F ) \ Aj  3, then
G;A(F ) < jV (F ) \Aj and hence fG;A(F )  2jV (F )j   1. Thus, F is not a matching.
We have the following relation between the maximum objective values of the two
problems. Recall that (E; fG;A) denotes the maximum size of a matching in (E; fG;A),
and let (G;A) denote the maximum number of vertex-disjoint non-zero A-paths in G.
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Theorem 4.7. If G is connected and A 6= ;, then (E; fG;A) = jV j   jAj+ (G;A).
Proof. Let us simply denote  := (E; fG;A) and  := (G;A). Let F  E be a maximum
matching in (E; fG;A). We denote by ci the number of connected components of G[F ]
containing exactly i 2 f0; 1; 2g terminals, where each isolated terminal contributes c1. By
Lemma 4.6 and the maximality of F , we may assume c2   and that each connected
component of G[F ] contains one or two terminals. Therefore,  = jF j = jV j   (c1 + c2) =
jV j   jAj+ c2  jV j   jAj+ .
The converse direction can be easily seen as follows. Let F be the edge set of a
maximum number of vertex-disjoint non-zero A-paths. By Lemma 4.6, F is a match-
ing extendable to be a maximal matching F^ so that each connected component of G[F^ ]
contains one or two terminals. Hence,   jF^ j = jV j   jAj+ .
The proof implies that, for any maximum matching F  E in (E; fG;A), the cor-
responding subgraph G[F ] contains a maximum number of vertex-disjoint non-zero A-
paths in G, which can be extracted by the depth rst search from each terminal in A by
Lemma 4.6. This observation completes our reduction.
4.4 Applications
4.4.1 Enumeration of nontrivial double circuits
The key observation for applying Lovasz' theory on matroid matching is to enumerate all
nontrivial double circuits of (E; fG;A). The following lemma is an extension of [59, Lemma
3.4] and shows that (E; fG;A) is a relatively simple 2-polymatroid.
Lemma 4.8. For a  -labeled graph G = (V;E) and a terminal set A  V , every nontrivial
double circuit D  E in (E; fG;A) is a tree whose leaves are all terminals, and is in one
of the following forms (see Fig. 4:1).
D1 V (D) \ A = fa1; a2; a3g, and all three A-paths in G[D] are zero paths and intersect
at a non-terminal v 2 V (D) nA.
D2 V (D) \ A = fa1; a2; a3; a4g, and G[D] contains six A-paths. At most one of the six
A-paths is a zero path, and all A-paths intersect at a non-terminal v 2 V (D) nA.
D3 V (D)\A = fa1; a2; a3; a4g, and G[D] contains vertex-disjoint a1{a2 path and a3{a4
path, which are connected by a path between two non-terminals u; v 2 V (D)nA. The
a1{a2 path is a zero path and intersects v, and the others are non-zero.
D4 V (D)\A = fa1; a2; a3; a4g, and G[D] contains only four A-paths. Three of the four
connecting a1; a2; a3 intersect at a non-terminal v 2 V (D) nA, and the rest connects
a3 and a4. The A-path between a1 and a2 is a zero path, and the others are non-zero.
D5 V (D) \ A = fa1; a2; a3; a4g, and G[D] contains only three A-paths, which are non-
zero and intersect at a1.
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D1 D2 D3
D4 D5
Figure 4.1: Nontrivial double circuits, where the dashed A-paths are zero paths, the dotted
A-path has an arbitrary label, and the others are non-zero.
C1 C2 C3
Figure 4.2: Circuits with no cycle, where only the dashed A-path is not non-zero.
Proof. We rst enumerate all the patterns of circuits in (E; fG;A) that contain no cycle.
Let C  E be such a circuit. By Lemma 4.5, one can easily check that C is connected.
Hence, we have jV (C)j = jCj + 1, and G;A(C) = jV (C) \ Aj   1 by Lemma 4.5. This
means that (G;A(C); jV (C) \Aj) = (0; 1), (1; 2), or (2; 3).
The rst case cannot occur, since G;A(C)  1 whenever jV (C)\Aj  1. If C forms a
zero A-path, then C is a circuit (Type C1 in Fig. 4.2). Otherwise, we have jV (C)\Aj = 3.
Since each leaf of G[C] must be a terminal (otherwise, the deletion of the edge incident to
a non-terminal leaf decreases the value of fG;A by 2), C is of Type C2 or C3 in Fig. 4.2.
Let D  E be a nontrivial double circuit in (E; fG;A). We shall prove that G[D] is
connected and contains no cycle. If D is not connected, then D consists of two connected
components each of which is a circuit in (E; fG;A), and hence D is trivial.
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Thus D is connected, i.e., we have the following equality by Lemma 4.5:
2jDj   2 = fG;A(D) = 2jV (D)j   2 + G;A(D)  jV (D) \Aj:
Therefore, by the denition of G;A, we have 2(jDj  jV (D)j) = G;A(D) jV (D)\Aj  1,
which implies jDj  jV (D)j. This means that G[D] contains at most one cycle.
Suppose that there exists exactly one cycle in G[D], and let C  D be its edge set.
Then, we have G;A(D) = jV (D)\Aj, i.e., (G;A(D); jV (D)\Aj) = (0; 0), (1; 1), or (2; 2).
In the rst or second case, D  e is a matching for every edge e 2 C, a contradiction. Also
when G[D] contains two A-paths in the third case, D   e is a matching for some edge
e 2 C since G[D] is unbalanced (implying that at least one of the two A-paths is non-zero)
by G;A(D) = 2. Suppose that (G;A(D); jV (D)\Aj) = (2; 2) and G[D] contains only one
A-path, which is a zero path. Then, G[D] consists of the zero A-path and an unbalanced
cycle joined at exactly one vertex. This means that D is decomposed into one circuit of
Type C1 and one forming an unbalanced cycle, and hence D is trivial, a contradiction.
Thus, D is a tree, and hence we have jV (D)j = jDj+1 and G;A(D) jV (D)\Aj =  2.
Since jV (D)\Aj  1 implies G;A(D)  1, it suces to consider two cases: jV (D)\Aj = 3
and jV (D) \Aj = 4. Similarly to the case of circuits, each leaf of G[D] is a terminal.
Suppose that jV (D)\Aj = 3. We then have G;A(D) = 1, and hence G[D] contains no
non-zero A-path. If G[D] contains only two A-paths, then D is trivial. Therefore, G[D]
contains three A-paths, and hence it is of Type D1.
Suppose that jV (D) \ Aj = 4. We then have G;A(D) = 2, and hence G[D] contains
at least one non-zero A-path. Every tree with at most four leaves is one of the following
forms: a path, three paths joined at one vertex (Fig. 4.1 D4 and D5), four paths joined
at one vertex (Fig. 4.1 D2), and two vertex-disjoint paths connected by a path between
their internal vertices (Fig. 4.1 D3). If some A-paths in G[D] have labels violating the
conditions of D2{D5 in the statement, then one can easily check from Lemma 4.6 and the
list of circuits given in Fig. 4.2 that D is trivial, there is an edge e 2 D such that D   e
is a matching, or fG;A(D) 6= 2jDj   2.
As we reviewed in Section 2.4.2, it is preferable in applying Theorem 2.16 that the
kernel of every double circuit has the rank at least one. By contracting an element in
the kernel, one can reduce the problem to a smaller one. In our situation, we observe
that the kernel of a double circuit of Type D1, D2, D3, or D4 in Lemma 4.8 contains
some loop `v; 2 L in ( ~E; f), and hence, by contracting it, we can reduce the problem
size appropriately. For the completeness, we shall formalize this fact in terms of packing
non-zero A-paths as follows. In the following two lemmas, let  := (E; fG;A).
Lemma 4.9. Let F  E be a -double-ower containing a double circuit of Type D1, D2,
D3, orD4. Then, there exists an A-equivalent  -labeled graph G0 such that (E; fG0;A+v) <
, where v is the vertex specied in Lemma 4:8.
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Proof. LetD be the double circuit in F . By Proposition 2.6, there exists anA-equivalent  -
labeled graph G0 such that all edges along each zero A-path in G[D] have the identity label.
Then, observe that every circuit in D spans the loop `v;1  2 L on v with  ~G0(`v;1 ) = ,
i.e., the kernel of D contains `v;1  , and hence fG0;A+v(C) = fG;A(C)   1 for every circuit
C in D. In the rest of this proof, we simply denote fG;A; fG0;A+v by f1; f2, respectively.
Suppose to the contrary that (E; f2) has a matchingM of size . Let us choose suchM
so that jM \ F j is maximized. We then have f2(F ) = f1(F )  1 = 2 + 1 > 2 = f2(M).
Thus, there exists an edge e 2 D n spanf2(M). Since M + e cannot be a matching in
(E; f1), we have f1(M + e)  2 + 1. Furthermore, since f2(M + e)  f1(M + e) and
e =2 spanf2(M), we obtain f1(M + e) = f2(M + e) = 2 + 1. This implies that M + e is a
-ower both in (E; f1) and in (E; f2).
Let C be the circuit in M + e with respect to (E; f2). Then, C is also the circuit of
M + e in (E; f1), since otherwise M + e becomes a matching. If C 6 F , then, for any edge
e0 2 C n F , M 0 :=M + e  e0 is a matching in (E; f2) of size  with jM 0 \ F j > jM \ F j.
This contradicts the choice of M . If C  F , then f2(C) = f1(C)   1, which contradicts
the fact that C is a circuit both in (E; f1) and in (E; f2).
In Mader's S-paths case, Lovasz introduced a notion of a regular set to solve the case
when we encounter a double circuit of Type D5. He claimed that the set of edges incident
to a1 forms a regular set in [59, Lemma 3.5 (b)]. This claim turns out to be false, but at
least we can apply the proof idea of [59, Lemma 1.6] to accomplish our purpose as follows.
Lemma 4.10. Let F be a -double-ower containing a double circuit of Type D5. Then,
(E(G  a1); fG a1;A a1) < , where a1 is the vertex specied in Lemma 4:8.
Proof. We simply denote fG;A and fG a1;A a1 by f1 and f2, respectively, and let E0 :=
E(G   a1). Suppose to the contrary that (E0; f2) has a matching M of size . Let us
choose such M so that jM \ F j is maximized, and let ~M := spanf1(M). Let D be the
double circuit in F , and let E1 be the set of edges in D incident to a1. Observe that
E1 \ C 6= ; for every circuit C in D since D is of Type D5.
Suppose that F 6 ~M [E1. Take an edge e 2 F n( ~M [E1). Then,M+e is a -ower in
(E0; f2) and the circuit C in M + e is not included in F since every circuit in D intersects
E1. Therefore, for an edge e
0 2 C nF , M 0 :=M + e  e0 is a matching in (E0; f2) of size 
with jM 0 \ F j > jM \ F j, which contradicts the choice of M .
Suppose that F  ~M [ E1. Recall that E1  D and every A-path in G[D] is non-
zero. Therefore, if there exists an edge e 2 E1 incident to a connected component M 0 2
comp( ~M) that does not contain a non-zero A-path, then G;A(M
0 + e) = G;A(M 0) + 1
holds, and hence f1( ~M + e) = f1( ~M) + 2. This however implies f1(M + e) = f1(M) + 2,
and hence M + e is a matching of size  + 1 in (E; f1), a contradiction. Otherwise (i.e.,
if each connected component of G[ ~M ] around a1 contains a non-zero A-path), we have
f1( ~M [E1) = f1( ~M)+1 = f1(M)+1 = 2+1. However, since F  ~M [E1, we also have
f1( ~M [ E1)  f1(F ) = 2 + 2, a contradiction.
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4.4.2 Alternative proof for min-max duality
First, we restate the min-max formula of Chudnovsky et al. [7] (Theorem 3.5). For a
 -labeled graph G = (V;E) and vertex subsets A;X  V , we dene
t(G;A;X) := jXj+
X
H2comp(G X E0)
 jV (H) \Aj
2

;
where E0 := f e = uv 2 E j u; v 2 A;  G(e) = 1  g.
Theorem 4.11 (Restatement of Theorem 3.5). Let G = (V;E) be a  -labeled graph and
A  V a terminal set. Then,
(G;A) = min
G0;A0;X
t(G0; A0;X);
where the minimum is taken over all A-equivalent  -labeled graphs G0 and all vertex subsets
A0; X  V with A  A0.
Proof. The direction of  is easy to see as follows. For any A-equivalent  -labeled graphs
G0, any vertex subset X  V , and any A0 with A  A0  V , we have
(G;A) = (G0; A)  (G0; A0 [X)  t(G0; A0;X):
The rst equality holds since shifting at any non-terminal in V n A does not change the
label of any A-path. The next inequality holds since each non-zero A-path contains at
least one non-zero (A0 [X)-path as its subpath. The nal inequality holds, since at most
jXj paths in a family of vertex-disjoint (A0[X)-paths can intersect X and each connected
component of G  X contains a family of vertex-disjoint A0-paths of size at most half of
the number of terminals in it.
We now show the converse direction by using Lovasz' theorem (Theorem 2.16) for the
associated 2-polymatroid (E; fG;A). The proof is done by induction on jV nAj+ jEj. We
may assume that G is connected, A is nonempty, and there is no A-path consisting of a
single edge with the identity label. By Theorem 2.16, we split the proof into four cases.
Case 1. When (i) in Theorem 2.16 holds.
We then have fG;A(E) = 2(E; fG;A) + 1, and by Theorem 4.7 and Lemma 4.5,
(G;A) = (E; fG;A)  jV j+ jAj
=
fG;A(E)  1
2
  jV j+ jAj
=
2jV j   3 + G;A(E)  jAj
2
  jV j+ jAj
=
G;A(E) + jAj   3
2
: (4.5)
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If G;A(E) = 1, then jAj  2 and E is A-balanced, and hence G is A-equivalent to a
trivially-balanced  -labeled graph G0. This implies that t(G0; V ; ;) = 0, which is no more
than (G;A) by (4.5). If G;A(E(G)) = 2, then jAj is odd, and hence by (4.5), we have
(G;A) =
jAj   1
2
=
 jAj
2

= t(G;A; ;):
Case 2. When (ii) in Theorem 2.16 holds.
Then, there is a partition fE1; E2g of E such that (E; fG;A) = (E1; fG;A)+(E2; fG;A).
By Theorem 4.7,
(G;A) = (E; fG;A)  jV j+ jAj
= (E1; fG;A) + (E2; fG;A)  jV nAj
=
2X
i=1
((Ei; fG;A)  jV (Ei) nAj) + j(V (E1) \ V (E2)) nAj
=
2X
i=1
(G[Ei]; A) + j(V (E1) \ V (E2)) nAj: (4.6)
By the induction hypothesis, for each i 2 f1; 2g, there exist Gi; Ai; Xi such that Gi is
A-equivalent to G[Ei], A  Ai  V , Xi  V , and (G[Ei]; A) = t(Gi; Ai;Xi). Dene
X := X1 [ X2 [ (V (E1) \ V (E2) n A) and A0 := A1 [ A2. For each i 2 f1; 2g, let E0i
be the set of edges in Ei that are contained in G   X. Since V (E01) \ V (E02)  A by
(V (E1) \ V (E2)) n A  X, there exists an A-equivalent  -labeled graph G0 such that
Gi[E
0
i] = G
0[E0i] for each i 2 f1; 2g. We then have (G;A)  t(G0; A0;X) by (4.6).
Case 3. When (iii) in Theorem 2.16 holds.
Then, there exists an edge e = uv 2 E contained in the span of every maximum
matching in (E; fG;A).
We rst show that, for any maximum matching M in (E; fG;A) with e =2M ,
if e connects distinct connected subsets of M , say M1;M2 2 comp(M),
then G[Mi] contains a non-zero A-path for each i 2 f1; 2g.
(4.7)
To see this, observe rstX
i=1;2
(G;A(Mi)  jV (Mi) \Aj) = 2 + G;A(M1 [M2 + e)  jV (M1 [M2 + e) \Aj;
by fG;A(M) = fG;A(M + e) and Lemma 4.5. Moreover, since F is a matching, we have
G;A(Mi) = jV (Mi) \ Aj, which means 2 + G;A(M1 [M2 + e) = jV (M1 [M2 + e) \ Aj.
Therefore, (G;A(M1 [M2 + e); jV (M1 [M2 + e)\Aj) = (0; 2), (1; 3), or (2; 4). However,
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if jV (M1 [M2+ e)\Aj  1 then G;A(M1 [M2+ e)  1, and if jV (M1 [M2+ e)\Aj  3
then G;A(M1[M2+e)  2 since G[M1] or G[M2] contains a non-zero A-path in this case.
It thus follows that jV (M1 [M2+ e)j = 4 holds and G[Mi] contains a non-zero A-path for
each i 2 f1; 2g.
Suppose that u; v 2 A. We may assume that  G(e) 6= 1  since otherwise we can delete
the edge e = uv 2 E and use induction. Let P be a maximum family of vertex-disjoint
non-zero A-paths in G, and VP and EP its vertex set and edge set, respectively. Suppose
that u 62 VP . Then, we must have v 2 VP . If we extend EP to a maximum matching M ,
then u and v belong to distinct connected components of M and moreover the component
that contains u does not contain a non-zero A-path. This however contradicts (4.7). Thus,
every maximum family of vertex-disjoint non-zero A-paths intersects the terminal u, and
hence we can delete u (by adding u to X) and use induction to complete the proof.
Suppose that u =2 A. If the addition of u to A does not increase the value of , then
we can use induction since jV n Aj decreases. Otherwise, there are  + 1 vertex-disjoint
non-zero (A+ u)-paths P0; P1; : : : ; P in G such that u is an end vertex of P0. Let a 2 A
be the other end vertex of P0. If G contains no A-path traversing the edge e = uv, then
we can delete e and use induction to complete the proof. Hence, we assume that there
exists an A-path Q traversing e in G.
Let AP := A[(
S
i=1 V (Pi)), and Q
0 be the subpath of Q that is an AP -path traversing
the edge e. We walk along P0 from a until we hit Q
0 rst, and then continue walking along
Q0 so that we traverse e until the end of Q0. The resulting path, denoted by P 00, is an
AP -path which starts at a and traverses e. Then, an edge set (E(P 00)  e) [ (
S
i=1E(Pi))
is a matching extendable to be a maximum matching M with e =2 M . Furthermore, e
connects distinct connected components of G[M ], at least one of which does not contain
a non-zero A-path. This again contradicts (4.7), and we complete the proof.
Case 4. When (iv) in Theorem 2.16 holds.
Then, there exists a nontrivial -double-ower F  E. By Lemma 4.8, F contains a
double circuit D of one of the ve types. If D is of Type D1, D2, D3, or D4, then, by
Theorem 4.7, Lemma 4.9, and the induction hypothesis, we have
(G;A) = (E; fG;A)  jV j+ jAj
 (E; fG0;A+v) + 1  jV j+ jA+ vj   1
= (G0; A+ v)
= t(G00; A0;X); (4.8)
for some A-equivalent  -labeled graph G0, (A + v)-equivalent G00, and vertex subsets
A0; X  V with A + v  A0. Note that G00 is A-equivalent to G and A  A0  V . Thus,
we complete the proof by (4.8).
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If D is of Type D5, then, by Lemma 4.10 instead of Lemma 4.9, we have
(G;A) = (E; fG;A)  jV j+ jAj
 (E(G  a1); fG a1;A a1) + 1  jV   a1j+ jA  a1j
= (G  a1; A  a1) + 1
= t(G0; A0;X) + 1;
for some  -labeled graph G0 A-equivalent to G   a1, and vertex subsets A0; X  V   a1
with A   a1  A0. Dene X 0 := X + a1. Then, we have t(G0; A0;X) + 1 = t(G00; A0;X 0),
where G00 is A-equivalent to G (and G00   a1 = G0), A  A0  V , and X 0  V . This
completes the proof.
4.4.3 Algorithm via matroid matching
The high-level idea of Lovasz' matroid matching algorithm [61] is to maintain a nonempty
family of same-size matchings in a 2-polymatroid (E; f) with \improving" it repeatedly.
Most parts of his algorithm work for general 2-polymatroids, and the crucial step using
linear representations is as follows (cf. [61, Algorithm 3.2]): for a positive integer k 2 Z>0,
a nontrivial k-double-ower F , and a matching M of size k such that span(M) does not
include the kernel of the double circuit in F , to nd a matching of size k + 1. Based on
the enumeration of nontrivial double circuits (Lemma 4.8), we show that this step can be
done for our 2-polymatroid.
Claim 4.12. Let (E; fG;A) be the 2-polymatroid dened in Section 4:3, k 2 Z>0 a positive
integer, F  E a nontrivial k-double-ower in (E; fG;A), and M  E a matching of size
k such that spanfG;A(M) does not include the kernel of the double circuit in F . Then, one
can nd a matching of size k + 1 in (E; fG;A) in polynomial time.
Proof. Let D be the nontrivial double circuit in F . We prove the following two cases
separately: when D is of one of Types D1{D4 in Lemma 4.8, and when it is of Type D5.
Case 1. When D is of one of Types D1{D4.
As seen in the beginning of the proof of Lemma 4.9, there exists an A-equivalent  -
labeled graph in which all edges along each zero A-paths in G[D] have the identity label.
Without loss of generality (by shifting at v in advance if necessary), we assume that G
itself satises this condition. Then, the kernel of D is f`v;1 g as observed in the proof of
Lemma 4.9. Hence, the assumption implies `v;1  62 spanfG;A(M). This means
fG;A+v(M) = fG;A(M + `v;1 )  fG;A(`v;1 ) = (fG;A(M) + 1)  1 = fG;A(M) = 2jM j;
i.e., M is a matching of size k also in (E; fG;A+v). The proof of Lemma 4.9 claims that,
if k = (E; fG;A), then this (E; fG;A+v) contains no matching of size k. In other words,
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if (E; fG;A+v) contains a matching of size k, then (E; fG;A) contains a larger matching,
which is indeed constructed as follows.
We simply denote fG;A and fG;A+v by f1 and f2, respectively. Since f2(F ) = f1(F ) 
1 = 2k+1 > 2k = f2(M), there exists an edge e 2 D n spanf2(M). If f1(M + e) = 2k+2,
then we have done. Suppose that f1(M+e)  2k+1. Since f1(M+e)  f2(M+e)  2k+1,
we have f1(M + e) = f2(M + e) = 2k + 1, and hence M + e is a k-ower both in (E; f1)
and in (E; f2).
Let C be the circuit in M + e with respect to f2. Then, so is it with respect to f1,
since otherwise M + e is a matching in (E; f1). If C 6 F , then, for any edge e0 2 C n F ,
M 0 := M + e   e0 is a matching in (E; f2) with jM 0 \ F j > jM \ F j. Since f1(M + e) =
f2(M + e), the kernel f`v;1 g of D is not spanned by M 0 as well as M + e. Therefore, by
replacing M with M 0, after at most k iterations, we can nd a matching of size k + 1 in
(E; f1).
Case 2. When D is of Type D5.
It is easy to check that the kernel of D is f `a1; 2 L j  2   n f1 g g. If the connected
component of G[M ] containing a1 contains another terminal in A, then the A-path in it
is non-zero by Lemma 4.6, which implies that the kernel is spanned by M . Hence, the
assumption means that the connected component of G[M ] containing a1 contains no other
terminal in A.
Without loss of generality, we may assume that G is connected and contains no re-
dundant vertex, i.e., every vertex is contained in some A-path. Then, G  a1 is connected
by Proposition 2.1. This implies that every connected component of G[M ]   a1 can be
connected to another connected component by an edge not in M , and hence one can
take a matching M 0 of size k in (E(G   a1); fG a1;A a1). Lemma 4.10 claims that if
k = (E; fG;A), then this (E(G a1); fG a1;A a1) contains no matching of size k. In other
words, if (E(G  a1); fG a1;A a1) contains a matching of size k, then (E; fG;A) contains a
larger matching, which is indeed constructed as follows.
We simply denote fG;A and fG a1;A a1 by f1 and f2, respectively, and let E0 :=
E(G  a1), E1 := G(a1) \D, and ~M := spanf1(M 0).
Suppose that F 6 ~M [ E1. Take an edge e 2 F n ( ~M [ E1). If f1(M 0 + e) = 2k + 2,
then we have done. Otherwise, we have f1(M
0 + e) = f2(M 0 + e) = 2k + 1, i.e., M 0 + e
is a k-ower both in (E; f1) and in (E
0; f2). The circuit C in M 0 + e is not included in
F (since each circuit in F must contain some edge in E1), and hence there exists an edge
e0 2 C n F such that M 00 := M 0 + e   e0 is a matching with jM 00 \ F j > jM 0 \ F j. Since
we have M 00 \ G(a1) = ; as well as M 00 \ G(a1) = ;, by replacing M 0 with M 00, after at
most k iterations, we can nd a matching of size k + 1.
Otherwise, F  ~M [ E1. If there exists an edge e 2 E1 incident to a connected
component M 00 2 comp( ~M) that does not contain a non-zero A-path, then G;A(M 00 +
e) = G;A(M
00) + 1, and hence f1( ~M + e) = f1( ~M) + 2. This implies f1(M 0 + e) =
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f1(M
0) + 2 = 2k + 2, i.e., M 0 + e is a matching of size k + 1 in (E; f1). Otherwise, each
connected component of G[ ~M ] around a1 contains a non-zero A-path. Then, we have
f1( ~M [ E1) = f1( ~M) + 1 = 2k + 1, which contradicts that f1( ~M [ E1)  f1(F ) = 2k + 2
(recall that F  ~M [ E1).
4.5 Extension to Axiomatic Model
For the sake of convenience, we restate the problem. Recall that a family F of A-paths is
said to be symmetric if P 2 F for every P 2 F .
Axiomatic Model
Input: An undirected graph G, a terminal set A  V (G), and a symmetric family F of
A-paths in G.
Goal: Find a family P of vertex-disjoint A-paths in F such that jPj is maximum.
Denition 4.13 (Weak Triple Exchange). Let G = (V;E) be an undirected graph and
A  V a terminal set. A symmetric family F of A-paths in G is weakly triple exchangeable
if it satises the following condition: for every A-path P 2 F , inner vertex v 2 V (P ) nA,
terminal a 2 A n V (P ), and a{v path Q in G openly disjoint from P , at least one of the
two A-paths obtained by extending Q along P is in F .
Theorem 4.14. The axiomatic model with the weak triple exchange property reduces to
the matroid matching problem.
Proof. Let G = (V;E) be an undirected graph, A  V a terminal set, and F be a
symmetric family of A-paths in G. Dene a set function fF : 2E ! Z0 by
fF (F ) :=
X
F 02comp(F )
 
2jV (F 0)j   2 + F (F 0)  jV (F 0) \Aj

; (4.9)
for each edge set F  E, where F : 2E ! Z is dened as
F (F 0) :=
8>>>><>>>>:
2 (G[F 0] contains an A-path in F or a cycle and jV (F 0) \Aj  1),
1
(G[F 0] contains no A-path in F and no cycle and jV (F 0) \Aj  1, or
G[F 0] contains a cycle and jV (F 0) \Aj = 0),
0 (otherwise):
Claim 4.15. If F is weakly triple exchangeable, then (E; fF ) is a 2-polymatroid.
Proof. It is obvious that we have fF (;) = 0. Let us x arbitrary edge sets X;Y  E with
X  Y . For each Yi 2 comp(Y ), dene Xi := fXj 2 comp(X) j Xj  Yi g.
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To see the monotonicity, it suces to show
2jV (Yi)j 2+F (Yi) jV (Yi)\Aj 
X
Xj2Xi
(2jV (Xj)j   2 + F (Xj)  jV (Xj) \Aj) ; (4.10)
for each Yi 2 comp(Y ). Since the left-hand side of (4.10) is nonnegative by jV (Yi)j  2,
we may assume Xi 6= ;. Since Yi 
S
Xj2Xi Xj and each Xj 2 Xi is connected, we have
2jV (Yi)j   jV (Yi) \Aj = jV (Yi)j+ jV (Yi) nAj

X
Xj2Xi
(jV (Xj)j+ jV (Xj) nAj)
=
X
Xj2Xi
(2jV (Xj)j   jV (Xj) \Aj) :
Let us take k 2 argmaxjf F (Xj) j Xj 2 Xi g. Then, F (Yi)  F (Xk) by Yi  Xk. Since
F (F )  2  0 for every connected edge set F  E, we have shown the inequality (4.10).
To see the submodularity, it suces to show
fF (X + e)  fF (X)  fF (Y + e)  fF (Y )
for every edge e = uv 2 E nY . Note that, by simple observation, the addition of one edge
increases the value of fF by at most 2.
Case 1. When u; v 2 V (Xi) for some Xi 2 comp(X).
Let us take Yi 2 comp(Y ) with Xi  Yi. Suppose that fF (X + e) = fF (X). Then,
F (Xi + e) = F (Xi) =: . Since G[Xi + e] contains a cycle traversing e, we have  = 1
or 2. By the monotonicity of F , it suces to check the case of  = 1 and F (Yi) = 1.
In this case, G[Xi] contains a cycle and no terminal, and so does G[Yi], which implies
F (Yi + e) = 1.
The addition of one edge connecting the same connected component increases the
value of fF by at most 1, since it adds no new vertex to the component. Then, the case
of fF (X + e) = fF (X) + 1 is obvious.
Case 2. When u 2 V (Xi) and v 2 V (Xj) for distinct Xi; Xj 2 comp(X).
Let us take Yi; Yj 2 comp(Y ) with Xi  Yi and Xj  Yj . Note that we may have
Yi = Yj . If F (Xi) = F (Xj) = 2, then fF (X + e) = fF (X). In this case, we have also
F (Yi) = F (Yj) = 2, and hence fF (Y +e) = fF (Y ) whether Yi = Yj or not. If F (Xi) = 2
and F (Xj) = 1, then fF (X + e) = fF (X) + 1. In this case, we have F (Yi) = 2 and
F (Yj)  1, and hence fF (Y + e)  fF (Y ) + 1 whether Yi = Yj or not.
Suppose F (Xi) = F (Xj) = 1 and F (Xi [ Xj + e) = 1. In this case, we have
fF (X + e) = fF (X) + 1, and hence it suces to show fF (Y + e)  fF (Y ) + 1. Then, we
assume Yi 6= Yj . We observe either that G[Xi] and G[Xj ] contain cycles and no terminal,
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or that G[Xi] and G[Xj ] contain neither an A-path in F nor a cycle, jV (Xi)\Aj  1, and
jV (Xj) \Aj  1.
In the former case, if F (Yi [ Yj + e) = 2, then at least one of G[Yi] and G[Yj ]
contains a terminal, and hence F (Yi) = 2 or F (Yj) = 2, since each of G[Yi] and G[Yj ]
contains a cycle. This means fF (Y + e)  fF (Y ) + 1 since F (Yi)  F (Xi) = 1 and
F (Yj)  F (Xj) = 1.
In the latter case, suppose that F (Yi) = F (Yj) = 1. Then, G[Yi [Yj ] contain neither
an A-path in F nor a cycle. Suppose that G[Yi [ Yj + e] contains an A-path P 2 F . Let
Q 62 F be an A-path in Xi [Xj + e from a 2 V (Xi) \ A to b 2 V (Xj) \ A. Since both
P and Q traverse the edge e and Yi [ Yj + e is a tree, we can partition P and Q into
P1; P2; P3 and Q1; Q2; Q3, respectively, so that E(P1)  Yi n E(Q), E(P3)  Yj n E(Q),
E(Q1)  Yi n E(P ), E(Q3)  Yj nE(P ), and P2 = Q2.
Since P 6= Q, we may assume that P1 and Q1 are both nonempty. Let R1 := P1 P2 
P3 = P , R2 := Q1  P2  P3, and R3 := P1  Q1. By the weak triple exchange property,
R2 2 F since R3 is contained in G[Yj ]. If P3 = Q3 = ;, then R2 = Q 62 F , a contradiction.
If P3 and Q3 are both nonempty, then, by weak triple exchange, Q1 P2 Q3 is also in F ,
but this A-path coincides with Q, a contradiction again.
Analogously to Lemma 4.6 and Theorem 4.7, we can show the following claims by
almost the same arguments using Claim 4.15 instead of Lemma 4.5. These claims complete
this proof since, for any maximum matching M in (E; fF ), G[M ] contains a maximum
family of vertex-disjoint A-paths in F , which can be extracted by breadth rst search.
Here, suppose that F satises the weak triple exchange property.
Claim 4.16. A subset F  E is a matching in (E; fF ) if and only if
 G[F ] contains no cycle, and
 for each F 0 2 comp(F ), we have jV (F 0) \ Aj  2 and the A-path between the two
terminals is in F if jV (F 0) \Aj = 2.
Claim 4.17. If G is connected and A 6= ;, then the maximum number of vertex-disjoint
A-paths in F is equal to (E; fF )  jV j+ jAj.
Theorem 4.14 does not necessarily lead to a good characterization or an ecient al-
gorithm, since we do not mention its nontrivial double circuits, i.e., how to reduce the
problem size when we encounter (iv) in Theorem 2.16. In particular, the 2-polymatroid
(E; fF ) dened by (4.9) has another type of nontrivial double circuits, each of which is
obtained by gluing two A-paths not in F as Fig. 4.3.
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Figure 4.3: New nontrivial double circuits in (E; fF ), where any A-path is not in F .
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Chapter 5
Packing A-paths
via Linear Matroid Parity
In this chapter, we investigate the reducibility of the problem of packing A-paths to the lin-
ear matroid parity problem, which is a special case of the matroid matching problem with
the input 2-polymatroids linearly represented. In particular, for the subgroup-forbidden
model, we clarify when the problem admits a reasonable reduction.
This chapter is based on [94] and organized as follows. In Section 5.1, we review
a reduction of Mader's S-paths problem due to Schrijver [78, Section 73.1a], which in
fact gives a linear representation of Lovasz' 2-polymatroid in Section 4.1. Section 5.2
is devoted to presenting our result for the subgroup-forbidden model: a necessary and
sucient condition for the groups in question to admit a reasonable reduction extending
Schrijver's one. The proof is divided into the suciency and necessity parts, which are
shown in Sections 5.3 and 5.4, respectively. In Section 5.5, we apply our result to various
cases and show that a large class admits our reduction, which leads to fast algorithms.
5.1 Schrijver's Reduction of Mader's S-paths
For the sake of convenience, we restate the two problems again (the rst appearances are
in Sections 3.2 and 2.4.1).
Mader's S-paths Problem
Input: An undirected graph G = (V;E) and a terminal set A  V with its partition S.
Goal: Find a family P of vertex-disjoint S-paths in G such that jPj is maximum.
Linear Matroid Parity Problem
Input: A nite set E and a matrix Z 2 F r2E over a eld F, where r 2 Z>0.
Goal: Find a matching M  E for Z such that jM j is maximum.
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For an instance of Mader's problem, we shall construct an associated matrix Z 2
Q2V2E as follows.
Associate each edge e = uw 2 E with a 2-dimensional linear subspace
Le := fx 2 (Q2)V j x(u) + x(w) = 0; x(v) = 0 (v 2 V n fu;wg) g
of (Q2)V . For each terminal a 2 Ai (i 2 [k]), dene a 1-dimensional linear subspace
Qa := fx 2 (Q2)V j x(a) 2

 
1
i

; x(v) = 0 (v 2 V   a) g
of (Q2)V , where hxi := f kx j k 2 F g for a vector x 2 F r over a eld F.
Let Q :=
P
a2AQa and E := fLe=Q j e 2 E g. Note that dim(Le=Q) = 2 for every
edge e 2 E, since we may assume that no edge connects two terminals in the same class
of S. Let us construct a matrix Z = (Ze)e2E 2 Q2V2E associated with E by enumerating
the bases of Le=Q for all edges e 2 E, i.e., Ze := (be; ce) 2 Q2V2 for each edge e 2 E,
where fbe; ceg is an arbitrary xed basis of Le=Q. Then, each edge set F  E is a matching
for Z if and only if dim(LF =Q) = 2jF j, where LF :=
P
e2F Le.
The above matrix Z is also obtained as follows: starting with the Kronecker product
BG 
 I2 2 Q2V2E of the incidence matrix BG 2 QVE of G (where each edge in G is
assumed to be arbitrarily oriented) and the 22 identity matrix I2 2 Q22, appropriately
eliminate it by using a basis x 2 (Q2)V of Qa for each terminal a 2 Ai (i 2 [k]), which is
dened by x(a) :=
 
1
i

and x(v) := 0 (v 2 V   a).
The following theorem shows a connection between the maximum number of vertex-
disjoint S-paths in G and the maximum cardinality of a matching for Z, which completes
the reduction. A proof and how to construct vertex-disjoint paths in G from a matching
for Z are described in Section 5.3 for a generalized version of this reduction (cf. the proof
of Theorem 4.7).
Theorem 5.1 (Schrijver [78, (73.20)]). Suppose that G is connected and A 6= ;. Then,
the maximum number of vertex-disjoint S-paths in G is equal to (Z)  jV j+ jAj.
By applying Theorems 2.17 and 2.18, we obtain deterministic and randomized algo-
rithms for Mader's S-paths problem which runs in O(jV j!  jEj) time and O(jV j! 1  jEj)
time, respectively. Since we may assume that the input graph is simple (and hence
jEj = O(jV j2)), these bounds are already better than O(jV j5), which is obtained by
applying the algorithm for packing non-zero A-paths due to Chudnovsky et al. [6] (see
Theorem 3.6). In addition, Cheung et al. [5, Section 5.1.3] gave a further improvement as
follows by utilizing a nice property of an associated matrix Z.
Theorem 5.2 (Cheung{Lau{Leung [5]). One can solve Mader's S-paths problem in O(jV j!)
time by a randomized algorithm.
Since we utilize their algorithm and speeding-up argument, here we give a brief de-
scription of their ideas. It is based on the following matrix formulation.
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Theorem 5.3 (Lovasz [58]). Let E be a nite set and Z = (Ze)e2E 2 F r2E a matrix
over a eld F, where r 2 Z>0. Suppose that Ze = (be; ce) 2 F r2 for each e 2 E, and
dene
Y :=
X
e2E
xe 

b>e ce   c>e be

; (5.1)
where xe (e 2 E) are algebraically independent indeterminates. Then, 2(Z) = rankY .
By Theorem 5.3, one can compute the maximum cardinality of a matching for Z 2
F r2E by computing the rank of Y 2 ~F rr, where ~F denotes the eld obtained by adding
the indeterminates xe (e 2 E) to F. Moreover, one can nd a maximum matching by
nding a minimal subset F  E such that rankYF = rankY , where
YF :=
X
e2F
xe 

b>e ce   c>e be

:
Their algorithm rst assigns random values for the indeterminates xe (e 2 E) in Y
in Theorem 5.3. Let Y 0 2 F rr be the resulting matrix. For each element e 2 E, the
algorithm checks whether ~Y 0 := Y 0   x0e 
 
b>e ce   c>e be

has the same rank as Y 0 or not,
where x0e 2 F denotes the value assigned to the indeterminate xe. If rank ~Y 0 = rankY 0, it
updates Y 0 := ~Y 0. The update can be done quickly with the aid of a small area update
formula due to Harvey [31] based on the Sherman{Morrison{Woodbury formula [91].
It is in fact needed to reformulate the problem (from nding a maximum matching
to testing the existence of a parity base), but we omit the details since it is not essential
here (see [5, Sections 4 and 6.5]). The signicant fact is that their algorithm is based on
Lovasz' matrix formulation in Theorem 5.3 and small area update.
Since an associated matrix Z 2 Q2V2E in Schrijver's reduction is sparse based on the
incidence matrix BG of G, each indeterminate xe appears at most 16 entries of Y in (5.1).
This property makes each small area update performable in constant time, which leads to
the computational time bound in Theorem 5.2. The same sparsity is assumed also in our
reduction (cf. Property 5.4).
5.2 Reducibility of Subgroup-Forbidden Model
We rst restate the problem again (the rst appearance is in Section 3.4). Let   be a group,
and remember that an A-path is  0-admissible if its label is not in a proper subgroup  0
of  .
Subgroup-Forbidden Model
Input: A  -labeled graph G, a terminal set A  V (G), and a proper subgroup  0 of  .
Goal: Find a family P of vertex-disjoint  0-admissible A-paths in G with jPj maximum.
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5.2.1 Coherent representation
We introduce two natural and signicant properties which are satised by Schrijver's
reduction. Let F be a eld. For a  -labeled graph G = (V;E) and a terminal set A  V ,
we try to construct an associated matrix Z = (Zv;e) 2 F2V2E , where Zv;e 2 F22 denotes
the submatrix of Z corresponding to a vertex v 2 V and an edge e 2 E.
The rst property guarantees the sparsity of Z. In order to admit the improving
argument due to Cheung et al. [5, Section 5.1.3], which leads to a speeding up of their
algorithm (Theorem 5.2), the associated matrix Z is desired to be sparse based on the
incidence matrix BG of G as follows.
Property 5.4. Zv;e = O for each edge e = uw 2 E and each vertex v 2 V n fu;wg.
The second property is regarding a connection between the two problems. It is natural
that a feasible or infeasible solution to the original problem is also feasible or infeasible,
respectively, in the reduced problem.
Property 5.5. For each A-path P in G, its edge set E(P ) is a matching for Z if and
only if P is  0-admissible.
For an instance of the subgroup-forbidden model, we call a matrix Z 2 F2V2E a
coherent representation if Z satises Properties 5.4 and 5.5.
5.2.2 Necessary and sucient condition
For a positive integer n 2 Z>0 and a eld F, we dene PGL(n;F) := GL(n;F)=f kIn j k 2
Fnf0g g, where GL(n;F) denotes the general linear group of degree n over F (i.e., the set of
all nonsingular nn matrices over F with the ordinary multiplication) and In 2 GL(n;F)
the n  n identity matrix. Each element of PGL is denoted by its representative in GL.
For a xed group   and its proper subgroup  0, we refer to the subgroup-forbidden model
as the  0-forbidden model if its input proper subgroup  0 is xed. We are now ready to
state the main theorem.
Theorem 5.6. Let   be a group,  0 its proper subgroup, and F a eld. Then, the following
two statements are equivalent.
(i) The  0-forbidden model can be reduced to the linear matroid parity problem with
a coherent representation over F. That is, there exists a coherent representation
Z 2 F2V2E for any  -labeled graph G = (V;E) and any terminal set A  V , under
the xed proper subgroup  0.
(ii) There is a homomorphism  :  ! PGL(2;F) with  0 =  2   j () 10 2 
 10 	.
By our reduction, a number of special cases of the subgroup-forbidden model can be
solved via linear matroid parity. Naive applications of Theorems 2.17 and 2.18 lead to de-
terministic O(jEjjV j!)-time and randomized O(jEjjV j! 1)-time algorithms, respectively.
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Moreover, because of Property 5.4, we can improve the latter bound to O(jV j! + jEj)
by the same argument as [5, Section 5.1.3]. Note that, when  0 is nite, since j 0j + 1
edges are enough between each pair of two vertices (cf. Section 3.4), we may assume
jEj = O(j 0j  jV j2).
On the other hand, as shown in Theorem 3.10, the extension of the algorithm of
Chudnovsky et al. [6] for the non-zero model requires O(jV j5 + jEj  jV j) time. Compared
to this running time bound, a coherent representation, if exists, leads to a much faster
algorithm. When jEj = O(jV j!) in particular, it reduces the computational time bound
to less than the square root (from O(jV j5) to O(jV j!)).
5.3 Reduction Procedure (Proof of Suciency Part)
In this section, we prove that Condition (ii) is sucient for (i) in Theorem 5.6 by show-
ing a procedure to construct a coherent representation. Let  :   ! PGL(2;F) be a
homomorphism with  0 = f 2   j ()Y = Y g, where Y := 
 10 is a 1-dimensional
linear subspace of F2 spanned by the vector
 
1
0
 2 F2. Fix an arbitrary  -labeled graph
G = (V;E) and an arbitrary terminal set A  V . The construction procedure is shown in
an analogous way to Schrijver's reduction of Mader's S-paths problem (Section 5.1).
Associate each arc e = uw 2 E to a 2-dimensional linear subspace
Le := fx 2 (F2)V j ( G(e))x(u) + x(w) = 0; x(v) = 0 (v 2 V n fu;wg) g (5.2)
of (F2)V . For each terminal a 2 A, dene a 1-dimensional linear subspace
Qa := fx 2 (F2)V j x(a) 2 Y; x(v) = 0 (v 2 V   a)g
of (F2)V . Let QA0 :=
P
a2A0 Qa for each subset A
0  A, and Q := QA.
Let E := fLe=Q j e 2 E g. Note that dim(Le=Q) = 2 for every edge e 2 E, since
we may assume that no edge with label in  0 connects two terminals. Let us construct a
matrix Z = (Ze)e2E 2 F2V2E associated with E by enumerating the bases of Le=Q for all
edges e 2 E, i.e., Ze := (be; ce) 2 F2V2 for each edge e 2 E, where fbe; ceg is an arbitrary
xed basis of Le=Q in (F2)V =Q. Then, each edge set F  E is a matching for Z if and
only if dim(LF =Q) = 2jF j, where LF :=
P
e2F Le.
The above matrix Z is also obtained as follows: starting with the Kronecker product
Z 0 := BG
 I2 2 F2V2E of the incidence matrix BG 2 FVE of G and the 2 2 incidence
matrix I2 2 F22, replace Z 0w;e =  I2 with  ( G(e)) for each arc e = uw 2 E, and
eliminate it by using a basis x 2 (F2)V of Qa for each terminal a 2 A, which is dened by
x(a) :=
 
1
0

and x(v) := 0 for each v 2 V   a.
Analogously to Theorem 5.1 (cf. Theorem 4.7), the following claim holds. Here, recall
that (Z) denotes the maximum cardinality of a matching for Z, and let (G;A) denote
the maximum number of vertex-disjoint  0-admissible A-paths in G.
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Claim 5.7. Suppose that G is connected and A 6= ;. Then, (G;A) = (Z)  jV j+ jAj.
In order to prove Claim 5.7, we characterize the matchings for Z analogously to
Lemma 4.6. Recall that comp(F ) denotes the partition of an edge set F  E accord-
ing to the connected components.
Claim 5.8. If an edge set F  E is a matching for Z, then each F 0 2 comp(F ) satises
one of the following conditions:
 jV (F 0) \Aj = 0 and G[F 0] contains at most one cycle;
 jV (F 0) \Aj  2, G[F 0] contains no cycle, and the A-path between the two terminals
is  0-admissible if jV (F 0) \Aj = 2.
Proof. For distinct F1; F2 2 comp(F ), the intersection of the corresponding subspaces is
trivial, i.e., LF1 \ LF2 = f0g. Hence, it suces to prove for a connected edge set F  E,
for which we have jF j  jV (F )j   1.
Dene a linear subspace XF := LF +QA(F ) of (F2)V , where A(F ) := V (F )\A. Since
every x 2 XF has at most 2jV (F )j nonzero entries, we have dim(XF )  2jV (F )j  2jF j+2.
By LF =Q = LF =QA(F ) and dim(QA(F )) = jA(F )j = jV (F ) \Aj, we have
dim(LF =Q) = dim(LF )  dim(LF \QA(F ))
= dim(XF )  dim(QA(F ))
 2jF j+ 2  jV (F ) \Aj:
Since dim(LF =Q) = 2jF j by the assumption, this inequality implies jV (F ) \Aj  2.
Suppose that G[F ] contains a cycle. Then, by jV (F )j  jF j, we have dim(XF ) 
2jV (F )j  2jF j, which implies jV (F )\Aj  0. Therefore, G[F ] contains exactly one cycle
C and jV (F ) \Aj = 0.
Suppose that G[F ] contains no cycle and jV (F )\Aj = 2. Let P = (v0; e1; v1; : : : ; ek; vk)
be the unique A-path in G[F ]. Take vectors xi 2 Lei (i = 1; 2; : : : ; k) so that x1(v0) =
 
1
0

and xi+1(vi) + xi(vi) = 0 for every i 2 [k   1]. By (5.2), each xi 2 Lei satises xi(vi) =
 ( G(ei))xi(vi 1), and hence we have xk(vk) =  ( (P ))x1(v0). If  (P ) 2  0, then
( (P ))
 
1
0
 2 Y . This implies that fxi 2 Lei j i 2 [k] g is linearly dependent in (F2)V =Q
as follows, which contradicts that F is a matching for Z:
kX
i=1
xi(v0) 2 Y n f0g;
kX
i=1
xi(vk) 2 Y;
kX
i=1
xi(vj) = 0 (j 2 [k   1]): (5.3)
Claim 5.9. An edge set F  E is a matching for Z if each F 0 2 comp(F ) satises the
second condition in Claim 5:8, i.e., jV (F 0) \ Aj  2, G[F 0] contains no cycle, and the
A-path between the two terminals is  0-admissible if jV (F 0) \Aj = 2.
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Proof. Similarly to the proof of Claim 5.8, we may assume that F is connected. Suppose
that there exists an edge set F  E that satises the assumption but is not a matching
for Z. Let us take such an edge set F so that jF j is minimized.
Suppose that G[F ] has a non-terminal leaf v 2 V n A. Let e = vw 2 F be the
incident edge. Since Le has two degrees of freedom at v-th entry, we have dim(LF =Q) =
dim(LF e=Q) + 2, which contradicts the choice of F .
Thus, every leaf is a terminal. Recall that jV (F ) \ Aj  2. Since any tree has
at least two leaves, we have jV (F ) \ Aj = 2. Hence, F forms a  0-admissible A-path
P = (v0; e1; v1; : : : ; ek; vk). Since F is not a matching for Z, there exists a set of vectors
xi 2 Lei (i = 1; 2; : : : ; k) such that fxi 2 Lei j i 2 [k] g is linearly dependent in (F2)V =Q
(satisfying (5.3) in particular). By (5.2) and (5.3), we have 0 6= x1(v0) 2 Y and xk(vk) =
 ( G(P ))x1(v0) 2 Y , which imply  G(P ) 2  0, a contradiction.
We are now ready to prove Claim 5.7. The proof is analogous to that for Theorem 4.7.
Proof of Claim 5:7. Let us simply denote  := (Z) and  := (G;A). Let F  E be a
maximum matching for Z. We denote by ci the number of connected components of G[F ]
containing exactly i 2 f0; 1; 2g terminals, where each isolated terminal contributes c1. By
Claim 5.8 and the maximality of F , we may assume c2   and that each connected
component of G[F ] contains one or two terminals. Note that, if there exists an edge
set F 0 2 comp(F ) with no terminal in G[F 0], and hence including a cycle C by the
maximality of F , then F remains a matching after replacing an edge e 2 E(C) with
an edge connecting G[F 0   e] and another connected component of G[F ]. Therefore,
 = jF j = jV j   (c1 + c2) = jV j   jAj+ c2  jV j   jAj+ .
The converse direction can be easily seen as follows. Let F  E be the edge set
of a maximum number of vertex-disjoint  0-admissible A-paths. By Claim 5.9, F is a
matching extendable to be a maximal matching F^ so that each connected component of
G[F^ ] contains one or two terminals, and hence jV j   jAj+   jF^ j  .
By the same observation as that just after the proof of Theorem 4.7, one can construct a
maximum number of vertex-disjoint  0-admissible A-paths inG from a maximummatching
F for Z by the depth rst search from each terminal, which can be done in O(jV j) time
since G[F ] is a forest. Thus, we conclude the proof of the suciency.
5.4 Extreme Case (Proof of Necessity Part)
To prove the necessity of Condition (ii) for (i) in Theorem 5.6, we construct an extreme
example. Let  = 0 denote the left cosets f 0 j  2   g, for which we denote each element
by its representative.
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For each i 2 f1; 2; 3g, let Gi = (Vi; Ei) be a star dened as follows:
Vi := fvig [ fuij j j 2 f1; 2g;  2  = 0 g;
Ei := fuijvi j j 2 f1; 2g;  2  = 0 g:
Dene a  -labeled graph G = (V;E) as follows:
V := V1 [ V2 [ V3;
E := E1 [ E2 [ E3 [ f eij = vivj j 1  i < j  3;  2   g;
 G(u

ijvi) :=  (i 2 f1; 2; 3g; j 2 f1; 2g;  2  = 0);
 G(e

ij) :=  (1  i < j  3;  2  ):
Suppose that, for the  -labeled graph G and a terminal set A := V n fv1; v2; v3g, there
exists a coherent representation Z =2 F2V2E , i.e., satisfying Properties 5.4 and 5.5. We
denote by Zv;e 2 F22 the submatrix of Z corresponding to a vertex v 2 V and an edge
e 2 E, and by be; ce 2 (F2)V the column vectors corresponding to an edge e 2 E.
Claim 5.10. Let i 2 f1; 2; 3g. For each arc e = uvi 2 Ei, we may assume that be(u) =
0 6= ce(u). Moreover, for two distinct arcs e1; e2 2 Ei to vi, fbe1(vi); be2(vi)g is linearly
dependent if and only if  G(e1) =  G(e2).
Proof. Without loss of generality, let us x i = 1. Take three arcs ej = ujv1 2 E1
(j = 1; 2; 3) with  :=  G(e1) =  G(e2) 6=  G(e3) =:  (see Fig. 5.1). Then, the two
A-paths (uj ; ej ; v1; e3; u3) (j = 1; 2) are  
0-admissible, and (u1; e1; v1; e2; u2) is not. Hence,
the two edge sets fej ; e3g (j = 1; 2) are matchings for Z, and fe1; e2g is not by Property 5.5.
The latter implies that the 2 2 submatrix Zj := Zuj ;ej is singular for each j 2 f1; 2g.
Since there exists an arc e4 = u4v1 2 E1 such that e4 6= e3 and  G(e4) = , this holds also
for j = 3, i.e., Z3 := Zu3;e3 is also singular. The former implies that Zj is not the zero
matrix, since otherwise the set f bek ; cek j k 2 fj; 3g g of corresponding vectors is linearly
dependent, a contradiction. Thus, we have rankZj = 1 (j = 1; 2; 3), and hence we may
assume bej (uj) = 0 6= cej (uj).
By this assumption and Property 5.4, for xed i 2 f1; 2; 3g, each edge set fe; e0g  Ei
with e 6= e0 is a matching for Z if and only if fbe(vi); be0(vi)g is linearly independent.
Besides, by Property 5.5, the former is equivalent to the  0-admissibility of the A-path
consisting of e and e0.
Claim 5.11. For each arc e = vivj 2 E, both Zvi;e and Zvj ;e are nonsingular.
Proof. Without loss of generality, let us x i = 1 and j = 2. Take four arcs ei1; ek2 2
Ek (k = 1; 2) to vk and e = v1v2 2 E with  G(e) =  such that 1 :=  G(e11) 6=
 G(e12) =: 2, and  G(e21)  1  2   G(e22) (see Fig. 5.2), where  denotes the
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Figure 5.1: Observed part in Claim 5.10. Figure 5.2: Observed part in Claim 5.11.
left equivalence with respect to  0. There exist four A-paths consisting of some of the
above edges and traversing e. Two of these are  0-admissible, and the other two are not.
Since fe1l; eg and fe; e2lg are matchings for Z and fe1l; e; e2lg is not for each l 2
f1; 2g, we have bek1(vk); bek2(vk) 2 hbe(vk)i+ hce(vk)i for each k 2 f1; 2g. By Claim 5.10,
fbek1(vk); bek2(vk)g is linearly independent for each k 2 f1; 2g. Hence, fbe(vk); ce(vk)g is
linearly independent, which implies that Zvk;e is nonsingular.
By Claim 5.11, for every three arcs e1 = v1v2, e2 = v1v3, and e3 = v3v2, we may
assume that Zv1;e1 = Zv1;e2 = Zv3;e3 = I2, and moreover Zv2;e1  Zv3;e2  Zv2;e3 if
 G(e1) =  G(e2) =  G(e3) as follows. Here, Z1  Z2 for nonsingular Z1; Z2 2 F22 means
that Z1 = kZ2 for some k 2 F n f0g.
Choose e1 = v1v2 2 E with  G(e1) = 1 , and let B := Zv2;e1 . Redene be(v2) :=
B 1be(v2) for each edge e 2 E2 and Zv2;e := B 1Zv2;e for each arc e = viv2 2 E (i 2
f1; 3g), and then we have Zv2;e1 = I2. This redenition leads to the linear dependence of
fbf1(v1); bf2(v2)g for each pair of edges f1 2 E1 and f2 2 E2 with  G(f1) =  G(f2). Then,
by the similar redenition around v3, each two-vector subset of f bfi(vi) j i 2 f1; 2; 3g g is
linearly dependent for fi 2 Ei (i = 1; 2; 3) with  G(f1) =  G(f2) =  G(f3).
The following claim concludes the proof of the necessity. It should be noted that the
1-dimensional subspace Y of F2 in Claim 5.12 can be replaced with

 
1
0

by an appropriate
basis transformation, which leads to the same condition in Theorem 5.6.
Claim 5.12. For each edge e = v1v2 2 E, let ( G(e)) := Zv2;e. Then,  :  ! PGL(2;F)
is homomorphic. Moreover, for f = uv1 2 E1 with  G(f) = 1 , Y := hbf (v1)i satises
 0 = f 2   j ()Y = Y g.
Proof. Take seven arcs ei1; ei2 2 Ei (i = 1; 2), e1 = v1v2, e2 = v1v3, and e3 = v3v2 so that
1 = 32, 1 :=  G(e11) 6=  G(e12) =: 2, and  G(e21)  11  12   G(e22), where
i :=  G(ei) (i = 1; 2; 3) (see Fig. 5.3).
For each j 2 f1; 2g, since A-paths formed by fe1j ; e1; e2jg and fe1j ; e2; e3; e2jg are not
 0-admissible, we have be2j (v2) 2 h(1)be1j (v1)i and be2j (v2) 2 h(3)(2)be1j (v1)i. Since
hbei1(vi)i 6= hbei2(vi)i (i = 1; 2) by Claim 5.10, (1)  (3)(2) holds.
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Figure 5.3: Observed part in Claim 5.12.
Suppose 1 = 1  and let Y := hbe11(v1)i. Then, 1 2  0 () 11 2  0 ()
 G(e21)  1  () be21(v2) 2 Y by Claim 5.10. Since fe11; e1; e21g is not a matching
for Z, we have be21(v2) 2 (1)Y . Both Y and (1)Y are 1-dimensional subspaces and
be21(v2) 6= 0, and hence be21(v2) 2 Y () Y = (1)Y .
5.5 Applications
In this section, we present a variety of important special cases of the subgroup-forbidden
model, which admit coherent representations. Almost all following cases satises j 0j =
O(1), and hence the running time of the linear matroid parity algorithm of Cheung et al.
with a speeding up argument in [5, Section 5.1.3] is bounded by O(jV j!), which is much
better than O(jV j5) derived from the algorithm of Chudnovsky et al. [6].
5.5.1 Innite cyclic group Z (including Mader's S-paths)
For the additive group on the set Z of integers and its trivial subgroup f0g, we have a
desired homomorphism  : Z! PGL(2;Q) as follows, where Q denotes the rational eld:
(k) =
 
1 0
i 1
!
(i 2 Z): (5.4)
Let S = fA1; A2; : : : ; Akg be a partition of the terminal set A. Recall that Mader's
S-paths problem is a special case of the subgroup-forbidden model as follows:   = (Z;+),
 0 = f0g and  (e) = i  j for each arc e = uv with u 2 Ai and v 2 Aj , where A0 := V nA
and each edge is assumed to be oriented arbitrarily. In this setting, the homomorphism 
dened by (5.4) leads to a coherent representation over Q, which coincides with Schrijver's
one by appropriate basis transformations.
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5.5.2 Finite cyclic groups Zn (including odd-length A-paths)
For the cyclic group Zn := Z=nZ of degree n  2 and its trivial subgroup f0g (which
is essentially equivalent to the setting in which   = Z and  0 = nZ), we have a desired
homomorphism  : Zn ! PGL(2;R) as follows, where R denotes the real eld:
(i) =
0B@ cos kn   sin kn
sin
k
n
cos
k
n
1CA (i 2 Zn) :
When n = 2 in particular, the following homomorphism 0 : Z2 ! PGL(2;F) is also
available, where F is an arbitrary eld:
0(0) =
 
1 0
0 1
!
; 0(1) =
 
0 1
1 0
!
: (5.5)
Recall that the packing odd-length A-paths problem is a special case of the subgroup-
forbidden model as follows:   = Z2,  0 = f0g, and  (e) = 1 for each edge e. This case is
solvable via the linear matroid parity problem over an arbitrary eld with the aid of the
homomorphism 0 dened as (5.5).
5.5.3 Dihedral groups Dn
Even when   is non-abelian, there exists a solvable case. Let Dn be the dihedral group of
degree n  3, i.e., Dn = h r;R j rn = R2 = id; rR = Rrn 1 i, and  0 its proper subgroup.
If  0  hri, then  0 is generated only by rm for some divisor m of n (possibly m = n).
In this case,  0 is normal and  = 0 is isomorphic to the dihedral group Dm of degree
m. Hence, we may assume that  0 is trivial (i.e., m = n). Then, there exists a desired
homomorphism  : Dn ! PGL(2;R) dened as follows:
(riRj) =
0B@ cos
i
n
  sin i
n
sin
i
n
cos
i
n
1CA
0B@ cos

n+ 1
sin

n+ 1
sin

n+ 1
  cos 
n+ 1
1CA
j  
0  i  n  1
j 2 f0; 1g
!
:
Otherwise, we may assume that R 2  0 without loss of generality, and then  0 is
generated by R and rm for some divisor m of n (possibly m = n, but m 6= 1). Let us
take m minimum. Note that  0 is not normal unless m = 2. In this case, the following
homomorphism 0 : Dn ! PGL(2;R) leads to a coherent representation:
0(riRj) :=
0B@ cos im   sin im
sin
i
m
cos
i
m
1CA 1 0
0  1
!j  
0  i  n  1
j 2 f0; 1g
!
:
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Note that, in the latter case, the size of  0 is not necessary to be constant and hence
the running time bound of the algorithm of Cheung et al. depends on the number of edges,
which is polynomially bounded by jV j and j 0j = 2n=m.
5.5.4 Non-returning model
Recall that the non-returning model is an equivalent formulation of the subgroup-forbidden
model (see Section 3.4), and in particular the former reduces to the latter as follows. Let
  be the symmetric group Sn of degree n  2, and  0 := f 2 Sn j (n) = n g = Sn 1.
If n  3, then  0 = Sn 1 is not a normal subgroup of  . If n = 2; 3, then it reduces to
previous examples by S2 ' Z=2Z and S3 ' D3. We shall clarify the case of n  4.
Theorem 5.13. The subgroup-forbidden model reduced from the non-returning model with
the label set 
 admits a coherent representation if and only if j
j  4.
Proof. Suppose that n = j
j  4 and there exists a desired homomorphism . Then,  is
faithful, i.e., it is isomorphic. To see this, suppose to the contrary that the kernel of  is
not trivial, i.e.,  00 := f 2   j () = I2 g contains a non-identity permutation. By the
basic fact in group theory, the kernel  00 is a normal subgroup of  . On the other hand,
Sn 1 is not a normal subgroup of Sn if n  3, since every permutation in Sn 1 xes n but
some in (k n)Sn 1(k n) does not for any k 2 [n  1].
Since  0 = f 2   j () 10 =  10 g, for every  2  0,  has the following form:
() =
 
1 a
0 b
!
;
where a; b 2 F. Then, it is seen as follows that the characteristic of F is 3.
Let p := a(1 2); q := b(1 2); r := a(1 2 3); s := b(1 2 3). Because of (1 2)(1 2 3) = (2 3),
(1 2 3)(1 2) = (1 3), (1 2 3)2 = (1 3 2), and (1 2)2 = (2 3)2 = (1 3)2 = (1 2 3)3 = (1 3 2)3 =
id, we have
p(q + 1) = (r + ps)(1 + qs) = (p+ qr)(1 + qs) = r(s2 + s+ 1) = 0;
q2 = q2s2 = s3 = 1: (5.6)
Hence, we have s = 1, and r(1 + 1 + 1) = 0. If r = 0, then 
 
(1 2 3)

= I2, contradicting
the faithfulness of . Thus we have 1 + 1 + 1 = 0.
By (5.6), we have q = 1. If q = 1, then 2p = 0, which implies p = 0 and  (1 2) = I2,
contradicting the faithfulness of . Thus we have q =  1 = 2.
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Now we have the following representation:

 
(1 2)

=
 
1 p
0  1
!
; (id) =
 
1 0
0 1
!
;

 
(1 3)

=
 
1 p  r
0  1
!
; 
 
(1 2 3)

=
 
1 r
0 1
!
;

 
(2 3)

=
 
1 p+ r
0  1
!
; 
 
(1 3 2)

=
 
1  r
0 1
!
;

 
(1 4)

=
 
w1 x1
y1 z1
!
; 
 
(2 4)

=
 
w2 x2
y2 z2
!
:
Since  is faithful, we have p 6= p   r 6= p + r 6= p, and hence at least two of p1 := p + r,
p2 := p   r, and p3 := p are nonzero. By symmetry, without loss of generality, we may
assume p1 6= 0 6= p2.
For each i 2 f1; 2g, since (j k)(i 4) = (i 4)(j k) (fj; kg = f1; 2; 3g   i) and (i 4)2 = id, 
wi + piyi xi + pizi
 yi  zi
!
= li1
 
wi piwi   xi
yi piyi   zi
!
; 
w2i + xiyi xi(wi + zi)
yi(wi + zi) xiyi + z
2
i
!
= li2
 
1 0
0 1
!
;
where li1; li2 2 F. If n  5, then we have yi = 0 6= wi by (i 4) 2  0, and hence li1 = 1. If
xi = 0, then wi = zi by pi 6= 0, i.e., 
 
(i 4)

= wiI2  (id), a contradiction. Otherwise,
by xi(wi + zi) = 0, we have zi =  wi, and hence xi   piwi = piwi   xi. This implies
xi   piwi = 0, i.e., 
 
(j k)(i 4)

= wiI2  (id), a contradiction. Thus we have proved
that the case of n  5 does not admit a coherent representation.
If n = 4, then we have yi 6= 0 by (i 4) 62  0, and hence li1 =  1 and zi =  wi.
Therefore, we have the following equations:
wi + piyi =  wi; xi   piwi =  piwi + xi; wi =  piyi   wi:
The rst and third equations imply wi = piyi, and the second holds obviously.
By patient but straightforward calculation, we get a desired projective representation
 over F := F3 = Z=3Z as shown in Claim 5.14, which is an isomorphism to PGL(2;F3) but
not to GL(2;F3). The correctness can be easily conrmed by checking A2 = B2 = C2 = I2,
AC = CA, ABA = BAB, BCB = CBC, where A := (12), B := (23), C := (34),
and ij := (i j), based on the basic fact (5.7) in group theory for generating S4.
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S4 =
*
12; 23; 34
 212 = 223 = 234 = id; 1234 = 3412;122312 = 231223; 233423 = 342334
+
: (5.7)
Claim 5.14. A mapping  : S4 ! PGL(2;F3) dened as follows is a homomorphism with
S3 =

 2 S4 j ()
 
1
0

=
 
1
0
 	
:
(id) =
 
1 0
0 1
!
; 
 
(1 2 3)

=
 
1 1
0 1
!
; 
 
(1 3 2)

=
 
1 2
0 1
!
;

 
(1 2)

=
 
1 0
0 2
!
; 
 
(2 3)

=
 
1 1
0 2
!
; 
 
(1 3)

=
 
1 2
0 2
!
;

 
(1 4)

=
 
1 0
1 2
!
; 
 
(2 4)

=
 
2 0
1 1
!
; 
 
(3 4)

=
 
0 1
1 0
!
;

 
(1 2)(3 4)

=
 
0 2
1 0
!
; 
 
(1 3)(2 4)

=
 
2 1
1 1
!
; 
 
(1 4)(2 3)

=
 
1 1
1 2
!
;

 
(1 2 4)

=
 
1 0
1 1
!
; 
 
(1 4 2)

=
 
2 0
1 2
!
; 
 
(1 3 4)

=
 
1 2
1 0
!
;

 
(1 4 3)

=
 
0 2
1 2
!
; 
 
(2 3 4)

=
 
2 2
1 0
!
; 
 
(2 4 3)

=
 
0 2
1 1
!
;

 
(1 3 2 4)

=
 
1 2
1 1
!
; 
 
(1 4 2 3)

=
 
2 2
1 2
!
; 
 
(1 2 3 4)

=
 
1 1
1 0
!
;

 
(1 4 3 2)

=
 
0 1
1 2
!
; 
 
(1 3 4 2)

=
 
2 1
1 0
!
; 
 
(1 2 4 3)

=
 
0 1
1 1
!
:
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Chapter 6
Shortest Disjoint A-paths
via Weighted Matroid Matching
In this chapter, we extend the previous two reductions to a weighted setting in which we
minimize the total length of a designated number of vertex-disjoint A-paths. We reduce
this problem to weighted versions of matroid matching and linear matroid parity. In
particular, a reduction to the weighted linear matroid parity problem leads to the ecient
solvability by weighted linear matroid parity algorithms due to Iwata [40] and Pap [75].
This chapter is based on [93] and organized as follows. In Section 6.1, we give an
overview of problems and results. Section 6.2 is devoted to presenting a key trick to ex-
tend our reductions, and the correctness of extended reductions are shown in Section 6.3.
Finally, some remarks for applications of our reductions conclude this chapter in Sec-
tion 6.4.
6.1 Overview
In this section, we focus on a weighted setting of packing non-zero A-paths as follows: for
a given  -labeled graph G = (V;E), terminal set A  V , nonnegative edge length ` 2 RE0,
and positive integer k 2 Z>0, to nd a family P of k vertex-disjoint non-zero A-paths in
G with the total length `(P) :=PP2PPe2E(P ) `e minimum.
Shortest Disjoint Non-zero A-paths Problem
Input: A  -labeled graph G = (V;E), a terminal set A  V , a nonnegative edge length
` 2 RE0, and a positive integer k 2 Z>0.
Goal: Find a family P of k vertex-disjoint non-zero A-paths in G with `(P) minimum.
Even for such a weighted version of Mader's S-paths problem (a special case of this
problem), any polynomial-time algorithm was not known, while Karzanov [46] had shown
one for a similar problem in the edge-disjoint A-paths setting (which is a further special
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case of Mader's setting), whose full proof had been left to an unpublished paper [45].
Karzanov's problem can be solved by nding shortest k vertex-disjoint S-paths for possible
k, where the number of iterations is at most jAj=2 and can be reduced to O(log jAj) by
binary search.
It should be remarked that Hirai and Pap [33] discussed a generalization of Karzanov's
setting, in which each pair of two terminals has weight. Also, Pap [74] dealt with a
weighted version of Mader's S-paths problem in which weight is dened only on terminal
pairs (no edge length or cost).
In Chapter 4, we show a reduction of the packing non-zero A-paths problem to the ma-
troid matching problem. Furthermore, in Chapter 5, we clarify a necessary and sucient
condition for the groups in question to admit a reasonable reduction of the subgroup-
forbidden model to the linear matroid parity problem. These results can be extended to
the weighted settings, using a trick shown in the next section.
In particular, the following theorem can be derived from a reduction of packing non-
zero A-paths to matroid matching shown in Section 4.3.
Theorem 6.1. The shortest disjoint non-zero A-paths problem reduces to the weighted
matroid matching problem.
In the same way, the next theorem can be obtained from a more direct reduction to
linear matroid parity shown in Section 5.3. Recall that PGL(n;F) = GL(n;F)=f kIn j
k 2 F n f0g g, where GL(n;F) denotes the general linear group of degree n over a eld F,
In 2 GL(n;F) the nn identity matrix, and we denote by hyi the 1-dimensional subspace
spanned by a vector y 2 F2.
Theorem 6.2. Let   be a group and F a eld. If there exists a homomorphism  :   !
PGL(2;F) such that ()
 
1
0
 62 
 10 for every  2   n f1 g, then the shortest disjoint
non-zero A-paths problem in  -labeled graphs reduces to the weighted linear matroid parity
problem over F.
Remark. These theorems can be extended to the weak triple exchange model and the
subgroup-forbidden model, respectively, by simple application of the original theorems
(Theorems 4.14 and 5.6).
Recall that the weighted matroid matching problem is to nd a minimum-weight parity
base as follows, where a subset B  E is called a parity base if B is a full-rank matching,
i.e., f(B) = 2jBj = f(E) or rankZ(B) = 2jBj = rankZ.
Weighted Matroid Matching Problem
Input: A 2-polymatroid (E; f) and a weight w 2 RE .
Goal: Find a parity base B  E in (E; f) such that w(B) is minimum.
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Weighted Linear Matroid Parity Problem
Input: A nite set E, a matrix Z 2 F r2E over a eld F, and a weight w 2 RE , where
r 2 Z>0.
Goal: Find a parity base B  E for Z such that w(B) is minimum.
Iwata [40] and Pap [75] announced that one can solve the weighted linear matroid
parity problem in polynomial time. In particular, Iwata's algorithm is based on the linear
matroid parity algorithm of Gabow and Stallmann [22], and has the same running time
bound O(r3jEj) (cf. Theorem 2.17).
6.2 Construction of Auxiliary Graph
First we construct a common auxiliary  -labeled graph from a given  -labeled graph
G = (V;E) and terminal set A  V . Without loss of generality, we assume that G is
connected, and jAj  2k (since otherwise there cannot be a feasible solution).
The construction is summarized as follows. Add jAj   2k extra terminals so that each
extra terminal is adjacent to every original terminal by an edge with an arbitrary non-zero
label. Besides, add two other extra terminals b1; b2 so that b1 and b2 are adjacent by a
non-zero edge and b1 is adjacent to all original non-terminals.
Formally, for the vertex set, let ai (i = 1; 2; : : : ; jAj   2k) and bj (j = 1; 2) be distinct
vertices not in V , and dene A1 := f ai j i = 1; 2; : : : ; jAj   2k g, A2 := fb1; b2g, V 0 := V [
A1[A2, and A0 := A[A1[A2. Next, for the arc set, let E1 := f eit = ait j ai 2 A1; t 2 A g,
E2 := f ev = b1v j v 2 V nA g, and E0 := E [ E1 [ E2 [ fe0 = b1b2g. Finally, for the label
function of G0 := (V 0; E0), extend  G : E !   to  G0 : E0 !   as follows: for each arc
e 2 E0,
 G0(e) :=
(
 G(e) (e 2 E);
 (e 2 E0 n E);
where 1  6=  2  .
For the resulting graph G0 = (V 0; E0) with terminal set A0  V 0, dene a weight vector
w 2 RE0 as follows: for each e 2 E0,
we :=
(
`e (e 2 E);
0 (e 2 E0 n E):
(6.1)
Note that to minimize the total weight makes incentive to take edges in E0 n E rather
than in E, since `e  0 for every e 2 E. Then, the constructions of an associated 2-
polymatroid and a coherent representation shown in Sections 4.3 and 5.3, respectively,
complete reductions of the shortest disjoint non-zero A-paths problem to the weighted
matroid matching problem and the weighted linear matroid parity problem.
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6.3 Correctness of Reductions
6.3.1 Weighted matroid matching case (proof of Theorem 6.1)
We denote the associated 2-polymatroid by (E0; f). Then, the following property follows
from Lemma 4.5.
Claim 6.3. f(E0) = 2jV 0j   jA0j = 2(jV j   k + 1).
The following claim just rewrites Lemma 4.6. Recall that comp(F ) denotes the parti-
tion of an edge set F  E according to the connected components of G[F ].
Claim 6.4. An edge set F  E0 is a matching in (E0; f) (i.e., f(F ) = 2jF j) if and only if
 G[F ] contains no cycle, and
 for each F 0 2 comp(F ), we have jV (F 0) \ A0j  2 and the A0-path between the two
terminals is non-zero if jV (F 0) \A0j = 2.
Suppose that G contains k vertex-disjoint non-zero A-paths. By extending the edge
set of such paths using edges in E1 [ E2 [ fe0g, we can obtain an edge set F  E0 such
that G0[F ] is a spanning forest (i.e., V (F ) = V 0 and F contains no cycle), and for each
F 0 2 comp(F ), jV (F 0) \ A0j = 2 and the A0-path between the two terminals is non-zero.
This is because each unused terminal can be connected to an extra terminal in A1 by
an edge in E1 (and vice versa), each unused non-terminal can be connected to the extra
terminal b1 2 A2 by an edge in E2, and b1; b2 2 A2 are adjacent by a non-zero edge e0.
Then, the number of connected components of G0[F ] is k + (jAj   2k) + 1 = jAj   k + 1,
and hence, by Claims 6.3 and 6.4, we have
f(F ) = 2jF j = 2  jV 0j   (jAj   k + 1) = 2(jV j   k + 1) = f(E0);
which means that F is a parity base in (E0; f). Therefore, for each family P of k vertex-
disjoint non-zero A-paths in G, there exists a parity base FP in (E0; f) with w(FP) =
`(E(P)) (recall the denition (6.1) of the weight w 2 RE0).
To the contrary, for each parity base F in (E0; f), there exists a family PF of k vertex-
disjoint non-zero A-paths in G with E(PF )  F (hence, we have `(E(PF ))  w(F )) as
follows. Thus we have done, i.e., shortest k vertex-disjoint non-zero A-paths in G can be
obtained by nding a minimum-weight parity base in (E0; f).
Claim 6.5. For a parity base F in (E0; f), the subgraph G0[F ] is a spanning forest con-
sisting of jAj   k + 1 connected components, each of which contains exactly one non-zero
A0-path.
Proof. The rst condition in Claim 6.4 implies that F contains no cycle. Since jA0j =
jAj + (jAj   2k) + 2 = 2(jAj   k + 1) and each F 0 2 comp(F ) intersects at most two
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terminals in A0 by the second condition in Claim 6.4, there are at least jAj   k + 1
connected components in G0[F ]. Hence, we have
jF j  jV 0j   (jAj   k + 1) = jV j   k + 1: (6.2)
Recall that 2jF j = f(F ) = f(E0) = 2(jV j   k + 1) by Claim 6.3, which implies that
the equality holds in (6.2). This means that G0[F ] has exactly jAj   k + 1 connected
components, each of which contains exactly two terminals in A0 and the A0-path between
the two terminals is non-zero by the second condition in Claim 6.4. Then, F is obviously
spanning.
Claim 6.6. For a parity base F in (E0; f), the subgraph G[F \ E] contains exactly k
vertex-disjoint non-zero A-paths in G.
Proof. By Claim 6.5, there are jAj   k + 1 connected components in G0[F ] each of which
contains exactly one non-zero A-paths. Since there is only one edge e0 = b1b2 2 E0
incident to the extra terminal b2 2 A2, the connected component containing b2 must
contain b1 2 A2. Besides, since each edge in E0 incident to each extra terminal ai 2 A1
ends an original terminal in A, the connected component containing ai must contain some
original terminal in A. The number of such connected components is jA1j = jAj   2k,
and hence the number of the connected components containing non-zero A-paths in G is
jAj   k + 1  (jAj   2k + 1) = k.
6.3.2 Weighted linear matroid parity case (proof of Theorem 6.2)
We denote by Z 2 F2V2E the coherent representation constructed in Section 5.3. Then,
the following claim follows from Claims 5.8 and 5.9.
Claim 6.7. An edge set F  E0 is a matching for Z (i.e., rankZ(F ) = 2jF j) if each
F 0 2 comp(F ) satises the following condition (b) or (c), and only if (a), (b), or (c):
(a) jV (F 0) \A0j = 0 and G0[F 0] contains exactly one cycle;
(b) jV (F 0) \A0j  1 and G0[F 0] contains no cycle;
(c) jV (F 0)\A0j = 2, G0[F 0] contains no cycle, and the A0-path between the two terminals
is non-zero.
This claim implies the following claim.
Claim 6.8. An edge set F  E0 is a parity base for Z if F is spanning in G0 with each
F 0 2 comp(F ) satisfying Condition (c) in Claim 6:7, and only if F is spanning in G0 with
(a) or (c).
Proof. By the construction of Z, we have
rankZ  2jV 0j   jA0j = 2(jV j   k + 1):
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Suppose that G contains k vertex-disjoint non-zero A-paths. By extending the edge set
of such paths using edges in E1 [E2 [ fe0g, we can obtain a spanning forest F  E0 with
each F 0 2 comp(F ) satisfying Condition (c) (cf. the argument just after Claim 6.4). Since
the number of connected components of G0[F ] is k + (jAj   2k) + 1 = jAj   k + 1, by the
\if" part of Claim 6.7, we have
rankZ(F ) = 2jF j = 2  jV 0j   (jAj   k + 1) = 2(jV j   k + 1)  rankZ  rankZ(F ):
Hence, rankZ = 2(jV j   k + 1), and the \if" part follows from Claim 6.7.
The converse direction is also derived from Claim 6.7. Note that, for a parity base
F  E0 for Z, there are at most jAj   k + 1 connected components in G0[F ] that contain
no cycle because of the rank, and hence there cannot be a connected component of type
(b).
By the same discussion as that between Claims 6.4 and 6.5 in the previous section,
shortest k vertex-disjoint non-zero A-paths in G can be obtained by nding a minimum-
weight parity base for Z. Note again that, we have incentive to take extra edges in E0 nE
rather than original edges in E because of the denition (6.1) of the weight w, and hence
the total length of any connected component of type (a) in Claim 6.7 in a minimum-wight
parity base for Z is 0.
6.4 Remarks for Applications
As shown in Section 5.5, our reduction of the shortest disjoint non-zero A-paths problem
(as well as its subgroup-forbidden extension) to the weighted linear matroid parity problem
is applicable for various settings. In those cases, the problem can be solved in polynomial
time with the aid of the weighted linear matroid parity algorithms thanks to Iwata [40]
and Pap [75].
In particular, we should remark the case when   is a nitely generated abelian group
and k = 1. By the fundamental theorem of nitely generated abelian groups,   is de-
composed into (nite or innite) cyclic groups, and suppose that we are given   as the
direct product of p cyclic groups. In this case, one can nd a shortest non-zero A-path
by solving the weighted linear matroid parity problem repeatedly p times, since any cyclic
group with its trivial subgroup admits a coherent representation (see Sections 5.5.1 and
5.5.2).
While Kobayashi and Toyooka [50] gave an algebraic algorithm for the case when k = 1,
jAj = 2 (i.e., nding a shortest non-zero s{t path), and   is a nite abelian group inspired
by the work of Bjorklund and Husfeldt [3] (which gave an algebraic algorithm for nding
shortest 2-disjoint paths in an undirected graph), our result provides a combinatorial
solution to a more general case. As shown in the beginning of Chapter 7, 2-disjoint paths
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in an undirected graph correspond to an s{t path of a designated label (or with two labels
forbidden) in an Z3-labeled graph, and it is unknown whether one can nd such a shortest
s{t path in polynomial time or not.
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Chapter 7
Finding an s{t Path
with Two Labels Forbidden
In this chapter, we investigate the problem of nding an s{t path with two labels forbidden.
This problem generalizes the 2-disjoint paths problem in undirected graphs as follows: as
shown in Section 1.4.2, the k-disjoint paths problem can be formulated as nding a zero
s{t path in A2k 1-labeled graphs; when k = 2, the alternating group A3 contains exactly
three element (which is isomorphic to the cyclic group Z3 = Z=3Z), and hence nding a
zero path is equivalent to nding a path with two labels forbidden. Our algorithm and
characterization for this problem are strongly inspired by those for the 2-disjoint paths
problem [80,81,84].
This chapter is based on [49] and organized as follows. Section 7.1 is devoted to
presenting our results: the ecient solvability of the problem to nd an s{t path with two
labels forbidden, and a characterization of group-labeled graphs with exactly two possible
labels of s{t paths. Their verications are shown in Sections 7.2 and 7.3{7.4, which provide
a concrete description of a polynomial-time algorithm for the problem with its correctness
and a proof of our characterization, respectively.
7.1 Overview of Results
7.1.1 Preliminaries
We focus on s{t paths in this chapter, and hence a vertex that is not contained in any s{t
path is redundant. To consider  -labeled graphs with no such redundant vertex, let us
dene the set D of all triplets (G; s; t) such that G is a  -labeled graph with s; t 2 V (G) in
which every vertex is contained in some s{t path. In addition, let l(G; s; t) denote the set
of possible labels of s{t paths in a  -labeled graph G. Then, Proposition 2.8 is restated
as follows.
Proposition 7.1. For any triplet (G; s; t) 2 D, jl(G; s; t)j = 1 if and only if G is balanced.
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By Proposition 2.1, one can test whether a given triplet (G; s; t) is in D or not in
polynomial time by decomposing G + r + rs + rt into the 2-connected components (e.g.,
by [35]). Note that, if (G; s; t) 62 D, then one obtains the maximal subgraph of G with no
redundant vertex. Therefore, Propositions 2.5 and 7.1 lead to the following proposition.
Proposition 7.2. Let G be a  -labeled graph with two distinct vertices s; t 2 V (G). Then,
for any element  2  , one can test whether l(G; s; t)  fg or not in polynomial time.
Furthermore, if l(G; s; t) 6 fg, then one can nd an s{t path P with  G(P ) 6=  in
polynomial time.
7.1.2 Algorithmic result
By Proposition 7.2, one can nd a non-zero s{t path in a given  -labeled graph in polyno-
mial time. The following theorem, one of our main results, is the rst nontrivial extension
of this property, which claims that not only one label but also another can be forbidden
simultaneously.
Theorem 7.3. Let G be a  -labeled graph with two distinct vertices s; t 2 V (G). Then,
for any distinct elements ;  2  , one can test whether l(G; s; t)  f; g or not in
polynomial time. Furthermore, if l(G; s; t) 6 f; g, then one can nd an s{t path P with
 G(P ) 62 f; g in polynomial time.
Such an algorithm is constructed based on characterizations of  -labeled graphs with
exactly two possible labels of s{t paths, which are shown in Section 7.1.3. Our algorithm
and a proof of this theorem are presented in Section 7.2. It should be mentioned that this
theorem leads to a solution to the problem of nding an s{t path of a designated label in
Z3-labeled graphs.
Corollary 7.4. Let G be a Z3-labeled graph with two distinct vertices s; t 2 V (G). Then
one can compute l(G; s; t) in polynomial time. Furthermore, for each element  2 l(G; s; t),
one can nd an s{t path P with  G(P ) =  in polynomial time.
7.1.3 Characterization
In this section, we provide a complete characterization of triplets (G; s; t) 2 D with
l(G; s; t) = f; g for some distinct ;  2  . We consider two cases separately: when
 1 =  1 and when  1 6=  1.
First, we give a characterization in the easier case: when  1 =  1. Note that
this case does not appear when   ' Z3. The following proposition holds analogously to
Propositions 2.5 and 7.1, which characterize triplets (G; s; t) 2 D with jl(G; s; t)j = 1 by
the t-equivalence of G to a trivially-balanced  -labeled graph.
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Proposition 7.5. Let  and  be distinct elements in   with  1 =  1. For any
(G; s; t) 2 D, l(G; s; t) = f; g if and only if G is unbalanced and there exists a  -labeled
graph G0 which is fs; tg-equivalent to G such that
 G0(e) =
8>><>>:
 or  (e 2 outG0 (s), i.e., e leaves s);
 1 or  1 (e 2 inG0(s), i.e., e enters s);
1  or 
 1 (otherwise);
(7.1)
for every arc e 2 E(G0) = E(G). Moreover, one can nd such G0 in O(jV j+ jEj) time if
exists.
Proof. \If" part is easy to see as follows. Since G is not balanced, jl(G; s; t)j  2 by
Proposition 7.1. Furthermore, since  1 =  1, the label of any s{t path in G0 is  or
. Hence, the fs; tg-equivalence between G and G0 leads to l(G; s; t) = l(G0; s; t) = f; g.
The converse direction is rather dicult. Using Proposition 2.4, take an arbitrary
spanning tree T of G and apply shifting at each v 2 V   t so that  (e) = 1  for every
arc e 2 E(T ), where  denotes the resulting label function. Since l(G; s; t) = f; g and
l(T ; s; t) = 1 , we applied shifting by  or  at s. Hence, by shifting  by 
 1 or  1,
respectively, at s after the above procedure, we can obtain a  -labeled graph G0 which is
fs; tg-equivalent to G, and this G0 is in fact desired one.
To see this, suppose to the contrary that some arc e0 2 E(G0) does not satisfy (7.1),
and let E0 ( E(G0) be the set of arcs satisfying (7.1). Note that E(T )  E0, and hence
G0[E0] is connected. Take an s{t path P in G0 with E(P ) n E0 6= ; so that jE(P ) n E0j is
minimized.
If jE(P ) n E0j = 1, then  G0(P ) 62 f; g, which contradicts l(G0; s; t) = l(G; s; t) =
f; g. Otherwise, we have jE(P ) n E0j  2. Let e1; e2 2 E(P ) n E0 be the rst two such
arcs traversed in walking along P , and Q the subpath of P connecting e1 and e2 (hence,
E(Q)  E0). Since G0[E0] is connected, there exists a path R from u 2 V (Q) to w 2
V (P ) n V (Q) in G0[E0]. We can construct an s{t path P 0 from P by replacing P [u;w] (or
P [w; u]) with R (or R) such that ; 6= E(P 0)nE0 ( E(P )nE0 (since jE(P 0)\fe1; e2gj = 1).
This implies that 1  jE(P 0)nE0j  jE(P )nE0j 1, which contradicts the choice of R.
We next discuss the main case, which is much more dicult: when  1 6=  1.
The following theorem, one of our main results, completes a characterization of triplets
(G; s; t) 2 D with l(G; s; t) = f; g for some distinct ;  2  . The denition of the set
D;  D, which appears in the theorem, is shown later through Denitions 7.7{7.11 in
Section 7.1.4. In short, (G; s; t) 2 D; if G is constructed by \gluing" together \nice"
planar  -labeled graphs (and some trivial  -labeled graphs) and their derivations.
Theorem 7.6. Let  and  be distinct elements in   with  1 6=  1. For any
(G; s; t) 2 D, l(G; s; t) = f; g if and only if (G; s; t) 2 D;.
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Recall that jl(G; s; t)j = 1 if and only if G is balanced by Proposition 7.1, which can be
easily tested by Proposition 2.5. Hence, these characterizations lead to the rst nontrivial
classication of  -labeled graphs in terms of the number of possible labels of s{t paths,
and the classication is also complete when   ' Z3.
7.1.4 Trivial cases and new operations
Fix distinct elements ;  2   with  1 6=  1. To characterize triplets (G; s; t) 2 D
with l(G; s; t) = f; g, let us dene several sets of triplets (G; s; t) 2 D for which it is
easy to see that l(G; s; t) = f; g. Theorem 7.6 claims that any triplet (G; s; t) 2 D with
l(G; s; t) = f; g is in fact contained in one of them.
Suppose that a graph G is embedded on a plane. We call a unique unbounded face
of G the outer face of G, and any other face an inner face. For a face F of G, let bd(F )
denote the closed walk obtained by walking the boundary of F in an arbitrary direction
from an arbitrary vertex on it.
Denition 7.7. For distinct elements ;  2   with  1 6=  1, let D0; be the set of
all triplets (G; s; t) 2 D satisfying one of the following conditions.
(A) There exists a  -labeled graph G0 which is not balanced and is fs; tg-equivalent to
G such that outG0 (s) = G0(s), 
in
G0(t) = G0(t), and either
{ the label of every arc in G0   s is 1  and in outG0 (s) is  or  (see Fig. 7.1), or
{ the label of every arc in G0   t is 1  and in inG0(t) is  or  (see Fig. 7.2).
Figure 7.1: The former of Case (A). Figure 7.2: The latter of Case (A).
(B) G is fs; tg-equivalent to the  -labeled graph consisting of six vertices s; v1; v2; v3; v4; t,
six arcs sv1; sv2; v1v2; v3v4; v3t; v4t with label 1 , and two pairs of two parallel arcs
from vi to vi+2 (i = 1; 2) whose labels are both  and  (see Fig. 7.3).
(C) G can be embedded on a plane with the face set F (see Fig. 7.4) so that
{ both s and t are on the boundary of the outer face F0 2 F ,
{ one s{t path along bd(F0) is of label  and the other is of , and
{ there exists a unique inner face F1 2 F whose boundary is unbalanced, i.e.,
 G(bd(F1)) 6= 1  and  G(bd(F )) = 1  for any F 2 F n fF0; F1g.
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Figure 7.3: Case (B). Figure 7.4: Case (C).
It is not dicult to see that l(G; s; t) = f; g for any triplet (G; s; t) 2 D0;.
Here, in order to dene larger subsets of D than D0;, we introduce two new operations
which do not make any eect on l(G; s; t). Fix a triplet (G = (V;E); s; t) 2 D, and dene
G[[X]] := G[X [NG(X)]  E(NG(X)) for a vertex set X  V .
Denition 7.8 (2-contraction). For a vertex set X  V nfs; tg such that NG(X) = fx; yg
for some distinct vertices x; y 2 V and G[[X]] is connected, the 2-contraction of X is the
following operation (see Fig. 7.5):
 remove all vertices in X, and
 add a new arc from x to y with label  for each  2 l(G[[X]];x; y) if there is no such
arc in G.
The resulting graph is denoted by G=2X. A vertex set X  V n fs; tg is said to be
2-contractible in G if the 2-contraction of X can be performed in G and G[[X]] 6= G.
Denition 7.9 (3-contraction). For a vertex set X  V n fs; tg such that jNG(X)j = 3,
G[X] is connected, and G[[X]] is balanced, the 3-contraction of X is the following operation
(see Fig. 7.6):
 remove all vertices in X, and
 add a new arc from x to y with label l(G[[X]];x; y) (which consists of a single element
by Proposition 7.1) for each pair of x; y 2 NG(X) if there is no such arc in G.
The resulting graph is denoted by G=3X. A vertex set X  V n fs; tg is said to be
3-contractible in G if the 3-contraction of X can be performed in G.
The 2-contraction and the 3-contraction are analogous to the operation which is per-
formed in Condition 3 in Theorem 1.8, and we use the same term \contraction" to refer to
each of them. Any contraction does not change l(G; s; t), since each s{t path cannot enter
G[[X]] after leaving it once (i.e., cannot traverse arcs in G[[X]] intermittently). Moreover,
we also have (G0; s; t) 2 D for the resulting graph G0 after any contraction.
Using these two operations, we dene two larger subsets of D than D0;.
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Figure 7.5: 2-contraction.
Figure 7.6: 3-contraction.
Denition 7.10. For distinct elements ;  2   with  1 6=  1, we dene D1; as
the minimal set of triplets (G; s; t) 2 D with the following conditions:
 D0;  D1;, and
 if (G=3X; s; t) 2 D1; for some 3-contractible X  V n fs; tg, then (G; s; t) 2 D1;.
Denition 7.11. For distinct elements ;  2   with  1 6=  1, we dene D; as
the minimal set of triplets (G; s; t) 2 D with the following conditions:
 D1;  D;, and
 if (G=2X; s; t) 2 D; for some X  V n fs; tg such that either G[[X]] is balanced or
(G[[X]]; x; y) 2 D10;0 , where NG(X) = fx; yg and 0; 0 2   satisfy 00 1 6= 00 1,
then (G; s; t) 2 D;.
Note that the rst condition in Denition 7.11 can be replaced with (G0; s; t) 2 D;,
where G0 consists of two parallel arcs from s to t whose labels are  and .
It is easy to see that l(G; s; t) = f; g for any triplet (G; s; t) 2 D; since any
contraction does not change l(G; s; t). A proof of the non-trivial direction (\only if" part
of Theorem 7.6) is presented later in Section 7.4 (and sketched in Section 7.1.5).
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7.1.5 Proof sketch
Since our proof of Theorem 7.6 shown in Section 7.4 is long, here we give its sketch.
To derive a contradiction, assume that there exist distinct elements ;  2   and a
triplet (G; s; t) 2 D such that  1 6=  1, l(G; s; t) = f; g, and (G; s; t) 62 D;. We
choose such ;  2   and (G; s; t) 2 D so that G is as small as possible.
Fix an arbitrary arc e0 2 outG (s) in G (where we assume outG (s) = G(s)), and dene
G0 := G   e0. By using the minimality of G, we can show that (G0; s; t) 2 D; (cf.
Claims 7.19 and 7.20). We consider the following two cases separately: when (G0; s; t) 2
D1; and when not (Sections 7.4.1 and 7.4.2, respectively).
In both cases, we can embed a graph ~G obtained from G0 by at most one 3-contraction
on a plane so that the conditions of Case (C) in Denition 7.7 are satised (or derive a
contradiction). By expanding a vertex set and adding e0, we try to extend the planar
embedding of ~G to G. Then, we have one of the following cases.
 Such an extension is possible, i.e., G can be embedded on a plane with the conditions
of Case (C) in Denition 7.7. This contradicts that (G; s; t) 62 D;.
 G contains a contractible vertex set, which contradicts that G is a minimal coun-
terexample (cf. Claims 7.17 and 7.18).
 We can construct an s{t path of label  2   n f; g in G by using e0 and some arcs
in G0, which contradicts that l(G; s; t) = f; g.
In each case, we have a contradiction, which completes the proof. We remark that
Theorem 1.8 plays an important role in this case analysis.
7.2 Algorithm
In this section, we give a proof of Theorem 7.3. That is, we present a polynomial-time
algorithm to test whether l(G; s; t)  f; g or not for given distinct ;  2   and to
nd an s{t path of label  2   n f; g if l(G; s; t) 6 f; g, in a given  -labeled graph
G = (V;E) with s; t 2 V . It should be mentioned that, when   ' Z3, such an algorithm
can compute l(G; s; t) itself and nd an s{t path of label  for each  2 l(G; s; t). Without
loss of generality, we assume that G does not have parallel arcs with the same label.
7.2.1 Algorithm description
We separate our algorithm into two parts: to test whether jl(G; s; t)j  2 or not and return
at most two s{t paths which attain all labels in l(G; s; t) when jl(G; s; t)j  2, and to nd
three s{t paths whose labels are distinct when it has turned out that jl(G; s; t)j  3.
We rst present the former algorithm. Note again that this algorithm can compute
l(G; s; t) itself when   ' Z3. Throughout this algorithm, let G0 = (V 0; E0) denote a
temporary  -labeled graph currently considered.
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TestTwoLabels(G; s; t)
Input A  -labeled graph G = (V;E) and distinct vertices s; t 2 V .
Output The set l(G; s; t) of all possible labels of s{t paths in G with those which attain
the labels if jl(G; s; t)j  2, and \jl(G; s; t)j  3" otherwise.
Step 0. Compute the maximal subgraph G0 of G which contains no redundant vertex
by the 2-connected component decomposition (cf. Proposition 2.1). Note that
(G0; s; t) 2 D and l(G0; s; t) = l(G; s; t).
Step 1. Test whether G0 is balanced or not by Proposition 2.5. If G0 is balanced, then
halt with returning the label of an arbitrary s{t path in G with the path. Otherwise,
by using an unbalanced cycle, obtain two s{t paths in G whose labels are distinct
(cf. the proof of Proposition 2.8), say ;  2  . In the following steps, we check
whether l(G0; s; t) = f; g or not.
Step 2. If  1 =  1, then check the condition in Proposition 7.5. Return f; g
with the two s{t paths in G obtained in Step 1 if it is satised, and \jl(G; s; t)j  3"
otherwise. Otherwise (i.e., if  1 6=  1), to make G0 2-connected, add to G0 a
new arc from s to t with label  (or ) if s and t are not adjacent in G0.
Step 3. While G0 is not 3-connected and jV 0j  4, do the following procedure. Let
fx; yg ( V 0 be a 2-cut in G0, and X the vertex set of a connected component of
G0 fx; yg with X\fs; tg = ; (such X exists, since s and t are adjacent in G0). Test
whether jl(G0[[X]];x; y)j  2 or not recursively by TestTwoLabels(G0[[X]]; x; y).
Update G0  G0=2X (2-contraction) if jl(G0[[X]];x; y)j  2, and return \jl(G; s; t)j 
3" otherwise.
Step 4. While there exists a 3-contractible vertex set X  V 0nfs; tg, update G0  G0=3X
(3-contraction).
Step 5. If jV 0j  6, then compute l(G0; s; t) by enumerating all s{t paths in G0 and
return the result. Otherwise, test whether (G0; s; t) 2 D0; or not by Lemma 7.12.
Return f; g with the s{t paths in G obtained in Step 1 if (G0; s; t) 2 D0;, and
\jl(G; s; t)j  3" otherwise.
Next, we show the latter algorithm, which nds three s{t paths whose labels are
distinct when it has turned out that jl(G; s; t)j  3. Also note again that this algorithm
nds three s{t paths which attain all labels when   ' Z3.
FindThreePaths(G; s; t)
Input A  -labeled graph G = (V;E) and distinct vertices s; t 2 V with jl(G; s; t)j  3.
Output Three s{t paths in G whose labels are distinct.
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Step 0. If V = fs; tg, then halt with returning three s{t paths each of which consists of
a single arc from s to t in E.
Step 1. Test whether jl(G s; s0; t)j  2 or not by TestTwoLabels(G s; s0; t) for each
neighbor s0 2 NG(s)  t.
Step 2. If jl(G   s; s0; t)j  2 for all s0 2 NG(s)   t, then we have already obtained s0{t
paths which attain all labels in l(G   s; s0; t). Choose three s{t paths whose labels
are distinct among the s{t paths obtained by extending such s0{t paths using an arc
(possibly parallel arcs) ss0 2 E for each s0 2 NG(s)   t and the s{t paths each of
which consists of a single arc st 2 E, and halt with returning them.
Step 3. Otherwise, we obtained jl(G s; ~s; t)j  3 for some neighbor ~s 2 NG(s) t. Then,
recursively by FindThreePaths(G   s; ~s; t), nd three ~s{t paths whose labels are
distinct. Extend them using an arc s~s 2 E, and return the extended s{t paths.
7.2.2 Time complexity
Before starting the proof, we show the detailed procedure of Step 5 in TestTwoLabels.
Lemma 7.12. Let (G; s; t) 2 D. Suppose that G = (V;E) is 3-connected and contains no
3-contractible vertex set, jV j > 6, s and t are adjacent, and f; g  l(G; s; t) for some
distinct ;  2   with  1 6=  1. Then, one can test whether (G; s; t) 2 D0; or not
in polynomial time.
Proof. Since jV j > 6, it is not necessary to consider Case (B) in Denition 7.7. Besides,
Case (A) is easily checked by testing whether G  s or G  t is balanced or not. Hence, in
what follows, we assume that (G; s; t) is not in Case (A) or (B) and focus on Case (C).
First, test the planarity of G. If G is not planar, then we can conclude (G; s; t) 62 D0;.
Otherwise, compute an embedding of G on a plane in which both s and t are on the outer
boundary (because of an arc st 2 E, there exists a face on whose boundary both s and
t are). It should be noted that such a planar embedding can be computed in polynomial
time (e.g., by [36]). Since G is 3-connected, the face set is unique if there are no parallel
arcs (see, e.g., [11, Chapter 4]). Although there may be parallel arcs in G, we can say that
the number of parallel arcs is bounded as follows.
Claim. We may assume that there are no parallel arcs between s and t.
Suppose that there exist parallel arcs from s to t, which may be assumed to have
distinct labels. Moreover, we may assume that there are exactly two such arcs e; e 2 E
with labels ; , respectively, since otherwise, we have jl(G; s; t)j  3 and hence we can
conclude (G; s; t) 62 D0;. Since jV j > 6 and (G; s; t) 2 D, there exists an s{t path in
G  fe; eg, and let  be its label. If  6=  6= , then jl(G; s; t)j  3. Otherwise, remove
e from G. Note that this removal does not violate the hypotheses of this lemma, and
does not make any eect on whether (G; s; t) 2 D0; or not.
98 Finding an s{t Path with Two Labels Forbidden
Claim. We may assume that there exists at most one pair of parallel arcs.
Suppose that there exist parallel arcs from x to y with distinct labels, where fx; yg 6=
fs; tg. Then, by the 3-connectivity of G, the parallel arcs form an inner face whose
boundary is unbalanced (since otherwise fx; yg is a 2-cut in G). Hence, there is a unique
pair of such parallel arcs if (G; s; t) 2 D0;, since the existence of at least two pairs of
parallel arcs immediately implies that there exist at least two inner faces whose boundaries
are unbalanced.
Recall that we have to test whether there exists an embedding of G such that the
outer boundary is unbalanced and there exists a unique inner face whose boundary is
unbalanced. Since a pair of parallel arcs is unique if exists, there are at most two possible
face sets of G. Furthermore, since there exists exactly one arc from s to t, both of the
two faces whose boundaries share the arc st 2 E can be the outer face, i.e., there are two
choices of the outer face. It can be done in polynomial time to check, in each of the at
most four (= 2 2) cases, whether exactly one inner face has an unbalanced boundary or
not, and hence one can do the whole procedure in polynomial time.
We are now ready to prove Theorem 7.3.
Proof of Theorem 7:3. Recall that our goal is to test whether jl(G; s; t)j  2 or not, and to
nd minf3; jl(G; s; t)jg s{t paths whose labels are distinct. These are achieved as follows.
For the input triplet (G; s; t) (which may not be in D), we rst test whether jl(G; s; t)j  2
or not by TestTwoLabels(G; s; t). If we obtain jl(G; s; t)j  2, then we also obtain at
most two s{t paths in G which attain all labels in l(G; s; t). Otherwise, we can obtain
three s{t paths whose labels are distinct by FindThreePaths(G; s; t). Hence, it suces
to show the correctness and polynomiality of these two algorithms.
The correctness of these two algorithms is almost obvious. It should be noted that we
have l(G0; s; t) = l(G; s; t) and (G0; s; t) 2 D at any step of TestTwoLabels(G; s; t). This
follows from the fact that the 2-contractions in Step 3 and the 3-contractions in Step 4 do
not change l(G0; s; t) or violate (G0; s; t) 2 D.
We nally conrm the polynomiality of the two algorithms. Let Tlabels(n) and Tpaths(n)
denote the computational time ofTestTwoLabels(G; s; t) and FindThreePaths(G; s; t),
respectively, where n is the number of vertices in G. It is easy to see that TestTwoLa-
bels runs in polynomial time, i.e., Tlabels(n) is polynomially bounded. Note that, in the
recursion step (Step 3), we just divide the graph G0 into two smaller graphs which have
jV 0j   jXj and jXj+ 2 vertices, and in the 3-contraction step (Step 4), it suces to check
all 3-cuts in G0, whose number is O(n3). For FindThreePaths, by a recurrence relation
Tpaths(n)  n  Tlabels(n  1) + Tpaths(n  1) + poly(n);
we have Tpaths(n)  n2 Tlabels(n)+poly(n). Hence, Tpaths(n) is polynomially bounded.
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7.3 Useful Lemmas
Before starting the proof of our characterization (Theorem 7.6), we show several lemmas.
Fix distinct elements ;  2   with  1 6=  1.
Lemma 7.13. For any (G = (V;E); s; t) 2 D;, we have the following properties.
(1) Let G0 be the graph obtained from G by shifting by  2   at s. Then, (G0; s; t) 2
D0;0 , where 0 :=  1 and 0 :=  1.
(2) Let G0 be the graph obtained from G by adding a new vertex s0 and a new arc e0 = s0s
with label  2  . Then, (G0; s0; t) 2 D0;0, where 0 :=  and 0 := .
(3) Let G0 be a  -labeled graph such that G = G0=2X for some X  V (G0) n fs; tg
with (G0[[X]]; x; y) 2 D0;0, where NG0(X) = fx; yg and 0; 0 2   satisfy 00 1 6=
00 1. Then, (G0; s; t) 2 D;.
Proof. (1) We rst conrm that, if (G; s; t) 2 D0; , then (G0; s; t) 2 D00;0 . The former of
Case (A) and Case (C) are obvious (cf. Denition 7.7). In the latter of Case (A), apply
shifting by  at each v 2 V n fs; tg, and in Case (B), do so at v1 and v2.
We next show that, if (G; s; t) 2 D1;, then (G0; s; t) 2 D10;0 . Suppose that (G; s; t) 2
D1; . Then, one can obtain a  -labeled graph ~G such that ( ~G; s; t) 2 D0; from G by
applying 3-contractions. Since any shifting does not make eect on whether a  -labeled
graph is balanced or not, the same 3-contractions can be applied to G0, and we obtain a
 -labeled graph ~G0 such that ( ~G0; s; t) 2 D00;0 as a result. Thus we have done.
By the denition of D; (Denition 7.11), there exists a sequence G0; G1; : : : ; Gr of
 -labeled graphs satisfying the following conditions:
 Gr = G,
 G0 consists of two vertices s and t and two parallel arcs e; e from s to t whose
labels are  and , respectively, and
 for each i 2 [r], Gi 1 = Gi=2Xi for some Xi  V (Gi)nfs; tg such that either Gi[[Xi]]
is balanced or (Gi[[Xi]]; xi; yi) 2 D1i;i , where NGi(Xi) = fxi; yig and i; i 2  
satisfy i
 1
i 6= i 1i .
We prove that the same 2-contractions can be applied to G0.
Dene G0r := G0. Then, we can inductively construct a  -labeled graph G0i 1 :=
G0i=2Xi, which coincides with the one obtained from Gi 1 by shifting by  at s. This
means that we nally obtain a  -labeled graph G00 from G0 by the 2-contractions of Xi
(i = r; r   1; : : : ; 1), which satises (G00; s; t) 2 D00;0 (in Cases (A) and (C)). Thus we
have (G0; s; t) 2 D0;0 , since either G0i[[Xi]] is balanced or (G0i[[Xi]]; xi; yi) 2 D10i;0i , where
0i = i and 
0
i = i if s 62 fxi; yig, and 0i = i 1 and 0i = i 1 otherwise (assume
xi = s without loss of generality by the symmetry of xi and yi).
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(2) Similarly to the proof of (1), there exists a sequence G0; G1; : : : ; Gr = G such that
G0 = (fs; tg; fe; eg), and Gi 1 is obtained from Gi by some appropriate 2-contraction.
The same 2-contractions can be applied to G0, and we obtain the  -labeled graph G00 =
(fs0; s; tg; fe0; e; eg), which satises (G00; s0; t) 2 D00;0 (in Cases (A) and (C)). Thus we
have (G0; s; t) 2 D0;0 .
(3) Similarly, there exists a sequence H0;H1; : : : ;Hr = G
0[[X]] such that H0 consists of
two parallel arcs from x to y whose labels are 0 and 0, and Hi 1 is obtained from Hi by
some appropriate 2-contraction. The same 2-contractions can be applied to G0, and we
obtain G. This implies that (G0; s; t) 2 D;.
By Lemma 7.13-(1), it suces to consider the case when  = 1  and 
 1 6=  (i.e.,
2 6= 1 ). The following lemma gives a useful characterization of D01 ;  in Case (C).
Lemma 7.14. Suppose that  1 6=  2  . For any triplet (G = (V;E); s; t) 2 D01 ;  in
Case (C) in Denition 7:7, there exists a  -labeled graph G0 which is fs; tg-equivalent to
G and embeddable with the following conditions (see Fig. 7:7).
1: The arc set E is partitioned into E0 and E1 (i.e., E0 [ E1 = E and E0 \ E1 = ;),
where Ei := f e 2 E j  G0(e) = i g (i = 0; 1).
2: There exists an s{t path P = (s = u0; e1; u1; : : : ; el; ul = t) along the outer boundary
of G0   E1 such that
{ every arc in E1 is embedded on the outer face of G0 E1 and is from ui 2 V (P )
to uj 2 V (P ) for some i < j, and
{ for any distinct arcs e1 = ui1uj1 ; e2 = ui2uj2 2 E1, one of two paths P [ui1 ; uj1 ]
and P [ui2 ; uj2 ] is a subpath of the other.
Figure 7.7: An fs; tg-equivalent embedding of (G; s; t) 2 D01 ;  in Case (C).
Proof. Fix an embedding of G with the conditions of Case (C), and let P0 and P1 be
the s{t paths along the boundary of the outer face F0 of G whose labels are 1  and ,
respectively.
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Let G be the dual graph of G (as an undirected graph), i.e., the vertex set of G is
the face set F of G, the edge set of G coincides with the edge set of G, and each two faces
whose boundaries share an edge e 2 E in G are connected by the same-named edge e in
G. Take a shortest F1{F0 path Q in G   E(P0). We prove that the second condition
holds with E1 = E(Q).
Note that G00 := G  E(Q) is connected since Q is a shortest path without the corre-
sponding edge to any arc in E(P0), and that G
00 is balanced since F1 is the unique unbal-
anced inner face. We then have l(G00; s; t) = 1  by Proposition 7.1. Hence, we may assume
that  G(e) = 1  for every arc e 2 E(G00) by shifting at some vertices v 2 V nfs; tg. Thus we
obtain G0 with the second condition, since  G(bd(F )) = 1  for any F 2 F n fF0; F1g.
The following two lemmas are utilized to derive a contradiction by constructing an s{t
path of label  62   n f; g in G.
Lemma 7.15. For a triplet (G; s; t) 2 D, if G contains an unbalanced cycle C with
 G( C) =  G(C), then there exist distinct elements 
0; 0 2 l(G; s; t) with 00 1 = 00 1.
Proof. We rst note that the equality  G( C) =  G(C) does not depend on the choices
of the direction and the end vertex of the cycle C. Suppose that G contains such an
unbalanced cycle C. By Menger's theorem (cf. the proof of Proposition 2.8), for some
distinct vertices x; y 2 V (C), one can take an s{x path P and a y{t path Q in G so that
V (P )\ V (C) = fxg, V (Q)\ V (C) = fyg, and V (P )\ V (Q) = ;, and choose y as the end
vertex of C.
Let 00 :=  G(C[x; y]) and 00 :=  G( C[x; y]), which are distinct since C is unbalanced.
We then have 0000 1 =  G(C) =  G( C) = 0000
 1. By extending C[x; y] and C[x; y]
using P and Q, we obtain two s{t paths in G whose labels are 0 :=  G(Q)  00   G(P )
and 0 :=  G(Q)  00   G(P ), which are also distinct. Since 0000 1 = 0000 1, we have
00 1 =  G(Q)  00  00 1   G(Q) 1 =  G(Q)  00  00 1   G(Q) 1 = 00 1.
In particular, G contains no unbalanced cycle C with  G( C) =  G(C) if l(G; s; t) =
f; g (recall that  1 6=  1) and (G; s; t) 2 D.
Lemma 7.16. For a triplet (G; s; t) 2 D, if there exist two paths Pi (i = 1; 2) in G with
the following conditions (see Fig. 7:8), then jl(G; s; t)j  3:
 Pi is from s to xi 2 V n fs; tg for i = 1; 2,
  G(P1) 6=  G(P2), and
 f0; 0g  l(G (V (Pi) xi);xi; t) (i = 1; 2) for some 0; 0 2   with 00 1 6= 00 1.
Proof. For each i = 1; 2, by concatenating Pi and each of two xi{t paths in G (V (Pi) xi)
whose labels are 0 and 0, we construct four s{t paths whose labels are 1 := 0  G(P1),
2 := 
0   G(P1), 3 := 0   G(P2), and 4 := 0   G(P2).
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Figure 7.8: Combination of two labels leads to at least three labels.
Suppose to the contrary that jl(G; s; t)j  2. Since 1 6= 2 6= 4 6= 3 6= 1, we must
have 1 = 4 and 2 = 3. Hence,  G(P1) = 
0 10 G(P2) and  G(P1) = 0 10 G(P2),
which implies 0 10 = 0 10. This is equivalent to 00 1 = 00 1, a contradiction.
7.4 Proof of Characterization
Here, we start a proof of \only if" part of Theorem 7.6. To derive a contradiction, suppose
to the contrary that there exist distinct elements ;  2   and a triplet (G; s; t) 2 D such
that  1 6=  1, l(G; s; t) = f; g, and (G; s; t) 62 D;. We choose such ;  2  
and (G = (V;E); s; t) 2 D so that the value of jV j + jEj is minimized. Note that we
have jV j  3 obviously, and we may assume  = 1  and  1 6=  (i.e., 2 6= 1 ) by
Lemma 7.13-(1). By the minimality, G contains no contractible vertex set as follows.
Claim 7.17. There is no 2-contractible vertex set in G.
Proof. Suppose to the contrary that G contains a 2-contractible vertex set X  V n fs; tg
with NG(X) = fx; yg. Since (G; s; t) 2 D, we also have (G[[X]]; x; y) 2 D, where recall that
G[[X]] := G[X[NG(X)] E(NG(X)). If jl(G[[X]];x; y)j  3, then we also have jl(G; s; t)j 
3 (since G contains two disjoint paths between fs; tg and fx; yg by Proposition 2.1 and
Menger's theorem), a contradiction. In the case that l(G[[X]];x; y) = f0; 0g for distinct
0; 0 2   with 00 1 = 00 1, there exists an unbalanced cycle C in G[[X]] (which is a
subgraph of G) such that  G( C) =  G(C) by Proposition 7.5 (since G[[X]] is not balanced,
and the label of any unbalanced cycle in G[[X]] is self-inversed by (7.1)), which contradicts
Lemma 7.15.
Otherwise, i.e., if jl(G[[X]];x; y)j = 1 or l(G[[X]];x; y) = f0; 0g for some 0; 0 2  
with 00 1 6= 00 1, we can construct a smaller counterexample by the 2-contraction
of X (by Denition 7.11 and Lemma 7.13-(3)), a contradiction. It should be noted that
(G[[X]]; x; y) 2 D0;0 if l(G[[X]];x; y) = f0; 0g, since G is a minimal counterexample
and G[[X]] is a proper subgraph of G by the denition of the term \2-contractible" (see
Denition 7.8).
Claim 7.18. There is no 3-contractible vertex set in G.
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Proof. Suppose to the contrary that G contains a 3-contractible vertex set X  V n fs; tg.
The minimality of G implies (G=3X; s; t) 2 D;, which means that there exists a sequence
G0; G1; : : : ; Gr = G=3X such that G0 = (fs; tg; fe; eg), and Gi 1 is obtained from Gi by
some appropriate 2-contraction (cf. the proof of Lemma 7.13). We show that almost the
same 2-contractions can be applied to G, which implies (G; s; t) 2 D;, a contradiction.
Let j 2 [r] be the maximum index such that NG(X)\(V (Gj)nV (Gj 1)) 6= ; (note that
jV (G0)j = 2 and jNG(X)j = 3). Then, we can apply to G the same 2-contractions as those
to construct Gj from Gr = G=3X. Let Hj be the resulting graph, Y := V (Gj) n V (Gj 1)
(i.e., Gj 1 = Gj =2Y ), and Z := X [ Y  V (Hj). Then, NHj (X)  Y [ NGj (Y ) since
x and y are adjacent in Gj for any distinct x; y 2 NHj (X). Hence, X is 3-contractible
also in Hj [[Z]], and we have Gj [[Y ]] = Hj [[Z]]=3X   E(NGj (Y )). This implies that the
2-contraction of Z in Hj does not violate the condition of D; (see Denition 7.11) since
neither does that of Y in Gj , and Hj =2Z = Gj =2Y . Thus we have (G; s; t) 2 D;, a
contradiction.
Fix an arbitrary arc e0 = sv0 2 outG (s), and let G0 := G  e0. Note that G contains no
arc between s and t by Claim 7.17, and hence v0 6= t. We next show the following claims,
which lead to (G0; s; t) 2 D;.
Claim 7.19. (G0; s; t) 2 D.
Proof. By Proposition 2.1, it suces to show that G0+r+rs+rt is 2-connected. Suppose
to the contrary that it is not 2-connected, i.e., there exists a 1-cut w 2 V separating
some vertex from both s and t (possibly w 2 fs; tg). If w = s, then G   s is not
connected, which contradicts (G; s; t) 2 D. Otherwise, fs; wg is a 2-cut in G, and hence G
contains a 2-contractible vertex set X  V nfs; tg with NG(X) = fs; wg, which contradicts
Claim 7.17.
Claim 7.20. l(G0; s; t) = f; g.
Proof. Since each s{t path in G0 is also in G, we have l(G0; s; t)  l(G; s; t) = f; g.
Suppose to the contrary that jl(G0; s; t)j = 1. Then, G0 is balanced by Claim 7.19 and
Proposition 7.1, and hence G s is also balanced. This implies that (G; s; t) 2 D0;  D;
(in Case (A) in Denition 7.7), a contradiction.
By Claims 7.19 and 7.20 and the minimality of G, we have (G0; s; t) 2 D;. We
consider the following two cases separately: when (G0; s; t) 2 D1; and when not. That is,
the former case does not need any 2-contraction for G0, and the latter involves some.
7.4.1 Case 1: Without 2-contraction
Suppose that (G0; s; t) 2 D1;. By Claim 7.18, if G0 contains a 3-contractible vertex set
X  V n fs; tg, then X must contain the head v0 of e0. Hence, if we choose a maximal
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3-contractible vertex set X, then we have (G0=3X; s; t) 2 D0;. Dene ~G := G0=3X in
this case, and ~G := G0 otherwise, so that ( ~G; s; t) 2 D0;. We discuss the three cases in
Denition 7.7 separately. Recall that we may assume  = 1  and 
 1 6=  (i.e., 2 6= 1 ).
Case 1.1. When ( ~G; s; t) is in Case (A).
Note that any 3-contraction does not make an eect on this situation (i.e., either
all unbalanced cycles in G0 intersect s, or they do t) since it just replaces a balanced
subgraph with a balanced triangle, and hence we may assume that ~G = G0 and G0 satises
the condition of Case (A) (by shifting at some vertices in V nfs; tg in advance of removing
e0 if necessary). Since G contains no 2-contractible vertex set, G   fs; tg is connected,
which implies that there exists a v0{w path in G   fs; tg for each neighbor w 2 NG(t)
(recall that v0 6= t). Therefore, if e0 = sv0 2 outG (s) violates the condition of Case (A)
(i.e.,  G(e0) 62 f1 ; g in the former case, and  G(e0) 6= 1  in the latter case), then it is
easy to see that jl(G; s; t)j  3 (see Figs. 7.9 and 7.10). Note that we use Lemma 7.16 in
the latter case (let P1 := (s) and P2 := (s; e0; v0)).
Figure 7.9: The former of Case (A). Figure 7.10: The latter of Case (A).
Case 1.2. When ( ~G; s; t) is in Case (B).
If ~G = G0, then it is easy to see jl(G; s; t)j  3 by Lemma 7.16, since G contains
no parallel arc with the same label (see Fig. 7.11). Otherwise, ~G = G0=3X for some
X  V n fs; tg. If NG0(X) = fs; v1; v2g, then G[[X]] is not balanced by Claim 7.18, and
hence jl(G; s; t)j  3 by Lemma 7.16 (e.g., we can take two s{v1 paths P1 and P2 in G[[X]]
with  G(P1) 6=  G(P2)).
Suppose that NG0(X) = fv3; v4; tg (see Fig. 7.12). If there exist two disjoint paths
between fv0; tg and fv3; v4g in G[[X]], then jl(G; s; t)j  3 by Lemma 7.16 (e.g., we can
take two s{v1 paths P1 and P2 in G[[X + v3]] with  G(P1) 6=  G(P2) and l(G  (V (Pi) 
v1); v1; t) = f1 ; g (i = 1; 2), if G[[X]] contains disjoint v0{v3 path and t{v4 path).
Otherwise, by Menger's theorem, G[[X]] contains a 1-cut w 2 X separating fv0; tg from
fv3; v4g (possibly w = v0). In this case, fs; wg is a 2-cut inG, which contradicts Claim 7.17.
Case 1.3. When ( ~G; s; t) is in Case (C).
Suppose that ~G = (~V ; ~E) is embedded with the conditions in Lemma 7.14 (we apply
shifting at each vertex v 2 V nfs; tg to G in advance of the construction of ~G if necessary).
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Figure 7.11: Case (B) ( ~G = G0). Figure 7.12: Case (B) ( ~G = G0=3X).
Let ~Ei  ~E be the arc set corresponding to Ei  E in Lemma 7.14 for each i 2 f0; 1g,
and we refer to the path P = (s = u0; e1; u1; : : : ; el; ul = t) along the outer boundary of
~G  ~E1 as P itself.
In what follows, we derive a contradiction by showing that either (G; s; t) 2 D1 ; ,
 2 l(G; s; t) for some  2   n f1 ; g (in particular,  = 2 or  1), or G contains a
contractible vertex set (which contradicts Claims 7.17 or 7.18). Note that ( ~G; s; t) 2 D
follows from (G0; s; t) 2 D, and hence ~G  s is connected. Since every arc in ~E1 connects
two vertices on the path P in ~G   ~E1, ~G   ~E1   s is also connected. Hence, we have
 G(e0) 2 l(G; s; t) = f1 ; g, and consider the following two cases separately: when
 G(e0) = 1 , and when  G(e0) = .
Note that we have ~E1 n  ~G(s) 6= ;. To see this, suppose that ~E1 n  ~G(s) = ;. In this
case, G  s as well as ~G  s is balanced, which implies that (G; s; t) 2 D0;  D; in Case
(A) in Denition 7.7. We can also see ~E1 n  ~G(t) 6= ; in the same way.
We rst discuss the case when ~G = G0, and later explain that the case when ~G = G0=3X
for some X  V n fs; tg can be dealt with in almost the same way with the aid of
Theorem 1.8. Assume ~G = G0 = G   e0, and let ~F0 and ~F 00 denote the outer faces of ~G
and ~G  s, respectively.
Case 1.3.1. When  G(e0) = 1 .
Let us begin with an easy case: when v0 2 V (bd( ~F 00)).
Case 1.3.1.1. Suppose that v0 2 V (bd( ~F 00))nV (P ). In this case, we can embedG = ~G+e0
on a plane by adding e0 = sv0 on ~F0 so that (G; s; t) satises the conditions of Case
(C), a contradiction.
Case 1.3.1.2 (Fig. 7.13). Otherwise, v0 = uh 2 V (bd( ~F 00)) \ V (P ). Take an s{t path P 0
so that (P 0 [P )  s forms the outer boundary of ~G  ~E1  s. Let j be the minimum
index such that E(P [uj ; t])  E(P 0), and i the index such that P [ui; uj ] [ P 0[ui; uj ]
forms a cycle (i.e., they intersect only at ui and uj).
Take an arc e0 = ui0uj0 2 ~E1n ~G(s) so that j0 i0 is maximized. If j0  i, then G con-
tains a 2-cut fs; uig separating ui 1 6= s from t 6= ui, which contradicts Claim 7.17.
Hence, we have i < j0.
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If v0 = uh 2 V (P ) \ V (P 0) or h  i0 ((a) in Fig. 7.13), then we can embed e0 = sv0
without violating the conditions of Case (C). Otherwise, we have j0  h < j ((b)
in Fig. 7.13) since uh = v0 2 V (bd( ~F 00)) \ V (P ). In this case, we can construct an
s{t path of label  1 2   n f1 ; g in G, a contradiction, e.g., by concatenating e0,
P [uh; uj0 ], e
0, P [ui0 ; ui], P 0[ui; uj ], and P [uj ; t] if 0 < i0  i.
Figure 7.13: Case 1.3.1.2.
Otherwise, v0 62 V (bd( ~F 00)). Take a path Q in ~G  ~E1   E(P )  s from ui 2 V (P ) to
uj 2 V (P ) with 0 < i < j so that Q [ P [ui; uj ] forms a cycle that encloses v0 (possibly
v0 2 V (P )), i.e., V (Q[P [ui; uj ]) separates v0 from both of s and t in ~G (or v0 = uh 2 V (P )
with i < h < j). If there are multiple choices of Q, then choose Q so that the region
enclosed by Q [ P [ui; uj ] is maximized.
If V (Q) separates v0 from V (P ) in ~G, then G contains a 3-contractible vertex set
X  V n V (P ) such that v0 2 X and NG(X) = fs; w1; w2g, which contradicts Claim 7.18,
where w1; w2 2 V (Q) are the vertices closest ui; uj 2 V (P ) \ V (Q), respectively, among
those which are reachable from v0 in ~G without intersecting Q in between. Thus we can
take a v0{uh path R in ~G   V (Q) (possibly of length 0, i.e., v0 = uh) with i < h < j. If
there are multiple choices of R, then choose R so that h is maximized under the condition
that V (R) \ V (P ) = fuhg.
Case 1.3.1.3 (Fig. 7.14). Suppose that there is no arc in ~E1 n  ~G(s) incident to an inner
vertex on P [ui; uj ]. If every arc in ~E
1 \  ~G(s) enters a vertex on P [s; ui] [ P [uj ; t],
then G contains a 3-contractible vertex set X  V n fs; ui; ujg such that v0 2 X and
NG(X) = fs; ui; ujg, a contradiction. Otherwise, every arc in ~E1 n  ~G(s) 6= ; enters
a vertex on P [s; ui]. Then, G contains a 2-cut fs; uig separating ui 1 from t (note
that ~E1 n  ~G(s) 6= ; implies that i > 1), which contradicts Claim 7.17.
Case 1.3.1.4 (Fig. 7.15). Suppose that there exists an arc e0 = ui0uj0 2 ~E1 n  ~G(s) such
that i0 < h and i < j0 < j. In this case, we can construct an s{t path of label
 1 2   n f1 ; g in G, a contradiction, e.g., by concatenating e0, R, P [uh; uj0 ], e0,
P [ui0 ; ui], Q, and P [uj ; t] if i  i0 and h  j0.
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Case 1.3.1.5 (Fig. 7.16). Suppose that every arc in ~E1 n  ~G(s) connects two vertices on
P [uh; t]. In this case, every arc in ~E
1 \  ~G(s) also enters a vertex on P [uh; t], and
v0 6= uh since v0 62 V (bd( ~F 00)). Let w be the vertex closest to uj among those
on Q which are reachable from v0 in G   uh without intersecting Q in between.
By the maximality of j and h (i.e., the choice of Q and R), fs; uh; wg separates
v0 2 V nfs; uh; wg from V (P [uh; t]) inG, and henceG contains a 3-contractible vertex
set X  V n fs; uh; wg such that v0 2 X and NG(X) = fs; uh; wg, a contradiction.
Figure 7.14: Case 1.3.1.3.
Figure 7.15: Case 1.3.1.4. Figure 7.16: Case 1.3.1.5.
These three cases imply that there exists an arc in ~E1 n  ~G(s) entering a vertex on
P [uj ; t]. To see this, suppose to the contrary that every such arc enters a vertex on
P [u1; uj 1], and take e0 = ui0uj0 2 ~E1 n  ~G(s) so that j0  i0 is maximized. We may assume
i < j0 by Case 1.3.1.3, and hence h  i0 by Case 1.3.1.4, which leads to the condition of
Case 1.3.1.5, a contradiction. This implies also that no arc in ~E1 \  ~G(s) enters a vertex
on P [u1; uj 1].
Case 1.3.1.6 (Fig. 7.17). Suppose that all arcs in ~E1 n  ~G(s) leave the same vertex ui 2
V (P ) with i < h. In this case, by Case 1.3.1.4, we may assume that every arc in ~E1n
 ~G(s) enters a vertex on P [uj ; t]. Then, since fs; ui ; ujg separates v0 2 V nfs; ui ; ujg
from V (P [uj ; t]) in G, there exists a 3-contractible vertex set X  V n fs; ui ; ujg in
G such that v0 2 X and NG(X) = fs; ui ; ujg, a contradiction.
Case 1.3.1.7 (Fig. 7.18). Suppose that all arcs in ~E1 n  ~G(s) enter the same vertex uj 2
V (P ) with j  j. In this case, fs; uj ; ujg separates v0 2 V n fs; uj ; ujg from
V (P [uj ; t]) in G, and hence G contains a contractible vertex set X  V n fs; uj ; ujg
such that v0 2 X and NG(X) = fs; uj ; ujg, a contradiction.
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Figure 7.17: Case 1.3.1.6. Figure 7.18: Case 1.3.1.7.
Otherwise, there exist two arcs e1 = ui1uj1 and e2 = ui2uj2 in
~E1n ~G(s) such that i2 <
i1 < j1 < j2 by Cases 1.3.1.6 and 1.3.1.7. We choose e2 so that j2   i2 is maximized. We
then have i2 < h by Case 1.3.1.5, and j  j2 by the argument just after Case 1.3.1.5. Since
there exists an arc in ~E1 n  ~G(s) incident to an inner vertex on P [ui; uj ] by Case 1.3.1.3,
we can choose e1 so that i < i1 (which is obvious if i  i2, and follows from Case 1.3.1.4
otherwise). We then have h < j1, since otherwise we have i < i1 < j1  h < j, which
implies that e1 satises the condition of Case 1.3.1.4. We choose e1 so that i1 is minimized
under the condition that i < i1.
Case 1.3.1.8 (Fig. 7.19). Suppose that j  i1. In this case, fs; ui2 ; ujg separates v0 2
V n fs; ui2 ; ujg from P [uj ; t] in G, and hence G contains a 3-contractible vertex set
X  V n fs; ui2 ; ujg such that v0 2 X and NG(X) = fs; ui2 ; ujg, a contradiction.
Case 1.3.1.9 (Figs. 7.21 and 7.22). Suppose that j2 = j. We then have h  i1 by i <
i1 < j1 < j2 = j and Case 1.3.1.4. Let h
 be the maximum index such that there
exists a w{uh path R
 in ~G   uj for some w 2 (V (Q) n V (P )) + v0 such that
V (R) \ V (Q)  fwg and V (R) \ V (P ) = fuhg. Note that h  h. If i1 < h,
then we have h < h because of h  i1. In this case (see Fig. 7.21), since R and R
are disjoint by the maximality of h and h, we can construct an s{t path of label
2 2   n f1 ; g in G, a contradiction, e.g., by concatenating e0, R, P [uh; ui1 ], e1,
P [uj1 ; uh ],
R, Q[w; ui], P [ui; ui2 ], e2, and P [uj ; t] if h  j1 and i2  i. Otherwise
(i.e., if h  i1), by the minimality of i1 and the maximality of h, there exists a
2-cut fuh ; ujg separating uj1 from ui (i < h  h  i1 < j1 < j2 = j) in G (see
Fig. 7.22), a contradiction.
Case 1.3.1.10 (Fig. 7.20). Otherwise, we have i < i1 < j < j2 (also recall that i2 <
i1 < j1 < j2 and i2 < h < j1). In this case, we can construct an s{t path of label
2 2   n f1 ; g in G, a contradiction, e.g., by concatenating e0, R, P [uh; ui1 ], e1,
P [uj1 ; uj ],
Q, P [ui; ui2 ], e2, and P [uj2 ; t] if i1  h, j  j1, and i  i2.
Case 1.3.2. When  G(e0) = .
This case is rather easier than Case 1.3.1. Note that, if there exists a v0{t path of label
 in ~G = G0 = G  e0, then we can construct an s{t path of label 2 2   n f1 ; g in G,
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Figure 7.19: Case 1.3.1.8. Figure 7.20: Case 1.3.1.10.
Figure 7.21: Case 1.3.1.9 (label 2). Figure 7.22: Case 1.3.1.9 (a 2-cut fuh ; ujg).
a contradiction, by extending the v0{t path using e0 = sv0. Hence, we may assume that
~G contains no such path.
Case 1.3.2.1. Suppose that v0 = uh 2 V (P ). If there exists an arc e0 = ui0uj0 2 ~E1n ~G(s)
with h < j0, then we can construct a v0{t path of label , a contradiction, e.g.,
by concatenating P [uh; ui0 ], e
0, and P [uj0 ; t] if h  i0. Otherwise, every arc in
~E1 n  ~G(s) 6= ; connects two vertices on P [u1; uh]. Hence, we can embed e0 = suh
without violating the conditions of Case (C) in Denition 7.7 (cf. Lemma 7.14).
Case 1.3.2.2 (Fig. 7.23). Otherwise, v0 62 V (P ). Let i and j be the minimum and
maximum indices, respectively, such that there exist a v0{ui path Q and a v0{uj
path R in ~G   ~E1   s that do not intersect P in between. If there exists an arc
e0 = ui0uj0 2 ~E1 n  ~G(s) with i < j0, then we can construct a v0{t path of label , a
contradiction, e.g., by concatenating Q, P [ui; ui0 ], e
0, and P [uj0 ; t] if i0  i.
Otherwise, every arc in ~E1 n  ~G(s) 6= ; connects two vertices on P [u1; ui]. Since
G contains no 3-contractible vertex set (by Claim 7.18), there exists an arc from
s to the connected component of ~G   fs; ui; ujg that contains v0 with label 1  in
~G. Hence, because of the minimality of i and the planarity of ~G, there is no path
from an inner vertex on P [s; ui] to a vertex on P [uj ; t] in ~G   ~E1   s which does
not intersect P in between. This implies that G contains a 2-cut fs; uig separating
u1 6= ui from t, a contradiction.
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Figure 7.23: Case 1.3.2.2.
Case 1.3.3. When ~G = G0=3X for some X  V n fs; tg.
Recall that X must contain v0 by Claim 7.18. Suppose that NG0(X) = fy1; y2; y3g.
Since ~G is embedded as Lemma 7.14, the resulting triangle y1y2y3 of the 3-contraction of
X (which is a balanced cycle by the denition) consists of either three arcs in ~E0 or one
arc in ~E0 and two arcs in ~E1. Without loss of generality (by the symmetry of y1; y2; y3),
assume that the arc between y2 and y3 is in ~E
0, i.e., l(G0[[X]]; y2; y3) = 1 . Then, by
shifting at vertices in X in advance of removing e0 = sv0 from G if necessary, we may
assume that the label of every arc in G0[[X]]  y1 is 1  and in G0[[X]](y1) is , where  is
a xed element in f1 ; ;  1g and all arcs in G0[[X]](y1) are assumed to enter y1 (recall
that G0[[X]] is balanced by Denition 7.9).
Let ~G0 be the  -labeled graph obtained from G0 by the following procedure:
 merge all vertices in X into v0,
 identify parallel arcs with the same label as a single arc, and
 for each fi; j; kg = f1; 2; 3g, add an arc from yj to yk with label l(G0[[X]]; yj ; yk)
if there is no such arc and there are disjoint v0{yi path and yj{yk path in G
0[[X]]
(note that otherwise, by Theorem 1.8, G0[[X]] can be embedded on a plane so that
v0; yj ; yi; yk are on the outer boundary in this order).
Figure 7.24: Corresponding parts of ~G and ~G0.
Since ~G is embedded as Lemma 7.14, we can naturally embed ~G0 so (see Fig. 7.24). By
the same argument for ~G0 as Cases 1.3.1 and 1.3.2, we can derive a contradiction in this
case. Note that, if we can construct an s{t path of label  2   n f1 ; g in ~G0 + e0, then
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it can be expanded to one in G = G0 + e0 (which may use disjoint v0{yi path and yj{yk
path in G0[[X]]). Besides, if we can embed ~G0 + e0 as Lemma 7.14, then the embedding
can be expanded to one of G without violating the conditions, since any embedding of ~G0
with v0 exposed on the outer boundary can be expanded to one of G
0 so by Theorem 1.8.
Note that, for any k-cut (k 2 f2; 3g) separating some vertex set from fv0; y1; y2; y3g in
G0[[X]], we can perform the k-contraction, respectively, which emulates the operation in
Condition 3 in Theorem 1.8, since G0[[X]] is balanced.
7.4.2 Case 2: Involving 2-contraction
Suppose that (G0; s; t) 2 D; n D1;. In this case, G0 contains a 2-contractible vertex
set X  V n fs; tg by the denition of D; (see Denition 7.11). Due to the previous
section, we may assume that this situation occurs regardless of the choice of the arc
e0 = sv0 2 outG (s), which has at least two possibilities by Lemma 7.13-(2). We rst show
a useful claim about such a vertex set (in fact, slightly more general).
Claim 7.21. Let X  V n fs; tg be a vertex set with NG(X) = fs; x; yg for some distinct
vertices x; y 2 V (see Fig. 7:25). Then, s 62 fx; yg, G[[X]] is not balanced, and (G[[X]]  
x; s; y) 2 D. Moreover, if jl(G[[X]]; s; y)j = 1, then X = fvg for some v 2 V n fs; x; yg and
G[[X]] consists of the following four arcs (see Fig. 7:26): one between s and v, one between
v and y, and two parallel arcs between v and x.
Figure 7.25: The situation of Claim 7.21. Figure 7.26: When jl(G[[X]]; s; y)j = 1.
Proof. If s 2 fx; yg, then X is 2-contractible in G, which contradicts Claim 7.17. Besides,
if G[[X]] is balanced, then X is 3-contractible in G, which contradicts Claim 7.18.
Suppose to the contrary that (G[[X]]   x; s; y) 62 D. Then, G[[X]]   x + sy contains a
1-cut w 2 X [ fs; yg by Proposition 2.1. The vertex set of the connected component of
G[[X]] fw; xg+sy that contains none of s and y is separated from both s and t by fw; xg
in G (possibly t 2 fw; xg), and hence it is 2-contractible, a contradiction.
Moreover, suppose that jl(G[[X]]; s; y)j = 1, which leads to (G[[X]]; s; y) 62 D by Propo-
sition 7.1. Then, G[[X]] x is balanced since (G[[X]] x; s; y) 2 D, which also implies that
G[[X]] + sy contains a unique 1-cut w 2 X. The 1-cut w separates x from the balanced
component G[[X]] x, and hence there are two parallel arcs between w and x (which form
an unbalanced cycle). Besides, if X   w 6= ;, then G contains a contractible vertex set
Y  X   w with NG(Y )  fs; w; yg, a contradiction. Thus we have done.
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Figure 7.27: Case 2.1.1. Figure 7.28: Case 2.1.1.1.
Choose a minimal 2-contractible vertex set X in G0, and let NG0(X) = fx; yg. We
then have v0 2 X and s 62 fx; yg by Claim 7.17 (G = G0 + e0 contains no 2-contractible
vertex set), and (G0[[X]]; x; y) 2 D10;0 for some distinct 0; 0 2   with 00 1 6= 00 1 by
Lemma 7.15 and Claims 7.19{7.21. Besides, G[X] must be connected, since otherwise some
connected component of G[X] does not contain v0 and hence its vertex set is contractible
in G, which contradicts Claim 7.17 or 7.18.
Case 2.1. When t 2 fx; yg.
Without loss of generality (by the symmetry of x and y), we may assume that y = t.
Case 2.1.1. When V = X [ fs; x; tg.
Recall that G contains no arc between s and t. Hence, by Lemma 7.13-(2), G contains
an arc between s and x, and there exists exactly one such arc e = sx 2 E (see Fig. 7.27),
since (G0[[X]]; x; y) 2 D10;0 and jl(G; s; t)j = 2. We assume  G(e) = 1  by shifting at x
if necessary. In the same way as the previous section, let ~G := G0[[X]]=3Y for a maximal
3-contractible vertex set Y  X with v0 2 Y if exists, and ~G := G0[[X]] otherwise. We
then have ( ~G; x; t) 2 D0;, and consider the three cases in Denition 7.7 separately.
Case 2.1.1.1. Suppose that ( ~G; x; t) is in the latter case of Case (A) (see Fig. 7.28). We
may assume that the label of every arc in E(X + x) is 1  (by shifting at vertices
in X if necessary). If  G(e0) = 1 , then obviously (G; s; t) 2 D0;. Otherwise (i.e.,
if  G(e0) 6= 1 ), since G[X] is connected, there exists a v0{w path in G0[[X]] for
each neighbor w 2 NG(t), and hence jl(G; s; t)j  3 by Lemma 7.16. Note that any
3-contraction does not make an eect on the above argument.
Case 2.1.1.2. Suppose that ( ~G; x; t) is in the former case of Case (A) (see Fig. 7.29). We
may assume that the label of every arc in E(X + t) is 1  and in G(x)   e leaving
x is 1  or  with 
 1 6=  (recall that we may assume  = 1  by Lemma 7.13-(1)).
Note again that any 3-contraction does not make an eect on whether ( ~G; x; t) is in
Case (A) or not, and hence we may assume that ~G = G0[[X]].
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Let H be the graph obtained from G   s (which coincides with G0[[X]] if xt 62 E)
by splitting x into two vertices x0 and x1 so that every arc leaving x in G  s with
label i 2 f1 ; g leaves xi in H for each i = 0; 1 (see Fig. 7.30).
Since l(G; s; t) = f1 ; g, either  G(e0) = 1  or  G(e0) = . Suppose that  G(e0) =
1 . IfH contains disjoint v0{x1 path P and x0{t path Q, then we can construct an s{
t path of label  1 2  nf1 ; g in G by concatenating e0, P , and Q with identifying
x0; x1 2 V (H) as x 2 V . Otherwise, by Theorem 1.8, H can be embedded on a plane
so that v0; x0; x1; t 2 V (H) are on the outer boundary in this order (note that if there
exists a vertex set Y  V (H) n fv0; x0; x1; tg = V n fv0; x; tg such that jNH(Y )j  3,
then either jNG(Y )j  2 or jNG(Y )j  3 and G[[Y ]] is balanced, which contradicts
Claim 7.17 or 7.18, respectively). This embedding can be easily extended to an
embedding of G by merging x0; x1 2 V (H) into x 2 V and by adding s, e0 = sv0,
and e = sx, and the resulting embedding satises the conditions of Case (C) in
Denition 7.7 (cf. Lemma 7.14), which implies (G; s; t) 2 D0; , a contradiction.
Otherwise,  G(e0) = . Also in this case, by a similar argument to the above, we
can either construct an s{t path of label 2 2   n f1 ; g in G by concatenating e0
and disjoint v0{x0 path P and x1{t path Q with identifying x0; x1 2 V (H) as x 2 V ,
or embed G so that (G; s; t) is in Case (C).
Figure 7.29: Case 2.1.1.2. Figure 7.30: H in Case 2.1.1.2.
Case 2.1.1.3. Suppose that ( ~G; x; t) is in Case (B). If ~G = G0[[X]], it is easy to conrm
that fxg is 3-contractible in G (if there is no arc between x and t) or jl(G; s; t)j  3
(otherwise, i.e., if xt 2 E) by Lemma 7.16 (see Fig. 7.31).
Otherwise (i.e., if ~G = G0[[X]]=3Y for some Y  X), we have either NG0(Y ) =
fx; v1; v2g or NG0(Y ) = fv3; v4; tg. Suppose that NG0(Y ) = fv3; v4; tg. In this case,
we can derive a contradiction by Menger's Theorem in a similar way to Case 1.2.
That is, G0[[Y ]] contains either two disjoint paths between fv0; tg and fv3; v4g or a
1-cut w 2 Y separating them (possibly w = v0). In the former case, jl(G; s; t)j  3
by Lemma 7.16, and in the latter case, G contains a 2-cut fx;wg separating fv3; v4g
from fs; v0; tg, which contradicts Claim 7.17.
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Otherwise, NG0(Y ) = fx; v1; v2g (see Fig. 7.32). If xt 2 E, then we can similarly de-
rive a contradiction by Menger's Theorem, i.e., either jl(G; s; t)j  3 by Lemma 7.16
(G0[[Y ]] contains two disjoint paths between fv0; xg and fv1; v2g) or G contains a
2-cut fw; tg (G0[[Y ]] contains a 1-cut w 2 Y + x separating fv0; xg and fv1; v2g).
Otherwise, NG(Y + x) = fs; v1; v2g. Since Y + x is not 3-contractible in G by
Claim 7.18, G[[Y + x]] is not balanced. If jl(G[[Y + x]]; s; v1)j = 1, then G contains a
3-contractible vertex set Z  Y + x with NG(Z) = fs; v1; wg for some w 2 Y (note
that G0[Y ] = G[Y ] is connected by Denition 7.9), a contradiction. Otherwise, i.e.,
if jl(G[[Y + x]]; s; v1)j  2, we have jl(G; s; t)j  3 by Lemma 7.16.
Figure 7.31: Case 2.1.1.3 ( ~G = G0[[X]]). Figure 7.32: Case 2.1.1.3 ( ~G = G0[[X]]=3Y ).
Case 2.1.1.4. Suppose that ( ~G; x; t) is in Case (C). In this case, by extending the x{t path
P (in Lemma 7.14) to an s{t path using the arc e = sx, we can see that (G0; s; t) (or
(G0=3Y; s; t) if ~G = G0[[X]]=3Y ) is also in Case (C) (see Fig. 7.33), which contradicts
(G0; s; t) 62 D1;.
Figure 7.33: Case 2.1.1.4. Figure 7.34: Case 2.1.2.
Case 2.1.2. When V n (X [ fs; x; tg) 6= ;.
Let Y := V n (X [fs; x; tg). Since Y is not 3-contractible in G by Claim 7.18, G[[Y ]] is
not balanced. We focus onG X t, which coincides withG[[Y ]] t if sx 62 E (see Fig. 7.34).
We have (G[[Y ]]   t; s; x) 2 D by Claim 7.21, and hence (G  X   t; s; x) 2 D. Suppose
that G  X   t is not balanced. In this case, jl(G  X   t; s; x)j  2 by Proposition 7.1,
and hence jl(G; s; t)j  3 by Lemma 7.16 (recall that (G0[[X]]; x; t) 2 D0;0).
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Otherwise, G X   t is balanced. By Claim 7.21 (with the symmetry of s and t), we
have (G X   s; x; t) 2 D and hence jl(G X   s; x; t)j  2. This implies that G[[X]]  t
is balanced, since otherwise jl(G; s; t)j  3 by Lemma 7.16 (note that (G[[X]]  t; s; x) 2 D
by Claim 7.21). In this case, by Proposition 2.5, we may assume that  G(e) = 1  for every
edge e 2 E n (G(t) + e0) (by shifting at each v 2 V n fs; tg if necessary).
If  G(e0) = 1 , then G   t is also balanced, and hence (G; s; t) 2 D0; in the latter
case of Case (A) in Denition 7.7, a contradiction. Otherwise, we have jl(G; s; t)j  3 by
Lemma 7.16 (we choose P1 := (s; e0; v0) and P2 as an arbitrary s{x path in G   X   t,
there are two arcs entering t from X with distinct labels since X is not 3-contractible
in G by Claim 7.18, and recall that G[X] is connected as discussed just before starting
Case 2.1), a contradiction.
Case 2.2. When t 62 fx; yg.
Suppose that V = X[fs; x; y; tg (see Fig. 7.35). Then, by the symmetry of x and y, we
may assume that there exists an arc e = sx 2 outG (s) such that (G  e; s; t) 2 D; n D1;
(recall the discussion in the rst paragraph of this section). Besides, t is adjacent to both
of x and y since otherwise fs; yg or fs; xg is a 2-cut in G, which contradicts Claim 7.17.
Hence, by choosing e instead of e0, we can reduce this case to Case 2.1 (since x and t are
adjacent, t must be a neighbor of any 2-contractible vertex set in G  e that contains x).
In what follows, we assume that Y := V n (X [ fs; x; y; tg) 6= ; (see Fig. 7.36), and
consider the following two cases separately: when G X   s is balanced and when not.
Figure 7.35: When V = X [ fs; x; y; tg. Figure 7.36: When V n (X [ fs; x; y; tg) 6= ;.
Case 2.2.1. When G X   s is balanced.
Since Y is not 3-contractible in G by Claim 7.18, there exists an arc e0 = sv0 2 G(s)
with v0 2 Y such that G   e0 contains a 2-contractible vertex set X 0  V n fs; tg with
v0 2 X 0 and NG0(X 0) = fx0; y0g for some distinct x0; y0 2 V n fs; v0g (recall that, if G  e0
contains no 2-contractible vertex set, then we can reduce this case to Case 1 by choosing
e0 instead of e0). Choose minimal X 0. If fx0; y0g  Y [ fx; y; tg, then G[[X 0]] is balanced
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and hence X 0 is 3-contractible in G, a contradiction. Besides, if fx0; y0g  X, then G  e0
contains a smaller 2-contractible vertex set X 00 ( X 0 with v0 2 X 00 and NG0(X 00) = fx; yg.
Thus we have jfx0; y0g \ Xj = 1, and assume x0 2 X and y0 2 Y [ fx; y; tg (see
Fig. 7.37). Let Z  Y be the vertex set of the connected component of G  fx; y; y0g   e0
that contains v0. Then, since Z is not 3-contractible in G and v0 is separated from both s
and t by fx0; y0g in G  e0, we have NG e0(Z) = fx; y; y0g and y0 62 fx; yg. If y0 = t, then
this case reduces to Case 2.1 by choosing e0 instead of e0. Otherwise, fs; y0g is a 2-cut in
G separating v0 from t, which contradicts Claim 7.17.
Figure 7.37: Case 2.2.1.
Case 2.2.2. When G X   s is not balanced.
Recall that G[X] is connected (discussed just before starting Case 2.1). Suppose that
G[[X]]   x and G[[X]]   y are balanced. Then, by Proposition 2.5, we may assume that
 G(e) = 1  for every e 2 E(G[[X]]) by shifting at each v 2 X [ fx; yg if necessary. This
implies that G[[X]] is also balanced, which contradicts Claim 7.18.
Thus, at least one of G[[X]]   x and G[[X]]   y is not balanced. By Claim 7.21 and
the symmetry of x and y, (G[[X]]  x; s; y) 2 D and (G[[X]]  y; s; x) 2 D. Hence, we may
assume that jl(G[[X]]  y; s; x)j  2 by Proposition 7.1. Note that G X   s  y contains
an x{t path (otherwise, fs; yg is a 2-cut in G separating x from t, which contradicts
Claim 7.17). This implies jl(G[[X]]  y; s; x)j = 2 since jl(G; s; t)j = 2.
Let Z  Y [ fx; y; tg be the set of vertices that are contained in some x{t path in
G X   s (i.e., the vertex set of the 2-connected component of (G X   s) + r+ rx+ rt
that contains both of x and t, except for r, by Proposition 2.1). Then, (G[Z]; x; t) 2 D.
If G[Z] is not balanced, then jl(G[Z];x; t)j  2 by Proposition 7.1, and hence we derive
jl(G; s; t)j  3 from jl(G[[X]]  y; s; x)j = 2 by Lemma 7.16 (note that there exist 0; 0 2
l(G[Z];x; t) such that 00 1 6= 00 1 by Lemma 7.15). Hence, we assume that G[Z] is
balanced, which implies that Z 6= Y [ fx; y; tg (note that G[Y [ fx; y; tg] = G X   s).
Case 2.2.2.1. Suppose that y 2 Z. Let W := Y n Z 6= ;. Since G[Z] + r + rx + rt is a
2-connected component of G   X   s + r + rx + rt, we have jNG s(W )j  1 (see
Fig. 7.38). This implies that W is 2-contractible in G, which contradicts Claim 7.17.
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Case 2.2.2.2. Suppose that Z = Y [fx; tg. Note that G X  s x contains a y{t path
since fs; xg is not a 2-cut in G. Hence, G contains no arc between x and y, and there
uniquely exists a neighbor z 2 NG X s(y) with z 6= x. Recall that G X   s is not
balanced, which implies that there are parallel arcs between y and z (see Fig. 7.39).
By the denition of Z, G[Z]  x contains a z{t path (possibly of length 0). Hence,
by Lemma 7.16, we may assume that jl(G[[X]]; s; y)j = 1.
In this case, X = fv0g and G0[[X]] consists of an arc between v0 and y and two
parallel arcs between v0 and x, by Claim 7.21. Suppose that there exists an arc e
0
from s to z0 2 Z in G. If G[Z] contains two disjoint paths between fz0; tg and fx; zg
(possibly of length 0, e.g., z0 = z), then we derive jl(G; s; t)j  3 by Lemma 7.16
(e.g., if G[Z] contains disjoint z0{z path and x{t path, then let P1; P2 be two s{y
paths obtained from by extending the z0{z path using e0 = sz0 and the parallel arcs
between y and z). Otherwise, by Menger's Theorem, G[Z] contains a 1-cut w 2 Z t
separating them, which implies that fs; wg is a 2-cut in G, contradicting Claim 7.17.
Thus we have s 62 NG(Z). Since G[Z] is balanced and contains no contractible
vertex set, Z = fx; z; tg (note that z 62 fx; tg since Y 6= ;). By Lemma 7.13-(2),
there must be single arcs between s and y and between x and t, which leads to Case
(B) in Denition 7.7. Note that the labels of arcs are easily conrmed according to
l(G; s; t) = f1 ; g.
Figure 7.38: Case 2.2.2.1. Figure 7.39: Case 2.2.2.2.
Case 2.2.2.3. Otherwise, Z ( Y [ fx; tg. Let W := Y n Z 6= ;. By the denition
of Z, we have NG s(W )  fy; zg for some z 2 Z   x. Since G contains no 2-
contractible vertex set by Claim 7.17, we have NG(W ) = fs; y; zg (see Fig. 7.40). If
jl(G[[W ]]  z; s; y)j  2, then we derive jl(G; s; t)j  3 from (G0[[X]]; x; y) 2 D10;0 by
Lemma 7.16.
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Hence, suppose that jl(G[[W ]] z; s; y)j = 1. Then, (G[[W ]] z; s; y) 62 D or G[[W ]] z
is balanced by Proposition 7.1. In the former case, G[[W ]] z contains a 1-cut w 2W ,
which implies that fw; zg is a 2-cut in G separating some vertex from both s and t,
contradicting Claim 7.17. In the latter case, there are parallel arcs between z and
w 2W , since G[[W ]]  s is not balanced (recall that G X   s is not balanced and
G[Z] is balanced). If W 6= fwg, then G contains a contractible vertex set W 0 ( W
with NG(W
0)  fs; w; yg (see Fig. 7.41), which contradicts Claim 7.18. Besides,
by Claim 7.21, we have X = fv0g since otherwise we derive jl(G; s; t)j  3 from
jl(G[[X]]; s; y)j  2. Thus, fyg is contractible or there are parallel arcs from s to y,
which also leads to jl(G; s; t)j  3 by Lemma 7.16.
Figure 7.40: Case 2.2.2.3 (general). Figure 7.41: Case 2.2.2.3 (3-contractible).
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Chapter 8
Conclusion
In this thesis, we have mainly studied paths in group-labeled graphs.
We have shown a reduction of the packing non-zero A-paths problem to the matroid
matching problem in Chapter 4. Through our reduction, extending Lovasz' work [59], we
have given alternative proofs for the min-max duality due to Chudnovsky et al. [7] and
the polynomial-time solvability. Furthermore, we have presented a possible extension of
our reduction to the axiomatic model with the weak triple exchange property, which does
not necessarily lead to a min-max duality or tractability.
In Chapter 5, we have claried when the subgroup-forbidden model of packing A-
paths admits a reasonable reduction to the linear matroid parity problem, which extends
Schrijver's reduction [78, Section 73.1a] of Mader's S-paths. Our reduction leads to fast
algorithms for the subgroup-forbidden model via linear matroid parity, and the speeding-
up technique of Cheung et al. [5, Section 5.1.3] is also applicable. We have also shown a
variety of examples of underlying groups which satisfy our necessary and sucient condi-
tion. As a result, it has turned out that a large class of the subgroup-forbidden model can
be solved in O(jV j!) time.
We have discussed possible extensions of the above two reductions to a weighted sit-
uation in Chapter 6. It has shown that the problem of minimizing the total length of
a designated number of vertex-disjoint non-zero A-paths can be reduced to the weighted
matroid matching problem, and moreover to the weighted linear matroid parity problem
when the same necessary and sucient condition given in Chapter 5 is satised. Since
Iwata [40] and Pap [75] announced polynomial-time algorithms for the weighted linear
matroid parity problem, this reduction provides the rst polynomial-time algorithm for
such a weighted setting of packing non-zero A-paths, even for the same setting of Mader's
S-paths problem.
In Chapter 7, we have characterized group-labeled graphs with exactly two possible
labels of s{t paths, which leads to the rst nontrivial classication of them in terms of
the number of possible labels of s{t paths. Based on our characterization, we have also
proposed an ecient algorithm for nding an s{t path with arbitrary two labels forbidden.
120 Conclusion
It is easy to forbid just one label (or all labels in a xed subgroup), and this is the rst
step to reveal the tractability of label-forbidding constraints.
There are several open problems related to our work as follows.
As shown in Section 3.5, packing non-zero A-paths can be extended to the axiomatic
model, which seems on the border of tractability (cf. Theorems 3.13, 3.14, and 4.14).
While the weak triple exchange property leads to several nice properties, it is still unknown
whether it does a good characterization or a polynomial-time solvability or not.
Our reduction of the shortest disjoint non-zero A-paths problem to the weighted lin-
ear matroid parity problem in Chapter 6 leads to a polynomial-time algorithm for some
restricted cases with the aid of the weighted linear matroid parity algorithms of Iwata and
Pap. If there exists a polynomial-time algorithm for a larger class of the weighted matroid
matching problem like Lovasz' algorithm for matroid matching, then one can solve the
problem with no restriction by an analogous argument in Chapter 4.
Regarding the problem of nding an s{t path with label-forbidding constraint, it is
quite nontrivial to handle the situation in which we forbid three labels. The reduction of
the k-disjoint paths problem shown in Section 1.4.2 can be reformulated to the situation in
which we forbid O(2k) labels. This maybe suggests that it is not so dicult as the k-disjoint
paths problem to nd an s{t path in a group-labeled graph with k labels forbidden.
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