. While, autonomous trajectory planning and obstacle avoidance for nonholonomic systems is a well-studied topic 1, 10 , methods for holonomic systems are not as well-studied; particularly space systems because of monetary cost.
The two areas for improvement in which this paper addresses is the need to keep fuel usage and computational load to a minimum. An approach by Ref. 6-8 uses Artificial Potential Function Guidance (APFG) algorithms where both of these areas are addressed. APFG methods are attractive because a cost function is explicitly designed to have a minimum at the goal and for which its solution lends well to a Steepest Descent approach which is computationally efficient. The drawbacks to these algorithms are that they are not optimal with respect to fuel usage and they may contain local minima 1 . In addition, the inputs provided would be appropriate if the resulting trajectories were linear, however, only nonlinear trajectories are feasible in space 8 . Another drawback of these algorithms is they do not gracefully avoid obstacles, which can be seen as a problem from both a fuel usage and local minima standpoint 1 . Other guidance algorithms have been developed from an optimal control standpoint [9, 21] . This method has the advantage that fuel use is minimized and that local minima are avoided because the solution is global. The approach taken by Ref. 9 develops a cost function that includes important physical parameters such as fuel use, time of flight (TOF), control effort, and obstacle clearance distance. While the cost function uses the translational and rotational dynamic equations, both the obstacles' and target's motion must be prescribed for the entire TOF in order for the trajectory to be valid. The algorithm also required good initial guesses in order for the algorithm to converge 11 . It should also be noted that these solutions are often computationally intensive and not suitable for real-time implementation. The approach taken by Ref. 21 shows that fast robust codes are available for autonomous space systems in a highly cluttered environment. This control scheme, however, is not suitable for real-time application because of the simplified nature of the assumed environment. The assumptions are that the obstacles are static, and there is no attempt to deal with model/plant mismatch. Also, the nature of the optimization leads to the problem that the resulting trajectory between time steps may not be feasible. This is particularly problematic because the solution often tends to be close to constraint regions because the cost function is the total fuel consumption.
The method discussed in this paper shows how control inputs derived from an artificially generated potential function can be solved for, that lead to lower fuel consumption than by the previous method of Steepest Descent. This is used purely for obstacle avoidance whereas fuel efficient Clohessy-Wiltshire (CW) maneuvers can be used to traverse solutions where obstacles are not present. This method is then directly compared to APFG methods which show that the new guidance control algorithm is more fuel efficient with shorter times of flight and still accomplishes real-time guidance control in the presence of obstacles. It is assumed that sensor information is used to determine position and velocity of obstacles and so their motion is not known a priori. By using this method, the Lyapunov function with the control law should be able to account for moving obstacles as well as unmodeled disturbances and sensor noise. This method has the same advantages as APFG in that there is no specified amount of time for rendezvous and that it is computationally efficient. However, these results suffer because the total fuel usage is not optimal, local minima are not eliminated, and obstacle geometry is not accurately represented.
II. System Dynamics

A. Relative Motion
The objective of this problem is for a chaser vehicle denoted as Expert Space Robot (ESR) to rendezvous with a target vehicle denoted as Resident Space Object (RSO) in a space environment. When considering relative motion between the center of mass of two bodies in close range orbiting the Earth, it is customary to use the CW Equations A (also known as Hill's Equations). The underpinning assumptions are that the target body is traveling in a circular orbit and the two bodies are relatively close together.
Using the assumptions previously stated, the governing equation for relative motion can be obtained and is linear as shown in Eq. (1) with its basis as the RSW frame (defined in Figure 1 
where ( )
is the state transition matrix. It will be shown that one can use the homogeneous solution to model the motion of the ESR by simply augmenting the initial velocities with the impulsive inputs.
B. Impulsive Response
Recall that the governing equations for the system in state space form are given by Eq. (2). The impulse response of the system is then shown in Eq. (5) where x represents the states (i.e. position and velocity) and ( )
At x t e x B t t x B
Thus, it is important to note that for an impulse response, the initial conditions 0 x were augmented by the input vector B . This is convenient since when performing a CW maneuver one will be using this property to derive the required impulse for a CW maneuver.
C. CW Maneuvers
A CW maneuver can be defined as the single impulse input that would be required to reach a prescribed position. The impulse input required for a CW maneuver can be derived from the homogenous solution, Eq. (3, 4) , to the CW Equations. 
From the first row of Eq. (6), one can determine relative position as strictly a function of time. Thus, if one chooses a TOF and considers the initial velocity to be the initial velocity before the impulse plus the impulse vector, then one can solve for the impulse vector for the desired relative position.
( ) 
III. Artificial Potential Function Guidance
The solution to the CW equations can be used to develop the APFG methodology. In order to ensure convergence, the APF's will be defined as Lyapunov functions which have the following properties:
( , 
The potential function developed must have the property that there is a minimum at the goal (attractive potential) and high regions of potential at the obstacles' position (repulsive potential). The total potential function used will be defined as the sum of the attractive and repulsive potentials. 
The forms used for the potential functions for both the attractive and repulsive parts are defined below.
A. Attractive Potential ( , )
T att r t r Pr φ =
In Eq. (13) the parameter P is a positive definite matrix that will be used with the attractive potential to give an ellipsoidal projection of the potential in the configuration space.
B. Repulsive Potential
r r M r r r t r r φ σ
In Eq. (14) r is the position of the obstacle relative to the RSO, the parameters ,σ Ψ define height and width of the potential function respectively, and M is a positive definite matrix that will give an ellipsoidal projection of the repulsive potential onto the configuration space. It should be noted that the relative motion of the obstacles is not considered is this problem.
C. Control Law
The following control law is used to ensure that the solution ( ) r t remains bounded and that convergence is guaranteed. By imposing this control law we are ensuring that ( , , ) 0 r r t φ < 
IV. New Guidance Algorithm
A. Theory
The idea is that we have a switching controller in which one part contains a control to obtain guidance to a terminal region and another for obstacle avoidance. The terminal region constraint uses the solution to Hill's equation with an appropriate TOF to find a low fuel thrust to reach the RSO. Since this part of the control essentially drives the ESR to the RSO we select an appropriate TOF based on the bounds of asymptotic stability from a Lyapunov function form of the attractive potential energy. Obstacles are detected when a Lyapunov function of the form of a repulsive potential energy's derivative reach a threshold. The obstacle avoidance procedure is derived using the conservative potential field of both the attractive and repulsive parts as seen in section III. The obstacle avoidance procedure is implemented by heuristically choosing a TOF that will allow the ESR to move a safe distance away from the obstacle.
B. Algorithm
The first part of the switching controller is the algorithm to derive an appropriate TOF to drive the ESR to the RSO.
Guidance control without obstacles
The control here uses the attractive potential function form as a Lyapunov function as seen in Eq. (13). In order to maintain asymptotic stability we solve for a TOF that leads to instability as, ( ) 
T r r t t r t t r v t t t r t t r v t
Guidance control with obstacles
The second part of the controller is used to provide an obstacle avoidance procedure. A Gaussian function, as seen in Eq. (14), is used to define the obstacles' area of artificial potential. The time rate of change of this function is used to check whether a control action is required to avoid obstacles. If an obstacle is detected, Eqs (18,19) define a control law similar to the control law used for APFG that will determine the impulse required to avoid the obstacles.
Here κ is a threshold for the rate of a change of the repulsive potential and φ is the sum of the attractive and repulsive potentials. The constant κ should depend on the parameters Ψ , σ , and M that define the repulsive potential. This avoidance procedure is implemented for a step length τ which is chosen as a reasonable time to maneuver away from an obstacle. In this paper, the value chosen for the simulations presented was 100 τ = seconds although a greater or smaller time could be used. It should be noted that the value of ( , , ) rep r r t φ is always checked to ensure the path generated is obstacle free. If obstacles are not encountered and the time τ has elapsed since avoiding an obstacle the control switches to guidance with no obstacles as previously discussed.
V. Simulation and Results
A. Guidance without obstacles
The first simulation tested APFG's performance in an obstacle-free environment. Initially, the ESR is 1 km in the positive R-bar and negative V-bar directions. The simulation was terminated once the ESR was within 20 meters of the target as shown by the region depicted by the circle at the origin. Figure 2 shows a plot of the R-bar and V-bar responses, the history of impulse burns, and the trajectory traversed. Setting P equal to identity creates a circular projection of the attractive potential onto the orbit plane. A gain The summary comparison of the results for the unconstrained problem is given in Table 1 . The results show that the total impulsive burns required is less for the new algorithm than for the traditional APFG algorithm since the goal was reached using a CW maneuver.
B. Guidance with Obstacles
Simulations were then performed for APFG and the new guidance algorithm in a cluttered environment. P was again set to identity as well as for M which is in the repulsive potential definitions. Fifty simulations were performed for four sets of initial positions since the ESR will behave differently depending on where it is relative to the RSO. As seen in Figure 5 for the APFG case, it is apparent that normal distributions with different means were encountered for each initial condition. Also, for the new guidance algorithm, it is apparent that skewed distributions with different means were encountered for each initial condition. The means for each initial condition are shown in Table  2 , and are apparent in the histogram.
In both algorithms, since obstacles were randomly generated, there was an approximately equal probability of encountering an obstacle. By visual inspection of the data, it is apparent that both algorithms displayed an approximately equal probability of encountering an obstacle. Table 2 shows the mean total v ∆ , mean TOF, and mean number of impulses that resulted for each set of initial conditions. These results show that the new guidance algorithm decreases fuel expenditure, decreases TOF, and decreases total number of impulses when in the presence of obstacles as compared to APFG methods. It can also be noted that in these simulations local minimums for either controller was not encountered.
VI. Conclusions
This paper demonstrates an improved autonomous guidance controller for space systems over previously known real-time planning algorithms such as APFG. It is the authors' belief that the decreased fuel expenditure with only a slight increase in computational effort due to the minimization algorithm makes this guidance controller a useful tool for path planning missions in space. The increase in computational effort is attributed to calculating the TOF associated with the input for the terminal region constraint. It should be noted that the trajectories generated are still susceptible to local minima and are suboptimal. In order to improve the solution by using APF's it is assumed that the optimal value for the control input should approach the case where no obstacles are present. In this sense it is desired to compute an "early avoidance" scheme so that smaller inputs can be used to avoid obstacles.
