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Abstract. Recently, Bercovici has introduced multiplicative convolutions based on Muraki’s
monotone independence and shown that these convolution of probability measures correspond to
the composition of some function of their Cauchy transforms. We provide a new proof of this fact
based on the combinatorics of moments. We also give a new characterisation of the probability
measures that can be embedded into continuous monotone convolution semigroups of probability
measures on the unit circle and briefly discuss a relation to Galton-Watson processes.
1. Introduction. In quantum probability there exist several natural notions of inde-
pendence, see [Mur03] and the references therein. These allow to define new convolutions
for probability measures, cf. [VDN92, Voi97, SW97, Mur00].
Bercovici [Ber04] defined multiplicative monotone convolutions for probability mea-
sures on the unit circle and on the half line. He showed that with an appropriate function
of the Cauchy transform these multiplicative convolutions can be calculated by composi-
tion of those functions, similar to Muraki’s result [Mur00, Theorem 3.1] for the additive
monotone convolution. In this paper we give a new proof of Bercovici’s result based
on the combinatorics of moments, see Theorem 4.1. Using Berkson and Porta’s [BP78]
characterization of composition semigroups, one can deduce a characterization of contin-
uous convolution semigroups for the monotone convolution, see [Ber04, Theorem 4.6] or
Theorem 6.1 for the case of probability measures on the unit circle.
This paper is organized as follows.
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In Section 2 we recall the definition of monotone independence and the monotone
product of algebraic and quantum probability spaces. In Section 3 we show that the
monotone product is actually a special case of the conditionally free product introduced
in [BS91, BLS96].
Sections 4, 5, and 6 contain the main results on the multiplicative monotone convo-
lution. We formulate a slightly modified version of a theorem by Bercovici that shows
that these convolutions can be calculated by taking the composition of appropriate func-
tions of the Cauchy transform of the measures, see Theorem 4.1 and Corollaries 4.2 and
4.3. We also state a Le´vy-Khintchine type characterization of all continuous convolution
semigroups for the monotone convolution of probability measures on the unit circle, see
Theorem 6.1.
In Section 7, we show that the problem of embedding a probability measure on the unit
circle into a continuous monotone convolution semigroup is very similar to the problem of
embedding a discrete-time Markovian branching process (or Galton-Watson process) into
a continuous-time Markovian branching process. In Section 8 we adapt a characterization
of embeddable branching processes due to Gorya˘ınov [Gor93] to our situation.
Finally, in the Appendix we discuss the multiplicative monotone convolution of prob-
ability measures on the half line and show that there exist two natural, but inequivalent
definitions. One of them is equivalent to the definition due to Bercovici and can be treated
by similar methods as the multiplicative monotone convolution of measures on the unit
circle., cf. [Ber04].
2. Monotone Independence. In this section we present the definition of monotone
independence and its main properties.
By an algebraic probability space we mean a pair (A, ϕ) consisting of a unital algebraA
and a unital functional ϕ : A → C. Assume that we have two algebraic probability spaces
(A1, ϕ1) and (A2, ϕ2), such that the first algebra has a decomposition A1 = C1 ⊕ A01
(direct sum as vector spaces), whereA01 is a subalgebra ofA1. Then we define the algebraic
monotone product (A, ϕ) of (A1, ϕ1) and (A2, ϕ2) as follows, see also [Mur01, Mur03].
The algebra A = A1
∐A2 is the free product of A1 and A2 with identification of the
units of A1 and A2. The unital functional ϕ = ϕ1 ⊲ ϕ2 : A → C is determined by the
condition
ϕ(b1a1b2 · · · an−1bn) = ϕ1(a1 · · ·an−1)ϕ2(b1) · · ·ϕ2(bn)(1)
for n ∈ N and all a1, . . . , an−1 ∈ A01, b1, . . . , bn ∈ A2.
Let now A1,A2 ⊆ B be two such algebras, which are contained in an algebraic prob-
ability space (B,Φ) and denote by j1 : A1 → B, j2 : A2 → B the inclusion maps. Then
the universal property of the free product of algebras implies that there exists a unique
homomorphism j : A1
∐A2 → B such that the following diagram commutes
B
A1
j1
::uuuuuuuuuu
i1
// A1
∐A2
j
OO
A2
j2
ddIIIIIIIIII
i2
oo
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where are i1 : A1 → A1
∐A2 and i2 : A2 → A1∐A2 are the canonical inclusion maps.
The subalgebras A1,A2 are called monotonically independent w.r.t. Φ, if
Φ ◦ j = (Φ ◦ j1) ⊲ (Φ ◦ j2)
cf. [Fra02]
We will call a triple (A,H,Ω) consisting of a Hilbert space H, a unit vector Ω ∈ H,
and a subalgebra A ⊆ B(H) a quantum probability space.
If we have an algebraic probability space (A, ϕ), whose algebra has an involution such
that Φ is even a state, and if for all a ∈ A there exists a constant Ca ≥ 0 such that the
inequality
Φ(x∗a∗ax) ≤ CaΦ(x∗x)
holds for all x ∈ A, then the GNS representation (Hϕ, πϕ,Ωϕ) of (A,Φ) yields a quantum
probability space (πϕ(A), Hϕ,Ωϕ). If two subalgebras A1 = C1⊗A01,A2 ⊆ A are mono-
tonically independent in (A, ϕ), then πϕ(A01) and πϕ(A2) are monotonically independent
in (πϕ(A), Hϕ,Ωϕ) in the sense of the following definition.
Definition 2.1. Let H be a Hilbert space, Ω ∈ H a unit vector, and define a state
Φ : B(H)→ C on the algebra of bounded operators on H by
Φ(X) = 〈Ω, XΩ〉, for X ∈ B(H).
Two subalgebras A1,A2 ⊆ B(H) are called monotonically independent w.r.t. Ω, if the
following two conditions are satisfied.
(a) For all X,Z ∈ A1, Y ∈ A2, we have
XY Z = Φ(Y )XZ.
(b) For all Y ∈ A1, X,Z ∈ A2,
Φ(XY Z) = Φ(X)Φ(Y )Φ(Z).
Two operators X,Y ∈ B(H) are called monotonically independent w.r.t. Ω, if the subal-
gebras A1 = alg(X) = span{Xk|k = 1, 2, . . .} and A2 = alg(Y ) = span{Y k|k = 1, 2, . . .}
are monotonically independent.
Proposition 2.1. Let (Ai,Hi,Ωi), i = 1, 2, be two quantum probability spaces, and
denote the states associated to Ω1 and Ω2 by Φ1 and Φ2, respectively.
Then there exists a quantum probability space (A,H,Ω) and two injective state-preser-
ving homomorphisms Ji : Ai → A, i = 1, 2, such that the images J1(A1) and J2(A2) are
monotonically independent w.r.t. Ω.
Proof. We set H = H1 ⊗H2 and Ω = Ω1 ⊗ Ω2. Denote by P2 the orthogonal projection
on CΩ2 ⊆ H2.
We define the embeddings Ji : Ai → B(H) by
J1(X) = X ⊗ P2, for X ∈ A1,
J2(X) = 1⊗X, for X ∈ A2.
For A we take the subalgebra generated by J1(A1) and J2(A2). It is clear that J1 and
J2 are injective, state-preserving homomorphisms.
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A simple calculation shows that J1(A1) and J2(A2) are monotonically independent
w.r.t. Ω. E.g., for products of the form J1(X1)J2(Y )J1(X2), X1, X2 ∈ A1, Y ∈ A2, we
get
J1(X1)J2(Y )J1(X2) = (X1 ⊗ P2)(1⊗ Y )(X1 ⊗ P2) = (X1X2)⊗ P2Y P2
= Φ
(
J2(Y )
)
J1(X1)J1(X2).
On the other hand, for J2(Y1)J1(X)J2(Y2), X ∈ A1, Y1, Y2 ∈ A2, we get
Φ
(
J2(Y1)J1(X)J2(Y2)
)
= 〈Ω1 ⊗ Ω2, (1⊗ Y1)(X ⊗ P2)(1⊗ Y2)Ω1 ⊗ Ω2〉
= 〈Ω1 ⊗ Ω2, X ⊗ (Y1PY2)Ω1 ⊗ Ω2〉
= Φ1(X)Φ2(Y1)Φ2(Y2) = Φ
(
J2(Y1)
)
Φ
(
J1(X)
)
Φ
(
J2(Y2)
)
.
We will call the quantum probability space (A,H,Ω) constructed in the previous
proposition the monotone product of (A1,H1,Ω1) and (A2,H2,Ω2). When there is no
danger of confusion, we shall identify the algebras A1 and A2 with their images J1(A1)
and J2(A2), respectively.
The monotone product is associative and can be extended to more than two factors,
see [Fra01]. But it is not commutative.
The embedding J1 : A1 → A is not unital and the product is not trace-preserving. If
Φ1|A1 is not identically equal to zero, then the calculation
Φ1(X)Φ2(Y1Y2) = Φ(XY1Y2) = Φ(Y2XY1) = Φ1(X)Φ2(Y1)Φ2(Y2)
for all X ∈ A1, Y1, Y2 ∈ A2 shows that Φ can only be a trace on A, if Φ2|A2 is a
homomorphism.
3. Relation of monotone independence and conditional free independence.
We recall now the definition of the conditional free product of algebraic probability spaces
and show that the monotone product is contained as a special case.
Let (A1, ϕ1, ψ1) and (A2, ϕ2, ψ2) be two unital algebras, equipped with two unital
functionals. Recall that the conditionally free product[BS91, BLS96] of (A1, ϕ1, ψ1) and
(A2, ϕ2, ψ2) is defined as the triple (A, ϕ, ψ), where A = A1
∐A2 is the free product of
A1 and A2 with identification the units of A1 and A2. The unital functionals ϕ and ψ
on A = A1
∐A2 can be defined by the conditions
ϕ(a1a2 · · ·an) = ϕǫ(1)(a1) · · ·ϕǫ(n)(an) and ψ(a1a2 · · · an) = 0(2)
for all n ∈ N and all ai ∈ Aǫ(i) with ǫ(i) ∈ {1, 2}, ǫ(1) 6= ǫ(2) 6= · · · 6= ǫ(n) and
ψǫ(1)(a1) = · · · = ψǫ(n)(an) = 0. The functional ψ is simply the free product ψ1 ∗ ψ2 of
ψ1 and ψ2, cf. [VDN92, Voi97]. We will denote ϕ by
ϕ = ϕ1 ψ1∗ψ2 ϕ2.
The product defined in this way for triples (A, ϕ, ψ) can be shown to be commutative
and associative, cf. [BS91, BLS96].
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Taking pairs of the form (A1, ϕ1, ϕ1) and (A2, ϕ2, ϕ2), one obtains the free product
also for the first functional, i.e.
ϕ1 ϕ1∗ϕ2 ϕ2 = ϕ1 ∗ ϕ2.
Suppose now that the algebras A1 and A2 have decompositions Ai = C1⊕A0i , i = 1, 2,
as a direct sum of vector spaces, such that the A0i are even subalgebras. If one defines
functionals δi : Ai → C by
δi(λ1+ a0) = λ(3)
for λ ∈ C, a0 ∈ A0i , i = 1, 2, then one obtains the boolean product
ϕ1 δ1∗δ2 ϕ2 = ϕ1 ⋄ ϕ2,
cf. [SW97, BLS96].
Since the conditionally free product of triples of the form (A, ϕ, δ) can be shown to
be again of the same form, the commutativity and associativity of the boolean product
follow immediately from this construction.
One can also obtain the monotone product from the conditionally free product.
Proposition 3.1. Let (A1, ϕ1) and (A2, ϕ2) be two algebraic quantum probability
spaces and assume A1 has a decomposition A1 = C1⊕ A01, where A01 is a subalgebra of
A1. Define a unital functional δ1 : A1 → C as in Equation (3).
Then we have
ϕ1 ⊲ ϕ2 = ϕ1 δ1∗ϕ2 ϕ2
Proof. Let n ∈ N, ǫ(1), . . . , ǫ(n) ∈ {1, 2} such that ǫ(1) 6= ǫ(2) 6= · · · 6= ǫ(n), and
a1 ∈ Aǫ(1), · · · , an ∈ Aǫ(n) such that δ1(ak) = 0 if ǫ(k) = 1 and ϕ2(ak) = 0 if ǫ(k) = 2.
This implies ak ∈ A01 for ǫ(k) = 1 and therefore by Equation (1)
ϕ1 ⊲ ϕ2(a1a2 · · · an) =
∏
k:ǫ(k)=2
ϕ2(ak) = 0
(If the product a1a2 · · ·an does not begin or end with an element of A2, add 1 ∈ A2 in
order to apply Equation (1)).
Therefore ϕ1 ⊲ ϕ2 satisfies condition (2) that defines the conditionally free product
ϕ1 δ1∗ϕ2 ϕ2.
With this observation, Muraki’s formula [Mur00, Theorem 3.1] for the additive mono-
tone convolution can be deduced from the analytic theory of the additive conditionally
free convolution developed in [BLS96].
4. Products of monotonically independent operators. For a bounded operator
X in a quantum probability space (B(H),H,Ω) we define
ψX(z) =
〈
Ω,
zX
1− zXΩ
〉
and
KX(z) =
ψX(z)
1 + ψX(z)
for |z| < 1/||X ||.
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The following theorem is similar to [Ber04, Theorem 2.2]. Below we provide a new
proof.
Theorem 4.1. Let (B(H),H,Ω) be a quantum probability space and A1,A2 ⊆ B(H)
two monotonically independent subalgebras. Let V1, V2 ∈ C1+A1, such that V2V1−1 ∈ A1
and W ∈ A2. Then we have
KV1WV2(z) = KV1V2
(
KW (z)
)
for all |z| < min(1/||V1WV2||, 1/||W ||).
Proof. Let M = max
(||V1WV2||, ||W ||(||V1V2||+ 2)) and |z| < 1/M . Then we have
zV1WV2
1− zV1WV2 =
∞∑
n=1
(zV1WV2)
n =
∞∑
n=1
znV1W (X + 1)W · · ·W (X + 1)︸ ︷︷ ︸WV2
n− 1 times
=
∞∑
n=1
zn
n∑
k=1
∑
ν1,...,νk≥1
ν1+···+νk=n
V1W
ν1XW ν2X · · ·XW νkV2,
where X = V2V1 − 1.
Using properties (a) and (b) in Definition 2.1, we get
ψV1WV2(z) =
〈
Ω,
zV1WV2
1− zV1WV2Ω
〉
=
∞∑
n=1
zn
n∑
k=1
∑
ν1,...,νk≥1
ν1+···+νk=n
〈
Ω, V1X
k−1V2Ω
〉 〈Ω,W ν1Ω〉 · · · 〈Ω,W νkΩ〉
=
∞∑
k=1
〈
Ω, V1(V2V1 − 1)k−1V2Ω
〉 (
ψW (z)
)k
=
∞∑
k=1
〈
Ω, V1V2(V1V2 − 1)k−1Ω
〉 (
ψW (z)
)k
=
∞∑
k=1
〈
Ω, ψW (z)V1V2
1
1− ψW (z)(V1V2 − 1)Ω
〉
=
∞∑
k=1
〈
Ω,
ψW (z)
1+ψW (z)
V1V2
1− ψW (z)1+ψW (z)V1V2
Ω
〉
= ψV1V2
(
KW (z)
)
.
By uniqueness of analytic continuation, we get
KV1WV2(z) = KV1V2
(
KW (z)
)
for all |z| < min(1/||V1WV2||, 1/||W ||).
Corollary 4.2. Let U, V be two unitary operators such that U−1 and V are mono-
tonically independent with respect to Ω. Then we have
KUV (z) = KV U (z) = KU
(
KV (z)
)
for all |z| ∈ D = {z ∈ C : |z| < 1}.
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Corollary 4.3. Let X,Y be two positive operators such that X−1 and Y are mono-
tonically independent with respect to Ω. Then we have
K√XY
√
X(z) = KX
(
KY (z)
)
for all |z| < min(1/||√XY√X||, 1/||Y ||).
5. Multiplicative monotone convolution for probability measures on the
unit circle. For a probability measure µ on S1 we define
ψµ(z) =
∫
S1
zx
1− zxdµ(x) and Kµ(z) =
ψµ(z)
1 + ψµ(z)
for z ∈ D = {z ∈ C : |z| < 1}.
We will call Kµ the K-transform of µ, it characterizes the measure µ completely.
Furthermore, for a holomorphic function K : D → D there exists a probability measure
µ on the unit circle S1 such that K = Kµ if and only if K(0) = 0. This follows from the
Herglotz representation theorem, the proof is similar to [Fra04, Proposition 3.3].
It is clear that the composition of two K-transforms is again a K-transform of some
probability measure on the unit circle. In view of Corollary 4.2 this suggests the following
definition.
Definition 5.1. Let µ, ν be two probability measures on S1, with transforms Kµ
and Kν . Then the unique probability measure µ⋗ ν on S
1 with
Kµ⋗ν = Kµ ◦Kν
is called the monotone convolution of µ and ν.
Remark 5.1. 1. The monotone convolution is weakly continuous.
2. The monotone convolution is associative, i.e.
(λ⋗ µ)⋗ ν = λ⋗ (µ⋗ ν)
for all λ, µ, ν, but not commutative, i.e., in general µ⋗ ν 6= ν ⋗ µ.
3. The Dirac measure δ1 at 1 is a two-sided unit, δ1 ⋗ µ = µ ⋗ δ1 = µ for all µ.
Right convolution by a Dirac measure δx acts as translation, i.e. µ ⋗ δx = Txµ, where
Tx : S
1 → S1 is defined by Tx(y) = xy for x ∈ S1. But δx ⋗ µ 6= Txµ in general.
4. The monotone convolution is affine in the first argument. Together with weak conti-
nuity this implies the following formula
µ⋗ ν =
∫
S1
dµ(x)δx ⋗ ν.
6. Le´vy-Khintchine formula for monotone convolution semigroups. We call
a weakly continuous one-parameter family (µt)t≥0 of probability measures on the unit
circle a continuous monotone convolution semigroup, if
µ0 = δ1 and µs ⋗ µt = µs+t
for all s, t ≥ 0. By definition a one-parameter family (µt)t≥ is a continuous monotone
convolution semigroup if and only if the K-transformsKt = Kµt , t ≥ 0 form a continuous
semigroup w.r.t. to composition. The continuity of the K-transforms is uniform in z on
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compact sets. Our main tool for characterizing continuous monotone convolution semi-
groups will be Berkson and Porta’s [BP78] characterisation of composition semigroups of
holomorphic maps.
Theorem 6.1. [Ber04, Theorem 4.6] Let (µt)t≥0 be a weakly continuous family of
probability measures on the unit circle, with K-transforms (Kt)t≥0. Then the following
are equivalent.
(a) (µt)t≥0 is a continuous monotone convolution semigroup.
(b) (Kt)t≥0 is a continuous semigroups w.r.t. to composition.
(c) There exists a holomorphic function u : D → C with ℜu(z) ≥ 0 for z ∈ D such that
(Kt)t≥0 is the (unique) solution of
dKt(z)
dt
= −Kt(z)u
(
Kt(z)
)
for z ∈ D and t ≥ 0, with initial condition K0(z) = z.
Proof. The equivalence between (a) and (b) follows from the definition and the continuity
properties of the monotone convolution.
The equivalence between (b) and (c) is an immediate consequence of [BP78, Theorem
(3.3)], it suffices to identify the fixed point at zero as the Denjoy-Wolff point of the Kt.
Remark 6.2. 1. The function u in (c) can be computed from the derivative of
(Kt)t≥0 in t = 0 by
u(z) = −1
z
d
dt
∣∣∣∣
t=0
Kt(z),
we will call it the generator of (Kt)t≥0.
2. Such a function u has a unique Herglotz representation
u(z) = ib+
∫
S1
w + z
w − zdρ(w),
where b is a real number and ρ a finite measure on S1.
7. Relation to Galton-Watson processes. A probability measure µ on the unit
circle is called infinitely divisible w.r.t. to the monotone convolution, if for all n ∈ N there
exists a probability measure µn on the unit circle such that
µ = µn ⋗ · · · ⋗ µn︸ ︷︷ ︸ .
n times
Bercovici has shown in [Ber04, Theorem 4.7] that all infinitely divisible probability mea-
sures can be embedded into a continuous monotone convolution semigroup, i.e. if µ is
infinitely divisible w.r.t. to the monotone convolution, then there exists a continuous
monotone convolution semigroup (µt)t≥0 such that µ = µt for some t ≥ 0. And from the
previous section it is clear this implies that the K-transform Kµ can be embedded into a
continuous composition semigroup of K-transforms.
A similar problem has been studied in the theory of Galton-Watson processes.
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LetXn,k, n, k = 1, 2, . . . be independent, identically distributed random variables with
values in N with generating function
ϕ(z) = E(zXn,k) =
∞∑
m=0
pmz
m, for z ∈ D
where pm = P(Xn,k = m). Then the associated Galton-Watson process (Yn)n≥0 is defined
by Y0 = 1, and
Yn+1 =
Yn∑
k=1
Xn,k, for n ≥ 1.
This process describes the evolution of a population where after each step each individual
produces a random number of offspring according to the probabilities (pm)m≥0.
Its generating functions form a discrete composition semigroup,
E(zYn) = ϕn(z), for z ∈ D, n ∈ N.
If P(Xn,k = 0) = 0 (i.e. no individual dies without offspring), then ϕ(0) = 0 and ϕ is
the K-transform of a probability measure µ on S1. If (Yn)n≥0 can be embedded into a
continuous-time Markovian branching process (or equivalently, if (ϕn)n≥0 can be embed-
ded into a continuous composition semigroup (ϕt)t≥0 of generating functions), then µ is
infinitely divisible for the monotone convolution and can be embedded into a continuous
monotone convolution semigroup. The problem of embedding Galton-Watson processes
has been studied by Gorya˘ınov[Gor93, Gor00].
Example 7.1. Continuous-timeMarkovian branching processes with extinction prob-
ability 0 can be obtained by choosing infinitesimal offspring probabilities λj ≥ 0 for j ≥ 2
such that α =
∑∞
j=2 λj <∞, setting
v(z) =
∞∑
j=2
λjz
j − αz, for |z| ≤ 1,
and solving the differential equation
d
dt
ϕt(z) = v
(
ϕt(z)
)
with initial condition ϕ0(z) = z, cf. [Gor93, Theorem 4].
A simple example is the Yule process, where v(z) = α(zk − z) and
ϕt(z) =
ze−αt
k−1
√
1− (1− e−α(k−1)t) zk−1 , t ≥ 0,
for some k ∈ N, k ≥ 2. This process describes a population were the individuals are
replaced by k new individuals after an exponentially distributed random time.
8. On the embedding of probability measures into continuous monotone
convolution semigroups. [Gor93, Theorem 6] and [Gor93, Theorem 7] characterize
probability generating functions that can be embedded into composition semigroups of
probability generating functions. In this section we give a similar characterization for
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K-transforms of probability measures on the unit circle that can be embedded into con-
tinuous monotone convolution semigroups.
Let (Kt)t≥0 be a continuous composition semigroups of K-transforms. By [BP78], Kt
is differentiable w.r.t. t and satisfies the differential equation
d
dt
Kt(z) = v
(
Kt(z)
)
= v(z)K ′t(z)(4)
for t ≥ 0, z ∈ D, with v given by
v(z) =
d
dt
∣∣∣∣
t=0
Kt(z).
This equation follows from the semigroup property Ks+t = Ks ◦ Kt = Kt ◦ Ks by
differentiation w.r.t. s at s = 0.
By Theorem 6.1, the function v is of the form v(z) = −zu(z), with a holomorphic
function u : D→ C such that ℜu(z) ≥ 0 for z ∈ D.
We will need the following lemma.
Lemma 8.1. Let u : D → C, u 6≡ 0, be a holomorphic function such that ℜu(z) ≥ 0
for z ∈ D and set β = u(0), v(z) = −zu(z) for z ∈ D.
Then, for all t ≥ 0, the equation
v
(
f(z)
)
= v(z)f ′(z), z ∈ D,(5)
has a unique solution f with f ′(0) = e−tβ.
Proof. The proof of this lemma is borrowed from [Gor93, Lemma 2].
Let (Kt)t≥0 be a composition semigroup of K-transforms with generator u. Then all
Kt, t ≥ 0 satisfy Equation (5). Furthermore, the differential equation that the Kt satisfy,
implies
d
dt
K ′t(0) = −u(0)K ′z(0)
and therefore K ′t(0) = e
−tβ, since K0(z) = z and K ′0(0) = 1. This proves existence.
Let now f be an arbitrary solution of Equation (5) with f ′(0) = e−tβ . Since v has no
zeros inside D other than z = 0, we get f(0) = 0 by substituting z = 0 into Equation (5).
Differentiation Equation (5) k times, we can calculate the higher derivatives of f at zero
from f ′(0) = e−tβ and the derivatives of v at zero. This proves uniqueness.
Remark 8.2. Let (Kt)t≥0 be the K-transforms of a continuous monotone convolution
semigroup (µt)t≥0 with generator u. Then K ′t(0) = e
−tu(0) is the first moment of µt, i.e.
e−tu(0) =
∫
S1
xdµt, for t ≥ 0.
We come to the main result of this section.
Theorem 8.3. Let µ be a probability measure on the unit circle S1 that is not con-
centrated in one point.
Then µ can be embedded into a continuous monotone convolution semigroup if and
only if K ′µ(z) 6= 0 for all z ∈ D and there exists a locally uniform limit
lim
n→∞
− K
n
µ (z)
(Knµ )
′(z)
= v(z),
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in D that is of the form v(z) = αzu(z) with a non-zero constant α ∈ C and a holomorphic
function u : D→ C such that ℜu(z) ≥ 0 for z ∈ D and K ′µ(0) = e−t0u(0) for some some
t0 ≥ 0.
Proof. The proof of this theorem is similar to that of [Gor93, Theorem 6].
Suppose that µ can be embedded into a continuous monotone convolution semigroup.
ThenKµ can be embedded into a composition semigroup of K-transforms (Kt)t≥0. There-
fore all Kt are injective and K
′
t(z) 6= 0 for all z ∈ D, t ≥ 0, cf. [BP78]. Denote by u the
generator of (Kt)t≥0 and define v by v(z) = −zu(z) for z ∈ D. By the Denjoy-Wolff
theorem we get limt→∞Kt(z) = 0 and limt→∞K ′t(z) = 0 locally uniformly for all z ∈ D.
Therefore
lim
t→∞
v
(
Kt(u)
)
Kt(z)
= v′(0) = −u(0).
With the right-hand-side of Equation (4) this implies
lim
n→∞
− K
n
µ (z)
(Knµ )
′(z)
= lim
t→∞
−Kt(z)
K ′t(z)
= lim
t→∞
−Kt(z)v(z)
v
(
Kt(z)
) = − v(z)
v′(0)
= −z u(z)
u(0)
.
The limit is of the form required in the theorem with the constant α = −1/u(0).
To show the converse, let now Kµ be a K-transform satisfying the conditions of the
theorem with v(z) = αzu(z), α and u as described in the theorem.
Let (Kt)t≥0 be the composition semigroup of K-transforms with generator u. Then
the Kt satisfy
v
(
Kt(z)
)
= v(z)K ′t(z), for t ≥ 0, z ∈ D.
The conditions of the theorem imply that Kµ is also a solution of the same equation,
v(z) = lim
t→∞
− K
n+1
µ (z)
(Kn+1µ )′(z)
= lim
t→∞
− K
n
µ
(
Kµ(z)
)
K ′µ(z)(Knµ )′(z)
=
v
(
Kµ(z)
)
K ′µ(z)
.
The uniqueness in Lemma 8.1 now implies Kµ = Kt0 .
Remark 8.4. Let µ = δx be concentrated in one point x = e
iϕ ∈ S1. Then we get
ψδx(z) =
xz
1−xz and Kµ(z) = e
iϕz and µ can be embedded into the continuous convolution
semigroups (µ
(k)
t )t≥0 given by µ
(k)
t = δeit(ϕ+2pik) , k ∈ Z.
9. Appendix: Multiplicative monotone convolution for probability mea-
sures on R+. Just as there are many different ways to define multiplicatively a positive
operator from two given positive operators, there are different definitions of multiplicative
monotone convolutions of two probability measures µ and ν on R+. Two possible choices
are to take positive self-adjoint operators X and Y , whose distributions are given by µ
and ν, resp., such that X − 1 and Y − 1 are monotonically independent, and to define
the convolution of µ and ν as the distributions of
√
XY
√
X or
√
Y X
√
Y .
By Corollary 4.3 the K-transform of
√
XY
√
X is equal to the composition of the
K-transforms of X and Y . Therefore this gives a definition which is equivalent to the one
chosen by Bercovici, cf. [Ber04].
We will show below that choosing the distribution of
√
Y X
√
Y as the convolution of
the distributions of X and Y leads to an inequivalent definition.
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The operators
√
XY
√
X and
√
Y X
√
Y have the same spectrum, except for 0. More
precisely, σ(
√
XY
√
X)\{0} = σ(√Y X√Y )\{0}, since √XY√X = AB and √Y X√Y =
BA with A =
√
X
√
Y and B =
√
Y
√
X .
But the following example shows that, unlike in the free case where one works with
tracial states, here the distributions of
√
XY
√
X and
√
Y X
√
Y are in general different
and therefore we have two different multiplicative monotone convolutions for probability
measures on R+.
Example 9.1. Consider the positive definite 2× 2-matrix
M(a) =
(
1 a
a 1
)
=
1√
2
(
1 1
1 −1
)(
1 + a 0
0 1− a
)
1√
2
(
1 1
1 −1
)
,
with a ∈ (0, 1). Then we have〈(
0
1
)
, Ak
(
0
1
)〉
=
1
2
(
(1− a)k + (1 + a)k)
for k ∈ N, i.e. the distribution of A in the vector state given by ω =
(
0
1
)
is equal to
1
2 (δ1−a + δ1+a).
A simple calculation yields
√
M(a) =
1
2
(√
1 + a+
√
1− a √1 + a−√1− a√
1 + a−√1− a √1 + a+√1− a
)
.(6)
Let a, b ∈ (0, 1) and consider the pair of positive definite matrices
X = 1⊗ 1+ (M(a)− 1)⊗ Pω =


1 0 0 0
0 1 0 0
0 0 1 a
0 0 a 1

 ,
Y = 1⊗M(b) =


1 0 b 0
0 1 0 b
b 0 1 0
0 b 0 1

 ,
inM2(C)⊗M2(C) ∼=M4(C) where Pω denotes the orthogonal projection onto ω =
(
0
1
)
.
With respect to the vector state given by ω⊗ω,X−1⊗1 and Y −1⊗1 are monotonically
independent, with distributions given by 12 (δ1−a+ δ1+a) and
1
2 (δ1−b+ δ1+b), respectively.
As in Equation (6), we compute
√
X =


1 0 0 0
0 1 0 0
0 0
√
1+a+
√
1−a
2
√
1+a−√1−a
2
0 0
√
1+a−√1−a
2
√
1+a+
√
1−a
2

 ,
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√
Y =
1
2


√
1 + b+
√
1− b 0 √1 + b−√1− b 0
0
√
1 + b+
√
1− b 0 √1 + b−√1− b√
1 + b−√1− b 0 √1 + b+√1− b 0
0
√
1 + b−√1− b 0 √1 + b+√1− b

 .
The eigenvalues of both
√
XY
√
X and
√
XY
√
X are
λ1 = 1 +
a
2
+
1
2
√
a2 + 4(1 + a)b2,
λ2 = 1 +
a
2
− 1
2
√
a2 + 4(1 + a)b2,
λ3 = 1− a
2
+
1
2
√
a2 + 4(1− a)b2,
λ4 = 1− a
2
− 1
2
√
a2 + 4(1− a)b2,
and therefore their distributions have the same support. But their distributions in the
vector state ω =


0
0
0
1

 are different. For example their second moments differ,
〈ω,
(√
XY
√
X
)2
ω〉 = 1 + b2 + a2,
〈ω,
(√
Y X
√
Y
)2
ω〉 = 1 + b2 + a
2
2
(
1 +
√
1− b2
)
,
(recall that we assumed a 6= 0, b 6= 0).
Acknowledgements. I presented the results of this paper, in particular Theorems
4.1 and 6.1 at the conference “Quantum Probability and Infinite Dimensional Analysis” in
Be¸dlewo, Poland, in June 2004. I wish to thank Marek Boz˙ejko and Janusz Wysoczanski
who indicated Reference [Ber04] to me.
I am also indebted to W. Hazod for bringing Gorya˘ınov’s work [Gor93, Gor00] to my
attention.
References
[Ber04] H. Bercovici. Multiplicative monotone convolution. Preprint math.OA/0406488, 2004.
[BLS96] M. Boz˙ejko, M. Leinert, and R. Speicher. Convolution and limit theorems for condi-
tionally free random variables. Pacific J. Math., 175(2):357–388, 1996.
[BP78] E. Berkson and H. Porta. Semigroups of analytic functions and composition operators.
Michigan Math. J., 25(1):101–115, 1978.
[BS91] M. Boz˙ejko and R. Speicher. ψ-independent and symmetrized white noises. In Quan-
tum probability & related topics, QP-PQ, VI, pages 219–236. World Sci. Publishing,
River Edge, NJ, 1991.
[Fra01] U. Franz. Monotone independence is associative. Infin. Dimens. Anal. Quantum
Probab. Relat. Top., 4(3):401–407, 2001.
14 U. FRANZ
[Fra02] U. Franz. What is stochastic independence? In Quantum probability and White Noise
Analysis, Non-commutativity, Infinite-dimensionality, and Probability at the Cross-
roads, QP-PQ, XVI, pages 254–274. World Sci. Publishing, Singapore, 2002.
[Fra04] U. Franz. Boolean convolution of probability measures on the unit circle. Preprint
math.FA/0403243, 2004.
[Gor93] V. V. Gorya˘ınov. Fractional iteration of probability-generating functions and the
embedding of discrete branching processes into continuous ones. Mat. Sb., 184(5):55–
74, 1993.
[Gor00] V. V. Gorya˘ınov. One-parameter semigroups of analytic functions and a compositional
analogue of infinite divisibility. In Proceedings of the Institute of Applied Mathematics
and Mechanics, Vol. 5 (Russian), volume 5 of Tr. Inst. Prikl. Mat. Mekh., pages 44–57.
Nats. Akad. Nauk Ukrainy Inst. Prikl. Mat. Mekh., Donetsk, 2000.
[Mur00] N. Muraki. Monotonic convolution and monotone Le´vy-Hincˇin formula. Preprint,
2000.
[Mur01] N. Muraki. Monotone independence, monotone central limit theorem and monotonic
law of small numbers. Inf. Dim. Anal., quant. probab. and rel. fields, 4(1):39–58, 2001.
[Mur03] N. Muraki. The five independences as natural products. Infin. Dimens. Anal. Quantum
Probab. Relat. Top., 6(3):337–371, 2003.
[SW97] R. Speicher and R. Woroudi. Boolean convolution. In D. Voiculescu, editor, Free
probability theory. Papers from a workshop on random matrices and operator algebra
free products, Toronto, Canada, March 1995, volume 12 of Fields Inst. Commun.,
pages 267–279. American Mathematical Society, Providence, RI, 1997.
[VDN92] D. Voiculescu, K. Dykema, and A. Nica. Free Random Variables. AMS, 1992.
[Voi97] D. Voiculescu, editor. Free probability theory. Papers from a workshop on random
matrices and operator algebra free products, Toronto, Canada, March 1995, volume 12
of Fields Inst. Commun. American Mathematical Society, Providence, RI, 1997.
