I. INTRODUCTION
OWER grid transition to a smarter one mandates increased dependence on information and communication technologies (ICT) [1] , [2] . This dependence is continuously growing with the introduction and evolution of emerging technologies, such as advanced metering infrastructure (AMI), MGs, phasor measurement units and electric vehicles. Therefore, it is crucial to analyze the impact of ICT networks performance degradation, such as communication latency and/or packet loss, on the operation of the power grid.
While there are a few papers in the literature that study the interdependence between the power grid and ICT network on a large scale [3] , [4] , e.g. the power system of a whole country, there are no studies on the impact of ICT on the performance of distributed energy resources (DERs) and DC MGs. Some papers focused on the AC MG [5] , [6] . To the best of our knowledge, this paper is the first attempt to investigate and analyze the impact of communication latency on DC MGs performance.
An MG is a group of interconnected loads and distributed energy resources controlled by a supervisory controller. It acts as a single controllable entity with respect to the grid and can function in either a grid-connected or an islanded mode [7] , [8] . In order to optimize the operation of an MG, i.e. maintain generation/demand balance, maximize energy harvesting from renewables, minimize dependence on the main grid, etc., an efficient control technique is required. DC MG control could be realized using one of two methods: (1) Voltage based droop control; or (2) Communication based control [9] .
Voltage droop control is analogues to frequency droop in AC networks, and is achieved by means of cooperative operation among parallel converters. It is based on using the voltage of the physical link between the converters, namely the DC bus, to signal deviations in the generation/demand ratio [10] , [11] . For instance, a decrease in the DC bus voltage indicates generation deficiency; therefore, all converters start to increase their output power set points until the balance is achieved, i.e. the DC bus voltage is restored to its rated value. This control technique has several pros, e.g. it allows power sharing while providing active damping to the system, it offers a plug and play feature since new converters can be seamlessly integrated to the DC bus, and above all, it does not require communication [11] . However, it has some drawbacks as well, such as the deterioration of current sharing caused by load dependent voltage deviations, having circulating currents [12] , and its failure to achieve an optimal coordinated performance of the MG.
In communication based control, individual DERs and controllable loads, if any, are controlled via local control agents. The data from local DER and load agents are aggregated in the MG central controller (MGCC), processed through a predefined control algorithm, then feedback commands are sent back to the local agents through wired or wireless communication. This allows the design of energy management algorithms that have the potential to achieve an optimal, or at least near-optimal, MG performance. However, the main concern about communication based control is the hypothesis that the reliability of the MG may be affected by the intrinsic drawbacks to ICT networks, e.g. delays and/or packet loss. Even though this hypothesis is decisive while designing MGCCs, it received minor attention in the literature.
II. MG COMMUNICATION NETWORKS
In MGs, and in smart grids generally, the communication network functional requirements, e.g. data rate and coverage range, significantly vary depending on the control layer. Therefore, the communication networks of a smart grid are typically designed in a hierarchical multilayered architecture [13] , as shown in Fig. 1 . This architecture includes: Home Area Network (HAN): it provides low bandwidth, twoway communications between home appliances and equipment (e.g. smart meters), or among MG resources and loads. Data being exchanged might be voltage, current and frequency measurements, which could be utilized in MGCC, demand side management, demand response, home/building automation, etc. The communication technologies that are usually deployed within these networks could be wired or wireless, such as Zigbee, Bluetooth, and WiFi [14] . Neighborhood Area Network (NAN): it acts as a gateway between HANs and the upper layer, transmitting information from the consumer premises to the utility data center for processing and feedback action [15] , [16] . NANs involve LTE, WiMax, WiFi, etc. This layer is needed when aggregating geographically dispersed DERs and distributed generators in a community MG or a virtual power plant. Wide Area Network (WAN): its main task is to transfer the overall aggregated data to grid operators, and command signals to the consumers; therefore, it has to be highly reliable, and be able to carry large data on a wide range [16] .
Wireless technologies can be used for information exchange between controllers in a MG. They eliminate the need for physical connections. Moreover, they can be used as a redundant system even if a wired connection exists for increased reliability or improved performance. For instance, data traffic could be routed to the wireless network, mitigating congestion on wired links, to increase data transfer speed. Table  I shows a comparison of some common wireless communication technologies, including Zigbee, Long Term Evolution Machine to Machine (LTE M2M), High Speed Packet Access M2Machine (HSPA M2M) and WiFi [17] - [19] .
III. DC MICROGRID MODEL TOPOLOGY
The topology of the DC MG example under study in this paper is depicted in Fig. 2 . It comprises the followings: a 6 kW photovoltaic (PV) system that is integrated to the DC bus through a step up DC-DC converter, a 1.5 kWh battery system integrated to the DC bus through a bidirectional DC-DC charger, a bidirectional AC-DC smart inverter tying the DC MG. The working voltage of the DC MG is 300 V, and it includes a total load of 8 kW. A coil was added to the output of the bidirectional converter to smooth the output current during islanding mode when the bidirectional converter regulates the DC bus voltage. The values used for the converters inductances and capacitances can be found in Table II .
The various individual converters are controlled locally, and a central MGCC is used to coordinate the operation of the local control agents and optimize the MG performance. The complete details about the example MG, including the circuits design, the components values, the monitoring system and the complete control algorithm can be found in [20] [29] .
In order to analyze the impact of ICT dependence, we will intentionally introduce communication latency to the control messages communicated between the MGCC and local controllers, and inspect the impact on the MG operation. Even though this study can be expanded to many scenarios, in this paper, we will focus on analyzing a critical case when the delay occurs while the MG is within the process of islanding itself from the main grid.
In order to completely understand this impact, we will highlight the control actions, to be taken by the MGCC, pertaining to the transition from grid-connected mode to islanding mode. Prior to islanding, the inverter regulates the voltage of the DC bus, and the MGCC determines the power set points of the battery, which indirectly determines the amount of power exchanged with the main grid, while the boost converter is set to track the maximum power point of the PV system. The inverter is operated in a constant-voltage mode, while the PV and battery are operated in a constant-power mode. Once a problem is detected on the main grid (e.g. under frequency, under voltage, or any other violation), the MGCC disconnects the Solid-State Relay (the main breaker between the MG and the main grid), and sends a command to the battery system to Sbo take the lead and regulate the voltage. In other words, in this case, the battery needs to buffer the oscillations resulting from the intermittent PV output to maintain generation/load balance. If the signal transmitted from the MGCC to the battery is delayed, the MG stays during the delay with no converter directly responsible for regulating the voltage. Therefore, the DC bus voltage floats, which may lead to a collapse of the whole MG if the resulting voltage/current swings meet one or more of the protection system pick-up thresholds.
IV. CONTROL SCHEME FOR THE DC MICROGRID
The control hierarchy for the DC MG shown in Fig. 2 , is a communication based scheme. In the primary layer, the local controllers are continuously monitoring input and/or output voltages and/or currents of their converters, based on the desired control type (i.e. current, voltage or maximum power point tracking control). In the secondary layer, the modes and set points are being assigned to each LC by the MGCC, to maintain the required voltage level within the DC MG and reliable operation.
To maintain reliable operation in a centralized communication based controlled DC microgrid, a predefined control can be applied. The control logic could be designed based on the expected events that may encounter the DC microgrid (e.g. microgrid islanding) and set up control schemes accordingly.
The control scheme for the DC MG model shown in Fig. 2 is depicted in Fig. 3 . During grid-tie mode the MGCC maintain normal operation, where the inverter is fixing the DC bus voltage to 300 V, the boost converter is MPPT controlled and the bidirectional converter is current controlled. Once the MG is islanded the MGCC receive a signal from the protection system. Accordingly, the MGCC sends a three-bit signal to the local controllers ( = 111). Each bit in this signal corresponds to a control type for a specific local controller. For example, the least significant bit changes in reflects only on the bidirectional converter control type. The logic impeded in the bidirectional converter local controller, shown in Fig. 3 , is set up to read only the least significant bit. If the bit is zero that means that the bidirectional converter is current controlled, when it changes to one, the bidirectional converter regulates the DC bus voltage of the MG. Similarly, the inverter local controller reads the most significant bit of , if it is zero, the inverter regulates the DC bus voltage, when it changes to one, the inverter is disconnected. The values of Kp and Ki for all controllers are shown in Table III. In the following section, a delay ( ) will be introduced to the once the microgrid is islanded to show the impact on the DC bus voltage of the microgrid.
V. RESULTS, ANALYSIS AND DISCUSSION
In this section, the impact of communication delay on the voltage of the DC bus ( ) and converters switches ( and ) of the MG have been shown and discussed using results obtained from the Simulink model for the MG shown in Fig. 2 . To simulate the impact of delay on the DC bus voltage of the MG, a delay ( ) has been imposed on the signal once the protection system islands the MG. In this scenario, the islanding of the MG occurs at 0.5 sec. In case of delay, none of the converters is maintaining the DC bus voltage. Fig. 4 shows the effect of different delays, i.e. different values of , which represents the delays that might be associated with the various communication technologies shown in Table  1, on with constant total capacitance (CT = Cbo + Cbi = 4800 F), and mismatch current (Im = 7.1 A). The mismatch current is the current that was supplied from the grid through the .3%, respectively. Furthermore, the voltage deviation is a function of the mismatch current Im and total capacitance CT as well, i.e. worst-case scenario could take place if the generated power from the DERs at the instant of islanding is zero, e.g. a cloud was passing by the solar panels, the batteries are depleted, and CT was critically small to hold the voltage. This scenario might lead to swift changes in the voltage level, triggering protection relays of the DC MG, which are occasionally based on the (d/dt) values of voltage and current, and/or voltage limits of ±(5~10)% of its nominal value [30] .
Figs. 5(a), 5(b), and 5(c) demonstrate the voltage across the boost converter switch Sbo during zero (i.e. normal operation), 15, and 150 ms delay, respectively. It can be noticed that the voltage across the switch is almost the same as the DC bus voltage in Fig. 4 , if the voltage across the diode is neglected. It can be seen that during delays can reach up to more than 1.5 the nominal value of the DC bus voltage. This effect should be taken into consideration while designing the boost switches.
Figs. 6(a), 6(b), and 6(c) depict the voltage across the bidirectional converter switch Sbi during zero (i.e. normal operation), 15, and 150 ms delay, respectively. It can be seen that before the islanding (i.e. 0.5 sec) the bidirectional converter was not boosting any current (i.e. current reference to the PI controller is zero) and was almost equal to the battery system voltage 210 V. LBD was almost short-circuited since the bidirectional was not operational. In Figs. 6(b) and 6(c), it can be noticed that once the delay ends, can reach to more than double the nominal DC bus voltage. In case the delay last longer and there was a mismatch current supplying a considerable portion of the DC bus loads, might be more than 2.5 the nominal DC bus voltage. The voltage across Sbi is equal to the DC bus voltage plus the voltage drop across the smoothing coil and the diode as shown in (1): (1) Where is the voltage across the series diode in the bidirectional converter and the voltage across the smoothing coil is: (2) Where is the output current of the bidirectional converter. Figs 7(a), 7(b), 7(c) and 7(d) present the impact of different delays on the load current, output boost and bidirectional converters currents and the DC bus voltage, respectively. It can be seen that once the delay ends and the bidirectional converter gets the signal to regulate the DC bus voltage, PI controller overshoot. This overshoot reflects on the boost output current and the load current. It can be noticed from Figs. 7(a), 7(b), and 7(c) that an overshoot of ~75 A is injected from the bidirectional converter once the 15 ms delay ends. This causes a momentary ~25 A overshoot in the load current and the rest is absorbed by the boost capacitor. Also, Oscillations start to show up in the DC bus voltage and converters current due to the presence of the RLC circuit. As the delay increases, the deviation increases and the error to the PI controller of the bidirectional converter increases as shown in (3) design (i.e. capacitors, inductors switches of the converters), and the duration of the delay. This study suggests that the design of an MG should be coordinated along with the selection of the communication technology. If cost effective communication technology with long delays is to be deployed, more investment has to be done on the MG design, e.g. if Zigbee were to be used, a high capacitance should be implemented to mitigate the effect of the long delay. If HSPA M2M were to be implemented, less capacitance is required. However, the use of large capacitance to compensate for the mechanical inertia as in the AC systems leads to high fault currents. Moreover, long latencies at high mismatch current and low capacitance will cause a swift change in DC bus voltage and current, which might cause the protection relays to be triggered. Also, using an inductor for a converter to smooth its output current, increases the impact of the delays on the load current and the voltage stress on the converter switch. Therefore, MGs should be designed, while considering communication technology latency, capacitance, inductors, and switches of the DER ters, and protection relay settings. 
