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Abstract
In this paper we examine semilinear and nonlinear Neumann problems with a nonsmooth locally Lip-
schitz potential function. Using variational methods based on the nonsmooth critical point theory, for the
semilinear problem we prove a multiplicity result under conditions of double resonance at higher eigenval-
ues. Our proof involves a nonsmooth extension of the reduction method due to Castro–Lazer–Thews. The
nonlinear problem is driven by the p-Laplacian. So first we make some observations about the beginning of
the spectrum of (−Δp,W1,p(Z)). Then we prove an existence and multiplicity result. The existence result
permits complete double resonance. The multiplicity result specialized in the semilinear case (i.e. p = 2)
corresponds to the super-sub quadratic situation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The goal of this paper is to prove existence and multiplicity results for Neumann problems at
resonance and with a nonsmooth potential. We consider both semilinear problems (i.e., p = 2)
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2 D. Motreanu, N.S. Papageorgiou / J. Differential Equations 232 (2007) 1–35and quasilinear ones (i.e., p = 2). So let Z ⊂RN be a bounded domain with a C2-boundary ∂Z.
We study the following two Neumann problems:
{−Δx(z)− λkx(z) ∈ ∂j (z, x(z)) a.e. on Z,
∂x
∂n
= 0 on ∂Z (1)
and, for 2 p < ∞,{−div(‖Dx(z)‖p−2Dx(z)) ∈ ∂j (z, x(z)) a.e. on Z,
∂x
∂np
= 0 on ∂Z. (2)
Here j (z, x) is a potential function which is locally Lipschitz in x ∈ R, not necessarily smooth
and ∂j (z, x) denotes the generalized (Clarke) subdifferential of j (z, ·). Also ∂x
∂n
= (Dx,n)RN
and ∂x
∂np
= ‖Dx‖p−2(Dx,n)RN , with n being the outward unit normal on ∂Z. For problem (1),
we prove a multiplicity result (existence of at least two nontrivial solutions) under conditions
of double resonance at the origin. This means that near the origin, the ratio 2j (z,x)
x2
+ λk is lo-
cated between two successive eigenvalues of (−Δ,H 1(Z)) (i.e., of the negative Laplacian with
Neumann boundary conditions), allowing interaction (resonance) with both ends of the spec-
tral interval. The interaction (resonance) can be complete at the left endpoint of the interval and
incomplete (nonuniform nonresonance) at the right endpoint of the interval. Semilinear prob-
lems at resonance with a smooth potential were studied under a variety of conditions on the
potential function. So in the works of Gupta [14] and Iannacci–Nkashama [21] (in Iannacci–
Nkashama [21] N = 1, i.e. ordinary differential equation), the authors employ a sign condition,
in Iannacci–Nkashama [20] and Kuo [25] we find Landesman–Lazer type conditions and in
Mawhin–Ward–Willem [29] a monotonicity condition is used. In all these works (with the ex-
ception of Iannacci–Nkashama [20]), k = 0 (i.e., λk = λ0 = 0 in (1)) we find existence, but no
multiplicity results. Very recently, Tang [38] considered the case k > 0 and proved multiplicity
results. However, his hypotheses preclude the possibility of double resonance and he imposes the
conditions on the ratio ∂j (t,x)
∂x
and not on 2j (t,x)
x2
, which is in general less restrictive. We should
also mention that doubly resonant problems were studied exclusively in the context of semilin-
ear smooth Dirichlet problems, starting with the work of Berestycki–de Figueiredo [3]; see also
Cac [6], Hirano–Nishimura [15], Landesman–Robinson–Rumbos [26], Robinson [34], Su [37]
and the references therein.
Concerning problem (2), we mention the works of Binding–Drabek–Huang [4], Faraci [13]
and Hu–Papageorgiou [17], for problems with a smooth (i.e., C1) potential and Hu–Matzakos–
Papageorgiou [16], Marano–Motreanu [28], Papageorgiou–Smyrlis [31] and Papalini [32,33],
where the potential is nonsmooth and locally Lipschitz. However, none of the aforementioned
works deals with the situation of double resonance.
Our approach is variational, based on the nonsmooth critical point theory for locally Lip-
schitz functions due to Chang [9] (for extensions of the theory, we refer to Kourogenis–
Papageorgiou [24] and Motreanu–Panagiotopoulos [30]). This theory is based on the generalized
(Clarke) subdifferential of locally Lipschitz functions. So for the convenience of the reader, in the
next section we recall some basic definitions and facts from the generalized subdifferential cal-
culus. We also recall the notions and results from the nonsmooth critical point theory which we
shall need in the sequel. Our main sources are the books of Clarke [10], Denkowski–Migorski–
Papageorgiou [11] and Motreanu–Panagiotopoulos [30].
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Let X be a Banach space, X∗ its topological dual and by 〈·,·〉 denote the duality brackets for
the pair (X,X∗). A function ϕ : X → R is said to be locally Lipschitz, if for every x ∈ X, there
exist a neighborhood U of x and a constant k > 0 (depending on U ), such that |ϕ(z) − ϕ(y)|
k‖z − y‖, for all z, y ∈ U . From convex analysis we know that, if ψ :X → R = R ∪ {+∞} is a
proper (i.e., not identically +∞), convex and lower semicontinuous function, then ψ is locally
Lipschitz in the interior of its effective domain domψ = {x ∈ X: ψ(x) < +∞}. Given a locally
Lipschitz function ϕ :X → R, we define the generalized directional derivative of ϕ at x ∈ X in
the direction h ∈ X, by
ϕ0(x;h) = lim sup
x′→x
λ↓0
ϕ(x′ + λh)− ϕ(x′)
λ
.
The function h → ϕ0(x;h) is sublinear, continuous and so it is the support function of a non-
empty, convex and w∗-compact set ∂ϕ(x), defined by
∂ϕ(x) = {x∗ ∈ X∗: 〈x∗, h〉 ϕ0(x;h) for all h ∈ X}.
The set ∂ϕ(x) is called the generalized (or Clarke) subdifferential of ϕ at x ∈ X. If ϕ :X → R
is also convex, then ∂ϕ(x) coincides with the subdifferential in the sense of convex analysis,
given by ∂cϕ(x) = {x∗ ∈ X∗: 〈x∗, y − x〉 ϕ(y) − ϕ(x) for all y ∈ X}. If ϕ ∈ C1(X) (hence ϕ
is locally Lipschitz too), then ∂ϕ(x) = {ϕ′(x)}. If ϕ,ψ :X → R are locally Lipschitz functions
and μ ∈R, we have
∂(ϕ +ψ) ⊆ ∂ϕ + ∂ψ and ∂(μϕ) = μ∂ϕ.
Let ϕ :X → R be a locally Lipschitz function. A point x ∈ X is said to be a critical point of
ϕ if 0 ∈ ∂ϕ(x). Then c = ϕ(x) is said to be a critical value of ϕ. It is easy to see that if x ∈ X is
a local extremum of ϕ (i.e., a local minimum or a local maximum), then 0 ∈ ∂ϕ(x) (i.e., x is a
critical point of ϕ). In the classical (smooth) critical point theory, crucial role plays a compactness
type condition, known as the “Palais–Smale condition” (PS-condition for short). In the present
nonsmooth setting, this condition takes the following form:
A locally Lipschitz function ϕ :X → R satisfies the nonsmooth PS-condition at level c ∈ R
(nonsmooth PSc-condition for short), if every sequence {xn}n1 ⊂ X such that ϕ(xn) → c
and m(xn) = inf{‖x∗‖: x∗ ∈ ∂ϕ(xn)} → 0 as n → ∞ has a strongly convergent subsequence.
If this condition is satisfied at every level c ∈ R, then we say that ϕ satisfies the nonsmooth
PS-condition.
Sometimes we need a more general version of such a compactness-type condition, which
nevertheless leads to the same critical point theory (see Kourogenis–Papageorgiou [24]). This
more general condition reads as follows:
A locally Lipschitz function ϕ :X → R satisfies the nonsmooth C-condition at level c ∈ R
(nonsmooth Cc-condition for short), if every sequence {xn}n1 ⊂ X such that ϕ(xn) → c and
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every level c ∈R, then we say that ϕ satisfies the nonsmooth C-condition.
In our analysis of problem (2) we shall need the following geometric notion, which is basic
in critical point theory (see Struwe [36, p. 116], and Denkowski–Migorski–Papageorgiou [12,
p. 178]).
Definition. Let Y be a Hausdorff topological space and E1, D ⊂ Y two nonempty sets. We say
that E1 and D link in Y if
(a) E1 ∩D = ∅;
(b) there exists a closed set E ⊇ E1 such that for any η ∈ C(E,Y ) with η|E1 = idE1 , we have
η(E)∩D = ∅.
Using this notion, Kourogenis–Papageorgiou [24] proved the following abstract minimax
principle.
Theorem 1. If X is a reflexive Banach space, E1 and D are nonempty subsets of X with D closed,
E1 and D link in X, ϕ :X → R is locally Lipschitz, supE1 ϕ < infD ϕ and ϕ satisfies the non-
smooth Cc-condition with c = infη∈Γ supv∈E ϕ(η(v)), where Γ = {η ∈ C(E,X): η|E1 = idE1}
and E ⊇ E1 is as in definition of linking sets, then c  infD ϕ and c is a critical value of ϕ, i.e.,
there exists a critical point x0 ∈ X such that ϕ(x0) = c. Moreover, if c = infD ϕ, then x0 ∈ D.
Remark. Using this abstract minimax principle and suitable choices of the sets E1 and D,
Kourogenis–Papageorgiou [24] obtained nonsmooth versions of the mountain pass theorem, the
generalized mountain pass theorem and the saddle point theorem.
Recently, Kandilakis–Kourogenis–Papageorgiou [22] proved a multiplicity result under the
so-called local linking condition. Their result is a nonsmooth version of a result due to Brézis–
Nirenberg [5].
Theorem 2. If X is a reflexive Banach space, X = Y ⊕ V with dimY < +∞, ϕ :X →R is a lo-
cally Lipschitz function which is bounded below, satisfies the nonsmooth C-condition, ϕ(0) = 0,
infX ϕ < 0 and there exists r > 0 such that{
ϕ(x) 0 if x ∈ Y , ‖x‖ r
ϕ(x) 0 if x ∈ V , ‖x‖ r (local linking condition),
then ϕ has at least two nontrivial critical points.
Clearly, the study of problem (1) requires knowledge of the spectrum of (−Δ,H 1(Z)). So
consider the following linear eigenvalue problem:{−Δx(z) = λx(z) a.e. on Z,
∂x
∂n
= 0 on ∂Z, λ ∈R. (3)
The real parameters λ for which problem (3) has a nontrivial solution are called eigenval-
ues of (−Δ,H 1(Z)) and the corresponding solutions eigenfunctions. We know (see Showalter
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· · · λn  · · · , λn → +∞. Also we can find an orthonormal basis {um}m0 ⊂ H 1(Z)∩C∞(Z)
of L2(Z) consisting of eigenfunctions corresponding to eigenvalues {λn}n0. If the bound-
ary ∂Z of Z is a Ck-manifold (respectively, a C∞-manifold), then un ∈ Ck(Z) (respectively,
un ∈ C∞(Z)). Also the sequence { 1√λn+1un,
1
|Z|1/2N
}n1 is an orthonormal basis of H 1(Z), where
| · |N denotes the Lebesgue measure of RN . For every integer n 0, let E(λn) be the eigenspace
corresponding to the eigenvalue λn. This space has the unique continuation property, namely
if u ∈ E(λn) is such that it vanishes on a set of positive measure, then u(z) = 0 for all z ∈ Z.
The eigenvalue λ0 = 0 is simple, isolated and E(λ0) = R. In what follows by {λn}n0 we de-
note the sequence of distinct eigenvalues of (−Δ,H 1(Z)). We have the following variational
characterizations for λn, n 0:
λ0 = min
{‖Dx‖22
‖x‖22
: x ∈ H 1(Z), x = 0
}
= 0
and
λn = min
{
‖Dx‖22
‖x‖22
: x ∈
[
n−1⊕
m=0
E(λm)
]⊥
, x = 0
}
= max
{
‖Dx‖22
‖x‖22
: x ∈
n⊕
m=0
E(λm), x = 0
}
, n 1. (4)
The minimum (respectively, maximum) in the above expressions is realized at the elements of
E(λn).
In the analysis of problem (2), we shall need some facts about the spectrum of (−Δp,
W 1,p(Z)). As it is already known from the Dirichlet case (i.e., (−Δp,W 1,p0 (Z))), the situa-
tion is not as nice as in the linear (i.e., p = 2) case. Consider the following nonlinear eigenvalue
problem:
{−div(‖Dx(z)‖p−2Dx(z)) = λ|x(z)|p−2x(z) a.e. on Z,
∂x
∂np
= 0 on ∂Z, λ ∈R. (5)
The Liusternik–Schnirelmann theory still gives a strictly increasing sequence {λn}n0 of
eigenvalues for problem (5). However, we do not know if these are all the eigenvalues
of (−Δp,W 1,p(Z)). In the next section, we investigate the beginning of the spectrum of
(−Δp,W 1,p(Z)).
3. The spectrum of (−Δp,W 1,p(Z))
Clearly, λ = 0 is an eigenvalue for problem (5) with the constant functions as eigenfunctions.
More precisely, we have the following proposition:
Proposition 3. λ = 0 is the first eigenvalue of (−Δp,W 1,p(Z)) and it is isolated and simple.
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eigenvalue for problem (5) with corresponding eigenfunction x ∈ W 1,p(Z), we multiply the first
equation in (5) with x(z) and then integrate over Z. Via Green’s identity, we obtain
‖Dx‖pp = λ‖x‖pp
which cannot be true if λ < 0.
The simplicity of λ = 0 is a direct consequence of the fact that
0 = inf
{‖Dx‖pp
‖x‖pp
: x ∈ W 1,p(Z), x = 0
}
.
Finally, suppose that λ = 0 is not isolated. We can find a sequence of nonzero eigenval-
ues {λn}n1 such that λn ↓ 0 as n → ∞. Consider a sequence of associated eigenfunctions
{xn}n1 ⊂ C1(Z) (see Anane [1]), with ‖xn‖p = 1, n 1. We have
λn = ‖Dxn‖
p
p
‖xn‖pp
= ‖Dxn‖pp ↓ 0 as n → ∞.
It follows that the sequence {xn}n1 ⊂ W 1,p(Z) is bounded. By selecting a suitable subsequence
if necessary, we may assume that
xn
w−→ x in W 1,p(Z) and xn → x in Lp(Z)
(recall that W 1,p(Z) is embedded compactly in Lp(Z)). We have that ‖x‖p = 1 and ‖Dx‖p = 0,
so
x = ±1
|Z|1/pN
.
Using as a test function y ≡ 1 ∈ W 1,p(Z) in (5), we obtain
∫
Z
∣∣xn(z)∣∣p−2xn(z) dz = 0.
Passing to the limit as n → ∞, we have
∫
Z
∣∣x(z)∣∣p−2x(z) dz = 0,
a contradiction. 
Next we shall characterize the first nonzero element in the spectrum of (−Δp,W 1,p(Z)).
Suppose that λ > 0 is an eigenvalue for problem (5) with corresponding eigenfunction u. If
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Kenmocchi [23] and Hu–Papageorgiou [19, p. 884]), we obtain∫
Z
∣∣u(z)∣∣p−2u(z) dz = 0.
This leads naturally to the consideration of the following nonempty, pointed, closed and sym-
metric cone
C(p) =
{
x ∈ W 1,p(Z):
∫
Z
∣∣x(z)∣∣p−2x(z) dz = 0}.
We consider the intersection of this cone with the unit sphere of Lp(Z), i.e.,
C1(p) =
{
x ∈ W 1,p(Z): ‖x‖p = 1,
∫
Z
∣∣x(z)∣∣p−2x(z) dz = 0}.
Let ψp :W 1,p(Z) →R be the strictly convex, C1-map defined by
ψp(x) = ‖Dx‖pp for all x ∈ W 1,p(Z).
We consider the following minimization problem:
λ1(p) = inf
{
ψp(x): x ∈ C1(p)
}
. (6)
Proposition 4. Problem (6) has a value λ1 = λ1(p) > 0 which is attained in C1(p).
Proof. Let {xn}n1 ⊂ C1(p) be a minimizing sequence for problem (6), i.e. ψp(xn) ↓ λ1.
Clearly, {xn}n1 ⊂ W 1,p(Z) is bounded and so we may assume that
xn
w−→ x in W 1,p(Z), xn → x in Lp(Z), xn(z) → x(z) a.e. on Z
and ∣∣xn(z)∣∣ k(z) a.e. on Z, with k ∈ Lp(Z).
Using these relations to apply Lebesgue’s dominated convergence theorem, we have∫
Z
|x(z)|p−2x(z) dz = 0, ‖x‖p = 1, i.e. x ∈ C1(p). Also from the weak lower semicontinuity
of the norm functional we have ‖Dx‖pp  λ1, hence
‖Dx‖pp = λ1.
Since x ∈ C1(p), then x is a nonconstant element of W 1,p(Z) and so we conclude that
λ1 > 0. 
An immediate consequence of Proposition 4 is the following Poincaré–Wirtinger type in-
equality.
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Z
|x(z)|p−2x(z) dz = 0), then
λ1‖x‖pp  ‖Dx‖pp.
In fact, for p  2 we can show that λ1 > 0 is the first nonzero eigenvalue of (−Δp,W 1,p(Z)).
Proposition 6. If p  2, then λ1 > 0 is the first nonzero eigenvalue of (−Δp,W 1,p(Z)).
Proof. Let x ∈ C1(p) be a solution of problem (6). By the Lagrange multiplier rule, we can find
a, b, c ∈R, not all of them equal to zero, such that for all y ∈ W 1,p(Z) we have
ap
∫
Z
∥∥Dx(z)∥∥p−2(Dx(z),Dy(z))
RN
dz + bp
∫
Z
∣∣x(z)∣∣p−2x(z)y(z) dz
+ c(p − 1)
∫
Z
∣∣x(z)∣∣p−2y(z) dz = 0. (7)
Let y = c and recall that ∫
Z
|x(z)|p−2x(z) dz = 0 (since x ∈ C1(p)). So we derive
c2(p − 1)
∫
Z
∣∣x(z)∣∣p−2 dz = 0,
which implies that c = 0. Using this in (7), we obtain
ap
∫
Z
∥∥Dx(z)∥∥p−2(Dx(z),Dy(z))
RN
dz
+ bp
∫
Z
∣∣x(z)∣∣p−2x(z)y(z) dz = 0 for all y ∈ W 1,p(Z).
Suppose that a = 0, then we have
bp
∫
Z
∣∣x(z)∣∣p−2x(z)y(z) dz = 0 for all y ∈ W 1,p(Z).
Setting as a test function y = x in the equality above, we get
b‖x‖pp = 0, i.e. b = 0,
a contradiction to the fact that we cannot have all multipliers equal to zero. So a = 0 and without
any loss of generality, we may assume that a = 1. Then we have
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Z
∥∥Dx(z)∥∥p−2(Dx(z),Dy(z))
RN
dz
+ b
∫
Z
∣∣x(z)∣∣p−2x(z)y(z) dz = 0 for all y ∈ W 1,p(Z).
Once more use as a test function y = x. We obtain ‖Dx‖pp + b‖x‖pp = 0 and so b = −λ1
because x is a solution of (6). Via the nonlinear Green’s identity, we establish that x solves
(5) with λ = λ1. Clearly from the definition of λ1, we see that we cannot have an eigenvalue
λ ∈ (0, λ1). 
4. Semilinear problems
In this section we deal with problem (1) and, under a condition of double resonance at the
origin, we prove a multiplicity result. Our approach is based on a nonsmooth version of the
so-called reduction method of Castro–Lazer [8] and Thews [39] and also uses Theorem 2. Our
hypotheses on the nonsmooth potential j (z, x) are the following:
H(j)1: j :Z ×R→R is a function such that j (z,0) = 0 a.e. z ∈ Z and
(i) for all x ∈R, z → j (z, x) is measurable;
(ii) for almost all z ∈ Z, x → j (z, x) is locally Lipschitz;
(iii) for almost all z ∈ Z, all x ∈R and all u ∈ ∂j (z, x), we have
|u| a(z)+ c|x|r−1, with 1 r < 2∗ =
{ 2N
N−2 if 2 < N ,
+∞ if N  2, a ∈ L
∞(Z)+, c > 0;
(iv) j (z, x) → +∞ as |x| → ∞ uniformly for almost all z ∈ Z;
(v) for almost all z ∈ Z, all x, y ∈R, x = y and all u∗ ∈ ∂j (z, x), v∗ ∈ ∂j (z, y), we have
u∗ − v∗
x − y  β(z)
with β ∈ L∞(Z)+, and, for some k  1, β(z) λk+1 − λk a.e. on Z with strict inequality
on a set of positive measure;
(vi) there exist ξ ∈ L∞(Z), δ0 > 0 and 1  m  k such that for almost all z ∈ Z and all 0 <
|x| δ0 we have λm−1 − λk  2j (z,x)x2  ξ(z), where ξ(z)  λm − λk a.e. on Z with strict
inequality on a set of positive measure.
Remark. It is clear that from hypothesis H(j)1(vi), we have
λm−1 − λk  lim inf
x→0
2j (z, x)
x2
 lim sup
x→0
2j (z, x)
x2
 ξ(z)
uniformly for almost all z ∈ Z. From this it follows that our hypotheses permit a double resonance
situation, which is complete at λm−1 and incomplete (nonuniform resonance) at λm.
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ϕ(x) = 1
2
‖Dx‖22 −
λk
2
‖x‖22 −
∫
Z
j
(
z, x(z)
)
dz.
We know that ϕ is locally Lipschitz (see Denkowski–Migorski–Papageorgiou [11]).
We consider the following orthogonal decomposition of the Sobolev space H 1(Z)
H 1(Z) = Hk ⊕ Vk,
where Hk =⊕ki=0 E(λi) and Vk = H⊥k .
Proposition 7. If hypotheses H(j)1 hold, then ϕ|Hk is anticoercive, i.e. ϕ(v) → −∞ as
‖v‖ → ∞, v ∈ Hk .
Proof. Suppose that the proposition is not true. Then we can find a sequence {vn}n1 ⊂ Hk such
that
‖vn‖ → ∞ and ϕ(vn)−M1 for some M1 > 0 and all n 1.
We write vn = un + en, with un ∈ Hk−1 =⊕k−1i=0 E(λi) and en ∈ E(λk). From the Pythagorean
theorem, we have
‖vn‖2 = ‖un‖2 + ‖en‖2, n 1.
Since ‖vn‖ → ∞, then at least one of the following possibilities is true:
‖un‖ → ∞ or ‖en‖ → ∞ as n → ∞.
We examine each possibility separately.
Case 1. ‖un‖ → ∞ as n → ∞.
Because of hypothesis H(j)1(iv), we can find M2 > 0 such that for almost all z ∈ Z and all
|x| > M2, we have j (z, x)  0. Using the mean value theorem for locally Lipschitz functions
(see Denkowski–Migorski–Papageorgiou [11, p. 609]), for almost all z ∈ Z and all |x|M2, we
have
∣∣j (z, x)∣∣ |u|M2, for some u ∈ ∂j (z, x˜) with x˜ ∈ ]0, x[
(recall that j (z,0) = 0 a.e. on Z). It is seen that
∣∣j (z, x)∣∣ a(z)M2 + cMr2 for a.e. z ∈ Z and all |x|M
(see hypothesis H(j)1(iii)). So it follows that for almost all z ∈ Z and all x ∈R, we have
j (z, x)−η1(z), with η1 ∈ L∞(Z)+. (8)
D. Motreanu, N.S. Papageorgiou / J. Differential Equations 232 (2007) 1–35 11Exploiting the orthogonality between un and en, we have
ϕ(vn) = 12‖Dun‖
2
2 +
1
2
‖Den‖22 −
λk
2
‖un‖22 −
λk
2
‖en‖22 −
∫
Z
j
(
z, vn(z)
)
dz. (9)
Recall that
‖Dun‖22  λk−1‖un‖22 and ‖Den‖22 = λk‖en‖22 (10)
(see (4)). Also because of (8), we have
−
∫
Z
j
(
z, vn(z)
)
dz ‖η1‖∞|Z|N = c1. (11)
Using (10) and (11) in (9), we obtain
ϕ(vn)
λk−1 − λk
2
‖un‖22 + c1,
thus
ϕ(vn) → −∞ as n → ∞
(since λk−1 < λk and ‖un‖ → ∞, and since all norms on Hk are equivalent because
dimHk < +∞). But recall that from the choice of the sequence {vn}n1 ⊂ Hk we have
ϕ(vn)−M1 for all n 1, so we arrive at a contradiction.
Case 2. ‖en‖ → ∞ and {un}n1 is bounded in H 1(Z).
From the proof of Lemma 3.2 of Bartolo–Benci–Fortunato [2], we know that given ε > 0, we
can find δ(ε) > 0 such that
∣∣{z ∈ Z: ∣∣v(z)∣∣< δ(ε)}∣∣
N
< ε for all v ∈ {u ∈ E(λk): ‖u‖∞ = 1}
(recall that by | · |N we denote the Lebesgue measure on RN ). Taking into account that the space
E(λk) is finite-dimensional, there is a constant c > 0 such that ‖v‖ c‖v‖∞ for all v ∈ E(λk).
Consequently, given ε > 0, we can find θ(ε) > 0 such that
∣∣{z ∈ Z: ∣∣v(z)∣∣< θ(ε)‖v‖}∣∣
N
< ε for all v ∈ E(λk) \ {0}.
This is obtained by taking θ(ε) = δ(ε)/c. For every n 1, we introduce the measurable set Bn =
{z ∈ Z: |en(z)|  θ(ε)‖en‖}. We have |Z \ Bn|N < ε since, clearly, we may consider en = 0.
The space Hk−1 is finite-dimensional and so all norms are equivalent. So since, by hypothesis,
{un}n1 ⊂ H 1(Z) is bounded, we can find M3 > 0 such that
sup
{∣∣un(z)∣∣: z ∈ Z}M3 for all n 1.
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that for almost all z ∈ Z and all |x|  M4 we have j (z, x)  γ > 0. Consider the following
measurable set
Cn =
{
z ∈ Z: ∣∣vn(z)∣∣M4}.
If z ∈ Bn, then we have
∣∣vn(z)∣∣ ∣∣en(z)∣∣− ∣∣un(z)∣∣ θ(ε)‖en‖ −M3.
Recall that, by hypothesis, ‖en‖ → ∞ as n → ∞. Thus we can find n0  1 such that for all
n n0 we have θ(ε)‖en‖ − M3 M4 and so it follows that z ∈ Cn. This shows that for n n0
we have Bn ⊆ Cn. Since vn ∈ Hk we have that ‖Dvn‖22  λk‖vn‖22 (see (4)). So for n n0 we
can write
ϕ(vn) = 12‖Dvn‖
2
2 −
λk
2
‖vn‖22 −
∫
Z
j
(
z, vn(z)
)
dz−
∫
Z
j
(
z, vn(z)
)
dz
= −
∫
Cn
j
(
z, vn(z)
)
dz −
∫
Z\Cn
j
(
z, vn(z)
)
dz−γ |Cn|N +
∫
Z\Cn
η1(z) dz
(see (8) and recall that for a.a. z ∈ Z and all |x|M4 we have j (z, x) γ ). It results that
ϕ(vn)−γ |Bn|N + ‖η1‖∞ |Z \Bn|N
(since for n n0 we have Bn ⊆ Cn), thus
ϕ(vn)−γ |Bn|N + ε‖η1‖∞ −γ
(|Z|N − ε)+ ε‖η1‖∞
(since |Bn|N + |Z \Bn|N = |Z|N and |Z \Bn|N < ε) and consequently
ϕ(vn)−γ |Z|N + ε
(
γ + ‖η1‖∞
)
.
Passing to the limit as n → ∞ and letting ε ↓ 0, we obtain
lim sup
n→∞
ϕ(vn)−γ |Z|N.
Since γ > 0 was arbitrary, we conclude that ϕ(vn) → −∞ as n → ∞, again a contradiction to
the fact that ϕ(vn)−M1 for all n 1.
From the analysis of Cases 1 and 2, it follows that ϕ|Hk is anticoercive. 
The next lemma will be useful in handling the nonuniform nonresonance condition at the
λm > 0 eigenvalue.
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measure, then there exists ξ1 > 0 such that
‖Dx‖22 −
∫
Z
β(z)
∣∣x(z)∣∣2 dz ξ1‖x‖2 for all x ∈ Vk = H⊥k .
Proof. Let μ(x) = ‖Dx‖22 −
∫
Z
β(z)|x(z)|2 dz with x ∈ Vk = H⊥k . From our hypotheses on β
and the variational characterization of λk+1 (see (4)), we see that μ 0. Suppose that the lemma
was not true. Then due to the 2-homogeneity of μ, we can find {xn}n1 ⊂ Vk with ‖xn‖ = 1 such
that μ(xn) ↓ 0. By passing to a suitable subsequence, we may assume that
xn
w−→ x in H 1(Z) and xn → x in L2(Z), x ∈ Vk
(recall that H 1(Z) is embedded compactly in L2(Z)). Exploiting the weak lower semicontinuity
of the norm functional in a Banach space, we obtain
‖Dx‖22 
∫
Z
β(z)
∣∣x(z)∣∣2 dz λk+1‖x‖22. (12)
Hence we get
‖Dx‖22 = λk+1‖x‖22
(since x ∈ Vk), which yields
x ∈ E(λk+1)
(because x ∈ Vk and λk+1 < λk+2).
If x = 0, from the equality μ(xn) = ‖Dxn‖22 −
∫
Z
β(z)|xn(z)|2 dz we see that ‖Dxn‖2 → 0
and so xn → 0 in H 1(Z), a contradiction to the fact that ‖xn‖ = 1 for all n 1. Thus x = 0 and
by the unique continuation property of the eigenspace E(λk+1) we have that x(z) = 0 a.e. on Z.
So from the first inequality in (12), we infer that
‖Dx‖22 < λk+1‖x‖22,
a contradiction to the variational characterization of λk+1 (see (4)). This proves the lemma. 
As we already mentioned, our approach will be based on a nonsmooth extension of the reduc-
tion method due to Castro–Lazer [8] and Thews [39]. In the next proposition, we produce this
nonsmooth extension of the reduction method related to problem (1).
Keeping the notation in Lemma 8 we have H 1(Z) = Hk ⊕ Vk , where Vk = H⊥k . We still
consider the nonsmooth potential function j (z, x) satisfying hypotheses H(j)1 and the locally
Lipschitz energy functional ϕ :H 1(Z) →R defined by
ϕ(x) = 1
2
‖Dx‖22 −
λk
2
‖x‖22 −
∫
j
(
z, x(z)
)
dz.Z
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x = y +w with y ∈ Hk, w ∈ Vk.
We fix y ∈ Hk and consider the function w → ϕy(w) = ϕ(y + w) defined on Vk . Clearly, ϕy(·)
is locally Lipschitz. We consider the following minimization problem:
inf
{
ϕy(w): w ∈ Vk
}= inf{ϕ(y +w): w ∈ Vk}. (13)
Because we do not identify H = H 1(Z) with its dual, we have H ∗ = (Hk ⊕ Vk)∗ = H ∗k ⊕ V ∗k
and V ∗k = (H ∗k)⊥ (i.e., (H ∗k,V ∗k ) form an orthogonal decomposition of H ∗ = H 1(Z)∗).
Proposition 9. If hypotheses H(j)1 hold, then there exists a continuous function ψ :Hk → Vk
such that inf{ϕ(y +w): w ∈ Vk} = ϕ(y +ψ(y)) and ψ(y) ∈ Vk is the unique solution w ∈ Vk of
the operator inclusion
0 ∈ pV ∗k ∂ϕ(y +w),
with y ∈ Hk fixed and pV ∗k the orthogonal projection of H ∗ = (H 1(Z))∗ onto V ∗k .
Proof. We fix y ∈ Hk and we introduce the map ϕˆy :H →R (H = H 1(Z)) defined by
ϕˆy(u) = ϕ(y + u), u ∈ H.
For every u,h ∈ H , we have
ϕˆ0y(u;h) = lim sup
u′→u
λ↓0
ϕˆy(u
′ + λh)− ϕˆy(u′)
λ
= lim sup
u′→u
λ↓0
ϕ(y + u′ + λh)− ϕ(y + u′)
λ
= ϕ0(y + u;h),
which implies that
∂ϕˆy(u) = ∂ϕ(y + u). (14)
Let i :Vk → H be the inclusion map (so i ∈ L(Vk,H) and i = id|Vk ). Using this map we see
that ϕˆy ◦ i = ϕy from which we derive
∂(ϕˆy ◦ i)(w) = ∂ϕy(w) for all w ∈ Vk. (15)
But from the chain rule for locally Lipschitz functions (see, e.g., Denkowski–Migorski–
Papageorgiou [11, p. 610]) and since i∗ = pV ∗k we have
∂(ϕˆy ◦ i)(w) ⊆ pV ∗∂ϕˆy
(
i(w)
)
,k
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∂ϕy(w) ⊆ pV ∗k ∂ϕ(y +w) for all w ∈ Vk. (16)
Recall that if x ∈ H = H 1(Z) and v∗ ∈ ∂ϕ(x), then we have
v∗ = A(x)− λkx − u,
where A ∈ L(H 1(Z),H 1(Z)∗) is the monotone (hence maximal monotone) operator defined by
〈
A(x), y
〉= ∫
Z
(
Dx(z),Dy(z)
)
RN
dz for all x, y ∈ H 1(Z)
(by 〈·,·〉 we denote the duality brackets for the pair (H 1(Z),H 1(Z)∗)) and u ∈ Lr ′(Z) (1/r +
1/r ′ = 1) with u(z) ∈ ∂j (z, x(z)) a.e. on Z. Therefore if w1,w2 ∈ Vk and x∗1 ∈ ∂ϕy(w1),
x∗2 ∈ ∂ϕy(w2), by virtue of (16), we have
x∗i = pV ∗k A(y +wi)− λkwi − pV ∗k ui,
with ui ∈ Lr ′(Z), ui(z) ∈ ∂j (z, (y +wi)(z)) a.e. on Z, i = 1,2.
In what follows, in addition to 〈·,·〉, we use (·,·) to denote the brackets for the pair (Vk,V ∗k ).
Remark that p∗
V ∗k
= i. So we have
(
pV ∗k
(
A(y +w1)−A(y +w2)
)
,w1 −w2
)= 〈A(y +w1)−A(y +w2), i(w1 −w2)〉
= 〈A(w1)−A(w2),w1 −w2〉= ∥∥D(w1 −w2)∥∥22.
Also by virtue of hypothesis H(j)1(v), we have
u1(z)− u2(z)
w1(z)−w2(z)  β(z) a.e. on {w1 = w2}. (17)
Moreover, by Stampacchia’s theorem (see Denkowski–Migorski–Papageorgiou [11, p. 349]), we
know that
Dw1(z) = Dw2(z) a.e. on {w1 = w2}.
It follows that
(
x∗1 − x∗2 ,w1 −w2
)= ∥∥D(w1 −w2)∥∥22 − λk‖w1 −w2‖22 −
∫
Z
(u1 − u2)(w1 −w2) dz
(recall that p∗
V ∗k
= i), thus
(
x∗1 − x∗2 ,w1 −w2
)
 ‖Dw1 −Dw2‖22 − λk‖w1 −w2‖22 −
∫
β(w1 −w2)2 dzZ
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measure (see hypothesis H(j)1(v)). So we can apply Lemma 8 and have that(
x∗1 − x∗2 ,w1 −w2
)
 ξ1‖w1 −w2‖2. (18)
This means that the multifunction w → ∂ϕy(w) is strongly monotone on the dual pair (Vk,V ∗k ).
In turn this implies that the R-valued function w → ϕy(w) defined on Vk is strongly convex (see
Clarke [10, p. 37]).
For every x∗ ∈ ∂ϕy(w), v∗ ∈ ∂ϕy(0), by (18) we have
(
x∗,w
)= (x∗ − v∗,w)+ (v∗,w) ξ1‖w‖2 − ∥∥v∗∥∥‖w‖2, (19)
because we have the orthogonal decomposition H ∗ = Hk ⊕ V ∗k . We have proved that the set-
valued operator w → ∂ϕy(w) is maximal monotone (recall that ϕy(·) is convex) and coercive
(see (19)). Therefore it is surjective (see Denkowski–Migorski–Papageorgiou [12, p. 49]). Hence
we can find w0 ∈ Vk such that 0 ∈ ∂ϕy(w0), which by virtue of the convexity of ϕy(·), is equiva-
lent to saying that w0 ∈ Vk is a solution of the minimization problem (13), i.e.,
ϕ(y +w0) = inf
{
ϕ(y +w): w ∈ Vk
}
.
Because ϕy(·) is strongly convex, problem (13) has a unique minimizer, i.e., ψ(y) = w0 ∈ Vk .
We have
0 ∈ ∂ϕy
(
ψ(y)
)⊆ pV ∗k ∂ϕ(y +ψ(y))
(see (16)) and
inf
{
ϕ(y +w): w ∈ Vk
}= ϕ(y +ψ(y)).
It remains to show that ψ :Hk → Vk is continuous. To this end, let yn → y in Vk . Because ϕ
is locally Lipschitz, for all w ∈ Vk , we have∣∣ϕyn(w)− ϕy(w)∣∣= ∣∣ϕ(yn +w)− ϕ(y +w)∣∣ γ1‖yn − y‖
(with some γ1 > 0) for all n 1, which yields
ϕyn → ϕy in C(Vk).
It follows that if wn → w in Vk , then we have ϕyn(wn) → ϕy(w). On the other hand, if wn w−→ w
in Vk , then by virtue of the weak lower semicontinuity of the norm functional and the compact
embedding of H 1(Z) into Lr(Z), we have
ϕy(w) lim inf
n→∞ ϕyn(wn)
(recall the definition of ϕ and H(j)1(iii)). From these facts we infer that ϕyn M−→ ϕy , where by
M−→ we denote the Mosco convergence of functions (see Denkowski–Migorski–Papageorgiou
D. Motreanu, N.S. Papageorgiou / J. Differential Equations 232 (2007) 1–35 17[12, p. 467]). It follows that ∂ϕyn G−→ ∂ϕy , where G−→ stands for the G-convergence of max-
imal monotone operators (see Denkowski–Migorski–Papageorgiou [12, p. 477], and Hu–
Papageorgiou [18, p. 766]). Since 0 ∈ ∂ϕy(ψ(y)), from the G-convergence of the subdiffer-
entials (see, for example, Hu–Papageorgiou [18, p. 761]), we can find w∗n ∈ ∂ϕyn(wn) such that
wn → ψ(y) in Vk and w∗n → 0 in V ∗k . Recall that 0 ∈ ∂ϕyn(ψ(yn)), n  1. From the strong
monotonicity of ∂ϕyn(·) (see (18)), we have
ξ1
∥∥wn −ψ(yn)∥∥2  〈w∗n,wn −ψ(yn)〉.
Consequently, it turns out
∥∥wn −ψ(yn)∥∥ 1
ξ1
∥∥w∗n∥∥→ 0 as n → ∞.
Finally, we have
∥∥ψ(yn)−ψ(y)∥∥ ∥∥ψ(yn)−wn∥∥+ ∥∥wn −ψ(y)∥∥→ 0 as n → ∞,
so ψ(yn) → ψ(y) in Vk , i.e. ψ :Hk → Vk is continuous. 
By virtue of Proposition 9, we can define the continuous map ϕ :Hk →R as follows
ϕ(y) = ϕ(y +ψ(y)).
By the definition of ψ and since ϕ is locally Lipschitz, for all h ∈ Hk with ‖h‖ small enough we
have
ϕ(y + h)− ϕ(y) = ϕ(y + h+ψ(y + h))− ϕ(y +ψ(y))
 ϕ
(
y + h+ψ(y))− ϕ(y +ψ(y)) γ2‖h‖,
for some γ2 > 0 which depends on y, but not on h if its norm is small. Similarly, we obtain
ϕ(y)− ϕ(y + h) = ϕ(y +ψ(y))− ϕ(y + h+ψ(y + h))
 ϕ
(
y +ψ(y))− ϕ(y + h+ψ(y)) γ2‖h‖.
From these estimates it follows that ϕ is locally Lipschitz.
We claim that
∂ϕ(y) ⊆ pH ∗k ∂ϕ
(
y +ψ(y)) for all y ∈ Hk. (20)
For every y,h ∈ Hk , by the definition of ψ and since ψ is continuous (see Proposition 9), we
have
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y′→y
λ↓0
ϕ(y′ + λh)− ϕ(y′)
λ
= lim sup
y′→y
λ↓0
ϕ(y′ + λh+ψ(y′ + λh))− ϕ(y′ +ψ(y′))
λ
 lim sup
y′→y
λ↓0
ϕ(y′ + λh+ψ(y′))− ϕ(y′ +ψ(y′))
λ
= ϕ0(y +ψ(y);h).
It follows that
ϕ 0(y;h) ϕ0(y +ψ(y); i0(h)),
with i0 :Hk → H = H 1(Z) being the inclusion map. In view of Hahn–Banach theorem this
implies that
∂ϕ(y) ⊆ pH ∗k ∂ϕ
(
y +ψ(y)) for all y ∈ Hk
(since i∗0 = pH ∗k ).
Let Y1 =⊕m−1i=0 E(λi) and Y2 =⊕ki=m E(λi), with 1m k. Evidently, Hk =⊕ki=1 E(λi)= Y1 ⊕Y2 (if m = k, then Y2 = E(λk)). In the next proposition, we show that ϕ satisfies the local
linking geometry.
Proposition 10. If hypotheses H(j)1 hold, then we can find δ > 0 such that{
ϕ(y) 0 if y ∈ Y1, ‖y‖ δ,
ϕ(y) 0 if y ∈ Y2, ‖y‖ δ.
Proof. Because Y1 ⊂ C(Z) is finite-dimensional, all norms are equivalent. So we can find
M4 > 0 such that
sup
{∣∣y(z)∣∣: z ∈ Z}M4‖y‖ for all y ∈ Y1. (21)
By virtue of hypothesis H(j)1(vi), we see that for almost all z ∈ Z and all |x| δ0 we have
1
2
(λm−1 − λk)x2  j (z, x). (22)
Let δ1 = δ0/M4 > 0 and consider y ∈ Y1 with ‖y‖ δ1. Recalling the definition of ψ , we have
ϕ(y) = ϕ(y +ψ(y)) ϕ(y) = 1
2
‖Dy‖22 −
λk
2
‖y‖22 −
∫
Z
j
(
z, y(z)
)
dz
 1‖Dy‖22 −
λk ‖y‖22 −
1
(λm−1 − λk)‖y‖22 =
1‖Dy‖22 −
λm−1 ‖y‖222 2 2 2 2
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(cf. (4)) we find that ϕ(y) 0 for all y ∈ Y1 with ‖y‖ δ1.
Next, by virtue of hypotheses H(j)1(iii) and (vi), we see that for almost all z ∈ Z and all
x ∈R, we have
j (z, x) 1
2
ξ(z)|x|2 + c2|x|s with c2 > 0 and 2 < s < 2∗. (23)
Let y ∈ Y2 and recall that ψ :Hk → H⊥k = Vk is continuous. We have by (23) that
ϕ(y) = ϕ(y +ψ(y))
= 1
2
∥∥Dy +Dψ(y)∥∥22 − λk2
∥∥y +ψ(y)∥∥22 −
∫
Z
j
(
z, y +ψ(y))dz
 1
2
∥∥Dy +Dψ(y)∥∥22 − λk2
∥∥y +ψ(y)∥∥22 − 12
∫
Z
ξ
∣∣y +ψ(y)∣∣2 dz − c2∥∥y +ψ(y)∥∥ss .
Remark that because of hypothesis H(j)1(vi), ξ(z)+λk  λm a.e. on Z, with strict inequality
on a set of positive measure. So we can apply Lemma 8 (with λk+1 replaced by λm and β replaced
by ξ(·)+ λk) and using also the Sobolev embedding theorem (since s < 2∗), we obtain
ϕ(y) c3
∥∥y +ψ(y)∥∥2 − c4∥∥y +ψ(y)∥∥s for all y ∈ Y2 (24)
for some constants c3, c4 > 0. Note that because of hypothesis H(j)1(vi), we have
j (z, x)
x
→ 0 uniformly in z ∈ Z \ S, |S|N = 0 as x → 0. (25)
Given x ∈R \ {0}, consider the function η :Z × [0,1] →R defined by
η(z,λ) = j (z, λx).
Evidently, for all λ ∈ [0,1], η(·, λ) is measurable and for all z ∈ Z \S, η(z, ·) is Lipschitz contin-
uous (see hypotheses H(j)1(i) and (ii)). From the chain rule for locally Lipschitz functions (see
Denkowski–Migorski–Papageorgiou [11, p. 611]), for all z ∈ Z \ S and all λ ∈ [0,1], we have
∂η(z,λ) ⊆ ∂j (z,λx)x. (26)
Since for z ∈ Z \ S, η(z, ·) is Lipschitz continuous, it is differentiable at every λ ∈ [0,1] \ D(z)
with |D(z)|1 = 0 (by Rademacher theorem). Here by | · |1 we denote the Lebesgue measure on R.
Moreover, η′(z, λ) ∈ ∂η(z,λ) for all z ∈ Z \ S and all λ ∈ [0,1] \ D(z). Since j (η,0) = 0 and
using (26), integrating over [0,1], we obtain
η(z,1)− η(z,0) = η(z,1) =
1∫
η′(z, λ) dλ ⊆ x
1∫
∂j (z,λx)dλ.0 0
20 D. Motreanu, N.S. Papageorgiou / J. Differential Equations 232 (2007) 1–35Thus the definition of η yields
j (z, x)
x
∈
1∫
0
∂j (z,λx)dλ.
Then for every h ∈R we have
j (z, x)
x
h
1∫
0
j0(z, λx;h)dλ
(see Denkowski–Migorski–Papageorgiou [11, p. 458]). Passing to the limit as x → 0, using (25)
and the upper semicontinuity of j0(z, ·, ·) (see Denkowski–Migorski–Papageorgiou [11, p. 413]),
we obtain
0 j0(z,0;h) for all h ∈R and all z ∈ Z \ S,
or,
0 ∈ ∂j (z,0) for all z ∈ Z \ S.
This implies that ψ(0) = 0. So from (24), since s > 2 and ψ is continuous, we can find δ2 > 0
such that if ‖y‖ δ2, y ∈ Y2 then ϕ(y) 0. Finally, let δ = min{δ1, δ2} > 0 to finish the proof of
the proposition. 
Now we are in a position to apply Theorem 2 and have a multiplicity result for problem (1).
Theorem 11. If hypotheses H(j)1 hold, then problem (1) has at least two nontrivial solutions.
Proof. Let ϕ1 = −ϕ. By virtue of Proposition 7, ϕ1 is coercive and so ϕ1 is bounded below and
satisfies the nonsmooth PS-condition.
Since, as shown in the final part of the proof of Proposition 10, ψ(0) = 0, by H(j)1 we see
that
ϕ1(0) = −ϕ
(
ψ(0)
)= 0,
which ensures that infHk ϕ1  0. If infHk ϕ1 = 0, then Proposition 10 implies that for every
y ∈ Y2 with ‖y‖  δ, we have that ϕ1(y) = 0. So in this case we have a continuum of critical
points for the functional ϕ1.
If infHk ϕ1 < 0, then we can apply Theorem 2 and obtain at least two nontrivial critical points
of the functional ϕ1.
Recall that 0 ∈ ∂ϕy(ψ(y)) ⊆ pV ∗k ∂ϕ(y+ψ(y)) for all y ∈ Hk (see relation (16)). So if y ∈ Hk
is a critical point of ϕ1 then, by (20), 0 ∈ ∂ϕ1(y) = ∂(−ϕ)(y) = −∂ϕ(y) ⊆ −pH ∗k ∂ϕ(y +ψ(y)).
The two inclusions above imply that 0 ∈ ∂ϕ(y +ψ(y)), that is y +ψ(y) is a critical point of the
functional ϕ. From this, via Green’s identity, we infer that y +ψ(y) is a solution of problem (1).
The first part of the proof guarantees that ϕ1 has at least two nontrivial critical points y1, y2 ∈ Hk .
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nontrivial solutions of problem (1). 
5. Quasilinear problems
In this section we study problem (2). First we prove an existence theorem. For this result,
in contrast to the semilinear case in the previous section, we impose asymptotic conditions on
both the subdifferential and the potential itself. However, now for the subdifferential we allow full
interaction (resonance) at both ends of the spectral interval [λ0, λ1]. Then we prove a multiplicity
result.
For the existence theorem our hypotheses on the nonsmooth potential j (z, x) are the follow-
ing:
H(j)2: j :Z ×R→R is a function such that j (·,0) ∈ L1(Z) and
(i) for all x ∈R, z → j (z, x) is measurable;
(ii) for almost all z ∈ Z, x → j (z, x) is locally Lipschitz;
(iii) for every r > 0, there exists ar ∈ Lq(Z)+ ( 1p + 1q = 1) such that for almost all z ∈ Z, all
|x| r and all u ∈ ∂j (z, x), we have |u| ar(z);
(iv) there exist functions θ0, θ1 ∈ L∞(Z) with 0 θ0(z) a.e. on Z, θ1(z) λ1 a.e. on Z, these
inequalities are strict on sets of positive measure and
0 lim inf|x|→∞
u
|x|p−2x  lim sup|x|→∞
u
|x|p−2x  λ1
uniformly for a.a. z ∈ Z and all u ∈ ∂j (z, x), and
θ0(z) lim inf|x|→∞
pj (z, x)
|x|p  lim sup|x|→∞
pj (z, x)
|x|p  θ1(z)
uniformly for a.a. z ∈ Z;
(v) ∫
Z
j (z, c) dz → +∞ as |c| → ∞, c ∈R.
In this case the energy functional ϕ : W 1,p(Z) →R is defined by
ϕ(x) = 1
p
‖Dx‖pp −
∫
Z
j
(
z, x(z)
)
dz.
Again we have, from H(j)2(iii) and (iv), that ϕ is locally Lipschitz (see Denkowski–Migorski–
Papageorgiou [11, p. 616]).
Proposition 12. If hypotheses H(j)2 hold, then ϕ satisfies the nonsmooth PS-condition.
Proof. Consider a sequence {xn}n1 ⊂ W 1,p(Z) such that |ϕ(xn)|  M5 for some constant
M5  1 and all n 1 and m(xn) → 0 as n → ∞ (see Section 2). Because ∂ϕ(xn) ⊂ W 1,p(Z)∗ is
weakly compact and the norm functional is weakly lower semicontinuous, from the Weierstrass
theorem, we know that we can find x∗n ∈ ∂ϕ(xn) such that m(xn) = ‖x∗n‖, n 1. We have
x∗n = A(xn)− un, n 1.
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operator defined by
〈
A(x), y
〉= ∫
Z
‖Dx‖p−2(Dx,Dy)RN dz for all x, y ∈ W 1,p(Z).
Hereafter by 〈·,·〉 we denote the duality brackets for the pair of spaces (W 1,p(Z),W 1,p(Z)∗). It
is easy to check that A is monotone and demicontinuous, hence it is maximal monotone.
We shall show that {xn}n1 ⊂ W 1,p(Z) is bounded. We proceed by contradiction. Suppose
that {xn}n1 ⊂ W 1,p(Z) is not bounded. Then by passing to a suitable subsequence if necessary,
we may assume that ‖xn‖ → ∞. Set yn = xn‖xn‖ , n 1. We can say (at least for a subsequence)
that
yn
w−→ y in W 1,p(Z), yn → y in Lp(Z), yn(z) → y(z) a.e. on Z
and
∣∣yn(z)∣∣ k(z) a.e. on Z, with k ∈ Lp(Z)+
(recall that W 1,p(Z) is embedded compactly in Lp(Z)). From the choice of the sequence
{xn}n1 ⊂ W 1,p(Z) we have∣∣∣∣〈A(xn), yn − y〉−
∫
Z
un(yn − y)dz
∣∣∣∣ εn‖yn − y‖ with εn ↓ 0.
Dividing by ‖xn‖p−1, we obtain∣∣∣∣〈A(yn), yn − y〉−
∫
Z
un
‖xn‖p−1 (yn − y)dz
∣∣∣∣ εn‖xn‖p−1 ‖yn − y‖. (27)
Because of hypotheses H(j)2(iii) and (iv), we see that for almost all z ∈ Z, all x ∈ R and all
u ∈ ∂j (z, x), we have
|u| a(z)+ c|x|p−1 with a ∈ Lq(Z)+, c > 0.
It follows that for all n 1, we have
|un(z)|
‖xn‖p−1 
a(z)
‖xn‖p−1 + c
∣∣yn(z)∣∣p−1 a.e. on Z. (28)
We conclude that { un‖xn‖p−1 }n1 ⊂ Lq(Z) is bounded. Hence we have that∫
un
‖xn‖p−1 (yn − y)dz → 0 as n → ∞.
Z
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lim
n→∞
〈
A(yn), yn − y
〉= 0.
But A being a maximal monotone operator, it is generalized pseudomonotone (see Denkowski–
Migorski–Papageorgiou [12, p. 58]) and so we have
〈
A(yn), yn
〉→ 〈A(y), y〉,
or, equivalently,
‖Dyn‖p → ‖Dy‖p.
Because Dyn w−→ Dy in Lp(Z,RN) and the space Lp(Z,RN) is uniformly convex, from the
Kadec–Klee property we have that Dyn → Dy in Lp(Z,RN), hence yn → y in W 1,p(Z).
Recall that { un‖xn‖p−1 }n1 ⊂ Lq(Z) is bounded (as noticed below relation (28)). Along a rela-
beled subsequence, we may assume that
un
‖xn‖p−1
w−→ g in Lq(Z).
For fixed ε > 0 and n 1, we consider the set
B+ε,n =
{
z ∈ Z: −ε  un(z)|xn(z)|p−2xn(z)  λ1 + ε, xn(z) > 0
}
.
Note that xn(z) → +∞ for all z ∈ {y > 0}. Set χε,n = χB+ε,n . By virtue of hypothesis H(j)2(iv),
we have that
χε,n(z) → 1 a.e. on {y > 0}.
Then, by (20), we have
∫
{y>0}
(
1 − χε,n(z)
) |un(z)|
‖xn‖p−1 dz → 0.
Therefore,
χε,n
un
‖xn‖p−1
w−→ g in Lq({y > 0}).
Also we have on B+ε,n that
un(z)
‖xn‖p−1 =
un(z)
xn(z)p−1
yn(z)
p−1,
which leads to
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 χε,n(z)(λ1 + ε)yn(z)p−1 for a.e. z ∈ Z.
Taking weak limits in Lq({y > 0}), we obtain
−εy(z)p−1  g(z) (λ1 + ε)y(z)p−1 a.e. on {y > 0}.
Letting ε → 0, we find that
0 g(z) λ1y(z)p−1 a.e. on {y > 0}. (29)
In a similar fashion, we can show that
λ1
∣∣y(z)∣∣p−2y(z) g(z) 0 a.e. on {y < 0}. (30)
Finally, from (28) it is clear that
g(z) = 0 a.e. on {y = 0}. (31)
From (29), (30) and (31), we deduce that there exists ξ ∈ L∞(Z) such that 0 ξ(z) λ1 a.e. on
Z and
g(z) = ξ(z)∣∣y(z)∣∣p−2y(z) a.e. on Z.
Recall that from the choice of the sequence {xn}n1 ⊂ W 1,p(Z), we have∣∣∣∣〈A(yn), v〉−
∫
Z
un
‖xn‖p−1 v dz
∣∣∣∣ εn‖v‖ for all v ∈ W 1,p(Z), (32)
with εn ↓ 0. Note that A(yn) w−→ A(y) in W 1,p(Z)∗ (since A is demicontinuous and yn → y in
W 1,p(Z)), while un‖xn‖p−1
w−→ g = ξ |y|p−2y in Lq(Z). So if we pass to the limit as n → ∞ in
(32), we obtain
〈
A(y), v
〉= ∫
Z
gv dz for all v ∈ W 1,p(Z). (33)
In what follows, by 〈·,·〉0 we denote the duality brackets for the pair of spaces
(W
1,p
0 (Z),W
−1,q (Z) = W 1,p0 (Z)∗). Remark that div(‖Dx‖p−2Dx) ∈ W−1,q (Z) (see Den-
kowski–Migorski–Papageorgiou [11, p. 362]). Then after integration by parts, we get
〈
A(y), v
〉= 〈−div(‖Dy‖p−2Dy), v〉0 for all v ∈ W 1,p0 (Z). (34)
From (33) and (34), it follows that
〈−div(‖Dy‖p−2Dy), v〉0 =
∫
gv dz = 〈g, v〉0 for all v ∈ W 1,p0 (Z),
Z
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−div(∥∥Dy(z)∥∥p−2Dy(z))= g(z) a.e. on Z. (35)
Also invoking Green’s identity for quasilinear operators (see Casas–Fernández [7], Kenmochi
[23] or Hu–Papageorgiou [19, p. 867]), we have that
∫
Z
[
div
(‖Dy‖p−2Dy)]v dz + ∫
Z
‖Dy‖p−2(Dy,Dv)RN dz
=
〈
∂y
∂np
, γ0(v)
〉
∂Z
for all v ∈ W 1,p(Z). (36)
Here the notation 〈·,·〉∂Z means the duality brackets for the dual pair of spaces (W 1/q,p(∂Z),
W−1/q,q(∂Z)) and γ0 is the trace map. From (35) and (36), we have
−
∫
Z
gv dz + 〈A(y), v〉= 〈 ∂y
∂np
, γ0(v)
〉
∂Z
for all v ∈ W 1,p(Z).
Then, by (33), we obtain
〈
∂y
∂np
, γ0(v)
〉
∂Z
= 0 for all v ∈ W 1,p(Z).
But recall that γ0(W 1,p(Z)) = W 1/q,p(∂Z). So we conclude that ∂y∂np = 0 in W−1/q,q(∂Z).
Therefore, using (33), we find that y ∈ W 1,p(Z) is a solution of the following Neumann problem:
{−div(‖Dy(z)‖p−2Dy(z)) = ξ(z)|y(z)|p−2y(z) a.e. on Z,
∂x
∂np
= 0 on ∂Z. (37)
We already established that ξ ∈ L∞(Z), 0  ξ(z)  λ1 a.e. on Z. We analyse problem (37) by
considering three distinct cases.
Case 1. ξ ≡ 0.
Then from (37) we may suppose that y = 1|Z|1/pN (the principal eigenfunction of −Δp with
Neumann boundary conditions). Similar arguments apply when y = − 1|Z|1/pN . Recalling that for
almost all z ∈ Z, all x ∈R and all u ∈ ∂j (z, x), we have |u| a(z) + c|x|p−1 with a ∈ Lq(Z)+
and c > 0 (see the estimate above (28)). Using the mean value theorem for locally Lipschitz
functions (see Denkowski–Migorski–Papageorgiou [11, p. 609]) and since j (·,0) ∈ L1(Z), we
see that for almost all z ∈ Z and all x ∈R, we have
∣∣j (z, x)∣∣ a1(z)+ c1|x|p with a ∈ L1(Z)+, c1 > 0.
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|j (z, xn(z))|
‖xn‖p 
a1(z)
‖xn‖p + c1|yn(z)|
p a.e. on Z,
which shows that { j (·,xn(·))‖xn‖p }n1 ⊂ L1(Z) is uniformly integrable.
Invoking the Dunford–Pettis theorem and by passing to a suitable subsequence if necessary,
we may assume that
j (·, xn(·))
‖xn‖p
w−→ h in L1(Z).
Arguing similarly as for the sequence { un‖xn‖p−1 }n1 we can show that
h(z) = η(z)∣∣y(z)∣∣p,
with η ∈ L∞(Z), θ0(z) pη(z) θ1(z) a.e. on Z. From the choice of the sequence {xn}n1 ⊂
W 1,p(Z), we have that ∣∣∣∣ 1p ‖Dyn‖pp −
∫
Z
j (z, xn(z))
‖xn‖p dz
∣∣∣∣ M5‖xn‖p .
Passing to the limit as n → ∞ and because ‖Dyn‖p → 0 (recall that yn → y = 1/|Z|1/pN in
W 1,p(Z)), we obtain from the definition of h that∫
Z
h(z) dz = 0,
a contradiction to the fact that h(z) > 0 for all z ∈ Z on a set of positive measure (see hypothesis
H(j)2(iv)).
Case 2. |{0 < ξ}|N and |{ξ < λ1}|N both are strictly positive.
Invoking the strict monotonicity of the eigenvalues in weighted nonlinear eigenvalue problems
or directly from (37), we see that λ1(ξ) > 1 and so from (37) it follows that y ≡ 0, a contradiction
to the fact that ‖y‖ = 1.
Case 3. ξ ≡ λ1.
From (37), we infer that y is an eigenfunction corresponding to the eigenvalue λ1 > 0. So
‖Dy‖pp = λ1‖y‖pp, y ∈ C1,β(Z), 0 < β < 1 and y(z) = 0 a.e. on Z (38)
(see Proposition 6 and Anane [1]). From the choice of the sequence {xn}n1 ⊂ W 1,p(Z), we
have
1
p
‖Dyn‖pp −
∫
j (z, xn(z))
‖xn‖p dz
M5
‖xn‖p .
Z
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1
p
‖Dy‖pp 
∫
Z
h(z) dz =
∫
Z
η(z)
∣∣y(z)∣∣p dz < λ1
p
‖y‖pp,
a contradiction to (38).
From the analysis of the three distinct cases, we deduce that {xn}n1 ⊂ W 1,p(Z) is bounded.
So we may assume that
xn
w−→ x in W 1,p(Z) and xn → x in Lp(Z).
We have ∣∣∣∣〈A(xn), xn − x〉−
∫
Z
un(xn − x)dz
∣∣∣∣ εn‖xn − x‖ with εn ↓ 0
and ∫
Z
un(xn − x)dz → 0
because {un}n1 is bounded in Lq(Z) and un → u in Lp(Z). Therefore we obtain
lim
n→∞
〈
A(xn), xn − x
〉= 0,
which as before, by virtue of the generalized pseudomonotonicity of A and the Kadec–Klee
property of Lp(Z,RN), implies that xn → x in W 1,p(Z). 
Recall that C(p) = {x ∈ W 1,p(Z): ∫
Z
|x(z)|p−2x(z) dz = 0}, a pointed, symmetric, closed
cone.
Proposition 13. If hypotheses H(j)2 hold, then ϕ|C(p) is coercive (i.e., ϕ(x) → +∞ as |x| → ∞,
x ∈ C(p)).
Proof. We proceed by contradiction. Suppose that the proposition is not true. Then we can find
{xn}n1 ⊂ C(p) and a constant M6 > 0 such that
ϕ(xn)M6 for all n 1 and ‖xn‖ → ∞ as n → ∞.
Set yn = xn‖xn‖ , n 1. We may assume that
yn
w−→ y in W 1,p(Z) and yn → y in Lp(Z).
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1
p
‖Dyn‖pp −
∫
Z
j (z, xn(z))
‖xn‖p dz
M6
‖xn‖p . (39)
Arguing as in the proof of Proposition 12, we can show that j (·,xn(·))‖xn‖p
w−→ h in L1(Z) with
θ0(z)|y(z)|p  ph(z)  θ1(z)|y(z)|p a.e. on Z. If we pass to the limit as n → ∞ in (39), we
obtain
1
p
‖Dy‖pp 
∫
Z
h(z) dz λ1
p
‖y‖pp, (40)
which implies that
‖Dy‖pp = λ1‖y‖pp
(since y ∈ C(p), see Proposition 4).
If y = 0, then h = 0, thus from (39) we obtain ‖Dyn‖p → 0 and so yn → 0 in W 1,p(Z), a con-
tradiction to the fact that ‖yn‖ = 1 for all n 1. Therefore y is an eigenfunction corresponding
to λ1 > 0. Hence y(z) = 0 a.e. on Z and from (40) we have
‖Dy‖pp < λ1‖y‖pp,
a contradiction to Corollary 5. 
Proposition 14. If hypotheses H(j)2 hold, then ϕ|R is anticoercive (i.e., ϕ(c) → −∞ as
|c| → ∞, c ∈R).
Proof. This is a direct consequence of hypothesis H(j)2(v). 
Now we have all the necessary geometry to apply Theorem 1.
Theorem 15. If hypotheses H(j)2 hold, then problem (2) has a solution x ∈ W 1,p(Z).
Proof. By virtue of Propositions 13 and 14, we can find c > 0 such that
ϕ(±c) < inf
C(p)
ϕ = mˆ. (41)
Let E1 = {±c}, E = {x ∈ W 1,p(Z): −c  x(z)  c a.e. on Z} and D = C(p). We claim
that E1 and D link in W 1,p(Z) (see Section 2). Clearly, E1 ∩ D = ∅ (see (41)). Next,
let γ ∈ C(E,W 1,p(Z)) such that γ |E1 = idE1 , i.e. γ (±c) = ±c. Also consider the map
ψ :W 1,p(Z) →R defined by
ψ(x) =
∫ ∣∣x(z)∣∣p−2x(z) dz.
Z
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(ψ ◦ γ )(−c) = ψ(−c) < 0 < ψ(c) = (ψ ◦ γ )(c).
So by the intermediate value theorem, we can find x ∈ E such that
(ψ ◦ γ )(x) = ψ(γ (x))= 0.
In this way we have shown that γ (E)∩C(p) = ∅, i.e., E1 and D link in W 1,p(Z). This combined
with Proposition 12 and (41) implies that we can use Theorem 1 and obtain x ∈ W 1,p(Z) such
that
0 ∈ ∂ϕ(x) and mˆ ϕ(x).
From the above inclusion as in the proof of Proposition 12, via Green’s identity for quasilinear
operators, we conclude that x ∈ W 1,p(Z) is a solution of problem (2). 
Remark. If in hypothesis H(j)2(iii), ar ∈ L∞(Z)+, then from the nonlinear regularity theory,
we have that x ∈ C1,β(Z) with 0 < β < 1 (see Anane [1], Lieberman [27] and Tolksdorf [40]).
Next using Theorem 2, we shall prove a multiplicity result for problem (2). In this case our
hypotheses on the nonsmooth potential j (z, x) are the following:
H(j)3: j :Z ×R→R is a function such that j (z,0) = 0 a.e. on Z and
(i) for all x ∈R, z → j (z, x) is measurable;
(ii) for almost all z ∈ Z, x → j (z, x) is locally Lipschitz;
(iii) for M > 0, there exists aM ∈ L∞(Z)+ such that for almost all z ∈ Z, all |x| M and all
u ∈ ∂j (z, x), we have |u| aM(z);
(iv) limx→0 j (z,x)|x|p = 0 and lim|x|→∞ j (z,x)|x|p = 0 uniformly for almost all z ∈ Z;(v) lim|x|→∞(ux − pj (z, x)) = +∞ uniformly for almost all z ∈ Z and all u ∈ ∂j (z, x);
(vi) there exists δ > 0 such that for almost all z ∈ Z and all |x| δ, we have j (z, x) 0 (local
sign condition).
Remark. If p = 2, then hypothesis H(j)3(iv) makes the problem super-sub quadratic, namely
the potential is superquadratic near the origin and subquadratic near ±∞.
As before, the energy functional is given by
ϕ(x) = 1
p
‖Dx‖pp −
∫
Z
j
(
z, x(z)
)
dz, x ∈ W 1,p(Z),
and it is locally Lipschitz.
Under assumptions H(j)3 we formulate the following multiplicity result for problem (2).
Theorem 16. If hypotheses H(j)3 hold, then problem (2) has at least two nontrivial solutions
in C1(Z).
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all z ∈ Z, all |x|Mβ and all u ∈ ∂j (z, x), we have
ux − pj (z, x) β.
Note that for almost all z ∈ Z, x → j (z,x)|x|p is locally Lipschitz on [Mβ,+∞) and we have (see
Denkowski–Migorski–Papageorgiou [11, p. 612])
∂
(
j (z, x)
|x|p
)
⊆ x
p−1(x∂j (z, x) − pj (z, x))
x2p
= x∂j (z, x) − pj (z, x)
xp+1
.
It follows that for almost all z ∈ Z, all x Mβ and all θ(z, x) ∈ ∂( j (z,x)|x|p ), we have
θ(z, x) β
xp+1
.
Since for almost all z ∈ Z, the function x → j (z,x)|x|p is locally Lipschitz on [Mβ,+∞), it is
differentiable at all x ∈ [Mβ,+∞) \D+(z), with |D+(z)|1 = 0. Let
θ0(z, x) =
{( j (z,x)
|x|p
)′ if x ∈ [Mβ,+∞) \D+(z),
0 if x ∈ D+(z).
Then for almost all z ∈ Z and all x ∈ [Mβ,+∞) \D+(z), we have
θ0(z, x)
β
xp+1
.
Let v, y  Mβ with y > v. Integrating the above inequality with respect to x on the interval
[v, y], we obtain
y∫
v
θ0(z, x) dx = j (z, y)
yp
− j (z, v)
vp

y∫
v
β
xp+1
dx
= β
p
(
1
vp
− 1
yp
)
for a.a. z ∈ Z.
Let y → +∞. Because of hypothesis H(j)3(iv), we see that
j (z, v)
vp
−β
p
1
vp
,
or
j (z, v)−β for a.a. z ∈ Z and all v Mβ .
p
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j (z, v)−β
p
for a.a. z ∈ Z and all v −Mβ ,
hence
j (z, v)−β
p
for a.a. z ∈ Z and all |v|Mβ . (42)
We shall use (42) to show that ϕ is coercive. Suppose that this is not true. Then we can find a
sequence {xn}n1 ⊂ W 1,p(Z) such that ϕ(xn)M7 for some M7 > 0, all n 1 and ‖xn‖ → ∞.
Set yn = xn‖xn‖ , n 1. By passing to a subsequence if necessary, we may assume that
yn
w−→ y in W 1,p(Z) and yn → y in Lp(Z).
Since we supposed ϕ(xn)M7, we have
ϕ(xn)
‖xn‖p =
1
p
‖Dyn‖pp −
∫
Z
j (z, xn(z))
‖xn‖p dz
M7
‖xn‖p . (43)
Note that for any given β > 0,∫
Z
j (z, xn(z))
‖xn‖p dz =
∫
{|xn|<Mβ }
j (z, xn(z))
‖xn‖p dz +
∫
{|xn|Mβ }
j (z, xn(z))
‖xn‖p dz.
From hypothesis H(j)3(iii) and the mean value theorem for locally Lipschitz functions, we see
that for almost all z ∈ Z and all |x| < Mβ , we have |j (z, x)| aˆ(z) with aˆ ∈ L∞(Z)+. So∣∣∣∣
∫
{|xn|<Mβ }
j (z, xn(z))
‖xn‖p dz
∣∣∣∣
∫
{|xn|<Mβ }
aˆ(z)
‖xn‖p dz
‖aˆ‖1
‖xn‖p → 0 as n → ∞.
Also using (42), we have∫
{|xn|Mβ }
j (z, xn(z))
‖xn‖p dz−
∫
{|xn|Mβ }
β
p
1
‖xn‖p dz → 0 as n → ∞.
So finally we can say that ∫
Z
j (z, xn(z))
‖xn‖p dz → 0 as n → ∞.
Therefore if we pass to the limit as n → ∞ in (43), we obtain
‖Dy‖p = 0, i.e. y ≡ ξ ∈R.
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Therefore ξ = 0. This means that, by passing to a subsequence if necessary, for almost all z ∈ Z
we have |xn(z)| → ∞. Note that by virtue of (42) this implies that j (z, xn(z)) → −∞ a.e. on
Z as n → ∞ since (42) holds for every β > 0. From the choice of the sequence {xn}n1 ⊂
W 1,p(Z), we have ϕ(xn)M7 for all n 1, which ensures that
−
∫
Z
j
(
z, xn(z)
)
dzM7. (44)
For any β > 0, we have∫
Z
j
(
z, xn(z)
)
dz =
∫
{|xn|Mβ }
j
(
z, xn(z)
)
dz +
∫
{|xn|<Mβ }
j
(
z, xn(z)
)
dz.
Note that, since |j (z, x)|Mβ for |x| < Mβ , it is seen∫
{|xn|<Mβ }
j
(
z, xn(z)
)
dz
∫
{|xn|<Mβ }
aˆ(z) dz → 0
because |xn(z)| → ∞ a.e. on Z. Also using (42), we have∫
{|xn|Mβ }
j
(
z, xn(z)
)
dz−β
p
∣∣{|xn|Mβ}∣∣N,
which leads to
lim sup
n→∞
∫
Z
j
(
z, xn(z)
)
dz−β
p
|Z|N.
Because β > 0 was arbitrary, it follows that∫
Z
j
(
z, xn(z)
)
dz → −∞ as n → ∞.
Comparing this with (44), we reach a contradiction. This proves that ϕ is coercive and so it is
bounded below and satisfies the nonsmooth PS-condition.
Next consider the direct sum decomposition
W 1,p(Z) =R⊕ V
with V = {x ∈ W 1,p(Z): ∫
Z
v(z) dz = 0}. From hypotheses H(j)3(iii) and (iv), we see that given
ε > 0, we can find γε > 0 such that for almost all z ∈ Z and all x ∈R, we have
j (z, x) ε
p
|x|p + γε|x|θ with p < θ  p∗ =
{
Np
N−p if N > p,
+∞ if N  p.
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ϕ(v) = 1
p
‖Dv‖pp −
∫
Z
j
(
z, v(z)
)
dz 1
p
‖Dv‖pp − ε
p
‖v‖pp − γε‖v‖θθ .
The Poincaré–Wirtinger inequality ensures that ‖v‖pp  η1‖Dv‖pp for some constant η1 > 0 (see,
e.g., Denkowski–Migorski–Papageorgiou [11, p. 357]). Also because θ  p∗, from the Sobolev
embedding theorem, we have ‖v‖θθ  η2‖Dv‖θp for some η2 > 0. Hence we can write that
ϕ(v) 1
p
‖Dv‖pp − ε
p
η1‖Dv‖pp − γεη2‖Dv‖θp.
Choose ε > 0 so that εη1 < 1. Then for all v ∈ V , we have
ϕ(v) η3‖Dv‖pp − η4‖Dv‖θp for some η3 > 0 and η4 = γεη2 > 0. (45)
From (45) and the Poincaré–Wirtinger inequality and since θ > p, we see that if we choose
r0 ∈ (0,1) small we will have
ϕ(v) 0 for all v ∈ V with ‖v‖ r0. (46)
On the other hand, from hypothesis H(j)3(vi) (the local sign condition), we see that we can find
r1 > 0 such that
ϕ(x) = −
∫
Z
j (z, x) dz 0 for all x ∈R with ‖x‖ r1. (47)
Therefore if we choose δ = min{r0, r1}, then we have from (46) and (47) the local linking condi-
tion at the origin (see Theorem 2).
Equality j (z,0) = 0 guarantees that infW 1,p(Z) ϕ  0. If infW 1,p(Z) ϕ = 0, then from (47) it
follows that all x ∈ R with ‖x‖  r1 satisfy ϕ(x) = infW 1,p(Z) ϕ and so 0 ∈ ∂ϕ(x). From this
inclusion, as in the proof of Proposition 12, we can check that the nonlinear nonsmooth Neumann
problem (2) has a continuum of distinct, nontrivial solutions.
If infW 1,p(Z) ϕ < 0, then we can apply Theorem 2 and obtain two distinct, nontrivial critical
points of ϕ. These correspond to two distinct nontrivial solutions of (2), which completes the
proof. 
We end the paper by giving an example of function j :Z ×R→R which satisfies hypotheses
H(j)3, so Theorem 16 applies for the corresponding problem (2).
Example. Dropping for simplicity the z-dependence we consider the function j :R→R defined
by
j (x) =
{ 1
s
|x|s if |x| 1,
− 1 |x|r + 1 + 1 if |x| > 1,
r s r
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(i) and (ii) in H(j)3 are fulfilled. Since the generalized gradient ∂j (x) of j satisfies the estimate
|u| c(1 + |x|r−1) for all u ∈ ∂j (x) and x ∈R,
with a constant c > 0, it follows that assumption (iii) in H(j)3 is verified. Taking into account
the expression of j (x) we find that
lim
x→0
j (x)
|x|p =
1
s
lim
x→0 |x|
s−p = 0
because s > p, while
lim|x|→∞
j (x)
|x|p = −
1
r
lim|x|→∞
1
|x|p−r = 0
since r < p. Therefore H(j)3(iv) is true. Using again the expression of j (x) as well as of its
generalized gradient ∂j (x) and because r < p, we obtain that
lim|x|→∞
(
ux − pj (x))= lim|x|→∞
(
p
r
− 1
)
|x|r − p
(
1
s
+ 1
r
)
= +∞
for all u ∈ ∂j (x) and x ∈ R, thus H(j)3(v) holds. Finally, taking δ ∈ (0,1], we see that j (x) =
1
s
|x|s  0 for all |x| δ, which shows that H(j)3(vi) is verified. Consequently, Theorem 16 can
be applied.
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