This paper analyzes the diversity gain achieved by single-carrier frequency-domain equalizers (SC-FDE) in frequency selective channels, and uncovers the interplay between diversity gain , channel memory length , transmission block length , and the spectral efficiency . We specifically show that for the class of minimum mean-square error (MMSE) SC-FDE receivers, for rates ≤ log full diversity of = + 1 is achievable, while for higher rates the diversity is given by = ⌊2 − ⌋ + 1. In other words, the achievable diversity gain depends not only on the channel memory length, but also on the desired spectral efficiency and the transmission block length. A similar analysis reveals that for zero forcing SC-FDE, the diversity order is always one irrespective of channel memory length and spectral efficiency. These results are supported by simulations.
I. INTRODUCTION
A SINGLE-CARRIER frequency-domain equalizer (SC-FDE), as depicted in Fig. 1 , consists of simple singlecarrier block transmission with periodic cyclic-prefix insertion, and an equalizer that performs discrete Fourier Transform (DFT) and single-tap filtering followed by an inverse DFT (IDFT), where finally the equalizer output is fed into a slicer to make hard decisions on the input. Due to using computationally efficient fast Fourier transform, SC-FDE has lower complexity than time-domain equalizers. 1 Structurally, SC-FDE has similarities with OFDM, but has the key distinction that SC-FDE decisions are made in the time domain, while OFDM decisions are made in the frequency domain. SC-FDE enjoys certain advantages over OFDM, as mentioned in, e.g., [1] , [2] . In particular SC-FDE is not susceptible to the peak-to-average ratio (PAR) problem. Also, in OFDM one must code across frequency bands to capture frequency diversity, while in SC-FDE a similar issue does not exist since decisions are made in the time domain. In addition, SC-FDE has reduced sensitivity to carrier frequency errors, and confines the frequency-domain processing to the receiver. SC-FDE is deemed promising for broadband wireless communication [1] , [3] , [4] , [2] and has Manuscript received July 30, 2008; revised May 29, 2009; accepted November 25, 2009. The associate editor coordinating the review of this paper and approving it for publication was A. Guillen i Fabregas.
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been proposed for implementation in the 3GPP long term evolution (LTE) standard. This paper analyzes the SC-FDE and unveils hitherto unknown relationships between its diversity, spectral efficiency, and transmission block length. The explicit dependence of diversity on the transmission block length is especially intriguing, and to the best of our knowledge has no parallel in the literature of equalizers for dispersive channels. 2 We start by briefly reviewing some of the existing results on the diversity gain of various block transmission schemes. It is known that uncoded OFDM is vulnerable to weak symbol detection when the frequency selective channel has nulls on the DFT grid, and therefore, uncoded OFDM may not capture the full diversity of the inter-symbol interference (ISI) channel [6] . To mitigate this effect, various coded-OFDM schemes have been considered [7] , [8] . Motivated to achieve full diversity without error-control coding, complexfield coded (CFC)-OFDM has been introduced [6] , where it is shown to achieve full diversity with maximum likelihood (ML) detection. CFC-OFDM achieves its diversity in a manner essentially similar to the so-called signal space diversity of Boutros and Viterbo [9] , by sending linear combinations of the uncoded symbols via each subcarrier. It has been shown that both zero-padded single-carrier block transmission and cyclicprefix single-carrier block transmission are special cases of CFC-OFDM [6] ; therefore, by deploying ML detection, they also achieve full diversity.
The complexity of ML detection motivates the study of linear equalizers. The first analysis on the diversity order of CFC-OFDM with linear equalization was provided in [10] , where it is shown that with additional constraints on the code design, zero-forcing (ZF) linear block equalizers can achieve the same diversity order as ML detection. Furthermore, in [11] it has been shown that zero-padded single-carrier block transmission, as a special case of CFC-OFDM, meets the conditions discussed in [10] and therefore achieves full diversity by exploiting ZF equalization.
Although it has been established that a cyclic-prefix singlecarrier block transmission with ML detection, achieves full diversity [6] , the result clearly cannot be applied to SC-FDE, because SC-FDE does not yield ML decisions. Furthermore the linear equalization results mentioned in [10] , [11] do not 2 A noteworthy related result is the MIMO diversity-multiplexing tradeoff (DMT) [5] . Although MIMO DMT implicitly depends on block length for tightness of its bounds, the present work for the first time shows diversity as an explicit, nontrivial function of the block length. Furthermore, DMT investigates the interplay between diversity and multiplexing gain, i.e., rates that increase with log , while we investigate the tradeoff between diversity and fixed rates. The DMT allows fixed rates (zero multiplexing gain) but is not able to distinguish between different values of fixed rate and assigns the same diversity to all fixed rates. apply to SC-FDE either, since SC-FDE does not satisfy the conditions in [10] , [11] . This distinction is further solidified in the sequel where we show that SC-FDE in fact does not enjoy unconditional full diversity.
Our analyses reveal that for minimum mean-square-error (MMSE) SC-FDE the diversity order varies between 1 and channel length, +1, depending on the transmission setup. We demonstrate a tradeoff between the achievable diversity order, data transmission rate, (bits/second/Hz), channel memory length, , and transmission block length, . Specifically, at rates lower than log , full diversity of +1 is achieved, while at higher rates, the diversity gain is ⌊2 − ⌋ + 1. These results support the earlier analysis in [12] , [13] , showing that for very low and very high data rates, diversity gains 1 and + 1 are achieved, respectively. For similar results involving linear receivers in MIMO channels see [14] . We also investigate the diversity order of zero-forcing (ZF) SC-FDE and find that the achievable diversity order is always 1, which is similar to that of OFDM with zero-forcing equalization [15] .
The rest of this paper is organized as follows. In Section II the system model and some definitions are provided. Diversity analysis for MMSE-SC-FDE and ZF-SC-FDE are provided in Sections III and IV, respectively. Section V provides numerical evaluations and simulation results.
II. SYSTEM DESCRIPTION

A. SC-FDE vs. OFDM
As seen in the baseband model of SC-FDE ( Fig. 1) , after removing the cyclic-prefix, a DFT operator is applied to the received signal, each sample is multiplied by a complex coefficient and then an IDFT transforms the signal back to the time domain. In the time domain, the equalizer output is fed into a slicer to make hard decisions on the transmitted vector.
In OFDM both channel equalization and detection are performed in the frequency domain, whereas in SC-FDE, while channel equalization is done in the frequency domain, receiver decisions are made in the time domain, which leads to differences in the performance of OFDM vs. SC-FDE. The underlying reason for such performance difference is that in uncoded OFDM, the subcarriers suffering from deep fade will exhibit poor performance. On the other hand, in SC-FDE detection decisions are made based on the (weighted) average performance of subcarriers, which is expected to be more robust to the fading of individual subcarriers. For details see [1] , [4] .
B. Transmission Model
We consider a frequency selective quasi-static wireless fading channel with memory length ,
The channel follows a block fading model where the channel coefficients are independent complex Gaussian (0, 1) random variables that remain unchanged over the transmission block of length , and change to an independent state afterwards. Received signals are contaminated with zero-mean unit variance complex additive white Gaussian noise (AWGN). The channel output is given by
where = [ ( ), . . . , (− + 1)] denotes the transmitted block and = [ ( ), . . . , (1) ] is the vector of received symbols before equalization. We normalize such that the average transmit power for each entry of is 1, and the variable accounts for the average signal-to-noise ratio (SNR). Channel noise is denoted by = [ ( ), . . . , (1) ] , and the channel matrix is represented by
To remove inter-block interference, a cyclic prefix is inserted at the beginning of each transmit block, giving rise to the equivalent channel
This × circulant matrix eq has eigen decomposition eq = Λ , where is the discrete Fourier transform (DFT) matrix with elements
for , = 1, . . . , , which gives = . Also, the diagonal matrix Λ contains the -point (non-unitary) DFT of the first row of eq given by
Each eigenvalue is a linear combination of channel coefficients, which are zero mean complex Gaussian random variables. Therefore { } =1 also have zero mean complex Gaussian distribution.
Remark 1: For the special case of = + 1, the eigenvalues { } =1 are independent random variables. We assume that the received signal is processed by a SC-FDE, designated by , where its output˜△ = [˜( ), . . . ,˜(1)] is
Throughout the paper we denote the transmission signal-tonoise ratio by and we say that the two functions ( ) and ( ) are exponentially equal, denoted by ( ) .
The ordering operators . ≤ and .
≥ are also defined accordingly. If ( ) .
= , we say that is the exponential order of ( ).
C. Diversity Analysis
The diversity gain describes the decay of the average pairwise error probability (PEP) with increasing . For an ISI channel with memory length and SC-FDE receiver with block length , we denote the diversity gain at data rate by ( , , ), given by
where err ( , , ) denotes the average pairwise error probability, which is the probability that the receiver decides erroneously in favor of while was transmitted, i.e.,
In this paper we aim to characterize ( , , ), whose direct computation requires a PEP analysis that depends on the choice of signaling. Because this approach is not tractable, as a remedy we demonstrate that outage and PEP exhibit identical exponential orders, and use outage analysis for the purpose of characterizing ( , , ).
The outage expressions are as follows. Due to the equalizer structure, the effective mutual information between and is equal to the sum of the mutual information of their components (sub-streams) [16] 
Subsequently, we define the following outage-type quantities
III. DIVERSITY ANALYSIS OF MMSE SC-FDE
We start with finding the unbiased decision-point SINR. For the transmission model given in (1) the MMSE linear equalizer is
and the output of the equalizer is
We also define the noise term˜△ = [˜( ), . . . ,˜(1)] as
which accounts for the combined effect of the channel noise and ISI residual. Using the eigen decomposition of eq and noting that [ ] = 0, [ ] = ,
Due to the underlying symmetry the diagonal elements ofã re identical. Therefore, the unbiased decision-point SINR of
which does not depend on ℓ, so SINR is the same for all information streams. Substitution in (5) gives
.
The probability that the mutual information ( ;˜) falls below the target rate , is
A. Outage Analysis
We start by finding the outage in the special case where = + 1, and then generalize the result for the arbitrary choices of . We start by stating and proving a key lemma.
Lemma 1: For i.i.d. zero-mean complex Gaussian random variables { } =1 and a real-valued constant ∈ (0, ) we have
where ⌊⋅⌋ denotes the floor function.
based on which we can write the equality-in-the-limit
. , ] and a new random variable
i.e., ( ) counts the number of > 1. The intuition behind this definition is that at large SNR the term 1 1+ | | 2 is either zero or one, therefore to characterize ∑ 1 1+ | | 2 at high SNR we must essentially count the ones. More precisely ∑
Clearly { 1 , . . . , } and ( ) are random variables induced by { 1 , . . . , }. Knowing that | | 2 has exponential distribution, by using arguments similar to [5] it can be verified that the cumulative density function (CDF) of is
As a result (
Invoking the independence of { }, and therefore the independence of { }, provides that the random variable ( ) is binomially distributed and its binomial parameter is asymptotically −1 . Hence,
In the above equations, the first (asymptotic) equality follows from exchange of limit and probability due to continuity of functions, the second equality holds because max { : <1} −1 diminishes at high , and the final equality follows from the fact that inside the summation the term with the largest exponent dominates. This concludes the proof of the lemma.
Theorem 1 (Outage Probability for = + 1): In an ISI channel with memory length , transmission block length = +1, data rate , and an MMSE SC-FDE receiver, the outage probability satisfies out ( , , + 1) .
Proof: Given the mutual information in (12) , for the case of = + 1 the outage probability is
]
(20)
As mentioned earlier in Remark 1, { } are i.i.d. with zeromean complex Gaussian distribution. By setting = + 1 and △ = 2 − ( + 1) for nonzero rates > 0, it is seen that ∈ (0, + 1). Therefore, the necessary conditions of Lemma 1 are satisfied and consequently we have
which concludes the proof. We now generalize the above results to arbitrary values of block length .
Lemma 2: Consider the vector of channel coefficients △ = [ℎ 0 , . . . , ℎ ] together with its two zero-padded versions 1× and ′ 1× ′ that differ only in the number of zeros padded, i.e.,
have the following property for any real-valued constant ∈ (0, )
Proof: See Appendix A. To extend the previous results to arbitrary block lengths, we use the above lemma to uncover the relationship of rates and diversities at two arbitrary block lengths and ′ .
Theorem 2: In an ISI channel with memory length and MMSE SC-FDE receiver, the exponential order of the outage probability of block transmission length and rate is equivalent to that of block length ′ and rate + log
Proof: By defining = log ′ we have out ( , , ) =
where (25) holds according to Lemma (2) for = 2 − . From (24) and (26)
which completes the proof.
Combining Theorem 1 and Theorem 2 leads to the main result of this section as stated in the following corollary.
Corollary 1: In an ISI channel with memory length , transmission block length , data rate , and an MMSE SC-FDE receiver, the outage probability is characterized by
Proof: We use the result of the case = + 1 as the benchmark. For this case as given in (19) we observe that for the rate interval (log +1 , log +1 −1 ], we have out = , for = 1, . . . , + 1. By invoking the result of Theorem 2 and setting ′ = + 1 it is concluded that for block transmission length , the rate interval for which out ( , , ) = + 1 shifts to the interval (0, log ] and the rate interval for which out ( , , ) = ≤ shifts to the interval (log +1 + log +1 , log +1 −1 + log +1 ] = (log , log −1 ] for = 1, . . . , . This is represented compactly in (27).
B. PEP Analysis
In this section, we find lower and upper bounds on ( , , ) and show that these bounds meet and are equal to out ( , , ) that was obtained in Section III-A. The result is established via two lemmas. We start by a bounding lemma that is inspired by [5, Lemma 5] , but requires more careful treatment because we investigate rate instead of multiplexing gain, therefore certain techniques used in the proof of [5, Lemma 5] do not directly apply and need to be refined.
Lemma 3 (Upper bound):
For an ISI channel with MMSE SC-FDE receiver we have
Proof: We fix a codebook of size 2 , where and are data rate and code length, respectively, and transmitted codewords are ∈ . We rewrite the output˜= ( ) +˜, where accounts for the combined effect of channel and equalizer. All transmit messages are assumed to be equiprobable which provides ℋ( ) = log | | = , where ℋ(⋅) denotes entropy. Denoting the error event as , and using Fano's inequality [17, 2.130 ]
Therefore,
(28) By defining for any value of > 0 as
and noting that ℋ( ( ) | ∈ ) ≤ ℋ( ( )) from (28) we get
Also by using the definition of out ( , , ) we have
(30) In MMSE SC-FDE, the function out ( , , ) is leftcontinuous with respect to since the ranges over which the diversity gains are constant are (0, log ], . . . , (log , ∞]. Therefore, for small enough values of > 0, we have out ( , , ) = out ( − , , ). Hence, by invoking (29) and (30)
Now we show ℋ( ( )) . = ( ). Assume ( ) .
where we have used the fact that in the high-SNR regime log(1 − − ) ≈ − − and 1 − − ≈ 1, and furthermore − log( ) .
= − . Noting that , , and are fixed constants we get
) . =1 − ( ) . Proof: For pairwise error probability analysis, we assess the probability that the transmitted symbol (ℓ) = is erroneously detected as˜(ℓ) = . By recalling (8), the combined channel noise and residual ISI is˜= √ ( eq − ) + , where it is observed that for any channel realization eq = eq , the term √ ( eq − ) is deterministic and therefore˜inherits all its randomness from and as a result has complex Gaussian distribution. Moreover by using (10) and following the same approach as in obtaining MMSE in (11) , the variance of the noise term˜(ℓ) is given by
Note that |˜(ℓ)| 2 is the ℓ ℎ diagonal element of the matrix˜d efined aŝ˜△
Due to the underlying symmetry the diagonal elements ofˆã re equal, therefore |˜(ℓ)| 2 = 1 tr(ˆ˜). By recalling the eigen decomposition of eq and matrix trace properties, (33) and (34) establish that
On the other hand, by defining △ = − | − | , the probability of erroneous detection for channel realization is
where the inequality holds since
denote the real and imaginary parts of˜(ℓ) by˜(ℓ) ∼ ( (ℓ), 2 (ℓ)) and˜(ℓ) ∼ ( (ℓ), 2 (ℓ)), respectively, based on which we have {
Since˜and˜have Gaussian distribution, by applying the property of the Gaussian tail ( ) ≤ exp(− 2 /2) for the pairwise error probability,
where the last step holds as 2 (ℓ) = 2 (ℓ) + 2 (ℓ) ≥ 2 (ℓ), 2 (ℓ). Now we show that (ℓ)
. . ≤ 1 2 . Recall that, as given in (9),˜= − − 1 2 [ eq eq + −1 ] −1 and consider
Note that | | 2 + −1 .
, being linear combinations of { 1 | | 2 + −1 }, cannot grow faster than ( ), and therefore, the elements of ± − 1 2 [ eq eq + −1 ] −1 cannot grow faster than ( 
Denoting the error event by , applying the union bound, using data rate and uncoded transmission ( = 1) we have
Next, in order to find the exponential order of err ( , , ) = ( ) we first find the probability of error while there is no outage. Let¯denote the non-outage event, which based on (13) is given bȳ
By representing the channel matrix with the exponential orders of the eigenvalues { } and recalling the equality-inthe-limit
and by following the same line of argument as in Lemma 1, in the high-SNR regime the event¯is equivalent to
where we had defined ( ) = ∑ >1 1 in (16) . Note that in the region { : ( ) = 0} for any > 0 we have ⌊2 − ⌋ ≥ ( ) = 0, so there is no outage. On the other hand, in the region { :
( ) ≥ 1} there will be outage for the rates ≤ log . We investigate these two regions separately.
In the region { : ( ) = 0}, where we have max < 1, from (37) and (39) we can conclude:
Since the exponential function dominates all polynomials and
which in turn yields
To show that the same result holds for other regions of , we start by rewriting (37) as
Therefore, for the region { :
(note that ( ) ≥ 1)
By noting that |1 − | > 0 and following the same line of argument as in (41)-(43) we find that
Therefore, if we denote the pdf of by ( ), and invoke the results of (43) and (45),
Finally, by taking into account that we always have out ( , , ) ≤ + 1 (based on (27)) we get
Therefore, we always have ( , , ) ≥ out ( , , ), which concludes the proof of the lemma. Lemmas 3 and 4, in conjunction with Corollary 1 characterize the diversity order achieved in ISI channels with MMSE SC-FDE which is stated in the following theorem.
Theorem 3 (MMSE Diversity Gain): For an ISI channel with MMSE SC-FDE, the average pairwise error probability (PEP) and the outage probability are exponentially equal and the diversity gain is ( , , ) = out ( , , ), where out ( , , ) is given in (27).
IV. ZERO-FORCING DIVERSITY
Zero-forcing (ZF) equalizers invert the channel and remove all ISI from the received values. For the system defined in (1) the ZF linear equalizer is
and the equalizer taps are −1 as defined in (3). Thus the equalizer output is˜= √
where the noise term˜= −1 eq has covariance matrix
Since all the diagonal elements of the matrix˜are equal, the decision-point SINR for detecting symbol (ℓ), 1 ≤ ℓ ≤ is given by
For ZF SC-FDE receiver, the effective mutual information between and˜is equal to the sum of the mutual information of their components given by ZF ( ;˜) = log
(48)
Theorem 4:
In an ISI channel with memory length , transmission block length , data rate , and ZF SC-FDE receiver, the diversity gain is always 1, i.e., err ( , , ) .
Proof: Given the mutual information for ZF equalization in (48) the outage probability is
By using the definition of and replacing | | 2 .
where (50) is obtained by noting that the event { 1 > 1} is a subset of the event {max > 1} which provides that (max > 1) ≥ ( 1 > 1) . = −1 . Therefore unlike MMSE equalization, for ZF equalization out ( , , ) cannot exceed 1. This result holds for all rates, block transmission lengths and is independent of channel memory length. The result of Lemma 3 holds for ZF SC-FDE too, concluding that err ( , , ) . ≥ out ( , , ) . ≥ −1 . It is easy to verify that diversity gain 1 is always achievable, which concludes the proof.
V. SIMULATION RESULTS
This section provides simulation results for assessing the outage and pairwise error probabilities. Figure 2 depicts the outage probability for MMSE receivers given in (13) . We consider block transmissions of length = 10 for frequency selective channels with memory lengths = 2, 3. It is shown that for = 2 and rates = 2, 3, 4, the negative of the exponential order of outage probabilities are = 3, 2, 1, respectively. Note that for for = 2 and = 10, the rate intervals characterized in (27) for achieving diversity gains 3, 2, 1 are (0, 2.32], (2.32, 3.32], and (3.32, ∞), respectively, which match the diversity gains obtained by the numerical evaluations. The same evaluations are carried out for the case of = 3 and = 4 as well where it is observed that for = 1, 2, 3, 4 the diversity gains are = 4, 3, 2, 1, respectively. They match the results expected from (27) from which we obtain the rate intervals (0, 1.73], (1.73, 2.32], (2.32, 3.32], and (3.32, ∞). Fig. 3 illustrates pairwise error probabilities, in order to examine their asymptotic equivalence with outage slopes. The parameters are = 3, = 10 and uncoded transmission where the symbols are drawn from 2 -PSK constellations for = 1, . . . , 4. It is observed that the achievable diversity gain for the rates = 1, 2, 3, 4, are = 4, 3, 2, 1, respectively. Fig. 4 shows the effect of transmission block length on the outage probability. It is demonstrated that for fixed data rates, it is possible to span the entire range of diversity gains by controlling the transmission block length. The evaluations are provided for the settings ( , ) = (2, 2) and ( , ) = (3, 3) .
The tradeoff between diversity order, data rate, channel memory length, and transmission block length is demonstrated in Fig. 5 for a representative example. Finally, Fig. 6 shows simulation results for the ZF SC-FDE receiver. It is shown that the diversity order is one for several channel memory lengths, data rates, and transmission block length = 10.
VI. DISCUSSION AND CONCLUSION
In this paper we analyze the diversity of single-carrier cyclic-prefix block transmission with frequency-domain linear equalization. We show that MMSE SC-FDE may not fully capture the inherent frequency diversity of the ISI channels, depending on the system settings. We show that for such receivers, there exists a tradeoff between achievable diversity order, data rate and transmission block length. At high rates and low block-lengths, only diversity 1 is achieved, but by increasing the transmission block length and/or decreasing data rate, diversity order can be increased up to a maximum level of + 1, where is the channel memory length. We characterize the dependence on these two parameters in our results. Specifically, it is demonstrated that for MMSE SC-FDE, the results admit an interpretation in terms of operating 
regimes. As long as
≤ log , full diversity is achieved regardless of the exact value of the rate. When > log we are in a rate-limited regime where the diversity is affected by rate. In this regime, to maintain a given diversity while increasing the rate, each additional bit of spectral efficiency must be offset by at most doubling the block length. Naturally the block length cannot exceed the coherence time of the channel, thus putting practical limits on the performance of the equalizer.
We also prove that for zero-forcing SC-FDE, the diversity order is always one, independently of channel memory, transmission block length, or data rate.
For clarity and ease of exposition, the rates in this paper do not include the fractional rate loss incurred by the cyclic prefix. Once the fractional rate loss is included, the overall throughput will be equal to ′ = + which can be easily factored into all results.
Some preliminary results from this paper, involving outage of MMSE equalizers, appeared in [18] . The present paper significantly expands and deepens the preliminary analysis by characterizing the true diversity (slope of PEP) that requires delicate bounding techniques in Lemmas 3 and 4. Furthermore, the present paper provides new and intuitive proofs for Lemmas 1 and 2, treats both MMSE and ZF equalizers, and features new simulations to support the theoretical results.
APPENDIX A PROOF OF LEMMA 2
We start by showing that for any integer multiplier of denoted by˜= , where ∈ ℕ, and for any real-valued ∈ (0, ) we have
where we have defined 1×˜△ = [ℎ 0 , . . . , ℎ , 0, . . . , 0
] and {˜} 1×˜△ = DFT(˜), and therefore,˜1 ×˜i s a zero-padded version of 1× . Note that zero padding and applying a larger DFT size (˜) is equivalent to sampling the Fourier transform of the data points at˜points. Based on the given set of DFT points { } we can characterize the Fourier transform of denoted by ( ) at any specific frequency via
Therefore the DFT points {˜} can be found by sampling the Fourier Transform ( ) at frequencies = 2 −1 for = 1, . . . ,˜. Therefore, we can describe the DFT points {˜} in terms of { } as
, for = 1, . . . ,˜.
(54) Moreover, since˜= we havẽ ( −1)+1 = , for = 1, . . . , .
By defining △ = − log | | 2 log and˜△ = − log |˜| 2 log , for = 1, . . . , from (55) ( −1)+1 = , for = 1, . . . , .
Also, from (54) 
. (65) (64) and (65) together establish the desired result.
