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Résumé — Une méthode de complétion de données est proposée pour les problèmes de Cauchy
pour lesquels le nombre de données est inférieur au nombre des inconnues. La présentation est
faite pour le laplacien, opérateur elliptique modèle. L’idée est de rechercher la solution dans un
espace de fonctions harmoniques discrètes pour lequel l’existence et l’unicité d’un prolongement
harmonique discret est garanti (Théorème de Holmgren discret).
Mots clés — problème de Cauchy, complétion de données, harmonicité discrète.
1 Introduction
Les problèmes inverses dits de complétion de données interviennent dans de nombreux do-
maines de la physique, comme par exemple en thermique, en mécanique ou en électrostatique.
Les méthodes pour la résolution des problèmes de complétion de données sont nombreuses. Parmi
les plus classiques on peut citer [1, 2, 3, 4, 5] et la méthode introduite par les auteurs dans [6, 7].
Cette dernière est de fait une méthode de point fixe et la solution est obtenue comme limite d’itérés
successifs. Elle consiste à rechercher la solution d’équilibre qui s’approche aux mieux de condi-
tions aux limites surabondantes. Ces conditions aux limites, qui peuvent être issues par exemple
de mesures expérimentales, sont considérées comme pouvant être entachées d’un bruit de mesure ;
elles seront relaxées et recalculées par l’algorithme. Ceci permet donc simultanément la complé-
tion de données sur les parties où aucune donnée n’est disponible et le débruitage des conditions
aux limites mesurées. Plusieurs variantes de cette méthode ont été développées [8, 9] dans le but
d’améliorer notablement la recontruction de la dérivée normale, en particulier lorsque le domaine
présente des coins.
L’objet est de proposer une variante de la méthode d’ordre zéro introduite dans [6, 7] où la re-
cherche de la solution est effectuée dans le sous-espace des fonctions harmoniques discrètes ad-
mettant un et un seul prolongement de Γd à Γi.
2 Retour sur la méthode d’ordre zéro [6, 7]
Dans le cas du laplacien, le problème de complétion de données sur le bord Γ du domaine Ω
s’énonce comme suit : déterminer u et u′ = ∂u∂n sur Γi = Γ\Γd sachant que :


∆u = 0 dans Ω
u = ud sur Γd
u′ = u′d sur Γd
(1)
où Γd est la partie du bord où sont données simultanément u et u′.
Dans le cas de la méthode d’ordre zéro [6, 7], après discrétisation du problème continu, supposé
2D pour simplifier, l’itéré Uk = (U k1 , ...,U kN ,U
′k
1 , ...,U
′k
N ) est constitué des N valeurs de u sur Γ =
Γd ∪Γi et des N valeurs de sa dérivée normale. L’itéré Uk+1 est fourni par :


étant donné c > 0 , trouver Uk+1 ∈ HN(Γ) tel que :
Jkc (Uk+1)≤ Jkc (V) ∀V ∈ HN(Γ) avec
Jkc (V) = ||V−Ud||2Γd + +c ||V−U
k||2Γ
(2)
où HN(Γ) désigne l’ensemble des couples des traces discrètes des fonctions harmoniques dis-
crètes :
HN(Γ) = {U = (U,U ′) ∈ R2N ; AU + BU ′ = 0} (3)
Les matrices A et B ne dépendent que de la discrétisation choisie. Si le premier itéré est choisi égal
à zéro, alors toute la suite Uk se trouve dans Z⊥N , avec :
ZN = {U = (U,U ′) ∈ HN(Γ); U1 = .... = Up = 0, U ′1 = ... = U ′p = 0} (4)
où 2p désigne le nombre total de données discrètes sur Γd . Sa limite U, elle aussi située dans Z⊥N ,
est la solution du problème de Cauchy discret introduit dans [6, 7]. Elle ne dépend pas de la valeur
de c choisie.
3 Prolongement harmonique discret unique dans le cas d’un petit
nombre de données (2p ≤ N)
Lorsque 2p ≤ N, ZN ne se réduit pas au vecteur nul et zéro sur Γd ne se prolonge pas de
manière unique par zéro sur Γi. Ce fait est naturellement source de difficultés pour reconstruire
la solution. Dans toute la suite on suppose que le nombre de données est inférieur au nombre
d’inconnues : 2p ≤ N. On introduit le problème suivant :


trouver U ∈ Z⊥N (Γ) tel que :
Jk(U)≤ Jk(V) ∀V ∈ Z⊥N avec
Jk(V) = ||V−Ud||2Γd
(5)
Pour chaque niveau de discrétisation, ce problème possède une solution unique qui réalise l’unique
prolongement harmonique de Ud. A nouveau lorsque N augmente, U devient sensible aux imper-
fections et on revient à un algorithme régularisé analogue à (2) : étant donné c > 0,


trouver Uk+1 ∈ Z⊥N (Γ) tel que :
Jkc (Uk+1)≤ Jkc (V) ∀V ∈ Z⊥N avec
Jkc (V) = ||V−Ud||2Γd + +c ||V−U
k||2Γi
(6)
.
4 Le problème de complétion de données vu comme un problème
d’optimisation sur Z⊥n
La première chose est de contruire l’orthogonal de ZN . Tout d’abord, on montre que U de R2N
est dans ZN si et seulement si LU = 0, où L est la matrice à N +2p lignes et 2N colonnes suivante :
L =


Ip,p 0p,N−p 0p,p 0p,N−p
0p,p 0p,N−p Ip,p 0p,N−p
AN,N BN,N

 (7)
où Ip,p désigne la matrice carrée p× p identité et Op,q désigne la matrice à p lignes et q colonnes
nulle. Elle fait aussi intervenir la matrice à N lignes et 2N colonnes :
H = [ A B ] (8)
Désignant par L j la jeme ligne de L, on obtient la caractérisation suivante de Z⊥N :
Z⊥N = {V =
N+2p
∑
j=1
µ jL j , µ j ∈ R; HV = 0} (9)
Le problème itératif (6) est alors ramené à un problème d’optimisation sous contraintes égalités,
comme c’était déjà le cas pour la méthode d’ordre zéro [6, 7] :


minimiser F(µk+11 , ...,µ
k+1
N+2p) résultant de(6)
sous les N contraintes égalités :
N+2p
∑
i=1
µi HLi = 0
(10)
Nous introduisons un vecteur composé de N multiplicateurs de Lagrange pour prendre en compte
les N contraintes égalités et aboutissons à la résolution d’un système linéaire de 2N +2p équations
à 2N + 2p inconnues (N + 2p µi et N multiplicateurs de Lagrange). Dans [6], le système était
composé de 3N équations à 3N inconnues.
5 Simulations numériques
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Figure 1 – Domaine d’étude
Les simulations numériques sont réalisées en utilisant la méthode des éléments finis. Une
technique de condensation permet de se ramener à une formulation ne faisant intervenir que des
données sur la frontière. Le domaine considéré est le cercle de rayon 0.5 centré en A (0.5,0.5)
(figure 1). Les données surabondantes φd et ψd sont disponibles sur la moitié Γd de la frontière et
sont générées à partir de la solution de référence :
u(x1,x2) = cosx1 cosh x2 + sinx1 sinh x2 (11)
5.1 Comparaison avec la méthode introduite dans [6, 7]
Le nombre de couples de données p est fixé à 18 et celui d’inconnues N− p à 36. La figure 2
(respectivement figure 3) donne la reconstruction de la fonction obtenue par la méthode introduite
dans [6, 7] (respectivement par la méthode proposée) lorsque les données sont exactes.
La figure 4 (respectivement figure 5) donne la reconstruction de la dérivée normale obtenue par la
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Figure 2 – Reconstruction de u avec la méthode
[6, 7]
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Figure 3 – Reconstruction de u avec la méthode
proposée
méthode introduite dans [6, 7] (respectivement par la méthode proposée) lorsque les données sont
exactes. Nous pouvons constater que la précision des reconstructions est similaire avec les deux
méthodes.
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Figure 4 – Reconstruction de u′ avec la méthode
[6, 7]
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Figure 5 – Reconstruction de u′ avec la méthode
proposée
5.2 Stabilité de la méthode vis à vis du nombre d’inconnues recherché
Le nombre de couples de données p est fixé à 18 et celui d’inconnues N− p à 225. La figure
6 (respectivement figure 7) donne la reconstruction de la fonction (respectivement celle de la dé-
rivée normale). Nous pouvons noter que ces deux reconstructions sont stables vis à vis du nombre
d’inconnues recherchées et que le niveau de précision est semblable à celui obtenu dans la section
précédente.
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Figure 6 – Influence du nombre d’inconnues - Re-
construction de u
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Figure 7 – Influence du nombre d’inconnues - Re-
construction de u′
5.3 Stabilité de la méthode vis à vis d’un bruit entachant les données
Le nombre de couples de données p est fixé à 18 et celui d’inconnues N− p à 36. La figure 8
(respectivement figure 9) donne la reconstruction de la fonction lorsque la donnée φd est entachée
d’un bruit de 1% (respectivement 5%). Nous pouvons noter que ces deux reconstructions sont
stables vis à vis d’un bruit entachant les données et que l’algorithme, tout comme l’algorithme
introduit dans [6, 7], est capable de débruiter la donnée φd . Ceci est rendu possible par le fait que
la fonctionnelle à optimiser à chaque itération fait intervenir un terme d’écart aux données qui
permet de les relaxer et de les réestimer.
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Figure 8 – Reconstruction de u, bruit sur u de 1%
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Figure 9 – Reconstruction de u, bruit sur u de 5%
6 Conclusion
Une méthode de complétion de données a été proposée pour les problèmes de Cauchy pour
lesquels le nombre de données est inférieur à celui des inconnues. L’idée est de rechercher la so-
lution dans un espace de fonctions harmoniques discrètes pour lequel l’existence et l’unicité d’un
prolongement harmonique discret est garanti. Plusieurs simulations numériques ont montré que
la qualité des reconstructions est comparable à celle obtenue par une méthode précédemment in-
troduite [6, 7]. En particulier, la méthode est stable vis à vis de bruits entachant les données. Ces
premiers résultats permettent d’envisager de généraliser ce principe aux variantes [8, 9] introduites
dans le but d’améliorer notablement la recontruction de la dérivée normale, en particulier lorsque
le domaine présente des coins.
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