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1. INTRODUCTION, NOTATION,
AND MAIN DEFINITIONS
w xIn 1915 Esclangon 12, 13 , in his study of quasi-periodic solutions of
 .ordinary differential equations ODEs , showed that if V is a bounded
solution of an nth-order linear ODE with bounded smooth coefficients
and bounded right-hand side, then all derivatives V j. up to j s n are also
bounded.
Extending the Bohl]Bohr theorem on the indefinite integral of an
 .almost periodic ap function to solutions of linear ODEs with constant
w x  .coefficients, Bohr and Neugebauer 10 needed and used 1926 Esclangon's
result in proving that such bounded V are ap, if the right side is. Landau
w x  .26 then generalized 1930 Esclangon's result to linear ODEs with only
bounded coefficients, using what is now known as Landau's inequality:
5 k . 5 n 5 5 nyk 5 n. 5 kV F C V V for 0 - k - n, if V is n times differentiable
 . n 5 5on a sufficiently large interval depending on V , V k 0, and ? is the
 w xsupremum over this interval. See also Levitan and Zhikov 28, p. 95 ,
w x wHardy]Littlewood]Polya 21, p. 187 , Beckenbach]Bellman 4, pp. 165,
w x .168, and Hille 22 .
We will therefore call theorems giving the boundedness of derivatives of
 .  .solutions of functional differential equations Esclangon]Landau EL
theorems or results.
 . w xBochner 1930]1931 in 6]8 extended the Bohr]Neugebauer result to
 .neutral difference]differential equations DDEs with constant coeffi-
cients, but since he had no EL results here, he had to assume the
 .boundedness and uniform continuity of all derivatives that appeared.
w x  . n. .Rutman 33 gave 1961 an EL result for DDEs of the form V x s
 ny1. . < n. <  < ny1. <F V , ??? V, x , but only for delay equations with V F C V
< < X < < < .q ??? q V q V q D , where C, D are constants.
For further discussions of ap and almost automorphic solutions of ODEs
w xand DDEs, and the use of or requirement for EL results, see Doss 11 ,
w x w xLevitan]Zhikov 28, pp. 94]97 , Fink 14, pp. 80]83, 94]95 , and Kras-
w x w x w xnoselskii et al. 24, pp. 8]14, 275 , 2 , 3, pp. 22]24 .
 .Although now there is an enormous literature on bounded and almost
 w xperiodic solutions of DDEs see, for example, Leont'ev 27 ,
w x w x w x w xBellman]Cooke 5 , the surveys of Hahn 16, 17 , Myshkis 30 , Pinney 32 ,
w x w x w xHalanay 18 , Myshkis and El'sgol'ts 31 , Zwerkin et al. 35, 36 , and
w x .Rutman and Ignatenko 34 , and the references therein , the question of
 w xEL results has apparently not been discussed further. In Kolmogorov 23 ,
w x w x w xLyubich 29 , Hille 22 , and Bang 1 , Landau's inequality is considered
only for infinite intervals and boundedness of the derivatives is assumed,
.so the conclusions are not EL results.
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In the following we give EL results for Banach space valued solutions of
 .  .systems of DDEs 1.1 , especially in the advanced case, and for certain
 . w .neutral DDEs 1.2 . Let J s a , ` , a g R, or J s R, and denote by X a
 .real or complex Banach space and by L X the Banach space of all linear
w xbounded operators from X to X. If f is a function defined on J, then f s
w x  .  .  .or f will stand for the function defined by f t s f t s f t q s for alls s s
1  . ks, t with s q t g J. If f g L J, X , then P f will denote the functionloc
0  . t  . k  ky1 .defined by P f [ f , Pf t [ H f s ds and P f [ P P f , k G 2, anda
< < < < . 5  .5f will denote the function f t [ f t for all t g J. In addition, if
w . 5 yt  .5 w xJ s a , ` and e f t is Lebesgue integrable on J, then E f will
w x . x ` yt  .denote the function defined by E f x [ e H e f t dt. All integralsx
here are Bochner integrals. The space of functions with continuous deriva-
tives of order k defined on J with values in a Banach space Y will be
k . k .denoted by C J, Y and by C J if Y s R. If f is a bounded Banach
5 5 5  .5space valued function defined on J, then f [ sup f x .` x g J
We study the equation
ny1 m
n. k .l V [ V t q a t V t q t s b t , 1.1 .  .  .  .  . .  j , k j
ks0 js1
 .where t - t - ??? - t , a : J ª L X , 1 F j F m, 0 F k F n y 1, and1 2 m j, k
b is a continuous function from J to X.
 .  .TOur results hold in particular for systems 1.1 , with V s V , . . . , V ,1 p
V : J ª X, and the a being p = p matrices whose coefficients map J toj j, k
 .  .L X . The apparently more general case of t in 1.1 is reduced to ourj, k
case by adding suitable terms a s 0. Furthermore, an additional integralj, k
`  .  .term H G s V t q s ds can be added to the right-hand side b, providedc
1 .  ..  4 w .G g L c, ` , L X with c s min t , 0 if J s a , ` and c s y` if1
J s R.
 .  .If some t / 0, 1.1 is called a differential]difference equation DDEj
 w x.see 5, 19 .
 . n X .We say that V is a solution of 1.1 on J if V g C J , X and V
 . X w X . X  4 w .satisfies 1.1 on J; here J s a , ` , with a s a q min t , 0 if J s a , ` ,1
J
X s R if J s R.
 .   w x.. w .We say that Eq. 1.1 is delayed or retarded see 5, 19 if J s a , `
 . w .and t F 0. We call 1.1 ad¨anced if J s a , ` and t ) 0.m m
We further study neutral DDEs of the form
n m `
k .D V [ a t V t q t q G s V t q s ds s b t , .  .  .  .  . .  Hj , k j
cks0 js1
1.2 .
 . 1 .  ..with t , a , b as after 1.1 , G g L c, ` , L X , and c as above.j j, k
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 .In Section 2, we show that EL results are valid for 1.1 , even in the
advanced case, if a p. are bounded for all 0 F p F k F n y 1, 1 F j F mj, k
 . k .Proposition 2.3 . This uses a general estimate on the growth of the V
 .  .for bounded solutions of 1.1 Lemma 2.2 . Lemma 2.5 is a quantitative
w xversion of Hardy]Littlewood 20, p. 422, Theorem 3, case a and extends
w xLandau's inequality 26, Hilfssatz 3 to variable sufficiently large intervals
and to unbounded X-valued functions, and might be of independent
 w x.interest for further applications see references in 1 . Theorem 2.6 and
 .Corollary 2.7 prove that an EL theorem is true for 1.1 in the delayed case
and for solutions with arbitrary growth, even for mildly nonlinear equa-
 .  .tions Theorem 2.8 . In Section 3, we show that for the advanced case 1.1
 .an EL theorem is in general false Example 3.4 . With the aid of Lemmas
2.2 and 2.5, however, we are able to give sufficient conditions on the
growth of the a p. under which an EL theorem is true. Example 3.4 andj, k
Remark 3.5 show that there is not much room for improvement of
Theorem 3.2. In Section 4, we introduce new EL conditions. Theorem 4.1
and Remark 4.3 extend and give a new proof of an earlier result of Doss,
 .  . w  .xprovided only one of the a / 0 our notation in 1 of 11, Theorem a .j, n
We get further EL results if growth conditions on the derivatives a p. arej, k
replaced by the monotonicity changes of the a or the changes of sign VXj, k
 .do not grow too fast Propositions 4.6, 4.4 . The case of neutral DDEs,
treated in Section 5, turns out to be different: even in the delayed case and
 .for constant coefficients, an EL theorem is in general false Example 5.3 .
In Propositions 5.1, 5.6 we obtain EL results for small perturbations of
 .  .1.1 . For constant coefficients in 1.2 , even systems, a condition of
 .Bochner is sufficient for the validity of an EL theorem Theorem 5.6 . In
the case of a first-order equation, this condition, which postulates that the
 .characteristic function of the principal part of 1.2 has positive distance
from zero, turns out to be necessary and sufficient for an EL result to hold
 .Proposition 5.4 .
2. SLOWLY VARYING COEFFICIENTS AND
GENERALIZED EL RESULTS IN THE
DELAYED CASE
In this section we give preliminary results needed for this and the next
sections. We prove that the Esclangon]Landau theorem in the case a p.j, k
are bounded for all 1 F p F k F n y 1, 1 F j F m. Lemma 2.5 is an
wextension of a combination of Hardy]Littlewood 20, p. 422, Theorem 3,
x w x  w x w x w x.case a with Landau 26, Hilfssatz 3 see also 25 , 21, p. 187 , 4, p. 165 .
Finally, in Theorem 2.6 we prove a generalized Esclangon]Landau theo-
 .rem when 1.1 is delayed.
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n X .  .LEMMA 2.1. Let V g C J , X be a solution on J of 1.1 . Let a gj, k
k  ..C J, L X , 1 F j F m, 1 F k F n-1. Let a s 0 if J s R. Then V is a
solution of
ny2 m nyky2
tptny1.  p. k .V s q y1 a s V s q t .  .  .  .  a j , kqpq1 j a
ks0 js1 ps0
ny1 m
t k k .s b s y y1 a s V s q t ds. 2.1 .  .  .  . . H j , k j
a ks0 js1
Proof. By Leibniz's Theorem,
¨ ¨¨X Xa s z s ds s a s z s y a s z s ds, 2.2 .  .  .  .  .  .  .H Hu
u u
1w x . 1w x  ..which is valid for all z g C u, ¨ , X , a g C u, ¨ , L X . Using induc-
 .tion and 2.2 , one can verify the identity
ky1¨ ¨ky1ypk . ky1yp.  p.a s z s ds s y1 a s z s .  .  .  .  .H u
u ps0
¨k k .q y1 a s z s ds, 2.3 .  .  .  .H
u
kw x . kw x  ..which is valid for all z g C u, ¨ , X , a g C u, ¨ , L X . Integrating
 .  .1.1 between a and t and using 2.3 with u s a and ¨ s t, we get, after
 .rearranging, Eq. 2.1 .
n X . w .LEMMA 2.2. Let V g C J , X be a bounded solution on J s a , ` of
 .1.1 with a as in Lemma 2.1. Let there exist a nondecreasing function w:j, k
q  4J ª R _ 0 such that
a p. s O w as t ª ` for all 1 F j F m , 0 F p F k F n y 1. .j , k
2.4 .
 < < . 5  .5 w x0 .Then with b t s b t , t g J, w :' 1 ,yr
ny1 l
lk . l j< <w xV s O w P b q P w for all k s 1, . . . , n.  ly1. r /ls0 js0 l r
2.5 .
w xSee also Rutman 34 .
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Proof. We prove the statement by induction on n. If n s 1, then
X  < <.  .  .obviously V s O w q b , which is 2.5 if n s 1. Assume that 2.5 is
 .  .true for all equations of order n satisfying 2.4 . Consider 1.1 with n q 1
instead of n. By Lemma 2.1, one can reduce it to an equation of order n
Ä  < <. < <with the same w and with b s O Pw q P b instead of b . By the
assumptions of the induction, we have
ny1 l
lk . l j< <w xV s O w P Pw q P b q P w .  ly1. r /ls0 js0 l r
ny1 lq1
l lq1 j< <w xs O w P b q P w , k s 1, 2, . . . , n.  ly1. r /ls0 js0 l r
2.6 .
lq1 < < l w xl w xlq1.Since P b , P w, l G 0, are nondecreasing and w s O w forl r l r
 .  . n  .l G 0, from 2.6 one gets 2.5 with  for k s 1, 2, . . . , n. Using 1.1ls0
 .with n q 1 instead of n and the first line of 2.6 , we get
ny1 lq1
lnq1. lq1 j< < < <w xV s O 1 q b q w w P b q P w .  ly1. r /ls0 js0 l r r
n l
l l j< <w xs O w P b q P w ,  ly1. r /ls0 js0 l r
 .which is 2.5 for k s n q 1.
n X .PROPOSITION 2.3. Let V g C J , X be a bounded solution on J of
 .  p.1.1 . Let b, a be bounded continuous for all 1 F j F m, 0 F p F k Fj, k
n y 1. Then Vk . are bounded on J for all k s 1, . . . , n.
 .Proof. By induction on n. For n s 1, 1.1 yields the boundedness of
V
X. Assuming that the statement is true for all equations of order less than
 .or equal to n, let V be a bounded solution of 1.1 with n q 1 instead of
 . k . .n. One can use w s 1 in 2.4 , so by Lemma 2.2 and inversion, V t s
 < < n. < <O t as t ª ` for all k s 1, 2, . . . , n q 1. So, assuming first that J s
w . yt  . yt X . yt nq1. .a , ` , the functions e V t , e V t , . . . , e V t are all Bochner
integrable on J, by the dominated convergence theorem, and all of the
following integrals exist:
m n` `
yt nq1. k . yte V t q a V t q t dt s e b t dt. .  .  . H Hj , k k
x xjs0 ks1
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 .To the left-hand side integrals, one can apply 2.3 with u s x and ¨ s `,
obtaining
n ``nyp nyp nq1 nq1yt  p. yty1 y1 e V t q y1 y1 e V t dt .  .  .  .  .  . Hx
xps0
m n ky1 ` .kypy1ky1yp yt  p.q y1 e a t V t q t .  .  .   j , k j
xjs0 ks0 ps0
m n ` ` .kk yt ytq y1 e a t V t q t dt s e b t dt ; .  .  . .  H Hj , k j
x xjs0 ks0
x yt k . . <` yt k . .multiplying by ye , and noting that e V t s lim e V t s 0t ª`
for all k s 0, 1, . . . , n q 1, we conclude
ky1ypn m n ky1 k y 1 y pky1yp p.V x q y1 .  .      /q
ps0 js0 ks1 ps0 qs0
ky1ypyq q.  p.= y1 a x V x q t .  .  .j , k j
m n` kx yts e e V t y b t q y1 .  .  . H
x js0 ks1
k
kyqk q.= y1 a t V t q t dt .  .  . j , k jq /
qs0
\ B x . 2.7 .  .
Because of the boundedness of b, V, a p., we get that B is bounded on J.j, k
 .This implies that 2.7 can be written in the form
ny1 m
n. k .L V [ V t q A t V t q t s B t , 2.8 .  .  .  .  . .  j , k j
ks0 js0
kq1.  ..  p.with t s 0 and A g C J, L X and A bounded on J if 0 F p0 j, k j, k
F k q 1, so the induction hypothesis yields the boundedness of Vk . on J
 . nq1.for all k F n; then 1.1 gives the boundedness of V . If J s R, one
 .  . w .can apply the result to z, z t s V yt and J s 0, ` .
n X .COROLLARY 2.4. Let V g C J , X be a bounded solution on J of
 .  .  .1.1 . Let a t ' T g L X , 1 F j F m, 0 F k F n y 1, and let b bej, k j, k
bounded. Then Vk . are bounded on J for all k s 1, . . . , n.
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In the following we extend an inequality of Landau to arbitrary intervals
 w x w x wand to unbounded X-valued functions see 26, p. 182 , 15, p. 70 , 20,
x w x w x w  .xp. 442 , 21, p. 187 , 33, p. 297 , 28, p. 95, 21 ; the Landau inequality in
w x .Fink 14, p. 84, Lemma 5.6 is not correct .
w x w .LEMMA 2.5. Let I be the inter¨ al a , x if J s a , ` and x ) a ,x
w xrespecti¨ ely, yx, x if J s R and x ) 0; for such x define
k .w x [ sup V t for all k s 0, 1, . . . . 2.9 .  .  .k
tgIx
9 ny2. nw x .  .Then for C ) D [ 3 ? 2 y n rn, one has: For any V g C J, Xn n 2
with Vn. k 0, there exists x with 0 F x g J and0 0
krp  .pyk rpw x F C w x w x , x G x , 0 - k - p F n. .  .  .k n p 0 0
2.10 .
n.  .  .If V ' 0, the same holds if in 2.10 the w x is replaced by 1 and p s n.p
 . 3For p - n this is in general false: n s 4, p s 2, V x s x .
 . X ny2  2 . < <Remarks. a If all V, V , . . . , V are o x as x ª `, then C sn
2r2 vy1.  . v w xD is possible in 2.10 , with 2 s 3; even then Kolmogorov 23 isn
not applicable.
 .  .  . wb For p G 4, 2.10 follows with 2.13 , also from Landau 26,
x 2 np. 182, Hilfssatz 3 , but only with C s 2 .n
w .Proof. By translation and reflection we can assume that J s 0, ` .
 . n.First we show 2.10 for p s n and V k 0 by induction on n:
< <  .n s 2: If V is bounded, V F m on J, choose b with w b ) 0, and2
then
1r2x [ max b , 2 mrw b . 2.11 .  . 50 2
w xWe want to apply a vector version of Hilfssatz 1 of Landau 26, p. 181 .
The latter states: If a, b are positive, I ; R is a compact interval of length
Y X2 ’ . < < < < < <’2 arb , y g C I, R with y F a and y F b on I, then y F 2 ab
on I.
2 .If y g C I, X , considering X as a real Banach space and applying the
X X ’5 5 < <above to f ( y, f g dual X , f F 1, one gets f ( y F 2 ab on I if
Y X ’< < < < < <y F a and y F b; since f was arbitrary, one gets y F 2 ab , i.e.,
Landau's Hilfssatz 1 remains true for X-valued y.
w x 5 X .5If now, in our situation, x G x , choose x g K [ 0, x with V x s0 1 1
< X < < < w  .x1r2 w  .  .x1r2max V ; since K s x G x G 2 mrw b G 2 w x rw x \ l,K 0 2 0 2
there exists an interval I of length l with x g I ; K. For this I, the1
 .  .vector version of Landau's Hilfssatz 1 with a s w x , b s w x yields0 2
 .  .  .2.10 with C s 2, provided w x ) 0; else 2.10 holds trivially.2 0
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If V is unbounded, Taylor's formula yields for X s R, 0 F u - ¨ F x
w xand suitable, s g u, ¨
2u y ¨ .
X Y¨ y u V ¨ F V u q V ¨ q V s .  .  .  .  .
2
2u y ¨ .
F 2w x q w x .  .0 22
or
2 ¨ y u .
X
V ¨ F w x q w x . 2.12 .  .  .  .0 2¨ y u 2
Arguing as above, this remains true for X-valued V.
nw . . n.Now for natural n and V g C 0, ` , X with V k 0, one has for
0 F k - n,
w x 1 .k
lim F . 2.13 .nyk n y k !x w x  . .nxª`
We prove only the case n s 2, k s 0 needed here: integration gives, for
x ) 0,
X Xy x F y 0 q xw x , .  .  .2
X 2y x F y 0 q x y 0 q x w x r2; .  .  .  .2
5  .5  .since the right side is monotone in x, one can replace y x with w x .0
 .  .  .Choose now c ) 0 with w c ) 0; then for x G c one has w x G w c2 2 2
) 0, and
Xw x y 0 y 0 1 .  .  .0 F q q ,2 2 xw c 2x w x x w c  . .  . 22 2
 .which gives 2.13 .
 .  .For the V in 2.12 and « ) 0, one can find, therefore, x s x « ) 0,1 1
 .  .such that w x ) 0 and 2w x rw x F 1 q « x for x G x ; then’  .  .2 0 2 1
for ¨ s x, there is u with 0 F u - x and ¨ y u s 2w x rw x r 1 q’  .  .0 2
.  .« . For these u, ¨ , 2.12 yields
1
X
V x F 2w x w x 1 q « q’ .  .  .0 2  /2 1 q « .
F 2w x w x 3r2 q « \ A x , x G x .’  .  .  .  .0 2 1
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 .  .With w ª ` there is x G x such that w x F A x for x G x . For0 2 1 1 1 2
 .  .  .these x then, w x F A x , which is 2.10 . In both cases, any C )1 2
3’  .D [ 2 s 2.121 ??? is possible in 2.10 .2 2
n « n q 1, n G 2. All of the following inequalities are meant on some
w . nq1. n.x , ` , with x depending on the inequality. Since V k 0, also V k0 0
ny1.  .0, V k 0, for sufficiently large x all w x ) 0. By the inductionk
 .  .hypothesis, one has 2.10 and w F C w w ; with 2.10 one gets’n 2 ny1 nq1
1r21r n ny1.r n 1r2w F C C w w ? w .n 2 n 0 n nq1
or
w F C 2 n rnq1.C n rnq1.w1rnq1.w n rnq1. . 2.14 .n 2 n 0 nq1
 .This and 2.10 gives for 0 - k - n
w F C 2 k rnq1.C nqkq1.rnq1.w nq1yk .rnq1.w k rnq1. . 2.15 .k 2 n 0 nq1
Since any C ) D ) 1, C ) D ) 1 are possible as C , one can choose2 2 n n nq1
any real number greater than
max D2 n rnq1.Dn rnq1. , D2 ny1.rnq1.D2 n rnq1. 42 n 2 n
s D2 ny2.rnq1.D2 n rnq1. s D .2 n nq1
 .Case 1 - p - n: There 2.10 follows with D - D from the casep n
n s p.
n. 5 k . .5  .Case V ' 0: If V s polynomial over X, even V x F « w x0
 .for x G x « , V , any k, « .
 .With Landau's inequality 2.10 one can get EL results for arbitrary
delayed DDEs and solutions with arbitrary growth:
 . w .THEOREM 2.6. Let 1.1 be delayed and V be a solution on J s a , ` ;
 . < < < <for a : J ª L X assume a F s for all j, k, b F t , with nondecreasingj, k j, k
  .  . .  . < <Xs , t s u F s ¨ if u F ¨ , s G 1, and define w x [ sup V for0 w a , x x
x g J, a X [ a q t . Then1
Vk . s O s ky1 s w q t as x ª `, 0 F k F n. 2.16 .  . .0
COROLLARY 2.7. If in Theorem 2.6 the a and b are bounded, thenj, k
Vk . s O w as x ª `, 0 F k F n. 2.17 .  .0
Special case: V bounded; then the VX ??? Vn. are bounded, too.
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 w x wThis extends the classical EL theorem Landau 26, p. 178 ; see also 28,
x.pp. 95]97 to delayed DDEs; this special case also follows from Rutman
w x33 .
Proof of Theorem 2.6. By induction on n:
 . X  .n s k s 1: 1.1 gives V s O s w q t , where here and elsewhere0
 . 5  .5 5  .5U s O V means that there exists real C, c such that U x F C V x
for x G c.
 . Xn « n q 1: Considering 1.1 for n q 1 as an nth-order DDE for V ,
the induction hypothesis gives for 2 F k F n q 1, since s G 1,
Vk . s O s ky2 s w q s w q t . 2.18 .  . .1 0
 . w X xWith w given by 2.10 , but with I [ a , x ; k s n q 1 and the mono-k x
tonicity of s , t , w yieldk
t
n nw s O s w q w q , s O s v , .nq1 1 0 / /s
t
with v [ max w , w q .1 0 5s
This and Lemma 2.5 yield, also if w ' 0, provided only w k 0,nq1 0
w s O w n rnq1. ? max 1, w 1rnq1.. 4 .1 0 nq1
 .nr nq1t
n rnq1. 1rnq1.s O w q s v .0 / /s
Since w q trs also satisfies the last O-condition, one gets0
 .  .nr nq1 nr nq11rnq1. n rnq1.v s O s w q t v , v s O s w q t , .  . /  /0 0
v s O s w q t , w s O s 0 s w q t , .  . .0 1 0
 .  .which is 2.16 for n q 1 and k s 1. Substituting in 2.18 , one gets for
2 F k F n q 1,
Vk . s O s ky2 s ? s w q t q w q t s O s ky1 s w q t . .  . . .  .0 0 0
 .If w ' 0, 2.16 holds trivially.0
We remark that:
 .  .a If needed, the above and 2.10 also give explicit constants C in
 .  .2.16 , 2.17 .
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 .  .  .b Even for ODEs, 2.16 , 2.17 seem to be new; then they hold
 xalso for J s R, J s y`, a .
w xAs indicated by Landau 26, pp. 178]179, for ODE, X s R , with the
 .inequality 2.10 EL results for some nonlinear equations are also possible:
 .  . b w .THEOREM 2.8. If P z s  a t z with a : J ª 0, ` , multiindexb b b
 .b s b with real b G 0, 1 F j F m, 0 F k F n y 1, n y  kb Gj, k j, k j, k j, k
w . n X .« ) 0, and only finitely many a k 0, J s a , ` , all t F 0, V g C J , X ,b j
with
n.V t F P z V t for t g J, 2.19 .  .  . . .
w   ..x b 5 k . .5 b j, k 0z V t [  V t q t , where 0 [ 1, if further, all a F sj, k j b
with nondecreasing s G 1 on J, then with w as in Theorem 2.6 and0
  . 4g [ max  n y k b : a , one has, as t ª `,j, k j, k b k 0
Vk . s O s k r« w1q k r n.?8r« .y1. , 1 F k F n. 2.20 . .0
We note that if in Theorem 2.8 the V and a are bounded on J, then so areb
V
X, . . . , Vn..
EXAMPLE. X commutative Banach algebra, V X-valued bounded solu-
tion of
V4. t q V t VZ t q t q V t VY t q t VX t q t .  .  .  . .  . .  . j j k
a bj j, k
q V t VX t q t VX t q t VX t q t .  .  . .  . j k l
cj, k , l
q ??? qq V t s 0, . .
on J, with a , . . . , q arbitrary polynomials of m variables, with boundedj
 .   ..   .  ..coefficients: J ª L X and a V t [ a V t q t , . . . , V t q t , etc.;j 1 m
here « s 1.
 .  .Again, explicit constants in 2.20 can be calculated. However, 2.20
 .  .does not subsume 2.16 or 2.17 .
 .Remark 2.9. a Theorems 2.6 and 2.8 remain true for variable t , asj
 . w .long as y` - t F t t F 0 for t g J s a , ` , 1 F j F m. Thus even the1 j
corollary to Theorem 2.8 is strictly more general than the result in Rutman
w x33 .
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 . w .b For bounded intervals J s a , b , where only t F 0 make sense,j
an Esclangon]Landau theorem holds for even neutral DDE but is rather
obvious:
If the a and b are bounded continuous on J, G s 0, t s 0, andj, k m
 .a s 1, then any solution of 1.2 near a exists up to b and is, togetherm , n
with its derivatives up to order n, automatically bounded on J. Stepwise,
 .1.2 is a linear ODE; one can use the existence and boundedness results
.there.
3. THE ADVANCED CASE: RAPIDLY
OSCILLATING COEFFICIENTS
In this section we give more general conditions under which an Esclan-
 .gon]Landau theorem is true for 1.1 . We construct an example showing
the sharpness of our assumptions. First, we need the following:
n X . w .  .LEMMA 3.1. Let V g C J , X be a solution on J s 0, ` of 1.1 with
< < X n. .n ) 1 and V F 1 on J , bounded a and b, and V u / 0 for somej, k
5 5 X  4  4u g J. Define a s max a , a s min t , 0 , r s max t , 0 , q [`j, k j, k 1 m
 . 1q2 n < <  5 n. .5y1r n4am n y 1 2 , ¨ [ t q max u, 2 V u and for some s G ¨ as-1
5 n. .5 5 5  < n. <4Xsume m [ V s ) 2 b q q max 1, max V . Then q ) 0, and` w a , ¨ x
there exists t with ¨ - t F s q r and
 .nr ny1n.V t ) mrq , G m. 3.1 .  .  .
 .  4  4Proof. By 1.1 there are j g 1, . . . , m , l g 1, . . . , n y 1 with
5 n. 5 5 k . 5 5 5m s V s F am n y 1 max V s q t q am q b .  .  . `j
j; k)0
5  l . 5 5 5s am n y 1 V s q t q am q b . .  . `j
 .Since here s q t G ¨ q t G x of 2.12 , Lemma 2.5 can be applied,j 1 0
yielding
lrnn2 5 5m F am n y 1 2 w s q t q am q b . .  . `n j
5 5  . 2 n 5 n. .5 l r nSince mr2 G am q b , one gets m F 2 am n y 1 2 V t with`
5 n. .5some t with 0 F t F s q r. This implies V t ) 1, then 0 - m F
5 n. .5q V t , and therefore ¨ - t F s q r and q ) 0. Finally, m F
5 n. .5 l r n 5 n. .5 ny1.r n 5 n. .5  .n rny1.q V t F q V t gives V t ) mrq , which is
G m, since m G q.
n X . w .THEOREM 3.2. Let V g C J , X be a bounded solution on J s a , `
 .of 1.1 with n ) 1. Let b, a be bounded continuous and a gj, k j, k
k  ..C J, L X for all 1 F j F m, 0 F k F n y 1. Let there exist A, r ) 0 with
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r  .  p.  A?r t.r F nr n y 1 such that a s O e as t ª ` for all 1 F j F m,j, k
 4 k .1 F p F k F n y 1, where r s max t , 0 . Then the V are bounded on Jm
for all k s 1, . . . , n.
 p.   q..Special case. There is a natural q such that a s O exp t .j, k
w .Proof. As in the proof of Proposition 2.3, one can assume that J s 0, `
5 5and V F 1. If r F 1, the assumptions are equivalent to the conditions`
of Proposition 2.3, and the statement follows. Let r ) 1. We can proceed
by induction on n. Assume that the statement is true for all equations of
order n y 1 satisfying our assumptions, respectively, that n s 2. If z s VX
 .is bounded on J, the induction assumptions for z, respectively 1.1 , give
 .  .the desired result. So assume that w x ª ` as x ª `, where w x , k s1 k
 .0, 1, . . . , n are defined by 2.9 . By translation one can assume that all
X  . k r pw ) 0 on J . By 2.10 , w F c w , 0 - k - p F n, especially all w ª `.k k 1 p p
 .By Lemma 3.1, to any m ) c one gets inductively a sequence s ; J,3 p
5 n. .5 n  n..n rny1.. n0 F c F s F s q pr and V s G q mr q , p s 0, 1, . . . ,2 p 0 p
yn 5 n. .5with q ) 0 as in Lemma 3.1. With l [ mq G 1 one gets V s Gp
q nl r
p r G q nl r  spys0. s c l r sp s c elog l.r sp. Since l can be chosen arbitrarily4 4
n.  B?r t.large, for no positive B one has V s O e . But Lemma 2.2 with
A?r t  n .  w n A  r  ny 1 . r . r t .x. t A?r sw s e yields V s O e , since H e ds F0
  .. t . s A?r s  A?r t A. A?r t1r A log r H log r ? Ar e ds s c e y e F c e . Therefore0 5 5
ny1. rB s nAr gives the desired contradiction with w ª `.1
 k .  ..The above proof shows that on J bounds for V then: 2.10 ,
< n. < n n A r
ny1. r
5 5 5 5 5 5 < n. <XV F max q e V , 2 b q q max V , max V 4` ` ` 5w a , ¨ x
3.2 .
with a X, ¨ , q of Lemma 3.1.
 . n X .COROLLARY 3.3. a Let V g C J , X be a bounded solution on J of
 .1.1 . Let b, a be bounded uniformly continuous functions for all 1 F j F m,k , j
r   ..0 F k F n y 1. Let there exist A, r ) 0 with r F nr n y 1 such that
 p.  A?r < t <. < <a s O e as t ª `, t g J for all 1 F j F m, 1 F p F k F n y 1.j, k
Then Vk . are bounded and uniformly continuous on J for all k s 0, 1, . . . , n.
 .  . w .b If V is a bounded solution of 1.1 on J s a , ` with bounded
n.  w Bn rny1.. tr r x. X n.a , b, and if V s O e with some real B, V , . . . , V arej,k
n.  w Bn rny1.. tr r x.also bounded on J. Moreo¨er, the V s O e cannot be
k .  w Bn rny1.. tr r x.  k .changed to V s O e with some k - n not e¨en to ``V is
.bounded'' .
 . X n.Proof. a By Theorem 3.2, V, V , . . . , V are bounded functions on
J. This implies that V, VX, . . . , Vny1. are uniformly continuous functions
 . n.on J, and 1.1 implies the uniform continuity of V .
 .b The first part can be proved as Theorem 3.2. The second part
follows from Remark 3.6 below.
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` .EXAMPLE 3.4. There exist a, V g C R, C with
V
Y t s a t VX t q 1 for all t g R, 3.3 .  .  .  .
5 5 5 5 Xa F 1, V F 1 and V is uniformly continuous, but V is not bounded` `
on Rq.
X w xProof. Recursively we define n , a and z [ V on I [ k, k q 1 byk k
X 1in t t yin s0 0 .  .  x <  . <z s r t , a s s t e on y`, 1 , n with H z s e ds F for all0 0 4
t g I ;0
a t s s t y k eyi nk t , z t s zX t y 1 eyi nky 1 ty1. , t g I , k g N .  .  .  . k
3.4 .
t X yin s ykq2.kn with z s e ds F 2 for all t g I ; 3.5 .  .Hk k
k
` . w x  .  .where r, s g C R with supp r ; 1r4, 3r4 s U , 0 F r t F r 1r2 s0
w x <1, supp s ; 1r8, 5r8 and s s 1 on U . We have supp z ; U [ k q U .I0 k 0k
 .By the Riemann]Lebesgue Lemma, such n exist. The functionsk
 . t  . ` .  .a, z, V t s H z s ds are well defined on R and g C R, C . From 3.4 ,0
5 5 X  .we get that a F 1 and V with V s z satisfies 3.3 . Now we prove that`
5 5V is uniformly continuous on R and satisfies V F 1.`
<  . < < t  . < < t  . <Indeed, V t s H z s ds s H r s ds F 1r2 for all t F 1. This im-0 0
5  .5  xplies that V is uniformly continuous and satisfies V t F 1 on y`, 1 .
 .  .From 3.4 and 3.5 , we get
t t X yin  sy1.kz s ds s z s y 1 e ds .  .H H
kq1 kq1
ty1 X yin  s. ykq2.ks z s e ds F 2 , .H
k
t g I , k q 1 g N.kq1
 . y2 qHence, V t F 1r2 q 2 q ??? F 1, t g R , proving that V is a uni-
5 5formly continuous function with V F 1. We show that there exist`
 . <  . < < X . < kt , t g I such that z t s V t G 2 . Indeed, taking t s 1r2,k k kq1 k k 0
 . <  . < k <  . <we have z t s 1. Assume that t g I satisfies z t G 2 and Re z t0 k k k k
G 2 ky1r2. Let tX be the nearest to the t end point of U . We can assumek k k
that 0 - t y tX F 1r4. By the Mean Value Theorem, on the intervalk k
w X x w X xt , t there exists s g t , t such thatk k k k k
Re z t y Re z tX Re z t .  .  .k k k Xs s Re z s . .X X kt y t t y tk k k k
< X . < <  . < kq1This implies that Re z s G 4 Re z t ) 2 .k k
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 . <  . <Now by 3.4 , taking t s s q 1, we get t g I and Re z tkq1 k kq1 kq1 kq1
X Xkq1<  . <s Re z s ) 2 . This proves that V s z is not bounded.k
 1r2 .Remark 3.5. To any l ) l s 3 q 5 r2 there exist a, V as in0
Example 3.3 with
13tX A la t s O e as t ª `, A s . .  .  /l y l0
 .Proof. 3.5 and partial integration show that for n any n can be usedk
with
X Ykq2n G 2 2 sup z s : s g I q sup z s : s g I . 3.6 4  4 .  .  .k k
 .With suitable r this gives n s 3360. With 3.4 , one gets, recursively,0
k
 j.z t q k s a t q k y 1 ??? a t q 1 a t A r t , t g I .  .  .  .  .ky1 1 0 j , k 0
js1
3.7 .
 . yn k t where a t [ e , A s 1, A s A s 0, A s y n qk k , k 0, k kq1, k j, kq1 ky1
.??? qn A q A .0 j, k jy1, k
Assuming that 4 F 2n F n , one gets 1 q n q ??? qn F 2n Fk kq1 0 k k
< < ky1n , A F 2 n ??? n for 1 F j F k with n [ 1. If b [kq1 j, k ky2 0 y1 k
 k . . 4  . < X < ksup r t , t g I , then 4b F b ; 3.7 then gives sup z F 2 n0 k kq1 I ky2k
< Y < k 2  .??? n ? b , sup z F 2 n ? n ??? n ? b . So 3.6 is fulfilled if0 kq1 I ky1 ky2 0 kq2k
n G 23q2 k n2 n ??? n b . 3.8 .  .ky1 ky2 0 kq2
 .    ..2 .  . yt  .If r t s x 1 y 4 t y 1r2 , x t s e ; if t ) 0, x t s 0; if t F 0,
one can get the estimate
b F e3k log ek . F e3k 2 , k G 1. 3.9 .k
 .3.8 then gives
n G 23q2 ke3k 2n2 n ??? n . 3.10 .  .ky1 ky2 0
 .If one tries to satisfy 3.10 with
n s e Blk , 3.11 .k
 1r2 .it turns out that this is possible if l s l q « , l s 3 q 5 r2 with0 0
 .B s 34r« , 0 - « - 1 we omit the details . This implies that to any l ) l0
there exist a, V as in Example 3.3, with
tX A la t s O e as t ª ` A s 13r l y l . 3.12 .  .  . .  .0
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Comparing the above remark with Theorem 3.2, n s 2, r s 1, for l F 2
 .Example 3.4 cannot be constructed satisfying 3.12 . We do not know what
happens between l s 2 and l s l s 2.618 . . . .0
q  .Remark 3.6. To any continuous w: R ª 0, ` one can construct a and
 .solutions V of 3.3 on R with all properties of Example 3.4 and, addition-
< <  . qally, V F w t for t g R .
One can assume w strictly decreasing to 0; as t ª `, V is a bounded
 .  . y kq2.uniformly continuous solution of 3.3 in 3.5 ; instead of 2 , take then
1 w  .  .xw k q 2 y w k q 3 . For the corresponding V, the limit exists \ b2
U  . < U < q .as t ª `; V [ q ? V y b satisfies V F w on R with suitable q ) 0.
Also with a slight modification, one can also get in Example 3.4 and this
remark a coefficient a with a ª 0 as t ª `.
4. FURTHER EL CONDITIONS
In this section we introduce further Esclangon]Landau conditions.
w  .xTheorem 4.1 extends a result of Doss 11, Theorem d . For n s 2, instead
of using assumptions on the growth of the derivatives of the coefficients
a one gets boundedness of VX also if the number of changes of sign ofj, k
V
X or of the monotonicity of coefficients does not grow too fast.
n X .THEOREM 4.1. Let V g C J , X be a uniformly continuous solution on
 .  p.  p.J of 1.1 . Let a be bounded and uniformly continuous and b, a V bej, k j, k
uniformly continuous for all 1 F j F m, 0 F p F k F n y 1. Then Vk . are
bounded and uniformly continuous on J for all k s 1, . . . , n. If in addition, b
w m  .xy1  .is bounded and there exists s ) 0 such that  a t g L X for all0 js1 j, 0
< < 5w m  .xy1 5t ) s , t g J and sup  a t - `, then V is bounded.0  < t < ) s , t g J4 js1 j, 00
 .  .  2 . XProof. Define u t [ V t r 1 q t , t g J . Since V is a uniformly
 .continuous solution of 1.1 , u is a bounded uniformly continuous solution
n. . ny1 mq1  . k . .  .  2 .  p.of u t q   B t u t q s s b t r 1 q t , with Bks0 js1 j, k j j, k
bounded continuous on J for all 1 F j F m, 0 F p F k F n. By Proposition
k . .2.3, we conclude that u t is bounded on J for all 0 F k F n. This
k . .  < 2 <.implies that V t s O t for all 0 F k F n as t ª `. Notice that if w
w .is a Banach space valued uniformly continuous function on 0, ` , then
` `
x ys yse e w s ds s e w x q s ds 4.1 .  .  .H H
x 0
w .is also uniformly continuous on 0, ` . We prove by induction on n that
V
X, . . . , Vn. are uniformly continuous functions on J. If n s 1, the as-
X w .sumptions imply that V is a uniformly continuous function on 0, ` .
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 .Consider 1.1 with n q 1 instead of n and apply the method used in
 .Proposition 2.3 to reduce it to an equation of order n of the form 2.8 .
A p. are bounded uniformly continuous, and B, A p.V are uniformlyj, k j, k
 .  p.continuous functions on J, 0 F p F k, by 4.1 , since a V are alsoj, k t j
uniformly continuous. By the assumptions of the induction, VX, . . . , Vn.
w x X n.are uniformly continuous on J. By 3, Corollary 1.4.2 , V , . . . , V are
nq1.  .bounded. This implies that V is uniformly continuous on J, by 1.1 .
w x nq1.Again by 3, Corollary 1.4.2 , V is bounded. This completes the first
m  . part of Theorem 4.1. Using the additional assumptions,  a t V t qjs1 j, 0
. m  .  .t is a bounded function on J. This implies that  a t V t sj js1 j, 0
w m  .w  .  .x m  .  .y  a t V t q t y V t y  a t V t q t is also a boundedjs1 j, 0 j js1 j, 0 j
5  .5function on J. Using the assumptions, we conclude sup V t - < t < ) s , t g J40
`. This implies that V is bounded. If J s R, we apply the above results to
 .  .z t s V yt .
As a consequence, we have the following:
n X .COROLLARY 4.2. Let V g C J , X be a uniformly continuous solution
 .  .  .on J of 1.1 . Let a t ' T g L X , 1 F j F m, 0 F k F n y 1, and letj, k j, k
b be a bounded uniformly continuous function. Then Vk . are bounded and
 m .y1uniformly continuous on J for all k s 1, . . . , n. If in addition,  Tjs1 j, 0
 .g L X , then V is also bounded on J.
 .  .Remark 4.3. a We note that if b g C J, X , and Pb is notub
X .  .bounded, then the equation V t s b t has the property that V is
uniformly continuous but not bounded. This shows that the additional
conditions of Theorem 4.1 and Corollary 4.2 are necessary.
 . w  . xb In 11, Theorem a , p. 117 the assumption f is ``uniformly
continuous'' is superfluous by our Proposition 2.3, provided only one
 . w xa / 0 in 1 of 11 .rs
 .Similarly, the implicit assumption v is ``uniformly continuous'' in
w xTheorem 5.2.1 of 3 can be dropped.
w . 2 X .PROPOSITION 4.4. Let J s a , ` , V g C J , R , V solution on J of
m 1
Y k .V t q a t V t q t s b t , 4.2 .  .  .  . .  j , k j
js1 ks0
with real t - ??? - t \ r, r ) 0, a , b: J ª C. Assume V, a and b1 m j, k j, k
bounded on J. Assume further there exist real A, C, l and s ) 0 with
1r r X w x  A l t .0 - l - 2 , such that V has in each inter¨ al t, t q s at most Ce
changes of sign, t g J. Then VX, VY are bounded on J.
w xHere an f : I ª R changes in a , b its sign k times if and only if there
w xexist a s u - u - ??? - u s b and s g I [ u , u such that0 1 kq1 j j j jq1
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 .  .f s f s - 0 for 0 F j - k and f G 0 on I , respectively, f F 0 on I ,j jq1 j j
0 F j F k.
 .The k is then unique the partition I , . . . , I in general is not .0 k
Proof. By contradiction: Assume VX unbounded on J. Choose p with
X15 5 5 5 5 5 5 5 < <X’p ) max 8ma V , 2 V ma q b r V , sup V , 4.3 . 5w a , a x2
X  4 5 5 5 5 < < 5 5where a s a q min t , 0 , a [ max a , and g s sup g , but V s1 j, k j, k J
< <Xsup V . Then there is u g J withJ
X
V u ) 2 p. 4.4 .  .
X . X w x uqd X .Assume V u ) 0; if V G p on u, u q d , one gets d p F H V t dt su
 .  . 5 5 5 5V u q d y V u F 2 V or d F 2 V rp.
By continuity, there is a maximal such d , for which
X X 5 5w xV G p on u , u q d , V u q d s p , d F 2 V rp. 4.5 .  .
 .By the Mean Value Theorem there is w g u, u q d with
Y X Xd V w s V u q d y V u ) p , .  .  .
or
Y 2 5 5V w ) prd G p r 2 V . .  .
 . < X . < < X . <Using 4.2 one gets, with l such that V w q t s max V w q t ,l j j
2  5 5. < X . < 5 5 5 5p r 2 V F ma V w q t q ma V q b , or with ¨ [ w q t ,l l
X 2 25 5 5 5 5 5 5 5V ¨ ) p r2 V y ma V y b r ma G p r 4ma V , 4.6 .  .  .  . .
2 5 5 2 5 5 5 5.  .since p r4 ) V ma q b r V by 4.3 .
X 5 5 < X . < < X <Here a F ¨ - u q d q r ; since p ) K [ 8ma V , V ¨ ) 2 p ) V
w X xon a , a , one has a - ¨ - u q d q r.
 .  .Equations 4.4 and 4.6 give, inductively, sequences u s u, u , u , . . .0 1 2
and d s d , d , . . . , with a - u - u q nr q ny1 d , 0 - d -0 1 n js0 j n
 5 5 . .2 n2 V rK Krp ,
n2X
V u ) 2 K prK , G 2 p , n s 0, 1, . . . : 4.7 .  .  .n
 .By the choice of p in 4.3 , all of the new p satisfy the conditions after
 .  . X .  .2 n4.6 ; to u the d is chosen as in 4.5 , with V u q d s "K prK ,n n n n
 5 5 . .2 n < X . X . <  .2 n0 - d F 2 V rK Krp , and V u y V u q d ) K prK .n n n n
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One therefore gets
n u qdn n2 YK prK F V t dt .  .H
un
m
u qdn n X5 5 5 5F b d q ma V d q a V t q t dt. . Hn n j
unjs1
w x q X  X .If u q t , u q t q d s D I with V G 0 respectively, V F 0 onn j n j n js1 j
the I , one getss
q
u qdn n X < < < 5 5V t q t dt s V F 2 q V . . H ­ Ij s
un ss1
By assumptions, there exist such I , with q F Ce A lunq r, for each j, ifs
 5 5 . .2 nn G n is such that 2 V rK Krp - s. Then0
2 n 5 5 5 5K prK F s b q ma V .  .
ny1
5 5q 2ma V C exp Alu q r q nr q d , j /js0
or
2 n5 5 5 50 - K F s b q ma V Krp .  .
ny1
n5 5q 2maC V exp Alu q r q nr q d y 2 log prK . . j /js0
4.8 .
Since d ª 0, by the assumptions on l there is n G n such that lrqd n Fn 1 0
 .l - 2 if n G n . With p ) K, the terms on the right in 4.8 tend to 0 as0 1
n ª `, a contradiction.
The proof above gives, under the assumptions of Proposition 4.4, with
X 5 5  .a, a and ? as after 4.3 ,
X X5 5 5 5 5 5 5 5 5 5 < <X’V F max 16ma V , 4 V ma q b r V , sup V . 4.9 . 5` w a , a x
An obvious consequence is the following
COROLLARY 4.5. Let a, b, V: Rqª C with a, b bounded continuous. Let
2 q.V g C R , and a bounded solution of
V
Y t s a t VX t q t q b t , t g Rq with t g R. 4.10 .  .  .  .  .0 0
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Let there exist an integer k such that VX has at most k changes of sign on0 0
each inter¨ al of length 1 from Rq. Then VX, VY are bounded on Rq.
For real valued a, additional results are possible:
PROPOSITION 4.6. If a , b are bounded, the a , . . . , a are real ¨al-j, k 1, 1 m , 1
ued, and there exist positi¨ e d , B, C, t such that these a are at most0 j, 1
B?2  tr r . w x w .  .Ce -fold monotone on each t, t q d , t F t g J s a , ` see below ,0
2 X .  . X Ythen for any bounded V g C J , X , solutions of 4.2 on J, the V , V are
bounded, too.
w xHere a f : I ª R is called at most m-fold monotone on I s a , b if and
only if there exists b with a s b - b - ??? - b s b with 1 F m F mj 0 1 m
<w xand f b , b monotone, 1 F j F m.jy1 j
Proof. One can assume X s R as in the proof of Proposition 5.4
. Xbelow and a s 0. If t F t and z [ V ,j, 0 0
t
5 5z t y z t F m max a s z s q t ds q t y t b . .  .  .  . .H `0 js1, . . . , m j , 1 j 0
t0
Let the maximum be attained for j s l; by assumption, there are b suchi
that a is monotone on eachl, 1
w xb , b , t s b - b - ??? - b s t ,iy1 i 0 0 1 p
with p F 1 q t y t rd Ce B?2 tr r . . .0
This yields with the Second Mean Value Theorem of integral calculus and
w x < <suitable s g b , b , t q 1 F t,i iy1 i 0
p
b i5 5z t y z t F 2 t b q m a s z s q t ds .  .  .  .` H0 l , 1 l
biy1is1
p si
5 5s 2 t b q m a b z s q t ds .  .` Hl , 1 iy1 l
biy1is1
biqa b z s q t ds .  .Hl , 1 i l
si
5 5 B?2
tr r . 5 5 5 5F 2 t b q m 1 q 2 trd Ce ? a ? 4 V .` ` `l , 1
F C elog t . q elog tqB?2 tr r . .1
F 2C elog tqB?2 tr r . F 2C eB1?2 tr r . .1 1
 . Y  B3?2 tr r .With 4.2 one gets V s O e . Corollary 3.3 gives then the bounded-
X Yness of V and V .
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 .Remark 4.7. One can find such a for 3.3 with d s B s C s 1, m s
< X <2, sup a growing arbitrarily fast, so that Theorem 3.2 is not applicable.w a , t x
5. NEUTRAL EQUATIONS
In this section we seek conditions under which Landau]Esclangon holds
 .  .for neutral equations 1.2 . We prove that if 1.2 is a ``small'' perturbation
 .of 1.1 , an Esclangon]Landau theorem holds. In Lemma 5.2, Example 5.3,
and Proposition 5.4, we study a special first-order neutral equation. In
Theorem 5.6, we prove that a condition of Bochner is sufficient for the
validity of an EL result.
1 X . w .PROPOSITION 5.1. Assume V g C J , X solution on J s a , ` of
pm
X X
V t s a t V t q t q b t V t q t q c t , 5.1 .  .  .  .  . .  . j j j j
js1 js1
 .with 1 F m F p, t - ??? - t , c: J ª X, a , b : J ª L X ; assume further1 m j j
that V, a , b , c are bounded on J andj j
m
5 5t - 0, a [ a - 1. 5.2 . `m j
js1
Then VX is bounded on J.
w < < < <x  . p  .  .  .Proof. With J [ t , t q k t , w t [  b t V t q t q c t ,k 1 1 m js1 j j
5 5 5 X .54 5 X .5b [ max w , sup V t , one shows by induction V t F` t g J0 Xk j 5  .5  .b a on J . But then V t F br 1 y a on J.js1 k
 q .  .  .LEMMA 5.2. To w g C R , X with w 0 s w 1 s 0, there exists exactly
1 q . qone V g C R , X solution on R of
X X w xV t q 1 s V t q w t with V t s 0, t g 0, 1 . 5.3 .  .  .  .  .
 . t  .  . 1w .  .This V is gi¨ en by V t q 1 s H w x dx and V t q k s H k y 1 w x0 0 0 0
 .  . x tw  .  .  .xq k y 2 w x q ??? qw dx q H w x q w x q ??? qw x dx,1 ky2 0 0 1 ky1
w x  .  . qfor k G 2, t g 0, 1 and w t s w t q k , t g R , k G 0.k
Proof. One checks that V is continuous and continuously differen-
q  .tiable at x s 1, 2, . . . , thus on R . That V is a solution of 5.3 follows by
 w x .induction on k. See Hale and Lunel 19, pp. 25]27 .
` .EXAMPLE 5.3. There exist w, V g C R such that V is a solution of
 . X q5.3 on R, w, V bounded on R, but V is not bounded on R .
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1 1` ` . w x  .Proof. Choose g g C R such that supp g ; y , , H g t dt s 0y`8 8
1 .  .  .  .  .  and g 0 s1. Define a t [g t y , and a t [ 1rk g k t yk y0 k2
1 3 5`..  . w x , k g N, x g R. Then a g C R , supp a ; k q , k q , a kk k k2 8 8
1 ` `.  .  .  .  .q s 1rk k G 1 , H a t dt s 0. Define w t s  a t , t g R.y` k ks0 k2
` .  .Then w is well defined and bounded and belongs to C R and w t ª 0
< < 1  . 1  .as t ª `. One has H w t q k dt s H a t dt s 0, for all k G 0. This0 0 k
 . tw  .  .implies that V of Lemma 5.2 is given by V tqk sH a x qa xq1 q0 0 1
 .x X  .  .  .? ? ? q a x qk y1 dx and V t qk s a t q a t q 1 qky 1 0 1
 . w x? ? ? q a t q k y 1 , k g N, t g 0, 1 .ky1
We show that V is bounded on Rq. Indeed,
1t t
a x q j dx F g j x y 1r2 dx .  . .H Hj j0 0
`1
F g j x y 1r2 dx . .Hj y`
`1
s g jx dx .Hj y`
`1
s g x dx .H2j y`
`C0s , where C s g x dx. .H02j y`
<  . < w ky1 2 .x w xHence, V t q k F C 1 q  1rj , t g 0, 1 . This shows that V is0 js1
q X .  . Xbounded on R . Since V k q 1r2 s 1 q 1 q 1r2 q ??? q1r k y 1 , V
q w xis not bounded on R . Extending V to R by the value 0 on y`, 0 ,
` .  .V g C R and is a solution of 5.3 on R.
PROPOSITION 5.4. Let b g K with K s R or C, X Banach space o¨er
w .K, J s a , ` or R, 0 / t g R; then for all continuous bounded w : J ª X1
and any bounded solution of
V
X t s bVX t q t q w t , t g J, 5.4 .  .  .  .1
X < <that V is bounded too on J holds if and only if b / 1.
< <  . Here b / 1 is equivalent to Bochner's condition 5.11 see Re-
.mark 5.8c .
 .Proof. ``Only if'': Example 5.3 gives for t ) 0 with w t [1
yig tr t1  .  .ae V trt , 0 / a fixed element of X, a counterexample for 5.41
with b s eig and suitable new bounded continuous w, K s C. If K s R,
b s 1 or y1, one takes g s 0 or p and the real or imaginary part of w, w.
 .If t - 0, divide by b and substitute t y t for t in 5.4 for w.1 1
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``If'': One can assume b / 0; arguing as above, one can further
 < <. 5 5assume t - 0 and then, with V tr t , t s y1 and w F 1. Now if I s1 1 1
w x 5 Y 5 < <  .a q 1, a q 2 , V F c on I, and b s p - 1, 5.4 yields inductively
ky1
X k jV t q k F p c q p F c q 1r 1 y p for all t g I , k g N. .  .
js0
5.5 .
w .  .This means that V9 is bounded on a , ` . If J s R, apply this to z t s
 .V yt .
5 5 yig t  .Case p ) 1, t s y1, w F 1: Considering e V t with b s1
< < igb e , yp F g F p , one can additionally assume that b is real number
) 1, K s R or C.
If now X s R and V is a fixed bounded solution with unbounded VX on
< X . <  .J, there exists s g J and d ) 0 with V t G c [ 1 q 1r b y 1 for all0
w x  . < X . <t g U [ s, s q d . 5.3 gives V t q 1 G bc y 1, t g U, and induc-0
< X . < kw k yj x < Xtively, V t q k G b c y  b , t g U, k g N. This gives V t q0 js0
. < kw  . kk G b c y 1r b y 1 s b , t g U. Since V is real, one has, for exam-0
X . k  .ple, V t q k G b , t g U, k g N. Integrating on U, we get V s q k q d
 . ky V s q k G db . This contradicts the assumption that V is bounded.
U   .. U UFor general X, we apply the above to x V t , x g X , X considered as
a real Banach space.
n X .  .LEMMA 5.5. Let V g C J , X be a bounded solution on J of 1.2 ,
 .  .with a constants, G, b as after 1.2 , if k ) 0 and a : J ª L X boundedj, k j, 0
functions. Then
n m
pkyp. < <s t [ a V t q t s O t for all 0 F p F n. .  . . p j , k j
ksp js1
5.6 .
Proof. We have
s t s s X q w , s s w , 0 F p F n y 1, 5.7 .  .p pq1 p n n
 . m  .where w t s  a V t q t . Then w is bounded for all 0 F p F n.p js1 j, p j p
 .We prove 5.6 by induction on p. Without loss of generality, we can
w .  .assume that J s a , ` . The assumptions imply that s s b t y0
`  .  .  .H G s V t q s ds is bounded and means that 5.6 is true for p s 0.a
 .  .Assuming that 5.6 is true for some p - n, the equality 5.7 implies that
w m  .x  < < pq1.  .s s c q P s y  a V t q t s O t . This proves 5.6 .pq1 pq1 p js1 j, p j
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n X . w .PROPOSITION 5.6. Assume V g C J , X solution on J s a , ` of
q ny1 m
n. n. k .V t q a V t q t q a V t q t s c t , 5.8 .  .  . .  .  j , n j j , k j
js1 ks0 js1
 .with 1 F q - m, t - ??? - t - 0 s t , a constants g L X if k ) 0,1 q qq1 j, k
 .a : J ª L X , c: J ª X ; assume further that V, a , c are bounded on J,j, 0 j, 0
and
q
5 5a - 1. 5.9 . j , n
js1
Then VX, . . . , Vn. are bounded on J.
Proof. To apply Lemma 5.5, we introduce a [ 1, a [ 0 ifqq1, n j, n
 .  .j ) q q 1; 5.8 can then be written in the form 1.2 . Our proof proceeds
by induction on n. If n s 1, then Proposition 5.1 ensures that VX is
 .bounded. Assume that the statement is true for all equations 5.8 of order
 .less than or equal to n y 1, and let V be a bounded solution of 5.8 ,
 .  .s 1.2 , with G s 0. By 5.6 ,
q ny1 m
nyp. nyp. kyp.s s V t q a V t q t q a V t q t . .  .  .  p j , n j j , k j
js1 ksp js1
We have
s s s X q w , 0 F p F n y 1 andp pq1 p
q 5.10 .
s s w s V q a V t q t , .n n j , n j
js1
 . m  .  p.where w t s  a V t q t . By Lemma 5.5, s s O t as t ª `.p js1 j, p j p
5 yt  .5 5 yt X  .5Hence e s t , e s t are Lebesgue integrable over J; moreover,p pq1
5 yt  .5 w x w X xlim e s t s 0 for all 0 F p F n. This implies that E s , E s ,t ª` p p pq1
w x  .and E w see the Introduction are well-defined functions. Moreover,p
 . w x w X x w xusing 5.10 and integrating by parts, one gets E s s E s q E w sp pq1 p
w x w xE s y s q E w . Adding these formulas for p s 0 to p s n y 1,pq1 pq1 p
 .one gets, with 5.8 ,
n n n
w x w x w x w xs s E w y E s s E w y E c .  j j 0 j
js1 js0 js0
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w x w xSince w , c are bounded, E w , E c are also bounded. Therefore thep p
above equation can be written in the form
q ny2 m
ny1. ny1. k .V t q a V t q t q A V t q t s B t , .  . .  .  j , n j j , k j
js1 ks1 js1
 .where A g L X and B: J ª X is bounded. By the induction hypothe-j, k
X ny1.  .sis, V , . . . , V are bounded. Then 5.8 gives on J
q
X Xny1. ny1.w x w xV t q a V t q t s C t , .  . . j , n j
js1
w ny1.xX n.with bounded C: J ª X. By the case n s 1 above, V s V is
bounded.
We remark that Proposition 5.6 is true also for variable a withj, k
assumptions as in Proposition 2.3.
w x w xIn 6, p. 491 , 7, p. 596, 597 , Bochner in his study of ap and uniformly
 .  .continuous solutions of 1.2 introduced the following ellipticity condi-
tion:
m
it ljinf a e : l g R ) 0 5.11 . j , n 5
js1
 .  .for the characteristic function symbol of the principal part of 1.2 .
 .With 5.11 we can generalize the above EL results, even to systems of
 .  .T  .Tthe form 1.2 , with V s V , . . . , V , b s b , . . . , b , p g N, V :1 p 1 p j
J
X ª complex Banach space X, b : J ª X, a s constant complexj j, k
1 . p. X  .p = p matrices, G g L c, ` , X with J , c and arbitrary t as after 1.1 ,j
and with corresponding matrix-valued characteristic function
m
it ljC l [ a e , l g R: 5.12 .  . j , k
js1
n X p.  .THEOREM 5.7. If V g C J , X is a bounded solution of 1.2 with
m, n, p, a , b , G as abo¨e and bounded b, then all Vn . are bounded on J,j, k j j
0 - n F n, 1 F j F p, pro¨ided
m
it ljinf det a e : l g R ) 0. 5.13 . j , n 5
js1
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 .  .Remark 5.8. a Without a condition of the form 5.13 , this EL-result
becomes false by Example 5.3rProposition 5.4.
 .b Only for complex matrices a is Proposition 5.6 a special casej, k
of Theorem 5.7.
 .  .c For p s 1 and m s 2, Bochner's condition 5.13 is essentially
 .equivalent to 5.9 above, where ``essentially'' means after multiplication
 . of 1.2 with a complex constant / 0 and a translation in t see Proposi-
.tion 5.4 .
 .  .d If the t y t , . . . , t y t in 1.2 are rationally independent,2 1 m 1
 .  .p s 1, and the a g C, then 5.13 is also essentially equivalent to 5.9 byj, k
Kronecker's approximation theorem. So for almost all t , . . . , t g R m,1 m
 .  .5.9 and 5.13 are essentially equivalent.
 .e For arbitrary t , however, Bochner's condition is strictly morej
 .general than 5.9 , even if one restricts oneself to delay DDEs:
X 3 X 1 X .  .  .  .EXAMPLE 5.9. V t q V t y 1 q V t y 2 s b t is not essen-4 2
 .  .tially equivalent to an equation 5.8 satisfying 5.9 ; however,
’3 1 14 y 2
yi l y2 il1 q e q e G for all l g R,
4 2 8
so EL still holds.
wProof of Theorem 5.7. Case n s 1. We proceed first as in Bochner 7,
x  .  .  .y1pp. 596, 597 . By 5.12 ] 5.13 , C l is a well-defined Bohr-almost-peri-
w x 2odic matrix-valued function; by Bochner 9 , all p components of the
 .y1 ivlFourier series C l s  c e converge absolutely in l g R,v g R v
 .y1  .countably many matrices c / 0 only. From C l ? C l s unit matrixv
I , the absolute convergence and the uniqueness theorem for Fourierp
series, one gets
m m
c a s I if m s 0 and c a s 0 if 0 / m g R. myt j , 1 p myt j , 1j j
js1 js1
5.14 .
 .Writing 1.2 in the form
m m`
Xa V t q t s b t y G s V s q t ds y a V t q t , .  .  . .  . Hj , 1 j j , 0 j
cjs1 js1
\ g t , 5.15 .  .
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w .the g is bounded continuous on J. If J s a , ` , we extend V as a
1 X  X .C -function from J to R such that V ' 0 on y`, a y 1 , then define via
 . 5.15 a continuous extension of g to R, denoted again by V respectively,
.g ; the new g is bounded on R. So
m
Xh t [ c g t q v s c ? a V t q v q t 5.16 .  .  . .  v v j , 1 j /
v v js1
converges for t g R, and h is bounded continuous on R. Since
1r2p
2< < < < < < < < < < < <c u F c ? u if c [ c and c - `, v v v v , j , k v /
vj , ks1
integration is possible and yields
mx
h t s c ? a V x q v q t y V x q t . .  .  . . H v j , 1 j j0 v js1
Since V is bounded on R, the right double sum converges absolutely; after
 .reordering one therefore gets, with 5.14 for x g R,
mx
h t s c a V x q m y V m s I ? V x y V 0 . .  .  .  .  .  . H myt j , 1 pj
0 mgR js1
Differentiation yields VX s h on R; since h is bounded, the original VX is
bounded on JX.
Case n ) 1. Here the induction proof of Proposition 5.6 with X
p  .replaced by X applies: there 5.9 was used only in the form of Proposi-
tion 5.1, for this one now uses the case n s 1 above.
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