This paper proposes a new image retrieval scheme using visually significant features. Clusters of points around significant curvature regions (high, medium, weak type) are extracted to obtain a representative image. Illumination, viewpoint invariant color features are computed from those points for evaluating similarity between images. Relative importance of the features are evaluated using a fuzzy entropy based measure computed from relevant and irrelevant set of the retrieved images marked by the users. The performance of the system is tested using different set of examples from general purpose image database. Robustness of the system has also been shown when the images have undergone different transformations.
Introduction
Effective image retrieval techniques from a large database is a difficult problem and still far being solved. Retrieval of relevant images, based on automatically derived imagery features (color, texture, shape etc.) is popularly known as content based image retrieval(CBIR). There are several popular CBIR techniques reported in the literature [19] , [3] , [5] , [9] . The information in an image sometimes involve significant amount of reasoning about the meaning or the purpose of the objects or scenes depicted. As a result, it is still not possible to achieve desired accuracy from a fully automated CBIR system. The accuracy of a CBIR system may be improved by iterative process of refinement of queries and features, guided by users feedback [22] known as relevance feedback mechanism. Owing to these facts, derivation and selection of optimal set of features still remain a challenging issue in designing an efficient CBIR system. Human visual system is highly efficient in sorting and selecting similar images from a very large collection. In this process of selection, a limited number of visually prominent features may be used to evaluate similarity between images. High curvature points play a significant role in characterizing an object with limited number of pixels compared to the total number of pixels. Designing a system using such features for retrieval mechanism will be both fast and cost effective proposition. Image retrieval tasks based on visually significant points [10] , [12] are reported in literature. In [11] local features ( color, texture etc. ) are computed on a window of regular geometrical shape surrounding the corner points. General purpose corner detectors [8] are also used for this purpose. However the curvature points may be of different types (sharp, medium, weak). The characteristics of sharp curvature points will be confined within a small region but for that of medium and weak type the region will be larger. These facts indicate that extracting the possible high curvature region of interest (roi) where shape and size of the extracted (roi) varies adaptively according to the nature of curvature type could be a better solution. It may be considered an alternative to segmenting an image and using it in overall scene matching applications. An efficient CBIR system should be able to handle imprecise image data, to some extent the difference arising due individual perception in evaluating similarity between images. A Fuzzy set theoretic based approach may be considered a good choice for handling uncertainties arising at different stages of processing and analysis of a CBIR system [4] . The proposed technique is based on the assumption that two visually similar images will have similar visual characteristics. Each feature has its individual significance where the importance of each feature may vary depending upon the query type and applications. Looking into these aspects, the basic contribution of the paper involves (i) A fuzzy set theoretic approach for extraction of clusters of different types of curvature points (sharp, medium, weak) whose centroid almost depicts a true corner. These points are considered as the candidate points for computation of features. (ii) The Invariant global moments of the extracted points set are source of similarity evaluation. Beside these features some global measurements have also been considered to improve the results further. (iii) A feature evaluation mechanism is provided to enhance the accuracy of the system further. The user marks the relevant images within the retrieved set. The individual feature weights are updated with a measure namely fuzzy feature evaluation index(FEI) [15] computed from 'intra set ambiguity' and the 'interset ambiguity' of the relevant and irrelevant set of images. The results of the proposed methodology is compared with that of some well known techniques (a) integrated region based approach [21] , [4] (b) color histogram method [17] . The organization of the paper is as follows, The proposed methodology and results are described in section 2. The paper is concluded in section 3.
The proposed methodology
The feature extraction and feature evaluation methods are explained in the following subsections.
Extraction of corner signature
The proposed technique is based on a work reported in [2] . The potential fuzzy corner regions are extracted using the Topographic characteristics of intensity surfaces [18] , [16] . The uncertainty arising in locating such points are handled using fuzzy set theoretic approach. The discontinuities in the intensity surfaces are the possible candidates for detecting curvature points. These points are characterized with gradient membership (
) generated by a © type function shown in Fig. 1(a) . The assignment of the membership value is based on the local gray level contrast [1] .
, where is determined from, ratio of contrast between two opposite pixels ($ & % ( ' ) over a specified window shown in Fig.  1(b) . The cluster of points (roi) around the corners will not only carry shape information but also carry information about the spatial distribution of those points. The procedure is implemented for color images by converting RGB plane to HSI and considering only the intensity component for detecting the points.
Computation of global color moments at selective points
Among the different color models reported in literature, Normalized rgb representation, the illumination and viewing geometry invariant representations which mostly belong to HSI family of color model are popular. In addition to these traditional color spaces, new invariant color models (
) have been proposed in [6] which discounts the effects of shading and shadows also. We have chosen the (
) invariant feature model which are defined in the following (3). This model is able to denote the difference between two colors based on their perceptual difference. Invariant color representation although very popularly used in CBIR, these models have short comings under certain situations, due to some loss of discrimination power among images. The RGB plane is converted to (
In the next step, the color property of the selected candidates of (roi) is extracted (using (3)) from each of the component planes ( 
where 1 q
Based on these, the moment invariant to translation, rotation, scale is derived as shown in (5) . These set of feature can also be considered as global descriptor of a shape with invariance properties and with an built in ability to discern and filter noise [14] , [7] . d
The image is characterized in the following manner. The moment (
)of the extracted significant spatial locations (roi) will help to identify color similarity of the identified regions. However for natural images (consisting of different objects) the representation obtained from shape signature, although important but may not be sufficient for discriminating them from other categories. Considering these facts three additional set of moments (considering all points from each of( 
Estimation of relative importance of different features
For a given data base, different combination of features (color, texture, shape etc.) may be effective for handling different types of queries [13] . Within a selected feature set, the individual feature weights may be further updated for specifying its importance for improvement in precision. For a particular query, the relative importance of the features are estimated from a measure, fuzzy feature evaluation index (FEI) proposed by Pal et al., [15] 
, where
)min denote the mean, maximum and minimum values respectively computed along the qth co-ordinate axis over all the ) are computed. The criteria of a good feature is that it should be invariant to within class variation while emphasizing differences between patterns of different types [15] . The value of 
where d stands for r , H. The lower the value of (FEI)q, the higher is the quality of importance of the qth feature in recognizing and discriminating different classes. The precision of retrieval can be improved by emphasizing the weight of the feature that helps in retrieving the relevant images while reducing the importance of the features that deter the process. Squire et.al [20] proposed a weight adjustment technique based on the variance of the feature values. Since each feature is weighted by its relative importance say . A new retrieved set of the same query is then obtained. This process may be followed over a number of iterations.
Experiment
The performance of image retrieval system is tested upon two databases (a) SIMPLIcity images (b) corel 10000 miscellaneous database down loaded from (http://bergman.stanford.edu/cgi-bin/ u z B B ' " ! ). The SIMPLIcity database consists of 1000 images from 10 different categories ( Africa, Beach, Buildings, Buses, Dinosaurs, Elephants, Flowers, Mountains and Food ). Each category is having around 100 images alongwith some images undergone changes due to (rotation, translation, scaling, noise injection, illumination) etc. Our main objective is to design a CBIR system using simple techniques involving low cost feature extraction mechanism. Moments generate a compact representation with fewer number of features compared to other sophisticated features. It may at the same time yield poor results if query complexity increases. The experiments are performed in the following manner. We started with the proposed feature set as explained in section 2.2, and obtained satisfactory results for almost all categories except for few cases. In such cases better results are obtained by computing invariant moments ( ) directly from the RGB component planes without using (3) . We designate the feature set as computed from (
) model using (3) as set (A), and those computed directly from RGB plane as set (B). Such differences in performance as can be explained from the fact that, the RGB components are sensitive to varying imaging conditions but have better discriminating power among images. For an unknown database, feature set(B) becomes a good choice when there is less variation in the imaging conditions or perception. The retrieval score was further enhanced by combining both the set of features in a hierarchical fashion. This was tested on 10,000 images, where Illumination invariant set (A) is used first to get the short listed candidates around (100 images) and a second set of retrieval is performed on the short listed candidates using set (B). Each retrieved set can be further subjected to feature updation scheme for generating still better results. The experimental results are shown from Figs. 2 to Figs. 11. The results are explained as follows : The shape signature of the image in Fig. 2(a) is shown in Fig.2(b 
. Similarly for Fig. 3(a) the signature thresholded at
respectively is shown in Fig. 3(b) , (c) . The representative corners under varying imaging condition (blurred, illumination change) of Fig. 3(a) are shown in Fig.  4 (a), (b) . The query results of SIMPLIcity data set are shown in ( Figs. 5 -Figs. 10) . The signature is generated at a threshold value of ¡ £ 9 ¥ § a c F e
. Images are displayed from left to right according to the Euclidean distance with the top left image as the query image. The query as shown in Fig.5 is of a red flower, which is able to identify similar images undergone illumination change. The image in Fig. 6 is from horse category. The precision obtained is very high in this case. The retrieved images are less dependent to shadows. Fig. 7 shows the result when queried with dinosaur. The precision obtained is very high for such images having distinct objects. The feature is fairly invariant to linear transformations. The further improvement in precision can be seen from Fig. 8 from its ability to retrieve blurred, noisy images(at position 4th and 6th from left) after updating the weights calculated from the FEI values. The results when queried with a flower(yellow) is shown in Fig. 9 . The images of this category have objects with some regularity in shape and background. The improvement is also observed in Fig. 10 from retrieving images with its literal color properties. The results obtained from database (b) 10000 miscellaneous images are shown in Fig. 11 The results of Fig. 11(a) show the retrieved candidates combining the features in a hierarchical fashion. The results after iterative refinement is shown in Fig. 11(b) . The result for a query (scene) is shown in Fig.  11 (c) . The results obtained proves to be satisfactory for retrieving scenes. Since proposed scheme can be compared and evaluated best when the results are tested and evaluated over the same data base. We benchmark our results with the well known standard image retrieval algorithms namely the [4] , [21] and color histogram matching [17] using the same data set against the quantitative measure defined as weighted precision in ( Table. I SIMPLIcity method has reported better than color histogram method. It is difficult to obtain satisfactory results for retrieving from all categories using the same set of features. FEI can provide a good measure for improvement in precision. In 
Conclusion
In the current work we have proposed an image retrieval scheme, where the the relative weights of the features can be updated adaptively to specify its importance. Although our CBIR system is not capable enough for handling very complex type of queries, it can identify relevant images which visually differ in some characteristics due to translation, rotation, scaling, blurring, illumination change etc. We will try to incorporate some other mechanism like surrounding text, for web images and study the results with MPEG-7 to obtain better applications. 
