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Zusammenfassung
Im Rahmen der Arbeit werden projizierte Flugbahnen von Vo¨geln analysiert und
dabei untersucht, inwieweit die verschiedenen Eigenschaften der Flugbahnen eine
Trennung in Klassen - und damit vielleicht in Arten - ermo¨glichen. Die Daten dafu¨r
stammen von einer Kamera auf dem Forschungsschiff Polarstern, aus deren Infra-
rotbildern die Flugbahnen zuna¨chst durch ein Tracking mittels Bildanalyse und
Bewegungsmodell gewonnen werden. Dabei werden unvermeidlich neben den Vo-
gelflugbahnen auch weitere Tracks auf beispielsweise Reflexionen des Sonnenlichts
gebildet. Die weitergehende Analyse zieht Parallelen zu den Eigenschaften von Cor-
related Random Walks und zeigt auf, dass die Vogeldaten mittels Support Vector
Machine aus den verschiedenen Tracks in den Datensa¨tzen extrahiert werden ko¨nnen.
Untersuchungen am Modell des Correlated Random Walks deuten an, dass eine Un-
terteilung der Vo¨gel in verschiedene Klassen ebenfalls mo¨glich ist.
1 Einleitung
Seabirds are considered excellent indicators of the state of the marine en-
vironment and are used throughout the world to provide signals from the
marine environment.1
So lautet es auf einer Homepage des Department of the Environment der Australischen
Regierung [1]. Und dieser Eindruck wird noch weiter versta¨rkt, wenn man sich mit dem
Einfluss des Klimawandels auf die Meere befasst.
Mit einer Erwa¨rmung von 6 ◦C in den letzten 50 Jahren ist die westliche Antarktische
Halbinsel die am sta¨rksten vom Klimawandel betroffene Region der Welt [2]. Dies fu¨hrt
zu einem Ru¨ckgang des Meereises und damit der Seealgen, die unter dem Eis wachsen.
Der Einfluss setzt sich fort beim Krill, Schrimps a¨hnlichen Krustentieren die Algen fres-
sen, und fu¨hrt u¨ber Fische, die sich wiederum vom Krill erna¨hren, zu den Seevo¨geln.
Beginnend mit dem Schmelzen des Eises, kommt es durch diese lange Nahrungskette zu
einem Ru¨ckgang der Beute fu¨r die Vo¨gel [3]. Durch unterschiedlich stark ausgepra¨gte
Anpassungsfa¨higkeit ko¨nnen manche Vogelarten besser oder schlechter mit dieser Ent-
wicklung umgehen. Sturmvo¨gel sind aufgrund ihrer Langlebigkeit in der Lage ein zu
warmes Jahr, und damit ein Jahr mit weniger Beute, beim Bru¨ten auszulassen. Dies
beeinflusst den Fortbestand der Art nur geringfu¨gig [3]. Dadurch ergibt sich aus dem
Klimawandel ein Vorteil fu¨r die Sturmvo¨gel gegenu¨ber anderen, was das Verha¨ltnis der
1U¨bersetzung: Meeresvo¨gel werden fu¨r herausragende Indikatoren fu¨r den Zustand der marinen Umwelt
gehalten und werden u¨ber die ganze Welt verwendet, um Signale der marinen Umwelt darzustellen.
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Populationen beeinflusst. Ein weiteres offensichtliches Beispiel fu¨r den Effekt des Klima-
wandels auf das Leben der Seevo¨gel findet sich am anderen Ende der Welt: Die Elfen-
beinmo¨we. In der Arktis und in Kanada verbringt sie den gro¨ßten Teil ihres Lebens auf
dem Eis. Die Mo¨we bru¨tet auf dem felsigen Kliff und jagt die meiste Zeit durch einzelne
Lo¨cher im naheliegenden Eis nach Fischen. Es wird gescha¨tzt, dass sich die Population
der Elfenbeinmo¨we in den letzten 20 Jahren bedingt durch den Ru¨ckgang des Eises um
90% verringert hat [4]. Beide Beispiele zeigen deutlich, dass das Leben der Seevo¨gel eng
mit den Gegebenheiten im Meer und dem Klimawandel verbunden ist. Die Populationen
der Seevo¨gel stellen demnach direkte Indikatoren fu¨r ihre Umwelt und den Einfluss des
Klimawandels dar. Deshalb bietet es sich fu¨r Ru¨ckschlu¨sse auf die Effekte des Klima-
wandels an, A¨nderungen der Populationsgro¨ßen und deren Lokalisierung als Indikatoren
zu betrachten.
Fu¨r die Erfassung dieser Daten sind zwei Mo¨glichkeiten verbreitet: Die Beobachtung
von Tieren mittels GPS Sendern, welche vorher direkt an die Tiere angebracht werden
mu¨ssen, und das Beobachten durch den Mensch bzw. durch Sichtung von Videomaterial.
Bei der Verwendung einer Kamera gibt es die Mo¨glichkeit eine Infrarotkamera zu ver-
wenden, um die Tiere durch ihre Ko¨rperwa¨rme in den Aufnahmen erkennen zu ko¨nnen.
Za¨hlungen der Populationen von Mexikanischen Bulldoggflederma¨usen sind ein Beispiel
fu¨r diese Anwendung [5]. Eine Infrarotkamera hat dabei den Vorteil, dass in der Nacht,
wenn andere Kamerasysteme mit dem geringen Licht zu ka¨mpfen haben, trotzdem Auf-
nahmen mo¨glich sind [6]. Die steigende Anzahl an Offshore Windparks im Rahmen der
Energiewende gibt einen aktuellen Anlass fu¨r ein weiteres Beispiel: Untersuchungen der
Ha¨ufigkeit von, meist to¨dlichen, Zusammensto¨ßen zwischen Meeresvo¨geln und Windtur-
binen, wobei auch ein Zusammenhang zwischen Vogelgro¨ße und Entfernung fu¨r einige
Vogelarten analysiert wurde [7]. Durch die Verwendung von zwei Kameras kann eine
extrem genaue Lokalisierung (Auflo¨sungen von mehr als 3 cm bei einer Entfernung von
50 m) erfolgen. Das bietet Mo¨glichkeiten fu¨r die Analyse des genauen Verhaltens der
Vo¨gel zueinander und fu¨r eine pra¨zise Gro¨ßenbestimmung [8].
Alle genannten Methoden mittels Videoaufnahme sind dadurch eingeschra¨nkt, dass die
Flugdauer der Vo¨gel im Bild der Kamera maximal einige Sekunden betra¨gt. Außerdem
ist die Kamera dabei an einer festen Position, wodurch das Aufnehmen an mehreren Or-
ten einen erheblichen Mehraufwand bedeutet. Dies ließe sich durch eine Kamera lo¨sen,
die selbst wa¨hrend der Aufnahme mobil ist: zum Beispiel die Infrarotkamera auf dem
Forschungsschiff Polarstern des Alfred-Wegener-Instituts. Die Kamera ist bereits seit
2009 auf dem Schiff montiert und wird dort beispielsweise auf Fahrten von Bremerhaven
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nach Longyearbyen in der Gro¨nlandsee oder zur Neumayer Station in der Antarktis zur
Detektion von Meeressa¨ugern verwendet [9]. Die Kamera nimmt dabei bis zum Horizont
auf, wobei auch ein Großteil des Flugraumes fu¨r Vo¨gel erfasst wird, und somit finden
sich in den umfassenden Datensa¨tzen von vielen Monaten eine große Anzahl an Vo¨geln.
Dies stellt eine außergewo¨hnliche Mo¨glichkeit dar, Daten aus abgelegenen Gebieten zu
erhalten, wenn die Infrarotaufnahmen ausreichend Informationen fu¨r Ru¨ckschlu¨sse auf
die Vo¨gel enthalten. Diese Mo¨glichkeit zu untersuchen ist Aufgabe dieser Arbeit. Da die
Vo¨gel in den Aufnahmen sehr klein sind und jegliche Farbinformation fehlt muss die
Information in der Flugbahn der Vo¨gel gefunden werden. Um diese aus den Rohdaten
zu extrahieren ist ein Tracking der Vo¨gel in den Bildern notwendig, wobei auf Basis von
einzelnen Detektionen plausible Tracks generiert werden. Jedoch stellt sich das Erkennen
der Vo¨gel in den Aufnahmen als recht anspruchsvoll heraus: Neben den Vo¨geln enthalten
die Bilder auch eine Vielzahl von Reflexionen des Infrarot Spektrums der Sonne auf der
Wasseroberfla¨che. Aus diesen Grund kommen fu¨r die Detektion verschiedene Filter und
fu¨r das Tracking ein Hilfsmittel fu¨r Interpolation und Vorhersage zum Einsatz. Um eine
anschließende Klassifizierung der Flugpfade - und damit Ru¨ckschlu¨sse auf die Vo¨gel - zu
ermo¨glichen, mu¨ssen die gesammelten Tracks analysiert werden. Eine Herausforderung
dabei ist, dass in den Daten keine 3D-Information enthalten ist, sondern lediglich die
projizierten Informationen der Flugbahn ermittelt werden ko¨nnen.
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2 Theoretischer Hintergrund
Im Folgenden werden zuna¨chst die mathematischen Grundlagen des Kalman Filter, der
zur Messung der Trajektorien dient (Vorhersage der folgenden Zeitschritte und Interpo-
lation), betrachtet. Anschließend werden Correlated Random Walks vorgestellt, welche
als Modell fu¨r die Flugbahnen und deren Analyse geeignet sind.
2.1 Kalman Filter
Fu¨r das Tracking ist die Verwendung eines Algorithmus zur Vorhersage fu¨r die na¨chste
Position grundlegend, um eine korrekte Zuordnung von Track und Detektion zu ermo¨gli-
chen. Dafu¨r bietet sich der Kalman Filter an, der in der Literatur ha¨ufig verwendet wird
und fu¨r persistente Bewegungen eine ga¨ngiges Tool fu¨r das Tracking ist.
2.1.1 Grundlagen
Der Kalman Filter ist ein bayesscher Filter zur Vorhersage von Punkten eines Tracks und
hat seinen Ursprung bei der Interpolation und Mittelung von verrauschten Messwerten,
beispielsweise zur Verbesserung bei GPS Positionen. Die hier vorgestellte theoretische
Beschreibung des Kalman Filters basiert gro¨ßtenteils auf dem Buch Propabilistic Robotics
von Sebastian Thrun, Wolfram Burgard und Dieter Fox [10]. Fu¨r den Kalman Filter wird
eine lineare Dynamik fu¨r den Zustandsvektor xt angenommen, das heißt, dass
xt = Atxt−1 +Btut + t (1)
den U¨bergang von xt−1 zu xt beschreibt. Hierbei ist At eine n× n Matrix, wobei n die
Dimension des Vektors x ist. Im Fall des Tracking eines Vogels im zweidimensionalen
Bild ist die Dimension folglich zwei. ut ist ein Kontrollvektor mit Dimension m, somit
ist Bt dementsprechend eine n×m Matrix. Der Kontrollvektor wird dabei beispielsweise
beim Tracking von Autos verwendet, bei denen der Beobachter aktiv Einfluss auf die
Bewegung nehmen kann (Beschleunigung des Autos) und ist deshalb in der Anwendung
hier gleich ut = 0 zu setzen. Beschleunigung oder ein Drehen des Schiffes ist dabei
so langsam, dass dies vernachla¨ssigt werden kann. Mit einer mehrdimensionalen Gauß
Verteilung kann dann die Wahrscheinlichkeit mittels p(xt | ut, xt−1) fu¨r den Schritt von
xt−1 zu xt mit der Kovarianz Rt angegeben werden:
p(xt | ut, xt−1) = det(2piRt) 12 exp[−1
2
(xt−Atxt−1 +Btut)TR−1t (xt−Atxt−1 +Btut)] (2)
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Weitere Voraussetzung ist, dass die Messwahrscheinlichkeit p(zt | xt), also dass zt gemes-
sen wird wenn xt vorliegt, linear zt = Ctxt + δt ist und damit ebenfalls als Gaußkurve
mit Kovarianz Qt dargestellt werden kann.
p(zt | xt) = det(2piQt)− 12 exp[−1
2
(zt − Ctxt)TQ−1t (zt − Ctxt)] (3)
Das gleiche gilt fu¨r die Annahme (believe) zu den Startbedingungen des Tracks bel(x0) =
p(x0) mit Mittelwert µ0 und Kovarianz Σ0. Die Bewegung des Vogels, der mit dem Kal-
man Filter verfolgt werden soll, kann als Hidden Markov Model angesehen werden. Der
na¨chste Zeitschritt ha¨ngt immer nur direkt mit dem Vorherigen mittels einer U¨bergangs-
wahrscheinlichkeit zusammen. Deshalb muss jeder Zustand vollsta¨ndig sein. Daraus folgt,
dass die Zukunft auch mit zusa¨tzlicher Information nicht genauer vorhergesagt werden
kann als nur mit diesem einen Zustand. Das Hidden im Namen bedeutet, dass nicht der
Zustand direkt gemessen wird, sondern die zugeho¨rigen Ausgabewerte. Dies entspricht
dem Fall, dass der Vogel im teilweise schlecht erkennbaren Zustand im Bild gesucht wird
oder manchmal nicht erkennbar ist.
2.1.2 Mathematische Begru¨ndung
Nach oben gegebenen Grundlagen ist die Wahrscheinlichkeit fu¨r einen neuen Zustand xt
nur abha¨ngig vom vorherigen Zustand xt−1 und der Kontrollvariable ut: p(xt | xt−1, ut).
Diese Wahrscheinlichkeit wird State Transition Probability genannt. Die Messung zt fu¨r
den neuen Zustand ist wiederum nur abha¨ngig vom Zustand xt: p(zt | xt) (Measure-
ment Probability). Fu¨r den na¨chsten Zustand kann dann ein vermuteter Wert (State
Of Knowledge) angesetzt werden, welcher abha¨ngig von den vorherigen Messungen und
Kontrollvariablen ist: bel(xt) = p(xt | z1:t, u1:t). Der bel(x) ergibt sich aus dem bel(xt) =




p(xt | ut, xt−1)bel(xt−1)dxt−1 (4)
bel(xt) = ηp(zt | xt)bel(xt) (5)
η ist hierbei nur ein Faktor fu¨r die Normalisierung. Fu¨r die Herleitung wird die Formel
von Bayes und die Bedingung, dass der jeweilige Zustand vollsta¨ndig ist verwendet.
Berechnet man bel nach Gleichung (4) fu¨r den Kalman Filter erha¨lt man wiederum
eine Gaußkurve. Die Berechnung ist mo¨glich, indem man den Exponenten im Integral
geschickt aufteilt, in Teile abha¨ngig von xt−1, xt und Teile abha¨ngig nur von xt, um
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dxt−1 ausfu¨hren zu ko¨nnen. Dadurch ergibt sich fu¨r xt die erstaunlich einfache Formel
µ¯t = bel(xt) = Btut +Atµt−1 (6)
und mittels Kehrwert der zweiten Ableitung an der Stelle xt die Kovarianz
Σ¯t = AtΣt−1ATt +Rt. (7)
Der na¨chste Schritt ist nun die Integration der Messung um von bel(xt) zu bel(xt) zu
kommen. Da p(zt | xt) nach den Voraussetzungen ebenso wie bel(xt) eine Gaußkurve
ist, ergibt sich fu¨r bel(xt) ebenfalls eine Gaußkurve. Auch hier wird durch erste und
zweite Ableitung Mittelwert und Kovarianz bestimmt, wobei der sogenannte Kalman





µt = µ¯t +Kt(zt − Ctµ¯t) (8)







umgeformt. Dadurch la¨sst sich die Kovarianz fu¨r den neuen Punkt durch den Kalman
Gain ausdru¨cken:
Σt = (I −KtCt)Σ¯t (10)
Damit stehen alle Formeln fu¨r die Berechnung von µt und Σt aus µt−1, Σt−1, ut und zt:
µ¯t = Btut +Atµt−1 (11)







µt = µ¯t +Kt(zt − Ctµ¯t) (14)
Σt = (I −KtCt)Σ¯t (15)
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2.2 Random Walks
Fu¨r die Analyse der Flugbahnen der Vo¨gel kann eine Analogie zu Correlated Random
Walks herangezogen werden. Deshalb ist ein Versta¨ndnis fu¨r die Grundlagen von Random
Walks und deren Eigenschaften hilfreich. Ein Random Walk ist eine Bewegung, die sich
aus einer zufa¨lligen Aufeinanderfolge von Schritten zusammensetzt. Ein Spezialfall mit
breiterem Anwendungsspektrum ist der Correlated Random Walk.
2.2.1 Beschreibung eines Correlated Random Walk
Korreliert (correlated) heißt bei einem Random Walk, dass nicht jeder neue Schritt ei-
ne vo¨llig zufa¨llige Richtung hat, sondern dass dieser mindestens vom vorherigen Schritt
statistisch abha¨ngig ist. Dies kann bedeuten, dass die Richtung sich nur in einem gewis-
sen Winkelbereich a¨ndern kann, in diesem Bereich am wahrscheinlichsten ist oder auch
die Geschwindigkeit, also die La¨nge des Schrittes, sich nur begrenzt a¨ndern kann. Eine
ha¨ufige Verwendung von korrelierten Random Walks ist die Darstellung von Zellbewe-
gungen [11], jedoch ist auch die Anwendung auf Bewegungen von Insekten (beispielsweise
des Borkenka¨fer [12]) oder andere Tiere mo¨glich. Da Vo¨gel eine gezielte aktive Bewegung
ausfu¨hren ist fu¨r die Beschreibung eines Vogelflug ein stark korrelierter Random Walk
notwendig. Im weiteren Verlauf bezieht sich der Ausdruck Random Walk immer auf
einen Correlated Random Walk, wenn nicht anders angegeben. Die Korrelation erha¨lt
man beispielsweise, wenn die neue Schrittla¨nge immer wieder direkt aus der vorherigen
berechnet wird und dabei eine zufa¨llige A¨nderung eingefu¨gt wird. Das hier verwendete
Modell beruht dabei auf dem AR(1)-Prozess (Autoregressiver Prozess 1. Ordnung [13])
und damit auf folgendem Zusammenhang fu¨r die Schrittla¨ngen:
∆xk = q∆xk−1 + ση (16)
Hierbei ist ∆xk die neue, ∆xk−1 die vorherige Schrittla¨nge, q ein Parameter zwischen −1
und 1, der ein Maß fu¨r den Grad der Korrelation angibt, σ ein Maß fu¨r die Geschwin-
digkeit und η eine Normalverteilung mit Mittelwert 0 und Varianz 1. Fu¨r Vo¨gel, die
durchaus einen hohen Grad an Korrelation aufweisen, liegen geeignete Parameter fu¨r q
im Bereich von 0.8 bis 1. Bei diesem Modell geht diese direkt einher mit Persistenz, das
heißt eine hohe Korrelation bedingt auch eine hohe Persistenz, wie sie bei den Flugpfaden
gegeben ist. Im Rahmen der Arbeit wurden auch andere Methoden des Random Walk
betrachtet, beispielsweise das Zusammensetzen von einzelnen Zeitschritten, die jeweils
aus dem vorherigen Zeitschritt mittels einer Winkela¨nderung in spha¨rischen Koordinaten
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mit verschiedensten Verteilungen errechnet werden. Keine dieser teilweise sehr aufwen-
digen Konstruktionen kommt dabei allerdings optisch na¨her an einen Vogelflug als das
recht einfache Modell des AR(1)-Prozess.
2.2.2 Analyse eines Random Walks
Hat man durch die Anwendung des Kalman Filters und verschiedener Filter zur Bildbe-
arbeitung die Tracks aus der Videosequenz extrahiert, ist es entscheidend, die relevanten
Vogeltracks von denen von Reflexionen auf Wellen oder A¨hnlichem zu trennen. Verdeut-
licht wird diese Notwendigkeit an der Darstellung in Abb. 1. Hier sind alle Tracks aus
einem Datensatz von 300 Bildern abgebildet, wobei nur ein wirklicher Vogel bei insge-
samt 236 Tracks dabei ist. Fu¨r diese Analyse kann man den Pfad wieder vereinfachend
als Correlated Random Walk annehmen. Die Schrittla¨nge des Random Walk ist hierbei
dann stark variabel, da der Vogel je nach Entfernung zur Kamera, Flugrichtung und
Fluggeschwindigkeit unterschiedlichste Distanzen im Zeitraum dt u¨berwindet. Der Win-
kel kann ebenfalls stark variieren, wobei man davon ausgehen kann, dass ein Vogel meist
relativ gerade und nur selten sehr enge Kurven fliegt. Es folgt eine kurze Vorstellung der
dabei verwendeten Kriterien.
Mean Squared Displacement
Die Mean Squared Displacement (mittlere quadratische Verschiebung, kurz MSD) ist
eine Methode zur Analyse der ra¨umlichen Ausbreitung einer Zufallsbewegung und wird
ha¨ufig in der Zellbiologie zur Beschreibung von Zellbewegungen verwendet (beispielsweise
[11], [14]). Obwohl sich Vo¨gel sicherlich gezielter fortbewegen als Zellen, la¨sst sich die
MSD auch zur Analyse der Flugbahnen von Vo¨geln verwenden. Die MSD ist dabei der
Mittelwert der quadratischen Verschiebung des Vogels in der Zeit τ :
MSD(τ) =< ∆r(τ)2 >=< [r(t+ τ)− r(t)]2 > (17)
Die MSD kann, logarithmisch aufgetragen, durch eine Gerade gena¨hert werden, deren
Steigung die Klassifizierung der Bewegung zula¨sst. Dies steht nach [11] in Zusammenhang
mit der Diffusionskonstante D u¨ber die Relation






Dabei ist die Klassifizierung der Bewegung fu¨r β = 1 diffusiv, β < 1 subdiffusiv, β > 1
superdiffusiv und fu¨r β = 2 ballistisch.
9
















Abbildung 1: Alle Tracks in einem Datensatz von einer Minute. Der einzige darin vor-
handene Vogel findet sich im Bereich von y = ca. 200 bis ca. 2200 Pixel
und x = ca. 100 bis ca. 300 Pixel in oranger Farbe. Gesamtzahl der Tracks:
236 (Negative Positionen fu¨r Pixel in der Darstellung ko¨nnen durch Inter-
polationen bis außerhalb des Bildes auftreten.)
Straightness Index
Eine schnelle und einfache Mo¨glichkeit einen Random Walk zu analysieren ist der Straight-
ness Index [14]. Dieser gibt ein Verha¨ltnis von absolut zuru¨ckgelegter Strecke zur dafu¨r
beno¨tigten Pfadla¨nge an.
IStraightness =
|(xend − xstart, yend − ystart)|∑n
t=0 lj
(19)
Hier ist xend der Endpunkt und xstart der Anfangspunkt des Pfades in x und y analog. lt
ist die La¨nge des Schrittes im jeweiligen Zeitschritt t, wobei n die Anzahl der Zeitschritte
des Pfades ist. Somit ist also IStraightness = 1 eine vollkommen gerade Flugbahn und
IStraightness = 0 eine Flugbahn die wieder zum Ausgangspunkt zuru¨ckkehrt. Durch die
einfache Berechnung eignet sich der Straightness Index hervorragend, um bereits einen
Teil der verfolgten Wellen auszusortieren, da deren Straightness Index meist deutlich
unter dem einer Vogelflugbahn liegt. Die Grenzen des Straightness Index liegen beim
Vergleich von a¨hnlichen Flugbahnen von Vo¨geln: Der Straightness Index ist abha¨ngig von
der Anzahl an Zeitschritten. Dadurch ko¨nnen Pfade unterschiedlicher zeitlicher La¨nge
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eigentlich nicht miteinander verglichen werden. Jedoch reicht fu¨r die Unterscheidung
Welle-Vogel der Unterschied trotz unterschiedlicher Pfadla¨ngen aus.
Turning Angle Distribution
Die fu¨r die Arbeit wichtigste Mo¨glichkeit der Analyse von Random Walks ist die Turning
Angle Distribution (Drehwinkel-Verteilung) [11]. Bei der Turning Angle Distribution
wird jeder Punkt des Pfades durch einen Vektor mit einem Punkt n Schritte in der
Zeit voraus ∆ ~r+ = ~r(t + ∆t) − ~r(t) und mit dem Punkt n Schritte in der Zeit zuru¨ck
∆ ~r− = ~r(t) − ~r(t − ∆t) verbunden. Der Winkel zwischen den beiden Vektoren wird
gemessen und zu diesem Punkt gespeichert:
∆Φ(t,∆t) = 6 (∆ ~r+,∆ ~r−) (20)
Der gemessene Winkel kann dann mittels Histogramm dargestellt und beispielsweise an-
hand von Mittelwert, Varianz oder Kurtosis analysiert werden. Darin sind Informationen
u¨ber die Persistenz der Flugbahn und damit der Ha¨ufigkeit von Kurven, die Steilheit der
Kurven und der bevorzugten Richtung der Kurven enthalten. Eine große Schwierigkeit
bei der Analyse ergibt sich dadurch, dass die Informationen im Bild nur die projizierte
Flugbahn der Vo¨gel ist. Die Turning Angle Distribution ist skaleninvariant und umgeht
damit den einen Nachteil der fehlenden Information zur Entfernung. Allerdings entsteht
mangels 3D-Information auch das Problem, dass bei einer Bewegung auf die Kamera
zu oder von der Kamera weg im Bild keine Bewegung vorhanden ist. Dadurch entsteht
die Mo¨glichkeit, dass ein Vogel, der eigentlich eine weite Kurve fliegt, dabei allerdings
teilweise auf die Kamera zufliegt, in der Projektion einen direkten Knick macht. Die-
ses Beispiel wird folglich auch in der Turning Angle Distribution falsch aufgefasst und




Die fu¨r die Arbeit verwendeten Aufnahmen kommen von einer FirstNavy IR Kamera
(hergestellt von der Rheinmetall Defence Eletronics GmbH), die urspru¨nglich fu¨r mi-
lita¨rische Zwecke, zur Abwehr von Granaten, gedacht war. Die Kamera ist bereits seit
2009 auf dem Forschungsschiff Polarstern angebracht, um im Umkreis befindliche Wale
zu detektieren. Durch den großen Blickwinkel und die Ausrichtung der Kamera filmt
diese bis zum Horizont, wodurch von der Ho¨he im Kra¨hennest (28.5 m) auch ein großer
Teil des Luftraums gefilmt wird. In diesem befinden sich eine Vielzahl von Vo¨geln, die
durch ihre Ko¨rperwa¨rme im Infrarotbereich aufgelo¨st werden ko¨nnen. Die Kamera er-
fasst dabei in 360◦ 7200 auf 576 Pixel bei einer Wiederholrate von 5 Hz. Zur Stabili-
sierung gegenu¨ber dem schwankenden Schiff ist die Kamera auf einer gyrostabilisierten
Plattform angebracht. Gemessen werden keine absoluten Temperaturen sondern Tem-
peraturdifferenzen, was jedoch durch den großen Kontrast der Ko¨rpertemperatur zum
verha¨ltnisma¨ßig kaltem Meerwasser (in polaren Regionen) kein Problem darstellt. Der
große Vorteil einer Kamera auf dem bewegten Schiff ist, dass Vo¨gel teilweise auch u¨ber
la¨ngere Zeit dem Schiff folgen und somit la¨nger beobachtet werden ko¨nnen. Außerdem
werden so Daten von verschiedenen Orten gesammelt, was bei der Verwendung von sta-
tiona¨ren Kameras wesentlich aufwendiger wa¨re.
3.2 Bereinigen der Rohdaten
Die Rohdaten, welche durch die spezielle Form der Aufnahme um 360◦ nicht direkt
verwendet werden ko¨nnen, mu¨ssen zuna¨chst mit der Software Tashtego [15] vorbereitet
werden. Die Aufnahmen stehen nach dieser Vorbereitung wie beispielsweise weiter unten
in Abb. 2 (a) zur Verfu¨gung.
3.3 Detektion
Um mit dem Tracking der Vo¨gel beginnen zu ko¨nnen, mu¨ssen diese zuna¨chst im Bild
detektiert werden. Erste Gedanken dazu sind, dass Vo¨gel in der Regel zu den hellsten
Punkten in der jeweiligen Aufnahme geho¨ren und zudem auch nicht zu groß (wie bei-
spielsweise Eisschollen) sein ko¨nnen.
Fu¨r das Detektieren und Verfolgen der Vo¨gel wird im Weiteren immer mit einem Bina¨rbild
gearbeitet. Dies wird mit einem 99% Perzentil bestimmt. Die Angabe 99% bedeutet da-
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bei, dass nur das hellste Prozent des Bildes als 1 (in dieser Darstellung weiß) im Bild
bestehen bleibt und alle anderen Punkte 0 (schwarz) gesetzt werden.
3.3.1 Vorbereiten des Bildes mittels Filtern
Ohne vorherige Anwendung von Filtern ist es selbst mit dem menschlichen Auge in den
meisten Bildern a¨ußerst schwierig bis unmo¨glich, einen Vogel als solchen zu erkennen.
Aus diesem Grund muss das jeweilige Bild zuerst bearbeitet werden. In Bild (a) der
Abbildung 2 ist deutlich zu erkennen, dass das reflektierte Sonnenlicht auf dem Wasser
im Bild grundsa¨tzlich in vertikal verlaufenden Fla¨chen sta¨rker oder schwa¨cher auftritt.
Da im Weiteren nur das hellste Perzentil verwendet wird und das Perzentil u¨ber das
gesamte Bild berechnet wird, bleiben fast nur noch Punkte im Bereich der hellen Re-
flexionen u¨brig. Dies ist in (b) deutlich zu erkennen. Aus diesem Grund muss das Bild
zuna¨chst gleichma¨ßig hell werden. Dies la¨uft so ab, dass mit einem Filter (in meinem
Code colThreshold.m) je in vertikalen Spalten der Mittelwert der Pixelwerte berech-
net wird. Anschließend wird von der jeweiligen Spalte der Mittelwert abgezogen. Durch
diesen Prozess wird die Intensita¨t spaltenweise normiert und die Reflexionen der Sonne
werden herausgerechnet. Ein Beispiel fu¨r die berechneten Mittelwerte der Helligkeit in
den Spalten findet sich in Abb. 3. Vergleicht man dies mit Bild (a) in Abb. 2 sind deutlich
die Bereiche starker und schwacher Reflexion erkennbar. Wird nun das Bina¨rbild (eben-
falls das obere 1% Perzentil) erstellt, bleiben deutlich mehr Punkte u¨ber das Bild verteilt
erhalten und die hell beleuchteten Fla¨chen verlieren ihre Sonderstellung als hellster Be-
reich im Bild. Die Vo¨gel heben sich in den dunkleren Bereichen des Bildes durch den
dynamischen Grenzwert deutlicher vom Hintergrund ab und sind in diesem Bereichen
leichter zu detektieren und zu tracken. Der Filter ermo¨glicht es dann, dass diese Vo¨gel
auch wirklich Teil der gewa¨hlten Perzentile sind und nicht hinter dem Sonnenlicht in
einem anderen Bereich des Bildes verschwinden. Ein Vogel, der sich im hell beleuchteten
Teil des Bildes befindet, bleibt jedoch, aufgrund der geringen Intensita¨tsdifferenz, eine
Herausforderung. Im gezeigten Beispiel ist der Effekt erkennbar, dass im ungefilterten
Bild der Vogel im Bina¨rbild verschwindet, wa¨hrend er im Bina¨rbild nach dem Filter
noch zu erkennen und somit zu detektieren und tracken ist. Abbildung 4 zeigt diesen
Effekt in Vergro¨ßerung. Um das Tracking mit den gegebenen Bildern weiter zu verein-
fachen ist es notwendig, große weiße Bereiche und sehr kleine weiße Bereiche aus dem
Bina¨rbild zu entfernen. Große Bereiche ko¨nnen beispielsweise die Reling, eine der An-
tennen des Schiffs oder Eisschollen sein, wa¨hrend sehr kleine Punkte gro¨ßtenteils helle





(d) Gefiltertes Bild Bina¨r
Abbildung 2: Beispiel fu¨r die Filterung des Bildes: In (a) erkennt man das Ausgangsbild
fu¨r das Tracking aus dem mittels 99% Perzentile Bina¨rbild (b) errechnet
wird. Bild (c) wurde mittels Filter bearbeitet und mit gleicher Perzenti-
le in Bina¨rbild (d) umgerechnet. Es ist deutlich zu sehen, wie der Filter
die von der Sonne hell beleuchteten Bereiche gegenu¨ber den anderen Be-
reichen abschwa¨cht. Der Vogel in diesem Bild wird von dem roten Kreis
eingeschlossen, kann hier aber mit dem Auge nicht erkannt werden, wes-
halb eine genaue Darstellung in Abb. 4 gegeben ist.
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Abbildung 3: Errechnete Helligkeitsmittelwerte u¨ber die einzelnen Spalten des Bildes
(hier Spalten mit je 5 Pixel). Der Effekt der ungleichma¨ßigen Reflexion
des Sonnenlichts, welcher im Bild erkennbar ist, wird hier durch mittlere
Helligkeit in den Spalten quantifiziert.
grunde, dass die Gro¨ße des Vogels selten bis nie in diesen Gro¨ßenordnungen liegt und
der Vogel im kleinsten Fall sowieso kaum sinnvoll verfolgbar wa¨re. Da alle im Bild be-
findlichen Punkte spa¨ter mo¨gliche Kandidaten fu¨r das Tracking darstellen, macht es
Sinn, hier mo¨glichst viele unpassende Kandidaten bereits zu entfernen. Im Laufe der
Arbeit hat sich allerdings gezeigt, dass diese Grenzen sehr streng gesetzt werden mu¨ssen
und deshalb wirklich nur kleinste und gro¨ßte Fla¨chen entfernt werden ko¨nnen, da sonst
die Gefahr besteht, dass der Vogel dadurch verloren geht. Abb. 5 zeigt ein Beispiel fu¨r
diesen Filter, wobei nur ein Ausschnitt (300 auf 300 Pixel) des Bildes dargestellt ist. In
Matlab werden zuna¨chst mittels bwareaopen im Bild die kleinsten Fla¨chen aus dem Bild
entfernt (Abb. 5 (d) zeigt diese kleinen Punkte). Anschließend wird ein Bild erzeugt, bei
dem mit Hilfe von bwareaopen nur noch die gro¨ßten Fla¨chen enthalten sind (Abb. 5
(c)). Dieses wird dann vom urspru¨nglichen Bild abgezogen, wodurch man das bereinigte
Bild erha¨lt (Abb. 5 (b)). Diese beiden Filter sind in der Funktion createTrackingImg.m
zusammengefasst. Im Rahmen der Entwicklung des Tracking Algorithmus wurden wei-
tere Filtermethoden fu¨r die Rohdaten untersucht, die jedoch keine Verbesserung fu¨r das
Tracking darstellten. Auf den ersten Blick erscheint eigentlich eine Hintergrundkompen-
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(a) Ausgangsbild (b) Ausgangsbild Bina¨r
(c) Gefiltertes Bild (d) Gefiltertes Bild Bina¨r
Abbildung 4: Beispiel fu¨r die Anwendung des Filters zur Reduzierung des Sonnenre-
flexion mit Zoom auf dem Vogel: Analog zu Abbildung 2 wird hier der
U¨bergang vom Ausgangsbild (a) zu Bina¨rbild (b) und gefiltertem Bild (c)
zu Bina¨rbild (d) gezeigt. In dieser Darstellung ist der Ausschnitt um den
Vo¨gel vergro¨ßert, wodurch zu erkennen ist, dass beim Binarisieren der Vo-
gel im Ausgangsbild verschwindet, wa¨hrend er beim gefilterten Bild als
Punkt erhalten bleibt, obwohl in beiden Fa¨llen die gleiche Perzentile ver-
wendet wird.
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(a) Ausgangsbild (b) Gefiltertes Bild
(c) Bild mit großen Fla¨chen (d) Bild mit kleinen Fla¨chen
Abbildung 5: Von Ausgangsbild (a) werden die sehr großen Fla¨chen im Bild (c) (Fla¨chen
gro¨ßer oder gleich 200 Pixel) und die sehr kleinen Punkte im Bild (d)
(Fla¨chen kleiner zwei Pixel) abgezogen, wodurch man das gefilterte Bild
(b) erha¨lt.
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sation (Background Substraction) sinnvoll. Dabei wird das Bild u¨ber die letzten Schritte
gemittelt und vom aktuellen Bild abgezogen, damit alle Teile des Bildes, welche sich in
der Zeit nicht vera¨ndert haben, nahezu verschwinden. Bei den untersuchten Datensa¨tzen
zeigt dies keine Vorteile fu¨r das Tracking, da im Bild, durch die Fahrt des Schiffes und
durch die Wellenbewegungen der Reflexionen, zu wenig unbewegter Hintergrund vorhan-
den ist. Alle untersuchten Varianten der Background Substraction (Mittelung u¨ber 1, 5
und 15 letzte Bilder) verschlechterten das Tracking in den getesteten Datensa¨tzen.
3.3.2 Detektion der Vo¨gel im gefilterten Bild
In dem in Abb. 2 (d) gezeigten Bild, also dem Bild aus dem bereits nicht relevante
Objekte entfernt sind, befinden sich noch 1759 Fla¨chen. Aufgrund dieser hohen Zahl
und einer begrenzten Rechenleistung ist es notwendig die Auswahl fu¨r die Neudetektion
eines Vogel weiter einzuschra¨nken. Mit Neudetektion ist hier ein Objekt gemeint, dass
noch nicht Teil eines Tracks ist und ab diesem Zeitpunkt verfolgt werden soll. Diese
Auswahl wiederum beschra¨nkt sich auf die wirklich hellsten Punkte im Bild (strenger
als das 1% Perzentil). Diesem Vorgehen liegt die U¨berlegung zugrunde, dass ein Vogel,
der getrackt werden soll, wenigstens einmal im Verlauf seiner Flugbahn hell genug ist,
um das Tracking auszulo¨sen. Ansonsten ist der Vogel einfach zu weit entfernt oder zu
klein. Je nach gesetztem Grenzwert fu¨r diese Schwelle ist es mo¨glich, die Anzahl der mit-
verfolgten Wellen zu erho¨hen und gleichzeitig die Sicherheit, einen Vogel zu detektieren,
zu erho¨hen oder beides zu verringern.
In Matlab funktioniert dies mittels regionprops(filteredImgBin,filteredImg,
’MaxIntensity’), wobei hier regionprops die Matlab Funktion, filteredImgBin das
Bina¨rbild des gefilterten Bilds, filteredImg das gefilterte Bild in normaler Darstellung
und MaxIntensity der Parameter ist. regionprops ist eine von Matlab zur Verfu¨gung
gestellte Funktion, die verschiedene Eigenschaften von Bildern analysieren kann. Durch
die Kombination aus Bina¨rbild und normalem Bild hat die Funktion bei diesem Auf-
ruf Zugriff auf sowohl Informationen zu Helligkeitswerten wie auch zu den durch die
Bina¨rwerte festgelegten Fla¨chen. MaxIntensity liefert dann den Helligkeitswert des
hellsten Pixels einer Fla¨che zuru¨ck. Um dann den zugeho¨rigen Mittelpunkt zur Fla¨cke
zu erhalten wird regionprops(filteredImgBin, ’Centroid’) verwendet, welches den
Mittelpunkt einer Fla¨che (ohne Beru¨cksichtigung der Helligkeit) zuru¨ckliefert. Die zu
den MaxIntensity-Fla¨chen geho¨renden Mittelpunkte werden dann nach dem Wert von
MaxIntensity sortiert und fu¨r die Detektion nur die hellsten verwendet. Wichtig zu
erwa¨hnen ist hierbei noch, dass die fu¨r das Verfolgen von vorhandenen Tracks verwende-
18
ten Mittelpunkte bereits aus dem Bild entfernt sind und keinen neuen Track beginnen.
Fu¨r jeden so detektierten Mittelpunkt wird eine neue Instanz der Kalman Filter Klasse,
ein konkretes Objekt mit den Eigenschaften der Klasse, zum Tracking angelegt.
3.4 Verfolgung der detektieren Punkte
Die Verfolgung der Tracks erfolgt mittels Kalman Filter wie in der Theorie bereits be-
schrieben. Dieser wurde in enger Zusammenarbeit mit Sebastian Richter als Klasse im-
plementiert.
3.4.1 Eigenschaften des Kalman Filters
Fu¨r die Klasse des Kalman Filter werden die im Theorieteil gezeigten mathematischen
Vorgaben direkt umgesetzt. Der Konstruktor setzt sich dabei folgendermaßen zusammen:
kf(numberOfKalmanFilter) = fx_kalman(id,frame,x_pos, y_pos,dt,u,w,v_x,v_y),
wobei mit id die Id, frame das beginnende Bild, x_pos, y_pos die x- und y-Koordinate
des ersten Punkts, dt die Zeiteinheit, u die Gro¨ße der Beschleunigung, w das Rauschen im
Prozess und v_x, v_y das Meßrauschen des Kalman Filters u¨bergeben werden. Versuche
an einzelnen Tracks haben gezeigt, dass fu¨r diese Variablen die Werte dt = 1, u = 0,
w = .5, v_x = .1, v_y = .1 am besten geeignet sind. Hat man alle Variablen definiert
erfolgt der Update Schritt analog zur mathematischen Beschreibung:
function obj = p r e d i c t ( obj , x , y )
% p r e d i c t next s t a t e
obj . x e s t = obj .A ∗ obj . x e s t + obj .B ∗ obj . u ;
obj . p r e d s t a t e = [ obj . p r e d s t a t e obj . x e s t ( 1 : 4 ) ] ;
% p r e d i c t covar iance
obj .P = obj .A ∗ obj .P ∗ obj .A’ + obj . Ex ;
% c a l c u l a t e Kalman Gain
obj .K = obj .P ∗ obj .C’ / ( obj .C ∗ obj .P ∗ obj .C’ + obj . Ez ) ;
obj.x_est entspricht dabei µ¯t, obj.P entspricht ΣT , obj.Ex entspricht Rt und obj.C
direkt Ct. In obj.pred_state werden alle Werte von obj.x_est gespeichert, um den
Track am Stu¨ck zu speichern. Fu¨r die Vorhersage des Punkts mit Messung muss zuerst
unterschieden werden, ob im na¨chsten Bild ein sinnvolles Objekt als Vogel identifiziert
werden kann oder nicht:
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i f (˜ isnan ( x ) && ˜ isnan ( y ) )
obj . x e s t = obj . x e s t + obj .K ∗ ( [ x ; y ] − obj .C ∗ obj . x e s t ) ;
Fu¨r den Fall, dass fu¨r x und y ein Wert gegeben ist, wird wieder direkt nach der mathe-
matischen Beschreibung das obj.x_est mit dem Messwert aktualisiert. Andernfalls ist
das bereits vorher berechnete obj.x_est der beste Vorhersagewert und es kann nichts
weiter verbessert werden.
% update covar iance e s t i m a t i o n
obj .P = (eye (4 ) − obj .K ∗ obj .C ) ∗ obj .P ;
Anschließend wird die neue Kovarianz berechnet und die Methode fu¨r die Vorhersage
beendet. Im originalen Code finden sich noch weitere Variablen und Za¨hler, die beispiels-
weise mitza¨hlen, wie oft ein Messupdate gemacht werden konnte und wann nicht, um
spa¨ter beurteilen zu ko¨nnen, wie zuverla¨ssig der vorhandene Track ist. Weitere fu¨r meine
Arbeit verwendete Variablen werden dann an gegebener Stelle erkla¨rt. Eine weitere Me-
thode der Klasse, getPrediction(obj), erzeugt eine Vorhersage ohne obj.pred_state
zu a¨ndern, um abzuscha¨tzen, wo die na¨chste Detektion liegen sollte, um wiederum eine
erleichterte Suche nach der Detektion zu ermo¨glichen.
3.4.2 Anlegen eines Kalman Filters
Da die detektierten Punkte, die es durch die Auswahl geschafft haben, potenzielle Kan-
didaten fu¨r einen Vogel sind, wird jeweils ein neue Instanz (siehe 3.3.2) des Kalman
Filter fu¨r diese angelegt. Das geschieht durch das Erho¨hen der Anzahl an Kalman Filter
und anschließendes Aufrufen des Konstruktor der Klasse mit der neuen Nummer. Dabei
wird der x- und y-Wert des jeweiligen Mittelpunkts der Fla¨che, die aktuelle Id entspre-
chend der Nummer des Kalman Filters, die Nummer des aktuellen Bildes zur zeitlichen
Zuordnung und dt,u,w,v_x,v_y, wie oben angegeben, zum Aufruf verwendet. Vor dem
Anlegen des neuen Filter wird noch if (kalman_x_pos ~= 0 || kalman_y_pos ~= 0)
u¨berpru¨ft, also ob kalman_x_pos und kalman_y_pos ungleich Null sind, da dies dann der
Fall ist, wenn der jeweilige Mittelpunkt schon zum Verfolgen eines bestehenden Tracks
verwendet wurde. Ist dies nicht der Fall, wird der neue Kalman Filter angelegt und
weiterhin bis zur Deaktivierung des Filters in jedem Schritt ein Update erhalten.
3.4.3 Aktualisieren des Kalman Filters
Fu¨r die Aktualisierung der Kalman Filter dienen alle Mittelpunkte im gezeigten Bina¨rbild.















Abbildung 6: Beispiel fu¨r die Anwendung des Kalman Filter anhand von drei Zeitschrit-
ten. Der Vogel fliegt von links nach rechts durch das Bild, wobei er be-
schleunigt, da er in den letzten beiden Zeitschritten immer am rechten
Rand der letzten Vorhersage und damit also etwas schneller als erwartet
ist. Die Messung ist direkt im Schwerpunkt des Vogels und kann im Bild
nicht dargestellt werden, da die aktuelle Position des Kalman Filter so nah
an der Messung gewa¨hlt wird (d.h. sehr hohe Gewichtung der Messung),
dass die Messung nicht erkennbar wa¨re.
Point = kf(actualKalmanFilter).getPrediction’; der na¨chste Punkt ohne Upda-
te des Tracks vorhergesagt, um dann nach einem Mittelpunkt in der Na¨he zu suchen,
welcher als Messpunkt fu¨r den Vogel geeignet ist. Dieser wird nur durch die Na¨he zum
vorhergesagten Punkt ermittelt. Der Abstand muss so gewa¨hlt werden, dass nicht sta¨ndig
Wellen in der Na¨he verfolgt werden, wenn man den Vogel nicht erkennt, allerdings auch
mindestens so groß, dass der Vogel jederzeit im Auswahlbereich liegt, wenn eine uner-
wartete Beschleunigung oder Abbremsung auftritt (was bei der projizierten Information
auch bei vielen Richtungsa¨nderungen bereits der Fall ist). Befindet sich keine helle Stelle
im Bina¨rbild im Umkreis, so erfolgt ein Update ohne neuen Messwert. Erfolgt ein Update
mit Messwert wird der verwendete Mittelpunkt anschließend in x- und y-Koordianten auf
0 gesetzt um fu¨r weitere Messungen nicht mehr beru¨cksichtigt zu werden. Ein Beispiel
fu¨r die Aktualisierung eines Kalman Filter findet sich in Abb. 6.
3.4.4 Deaktivieren eines Kalman Filters
Schon wa¨hrend dem Tracking sollte eine Vorauswahl getroffen werden, welche Pfade wei-
ter verfolgt werden sollen oder nicht, um Prozessorleistung zu sparen und das Programm
nicht unno¨tig zu verlangsamen. Die verwendeten Grenzwerte sind dabei so gewa¨hlt, dass
das Programm bei den untersuchten Datensa¨tzen die bestmo¨glichen Ergebnisse liefert.
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So wird ein Track, der o¨fter als 8 mal mit kf(actualKalmanFilter).predict(NaN,NaN);
geupdatet wird, deaktiviert und damit ab diesem Zeitpunkt nicht weiter aktualisiert. Das
bedeutet, dass ein Track, der wiederholt ohne Messung Updates erha¨lt, deaktiviert wird.
Anschließend werden die letzten 8 Schritte abgeschnitten, da diese nicht auf neuen Mess-
werten basieren.
Ist ein Pfad la¨nger als 8 Schritte wird ab dieser La¨nge die zuru¨ckgelegte Pfadla¨nge mit
der Anzahl an Zeitschritten verglichen. Ist dabei die Distanz kf(actualKalmanFilter).
travelDistance zu klein gegenu¨ber der Zahl der Zeitschritte, wird der Pfad deaktiviert.
Dies trifft beispielsweise einen Track, der einfach auf verschiedenen hellen Wellenpunk-
ten in der Na¨he hin und her wandert.
Als weitere Maßnahme wa¨hrend dem Tracking wird die Anzahl der Aktualisierungen mit
Messupdate mit der Anzahl an Aktualisierungen ohne Messupdate verglichen: Wird in
mehr als 80% der Fa¨lle ohne Messpunkt aktualisiert, wird der Track deaktiviert. Dies
liegt darin begru¨ndet, dass ein Vogel, der sinnvoll verfolgt werden soll, in wenigstens
80% der Zeitschritte irgendwie im Bina¨rbild erkennbar sein soll.
Um zu verhindern, dass ein Track, der sich auf einer Reflexion gebildet hat, anschließend
auf einen Vogel u¨berspringt und somit im Endbild ein Track aus beispielsweise halb
Vogelflug und halb Reflexionswanderung entsteht, wird folgendermaßen vorgegangen:
A¨ndert ein Track seine Helligkeit gemittelt u¨ber die letzten Bilder signifikant gegenu¨ber
dem Gesamtmittelwert, wird dieser Track an der Stelle deaktiviert. Der Grund dafu¨r ist,
dass Vo¨gel und Wellen grundsa¨tzlich im gleichen Datensatz unterschiedliche Helligkeits-
werte haben sollten und somit an der Stelle der Track getrennt wird.
Diese vier Maßnahmen sind dabei bewusst sehr grob gehalten. Sie sollen allerdings auch
nur die große Menge an mitverfolgten Reflexionen reduzieren ohne dabei zum Verlust
von wirklichen Vogeltracks zu fu¨hren. Genau diese Aufgabe erfu¨llen die Kriterien bei
bisher allen u¨berpru¨ften Datensa¨tzen. Alle auf diese Weise deaktivierten Pfade werden
spa¨ter noch daraufhin u¨berpru¨ft, ob es sich um einen Vogel handeln ko¨nnte. Die Deakti-
vierung dient also nur der Einsparung von Rechenleistung bei Tracks, die sowieso nicht
sinnvoll weiter verfolgt werden ko¨nnen. Durch die Deaktivierung der nicht beno¨tigten
Tracks la¨uft das Tracking je nach Prozessorleistung beinahe in (i5-3317U) oder teilweise
sogar ganz in Echtzeit (i7-2600K). Dabei ist allerdings noch anzumerken, dass der Code
nicht auf Geschwindigkeit optimiert ist und dass durch gezieltere Vektorielle Program-
mierung bessere Geschwindigkeiten erreicht werden ko¨nnen. Auffa¨llig ist jedoch, dass
das Tracking zum Ende eines Datensatzes hin langsamer wird, da mit jedem Zeitschritt
trotz Deaktivierung immer mehr Kalman Filter betrachtet werden mu¨ssen (nach den
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verwendeten Parametern u¨bersteigt die Anzahl der neuen also die Zahl der deaktivier-
ten Filter). Bedingt dadurch, kann es bei gro¨ßeren Datensa¨tzen von deutlich u¨ber einer
Minute wieder zu Verlangsamungen kommen, was allerdings behoben werden kann, wenn
alle paar Minuten die Tracks deaktiviert und ggf. neu gestartet werden. Speichert man
neben dem reinen Tracking zu Demonstrationszwecken oder zur spa¨teren Analyse auch
noch einzelne Bildausschnitte der jeweiligen Tracks ist das Programm natu¨rlich erheblich
verlangsamt und braucht fu¨r eine Minute rund 45 Minuten Laufzeit.
3.5 Klassifizierung der Tracks mittels einer Support Vector Machine
Nachdem alle Tracks in einem Datensatz aufgenommen sind, werden diese mit Hilfe
einer Support Vector Machine (SVM) klassifiert, um Vogeltracks von anderen zu un-
terscheiden, da pro Minute mehrere hundert Tracks aufgenommen werden. Ein Vorteil
hierbei ist, dass Matlab bereits eine SVM in der Statistics Toolbox anbietet, welche gut
dokumentiert [16] und somit einfach zu verwenden ist. Die grundsa¨tzliche Aufgabe einer
SVM ist das Trennen von Daten anhand der Eigenschaften des dazu geho¨rigen Feature
Vector, der die verschiedenen analysierten Eigenschaften des jeweiligen Tracks entha¨lt.
Dabei wird versucht eine Hyperfla¨che zwischen die Datenpunkte im Feature Space zu
legen und deren Position wird durch die Abstandsbestimmung mittels Innerer Produkte
(im Prinzip Skalarprodukte) der Feature Vektoren festgelegt . Die Feature Vektoren wer-
den dabei in einem hochdimensionalem Raum dargestellt, in dem dann die Punkte mit
unterschiedlichen Eigenschaften bestmo¨glich getrennt werden. Fu¨r das Innere Produkt
wird eine sogenannte Kernel Funktion K(x1, x2) =< Φ(x1),Φ(x2) > verwendet, wobei
die beiden Φ die Features darstellen. Die Kernel Funktion kann dabei beispielsweise li-
near, oder auch, wie im spa¨ter verwendeten Fall, eine radiale Basisfunktion (Gaussian
Radial Basis Function, kurz RBF) K(x1, x2) = exp(−(x1 − x2)2/2σ) sein. Im einfachs-
ten Fall eines linearen Kernels wird dabei also versucht eine ungekru¨mmte Hyperebene
zwischen die Daten zu legen. Fu¨r die Verwendung der SVM muss diese zuerst mit ei-
nem gelabelten Datensatz, also Daten, die in Vo¨gel und Anderes bereits unterteilt sind,
trainiert werden. Durch das Training wird dann die Hyperebene festgelegt, welche die
Daten im Feature Space mo¨glichst gut trennt. Diese Hyperebene wird von den namens-
gebenden Support Vectors aufgespannt. Es handelt sich also bei den Support Vectors um
diejenigen Samples, welche am na¨chsten an der trennenden Hyperebene liegen. Durch
die Verwendung des RBF Kernels anstelle eines linearen Kernels besteht diese Hyperebe-
ne statt aus einer ungekru¨mmten (multidimensionalen) Fla¨che auch aus radialen Basis-
funktionen. An dieser Stelle kommt der spa¨ter verwendete Parameter σ ins Spiel, der der
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skalierende Faktor im Exponenten der RBF ist. Der zweite spa¨ter verwendete Parameter
ist der Soft Margin bzw. Boxconstraint. Dieser kommt ins Spiel, wenn die Daten durch
die Hyperebene nicht ohne Fehler getrennt werden ko¨nnen: Der Gesamtfehler durch alle
Datenpunkte, die die Trennung durch eine Hyperebene verhindern, muss minimiert wer-
den, wobei der Boxconstraint hierbei eine Gewichtung fu¨r den Fehler angibt. Wird also
der Boxconstraint besonders hoch gewa¨hlt, wird die Ebene sehr gut an die gegebenen
Trainingsdaten angepasst, um die Fehler wirklich zu minimieren, kann dann allerdings
zu sehr auf den Datensatz zurecht geschnitten sein und bei den Testdaten gegebenen-
falls schlecht funktionieren (Overfitting). Setzt man den Boxconstraint zu niedrig, wird
eine Falschklassifizierung bei den Trainingsdaten weniger streng bewertet und die Hy-
perebene damit allgemeiner gehalten. Abb. 7 stellt ein zweidimensionales Beispiel fu¨r die



















Abbildung 7: Einfaches Beispiel einer SVM mit RBF als Kernel: Punkte innerhalb eines
Kreises mit Radius 1 (Label: -1) und Punkte außerhalb des Kreises (Label:
1) werden mittels SVM getrennt. Der blaue Kreis zeigt den Kreis mit
Radius 1, die schwarze Linie stellt die Hyperebene der SVM zur Trennung
der Punkte dar. Durch Umrandung markiert sind die Punkte, welche als
Support Vectors die Trennung stu¨tzen.
Verwendung einer SVM mit RBF als Kernel dar [16]. Die durch die Support Vectors (mit
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schwarzer Umrandung markierte Punkte) aufgespannte schwarze Linie, die Hyperebene,
welche die Punkte voneinander trennen soll, stellt hier mit den Standardwerten fu¨r den
Boxconstraint nahezu einen Kreis dar. Erho¨ht man den Boxconstraint erha¨lt die Linie
immer mehr Beulen und fittet den gegebenen Datensatz dadurch besser. Jedoch entfernt
sie sich dadurch auch von der eigentlich kreisfo¨rmigen Trennung durch die blaue Linie.
Aus diesem Grund muss fu¨r eine SVM, um die bestmo¨gliche Lo¨sung zu erhalten, ein
Trainingsdatensatz mit einem getrennten Testdatensatz u¨ber verschiedene Parameter
iteriert werden, bis die bestmo¨gliche Aufteilung gefunden wird (Cross-validation).
Fu¨r die Beurteilung der Qualita¨t der Aufteilung durch die SVM ko¨nnen mehrere Gro¨ßen
verwendet werden. Grundsa¨tzlich gibt es zwei Arten von richtiger Einteilung und zwei
Arten von Fehler: True positive (tp) heißt ein Punkt, der richtigerweise als positiv mar-
kiert wurde, true negativ (tn) heißt, dass ein Punkt der richtigerweise als negativ mar-
kiert wurde, false positive (fp) heißt, einen Punkt fa¨lschlicherweise als positiv und false
negativ (fn) einen Punkt fa¨lschlicherweise als negativ markiert zu haben. Daraus lassen
sich verschiedene handlichere Gro¨ßen ableiten. Die Precision, definiert durch tptp+fp , gibt
dabei den Anteil an richtig klassifizierten Daten unter den relevanten positiven Ergebnis-
sen an. Bei der Precision werden allerdings die fn- und tn-Werte garnicht beru¨cksichtigt,
welche fu¨r die umfassende Beurteilung der SVM auch eine Rolle spielen. Dagegen gibt
der Recall tptp+fn das Verha¨ltnis der relevanten Punkte im Ergebnis zu den insgesamt
relevanten Punkten an. Der eigentlich natu¨rlichste Wert ist die Accuracy :
tp+ tn
tp+ tn+ fp+ fn
(21)
Diese gibt einen Wert fu¨r den Anteil an richtiger Klassifizierung in der Gesamtmenge
an. Ist der Wert fu¨r die Accuracy also 100%, sind alle Punkte richtig klassifiziert. Da
in den spa¨ter zur Verfu¨gung stehenden Daten der Anteil an Vogeltracks im Gegensatz
zu anderen Tracks allerdings sehr gering (rund 10%) ist, stellt die Accuracy hier kein
gutes Maß fu¨r die Quantifizierung dar. Beispielsweise ko¨nnte die SVM alles als falsch
deklarieren und wu¨rde damit eine Accuracy von ca. 90% erreichen, obwohl diese letzt-
endlich nichts gemacht ha¨tte. Aus diesem Grund wird bei Datensa¨tzen mit deutlich




verwendet, der das harmonische Mittel aus Precision und Recall darstellt. Damit gibt
der f1-Score ein Maß fu¨r Precision und Recall zusammen an, welches gut fu¨r die Beur-
teilung der Effektivita¨t der SVM geeignet ist. Wie die anderen Gro¨ßen reicht der Wert
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von 0% bis 100%, beru¨cksichtigt aber insbesondere ungleichma¨ßig verteilte Klassen. Ei-
ne weitere im Lauf der Arbeit verwendete SVM ist die LIBSVM [17], welche ebenfalls
direkt mit Matlab Interface verfu¨gbar ist und Funktionen u¨ber die Matlab interne SVM
hinaus bietet, wie beispielsweise die unterschiedliche Gewichtung von Eigenschaften.
Die fu¨r die SVM verwendeten Eigenschaften der Tracks setzen sich zusammen aus den
Ableitungen und den zur Analyse von Random Walks verwendeten Methoden und Ei-
genschaften der Tracks aus den Bildern: Mittelwert der ersten Ableitung, Mittelwert der
zweiten Ableitung, Mittelwert der noUpdateMatrix, Straightness Index, MSD und Ei-
genschaften der Turning Angle Distribution (Varianz, Mittelwert, Kurtosis). Erste und
zweite Ableitung sind hierbei ein Maß fu¨r Geschwindigkeit und Beschleunigung des Vo-
gels, die natu¨rlich entfernungsabha¨ngig sind, jedoch trotzdem dazu beitragen ko¨nnen,
Vogelflugbahnen von anderen zu unterscheiden. Der Mittelwert der noUpdateMatrix
dient auch hier als Maß des prozentualen Anteil an Messupdates, der bei Vo¨geln ge-
genu¨ber beliebigen Reflexionen deutlich ho¨her liegen sollte, da die Vo¨gel im Gegensatz
zu den Reflexionen nicht plo¨tzlich verschwinden ko¨nnen und sich lediglich in manchen
Fa¨llen nicht genug vom Hintergrund abheben. Der Straightness Index, wie oben erkla¨rt,
dient hier als Maß fu¨r die Persistenz der Fortbewegung und sollte bei Vo¨geln, die die
meiste Zeit aktiv Strecke im Bild zuru¨cklegen deutlich ho¨her ausfallen. Allerdings ist
hier anzumerken, dass durch Interpolation und Auftauchen von Reflexionen an ande-
ren weiter entfernten Stellen auch diese manchmal in sehr kurzer Zeit weite Strecken
zuru¨cklegen ko¨nnen. Bei der MSD wird fu¨r Vo¨gel durch die gezielte Flugbahn eine su-
perdiffusive oder beinahe ballistische Flugbahn erwartet, weshalb fu¨r die MSD hier ein
Wert im Bereich 1.5 bis 2 erwartet wird. Das wohl wichtigste Kriterium fu¨r die Ana-
lyse der Tracks ist die Turning Angle Distribution. Entscheidend tra¨gt dazu bei, dass
die Turning Angle Distribution im Gegensatz zu den anderen Kriterien unabha¨ngig von
der Entfernung des Vogels zur Kamera ist. Um den maximalen Nutzen aus der Turning
Angle Distribution zu ziehen wird diese fu¨r ∆t = 1, ∆t = 2 und ∆t = 3 Zeitschritte
berechnet. Gro¨ßere Zeitspannen machen aufgrund der durschnittlichen Trackla¨nge von
knapp 20 Zeitschritten keinen Sinn und wu¨rden zum Auschluss von zu vielen Tracks
fu¨hren. Die Parameter werden dann normalisiert und zusammen mit einem von Hand
bestimmten Anteil an Tracks der SVM u¨bergeben, welche damit fu¨r die Unterscheidung
zwischen Vo¨geln und anderen Tracks trainiert wird.
26
3.6 Bestimmung der Entfernung des Vogels fu¨r 3D Tracks
Ein großer Nachteil der Daten von einer einzigen Kamera ist, dass jegliche Tiefenin-
formation fehlt und damit wichtige Gro¨ßen wie Entfernung, Geschwindigkeit und die
umfassende Flugbahn nicht genauer analysiert werden ko¨nnen. Im Bild ist nicht unter-
scheidbar, ob ein Vogel gerade steht, ob er sich auf direkter Sichtlinie von der Kamera
weg oder auf die Kamera zu bewegt. Auch wa¨re es mit bekannter Entfernung mo¨glich,
die Gro¨ße des Vogels anhand der Anzahl an hellen Pixel oder der La¨nge der Halbachsen
einer einschließenden Ellipse anzugeben. Mit der Gro¨ße wa¨re dann schon eine gewisse
Einschra¨nkung auf einige Arten mo¨glich. Aus diesen Gru¨nden macht es Sinn, sich mit
der Entfernungsbestimmung vom Schiff aus zu befassen. Fu¨r die Entfernungsbestim-
mung von Meeressa¨ugern gibt es bereits eine sehr gute Na¨herung basierend auf [18], der
allerdings zugrunde liegt, dass sich die Meeressa¨uger bei Sichtung immer direkt auf der
Oberfla¨che befinden. Auf diese Weise la¨sst sich mittels Entfernung zum Horizont der
Abstand vom Schiff zuverla¨ssig bestimmen. Da Vo¨gel ab einer gewissen Entfernung vom
Schiff meist auf einer ziemlich konstanten Ho¨he u¨ber dem Meeresspiegel fliegen, kann
man beispielsweise eine Flugho¨he von fu¨nf Metern annehmen und dafu¨r die Entfernung
abscha¨tzen. Abb. 8 skizziert das Prinzip dieser Abscha¨tzung fu¨r Vo¨gel in einer Flugho¨he






β = pi/2− α− σ (24)
bestimmen. Dabei ist σ durch den Abstand vom Vogel zum Horizont u¨ber eine Beziehung
mit dem O¨ffnungswinkel der Kamera gegeben2. Mittels Kosinussatz ergibt sich fu¨r den
Abstand auf Sichtlinie D0 der Zusammenhang:
D0 = (R+ h) cos(β)−
√
(R+ h)2 cos2(β)− (2R(h− b) + h2 − b2) (25)
Aus diesem Abstand la¨sst sich u¨ber δ = arcsin(sin(β)D0R ) der Abstand vom Schiff be-
stimmen:
D = δR (26)
2Bei einem vertikalen Abstand n des Vogel zum Horizont im Bild: σ ist gleich n multipliziert mit dem
O¨ffnungswinkel geteilt durch die vertikale Auflo¨sung der Kamera. Der O¨ffnungswinkel der Kamera
















Abbildung 8: Entfernungsbestimmung zum Vogel anhand des Horizonts: Die Kamera
(im Bild links unten) mit Aufnahme in Richtung Horizont, wobei sich in
Entfernung D vom Schiff ein Vogel befindet. Die Kamera befindet sich auf
Ho¨he h u¨ber der Meeresoberfla¨che und diese ist in der Skizze zur Verdeut-
lichung aller Gro¨ßen sehr groß gewa¨hlt. R stellt den Erdradius dar.
Scha¨tzt man die Entfernung fu¨r einen Vogel in angenommenen fu¨nf Metern Flugho¨he
ab und la¨sst einen Fehler von einem Meter nach oben und unten zu, ergibt sich die
Abscha¨tzung in Abb. 10 zu den in Abb. 9 gezeigtem Track: Abb. 10 zeigt, dass der Fehler
an sich akzeptabel wa¨re, jedoch erkennt man leider bei genauerer Betrachtung auch, dass
der Vogel sich nach dieser Abscha¨tzung innerhalb von weniger als vier Sekunden von einer
Entfernung von ca. 200 m zum Horizont in 20 000 m Entfernung bewegt. Damit muss
dann die Abscha¨tzung einer Flugbahn in der Ho¨he von rund 5 m aufgegeben werden.
Was an diesem Beispiel recht schnell gezeigt werden kann trifft leider auf die meisten
der Flugbahnen zu. Damit wu¨rde eine Abscha¨tzung der Entfernung zu viele Sonderfa¨lle
und Ausnahmen enthalten, bei denen sie nicht gilt, als dass sie als sinnvolle Gro¨ße fu¨r
die Unterscheidung der verschiedenen Flugbahnen geeignet wa¨re.
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Abbildung 9: Links: Verlauf der Flugbahn im Ausgangsbild. Rechts: Track mit Auf-





































Abbildung 10: Links: Abscha¨tzung der Entfernung bei einer Flugho¨he von fu¨nf Metern.
Die Konstante Entfernung im Bereich zwischen sechs bis sieben Sekun-
den ergibt sich dadurch, dass der Vogel in diesem Zeitraum u¨ber dem
Horizont ist und somit als am Horizont befindlich angenommen wird.
Rechts: Fehler in der Abscha¨tzung der Entfernung bei der Annahme ei-
ner Flugbahn mit zwischen vier und sechs Metern Flugho¨he u¨ber dem
Meeresspiegel. Auch hier ist der Fehler am Horizont Null, da sich da kein
Unterschied abha¨ngig von der Flugho¨he ergibt. Abgesehen vom Horizont
liegt der Fehler dabei immer bei ca. 6% des Wertes fu¨r die Entfernung in
beide Richtungen.
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3.7 Aufbau eines Correlated Random Walk als Modell
Um die Analyse Methoden umfassender testen zu ko¨nnen ist ein Modell fu¨r den Vogelflug
notwendig. Bei der Analyse wird davon ausgegangen, dass die Flugpfade als Random
Walks analysiert werden ko¨nnen, daher liegt es auch nahe, hierfu¨r das gezeigte Modell
eines Correlated Random Walk zu verwenden. Die Implementierung ha¨lt sich dann auch
hier direkt an die oben gezeigte mathematische Formulierung:
x ( counter , : )= q ∗ x ( counter −1 , : ) + sigma∗randn ( 1 , 3 ) ;
Um fu¨r Vo¨gel passende Ergebnisse zu liefern ist fu¨r q ein Wert zwischen 0.85 und 1 zu
wa¨hlen, wa¨hrend sigma = 2 ist. Erstaunlich ist hierbei, wie gut dieses einfache Modell
rein qualitativ mit dem des Vogelflugs zusammenpasst. Andere Implementierungen hin-
gegen, die vielfach und mit verschiedensten Verteilungen erprobt wurden, zeigen nicht
im entferntesten eine solche A¨hnlichkeit. Diese A¨hnlichkeit macht Abb. 11 an einem Bei-
spiel deutlich. Begru¨ndet liegt diese wohl auch darin, dass der Kalman Filter, als lineare
Interpolation fu¨r Punkte mit Gaußschem Messfehler, gut fu¨r das Tracking geeignet ist,
der damit sehr a¨hnlich zum Aufbau des verwendeten Random Walk ist. Um die Random
Walks, welche urspru¨nglich in 3D implementiert sind, wie die Vogeltracks auf eine Ebene
zu projizieren wird folgende Projektionsmatrix in die x-y-Ebene verwendet:
1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 0
 (27)
Zur Ausfu¨hrung dieser Projektion mu¨ssen die Punkte des Random Walks zuna¨chst in
homogenen Koordinaten dargestellt werden und dazu zu einem Vektor mit vier Zeilen
erweitert werden, wobei fu¨r die vierte Zeile eine 1 gesetzt wird. Die Projektion wird dann
durch eine Multiplikation mit der Projektionsmatrix ausgefu¨hrt, wobei die gezeigte Pro-
jektionsmatrix in die x-y-Ebene projiziert. Der Vektor nach der Multiplikation entha¨lt
(bedingt durch die Eigenschaften der Matrix) die gleichen Werte fu¨r die dritte und vierte
Komponente. Durch eine Normierung dieser Komponenten auf 1 (Division des Vektors
durch den Wert der Komponente) ergeben sich fu¨r die erste und zweite Komponente die
x- und y-Werte des neuen Vektors. Damit die Projektion in diese Ebene immer ohne
Probleme ausgefu¨hrt werden kann, werden die Tracks vor der Projektion um +500 Pixel
in z-Richtung verschoben, wodurch die Entfernung zur Ebene sichergestellt ist. 500 ist
hierbei grundsa¨tzlich beliebig gewa¨hlt, steht aber in der gleichen Gro¨ßenordnung zur
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Abbildung 11: Beispiel fu¨r zwei Random Walks mit unterschiedlicher Persistenz q und
einen Vogeltrack. Die A¨hnlichkeit des Random Walks mit hoher Persis-
tenz und des Vogeltracks ist qualitativ gut.
Trackla¨nge bei den Random Walks wie die ungefa¨hre Trackla¨nge zur Entfernung zur
Kamera bei den Vo¨geln. Auf eine spezialisierte Projektionsmatrix mit Anpassung an
die verwendete Kamera wird bewusst verzichtet, da dies neben einem schwierigen Auf-
wand fu¨r die Berechnung (bedingt durch das spezielle Format der Kamera mit Rotation
bei den Aufnahmen) kaum A¨nderungen ergeben wu¨rde und daher der Unterschied ver-
nachla¨ssigt werden kann. Insbesondere sind die A¨nderungen wesentlich geringer als die
ohnehin gegebene Abweichung der Random Walks von den natu¨rlichen Vogelflugbahnen.
Die Arbeit mit den Random Walk hat fu¨r das Testen der Analyse-Methoden jetzt deut-
liche Vorteile: Ohne großen Aufwand ko¨nnen beliebig viele verschiedene Tracks erzeugt
werden, durch die Parameter ko¨nnen einfach verschieden stark kurvige Tracks erzeugt
werden und die La¨nge der Tracks kann nach Belieben festgelegt werden. Damit ergibt sich
insbesondere die Mo¨glichkeit, Tracks in verschiedenen La¨ngen und verschieden starker
Unterschiede zu generieren und zu testen wie gut man diese voneinander unterscheiden
kann. Fu¨r einen solchen Versuch zur Unterscheidbarkeit von Random Walks mit unter-
schiedlichen Parametern fu¨r q werden jeweils 50 Pfade erstellt (die Gro¨ßenordnung ist
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hier bewusst klein gehalten, da auch das Ansammeln und Labeln von Vogeltracks einen
zeitlich hohen Aufwand darstellt) und diese dann mittels kmeans, welches bereits direkt
in Matlab verfu¨gbar ist, und der SVM analysiert. kmeans ist eine Methode zur Clus-
teranalyse, die auf der Vektorquantisierung basiert, das heißt dass die Vektoren immer
dem a¨hnlichsten Merkmalsvektoren zugeordnet werden. Wichtig ist hierbei, dass kmeans
eine Form des unu¨berwachten Lernens (Unsupervised Learning) ist und damit ohne Trai-
ningsdatensatz auf den Daten arbeiten kann. Dabei hat jeder Track einen Punkt in einem
Multidimensionalen Raum und kmeans versucht eine Aufteilung in Cluster zu finden, bei
der die Objekte zum Clustermittelpunkt jeweils eine mo¨glichst geringe Entfernung ha-
ben. Gleichzeitig soll die Entfernung zu Objekten in anderen Clustern mo¨glichst groß
sein. Die Vorgehensweise ist dabei iterativ, es werden also die Clustermittelpunkte nach
und nach bewegt, bis keine bessere Positionierung mehr gefunden werden kann. Eine
detailliertere Erkla¨rung zu kmeans ist in der Mathworks Dokumentation [19] zu finden.
Fu¨r die Aufteilung mit kmeans werden die gleichen Features wie im Kapitel Selektion der
Tracks verwendet, abgesehen von der noUpdateMatrix, welche fu¨r die Random Walks
natu¨rlich nicht vorhanden ist. Besonders interessant ist dabei die Aufteilung fu¨r ver-
schiedene Trackla¨ngen zu betrachten, um u¨berpru¨fen zu ko¨nnen, wie gut das Ergebnis
mit der Trackla¨nge skaliert.
33
f4 Ergebnisse und Diskussion
4.1 Vogeltracks
Die im Rahmen des Tracking entwickelten Methoden wurden an mehreren Datensa¨tzen
getestet. Diese umfassen Datensa¨tze der Expedition ARK-XXIV mit einigen Auschnit-
ten a` ein oder zwei Minuten La¨nge am 27.06.2009, 30.06.2009 und 03.07.2009 auf dem
Weg von Bremerhafen in die Gro¨nlandsee. Ein weiterer Datensatz ist von der Expedi-
tion ANT-XXVIII mit der Fahrtroute von Kapstadt zur Neumayer-III-Station auf dem
Meridian von Greenwich vom 28.12.2011. Besonders herausfordernd ist letzterer Daten-
satz, weil dieser sehr viele Eisschollen entha¨lt. Abb. 12 zeigt einige Beispiele fu¨r von





















Abbildung 12: Darstellung einiger ausgewa¨hlter Vogeltracks aus den Daten. (Die Daten
sind zur Darstellung skaliert und verschoben)
Hand selektierte Vogeltracks in den Datensa¨tzen. Hierbei fa¨llt bereits auf, dass es ein
paar sehr lange Tracks (Beispiel 1 und 3), jedoch auf der anderen Seite auch sehr viele
kurze Vogeltracks (Beispiel 2 und 5) gibt. Betrachtet man in Abb. 13 weitere Tracks in
den Datensa¨tzen, bei denen kein Vogel dabei ist, fa¨llt eine a¨hnliche Aufteilung fu¨r die
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Abbildung 13: Darstellung einiger ausgewa¨hlter Nicht-Vogeltracks aus den Daten, wie
beispielsweise Reflexionen, Eisschollen, etc. (Die Daten sind zur Darstel-
lung skaliert und verschoben)
Trackla¨nge auf. Der gro¨ßte Teil dieser Tracks sind Reflexionen des Sonnenlichts auf der
Wasseroberfla¨che und dabei gro¨ßtenteils auf Wellenbergen. Eigentlich wa¨re zu erwar-
ten, dass diese Reflexionen dann passend zur Schiffsbewegung eine bestimmte mittlere
Geschwindigkeit aufweisen, allerdings ist dies in den Datensa¨tzen nicht der Fall. Grund
dafu¨r ist wohl, dass die Reflexionen in sehr vielen einzelnen Bildern nicht vorhanden sind
und der Pfad dadurch auf die na¨chste Reflexion in der Na¨he u¨berspringt, woraus folgt,
dass es keine Vorzugsrichtung fu¨r die Bewegung gibt. Insgesamt gleicht die Bewegung
dieser Reflexionen damit stark einem vo¨llig unkorrelierten Random Walk. Wird in der
Na¨he keine weitere Reflexion gefunden, werden diese Pfade oft durch den Kalman Filter
interpoliert, wodurch teilweise lange geradlinige Strecken zustande kommen. Eine weite-
re Quelle fu¨r diese Tracks sind Reflexionen auf Eisschollen, die durch ihre weiße Fa¨rbung
besonders viel Sonnenlicht reflektieren und durch ihre Gro¨ße auch meistens mehrere Re-
flexionen in der Na¨he anbieten, wodurch hier selten interpoliert wird und der Track u¨ber
eine lange Strecke auf der Eisscholle verla¨uft. Beispiel 16 in Abb. 13 zeigt diesen Effekt.
Die Tracks ko¨nnen dadurch sehr lang werden und reißen in einem Datensatz teilweise
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nicht einmal ab. Durch die beiden Pha¨nomene der Wellen und Eisschollen sind die wohl
kritischsten und ha¨ufigsten Quellen von unbrauchbaren Tracks abgedeckt. Ein paar wei-
tere Tracks kommen hinzu durch Reflexionen auf Teilen des Schiffes, wie beispielsweise
der Reling oder durch Fehlstellen im Bild, welche bei der Zusammensetzung aus der
360◦ Drehung der Kamera entstehen. Die letzten beiden Fehlerquellen ko¨nnen durch ei-
ne Deaktivierung dieser Bereiche fu¨r das Tracking vermieden werden, stellen jedoch nur
einen sehr kleinen Teil der zusa¨tzlichen Tracks dar, wodurch sich der Aufwand dafu¨r nur
bedingt lohnt. Eine a¨hnliche Deaktivierung fu¨r das Tracking wa¨re auch auf Eisschollen
denkbar, allerdings wu¨rden dabei dann natu¨rlich alle Vogeltracks verloren gehen, die
u¨ber Eisschollen fu¨hren.
4.2 Selektion der Vogeltracks aus der Gesamtheit der Tracks
In den Datensa¨tzen finden sich dann insgesamt 127 Vogel- und 1570 andere Tracks. Aus
diesem Grund ist es fu¨r eine vo¨llig automatisierte Umsetzung sehr wichtig, die Vogel-
tracks automatisch von den anderen zu trennen. Ermo¨glicht wird dies durch die oben
beschriebene Methode der SVM. Analysiert man die Daten dabei mit verschiedenen




















































Rbf scaling factor sigma
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Abbildung 14: Ermittelung ob es sich um einen Vogel oder um eine Reflexion han-
delt mittels SVM. Darstellung des f1-Score auf der Farbskala abha¨ngig
von Sigma fu¨r die RBF und dem Boxconstraint c. (Weitere Parame-
ter: Verha¨ltnis der Trainingsdaten zu Testdaten 2:1, wobei u¨ber alle drei
Gruppen trainiert, getestet und anschließend gemittelt wird, Trackla¨ngen
sind ab 21 Zeitschritten beru¨cksichtigt)
Parametern Sigma fu¨r die Gaussian Radial Basis Function (RBF) und verschiedenen
Boxcontraints c ergibt sich Abb. 14. Die Darstellung zeigt den oben erkla¨rten f1-Score
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(22), da die Accuracy bei einem Datenverha¨ltnis von 1570 anderen Tracks zu 127 Vo-
geltracks keine sinnvolle Gro¨ße darstellt. Die Darstellungen in Abb. 14 sind jeweils drei
zufa¨llig ausgewa¨hlte Gruppen (mittels randi(3,length,1)), die wiederum jeweils im
Verha¨ltnis 3:1 Trainingsdaten zu Testdaten untersucht werden. Jede der drei Gruppen
wird dabei jeweils einmal als Testgruppe verwendet, wa¨hrend die anderen beiden Grup-
pen als Trainingsdaten herangezogen werden. Anschließend wird u¨ber alle Durchla¨ufe
gemittelt und der gemittelte f1-Score dargestellt. An den zwei Darstellungen u¨ber die
Variablen Boxconstraint und Sigma mit unterschiedlichen Werten fu¨r den besten f1-Score
zu den jeweiligen Werten wird deutlich, dass sich auch bei gleichen Boxconstraint und
Sigma in beiden Abbildungen unterschiedliche Werte fu¨r den f1-Score ergeben. So ist im
linken Bild das Maximum bei ca. 79% fu¨r einen Boxconstraint von 105 und einem Sigma
von 102, wa¨hrend im rechten Bild das Maximum bei 79% bei 105 und 103 liegt. Eine Un-
tersuchung in Richtung ho¨heren Boxconstraint ist durch die deutlich erho¨hte Zeit bis zur
Konvergenz in einen festen Zustand nicht mo¨glich. Durch die Unterschiede in den beiden
Plots wird deutlich, dass die Testgruppe zu klein ist und damit Schwankungen durch die
unterschiedliche Gruppenwahl zu hohe Einflu¨sse haben. Fu¨r eine genauere Ermittlung
der Parameter ist eine gro¨ßere Menge an gelabelten Daten notwendig. Allerdings deutet
das Ergebnis mit einem f1-Score von maximal rund 80% schon deutlich an, dass mit
den verwendeten Parametern eine Trennung zwischen Vogeltracks und anderen Tracks
mo¨glich ist. Eine gro¨ßere Menge an Trainings- und Testdaten wu¨rde dieses Ergebnis
noch weiter verbessern, ist allerdings auf der anderen Seite auch aufwendig zu erzeu-
gen. Abb. 15 zeigt im linken Bild ein weiteres Beispiel fu¨r eine Ermittlung der Werte
analog zu Darstellung 14, wa¨hrend im rechten Bild die gleiche Ermittlung mit einer mi-
nimalen Trackla¨nge von 13 Zeitschritten statt 21 Zeitschritten gezeigt wird. Dabei wird
sofort deutlich, dass das Maximum mit rund 67% f1-Score unter dem Wert fu¨r la¨ngere
Tracks liegt, da die Klassifizierung fu¨r kurze Tracks wesentlich schwieriger ist. Tracks
mit unter 13 Zeitschritten werden vor der Klassifizierung in jedem Fall entfernt, da diese
auf keinen Fall eine Aussagekraft u¨ber die Vogelart enthalten. Außerdem kommt es bei
dieser Trackla¨nge bereits zu Problemen bei der Berechnung der MSD und der Turning
Angle Distribution mit ∆t = 3. Um die Relevanz der Ergebnisse in Abb. 15 genauer
verstehen zu ko¨nnen ist es notwendig, die Verteilung der aufgenommenen Trackla¨nge
in den Datensa¨tzen zu betrachten. Das linke Bild in Darstellung 16 zeigt die jeweilige
Anzahl an Vogeltracks zu einer gegebenen La¨nge und macht deutlich, dass der Großteil
der Vogeltracks sehr kurz ist. Dies liegt darin begru¨ndet, dass zum einen ein großer Teil
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Abbildung 15: Ermittelung ob es sich um einen Vogel oder um eine Reflexion han-
delt mittels SVM. Darstellung des f1-Score auf der Farbskala abha¨ngig
von Sigma fu¨r die RBF und dem Boxconstraint c. (Weitere Parame-
ter: Verha¨ltnis der Trainingsdaten zu Testdaten 2:1, wobei u¨ber alle
drei Gruppen trainiert, getestet und anschließend gemittelt wird) Links:
Trackla¨ngen ab 21 Zeitschritten (analog zu Abb. 14), Rechts: Trackla¨ngen
ab 13 Zeitschritten.
dann mit einer 180◦ Kurve direkt wieder aus dem Bild. Außerdem reißen bereits beim
Tracking einige der Pfade wieder ab, wenn der Vogel in mehreren Bildern weniger deut-
lich sichtbar ist, zum Beispiel durch seine Orientierung zur Kamera oder durch den Flug
u¨ber einer Eisscholle. Bei diesen ha¨ufigen kurzen La¨ngen von rund 15 Zeitschritten (ein
großer Teil liegt unter der Durchschnittsla¨nge von 19.4 Zeitschritten) ist die Berechnung
der MSD und vor allem der Turning Angle Distribution gerade so mo¨glich, allerdings
dann durch die wenigen Datenpunkte weniger aussagekra¨ftig. Insgesamt ist nach Abb.
15 also abzuwa¨gen, ob es sinnvoll ist, die ku¨rzesten Tracks zu entfernen und nur mit
Tracks ab einer La¨nge von ca. 20 Zeitschritten zu arbeiten.
4.3 Untersuchung verschiedener Random Walks mittels SVM
Da ein Großteil der Ungenauigkeit bei der Einteilung mittels SVM auf den Daten damit
einher geht, dass die Tracks zu kurz und die Anzahl an gelabelten Daten im Moment
zu gering ist, macht es Sinn, hierbei wieder das Modell des Correlated Random Walks
fu¨r das Testen der Analyse Methoden zu verwenden. Vorteil hierbei ist, dass Daten
beliebiger Tackla¨nge und durch den geringen Rechenaufwand in nahezu unbegrenzter
Menge mittels der Random Walks erzeugt werden ko¨nnen. Mit oben gezeigten Random
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Gesamtzahl der Tracks: 127
Durchschnittslänge: 19.4 Zeitschritte






















Gesamtzahl der Tracks: 1570
Durchschnittslänge: 44.6 Zeitschritte
Abbildung 16: Auftragung der Anzahl an Tracks mit der jeweiligen La¨nge u¨ber der
Trackla¨nge. Links: Darstellung fu¨r Vogeltracks, Rechts: Darstellung fu¨r
die anderen Tracks.
Walk Modell ergeben sich im Bereich einer Persitenz (q) von 0.85 bis 0.9999 sinnvolle
Tracks, die denen von Vo¨geln a¨hneln. Erzeugt man damit zwei Gruppen Random Walks
mit unterschiedlicher Persistenz und analysiert diese analog zu den Vogeltracks mit ei-
ner SVM, um die Tracks mit unterschiedlichen Werten fu¨r die Persistenz zu trennen,
ergibt sich, wie in Abb. 17 gezigt, eine Mo¨glichkeit, die Qualita¨t der Aufteilung u¨ber
der Trackla¨nge aufzutragen. In der Darstellung ist fu¨r die Qualita¨t der Aufteilung die
Precision tp/(tp + fp) aufgetragen, welche hier durch die gleich großen Gruppen einen
guten Wert fu¨r die Einscha¨tzung liefert. Vor der Untersuchung der Plots wurde analog zu
Abb. 14 der beste Parameterwert fu¨r Boxconstraint und Sigma zu je 102 ermittelt. Dabei
wird deutlich, dass die Trennung der beiden Gruppen q=0.95 und q=0.9999 (in blau) we-
sentlich schlechter erfolgt als die Trennung der Gruppen q=0.85 und q=0.9999 (in rot),
da die A¨hnlichkeit durch den geringeren Unterschied bei der Persistenz natu¨rlich ho¨her
ausfa¨llt. Besonders interessant ist jedoch der Verlauf der einzelnen Kurven: Die Tren-
nung von q=0.85 und q=0.9999 steigt fu¨r kleine Trackla¨ngen mit zunehmender La¨nge
sehr stark an, sodass sich ein logarithmischer Verlauf zeigt, der dann ab einer Trackla¨nge
von ca. 100 Zeitschritten und einer Precision von rund 95% stagniert. Damit ist in diesem
Fall also eine sinnvolle Gro¨ße fu¨r die im besten Fall notwendige Trackla¨nge bei ca. 100
Zeitschritten erreicht. Eine weitere Verbesserung des Trackings daru¨ber hinaus wu¨rde
dann kaum mehr Vorteile bringen. Anders hingegen sieht dies beim Verlauf der Kurve
fu¨r q=0.95 und q=0.9999 aus, bei dem die Tracks schon eine sehr hohe A¨hnlichkeit auf-
weisen. Hier steigt die Precision der Aufteilung u¨ber den gesamten Verlauf von einer
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Abbildung 17: Trennung von zwei Gruppen a` 40 Random Walks mit unterschiedlicher
Persistenz q mittels SVM. Darstellung einer Mittelung u¨ber mehrere
Trainings- und Testdaten mit Fehlerbalken. (Genaue Parameter: Verha¨lt-
nis der Trainingsdaten zu Testdaten 3:1, wobei u¨ber alle vier Gruppen
jeweils trainiert, getestet und anschließend gemittelt wird, Boxconstraint
und Sigma je 102)
Trackla¨nge von 12 bis 200 nahezu linear an und es ist hier zu erwarten, dass es auch
daru¨ber hinaus noch Verbesserungen gibt. Vergleicht man die Gro¨ßenordnungen mit de-
nen fu¨r die oben gezeigten Vogeltracks, dann scheinen die Vogeltracks gegenu¨ber den
anderen Tracks aber eher im Bereich der Unterscheidbarkeit von q=0.85 und q=0.9999
zu liegen, wodurch jede weitere Verbesserung am Tracking fu¨r la¨ngere Tracks bereits
einen großen Sprung in Richtung einer besseren Aufteilung liefern sollte. Sind mittels
SVM dann die Vogeltracks von den anderen extrahiert steht der Weg frei, den eigentlich
spannendsten Aspekt der Arbeit zu betrachten: Ist es mo¨glich, die Vo¨gel in verschiedene
Klassen, im besten Fall analog zur Art der Vo¨gel, zu unterteilen? Da die bisher gesam-
melten Vogeltracks in ausreichender La¨nge fu¨r diesen Versuch eindeutig zu wenig sind,
wird auch dies mit dem Correlated Random Walk Modell betrachtet. Da die Untertei-
lung der Vogeltracks automatisch erfolgen soll, muss hier eine Methode des Unsupervised
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Learning verwendet werden. Dafu¨r bietet sich das in den Methoden beschriebene kmeans
aus Matlab an. Betrachtet man mit kmeans Random Walks mit unterschiedlicher Per-
sistenz (q) ergibt sich Abb. 18. Analog zur SVM Analyse bei den Random Walks ist hier
























Abbildung 18: Trennung von zwei Gruppen a` 50 Random Walks mit unterschiedlicher
Persistenz q mittels kmeans. Darstellung einer Mittelung u¨ber 6 Testda-
tensa¨tze je Trackla¨nge mit Fehlerbalken.
die Precision u¨ber der Trackla¨nge dargestellt. Die Werte liegen hier in einer a¨hnlichen
Gro¨ßenordnung wie bei der SVM. Dabei ist lediglich die Precision im Schnitt ein wenig
niedriger, was bei einer Aufteilung ohne vorherigem Training zu erwarten ist. Bedingt
durch eine Analyse ohne vorherigem Training gibt es hier auch gro¨ßere Schwankungen
zwischen den einzelnen Durchla¨ufen, was man an den deutlich gro¨ßeren Fehlerbalken
erkennt. Insgesamt ist aber besonders vielversprechend, dass die Aufteilung ohne vorhe-
rigem Training a¨hnlich gut funktioniert, wie die Aufteilung mit Training. Dadurch kann
fu¨r die Mo¨glichkeit, die Daten nach einem Training auf die Unterscheidung zwischen Vo-
geltracks und anderen automatisch zu analysieren, eine hohe Erwartung ausgesprochen
werden.
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5 Zusammenfassung und Ausblick
Zusammenfassend ist es durch das Programm fu¨r das Tracking mo¨glich, Vo¨gel in den Da-
tensa¨tzen zu detektieren und anschließend zu verfolgen. Die dabei entstehenden Tracks
fu¨r Vo¨gel und andere Dinge, wie Reflexionen auf Wellen oder Eisschollen, ko¨nnen an-
schließend mittels einer ausreichend trainierten SVM getrennt werden. Fu¨r die auto-
matisierte Trennung der Vo¨gel in unterschiedliche Klassen deutet die Analyse an den
Correlated Random Walks mittels kmeans eine vielversprechende Methode an.
Weiteres Verbesserungspotential sehe ich besonders in einer weiteren Optimierung des

















1, 2, 3, 4, 5, 6, 7: Tracks      
(in zeitl. Reihenfolge)










Abbildung 19: Beispiel fu¨r die Verwendung des Stitching nach [20]. Die Tracks sind hier-
bei in zeitlicher Reihenfolge von 1 bis 7 nummeriert und der Anfang
jeweils durch ein schwarzes x, das Ende durch einen schwarzen Kreis o
markiert. Durch eine Analyse der Dynamik der Bewegung wird der je-
weils folgende Pfad zugeordnet und bei ausreichender A¨hnlichkeit line-
ar verbunden. Die sieben Flugbahnen sind dabei 21 bis 47 Zeitschritte
(im Durchschnitt 30 Zeitschritte) lang, wa¨hrend der gesamte Track 207
Zeitschritte (ohne den interpolierten Zeitschritten) umfasst. Die Lu¨cken
zwischen den Tracks betragen je rund drei Zeitschritte.
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Tracking und damit la¨ngeren Tracks, da die Einteilung mit SVM und kmeans stark von
einer erho¨hten Trackla¨nge profitieren wu¨rde. Mo¨glichkeiten der Verbesserung sind an die-
ser Stelle in einem weiteren Verfeinern des Algorithmus fu¨r das Tracking, beispielsweise
durch eine weitgehendere Analyse der Kandidaten fu¨r den na¨chsten Zeitschritt anhand
von Form oder Gro¨ße. Ein weiterer Ansatz besteht darin, die Tracks nicht so schnell ab-
zuschneiden, sondern im Zweifelsfall u¨ber mehrere Pfade fortzusetzen und anschließend
automatisiert den geeignetsten auszuwa¨hlen. Vielversprechend scheint insbesondere auch
das Paper The Way They Move: Tracking Multiple Targets with Similar Appearance von
Caglyan Dicle, Mario Sznaier und Octavia Camps der Northeastern University [20], das
mit bereits vorhandenem Programmcode eine Mo¨glichkeit bietet, einzelne Trackabschnit-
te anhand von jeweiliger Geschwindigkeit und Bewegungsrichtung wieder miteinander
zu verbinden (Stitching). Abb. 19 zeigt ein Beispiel, bei dem mittels dieser Methode
sieben zusammengeho¨rige Tracks miteinander verbunden werden. Der Einfachheit hal-
ber wurde hierfu¨r ein Datensatz verwendet in dem die Lu¨cken zwischen den Tracks nur
recht klein sind. Mit abgestimmten Parametern sehe ich in dieser Methode jedoch noch
deutlich mehr Potential.
Eine vo¨llig andere Herangehensweise fu¨r die Analyse ist die reine Bildanalyse der Vo¨gel.
Die Grafiken in Abb. 20 zeigen die Mo¨glichkeiten dafu¨r. In der oberen Reihe sieht man
Vo¨gel deren Umriss recht deutlich im Bild zu erkennen ist. Dafu¨r ist es dann mo¨glich, eine
Abscha¨tzung der Form oder auch des Verha¨ltnisses von Flu¨gelspannweite zu Ko¨rpergro¨ße
anzugeben. Fu¨r die meisten Tracks trifft es auch zu, dass der Vogel zumindest einmal
wa¨hrend seiner Flugbahn so orientiert ist, dass man die Form gut erkennen kann. Auf
der anderen Seite gibt es auch Vo¨gel, wie in der unteren Reihe in Abb. 20, die entweder
zu klein oder zu weit weg sind, um wirklich einen sinnvollen Umriss zu erkennen. Kom-
biniert mit einer groben Entfernungsabscha¨tzung, wie in Kapitel 3.6 erkla¨rt, la¨sst sich
damit auch eine Abscha¨tzung fu¨r die Gro¨ße der Vo¨gel geben.
Funktioniert die Einteilung der Vo¨gel in verschiedene Klassen mit ausreichender statis-
tischer Signifikanz, muss die Einteilung mindestens fu¨r einen Datensatz mit einer ge-
nauen Sichtung durch Ornithologen am Schiff abgeglichen werden, um auszuschließen,
dass die Trennung der Vo¨gel in Klassen nicht beispielsweise zwischen nahen und fernen
Vo¨geln, sondern zwischen verschiedenen Spezies erfolgt. Eine Basis fu¨r die Erstellung
einer Ground Truth ist also notwendig. Im Gegensatz zu den bisherigen Berichten des
Alfred-Wegener-Instituts [21] ist fu¨r diese Verifikation allerdings eine genaue Dokumen-
tation der Sichtung (im besten Fall mit Richtung und gescha¨tzter Entfernung) und nicht
nur eine Aufza¨hlung der Gesamtzahl an Sichtungen notwendig. Dies ist natu¨rlich ein
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Abbildung 20: Beispiele fu¨r verschiedene Formen der Vo¨gel in den Datensa¨tzen. Die Da-
ten sind unterschiedlich stark skaliert, um die Vo¨gel immer in erkennbarer
Gro¨ße darzustellen. Die erste Reihe zeigt Vo¨gel, deren Umriss deutlich
erkennbar ist, wa¨hrend die Vo¨gel in der zweiten Reihe aus sehr wenigen
Pixeln bestehen oder unscharf erscheinen.
deutlicher Mehraufwand, der zumindest fu¨r einen kleinen Zeitraum zur U¨berpru¨fung
notwendig ist, welcher in meinen Augen jedoch sehr sinnvoll investiert wa¨re, da diese
Methode damit vielversprechende Ergebnisse liefern ko¨nnte.
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