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Abstract
The junction tree algorithm is a way of computing marginals of boolean multivariate proba-
bility distributions that factorise over sets of random variables. The junction tree algorithm first
constructs a tree called a junction tree who’s vertices are sets of random variables. The algorithm
then performs a generalised version of belief propagation on the junction tree. The Shafer-Shenoy
and Hugin architectures are two ways to perform this belief propagation that tradeoff time and
space complexities in different ways: Hugin propagation is at least as fast as Shafer-Shenoy prop-
agation and in the cases that we have large vertices of high degree is significantly faster. However,
this speed increase comes at the cost of an increased space complexity. This paper first introduces
a simple novel architecture, ARCH-1, which has the best of both worlds: the speed of Hugin prop-
agation and the low space requirements of Shafer-Shenoy propagation. A more complicated novel
architecture, ARCH-2, is then introduced which has, up to a factor only linear in the maximum
cardinality of any vertex, time and space complexities at least as good as ARCH-1 and in the
cases that we have large vertices of high degree is significantly faster than ARCH-1.
1 Introduction
The junction tree algorithm is a popular tool for the simultaneous computation of all marginals of
a multivariate probability distribution stored in a factored form. In this paper we consider the case
in which the random variables are boolean. The junction tree algorithm is a generalisation of belief
propagation [2] performed on a tree (called a junction tree) who’s vertices are sets of random vari-
ables. The Shafer-Shenoy [3] [1] and Hugin [8] [1] architectures are two variations of the junction tree
algorithm that trade off time and space complexities in different ways: Hugin propagation is faster
than Shafer-Shenoy propagation but at the cost of a greater space complexity. Large vertices of high
degree cause much inefficiency in both these architectures (especially in that of Shafer-Shenoy) and
it is the purpose of this paper to introduce novel architectures that perform better in these cases. In
order to tackle the problem of high-degree vertices, an algorithm was given in [6] for constructing a
binary junction tree on which Shafer-Shenoy propagation can then be performed. This method was
shown empirically to be faster than Hugin propagation (on a generic junction tree constructed in a
certain way) in [4]. The drawback of this method, however, is that it can require dramatically more
space than Shafer-Sheony propagation on a generic junction tree due to the maximum cardinality of
the intersection of two neighbouring vertices being large. It should also be noted that in [5] an ar-
chitecture was given that eliminated the redundant computations (caused by high-degree vertices) of
Shafer-Shenoy propagation. Again though, this architecture can have a dramatically increased space
complexity over that of Shafer-Shenoy propagation. In comparison, the architectures introduced in
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this paper tackle the problem of high degree vertices whilst retaining the low space complexity of
Shafer-Shenoy propagation (on a generic junction tree). Two novel architectures are introduced in
this paper: the first, ARCH-1, achieves the speed (up to a constant factor) of Hugin propagation and
has the low space requirements of Shafer-Shenoy propagation. ARCH-1 is very simple and serves as a
warm up to a more complicated architecture, ARCH-2, which (almost) has space and time complex-
ities at least as good as ARCH-1 and in the cases in which we have large vertices of high degree is
significantly faster than ARCH-1/Hugin. In the cases in which we have a large enough (relative to
the rest of the junction tree) vertex who’s degree is exponential (to some base greater than one) in its
cardinality then ARCH-2 has a polynomial saving in the time complexity over that of ARCH-1/Hugin:
i.e. there exists s < 1 such that a time of Θ(t) (for ARCH-1/Hugin) becomes a time of O(ts) (for
ARCH-2). The saving in time complexity in going from Shafer-Shenoy to Hugin/ARCH-1 is similar.
A more detailed description of the results of this paper is given in section 3 after the preliminary
definitions have been introduced and the junction tree algorithm has been described.
In this paper we assume that all basic operations such as arithmetic operations and memory reads/writes
take constant time. To ease the reader’s understanding, the algorithms given in sections 4 though 6
are sketches: to achieve the stated time complexities we must be able to find and store variables in
constant amortised time and space. The exact implementations that give the stated time and space
complexities are given in Section 8.
This paper is structured as follows: In Section 2 we give the preliminary definitions required by
the paper. In Section 3 we give an overview of the junction tree algorithm, a detailed overview of
the results of the paper and some technicalities relating to time/space complexities. In Section 4 we
describe the Shafer-Shenoy and Hugin architectures and analyse their complexities. In Section 5 we
describe the architecture ARCH-1 and analyse its complexity. In Section 6 we describe the architec-
ture ARCH-2 and analyse its complexity. In Section 7 we describe how to modify ARCH-2 such that
it can deal with zeros. In Section 8 we give the details of how to implement the algorithms introduced
in this paper.
2 Preliminaries
In this section we define the notation and concepts used in this paper except for that required ex-
clusively for the implementation details of the algorithms which are defined in Section 8. Also, the
notation J , S, F(C) and MH→C , as well as the notion of “sending” and “receiving” messages, is
defined in Algorithm 1.
2.1 Basic Notation
The symbol := is used for definition: e.g. x := y means “x is defined to be equal to y”. Given a ∈ N
we define Na to be equal to the set of the first a natural numbers: i.e. the set {1, 2, 3, ..., (a− 1), a}.
Given a set X we define P(X) to be the power-set of X : that is, the set of all subsets of X .
We now define the pseudo-code used in this paper: The left arrow, ←, denotes assignment: e.g.
a ← b indicates that the value b is computed and then assigned to the variable a. Function names
are written in bold with the input coming in brackets after the name. When the assignment symbol,
←, has a function on its right hand side it indicates that the function is run and the output of the
function is assigned to the variable on the left hand side: e.g. a ← function(b) indicates that the
function function is run with input b and its output is assigned to variable a. When the word “re-
turn” appears in the pseudo-code for a function it indicates that the function terminates and outputs
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the object coming after the word “return”.
2.2 Potentials
A binary labelling of a set X is a map from X into {0, 1}.
A potential on a set X is a map from P(X) into R+.
Given a potential Ψ on a set X we define σ(Ψ) := X .
Given a set X we define T (X) to be the set of all possible potentials on X .
Given a set X we define 1X to be the potential in T (X) that satisfies 1X(Z) := 1 for all Z ∈ P(X).
Note that a potential on a set X is equivalent to a map from all possible binary labellings of X
into the positive reals (which is the usual definition of a potential). The equivalence is seen by noting
that there is a bijecitive mapping from P(X) into the set of all possible binary labellings of X where
a subset Y of X maps to the labelling µY of X given by µY (x) := 1 for all x ∈ Y and µY (x) := 0 for
all x ∈ X \ Y . The operations in this paper are easier to describe when the domain of a potential is
a power-set, which is why we define potentials in this way.
Given a potential Ψ on a set X and a subset Y ⊆ X we define the Y -marginal, Ψ▽Y , of Ψ as the
potential in T (Y ) that satisfies, for all Z ∈ P(Y ):
Ψ▽Y (Z) :=
∑
U∈P(X):U∩Y=Z
Ψ(U) (1)
Note that, by above, Ψ may be equivalent to a probability distribution on binary labellings of X . If
this is the case then Ψ▽Y is equivalent to the marginalisation of that probability distribution onto Y .
Given sets X and Y and potentials Ψ ∈ T (X) and Φ ∈ T (Y ) we define the product, ΨΦ, of Ψ and
Φ as the potential in T (X ∪ Y ) that satisfies, for all Z ∈ P(X ∪ Y ):
[ΨΦ](Z) := Ψ(Z ∩X)Φ(Z ∩ Y ) (2)
We represent the product of multiple potentials by the
∏
symbol, as in the multiplication of numbers.
Given a set X and potentials Ψ,Φ ∈ T (X) we define the quotient, Ψ/Φ, of Ψ and Φ as the potential
in T (X) that satisfies, for all Z ∈ P(X):
[Ψ/Φ](Z) := Ψ(Z)/Φ(Z) (3)
The reason for the low space complexity of ARCH-2 is that, given a set X and a potential Φ ∈
T (X), we may not need to store the value of Φ(Y ) for every Y ∈ P(X). This encourages the following
definitions:
A set ζ of sets is a straddle-set if and only if, for every Z ∈ ζ and every Y ∈ P(Z) we have Y ∈ ζ.
Given a potential Φ and a straddle-set ζ ⊆ P(σ(Φ)), the sparse format, Φ•ζ , is the data-structure
that stores the value Φ(Y ) if and only if Y ∈ ζ.
Note that storing the sparse format Φ•ζ requires a space of only Θ(|ζ|).
ARCH-2 works with the notions of the p-dual, #Ψ, and the m-dual, %Ψ, of a potential Ψ. These
are defined in sections 6.1 and 6.2 respectively.
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2.3 Factorisations
Suppose we have a probability distribution P on the set of binary labellings of a set S. Then a set,
F , of potentials is a factorisation of P if and only if
⋃
Λ∈F σ(Λ) = S and for every binary labelling, µ
of S we have:
P(µ) ∝
[∏
Λ∈F
Λ
]
({x ∈ S : µ(x) = 1}) (4)
2.4 Junction Trees
Given a tree J we define V(J ) and E(J ) to be the vertex and edge set of J respectively. Also,
given a tree J and a vertex C ∈ V(J ) we define deg(C) and N (C) to be the degree (i.e. number
of neighbours) and neighbourhood (i.e. set of neighbours) of C in J respectively. When a tree J is
rooted we define, for a vertex C ∈ V(J ), ↑(C) and ↓(C) to be the parent of C and the set of children
of C respectively.
A junction tree, J , on a set S is a tree satisfying the following axioms:
• Every vertex of J is a subset of S.
•
⋃
V(J ) = S
• Given C,H ∈ V(J ) and some x ∈ S such that x ∈ C ∩H then x is a member of every vertex in
the path (in J ) from C to H .
The width of a junction tree is defined as the cardinality of its largest vertex.
3 The Junction Tree Algorithm
The goal of this paper is as follows: We have a probability distribution P on binary labellings, µ, of
a set S and a factorisation, F , of P. We wish to compute the marginal probability P(µ(x) = 1) for
every x ∈ S.
Note that the marginal P(µ(x) = 1) is equivalent to a potential ρx ∈ T (x) defined as ρx(∅) :=
P(µ(x) = 0) and ρx({x}) := P(µ(x) = 1).
The junction tree algorithm is a way of simultaneously computing the potentials ρx for every x ∈ S.
The algorithm has three stages: The junction tree construction stage, the message passing stage and
the computation of marginals stage:
Algorithm 1. The Junction Tree Algorithm:
1. Junction tree construction stage:
A junction tree J on S is constructed such that for all Λ ∈ F we have a vertex Λ+ ∈ V(J ) for
which σ(Λ) ⊆ Λ+. For every C ∈ V(J ) we define F(C) := {Λ ∈ F : Λ+ = C}.
2. Message passing stage:
For every ordered pair (C,E) of neighbouring vertices of J , we create and store a messageMC→E
which is a potential in T (C ∩ E). When such a message is created we say that C “sends” the
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message and E “receives” the message. The messages are defined recursively by the following
equation:
MC→E :=



 ∏
Λ∈F(C)
Λ



1C∩E ∏
H∈N (C)\{E}
MH→C




▽C∩E
(5)
3. Computation of marginals stage:
For every x ∈ S we compute the potential ρx from the messages. Specifically, for any vertex
C ∈ V(J ) with x ∈ C we have:
ρx =



 ∏
Λ∈F(C)
Λ



 ∏
H∈N (C)
MH→C




▽{x}
(6)
In the rest of the paper the symbols J , S, F(C) and MH→C , as well as the notion of “sending” and
“receiving” messages, are always defined as above.
In this paper we consider, in detail, the message passing stage of the junction tree algorithm:
We first review the Shafer-Shenoy and Hugin architectures that differ in how the messages are com-
puted. With Shafer-Shenoy propagation each vertex C contributes a time of
Θ
(
deg(C)(deg(C) + |F(C)|)2|C|
)
) to the message passing stage whilst with Hugin propagation each
vertex C contributes a time of Θ
(
(deg(C) + |F(C)|)2|C|
)
to the message passing stage. When we
have large vertices of high degree Hugin propagation is hence significantly faster than Shafer-Shenoy
propagation. However, this speed increase comes at a cost of a higher space complexity: whilst the
space complexity of Shafer-Shenoy propagation is only that required to store the factors and messages,
the Hugin architecture must store, for every vertex C, a potential ΨC ∈ T (C); meaning that the space
required is exponential (base 2) in the width of the junction tree.
We then describe, from a merger of the ideas behind Shafer-Shenoy and Hugin propagation, a simple,
novel architecture ARCH-1 which has (up to a constant factor) the best of both worlds: the speed of
Hugin propagation and the low space complexity of Shafer-Shenoy propagation.
The main idea behind ARCH-1, that of simultaneously computing many marginals of a factored po-
tential, then leads us into the novel architecture ARCH-2 which has (up to a factor linear in the
width of the junction tree) at least the time and space efficiency of ARCH-1 and is considerably faster
when we have large vertices of high degree. Specifically, each vertex C now contributes a time of
only O
(
|C|2|C|
)
to the message passing stage and, in addition to storing the factors and messages,
ARCH-2 requires a space of only O
(
maxC∈V(J ) |C|
((∑
H∈N (C) 2
|H∩C|
)
+
(∑
Λ∈F(C) 2
|σ(Λ)|
)))
.
We note that, although we don’t explicitly describe the computation of marginals stage, the ideas
behind ARCH-2 can be used to do this stage with time and space no greater than the message passing
stage of ARCH-2 . The details are left to the reader.
As stated in the introduction, to ease the reader’s understanding, the algorithms given in sections
4 though 6 are sketches: to achieve the stated time complexities we must be able to find and store
variables in constant amortised time and space. The exact implementations that give the stated time
and space complexities are given in Section 8.
We also note, that the auxiliary space required by the algorithms in this paper is an additive factor
of O(|S|) more than is stated since we must maintain an array of size |S| (see Section 8). However,
since O(|S|) is no greater than the space required to store the factors it is fine to neglect this.
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4 Shafer-Shenoy and Hugin Propagation
4.1 Shafer-Shenoy Propagation
In this subsection we describe and analyse the complexity of Shafer-Shenoy propagation. Shafer-
Shenoy propagation follows the following algorithm:
Algorithm 2. Outline of Shafer-Shenoy Propagation:
Given an ordered pair (C,E) of neighbouring vertices, once C has received messages from all vertices
in N (C) \ {E} the message MC→E is computed as:
MC→E ←



 ∏
Λ∈F(C)
Λ



1C∩E ∏
H∈N (C)\{E}
MH→C




▽C∩E
(7)
and is sent from C to E.
Note that the creation of a message in the above algorithm is an instance of the following operation
(where {D1, D2, ..., Dk} := {σ(Λ) : Λ ∈ F(C)} ∪ {C ∩H : H ∈ N (C)}):
Operation 3. We have a set C, subsets {D1, D2, ..., Dk} ⊆ P(C) and a subset W ⊆ C. For every
i ∈ Nk we have a potential Υi ∈ T (Di). We must compute
(∏k
i=1Υi
)▽W
.
If operation 3 is performed by firstly computing
∏k
i=1Υi and then marginalising it onto W it
requires an auxiliary space on Θ
(
2|C|
)
leading to a space requirement of at least Ω
(
maxH∈V(J ) 2
|H|
)
for the whole algorithm. Hence, we now give an algorithm that can be implemented to perform
operation 3 in a time of Θ
(
k2|C|
)
and which uses only constant auxiliary space:
Algorithm 4. For every Y ∈ P(W ) we maintain a variable h(Y ) ∈ R, initially set to zero.
For every Z ∈ P(C), in turn, we do the following:
h(Z ∩W )← h(Z ∩W ) +
k∏
i=1
Υi(Z ∩Di) (8)
Note that after we have performed the above for every Z ∈ P(C), the function h is equal to the
potential
(∏k
i=1Υi
)▽W
. We then output the potential h.
If algorithm 4 is used for performing operation 3 then the computation of each message MC→E
takes a time of Θ((deg(C) + |F(C)|)2|C|) and requires only constant auxiliary space. Hence, the
space complexity of the entire message passing algorithm is the space required to store the factors
and messages. Since each vertex C sends deg(C) messages, each vertex C contributes a time of
Θ(deg(C)(deg(C) + |F(C)|)2C) to the entire message passing algorithm.
4.2 Hugin Propagation
In this subsection we describe and analyse the complexity of Hugin propagation:
Hugin propagation stores the following potentials: For every vertex C ∈ V(J ) we have a potential
ΓC ∈ T (C) initialised to be equal to 1C
∏
Λ∈F(C)Λ. For every edge {C,E} ∈ E(J ) we have a potential
Ψ{C,E} ∈ T (C ∩ E) initialised equal to 1C∩E . Hugin propagation follows the following algorithm:
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Algorithm 5. Hugin Propagtion:
Given an ordered pair (C,E) of neighbouring vertices, once C has received messages from all vertices
in N (C) \ {E}, it sends a message to E via the following algorithm:
1. Set Ψold{C,E} ← Ψ{C,E}
2. Set Ψ{C,E} ← ΓC
▽C∩E
3. Set MC→E ← Ψ{C,E}/Ψ
old
{C,E}
4. Set ΓE ←MC→EΓE
Note that the time required by a vertex C to pass a message to a neighbour E is Θ(2|C|+2|E|). Since
each vertex C sends and receives a message to/from each of its neighbours, and since the potential
ΓC takes a time of Θ(|F(C)|2
|C|) to initialise, we have that C contributes a time of Θ((deg(C) +
|F(C)|)2|C|) to the entire message passing algorithm. Note then that Hugin propagation is faster than
Shafer-Shenoy propagation. The drawback, however, is that storing, for each vertex C, the potential
ΨC has a space requirement of Θ(2
|C|). This leads to a total space requirement of Θ(
∑
C∈V(J ) 2
|C|)
which can be significantly more (and never less) than that of Shafer-Shenoy propagation.
Given a vertex C ∈ V(J ), if the potential ΓC is initialised by combining (via multiplication) the
factors in F(C) on a binary basis (as is described in [9]) then the initialisation time of ΓC can be
less than Θ
(
|F(C)|2|C|
)
so the time complexity of Hugin propagation can be reduced. However, each
vertex still contributes a time of at least Ω
(
deg(C)2|C|
)
so if the degree of a vertex is greater than the
number of associated factors then combining factors on a binary basis does not speed up this time by
more than a constant factor. In addition, this faster version of Hugin propagation is still never faster
than ARCH-2 by more than a logarithmic factor and when we have large vertices of high degree is
still significantly slower than ARCH-2.
5 ARCH-1
In this section we describe the architecture ARCH-1 which has (up to a constant factor) the speed of
Hugin propagation and the low space complexity of Shafer-Shenoy propagation. The reason for the
low time/space complexity is that many marginals are computed simultaneously from a factored po-
tential using a merger of the ideas behind Shafer-Shenoy and Hugin propagation: an algorithm similar
to Algorithm 4 and the division idea of the Hugin architecture. Like Shafer-Shenoy propagation we
store only the messages.
ARCH-1 selects a vertex R as the root of J and then (as is often in the description of Hugin and
Shafer-Shenoy propagation) has two phases: the inward phase, in which messages are passed up the
tree to the root and the outward phase, in which messages are passed down the tree from the root to
the leaves. We first sketch an outline of ARCH-1 (which is also an outline of ARCH-2) before going
into the details:
Algorithm 6. Outline of ARCH-1/ARCH-2:
The algorithm has two phases: First the inward phase and then the outward phase.
1. Inward phase: For every vertex C ∈ V(J ) \ {R}, once C has received messages from all its
children, it sends a message to its parent as follows:
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(a) The message MC→↑(C) is computed as:
MC→↑(C) ←



 ∏
Λ∈F(C)
Λ



1C∩↑(C) ∏
H∈↓(C)
MH→C




▽C∩↑(C)
(9)
and is sent from C to ↑(C).
2. Outward phase: For every vertex C ∈ V(J ), once C has received messages from all its neigh-
bours, it sends messages to all its children as follows:
(a) For every E ∈ ↓(C), simultaneously, the potential M ′E (in T (C ∩ E)) is computed as:
M ′E ←



 ∏
Λ∈F(C)
Λ



 ∏
H∈N (C)
MH→C




▽C∩E
(10)
(b) For every E ∈ ↓(C) the message MC→E is computed as:
MC→E ←M
′
E/ME→C (11)
and is sent to E.
We now prove the correctness of Algorithm 6: i.e. that the messages are equal to those defined in
Stage 2 of Algorithm 1.
Consider first the inward phase: Since Equation 9 is the same as Equation 5 we have, by induc-
tion up J from the leaves to the root, that MC→↑(C) is correctly computed for every C ∈ V(J )\ {R}.
Consider next the outward phase: We prove, by induction on C down J from the root to the leaves,
that MC→E is correctly computed for all E ∈ ↓(C). By the inductive hypothesis and the result above
that MH→C is correctly computed for every H ∈ ↓(C) we have that MH→C is correctly computed for
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every H ∈ N (C). Hence for all E ∈ ↓(C) and all Y ∈ P(E) we have:
M ′E(Y ) =



 ∏
Λ∈F(C)
Λ



 ∏
H∈N (C)
MH→C




▽C∩E
(Y ) (12)
=



 ∏
Λ∈F(C)
Λ

1C∩E

 ∏
H∈N (C)
MH→C




▽C∩E
(Y ) (13)
=
∑
Z∈P(C):Z∩C∩E=Y



 ∏
Λ∈F(C)
Λ

1C∩E

 ∏
H∈N (C)
MH→C



 (Z) (14)
=
∑
Z∈P(C):Z∩C∩E=Y
ME→C(Z ∩C ∩ E)



 ∏
Λ∈F(C)
Λ

1C∩E

 ∏
H∈N (C)\{E}
MH→C



 (Z)
(15)
=
∑
Z∈P(C):Z∩C∩E=Y
ME→C(Y )



 ∏
Λ∈F(C)
Λ

 1C∩E

 ∏
H∈N (C)\{E}
MH→C



 (Z) (16)
=ME→C(Y )
∑
Z∈P(C):Z∩C∩E=Y



 ∏
Λ∈F(C)
Λ

 1C∩E

 ∏
H∈N (C)\{E}
MH→C



 (Z) (17)
=ME→C(Y )



 ∏
Λ∈F(C)
Λ



 ∏
H∈N (C)\{E}
MH→C




▽C∩E
(Y ) (18)
=ME→C(Y )MC→E(Y ) (19)
and hence [M ′E/ME→C ](Y ) = MC→E(Y ) so M
′
E/ME→C = MC→E which proves that the inductive
hypothesis holds for C
Note that Step 1a and Step 2a of Algorithm 6 can be solved by instances of the following operation
(where {D1, D2, ..., Dk} := {σ(Λ) : Λ ∈ F(C)} ∪ {C ∩H : H ∈ N (C)}):
Operation 7. We have, as input, a set C, and subsets {D1, D2, ..., Dk} ⊆ P(C) with
⋃k
i=1Di = C.
For every i ∈ Nk we have, as input, a potential Υi ∈ T (Di).
Define Γ :=
∏k
i=1Υi and for every i ∈ Nk define Ψi := Γ
▽Di .
We must compute Ψi for every i ∈ Nk.
ARCH-1 computes operation 7 via the following algorithm, which can be implemented in a time
of Θ(k2|C|) using only constant auxiliary space:
Algorithm 8. For every i ∈ Nk and every Y ∈ P(Di) we maintain a variable hi(Y ) ∈ R initially set
equal to zero.
For every Z ∈ P(C), in turn, we do the following:
1. Set α←
∏k
i=1Υi(Z ∩Di)
2. For all i ∈ Nk set hi(Z ∩Di)← hi(Z ∩Di) + α.
Note that after we have performed the above for every Z ∈ P(C), the function hi is a potential in
T (Di). We then output, for every i ∈ Nk, Ψi ← hi.
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The correctness of Algorithm 8 is seen immediately by noting that at the end of the algorithm we
have, for all i ∈ Nk and Y ∈ P(Di):
hi(Y ) =
∑
[Z∈P(C):Z∪Di=Y ]
k∏
i=1
Υi(Z ∩Di) (20)
=
∑
Z∈P(C):Z∪Di=Y
[
k∏
i=1
Υi
]
(Z) (21)
=
∑
Z∈P(C):Z∪Di=Y
Γ(Z) (22)
= Γ▽Di(Y ) (23)
= Ψi(Y ) (24)
where Γ is as in the statement of operation 7.
Note that, for every vertex C, Operation 7 is called twice (once during the inward phase and once
during the outward phase), each time taking a time, under Algorithm 8, of Θ((deg(C)+ |F(C)|)2|C|).
Each vertex C hence contributes a time of Θ((deg(C)+|F(C)|)2|C|) to the time complexity of the whole
message passing algorithm. ARCH-1 hence has the same time complexity as Hugin propagation. Like
Shafer-Shenoy propagation, the space required by ARCH-1 is only that required to store the factors
and messages.
In Section 8.3 we show how, by caching various quantities, we can, whilst keeping the same space
requirements, speed up Algorithm 8 to take a time of only Θ
(∑|C|
i=1 |{j : yi ∈ Dj}|2
i
)
where {yj :
j ∈ N|C|} := C. In order be free to choose the ordering (y1, y2, ..., y|C|) of C that minimises this
time we require an additional time of Θ
(∑k
i=1 |Di|2
|Di|
)
. However, even this faster implementation
of ARCH-1 may still be significantly slower than ARCH-2 and will never be faster by more than a
logarithmic factor.
6 ARCH-2
We now describe the architecture ARCH-2. The time and space complexities of ARCH-2 are always
(up to a factor that is linear in the width of J ) at least as good as those of ARCH-1. In cases in
which we have large vertices of high degree ARCH-2 is significantly faster than ARCH-1/Hugin.
Specifically, each vertex C contributes a time of only Θ(|C| exp |C|) to ARCH-2 and, in addition
to storing the factors and messages, ARCH-2 requires a space of only
O
(
maxC∈V(J ) |C|
((∑
H∈N (C) 2
|H∩C|
)
+
(∑
Λ∈F(C) 2
|σ(C)
)))
.
ARCH-2 proceeds similarly to ARCH-1, using Operation 7 to do steps 1a and 2a of Algorithm 6.
The only difference between ARCH-2 and ARCH-1 is how Operation 7 is computed. The algorithm
for performing Operation 7 is based upon the concepts of the p-dual and the m-dual of a potential.
We first give a definition of the duals and the required theory surrounding them.
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6.1 The p-Dual
In this subsection we introduce the p-dual and the required theory surrounding it. We first define the
p-dual of a potential:
Definition 9. The p-dual:
Given a set X and a potential Φ ∈ T (X), the p-dual, #Φ, of Φ is the potential in T (X) that
satisfies, for every Y ∈ P(X):
#Φ(Y ) =
∏
Z∈P(Y )
Φ(Z)(−1)
|Z|
(25)
The next theorem will assist us in the the recovery of potential from its p-dual
Theorem 10. Suppose we have a set X, an element x ∈ X and a potential Φ ∈ T (X). Define Φ−
and Φ+ to be the potentials in T (X \ {x}) that satisfy, for every Z ∈ P(X \ {x}), Φ−(Z) := Φ(Z)
and Φ+(Z) := Φ(Z ∪ {x}). For every Y ∈ P(X \ {x}) we have the following:
1. #Φ−(Y ) = #Φ(Y )
2. #Φ+(Y ) = #Φ(Y )/#Φ(Y ∪ {x})
Proof. 1.
#Φ−(Y ) =
∏
Z∈P(Y )
Φ−(Z)
(−1)|Z| (26)
=
∏
Z∈P(Y )
Φ(Z)(−1)
|Z|
(27)
= #Φ(Y ) (28)
2.
#Φ+(Y ) =
∏
Z∈P(Y )
Φ+(Z)
(−1)|Z| (29)
=
∏
Z∈P(Y )
Φ(Z ∪ {x})(−1)
|Z|
(30)
=
∏
U∈P(Y ∪{x}:x∈U)
Φ(U)(−1)
|U|−1
(31)
=

 ∏
U∈P(Y ∪{x}:x∈U)
Φ(U)(−1)
|U|


−1
(32)
=

 ∏
U∈P(Y ∪{x})\P(Y )
Φ(U)(−1)
|U|


−1
(33)
=

 ∏
U∈P(Y )
Φ(U)(−1)
|U|



 ∏
U∈P(Y ∪{x})
Φ(U)(−1)
|U|


−1
(34)
=
#Φ(Y )
#Φ(Y ∪ {x})
(35)
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From Theorem 10 we get the following theorem, which will aid us in the construction of a p-dual.
Theorem 11. Suppose we have a set X, an element x ∈ X and a potential Φ ∈ T (X). Define Φ−
and Φ+ to be the potentials in T (X \ {x}) that satisfy, for every Z ∈ P(X \ {x}), Φ−(Z) := Φ(Z)
and Φ+(Z) := Φ(Z ∪ {x}). For every Y ∈ P(X \ {x}) we have the following:
1. #Φ(Y ) = #Φ−(Y )
2. #Φ(Y ∪ {x}) = #Φ−(Y )/#Φ+(Y )
Proof. The result comes from solving the equations of Theorem 10 for #Φ(Y ) and #Φ(Y ∪ {x})
We next show that the p-dual of a product of potentials with the same domain is the product of
the p-duals of the potentials:
Lemma 12. Given a set X and potentials Φ,Φ′ ∈ T (X), we have #(Φ′Φ) = (#Φ′)(#Φ)
Proof. For any Y ∈ P(X) we have:
#[Φ′Φ](Y ) =
∏
Z∈P(Y )
[Φ′Φ](Z)(−1)
|Z|
(36)
=
∏
Z∈P(Y )
[Φ′(Z)Φ(Z)](−1)
|Z|
(37)
=
∏
Z∈P(Y )
Φ′(Z)(−1)
|Z|
Φ(Z)(−1)
|Z|
(38)
=

 ∏
Z∈P(Y )
Φ′(Z)(−1)
|Z|



 ∏
Z∈P(Y )
Φ′(Z)(−1)
|Z|

 (39)
= [#Φ′(Y )][#Φ(Y )] (40)
With the aid of the following lemma we will show how to compute the p-dual of the product of
small potentials:
Lemma 13. Given a set X, a set Y ⊆ X, and a potential Φ ∈ T (Y ), let Φ′ be the potential in T (X)
that satisfies, for all Z ∈ P(X), Φ′(Z) := Φ(Z ∩ Y ). Then given U ∈ P(X) we have:
1. If U ⊆ Y then #Φ′(U) = #Φ(U)
2. If U * Y then #Φ′(U) = 1
Proof. 1.
#Φ′(U) =
∏
Z∈P(U)
Φ′(Z)(−1)
|Z|
(41)
=
∏
Z∈P(U)
Φ(Z ∩ Y )(−1)
|Z|
(42)
=
∏
Z∈P(U)
Φ(Z)(−1)
|Z|
(43)
= #Φ(U) (44)
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2. We have U \ Y 6= ∅ so choose some v ∈ U \ Y . We then have:
#Φ′(U) =
∏
Z∈P(U)
Φ′(Z)(−1)
|Z|
(45)
=
∏
W∈P(U\{v})
Φ′(W )(−1)
|W |
Φ′(W ∪ {v})(−1)
|W∪{v}|
(46)
=
∏
W∈P(U\{v})
Φ(W ∩ Y )(−1)
|W |
Φ((W ∪ {v}) ∩ Y )(−1)
|W∪{v}|
(47)
=
∏
W∈P(U\{v})
Φ(W ∩ Y )(−1)
|W |
Φ(W ∩ Y )(−1)
|W∪{v}|
(48)
=
∏
W∈P(U\{v})
Φ(W ∩ Y )(−1)
|W |
Φ(W ∩ Y )(−1)
|W |+1
(49)
=
∏
W∈P(U\{v})
Φ(W ∩ Y )(−1)
|W |
Φ(W ∩ Y )−(−1)
|W |
(50)
=
∏
W∈P(U\{v})
Φ(W ∩ Y )(−1)
|W |−(−1)|W |
(51)
=
∏
W∈P(U\{v})
Φ(W ∩ Y )0 (52)
= 1 (53)
Theorem 14. Suppose we have a set X, subsets {Yi : i ∈ Nk} ⊆ P(X) such that
⋃
{Yi : i ∈ Nk} = X
and potentials {Φi : i ∈ Nk} such that Φi ∈ T (Yi). Then for every U ∈ P(X) we have:
#
[
k∏
i=1
Φi
]
(U) =
∏
i:U⊆Yi
#Φi(U) (54)
Proof. For i ∈ Nk let Φ′i be the potential in T (X) that satisfies, for all Z ∈ P(X), Φ
′(Z) := Φ(Z ∩Y ).
Then we have:
#
[
k∏
i=1
Φi
]
(U) = #
[
k∏
i=1
Φ′i
]
(U) (55)
=
k∏
i=1
#Φ′i(U) (56)
=

 ∏
i:U⊆Yi
#Φ′i(U)



 ∏
i:U 6⊆Yi
#Φ′i(U)

 (57)
=

 ∏
i:U⊆Yi
#Φi(U)



 ∏
i:U 6⊆Yi
1

 (58)
=
∏
i:U⊆Yi
#Φi(U) (59)
Where equation 56 comes from lemma 12 and equation 58 comes from lemma 13.
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6.2 The m-Dual
In this subsection we introduce the m-dual and the required theory surrounding it. The m-dual was
defined in [7] under the name of “inclusion-exclusion format” but was used in a very different way.
We first define the m-dual of a potential:
Definition 15. The m-dual:
Given a set X and a potential Φ ∈ T (X), the m-dual, %Φ, of Φ is the potential in T (X) that
satisfies, for every Y ∈ P(X):
%Φ(Y ) =
∑
Z∈P(X):Y⊆Z
Φ(Z) (60)
The following theorem will be useful in the construction of an m-dual:
Theorem 16. Suppose we have a set X, an element x ∈ X and a potential Φ ∈ T (X). Define Φ−
and Φ+ to be the potentials in T (X \ {x}) that satisfy, for every Z ∈ P(X \ {x}), Φ−(Z) := Φ(Z)
and Φ+(Z) := Φ(Z ∪ {x}). For every Y ∈ P(X \ {x}) we have the following:
1. %Φ(Y ) = %Φ−(Y ) + %Φ+(Y )
2. %Φ(Y ∪ {x}) = %Φ+(Y )
Proof. 1.
%Φ(Y ) =
∑
Z∈P(X):Y⊆Z
Φ(Z) (61)
=

 ∑
Z∈P(X):Y⊆Z,x/∈Z
Φ(Z)

+

 ∑
Z∈P(X):Y⊆Z,x∈Z
Φ(Z)

 (62)
=

 ∑
Z∈P(X\{x}):Y⊆Z
Φ(Z)

+

 ∑
Z∈P(X):Y⊆Z,x∈Z
Φ(Z)

 (63)
=

 ∑
Z∈P(X\{x}):Y⊆Z
Φ(Z)

+

 ∑
U∈P(X\{x}):Y⊆U
Φ(U ∪ {x})

 (64)
=

 ∑
Z∈P(X\{x}):Y⊆Z
Φ−(Z)

+

 ∑
U∈P(X\{x}):Y⊆U
Φ+(U)

 (65)
= %Φ−(Y ) + %Φ+(Y ) (66)
where Equation 64 comes from setting U := Z \ {x} in the right-hand sum
2.
%Φ(Y ∪ {x}) =
∑
Z∈P(X):Y ∪{x}⊆Z
Φ(Z) (67)
=
∑
U∈P(X\{x}):Y⊆U
Φ(U ∪ {x}) (68)
=
∑
U∈P(X\{x}):Y⊆U
Φ+(U) (69)
= %Φ+(Y ) (70)
where Equation 68 comes from setting U := Z \ {x}.
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From Theorem 16 we get the following theorem, which will be useful in converting an m-dual back
to the original potential:
Theorem 17. Suppose we have a set X, an element x ∈ X and a potential Φ ∈ T (X). Define Φ−
and Φ+ to be the potentials in T (X \ {x}) that satisfy, for every Z ∈ P(X \ {x}), Φ−(Z) := Φ(Z)
and Φ+(Z) := Φ(Z ∪ {x}). For every Y ∈ P(X \ {x}) we have the following:
1. %Φ−(Y ) = %Φ(Y )−%Φ(Y ∪ {x})
2. %Φ+(Y ) = %Φ(Y ∪ {x})
Proof. The result comes from solving the equations of Theorem 16 for %Φ−(Y ) and %Φ+(Y )
We next show how marginals are computed when working with m-duals:
Theorem 18. Suppose we have sets X and Y with Y ⊆ X and a potential Φ ∈ T (X). Then for
every Z ∈ P(Y ) we have:
%
[
Φ▽Y
]
(Z) = %Φ(Z) (71)
Proof.
%
[
Φ▽Y
]
(Z) =
∑
U∈P(Y ):Z⊆U
Φ▽Y (U) (72)
=
∑
[U∈P(Y ):Z⊆U ]
∑
[W∈P(X):W∩Y=U ]
Φ(W ) (73)
Note that if we have U,U ′ ∈ P(Y ) with U 6= U ′ and we have W,W ′ ∈ P(X) with W ∩ Y = U and
W ′ ∩Y = U ′ then W ∩Y 6=W ′ ∩Y so W 6=W ′. Hence, each W is the (double) is counted only once.
Suppose we have W ∈ P(X) with Z ⊆ W . Then if U := W ∩ Y then since Z ⊆ Y and Z ⊆ W we
have Z ⊆ U so W is included in the (double) sum.
Now suppose W is included in the (double) sum. Then there exists a U ∈ P(Y ) with Z ⊆ U such
that W ∩ Y = U . Hence Z ⊆W ∩ Y so Z ⊆W .
Hence, for each W ∈ P(X), W is contained in the (double) sum if and only if Z ⊆ W and so since,
by above, each such W is counted only once in the (double) sum we have:
%
[
Φ▽Y
]
(Z) =
∑
[U∈P(Y ):Z⊆U ]
∑
[W∈P(X):W∩Y=U ]
Φ(W ) (74)
=
∑
W∈P(X):Z⊆W
Φ(W ) (75)
= %Φ(Z) (76)
6.3 Functions for Manipulating Potentials
We now describe the functions used by ARCH-2. The functions are transform1 which transforms
a potential into its p-dual, product which computes the product of potentials when working with
p-duals, transform2 which transforms the p-dual of a potential (in a sparse format) into the m-dual
of the potential (in a sparse format), marginalise which computes marginals of a potential while
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working with m-duals, and transform3 which transforms the m-dual of a potential back to the orig-
inal potential.
The functions transform1, transform2 and transform3 all rest on the observation that, given
a potential Φ with σ(Φ) = ∅, we have %Φ = #Φ = Φ.
In the description of the functions transform1, transform2 and transform3, Φ− and Φ+ are
defined from Φ and x as in the statements of theorems 10, 11, 16 and 17: i.e. Φ− and Φ+ are
the potentials in T (σ(Φ) \ {x}) that satisfy, for every Z ∈ P(σ(Φ) \ {x}), Φ−(Z) := Φ(Z) and
Φ+(Z) := Φ(Z ∪ {x})
For a detailed description of how to implement these functions so they have the stated time and
space complexities see section 8.4 (which is based on notation and algorithms given earlier in section
8)
We first describe the recursive function transform1:
• The function takes, as input, a potential Φ
• The function outputs the p-dual, #Φ, of Φ.
• The algorithm can be implemented to take a time of Θ
(
|σ(Φ)|2|σ(Φ)|
)
and to require Θ
(
2|σ(Φ)|
)
auxiliary space. This is proved immediately by induction over |σ(Φ)|.
• The correctness of the algorithm comes directly from Theorem 11, using induction over |σ(Φ)|.
Algorithm 19. transform1(Φ):
If σ(Φ) = ∅ then return Φ. Else, perform the following:
1. Choose x ∈ σ(Φ).
2. For each Z ∈ P(σ(Φ) \ {x}) set Φ−(Z)← Φ(Z) and Φ+(Z)← Φ(Z ∪ {x}). Note that Φ− and
Φ+ are now potentials in T (σ(Φ) \ {x}).
3. Set #Φ− ←transform1(Φ−) and #Φ+ ←transform1(Φ+).
4. For each Y ∈ P(σ(Φ) \ {x}) set #Φ(Y )← #Φ−(Y ) and #Φ(Y ∪ {x})← #Φ−(Y )/#Φ+(Y )
5. Return #Φ.
We now describe the function product:
• The function takes, as input, a set {#Υi : i ∈ Nk} of p-duals of potentials Υi.
• The function outputs the sparse format [#Γ]•ζ where ζ =
⋃k
i=1{P(σ(Υi))} and Γ =
∏k
i=1Υi.
It is the case that for all Z ∈ σ(Γ) with Z /∈ ζ we have #Γ(Z) = 1.
• The algorithm can be implemented to take a time of O
(
2|
⋃
k
i=1
σ(Υi)| +
∑k
i=1 2
|σ(Υi)|
)
and to
require Θ(|ζ|) auxiliary space.
• The correctness of the algorithm comes directly from Theorem 14.
Algorithm 20. product({#Υi : i ∈ Nk}):
1. Let ζ ←
⋃k
i=1{P(σ(#Υi))}
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2. For each Z ∈ ζ set #Γ(Z)←
∏
i∈Nk:Z⊆σ(Υi)
#Υi(Z).
3. Return [#Γ]
•ζ
We now describe the recursive function transform2:
• The function takes, as input, a sparse format, [#Φ]•ζ , of the p-dual of a potential Φ where ζ is
a straddle-set such that, for all Z ∈ σ(Φ) with Z /∈ ζ, we have #Φ(Z) = 1.
• The function outputs the sparse format, [%Φ]•ζ , of the m-dual of Φ.
• The algorithm can be implemented to take a time of O(|σ(Φ)|2|σ(Φ|)) and to require a space of
only O(|σ(Φ)||ζ|). This is proved immediately by induction over |σ(Φ)|, noting that for x ∈ σ(Φ)
we have that |{U ∈ ζ : x /∈ U}| ≤ |ζ|.
• The correctness of the algorithm comes directly from theorems 10 and 16, using induction over
|σ(Φ)|
Algorithm 21. transform2([#Φ]
•ζ
):
If σ(#Φ) = ∅ then return Φ. Else, perform the following:
1. Choose x ∈ σ(Φ)
2. Set ϑ← {U ∈ ζ : x /∈ U}
3. For each Y ∈ ϑ set #Φ−(Y )← #Φ(Y )
4. For each Y ∈ ϑ do the following:
If Y ∪ {x} ∈ ζ then set #Φ+(Y )← #Φ(Y )/#Φ(Y ∪ {x}). Else set #Φ+(Y )← #Φ(Y )
5. Set [%Φ−]
•ϑ ← transform2([#Φ−]
•ϑ) and [%Φ+]
•ϑ ← transform2([#Φ+]
•ϑ)
6. For each Y ∈ ϑ set %Φ(Y )← %Φ−(Y ) + %Φ+(Y ) and %Φ(Y ∪ {x})← %Φ+(Y )
7. Return [%Φ]
•ζ
We now describe the function marginalise:
• The function takes, as input, a sparse format [%Γ]•ζ of the m-dual of a potential Γ as well as a
set {Di : i ∈ Nk}) where ζ =
⋃k
i=1 P(Di).
• The function outputs the set of potentials {%Ψi : i ∈ Nk} where, for every i ∈ Nk, Ψi := Γ▽Ui .
• The algorithm can be implemented to take a time of Θ
(∑k
i=1 2
|Di|
)
and to require Θ(|ζ|)
auxiliary space.
• The correctness of the algorithm comes directly from Theorem 18
Algorithm 22. marginalise([%Γ]
•ζ
, {Di : i ∈ Nk}):
1. For every Z ∈ ζ perform the following:
For every i ∈ Nk with Z ⊆ Di set %Ψi(Z)← %Γ(Z)
2. Return {%Ψi : i ∈ Nk}
We now describe the recursive function transform3:
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• The function that takes as input the m-dual, %Φ, of a potential Φ.
• The function outputs the potential Φ.
• The algorithm can be implemented to take a time of Θ
(
|σ(Φ)|2|σ(Φ)|
)
and to require Θ
(
2|σ(Φ)|
)
auxiliary space. This is proved immediately by induction over |σ(Φ)|
• The correctness of the algorithm comes directly from Theorem 17, using induction over |σ(Φ)|.
Algorithm 23. transform3(%Φ):
If σ(%Φ) = ∅ then return Φ. Else, perform the following:
1. Choose x ∈ σ(Φ).
2. For each Y ∈ P(σ(Φ)\{x}) set %Φ−(Y )← %Φ(Y )−%Φ(Y ∪{x}) and %Φ+(Y )← %Φ(Y ∪{x}).
Note that %Φ− and %Φ+ are now m-duals of potentials in T (σ(Φ) \ {x}).
3. Set Φ− ←transform3(%Φ−) and Φ+ ←transform3(%Φ+).
4. For each Y ∈ P(σ(Φ) \ {x}) set Φ(Y )← Φ−(Y ) and Φ(Y ∪ {x})← Φ+(Y )
5. Return Φ.
6.4 Performing Operation 7
As stated at the start of the section, the only difference between ARCH-1 and ARCH-2 is the way
that Operation 7, used to do steps 1a and 2a of Algorithm 6, is performed.
In this subsection let C, k, Di, Υi, Γ and Ψi be as in the description of Operation 7. That is: C is
a set. D1, ..., Dk are subsets of C with
⋃k
i=1Di = C. Υi is a potential in T (Di). Γ :=
∏k
i=1Υi and
Ψi := Γ
▽Di . The goal of Operation 7 is to compute Ψi for every i ∈ Nk.
ARCH-2 performs Operation 7 via the following algorithm:
Algorithm 24. Performing operation 7:
1. For every i ∈ Nk set #Υi ← transform1(Υi)
2. Set [#Γ]
•ζ ← product({#Υi : i ∈ Nk})
3. Set [%Γ]•ζ ← transform2([#Γ]•ζ)
4. Set {%Ψi : i ∈ Nk} ←marginalise([%Γ]
•ζ
, {Di : i ∈ Nk})
5. For every i ∈ Nk set Ψi ← transform3(%Ψi) and return Ψi
To summarise, Algorithm 24 does the following: First the potentials Υi are converted into their
p-duals. From these p-duals, the p-dual of the product, Γ, of the potentials Υi is computed and stored
in a sparse format. From this potential, a sparse format of the m-dual of Γ is computed and is then
used to compute the m-duals of the Di-marginals, Ψi, of Γ. These m-duals are then converted into
the potentials Ψi.
The correctness of the Algorithm 24 is proved as follows: lines 1 and 5 are cleary valid by the
descriptions of the functions transform1 and transform3. Since Γ =
∏k
i=1Υi line 2 is valid. Note
that, since by line 2, ζ =
⋃k
i=1 P(σ(#Υi)), ζ is a straddle set. Hence, since by line 2 it is true
that for all Y ∈ P(C) with Y /∈ ζ we have #Γ(Y ) = 1, line 3 is valid. Since, by line 2 we have
ζ =
⋃k
i=1 P(σ(#Υi)) =
⋃k
i=1 P(Di), line 4 is valid.
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6.5 Time and Space Complexity
We now derive the time complexity of Algorithm 24 and use it to calculate the time complexity of
ARCH-2:
Lines 1 and 5 of Algorithm 24 take a time of Θ
(∑k
i=1 |Di|2
|Di|
)
. Lines 2 and 4 take a time of
O
(
2|C| +
∑k
i=1 |Di|2
|Di|
)
. Line 3 takes a time of O
(
|C|2|C|
)
. The total time complexity of Algorithm
24 is hence O
(
|C|2|C| +
∑k
i=1 |Di|2
|Di|
)
Hence Equation 9 and Step 2a of algorithm 6 both take a time of:
O

|C|2|C| +

 ∑
H∈N (C)
|H ∩C|2|H∩C|

+

 ∑
Λ∈F(C)
|Λ|2|Λ|



 (77)
=O

|C|2|C| +

|↑(C) ∩ C|2|↑(C)∩C| + ∑
H∈↓(C)
|H ∩ C|2|H∩C|

+

 ∑
Λ∈F(C)
|Λ|2|Λ|



 (78)
⊆O

|C|2|C| +

|C|2|C| + ∑
H∈↓(C)
|H ∩ C|2|H∩C|

+

 ∑
Λ∈F(C)
|Λ|2|Λ|



 (79)
=O

|C|2|C| +

 ∑
H∈↓(C)
|H ∩ C|2|H∩C|

+

 ∑
Λ∈F(C)
|Λ|2|Λ|



 (80)
⊆O

|C|2|C| +

 ∑
H∈↓(C)
|H |2|H|

+

 ∑
Λ∈F(C)
|Λ|2|Λ|



 (81)
We call this time complexity the “computation time at C”. Note that every vertex H contributes
O(|H |2|H|) to the computation time at H , a time of O(|H |2|H|) to the computation time at ↑(H) (if
it exists), and no time to computation time at any other vertex. Each vertex H hence contributes a
total time of O(|H |2|H|) to the running time of ARCH-2. In addition, by Equation 81 we have that
each factor Λ contributes a time of O
(
|σ(Λ)|2|σ(Λ)|
)
to the running time of ARCH-2.
Note that the total running time of ARCH-2 is, up to a logarithmic factor, no worse than that of
ARCH-1 (and Hugin propagation), and in cases where we have large vertices of high degree ARCH-2
is much faster than ARCH-1 (and Hugin propagation).
We now derive the space complexity of ARCH-2:
The auxiliary space requirement of Algorithm 24 is the maximum space required by any of the
functions which is O (|C||ζ|) ⊆ O
(
|C|
⋃k
i=1 2
|Di|
)
. Hence equation 9 and step 2a of algorithm 6
both require an auxiliary space of O
(
|C|
((∑
H∈N (C) 2
|H∩C|
)
+
(∑
Λ∈F(C) 2
|σ(C)
)))
. This im-
plies that, in addition to storing the messages and factors, ARCH-2 has a space requirement of
only O
(
maxC∈V(J ) |C|
((∑
H∈N (C) 2
|H∩C|
)
+
(∑
Λ∈F(C) 2
|σ(Λ)|
)))
. Hence, the space requirement
of ARCH-2 is not greater than that of ARCH-1 (and Shafer-Shenoy propagation) by more than a
factor that is linear in width of the junction tree (and since this factor is logarithmic in the time
complexity of the algorithm it is negligible).
7 Incorporating Zeros
So far we have only considered potentials that map into the positive reals. We now show how to
generalise so that the codomain of a potential can be R+ ∪ {0}. In [1] the concept of a zero-concious
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number is introduced to do this with Hugin propagation (for a wider range of queries). However, to
work with ARCH-2 we need a slightly different object:
Definition 25. MZC (multi-zero conscious) number:
• An MZC number is a pair (a, i) ∈ R+ × Z.
• The product, (a, i)× (b, j), of two MZC numbers, (a, i) and (b, j), is defined to be equal to (c, k)
where c = ab and k = i+ j.
• For two MZC numbers (a, i) and (b, j) we define (a, i)/(b, j) := (a, i)× (1/b,−j).
• The sum, (a, i) + (b, j), of two MZC numbers, (a, i) and (b, j), is defined to be equal to (c, k)
where c and k are defined are follows: If i < j then c := a and k := i, if i = j then c := a + b
and k := i, and if i > j then c := b and k := j.
A real number x ∈ R ∪ {0} is converted into an MZC number as follows: If x = 0 then it is
converted into the MZC number (1, 1). Else it is converted into the MZC number (x, 0).
An MZC number (a, i) is converted into a real number as follows: If i 6= 0 then it is converted into
0. Else it is converted into a.
Zeros are incorporated into ARCH-2 as follows: Before running Algorithm 24 all numbers (that is:
the quantities Υi(Z)) are converted from reals numbers into MZC numbers. Lines 1 to 3 of Algorithm
24 are then run with MZC numbers instead of reals. After Line 3 is complete then all MZC numbers
(that is: the quantities %Γ(Z)) are coverted from MZC numbers to real numbers. Lines 4 and 5 of
Algorithm 24 are then run using real numbers.
Due to the equivalence of ARCH-1/ARCH-2 to Hugin propagation we can, in Line 2b of Algorithm
6, define division of a real number by zero to be equal to zero (or any other number) as is done in
Hugin propagation (see [1]).
8 Implementation Details
In this section we make use of tree-structured data-structures. Whenever we use the word “vertex”
or “leaf” we are referring to a vertex in one of these tree-structured data-structures (not a junction
tree).
In this section we assume, without loss of generality, that S = Nn for some n ∈ N. Throughout
the entire junction tree algorithm we maintain an array A of size n such that each element of A (is
a pointer to) a set (of pointers to) internal vertices of trees. Note that in our pseudo-code we will
regard each element of A to be a set of vertices rather than a pointer to a set of pointers to vertices.
We denote the e-th element of A by A(e). We also maintain a set L of (pointers to) leaves of trees.
Like A we shall, in our pseudo-code, regard L as a set of leaves rather than a set of pointers to leaves.
A and L are used only for synchronised-searches and full-searches (see later) and in between
different synchronised-searches/full-searches we have L = ∅ and A(e) = ∅ for all e ∈ Nn.
8.1 Data-Structures
An oriented binary tree is a rooted tree in which every internal vertex v has two children: one child is
called the left-child of v and is denoted by ⊳(v). The other is called the right-child of v and is denoted
by ⊲(v).
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Given a vertex v in an oriented binary tree we define ⇑(v) to be the set of ancestors of v (including
v) and we define ⇓(v) to be the subtree of v and its descendants.
Given a straddle-set ζ ⊆ P(Nn) we define the straddle-tree, B(ζ) as follows: B(ζ) is an oriented
binary tree who’s internal vertices are labelled with numbers in
⋃
ζ. Given an internal vertex v we
let φ(v) be the label of v. The labels are such that given internal vertices v and w such that w is a
child of v we have that φ(w) > φ(v). We have a bijection, τ , from the leaves of B(ζ) into the set ζ
such that, for any leaf l we have τ(l) := {φ(v) : v ∈ ⇑(v), ⊲(v) ∈ ⇑(l)}.
Given a straddle-tree B(ζ) we will also refer to the tree that B(ζ) is based on by B(ζ)
Note that since a straddle-tree B(ζ) is a full binary tree with |ζ| leaves it has only 2|ζ| − 1 vertices in
total.
Note also that for some set X ⊆ Nn the straddle-tree B(P(X)) is a balanced oriented binary tree of
height |X | such that all internal vertices at depth i are labeled with the (i+1)th smallest number in X .
Given a potential Φ and a straddle-set ζ ⊆ P(σ(Φ)) we define the info-tree, T(Φ, ζ) as the straddle-tree
B(ζ) with a map ψ from the leaves of B(ζ) into R+ such that, for any leaf l we have ψ(l) := Φ(τ(l)).
Any sparse format, Φ•ζ is stored as the info-tree T(Φ, ζ). Any potential Φ (not in sparse format)
is stored as the info-tree T(Φ,P(σ(Φ))) which we shall denote by T(Φ)
8.2 Searches
In this section we describe the ways that the algorithms perform efficient, simultaneous searches over
straddle-trees. There are two types of simultaneous search we describe: full-searches which are used
in ARCH-1 and synchronised-searches which are used in ARCH-2. We start by defining a ghost-search
which is what the simultaneous searches are based on.
Ghost-Search: Given a set X ⊆ Nn, a ghost-search of X is the following algorithm, which is split
up into a sequence of steps called time-steps :
We maintain a stack Z such that each element of Z is either 0 or of the form (e, f) where e ∈ X and
f ∈ {1, 2, 3}. Z is initialised to contain (min(X), 1) as a single element. On each time-step we do the
following:
If the top element of Z is 0 then remove it from Z which completes the time-step. Else, the top element
of Z is (e, f) for some e ∈ X and f ∈ {1, 2, 3} so we have the following cases:
1. f = 1: In this case we remove (e, f) from Z and then place (e, 2) on the top of Z. If e = max(X)
then next place 0 on the top of Z. Else place (min{b ∈ X : b > e}, 1) on the top of Z. This
completes the time-step.
2. f = 2: In this case we remove (e, f) from Z and place (e, 3) on the top of Z. If e = max(X) then
next place 0 on the top of Z. Else place (min{b ∈ X : b > e}, 1) on the top of Z. This completes
the time-step.
3. f = 3: In this case we remove (e, f) from Z which completes the time-step.
The algorithm terminates when Z becomes empty.
We call a time-step in a ghost-search a leaf-step if and only if at the start of the time-step we have
that the top element of the stack, Z, is 0.
Note that a ghost search of a set X simulates a depth-first search (in which, given an internal vertex v,
⇓(⊳(v)) is explored before ⇓(⊲(v))) of B(P(X)) without having to store the whole tree in the memory.
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The time-steps in which (at the start of the time-step) (e, f) is on the top of the stack corresponds to
the times when the depth first search is at some internal vertex v in B(P(X)) with φ(v) = e and it is
the f -th time that we have encountered v throughout the depth first search. The leaf-steps correspond
to the times when the depth-first search is at the leaves of B(P(X)). Hence, by the bijection τ (from
the leaves of B(P(X)) into P(X)), we have a one to one correspondence between the leaf-steps and
the sets in P(X).
Full-Search: Given a multi-set X of straddle-trees (or info-trees, as every info-tree has an underlying
straddle-tree), a full-search of X is the following algorithm:
We first define X to be the set of all labels, φ(v), of the internal vertices, v, of the trees in X. Note
that X can be found and ordered quickly. Note that before running the synchronised-search the set
L is empty and the array A has the empty set for every element (see the start of this section). Let R
be the set of roots of the trees in X. We initialise by, for every r ∈ R, adding r to the set A(φ(r)).
After this initialisation we perform a ghost search of X . Let Z be the stack in the ghost search. At
the end of every time-step in the ghost search we do the following:
1. If, at the start of the time-step, the top element of Z is 0 (i.e. the time-step is a leaf-step) then
we do nothing.
2. If, at the start of the time-step, the top element of Z is (e, 1) for some e ∈ X then for every
v ∈ A(e) we do the following: If ⊳(v) is a leaf then we add ⊳(v) to L. Else we add ⊳(v) to
A(φ(⊳(v))).
3. If, at the start of the time-step, the top element of Z is (e, 2) for some e ∈ X then for every
v ∈ A(e) we do the following: We first remove ⊳(v) from A(φ(⊳(v))). If ⊲(v) is a leaf then we
add ⊲(v) to L. Else we add ⊲(v) to A(φ(⊲(v))).
4. If, at the start of the time-step, the top element of Z is (e, 3) for some e ∈ X then for every
v ∈ A(e) we remove ⊲(v) from A(φ(⊲(v))).
Once the ghost search terminates, we set A(min(X)) ← ∅ and then the full-search terminates. Note
that upon termination of the full-search we have that L = ∅ and for all e ∈ Nn we have A(e) = ∅ as
required.
A full-search of {B(P(Yi)) : i ∈ Na} essentially does the following: Recall from above that given
X =
⋃a
i=1 Yi there is a one to one correspondence between the leaf-steps and sets in P(X). Suppose
we are at a leaf-step. Let Z be the set in P(X) corresponding to the leaf-step. Then at the start of
the leaf-step we have that L is equal to the set of leaves l in the trees {B(P(Yi)) : i ∈ Na} such that,
given l is a leaf of B(P(Yj)), we have τ(l) = Z ∪ Yj .
Note that if {yi : i ∈ Nc} =
⋃a
i=1 Yi with yi < yj for all i, j ∈ Nc with i < j then a full-search
of {B(P(Yi)) : i ∈ Na} takes a time of Θ
(∑c
i=1 |{j ∈ Na : yi ∈ Yj}|2
i
)
and that this is bounded above
by O (a2c)
Syncronised-Search: Given a multi-set X of straddle-trees (or info-trees, as every info-tree has an
underlying straddle-tree), a synchronised-search of X is the following algorithm:
We first define X to be the set of all labels, φ(v), of the internal vertices, v, of the trees in X. Note
that X can be found and ordered quickly. Note that before running the synchronised-search the set
L is empty and the array A has the empty set for every element (see the start of this section). Let R
be the set of roots of the trees in X. We initialise by, for every r ∈ R, adding r to the set A(φ(r)).
After this initialisation we perform a ghost search of X . Let Z be the stack in the ghost search. At
the end of every time-step in the ghost search we do the following:
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1. If, at the start of the time-step, the top element of Z is 0 (i.e. the time-step is a leaf-step) then
we set L ← ∅.
2. If, at the start of the time-step, the top element of Z is (e, 1) for some e ∈ X then for every
v ∈ A(e) we do the following: If ⊳(v) is a leaf then we add ⊳(v) to L. Else we add ⊳(v) to
A(φ(⊳(v))).
3. If, at the start of the time-step, the top element of Z is (e, 2) for some e ∈ X then for every
v ∈ A(e) we do the following: If ⊲(v) is a leaf then we add ⊲(v) to L. Else we add ⊲(v) to
A(φ(⊲(v))).
4. If, at the start of the time-step, the top element of Z is (e, 3) for some e ∈ X then we set
A(e)← ∅.
Once the ghost search terminates, the synchronised-search also terminates. Note that upon termi-
nation of the synchronised-search we have that L = ∅ and for all e ∈ Nn we have A(e) = ∅ as
required.
A synchronised-search of {B(ζi) : i ∈ Na} essentially does the following: Recall from above that
given X =
⋃a
i=1 (
⋃
ζi) there is a one to one correspondence between the leaf-steps and sets in P(X).
Suppose we are at a leaf-step. Let Z be the set in P(X) corresponding to the leaf-step. Then at the
start of the leaf-step we have that L is equal to the set of leaves l in the trees {B(ζi) : i ∈ Na} such
that τ(l) = Z.
Note that a synchronised-search of {B(ζi) : i ∈ Na} takes a time of O
(
2|
⋃
a
i=1
(
⋃
ζi)| +
∑a
i=1 |ζi|
)
.
However, often much of the ghost-search underlying the synchronised-search is unnecessary, meaning
that the additive factor of O
(
2|
⋃
a
i=1
(
⋃
ζi)|
)
can be reduced.
8.3 Implementing Algorithm 8
In this subsection let C, k, Di, Υi, Γ and Ψi be as in the description of Operation 7. That is: C is
a set. D1, ..., Dk are subsets of C with
⋃k
i=1Di = C. Υi is a potential in T (Di). Γ :=
∏k
i=1Υi and
Ψi := Γ
▽Di . The goal of Operation 7 is to compute Ψi for every i ∈ Nk.
We first describe a simple implementation of Algorithm 8 that takes a time of Θ
(
k2|C|
)
:
We have, as input, the set, {T(Υi) : i ∈ Nk}. Initially, for every i ∈ Nk we set Ai ← B(P(Di))
(which is copied from T(Υi)) and set ψ(l) ← 0 for every leaf l of Ai. We then do a full-search of
{T(Υi) : i ∈ Nk}∪ {Ai : i ∈ Nk}. At the start of every leaf-step in the full-search we do the following:
Let U be the set of leaves in L that are in the trees {T(Υi) : i ∈ Nk} and let W be the set of
leaves in L that are in the trees {Ai : i ∈ Nk}. Set α ←
∑
l∈U ψ(l) and then set, for every l ∈ W ,
ψ(l)← ψ(l) + α.
After the full-search has terminated we have Ai = T(Ψi) for every i ∈ Nk.
We now describe how, by caching various quantities, Algorithm 8 can, while retaining the low space
complexity, be sped up to take a time of only Θ
(∑
i∈N|C|
|{j ∈ Nk : yi ∈ Dj}|2i
)
where yi is the i-th
least element of C:
We have, as input, the set, {T(Υi) : i ∈ Nk}. Initially, for every i ∈ Nk we set Ai ← B(P(Di))
(which is copied from T(Υi)) and set ψ(l) ← 0 for every leaf l of Ai. We then do a full-search of
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{T(Υi) : i ∈ Nk} ∪ {Ai : i ∈ Nk}. For all i ∈ Nk let lti (resp. q
t
i) be the leaf of T(Υi) (resp. Ai)
that is in L at the start of the t-th leaf-step in the full-search. During the full-search, in addition to
maintaining the variable α we also maintain a variable β as well as, for every i ∈ Nk, a variable δi.
At the start of the first leaf step we do the following:
1. For all i ∈ Nk set δi ← 0
2. Set α←
∏
i∈N|C|
ψ(l1i )
3. Set β ← α
At the start of the t-th leaf-step, for t > 1, we do the following:
1. For all i ∈ Nk such that qti 6= q
t−1
i set ψ(q
t−1
i )← ψ(q
t−1
i ) + β − δi.
2. For all i ∈ Nk such that qti 6= q
t−1
i set δi ← β
3. Set Q← {i ∈ Nk : lti 6= l
t−1
i }
4. Set α← α
∏
i∈Q(ψ(p
t
i)/ψ(p
t−1
i ))
5. Set β ← β + α
Once the full-search has terminated we set ψ(q
|C|
i )← ψ(q
|C|
i ) + β− δi for every i ∈ Nk. We then have
Ai = T(Ψi) for every i ∈ Nk.
Note that, in the above implementation we can first re-order C in order to minimise the time. How-
ever, re-ordering C means that we must re-construct the info-trees Υi to be consistent with the new
order which takes a time of Θ
(
|Di|2|Di|
)
for every i ∈ Nk.
Note also that since the above implementation involves division we should use MZC-numbers (see
section 7) instead of real numbers to avoid division by zero.
8.4 Implementing the Functions of ARCH-2
In this subsection we describe the implementation of the functions described in Section 6.3. The
notation of this subsection is as in the description of the algorithms in Section 6.3
First note that in Step 1 of Algorithm 19, Step 1 of Algorithm 21 and Step 1 of Algorithm 23
we are asked to choose x ∈ σ(Φ). In these times we will always choose to set x← min(σ(Φ)).
Steps 2, 3 and 4 of Algorithm 21 are performed together as follows:
First define r to be the root of T(#Φ, ζ). Note that the straddle-tree underlying ⇓(⊳(r)) is B(ϑ)
so we can copy this tree and set A− ← B(ϑ) and A+ ← B(ϑ). We then do a synchronised-search
of {A−,⇓(⊳(r)),⇓(⊲(r))} (resp. {A+,⇓(⊳(r)),⇓(⊲(r))} ). At the start of every leaf-step we do the
following:
If L doesn’t contain a leaf of A− (resp. A+) we do nothing. Else, we have two cases:
1. L contains a leaf of ⇓(⊲(r)): In this case we have L = {l0, l1, l2} where l0 is a leaf of A−
(resp. A+), l1 is a leaf of ⇓(⊳(r)) and l2 is a leaf of ⇓(⊲(r)). We set ψ(l0) ← ψ(l1) (resp.
ψ(l0)← ψ(l1)/ψ(l2) )
2. L doesn’t contain a leaf of ⇓(⊲(r)): In this case we have L = {l0, l1} where l0 is a leaf of A−
(resp. A+) and l1 is a leaf of ⇓(⊳(r)). We set ψ(l0)← ψ(l1) (resp. ψ(l0)← ψ(l1) ).
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After the synchronised searches we have A− = T(#Φ−, ϑ) and A+ = T(#Φ+, ϑ)
Step 2 of Algorithm 19 and Step 2 of Algorithm 23 are performed similarly (with T(Φ) or T(%Φ)
instead of T(#Φ, ζ) and P(σ(Φ) \ {x}) instead of ϑ.)
Steps 6 and 7 of Algorithm 21 are performed together as follows:
First set A ← B(ζ) (copied from the input). Let r be the root of A. Do a synchronised search
of {⇓(⊳(r)),T(%Φ−, ϑ),T(%Φ+, ϑ)} (resp. {⇓(⊲(r)),T(%Φ−, ϑ),T(%Φ+, ϑ)} ). At the start of every
leaf-step we do the following:
If L doesn’t contain a leaf of A then we do nothing. Otherwise we have that L = {l0, l1, l2} where l0 is a
leaf of A, l1 is a leaf of T(%Φ−, ϑ) and l2 is a leaf T(%Φ+, ϑ). In these cases we set ψ(l0)← ψ(l1)+ψ(l2)
(resp. ψ(l0)← ψ(l2) ).
After the synchronised searches we have A = T(Φ, ζ)
Step 4 of Algorithm 19 and Step 4 of Algorithm 23 are performed similarly (with P(σ(Φ)) instead of
ζ).
Step 1 of Algorithm 20 requires us to construct B(ζ) where ζ :=
⋃k
i=1{P(σ(#Υi))}. We do this as
follows:
We maintain (and grow) a subtree A of B(ζ) initialised to contain the root, r, as a single vertex (with
φ(r)← min
⋃
ζ). At every point in the algorithm there is a single vertex of A that is designated as the
active vertex. Also, at every point in the algorithm we say that the active vertex is either left-oriented
or right-oriented. We initialise such that the vertex r is the active vertex and is left-oriented. After
this initialisation we do a synchronised-search of {T(#Υi) : i ∈ Nk}. Let Z be the stack used in the
synchronised search. At the start of every time-step after the first we do the following:
1. If the top element of Z is 0 (i.e. the time-step is a leaf-step) then do the following: If the active
vertex v is currently left-oriented then add a vertex w to A such that w = ⊳(v). If the active
vertex v is currently right-oriented then add a vertex w to A such that w = ⊲(v). It is the case
that w is a leaf of B(ζ).
2. If the top element of Z is (i, 1) for some i ∈ Nn then do the following: If A(i) = ∅ then do
nothing. Otherwise, given that the active vertex is currently v and is currently left-oriented
(resp. right-oriented), we add a vertex w to A such that w = ⊳(v) (resp. w = ⊲(v)) and set
φ(w)← i. We then make w the active vertex and designate it as left-oriented.
3. If the top element of Z is (i, 2) for some i ∈ Nn then do the following: If A(i) = ∅ then do
nothing. Otherwise, given that the active vertex is currently w, we keep w as the active vertex
but now designate it as right-oriented.
4. If the top element of Z is (i, 3) for some i ∈ Nn then do the following: If A(i) = ∅ then do
nothing. Otherwise, given v is currently the active vertex, we let the parent of v become the
active vertex.
After the synchronised-search is complete we have that A = B(ζ)
After we have constructed B(ζ), Step 2 of Algorithm 20 is performed as follows: Set A ← B(ζ). Do
a synchronised-search of {A} ∪ {T(#Υi) : i ∈ Nk}. Whenever we are at the start of a leaf-step such
that there exists a leaf, l, of A in L we set ψ(l) ←
∏
s∈L\{l} ψ(s). After the synchronised search we
have that A = T(#Γ, ζ)
Algorithm 22 is implemented as follows: For every i ∈ Nk set Ai ← B(P(Di)). Do a synchronised-
search of {T(%Γ, ζ)}∪{Ai : i ∈ Nk}. Whenever we are at the start of a leaf-step such that there exists
25
a leaf, l, of T(%Γ, ζ) in L we set, for every leaf s ∈ L\{l}, ψ(s)← ψ(l). After the synchronised-search
we have that Ai = T(%Ψi)
9 Conclusion
In this paper we reviewed the classic architectures of Shafer-Shenoy and Hugin propagation and
then introduced two new junction tree architectures: The first, ARCH-1, has the speed (up to a
constant factor) of Hugin propagation and the low space requirements of Shafer-Shenoy propagation.
The second, ARCH-2, has space and time complexities (almost) at least as good as ARCH-1 and is
significantly faster when we have large vertices of high degree in the junction tree. We first gave a
high-level overview of the new architectures and then details of there efficient implementations.
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