Energy-dispersive X-ray mapping in a scanning transmission electron microscope is a method to visualize the spatial distribution of chemical elements in a sample. Quantification of the signal intensities depends on proper background elimination and correction of the self-absorption and fluorescence of X-ray lines in the sample. The latter become particularly relevant for slightly thicker and rough samples, small take-off angles and low-energetic X-ray lines, for which we have recently introduced a self-consistent absorption correction based on effective k*-factors selected automatically from curves simulated as function of a K/L line intensity ratio of one of the heavier elements in the sample for ranges of different compositions. This has been shown to work well for thick and for rough samples. Correcting the background intensity to sub-pixel accuracy is necessary for reliable quantification of very noisy maps. In this study, we show how this self-consistent absorption correction method can be applied to InGaN and AlGaN layers in GaN nanowires, the net maps of which can be so noisy the layers can hardly be seen by the eye (a few counts per pixel) and the background is below a single count in each spectrum channel. The result indicates that background estimation for the Ga Lline intensity using fractional counts from an interpolation of maps from neighbouring X-ray lines of elements that are not actually present in the specimen is critical for quantification. The nanowires studied were between 66 and 375 nm thick.
Introduction
For the established methods of X-ray absorption correction in analytical transmission electron microscopy (TEM) estimates of specimen thickness and density (Cliff and Lorimer, 1975) , mass-thickness (August and Wernisch, 1987) or probe current (Watanabe et al., 1996) are needed. We recently developed a self-consistent absorption correction method based on Correspondence to: Thomas Walther, Department of Electronic & Electrical Engineering, University of Sheffield, Mappin Street, Sheffield, S1 3JD, South Yorkshire, UK. Tel: +44 114 222 5891; e-mail: t.walther@sheffield.ac.uk effective sensitivity factors (denoted as k*-factors) based on Monte Carlo simulations and K/L intensity ratios of at least one heavier element directly measured from the spectrum to be quantified (Walther and Wang, 2015; . If maps have very low counts they are susceptible to strong shot noise and the background cannot be estimated from an integer-valued map because it will be below a single count on average. In our case of InGaN and AlGaN layers in GaN nanowires forming radial quantum discs, the Ga L, Al K and In L X-ray lines can be strongly absorbed before they reach the detector, resulting in elemental maps with typically fewer than 10 counts per pixel and hence subject to heavy shot noise. Although X-ray line profiles taken along defined directions previously identified by annular dark-field imaging typically have much better counting statistics than maps with their significantly reduced pixel dwell times, the detection of unknown impurities and/or complex chemical inhomogeneities is sometimes easier and more reliable in elemental distribution maps than in any type of images. Also, strong local thickness variations can, as in the present case, be directly studied in terms of their influence on absorption correction. Furthermore, for layered structures, chemical signals from maps can easily be converted into compositional line profiles afterwards by net count summation over regions perpendicular to the corresponding interfaces, as applied in Figure 7 of this study. For our absorption correction we need the Ga K/L ratio at each pixel in the map, which will itself be not only even noisier but also suffer from quantisation effects as X-rays are detected as individual Xrays hitting the detector, so all elemental maps will have lots of zero, single and double counts. In our case these low counts are due to the low detector efficiency (with a collection solid angle of only 0.12 srad, which can be increased to ß1srad in more modern set-ups with optimised silicon drift detectors (Harrach et al., 2009) ), however, it will remain a principal issue in any experiments conducted with low beam current or short exposure times as necessary for beam sensitive materials or for capturing nanoparticles moving on surfaces (Walther and Mader, 1999; Boyes and Gai, 2014) , so we thought it worth reporting our workaround to the problem in this case.
(i) We have acquired maps from X-ray lines by integrating the intensities over certain energy windows, both centred on the actual X-ray lines of interest as well as centred around the (hypothetical) lines of elements not actually present in the specimen, such as S K-line and Ti K-line for InGaN, from the local averaging of which we can estimate the background for the lines of interest by linear interpolation (In L) or extrapolation (Al K below S K, Ga K above Ti K). (ii) Outside the (Al, Ga, In)N nanowires all relevant line intensities in a map of characteristic X-ray lines should vanish: outside the InGaN quantum well the In signal and outside the AlGaN layer the Al signal should vanish, that is, yield an average of zero. If this is not the case a few nanometres away from the nanowire where electron beam broadening is negligible, fluorescence from stray X-rays due to the supporting carbon film and/or copper grid will be responsible for this, and this background must be evaluated and subtracted.
Several groups used quantification of the In concentration of InGaN quantum wells in GaN nanowires by using the CliffLorimer method (Zhang et al., 2016; Bonef et al., 2017) . Tan et al. (2016) demonstrated that the apparent elemental distribution in InGaAs nanowires using energy-dispersive X-ray spectroscopy (EDXS) elemental mapping is strongly dependent on sample geometry so they could not quantify the In distribution fully. Johannes et al. (2017) evaluated the composition of GaAs embedded in a silicon nanowire by using energy dispersive X-ray fluorescence, neglecting X-ray absorption effect in a ß190 nm thick nanowire where the absorption of soft X-ray lines (Ga L or As L) should not be neglected. For 190 nm of In 0.2 Ga 0.8 N, for example, imaged at 200 kV and analysed with a detector take-off angle of 25°, the Ga K/L ratio will already increase from R=1.24 to 1.57, that is a quarter of the soft X-rays from the Ga L line would be absorbed, and the rate of change of R/ x −0.8 would introduce further uncertainty into any absorption correction if the chemical composition, x, was not known a priori. Bender et al. (2017) investigated X-ray absorption for quantifying the Ge distribution in a Si 0.75 Ge 0.25 nano-rod using four silicon drift detectors that differed in orientation with the nanowire axis, showing nanowires often required less absorption correction than flat thin films of similar projected thickness, however, the results from the quantification of Ge K and Ge L lines were not fully consistent, which indicated the absorption correction applied to the various detectors did not quite match their model. What their study showed clearly, however, was that any absorption correction depended on the relative orientation of the X-ray detector with respect to the long axes of any needle-like nanowires. Lari et al. (2010) quantified AlGaN nanowires by using k-factors calculated from an EDAX system, however, they only used the thin film approximation. As the nanowires in our case have hexagonal cross section, can be quite thick and sometimes arranged in heaps that may block the direct line of sight to the X-ray detector, the thin film model is not applicable because their X-ray absorption length is different. Also, absolute measurement of X-ray absorption length in a nanowire is difficult. This clearly demonstrates that reliable absorption correction method is needed to obtain quantitative chemical information from nanowires.
Experimental
The studied nanowires were fabricated from a commercial sapphire wafer with GaN-based thin films to produce blue light emitting diodes that nominally consisted of the following layers, on a corundum (0001) substrate (from bottom to top): n-GaN buffer, InGaN/GaN superlattice, InGaN multiple quantum wells (MQWs) and p-GaN top contact. A 200 nm SiO 2 thin film was deposited by plasma-enhanced chemical vapour deposition, followed by thermal evaporation of 10 nm nickel (Ni). The sample was then annealed at 820˚C in N 2 ambient for 1 min, allowing the Ni thin film to transform into Ni islands. Then reactive ion etching was used to remove the freestanding SiO 2 . The remaining SiO 2 nanorods with Ni on top were finally employed as a mask to etch down to the top of the n-GaN epilayer to fabricate the GaN-based nanowires using inductively coupled plasma etching.
The nanowires were harvested for TEM by breaking and scraping them off the substrate using a scalpel and dispersing them onto a holey carbon foil supported by a 200 mesh copper grid.
EDXS elemental maps were recorded in a Schottky fieldemission JEOL 2010F transmission electron microscope operated at 197 kV and equipped with an Oxford Instruments Si:Li detector with ultrathin polymer window. A slightly increased emission gun current of 162 μA, a large spot size and a 40 μm condenser aperture were used in scanning TEM (STEM), yielding ß 9.5 mrad semi-angle of convergence and an electron probe just under 1nm diameter with ß1nA beam current sufficient to excite X-rays. The dwell time for single frame acquisition was 0.5 ms, and for each map displayed in Figure 4 several hundred frames were added after draft correction; repeat frame numbers were N = 277 (thin nanowire, Fig. 1A ), 355 (medium thin nanowire, Fig. 1B ) and 503 (thick nanowire, Fig. 1C ), respectively. The total count rate during X-ray acquisition on the nanowires ranged from ß250 characteristic X-ray counts/s for the thinnest to ß550 counts/s for the thickest nanowire. Three coarsely scanned elemental maps were recorded at nominal magnifications of 500 kX with 128 × 100 pixels in size, yielding a real space sampling of 1.9 nm per pixel.
Result and discussion
X-ray mapping was undertaken for three GaN-based nanowires of different thicknesses. Figure 1 shows overview images of the three nanowires acquired by tilting the specimen holder so the contrast of the InGaN layers and GaN region in the annular dark field (ADF) imaging mode was maximal, which means the quantum wells appeared almost edge-on. The white rectangles in Figure 1 demonstrate the regions used for X-ray mapping.
In each of the ADF images of Figure 1 we can clearly see an MQW structure of 15 bright layers (InGaN) and an additional ß30 nm wide dark layer of unknown origin on top. No traces of any alleged superlattices could be found.
From the nanowires resting inclined on the carbon support film as shown in Figure 2 , a hexagonal cross section can be inferred; and all nanowires imaged lie on one their {1-100} side facets, the short top facets being ±{0001}hexagons. If the thin carbon support is not perfectly flat but slightly sagging between the stronger and more rigid copper grid bars, then there are two distinct possibilities of arrangement for nanowires lying flat on the carbon film, as sketched in Figure 2 . For a nanowire oriented so that [0001] remains in the (x, y) plane perpendicular to the electron beam direction (shown left), the interfaces will remain edge-on; for a nanowire oriented so that [0001] is tilted out of the (x, y) plane (right side) the interfaces will no longer be edge-on and appear blurred in projection along the electron beam direction.
For both cases, the projected thickness, t, in the centre of the nanowire is directly given geometrically by ½Ý3 0.866 times their projected widths, w. This yields the central thicknesses of the three nanowires in Figures 1 and 4 of 66 (a), 217 (b) and 375 nm (c). Weak thickness/strain contours running in the axial directions indicate the tops of the nanowires have remained intact during harvesting, without chipping off parts.
In ADF imaging regions thicker or richer in heavy elements such as indium appear brighter (Wang et al., 2017) , whereas regions thinner or where lighter elements like aluminium are enriched appear darker. Hence, in Figure 1 the multiple thin bright layers can tentatively be identified as InGaN, the thick darker layers as AlGaN. Between InGaN and AlGaN there is a region of presumably pure GaN. The sampling in the mapped regions is just sufficient to resolve the thin quantum wells, their thicknesses corresponding to two to three pixels only.
X-ray spectra acquired with a stationary electron beam 10-20 nm in diameter for 2 min each from two different regions of a nanowire are displayed on a logarithmic scale in Figure 3 , together with a spectrum from the copper blank, obtained with the electron beam through the hole of the carbon support film near the copper mesh grid. The latter demonstrates very good collimation with no spurious peaks apart from Cu L and Cu K. In the InGaN only, weak additional metal signals are visible due to the proximity of the iron pole piece (Fe K ) and stray X-rays generated from the beam-forming condenser aperture (Mo L and Mo K ), all however being at least 200 times weaker than the main characteristic Ga K lines.
Elemental maps of the X-ray signals including background for In L , Al K , Ga K , Ga L are shown in Figure 4 . Also shown here are maps of Cu L and Ti K as examples of elements not actually present in the sample but the lines of which can be used for background estimation.
For quantification, we first calculate the Ga K/L ratio for each nanowire and compare it to simulation for thin films (Walther and Wang, 2015) . The Ga K/L ratio from the raw maps for the 217 nm thin nanowire is only 1.125, which is actually smaller than the minimum of 1.24 predicted for an only a few nanometres thin GaN specimen from Monte Carlo simulations (Walther and Wang, 2016) . This indicates the background to the Ga L line needs to be corrected as its subtraction would increase the measured Ga K/L ratio. For the Ga K-line background correction is far less relevant, as this line is more intense and has a much lower background. Four EDXS spectra were recorded from various locations of the nanowire at different thicknesses for estimating the background contribution to the Ga L line, and are shown on a logarithmic scale in Figure 5 (A). The background can be fitted by a superposition of two exponential functions that model the bremsstrahlung background and detector window efficiency, cf. Figure 5(B) . The ISIS 300 software quantifies the line intensity by simply integrating the peak intensity over an energy interval a few channels wide (0.8275-1.0275 keV for Cu L and 0.9875-1.2075 keV for Ga L ). It is clear the Cu L and Ga L peaks overlap and part of the Cu L line contributes to the Ga L background. To evaluate the Cu L tail contribution to the Ga L intensity, the background is subtracted from the spectrum, and each characteristic line is fitted by a Gaussian function. In the four Fig. 4 . Groups of X-ray maps from nanowires: 66 nm thin (left column), 217 nm thick (middle column) and 375 nm thick nanowire (right column), top row: In L with maximum intensities of max 66nm = 4 (A), max 217nm = 6 (B), max 375nm = 13 (C) counts, second row: Al K with max 66nm = 2 (D), max 217nm = 5 (E), max 375nm = 7 (F), third row: Ga K with max 66nm = 17 (G), max 217nm = 18 (H), max 375nm = 42 (I), fourth row: Ga L with max 66nm = 14 (J), max 217nm = 16 (K), max 375nm = 35 (L), fifth row: Cu L with max 66nm = 3 (M), max 217nm = 5 (N), max 375nm = 9 (O), sixth row: Ti K with max 66nm = 2 (P), max 217nm = 3 (Q), max 375nm = 5 (R). Min = 0 for all maps. spectra shown in Figure 5 (A), each spectrum has a different Cu intensity, depending on the proximity to the copper support grid and the amount of stray X-rays generated. The ratio of fitted Ga L background to gross integrated Ga L intensity from ISIS turns out to be a linear function of the gross Cu L/Ga L ratio measured in ISIS by window summations, as shown in Figure 5 (C).
The total intensity in mapped regions can be calculated by adding the intensities at each pixel in the region. Then the proportion of the Ga L background intensity to be subtracted from the gross peak measurement can be obtained from Figure 5 (C). The results for the three nanowires are listed in Table 1 . Thus, reliable background values below single counts can be obtained and subtracted from each acquired Ga L map. The In L and Al K maps are very noisy and also need to be background corrected. Here, we evaluated elemental maps of Cu L , Si K , S K and Ti K , calculated their averages and then subtracted correspondingly interpolated constants from the above maps to avoid a further increase of the noise. Then, background corrected Ga K/L ratio maps could be used to derive maps for the k* factors as shown in Figure 6 for the 66 nm thin nanowire as an example. The evaluated In L and Al K background of the maps amounted to only 0.2 and 0.1 counts, respectively, showing the sensitivity of the technique and that simple raw outputs from multichannel analysers in the form of integer maps are not sufficiently accurate if the absolute count rates are very low. 
As shown in Figure 7 , the values of x In and y Al profiles in the GaN region to the right oscillate around zero level, which indicates a satisfactory background subtraction for both In L and Al K . The In and Al content calculated from Ga K and Ga L lines give consistent results. The x In profiles are sharp and clear within the noise level. As observed in Figure 7 (B), the y Al profile for the 66 nm thin nanowire is extremely noisy. The mean Ga K/L ratio for the 66 nm thin nanowire is ß2.5. This is higher than for the 217 nm thick nanowire for which it is only ß1.4. As observed in Figure 1(A) , the investigated thin nanowire is surrounded by two much thicker nanowires towards the right and bottom left that may absorb some of the low energetic Ga L X-rays, which could lead to the sample appearing thicker in X-ray absorption correction than it actually is. Similarly, the Al K X-ray will be strongly absorbed, thereby reducing the Al peak in the concentration profile, although this is more difficult to judge in view of the poor signal-to-noise ratio. Applying the same approach to the thicker GaN nanowires, the estimated average background of In L and Al K for 375 nm thickness were found to be 0.72 and 0.40 counts, whereas for the 217 nm thick nanowire the In L background was 0.14 counts and the Al K background 0.15 counts. The integral x In and y Al profiles for both nanowires are also shown in Figure 7 .
As shown in Figure 7 , the x In and y Al profiles calculated from Ga K , Ga L and Al K for both thin and thickest nanowire are quantitatively consistent: the x In profile for the 375 nm thick nanowire is similar to that of the 66 nm nanowire, with peak values in the range x In =0.17 ± 0.02, whereas the x In profile calculated for the 217 nm thick nanowire appears broader and lower in average In concentration, which may be explained by some residual tilt of this nanowire around its short axis. The Al concentration within the AlGaN layer for the 375 nm thick nanowire is measured as y Al = 0.23 ± 0.04. The y Al profile for the 217 nm thick nanowire is similar to that of the 375 nm thick nanowire, yielding y Al = 0.26 ± 0.04, as for this much thicker layer a blur of the concentration profile due to crystal tilt is less relevant than for the much thinner quantum wells.
To accurately determine the In concentration in the quantum wells the x In profile for each individual InGaN quantum well has been fitted in Figure 8 (A) with a Gaussian function for the 375 nm thick nanowire; an average In distribution profile can then be constructed by using the mean width and integral area from each Gaussian peak. Since the full width at half maximum (FWHM) of the quantum wells was measured as 4.5-5 nm from ADF imaging in Figure 1 , the scattering of the electron beam into the GaN region will lead to a decrease in the apparent In peak concentration. Therefore, the measured In concentration profiles need to be deconvolved with the corresponding beam broadening function (BBF) to get a reliable measurement of the absolute In concentration profile. As the In profile is integrated perpendicular to the growth direction, only beam broadening along the growth direction needs to be considered. Also, the beam broadening is stronger in the centre of the nanowire where it is thicker than in its side facets, therefore the In profile is mainly determined by the BBF in the central region of the nanowire. The broadening of an initially 1 nm wide electron beam for a 66, 217 and 375 nm thick In 0.2 Ga 0.8 N nanowire has been simulated by the method developed by Walther (2004) and is shown in Figure 8 (B).
The absolute In distribution can be obtained by deconvolution of the averaged In profile with its corresponding BBF. Such deconvolved x In profiles are plotted in Figure 8 (C), and the absolute In distribution profile for the 66 nm thin nanowire (maximum ofx In = 0.171) is in good agreement with the In profile evaluated from the 375 nm thick nanowire (maximum x In = 0.177), whereas the In profile for the 217 nm nanowire appears much broader and underestimates the peak In concentration. If this nanowire lies inclined on the carbon thin film, the electron beam direction may no longer be perfectly perpendicular to the InGaN/AlGaN interfaces, resulting in an apparently broader In profile with decreased maximum In concentration. This hypothesis has been tested by simulation of the tilt influence on In and Al distributions as demonstrated in Figures 8(D) and (E).
Figure 8(E) shows that the FWHM and maximum peak concentrations of the In profiles are strongly influenced by tilting the sample over an axis with a component perpendicular to the growth direction, and the tilt angle follows a linear relationship with the FWHM of the fitted In distribution, as shown in Figure 8(F) . Tilting a 217 nm thick nanowire by 5°perpendicular to its long axis, the apparent FWHM of the InGaN layers increases from 5 to 8 nm, which correlates well with the experimental observation. Compressing the FWHM of In profile from 8 to 5 nm while retaining the integral of the total amount of indium measured, the resulting rescaled profile would be in good agreement with the In concentration measured directly for the 66 nm thin and the 375 nm thick nanowires (Fig. 8G) . Therefore, the peak In concentration in the InGaN quantum wells is believed to bex = 0.174 ± 0.014.
From Figure 8 (C), a sample tilt of ß5°would have negligible ( x ࣘ 0.01) effect on the apparent maximum concentration of the Al profile since the AlGaN layer is much thicker than the InGaN quantum wells. This explains the consistency of the Al quantification result obtained from the 217 nm and the 375 nm thick nanowire, whereas the Al K signal of the thinnest nanowire is too noisy to be to be interpreted quantitatively.
Photoluminescence spectra were recorded from a wider region of the as-grown sample and from the fabricated nanowire array, and are compared in Figure 9 . Both samples were illuminated with a 325 nm wavelength He-Cd laser, the emission was monochromated by a 0.5 m monochromator and recorded by a cooled silicon charge-coupled device camera.
The as-grown sample shows several characteristic peaks at energies around 2.73 ± 0.03 eV that are presumably due to thin film interference, and a spike at 2.64 eV, which is a detection artefact. The as-grown quantum wells can be assumed to be completely strained, so their In concentration can be obtained from Vegard's law for the bandgap of an InGaN bulk alloy as reproduced in Eq. (1):
where E g (GaN) = 3.39 eV and E g (InN) = 0.77 eV are the bandgaps of GaN and InN (Matsuoka et al., 2002; Islam et al., 2013) and b is a bowing factor which is believed to be b = 1.32 eV for a fully strained and b = 2.87 eV for a relaxed InGaN layer (Orsal et al., 2014) . The In concentration correlated with the broad photoluminescence (PL) peak in the as-grown sample would then indicate values of x = 0.175 ± 0.06, respectively, which correlates well with our above quantification from EDXS. The blue shift of the nanowire PL spectrum, however, cannot be explained by strain relaxation (Wang et al., 2017) but probably results from a reduction of the piezoelectric effect after strain relaxation (Peng et al., 1999; Bochkateva et al., 2009 ).
Conclusion
We have successfully evaluated the background effect on quantification of the In and Al content of very noisy maps of thin GaN/InGaN quantum wells embedded in GaN nanowires. Accurate background subtraction will lead to consistent results of the In and Al concentration calculated from Ga K and Ga L lines. However, for thin InGaN quantum wells, the beam broadening effect and small residual tilts of the sample will lead to a broadening of the apparent In distribution profile, which can result in underestimating the maximum In concentration.
To determine the correct In profile, the measured In distribution profile needs to be deconvoluted by this broadening. The result obtained after deconvolution correlated well with the In concentration measurement near the zone axis. From the PL measurement, the In concentration extracted from the optical emission spectrum agrees well with the In concentration determined from EDXS.
