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Abstract
We describe the variety of fixed points of a unipotent operator acting on the space
of matrices. We compute the determinant and the rank of a generic (symmetric, or
anti-symmetric) matrix in the fixed variety, yielding information about the generic
singular locus of the corresponding bilinear form.
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1 Introduction
The theory of Springer fibers, perceived by Grothendieck and developed in the papers [10],
[11] of Springer, as well as in the papers of Steinberg [13] and Spaltenstein [9] is a pinnacle
of geometric representation theory. Through the work of Lusztig and others it reflects the
most intricate aspects of algebraic combinatorics. See [7], for example. Concisely, a Springer
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fiber associated with a unipotent element u in an algebraic group G with a Borel subgroup
B ⊂ G is a closed subset of the form Xu = {F ∈ G/B : u · F = F}. In fact, a Springer
fiber is a fiber in a resolution of singularities of the unipotent variety of G.
In the main special case when the group is G = SLn over an algebraically closed field
K of characteristic 0, it is possible to analyze the underlying set of points of Xu explicitly,
using flags of vector subspaces. Let B denote the flag variety comprised of flags of the form
F : V1 ⊂ V2 ⊂ · · · ⊂ Vn−1 ⊂ Vn = K
n, where dimVi = i (i = 1, . . . , n).
Then for each i ≥ 0, the cohomology space H i(Bu,Q) affords a representation of the sym-
metric group Sn, and the top non-vanishing cohomology space is an irreducible Sn-module
([10], [11]). Furthermore, all irreducible components of Bu have the same dimension e(u)
which is equal to the half of the dimension of the top non-vanishing cohomology space
H2e(u)(Bu,Q), [9]. These leads to striking combinatorial results as in [6, 14].
In this paper, by replacing flags of vector subspaces with matrices, we investigate the
fixed locus of a unipotent operator acting on spaces of bilinear forms. In some sense this is
the approach of classical invariant theory, performing computations on a big open set. In
fact, the purpose of our undertaking is two-fold, first of which is to compute explicitly the
highest weight vectors of the Lie algebra sl2 acting on the space of matrices via the induced
action of an embedding SL2 →֒ SLn, where g ∈ SLn acts by g · A = (g
−1)TAg−1.
The second is to prepare the ground for extending the above mentioned combinatorial
results to the case of certain compactifications of classical symmetric pairs SLn/ SOn and
SL2n/ Sp2n. Here, SOn is the special orthogonal group consisting of operators x ∈ SL2n
satisfying xx⊤ = idn, and Sp2n ⊂ SL2n is the symplectic subgroup consisting of operators
preserving the skew-symmetric form
J =
(
0 idn
−idn 0
)
, (1.1)
where idn is the n× n identity matrix. In other words, Sp2n = {g ∈ SL2n : g
⊤Jg = J}.
As is mentioned, some deeper aspects of Springer-fibers arise in the context of character
sheaves of Luzstig in which certain equivariant compactifications of G are in need, [8], [4].
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Building on the work of Lusztig, in the articles [3], [5], He and He-Thomsen investigate the
unipotent variety and its subvarieties in a wonderful compactification of G. See Springer’s
I.C.M. report [12], also. Although we do not get into wonderful compactifications in this
manuscript, we already have some extensions of our work to this setting, [1].
We organized our paper as follows. In Section 2 we set our notation. In Section 3 we
present preliminary results, in particular we find a matrix equation U(u, x) = 0 determining
if a matrix x ∈ Matn is fixed by the unipotent operator u ∈ SLn, or not.
In Section 4, for a fixed u, we describe explicitly the locus of U(u, x) = 0. In particular,
we compute the dimensions of the fixed loci in Skewn and in Symn. In Section 5 we recognize
each fixed locus as an sl2-module with its highest weight spaces given by the matrix blocks
as calculated in Section 4.
In Section 6 we find an intriguing determinantal formula for a unipotent fixed matrix.
Finally, in Section 7 we determine exactly which symmetric (respectively skew-symmetric)
unipotent fixed matrix is non-degenerate.
Acknowledgements The first author is partially supported by the Louisiana Board of
Regents enhancement grant. We thank Joseph Silverman for helpful conversations and the
anonymous referee for their careful reading and suggestions for improvement.
2 Notation
We use N to denote non-negative integers, and if n ∈ N is non-zero, then we denote by [n]
the set {1, 2, . . . , n}.
Throughout we denote by K an algebraically closed field of characteristic 0 and make the
assumption that all vector spaces are over K. Our basic list of notation is as follows:
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Matn : space of n× n matrices
SLn ⊂ Matn : invertible matrices with determinant 1
Symn : space of n× n symmetric matrices
Sym0n ⊂ Symn : invertible symmetric matrices
Skewn : space of n× n skew-symmetric matrices
Skew0n ⊂ Skewn : invertible skew-symmetric matrices
Note that Matn ∼= Symn
⊕
Skewn.
There is a common left action of SLn on the spaces Matn, Symn and Skewn given by
g · A = (g−1)TAg−1. (2.1)
It follows from Cholesky’s decompositions that on Skew0n and Sym
0
n the action (2.1) of SLn
is transitive (see Appendix B of [2]). It is easy to check that the stabilizer of J ∈ Skew02n
(J is as in (1.1)) is the symplectic subgroup Sp2n ⊂ SL2n, and the stabilizer of the identity
element idn ∈ Sym
0
n is the special orthogonal group SOn := {A ∈ SLn : AA
⊤ = idn}.
Thefore, the quotients SL2n/ Sp2n and SLn/ SOn are canonically identified with the affine
varieties Skew02n and Sym
0
n, respectively.
A partition of n is a non-increasing sequence of non-negative integers that sum to n. Let
λ = (λ1, λ2, . . . , λk) be a partition of n with λk ≥ 1. In this case, we call k the length of λ,
and denote it by ℓ(λ). Entries λi, i = 1, . . . , k are called the parts of λ. Alternatively, we
write λ = (1α1, 2α2 , . . . , lαl) to indicate that λ consists of α1 1’s, α2 2’s, and so on. Terms
with zero exponent may be added and removed without altering λ. For example, each of
(3, 3, 2), (3, 3, 2, 0), (10, 21, 32), and (21, 32) represent the same partition 3 + 3 + 2 of 8.
Given a partition λ of n with k parts, the λ-decomposition of an n-by-n matrix is obtained
by inserting horizontal lines after rows λ1, λ2, . . . , λk−1 and similarly inserting vertical lines
after columns λ1, λ2, . . . , λk−1, thereby giving a block decomposition of the matrix. For
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example, here is the 5-by-5 identity matrix I5 with its (2, 1, 1, 1)-decomposition:
I5 =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

3 Preliminaries
Lemma 3.1. Let G be either the additive group Ga = K
+ or the multiplicative group Gm =
K×. Let X be a complete variety on which G acts, and let g ∈ G be an element of infinite
order. Then Xg = XG.
Proof. Clearly XG ⊂ Xg. Suppose x ∈ Xg. Then x ∈ Xg
n
for any n ∈ Z. Consider the
map G → X given by t 7→ t · x. Since X is complete, this map extends to a morphism
φ : P1 → X . Since char K = 0, φ−1(x) is infinite, and therefore the image of φ is a point.
Thus, x ∈ XG.
Corollary 3.2. Let N be a nilpotent matrix with entries in K, u = expN , and U =
{exp(tN) : t ∈ K}. If X is any complete variety on which U acts, then Xu = XU .
Proposition 3.3. Let N be a nilpotent matrix and let u = exp(N). For A ∈ Matn the
following are equivalent:
1. A is fixed by u;
2. AN +NTA = 0.
Proof. Consider the one-dimensional unipotent subgroup of SLn given by
U = {exp(tN) : t ∈ K}.
Clearly U acts on the projective space P(Matn). By Corollary 3.2, P(Matn)
u = P(Matn)
U .
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To find fixed points of the subgroup U , we seek solutions to the equations
exp(−tN)TA exp(−tN) = A (3.4)
for all t ∈ K. Viewing this equation in the ring of n-by-n matrices with coefficients in K[t],
differentiating with respect to t and then setting t = 0, we obtain
AN +NTA = 0. (3.5)
Conversely, assume that (3.5) holds. Then an easy induction shows that
ANk = (−1)k(NT)kA (3.6)
for all k ≥ 0. Expanding exp(tN) as a polynomial in N and using (3.6) gives
A exp(tN) = exp(−tNT)A,
which is equivalent to (3.4).
Remark 3.7. Note that the Jordan type of u = exp(N) is the same as the Jordan type of N ,
as a simple row reduction argument shows.
We state the following elementary result without proof.
Lemma 3.8. Suppose that N and N ′ are two nilpotent matrices that are conjugate in SLn,
say N ′ = SNS−1. Define u = exp(N) and u′ = exp(N ′). Then u′ = SuS−1 and the fixed
point loci of u and u′ are isomorphic via A 7→ (S−1)TAST.
It follows from the above discussions that the fixed point space Xu for X = Matn, Symn,
or X = Skewn depend only on the Jordan type of u. Equivalently, it depends only on the
Jordan type of a nilpotent matrix N for which u = exp(N).
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The Jordan classes of n-by-n nilpotent matrices are in bijection with the partitions of n.
Indeed, let N(p) be the p-by-p matrix
N(p) =

0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
0 0 0 · · · 0 0

.
Then the above correspondence associates a partition λ = (λ1, λ2, . . . , λk), to the Jordan
matrix Nλ given in block form by
Nλ =

Nλ1 0 · · · 0
0 Nλ2 · · · 0
...
...
. . .
...
0 0 · · · Nλk
 .
From now on we write Xλ in place of Xu, if λ is the Jordan type of u.
4 Fixed points
For k ∈ [n], let N(k) denote the k × k principal nilpotent matrix with a single Jordan-
block. Suppose A = (ai,j) i=1,...,k
j=1,...,n
is a generic k × n matrix. Then it is easy to verify that
AN(n) +N
T
(k)A = 0 if and only if A has the following form:
0 · · · 0 0 0 · · · 0 0 a1,n
0 · · · 0 0 0 · · · 0 −a1,n a2,n
0 · · · 0 0 0 · · · a1,n −a2,n a3,n
... · · ·
...
...
... . .
. ...
...
...
0 · · · 0 0 (−1)n−1a1,n · · · ak−4,n −ak−3,n ak−2,n
0 · · · 0 (−1)na1,n (−1)
n−1a2,n · · · ak−3,n −ak−2,n ak−1,n
0 · · · (−1)n+1a1,n (−1)
na2,n (−1)
n−1a3,n · · · ak−2,n −ak−1,n ak,n

. (4.1)
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If the roles of k and n are interchanged, that is to say, if k > n, then AN(n) +N
T
(k)A = 0
if and only if A has the following form:
0 0 · · · 0 0 0 0
...
...
...
...
...
...
...
0 0 · · · 0 0 0 ak,k
0 0 · · · 0 0 −ak,k ak,k+1
0 0 · · · 0 ak,k −ak,k+1 ak,k+2
...
... . .
. ...
...
...
...
0 0 · · · −ak,k+1 ak,k −ak,k+1 ak,n
0 (−1)kak,k+1 · · · −ak,k−1 ak,k −ak,k+1 ak,n
(−1)k+1ak,k (−1)
kak,k+1 · · · −ak,k−1 ak,k −ak,k+1 ak,n

. (4.2)
For an arbitrary matrix B = (bi,j)
n
i,j=1, let us call the portion of B consisting of bi,j with
i+ j = n+ k the k-th anti-diagonal. Proof of the following propositions are easy, so we omit
them.
Proposition 4.3. Let A = (ai,j)
n
i,j=1 be a symmetric matrix satisfying AN(n) +N
T
(n)A = 0.
Then
1. if n = 2k + 1 for some k ∈ N, then for l ∈ [k], the 2l-th anti-diagonal of A consists of
zeros only, and furthermore, a2l−1,n,−a2l−1,n, · · · , (−1)
n−2l+1a2l−1,n are top-to-bottom
entries of (2l − 1)-st anti-diagonal of A.
2. If n = 2k for some k ∈ N, then for l ∈ [k], the (2l − 1)-st anti-diagonal of A consists
of zeros only, and furthermore, a2l,n,−a2l,n, · · · , (−1)
n−2la2l,n are top-to-bottom entries
of 2l-th anti-diagonal of A.
Similarly, we have
Proposition 4.4. If A = (ai,j)
n
i,j=1 is an anti-symmetric matrix satisfying AN(n)+N
T
(n)A =
0, then
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1. if n = 2k + 1 for some k ∈ N, then for l ∈ [k + 1], the (2l − 1)-st anti-diagonal of
A consists of zeros only, and furthermore, a2l,n,−a2l,n, · · · , (−1)
n−2la2l,n are top-to-
bottom entries of 2l-th anti-diagonal of A.
2. If n = 2k for some k ∈ N, then for l ∈ [k], the 2l-th anti-diagonal of A consists of
zeros only, and furthermore, a2l−1,n,−a2l−1,n, · · · , (−1)
n−2l+1a2l−1,n are top-to-bottom
entries of (2l − 1)-st anti-diagonal of A.
Corollary 4.5. 1. If X = Matn, then X
(n) ∼= An.
2. If X = Symn, then X
(n) ∼= A⌊(n+1)/2⌋.
3. If X = Skewn, then X
(n) ∼= A⌈(n−1)/2⌉.
4.1 Fixed points of an arbitrary unipotent element
Next, we consider the case of a general partition λ = (λ1, . . . , λk) of n with k parts.
Lemma 4.6. Let A ∈ Xλ be a generic matrix, where X = Matn. Then A has the block
decomposition
A =

Bλ1,λ1 Bλ1,λ2 · · · Bλ1,λk
Bλ2,λ1 Bλ2,λ2 · · · Bλ2,λk
...
...
. . .
...
Bλk,λ1 Bλk,λ2 · · · Bλk ,λk
 , (4.7)
where matrices Bλi,λj have the form given by (4.2), or by (4.1). The variables occurring in
the various Bλi,λj ’s are all distinct.
The proof of the following corollary is obtained by counting the variables in each block
of (4.7).
Corollary 4.8. Let X = Matn. Then the dimension of X
λ is n+ 2
∑k
i=1(i− 1)λi.
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Proof of Lemma 4.6. Let
A =

Aλ1,λ1 Aλ1,λ2 · · · Aλ1,λk
Aλ2,λ1 Aλ2,λ2 · · · Aλ2,λk
...
...
. . .
...
Aλk ,λ1 Aλk,λ2 · · · Aλk ,λk
 and Nλ =

N(λ1) 0 · · · 0
0 N(λ2) · · · 0
...
...
. . .
...
0 0 · · · N(λk)

be the λ-decompositions of A and Nλ, respectively. It follows from block-matrix multiplica-
tion that ANλ+N
T
λA = 0 if and only Aλi,λjN(λj)+N
T
(λi)
Aλi,λj = 0 for all i, j ∈ [k]. Therefore,
it is clear from previous subsection that Aλi,λj have the form given by (4.2), or by (4.1). The
second claim is clear, also.
Example 4.9. We illustrate Lemma 4.6. The generic element of X(2,2,1,1) is
A =

0 a 0 c 0 0
−a b −c d e f
0 g 0 i 0 0
−g h −i j k l
0 m 0 p r s
0 n 0 q t w

. (4.10)
Remark 4.11. We interpret the block decomposition in Lemma 4.6 in two ways. Let A be
the set of variables that occur in the blocks of (4.7). We can either think of (4.7) as an
equation defining the elements of Xλ, or we can think of it as defining a particular matrix
with entries in K(A), the field of rational functions. In the latter case, we say that A is the
generic element of Xλ.
Suppose now that X = Symn, or X = Skewn. Let A ∈ X
λ be a generic element. In
this case, it follows from (4.7) that if 1 ≤ i 6= j ≤ n, then Bλi,λj uniquely determines Bλj ,λi.
Therefore, by counting the variables in each of the (upper) blocks we arrive at the following
formulas for the dimensions of the fixed subspaces.
Corollary 4.12. Let λ = (λ1, . . . , λk) be a partition of n. Then
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1. dimSymλn =
∑k
i=1
⌊
λi+1
2
⌋
+
∑k
i=1(i− 1)λi,
2. dimSkewλn =
∑k
i=1
⌈
λi−1
2
⌉
+
∑k
i=1(i− 1)λi.
Example 4.13. The generic element of Sym
(2,2,1,1)
6 is
M =

0 0 0 c 0 0
0 a −c b e h
0 −c 0 0 0 0
c b 0 d f i
0 e 0 f g j
0 h 0 i j k

, (4.14)
while the generic element of Skew
(3,2,1)
6 is
M˜ =

0 0 0 0 0 0
0 0 b 0 d 0
0 −b 0 −d c f
0 0 d 0 e 0
0 −d −c −e 0 g
0 0 −f 0 −g 0

. (4.15)
5 Invariant subspaces as sl2 modules
Our computations has a conceptual explanation in terms of representation theory of sl2, the
Lie algebra of 2-by-2 traceless matrices over K.
Let V be a finite dimensional vector space on which SLn acts. We consider the cor-
responding (linearized) action of sln on V . Let u ∈ SLn be a unipotent element and let
N ∈ sln be the corresponding nilpotent matrix. By Jacobson-Morozov Theorem we view
N as a member of an sl2-triple. Thus, computing the space of u-fixed vectors amounts to
computing the space of highest weight vectors for the corresponding copy of sl2.
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Let V = Kn. There is the natural induced action of SLn on End(V ) = V
∗ ⊗ V . Since
V is self-dual as an sl2-module, we have the corresponding action of sl2 on V ⊗ V . which
descents onto the symmetric and the skew-symmetric forms;
V ⊗ V ∼= S2(V )⊕ ∧2(V ). (5.1)
Indeed, these induced actions agree with the actions of SLn defined above in (2.1).
We are ready to prove the main result of this section:
Theorem 5.2. Let V be an n-dimensional vector space, H be a copy of SL2 in G = SL(V )
and let X denote one of the following spaces: V ⊗V ∗, S2(V ), or ∧2(V ). Then there exists a
partition λ = (λ1, . . . , λr) of n (depending only on the decomposition of V as an SL2-module)
such that the number αX of highest weight vectors for the restriction Res
G
HX is
1. αX = n+ 2
∑
(i− 1)λi, if X = V
∗ ⊗ V ;
2. αX =
∑⌊
λi+1
2
⌋
+
∑
(i− 1)λi, if X = S
2(V );
3. αX =
∑⌈
λi−1
2
⌉
+
∑
(i− 1)λi, if X = ∧
2(V ).
Proof. Any finite dimensional SL2-module is self dual. Since V ⊗V decomposes as in (5.1),
the first formula follows from the second and the third. The proof of the third formula is
identical to the second, so we skip its details.
We proceed with the proof of the second formula. Recall that for each non-negative
integer k, there is a unique irreducible sl2-module denoted by Uk such that dimUk = k + 1.
Suppose the decomposition of V into its irreducible constituents is given by V =
∑r
i=1miUλ0i ,
where λ01 ≥ λ
0
2 ≥ · · · ≥ λ
0
r. Hence, if we define λi = λ
0
i + 1, then λ = (λ
(m1)
1 , . . . , λ
(mr)
r )
becomes a partition of n. (Here, by λ
(mi)
i we mean the repetition of λi mi-times.)
Recall also that for vector spaces W and U the second symmetric power decomposes as
S2(W ⊕ U) ∼= S2(W )⊕W ⊗ U ⊕ S2(U). (5.3)
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By iterating Equation (5.3) twice, we arrive at
S2(V ) ∼=
∑
S2(miUλ0i )⊕
∑
i<j
mimjUλ0i ⊗ Uλ0j
∼=
∑
mkS
2(Uλ0
k
)⊕
∑(mk
2
)
Uλ0
k
⊗ Uλ0
k
⊕
∑
i<j
mimjUλ0i ⊗ Uλ0j . (5.4)
We would like to compute the number of highest weight vectors in this sum. To this
end, we recall another important fact. The Clebsch-Gordon formula states that, for any two
non-negative integers p and q,
Up ⊗ Uq ∼=
∑
0≤j≤min(p,q)
Up+q−2j. (5.5)
In particular, if p = q, then
Up ⊗ Up ∼=
∑
0≤j≤p
U2(p−j)
∼=
∑
0≤a≤⌊ p
2
⌋
U2(p−2a) +
∑
0≤b≤⌊ p
2
⌋
U2(p−2b−1), (5.6)
where the first summand in the last equation is S2(Up) and the second summand is ∧
2(Up).
It follows from (5.5) and (5.6), respectively, that
1. the number of highest weight vectors in Uλ0i ⊗ Uλ0j (i < j) is λ
0
i + 1 = λi;
2. the number of highest weight vectors in S2(Uλ0
k
) is
⌊
λ0i
2
⌋
+ 1 =
⌊
λ0i+2
2
⌋
=
⌊
λi+1
2
⌋
.
In other words, the total number of highest weight vectors is∑
mi
⌊
λi + 1
2
⌋
+
∑(mk
2
)
λk +
∑
i<j
mimjλj (5.7)
The proof is finished by observing that each summand in (5.7) is equivalent to the number
of independent variables in an (upper) block of the λ-decomposition of a generic unipotent
fixed symmetric matrix of type λ.
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6 Non-degenerate unipotent-fixed matrices
It is not immediately evident whether any of the Nλ-fixed matrices are smooth or not. Our
next result allows us to effectively determine this.
Theorem 6.1. Let M be the generic element of Matλn. Let µ = (µ1, µ2, . . . , µl) be the
conjugate partition of λ, let P be the matrix obtained by taking only the upper rightmost
entry from each block in the λ-decomposition of M , and, for 1 ≤ i ≤ l, let Pi be the upper
left µi-by-µi submatrix of P . Then
detM =
l∏
i=1
detPi. (6.2)
Example 6.3. Before proving the theorem, we illustrate the idea of the proof with an
example. An element M of Mat
(3,3)
6 with its λ-decomposition is given by
M =

0 0 a 0 0 d
0 −a b 0 −d e
a −b c d −e f
0 0 g 0 0 j
0 −g h 0 −j k
g −h i j −k l

,
where the boxed entries form the matrix P given in Theorem 6.1. Since the unboxed entries
in the rightmost column of each block are zero,
detM = det
(
a d
g j
)
det

0 −a 0 −d
a −b d e
0 −g 0 −j
g −h j k
 = det
(
a d
g j
)3
.
The boxed entries in the formula give rise to the further factorization in the same way as
the initial factorization was obtained.
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Proof of Theorem 6.1. LetX denote Matn and letM ∈ X
λ. With respect to its λ-decomposition
place a box around the upper rightmost entry of each block ofM . We define two submatrices
of M . First, let D1(M) be the k-by-k submatrix obtained from the boxed entries; let D2(M)
be the (n− k)-by-(n− k) submatrix obtained by removing the rows and columns of M that
contain boxed entries. In Example 6.3,
D1(M) =
(
a d
g j
)
and D2(M) =

0 −a 0 −d
a −b d e
0 −g 0 −j
g −h j k
 .
Because all of the unboxed entries of M in columns containing a boxed entry are 0, it
follows from the cofactor expansion that
detM = (−1)n−k detD1(M) det D2(M), (6.4)
where k = ℓ(λ) is the length of λ. Notice that the matrix −D2(M) is a unipotent invariant
matrix of type (λ1 − 1, λ2 − 1, . . . , λk − 1).
Given a partition λ = (λ1, λ2, . . . , λk), we construct a finite sequence of λ1 partitions
inductively by setting λ(1) := λ, and for each i ≥ 1, defining λ(i+1) to be the partition
obtained by removing the right-most box from each row of the Young diagram of λ(i). We
also consider the series of conjugate partitions µ(i) of the λ(i). Equivalently, the partition µ(i)
is obtained from µ = µ(1) by deleting the top i− 1 rows in the Young diagram of µ. That is,
µ(i) = (µi, µi+1, . . . , µl).
In conjunction with the sequence of partitions constructed above, we construct a finite
sequence of pairs of submatrices of M . First, M (1) = D1(M) and M
(1)
aux = D2(M). For
1 ≤ i < λ1, set M
(i+1) = D1(M
(i)
aux) and M
(i+1)
aux = D2(M
(i)
aux). Then, starting with M = M (1),
successive application of the decomposition (6.4) gives us
detM =
l∏
i=1
(−1)|λ
(i)|−ℓ(λ(i)) detM (i), (6.5)
15
where |λ(i)| is the size, and ℓ(λ(i)) the length, of the partition λ(i). Observe that |λ(i)| −
ℓ(λ(i)) = |λ(i+1)| = |µ(i+1))| and that the part µi occurs in i−1 of µ
(2), µ(3), . . . , µ(l). Therefore,
detM =
l∏
i=1
(−1)|µ
(i+1)| detM (i) =
l∏
i=1
(−1)(i−1)µi detM (i).
Note that (i − 1)µi is odd if and only if i is even and µi is odd. At the same time, it
follows from the iterated construction of M (i) that M (i) = ±Pi, with M
(i) = −Pi if and only
if i is even. It follows that detM (i) = − detPi precisely when i is even and µi is odd, yielding
(6.2)
7 Rank of a unipotent fixed bilinear form
The determinant formula proved in the previous section tells us if a unipotent form is de-
generate or not. When Symλn, or Skew
λ
n do not contain any non-degenerate element, we are
able to specify the rank of a generic Nλ-fixed form.
Theorem 7.1. The corank of a generic element of Symλn is equal to the number of even
parts which appear an odd number of times in λ. Similarly, the corank of a generic element
of Skewλn is equal to the number of odd parts which appear an odd number of times in λ.
Although the proof of the case of skew-symmetric forms is virtually the same as that of
the symmetric forms, some definitions need to be modified. Therefore, instead of writing a
separate proof, we prove the first claim only and indicate the places that need a modification
in order for it to work for the latter.
The first claim of Theorem 7.1 follows immediately from Lemmas 7.3 and 7.6 below. To
facilitate their proofs, we start with a definition.
Definition 7.2. For symmetric forms, the degeneracy number of λ, denoted by d(λ), is
defined to be the number of even parts which appear an odd number of times in λ. Recall
our alternative notation for a partition λ = (1α1, 2α2 , . . . , lαl), indicating that the parts of
λ are α1 1’s, α2 2’s, . . . , and αl l’s. For 1 ≤ i ≤ l, define λ
[i] = (1α1 , 2α2, . . . , iαi) and
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di(λ) = d(λ
[i]). For example, if λ = (23, 41) = (4, 2, 2, 2), then d(λ) = 2 and d1(λ) = 0,
d2(λ) = d3(λ) = 1, d4(λ) = 2.
For skew-symmetric forms, the degeneracy number of a partition λ is defined to be the
number of odd parts which appear odd number of times in λ. The rest of the definition is
modified accordingly.
Lemma 7.3. Let M be the generic element of Symλn. With respect to the vertical lines in its
λ-decomposition, let M ′ be the matrix obtained by taking, in each column block, only the first
di(λ) columns of M if the block corresponds to i. Then the null space of M
′ has dimension
d(λ). In particular, corank(M) ≥ d(λ). The same claims are true for skew-symmetric forms.
Before we start the proof let us illustrate the construction of M ′.
Example 7.4. Let λ = (4, 2, 2, 2). Then d(λ) = 2. In this case, the generic element of
Sym
(4,2,2,2)
10 is
M =

0 0 0 0 0 0 0 0 0 0
0 0 0 b 0 0 0 0 0 0
0 0 −b 0 0 d 0 g 0 l
0 b 0 a −d c −g f −l k
0 0 0 −d 0 0 0 i 0 n
0 0 d c 0 e −i h −n m
0 0 0 −g 0 −i 0 0 0 q
0 0 g f i h 0 j −q p
0 0 0 −l 0 −n 0 −q 0 0
0 0 l k n m q p 0 r

.
Since the first block-column has four columns and since d4(λ) = 2, we take its first two
columns. On the other hand, each of the second, third and the fourth block-columns have
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two columns. Since d2(λ) = 1, we take the first column of each. Therefore,
M ′ =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 b −d −g −l
0 0 0 0 0
0 0 0 −i −n
0 0 0 0 0
0 0 i 0 −q
0 0 0 0 0
0 0 n q 0

.
Notice that the rank of M ′ is 3. Since M ′ is a linear map from K5 to K8, the dimension of
its null space is dimK5 − rank(M ′) = 5− 3 = 2.
Proof. We argue by induction on d(λ). In order to make the induction work, we prove a
slightly more complicated statement. We use the horizontal lines in the λ-decomposition to
form another matrix M ′′ by taking, in each row block of M ′ corresponding to the part i,
only the last di(λ) rows. For example, for M as in Example 7.4,
M ′′ =

0 0 0 0 0
0 b −d −g −l
0 0 0 −i −n
0 0 i 0 −q
0 0 n q 0

. (7.5)
The statements we prove are:
1. There are d(λ) linearly independent row relations in M ′′ that can be described explicitly
in the following sense. Let mi denote the number of even parts ≤ i that occur an odd
number of times in λ. Then, for each even part i that occurs an odd number of times,
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there is a relation among the mi-th rows from the bottom of the block-rows associated
with i.
2. The null spaces of M ′ and M ′′ are the same, of dimension d(λ).
The corresponding statements for skew-symmetric forms are similar. Consider the num-
ber mi of odd parts ≤ i that occur an even number of times. Then, for each odd part i that
occurs an odd number of times, there is a relation among the mi-th rows from the bottom of
the blocks corresponding to the part i of λ. Furthermore, the null spaces of M and M ′′ are
the same, of dimension d(λ).
Let us illustrate the first claim forM ′′ as in (7.5). There are three block-rows correspond-
ing to i = 2, each of which has only one row. Since m2 = 1, this gives a relation among the
third, fourth and the fifth rows of M ′′. For i = 4, there is a single block-row in M ′′ with two
rows and m4 = 2. Therefore, there is a single relation for the first row of M
′′, which implies
that the row is zero.
Now we proceed with the inductive argument. Note that everything to be proved is now
in terms of the smaller matrix M ′′. Let s be the smallest even part that occurs an odd
number of times. We coarsen the block decomposition of M ′′ into simply
M ′′ =
(
U ′′ V ′′
Z ′′ W ′′
)
.
The lines divide between the blocks corresponding to parts > s and those corresponding
to parts ≤ s. (Above the horizontal line are the blocks corresponding to the parts > s.)
For example, s = 2 is the smallest even part that appears an odd number of times in
λ = (4, 2, 2, 2). Therefore, the corresponding M ′′ is given by
M ′′ =

0 0 0 0 0
0 b −d −g −l
0 0 0 −i −n
0 0 i 0 −q
0 0 n q 0

.
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For a skew-symmetric form the coarsening ofM ′′ is obtained by considering the smallest odd
part which appears odd number of times.
We claim that Z ′′ = 0 in general. To see this, note that every block in Z ′′ consists of the
first dj(λ) columns of a matrix B
T
j,k for some j > i ≥ k. Since the first j − k columns of B
T
j,k
are zero, and since dj(λ) ≤ j − i ≤ j − k, we find Z
′′ = 0.
Let us split the partition λ into two sub-partitions λU and λW in accordance with the
coarsening of M ′′, as follows; λU := ((s + 1)
αs+1 , (s + 2)αs+2, . . . , lαl) and λW := λ
[s] =
(1α1 , 2α2, . . . , sαs). Denote by U the generic element of SymλU|λU |, and similarly, denote by
W the generic element of SymλW|λW |. Observe that the blocks U
′′ and W ′′ of M ′′ are formed
from U and W in the same manner as M ′′ is formed from M . Since, d(λU) = d(λ)− 1 and
d(λW ) = 1, we apply the inductive hypothesis to U
′′ and W ′′.
We first prove the claim about the row relations in M ′′. There is a single relation among
the last rows of the row-blocks in W ′′ that come from the part s. Since Z ′′ = 0, this gives
a corresponding row relation in M ′′. For each even part j occurring an odd number of
times with j > s, there are row relations in the bottom (mj − 1)-th rows of the row-blocks
of the submatrix U ′′. However, because of the form of the matrices Bp,q (c.f. (4.7)) the
corresponding rows in V ′′ consists of zeros only. In other words, the row relations of U ′′
extend to row relations for M ′′. Together with the other relation found above, this gives
d(λ) linearly independent row relations with the claimed form.
Now we proceed to prove the second claim. The statement that the null space of M ′ is
the same as that of M ′′ is proven directly, without induction. Indeed, looking at (4.7), the
general form of a unipotent fixed matrix, we see that in each block there are no non-zero
entries above the main antidiagonal. Therefore, the rows in M ′′ that are deleted in order to
obtain M ′ are all zero rows. This proves the claim.
To calculate the rank of M ′′ first notice that there are d(λ) − 1 independent column
relations in U ′′ and since Z ′′ = 0, this produces d(λ) − 1 independent column relations
in M ′′. There is also another column relation among the first columns in each block of
W ′′ corresponding to the part s. Let us call the columns occurring in this last relation
distinguished columns.
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Of course, the corresponding columns in V ′′ are not zero, so we cannot immediately
extend this relation to one in M ′′. Instead, we show that we can use certain additional
columns of M ′′ to obtain a column relation. To do this, it suffices to show that all of the
distinguished columns of V ′′ lie in the column space of U ′′. For then we can add a linear
combination of columns in U ′′ to the linear combination of distinguished columns in V ′′ to
produce zero. The same linear combination of the full columns in M ′′ (obtained by simply
adding 0’s at the bottom) plus the combination of distinguished columns in M ′′ will produce
zero as well. This yields an independent column relation, giving a total of d(λ) linearly
independent column relations in M ′′. In other words, we have d(λ) linearly independent
vectors in the null space of M ′′.
To prove that the distinguished column space of V ′′ is contained in the column space of
U ′′, it is enough to show that the distinguished column space of V ′′ is orthogonal to the kernel
of U ′′T, which we interpret as the space of row relations in U ′′. Now since the row relations
in U ′′ always involve the bottom mj-th rows from the various blocks and each mj ≥ 2, while
the nonzero entires in the distinguished columns of V ′′ are always located in the first rows
of each block, the claim follows immediately.
Lemma 7.6. Let M be the generic element of Symλn. There exists a non-zero minor of size
(n − d(λ))-by-(n − d(λ)). In particular, corank(M) ≤ d(λ). The same claim is true for
skew-symmetric forms.
Proof. We prove the existence of a non-zero minor of the specified size by finding a non-zero
monomial term in the minor expansion that occurs only once, so that no cancellation can
occur. To do this, we use a slightly weaker decomposition of M than its λ-decomposition.
In the λ-decomposition of M , remove any horizontal and vertical lines that divide two equal
parts of λ. We then use the diagonal blocks of this decomposition to prove the result; since
the variables in each block are distinct, it suffices to prove the corresponding result for a
single such diagonal block.
If the part of λ is odd, then it is easy to see that all of the main antidiagonal terms are
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nonzero and that their product is a desired monomial. (For a skew-symmetric M , if the part
of λ is even, then the product of the main antidiagonal terms gives the desired monomial.)
Similarly, if the part of λ is even and occurs an even number of times, then all of the
main antidiagonal terms are nonzero and their product is the desired monomial. (For a
skew-symmetric M , if the part of λ is odd and repeated even number times, then then all of
the main antidiagonal terms are nonzero and their product is the desired monomial.)
On the other hand, if the part of λ is even and occurs an odd number of times, then
all of the main antidiagonal terms are nonzero except those in the middle block. But the
antidiagonal terms just above the main antidiagonal of the middle block are nonzero, so
the product of all of these entries gives the desired monomial, proving that this matrix has
corank at most 1. (The same argument works for a skew-symmetric M , if the part of λ is
odd and repeated odd number of times.)
Example 7.7. We continue with Example 7.4.
M =

0 0 0 0 0 0 0 0 0 0
0 0 0 b 0 0 0 0 0 0
0 0 −b 0 0 d 0 g 0 l
0 b 0 a −d c −g f −l k
0 0 0 −d 0 0 0 i 0 n
0 0 d c 0 e −i h −n m
0 0 0 −g 0 −i 0 0 0 q
0 0 g f i h 0 j −q p
0 0 0 −l 0 −n 0 −q 0 0
0 0 l k n m q p 0 r

.
The matrix M has rank 8, with column relations
(qd− ng + il)C2 − bqC5 + bnC7 − biC9 = 0 (7.8)
C1 = 0, (7.9)
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where Ci denotes the i-th column of M .
In the proof of Lemma 7.3, we find the column relations in U ′′ and an additional column
relation in W ′′. The first column of U ′′ being zero implies (7.9). There is a single relation
among the columns of W ′′, namely qCW
′′
1 − nC
W ′′
2 + iC
W ′′
3 = 0. Moreover, in this example,
the column space of V ′′ is the same as that of U ′′, therefore assuring a relation among CM
′′
3 ,
CM
′′
4 , and C
M ′′
5 . Transporting that relation back to M gives (7.8).
In the proof of Lemma 7.6, we consider the minors that uses rows and columns 2,3,4 as
well as 5,6,8,9,10. The relevant monomials are −b3 and n4j. Thus, the combined minor of
size 3+5=8 and it has determinant −b3n4j.
Corollary 7.10. The determinant of the generic element of Symλn is zero if and only if every
even part which occurs in λ occurs an even number of times. Similarly, the determinant of
the generic element of Skewλn is zero if and only if every odd part which occurs in λ occurs
an even number of times.
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