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To the characteristics of large number of sensor nodes, wide area and unbalanced energy con-
sumption in farmland Wireless Sensor Networks, an efficient data collection strategy (GCMS) based
on grid clustering and a mobile sink is proposed. Firstly, cluster is divided based on virtual grid,
and the cluster head is selected by considering node position and residual energy. Then, an opti-
mal mobile path and residence time allocation mechanism for mobile sink are proposed. Finally,
GCMS is simulated and compared with LEACH and GRDG. Simulation results show that GCMS
can significantly prolong the network lifetime and increase the amount of data collection, especially
suitable for large-scale farmland Wireless Sensor Networks.
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1 Introduction
The development of intelligent agriculture and precision agriculture requires positioning, timing
and quantitative monitoring and management of farmland parameters. As an accurate and real-time
information acquisition method, Wireless Sensor Network has the characteristics of self-organization,
low energy consumption, convenient configuration and low cost. It has a broad application prospect in
the monitoring and control of farmland habitat parameters and crop growth monitoring [8]. A Wireless
Sensor Network (WSN) consists of a large number of spatially distributed, wirelessly connected, self-
governing sensor nodes, which are generally deployed in monitoring environments. These sensor nodes
need energy to sense, process and transmit data, but their energy (battery) is limited. Therefore, it
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is necessary to design an energy efficient data collection strategy to save energy consumption in order
to extend the lifetime of a WSN [2].
A farmland Wireless Sensor Network has the characteristics of wide range and large number of
sensors. In traditional Wireless Sensor Network, sensor nodes send data to the fixed sink through
multi hop, which easily leads to the death of nodes near the sink due to excessive energy consumption,
thus forming an energy hole. In recent years, the introduction of mobile sink can reduce the density of
network nodes, improve the energy utilization of nodes, and extend the running time of the network
[1, 3, 4, 13, 14, 21, 28]. Under the practical background of farmland application, how to monitor and
collect various environmental parameters and crop parameters is a key problem. In this paper, the
strategy using a single mobile sink node, combined with appropriate clustering and moving path, to
improve the efficiency of energy utilization and data collection in farmland Wireless Sensor Network.
The movement modes of mobile sink nodes include fixed path, random movement, controlled mo-
tion and mobile path algorithms based on swarm intelligence algorithm or mathematical programming
(linear programming path strategy) [17, 25, 26, 27, 29]. The movement of a mobile sink is modeled
as a TSP problem with overlapping circular neighborhood, and the firefly algorithm is used to solve
its optimal moving path [5, 19]. The heuristic algorithm [15] and the OPDG algorithm [11] aim to
minimize the delivery delay and improve the real-time performance of the network by solving the
TSP path. An algorithm is proposed using virtual force to determine the target position of sink node
movement [22]. The mobile trend of sink nodes was predicted by combining the sleep and wake-up
strategies to prolong the network lifetime [24]. A heuristic algorithm WRP is proposed, which can
effectively reduce congestion and delay by giving higher priority to busy nodes in the network, at the
same time, SMT is used to introduce virtual access points to optimize the access path of sink nodes
[18]. These algorithms can shorten the delivery delay, prolong the network lifetime and reduce conges-
tion in different scenarios, but there are some problems such as the complexity of the algorithm and
poor scalability. Moreover, these algorithms are not suitable for large-scale Wireless Sensor Networks.
The farmland application of WSN is a kind of delay tolerant network, which has the characteristics
of large range, many nodes and types. In the farmland WSN, CATS algorithm selects the most covered
stops one by one until all nodes are covered, and then plans a shortest path in the selected rendezvous
points [9], but the algorithm is complex and requires higher computing power of mobile sink. The
GRDG (Grid based Data Gathering) algorithm proposed can effectively collect farmland data by
dividing virtual grid in the network, establishing two-level routing and cooperating with a randomly
moving mobile sink, which improves the scalability of the network and the energy utilization of nodes
[12], but the delay is larger and the amount ofdata collected is not large.
In the farmland WSNs, a large number of sensor nodes are needed to form a sensor network,
which is combined with the farmland meteorological station to realize the dynamic and high-precision
monitoring of the farmland ecological environment and seedling, soil moisture, disease and disaster [23].
In this paper, how to use mobile sink to collect data from large-scale farmland effectively is studied,
and the solution is given. Combined with the characteristics of hierarchical routing in Wireless Sensor
Networks, a clustering scheme based on grid and a mobility strategy of a sink node is proposed.
2 Network model
2.1 Node model
It is assumed that a farmland WSN is composed of many sensor nodes which have same initial
energy; the sensor nodes are non-mobile and randomly deployed in the monitoring area. Each node
in WSN can acquire its own geographical position and perceive its own residual energy. Suppose the
node model is as follows:
(1) Sensor nodes are non-mobile and each has its own unique ID, the set of ID numbers of N
sensor nodes and one mobile sink node is M = {n1, n2, n3, . . . , nN, nsink } , where ni is the i -th node
and nsink is the mobile sink node;
(2) All sensor nodes are isomorphic and can fuse data;
(3) The wireless communication link is bidirectional and symmetrical. The node has the function
of ranging, and the transmitting power can be adjusted at any time according to the communication
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distance;
(4) When there is no data collection task, the cluster member nodes can sleep, and the cluster
head can wake up the member nodes regularly and request them to transmit the sensed data;
(5) The storage capacity of sensor node is limited. When the amount of unsent sensing data
exceeds the maximum storage capacity, the node will save the latest data and discard the earliest
data.
2.2 Energy consumption model
Energy consumption model of Wireless Sensor Network is based on that of wireless communication
system [10, 16].
The energy consumption of the transmitting end includes the energy consumption of the radio
frequency module and the signal amplifier, and the energy consumption of the receiving end only
includes the energy consumption of the receiving circuit. Signal amplifier energy consumption is on
the basis of distance between the transmitter and receiver where free space fading model and multi-
path fading model can be used [20].
The energy consumed by transmitting L bits of data is shown in the formula (1).
ETx(L,D) =
{
ERF ∗ L+ ξfs ∗ L ∗D2, D < Dc
ERF ∗ L+ ξtworay ∗ L ∗D4, D ≥ Dc
(1)
In the above formula (1), ξfs is the amplifier multiple of free space model, ξtworay is the ampli-
fier multiple of multiple path attenuation model, Dc is a constant distance, and ERF is the energy
consumption of transmit/receive circuit.
The energy consumed by receiving L bit data is not related to the transmission distance, as shown
in formula (2)[6, 7]
ERx(L) = ERF ∗ L (2)
It can be seen from formula 1 and 2 that once the communication distance is greater than Dc, the
energy consumption will increase rapidly.
3 GCMS algorithm
In the farmland WSN, a strategy based on grid clustering and using a mobile sink (GCMS) to
collect data is proposed. The clustering structure can avoid the sensor sending a large amount of
redundant data to sink. In this paper, virtual grid is used for clustering to balance the payload and
energy consumption. Each grid is a cluster, and the cluster head (CH) is selected in the cluster. The
cluster head is responsible for collecting the sensing data of the nodes in the cluster and forwarding
the data to the mobile sink after data fusion. When the sink node moves to a communication area of
a CH, sink needs to inform the CH of its moving. When sink moves to a rendezvous point, the new
location is reported to the cluster head in the communication range.
The network still runs periodically as rounds, and each round includes three steps, as shown in
Fig. 1. First, update CH, the node with the most residual energy and closest to the grid center will
be selected as the new CH. Next, CH collects the data in the cluster, and finally CH sends the data to
the mobile sink. All sensor nodes have the same hardware structure and function. They are randomly
deployed in the monitoring area. Each node knows its own location and remains static all the time.
Before the normal operation of the network, each node already knows the number of grids divided, so
nodes can determine their position in the grid.
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Figure 1: Operating round of GCMS algorithm
3.1 Clustering based on grid
It is supposed that the farmland Wireless Sensor Network is an M∗M rectangular area, N sensor
nodes are randomly deployed in the network. The network is divided into several equal area grids, as
shown in Fig. 2. The total number of grids Cnum is determined by N, as shown in formula (3). The
width C1 of each virtual grid can be expressed by formula (4)




The coordinates of reference origin are (x0, y0) , and the position coordinates of sensor node ni are




denote the number of virtual grid in which node ni is












Figure 2: Grid division
When each grid is regarded as a cluster, the whole network is divided into Cnum clusters of equal
size. Which cluster a sensor node belongs to is determined by its logical coordinates. Let the k grid
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cluster be represented as CUk(k = 1, 2, . . . , n), and CHk is the cluster head of cluster CUk, and the
number of nodes in the cluster is NK . It is called the gravity center of cluster CUk to find the location
which has the smallest sum of distance squares with all nodes in the cluster. Obviously, the gravity










(x− xj)2 + (y − yj)2
]
(6)
In formula (6),(xg−k, yg−k) is the coordinates of gravity center of cluster CUk, and (xi, yi) is the
coordinates of any sensor node in the cluster.













According to the wireless communication energy consumption model, the communication energy
consumption between cluster head and member nodes is mainly related to distance. Therefore, in
order to reduce and balance the communication energy consumption in the cluster, the node acting as
the cluster head should be close to the center of gravity of the cluster. In addition, because the cluster
head needs to forward data and manage the cluster, the node as the cluster head should also have
more residual energy. So, the closer the node to the center of gravity and the more residual energy,
the more likely it is to be selected as the cluster head. Therefore, for the k grid, the weighted sum








ω ∈ (0, 1) (8)
In formula (8), ω is a weight coefficient, Enjres is the residual energy of node nj ,E0 is the initial energy
of sensor node, and dgj−k represents the distance between the center of gravity of the cluster CUk and
the node nj in the cluster, as shown in formula (9).
dgj−k =
√
(xg−k − xj)2 + (yg−k − yj)2 (9)
According to formula (8), calculate the f fj−k of each node in the cluster CUk, and select the node
with the largest fj−k as the cluster head.
In formula (8), the value of weight ω is determined according to the actual needs. If the value of
ω is large, the cluster head selection focuses more on the distance between the node and the center of
gravity; otherwise, it focuses on the residual energy of the node.
At the end of each round, each node in the cluster reports its remaining energy and distance to
the center of gravity to the cluster head. The cluster head calculates and compares the fj−k value
of each node according to formula (8). The node with the largest fj−k will be selected as the cluster
head of the next round.
After clustering based on virtual grid, cluster head manages the whole cluster, including determin-
ing the time interval of data collection, reporting sink location, data fusion and forwarding, etc.
3.2 Data transmission in cluster
After clustering and selecting the cluster head, the other nodes in the cluster send joining request
to the cluster head, the request contains its own ID. On the basis of the number of member nodes,
the cluster head divides time into several slots, that is, the TDMA mechanism is adopted to assign
the corresponding transmission time slots to each member node. Each cluster member node collects
and transmits data to the cluster head in its own time slot, and is dormant to save energy in other
time slots. Cluster head collects information and fuses the data, then sends information to the mobile
sink. In this way, the information is forwarded to the mobile sink.
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3.3 Path planning of the mobile sink
The time interval between two moves of the sink to the same point can be regarded as the delay of
data acquisition of sensor nodes, which is recorded as Tp. Therefore, the maximum delay limit means
that there is a Tlimit and formula (10) must be satisfied.
Tp < Tlimit (10)
On the other hand, the mobile sink can be considered as moving at a constant speed, and the
time consumption of data transmission can be ignored; if the moving speed of the sink is V. as shown
in formula (11), the maximum delay limit of mobile sink data collection can be transformed into the
path length limit of mobile sink. {
v ∗ Tp < v ∗ Tlimit
Lp < Llimit
(11)
The goal of GCMS algorithm is to plan a periodic mobile data collection loop for mobile sink in the
node deployment area, which contains several rendezvous points. To achieve this goal, GCMS is divided
into three steps. The first step is to set up a virtual grid in WSN. All grid line intersections become
the candidate rendezvous points (RP) of GCMS. The second step is to determine the first rendezvous
point from the candidate rendezvous points; the first rendezvous point will be set in the area with the
most neighbor nodes. The third step is to add the new rendezvous points to the path one by one after
setting up the first rendezvous point to realize the path expansion. This process is heuristic, and its
heuristic function mainly considers two factors: the distance from the existing rendezvous point, the
better, and the higher the density of the neighbor nodes, the better. Among them, "distance from the
existing rendezvous point" is Euclidean distance. For solving the traveling salesman problem (TSP),
the moving path and its length of mobile sink for data collection are obtained. Then, whether the
length exceeds the limit Llimit of the total length of the path is detected. If it exceeds the limit, the
point will be discarded; otherwise it will be added to the path to start a new round of rendezvous
point generation process. The path planning of sink is finished until the list of candidate residency
points is empty.
Rendezvous point is the location of mobile sink for data collection. Whenever a rendezvous point
is reached, the mobile sink collects the data cached by the nearby cluster head nodes. The mobile
path of sink in the network is a loop which is obtained by solving the traveling salesman problem for
all the rendezvous points in the network, along which the data is collected periodically.
In order to generate residences, a list of candidate residences should be generated first. The network
deployment area is continuous, in which there are infinite points. The computer algorithm cannot
detect infinite points, and it is obviously unnecessary to repeatedly detect the candidate rendezvous
points close to each other. Therefore, a grid like structure is introduced, in which the intersection
of horizontal and vertical lines of the grid like structure is taken as the candidate rendezvous point.
As shown in Fig. 3, the black points are the candidate rendezvous points. After the candidate
rendezvous points are generated, the first rendezvous point can be selected first, and then the path
can be expanded step by step. GCMS will select the candidate rendezvous point with the highest
density of neighbor cluster head nodes as the first rendezvous point. If more than one residency point
satisfies the condition, the point closest to the sink is selected as the first residency point. In order to
describe the density of cluster head nodes, a covering function c(n, i) is introduced. For any candidate
rendezvous point nand a cluster head node i, the covering function c(n, i) is shown in formula (12).
c(n, i) =
{
0, d(n, i) > Rc
1, d(n, i) ≤ Rc
(12)
In formula (12), d(n, i) is the Euclidean distance between i and n, and RC is called the coverage
radius of the candidate rendezvous point, which is a parameter. Therefore, the node density Cnum of
the candidate rendezvous point n is defined as the total number of cluster head nodes covered by the
candidate rendezvous point, as shown in formula (13), where n is the total number of cluster head






Figure 3: Candidate rendezvous points
After selecting the first rendezvous point, GCMS will gradually expand from the remaining can-
didate rendezvous points, and then form a complete loop by solving the traveling salesman problem
(TSP). In order to evaluate the priority of the candidate rendezvous points, GCMS will evaluate the
fitness of the candidate rendezvous points, and try to select a rendezvous point with the highest fit-
ness to join the loop in each round. The fitness evaluation function of candidate rendezvous point n






In formula (14), Dn−min is the minimum distance from the candidate rendezvous point n to all
established rendezvous points, which is obtained by Euclidean distance. Llimit is the total path limit
of mobile sink. It can be seen from this function that GCMS will preferentially select the candidate
rendezvous points with higher density of peripheral sensor nodes and far away from the existing
rendezvous points. If there are more than one candidate residency point satisfying the condition, one
of them is selected randomly.
Whether the candidate rendezvous point can be added to the rendezvous point list needs to be
checked whether the length of the new loop exceeds the limit of the total path length of the mobile
sink. There are two possible results: L > Llimit or L <= Llimit. If it is the former, it will not be
considered next; if it is the latter, it will be added to the path and become the rendezvous point. The
candidate residency point is then removed from the list of candidate residences. Therefore, in GCMS,
each candidate rendezvous point is checked once and only once. The generation process of each new
rendezvous point is a main cycle of GCMS. Until all the candidate residences have been checked, that
is, when the list of candidate residences is empty, the loop ends, and the final result is a data collection
path of the mobile sink.
3.4 Allocation of residence time for the mobile sink
In order to further reduce the network delay, the cache data of cluster head node is obtained in the
process of data transmission, and then the dwell time of sink is reserved according to the data size. At
the same time, the residency point of the next hop cluster head is broadcast to the cluster head in the
next hop cluster to prepare for data transmission. Let Lp denote the total moving distance of sink,
Tp denotes the time interval of each round of data collection, T and Tk are the total residence time
of each round and the residence time of each residency point respectively, and v represents the move
rate of sink. The total residence time T and residence time of each cluster head Tk can be described
as formula (15). {








In the formula (15),Ca−num is the total number of residency point accessed, N(k) is the number
of neighbor nodes of the kth residency point, µkj is the size of data packets collected by cluster head
j, and σ is the transmission rate of data packets when cluster head communicates with mobile sink.
According to the above time allocation mechanism, sink can improve the data transmission balance
between cluster heads within a certain network delay time. Considering the communication ability of
cluster head nodes, sink can change the residence time according to the total amount of data cached
by cluster head within the communication range. Therefore, the allocation mechanism can be used
for fixed slot TDMA mechanism.
DMA communication mechanism includes the following steps:
Step 1: mobile sink sends broadcast packets to notify cluster head nodes in the adjacent area of
its location coordinates and communication radius.
Step 2: the neighbor cluster head nodes requests to establish a connection with sink after receiving
the broadcasting packet and the request data contains the amount of data of cluster heads.
Step 3: mobile sink selects the next rendezvous point according to the path planning, and sends
ACK messages containing dwell time information.
Step 4: after the neighbor cluster heads of the next rendezvous point receive the ACK message,
they collect the data of the member nodes in the cluster, and pack and fuse the data.
Step 5: the mobile sink node collects the data of the current access cluster heads, and then the
cluster heads are identified to enter the sleep mode, and the sleep slot is T.
Step 6: if this point is the last rendezvous point, then finish; otherwise, the sink node moves to
the next rendezvous point and return to step 1.
4 Simulation Analysis
4.1 Simulation parameters setting
The simulation runs in MATLAB r2018a environment. In the simulation experiment, 100 -600 sen-
sor nodes are randomly distributed in the specified range for multi round data collection performance.
The initial energy of each node is 1J, the data generation rate is random, and there is redundancy in
the data sent by nodes in the sensor network. The ERF of 1 bit data processing circuit is 50∗10−9J/bit,
and the maximum data storing capacity of a single node is 32kbit. Considering the residual energy
and distance, ω is chosen as 0.5. The simulation parameters are shown in Table 1.
Table 1: Simulation Parameters
Parameters Values
Area of Network (m) 1000m∗1000m
Number of sensor nodes 100− 600
Length of packet (bit) 4000
Initial energy of sensor node E0(J) 1
Transmission radius of cluster head (m) 70
Communication range of sin k(m) 120
Dc(m) 87.7
Moving speed of mobile sin k(m/s) 20
Cache of sensor node (k bit ) 32
Sensing speed of sensor node (bit/s) 1000
Energy consumption of transmit/receive circuit (ERF ) (nJ/bit) 50










Energy consumption of data fusion (nJ/bit/ packet ) 5nJ/bit/ packet
Weight coefficient ω in CH election formula (8) 0.5
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4.2 Results and analysis
In order to analyze the effectiveness of the proposed algorithm, GCMS is compared with LEACH
which is based on fixed sink and GRDG which is based on mobile sink and grid clustering. The
number of nodes alive, network lifetime, the amount of data collected and delay will be compared and
analyzed.
4.2.1 Comparison of the number of nodes alive
Considering the farmland Wireless Sensor Network with 400 sensor nodes randomly deployed, the
mobile rate of sink is set at 10m/s. With the operation of the network, some nodes die after some
rounds due to the depletion of energy. The number of nodes alive corresponding to the 3 methods in
different rounds is shown as Fig. 4.
Figure 4: Comparison of number of nodes alive varies with the number of rounds
Network life cycle can be divided into stable period and unstable period. Before the FND (the time
of first node death) of the network, the network is in the stable period; after the FND of the network,
the network is in the unstable period. It can be seen from Fig. 4 that the stable period in GCMS
and GRDG is significantly longer than that in LEACH. And, the number of nodes alive in GCMS
and GRDG in unstable period is always larger than that in LEACH. This is because that GCMS and
GRDG use mobile sink for data collection, which outperforms LEACH in energy consumption balance
of network nodes, so FND appears later. Moreover, due to the mobility of sink, the network node can
communicate with sink in a short distance, thus saving energy consumption, so the survival time of
the node is longer. In terms of the two mobile sink data collection methods, the proposed GCMS is
better than GRDG in terms of the number of nodes alive in the stable and unstable periods of the
network. This is because the mobile sink in GCMS moves according to the shortest path, which makes
the network energy consumption more balanced, while the mobile sink in GRDG moves randomly.
It can also be seen from Fig. 4 that after entering unstable period, the number of surviving nodes
in GCMS decreases most rapidly, which means that once a node dies, the energy of other nodes will
also be exhausted quickly. It shows that the network energy consumption in GCMS is more balanced
further.
Therefore, in terms of network stability and running time, the proposed GCMS is better.
4.2.2 Comparison of network lifetime
The lifetime of the network is compared by the time of the first node death. Fig. 5 shows the
lifetime of the network at different scales. The abscissa represents the number of sensor nodes, and
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the ordinate represents the life cycle of the network. Here, the number of rounds of the FND is taken
as the measurement standard. With the increase of the number of sensor nodes, the network life
cycle of LEACH algorithm shows a downward trend, on the contrary, the network lifetime of GCMS
and GRDG strategies shows an upward trend. LEACH algorithm uses fixed sink for data gathering,
and the energy consumption from cluster head to sink node is large. When the number of sensors
increases, the amount of data forwarded by cluster head increases, so it leads to the rapid depletion of
energy consumption and the death of nodes. In the GCMS and GRDG algorithms using mobile sink
for data gathering, due to the less energy consumption of uniform clustering and data transmission
from cluster head to mobile sink, the energy consumption does not increase sharply with the increase
of the number of sensors. Therefore, the number of rounds of the FND is not significantly advanced,
and the performance of GCMS algorithm is slightly better than that of GRDG. Therefore, mobile sink
is used for data collection is more suitable for large-scale Wireless Sensor Networks.
Figure 5: Comparison of FND with different number of nodes deployed in WSN
4.2.3 Comparison of amount of data collected
As shown in Fig. 6, the total amount of data collected in the network lifetime is compared
when different numbers of sensor nodes are deployed in the Wireless Sensor Network. It can be seen
that the amount of data collected by LEACH algorithm is significantly less than that of the other two
algorithms using mobile sink. This is because the introduction of mobile sink can improve the network
lifetime, so the amount of data collected is larger. The GCMS algorithm in this paper collects more
data because of the longer network lifetime. However, with the increase of the number of nodes in
the network, the amount of data collected by LEACH algorithm does not increase significantly. This
is because with the increase of node density, it will lead to data transmission collision in LEACH,
making some time slots wasted and not transmitting effective data. But, In GCMS proposed in this
paper and GRDG, the communication between nodes in the cluster adopts TDMA mechanism instead
of CSMA mechanism. In other words, CH allocates a fixed communication time slot to each cluster
member node, so there is no collision and the amount of data collected will increase with the extension
of network lifetime.
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Figure 6: Comparison of the amount of data collected by sink node
In short, with the increase of the number of nodes, the amount of data collected by various methods
increases approximately linearly. In theory, this is because the increase in the number of nodes makes
the perceived data more, so the amount of data sent to sink increases significantly. However, in the
actual data transmission process of WSNs, when the network runs to a certain round, if some nodes die
prematurely, the network will not work and the data collection performance will be greatly damaged.
Therefore, network life cycle (network lifetime) is the premise to improve the performance of data
collection. If the network lifetime is long enough, nodes can work longer and collect more data.
In summary, compared with LEACH algorithm, the GCMS algorithm proposed in this paper has
a slight advantage in data collection. That is, the GCMS algorithm proposed in this paper is suitable
for data collection of large-scale sensor networks.
4.2.4 Comparison of network delay
Finally, the effectiveness of the proposed method is verified from the perspective of data trans-
mission delay. Considering that the speed of wireless transmission is far greater than that of sink,
only GCMS and GRDG using mobile sink technology are simulated and compared in terms of data
transmission delay in this section. Assuming that the movement rate of mobile sink is 20m/s and 400
sensor nodes are deployed in the WSN, it shows the average delay comparison of data transmission
with different rounds (i.e. from 0 to 1200 rounds) in Fig. 7.
Figure 7: comparison of delay of different rounds
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As can be seen from Fig. 7, the average transmission delay of GCMS is significantly lower than
that of GRDG. This is because mobile sink can choose the shortest route from multiple mobile paths
and determine different pause times according to the data size in GCMS. In GRDG, the mobile sink
moves randomly, but it is not necessarily the optimal path. The longer the path may lead to the
longer data collection delay.
The average delay comparison of different nodes in the sensor network is shown in Fig. 8. It can
be seen that the average delay increases slightly with the increase of the number of nodes in GRDG
algorithm, but it is not obvious. In GCMS algorithm, with the increase of the number of nodes, the
delay increases obviously. When the number of nodes increases to 400, the delay increase is no longer
obvious. This is because in GCMS, with the increase of the number of nodes, the movement path of
sink will increase, which will lead to the increase of delay. However, the growth rate slows down when
the number of nodes increases to a certain value, which proves that GCMS algorithm is more suitable
for large-scale and delay insensitive networks.
Figure 8: comparison of average delay of different number of nodes
5 Conclusions
A data collection algorithm (GCMS) based on virtual grid and mobile sink is proposed in the
paper. The farmland Wireless Sensor Network is divided into several grids, that each grid is a cluster,
in which the geographical location and residual energy are considered to select the cluster head. In
order to improve the efficiency of data collecting of mobile sink, different access probabilities are set
according to the distance between cluster head nodes, the number of neighbor nodes in cluster head.
So the shortest path of sink can be selected from multiple mobile paths. Considering the impact of
data delay and different data size collected by cluster heads, different pause times can be determined
according to the amount of data to be collected. The residence time of sink in each location is set to
a different value to ensure that each cluster head can send all its cache data to sink within a given
time. Finally, the GCMS algorithm in this paper is simulated and compared with LEACH and GRDG
methods. The results show the algorithm proposed in this paper has great advantages in prolonging
the network lifetime and improving the amount of data collection. Compared with GRDG algorithm,
the amount of data collected is increased by 10% on average and the network life cycle is prolonged
by about 14% in GCMS algorithm. However, the network considered in this paper is simple and
sensor nodes are isomorphic. Heterogeneous nodes and sink nodes moving at variable speed should be
considered in next step for practical application.
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