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SYMMETRY BREAKING AND MORSE INDEX OF
SOLUTIONS OF NONLINEAR ELLIPTIC PROBLEMS IN
THE PLANE
FRANCESCA GLADIALI, MASSIMO GROSSI, AND SE´RGIO L. N. NEVES
Abstract. In this paper we study the problem
−∆u = ( 2+α
2
)2 |x|αf(λ, u), in B1
u > 0, in B1
u = 0, on ∂B1
(P)
where B1 is the unit ball of R2, f is a smooth nonlinearity and α, λ are
real numbers with α > 0. From a careful study of the linearized operator
we compute the Morse index of some radial solutions to (P). Moreover,
using the bifurcation theory, we prove the existence of branches of non-
radial solutions for suitable values of the positive parameter λ. The case
f(λ, u) = λeu provides more detailed information.
1. Introduction and main results
In this paper we study the problem
−∆u = (2+α2 )2 |x|αf(λ, u), in B1
u > 0, in B1
u = 0, on ∂B1
(1.1)
where α, λ are real numbers, α > 0 and B1 is the unit ball of R2.
The nonlinearity f(t, s) satisfies
f : (a, b)× R+ → R+, a, b ∈ R, f ∈ C1,1loc ((a, b)× [0,+∞)). (1.2)
Problem (1.1) models different type of equations. When f(λ, s) = sλ
with λ > 1 it is known as He´non problem and arises in the study of stellar
clusters. Other interesting examples are given by f(λ, s) = λ(1 + s)p with
p > 1, λ > 0 and f(λ, s) = λes. In this last case problem (1.1) is sometimes
known as Liouville equation and arises in the study of vortices of Euler flows
in the gauge field theory, when the equation involves singular sources.
Observe that the presence of the term |x|α allows the existence of nonradial
solutions for (1.1) and the constant
(
2+α
2
)2
in (1.1), in many cases, can be
merged into the equation.
In the particular case of f(λ, s) = λes problem (1.1) has been studied by
The first two authors are supported by PRIN-2009-WRJ3W7 grant, S. Neves has been
partially supported by FAPESP.
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2 GLADIALI, GROSSI, AND NEVES
many authors. Del Pino, Kowalczyk and Musso in [11] proved the existence
of solutions concentrating at one or more points when α is fixed and λ is
close to zero (see also [7] for a generalization of this result). We quote also
the results in [1], [2] and [5] where the behavior of the solutions as λ→ 0 is
considered.
In this paper we are interested in studying existence of nonradial solutions
to (1.1). The main tool to get our results will be the bifurcation theory.
We want to stress that the results we obtain, both for the general problem
(1.1) that for the special case of f(λ, s) = λes, allow α and λ to vary in all
the range of existence of solutions and not only in a neighborhood of some
specific value (as λ = 0).
To our knowledge one of the few results where λ varies in all its range
is due to Suzuki [21], where he proved the nondegeneracy of the solution
in simply connected domains when α = 0, f(λ, s) = λes, λ
∫
Ω e
u < 8pi and
λ ∈ (0, λ∗). Here λ∗ is the maximal value of λ such that (1.1) has a solution.
In a similar spirit we will obtain some existence results of solutions to (1.1).
A crucial role in our analysis is given by the autonomous problem associated
to (1.1), 
−∆v = f(λ, v), in B1
v > 0, in B1
v = 0, on ∂B1.
(1.3)
The well known result by Gidas, Ni and Nirenberg ([12]) tell us that all
solutions to (1.3) are radial (this is no longer true for (1.1)).
Let us remark that, if we restrict ourselves to considering only radial
solutions, then problems (1.1) and (1.3) are equivalent. This can be easily
seen using the map r 7→ r 2+α2 as pointed out in [6] (see also [14], [20] and
the proof of Proposition 1.1 ).
Let us now turn to illustrate the strategy of our paper: first of all observe
that, in many situations, it is possible to establish the existence of radial
solutions vλ to (1.3) for some suitable values λ ∈ (a, b).
Then we get that
uλ,α(r) = vλ(r
2+α
2 ) (1.4)
are radial solutions to (1.1) for any α > 0 and λ ∈ (a, b). If we look
for nonradial solutions which bifurcate from uλ,α, by the implicit function
theorem, the values of α and λ must satisfy the degeneracy condition,{
−∆w − (2+α2 )2 |x|αf ′(λ, uλ,α)w = 0, in B1
w = 0, on ∂B1
(1.5)
for some nontrivial w ∈ H10 (B1), where f ′(λ, u) = ∂f∂u(λ, u).
In general the computation of the values α and λ for which uλ,α is degen-
erate is a very difficult problem. However, in the case where the solution
vλ of (1.3) has Morse index 1, we will be able to characterize them. In
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the following we set H as the closure of C∞0 (0, 1) with respect to the norm
‖η‖H =
∫ 1
0
(
(η′)2 + η
2
r2
)
rdr.
Proposition 1.1. Assume (1.2) and that problem (1.3) has a solution vλ for
any λ ∈ (a, b). Then problem (1.1) has a radial solution uλ,α(r) = vλ
(
r
2+α
2
)
for any λ ∈ (a, b) and α > 0.
Moreover if vλ is radially nondegenerate and it has Morse index 1, setting
ν1(λ) := inf
η∈H
η 6≡0,
∫ 1
0 r(η
′)2 dr − ∫ 10 rf ′(λ, v)η2 dr∫ 1
0 r
−1η2 dr
(1.6)
we have that uλ,α is degenerate if and only if λ and α satisfy
ν1(λ) = − 4k
2
(2 + α)2
(1.7)
for some integer k ≥ 1. The solutions of (1.5) corresponding to the values
of λ and α which satisfy (1.7) are given by, in polar coordinates,
ψλ,α(r, θ) = ψ˜1,λ
(
r
2+α
2
)[
A sin
(
2 + α
2
√
−ν1(λ)
)
θ +B cos
(
2 + α
2
√
−ν1(λ)
)
θ
]
(1.8)
for any real constant A and B where ψ˜1,λ is the function which achieves
(1.6).
Else if vλ is degenerate for some λˆ ∈ (a, b), with eigenfunction ψ˜λˆ, then uλˆ,α
is radially degenerate for any α > 0 with eigenfunction ψλˆ,α(r) = ψ˜λˆ(r
2+α
2 ).
Remark 1.2. Due to the lack of the Hardy inequality in R2, it is not trivial
that the infimum in (1.6) is achieved. However, since the Morse index of vλ
is 1 then we get that
ν1(λ) < 0.
Then Proposition 2.1 applies and so the the infimum in (1.6) is achieved.
Note the the condition on the Morse index of vλ is crucial. Indeed, if ν1(λ) =
0, in Proposition 2.2 is provided an example where ν1(λ) is not attained.
Equation (1.7) characterizes all the degeneracy points of the radial solu-
tions uλ,α. It seems important to emphasize that the map r 7→ r 2+α2 , that
links the radial solutions of (1.1) and (1.3), allows us to say more: it identi-
fies the degeneracy points in terms of ν1(λ) that is not directly related with
problem (1.1) but just with problem (1.3).
In addition, the quantity ν1(λ), in some specific cases, can be explicitly com-
puted as we shall see, for example, in Proposition 1.5.
It seems to us that this link has never been highlighted before and can bring
useful information such as the calculation of the Morse index.
The degeneracy result of Proposition 1.1 can be generalized also to solutions
vλ with Morse index greater than 1. This case, however, goes beyond this
work and we do not treat it.
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A first consequence of Proposition 1.1 is the computation of the Morse index
of the solution uλ,α.
Theorem 1.3. Let vλ be a solution of (1.3) with Morse index 1 and uλ,α =
vλ(r
2+α
2 ). Then the Morse index m(λ, α) of the radial solution uλ,α to (1.1)
(see (1.4)) is equal to
m(λ, α) =
{
1 + 2
[
α+2
2
√−ν1(λ)] if α+22 √−ν1(λ) 6∈ N
(α+ 2)
√−ν1(λ)− 1 if α+22 √−ν1(λ) ∈ N (1.9)
where [x] denotes the greatest integer less than or equal to x.
Moreover m(λ, α)→ +∞ as α→ +∞.
Observe that starting from a solution vλ of (1.3) of Morse index 1 we get
a radial solution uλ,α of (1.1) which is degenerate in a certain number of
points and whose Morse index increases with alpha.
Next result shows that, under some additional assumptions, the condition
(1.7) is also sufficient to get solutions which bifurcate from the radial one.
Theorem 1.4. Suppose that f satisfies (1.2), f(λ, 0) ≥ 0 and assume that
problem (1.3) has a solution vλ for any λ ∈ (a, b) which is radially nonde-
generate with Morse index 1.
Let α > 0 be fixed and set
Fk(λ) = ν1(λ) +
4k2
(2 + α)2
for any integer k ≥ 1. If
i) there exists, for some k ≥ 1 a real value λ = λ(k) ∈ (a, b) at which
the function Fk(λ) changes sign in a neighborhood of λ = λ(k);
ii) for any k ≥ 1 the zeros of Fk(λ) in a neighborhood of λ(k) are
isolated,
then there exists a branch of nonradial solutions of (1.1) bifurcating from
(λ(k), uλ(k),α).
Moreover branches of bifurcating solutions related to different values of k are
separated and one of the following alternative holds
- they are unbounded in (a, b)× C1,γ0 (B¯1)
- they intersect the curve of radial solutions in another bifurcation
point related to the same value of k,
- they meet the boundary of (a, b)× C1,γ0 (B¯1).
In the previous theorem a crucial role is played by the curves
γk =
{
(λ, α) ∈ (a, b)× (0,+∞) such that ν1(λ) + 4k
2
(2 + α)2
= 0
}
. (1.10)
For any integer k greater than 1 we have that each γk is a smooth curve of R2.
Theorem 1.4 says that there exists a set Uk containing γk in (a, b)× (0,+∞)
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Uk
α
λ
a b
γk
Figure 1.
such that if (λ, α) ∈ Uk then the problem (1.1) has at least one nonradial
solution (see figure 1).
We observe that in Theorem 1.4 we can obtain a similar result by fixing
λ in (a, b) and using α as a parameter. Repeating the proof we get new
bifurcation branches of solutions to (1.1) related to λ and α but we cannot
claim that the new set of parameters Uk is larger (see Remark 3.3).
Next we consider a special case where to apply the results of Theorem
1.4, namely f(λ, s) = λes. Here we will get more accurate information than
those provided in Theorems 1.1-1.4.
First of all, we recall that all radial solutions to (1.3) are given by, for
λ ∈ (0, 2),
vλ(r) = log
(
8δλ
λ(δλ + r2)2
)
where δλ = δλ
± =
4− λ±√16− 8λ
λ
. (1.11)
The solution corresponding to δ+λ is the minimal one while that correspond-
ing to δ−λ has Morse index 1 and they give rise to radial solutions to (1.1)
(see Theorem 4.1). As before we set uλ,α(r) = vλ(r
2+α
2 ) where vλ is the
solution in (1.11) corresponding to δ−λ which has Morse index 1.
Our next result deals with the function ν1(λ) in (1.6), that we are able to
compute explicitly.
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Proposition 1.5. Set f(λ, s) = λes and let vλ be the unique radial solution
of (1.3) with Morse index 1. Then
ν1(λ) =
λ− 2
2
(1.12)
and the function which achieves ν1(λ) is given by
ψ˜1,λ(r) = r
√
4−2λ
2
2(1− r4) + (1− r2)2√4− 2λ
λ(1− r2)2 + 8r2 . (1.13)
The computation of (1.12) will be done using the generalized Legendre
equation which turns out to play a natural role in solving the linearized
equation to (1.3) at vλ (this was pointed out in [1] and [13]).
Using this result we can calculate exactly the Morse index of the radial
solution uλ,α and also the values of λ where the bifurcation occurs applying
Theorems 1.3-1.4 (see Theorems 4.3-4.4).
Let us state the bifurcation result for the case of the exponential nonlinearity,
where the constant
(
α+2
2
)2
is merged into the equation, i.e.
−∆u = µ|x|αeu, in B1
u > 0, in B1
u = 0, on ∂B1
(1.14)
where µ ∈
(
0, (2+α)
2
2
)
. It is worth noting that using some L∞ estimates
proved in [4] and [2] we give a more detailed description of the branches of
nonradial solutions. This leads to the following
Theorem 1.6. Let α > 0 be fixed and let uµ,α be the radial solution of
(1.14) which is not minimal (see (4.24)). There are j values
µk =
(2 + α)2
2
− 2k2 for k = 1, . . . , j, with j =
{
1 +
[
α
2
]
if α2 /∈ N
α
2 if
α
2 ∈ N
(1.15)
such that there exists a branch of nonradial solutions of (1.14) bifurcating
from (µk, uµk,α). The bifurcation is global, the branches are separated and
solutions blow up at µ = 0.
Furthermore, for any µ ∈ (0, µj) problem (1.14) has at least j nonradial
solutions.
Finally, for any µ ∈ (µk+1, µk) problem (1.14) has at least k nonradial
solutions.
As before let us introduce the curves
γk =
{
(µ, α) ∈
(
0,
(2 + α)2
2
)
× (0,+∞) such that 2µ = (2 + α)2 − 4k2
}
(1.16)
Remark 1.7. As a consequence of Theorem 1.6 we get, for any k ≥ 1 and for
any fixed α, the existence of a branch starting from γk that reaches µ = 0.
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U2
α
µ
U1
U3
γ1γ2γ3
Figure 2. Uk are the pairs to the left of γk
Then varying α we recover the region (µ, α) ∈
(
0, (2+α)
2
2
)
× (0,+∞) such
that (µ, α) lies to the left of γk. In this region there exist at least k nonradial
solutions to (1.14) (see figure 2).
We end comparing Theorem 1.7 with other known existence results. To
do this we need the following estimate, which is, in our opinion, interesting
in itself.
Proposition 1.8. Any smooth solution u of (1.14) must satisfy
2pi
(
2 + α−
√
(2 + α)2 − 2µ
)
≤ µ
∫
B1
|x|αeu ≤ 2pi
(
2 + α+
√
(2 + α)2 − 2µ
)
.
(1.17)
The bound on µ
∫
B1
|x|αeu in (1.17) provides some interesting information
on solutions to (1.14). In fact the bounds in (1.17) correspond to µ
∫
B1
|x|αeu
when u are the radial solutions to (1.14). The first inequality is trivial, being
u the minimal solution. The second one highlights that the other radial
solution “maximizes” the quantity µ
∫
B1
|x|αeu (recall that there exist no
solution to (1.14) which stays above any other solution).
Moreover, passing to the limit as µ→ 0 in (1.17) we get
lim sup
µ→0
µ
∫
B1
|x|αeu ≤ 8pi
(
1 +
α
2
)
. (1.18)
In [11] the authors proved the existence of a solution uµ,α concentrating
as µ → 0 at j points with 1 < j < 1 + [α2 ]. Each concentration point
carries a “quantized mass” µ
∫
B1
|x|αeu = 8pi. Then, by (1.18) we derive
that j = 1 +
[
α
2
]
is the maximum number of peaks for which such a solution
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U2
α
µ
U1
U3
γ1γ2γ3
Figure 3.
exists. So the result in [11] in the unit ball is sharp when α is not an even
integer.
Moreover, the pair (µ, α) in [11] such that there exist solutions to (1.14)
identify a narrow strip close to µ = 0 in the plane (µ, α). Our result shows
that this region can be extended till to the curve γk (see figure 3). We think
that the nonradial solutions in Theorem 1.6 are the same found in [11].
The paper is organized as follows: in Section 2 we prove some preliminary
results which are crucial in the proof of the main theorems. In our opinion
they are interesting in themselves. In Section 3 we consider the general
problem (1.1) and we prove Proposition 1.1 and Theorems 1.3-1.4. In Section
4 we turn to the exponential case and we prove Propositions 1.5, 1.8 and
Theorem 1.6.
Finally in Section 5, using the transformation r 7→ r 2+α2 , we retrieve some
results, partly known and partly new, for the problem{
−∆u = |x|αeu, in R2∫
R2 |x|αeu < +∞.
while in the Appendix we prove some some technical results.
Acknowledgment. The authors wish to thank F. De Marchis, Isabella
Ianni and Filomena Pacella for their helpful comments on the definition of
(1.6).
2. Preliminaries
In this section we prove some useful results which we will apply in the
proof of Proposition 1.1 and Theorem 1.3. These results link the eigenvalue
problem associated to the linearization to (1.3) at the radial solution uλ,α
with a sort of ’eigenvalue’ problem with singular weight.
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The main difficulty is the fact that this linear operator with singular
weight is neither compact in H10 (B1(0)), so we cannot apply the standard
eigenvalue theory, and neither well defined. To overcame the second prob-
lem we define a suitable subspace of H10 (B1(0)) in which we can define
the quadratic form associated to the linear weighted operator. To this
end we let H be the closure of C∞0 (Ω) with respect to the norm ‖η‖2H =∫
Ω
(
|∇η|2 + η2|x|2
)
dx.
For what concerns the compactness the problem is harder and indeed we
cannot speak of eigenvalues. But the interesting fact is that if the infimum
of the quadratic form associated to the linear problem with weight in H is
strictly negative then there exists inH a weak solution to the weighted eigen-
value problem related to a negative eigenvalue, see Proposition 2.1, and the
same can be done for the subsequent eigenvalues, using the orthogonality
with respect the L2 scalar product with weight 1|x|2 , see Proposition 2.3.
Summarizing, each time the infimum of the quadratic form on a suitable
orthogonal subspace of H is strictly negative then we can find a solution to
the singular weighted problem. In some sense the negativeness of the eigen-
value restores a sort of compactness. The hypothesis on the negativeness is
crucial since we prove in Proposition 2.2 that the result is not true if the
infimum is zero.
Proposition 2.1. Let Ω ⊂ R2 be a bounded domain with 0 ∈ Ω, a ∈ L∞(Ω)
and
Λ1 = inf
η∈H
η 6≡0
∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2
|x|2
< 0. (2.1)
Then Λ1 is achieved. The function ψ1 ∈ H that achieves Λ1 is strictly
positive in Ω \ {0} and satisfies∫
Ω
∇ψ1 · ∇φ− a(x)ψ1φdx = Λ1
∫
Ω
ψ1φ
|x|2 dx (2.2)
for any φ ∈ H, and the eigenvalue Λ1 is simple.
Proof. Let us consider a minimizing sequence ηn ∈ H for Λ1, i.e.,∫
Ω |∇ηn|2 −
∫
Ω a(x)η
2
n∫
Ω
η2n
|x|2
= Λ1 + o(1). (2.3)
Let us normalize ηn such that ∫
Ω
η2n = 1. (2.4)
Then, since Λ1 < 0, by (2.3) we get∫
Ω
|∇ηn|2 −
∫
Ω
a(x)η2n ≤ 0 (2.5)
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and then, since a is bounded and (2.4) we deduce from (2.5) that∫
Ω
|∇ηn|2 ≤ C
∫
Ω
η2n ≤ C. (2.6)
Hence ηn ⇀ η weakly in H
1
0 (Ω) and then it holds,∫
Ω
|∇η|2 ≤ lim inf
n→+∞
∫
Ω
|∇ηn|2 (2.7)
∫
Ω
a(x)η2n →
∫
Ω
a(x)η2. (2.8)
So we get∫
Ω
|∇η|2 −
∫
Ω
a(x)η2 ≤ lim inf
n→+∞
∫
Ω
|∇ηn|2 −
∫
Ω
a(x)η2n + o(1) (2.9)
which implies, since 1 =
∫
Ω η
2
n ≤ C
∫
Ω
η2n
|x|2 ,∫
Ω |∇η|2 −
∫
Ω a(x)η
2
lim sup
n→+∞
∫
Ω
η2n
|x|2
≤ Λ1,
and elementary properties of lim inf and lim sup imply
lim sup
n→+∞
∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2n
|x|2
≤ Λ1, (2.10)
Moreover, by Fatou’s lemma we have∫
Ω
η2
|x|2 ≤ lim infn→+∞
∫
Ω
η2n
|x|2 ≤ C (2.11)
Indeed, if by contradiction we have that
∫
Ω
η2n
|x|2 → +∞, by (2.6) and (2.8)
we derive
lim
n→+∞
∫
Ω |∇ηn|2 −
∫
Ω a(x)η
2
n∫
Ω
η2n
|x|2
= 0 (2.12)
a contradiction with (2.3) because Λ1 < 0.
Hence, again using that Λ1 < 0, we get from (2.10) that∫
Ω
|∇η|2 −
∫
Ω
a(x)η2 < 0. (2.13)
On the other hand, from (2.11) we get
lim sup
n→+∞
1∫
Ω
η2n
|x|2
=
1
lim inf
n→+∞
∫
Ω
η2n
|x|2
≤ 1∫
Ω
η2
|x|2
(2.14)
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and so by (2.11) and (2.13) we get,∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2
|x|2
≤ lim inf
n→+∞
∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2n
|x|2
. (2.15)
Finally by (2.10) we get ∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2
|x|2
≤ Λ1 (2.16)
which proves that Λ1 is achieved.
Let ψ1 be the function that attains Λ1. It is standard to prove that
ψ1 solves (2.2). We can assume that ψ1 ≥ 0 in Ω \ {0} otherwise we can
substitute ψ1 with |ψ1|. Then we claim that ψ1 > 0 in Ω \ {0}. If this is not
the case then we can find points x0, x1 ∈ Ω \ {0} such that ψ1(x0) = 0 and
ψ1(x1) > 0. We choose a regular open subset Ω
′ ⊂ Ω \ Bε(0) (with ε > 0
small enough) that contains x0 and x1. From (2.2), since 0 does not belong
to Ω′, the function ψ1 satisfies{
−∆ψ1 − a(x)ψ1 − Λ1|x|2ψ1 = 0 in Ω′
ψ1 ≥ 0 in Ω′
Then the strong maximum principle implies that ψ1 > 0 in Ω
′ or ψ1 ≡ 0. The
first case contradicts the fact that ψ1(x0) = 0 while the second contradicts
ψ1(x1) > 0 and this contradiction proves the claim.
Now we prove that Λ1 is simple. Assume, by contradiction that there exists
another function ψ2 that attains Λ1. We can assume that ψ2 is orthogonal
to ψ1, in the sense that satisfies∫
Ω
ψ1ψ2
|x|2 dx = 0. (2.17)
If this is not the case we let ψ˜2 = ψ2− cψ1 whit c =
∫
Ω
ψ1ψ2
|x|2 dx∫
Ω
ψ21
|x|2 dx
so that (2.17)
is satisfied. From (2.17) we derive that ψ2 changes sign in Ω\{0}. From (2.1)
we have that also |ψ2| attains Λ1 and, since |ψ2| ≥ 0 in Ω \ {0} reasoning as
before we get that |ψ2| > 0 in Ω\{0}, contradicting the fact that ψ2 changes
sign. This proves that Λ1 is simple and concludes the proof. 
Next proposition shows that the condition (2.10) is sharp.
Proposition 2.2. Let us assume that in the previous proposition a ≡ 0.
Then
Λ¯1 = inf
η∈H
η 6≡0
∫
B1
|∇η|2∫
B1
η2
|x|2
= 0
and it is not achieved.
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Proof. Choosing the test functions
ηε(x) =

1− |x| if ε ≤ |x| ≤ 1
2(1−ε)
ε |x|+ ε− 1 if ε2 ≤ |x| ≤ ε
0 if |x| ≤ ε2
A straightforward computation shows that∫
B1
|∇ηε|2∫
B1
η2ε
|x|2
=
7
4pi + o(1)
2pi(−1 + o(1)) log ε −→ 0 as ε→ 0, (2.18)
which proves (2.19). Of course Λ¯1 is not achieved. 
Now we consider the other ’eigenvalues’ with weight. We are able to prove
that, if they are negative then they are attained and an ’eigenfunction’ that
belongs to H exists. In sequel we say that η and ψ in H are orthogonal if
they satisfy
∫
Ω
ηψ
|x|2 dx = 0.
Proposition 2.3. Let us assume Ω, Λ1, ψ1 and a(x) as in the proposition
2.1. Then if we have that
Λ2 = inf
η∈H,
η⊥ψ1
∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2
|x|2
< 0 (2.19)
then Λ2 is achieved. Moreover the functions ψ2 ∈ H that attains Λ2 satisfies∫
Ω
∇ψ2 · ∇φ− a(x)ψ2φdx = Λ2
∫
Ω
ψ2φ
|x|2 dx
for any φ ∈ H.
Similarly for i = 2, .., k, if we have that
Λi = inf
η∈H,
η⊥span{ψ1,ψ2,..,ψi−1}
∫
Ω |∇η|2 −
∫
Ω a(x)η
2∫
Ω
η2
|x|2
< 0 (2.20)
then Λi is achieved and the functions ψi ∈ H that attain Λi satisfy∫
Ω
∇ψi · ∇φ− a(x)ψiφdx = Λi
∫
Ω
ψiφ
|x|2 dx
for any φ ∈ H.
Proof. It is the same of Proposition 2.1. For any i let us consider a mini-
mizing sequence ηi,n ∈ H for Λi. Then it converges to a function ηi which
achieves Λi. 
Lemma 2.4. Let us consider a solution to{−ψ′′ − 1rψ′ + β2 ψr2 = hψ, in (0, 1)
ψ(1) = 0,
∫ 1
0
(
(ψ′)2 + ψ
2
r2
)
rdr <∞ (2.21)
with h ∈ L∞(0, 1) and β 6= 0. Then ψ ∈ L∞(0, 1) and ψ(0) = 0.
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Proof. Since
∫ 1
0
ψ2
r dr < +∞ then there exists a sequence rn → 0 such that
ψ(rn) = o(1) as n → +∞. Such a sequence exists because, if not, we
get ψ(r) ≥ C in a suitable neighborhood of 0 and this contradicts that∫ 1
0
ψ2
r dr < +∞.
Let us observe that the function v(r) = rβ, with β > 0 satisfies{
−v′′ − 1rv′ + β
2
r2
v = 0, in (0,+∞)
v(0) = 0.
(2.22)
From (2.22) and (2.21) we obtain, integrating on (rn, R),
R∫
rn
sβ+1h(s)ψ(s)ds = −Rβ+1ψ′(R) + rβ+1n ψ′(rn) + βRβψ(R)− βrβnψ(rn)
(2.23)
We claim that
rβ+1n ψ
′(rn) = o(1) (2.24)
Integrating (2.21) we get
rβ+1n ψ
′(rn) = O
(
rβn
)
+ rβn
1∫
rn
sh(s)ψ(s)ds− rβn
1∫
rn
β2
s
ψ(s)ds = o(1)
since rβn
∫ 1
rn
ψ(s)
s ≤ rβn
(∫ 1
rn
ψ2(s)
s
) 1
2
(∫ 1
rn
1
s
) 1
2 ≤ Crβn (− log rn)
1
2 = o(1) which
proves (2.24). Hence (2.23) becomes
R∫
0
sβ+1h(s)ψ(s)ds = −Rβ+1ψ′(R) + βRβψ(R) (2.25)
Then we deduce that
ψ(t)
tβ
=
1∫
t
1
R2β+1
 R∫
0
sβ+1h(s)ψ(s)ds
 dR. (2.26)
Now, since h ∈ L∞(0, 1) we get∣∣∣∣∣∣
R∫
0
sβ+1h(s)ψ(s)
∣∣∣∣∣∣ ≤ C
R∫
0
sβ+
3
2
ψ(s)
s
1
2
≤ C
 R∫
0
s2β+3

1
2
 R∫
0
ψ2(s)
s

1
2
≤ CRβ+2. (2.27)
Finally (2.26) becomes
ψ(t) = O(tβ) (2.28)
and this shows that ψ(0) = 0. This ends the proof. 
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Lemma 2.5. Let vλ be a solution of (1.3) with Morse index 1. Then there
exists only one negative number ν1(λ) such that the problem{
−ψ′′ − 1rψ′ − f ′(λ, vλ)ψ = ν1(λ)r2 ψ, in (0, 1)
ψ(1) = 0,
∫ 1
0 r(ψ
′)2 + ψ
2
r dr <∞
(2.29)
has solution. Moreover, ν1 is simple and the function that satisfies (2.29) is
strictly positive.
Proof. By assumption vλ is a Morse index one solution to (1.3). This implies
that the eigenvalue problem{
−∆w − f ′(λ, vλ)w = λw in B1(0)
w = 0 on ∂B1(0)
(2.30)
has only one negative eigenvalue λ1 in H
1
0 (B1(0)). It is well known that the
first eigenfunction w1 is radial. Since the first eigenvalue λ1 depends with
continuity from the domain Ω, see [3], we have that for ε > 0 sufficiently
small, in the domain Aε = B1(0) \ Bε(0), the eigenvalue problem (2.30)
in H10 (Aε) has at least 1 negative eigenvalues λ1(Aε). Moreover the strict
monotonicity of the first eigenvalues with respect to the domain, see [3],
implies that λ2(Aε) > λ2(B1(0)) ≥ 0.
In Aε we can consider the weighted eigenvalue problem{
−∆w − f ′(λ, vλ)w = Λ w|x|2 in Aε
w = 0 on ∂Aε
(2.31)
Reasoning exactly as in Lemma 2.1 of [15], we have that the two eigenvalue
problems are equivalent in Aε. Then problem (2.31) has a first negative
eigenvalue Λ1(Aε) which is attained on a radial function ψε > 0. Extending
ψε to zero in Bε(0) we have that ψε is a radial function that belongs to H.
Then ψε belongs to the space H defined in Proposition 1.1. Using ψε in the
definition of ν1 in (1.6) then we get that ν1 < 0.
Then we can repeat exactly the proof of Proposition 2.1 (in this radial case)
getting that there exists a radial strictly positive function ψ˜1 that attains
ν1 and hence satisfies (2.29).
Let us suppose that there exists ν2 < 0, ν2 6= ν1 and ψ2 satisfying{−ψ′′2 − 1rψ′2 − f ′(λ, vλ)ψ2 = ν2r2ψ2, in (0, 1)
ψ2(1) = 0,
∫ 1
0
(
r(ψ′2)2 +
ψ2
r
)
dr <∞, (2.32)
We claim that there exists a sequence rn → 0 such that rnψ2(rn)ψ′1(rn) =
o(1). If not we get ψ2(r)ψ
′
1(r) ≥ Cr in a suitable neighborhood of 0 and
this contradicts that
∫ 1
0 ψ
′
1(r)ψ2(r) dr ≤
(∫ 1
0 r(ψ
′
1)
2 dr
) 1
2
(∫ 1
0
ψ22
r dr
) 1
2 ≤ C.
Then we can multiply equation (2.29) by ψ2, integrate over (rn, 1) and pass
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to the limit as n→ +∞ getting
1∫
0
rψ′1ψ
′
2 dr −
1∫
0
rf ′(λ, vλ)ψ1ψ2 dr = ν1(λ)
1∫
0
ψ1ψ2
r
dr.
In the same way, using equation (2.32) we get
1∫
0
rψ′2ψ
′
1 dr −
1∫
0
rf ′(λ, vλ)ψ2ψ1 dr = ν2
1∫
0
ψ2ψ1
r
dr.
Then subtracting the equations we have that
1∫
0
ψ1ψ2
r
= 0 (2.33)
and ∫
B1
[|∇ψi|2 − f ′(λ, vλ)ψ2i ] < 0 i = 1, 2. (2.34)
By (2.34) we get that both ψ1 and ψ2 make negative the quadratic form
associated to vλ. Hence, since the Morse index of vλ is one, we get that
ψ1 = αψ2 for some α ∈ R. But this contradicts (2.33). 
Lemma 2.6. Let uλ,α be a solution to (1.1) whose Morse index is M > 0.
Then there exist exactly M functions ψi and M numbers Λi < 0 such that
the problem
−∆ψ − (2+α2 )2 |x|αf ′(λ, uλ,α)ψ = Λ|x|2ψ, in B1(0) \ {0}
ψ = 0 on ∂B1(0)∫
B1(0)
(
|∇ψ|2 + ψ2|x|2
)
dx <∞
(2.35)
admits a solution. The functions ψi can be taken in such a way they verify∫
B1(0)
ψiψj
|x|2 dx = 0 for i 6= j. (2.36)
Proof. Since the Morse index of uλ,α is M , then there exist exactly M eigen-
functions ψ̂1, . . . , ψ̂M ∈ H10 (B1(0)), orthogonal in L2(B1(0)) that satisfy{
−∆ψ̂i −
(
2+α
2
)2 |x|αf ′(λ, uλ,α)ψ̂i = λiψ̂i in B1(0)
ψ̂i = 0 on ∂B1(0).
(2.37)
Since the eigenvalues λi depend with continuity from the domain Ω, see [18],
we have that for ε > 0 sufficiently small, in the domain Aε = B1(0) \Bε(0),
the eigenvalue problem (2.37) has at least M negative eigenvalues λi(Aε).
Moreover the monotonicity of the eigenvalues with respect to the domain
implies that λM+1(Aε) ≥ λM+1(B1(0)) ≥ 0.
Summarizing for ε small enough the eigenvalue problem (2.37) in Aε has
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exactly M negative eigenvalues.
In the domain Aε the eigenvalue problem (2.37) and the weighted eigenvalue
problem (2.35) are equivalent. Then in Aε the eigenvalue problem (2.35) has
exactly M negative eigenvalues Λi(Aε) and M negative eigenfunctions ψi,ε
that satisfy{
−∆ψi,ε −
(
2+α
2
)2 |x|αf ′(λ, uλ,α)ψi,ε = Λi(Aε)|x|2 ψi,ε in Aε
ψi,ε = 0 on ∂Aε.
Since every function in H10 (Aε) extended to zero in Bε(0) belongs to H (as
defined in Proposition 2.1) then we have, using Propositions 2.1 and 2.3 that
there exist M function ψi in H and M numbers Λi < 0 that satisfy (2.35).
If ψi and ψj satisfy (2.35) with numbers Λi 6= Λj then, we can use the
equation (2.35) to get
(Λi − Λj)
∫
B1(0)
ψiψj
|x|2 dx = 0
so that (2.36) holds if Λi 6= Λj . If instead ψi and ψj are two functions
linearly independent that satisfy (2.35) with the same number Λi then we
can construct a new function ψ˜j = ψj−cψi such that ψ˜j satisfies (2.35) with
Λi (since the equation is linear) and ψi and ψ˜j are orthogonal, in the sense
that they satisfy (2.36).
Assume, by contradiction that there exists another function ψM+1 ∈ H that
satisfies (2.35) with a negative number ΛM+1. Then, as before, we can
assume that ψM+1 is orthogonal to ψ1, . . . , ψM in the sense of (2.36). Then,
using equation (2.35) for the functions ψi, i = 1, . . . ,M + 1 we have that
the quadratic form
Q(ψ,ψ) =
∫
B1(0)
|∇ψ|2 −
(
2 + α
2
)2
|x|αf ′(λ, uλ,α)ψ2 dx
is negative definite on the (M + 1)-dimensional subspace of H10 (B1(0))
spanned by ψ1, . . . , ψM+1, contradicting the definition of Morse index of
uλ,α. 
3. The abstract existence result
This section is devoted to study the general problem (1.1). Our first result
studies the nondegeneracy of solutions to (1.1).
Proof of Proposition 1.1: Let vλ be a solution of (1.3). From the symmetry
results of Gidas, Ni, Nirenberg [12] we get that vλ is radial. Setting uλ,α(r) =
vλ
(
r
2+α
2
)
, where r = |x|, a straightforward computation shows that uλ,α is
a radial solution of (1.1) for any λ ∈ (a, b) and α > 0.
Let us consider the linearized operator of (1.1) at the radial solution uλ,α,
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i.e. the problem (1.5). Decomposing (1.5) using the spherical harmonic
functions Yk(θ), we get that
w(r, θ) =
+∞∑
k=0
wk(r)Yk(θ)
is a solution of (1.5) if and only if wk(r) :=
∫
S1 w(r, θ)Yk(θ) dθ is a solution
of 
−w′′k − 1rw′k + k
2
r2
wk =
(
2+α
2
)2
rαf ′(λ, uλ,α)wk, in (0, 1)
w′k(0) = 0 = wk(1) if k = 0, and wk(0) = 0 = wk(1) if k ≥ 1∫ 1
0 r(w
′
k)
2 +
w2k
r dr <∞.
(3.1)
Note that, in order to w be a smooth solution to (1.5), we must have w′0(0) =
0 and wk(0) = 0 for k ≥ 1. Letting ηk(r) = wk(r
2
2+α ), we have that ηk solves
−η′′k − 1rη′k − f ′(λ, vλ)ηk = − 4k
2
(2+α)2r2
ηk, in (0, 1)
η′k(0) = 0 = ηk(1) if k = 0, and ηk(0) = 0 = ηk(1) if k ≥ 1∫ 1
0 r(η
′
k)
2 +
η2k
r dr <∞.
(3.2)
First let us consider the case where k ≥ 1. Since the infimum ν1(λ) in (1.6)
is achieved (see Lemma 2.5), we have that there exists a solution to the
problem 
−η′′ − 1rη′ − f ′(λ, vλ)η = ν1(λ)η, in (0, 1)
η(1) = 0∫ 1
0 r(η
′)2 + η
2
r dr <∞.
(3.3)
Moreover, by Lemma 2.4 we have that the solution to (3.3) satisfies η(0) = 0.
Finally by Lemma 2.5 there exist only one negative number ν1(λ) and one
positive function ψ˜1,λ verifying (3.3). This proves (1.7). Using the reversed
map r 7→ r 2+α2 we get that ψλ,α(r) = ψ˜1,λ
(
r
2+α
2
)
is a solution to (3.1) so
that (1.8) holds.
If, else vλˆ is degenerate then, from [17], the linearized operator at vλˆ has
a unique solution ψ˜λˆ which is radial. Then, letting ψλˆ,α(r) = ψ˜λˆ(r
2+α
2 ),
we get that ψλˆ,α is a radial solution of the linearized operator (1.5) for any
α > 0. 
Next we compute the Morse index of the radial solution to (1.1) which
proves Theorem 1.3.
Proof of Theorem 1.3: The Morse index M of uλ,α is the number of nega-
tive eigenvalues (counted with their multiplicity) of the problem
−∆w − (2+α2 )2 |x|αf ′(λ, uλ,α)w = Λw in B1
w = 0, on ∂B1∫
B1
|∇w|2 dx <∞.
(3.4)
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Observe that, since
(
2+α
2
)2 |x|αf ′(λ, uλ,α) ∈ L∞(B1(0)), then the Morse
index of uλ,α is finite for any α ≥ 0. Using Lemma 2.6 then we get that
the Morse index of the radial solution uλ,α coincides with the number of
negative eigenvalues Λ of the problem, counted with their multiplicity,
−∆ψ − (2+α2 )2 |x|αf ′(λ, uλ,α)ψ = Λ|x|2ψ in B1 \ {0}
ψ = 0, on ∂B1∫
B1(0)
|∇ψ|2 + ψ2|x|2 dx <∞
(3.5)
Arguing as in the previous proposition, setting ψi,k(r) :=
∫
S1 ψi(r, θ)Yk(θ) dθ
and then ηi,k(r) = ψi,k(r
2
2+α ), we get that ηi,k satisfies
−η′′i,k − 1rη′i,k − f ′(λ, vλ)ηi,k = 4 Λi−k
2
(2+α)2
ηi,k
r2
, in (0, 1)
η′i,k(0) = 0 = ηi,k(1) if k = 0, and ηi,k(0) = 0 = ηi,k(1) if k ≥ 1∫ 1
0 r(η
′
i,k)
2 +
ηi,k
r dr <∞
(3.6)
for some value of k and Λi < 0. Since problem (3.6) admits only one negative
eigenvalue ν1(λ) (see Lemma 2.5), arguing as before, from (3.6) we derive
that
ν1(λ) = 4
Λi − k2
(2 + α)2
. (3.7)
So we have that the modes k which contribute to the Morse index of the
solution uλ,α verify
4k2
(2+α)2
+ν1(λ) < 0, i.e. k <
2+α
2
√−ν1(λ). Finally recall-
ing that the dimension of the eigenspace of the Laplace-Beltrami operator
on S1 is 2 for any k ≥ 1 then (1.9) follows.

We end this section proving the bifurcation result from the radial solution
uλ,α.
Proof of Theorem 1.4: Let α be fixed and consider the operator T (λ, v) :
(a, b)× C1,γ0 (B¯1)→ C1,γ0 (B¯1) defined by
T (λ, v) := (−∆)−1
((
2 + α
2
)2
|x|αf(λ, v)
)
.
T is a compact operator for every fixed λ and it is continuous with respect
to λ. Let us define S(λ, v) : (a, b)× C1,γ0 (B¯1)→ C1,γ0 (B¯1) as
S(λ, v) := v − T (λ, v).
A function v ∈ C1,γ0 (B¯1) is a solution of (1.1) related to λ if and only if
(λ, v) is in the kernel of S and v > 0 in B1.
Using assumption ii) and (1.7) we can find ε > 0 such that the interval
(λ(k)− ε, λ(k) + ε) does not contain degeneracy points of (1.1) other than
λ(k). Moreover the Morse index of the radial solution uλ,α changes at λ(k)
because ν1(λ) +
4k2
(2+α)2
changes sign at λ(k). Since the eigenspace of the
Laplace Beltrami operator on S1 related to k is spanned by {cos kθ, sin kθ},
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we have that, for k ≥ 1, the change in the Morse index is exactly 2. However,
if we restrict to the space
X =
{
v ∈ C1,γ0 (B¯1) such that v = v(r, θ) and v is even in θ
}
(3.8)
then only the spherical harmonic cos kθ contributes to the Morse index and
the change in the Morse index of uλ,α in X at the point λ(k) is exactly one.
To prove the bifurcation result we use the cones
Ck :=

v ∈ X, such that v ≥ 0 in B1 , v(r, θ) = v
(
r, θ +
2pi
k
)
, for r ∈ [0, 1],
θ ∈ [0, 2pi], v(r, θ) non increasing in θ for 0 ≤ θ ≤ pi
k
, 0 ≤ r ≤ 1

introduced by Dancer in [9].
The operator S(λ, v) then maps (a, b) × Ck → Ck (see [9, Lemma 1])
and the compactness of T allows us to compute the Leray-Schauder degree
of S in a suitable neighborhood of the radial solution (λ(k), uλ(k),α). The
odd change in the Morse index of uλ(k),α in λ(k) causes a change in the
Leray-Schauder degree along the curve of radial solutions (λ, uλ,α) going
from (λ(k) − ε, uλ(k)−ε,α) to (λ(k) + ε, uλ(k)+ε,α) so that the bifurcation
occurs. Finally, since it is not difficult to see that Ck ∩ Ch contains only
radial solutions ([8]), then branches of nonradial solutions related to different
values of k are separated. The Rabinowitz alternative theorem holds (see [8,
Theorem 1]) and the bifurcation is indeed global and this proves the final
part of the Theorem. 
Remark 3.1. In some particular cases it is possible to improve the statement
of Theorem 1.4. For example, if f(s) = λes it will be showed in the next
section that the function Fk(λ) in (1.4) is strictly increasing in λ for any
k. This allow us to compute exactly the number of nonradial bifurcation
points.
Remark 3.2. Hypothesis ii) in Theorem 1.4 is satisfied if the first eigenvalue
ν1(λ) is analytic in λ. This is the case, for example, if f(λ, s) is analytic in
λ, see [16]. Anyway, the analyticity of f(λ, s) is not a necessary condition
for ii) to hold, and in some cases a strict monotonicity property of ν1(λ)
can be proved directly (see Proposition 1.5).
Remark 3.3. As we did in Theorem 1.4 we can state a bifurcation result
with respect to the parameter α, getting the following result:
Let λ ∈ (a, b) be fixed; then if
α = αk =
2k√−ν1(λ) − 2 > 0 with k ∈ N (3.9)
there exists a branch of solutions bifurcating from (αk, uλ,αk) in (0,+∞) ×
C1,γ0 (B¯1). Moreover, branches of bifurcating solutions related to different val-
ues of k are separated and either they are unbounded in the space (0,+∞)×
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C1,γ0 (B¯1) or they meet {0} × C1,γ0 (B¯1).
These branches of solutions are obviously different from those obtained in
Theorem 1.4, but do not allow to derive if there are other pairs (λ, α) other
than those previously found. However, we think that the set Vk obtained in
this way coincides with the set Uk of the Theorem 1.4.
4. The case of the exponential nonlinearity
In this section we apply the results of Section 3 to the exponential non-
linearity f(λ, s) = λes, i.e. to the problem
−∆u = (2+α2 )2 λ|x|αeu, in B1
u > 0, in B1
u = 0, on ∂B1
(4.1)
for λ > 0. Let us start by considering radial solutions to the problem (4.1).
In this case there exists a maximal value of λ that separates the threshold
between existence and nonexistence of solutions of (4.1).
Theorem 4.1. Let us consider the problem (4.1). We have that,
i) if λ ∈ (0, 2) there exist exactly two radial solutions u+ and u− given by
u±(x) = log
8δ±λ
λ(δ±λ + |x|2+α)2
(4.2)
with
δ±λ =
4− λ± 2√4− 2λ
λ
. (4.3)
The solution u+ is the minimal one and u− blows up at the origin as λ→ 0+.
ii) If λ = 2 there is only the solution
u(x) = log
4
(1 + |x|2+α)2 . (4.4)
iii) There is no solution if λ > 2.
Proof. We set v(r) = u(r
2
2+α ), where r = |x|. In this way, we are led to the
problem 
−v′′ − 1rv′ = λev, in 0 < r < 1
v > 0, in 0 < r < 1
v′(0) = 0 = v(1).
(4.5)
It is well known that the above problem admits solutions only if 0 < λ ≤ 2,
and all solutions are given by
v(r) = log
(
8δλ
λ(δλ + r2)2
)
where δλ = δ
±
λ =
4− λ±√16− 8λ
λ
.
The solution with
δ+λ =
4− λ+√16− 8λ
λ
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is the minimal solution which goes to zero uniformly as λ → 0+, while the
solution with
δ−λ =
4− λ−√16− 8λ
λ
blows up at the origin as λ → 0+. Turning back to (4.1) by inverting
the transformation v(r) = u(r
2
2+α ) we get i) and (4.4). Finally, reasoning
exactly as in the paper of Mignot and Puel [19, Theorem 1], we can prove
that problem (4.1) has a unique solution for λ = 2 and no solutions for λ > 2
concluding the proof. 
Proposition 4.2. Any smooth solution u of (4.1) must satisfy
λ
∫
B1
|x|αeu+ dx ≤ λ
∫
B1
|x|αeu dx ≤ λ
∫
B1
|x|αeu− dx (4.6)
Proof. Note that the first inequality is trivial, being u+ the minimal solution.
In order to prove the other inequality we use the well known Pohozaev
identity. We have
(2 + α)3
4
λ
∫
B1
|x|αeu dx− (2 + α)
2
2
piλ =
1
2
∫
∂B1
(
∂u
∂ν
)2
ds. (4.7)
Using the Schwartz inequality we get ∫
∂B1
∂u
∂ν
ds
2 ≤ 2pi ∫
∂B1
(
∂u
∂ν
)2
ds
which turns in an equality if and only if u is radial, so that ∂u∂ν is constant
on ∂B1. Now we integrate equation (4.1) in B1, getting
1
2
∫
∂B1
(
∂u
∂ν
)2
ds ≥ 1
4pi
 ∫
∂B1
∂u
∂ν
ds
2 = 1
4pi
(2 + α)2
4
λ
∫
B1
|x|αeu dx
2 .
(4.8)
Inserting (4.8) into (4.7) then we obtain that the following inequality holds
4pi(2 + α)λ
∫
B1
|x|αeu dx− 8pi2λ ≥ (2 + α)
2
4
λ∫
B1
|x|αeu dx
2 . (4.9)
Observing that the inequality (4.9) becomes an equality if u coincides with
the radial solutions u± of the previous theorem, by direct computation we
get that
λ
∫
B1
|x|αeu+ dx ≤ λ
∫
B1
|x|αeu dx ≤ λ
∫
B1
|x|αeu− dx,
and the claim follows. 
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In the following we refer to uλ,α as the solution which blows up as λ→ 0+,
i.e.
uλ,α(r) = log
(
8δλ
λ(δλ + r2+α)2
)
where δλ =
4− λ−√16− 8λ
λ
.
(4.10)
Using the map r 7→ r 22+α we have that (4.10) becomes
vλ(r) = log
8δλ
λ(δλ + r2)2
(4.11)
which is a nondegenerate solution of{
−∆v = λev, in B1(0)
v = 0 on ∂B1(0)
(4.12)
with Morse index 1 for 0 < λ < 2. So we can define ν1(λ) as in (1.6). Since
in this case we know explicitly the solution vλ we have,
ν1(λ) := inf
η∈H
η 6=0
∫ 1
0 r(η
′)2 dr − ∫ 10 8δλ(δλ+r2)2 rη2 dr∫ 1
0 r
−1η2 dr
. (4.13)
We are now in position to prove Proposition 1.5,
Proof of Proposition 1.5: Let ψ˜1,λ be the first eigenfunction corresponding
to the first eigenvalue ν1(λ). It solves
−ψ˜′′1,λ − 1r ψ˜′1,λ − 8δλ(δλ+r2)2 ψ˜1,λ =
ν1(λ)
r2
ψ˜1,λ for r ∈ (0, 1)
ψ˜1,λ(r) > 0 for r ∈ (0, 1)
ψ˜1,λ(1) = 0,
∫ 1
0 r(ψ˜
′
1,λ)
2 +
ψ˜21,λ
r dr <∞
(4.14)
We let ξ := δλ−r
2
δλ+r2
and R(ξ) := ψ˜1,λ(r). Then R(ξ) solves(1− ξ
2)R′′ − 2ξR′ + ν1(λ)
1−ξ2R+ 2R = 0 for ξ ∈
(
δλ−1
δλ+1
, 1
)
R
(
δλ−1
δλ+1
)
= 0.
(4.15)
Equation (4.15) is the classical Legendre equation and it has
R(ξ) =
(
1 + ξ
1− ξ
) γ
2
(ξ − γ)
with γ2 = −ν1(λ) as a solution. Moreover, for γ = δλ−1δλ+1 < 0, R(ξ) is strictly
positive in ( δλ−1δλ+1 , 1) and satisfies the boundary condition. This means that
ν1(λ) = −
(
δλ−1
δλ+1
)2
. Using the value of δλ in (4.10) we have that (1.12)
follows straightforward. Inverting the transformation we get that
ψ˜1,λ(r) = r
−γ
(
δλ − r2
δλ + r2
− γ
)
.
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and since γ = δλ−1δλ+1 then (1.13) follows by straightforward computations.
The uniqueness of ν1(λ) and ψ˜1,λ follows from Lemma 2.5 since ψ˜1,λ satisfies∫ 1
0
ψ˜21,λ
r dr <∞. 
Once we know the explicit value of ν1(λ), not only we can apply the results
of Section 3, but we have even more accurate results.
Theorem 4.3. Let vλ be the unique radial solution of (1.3) with Morse
index 1 and uλ,α(r) = vλ(r
2+α
2 ). Then uλ,α is degenerate if and only if λ
and α satisfy
2− λ
2
=
4k2
(2 + α)2
(4.16)
for some integer k ≥ 1. The solutions of the linearized equation at the values
of α and λ that satisfy (4.16) are given by, in polar coordinates,
ψk(r, θ) = r
k 2(2 + α)
(
1− r2(2+α))+ 4k(1− r2+α)2
(2(2 + α)2 − 8k2)(1− r2+α)2 + 8(2 + α)2r2+α (A sin kθ+B cos kθ)
(4.17)
for any constants A,B ∈ R. Finally the Morse index of uλ,α is equal to
m(λ, α) =

1 + 2
[
α+2
2
√
2−λ
2
]
if α+22
√
2−λ
2 6∈ N
(α+ 2)
√
2−λ
2 − 1 if α+22
√
2−λ
2 ∈ N
(4.18)
and m(λ, α)→ +∞ as α→ +∞.
Proof. By (1.7) of Proposition 1.1 and (1.12) we have that uλ,α is degenerate
if and only if (4.16) holds. Moreover, as said in Proposition 1.1, the solutions
of the linearized equation (1.5) at the degeneracy points (4.16), are given
by ψk(r) = ψ˜1,λ(r
2+α
2 ) multiplied by the k-th spherical harmonic, so that
(4.17) follows.
Finally, inserting (1.12) in (1.9) of Theorem 1.3 we get (4.18). 
Our next step is to apply Theorem 1.4 to (4.1) getting the bifurcation
result.
Theorem 4.4. Let α > 0 be fixed and let uλ,α be as defined above. There
exist j values
λk = 2− 8k
2
(α+ 2)2
for k = 1, . . . , j, with j =
{
1 +
[
α
2
]
if α2 /∈ N
α
2 if
α
2 ∈ N.
(4.19)
such that (λk, uλk,α) is a nonradial bifurcation point for the curve of radial
solutions uλ,α of (4.1). The bifurcation is global, and the branches are sep-
arated and unbounded in (0, 2)× C1,γ0 (B¯1).
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Figure 4.
Proof. All the assumptions of Theorem 1.4 are verified and since the equa-
tion (1.7) can be explicitly solved we get the values λk given in (4.19).
Observe that at each of the degeneracy values λk, the Morse index of the
radial solution uλ,α changes. Then Theorem 1.4 implies that the bifurcation
occurs at (λk, uλk,α). Moreover, setting C(λk) as the branch of nonradial
solutions bifurcating from λk, we have that it satisfies the alternative in
Theorem 1.4. Observe that from (4.16) we have a unique bifurcation point
corresponding to each value of k ≥ 1. This implies that each branch of
bifurcating solutions does not intersect the curve of radial solutions again.
Let us show that the branches are unbounded in C1,γ0 (B¯1). From what we
said, we only need to show that the branch C(λk) can not stay bounded
and intersect {0} × C1,γ0 (B¯1) or {2} × C1,γ0 (B¯1). The case where C(λk) is
bounded and meets {0} ×C1,γ0 (B¯1) cannot happen since problem (4.1) has,
at λ = 0 only the trivial solution, which is nondegenerate and isolated. On
the other hand, the case where C(λk) is bounded and meets {2}×C1,γ0 (B¯1)
cannot happen since problem (4.1) has, when λ = 2, a unique solution
which is radially degenerate. Then each branch C(λk) for k = 1, . . . , j is
unbounded. 
Using the result of the previous theorem we can prove a multiplicity result
for problem (4.1) (see Corollary 4.6). To do this we need an L∞-estimate
for solutions of (4.1) when λ is bounded and bounded away from zero. This
estimate can be proved collecting the results of [4] and [2] and reads as
follows,
Theorem 4.5. Let u be a solution of (4.1) with α fixed, such that 0 < c1 ≤
λ ≤ c2 for some positive constants c1, c2. Then there exists C = C(c1, c2) >
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0 such that
‖u‖L∞(B1) ≤ C.
Proof. Using the assumption on λ and estimate (1.17) we can apply Theo-
rem 1.3 of [2] with V (x) =
(
2+α
2
)2
λ > 0 getting that supK u(x) ≤ C for any
compact set K ⊂ B1. The L∞-estimate near the boundary of B1 follows
exactly as in Theorem 1 of [4] without assuming their assumption (i). In-
deed, that hypothesis can be replaced by the integral estimate (1.17). This
provides the boundary estimate and ends the proof. 
Using Theorem 4.5 then we have
Corollary 4.6. Let α > 0 be fixed and let λk and j be as defined in (4.19).
For any λ ∈ (0, λj) problem (4.1) has at least j nonradial solutions. More-
over, for any λ ∈ (λk+1, λk) problem (4.1) has at least k nonradial solutions.
Proof. From Theorem 4.4 we know that there are j branches that bifurcate
from the radial solutions that are unbounded in C1,γ0 (B¯1). By standard
regularity theory they are also unbounded in L∞(B1). By Theorem 4.5 the
solutions of (4.1) can blow up only as λ→ 0+. This implies that the branch
bifurcating from the value λk exists in the interval (0, λk). 
Now we give the results for solutions of problem (1.14). Let us set
µ = λ
(
2 + α
2
)2
(4.20)
for µ > 0. Of course all the previous results follow substituting µ =
λ
(
2+α
2
)2
. First, Theorem 4.1 becomes
Theorem 4.7. Let us consider the problem (1.14). We have that,
i) if µ ∈
(
0, (2+α)
2
2
)
there exist exactly two radial solutions u+ and u− given
by
u±(x) = log
(
2δ±µ (2 + α)2
µ(δ±µ + |x|2+α)2
)
(4.21)
with
δ±µ =
(2 + α)2 − µ± (2 + α)√(2 + α)2 − 2µ
µ
. (4.22)
The solution u+ is the minimal one and u− blows up as µ→ 0+.
ii) If µ = (2+α)
2
2 there is only the solution
u(x) = log
(
4
(1 + |x|2+α)2
)
. (4.23)
iii) There is no solution if µ > (2+α)
2
2 .
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Here we refer to uµ,α as the radial solution to (1.14) which blows up as
µ→ 0+, i.e.
uµ,α(r) = log
(
2δµ(2 + α)
2
µ(δµ + |x|2+α)2
)
(4.24)
where δµ =
(2+α)2−µ−(2+α)
√
(2+α)2−2µ
µ and µ ∈
(
0, (2+α)
2
2
)
. From Theorem
4.3 then we get
Theorem 4.8. Let uµ,α be the radial solution of (1.14) defined in (4.24).
Then uµ,α is degenerate if and only if
(2 + α)2 = 4k2 + 2µ (4.25)
for some α > 0, µ ∈ (0, (2+α)22 ) and some integer k ≥ 1.
Moreover its Morse index is given by:
m(µ, α) =
{
1 + 2
[
1
2
√
(2 + α)2 − 2µ
]
if 12
√
(2 + α)2 − 2µ 6∈ N√
(2 + α)2 − 2µ− 1 if 12
√
(2 + α)2 − 2µ ∈ N
(4.26)
and m(µ, α)→ +∞ as α→ +∞.
The proof is an easy consequence of Theorem 4.3. Finally we only have
to prove Theorems 1.6 and Proposition 1.8.
Proof of Theorem 1.6. It follows from Theorem 4.4 and Corollary 4.6 
Proof of Theorem 1.8. It follows directly from Proposition 4.2. 
5. Some results in R2
In this section, using the transformation r 7→ r 2+α2 , we retrieve some
results, partly known and partly new, for the problem{
−∆u = |x|αeu, in R2∫
R2 |x|αeu < +∞.
(5.1)
All radial solutions to (5.1) are given by
Uδ,α(x) = log
2(2 + α)2δ
(δ + |x|2+α)2 . (5.2)
We want to study the linearized problem to (5.1) at Uα = U1,α, i.e.{
−∆v = 2(α+ 2)2 |x|α
(1+|x|2+α)2 v in R
2∫
R2 |∇v|2 dx <∞.
(5.3)
Next theorem characterizes all solutions to (5.3). This result was already
proved in [5] for
[
α
2
]
/∈ N and in [10] if α ∈ 2N. Our proof unifies the two
cases and it is (according to us) shorter.
Theorem 5.1. The following alternative holds:
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i) If α /∈ 2N the space of solutions to (5.3) has dimension 1 and is
spanned by
v(x) =
1− |x|2+α
1 + |x|2+α . (5.4)
ii) If α = 2(k−1) for some integer k ≥ 1 the space of solutions to (5.3)
has dimension 3 and is spanned by, in polar coordinates,
v(x) =
1− r2+α
1 + r2+α
, v1(x) =
rk cos(kθ)
1 + r2+α
and v2(x) =
rk sin(kθ)
1 + r2+α
. (5.5)
Proof. We decompose a solution of (5.3) using the spherical harmonic func-
tions, we get that v is a solution of (5.3) if and only if vk(r) :=
∫
S1 v(r, θ)Yk(θ) dθ
is a solution of{
−v′′k − 1rv′k + k
2
r2
vk = 2 (2 + α)
2 rα
(1+r2+α)2
vk, in (0,+∞)
v′k(0) = 0 if k = 0, vk(0) = 0 if k ≥ 1 and
∫ +∞
0 r(v
′
k)
2 dr <∞ (5.6)
where Yk(θ) denotes a k-th spherical harmonic function. Letting ηk(r) =
vk(r
2
2+α ), we have that ηk solves{
−η′′k − 1rη′k + 4k
2
(2+α)2r2
ηk =
8
(1+r2)2
ηk, in (0,+∞)
η′k(0) = 0 if k = 0, ηk(0) = 0 if k ≥ 1 and
∫ +∞
0 r(η
′
k)
2 dr <∞. (5.7)
We know that the unique solutions of (5.7) are given by
η1(r) =
r
1 + r2
for
4k2
(2 + α)2
= 1 and η0(r) =
1− r2
1 + r2
for k = 0. (5.8)
It follows from the Sturm comparison theorem that there are no other
solutions to (5.7) besides those. Therefore, (5.7) admits a solution if, and
only if, 4k
2
(2+α)2
∈ {0, 1}, which means that we must have k = 0 or α = 2(k−1).
Turning back to (5.6) we have the solutions
v0(r) =
1− r2+α
1 + r2+α
if α 6= 2(k − 1) ∀ k ∈ N
v0(r) =
1− r2+α
1 + r2+α
; vk(r) =
rk
1 + r2+α
if α = 2(k − 1) for some k ∈ N
and the proof is now complete. 
Next corollary computes the Morse Index of the solution Uα, extending
to the case α ∈ N the result in [5].
Corollary 5.2. Let Uα be the solution of (5.1). Then its Morse index is
equal to
m(α) =
{
1 + 2
[
α+2
2
]
if α+22 6∈ N
1 + α if α+22 ∈ N
(5.9)
where [x] denotes the greatest integer less than or equal to x. In particular
we have that the Morse index of Uα changes as α crosses the set of even
integers and also that m(α)→∞ as α→∞.
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Proof. We have that the Morse index of Uα coincides with the number of
negative eigenvalues (counted with their multiplicity) Λ of{
−∆V − 2(2 + α)2 |x|α
(1+|x|2+α)2V = ΛV in R
2∫
R2 |∇V |2 dx <∞.
(5.10)
Reasoning exactly as in the proof of Theorem 1.3 we have that the Morse
index of Uα is given by the negative Λ satisfying{
−∆V − 2(2 + α)2 |x|α
(1+|x|2+α)2V =
Λ
|x|2V in R
2∫
R2 |∇V |2 dx <∞.
(5.11)
Let Λ < 0 such that (5.11) has a solution. Then using the spherical har-
monics we are led to the equation{
−ψ′′k(r)− 1rψ′k(r) + k
2
r2
ψk(r)− 2(2 + α)2 rα(1+r2+α)2 ψk(r) = Λr2ψk(r) , in (0,∞)
ψ′k(0) = 0 if k = 0, ψk(0) = 0 if k ≥ 1, and
∫ +∞
0 r(ψ
′
k)
2 dr <∞
(5.12)
and using the transformation r 7→ r 22+α , as in the previous theorem, we get{
−η′′k(r)− 1rη′k(r)− 8 ηk(r)(1+r2)2 = 4 Λ−k
2
(2+α)2
ηk(r)
r2
, in (0,∞)
η′k(0) = 0 if k = 0, ηk(0) = 0 if k ≥ 1, and
∫ +∞
0 r(η
′
k)
2 dr <∞.
(5.13)
Now, by (5.7) and (5.8), we must have
4
Λ− k2
(2 + α)2
= −1
and since Λ < 0 necessarily k < 2+α2 . Conversely, for each k <
2+α
2 we have
Λ = k2 − (2+α2 )2 < 0 an eigenvalue of (5.11). Since the dimension of the
eigenspace of the Laplace-Beltrami operator on S1 is 2 for any k ≥ 1, the
proof is now complete. 
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