We discuss entropy definition for composite systems composed of two Tsallis (or Rényi) systems with different q indices using the bicomposability nature. The most general bi-composable entropy form is given.
Introduction
Recently the generalization of the Boltzman-Gibbs statistics has attracted much attention in many different systems, including multifractals, self-gravitating systems and pure electron plasma and so on [1] . In the process of investigating such interesting phenomina, several extensions of the entropy have been proposed [2, 3, 7, 8] . Among the proposals the Rényi entropy [2] :
and the Tsallis entropy [3, 4] :
have been extensively studied so far. In this paper the constant q in eqn (1)(or (2) ) is called "q index" of the Rényi(or Tsallis) system. Although the generalized entropies have explained a lot of exotic aspects of the systems in which the Boltzmann-Gibbs statistics does not work well, we must say that their fundamental properties have not been understood fully. For example, it is still unclear whether the second law of the thermodynamics of composite systems of different q indices actually holds or not. This is essentially because the guiding principles for determination of the composite entropy definition have not been established yet.
In this paper we propose composite entropy forms which may be expected to express the macroscopic statistical behavior of some systems composed of two Tsallis (or Rényi) subsystems with different q values. We adopt bicomposability as a working hypothesis to specify the entropy definition. The bi-composabilty implies that two kinds of composability are satisfied. One of the composabilities is just a standard one [5, 6] :
where P A i and P B j are probability distributions of the system A with N states and B with M states, thus
must hold. Due to the composablity we can take a variation of the composite entropy directly using the subsystem-entropy variations as
Thus, it is automatically ensured that the variation of the composite entropy vanishes:
where the distributionP
. This is quite a nice property of the composability.
Another composability is introduced when one constructs a composite system (A + B) + (A + B) ′ of two systems (A + B) and (A + B) ′ . Let us impose the following property on the entropy of the total system.
This means that the total entropy is fixed only by information of the entropies S (A+B) and S (A+B) ′ . The bi-composability is defined by simultaneous realization of the above two composabilities (3) and (7) . Note that both Rényi and Tsallis entropies actually satisfy the bi-composability when the q indices of the subsystems are the same. This fact encourges us to adopt the bi-composability as a guiding principle to fix the composite entropy. In section 2 building blocks for construction of entropies which satisfy the composability (3) are presented. We give the most general form of the bicomposable entropy in section 3. We moreover try in section 4 to constrain eqn (7) to be reduced into the grand pseudo-additivity form:
This can be regarded as the simplest extension of the Tsallis entropy property:
Thus we call later such entropies Tsallis-type. On the other hand, it is also possible to consider Rényi-type composite entropies which satisfy the standard additivity:
The Rényi-type entropies are also commented in the last part of section 4.
It may be worthwhile to stress that the composability is just a conjecture in this paper in order to find out the definition of the entropy. The purpose of this paper is mainly to show how strongly the composite entropy definition is constrained when the bi-composability is realized. It might be possible to construct fascinating composite entropies which do not possess the bicomposability nature, just as when the index q's take the same value [8] .
Composability and Composite Entropy
Let us start writing down the most general form of the composite entropy. We must respect the democracy between the indices of the probability. That is, any special index number does not exist apriori for both i and j of P ij . Thus the general form reads
where 
Taking account of this fact, it is easily noticed that the standard composability requires that
where i P A i and i P B j will be one due to unitarity of the probability. This condition (11) gives a rather strong restriction to the functions R 
the function R A µ must be written in terms of i (P
Because the function R A µ has the sum with respect to the index i on the left-hand-side edge of the expression (12), it is noticed that R A µ must be expressed at least as a linear superposition of
and
It should be recalled here that the partial probabilities P A i and P B j must enter the expression (12) as a simple product P A i P B j . Therefore the form of R A µ is severely restricted and we argue that there exist essentially only the following four candidates to take. From eqn (13) the following two components come out.
In the same way, the following components are found out using eqn(14).
The last one is trivial and we have finally non-trivial three-type R A µ functions, X B , V A and U B . The same argument is possible for R B µ and it is concluded that the most general form of the composite entropy must be given as a function Ω in terms of six independent variables as follows.
Here we must ensure the symmetry of permutation of the systems A and B, that is,
3 Bi-Composability
In this section, let us impose the bi-composability on the composite entropy. Therefore the entropy (19) must satisfy another composability:
To achieve this relation it is helpful to note that
Thus all the six components, X A , · · · are completely factorized for
Consequently we obtain the following parametric relation among S (A+B) , S (A+B) ′ and S (A+B)+(A+B) ′ .
where x 1 , x 2 , y 1 , y 2 ,· · · are all free parameters. Using this relation it is possible to write down a lot of parametric expressions of S (A+B)+(A+B) ′ . For example, we obtain such an expression by taking
as follows.
The above relations (34)∼(36) indicate that S (A+B)+(A+B) ′ is given in terms of S (A+B) and S (A+B) ′ implicitly via the two free parameters φ and θ.
Next we must find explicitly the solution Ω of eqns (29)∼(31). Let us define a function σ using
By solving eqns (37) and (38) in terms ofṽ's we define as follows.
Substituting them into eqns (29) and equating it with eqn (34) yield
In order for eqn (41) to hold,
must be satisfied for a certain function Z. This is a very complicated equation, but fortunately can be solved by treating the variables as six pairs (x 1 , x 2 ) , (y 1 , y 2 ), · · · ,(φ, θ). For each pair we can solve the equation independently. Actually for a pair (ρ 1 , ρ 2 ) of the six, eqn (42) can be regarded as
From eqn (43) the following relations are straightforwardly obtained by taking ρ 1 = 1 or ρ 2 = 1.
Using these relations eqn (43) is replaced into
By taking differentiation with respect to ρ 2 in eqn (46) and setting ρ 2 = 1 and ρ 1 = ρ, the following equation appears.
This is easily integrated and we can find that
where ξ is a constant. After the same operation has been performed for all the six pairs, it is finally found that
is obtained, where C o , η x ,· · ·,ηṽ are also constants. We introduce here a new function g as follows.
Then due to eqn (30), (35) and (50) we conclude finally that
This is the most general composite-entropy form equipped with the bi-composability and is our main result in this paper.
Tsallis-Type and Rényi-Type
In this section let us first impose the grand pseudo additivity:
on the bi-composable composite entropy (52). The ansatz (53) possesses quite an attractive aspect that the function Q(q A , q B ) looks like the Tsallis q index of the total system (A + B). So this conjecture suggests that the composite system itself behaves as a kind of the Tsallis system with index Q. In this paper we call the bi-composable entropy which satisfies eqn (53) Tsallis-type. By substituting eqn (52) into eqn (53) it turns out that the function g must possess the following property:
for arbitray parameters α and β. Differentiating eqn (54) with respect to β and taking β = 1 yield
Eqn (55) can be integrated easily and we get
where C ′ and ν are constants. Substituting eqn (56) into eqn (54) fixs the constant C ′ as
and finally the function g is determined as
Therefore, introducing
it can be concluded that the bi-composable Tsallis-type entropy must take the following form in general.
Here we have respected the permutation symmetry of the subsystems A and B in eqn (63). It seems natural to require that eqn (62) is reduced into the original Tsallis entropy:S
if one takes q A = q B = q. This boundary condition is able to be realized just by setting
ν u (q, q) = ν v (q, q) = 0.
As one simple example in which the boundary condition holds, we are able to present the following form.
It is clear that the argument in this section is also applicable to the Rényi-type composite entropy case. If we adopt S R (A+B)+(A+B) ′ P ijkl = P (A+B) ij
instead of eqn (53), it is found at ease that the most general composite entropy is obtained asS
The bi-composable entropies proposed in this paper may be expected to play a significant role in the generalized statistical mechanics. This tempts us to investigate statistical or thermodynamical properties of the entropies, for example, concavity, H-theorem and so on. It is quite a interesting problem to check whether the second law of the thermodynamics is satisfied or not for the entropies with different indices q A and q B . Such physical properties of the entropies will be reported elsewhere.
