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Spino STRUCTURES AND SEMILINEAR (S)PINOR BUNDLES
C. LAZAROIU AND C. S. SHAHBAZI
Abstract. We introduce and explore a new type of extended spinorial structure, based on the
groups Spino+(V, h) = Spin(V, h)·Pin2,0 and Spin
o
−
(V, h) = Spin(V, h)·Pin0,2, which can be defined
on unorientable pseudo-Riemannian manifolds (M, g) of any dimension d and any signature (p, q).
In signature p − q ≡8 3, 7, (M,g) admits a bundle S of irreducible real Clifford modules if and
only if the orthonormal coframe bundle of (M, g) admits a reduction to a Spino
α
structure with
α = −1 if p − q ≡8 3 or α = +1 if p − q ≡8 7. We compute the topological obstruction to
existence of such structures, obtaining as a result the topological obstruction for (M, g) to admit
a bundle of irreducible real Clifford modules S when p − q ≡8 3, 7. We explicitly show how
Spino
α
structures can be used to construct S and give geometric characterizations (in terms of
certain associated bundles) of the conditions under which the structure group of S (viewed as a
vector bundle) reduces to certain natural subgroups of Spino
α
. Finally, we discuss some examples
of manifolds admitting Spino
α
structures which are constructed using real Grassmannians and
certain codimension two submanifolds of spin manifolds.
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1. Introduction
The theory of real pinor fields1 on unorientable pseudo-Riemannian manifolds (M, g) of signature
(p, q) and dimension d = p+ q is usually developed by requiring existence of a Pinp,q structure (also
called a Pin+ structure) or of a Pinq,p structure (also called a Pin
− structure) [1]. In the presence of
a Pin+ structure Q+, one can define real spinor bundles S
def.
= Q+×γ+ S
+
0 associated to Q+ through
the restriction to Pinp,q of a Clifford representation γ+ : Clp,q → EndR(S
+
0 ), while in the presence of
a Pin− structure Q−, one can define real spinor bundles S
def.
= Q−×γ− S
−
0 associated to Q− through
the restriction to Pinq,p of a Clifford representation γ− : Clq,p → EndR(S
−
0 ). The possibility of
using either Pin+ or Pin− structures arises because of the group isomorphism O(p, q) ≃ O(q, p),
Key words and phrases. Spin geometry, Clifford bundles, Lipschitz structures.
2010 MSC. Primary: 53C27. Secondary: 53C50.
1We distinguish between real pinor fields (defined as global sections of a bundle of modules over the real Clifford
bundle of a pseudo-Riemannian manifold) and real spinor fields (defined as global sections of a bundle of modules
over the even part of the real Clifford bundle).
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which implies that the twisted adjoint representations of Pinp,q and Pinq,p provide double covers of
O(p, q). Both constructions lead to real vector bundles S admitting Clifford multiplication, which
therefore are bundles of modules over the real Clifford bundle Cl(M, g). This allows one to define
linear connections ∇S which are naturally induced on S by a metric connection ∇ on (M, g); in
turn, the linear connection ∇S allows one to define the Dirac operator on S. In both cases, ∇S
has the Clifford connection property [2], i.e. it acts as a derivation (relative to ∇) of the Clifford
multiplication. The relevance of Pin± structures to the physics of Majorana particles of spin 1/2 is
well-known (see, for example, [3]) and goes back at least to Wigner’s work [4] on the implementation
of discrete space-time symmetries. A thorough review of this topic can be found in [5]. Whether
the electric neutrino νe is truly a Majorana spinor in the physically observed dimension d = 4 is the
subject of active and planned experiments [6, 7].
Physics reasoning (see, for example, [8]) shows that one can take existence of a globally well-
defined Clifford multiplication TM ⊗ S → S as the crucial property in the definition of a bundle of
pinors, since it allows for the construction of a Dirac operator acting on global sections of S. It is
thus natural to define a real pinor bundle to be a bundle of real modules over the fibers of Cl(M, g).
In this approach, one is primarily interested in elementary real pinor bundles, which are defined as
bundles of simple modules over the fibers of the real Clifford bundle. Elementary real pinor bundles
are a fundamental ingredient in the formulation of Supergravity and String Theory [9]. It turns out
[10] that real pinor bundles can sometimes be defined under conditions which are weaker than those
which guarantee the existence of Pin± structures. In this paper, we show that elementary real pinor
bundles can be defined in signatures (p, q) which satisfy the condition p − q ≡8 3, 7 if and only if
(M, g) admits a so-called adapted Spino structure, a condition which is indeed weaker than existence
of a Pin+ or Pin− structure. An adapted Spino structure on (M, g) is a principal Spinop,q-bundle Q
over M endowed with a λ˜-equivariant map to the orthonormal (co)frame bundle of (M, g), where
Spinop,q is the group defined as follows:
(1) Spinop,q
def.
=
{
Spino−(p, q)
def.
= Spinp,q · Pin0,2 if p− q ≡8 3
Spino+(p, q)
def.
= Spinp,q · Pin2,0 if p− q ≡8 7
and λ˜ : Spinop,q → O(p, q) is a certain surjective group morphism constructed from the untwisted
adjoint representation of Spinp,q and from the twisted adjoint representation of Pin0,2 or Pin2,0
respectively. The two groups Spino±(p, q) appearing in (1) can in fact be considered in any dimension
and signature and the same applies to the corresponding structures, which in full generality we call
Spino± structures. When p − q ≡8 3, 7, an adapted Spin
o structure is thus a Spinoαp,q structure,
where:
αp,q
def.
=
{
−1 if p− q ≡8 3
+1 if p− q ≡8 7
.
Given an adapted Spino structure Q overM , an elementary real pinor bundle can be constructed as
the associated real vector bundle S = Q×γoS0, where γ0 : Spin
o
p,q → EndR(S0) is an elementary real
pinor representation of Spinop,q. The latter is constructed from an irreducible Clifford representation
γ0 : Clp,q → EndR(S0) in an R-vector space S0 of dimension:
N = dimR S0 = 2
d+1
2 .
One finds that S admits a well-defined Clifford multiplication TM ⊗ S → S, which makes it into
a bundle of simple modules over the fibers of Cl(M, g). When M is orientable, one finds that the
real vector bundle S admits a complex structure, Q reduces to a Spinc structure Q0 and S can
be viewed as the ordinary bundle of elementary complex pinors associated to Q0 (see [11]). When
M is unorientable, S need not admit a complex structure and hence its global sections cannot be
interpreted as complex pinors. In this case, S admits a so-called semilinear structure— a weakening
of the concept of complex structure that still allows one to define the notions of linear and antilinear
endomorphisms of S. Furthermore, the structure group of S reduces to Pinp,q or Pinq,p iff S admits
a globally-defined conjugation. When a conjugation exists, the structure group further reduces
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to Spinp,q iff M is orientable. The subtle interplay between these conditions leads to a web of
possibilities which is considerably richer than what occurs in the ordinary case of Pin± structures.
In arbitrary dimension and arbitrary signature (p, q), the groups Spino±(p, q) are (non-central)
extensions of the group Z2 by the group Spin
c
p,q
def.
= Spinp,q · U(1). For positive signature q = 0,
the groups Spino±(p, q) have appeared before in [12, 13], where they were used to define so-called
Spinc± structures and where Spin
c
− structures were employed to define and study a certain variant of
monopole equations in four dimensions. A Spinc± structure is defined similarly to a Spin
o
± structure,
but using a different representation λ : Spinop,q → SO(p, q). The latter is constructed from the
adjoint representation of Spinp,q and from the twisted adjoint representation of Pin0,2 or Pin2,0 and
covers only the special pseudo-orthogonal group SO(p, q) — unlike the representation λ˜ mentioned
above, which covers the full pseudo-orthogonal group. Due to this difference, Spinc± structures can
exist only when (M, g) is orientable and lead to a notion of “real pinors” which differs from the
one considered in the present paper: in signature p− q ≡8 3, 7, a bundle S of simple modules over
Cl(M, g) is always associated to a Spino structure and not to a Spinc+ or Spin
c
− structure. Manifolds
admitting irreducible Spinoα structures are abundant. In particular, we show in tis paper that certain
products of real Grassmanians with flat spaces admit irreducible Spino structures.
The paper is organized as follows. In Section 2, we discuss the groups Pin0,2 and Pin2,0 as well
as their twisted and untwisted adjoint representations, describing their abstract group-theoretical
models as well as certain isomorphic realizations as the groups Spin1,2 and Spin3,0. In Section 3, we
describe the groups Spino±(p, q) and their real irreducible representations. We also give realizations
of Spino±(p, q) as subgroups of certain higher dimensional Pin and Spin groups, realizations which
will be useful later on. Finally, we discuss certain relevant subgroups of these groups. In Section 4,
we introduce the notion of Spino± structures in arbitrary dimension and signature and extract the
topological obstructions to their existence in odd dimension. Section 5 studies semilinear structures
on a vector bundle, a concept which is useful for understanding the properties of real pinor bundles
associated to Spino structures. Section 6 considers the case of signatures satisfying the condition
p− q ≡8 3, 7, showing how a specific representation of Spin
o
α can be used to construct an irreducible
real Clifford module for Clp,q. We also discuss certain natural subspaces associated to such repre-
sentations. Section 7 discusses elementary real pinor bundles S for p− q ≡8 3, 7, focusing on their
explicit realization in terms of adapted Spino. In the same section, we also discuss certain sub-
bundles of the endomorphism bundle of S as well as the conditions under which the structure group
of S reduces to various subgroups of the group Spinop,q. In Section 8 we give several examples of
manifolds admitting Spinop,q structures. Appendix A briefly discusses Spin
c
± structures in arbitrary
dimension and signature, contrasting them with Spino± structures.
Notations and conventions. We use the conventions and notations of [10].
2. Abstract models for certain Clifford and pin groups
We start by discussing certain groups which will be relevant for the description of Spino±(p, q).
2.1. The abstract groups O2(α) and O
C
2 (α). Let α ∈ {−1, 1} be a sign factor.
Definition 2.1. Let OC2 (α) be the non-compact non-Abelian Lie group with underlying set C
××Z2
and composition given by:
(z1, 0ˆ)(z2, 0ˆ) = (z1z2, 0ˆ) , (z1, 0ˆ)(z2, 1ˆ) = (z1z2, 1ˆ) ,
(z1, 1ˆ)(z2, 0ˆ) = (z1z¯2, 1ˆ) , (z1, 1ˆ)(z2, 1ˆ) = (αz1z¯2, 0ˆ) ,(2)
where Z2 =
{
0ˆ, 1ˆ
}
. The unit of OC2 (α) is given by 1 ≡ (1, 0ˆ). The square norm is the group
morphism N : OC2 (α)→ R>0 given by:
N(z, t)
def.
= |z|2 , ∀(z, t) ∈ C× × Z2 .
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We define O2(α)
def.
= kerN to be the compact non-Abelian Lie subgroup of OC2 (α) with underlying
set U(1)× Z2.
The group C× embeds into OC2 (α) as the non-central subgroup C
× × {0ˆ}, so we identify i ∈ C×
with the element (i, 0ˆ) ∈ OC2 (α) and −1 ∈ C
× with the element (−1, 0ˆ). The conjugation element
c
def.
= (1, 1ˆ) ∈ O2(α) satisfies c
2 = α1 and c−1 = αc = (α, 1ˆ). This element generates the subgroup:
Γα ≃
{
Z2 if α = +1
Z4 if α = −1
.
The element c and the subgroup C× generate OC2 (α), while c and U(1) generate O2(α). We have:
Ad(c)(x) = K(x) , ∀x ∈ OC2 (α) ,
where K : OC2 (α)→ O
C
2 (α) is the conjugation automorphism, given by:
K(z, t) = (z¯, t) , ∀ z ∈ C× , ∀t ∈ Z2 .
Notice that K2 = idOC2(α) and K(c) = c. The centers of O
C
2 (α) and O2(α) are given by Z(O
C
2 (α)) =
R×1 and Z(O2(α)) = {−1, 1} ≃ Z2. The fixed point set of the conjugation automorphism in O2(α)
is the subgroup Γ′α generated by −1 and c, which is given by:
Γ′α =
{
G2 × Γ+ ≃ D2 if α = +1
Γ− ≃ Z4 if α = −1
.
Here, G2 = {−1, 1} ≃ Z2 denotes the multiplicative group of second order roots of unity, while
D2 = Z2 × Z2 denotes the Klein group (the dihedral group with four elements).
Definition 2.2. The generalized determinant is the morphism ηα : O2(α) → G2 defined
through:
ηα(z, t)
def.
= (−1)t , ∀(z, t) ∈ O2(α) .
This induces a Z2-grading of O2(α) whose homogeneous pieces are the connected components of
O2(α):
O+2 (α)
def.
= ker ηα = {(z, 0ˆ)|z ∈ U(1)} = U(1)1 = SO(2)1
O−2 (α)
def.
= η−1α ({−1}) = {(z, 1ˆ)|z ∈ U(1)} = U(1)c = SO(2)c
and gives a short exact sequence:
(3) 1 −→ U(1) −→ O2(α)
ηα
−→ G2 −→ 1 .
For any u = (z, t) ∈ O2(α), let −u
def.
= (−1)u = (−z, t) ∈ O2(α). Notice that ηα(−u) = ηα(u).
Proposition 2.3. The short exact sequence (3) is a non-central extension of G2 by U(1). Moreover,
by exactness of (3) we obtain:
1. For α = +1, the sequence (3) splits and we have O2(+) ≃ O(2).
2. For α = −1, the sequence (3) presents O2(−) as a non-split extension of G2 ≃ Z2 by U(1). In
particular, we have O2(−) 6≃ O(2).
Proof. 1. For α = +1, the element c has order two and the map ψ : G2 → O2(+) given by ψ(1) = 1
and ψ(−1) = c is a group morphism which right-splits (3). Thus O2(+) ≃ U(1) ⋊ψ G2 ≃ O(2).
Here, the last isomorphism follows by noticing that the map Φ0 : U(1)⋊ψ G2 → O(2) given by:
(4) Φ0(e
iθ,+1)(z) = eiθz , Φ0(e
iθ,−1)(z) = eiθz¯ , z ∈ C ,
induces an isomorphism of groups U(1)⋊ψ G2 ≃ O(2).
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2. For α = −1, the sequence (3) does not split. Indeed, a right-splitting morphism ψ : G2 → O2(−)
would give an order two element x
def.
= ψ(−1) ∈ O2(−) which must be of the form x = (z, 1ˆ) in
order for condition η− ◦ ψ− = idG2 to be satisfied. The order two condition x
2 = 1 gives then
−|z|2 = 1 (since α = −1), a contradiction.

Remark 2.4. Any reflection C of R2 determines two isomorphisms of groups Φ
(±)
C : O2(+)
∼
→ O(2)
given by:
(5) Φ
(±)
C (e
iθ, 0ˆ) = R(±θ) , Φ
(±)
C (e
iθ, 1ˆ) = R(±θ)C ,
where θ ∈ R and:
(6) R(θ) =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
]
∈ SO(2)
is the counterclockwise rotation of R2 by angle θ mod 2π with respect to its canonical orientation
(that orientation in which the canonical basis ǫ1 =
[
1
0
]
, ǫ2 =
[
0
1
]
is positive):
R(θ)e1 = cos(θ)e1 + sin(θ)e2
R(θ)e2 = − sin(θ)e1 + cos(θ)e2 .
Notice that R(−θ) is the clockwise rotation by the same angle. We have:
Φ
(±)
C (c) = C , Φ
(±)
C (−1) = −I2 .
The isomorphisms Φ
(±)
C map the Z2-grading of O2(+) into the Z2-grading of O(2) given by:
O+(2)
def.
= SO(2) , O−(2)
def.
= SO(2)C ,
hence Φ
(±)
C can be viewed as isomorphisms of Z2-graded groups. These two isomorphisms are related
by the conjugation automorphism of O2(+):
Φ
(−)
C = Φ
(+)
C ◦K
and we have:
η+ = det ◦Φ
±
C .
In particular, we can consider the reflection:
(7) C0 =
[
1 0
0 −1
]
∈ O(2)
with respect to the horizontal axis of R2 (i.e. the real axis of C) to define:
Φ
(±)
0
def.
= Φ
(±)
C0
.
Then the isomorphism Φ0 of equation (4) corresponds to:
Φ0 = Φ
(+)
C0
.
Definition 2.5. The squaring morphism is the surjective group morphism σα : O2(α)→ O2(+)
given by:
σα(z, t)
def.
= (z2, t) , ∀(z, t) ∈ O2(α) .
Notice the relations:
(8) σα(c) = c , ηα = η+ ◦ σα = det ◦Φ
(±)
C ◦ σα .
Since kerσα = {−1, 1}, we have a short exact sequence:
1 −→ G2 →֒ O2(α)
σα−→ O2(+) −→ 1 .
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In particular, O2(+) and O2(−) are inequivalent central extensions of O(2) by Z2. Notice that σα
can be viewed as a morphism of Z2-graded groups.
2.2. Realization of OC2 (α) as Clifford groups. Let:
Cl2(α)
def.
=
{
Cl2,0 if α = +1
Cl0,2 if α = −1
.
Then Cl2(α) has generators e1, e2 with relations:
e21 = e
2
2 = α , e1e2 = −e2e1 .
Let us define e3
def.
= e1e2 ∈ Cl
+
2 (α), which satisfies e
2
3 = −1. The elements e1, e2 and e3 mutually
anticommute and span Cl2(α) over R. The algebra Cl2(+) = Cl2,0 is isomorphic with the algebra
P of split quaternions (and hence with the matrix algebra Mat(2,R)), while Cl2(−) is isomorphic
with the quaternion algebra H. Set J
def.
= e3 and D
def.
= e1. Then J and D satisfy the relations:
J2 = −1 , D2 = α , JD = −DJ .
Notice that J is even while D is odd with respect to the canonical Z2-grading of Cl2(α). We have
Z(Cl2(α)) = R, hence the extended Clifford group
2 of Cl2(α) coincides with its ordinary Clifford
group, which we denote by:
G2(α)
def.
=
{
G2,0 if α = +1
G0,2 if α = −1
.
We have Cl+2 (α) = R⊕ RJ ≃ C and Cl
−
2 (α) = Re1 ⊕ Re2 = RD ⊕ Re2 = Cl
+
2 (α)D.
Proposition 2.6. There exists an isomorphism of Z2-graded groups ϕ
C
α : O
C
2 (α)
∼
→ G2(α) which
satisfies:
(9) ϕCα(i) = J
def.
= e1e2 and ϕ
C
α(c) = D
def.
= e1 .
Proof. It is easy to see that G2(α) = Cl
+
2 (α)
× ⊔ (Cl+2 (α)
×D) and Cl+2 (α)
× ≃ C×. The map
ϕCα : O
C
2 (α)→ G2(α) given by:
ϕCα(x+ iy, 0ˆ) = x+ yJ , ϕ
C
α(x + iy, 1ˆ) = (x+ yJ)D forz = x+ iy ∈ C
×
is an isomorphism of Z2-graded groups which satisfies (9). 
2.3. Realization of O2(α) as Pin groups. Let:
Pin2(α) ≡
{
Pin2,0 if α = +1
Pin0,2 if α = −1
denote the Pin group of Cl2(α). This group is Z2-graded by the decomposition Pin2(α) = Spin2(α)⊔
Spin2(α)D, where Spin2(α) = Spin2,0 = Spin0,2 and Spin2(α)D = Pin
−
2 (α).
Proposition 2.7. We have ϕCα(O2(α)) = Pin2(α), hence ϕ
C
α restricts to an isomorphism of Z2-
graded groups ϕα : O2(α)
∼
→ Pin2(α) which satisfies:
(10) ϕα(i) = J
def.
= e1e2 and ϕα(c) = D
def.
= e1 .
Proof. We have:
Pin2(α)
def.
= ker(|N˜ | : G2(α) −→ R>0) ,
where N˜ is the twisted Clifford norm of Cl2(α). For α = +1, the twisted reversion τ˜ of Cl2(+) =
Cl2,0 ≃ P coincides with the conjugation of split quaternions and hence the twisted Clifford norm
N˜ coincides with the split quaternion modulus:
N˜(q0 + q1e1 + q2e2 + q3e3) = q
2
0 + q
2
3 − q
2
1 − q
2
2 .
2See Definition 1.7 in reference [10].
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This implies ϕα(O2(+)) = Pin2(+) = U(1) ⊔ U(1)D. Notice that N˜(Cl2,0) ⊂ R and that N˜ is
positive definite on Cl+2,0 and negative definite on Cl
−
2,0.
For α = −1, the twisted reversion τ˜ of Cl2(−) = Cl0,2 ≃ H coincides with quaternion conjugation.
Hence the twisted Clifford norm N˜ coincides with the squared quaternion norm:
N˜(q0 + q1e1 + q2e2 + q3e3) = q
2
0 + q
2
1 + q
2
2 + q
2
3
This implies ϕα(O2(−)) = Pin2(−) = U(1) ⊔ U(1)D. Notice that N˜(Cl0,2) ⊂ R, N˜(J) = 1 and
N˜(D) = −α. 
Remark 2.8. Setting:
(11) z(θ)
def.
= ϕα(e
iθ, 0ˆ) = cos(θ) + sin(θ)J ,
we have:
(12) ϕα(e
iθ, 1ˆ) = z(θ)D
and:
Spin2(α) = {z(θ)|θ ∈ R} ≃ U(1) , Pin
−
2 (α) = Spin2(α)D .
Let Ad
(2)
0 : Pin2(α) → O(2) and A˜d
(2)
0 : Pin2(α) → O(2) denote the vector and twisted vector
representations of Pin2(α), viewed as morphisms of Z2-graded groups. Notice that kerAd
(2)
0 =
ker A˜d
(2)
0 = {−1, 1} and that det ◦Ad
(2)
0 = det ◦A˜d
(2)
0 .
Proposition 2.9. The untwisted vector representation of Pin2(α) agrees with the squaring mor-
phism σα through the isomorphisms ϕα and Φ
(−α)
0 :
(13) Ad
(2)
0 ◦ ϕα = Φ
(−α)
0 ◦ σα .
This gives the following commutative diagram of morphisms of Z2-graded groups, where we also
indicate the images of c ∈ O2(α) through the various maps:
c ∈ O2(α)
σα

ϕα
// Pin2(α) ∋ D
Ad
(2)
0

c ∈ O2(+)
Φ
(−α)
0
// O(2) ∋ C0
Moreover, the generalized determinant agrees with the grading morphism det ◦Ad
(2)
0 of Pin2(α):
(14) det ◦Ad
(2)
0 ◦ ϕα = ηα ,
i.e. we have a commutative diagram of morphisms of Z2-graded groups:
c ∈ O2(α)
ηα

ϕα // Pin2(α) ∋ D
Ad
(2)
0

−1 ∈ G2 O(2) ∋ C0
detoo
Proof. Since J = e1e2 anticommutes with e1 and e2, we have Ad
(2)
0 (z(θ))(ek) = z(θ)ekz(−θ) =
z(θ)2ek = z(2θ)ek for k = 1, 2. Using the relations Je1 = −αe2 and Je2 = αe1, this gives:
Ad
(2)
0 (z(θ))(e1) = cos(2θ)e1 − α sin(2θ)e2 = cos(2αθ)e1 − sin(2αθ)e2
Ad
(2)
0 (z(θ))(e2) = α sin(2θ)e1 + cos(2θ)e2 = sin(2αθ)e1 + cos(2αθ)e2
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and hence Ad
(2)
0 (z(θ)) = R(−2αθ). Since D = e1, we have Ad0(D)(e1) = e1 and Ad
(2)
0 (D)(e2) =
−e2, i.e. Ad
(2)
0 (D) = C0. Thus Ad
(2)
0 (z(θ)D) = R(−2αθ) ◦ C0. Relation (13) now follows from (5),
(11) and (12), while relation (14) follows from (13) and (8). 
2.4. Realization of O2(α) as spin groups. Let:
Cl3(α)
def.
=
{
Cl2,1 if α = +1
Cl0,3 if α = −1
, Spin3(α)
def.
=
{
Spin2,1 if α = +1
Spin0,3 if α = −1
and let e1, e2, e3 denote the canonical basis of R
3. We have:
e21 = α , e
2
2 = α , e
2
3 = −1 .
There exists a unique unital monomorphism of R-algebras sˆα : Cl2(α) → Cl3(α) which satisfies
sˆα(v) = ve3 for all v ∈ R
2. Thus sˆα(e1) = e1e3, sˆα(e2) = e2e3 and sˆα(e1e2) = e1e2. We have
sˆα(Cl2(α)) = Cl
+
3 (α) and sˆα(Pin2(α)) = Spin3(α), where Cl
+
3 (α) is generated by e1e3 and e2e3 due
to the relation (e1e3)(e2e3) = e1e2. The morphism sˆα takes J = e1e2 and D = e1 respectively into
J ′
def.
= J and D′
def.
= e1e3 = De3. In particular, we have sˆα|Spin2(α) = idSpin2(α). The group O(2)
embeds into the group:
SO3(α)
def.
=
{
SO(2, 1) if α = +1
SO(0, 3) if α = −1
through the injective morphisms:
(15) Σα(R)
def.
=
[
(detR)R 0
0 detR
]
,
whose image equals:
Σα(O(2)) = S[O(2)×G2] .
We have:
(16) Σα(C0) = C
′
0
def.
=
[
−C0 0
0 −1
]
,
where −C0 ∈ O
−(2). Let Ad
(3)
0 : Spin3(α)→ SO3(α) denote the vector representation of Spin3(α).
Proposition 2.10. The restriction of sˆα induces an isomorphism of groups sα : Pin2(α)
∼
→
Spin3(α). Moreover, the vector representation of Spin3(α) agrees with the untwisted vector rep-
resentation of Pin2(α) through the morphisms sα and Σα:
Ad
(3)
0 ◦ sα = Σα ◦Ad
(2)
0 ,
giving the commutative diagram:
(17) D ∈ Pin2(α)
Ad
(2)
0

sα
∼
// Spin3(α) ∋ D
′
Ad
(3)
0

C0 ∈ O(2) //
Σα
// SO3(α) ∋ C
′
0 ,
where we also indicates the images of D through the various maps.
Proof. For any a ∈ Spin2(α), we have sα(a) = sˆα(a) = a and sα(aD) = sα(a)sα(D) = ae1e3 =
aDe3. Thus:
Ad
(3)
0 (sα(a)) = Ad
(3)
0 (a) , Ad
(3)
0 (sα(aD)) = Ad
(3)
0 (a)Ad
(3)
0 (e1e3) = Ad
(3)
0 (aD)Ad
(3)
0 (e3)
and hence:
Ad
(3)
0 (sα(a)) =
[
Ad
(2)
0 (a) 0
0 1
]
= Σα(Ad
(2)
0 (a))
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and:
Ad
(3)
0 (sα(aD)) =
[
−Ad
(2)
0 (aD) 0
0 −1
]
= Σα(Ad
(2)
0 (aD)) ,
because Ad
(3)
0 (a)(e3) = e3, Ad
(3)
0 (e1e3)(e3) = −e3 and Ad
(3)
0 (e3)(ek) = −ek for k = 1, 2 while
detAd
(2)
0 (a) = +1 and detAd
(2)
0 (aD) = −1. Notice that:
Ad
(3)
0 (D
′) = Ad
(3)
0 (sα(D)) =
[
−C0 0
0 −1
]
= C′0 ,
since Ad
(2)
0 (D) = C0. 
Composing ϕα and sα, respectively Φ
(−α)
0 and Σα gives morphisms of groups:
ψα
def.
= sα ◦ ϕα : O2(α)
∼
→ Spin3(α)
Ψα
def.
= Σα ◦ Φ
(−α)
0 : O2(+)→ SO3(α) .(18)
The situation is summarized in the commutative diagrams:
(19) O2(α)
σα

ϕα
∼
//
ψα
∼
))
Pin2(α)
Ad
(2)
0

sα
∼
// Spin3(α)
Ad
(3)
0

O2(+)
Φ
(−α)
0
∼ //
Ψα
66
O(2) //
Σα
// SO3(α)
and:
(20) c ∈ O2(α)
σα

ψα
∼
// Spin3(α) ∋ D
′
Ad
(3)
0

c ∈ O2(+) //
Ψα
// SO3(α) ∋ C
′
0
3. The groups Spinoα
Let (V, h) be a real quadratic space of signature (p, q) and dimension d = p + q. Thus V is an
R-vector space of dimension d and h : V × V → R is an R-bilinear symmetric form defined on V
and having signature (p, q), where p and q respectively count the numbers of positive and negative
eigenvalues.
Definition 3.1. Define:
Spinoα(V, h)
def.
= Spin(V, h) · Pin2(α)
def.
= [Spin(V, h)× Pin2(α)]/{−1, 1} .
The unit of Spino(V, h) is given by 1 ≡ [1, 1] = [−1,−1], while the twisted unit is the element:
1˜
def.
= [1,−1] = [−1, 1] ,
which satisfies 1˜2 = 1 and generates the center:
(21) Z2
def.
= Z(Spinoα(V, h)) = {1˜, 1} ≃ Z2 ,
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of Spinoα(V, h). The groups Spin(V, h) and Pin2(α) identify with the following subgroups of Spin
o
α(V, h):
Ŝpin(V, h)
def.
= {[a, 1] ∈ Spinoα(V, h) | a ∈ Spin(V, h)} ,
P̂in2(α)
def.
= {[1, b] ∈ Spinoα(V, h) | b ∈ Pin2(α)} .
This gives the decomposition:
Spinoα(V, h) = Ŝpin(V, h)P̂in2(α) .
We have Ŝpin(V, h) ∩ P̂in2(α) = Z2 and 1˜ ∈ Ŝpin(V, h). Using the isomorphism ϕα of Proposition
2.7 to identify O2(α) with Pin2(α), we obtain an isomorphism:
Spinoα(V, h) ≃ Spin
o
α
(V, h)
def.
= Spin(V, h) ·O2(α)
def.
= [Spin(V, h)×O2(α)]/{−1, 1} .
Since U(1) = SO(2) is a non-central subgroup of O2(α), it embeds as the non-central subgroup of
Spino
α
(V, h) consisting of the elements [1, z] = [−1,−z] with z ∈ U(1).
3.1. Various subgroups. The element Dˆ
def.
= [1, D] ∈ Spino(V, h) satisfies:
Dˆ2 = [1, α] = [α, 1] =
{
1 if α = +1
1˜ if α = −1
and generates a cyclic subgroup:
(22) Γo,α ≃
{
Z2 if α = +1
Z4 if α = −1
,
which is neither normal nor central. The group Spinc(V, h)
def.
= Spin(V, h)·Spin2,0 = Spin(V, h)·U(1)
embeds as the following normal subgroup of Spino(V, h):
Ŝpin
c
(V, h) = {[a, z]|a ∈ Spin(V, h) , z ∈ Spin2} .
In particular, Spinoα(V, h) contains the normal U(1) subgroup:
(23) U
def.
= {z(θ) = eθJ |θ ∈ R} ⊂ Ŝpin
c
(V, h) ⊂ Spinoα(V, h) .
Writing Pin2(α) = Spin2 ⊔ Spin2D = U(1) ⊔ U(1)D gives the decomposition:
Spinoα(V, h) = Ŝpin
c
(V, h) ⊔ Ŝpin
c
(V, h)Dˆ .
We have a short exact sequence:
(24) 1 −→ Spinc(V, h) −→ Spinoα(V, h)
η˜α
−→ Z2 −→ 1 ,
where η˜α is the Z2-grading morphism given by:
η˜α([a, b])
def.
= ηα(b) , ∀ a ∈ Spin(V, h) , ∀ b ∈ Pin2(α) .
Proposition 3.2. We have Spino+(V, h) ≃ Spin
c(V, h) ⋊ξ Z2, where ξ : Z2 → Aut(Spin
c(V, h)) is
the group morphism given by ξ(0ˆ) = idSpinc(V,h) and:
ξ(1ˆ)([a, z]) = [a, z¯] ∀ [a, z] ∈ Spinc(V, h) (a ∈ Spin(V, h), z ∈ U(1)) .
Proof. In order to show that Spino+(V, h) ≃ Spin
c(V, h) ⋊ξ Z2, it suffices to show that the short
exact sequence (24) splits on the right. Such a splitting Rξ : Z2 → Spin
o
+(V, h) is given by:
Rξ(0) = [1, 1] , Rξ(0) = [1, D] .
The morphism Rξ in turn defines a morphism:
ξ : Z2 → Aut(Spin
c(V, h)) ,
given by the adjoint action3 of the image ImRξ of Rξ in Spin
o
α. It is easy to see that the adjoint
action of [1, D] is by complex conjugation of z, where [a, z] ∈ Spinc(V, h). 
3Recall that Spinc is a normal subgroup of Spino
α
.
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Remark 3.3. The right-splitting used in the proof of Proposition 3.2 does not work for the group
Spino−(V, h). In that case, one has D
2 = −1 and hence {[1, 1], [1, D]} is not a Z2-subgroup of
Spino−(V, h).
In the proof of Proposition 3.2 we used the fact that the adjoint action of Dˆ on Spinc(V, h) ⊂
Spinoα(V, h) is by complex conjugation of z. Define the conjugation automorphismK ∈ Aut(Spin
o
α(V, h))
through:
K
def.
= Ad(Dˆ) .
This satisfies K(Dˆ) = Dˆ and K(z) = z¯ for all z ∈ U. The fixed point set of K is the non-normal
subgroup:
(25) P̂inα(V, h) = Ŝpin(V, h) ⊔ Ŝpin(V, h)Dˆ .
Since Dˆ commutes with all elements of Ŝpin(V, h) and Dˆ2 = [1, α] = [α, 1] ∈ Ŝpin(V, h), any choice
of an element v ∈ V such that h(v, v) = ǫv with ǫv ∈ {−1, 1}, gives an isomorphism of groups:
(26) P̂inα(V, h)
∼
→ Pin(V, αǫvh)
which takes any [a, 1] ∈ Ŝpin(V, h) into a ∈ Spin(V, αǫvh) = Spin(V, h) and any [a, 1]Dˆ = [a,D] ∈
Ŝpin(V, h)Dˆ into av ∈ Pin−(V, αǫvh). The Z2-grading (25) corresponds through this isomorphism
to the canonical Z2-grading:
Pin(V, αǫvh) = Spin(V, αǫvh) ⊔ Pin
−(V, αǫvh)
of Pin(V, αǫvh). We have a short exact sequence:
(27) 1 −→ U −→ Spinoα(V, h)
πα−→ P̂inα(V, h) −→ 1 ,
where:
(28) πα([a, b]) =
{
[a, 1] if b ∈ Spin2
[a,D] if b ∈ Spin2D
, ∀ [a, b] ∈ Spinoα(V, h) .
We leave the proof of the following proposition to the reader.
Proposition 3.4. The inclusion morphism jα : P̂inα(V, h) →֒ Spin
o
α(V, h) splits the sequence (27)
from the right. Thus Spinoα(V, h) ≃ U⋊ζα Pinα(V, h), where ζα : Pinα(V, h)→ Aut(U) is the group
morphism given by:
ζα(x)(z) =
{
z if x = [a, 1] ∈ Ŝpin(V, h)
z¯ if x = [a,D] ∈ Ŝpin(V, h)Dˆ
.
Here, U is the normal U(1) subgroup of Spinoα(V, h) which was defined in (23).
Remark 3.5. The quotient Spinoα(V, h)/P̂inα(V, h) is a principal U(1)-homogeneous space (U(1)
torsor).
3.2. Elementary representations. We introduce several representations of Spinoα(V, h) which will
be relevant later on. Let4:
(29) Oˇ(V, h)
def.
=
{
SO(V, h) if d = even
O(V, h) if d = odd
and:
(30) Pˇin2(α)
def.
=
{
Pin2(α) if d = even
Spin2(α) ≃ U(1) if d = odd
.
4A word of caution about notation: the group Oˇ(V, h) should not be confused with the group Oˆ(V, h) used in [10],
which is given by the opposite dichotomy.
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We have Pˇin2(α) ≃ Oˇ2(α), where:
(31) Oˇ2(α)
def.
=
{
O2(α) if d = even
O+2 (α) ≃ U(1) if d = odd
.
Definition 3.6.
1. The characteristic representation of Spinoα(V, h) is the group epimorphism µα : Spin
o
α(V, h)→
O(2) defined through:
µα([a, u])
def.
= Ad
(2)
0 (u) ∀[a, u] ∈ Spin
o
α(V, h) ,
where Ad
(2)
0 is the untwisted vector representation of Pin2(α).
2. The twisted characteristic representation of Spinoα(V, h) is the group epimorphism µ˜α :
Spinoα(V, h)→ O(2) defined through:
µ˜α([a, u])
def.
= A˜d
(2)
0 (u) , ∀ [a, u] ∈ Spin
o
α(V, h) ,
where A˜d
(2)
0 is the twisted vector representation of Pin2(α).
3. The vector representation of Spinoα(V, h) is the group epimorphism λα : Spin
o
α(V, h) →
SO(V, h) defined through:
λα([a, u])
def.
= Ad0(a) , ∀[a, u] ∈ Spin
o
α(V, h) ,
where Ad0 is the vector representation of Spin(V, h).
4. The twisted vector representation of Spinoα(V, h) is the group epimorphism λ˜α : Spin
o
α(V, h)→
Oˇ(V, h) defined through:
λ˜α([a, u])
def.
= det(Ad
(2)
0 (u))Ad0(a) ∀[a, u] ∈ Spin
o
α(V, h) .
5. The basic representation is the group epimorphism ρα
def.
= λ × µ˜ : Spinoα(V, h) → SO(V, h) ×
O(2):
ρα([a, u])
def.
= (Ad0(a), A˜d
(2)
0 (u)) .
6. The twisted basic representation is the group epimorphism ρ˜α
def.
= λ˜ × µ : Spinoα(V, h) →
O(V, h)×ˆO(2):
ρ˜α([a, u])
def.
= (det(Ad
(2)
0 (u))Ad0(a),Ad
(2)
0 (u)) ,
where:
(32) O(V, h)×ˆO(2)
def.
=
{
SO(V, h)×O(2) if d = even
S[O(V, h)×O(2)] if d = odd
.
Notice that A˜d
(2)
0 (u) = (det Ad
(2)
0 (u))Ad
(2)
0 (u) for all u ∈ Pin2(α). The various representations
introduced above induce the following short exact sequences:
1 −→ Pin2(α) −→ Spin
o
α(V, h)
λα−→ SO(V, h) −→ 1
1 −→ Pˇin2(α) −→ Spin
o
α(V, h)
λ˜α−→ Oˇ(V, h) −→ 1
1 −→ Spin(V, h) −→ Spinoα(V, h)
µα
−→ O(2) −→ 1
1 −→ Spin(V, h) −→ Spinoα(V, h)
µ˜α
−→ O(2) −→ 1(33)
1 −→ Z2 −→ Spin
o
α(V, h)
ρα
−→ SO(V, h)×O(2) −→ 1
1 −→ Z2 −→ Spin
o
α(V, h)
ρ˜α
−→ O(V, h)×ˆO(2) −→ 1 ,
where Z2 is the center (21) of Spin
o(V, h). Therefore, Pin2(α), Pˇin2(α) and Spin(V, h) are normal
subgroups of Spinoα(V, h). In particular, Ŝpin(V, h) is a normal subgroup of Spin
o(V, h) with corre-
sponding short exact sequence given either by the untwisted or the twisted vector representations.
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Remark 3.7. When d is odd, the second exact sequence above shows that Spino±(V, h) are distinct
non-central extensions of O(V, h) by U(1), both of which differ from the central extension provided
by the group Pinc(V, h)
def.
= Pin(V, h) ·U(1). When d is even, Spino±(V, h) are extensions of SO(V, h)
by O2(α).
3.3. Realization of Spinoα(V, h) as a subgroup of a pin group. Let Vˆ
def.
= V ⊕ R2 and hˆα :
Vˆ × Vˆ → R be the non-degenerate bilinear form given by hˆα(x ⊕ u, y ⊕ v) = h(x, y) + α〈u, v〉 for
all x, y ∈ V and u, v ∈ R2, where 〈 , 〉 is the canonical Euclidean scalar product of R2. If h has
signature (p, q), then hˆα has signature (p+2, q) when α = +1 and signature (p, q+2) when α = −1.
Let (ed+1, ed+2) be the canonical basis of R
2. The following relations hold in Cl(Vˆ , hˆα):
e2d+1 = e
2
d+2 = α .
Notice that Cl(R2, α〈 , 〉) = Cl2(α) embeds as the subalgebra of Cl(Vˆ , hˆα) generated by ed+1 and
ed+2. Let G : O(V, h)×O(2)→ O(Vˆ , hˆα) be the injective morphism of groups given by:
(34) G(A,B)
def.
= A⊕B .
We have G(O(V, h)×ˆO(2)) ⊂ Oˆ(Vˆ , hˆα), where:
Oˆ(Vˆ , hˆα)
def.
=
{
O(Vˆ , hˆα) if d = even
SO(Vˆ , hˆα) if d = odd
.
Proposition 3.8. The map j : Spinoα(V, h)→ Pin(Vˆ , hˆα) defined through:
(35) j([a, b]) = ab ∀ a ∈ Spin(V, h) , b ∈ Pin2(α) .
is an injective morphism of groups which satisfies:
(36) Âd0 ◦ j = G ◦ ρ˜α ,
and:
(37)
̂˜
Ad0 ◦ j = G ◦ ρα ,
where Âd0 and
̂˜
Ad0 are the untwisted and twisted vector representations of Pin(V̂ , hˆα), respectively.
Proof. We have Pin2(α) = Pin(R
2, α〈 , 〉) ⊂ Cl(Vˆ , hˆα). Since Spin(V, h)∩Pin2(R
2, α〈, 〉) = {−1, 1},
the group morphism given by (35) is injective. The element D
def.
= ed+1 satisfies Dv = −vD ∀v ∈ V .
We have Pin2(α) = Spin2(α) ⊔ Spin2(α)D and:
det(Ad
(2)
0 (b)) =
{
+1 if b ∈ Spin2(α)
−1 if b ∈ Spin2(α)D
,
which implies:
Âd0(b)(v) = det(Ad
(2)
0 (b))v ∀v ∈ V and b ∈ Pin2(α) .
For any a ∈ Spin(V, h), b ∈ Pin2(α), v ∈ V and w ∈ Red+1 ⊕ Red+2, we compute:
Âd0(ab)(v) = (Âd0(a) ◦ Âd0(b))(v) = det(Ad
(2)
0 (b))Ad0(a)(v)
Âd0(ab)(w) = (Âd0(a) ◦ Âd0(b))(w) = Ad
(2)
0 (b)(w) ,
which gives (36). Since D ∈ Cl−(Vˆ , hˆα), we have:̂˜
Ad0(ab) =
{
Âd0(ab) if b ∈ Spin2(α)
−Âd0(ab) if b ∈ Spin2(α)D
(a ∈ Spin(V, h)) ,
i.e.
̂˜
Ad0(ab) = (detAd
(2)
0 (b))Âd(ab). Thus:̂˜
Ad0(ab)(v) = Ad0(a)(v)̂˜
Ad0(ab)(w) = (detAd
(2)
0 (b))Ad
(2)
0 (b)(w) = A˜d
(2)
0 (b) ,
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which gives (37). 
Equations (36) and (37) imply that the following relations hold for all g ∈ Spinoα(V, h):
λ˜(g) = Âd0(j(g))|V , λ(g) =
̂˜
Ad0(j(g))|V ,
µ(g) = Âd0(j(g))|R2 , µ˜(g) =
̂˜
Ad0(j(g))|R2 .(38)
We conclude that the following commutative diagrams with exact rows (morphisms of short exact
sequences) hold:
(39) 1 // Z2 // Spin
o
α(V, h)
ρ˜α //
j

O(V, h)×ˆO(2)
G

// 1
1 // Z2 // Pin(Vˆ , hˆα)
Âd0 // Oˆ(Vˆ , hˆα) // 1
and:
(40) 1 // Z2 // Spin
o
α(V, h)
ρα //
j

SO(V, h)×O(2)
G

// 1
1 // Z2 // Pin(Vˆ , hˆα)
̂˜
Ad0 // O(Vˆ , hˆα) // 1
3.4. Realization of Spinoα(V, h) as a subgroup of a spin group. Let V
′ def.= V ⊕ R3 and
h′α : V
′ × V ′ → R be the nondegenerate symmetric bilinear form given by:
h′α(x+ w + t, x
′ + w′ + t′)
def.
= h(x, y) + α〈w,w′〉 − ss′ ∀x, x′ ∈ V , w,w′ ∈ R2 , t, t′ ∈ R .
Consider the injective group morphisms F, F˜ : O(V, h)×O(2)→ O(V ′, h′α) given by:
F (A,B)
def.
= (detB)A⊕ (detB)B ⊕ detB
F˜ (A,B)
def.
= A⊕B ⊕ detB(41)
Notice that F (O(V, h)×ˆO(2)) ⊂ SO(V ′, h′α) (for odd dimension) and F˜ (SO(V, h)×O(2)) ⊂ SO(V
′, h′α).
We have F ◦ ρ˜α = F˜ ◦ ρα, namely:
(42) (F ◦ ρ˜α)([a, u]) = (F˜ ◦ ρα)([a, u]) = Ad0(a)⊕ (det Ad
(2)
0 (u))Ad
(2)
0 (u)⊕ detAd
(2)
0 (u) ,
where we noticed that det ◦A˜d
(2)
0 = det ◦Ad
(2)
0 and A˜d
(2)
0 (u) = (det Ad
(2)
0 (u))Ad
2
0(u).
Proposition 3.9. There exists an injective morphism of groups j′ : Spinoα(V, h) → Spin(V
′, h′α)
such that:
(43) Ad′0 ◦ j
′ = F ◦ ρ˜α = F˜ ◦ ρα ,
where Ad′0 is the vector representation of Spin(V
′, h′α).
Proof. Let ed+1, ed+2, ed+3 be the canonical basis of R
3. The following relations hold in Cl(V ′, h′α):
e2d+1 = e
2
d+2 = α , e
2
d+3 = −1 .
Let J ′
def.
= ed+1ed+2, D
′ def.= ed+1ed+3. Then:
(J ′)2 = −1 , (D′)2 = α , D′J ′ = −J ′D′ .
Since (ed+1ed+3)
2 = (ed+2ed+3)
2 = α, there exists a unique unital monomorphism of algebras
sˆ′ : Cl(Vˆ , hˆα)→ Cl(V
′, h′α) which satisfies:
sˆ′(ei) = ei ∀i = 1 . . . d , sˆ
′(ed+1) = ed+1ed+3 = D
′ , sˆ′(ed+2) = ed+2ed+3 .
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The composition j′
def.
= s′◦j : Spinoα(V, h)→ Spin(V
′, h′α) is an injective morphism of groups. Notice
that j′|Spin(V,h) = idSpin(V,h). For a ∈ Spin(V, h) and v ∈ V , we have:
Ad′0(s
′(a))(v) = Ad0(a)(v) , Ad
′
0(s
′(a))(ed+1) = ed+1 ,
Ad′0(s
′(a))(ed+2) = ed+2 , Ad
′
0(s
′(a))(ed+3) = ed+3
Ad′0(s
′(ed+1))(v) = v , Ad
′
0(s
′(ed+1))(ed+1) = −ed+1
Ad′0(s
′(ed+1))(ed+2) = +ed+2 , Ad
′
0(s
′(ed+1))(ed+3) = −ed+3
Ad′0(s
′(ed+2))(v) = v , Ad
′
0(s
′(ed+2))(ed+1) = +ed+1 ,
Ad′0(s
′(ed+2))(ed+2) = −ed+2 , Ad
′
0(s
′(ed+2))(ed+3) = −ed+3 ,
since s′(ed+1) = ed+1ed+3 and s
′(ed+2) = ed+2ed+3. On the other hand, we have:
Ad
(2)
0 (ed+1)(ed+1) = ed+1 , Ad
(2)
0 (ed+1)(ed+2) = −ed+2
Ad
(2)
0 (ed+2)(ed+1) = −ed+1 , Ad
(2)
0 (ed+2)(ed+2) = +ed+2
det(Ad
(2)
0 (ed+1)) = det(Ad
(2)
0 (ed+2)) = −1 ,
so comparison with (42) gives:
(Ad′0 ◦ j
′)([a, 1]) = (F ◦ ρ˜α)([a, 1])
(Ad′0 ◦ j
′)([1, ed+1]) = (F ◦ ρ˜α)([1, ed+1])
(Ad′0 ◦ j
′)([1, ed+2]) = (F ◦ ρ˜α)([1, ed+2]) ,
which implies Ad′0 ◦ j
′ = F ◦ ρ˜α since the group Spin
o
α(V, h) is generated by Spin(V, h) and by the
elements [1, ed+1] and [1, ed+2]. 
We conclude that the following morphisms of short exact sequences hold:
(44) 1 // Z2 // Spin
o
α(V, h)
ρ˜α
//
j′

O(V, h)×ˆO(2)
F

// 1
1 // Z2 // Spin(V
′, h′α)
Ad′0 // SO(V ′, h′α) // 1
and:
(45) 1 // Z2 // Spin
o
α(V, h)
ρα //
j′

SO(V, h)×O(2)
F˜

// 1
1 // Z2 // Spin(V
′, h′α)
Ad′0 // SO(V ′, h′α) // 1
4. Spinoα structures
Let M be a smooth, connected and paracompact manifold of dimension d.
Definition 4.1. Let POˇ be a principal Oˇ(V, h)-bundle over M . A Spin
o
α structure on POˇ is a pair
(Q, Λ˜α) where Q is a principal Spin
o
α(V, h)-bundle over M and Λ˜α : Q → POˇ is a λ˜α-equivariant
map fitting into the following commutative diagram:
Q× Spinoα(V, h)
Λ˜α×λ˜α

// Q
Λ˜α

POˇ × Oˇ(V, h)
// POˇ
Here horizontal arrows denote the right bundle action of the corresponding group.
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Remark 4.2. Notice that Spinoα structures are defined using the twisted vector representation λ˜α : Spin
o
α(V, h)→
Oˇ(V, h) instead of the usual vector representation λα : Spin
o
α(V, h)→ SO(V, h). When d is odd, the
former covers the full orthogonal group O(V, h) whereas the latter only covers the special orthogonal
group SO(V, h). As we shall see later, this fact allows us to define Spinoα structures on non-orientable
odd-dimensional manifolds.
Remark 4.3. The notion of Spinoα structure introduced above may seem somewhat artificial. How-
ever, as we will explain in Section 7, this turns out to be the appropriate spinorial structure for
describing bundles of simple real Clifford modules in signatures (p, q) which satisfy the condition
p− q ≡8 3, 7.
Given a Spinoα structure on a principal bundle POˇ, we can construct certain associated principal bun-
dles by using the different representations of Spinoα(V, h) introduced in Definition 3.6 of Subsection
3.2:
Definition 4.4. The characteristic bundle Pµα defined by a Spin
o
α structure (Q, Λ˜α) is the
principal O(2)-bundle associated to Q through the characteristic representation µα : Spin
o
α(V, h)→
O(2), that is:
Pµα
def.
= Q×µα O(2) .
We denote by Uα : Q→ Pµα the corresponding µα-equivariant bundle map.
Definition 4.5. The twisted basic bundle Pρ˜α defined by a Spin
o
α structure (Q, Λ˜α) is the princi-
palO(V, h)×ˆO(2)-bundle associated toQ through the twisted basic representation ρ˜α : Spin
o
α(V, h)→
O(V, h)×ˆO(2), that is:
Pρ˜α
def.
= Q×ρ˜α (O(V, h)×ˆO(2)) .
We denote by Rα : Q→ Pρ˜α the corresponding ρ˜α-equivariant bundle map.
Proposition 4.6. Let POˇ be a principal Oˇ(V, h)-bundle over M . Then the following statements are
equivalent:
(a) POˇ admits a Spin
o
α structure (Q, Λ˜α).
(b) There exists a principal O(2)-bundle E over M such that the fibered product POˇ ×M E admits
a ρ˜α equivariant reduction:
R
0
α : Q→ POˇ ×M E ,
to a Spinoα(V, h)-bundle Q.
In particular, the image Pρ˜α
def.
= R0α(Q) ⊂ POˇ×ME of Q by R
0
α is the twisted basic bundle associated
to the Spinoα structure (Q, Λ˜α), and the the corestriction of R
0
α to its image gives the ρ˜α-equivariant
bundle map Rα : Q→ Pρ˜α .
Proof. Suppose first that (a) holds, i.e. that POˇ admits a Spin
o
α structure (Q, Λ˜α). We take E = Pµα
to be the characteristic bundle associated to Q. Using the fact that (Q, Λ˜α) is a Spin
o
α structure
covering POˇ, we define R
0
α as follows:
R
0
α : Q→ POˇ ×M E , q 7→ (Λ˜α(q),Uα(q)) .
Direct computation shows that R0α is ρ˜α equivariant. The image of R
0
α is isomorphic to the twisted
basic bundle associated to Q through the following isomorphism of principal bundles
I : Pρ˜α
≃
−→ R0α(Q) , [q, (g0, u0)] 7→ (Λ˜α(q)g0,Uα(q)u0) .
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The equivariant map Rα : Q → Pρ˜α corresponds, upon use of I, to the corestriction of R
0
α to its
image, that is:
Rα = I
−1 ◦R0α : Q→ Pρ˜α .
Now suppose (b) holds. Then the principal Spinoα(V, h)-bundle Q becomes a Spin
o
α structure on
POˇ when endowed with the bundle map Λ˜α : Q → POˇ obtained by post-composing Rα with the
fiberwise projection to the first factor. Indeed, the map Λ˜α obtained in this manner is equivariant
with respect to the twisted vector representation λ˜α : Spin
o
α(V, h) → Oˇ(V, h) (this follows from the
fact that Rα is ρ˜α-equivariant). Hence (Q, Λ˜α) satisfies the conditions required in Definition 4.1.

We next define isomorphisms of Spinoα structures.
Definition 4.7. Let Λ˜1α : Q
1 → POˇ and Λ˜
2
α : Q
2 → POˇ be two Spin
o
α structures over P . An
isomorphism of Spinoα structures is an isomorphism F : Q
1 → Q2 of principal Spinoα-bundles
such that Λ˜2α ◦ F = Λ˜
1
α, i.e., such that the following diagram commutes:
(46) Q1
Λ˜1α

F // Q2
Λ˜2α

POˇ
id // POˇ
4.1. Spinoα structures on pseudo-Riemannian manifolds. Let (M, g) be a connected pseudo-
Riemannian manifold of dimension d and signature (p, q) and let (V, h) be a quadratic space of
the same dimension and signature. Furthermore, assume that M is oriented when d is even. In
this situation, the pseudo-Riemannian manifold (M, g) carries a natural principal Oˇ(V, h)-bundle
POˇ(M, g), which is defined as follows (cf. Definition (29)):
POˇ(M, g)
def.
=
{
bundle of oriented pseudo− orthonormal frames of (M, g) if d = even
bundle of all pseudo− orthonormal frames of(M, g) if d = odd
.
Definition 4.8. Let (M, g) be as above. A Spinoα-structure on (M, g) is a Spin
o
α structure on the
principal Oˇ(V, h)-bundle POˇ(M, g).
Definition 4.9. Let Co(M, g) be the groupoid whose objects are Spinoα structures on (M, g) and
whose arrows are isomorphisms of Spinoα structures.
Remark 4.10. Notice that two principal Spinoα-bundles on (M, g) may be isomorphic as principal
Spinoα-bundles without being isomorphic as Spin
o
α structures.
Remark 4.11. As explained in Section 3, we have a short exact sequence:
(47) 1→ Spinc(V, h)
i
−→ Spinoα(V, h)
η˜α
−−→ Z2 → 1 ,
which induces the following exact sequence of pointed sets in Cˇech-cohomology:
(48) H1(M, Spinc(V, h))
i∗−→ H1(M, Spino(V, h))
η˜α∗
−−→ H1(M,Z2) .
Hence every principal Spinoα(V, h)-bundle Q defined on M determines a real line bundle L defined
on M whose isomorphism class satisfies:
(49) [L] = η˜α∗([Q]) ∈ H
1(M,Z2) .
Intuitively, we can view a Spinoα structure on (M, g) as a Spin
c(V, h) structure “twisted” by the real
line bundle L. It is not hard to see that L is isomorphic with the determinant line bundle of the
characteristic O(2)-bundle Pµα associated to Q. Exactness of (48) shows that a Spin
o
α structure
Q reduces to a Spinc structure iff L is trivial, i.e. iff Pµα is orientable. We will study in detail
reductions of Spinoα-bundles in Section 6.
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4.2. Topological obstructions. We now turn our attention to the topological obstruction for
existence of a Spinoα structure on a principal Oˇ(V, h)-bundle POˇ defined over M . We will need the
following result:
Lemma 4.12. Consider a commutative diagram of morphisms of Lie groups of the following form:
(50) 1 // Z2 // G
p
//
f

K
g

// 1
1 // Z2 // G
′
p′
// K ′ // 1
Then a principal K-bundle P over M admits a G-reduction along p iff the principal K ′-bundle
P ′
def.
= g∗(P ) admits a G
′-reduction along p′.
Proof. The given morphism of short exact sequences induces a commutative diagram with exact
columns in the category of pointed sets, where ∂ and ∂′ are the connecting maps:
(51) H1(M,G)
p∗

f∗
// H1(M,G′)
p′∗

H1(M,K)
∂

g∗ // H1(M,K ′)
∂′

H2(M,Z2) H
2(M,Z2)
The principal K-bundle P admits a G-reduction along p iff its isomorphism class [P ] ∈ H1(M,K)
belongs to the image of p∗ while the principal K
′-bundle P ′ admits a G′-reduction along p′ iff its
isomorphism class [P ′] = g∗([P ]) ∈ H
1(M,K ′) belongs to the image of p′∗. A simple diagram chase
using exactness of the columns shows that [P ] ∈ imp∗ iff g∗([P ]) ∈ imp
′
∗. 
We now consider the topological obstructions to existence of a Spinoα structure on a principal Oˇ(V, h)-
bundle when d = dim V is odd. We focus on the case when d is odd since this case is relevant for
applications to bundles of simple real Clifford modules of ‘complex type’.
Lemma 4.13. Let P = POˇ be a principal Oˇ(V, h)-bundle defined on M , such d = dimV is odd.
Then the following statements are equivalent:
(a) P admits a Spinoα structure.
(b) There exists a principal O(2)-bundle E such that the principal O(V ′, h′α)-bundle P
′
α
def.
= [(detE)P ]×M
(detE)E ×M detE admits a Spin structure.
Proof. Follows from Proposition 4.6 by applying Lemma 4.12 to the commutative diagram of short
exact sequences (44), where the morphism F is defined in (41), the embedding j′ is defined in
Proposition 3.9 and ρ˜α denotes the twisted basic representation of Spin
o
α(V, h). More explicitly,
diagram (44) implies the following commutative diagram with exact columns in the category of
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pointed sets:
(52) H1(M, Spinoα(V, h))
ρ˜α∗

j′∗ // H1(M, Spin(V ′, h′α))
Ad′∗

H1(M,O(V, h)×ˆO(2))
∂

F∗ // H1(M, SO(V ′, h′α))
∂′

H2(M,Z2) H
2(M,Z2)
Applying Lemma 4.12 we find that [P ] ∈ H1(M,O(V, h)×ˆO(2)) admits a Spinoα structure iff F∗([P ])
admits a Spin structure. Using the explicit form of F , we deduce that F∗([P ]) can be represented by
a principal bundle of the form P ′α
def.
= [(detE)P ]×M (detE)E×M detE. Notice that the connecting
map ∂′ is given by [14]:
∂′ = w+2 +w
−
2 .

Let L be a principal Z2-bundle and P be a principal O(r)-bundle over M , where r ≥ 1. Recall that
the center Z(O(r)) ≃ Z2. Then we have [15, page 404]:
w(LP ) =
r∑
k=0
(1 + w1(L))
kwr−k(P ) ,
which gives:
w1(LP ) = w1(P ) + rw1(L)(53)
w2(LP ) = w2(P ) + (r − 1)w1(P )w1(L) +
r(r − 1)
2
w1(L)
2 .
Also recall that w1(detP ) = w1(P ). The total Stiefel-Whitney class satisfies w(P1 ×M P2) =
w(P1)w(P2) for any principal O(ri)-bundles Pi (i = 1, 2), which gives:
w1(P1 ×M P2) = w1(P1) + w1(P2)(54)
w2(P1 ×M P2) = w2(P1) + w2(P2) + w1(P1)w1(P2) .
Theorem 4.14. A principal O(V, h)-bundle P defined on M admits a Spinoα structure iff there
exists a principal O(2)-bundle E such that the following conditions are satisfied:
w+1 (P ) + w
−
1 (P ) = dw1(E)(55)
w+2 (P ) + w
−
2 (P ) + w1(E)(pw
+
1 (P ) + qw
−
1 (P )) = w2(E) +
+
[
δα,−1 +
p(p+ 1)
2
+
q(q + 1)
2
]
w1(E)
2 .
Proof. Recall from [14] that the principal O(V ′, h′α)-bundle P
′ := P ′α admits a Spin structure iff the
following conditions are satisfied:
(56) w+1 (P
′) + w−1 (P
′) = w+2 (P
′) + w−2 (P
′) = 0 .
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Notice that P+ is an O(p)-bundle while P− is an O(q)-bundle. Also notice that w1(detE) = w1(E).
Using (53) and the fact that E is an O(2) bundle, we find:
w1((detE)E) = w1(E)
w2((detE)E) = w2(E)
w1((detE)E ×M detE) = 0(57)
w2((detE)E ×M detE) = w2(E) + w1(E)
2 .
We distinguish the cases:
1. For α = +1, we have (P ′)+ = [(detE)P+] ×M (detE)E and (P
′)− = [(detE)P−] ×M detE.
Using (53), (54) and (57), we compute:
w+1 (P
′) = w+1 (P ) + (p+ 1)w1(E)
w−1 (P
′) = w−1 (P ) + (q + 1)w1(E)
w+2 (P
′) = w+2 (P ) + (p− 1)w
+
1 (P )w1(E) +
p(p− 1)
2
w1(E)
2 +w2(E) +
+w1(E)(w
+
1 (P ) + pw1(E)) = w
+
2 (P ) + w2(E) + pw
+
1 (P )w1(E) +
p(p+ 1)
2
w1(E)
2
w−2 (P
′) = w−2 (P ) + (q − 1)w
−
1 (P )w1(E) +
q(q − 1)
2
w1(E)
2 +
+w1(E)(w
−
1 (P ) + qw1(E)) = w
−
2 (P ) + qw
−
1 (P )w1(E) +
q(q + 1)
2
w1(E)
2 .
Thus equations (56) reduce to (55).
2. For α = −1, we have (P ′)+ = [(detE)P+] and (P ′)− = [(detE)P−] ×M (detE)E ×M detE.
Thus:
w+1 (P
′) = w+1 (P ) + pw1(E)
w−1 (P
′) = w−1 (P ) + qw1(E)
w+2 (P
′) = w+2 (P ) + (p− 1)w1(E)w
+
1 (P ) +
p(p− 1)
2
w1(E)
2
w−2 (P
′) = w−2 (P ) + (q − 1)w1(E)w
−
1 (P ) +
q(q − 1)
2
w1(E)
2 +w2(E) +
+w1(E)
2 = w−2 (P ) + w2(E) + (q − 1)w1(E)w
−
1 (P ) + [1 +
q(q − 1)
2
]w1(E)
2 .
Thus equations (56) reduce to (55), where to obtain the second relation in (55) we used the first
relation and noticed that:
1 + d+
p(p− 1)
2
+
q(q − 1)
2
= 1 +
p(p+ 1)
2
+
q(q + 1)
2
since d = p+ q.

4.3. Application to pseudo-Riemannian manifolds of positive and negative sigature. Let
us consider Theorem 4.14 in the particular case of odd-dimensional pseudo-Riemannian manifolds
(M, g) of positive and negative signatures. In this case, we have Oˇ(V, h) ≃ O(d) and pq = 0, where
d is the dimension of M . We focus exclusively on Spino− structures in dimension d ≡8 3 and Spin
o
+
structures in dimension d ≡8 7— since, as we shall see in Section 6, these are the cases most relevant
for applications to spinorial geometry. For ease of notation, let P denote the principal bundle of
pseudo-orthonormal frames of (M, g).
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Positive signature in dimension d ≡8 3. The topological obstruction to existence of a Spin
o
− structure
on a Riemannian manifold of dimension d ≡8 3 is given by the condition:
(58) w1(P ) = w1(E) w2(P ) = w2(E) .
Positive signature in dimension d ≡8 7. The topological obstruction to existence of a Spin
o
+ structure
on a Riemannian manifold of dimension d ≡8 7 is given by the condition:
(59) w1(P ) = w1(E) w2(P ) + w1(P )
2 + w2(E) = 0 .
In this particular case, condition (59) also implies existence of a complex Lipschitz structure [8, 11],
which in turn amounts to existence of a bundle of faithful complex Clifford modules over the real
Clifford bundle of (M, g).
Negative signature in dimension d ≡8 3. The topological obstruction to existence of a Spin
o
− struc-
ture on a ’negative Riemannian’ manifold of dimension d ≡8 3 is given by:
(60) w1(P ) = w1(E) w2(P ) + w1(P )
2 + w2(E) = 0 .
Negative signature in dimension d ≡8 7. The topological obstruction to existence of a Spin
o
+ struc-
ture on a negative Riemannian manifold of dimension d ≡8 7 is given by:
(61) w1(P ) = w1(E) w2(P ) = w2(E) .
In dimension d ≡8 3 with positive signature (respectively in dimension d ≡8 7 with negative signa-
ture), the results above show that a Spino− structure (respectively a Spin
o
+ structure) exists on (M, g)
iff there is there exists an O(2)-bundle E on (M, g) whose first and second Stiefel-Whitney classes
equal those of the (co)frame bundle. This implies, for example, that any Riemannian three-manifold
of the form:
(62) M3 = M2 × R ,
where M2 is a smooth surface, admits a Spin
o
− structure. Indeed, one can take E to be the pull-back
of the coframe bundle of M2 through the canonical projection and use stability of Stiefel-Whitney
classes. We will discuss other examples of manifolds admitting Spinoα structures in Section 8.
5. Semilinear structures
In this section we discuss semilinear structures on real vector bundles. A semilinear structure
on a real vector bundle S0 of even rank 2r is an unordered pair of mutually conjugate complex
structures on S0; equivalently, it is a reduction of the structure group of S0 from GL(2r,R) to the
general semilinear group Γ(r). Semilinear structures appear in Mathematical Physics when studying
discrete symmetries such as charge conjugation and time reversal, through generally their theory
is not clearly formalized in that context. In the differential geometry literature, such structures
have also appeared in [16, Section 5], where they were called “twisted complex structures” and were
considered from a point of view different from ours. Semilinear structures will be useful in Section
7 when studying elementary real pinor bundles of “complex type”. We start with a discussion of
semilinear structures on finite-dimensional real vector spaces.
5.1. Semilinear structures on a real vector space. Let S0 be an R-vector space of finite even
dimension. The twistor set of S0 is defined as the set of all complex structures on S0:
Tw(S0)
def.
= {J ∈ EndR(S0)|J
2 = −idS0} .
This set is stabilized by the involution J → −J , which generates a fixed-point free action of Z2 on
Tw(S0). Define the reduced twistor set of S0 through:
Tw0(S0)
def.
= Tw(S0)/Z2 = {{J,−J} | J ∈ Tw(S0)} .
Definition 5.1. A semilinear structure on S0 is an element s ∈ Tw0(S0), i.e. an unordered pair
of mutually conjugate complex structures on S0. A semilinear space is a pair (S0, s), where S0 is
an even-dimensional R-vector space and s is a semilinear structure on S0.
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Semilinear structures on S0 can be identified with certain subalgebras of the endomorphism algebra
of S0, as clarified by the following:
Proposition 5.2. There exists a bijection between semilinear structures on S0 and those unital
subalgebras S of the R-algebra EndR(S) which have the property that the isomorphism type of S in
the category Alg of unital associative R-algebras equals the isomorphism type of the R-algebra C of
complex numbers.
Proof. It is clear that a unital subalgebra S of EndR(S0) is unitally isomorphic with C iff there
exists J ∈ Tw(S0) such that S = RidS ⊕ RJ . In this case, J is determined by S up to a sign
change5 J → −J . Hence any such subalgebra of EndR(S0) determines a semilinear structure on S0.
Conversely, any semilinear structure s ∈ Tw0(S0) determines a unital subalgebra S
def.
= RidS⊕RJ =
RidS ⊕ R(−J) of EndR(S), where J ∈ s is any of the two conjugate complex structures belonging
to s. It is obvious that S is unitally isomorphic with C. 
Given a semilinear structure s ∈ Tw0(S0) we denote by S ⊂ EndR(S0) the subalgebra associated
to s as in Proposition 5.2. Any complex structure J ∈ Tw(S0) determines semilinear structure
[J ]
def.
= {J,−J} (which is the preimage of J through the natural surjection π : Tw(S0)→ Tw0(S0)),
but a semilinear structure only determines a complex structure up to sign. Consider a semilinear
structure s on S0 with corresponding subalgebra S ⊂ EndR(S0). Since AutAlg(S) ≃ AutAlg(C) ≃ Z2,
S has a unique non-trivial unital R-algebra automorphism which we denote by c; this corresponds to
complex conjugation through any of the two algebra automorphisms which map S to C. Accordingly,
we can endow S0 with two left S-module structures upon defining external multiplication through:
sx
def.
= s(x) ∀s ∈ S , ∀x ∈ S0 ,
or through:
sx
def.
= c(s)(x) ∀s ∈ S , ∀x ∈ S0 .
We usually consider only the first of these S-module structures and reserve the notation S¯0 to refer
to the S-module obtained by using the second of these external multiplications.
Semilinear automorphisms. Let (S0, s) be a semilinear vector space.
Definition 5.3. An endomorphism T ∈ EndR(S0) is called:
1. s-linear, if T ∈ EndS(S0), i.e. if T (sx) = sT (x) for all s ∈ S and x ∈ S0.
2. s-antilinear, if T ∈ HomS(S0, S¯0), i.e. if T (sx) = c(s)T (x) for all s ∈ S and x ∈ S0.
3. s-semilinear, if it is either s-linear or s-antilinear.
The composition of two s-semilinear maps is s-semilinear. For any invertible R-linear operator
T ∈ AutR(S0), we have Ad(T )(Tw(S0)) = Tw(S0) and T is s-semilinear iff Ad(T )(s) = s (where
we view s as a two-element subset of Tw(S0)). In this case, T is s-linear iff Ad(T )|s = ids and
s-antilinear iff Ad(T )|s is the non-trivial permutation of the two-element set s.
Invertible s-semilinear maps form the group of automorphisms of the semilinear space (S0, s).
This group is denoted by Aut(S0, s) or by Aut
tw
S (S0) and admits the Z2-grading:
AuttwS (S0) = AutS(S0) ⊔ Aut
a
S(S0) ,
where AutS(S0) denotes the group of invertible s-linear transformations of S0 and Aut
a
S(S0) denotes
the set of invertible s-antilinear transformations of S0. The homogeneous components of this grad-
ing coincide with the two connected components of AuttwS (S0), where AutS(S0) is the connected
5This operation induces a unital R-algebra automorphism of S corresponding to the unique nontrivial unital
R-algebra automorphism of C (which is the complex conjugation). Since AutAlg(C) ≃ Z2, there are two distinct
isomorphisms of unital R-algebras from S to C.
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component of the identity. The grading morphism f : AuttwS (S0) → Z2 of this Z2-grading gives a
short exact sequence:
1 −→ AutS(S0) →֒ Aut
tw
S (S0)
f
−→ Z2 −→ 1 .
Any choice of s-antilinear operator B ∈ AutaS(S0) such that B
2 = idS0 (existence can be easily
proven) induces a right-splitting morphism gB : Z2 → Aut
tw
S (S0) given by gB(0ˆ) = idS0 and gB(1ˆ) =
B. Hence AuttwS (S0) is isomorphic with the semidirect product AutS(S0)⋊Ad◦gB Z2.
The general semilinear group. The space R2r has a canonical semilinear structure s = [Jr] =
{Jr,−Jr}, where Jr is the canonical complex structure of C
r under the identification Cr ≡ R2r =
Rr × Rr:
Jr(x, y) = (−y, x) ∀x, y ∈ R
r .
Definition 5.4. The general semilinear group Γ(r) ⊂ GL(2r,R) is the group of automorphisms
of the semilinear space (R2r, [Jr]). The semilinear orthogonal group is the group TU(r)
def.
=
Γ(r) ∩O(2r,R).
We have Γ(r) ≃ GL(r,C) ⋊ Z2. One can describe Γ(r) explicitly as the set of all pairs of the form
(A, 0ˆ) and (A, 1ˆ), where A ∈ GL(r,C) and Z2 = {0ˆ, 1ˆ}, with group multiplication given by:
(A, 0ˆ)(B, 0ˆ) = (AB, 0ˆ) , (A, 0ˆ)(B, 1ˆ) = (AB, 1ˆ)
(A, 1ˆ)(B, 0ˆ) = (AB¯, 1ˆ) , (A, 1ˆ)(B, 1ˆ) = (AB¯, 0ˆ) .
In this presentation, the group GL(r,C) of complex-linear transformations of Cr identifies with the
subgroup of Γ(r) consisting of elements of the form (A, 0ˆ), while the set of non-degenerate complex-
antilinear transformations of Cr identifies with the subset of Γ(r) consisting of elements of the form
(A, 1ˆ). Using the cannical real basis e1, . . . , er, ie1, . . . , ier of C
r (where e1, . . . , er is the canonical
complex basis of Cr), an element A ∈ GL(r,C) can be represented as an element of GL(2r,R) having
the special form:
Alin =
[
AR −AI
AI AR
]
,
where AR and AI are the real and imaginary parts of the non-degenerate complex matrix A. Sim-
ilarly, a complex-antilinear tranformation of Cr with matrix A ∈ GL(r,C) in the complex basis
e1, . . . , er can be represented as an element of GL(2r,R) having the special form:
Aalin =
[
AR AI
AI −AR
]
=
[
Ir 0
0 −Ir
]
(Alin)
T .
Using these forms, it is easy to see that we have:
det(A, 0ˆ) = detAlin = | detA|
2 , det(A, 1ˆ) = detAalin = (−1)
r| detA|2 .
In particular, the determinant of any element of Γ(r) is positive when r is even and in this case Γ(r)
is a subgroup of the group GL+(2r,R) of general linear transformations with positive determinant.
Finally, notice that TU(r) is a maximal compact form of Γ(r). When r is even, the discussion above
shows that TU(r) is a subgroup of SO(2r,R).
Description of Tw(S0) as a homogeneous space. Recall that AutR(S0) acts transitively on Tw(S0)
through the adjoint representation:
Ad(a)(J) = aJa−1 ∀a ∈ AutR(S0) , ∀J ∈ Tw(S0)
and that the stabilizer of J ∈ Tw(S0) in AutR(S0) equals the group AutJ (S0) of those transfor-
mations which are complex-linear with respect to J . Hence Tw(S0) is the homogeneous space
AutR(S0)/AutJ (S0) ≃ GL(2r,R)/GL(r,C). The adjoint action of AutR(S0) on Tw(S0) commutes
with the Z2 action generated by J → −J and descends to a transitive action on Tw0(S0). The
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stabilizer of a semilinear structure s = {J,−J} ∈ Tw0(S0) under this action consists of all transfor-
mations which are semilinear with respect to s:
Stab(s) = Aut(S0, s) = Aut
tw
S (S0) ,
where S is the subalgebra of EndR(S0) determined by s. Hence the set Tw0(S0) is the homogeneous
space:
AutR(S0)/Aut
tw
S (S0) ≃ GL(2r,R)/Γ(r) ≃hty O(2r,R)/TU(r) .
s-Hermitian metrics. Let (S0, s) be a semilinear vector space.
Definition 5.5. A R-bilinear map b : S0 × S0 → R is called s-compatible if any J ∈ s satisfies
b(Jx, Jy) = b(x, y) for all x, y ∈ S0.
Definition 5.6. Let s be a semilinear structure on S0 with associated subalgebra S ⊂ EndR(S0).
An S-valued R-bilinear form h : S0 × S0 → S is called an s-Hermitian metric on S0 if it satisfies
the following conditions:
1. It is conjugate-symmetric, i.e. h(x, y) = c(h(y, x)) for all x, y ∈ S0.
2. It is s-sesquilinear, i.e. h(sx, y) = c(s)h(x, y) and h(x, sy) = sh(x, y) for all x, y ∈ S0 and any
s ∈ S.
3. It is positive-definite, i.e. h(x, x) ∈ R≥0idS0 for all x ∈ S0 and h(x, x) = 0 iff x = 0.
Recall that any complex structure J ∈ s belonging to the semilinear structure s determines a direct
sum decomposition S = RidS0 ⊕ RJ of S as an R-vector space. Thus any element s ∈ S can be
written uniquely as s = s0 + s1J , where s0, s1 ∈ R. Moreover, changing J into −J does not change
s0 but changes the sign of s1. In particular, the quantity:
|s|S
def.
=
√
s20 + s
2
1 ∈ R≥0 ∀s ∈ S
depends only on s and vanishes iff s ∈ S does. Let ReS : S → R be the R-linear map defined
through:
ReS(s) = s0 ∀s ∈ S
and ImJ : S→ R be the R-linear map defined through:
ImJ (s) = s1 ∀s ∈ S .
Notice that ReS depends only on the semilinear structure s, while ImJ depends on the choice of a
complex structure J ∈ s. In fact, we have Im−J = −ImJ . We also have:
|s|S =
√
(ReSs)2 + (ImJs)2 ∀s ∈ S .
If h is an s-Hermitian metric on S0, then the R-valued map:
hR
def.
= Reh : S0 × S0 → R ,
is an R-valued s-compatible Euclidean metric on S0, i.e. it is an R-bilinear map which satisfies
the conditions:
1. It is symmetric, i.e. hR(x, y) = hR(y, x) for all x, y ∈ S0.
2. It is s-modular, i.e. hR(sx, sy) = |s|
2
S
hR(x, y) for all x, y ∈ S0 and any s ∈ S.
3. It is positive-definite, i.e. h(x, x) ≥ 0 for all x ∈ S0, with eqality iff x = 0.
Similarly, the R-valued map:
hJI
def.
= ImJh : S0 × S0 → R
is an s-compatible symplectic pairing on S0, i.e. it is an R-bilinear map which satisfies the
conditions:
1. It is antisymmetric, i.e. hJI (x, y) = −h
J
I (y, x) for all x, y ∈ S0.
2. It is s-modular, i.e. hJI (sx, sy) = |s|
2
S
hJI (x, y) for all x, y ∈ S0 and any s ∈ S.
3. It is non-degenerate, i.e. hJI (x, y) = 0 for all y ∈ S0 implies x = 0.
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Moreover, we have hJI (x, y) = hR(Jx, y) for all x, y ∈ S0. This relation defines a bijection between
s-compatible Euclidean metrics on S0 and s-compatible non-degenerate symplectic pairings on S0.
Moreover, any such hR or hI determines the other and determines a unique s-Hermitian metric h
on S0 such that hR = Reh and hI = ImJh, namely h(x, y) = hR(x, y) + hI(x, y)J for all x, y ∈ S0.
Given any s-Hermitian metric h on S0, the Euclidean metric hR = ReSh determines a Euclidean
metric on the real determinant line detR S0
def.
= ∧2rS0, where dimR S0 = 2r. Let S
0(detR S0, h) be
the two-element set consisting of those elements of detR S0 which have unit norm with respect to
this induced metric. Notice that S0(detR S0, h) can be identified with the set of orientations of S0.
Proposition 5.7. Let (S0, s) be a seminilear vector space with dimR S0 = 2r. Then any s-Hermitian
metric h on S0 determines a map fh : s
∼
→ S0(detR S0, h). Moreover:
1. We have:
(63) fh(−J) = (−1)
rfh(J) ∀J ∈ s .
2. The map fh is bijective when r is odd.
3. When r is even, the image fh(s) coincides with one of the two elements of the set S
0(detR S0, h),
so in this case s determines an orientation of the R-vector space S0.
Proof. Let J ∈ s be any of the two elements of s. Then the R-linear map α : S = RidS0 ⊕ RJ → C
which sends idS0 to 1 and J to the imaginary unit i is a unital isomorphism of R-algebras from S
to C. Consider the R-bilinear map h0
def.
= α ◦ h : S0 × S0 → C. Then Definition 5.6 implies that
h0 is Hermitian with respect to the complex structure J on S0. Notice that we have Reh0 = ReSh.
Moreover, identifying S with C through the map α allows us to view the left S-module S0 as a
C-vector space of dimension r. Let e1, . . . , er be any h0-orthonormal basis of this C-vector space.
Setting er+j
def.
= J(ej) for all j = 1, . . . , r, the collection e1, . . . , e2r is a basis of the R-vector space S0
which is orthonormal with respect to the Euclidean scalar product Reh0 = ReSh. Setting fh(J)
def.
=
e1∧R . . .∧Re2r ∈ detR S0, this implies ||fh(J)||ReSh = ||fh(J)||Reh0 = 1, hence fh(J) ∈ S
0(detR S0, h).
It is easy to see that fh(J) is independent of the choice of the h0-orthonormal basis e1, . . . , er of
the C-vector space S0. Indeed, any other h0-orthonormal basis has the form e
′
k =
∑r
j=1 Ajkej ,
where Ajk ∈ C are the coefficients of a unitary matrix A
def.
= (Aij)i,j=1,...,r ∈ U(r,C). Decomposing
Ajk = A
R
jk + iA
R
jk with A
R
jk, A
I
jk ∈ R and setting A
R def.= (ARij)i,j=1,....r, A
I def.= (AIij)i,j=1,...,r, we
find that the real basis e′1, . . . , e
′
2r (where e
′
r+k
def.
= J(e′k) for k = 1, . . . , r) is related to the real basis
e1, . . . , e2r through e
′
a =
∑2r
b=1Bbaeb, where B is the matrix given by:
B =
[
AR −AI
AI AR
]
.
Thus e′1 ∧R . . . ∧R e
′
2r = (detRB)e1 ∧R . . . ∧R e2r = e1 ∧R . . . ∧R e2r, where we used the relation
detRB = | detCA|
2 = 1 (the last equality follows from the fact that A is a unitary matrix). Since
J ∈ s was chosen arbitrarily, we thus have a well-defined map fh : s → S
0(detR S0, h). The
replacement J → −J induces the changes α → −α and h0 → h0, but does not change the set of
h0-orthonormal bases of S0 over C. Hence replacing J by its conjugate can be implemented by
replacing er+j → −er+j for all j = 1, . . . , r, which shows that (63) holds. This relation immediately
implies the remaining statements of the proposition.

5.2. Bundles of unital R-algebras. Let M be a smooth, connected and paracompact manifold.
Definition 5.8. A bundle of unital R-algebras over M is a smooth real vector bundle Σ over M
such that:
(1) For each point p ∈ M , the fiber Σp is endowed with the structure of unital associative
R-algebra (whose underlying vector space is the R-vector space Σp). Thus for each p ∈M ,
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we are given an R-bilinear map Σp×Σp → Σp and a unit 1p ∈ Σp which make the R-vector
space Σp into a unital R-algebra.
(2) There exists a unital R-algebra A whith the following property:
(LocalTriv) For any point p ∈ M , there exists an open neighborhood U of p and an
isomorphism of real vector bundles Φ : Σ|U → U × A which has the property that its
q-section6 Φq : Σq → A is a unital isomorphism of R-algebras for any q ∈ U .
The isomorphism type of the algebra A in the category Alg of unital R-algebras is called the type of
Σ. Notice that each fiber Σp is isomorphic with A in the category Alg. We say that Σ is commutative
if A is a commutative R-algebra.
Remark 5.9. An equivalent (and more global) definition is as follows. A bundle of unital R-algebras
defined over M is a triplet (Σ, 1, ψ), where Σ is a smooth real vector bundle defined on M , 1 ∈
Γ(M,Σ) is a smooth global section of Σ and ψ : Σ × Σ → Σ is a morphism of smooth real vector
bundles which satisfies the following conditions:
(1) (associativity) ψ ◦ (ψ × idΣ) = ψ ◦ (idΣ × ψ)
(2) (unitality) ψ ◦ (1 × idΣ) = ψ ◦ (idΣ × 1) = ψ, where 1 : Σ → Σ is the bundle map defined
through 1p(σ)
def.
= 1p for all p ∈M and all σ ∈ Σp.
With this definition, the algebra structure of the fiber Σp is given by the binary operation ψp :
Σp × Σp → Σp, with the unit 1p. Moreover, Σ is commutative iff ψ satisfies the condition:
(commutativity) ψ ◦ κΣ = ψ, where κΣ : Σ×Σ
∼
→ Σ×Σ is the natural permutation isomorphism
of real vector bundles.
Definition 5.10. Let Σ and Σ′ be two bundles of unital R-algebras over M . A morphism of
bundles of unital R-algebras from Σ to Σ′ is a morphism of real vector bundles ϕ : Σ → Σ′ whose
fiber ϕp : Σp → Σ
′
p at any point p ∈M is a unital isomorphism of R-algebras.
Notice that isomorphic bundles of unital R-algebras necessarily have the same type.
Definition 5.11. Let Σ and Σ′ be two bundles of unital R-algebras defined on M . The tensor
product Σ⊗Σ′ is the tensor product Σ⊗RΣ
′ of the real vector bundles Σ and Σ′, endowed with the
structure of unital bundle of R-algebras for which the fiber (Σ ⊗ Σ′)p at any point p ∈ M carries
the unital algebra structure given by the tensor product of unital R-algebras Σp ⊗R Σ
′
p.
Notice that Σ ⊗ Σ′ has type A ⊗ A′ when Σ has type A and Σ′ has type A′. Also notice that we
have a natural isomorphism of bundles of unital R-algebras Σ⊗ Σ′ ≃ Σ′ ⊗ Σ.
5.3. C-bundles. In this subsection, we discuss bundles of unital R-algebras each of whose fibers
is unitally isomorphic with C. Such bundles where also considered in [16]. As before, let M be a
smooth, connected and paracompact manifold.
Definition 5.12. A C-bundle Σ over M is a bundle of unital R-algebras whose type equals the
isomorphism type of the R-algebra C of complex numbers in the category Alg. A morphism of
C-bundles is a morphism of bundles of unital R algebras whose source and target are C-bundles.
Notice that the tensor product of two C-bundles is a C ⊗R C-bundle. Let Picc(M) denote the
groupoid of C-bundles over M and Picc(M) denote the set of isomorphism classes of C-bundles.
6The q-section is defined through Φ(σ)
def.
= (q,Φq(σ)) for all σ ∈ Σq.
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Let Σ be a C-bundle over M . Then any fiber of Σp carries a natural semilinear structure sp.
Indeed, Σp is isomorphic with C in the category Alg, and there exist eactly two such isomorphisms
which differ by composition with complex conjugation, which is the unique non-trivial automorphism
of C in Alg. If αp : Σp → C is one of these isomorphisms, then the other is given by βp(σ) = αp(σ)
for all σ ∈ Σp. Explicitly, the semilinear structure sp is given by:
sp
def.
= α−1p ({i}) ∪ β
−1
p ({i}) .
Definition 5.13. Let Σ be a C-bundle over M . The sub-bundle of imaginary units is the
principal Z2-bundle PZ2(Σ) whose fiber at p ∈M is given by:
PZ2(Σ)p
def.
= sp ,
where sp is the natural semilinear structure of Σp.
Definition 5.14. The conjugation representation of Z2 is the group morphism conj : Z2 →
AutAlg(C) which maps 1ˆ ∈ Z2 to the conjugation automorphism of the R-algebra C of complex
numbers.
Notice that Σ is associated to the principal Z2-bundle PZ2(Σ) through the conjugation representation
of Z2:
Σ = PZ2(Σ)×conj C .
Conversely, any principal Z2-bundle PZ2 on M induces a C-bundle on M which is defined through
Σ = PZ2 ×conj C. Hence there exists a bijection between isomorphism classes of C-bundles and
isomorphism classes of principal Z2-bundles defined on M .
Definition 5.15. Let R be any Abelian group (viewed as a Z-module). The sign representation
of Z2 on R is the group morphism σR : Z2 → AutZ(R) given by:
σR(t)
def.
=
{
idR if t = 1
−idR if t = −1
In particular, we have sign representations of Z2 on Z and R.
Definition 5.16. The integer coefficient bundle of a C-bundle Σ is the fiber bundle ZΣ
def.
=
PZ2(Σ) ×σZ Z associated to the principal Z2-bundle PZ2(Σ) through the sign representation σZ of
Z2 on Z. The imaginary bundle of Σ is the real line bundle LΣ
def.
= PZ2(Σ) ×σR R associated to
the principal Z2-bundle PZ2(Σ) through the sign representation σR of Z2 on R.
Notice that LΣ = RM ⊗Z ZΣ, where RM is trivial real line bundle on M . The structure group of
a C-bundle is the group AutAlg(C) ≃ Z2. Hence isomorphism classes of C-bundles are in bijection
with the elements of the group H1(M,Z2), which also classifies real line bundles up to isomorphism.
The relation to real line bundles can be understood as follows. For every p ∈ M , the two elements
of the natural semilinear structure sp of the fiber Σp square to −1 and are opposite to each other.
The two-element subset sp ⊂ Σp is uniquely determined by Σp and determines an imaginary line
Ip = RJp = R(−Jp) ⊂ Σp, where Jp is any of the two elements of sp. This line is transverse to the
real line Rp
def.
= R1Σp ⊂ Σp. In fact, we have Σp = Rp ⊕ Ip. When p varies in M , these lines give
two real line sub-bundles of Σ, namely the real sub-bundle R(Σ) and the imaginary sub-bundle I(Σ).
The line bundle R(Σ) is trivial, being trivialized by the global section given by M ∋ p→ 1Σp ∈ Σp.
On the other hand, I(Σ) is isomorphic with LΣ and hence may be non-trivial. We have a direct
sum decomposition of the underlying real vector bundle of Σ:
(64) Σ = R(Σ)⊕ I(Σ) ≃ RM ⊕ LΣ .
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Relation (64) gives a decomposition:
Σ⊗R Σ = (R⊗R R)⊕R (R⊗R I)⊕ (I⊗R R)⊕ (I⊗R I) .
The fiberwise multiplication of Σ restricts on the first three components of this decomposition to the
natural isomorphismsR⊗RR
∼
→ R, R⊗RI
∼
→ I, I⊗RR
∼
→ I, while on the last component it restricts
to a symmetric isomorphism of real line bundles −g : I(Σ) ⊗R I(Σ) → R(Σ), which characterizes
the multiplication of Σ uniquely (notice the minus sign in the definition of g). The two imaginary
units of Σp are those elements sp ∈ Σp which satisfy gp(sp ⊗ sp) = +1Σp . Post-composing g with
the canonical isomorphism R(Σ)
∼
→ RM gives a symmetric isomorphism gΣ : I(Σ) ⊗R I(Σ)
∼
→ RM
which is a Euclidean metric on I(Σ).
The characteristic class of a C-bundle. Let PicR(M) denote the symmetric monoidal groupoid of
real line bundles over M (with symmetric monoidal structure given by the tensor product of real
line bundles) and let PicR(M) denote the Abelian group of isomorphism classes of real line bundles.
The first Stiefel-Whitney class induces an isomorphism of groups w1 : PicR(M)
∼
→ H1(M,Z2). Any
real line bundle L satisfies w1(L⊗L) = 2w1(L) = 0, hence L⊗L is isomorphic with the trivial real
line bundle RM . A choice of isomorphism L⊗L ≃ RM presents L as a square root of RM . We shall
need a stlightly refined notion.
Definition 5.17. Let P and Q be two real line bundles defined on M . A morphism of real line
bundles ϕ : P ⊗ P → Q is called symmetric if ϕ ◦ κP = ϕ, where κP : P ⊗ P
∼
→ P ⊗ P is the
permutation isomorphism.
When Q = RM , a symmetric morphism ψ : P ⊗ P → RM is the same as a symmetric bilinear
pairing defined on P . Moreover, ψ is a symmetric ismorphism iff the corresponding bilinear pairing
is non-degenerate (i.e. it is a metric on P ).
Definition 5.18. A symmetric square root of the trivial real line bundle RM is a pair (L, h)
where L is a real line bundle over M and h : L ⊗ L
∼
→ RM is a symmetric isomorphism of vector
bundles, i.e. a non-degenerate metric on L (which need not be positive-definite). If (L′, h′) is another
square root of RM , then an isomorphism of square roots from (L, h) to (L
′, h′) is an invertible
isometry, i.e. an isomorphism of vector bundles ϕ : L
∼
→ L′ such that h′ ◦ ϕ = h. The tensor
product of two square roots (L1, h1) and (L2, h2) is the pair (L1, h1)⊗(L2, h2)
def.
= (L1⊗L2, h1⊗h2),
where h1 ⊗ h2 is the tensor product metric:
(h1 ⊗ h2)p(s1 ⊗ s2 ⊗ s
′
1 ⊗ s
′
2)
def.
= h1(s1, s
′
1)h2(s2, s
′
2) , ∀p ∈M ∀si, s
′
i ∈ Li,p .
Notice that any metric h on L satisfies hp(x, x) 6= 0 for all x ∈ Lp \{0} and hence hp(Lp \{0}) ⊂ R+
or hp(Lp \ {0}) ⊂ R− for any p ∈M . By continuity in p (since M is connected), it follows that any
such metric is either positive-definite or negative-definite. We say that (L, h) is a positive or negative
symmetric square root according to whether h is positive or negative definite. With these definitions,
positive symmetric square roots of RM form a symmetric monoidal groupoid denoted Sqr
+(M) (the
groupoid of Euclidean line bundles), whose unit object is the trivial square root (RM , h0), where
h0 : RM ⊗ RM
∼
→ RM is the canonical isomorphism. The set Sqr
+(M) of isomorphism classes
of the groupoid Sqr+(M) is an Abelian group whose unit is the isomorphism class of the trivial
square root and whose multiplication is induced by the tensor product. The groupoid Sqr+(M)
fibers over PicR(M) through the functor which forgets the metric h. This functor induces a natural
isomorphism of groups Φ : Sqr+(M)
∼
→ PicR(M), because O(1) ≃ Z2 is a maximal compact form of
the structure group GL(1,R) ≃ R× of real line bundles.
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Proposition 5.19. The functor I : Picc(M)→ Sqr
+(M) which associates to Σ the positive square
root (I(Σ), hΣ) of RM is an equivalence of groupoids. In particular, Picc(M) is endowed with a
structure of monoidal groupoid induced from that of Sqr+(M).
Proof. A quasi-inverse of I takes (L, h) ∈ ObSqr+(M) into the C-bundle Σ = (RM ⊕ L, ·h), where
·h is determined by h in the obvious manner. 
Recall that Picc(M) denotes the set of isomorphism classes of C-bundles. Endowing Picc(M)
with the symmetric monoidal structure induced from Sqr+(M) as in the previous proposition,
the set Picc(M) becomes an Abelian group and the functor I induces an isomorphism of groups
I∗ : Picc(M)
∼
→ Sqr+(M). In turn, this gives an isomorphism of groups j
def.
= Φ ◦ I∗ : Picc(M)
∼
→
PicR(M).
Definition 5.20. The isomorphism of groups:
wc
def.
= w1 ◦ j : Picc(M)→ H
1(M,Z2) ,
is called the characteristic isomorphism of C-bundles. Given any C-bundle Σ on M , the
cohomology class wc(Σ)
def.
= wc([Σ]) ∈ H
1(M,Z2) (where [Σ] ∈ Picc(M) is the isomorphism class of
Σ) is called the characteristic class of Σ.
In particular, C-bundles on Σ are classified by elements of the group H1(M,Z2).
5.4. Semilinear structures on real vector bundles. Let S be a smooth real vector bundle of
even rank N = 2r over a connected, smooth and paracomoact manifold M and let PGL(N,R)(S) be
the principal bundle of linear frames of S. Let EndR(S) denote the bundle of endomorphisms of S.
The latter is a bundle of unital associative R-algebras of type EndR(S0) ≃ Mat(N,R), where S0 is
the typical fiber of S.
Definition 5.21. The twistor bundle Tw(S) of S is the fiber sub-bundle of EndR(S) whose fiber
at p ∈M is the set:
Twp(S) = {J ∈ EndR(Sp)|J
2 = −idSp}
of all complex structures on the 2r-dimensional real vector space Sp.
Notice thatTw(S) is a bundle of homogeneous spaces whose fibers are isomorphic withGL(2r,R)/GL(r,C).
The sign automorphism is the involutive vector bundle automorphism σ : EndR(S) → EndR(S)
which acts on each fiber of EndR(S) as EndR(Sp) ∋ T → −T ∈ EndR(Sp). Notice that σ is not an
automorphism of EndR(S) as a bundle of algebras. We have σ(Tw(S)) = Tw(S) and σ|Tw(S) acts
freely on each fiber of Tw(S).
Definition 5.22. The reduced twistor bundle Tw0(S) is the fiber bundle defined as quotient
Tw0(S)
def.
= Tw(S)/Z2.
Notice that Tw0(S) is a bundle of homogeneous spaces whose fibers Tw0(Sp) are isomorphic with
GL(2r,R)/Γ(r). The points of the fiber Tw0(S)p = Tw0(Sp) of Tw0(S) at a point p ∈M correspond
to the semilinear structures on the R-vector space Sp. Hence Tw0(S) is the bundle of semilinear
structures on the fibers of S.
Definition 5.23. A semilinear structure on S is a smooth global section s ∈ Γ(M,Tw0(S)). A
semilinear vector bundle on M is a pair (S, s), where S is a real vector bundle of even rank defined
on M and s is a semilinear structure on S.
Proposition 5.24. There exists a bijection between semilinear structures on S and reductions of
structure group PΓ(r)(S)→ PGL(2r,R)(S) of the principal bundle of linear frames of S from GL(2r,R)
to Γ(r).
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Proof. Since Γ(r) is a closed subgroup of GL(2r,R), reductions of structure group of PGL(2r,R)(S)
from GL(2r,R) to Γ(r) are in bijection with smooth sections of the fiber bundle PGL(2r,R)(S)/Γ(r) ≃
Tw0(S). 
Given a C-bundle Σ over M , recall from Definition 5.13 that its bundle of imaginary units PZ2(Σ)
is the principal Z2-bundle whose fiber at p ∈ M equals the natural semilinear structure of Σp. If
Σ is a C-bundle which is a sub-bundle of unital R-subalgebras of EndR(S), then PZ2(Σ) is a fiber
sub-bundle of Tw(S) which can also be viewed as a section of Tw0(S), i.e. as a semilinear structure
on S.
Proposition 5.25. The map:
Σ→ sΣ
def.
= PZ2(Σ)
gives a bijection between sub-bundles of unital R-subalgebras Σ ⊂ EndR(S) such Σ is a C-bundle
and semilinear structures on S, whose inverse is given by:
s→ Σs
def.
= RM ⊕ Ls ,
where Ls is the real line sub-bundle of EndR(S) which is generated by s.
Proof. Follows from Proposition 5.2 
Given a semilinear line bundle (S, s) on M , the sub-bundle of unital algebras Σs ⊂ End(S) endows
S with the structure of a bundle of left Σs-modules in the sense that the fiber Sp of S at every
point p ∈M becomes a left module over the unital associative sub-algebra Σs(p) ⊂ EndR(Sp) upon
defining exterior multiplication through:
σx
def.
= σ(x) ∀σ ∈ Σs(p) ∀x ∈ Sp .
This left module is free and of rank equal to 12 rkRS.
Definition 5.26. The semilinear rank of a semilinear vector bundle (S, s) on M is the positive
integer:
srk(S, s)
def.
= rkΣsS =
1
2
rkRS .
Notice that any complex structure J ∈ EndR(S) = Γ(M,EndR(S)) on S induces a semilinear
structure sJ on S given by sJ(p) = [Jp]
def.
= {Jp,−Jp} ∈ Tw0(Sp) for all p ∈ M . This semilinear
structure corresponds to the rank two sub-bundle ΣsJ = LidS ⊕ LJ ⊂ EndR(S). The latter is a
trivial C-bundle, being trivialized by the linearly independent global sections idS and J . We have
s−J = sJ .
Definition 5.27. A semilinear structure s on S is called trivial if there exists a complex structure
J ∈ Γ(M,Tw(S)) on S such that s = sJ .
The following proposition follows immediately from the previous discussion:
Proposition 5.28. A semilinear structure s on S is trivial if and only if Σs is a trivial C-bundle.
In particular, s is trivial iff wc(Σs) = 0.
Remark 5.29. Notice that a C-bundle Σ on M is orientable iff it is topologically trivial.
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s-Hermitian metrics.
Definition 5.30. Let (S, s) be a semilinear vector bundle onM . A global section h ∈ Γ(M,HomR(S×
S,Σs)) is called an s-Hermitian metric on S if its value hp ∈ HomR(Sp × Sp,Σs(p)) at any point
p ∈M is an sp-Hermitian metric on the vector space Sp in the sense of Definition 5.6.
Let (S, s) be a semilinear vector bundle on M and h be an s-Hermitian metric on S. Applying fiber-
wisely the construction of Subsection 5.1, we define the real part hR ∈ Γ(M,HomR(S×S,Σs,RM )) ≃
Γ(M,S∨ ⊗R S
∨) of h (which is a Euclidean scalar product on S). Let PZ2(S, h) denote normalized
orientation bundle of the Euclidean vector bundle (S, hR), i.e. the principal Z2-bundle whose fiber
at p ∈ M equals the two-element set S0(detR Sp, hp). Notice that the real determinant line bundle
detR S
def.
= ∧rkSS is associated to the principal Z2-bundle PZ2(S, h) through the sign representation
of Z2 on R (see Definition 5.15). Finally, let Ps(S) denote the principal Z2-bundle whose fiber at
p ∈M is given by s(p) ⊂ EndR(Sp). The C-bundle Σs is associated to Ps(S) through the conjugation
representation of Z2 (see Definition 5.14):
(65) Σs = Ps(S)×conj C .
Proposition 5.31. Let (S, s) be a semilinear vector bundle on M with rkS = 2r. Then any s-
Hermitian metric h on S determines a fiber map fh : Ps(S)→ PZ2(S, h). Moreover:
1. If r is odd, then the map fh is an isomorphism of principal Z2-bundles.
2. If r is even, then S is orientable and fh(s) coincides with a global section of the determinant line
bundle detR S which has unit norm with respect to hR, thus determining an orientation of S. In
this case, the bundles detR S and PZ2(S, h) are topologically trivial.
Proof. Follows immediately from Proposition 5.7.

Remark 5.32. Another way to see that S must be orientable in case 2. of the proposition is to recall
that TU(r) (which is homotopy-equivalent with Γ(r)) is a subgroup of SO(2r,R) when r is even (see
Subsection 5.1).
5.5. Classification of semilinear line bundles. LetM be a connected, smooth and paracompact
manifold.
Definition 5.33. A semilinear line bundle over M is a semilinear vector bundle (S, s) of unit
semilinear rank, i.e. such that rkRS = 2.
Let (S, s) be a semilinear line bundle on M and let h be an s-Hermitian metric on S. Since
srk(S, s) = 1 is odd, the principal Z2-bundle Ps(S) is isomorphic with the normalized orientation
bundle PZ2(S, h) by Proposition 5.31. Hence the line bundle Ls ⊂ EndR(S) generated by s (which is
associated to Ps(S) through the sign representation of Z2) is isomorphic with the real determinant
line bundle detR S.
Proposition 5.34. Any rank two Euclidean vector bundle (S, g) over M admits a canonical semi-
linear structure. Moreover, there exist bijections between the following sets:
(a) The set of isomorphism classes of rank two vector bundles S over M .
(b) The set of isomorphism classes of rank two Euclidean vector bundles (S, g) over M , where an
isomorphism of Euclidean vector bundles is defined to be an invertible isometry.
(c) The set of isomorphism classes of principal O(2)-bundles P over M .
(d) The set of isomorphism classes of semilinear line bundles (S, s) over M .
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Moreover, first Stiefel-Whitney classes correspond to each other under these bijections and we have
w1(S) = w1(Ps(S)).
Proof. Any Euclidean rank two vector bundle (S, g) on M admits a canonical semilinear structure
structure s
def.
= PZ2(detR S, g). Explicitly, let us fix any point p ∈M . Then any of the two elements
νp ∈ (detR S)p = ∧
2
R
Sp which has unit norm with respect to gp (i.e. any of the two elements of the
set S0(detR Sp, gp)) determines a complex structure Jp ∈ Tw(Sp) given by the cross product of the
two-dimensional Euclidean vector space (Sp, hp) taken with respect to the orientation induced by
νp. Explicitly, Jp is given by:
♯(Jpx) = ιxν
♯
p , ∀x ∈ Sp ,
where ν♯p
def.
= ♯(νp) ∈ ∧
2S∨p is the normalized volume form of Sp determined by νp and ι denotes the
contraction of forms on Sp with vectors of Sp. Here, ♯p : ∧
k
R
Sp
∼
→ ∧k
R
S∨p is the musical isomorphism.
The canonical semilinear structure of the fiber Sp is then given by sp = {Jp,−Jp}; it is clear that
this semilinear structure does not depend on the choice of νp. As p varies in M , sp determines the
canonical semilinear structure s of (S, g). It is clear that Ls ≃ detR S.
This construction gives a natural map from the set of ismorphism classes of ran two Euclidean
vector bundles and the set of isomorphism classes of seminilear line bundles. An inverse map is
obtained by choosing an s-Hermitian metric on a semilinear line bundle (S, s). This establishes the
bijection between the sets at points (b) and (d) of the proposition and also shows that w1(S) =
w1(Ps(S)).
The bijections between (a), (b) and (c) are well-known and follow from the associated bundle
construction and from the fact that the group O(2) is a maximal compact form of GL(2,R) (which
implies that any vector bundle admits a Euclidean metric). The fact that any rank two real vector
bundle admits a semilinear structure as well as the bijection between (b) and (c) also follow by
noticing that TU(1) = O(2,R) ≃ U(1)⋊ Z2. 
The characteristic classes of a semilinear line bundle. For each w ∈ H1(M,Z2), let Zw denote the
unique ismorphism class of principal Z-bundles Z such that w1(Z) = w.
To any semilinear line bundle (S, s), we associate the corresponding C-bundle Σ := Σs and its
integer coefficient bundle ZΣ = PZ2(Σ) ×σZ Z (see Definition 5.16). Then (S, s) is a bundle of rank
one modules over Σ, i.e. a “Σ-line bundle” in the sense of7 [17, Section 2]. Semilinear line bundles
with fixed C-bundle Σ form a symmetric groupoid PicΣ(M) with symmetric monoidal product given
by the tensor product of bundles of rank one modules over Σ. Let PicΣ(M) be the Abelian group
of isomorphism classes of this groupoid. Then it was shown in op. cit. that the so-called twisted
first Chern class c˜Σ1 gives an isomorphism of groups:
c˜Σ1 : PicΣ(M)
∼
→ H2(M,ZΣ) ,
where H∗(M,ZΣ) denotes the singular cohomology ofM with coefficients in ZΣ. Moreover, we have
w1(S) = w1(ZΣ) and the natural morphism H
2(M,ZΣ)→ H
2(M,Z2) sends c˜
Σ
1 (S, s) to the second
Stiefel-Whithey class w2(S). On the other hand, isomorphism classes of principal Z-bundles Z over
M form an Abelian grop PrinZ(M) under the (fiber) product and the first Stiefel-Whitney class
gives an isomorphism of groups w1 : PrinZ(M)
∼
→ H1(M,Z2). If (S, s) is a semilinear line bundle
with ZΣs = Z, then we have w1(S) = w1(Z). We also have:
w1(S) = w1(detRS) = w1(L) ,
where L = RM ⊗Z Z.
7 As opposed to the present paper (where we use the notation Σ), reference [17] uses the notation K for a C-bundle.
What op. cit. calls a “K-line bundle” is what we call a semilinear line bundle.
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Relation to characteristic classses of principal O(2)-bundles. For each w ∈ H1(M,Z2), let Zw denote
the unique ismorphism class of principal Z-bundles Z such that w1(Z) = w.
Recall that principal O(2)-bundles P on M are classified by their first Stiefel-Whitney class
w1(P ) ∈ H
1(M,Z2) and by their twisted Euler class w2(P ) ∈ H
1(M,Zw1(P )).
If P is a principal O(2)-bundle whose isomorphism class corresponds to that of (S, s), then we
set c˜1(P )
def.
= c˜1(S, s). The set:
E(M)
def.
= ⊔w∈H1(M,Z2)H
2(M,Zw) = {(w, c)|w ∈ H
1(M,Z2), c ∈ H
2(M,Zw)}
fibers (in the category of sets) over H1(M,Z2). Any semilinear line bundle (S, s) overM determines
an element w1(ZΣs) = w1(S) ∈ H
1(M,Z2) and an element c˜1(S, s) ∈ H
2(M,ZΣs) ≃ H
2(M,Zw1(S)).
Hence (w1(S), c˜1(S)) ∈ E(M) and the map (w1, c˜1) is a bijection between the set of isomorphism
classes of semilinear line bundles and the set E(M). Composing this with the bijection which takes
isomorphism classes of principal O(2)-bundles to semilinear line bundles gives the classification of
principal O(2)-bundles over M .
Relation to principal O2(α)-bundles. Recall that the group O2(α) introduced in Section 2 fits into
the following short exact sequence:
1→ U(1)→ O2(α)
ηα
−−→ G2 → 1 .
This induces a long exact sequence of pointed sets in Cˇech-cohomology, of which we are interested
in the following piece:
G2
δ
−→ Hˇ1(M,U(1))→ Hˇ1(M,O2(α))
ηα∗
−−→ Hˇ1(M,G2) ,
where δ denotes the connecting map. The pointed set Hˇ1(M,U(1)) can be endowed with the struc-
ture of an Abelian group, whereas the pointed set Hˇ1(M,O2(α)) is in bijection with isomorphism
classes of principal O2(α)-bundles over M .
6. Elementary real pinor representations for p− q ≡8 3, 7
Let (V, h) be a quadratic space of signature (p, q) and dimension d = p+q. Throughout this section,
we assume that p− q ≡8 3, 7, i.e. that we are in the so-called almost complex case according to the
terminology used in [10]. Notice that d is necessarily odd in this case.
Definition 6.1. Let:
Spino(V, h)
def.
= Spinoαp,q (V, h) .
where:
(66) α := αp,q
def.
= (−1)
p−q+1
4 =
{
−1 if p− q ≡8 3
+1 if p− q ≡8 7
.
Definition 6.2. An elementary real pinor representation of Cl(V, h) is an R-irreducible repre-
sentation γ0 : Cl(V, h)→ EndR(S0) of the unital R-algebra Cl(V, h) in a finite-dimensional R-vector
space S0.
It is well-known that all such representations are equivalent to each other. Moreover, the finite-
dimensional R-vector space S0 has dimension given by:
(67) N
def.
= dimR S0 = 2
d+1
2 .
For the following, we fix an elementary real pinor representation γ0 of Cl(V, h).
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6.1. Natural subspaces of EndR(S0).
Definition 6.3. The natural subspaces of EndR(S0) are defined as follows:
1. The Schur algebra S
def.
= S(γ0) is the unital subalgebra of EndR(S0) defined as the centralizer
of γ0 inside EndR(S0):
(68) S = {T ∈ EndR(S0) | Tγ0(v) = γ0(v)T ∀v ∈ V }
2. The anticommutant subspace A
def.
= A(γ0) is the subspace of EndR(S0) defined through:
(69) A = {T ∈ EndR(S0) | Tγ0(v) = −γ0(v)T ∀v ∈ V }
3. The twist algebra T
def.
= T(γ0) is the unital subalgebra of EndR(S0) defined through:
(70) T = S+ A .
We have S ∩ A = {0} and SA = AS = A, so A is an S-bimodule. Thus (70) is a direct sum
decomposition T = S⊕ A which gives a Z2-grading of T with components:
T
+ = S , T− = A .
Since we are in the almost complex case p − q ≡8 3, 7, the Schur algebra S is isomorphic with C
(see [10]) and can be described as follows. Recall that any orientation of V determines a Clifford
volume element ν ∈ Cl(V, h), which satisfies:
ν2 = −1 .
The Clifford volume element determined by the opposite orientation of V equals −ν and the un-
ordered set sV = {ν,−ν} is unambiguously determined by (V, h); notice that sV is a semilinear
structure on V . Setting J
def.
= γ0(ν), we have J
2 = −idS0 and γ0(−ν) = −J . Hence S0 carries a
natural semilinear structure s := s(γ0) = {J,−J} (in the sense of Section 5), which is independent
of the orientation of V . The unital subalgebra of EndR(S0) determined by this semilinear structure
as in Proposition 5.2 coincides with the Schur algebra S, which therefore is given by:
S = R⊕ RJ = R⊕ R(−J) .
Proposition 6.4. There exists an S-antilinear automorphism D ∈ AutaS(S0) such that:
(1) Dγ0(v) = −γ0(v)D for all v ∈ V .
(2) D2 = αp,qidS.
Moreover, any S-antilinear operator D′ on S0 which satisfies these two conditions has the form:
D′ = eθJD ,
for some θ ∈ R.
Proof. Let us denote by Cl(p, q) the real Clifford algebra associated to a real pseudo-Riemannian
vector space Rp,q of dimension d = p+ q and signature (p, q). We first assume that p− q ≡8 3 and
consider the Clifford algebra Cl(p, q + 1) associated to Rp,q+1. From the representation theory of
Clifford algebras we know that there is an elementary real Clifford representation:
(71) γ′0 : Cl(p, q + 1)→ EndR(S0) ,
and that Cl(p, q + 1) is generated by the canonical orthonormal basis of Rp,q together with the
linearly independent unit element x ∈ Rp,q+1 that completes it to the canonical basis of Rp,q+1.
We set then D
def.
= γ′0(x) ⊂ EndR(S0), which is indeed S-antilinear and satisfies D
2 = −1 as well
as Dγ0(v) = −γ0(v)D for all v ∈ V . The proof for the case p − q ≡8 7 is similar but considering
Cl(p+ 1, q).
Given two S-antilinear endomorphismsD andD′ satisfying conditions 1. and 2., we haveDD′ ∈ S
and D′D ∈ S. Moreover, we have (DD′)2 = 1, which implies D′ = eθJD with θ ∈ R. 
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Let D := D(γ0) ⊂ AutR(S0) denote the U(1)-torsor consisting of all elements D ∈ Aut
a
S(S0) which
satisfy the conditions of Proposition 6.4. Then the following result (whose proof we leave to the
reader) holds:
Proposition 6.5. A is a free S-bimodule of rank one and any D ∈ D is a basis of this bimodule,
hence satisfies A = SD = DS.
The proposition implies that the elements D and JD (where D ∈ D is arbitrary) form a basis of
the R-vector space A:
A = RD ⊕ RJD .
Let e1, e2 be the canonical basis of R
2 and consider the elements D0
def.
= e1, J0
def.
= e1e2 of Cl2(αp,q).
We have e21 = e
2
2 = αp,q and hence:
J20 = −1 , D
2
0 = αp,q , J0D0 = −αp,qe2 .
Proposition 6.6. For any (ν,D) ∈ sV ×D, there exists a unique unital isomorphism of algebras
γ
(2)
ν,D : Cl2(αp,q)
∼
→ T ⊂ EndR(S0) which satisfies the conditions:
γ
(2)
ν,D(e1) = γ
(2)
ν,D(D0) = D , γ
(2)
ν,D(e2) = −αp,qJD ,
where J
def.
= γ(ν). Moreover, γ
(2)
ν,D is an isomorphism of Z2-graded algebras and we have γ
(2)
ν,D(J0) =
J .
Proof. We have J2 = −idS0 , D
2 = αp,qidS0 and (−αp,qJD)
2 = JDJD = −J2D2 = D2 =
αp,qidS0 in T. This implies existence and uniqueness of γ
(2)
ν,D. Moreover, γ
(2)
ν,D(J0) = γ
(2)
ν,D(e1e2) =
γ
(2)
ν,D(e1)γ
(2)
ν,D(e2) = −αp,qDJD = αp,qJD
2 = J . 
When no confusion is possible, in the following we will write α instead of αp,q. Since γ
(2)
ν,D is an
isomorphism of Z2-graded algebras, we have:
(72) γ
(2)
ν,D(R
2) = A , γ
(2)
ν,D(Cl
+
2 (α)) = S .
Notice the commutative diagram:
(73) Cl2(α)
×
Ad

γ
(2)
ν,D
∼
// T×
Ad

AutAlg(Cl2(α))
∼
Ad(γ
(2)
ν,D
)
// AutAlg(T)
Also notice that the untwisted adjoint representation of Pin2(α) preserves the subalgebra Cl
+
2 (α).
Let Ad
(2)
+ : Pin2(α)→ AutAlg(Cl
+
2 (α)) be the group morphism given by:
Ad
(2)
+ (a)
def.
= Ad(a)|Cl+2 (α)
∀a ∈ Pin2(α) .
Recall that Pin2(α) = Spin2(α) ⊔ Spin2(α)D and that Spin2(α) = {z(θ) = e
θJ0|θ ∈ R} ≃ U(1)
acts trivially in the adjoint representation on Cl+2 (α) = R⊕ RJ0 ≃ C, while D0 acts in the adjoint
representation by taking J0 into −J0. Hence:
(74) Ad
(2)
+ (a) = idCl+2 (α)
, Ad
(2)
+ (aD0) = c+ , ∀a ∈ Spin2(α) ,
where c+ ∈ AutAlg(Cl
+
2 (α)) denotes the conjugation automorphism:
c+(x+ yJ0) = x− yJ0 ∀x, y ∈ R .
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Since Cl+2 (α) ≃Alg C, we have AutAlg(Cl
+
2 (α)) = {idCl+2 (α)
, c+} ≃ Z2 and (74) shows that the group
morphism Ad
(2)
+ can be identified with the Z2-grading morphism of Pin2(α).
Proposition 6.7. We have (Ad ◦ γ
(2)
ν,D)(Pin2(α))(S) = S, (Ad ◦ γ
(2)
ν,D)(Pin2(α))(A) = A and (Ad ◦
γ
(2)
ν,D)(Pin2(α))(T) = T. Moreover:
1. The representation Ad
(2)
T
: Pin2(α)→ AutAlg(T) given by Ad
(2)
T
(b)
def.
= Ad◦γ
(2)
ν,D(b)|T is equivalent
with the full untwisted adjoint representation of Pin2(α) on Cl2(α).
2. The representation Ad
(2)
A
: Pin2(α) → AutR(A) given by Ad
(2)
A
(b)
def.
= Ad ◦ γ
(2)
ν,D(b)|A ∈ AutR(S)
is equivalent with the untwisted vector representation Ad(2) of Pin2(α).
3. The representation Ad
(2)
S
: Pin2(α) → AutAlg(S) ≃ Z2 given by Ad
(2)
S
(b)
def.
= Ad ◦ γ
(2)
ν,D(b)|S is
equivalent with the representation:
Ad
(2)
+ : Pin2(α)→ AutAlg(Cl
+
2 (α)) ,
being given by:
Ad
(2)
S
(a) = idS , Ad
(2)
S
(aD) = c ∀a ∈ Spin2(α) ,
where c ∈ AutAlg(S) is the conjugation automorphism of S.
Proof. The commutative diagram (73) gives Ad ◦ γ
(2)
ν,D = Ad(γ
(2)
ν,D) ◦Ad. This implies:
(Ad ◦ γ
(2)
ν,D)(Cl2(α)
×)(T) = T ,
which by restriction gives (Ad ◦ γ
(2)
ν,D)(Pin2(α))(T) = T. On the other hand, we have:
(Ad ◦ γ
(2)
ν,D)(Pin2(α))(A) = Ad(γ
(2)
ν,D)(Ad(Pin2(α))(γ
(2)
ν,D(R
2)) =
= γ
(2)
ν,D(Ad(Pin2(α))(R
2)) = γ
(2)
ν,D(R
2) = A .
where we used (72) and the relation:
(75) Ad(γ
(2)
ν,D)(Φ)(γ
(2)
ν,D(x)) = γ
(2)
ν,D(Φ(x)) , ∀Φ ∈ AutAlg(Cl2(α)) , ∀x ∈ Cl2(α) ,
together with the fact that the untwisted adjoint representation of Pin2(α) preserves the subspace
R
2 ⊂ Cl2(α). Similarly, we have:
(Ad ◦ γ
(2)
ν,D)(Pin2(α))(S) = Ad(γ
(2)
ν,D)(Ad(Pin2(α))(γ
(2)
ν,D(Cl
+
2 (α))) =
= γ
(2)
ν,D(Ad(Pin2(α))(Cl
+
2 (α))) = γ
(2)
ν,D(Cl
+
2 (α)) = S ,
where we used (72) and (75) and that fact that untwisted adjoint representation of Pin2(α) preserves
the subalgebra Cl+2 (α) ⊂ Cl2(α). By restriction, diagram (73) induces commutative diagrams:
Pin2(α)
Ad

Ad
(2)
T
((◗◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
AutAlg(Cl(V, h))
∼
Ad(γ
(2)
ν,D
)
// AutAlg(T)
Pin2(α)
Ad(2)

Ad
(2)
A
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
AutR(R
2)
∼
Ad(γ
(2)
ν,D
)
// AutR(A)
Pin2(α)
Ad
(2)
+

Ad
(2)
S
((PP
P
P
P
P
P
P
P
P
P
P
AutAlg(Cl
+
2 (α))
∼
Ad(γ
(2)
ν,D
)
// AutAlg(S)
which give the equivalences of representations listed in the proposition. 
Let P̂in(V, h)
def.
= P̂inαp,q (V, h). Notice that any D ∈ D gives an isomorphism of torsors τD :
Spino(V, h)/P̂in(V, h)
∼
→ D such that τ([Dˆ]) = D, where [Dˆ] is the class of Dˆ in Spino(V, h)/P̂in(V, h).
Proposition 6.8. Let ν, ν′ ∈ sV and D,D
′ ∈ D. Then the representations γ
(2)
ν,D and γ
(2)
ν′,D′ of
Cl2(α) are equivalent.
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Proof. We have D′ = eθJD for some θ ∈ R. Thus Ad(e
θ
2J)(D) = Ad(e
θ
2JD)(D) = D′ and
Ad(e
θ
2J )(J) = −Ad(e
θ
2JD)(J) = J . Since Cl2(α) is generated by J0 and D0, this implies:
Ad(e
θ
2J) ◦ γν,D = γν,D′ , Ad(e
θ
2JD) ◦ γν,D = γ−ν,D′ .
Since ν′ equals either ν or −ν, this gives the conclusion. 
Definition 6.9. A γ-compatible representation of Cl2(αp,q) is an R-linear representation γ
(2) :
Cl2(αp,q)→ EndR(S0) which equals γ
(2)
ν,D for some pair (ν,D) ∈ sV ×D.
By the proposition above, all such representations of Cl2(αp,q) are equivalent. In the following, we
fix a γ-compatible representation γ(2) of Cl2(αp,q) parameterized by the pair (ν,D) ∈ sV ×D.
6.2. Twisted elementary real representations.
Definition 6.10. The twisted elementary real representation of Spinoαp,q (V, h) induced by
γ(2) is the group morphism γo : Spin
o
αp,q
(V, h)→ AutR(S0) given by:
γo([a, b]) = γ0(a)γ
(2)(b) ∀a ∈ Spin(V, h) , b ∈ Pin2(αp,q) .
By Proposition 6.8, twisted elementary representations of Spinoαp,q (V, h) are uniquely determined
up to equivalence. The representation Ad
(2)
+ : Pin2(α) → AutAlg(Cl
+
2 (α)) induces a representation
Ad+ : Spin
o
αp,q
(α)→ AutAlg(Cl
+
2 (α)) given by:
Ad+([a, b])
def.
= Ad
(2)
+ (b) ∀a ∈ Spin(V, h) , ∀b ∈ Pin2(α) .
Together with the characteristic representation
µ : Spinoαp,q (V, h)→ O(R
2) = AutR(Cl
−
2 (α))
this gives a representation
Ad+ ⊕ µ : Spin
o
αp,q
(V, h)→ AutAlg(Cl2(α)) .
Proposition 6.11. We have (Ad◦γo)(Spin
o
αp,q
(V, h))(S) = S, (Ad◦γo)(Spin
o
αp,q
(V, h))(A) = A and
(Ad ◦ γo)(Spin
o
αp,q
(V, h))(T) = T. Moreover:
1. The representation AdA : Spin
o
αp,q
(V, h)→ AutR(A) given by AdA(g)
def.
= (Ad ◦ γo)(g)|A, i.e.:
AdA([a, b]) = Ad
(2)
A
(b) ∀a ∈ Spin(V, h) , ∀b ∈ Pin2(αp,q)
is equivalent with the untwisted characteristic representation µ : Spinoαp,q (V, h)→ O(R
2) = O(2).
2. The representation AdS : Spin
o
αp,q
(V, h)→ AutAlg(S) ≃ Z2 given by AdS(a)
def.
= Ad ◦ γo(a)|S, i.e.:
AdS([a, b]) = Ad
(2)
S
(b) ∀a ∈ Spin(V, h) , ∀b ∈ Pin2(αp,q)
is equivalent with the representation Ad+ : Spin
o
αp,q
(V, h)→ AutAlg(Cl
+
2 (α)).
3. The representation AdT : Spin
o
αp,q
(V, h)→ AutAlg(T) defined through AdT(g)
def.
= (Ad ◦ γo)(g)|T,
i.e.:
AdT([a, b]) = Ad
(2)
T
(b) ∀a ∈ Spin(V, h) , ∀b ∈ Pin2(αp,q) ,
is equivalent with the representation Ad+ ⊕ µ : Spin
o
αp,q
(V, h)→ AutAlg(Cl2(αp,q)).
Proof. Follows from Proposition 6.11 and Definition 3.6. 
Let i : Spinoαp,q (V, h) → AutR(V ⊗ S0) ≃ AutR(V ) ⊗ AutR(S0) denote the inner tensor product
of the twisted vector representation λ˜α : Spin
o
α(V, h) → AutR(V ) with the twisted elementary
representation γo : Spin
o
α(V, h)→ AutR(S0):
i(g)
def.
= λ˜α(g)⊗ γo(g) ∀g ∈ Spin
o
α(V, h) .
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Lemma 6.12. For all g ∈ Spinoαp,q (V, h) and all v ∈ V , we have:
(76) γ0(λ˜(g)v) ◦ γo(g) = γo(g) ◦ γ0(v) .
Proof. For any g = [a, b] ∈ Spinoαp,q (V, h) with a ∈ Spin(V, h) and b ∈ Pin2(α), we have:
γ0(λ˜(g)v) ◦ γo(g) = (det Ad
(2)
0 (b))γ0(Ad0(a)v) ◦ γ0(a) ◦ γ
(2)(b) ,(77)
γo(g) ◦ γ0(v) = γ0(a) ◦ γ
(2)(b) ◦ γ0(v) = (detAd
(2)
0 (b))γ0(Ad0(a)v) ◦ γ0(a) ◦ γ
(2)(b) ,
where in the second row we used the relation:
γ(2)(b) ◦ γ0(v) = (detAd
(2)
0 (b))γ0(v) ◦ γ
(2)(b) ,
which follows from the fact that D and γ0(v) anticommute and the relation:
γ0(a) ◦ γ0(v) = γ0(Ad0(a)v) ◦ γ0(a) ,
which in turn follows from Ad0(a)(v) = ava
−1 and from the fact that γ0 is a morphism of algebras.
Comparing the two rows in (77) gives the conclusion. 
Lemma 6.13. The linear map c : V ⊗ S0 → S0 given by c(v, x)
def.
= γ0(v)x is a morphism of
representations between i and γo, i.e. it satisfies:
c ◦ i(g) = γo(g) ◦ c ,
for all g ∈ Spino(V, h).
Proof. For all v ∈ V , s ∈ S0 and g ∈ Spin
o(V, h), we have:
(c ◦ i(g))(v ⊗ s) = (γ0(λ˜(g)v) ◦ γo(g))(s) = (γo(g) ◦ γ0(v))(s) = (γo(g) ◦ c)(v ⊗ s) ,
where we used (76). Hence c ◦ i(g) = γo(g) ◦ c for all g ∈ Spin
o(V, h). 
Corollary 6.14. The linear map c : V ⊗ S0 → S0 defines a γo-equivariant Clifford multiplication
map on S0, which canonically becomes an elementary module over Cl(V, h) when equipped with the
unital morphism of algebras γ0 : Cl(V, h) → EndR(S0) obtained from c by extension with respect to
the algebra structure of Cl(V, h).
Proof. Let (γo, S0) be a twisted elementary representation of Spin
o
αp,q
(V, h). The linear map c : V ⊗
S0 → S0 defines by evaluation v 7→ c(v,−) on its first argument a Clifford multiplication map
γV : V → EndR(S0). The fact that γV is γo-equivariant follows from Lemma 6.13. The Clifford
map γV is in particular an injective morphism from V ⊂ Cl(V, h) to EndR(S0). Since V generates
Cl(V, h), we extend this map to all of Cl(V, h), thus obtaining the elementary Clifford representation
γ0 : Cl(V, h)→ EndR(S0).

7. Elementary real pinor bundles for p− q ≡8 3, 7
Throughout this section, we assume that (M, g) is a smooth, connected and paracompact pseudo-
Riemannian manifold of signature (p, q) with p− q ≡8 3, 7 and dimension d = p+ q. We define:
w±1 (M)
def.
= w±1 (PO(V,h)(M, g)) ,
where PO(V,h)(M, g) denotes the orthonormal coframe bundle of (M, g). Let Cl(M, g) denote the
Clifford bundle of the pseudo-Euclidean cotangent8 bundle (T ∗M, g∗), where g∗ is the metric induced
by g on T ∗M .
8We use the Clifford bundle of the cotangent (rather than of the tangent) bundle of M in order to avoid using
musical isomorphisms in certain formulas later on.
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Definition 7.1. An elementary real pinor bundle is a bundle of finite-dimensional simple
modules over the Clifford bundle Cl(M, g), i.e. a pair (S, γ) where S is a real vector bundle over
(M, g) and γ : Cl(M, g)→ EndR(S) is a morphism of bundles of unital associative R-algebras that
restricts to an elementary real pinor representation γm : Cl(T
∗
mM, gm)→ EndR(Sm) at every point
m ∈M .
Given an elementary real pinor bundle (S, γ), we define its type [η] as the isomorphism class
of γm : Cl(T
∗
mM, g
∗
m)→ EndR(Sm) in the category ClRep introduced in [10], where m ∈M denotes
any point of M . It can be easily seen that the type does not depend on the point chosen since
M is connected. Here ClRep denotes the category of real Clifford representations and unbased
morphisms, see op. cit. for details. For ease of notation, in the following we will sometimes denote
Spinoαp,q (V, h) simply by Spin
o.
Definition 7.2. An adapted Spino structure (Q, Λ˜) on (M, g) is a Spinoαp,q structure (Q, Λ˜αp,q )
on (M, g), where αp,q was defined in (66).
Assume that (M, g) admits an adapted Spino structure and let (V, h) be a quadratic vector space
which is isometric with (T ∗m, g
∗
m), where m is any point of M .
Definition 7.3. A twisted Spino vector bundle over (M, g) is a real vector bundle So = Q×γoS0
associated to the principal Spino(V, h)-bundle Q of an adapted Spino structure (Q, Λ˜) onM through
a twisted elementary representation γo : Spin
o(V, h)→ AutR(S0) of Spin
o
αp,q
(V, h).
When necessary we will denote by So(Q, γo) the twisted Spin
o vector bundle associated to Q
through γo. Notice that a twisted Spin
o vector bundle is a real vector bundle of rank rkS =
N = dimS0 = 2
d+1
2 (see equation (67)). We will see in a moment that such a bundle admits a
well-defined Clifford multiplication, even though (M, g) need not be orientable. In particular, the
existence of a Spino structure allows for a useful notion of “irreducible real pinors” on non-orientable9
pseudo-Riemannian manifolds of signature p− q ≡8 3, 7.
Proposition 7.4. Let So be the twisted Spin
o vector bundle associated to an adapted Spino structure
(Q, Λ˜) through the twisted elementary representation γo : Spin
o(V, h) → AutR(S0). Then the based
bundle map C : T ∗M ⊗ So → So given by:
C : T ∗M ⊗ So → So ,
[p, ξ]⊗ [p, s] 7→ [p, γ0(ξ)s] , ∀p ∈M ,(78)
defines a Clifford multiplication on So. This makes So into an elementary real pinor bundle when the
latter is equipped with the unital morphism of bundles of algebras γ : Cl(M, g)→ EndR(S) obtained
from C by extension.
Proof. Recall that an elementary real pinor bundle is a bundle of simple modules over Cl(M, g).
In signature p − q ≡8 3, 7 such a bundle is of complex type. For convenience, we consider the
cotangent bundle T ∗M as an associated bundle to Q through the twisted vector representation
λ˜ : Spino(V, h)→ O(V, h), that is, T ∗M = Q×λ˜ V . The fact that C is well defined follows from the
following computation:
C([pg, λ˜(g−1)ξ], [pg, γo(g
−1)s]) = [pg, γ0(λ˜(g
−1)ξ) ◦ γo(g
−1)s]
= [pg, γo(g
−1) ◦ γ0(ξ)s] = C([p, ξ], [p, s]) ,
9This is in marked contrast with the kind of pinors considered in [12, 13], which require (M,g) to admit a Spinc
α
structure (see Appendix A) and hence require that M be orientable.
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where we have used Lemma (6.12). Using C we pointwise define an injective morphism γT∗M : T
∗M →
EndR(So) as follows:
γT∗M : T
∗M → EndR(So) ,
[p, ξ] 7→ C([p, ξ],−) ,(79)
Note that γT∗M (ξ)
2 = g∗(ξ, ξ)idSo , and hence γT∗M extends to a unique unital morphism of bundles
of algebras:
γ : Cl(M, g)→ EndR(So) ,
whose fiber at any p ∈ M is equivalent with the unique, up to unbased isomorphism, elemen-
tary Clifford representation γ0 : Cl(V, h) → End(S0) through an unbased isomorphism of Clifford
representations. 
The following result unifies Theorem 4.14 with the previous discussion.
Theorem 7.1. Let (M, g) be a pseudo-Riemannian manifold of signature (p, q) with p− q ≡8 3, 7.
Then (M, g) admits an elementary real pinor bundle (S, γ) if and only if there exists a principal
O(2)-bundle E over M such that the following conditions are satisfied:
w+1 (M) + w
−
1 (M) = w1(E)(80)
w+2 (M) + w
−
2 (M) + w1(E)(pw
+
1 (M) + qw
−
1 (M)) = w2(E)(81)
+
[
δ(p, q) +
p(p+ 1)
2
+
q(q + 1)
2
]
w1(E)
2 .
where:
δ(p, q) =
{
1 if p− q ≡8 3
0 if p− q ≡8 7
.
Let [η] be the type of (S, γ). In that case, and relative to [η], there exists an adapted Spinoα(V, h) struc-
ture Q(S, γ) on (M, g), unique up to isomorphism, such that (S, γ) is isomorphic to (So(Q(S, γ)), γo)
as a bundle of irreducible Clifford modules, and Clifford multiplication in S is implemented by the
morphism of vector bundles C : T ∗M ⊗ S → S defined in equation (78).
Remark 7.5. Notice from conditions (80) that existence of a bundle of elementary real pinors on
(M, g) does not necessarily imply that M is orientable. We will present examples of such situation
in section (8).
Proof. Theorem 6.2 of [10] implies that (M, g) admits a bundle of irreducible real Clifford modules
(S, γ) if and only if admits a reduced Lipschitz structure, which in signature p−q ≡8 3, 7 corresponds
to a Spino structure Q(S, γ) as defined in Section 4. Furthermore, (S, γ) is associated to Q through
the tautological representation γ0 : Spin
o(V, h) → AutR(S0). From this we conclude that (M, g)
admits a bundle of irreducible real Clifford modules if and only if conditions (55) of Theorem 4.14
are satisfies for α = αp,q. Since d is odd, we have d ≡2 1. Moreover, we have δαp,q,−1 = δ(p, q), so
conditions (55) reduce to (80).
Let (S, γ) be an elementary pinor bundle of type [η] and let Q(S, γ) the unique (up to isomor-
phism) associated adapted Spino structure relative to [η]. Let (So, γo) denote the corresponding
twisted Spino vector bundle. The fact that (S, γ) is isomorphic to (So, γo) follows from the equiva-
lence between:
γ0 : Spin
o(V, h)→ AutR(S0) ,
and γo : Spin
o(V, h) → AutR(S0) together with the equivalence of the associated Clifford multipli-
cations upon use of Corollary 7.4.

Remark 7.6. Theorem 7.1 implies that twisted Spino vector bundles (So, γo) over (M, g) are essen-
tially equivalent to bundles of irreducible real Clifford modules over Cl(M, g) in signature p− q ≡8
3, 7. The classification of Spino structures is surprisingly subtle more and deserves a separate study.
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A based isomorphism of elementary real pinor bundles f : (S, γ)→ (S′, γ′) induces an isomorphism
of Spinoα structures relative to η : Cl(V, h)→ EndR(S0):
(82) Pη(f) : Q(S, γ)→ Q(S
′, γ′) ,
where Q(S, γo) (respectively Qα(S
′, γ′o)) denotes the unique adapted Spin
o structure correspond-
ing to (S, γo) (respectively (S
′, γ′o)) relative to η. Given an elementary real pinor representation
η : Cl(V, h) → EndR(S0), an isomorphism of Spin
o structures f : Q → Q′ induces a based isomor-
phism:
(83) Sη(f) = S(Q, η)→ S(Q
′, η)
of elementary real pinor bundles, where S(Q, η) (respectively S(Q′, η)) denotes the elementary real
pinor bundle associated to Q (respectively Q′) through the representation η.
Relative to [η], the correspondence defined above gives mutually quasi-inverse functors:
(84) Pη : ClB
×
η (M, g)→ C
o
η(M, g) ,
and
(85) Sη : C
o
η(M, g)→ ClB
×
η (M, g) ,
between the grupoid Coη(M, g) of adapted Spin
o
α structures on (M, g) of type [η] and the grupoid
ClB×η (M, g) of elementary real pinor bundles of type [η] over (M, g) and based pinor bundle isomor-
phisms. This is a particular case of the general correspondence between Lipschitz structures and
bundles of irreducible real Clifford modules presented in reference [10].
7.1. Natural sub-bundles of EndR(S). By the associated bundle construction, the subspaces
S,T,A ⊂ EndR(S0) of Section 6 globalize to linear sub-bundles Σ, T and A of EndR(S) which can
be described intrinsically as follows:
Definition 7.7. The natural fiber sub-bundles of EndR(S) are defined as follows:
(1) The Schur bundle Σ has fibers:
Σp
def.
= {T ∈ EndR(Sp)|Tγp(v) = γp(v)T ∀v ∈ T
∗
pM}
(2) The anticommutant bundle A has fibers:
Ap
def.
= {T ∈ EndR(Sp)|Tγp(v) = −γp(v)T ∀v ∈ T
∗
pM} .
(3) The twist bundle T is the direct sum:
T = Σ⊕A .
(4) The conjugation bundle D has fibers:
Dp
def.
= {D ∈ EndaΣp(Sp)|Dγp(v) = −Dγp(v) ∀v ∈ T
∗
pM & D
2 = αp,qidΣp} .
Notice that Σ and T are bundles of unital subalgebras of EndR(S) while A is only a vector bundle.
On the other hand, D is a principal U(1)-bundle. We have rkΣ = 2, rkA = 2 and rkT = 4.
Moreover, Σ is a C-bundle while T is a bundle of unital algebras isomorphic with Cl2(αp,q). We
have Ap ∩ Σp = {0} for all p ∈ M , hence T = Σ ⊕ A. We also have ΣA = AΣ = A, hence
A is a bundle of bimodules over Σ. The vector bundles Σ, T, A are associated to Q through the
representations AdS, AdT and AdA of Spin
o(V, h) respectively. The fiber bundle D is associated to
Q through the left action of Spino(V, h) on the homogeneous space Spino(V, h)/P̂in(V, h). Thus D
is isomorphic with the fiber bundle Q/Pin(V, h).
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7.2. Certain reductions of structure group. Let L = detT ∗M = ∧dT ∗M denote the orienta-
tion line bundle of M . The metric g of M determines a principal Z2-sub-bundle PZ2(M) of L whose
fiber at p ∈M consists of the normalized volume forms νp,−νp of (TpM, gp) determined by the two
orientations of TpM . Since ν
2
p = (−νp)
2 = −1 in Cl(T ∗pM, g
∗
p), the space R⊕ Lp is a subalgebra of
Cl(T ∗pM, g
∗
p) and each choice of orientation of TpM determines an isomorphism from this subalgebra
to C.
Definition 7.8. The complex orientation bundle Lc of (M, g) is the bundle of unital subalgebras
of Cl(T ∗M, g∗) whose fiber at p ∈M equals Lcp
def.
= R⊕ Lp.
It is clear from the above that Lc is a C-bundle whose imaginary line sub-bundle equals L. Thus
wc(L
c) = w1(L) and hence L
c is trivial iff M is orientable. Notice that Lc is orientable (i.e. the
structure group of Lc reduces from O(2) to SO(2)) iff Lc is trivial.
Proposition 7.9. γ restricts to an isomorphism from Lc to Σ. Moreover, the following statements
are equivalent:
(a) M is orientable.
(b) The Schur bundle Σ ⊂ EndR(S) is trivial.
(c) The structure group of S reduces from Spino(V, h) to Spinc(V, h).
Proof. Since γp : Cl(T
∗
pM, g
∗
p)→ EndR(S) is faithful for all p ∈ M and γ(L) = Σ, it is clear that γ
restricts to an isomorphism from Lc to Σ. Equivalence of (a) and (b) is now immediate. To prove
equivalence of (b) and (c), recall that Σ is associated to Q through the representation AdS, which, by
Proposition 6.11, is equivalent with the representation Ad+ : Spin
o(V, h) → AutAlg(Cl
+
2 (α)) ≃ Z2.
The later can be identified with the grading morphism η′ : Spino(V, h) → Z2. The exact sequence
(24) induces an exact sequence of pointed sets:
H1(M, Spinc(V, h))
j∗
−→ H1(M, Spino(V, h))
η′∗−→ H1(M,Z2) ,
where j∗ is the map induced by the inclusion of Spin
c(V, h) into Spino(V, h) and η′∗([Q]) = wc(Σ).
The C-bundle Σ is trivial iff wc(Σ) = 0, which amounts to [Q] ∈ ker η
′
∗ i.e. [Q] ∈ imj∗. The
conclusion follows since the condition [Q] ∈ imj∗ is equivalent with the reduction of structure group
stated at (c). 
Proposition 7.10. The following statements are equivalent:
(a) The anticommutant bundle A ⊂ EndR(S) is trivial.
(b) The structure group of S reduces from Spino(V, h) to Spin(V, h).
In this case, M is orientable and both the Schur bundle Σ and the twist bundle T are also trivial.
Proof. The vector bundle A is associated to Q through the representationAdA which, by Proposition
6.11, is equivalent with the untwisted characteristic representation µ : Spino(V, h) → O(2). The
third exact sequence in (33) induces an exact sequence of pointed sets:
H1(M, Spin(V, h)
j∗
−→ H1(M, Spino(V, h))
µ∗
−→ H1(M,O(2))
where j∗ is the map induced by the inclusion of Spin(V, h) into Spin
o(V, h) and µ∗([Q]) equals the
class of the principal O(2)-bundle corresponding to A. This shows that A is trivial iff Q ∈ kerµ∗ =
imj∗, i.e. iff the reduction of structure group stated at (b) holds. It is clear that (b) implies the
remaining statements. 
Proposition 7.11. The following statements are equivalent:
(a) The principal U(1)-bundle D is trivial.
(b) The structure group of S reduces from Spino(V, h) to P̂in(V, h) ≃ Pin(V, αp,qh).
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In this case, the structure group of S reduces further from P̂in(V, h) to Spin(V, h) iff the Schur
bundle Σ is also trivial.
Proof. The reduction stated at (b) takes place iff the fiber bundle Q/P̂in(V, h) (which is isomorphic
with D) admits a section. Since this is a principal U(1)-bundle, it admits a section iff it is trivial i.e.
iff (b) holds. In this case, further reduction to Spin(V, h) occurs iff M is orientable. This amounts
to triviality of the complex orientation bundle ofM , which is isomorphic with the Schur bundle. 
Remark 7.12. Recall that Dˆ ∈ P̂in(V, h) generates the cyclic group (22). This gives rise to a short
exact sequence:
1 −→ Γo,α −→ P̂in(V, h) −→ G→ 1 ,
where:
G =
{
Spin(V, h)/Z2 = SO(V, h) if p− q ≡8 3
Spin(V, h) if p− q ≡8 7
.
The twisted vector representation λ˜ : Spino(V, h)→ O(V, h) restricts to the twisted vector represen-
tation10 A˜d0 : P̂in(V, h) ≃ Pin(V, αp,qh)→ O(V, h), which descends to a surjective group morphism
from s : G → O(V, h)/{−idV , idV } ≃ SO(V, h). Accordingly, the principal G-bundle Q
′ def.= Q/Γo,α
covers the principal SO(V, h)-bundle P ′SO(V,h)(M, g)
def.
= PO(V,h)(M, g)/Z2. When p − q ≡8 7, we
have αp,q = +1 and s coincides with the double cover Ad0 : G = Spin(V, h) → SO(V, h) given by
the vector representation of Spin(V, h). In this case, the principal Spin(V, h)-bundle Q′ covers the
bundle P ′SO(V,h)(M, g). When M is oriented, P
′
SO(V,h)(M, g) is isomorphic with the special pseudo-
orthogonal coframe bundle PSO(V,h) and Q
′ becomes a spin structure on (M,h). When p− q ≡8 3,
we have αp,q = −1 and s is an isomorphism of groups s : G = SO(V, h) → SO(V, h). In this case,
the principal SO(V, h)-bundle Q is isomorphic with P ′SO(V,h)(M, g).
7.3. Majorana spinor bundles and Majorana spinor fields when p− q ≡8 7. Let us assume
that p − q ≡8 7 (thus αp,q = +1) and that the bundle D is trivial, i.e. that the structure group
reduces to P̂in(V, h) = Pin(V, h). Then any global section D ∈ Γ(M,D) satisfies D2 = +idS and
hence gives an almost product structure on the vector bundle S. This allows one to define spin
projectors P±
def.
= 12 (idS ∓ D) ∈ Γ(M,End(S)), which satisfy P
2
± = P±, P+ ⊕ P− = idS and
P±P∓ = 0. The vector sub-bundles S
± def.= P±(S) have fibers at p ∈M given by:
S±p = {x ∈ Sp|Dpx = ±x} ,
and give a direct sum decomposition S = S+ ⊕ S−. Since Dp anticommutes with γp(ξ) for all
ξ ∈ T ∗pM , we have γp(ξ)(S
±) = S∓ and γp(Cl
+(M, g))(S±) = S±. Hence the bundle morphisms
γ±even : Cl
+(M, g)→ EndR(S
±) defined through:
γ±even,p(w)
def.
= γp(w)|S± , ∀w ∈ Cl
+(M, g)p ,
are unital morphisms of bundles of algebras, making S± into elementary real spinor bundles i.e.
bundles of simple modules over the even sub-bundle Cl+(M, g) of Cl(M, g). This allows us to define
“Majorana spinors” when (M, g) admits a Pin(V, h) structure, even though M may be unorientable.
Definition 7.13. The real vector bundle S+ is called the elementary bundle of Majorana
spinors defined by the global conjugation D ∈ Γ(M,D) and by the elementary real pinor bundle
S. A global section ǫ ∈ Γ(M,S+) is called an ordinary Majorana spinor field while a global
section ǫ ∈ Γ(M,S−) is called an imaginary Majorana spinor field.
10We assume that we have chosen a vector v ∈ V such that ǫv = 1 to define the isomorphism P̂inαp,q (V, h) ≃
Pin(V, αp,qh). We leave to the reader the details of the case ǫv = −1.
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Any global section ǫ ∈ Γ(M,S) decomposes uniquely as ǫ = ǫ+ ⊕ ǫ− with ǫ±
def.
= P±(ǫ) ∈ Γ(M,S
±)
and hence ǫ can be identified with a pair consisting of one ordinary and one imaginary Majorana
spinor field.
Proposition 7.14. There exists a natural isomorphism of semilinear vector bundles:
f : Lc ⊗ S+
∼
→ S .
Proof. For any p ∈M , z ∈ Lcp = α+βνp ∈ R⊕Rνp (where α, β ∈ R) and x ∈ S
+
p , let fp : L
c
p⊗S
+
p →
Sp be the linear map defined through:
(86) fp(z ⊗ x)
def.
= (αidS + βJp)x ,
where Jp
def.
= γp(νp) and νp ∈ PZ2(M, g)p is one of the two Clifford volume forms of (TpM, gp).
This is well-defined since changing νp in −νp takes β to −β and Jp to −Jp, leaving the operator
βJp ∈ EndR(Sp) unchanged. Since D is Σ-antilinear, we have DpJp = −JpDp, hence Jp(S
±) = S∓.
Thus Jp(x) ∈ S
− and (86) gives:
P+(fp(z ⊗ x)) = αx , P−(fp(z ⊗ x)) = βJpx .
Thus fp = (P+ ◦ fp)⊕ (P− ◦ fp) (where P± ◦ fp : L
c
p ⊗ S
+
p → S
±
p ). Since Jp gives a bijection from
S+p to S
−
p , this implies that fp is bijective and hence that f is an isomorphism of vector bundles. It
is clear by construction that f takes the semilinear structure of Lc ⊗ S+ into that of S. 
Remark 7.15. Recall that the complexification of the real vector bundle S+ is the complex vector
bundle (S+)C
def.
= CM ⊗R S
+, where CM is the trivial complex line bundle over M . The semilinear
vector bundle Lc⊗CS is an analogue of this construction where CM has been replaced by the complex
orientation line bundle Lc of M . The proposition above shows that the semilinear vector bundle S
is isomorphic with the “twisted complexification” Lc ⊗R S
+ of S+. When M is oriented, we can set
ǫR
def.
= ǫ+ and define ǫI
def.
= −Jǫ− ∈ Γ(M,S+), where J = γ(ν) and ν is the normalized volume form
of (M, g). In that case, we have Lc ≃ CM , S ≃ CM ⊗ S
+ = (S+)C and ǫ = ǫR + JǫI , which means
that we can identify a global section of S with a pair of two ordinary Majorana spinor fields. Such an
identification is not possible when M is unorientable. The fact that (when p−q ≡8 7) one can define
Majorana spinor fields when (M, g) is unorientable but admits a Pin structure is important when
considering global aspects of certain supergravity theories, such as eleven-dimensional supergravity
(including its Euclidean version). Table 1 lists some dimensions and signatures which are of interest
in that context.
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Type d p q
p− q
mod 8
αp,q
Riemannian
3 3 0 3 −1
7 7 0 7 +1
11 11 0 3 −1
Lorentzian mostly minus
3 1 2 7 +1
7 1 6 3 −1
11 1 10 7 +1
Lorentzian mostly plus
5 4 1 3 −1
9 8 1 7 +1
Table 1. Dimensions d ≤ 11 and Riemannian or Lorentzian signatures (mostly
minus or mostly plus) which belong to the “complex case” p − q ≡8 3, 7. Majo-
rana spinor fields can be defined when αp,q = +1 and when (M, g) admits a Pin
+
structure. Cases with αp,q = −1 are displayed in blue for clarity
8. Some examples of manifolds admitting adapted Spino structures
In this section we construct several examples of manifolds that admit adapted Spino structures.
We start with a simple result on the existence of Spino structures induced by a number of classical
spinorial structures.
Proposition 8.1. Every pseudo-Riemannian manifold of signature (p, q) satisfying the condition
p− q ≡8 3, 7 and admitting a Spin, Pin or Spin
c structure also admits an adapted Spino structure.
Proof. Follows from the natural embeddings of the groups Spin, Pin and Spinc into Spino±. 
The orthonormal frame bundle of the normal bundle of a submanifold of codimension two is a
principal O(2)-bundle which is a natural candidate for the characteristic bundle E of a Spino±
structure. This observation leads to the following result.
Proposition 8.2. Let X be a (2k + 1)-dimensional manifold which is oriented and spin and let Y
be an embedded (2k − 1)-dimensional submanifold of X.
(1) Assume that 2k−1 ≡8 7 and that X is endowed with a Riemannian metric g. Then (Y, g|Y )
admits a Spino+ structure whose characteristic O(2)-bundle E is the orthogonal frame bundle
of the normal bundle to Y in X.
(2) Assume that 2k − 1 ≡8 3 and that X is endowed with a negative Riemannian metric g.
Then (Y, g|Y ) admits a Spin
o
− structure whose characteristic O(2)-bundle E is the orthogonal
frame bundle of the normal bundle to Y in X.
Proof. We give the proof for 2k − 1 ≡8 7 since the other case is analogous. Let TY and NY
denote the tangent and normal bundles to Y , thus TX = TY ⊕NY . Since by assumption we have
w1(TX) = w2(TX) = 0, we obtain:
(87) w1(TY ) = w1(NY ) , w2(TY ) + w1(NY )
2 +w2(NY ) = 0 ,
and the Proposition follows from Theorem 4.14. 
Remark 8.3. Note that the Spino manifolds characterized in the previous Proposition will not, in
general, admit any Spin, Pin or Pinc structure.
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Another construction related to the previous one is provided by the following result.
Proposition 8.4. Let (X, g) be a pseudo-Riemannian manifold of dimension d ≡8 2, which is
orientable and spin and Y ⊂ X be an embedded submanifold of dimension k.
(1) Assume that k ≡8 3 and that g is positive-definite. Then (Y, g|Y ) admits a Spin
o
− structure
iff its orthogonal frame bundle admits a Spino+ structure (when NY is endowed with the
metric induced from X).
(2) Assume that k ≡8 7 and that g is negative-definite. Then (Y, g|Y ) admits a Spin
o
+ structure
iff its orthogonal frame bundle admits a Spino− structure (when NY is endowed with the
metric induced from X).
Proof. We prove the first case, the other being similar. Since Y is k ≡8 3-dimensional and X is
d ≡8 2-dimensional, we have rkNY ≡8 7. Assume that Y admits a Spin
o
− structure, so there exists
a rank two vector bundle E over Y such that:
(88) w1(M) = w1(E) , w2(M) = w2(E) .
Since TX = TY ⊕ TN while X is orientable and spin, we have:
(89) w1(TY ) = w1(NY ) , w2(TY ) + w2(NY ) + w1(TY )
2 = 0 .
Using (88), this gives:
(90) w1(NY ) = w1(E) , w2(NY ) + w2(E) + w1(NY )
2 = 0 ,
so NY admits an adapted Spino+ structure with characteristic bundle E. Conversely, assume that
NY admits a Spino+ structure. Then there exists a rank-two vector bundle E such that (90) holds.
Using (89) in (90) gives:
(91) w1(TY ) = w1(E) , w2(TY ) = w2(E) ,
which implies that (Y, g|Y ) admits a Spin
o
− structure. 
Let us present an explicit family of manifolds admitting adapted Spino structures but not admit-
ting Pinc structures.
Definition 8.5. A pseudo-Riemannian manifold (M, g) is said to be stably Spino if M×Rj admits
an adapted Spino structure for some j ≥ 0.
Let:
(92) Grk,n
def.
=
O(n)
O(k)×O(n− k)
denote the real Grassmann variety of unoriented k-planes in Rn and Lk,n denote its tautological
vector bundle. We endow Grk,n with a (positive or negative) invariant metric. Define:
Grjk,n
def.
= Grk,n × R
j .
Theorem 8.6. Assume that n+ 1 ≡4 0. Then Gr2,n is stably Spin
o, namely:
(1) For j ≡8 7− 2n, the manifold Gr
j
2,n carries a Spin
o
+ structure of positive-definite signature
with characteristic O(2)-bundle given by the orthogonal frame bundle of L2,n.
(2) For j ≡8 −(3 + 2n), the manifold Gr
j
2,n carries a Spin
o
− structure of negative-definite sig-
nature characteristic O(2)-bundle given by the orthogonal frame bundle of L2,n.
Proof. We prove the statement for stable Spino+ structures, the other being similar. Let T2,n denote
the tangent bundle of Gr2,n. Then we have:
(93) T2,n ⊕ L2,n ⊗ L
∗
2,n = (n+ 2)T2,n ,
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where L∗2,n denotes the dual of the rank two vector bundle L2,n. Equation (93) gives:
(94) w(T2,n)w(L2,n ⊗ L
∗
2,n) = w(L2,n)
2+n ,
where w denotes the total Stiefel-Whitney class. Using w(L⊗L∗) = 1+w1(L)
2 + . . ., relation (94)
implies:
w1(T2,n) = (2 + n)w1(L2,n) ,
as well as:
(n+ 2)w2(L2,n) + w2(T2,n) + (1 +
(n+ 2)(n+ 1)
2
)w1(L2,n)
2 = 0 .
Since n+ 1 ≡4 0, the last two relations simplify to:
w1(T2,n) = w1(L2,n) ,
and:
w2(L) + w2(T2,n) + w1(L2,n)
2 = 0 ,
which shows that Gr2,n satisfies the topological obstruction to carry a Riemannian Spin
o
+ structure
of positive-definite type. However, Gr2,n has dimension 2n and therefore it cannot carry a adapted
Spino+ structure. Taking the direct product with R
j where j ≡8 (7 − 2n) gives the manifold Gr
j
2,n,
which has dimension:
dim Grj2,n = 2n+ j = 8t+ 7
for some positive integer t. Thus dim Grj2,n ≡8 7. Using stability of Stiefel-Whitney classes, we
conclude that Grj2,n carries an adapted Spin
o
+ structure. 
Remark 8.7. The odd-dimensional manifolds Grj2,n appearing in the proposition above can be
equipped with a bundle of irreducible real Clifford modules, which allows one to use the tools
of spinorial geometry (such as the corresponding Dirac operator) to study them. These manifolds
do not admit other classical spinorial structures, such as Spin, Pin or Pinc structures.
The simplest case occurring in Theorem 8.6 is Gr12,3. The theorem shows that the seven-dimensional
Riemannian manifold Gr12,3 admits an elementary real pinor bundle which has rank 16 and is asso-
ciated to a Spino+ structure.
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Appendix A. Spincα structures
In this appendix, we discuss Spincα structures (which for definite signature were considered in
[12, 13]) in order to clarify the difference between them and the Spinoα structures considered in this
paper. Unlike the Spinoα structures considered in the present paper, Spin
c
α structures can exist only
for orientable principal pseudo-orthogonal bundles (i.e. only for SO(V, h) bundles). In particular, a
pseudo-Riemannian manifold must be orientable in order to admit a Spincα structure.
Definition A.1. Let P be a principal SO(V, h)-bundle over M . A Spincα structure on P is a triplet
(E,P, f), where E is a principal O(2)-bundle over M and (P, f) is a ρα-reduction of P ×M E to
Spinoα(V, h).
Notice that the structure group of P ×M E need not reduce to SO(V
′, h′α), because the image
of ρα equals SO(V, h)×O(2), which contains elements of negative determinant. Also notice that a
Spincα structure is defined using the morphism ρα : Spin
o
α(V, h) → SO(V, h) × O(2), while a Spin
o
α
structure is defined using the morphism ρ˜α : Spin
o
α(V, h) → O(V, h)×ˆO(2). The case of Spin
c
±
structures in definite signature were considered in [12, 13].
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Theorem A.2. Let P be a principal SO(V, h)-bundle (in particular, P is orientable and hence we
have w1(P ) = w
+
1 (P ) = w
−
1 (P ) = 0). Then the following statements are equivalent:
(a) P admits a Spincα structure.
(b) There exists a principal O(2)-bundle E such that the principal O(Vˆ , hˆα)-bundle Pˆ
def.
= P ×M E
admits a Pin structure.
Proof. Follows by applying Lemma 4.12 to the morphism of exact sequences given in diagram
(40). 
Theorem A.3. The following statements hold:
1. A principal SO(V, h)-bundle P admits a Spinc+(p, q) structure iff there exists a principal O(2)-
bundle E such that the following condition is satisfied:
(95) w+2 (P ) + w
−
2 (P ) = w2(E)
2. A principal SO(V, h)-bundle P admits a Spinc−(p, q) structure iff there exists a principal O(2)-
bundle E such that the following condition is satisfied:
(96) w+2 (P ) + w
−
2 (P ) = w2(E) + w1(E)
2 .
Proof. It was shown in [14] that the principal O(Vˆ , hˆα)-bundle Pˆ := Pˆα admits a Pin structure iff:
(97) w+2 (Pˆ ) + w
−
2 (Pˆ ) + w
−
1 (Pˆ )
2 +w−1 (Pˆ )w
+
1 (Pˆ ) = 0 .
Distinguish the cases:
1. When α = +1, we have Pˆ+ = P+ × E and Pˆ− = P−. Thus:
w+1 (Pˆ ) = w
+
1 (P ) + w1(E) , w
−
1 (Pˆ ) = w
−
1 (P )
w+2 (Pˆ ) = w
+
2 (P ) + w2(E) + w
+
1 (P )w1(E) , w
−
2 (Pˆ ) = w
−
2 (P )
Hence (97) becomes:
(98) w+2 (P ) + w
−
2 (P ) + w2(E) + (w
+
1 (P ) + w
−
1 (P ))(w
−
1 (P ) + w1(E)) = 0
Since P is an SO(V, h) bundle, we have:
w1(P ) = w
+
1 (P ) + w
−
1 (P ) = 0 ,
which shows that (98) reduces to (95).
2. When α = −1, we have Pˆ+ = P+ and Pˆ− = P− × E. Thus:
w+1 (Pˆ ) = w
+
1 (P ) , w
−
1 (Pˆ ) = w
−
1 (P ) + w1(E)
w+2 (Pˆ ) = w
+
2 (P ) , w
−
2 (Pˆ ) = w
−
2 (P ) + w2(E) + w
−
1 (P )w1(E)
and (97) becomes:
w+2 (P ) + w
−
2 (P ) + w2(E) + (w
+
1 (P ) + w
−
1 (P ))(w
−
1 (P ) + w1(E)) + w1(E)
2 = 0 ,
which reduces to (96) upon using w1(P ) = 0.

Remark A.4. For positive signature with α = −1 and P = TM , the statement of the Theorem
recovers [12, Proposition 3.4]. Notice that the proof in op. cit. is based on applying Lemma 4.12 to
diagram 45.
Definition A.5. Let (M, g) be an orientable pseudo-Riemannian manifold. A Spincα structure on
(M, g) is a Spincα structure for the principal orthonormal frame bundle of (M, g).
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When (M, g) admits a Spincα structure, one can introduce a corresponding notion of spinor bundles
admitting Clifford multiplication as in [12, 13]. However, that construction requires that (M, g) be
orientable and hence it is quite different from the construction considered in this paper since, unlike
Spincα structures, Spin
o
α structures can exist on non-orientable pseudo-Riemannian manifolds.
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