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Abstract-The approximate evaluation with a given precision of matrix and polynomial products is 
performed using modular arithmetic. The resulting algorithms are numerically stable. At the same time they 
are as fast as or faster than the algorithms with arithmetic operations over real or complex numbers. 
1. INTRODUCTION 
This paper continues our study (see [l, 21) of the bit-operation complexity of multiplication of 
two n x II matrices (MM(n)) and of two n-th degree polynomials (PM(n)) (the latter problem is 
also called convolution of vectors). We scale the binary approximations to the inputs and 
outputs of the problem to turn them into integers and then perform the computations over 
integers modulo K where K is appropriately chosen so that the desired approximate values of 
outputs are obtained involving fewer bit-operations. (The same approach can be used for DFT and 
for any division free arithmetic computational problem.) 
This idea is very simple but the results of our analysis seem meaningful for three reasons. 
The first reason is that our estimates show that practically all fast algorithms for MM(n) can 
be stabilized (if they are unstable) with no sacrifice in their rapidity. We hope that this our 
result will stop the discussion on the instability of fast matrix multiplication. Such a discussion 
recently has been renewed in the literature (see [3, 41) although with no substantial progress 
comparing, say, with the results of Ref. [5]. As a matter of fact, some ways of the stabilization 
of asymptotically fast algorithms for MM(n) have already been described in [2], (see also [6], 
Sections 1, 3, 16) but our present approach is more efficient. It successfully works even for 
problems of MM(n) where n is moderate or small although in this paper we focus on the 
asymptotic estimates for the bit-operation complexity of algorithms where n + 00. 
Secondly, our upper estimates for the bit-operation complexity of PM(n) obtained here and 
in [l] differ from the lower estimates by the factor log’ n rather than log n (in the cases of 
computation over complex numbers and over integers modulo K). It wouldbe highly interesting 
for the theory of computation to reduce this gap, say, to log n. This might be an easier problem 
than the reduction of the gap, log n, between the lower and upper bounds on the number of 
arithmetic operations for the same problem, PM(n). 
Thirdly, we prove that, as could be expected, in the case of real inputs and constants the 
transition to computation modulo K enables us to accelerate the evaluation-interpolation 
algorithms for PM(n) roughly in n times (see [l]). 
In the next section we outline our approach and give preliminary estimates for a general 
class of bilinear computational problems. This class includes the cases of MM(n) and PM(n) 
which are further studied in the concluding Section 3. 
We will use the following notation. 
Notation. T(MM(n)), T(PM(n)), t,(p), t,(p) are the four minimum numbers of bit- 
operations required in order to solve the problems MM(n), PM(n), to add/subtract and to 
multiply two p-bit binary integers respectively. (Here and hereafter we assume that the moduli 
of inputs of MM(n) and PM(n) are bounded by a given constant M > 0 and that the solutions 
(outputs) are to be found with the errors less than a given constant E > 0.) g(x) = @f(x)) if 
Jg(x)J < cjf(x)l for lx/> c where c > 0 is a constant. 
Hereafter all logarithms are to the base 2, the cases of real and complex inputs and outputs 
are studied simultaneously and the resulting asymptotic estimates hold in both cases. 
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2. THEGENERALAPPROACHANDPRELIMINARYESTIMATES 
Let /xi/, lyi/, the moduli of inputs of a given bilinear computational problem, be bounded by 
M. Let the outputs, 
Wk = 2 Xg(s)Yh(sm k) where S(S, k) is 0 or 1, (2.1) s=l 
are to be evaluted with the absolute errors at most E, that is 
lw$-w,/<E for all k. (2.2) 
(The search of the approximate solutions to PM(n) and MM(n) is included here.) The 
bound (2.2) is guaranteed if (see (2.1)) 
and if XT, yT are b-bit binary approximations to Xi, Yj such that 
Vi; lx? -xi] < e, JXTI G lXil; Vj: ly? - yjl< e, Iyi*l s jyjl; 
E = 2Mne. 
(To simplify our notation, we assume hereafter that 
e = EI2Mn = 2Th, h is an integer.) 
(2.3) 
(2.4) 
(2.5) 
cm 
Let b be the minimum integer under the above conditions, b = O(h), and let 
Vi: .fi = x7/e, Vj’j: $ = yi*le, Vk: wf = &e2. (2.7) 
Then (see (2.3)-(2.7)) fi, jr, & are binary integers and 
Vi: I&/ <M/e, Vj: IR/ <M/e, Vk: I& < (M/e)*n. 12.8) 
Let A be an algorithm with the inputs .Ci> jj that evaluates the r$ and uses only arithmetic 
operations over (Gaussian) integers. Then we can also assume that the operations of A are 
preformed modulo K. If 
K 2 K. = (M/e)2n = 4M4n3/E2 12.9) 
we still obtain the same values tik, (cf. (2.8)). Then it remains to shift the radix point of & 2h 
bits left in order to obtain the desired w$, (cf. (2.6)-(2.7)). 
Remark. The main advantage of such an approach is that the approximations with the 
required precision are evaluated involving only (Gaussian) integers modulo K. This guarantees 
numerical stability of the algorithm assuming that K is not very large. 
In the next two sections we apply this approach to obtain upper estimates for T(MM(n)) 
and T(PM(n)) using the following auxiliary upper estimates: 
cl(P) = WP), L(P) =: @a 1% P log log P), (2.10) 
(see [7-lo]). 
3,APPLICATIONS TO MATRIX AND POLYNOMIAL MULTIPLICATION 
Let an algorithm, A, for MM(n) use 0(n4) arithmetic operations. We can always assume 
that no divisions are involved, (see [8], pp. 35-38). If all constants of A are integers we can 
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choose any K that satisfies (2.9). If all constants of A are rational we can reduce the 
computation to the evaluation of the s& with only integer constants. Here the integer s is “the 
accumulated denominator” of noninteger constants of A. We can assume (see [2] section 6) that 
log s = @log n). (3.1) 
In this case the computations modulo K give the values & if K satisfies (2.9) and if K and s 
are relatively prime. (Then we add n* multiplications, & = t(G,J mod K where ts = 1 mod K. 
Their cost is negligible because always q 3 2, see [7-lo].) We can assume that for some K, such 
that 
K = NK,), (3.2) 
both conditions are satisfied. (Recall (3.1) to see that s can not be too large.) 
It is known that the exponent q of MM(n) can be chosen smaller than 2.496. (See [ll] and 
compare [6] where “only” q < 2.522 is obtained but the origin of the basic design of [ 1 l] is clarified.) 
We have come to the following upper estimate. (See (2.10), (3.2). For the transition from 
algebraic constants to rational ones see, for instance [6, Section 31. Similar result can be obtained in 
the case of arbitrary complex constants.) 
THEOREM 1 
If there exists an algorithm for MM(n) that uses O(nq) arithmetic operations and involves 
only algebraic numbers as the constants then 
T(MM(n)) = O(nqJog Ko)) (3.3) 
where t,(p) and K,, satisfy (2.9), (2.10) q < 2.496. 
In order to make the described above approach applicable to PM(n), it is sufficient (see [8], 
pp. 86-87 or [9], p. 440) to choose a prime K that satisfies (2.9) and such that 
K=c*2’+1, 2’ > 2n. (3.4) 
Let K be such a prime and let 
K = 0(&n”), (a 2 0 is a constant). (3.5) 
(For the justification of (3.5) see [8, pp. 86-871 or [9, p. 4401.) 
Then PM(n) can be solved by an evaluation-interpolation algorithm with DFT(2’) using 
O(r2’) additions, O(2’) multiplications modulo K, see [12]. This gives the following upper 
estimate, (see 2.10)). 
THEOREM 2 
T(PM(n)) = O(n log II log (K$z”) t nt,(log (l&n”))) (3.6) 
where K0 satisfies (2.9), (Y 2 0 is a constant. 
Corollary 
(See (2.10), (3.3)-(3.6).) 
T(MM(n)) = O(rP), T(PM(n)) = O(n log2 n) if K0 is a constant. 
T(MM(n)) = O(rP log n log log n log log log n), T(PM(n)) = O(n log2 n) 
if K0 = O(nU), u > 0 is a constant. 
T(MM(n)) = O(n q+” log n log log n), T(PM(n)) = O(n’+” log n log log n) 
if log K0 = n”, 0 > 0 is a constant. 
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(3.3), (3.6) can be compared with the estimates for the bit-complexity of the same algorithms 
where the computations are in the fields of real or complex numbers, see [I, 21. In the complex 
case for MM(n) and PM(n) and in the real case for MM(n) we have just obtained practically 
the same asymptotic upper estimates as in [l, 21, up to a factor nE for MM(n) where E > 0 is 
arbitrarily small. (See however our Remark above in Section 2.) The informational lower bound 
of Theorem 5.1 from [l] can be applied to the case of the evaluation modulo K also. Comparing 
with the upper bounds of Theorem 5.1 from [l] and of Theorem 2 above we notice that the gap 
between the lower and upper bounds on T(PM(n)) is log2 n rather than log n even if M%/E is 
a constant. (Is the upper estimate sharp up to a constant factor?) In the real case the upper 
estimate (3.6) and the lower estimate of Theorem 6.1 from [l] show that the transition to the 
computations modulo K enables us to reduce T(PM(n)) roughly by the factor n. 
CONCLUSION 
The above approach enables us to design faster, more ; table and better structured algorithms 
for bilinear arithmetic computational problems (compare the algorithms of [12]) if we agree to use 
modular arithmetic. 
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