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with the Sobolev spaces. All theorems are formulated in terms of the smoothness and degree of the regularizations.
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Abstract. In this paper we prove precise conditions of the summability
and equi-summability of the spectral expansions associated with partial
differential operators. It is established sharp relations between index of
summation and singularity of the distribution.
1. Introduction
The solutions of the engineering problems can be obtained with the ap-
plication of series or transformations depending on the domain, bound-
ary and initial conditions. For example, investigations of the various
vibration processes in the real interval (finite, semi-finite or infinite) re-
quires application of the Fourier series and integrals. This type of prob-
lems are the main reasons of the significance of the study the questions
on convergence of the Fourier series and integrals in different topology.
Multidimensional case, in contrast to the one dimension, is involving
various methods of summations of the Fourier series and integrals. Note
that some of the summation methods is linked to the spectral theory of
the partial differential operators. For example, a spherical partial sums
of the multiple Fourier trigonometric series coincides with the spectral
expansions associated with the Laplace operator on the torus.
The spectral expansions associated with the elliptic partial differential
operators in the spaces of the smooth functions well studied in many pa-
pers. But many phenomena in nature require for its description either
”bad” functions or even they cannot be described by regular functions.
Therefore, one has to deal with the distributions that describe only in-
tegral characteristics of phenomena.
Application of the spectral methods in the spaces of distributions,
leads to the study of convergence and/or sumability problems of the
spectral expansions of the linear continuous functional. We will study
convergence and summability problems of the spectral expansions of dis-
tributions in the classical means in the domains where they coincide with
the regular functions. We prove that the singularities of the distributions
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will effect negatively to the convergence and/or summability even at reg-
ular points. For example, the Fourier trigonometric series of the Dirac
function is diverges at a regular point due to the effect of the singularity
at zero, although its arithmetic means converge.
2. Summabilty of the spectral expansions of distributions.
Let Ω - an arbitrary N - dimensional domain. Consider a polynomial
by ξ, ξ ∈ RN , of order 2m with coefficients in C∞(Ω)





where α denotes a multi-index, i.e. N - dimensional vector with non-
negative integer components α = (α1, α2, ...., αN), |α| = α1 + α2 +
....+ αN is called the length of the multi-index α , ξ





























α ≥ c(x)|ξ|2m, c(x) > 0.
A(x,D) is called an elliptic operator in the domain Ω if it is elliptic
in each point of the domain.
Denote by C∞0 (Ω) the space of all infinite differentiable functions in
the domain Ω with the compact support in Ω.
Let A an operator in the Hilbert space L2(Ω) with the domain of
definition D(A) = C∞0 (Ω), acting as Au(x) = A(x,D)u(x), u(x) ∈
C∞0 (Ω). Let A is a symmetric operator, i.e. for any u and v from
C∞0 (Ω)
(u, v) = (u,Av).
Also suppose that A is semi-bounded which means there is a constant
µ such that for any u ∈ C∞0 (Ω)
(u, u) ≥ µ(u, u).
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From the Fredrix theorem [5] it follows that the operator A has at
least one self-adjoin extension Â with the same lower bound µ . By
the John von Neumann spectral theorem (see, for instance, in [37]) the









Θ(x, y, λ)f(y)dy, f ∈ L2(Ω).
The kernel Θ(x, y, λ) is called the spectral function of the operator Â
and the expression (2.3) is called the spectral expansions of f associated
with the self-adjoin operator Â .










The operators Esλ, as well as Eλ, are integral operators with the
kernels








Note, from the Garding theorem [5] it follows that the function Θ(x, y, λ)
belongs C∞(Ω×Ω) for each λ > 0. This allow to define the spec-
tral expansions of the distributions with the compact support.
Denote by E ′(Ω) - the space of the linear continuous functionals on
C∞(Ω). Then for any distribution f ∈ E ′(Ω) the Riesz means of
its spectral expansions define as follows
(2.4) Esλf(x) = < f,Θ
s(x, y, λ) >,
where the functional f is acting on Θs(x, y, λ) with the respect to
the second variable. Note that Esλf(x) ∈ C∞(Ω) for any distribution
f from E ′(Ω), s ≥ 0 and λ > 0 .
The relation (2.4) can be also considered in the classical sense on the
domains where f coincides with the locally integrable function.
For any integer ` denote the Sobolev spaces H`(Ω) = W `2(Ω)
[38].
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Theorem 2.1. Let f ∈ E ′(Ω)
⋂
H−`(Ω), ` > 0.





From the estimate of the spectral function Θ(x, y, λ) (see [18] theorem
6.1) we get the following lemma.
Lemma 2.2. Let Ωo be some sub-domain Ω0 ⊂ Ω and let f ∈
E ′(Ω)
⋂
H−`(Ω) be such that suppf ⊂ Ωo. Let K be a compact set
from Ω \ Ωo and s = (N − 1)/2 + `. Then the estimate
(2.5) |Esλf(x)| ≤ C ‖f‖−`,
is valid uniformly with respect to x ∈ K.
The proof of the Theorem 2.1 follows from the Lemma 2.2 and the fact
that the space C∞0 (Ω) is dense in E ′(Ω)
⋂
H−`(Ω).
Theorem 2.3. Let ` > 0 and let x0 a point in the domain Ω.
If s < (N−1)/2+ `, then there exists a distribution f from
E ′(Ω)
⋂




The Theorem 2.3 proves sharpness of the inequality s ≥ (N−1)/2 +
`, in the Theorem 2.1. It follows from the estimate of the spectral
function from the bottom [18] and the Banach-Steinhaus theorem.
Using the Hermander theorem [19] the Theorem 2.1 can be extended
as follows
Theorem 2.4. Let ` > 0 and Ω0 - a sub-domain of Ω.
If s ≥ (N − 1)/2 + `, then for any distribution





Case p 6= 2 is more complicated even for the spectral expansions of
the smooth functions. In this case we have the following results [25].
For any real number ` by W−`p (Ω) denote the Sobolev spaces [38].
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Theorem 2.5. Let f ∈ E ′(Ω)
⋂
W−`p (Ω), , ` > 0, 1 < p ≤ 2.





A problem of the sharpness of the condition
s ≥ (N − 1)/p + `,
in the Theorem 2.5 is complicated. This question is complicated even
for the spectral expansions associated with the Laplace operator in the
arbitrary domain.
3. Localization and uniform convergence of the eigenfunction
expansions.
Let Ω be a bounded domain in RN with the smooth boundary ∂Ω.
Let Â be a self-adjoin extension of a positive formally elliptic differential
operator of order 2m with the regular boundary conditions ([5]).
Denote by {un(x)} a complete orthonormal in L2(Ω) system of eigen-
functions of the operator Â corresponding to the sequence of eigen-
values 0 < λ1 < λ2 < .... < λn →∞. For any function f ∈ L2(Ω) we










Here λ > 0, fn = (f, un) are the Fourier coefficients of the function f
with respect to the system {un(x)}.
Note that if s = 0, then (3.1) is just the partial sum of the Fourier
series of the function f .
The precise conditions of the uniform convergence of Esλf(x) on the
compact subsets of the domain Ω are established by V.A. Il’in (see in
[15]).
Theorem 3.1. If
(3.2) α ≥ N − 1
2
, αp > N, p ≥ 1
then the Fourier series via the eigenfunctions of the Laplace operator of
any function with compact support belonging to the Sobolev space W αp (Ω)
converges uniformly on any compact subset of the domain Ω.
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Convergence of the Riesz means (3.1) of the smooth functions on the
compact subsets of the domain Ω requires a modification of the condi-
tion (3.2) in the Theorem 1.1 as follows
(3.3) α + s ≥ N − 1
2
, αp > N, s ≥ 0, p ≥ 1.
The sharpness of the first inequality in (3.3) for the eigenfunction expan-
sions associated with the Laplace operator is proved by V.A. Il’in (see in
[15]). The preciseness of the second inequality in (1.3) follows from the
fact that the condition αp ≤ N implies the existence of an unbounded
function with the compact support belonging to the appropriate Sobolev
space for which its Fourier series cannot converge uniformly.
Moreover, the conditions (3.3) are sufficient for the functions in the
Nikol’skii spaces Hαp (Ω). The last statement is proved in the case of
expansions associated with the eigenfunctions of the Laplace operator
by V.A. Il’in and Sh.A. Alimov [14], in the case of the expansions asso-
ciated with the elliptic operators of the second order with the variable
coefficients by V.A. Il’in and E.I. Moiseev [13]. Finally, for the general
elliptic differential operators of order 2m Sh.A. Alimov is proved in [2]
the following statement
Theorem 3.2. If f belongs to the space H̊αp (Ω) and has the compact
support in Ω, then under the conditions (3.3) the Riesz means Esλf
converge as λ→ +∞ to f uniformly on any compact K ⊂ Ω.
Here H̊αp (Ω), (W̊
α
p (Ω)) is the closure of C
∞
0 (Ω) with respect to the
norm of the Nikol’skii (Sobolev) space Hαp (Ω) (W
α
p (Ω)).
In the case in which the second condition in (3.3) is replaced by
αp = N , it is necessary to assume that the function f is continu-
ous ( see [1]).
Theorem 3.3. Let Ω0 be an arbitrary open subset of Ω and let
(3.4) α + s >
N − 1
2
, αp = N, s ≥ 0, p ≥ 1.




uniformly on any compact set K ⊂ Ω0.
The first condition α + s > N−12 in (3.4) is also precise [1].
7
Theorem 3.4. Let x0 be an arbitrary point of the domain Ω and let
(3.6) α + s =
N − 1
2
, αp = N, s ≥ 0, p ≥ 1.





These results are extended to the Nikol’skii spaces in [21].
4. Summability of the multiple Fourier series of the periodic
distributions.
We denote by C∞(TN) the space of 2π periodic in each variable,
infinitely differentiable on RN functions, where TN = {x ∈ RN :
−π < xj ≤ π}.
Let γ = (γ1, γ2, .....γN) denotes a multi-index. The system of the
semi-norms Supx∈TN |Dγf(x)| produces a locally convex topology in
C∞(TN), where γ runs over the set of all multi-indexes. We denote
by E(TN) corresponding locally convex topological space. Let E ′(TN)
is the space of the periodic distributions, i.e. the space of the continuous
linear functionals on E(TN).
For any distribution f from E ′(TN) we define its Fourier coeffi-
cients fn as the action of the distribution f on the test function
(2π)−
N
2 exp(−inx), where x ∈ TN and n ∈ ZN is N dimensional
vector with integer coordinates. Then f can be represented by the
Fourier series






which always converges in the weak topology (see, for example, in [23]).















where n = (n1, n2, ...., nN) ∈ ZN , m is a positive integer number and
r = 0, 1, ..., N − 1.
The polynomial Pm(n) is a homogeneous of degree 2(m+ 1), i.e.
Pm(λ · n) = λ2(m+1) · Pm(n)
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and an elliptic, i.e.
Pm(n) > 0, n 6= 0.
Thus a family of bounded sets
Λ(λ) = {n ∈ ZN : Pm(n) < λ}, λ ∈ R+}
enjoying the following properties:
a) for any pairs (λ1, λ2) ∈ R+ ×R+ there is λ ∈ R+, such
that Λ(λ1) ∪ Λ(λ2) ⊂ Λ(λ).
b)
⋃
λ∈R+ Λ(λ) = Z
N .
Let f ∈ E ′(TN). Then Λ - partial sums of series (4.1) define by
equality




fn exp(in · x).
For any real s , s ≥ 0, we define the Riesz means of (4.3) by










At s = 0 we obtain the partial sums (4.3).
Summability of the series (4.1), as well as its regularization (4.4), de-
pends on the power of singularity of f . In order to classify singularities
of distributions, we apply the periodic Liouville spaces Lαp (T
N), 1 <
p ≤ ∞, α ∈ R [38].
Theorem 4.1. Let f ∈ L−αp (TN)
⋂
E ′(TN), 1 < p ≤ 2, α > 0, and
coincides with zero in Ω ⊂ TN . If
(4.5) s > max{














The Riesz means (4.4) can be written as




where f acts on Dsλ(x− y) by y and Dsλ(x) is the Riesz means of
Λ − partial sums of the multiple Fourier series of the Delta function:










If r = N − 1, then Dsλ(x) is exactly the Riesz means of the Dirichlet
kernel [35].
First, we estimate (4.7) in the norm of the positive Liouville spaces.
In this, we use the relation between the kernel (4.7) and the relevant
kernel of Fourier integrals. Such a relation known as the Poisson sum-
mation formula. The kernel for the corresponding Fourier integrals can
be described by the same polynomial Pm replacing its argument range
from n ∈ ZN to ξ ∈ RN :










where in the definition of the domain Λ(λ) its range must be changed
accordantly.
The following asymptotic formula is valid for the kernel (4.8) [9]:
Lemma 4.2. Let x ∈ RN , x = (x′, x′′), x′ ∈ Rr+1, x′′ ∈ RN−r−1, 0 <
δ0 < |x′|, µ = λ
1













Using the Poisson summation formula the following relation between
two kernel can be established










Then from Lemma 4.2 immediately obtain the following
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Lemma 4.3. Let ε > 0 an arbitrary small number and |xi| ≤ 2π− ε,
for any i = 1, 2, 3, ...., N. If s satisfies (4.5), then







Lemma 4.3 provides an estimate of the second term in the right-hand
side of (4.11). Moreover, if 0 < δ0 < |x′|, then from (4.9) we obtain an
estimation for the first term in (4.11). Thus, we proved the following
Lemma 4.4. Let ε > 0 an arbitrary small number and |x′| > ε. If
s satisfies (4.5) , then







We have the following estimation (see [18], [19]):
let K ⊂⊂ TN a compact set, then uniformly by x ∈ K
(4.14) ‖Dsλ(x− y)‖L2(F ) = O(λ
N−1−2s
4(m+1) ) ,
where F an arbitrary domain in TN such that F
⋂
K = ∅.
Then using the Stein interpolation theorem for the analytical family
of the linear operators ([33], [34]) with q =∞ (Lemma 4.4) and q = 2
(estimation (4.14)), obtain the following estimate the kernel Dsλ(x) in
the norm of Lq(T
N)
Lemma 4.5. Let s satisfies (4.5) and K ⊂⊂ TN an arbitrary
compact set. Then uniformly by x ∈ K







where F an arbitrary domain in TN such that F
⋂
K = ∅, 2 ≤
q ≤ ∞.
Let a distribution f has a compact support and belongs to the space
L−αp (T
N), where 1 < p ≤ 2, α > 0. Let K an arbitrary compact
set from TN\suppf and s satisfies (4.5) . Then from (4.6) get the
following
(4.16) |Esλf(x)| ≤ ‖f‖−α,p ‖Dsλ(x− y)‖α,q,F ,
where ‖ ‖−α,p means a norm in the space L−αp (TN) and ‖ ‖α,q,F means
a norm in the space Lαq (F ),
1
q = 1 −
1





Then from (4.16) and the Lemma 4.5 it follows
(4.17) Esλf(x) = O(1) ‖f‖−α,p
uniformly by x from K . Then from (4.17) we get the statement of
the Theorem 4.1.
5. Spherical partial sum of the multiple Fourier series and equicon-
vergene with the Fourier integral
For any distribution f ∈ E ′(TN) and any real number s ≥ 0 the
Riesz means of order s of the spherical partial sums of the series (4.1)
is defined by











where fn is the value of the functional f on a ”test” function
(2π)−
N
2 exp(−iyξ). If s = 0 and f = δ , then from (5.2) we ob-
tain the Direchlet kernel [4].
Let’s extend the distribution f to RN as
g =
{
f in TN ,
0 , in RN \ TN .(5.2)
Note that the distribution g belongs to the space E ′(RN) . Denote
by ĝ its Fourier transformation. For example, for the Delta function
we have δ̂(x) = 1. Then the Bochner-Riesz means of order s of the
Fourier integral of the Delta function is











Then we can define the Riesz means of the spherical partial sums of
the Fourier integral for any distribution g ∈ E ′(RN) as follows
(5.4) Rsλg(x) = < g, Θ
s
λ(x− y) > .
where g is acting on Θsλ(x− y) with the respect to the variable y.
In the critical index s = N−12 , Bochner [10], proved that the local-
ization for (5.4) holds and at the same time it fails for the partial sum
(5.1) in the class L1. He also proved that the localization in the critical
index is valid for both expansions in L2. This result for the expansions
12
in eigenfunctions of the Laplace operator proved by Levitan [17]. Below
critical index N−12 the problem studied by Il’in [12].
Summability of the spectral expansions of distributions studied in [3].
In [3] Sh.A. Alimov obtained precise conditions of the localization of
the spectral expansions associated with the Laplace operator. These
questions for the Fourier series studied in [23] and for the Forier integral
studied in [24].




with 1 < p ≤ 2 and suppf ⊂ Ω ⊂⊂ TN
σsλf(x) = R
s
λF (x) + O(1) ‖f‖−`,p,
where x ∈ TN \ Ω and ‖ · ‖−`,p a norm in L−`p (TN) :
‖f‖−`,p = (2π)−
N
2 ‖(1 + |n|2)`/2 fn exp(inx)‖p.
In case s < N−12 + ` the statement of the Theorem 5.1 is not valid for
any distribution [23]. In case p = 2 the Theorem 5.1 is proved in [24].






Lemma 5.2. Let ` > 0, s = N−12 + `. Then uniformly on any
compact set K ⊂ TN
(5.6) |Θs∗,λ(x)| = O(λ−
`
4 ).
As in previous section using the Poisson formula of summation we get
the following relation between expansions (5.1) and (5.4)
(5.7) σsλf(x) − RsλF (x) = < f,Θs∗,λ(x− y) > .
Let Ω0 ⊂⊂ Ω and suppf ⊂ Ω0 . Then from the Cauchy-Schwartz
inequality, taking into account that f ∈ L−`p (TN), obtain the following
(5.8) | < f,Θs∗,λ(x− y)| ≤ ‖f‖−`,p‖Θs∗,λ(x− y)‖`,p,0
where ‖Θs∗,λ(x − y) > ‖`,p,0 is a norm of Θs∗,λ(x − y) in L`p(Ω0) via
y ∈ Ω0,
From (5.8) and the Lemma 5.2 we get the following
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Lemma 5.3. Let s = N−12 + `, ` > 0, f ∈ L
−`
p (T
N) ∩ E ′(TN), 1 <
p ≤ 2 and let suppf ⊂ Ω ⊂⊂ TN .
Then uniformly on any compact set K ⊂ TN \ Ω
< f,Θs∗,λ(x− y) >= O(1)‖f‖−`,p
Then the statement of the Theorem 5.1 follows, in the standard way,
from the Lemma 5.3. This statement is proved in [24] in case p = 2
and in [32] for any p.
6. Uniform convergence on closed domains.
The uniform convergence of the Fourier series on the closed domains Ω
was studied by V.A. Il’in (see [16]). In [16] for the eigenfunction expan-
sions associated with the first, second and third boundary conditions for
the Laplace operator it was proved that if f ∈ W
N+2
2
p , p >
2N
N−1 and the
functions f,∆f, ....,∆βf, up to a certain order β, satisfy the appropriate
boundary conditions, then the Fourier series of f converges uniformly
on the closed domain Ω.
For the elliptic differential operator of order 2m with the regular
boundary conditions G.I. Eskin (see [11]) proved that the eigenfunction
expansion of a function in W̊
2N−1
4 +ε
p with any ε > 0 converges uniformly
on the closed domains.
E.I. Moiseev studied the problem for the elliptic operators of second
order for the first boundary value problem. In [22] it is proved that if
f is a function with compact support in the space W
N−1
2
p , p >
2N
N−1 , such







converges, then its expansion via eigenfunctions converges uniformly on
the closed domain Ω.








is valid uniformly on the closed domain Ω.
In [6] uniform convergence of expansions via eigenfunctions of the el-
liptic differential operator of order 2m with the Lopatinsky boundary
condition was studied and the following result is proved.
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Theorem 6.1. Let f be an arbitrary continuous function with compact
support in Ω. Then the Riesz means Esλf(x) of order s >
N
2 converge to
f uniformly on the closed domain Ω.
In [26] by using estimate (2.1) the condition s > N2 in the Theorem 6.1
was replaced by s > N−12 .
We mention also the following result (see [27]).
Theorem 6.2. Let
(6.2) α + s >
N − 1
2
, αp ≥ N, s ≥ 0, p ≥ 1.
Then for any continuous function f ∈ H̊αp (Ω) with the compact support




Note, from the Theorem 3.4 it follows that in the case αp = N the
condition α+s > (N−1)/2 is precise. In the case αp > N this problem
is open. The question of the summability on the closed domain in the
spaces of the distributions studied in [7].
Now we consider the problem of convergence of expansions via eigen-
functions in the spaces with mixed norm.
The space of all measurable functions with finite norm
‖f‖Lpq(RN ) = ‖‖f‖Lp(Rk)‖Lq(RN−k)
is called the space with mixed norm Lpq(RN). If a function is defined in
the domain Ω then the corresponding space can be defined by extending
a function by zero outside of the domain Ω.
By Hαpq we denote the Banach space of all measurable functions with
respect to the norm






Here α = ` + κ, ` is a non negative integer, 0 < κ ≤ 1, p, q ≥ 1, k =












kf(y) denotes the second difference of the function
∂kf(y) :
∆2z∂
kf(y) = ∂kf(y + z)− 2∂kf(y) + ∂kf(y).
‖f‖Lpq(Ω) denotes the norm in the space Lpq and, for h > 0, Ωh = {x ∈
Ω : dist(x, ∂Ω) > h}.
By H̊αpq(Ω) denote the closure of C
∞
0 (Ω) with respect to the norm of
the space Hαpq(Ω) .
Using the methods of [1]-[2] for functions in the spaces with the mixed
norm appropriate theorems on convergence of the spectral expansions
associated with the Laplace operator on compact subsets of the domain
were obtained in [36].
Theorem 6.3. Let f(x) be a continuous function with compact support









, 2 ≤ p < q, 0 < k < N.




This theorem in the spaces of distributions from the Sobolev spaces
with the mixed norm is proved in [29].
Note that Theorems 6.1 and 6.2 are obtaned only for the eigenfunc-
tion expansions associated withe first boundary problem for the Laplace
operator. Analogue of the theorem 6.2 in the generalized Sobolev spaces
of distributions is proved in [7]. Recently in [30] analogue of Theorem
6.2 in the generalized Sobolev spaces of distributions is proved for the
eigenfunction expansions associated with the Navie boundary conditions
for the bi-harmonic operator.
The problems of the convergence/summability of the Fourier series
(spectral expansions) on the closed domains remain open for any other
boundary conditions than first boundary condition (including second and
third type boundary conditions) even for the Laplace operator and other
operators then the Laplace operator with any boundary conditions.
7. Spectral expansions associated with the operators with sin-
gular coefficients.
In this section we consider the Schrodinger operator L = −∆ + q(x)
with the domain C∞0 (R






| ≤ const |x|−1−α,
where α = (α1, α2, ......, αN) is a multi-index.
From the Kato-Rellich theorem (see in [37], page 185) it follows that
operator L is essentially self-adjoin and bounded from the bottom with
some constant µ.
Denote by L̂ its only self-adjoin extension (closure) in L2(R
N).
Let {Eλ} be the corresponding spectral decomposition of unity. It is
well known that the operators Eλ are integral operators whose kernels
Θ(x, y, λ) belong to the C∞(RN) with respect to the both variables x
and y for any λ. The spectral decomposition of an arbitrary function





Let f ∈ E ′(RN). Since Θ(x, y, λ) ∈ C∞(RN × RN), it follows that
one can define the spectral decomposition of f by the formula
Eλf(x) = 〈f,Θ(x, y, λ)〉,
where the functional f acts on Θ(x, y, λ) with respect to the second
argument.
For any s ≥ 0, we introduce the Riesz means of the spectral decom-
position of f by the formula
Esλf(x) = 〈f,Θs(x, y, λ)〉,
where Θs(x, y, λ) is the Riesz mean of order s of the spectral function,








Theorem 7.1. Let ` > 0, s ≥ 0, and f ∈ E ′(RN) ∩W−l2 (RN). If s ≥




uniformly with the respect to x ∈ K for any compact subset K ⊂ RN \
supp(f). .
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Corollary 7.2. Let f ∈ E ′(RN) ∩W−`2 (RN), ` > 0, and let the distri-
bution f coincide with a continuous function g(x) in a domain D. If




uniformly on each compact set K ⊂ D.
Spectral expansions, associated with the Schrodinger operator is stud-
ied by A.R. Khalmukhamedov in various functional spaces (see in [20]).
In [28] localization problem of expansions via eigenfunctions of the
Schrodinger operator in the bounded domain in the spaces of distribu-
tions is studied and the sharp conditions are established. The summa-
bility problems of the eigenfunction expansions connected with one
Schrodinger operator on the closed domain with the smooth boundary
studied in [31].
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