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LIMIT THEOREMS FOR ADDITIVE C-FREE CONVOLUTION
JIUN-CHAU WANG
Abstrat. In this paper we determine the limiting distributional behavior for
sums of innitesimal -free random variables. We show that the weak onvergene
of lassial onvolution and that of -free onvolution are equivalent for measures in
an innitesimal triangular array, where the measures may have unbounded support.
Moreover, we use these limit theorems to study the -free innite divisibility and
stability. These results are obtained by omplex analyti methods without referene
to the ombinatoris of -free onvolution.
1. Introdution
The theory of the onditionally free (abbreviated as -free) random variables was
introdued by Bo»ejko, Leinert and Speiher in [9℄, as a generalization of Voiulesu's
freeness to the algebras with two states. The onept of -freeness leads to a bi-
nary operation, alled additive -free onvolution, on pairs of ompatly supported
probability measures on the real line. The -free analogues of entral and Poisson
limit theorems for identially distributed summands were also proved in [9℄. The
development of the -free probability theory relies heavily on the ombinatoris of
non-rossing partitions. The nature of the ombinatorial tools makes it diult to
disuss limit theorems when the measures do not have nite moments. Even for
nite moments the limit theorems proved in [9℄ and [10℄ require subtle ombinatoris
arguments.
The aim of this paper is to provide an analyti approah to study the asymptoti
distributional behavior of additive -free onvolution. As shown in [17℄, the same
approah also works in the multipliative ontext. The extension of (additive) -free
onvolution to measures with unbounded support was done by Belinshi [2℄. His
work provided useful inspirations for some of the analyti questions in our approah,
as will be seen below.
The remainder of this paper is organized as follows. In Setion 2 we deal with
the analyti problems involved in using an analogue of Voiulesu's R-transform for
measures without bounded support, and we extend the denition of -free onvolution
to pairs of arbitrary measures using this transform. Setion 3 ontains the main result
of this paper (Theorem 3.5), whih provides neessary and suient onditions for
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the weak onvergene of -free onvolution of measures in an innitesimal array. In
Setion 4 we present various haraterizations of -free innite divisibility, whih
extend the results in [15℄ for pairs of ompatly supported measures. Setion 5
ontains a brief disussion of -free stability.
2. Setting and Basi Properties
In this setion we fous on the analyti apparatus needed for the alulation of
-free onvolution. Most of the results we quoted from the literature were developed
for studying the free and boolean onvolutions. We refer the reader to the book [20℄
for a omprehensive introdution to free probability theory, and to the papers [18, 4℄
for a detailed treatment of boolean probability theory.
2.1. Cauhy transforms and -free onvolution. Denote by M the family of
all Borel probability measures on the real line R and set C+ = {z ∈ C : ℑz > 0},
C− = −C+. We assoiate eah measure µ ∈M its Cauhy transform
Gµ(z) =
∫ ∞
−∞
1
z − t dµ(t), z ∈ C
+,
and its reiproal Fµ = 1/Gµ : C
+ → C+. The measure µ an be reovered from Gµ
as the weak
∗
-limit of the measures
dνy(x) = −1
pi
ℑGµ(x+ iy) dx
as y → 0+. For α, β > 0, we dene the one Γα = {x+ iy ∈ C+ : |x| < αy} and the
trunated one Γα,β = {x+ iy ∈ Γα : y > β}. As shown in [7℄, we have ℑz ≤ ℑFµ(z)
for z ∈ C+ and
(2.1) Fµ(z) = z(1 + o(1)), z ∈ C+,
as z →∞ nontangentially (i.e., |z| → ∞ but z stays within a one Γα for some α >
0.) The measure µ is uniquely determined by the funtion Fµ, and onversely, any
analyti funtion F : C+ → C+ so that F (z) = z(1+o(1)) as z →∞ nontangentially
is of the form Fµ for a unique probability measure µ on R.
Property (2.1) also implies that, for every α > 0, there exists β = β(µ, α) > 0
suh that the funtion Fµ has a left inverse F
−1
µ (relative to omposition) dened in
Γα,β. Moreover, we see that F
−1
µ (z) = z(1 + o(1)) as z → ∞ nontangentially. For
µ, ν ∈M, the additive free onvolution µ⊞ν ∈M is haraterized [7℄ by the identity
F−1µ⊞ν(z) + z = F
−1
µ (z) + F
−1
ν (z),
where z is in a trunated one Γα,β ontained in the domain of all involved funtions.
For a measure µ ∈ M, observe that the funtion Eµ(z) = z − Fµ(z) takes values
in C− ∪ R and Eµ(z) = o(|z|) as z → ∞ nontangentially. Conversely, any analyti
funtion E : C+ → C− ∪ R with these properties is of the form Eµ for a unique
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probability measure µ. The additive boolean onvolution µ⊎ ν ∈M of two measures
µ, ν ∈M is haraterized [18, 4℄ by
Eµ⊎ν(z) = Eµ(z) + Eν(z), z ∈ C+.
The theory of -free onvolution for pairs of ompatly supported probability mea-
sures was rst studied in [9℄. The -free onvolution (µ1, ν1)⊞ (µ2, ν2) of suh pairs is
again a pair of ompatly supported probability measures (µ˜, ν˜), where the measure
ν˜ = ν1 ⊞ ν2. In order to desribe the measure µ˜, these authors further introdued,
for a pair of ompatly supported measures (µ, ν), the analyti funtion
C(µ,ν)(z) = z
[
Eµ
(
G−1ν (z)
)]
,
where the inversion of Gν is arried out in a neighborhood of ∞, and they proved
that
C(eµ,eν)(z) = C(µ1,ν1)(z) + C(µ2,ν2)(z).
The starting point for the treatment of measures with unbounded support is ob-
serving that, for arbitrary measures µ, ν ∈M, the funtion C(µ,ν) is atually dened
in an appropriate domain. For measures µ, ν ∈M, we introdue a new funtion
(2.2) Φ(µ,ν)(z) = Eµ
(
F−1ν (z)
)
in a trunated one Γα,β where the funtion F
−1
ν is dened. The funtion Φ(µ,ν) is
obtained from the funtion C(µ,ν)(z)/z by a hange of variable z 7→ 1/z, and is more
suitable for our purposes. It is easy to verify that we have
Φ(eµ,eν)(z) = Φ(µ1,ν1)(z) + Φ(µ2,ν2)(z)
in the ase of ompatly supported measures.
We will require the following result from [5℄, whose proof is based on the Cauhy
integral formula.
Lemma 2.1. Let α, β, ε be positive numbers, and let φ : Γα,β → C be an analyti
funtion suh that |φ(z)| ≤ ε |z| for every z ∈ Γα,β. Then, for every α′ < α and
β ′ > β, there exists K > 0 suh that the derivative φ′(z) is estimated as follows
|φ′(z)| ≤ Kε, z ∈ Γα′,β′.
The following result was rst noted in [2℄.
Proposition 2.2. Let µ1, µ2, ν1, ν2 ∈ M, and let ν = ν1 ⊞ ν2. Suppose that both
F−1ν1 and F
−1
ν2
are dened in a one Γα,β. Then there exists another trunated one
Γα′,β′ ⊂ Γα,β suh that the funtion
Φ(z) = Φ(µ1,ν1)(z) + Φ(µ2,ν2)(z), z ∈ Γα′,β′,
is of the form Φ(µ,ν) for a unique probability measure µ on R.
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Proof. Note that (2.1) shows that Fν(z) ∈ Γα,β as z →∞ nontangentially. To prove
the proposition, it sues to show that the funtion E(z) = Φ (Fν(z)) is of the form
Eµ(z) for a unique probability measure µ ∈ M, that is, to show that the funtion
E(z) extends analytially to C+ and E(z)/z → 0 as z →∞ nontangentially.
To this purpose, we appeal to a subordination result in [3℄ (see also [11℄) for free
onvolution ν1 ⊞ ν2, namely, there exist unique analyti funtions ω1, ω2 : C
+ → C+
suh that ωj(z) = z(1 + o(1)), j = 1, 2, as z → ∞ nontangentially and Fν(z) =
Fν1 (ω1(z)) = Fν2 (ω2(z)) for all z ∈ C+. Then, by (2.2), we have
E(z) = Eµ1 (ω1(z)) + Eµ2 (ω2(z))
in an open subset of C+, and hene the funtion E(z) extends analytially to the
entire upper half-pane C+.
On the other hand, Lemma 2.1 shows that the derivatives E ′µj (z) = o(1), j = 1, 2,
as z →∞ nontangentially. It follows that there exists M > β suh that
|E(z)− Eµ1(z)− Eµ2(z)| ≤ |ω1(z)− z| + |ω2(z)− z| ,
for z ∈ Γα,M , and hene we onlude that E(z)/z → 0 as z → ∞ nontangentially.
Thus the proof is omplete. 
Proposition 2.2 allows us to make the following denition whih will be used
throughout the rest of this paper.
Denition 2.3. Let µ1, µ2, ν1, ν2 ∈ M, and let ν = ν1 ⊞ ν2. The additive -free
onvolution (µ1, ν2) ⊞ (µ2, ν2) is the pair (µ, ν), where µ is the unique probability
measure provided by Proposition 2.2.
We will also use the somewhat abused notation
µ = µ1 ⊞ µ2.
Indeed, µ1 ⊞ µ2 depends on ν1 and ν2 as well. We hoose this shorter notation
beause the asymptoti behavior of free onvolution ⊞ is well understood (see [13℄,
and [8℄ for a dierent approah), and we would like to address onvergene issues on
the rst omponent of -free onvolution. Our seond remark is that the operation
⊞

is ommutative and assoiative by Proposition 2.2, and it redues to the original
-free onvolution introdued in [9℄ in the ase of ompatly supported measures.
2.2. Weak onvergene of probability measures. If µn and µ are elements of
M, or more generally, nite Borel measures on R, we say that µn onverges weakly
to µ if
lim
n→∞
∫ ∞
−∞
f(t) dµn(t) = lim
n→∞
∫ ∞
−∞
f(t) dµ(t)
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for every bounded ontinuous funtion f on R. The weak onvergene of measures
requires tightness. Reall that a family F of nite Borel measures on R is tight if
lim
y→+∞
sup
µ∈F
µ({t : |t| > y}) = 0.
Any tight sequene of probability measures has a subsequene whih onverges weakly
to a probability measure.
We note for further referene that weak onvergene of probability measures an
be translated in terms of onvergene properties of the orresponding funtions E
and Φ.
Proposition 2.4. Let {µn}∞n=1 and {νn}∞n=1 be two sequenes in M.
(1) The sequene µn onverges weakly to a measure µ ∈ M if and only if there
exists a trunated one Γ suh that the sequene Eµn onverges uniformly on
the ompat subsets of Γ to a funtion E, and Eµn(z) = o(|z|) uniformly in
n as |z| → ∞, z ∈ Γ. Moreover, we have E = Eµ in this situation.
(2) Assume that the sequene νn onverges weakly to a measure ν ∈ M. Then the
sequene µn onverges weakly to a measure µ ∈ M if and only if there exist
α, β > 0 suh that the funtions Φ(µn,νn) are dened in the one Γα,β for every
n, limn→∞Φ(µn,νn)(iy) exists for every y > β and Φ(µn,νn)(iy) = o(y) uni-
formly in n as y →∞. Moreover, in this ase we have limn→∞Φ(µn,νn)(iy) =
Φ(µ,ν)(iy) for every y > β.
Proof. We refer to [5℄ for the proof of (1). To prove (2), note rst that the existene of
the trunated one Γα,β is provided by the weak onvergene of the sequene {νn}∞n=1
(see [5, Proposition 2.3℄). Moreover, the sequene F−1νn onverges uniformly on the
ompat subsets of Γα,β to the funtion F
−1
ν , and F
−1
νn
(z) = z(1 + o(1)) uniformly in
n as z →∞, z ∈ Γα,β.
Assume that the measures µn onverge weakly to a measure µ. Then (1) and
Lemma 2.1 imply that the derivatives E ′µ(z) = o(1) and E
′
µn
(z) = o(1) uniformly in
n as z →∞ nontangentially. It follows that there exists M > β suh that∣∣Φ(µn,νn)(z)− Φ(µ,ν)(z)∣∣ = ∣∣Eµn (F−1νn (z))− Eµ (F−1ν (z))∣∣
≤ ∣∣Eµn (F−1νn (z))− Eµn (F−1ν (z))∣∣
+
∣∣Eµn (F−1ν (z)) −Eµ (F−1ν (z))∣∣
≤ ∣∣F−1νn (z)− F−1ν (z)∣∣ + ∣∣Eµn (F−1ν (z)) −Eµ (F−1ν (z))∣∣
for every n ∈ N and z ∈ Γα,M . Hene (1) implies that Φ(µn,νn)(z) = o(|z|) uniformly
in n as z →∞, z ∈ Γα,β. The family {Φ(µn,νn)}∞n=1 is normal, and hene it has sub-
sequenes whih onverge uniformly on the ompat subsets of Γα,β . Moreover, the
above estimate and (1) atually imply that the limit of suh a subsequene must be
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the funtion Φ(µ,ν). Therefore we onlude that the entire sequene {Φ(µn,νn)}∞n=1 on-
verges uniformly on the ompat subsets of Γα,β to the funtion Φ(µ,ν). In partiular,
these results hold for z = iy, y > β.
Conversely, let us assume that limn→∞Φ(µn,νn)(iy) exists for every y > β and
Φ(µn,νn)(iy) = o(y) uniformly in n as y → ∞. We rst show that the sequene
{µn}∞n=1 is tight. Let us dene un = un(y) = F−1νn (iy) = iy + φνn(iy) for y > β, and
also observe that φνn(iy) = o(y) uniformly in n as y →∞ by the assumption on the
weak onvergene of {νn}∞n=1. Then we have
un − Fµn(un) = Eµn(un) = Φ(µn,νn)(iy) = o(y)
uniformly in n as y →∞. Moreover, note that
|Gµn(un(y))| ≤
1
ℑun =
1
y + o(y)
uniformly in n as y →∞. Hene, we onlude that u2nGµn(un)−un = o(y) uniformly
in n as y →∞. On the other hand, sine un = iy + o(y) uniformly in n as y →∞,
there exists M > β suh that
t2
(ℜun(y)− t)2 + (ℑun(y))2 ≥
1
8
, t ∈ R, |t| ≥ y > M,
for every n. Finally, putting everything together, we have
−1
y
ℑ (u2nGµn(un)− un) = ℑuny
∫ ∞
−∞
t2
(ℜun − t)2 + (ℑun)2 dµn(t)
≥ ℑun
y
∫
|t|≥y
1
8
dµn(t) =
ℑun
8y
µn({t : |t| ≥ y}),
for every n and y > M , whih implies that {µn}∞n=1 is tight. If µ ∈ M is a weak
luster point of {µn}∞n=1, then the rst part of the proof shows that the funtion
Φ(µ,ν) is uniquely determined and hene so is the measure µ. Therefore the sequene
µn onverges weakly to the measure µ. 
Note that, in ase νn = δ0, Proposition 2.4 gives the equivalene between the weak
onvergene of {µn}∞n=1 and onvergene properties of {Eµn(iy)}∞n=1.
2.3. Innite divisibility. A pair of probability measures (µ, ν) is said to be ⊞

-
innitely divisible if, for every n ∈ N, there exist measures µn, νn ∈M suh that
(µ, ν) = (µn, νn)⊞ (µn, νn)⊞ · · ·⊞ (µn, νn)︸ ︷︷ ︸
n times
,
in other words, we have
µ = µn ⊞ µn ⊞ · · ·⊞ µn︸ ︷︷ ︸
n times
and ν = νn ⊞ νn ⊞ · · ·⊞ νn︸ ︷︷ ︸
n times
.
The notion of innite divisibility related to other onvolutions is dened analogously.
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The Lévy-Hin£in formula (see [12℄) haraterizes the innite divisibility relative
to lassial onvolution ∗ of a probability measure in terms of its Fourier transform.
Namely, a measure ν ∈ M is ∗-innitely divisible if and only if there exist γ ∈ R
and a nite positive Borel measure σ on R suh that the Fourier transform ν̂ of the
measure ν is given by
(2.3) ν̂(t) = exp
[
iγt +
∫ ∞
−∞
(
eitx − 1− itx
1 + x2
)
1 + x2
x2
dσ(x)
]
, t ∈ R.
The free analogue of Lévy-Hin£in formula for a ⊞-innitely divisible probability
measure was proved in [19, 7℄. A measure ν ∈M is ⊞-innitely divisible if and only
if there exist γ ∈ R and a nite positive Borel measure σ on R suh that
(2.4) F−1ν (z) = γ + z +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+.
In other words, the funtion F−1ν an be extended analytially to C
+
if the measure
ν is ⊞-innitely divisible.
Every measure ν ∈ M is ⊎-innitely divisible [18℄. The reason for this is that
every analyti self-mapping of C+ has a Nevanlinna integral representation [1℄. In
partiular, the funtion Eν an be written as
(2.5) Eν(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+,
where γ ∈ R and σ is a nite positive Borel measure on R.
In the sequel, we will use the notations νγ,σ∗ , ν
γ,σ
⊞
and νγ,σ⊎ to denote respetively
the ∗-, ⊞-, and ⊎-innitely divisible measures that are uniquely determined by γ and
σ via the formulas (2.3), (2.4) and (2.5).
3. Proof of the Main Result
Let {kn}∞n=1 be a sequene of positive integers, and let {cn}∞n=1 and {c′n}∞n=1 be
two sequenes in R. Consider two innitesimal triangular arrays {µnk : n ∈ N, 1 ≤
k ≤ kn} and {νnk : n ∈ N, 1 ≤ k ≤ kn} in M. Here the innitesimality of the array
{µnk}n,k means that
lim
n→∞
max
1≤k≤kn
µnk({t ∈ R : |t| ≥ ε}) = 0,
for every ε > 0. The goal of this setion is to study the asymptoti behavior of the
sequene {(µn, νn)}∞n=1, where
(µn, νn) = (δcn, δc′n)⊞ (µn1, νn1)⊞ (µn2, νn2)⊞ · · ·⊞ (µnkn, νnkn),
and δc denotes the Dira point mass at c ∈ R.
To this purpose, we introdue the measures µ◦nk by setting
dµ◦nk(t) = dµnk(t+ ank),
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where the numbers ank ∈ [−1, 1] are given by
(3.1) ank =
∫
|t|<1
t dµnk(t).
Note that the array {µ◦nk}n,k is innitesimal and limn→∞max1≤k≤kn |ank| = 0.
We also assoiate eah measure µ◦nk an analyti funtion
fnk(z) =
∫ ∞
−∞
tz
z − t dµ
◦
nk(t), z ∈ C+.
Observe that ℑfnk(z) < 0 for all z ∈ C+ unless the measure µ◦nk = δ0, and that
fnk(z) = o(|z|) as z →∞ nontangentially.
We will require the following result.
Proposition 3.1. Let Γα,β be a trunated one, and let {cn}∞n=1 be a sequene in R.
Suppose that the arrays {µnk}n,k and {νnk}n,k in M are innitesimal, and that the
entered measures µ◦nk are dened as above. Then
(1) Eµ◦
nk
(z) = fnk(z+ank)(1+ vnk(z)) for suiently large n, where the sequene
vn(z) = max1≤k≤kn |vnk(z)| has the properties that limn→∞ vn(z) = 0 for all
z ∈ Γα,β and vn(z) = o(1) uniformly in n as |z| → ∞, z ∈ Γα,β.
(2) For every n, k and z, w ∈ Γα,β, we have
|fnk(w)− fnk(z)| ≤ |fnk(z)| |z − w|ℑz
(
1 +
√
1 + α2
∣∣∣ z
w
− 1
∣∣∣) .
(3) For every y > β, the sequene {cn+
∑kn
k=1Eµnk(iy)}∞n=1 onverges if and only
if the sequene {cn +
∑kn
k=1 [ank + fnk(iy)]}∞n=1 onverges. Moreover, the two
sequenes have the same limit.
(4) If
L = sup
n≥1
kn∑
k=1
∫ ∞
−∞
t2
1 + t2
dµ◦nk(t) < +∞,
then cn +
∑kn
k=1Eµnk(iy) = o(y) uniformly in n as y → ∞ if and only if
cn +
∑kn
k=1 [ank + fnk(iy)] = o(y) uniformly in n as y →∞.
Proof. (1), (3) and (4) are proved in [21℄. To prove (2), let us onsider the analyti
funtion
fµ(z) =
∫ ∞
−∞
tz
z − t dµ(t), z ∈ C
+,
for a measure µ ∈ M. For z, w ∈ C+, we have
|fµ(z)− fµ(w)| ≤ |z − w|
∫ ∞
−∞
t2
|w − t| |z − t| dµ(t)
and
ℑz
∫ ∞
−∞
t2
|z − t|2 dµ(t) = |ℑfµ(z)| ≤ |fµ(z)| .
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In addition, we have ∣∣∣∣ z − tw − t
∣∣∣∣ ≤ |z − w|+ |w − t||w − t|
= 1 +
∣∣∣∣ ww − t
∣∣∣∣ ∣∣∣ zw − 1∣∣∣
≤ 1 +
√
1 + α2
∣∣∣ z
w
− 1
∣∣∣
for every t ∈ R and z, w ∈ Γα. Therefore (2) follows from these onsiderations. 
It was rst observed in [6℄ that for any given trunated one Γα,β, the funtion
F−1µ is dened in Γα,β as long as the measure µ onentrates near the origin. More
preisely, for given α, β > 0, there exists ε > 0 with the property that if µ ∈ M is
suh that µ({t ∈ R : |t| ≥ ε}) < ε, then the funtion F−1µ is dened in Γα,β.
Lemma 3.2. Let Γα,β be a trunated one, and let {µnk}n,k and {νnk}n,k be two
innitesimal arrays in M. Then, for suiently large n, we have
Φ(µnk ,νnk)(z)− ank = fnk(z)(1 + unk(z)), z ∈ Γα,β, 1 ≤ k ≤ kn,
where the sequene
un(z) = max
1≤k≤kn
|unk(z)|
has the properties that limn→∞ un(z) = 0 for all z ∈ Γα,β, and that un(z) = o(1)
uniformly in n as |z| → ∞, z ∈ Γα,β.
Proof. Introdue measures
dν◦nk(t) = dνnk(t+ ank),
where the real numbers ank are dened as in (3.1). The innitesimality of the arrays
{νnk}n,k and {ν◦nk}n,k and the remark we make prior to the urrent lemma imply, as
n tends to innity, that the funtions F−1νnk and F
−1
ν◦
nk
are dened in the one Γα,β and
moreover F−1νnk(z) = z(1 + o(1)) uniformly in k and z ∈ Γα,β.
The desired result now follows from (1) and (2) of Proposition 3.1, and from the
following observation:
Φ(µnk ,νnk)(z)− ank = Φ(µ◦nk ,ν◦nk)(z) = Eµ◦nk
(
F−1ν◦
nk
(z)
)
= Eµ◦
nk
(
F−1νnk(z)− ank
)
.

As shown in [8℄, the real and the imaginary parts of the funtion fnk beome
omparable when n is large. More preisely, we have
|ℜfnk(iy)| ≤ (3 + 6y) |ℑfnk(iy)| , 1 ≤ k ≤ kn, y ≥ 1,
and
|ℜfnk(iy)| ≤ 2 |ℑfnk(iy)|+ |bnk(y)| , 1 ≤ k ≤ kn, y ≥ 1,
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where n is suiently large and the real-valued funtion bnk(y) is dened by
bnk(y) =
∫
|t|≥1
[
ank +
(t− ank)y2
y2 + (t− ank)2
]
dµnk(t).
We will need an auxiliary result from [21℄, where it was written in a slightly
dierent form.
Lemma 3.3. Consider a triangular array {snk}n,k in [0,+∞) and two arrays {znk}n,k
, {wnk}n,k in C. Let {cn}∞n=1 be a sequene in R. Assume that
(1) ℑwnk ≤ 0 and ℑznk ≤ 0 for all n and k;
(2) znk = wnk(1 + εnk) and limn→∞ εn = 0, where εn = max1≤k≤kn |εnk|;
(3) there exists a onstant M > 0 suh that |ℜwnk| ≤ M |ℑwnk| + snk for all n
and k.
Then, for suiently large n, we have∣∣∣∣∣
kn∑
k=1
[znk − wnk]
∣∣∣∣∣ ≤ (1 +M)εn
∣∣∣∣∣
kn∑
k=1
ℑwnk
∣∣∣∣∣+ εn
kn∑
k=1
snk,
and
(1− εn − εnM)
∣∣∣∣∣
kn∑
k=1
ℑwnk
∣∣∣∣∣ ≤
∣∣∣∣∣
kn∑
k=1
ℑznk
∣∣∣∣∣ + εn
kn∑
k=1
snk.
In partiular, if supn≥1
∑kn
k=1 snk < +∞, then the sequene {cn +
∑kn
k=1 znk}∞n=1 on-
verges if and only the sequene {cn+
∑kn
k=1wnk}∞n=1 does. Moreover, the two sequenes
have the same limit.
Proposition 3.4. Let {µnk}n,k and {νnk}n,k be two innitesimal arrays in M, and
let {cn}∞n=1 be a sequene of real numbers. Given β ≥ 1, suppose Γα,β is the trunated
one where the funtions Φ(µnk ,νnk) are dened
(1) For every y > β, the sequene {cn +
∑kn
k=1Φ(µnk ,νnk)(iy)}∞n=1 onverges if
and only if the sequene {cn +
∑kn
k=1Eµnk(iy)}∞n=1 does. Moreover, the two
sequenes have the same limit.
(2) If L < +∞ as in (4) of Proposition 3.1, then cn+
∑kn
k=1Φ(µnk ,νnk)(iy) = o(y)
uniformly in n as y →∞ if and only if cn +
∑kn
k=1Eµnk(iy) = o(y) uniformly
in n as y →∞.
Proof. It was proved in [8℄ that
∑kn
k=1 |bnk(y)| ≤ 5yL for suiently large n and
y ≥ 1. Applying Lemmas 3.2 and 3.3 to arrays {fnk(iy)}n,k and {Φ(µnk ,νnk)(iy) −
ank}n,k, we onlude that the two sequenes {cn+
∑kn
k=1 [ank + fnk(iy)]}∞n=1 and {cn+∑kn
k=1 Φ(µnk ,νnk)(iy)}∞n=1 have the same asymptoti behavior as n → ∞. Then the
proof is ompleted by (3) and (4) of Proposition 3.1. 
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We are now ready for the main result of this setion. Fix real numbers γ, γ′ and
nite positive Borel measures σ, σ′ on R. Reall that νγ,σ∗ , ν
γ,σ
⊞
and νγ,σ⊎ are the ∗-,
⊞-, and ⊎-innitely divisible measures that we have seen in Setion 2.3.
Theorem 3.5. Let {cn}∞n=1 and {c′n}∞n=1 be two sequenes in R, and let {µnk}n,k and
{νnk}n,k be two innitesimal arrays in M. Suppose that the sequene δc′n ⊞ νn1 ⊞
νn2 ⊞ · · ·⊞ νnkn onverges weakly to νγ
′,σ′
⊞
as n→∞. Then the following assertions
are equivalent:
(1) The sequene δcn ⊞ µn1 ⊞ µn2 ⊞ · · ·⊞ µnkn onverges weakly to µ ∈M.
(2) The sequene δcn ⊎ µn1 ⊎ µn2 ⊎ · · · ⊎ µnkn onverges weakly to νγ,σ⊎ .
(3) The sequene δcn ⊞ µn1 ⊞ µn2 ⊞ · · ·⊞ µnkn onverges weakly to νγ,σ⊞ .
(4) The sequene δcn ∗ µn1 ∗ µn2 ∗ · · · ∗ µnkn onverges weakly to νγ,σ∗ .
(5) The sequene of measures
dσn(t) =
kn∑
k=1
t2
1 + t2
dµ◦nk(t)
onverges weakly on R to the measure σ, and the sequene of numbers
γn = cn +
kn∑
k=1
[
ank +
∫ ∞
−∞
t
1 + t2
dµ◦nk(t)
]
onverges to γ as n→∞.
Moreover, if (1)-(5) are satised, then we have Φ
(µ,νγ
′ ,σ′
⊞
)
= Eνγ,σ
⊎
in a trunated one.
Proof. The equivalene of (2), (3), (4) and (5) was proved in [21℄. We will show the
equivalene of (1) and (2). Assume that (1) holds. Dene
µn = δcn ⊞ µn1 ⊞ µn2 ⊞ · · ·⊞ µnkn, νn = δc′n ⊞ νn1 ⊞ νn2 ⊞ · · ·⊞ νnkn ,
and
ρn = δcn ⊎ µn1 ⊎ µn2 ⊎ · · · ⊎ µnkn, n ∈ N.
Then, by the weak onvergene of {νn}∞n=1, there exists a trunated one Γα,β suh
that the funtions Φ(µn,νn) are dened in Γα,β. Thus we have
Φ(µn,νn)(z) = cn +
kn∑
k=1
Φ(µnk ,νnk)(z)
in the one Γα,β and
Eρn(z) = cn +
kn∑
k=1
Eµnk(z), z ∈ C+.
Also, note that
(3.2) cn +
kn∑
k=1
[ank + fnk(z)] = γn +
∫ ∞
−∞
1 + tz
z − t dσn(t),
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and that the quantity L as in (4) of Proposition 3.1 is preisely supn≥1 σn(R).
Propositions 2.4, 3.1 and 3.4 imply that
lim
n→∞
Eρn(iy) = Φ(µ,νγ′ ,σ′
⊞
)
(iy) = lim
n→∞
(
cn +
kn∑
k=1
[ank + fnk(iy)]
)
, y > β.
Sine {cn+
∑kn
k=1 [ank + fnk]}∞n=1 is a normal family, an appliation of Montel's theo-
rem shows that the sequene {cn+
∑kn
k=1 [ank + fnk(i)]}∞n=1 onverges to Φ(µ,νγ′ ,σ′
⊞
)
(i).
Hene (3.2) implies that
lim
n→∞
σn(R) = lim
n→∞
−ℑ
(
cn +
kn∑
k=1
[ank + fnk(i)]
)
= −ℑΦ
(µ,νγ
′ ,σ′
⊞
)
(i) < +∞.
We dedue that L = supn≥1 σn(R) < +∞, and therefore (2) holds by Propositions
2.4 and 3.4. Moreover, in this ase we have Φ
(µ,νγ
′ ,σ′
⊞
)
= Eνγ,σ
⊎
in the one Γα,β by the
uniqueness priniple in omplex analysis.
Conversely, suppose now (2) holds. Using the equivalene of (2) and (5), we see
that L < +∞ and hene (1) follows again from Propositions 2.4 and 3.4. 
Theorem 3.5 shows that the reiproal of the Cauhy transform of the limit law µ
is given by
(3.3) Fµ(z) = z −Eνγ,σ
⊎
(
F
ν
γ′,σ′
⊞
(z)
)
, z ∈ C+.
Therefore, in order to determine the limit law µ, one rst nds the parameters γ, γ′,
σ and σ′ by (5) of Theorem 3.5, then uses the formulas (2.4) and (2.5) to obtain the
funtion Fµ from (3.3). Finally, the measure µ is reovered from the funtion Gµ as
we have seen in Setion 2.1.
In this spirit, we see that the results in [9℄ onerning the -free analogues of the
entral and Poisson limit theorems are diret onsequenes of Theorem 3.5. Indeed,
given α, β ≥ 0, in ase γ = γ′ = 0, σ = α2δ0 and σ′ = β2δ0, the limit law µ is a -free
version of the entered Gaussian distribution on R whih appeared in [9, Theorem
4.3℄. A -free analogue of the Poisson law as in [9, Theorem 4.4℄ is obtained when
γ = α/2, γ′ = β/2, σ = (α/2)δ1 and σ
′ = (β/2)δ1.
It is also interesting to note that (3.3) shows that the limit law µ = δ0 if and only
if γ = 0 and the measure σ = δ0. Thus, by Theorem 3.5, one obtains neessary and
suient onditions for the weak onvergene to the Dira measure at the origin,
whih an be viewed as the -free analogue of the weak law of large numbers.
4. Appliation to the ⊞

-infinite Divisibility
In this setion we give various haraterizations of the ⊞

-innite divisibility with
the help of Theorem 3.5. The analogue of Theorem 4.1 for ompatly supported
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measures was obtained earlier in [15℄ by analyzing the solutions of a omplex Burger's
equation. The approah we presented here deals with general probability measures,
and does not involve suh a dierential equation.
Before outlining the main result we need a denition. A family of pairs {(µt, νt)}t≥0
of probability measures on R is said to be a weakly ontinuous semigroup relative
to the onvolution ⊞

if (µt, νt) ⊞ (µs, νs) = (µt+s, νt+s) for t, s ≥ 0, and the maps
t 7→ µt and t 7→ νt are ontinuous.
Theorem 4.1. Given a ⊞-innitely divisible measure ν ∈M and a measure µ ∈M,
the following statements are equivalent:
(1) The pair (µ, ν) is ⊞

-innitely divisible.
(2) There exists a real number γ and a nite positive Borel measure σ on R suh
that the funtion
Φ(µ,ν)(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+.
(3) The funtion Φ(µ,ν) an be analytially ontinued to C
+
.
(4) There exists a weakly ontinuous semigroup {(µt, νt)}t≥0 relative to ⊞ suh
that (µ0, ν0) = (δ0, δ0) and (µ1, ν1) = (µ, ν).
Moreover, if statements (1) to (4) are all satised, then the limit
γ = lim
t→0+
[
1
t
∫ ∞
−∞
x
1 + x2
dµt(x)
]
exists and the measure σ is the weak limit of measures
1
t
x2
1 + x2
dµt(x)
as t→ 0+.
Proof. We rst prove that (1) implies (2). Assume that (1) holds. For every n ∈ N,
we have
µ = µn ⊞ µn ⊞ · · ·⊞ µn︸ ︷︷ ︸
n times
and ν = νn ⊞ νn ⊞ · · ·⊞ νn︸ ︷︷ ︸
n times
,
where µn, νn ∈ M. Then we have F−1νn (z) − z = [F−1ν (z)− z] /n, and hene the
measures νn onverge weakly to δ0 as n → ∞ by Proposition 2.3 in [5℄. On the
other hand, the identity Φ(µn,νn)(z) = Φ(µ,ν)(z)/n and Proposition 2.4 imply that the
measures µn onverge weakly to δ0 as well. Let us introdue two innitesimal arrays
{µnk}n,k and {νnk}n,k by setting µnk = µn and νnk = νn, where 1 ≤ k ≤ n. Then
the measure µ (resp., ν) an be viewed as the weak limit of the -free (resp., free)
onvolutions µn1⊞ µn2⊞ · · ·⊞ µnn (resp., νn1⊞ νn2⊞ · · ·⊞ νnn). Hene (2) follows
form Theorem 3.5.
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The equivalene of (2) and (3) is based on the Nevanlinna integral representation
of analyti self-mappings in C+(see [1℄).
We next show that (2) implies (4). Suppose that (2) holds. It was proved in [7℄
that there exists a weakly ontinuous semigroup {νt}t≥0 relative to ⊞ so that ν0 = δ0
and ν1 = ν. Then, for every t ≥ 0, there exists a unique probability measure µt on
R suh that Eµt(z) = t
(
Φ(µ,ν) (Fνt(z))
)
for all z ∈ C+, where µ0 = δ0. It is easy to
see that the -free onvolution semigoup {(µt, νt)}t≥0 has the desired properties.
The impliation form (4) to (1) is obvious. To nish the proof, we only need to
show the assertions about the measure σ and the number γ. Assume that the pair
(µ, ν) is ⊞

-innitely divisible, and let {(µt, νt)}t≥0 be the orresponding onvolution
semigroup as in (4). Let {tn}∞n=1 be a sequene of positive real numbers suh that
limn→∞ tn = 0. Let kn = [1/tn] for every n ∈ N, where [x] denotes the largest integer
that is no greater than the real number x. Observe that
1− tn < tnkn ≤ 1, n ∈ N.
Hene we have limn→∞ tnkn = 1, and further the properties of the semigroup {(µt, νt)}t≥0
show that the -free onvolutions
µtn ⊞ µtn ⊞ · · ·⊞ µtn︸ ︷︷ ︸
kn times
= µtnkn
onverge weakly to the measure µ1 = µ as n → ∞. Theorem 3.5 then implies that
the measures
1
tn
x2
1 + x2
dµ◦tn(x) =
1
tnkn
kn
x2
1 + x2
dµ◦tn(x)
onverge weakly to the measure σ and
γ = lim
n→∞
[
1
tn
∫ ∞
−∞
x
1 + x2
dµ◦t (x)
]
,
where the entered measures dµ◦tn(x) = dµtn(x+ an) and the numbers an are dened
as in (3.1). The desired result follows from the fats that limn→∞ an = 0, and that the
topology on the set M determined by the weak onvergene of measures is atually
metrizable [12, Problem 14.5℄. 
We onlude this setion by showing a result, whih is a -free analogue of Hin£in's
lassial theorem on the ∗-innite divisibility [14℄.
Corollary 4.2. Let {cn}∞n=1 and {c′n}∞n=1 be two sequenes in R, and let {µnk}n,k and
{νnk}n,k be two innitesimal arrays in M. Suppose that the sequene δcn ⊞ µn1 ⊞
µn2⊞· · ·⊞µnkn onverges weakly to µ, and that the sequene δc′n⊞νn1⊞νn2⊞· · ·⊞νnkn
onverges weakly to ν. Then the pair (µ, ν) is ⊞

-innitely divisible.
Proof. It was proved in [6℄ that the measure ν must be ⊞-innitely divisible. There-
fore the result follows immediately from Theorems 3.5 and 4.1. 
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5. Stable Laws
In this setion we determine all ⊞

-stable pairs of measures, whih are dened as
follows. Denote by M×M the set of all pairs of measures (µ, ν), where µ, ν ∈ M.
Two pairs of measures (µ1, ν1) and (µ2, ν2) in M ×M are said to be equivalent
if there exist real numbers a, b, with a > 0, suh that dµ2(t) = dµ1(at + b) and
dν2(t) = dν1(at+ b); we indiate this by writing (µ1, ν1) ∼ (µ2, ν2). By analogy with
lassial probability theory, we say a pair of measures (µ, ν) ∈ M×M is ⊞

-stable
if (µ1, ν1)⊞ (µ2, ν2) ∼ (µ, ν) whenever (µ1, ν1) ∼ (µ, ν) ∼ (µ2, ν2).
Remark 5.1. Note that if dµ2(t) = dµ1(at+ b) and dν2(t) = dν1(at+ b), where a > 0,
then (2.2) shows that
(5.1) Φ(µ2,ν2)(z) =
1
a
[
Φ(µ1,ν1)(az)− b
]
in a trunated one. Conversely, if pairs (µ1, ν1) and (µ2, ν2) are suh that dν2(t) =
dν1(at + b), where a > 0, and (5.1) holds in a trunated one, then
dµ2(t) = dµ1(at + b).
Proposition 5.2. If (µ, ν) is ⊞

-stable, then (µ, ν) is ⊞

-innitely divisible.
Proof. The ⊞

-stability of (µ, ν) implies that (µ⊞

µ, ν⊞ν) = (µ, ν)⊞

(µ, ν) ∼ (µ, ν),
that is, there exist a2 > 0 and b2 ∈ R suh that
dµ(t) = d(µ⊞

µ)(a2t+ b2) and dν(t) = d(ν ⊞ ν)(a2t + b2).
The analyti desription of free onvolution implies that
F−1ν (z) =
1
a2
[
F−1ν⊞ν(a2z)− b2
]
=
2
a2
[
F−1ν (a2z)−
b2
2
]
− z
= 2F−1ν2 (z)− z = F−1ν2⊞ν2(z),
where dν2(t) = dν(a2t + b2/2). This shows that ν = ν2 ⊞ ν2. Moreover, Remark 5.1
and Proposition 2.2 show that
Φ(µ,ν)(z) =
1
a2
[
Φ(µ⊞

µ,ν⊞ν)(a2z)− b2
]
=
2
a2
[
Φ(µ,ν)(a2z)− b2
2
]
= 2Φ(µ2,ν2)(z) = Φ(µ2⊞µ2,ν2⊞ν2)(z)
in a trunated one, where dµ2(t) = dµ(a2t+b2/2). Therefore, we have µ = µ2⊞µ2.
Next, we onsider (µ2, ν2) ∼ (µ, ν) = (µ2 ⊞ µ2, ν2 ⊞ ν2). By a slight modiation
of the above argument, it is easy to verify that there exist a3 > 0 and b3 ∈ R suh
that ν = ν3 ⊞ ν3 ⊞ ν3 and µ = µ3 ⊞ µ3 ⊞ µ3, where dν3(t) = dν2(a3t + b3/3) and
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dµ3(t) = dµ2(a3t + b3/3). Continuing in this fashion, we see that the pair (µ, ν) is
⊞

-innitely divisible. 
Reall from [7℄ that an analyti funtion φ : C+ → C− ∪ R is said to be stable if
for every a > 0, there exist b > 0 and c ∈ R suh that
φ(z) +
1
a
φ(az) =
1
b
φ(bz) + c, z ∈ C+.
The next result follows immediately from Remark 5.1.
Proposition 5.3. A ⊞

-innitely divisible pair of measures (µ, ν) is ⊞

-stable if and
only if the funtions Φ(µ,ν) and F
−1
ν (z)− z are stable.
A omplete haraterization of stable analyti funtions was proved in [7℄. We will
write out this result below for the sake of ompleteness. The omplex funtions in
the following list are given by their prinipal value in the upper half plane.
Theorem 5.4. The following is a omplete list of the stable analyti funtions φ :
C+ → C− ∪ R.
(1) φ(z) = a+ ib, a ∈ R and b ≤ 0.
(2) φ(z) = a+ bz−α+1, a ∈ R, α ∈ (1, 2], b 6= 0, and arg b ∈ [(α− 2)pi, 0].
(3) φ(z) = a+ bz−α+1, a ∈ R, α ∈ (0, 1), b 6= 0, and arg b ∈ [−pi, (α− 1)pi].
(4) φ(z) = a+ b log z, a ∈ C− ∪ R and b < 0.
Finally, we briey outline the role of ⊞

-stable pairs of measures in relation to the
limit theorems. Following the ideas in [16℄, one an show that a pair of measures
(µ, ν) is ⊞

-stable if and only if there exist An > 0, Bn ∈ R and measures µ′, ν ′ ∈M
so that the measure µ (resp., ν) is the weak limit of -free (resp., free) onvolutions
µn ⊞ µn ⊞ · · ·⊞ µn︸ ︷︷ ︸
n times
(resp., νn ⊞ νn ⊞ · · ·⊞ νn︸ ︷︷ ︸
n times
), where the measure µn and νn are
given by
dµn(t) = dµ
′(Ant+Bn), and dνn(t) = dν
′(Ant+Bn).
We will not provide the details of the proof of the above assertion beause it is quite
similar to those in the free ase [16℄. The reader will have no diulty in providing
his/her own proof.
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