A problem in model selection, namely the identification of multiple change points for a piece-wise constant hazard rate, is discussed. A methodology using the Bayes' Information Criterion is developed in an overdispersed survival model (with corresponding quasi-likelihood function). The technique is used to identify changes in the historical frequency of forest fire. It is applied to two datasets derived from time-since-fire maps in the Canadian Rockies.
INTRODUCTION
This article discusses a problem in model selection, namely the identification of multiple change points for a piece-wise constant hazard rate, in an overdispersed survival model. The context in which the problem arises is that of identifying changes in the historical frequency of forest fire. This is a question of interest to ecologists and forest-fire researchers and may also provide information for more general studies on climate change. Furthermore the estimation of historical fire frequencies is important in attempts to establish preserves of natural forest for purposes of biodiversity conservation. Such preserves are required to mimic, at the landscape level, the age distribution of "natural" undisturbed forest (Anon 1995) . At least for boreal forests where the main agent of stand regeneration is fire, the natural age distribution will depend on the "natural" fire frequency, that is, the fire frequency which prevailed before intervention by people of European origin.
While the methodology developed in the article is described in terms of the fire history problem, there is no reason why it could not be adapted for application to other problems in survival analysis in which the identification of change points for the hazard rate is of major interest (Matthews & Farewell 1982 , Worsley 1988 , Loader 1991 .
The statistical methodology used in analyzing fire history data has, until recently, been largely informal, based on a graphical analysis of the semi-log plot of the cumulative time-since-fire area distribution (e.g., Fig. 1, lower panel) . The expository article of Johnson & Gutsell (1994) provides a description of such methods, in which after first checking for spatial heterogeneity, and if necessary partitioning the region into spatially homogeneous sub-regions, changes in slope in the semi-log plot are identified visually.
In recent articles likelihood inference for the hazard rates prevailing between pre-specified change points for fire-map (Reed et al. 1997) and fire sample data (Reed 1996) has been developed using overdispersed survival models. The problem of identifying change points from the data alone has been addressed by Reed (1998) , where a test for a homogeneous hazard (no change points) against the alternative of a single change point (partitioning the past into two homogeneous epochs) is developed. However when multiple change points are possible the problem is essentially one of model selection, analagous to the variable selection problem in regression. While the maximum likelihood paradigm is not well suited to such problems, other procedures (backwards elimination, forward selection, stepwise, etc.) have been suggested in the regression context and the Reed (1998) paper explores the use of these for the inclusion or removal of change points.
In this paper an alternative approach to model selection problems based on the Bayes Information Criterion (BIC) (Raftery 1995; Kass & Raftery 1995 and references therein) is employed for identifying change points in historical fire frequency.
The method is outlined in Section 3, following the formulation of the problem in Section 2. Two examples are given in Section 4, using time-since-fire map data for two areas of wilderness in the Rocky Mountain region of Western Canada.
PRELIMINARIES
A time-since-fire map records the time since the most recent fire at every geographical point in a study area. Often such a map is equivalent to a stand-age map since in many boreal regions, stands originate only after a destructive fire. Since fires at different times may overlap spatially, for most fires in the past one cannot determine from a time-since-fire map the exact extent of the fire, only place a lower bound on it. In fact it is only for recent fires that a time-since-fire map contains much information on spread, since for a fire which occurred a long time ago there may be very little or even no evidence of it recorded in the time-sincefire map. In consequence in modelling historical fire frequency, it is difficult to explicitly incorporate spatial aspects of forest fires. While earlier methods of analysis have essentially ignored the fact that fires spread spatially, more recent work (Reed et al. 1997 , Reed 1998 has acknowledged this fact via the incorporation of overdispersion effects in modelling the time-since-fire distribution.
Assume that the time-since-fire distribution for a homogeneous area has classes of equal width (save for the oldest class). Let A 1 , . . . , A m−1 denote the areas falling into classes with time since fire in the half open intervals ((j − 1)T, jT ] (j = 1, . . . , m − 1); and let A m denote the area in the open-ended "collector" class with time since fire greater than (m − 1)T . The resolution of dating fires is no finer than one year, so T will be a positive integer. In practice the classes are often of width one or two decades (T = 10 or 20). Let
denote the proportional areas in the time-since-fire classes. Suppose, to begin, that (possibly distinct) fire hazard rates 1 λ (j) prevailed in each of the time periods j = 1, . . . , m, where period j is defined as being between (j −1)T and jT years ago (j = 1, . . . , m−1) while period m is defined as more than (m−1)T years ago. Because of the grouped nature of the data it is more convenient to deal with the per-period conditional survival probabilities (complement of the discrete hazard)
Note here the implicit assumption that the hazard rate is independent of stand age. This assumption is made by necessity, since it is impossible to separate temporal changes in hazard from the effects of age-dependence. Furthermore it is impossible to determine, from a time-since-fire map alone, the age at which trees burned in the last fire. This simplifying assumption, while doubtless not literally true, may not represent too much of an oversimplification since any increase in hazard due to fuel build-up associated with larger trees is offset by the greater retention of moisture in the litter on the forest floor consequent to crown closure. The marginal probability, θ j , that the forest at a particular site belongs to time-since-fire class j, is simply the probability that there was a fire in time period j with no subsequent fire, that is,
One could conceive of the total study area as being divided into a large number, N , of small sub-areas (or units) of equal size (in a grid for example). If fires occurred in a spatially independent fashion, the distribution of numbers of units in the various time-since-fire classes would be multinomial with parameters N and θ i , i = 1, . . . , m. To incorporate the effects of spatial correlation, assume instead that the numbers of units in the various time-since-fire classes follow an overdispersed multinomial distribution. This implies that the proportional areas (y 1 , . . . , y m ) will have a distribution with mean (θ 1 , . . . , θ m ) = θ, say, and covariance matrix proportional to Diag(θ) − θθ T . For such a model one can construct a quasi (log) likelihood function (McCullagh & Nelder, 1989, Ch. 9) of the form
where
is the cumulative proportional area of forest at least jT years old (for j = 1, . . . , m− 1). The overdispersion parameter σ 2 (for the proportional areas) will lie between 0 and 1 and its magnitude will reflect the degree of contagion in forest fires. Large values of σ 2 correspond to the situation where fires are likely to spread a great deal, and vice-versa. The limiting case σ 2 = 1 corresponds to the situation in which all fires extend throughout the whole study area (one of the y i 's equal to 1, the rest equal to zero); letting σ 2 tend to 0 corresponds to the artificial situation in which every point is independent, so that over the infinity of points, by the Law of Large Numbers, the proportions exhibit no randomness. The reciprocal 1/σ 2 can be interpreted as the equivalent number of equal-sized independent areas (of size σ 2 m i=1 A i ) which would result in a similar time-since-fire distribution. While it is possible to use a more explicit contagious distribution model for y 1 , . . . , y m , there seems to be little advantage in doing so. For example the Dirichlet distribution (Reed 1994 ) exhibits contagion, but since its covariance matrix is proportional to that of a multinomial distribution, it can be adequately represented by the overdispersed multinomial. A similar situation prevails for the multivariate Pólya-Eggenberger (beta-binomial) distribution, which can be used for time-sincefire sample data (Reed 1997) .
Before proceeding we note that the quasi-likelihood function (1) is identical to that which would have arisen if time had moved backward and successively in each time period areas of forest had either burned (with marginal probability 1 − q (j) ) or survived (with marginal probability q (j) ), with those that burned in time period j ending up in time-since-fire class j, (for j = 1, . . . , m − 1) and with there being an overdispersion effect (with constant overdispersion factor σ 2 ) in the way units burn or survive. It is not difficult to show that the first and second order moments of the proportions y i generated in this reverse-time fashion, coincide with those of the overdispersed multinomial distribution, which of course is not surprising given the equivalence of the two quasi-likelihoods. From the point of view of inference the important point is that, by the strong likelihood principle, we can consider the time-since-fire distribution of areas as arising in the reverse time fashion. Viewed like this the problem is closer to more familiar problems in survival analysis, where units survive until they fail (as opposed to surviving from a failure time until the present).
If each of the q (j) (j = 1, . . . , m − 1) is regarded as a free parameter to be fitted (saturated model), it is clear that the maximum likelihood estimates (MLEs) areq
Substituting the MLEs into (1) gives the quasi-likelihood of the saturated model as
For any other model M with parameters Θ (that is, in which the probabilities q (j) , j = 1, . . . , m − 1 are expressed in terms of the parameters Θ) the scaled quasi-deviance (see McCullagh & Nelder 1989, Sec. 9 .2) is defined as
where Q(Θ) is the quasi-likelihood maximized over the parameters Θ of the model M . Inferences concerning the parameters Θ can be based on changes in scaled quasi-deviance divided by an estimate of the overdispersion parameter,
in the way discussed in McCullagh & Nelder (1989) . The usual estimators for σ 2 are those based on the Pearson chi-squared statistic,σ 2 P , and on the residual deviance,σ 2 D . For a model with k change points at specified times p 1 T < p 2 T < · · · < p k T years ago, with intervening hazard rates λ i (between p i−1 T and p i T years ago), it is easily shown ) that the MLEs of the hazard rates are − log(q i )/T , whereq
(with p k+1 defined as m and p 0 as 0) and that the scaled quasi-deviance (2) iŝ
While one could use these statistics to test for the significance of any of the change points, in practice in most situations it will not be known when changes occurred. One is thus faced with estimating the number and location of change points, along with the intervening hazard rates. To this end one can consider a hierarchy of models:
No change points (constant hazard rate) H 1 : One change point (separating two distinct hazard rates) H 2 : Two change points (separating three distinct hazard rates) etc.
Under any model H k there are 2k + 1 undetermined parameters (k change points separating k + 1 hazard rates or parameters q i ). ML estimates of the change points can be found by comparing the likelihoods, maximized over the k + 1 hazard parameters, for all m−1 k possible choices of k change points. In principle one could use a likelihood ratio test (LRT) to test H k vs H r (r > k). However it is well-known that even for testing H 0 vs H 1 (and when observations are real-valued exact failure times), the asymptotic chi-square approximation for the null distribution of the log-likelihood ratio statistic does not hold (Worsley 1988 , Henderson 1990 , Loader 1991 . Reed (1998) determined an approximation for computing p-values for testing H 0 vs H 1 , but the method does not readily extend for higher order nulls. Instead Reed used iterative procedures to add change points one at a time. However there are difficulties with the "forward selection" procedure, in that the MLEs of the change points of a higher model do not necessarily include those of a lower order model. Alternative procedures such as "backward elimination" and "stepwise" suffer from problems in determining the exact null distribution for tests for eliminating change points, even though for the data considered by Reed (1998) a somewhat ad hoc application of the backwards elimination procedure seemed to provide the best final model.
As has been well-recognized in other areas, the significance testing paradigm does not lend itself very well to model selection problems such as this (cf., e.g., Raftery 1995 and references therein). Rather than test one "null" model against another "alternative," one really wants to identify plausible models from a number of alternatives. In the following section it is shown how the Bayes' Information Criterion (BIC) can be used to this end.
USING THE BAYES' INFORMATION CRITERION TO IDENTIFY PLAUSIBLE MODELS
Suppose that a priori one assigns probabilities
where K is the greatest number of change points contemplated. After observing the data Y , the posterior probability of model H k is (from Bayes' Theorem)
The probabilities P (Y |H r ) are, in a full Bayesian formulation, obtained by integrating the likelihood under H r with respect to a prior distribution for the 2r + 1 unknown parameters of that model. However a large sample approximation to P (Y |H r ) can be obtained using a Laplace approximation for the appropriate integral (Schwarz 1978 , Tierney & Kadane 1986 . Raftery (1995) shows that to an O(1) approximation
where BIC r is the Bayes' Information Criterion for model H r . For n observations from model H r with an overdispersion parameter σ 2 , the BIC is
where D r is the deviance (2) associated with model H r and (df) r is the associated residual degrees of freedom. The reason for the presence of σ 2 in the denominator of the logarithm is because it appears in the denominator of the (quasi) Fisher information of the overdispersed model. When σ 2 is unknown, it can be estimated by X 2 /(n−p r ) where X 2 is the Pearson statistic for model H r and p r is the number of parameters estimated under H r , leading to the following approximation to the BIC BIC r ≈D r − (df) r log n σ 2 .
For a time-since-fire map the data are in the form of areas, not a sample of n observations, and so formula (6) does not directly apply. However, as noted in Section 2, one can conceive of the total study area as being divided into a large number N of small sub-areas of equal size. If N is sufficently large so that each small unit either burns or survives in its entirety through each period, one can think of the data as being generated in the reverse-time fashion, with units of forest facing successive overdispersed (survive or fail) Bernoulli trials in periods 1, 2, . . . with marginal survival probabilites q (j) and marginal failure probabilities 1−q (j) . The number of units facing the trial in period 1 would clearly be N = N s 0 ; the number facing the trial in period 2 would be N (1 − y 1 ) = N s 1 ; the number in period 3 would be N (1 − y 1 − y 2 ) = N s 2 , etc. Thus the total number of units facing trials in periods 1, . . . , m − 1 would be n = N m−1 j=1 s j−1 . Rather than expressing the quasi-likelihood function, overdispersion parameter, deviances and so on in terms of the proportions y j , one could express them in terms of the counts of units x j = N y j in the various age classes. An examination of (1) and (2) will reveal that the quasi-deviance for such count data would be N times that in the formula (2). However the estimate of the overdispersion parameter used in (3) would also be increased by a factor N , regardless of whether the residual deviance or the Pearson statistic is used. Thus statisticsD k of the form (4) would be the same regardless of whether proportions or counts of units were used. Furthermore since, for count data, both n andσ 2 are proportional to N and since the residual degrees of freedom for model H r are (df) r = (m − 1) − (2r + 1) = m − 2r − 2, the BIC for model H r can be expressed approximately as
withD r given by (4), andσ 2 the Pearson estimate of the overdispersion parameter for proportional data (that is, of σ 2 in model (1)). Bayes' Theorem (5) can be used with the BICs (7) to obtain posterior probabilities for the various models, for any specified prior distribution. In particular for a uniform prior the posterior probabilities are
Clearly with this prior the model with the smallest BIC will be the single most plausible model. Yao (1988) used this procedure to estimate the number of change points for the mean in a sequence of independent Gaussian random variables with common variance. One could contemplate other priors, e.g., binomial probabilities based on the assumption that a change either did or did not occur between each time period, independently and with equal probability, or more conveniently as probabilities from a truncated Poisson distribution. However both of these priors involve the specification of an additional (hyper-) parameter.
In implementing the above procedure, there is the problem of specifying a maximum number of change points, K. While, in principle one could set K = m − 1, corresponding to different hazards in each period, there are difficulties with doing this. Firstly it would lead to a considerable computational load, since under a given model H k , the MLEs of the k change points are found by direct search. Secondly, there is the problem of estimating the overdispersion parameter σ 2 , which is customarily estimated under the largest model contemplated. If K is set too large there will be few degrees of freedom for estimating σ 2 . In the examples presented in the following section a maximum of K = 6 change points was used. In neither example was the BIC minimum with either 5 or 6 change points and the relative values of the BICs did not change much when K was reduced from 6 to 5, giving some comfort to the assumption that the models H 0 , . . . , H 6 cover all realistic possibilities.
APPLICATIONS
In this section the methods described above are applied to fire map data from two studies of regions of boreal forest in the Canadian Rockies. Example 1. (Kananaskis River Watershed) Johnson & Larsen (1991) present results of a fire history study of the 495 km 2 area of the Kananaskis watershed on the eastern side of the southern Rocky Mountains in Alberta, with a climate "transitional between plains and cordilleran types." Attempts by Johnson and Larsen to divide the map into spatial sub-units with distinct fire hazard rates were unsuccessful. The time-since-fire distribution for the whole study area is displayed in Fig. 1 . There are m = 40 age classes of width T = 10 years. The lower panel (a plot of cumulative frequency against time since fire), suggests a number of possible change points (e.g., at 40, 60, 130, 230 and 280 years ago). Table 1 The only plausible models appear to be H 2 , H 3 and H 4 , with H 3 being by far the most plausible. In fact the Bayes factor (Raftery 1995) for H 3 against H 2 is 4.6, and for H 3 against H 4 it is 20.5. Since the change point at 4 (1940) and 6 (1920) appear as MLEs for all of these models one can conclude with a very high degree of certainty that there were indeed changes in fire frequency at around those times. Furthermore there is very strong support of an additional change at 24 (1740).
Of course by varying the prior probabilities of the various models, one can change the posteriors. However a fairly substantial skewness in the prior is required to shift the highest posterior probability from H 3 . For example using as prior a Poisson distribution truncated at 6, with parameter λ, it is only when λ is less than about 0.6, that the posterior mode shifts from H 3 (to H 2 ). This requires the prior probability on H 3 to be less than 0.02. On the other hand it is only when λ is greater than about 55 that the posterior mode shifts from H 3 (to H 5 ). This (Reed et al. 1997) in the four epochs separated by the three identified change points are displayed in Table 2 . The MLEs are also shown as line segments superimposed on the semi-log cumulative frequency plot in Fig. 2 (top panel) . As one would expect, the confidence intervals for the fire cycle in adjacent epochs do not overlap. The estimated hazard for the post-1940 epoch is negligible. In fact less than one tenth of one percent of the whole study area burned in the forty year period 1940-1980. Johnson & Larsen (1991) graphically identified a change point around 1730, and estimated the pre-1730 fire cycle at about 50 years, which agrees well with the above results. However they failed to identify the more recent change points identified above.
The Pearson estimate of the overdispersion parameter for the three change point model is 0.0114. Thus one could think of the observed time-since-fire distribution as being roughly equivalent to that which would arise with 88 area units all of size 5.6 km 2 , burning or not burning independently of one another.
• Glacier National Park Figure 2 : Cumulative time-since-fire distributions. The line segments extend over the epochs between estimated change points in the most plausible models, and have slopes determined from the estimated constant epochal hazards.
Example 2. (Glacier National Park) Time-since-fire data for Glacier National Park, in 20 year intervals (Johnson et al., 1990) was analysed by Reed (1998) using sequential methods (backwards elimination, stepwise, etc.). The same data were re-analysed using the methods of this paper. A summary is presented in Table 3 . Table 3 : Maximum likelihood estimates of change points in various models, along with associated BICs and posterior probabilities of the various models, assuming a priori that all seven models are equally probable (for Glacier National Park time-since-fire data). The data provide support only for models with four or more change points, with the model H 4 standing out with a very large posterior probability. With a truncated Poisson prior the posterior mode does not shift up from H 3 until the Poisson parameter λ exceeds about 20 (at which point it shifts to H 5 ). However this requires the prior probability of H 5 to be about 0.72, and that of H 3 to be about 0.05. It is only by putting virtually all of the prior probability at zero (λ less than about 5 × 10 −6 ) that the posterior mode can be shifted downwards from
In consequence the four change point model seems by far the most plausible, with estimated change points at 2, 5, 10 and 16, i.e., around 1940, 1880, 1780 and 1660. There is some possibility of a fifth change point, estimated at 1740. ML estimates and 95% likelihood ratio confidence intervals for the fire cycle (inverse of the hazard rate) in the five epochs under H 4 are displayed in Table 4 and as line segments superimposed on the semi-log cumulative frequency plot in Fig. 2 (bottom panel). The Pearson estimate of the overdispersion parameter for the four change point model is 0.0150. Thus one could think of the observed time-since-fire distribution as being roughly equivalent to that which would arise with 67 area units all of size 9.0 km 2 , burning or not burning independently of one another. A very similar model was identified for these data using sequential methods (Reed 1998) , the only difference being the change point in the eighteenth century was estimated at 12 (1740) rather than 10 (1780). The change points identified correlate fairly well with known facts of the history of the region. The abrupt decrease in fire hazard in the 18 th century corresponds to the onset of the Little Ice Age, when conditions cooler and wetter than those existing earlier prevailed -a fact established from major advances in glaciers in the area (Johnson et al. 1990) . The 1880's correspond to a period of European activity in the region. The Canadian Pacific Railroad, which passes through the study area, was constructed in this decade, and Glacier National Park was established in 1888. Nonetheless attributing the increase in fire frequency to this cause is tenuous at best since a similar increase has been observed across the boreal and montane forests of western North America in areas far removed from European settlement and activity. Similarly the drop in fire frequency in the 1940's has been widely observed.
The results for the Kananaskis watershed are broadly compatible with those for Glacier National Park (see Fig. 3 ), with the Glacier fire frequency on the whole lower than that for Kananskis. Not too much should be made of the difference between the two regions in the earliest epochs, since the data on which these estimates are based are less reliable than those for more recent epochs. There are a number of reasons for this, including death of trees through causes other than fire, fragmentation of very old forest into patches smaller than the minimum mapping unit, etc. Like Glacier, Kananskis exhibited a big drop in fire frequency around 1940, and a high frequency before the middle of the eighteenth century. For Kananaskis the drop in frequency corresponding to the onset of the Little Ice Age occurred around 1740, somewhat earlier than that estimated for Glacier in the four change point model (1780). Note however that in the five change point model for Glacier there is an additional change estimated at 1740, which agrees very well with the Kananaskis results. The Little Ice Age period of low fire frequency seems to have ended sooner for Glacier (around 1880) than for Kananaskis (around 1920) . This weakens the case for attributing the increase in fire frequency in Glacier in the 1880s to human causes, since European incursion into the Kananaskis region occurred in the same decade (Johnson & Larsen 1991) , but with no apparent increase in fire frequency. Furthermore Johnson et al. (1990) report that many of the large fires in the Glacier region post-1880, were due to lightning rather than human activities, even though several large fires occurred in the Rogers Pass corridor in the period of railroad construction through the Pass. Kananaskis Watershed Estimates for the overdispersion parameter in the two regions are quite similar, suggesting similar spatial scales for the spread of fires.
CONCLUDING REMARKS
This paper has addressed the problem of identifying changes in historical forest fire frequency, and of estimating that frequency in epochs between identified changes. Statistically the problem of identifying change points is one of model selection and in the paper this problem has been addressed through use of the Bayes Information Criterion. On the two datasets used the method appears to perform very well, identifying models which provide a very good fit to the data, and also which correlate well with known facts in the history of the regions under study.
Usually in survival time analysis, one deals with data on the time elapsed from the start of a trial until a failure (or censoring) event. Time-since-fire data is different in that the elapsed period starts with a fire event and ends at the present. However for independent observations with an age-independent hazard rate, the likelihoods arising respectively from time-since-fire observations and from survival time observations, would be formally identical. With a time-since-fire map, observations are grouped and clearly not independent. However it is established in the paper that the quasi-likelihood of an overdispersed multinomial model for the grouped time-since-fire data is the same as that which would arise with time moving backwards and units of forest failing or surviving in an overdispersed binomial fashion, provided the overdispersion parameter is constant for each trial, and does not vary with failure probability (fire hazard). This assumption is made for the sake of tractability although of course it is quite possible that the contagion effect of fire is greater when the (marginal) hazard is greater. The equivalence of the quasi-likelihoods enables one to treat the data (via the likelihood principle) as if they had been generated in the reverse-time fashion. This is in turn enables the calculation of the correct logarithmic term to be subtracted from the deviance in calculating the BIC.
While the paper has employed the BIC for model selection, it falls far short of a full Bayesian analysis, which would require specification of a prior on the number and location of change points and on the intervening hazard rates. The BIC has been used here to identify plausible models. In each of the two examples presented, the subset of plausible models is quite small, with one single model standing out as much more plausible than the rest. Thus it has been possible to adopt a single model which can then be analysed by likelihood methods. It is quite possible that for other datasets, there could be many plausible models.
It may be possible to carry out a full Bayesian analysis using Markov Chain Monte Carlo jump diffusion sampling. Phillips & Smith (1996) describe this method and illustrate its use in identifing change points in a stationary Gaussian timeseries. An alternative to BIC for model selection is the Akaike Information Criterion (AIC) suitably adapted to quasi-likelihoods for overdispersed data. Several such adjustments have been proposed (Anderson & Burnham 1994 , Hurvich & Tsai 1995 . However when applied to the two datasets used in the paper, the selected model under each criterion was always the largest model. It is well-known in other contexts that the AIC tends to overestimate the number of parameters needed (cf., e.g., the discussion in Kass & Raftery 1995, Sec 8.3) . In contrast to the AIC, the BIC performed very well, identifying parsimonious models with a very good fit to the data.
