Introduction
This article covers two areas of knowledge: electronic marking and electronic document recognition. E-marking (e-assessment, Computer Aided Assessment -CAA), as a method of education showed a lot of advantages and improved the quality and reliability of the exams [28, 33, 10, 26, 4] . A feasible trade-off may consist in digitization of collected paper exam sheets and processing them with help of computer image analysis.
Our aim is to design an algorithm that will identify and evaluate the content of the answer sheet based on image processing and understanding algorithms, focusing on one type of the examination tasks of mathematics and physics, which is to draw shapes corresponding to given equations.
The tasks and the assessment
During the real exam students get the examination papers printed with tasks description and a place for notes and a solution (the system of coordinates). In short, the task is to sketch one or more graphs of functions in the single system of coordinates. Students do not need to use a ruler or a French curve to complete the tasks. Drawn forms must, however, comply with the following rules:
• straight lines must intersect the coordinate axes at appropriate points; line segments should be as long as possible;
• extremes and roots of the function must be in the appropriate points;
• in circles, the center and the radius should be preserved;
• domains and ranges of the functions should be preserved;
• the period of a periodic function should be preserved.
In general, tasks are formulated in such a way that function graph intersects characteristic points with integer coordinates.
For our research we have chosen 4 tasks. Below we present these tasks together with the instructions for their assessment given by the teacher.
A linear function that has two points of discontinuity (eq. 1) is assigned as Task 1
for x ≤ −4 −0.5x + 3, for x ∈ (−4; 4) −x + 9, for x ≥ 4
(1)
Its graph consists of three line segments. The solution may be scored from 0 to 3 points; for each separated element 1 point may be given. Not only location of the segment should be checked, the endings of each line segment should be verified too.
To properly sketch the graph for Task 2 (eq. 2), the student should solve the quadratic equation to get the coordinates of points characteristic to the parabola.
In this case they are: (0, 5) -crossing the y axis, (1, 0) and (5, 0) -crossing the x axis, and (3, −4) -the vertex.
The teacher assessing the drawing validates, whether:
• the position of the vertex is correct and how the parabola arms face (the vertex is a minimum or a maximum);
• each parabola arm crosses at least two check points (see Fig. 1 ).
This type of function can be graded in the range from 0 to 2 points. One point is obtained if the vertex is found in a proper place and in its neighborhood the curve shape is smooth, and also one point can be scored if at least 3 of 4 lattice points are found. 
To properly sketch the graphs, the student should solve the set of equations to get the coordinates of points characteristic to the graphs. For the parabola they are the same as in the previous task. Two function graphs cross at (0, 5) and This type of solution can be graded in the scale from 0 to 3 points. The parabola is scored from 0 to 2 points, the line gets 0 or 1 point.
As the last example considered in our research, we have used the periodic function, and more precisely, the trigonometric function. Drawing the graph of a function defined by (4) has been assigned as Task 4.
Each graph is scored in scale from 0 to 2 points. Rated parameters are: amplitude, phase, period, vertical and horizontal displacement, shape, start and end points of the graph. If all criteria are fulfilled, the graph is scored 2 points; if at least four of them are met, it gets one point.
Related work
The research community involved in this specific domain is small. In the area of our interests we found works devoted to extracting and analyzing different types of charts.
The issues discussed are:
• classification of chart type (bar, linear, pie) [27] ;
• detection of the lines and separation them from line charts containing multiple data series, including intersecting lines [37, 11, 20] ;
• tracing broken-style lines (dotted, dashed, chain) [31, 32] ;
• "understanding" of the graphs [35, 18, 19] All the cited works deal with the analysis of images extracted from printed documents or raster images, so the graphs were also computer-generated (not handwritten).
Another research topic is extraction of lines and shapes from the image. In the case of having a reference image (a solution of the examination task provided by the teacher), the most obvious approach is image cross-correlation or Hit-Miss. We also became interested in Hough Transform and Least Squares Method.
HT and GHT [2] may serve for detection multiple shapes, starting from straight lines [12, 17] , curves [8, 22, 36] , circles [38, 39] and ellipses [6, 16, 23] , arcs [15, 24] finishing with complex polygons [5, 7] . HT is a high quality method for retrieving of specified shapes, hardly susceptible to distortions and presence of alien shapes, as well as to rotating and scaling the image [14] .
Our further investigation lead us to the methods of fitting applied to functions approximated by image points. [13, 1, 25] . Authors of the publication [13] presented a two-pass method: coarse matching by minimizing algebraic distances and then -geometrical fitting. For the case of our research we followed the idea. We utilized the fitting method to retrieve the shape as an algebraic equation in the continuous space, basing on the coordinates of black pixels in the raster image. The algorithm and its implementation have been described in detail in [3] .
Our assumption in this research is, that the algorithm should identify the content of the image; not only measure and evaluate the specified function graph. With this approach, a reduced, but positive assessment may be issued for a graph containing errors, for instance:
• the arms of the parabola face the wrong way;
• the period of the sine wave is wrong;
• the graph is shifted by one unit.
Additionally, in the image there may appear:
• the sketches drawn for another task;
• some corrections of the line, strike-throughs and graph descriptions;
• guidelines.
These objects, drawn by the student and ignored by the human teacher should not hamper the process of automatic image understanding.
Image preprocessing
An initial image processing involves:
• identify the position of the coordinate system and use it to calculate the scale, offset and possible rotation;
• extract, segment and label all student's sketches.
The process begins by finding the position of the coordinate system with sketches in the image. For this purpose the coordinate system had to be printed red. Color separation can be accomplished by color clustering, however it turned out sufficient to select appropriate R, G and B ranges.
With help of cross-correlation method characteristic points of the coordinate system are found. This allows to crop the region of interest, as well as to correct scale and rotation of the cutting.
In the second phase the student's drawing is separated from the coordinate system. Once again, it turned out to be useful selection of specific color ranges (students usually use blue or black pen or a gray pencil).
The correlation method is also effective for monochrome scans (a portion of the sheets has been scanned in a grayscale). For this purpose, it is necessary to use a blank sheet with a printed coordinate system whose image is "subtracted" from the image with the solution.
Further steps of the image preprocessing aim to extract and emphasize all lines:
• binarize the image using Otsu method [21] ;
• connect broken lines using binary closure;
• iteratively thin the lines to 1 point;
• using hit-miss transform detect and remove all crossings -trench the crossing lines;
• segment the image -label all connected components.
We obtain the image containing l connected components
Below, (Alg. 1) the pseudocode for the operations is presented.
As the result of preprocessing phase we obtain separated objects. • polynomial coefficients for lines and parabolas;
• amplitude, phase and shift for the sine wave;
• x and y ranges for the line segments;
• maximum presence of unnecessary objects in the graph;
are calculated from the formula of the task, but their tolerances must be evaluated experimentally. Our algorithm runs the following procedures:
Step 1: From the training set we randomly draw one of the elements that gained the maximum score.
Step 2: The image is processed with a selected routine.
The input for the algorithm, apart from the image, are: the type of the task and specific ranges for the functions to plot. The result of this algorithm is a vector of the parameters listed above (polynomial coefficients, etc.). These parameters are the base for the iteration, in which we correct their acceptable ranges. Initially, the ranges are:
• for the positions: the half of the unit;
• for the directional coefficients: 20%.
For instance, for the task consisting of drawing a straight line we have the vector
min , xs
min , xe
Step 3: Using the selected routine we process all other images from the training set, and we carry out the automatic assessment.
Step 4: We compare the results to the teacher marks obtaining the percentage of compliance. Then in the iterative process each of the parameters is shifted in accordance to the given algorithm: a) we decrease a max by 5%, calculate marks and verify the compliance to teacher's marks. If there is an improvement, we save the new value. Else, try once again increase the value. If there is an improvement, we save the new value, else we leave the previous value. We do the same with all remaining parameters. c) we repeat steps a) and b) but increasing lower limits of the ranges and reducing upper limits.
Step 5: Successive iterations are performed until during the full iteration there is no change of any of the parameters.
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After the first iteration we extend the vector X with the additional coordinate "unrecognized". Its purpose is to evaluate the threshold value (the percentage of additional objects in the picture) that qualifies the image as unrecognized.
Hough Transform method
Hough Transform applied to recognition of specific shapes sketched on the examination sheet has been demonstrated in [29] .
In order to obtain as good as possible results of automatic evaluation, we decided to apply GHT recognition of the curves and classical HT for recognition of the line segments. As the input data the following images are needed:
• I t the scanned image of student's solution (test image).
• I r the image of model solution (reference image).
The image is created artificially using the equation.
Extraction of multiple line segments
As mentioned above, HT allows simultaneous detection of several line segments, so only one transform for the entire spline function plot image is done. Hough Transform parameters used for all tasks are displayed in Table 1 . where: Table 2 . If the required set does not contain more than one found line segments for each searched line segments, the score is equal to the size of required set. If number of black pixels which are not a part of required/acceptable is below a threshold, the task is marked as unrecognized or in case of empty found required set total task score is zero. Tables 3 (see Fig. 2) and 4 (see Fig. 3 ).
The incorrect solution was given one point, because only first line segment meets the criteria. For the second and the third line segments a and b coefficient are correct, but their x begin and x end are outside the range. first for whole parabola and second only for vertex.
Steps of the algorithm:
1. Preprocess I t and I r leaving only drawn shapes.
2. On the basis of I r create R • Obtain the global maximum of
• Find other local maxima in A from the picture and the number of black pixels is verified, similarly to previous tasks. If the value is above a specified threshold, the whole task is marked as unrecognized. Recognition parameters and thresholds are in Table   5 .
Tab. 5: Task 2, Hough parabola recognition parameters Parameter Value Unit
The parameters (F ill x , F ill y ) appearing in Table 5 The whole task is evaluated on a scale from 0 to 2 points depending on the value and location of M . The solution gets two points if M has a value above the required threshold and it must be located in the specified area of the image. The same conditions must be met for I rv , and both F ill x and F ill y must exceed the specified threshold.
The solution gets one point when:
• all criteria except F ill x or F ill y or M v are met;
• M 1 < M t < M 2 and at least one of M coordinates lies in the specified range.
In other cases, the solution is assessed at zero points.
The classification of the solution as unrecognized is carried out in the same way as in the previous task, but the thresholds are different (a threshold for the solution area is 500 pixels and a threshold for the rest of the image is 1500 pixels). Table 6 . A correctly drawn parabola is presented in Fig. 4 and a partially correct solution is shown in Fig. 5 . It is scored only a point because M t value is below threshold.
The shape of the parabola is quite good but the plot does not cross the lattice points (0,5) i (6,5). 
Images containing two types of graphs
The algorithm for Task 3 is a combination of two described above. During the first phase of recognition a parabola is searched; the algorithm is similar to described above. When the parabola is identified, it is removed from the image. Removal process requires an additional image I mp (Fig. 6 ). I mp has been created basing on the correct solution. In the first step the line has been removed, next parabola has been dilated with structuring element 'disk' with the radius 40 pixels (one unit). The line has been dilated with the same structure element, but with the radius of a half of unit. We also define the image I tr = I t − I mp . The second phase is line detection, again similar to described above.
The solution is marked as unrecognized if at least one of conditions listed below is met:
• parabola solution area (after removing parabola) contains more than 1150 black pixels;
• the image outside parabola solution area (after removing line) contains more than 1800 black pixels;
• more than 2 additional lines (not included in recognized solution) remain in the picture.
Hough assessment parameters are listed in Table 7 .
It can be seen that the values in Tables 5 and 7 (Fig. 7) , its parameters are listed in Table 9 .
A partially correct solution is shown in Fig. 8 . It is scored only a point because F ill y coefficient is below the threshold. The shape of the parabola is good but the plot The value of Coverage is calculated as the product of images I t and dilated I m (dilation using round structuring element of the diameter 40 pixels).
Each of two graphs (sine and cosine waves) is assessed independently and the total mark (2 points) is a sum of these partial marks. Each graph is assessed at one point if all criteria are met (M > M 2 ).
The graph will receive half a point if:
• when the conditions M > M 2 , M x , M y are met and 
Least squares fitting method
In our research we utilize the fitting method to retrieve the shape as an algebraic equation in continuous space, basing on the coordinates of black pixels in the raster image. The algorithm and its implementation have been described in detail in [3] , here only a summary is presented. In any case, it is possible to directly apply the least squares approximation. But only in the case of a polynomial approximation function and use of the Euclidean norm for functions, we obtain the linear, well-defined system of equations. In contrast, the two-step, iterative method is more versatile; it can be used for any approximating function and any function norm.
Below, an example of the process of approximation of a sine function is presented.
Example of sine wave approximation
We seek function in the form
To build a system of linear equations we introduce a vector of unknowns z = (z 1 , z 2 , z 3 , z 4 ) bound with unknown parameters as follows
Initially the algebraic fitting is carried out. To ensure convergence, the initial frequency f = z 4 = f 0 must be assumed. It may be obtained from the task description. Under this assumption, the algebraic equation will initially contain three unknowns u = (u 1 , u 2 , u 3 ) = (z 1 , z 2 , z 3 ).
We construct the equation set B 0 · u = Θ.
The matrix B 0 is rectangular (m × 3) and consequently singular. Using QR decomposition we calculate its pseudoinverse:
We calculate the initial value of the vector u
We complement the solution vector u with an additional
The vector z 0 is used in the iteration for the geometric fitting.
For each step (k) of the iteration we prepare the matrix
given by (14) .
We calculate the pseudoinverse of D
We obtain the solution z
The approximating function may be expressed as:
The error of the fitting is expressed as:
If in the next iteration of the fitting error has not decreased significantly, i.e.
we break iteration. If the number of iterations exceeds a certain value the process is divergent and cannot find a matching function.
Finally, we get the vector z that we substitute to eq. (8).
Examples of obtaining assessment parameters for fit-based algorithm
The processes of selection of the parameters and evaluating multiple lines and parabolas have been described in detail in [3] .
Fitting parabolas and line segments
In this case the order of finding the shapes is important;
initially objects matched with the lowest degree polynomial must be found, in this case a straight line (or lines)
and then the parabola.
The procedure for finding lines is identical to this described for Task 1. All lines, that have not been classified by the procedure (mainly due to res value exceeding the tolerance) are considered curves and may be segments of the parabola. In the next phase of the processing only these objects are examined. The procedure for finding parabola is identical to this described for Task 2. Table   12 regroups all the parameters needed to assess the Task 3. These parameters were obtained in the learning process.
Tab. 12: Task 3, fit method, parameters of assessment Property Value Parabola A −0.0033 ± 0.023
For instance, for the images Fig. 11 and Fig. 12 the obtained values of parameters are as presented in Table   13 .
The method for evaluating Task 3 is a simple combination of three methods of evaluating Tasks 1 and 2. 
Fitting two sine waves
Task 4 consists in drawing two sine waves, having the same period but different phases and domains:
• Graph 1 parameters:
• Graph 2 parameters:
According to the description of the algorithm the initial value f is passed as a known value. The fitting procedure is run for each connected component. It returns at most l sine wave equations (except for the components that cannot be approximated with assumed accuracy σ max ). Then the criteria for merging the components are verified:
• search for the pairs of nearest components (the distance less than 50 pixels)
• the components are merged by assay and the fitting is carried out. Assuming their individual fitting errors σ i and σ j and the fitting error of their union is σ ij the components are merged if σ ij < 2 · max(σ i , σ j )
• all components (together with merged) are passed to the next pass.
• if there has been no merge in the following pass, the iteration breaks.
From the resulting set of components, for each part of In addition, the number of pixels belonging to components not qualified as a solution is evaluated (denoted as P lef t ). We allow that the total ratio of such pixels may not exceed 0.1% of the pixels belonging to the solution lines. Acceptable ranges for the individual parameters have been specified as Conditions 1-10 (Table 14) Tab. 14: Task The final assessment awarded for the sketch depends on the number of fulfilled conditions:
• each of two graphs gets 1 point if at least 7 of conditions 1 -8 are fulfilled;
• each of two graphs gets 0.5 point if at least 3 of conditions 1 -8 are fulfilled and conditions 9 or 10 (for the sine or cosine respectively) are met;
• in other cases, the graph receives 0 points
In Fig. 13 an image of correct solution of Task 4 is displayed and in Fig. 14 we have an example of partially correct solution. Evaluated parameters for these images have been presented in Table 15 . Similarly, in approximation based method, any distortion of the line or additional objects present in the image, have the negative impact on the assessment quality.
To take advantage of the Hough Transform and least squares approximation, both of these methods were combined in a two-pass algorithm.
In the first phase, the examined image is processed using Generalized Hough Transform. All objects that HT identified as lines with a length of at least 10 pixels are labeled and remain in the image. In the second phase the approximation is applied according to the description in the previous section.
This algorithm has been applied to the assessed tasks involving sketching parabola, parabola and a line, sine and cosine waves.
For all tasks Hough Transform parameters were selected only once and are the same for all tasks:
• maximum gap between neighboring lines: 35 pixels
• minimum line length: 10 pixels
• maximum count of lines in the image: 90
• the corresponding local maximum found in Accumulator array is more than 1% of the global maximum. Table 16 .
An exemplary solution of Task 4 presented in Fig. 16 (parameters listed in Table 17 ) is a good example of the two-pass algorithm to improve the quality of assessment.
The classic fit algorithm rated this solution at 0 points, while the two-pass algorithm gave the maximum score (2 points) the same as with the teacher's assessment. 
Experimental results and conclusions
The experiment has been carried out on a group of 125 students. Each student received a sheet with an empty coordinate system and had to complete the task. All tasks The best approach turned out to be two-pass algorithm (Fit with HT). In most cases it was better than the other.
Also, it was observed that two-pass algorithm is better than their component algorithms -the increase of compliant assessments was of 3-5 percent.
We consider the results achieved in the automatic assessment of the proposed tasks as satisfactory. According to the assumptions of the Examination Boards each work should be evaluated independently by two examiners. We suggest that one of these assessments may be done automatically. In the context of the Supreme Audit
Office and this assumption, we achieve the better assessment efficiency than attainable by two examiners (by SAO reported as 75%).
Among the works evaluated by the algorithm there was a large number of unrecognized works, because the students were not instructed to draw only one, ultimate solution at the examination paper.
