A method of evaluation of exponential sum of binary quadratic functions  by Zhang, Xiyong et al.
Finite Fields and Their Applications 18 (2012) 1089–1103Contents lists available at SciVerse ScienceDirect
Finite Fields and Their Applications
www.elsevier.com/locate/ffa
A method of evaluation of exponential sum of binary
quadratic functions✩
Xiyong Zhang a,b,∗, Xiwang Cao c, Rongquan Feng d
a Zhengzhou Information Science and Technology Institute, Zhengzhou 450002, China
b State Key Laboratory of Information Security, Institute of Information Engineering, Chinese Academy of Sciences, Beijing 100093, China
c School of Mathematical Sciences, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China
d School of Mathematical Sciences, Peking University, Beijing 100871, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 10 November 2011
Revised 19 September 2012
Accepted 24 September 2012
Available online 4 October 2012
Communicated by Stephen D. Cohen
MSC:
11T23
Keywords:
Binary quadratic function
Exponential sum
Companion polynomial
Reciprocal polynomial
In this paper, by using the factorization of the companion polyno-
mial of the binary quadratic function f (x) =∑1ik aix1+2αi +a0x,
x ∈ F2n , ai ∈ F2m , m|n, we give a method to compute the expo-
nential sum S( f ,n) = ∑x∈F2n (−1)Tr( f (x)) for the quadratic func-
tions f (x), where Tr(·) is the trace function from F2n to F2.
The computation of the exponential sum of quadratic functions
with many terms can be transformed to that of some quadratic
functions that can be explicitly evaluated by present results. More-
over, the necessary and suﬃcient condition for f ′(z) ≡ g(z) ·
g∗(z) (mod (2, z2s + 1)) is given, where g∗(z) is the generalized
reciprocal polynomial of g(z) and f ′(z) is the companion polyno-
mial of f (x). As a consequence, the exponential sums S( f ,2s) for
most binary quadratic functions f (x) ∈ F2[x] can be computed.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Suppose F2n is the extension ﬁeld of degree n over F2, the prime ﬁeld with two elements.
The trace function F2n to its subﬁeld F2m with m|n is deﬁned by Trn,m(x) = ∑0in/m−1 x2im for
x ∈ F2n . Especially the absolute trace function Trn,1(·) is also denoted by Tr(·). In this paper, we con-
sider the exponential sum
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(
f (x),n
)= ∑
x∈F2n
e
(
f (x)
)
of the quadratic function f (x) of the form
f (x) =
∑
1ik
aix
1+2αi + a0x over F2n , 1 α1 < · · · < αk  n/2, ai ∈ F2m , m|n, (1)
where e(x) = (−1)Tr(x) .
There have been many results on these exponential sums, from aspect of explicitly evaluations
or from aspect of their applications (such as the cross correlation of m-sequences [1], the weight
distribution of some cyclic codes [2], etc.). Carlitz [3] determined explicitly the sum S( f ,n) for f (x) =
x1+2α + a0x. Coulter [4] gave the evaluation of S( f ,n) for f (x) = a1x1+2α + a0x, a0,a1 ∈ F2n . Hou [5]
computed the sum for f (x) = a1x1+2α + a0x, where a1 belongs to a subﬁeld F2m . Also, Hou gave
explicit evaluation of the sum S( f ,n) when f is of the form (1) with v2(α1) = · · · = v2(αk), where
v2(·) is the 2-adic order function. Moreover, Hou [5] established a relationship between S( f ,n) and
S( f ,n/p) for odd prime p, which in fact gives an algorithm to transform the computation of S( f ,n)
to the computation of S( f ,2s) if v2(n) = s and m|2s . The goal of this paper is to give an algorithm to
compute the exponential sum of general binary quadratic functions. Before describing our approach,
we recall some facts about bilinear forms over abelian extensions and its group rings.
Let K be a ﬁeld and L be a Galois extension of ﬁnite degree n of K with Galois group G =
Gal(L/K ). Suppose that T : L × L → K is a nonsingular K -bilinear form on the K -vector space L. In
the group ring K [G], let ¯ be the K -linear involution of K [G] deﬁned by g = g−1 for all g ∈ G . Then
T (g(a),b) = T (a, g−1(b)) for all g in G and a,b ∈ L. Therefore T (h(a),b) = T (a,h(b)) for h ∈ K [G] and
a,b ∈ L.
In this paper, the Galois group is assumed to be G = 〈π〉 of order n, the group ring to be F2m [〈π〉],
and the nonsingular K -bilinear form to be Trn,1(·), where π : x → x2 is the Frobenius automorphism
of F2n over F2. For our method to work, we redeﬁne the multiplication in F2m [〈π〉] by this way:
aπ i ◦ bπ j = ab2iπ i+ j, a,b ∈ F2m .
Thus the group ring (F2m [〈π〉],◦,+) is generally non-commutative when m > 1. Obviously, in the
case of m = 1, we have f (z) ◦ g(z) = f (z)g(z) = g(z) f (z) for all f (z), g(z) ∈ F2[〈π〉]. For g(π) =∑
0ik biπ
i ∈ F2m [〈π〉],
Tr
(
x · g(π)(x))= Tr(g∗(π)(x) · x),
where g∗(π) =∑0ik b2n−ii πn−i ∈ F2m [〈π〉].
Since Tr(x · x2i ) = Tr(x2n−i · x) for all 0 i  n, we introduce a relationship
Rn: azi = a2n−i zn−i for all a ∈ F2n , 0 i  n.
Deﬁnition 1.1. Let g(z) =∑0ik bi zi ∈ F2m [z]/(zn + 1), the generalized reciprocal polynomial of g(z)
is deﬁned as
g∗(z) =
∑
0ik
b2
n−i
i z
n−i (mod zn + 1).
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∑
1ik aix
2αi +1 + a0x ∈ F2m [x], its
companion polynomial is deﬁned as
f ′(z) =
∑
1ik
ai z
αi + a20 ∈ F2m [z]/
(
zn + 1).
By the above deﬁnition, Tr( f (x)) = Tr(x · f ′(π)(x)). If f ′(z) ≡ g∗(z) ◦ f ′1(z) ◦ g(z) (mod (2, zn + 1)),
then we have Tr(x · f ′(π)(x)) = Tr(g(π)(x) · f ′1(π)(g(π)(x))). Thus it is possible for us to transform
S( f ,n) to S( f1,n) under the condition that g(π) induces a permutation on F2n . This method allows
us to evaluate the exponential sums of most binary quadratic functions over F22s .
This paper is organized as follows. In Section 2, we introduce some results about linearized
polynomials and some results obtained by Hou [5]. Section 3 gives our computation method for
binary quadratic functions. In Section 4, we characterize the necessary and suﬃcient condition for
h(z) ≡ g(z)◦ g(z)∗ (mod(2, zn +1)) for n = 2s , and give an algorithm to compute S( f ,n) for quadratic
function f (x) ∈ F2[x]. Concluding remarks and a question will be given in Section 5.
2. Preliminaries
Deﬁnition 2.1. A polynomial of the form
L(x) =
∑
0ik
aix
qαi ∈ Fqm [x]
is called a linearized polynomial over Fqm . Its conventional q-associate is l(x) =∑0ik aixαi ∈ Fqm ,
and L(x) is called linearized q-associate of l(x).
Some well-known results about linearized polynomials are:
Proposition 2.2. Suppose L1(x), L2(x) are two linearized polynomials over Fq, and their conventional
q-associates are l1(x) and l2(x) respectively. Then
gcd
(
L1(x), L2(x)
)= the linearized q-associate of gcd(l1(x), l2(x)),
where gcd(L1(x), L2(x)) is the great common divisor of two polynomials L1(x) and L2(x), sometimes it is
abbreviated as (L1(x), L2(x)) for simplicity.
Proposition 2.3. Suppose L(x) is a linearized polynomial over Fq. Then for every n, L(x) induces a linear
permutation on Fqn if and only if L(x) = 0 has only zero solution over Fqn . Equivalently, L(x) induces a linear
permutation on Fqn if and only if (l(x), xn + 1) = 1.
For quadratic function represented by a polynomial of form
f (x) =
∑
1ik
aix
2αi+1 + a0x ∈ F2m [x],
where ak 
= 0, and 0< α1 < · · · < αk = α, deﬁne the nullity of Trn( f ) by
ln( f ) = log2
[
deg
(
 f , x2
n + x)], (2)
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S( f ,n) = n( f )2 n+ln( f )2 , (3)
where n( f ) ∈ {0,±1}.
Theorem 2.4. (See [5].) Let m|n and c ∈ F2n , then
S( f ,n)S( f + cx,n) =
{
2n+ln( f )e( f (x0)) if S( f ,n) 
= 0 and  f = c2α has a solution x0 ∈ F2n ,
0 otherwise.
The following theorem builds the relationship between n( f ) and n/p( f ) for odd prime p, which
in fact gives an algorithm to compute S( f ,n). However it cannot handle the case S( f ,2s).
Theorem 2.5. (See [5].) Let n be a positive integer such that m|n. Let p1, . . . , pt be odd primes such that
2
1
2 (lp1 ···pin( f )−lp1 ···pi−1n( f )) ≡ (−1)δi (mod pi) for all 1 i  t. Then
p1···ptn( f ) = (−1)δ1+···+δt
(
2
p1 · · · pt
)n
n( f ),
where ( 2p1···pt ) is the Jacobi symbol.
The following two theorems give explicit evaluations of S( f ,n) in two special cases.
Theorem 2.6. (See [5].) Let f (x) = ax1+2α + cx ∈ F2m [x], a ∈ F∗2n , c ∈ F2n , t = o(a)(o(a),2α−1) , where o(a) is the
order of a in the multiplicative group F∗2m . Then for each n with m|n,
(1) ln( f + cx) =
{
(2α,n) if (22α − 1, 2n−1t ) = 2(2α,n) − 1,
0 otherwise.
(2) Assume v2(m) v2(n) v2(α). Write n = 2en′ where n′ is odd. Then
n( f ) =
{
e(x2
α+1
0 + x0)( 2n′/(n′,α) )2
e
if x2
2α + x = (c/a1 + 1)2α has a solution x0 ∈ F2n ,
0 otherwise,
where a1 ∈ F2n is any element such that a = a2α+11 .
(3) Assume v2(n) > v2(α). If  f (x) = c2α has a solution x0 ∈ F2n , then
n( f ) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
e( f (x0)) if v2(n) = v2(α) + 1 and (22α − 1, 2n−1t ) = 2(2α,n) − 1
or v2(n) > v2(α) + 1 and (22α − 1, 2n−1t ) 
= 2(2α,n) − 1,
−e( f (x0)) if v2(n) = v2(α) + 1 and (22α − 1, 2n−1t ) 
= 2(2α,n) − 1
or v2(n) > v2(α) + 1 and (22α − 1, 2n−1t ) = 2(2α,n) − 1.
If  f (x) = c2α has no solution in F2n , then n( f ) = 0.
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= 0, 0 < α1 < · · · < αk = α and
v2(α1) = · · · = v2(αk) = v. Assume that n is a positive integer such that m|n and v2(n) > v. Then for every
c ∈ F2n ,
n( f + cx) =
{
(−1) n+ln( f )2v+1 e( f (x0)) if  f = c2α has a solution x0 ∈ F2n ,
0 otherwise.
3. The general case
Theorem 3.1. Let f (x) =∑1ik aix1+2αi + a0x ∈ F2m [x], 0< α1 < · · · < αk, m|n. If
f ′(z) ≡ g∗(z) ◦ f ′1(z) ◦ g(z) (mod Rn),
where f ′(z) =∑1ik ai zαi + a20 is the companion polynomial of f (x). Let f ′1(π) =∑1ik1 biπβi + b20 ∈
F2m [〈π〉], and g(z) ∈ F2[z]/(zn + 1) satisfying (g(z), zn + 1) = 1, then
S( f ,n) = S( f1,n),
where f1(x) =∑1ik1 bix1+2βi + b0x ∈ F2m [x], 0< β1 < · · · < βk1 .
Proof. By the property of Frobenius map π , it is not diﬃcult to deduce that Tr(x · g(π)(y)) =
Tr(g∗(π)(x) · y), where g∗(z) ∈ F2[z]/(zn + 1) is the reciprocal polynomial of g(z). Thus
Tr
(
f (x)
)= Tr( ∑
1ik
aix
1+2αi + a0x
)
= Tr
(
x ·
( ∑
1ik
aix
2αi + a20x
))
= Tr (x · f ′(π)(x))
= Tr (x · (g∗(π) ◦ f ′1(π) ◦ g(π))(x))
= Tr (g(π)(x) · ( f ′1(π) ◦ g(π))(x)) .
Since (g(z), zn + 1) = 1, the linearized polynomial g(π)(x) is a permutation polynomial of F2n ,
so
S( f ,n) =
∑
x∈F2n
(−1)Tr(
∑
1ik ai x1+2
αi +a0x)
=
∑
x∈F2n
(−1)Tr(g(π)(x)·( f ′1(π)◦g(π))(x))
=
∑
x∈F2n
(−1)Tr(x·( f ′1(π)(x)))
=
∑
x∈F n
(−1)Tr(x·(
∑
1ik1 bix
2βi +b20x))2
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∑
x∈F2n
(−1)Tr( f1(x))
= S( f1,n). 
To compute S( f ,n) for a quadratic function f , it suﬃces to compute S( f ,2s) in most cases by
Theorem 2.5. Combing with Theorem 2.6 and Theorem 2.7, we give the following algorithm to com-
pute the exponential sum of general quadratic functions.
Algorithm 3.2. Input: f (x) =∑1ik aix1+2αi + a0x ∈ F2m [x], 0 < α1 < · · · < αk , m|n, n = 2sn′ , m =
2tm′ .
Output: S( f ,n).
Step 1: Find a solution of f ′(z) ≡ g∗(z) ◦ f ′1(z) ◦ g(z) (mod R2sm′ ) such that g(z) ∈ F2[z]/(zn + 1)
and (g(z), zn + 1) = 1, where f ′(z) ∈ F22tm′ [x]/(x2
sm′ + 1) is the companion polynomial of f (x), and
f ′1(z) = zr + b20, or f ′1(z) =
∑
1ik1 bi z
βi + b20 with o(β1) = · · · = o(βk1 ). If there isn’t such a solution,
then output “failed”.
Step 2: Use Theorem 2.6 or Theorem 2.7 to compute S( f1,2sm′) with respect to f ′1(z) = zr + b20 or
f ′1(z) =
∑
1ik1 bi z
βi + b20 with o(β1) = · · · = o(βk1 ) < s. By Theorem 3.1, S( f ,2sm′) = S( f1,2sm′).
Step 3: Use Theorem 2.5 to compute S( f ,n).
4. The casem= 1, n= 2s
Let n = 2s for s 4 in this section,
H ′′ = {(y3, . . . , yn/2−1) ∈ Fn/2−32 }, (4)
and
G ′′ = {(z3, . . . , zn/2−1) ∈ Fn/2−32 }. (5)
For (z3, . . . , zn/2−1) ∈ G ′′ and n = 2s for s 4, we deﬁne
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y3 = h3(z3, . . . , zn/2−1) = z3 + z(n−4)/2,
y4 = h4(z3, . . . , zn/2−1) = z4 + z3,
y5 = h5(z3, . . . , zn/2−1) = z5 + z4 + z(n−6)/2,
y6 = h6(z3, . . . , zn/2−1) = z6 + z5,
y7 = h7(z3, . . . , zn/2−1) = z7 + z6 + z(n−8)/2 + z3,
...
y j = h j(z3, . . . , zn/2−1) = z j + z j−1, j > 2 even,
...
y j′ = h′j(z3, . . . , zn/2−1) = z j′ + z j′−1 + z(n−1− j′)/2 + z( j′−1)/2, j′ > 5 odd,
...
yn/2−1 = hn/2−1(z3, . . . , zn/2−1) = zn/4 + zn/4−1 + zn/2−1 + zn/2−2.
Lemma 4.1. The above boolean functions (h3,h4, . . . ,hn/2−1) deﬁnes a one-to-one map from G ′′ to H ′′ when
n = 2s for s 4.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
h3(z3, . . . , zn/2−1) = z3 + z(n−4)/2 = 0,
h4(z3, . . . , zn/2−1) = z4 + z3 = 0,
h5(z3, . . . , zn/2−1) = z5 + z4 + z(n−6)/2 = 0,
h6(z3, . . . , zn/2−1) = z6 + z5 = 0,
h7(z3, . . . , zn/2−1) = z7 + z6 + z(n−8)/2 + z3 = 0,
...
h j(z3, . . . , zn/2−1) = z j + z j−1 = 0, j > 2 even,
...
h j′(z3, . . . , zn/2−1) = z j′ + z j′−1 + z(n−1− j′)/2 + z( j′−1)/2 = 0, j′ > 5 odd,
...
hn/2−1(z3, . . . , zn/2−1) = zn/4 + zn/4−1 + zn/2−1 + zn/2−2 = 0.
(6)
It suﬃces to prove the above boolean system (6) has only zero solution (0,0, . . . ,0) ∈ Fn/2−32 .
Firstly, for odd j = 4k+ 1 where 9 j  n/2− 1, and j − 1, ( j − 1)/2, (n− j + 1)/2 are even. Thus
by (6),
h j−1 = z j−2 + z j−1 = 0,
h( j−1)/2 = z( j−1)/2 + z( j−3)/2 = 0,
h(n− j+1)/2 = z(n− j+1)/2 + z(n− j−1)/2 = 0. (7)
Hence
h j−2 + h j = (z j−2 + z j−1 + z j−3 + z j) + (z( j−1)/2 + z(n− j−1)/2 + z( j−3)/2 + z(n− j+1)/2)
= (h j−1 + z j−3 + z j) + (h( j−1)/2 + h(n− j+1)/2)
= z j−3 + z j . (8)
So z j−3 = z j for j = 4k + 1 9.
By h3 = h5 = 0, h4 = z3 + z4 = 0 and h(n−4)/2 = z(n−4)/2 + z(n−6)/2 = 0, we have h3 + h5 = z3 +
z(n−4)/2 + z5 + z4 + z(n−6)/2 = h4 + h(n−4)/2 + z5 = 0. So z5 = 0.
By hn/2−1 = zn/4 + zn/4−1 + zn/2−1 + zn/2−2 = 0 and hn/4 = zn/4 + zn/4−1 = 0, we have zn/2−1 =
zn/2−2.
So
⎧⎨
⎩
z5 = 0,
h2 j = z2 j−1 + z2 j = 0 for all 4 2 j  n/2− 1,
z j−3 = z j for all 9 j = 4k + 1 n/2− 1.
Thus z6 = 0 since z5 = 0 and h6 = z5 + z6 = 0. By z6 = 0 we have z9 = z6 = 0 since z j−3 = z j for
all 9 j = 4k + 1 n/2− 1. Thus z10 = 0 since z9 = 0 and h10 = z10 + z9 = 0, . . . , and so on. By this
procedure we deduce that
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zi = zi−1 = 0 for all 3 i ≡ 2 (mod 4) n/2− 1,
zn/2−1 = 0. (9)
Now let j = 4k + 1 and k ≡ 1 (mod 2). Then j − 1 ≡ 4 (mod 8), and j ≡ 1 (mod 4), ( j − 1)/2 ≡
2 (mod 4), (n − j − 1)/2 ≡ 1 (mod 4). Thus for j > 5, z j = z( j−1)/2 = z(n− j−1)/2 = 0 by (9), and
h j = z j + z j−1 + z( j−1)/2 + z(n− j−1)/2 = 0, which gives z j−1 = z4k = 0 for k > 1. In the case of j = 5,
z5 = z(n−5−1)/2 = 0 by (9), and h5 = z5 + z4 + z(n−5−1)/2 = 0, so similarly z4 = 0. Generally by h4k =
z4k + z4k−1 = 0, we have
zi = zi−1 = 0 for all 3 i ≡ 4 (mod 8) n/2− 1. (10)
Assume j = 4k + 1 and k ≡ 2 (mod 4). Similarly by considering h j = z j + z j−1 + z( j−1)/2 +
z(n− j−1)/2 = z j−1 = 0, we can get
zi = zi−1 = 0 for all 3 i ≡ 8 (mod 16) n/2− 1. (11)
Generally when j = 4k + 1 and k ≡ 2t (mod 2t+1), where 2t  n/16, i.e. 0 t  s − 4, we have
zi = zi−1 = 0 for all 3 i ≡ 2t+2
(
mod 2t+3
)
 n/2− 1. (12)
By (9), (10), (11), (12) and
{z3, z4, . . . , zn/2−2} =
s−2⋃
t=1
⋃
3i≡2t (mod 2t+1)n/2−1,
{zi, zi−1},
we know that the only solution of the boolean system (6) is
{z3, z4, . . . , zn/2−2, zn/2−1} = (0,0, . . . ,0) ∈ Fn/2−32 . 
Theorem 4.2. Let h(z) =∑0in−1 ai zi ∈ F2[z]/(zn − 1), n = 2s for s  2, and a0 = 1. Then h(z) = g(z) ◦
g(z)∗ = g(z) · g(z)∗ for some g(z) =∑0in−1 bi zi ∈ F2[z]/(zn − 1) if and only if h(z) ∈ H, where
H =
⎧⎪⎨
⎪⎩h(z) =
∑
0in−1
ai z
i ∈ F2[z]/
(
zn − 1)
∣∣∣∣∣
∑
0in/2−1, (i,2)=1 ai = 0,
a0 = 1, an/2 = 0,
ai = an−i for all 1 i  n/2− 1.
⎫⎪⎬
⎪⎭ (13)
Furthermore, every h(z) ∈ H has a unique factorization h(z) = g(z) · g(z)∗ for some g(z) ∈ G, where
G =
⎧⎪⎨
⎪⎩g(z) =
∑
0in−1
bi z
i ∈ F2[z]/
(
zn − 1)
∣∣∣∣∣
b0 = 1, bn−1 = 0,
b2 = bn−3 = 0,
bi = bn−1−i for i = 1,3,4,5, . . . ,n/2− 1.
⎫⎪⎬
⎪⎭
(14)
Proof. Firstly it is easy to deduce that the condition that h(z) = g(z) · g(z)∗ for some g(z) ∈
F2[z]/(zn − 1) is equivalent to the following equation system having a solution:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
h0(z0, . . . , zn−1) = z0 + · · · + zn−1 = a0 = 1,
h1(z0, . . . , zn−1) = z0z1 + z1z2 + z2z3 + · · · + zn−1z0 = an−1,
h2(z0, . . . , zn−1) = z0z2 + z1z3 + z2z4 + · · · + zn−1z1 = an−2,
...
hn/2(z0, . . . , zn−1) = z0zn/2 + z1zn/2+1 + · · · + zn/2−1zn−1 + z0zn/2
+ z1zn/2+1 + · · · + zn/2−1zn−1 = an/2,
...
hn−1(z0, . . . , zn−1) = z0zn−1 + z1z0 + z2z1 + · · · + zn−1zn−2 = a1.
(15)
In the above equation system, it is obvious that for 1 j  n/2− 1,
h j(z0, . . . , zn−1) = a j
= z0z j + z1z1+ j + z2z2+ j + · · · + zn−1z j−1
= z0zn− j + z1zn− j+1 + · · · + zn−1zn− j−1
= an− j
= hn− j(z0, . . . , zn−1).
And for i = n/2,
hn/2(z0, . . . , zn−1) = an/2
= z0zn/2 + z1zn/2+1 + · · · + zn/2−1zn−1 + z0zn/2 + z1zn/2+1 + · · · + zn/2−1zn−1
= 0.
Thus a necessary condition for h(z) = g(z) · g(z)∗ is at = an−t for all 1 t  n/2− 1, and an/2 = 0.
Thus (15) is equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
h0(z0, . . . , zn−1) = z0 + · · · + zn−1 = 1,
h1(z0, . . . , zn−1) = z0z1 + z1z2 + z2z3 + · · · + zn−1z0 = a1,
h2(z0, . . . , zn−1) = z0z2 + z1z3 + z2z4 + · · · + zn−1z1 = a2,
...
hn/2−1(z0, . . . , zn/2−1) = z0zn/2−1 + z1zn/2 + · · · + zn−1zn/2−2 = an/2−1.
(16)
(Necessity) It is left to prove the necessary condition that
∑
0in/2−1, (i,2)=1 ai = 0.
If h(z) = g(z) · g(z)∗ for some g(z) =∑0in−1 bi zi ∈ F2[z]/(zn − 1), then (b0,b1, . . . ,bn−1) ∈ Fn2
is a solution of the equation system (16).
Since h0(b0, . . . ,bn−1) = b0 + · · · + bn−1 =∑(i,2)>1 bi +∑(i,2)=1 bi = 1 and 4|2s = n,
( ∑
(i,2)>1
bi
)
·
( ∑
(i,2)=1
bi
)
= 0.
So we have
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(i,2)>1
bi
)
·
( ∑
(i,2)=1
bi
)
=
∑
( j,2)=1,1 jn/2−1
∑
0in−1
bibi+ j
= b0b1 + b1b2 + b2b3 + · · · + bn−1b0
+ b0b3 + b1b4 + b2b5 + · · · + bn−1b2
...
+ b0bn/2−1 + b1bn/2 + b2b4 + · · · + bn−1bn/2−2
= h1(b0, . . . ,bn−1) + h3(b0, . . . ,bn−1) + · · · + hn/2−1(b0, . . . ,bn−1)
= a1 + a3 + a5 + · · · + an/2−1
=
∑
0in/2−1, (i,2)=1
ai
= 0.
(Suﬃciency) It is easy to verify the suﬃciency for two cases s = 2,3 i.e. n = 4,8. So we assume
s 4 in the following. It is obvious that the sets H and G all have 2n/2−2 elements. Thus it is suﬃcient
to prove the following map
P : P(g(z))= g(z) · g(z)∗ for g(z) ∈ G
is an injective map from G to H .
By (15), g · g∗ is equivalent to a boolean equation system. So we should prove the map P ′:
P ′(z0, z1, . . . , zn−1) = (h0(z0, . . . , zn−1), . . . ,hn−1(z0, . . . , zn−1)) is an injective map from G ′ to H ′ ,
where
h j(z0, . . . , zn−1) =
∑
0in−1
zi zi+ j, 0 j  n − 1,
and
H ′ =
⎧⎪⎨
⎪⎩(y0, . . . , yn−1) ∈ Fn2
∣∣∣∣∣
∑
0in/2−1, (i,2)=1 yi = 0,
y0 = 1, yn/2 = 0,
yi = yn−i for all 1 i  n/2− 1
⎫⎪⎬
⎪⎭ (17)
and
G ′ =
⎧⎪⎨
⎪⎩(z0, . . . , zn−1) ∈ Fn2
∣∣∣∣∣
z0 = 1, zn−1 = 0,
z2 = zn−3 = 0,
zi = zn−1−i for all 1 i 
= 2 n/2− 1.
⎫⎪⎬
⎪⎭ (18)
Now we will prove the quadratic boolean system (15) is in fact linear for (z0, . . . , zn−1) ∈ G ′ . Firstly
we discuss j ∈ [1,n/2− 1] in two cases.
(1) For every 1 j  n/2− 1 and ( j,2) > 1, the n items zi zi+ j , 0 i  n − 1 in h j(z0, . . . , zn−1) =∑
0in−1 zi zi+ j can be separated into n/2 pairs. Every pairs are
zi zi+ j, and zn−i−1− j zn−i−1, 0 i  (n − j − 1)/2, or i  n − ( j + 1)/2.
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and i  n − ( j + 1)/2. Otherwise i ≡ n − i − 1 − j (mod n). So the congruence equation 2i ≡ n − 1 −
j (mod n) has solutions, which is impossible for ( j,2) > 1.
Because (z0, . . . , zn−1) ∈ G ′ , we have zi = zn−i−1 and zi+ j = zn−1−i− j for i 
= 0. When i = 0, z0 =
1 
= zn−1 = 0, the item pairs z0z j = z j and zn−1− j zn−1 = 0. When i = n − j, the item pairs zi zi+ j =
zn− j z0 = zn− j = z j−1 and z j−1zn−1 = 0. So in the even j case,
h j(z0, . . . , zn−1) =
∑
0in−1
zi zi+ j
=
∑
0i(n− j−1)/2, in−( j+1)/2, i 
=0,n− j
(zi zi+ j + zn−i−1− j zn−i−1)
+ (z0z j + zn−1− j zn−1) + (zn− j z0 + zn−1−(n− j)zn−1)
= (z0z j + zn−1− j zn−1) + (zn− j z0 + z j−1zn−1)
= z j + z j−1. (19)
(2) For every 1 j  n/2−1 and ( j,2) = 1, there are two solutions i = (n−1− j)/2,n− ( j+1)/2
for the congruence equation i ≡ n− i−1− j (mod n). Thus the item zi zi+ j is equal to zn−i−1− j zn−i−1
for i = (n− 1− j)/2,n− ( j + 1)/2. In these two cases, zi zi+ j = z(n−1− j)/2 when i = (n− 1− j)/2, and
zi zi+ j = zn−(1+ j)/2 = z(1+ j)/2−1 = z( j−1)/2 when i = n − (1+ j)/2.
And for 0 i < (n− j−1)/2, i > n−( j+1)/2, i 
= 0, n− j, the item pairs zi zi+ j and zn−i−1− j zn−i−1
are different. In these cases zi zi+ j + zn−i−1− j zn−i−1 = 0.
Similarly, when i = 0, the item pairs z0z j = z j and zn−1− j zn−1 = 0. When i = n − j, the item pairs
zi zi+ j = zn− j z0 = zn− j = z j−1 and z j−1zn−1 = 0.
So the n items zi zi+ j , 0  i  n − 1 in h j(z0, . . . , zn−1) =∑0in−1 zi zi+ j can be separated into
(n − 2)/2+ 1 pairs. Therefore for odd j,
h j(z0, . . . , zn−1) =
∑
0in−1
zi zi+ j
=
∑
0i<(n− j−1)/2, i>n−( j+1)/2, i 
=0,n− j
(zi zi+ j + zn−i−1− j zn−i−1)
+ z(n−1− j)/2z(n+ j−1)/2 + zn−(1+ j)/2z( j−1)/2
+ (z0z j + zn−1− j zn−1) + (zn− j z0 + zn−1−(n− j)zn−1)
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
z(n−1− j)/2z(n−1− j)/2 + z( j−1)/2z( j−1)/2
+ (z0z j + zn−1− j zn−1) + (zn− j z0 + z j−1zn−1), j 
= 1,
z(n−1− j)/2z(n−1− j)/2 + zn−1z0
+ (z0z j + zn−1− j zn−1) + (zn−1z0 + z j−1zn−1), j = 1
=
{
z(n−1− j)/2 + z( j−1)/2 + z j + z j−1, j 
= 1,
z(n−1− j)/2 + z j, j = 1.
(3) For j = 0, we know that if (z0, . . . , zn−1) ∈ G ′ , zi + zn−1−i = 0 for 1  i  n/2 − 1 and
z0 + zn−1 = 1, so h0(z0, . . . , zn−1) = z0 + · · · + zn−1 = (z0 + zn−1) +∑1in/2−1(zi + zn−1−i) = 1.
(4) For n/2  j  n − 1, it is easy to see that hn/2(z0, . . . , zn−1) = 0 and h j(z0, . . . , zn−1) =
hn− j(z0, . . . , zn−1).
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y0 = h0(z0, . . . , zn−1) = 1,
y1 = h1(z0, . . . , zn−1) = z(n−2)/2 + z1,
y2 = h2(z0, . . . , zn−1) = z2 + z1 = z1,
y3 = h3(z0, . . . , zn−1) = z3 + z2 + z(n−4)/2 + z1 = z1 + z3 + z(n−4)/2,
y4 = h4(z0, . . . , zn−1) = z4 + z3,
y5 = h5(z0, . . . , zn−1) = z5 + z4 + z(n−6)/2 + z2 = z5 + z4 + z(n−6)/2,
y6 = h6(z0, . . . , zn−1) = z6 + z5,
y7 = h7(z0, . . . , zn−1) = z7 + z6 + z(n−8)/2 + z3,
...
y j = h j(z0, . . . , zn−1) = z j + z j−1, j > 2 even,
...
y′j = h′j(z0, . . . , zn−1) = z j′ + z j′−1 + z(n−1− j′)/2 + z( j′−1)/2, j′ > 5 odd,
...
yn/2−1 = hn/2−1(z0, . . . , zn−1) = zn/4 + zn/4−1 + zn/2−1 + zn/2−2,
yn/2 = hn/2−1(z0, . . . , zn−1) = 0,
yn/2+1 = hn/2+1(z0, . . . , zn−1) = yn/2−1,
...
yn/2+ j = hn/2+ j(z0, . . . , zn−1) = yn/2− j,
...
yn−1 = hn−1(z0, . . . , zn−1) = y1.
(20)
By (20), we get
∑
1 jn/2−1, ( j,2)=1
y j = h1 + h3 + · · · + hn/2−1
=
∑
1in/2−1, i 
=2
zi +
∑
1in/2−1, i 
=2
zi
= 0. (21)
So we have proved that ∀(z0, . . . , zn−1) ∈ G ′ , P ′(z0, . . . , zn−1) ∈ H ′ , this means that ∀g(z) ∈ G ,
P (g(z)) ∈ H .
On the other hand, by (20), (21) and Lemma 4.1, P (g(z))s are different for different g(z) ∈ G .
So we have proved that P (G) = H , and every h have a unique factorization h = g · g∗ for some
g ∈ G . 
Remark 4.3. It should be noted that the factorization is not unique if g(z) /∈ G . Also if n 
= 2s , then
there is possible no factorization for h(z) ∈ H .
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f ′(z) =∑1in/2−1 ai zi ≡ f ′1(z) · h(z) (mod Rn) for some f ′1(z) =∑1in/2−1 ci zi ∈ F2[z]/(zn − 1) and
h(z) ∈ H, then
S( f ,n) = S( f1,n).
Especially in the case of f ′1(z) = zr , 1 r  n/2 − 1, we have the following algorithm to compute
S( f ,n) for n = 2s .
Algorithm 4.5. Input: Let f (x) =∑1in/2−1 aix1+2i , a1, . . . ,an/2−1 ∈ F2, where n = 2s , s 4.
Output: S( f + a0x,n) for all n = 2s , s 4 and a0 ∈ F2n .
Step 1. Find a solution of the linear system
∑
1in/2−1
ai z
i ≡ zr ·
∑
0in−1
bi z
i (mod Rn) =
n/2∑
i=0
bi−r zi +
n/2−1∑
i=1
bn−r−i zi
for some 1 r  n/2−1, and some h(z) =∑0in−1 bi zi ∈ H . It is equivalent to solving the following
linear boolean system:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
bi−r + bn−r−i = ai for all 1 i  n/2− 1,
bn−r = 1,
bn/2−r = 0,
bi = bn−i for all 1 i  n/2− 1.
(22)
If there is no such a solution, then output “failed”.
Step 2. If there is a solution (r,h), by Corollary 4.4,
S( f ,n) = S( f1,n).
Step 3. Use Theorem 2.6 to compute S( f1,n) by computing ln( f1) and n( f1), where f1(x) =
x1+2r .
Step 4. Use S( f ,n) and Theorem 2.4 to compute S( f + a0x,n).
Example 4.6. Let n = 32 and
f (x) = x1+2 + x1+22 + x1+23 + x1+26 + x1+211 + x1+212 + x1+213 + x1+215 ∈ F232 [x].
Then
f ′(z) = z + z2 + z3 + z4 + z11 + z12 + z13 + z15.
By the above algorithm,
Step 1. Find a solution f ′(z) ≡ zr · h(z) (mod Rn) for some 1  r  n/2 − 1, and some h(z) =∑
0in−1 bi zi ∈ H .
Step 2. A solution is r = 11 and
h(z) = 1+ z + z2 + z3 + z4 + z7 + z11 + z12 + z13 + z14 + z15 + z17 + z18 + z19 + z20
+ z21 + z25 + z28 + z29 + z30 + z31.
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Comparison with the number of binary quadratic functions that their exponential sums can be computed by Theorem 2.6,
Theorem 2.7, Theorem 3.1 and Algorithm 4.5 respectively, where v2(αi)s are the same, and h(z) ∈ H .
Computation method n = 8 n = 16 n = 32∑
1in/2−1 ai x1+2
i + a0x, ai ∈ F2 16 256 65536
x1+2i for some 1 i n/2− 1 Theorem 2.6 4 8 16∑
1in/2−1 ai x1+2
αi with same v2(αi) Theorem 2.7 4 19 274
zr · h(z) for some 1 r n/2− 1 Algorithm 4.5 and Theorem 2.6 7 105 26753
(
∑
1ik zαi ) · h(z) with same v2(αi) Theorem 3.1 and Theorem 2.7 10 228 65522
Since h(z) ∈ H , by Corollary 4.4, f1(x) = x1+211 and
S( f ,32) = S(x1+211 ,32).
Step 3. f1(x) = x1+211 ,  f1 = x222 + x. So l32( f1) = deg((x22 + 1, x32 + 1)) = deg(x2 + 1) = 2. And
by Theorem 2.6, 32( f1) = −1. So S( f ,32) = 2(n+ln( f ))/2n( f ) = −2(32+2)/2 = −217.
Step 4. For every α ∈ F232 , use Theorem 2.4 to compute
S( f + αx,32) = 2
32+2e( f (x0))
S( f ,32)
= −217e( f (x0)),
where x0 is one solution of x2
22 + x = α211 . If there is no such a solution, then S( f + αx,32) = 0.
Finally, with the help of computer, we give a comparison with the number of binary quadratic
functions
∑
1in/2−1 aix1+2
i + a0x over F2 that can be computed by Theorem 2.6, Theorem 2.7,
Theorem 3.1 and Algorithm 4.5 respectively, ai ∈ F2.
5. Concluding remarks
In this paper we give a different method to compute the exponential sum of general binary
quadratic functions by the factorization of its companion polynomials. Besides the proposed method
of computing the exponential sum of quadratic functions, Theorem 4.2 in the paper may be of inde-
pendent interest.
From Table 1, our method allows us to evaluate the exponential sum of most binary quadratic
functions over F2n of the form
∑
1in/2−1 aix1+2
i + a0x where a1, . . . ,an/2−1 ∈ F2, a0 ∈ F2n . Thus
if we can characterize those f ′(z)s that have a factorization f ′(z) ≡ g∗(z) ◦ f ′1(z) ◦ g(z) such that
g(z) ∈ F2[z]/(zn + 1), (g(z), zn + 1) = 1 and f ′1(z) =
∑
ai zαi ∈ F2m [z]/(z2s + 1) with same v2(αi)s, we
then can compute the exponential sum S( f ,n) for n with v2(n) = s. We generalize it as a question:
Question 5.1. For positive number n and m|n, what kind of f ′(z) ∈ F2m [z]/(zn + 1) has such a
factorization f ′(z) ≡ g∗(z) ◦ f ′1(z) ◦ g(z) such that g(z) ∈ F2[z]/(zn + 1), (g(z), zn + 1) = 1 and
f ′1(z) =
∑
1ik ai z
αi ∈ F2m [z]/(zn + 1) with same v2(αi)s?
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