In this work we prove the existence of standing-wave solutions to the scalar non-linear Klein-Gordon equation in dimension one and the stability of the ground-state, the set which contains all the minima of the energy constrained to the manifold of the states sharing a fixed charge. For non-linearities which are combinations of two competing powers we prove that standing-waves in the ground-state are orbitally stable. We also show the existence of a degenerate minimum and the existence of two positive and radially symmetric minima having the same charge.
Introduction
In this work we address the problem of existence and stability of standing-wave solutions to a non-linear Klein-Gordon equation
where G is a real-valued even function defined on (−∞, +∞) such that G (0) = 0. A standing-wave is a solution to (1) which can be written as
where ω is a real number and R is a real-valued function of class H 1 (R; R). The standing-waves we are interested on satisfy the following variational characterization: they are minima of the energy functional E on the constraint M σ which depends on a real parameter σ. We set X := H 1 (R; C) × L 2 (R; C). For the vectors of this space we will use the notation Φ, and (φ, φ t ) for its components. The energy and constraint functional are complex-valued functions defined on X. Given (φ, φ t ) in X, we define
where (5) W (z) := 1 2 m 2 |z| 2 + G(|z|).
In fact, E is a real-valued functional. We will refer to C with the term charge. The constraint set is defined as
Given two vectors Φ = (φ, φ t ) and Ψ = (ψ, ψ t ) in X, we consider the scalar product
On X we consider the metric d induced by the scalar product. In order to define stable subsets of X, we assume that G is such that (1) is globally well-posed as meant in [36, Remark 3.5, p. 126] . That is, given an initial datum (φ 0 , φ t,0 ) in H 1 × L 2 , there exist a unique solution φ defined on (−∞, +∞) × R such that
x ((−∞, +∞) × R). Moreover, E and C are constant on the trajectory (φ(t, ·), ∂ t φ(t, ·)), that is (7) E(φ(t, ·), ∂ t φ(t, ·)) = E(φ 0 , φ t,0 ), C(φ(t, ·), ∂ t φ(t, ·)) = C(φ 0 , φ t,0 ) for every t in (−∞, +∞), [36, Remark 3.5, p. 126] . Then for every t in (−∞, +∞) we can define U (t, ·) : X → X, U (t, (φ 0 , φ t,0 )) = (φ(t, ·), ∂ t φ(t, ·)).
Definition (Stable subsets of X). A set S ⊆ X is stable if, for every ε > 0, there exist δ > 0 such that dist(Φ, S) < δ ⇒ dist(U (t, Φ), S) < ε for every t in (−∞, +∞) and Φ ∈ X.
In this work we present two stability results. The first is the stability of the subset of X called ground state, which is the set of all the minima of E on the constraint M σ . We use the notation
The literature is rich of stability results to a variety of differential equations and coupled differential equations, where the ground state is defined according to the energy functional and constraint. Since similar techniques are also used, it is covenient to mention results of stability in differential equations having different structure than (1) . Some references are [4, 35] for the non-linear Schrödinger equation (NLS) in dimension n ≥ 3, or [11] on the stability of (NLS) in dimension n ≥ 1, [3] on the non-linear Klein-Gordon equation (NLKG) in dimension n ≥ 3, [14] on the coupled non-linear Klein-Gordon (2-NLKG) equation in dimension n ≥ 3, [16, 28, 19] and [32] on the coupled non-linear Schrödinger equation (2-NLS) in dimension n = 1. We include [29, 30, 31] which address problems of stability for the non-linear Schrödinger equation in bounded domains. For the stability of the ground state we require the following assumptions: (G4). The equation (1) is globally well-posed in H 1 (R; C) × L 2 (R; C). Theorem 1. If (G1-G4) hold, there exist σ * > 0 such that Γ σ is stable for every σ > σ * .
We prove the Concentration-Compactness property of the minimizing sequences of E on M σ . That is, given a minimizing sequence (φ n , φ n,t ), there exist (y n ) ⊆ R such that a subsequence of (φ n (· + y n ), φ n,t (· + y n )) converges strongly in X. In previous references as [3, 14] , the Concentration-Compactness had been proved for particular minimizing sequences, which are the ones satisfying φ n,t = −iω n φ n for some ω n in R. Equivalently, that implies the Concentration-Compactness property of the minimizing sequences of the functional E * and constraint M * σ defined as follows:
and M * σ := {(u, ω) ∈ H 1 (R; R) × R | C * (u, ω) = σ}. We address specifically the dimension n = 1, a case which was not covered in [3, 14] . This presents different challenges. In fact, when n ≥ 3, the functional E * is coercive, provided q ≤ 2n n−2 in (G3) and W ≥ 0. As we will show in Remark 2.1, in dimension n = 1, the coercivity fails if W ≥ 0 and W has a zero different than the origin, no matter what restriction one sets on q. The second stability result is about the subset of X which is obtained by taking all the argument translations and multiplication by complex numbers in the unit sphere of an element of the ground state: given Φ in Γ σ , we set
The invariances (12) E(zΦ(· + y)) = E(Φ), C(zΦ(· + y)) = C(Φ)
for every (z, y) in S 1 × R and Φ in X show that Γ(Φ) is a subset of Γ σ . This result addresses specifically the double power non-linearity (13) G(s) = −as 4 + bs 6 , a, b > 0.
Definition (Orbitally stable standing wave). The standing-wave in (2) is orbitally stable if Γ(R, −iωR) is a stable subset of X.
References on the orbital stability of Γ σ do not always address the set (11) . In [4, 3, 14] and [16] , only the stability of the ground state has been proved. Other references who proved the stability of the standing-wave took advantage of more specific assumptions. For instance, in [11] the non-linearity G is a pure-power
In [32, 28, 25, 12] the non-linearity G is an homogeneous two or more variables function or fourth degree homogeneous polynomial. This choice allows to prove that Γ(Φ) = Γ σ for every Φ element of the ground-state. Therefore, the stability of Γ(Φ) follows from the stability of the ground-state, that is from Concentration-Compactness property of minimizing sequences which follows by [23, 24] . Such equality is consequence of the uniqueness of positive, decaying and symmetrically decreasing solutions to the elliptic problem ∆R(x) − G (R(x)) − R(x) = 0, [27, 20, 26] , and the symmetry G(ts) = t p G(s) (t > 0). In fact, one can show that each set Γ(Φ) contains a unique minimum R which is positive, even, radially decreasing and H 1 (R; R). This follows, for instance, from the conclusions of [10] . We included a proof in Theorem 2. Therefore, it is convenient to define
where H 1 r,+ (R; R) is the set of H 1 positive and even functions. The choice of the powers 4 and 6 is in part motivated by historical reasons: in dimension n = 3, the non-linear Klein-Gordon with two competing powers (13) was proposed in [21] as a model of 0-spin particles in spin theory. In [17, 18, 33, 34] they proved existence of stable and unstable standing-waves, still in dimension n = 3. Moreover, in (13) we are able to evaluate explicitly the energy E and the charge C of the standingwave (3), to prove the stability of Γ(R, −iωR) and to count the number of minima and detect which ones are non-degenerate. In order to describe these results, we introduce the notation:
The behaviour of the number of sets Γ(Φ) and the non-degeneracy of minima depend jointly on the non-linearity (13) and m (specifically on τ (a, b, m)), and σ. We list some of the main results: there exist τ * > 1 such that (i) If τ ≥ τ * , then |K σ | = 1 for every σ > 0. Therefore, in every constraint there is exactly one positive, symmetric minimum from Theorem 4. Therefore, Γ σ = Γ(Φ) for every Φ in Γ σ just as it happens for pure-powers or double powers in the non-linear Schrödinger equation in [11, 13] (ii) if τ = τ * there exist exactly one level σ d where the minimum is degenerate, from Theorem 5. This is a completely different behaviour than (NLS), where for double powers minima are non-degenerate, [13] . Yet the corresponding standing-wave is stable (iii) if 1 < τ < τ * , there exist exactly one level σ 2 where we can observe the existence of two positive, symmetrically decreasing minima, that is |K σ | = 2, Theorem 4. Consequently we have the disjoint union Γ σ = Γ(Φ 1 ) ∪ Γ(Φ 2 ). This is the most unexpected result. In [7] the author proved that if σ is large enough, one can expect to find at least as many local minima as the number of connected components of the set {G < 0}. According Theorem 4, there are more local minima (in fact, minima) than the number of connected components. In fact for G in (13), the set is connected. In (2-NLS) one can find more multiplicity results, as [2] , even if critical points are not minima (iv) the set Γ(Φ) is stable for every choice of τ > 1 and σ, Theorem 6. This applies in particular to the case where there is a unique set Γ(Φ), but also in the case where there are two minima and, consequently, there are two different sets Γ(Φ 1 ) and Γ(Φ 2 ) disjoint from each other. In [14] we already pointed out methods to prove the stability of Γ(Φ) regardless of the cardinality of K σ . This is a concrete example showing that the uniqueness of Γ(Φ) is not necessary.
The paper is organized as follows. In §2 we prove properties of the pairs (E, M σ ) and (E * , M * σ ) and the stability of the ground-state. In §3, we count the number of positive and radially decreasing minima in every constraint M σ , the cardinality of K σ . The result is summarized and proved in Theorem 4. In §4, we look at the degeneracy of minima through Theorem 5. The paper concludes with Theorem 6 of §5, where we prove that all the standing-waves in (3) such that (R, −iωR) is in Γ σ are orbitally stable.
Throughout all the work it is assumed that σ > 0. Theorems 4, 5 and 6 can be proved in the case σ < 0 by observing that the isometry from M σ to M −σ which maps (φ, φ t ) to (φ, −φ t ), does not change the energy E. The case σ = 0 has been addressed separately at the end of §5.
Properties of the functional E
Some of the properties we are going to prove have a correspondence with the variational setting of the non-linear Schrödinger equation, treated in [4] . Therefore, it is convenient to introduce a notation for the functional
and the constraint
The functionals E and E * , defined in (3) and (9) can be related to each other through the following map
which is the one given in [3, (3.19) ]. Under the assumptions (G1-G3), we can prove the following proposition.
The functional E satisfies the following properties: Here we add some intermediate inequalities. We set
Then, from (18) , P (Φ) = (|φ|, ω).
The second inequality follows from [22, Theorem 7.8, p., 177] , the Convex Inequality for the gradient, and the Cauchy-Schwarz inequality applied to the scalar product . (9) . Then
Then we can define
(iv). We can write
From (ii) of [13, Proposition 1], there exist a real-valued function c defined on the set R × R × H 1 (R; C) which is bounded on bounded sets and such that
In order to apply the quoted proposition, we only need to check that G fulfills the property [13, (G2a)], which corresponds to (G2). From (20) and (21), we obtain
Then, the conclusion follows if we define
(v). Here we refer to [13, Proposition 6] , where we showed that under the assumption (G2), the functional E S defined in (17) is continuously differentiable. The quoted proposition uses the same techniques as [1, Theorem 2.2, p. 16]. Therefore, E is the sum of E S and a half of the squares of the L 2 -norm of φ t and φ, which are continuously differentiable functions. As for C, we have
showing that C is continuously differentiable as the last term is o(h, k).
Remark 2.1. In the non-linear Klein-Gordon in dimension n ≥ 3, the authors of [3] prove the coercivity of E * with the sub-critical assumption q < 2n n−2 and a weaker assumption than (G1), namely W ≥ 0 and (G1) is satisfied in a neighbourhood of the origin. In the proof the use the fact that the L 2n n−2 -norm is estimated from above by the L 2 -norm of the gradient, something which does not hold in dimension one for any L p -norm. In fact, if (G1) does not hold, the coercivity fails if W ≥ 0 and W has a zero different from the origin. Given σ > 0 and (u, ω) in M * σ , there holds
Suppose that W ≥ 0 and there exist s 0 > 0 such that W (s 0 ) = 0, which clearly contradicts (G1). Then E * is non-coercive on M * σ for every choice of σ. In fact, for every integer k ≥ 1 consider the test function
The function u k is a continuous piecewise linear non-decreasing function with compact support. Therefore,
The variable change
Using the same variable change,
Therefore ((u k , ω k )) k≥1 is an unbounded sequence in H 1 , from (22) . However, (9) . Therefore E is not coercive bounded on M σ . Using u k as test function suggests one of the differences between the case n = 1 and n ≥ 2. In the latter, the Lebesgue measure of an annulus of fixed width 1 diverges as the radius k diverges as k → ∞, while it is constant in the former. Therefore, in (23) an integral power of k should have appeared when n ≥ 2, which would have made the sequence (E * (u k , ω k )) k≥1 diverge.
From the combined power-type estimate (G3), we can obtain a combined powertype estimate for G. In fact,
From (ii) of Proposition 1 both the E and E * are bounded below on M σ and M * σ , respectively. Therefore, the following notations
Proposition 2. For every σ > 0, the function I satisfies the following properties:
(i) I(σ) ≤ σm (ii) for every ϑ ≥ 1 and σ > 0, there holds I(ϑσ) ≤ ϑI(σ). If the equality holds, then ϑ = 1 or
If there exist σ such that 0 < σ < σ * , then Γ σ is empty.
Proof. (i). Firstly, we show that
From the definition of E * and C * in (9) and (10), it follows that inf Mσ (E) ≤ inf M * σ (E * ). The converse inequality follows from (i) of Proposition 1. Now, given (u, ω) in M * σ , from (9), (17) and the definition of W in (5), we have
From (iii) of Proposition 1, the sequence (u n , ω n ) is bounded. Then up to extract a subsequence we can suppose that there exist L such that (27) lim
From the variable change y = ϑ −1 x it follows that
Then
From (28) (u n,ϑ , ω n ) belongs to M * ϑσ . From (31) and (27), it follows that
because ((u n , ω n )) is a minimizing sequence, proving the inequality. If the equality I(ϑσ) = ϑI(σ) holds then either ϑ = 1 or L 1 = 0. Then, from the Sobolev-Gagliardo-Nirenberg inequality in dimension one we have
for r = p, q. From (27) and L 1 = 0 the sequences of L p and L q norms of u n converge to zero. Then, from (G3) and the estimate (24), it follows that
We remark that M depends only on σ 0 . Hereafter, we will assume that minimizing sequences fulfill this estimate which is uniform with respect to the level. Let h be such that |h| ≤ 1 . We apply (32) with ϑ = (σ 0 + h)/σ 0 and σ = σ 0 :
Then,
We apply (32) with ϑ = σ 0 /(σ 0 + h) and σ = σ 0 + h:
From (34) and (35) we obtain that I(σ 0 + h) − I(σ 0 ) → 0 as h → 0. Therefore I is continuous at σ 0 . (iv). From (iii) of [13, Proposition 2] and (G2), it follows that there exist λ * > 0 such that, for every λ > λ * , the functional E S achieves negative values on S(λ).
If σ * = 0, then the proof is concluded. Then we look at the case σ * > 0. From (iii) I(σ * ) = σ * m. If 0 < σ ≤ σ * from (i) and (ii) it follows that I(σ) = σm. Now suppose that σ * > 0. We show that Γ σ is empty if 0 < σ ≤ σ * . On the contrary, let Φ be a minimum of E on M σ . From (i) of Proposition 1 and (25) (u, ω) := P (Φ) is a minimum of E * on M * σ . We apply (32) to the constant sequence of (u n , ω n ) := (u, ω) and ϑ := σ * σ . Then
Since I(σ * ) = σ * m we have either σ = σ * , already ruled out by the assumptions of (iv), or u 2 L 2 = 0. Then u is the zero function on (−∞, +∞), a conclusion which contradicts ω u 2 L 2 = σ > 0. Remark 2.2. In (iv) the case σ = σ * has been intentionally left open. Lemma 1. Suppose that (G1), (G2) and (G3) are satisfied. Then there exist σ * such that for every σ > σ * and every sequence (Φ n ) in X satisfying
there exist Φ in X such that a subsequence of (Φ n (· + y n )) converges to Φ in the metric of X.
Proof. For σ * we choose the one defined in (iv) of Proposition 2. We set Φ n := (φ n , φ n,t ) and (u n , ω n ) := P (Φ n ). Since the sequence of E * (u n , ω n ) = E(Φ n ) is bounded, both (φ n , φ n,t ) and (u n , ω n ) are bounded by (iii) of Proposition 1. Therefore, (u n , ω n ) := P (Φ n ) is bounded as well. Up to extract a subsequence, we can suppose that there exist λ such that
We can also suppose that (26), we would obtain I(σ) ≥ σm, which contradicts the properties of σ * established in (iv) of Proposition 2. Therefore, we can apply concentration properties of the variational setting (E S , S(λ)) provided in [13, Lemma 2.3] . Then there exist (y n ) in R and φ in H 1 (R; C) such that, up to extract a subsequence,
We claim that a subsequence of φ n,t (· + y n ) converges strongly in L 2 . In fact, up to extract a subsequence, there exist φ t in L 2 such that φ n,t (· + y n ) φ t in L 2 (R; C). From (36) it follows that
The third equality follows [9, Theorem 2] and (17) . The fourth inequality follows (G1) and the fact that (φ, φ t ) belongs to M σ . Taking the limit, we obtain
which, together with (36), proves convergence stated in the lemma. Proof. Let Φ n := (φ n , φ n,t ) be a minimizing sequence in M σ . Since σ > σ * the assumptions of Lemma 1 are satisfied. Then, there exist (y n ) in R and Φ := (φ, φ t ) in M σ such that, up to extract a subsequence, Φ n (· + y n ) → Φ in X. From (v) of Proposition 1,
Then Φ is a minimum of E on M σ . Proof. Let Φ be a minimum of E on M σ . We use the notation (u, ω) := P (Φ). By definition of P , the function u is non-negative. From (i) of Proposition 1, the point (u, ω) belongs to M σ . Then
Thus, there exist η such that dE * (u, ω) = ηdC * (u, ω). We apply this equality between linear functionals to vectors of the form (v, 0) and (0, 1) and obtain 
We multiply the equation by 2u . Then, there exist d in R such that
On the left side we have a sum of L 1 functions. Therefore d = 0. Integrating on R, we obtain
Since (u, ω) is a minimum, the equality above becomes
By (iv) of Proposition 2, we have
Therefore ω < m. Since u is H 1 it is also L ∞ . From (38) and the continuity of G, the function |u | is bounded. Since u is in L 2 , we have lim |x|→∞ u(x) = 0.
Since u is also C 2 (R), it satisfies condition [6, (6.1)]. From (G3), the differential equation (38) satisfies [6, (6. 2)] of [6, Theorem 5] . Therefore, according to the quoted theorem, there exist y in R such that
where R solves (37), is positive, even and decreasing with respect to the origin. (19) we have a chain of inequalities with the same values at the endpoints. Therefore, all the intermediate inequalities are equalities. Then, we have
This is a particular case of the Convex Inequality for Gradient [22, Theorem 7.8, p., 177] , where the equality holds. In [14, Lemma 5.1], we showed that if |φ| is continuous and positive everywhere, there exist a complex number z such that |z| = 1 and
Comparing the first and second line of (19) , we also obtain the equality
This is a case of the Cauchy-Schwarz inequality where the equality holds. In fact, it reads
for every x in (−∞, +∞). Also, since C(Φ) = C * (|φ|, ω) = σ, we have
From (41), we obtain
From the equality above and (42), we obtain β = −ω. Therefore,
for every x in (−∞, +∞). From (40), (41), (43) and (39), it follows
which concludes the proof.
Remark 2.4. In order to obtain (40), we did not use the converse of the Convex Inequality for Gradients of [22] . In fact, in the version provided by the authors, it is required that either Re(φ) is positive everywhere or Im(φ) is positive everywhere, an information that it is not available at this point of the proof, even though it is true a posteriori. However, here we know that essinf Ω |φ| > 0 for every bounded set Ω. A proof of the equality (40) with this assumption (instead of Re(φ) > 0) is in [14, Lemma 5.1] . Another proof has been provided in [3, Proof of Theorem 2.8] using a lifting map, that is a function S such that φ/|φ| = e iS(x) with S in W 1,1 loc (R n ), [8] . We preferred to rely on [14, Lemma 5.1], because using the regularity of φ/|φ| directly seemed to us more straightforward.
We conclude this section with the proof of Theorem 1.
Proof of Theorem 1. Suppose that Γ σ is not stable. Then there are sequences (Φ n ), (t n ) and ε 0 > 0 such that
We set Ψ n := U (t n , Φ n ). By (v) of Proposition 1 E(Φ n ) → I(σ) and C(Φ n ) → σ. From (7), we have E(Ψ n ) = E(Φ n ) and C(Ψ n )) = C(Φ n ). Therefore, E(Ψ n )) → I(σ) and C(Ψ n )) → σ. By Lemma 1, up to extract a subsequence, we can suppose that there exist (y n ) ⊆ R and Ψ in Γ σ such that Φ n (· + y n ) → Ψ. Therefore, Ψ n − Φ(· − y n ) X → 0 implying that dist(Ψ n , Γ σ ) → 0 and giving a contradiction with (44).
The double power case: the cardinality of K σ
So far our conclusions hold for general assumptions on the non-linearity G. In this section we address the double power non-linearity (13) . In this section, for every σ we count the number of minima of E constrained to M σ which are real-valued and radially decreasing. We set:
. We use a similar approach to the one in [13] . We define: The next proposition contains a list of properties of R * that we will use in this section. We do not provide a detailed proof of them, as they follow from the inspection of the graph of V and the Implicit Function Theorem. Proof. From ω * ≤ ω ≤ m, it follows that m 2 − ω 2 * ≥ m 2 − ω 2 ≥ 0. By definition of ω * , there holds sup(V ) ≥ m 2 − ω 2 ≥ 0. Since V is continuous and V (0) = 0, the image of V contains m 2 − ω 2 .
(i). For every ω in (ω * , m), the set in (46) contains exactly two points s 1 < s * < s 2 and R * (ω) = s 1 . Since V is smooth and V (s 1 ) > 0, the regularity of R * follows by applying the Implicit Function Theorem to g(ω, s) := V (s) − m 2 + ω 2 .
(ii). This follows from the definition of R * . (iii). Taking the derivative with respect to ω in (2), we obtain V (R * (ω))R * (ω) = −2ω whence R * (ω) < 0.
(iv). From (47), V (s * ) = m 2 − ω 2 * . Since sup(V ) is achieved in a unique point, R * (ω * ) = a/2b. If ω = m, then R * (m) = 0, because V has exactly two zeroes on [0, +∞) and the origin is one of these.
Let R ω be the solution of the initial value problem (1) R ω is positive (2) R ω is even and radially strictly decreasing with respect to the origin (3) R ω and R ω are exponentially decaying as |x| → ∞.
In particular, R ω is in H 1 r,+ (R; R) and it is radially decreasing.
Proof. From (45) is positive if and only if it achieves a positive value at the minimum. Equivalently, τ (a, b, m) > 1 which is the function introduced in (16). Finally, it satisfies (G4). In fact, the non-linearity is of class C ∞ with G (0) = 0, which implies the existence of local solutions and (G1) provides a priori bounds for local solutions, [15] .
Hereafter, we will assume that τ > 1. Proof. From (3) of Proposition 4, if we multiply (48) by 2R ω and integrate, we obtain
By (2) of Proposition 4, we have
Since R ω is even, we can restrict to the integration on the interval (0, +∞). Therefore from (49),
From (2) of Proposition 3, we have
In order to find a suitable integration by substitution, we rearrange the argument of the square root in (50). From (51),
From (50), we can continue as
using (54). The integral can be evaluated by means of a hyperbolic trigonometric function substitution. We obtain
Therefore,
In order to study the sign of the derivative of σ, we represent it as the composite function of α, which is decreasing and surjective from the interval (ω * , m) to (0, 1). This follows from (52) and (4) of Proposition 3. From (53) and (16),
We have
From (55) and (56) it follows
We define τ * := sup α∈(0,1)
The behaviour of k 2 at the endpoints is
As α converges to 1 the function k 2 converges to 1, proving that τ * ≥ 1. We show that the properties of the critical points of σ are exactly how we stated in the lemma. Since α (ω) < 0, always different from zero, from (55) and (56) it is sufficient to restrict to the solutions to (59) k 2 (α) = τ * , α ∈ (0, 1).
The case τ > τ * . Since τ > k 2 on (0, 1) the function k 1 is always positive, then σ is negative on (ω * , m) by (56). Therefore σ is strictly decreasing.
The case τ = τ * . We can show that there is one solution to (59). In fact,
We have lim
Therefore k 2 is decreasing in a neighbourhood of 1. Then k 2 achieves its supremum in the interior of [0, 1] proving that τ * > 1 and that τ * − k 2 has at least one zero in (0, 1). We show that the supremum is achieved only once. On the contrary k 2 would have two zeroes in the interval (0, 1). In a neighbourhood of the origin k 2 4α, that is, has positive sign. Then if k 2 has a two zeroes it must have a third one, unless in one of the two k 2 vanishes as well. In both cases k 2 would have two zeroes in (0, 1). However,
is the sum of two strictly decreasing functions. Thus, only one zero is allowed to exist for k 2 . Now let α s be the unique zero of k 2 . Since α is bijective, there exist only one ω s such that α(ω s ) = α s . From (57) with τ = τ * it follows that σ (ω s ) = 0 and σ (ω s ) = 0, while σ is negative at any other point of the interval (ω * , m).
The case 1 < τ < τ * . Since k 2 has a unique critical point where its maximum is achieved, any value in the interval [1, τ * ) is achieved exactly two times from (58). Let α 1 < α 2 be such that k 2 (α 1 ) = k 2 (α 2 ); k 2 > τ on (α 1 , α 2 ) and k 2 < τ on (0, α 1 ) ∪ (α 2 , 1). Let ω m and ω M be such that α(ω m ) = α 2 and α(ω M ) = α 1 . Then ω m < ω M and from (57) σ < 0 on (ω * , ω m ) ∪ (ω M , m) and σ > 0 on (ω m , ω M ), just as we stated in the lemma.
Hereafter, we will use the notation In fact, from Theorem 2, (R ω , ω) is a critical point of E * on M * σ with Lagrange multiplier ω. Since the function (ω * , m) ω → R ω is C 1 (ω * , m), H 1 r,+ (R; R) , we have
For every σ in (σ m , σ M ), there are three points ω 1 (σ) < ω 2 (σ) < ω 3 (σ) such that σ(ω i (σ)) = σ. From Lemma 2 and 1 < τ < τ * , the Mean Value Theorem forces Figure ??) . Moreover, ω i are smooth functions on (σ m , σ M ). We define
Since (ω 1 (σ), ω 2 (σ)) ⊆ (ω * , ω M ) and (ω 2 (σ), ω 3 (σ)) ⊆ (ω M , m), both functions are positive. Moreover,
Since
, ω 3 (σ )]. Then, g 1 is an increasing function and g 2 a decreasing function. Therefore, g 1 − g 2 is a strictly increasing function on the interval [σ m , σ M ] attaining different signs at the endpoints. By the Intermediate Value Theorem, there exist a unique σ 2 in (σ m , σ M ) such that g 1 (σ 2 ) − g 2 (σ 2 ) = 0. From (61) it follows that
for every σ in (σ m , σ M ). Then e(ω 1 (σ 2 )) = e(ω 3 (σ 2 )); if σ = σ 2 , the last term of (62) is different than 0, because σ 2 is the unique zero of
, there are not critical points with the same charge, by (2) of Lemma 2. The equality (62) does not hold for the pair {ω 1 (σ 2 ), ω 2 (σ 2 )} or {ω 2 (σ 2 ), ω 3 (σ 2 )}, as (62) would be equal to g 1 (σ 2 ) and −g 2 (σ 2 ), respectively, a quantity different from zero in any case. Therefore, E * (R ω2(σ2) , ω 2 (σ 2 )) > E * (R ωi(σ2) , ω i (σ 2 )) for i = 1, 3. This allows us to conclude that there are exactly two positive minima if σ = σ 2 and one positive minimum if σ = σ 2 . In fact, by [6, Theorem 5] for fixed ω there exist a unique positive and decaying solution to (37) . Remark 3.2. A proof of the regularity of the one-parameter family defined in (48) exists in dimension n ≥ 3 as a result of [34, Lemma 20] . The only change needed in the quoted reference in order to obtain a proof tailored to our assumption is G (u) is a function in L 2 (instead of L 2n n+2 (R n ) as in the quoted lemma). The authors also assume that the only H 1 r (R n ; R) solution to ∆v − G (R ω )v − (m 2 − ω 2 )v = 0 is the zero function. In our case (n = 1) we do not need such assumption as it follows as a special outcome of the dimension one. Remark 3.3. In the case (13) the threshold σ * provided in (iv) of Proposition 2, is zero. In fact, given σ > 0 one can choose an element u in S(σ/m) such that E S (u) < 0. This follows, for instance, from [4, Lemma 5] , under the assumption that G(s) −s 2+ε with 0 < ε < 4/n in a neighbourhood of the origin ([4, F 2 ]), which is satisfied indeed with ε = 2. Therefore, from (26) , E * (u, m) = σm + E S (u) < σm.
In the next theorem, which concludes this section, we will be able to count the number of positive critical points of E * on M * σ,r and to establish for each of them whether it is a minimum or not. Let K σ be the set defined in (15) and set 
. is non-trivial. The space above is the kernel of the differential of C * at the point (R ω , ω). From Theorem 2, the Lagrange multiplier of the critical point (R ω , ω) is ω. In [13, Appendix] we showed that if G is as in (13) then E * and C * are C 2 (H 1 (R; R); R). The Hessian of E * r , as a constrained functional is given by
. Given two vectors Y := (v, η) and Z := (w, κ) in T (Rω,ω) M * σ,r , the Hessians of the two functionals E * r and C * r are
If v is H 2 r , then (65)
Since (R ω , ω) is a minimum, the Hessian is a positive semidefinite bilinear form. Therefore, it is non-degenerate if and only if H(R ω , ω)[Y, Y ] = 0 implies that Y = 0 for every vector Y . We will follow a similar approach to the one illustrated in the proof of [37, Proposition 2.9]. We denote with S(T (Rω,ω) M * σ,r ) the unit sphere with respect to the norm (v, η) 2 Proof. Firstly, we show that from σ (ω) = 0 it follows that inf(ξ) > 0 on the unit sphere S(T (Rω,ω) M * σ,r ). On the contrary, we can suppose that the inf(ξ) = 0, because (R ω , ω) is a minimum. We prove that the infimum is achieved. Let (η n , v n ) be a minimizing sequence in S(T (Rω,ω) M * σ,r ). Since η 2 n + v n 2 L 2 = 1, the sequence (η n ) is bounded. Up to extract a subsequence, we can suppose that there exist η in R such that lim n→+∞ η n = η.
Since R ω is in L ∞ (R; R), the function G can be estimated by a single power, that is, |G (R ω (x))| ≤ c|R ω (x)| 2 for some c in R. By applying the Cauchy-Schwarz inequality to (|R ω | 2 , v 2 n ) L 2 , and(33) with p = 4, we obtain
The second inequality follows from η 2 n + v n 2 L 2 ≤ 1. Since 1 2 < 2, the sequence (v n ) is bounded as well. Then, up to extract a subsequence, we can suppose that there exist v such that (v n ) converges to v in L ∞ (R; R) and weakly in
In fact, the sequence (G (R ω )v 2 n ) converges pointwise almost everywhere to G (R ω )v 2 and it is dominated by c|R ω | 2 (sup n v n 2 ∞ ) which is L 1 , because it has exponential decay from (3) of Proposition 4. From the weak convergence v n v in L 2 it also follows that (v, η) is in T (Rω,ω) M * σ,r . Also v = 0; on the contrary (G (R ω )v 2 n ) would converge to zero in L 1 and, from (66), we would obtain that
From Theorem 2, m 2 − ω 2 > 0. Therefore, taking the limit, we would obtain that η 2 is equal to 0 and 1 at the same time. Then, we can define
Summing up, we have
The first inequality is given by the lower-semicontinuity property of the L 2 norm. The limit in the first term is zero, while the limit in the third term in non-negative. Therefore, ξ(v * , η * ) = 0. Then the infimum of ξ is achieved. Since (v * , η * ) is a critical point of ξ constrained to S(T (Rω,ω) M * σ,r ), there exist β, γ > 0 such that
Taking the derivative with respect to ω in (48), we obtain
Therefore, w := v * − η * ∂ ω R ω , is a solution to the differential equation
Since both v * and ∂ ω R ω are even, w is also even. However, the space of solutions in H 1 (R; R) of the equation above is generated by R ω , which is an odd function. Therefore, w ≡ 0 and v * = η * ∂ ω R ω . Since (v * , η * ) is orthogonal to (2ωR ω , R ω 2 L 2 ), we have
We can rule out the case η * = 0 and then obtain a contradiction with the assumption that σ (ω) = 0. If η * = 0, then v * is an even solution to (69) and thus equal to 0, which contradicts (67). This proves one of the two implications of the lemma. Conversely, if (R ω , ω) is non-degenerate, that is the infimum of ξ on S(T (Rω,ω) M * σ,r ) is positive, then σ (ω) = 0. On the contrary
The second equality follows from σ (ω) = 0. Therefore, if we set
we have ξ(T ) = 0 contradicting the non-degeneracy assumption. 
The double power case: stability of standing-waves
In this conclusive section, we prove the orbital stability of standing-wave solutions to (1) when G is the double power (13). Theorem 6. For the non-linear term (13) , the set Γ(Φ) is stable for every σ > 0 and Φ in Γ σ . Proof. We start by looking at the cases (i), (iia), (iib), (iic) of Theorem 4, where there are exactly two minima, (R ω , ω) and (−R ω , ω). We claim that Γ σ = Γ(R ω , −iωR ω ).
The set on the right is a subset of the ground-state by the invariance properties described in (12) . From Theorem 2, given Φ in Γ σ , there exist a pair (R 1 , ω 1 ) and (y, z) in R × S 1 such that Φ = (zR 1 (· + y), −iω 1 zR 1 (· + y)), E * r (R 1 , ω 1 ) = I(σ). By Theorem 4, R 1 = R ω implying that Φ is an element of Γ σ (R ω , −iωR ω ). Therefore, since Γ σ is stable by Theorem 1, the set Γ(Φ) is also stable. In the case (iid) of Theorem 4 there are two positive minima (ω 1 , R ω1 ) and (ω 2 , R ω2 ) in M * σ2,r . Firstly, we show that (70) δ := dist Γ(R ω1 , −iω 1 R ω1 ), Γ(R ω2 , −iω 2 R ω2 ) > 0.
We consider two arbitrary points Φ 1 and Φ 2 of the two sets. Therefore, there are (y 1 , z 1 ) and (y 2 , z 2 ) in R × S 1 such that Φ 1 = (z 1 R ω1 (· + y 1 ), −iz 1 ω 1 R ω1 (· + y 1 )), Φ 2 = (z 2 R ω2 (· + y 2 ), −iz 2 ω 2 R ω2 (· + y 2 )) according to the definition given in (11) . We have dist(Φ 1 , Φ 2 ) 2 = z 1 R ω1 (· + y 1 ) − z 2 R ω2 (· + y 2 ) 2 H 1 + iz 1 ω 1 R ω1 (· + y 1 ) − iz 2 ω 2 R ω2 (· + y 2 ) 2 L 2 . From (2) of Proposition 4, R ω1 and R ω2 are positive and radially decreasing. Therefore
The equality follows from a variable change. Therefore,
which provides a lower bound for δ. Hereafter, we will use the notation (71) S 1 := Γ(R ω1 , −iω 1 R ω1 ), S 2 := Γ(R ω2 , −iω 2 R ω2 ).
Since δ = dist(S 1 , S 2 ) > 0, in the metric space X each of the sets S i are isolated from each other. In fact,
For 1 ≤ i ≤ 2. We define E i := inf{E(Φ) | Φ ∈ ∂B(S i , δ/2) ∩ M σ2 }. We claim that (73) E i > I(σ 2 ).
Otherwise, we would have a sequence (Φ n ) such that (74) E(Φ n ) → I(σ), C(Φ n ) = σ 2 .
By Lemma 1, up to extract a subsequence, we can suppose that there exist Φ in Γ σ2 and (y n ) ⊆ R such that Φ n (· + y n ) → Φ in H 1 (R; C) × L 2 (R; C).
Therefore, Φ is in ∂B(S i , δ/2) ∩ Γ σ2 , because dist(Φ n (· + y n ), S i ) = dist(Φ n , S i ). Then, we obtained a contradiction with (72). We are now able to prove that each of these sets is stable. Suppose that S i is not stable for some i in {1, 2}; the other set is S 3−i . Then, there are sequences (Φ n ), (t n ) and ε 0 > 0 such that (75) dist(Φ n , S i ) → 0, dist(U (t n , Φ n ), S i ) ≥ ε 0 .
We set Ψ n := U (t n , Φ n ). From Theorem 1, the set Γ σ2 is stable, which implies dist(Ψ n , Γ σ2 ) → 0. From (70), (71) and (75), dist(Ψ n , S 3−i ) → 0. Then, there exist n 0 such that for every n ≥ n 0 dist(Ψ n , S 3−i ) < δ 2 . Then, by (72) dist(Ψ n , S i ) ≥ δ/2. From (7), the following curves α n : (−∞, +∞) → X, α n (t) = σ 2 C(Φ n ) 1 2 U (t, Φ n ) all belong to M σ2 . From (74), we can also suppose that E(α n (0)) < E i for every n ≥ n 0 . Therefore,
From (77), there exist t such that dist(α n0 (t), S i ) = δ/2. Then α n0 (t) is in ∂B(S i , δ/2) ∩ M σ2 . From (7) , E(α n0 (0)) = E(α n0 (t)). Therefore, E(α n0 (t)) < E i , which contradicts (73).
