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de Parámetros en un MSBF
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Resumen
En esta Tesis se presenta una metodoloǵıa de identificación paramétrica para Modelos Se-
mif́ısicos de Base Fenomenológica (MSBF) que hace uso de la jerarqúıa respecto de la rele-
vancia de los parámetros frente a las salidas del modelo. Para desarrollar la metodoloǵıa se
hace énfasis en los conceptos de MSBF y parámetro. Se definen dos términos relacionados
con los parámetros como interpretabilidad y parámetro de sacrificio. Se realiza una revisión
de la literatura sobre métodos de jerarqúıa paramétrica, como el análisis de sensibilidad,
ganancias relativas y matriz de Hankel. La metodoloǵıa propuesta emplea la representación
de sistemas lineales por medio de la matriz de Hankel y su descomposición en valores sin-
gulares, para calcular un ı́ndice que permite clasificar los parámetros más relevantes para el
conjunto total de salidas. Esta jerarqúıa es usada en el proceso de identificación paramétrica
para mejorar el ajuste del modelo. La metodoloǵıa es presentada en un modelo de produc-
ción de δ-endotoxinas de Bacillus thuringiensis. Posteriormente es aplicada y sus resultados
comparados con trabajos similares en un sistema de dos CSTR en serie y un modelo de
producción batch de polihidroxialcanoatos. Finalmente se presentan las conclusiones y los
trabajos futuros propuestos.
Palabras clave: Matriz de Hankel, parámetro, identificación parámetrica, metodoloǵıa de
jerarquización, Modelo Semif́ısico de Base Fenomenológica.
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Abstract
In this Thesis a methodology for parametric identification of a Phenomenological Based Se-
miphysical Model (PBSM) is presented. The proposed methodology considers the relevance
hierarchy of the parameters respect model outputs. Two terms related with the parameter
concept are defined, interpretability and sacrifice parameter. Furthermore, differents met-
hods for parametric classification are reviewed like sensivility analysis, relative gains and
Hankel Matrix. The methodology uses the representation of linear systems through Hankel
Matrix and its singular value descomposition to calculate an index that allows select the
most relevance parameters. This hierarchy is used in the parametric identification to reduce
the error of the model. The methodology is exemplified in a δ-endotoxins of Bacillus thu-
ringiensis production model. Later is used in two study cases: A model of two CSTR and
a polyhydroxyalkanoates batch production model. Finally, the conclusions and future works
are presented.
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1 Introducción
La ingenieŕıa de procesos moderna se basa fundamentalmente en el uso de modelos ma-
temáticos para realizar tareas de análisis, diseño, optimización y control, entre otras. Uno de
los tipos de modelos matemáticos con mayor potencial para realizar estas tareas son los Mo-
delos Semı́ficos de Base Fenomenológica (MSBF)(Monsalve, 2014), debido principalmente a
que su estructura se obtiene por medio de los principios fenomenológicos y la aplicación de
métodos heuŕısticos para estimar sus parámetros. Para que estos modelos tengan legitimidad
deben estar validados, es decir, sus parámetros deben poseer valores que permitan una fiel
representación del proceso a modelar.
En la identificación paramétrica se busca encontrar valores de los parámetros desde los datos
reales del proceso que permitan realizar una correcta validación del modelo. Es la identifi-
cación paramétrica entonces, un paso sumamente importante en el correcto desarrollo del
modelo, puesto que, el valor incorrecto de los parámetros puede cambiar por completo la
dinámica del modelo (Yao, Shaw, Kou, McAuley y Bacon, 2003). La gran mayoŕıa de méto-
dos de estimación de parámetros tratan a todos los parámetros como un conjunto con igual
prioridad frente a la respuesta dinámica del proceso (Sun y Hahn, 2006). El conocimiento
de cuales parámetros son más relevantes frente al desempeño del modelo puede otorgar una
hoja de ruta en el proceso de identificación, de modo que pueda realizarse de una forma más
estructurada.
En la mayoŕıa de los casos, a la hora de identificar los parámetros de un modelo, se cuenta
con un número limitado de datos del proceso a modelar, a la vez que por el creciente desa-
rrollo computacional e ingenieril se tienen modelos cada vez más con un mayor número de
ecuaciones, variables y parámetros. Este escenario hace dif́ıcil que la identificación del total
de parámetros sea posible y exitosa. Aunque se han desarrollado numerosos avances en el di-
seño de algoritmos para la solución del problema del identificación, son contados los métodos
de selección y clasificación de cuáles parámetros se deben identificar y cuáles parámetros se
pueden fijar. Los métodos actuales se basan principalmente en análisis de sensibilidad, caso
en el cual se mide la desviación de las salidas del modelo ante cambios en los parámetros.
Sin embargo, estos métodos no tienen en cuenta la cualidad del parámetro de poseer o no un
significado f́ısico (interpretabilidad), lo cuál es útil para el proceder sobre la toma de decisión
entre identificar, fijar o emplear una ecuación constitutiva para un parámetro.
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Objetivos
Con base a lo mencionado sobre MSBF, identificación y jerarquización de parámetros, e
interpretabilidad, los objetivos planteados en la presente Tesis de Maestŕıa son:
Objetivo General
Proponer una metodoloǵıa que permita jerarquizar e identificar los parámetros de un MSBF
con base en la relevancia respecto de los comportamientos dinámicos modelados para ese
proceso, aprovechando la interpretabilidad f́ısica de los parámetros y la estructura propia
del modelo.
Objetivos Espećıficos
Realizar una revisión de las diferentes técnicas que permitan diferenciar tanto compor-
tamientos dinámicos como parámetros de un proceso modelado.
Definir los conceptos fundamentales sobre los parámetros de un modelo.
Proponer una metodoloǵıa que permita clasificar los parámetros de un MSBF basado
en uno o más criterios de los anteriormente caracterizados y realizar la identificación
utilizando esta jerarqúıa.
Aplicar la metodoloǵıa propuesta en un caso de proceso industrial con el fin de obtener
una jerarqúıa paramétrica útil para la identificación paramétrica del modelo de ese
caso.
Evaluar el desempeño de la metodoloǵıa comparada con las técnicas existentes de cla-
sificación paramétrica incluyendo la jerarqúıa como criterio de decisión en la secuencia
de identificación de los parámetros.
Estructura de la Tesis
La presente Tesis se divide en siete caṕıtulos:
Caṕıtulo 1 (actual): introducción general al trabajo.
Caṕıtulo 2: se presenta una introducción a los modelos matemáticos en la ingenieŕıa y los
Modelos Semif́ısicos de base Fenomenológica.
Caṕıtulo 3: se expone el concepto de parámetros y se abordan conceptos novedosos como
parámetro de sacrificio, interpretabilidad y jerarqúıa paramétrica.
Caṕıtulo 4: se presentan diferentes métodos de clasificación paramétrica.
Caṕıtulo 5: se propone una metodoloǵıa de jerarquización e identificación paramétrica.
Caṕıtulo 6: se realiza la implementación de la metodoloǵıa propuesta en dos casos de
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estudio.
Caṕıtulo 7: se presentan las conclusiones de la Tesis y se proponen los trabajos futuros.
2 Modelado en ingenieŕıa
Los modelos matemáticos en ingenieŕıa son ampliamente utilizados para tareas de diseño,
pruebas, validaciones, escalado de proceso y desarrollo de nuevos productos, entre otros
(Gómez, Amicarelli, Alvarez y di Sciascio, 2004). Aunque existen muchas formas de modelar
la realidad (grafos, verbal, matemática, entre otras), la matemática es el lenguaje univer-
sal para representar el mundo que nos rodea en las diferentes áreas de la ingenieŕıa. Para
fines prácticos, se empleará la palabra modelo para referirse a los modelos matemáticos.
En (Eykhoff, 1974) se define un modelo como :“Un modelo es una representación de los
aspectos esenciales de un sistema existente (o un sistema en construcción), que presenta el
conocimiento del sistema en una forma utilizable”. La función de un modelo siempre es la de
simplificar el sistema o proceso de estudio, para esto solo es necesario y suficiente modelar
los aspectos de interés para el modelador (Monsalve, 2014).
Un modelo está compuesto por una estructura, variables, constantes y parámetros (L. A. Al-
varez, 2008). La estructura es la manera como se relacionan los términos en las ecuaciones
matemáticas que forman el modelo. Los términos están compuestos por variables, constantes
y parámetros relacionados en el término por operadores no lineales (multiplicación, división,
logaritmo, etc.). Los términos están relacionados con otros términos por medio de operadores
lineales (+,-,=, < o >), por lo que viendo cada término como un todo, el modelo es lineal res-
pecto de los términos. Sin embargo, como dentro de cada término pueden existir operadores
no lineales, lo más corriente es que el modelo sea no lineal respecto de las variables y respecto
de los parámetros. Las variables gobiernan las dinámicas del proceso y su valor numérico
puede resolverse mediante el modelo (variables de estado y salidas) o tomar valores externos
e interactuar con el modelo (variables de entrada: variables manipuladas y perturbaciones).
Las constantes son valores conocidos y universales que pertenecen al proceso. Por otro lado,
los parámetros son śımbolos numéricos que pertenecen al modelo.
Existen diferentes familias de modelos, dependiendo del criterio de clasificación que se utilice,
tales como modelos lineales y no lineales, modelos en tiempo continuo y discreto, modelos
de caja negra, caja blanca y caja gris, entre otros. A continuación se muestran diferentes
tipos de modelos según cada criterio de clasificación.
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2.1. Diferentes familias de modelos
Los modelos pueden clasificarse según su estructura y la información que pueden suminis-
trar. En la Figura 2-1 se muestran diferentes familias de modelo según su estructura y
comportamiento.
Figura 2-1: Diferentes tipos de modelo según su estructura (Monsalve, 2014)
2.1.1. Modelos de caja negra, caja blanca y caja gris
Según la manera como se obtiene la estructura y se hallan los parámetros del modelo se
pueden clasificar tres diferentes familias de modelo: i) los f́ısicos, puramente fenomenológicos
o de caja blanca, ii) los emṕıricos, estad́ısticos o caja negra, y iii) los caja gris.
Modelos de caja blanca. También conocidos como modelos f́ısicos, fenomenológi-
cos puros o de primeros principios. Esta clase de modelo es totalmente entendible y
transparente puesto que son una representación matemática básica y directa de los
principios fenomenológicos (balances de materia y enerǵıa, transferencias de masa, ca-
lor y cantidad de movimiento) del proceso a ser modelado. Los modelos de caja blanca
son entonces una representación matemática de todo el conocimiento y entendimiento
del que se dispone de un sistema. La estructura, términos y ecuaciones del modelo
están dados por teoŕıas y leyes. Todos los parámetros de este tipo de modelo tienen
interpretación f́ısica, puesto que no se utiliza ninguna herramienta emṕırica para su
obtención.
Modelos de caja negra. También llamados modelos emṕıricos, son totalmente es-
tad́ısticos, regresionales, generados por medio de herramientas de inteligencia artifical.
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Esta familia de modelos utiliza estructuras matemáticas predefinidas (sin base alguna
en los fenómenos que ocurren en el proceso a modelar) y una serie de datos de expe-
rimentos y observaciones del sistema, para lograr una relación matemática entre las
entradas y salidas del proceso real. Dada su naturaleza, estos modelos son fáciles de
usar e implementar y no exigen conocimiento previo sobre los fenómenos del sistema.
Sin embargo, carecen de toda generalidad posible (Monsalve, 2014).
Modelos de caja gris. Los modelos de caja gris o semif́ısicos, son una familia de
modelos concebida como una combinación de los mecanismos netamente f́ısicos o pu-
ros (modelos de caja blanca) y los emṕıricos (modelos de caja negra). Estos modelos
son los más usados para aplicaciones de control y diseño de procesos, pues combinan
el conocimiento disponible sobre el objeto real al estilo de un modelo de caja blanca,
con la facilidad de aplicación y determinación de parámetros de los modelos de caja
negra (H. Alvarez, Lamanna, Vega y Revollar, 2009). Los modelos de caja gris tie-
nen la posibilidad de utilizar una estructura de primeros principios o una estructura
emṕırica. Cuando la estructura es tomada de un modelo emṕırico y los parámetros son
ajustados mediante la fenomenoloǵıa del proceso, los modelos son llamados modelos
semif́ısicos de base emṕırica. Por otro lado, cuando su estructura viene de la fenomeno-
loǵıa (balances de materia y enerǵıa) y los parámetros son identificados por medio de
técnicas emṕıricas, se denominan semif́ısicos de base fenomenológica. Son estos últimos
los más útiles, puesto que los de base emṕırica sufren de la fragilidad de las estructuras
emṕıricas y su baja capacidad de generalización.
2.1.2. Modelos lineales y no lineales
Los modelos lineales son aquellos modelos que cumplen el principio de superposición, es de-
cir, la suma de sus salidas evaluada para cada entrada independientemente es igual a la salida
evaluada para la suma total de entradas (Gajic, 2003). Por consiguiente, los modelos que no
cumplen el principio de linealidad son modelos no lineales. Desde otro punto de vista, los
modelos no lineales son aquellos que presentan una interacción no lineal entre las variables
del modelo, como por ejemplo productos, funciones trigonométricas, exponenciales, logarit-
mos, etc. Para el caso de los MSBF por ejemplo, si los términos son vistos como elementos
indivisibles, se podŕıa hablar que el modelo es de estructura lineal, pero, si los términos son
vistos como elementos compuestos por variables y parámetros, el modelo puede ser no lineal
respecto de las variables y parámetros.
Los modelos lineales son por naturaleza más sencillos de implementar, analizar y compu-
tacionalmente mucho más ligeros que los modelos no lineales. Además, la gran mayoŕıa de
técnicas de análisis y control están enfocados a sistemas lineales. Pese a esto, la gran mayoŕıa
de modelos de procesos son no lineales (Levenspiel, 2002), principalmente por la complejidad
de los fenómenos que representan tales como reacciones qúımicas, transferencias de masa,
8 2 Modelado en ingenieŕıa
calor y cantidad de movimiento, etc. Para poder implementar técnicas propias del análisis de
sistemas lineales en modelos no lineales se emplean métodos de linealización. La linealización
busca encontrar un modelo lineal que represente el modelo no lineal. Esta simplificación solo
es posible en un rango pequeño del espacio de operación del modelo no lineal (Monsalve,
2014). Debido a esto, se pueden tener multiplicidad de modelos lineales que representen di-
ferentes puntos de operación del modelo no lineal. Uno de los métodos de linealización más
comúnmente empleado es el método de linealización por Jacobiano (Delgado, 2000). En este
se emplea una representación en series de Taylor del sistema, en la que la primera deriva-
da del sistema describe el comportamiento lineal del sistema alrededor del punto donde se
realiza la expansión en series de Taylor.
2.1.3. Modelos dinámicos y estáticos
Los modelos estáticos son aquellos modelos cuyas variables no cambian en el tiempo, es decir,
la derivada de las variables del modelo respecto del tiempo es igual a cero. Estos modelos
son también llamados modelos estacionarios, pues representan al sistema en un equilibrio o
en una condición de estado estacionario (Monsalve, 2014). Tales modelos analizan el esta-
do estacionario del proceso sin preocuparse por la dinámica que llevó al sistema al estado
estacionario estudiado. Son utilizados principalmente en el diseño tradicional de equipos de
procesos (Euzen, Trambouze y Wauquier, 1993).
Por otra parte, los modelos dinámicos son aquellos que consideran los cambios en las variables
en el tiempo, es decir, la derivada de las variables respecto del tiempo es diferente de cero
(Ruiz, 2009). Los modelos dinámicos son usados ampliamente en ingenieŕıa de procesos para
análisis transitorio, dinámica de los procesos, control, estimación de estado y diseño moderno
de procesos (Gómez et al., 2004).
2.1.4. Modelos continuos y discretos
Los modelos continuos son aquellos modelos que poseen variables continuas en espacio o
tiempo, a diferencia de los modelos discretos que presentan variables discretas. Aunque la
clasificación de continuidad se puede realizar espacial o temporalmente, normalmente la cla-
sificación entre modelos continuos y discretos se realiza respecto del tiempo (Gajic, 2003). En
los modelos en tiempo discreto el cálculo de las variables se realiza en intervalos de tiempo
predefinidos y constantes, mientras que en modelos de tiempo continuo se realiza en inter-
valos de tiempos infinitesimales. En (2-1) se muestran las diferencias entre la representación
matemática de un modelo lineal en tiempo continuo y un modelo lineal en tiempo discreto
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(Monsalve, 2014).
Modelo continuo
ẋ(t) = Acx(t) +Bcu(t) (2-1)
y(t) = Ccx(t)
Modelo discreto
x(k + 1) = Adx(k) +Bdu(k)
y(k) = Cdx(k)
Donde x es el vector de estados, y es el vector de salidas, u es el vector de entradas, A es la
matriz de estados, B la matriz de entrada y C es la matriz de salida.
2.2. Modelos Semif́ısicos de Base Fenomenológica
Un Modelo Semif́ısico de Base Fenomenológica (MSBF) es un modelo de caja gris cuya es-
tructura es tomada directamente de la fenomenoloǵıa del sistema que se modela y al menos
uno de sus parámetros es ajustado por medio de datos experimentales y herramientas es-
tad́ısticas. Este tipo de modelos es el más utilizado en la academia debido a que describen
el proceso mediante sus principios (por lo que pueden ayudar a entender, comprender y ge-
neralizar hasta cierto grado el comportamiento fenomenológico del proceso que representan)
y otorgan facilidad para ajustar sus parámetros (H. Alvarez et al., 2009; Gómez et al., 2004).
El método de obtención de un MSBF fue presentado por (H. Alvarez et al., 2009) en forma
de algoritmo y con pasos claros. Para contextualizar el algoritmo se muestran las definiciones
de los conceptos más importantes del mencionado método:
Proceso: grupo de operaciones o tratamientos de materia, enerǵıa o información,
organizado de acuerdo con un arreglo dado, con el fin de obtener un producto de
caracteŕısticas espećıficas que resulta de la interacción con las partes del proceso.
Sistema: conjunto de reglas, principios, métodos, técnicas o cosas, ordenadas con
arreglo a una ley y para una finalidad determinada o función común, que resulta de la
interacción parcial de dichos elementos.
Sistema de proceso: según (Hangos y Cameron, 2001) es una abstracción del proceso
a la manera de sistema, con lo cual es posible aplicar todas las herramientas de la teoŕıa
de sistemas.
Objetivo de modelado: es la intencionalidad de quien modela, respecto de al menos
una semejanza que quiere preservar entre el proceso y el modelo o sistema.
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Criterio de validación: es al menos una manera de probar la fidelidad del modelo
respecto de la semejanza tomada entre el proceso y el modelo. Si no existe, no habrá
manera de darle al modelo legalidad ante los usuarios.
Considerando los conceptos anteriores, el modelado se puede formular como un algoritmo,
aśı.
Dado:
Un sistema de proceso.
Un objetivo de modelado.
Un criterio de validación.
Encontrar:
Un modelo para el sistema de proceso.
Para esto se proponen los siguientes 10 pasos como procedimiento de modelado (Hoyos,
López y Alvarez, 2016).
1. Elaborar una descripción verbal y un diagrama de flujo de proceso que se
complementen. Este paso indica la construcción, de forma escrita, del objeto de estudio,
con todas sus caracteŕısticas. El texto debe contener una descripción fiel de lo que ocurre
en el proceso y de las caracteŕısticas más importantes, dependiendo del objetivo del modelo,
de forma que cualquier persona que lo lea pueda entender cómo se realiza el proceso. Si esto
se logra, es posible construir un diagrama de flujo del proceso que esté acorde con lo que se
quiere modelar.
2. Fijar un nivel de detalle para el modelo, de acuerdo con su utilización. ¿Qué
preguntas contestará el modelo? Para este paso se tienen dos insumos: las caracteŕısticas
del proceso y el resultado que se espera que el modelo entregue. Las caracteŕısticas pueden
ampliarse para abarcar el nivel de detalle perceptible en el tratamiento del proceso como
un sistema. Se debe revisar si existe homogeneidad en el sistema, o si hay regiones que son
homogéneas, con el fin de identificar posibles secciones diferenciadas del sistema. El segundo
insumo es el objetivo del modelo, que define variables e interacciones de mayor importancia
que otras (que muy posiblemente deban descartarse). El nivel de detalle hace alusión a los
alcances que se quieren del modelo, teniendo en cuenta las caracteŕısticas importantes del
sistema y el deseo del investigador.
3. Sobre el proceso que se va a modelar, hay que definir tantos sistemas de
proceso como los exija el nivel de detalle. Por medio de un análisis de los resultados
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anteriores se debe establecer qué porción del proceso se tomará como sistema. Se definen, por
tanto, las fronteras de tal sistema, lo que permite visualizar mejor los balances aplicables y
el tipo de interacciones que se presentan en las fronteras. Las siguientes tres consideraciones
pueden ayudar en la identificación de sistemas de proceso:
Buscar separaciones f́ısicas en el equipo de proceso, tales como paredes, membranas,
etc.
Buscar la existencia de diferentes fases en el equipo de proceso.
Suponer ĺımites arbitrarios cuando una porción del proceso requiera atención especial
por ejemplo, como ocurre con la capa ĺımite.
4. Aplicar el principio de conservación sobre cada uno de los sistemas de proceso.
Se trata de plantear balances de alguna propiedad en el sistema, lo que en procesos implica
balances de masa, enerǵıa (térmica) y cantidad de movimiento. Para cada sistema de proceso
se sugiere efectuar, como mı́nimo, los siguientes balances:
Total de masa, si existe acumulación detectable o significativa. La masa total en el
sistema de proceso puede reescribirse luego en términos de variables de proceso, como
presión, para gases o vapores, o nivel, para ĺıquidos, sólidos o lechadas.
Por componente, si por lo menos una sustancia está cambiando. Si existen dos o más
sustancias que cambian, debe buscarse una relación entre ellas o formular un balance
para cada una.
De enerǵıa general, que puede ser tomado a partir de por lo menos dos sistemas de
proceso: el que entrega enerǵıa y el que la recibe.
5. Seleccionar de las Ecuaciones Dinámicas de Balance aquellas con información
valiosa para cumplir con el objetivo del modelo. Algunas ecuaciones de balance re-
sultan redundantes, por lo que la estructura debe confrontarse con lo que se pedirá luego al
modelo y de este modo depurar la estructura del mismo.
6. Definir los parámetros, las variables y las constantes conocidas en cada sistema
de proceso. Esta selección se debe realizar pensando en el objetivo del modelo: cuáles son
las variables que debe calcular el modelo y cuáles son externas. Además, se debe recordar la
definición de constante y parámetro dadas previamente.
7. Hallar ecuaciones constitutivas que permitan calcular el mayor número de
parámetros en cada sistema de proceso. Se trata de encontrar expresiones que descri-
ban los parámetros del modelo de forma que se cumpla con el objetivo y el nivel de detalle
del mismo. Hay que recordar que todas las ecuaciones del modelo deben escribirse en un
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orden que permita luego la formulación de la solución del sistema de ecuaciones. En caso
que no se cuente con ecuaciones constitutivas, los parámetros deberán ser identificados desde
datos disponibles de la operación del proceso.
8. Verificar los grados de libertad del modelo (GL= # ecuaciones - # incógni-
tas). Si los GL del modelo matemático en cada sistema de proceso no se cumplen, hay que
identificar parámetros, a partir de datos experimentales, hasta que los grados de libertad
(GL) del modelo sean cero.
9. Obtener el modelo computacional o solución del modelo matemático. La so-
lución del modelo matemático del proceso generalmente será numérica, por la presencia de
ecuaciones diferenciales no lineales. Por lo tanto, se debe seleccionar y programar un método
de solución adecuado del modelo matemático, lo que produce el modelo computacional del
proceso.
10. Validar el modelo para diferentes condiciones y evaluar su desempeño. La
validación del modelo matemático del proceso implica resolver el modelo computacional y
analizar su desempeño respecto a datos tomados del proceso o de la literatura, o respecto al
comportamiento esperado de este tipo de procesos. Las diferentes condiciones para las que
se valida el modelo dan una medida de su alcance o nivel de generalización.
3 Los Parámetros de un modelo
En un modelo matemático, un parámetro es todo aquel śımbolo que relaciona las variables
del modelo entre śı. Se diferencia de una constante debido a que esta última cuenta con un
valor universal que no depende del entorno ni de condiciones de operación del proceso a mo-
delar (por ejemplo la constante universal de los gases ideales), o un valor que el modelador
fija para resolver el modelo. A diferencia de las variables, el valor numérico de los paráme-
tros no es resuelto por las ecuaciones propias del modelo (variables de estado), ni pueden ser
tomados como entradas del proceso, aunque pueden actuar como perturbaciones del modelo.
De este modo, los valores numéricos de los parámetros deben ser obtenidos de formas “ex-
ternas” a la estructura del modelo, bien sea por ecuaciones constitutivas o por identificación
desde datos del proceso. Las ecuaciones constitutivas son ecuaciones generalmente emṕıricas
o de leyes de transporte que permiten obtener el valor numérico de un parámetro a partir
de constantes u otros parámetros. Estas ecuaciones constitutivas no alteran la estructura
genérica de un Modelo Semif́ısico de Base Fenomenológica, puesto que dicha estructura está
siempre dada por las ecuaciones de balance. De igual forma, si no es posible determinar
una ecuación constitutiva para encontrar el valor numérico de un parámetro, este puede ser
hallado por métodos de identificación, usando datos provenientes del proceso y diferentes
técnicas matemáticas para estimar el valor adecuado del parámetro.
3.1. Tipos de parámetros
En esta sección se presentan las definiciones de los diferentes tipos de parámetros según la
función que desempeñan en el modelo: parámetros estructurales y parámetros funcionales.
Para estos dos conceptos se proponen las siguientes definiciones:
Definición 3.1 Parámetro estructural: un parámetros estructural, es el que se encuen-
tra directamente representado con un śımbolo en la estructura del modelo.También puede
reemplazar un término completo del modelo, aśı sea un término compuesto.
Cuando un parámetro estructural no puede ser definido directamente con un valor numérico
se debe hacer uso de una ecuación constitutiva para definirlo. Estas ecuaciones constitutivas
agregan un nuevo nivel de detalle al modelo. Este nuevo nivel de detalle no debe confundirse
con la escala del modelo, puesto que la ecuación constitutiva puede estar formulada en la
misma escala que el modelo (escala macroscópica, microscópica, molecular, entre otros), pero
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generando un nivel de detalle mayor. Los nuevos parámetros que aparecen en estas ecuaciones
constitutivas son llamados parámetros funcionales, puesto que están dentro de una función
que entrega el valor de un parámetro estructural.
Definición 3.2 Parámetro funcional: un parámetro funcional es un parámetro que hace
parte de la ecuación constitutiva que describe a un parámetro estructural o de un parámetro
funcional de un nivel de detalle menor.
A su vez, de ser necesario se pueden generar nuevas ecuaciones constitutivas para los paráme-
tros secundarios llegando a tener parámetros funcionales en niveles de detalle cada vez ma-
yores. El proceso se repite hasta que todos los parámetros tengan una ecuación constitutiva
que los represente o puedan ser definidos directamente por un valor numérico. En la Figura
3-1 se muestra una explicación gráfica de los tipos de parámetros que existen, particularizan-
do en los Modelos Semif́ısicos de Base Fenomenológica, pues estos son el interés de esta Tesis.
Figura 3-1: Explicación de los diferentes tipos de parámetros de un MSBF.
A continuación se muestra un ejemplo ilustrativo de los diferentes tipos de parámetros pre-
sentes en un MSBF.
Ejemplo
Considere un proceso de secado en un sólido al que se le retira agua, denotada por A, por
medio de un flujo de aire, tal cual como el mostrado en la Figura 3-2.
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Figura 3-2: Diagrama del proceso del secado de sólidos por aire.
Realizando la separación en Sistemas de Procesos se obtiene un sistema de proceso para el
sólido a ser secado (SdeP I) y un sistema de proceso para el aire (SdeP II). Los sistemas
de procesos mencionados son mostrados en la Figura 3-3. Las flechas gruesas representan
la transferencia de enerǵıa entre dos sistemas de proceso, las fechas delgadas representan la
transferencia de masa.
Figura 3-3: Sistemas de proceso secado de sólidos por aire.
Realizando el balance de masa total y por componente de agua para el sistema de procesos
SdeP II (Aire atravesando la bandeja), se obtienen las dos ecuaciones diferenciales (3-1) y
















Variables: M , la masa total en el SdeP I), XwA,2 la concentración de agua como fracción
molar en unidades másicas libre de solvente de agua en la corriente de salida del SdeP II,
ṁ1 y ṁ2 los flujos másicos de entrada y salida del de aire húmedo SdeP II respectivamente.
Constantes: MA, la masa molecular del agua.
Parámetros Estructurales: NA el flux de transferencia de masa de agua desde el sólido que
se está secando.
Para NA se aplica la siguiente ecuación constitutiva, que permite calcular el flux de trasfe-
rencia de masa (Villalbas y Arzola, 2015):
NA = KXw × AM × (X∗wA −XwA,2) (3-3)
Con KXw el coeficiente global de transferencia de masa con datos de la fase ĺıquida, AM
el área de transferencia de masa, X∗wA la concentración de agua en el equilibrio. En (3-3)
se observa que aparecen tres nuevos parámetros KXw, AM y X
∗
wA , que son parámetros
funcionales de un segundo nivel de detalle (el primer nivel siempre es el de los balances). AM
puede definirse con un dato y X∗wA se calcula usando un polinomio que ajusta la Curva de
Distribución de Equilibrio (CDE) en función de XwA,2 (Treybal, 1980). Para KXw se tiene






m′ × kY w
(3-4)
En esta nueva ecuación constitutiva aparecen tres nuevos parámetros funcionales pero en
un tercer nivel de detalle, que es un detalle mayor. El análisis puede continuarse siempre y
cuando el nivel de detalle del modelo aśı lo requiera, como en este caso, que aparecen tres
nuevos parámetros: kXw, kY w, los coeficientes locales por fase para la transferencia de masa,
y m′ la pendiente de la CDE entre el punto actual de la ĺınea de operación y su extremo
superior. Se deja hasta este punto este ejemplo, asumiendo que los valores de estos tres
parámetros funcionales pueden encontrarse desde la literatura y el análisis del proceso.
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3.2. Interpretabilidad paramétrica
En la presente Tesis se propone la siguiente definición de interpretabilidad, definición que se
utilizará en adelante para aplicar el concepto:
Definición 3.3 Interpretabilidad paramétrica: es la propiedad que posee un parámetro
de tener un significado f́ısico por śı mismo en el contexto del proceso que se modela. Un
parámetro es interpretable cuando al ser integrado a un modelo proporciona un conocimiento
adicional a diferencia de solamente tomar su valor numérico.
La interpretabilidad paramétrica puede darse de dos formas. La primera, es cuando el
parámetro puede ser interpretado sin necesidad de estar contextualizado en el modelo. En es-
te caso, el parámetro tiene un significado f́ısico fuera de las consideraciones, leyes e hipótesis
tomadas en la deducción del modelo. Este tipo de interpretabilidad se denomina interpreta-
bilidad universal, como el caso de la densidad o la viscosidad. La segunda forma es cuando la
interpretabilidad del parámetro está ligada directamente al modelo donde se encuentra. En
este caso, si el parámetro es descontextualizado de las consideraciones, leyes e hipótesis del
modelo, no poseerá significado f́ısico alguno. Esta clase de interpretabilidad se denominará
en adelante interpretabilidad local.
La interpretabilidad de los parámetros se ve fuertemente afectada por el tipo de modelo. En
los modelos de caja blanca, todos los parámetros son interpretables puesto que provienen
directamente de la determinación de las leyes f́ısicas presentes en el objeto real. En cambio,
en los modelos de caja negra es nula la interpretabilidad de los parámetros, principalmente
porque la estructura viene de una relación matemática o lógica que sólo intenta conseguir el
mejor ajuste entre el modelo y los datos, sin tener en cuenta ningún significado f́ısico de la
estructura. Normalmente en los modelos de caja negra se busca, después de indentificados
los parámetros y analizando la influencia de estos frente a las salidas del modelo, brindar
algún tipo de significado f́ısico a cada uno de los parámetros hallados, de modo que permita
dar un mejor entendimiento del objeto real que el modelo por śı solo refleja. En los MSBF
la interpretabilidad de cada parámetro debe ser estudiada parámetro a parámetro, puesto
que pueden presentarse parámetros interpretables y no interpretables. Algunos parámetros
de un MSBF son universalmente interpretables, sean funcionales o estructurales. Por otro
lado, algunos parámetros presentes en un MSBF vienen de correlaciones desde los datos del
objeto real o puede incluso que su única función sea mejorar el ajuste del modelo (tal cual
como en un modelo emṕırico). Estos parámetros no poseen interpretabilidad alguna. En la
Figura 3-4 se muestra una explicación gráfica del origen de la interpretabilidad paramétrica
para modelos de caja negra y MSBF.
En la Figura 3-4 se puede observar la diferencia en la obtención de un modelo de caja negra
y un MSBF, y la diferencia de la interpretabilidad paramétrica entre ambos tipos de mode-
los. La estructura del modelo de caja negra se obtiene desde un conjunto de formulaciones
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Figura 3-4: Explicación de la interpretabilidad paramétrica en modelos caja negra y MSBF.
matemáticas, luego se realiza el ajuste paramétrico a partir de los datos tomados del objeto
real. Posteriormente, con estos parámetros ajustados se intenta explicar el comportamiento
de los datos por medio de las posibles leyes f́ısicas que se reflejan en tales parámetros. Por
otro lado, la estructura del MSBF deriva directamente de los principios fenomenológicos apli-
cables al objeto real que se modela. Al igual que en el modelo de caja negra, los parámetros
son ajustados a partir de los datos obtenidos, pero su interpretabilidad está directamente
dada por la fenomenoloǵıa del objeto real.
3.3. Identificación paramétrica
La identificación paramétrica es el proceso por el cual se implementan técnicas matemáticas
para encontrar el conjunto de valores de los parámetros que proporcione el mejor ajuste del
modelo frente a datos tomados del objeto real (Ljung, 1988; Ponnuswamy, Penlidis y Kipa-
rissides, 1988). Los parámetros a identificar son todos aquellos parámetros que no cuentan
con una ecuación constitutiva que los relacione con las demás partes del modelo, o aquellos
cuyo valor no se conoce a priori por el modelador. El problema general de identificación pa-
ramétrica normalmente se formula como un problema de optimización. Dicha optimización
busca minimizar una función de costo J(p) que penaliza la diferencia entre la respuesta de
las salidas del modelo matemático y las observaciones (datos). La variable de este problema
de optimización es el vector de parámetros a identificarse (M. R. Garćıa et al., 2011; Li,
Corripio, Henson y Kurtz, 2004). El problema de optimización se encuentra entonces res-
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tringido por el modelo dinámico como condiciones de igualdad y por diferentes condiciones





f (x, p, u, ẋ) = 0 (3-6)
pL > p > pu
Donde J(p) es la función de costo a minimizar, f son las ecuaciones que describen la dinámi-
ca del modelo, x es el vector de variables de estado del modelo, p es el vector de parámetros
a identificar, u es el vector de entradas del modelo, y es el vector de salidas, pL y pu son los
vectores de los valores mı́nimos y máximos de los parámetros respectivamente.
El problema de optimización (3-5) - (3-6) se puede tornar en un problema de optimiza-
ción complejo, debido principalmente a que la incorporación del modelo agrega restricciones
de igualdad diferenciales que generalmente son no lineales. Las principales dificultades que
pueden encontrarse en el proceso de identificación son (Rodŕıguez Fernández, 2006):
Convergencia a soluciones locales generadas principalmente por las no linealidades del
modelo.
Modelos sobredeterminados cuando hay demasiados parámetros a estimar.
Malos valores iniciales para los parámetros.
Funciones del modelo mal escaladas, en particular, los valores de las variables medi-
das, si el modelo incluye el modelado de la relación entre las salidas y los estados
(submodelos para los sensores).
Con base en estos problemas, es de gran relevancia el uso de una herramienta de optimiza-
ción que permita mitigar al máximo los problemas numéricos y operacionales que presenta
la identificación de parámetros. Adicionalmente, el uso de la interpretabilidad paramétrica y
el conocimiento del modelador sobre el objeto real son de gran ayuda para solucionar varios
de los inconvenientes mencionados. Si de antemano se conoce que un parámetro a identifi-
car es interpretable, es posible conocer el intervalo posible de valores que puede tomar ese
parámetro, puesto que su significado f́ısico aśı lo dicta. Adicionalmente, un conocimiento
previo y abundante del proceso que se modela permite fijar un valor de inicio (valor semilla)
del parámetro “cercano” al real. Otro aspecto importante que puede agilizar el proceso de
estimación, sobre todo cuando se cuenta con un gran número de parámetros, es conocer qué
parámetros tienen una mayor relevancia frente a las variables del modelo. Con este conoci-
miento se pueden fijar valores de parámetros poco relevantes y concentrar la identificación
en los parámetros más relevantes (Balsa-Canto, Alonso y Banga, 2010).
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3.4. Identificabilidad
La identificabilidad es la propiedad que posee un modelo cuando bajo su estructura todos
los parámetros pueden ser identificados de forma única. Según el análisis que se realice, se
pueden estudiar dos tipos de interpretabilidad, la interpretabilidad estructural o a priori
y la identificabilidad práctica o a posteriori. Formalmente, la identificabilidad estructural
puede formularse de la siguiente forma. Considere un modelo matemático que reproduce
completamente el objeto real representado, con un número infinito de mediciones exactas
sin ningún tipo de ruido asociado e independientemente de los valores particulares de los
parámetros. Un modelo es estructuralmente identificable si es posible estimar de forma úni-
ca el total de parámetros desconocidos (Rodŕıguez-Fernández, Balsa-Canto, Egea y Banga,
2007). Esta identificabilidad estructural debe analizarse antes de realizar la identificación de
los parámetros y debe ser ajena al valor de estos.
En la práctica y debido a que la mayoŕıa de métodos para calcular la identificabilidad es-
tructural son locales, se debe conocer un valor inicial de los parámetros. Actualmente, se
cuenta con numerosos métodos para el análisis de identificabilidad estructural para sistemas
lineales, pero existen pocos métodos para sistemas no lineales. Para sistemas no lineales
se cuenta principalmente con la aproximación por series de Taylor (Pohjanpalo, 1978) y la
aproximación de similitud por isomorfismo (Vajda, Godfrey y Rabitz, 1989). Ambos méto-
dos son locales y presentan grandes dificultades con sistemas no lineales de mayor escala
(Chis, Banga y Balsa-Canto, 2011). Matemáticamente la identificabilidad estructural puede
definirse como:
M(p) = M(p∗)⇒ pi = pi∗ (3-7)
Donde M es el modelo que representa perfectamente al objeto real, p es el vector de paráme-
tros desconocidos, p∗ el vector de parámetros del objeto real, pi el parámetro desconocido i
y pi∗ el parámetro del objeto real i. La Ecuación (3-7) indica que un modelo es estructural-
mente identificable śı y solo śı todos los parámetros pueden ser identificados de forma única
y correspondiendo con el valor real de los parámetros del objeto modelado.
Es posible que luego del análisis de identificabilidad estructural se concluya que solo un
número limitado de combinaciones de los parámetros desconocidos son identificables. Este
caso hace necesario reducir el número de parámetros o modificar la estrucutura del modelo.
Modificar la estructura del modelo resulta imposible en un MSBF puesto que la estructura
viene dada directamente de la fenomenoloǵıa del proceso modelado. La identificabilidad es-
tructural asegura que los valores obtenidos en la identificación de los parámetros sean únicos
y por lo tanto acorde a los significados f́ısicos de los parámetros (si estos son interpretables).
Sin embargo, esto no es una condición suficiente para lograr la identificación paramétrica
considerando los datos disponibles del objeto real, debido a que por definición, el análisis de
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la identificabilidad considera una cantidad infinita de datos sin errores, lo cuál no es posible
en la realidad. En vista de esto, se obtiene el concepto de interpretabilidad práctica o a
posteriori. En el análisis de la identificabilidad práctica se parte de la misma suposición que
el modelo es una fiel representación del objeto real, pero esta vez se cuenta con un número li-
mitado de mediciones con presencia de ruido. Bajo estas suposiciones se resuelve la pregunta
¿Es posible identificar de forma única el total de parámetros desconocidos?
A diferencia de la identificabilidad estructural, la identificabilidad práctica no depende ex-
clusivamente de la estructura del modelo, puesto que está directamente influenciada por la
cantidad y calidad de los datos disponibles. Al ser un concepto más práctico que la identifica-
bilidad estructural se necesita conocer de antemano el valor (o un valor inicial o semilla) del
conjunto de parámetros desconocidos. De nuevo, si el conjunto de parámetros no puede ser
identificado en su totalidad se debe reducir el número de parámetros a identificar, modificar
la estructura del modelo o modificar la cantidad o calidad de los datos disponibles. Para
realizar el análisis de identificabilidad práctica existen diferentes métodos, principalmente el
método de la Matriz de información de Fisher y el análisis basado en regiones de confianza
(Rodŕıguez Fernández, 2006). La matriz de Fisher mide la cantidad de información que posee
un conjunto de datos EX de la variable X, sobre un conjunto de parámetros desconocidos
Θ. Con esta medida se puede calcular la probabilidad de que el conjunto de parámetros
desconocidos pueda ser identificado a partir de los datos disponibles. Si la matriz de Fisher
es singular, existen parámetros que no son identificables (Papaioannou, 1970). El cálculo de
la matriz de Fisher conlleva una linealización del modelo, por lo que para modelos altamente
no lineales se puede generar pérdida de información y errores en el análisis. El método de
regiones de confianza busca encontrar regiones del espacio de estados del modelo y realizar el
mismo análisis con la matriz de Fisher. Estás regiones se hallan principalmente con métodos
Monte Carlo (Rodŕıguez Fernández, 2006).
3.5. Parámetro de sacrificio
En esta Tesis, un parámetro de sacrificio se define como:
Definición 3.4 Parámetro de sacrificio:un parámetro de sacrificio es un parámetro
que no posee interpretabilidad parámetrica desde la deducción del modelo (sea de forma
directa o intencional) y que se puede utilizar para ajustar el error residual en la identificación
parámetrica.
Este tipo de parámetro puede tomar valores en un amplio intervalo, incluso (−∞,∞). Debi-
do a que el parámetro de sacrificio puede tomar el valor de cualquier número real, no puede
poseer interpretabilidad puesto que ésta acotaŕıa su valor al intervalo donde el parámetro
tiene algún significado f́ısico. Los parámetros de sacrificio se pueden ajustar a cualquier valor
numérico, ampliando el espacio de soluciones factibles durante la tarea de identificación. El
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valor de un parámetro de sacrificio puede ser modificado manualmente luego de la identifi-
cación por parte del modelador para realizar un ajuste fino del error del modelo.
La selección del (de los) parámetro(s) de sacrificio puede darse de diferentes formas y depen-
derá necesariamente del proceso modelado. Es natural tomar como parámetro de sacrificio
aquel que después de todas las etapas de modelado es imposible de interpretar (carece total-
mente de interpretabilidad paramétrica), por lo que fácilmente puede tomar cualquier valor
en un intervalo amplio. Qué tan útil o no resulte como parámetro de sacrificio dependerá
de su relevancia en las salidas del modelo. Por otro lado, para la selección del parámetro de
sacrificio puede realizarse a priori una jerarquización que relacione el efecto de cada paráme-
tro frente al error del modelo, seleccionando como parámetro de sacrificio un parámetro a
conveniencia que permita modificar sustancialmente el error de modelado. Siguiendo este
último camino se debe dejar por fuera de cualquier análisis de interpretabilidad al paráme-
tro seleccionado, de modo que pueda ser modificado según las necesidades del modelador sin
restricción alguna.
4 Métodos de jerarqúıa paramétrica
El concepto de jerarqúıa paramétrica hace referencia a la clasificación y ordenamiento de los
parámetros en una sucesión lógica y con base a un criterio claro. Como se mencionó anterior-
mente, los modelos pueden tener parámetros estructurales y funcionales. Esta clasificación
puede entenderse como una jerarquización en la cual se tienen en primer nivel los paráme-
tros estructurales puesto que se relacionan directamente con la estructura del modelo. En
un segundo nivel se encuentran los parámetros funcionales, que a su vez podŕıan generar
submodelos que describan los parámetros de un nivel más profundo. Si un parámetro de
segundo nivel necesita un submodelo para ser descrito, se puede hablar de parámetros de
tercer nivel, y aśı sucesivamente. El tipo de jerarqúıa que se propone en el presente trabajo
clasifica los parámetros de un MSBF respecto de su incidencia en la respuesta de las dinámi-
cas del proceso, lo que facilitaŕıa la identificación, el ajuste, el análisis de identificabilidad y
el mejor entendimiento del proceso (Balsa-Canto et al., 2010).
El resultado de una jerarqúıa como la planteada, es una lista completa en donde se pueda
evidenciar y comparar en qué medida se ven afectadas las salidas de un modelo ante cambios
en cada uno de los parámetros. Es claro que no todos los parámetros impactan de igual forma
a las salidas del modelo, esto puede variar dependiendo de la estructura del modelo y de la
forma como se relacionan los parámetros con las demás partes del modelo. Las principales
aplicaciones de esta jerarqúıa son (Karnavas y Sanchez, 2009):
Detectar comportamientos del modelo f́ısicamente incorrectos: si los paráme-
tros del modelo son interpretables y el modelo se realiza sobre un objeto real cuyas
leyes f́ısicas son conocidas, es posible saber a priori qué parámetros son más relevan-
tes para el modelo que representa el objeto real. Una jerarqúıa que posea un orden
totalmente diferente puede dar indicios en errores en la estructura o planteamiento del
modelo.
Diseño de experimentos y toma de datos: conociendo la jerarqúıa de los paráme-
tros se puede realizar un esfuerzo en mejorar los experimentos de forma que se reflejen
comportamientos en las salidas medidas que permitan mejorar la identificación pa-
ramétrica.
Ampliar el conocimiento sobre el proceso u objeto real: al conocer la jerarqúıa
de los parámetros se aumenta la cantidad de conocimiento que el modelador posee sobre
el proceso. Esta información puede ser útil para futuras tareas de diseño de equipos o
control de procesos.
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Reducir el número de parámetros a identificar: teniendo claro cuáles parámetros
son más relevantes, se puede proceder a obviar los parámetros menos relevantes para
las tareas de identificación o análisis de identificabilidad. Es posible también crear es-
trategias de identificación que usen la jerarqúıa paramétrica para, por ejemplo, enfocar
mayores esfuerzos en la identificación de los parámetros más relevantes sobre los menos
relevantes.
Como se mencionó anteriormente, la identificación paramétrica es una de las tareas más
importantes para que un modelo presente un buen desempeño. El primer paso para la iden-
tificación, aunque en la mayoŕıa de veces obviado por el modelador, es determinar el sub-
conjunto de parámetros que se deben identificar. Normalmente no se cuenta con la cantidad
y calidad de datos necesarios para identificar el conjunto completo de parámetros, o la es-
tructura del modelo no lo permite (Yao et al., 2003), por lo que se debe tener un criterio
claro y consistente para seleccionar los parámetros a identificar. Aunque se han realizado
numerosos estudios en el desarrollo de algoritmos que permitan mejorar el desempeño de la
identificación, solo se cuenta con un número reducido de técnicas para seleccionar el sub-
conjunto de parámetros que siendo identificados, mejoren el ajuste del modelo (Kravaris,
Hahn y Chu, 2013). A continuación se muestran algunos procedimientos de jerarquización
paramétrica basados en el impacto de los parámetros frente a las salidas del modelo, los que
permiten seleccionar los parámetros más relevantes a ser identificados.
4.1. Análisis de sensibilidad
El análisis de sensibilidad es un tipo de análisis matemático que se realiza para encon-
trar cómo el cambio en la salida de un modelo es influenciado desde diferentes fuentes de
variación como entradas, perturbaciones o parámetros (Kiparissides, Rodriguez-Fernandez,
Kucherenko, Mantalaris y Pistikopoulos, 2008; Solimeno, Samsó y Garćıa, 2016). El análisis
de sensibilidad puede ser abordado a través de metodoloǵıas locales y globales. Las técnicas
locales evalúan ı́ndices de sensibilidad como derivadas parciales de primer orden de variables
de salida respecto a los parámetros del modelo. Esto se realiza basándose en la expansión de
la serie de Taylor del conjunto de ecuaciones alrededor del valor nominal de los parámetros.
Sin embargo, el supuesto de linealidad es usualmente válido sólo dentro de un rango estrecho
de variación de parámetros. Por lo tanto, los resultados obtenidos a partir del análisis de
sensibilidad local pueden ser no representativos cuando se consideran modelos no lineales
y todo el espacio de variación de parámetros (Degenring, Froemel, Dikta y Takors, 2004).
Por otro lado, el análisis de sensibilidad global se basa en la exploración de todo el intervalo
de variación de los parámetros, el muestreo de una función de distribución asociada a cada
parámetro y la simulación del modelo repetidamente (M. P. Ochoa, Estrada, Di Maggio y
Hoch, 2016). El análisis de sensibilidad global, a diferencia del análisis de sensibilidad local,
tiene en cuenta las interacciones entre los parámetros para calcular la sensibilidad de forma
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global (Hamby, 1994).
Considere un sistema dinámico como el mostrado en (3-6). Los coeficientes que conforman
la matriz de sensibilidad y que miden cuánto vaŕıa la salida i ante cambios en el parámetro





Para jerarquizar los parámetros mediante el método de análisis de sensibilidad se comparan
los valores de la matriz de sensibilidad. Los parámetros con un coeficiente de sensibilidad
mayor en magnitud, impactan en mayor medida a las salidas correspondientes, es decir,
ante un cambio en estos parámetros, se reflejará un cambio mayor en las salidas. Como se
ilustra a continuación, existen diferentes métodos numéricos para calcular los coeficientes de
sensibilidad locales que vaŕıan según la forma como evalúan las derivadas parciales.
4.1.1. Aproximación por diferencias finitas
La aproximación por diferencias finitas es probablemente el método numérico más amplia-
mente utilizado para calcular los coeficientes de sensibilidad local, principalmente por su
sencillez en los cálculos (Sher et al., 2013). El método consiste en perturbar ligeramente un
parámetro alrededor de su valor nominal y resolver el modelo con este cambio. Se debe reali-
zar por cada parámetro a la vez para evitar solapar la influencia de diferentes parámetros. De




≈ yi(t, pj + ∆pj)− yi(t, pj)
∆pj
(4-2)
El método de aproximaciones por diferencias finitas tiene como principales ventajas su fácil
planteamiento y su naturaleza intuitiva para el cálculo, además, no es necesaria una mo-
dificación en los parámetros ni en el modelo. Al no ser necesario una derivada explicita de
las ecuaciones del modelo es de gran utilidad en modelos emṕıricos y de inteligencia arti-
ficial como modelos fuzzy o redes neuronales. Por otro lado, presenta algunas desventajas
significativas (Rodŕıguez Fernández, 2006): el valor del coeficiente vaŕıa significativamente
para el valor seleccionado de ∆pj y se debe simular el modelo para cada parámetro y pa-
ra cada variación seleccionada, lo cual puede demandar grandes recursos computacionales.
Seleccionar el valor incorrecto de ∆pj puede generar errores en el análisis de sensibilidad,
debido principalmente a que para modelos no lineales, cambios grandes (superiores incluso
al 5 %) en los valores nominales de los parámetros, se alejan de las suposiciones de linealidad
tomadas en cuenta en el análisis de sensibilidad. Por otro lado, valores muy pequeños de ∆pj
26 4 Métodos de jerarqúıa paramétrica
pueden no generar cambios significativos en el modelo y el impacto del parámetro sobre las
salidas se puede opacar por errores numéricos de redondeo.
4.1.2. Métodos directos
A diferencia del método por aproximación por diferencias finitas, los métodos directos en-
cuentran el valor del coeficiente de sensibilidad resolviendo directamente las ecuaciones dife-












;S(0) = S0 (4-3)
O en su forma matricial, puede escribirse como:
Ṡ = J (t)S(t) +F (t) (4-4)
donde J (t) es la matriz Jacobiana del sistema y F la matriz de derivadas parciales respecto
de los parámetros o Jacobiano paramétrico. Para resolver númericamente la ecuación (4-4)
es necesario conocer en cada paso de integración los valores de la matrices J (t) y F , lo que
implica que el sistema (3-6) sea resuelto sucesivamente. Desde (Dunker, 1984), las ecuaciones
(3-6) y (4-4) se pueden resolver de forma simultánea y utilizando el mismo Jacobiano para
ambas empleando el método directo desacoplado (Decoupled Direct Method, DDM), lo cual
permite una reducción significativa de computo en relación a los primeros métodos directos.
4.1.3. Función de Green
Considere un sistema general de primer orden no homogéneo compuesto por las ecuaciones
diferenciales:
ẏ = f(y,p, t) (4-5)
con condiciones iniciales dadas por:
y(0) = a (4-6)
donde y es el vector de n salidas del sistema y p el vector de m parámetros. Derivando (4-5)
respecto de los valores iniciales se obtienen la siguiente ecuación (Rodŕıguez Fernández,
2006):
K̇ (t, t1) = J (t)K (t, t1) (4-7)
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donde t1 y t son el tiempo de perturbación y de observación respectivamente, J es el Jaco-
biano del sistema yK es el valor inicial de la matriz de sensibilidad. El sistema (4-5) consiste
en un conjunto de ecuaciones diferenciales lineales y no homogéneas, por lo tanto, puede ser
resuelto determinando su parte homogénea, dada por (4-7), y calculando después la solución




K (t2, s)F (s) ds (4-8)
En esta ecuación, K es conocido como la función de Green del núcleo, por el cual lleva el
nombre el método para resolver la ecuación (4-8) llamado método de la función de Green
(Green Function Method, GFM ).
4.2. Matriz de Ganancias Relativas
La aproximación por ganancias relativas es un método de análisis para problemas de control
multivariado desarrollado por Bristol (Bristol, 1966) para encontrar interacciones entre las
variables de entradas y salidas y pareamientos entre variables manipuladas y variables con-
troladas. El método de ganancias relativas solo requiere información del estado estacionario
determinado donde se realizará todo el análisis y operación del proceso. Considerando un
proceso con n variables manipuladas y n variables controladas, la ganancia relativa λij entre
una variable controlada i (salida) y una variable manipulada j (entrada) se entiende como






ganancia en lazo abierto
ganancia en lazo cerrado
(4-9)
El numerador de (4-9) es la derivada parcial evaluada con todas las variables manipuladas
constantes a excepción de la variable uj y representa la ganancia en lazo abierto entre la
variable controlada yi y la variable manipulada ui. De igual forma, el denominador de (4-9)
se evalúa considerando todas las variables controladas contantes excepto yi. Este termino
puede interpretarse como la ganancia en lazo cerrado que indica el efecto de ui sobre yi
cuando las demás salidas se encuentran controladas.
En su forma matricial el arreglo de ganancias λij es conocida como matriz de ganancias
relativas (Relative Gain Array, RGA), denotada por Λ:
Λ =
∣∣∣∣∣∣∣∣∣
λ11 λ12 ... λ1n




λn1 λn2 ... λnn
∣∣∣∣∣∣∣∣∣ (4-10)
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Cuando la RGA es una matriz cuadrada, la suma de los elementos de cada una de las filas
y columnas es igual a uno. Si es rectangular, solamente la suma de los elementos corres-
pondientes a las filas o las columnas es igual a la unidad. Adicionalmente las ganancias
relativas son adimensionales, por lo que no se ven afectadas por las unidades o acondiciona-
mientos numéricos realizados en las variables (L. A. Alvarez, 2008). La RGA también puede
ser escrita en términos de la matriz de ganancias en estado estacionario K = {Kij} como
(Amezquita-Brooks, Ugalde-loo, Liceaga-Castro y Liceaga-Castro, 2013):
Λ = K ⊗ [K−1 ]T (4-11)
donde ⊗ denota la multiplicación de elemento por elemento o producto Schur. Se puede
obtener una versión dinámica de la RGA reemplazando la matriz de ganancias en estado
estacionario K por la correspondiente matriz de funciones de transferencia G(s). De esta
forma la RGA es un caso particular cuando s → 0. Según los valores de los coeficientes λij
se realiza el análisis de la relación entre las variables manipuladas y controladas (Sandink,
McAuley y McLellan, 2001).
El análisis por RGA es propio de los problemas de control multivariado en el cual se deben
elegir las parejas que conforman los lazos de control para mejorar el desempeño del sistema de
control. La identificación paramétrica puede verse como un problema de control multivariado,
en el cual se busca por medio de la manipulación de los valores de los parámetros mejorar el
desempeño del modelo frente a los datos de medición. Para este caso, es propicio seleccionar
el subconjunto de parámetros que al ser identificados mejoren el ajuste de las salidas. Visto de
esta forma, se puede extrapolar la herramienta de la RGA para analizar la relación entre los
parámetros y las salidas. De forma análoga a (4-9), se pueden definir las ganancias relativas





De igual forma como en (4-9), (4-12) está compuesta por la relación entre dos derivadas, el
numerador que es evaluada con todos los parámetros fijos en un valor nominal excepto el
parámetro pj, y el denominador evaluado con todas las salidas constantes excepto la salida
yi.
Para los valores de λpij se tienen los siguientes casos:
Si λpij = 0 no existe influencia del parámetro pj sobre la correspondiente salida yi
Si λpij = 1 indica que el parámetro pj es el único que influencia sobre la salida corres-
pondiente.
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Si λij es significativamente diferente de uno, indica que la influencia particular del
parámetro pj sobre la salida especifica yi depende fuertemente del valor de ajuste de
los otros parámetros, por lo que se hace necesario el ajuste de más de un parámetro
para tener cambios significativos en la salida.
En śıntesis, el método de ganancias relativas indica que un conjunto de parámetros cuya
matriz de ganancias relativas respecto de las salidas sea lo más cercana posible a la matriz
identidad, debe ser seleccionado como el subconjunto de parámetros a identificar, puesto que
presentan una mayor relevancia frente a las salidas y una menor interacción entre ellos, lo
que facilita la identificación. El resto de parámetros puede ser fijado en un valor nominal
teniendo niveles de error aceptables (Sandink et al., 2001).
4.3. Método basado en los valores singulares de Hankel
En esta sección se presenta un método basado en los valores singulares de Matriz de Hankel
para la jerarquización y selección de los parámetros en un MSBF. El análisis por valores sin-
gulares de Hankel ha sido ampliamente utilizado en sistemas lineales, principalmente para
la selección de lazos de control en problemas de control multivariado, reducción de modelos
y escalado de procesos. En (L. A. Alvarez, 2008) se utiliza esta técnica para el pareamiento
de entradas y salidas en una propuesta de control total de planta. La Matriz de Hankel y su
descomposición en valores singulares (Singular Value Descomposition, SVD), dan informa-
ción sobre cuál entrada es más relevante para cada salida. En (Ruiz, 2009) se implementa un
procedimiento usando la Matriz de Hankel para hallar factores de escala de bioprocesos, de
nuevo clasificando las variables de diseños según su relevancia. En (Monsalve, 2014) se pre-
senta una aproximación para el escalado de procesos por lotes, clasificando las variables de
diseño utilizando la Matriz de Hankel y su SVD. Un método para seleccionar los parámetros
que mayor relevancia tienen sobre el conjunto de estados en un MSBF implementando la
Matriz de Hankel y su descomposición en valores singulares es propuesto por (Sun y Hahn,
2006).
4.3.1. Descomposición en valores singulares
La descomposición en valores singulares, es un tipo de transformación algebraica en la cuál
se factoriza una matriz A de orden l x m de la forma:
A = UΣVT (4-13)
Donde U es de orden l x l y V es de orden m x m, ambas unitarias.Las matrices unitarias U
y V forman bases ortogonales y ortonormales para el espacio columna (espacio de salida) y
el espacio fila (espacio de entrada) de A. Los vectores columna de V se denominan vectores
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singulares de entrada y los vectores columna de U, se denominan vectores singulares de salida.
Las columnas de U y V son los vectores propios unitarios de AAT y ATA respectivamente
(Rúız, 2009). Σ de orden l x m contiene una matriz diagonal Σ1 de valores singulares reales










; l < m (4-14)
Donde
Σ1 = diag{σ1, σ2, ..., σk}; k = min(l,m)
σ ≡ σ1 ≥ σ2 ≥ ....σk ≥ σ
El mayor valor singular de A está dado por σ y el menor valor está dado por σ.
4.3.2. Matriz de Hankel
La Matriz de Hankel es una matriz perteneciente a los sistemas dinámicos lineales invariantes
en el tiempo que permite una representación dinámica del sistema. La Matriz de Hankel
representa las propiedades entrada-salida del sistema en términos dinámicos. Es utilizada
principalmente en la teoŕıa de sistemas en reducción de modelos, identificación de sistemas,
diseño de filtros digitales y pareamientos de entradas y salidas en el diseño de controladores
multivariables (Monsalve, 2014).
Para calcular los componentes de la Matriz de Hankel considere el siguiente sistema lineal
discreto e invariante en el tiempo (LTI):
x(k + 1) = Ax(k) + bu(k) (4-15)
y(k) = cx(k)
Donde u(k) ∈ Rn es el vector de entradas. Emṕıricamente, la Matriz de Hankel se define
como la respuesta al impulso del sistema y sus valores se calculan a partir de los parámetros
de Markov (Yin, Zhu y Ding, 2011):
hi = cA
i−1b i = 1, 2, ... (4-16)
Con lo que la Matriz de Hankel está dada por:
H[i, j] =
∣∣∣∣∣∣∣∣∣
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Si el sistema es de orden n, la Matriz de Hankel H [i, i+ r] es no singular para r ≤ n y
singular para r > n. Adicionalmente, se puede demostrar que la Matriz de Hankel es el
producto de las matrices de observabilidad y controlabilidad (L. A. Alvarez, 2008).
4.3.3. Descomposición en valores singulares de la Matriz de Hankel
Como ya se mencionó, la Matriz de Hankel se puede descomponer en valores singulares:
H = UΣV T (4-17)
Los vectores U y V son ortogonales y la matriz Σ, una matriz diagonal que contiene los
valores singulares del sistema (L. A. Alvarez, 2008):
H =

U11 U12 ... U1i













V11 V12 ... V1i




Vi1 Vi2 ... Vii
 (4-18)
El número de vectores singulares tomados para aproximar la matriz original dependerá
del número de valores singulares considerados. Por simplicidad en el proceso, se tomará
únicamente el primer valor singular. El análisis puede extenderse a más valores singulares.









































El desarrollo completo de 4-19 permite observar que el valor de cada salida depende de
la misma expresión para las entradas, sólo discriminado por el valor del vector de salidas
correspondiente Ui1. Esto significa que el análisis permite determinar el impacto de cada
entrada sobre el conjunto total de salidas (Monsalve, 2014). El efecto dinámico de la entrada
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Sun y Hahn (2006) proponen un método en el cual, los parámetros son tomados como
entradas del sistema y se calcula la interacción entre estos y las salidas. La metodoloǵıa
define el efecto de cada parámetro sólo mediante la ráız cuadrada del valor propio de la
Matriz de Hankel, correspondiente con el parámetro en concreto. Una comparación de los
valores propios de la Matriz de Hankel, puede dar una jerarqúıa de cuales parámetros son más
relevantes para el conjunto total de salidas. Una metodoloǵıa que utiliza la descomposición
en valores singulares de la Matriz de Hankel para la jerarquización de parámetros respecto
de su impacto en las salidas en MSBF es propuesta en el Caṕıtulo 5. En la metodoloǵıa
propuesta no solo se considera el valor propio de la Matriz de Hankel correspondiente a cada
parámetro, si no también, los valores del vector de entrada correspondiente al parámetro.
5 Una propuesta para la jerarquización e
identificación paramétrica de un
MSBF
En caṕıtulos anteriores se discutió acerca de la importancia de contar con una jerarqúıa
paramétrica. En el presente caṕıtulo se propone una metodoloǵıa de jerarquización e identi-
ficación paramétrica que utiliza el análisis de los parámetros desde el método de la descompo-
sición en valores singulares de la Matriz de Hankel, criterios sobre la interpretabilidad de los
parámetros y la jerarqúıa paramétrica para mejorar la identificación de los parámetros. La
metodoloǵıa se compone de dos partes: en la primera parte se realiza toda la clasificación y
ordenamiento de los parámetros para la posterior identificación, mientras que en la segunda
parte se muestra un algoritmo que utiliza la jerarqúıa paramétrica para realizar su identifica-
ción. La metodoloǵıa se presenta aplicando sus pasos a un MSBF que representa el proceso
de producción de δ-endotoxinas de Bacillus thuringiensis en cultivo por lotes (Amicarelli, di
Sciascio, Toibero y Alvarez, 2010).
5.1. Metodoloǵıa de jerarquización paramétrica
Se plantea una metodoloǵıa que permite jerarquizar los parámetros de un MSBF de acuerdo
a su impacto en las salidas del modelo. Para esto se hace uso de la Matriz de Hankel, su SVD,
el Índice de Salida Impactable (ISI) y el Índice de Parámetro Impactante (IPI), definidos más
adelante, aśı como del análisis de interpretabilidad de los parámetros. Se implementa el méto-
do de los valores singulares de Hankel puesto que este permite mantener la interpretabilidad
de los parámetros intacta sin necesidad de realizar una transformación paramétrica, lo cuál es
un criterio bastante deseable en MSBF (Sun y Hahn, 2006). Los pasos de la metodoloǵıa son:
Paso 1. Linealización del modelo. Debido a que se hace uso de herramientas matemáticas
pertenecientes a los sistema lineales, se debe linealizar el sistema alrededor del punto de
operación de interés. Si el proceso es por lotes, se deben realizar linealizaciones a través de
la trayectoria del proceso a intervalos adecuados de tiempo (ver ejemplo más adelante en
este caṕıtulo). El sistema lineal obtenido se escribe en su representación lineal de espacios
de estados de la siguiente forma:
34 5 Una propuesta para la jerarquización e identificación paramétrica de un MSBF
ẋ = Ax + Ep (5-1)
y(k) = Cx + Fp























Con x el vector de estados, y el vector de salidas, p el vector de parámetros, f el modelo no
lineal y xss y pss los vectores de estados y parámetros evaluados en el punto de operación.
Cabe destacar que para realizar esta linealización se toman como constantes los valores
de las entradas y las perturbaciones para el estado estacionario que se analiza. El modelo
lineal descrito en (5-1) muestra las variaciones de los estados ante cambios en los parámetros
alrededor del punto de operación seleccionado. Para hacer adimensional y normalizar en el
intervalo [0, 1], tanto las salidas como los parámetros se redefinen como la relación entre la
variable y su intervalo de variación, evitando aśı cálculos erróneos debido a las diferencias
de dimensiones en las unidades. Para esto se utilizan (5-3) y (5-4).
Ei,j = (Ei,j − Emin)/(Emax − Emin) (5-3)
Ci,j = (Ci,j − Cmin)/(yjmax − yjmin) (5-4)
Donde Ei,j y Ci,j son los valores de las matrices E y C normalizados, Ei,j y Ci,j son los valo-
res de las matrices E y C sin normalizar, Emax y Emin son los valores máximos y mı́nimos de
la matriz E respectivamente y yjmax y yjmin son los valores máximos y mı́nimos de las salidas.
Paso 2. Cálculo del Índice de Parámetro Impactante. Con el sistema lineal adimen-
sional y normalizado se obtiene la Matriz de Hankel correspondiente. Para obtener la Matriz
de Hankel se recomienda por facilidad operacional desarrollarla como el producto de la ma-
triz de Observabilidad y la matriz de Controlabilidad del sistema lineal. Posteriormente se
procede a realizar la descomposición en valores singulares de la Matriz de Hankel correspon-
diente. Una vez se tengan las matrices U,Σ y V se procede a calcular el ISI y IPI que se
definen como sigue.
Definición 5.1 Índice de Salida Impactable (ISI): el Índice de Salida Impactable es
la ponderación del efecto dinámico sobre una salida espećıfica provocado por el conjunto total
de parámetros. El ISI denota qué tan impactada es una salida por los parámetros como un
todo.
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Definición 5.2 Índice de Parámetro Impactante (IPI): el Índice de Parámetro Im-
pactante es la ponderación de los efectos dinámicos de un parámetro sobre el conjunto de
salidas del sistema. El IPI denota cuánto impacto tiene un parámetro sobre las salidas como
un todo.
Los Índices ISI e IPI no permiten discriminar cual parámetro impacta más sobre cual salida,
pero permite obtener bien sea una jerarqúıa de salidas respecto del impacto de los parametros
como un todo, o una jerarqúıa paramétrica respecto del impacto sobre todas las salidas. Los
ı́ndices ISI e IPI se calculan como se muestra en (5-5) y (5-6) de forma análoga a como se























Con αyk es el ISI para la salida k, αpk el IPI para el parámetro k, σi es el valor propio i de
la matriz Σ, n es el número de estados, ny el número de salidas y np el número de parámetros.
Paso 3. Jerarquización de los parámetros según IPI. La jerarqúıa paramétrica queda
definida por el parámetro con mayor valor de IPI hasta el parámetro con el menor valor. En
el caso de procesos por lotes, debido a que la linealización se realiza en diferentes puntos de
la trayectoria seguida por el proceso, la jerarquización se realiza en el punto donde mayor
sea la distancia entre los valores de los IPI, es decir, donde la jerarqúıa se evidencie más
claramente. Para esto se puede realizar una simple inspección visual tras graficar todos los
IPI vs. los puntos donde se linealizó, o algún método de análisis de agrupamiento (clusteri-
ng, por ejemplo Fuzzy C-means (Bezdek, 1987)). Con la jerarqúıa paramétrica obtenida se
procede a dividir los parámetros en dos grupos, los parámetros más relevantes y los menos
relevantes. Esta separación se realiza con los valores de los IPI. Considerando la sumatoria
de todos los IPI como el valor de impacto total sobre las salidas, es decir, qué tanto impacta
el conjunto completo de parámetros al conjunto completo de salidas. El modelador puede
elegir qué porcentaje de ese impacto total considerará relevante para realizar la división de
los parámetros en los dos grupos. Los parámetros que juntos y jerarquizados de mayor a
menor IPI contengan el porcentaje elegido de impacto conformarán el grupo más relevante.
Los demás parámetros integrarán el grupo menos relevante.
Análogamente, como se realiza una jerarqúıa de los parámetros más impactantes, se puede
realizar una jerarqúıa de las salidas más impactables con los ISI de cada salida. Ésta última,
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puede utilizarse para mejorar el diseño de experimentos, puesto que es recomendable tener
mayor cantidad y calidad de datos de las salidas que mejor reflejan el comportamiento de los
parámetros a la hora de realizar la identificación paramétrica. Este apartado no se estudiará
en la presente Tesis, pero se propone como trabajo futuro, puesto que una jerarqúıa usando el
ISI puede ayudar a determinar qué variables de salida son las que más información entregan
para la identificación del modelo.
Paso 4. Análisis de interpretabilidad. Para cada uno de los parámetros se define si
posee o no interpretabilidad. Dependiendo de la ubicación en la jerarqúıa se procede de la
siguiente forma:
Parámetro interpretable ubicado en el grupo más relevante: si el parámetro es
interpretable y su relevancia respecto de las salidas del modelo es alta, se debe buscar
una ecuación constitutiva (siempre que sea posible) que lo represente.
Parámetro no interpretable ubicado en el grupo más relevante: si el parámetro
no es interpretable y su relevancia respecto de las salidas del modelo es alta, este
parámetro será catalogado como parámetro de sacrificio y deberá ser identificado. Al
ser un parámetro de sacrificio su rango de variación será ∞.
Parámetro interpretable ubicado en el grupo menos relevante: si el parámetro
es interpretable y su relevancia respecto de las salidas del modelo es baja, su valor
podrá ser fijado por una constante proveniente de la literatura como valor nominal.
Por lo tanto el parámetro no necesita ser identificado desde los datos del proceso. Si
no es posible encontrar en la literatura un valor acorde al parámetro, este podrá ser
catalogado como un parámetro a identificar.
Parámetro no interpretable ubicado en el grupo menos relevante: si el paráme-
tro no es interpretable y su relevancia respecto de las salidas del modelo es baja, será
identificado desde los datos del proceso. Si se conoce un valor a priori, este parámetro
podrá ser fijado como una constante arbitraria pero dentro de un valor razonable de
acuerdo con la escala del término en el que participa. De igual forma y en caso que sea
requerido por el modelador, este parámetro puede ser definido como un parámetro de
sacrificio.
Si después de representar los parámetros por sus respectivas ecuaciones constitutivas se
agregan nuevos parámetros funcionales, se deben realizar de nuevo los Pasos del 1 al 4
considerando estos nuevos parámetros. Este proceso iterativo se realiza hasta que todos
los parámetros nuevos sean no interpretables o hasta que el nivel de detalle sea suficiente
(criterio del modelador). Todos los parámetros a identificar después de realizado el análisis
de interpretabilidad deben organizarse según la jerarqúıa paramétrica encontrada.
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5.2. Algoritmo de identificación basado en la jerarqúıa
paramétrica
A continuación se presenta un algoritmo de identificación que usa la jerarqúıa paramétrica
para mejorar el resultado de la identificación. El algoritmo está basado en el proceso pro-
puesto en (S. Ochoa, Yoo, Repke y Yang, 2007). Es importante aclarar que el algoritmo no es
una herramienta para solucionar el proceso de identificación, es más un conjunto de pasos a
seguir para mejorar el desempeño del método de identificación seleccionado, haciendo uso de
la jerarqúıa paramétrica definida anteriormente. El algoritmo de identificación se compone
de los siguientes pasos:
Paso 1 A.I. Identificación de todos los parámetros. Primero se deben identificar todos
los parámetros que después de la metodoloǵıa de jerarquización se han seleccionado como
parámetros a identificar, estos son: parámetros relevantes no interpretables, parámetros rele-
vantes interpretables que no cuenten con una ecuación constitutiva, parámetros no relevantes
y no interpretables cuyo valor no se ha fijado a priori y parámetros no relevantes interpreta-
bles que no se han fijado con un valor tomado de la literatura. Este proceso se puede realizar
con cualquier método de identificación paramétrica.
Paso 2 A.I. Identificación de los parámetros más relevantes. Se divide el total de
parámetro en los dos grupos definidos en la metodoloǵıa de jerarquización. Los parámetros
menos relevantes serán fijados en el valor encontrado en el paso anterior. El nuevo problema
de identificación se desarrolla sólo con el grupo de parámetros más relevantes.
Paso 3 A.I. Identificación ćıclica de los parámetros más relevantes. El Paso 2 se
repite ćıclicamente, dividiendo a la mitad el número de parámetros identificados en la ite-
ración anterior y seleccionando sólo la mitad más relevante para una nueva identificación.
Este proceso se repite hasta que sólo quede un parámetro o la diferencia de la función obje-
tivo en el proceso de identificación entre dos iteraciones consecutivas sea menor a un valor
seleccionado por el usuario.
Luego de terminado el algoritmo de identificación paramétrica es posible emplear los paráme-
tros de sacrificio definidos en la metodoloǵıa de jerarquización (siempre y cuando el modelo
cuente con por lo menos uno) para realizar un ajuste fino del modelo. Es posible ajustar el
total de parámetros de sacrificio o sólo la combinación de ellos que mejore el error del mode-
lo. Este ajuste se realiza modificando los parámetros de sacrificio del modelo, sea empleando
un método de optimización, inteligencia artificial o ajuste manual.
El diagrama de flujo de la metodoloǵıa de jerarquización e identificación paramétrica se
muestra en la Figura 5-1.
38 5 Una propuesta para la jerarquización e identificación paramétrica de un MSBF
Figura 5-1: Diagrama de flujo de la metodoloǵıa propuesta.
5.3. Uso de la propuesta en el modelo de producción de
δ-endotoxinas de BT
Bacillus thuringiensis es una bacteria Gram positiva formadora de esporas, la cual durante el
proceso de esporulación produce uno o más cuerpos cristalinos de naturaleza protéica adya-
centes a la espora, conocidos como δ-endotoxinas o protéınas Cry. Algunos de estos cristales
paraesporales son tóxicos para ciertas especies de insectos, propiedad que ha conferido a
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este microorganismo un enorme interés por su inclusión en formulados fitosanitarios de alta
eficacia y especificidad y bajo impacto sobre el medio ambiente (Atehortúa, 2004).
El modelo propuesto es un MSBF compuesto por los balances de células vegetativas Xv,
células esporuladas Xs, sustrato S y concentración de ox́ıgeno disuelto DO. Las ecuaciones
del modelo están dadas en (Amicarelli et al., 2010):
d(Xv(t))
dt




















En la Tabla 5-1 se pueden observar los parámetros y las variables de este modelo.
Tabla 5-1: Variables y parámetros del modelo
Śımbolo Tipo Descripción Unidad
S Variable Concentración de sustrato [g/l]
Xs Variable Concentración de células esporuladas [g/l]
Xv Variable Concentración de células vegetativas [g/l]
DO Variable Concentración de Ox́ıgeno disuelto [g/l]
t Variable Tiempo. Variable independiente [h]
Qa Variable Flujo de aire de entrada al bioreactor [l/h]
DO∗ Constante Concentración de O2 de saturación [g/l]
ms Constante Constante de conservación [gcelulas/gsustrato]
Yx/s Constante Rendimiento de crecimiento [gcelulas/hsustrato]
µ Parámetro Tasa de crecimiento espećıfico [h−1]
ks Parámetro Constante cinética de formación de esporas [h
−1]
ke Parámetro Velocidad espećıfica de muerte celular [h
−1]
K1 Parámetro Constante Adimensional
K2 Parámetro Constante [h
−1]
K3 Parámetro Constante Adimensional
Para ejemplificar la metodoloǵıa se realizarán los pasos uno a uno usando este modelo de
producción de δ-endotoxinas de Bacillus thuringiensis en cultivo por lotes.
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Paso 1. Linealización del modelo. Debido a que el proceso de producción de δ-endotoxinas
de Bacillus thuringiensis es un proceso por lotes, se procede a realizar la linealización en
diferentes puntos a través de la trayectoria de operación. En total se realiza una linealización
cada hora del proceso, lo que resulta adecuado puesto que la duración total del lote es de 12
horas. El tiempo inicial t = 0 h se omite en este caso, puesto que el sistema no ha empezado
su evolución dinámica. A continuación se muestran los sistemas lineales para tres puntos
intermedios y consecutivos de la trayectoria. No se muestran las matrices C y F por que
siempre son la identidad y la matriz 0. En (5-11) se muestran los vectores de estados, salidas
y parámetros definidos para el modelo lineal en cada punto.
x = [Xv Xs S DO]
T (5-11)
y = [Xv Xs S DO]
T
p = [µ ke ks K1 K2 K3]
T
Para t = 4 h:
A =

−0,86 0 0 0
0,86 0 0 0
−1,35 0 0 0




2,32 −2,32 −2,32 0 0 0
0 0 2,32 0 0 0
−6,27 0 0 0 0 0
−8× 10−3 8× 10−3 0 0 −2,32 0,71

(5-13)
Para t = 5 h:
A =

−0,86 0 0 0
0,86 0 0 0
−1,35 0 0 0




4,05 −4,05 −4,05 0 0 0
0 0 4,05 0 0 0
−1,14 0 0 0 0 0
−1,5× 10−2 1,5× 10−2 0 0 −4,05 1,24

(5-15)
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Para t = 6 h:
A =

−0,86 0 0 0
0,86 0 0 0
−1,35 0 0 0




6,79 −6,79 −6,79 0 0 0
0 0 6,79 0 0 0
−18,34 0 0 0 0 0
−2,6× 10−2 2,6× 10−2 0 0 −6,79 2,11

(5-17)
Paso 2. Cálculo de los ı́ndices IPI. Para el cálculo de los IPI se procede a calcular la
matriz de Hankel como el producto de las matrices de observabilidad y controlabilidad. Los
IPI se calculan usando (5-6) para todos los parámetros en cada uno de los puntos donde se
realizó la linealización del modelo. En la Tabla 5-2 se muestran los valores de los IPI para
cada parámetro en los diferentes puntos.
Tabla 5-2: Valor de IPI para cada parámetros a través de la trayectoria.
Parámetro t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10 t = 11 t = 12
µ 0,32 0,47 0,92 1,63 2,69 5,34 6,83 5,19 3,44 2,14 1,27 1,03
ke 0,11 0,18 0,32 0,52 0,93 2,16 2,15 2,34 1,63 0,91 0,34 0,72
ks 0,1 0,2 0,44 0,58 1,08 1,87 2,89 1,72 0,91 1,19 0,78 0,58
K1 0,05 0,11 0,19 0,44 0,47 1,856 1,63 2,71 1,58 0,91 0,85 0,69
K2 0,22 0,75 1,48 2,66 4,62 7,05 10,44 9,17 5,67 3,53 2,12 1,37
K3 0,42 0,5 0,32 0,49 1,43 1,58 5,03 2,33 1,53 1,02 1,25 0,48
En la Figura 5-2 se muestra la dinámica del modelo para las diferentes variables de estado S,
Xs, Xv (parte media) y DO (parte inferior), y los valores de los IPI para todos los parámetros
a medida que avanza el proceso (parte superior).
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Figura 5-2: Dinámica de los IPI del ejemplo.
Paso 3. Debido a que el modelo representa un proceso por lotes, se debe seleccionar sólo una
jerarqúıa para realizar el análisis de los parámetros. Para esto, se realiza un agrupamiento
usando el método de lógica borrosa: Fuzzy C-means (Bezdek, 1987). Se encuentran dos
centros de dispersión para los valores de los IPI en cada uno de los tiempos de muestreo en
que se calcularon. La jerarqúıa que presenta una mayor distancia entre los centros (mayor
dispersión) es escogida como la jerarqúıa global del sistema. En la Tabla 5-3 se muestran
los valores de los centros y las distancia entre ellos para cada tiempo de muestreo de la
trayectoria del proceso.
Con base en la Tabla 5-3, se elige la jerarqúıa correspondiente al tiempo t = 8 puesto que
presenta una mayor dispersión entre los IPI de los parámetros. De esta forma, la jerarqúıa
global del sistema se muestra en la Tabla 5-4.
Para seleccionar el grupo de parámetros relevantes se toman aquellos que juntos y en orden
descendente respecto de la jerarqúıa presentada en la Tabla 5-4, posean el 80 % del IPI total.
Se recuerda que este valor de 80 % es arbitrario, puesto que lo selecciona el modelador. De
esta forma se considera a K2, µ, K1 y ke como parámetros relevantes puesto que el conjun-
to representa el 82,7 % del IPI total. K3 y ks son considerados como parámetros no relevantes.
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Tabla 5-3: Centros de las diferentes jerarqúıas para las dinámicas de BT.
Tiempo de muestreo C1 C2 ∆C
t = 1 0,36 0,1 0,26
t = 2 0,57 0,16 0,41
t = 3 1,27 0,32 0,95
t = 4 2,28 0,52 1,76
t = 5 1,06 4,16 3,1
t = 6 1,87 6,23 4,36
t = 7 8,66 2,67 5,99
t = 8 2,56 8,72 6,16
t = 9 5,1 1,5 3,6
t = 10 1,08 3,28 2,2
t = 11 0,85 2,05 1,2
t = 12 0,62 1,22 0,6
Tabla 5-4: Jerarqúıa global para el primer conjunto de parámetros.
Parámetro Posición IPI Parámetro de sacrificio
K2 1 9,17 Śı
µ 2 5,19 No
K1 3 2,71 Śı
ke 4 2,34 No
K3 5 2,33 No
ks 6 1,72 No
IPITotal = 23,46
Paso 4. Análisis de Interpretabilidad. Se procede a realizar el análisis de interpreta-
bilidad sobre cada uno de los parámetros del modelo. Dependiendo de su ubicación en la
jerarqúıa y de poseer o no la propiedad de interpretabilidad. Cada parámetro será clasificado
para ser identificado, representado por una ecuación constitutiva o simplemente fijado por
un valor conocido, sea por experiencia propia o tomado de la literatura. A continuación se
muestra el análisis para cada parámetro.
K2: este parámetro es no interpretable, puesto que pondera la tasa de consumo de
ox́ıgeno de la biomasa sin tener un significado f́ısico real (Amicarelli et al., 2010). Al
estar ubicado en el grupo de parámetros relevantes y no ser interpretable, el parámetro
K2 será definido como un parámetro de sacrificio.
µ: este parámetro es interpretable, puesto que define la tasa de crecimiento en culti-
vos de microorganismos. Al estar ubicado en el grupo de parámetros relevantes y ser
interpretable, se hace necesaria una ecuación constitutiva que lo represente. Para este
caso, se selecciona como ecuación constitutiva la Ecuación de Monod. De esta forma
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Donde µmax es la tasa máxima espećıfica de crecimiento y Ks es la constante de satura-
ción, la cuál representa la concentración de sustrato a la que la velocidad espećıfica de
crecimiento es la mitad del valor máximo. Como se puede observar, esta ecuación cons-
titutiva no aporta parámetros nuevos, puesto que tanto µmax como Ks son constantes
conocidas para cada microorganismo (Atehortúa, 2004).
K1: este parámetro es no interpretable, puesto que es un parámetro adimensional
agregado para ponderar el consumo de ox́ıgeno por el crecimiento de microorganismos
(Amicarelli et al., 2010). Al estar ubicado en el grupo de parámetros relevantes y no
ser interpretable, el parámetro K1 será definido como un parámetro de sacrificio.
ke: este parámetro es interpretable, puesto que define la tasa espećıfica de muerte
celular. Al estar ubicado en el grupo de parámetros relevantes y ser interpretable,
se hace necesaria una ecuación constitutiva que lo represente. Se toma la ecuación












Donde Ge y Pe son dos parámetros funcionales de segundo nivel, necesarios para definir
el valor de ke. Estos parámetros nuevos se integran al final de esta primera iteración
al conjunto total para volver a realizar el análisis usando el IPI.
K3: este parámetro es no interpretable. K3 se utiliza para relacionar el volumen de
transferencia de ox́ıgeno desde las burbujas de aire que entran al biorreactor hacia
el cultivo (Amicarelli et al., 2010). Al estar ubicado en el grupo de parámetros no
relevantes y no ser interpretable, el parámetro K3 será identificado desde los datos del
proceso.
ks: este parámetro es interpretable, puesto que define la tasa espećıfica de formación de
esporas. Al estar ubicado en el grupo de parámetros menos relevantes y ser interpreta-
ble, su valor no debe ser identificado, debido a que puede ser tomado de la literatura
o fijado en un valor que mantenga su significado f́ısico. En este caso se fija en un valor
de 0,026 h−1 tomado de (Rivera, Margatitis y de Lasa, 1999).
Después de realizar el análisis de interpretabilidad en cada uno de los parámetros,
exceptuando los nuevos parámetros Ge y Pe que se analizan en la próxima iteración, y
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de integrar las ecuaciones constitutivas necesarias al modelo, el conjunto de parámetros
queda definido de la siguiente forma:
p = [Ge Pe K1 K2 K3]
T (5-20)
Para el nuevo conjunto de parámetros se aplican de nuevo los pasos del 1 al 4. Por
razones prácticas se presenta en la Tabla 5-5 sólo la jerarqúıa obtenida en el momen-
to de mayor dispersión de los IPI (t = 8h) para el nuevo conjunto de parámetros.
Cabe destacar que el momento de mayor dispersión coincide para ambos conjunto de
parámetros. Los cálculos para encontrar los IPI y jerarquizarlos son idénticos a los
realizados con el conjunto de parámetros anterior.
Tabla 5-5: Jerarqúıa global para el segundo conjunto de parámetros.
Parámetro Posición IPI Parámetro de sacrificio
K2 1 14,36 Śı
K1 2 7,28 Śı
Ge 3 5,67 Śı
K3 4 1,48 No
Pe 5 1,15 No
IPITotal = 29,94
Se utiliza el mismo criterio para seleccionar el conjunto de parámetros relevantes y el con-
junto de parámetros no relevantes. Los parámetros organizados en orden descendente cuyos
IPI sumen el 80 % del IPI total serán catalogados como parámetros relevantes. Los demás
parámetros serán parámetros no relevantes. El conjunto de los parámetros relevantes queda
compuesto entonces por K2, K1 y Ge, mientras que el conjunto de los parámetros menos re-
levantes queda compuesto por K3 y Pe. El análisis de interpretabilidad se debe realizar sobre
los nuevos parámetros, puesto que los demás parámetros ya fueron analizados y catalogados.
Ge: este parámetro es no interpretable, su función en la ecuación constitutiva de ke es
permitir un mejor ajuste del modelo con los datos del proceso (Atehortúa et al., 2007).
Al ser no interpretable y estar en el conjunto de los parámetros relevantes se declara
un parámetro de sacrificio a ser identificado desde los datos reales.
Pe: este parámetro es no interpretable, al igual que Ge, su función es permitir un mejor
ajuste del modelo (Atehortúa et al., 2007). Al ser no interpretable y estar en el conjunto
de los parámetros menos relevantes se debe identificar.
De esta forma, el modelo está listo y como se ve, no se agregan parámetros funcionales nuevos
y se definen los parámetros del modelo que se deben identificar desde los datos del proceso.
Primero se implementará un algoritmo de optmización para encontrar los valores del total
de parámetros definidos a identificar en la metodoloǵıa de jerarquización, incluyendo los
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parámetros de sacrificio. Por último se realiza un ajuste fino de los parámetros de sacrificio
para mejorar el error del modelo. A continuación se muestra la aplicación del algoritmo con
el cual se procede a realizar la identificación paramétrica.
Paso 1 A.I. Identificación de todo el conjunto de parámetros a identificar. Pa-
ra realizar la identificación paramétrica se toma como referencia los datos generados en la
simulación del modelo con los valores de los parámetros propuestos en (Amicarelli et al.,
2010), con esto se logra tener más datos “experimentales”que parámetros por identificar. La
identificación se realiza con base en los datos de la salida DO (concentración de Ox́ıgeno di-
suelto). El algoritmo de optimización seleccionado para realizar la identificación es el método
de temple simulado (Simulated Annealing). A continuación se muestran los valores de los
parámetros identificados y una representación gráfica del modelo simulado con dichos valores
frente a los datos tomados como los experimentales.
Tabla 5-6: Valores para los parámetros identificados por primera vez.
Parámetro Valor Fuente Parámetro de sacrificio
K2 0,0031 [h−1] Identificado Śı
K1 0,0183 Identificado Śı
Ge 4,9888 [h−1] Identificado Śı
K3 0,0067 Identificado No
Pe 5,1105 [h] Identificado No
ITAE = 1524,64























Figura 5-3: Resultado gráfico de la primera identificación.
Como se puede observar en la Figura 5-3 la identificación debe mejorarse para evitar valores
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negativos en el porcentaje de concentración de ox́ıgeno y reducir el error de estimación.
Paso 2 A.I. Identificación de la mitad de parámetros más relevante. Luego de la
primera identificación se selecciona la mitad más relevante de parámetros, en este caso K2, K1
y Ge, para una nueva identificación. Para esta nueva identificación se fijan los parámetros
menos relevantes en el valor encontrado en la identificación anterior. Se utiliza el mismo
conjunto de datos y el mismo algoritmo de identificación. En la Tabla 5-7 se muestran los
valores obtenidos después de la segunda identificación y el resultado gráfico se ilustra en la
Figura 5-4. Como se observa, ya el modelo no predice valores irreales para la concentración
de ox́ıgeno y el valor del ITAE se redujo de 1524,64 a 219,85.
Tabla 5-7: Valores para los parámetros identificados por segunda vez.
Parámetro Valor Fuente Parámetro de sacrificio
K2 0,0023 [h−1] Identificado Śı
K1 0,0127 Identificado Śı
Ge 5,8632 [h−1] Identificado Śı
K3 0,0067 Fijado No
Pe 5,1105 [h] Fijado No
ITAE = 219,85






























Figura 5-4: Resultado gráfico de la segunda identificación.
Paso 3 A.I. Se repite el paso 2 A.I. con la mitad más relevante. Para este caso,
se selecciona unicamente el parámetro más relevante, K2 para su identificación. Los demás
parámetros se fijan en el valor encontrado en las identificaciones pasadas. La identificación
se lleva a cabo con los mismos datos y el mismo algoritmo que los anteriores. En la Tabla 5-8
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se muestra el valor obtenido para el parámetro K2 y una representación gráfica del modelo
es presentada en la Figura 5-5. Para la tercera identificación el valor del ITAE se redujo a
199,23.
Tabla 5-8: Valores para los parámetros identificados por tercera vez.
Parámetro Valor Fuente Parámetro de sacrificio
K2 0,0023 [h−1] Identificado Śı
K1 0,0127 Fijado Śı
Ge 5,8632 [h−1] Fijado Śı
K3 0,0067 Fijado No
Pe 5,1105 [h] Fijado No
ITAE = 199,23






























Figura 5-5: Resultado gráfico de la tercera identificación.
Después de la última identificación no se cuentan con más parámetros a identificar y no
se produce una mejora significativa en el ajuste del modelo, por lo cuál el algoritmo de
identificación finaliza. Sin embargo, todav́ıa se puede hacer uso de los parámetros de sacrificio
establecidos en el Paso 4 de la metodoloǵıa, mediante modificaciones manuales en los valores
de esos parámetros para lograr un mejor ajuste del modelo. Estas modificaciones de los
parámetros de sacrificio se basan en el ensayo y error del ajuste del modelo. En este caso,
sólo se modifican dos parámetros de sacrificio K1 y Ge, puesto que con esta combinación se
obtiene un mejor ajuste del modelo que con el conjunto completo de parámetros de sacrificio.
En la Tabla 5-9 se muestran los valores de los parámetros luego del ajuste manual de los
parámetros de sacrificio. En la Figura 5-6 se muestra el comportamiento del modelo para
estos valores. Se puede observar un decrecimiento significativo en el error del modelo entre
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la identificación plena del conjunto de parámetros como un todo, con un ITAE de 1524,64 y
el resultado obtenido después de aplicar el algoritmo de identificación propuesto y el ajuste
fino de los parámetros de sacrificio con un ITAE de 115,12.
Tabla 5-9: Valores para los parámetros ajustando los parámetros de sacrificio.
Parámetro Valor Fuente Parámetro de sacrificio
K2 0,0023 [h−1] Fijado Śı
K1 0,0121 Ajustado Śı
Ge 5,124 [h−1] Ajustado Śı
K3 0,0067 Fijado No
Pe 5,1105 [h] Fijado No
ITAE = 115,12






























Figura 5-6: Resultado gráfico de la identificación luego del ajuste fino de los parámetros de
sacrificio.
6 Casos de aplicación
En el presente caṕıtulo se mostrarán dos casos de aplicación de la metodoloǵıa propuesta en
el Caṕıtulo 5. Los casos de aplicación son: i) un proceso Benchmark formado por dos CSTR
en serie (proceso continuo), y ii) el modelo de un reactor tipo batch para la producción de
polihidroxialcanoatos (proceso por lotes). La idea de presentar una aplicación en los dos
procesos es mostrar las diferencias operacionales de la metodoloǵıa en procesos continuos y
procesos por lotes, aśı como su desempeño en los dos tipos de procesos. Una comparación
con técnicas de jerarquización paramétrica se presenta para cada caso.
6.1. Modelo de dos CSTR en serie
El primer caso de aplicación es acerca del modelo de dos reactores continuamente agitados
(CSTR) en serie, propuesto en (Henson y Seborg, 1990). El sistema consiste en dos reactores
de volumen constante enfriados por una única corriente de refrigerante que los recorre en
serie. Una reacción irreversible, exotérmica, A → B, ocurre en los dos tanques. El objetivo
es controlar la concentración de la salida del segundo tanque, CA2, manipulando el caudal
del refrigerante qc. El proceso es operado en continuo. Un diagrama de flujo del sistema es
mostrado en la Figura 6-1.
Figura 6-1: Diagrama de procesos CSTR en serie
Se tienen las siguientes consideraciones para el modelo:
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La mezcla en los reactores es perfecta, por lo tanto la temperatura y concentración en
todos los puntos de ambos reactores es igual.
El volumen de los reactores permanece constante.
La densidad y capacidad caloŕıfica de la mezcla es constante.
Las pérdidas de calor con los alrededores son despreciables.
El modelo consta de las siguientes cuatro ecuaciones diferenciales, correspondientes al balance


























































En la Tabla 6-1 se muestran los parámetros y variables del modelo.
Tabla 6-1: Variables y parámetros del modelo
Śımb. Tipo Descripción Unidad
CAi Variable Concentración del reactivo A en el tanque i [mol/L]
Ti Variable Temperatura en el reactor i [K]
Tf Variable Temperatura fluido de entrada [K]
Tcf Variable Temperatura del fluido refrigerante [K]
Tci Variable Temperatura del fluido refrigerante a la salida del reactor i [K]
CAf Variable Concentración del reactivo en la entrada [mol/L]
q Variable Flujo de entrada [L/min]
qc Variable Flujo de entrada del fluido refrigerante [L/min]
Vi Variable Volumen de reactor i [L]
ri Parámetro Velocidad de reacción de A en el reactor i [g/min]
hAi Parámetro Producto Coeficiente de transferencia de calor y área [J/min ·K]
Cp Parámetro Capacidad caloŕıficade la mezcla reactiva [J/g ·K]
Cpc Parámetro Capacidad caloŕıfica del fluido refrigerante [J/g ·K]
ρ Parámetro Densidad de la mezcla reactiva [g/L]
ρc Parámetro Densidad del fluido refrigerante [g/L]
∆H Parámetro Calor de reacción [J/mol]
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A continuación se procede con la aplicación de la metodoloǵıa propuesta en el Caṕıtulo 5 al
modelo de los dos CSRT en serie.
Paso 1. Linealización del sistema. Como el sistema presentado es el modelo de un
proceso continuo, la linealización sólo se realiza en el punto de operación seleccionado para
la operación. A continuación se muestra las variables de estado, salidas y parámetros:
ẋ = Ax + Ep (6-5)



















p = [r1 r2 hA1 hA2 Cp Cpc ∆H]
T
Pasos 2 y 3. Cálculo del ı́ndice IPI para cada parámetro y jerarqúıa del sistema.
A diferencia el ejemplo presentado en el Caṕıtulo 5, como el presente proceso es continuo,
sólo se calcula el IPI de cada parámetro en el punto de operación del proceso. En la Tabla
6-2 se muestran los valores del IPI para cada parámetro y la jerarqúıa global del sistema.










Para seleccionar el conjunto de parámetros relevantes se establece un criterio del 80 % del
valor del IPI Total, es decir, se seleccionan aquellos parámetros organizados según la jerar-
qúıa, cuyos IPI sumen hasta el 80 % del valor del IPI Total. De esta forma, el conjunto de
parámetros relevantes queda compuesto por r1, r2 y ∆H al sumar el 81,02 %. Los demás
parámetros Cp, Cpc, hA1 y hA2 conformarán el conjunto de parámetros menos relevantes.
Paso 4. Análisis de interpretabilidad. Para cada uno de los parámetros se realiza el
análisis de interpretabilidad. Según el resultado del análisis y su posición en la jerarqúıa se
procederá a identificarlo, fijarlo con un valor a priori o definir una ecuación constitutiva que
lo represente.
6.1 Modelo de dos CSTR en serie 53
r1: este parámetro es interpretable, puesto que representa la tasa de consumo del
componente A en la reacción dada en el primer CSTR. Por su posición en la jerarqúıa
se sugiere formular una ecuación constitutiva que lo represente. Para este caso, se utiliza
la ecuación de Arrhenius como un primer orden elemental simple (Laidler, 1984):






Con (6-6) se agregan dos nuevos parámetros, la constante de frecuencia k0 y la enerǵıa
de activación de la reacción E, aśı como la constante universal de los gases ideales R.
Para este caso, se tomará como parámetro la relación entre E y R denotada E/R, para
mantener la misma notación con (Henson y Seborg, 1990).
r2: este parámetro es interpretable, puesto que representa la tasa de consumo del
componente A en la reacción dada en el segundo CSTR. Por su posición en la jerarqúıa
se sugiere formular una ecuación constitutiva que lo represente. Para este caso, se utiliza
la ecuación de Arrhenius de primer orden (Laidler, 1984):






Debido a que la reacción está dada por los mismos componentes en ambos reactores,
no se agregan parámetros diferentes a los ya mencionados en (6-6).
∆H: este parámetro es interpretable pues representa el calor de reacción de la reacción.
Por su posición en la jerarqúıa se sugiere plantear una ecuación constitutiva que lo re-
presente. Se cuentan con diferentes ecuaciones constitutivas para encontrar el calor de
reacción, pero estas usan análisis de laboratorio o valores de entalṕıa de los compo-
nentes presentes en la reacción. Debido a la naturaleza del caso de aplicación actual,
en la cual no se conoce (ni es relevante) los compuestos presentes en la reacción, se
decide identificar el parámetro desde los datos del proceso, puesto que no se cuenta
con información suficiente sobre los componentes presentes en la reacción.
Cp: este parámetro es interpretable pues representa la capacidad caloŕıfica de la mezcla.
Por su posición en la jerarqúıa puede ser fijado en un valor tomado de la literatura.
Debido a la naturaleza del caso de aplicación actual, se decide identificar el parámetro
desde los datos del proceso, puesto que no se cuenta con información suficiente sobre
los componentes presentes en la reacción.
Cpc: este parámetro es interpretable pues representa la capacidad caloŕıfica del fluido
refrigerante. Por su posición en la jerarqúıa puede ser fijado en un valor tomado de
la literatura. Debido a la naturaleza del caso de aplicación actual se decide identificar
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el parámetro desde los datos del proceso, puesto que no se cuenta con información
suficiente sobre el ĺıquido refrigerante.
hA1: este parámetro es interpretable pues representa el producto entre el coeficiente
de transferencia de calor y el área de transferencia entre el ĺıquido refrigerante y la
mezcla en el primer CSTR. Por su posición en la jerarqúıa puede ser fijado en un
valor tomado de la literatura. Debido a la naturaleza del caso de aplicación actual se
decide identificar el parámetro desde los datos del proceso, puesto que no se cuenta
con información suficiente sobre la configuración del equipo.
hA2: este parámetro es interpretable pues representa el producto entre el coeficiente
de transferencia de calor y el área de transferencia entre el ĺıquido refrigerante y la
mezcla en el segundo CSTR. Por su posición en la jerarqúıa puede ser fijado en un
valor tomado de la literatura. El parámetro se debe identificar desde los datos del
proceso debido a que no se conoce la configuración del equipo.
Después de realizado el primer análisis de interpretabilidad no se cuenta con ningún paráme-
tro de sacrificio, puesto que todos los parámetros son interpretables. Esto deja el ajuste del
modelo totalmente a la identificación, sin opción del ajuste final que los parámetros de sa-
crificio brindan. Adicionalmente, se cuenta con dos parámetros nuevos por lo que se deben
repetir los Pasos del 1 al 4 de la metodoloǵıa. A continuación se muestra el sistema lineal
para el nuevo conjunto de parámetros:
ẋ = Ax + Ep (6-8)



















p = [k0 E/R hA1 hA2 Cpc ∆H]
T
Para el nuevo conjunto de parámetros presentado en (6-8) se tiene la siguiente jerarqúıa
global mostrada en la Tabla 6-3, calculada en el mismo punto de operación.
Se utiliza el mismo criterio del 80 % para seleccionar los parámetros más relevantes. En este
caso el conjunto de parámetros relevantes queda compuesto por E/R, ∆H y k0 conteniendo
el 84,2 % del IPI Total. Los demás parámetros componen el conjunto de parámetros menos
relevantes. El análisis de interpretabilidad se realizará únicamente en los nuevos parámetros,
puesto que en los otros se realizó en el paso anterior.
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E/R: este parámetro es interpretable pues representa la relación entre la enerǵıa de
activación y la constante universal de los gases ideales. Por su posición en la jerarqúıa
se sugiere plantear una ecuación constitutiva que lo represente. Para este acaso de
aplicación no se empleará una ecuación constitutiva puesto que el nivel de detalle del
modelo no lo requiere. El parámetro será identificado desde los datos del proceso.
k0: este parámetro es interpretable pues representa la frecuencia de choque de las
moléculas en reacción. Por su posición en la jerarqúıa se sugiere plantear una ecuación
constitutiva que lo represente. Para este caso de aplicación no se empleará una ecuación
constitutiva puesto que el nivel de detalle del modelo no lo requiere. El parámetro será
identificado desde los datos del proceso.
El conjunto de parámetros a identificar queda definido por E/R, ∆H, k0, Cp, Cpc, hA1 y
hA2. De nuevo, no se cuenta con parámetros de sacrificio debido a que todos los parámetros
son interpretables.
Paso 1 A.I. Identificación del conjunto completo de parámetros a identificar.
Para realizar la identificación los datos de proceso se toman del modelo con los valores de los
parámetros dados en (Henson y Seborg, 1990). Se emplea el algoritmo de temple simulado
para resolver la optimización. En la Tabla 6-4 se muestran los valores de los parámetros
encontrados después de la primera identificación. En la Figura 6-2 se muestra la respuesta
del modelo para estos valores de los parámetros.
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Figura 6-2: Salidas del modelo para la primera identificación.
Paso 2 A.I. Identificación de la mitad más relevante. Se procede con la identificación
de la mitad de los parámetros más relevantes según la jerarqúıa encontrada. Para este caso, se
usan los mismos datos del proceso que en el paso anterior y se utiliza el mismo algoritmo para
solucionar la optimización. Los valores de los parámetros y el comportamiento del modelo
para estos valores son mostrados en la Tabla 6-5 y la Figura 6-3 respectivamente.
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Figura 6-3: Salidas del modelo para la segunda identificación.
Paso 3 A.I. Repetición del paso 2 con la mitad de los parámetros más relevantes.
Para el paso tres se identifica únicamente el parámetro E/R. Esta identificación se realiza con
los mismos datos del proceso y el mismo algoritmo de solución del problema de identificación
utilizados en los pasos anteriores. Los valores de los parámetros se muestra en la Tabla 6-6
y una representación del modelo para estos valores es presentada en la Figura 6-4.
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Figura 6-4: Salidas del modelo para la tercera identificación.
Comparación de la metodoloǵıa con la jerarquización realizada en (Sun y Hahn,
2006)
En (Sun y Hahn, 2006) se realiza una jerarquización de los parámetros por medio del méto-
do de valores propios de la Matriz de Hankel para el mismo modelo de dos CSTR en serie
propuesto en (Henson y Seborg, 1990). La jerarquización se desarrolla con el objetivo de
lograr una reducción del número de parámetros presentes en el modelo, no para fines de
identificación paramétrica. La jerarqúıa presentada en (Sun y Hahn, 2006) considera va-
riables y constantes de diseños que no se contemplan como parámetros en esta Tesis pues
no cumplen con la definición de parámetro presentada en el presente trabajo, tales como
q, CAf , Tf , Tcf , V1, V2, ρ, ρc,. Para el resto de parámetros las dos jerarqúıa son iguales.
6.2. Modelo Batch de producción de polihidroxialcanoatos
El segundo caso de aplicación consta del modelo de producción de polihidroxialcanoatos
(PHA) por lotes. Los polihidroxialcanoatos son polimeros naturales producidos por bacterias.
Su composición se basa en cadenas de monómeros de hidroxiacilos polimerizados en forma
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lineal. Su función en las bacterias que los producen es de reserva de nutrientes. Los PHA
poseen cualidades similares a los plásticos producidos a base de derivados petroqúımicos,
tales como plásticos duros, quebradizos o incluso hule. Por su naturaleza biológica y su
producción a partir de recursos renovables, los PHA han sido objeto de numeroso estudios en
los últimos años (Segura, Noguez y Esṕın, 2007). El primer PHA descubierto fue el poli(3-D-
hidroxibutirato) (PHB), un homopoĺımero detectado en la especie de Bacillus megaterium en
el año 1925 (de Almeida, Ruiz, Lopez y Pettinari, 2004), pero sólo 30 años después, cuando fue
propuesto como un posible termoplástico biodegradable para intentar resolver el problema de
desperdicios generado por el plástico, recibió la atención de la comunidad cient́ıfica. Existen
dos métodos predominantes para la producción de PHA dependiendo del microorganismo
usado. El método más usado es la fermentación, compuesta por dos etapas: i) una etapa de
crecimiento celular bajo condiciones favorables que promueven una alta densidad de células
y ii) una etapa para la producción de PHA en condiciones de crecimiento desequilibradas
usando limitación de las condiciones nutricionales como fuentes de nitrógeno, ox́ıgeno o
fosfato, para desencadenar la śıntesis y acumulación de PHA. El segundo método consta de
un proceso que ocurre en una sola etapa, en la cual el PHA es acumulado en asociación
con el crecimiento (Mozumder, Goormachtigh, Garcia-Gonzalez, De Wever y Volcke, 2014).
A continuación se presenta un MSBF propuesto por (C. Garćıa, 2017). Para desarrollar el
modelo se tienen las siguientes consideraciones:
Se espera que la producción variará dependiendo de la generación de biomasa y no
competirá por la enerǵıa del sistema.
El sistema es analizado macroscópicamente
La biomasa (R) está compuesta por dos componentes: i) el compuesto cataĺıtico activo
consiste en protéınas y ácidos nucléicos (X), y ii) el PHA (P), el cual es inerte.
El Nitrógeno es el nutriente limite afectando la producción de PHA en una forma
compleja.
Se cuenta con un buen control de temperatura y pH, teniendo las variables constantes
en 30◦C para la temperatura en el reactor y 7 para el pH.
El medio de cultivo está perfectamente agitado, por lo que se cuenta con un sistema
homogéneo.
El modelo es descrito por las ecuaciones (6-9) - (6-14) , compuesto por las variables de estado
biomasa (X), sustrato (S), producto (P), concentración de nitrógeno (N), ox́ıgeno disuelto
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dS
dt
= − ((CsxµX) + (RcsxX) + Csp ((K1µX) + (K2X))) (6-10)
dP
dt
= (K1µX) + (K2X) (6-11)
dN
dt
= − ((CsxµX) + (RcsxX)) (6-12)
dCO2L
dt
= ((KL(O2leq −O2L))− (K3µX)− ((K4K1µX) + (K4K2X))) (6-13)
dCCO2
dt
= (α1µ+ α2)X + α3 (6-14)
En la Tabla 6-7 se muestran las variables y los parámetros del modelo.
Tabla 6-7: Variables y parámetros del modelo
Śımbolo Tipo Descripción Unidad
S Variable Concentración de sustrato [g/L]
X Variable Concentración de biomasa [g/L]
P Variable Concentración de producto [g/L]
N Variable Concentración de nitrógeno [g/L]
O2L Variable Concentración de Ox́ıgeno disuelto [g/L]
CO2 Variable Concentración de dióxido de carbono [g/L]
t Variable Tiempo. Variable independiente [h]
µ Parámetro Tasa de crecimiento espećıfico [h−1]
Csx Parámetro Rendimiento sustrato respecto biomasa [gS/gX ]
Rcsx Parámetro Tasa de consumo [gS/gXh]
Csp Parámetro Rendimiento sustrato respecto producto [gS/gP ]
K1 Parámetro Rendimiento de producto respecto biomasa [gP /gX ]
K2 Parámetro Tasa de consumo [gP /gXh]
Cnx Parámetro Tasa de consumo [gN/gXh]
KL Parámetro Constante de aireación [L/h]
K3 Parámetro Rendimiento de ox́ıgeno respecto biomasa [gO2/gX ]
K4 Parámetro Rendimiento de ox́ıgeno respecto producto [gO2/gP ]
O2Leq Parámetro Etapa de saturación de ox́ıgeno disuelto [g/L]
Rcnx Parámetro Tasa de consumo [g/gh]
α1 Parámetro Constante de CO2 con crecimiento [mmolCO2/gX ]
α2 Parámetro Constante de CO2 con enerǵıa de mantenimiento [mmolCO2/gXh]
α3 Parámetro Constante de CO2 con producto [mmolCO2/Lh]
A continuación se procede aplicando la metodoloǵıa de identificación propuesta en el Caṕıtulo
5.
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Paso 1. Linealización del sistema. Debido a que se trata de un proceso por lotes en
el cual las variables de estado siguen una trayectoria espećıfica, se realiza la linealización
del sistema a través de toda la trayectoria. La linealización se realiza cada cuatro horas,
empezando desde el tiempo t = 1 h hasta el final del lote en el tiempo t = 60 h. Con
esta duración del lote, el tiempo de muestreo seleccionado garantiza la reconstrucción de
los efectos dinámicos del proceso. El sistema se linealiza teniendo en cuentas las siguientes
variables de estado, salidas y parámetros:
ẋ = Ax + Ep (6-15)















x = [S X P N O2L CO2]
T
y = [S X P N ]T
p = [µ Csx Rcsx Csp K1 K2 Cnx KL K3 K4 O2Leq Rcnx α1 α2 α3]
T
Paso 2. Cálculo de los IPI. Los IPI se calculan para cada parámetro en cada uno de los
puntos donde se realizó la linealización. En la Figura 6-5 se muestran los valores de los IPI
en el tiempo de duración del lote.
Paso 3. Jerarquización de los parámetros según el IPI. Como se trata de un proceso
por lotes, se cuenta con una jerarqúıa para cada punto donde se realizó la linealización del
sistema. En este caso se debe definir una única jerarqúıa. Por medio de un agrupamiento
empleando técnicas de agrupamiento borroso (Fuzzy C-means) (Bezdek, 1987), se encuentra
la jerarqúıa que presente una mayor dispersión entre los valores de IPI de los parámetros.
Se selecciona la jerarqúıa obtenida en el tiempo de muestreo t = 25 h. En la Tabla 6-8
se muestra la jerarqúıa seleccionada. Se utiliza el mismo criterio para seleccionar el con-
junto de parámetros relevantes y el conjunto de parámetros no relevantes. Los parámetros
organizados en orden descendente cuyos IPI sumen el 80 % del IPI total serán catalogados
como parámetros relevantes. Los demás parámetros serán parámetros menos relevantes. El
conjunto de los parámetros relevantes queda compuesto entonces por µ, Csx, K1, Rcsx, Rcnx,
K4 y K2 representando el 80,3 % del IPI Total, mientras que el conjunto de los parámetros
menos relevantes queda compuesto por KL,K3, Cnx, O2Leq, α2, α1, α3 y Csp.
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Figura 6-5: Dinámica de los IPI para el proceso de producción de PHA.


















Paso 4. Análisis de interpretabilidad. Para cada uno de los parámetros se realiza el
análisis de sensibilidad y su clasificación según su posición en la jerarqúıa paramétrica del
modelo del proceso.
µ: este parámetro es interpretable. Por su posición en la jerarqúıa se sugiere plantear
una ecuación constitutiva que represente su comportamiento. Para este caso, se utiliza
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En (6-16) se agregan cinco nuevos parámetros, µm la máxima tasa espećıfica de creci-
miento, Ksr la constante de saturación, Sm máximo valor de sustrato para µ = 0, nk
el exponente de la ecuación constitutiva y Kox el rendimiento del ox́ıgeno respecto de
la biomasa en µ.
Csx: este parámetro es interpretable. Por su posición en la jerarqúıa se sugiere plantear
una ecuación constitutiva que represente su comportamiento. En la literatura no se
cuenta con una ecuación constitutiva para el rendimiento del sustrato respecto de la
biomasa en la producción de PHB y no se encuentra en el alcance de esta tesis plantear
una, por lo que el parámetro será identificado desde los datos reales del proceso.
K1, Rcsx, Rcnx, K4 y K2 : estos parámetros son interpretables. Por sus posiciones en
la jerarqúıa se sugiere plantear una ecuación constitutiva que represente sus compor-
tamientos. Por la misma argumentación dada para el parámetro previo los parámetros
serán identificados desde los datos reales del proceso.
KL: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro no
se considera relevante para el sistema, por lo que puede ser fijado en un valor presente
en la literatura. Para este caso se utiliza el valor dado por (Chatzidoukas, Penloglou y
Kiparissides, 2013) de 0,5 [l/h].
K3: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro no
se considera relevante para el sistema, por lo que puede ser fijado en un valor presente
en la literatura. Para este caso se utiliza el valor dado por (Chatzidoukas et al., 2013)
de 93 [gO2/gX].
Cnx: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro no
se considera relevante para el sistema, por lo que puede ser fijado en un valor presente
en la literatura. Para este caso se utiliza el valor dado por (C. Garćıa, 2017) de 0,0096
[gN/gXh] .
O2Leq: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro
no se considera relevante para el sistema, por lo que puede ser fijado en un valor
presente en la literatura. Para este caso se utiliza el valor dado por (Chatzidoukas et
al., 2013) de 7,6 [g/L] .
α2: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro
no se considera relevante para el sistema, por lo que puede ser fijado en un valor
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presente en la literatura. Para este caso se utiliza el valor dado por (C. Garćıa, 2017)
de 2,13 ∗ 10−6 [mmolCO2/gXh] .
α1: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro no
se considera relevante para el sistema, por lo que puede ser fijado en un valor presente
en la literatura. Para este caso se utiliza el valor dado por (C. Garćıa, 2017) de 0,75
[mmolCO2/gX] .
α3: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro
no se considera relevante para el sistema, por lo que puede ser fijado en un valor
presente en la literatura. Para este caso se utiliza el valor dado por (C. Garćıa, 2017)
de 6,84 ∗ 10−4 [mmolCO2/lh] .
Csp: este parámetro es interpretable. Por su posición en la jerarqúıa, este parámetro no
se considera relevante para el sistema, por lo que puede ser fijado en un valor presente
en la literatura. Para este caso se utiliza el valor dado por (C. Garćıa, 2017) de 0,0039
[gS/gP ] .
Después de realizado el primer análisis de interpretabilidad, se cuenta con nuevos parámetros
funcionales presentes en (6-16), por lo que los Pasos del 1 al 4 de la metodoloǵıa se deberán
realizar de nuevo contemplando estos parámetros. Adicionalmente, no se cuenta con ningún
parámetro de sacrificio debido que todos los parámetros son intepretables. A continuación
se muestra el nuevo sistema lineal:
ẋ = Ax + Ep (6-17)















x = [S X P N O2L CO2]
T
y = [S X P N ]T
p = [µm Ksr Sm nk Kox Csx Rcsx Csp K1 K2 Cnx KL K3 K4 O2Leq Rcnx α1 α2 α3]
T
Para este nuevo conjunto de parámetros se tienen los valores de IPI a través de la trayec-
toria del proceso mostrados en la Figura 6-6 y la jerarqúıa global del sistema, que ahora
corresponde al tiempo t = 49 h, es presentada en la Tabla 6-9.
Para seleccionar el conjunto de los parámetros relevantes, se utiliza el mismo criterio de
selección del paso anterior, los parámetros cuyos IPI jerarquizados de forma descendentes
sumen el 80 % del valor del IPI total serán catalogados como parámetros relevantes, el resto de
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Figura 6-6: Dinámica de los IPI para el proceso de producción de PHA para el segundo
conjunto de parámetros.
parámetros serán catalogados como parámetros no relevantes. De esta forma, los parámetros
relevantes son: um, Sm, Csx, K1, Rcsx, Rcnx, nk, K2 representando el 81,3 % del IPI Total. El
análisis de interpretabilidad se realizará sólo para los nuevos parámetros funcionales, puesto
que para los demás ya se realizó en el paso anterior.
µm: este parámetro es interpretable puesto que representa la tasa máxima de crecimien-
to espećıfico. No se cuenta con una ecuación constitutiva para este parámetro debido
a que depende directamente del microorganismo analizado. Por esta razón y por su
posición en la jerarqúıa del sistema, el parámetro será identificado desde los datos del
proceso.
Sm: este parámetro es interpretable. Por el mismo criterio dado para el parámetro
anterior y por su posición en la jerarqúıa del sistema, el parámetro será identificado
desde los datos del proceso.
nk: este parámetro es no interpretable, debido a que sólo es un exponente en (6-16) con
función de mejorar el ajuste del modelo. Por su posición en la jerarqúıa del sistema y
por no poseer interpretabilidad se define como un parámetro de sacrificio.
Kox: este parámetro es interpretable pues representa la producción de ox́ıgeno respecto
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de la biomasa en (6-16). No se cuenta con una ecuación constitutiva para este parámetro
debido a que depende directamente del microorganismo analizado. Por esta razón y
por su posición en la jerarqúıa del sistema, el valor del parámetro será fijado desde la
literatura en el valor de 7,9 ∗ 10−4 [gO2/X] tomado de (C. Garćıa, 2017).
Ksr este parámetro es interpretable pues representa la constante de saturación del
crecimiento del microorganismo. Por el mismo criterio del parámetro previo y por su
posición en la jerarqúıa del sistema, el valor del sistema será fijado desde la literatura
en el valor de 0,015 [g/l] tomado de (C. Garćıa, 2017).
De esta forma, queda definido el conjunto de parámetros a identificar desde los datos del
proceso. El conjunto de parámetros a identificar queda compuesto por µm, Sm, Csx, K1, Rcsx,
Rcnx, nk y K2. Se identificarán el total de los parámetros definidos a identificar incluyendo
el parámetro de sacrificio nk. Posteriormente se realizará un ajuste manual de éste para dis-
minuir el error del modelo. A continuación se procede con la implementación del algoritmo
de identificación propuesto, considerando de nuevo que se tienen suficientes datos.
Paso 1 A.I. Identificación del total de parámetros que componen el conjunto de
parámetros a identificar. Los datos del proceso son tomados de (Khanna y Srivastava,
2005). La identificación se llevará a cabo empleando el método de algoritmos genéticos. En
la Tabla 6-10 se muestran los valores obtenidos en la primera identificación para el conjunto
de parámetros a identificar. En la Figura 6-7 se presenta el comportamiento de las salidas
del modelo con los respectivos valores de los parámetros identificados.
6.2 Modelo Batch de producción de polihidroxialcanoatos 67
Tabla 6-10: Valores de los parámetros identificados después de la primera identificación.
Parámetro Valor Fuente Parámetro de sacrificio
µm 0,809 Identificado No
Sm 5,475 Identificado No
Csx 0,952 Identificado No
K1 0,309 Identificado No
Rcsx 6,597 10−5 Identificado No
Rcnx 0,001 Identificado No
nk 19,150 Identificado Śı
K2 0,011 Identificado No
ITAE = 29,966














































Figura 6-7: Salidas del modelo para la primera identificación.
Paso 2 A.I. Identificación de la mitad más relevante. Posterior a la identificación
del conjunto total de parámetros a identificar, se procede con la identificación de la mitad
más relevante de los parámetros. Para este caso se identifican µm, Sm, Csx y K1. Los demás
parámetros se fijan en el valor encontrado en paso anterior. La identificación se lleva a cabo
con el mismo conjunto de parámetros y el mismo algoritmo de optimización. Los valores de
los parámetros y el comportamiento del modelo son mostrados en la Tabla 6-11 y la Figura
6-8 respectivamente.
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Tabla 6-11: Valores de los parámetros identificados después de la segunda identificación.
Parámetro Valor Fuente Parámetro de sacrificio
µm 0,653 Identificado No
Sm 5,794 Identificado No
Csx 1,358 Identificado No
K1 0,158 Identificado No
Rcsx 6,597 10−5 Fijado No
Rcnx 0,001 Fijado No
nk 19,150 Fijado Śı
K2 0,011 Fijado No
ITAE = 18,751















































Figura 6-8: Salidas del modelo para la segunda identificación.
Después de realizado el segundo paso del algoritmo se da por terminado el proceso de identi-
ficación paramétrica puesto que, para la siguiente mitad de los parámetros más relevantes se
obtiene un ITAE = 18,023, lo cual no se considera una mejora significativa en el ajuste del
modelo. Posteriormente, se realiza el ajuste fino del parámetro de sacrificio nk. Este ajuste se
realiza modificando el parámetro manualmente basándose en el ensayo y error del ajuste del
modelo. Para este caso, no se logra una mejora significativa solo modificando el parámetro
de sacrificio y dejando fijos los demás parámetros en los valores encontrados en la identifi-
cación. Sin embargo, se halla un nuevo valor para nk que disminuye ligeramente el ITAE de
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18,751 a 18,104, Los valores de los parámetros después del ajuste del parámetro de sacrifi-
cio son mostrados en la Tabla 6-12 y la respuesta del modelo es presentada en la Figura 6-9.
Tabla 6-12: Valores de los parámetros después del ajuste del parámetro de sacrificio.
Parámetro Valor Fuente Parámetro de sacrificio
µm 0,653 Fijado No
Sm 5,794 Fijado No
Csx 1,358 Fijado No
K1 0,158 Fijado No
Rcsx 6,597 10−5 Fijado No
Rcnx 0,001 Fijado No
nk 21,200 Ajustado Śı
K2 0,011 Fijado No
ITAE = 18,104















































Figura 6-9: Salidas del modelo para el ajuste del parámetro de sacrificio.
Comparación de la metodoloǵıa con la jerarquización e identificación realizada
en (C. Garćıa, 2017).
En (C. Garćıa, 2017) se desarrolla y valida el modelo de producción de polihidroxialcanoatos.
El comportamiento del modelo validado es mostrado en la Figura 6-10. En el mismo trabajo,
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se realiza una clasificación de la relevancia de los parámetros empleando el método de análisis
de sensibilidad y una identificación paramétrica empleando esta clasificación y basada en
el trabajo de (S. Ochoa et al., 2007). La jerarqúıa presentada en (C. Garćıa, 2017) y la
presentada en esta tesis son consistentes en clasificar los parámetros más relevantes, aunque,
muestran algunas diferencias en las posiciones puntuales de algunos parámetros. En cuanto
a la identificación en ambos trabajos se consigue un buen ajuste del modelo. En (C. Garćıa,
2017) no se presenta un criterio cuantitativo para evaluar la identificación, por lo que la
comparación solo puede realizarse de forma gráfica.
Figura 6-10: Salidas del modelo para la validación realizada en (C.Garćıa,2017).
7 Conclusiones y trabajos futuros
1. En esta Tesis se presentó una metodoloǵıa para jerarquizar e identificar parámetros en un
MSBF basada en la descomposición SVD de la Matriz de Hankel y la interpretabilidad de los
parámetros. La metodoloǵıa busca medir el impacto dinámico de cada uno de los parámetros
sobre el conjunto total de salidas, a partir de esta medición se comparan y jerarquizan los
parámetros. Posteriormente se analiza la interpretabilidad de los parámetros para clasificar
cuáles parámetros deben ser identificados, cuáles fijados en un valor conocido y cuáles deben
representarse por una ecuación constitutiva. También se presentó un algoritmo simple que
usa esta jerarqúıa para mejorar la identificación. Se definieron conceptos relacionados con
los parámetros tales como interpretabilidad y parámetro de sacrificio, ampliando y dando
un marco de referencia al concepto de parámetro.
2. Se considera que los principales aportes de esta Tesis son:
Se realizaron importantes definiciones relacionadas con el concepto de parámetros, lo
cual contribuye a crear un formalismo para el término. Se clasificaron los parámetros
de un MSBF en parámetros estructurales y parámetros funcionales y se presentaron
las definiciones de cada uno de estos términos. Se realizó una definición del concepto
de interpretabilidad y se muestra un uso práctico en el modelado de procesos.
Se presentó un método basado en la SVD de la Matriz de Hankel capaz de medir la
interacción entre los parámetros y las salidas de un MSBF, de forma análoga a como se
emplea la misma herramienta en la determinación de las interacciones dinámicas entre
entradas y salidas. Esta medición de la interacción de cada parámetro con el conjunto
de salidas se utilizó para jerarquizar la relevancia de los parámetros en el modelo.
Se propuso y probó en diferentes casos de aplicación de procesos por lotes y procesos
continuos una metodoloǵıa que usa la jerarquización de los parámetros para mejorar
la identificación paramétrica, reduciendo el número de parámetros a identificar y dan-
do criterios claros sobre cuáles parámetros deben ser representados por una ecuación
constitutiva.
3. Si bien se encontraron buenos resultados en los casos de aplicación se encuentran las
siguientes debilidades.
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La metodoloǵıa hace uso de una herramienta lineal como la representación del sistema
mediante la Matriz de Hankel, por lo que el sistema se debe linealizar. El proceso de
linealización puede generar diferencias con el modelo no lineal lo cual conlleva a errores
en el análisis en procesos altamente lineales.
Para linealizar el modelo se deben suponer valores semillas en los parámetros. Esto
no es siempre posible cuando no se cuenta con ningún tipo de información previa
del proceso. Una selección de estos valores semillas demasiado alejados de la realidad
puede generar errores en el análisis. Esta dificultad se evidencia en los otros métodos de
jerarquización revisados, con lo cual no se logra realizar una diferencia entre el método
propuesto y los demás métodos revisados en cuanto a este tema se refiere.
4. En cuanto al cumplimiento de los objetivos se tiene las siguientes conclusiones:
Objetivo General
Proponer una metodoloǵıa que permita jerarquizar e identificar los parámetros de un Modelo
Semif́ısico de Base Fenomenológica con base en la relevancia respecto de los comportamien-
tos dinámicos modelados para ese proceso, aprovechando la interpretabilidad f́ısica de los
parámetros y la estructura propia del modelo.
En el Caṕıtulo 5 se presentó una metodoloǵıa que jerarquiza los parámetros de un modelo
cuantificando el impacto dinámico de los parámetros sobre las salidas del modelo mediante
la descomposición en SVD de la Matriz de Hankel del sistema. Adicionalmente se emplea la
propiedad de interpretabilidad paramétrica para clasificar los parámetros a identificar. La
metodoloǵıa hace uso de la jerarqúıa para mejorar la identificación de los parámetros.
Objetivos Espećıficos
Realizar una revisión de las diferentes técnicas que permitan diferenciar tanto com-
portamientos dinámicos como parámetros de un proceso modelado.
Tal como se mostró en el Caṕıtulo 4, se realizó una revisión de las diferentes técnicas
que permiten clasificar los parámetros en un modelo. Se encuentra que la gran mayoŕıa
de técnicas son adaptaciones de métodos usados para medir la interacción dinámica
entre las entradas y las salidas, tal es el caso de las ganancias relativas y los valores
propios de la Matriz de Hankel.
Definir los conceptos fundamentales sobre los parámetros de un modelo.
En el Caṕıtulo 3 se mostró un conjunto de definiciones y propiedades pertenecientes
a los parámetros de un MSBF. Se clasificaron los tipos de parámetros presentes en
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un MSBF según su estructura, se definieron los conceptos de parámetro estructural y
parámetro funcional. Se da una definición y un formalismo al termino de identificabi-
lidad y parámetro de sacrificio.
Aplicar la metodoloǵıa propuesta en un caso de proceso industrial con el fin de obtener
una jerarqúıa paramétrica útil para la identificación paramétrica del modelo de ese caso
y Evaluar el desempeño de la metodoloǵıa comparada con las técnicas existentes de cla-
sificación paramétrica incluyendo la jerarqúıa como criterio de decisión en la secuencia
de identificación de los parámetros.
La metodoloǵıa propuesta es ejemplificada en un modelo de producción de BT y es
probada en dos casos más de aplicación, un proceso continuo de dos CSTR en serie y
un proceso por lotes de producción de PHB obteniendo resultados satisfactorios. Con
esto se puede concluir que es posible mejorar la identificación paramétrica si se realiza
sobre un conjunto de parámetros seleccionados con un criterio claro, sin necesidad de
realizarse sobre el total de los parámetros.
5. En esta Tesis se dejan algunas preguntas incompletas y trabajos futuros:
En la metodoloǵıa propuesta se consideran las entradas como constantes para realizar
la linealización, lo cual no es del todo incorrecto en procesos continuos que hayan
alcanzado un punto de estado estacionario, pero que puede ser un suposición bastante
grande para procesos por lotes. En un trabajo próximo se debeŕıa extender el método a
considerar el efecto de las dinámicas de las entradas al tiempo que se evalúa el impacto
de los parámetros.
En la metodoloǵıa propuesta no se hace uso o se considera la identificabilidad del
conjunto de parámetros, sea del total, o del conjunto de parámetros a interpretar. Se
deja como trabajo futuro incluir este concepto y su funcionalidad en la metodoloǵıa
como criterio de selección de los parámetros a identificar.
Aunque en la presente Tesis se define y se muestra la forma de calcular el Índice de Sali-
da Impactable, no se hace uso de este. Este ı́ndice otorga información importante sobre
el efecto de los parámetros en la salidas. Se propone su estudio para principalmente
desarrollo de experimentos y toma de datos para la identificación.
En esta Tesis no se realiza un estudio de la cantidad de información que poseen los
datos del proceso. Para trabajos futuros es recomendable analizar cuanta información
tienen los datos y como se puede optimizar la identificación paramétrica con base a
este contenido.
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Rodŕıguez Fernández, M. (2006). Modelado e identificación de bioprocesos (Tesis Doctoral,
Universidade de Vigo). doi: 10261/9830
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