Abstract. Consider a cubic unit u of positive discriminant. We present a computational proof of the fact that u is a fundamental unit of the order Z[u] in most cases and determine the exceptions. This extends a similar (but restrictive) result due to E. Thomas.
Introduction
Let f (X) := X 3 + aX 2 + bX ± 1 ∈ Z[X] be irreducible in Z[X] and with three (distinct) real roots. We think of the order R := Z[u], obtained by adjoining a root u of f (X), as a subring of the real numbers. It is well known that the group U + (R) of positive units of R is a free Abelian group of rank 2 and the unit-group of R is {−1, 1} × U + (R). By a fundamental unit of R we mean a unit of R whose absolute value is a member of some free basis of U + (R). Since u is clearly a unit of R, it is natural to ask when u is a fundamental unit of R. In his investigation [7] of fundamental units of cubic orders using Berwick's algorithm, E. Thomas has defined a useful numerical function of the roots of f (X) which is denoted by θ (a, b) in the present article. In (3.1) of [7] Thomas proved that if θ(a, b) > 2, then u is a fundamental unit of R; he also indicated the necessity of some such restriction by alluding to the case of (a, b) = (2n, n 2 ), where n ≥ 3 is an integer, in which u fails to be a fundamental unit of R and in fact θ(2n, n 2 ) < 2. This result of Thomas is the cornerstone and the starting point of our investigation. Without any loss, we restrict ourselves to the case where f (0) = 1 and a < b, throughout the article. Our main theorem is Our proof is almost entirely computational in nature, involving symbolic as well as (real) numerical computation. In order to estimate the values of θ(a, b) for the integer pairs (a, b) of interest, we partition their natural domain into 15 parts. Then, Mathematica is harnessed to compute the real extrema of appropriate rational functions of two variables on each of the parts to determine whether θ(a, b) exceeds or does not exceed the magic number 2. Subsequently, the cases for which θ(a, b) is established to be at most 2 are examined using Sage. Fortunately, most of the exceptions can be treated by applying some special-case results of Thomas from [7] in which he has obtained a complete set of fundamental units of certain cubic orders; only in a small number of sporadic cases do we rely solely on Sage to compute such a complete set of fundamental units for the corresponding R. Our result is analogous to a classical theorem of Nagell (see Satz XXII of [5] ) which applies to the case where f (X) := X 3 + aX 2 + bX ± 1 has negative discriminant, i.e., when f (X) has only one real root. Nagell provides an exact determination of all the integer pairs (a, b) for which u is a fundamental unit of R. As in the positive discriminant case, the exceptions consist of a single-parameter family and finitely many other sporadic examples. Nagell's theorem was proved via a new method in 2006 by Louboutin (see Theorem 4 of [2] ). Louboutin conjectured in [3] that a similar theorem applied in the case of a totally complex quartic number field. In [6] , Park and Lee prove this conjecture. The referee has informed us that "a simpler proof of the results proved in [2] and [6] is provided" in [4] .
Of course, in the case of a cubic polynomial with negative discriminant, u is a fundamental unit of R if and only if |u| generates U + (R). In the positive discriminant case, {|u|} has to be extended to obtain a complete set of fundamental units of R. All that can be said in this regard is that an explicit determination of a unit v such that {|u|, v} is a basis of U + (R) appears to be much more difficult (if at all possible) and the present investigation sheds little (if any) light on this matter.
Notation and Definitions
• f (a,b) (X) := X 3 + aX 2 + bX + 1.
and has three real roots . • Δ = Δ (f (X)) will denote the discriminant of a polynomial f (X).
• F > will denote the forward image function corresponding to a function F .
That is, 
For the remainder of this subsection, assume (a, b) ∈ S ∩ T .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
We have f (a,b) (0) = 1 > 0 and f (a,b) (−1) = a − b < 0. Therefore, there are an odd number of roots in J. Since there cannot be three roots in J, f (a,b) must have precisely one root in J. From now on, call that root w.
If a > 0, we can say more. In this case, since b > a, b > 0 and all of the roots of f (a,b) are negative. Since precisely one is in J, the other two must be in J − and θ (a, b) = |u − v| (1 + w) where {u, v} ⊂ J − .
We can also say more in the cases in which a < 0 but a + b + 2 > 0. Since f (a,b) (1) = a + b + 2 > 0 and f (a,b) (0) = 1 > 0, there are an even number of roots in I. Since the product of the roots is −1, there can't be two roots in I and one in J, so there must be no roots in I. Hence, the other two roots are either both in J − or both in I + . Since the sum of the roots is equal to −a > 0, they are both in I + , and θ (a, b) = |u − v| (1 − w) where {u, v} ∈ I + .
Partition of S

List of parts.
(1)
The relevant reverse inclusions will be shown throughout the next section. If n = k + 3 ≥ 3, then at m = 1, Δ = 4k 4 + 52k 3 + 244k 2 + 456k + 229 > 0, and at m = n 2 − 2n − 1, Δ = 16k
Which sets are in
We must show that if n ≥ 3 and m ≤ −1, then Δ, as defined in the previous subsection, is negative. Since the real critical points of Δ are out of the domain and Δ is analytic, it suffices to check Δ < 0 at the boundaries n = 3, n = ∞, m = −1,
We must show that if n ≥ 3 and 
with n ≥ 2 and m ≤ 0. Then b − a = (n − 2) 2 + 6 (n − 2) + 7 − m > 0 and At m = −1, Δ = − 3n 4 + 10n 3 + 15n 2 + 36n + 44 , which is negative for n ≥ 2. 
Sets D, E, F . We claim that
We Next, we show that θ 2n, n 2 − 1 > 2 for n = k + 6 ≥ 6. Note that since −n + 2 + 2/n 2 = −k − 4 + 2/ (k + 6) 2 < 0,
For the remainder of this subsection, assume that m ≥ 2 and n = k + 3 ≥ 3. To get a general bound on |u − v|, we must first prove that
Since n > 1 + √ 3, the denominators in the above two expressions are positive. The first of these inequalities follows from
Next, we prove the second inequality:
This is equivalent to
At n = 3, this reduces to − (m + 7) < 0. For n = k+4 ≥ 4 and m = n 2 −2n−1− ≤ n 2 − 2n − 1, it reduces to
Therefore, the above chain of inequalities holds. Define , n) ) . The real critical points of h, as a rational function of m and n, all have n < 3. Therefore, it suffices to check that h > 0 on the boundaries n = 3, n = ∞, m = 2, and m = n 2 − 2n − 1. At n = 3, m = 2 = 3 2 − 2 * 3 − 1 and h = At m = 2, the largest real zero of h is n ≈ 2.938 and we already know that h > 0 at n = 3 and m = 2. Finally, at m = n 2 − 2n − 1, the largest real zero of h is n ≈ 2.931, and at n = 3 and m = 3 2 − 2 * 3 − 1 = 2, we already know that h > 0. At m = 2, the largest real zero of i is n ≈ 2.771 and we already know that i > 0 at m = 2 and n = 3. At m = n 2 − 2n − 1, i has one real root, i.e., (9/4), and at n = 3 and m = 3 2 − 2 * 3 − 1 = 2, we already know that i > 0. Finally, for n ≥ 3, define 
Now we proceed to get bounds on |u − v|. , n) ) . Then h has eight real critical points, but none of them are in the relevant domain. Therefore, it suffices to check that h > 0 at n = 3, n = ∞, m = 1, and m = At m = 1 and n = k + 3 ≥ 3,
At m = n 2 − 2n and n = k + 3 ≥ 3,
The six real critical points of i all have n < 3, so it suffices to check the (same as in the above paragraph) four boundary cases. At n = 3 and m = 1, 2, 3, i = − If n = k + 3 ≥ 3, then at m = 1,
and at m = n 2 − 2n,
Since w ∈ J, we have −w ∈ I and 1 − w > 1. Therefore, if we could show that j ≥ 2, we would be done. Now j − 2 has no real critical points, so it suffices to check j ≥ 2 at the boundary: n = 3, n = ∞, m = 1, and m = n 2 − 2n. At n = 3, j − 2 = (6m − 2)/12, which is obviously positive since m ≥ 1. Also, 
