Energy and Throughput Analysis of Multicast Routing Algorithm for 2D Mesh Network on Chip  by Saravanakumar, U. & Rangarajan, R.
Procedia Engineering 30 (2012) 144 – 151
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2012.01.845
Available online at www.sciencedirect.com
 
 
Procedia 
Engineering 
Procedia Engineering  00 (2011) 000–000 
www.elsevier.com/locate/procedia 
 
International Conference on Communication Technology and System Design 2011 
Energy and Throughput Analysis of Multicast Routing 
Algorithm for 2D Mesh Network on Chip 
U.Saravanakumara, R.Rangarajanb, a* 
a Department of ECE, PSG College of Technology, Coimbatore-04, India 
b EGS Pillay Engineering College,Nagapattinam, India 
Abstract 
In Multi-Core Technology epoch, Network on Chip (NoC) architectures has been acknowledged as a solution to solve 
the design challenges of System on Chips (SoCs). The communication issue is played major role in design of 
effective NoCs. In order to achieve better communication among the multiple cores in NoC, an efficient routing 
algorithm is required. To evaluate the performance of NoCs, the performance parameters like throughput, energy and 
path length are focused by applying different routing algorithms. In this paper, we have analyzed network partitioning 
based on routing path and implemented two different routing algorithms named as Path Based Shortest Path (PBSP) 
and All Pair Shortest Path (APSP) algorithms for multicast messaging. These algorithms are developed and evaluated 
using C/C++ and Network Simulator for 2D Mesh NoC respectively. And finally we compare and analyze these two 
algorithms in terms of throughput and energy. 
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1. Introduction 
As technology scale, the number of core cells integrated on a system on chip (SoC) is increasing 
sharply. The continuously increasing number of core cells, traditional SoC interconnection became the 
bottleneck of on chip communication. SoCs also encounter some other challenges like grouping system 
complexity, negative effect of technology scaling on global interconnect, need to construct flexible 
multiuse design and platforms. With the research on SoC design challenges, Network on Chips (NoCs) 
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has been identified as a solution to these problems. NoC applies the network concepts to SoC architecture 
design and simultaneously solve the communication bottleneck and also other challenges as we discussed  
in earlier [1], [2]. Recently NoC architectures are investigated in the concept of network topology, 
router design and routing algorithm that offers the performance, cost, throughput and power 
consumptions. In addition to these parameters, some of the routing algorithms are used to find shortest 
path from source node to destination node based on routing techniques such as unicast or multicast. And 
also many researchers have been developed different routing techniques for various NoC topologies [3]. 
In this paper we present two different algorithms to find shortest path from source to destinations, they 
named as Path Based Shortest Path (PBSP) and Modified All Pair Shortest Path (Modified APSP) 
algorithms. These two algorithms will be implemented on partitioned NoC takes the advantages of ad-hoc 
on demand distance vector routing.  
The remainder of this paper is organized as follows. In section 2, we discuss the network topology and 
segmentation, whereas multicast routing algorithms, modified algorithm and message format are 
discussed in section 3. And finally, section 4 and 5 are presented about result and conclusion. 
 
2. Network Topologies and Segmentation 
  
Similarities of NoCs with computer network, possible topologies in NoCs are Tree, Fat Tree, H-Tree, 
2D mesh, 3D Mesh, C-Mesh, Ring, Torus, Mesh of Tree and etc. Due to the advantages of Mesh 
topologies like the addressing of cores quite simple during communication, layout efficacy, predictable 
result and good electrical properties, we are selecting M x N 2D mesh topology with 36 node count for 
our study. Fig. 1 shows NoC topology that consists of 36 tiles, each has a core cell (R), router and 
Network Interface (NI). For providing better performance of NoCs, one of the such methods is 
partitioning of  network architectures into several subsets based on Physical concepts (for static and 
dynamic communications) and Logical concepts (for data and instruction transfers) between the subsets 
which contains the destination nodes [4]. In this paper, we are using node value based on its x and y 
coordinate for network partitioning because each node has its own integer coordinate pair (x, y), where 0 
≤ x ≤ n and 0 ≤ y ≤ m.  
 
3. Routing Techniques and Message Format 
 
    Routing technique takes the advantages of deciding a path from source to destinations in a particular 
topology. If once we have chosen a topology for our NoC, routing is the next step that determines how 
much of this topology is realized. A good routing technique balances a load across the network channels 
to provide high throughput. The routing algorithms are classified into deterministic, oblivious and 
adaptive algorithms in terms of how they select between the set of possible paths from source to 
destinations. A well designed routing algorithm also keeps path lengths as short as possible, reducing the 
number of hops and overall message latency, these types of routing algorithms are known as shortest path 
routing algorithms. We can apply these routing techniques for both unicast and multicast NoC 
communications.  
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    Fig.1. 2D Mesh topology with 36 tiles 
 
From the available literature survey, we have analyzed several numbers of shortest path routing 
algorithms for multicast messaging in 2D Mesh NoC such as Unicast Based (UB), Tree Based (TB), and 
Path Based (PB) shortest path algorithms [5], [6], [7]. In this paper we apply PB Shortest Path (PBSP) 
algorithm and Modified APSP algorithm on partitioned network which will be elucidated in following 
segments.   
                                                        
3.1 PBSP Algorithm 
 
  In PBSP algorithm, destinations are sorted and distributing the messages to the sorted destination nodes. 
Then this sorted list is saved in to the header of the message. By this scheme, the draw backs of UB, TB 
SP algorithms are reduced. This PB technique is implemented by assigning node label L is calculated by 
using equation (1) with the help of integer coordinator pair (x, y).  
  L  (y x n) + x                                                                                            (1) 
The main functions of this algorithm are partitioning the network and ordering of destination sets with the 
inputs is destination sets D, source node (x0, y0) and distance table T. This algorithm has three steps; first 
step is to partitioning the network into four subsets named as DH1, DH2, DL1, and DL2 based on criteria 
as shown in Fig. 2. Second step is, ordering the destination sets by calculating the distance vector which 
will be described in equation 2. And the last step is, message routing to be done by using AODV routing 
scheme.  
 
   K = |y – y0| + |x – x0|                                                          (2) 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
                                                        Fig.2 Network partitioning flow 
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Fig. 3.  (a) Label assignment (b) Grouping DH and DL (c) Grouping DH1, DH2, DL1 and DL2 (d) Message format 
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                                      Fig. 4 (a) Pseudo Code for PBSP Algorithm  
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                                   Fig. 4 (b). Pseudo code for Modified APSP Algorithm 
 
3.2 Modified APSP Algorithm 
 
This modified APSP algorithm is developed based on Floyd Wershal Shortest path algorithm for 
multicast messaging in 2D mesh NoC. The main feature of this algorithm is to provide the lengths 
between all pairs of nodes and also it is possible to provide a method to reconstruct the actual path 
between nodes. This algorithm also, utilizes the network partitioning concept which is similar to that of 
PBSP algorithm but here the shortest path is calculated based on the adjacent hop. The distance is 
calculated by incorporating three important issues. First, calculate the distance between the nodes to find 
the neighbor node. Second, choose the next hop neighbor which has the maximum distance from the 
source, towards the destination. Third, repeat the steps one and two until we find destination.    Fig. 4(b) 
describes the pseudo code for Modified APSP Algorithm. Message routing is to be done by using Ad-hoc 
On-Demand Distance Vector scheme (AODV). 
149U.Saravanakumar and R.Rangarajan / Procedia Engineering 30 (2012) 144 – 151 U.Saravanakumar/ Procedia Engineering 00 (2011) 000–000  
3.3 Message Format 
   
The message format for transmission is described as shown in Fig. 3(d). It consists of a segment 
header and a data section in which header section contains ten mandatory fields and optional extension 
field, and data section contains payload data for carried applications. The length of the data section can be 
calculated by subtracting the combined length of the header and the encapsulating IP segment header 
from the total IP segment length. 
 
4. Simulation Result and Discussion 
  
     These two algorithms are developed and implemented for multicast messaging using C/C++ and 
Network simulator on 2D Mesh NoC, running under Fedora Linux OS. The simulator determines the 
shortest path, throughput and energy with the inputs includes data size, network topology, routing 
algorithm, and operating frequency.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Throughput analysis of (a) PBSP (b) Modified APSP; Energy analysis of (c) PBSP (d) Modified APSP 
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Fig. 6. Comparison results of PBSP and Modified APSP (a) Throughput (b) Utilized Energy 
 
     Ad-hoc on demand Distance Vector Routing was used to route the message packets from source to 
destinations. For simulation purpose, initially we have fixed 100 J for both the methods. Throughput and 
energy graph with simulation time of PBSP and Modified APSP are illustrated in Fig. 5 (a), (b), (c), and 
(d) respectively with 9 destinations. Simulated output showed that, Modified APSP routing algorithm is 
transmitted 250 Packets while PBSP routing algorithm is transmitted 160 packets. From the energy graph, 
PBSP is utilized up to 95.00 J but Modified APSP is utilized up to 97.20 J from the fixed energy. 
Therefore, Modified APSP is consumed 2.80 J only whereas PBSP is consumed 5.00 J for transmission 
over nine destinations. These comparison results are clearly showed by analyzing the graphs in Fig. 6 (a) 
and (b).  
 
5. Conclusion and Future Work 
 
     In our work, Modified APSP algorithm was introduced for 2D mesh NoCs. To improve the 
performance of NoCs, this modified algorithm used segmentation of network architecture, adjacent node 
calculation and Ad-hoc On-demand Distance Vector routing for messaging through network. A C++ 
simulator was used to calculate shortest path, Throughput and Energy of modified APSP algorithm. To 
understand the performance and efficiency of this modified APSP algorithm, it has been compared with 
PBSP algorithm. The comparison result showed that the modified algorithm improve the throughput and 
also reduce the energy consumption for data transmission among the networks. The future work is 
extended to implement new algorithms for multicast messaging with different network architectures, 
destinations and loads to provide better performance of NoCs. In addition to introduce new algorithms, 
different routers for 2D Mesh NoCs also will be analyzed and implemented. 
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