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Let n and k be positive integers, k > 3. Denote by tin, k) the least positive 
integer such that if .F is any family of more than #(n, k) sets, each set with n 
elements, then some k members of S have pairwise the same intersection. In 
this paper we evaluate #(2, k) for all k > 3 and obtain a new upper bound for 
fin, k) and a new lower bound for +(n, 3). 
1. INTRODUCTION 
Erdiis and Rado [4] proved that to each pair of positive integers n and k, 
with k > 3, there corresponds a least integer #(n, k) such that if F is any 
family of more than &z, k) sets, each set with n elements, then some k 
members of F have pairwise the same intersection. They observed that 
$(l, k) = k - 1 
and proved that, for n >, 2, 
#n, k) < n(k - 1) #n - 1, k) - (k - l)(n - 1). 
From (1) and (2) they deduced that 
(1) 
(2) 
n-1 
+h k, G n!(k - ‘In ’ - gl (t + I),& _ l)t 1 
and this is the best upper bound for +(n, k) that has been obtained up to 
the present time. Erdijs and Rado also proved that 
+(n, k) >, (k - 1)“. 
381 
(4) 
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A lower bound for $(n, k) which is somewhat better than that given by (4) 
can be found in [l]. 
The problem of evaluating $(n, k) appears to be very difficult. The only 
values of d(n, k) appearing in the earlier literature, except those given 
by (l), are $(2, 3) = 6, &2, 4) = 10 and +(3, 3) = 20 (see [2] and [4]). 
In this paper we shall prove the following three theorems: 
THEOREM 1. 
W - 11, if k is odd, 
4c2, k, = (k _ 1)2 + &$, if k is even. 
THEOREM 2. 
$(n,k) < (n + I>! I 
k - 1 + (k2 + 6k - 7)1’2 
4 
THEOREM 3. For some constant c and all su@ciently large n 
l$(n, 3) > lO(nl@-c 10s n. 
2. PROOF OF THEOREM l* 
We find it convenient to formulate the problem in the language of graph 
theory. Denote byf(n) the least integer such that every graph G with more 
thanf(n) edges either has a vertex of valence > n + 1 or contains a set of 
n + 1 independent edges. One sees easily that f(n) = $(2, n + 1) and 
hence in order to prove Theorem 1 we must show that 
I 
n(n + 0, if n is even, 
f(n) = n2 I n - 1 , 
2 
if n is odd. (5) 
Choose a maximal sized “pairing” W. (set of independent edges). Label 
the nodes as follows: If there exists a simple path nl , el , n, , e2 ,..., 
njml , eiml , nj (the nf are nodes of G and the e, edges of G) of odd length 
j starting from an unpaired node n, and ending at nj such that e2i E W 
(i = 1,2,3,...) then label nj with the symbol 1. If there exists such a path 
of even length, label nj with h. Label unpaired nodes h. 
There are four kinds of nodes possible: unlabeled, labeled Z, labeled h, 
labeled I and h. It is a well-known result (see, e.g., Berge [3]) that, if 
* This final version of the proof is essentially due to the referee of this paper. 
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the 1 nodes are removed, each e node lies in a separate connected com- 
ponent together with an even number lh nodes. Unlabeled nodes can be 
joined only to themselves and to 1 nodes by edges. Unlabeled nodes are 
all paired to one another as are lh nodes. The edges, according to the 
results in Berge’s book, are then all of three kinds-those touching I nodes, 
those touching only unlabeled nodes, and those touching h and lh nodes 
only. 
Suppose there are 2k unlabeled nodes, &nodes, r + s h-nodes, and 
2p lh-nodes. Then there are at most rn edges of the first kind, and at 
most min(kn, (“,“)) of the second kind. If there are 2p Zh-nodes and an 
h node in a component, then there are at most min(i(2p + l)n, (“7’)) 
edges in that component. These are the edges of the third kind. Thus the 
number of edges is no more than 
(k + r)n + C min (4(2pi + I>, (‘“*c ‘)) 
z 
(where the sum is over all components), subject to the condition that 
k+r+Cp,<n. 
Since min($(2pi + l)n, (““$3) <pin if pi < (n - 1)/2, one can only 
achieve a number of edges greater than n2 if there are pi’s satisfying 
pi > n/2. If n is even, there can be two of these. This can happen in only 
one way, with p1 = n/2,p, = n/2, k = r = 0, s = 2. There are then 
n2 + n edges if the components are complete graphs. Any other choice of 
pi)s gives fewer edges. If n is odd, since Cpi < n, there can be at most one 
pi , say p,, , with pa > n/2. The number of edges is then no more than 
This number can be realized by choosing p,, = (n + 1)/2, p1 = (n - 1)/2, 
k = r = 0, s = 2, with the two connected components being complete 
graphs. 
3. PROOF OF THEOREM 2 
It follows from (1) and Theorem 1 that Theorem 2 holds when n = 1 
or 2. We shall establish the following two term recurrence inequality for 
qb, 0 
d(n, k) < v {(n + 1) $(n - 1, k) + (n - 1)2 &n - 2, k) - n(n - l)}. 
(16) 
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Assume for the present that (16) has been proved. Then it is easy to deduce 
Theorem 2 by induction. Let c be positive root of the equation 
2c2 - (k - 1)c - (k - 1) = 0 (17) 
so that 
C= 
k - 1 + (k2 + 6k - 7)1’2 
4 
By the remark made above we have for n = 1,2 
d(n, k) < (n + l)! c”. 
Let n > 3 and assume 
+(A4 <(I+ I)! c 
for I < n - 1. Then, by (16), we have 
&n, k) < y {(n + 1) ! en-l + (n - 1)2(n - 1) ! P-z - n(n - I)} 
< (n + l)! cn 
I 
k-l 
7 + 
(n - 1)2(k - 1) 
2c2n(n 1) + i 
= (n + l)! c” 1 
(k-l)c+k-1 
2c2 
It now follows from (17) that, for n 2 1, 
$(n, k) < (n + l)! cn. 
To complete the proof of Theorem 1 we must now prove (16). Let 9 be 
a family of sets, each set with n elements, no k members of S having 
pairwise the same intersection. We assume that 9 is maximal, that is 
( 9 ( = 4(n, k). This implies that there are k - 1 sets in 9 which are 
pairwise disjoint since otherwise we could let F be any set such that 
F n U9 = 4. Then in the family 9 u {F} no k sets have pairwise the 
same intersection and this contradicts the fact that 4t is maximal. Let 
the k - 1 members of 9 which are pairwise disjoint be 
Fi = (A : (i - 1)n + 1 < A < in}, i = 1, 2 ,..., k - 1. 
Let 9* be the family obtained from 5 be deleting the sets Fi, 
i = 1, 2,..., k-l,andforj=1,2 ,..., (k-l)n,let&,=(F:Fs9*,jEF}. 
Call a set F E 9* 9*-disjoint if F belongs to exactly one of the families 4 . 
For notational convenience, for 1 < i < k - 1, i < j < n, we denote the 
integer (i - 1)n + j by (i, j). 
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We now prove a number of lemmas and from these deduce (16). 
LEMMA 1. Let T be an F-disjoint set in &td,j) . Then any S-disjoint 
set in J&) has non empty intersection with T. 
Proof. Let S be an s-disjoint set in ~&r) . Then it is not difficult 
to see that if S n T = C$ then the k sets S, T, FI , Fz ,..., FiW1 , F,,, ,..., FkeI 
are pairwise disjoint. This is a contradiction and Lemma 1 is proved. 
LEMMA 2. Let iUj be the number of S-disjoint sets in the family 
t = U”,“,i,l, &, . Then 
MS G 6<n - I, k) + (n - 1)2 {$(n - 2, k) - 11 - 1. 08) 
Proof. If Md = 0, there is no problem. Hence we may suppose 
Mi > 0. This implies that for some 1, 1 G I < n there is a set T E J&) 
which is 9 disjoint. The number of F-disjoint sets in zZ&) is at most 
( JZ&) I < +(n - 1, k) - 1. If S is an s-disjoint set in J$&) , 1 < r < rz, 
r # I, then, by Lemma 1, T n S # #. There are at most 
(n - N#(n - 2, k> - 11 
such sets S in JFZ& . Thus 
which implies (18). 
COROLLARY. Let M denote the number of S-disjoint sets in UEil’n ~4~. 
Then 
M < (k - l){#(n - 1, k) + (n - I)” ($(n - 2, k) - 1) - 1). (19) 
This follows from (18) and the fact that M = xiz,’ Mi . 
LEMMA 3. Let N be the number of sets in 9* which are not S-disjoint. 
Then 
N < n(k 2 ‘) ($(n - 1, k) - 1) - 7. wo 
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Proof. Each set which is not F-disjoint belongs to at least two of the 
families A?‘~ . Thus 
as required. 
(16) now follows easily from (19), (20), and the fact that 
+(n, k) = k - 1 + A4 + N. 
This completes the proof of Theorem 2. 
4. PROOF OF THEOREM 3 
Since we shall be concerned only with the case k = 3 let us put 
W, 3) = 4(4. D e fi ne a function 4 as follows: 4(n) is the largest integer 
for which there exists a family F of I+@) sets such that (a) each set has 
n elements, (b) no three members of 3 have pairwise the same inter- 
section and (c) any two members of s have non-empty intersection. It is 
easy to verify that #(2) = 3 and in fact {(1,2), (1,3), (2,3)} is a family 
with the required properties. It can be shown that #(3) = 10 and that 
{(123)(124)(135)(146)(156)(236)(245)(256)(345)(346)) 
is a family with the required properties (see [2]). We write 9 E P(n) if 
3 satisfies (a) and (b) and .F E Q(n) if F satisfies (a), (b), and (c). 
LEMMA 4. c+(n) > 2&Z). 
Proof. Let s1 E Q(n) and *s E Q(n) and suppose each set in F1 is 
disjoint from each set in gs . Then, if 9 = fll u F2 , we have .?F E P(n). 
This proves Lemma 4. 
LEMMA 5. $42 + b> 2 $44 4 @I. 
Proof. Let P1 E Q(a) and ss E P(b). Let 9 = {F 1 F = Fl u Fz , 
Fl E F1 , F, E FJ. We need to show that 4G E Q(u + b). That 9 E P(a + b) 
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can be proved by the argument used in [l] to prove ~$(a + b) > +(a) + (b). 
Hence to complete the proof we need only show that any two sets in 9 
have non-empty intersection. Let G, and G2 be two distinct members of 9. 
We have Gi = Fj,l u Fis2 where F,,, E Sl and Fis2 E F2. If the sets Fl,l 
and F,, are identical then clearly G, and Gz have non-empty intersection. 
If F,,, and F2,1 are distinct then since & E Q(u) we must have 
and hence G1 n Gz # 0. Thus 9 E Q(u + b). 
LEMMA 6. z,@b) 2 $(a> I)@)“. 
Proof. Let 9 E Q(u) and let U9 = {1,2 ,..., Z}. For j = 1,2 ,..., I let 
9, E Q(b). We assume that all families are maximal and disjoint (in the 
sense that FE~,GE~ implies FnG= 0). Let FE*. We have 
F = {il , ia ,..., i,}, say. From each of the families 4 *-a 4 select a set and 
let F* be the union of the sets selected. We shall say thatOF generates F*. 
Let 9* be the family of sets generated in this way. It is clear that each 
FE 9 generates $(b)” sets and hence that I g* 1 = #(a) #(b)“. Moreover, 
each member of 9* has ub elements. To complete the proof we must show 
that 9* E Q(ub). 
First we show that 9* E P(d). Let Fl*, Fa* and F3* be distinct members 
of 9* and let Fl , F, , and Fs be the sets in % which generate F,* , Fz* , 
and Fs*, respectively. Let Fl n Fa n Fs = K and let K, = (Fi n Fj) - 
K 1 < i < j < 3 so that the sets K, K,, , K,, , KS3 are pairwise disjoint. 
Finally let 
Tl = 4 - (K u K,, u J&h 
Tz = Fs - W u K,, u &I, 
Ta = Fa - W u 42 u L), 
so that Tl , T, , and T, are pairwise disjoint. 
Suppose K12 # izr and let i E K,, . Then there exist sets Fil and Fs2 in Fi 
such that Fil C Fl* and Fj2 C F2*, but there exists no set in Ti which is 
a subset of Fs*. Since Fil n Fg2 # 0, Fi*, F2*, and Fs* do not have 
pairwise the same intersection. Hence we may assume K,, = 0. Similarly 
K13 = K,, = o. This means that Fl , F2, and Fs have pair-wise the same 
intersection and, since $ E P(u), we must therefore have Fl = F2 = F3 , 
i.e., Fl*, F2* , and F3* have a common generator, say F = {il , i2 ,..., i,}. 
Then 
F,* = fi F,‘:‘, for r = 1,2,3, 
j-1 
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where F$? E S& . Since F,* , Fz* and F,* are distinct sets, there is a least 
integer m, 1 < m < a, such that Fj:., Fj:, Fiz are all distinct and hence, 
since &m E P(a), do not have pairwise the same intersection. It follows 
that 9* E P(ab). 
Now we prove that 9* E Q(ab). Let F* and G* be distinct members 
of 9* and let F and G be the generating sets. Since 9 E Q(a), F n G # m . 
Thus, if i E F n G, there exist sets F’, G’ E e such that F’ C F*@ 
and G’CG*. Moreover, since q E Q(b), P’ n G’ # ~zr and hence 
F* n G* # o. Thus 9* E Q(ub). This completes the proof of Lemma 5. 
Now we complete the proof of Theorem 3. From Lemma 6 and the 
fact that #(3) = 10 we have for k > 2 
IJ(3’“) > Ij(3) #(3"-33 > 10 $b(393 (21) 
and it is a simple matter to verify that (21) implies 
$(37 t 10(3k - H/2. (22) 
Now let n be an integer and write n in base 3. Then by (22) Lemma 4 and 
Lemma 5, we have 
$b(n) = #(3”1 + 3”s + *** + 3”“) 3 $(39 4(3”% *** 3”“) 
> 1,439 2a,h(3’“a .-. 39 2 -a. > #(3”‘) a,439 ..- #(3”9 2'-l 
> 1()(3*1-U/2 1()(3%1)/2 1.. 1()(3ke-l,/2 21-l 
= lot(3kl+3L2+...+3'Ce-z) 22-l = 1()+'"-"22-1 > loi(n-log to* (23) 
so #(?z) > lof(n-iosn). 
Theorem 3 now follows from (23) and Lemma 4. 
5. CONCLUDING REMARKS 
The recurrence inequalities obtained in Lemmas 4 and 6 provide 
substantially better lower bounds for &z) = $(n, 3), even for small 
values of n. For example, if we take a = b = 2 in Lemma 6, we obtain 
#(4) > 27 and hence, by Lemma 4, d(4) > 54. Note that (4) yields 
only #4) > 16. If we take a = 2, b = 3 we have 1G(6) > 300 and hence 
that +(6) >, 600. Note that (4) yields only #(6) > 64. 
We have been able to find some new lower bounds for +(n, k) for 
certain values of k > 3. However, we have not been able to find any 
useful generalization of Lemma 6 to the case k > 3. 
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