Much research work has been done to parallelize loops with recurrences over the last several decades. Recently, sampling-andreconstruction method was proposed to parallelize a broad class of loops with recurrences in an automated fashion, with a practical runtime approach. Although the parallelized codes achieve linear scalability across multi-cores architectures, the sequential merge inherent to this method makes it not scalable on many-core architectures, such as GPUs. At the same time, existing parallel merge approaches used for simple reduction loops cannot be directly and correctly applied to this method.
INTRODUCTION
Prefix sum is a well known computation pattern that can be parallelized despite dependences. Given an array [x 1 , x 2 , . . . , x n ] of n elements, the prefix sum problem is to compute the values of S i = x 1 ⊕ x 2 ⊕ . . . ⊕ x i for i = 1, . . . , n, where ⊕ is an associative operator. Due to the associativity, any adjacent elements (e.g., x j and x j+1 ) can be merged without waiting for the value of S j−1 , and the value of S j+1 can be computed as S j−1 ⊕ (x j ⊕ x j+1 ) once the value of S j−1 is available. This allows us to compute the values of S i 's as a hierarchical merge where, half of the elements are reduced in each stage and there are O(loд(n)) stages in total. If the computation in each stage is performed in parallel, it means that we need execution time T = O(loд(n)) to compute all the prefix sums [1] .
Based on ideas around parallel prefix sum, many efforts have been made over the last decade to parallelize a class of seemingly sequential loops that involve recurrences [3, [7] [8] [9] 21] 
where f ′ is a function of c and a[i] and ⊕ is an associative operator for composing f ′ . Thus, the loop can be parallelized as a prefix sum [13] .
The most important step in the above parallelization is to identify f ′ in the loop body and derive a closed-form composition as boxed in (1). This is not an easy task, especially when a loop body contains conditional branches. Most of the previous works rely on a heuristic search and symbolic reasoning to perform the task [3, [7] [8] [9] 19] . A downside of these search-based approaches is that they incur a large compile-time or runtime overhead and sometimes fail to find a solution because the search space is exponential.
Recently, Jiang et al. [12] proposed a sampling and reconstruction method to identify prefix sum and reduction patterns in recurrences. They observe that the loop body functions in many recurrences are simply linear, rectified-linear, or finite-state functions. Instead of performing symbolic search of closed-form compositions, they determine if a loop can be parallelized by verifying the type of the loop body function. Once the type of the function is verified, they can start execution from any iteration by using one or multiple selected sampling initial values without knowing the actual values of the recurrence variables. The merge of different chunks are performed by giving the sample points and the actual initial values to a generalized interpolation procedure [12] .
We now explain this idea taking the polynomial evaluation loop above as an example. We can start execution from any iteration i by computing on two values of y at the end of the iteration i − 1 (y i−1 : y i−1,0 = 0 and y i−1,1 = 1. This will give us two resulting values of y at the end of iteration j ≥ i: y j,0 and y j,1 . Since y j is a linear function of y i−1 and we already know two sample points on the line of the linear function, we can compute the actual value of y j directly when the actual value of y i−1 is available. This samplingand-reconstruction strategy works for many other loops with more complex dependences including cases that cannot be parallelized by a state-of-the-art implementation of the search-based methods. Readers are referred to [12] for more details.
Jiang et al. also show empirically that their method achieves linear scalability across multiple cores on CPUs [12] . However, a limitation of the sampling-and-reconstruction approach is that it only supports sequential propagation of the actual recurrence values. This is because it requires the actual value to be in the range of the sampling intial values to ensure the correctness of interpolation. If the actual value of a recurrence variable is out of range, they need to re-execute the chunk of loop iterations with the actual value. (More detailed illustration of this problem is in Section 3.1.) This becomes a severe bottleneck in achieving scalability when we have a large number of cores and want to merge the values of different chunks hierarchically (for example, as in the parallel prefix sum). In fact, Jiang et al. use a sequential merge procedure to propagate the actual values of recurrence variables from the first chunk to the last. They can achieve execution time T par = O(n/p) with p ≪ n processors. Although their parallelization method is cost-optimal (i.e., T par × p = O(T seq )), it cannot achieve O(loд(n)) execution time with O(n) processors.
Cost-optimal parallelization might be enough in the multi-core era when the number of processors is usually much smaller than the problem size. However, the rise of GPUs and other throughputoriented processors in recent years provides us massive parallelism in hardware. For such systems, scalability can become a limitation of many parallel implementations that are efficient on multi-core systems.
In this work, we address the scalability limitation of the samplingand-reconstruction method for parallelizing recurrences on GPUs. To enable prefix sum parallelism pattern for these loops, we propose a set of runtime-checking rules to avoid unnecessary rollbacks. In addition, if the runtime check really fails, we propose an algorithm to reduce the overhead of reprocessing. Further, we propose sample converge technique to reduce the number of sample points for a large class of algorithms that satisfy a certain condition. As a result, communication and computation overhead of these algorithms are reduced. Finally, we also adopt effective optimizations such as data transformation and persistent-thread-model to further improve performance on GPUs. We evaluate our methods on a set of representative algorithms. The results demonstrate that our runtime-checking rules are effective and with a low-overhead. In addition, our optimization techniques are effective to improve performance. As a general result, our parallel merge implementation achieves linear scalability on both Nvidia Tesla P100 and Nvidia Tesla K80, and it is several times more efficient than sequential merge implementation.
BACKGROUND AND MOTIVATION
In this section, we first introduce background on GPU architectures and sampling-and-reconstruction strategy. Then, we illustrate the motivation of our work using an experiment.
GPU Architectures
From the viewpoint of software, there are three levels of parallelism on GPUs. 1 The first level is called warps, which are consecutive 32 threads that execute instructions in a lock-step. Threads within a warp can exchange register variables using efficient shuffle instructions. The second level is thread blocks. Each thread block can hold up to 1024 threads and is assigned to one of the GPU's multiprocessor units, which are called SMs. Threads within the same thread block are allowed to access shared memory, which is much more efficient than accessing the global memory of the GPU, but still slower than shuffle instructions that threads within a warp can use. Besides, CUDA provides efficient instructions to implement barriers among all threads within a thread block. Finally, the third level of parallelism is the grid. Threads from different thread blocks within a grid can only communicate through global memory, which is relatively slow. If all threads within a warp simultaneously access global memory locations that lie in the same aligned 128-byte segment, the hardware coalesces them into one memory transaction. Otherwise, threads within a warp access multiple 128-byte segments, and the global memory bandwidth is not fully utilized. In addition, there is no grid-wide barrier among threads of the same grid, so programmers need to implement global barriers by themselves [10, 23] .
Sampling-and-Reconstruction Strategy
Recently, Jiang et al. [12] proposed a new sampling-and-reconstruction method to parallelize loops with recurrences. We have described their main idea with a linear function example in the Introduction section. We now briefly summarize how to apply their techniques on rectified-linear functions and multivariate funcitons. Rectifiedlinear functions arise in loops that have a recurrence variable in conditionals. Figure 1 shows an example of rectified-linear function, which is to compute the maximum segmented sum of an array. In this loop, s is a rectified-linear function of itself after each iteration. The shape of the function is shown as Figure 2(a) . A key observation is that the composition of any two rectified-linear functions with the shape Figure 2 (a) still holds the same shape -more specifically, the resulting value of s after an arbitrary number of iterations is a rectified-linear function of its initial value and the shape of this rectified-linear function is still Figure 2(a) .
For rectified-linear functions, it turns out that four sample points are sufficient to reconstruct the actual function: Let the four sample points be ( where
) reside on the left piece of the function and (
) fall on the right piece, we can compute any value of the function because we can reconstruct the function through these sample points. More specifically, if the function has one of the shapes among Figure 2 (a) to Figure 2 (d), we can compute any value in the function by:
If xi falls on the left piece of the function, l is computed as:
Similarly, if x i falls on the right piece of the function, r can be computed as:
In addition, when the function passes the origin and/or has slope of 1 or -1, fewer sample points are required to reconstruct the function. For example, if the function has shape Figure 2 (a) and the slope of function is 1 on the right piece, then two sample points are sufficient :
on the left piece and x i [3] on the right piece, and the value at any point of the function can be computed as
). The mss algorithm above is an example of this kind of function. In addition, there is another complication. As illustrated above, the sampling strategy above requires that (
fall on the left piece and (x i [2] , y i [2] ), (x i [3] , y i [3] ) fall on the right piece of the function. However, since the turning point of the function is unknown at the compilation time, we need to do a runtime check to guarantee correctness. Specifically, we check whether the actual initial value x is between x i [1] and x i [2] , which are initial values of two middle sample points. If it is the case, true results can be derived through the reconstruction function above. Otherwise, we need to rollback and re-execute the set of iterations with the actual initial value.
Finally, it is common in real loops that a recurrence variable depends on multiple recurrence variables. Take the mss loop in Figure 1 as an example, the value of m at the end of iteration i (m i ) is a rectified-linear function of its value at the end of iteration i − 1 (m i−1 ) and the value of s at the end of iteration i − 1 (s i−1 ).
Therefore, m i is a bivariate function of both s i−1 and m i−1 . For a multivariate function, it can be decomposed into several dimensions. As long as the function type along each dimension is unique and can be parallelized using sampling-and-reconstruction method, a multivariate function can be reconstructed through interpolation. Here, we give an example to briefly illustrate the procedure of interpolation. Consider a function z = f (x, y) = a * x + b * y + c,
, the value of z at any point (x, y) can be computed in the following steps: 1) Because function
is a linear function of y determined by f (x, 0) and f (x, 1), we have the reconstructed function as
GPU Specific Needs
As explained earlier, the sampling-and-reconstruction method requires sequential merge, with runtime checks and possibility of rollback. Despite these potential overheads, in the previous paper, sampling-and-reconstruction method was shown to achieve linear scalability across multi-core architectures [12] . However, we observed that it is not able to achieve linear scalability on GPUs using sequential merge. To demonstrate this scalability problem, we performed experiments on two GPUs with different architectures: an Nvidia Tesla K80, and an Nvidia Tesla P100. Table 2 shows the major specifications of the GPUs used in our experiments. A key specification in the table is maximal launch, which is calculated as the maximal number of thread blocks limited by the number of streaming processes. This parameter is related with the size of thread block. In our experiments, we set the thread block as 1024 threads. Since the maximal number of active warps per thread blocks for these GPUs is 64 and each warp contains 32 consecutive threads, the maximal number of thread blocks is 2 (64 * 32/1024 ) for each streaming processor. Figure 3 shows the relationship between the number of thread blocks and speedups of GPU implementations over sequential programs for a set of representative algorithms. These algorithms are collected from the previous research work [12, 20, 21] . Some key features of these algorithms are shown in Table 3 . As indicated in the figure, for all algorithms, the speedups increase in the beginning. However, as the number of thread blocks continues to increase, the speedups become non-linear and even drop within the maximal launch. Further, as we show experimental results for both GPUs, we believe this scalability problem is not specific to one architecture.
We identify that the bottleneck of the above scalability problem is the sequential propagation and merge. The sequential merge seriously hinders the scalability on GPUs for the following reasons: First, as the number of threads increases, it takes more iterations to merge the results. As a result, it causes longer latency for the overall procedure. Second, since there are explicit data dependencies between chunks, a global synchronization is needed after each thread finishes its local processing. The overhead of global synchronization is significant on GPU architectures. Finally, for sequential merge, the sampled results of each thread needs to be written into global memory and the read-back again. This will cause significant memory access overhead.
APPROACH FOR MANY-CORE SYSTEMS
In the context of other types of computations such as simple reductions, various parallel merge strategies have been proposed in the past to improve scalability [4] . Thus, it is natural to try and use parallel merge with the sampling-and-reconstruction method to achieve highly parallel execution of recurrences. However, due to certain correctness issues, parallel merge cannot be directly and efficiently applied. In this section, we first illustrate the problem in using a parallel merge while applying the sampling-and-reconstruction method focusing on rectified-linear functions. Then, we propose our refined runtime check conditions to avoid unnecessary runtime check failures. In addition, we propose our method to reduce the overhead of reprocessing when runtime check really fails. Finally, we describe our method to reduce the number of sample points for a set of loops so that communication and computation overheads are reduced.
Problem Description
The key problem with the parallel merge is that the runtime-checking rules used in sequential propagation can cause many rollbacks, and lead to poor performance. With sequential propagation, each chunk receives actual initial value x from the preceding chunk and checks whether it is between two middle sampling initial values, x i [1] and x i [2] . If so, runtime check succeeds. Otherwise, we rollback and re-execute the corresponding set of iterations with the correct initial value x. Typically, for each chunk i, we choose sampling initial value x i [1] to be a small value S and x i [2] to be a large value L. Therefore, the actual initial value x is unlikely to fall out of the range of (S, L), and the reprocessing is avoided in almost all cases. However, the runtime check is easy to fail with parallel merge using above checking rules. In parallel merge, each chunk receives sampled results of preceeding chunks rather than actual initial values, and updates the sampled results for a bigger chunk. Abstractly, if thread i and i + 1 both start computation with sampling initial values S and L, each obtains two outputs (y i [1] and y i [2] for thread i, y i+1 [1] and y i+1 [2] for thread i + 1. Then, thread i + 1 receives y i [2] , and checks whether it is in the range of (S, L). Since the computation started with L and not an actual value, it is possible that the result y i [2] is larger than the initial value L and causes the runtime check to fail.
As a concrete example, let us consider the maximum segmented sum loop in Figure 1 with an input array A[4] = {3, 2, -4, -1}. Here, we assume that the processing of array A is assigned to 4 threads, each with one iteration, and we only consider the recurrence variable s, which is a rectified-linear function of itself. Since the shape of the function is shown in Figure 2 Figure 4 (a) illustrates the method of sequential merge. The whole merge stage consists of four sequential steps. In each step, a chunk receives actual initial value from the preceding chunk and calculates the initial value for the next chunk using the reconstruction function. In this example, the actual initial value is always between the two sampling initial values. Thus, thread 3 successfully commits the final result. However, this runtime-check rule is not feasible with parallel merge. As shown in Figure 4 (b), a chunk is not able to get its true initial value within a parallel merge. Instead, thread 1 and 3 receive sampled results from previous chunks in parallel in the first step of merge. For thread 3, runtime check succeeds since sampled results of thread 2 are in the range of (−100, 100). As a result, it gets the sampled results for union of processing chunks 2 and 3. Unfortunately, the second sampled result of chunk 1 is 103, which is out of the range. This will cause a runtime check failure and thread 1 will rollback and re-execute chunk 1 with the true initial value. It is important to note that the correctness problem is even not related with the selection of sampling initial values in this example. Assume that the larger sampling initial value is L, the condition that the runtime check succeeds for this input data set is max(0, L + 3) <= L, which is impossible.
To demonstrate this problem, we performed experiments with some realistic loops on an Nvidia Tesla P100. In this set of experiments, we set the number of thread blocks to be 56, which is equal to the number of streaming processors for this GPU. Within each loop, the input data set contains 128 million data items. The second column of Table 1 shows the number of runtime-checking failures in the first step of parallel merge with original runtime-checking rules. Clearly, there are a significant number of failures for each loop. As a result, the frequent rollback and re-execution makes it take even longer execution time than sequential merge.
Refined Runtime-Checking Rules for Parallel Merge
A naive solution to solve the above problem is to increase the number of sample points. However, this method will increase the overhead significantly. After a deeper analysis on the purpose of runtime check, we found that the runtime reprocessing within parallel merge implementations can be avoided in most cases. The key point is that although we do not know the actual turning point of the function, we are able to know on which side the sample points are through their values. Then, by comparing the values of sample points with the intial values (actual initial values or sampled results received from previous chunks), we might be able to know the positions of initial values and avoid unnecessary runtime reprocessing.
In the most general case, four sample points are necessary to reconstruct a rectified-linear function. Take a function with the shape Figure2(a) as an example, the distributions of four sample points can be classified into five cases, which are illustrated in Figure 5 . Since the function is monotonically increasing, we are able to know which side the sample points reside by comparing values of the four sampled results. Thus, we propose to identify the exact distribution of the four sample points at runtime, and reconstruct the function for each case. In the most ideal case, the distribution of sample points is as distribution 3 or distribution 4, the sampled results can be updated through original reconstruction functions. For distribution 1 and distribution 2, if the actual initial value x is on the left side, we can still get updated sampled results. Otherwise, we need to rollback and reprocess the corresponding iterations. Similary, for distribution 5, we can get correct sampled results as long as the actual initial value x is on the right side. Algorithm 1 shows the detailed procedure of our runtime checks. More efficiently, if the slope of the rectfied-linear function is 1 or -1 or the function passes the origin, the runtime-checking rules can be simplified. For example, if we know the function has shape Figure 2 (a) and the function has slope 1 on the right piece, two sample points (
) are sufficient for sampleand-construction method. There are three different distributions in this case. In the most ideal case, one sample point is on the left side and the other sample point is on the right side. Then, the sampled results can be updated through original reconstruction functions. Otherwise, the two sample points are both on the left side or right side, and we can still avoid reprocessing as long as we are able to ensure that the initial value x is on the same side. Further, if Algorithm 1 Refined Runtime-checking Rules for a Rectified-linear Function with Shape in Figure 2 (a)
Reprocess; ▷ reprocess case 1 6: 
the slope of the function is known to be 1 or -1, and it passes the origin, only one sample point is needed to reconstruct the function. There are only two different distributions. Take a function with the shape Figure 2 , the sampe point is on the right side and we need to roll back and reprocess the chunk. Otherwise, the sample point is on the left side and we can reconstruct the function through our normal method.
Utilizing Monotonicity of Turning Points
Although the above runtime-checking rules can avoid faulires in most cases, there are still several cases when reprocessing is necessary, which is also indicated in Algorithm 1. Thus, we further refine runtime-checking rules and avoid runtime-checking failures based on the following property. Monotonicity of Turning Points: Let f 1 , f 2 , . . . , f n be functions with the shape in Figure 2(a) , and let F i be a function composed functions of i f 1 , f 2 , . . . , f i . According to previous knowledge, F i is still with the shape of Figure 2(a) . For the n such resulting functions F 1 , F 2 , . . . , F n , let the corresponding turning points of these functions be FX 1 , FX 2 , . . . , FX n . Then, the following property holds:
Proof. Without losing generality, we consider two rectifiedlinear functions f 1 and f 2 with shape Figure 2 (a) as follows:
The turning points of f 1 and f 2 are C 1 and C 3 , respectively. Let F be the composed function of f 1 and f 2 , then, it is also a rectifiedlinear function with the shape in Figure 2(a) . To determine the turning point of F , we consider two cases. Case 1: If C 3 < C 2 , then the turning point of F is same as function f 1 . Case 2: If C 3 >= C 2 , the turning point of F is C 1 + (C 3 − C 2 )/A 1 . Therefore, in any case, the turning point of F is not less than C 1 . Based on this, when more functions with shape in Figure 2 (a) are composed, the turning point will not decrease. □
Note that a similar result can be obtained for rectified-linear functions with shape in Figure 2 (b)- Figure 2(d) . Utilizing these properties, we are able to obtain more information about the position of the turning point. Consider the reprocess case 1 in Algorithm 1, where we do not know whether the initial value x is larger than the turning point X or not, we can compute few iterations with both x and the smaller sampling initial value x i [3] as input, and get results Y 0 and Y 1 , respectively. Assume that the function corresponding to these iterations is f 1 . If Y 0 is equal to Y 1 , then x is smaller than the turning point of function f 1 . According to the monotonicity property, x is smaller than the true turning point X . In this case, we avoid rolling back and reprocessing the chunk.
Similarly, we can also improve runtime check conditions for reprocess case 2 and reprocess case 3 when this monotonicity property is applied.
Reduce Overhead of Reprocessing
With a naive implementation of parallel merge, the overhead of rollback and reprocessing is significant. Consider using n steps to merge 2 n chunks, if runtime check fails in the last step, half of the entire dataset needs to be re-executed. However, such a huge overhead is unnecessary because we should utilize existing partial merge results. In this subsection, we show how we reduce the reprocessing overhead. ▷ Reaches the first level.
9:
if check_result == FAILURE then Merge(tmp, right); 15: parent = tmp.parent; 16: while parent != current.parent do 17: right_sibling = calculate_right_sibling(parent); 18: Merge(parent, right_sibling); 19: parent = tmp.parent; 20: end while 21: end function Before we describe this algorithm in detail, we briefly illustrate key terms used in our algorithm. In this paper, if chunk C is union of chunk A and chunk B, we call chunk C the parent of both chunk A and chunk B. Assume that chunk A precedes chunk B, then chunk A is the left child of chunk C and chunk B is the right child of chunk C. Algorithm 2 shows the abstract procedure to merge sampled results of two chunks, left and current. First, it performs runtime check on chunk current using above runtime-checking rules. If runtime check succeeds, the sampled results of chunk left and current can be merged directly. Otherwise, we recursively check left child of chunk current until the runtime check succeeds or it reaches the first level. In the second step, we first re-execute the chunk of the first level if the runtime check still fails. Then, we continously merge results of the chunk and its right sibling in a hierarchical way until we merge results of the original two chunks successfully.
Reducing Number of Sample Points
In modern computer systems, especially streaming processors such as GPUs, the typical performance bottleneck is the overhead of data movement, rather than computation. Therefore, it is important to reduce data movement overhead of parallel merge. Although parallel merge needs fewer merge steps (i.e., parallel merge takes O(loд(n)) steps and sequential merge takes O(n) to finish merge, where n is the number of chunks )), it incurs more data movement overhead than sequential merge.
We start by comparing the communication overhead of these two merge methods when sampling and reconstruction method is applied. With sequential merge, each thread receives its actual initial values from the preceding chunk, and computes the initial values for the next chunk. Thus, the total amount of communication is simply:
where n_chunk denotes the number of chunks and n_recurrence represents the number of recurrence variables between chunks. As a comparison, for parallel merge, each chunk i + 1 treats each sampled output of chunk i as an initial value and computes the sampled results for the union of chunk i and chunk i +1 through the reconstruction function. Thus, the amount of data communication with parallel merge is :
where n_sample is the number of sample points when we apply sampling-and-reconstruction method for the corresponding algorithm. From the above fomulas, the communication overhead of parallel merge is typically larger than sequential merge as long as n_sample is greater than 1. In addition, it is proportional to the number of sample points. Therefore, we propose to seek opportunities to reduce the number of sample points so that data movement ovehead is lowered.
Many previous research works [11, 16, 17, 25, 26] have demonstrated the effectiveness of state-convergence for finite state machine algorithms (FSM). According to their studies, most FSMs, even those with many states, often converge to 16 or less active states for any input. By utilizing this state-convergence property, the computation and communication workload of FSM algorithm is proportional to the number of active states rather than the total number of states.
Based on this observation, we design a sample convergence scheme for our target applications. Specifically, we identify the following conditions: 1) The recurrence variable is assigned with values belonging to a finite set in one branch -a typical example is that the recurrence variable is assigned with a constant variable;
2) The corresponding condition is not related with any recurrence variable. When these two conditions are satisfied, the recurrence variable will convergence once the branch is executed, irrespective of how many sample points there are. We found that a large number of algorithms in realistic applications satisfy these two conditions. Figure 6 shows a concrete example which satisfies the above conditions. It is a user-defined aggregation from Raychev et al. [20] . Here, the recurrence variable count, which is highlighted in Figure 6 , is assigned with a constant variable 0. Second, the condition for that branch statement is A[i] − A[i − 1] >= k, and this condition is not related with count. Based on sampling-and-reconstruction method, this aggregation is an example of linear function and two sample points will be necessary to reconstruct the function. Thus, once else branch is executed, these two sample points will converge to same path. As a result, the communication and computation workload is reduced.
IMPLEMENTATION DETAILS
In this section, we first briefly illustrate several key performance considerations of implementations on GPUs, then we summarize our overall procedure of parallel merge.
Data Transformation: In a naive implementation, each thread sequentially accesses its own chunk, which is stored in a piece of continuous memory. Since the chunk size is typically large, consecutive threads will access distant memory locations. As a result, memory accesses across threads will not be contiguous and low throughput is achieved from global memory. To overcome this Figure 6 : A user-defined aggregation that satisfies sample convergence conditions problem, we change the layout of the input data, with the goal that consecutive threads access consecutive memory locations.
Clearly, such data layout transformation can have overheads. However, in many cases, different algorithms can be executed over the same data set many times, and data set is not updated. For such scenarios, one can justify offline data transformations since the overhead of data transformation is easily amortized.
Persistent-thread Model: On GPUs, programmers can decide how many thread blocks to launch in a grid. However, it is possible that only a subset of these blocks can be executed concurrently on a GPU because of limitations of resources such as the number of registers and the size of shared memory. When a thread block finishes, the hardware scheduler will choose another one to run until the entire grid finishes. This programming model causes several problems, for example, different thread block cannot synchronize and exchange data with each other. To avoid this, we adopt persistentthread model [10] . In persistent-thread model, we only launch as many blocks as can be simultaneously active, and assign multiple work items to each thread.
Selection of Chunk Size: The following trade-off arises while choosing the chunk size on GPUs. The advantages of setting a relatively small chunk size on GPUs is that it achieves better data locality -if each thread only processes several items at one time, the data can reside in registers. This way, we can exploit efficient shuffle instructions to transfer data within a warp. On the other hand, since each thread only processes few data items at one time, it will require several iterations to process the entire data set when input data size is large. At each iteration, there is some overhead to communicate data and perform synchronization among the threads. On the other hand, as we apply data transformation on the input data set, the overhead of coalesced memory access is much reduced even when the chunk size is large. Based on these observations, we make the chunk size as large as possible to reduce the communication and synchronization overhead , which means that the number of chunks is equal to the number of threads.
Based on above implementation points, we implemented a twolevel merge on GPUs, which includes a parallel local-level merge and a sequential global level merge. In the parallel local-level merge, each thread computes sampled results of its own chunk and keeps the results in registers. Then, threads within the same warp communicate with each other through efficient shuffle instructions. With 32 threads and parallel merge, it takes 5 iterations before the sampled outputs for the entire warp is calculated and stored in In the sequential global level merge, we merge sampled results of different thread blocks. In the first step, we write the sampled results of thread blocks to global memory since different thread blocks can only communicate with each other through global memory. Then, a global synchronization is performed to ensure that the sampled results are available for each thread. Finally, we merge the results of different thread blocks in a sequential manner. Since we adopt persistent-thread model, only a fixed number of thread blocks are launched in one grid, and the overhead of the last step is trivial.
EXPERIMENTAL RESULTS
In this section, we report on a series of experiments that evaluate the effectiveness of our methods using a set of representative algorithms. In the following, we first introduce the setup of our experiments. Then, we demonstrate that the overhead of executing our runtime-checking rules is trivial. We proceed to verify the effectiveness of our sample-convergence technique and data transformation optimization. Finally, we compare the seedups over sequential programs of sequential merge and parallel merge and discuss the difference in scalability between these two merge methods. For generality, we also performed experiments (not shown) on 64 nodes multi-core CPUs and found it achieved 2x performance improvement with parallel merge compared with sequential merge. 
Experimental Setup
Hardware and Software Platform: Our experiments were performed on two GPUs with different architectures, an Nvidia Tesla P100 and an Nvidia Tesla K80. Major specifications of these two GPUs are shown in Table 2 . The host operating system for our experiments is Red Hat 7.4. We used Clang libtooling to generate cuda kernels automatically. The CUDA programs are based on CUDA 9.2 toolkit and NVCC V9.2.88 is used to compile our programs. All sequential programs are compiled using icpc 18.0.3 with "-O3 -xHost" optimization flag. Benchmarks: Table 3 shows key features of the algorithms used in our experiments. All of these algorithms are collected from previous research efforts in this area [12, 20, 21] . For other details of these algorithms, readers are referred to [12] . By default, the data size used in our experiments is 128M data items (integers or float point numbers). In reporting execution times, we only consider the computation time on GPU when measuring execution time. The time it takes to transfer the input data from CPU to the GPU or write the results back to the CPUs is not included. We also repeated each experiment three times, and reported the average execution time as the final result. Because the variance in execution times was very small, the range is not reported in our figures.
Overhead of Executing Runtime-Checking Rules
A major concern with our new runtime-checking rules is that they involve many branch divergences and additional computations, which might hinder performance. However, since many algorithms are memory-bound on GPU architectures, additional computations will not add to the total execution time. To verify this, we compared execution time of our implementations with the ones without executing runtime-checking rules. Figure 7 shows the experimental results on an Nvidia Tesla P100. As indicated in the figure, the overhead of executing our runtime-checking rules is negligible, which is less than 0.1%. Our experiments on an Nvidia Tesla K80 have a similar result. The effectiveness of data transformation for different algorithms on an Tesla K80. To demonstrate the effectiveness of our sample-converge technique, we performed experiments on two representative algorithms, which are agg1 and agg2. These two algorithms are user-defined aggregations collected from [20] and they both satify the conditions to converge sample points, which are described in Section 3.5. Table 4 shows the speedups when sample converge is enabled for parallel merge implementations of these two algorithms. In all cases, we use the execution times when they achieve the best performance. Clearly, sample-converge technique can substantially improve performance on both GPUs since it reduces the overhead of communication and computation. To demonstrate the effectiveness of data transformations, we performed experiments on an Nvidia Tesla P100 and an Nvidia Tesla K80. Figure 8 and 9 compare the speedups with and without data transformations for parallel merge implementation on these two GPUs, respectively. As indicated in the figures, the performance is several times better with data transformations n both GPUs because of coalesced memory accesses.
Benefits from Optimizations

Scalability
In order to demonstrate the effectiveness of our parallel merge implementation method, we implemented sequential merge versions for the same set of algorithms. In sequential merge versions, we also adopted GPU related optimizations, such as data transformation, persistent-thread model, and others that were used for parallel merge. Figure 10 compares the speedups of sequential merge and parallel merge on an Nvidia Tesla P100. The speedups are measured over sequential programs. As indicated in the figure, sequential merge and parallel merge deliver similar performance when the number of thread blocks is 7. This is because parallelism resources of GPUs are not fully utilized with such a small number of thread blocks. Thus, the merge stage is not a bottleneck at this stage. As the number of thread blocks continues to increase, speedups of both sequential merge and parallel merge grow. However, the performance gap between sequential and parallel merge also increases. The parallel merge versions are 4-20 times more efficient than the sequential merge at the end. The experimental results show the difference of scalability of these two merge methods. The number of streaming processors on an Nvidia Tesla P100 is 56. For sequential merge programs, they achieve peak performance when the number of thread blocks is only 28 or even 14. When the number of thread blocks reaches 56, the speedup drops, which means that the computing resources are not fully utilized with the sequential merge. On the other hand, parallel merge programs show best performance with 56 thread blocks.
We also performed experiments on an Nvidia Tesla K80. Due to space limit, we briefly show the results in Table 5 . The second and third column of the table show the maximal speedups over sequential programs achieved by sequential merge and parallel (26) merge, respectively. As expected, parallel merge is 1.4-2.9 times more efficient than sequential merge. In addition, for parallel merge, the maximal speedups are achieved when the number of thread blocks is 26, which is equal to maximal launch in Table 2 . However, with sequential merge, the number of thread blocks is smaller.
RELATED WORK
Speculation Based Methods: A commonly used method to break dependences in loops is speculation [5, 18, 22] . For speculative execution, the actual values are checked at the runtime by the system.
If actual values do not match one or more of the speculated values, they simply rollback and re-execute the corresponding dataset. Zhao et al. [25, 26] parallelized a set of finite state machines (FSMs) with principled speculation. Qiu et al. [17] observed that speculative FSM parallelization is not scalable with an increasing number of cores. To address the limitation, they presented a series of scalability analysis models and developed an automatic speculative FSM parallelization framework named S3. For each run of FSM algorithm, S3 can automatically compute the optimal number of cores to use, so that it achieves best performance and reduces the waste of computing resources. Unlike this work, we propose to apply prefix sum parallelism pattern on a wider range of algorithms using a set of runtime check conditions to solve the scalability limitations. Prefix Sum Parallelism on GPUs: There is a growing literature on improving the performance of parallel-prefix computations, especially on GPU architectures [2, 6, 14, 15, 24] . Some of the optimization techniques in this work, such as the persistent-thread model, are adopted in our implementation. Dotsenko et al. [6] proposed a matrix-based scan algorithm and extended it to segmented scan and backward scan algorithms. Breitbart [2] proposed a scan algorithm on GPUs that involved static workgroups to effectively allow manual work distribution with a fixed number of threads. Maleki et al. [15] proposed a massively-parallel prefix sum algorithm named SAM, which natively supports two generalized prefix sums, higher-order prefix sums and tuple-based prefix sums. They further generalize prefix sum implementations on GPUs to support linear recurrences [14] . Mytkowicz et al. [16] proposed to apply parallel prefix sum on FSM algorithms, which emulates all states.
To reduce the redundancy, they adopt state convergence method, which has been made more broadly applicable in our work. Compared with these reasearch work, our work can benefit more classes of algorithms based on sampling-and-reconstruction method [12] . Thus, all of the above algorithms, including, prefix sum, higherorder prefix sums, tuple-based prefix sums, linear recurrences, and FSMs can be directly accelerated using our method.
CONCLUSION
With experimental evidence, this work points out that a principal limitation of sampling-and-reconstruction method is that it is not able to achieve linear scalability when being ported to manycore architectures such as GPUs. To overcome this fallency, this work enables prefix sum parallelism pattern with sampling-andreconstruction method. This work also introduces a set of refined runtime check conditions, which can avoid almost all runtime check failures. In addition, we propose our methods to reduce reprocessing overhead and reduce workload through reducing the number of sample points. Evaluation results on a set of representative algorithms demonstrate that our methods deliver linear scalability and can be several times more efficient than sequential merge implementation.
