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Abstract
In this paper, the series pattern solution of the Cauchy problem for Turing reaction-
diﬀusion model is obtained by using the homotopy analysis method (HAM). Turing reaction-
diﬀusion model is nonlinear reaction-diﬀusion system which usually has power-law non-
linearities or may be rewritten in the form of power-law nonlinearities. Using the HAM,
it is possible to ﬁnd the exact solution or an approximate solution of the problem. This
technique provides a series of functions which converges rapidly to the exact solution of
the problem. The eﬃciency of the approach will be shown by applying the procedure on
two problems. Furthermore, the so-called homotopy-Pade technique (HPT) is applied to
enlarge the convergence region and rate of solution series given by the HAM.
Keywords : Turing mechanisms; Reaction-diﬀusion systems; Homotopy analysis method; Series
solution.
1 Introduction
Turing [8] suggested that, under certain conditions, chemicals can react and diﬀuse in such
a way as to produce steady state heterogeneous spatial patterns of chemical or morphogen
concentration. Turing reaction-diﬀusion system which usually has power-law nonlinearities
or may be rewritten in the form of power-law nonlinearities is arisen in biology. In the
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present paper, we consider the Cauchy problem for the reaction-diﬀusion system



∂ϕk
∂t = fk(ϕ1,ϕ2,...,ϕn) + Ck∇2ϕk,
ϕk(X,0) = gk(X),
(1.1)
where k = 1,2,...,n and X ∈ Rd. We prefer to write (1.1) in the matrix form [7]

 
 
Φt = f(Φ) + C∇2Φ,
Φ(X,0) = G(X),
(1.2)
where Φ is the vector of morghogen concentrations, f(Φ) represents the reaction kinetics
and C is the diagonal matrix of positive constant diﬀusion coeﬃcients. In this paper,
we employe the HAM [4, 5] to ﬁnd the series pattern solution of (1.2). Furthermore, the
so-called homotopy-Pade technique (HPT) [4] is applied to enlarge the convergence region
and rate of solution series given by the HAM.
2 Description of the method
In this section, we obtain the recurrent relation to ﬁnd the series pattern solutions of the
Cauchy problem for the Turing reaction-diﬀusion model which is a nonlinear reaction-
diﬀusion system, by using HAM. The Turing reaction-diﬀusion model is arisen in mathe-
matical modeling in biology. Here, we ﬁrst outline a deﬁnition and a theorem as already
given in [5, 6].
Denition 2.1. Let ϕ be a function of the homotopy-parameter q, then
Dm(ϕ) =
1
m!
∂mϕ
∂qm
 
   
 
q=0
, (2.3)
is called the mth-order homotopy-derivative of ϕ, where m ≥ 0 is an integer [5].
Theorem 2.1. For homotopy-series ϕ =
+1 ∑
n=0
unqn, it holds
Dm(ϕk) =
m ∑
r1=0
um r1
r1 ∑
r2=0
ur1 r2
r2 ∑
r3=0
ur2 r3 ...
rk 3 ∑
rk 2=0
urk 3 rk 2
rk 2 ∑
rk 1=0
urk 2 rk 1urk 1,
where m ≥ 0 and k ≥ 0 are positive integers.
Proof. Please refer to [6].
Corollary 2.1. According to the Theorem (2.1), we nd
ϕk =
+1 ∑
n=0
Dn(ϕk)qn. (2.4)Communications in Numerical Analysis 3
2.1 HAM solution
In what follows, we consider Liao’s homotopy analysis method [3, 4, 5]. Suppose
L[Φ] = Φt, (2.5)
which has the property L[C1] = 0, where C1 is a function with respect to X. From (1.2),
we have
N[Φ] = Φt − f(Φ) − C∇2Φ. (2.6)
We consider the so-called zero-order deformation equation
(1 − q)L[Φ(X,t;q) − Ψ0(X,t)] = q~H(X,t)N[Φ(X,t;q)], (2.7)
where q ∈ [0,1] is the embedding parameter, ~ is a diagonal matrix of nonzero convergence-
parameters, H(X,t) is a diagonal matrix of auxiliary functions, Ψ0(X,t) is an initial guess
of the exact solution Ψ(X,t) and Φ(X,t;q) is an unknown function which depends also
on convergence-parameters and auxiliary functions. Expanding Φ(X,t;q) in Taylor series
with respect to q, we have
Φ(X,t;q) = Ψ0(X,t) +
+1 ∑
m=1
Ψm(X,t)qm, (2.8)
where
Ψm(X,t) = Dm [Φ(X,t;q)].
Operating on both sides of Eq. (2.7) with Dm, we have the so called mth-order deformation
equation
L[Ψm(X,t) − χmΨm 1(X,t)] = ~H(X,t)Rm(⃗ Ψm 1,X,t), (2.9)
where
Rm(⃗ Ψm 1,X,t) = Dm 1 (N[Φ(X,t;q)]), (2.10)
and
χm =

 
 
0, m ≤ 1,
1, m ≥ 2.
For Eqs. (2.6) and (2.10), we have
Rm[⃗ Ψm 1] = (Ψm 1)t − Dm 1[f(Ψ)] − C∇Ψm 1, (2.11)
where Dm 1[f(Ψ)] can be calculated by using Theorem (2.1) and Corollary (2.1). Let
Ψ
m(X,t) denote a special solution of the equation
L[Ψ
m(X,t)] = ~H(X,t)Rm[⃗ Ψm 1(X,t)]. (2.12)
Now, the solution of the mth-order deformation equation (2.9) with initial condition
Ψm(X,t) = 0, for m ≥ 1 becomes
Ψm(X,t) = χmΨm 1(X,t) + Ψ
m(X,t) − Ψ
m(X,0). (2.13)
It should be emphasized that the linear Eq. (2.13) can be easily solved by symbolic
computation software such as Mathematica and Maple.4 Communications in Numerical Analysis
Remark 2.1. The values ~ = −I and H(X,t) = I reduce the HAM to the ADM/HPM.
In this case, Eq. (2.13) becomes
Ψm+1 = L 1 [
Dm[f(Ψ)] + C∇2Ψm
]
, Ψm+1(X,0) = 0, (2.14)
where L 1(•) =
∫ t
0 (•)dt and m = 0,1,2,....
Remark 2.2. It is important to notice that HAM may need signicant more computation
time and computer hardware requirements, in this case, for an alternative way refer to [9].
3 Test examples
This section employs the HAM to solve Cauchy problem for the two-dimensional two
species reaction-diﬀusion systems. A chemical mechanism for pattern formation which
ﬁrst described by Alan Turing is given by [7]

 
 
∂u
∂t = f1(u,v) + Cu∇2u,
∂v
∂t = f2(u,v) + Cv∇2v,
(3.15)
where fk is the kinetic, which will always be nonlinear. We assume that
fi(u,v) =
ni ∑
k=0
αk,iuβk;ivγk;i, (3.16)
where αk,i is a real constant, and βk,i and γk,i are nonnegative integers. We have
Ru,m =
∂um 1
∂t −
n1 ∑
k=0
αk,1Dm 1
(
uβk;1vγk;1)
− Cu
(
∂2um 1
∂x2 +
∂2um 1
∂y2
)
,
Rv,m =
∂vm 1
∂t −
n2 ∑
k=0
αk,2Dm 1
(
uβk;2vγk;2)
− Cv
(
∂2vm 1
∂x2 +
∂2vm 1
∂y2
)
.
(3.17)
Example 3.1. Consider the Cauchy problem for a two-dimensional Brusselator system
[1, 2]

    
    
∂u
∂t = u2v − 2u + 1
4
(
∂2u
∂x2 + ∂2u
∂y2
)
,
∂v
∂t = u − u2v + 1
4
(
∂2v
∂x2 + ∂2v
∂y2
)
,
u(x,y,0) = exp(−x − y), v(x,y,0) = exp(x + y).
(3.18)
The exact solution of (3.18) is u(x,y,t) = exp(−x−y− t
2) and v(x,y,t) = exp(x+y+ t
2).
By using HAM, starting with u0(x,y,t) = u(x,y,0) and v0(x,y,t) = v(x,y,0), with
H(x,y,t) = I, we nd
u1 = 1
2e (x+y)~1t = 1
211!e (x+y)~1
1t1,
u2 = 1
2e (x+y)~1(1 + ~1)t + 1
8e (x+y)~2
1t2 = 1
211!e (x+y)~1(1 + ~1)t + 1
222!e (x+y)~2
1t2,Communications in Numerical Analysis 5
and, in general, by mathematical induction,
um = e (x+y)
m ∑
k=1
~k
1(1 + ~1)m k
2kk!
Ck 1
m 1tk,
and similarly
v1 = −1
2ex+y~2t = − 1
211!ex+y~1
2t1,
v2 = −1
2ex+y~2(1 + ~2)t + 1
8ex+y~2
2t2 = − 1
211!ex+y~2(1 + ~2)t + 1
222!ex+y~2
2t2,
and, in general, by mathematical induction,
vm = ex+y
m ∑
k=1
(−1)k~k
2(1 + ~2)m k
2kk!
Ck 1
m 1tk,
Thus,
u(x,y,t) = e (x+y)
(
1 +
+1 ∑
m=1
m ∑
k=1
~k
1(1+~1)m k
2kk! Ck 1
m 1tk
)
= e (x+y)
(
1 +
+1 ∑
m=1
+1 ∑
k=m
~m
1 (1+~1)k m
2mm! Cm 1
k 1 tm
)
= e (x+y)
(
1 +
+1 ∑
m=1
~m
1 tm
2mm!
+1 ∑
k=0
Cm 1
k+m 1(1 + ~1)k
)
,
(3.19)
and similarly
v(x,y,t) = ex+y
(
1 +
+1 ∑
m=1
m ∑
k=1
( 1)k~k
2(1+~2)m k
2kk! Ck 1
m 1tk
)
= ex+y
(
1 +
+1 ∑
m=1
( 1)m~m
2 tm
2mm!
+1 ∑
k=0
Cm 1
k+m 1(1 + ~2)k
)
.
(3.20)
It is clear that, the necessary conditions for the series in (3.19) and (3.20) to be
convergent are |1 + ~1| < 1 and |1 + ~2| < 1. Therefore, for the convergence region
−2 < ~1,~2 < 0, the exact solution of (3.18) is obtained
u(x,y,t) = e (x+y)
(
1 +
+1 ∑
m=1
~m
1 tm
2mm!
1
( ~1)m
)
= e (x+y+ t
2),
v(x,y,t) = ex+y
(
1 +
+1 ∑
m=1
( 1)m~m
2 tm
2mm!
1
( ~2)m
)
= ex+y+ t
2.
(3.21)
The solution (3.21) is the same solution which is obtained by using (2.14) [2].6 Communications in Numerical Analysis
Example 3.2. Consider the problem

    
    
∂u
∂t = u2v − 2uv2 + 1
2
(
∂2u
∂x2 + ∂2u
∂y2
)
,
∂v
∂t = u3 − 2u2v + 1
2
(
∂2v
∂x2 + ∂2v
∂y2
)
,
u(x,y,0) = x2 + y2, v(x,y,0) = 1
2
(
x2 + y2)
.
(3.22)
The exact solution of (3.22) is u(x,y,t) = x2 +y2 +2t and v(x,y,t) = 1
2(x2 +y2)+t. By
applying HAM, with H(x,y,t) = I, starting with u0(x,y,t) = u(x,y,0) and v0(x,y,t) =
v(x,y,0), we nd
u1(x,y,t) = −2~1t,
u2(x,y,t) = −2~1(1 + ~1)t,
and, in general, by mathematical induction,
um(x,y,t) = −2~1(1 + ~1)m 1t,
and similarly
v1(x,y,t) = −~2t,
v2(x,y,t) = −~2(1 + ~2)t,
and, in general, by mathematical induction,
vm(x,y,t) = −~2(1 + ~2)m 1t.
Thus,
u(x,y,t) = x2 + y2 − 2~1t
+1 ∑
m=0
(1 + ~1)m,
v(x,y,t) = 1
2
(
x2 + y2)
− ~2t
+1 ∑
m=0
(1 + ~2)m.
(3.23)
It is clear that, the necessary conditions for the series in (3.23) to be convergent are
|1 + ~1| < 1 and |1 + ~2| < 1. Therefore, for the convergence region −2 < ~1,~2 < 0,
(3.23) yields
u(x,y,t) = x2 + y2 + 2t,
v(x,y,t) = 1
2
(
x2 + y2)
+ t.
(3.24)
The solution (3.24) is the same solution which is obtained by using (2.14).
4 Comparison and discussion
In this part, comparison between exact and approximate solutions, to check the accuracy
of the method, are given. Finally, the so-called homotopy-Pade technique (HPT) is applied
to enlarge the convergence region and rate of solution series given by the HAM. For details
about the HPT, please refer to Liao ([4], Section 2.3.7). We use n+1 terms in evaluating
approximate solution wapprox[n](x,y,t;~) =
∑n
m=0 wm(x,y,t;~). For the approximate so-
lution wapprox[m+n](x,y,t;~), we denote the [m,n] HPT by wHPT[m,n](x,y,t;~).Communications in Numerical Analysis 7
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Figure 1: The ~-curves of u
′
approx[6](0,0,0;~1) and v
′
approx[6](0,0,0;~2) for Example 3.1.
For comparison the solution series given by HAM with the exact solution we report abso-
lute error which deﬁned by
∥  w∥ = |w −   w|,
where w and   w are exact and approximate solutions respectively. For an alternative way
to report error refer to [10].
For the approximate solutions, we plot ~-curves for Example (3.1) to discover the conver-
gent region. According to the ~-curves, it is easy to discover the valid region of ~, which
corresponds to the line segment nearly parallel to the horizontal axis. For an alternative
way to obtain the valid region of ~ and to show the convergence of the obtained series
refer to [10]. Figure 1 shows the convergent region where the prime denotes diﬀerentiation
with respect to the similarity variable t. In the Figure 1, the value -1 is in the convergent
region. Figures. 2 and 3 show the comparison of the approximate and exact solution of the
Example (3.1). Tables 1 and 2 show the absolute errors of the approximate solutions given
by HAM for Example (3.1). Tables 3 and 4 show the absolute errors of the approximate
solutions given by HPT for Example (3.1). According to the Tables 1-4, it is found that
the HPT can greatly enlarge the convergence region and rate of solution series given by
the HAM. For the Example (3.2), we have
uapprox[1](x,y,t;−1) = x2 + y2 + 2t,
vapprox[1](x,y,t;−1) = 1
2(x2 + y2) + t.
Thus, the ﬁrst-order iteration, at ~ = −I, gives the exact solution.8 Communications in Numerical Analysis
Table 1
The absolute errors of uapprox[6](x,y,t;−1) for Example (3.1).
ti(xi,yi) (0.1,0.1) (0.2,0.2) (0.3,0.3) (0.4,0.4)
0.1 1.26010 × 10 13 1.03140 × 10 13 8.44880 × 10 14 6.92224 × 10 14
0.2 1.60438 × 10 11 1.31357 × 10 11 1.07546 × 10 11 8.80507 × 10 12
0.3 2.72436 × 10 10 2.23052 × 10 10 1.82620 × 10 10 1.49516 × 10 10
0.4 2.02847 × 10 09 1.66077 × 10 09 1.35972 × 10 09 1.11325 × 10 09
0.5 9.61351 × 10 09 7.87087 × 10 09 6.44413 × 10 09 5.27600 × 10 09
0.6 3.42379 × 10 08 2.80316 × 10 08 2.29504 × 10 08 1.87902 × 10 08
0.7 1.00116 × 10 07 8.19682 × 10 08 6.71099 × 10 08 5.49449 × 10 08
0.8 2.53413 × 10 07 2.07477 × 10 07 1.69868 × 10 07 1.39076 × 10 07
0.9 5.74502 × 10 07 4.70363 × 10 07 3.85100 × 10 07 3.15293 × 10 07
1 1.9399 × 10 06 9.77556 × 10 07 8.00356 × 10 07 6.55276 × 10 07
Table 2
The absolute errors of vapprox[6](x,y,t;−1) for Example (3.1).
ti/(xi,yi) (0.1,0.1) (0.2,0.2) (0.3,0.3) (0.4,0.4)
0.1 1.90514 × 10 13 2.32706 × 10 13 2.84439 × 10 13 3.47278 × 10 13
0.2 2.45404 × 10 11 2.99734 × 10 11 3.66103 × 10 11 4.47149 × 10 11
0.3 4.21959 × 10 10 5.15382 × 10 10 6.29489 × 10 10 7.68859 × 10 10
0.4 3.18128 × 10 09 3.88563 × 10 09 4.74592 × 10 09 5.79668 × 10 09
0.5 1,52668 × 10 08 1.86469 × 10 08 2.27753 × 10 08 2.78179 × 10 08
0.6 5.50560 × 10 08 6.72455 × 10 08 8.21338 × 10 08 1.00318 × 10 07
0.7 1.63017 × 10 07 1.99110 × 10 07 2.43193 × 10 07 2.97037 × 10 07
0.8 4.17824 × 10 07 5.10332 × 10 07 6.23321 × 10 07 7.61326 × 10 07
0.9 9.59161 × 10 07 1.17152 × 10 06 1.43090 × 10 06 1.74771 × 10 06
1 2.01854 × 10 06 2.46546 × 10 06 3.01131 × 10 06 3.67803 × 10 06
Table 3
The absolute errors of uHPT[3;3](x,y,t;−1) for Example (3.1).
ti(xi,yi) (0.1,0.1) (0.2,0.2) (0.3,0.3) (0.4,0.4)
0.1 5.99520 × 10 15 4.77396 × 10 15 3.88578 × 10 15 3.21965 × 10 15
0.2 7.35079 × 10 13 6.01852 × 10 13 4.92606 × 10 13 4.03400 × 10 13
0.3 1.19558 × 10 11 9.78839 × 10 12 8.01403 × 10 12 6.56136 × 10 12
0.4 8.52527 × 10 11 6.97988 × 10 11 5.71465 × 10 11 4.67877 × 10 11
0.5 3.87028 × 10 10 3.16872 × 10 10 2.59432 × 10 10 2.12405 × 10 10
0.6 1.32057 × 10 09 1.08119 × 10 09 8.85202 × 10 10 7.24742 × 10 10
0.7 3.70017 × 10 09 3.02944 × 10 09 2.48030 × 10 09 2.03069 × 10 09
0.8 8.97599 × 10 09 7.34892 × 10 09 6.01679 × 10 09 4.92613 × 10 09
0.9 1.95053 × 10 08 1.59696 × 10 08 1.30748 × 10 08 1.07047 × 10 08
1 3.88633 × 10 08 3.18186 × 10 08 2.60508 × 10 08 2.13286 × 10 08Communications in Numerical Analysis 9
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Figure 2: Comparison of the exact solution with analytic approximation uapprox[6](x,y,t;−1)
given by HAM for Example (3.1). Solid line: exact solution, ﬁlled square: 4th-order, open circle:
5th-order, up pointer: 6th-order, open square: 7th-order and ﬁlled circle: 10th-order analytic
approximations.
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Figure 3: Comparison of the exact solution with analytic approximation vapprox[6](x,y,t;−1)
given by HAM for Example (3.1). Solid line: exact solution, ﬁlled square: 4th-order, open circle:
5th-order, up pointer: 6th-order, open square: 7th-order and ﬁlled circle: 10th-order analytic
approximations.10 Communications in Numerical Analysis
Table 4
The absolute errors of vHPT[3;3](x,y,t;−1) for Example (3.1).
ti(xi,yi) (0.1,0.1) (0.2,0.2) (0.3,0.3) (0.4,0.4)
0.1 9.54792 × 10 15 1.15463 × 10 14 1.39888 × 10 14 1.68754 × 10 14
0.2 1.33871 × 10 12 1.63514 × 10 12 1.99707 × 10 12 2.43983 × 10 12
0.3 2.40754 × 10 11 2.94058 × 10 11 3.59162 × 10 11 4.38680 × 10 11
0.4 1.89733 × 10 10 2.31740 × 10 10 2.83048 × 10 10 3.45717 × 10 10
0.5 9.51935 × 10 10 1.16270 × 10 09 1.42012 × 10 09 1.73454 × 10 09
0.6 3.58967 × 10 09 4.38444 × 10 09 5.35516 × 10 09 6.54081 × 10 09
0.7 1.11159 × 10 08 1.35770 × 10 08 1.65830 × 10 08 2.02545 × 10 08
0.8 2.98013 × 10 08 3.63994 × 10 08 4.44584 × 10 08 5.43016 × 10 08
0.9 7.15706 × 10 08 8.74165 × 10 08 1.06771 × 10 07 1.30410 × 10 07
1 1.57598 × 10 07 1.92491 × 10 07 2.35109 × 10 07 2.87163 × 10 07
5 Concluding remarks
In this paper the HAM was employed to obtain the series solution of the Cauchy problem
for the reaction-diﬀusion system. The results show that the methods are promising tools
for solving the nonlinear systems of PDEs. The HAM is more suitable than other methods
to solve the nonlinear problems, because the HAM provides us with a convenient way
to control the convergence of approximation series, which is a fundamental qualitative
diﬀerence in analysis between HAM and other methods. Thus the convergence-parameter
plays an important role within the frame of the HAM which can be determined by the so-
called ~-curves. Also, it is found that the HPT can greatly enlarge the convergence region
and rate of solution series given by the HAM. This paper used the homotopy analysis
method to solve a system of PDEs with power-law nonlinearities under the application
of Theorem 2.1. For the other kind of nonlinearities, it is possible to use a version of
the proposed theorem in [11]. Moreover, the diﬀusion term in (1.1) may be generalized
in the form
∑n
k=1 αk∇(Dk∇ϕk), and the reaction term fk may be generalized in the
form which contains independent variables, ϕi and diﬀerentiations of ϕi with respect to
independent variables. Finally, we pointed out that the corresponding analytical and
numerical solutions are obtained using Mathematica.
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