Conocimiento compartido y razonamiento argumentativo colaborativo para entornos de múltiples agentes en ambientes distribuidos by Agis, Ramiro A. et al.
53 
 
Conocimiento Compartido y Razonamiento 
Argumentativo Colaborativo para Entornos de Múltiples 
Agentes en Ambientes Distribuidos 
Ramiro A. Agis Sebastian Gottifredi Alejandro J. García 
Instituto de Ciencias e Ingeniería de la Computación (UNS–CONICET), 
Departamento de Ciencias e Ingeniería de la Computación, 
Universidad Nacional del Sur, Bahía Blanca, Argentina 





Los Sistemas Multi-Agente constituyen un 
área en continuo crecimiento para el desarrollo 
de aplicaciones comerciales e industriales de 
gran escala ya que proveen de manera más na- 
tural soluciones a problemas complejos. En 
este tipo de sistemas, cada agente tiene capaci- 
dades limitadas e información incompleta so- 
bre su entorno. Dicha información puede estar 
en contradicción con la información de otros 
agentes del sistema, y la resolución de este tipo 
de conflictos no es trivial. Esta línea de inves- 
tigación se enfoca en mejorar las capacidades 
de razonamiento, representación de conoci- 
miento, e interacción de agentes que participan 
en Sistemas Multi-Agente, los cuales colabo- 
ran y comparten su conocimiento en entornos 
dinámicos. 
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La presente línea de investigación se encuentra 
inserta en el marco de los proyectos PGI 
24/ZN32 “Formalismos para el tratamiento de 
confianza y reputación en Sistemas Multi- 
Agente” y PGI 24/N035 “Argumentación y Di- 
námica de Creencias para mejorar lascapaci- 
dades de razonamiento y representación de co- 
nocimiento de Sistemas Multi-Agente”, finan- 
ciados por la Universidad Nacional del Sur 
(UNS), ambos llevados a cabo dentro del De- 
partamento de Ciencias e Ingeniería de la 
Computación (DCIC), UNS. 
 
3. Introducción 
Un agente es una entidad computacional autó- 
noma, que percibe su entorno a través de sen- 
sores y actúa en ese entorno utilizando efecto- 
res. Decir que es autónomo significa que tiene 
algún tipo de control sobre su propio compor- 
tamiento y que puede actuar sin la intervención 
de otros agentes o humanos. Actualmente los 
agentes tienen un campo de aplicación muy 
amplio yexisten muchos tipos de agentes dife- 
rentes (por ejemplo: reactivos, deliberativos, 
inteligentes, de interface, colaborativos, etc.) 
los cuales a su vez están orientados a distintos 
entornos de aplicación. Los agentes involucran 
aportes de varias áreas de Inteligencia Artifi- 
cial cómo Resolución de Problemas Distribui- 
dos, e Inteligencia Artificial Paralela. Es por 
esto, que los agentes heredan: modularidad, 
velocidad (gracias al paralelismo), confiabili- 
dad (gracias a la redundancia), fácil manteni- 




En un Sistema Multi-Agente (SMA), 
[DRM05], varios agentes interactúan para con- 
seguir algún objetivo o realizar alguna tarea 
común. En este tipo de sistemas, cada agente 
tiene información incompleta ycapacidades li- 
mitadas, el control del sistema es distribuido, 
los datos están descentralizados, y la compu- 
tación es asincrónica. Además, los agentes se 
desenvuelven en un entorno dinámico y cam- 
biante, el cual no puede predecirse y se ve afec- 
tado por las acciones que son llevadas a cabo 
por los agentes y también por humanos. Por lo 
tanto, todo lenguaje de especificación o imple- 
mentación de agentes debe considerar primiti- 
vas para la interacción [GGS09]. Debido a las 
características enunciadas antes, los SMA 
constituyen un área en continuo crecimiento 
para el desarrollo de aplicaciones comerciales 
e industriales de gran escala. Esto se debe prin- 
cipalmente a que proveen de manera más natu- 
ral soluciones a problemas complejos. 
En un SMA los distintos agentes pueden 
percibir o inferir información diferente (y po- 
tencialmente contradictoria e incompleta) so- 
bre el entorno en el que se encuentran. El razo- 
namiento colaborativo consiste en que los 
agentes – aprovechando sus capacidades de re- 
presentación de conocimiento y razonamiento 
– puedan combinar entre todos dicha informa- 
ción para realizar nuevas inferencias difíciles 
de realizar individualmente, con el objetivo de 
resolver colaborativamente problemas com- 
plejos. 
La argumentación constituye un área de es- 
tudio de especial interés en el ámbito de la In- 
teligencia Artificial (ver por ejemplo [RS09]), 
principalmente, porque permite razonar con in- 
formación incompleta e incierta, y permite ma- 
nejar inconsistencias en los sistemas basados 
en conocimiento. Este tipo de razonamiento es 
particularmente atractivo para toma de decisio- 
nes, y dentro de la Inteligencia Artificial existe 
particular interés en abordar este tipo de pro- 
blemas [HV06, FEGG8]. La argumentaciónha 
evolucionado  como  un  mecanismo atractivo 
para formalizar el razonamiento de sentido co- 
mún [PV02, FGKS11, GRS07]. En la literatura 
se evidencia un gran desarrollo tanto de la for- 
malización de diferentes frameworks de argu- 
mentación abstracta [BGG05, NBD08]; como 
así también de sistemas de argumentación es- 
tructurados (o basados en reglas) [AK07, 
DKT06, GS04]. 
La programación lógica rebatible (DeLP por 
sus siglas en inglés) es un ejemplo de sis- tema 
de argumentación estructurado en el cual se 
puede representar conocimiento en un pro- 
grama lógico rebatible, en forma de hechos, re- 
glas estrictas y reglas rebatibles. El mecanismo 
de razonamiento realiza un análisis exhaustivo 
que considera argumentos a favor y en contra, 
con el objetivo de encontrar cuales conclusio- 
nes están garantizadas por el programa [GS04]. 
En el último tiempo, el campo de aplicación de 
la argumentación se ha expandido velozmente, 
en gran parte debido a los avances teóricos, 
pero también gracias a la demostración exitosa 
de su uso práctico en un gran número de domi- 
nios de aplicación, tales como el razonamiento 
legal [PS02], la ingeniería del conocimiento 
[TGS09], los sistemas multi-agente [PSJ98, 
AMP02], y el e-government [ABM05]. DeLP 
permite a los agentes representar información 
potencialmente contradictoria de forma decla- 
rativa, y además provee un mecanismo de in- 
ferencia para garantizar las conclusiones infe- 
ridas. 
El razonamiento colaborativo en SMA es un 
área con muchas aristas por explorar. Los en- 
foques actuales todavía tienen falencias por re- 
solver, particularmente en situaciones donde 
los agentes pueden tener conocimiento contra- 
dictorio y/o posiciones en conflicto con otros 
agentes. Por lo tanto, en esta línea de investi- 
gación se busca explotar los beneficios de la 
argumentación y DeLP para equipar a los 
agentes con mecanismos que les permitan ra- 
zonar exitosamente de manera conjunta y cola- 
borativa en diferentes contextos. 
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4. Líneas de Investigación y 
Desarrollo 
La línea de investigación propuesta se enfoca 
en mejorar las capacidades de razonamiento, 
representación de conocimiento, e interacción 
de agentes que participan en SMA, los cuales 
colaboran y comparten su conocimiento en en- 
tornos dinámicos. En particular, se busca me- 
jorar la capacidad de los agentes para razonar 
cuando se intenta resolver problemas de ma- 
nera conjunta y colaborativa, y además, mejo- 
rar la capacidad de aprovechar la información 
que reciben de sus pares. 
El objetivo general de esta línea de investi- 
gación es el desarrollo y formalización de téc- 
nicas de razonamiento avanzadas, combinando 
programación en lógica rebatible, argumenta- 
ción, actualización de bases deductivas, y me- 
canismos computacionales de confianza y 
reputación. Su aporte está orientado a la pro- 
blemática asociada con la especificación e im- 
plementación de agentes inteligentes delibera- 
tivos, en el contexto de su participación en un 
sistema multi-agente colaborativo. 
Entre los objetivos particulares se encuentran: 
• Desarrollar y formalizar métodos de razo- 
namiento automático basados en argumen- 
tación, para un entorno de múltiples agen- 
tes, los cuales pueden colaborar en dicho ra- 
zonamiento. 
• Desarrollar métodos para equipar a los sis- 
temas de argumentación con la posibilidad 
de tener en cuenta cambios dinámicos. 
• Desarrollar nuevas técnicas de manteni- 
miento de bases de conocimiento donde los 
agentes puedan recibir información de múl- 
tiples informantes y que involucren meca- 
nismos computacionales de confianza y 
reputación en SMA. 
• Extender la programación lógica rebatible 
para entornos distribuidos donde puedan 
coexistir múltiples agentes que comparten 
información. 
La importancia de esta investigación radica 
en el estudio y desarrollo de nuevos formalis- 
mos, técnicas y métodos para su aplicación en 
las áreas de agentes inteligentes y sistemas 
multi-agente. Estos sistemas se utilizan en la 
actualidad para la resolución de problemas 
complejos en ciencias de la computación y en 
otras disciplinas. Su campo de aplicación ha 
ido en aumento en los últimos años, fundamen- 
talmente por los desarrollos teóricos y prácti- 
cos producidos en el área de inteligenciaartifi- 
cial distribuida. La aplicación de estos sistemas 
seguirá en aumento, lo cual requerirá el desa- 
rrollo de nuevos formalismos teóricos para su 
futura aplicación. 
Un aspecto de la importancia de esta inves- 
tigación radica en mejorar la capacidad de re- 
solver problemas de manera colaborativa, uti- 
lizando agentes deliberativos autónomos, 
donde se pueda compartir la información y ra- 
zonar aprovechando las capacidades indivi- 
duales. Al intentar resolver un problema de 
manera conjunta, cada uno de los agentes 
puede brindar su aporte individual de varias 
maneras: completando la solución con infor- 
mación relevante que solamente este agente 
dispone; dar razones a favor de una conclusión; 
dar razones en contra de una conclusión; o 
también aportando un criterio de preferencia 
que permita resolver un conflicto entre conclu- 
siones contradictorias. 
Pensar en resolver esta clase de problemas 
simplemente uniendo las bases de conoci- 
miento de los agentes participantes es imprac- 
ticable por diferentes razones. Por un lado, los 
agentes deben poder mantener ciertos niveles 
de privacidad sobre la información que dispo- 
nen; además, los agentes que tienen grandes 
volúmenes de información deberían poder res- 
tringirse a aportar solamente la información re- 
levante a la cuestión a tratar, y por otro lado, 
los agentes no solo pueden colaborar con infor- 
mación, sino también con otros elementos 
como criterios que permitan resolver conflictos 




El estudio de agentes en Ciencias de la 
Computación involucra tanto a agentes de soft- 
ware como a agentes físicos. Los agentes de 
software se han convertido en una herramienta 
fundamental para aplicaciones de naturaleza 
distribuida en entornos dinámicos, y tienen 
aplicación directa en áreas como robótica cog- 
nitiva, comercio electrónico, y asistentes para 
toma de decisiones. El desarrollo de tecnología 
de agentes inteligentes permitirá además lograr 
nuevos avances en áreas fundacionales de las 
Ciencias de la Computación como sistemas 
operativos distribuidos, bases de datos distri- 
buidas, y lenguajes de programación en para- 
lelo. 
 
5. Resultados Esperados 
Con el fin de cumplir los objetivos antes men- 
cionados, en esta línea de investigación se es- 
pera lograr los siguientes resultados a corto 
plazo: 
• Definir una estrategia de intercambio de ar- 
gumentos que permita a los agentes com- 
partir conocimiento entre sí, y que contem- 
ple y resuelva los potenciales conflictos que 
surjan de dicho intercambio de información. 
• Definir una estrategia que permita a los 
agentes generar reglas a partir del razona- 
miento colaborativo sobre las diferentes 
percepciones parciales e individuales del 
entorno. 
• Definir una estrategia de toma de decisiones 
entre múltiples agentes que utilice argu- 
mentación colectiva, basada en confianza y 
reputación de múltiples informantes. 
 
6. Formación de Recursos 
Humanos 
Dentro de esta línea de investigación se llevaa 
cabo la tesis de Doctor en Ciencias de la 
Computación de Ramiro A. Agis, bajo la direc- 
ción de Alejandro J. García y Sebastian Gotti- 
fredi, en desarrollo dentro del Laboratorio de 
Investigación y Desarrollo en Inteligencia Ar- 
tificial (LIDIA) perteneciente al Instituto de 
Ciencias e Ingeniería de la Computación 
(ICIC), instituto de doble dependencia de la 
Universidad Nacional del Sur y CONICET. 
Actualmente, el LIDIA cuenta con investiga- 
dores, becarios y estudiantes de posgrado tra- 
bajando intensamente en las áreas de Razona- 
miento bajo Incertidumbre e Inconsistencia, 
Web Semántica, Razonamiento sobre Prefe- 
rencias, Robótica Cognitiva, Argumentación 
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