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Abstract. To each finitely presented module M over a commutative ring R one can
associate an R-ideal FitR(M) which is called the (zeroth) Fitting ideal of M over R and
which is always contained in the R-annihilator of M . In an earlier article, the second
author generalised this notion by replacing R with a (not necessarily commutative) o-
order Λ in a finite dimensional separable algebra, where o is an integrally closed complete
commutative noetherian local domain. To obtain annihilators, one has to multiply the
Fitting invariant of a (left) Λ-module M by a certain ideal H(Λ) of the centre of Λ. In
contrast to the commutative case, this ideal can be properly contained in the centre of
Λ. In the present article, we determine explicit lower bounds for H(Λ) in many cases.
Furthermore, we define a class of ‘nice’ orders Λ over which Fitting invariants have
several useful properties such as good behaviour with respect to direct sums of modules,
computability in a certain sense, and H(Λ) being the best possible.
1. Introduction
Let R be a commutative ring (with identity) and let M be a finitely presented R-
module. If we choose a presentation
(1.1) Ra
h−→ Rb M
we may identify the homomorphism h with an a × b matrix with entries in R. If a ≥ b,
the (zeroth) Fitting ideal of M over R, denoted by FitR(M), is defined to be the R-
ideal generated by all b × b minors of the matrix corresponding to h. If a < b then
FitR(M) is defined to be the zero ideal of R. A key point is that this definition is
independent of the choice of presentation h. This notion was introduced by H. Fitting
[Fit36] and is now a very important tool in commutative algebra thanks to several useful
properties. In particular, FitR(M) is always a subset of AnnR(M), the R-annihilator
of M . Furthermore, FitR(M) is often computable, thanks to being independent of the
choice of presentation h and, for example, good behaviour with respect to quotients of
R, as well as epimorphisms and direct sums of R-modules. A summary of the properties
of Fitting ideals can be found in [MW84, Appendix]; for a full account of the theory, we
refer the reader to [Nor76].
It is natural to ask whether analogous invariants can be defined for modules over
noncommutative rings; indeed, there have been several attempts to overcome the technical
obstacles involved in order to do this. In [Sus88] and [Sus89], J. Susperregui considered
two particular cases: skewcommutative graded rings and rings of differential operators
satisfying the left Ore property. In his Ph.D. thesis [Gri02], P. Grime considered several
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cases including matrix rings over commutative rings, as well as certain hereditary orders
and (twisted) group rings. We say that a (left) R-module M has a quadratic presentation
if one can take a = b in (1.1). In the case where G is a finite group and R is a group ring
Z[G], Z(p)[G], or Zp[G] for some prime p, A. Parker in his Ph.D. thesis [Par07] defined
noncommutative Fitting invariants for modules with a quadratic presentation.
Let A be a finite dimensional separable algebra over a field F and Λ an o-order in A,
where o is an integrally closed complete commutative noetherian local domain with field
of quotients F . We call such an order Λ a Fitting order; a standard example is the group
ring Zp[G] where p is a prime and G is a finite group. We denote by ζ(A) and ζ(Λ) the
centres of A and Λ, respectively. All modules are henceforth assumed to be left modules
unless otherwise stated. Let M be a Λ-module admitting a finite presentation
Λa
h−→ Λb M.
In [Nic10], the Fitting invariant FittΛ(h) is defined to be an equivalence class of a certain
ζ(Λ)-submodule of ζ(A) generated by reduced norms. In the case that Λ is commutative,
the reduced norm is the same as the usual determinant and this notion is compatible with
the classical definition of Fitting ideal described above. In contrast to the commutative
case, FittΛ(h) does in general depend on h; however, for a given M there exists a distin-
guished Fitting invariant FittmaxΛ (M) that is maximal among all FittΛ(h). Moreover, if
M admits a quadratic presentation h, then FittΛ(h) is independent of the choice of h (as
long as h is quadratic) and the definition is compatible with that given by A. Parker in
his thesis [Par07]. It is also shown in [Nic10] that FittmaxΛ (M) enjoys many of the useful
properties of the commutative case (see Theorems 3.2 and 3.5). To obtain annihilators
from FittmaxΛ (M), one has to multiply by a certain ideal H(Λ) of ζ(Λ); if Λ is commutative
or maximal, then H(Λ) = ζ(Λ), but in general H(Λ) is a proper ideal of ζ(Λ). Though
much progress is made in [Nic10], several questions remain:
(i) Can H(Λ) be computed or approximated explicitly?
(ii) Does FittmaxΛ (M) behave well with respect to direct sums of Λ-modules?
(iii) For a left ideal I of Λ, can we give an explicit formula for FittmaxΛ (Λ/I)?
(iv) Are there certain Fitting orders Λ for which FittmaxΛ (M) can be computed from
a presentation h of M , independently of the choice of h?
The present article goes some way towards answering these questions. We now describe
the contents and main results in more detail. In §2 we consider the case of a matrix
ring Λ over an arbitrary commutative ring R (with identity). We use explicit Morita
equivalence of Λ and R to define an ideal of R (the definition is essentially equivalent
to that of [Gri02, §5.2]), and go on to establish a number of useful properties. This
ideal is equal to the usual Fitting ideal in the commutative case (i.e. Λ = R). We also
give a slight sharpening of an existing result on classical Fitting ideals. In §3 we review
background material and the main results of [Nic10]. We return to the situation in which
Λ is a Fitting order contained in A and introduce FitΛ(h) as an alternative to FittΛ(h).
The former is a ζ(Λ)-submodule of ζ(A) whereas the latter (originally introduced in
[Nic10]) is an equivalence class of such modules; the two definitions are closely related.
We define FitmaxΛ (M) analogously to Fitt
max
Λ (M). Furthermore, we show that Fit
max
Λ (M)
is equal to the ideal defined in §2 when Λ is both a Fitting order and a matrix ring over a
commutative ring. In §4 we introduce the notion of a ‘nice’ Fitting order. A Fitting order
is defined to be nice if it is a finite direct product of maximal orders and matrix rings over
commutative rings. Such an order has particularly useful properties; indeed, the answer
to each of questions (i)-(iv) above is affirmative in this case. In particular, if Λ is nice
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then H(Λ) = ζ(Λ) and so FitmaxΛ (M) is always a subset of Annζ(Λ)(M). We show that
if p is a prime and G is a finite group then the group ring Zp[G] is a nice Fitting order
if and only if p does not divide the order of the commutator subgroup G′. Moreover,
we show a similar result for completed group algebras Zp[[G]], where G is a p-adic Lie
group of dimension 1. In §5 we explicitly compute the maximal Fitting invariant of the
quotient of a Fitting order Λ by a left ideal I when either Λ is nice or I is principal; we
give a containment in other cases. In §6 we compute certain conductors and thereby give
explicit bounds for H(Λ) in the case that Λ is not nice; we also give further annihilation
results relating to change of order. In the Appendix we generalise many of the results of
§2 by considering the case where Λ is any ring that is Morita equivalent to a commutative
ring R (with identity).
Notation and conventions. All rings are assumed to have an identity element and all
modules are assumed to be left modules unless otherwise stated. We denote the set of all
m × n matrices with entries in a ring R by Mm×n(R) and in the case m = n the group
of all invertible elements of Mn×n(R) by GLn(R). We write ζ(R) for the centre of R and
K1(R) for the Whitehead group (see [CR87, §40]).
Acknowledgements. The authors are grateful to Cornelius Greither for several useful
comments and suggestions, and to Steve Wilson for providing a copy of Peter Grime’s
Ph.D. thesis [Gri02].
2. Matrix rings over commutative rings
Let R be a commutative ring and fix n ∈ N. Let Λ = Mn×n(R) and for 1 ≤ i, j ≤ n
let eij ∈ Λ be the matrix with 1 in position (i, j) and 0 everywhere else. Then
eijekl =
{
eil if j = k,
0 otherwise.
Definition 2.1. Let M be a finitely presented Λ-module. Then define
FitΛ(M) := FitR(e11M),
where the right hand side denotes the usual Fitting ideal over a commutative ring.
Remark 2.2. In the case n = 1 we have Λ = R and e11 = 1, so Definition 2.1 is just the
standard definition in this case and hence our notation is consistent.
Lemma 2.3. Let M be a Λ-module. For 1 ≤ i, j ≤ n we have eiiM ' ejjM as R-modules.
Proof. Define an R-module homomorphism αij : eiiM → ejjM by x 7→ ejix. Note that
this is in fact well-defined since ejiM = ejjejiM ⊂ ejjM . Define αji symmetrically. Then
αji ◦ αij(x) = eijejix = eiix = x.
So by symmetry αij and αji are mutually inverse and hence are isomorphisms. 
We give some of the important properties of Fitting ideals over Λ.
Theorem 2.4. Let M , M1, M2 and M3 be finitely presented Λ-modules.
(i) For any 1 ≤ i ≤ n, we have FitΛ(M) = FitR(eiiM).
(ii) We have FitΛ(M) ⊂ AnnR(M).
(iii) If M1 M2 is an epimorphism then FitΛ(M1) ⊂ FitΛ(M2).
(iv) If M2 = M1 ⊕M3 then FitΛ(M2) = FitΛ(M3) · FitΛ(M1).
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(v) If M1
ι→M2 M3 is an exact sequence (ι need not be injective) then
FitΛ(M1) · FitΛ(M3) ⊂ FitΛ(M2).
(vi) If M1 ↪→ M2  M3 is an exact sequence and M3 has a quadratic presentation
(i.e. of the form Γk → Γk M3 for some k ∈ N) then
FitΛ(M1) · FitΛ(M3) = FitΛ(M2).
(vii) For any map R→ S of commutative rings we have
FitS⊗RΛ(S ⊗RM) = S · FitΛ(M).
(viii) We have FitR(M) = FitΛ(M)
n.
(ix) If I is a finitely generated two-sided ideal of Λ then I = Mn×n(J) for some ideal
J of R and so Λ/I = Mn×n(R/J); hence we have FitΛ(Λ/I) = Jn.
Remark 2.5. If R is a Dedekind domain then factorisation of ideals in R is unique and so
Theorem 2.4(viii) shows that FitΛ(M) is completely determined by FitR(M) in this case.
Remark 2.6. We note that AnnΛ(M) := {x ∈ Λ | xM = 0} is always a two-sided ideal of
Λ and from this it is straightforward to show that AnnΛ(M) = Mn×n(AnnR(M)). Thus
nothing is lost by computing or approximating AnnR(M) rather than AnnΛ(M).
Proof. Definition 2.1 and Lemma 2.3 give (i). For (ii), note that e11 + · · · + enn is the
identity matrix in Λ and that eiiM ∩ ejjM = 0 for i 6= j. Hence as R-modules
(2.1) M = (e11 + · · ·+ enn)M = e11M ⊕ · · · ⊕ ennM.
By (i) and the annihilation property of Fitting ideals over R, we have FitΛ(M) =
FitR(eiiM) ⊂ AnnR(eiiM) for each i and therefore FitΛ(M) ⊂ AnnR(M).
Equation (2.1) shows that M 7→ e11M is an exact covariant functor from the category of
(left) Λ-modules to R-modules. (Note that this functor takes a Λ-homomorphism M → N
to its restriction e11M → e11N considered as an R-homomorphism.) Furthermore, e11Λ '
Rn as R-modules, so free (resp. finitely presented) Λ-modules map to free (resp. finitely
presented) R-modules. Therefore (iii)-(vii) follow from the corresponding properties for
Fitting ideals over R. Proofs of (iii) and (iv) in the case Λ = R can be found in [Nor76,
Chapter 3]; for (vii) see [Eis95, Corollary 20.5]. Properties (v) and (vi) follow from
Lemma 2.13 below. Note that for (v), we first reduce to the case that ι is injective:
as M1 surjects onto ker(M2  M3) by exactness, we can assume by (iii) that in fact
M1 = ker(M2  M3). Property (viii) follows from equation (2.1), Lemma 2.3, and (iv)
in the case Λ = R. The first part of (ix) is well-known; the second part now follows from
the R-module isomorphism e11(Λ/I) ' (R/J)n, the fact that FitR(R/J) = J (see [Nor76,
§3.1, Exercise 4]; solution on p.93), and parts (i) and (iv). 
Example 2.7. Let n = 2 and R = Z so that Λ = M2×2(Z). Consider M = M2×2(Z/2Z)
as a Λ-module. Then FitZ(M) = 16Z, FitΛ(M) = 4Z, and AnnZ(M) = 2Z. Now let
N = Me11. Then FitZ(N) = 4Z and FitΛ(N) = AnnZ(N) = 2Z.
Remark 2.8. The key fact we have used is that R and Λ are Morita equivalent rings (for
background on Morita equivalence see [CR81, §3D], [Rei03, Chapter 4] or [Lam99, Chap-
ter 7]). Let RM and ΛM denote the categories of (left) R modules and left Λ-modules,
respectively. Fix 1 ≤ i ≤ n. Then we have mutually inverse category equivalences
F : ΛM −→ RM and G : RM −→ ΛM
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given explicitly by
F (M) = eiiΛ⊗Λ M ' eiiM ' HomΛ(Λeii,M),(2.2)
G(N) = Λeii ⊗R N ' HomR(eiiΛ, N).
The R-module isomorphisms of (2.2) can be used to give definitions equivalent to Def-
inition 2.1. In fact, in his PhD thesis [Gri02, §5.2], Peter Grime essentially defines the
Fitting ideal of a Λ-module M to be FitR(HomΛ(Λe11,M)). However, most of his results
are quite different to those given here.
Remark 2.9. In the Appendix, Definition 2.1 and most of Theorem 2.4 are extended to
the case where Λ is any ring that is Morita equivalent to a commutative ring R. The
advantages of the more specific case described in this section are that it is very explicit,
and thus is easier to understand and more results can be obtained. Note that if R is a
ring over which every finitely generated projective module is in fact free (for example,
a principal ideal domain or a local ring) then we must have Λ ' Mn×n(R) for some n,
and so this case is covered by Definition 2.1. In fact, for most of this article we shall
work over a ring Λ whose centre ζ(Λ) is a product of local rings; we can without loss of
generality suppose that ζ(Λ) is in fact local. Since Λ is Morita equivalent to R, we have
ζ(Λ) ' ζ(R) = R; therefore Λ ' Mn×n(R) for some n. Thus the more general argument
given in the Appendix is not needed for most of this article.
The following technical lemma is essentially equivalent to [Gri02, Lemma 5.1].
Lemma 2.10. Fix 1 ≤ i ≤ n and note that Bi := {eij}1≤j≤n is an R-basis of eiiΛ.
For any r, s ∈ N and any Λ-homomorphism α : Λr −→ Λs, let α′ : (eiiΛ)r −→ (eiiΛ)s
be the restriction of α considered as an R-homomorphism. Let h : Λa −→ Λb be a
Λ-homomorphism represented by H ∈ Ma×b(Λ) with respect to the standard basis. Let
H ′ ∈ Mna×nb(R) be the matrix representing h′ with respect to the bases of (eiiΛ)a and
(eiiΛ)
b obtained from Bi in the obvious way. Let H˜ ∈ Mna×nb(R) be the same matrix as
H but with entries considered in R rather than Λ. Then H ′ = H˜.
Proof. Fix 1 ≤ k ≤ a and 1 ≤ ` ≤ b. Let ιk : Λ −→ Λa be the obvious injection and
pi` : Λ
b −→ Λ be the obvious projection. Then ι′k (resp. pi′`) is also the obvious injection
(resp. projection). Let hk` = pi` ◦ h ◦ ιk : Λ −→ Λ. Then h′k` = pi′` ◦ h′ ◦ ι′k. Hence we can
and do assume without loss of generality that a = b = 1.
Write H˜ = (rpq) ∈Mn×n(R) = Λ. Then for 1 ≤ j ≤ n we have
h′(eij) = eijH = eij
n∑
p,q=1
epqrpq =
n∑
p,q=1
eijepqrpq =
n∑
q=1
eiqrjq.
Hence H ′ is the matrix (rjq)j,q = H˜, as required. 
Remark 2.11. Lemma 2.10 can be used to give an alternative proof of Theorem 2.4(i).
Proposition 2.12. Let I be a finitely generated left ideal of Λ. Then
FitΛ(Λ/I) = 〈det(x) | x ∈ I〉R.
Proof. We adopt the notation and assume the result of Lemma 2.10. Let {x1, . . . , xr−1}
be a fixed set of generators of I and let xr be an arbitrary element of I. Then there exists
a presentation of Λ/I of the form
Λr
h−→ Λ  Λ/I,
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where H := (x1, . . . , xr)
t ∈ Mr×1(Λ) is the matrix representing h. Let S denote the set
of all n×n submatrices of H ′ = H˜ ∈Mnr×n(R). Since h′ is an R-module presentation of
e11(Λ/I) and FitR(e11(Λ/I)) is independent of the choice of presentation, we have
FitΛ(Λ/I) = FitR(e11(Λ/I)) = 〈det(T ) | T ∈ S〉.
However, one of the elements of S is equal to xr, and so we see that det(xr) ∈ FitΛ(Λ/I).
We therefore have 〈det(x) | x ∈ I〉R ⊂ FitΛ(Λ/I).
Now let T ∈ S. Fix i with 1 ≤ i ≤ n. Then the ith row of T is a row ofH ′ = H˜, which in
turn is the jth row of xk for some k, j with 1 ≤ k ≤ r and 1 ≤ j ≤ n. Hence eiiT = eijxk.
Since xk ∈ I, eij ∈ Λ, and I is a left ideal of Λ, we thus have that eiiT ∈ I. Therefore
T = (e11 + · · ·+enn)T = e11T + · · ·+ennT ∈ I, and so FitΛ(Λ/I) ⊂ 〈det(x) | x ∈ I〉R. 
2.1. Auxiliary result on Fitting ideals over commutative rings. Let R be a com-
mutative ring. We provide a proof of the following result as the second part is slightly
stronger than similar results that the authors were able to locate in the literature.
Lemma 2.13. Let M1,M2 and M3 be finitely presented R-modules.
(i) If M1
ι
↪→M2 M3 is an exact sequence then
FitR(M1) · FitR(M3) ⊂ FitR(M2).
(ii) If in addition M3 has a quadratic presentation (i.e. of the form R
k → Rk M3
for some k ∈ N) then in fact
FitR(M1) · FitR(M3) = FitR(M2).
Remark 2.14. Lemma 2.13(i) is well-known (see [Nor76, Exercise 2, Chapter 3]; solution
on p.90-91). Proofs of slightly weaker versions of Lemma 2.13(ii) can be found in [Nor76,
p.80-81] or [CG98, Lemma 3]); these assume that M3 has a presentation of the form
Rk
h→ Rk  M with h injective, whereas Lemma 2.13(ii) does not require h to be
injective.
Proof. We choose presentations Rai
hi−→ Rbi pii Mi for i = 1, 3 and construct a finite
presentation of M2 in the following way. Since R
b3 is projective, pi3 factors through M2
via a map f1 : R
b3 → M2. We define pi2 = (ι ◦ pi1 | f1) : Rb1 ⊕ Rb2  M2. In a similar
manner we construct h2 = (h1 | f2) : Ra1 ⊕ Ra3 → Rb1 ⊕ Rb3 , where f2 realizes the
factorization of h3 through ker(pi2). Let a2 = a1 + a3 and b2 = b1 + b3. We identify each
hi with multiplication on the right by a matrix in Mai×bi(R) in the obvious way. Then
h2 is of the form (
h1 0
∗ h3
)
.
Since Fitting ideals over R are independent of the chosen presentation, this gives the
desired inclusion of part (i).
Now suppose that M3 has a quadratic presentation; then we can choose a3 = b3.
Without loss of generality we can assume that a1 ≥ b1 and so a2 ≥ b2. Let H2 be a b2×b2
submatrix of h2. Then H2 is obtained from h2 by deleting rows. If none of the last a3
rows are deleted, then H2 is of the form(
H1 0
∗ h3
)
,
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where H1 is some b1 × b1 submatrix of h1. Otherwise, H2 is of the form(
A 0
∗ B
)
,
where A and B are square matrices (B is a submatrix of h3) and the last column of A
consists only of zeros; hence det(H2) = det(A) det(B) = 0. In either case, we have the
reverse of the inclusion of part (i) and thus have the desired equality of part (ii). 
3. Noncommutative Fitting invariants
3.1. Reduced norms. Let o be a noetherian integral domain with field of quotients
F and let A be a finite dimensional semisimple F -algebra. If e1, . . . , et are the central
primitive idempotents of A then
A = A1 ⊕ · · · ⊕ At
where Ai := Aei = eiA. Each Ai is isomorphic to an algebra of ni × ni matrices over a
skewfield Di, and Fi := ζ(Ai) = ζ(Di) is a finite field extension of F ; hence each Ai is a
central simple Fi-algebra. We denote the Schur index of Di by si so that [Di : Fi] = s
2
i .
The reduced norm map
nr = nrA : A −→ ζ(A) = F1 ⊕ · · · ⊕ Ft
is defined componentwise (see [Rei03, §9]) and extends to matrix rings over A in the
obvious way; hence this induces a map K1(A)→ ζ(A)× which we also denote by nr.
Now suppose further that A is a separable F -algebra and that o is integrally closed.
Let Λ be an o-order in A. Then Λ is noetherian and so any finitely generated Λ-module
is in fact finitely presented; we shall use this fact repeatedly without further mention. By
[Rei03, Corollary (10.4)] we may choose a maximal order Λ′ containing Λ and there is a
decomposition
Λ′ = Λ′1 ⊕ · · · ⊕ Λ′t
where Λ′i = Λ
′ei. Let o′i be the integral closure of o in Fi. Then each Λ
′
i is a maximal
o′i-order with centre o
′
i (see [Rei03, Theorem (10.5)]). A key point is that the reduced
norm maps Λ into ζ(Λ′) = o′1 ⊕ · · · ⊕ o′t, but not necessarily into ζ(Λ). As above, the
reduced norm induces a map K1(Λ)→ ζ(Λ′)× which we again denote by nr.
Remark 3.1. Suppose that o is local. Then Λ is semilocal and by [CR87, Theorem (40.31)]
the natural map Λ× → K1(Λ) is surjective. Furthermore, the diagram
Λ×
nr

//K1(Λ)
nrwwooo
ooo
ooo
oo
ζ(A)
commutes and therefore nr(Λ×) = nr(K1(Λ)) = nr(GLn(Λ)) for all n ∈ N.
3.2. Fitting domains and Fitting orders. We shall now specialize to the following
situation. Let o be an integrally closed complete commutative noetherian local domain
with field of quotients F . We shall refer to o as a Fitting domain. For example, one can
take o to be a complete discrete valuation ring or a power series ring in one variable over a
complete discrete valuation ring. Let A be a separable F -algebra (i.e. a finite dimensional
semisimple F -algebra, such that the centre of each simple component of A is a separable
field extension of F ) and let Λ be an o-order in A. We shall refer to Λ as a Fitting order
over o. A standard example of Λ is the group ring Zp[G] where p is a prime and G is a
finite group.
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3.3. Reduced norm equivalence. We recall the following definition from [Nic10, §1.0.2].
Let N and M be two ζ(Λ)-submodules of an o-torsionfree ζ(Λ)-module. Then N and M
are called nr(Λ)-equivalent if there exists an integer n and a matrix U ∈ GLn(Λ) such
that N = nr(U) ·M . (Note that by Remark 3.1, we can in fact replace GLn(Λ) by Λ× in
this definition.) We say that N is nr(Λ)-contained in M (and write [N ]nr(Λ) ⊂ [M ]nr(Λ))
if for all N ′ ∈ [N ]nr(Λ) there exists M ′ ∈ [M ]nr(Λ) such that N ′ ⊂M ′. Note that it suffices
to check this property for one N0 ∈ [N ]nr(Λ). We will say that x is contained in [N ]nr(Λ)
(and write x ∈ [N ]nr(Λ)) if there is N0 ∈ [N ]nr(Λ) such that x ∈ N0.
Let e ∈ A be a central idempotent. Suppose that N and M are two o-torsionfree
ζ(Λ)-modules that are nr(Λ)-equivalent. Then eN and eM are nr(Λe)-equivalent ζ(Λe)-
modules, since for U ∈ Λ× we have Ue ∈ (Λe)× and nrA(U)e = nrAe(Ue). Hence
e[N ]nr(Λ) := [eN ]nr(Λe) is well-defined.
3.4. Noncommutative Fitting invariants. We recall the following definitions and
results from [Nic10] and [Nic11, §1.0.3]. Let M be a Λ-module with finite presentation
(3.1) Λa
h−→ Λb M.
We identify the homomorphism h with the corresponding matrix in Ma×b(Λ) and define
Sb(h) to be the set of all b× b submatrices of h if a ≥ b. In the case a = b we call (3.1) a
quadratic presentation. The Fitting invariant of h over Λ is defined to be
(3.2) FittΛ(h) =
{
[0]nr(Λ) if a < b[〈nr(H) | H ∈ Sb(h)〉ζ(Λ)]nr(Λ) if a ≥ b.
We call FittΛ(h) a Fitting invariant of M over Λ. If M admits a quadratic presentation h,
we put FittΛ(M) := FittΛ(h) which is independent of the chosen quadratic presentation.
We define FittmaxΛ (M) to be the unique Fitting invariant of M over Λ which is maximal
among all Fitting invariants of M with respect to the partial order “⊂”. Finally, we
define a ζ(Λ)-submodule of ζ(A) by
I = I(Λ) := 〈nr(H) | H ∈Mb×b(Λ), b ∈ N〉ζ(Λ)
and note that this is in fact an o-order in ζ(A) contained in ζ(Λ′).
Theorem 3.2. Let M,M1,M2 and M3 be finitely generated Λ-modules.
(i) If M1 M2 is an epimorphism then FittmaxΛ (M1) ⊂ FittmaxΛ (M2).
(ii) If M1 →M2 M3 is an exact sequence, then
FittmaxΛ (M1) · FittmaxΛ (M3) ⊂ FittmaxΛ (M2).
(iii) Let M1 ↪→ M2  M3 be an exact sequence. If M1 and M3 admit quadratic
presentations, so does M2 and
FittΛ(M1) · FittΛ(M3) = FittΛ(M2).
(iv) If θ ∈ FittmaxΛ (M) and λ ∈ I then λ · θ ∈ FittmaxΛ (M).
(v) If M admits a quadratic presentation, then FittmaxΛ (M) = I · FittΛ(M).
(vi) Let e ∈ A be a central idempotent. Then eFittmaxΛ (M) = FittmaxΛe (Λe⊗Λ M).
(vii) Set MF := F ⊗o M and Υ(M) := {i ∈ {1, . . . , t} | eiMF = 0}. Then
FittmaxΛ (M) = eFitt
max
Λ (M) = Fitt
max
Λe (Λe⊗Λ M)
where e = e(M) :=
∑
i∈Υ(M) ei.
Proof. For (i), (ii) and (iii), see [Nic10, Proposition 3.5]. For (iv) and (v) see [Nic11,
Proposition 1.1]. For (vi) and (vii) see [Nic10, Lemma 3.4]. 
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3.5. An alternative definition of noncommutative Fitting invariants. We define
U = U(Λ) := 〈nr(H) | H ∈ GLb(Λ), b ∈ N〉ζ(Λ) = 〈nr(H) | H ∈ Λ×〉ζ(Λ),
where the last equality is due to Remark 3.1. This is an o-order in ζ(A) contained in
I(Λ). Let M be a Λ-module with finite presentation
Λa
h−→ Λb M.
An alternative definition to (3.2) is
(3.3) FitΛ(h) =
{ 〈0〉U(Λ) if a < b
〈nr(H) | H ∈ Sb(h)〉U(Λ) if a ≥ b.
(Note that FittΛ(h) of (3.2) has two t’s whereas FitΛ(h) of (3.3) has one t.) We define
FitmaxΛ (M) to be the unique Fitting invariant of M over Λ which is maximal with respect
to inclusion among all FitΛ(h
′) where h′ is a presentation of M . An argument analogous
to that given for Theorem 3.2(iv) shows that FitmaxΛ (M) is in fact a module over I(Λ).
The two definitions are explicitly related as follows. Consider the category N with
nr(Λ)-equivalence classes of finitely generated ζ(Λ)-submodules of ζ(A) as objects and
inclusions as morphisms. Let M be the category of finitely generated I(Λ)-submodules
of ζ(A) with inclusions as morphisms. Then
ι : N −→ M(3.4)
[X]nr(Λ) 7→ X · I(Λ)
is a covariant functor. Note that ι is well-defined: If X ′ is nr(Λ)-equivalent to X, then
there is a U ∈ Λ× such that X ′ = nr(U) ·X; but nr(U) ∈ I(Λ)× and hence X ′ · I(Λ) =
X · I(Λ). In the special case ζ(Λ) = I(Λ) (e.g. Λ is commutative or maximal), the
equivalence class [X]nr(Λ) contains precisely one element and we have ι([X]nr(Λ)) = X. In
the general case, it is straightforward to see that we have
(3.5) ι(FittmaxΛ (M)) = Fit
max
Λ (M).
It follows that FitmaxΛ (M) has the properties analogous to those of Fitt
max
Λ (M) given in
Theorems 3.2 and 3.5.
The advantage of FitmaxΛ (M) is that nr(Λ)-equivalence classes are not required and, as
we shall see, it is compatible with Definition 2.1; the advantage of FittmaxΛ (M) is that
it can be directly related to Fitting invariants of quadratic presentations which in turn
can be used to do computations in relative K-groups. For instance, the application in
[Nic10, §7] shows how to compute annihilators of the class group of a number field via this
notion of Fitting invariants from an appropriate special case of the equivariant Tamagawa
number conjecture (which asserts a certain equality in a relative K-group). Moreover,
it can be used to define relative Fitting invariants (see [Nic10, p.2764]). However, in
most cases it does not really matter which definition we work with, as they are explicitly
related as above. For the rest of this article, the reader may almost always think in terms
of FitmaxΛ (M) rather than Fitt
max
Λ (M).
3.6. Generalised adjoint matrices. Choose n ∈ N and let H ∈ Mn×n(Λ). Then
recalling the notation of §3.1, decompose H into
H =
t∑
i=1
Hi ∈Mn×n(Λ′) =
t⊕
i=1
Mn×n(Λ′i),
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where Hi := Hei. Let mi = ni · si · n. The reduced characteristic polynomial fi(X) =∑mi
j=0 αijX
j of Hi has coefficients in o
′
i. Moreover, the constant term αi0 is equal to
nr(Hi) · (−1)mi . We put
H∗i := (−1)mi+1 ·
mi∑
j=1
αijH
j−1
i , H
∗ :=
t∑
i=1
H∗i .
Lemma 3.3. We have H∗ ∈Mn×n(Λ′) and H∗H = HH∗ = nrA(H) · 1n×n.
Proof. The first assertion is clear by the above considerations. Since fi(Hi) = 0, we find
that
H∗i ·Hi = Hi ·H∗i = (−1)mi+1(−αi0) = nr(Hi),
as desired. 
Remark 3.4. Note that the above definition of H∗ differs slightly from the definition in
[Nic10, §4]. However, the only properties of H∗ needed are those stated in Lemma 3.3.
Moreover, if H is invertible (over A), then H∗ is uniquely determined by the equation in
Lemma 3.3, and hence the two definitions agree in this case. The new definition has the
advantage that it is precisely the adjoint matrix if Λ is commutative, and the assignment
H 7→ H∗ is often continuous (e.g. with respect to the p-adic topology if o = Zp).
We define
H = H(Λ) := {x ∈ ζ(Λ) | xH∗ ∈Mb×b(Λ)∀H ∈Mb×b(Λ)∀b ∈ N}.
Since x · nr(H) = xH∗H ∈ ζ(Λ), in particular we have H · I = H ⊂ ζ(Λ). Hence H is an
ideal in the o-order I(Λ).
3.7. Fitting invariants and annihilation.
Theorem 3.5. Let Λ be a Fitting order and let M be a finitely generated Λ-module. Then
H(Λ) · FitmaxΛ (M) ⊂ Annζ(Λ)(M).
Proof. (Also see [Nic10, Theorem 4.2].) Let Λa
h−→ Λb  M be a finite presentation
of M . Then it suffices to show that H(Λ) · FitΛ(h) ⊂ Annζ(Λ)(M). Fix H ∈ Sb(h) and
x ∈ H(Λ). As FitΛ(h) is generated by elements of the form nr(H), we are further reduced
to showing that x · nr(H) annihilates M . The cokernel of H surjects onto M and hence
the assertion follows from the commutative diagram
Λb
H //Λb
x·nr(H)

x·H∗
wwooo
ooo
ooo
ooo
o
// //coker(H)
x·nr(H)

Λb
H //Λb // //coker(H)
once one notes that the right most map is zero. 
3.8. Fitting invariants of matrix rings over commutative rings. Fix n ∈ N and
let Λ = Mn×n(R) where R is a commutative o-order. Hence Λ is both a Fitting order and
a matrix ring over a commutative ring. The aim of this section is to show that Definition
2.1 is compatible with (3.3) in this case, thereby justifying the similar notation.
Proposition 3.6. Let M be a finitely generated Λ-module. Then FitΛ(M) = Fit
max
Λ (M).
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Proof. First note that R = ζ(Λ) = U(Λ) = I(Λ). Let Λa h−→ Λb  M be a finite
presentation of Λ. We can and do assume without loss of generality that a ≥ b. Let
H ∈ Ma×b(Λ) and H ′, H˜ ∈ Mna×nb(R) be the matrices corresponding to h as in Lemma
2.10; then H ′ = H˜. Hence we have
FitΛ(h) := 〈nr(T ) | T ∈ Sb(H)〉R ⊂ 〈nr(T˜ ) | T˜ ∈ Snb(H˜)〉R
= 〈nr(T˜ ) | T˜ ∈ Snb(H ′)〉R
= FitR(e11M) =: FitΛ(M).
It follows that FitmaxΛ (M) ⊂ FitΛ(M).
Now let T˜ ∈ Snb(H ′). Then by swapping rows of H ′ appropriately, there exists E˜ ∈
GLna(R) with detR(E˜) = ±1 such that the nb× nb submatrix of E˜H ′ formed by taking
the first nb rows is equal to T˜ . Let E ∈Ma×a(Λ) (resp. T ∈Mb×b(Λ)) be the same matrix
as E˜ (resp. T˜ ) but with entries considered in Λ rather than R. Then E ∈ GLa(Λ) and
the diagram
Λa
EH //
E'

Λb // //coker(EH)
'

Λa
H //Λb // //M
commutes. (Note that the order of function composition and corresponding matrix mul-
tiplication are reversed since we consider left Λ-modules and so functions are represented
by multiplying by their corresponding matrices on the right.) Since T is a b×b submatrix
of EH we therefore have
nr(T˜ ) = nr(T ) ∈ 〈nr(V ) | V ∈ Sb(EH)〉R ⊂ FitmaxΛ (coker(EH)) = FitmaxΛ (M).
Since T˜ ∈ Snb(H ′) was arbitrary, we have shown that
FitΛ(M) := FitR(e11M) = 〈nr(V˜ ) | V˜ ∈ Snb(H ′)〉R ⊂ FitmaxΛ (M).
Therefore we have FitmaxΛ (M) = FitΛ(M), as required. 
4. Nice Fitting orders
Definition 4.1. Let Λ be a Fitting order over o. Suppose that Λ = ⊕kj=1Λj where each
Λj is either a maximal o-order or is of the form Maj×aj(Γj) for some commutative ring
Γj. Then we say that Λ is a nice Fitting order.
Remark 4.2. If a Fitting order Λ is either maximal or commutative then it is immediate
from the definition that Λ is nice.
Proposition 4.3. Let Λ be a nice Fitting order. Then U(Λ) = I(Λ) = H(Λ) = ζ(Λ).
Proof. Fix n ∈ N and let H ∈ Mn×n(Λ). Write H =
∑k
j=1Hj corresponding to the
decomposition Λ = ⊕kj=1Λj. If Λj is a maximal order then it is clear from the definition
of H∗j that H
∗
j ∈ Mn×n(Λj). If Λj ' Maj×aj(Γj) for some commutative ring Γj, then
H∗j is the usual adjoint matrix if considered as a matrix in Mnaj×naj(Γj), and so H
∗
j ∈
Mn×n(Λj). Therefore H∗ =
∑k
j=1 H
∗
j lies in Mn×n(Λ). Since n was arbitrary, it follows
that ζ(Λ) ⊂ H(Λ). In particular, 1 ∈ H(Λ) so must have H(Λ) = I(Λ) since H(Λ) is
an ideal of I(Λ). Thus ζ(Λ) = I(Λ) = H(Λ). The desired result now follows from the
inclusions ζ(Λ) ⊂ U(Λ) ⊂ I(Λ). 
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Corollary 4.4. Suppose Λ is a Fitting order that is an intersection of nice Fitting orders
or is such that ζ(Λ) is maximal. Then U(Λ) = I(Λ) = H(Λ) = ζ(Λ). In particular, this
is the case if Λ is a hereditary or graduated order over a complete discrete valuation ring.
Proof. Suppose Λ = ∩iΛi where each Λi is a nice Fitting order. Fix n ∈ N and let
H ∈Mn×n(Λ). Then the argument above shows that H∗ ∈ Λi for each i and so H∗ ∈ Λ.
The rest of the argument follows as before. If ζ(Λ) is maximal, then the result follows
directly from the definitions in §3.6.
Let Λ be a graduated order over a complete discrete valuation ring. (Recall that an
order is graduated if there exist orthogonal primitive idempotents e1, . . . , et ∈ Λ with
1 = e1 + · · · + et such that eiΛei is a maximal order for i = 1, . . . , t. In particular,
maximal and hereditary orders are graduated. See [Ple83, §II] for further details.) The
result now follows from the observation that ζ(Λ) is maximal. 
Definition 4.5. Let o be a Fitting domain and let G be a finite group with commutator
subgroup G′. Let Λ′ be a maximal order containing the group ring o[G] and let e =
|G′|−1TrG′ where TrG′ :=
∑
g′∈G′ g
′. Define Λ′G := o[G]e⊕ Λ′(1− e).
Proposition 4.6. In the setting above, Λ′G is a nice Fitting order containing o[G].
Proof. Note that o[G]e is commutative and Λ′(1− e) is maximal; hence Λ′G is nice. The
second assertion follows from the observation that Λ′G = o[G] + Λ
′(1− e). 
Remark 4.7. Of course, Λ′G depends on the choice of Λ
′. However, for many applications
this choice does not matter. For explicit examples, see Examples 4.11 and 6.11.
Proposition 4.8. Let o be a Fitting domain with residue field of characteristic p > 0
and let G be a finite group with commutator subgroup G′. Then the group ring Λ := o[G]
is a nice Fitting order if and only if p - |G′|.
Remark 4.9. Note that p - |G′| if and only if G has an abelian p-Sylow subgroup P and a
normal p-complement N , in which case G is isomorphic to a semi-direct product N o P .
Proof. If p - |G′|, then a special case of [DJ83, Corollary] shows that Λ is a finite direct
product of matrix rings over commutative rings and hence is nice. Suppose conversely
that Λ is a nice Fitting order. Let H = 0 ∈ Λ = M1×1(Λ). Recall the notation of §3.6
and write H =
∑t
i=1Hi ∈ ⊕ti=1Λ′i. Then the reduced characteristic polynomial of Hi is
fi(X) = X
nisi and so H∗i is hi(0) where hi(X) := X
nisi−1. Hence H∗i = 1 if nisi = 1 and
H∗i = 0 if nisi > 1. Therefore H
∗ = |G′|−1TrG′ . However, H∗ ∈ Λ = o[G] by Proposition
4.3 since Λ is nice. But then |G′| must be invertible in o and so p - |G′| since the residue
field of o has characteristic p. 
Corollary 4.10. We have H(o[G]) = ζ(o[G]) if and only if p - |G′|.
Example 4.11. Let A4 be the alternating group on 4 letters. Then Z3[A4] is neither
commutative nor maximal, yet is a nice Fitting order by an application of Proposition
4.8. In fact, one can show that Z3[A4] = Λ′A4 where Λ
′ is the unique maximal order in
Q3[A4] containing Z3[A4].
Example 4.12. Let p, q be distinct primes with p odd such that q|(p − 1). Let r be a
primitive q-th root of 1 mod p. Let Fp,q := 〈x, y | xp = yq = 1, yxy−1 = yr〉. Then
Fp,q is a metacyclic group of order pq and in the special case q = 2, Fp,q is the dihedral
group of order 2p. One can show that Zq[Fp,q] is a nice Fitting order by either applying
Proposition 4.8 or following the explicit computation of [CR81, §34E].
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Remark 4.13. Let L/K be a finite Galois CM-extension of number fields with Galois group
G. Let p be an odd prime and let clL denote the class group of L. Under mild technical
hypotheses on p, [BJ11, Theorem 1.2] gives annihilators of Zp ⊗Z clL in terms of special
values of a truncated Artin L-function of L/K. Building on this result, [Nic10, Corollary
7.2] uses noncommutative Fitting invariants to predict similar annihilators under the
assumption of the relevant special case of the p-part of the Equivariant Tamagawa Number
Conjecture (ETNC) (see [BF01], [Bur01]). Now Corollary 4.10 can be used to give explicit
examples in which [Nic10, Corollary 7.2] predicts strictly more annihilators than the
unconditional annihilators of [BJ11, Theorem 1.2] (e.g. one can use a minor variant of
Example 4.11 in the case p = 3 and G = A4×C2, where C2 is the group of order 2.) Note
that the results of §6 can be used to give further examples in the case that p divides |G′|.
Proposition 4.14. Let o be a Fitting domain with residue field of characteristic p > 0.
Let G be a profinite group containing a finite normal subgroup H such that G/H ' Γ,
where Γ is a pro-p group isomorphic to Zp. Then the commutator subgroup G′ is finite
and the complete group algebra Λ := o[[G]] is a nice Fitting order if and only if p - |G′|.
Proof. Let O := o[[T ]] be the power series ring in one variable over o. We fix a topological
generator γ of Γ and choose a natural number n such that γp
n
is central in G. Since
Γp
n ' Zp, there is an isomorphism o[[Γpn ]] ' O induced by γpn 7→ 1 + T . Note that G
can be written as a semi-direct product HoΓ; hence if we view Λ as an O-module, there
is a decomposition
Λ =
pn−1⊕
i=0
Oγi[H].
Hence Λ is finitely generated as an O-module and is an O-order in the separable F :=
Quot(O)-algebra A = Q(G) := ⊕i Fγi[H]. Note that A is obtained from Λ by inverting
all regular elements. Since O is again a Fitting domain, Λ is a Fitting order over O.
Let p (resp. P) be the maximal ideal of o (resp. O). Then P is generated by p and T .
Since γp
n
= 1 + T ≡ 1 mod P, we have
Λ := Λ/PΛ =
pn−1⊕
i=0
kγi[H] = k[H o Cpn ],
where Cpn denotes the cyclic group of order p
n and k := O/P = o/p is the residue field
of characteristic p. Since G/H is abelian, the commutator subgroup G′ of G is actually a
subgroup of H and thus is finite. Moreover, G′ identifies with the commutator subgroup
of H o Cpn .
If Λ is a nice Fitting order, then the same reasoning as that in the proof of Proposition
4.8 shows that p - |G′|. Suppose conversely that p - |G′|. Then o[H o Cpn ] is a separable
o-algebra by [DJ83, Theorem 1]. Since k = o/p, [AG60, Theorem 4.7] implies that
k[HoCpn ] is a separable k-algebra. However, Λ = k[HoCpn ] and k = O/P, so the same
theorem also shows that Λ = o[[G]] is a separable O-algebra. Now [AG60, Theorem 2.3]
shows that Λ is also separable over its centre, i.e., Λ is an Azumaya algebra. However,
ζ(Λ) is semiperfect by [Lam01, Example 23.3] and thus a direct product of local rings by
[Lam01, Theorem 23.11], say
ζ(Λ) =
r⊕
i=1
Oi,
where each Oi contains O. By [CR81, Proposition 6.5(ii)] each Oi is in fact a complete
local ring. Let Pi be the maximal ideal of Oi and ki := Oi/Pi be the residue field. Since
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P ⊂ Pi, the natural projection Oi  ki factors through Oi  Oi/P = Oi ⊗O k. Hence
we have the corresponding homomorphisms of Brauer groups
Br(Oi)→ Br(Oi/P)→ Br(ki).
Now Br(Oi)→ Br(ki) is injective by [AG60, Corollary 6.2] and hence Br(Oi)→ Br(Oi/P)
must also be injective. This yields an embedding
Br(ζ(Λ)) =
r⊕
i=1
Br(Oi) ↪→
r⊕
i=1
Br(Oi ⊗O k) = Br(ζ(Λ)⊗O k).
Since Λ is Azumaya, it defines a class [Λ] ∈ Br(ζ(Λ)) which is mapped to [Λ] via this
embedding. However, Λ is a group ring of a finite group over a field of positive charac-
teristic and such a group ring is Azumaya if and only if it is a direct product of matrix
rings over commutative rings (see [Pas77, p. 232] or the remark after [DJ83, Corollary,
p. 390].) Hence [Λ] is trivial and thus so is [Λ]. Therefore Λ is a direct product of matrix
rings over commutative rings and hence is a nice Fitting order. 
Corollary 4.15. We have H(o[[G]]) = ζ(o[[G]]) if and only if p - |G′|.
Remark 4.16. Let Λ be a nice Fitting order and let X be a finitely generated Λ-module.
Then I(Λ) = ζ(Λ) and so, as noted in §3.5, the equivalence class [X]nr(Λ) contains pre-
cisely one element and we have ι([X]nr(Λ)) = X. Hence we need not distinguish between
FitmaxΛ and Fitt
max
Λ in the proof and statement of Theorem 4.17 and Lemma 4.18 below.
Theorem 4.17. Let Λ be a nice Fitting order over the Fitting domain o. Let M,M1,M2
and M3 be finitely generated Λ-modules.
(i) We have FitmaxΛ (M) ⊂ Annζ(Λ)(M).
(ii) Suppose that Λ is a direct product of matrix rings over commutative rings or that
o is a complete discrete valuation ring. If M2 = M1 ⊕M3, then
FitmaxΛ (M2) = Fit
max
Λ (M1) · FitmaxΛ (M3).
(iii) If Λ is a maximal order over a complete discrete valuation ring o, and M1 ↪→
M2 M3 is an exact sequence, then
(4.1) FitmaxΛ (M2) = Fit
max
Λ (M1) · FitmaxΛ (M3).
Proof. Property (i) follows from combining Proposition 4.3 and Theorem 3.5. For (ii)
it suffices to treat the cases where Λ is a matrix ring over a commutative ring or a
maximal order over a complete discrete valuation ring. In the former case, (ii) is Theorem
2.4 (iv); in the latter, (ii) follows from (iii) applied to the tautological exact sequence
M1 ↪→M1 ⊕M3 M3. So it suffices to prove (iii). We shall need the following lemma.
Lemma 4.18. Let Λ be a maximal order over a complete discrete valuation ring o such
that the F -algebra A is simple. Let M be a finitely generated Λ-module. Then either
F ⊗o M 6= 0 and FitmaxΛ (M) = 0 or M admits a quadratic presentation.
Proof. Since A is simple, it is isomorphic to a matrix ring Mn×n(D), where D is a skewfield
of finite dimension over its centre L, and L is a finite field extension of F . Let oL be the
integral closure of o in L. Then oL is the centre of Λ and M is also an oL-module. If
L ⊗oL M = F ⊗o M 6= 0, then there is no nonzero element in oL annihilating M . This
implies that FitmaxΛ (M) = 0 by (i) of the Theorem.
Now suppose that F ⊗o M = 0 and choose an epimorphism pi : Λk  M . Since
maximal orders are hereditary by [CR81, Theorem 26.12], ker(pi) is projective by [CR81,
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Proposition 4.3]. But as F ⊗o M = 0, we have F ⊗o ker(pi) ' Ak; thus ker(pi) ' Λk by
[Rei03, Theorem 18.10]. 
We return to the proof of Theorem 4.17 (iii). Since the reduced norm is computed
component-wise, we may assume that A is simple. If F ⊗oM2 6= 0, then also F ⊗oM1 6= 0
or F ⊗o M3 6= 0 and both sides in (4.1) are zero by Lemma 4.18. If F ⊗o M2 = 0, then
also F ⊗o M1 = F ⊗o M3 = 0. Hence M1, M2 and M3 admit quadratic presentations by
Lemma 4.18 and the result follows from Theorem 3.2 (iii) and (v). 
Remark 4.19. Note that Theorem 4.17 may be applied to the nice Fitting orders consid-
ered in Propositions 4.8 and 4.14, as their proofs show that these are direct products of
matrix rings over commutative rings.
Remark 4.20. It is useful to be able to determine whether or not a given presentation
of a finitely generated Λ-module M can be used to compute FitmaxΛ (M). If Λ is a direct
product of matrix rings over commutative rings, this problem is solved by Proposition
3.6; recall that Fitting invariants over commutative rings do not depend on the chosen
presentation. If Λ is a maximal order over a complete discrete valuation ring, we may
apply Lemma 4.18. Hence we have solved this question for maximal Fitting invariants
over arbitrary nice Fitting orders over complete discrete valuation rings. However, we
note that if Λ is isomorphic to a nice Fitting order, then it may be necessary to compute
this isomorphism explicitly, though in many cases it is possible to get away with less.
Example 4.21. Let G be a finite group and let o be a complete discrete valuation ring with
field of fractions F . Suppose the group algebra F [G] decomposes into a (finite) direct
product of matrix rings over a field, i.e., the Schur indices of all F -irreducible characters
of G are equal to 1. (This happens, for exampe, if G is dihedral or symmetric, or if G is a
p-group where p is an odd prime not necessarily equal to the residue characteristic of o; see
[CR87, §74] for more on this topic.) Let Λ = Λ′G as in Definition 4.5; an explicit example
is Λ = Z3[A4] as discussed in Example 4.11. Now one only needs to compute the central
idempotent e = |G′|−1TrG′ . Indeed, Λ(1 − e) is a finite direct product of matrix rings
over complete discrete valuation rings; thus Remark 2.5 shows that FitΛ(1−e)((1−e)M) is
completely determined by Fitζ(Λ(1−e))((1− e)M). Since Λe is commutative, we therefore
see that FitΛ(M) is completely determined by Fitζ(Λ)(M) in this case.
5. Quotients by left ideals
We compute the maximal Fitting invariant of the quotient of a Fitting order by a left
ideal in several cases.
Theorem 5.1. Let Λ be a Fitting order and let I be a left ideal of Λ. Then
(i) We have 〈nr(x) | x ∈ I〉I(Λ) ⊂ FitmaxΛ (Λ/I).
(ii) If I is a principal left ideal generated by α then FitΛ(Λ/I) · I(Λ) = nr(α) · I(Λ).
(iii) If Λ is a direct product of matrix rings over commutative rings, or Λ is a nice
Fitting order over a complete discrete valuation ring, then
FitmaxΛ (Λ/I) = 〈nr(x) | x ∈ I〉ζ(Λ).
Proof. (i) Let {x1, . . . , xr−1} be a fixed set of generators of I and let xr be an arbitrary
element of I. Then there exists a presentation of the form
Λr
h−→ Λ  Λ/I,
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where (x1, . . . , xr)
t ∈ Mr×1(Λ) is the matrix representing h. Then we have nr(xr) ∈
FitΛ(h) ⊂ FitmaxΛ (Λ/I). Since xr was arbitrary, this gives the desired containment.
(ii) Let Λ
h−→ Λ  Λ/I be the presentation given by right multiplication by α. Then
since h is a quadratic presentation we have
FitmaxΛ (Λ/I) = FitΛ(h) · I(Λ) = nr(α) · I(Λ),
where the first equality follows from Theorem 3.2 and equation (3.5).
(iii) If Λ is a direct product of matrix rings over commutative rings then the result
follows from Proposition 2.12. Thus it remains to consider the case where Λ is a maximal
order over a complete discrete valuation ring; the result follows from Lemma 4.18 and
part (ii) above. 
6. Annihilation and change of order
6.1. Conductors and annihilation. We give annihilation results in terms of conduc-
tors. For background material on conductors, we refer the reader to [CR81, §27].
Definition 6.1. Let Λ ⊂ Γ be o-orders in A. Then we define
(Γ : Λ)l = {x ∈ Γ | xΓ ⊂ Λ} = largest right Γ-module in Λ,
(Γ : Λ)r = {x ∈ Γ | Γx ⊂ Λ} = largest left Γ-module in Λ,
and say that (Γ : Λ)l (resp. (Γ : Λ)r) is the left (resp. right) conductor of Γ into Λ. We
define the central conductor of Γ over Λ to be
F(Γ,Λ) = {x ∈ ζ(Γ) | xΓ ⊂ Λ} = ζ(Γ) ∩ (Γ : Λ)l = ζ(Γ) ∩ (Γ : Λ)r.
Proposition 6.2. Let Λ ⊂ Λ˜ be Fitting orders such that H(Λ˜) = ζ(Λ˜). (In particular,
this is the case if Λ˜ is nice.) Then F(Λ˜,Λ) ⊂ H(Λ) and so for any finitely generated
Λ-module M we have
F(Λ˜,Λ) · FitmaxΛ (M) ⊂ Annζ(Λ)(M).
Proof. Let x ∈ F(Λ˜,Λ). Fix b ∈ N and let H ∈ Mb×b(Λ). Then H ∈ Mb×b(Λ˜) so
H∗ ∈ Mb×b(Λ˜) since 1 ∈ ζ(Λ˜) = H(Λ˜) by hypothesis (in the case that Λ˜ is nice, this
follows from Proposition 4.3). By definition of F(Λ˜,Λ) we have xH∗ ∈ Mb×b(Λ). Since
b and H were arbitrary, we have shown that x ∈ H(Λ). Therefore F(Λ˜,Λ) ⊂ H(Λ) and
the result now follows from Theorem 3.5. 
Corollary 6.3. Let Λ be a Fitting order contained in a maximal order Λ′. Let M be a
finitely generated Λ-module. Then F(Λ′,Λ) · FitmaxΛ (M) ⊂ Annζ(Λ)(M).
In fact we can improve this slightly:
Proposition 6.4. Let Λ be a Fitting order contained in a maximal order Λ′. Then
F(ζ(Λ′), ζ(Λ)) ⊂ H(Λ) and so for any finitely generated Λ-module M we have
F(ζ(Λ′), ζ(Λ)) · FitmaxΛ (M) ⊂ Annζ(Λ)(M).
Proof. Let n ∈ N and let H ∈ Mn×n(Λ). Then recalling the notation of §3.1 and §3.6,
the generalised adjoint matrix H∗ was defined to be
H∗ =
t∑
i=1
(−1)mi−1
mi∑
j=1
αijH
j−1
i ,
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where mi = ni · si · n ∈ N, Hi = Hei and αij ∈ o′i, 1 ≤ i ≤ t, 1 ≤ j ≤ mi. We put
m = max1≤i≤t(mi) and for 1 ≤ i ≤ t, 1 ≤ j ≤ m we define
α˜ij =
{
αij if j ≤ mi
0 if j > mi.
Then we may write
H∗ =
m∑
j=1
Hj−1
t∑
i=1
(−1)mi+1α˜ijei =
m∑
j=1
Hj−1 · λ′j,
where λ′j =
∑t
i=1(−1)mi+1α˜ijei belongs to ⊕ti=1o′i = ζ(Λ′). Now it is clear that for any
x ∈ F(ζ(Λ′), ζ(Λ)) we have
x ·H∗ =
m∑
j=1
Hj−1 · x · λ′j ∈Mn×n(Λ)
as desired. 
Remark 6.5. Let Λ be a Fitting order. Then as noted in §3.6 we have I(Λ) ·H(Λ) ⊂ ζ(Λ),
and so H(Λ) ⊂ F(I(Λ), ζ(Λ)). In particular, if I(Λ) = ζ(Λ′) for a maximal order Λ′
containing Λ, then H(Λ) = F(ζ(Λ′), ζ(Λ)) by Proposition 6.4.
Remark 6.6. Let p be prime and G be a finite group; then Ap(G) in [BMC11, §2.1.2] is
defined to be equal to H(Zp[G]). Hence Corollary 4.10 shows that Ap(G) = ζ(Zp[G]) in
the case p - |G′| and Proposition 6.2 can be used to compute a subset of Ap(G) otherwise.
Thus several of the annihilation results of [BMC11] can be made more explicit. Similar
remarks apply to A(R[G]) in [Bur11, §2.3].
6.2. Conductors in the group ring case. Let G be a finite group and let o be a
complete discrete valuation ring. Let Λ˜ be a nice Fitting order containing the group ring
Λ := o[G]. We may write
Λ˜ =
k⊕
i=1
Λ˜i,
where Λ˜i is isomorphic to either a matrix ring Mni×ni(oi) over a commutative ring oi (not
necessarily integrally closed) or a matrix ring Mni×ni(oDi) over the valuation ring oDi of
a skewfield Di. In the latter case, we put oi := ζ(Λ˜i) = ζ(oDi) and denote the Schur
index of Di by si. In the former case, we put si = 1. In both cases, oi is a commutative
noetherian complete local ring and we may assume that it is indecomposable. As usual,
let F be the fraction field of o and put Ai := F ⊗o Λ˜i so that A := F [G] =
⊕k
i=1Ai.
For convenience, we also put Fi = F ⊗o oi so that ζ(A) =
⊕k
i=1 Fi; note that Fi is not
necessarily a field.
We denote the reduced trace from Ai to F by tri; then we have
tri = TrFi/F ◦ trAi/Fi ,
where TrFi/F is the ordinary trace from Fi to F , and trAi/Fi is the reduced trace from Ai
to Fi. For the ordinary trace TrA/F from A to F we thus have
TrA/F (x) =
k∑
i=1
nisitri(xi)
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for x =
∑k
i=1 xi ∈ A =
⊕k
i=1Ai. Abusing notation, we define the inverse different of Λ˜i
with respect to the reduced trace tri to be
D−1i :=
{
x ∈ Ai | tri(xΛ˜i) ⊂ o
}
.
In the case where Λ˜i is a matrix ring over the valuation ring oDi of a skewfield Di, this
is in fact an invertible Λ˜i-lattice, and Di is called the different of Λ˜i with respect to tri.
However, we note that D−1i is not invertible in general.
Proposition 6.7. With notation as above, we have
(Λ˜ : Λ)l = (Λ˜ : Λ)r =
k⊕
i=1
|G|
nisi
D−1i .
Proof. This is essentially the same proof as that of [CR81, Theorem 27.8]. 
Corollary 6.8. With the notation as above, we have
k⊕
i=1
|G|
nisi
D−1(oi/o) ⊂ F(Λ˜,Λ),
where
D−1(oi/o) =
{
x ∈ Fi | TrFi/F (xoi) ⊂ o
}
,
which is the usual inverse different if Fi is a field with ring of integers oi.
Proof. For each i, we have an inclusion
(6.1)
|G|
nisi
D−1(oi/o) ⊂ |G|
nisi
D−1i ∩ oi.
The result now follows since ζ(Λ˜) =
⊕k
i=1 oi and F(Λ˜,Λ) = ζ(Λ˜) ∩ (Λ˜ : Λ)l. 
Remark 6.9. If Λ˜ is a maximal order and o is the ring of integers in a local field of
characteristic zero, Jacobinski’s central conductor formula [Jac66, Theorem 3] (also see
[CR81, Theorem 27.13]) implies that the inclusion (6.1) is an equality for each i; thus we
have also an equality in Corollary 6.8. However, the argument that shows equality can
not be extended to the more general situation of nice Fitting orders, since our notion of
the inverse different does not lead to invertible lattices in general.
We now specialise to the following situation. Let o be the ring of integers in a local
field F of characteristic zero and let G be a finite group. Let Λ′ be a maximal order
containing Λ := o[G]. We have a natural decomposition
(6.2) ζ(Λ′) '
k⊕
i=1
o′i,
where k is the number of irreducible Cp-valued characters of G modulo Galois action and
each o′i corresponds to an irreducible Cp-valued character χi. Note that the quotient field
Fi of o
′
i equals Fi = F (χi(g) | g ∈ G).
Proposition 6.10. Let Λ′G = o[G]e⊕ Λ′(1− e) where G′ is the commutator subgroup of
G and e = |G′|−1TrG′ (as in Definition 4.5). Then with the notation as above, we have
F(Λ′G,Λ) = o[G] · TrG′ ⊕F(Λ′,Λ)(1− e) = o[G] · TrG′ ⊕
⊕
χ(1)6=1
|G|
χ(1)
D−1(o′i/o).
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Proof. First observe that o[G]e is commutative and so ζ(Λ′G) = o[G]e ⊕ ζ(Λ′(1 − e)).
Moreover, F(Λ′G,Λ) is an ideal I ⊕J of ζ(Λ′G), so we may compute I and J separately.
Since Λ′(1− e) is maximal and (6.1) is an equality in this case (see Remark 6.9), we see
that J is of the desired form. Now observe that
F(Λ′G, o[G])e = I = ((Λ′G : o[G])l)e = o[G]e ∩ o[G] = o[G] · TrG′ .
We explain the last two equalities. By definition, I is the largest ideal of o[G]e contained
in o[G], so I ⊂ o[G]e ∩ o[G]. If xe ∈ o[G] with x ∈ o[G], then for any ye with y ∈ o[G]
we have (xe)(ye) = (xe)y ∈ o[G], giving the reverse inclusion. Let x1, . . . , xr be a set
of representatives in G of the quotient group G/G′; then {x1e, . . . , xre} is an o-basis
for o[G]e. Write G′ = {h1, . . . , hs}; then G = {hixj}i,j is an o-basis for o[G]. Let
x ∈ o[G]e. Then we can write x = λ1x1e + · · · + λrxre where each λk ∈ o. Since
e = |G′|−1TrG′ = |G′|−1
∑s
i=1 hi, we see that x ∈ o[G] if and only if |G′| divides each λk
if and only if x ∈ o[G] · TrG′ . Therefore o[G]e ∩ o[G] = o[G] · TrG′ . 
Example 6.11. Let D8 = 〈a, b | a4 = b2 = 1, bab = a−1〉 be the dihedral group of order 8,
let Λ = Z2[D8], and let Λ′ be a maximal order containing Λ. Let χ1, . . . , χ5 be the Q2-
irreducible characters of D8, where χ1(1) = · · · = χ4(1) = 1 and χ5(1) = 2. Let ei be the
primitive central idempotent associated to χi. Then {8e1, 8e2, 8e3, 8e4, 4e5} is a Z2-basis
of F(Λ′,Λ) and {1+a2, a+a3, b+a2b, ab+a3b, 4e5} is a Z2-basis of F(Λ′D8 ,Λ). By using the
character table of D8 to express one basis in terms of the other and then computing the
appropriate determinant, one can show that [F(Λ′D8 ,Λ) : F(Λ′,Λ)]Z2 = 24. Thus usingF(Λ′D8 ,Λ) instead of F(Λ′,Λ) in Proposition 6.2 gives an improved annihilation result.
Almost identical reasoning applies in the case Λ = Z2[Q8], where Q8 is the quaternion
group of order 8.
We now define an o′i-ideal Ai by
Ai := 〈χi(g) | g ∈ G〉o′i .
Note that Ai = o
′
i if the degree χi(1) of the character χi is invertible in o
′
i; this in particular
applies to all linear characters of G.
Proposition 6.12. With notation as above, we have an equality
F(ζ(Λ′), ζ(Λ)) =
k⊕
i=1
|G|
χi(1)
A−1i D
−1(o′i/o).
Proof. Let α =
∑k
i=1 αi and β =
∑k
i=1 βi be elements in
⊕k
i=1 o
′
i. Then the above
isomorphism (6.2) maps αβ to the group ring element∑
g∈G
k∑
i=1
∑
σ∈Gal(Fi/F )
χi(1)
|G| α
σ
i β
σ
i χ
σ
i (g
−1)g ∈ ζ(Λ′).
We see that αζ(Λ′) ⊂ ζ(Λ) if and only if for all 1 ≤ i ≤ k, βi ∈ o′i and all g ∈ G we have∑
σ∈Gal(Fi/F )
χi(1)
|G| α
σ
i β
σ
i χ
σ
i (g
−1) ∈ o.
The latter condition is equivalent to χi(1)|G| TrFi/F (αiAi) ⊂ o for all 1 ≤ i ≤ k, i.e., αi ∈
|G|
χi(1)
A−1i D
−1(o′i/o). 
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Corollary 6.13. Let o be the ring of integers in a local field F of characteristic zero and
residue field of characteristic p > 0. Let G be a finite group and let Λ′ be a maximal
order containing Λ := o[G]. If the degrees of all irreducible characters of G are prime to
p, then F(Λ′,Λ) = F(ζ(Λ′), ζ(Λ)).
Proof. As noted above, we have Ai = o
′
i for all 1 ≤ i ≤ k in this case. Hence the result
follows from Proposition 6.12 and Jacobinski’s central conductor formula (see Remark
6.9). 
Corollary 6.14. Let o be the ring of integers in a local field F and let G be a finite
group. Let Λ′ be a maximal order containing Λ := o[G]. Then
o[G] · TrG′ ⊕
k⊕
i=1
χi(1)6=1
|G|
χi(1)
A−1i D
−1(o′i/o) ⊂ H(Λ).
Proof. This is an immediate consequence of Propositions 6.4, 6.10 and 6.12. 
Example 6.15. Let p be an odd prime and let D2p = 〈x, y | xp = y2 = 1, yx = x−1y〉
be the dihedral group of order 2p. Let Λ = Zp[D2p] and let Λ′ be a maximal Zp-order
containing Λ. Following [CR81, Example 7.39], there is a decomposition
(6.3) Qp[D2p] ' Qp ⊕Qp ⊕ Ap,
where Ap is the twisted group algebra Qp(ζp) ⊕ Qp(ζp)y; here, ζp denotes a primitive
pth root of unity and multiplication in Ap is given by y
2 = 1 and αy = yτ(α) for
α ∈ Qp(ζp), where τ denotes the unique element in Gal(Qp(ζp)/Qp) of order 2. The
surjection Qp[D2p]  Ap is given by x 7→ ζp and y 7→ y. The idempotents corresponding
to (6.3) are
e1 =
1
2p
∑
g∈D2p
g, e2 =
1
2p
(1− y) ·
p−1∑
i=0
xi, e3 = 1− e1 − e2.
Since Ap is not a skewfield, there must be an isomorphism Ap ' M2×2(Ep), where Ep =
Qp(ζp + ζ−1p ) is the unique subfield of Qp(ζp) such that [Qp(ζp) : Ep] = 2. To compute
the reduced norms, however, it is more convenient to work with the irreducible matrix
representation of Ap over Qp(ζp) given by
α 7→
(
α 0
0 τ(α)
)
, y 7→
(
0 1
1 0
)
, α ∈ Qp(ζp).
It is now easy to check that
nr(y) = e1 − e2 − e3, nr(−y) = −e1 + e2 − e3.
Since nr(1) = 1 and 2 ∈ Z×p , we conclude that ei ∈ U(Λ) for i = 1, 2, 3.
For r ∈ N we have
e3nr(x
r + x−r) = det
(
ζrp + ζ
−r
p 0
0 ζrp + ζ
−r
p
)
= (ζrp + ζ
−r
p )
2 = ζ2rp + ζ
−2r
p + 2.
As p is odd we can choose r ∈ N such that 2r ≡ 1 mod p. Since we already know that
e1, e2, e3 ∈ U(Λ) ⊂ I(Λ), this shows that e3(ζp+ζ−1p ) ∈ I(Λ). But I(Λ) is a Zp-order and
ζ(Λ′) ' Zp ⊕ Zp ⊕ oEp , so we conclude that I(Λ) = ζ(Λ′). (In fact, with more work one
can show that xr + x−r ∈ (Zp[D2p])× and so U(Λ) = I(Λ) = ζ(Λ′).) Since all irreducible
characters have degree 1 or 2, Remark 6.5 and Corollary 6.13 imply that H(Λ) is worst
possible in this case, i.e., H(Λ) = F(Λ′,Λ).
NONCOMMUTATIVE FITTING INVARIANTS AND IMPROVED ANNIHILATION RESULTS 21
Example 6.16. We continue with Example 6.11, where G = D8 is the dihedral group of
order 8 and Λ = Z2[D8]. There is only one Q2-irreducible non-linear character of D8
which was denoted by χ5. This character is of degree two, and a computation shows that
χ5(g) either equals 0 or 2 for any g ∈ D8; hence A5 = 2 · Z2. If Λ′ denotes a maximal
order containing Λ then Proposition 6.12 and Remark 6.9 (respectively) imply that
F(ζ(Λ′), ζ(Λ)) = 23(Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2)⊕ 2Z2,
and F(Λ′,Λ) = 23(Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2)⊕ 4Z2.
By Corollary 6.14 we find that
Z2[D8] · TrD8 ⊕ 2Z2 ⊂ H(Λ).
Thus by the index computation in Example 6.11 we have
[Z2[D8] · TrD8 ⊕ 2Z2 : F(Λ′,Λ)]Z2 = 25,
and so the annihilation result given therein can be further improved slightly. More
generally, if Λ = Z2[D2a ] with a ≥ 3, then one can show that
[F(ζ(Λ′), ζ(Λ)) : F(Λ′,Λ)]Z2 = 2a−2.
Remark 6.17. Conductors for completed group algebras are considered in [Nic12].
6.3. Change of order. Let p be prime and let G be a finite group. Let Λ˜ be a nice
Fitting order containing Λ := Zp[G]. We adopt the notation of §6.2 (with o = Zp).
Theorem 6.18. Let M be a finitely generated Λ-module. We have
(i) (
⊕k
i=1
|G|
nisi
D−1(oi/Zp)) · FitmaxΛ (M) ⊂ Annζ(Λ)(M); and
(ii) (
⊕k
i=1
|G|
nisi
D−1(oi/Zp)) · FitmaxΛ˜ (Λ˜⊗Λ M) ⊂ Annζ(Λ)(M).
Remark 6.19. Part (i) is just the combination of Proposition 6.2 and Corollary 6.8. The
advantage of part (ii) over part (i) is that Fitmax
Λ˜
(Λ˜⊗ΛM) may be easier to compute than
FitmaxΛ (M) since Λ˜ is a nice Fitting order.
We shall first prove the following auxiliary lemma.
Lemma 6.20. Let G be a finite group and let R ⊂ S be commutative rings, where S is
flat as an R-module. Then for any finitely generated R[G]-module M we have
AnnS[G](S ⊗RM) = S ⊗R AnnR[G](M).
Proof. We first remark that for any two left ideals a and b of R[G] one has
S ⊗R (a ∩ b) = (S ⊗R a) ∩ (S ⊗R b).
This follows immediately if we tensor the left exact sequence
a ∩ b ↪→ a⊕ b→ R[G]
with S. If M is a cyclic R[G]-module, the result follows from the exact sequences
AnnR[G](M) ↪→ R[G] M, S ⊗R AnnR[G](M) ↪→ S[G]  S ⊗RM.
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If M is finitely generated, then we may write M =
∑r
i=1Mi, where each Mi is cyclic.
Hence we may compute
S ⊗R AnnR[G](M) = S ⊗R
r⋂
i=1
AnnR[G](Mi) =
r⋂
i=1
(S ⊗R AnnR[G](Mi))
=
r⋂
i=1
AnnS[G](S ⊗RMi) = AnnS[G](
r∑
i=1
S ⊗RMi)
= AnnS[G](S ⊗RM)
as desired. 
Proof of Theorem 6.18. By Remark 6.19, we need only prove part (ii). We may treat each
Λ˜i separately. If Λ˜i is maximal, the result follows from [BJ11, Lemmas 11.1 and 11.2] as
shown in [Nic10, Proposition 5.1]. Hence we can and do assume that each si = 1, i.e., Λ˜i
is a matrix ring over a commutative ring. Let fi be an indecomposable idempotent of Λ˜i
and define Ti := fi · Λ˜i which is an oi-free (of rank nisi = ni) right oi[G]-module. Then
the inclusion Λ ↪→ Λ˜ is induced by
Λ→ Λ˜i ' Endoi(Ti), λ 7→ ρi(λ),
where ρi(λ) is right multiplication by λ. Moreover, Λ˜i = Λ˜ei, where
ei =
ni
|G|
∑
g∈G
ψi(g
−1)g ∈ Fi[G],
and ψi = Tr ◦ ρi is the character afforded by the Qp[G]-module Ai. Conversely, if x ∈ oi
is considered as an element of ζ(Λ˜i) ⊂ Λ˜i ⊂ Qp[G], then the image of x in Qp[G] is given
by TrFi/Qp(x · ei), where we extend TrFi/Qp to Fi[G] by linearity.
We now give two more auxiliary lemmas; the first is proven in essentially the same way
as [BJ11, Lemma 11.1], and the second is a generalisation of [BJ11, Lemma 11.2].
Lemma 6.21. Let M be a finitely generated Zp[G]-module. If x ∈ Annoi((Ti ⊗Zp M)G),
then x · |G|
ni
ei ∈ Annoi[G](oi ⊗Zp M).
Lemma 6.22. Let M be a finitely generated Zp[G]-module. If x ∈ oi such that x ·
|G|
ni
ei ∈ Annoi[G](oi ⊗Zp M), then for every y ∈ D−1(oi/Zp) we have TrFi/Qp(yx · |G|ni ei) ∈
AnnZp[G](M).
Proof. By Lemma 6.20, the element yx · |G|
ni
ei belongs to
D−1(oi/Zp) · Annoi[G](oi ⊗Zp M) = D−1(oi/Zp)⊗Zp AnnZp[G](M).
Hence TrFi/Qp(yx · |G|ni ei) belongs to TrFi/Qp(D−1(oi/Zp))⊗Zp AnnZp[G](M) ⊂ AnnZp[G](M).

We continue with the proof of Theorem 6.18. Put T ∗i := Homoi(Ti, oi) which is again a
right oi[G]-module via (fg)(t) = f(tg
−1) for f ∈ T ∗i , g ∈ G and t ∈ Ti. It is again oi-free
of the same rank as Ti and
Λ˜∗ :=
k⊕
i=1
Endoi(T
∗
i )
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is a nice Fitting order containing Λ. In fact, if we denote by ] : Qp[G] → Qp[G] the
involution induced by g 7→ g−1, then ] induces a bijective map
] : Λ˜ −→ Λ˜∗.
For any finitely generated Zp[G]-moduleM , we denote the Pontryagin dual Hom(M,Qp/Zp)
of M by M∨ which is endowed with the contravariant G-action (gf)(m) = f(g−1m) for
f ∈M∨, g ∈ G and m ∈M . By Theorem 3.2(vii) we can and do assume that M is finite.
Then we have a canonical isomorphism of oi-modules
(T ∗i ⊗Zp M∨)G ' ((Ti ⊗Zp M)G)∨.
Let x ∈ Fitmax
Λ˜
(Λ˜⊗Λ M). We may write x =
∑k
i=1 xi, where each xi belongs to
Fitmax
Λ˜i
(Λ˜i ⊗Λ M) = Fitoi(Ti ⊗Zp[G] M)
by Proposition 3.6. Hence we have
x]i ∈ Annoi((Ti ⊗Zp M)G)] = Annoi
(
((Ti ⊗Zp M)G)∨
)
= Annoi((T
∗
i ⊗Zp M∨)G).
Since AnnZp[G](M) = AnnZp[G](M
∨)], the result follows if we apply Lemmas 6.21 and 6.22
to T ∗i and M
∨. 
Appendix A. Fitting invariants and Morita equivalence
We generalise the construction and many of the results of §2. For background on Morita
equivalence we refer the reader to [CR81, §3D], [Rei03, Chapter 4] or [Lam99, Chapter
7]. Let Λ and R be any two rings (with identity and not necessarily commutative) that
are Morita equivalent to one another. Denote by RM the category of left R-modules, by
RMΛ the category of (R,Λ)-bimodules, and so on. Now choose a progenerator P ∈MR
such that the functors
G : RM −→ ΛM, N 7→ P ⊗R N
F : ΛM −→ RM, M 7→ P ∗ ⊗Λ M
induce the Morita equivalence, where P ∗ = HomR(P,R) ∈ RM. (Note that in fact
P ∈ ΛMR and P ∗ ∈ RMΛ via the map Λop = EndΛ(Λ) −→ EndR(P ∗) induced by F .)
Then we have isomorphisms
(A.1) Λ ' EndR(P ) and R ' EndΛ(P )op.
Lemma A.1. If M is a finitely presented left Λ-module, then F (M) is a finitely presented
left R-module.
Proof. We note that this result is surely standard, but the authors were unable to locate
it in the literature. Since M is a finitely presented Λ-module, there is an epimorphism
pi : Λb  M for some b ∈ N such that M ′ := ker(pi) is finitely generated. Since P ∗
is projective over Λ, it is flat; thus applying F yields a short exact sequence F (M ′) ↪→
(P ∗)b  F (M). As P ∗ is a finitely generated R-module, F (M) is also finitely generated
over R. By the same argument, F (M ′) is a finitely generated R-module. We now choose
a finitely generated projective R-module Q such that (P ∗)b ⊕ Q is free and extend the
epimorphism F (pi) : (P ∗)b  F (M) by zero, thereby obtaining an epimorphism (P ∗)b ⊕
Q  F (M). The kernel of this latter epimorphism equals F (M ′) ⊕ Q, which is finitely
generated over R. Hence F (M) is a finitely presented R-module. 
We now specialise to the situation where R is commutative. Hence the op can be
dropped from (A.1). Since Morita equivalent rings have isomorphic centres, we can and
do assume that R = ζ(Λ).
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Definition A.2. Let M be a finitely presented (left) Λ-module. Then we define the
Fitting invariant of M over Λ to be the R-ideal
FitΛ(M) := FitR(F (M)) = FitR(P
∗ ⊗Λ M).
Proposition A.3. The Fitting invariant FitΛ(M) is well-defined.
Proof. We first note that F (M) is a finitely presented R-module by Lemma A.1. Now
let P ′ be a second progenerator of R which induces a Morita equivalence between RM
and ΛM via the functors G
′ and F ′ defined as above with P replaced by P ′. Then the
compositions of functors F ′◦G and F ◦G′ are mutually inverse category auto-equivalences
of RM. In fact, the functors
F ′ ◦G : RM −→ RM, N 7→ ((P ′)∗ ⊗Λ P )⊗R N
F ◦G′ : RM −→ RM, N 7→ (P ∗ ⊗Λ P ′)⊗R N
give a Morita auto-equivalence of RM with R-progenerators (P
′)∗ ⊗R P and P ∗ ⊗R P ′.
Note that F induces an isomorphism
EndR(P
∗ ⊗Λ P ′) ' EndΛ(P ′) ' R
and similarly for (P ′)∗ ⊗R P . Now the result follows from Lemma A.4 below with Q =
(P ′)∗ ⊗R P , U = F ′ ◦G and T = F ◦G′. 
Lemma A.4. Let Q be an R-progenerator such that EndR(Q,Q) ' R, that is the functors
U : RM −→ RM, N 7→ Q⊗R N
T : RM −→ RM, M 7→ Q∗ ⊗RM
induce a Morita auto-equivalence. Then we have equalities
AnnR(M) = AnnR(T (M)) and FitR(M) = FitR(T (M)).
Proof. Let x ∈ AnnR(M). Then
x · T (M) = x · (Q∗ ⊗RM) = Q∗ ⊗R x ·M = 0.
Hence we have an inclusion AnnR(M) ⊂ AnnR(T (M)) and, by symmetry, AnnR(T (M)) ⊂
AnnR(UT (M)) = AnnR(M). This proves the first equality.
For the second equality choose a finite presentation Ra
h−→ Rb  M . As FitR(M) is
generated by the b × b minors of h, we can and do assume that a = b. Hence we may
view h as an element of Mb×b(R). Applying T yields an endomorphism
T (h) = 1⊗ h ∈ EndR((Q∗)b) 'Mb×b(R),
where the last isomorphism is induced by EndR(Q
∗) ' R. Under this isomorphism, we
have
det(T (h)) = det(1⊗ h) = det(h).
This shows FitR(M) ⊂ FitR(T (M)) and we again obtain equality by symmetry. 
Remark A.5. We obtain the analoguous statements of (iii), (iv), (v) and (vi) of Theorem
2.4 for Λ, since these hold over R. We obtain the analogue of (vii) after observing that
S ⊗R P is an S-progenerator if P is an R-progenerator.
Proposition A.6. We have FitΛ(M) ⊂ AnnR(M).
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Proof. Let x ∈ FitΛ(M) = FitR(F (M)). Then x annihilates F (M) = P ∗ ⊗Λ M by the
respective property of Fitting ideals over the commutative ring R. Hence x annihilates
also F (M)k for any positive integer k. But as P ∗ is also a Λ-progenerator by [CR87,
Theorem 3.54(i)], there exists a positive integer k such that Λ is a direct summand of
(P ∗)k (see [CR87, Lemma 3.45(iii)]). Hence M = Λ ⊗Λ M occurs as a direct summand
of F (M)k and thus is annihilated by x, as desired. 
Finally, we formulate an analogue of Theorem 2.4(ix).
Proposition A.7. Let I be a two-sided ideal of Λ. Under the identification Λ ' EndR(P )
we have I = HomR(P, a·P ) for a uniquely determined R-ideal a. Then we have an equality
FitΛ(Λ/I) = FitR(HomR(P,R/a)).
In particular, if P is free of rank n over R, then we recover Theorem 2.4(ix).
Proof. That I is of the given form is [Rei03, Theorem (16.14)(v)]. The short exact
sequence I ↪→ Λ  Λ/I yields a short exact sequence
P ∗ ⊗Λ I ↪→ P ∗  P ∗ ⊗Λ Λ/I.
We claim that the image of P ∗ ⊗Λ I in P ∗ equals HomR(P, a). In fact, the map
P ∗ ⊗Λ I = HomR(P,R)⊗Λ HomR(P, a · P ) −→ P ∗ = HomR(P,R)
is given by f ⊗ g 7→ f ◦ g, where f ∈ HomR(P,R) and g ∈ HomR(P, a · P ). As the image
of g lies in a · P and f is R-linear, the image of f ◦ g actually lies in HomR(P, a). Thus
we in fact have a map
α : P ∗ ⊗Λ I = HomR(P,R)⊗Λ HomR(P, a · P ) −→ HomR(P, a)
To show that α is surjective (and thus an isomorphism), it suffices to show the respective
statement after localization at each prime ideal p of R. However, a projective module
over a local ring is free, so there exists a positive integer n such that P ' Rn. Via this
isomorphism, both the domain and codomain of α identify naturally with ⊕ni=1a and α
becomes the identity map. Hence α is an isomorphism.
We have shown that we have an isomorphism of R-modules
P ∗ ⊗Λ Λ/I ' HomR(P,R)/HomR(P, a) ' HomR(P,R/a),
where the last isomorphism holds by projectivity of P . The result now follows. 
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