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We model a feasible experiment involving two interacting microwave cavities with very different quality 
factors. An excitation is initially present in the high Q cavity. Modeling the environment as linearly 
coupled oscillators, we ﬁnd a Zeno-like behavior which should occur when the dissipation constant is 
large enough as compared to the unitary coupling.
© 2011 Elsevier B.V. Open access under the Elsevier OA license.In 1977 Misra and Sudarshan [1] pointed out an interesting 
effect: frequent measurements on a quantum system can inhibit 
its time evolution, the Quantum Zeno paradox as named after the 
philosopher Zeno of Elea. The ﬁrst experimental observation of the 
quantum Zeno paradox (or quantum Zeno effect) was reported in 
Ref. [2], and motivated important debates about the description of 
measurement in quantum mechanics [3–5]. Besides these funda-
mental issues, the quantum Zeno effect (QZE) has also contributed 
to the development of protocols to control and protect quantum 
states [6–9]. The control and protection of quantum states are es-
sential for the development of quantum information and quantum 
computation [10]. Recent contributions show that the QZE can also 
be used to protect entanglement from decoherence [11] and to 
control sudden death of entanglement [12]. Usually, in both the-
oretical and experimental investigations, the QZE is induced by 
frequent measurements. Nowadays it has been recognized that ef-
fecting the measurements is not a necessary condition for the ob-
servation of QZE. In fact as shown by Pascazio and Namiki [5] the 
interaction with the measurement apparatus and the fact that the 
information becomes available although not necessarily recorded 
is enough to obtain the QZE. Recently, in Refs. [13,14], a noise 
induced QZE was reported in the context of the Bose–Hubbard 
model.
In the present contribution, we show that a quantum Zeno-
like effect is induced by the environment in a system involving 
cavity quantum electrodynamics (QED) and within todays experi-
mental reach; the effect described can be implemented by using
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doi:10.1016/j.physleta.2011.03.017microwave cavities [15,16]. A QZE in cavity QED has been recently 
observed by frequent interactions with atoms [17]; we show that 
the environment can be an alternative agent for QZE. As discussed 
above the environment will interact with the cavity photons and 
therefore record information. The information transfer plays the 
role of unobserved detection process [18]. We consider a system 
composed of two coupled cavity modes A and B where only mode 
A is directly coupled to the environment (see Fig. 1). Nevertheless, 
an excitation in mode B can decay to the environment through 
mode A, due to the coupling between the modes. Two regimes 
for the dynamics of the system are shown, deﬁned by the relation 
between k, the dissipation constant of mode A, and g , the cou-
pling constant between the modes. In the ﬁrst regime, the decay 
of an excitation present in mode B is accelerated by the enhance-
ment of the dissipation of mode A. This effect is expected, since 
an excitation initially in mode B can decay only through mode A. 
However, in the second regime, i.e., k > 2g , the decay of an ex-
citation in mode B is inhibited when the dissipation of mode A
increases, and, when k → ∞, the dynamics is frozen. The inhibi-
tion of the transition of excitations between the modes is induced 
by the environment. This can be interpreted as an environment 
induced QZE. In particular, this experimental situation should be 
able to test the validity of the environmental model in a nontriv-
ial situation. It is worth noticing that the present scheme works 
like an engineered decay, since cavity B is not directly coupled to 
the environment and the interaction with the environment is in-
troduced by the coupling with cavity A. A similar scheme along 
the lines of the pioneer Itano experiment [4] has been proposed 
in Ref. [19]. They also propose an engineered decay to observe the 
inhibition of an exponential decay in a system of trapped ions. The 
main difference with the present approach is that in their model
A.R. Bosco de Magalhães et al. / Physics Letters A 375 (2011) 1724–1728 1725Fig. 1. Two coupled cavities which sustain modes A and B . Only mode A is directly
coupled to the environment.
the inhibition mechanism is the intermittent measurements of the
initial state. In our case the inhibition is induced by the interac-
tion with the environment. There is a close relation between the
present phenomenon and the behavior of atomic decay in cavities
with variable quality factor. There also two regimes are observed
also depending on the atom-ﬁeld coupling constant and the qual-
ity of the cavity [20,21].
We shall stress that the condition of no dissipation of mode B
is not essential for the presented dynamics. In fact, the crucial pa-
rameter is the difference of the dissipation rates of the modes, and,
even for mode B coupled to the environment, it would be possible
to ﬁnd two regimes, one of them showing the QZE. However, for
mode A built in a cavity like the one described in Ref. [22] (pho-
ton damping time Tcavity = 1 ms) and mode B constructed in the
cavity recently used in the same laboratory with photon damping
time of the order of 100 ms [17], it seems reasonable to disregard
the decay of the latter. Since the cavity described in Ref. [22] con-
tains a small fraction of thermal photons n¯ ∼ 1, we may assume
an effective dissipation constant k = (1+ n¯)/(2Tcavity) = 1000/s for
that cavity; this assumption has been used successfully to adjust
experimental data [23]. In order to perform the experiment pro-
posed here, it would be necessary to be able to increase this decay
rate in a controllable fashion. The value of the unitary coupling g
may be set by adjusting the waveguide [15] or the hole [16] that
connects the cavities. In the present scheme, it would be neces-
sary that the unitary coupling g be of the order of 500/s = k/2,
i.e., eight orders of magnitude lower than the frequencies of the
modes ω = 51,099 GHz. The resonance of the modes may be suf-
ﬁciently approximated, since the precision for their frequencies
is of the order of Hertz [17]. The observation of the effect ana-
lyzed here could also be designed with photonic band gap cavi-
ties or superconducting stripline resonators [24]. High quality fac-
tor optical Fabry–Perot cavities [25] could also be employed with
their coupling provided by the residual transmission of their mir-
rors.
The system of interest is composed of two resonant harmonic
oscillators A and B coupled by a linear Hamiltonian. Mode A is
coupled to the environment whereas mode B is not. The usual ap-
proach to coupling to environment in cavity QED is given by themaster equation. For the present system its full dynamics can be
written as
d
dt
ρ = k(2aρa† − ρa†a − a†aρ)
− i(ω[a†a,ρ]+ ω[b†b,ρ]+ g[b†a + a†b,ρ]), (1)
where ω is the frequency of the modes, g is their coupling con-
stant (assumed as real and positive) and k is the dissipation rate
of the mode A. As we can see in Appendix A, if mode A is initially
in the vacuum state and mode B in the one excitation Fock state,
ρ(0) = |0a〉|1b〉〈0a|〈1b|, (2)
the state of the system at the time t will be given by
ρ(t) = (l(t)|1a〉|0b〉 + f (t)|0a〉|1b〉)
× (l∗(t)〈1a|〈0b| + f ∗(t)〈0a|〈1b|)
+ (1− ∣∣l(t)∣∣2 − ∣∣ f (t)∣∣2)|0a〉|0b〉〈0a|〈0b|, (3)
where
l(t) = ig
2r
e−(
k
2+iω)t(e−rt − ert), (4)
f (t) = e
−( k2+iω)t
2
[(
1− k
2r
)
e−rt +
(
1+ k
2r
)
ert
]
, (5)
with
r = 1
2
√
k2 − 4g2 = 0. (6)
In the limit r → 0:
l(t) = −i k
2
te−(
k
2+iω)t, (7)
f (t) = (1+ gt)e−( k2+iω)t . (8)
Substituting these equations in the operator state (3), we obtain a
solution for r = 0. Notice that |l|2 and | f |2 are the probabilities to
measure the excitation in mode A and in mode B , respectively.
In what follows, we show that the excitation decay has two
different regimes, depending on the ratio k/g . A simple physical
picture emerges if we look at the dissipation constant as the de-
tection rate and g as the mechanism which induces oscillations.
Now, in the context of the present analysis it means that as long
as k < 2g the unitary oscillation predominates over the performed
measurements. However when k is as large as or greater than 2g ,
the frequency of “observation” is higher, and the measurement
prevails over the oscillation between the cavities. In this case the
QZE is characterized and the excitation decay regime changes. Clas-
sically it is also to be expected that in the regime k 	 2g the
oscillators are not able to absorb or release energy and therefore
stay put.
Let us consider the ﬁrst regime, where 0 < k < 2g , and conse-
quently r is a pure imaginary number. Thus,
∣∣ f (t)∣∣= g
s
e−
k
2 t
∣∣cos(st − θ)∣∣, (9)
∣∣l(t)∣∣= g
s
e−
k
2 t
∣∣sin(st)∣∣, (10)
where
θ = arctan
(
k√
4g2 − k2
)
, (11)
s = 1
√
4g2 − k2. (12)2
1726 A.R. Bosco de Magalhães et al. / Physics Letters A 375 (2011) 1724–1728Fig. 2. Evolution of the probability P of ﬁnding the excitation in the subsystem
A − B for k = 2g (solid line), k = g/2 (dashed line) and k = g/8 (dotted line).
The oscillations of |l(t)| and | f (t)| are damped by e− k2 t . Therefore,
in such regime, when the value of k increases the decay of the en-
ergy of the subsystem A − B becomes more intense: the energy
ﬂows to the environment only through the oscillator A, and this
ﬂowing becomes more effective. The probability of ﬁnding the ex-
citation in the subsystem A − B ,
P (t) = ∣∣l(t)∣∣2 + ∣∣ f (t)∣∣2, (13)
can be written as
P (t) = e
−kt
4s2
[
4g2 − k2 cos(2st) + 2sk sin(2st)]. (14)
Regardless the oscillation terms present in the expression for P (t),
it is easy to see, through the derivative
∂ P
∂t
= − g
2k
s2
e−kt
(
1− cos(2st)), (15)
that P (t) never increases. The reservoir does not return the exci-
tation back to the subsystem A − B . The instants when ∂ P/∂t = 0
are those when l(t) = 0: as the reservoir is coupled only with os-
cillator A, there will be no dissipation when this oscillator is in the
vacuum state. The evolutions of P (t) and | f (t)| for 0 < k < 2g are
exempliﬁed in Figs. 2 and 3, respectively.
Now we analyze the second regime, that we call Zeno regime,
where k > 2g . Therefore r is a real positive number, leading to
∣∣ f (t)∣∣= e− k2 t
[
cosh(rt) + k
2r
sinh(rt)
]
, (16)
∣∣l(t)∣∣= g
r
e−
k
2 t sinh(rt). (17)
The QZE may be investigated by looking to the occupation of sub-
system B alone. We start by noticing that this occupation at any
ﬁxed time t > 0 increases with k, since
∂| f |
∂k
= g
2
2r3
e−
k
2 t
(
rt cosh(rt) − sinh(rt))> 0. (18)
This inequality may be veriﬁed by observing that
[x cosh x− sinh x]x=0 = 0 (19)
and that
d
(x cosh x− sinh x) = x sinh x > 0 (20)dxFig. 3. Evolution of the occupation | f (t)| of mode B for k = 2g (solid line), k = g/2
(dashed line) and k = g/8 (dotted line).
Fig. 4. Evolution of the occupation | f (t)| of mode B for k = 2g (solid line), k = 8g
(dashed line) and k = 32g (dotted line).
for x > 0. The enhancement of the interaction between the envi-
ronment and mode A inhibits the ﬂowing of the excitation from
mode A to mode B (in Fig. 4, we exemplify this effect). When
k → ∞, | f (t)| → 1; the dynamics is frozen and the QZE is com-
pletely characterized.
In order to study the QZE as a protection effect for an excitation
in the subsystem A − B , we now investigate the dynamics of the
probability P (t), since it represents a ﬁngerprint of this protection.
This can be written as
P (t) = e
−kt
4r2
[
k2 cosh(2rt) + 2rk sinh(2rt) − 4g2], (21)
leading to
∂ P
∂k
= kg
2
4r4
e−kt
{
2rt sinh(2rt) − 2cosh(2rt)
+ 2+ 2r
k
[
2rt − sinh(2rt)]
}
. (22)
As may be seen in Appendix B, after a ﬁnite time interval the in-
equality ∂ P/∂k > 0 holds, i.e., the preservation of the excitation in
A.R. Bosco de Magalhães et al. / Physics Letters A 375 (2011) 1724–1728 1727Fig. 5. Evolution of the probability P of ﬁnding the excitation in the subsystem
A − B for k = 2g (solid line), k = 8g (dashed line) and k = 32g (dotted line).
the subsystem A − B is enhanced when k increases. This effect is
shown in Fig. 5. When k → ∞, P (t) → 1 for any t  0: as the QZE
completely inhibits the dynamics, there will be no dissipation.
We analyzed two regimes for the decay of an excitation in a
system composed by two coupled modes, where one of them is
also coupled to the environment. The ﬁrst regime gives an ex-
pected result: if the dissipation constant k increases in the interval
0 < k < 2g , the intensity of the decay also increases. However, in
the second regime (k > 2g) the occupation of mode B increases
with k for any ﬁxed time t > 0, and the probability to measure
the excitation in the system A − B increases with k after a short
time interval that depends on the parameters of the system. Such
preservation of the excitation in the system of interest is due to
the quantum Zeno effect induced by the environment, that inhibits
the interaction between the modes A and B . When k → ∞, the dy-
namics is frozen: the excitation remains in mode A and there is no
dissipation process.
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Appendix A
The dynamics of ρ(t) is calculated as
ρ(t) = e£tρ(0), (A.1)
where £ is a Liouvillian superoperator given by
£ = k(2a • a† − •a†a − a†a•)
− i(ω[a†a,•]+ ω[b†b,•]+ g[b†a + a†b,•]). (A.2)
Here, we use the conventional notation for superoperators, where
the dot (•) indicates the place to be occupied by the operator on
which the superoperator acts. This Liouvillian is a linear combi-
nation of superoperators that form a closed Lie algebra. Thus, the
parameter derivation technique [26] can be employed to ﬁnd the
coeﬃcients that permit us to write
e£tρ(0) = eh1(t)a•a†eh2(t)b•b†ezl(t)a•b†ez(t)b•a†enl(t)•a†b× en(t)b†a•em2(t)b†b•ep2(t)•b†bem1(t)a†a•
× ep1(t)•a†aeq(t)a†b•eql(t)•b†aρ(0). (A.3)
These coeﬃcients are calculated in Ref. [27] and, for the present
case, they may be written as:
n(t) = l(t)
j(t)
, q(t) = l(t)
j(t)
,
em1(t) = j(t), em2(t) = e−(k+i2ω)te−m1(t),
h1(t) =
(∣∣ j(t)∣∣2 + ∣∣l(t)∣∣2)e2kt − 1,
h2(t) =
(∣∣ f (t)∣∣2 + ∣∣l(t)∣∣2)e2kt − 1,
z(t) = −(l(t) f ∗(t) + l∗(t) j(t))e2kt,
zl(t) = z∗(t),
nl(t) =
(
n(t)
)∗
, ql(t) =
(
q(t)
)∗
,
p2(t) =
(
m2(t)
)∗
, p1(t) =
(
m1(t)
)∗
, (A.4)
where f (t), l(t) and r are given by Eqs. (4), (5) and (6), respec-
tively, and
j(t) = e
−( k2+iω)t
2
[(
1+ k
2r
)
e−rt +
(
1− k
2r
)
ert
]
. (A.5)
We are interested in the dynamics for ρ(0) = |0a〉|1b〉〈0a|〈1b|. It
is convenient to perform the computation of ρ(t) according to the
following steps: we ﬁrst ﬁnd
ρmq = em2b†b•ep2•b†bem1a†a•ep1•a†aeqa†b•eql•b†aρ(0)
= |1a〉|0b〉〈1a|〈0b|
(∣∣em1 ∣∣2|q|2)
+ |0a〉|1b〉〈1a|〈0b|
(
em2em
∗
1q∗
)
+ |1a〉|0b〉〈0a|〈1b|
(
em
∗
2em1q
)
+ |0a〉|1b〉〈0a|〈1b|
(∣∣em2 ∣∣2); (A.6)
next, we perform the computation of
ρn = enl•a†benb†a•ρmq
= (|l|2)|1a〉|0b〉〈1a|〈0b|
+ (l∗ f )|0a〉|1b〉〈1a|〈0b|
+ (l f ∗)|1a〉|0b〉〈0a|〈1b|
+ (| f |2)|0a〉|1b〉〈0a|〈1b|, (A.7)
where we notice that l = qem1 and f = em2 + nqem1 ; then we cal-
culate
ρz = ezla•b†ezb•a†ρn
= ρn +
(
l f ∗zl + l∗ f z
)|0a〉|0b〉〈0a|〈0b|; (A.8)
ﬁnally we get
ρ(t) = eh1a•a†eh2b•b†ρz
= ρz +
(
h1|l|2 + h2| f |2
)|0a〉|0b〉〈0a|〈0b|. (A.9)
It is easy to see that this expression is equivalent to Eq. (3).
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Fig. 7. F ′ as a function of x for u = 1/2.
Fig. 8. F as a function of x for u = 1/2.
Fig. 9. w as a function of u. The interval 0 u < 1 corresponds to k 2g .Appendix B
The sign of ∂ P/∂k is the same as the sign of the function
F (x) = x sinh x− 2cosh x+ 2+ u(x− sinh x), (B.1)
where x = 2rt and u = 2r/k. Let us start by explicitating
F ′(x) = u + (x− u) cosh x− sinh x, (B.2)
F ′′(x) = (x− u) sinh x, (B.3)
and noticing that F (x), F ′(x) and F ′′(x) are continuous functions.
Taking into account the sign of F ′′(x), we see that F ′(x) is a de-
creasing function in the interval 0 x u and an increasing func-
tion in the interval x u. As F ′(0) = 0 and limx→∞ F ′(x) = ∞, we
conclude that F ′(x) has only one positive root v > u. This behavior
is exempliﬁed in Figs. 6 and 7. Taking now into account the sign
of F ′(x), we see that F (x) is a decreasing function in the interval
0 x v and an increasing function for x v . Since F (0) = 0 and
limx→∞ F (x) = ∞, we can conclude that F (x) has only one positive
root w > v . Thus F (x) is negative in the interval 0 < x < w and
positive for x > w . This behavior is exempliﬁed in Fig. 8, and the
variation of w as a function of u is shown in Fig. 9. Since x = 2rt ,
we see that for t > w/(2r) the inequality ∂ P/∂k > 0 holds.
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