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Abstract
The large-system performance of maximum-a-posterior estimation is studied considering a general distortion
function when the observation vector is received through a linear system with additive white Gaussian noise. The
analysis considers the system matrix to be chosen from the large class of rotationally invariant random matrices. We
take a statistical mechanical approach by introducing a spin glass corresponding to the estimator, and employing the
replica method for the large-system analysis. In contrast to earlier replica based studies, our analysis evaluates the
general replica ansatz of the corresponding spin glass and determines the asymptotic distortion of the estimator for
any structure of the replica correlation matrix. Consequently, the replica symmetric as well as the replica symmetry
breaking ansatz with b steps of breaking is deduced from the given general replica ansatz. The generality of our
distortion function lets us derive a more general form of the maximum-a-posterior decoupling principle. Based on
the general replica ansatz, we show that for any structure of the replica correlation matrix, the vector-valued system
decouples into a bank of equivalent decoupled linear systems followed by maximum-a-posterior estimators. The
structure of the decoupled linear system is further studied under both the replica symmetry and the replica symmetry
breaking assumptions. For b steps of symmetry breaking, the decoupled system is found to be an additive system
with a noise term given as the sum of an independent Gaussian random variable with b correlated impairment
terms. The general decoupling property of the maximum-a-posterior estimator leads to the idea of a replica simulator
which represents the replica ansatz through the state evolution of a transition system described by its corresponding
decoupled system. As an application of our study, we investigate large compressive sensing systems by considering
the ℓp norm minimization recovery schemes. Our numerical investigations show that the replica symmetric ansatz for
ℓ0 norm recovery fails to give an accurate approximation of the mean square error as the compression rate grows,
and therefore, the replica symmetry breaking ansa¨tze are needed in order to assess the performance precisely.
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2I. INTRODUCTION
Consider a vector-valued Additive White Gaussian Noise (AWGN) system specified by
y = Ax+ z (1)
where the independent and identically distributed (i.i.d.) source vector xn×1, with components in a support set
X ⊂ R, is measured by the random system matrixAk×n ∈ Ak×n, with A ⊂ R, and corrupted by the i.i.d. zero-mean
Gaussian noise vector zk×1, with variance λ0, i.e., z ∼ N (0, λ0I). The source vector can be estimated from the
observation vector yk×1 using a Maximum-A-Posterior (MAP) estimator. For a given system matrixA, the estimator
maps the observation vector to the estimated vector xˆn×1 ∈ Xn via the estimation function g(·|A) defined as
g(y|A) = arg min
v∈Xn
[
1
2λ
‖y −Av‖2 + u(v)
]
(2)
for some “utility function” u(·) : Rn 7→ R+ and estimation parameter λ ∈ R+. In (2), ‖·‖2 denotes the Euclidean
norm, and it is assumed that the minimum is not degenerate so that g(·|A) is well-defined, at least for almost all y
and A. In order to analyze the performance of the system in the large-system limit, i.e., k, n ↑ ∞, one considers a
general distortion function d(·; ·) : X×X 7→ R. For some choices of d(·; ·), the distortion function determines the
distance between the source and estimated vector, e.g. d(xˆ;x) = |xˆ − x|2; however, in general, it takes different
choices. The asymptotic distortion
D = lim
n↑∞
1
n
n∑
i=1
d(xˆi;xi), (3)
then, expresses the large-system performance regarding the distortion function d(·; ·). The performance analysis of
the estimator requires (2) to be explicitly computed, and then, xˆ = g(y|A) substituted in the distortion function.
This task, however, is not trivial for many choices of the utility function and the source support X, and becomes
unfeasible as n grows large. As basic analytic tools fail, we take a statistical mechanical approach and investigate
the large-system performance by studying the macroscopic parameters of a corresponding spin glass. This approach
enables us to use the replica method which has been developed in the context of statistical mechanics.
A. Corresponding Spin Glass
Consider a thermodynamic system which consists of n particles with each having a microscopic parameter vi ∈ V.
The vector vn×1 = [v1, . . . , vn]
T
, collecting the microscopic parameters, presents then the microscopic state of the
system and is called the “microstate”. The main goal of statistical mechanics is to excavate the “macroscopic
parameters” of the system, such as energy and entropy through the analysis of the microstate in the thermodynamic
limit, i.e., n ↑ ∞. Due to the large dimension of the system, statistical mechanics proposes a stochastic approach in
which the microstate is supposed to be randomly distributed over the support Vn due to some distribution pv. For
this system, the Hamiltonian E(·) : Rn 7→ R+ assigns to each realization of the microstate a non-negative energy
level, and H := −E pv log pv denotes the system’s entropy. The “free energy” of the thermodynamic system at the
3inverse temperature β is then defined as
F(β) := E pvE(v)− β−1H. (4)
The second law of thermodynamics states that the microstate at thermal equilibrium takes its distribution such that
the free energy meets its minimum. Thus, the microstate’s distribution at thermal equilibrium reads
pβ
v
(v) = [Z(β)]−1 e−βE(v) (5)
where Z(β) is a normalization factor referred to as the “partition function”, and the superscript β indicates the
distribution’s dependence on the inverse temperature. The distribution in (5) is known as the “Boltzmann-Gibbs
distribution” and covers many distributions on Vn by specifying E(·) and β correspondingly. Substituting the
Boltzmann-Gibbs distribution in (4), the free energy at thermal equilibrium and inverse temperature β reads
F(β) = −β−1 logZ(β). (6)
The average energy and entropy of the system at thermal equilibrium are then determined by taking expectation
over the distribution in (5), i.e.,
E(β) := E pβv E(v) (7a)
H(β) := −E pβ
v
log pβ
v
(v), (7b)
which can be calculated in terms of the free energy via
E(β) =
d
dβ
[βF(β)] (8a)
H(β) = β2
d
dβ
[F(β)] . (8b)
In spin glasses [1], the Hamiltonian assigns the energy levels randomly using some randomizer Q resulting
from random interaction coefficients. In fact, each realization of Q specifies a thermodynamic system represented
by the deterministic Hamiltonian E(·|Q). In statistical mechanics, Q is known to have “quenched” randomness
while the microstate is an “annealed” random variable. The analysis of spin glasses takes similar steps as above
considering a given realization of the randomizer, and therefore, as the system converges to its thermal equilibrium
at the inverse temperature β, the microstate’s conditional distribution given Q, i.e., pβ
v|Q, is a Boltzmann-Gibbs
distribution specified by E(·|Q). Consequently, the free energy reads
F(β|Q) = −β−1 logZ(β|Q). (9)
where Z(β|Q) is the partition function with respect to the Hamiltonian E(·|Q). Here, the free energy, as well
as other macroscopic parameters of the system, is random; however, the physical intuition behind the analyses
suggests that these random macroscopic parameters converge to deterministic values in the thermodynamic limit.
This property is known as the “self averaging property” and has been rigorously justified for some particular classes
4of Hamiltonians, e.g., [2]–[5]. Nevertheless, in cases where a mathematical proof is still lacking, the property is
supposed to hold during the analysis. According to the self averaging property, the free energy of spin glasses
converges to its expectation in the thermodynamic limit.
As mentioned earlier, the MAP estimator in (2) can be investigated using a corresponding spin glass. To see that,
consider a spin glass whose microstate is taken from Xn, and whose Hamiltonian is defined as
E(v|y,A) = 1
2λ
‖y −Av‖2 + u(v). (10)
Here, the system matrix A and the observation vector y are considered to be the randomizers of the spin glass. In
this case, given A and y, the conditional distribution of the microstate is given by
pβ
v|y,A(v|y,A) = [Z(β|y,A)]−1 e−βE(v|y,A). (11)
Taking the limit when β ↑ ∞ and using Laplace method of integration [6], the zero temperature distribution, under
this assumption that the minimizer is unique, reduces to
p∞
v|y,A(v|y,A) = 1{v = arg min
v∈Xn
E(v|y,A)} (12a)
= 1{v = g(y|A)}, (12b)
where 1{·} denotes the indicator function, and g(·|A) is defined as in (2). (12b) indicates that the microstate of the
spin glass converges to the estimated vector of the MAP estimator, i.e., xˆ = g(y|A), in the zero temperature limit.
Invoking this connection, we study the corresponding spin glass instead of the MAP estimator. We represent the
input-output distortion of the system regarding a general distortion function d(·; ·) as a macroscopic parameter of the
spin glass. Consequently, the replica method developed in statistical mechanics is employed to determine the defined
macroscopic parameter of the corresponding spin glass. The replica method is a generally nonrigorous but effective
method developed in the physics literature to study spin glasses. Although the method lacks rigorous mathematical
proof in some particular parts, it has been widely accepted as an analysis tool and utilized to investigate a variety
of problems in applied mathematics, information processing, and coding [7]–[10].
The use of the replica method for studying multiuser estimators goes back to [11] where Tanaka determined
the asymptotic spectral efficiency of Marginal-Posterior-Mode (MPM) estimators by employing the replica method.
The study demonstrated interesting large-system properties of multiuser estimators, and consequently, the statistical
mechanical approach received more attention in the context of multiuser systems. This approach was then employed
in the literature to study multiple estimation problems in large vector-valued linear systems, e.g. [12]–[14]. The
method was also utilized to analyze the asymptotic properties of Multiple-Input Multiple-Output (MIMO) systems in
[15] considering an approach similar to [11]. Regarding multiuser estimators, the earlier studies mainly considered
the cases in which the entries of the source vector are binary or Gaussian random variables. The results were
later extended to a general source distribution in [14]. The statistical mechanical approach was further employed
to address mathematically similar problems in vector precoding, compressive sensing and analysis of superposition
codes [16]–[18], to name just a few examples. Despite the fact that the replica method lacks mathematical rigor, a
5body of work, such as [5], [19]–[25], has shown the validity of several replica-based results in the literature, e.g.,
Tanaka’s formula in [11], using some alternative rigorous approaches. We later discuss these rigorous results with
more details by invoking the literature of compressive sensing.
B. Decoupling Principle
Considering the MAP estimator defined in (2), the entries of the estimated vector xˆ are correlated in general,
since the system matrix couples the entries of x linearly, and g(·|A) performs several nonlinear operations on y.
In the large-system performance analysis, the marginal joint distribution of two corresponding input-output entries
xj and xˆj , 1 ≤ j ≤ n, is of interest. To clarify our point, consider the case in which a linear estimator is employed
instead of (2), i.e., xˆ = GTy. Denote the matrices A and G as A = [a1 · · · an] and G = [g1 · · ·gn], respectively,
with ai and gi being k × 1 vectors for 1 ≤ i ≤ n. Therefore, xˆj is written as
xˆj = g
T
j y (13a)
= gTj
[
n∑
i=1
xiai + z
]
(13b)
= (gTj aj) xj +
n∑
i=1,i6=j
(gTj ai) xi + g
T
j z. (13c)
Here, the right hand side of (13c) can be interpreted as the linear estimation of a single-user system indexed by j in
which the symbol xj is corrupted by an additive impairment given by the last two summands in the right hand side
of (13c). The impairment term is not necessarily independent and Gaussian. For some classes of matrix ensembles,
and under a set of assumptions, it is shown that the dependency of the derived single-user systems on the index
j vanishes, and the distribution of the impairment terms converges to a Gaussian distribution in the large-system
limit [26]. As a result, one can assume the vector-valued system described by (1) followed by the linear estimator
G to be a set on n additive scalar systems with Gaussian noise which have been employed in parallel. In other
words, the vector system can be considered to “decouple” into a set of similar scalar systems. Each of them relates
an input entry xj to its corresponding estimated one xˆj . This asymptotic property of the estimator is referred to as
the “decoupling property” and can be investigated through the large-system performance analysis.
The decoupling property was first studied for linear estimators. Tse and Hanly noticed this property while they
were determining the multiuser efficiency of several linear multiuser estimators in the large-system limit [27]. They
showed that for an i.i.d. system matrix, the effect of impairment is similar to the effect of some modified Gaussian
noise when the dimension tends to infinity. This asymptotic property was then investigated further by studying the
asymptotics of different linear receivers and their large-system distributions [28], [29]. In an independent work,
Verdu´ and Shamai also studied the linear Minimum Mean Square Error (MMSE) estimator and showed that the
conditional output distribution is asymptotically Gaussian [30]. In [31], the authors studied the asymptotics of the
impairment term when a family of linear estimators is employed and proved that it converges in distribution to a
Gaussian random variable. The latter result was further extended to a larger class of linear estimators in [26].
6Regarding linear estimators, the main analytical tool is randommatrix theory [32], [33]. In fact, invoking properties
of large random matrices and the central limit theorem, the decoupling property is rigorously proved, e.g. [34],
[35]. These tools, however, fail for nonlinear estimators as the source symbol and impairment term do not decouple
linearly due to nonlinear operations at the estimators. In [36], Mu¨ller and Gerstacker employed the replica method
and studied the capacity loss due to the separation of detection and decoding. The authors showed that the additive
decoupling of the spectral efficiency, reported in [35] for Gaussian inputs, also holds for binary inputs. As a result, it
was conjectured that regardless of input distribution and linearity, the spectral efficiency always decouples in an
additive form [37]. In [14], Guo and Verdu´ justified this conjecture for a family of nonlinear MMSE estimators,
and showed that for an i.i.d. system matrix, the estimator decouples into a bank of single-user MMSE estimators
under the Replica Symmetry (RS) ansatz. In [38], Rangan et al. studied the asymptotic performance of a class of
MAP estimators. Using standard large deviation arguments, the authors represented the MAP estimator as the limit
of an indexed MMSE estimators’ sequence. Consequently, they determined the estimator’s asymptotics employing
the results from [14] and justified the decoupling property of MAP estimators under the RS ansatz for an i.i.d. A.
Regarding the decoupling property of MAP estimators, there are still two main issues which need further inves-
tigations: 1) cases in which the system matrix A is not i.i.d., and 2) the analysis of the estimator under the Replica
Symmetry Breaking (RSB) ansa¨tze. The first issue was partially addressed in [39] where, under the RS assumption,
the authors studied the asymptotics of a MAP estimator employed to recover the support of a source vector from
observations received through noisy sparse random measurements. They considered a model in which a sparse
Gaussian source vector1 is first randomly measured by a square matrix V, and then, the measurements are sparsely
sampled by a diagonal matrix B whose non-zero entries are i.i.d. Bernoulli random variables. For this setup, the
input-output information rate and support recovery error rate were investigated by considering the measuring matrix
V to belong to a larger set of matrix ensembles. These results, moreover, could address the decoupling property
of the considered setting. Although the class of system matrices is broadened in [39], it cannot be considered as
a complete generalization of the property presented in [14] and [38], since it is restricted to cases with a sparse
Gaussian source and loading factors less than one, i.e., kn−1 < 1 in (1). Vehkapera¨ et al. also tried to investigate
the first issue for a similar formulation in compressive sensing [40]. In fact, the authors considered a linear sensing
model as in (1) for the class of rotationally invariant random matrices2 and under the RS ansatz determined the
asymptotic Mean Square Error (MSE) for the least-square recovery schemes which can be equivalently represented
by the formulation in (2). The large-system results in [40], however, did not address the asymptotic marginal joint
input-output distribution, and the emphasis was on the MSE. Regarding the second issue, the MAP estimator has
not yet been investigated under RSB ansa¨tze in the literature. Nevertheless, the necessity of such investigations was
mentioned for various similar settings in the literature; see for example [41]–[43]. In [41], the performances of Code
Division Multiple Access (CDMA) detectors were investigated by studying both the RS and one-step RSB ansa¨tze
and the impact of symmetry breaking onto the results for low noise scenarios were discussed. The authors in [43]
1It means that the entries of the source vector are of the form xibi where xi and bi are Gaussian and Bernoulli random variables, respectively.
2The class of rotationally invariant random matrices is precisely defined later throughout the problem formulation.
7further studied the performance of vector precoding under both RS and RSB and showed that the analysis under
RS yields a significantly loose bound on the true performance. The replica ansatz with one-step of RSB, however,
was shown to lead to a tighter bound consistent with rigorous performance bound available in the literature. A
similar observation was recently reported for the problem of least-square-error precoding in [44], [45]. The replica
analyses of compressive sensing in [42], [46], moreover, discussed the necessity of investigating the performance
of ℓp minimization recovery schemes under RSB ansa¨tze for some choices of p.
C. Compressive Sensing
The MAP estimation of a source vector from a set of noisy linear observations arises in several applications,
such as MIMO and sampling systems. To address one, we consider large compressive sensing systems and employ
our asymptotic results to analyze the large-system performance [47]–[49]. In context of compressive sensing, (1)
represents a noisy sampling system in which the source vector x is being sampled linearly via A and corrupted by
additive noise z. In the “noise-free” case, i.e. λ0 = 0, the source vector x is exactly recovered from the observation
vector y, if the number of observations k is as large as the source length n and the sampling matrix A is full rank.
As the number of observations reduces, the possible answers to the exact reconstruction problem may increase
regarding the source support X, and therefore, the recovered source vector from the observation vector is not
necessarily unique. In this case, one needs to enforce some extra constraints on the properties of the source vector
in order to recover it uniquely among all possible solutions. In compressive sensing, the source vector is supposed
to be sparse, i.e., a certain fraction of entries are zero. This property of the source imposes an extra constraint on
the solution which allows for exact recovery in cases with k < n. In fact, in this case, one should find a solution
to y = Av over
S = {vn×1 ∈ Xn : ‖v‖0 < αn} (14)
where ‖·‖0 denotes the “ℓ0 norm” and is defined as ‖v‖0 :=
∑n
i=1 1{vi 6= 0}, and α ≤ 1 is the source’s sparsity
factor defined as the fraction of non-zero entries. Depending on A and X, the latter problem can have a unique
solution even for k < n [50]–[52]. Searching for this solution optimally over S, however, is an NP-hard problem and
therefore intractable. The main goal in noise-free compressive sensing is to study feasible reconstruction schemes
and derive tight bounds on the sufficient compression rate, i.e., k/n, for exact source recovery via these schemes.
In noisy sampling systems, exact recovery is only possible for some particular choices of X. Nevertheless,
considering either cases in which exact recovery is not possible or choices of X for which the source vector can
be exactly recovered from noisy observations, the recovery approaches in these sensing systems need to take the
impact of noise into account. The classical strategy in this case is to find a vector in S such that the recovery
distortion is small. Consequently, a recovery scheme for noisy sensing system based on the ℓ0 norm is given by
xˆ = arg min
v∈Xn
[
1
2λ
‖y −Av‖2 + ‖v‖0
]
(15)
which is the MAP estimator defined in (2) with u(v) = ‖v‖0. It is straightforward to show that for λ0 = 0, i.e.,
zero noise variance, (15) reduces to the optimal noise-free recovery scheme as λ ↓ 0. Similar to the noise-free
8case, the scheme in (15) results in a non-convex optimization problem, and therefore, is computationally infeasible.
Alternatively, a computationally feasible schemes is introduced by replacing the ℓ0 norm in the cost function with
the ℓ1 norm. The resulting recovery scheme is known as LASSO [53] or basis pursuit denoising [54]. Based on
these formulations, several iterative and greedy algorithms have been introduced for recovery taking into account
the sparsity pattern and properties of the sampling matrix [55]–[57]. The main body of work in noisy compressive
sensing then investigates the trade-off between the compression rate and recovery distortion.
For large compressive sensing systems, it is common to consider a random sensing matrix, since for these matrices,
properties such as restricted isometry property are shown to hold with high probability [58]. In this case, the
performance of a reconstruction schemes is analyzed by determining the considered performance metric, e.g., MSE
and probability of exact recovery in the noisy and noise-free case, respectively, for a given realization of the sensing
matrix. The average performance is then calculated by taking the expectation over the matrix distribution. Comparing
(15) with (2), one can utilize the MAP formulation, illustrated at the beginning of this section, to study the large-
system performance of several reconstruction schemes. This similarity was considered in a series of papers, e.g.,
[17], [38], and therefore, earlier replica results were employed to study compressive sensing systems. The extension
of analyses from the context of multiuser estimation had the disadvantage that the assumed sampling settings were
limited to those setups which are consistent with the estimation problems in the literature. Compressive sensing
systems, however, might require a wider set of assumptions, and thus, a large class of settings could not be addressed
by earlier investigations. As the result, a body of work deviated from this approach and applied the replica method
directly to the compressive sensing problem; see for example [39], [40], [42], [59]–[61].
Although in general the replica method is considered to be mathematically non-rigorous, several recent studies
have justified the validity of the replica results in the context of compressive sensing by using some alternative tools
for analysis. A widely investigated approach is based on the asymptotic analysis of Approximate Message Passing
(AMP) algorithms. In the context of compressive sensing, the AMP algorithms were initially introduced to address
iteratively the convex reconstruction schemes based on ℓ1 norm minimization, such as LASSO and basis pursuit,
with low computational complexity [62], [63]. The proposed approach was later employed to extend the algorithm
to a large variety of estimation problems including MAP and MMSE estimation; see for example [64], [65]. The
primary numerical investigations of AMP demonstrated that for large sensing systems the sparsity-compression rate
tradeoff of these iterative algorithms, as well as the compression rate-distortion tradeoff in noisy cases, is derived
by the fixed-points of “state evolution” and recovers the asymptotics of convex reconstruction schemes [63]. This
observation was then rigorously justified for i.i.d. sub-Gaussian sensing matrices in [66] by using the conditioning
technique developed in [67]. The study was recently extended to cases with rotationally invariant system matrices
in [68], [69]. The investigations in [70], [71] moreover showed that using AMP algorithms for spatially coupled
measurements, the fundamental limits on the required compression rate [72], [73] can be achieved in the asymptotic
regime. The methodology proposed by AMP algorithms and their state evolution also provided a justification for
validity of several earlier studies based on the replica method. In fact, the results given by the replica method were
recovered through state evolution of the corresponding AMP algorithms. Invoking this approach along with other
analytical tools, the recent study in [23] further approved the validity of the replica prediction for the asymptotic
9MMSE and mutual information of the linear system in (1) with i.i.d. Gaussian measurements. Similar results were
demonstrated in [21] using a different approach.
D. Contribution and Outline
In this paper, we determine the asymptotic distortion for a general distortion function for cases where the MAP
estimator is employed to estimate the source vector from the observation given in (1). We represent the asymptotic
distortion in (3) as a macroscopic parameter of a corresponding spin glass and study the spin glass via the replica
method. The general replica ansatz is then given for an arbitrary replica correlation matrix, and its special cases are
studied considering the RS and RSB assumptions. The asymptotic distortion is determined for rotationally invariant
random system matrices invoking results for asymptotics of spherical integrals [74], [75]. Using our asymptotic
results, we derive a more general form of the decoupling principle by restricting the distortion function to be of a
special form and employing the moment method [76], [77]. We show that the vector-valued system in (1) estimated
by (2) decouples into a bank of similar noisy single-user systems followed by single-user MAP estimators. This
result holds for any replica correlation matrix; however, the structure of the decoupled single-user system depends
on the supposed structure of the correlation matrix. Under the RSB assumption with b steps of breaking (bRSB), the
noisy single-user system is given in the form of an input term added by an impairment term. The impairment term,
moreover, is expressed as the sum of an independent Gaussian random variable and b correlated interference terms.
By reducing the assumption to RS, the result reduces to the formerly studied RS decoupling principle of the MAP
estimators [38] for rotationally invariant system matrix ensembles. In fact, our investigations collect the previous
results regarding the decoupling principle in addition to a new set of setups under a single umbrella given by a
more general form of the decoupling principle. More precisely, we extend the scope of the decoupling principle to
• the systems whose measuring matrix belongs to the class of rotationally invariant random matrices, and
• the replica ansatz with general replica correlations which include the RS and RSB ansa¨tze.
To address a particular application, we study the large-system performance of a compressive sensing system under
the ℓp minimization recovery schemes. We address the linear reconstruction, as well as the LASSO and the ℓ0 norm
scheme considering both the sparse Gaussian and finite alphabet sources. Our general setting allows to investigate
the asymptotic performance with respect to different metrics and for multiple sensing matrices such as random i.i.d.
and projector. The numerical investigations show that the RS ansatz becomes unstable for some regimes of system
parameters and predicts the performance of ℓ0 minimization recovery loosely within a large range of compression
rates. This observation agrees with the earlier discussions on the necessity of RSB investigations reported in [42],
[46]. We therefore study the performance under RSB and discuss the impact of the symmetry breaking. Throughout
the numerical investigations, it is demonstrated that the performance enhancement obtained via random orthogonal
measurements, reported in [40], also holds for sparse finite alphabet sources in which sensing via random projector
matrices results in phase transitions at higher rates.
The rest of the manuscript is organized as follows. In Section II, the problem is formulated. We illustrate our
statistical mechanical approach in Section III and explain briefly the replica method. The general replica ansatz, as
well as the general decoupling principle is given in Section IV. The ansatz under the RS and RSB assumptions are
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expressed in Sections V and VI. Based on bRSB decoupled system, we propose the idea of a replica simulator in VII
and describe the given ansa¨tze in terms of the corresponding decoupled systems. To address an application of our
study, we consider large compressive sensing systems in Section VIII and discuss several examples. The numerical
investigations of the examples are then given in Section IX. Finally, we conclude the manuscript in Section X.
E. Notations
Throughout the manuscript, we represent scalars, vectors and matrices with lower, bold lower, and bold upper
case letters, respectively. The set of real numbers is denoted by R, and AT and AH indicate the transposed and
Hermitian of A. Im is the m × m identity matrix and 1m is an m ×m matrix with all entries equal to 1. For
a random variable x, px represents either the Probability Mass Function (PMF) or Probability Density Function
(PDF), and Fx represents the Cumulative Distribution Function (CDF). We denote the expectation over x by Ex, and
an expectation over all random variables involved in a given expression by E. Z and R represent the set of integer
and real numbers and the superscript +, e.g. R+, indicates the corresponding subset of all non-negative numbers.
For sake of compactness, the set of integers {1, . . . , n} is abbreviated as [1 : n], the zero-mean and unit-variance
Gaussian PDF is denoted by φ(·), and the Gaussian averaging is expressed as∫
(·)Dt :=
∫ +∞
−∞
(·)φ(t)dt. (16)
Moreover, in many cases, we drop the set on which a sum, minimization or an integral is taken. Whenever needed,
we consider the entries of x to be discrete random variables, namely the support X to be discrete. The results of
this paper, however, are in full generality and hold also for continuous distributions.
F. Announcements
Some of the results of this manuscript were presented at the IEEE Information Theory Workshop [78] and the
Information Theory and Applications Workshop [79]. Even though the results have a mathematical flavor, the stress
is not on investigating the rigor of the available tools such as the replica method, but rather to employ them for
deriving formulas which can be used in different problems.
II. PROBLEM FORMULATION
Consider the vector-valued linear system described by (1). Let the system satisfy the following properties.
(a) xn×1 is an i.i.d. random vector with each entry being distributed with px over X ⊆ R.
(b) Ak×n is randomly generated overAk×n with A ⊆ R from rotationally invariant random ensembles. The random
matrix A is said to be rotationally invariant when its Gramian, i.e., J = ATA, has the eigendecomposition
J = UDUT (17)
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with Un×n being an orthogonal Haar distributed matrix and Dn×n being a diagonal matrix. For a given n,
we denote the empirical CDF of J’s eigenvalues (cumulative density of states) with FnJ and define it as
FnJ(λ) =
1
n
n∑
i=1
1{λJi < λ}. (18)
where λJi for i ∈ [1 : n] denotes the ith diagonal entry of D. We assume that FnJ converges, as n ↑ ∞, to a
deterministic CDF FJ.
(c) zk×1 is a real i.i.d. zero-mean Gaussian random vector in which the variance of each entry is λ0.
(d) The number of observations k is a deterministic function of the transmission length n, such that
lim
n↑∞
k(n)
n
=
1
r
<∞. (19)
For sake of compactness, we drop the explicit dependence of k on n.
(e) x, A and z are independent.
The source vector x is reconstructed from the observation vector y with a system matrix A that is known at
the estimator. Thus, for a given A, the source vector is recovered by xˆ = g(y|A) where g(·|A) is given in (2).
Here, the non-negative scalar λ is the estimation parameter and the non-negative cost function u(·) is referred to
the “utility function”. The utility function u(·) is supposed to decouple which means that it takes arguments with
different lengths, i.e., u(·) : Rℓ 7→ R+ for any positive integer ℓ, and
u(x) =
n∑
i=1
u(xi). (20)
In order to use the estimator in (2), one needs to guarantee the uniqueness of the estimation output. Therefore, we
impose the following constraint on our problem.
(f) For a given observation vector y, the objective function in (2) has a unique minimizer over the support Xn.
A. MAP Estimator
The MAP estimator in (2) can be considered as the optimal estimator in the sense that it minimizes the
reconstruction’s error probability postulating a source prior distribution proportional to e−u(x) and a noise variance λ.
To clarify the argument, assume X is a finite set1. In this case, we can define the reconstruction’s error probability as
Pe = Pr{x 6= g˜(y|A)} (21)
1i.e., the entries of x are discrete random variables.
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for some estimator g˜(·|A). In order to minimize Pe, g˜(·|A) is chosen such that the posterior distribution over the
input support Xn is maximized, i.e.,
g˜(y|A) = argmax
v
px|y,A(v|y,A) (22a)
= argmax
v
py|x,A(y|v,A)px|A(v|A) (22b)
⋆
= argmin
v
[− log py|x,A(y|v,A)− log px(v)] . (22c)
where ⋆ comes from the independency of x and A. Here, py|x,A(y|v,A) = pz(y −Av), and px is the prior
distribution of the source vector. Now, let the estimator postulate the noise variance to be λ and the prior to be
px(v) =
e−u(v)∑
v
e−u(v)
(23)
for some non-negative function u(·). Substituting into (22c), the estimator g˜(·|A) reduces to g(·|A) defined in (2).
The estimator in (2) models several particular reconstruction schemes in compressive sensing. We address some of
these schemes later on in Section VIII.
Remark II.1. In the case that the entries of x are continuous random variables, the above argument needs some
modifications. In fact, in this case the reconstruction’s error probability as defined in (21) is always one, and
therefore, it cannot be taken as the measure of error. In this case, the MAP estimator is considered to maximize
the posterior PDF postulating px(v) ∝ e
−u(v) and noise variance λ.
B. Asymptotic Distortion and Conditional Distribution
In many applications, the distortion is given in terms of the average MSE, while in some others the average
symbol error rate is considered. In fact, the former takes the ℓ2 norm as the distortion function, and the latter
considers the ℓ0 norm. The distortion function, however, can be of some other form in general. Here, we study the
asymptotic performance by considering a general distortion function which determines the imperfection level of the
estimation. Thus, we consider a distortion function d(·; ·) which
d(·; ·) : X×X→ R. (24)
The term “average distortion” usually refers to the case when the averaging weights are uniform. It means that
each tuple of source-estimated entries (xi, xˆi) is weighted equally when the distortion is averaged over all the
entries’ tuples. It is however possible to average the distortion by a non-uniform set of weights. In the following,
we define the average distortion for a class of binary weights which includes the case of uniform averaging, as well.
Definition II.1 (Asymptotic distortion). Consider the vectors xn×1 and xˆn×1 defined over Xn, and let d(·; ·) be a
distortion function defined in (24). Define the index set W(n) as a subset of [1 : n], and let |W(n)| grow with n
such that
lim
n↑∞
|W(n)|
n
= η (25)
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for some η ∈ [0, 1]. Then, the average distortion of xˆ and x over the index set W(n) regarding the distortion
function d(·; ·) is defined as
DW(n)(xˆ;x) :=
1
|W(n)|
∑
w∈W(n)
d(xˆw ;xw). (26)
Assuming the limit of (26) when n ↑ ∞ exists, we denote
DW(xˆ;x) := lim
n↑∞
DW(n)(xˆ;x) (27)
and refer to it as the “asymptotic distortion” over the limit of the index set W(n). 
Definition II.1 is moreover utilized to investigate the asymptotic conditional distribution of the estimator which
plays a key role in studying the decoupling principle. For further convenience, we define the asymptotic conditional
distribution of the MAP estimator as follows.
Definition II.2 (Asymptotic conditional distribution). Consider the source vector xn×1 passed through the linear
system in (1), and let xˆn×1 be its MAP estimation as given in (2). For a given n, we take an index j ∈ [1 : n] and
denote the conditional distribution of xˆj given xj by p
j(n)
xˆ|x which at the mass point (vˆ, v) ∈ X×X reads
p
j(n)
xˆ|x (vˆ|v) :=
[
pxj (v)
]−1
pxˆj ,xj(vˆ, v) (28)
with pxˆj ,xj(vˆ, v) being the marginal joint distribution of xj and xˆj at the mass point (vˆ, v). Then, in the large-system
limit, we define the asymptotic conditional distribution of xˆj given xj at (vˆ, v) as
pjxˆ|x(vˆ|v) := limn↑∞ p
j(n)
xˆ|x (vˆ|v). (29)

We study the asymptotic distortion over the limit of a desired index set W(n) and distortion function d(·; ·)
by defining it as a macroscopic parameter of the corresponding spin glass and employing the replica method to
evaluate it. Using the result for the asymptotic distortion, we determine then the asymptotic conditional distribution
and investigate the decoupling property of the estimator.
III. STATISTICAL MECHANICAL APPROACH
The Hamiltonian in (10) introduces a spin glass which corresponds to the MAP estimator. The spin glass at
zero temperature describes the asymptotics of the MAP estimator. For further convenience, we formally define the
“corresponding spin glass” as follows.
Definition III.1 (Corresponding spin glass). Consider the integer n ∈ Z+. The corresponding spin glass with the
microstate vn×1 ∈ Xn and the quenched randomizers yn×1 and Ak×n is given by
• A is a rotationally invariant random matrix, and y is constructed as in (1) from the source vector x.
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• For any realization of A and y, the Hamiltonian reads
E(v|y,A) = 1
2λ
‖y −Av‖2 + u(v). (30)
for v ∈ Xn.

For the corresponding spin glass, at the inverse temperature β, the following properties are directly concluded.
• The conditional distribution of the microstate reads
pβ
v|y,A(v|y,A) =
e−βE(v|y,A)
Z(β|y,A) (31)
with Z(β|y,A) being the partition function
Z(β|y,A) =
∑
v
e−βE(v|y,A). (32)
• The normalized free energy is given by
F(β) = − 1
βn
E logZ(β|y,A), (33)
where the expectation is taken over the quenched randomizers.
• The entropy of the spin glass is determined as
H(β) = β2
d
dβ
[F(β)] . (34)
Regarding the MAP estimator, one can represent the asymptotic distortion as a macroscopic parameter of the
corresponding spin glass. More precisely, using Definition II.2, the asymptotic distortion reads
DW(xˆ;x) = lim
β↑∞
lim
n↑∞
Eβ
v
DW(n)(v;x) (35)
where Eβ
v
indicates the expectation over v ∈ Xn with respect to the conditional Boltzmann-Gibbs distribution
pβ
v|y,A defined in (31). In fact, by introducing the macroscopic parameter D
W(β)1 at the temperature β−1 as
DW(β) := lim
n↑∞
Eβ
v
DW(n)(v;x), (36)
the asymptotic distortion can be interpreted as the macroscopic parameter at zero temperature. Here, we take a
well-known strategy in statistical mechanics which modifies the partition function to
Z(β, h) =
∑
v
e−βE(v|y,A)+hnD
W(n)(v;x). (37)
1In general, DW(β) is a function of β, y, x and A. However, we drop the other arguments for sake of compactness.
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In this case, the expectation in (36) is taken as
DW(β) = lim
n↑∞
lim
h↓0
1
n
∂
∂h
logZ(β, h). (38)
The macroscopic parameter defined in (36) is random, namely depending on the quenched randomizer {y,A}. As
discussed in Section I-A, under the self averaging property, the macroscopic parameter is supposed to converge
in the large-system limit to its expected value over the quenched random variables. For the corresponding spin
glass defined in Definition III.1, the self averaging property has not been rigorously justified, and the proof requires
further mathematical investigations as in [4]. However, as it is widely accepted in the literature, we assume that
the property holds at least for the setting specified here. Therefore, we state the following assumption.
Assumption 1 (Self Averaging Property). Consider the corresponding spin glass defined in Definition III.1. For
almost all realizations of the quenched randomizers A and y,
DW(β) = Ey,AD
W(β). (39)

Using the self averaging property of the system, the asymptotic distortion is written as
DW(xˆ;x) = lim
β↑∞
lim
n↑∞
lim
h↓0
1
n
∂
∂h
E logZ(β, h). (40)
Evaluation of (40), as well as the normalized free energy defined in (33), confronts the nontrivial problem of
determining the logarithmic expectation. The task can be bypassed by using the Riesz equality [80] which for a
given random variable t states that
E log t = lim
m↓0
1
m
log E tm. (41)
Using the Riesz equality, the asymptotic distortion can be finally written as
DW(xˆ;x) = lim
β↑∞
lim
n↑∞
lim
h↓0
lim
m↓0
1
m
1
n
∂
∂h
logE[Z(β, h)]m. (42)
(42) expresses the asymptotic distortion in terms of the moments of the modified partition function; however, it
does not yet simplify the problem. In fact, one faces two main difficulties when calculating the right hand side of
(42): 1) the moment needs to be evaluated for real values of m (at least within a right neighborhood of 0), and
2) the limits need to be taken in the order stated. Here is where the replica method plays its role. The replica
method suggests to determine the moment for an arbitrary non-negative integer m as an analytic function in m and
then assume the two following statements:
1) The moment function analytically continues from the set of integer numbers onto the real axis (at least for
some m at a right neighborhood of 0) which means that an analytic expression found for integer moments
directly extends to all (or some) real moments. Under this assumption, the expression determined for integer
moments can be replaced in (42), and the limit with respect to m taken when m ↓ 0. This assumption is the
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main part where the replica method lacks rigor and is known as the “replica continuity”.
2) In (42), the limits with respect to m and n exchange. We refer to this assumption as the “limit exchange”.
In order to employ the replica method, we need to suppose the validity of the above two statements; therefore,
we state the following assumption.
Assumption 2 (Replica Continuity and Limit Exchange). For the spin glass defined in Definition III.1, the replica
continuity and limit exchange assumptions hold. 
By means of Assumption 2, the calculation of asymptotic distortion reduces to the evaluation of integer moments
of the modified partition function which is written as
Z(m) := E[Z(β, h)]m (43a)
= E
m∏
a=1
∑
va
e−βE(va|y,A)+hnD
W(n)(va;x) (43b)
= ExEAEz
∑
{va}
e−β
∑m
a=1 E(va|y,A)+hn
∑m
a=1 D
W(n)(va;x). (43c)
Here, we refer to va ∈ Xn for a ∈ [1 : m] as the replicas, and define {va} := {v1, . . . ,vm} ∈ Xn×· · ·×Xn as the
set of replicas. After taking the expectation with respect to z and A, it is further observed that, in the large limit,
the expectation with respect to x can be dropped due to the law of large numbers. By inserting the final expression
for Z(m) in (42) and taking the limits, the asymptotic distortion is determined as in Proposition IV.1 given below.
IV. MAIN RESULTS
Proposition IV.1 states the general replica ansatz. The term “general” is emphasized here, in order to indicate
that no further assumption needs to be considered for derivation. Using Proposition IV.1 along with results in the
classical moment problem [77], a general form of the decoupling principle is justified for the MAP estimator.
Before stating the general replica ansatz, let us define the R-transform of a probability distribution. Considering
a random variable t, the corresponding Stieltjes transform over the upper complex half plane is defined as
Gt(s) = E (t− s)−1. (44)
Denoting the inverse with respect to composition by G−1t (·), the R-transform is given by
Rt(ω) = G
−1
t (−ω)− ω−1 (45)
such that limω↓0Rt(ω) = E t.
The definition can also be extended to matrix arguments. Assume the matrix Mn×n to have the decomposition
M = UΛU−1 where Λn×n is a diagonal matrix whose nonzero entries represent the eigenvalues of M, i.e.,
Λ = diag[λ1, . . . , λn], and Un×n is the matrix of eigenvectors. Rt(M) is then an n× n matrix defined as
Rt(M) = U diag[Rt(λ1), . . . ,Rt(λn)] U
−1. (46)
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A. General Replica Ansatz
Proposition IV.1 expresses the macroscopic parameters of the corresponding spin glass, including the asymptotic
distortion, in terms of the parameters of a new spin glass of finite dimension. It is important to note that the new
spin glass, referred to as “spin glass of replicas”, is different from the corresponding spin glass defined in Definition
III.1. In fact, the spin glass of replicas is the projection of the corresponding spin glass on the reduced support Xm
with m indicating the number of replicas. The macroscopic parameters of the spin glass of replicas can therefore
readily be determined.
Definition IV.1 (Spin glass of replicas). For the finite integer m, the spin glass of replicas with the microstate
vm×1 ∈ Xm and quenched randomizer xm×1 is defined as follows.
• All the entries of x equal to x where x is a random variable distributed with the source distribution px.
• For a given realization of x, the Hamiltonian reads
ER(v|x) = (x− v)TTRJ(−2βTQ)(x− v) + u(v) (47)
where RJ(·) is the R-transform corresponding to FJ, Tm×m is defined as
T :=
1
2λ
[
Im − βλ0
λ+mβλ0
1m
]
, (48)
and Qm×m is the so-called replica correlation matrix defined as
Q = E (x− v)(x − v)T. (49)
with the expectation taken over x and v at thermal equilibrium.
• At thermal equilibrium, the microstate is distributed according to the Boltzmann-Gibbs distribution pβ
v|x
pβ
v|x(v|x) =
e−βE
R(v|x)
ZR(β|x) (50)
where ZR(β|x) denotes the partition function of the system defined as
ZR(β|x) :=
∑
v
e−βE
R(v|x). (51)
• The normalized free energy of the system at the inverse temperature β is given by
FR(β,m) = − 1
βm
E logZR(β|x), (52)
where the expectation is taken over x with respect to px. The average energy and entropy at the inverse
temperature β are further found using (8a) and (8b).
• For the system at thermal equilibrium, the replicas’ average distortion regarding the distortion function d(·, ·)
at the inverse temperature β is
DR(β,m) =
1
m
E
m∑
a=1
d(va, x), (53)
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with expectation being taken over x and v with respect to pxpv|x.

Considering Definition IV.1, the evaluation of the system parameters such as the replicas’ average distortion
DR(β,m) or the normalized free energy FR(β,m) needs the replica correlation matrix Q to be explicitly calculated
first. In fact, (49) describes a fixed point equation in terms of Q when one writes out the expectation using the
conditional distribution in (50). The solution can then be substituted in the distribution and the parameters of the
system can be calculated via (51)-(53). The fixed point equation, however, may have several solutions and thus
result in multiple outputs for the system. Nevertheless, we express the asymptotic distortion of the MAP estimator
in terms of a single output of the spin glass of replicas for which the limits exist and the free energy is minimized.
Proposition IV.1. Let the linear system (1) fulfill the constraints of Section II. Suppose Assumptions 1 and 2 hold,
and consider the spin glass of replicas as defined in Definition IV.1 for a finite integer m. Then, the free energy of
the corresponding spin glass defined in Definition III.1 is given by
F(β) = lim
m↓0
1
m
[∫ 1
0
Tr{TQRJ(−2βωTQ)}dω − Tr{QTTRJ(−2βTQ)}
]
+ FR(β,m) (54)
where Q is the replica correlation matrix satisfying (49). The asymptotic distortion of the MAP estimator regarding
the distortion function d(·; ·) is then determined as
DW(xˆ;x) = lim
β↑∞
lim
m↓0
DR(β,m). (55)
In case that multiple solutions are available for the replica correlation matrix, the replica’s average distortion in
(55) is evaluated via a correlation matrix which minimizes the free energy at zero temperature, i.e., β ↑ ∞. 
Proof. The proof is given in Appendix A. However, we explain briefly the strategy in the following.
Starting from (43c), the expectation with respect to the noise term is straightforwardly taken. Using the results
from [75], the expectation with respect to the system matrix is further taken as discussed in Appendix D. Then, by
considering the following variable exchange,
[Q]ab =
1
n
(x− va)T(x− vb). (56)
Z(m) is determined in terms of the replica correlation matrix Q. Finally, by employing the law of large numbers,
the mth moment of the partition function is given as
Z(m) = Ex
∫
e−n[G(TQ)−I(Q)]+ǫndQ (57)
where dQ :=
∏m
a,b=1 d[Q]ab with the integral being taken over R
m×m, ǫn tends to zero as n ↑ ∞ and T is given
by (48). Moreover, enI(Q) denotes the non-normalized probability weight of the vectors of replicas with a same
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correlation matrix and is explicitly determined in (198b) in Appendix A, and G(·) reads
G(M) =
∫ β
0
Tr{MRJ(−2ωM)}dω (58)
for some diagonal matrixM with Tr{·} denoting the trace operator, and RJ(·) being the R-transform with respect
to FJ. In (57), the term e
nI(Q)dQ is a probability measure which satisfies the large deviations property. Using
results from large deviations [81], the integral in (57) for large values of n can be written as the integrand at the
saddle point Q˜ multiplied by some bounded coefficient Kn which results in
Z(m)
.
= Kne
−n[G(TQ˜)−I(Q˜)] (59)
with
.
= denoting the asymptotic equivalence in exponential scale1. Consequently, by substituting Z(m) in (42), and
exchanging the limits with respect to n and m, as suggested in Assumption 2, the asymptotic distortion is found
as in Proposition IV.1 where (49) determines the saddle point of the integrand function in (57). The free energy is
further determined as in (54) by substituting (59) in (33). Finally by noting the fact that the free energy is minimized
at the equilibrium, the proof is concluded. N
Proposition IV.1 introduces a feasible way to determine the asymptotics of the MAP estimator; its validity depends
only on Assumptions 1 and 2 and has no further restriction. To pursue the analysis, one needs to solve the fixed
point equation (49) for the replica correlation matrix Q and calculate the parameters of the spin glass of replicas
explicitly. The direct approach to find Q, however, raises both complexity and analyticity issues. In fact, finding
the saddle point by searching over the set of all possible choices of Q is a hard task to do; moreover, several
solutions may not be of use since they do not lead to analytic FR(β,m) and DR(β,m) in m, and thus, they cannot
be continued analytically to the real axis via Assumption 2.
To overcome both the issues, the approach is to restrict our search into a parameterized set of replica correlation
matrices and find the solution within this set. Clearly, the asymptotics found via this approach may fail as several
other solutions are missed by restriction. The result, in this case, becomes more trustable by extending the restricted
set of replica correlation matrices. Several procedures of restrictions can be considered. The procedures introduced
in the literature are roughly divided into RS and RSB schemes. The former considers the m replicas to interact
symmetrically while the latter recursively breaks this symmetry in a systematic manner. In fact, the RS scheme was
first introduced due to some symmetric properties observed in the analysis of the spin glasses [82]. The properties,
however, do not force the correlation matrix to have a symmetric structure, and later several examples were found
showing that RS leads to wrong conclusions. For these examples, the RSB scheme was further considered as an
extension of the symmetric structure of the correlation matrix to a larger set. We consider both the RS and RSB
schemes in this manuscript; however, before pursuing our study, let us first investigate the general decoupling
property of the estimator which can be concluded from Proposition IV.1.
1a(·) and b(·) are asymptotically equivalent in exponential scale over a non-bounded set X, if for x ∈ X we have lim
x↑∞
log |
a(x)
b(x)
| = 0.
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B. General Decoupling Property of MAP Estimator
Regardless of any restriction on Q, the general ansatz leads to the decoupling property of the MAP estimator.
In fact by using Proposition IV.1, it can be shown that for almost any tuple of input-output entries, the marginal
joint distribution converges to a deterministic joint distribution which does not depend on the entries’ index. The
explicit term for the joint distribution, however, depends on the assumptions imposed on the correlation matrix.
Proposition IV.2 (General Decoupling Principle). Let the linear system (1) fulfill the constraints of Section II.
Suppose Assumptions 1 and 2 hold, and consider the spin glass of replicas as defined in Definition IV.1 with the
replica correlation matrix Q. Then, for j ∈ [1 : n], the asymptotic conditional distribution of the MAP estimator
pjxˆ|x defined in Definition II.2 is, almost sure in A, independent of j, namely
pjxˆ|x(vˆ|v) = pxˆ|x(vˆ|v) (60)
for some conditional distribution pxˆ|x at the mass point (vˆ, v) ∈ X×X. Consequently, the marginal joint distribution
of the entries xj and xˆj is described by the input-output joint distribution of the single-user system specified by
the conditional distribution pxˆ|x and the input x ∼ px. The explicit form of pxˆ|x depends on Q. 
Proof. The proof follows from Proposition IV.1 and the moment method [76], [77]. From the classical moment
problem, we know that the joint probability of the tuple of random variables (t1, t2) are uniquely specified with
the sequence of integer joint moments, if the joint moments are uniformly bounded. More precisely, by defining
the (k, ℓ)-joint moment of the tuple (t1, t2) as
Mk,ℓ := E t
k
1t
ℓ
2, (61)
the sequence of {Mk,ℓ} for (k, ℓ) ∈ Z+ × Z+ is uniquely mapped to the probability distribution pt1,t2 , if Mk,ℓ is
uniformly bounded for all integers k and ℓ. Consequently, one can infer that any two tuples of the random variables
(t1, t2) and (tˆ1, tˆ2) with the same sequences of the joint moments are identical in distribution.
To determine the joint moment of input and output entries, consider the distortion function
d(xˆ, x) = xˆkxℓ (62)
in Proposition IV.1, and evaluate the asymptotic distortion over the limit of W(n) = [j : j + ηn] for some η in a
right neighborhood of zero. The (k, ℓ)-joint moment of (xˆj , xj) is then determined by taking the limit η ↓ 0.
Substituting the distortion function and the index set in Proposition IV.1, it is clear that the asymptotic distortion
is independent of η and j, and therefore, the limit with respect to η exists and is independent of j as well. Noting
that the evaluated moments are uniformly bounded, it is inferred that the asymptotic joint distribution of (xˆj , xj) is
uniquely specified and does not depend on the index j. Finally, by using the fact that the source vector is i.i.d. and
the distribution of the entry j is independent of the index, we conclude that the asymptotic conditional distribution
pjxˆ|x is independent of j. The exact expression for p
j
xˆ|x is then found by determining the solution Q to the fixed
point equation and determining the joint moments. N
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Proposition IV.2 is a generalized form of the RS decoupling principle for the MAP estimators studied in [38].
In fact, Proposition IV.2 indicates that a vector system followed by a MAP estimator always decouples into a bank
of identical single-user systems regardless of any restriction on the replica correlation matrix.
C. Consistency Test
If one restricts the replica correlation matrix Q to be of a special form, the asymptotics determined under the
assumed structure do not necessarily approximate true asymptotics accurately. Several methods were introduced in
the literature to check the consistency of the solution. A primary method is based on calculating the entropy of the
corresponding spin glass at zero temperature. As the temperature tends to zero, the distribution of the microstate
tends to an indicator function at the point of the estimated vector, and consequently, the entropy of the corresponding
spin glass converges to zero1. One consistency check is therefore the zero temperature entropy of a given solution.
Several works invoked this consistency test and showed that for the settings in which the RS ansatz fails to give a
tight bound on the exact solution, the zero temperature entropy determined from the RS ansatz does not converge to
zero; see for example [43]. This observation illustrates the invalidity of the RS assumption and hints at RSB ansa¨tz
giving better bounds on the true solution. Inspired by the aforementioned results, we evaluate the zero temperature
entropy of the corresponding spin glass as a measure of consistency.
In order to determine the zero temperature entropy, we invoke (34) which determines the entropy in terms of
the free energy at inverse temperature β. Considering the free energy of the corresponding spin glass as given in
Proposition IV.1, the entropy H(β) reads
H(β) = lim
m↓0
β2
m
∂
∂β
[∫ 1
0
Tr{TQRJ(−2βωTQ)}dω − Tr{QTTRJ(−2βTQ)}
]
+HR(β,m) (63)
where HR(β,m) denotes the normalized entropy of the spin glass of replicas. As HR(β,m) determines the entropy
of a thermodynamic system, for any m ∈ R+ we have
lim
β↑∞
HR(β,m) = 0, (64)
and therefore, the zero temperature entropy is given by
H0 = lim
β↑∞
lim
m↓0
β2
m
∂
∂β
[∫ 1
0
Tr{TQRJ(−2βωTQ)}dω − Tr{QTTRJ(−2βTQ)}
]
, (65)
which obviously depends on the structure of the replica correlation matrix. In [43], the authors determined the zero
temperature entropy for the spin glass which corresponds to the vector precoding problem considering the RS and
1RSB assumptions, and observed that it takes the same form under both assumptions. They then conjectured that
the zero temperature entropy is of a similar form for the general RSB structure regardless of the number of breaking
steps2. Using (65), we later show that the conjecture in [43] is true.
1Note that the entropy of the spin glass at temperature β−1 denotes either the conditional entropy (for discrete supports) or the conditional
differential entropy (for continuous supports) of a random vector v distributed conditioned to y andA with Boltzmann-Gibbs distribution pβ
v|y,A
.
2In fact in this case, the dependence of the zero temperature entropy on the correlation matrix is completely described via the scalar χ which
corresponds to the diagonal entries of the correlation matrix. See Assumption 3-5 for more illustrations.
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V. RS ANSATZ AND RS DECOUPLING PRINCIPLE
The most elementary structure which can be imposed on the replica correlation matrix is RS. Here, one assumes
the correlation matrix to be of a symmetric form which means that the replicas of the spin glass defined in
Definition IV.1 are invariant under any permutation of indices. Using the definition of the replica correlation matrix
as given in (49), it consequently reads that
(x− va)(x− vb) =


q0 if a 6= b
q1 if a = b.
(66)
Assumption 3 (RS Structure). Considering the spin glass of replicas as defined in Definition IV.1, the replica
correlation matrix is of the form
Q =
χ
β
Im + q1m (67)
where χ and q are some non-negative real scalars. 
Considering (66), Assumption 3 supposes q0 = q and q1 = χβ
−1+q. Substituting (67) in Definition IV.1, the spin
glass of replicas is then specified by the scalars χ and q. The scalars are moreover related via a set of saddle point
equations which are obtained from (49). Finally, using Proposition IV.1, the asymptotics of the system are found.
Proposition V.1 (RS Ansatz). Let the linear system (1) fulfill the constraints of Section II. Suppose Assumptions 1
and 2, as well as Assumption 3 hold. Let x ∼ px, and
g = argmin
v
[
1
2λs
(x+
√
λs0z − v)2 + u(v)
]
(68)
with v ∈ X, and λs0 and λs being defined as
λs0 :=
[
RJ(−χ
λ
)
]−2 ∂
∂χ
{
[λ0χ− λq] RJ(−χ
λ
)
}
(69a)
λs :=
[
RJ(−χ
λ
)
]−1
λ (69b)
for some non-negative real χ and q and the real variable z. Then, the asymptotic distortion defined in (27) reads
DW = E
∫
d(g, x)Dz, (70)
for χ and q which satisfy
√
λs0 χ = λ
s E
∫
(g − x)z Dz (71a)
q = E
∫
(g − x)2 Dz (71b)
and minimize the zero temperature free energy F0rs which is given by
F0rs =
1
2λ
[∫ 1
0
F(ω)dω − F(1)
]
+ E
∫
1
2λs
[
(x+
√
λs0z − g)2 − λs0z2
]
+ u(g) Dz (72)
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Fig. 1: The decoupled single-user system under the RS ansatz.
with F(·) being defined as
F(ω) =
[
q − λ0
λ
χ
]
d
dω
[
ωRJ(−χ
λ
ω)
]
. (73)

Proof. See Appendix B. N
The asymptotic distortion under the RS ansatz is equivalent to the average distortion of a scalar AWGN channel
followed by a single-user estimator as shown in Fig. 1. In this block diagram, the single-user estimator gmap[(·);λs, u]
maximizes the posterior probability over a postulated scalar AWGN channel. We refer to this estimator as the
“decoupled MAP estimator” and define it as follows.
Definition V.1 (Decoupled MAP estimator). The decoupled MAP estimator gmap[(·);λs, u] with the estimation
parameter λs and the utility function u(·) is defined as
gmap[(y);λ
s, u] := argmax
v
qλs(v|y) (74a)
= argmin
v
[
1
2λs
(y − v)2 + u(v)
]
, (74b)
where qλs(v|y) denotes the “decoupled posterior distribution” postulated by the estimator which reads
qλs(v|y) = K e−
[
1
2λs (y−v)
2+u(v)
]
(75)
for some real constant K. 
Using the definition of the decoupled MAP estimator, the RS decoupled system is defined next.
Definition V.2 (RS decoupled system). Define the RS decoupled system to be consistent with the block diagram
in Fig. 1 in which
• the source symbol x is distributed with px over the support X,
• z is a zero-mean and unit-variance Gaussian random variable,
• x and z are independent,
• xˆ is estimated from the observation y := x +
√
λs0z as
xˆ = gmap[(y);λ
s, u]. (76)
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• gmap[(·);λs, u] is the decoupled MAP estimator with the estimation parameter λs and the utility function u(·)
as defined in Definition V.1.
• λs0 and λ
s are defined as in Proposition V.1.

Using Proposition IV.2, the equivalency in the asymptotic distortion can be extended to the asymptotic conditional
distribution as well. In fact, by considering the decoupling principle, Definition V.2 describes the structure of the
decoupled single-user system under the RS assumption.
Proposition V.2 (RS Decoupling Principle). Let the linear system (1) fulfill the constraints of Section II and be
estimated via the MAP estimator in (2). Consider the RS decoupled system as defined in Definition V.2, and suppose
Assumptions 1, 2 and 3 hold. Then, for any j ∈ [1 : n], the tuple (xˆj , xj) converges in distribution to (xˆ, x) if
px = px, almost sure in A. 
Proof. Using Proposition IV.2, for any two different indices j, q ∈ [1 : n] we have
pjxˆ|x(vˆ|v) = pqxˆ|x(vˆ|v) (77)
at the mass point (vˆ, v). Therefore for any index j, we have
E xˆkjx
ℓ
j = lim
n↑∞
1
n
E
n∑
i=1
xˆki x
ℓ
i . (78)
Consequently, the asymptotic (k, ℓ)-joint moment of (xˆj , xj) under the RS assumption is determined by letting
W(n) = [1 : n] and the distortion function in the RS ansatz
d(xˆ;x) = xˆkxℓ (79)
and determining the asymptotic distortion. Substituting in Proposition V.1, the asymptotic joint moment reads
M
j
k,ℓ = E
∫
gkxℓDz (80)
where g is defined in (68). Considering Definition V.2 and assuming px = px, (80) describes the (k, ℓ)-joint moment
of (xˆ, x) as well. Noting that Mjk,ℓ is uniformly bounded for any pair of integers k and ℓ, it is concluded that the
asymptotic joint distribution of (xˆj , xj) and the joint distribution of (xˆ, x) are equivalent. N
Proposition V.2 gives a more general form of the RS decoupling principles investigated in [38] and [39]. In fact,
by restricting the system matrix and source distribution as in [38] and [39], one can recover the formerly studied
RS decoupling principles.
RS Zero Temperature
To have a basic measure of RS ansatz’s consistency, we evaluate the zero temperature entropy under the RS
assumption following the discussion in Section IV-C. Substituting (67) in (65) and taking the same steps as in
25
Appendix B, the RS zero temperature entropy is determined as
H0rs = lim
β↑∞
β2
2λ
∂
∂β
[∫ 1
0
Fβ(ω)dω − Fβ(1)
]
(81)
where the function Fβ(·) is defined as
Fβ(ω) =
χ
β
RJ(−χ
λ
ω) +
[
q − λ0
λ
χ
]
d
dω
[
ωRJ(−χ
λ
ω)
]
. (82)
Taking the derivative first and then the limit, it finally reads
H0rs =
χ
2λ
[
RJ(−χ
λ
)−
∫ 1
0
RJ(−χ
λ
ω)dω
]
. (83)
We later on see that the zero temperature entropy takes the same form under the RSB assumptions.
VI. RSB ANSA¨TZE AND RSB DECOUPLING PRINCIPLE
In [83], Parisi introduced a breaking scheme to broaden the restricted set of correlation matrices. The scheme
recursively extends the set of matrices to larger sets. The breaking scheme was then employed to broaden the RS
structure of the correlation matrices, and therefore, the obtained structure was identified as the broken RS or, RSB
structure. The key feature of Parisi’s breaking scheme is that, by starting from the RS structure, the new structure
after breaking can be reduced to the structure before breaking. Thus, the set of fixed point solutions found by
assuming the broken structure includes the solutions of the previous structure as well.
Definition VI.1 (Parisi’s breaking scheme). Let m be a multiple of the integer ξ, and Q[ℓ] represent an mξ × mξ
correlation matrix. Parisi’s breaking scheme then constructs a new m×m correlation matrix Q[ℓ+1] as
Q[ℓ+1] = Iξ ⊗Q[ℓ] + κ1m (84)
for some real scalar κ. 
By choosing Q[0] to be an RS correlation matrix in Definition VI.1, the matrix Q[1] finds the RSB structure with
one step of breaking (1RSB). The steps of breaking can be further increased recursively by inserting Q[1] in the
next breaking scheme, determining the new correlation matrix Q[2], and repeating the procedure. We start by the
1RSB correlation matrix, and then, extend the result to higher RSB ansa¨tze with more steps of breaking.
Assumption 4 (1RSB Structure). Considering the spin glass of replicas as defined in Definition IV.1, the replica
correlation matrix is of the form
Q =
χ
β
Im + pImβ
µ
⊗ 1 µ
β
+ q1m (85)
where χ, p, q and µ are some non-negative real scalars. 
Regarding Parisi’s breaking scheme, Assumption 4 considers Q = Q[1] by letting Q[0] have the RS structure
with parameters χβ−1 and p, ξ = µβ−1 and κ = q. Here, the 1RSB structure reduces to RS by setting p = 0.
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Therefore, the set of 1RSB correlation matrices contains the one considered in Assumption 3.
Proposition VI.1 (1RSB Ansatz). Let the linear system (1) fulfill the constraints of Section II. Suppose Assumptions
1 and 2, as well as Assumption 4 hold. Let x ∼ px and
g = argmin
v
[
1
2λs
(x+
√
λs0z0 +
√
λs1z1 − v)2 + u(v)
]
(86)
with v ∈ X and λs0, λs1 and λs being defined by
λs0 =
[
RJ(−χ
λ
)
]−2 ∂
∂χ
{
[λ0(χ+ µp)− λq] RJ(−χ+ µp
λ
)
}
, (87a)
λs1 =
[
RJ(−χ
λ
)
]−2 [
RJ(−χ
λ
)− RJ(−χ+ µp
λ
)
]
λµ−1, (87b)
λs =
[
RJ(−χ
λ
)
]−1
λ (87c)
for some non-negative real χ, p, q and µ and real variables z0 and z1. Then, the asymptotic distortion in (27) reads
DW = E
∫
d(g, x) Λ˜(z1|z0, x)Dz1Dz0, (88)
with Λ˜(z1|z0, x) :=
[∫
Λ(z1, z0, x)Dz1
]−1
Λ(z1, z0, x) and Λ(z1, z0, x) being defined by
Λ(z1, z0, x) = e
−µ
[
1
2λs (x+
√
λs0z0+
√
λs1z1−g)2−
1
2λs (
√
λs0z0+
√
λs1z1)
2+u(g)
]
. (89)
The scalars χ, p and q satisfy
√
λs0 [χ+ µp] = λ
sE
∫
(g − x)z0 Λ˜(z1|z0, x)Dz1Dz0 (90a)
√
λs1 [χ+ µq + µp] = λ
sE
∫
(g − x)z1 Λ˜(z1|z0, x)Dz1Dz0 (90b)
q + p = E
∫
(g − x)2 Λ˜(z1|z0, x)Dz1Dz0 (90c)
and µ is a solution of the fixed point equation
µ
2λs
[
µ
λs1
λs
q + p
]
− 1
2λ
∫ µp
0
RJ(−χ+ ω
λ
)dω = E
∫
log Λ˜(z1|z0, x) Λ˜(z1|z0, x)Dz1Dz0. (91)
Moreover, χ, p, q and µ minimize the zero temperature free energy F
0[1]
rsb which reads
F
0[1]
rsb =
1
2λ
[∫ 1
0
F(ω)dω − F(1)
]
− 1
µ
E
∫
log
[∫
Λ(z1, z0, x)Dz1
]
Dz0 (92)
with F(·) being defined as
F(ω) =
1
µ
d
dω
[∫ [χ+µp]ω
χω
RJ(− t
λ
)dt
]
+
[
q − λ0χ+ µp
λ
]
d
dω
[
ωRJ(−χ+ µp
λ
ω)
]
. (93)

Proof. See Appendix C. N
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Fig. 2: The decoupled scalar system under the 1RSB ansatz.
Similar to our approach under the RS ansatz, we employ Proposition VI.1 to introduce the decoupled 1RSB
single-user system which describes the statistical behavior of the MAP estimator’s input-output entries under 1RSB
assumption. The decoupled system under 1RSB differs from RS within a new impairment term which is correlated
with the source and noise symbols through a joint distribution. The impairment term intuitively plays the role of
a correction factor which compensates the possible inaccuracy of the RS ansatz. The decoupled MAP estimator,
however, follows the same structure as for RS.
Definition VI.2 (1RSB decoupled system). Fig. 2 defines the 1RSB decoupled system in which
• the source symbol x is distributed with px over the support X,
• z0 is a zero-mean and unit-variance Gaussian random variable,
• z1 is a random variable correlated with x and z0,
• x and z0 are independent, and
pz1|x,z0 = Λ˜(z1|z0, x)φ(z1) (94)
with Λ˜ defined in Proposition VI.1.
• xˆ is estimated from the observation y := x +
√
λs0z0 +
√
λs1z1 as
xˆ = gmap[(y);λ
s, u]. (95)
• gmap[(·);λs, u] is the decoupled MAP estimator with the estimation parameter λs and the utility function u(·)
as defined in Definition V.1.
• λs0, λ
s
1 and λ
s are defined as in Proposition VI.1.

Proposition VI.2 (1RSB Decoupling Principle). Let the linear system (1) fulfill the constraints of Section II and
be estimated via the MAP estimator in (2). Consider the 1RSB decoupled system as defined in Definition VI.2, and
suppose Assumptions 1, 2 and 4 hold. Then, for all j ∈ [1 : n], the tuple (xˆj , xj) converges in distribution to (xˆ, x)
if px = px. 
Proof. The proof takes exactly same steps as for the RS decoupling principle using Proposition VI.1. N
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The 1RSB decoupled system, in general, provides a more accurate approximation of the estimator’s asymptotics
by searching over a larger set of solutions which include the RS ansatz. To investigate the latter statement, consider
the case of p = 0. In this case, the 1RSB structure reduces to RS. Setting p = 0 in Proposition VI.1, λ1 becomes
zero, and consequently Λ˜(z1|z0, x) = 1. Moreover, the fixed point equations in (91) hold for any choice of µ, and
the scalars χ and q couple through the same set of equations as in the RS ansatz. The zero temperature free energy
of the system, furthermore, reduces to its RS form under the assumption of p = 0. Denoting the parameters of the
RS ansatz by [χrs, qrs], it is then concluded that [χ, p, q, µ] = [χrs, 0, qrs, 0] is a solution to the 1RSB fixed point
equations, when an stable solution to the RS fixed point exists. The solution, however, does not give necessarily
the 1RSB ansatz, the stable solution to the 1RSB fixed point equations with minimum free energy may occur at
some other point. We investigate the impact of replica breaking for some examples later through numerical results.
Parisi’s breaking scheme can be employed to extend the structure of the correlation matrix to the RSB structure
with more steps of breaking by recursively repeating the scheme. In fact, one can start from an RS structured
Q[0] and employ the breaking scheme for b steps to determine the correlation matrix Q[b]. In this case, the replica
correlation matrix is referred to as the bRSB correlation matrix.
Assumption 5 (bRSB Structure). Considering the spin glass of replicas as defined in Definition IV.1, the replica
correlation matrix is of the form
Q =
χ
β
Im +
b∑
κ=1
pκImβ
µκ
⊗ 1µκ
β
+ q1m (96)
where scalars χ and q, and the sequences {pκ} and {µκ} with κ ∈ [1 : b] are non-negative reals, and {µκ} satisfies
the following constraint
µκ+1
µκ
∈ Z+ (97)
for κ ∈ [1 : b− 1]. 
Considering the correlation matrix in Proposition IV.1 to be of the form indicated in Assumption 5 the previous
ansa¨tze are extended to a more general ansatz which can reduce to the 1RSB as well as RS ansatz. Proposition VI.3
expresses the replica ansatz under the bRSB assumption.
Proposition VI.3 (bRSB Ansatz). Let the linear system (1) fulfill the constraints of Section II. Suppose Assumptions
1 and 2, as well as Assumption 5 hold. For κ ∈ [0 : b], define the sequence {χ˜κ}, such that χ˜0 = χ and
χ˜κ := χ+
κ∑
ς=1
µςpς (98)
for κ ∈ [1 : b]. Let x ∼ px, and
g = argmin
v
[
1
2λs
(x+
b∑
κ=0
√
λsκzκ − v)2 + u(v)
]
(99)
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with v ∈ X and λs0, {λsκ} and λs being defined as
λs0 =
[
RJ(− χ˜0
λ
)
]−2
∂
∂χ˜b
{
[λ0χ˜b − λq] RJ(− χ˜b
λ
)
}
, (100a)
λsκ =
[
RJ(− χ˜0
λ
)
]−2 [
RJ(− χ˜κ−1
λ
)− RJ(− χ˜κ
λ
)
]
λµ−1κ , (100b)
λs =
[
RJ(− χ˜0
λ
)
]−1
λ (100c)
for some non-negative real scalar q, sequences {χ˜κ} and {µκ} and sequence of real variables {zκ}. Then, the
asymptotic distortion defined in (27) reads
DW = E
∫
d(g;x)
b∏
κ=1
Λ˜κ(zκ|{zς}bκ+1, z0, x) DzκDz0, (101)
where {zς}bκ := {zκ, . . . , zb} and Λ˜κ(zκ|{zς}bκ+1, z0, x) =
[∫
Λκ({zς}bκ, z0, x)Dzκ
]−1
Λκ({zς}bκ, z0, x) with
Λ1({zς}b1, z0, x) := e
−µ1
[
1
2λs (x+
b∑
κ=0
√
λsκzκ−g)2− 12λs (
b∑
κ=0
√
λsκzκ)
2+u(g)
]
(102)
and {Λκ({zς}bκ, z0, x)} for κ ∈ [2 : b] being recursively determined by
Λκ({zς}bκ, z0, x) :=
[∫
Λκ−1({zς}bκ−1, z0, x) Dzκ−1
] µκ
µκ−1
. (103)
The scalar q and sequences {χ˜κ} and {pκ} satisfy
b∑
κ=1
pκ + q = E
∫
(g − x)2
b∏
κ=1
Λ˜κ(zκ|{zς}bκ+1, z0, x) DzκDz0, (104a)
χ˜κ−1 + µκ
(
b∑
ς=κ
pς + q
)
=
λs√
λsκ
E
∫
(g − x)zκ
b∏
κ=1
Λ˜κ(zκ|{zς}bκ+1, z0, x) DzκDz0, (104b)
χ˜b =
λs√
λs0
E
∫
(g − x)z0
b∏
κ=1
Λ˜κ(zκ|{zς}bκ+1, z0, x) DzκDz0, (104c)
and the sequence {µκ} is given by
{µκ} = arg min{µ˜κ}
[
1
2λ
∫ 1
0
F(ω; {µ˜κ})dω − 1
µ˜b
E
∫
log
[∫
Λb(zb, z0, x)Dzb
]
Dz0 − 1
2λs
∆({µ˜κ})
]
(105)
where the function F(·; {µκ}) is defined as
F(ω; {µκ}) :=
b∑
κ=1
1
µκ
d
dω
∫ χ˜κω
χ˜κ−1ω
RJ(− t
λ
)dt+
[
q − λ0
λ
χ˜b
]
d
dω
[
ωRJ(− χ˜b
λ
ω)
]
, (106)
∆(·) is defined as
∆({µκ}) =
b∑
κ=1
1
µκ
[ζκχ˜κ − ζκ−1χ˜κ−1] + ζbq − λ
s
0
λs
χ˜b (107)
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Fig. 3: The decoupled scalar system under the bRSB ansatz.
with ζ0 = 1, and ζκ for κ ∈ [1 : b] denoting
ζκ := 1−
κ∑
ς=1
µς
λsς
λs
, (108)
and {µ˜κ} ∈ Sµ in which
Sµ :=
{
{µ1, . . . , µb} ∋ µκ ∈ R+ ∧ µκ+1
µκ
∈ Z+ ∀κ ∈ [1 : b− 1]
}
. (109)
In the case of multiple solutions for χ, q, {pκ} and {µκ}, the ansatz is chosen such that the free energy at zero
temperature
F
0[b]
rsb =
1
2λ
[∫ 1
0
F(ω; {µκ})dω − F(1; {µκ})
]
− 1
µb
E
∫
log
[∫
Λb(zb, z0, x)Dzb
]
Dz0 (110)
is minimized. 
Proof. See Appendix D. N
One can simply observe that Proposition VI.3 reduces to Propositions VI.1 and V.1 by letting b = 1 and pκ = 0
for κ ∈ [1 : b], respectively. The ansatz, moreover, extends the corresponding decoupled single-user system of the
estimator considering the general decoupling principle investigated in Proposition IV.2. By taking the same steps as
in Proposition VI.2, the decoupled bRSB single-user system is found which represents the extended version of the
1RSB system with b additive impairment taps. In fact, considering the impairment terms to intuitively play the role
of correction factors, the bRSB ansatz takes more steps of correction into account. The decoupled MAP estimator,
moreover, remains unchanged.
Definition VI.3 (bRSB decoupled system). Define the bRSB decoupled system as a single-user system illustrated
in Fig. 3 in which
• the source symbol x is distributed with px over the support X,
• z0 is a zero-mean and unit-variance Gaussian random variable,
• zκ is a random variable correlated with x, z0 and {zκ+1, . . . , zb}
• x and z0 are independent, and
pzκ|zκ+1,...,zb,z0,x = Λ˜κ(zκ|{zς}bκ+1, z0, x)φ(zκ) (111)
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with Λ˜ defined in Proposition VI.3.
• xˆ is estimated from the observation y := x +
b∑
κ=0
√
λsκzκ as
xˆ = gmap[(y);λ
s, u]. (112)
• gmap[(·);λs, u] is the decoupled MAP estimator with the estimation parameter λs and the utility function u(·)
as defined in Definition V.1, and
• λs0, {λsκ} and λs for κ ∈ [1 : b] are as in Proposition VI.3.

Proposition VI.4 (bRSB Decoupling Principle). Let the linear system (1) fulfill the constraints of Section II and
be estimated via the MAP estimator in (2). Consider the bRSB decoupled system as defined in Definition VI.3, and
suppose Assumptions 1, 2 and 5 hold. Then, for all j ∈ [1 : n], the tuple (xˆj , xj) converges in distribution to (xˆ, x)
if px = px. 
Proof. Using Proposition VI.1, it takes same steps as for Proposition V.2. N
RSB Zero Temperature
In Appendix D, it is shown that under the bRSB assumption on the replica correlation matrix the free energy of
the corresponding spin glass at the inverse temperature β reads
F(β) =
1
2λ
[∫ 1
0
Fβ(ω)dω − Fβ(1)
]
+ FR(β). (113)
Here, FR(β) denotes the normalized free energy of the spin glass of replicas defined in (52) in the limit m ↓ 0,
and the function Fβ(·) is defined as
Fβ(ω) =
b∑
κ=1
1
µκ
d
dω
∫ χ˜κω
χ˜κ−1ω
RJ(− t
λ
)dt+
χ
β
RJ(−χ
λ
ω) +
[
q − λ0
λ
χ˜b
]
d
dω
[
ωRJ(− χ˜b
λ
ω)
]
. (114)
Following the discussion in Section IV-C, the entropy at the zero temperature reads
H
0[b]
rsb = lim
β↑∞
β2
2λ
∂
∂β
[∫ 1
0
Fβ(ω)dω − Fβ(1)
]
(115)
which reduces to
H
0[b]
rsb =
χ
2λ
[
RJ(−χ
λ
)−
∫ 1
0
RJ(−χ
λ
ω)dω
]
. (116)
(116) justifies the conjecture in [43] and states that the zero temperature entropy under any number of breaking
steps, including the RS case, is of the similar form and only depends on the scalar χ. In fact, the Hamiltonian in
(10) reduces to the one considered in vector precoding by considering x to be the deterministic vector of zeros,
λ0 = 0, λ = 1 and u(v) = 0. Substituting in (116), the zero temperature entropy reduces to the one determined in
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[43] within a factor of 2. The factor comes from the difference in the prior assumption on the support of microstate1.
VII. REPLICA SIMULATOR: CHARACTERIZATION VIA THE SINGLE-USER REPRESENTATION
The general bRSB decoupling principle determines an equivalent single-user system which describes the input-
output statistics of the MAP estimator under the bRSB ansatz. In order to specify the exact parameters of the
decoupled single-user system, the set of fixed point equations needs to be solved explicitly. In this section, we
propose an alternative approach which describes an ansatz in terms of the corresponding decoupled system’s input-
output statistics. We define the exact form of the decoupled system as the “steady state” of a transition system
named “replica simulator”. The proposed approach enables us to investigate the properties of the RS and RSB
ansa¨tze by studying the replica simulator. In order to clarify the idea of the replica simulator, let us define a set of
input-output statistics regarding the bRSB decoupled system.
Definition VII.1. Consider the single-user system consistent with the block diagram in Fig. 3. Denote the joint
distribution of the source and impairment terms with px,z0,...,zb . For this system,
• the κth noise-error correlation is defined as
Cκ =
1√
λsκ
E (xˆ− x)zκ (117)
for κ ∈ [0 : b], and
• the MSE is denoted by
MSE = E (xˆ− x)2. (118)

Invoking Definition VII.1, the bRSB ansatz can be completely represented in terms of the input-output statistics
of the decoupled system. In fact, by means of Definition VII.1, the fixed point equations in (104a)-(104c) can be
expressed as
b∑
κ=1
pκ + q = MSE, (119a)
χ˜κ−1 + µκ
(
b∑
ς=κ
pς + q
)
= λsCκ, (119b)
χ˜b = λ
sC0, (119c)
for κ ∈ [1 : b]; moreover, the factor Λ1 is given as
Λ1({zς}b1, z0, x) = e−µ1
[
1
2λs (y−xˆ)
2− 12λs (y−x)
2+u(xˆ)
]
, (120)
1In [43], the authors considered v to be a complex vector.
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which reduces to
Λ1({zς}b1, z0, x) = px(x)µ1
[
qλs(xˆ|y)
qλs(x|y)
]µ1
(121)
with qλs(·|y) indicating the decoupled posterior distribution defined in Definition V.1. The second term on the right
hand side of (121) is an extended form of the likelihood ratio. By defining
Γ1({zς}b1, z0, x) =
[
qλs(xˆ|y)
qλs(x|y)
]µ1
, (122)
(121) reads
Λ1({zς}b1, z0, x) = px(x)µ1Γ1({zς}b1, z0, x), (123)
and Λκ({zς}bκ, z0, x) for κ ∈ [2 : b] are determined by
Λκ({zς}bκ, z0, x) = px(x)µκΓκ({zς}bκ, z0, x) (124)
where Γκ({zς}bκ, z0, x) are recursively defined as
Γκ({zς}bκ, z0, x) =
[∫
Γκ−1({zς}bκ−1, z0, x) Dzκ−1
] µκ
µκ−1
. (125)
The fixed point in (105) is therefore rewritten accordingly.
The above alternative representation of the bRSB ansatz leads us to a new interpretation. In fact, one can define a
transition system in which the vector of replica parameters denotes the state, and the decoupled single-user system
defines the transition rule [84], [85]. We refer to this transition system as the “replica simulator”, and define it
formally as the following.
Definition VII.2 (Replica simulator). Let b be a non-negative integer. Consider the vector s as
s := [χ, µ1, . . . , µb, p1, . . . , pb, q] (126)
with entries satisfying the corresponding constraints in Proposition VI.3, and denote its support by Sb. The transition
rule TRb : Sb 7→ Sb maps the prior state si ∈ Sb to the posterior state sf ∈ Sb in the following way:
TRb realizes the bRSB decoupled system considering the entries of si as the replica parameters. It then constructs
the entries of sf by determining a new set of replica parameters from the statistics of the decoupled system using
the equivalent representation of the fixed point equations given in (119a)-(125).
The replica simulator of breaking order b is then defined as the transition system SimR[b] :=
(
Sb,T
R
b
)
. 
The structure of the replica simulator is illustrated in Fig. 4. For the replica simulator of breaking order b, a
sequence of states {st} is considered to be a “process”, if for t ∈ [1 :∞]
st
TRb−→ st+1. (127)
The state s⋆ is then called the “steady state”, if setting st = s
⋆ results in st+1 = s
⋆. Regarding Proposition VI.3,
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Fig. 4: Replica Simulator of breaking order b
the bRSB ansatz is in fact the steady state of the replica simulator which minimizes the free energy function. Our
conclusion also extends to the RS case, if we set b = 0.
Considering Definition VII.2, as well as the above discussions, the bRSB ansatz can be numerically investigated
using the methods developed in the literature of transition systems. This approach may reduce the complexity of
numerical analysis; however, it does not impact the computational complexity1. In fact, assuming that one realizes
the bRSB decoupled system for any desired state vector denoted in (126) via some methods of realization, e.g.,
Monte Carlo simulation, the bRSB ansatz can be found by means of an iterative algorithm which has been designed
to find the steady state of a transition system. The latter statement can be clarified as in Scheme 1.
Scheme 1 Analysis via Replica Simulator
begin
set replica simulator of breaking order b, SimR[b]
if b = 0 then
TRb corresponds to the RS decoupled system
else
TRb corresponds to the bRSB decoupled system
end if
initiate initial state s0 ∈ Sb
evaluate s0
TRb−→ s ⊲ A
if s = s0 then
s⋆ ← s
break
else
consider mapping rule IM(·, ·) : Sb × Sb 7→ Sb ⊲ B
s0 ← IM(s, s0)
return A
end if
output s⋆
end
In Scheme 1, TRb in step A can be realized via different methods. One may determine the input-output distri-
bution of the single-user system analytically or simulate the system by generating impairment and source samples
numerically via Monte Carlo technique. Another degree of freedom is in step B where different mapping rules with
1We conjecture that in some cases, our bRSB decoupled system represents the asymptotic of a decision-feedback system. The validity of this
conjecture can further reduce the computation complexity.
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different convergence speeds can be employed. For algorithms designed based on Scheme 1, the computational
complexity depends on the realization method while the convergence speed is mainly restricted with some given
mapping rule IM(·, ·).
The replica simulator introduces a systematic approach for investigating the replica ana¨tze based on the decoupling
principle. Moreover, it gives an intuition about the impact of symmetry breaking. To clarify the latter statement, let
us consider an example.
Example. (RS vs. 1RSB ansatz) Let b = 0; thus, the RS fixed point equations read
q = MSE, (128a)
χ = λsC0. (128b)
The equations under the 1RSB assumption are moreover given by
q + p = MSE, (129a)
χ+ µp = λsC0, (129b)
χ+ µp+ µq = λsC1, (129c)
and µ is determined through the fixed point equation
µ
2λs
[
µ
λs1
λs
q + p
]
− 1
2λ
∫ µp
0
RJ(−χ+ ω
λ
)dω = I(z1; z0, x) + DKL(pz1‖φ) (130)
where I(·; ·) and DKL(· ‖ ·) denote the mutual information and Kullback-Leibler divergence, respectively. Assuming
the system matrix to be i.i.d. and setting z1 to be independent of z0 and x, the right hand side of (130) tends to
zero, and therefore, the solutions µ = 0 and p = 0 are concluded. Consequently, (129c) becomes ineffective, and
the fixed point equations reduce to RS. The latter observation can be interpreted in terms of the “state evolution” of
the replica simulator. More precisely, assume that the initial state of the replica simulator with breaking order one
is chosen such that in the corresponding decoupled system, z1 is sufficiently correlated with the source and noise
symbols. In this case, by assuming the mapping rule IM(·, ·) to be converging, the correlation in each iteration of
Scheme 1 reduces, and thus, at the steady state, z1 becomes independent of z0 and x.
The above discussion can be extended to replica simulators with larger breaking orders. Moreover, further
properties of the RSB ansa¨tze could be studied using methods developed in the literature of transition systems1.
We leave the further investigations as a possible future work.
1The concept of replica simulator may further clarify the connection between RSB ansa¨tze and message passing based algorithms. Such
investigations however are skipped here and can be considered as a possible future work.
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VIII. LARGE COMPRESSIVE SENSING SYSTEMS
Considering the setting represented in Section II, a large compressive sensing system can be studied through our
results by restricting the source’s CDF to be of the form
Fx(x) = (1− α)1 {x ≥ 0}+ αF˘x(x). (131)
In the large limit, the source vector distributed as (131) has (1−α)n entries equal to zero while the remaining αn
entries are distributed with F˘x. In this case, x is an αn-sparse vector, and thus, (1) is considered to represent a
large compressive sensing system with the sensing matrix A.
Considering the prior as in (131), different recovery schemes are then investigated by restricting the prior setup
of the system, correspondingly. In this section, we study the asymptotics of several recovery schemes using our
bRSB decoupling principle for both the cases of continuous and finite alphabet sources.
A. Continuous Sources
Assuming X = R, (131) describes a continuous random variable multiplied by an α-Bernoulli random variable.
In this case, by varying the utility function u(·), different reconstruction schemes are considered. Here, we address
the linear, LASSO and ℓ0 norm recovery schemes. The results can however be employed to investigate a general
ℓp norm recovery scheme [61].
Example 1. (linear recovery scheme) The MAP estimation is reduced to the linear recovery scheme when the
utility function is set to be
u(v) =
v2
2
. (132)
In fact, in this case, the MAP estimator postulates the prior distribution to be a zero-mean and unit-variance Gaussian
and performs considerably inefficient when the source is sparse. Using the bRSB decoupling principle, we conclude
that in the large-system limit the source entry xj and the estimated entry xˆj , for any j ∈ [1 : n], converge in
probability to a sparse random variable x distributed as in (131) and the estimated symbol xˆ := gmap[(y);λ
s, u]
where the decoupled system reduces to
gmap[(y);λ
s, u] =
y
1 + λs
, (133)
with y being given by
y = x +
b∑
κ=0
√
λsκzκ, (134)
and the scalars λs and {λsκ} for κ ∈ [0 : b] are defined as in Proposition VI.3. By letting b = 0, the result reduces
to the RS decoupling principle reported in the literature, see [38], [39]; however, the result here holds for a wider
set of sensing matrices and source distributions.
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Example 2. (LASSO recovery scheme) To study the LASSO recovery scheme, we set
u(v) = |v|. (135)
Regarding the bRSB decoupling principle, the prior distribution of the decoupled system’s input x is postulated to
be “Laplacian” or “double exponential” with unit variance. This postulation results in a better performance of the
recovery scheme in many cases, since the Laplacian PDF could be a more realistic approximation of the sparse
source distribution. Consequently, the decoupled system’s output is found as xˆ = gmap[(y);λ
s, u] with
gmap[(y);λ
s, u] = [y − λs sgn(y)] wλs(y) (136)
where y is denoted as in (134), wλs(·) is the null window function with window width λs defined as
wλs(y) =

 1 |y| > λ
s
0 |y| ≤ λs
, (137)
and sgn(y) is the sign indicator. The decoupled single-user estimator in (137) which is often referred to as the
soft-thresholding operator recovers the earlier RS results by setting b = 0 and the sensing matrix to be i.i.d. [38].
Example 3. (ℓ0 norm recovery scheme) The ℓ0 norm recovery scheme which considers
u(v) = 1 {v 6= 0} (138)
can perform significantly better that the latter schemes when the sparsity increases. In this case, the prior distribution
of the bRSB decoupled system’s input x is found as the limit of
pθ,δx (x) =
1
2θ+ 2δ (e− 1)

 e |x| ≤ δ1 δ < |x| ≤ θ , (139)
when θ ↑ ∞ and δ ↓ 0. For finite values of θ and δ, pθ,δx can be considered as a sparse distribution in which
non-zero symbols occur uniformly. The prior explains the better performance of the ℓ0 norm recovery scheme
compared to the linear and LASSO schemes. For this case, the output of the decoupled single-user system reads
xˆ = gmap[(y);λ
s, u], such that
gmap[(y);λ
s, u] = ywϑ(y) (140)
where y is denoted as in (134), and wϑ(·) is the null window function with ϑ =
√
2λs. Here, gmap[(·);λs, u] is the
hard-thresholding operator and recovers the analysis in [38] for a wider class of settings.
The above examples have been also studied in earlier replica based studies, e.g., [38], [40]. The given results
can be analytically derived from the above expressions by considering the RS ansatz and properly substituting the
corresponding R-transforms. We address the results of two important cases reported in the literature in following.
Special Case 1: In [38], the authors addressed the case of which an i.i.d. sparse source is sampled by an i.i.d.
sensing matrix where the matrix entries are zero-mean random variables with the variance vanishing proportional
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to k−1. The asymptotic performance of the estimator was then addressed when the linear, LASSO, and ℓ0 norm
recovery schemes are employed using the RS MAP decoupling principle. The results reported in [38] can be derived
directly by setting the R-transform in Proposition V.2 to be
RJ(ω) =
1
1− rω . (141)
Special Case 2: The results of [38] extended in [40] to a larger set of sensing matrices, and the RS prediction of
the asymptotic MSE was determined for sparse Gaussian sources. The given results can be recovered by considering
the distortion function
d(xˆ;x) = ‖xˆ− x‖2, (142)
and the source distribution to be (131) with F˘x representing the zero-mean and unit-variance Gaussian CDF.
B. Finite Alphabet Sources
Our result can be further employed to study the sampling problem of finite alphabet sources. Considering
X = {0, t1, . . . , tℓ−1} , (143)
in which the symbol 0 occurs with probability 1−α, and other ℓ−1 outcomes are distributed due to pt. Consequently,
the source distribution reads
px(x) = (1− α)1{x = 0}+ α1{x 6= 0}pt(x) (144)
which can be interpreted as the multiplication of the non-zero discrete random variable t distributed with pt and
an α-Bernoulli random variable. For sake of brevity, we denote the sorted version of the symbols in the support X
by c1, . . . , cℓ in which
−∞ < c1 < c2 < . . . < cℓ < +∞. (145)
For notational compactness, we further define c0 and cℓ+1 to be−∞ and +∞, respectively. Similar to the continuous
case, different choices of the utility function u(·) address different types of reconstruction schemes which we
investigate in the sequel.
Example 4. (linear recovery scheme) We consider the case in which the finite alphabet source is reconstructed
via the linear recovery scheme as introduced in Example 1. Using the bRSB decoupling principle, the source and
estimated symbols (xj , xˆj) converge to the random variables x and xˆ for all j ∈ [1 : n] where x is distributed with
px defined in (144), and xˆ is found as xˆ = gmap[(y);λ
s, u] with
gmap[(y);λ
s, u] = ck if y ∈
(
vℓ2k , v
ℓ2
k+1
]
(146)
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for k ∈ [1 : ℓ]. The scalar y indicates the observation symbol in the equivalent decoupled system, and the boundary
point vℓ2k is defined as
vℓ2k :=
1 + λs
2
(ck−1 + ck) . (147)
Example 5. (LASSO recovery scheme) Replacing the reconstruction scheme in Example 4 with LASSO, the
single-user estimator of the bRSB decoupled system is of the form
gmap[(y);λ
s, u] = ck if y ∈
(
vℓ1k , v
ℓ1
k+1
]
(148)
for k ∈ [1 : ℓ] where the boundary point vℓlk reads
vℓ1k :=
1
2
(ck−1 + ck) + λs
|ck| − |ck−1|
ck − ck−1 . (149)
Example 6. (ℓ0 norm recovery scheme) For finite alphabet sources, the ℓ0 norm recovery scheme is optimal
in terms of symbol error rate, since it realizes the sparse uniform distribution. In fact, for the case of which the
non-zero symbols of the source are uniformly distributed, the ℓ0 norm utility function exactly models the source’s
true prior, and therefore, can be considered as the optimal scheme. Under the ℓ0 norm recovery scheme, the bRSB
decoupled system reduces to
gmap[(y);λ
s, u] = ck if y ∈
(
vℓ0k , v
ℓ0
k+1
]
(150)
with the boundary point vℓ0k being defined as
vℓ0k :=
1
2
(ck−1 + ck) + λs
1{ck 6= 0} − 1{ck−1 6= 0}
ck − ck−1 . (151)
for k ∈ [1 : ℓ].
IX. NUMERICAL RESULTS FOR LARGE COMPRESSIVE SENSING SYSTEMS
In this section, we numerically investigate the examples of large compressive sensing systems for some known
setups. For this purpose, we simulate the decoupled systems by setting the source distribution and sensing matrix to
a specific form and determine the expected distortion of the equivalent scalar system. We, then, discuss the validity
of RS and RSB assumptions for these examples.
A. Simulation Setups
The settings and distortion functions being considered in the numerical investigations are as follows.
1) Sensing Matrices: Throughout the numerical investigations, we consider the two important cases of random
“i.i.d.” and “projector” matrices.
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• i.i.d. Random Matrix: In this case, the entries of Ak×n are supposed to be generated i.i.d. from an arbitrary
distribution pa. Without loss of generality, we assume that the entries are zero-mean random variables with
variance k−1. This structure is the most primary and also the most discussed case in random matrix theory. For
this matrix, regardless of pa, it is well known that the asymptotic empirical eigenvalue CDF of the Gramian
J follows the Marcenko-Pastur law which states
FJ(λ) =
[
1− r−1]+ 1{λ > 0}+ ∫ λ
−∞
√
r − (1− u)2
2πru
du (152)
where [x]+ returns x when x is non-negative and is zero otherwise [32], [33], [86]. Using the definition of
R-transform, it is straightforward to show that RJ(·) reads
RJ(ω) =
1
1− rω . (153)
• Projector Matrix: Here, the only constraint on the sensing matrix is that the row vectors are orthogonal. The
matrices are also referred to as the “row orthogonal” matrices. For the sensing matrix Ak×n, we assume the
case that the row vectors are normalized by the number of rows and k ≤ n; thus, the outer product AAT reads
AAT =
n
k
Ik. (154)
Consequently, the Gram matrix J takes two different eigenvalues: λ = 0 with multiplicity n−k, and λ = nk−1
with multiplicity k. Considering the definition of the factor r in (19), the asymptotic empirical CDF of the
eigenvalues read
FJ(λ) =
[
1− r−1] 1{λ > 0}+ r−11{λ > r} (155)
which results in the R-transform of the form
RJ(ω) =
ω − 1+√(rω − 1)2 + 4ω
2ω
. (156)
2) Source Model: We consider the continuous and finite alphabet sources to be distributed with “sparse Gaussian”
and “sparse uniform” distributions, respectively. More precisely, we assume the entries of the continuous and finite
alphabet sources to be generated from a Gaussian and uniform distribution, respectively, and multiplied by a
Bernoulli random variable with probability α to take 1 and 1 − α to take 0. Moreover, we assume the nonzero
outcomes of the finite alphabet source to be of the symmetric form
{±a, . . . ,±κa} (157)
for some positive real a and integer κ.
3) Distortion Function: Regarding the continuous sources, we determine the performance of different estimators
by considering the MSE as the distortion function, i.e.,
d(xˆ;x) = ‖xˆ− x‖2. (158)
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Fig. 5: RS predicted normalized MSE versus the estimation parameter λ for the linear, LASSO and ℓ0 norm recovery schemes
considering the compression rate r = 2. The sparsity factor is set to be α = 0.1 and the noise variance λ0 is set such that
the source power to noise power ratio becomes 10 dB. The dashed and solid lines respectively indicate the cases with random
projector and i.i.d. measurements. The curves match the numerical results reported in [38], [40].
For the finite alphabet sources, moreover, we determine the probability of the error as the measure for which
d(xˆ;x) =
n∑
i=1
1 {xˆi 6= xi} (159)
as well as the MSE. Considering either case, it is clear that the MSE obtained by any ℓp norm recovery scheme is
bounded from below by the MMSE bound reported in the literature [21], [23].
B. Numerical Results for Continuous Sources
Considering Examples 1-3, we consider the case in which a sparse Gaussian source with sparsity factor α = 0.1
is sampled via a random sensing matrix. Fig. 5 shows the RS prediction of normalized MSE, defined as
MSE0 =
MSE
E |x|2 = α
−1MSE, (160)
as a function of the estimation parameter λ. The compression rate is set to be r = 2, and both the i.i.d. random
and projector sensing matrices are considered. The curves match the results reported in [40] and [38]. As it is seen,
the ℓ0-norm recovery scheme with the optimal choice of estimation
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Fig. 6: RS predicted normalized MSE versus the estimation parameter λ for different compression rates considering LASSO
recovery. The sparsity factor is set to be α = 0.1 and the true noise variance λ0 is set to be 0.01. The dashed and solid lines
respectively indicate the random projector and i.i.d. matrices. As the compression rate increases, MSE0 converges to 0 dB.
however, the non-optimal choice of the estimation parameter can make the ℓ0 norm’s performance even worse than
the LASSO. Moreover, in contrast to the noiseless case, the projector matrix is always outperforming the i.i.d.
matrix in the noisy case; this fact has been also reported in [40].
In [42], the authors showed that in the noiseless sampling case with an i.i.d. Gaussian matrix, the RS ansatz
for linear and LASSO recovery schemes is locally stable against perturbations that break the symmetry of the
replica correlation matrix. This result in fact agrees with the general belief that convex optimization problems do
not exhibit RSB [87]. The result in [42], however, indicated that for the ℓ0 norm reconstruction, the RS ansatz
becomes unstable, and therefore the RSB ansa¨tze are needed for accurately assessing the performance.
In order to investigate the observation of [42], we have plotted the normalized MSE of the LASSO recovery
scheme predicted by the RS ansatz in terms of the estimation parameter λ in Fig. 6 considering different compression
rates. It is observed that for a given estimation parameter λ, the normalized MSE increases as the compression
rate grows. For large compression rates, the normalized MSE converges to 0 dB which agrees with the fact that
for asymptotically large compression rates, the source and observation vectors are independent, and thus, the MSE
converges to the source power. To investigate the ℓ0 norm recovery scheme, we plot the corresponding curves for
the ℓ0 norm scheme considering Fig. 6 as the reference.
For ℓ0 norm recovery, Fig. 7 shows the normalized MSE predicted by the RS ansatz as a function of the estimation
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Fig. 7: The normalized MSE as a function of the estimation parameter λ determined via the RS ansatz for different compression
rates considering the ℓ0 norm recovery scheme. The sparsity factor and the noise variance are considered to be α = 0.1
and λ0 = 0.01, respectively. The dashed and solid lines respectively indicate the random projector and i.i.d. matrices. As the
compression rate increases, the RS ansatz starts to give invalid solutions at low estimation parameters. In fact, as r grows, the
RS fixed point equations have no valid solutions as λ reduces. The interval in which the solution is invalid becomes larger as
the compression rate increases.
parameter for two different compression rates. The system setup has been set to be similar to the one considered in
Fig. 6, and the curves have been plotted for both the i.i.d. and projector measurements. In contrast to the LASSO
recovery scheme, the RS ansatz starts to give invalid predictions for the ℓ0 norm scheme as the compression
rate increases. As it is observed, the normalized MSE drops unexpectedly down for an interval of the estimation
parameters when the compression rate grows.
In fact, in this interval, the RS fixed point equations have either an unstable solution or no solution. To illustrate
this result further, let us consider Examples 2 and 3 under the RS ansatz when an i.i.d. sensing matrix is employed.
In this case, the equivalent noise power and estimation parameter λs0 and λ
s read
λs = λ+ rχ (161a)
λs0 = λ0 + rq. (161b)
By increasing the compression rate, the interference increases, and thus, the MSE takes larger values. Therefore,
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for small λ and λ0, one can consider rχ≫ λ and rq ≫ λ0 as r takes large values and write
λs ≈ rχ (162a)
λs0 ≈ rq. (162b)
Considering Example 2, by substituting (162a) and (162b) in the RS ansatz, the fixed point equations, as r grows
large, is written in the following form
u
√
r φ(u
√
r) ≈
∫ ∞
u
√
r
z2 Dz + ǫr (163a)
q ≈ 2α
∫ u√r
0
Dz + ǫr. (163b)
for some ǫr tending to zero as r ↑ ∞, and the bounded real scalar u defined as
u :=
χ√
q
. (164)
Taking the limit r ↑ ∞, (163a) is valid for any bounded real value of u and (163b) reduces to q ≈ α for large
compression rates. Noting that for this setup q = MSE, one concludes that MSE0 ≈ 1 which agrees with the results
given in Fig. 6. A similar approach for the ℓ0 norm recovery scheme in Example 3, however, results in the following
contradicting equations ∫ ∞
u
z2 Dz ≈ ǫr (165a)∫ u
0
Dz ≈ ǫr. (165b)
for the scalar u defined as
u :=
√
2
χ
q
. (166)
Clearly, the set of equations in (165a) and (165b) have no solution as r ↑ ∞. The approximated fixed point equations
explain the invalidity of the RS predicted performance of the ℓ0 norm recovery scheme for large compression rates.
In order to further investigate the RS ansatz, we plot the optimal normalized MSE as a function of the compression
rate in Fig. 8. Here, we consider the case with i.i.d. sensing matrix when the sparsity factor is set to be α = 0.1
and source to noise power ratio to be 10 dB. The normalized MSE is minimized numerically over the estimation
parameter λ. As the figure illustrates, the MSE of the RS ansatz starts to drop in moderate compression rates.
The observation confirms the discussion on the stability of the RS saddle point given in [41], [42]. In fact, the
unexpected drop of the RS ansatz is caused by the limited stability region of the RS fixed point solutions. More
precisely, for a given source to noise power ratio and estimation parameter, the RS fixed point equations have stable
solutions within a certain interval of compression rates. The interval widens as λ grows.
Fig. 9 compares the RS and 1RSB ansa¨tze for ℓ0 norm recovery. In this figure, the optimal normalized MSE
is plotted for the case with i.i.d. sensing matrix. The sparsity factor is considered to be α = 0.1 and the noise
45
 
 
PSfrag replacements
Linear
LASSO
ℓ0 norm
invalid ansa¨tze
M
S
E
0
in
[d
B
]
0
−2
−4
−6
−8
−10
−12
−14
−16
−18
0.5
1 1.5 2 2.5 3 3.5 4
4.5
5
5.5
6
compression rate r
Fig. 8: Optimal normalized MSE versus the compression rate r under RS assumption considering the linear, LASSO and ℓ0-norm
recovery schemes. The sparsity factor and the source to noise power ratio are considered to be α = 0.1 and 10 dB, respectively.
MSE
0 has been minimized numerically over the estimation parameter λ. The solid and dashed lines show the results for random
i.i.d. and orthogonal measurements, respectively. As r grows, the RS ansatz for ℓ0 norm recovery starts to give invalid solutions.
variance is set to be λ0 = 0.01. For the RS ansatz, we have considered two cases, namely when MSE
0 is minimized
over 1) all possible estimation parameters and 2) the interval of λ’s in which the RS ansatz is valid within1. The
latter case is referred to as the “RS restricted” curve. As the figure depicts, the difference between the RS and the
1RSB ansatz is quite small for low compression rates. The 1RSB prediction however deviates from RS at larger
compression rates. This observation indicates that the performance analysis of the ℓ0 norm recovery exhibits RSB.
For sake of comparison, we also plot the curve for the LASSO recovery scheme as well as the MMSE bound. As
it is observed, the normalized MSE for LASSO bounds the 1RSB curve from above. The 1RSB ansatz is moreover
consistent with the MMSE bound which is rigorously justified in the literature [21], [23]. The RS restricted ℓ0
norm’s curve, moreover, crosses the LASSO curve. This deviation indicates that, at large compression rates, the
optimal estimation parameter λ, which minimizes the MSE, lies somewhere out of the interval in which the RS
ansatz returns a valid approximation for the MSE.
To check the consistency of the solutions under the RS and 1RSB ansa¨tze, we also sketch the zero temperature
entropy of the corresponding spin glass as a function of the compression rate in Fig. 10, considering the same setup
1In fact, we consider λ > λd, where λd is the point in Fig. 7 in which the normalized MSE curve is not differentiable.
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Fig. 9: RS versus 1RSB prediction of the optimal normalized MSE considering the ℓ0 norm recovery scheme and random i.i.d.
measurements. The sparsity factor and the source to noise power ratio are considered to be α = 0.1 and 10 dB respectively. The
green dashed line shows the RS prediction of optimal MSE0 when it is numerically minimized over λ; however, the green solid
line indicates the restricted RS predicted MSE0 minimized numerically over the intervals of λ in which the RS ansatz is stable.
The black solid line denotes the 1RSB ansatz which deviates both the RS and restricted RS curves. For sake of comparison,
the normalized MSE for LASSO recovery as well as the MMSE bound have been plotted.
as in Fig. 8 and Fig. 9. The zero temperature entropy also confirms the better accuracy of the 1RSB ansatz.
Based on the above investigations, the exact performance of the ℓ0 norm recovery scheme needs the RSB ansa¨tze
to be accurately studied. It is however useful to see the validity region of the system parameters in which the
prediction given by the RS ansatz lies approximately on the 1RSB curve. For this purpose, we define for the ℓ0
norm recovery, the “RS break compression rate” rRSbr (·) as a function of system parameters to be the compression
rate that the prediction via the RS ansatz starts to deviate from 1RSB. More precisely, for a given setting with
parameters in the set P, the “RS ǫ-validity region” for a given ǫ ∈ R+ is defined as
V
RS
br (P; ǫ) :=
{
r : |MSE0RS(r,P) −MSE01RSB(r,P)| < ǫ
}
. (167)
where MSE0RS(r,P) and MSE
0
1RSB(r,P) indicate, respectively, the normalized MSE at the compression rate r for
the setup specified by the set P calculated from the RS and 1RSB ansatz, respectively. Consequently, the “RS break
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0[1]
rsb as functions of the compression rate considering the spin glass which corresponds to the ℓ0 norm recovery
scheme. The setting is considered to be the same as in the setup investigated in Fig. 8 and Fig. 9. The better approximation of
the performance via the 1RSB ansatz is demonstrated in this figure.
compression rate” rRSbr (·) for maximum deviation ǫ is given by
rRSbr (P; ǫ) := max
V
RS
br
(P;ǫ)
r. (168)
In general, the set P includes several setup parameters such as sensing matrix and source’s distribution, the sparsity
factor, noise variance and estimation parameter. Considering a case with i.i.d. sensing matrix and sparse Gaussian
source with a given sparsity factor α, the RS break compression rate is a function of snr and the estimation parameter
λ, i.e., rRSbr (snr, λ; ǫ), where we define the source to noise power ratio snr as
snr :=
Ex2
λ0
= αλ−10 . (169)
In this case, the RS ǫ-validity region VRSbr (snr, λ; ǫ) is the area enclosed by both the λ and snr axes as well as the
rRSbr (snr, λ; ǫ) surface.
Fig. 11 illustrates the intersection of the RS ǫ-validity region and the planes snr = 9 and snr = 12 for ǫ = 10−3.
The break compression rate increases with respect to both λ and snr which agrees with the intuition. Moreover,
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Fig. 11: rRSbr (snr, λ; ǫ) in terms of the estimation parameter λ for ǫ = 10
−3, and snr = 9 dB and snr = 12 dB considering an
i.i.d. matrix employed for sensing. The break compression rate starts to saturate as the estimation parameter grows. As λ ↓ 0,
the break compression rate takes values close to one. This observation agrees with RS instability reported in [42].
rRSbr (snr, λ; ǫ) starts to saturate as λ grows. Another extreme case is when the estimation parameter tends to zero in
which the MAP estimator reduces to
g(y) = arg min
‖y−Av‖≤ǫ0
‖v‖0. (170)
with ǫ0 = O( 1√snr ). For this case, the break compression rate converges to the minimum compression rate r = 1.
This observation in the large snr limit agrees with the instability of the RS ansatz reported in [42].
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C. Numerical Results for Finite Alphabet Sources
Considering the finite alphabet source given in (157), the boundary points for linear recovery read
vℓ2k = ±
(
2k − 1
2
a(1 + λs)
)
(171)
for k ∈ [1 : κ]. In the case of LASSO reconstruction, the boundary points are given by
vℓ1k = ±
(
2k − 1
2
a+ λs
)
(172)
for k ∈ [1 : κ]. Finally, by employing ℓ0 norm recovery, we have vℓ01 = ±
(
1
2a+
λs
a
)
and
vℓ0k = ±
2k − 1
2
a (173)
for k ∈ [2 : κ]. The source to noise power ratio snr is then defined as
snr :=
Ex2
λ0
=
αa2(κ+ 1)(2κ+ 1)
6λ0
. (174)
50
PSfrag replacements
0
−8
−4
−12
−16
1 1.5 2 2.5 3 3.5 4
4.5
5
10
MMSE bound
ℓ0 norm
RS ansatz-i.i.d.
FP solutions-projector
RS ansatz-projector
i.i.d. Matrix
Projector Matrix
M
S
E
0
in
[d
B
]
compression rate rError Probability
Fig. 13: Normalized MSE versus the compression rate r when snr = 5 dB and a = 1. Here, κ = 1 and the sparsity factor is
considered to be α = 0.1. The ℓ0 norm recovery scheme is employed for estimation and the MSE is numerically minimized
over λ considering an i.i.d. sensing matrix. The red curve indicates the MMSE bound on the normalized MSE. The figure
demonstrates a phase transition in the normalized MSE.
Fig. 12 shows the RS predicted error probability of the finite alphabet system as a function of snr for the unit
compression rate when the ℓ0 norm recovery scheme is employed. The cases with κ = 2 and κ = 4 are considered
for both random i.i.d. and orthogonal measurements. Here, the sparsity factor is set to be α = 0.1 and λ = 0.1.
As the figure illustrates, for either sensing matrix, the error probability meets the single-user bound in a relatively
large snr regime. The deviation from the single-user bound in the i.i.d. case, moreover, occurs in a larger interval
of snr as κ grows. In contrast to i.i.d. measurements, the coincidence occurs for almost every snr and κ when a
projector sensing matrix is employed. This observation is intuitively justified due to the orthogonality of the rows
in the latter case.
For the MSE, similar behavior as in Fig. 12 is observed in Fig. 13. As the compression rate increases, considering
either the MSE or error probability, a deviation from the single-user bound is observed for both random i.i.d. and
orthogonal measurements. Considering a fixed snr, it is observed that the MSE-compression rate has a discontinuity
point in which the MSE suddenly jumps from a lower value to an upper value at a certain compression rate. This
phenomenon is known as the “phase transition” in which the macroscopic parameters suddenly change the phase
within a minor variation of the setting. The compression rate in which the phase transition occurs is referred to as
“transition rate” which increases as snr grows. Phase transitions were reported in the literature of communications
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and information theory for several problems such as turbo coding and CDMA systems [11], [11], [88].
Fig. 13 illustrates the phase transition under the RS assumption for the case of sparse binary source, i.e., κ = 1,
when the source vector is sensed via a random i.i.d. matrix and snr = 5 dB with a = 1. For estimation, the ℓ0 norm
recovery scheme is employed which is equivalent to LASSO in this particular example. The estimation parameter λ
is moreover optimized numerically such that the MSE is minimized. To determine each point on the curve, the RS
fixed point equations have been solved for the specific compression rate and all possible solutions have been found.
Within this set of solutions, those which are physically stable have been considered and the stable solution with
minimum free energy has been taken for the RS ansatz. The normalized MSE at each compression rate has then
been plotted using the RS ansatz. As the figure shows, the normalized MSE suddenly jumps to an upper bound
which converges to MSE0 = 0 dB. For sake of comparison, we have plotted the MMSE bound as well which
shows a samilar behavior at higher rates. In Fig. 14, we have further plotted the normalized MSE in terms of the
compression rate for the same setting with the sensing matrix replaced by a random projector matrix. The figure
shows a phase transition for orthogonal measurements at a higher transition rate compared to the case with random
i.i.d. sensing. Moreover, the improvement in terms of MSE observed in Fig. 14 by employing a projector matrix
extends the conclusion given for the sparse Gaussian sources in [40] to the sparse finite alphabet sources as well.
In order to obtain a more accurate approximation of the performance and transition point, one may investigate the
free energy and entropy of the corresponding spin glass by also considering RSB ansa¨tze [41]. The RS ansatz,
however, gives an accurate approximation of the MSE for the specific setup considered here.
X. CONCLUSION
This manuscript considered the performance of the MAP estimator in the large-system limit with respect to a
general distortion function. Taking a statistical mechanical approach, the replica method was employed to determine
the asymptotic distortion of the system. We deviated from the earlier approaches, e.g., [38]–[40], by evaluating the
general replica ansatz of the corresponding spin glass. The general ansatz let us derive the RS, as well as the bRSB
ansatz considering the class of rotationally invariant random matrices. The results recover the previous studies
[38]–[40] in special cases and justifies the uniqueness of the zero temperature entropy’s expression under the bRSB
assumption conjectured in [43]. The replica ansatz evaluated here led us to a more general form of the decoupling
principle. In fact, invoking the general replica ansatz, it was shown that for any tuple of input-output entries, the
marginal joint distribution converges to the input-output empirical distribution asymptotically. This means that in
the large-system limit, the marginal joint distribution of the entries determined by any replica ansatz decouples
into a set of identical joint distributions. The form of the asymptotic decoupled distribution, however, depends on
the structure imposed on the ansatz. For the bRSB ansatz, the vector-valued AWGN system estimated by a MAP
estimator decouples into single-user MAP-estimated AWGN channels followed by some correlated impairment terms
which intuitively model the interference of the system and vanish by reducing the bRSB assumption to RS. The
general decoupling principle justified here confirms the conjecture that decoupling is a generic property of MAP
estimators, since its validity relies only on the replica continuity assumption. Recent results in statistical mechanics
have shown that failures in finding the exact solution via the replica method are mainly caused by the structure
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Fig. 14: MSE0 in terms of the compression rate r for snr = 5 dB and a = 1 considering i.i.d. and projector sensing matrices.
Here, α = 0.1 and κ = 1, and the MSE is numerically minimized with respect to the estimation parameter. As the figure shows,
the projector matrix enhances the reconstruction performance with respect to the both MSE and transition rate.
imposed on the ansatz, and not replica continuity [3], [89]–[91]. The decoupling property enabled us to represent
the equivalent “replica simulator” interpretation of the replica ansatz. In fact, the bRSB fixed point equations
are completely described by the statistics of the corresponding decoupled system. The bRSB ansatz is therefore
represented through the state evolution of a transition system which takes an initial set of ansatz parameters as the
input and determines a new set of parameters via simulating the bRSB decoupled system as the output.
As an example of vector-valued MAP-estimated systems, we considered the noisy compressive sensing system
and studied different sparse recovery schemes, including the linear, LASSO, and ℓ0 norm recovery schemes. The
numerical investigations showed that for sparse Gaussian sources, the performance of the linear and LASSO recovery
schemes are accurately approximated by the RS ansatz within a large interval of compression rates. The RS prediction
of the ℓ0 norm scheme’s performance, however, was observed to lack the stability within the moderate and high
compression rates. As a result, the 1RSB ansatz for this scheme was considered which deviates from the RS ansatz
significantly as the rate grows. For sparse finite alphabet sources, the RS prediction of the error probability and
MSE reported phase transitions with respect to the compression rate. The numerical results, moreover, showed a
better performance of the random orthogonal measurements compared to the random i.i.d. sensing in both the cases
which were previously reported for sparse Gaussian sources in [40].
The current work can be pursued in several directions. As an example, the “replica simulator” introduced in
53
Section VII can be studied further by methods developed in the context of transition systems. The analysis may
result in proposing a new framework which simplifies the evaluation of fixed point equations. Another direction is
the analysis of the conditional distribution of the correlated impairment terms in the bRSB decoupled system. The
study can lead us to understand the necessary or sufficient conditions in which the RS ansatz gives an accurate
approximation of the system’s performance. Inspired by the Sherrington-Kirkpatrick model of spin glasses, for
which the full RSB ansatz, i.e., b ↑ ∞, has been proved to give a stable solution for all system parameters [82],
our conjecture is that the exact solution at all large compression rates, for the cases exhibiting RSB, is given by
a large number of breaking steps. Nevertheless, as our numerical investigations depicted, even in those cases, the
RS ansatz, or the bRSB ansatz with small b, can give good approximations of the solution up to some moderate
compression rates. The latter study, furthermore, gives us some insights about the accuracy of the approximation
given by a finite number of RSB steps. Investigating the connection between the replica simulator and message
passing based algorithms is another interesting topic for future work.
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APPENDIX A
PROOF OF PROPOSITION IV.1
Starting from (42), we define the moment function Z(m) as in (43a). Therefore,
DW(xˆ;x) = lim
β↑∞
lim
n↑∞
lim
h↓0
lim
m↓0
1
m
1
n
∂
∂h
logZ(m). (175)
Taking the expectation with respect to the noise term first, the moment function is extended as
Z(m) = ExEAEz
∑
{va}
e−β
∑m
a=1 E(va|y,A)+hn
∑m
a=1 D
W(n)(va;x) (176a)
= ExEAEz
∑
{va}
e−β
∑m
a=1{ 12λ (x−va)TJ(x−va)+ 1λzTA(x−va)+ 12λ‖z‖2+u(va)}+hn∑ma=1 DW(n)(va;x) (176b)
⋆
=
(
λ
λ+mβλ0
) k
2
ExEA
∑
{va}
e−β{
∑m
a,b=1 v˜
T
aJv˜bζab+
∑m
a=1 u(va)}+hn∑ma=1 DW(n)(va;x) (176c)
where v˜a = x− va for a ∈ [1 : m] is the unbiased1 replica vector, J is the Gramian of the system matrix defined
as J := ATA and satisfies the properties stated in Section II, ⋆ comes from taking expectation over z, and the
factor ζab is defined as
ζab :=
1
2λ
[
1{a = b} − λ0
λ+mβλ0
β
]
(177)
with λ0 being the true noise variance as specified in Section II.
Remark A.1. Considering (176b), one could drop the term 12λ‖z‖2, since it plays no rule in the optimization
problem (2). More precisely, one could redefine the Hamiltonian in (10) to be
Enew(v|y,A) = E(v|y,A)− 1
2λ
‖z‖2 (178)
without loss of generality. In this case, the coefficient at the right hand side of (176c) reduces to 1, and ζab reads
ζnewab :=
1
2λ
[
1{a = b} − λ0
λ
β
]
. (179)
It is, however, clear from (176c) and (177) that as m tends to zero, both the approaches result in a same result.
Considering the expression in (176c), we define the random variable Z(m;x) as
Z(m;x) := EJ
∑
{va}
e−β{
∑m
a,b=1 v˜
T
aJv˜bζab+
∑m
a=1 u(va)}+hn∑ma=1 DW(n)(va;x). (180)
Consequently, the moment function is given by taking the expectation over Z(m;x) with respect to x and multiplying
with the scalar
(
λ
λ+mβλ0
) k
2
. However, we later on show that for almost all realizations of the source vector, Z(m;x)
converges to a deterministic value, and therefore, the expectation with respect to x can be dropped. For Z(m;x),
1We call it unbiased since it expresses the deviation of the replicas from the source vector.
55
we have
Z(m;x) = E J
∑
{va}
e−β
∑m
a,b=1 v˜
T
aJv˜bζab × e−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x) (181a)
=
∑
{va}
[
E Je
−nβTr{JG}
]
× e−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x) (181b)
where Gn×n is defined as
G :=
1
n
m∑
a,b=1
v˜bv˜
T
a ζa,b. (182)
Considering the eigendecomposition of the Gramian J = UDUT, the expectation in (181b) can be expressed in
terms of a spherical integral where the integral measure is the probability measure of U. Regarding the system setup
specified in Section II, the matrix U is distributed over the orthogonal group On with Haar probability distribution.
Therefore, the corresponding spherical integral is the so-called “Harish-Chandra” or “Itzykson & Zuber” integral.
This integral has been extensively studied in the physics and mathematics literature, see for example [92], [93]
and [74]. A brief discussion on the spherical integral and its closed form solution has been given in Appendix F.
Invoking Theorem 1.2 and 1.7 in [75], as long as rank(G) = O(√n)1, the expectation in (181b) can be written as
E Je
−nβTr{JG} = e
−n
[∑n
i=1
∫ βλGi
0 RJ(−2ω)dω
]
+ǫn
(183)
with G being defined in (182), and ǫn ↓ 0 as n ↑ ∞. In order to employ the above result and substitute it in (181b),
we need to check the rank condition.
Lemma A.1. Considering G to be defined as in (182), the following argument holds.
rank(G) = O(√n). (184)

Proof. First, we rewrite G as
G =
1
2λn
[
m∑
a=1
v˜av˜
T
a − β
λ0
λ+mβλ0
(
m∑
a=1
v˜a)(
m∑
b=1
v˜b)
T
]
(185a)
=
1
2λn
V˜(Im − β λ0
λ+mβλ0
1m)V˜
T (185b)
where V˜ = [v˜1, . . . , v˜m] is an n×m matrix with the columns being the unbiased replicas. Then, by considering
(185b), it is obvious that G could be, at most, of rank m. As Assumption 2 indicates, Z(m) analytically continues
to the real axis, and the limit with respect to m is taken in a right neighborhood of 0. Therefore, for all values of
1O(·) indicates the growth order with respect to composition, i.e., lim
n↑∞
[f(n)]−1O(f(n)) = K <∞.
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n there exists a constant K ∈ R+, such that m ≤ K. Consequently, one can write
lim
n↑∞
rank(G)√
n
≤ lim
n↑∞
m√
n
≤ lim
n↑∞
K√
n
= 0 (186)
which concludes that rank(G) = O(√n). N
Lemma A.1 ensures that (183) always holds; therefore, noting the fact that G has only m non-zero eigenvalues,
the expectation in the right hand side of (181b) reduces to
E Je
−nβTr{JG} = e−nG(TQ
v)+ǫn (187)
where the function G(·) is defined as
G(M) :=
∫ β
0
Tr{MRJ(−2ωM)}dω (188)
for some square matrix M, T is an m×m deterministic matrix given by
T :=
1
2λ
[
Im − λ0
λ+mβλ0
β1m
]
, (189)
and Qv is the m×m “correlation matrix” defined as
Qv =
1
n
V˜TV˜. (190)
Remark A.2. Note that although Qv is symmetric, TQv is not a symmetric matrix, in general; however, due to
the symmetry of G, the eigenvalues of TQv are real, and therefore, the sequence of integrals over the real axis in
(183) exists for all indices.
By substituting (187) in (181b), Z(m;x) is given as
Z(m;x) =
∑
{va}
e−nG(TQ
v)−β∑ma=1 u(va)+hn∑ma=1 DW(n)(va;x)+ǫn . (191)
In order to determine the sum in (191), we follow the technique which has been employed in [16] and [43]. We
split the space of all replicas into subshells defined by the correlation matrices in which all the vectors of replicas
in each subshell have a same correlation matrix. More precisely, for a given source vector x, the subshell of the
matrix Qm×m is defined as
S(Q) = {v1, . . . ,vm|(x− va)T(x− vb) = nqab} (192)
with qab = [Q]ab denoting the entry (a, b) of Q. The sum in (191) is determined first over each subshell, and then,
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over all the subshells as the following.
Z(m;x) =
∑
{va}
[∫
e−nG(TQ)δ(Qv −Q)dQ
]
e−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x)+ǫn (193a)
=
∫
e−nG(TQ)+ǫn

∑
{va}
δ(Qv −Q)e−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x)

dQ (193b)
=
∫
e−n[G(TQ)−I(Q)]+ǫndQ (193c)
where dQ :=
∏m
a,b=1 dqab, the integral is taken over R
m×m,
δ(Qv −Q) :=
m∏
a,b=1
δ(v˜Ta v˜b − nqab), (194)
and the term enI(Q) which determines the probability weight of the subshell S(Q) is defined as
enI(Q) :=
∑
{va}
δ(Qv −Q)e−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x). (195)
Remark A.3. One may define the subshells over the transferred correlation matrix TQ instead of correlation matrix
Q. In this case the subshells over Q defined in (192) only rotate in the m-dimensional space with respect to T.
The rotation, however, does not have any impact on the analysis.
The last step is to determine enI(Q). To do so, we represent the Dirac impulse function using its inverse Laplace
transform. By defining sab as the complex frequency corresponding to δ(v˜
T
a v˜b − nqab),
δ(v˜Ta v˜b − nqab) =
∫
esab(v˜
T
av˜b−nqab) dsab
2πj
(196)
where the integral is taken over the imaginary axis J = (t− j∞, t+j∞), for some t ∈ R. Consequently, by defining
the frequency domain correlation matrix S to be an m×m matrix with [S]ab = sab, (194) reads
δ(Qv −Q) =
∫
e
∑m
a,b=1 sab(v˜
T
av˜b−nqab)dS (197a)
=
∫ [
e−nTr{S
TQ}
]
e
∑m
a,b=1 sabv˜
T
av˜bdS (197b)
with dS being defined as dS :=
m∏
a,b=1
dsab
2πj
, and the integral being taken over Jm×m. Substituting in (195), enI(Q)
reduces to
enI(Q) =
∫
e−nTr{S
TQ} ∑
{va}
e
∑m
a,b=1 sabv˜
T
av˜b−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x)dS (198a)
=
∫
e−nTr{S
TQ} enM(S)dS (198b)
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with M(S) being defined as
M(S) = 1
n
log
∑
{va}
e
∑m
a,b=1 sabv˜
T
av˜b−β
∑m
a=1 u(va)+hn
∑m
a=1 D
W(n)(va;x). (199)
Thus, Z(m;x) finally reads
Z(m;x) =
∫ ∫
e−n{G(TQ)+Tr{S
TQ}−M(S)}+ǫndSdQ. (200)
Consequently, one needs to evaluate the expectation of Z(m;x) with respect to x, in order to determine the
moment function Z(m). However, Z(m;x) for almost all realizations of x converges to a deterministic asymptotic
as n ↑ ∞, and thus, the expectation with respect to x can be dropped. To show the latter statement, we note that
the only term in (200) which depends on x is M(S). Therefore, it is sufficient to study the convergence ofM(S).
Lemma A.2 justifies this property of M(S) using the law of large numbers, and the decoupling property of the
functions u(·) and d(·; ·).
Lemma A.2. Consider the system specified in Section II, and let Assumption 2 hold. Then, as n ↑ ∞, M(S)
defined in (199) is given by
M(S) = E
{
(1 − η)
[
log
∑
v
e(x−v)
TS(x−v)−βu(v)
]
+ η
[
log
∑
v
e(x−v)
TS(x−v)−βu(v)+hη−1d(v;x)
]}
(201)
where vm×1 ∈ Xm, xm×1 is a vector with all the elements being the random variable x which is distributed with the
source distribution px, the expectation is taken over px, and d(v;x) is defined as d(v;x) :=
∑m
a=1 d(va; xa). 
Proof. Consider the decoupling property of the functions u(·) and d(·; ·). Define the vector vm×1 over the
support Xm, and the coefficients {wi} for i ∈ [1 : n] as
wi =


0 if i /∈W(n)
|W(n)|−1 if i ∈W(n).
(202)
Then, M(S) reads
M(S) = 1
n
log
∑
{va}
n∏
i=1
e
∑m
a,b=1 sab(xi−vai)(xi−vbi)−β
∑m
a=1 u(vai)+hn
∑m
a=1 wid(vai;xi) (203a)
=
1
n
log
n∏
i=1
∑
v
e
∑m
a,b=1 sab(xi−va)(xi−vb)−β
∑m
a=1 u(va)+hn
∑m
a=1 wid(va;xi) (203b)
=
1
n
[∑
i/∈W
M0(S;xi) +
∑
i∈W
M1(S;xi)
]
(203c)
59
where the functions M0(·; ·) and M1(·; ·) are defined as
M0(S;xi) = log
∑
v
e(x−v)
TS(x−v)−βu(v) (204a)
M1(S;xi) = log
∑
v
e
(x−v)TS(x−v)−βu(v)+h n|W(n)|d(v;x) (204b)
where xm×1 is a vector with all the elements being xi, and we define d(v;x) :=
∑m
a=1 d(va; xa) for compactness.
As Assumption 2 suggests the limits with respect to m and n can be exchanged in (175); thus, one can consider
the asymptotics ofM(S) for a given m when n tends to its large limit. Regarding the fact that x is collected from
an i.i.d. distribution, the term in the right hand side of (203c) converges to the expectation over the distribution px
due to the law of large numbers; more precisely, as n ↑ ∞
1
n
∑
i/∈W
M0(S;xi) =
[
1− |W(n)|
n
]
1
n− |W(n)|
∑
i/∈W
M0(S;xi) −→ (1 − η) ExM0(S;x) (205a)
1
n
∑
i∈W
M1(S;xi) =
[ |W(n)|
n
]
1
|W(n)|
∑
i∈W
M1(S;xi) −→ η ExM1(S;x) (205b)
with η being defined as in (25). Substituting (205a) and (205b) in (203c), Lemma A.2 is concluded. N
Remark A.4. Considering Lemma A.2, it eventually says that the probability weight enI(Q) for a given correlation
matrixQ converges to a deterministic weight as n tends to infinity. This statement equivalently states that for almost
any given realization of the source vector, the correlation matrix converges to its expectation. In fact, considering
the correlation matrix Qv, as defined in (190), the entries are functions of x, and therefore, variate randomly due
to the source distribution for a given n. Lemma A.2, however, indicates that, as n ↑ ∞, the entries converge to
some deterministic asymptotics for almost any realization of x. As an alternative approach, one could study the
convergence property of the correlation matrix Qv by means of the law of large numbers first, and then, conclude
Lemma A.2 by rewritingM(S) in proper way, and replacing it with the expectation using the fact that the probability
weight enI(Q) needs to converge deterministically as n ↑ ∞. Nevertheless, the approach taken here seems to be
more straightforward.
Using Lemma A.2, we drop the expectation with respect to x in (176c). Replacing in (175), the asymptotic
distortion is found by taking the limits. As Assumption 2 suggests, we exchange the order of the limits and take
the limit with respect to n at first. Denoting that the probability measure defined with enI(Q)dQ satisfy the large
deviation properties [81], we can use the saddle point approximation to evaluate the integral in (200) which says
that as n ↑ ∞
Z(m) =
(
λ
λ+mβλ0
) k
2
∫ ∫
e−n{G(TQ)+Tr{S
TQ}−M(S)}dSdQ .= Kne−n{G(TQ˜)+Tr{S˜
TQ˜}−M(S˜)}, (206)
where we drop ǫn given in (200) regarding the fact that it vanishes in the large limit. Here, (Q˜, S˜) is the saddle
point of the integrand function’s exponent, Kn is a bounded coefficient, and
.
= indicates the asymptotic equivalency
in exponential scale defined as the following.
60
Definition A.1. The functions a(·) and b(·) defined over the non-bounded set X are said to be asymptotically
equivalent in exponential scale, if
lim
n↑∞
log |a(xn)
b(xn)
| = 0. (207)
for an unbounded sequence {xn ∈ X}. 
As n ↑ ∞, the mth moment can be replaced with its asymptotic equivalent in (175). Consequently, by substituting
the equivalent term and exchanging the limits’ order, we have
DW(xˆ;x) = lim
β↑∞
lim
m↓0
lim
h↓0
lim
n↑∞
1
m
∂
∂h
[
−G(TQ˜)− Tr{S˜TQ˜}+M(S˜) + logKn
n
]
(208a)
⋆
= lim
β↑∞
lim
m↓0
lim
h↓0
1
m
∂
∂h
M(S˜) (208b)
= lim
β↑∞
lim
m↓0
E
∑
v d(v;x)e
(x−v)TS˜(x−v)−βu(v)
m
∑
v e
(x−v)TS˜(x−v)−βu(v) (208c)
where ⋆ comes from the fact that Kn is bounded, and G(TQ˜) and Tr{S˜TQ˜} are not functions of h.
The saddle point (Q˜, S˜) is found by letting the derivatives of the exponent zero. Using the standard definition[
∂
∂M
]
ab
:=
∂
∂[M]ab
, the saddle point is given by the following fixed point equations.
∂
∂Q
[G(TQ) + Tr{SQ} −M(S)] |(Q˜,S˜) = 0 (209a)
∂
∂S
[G(TQ) + Tr{SQ} −M(S)] |(Q˜,S˜) = 0. (209b)
(209a) reduces to
S˜ = −βTRJ(−2βTQ˜), (210)
and (209b) results in
Q˜ = E
∑
v(x− v)(x − v)Te(x−v)
TS˜(x−v)−βu(v)∑
v e
(x−v)TS˜(x−v)−βu(v) . (211)
By replacing (210) in (208c) and (211), the expression for the asymptotic distortion and the saddle point correlation
matrix can be considered as expectations over a conditional Boltzmann-Gibbs distribution pβ
v|x defined as
pβ
v|x(v|x) :=
e−β[(x−v)
TTRJ(−2βTQ˜)(x−v)+u(v)]∑
v e
−β[(x−v)TTRJ(−2βTQ˜)(x−v)+u(v)]
(212)
which simplifies the expressions in (208c) and (211) to those given in Proposition IV.1.
In general the fixed point equation (211) can be satisfied with several saddle points, and therefore, multiple
asymptotic distortions might be found. In this case, one should note that the valid solution is the one which
minimizes the free energy of the spin glasses at the zero temperature, i.e., β ↑ ∞. Using the mth moment, the free
61
energy of the system reads
F(β) = − lim
n↑∞
lim
h↓0
lim
m↓0
1
m
1
β
1
n
logZ(m) (213a)
⋆
= lim
m↓0
lim
h↓0
1
βm
[
G(TQ˜) + Tr{S˜TQ˜} −M(S˜)
]
(213b)
†
= lim
m↓0
1
m
[
1
β
G(TQ˜)− Tr{Q˜TTRJ(−2βTQ˜)} − 1
β
E log
∑
v
e−β(x−v)
TTRJ(−2βTQ˜)(x−v)−βu(v)
]
(213c)
where ⋆ comes from the facts that Kn is bounded and the limits with respect to m and n are supposed to exchange,
and † is deduced from (210) and Lemma A.2. Finally by considering the definition of G(·), Proposition IV.1 is
concluded.
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APPENDIX B
PROOF OF PROPOSITION V.1
Starting from Assumption 3, the replica correlation matrix is
Q =
χ
β
Im + q1m (214)
for some non-negative real χ and q. Considering Definition IV.1, the Hamiltonian of the spin glass of replicas is
given by
ER(v|x) = (x− v)TTRJ(−2βTQ)(x− v) + u(v) (215)
with T being defined in (48). Denoting R := TRJ(−2βTQ), it is shown in Appendix E that R has the same
structure as the correlation matrix; thus, one can write
R = eIm − βf
2
2
1m, (216)
for some real f and e which are functions of χ and q. Denoting the eigendecomposition of Q as Q = VDQVT,
we have1
T = VDTVT (217a)
R = VDRVT (217b)
where DQ, DT and DR are the diagonal matrices of eigenvalues. Therefore, we have
DR = DTRJ(−2βDTDQ) (218)
which equivalently states that for a ∈ [1 : m]
λRa = λ
T
a RJ(−2βλTa λQa ) (219)
with λRa , λ
Q
a and λ
T
a being the eigenvalue of R, Q and T corresponding to the ath column of V. The matrices
R, Q and T have two different corresponding eigenvalues, namely
{
e− βmf
2
2
,
χ
β
+mq,
1
2λ
[
1− mβλ0
λ+mβλ0
]}
which occur with multiplicity 1 and
{
e,
χ
β
,
1
2λ
}
which occur with multiplicity m − 1. Substituting in (219) and
taking the limit when m ↓ 0, e and f are found as
e =
1
2λ
RJ(−χ
λ
), (220a)
f2 =
1
λ2
∂
∂χ
{
[λ0χ− λq] RJ(−χ
λ
)
}
. (220b)
1Note that Q is full-rank and symmetric.
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To pursue the analysis, we rewrite the Hamiltonian using (216)
ER(v|x) = e‖x− v‖2 − βf
2
2
Tr{(x− v)(x − v)T1m}+ u(v), (221)
and therefore, the partition function ZR(β|x) is given by
ZR(β|x) =
∑
{va}
e−βe‖x−v‖
2+β2 f
2
2 Tr{(x−v)(x−v)T1m}−βu(v). (222)
Using the Gaussian integral, we have
eβ
2 f
2
2 Tr{(x−v)(x−v)
T1m} =
∫
e−βf[
∑m
a=1(x−va)]zDz, (223)
and thus, the partition function reduces to
ZR(β|x) =
∫ [∑
v
e−β[e(x−v)
2+f(x−v)z+u(v)]
]m
Dz (224)
with v ∈ X. The parameters of the spin glass of replicas are then determined using the partition function. Starting
with the normalized free energy, it reads
FR(β,m) = − 1
βm
Ex log
∫ [∑
v
e−β[e(x−v)
2+f(x−v)z+u(v)]
]m
Dz. (225)
Noting that
∫
Dz takes expectation over the Gaussian distribution, one can use the Riesz equality in (41) to show
that when m varies in a vicinity of 0
FR(β,m) = − 1
β
E
∫
log
∑
v
e−β[e(x−v)
2+f(x−v)z+u(v)]Dz + ǫm (226)
where ǫm tends to 0 as m ↓ 0 and the expectation is taken over x ∼ px. Consequently, as m ↓ 0 the normalized
free energy reads
FR(β) = lim
m↓0
FR(β,m) = − 1
β
E
∫
log
∑
v
e−β[e(x−v)
2+f(x−v)z+u(v)]Dz (227)
The next parameters to be specified are χ and q. By determining the conditional distribution pβ
v|x and substituting
in (49), the following fixed point equations are deduced[
χ
β
+ q
]
m = Ex
∑
v
‖x− v‖2 pβ
v|x(v|x), (228a)[
χ
β
+mq
]
m = Ex
∑
v
Tr{(x− v)(x − v)T1m} pβv|x(v|x). (228b)
where (228a) and (228b) are found by taking the trace and sum over all the entries of the both sides of (49),
respectively. One can directly evaluate the right hand sides of (228a) and (228b); however, considering (222), it is
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straightforward to show that
Ex
∑
v
‖x− v‖2 pβ
v|x(v|x) = m
∂
∂e
FR(β,m), (229a)
Ex
∑
v
Tr{(x− v)(x − v)T1m} pβv|x(v|x) = −
m
βf
∂
∂f
FR(β,m). (229b)
After substituting and taking the limit m ↓ 0, the fixed point equations finally read
χ
β
+ q = E
∫ ∑
v(v − x)2e−β[e(x−v)
2+f(x−v)z+u(v)]∑
v e
−β[e(x−v)2+f(x−v)z+u(v)] Dz (230a)
χ =
1
f
E
∫ ∑
v(v − x)ze−β[e(x−v)
2+f(x−v)z+u(v)]∑
v e
−β[e(x−v)2+f(x−v)z+u(v)] Dz. (230b)
with f and e defined in (220a) and (220b).
In order to determine the replicas’ average distortion defined in (53) regarding the distortion function d(·; ·), we
replace the Hamiltonian by
ERh (v|x) = ER(v|x) + h
m∑
a=1
d(va;x) (231)
with ER(v|x) given in (221), and take the steps as in (222)-(225) to find the modified form of the normalized free
energy, i.e. FR(β, h,m). The replicas’ average distortion is then evaluated as
DR(β,m) =
∂
∂h
FR(β, h,m)|h=0 (232a)
= E
∫ ∑
v d(v;x)e
−β[e(x−v)2+f(x−v)z+u(v)]∑
v e
−β[e(x−v)2+f(x−v)z+u(v)] Dz. (232b)
which does not depend on m, and thus, taking the limit m ↓ 0 is not needed.
The last step is to take the zero temperature limit. Using the Laplace method of summation, as β ↑ ∞ the fixed
point equations reduce to
q = E
∫
(g − x)2 Dz, (233a)
χ =
1
f
E
∫
(g − x)z Dz. (233b)
with g being defined as
g := argmin
v
[
e(x− v)2 + f(x− v)z + u(v)] . (234)
Taking the same approach, the replicas’ average distortion at zero temperature reads
DW = E
∫
d(g;x) Dz. (235)
In order to avoid multiple solutions, we need to find the normalized free energy of the corresponding spin glass
as given in Proposition IV.1. In fact, the fixed point equations in (233a) and (233b) may have different solutions,
and therefore, the several asymptotics for the distortion can be obtained. In this case, the fixed point solution which
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minimizes the zero temperature free energy of the system and its corresponding asymptotic distortion are taken.
Substituting in Proposition IV.1, the free energy of the corresponding spin glass at the inverse temperature β is
found as
F(β) =
1
2λ
[∫ 1
0
Fβ(ω)dω − Fβ(1)
]
+ FR(β) (236)
where the function Fβ(·) is defined as
Fβ(ω) =
χ
β
RJ(−χ
λ
ω) +
[
q − λ0
λ
χ
]
d
dω
[
ωRJ(−χ
λ
ω)
]
. (237)
By taking the limit as β ↑ ∞, the zero temperature free energy reads
F0 =
1
2λ
[∫ 1
0
F∞(ω)dω − F∞(1)
]
+ E
∫
e(x− g)2 + f(x− g)z + u(g) Dz (238)
with g being defined as in (234) and F∞(ω) := limβ↑∞ Fβ(ω). By defining λs := [2e]
−1
and λs0 :=
[
4e2
]−1
f2
Proposition V.1 is concluded.
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APPENDIX C
PROOF OF PROPOSITION VI.1
We take the same approach as in Appendix B. Considering the replica correlation matrix to be of the form
Q =
χ
β
Im + pImβ
µ
⊗ 1 µ
β
+ q1m, (239)
for some non-negative real χ, p, q, and µ, we need to evaluate the parameters of the spin glass of replicas defined
in Definition IV.1. Starting with the Hamiltonian,
ER(v|x) = (x− v)TTRJ(−2βTQ)(x− v) + u(v) (240)
where T is given in (48). As discussed in Appendix E, for a given µ the matrix R := TRJ(−2βTQ) is of the
following form
R = eIm − βg
2
2
Imβ
µ
⊗ 1 µ
β
− βf
2
2
1m (241)
where e, g and f can be found in terms of χ, p and q. Using the eigendecomposition of R, Q and T, it is then
straightforward to show that for a ∈ [1 : m]
λRa = λ
T
a RJ(−2βλTa λQa ) (242)
where λRa , λ
Q
a and λ
T
a denote the ath eigenvalues of R, Q and T, respectively. Regarding the structure of Q and
R, there are three different sets of corresponding eigenvalues for R, Q and T, namely
•
{
e− µg
2
2
−mβf
2
2
,
χ+ µp
β
+mq,
1
2λ
[
1− mβλ0
λ+mβλ0
]}
with multiplicity 1,
•
{
e− µg
2
2
,
χ+ µp
β
,
1
2λ
}
with multiplicity mβµ−1 − 1, and
•
{
e,
χ
β
,
1
2λ
}
with multiplicity m−mβµ−1.
Thus, by substituting in (242) and taking the limit when m ↓ 0, e, g and f are given as
e =
1
2λ
RJ(−χ
λ
), (243a)
g2 =
1
λµ
[
RJ(−χ
λ
)− RJ(−χ+ µp
λ
)
]
, (243b)
f2 =
1
λ2
∂
∂χ
{
[λ0(χ+ µp)− λq] RJ(−χ+ µp
λ
)
}
. (243c)
The next step is to evaluate the partition function. Substituting (241) in (240), the Hamiltonian reads
ER(v|x) = e‖x− v‖2 − βg
2
2
Tr{(x− v)(x − v)TImβ
µ
⊗ 1 µ
β
} − βf
2
2
Tr{(x− v)(x − v)T1m}+ u(v). (244)
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The partition function is then determined as in (51). Substituting in (51) and using the equalities
e
1
2β
2f2Tr{(x−v)(x−v)T1m} =
∫
e
−βf
[
m∑
a=1
(x−va)
]
z0
Dz0, (245a)
e
1
2β
2g2Tr{(x−v)(x−v)TImβ
µ
⊗1 µ
β
}
=
Ξ∏
k=0
∫
e
−βg
[
˘̺k∑
a=̺k
(x−va)
]
z1
Dz1, (245b)
where ̺k = kµβ
−1 + 1, ˘̺k = (k + 1)µβ−1, and Ξ = mβµ−1 − 1, the partition function is found as
ZR(β;µ|x) =
∫ ∫ [∑
v
e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]
] µ
β
Dz1


mβ
µ
Dz0 (246)
with v ∈ X where we denoted µ in the argument of the partition function to indicate that the expression is determined
for a given µ. The normalized free energy of the spin glass of replicas then reads
FR(β,m;µ) = − 1
βm
Ex log
∫ ∫ [∑
v
e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]
] µ
β
Dz1


mβ
µ
Dz0. (247)
Using the Riesz equality and taking the limit m ↓ 0, the normalized free energy reduces to
FR(β;µ) = lim
m↓0
FR(β,m;µ) = − 1
µ
E
∫
log


∫ [∑
v
e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]
] µ
β
Dz1

Dz0. (248)
In order to find the fixed point equations, we use (49); therefore,[
χ
β
+ q + p
]
m = Ex
∑
v
‖x− v‖2 pβ
v|x(v|x), (249a)[
χ
β
+
µp
β
+
µq
β
]
m = Ex
∑
v
Tr{(x− v)(x − v)TImβ
µ
⊗ 1 µ
β
} pβ
v|x(v|x), (249b)[
χ
β
+
µp
β
+mq
]
m = Ex
∑
v
Tr{(x− v)(x − v)T1m} pβv|x(v|x) (249c)
where (249a), (249b) and (249c) are concluded by taking the trace, sum over the diagonal blocks and sum over all
the entries of the both sides of (49), respectively. To evaluate the right hand sides of (249a)-(249c), we take the
alternative approach and express the expectations as
Ex
∑
v
‖x− v‖2 pβ
v|x(v|x) = m
∂
∂e
FR(β,m;µ), (250a)
Ex
∑
v
Tr{(x− v)(x − v)TImβ
µ
⊗ 1 µ
β
} pβ
v|x(v|x) = −
m
βg
∂
∂g
FR(β,m;µ), (250b)
Ex
∑
v
Tr{(x− v)(x − v)T1m} pβv|x(v|x) = −
m
βf
∂
∂f
FR(β,m;µ). (250c)
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Taking the derivatives and limit m ↓ 0, the fixed point equations finally reduce to
χ
β
+ q + p = E
∫ ∑
v(v − x)2e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]∑
v e
−β[e(x−v)2+(fz0+gz1)(x−v)+u(v)] Λ˜
β Dz1Dz0 (251a)
χ+ µp+ µq =
1
g
E
∫ ∑
v(v − x)z1e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]∑
v e
−β[e(x−v)2+(fz0+gz1)(x−v)+u(v)] Λ˜
β Dz1Dz0, (251b)
χ+ µp =
1
f
E
∫ ∑
v(v − x)z0e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]∑
v e
−β[e(x−v)2+(fz0+gz1)(x−v)+u(v)] Λ˜
β Dz1Dz0 (251c)
with Λ˜β :=
[∫
ΛβDz1
]−1
Λβ and Λβ being defined as
Λβ :=
[∑
v
e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]
] µ
β
. (252)
The replicas’ average distortion regarding the distortion function d(·; ·) is further determined by modifying the
Hamiltonian as
ERh (v|x) = ER(v|x) + h
m∑
a=1
d(va;x) (253)
with ER(v|x) given in (244), and taking the steps as in (244)-(247) to find the modified form of the normalized
free energy, i.e. FR(β, h,m;µ). The replicas’ average distortion then reads
DR(β;µ) = lim
m↓0
∂
∂h
FR(β, h,m;µ)|h=0 (254a)
= E
∫ ∑
v d(v;x)e
−β[e(x−v)2+(fz0+gz1)(x−v)+u(v)]∑
v e
−β[e(x−v)2+(fz0+gz1)(x−v)+u(v)] Λ˜
β Dz1Dz0. (254b)
The analysis is concluded by taking the zero temperature limit. As β ↑ ∞, (251a)-(251c) read
q + p = E
∫
(g − x)2Λ˜Dz1Dz0, (255a)
χ+ µq + µp =
1
g
E
∫
(g − x)z1Λ˜Dz1Dz0, (255b)
χ+ µp =
1
f
E
∫
(g − x)z0Λ˜Dz1Dz0, (255c)
where g is defined as
g := argmin
v
[
e(x− v)2 + (fz0 + gz1)(x− v) + u(v)
]
(256)
and Λ˜ :=
[∫
ΛDz1
]−1
Λ with Λ denoting
Λ := lim
β↑∞
Λβ (257a)
= e−µ[e(x−g)
2+(fz0+gz1)(x−g)+u(g)]. (257b)
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Moreover, the asymptotic distortion for a given µ reads
DW = E
∫
d(g;x)Λ˜Dz1Dz0. (258)
(248) as well as (255a)-(258) are determined in terms of µ. Moreover, for a given µ, multiple solution to the fixed
point equations can be found. Proposition IV.1 suggests us to choose the solution which minimizes the free energy.
Therefore, one needs to find the optimal µ, and its corresponding χ, p and q, such that the free energy meets its
minimum value. As the second law of thermodynamics is satisfied at any inverse temperature, we should initially
search for the optimal µ considering a given β. We, then, find the corresponding χ, p, and q which minimize the
zero temperature free energy. Using Proposition IV.1, the free energy at the inverse temperature β for a given µ is
written as
F(β;µ) =
1
2λ
[∫ 1
0
Fβ(ω;µ)dω − Fβ(1;µ)
]
+ FR(β;µ) (259)
where the function Fβ(·;µ) is defined as
Fβ(ω;µ) =
1
µ
d
dω
∫ [χ+µp]ω
χω
RJ(− t
λ
)dt+
χ
β
RJ(−χ
λ
ω) +
[
q − λ0χ+ µp
λ
]
d
dω
[
ωRJ(−χ+ µp
λ
ω)
]
. (260)
To find µ at the thermal equilibrium, we let
∂
∂µ
F(β;µ) = 0 (261)
Using the equalities (243a)-(243c), (261) concludes that µ satisfies
1
2λ
[
pRJ(−χ
λ
) + qRJ(−χ
λ
)− qRJ(−χ+ µp
λ
)
]
= FR(β;µ) +
1
2λµ
∫ χ+µp
χ
RJ(− t
λ
)dt
+E
1
β
∫
log
[∑
v
e−β[e(x−v)
2+(fz0+gz1)(x−v)+u(v)]
]
Λ˜βDz1Dz0 (262)
which as β ↑ ∞ reduces to
1
2λ
[
pRJ(−χ
λ
) + qRJ(−χ
λ
)− qRJ(−χ+ µp
λ
)
]
=
1
2λµ
∫ χ+µp
χ
RJ(− t
λ
)dt+ E
1
µ
∫
log Λ˜ Λ˜Dz1Dz0. (263)
Denoting the solution to (263) by µ⋆, the free energy of the corresponding spin glass is then given as F(β) =
F(β;µ⋆) which at the zero temperature reads
F0 =
1
2λ
[∫ 1
0
F∞(ω)dω − F∞(1)
]
− 1
µ
E
∫
log
[∫
ΛDz1
]
Dz0 (264)
with
F∞(ω) := lim
β↑∞
Fβ(ω;µ⋆). (265)
Finally by defining λs := [2e]
−1
, λs0 :=
[
4e2
]−1
f2 and λs1 :=
[
4e2
]−1
g21 , Proposition VI.1 is concluded.
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APPENDIX D
PROOF OF PROPOSITION VI.3
The strategy here is to extend the approach in Appendix C to a general number of breaking steps. Following
Appendix E and considering Q as
Q =
χ
β
Im +
b∑
κ=1
pκImβ
µκ
⊗ 1µκ
β
+ q1m, (266)
the frequency domain correlation matrix R := TRJ(−2βTQ) is written as
R = eIm − β
b∑
κ=1
g2κ
2
Imβ
µκ
⊗ 1µκ
β
− βf
2
2
1m (267)
considering a given vector µ = [µ1, . . . , µb]
T
, such that
µκ+1 = ϑκ+1µκ, (268)
with {ϑκ} being non-negative integers, e, f and {gκ} are then found in terms of χ, q and {pκ} by letting
λRa = λ
T
a RJ(−2βλTa λQa ) (269)
for a ∈ [1 : m] where λRa , λQa and λTa denote the ath corresponding eigenvalues of R, Q and T. As long as the
constraint in (268) holds, Q, T and R have b+ 2 different sets of corresponding eigenvalues specified by
•
{
e−
b∑
κ=1
µκ
g2κ
2
−mβf
2
2
,
χ
β
+
b∑
κ=1
pκ
µκ
β
+mq,
1
2λ
[
1− mβλ0
λ+mβλ0
]}
with multiplicity Θb+1(m) = 1,
•
{
e−
b∑
κ=1
µκ
g2κ
2
,
χ
β
+
b∑
κ=1
pκ
µκ
β
,
1
2λ
}
with multiplicity Θb(m) = mβµ
−1
b − 1,
•
{
e−
κ∑
ς=1
µς
g2ς
2
,
χ
β
+
κ∑
ς=1
pς
µς
β
,
1
2λ
}
with multiplicity Θκ(m) = mβ
(
µ−1κ − µ−1κ+1
)
for κ ∈ [1 : b− 1], and
•
{
e,
χ
β
,
1
2λ
}
with multiplicity Θ0(m) = m−mβµ−11 .
Substituting in (269) e, f and {gκ} for κ ∈ [1 : b] are determined in terms of χ, q and {pκ} as
e =
1
2λ
RJ(−χ
λ
), (270a)
g2κ =
1
λµκ
[
RJ(− χ˜κ−1
λ
)− RJ(− χ˜κ
λ
)
]
, (270b)
f2 =
1
λ2
∂
∂χ˜b
{
[λ0χ˜b − λq] RJ(− χ˜b
λ
)
}
. (270c)
where we define χ˜0 := χ and
χ˜κ := χ+
κ∑
ς=1
µςpς (271)
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for κ ∈ [1 : b]. The Hamiltonian of the spin glass of replicas is then determined as in (47). Substituting the
Hamiltonian in (51) and using the equalities
e
1
2β
2f2Tr{(x−v)(x−v)T1m} =
∫
e−βf[
∑m
a=1(x−va)]z0Dz0, (272a)
e
1
2β
2g2κTr{(x−v)(x−v)TImβ
µκ
⊗1µκ
β
}
=
Ξκ∏
k=0
∫
e
−βgκ

 ˘̺κk∑
a=̺κ
k
(x−va)

zκ
Dzκ, (272b)
with ̺κk = kµκβ
−1 + 1, ˘̺κk = (k + 1)µκβ
−1, and Ξκ = mβµ−1κ − 1, the partition function finally reads
ZR(β;µ|x) =
∫ 
b∧
ς=2
∫ ∫

∑
v
e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]

µ1
β
Dz1


µς
µς−1
Dzς


mβ
µb
Dz0 (273)
with v ∈ X where for the sequences {ξς} and {zς} we define
b∧
ς=1
∫
FξςDzς :=
∫ [
· · ·
∫ [∫
Fξ1Dz1
]ξ2
Dz2 · · ·
]ξb
Dzb. (274)
Consequently, one evaluates the free energy as in (52) which by using the Riesz equality when m ↓ 0 reduces to
FR(β;µ) = − 1
µb
E
∫
log


b∧
ς=1
∫ ∑
v
e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]

µς
µς−1
Dzς

Dz0 (275)
where we have defined µ0 = β for sake of compactness. The fixed point equations are, moreover, found via (49)
where we have [
χ
β
+
b∑
κ=1
pκ + q
]
m = Ex
∑
v
‖x− v‖2 pβ
v|x(v|x), (276a)
[
χ˜κ−1
β
+
µκ
β
(
b∑
ς=κ
pς + q
)]
m = Ex
∑
v
Tr{(x− v)(x − v)TImβ
µκ
⊗ 1µκ
β
} pβ
v|x(v|x), (276b)[
χ˜b
β
+mq
]
m = Ex
∑
v
Tr{(x− v)(x − v)T1m} pβv|x(v|x) (276c)
for κ ∈ [1 : b]. (276a) and (276c) are found by taking trace and sum over all the entries from both sides of (49),
respectively. (276b) is moreover concluded by adding up the entries over the diagonal blocks of size µκβ
−1. The
right hand sides of (276a)-(276c) can then be evaluated using the equalities
Ex
∑
v
‖x− v‖2 pβ
v|x(v|x) = m
∂
∂e
FR(β,m;µ), (277a)
Ex
∑
v
Tr{(x− v)(x − v)TImβ
µκ
⊗ 1µκ
β
} pβ
v|x(v|x) = −
m
βgκ
∂
∂gκ
FR(β,m;µ), (277b)
Ex
∑
v
Tr{(x− v)(x − v)T1m} pβv|x(v|x) = −
m
βf
∂
∂f
FR(β,m;µ). (277c)
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Thus, the fixed point equations are finally concluded as
χ
β
+
b∑
κ=1
pκ + q = E
∫ ∑
v(v − x)2 e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
∑
v e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
b∏
κ=1
Λ˜βκ DzκDz0 (278a)
χ˜κ−1 + µκ
(
b∑
ς=κ
pς + q
)
=
1
gκ
E
∫ ∑
v(v − x)zκ e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
∑
v e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
] ×
×
b∏
κ=1
Λ˜βκ DzκDz0 (278b)
χ˜b =
1
f
E
∫ ∑
v(v − x)z0 e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
∑
v e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
b∏
κ=1
Λ˜βκ DzκDz0. (278c)
for κ ∈ [1 : b] in which we denote Λ˜βκ :=
[∫
ΛβκDzκ
]−1
Λβκ with Λ
β
1
Λβ1 :=

∑
v
e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]

µ1
β
(279)
and {Λβκ} for κ ∈ [2 : b] being recursively defined as
Λβκ :=
[∫
Λβκ−1 Dzκ−1
] µκ
µκ−1
. (280)
The replicas’ average distortion regarding the distortion function d(·; ·) is further determined using the Hamiltonian
modification technique employed in Appendix B and C. After modifying the Hamiltonian and taking the derivatives,
the average distortion at the inverse temperature β is given by
DR(β;µ) = E
∫ ∑
v d(v;x)e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
∑
v e
−β
[
e(x−v)2+(fz0+
b∑
κ=1
gκzκ)(x−v)+u(v)
]
b∏
κ=1
Λ˜βκ DzκDz0. (281)
Finally, by taking the limit β ↑ ∞, we find the asymptotic distortion as
DW = E
∫
d(g;x)
b∏
κ=1
Λ˜κ DzκDz0 (282)
where g is defined as
g := argmin
v
[
e(x− v)2 + (fz0 +
b∑
κ=1
gκzκ)(x− v) + u(v)
]
, (283)
73
and Λ˜κ denotes the limiting factor Λ˜
∞
κ . Considering the definition of Λ˜
β
κ , Λ˜κ reads Λ˜κ =
[∫
ΛκDzκ
]−1
Λκ with
Λ1 := e
−µ1
[
e(x−g)2+(fz0+
b∑
κ=1
gκzκ)(x−g)+u(g)
]
(284)
and {Λκ} for κ ∈ [2 : b]
Λκ :=
[∫
Λκ−1 Dzκ−1
] µκ
µκ−1
. (285)
Moreover, the fixed point equations reduce to
b∑
κ=1
pκ + q = E
∫
(g − x)2
b∏
κ=1
Λ˜κ DzκDz0, (286a)
χ˜κ−1 + µκ
(
b∑
ς=κ
pς + q
)
=
1
gκ
E
∫
(g − x)zκ
b∏
κ=1
Λ˜κ DzκDz0, (286b)
χ˜b =
1
f
E
∫
(g − x)z0
b∏
κ=1
Λ˜κ DzκDz0, (286c)
for κ ∈ [1 : b].
As in the 1RSB ansatz, we set µ to be the extreme point of the free energy at a given inverse temperature β,
in order to satisfy the second law of thermodynamics. The solution needs to be found over the set of non-negative
real vectors which satisfy the constraint in (268). The parameters of the ansatz, however, are finally taken such that
the zero temperature free energy is minimized.
Using Proposition IV.1, the free energy of the corresponding spin glass for a given vector µ is written as
F(β;µ) =
1
2λ
[∫ 1
0
Fβ(ω;µ)dω − Fβ(1;µ)
]
+ FR(β;µ) (287)
where the function Fβ(·;µ) is defined as
Fβ(ω;µ) =
b∑
κ=1
1
µκ
d
dω
∫ χ˜κω
χ˜κ−1ω
RJ(− t
λ
)dt+
χ
β
RJ(−χ
λ
ω) +
[
q − λ0
λ
χ˜b
]
d
dω
[
ωRJ(− χ˜b
λ
ω)
]
. (288)
Therefore, the vector µ⋆, for a given β, is set as
µ
⋆ = argmin
µ
F(β;µ) (289)
with µ ∈ Sµ where Sµ is the set of non-negative real vectors satisfying the constraint in (268). By substituting
(270a)-(270c) in (288), µ⋆ reduces to
µ
⋆ = argmin
µ
{
1
2λ
[∫ 1
0
Fβ(ω;µ)dω
]
+ FR(β;µ)− e∆(µ)
}
(290)
with µ ∈ Sµ where ∆(·) reads
∆(µ) :=
1
e
{
b∑
κ=1
1
µκ
[e˜κχ˜κ − e˜κ−1χ˜κ−1] +
[
e˜0χ˜0
β
+ e˜bq − f
2
2
χ˜b
]}
(291)
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with e˜0 := e and
e˜κ := e−
κ∑
ς=1
µς
g2ς
2
(292)
for κ ∈ [1 : b]. The vector µ⋆ is then determined such that it minimizes the free energy . Finally by taking the
limit β ↑ ∞, the zero temperature free energy is evaluated as
F0 =
1
2λ
[∫ 1
0
F∞(ω)dω − F∞(1)
]
− 1
µb
E
∫
log
[∫
ΛbDzb
]
Dz0 (293)
where we define
F∞(ω) := lim
β↑∞
Fβ(ω;µ⋆). (294)
Denoting λs := [2e]
−1
, λs0 :=
[
4e2
]−1
f2 and λsκ :=
[
4e2
]−1
g2κ for κ ∈ [1 : b], and defining the sequence {ζκ}
such that ζ0 = 1 and
ζκ := 1−
κ∑
ς=1
µς
λsς
λs
(295)
for κ ∈ [1 : b], Proposition VI.3 is concluded.
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APPENDIX E
GENERAL RSB FREQUENCY DOMAIN CORRELATION MATRIX
Consider the spin glass of replicas defined in Definition IV.1, the Hamiltonian reads
ER(v|x) = (x− v)TR(x− v) + u(v). (296)
where R := TRJ(−2βTQ) is referred to as the “frequency domain correlation matrix”. In this appendix, we show
that under the general RSB assumption on Q, including the RS case, the frequency domain correlation matrix has
the same structure with different scalar coefficients. To show that, let the correlation matrix be of the form
Q = q0Im +
b∑
i=1
qiIm
ξi
⊗ 1ξi + qb+11m (297)
for some integer b where q0, qb+1 6= 0. (297) represents the bRSB as well as RS structures by setting the coefficients
correspondingly. Considering T as defined in (48), TQ is then written as
TQ =
1
2λ
[
Q− βλ0
λ+mβλ0
1mQ
]
. (298)
Defining the vector um×1 as a vector with all entries equal to 1, it is clear that u is an eigenvector of Q, and
therefore, by denoting the eigendecomposition of Q as VDQVT, 1m reads
1m = uu
T = VD1VT (299)
where D1 is a diagonal matrix in which all the diagonal entries expect the entry corresponding to the eigenvector
u are zero. Consequently, (298) reduces to
TQ =
1
2λ
V
[
DQ − βλ0
λ+mβλ0
D1DQ
]
VT (300)
which states that TQ and Q span the same eigenspace. The eigenvalues of TQ and Q are also distributed with
the same frequencies. In fact, as the eigenvalue corresponding to u occurs with multiplicity 1, the second term
on the right hand side of (298) does not change the distribution of eigenvalues and only modifies the eigenvalue
corresponding to u. Therefore, TQ can be also represented as in (297) with different scalar coefficient.
To extend the scope of the analysis to R, we note that the function RJ(·) is strictly increasing for any FJ different
from the single mass point CDF1 [43]. Consequently, the eigenvalues’ distribution remains unchanged, and thus,
R = r0Im +
b∑
i=1
riIm
ξi
⊗ 1ξi + rb+11m. (301)
for some real {ri}. In the case that FJ is the single mass point CDF, the R-transform becomes a constant function
which results in RJ(−2βTQ) = KIm for some constant K. Therefore, R = KT which is again represented as in
(301) by setting ri = 0 for i ∈ [1 : b]. This concludes that R has the same structure as Q for any FJ.
1In the single mass point CDF, we have FJ(λ) = 1{λ ≥ K} for some real constant K.
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APPENDIX F
ASYMPTOTICS OF SPHERICAL INTEGRAL
Consider µζn to be the Haar measure on the orthogonal group On for ζ = 1, and on the unitary group Un for
ζ = 2. Let Gn and Dn be n× n matrices; then, the integral of the form
Iζn(Gn,Dn) :=
∫
enTr{UGnU
†Dn}dµζn(U), (302)
is known as the “spherical integral”. This integral has been extensively studied in the mathematics literature, as well
as physics where it is often called “Harish-Chandra” or “Itzykson & Zuber” integral. In a variety of problems, such
as ours, the evaluation of spherical integrals in asymptotic regime is interesting, and therefore, several investigations
have been done on this asymptotics. In [74], the asymptotics of the integral has been investigated when the matrices
Gn and Dn have n distinct eigenvalues with converging spectrums, and under some assumptions, a closed form
formula has been given; however, the final formula in [74] is too complicated and hard to employ. In [75], the
authors showed that, for a low-rank Gn, the asymptotics of the integral can be written directly in terms of the
R-transform corresponding to the asymptotic eigenvalue distribution of Dn. As long as the replica analysis is being
considered, we can utilize the result from [75], since the number of replicas can be considered to be small enough.
In [75], Theorem 1.2, it is shown that when Gn is a rank-one matrix, under the assumption that the spectrum of
Dn asymptotically converges to a deterministic CDF FD with compact and finite length support, the asymptotics
of the integral can be written in terms of the R-transform RD(·) as
lim
n↑∞
1
n
log Iζn(Gn,Dn) =
∫ θ
0
RD(
2ω
ζ
)dω, (303)
in which θ denotes the single nonzero eigenvalue of Gn. The authors further showed in Theorem 1.7 that in the
case of rank(Gn) = O(√n), under the same assumption as in Theorem 1.2, the spherical integral asymptotically
factorizes into product of rank-one integrals, and therefore,
lim
n↑∞
1
n
log Iζn(Gn,Dn) =
m∑
i=1
∫ θi
0
RD(
2ω
ζ
)dω, (304)
with {θi} denoting the nonzero eigenvalues of Gn for i ∈ [1 : m], and m = rank(Gn).
In Appendix A, one can employ (304) in order to evaluate the asymptotics over the system matrix consistent to
the system setup illustrated in Section II. Moreover, by using the above discussion, the investigations in Appendix
A can be extended to the case of complex variables. More about the spherical integral and its asymptotics can be
found in [75], and the references therein.
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