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A B S T R A C T
Semantic scene understanding plays a prominent role in the environ-
ment perception of autonomous vehicles. The car needs to be aware
of the semantics of its surroundings. In particular it needs to sense
other vehicles, bicycles, or pedestrians in order to predict their behav-
ior. Knowledge of the drivable space is required for safe navigation
and landmarks, such as poles, or static infrastructure such as build-
ings, form the basis for precise localization. In this work, we focus
on visual scene understanding since cameras offer great potential for
perceiving semantics while being comparably cheap; we also focus
on urban scenarios as fully autonomous vehicles are expected to ap-
pear first in inner-city traffic. However, this task also comes with
significant challenges. While images are rich in information, the se-
mantics are not readily available and need to be extracted by means
of computer vision, typically via machine learning methods. Fur-
thermore, modern cameras have high resolution sensors as needed
for high sensing ranges. As a consequence, large amounts of data
need to be processed, while the processing simultaneously requires
real-time speeds with low latency. In addition, the resulting semantic
environment representation needs to be compressed to allow for fast
transmission and down-stream processing. Additional challenges for
the perception system arise from the scene type as urban scenes are
typically highly cluttered, containing many objects at various scales
that are often significantly occluded.
In this dissertation, we address efficient urban semantic scene un-
derstanding for autonomous driving under three major perspectives.
First, we start with an analysis of the potential of exploiting multiple
input modalities, such as depth, motion, or object detectors, for se-
mantic labeling as these cues are typically available in autonomous
vehicles. Our goal is to integrate such data holistically throughout all
processing stages and we show that our system outperforms compa-
rable baseline methods, which confirms the value of multiple input
modalities. Second, we aim to leverage modern deep learning meth-
ods requiring large amounts of supervised training data for street
scene understanding. Therefore, we introduce Cityscapes, the first
large-scale dataset and benchmark for urban scene understanding in
terms of pixel- and instance-level semantic labeling. Based on this
work, we compare various deep learning methods in terms of their
performance on inner-city scenarios facing the challenges introduced
above. Leveraging these insights, we combine suitable methods to
obtain a real-time capable neural network for pixel-level semantic la-
beling with high classification accuracy. Third, we combine our previ-
iii
ous results and aim for an integration of depth data from stereo vision
and semantic information from deep learning methods by means of
the Stixel World (Pfeiffer and Franke, 2011b). To this end, we reformu-
late the Stixel World as a graphical model that provides a clear for-
malism, based on which we extend the formulation to multiple input
modalities. We obtain a compact representation of the environment
at real-time speeds that carries semantic as well as 3D information.
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Z U S A M M E N FA S S U N G
Für die Umgebungserfassung autonomer Fahrzeuge ist das semanti-
sche Szenenverständnis von großer Bedeutung. Das autonome Fahr-
zeug muss seine Umgebung wahrnehmen und verstehen können. Ins-
besondere müssen andere Fahrzeuge, Fahrräder oder Fußgänger er-
kannt werden, um ihr Verhalten zu prädizieren. Die Basis für sichere
Navigation ist ein exaktes Wissen über die befahrbare Umgebung,
während eine präzise Lokalisierung mittels Landmarken (z.B. Pfeiler)
oder statischer Infrastruktur (z.B. Gebäude) ermöglicht wird. Da Ka-
meras ein großes Potenzial für die Wahrnehmung von Semantik bie-
ten und zudem vergleichsweise günstig sind, liegt der Fokus dieser
Arbeit auf dem visuellen Verstehen von Szenen. Ein weiterer Fokus
liegt auf dem urbanen Umfeld, da vollautonome Fahrzeuge zuerst
im innenstädtischen Verkehr erwartet werden. Nichtsdestotrotz birgt
diese Aufgabe auch signifikante Herausforderungen. Obwohl Bilder
informationsreich sind, ist die Semantik nicht unmittelbar verfügbar
und muss zunächst durch Methoden der Bildverarbeitung, typischer-
weise mittels Verfahren des maschinellen Lernens, extrahiert werden.
Des Weiteren haben moderne Kameras hochauflösende Sensoren, um
hohe Erkennungsreichweiten zu erreichen. Als Konsequenz daraus
müssen große Datenmengen verarbeitet werden, was in Echtzeit bei
niedriger Latenz geschehen muss. Zusätzlich muss die resultieren-
de semantische Umgebungsrepräsentation komprimiert werden, um
eine schnelle Übertragung und Weiterverarbeitung zu ermöglichen.
Weitere Herausforderungen für das System zur Umgebungserfassung
ergeben sich durch den Szenentyp, da urbane Szenen typischerweise
unübersichtlich sind und viele Objekte in verschiedenster Größe und
mit signifikanten Verdeckungen beinhalten.
In dieser Dissertation wird effizientes urbanes semantisches Sze-
nenverstehen für autonomes Fahren unter drei Hauptgesichtspunk-
ten adressiert. Erstens werden die Möglichkeiten hinter der Benut-
zung von mehreren Eingangsmodalitäten, wie zum Beispiel Tiefe, Be-
wegung oder Objektdetektion, für semantisches Labeln analysiert, da
diese Informationen typischerweise in autonomen Fahrzeugen ver-
fügbar sind. Hierbei ist das Ziel, diese Daten vollständig und durch-
gängig in alle Verarbeitungsschritte zu integrieren, mit dem Ergeb-
nis, dass das System die Performance von Vergleichsmethoden über-
trifft, was den Wert von mehreren Inputmodalitäten bestätigt. Zwei-
tens wird darauf abgezielt moderne Methoden aus dem Bereich Deep
Learning, die große annotierte Trainingsdatenmengen benötigen, für
das Verstehen von Straßenszenen einzusetzen. Dazu wird Cityscapes
eingeführt, der erste großangelegte Datensatz und Benchmark für ur-
banes Szenenverstehen mittels semantischem Labeln auf Pixel- und
v
Instanzebene. Basierend auf dieser Arbeit werden verschiedene Me-
thoden des Deep Learnings hinsichtlich ihrer Performance auf Innen-
stadtszenarien bezüglich obiger Herausforderungen verglichen. Auf
Basis dieser Erkenntnisse werden geeignete Methoden kombiniert,
um ein echtzeitfähiges neuronales Netz für semantisches Labeln auf
Pixel-Ebene mit hoher Klassifikationsgenauigkeit zu erhalten. Drit-
tens werden die vorigen Ergebnisse mit dem Ziel kombiniert, Tie-
fendaten aus Stereobildverarbeitung und semantische Informationen
von Deep Learning-Methoden mit Hilfe der Stixel Welt (Pfeiffer und
Franke, 2011b) zu integrieren. Zu diesem Zweck wird die Stixel Welt
als graphisches Modell umformuliert, so dass ein klarer Formalismus
existiert, auf Basis dessen das Modell auf mehrere Eingangsmodali-
täten erweitert wird. Resultierend ergibt sich eine kompakte Reprä-
sentation der Umgebung, die in Echtzeit berechnet werden kann und
semantische sowie 3D Informationen beinhaltet.
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In this dissertation, we will investigate semantic scene understand-
ing via image analysis with a focus on pixel-level semantic labeling. In
doing so, we will target automotive applications and address urban
scenes in order to work towards fully autonomous driving. In this
chapter, we motivate this research topic and discuss the goals of the
dissertation at hand. To this end, we start with an introduction of
digital cameras and their impact on modern society in Section 1.1.
We continue with an overview of the major tasks for semantic scene
understanding (Section 1.2) and then turn to applications in the auto-
motive domain (Section 1.3). Eventually, the goals of the dissertation
and its outline are provided in Section 1.4 and Section 1.5, respec-
tively.
1.1 digital cameras
The birth of practically and commercially usable photography dates
back to a public presentation of Louis-Jacques-Mandé Daguerre in
1839 (Daniel, 2004). Ever since, people are fascinated by photography
and take pictures, e.g. for documentation, preserving memories, or
as artwork. Images best reflect the way that humans perceive the en-
vironment, i.e. mainly with their eyes, and are rich in detail and con-
tained information. The next major development step of cameras was
achieved with the commercial availability of digital cameras around
1990 (Larish, 1990; Said, 1990). These cameras superseded chemical
solutions requiring photographic films, are cheaper and faster to use,
and allow for digital post-processing, storing, and sharing of images.
The third major impact was created with the availability of cameras
in mobile phones in 2000 (Hill, 2013) leading to todays smartphones
combining phone and computer functionality in a mobile internet ca-
pable device.
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In parallel to the spreading of digital cameras, they underwent a
rapid technical development. The image quality improved due to bet-
ter sensor technology, resolution, and optics. Further, there is more
and more image processing available within the camera device, such
as High Dynamic-Range (HDR) photography or panorama stitching.
Eventually, a multitude of online services became available, where
images can be uploaded, post-processed, stored, shared, or searched.
These services can be categorized into different groups depending on
their primary application such as image hosting websites, e.g. Flickr1
or Instagram2, social networks, e.g. Facebook3 or Google+4, image
search engines, e.g. provided by Google5 or Microsoft6, and instant
messaging services, e.g. WhatsApp7 or Snapchat8. In addition, there
exist platforms primarily for video content, e.g. YouTube9.
Boosted by the rapid spreading of digital cameras and smartphones,
there is an exploding number of images taken per day. The number
of images shared via online services is exponentially increasing in re-
cent years (Meeker, 2016). In 2015, the daily number of images shared
on Facebook was estimated as 500 million and the number of images
sent via the instant messengers WhatsApp, Facebook Messenger, and
Snapchat reached almost three billion per day (Meeker, 2016). In the
same year, 400 hours of video material were uploaded on YouTube
per minute (Jarboe, 2015). Already impressive, these numbers reflect
only a lower bound on the number of pictures and videos taken per
day as they do not count other online services, data that is stored of-
fline, or data that is not stored at all, e.g. from surveillance cameras.
These numbers can only indicate the importance of images for our
every-day life and their impact on our society. Especially, from a com-
mercial perspective, there is a huge interest in automatically parsing
and understanding the large amount of information contained in im-
ages. The intention of online services is to gain knowledge about the
users and to provide services such as image search or person identi-
fication in order to attract users. The major goal in surveillance is to
understand the observed scene and to detect anomalies. In robotics
and autonomous driving, cameras are often the eyes of the robots and
their images need to be analyzed in order to navigate safely within
the environment.
While being an exciting task, automatic image understanding is
also a hard problem. If the online services introduced above seek to
parse all the images that are uploaded every day, they need to deal
1 www.flickr.com
2 www.instagram.com
3 www.facebook.com
4 plus.google.com
5 images.google.com
6 www.bing.com/images
7 www.whatsapp.com
8 www.snapchat.com
9 www.youtube.com
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with a big amount of data. A single image consists of several mil-
lion values that need to be processed, imposing high computational
demands and requiring efficient methods. Simultaneously, while dig-
ital images are easily accessible for computers, the sensing, however,
imitates the human visual perception. Thus, the contained informa-
tion is not readily available and needs to be extracted via computer
vision techniques. Due its high interest paired with these challenges,
image understanding plays a major role in modern computer vision
research.
1.2 semantic scene understanding
The field of semantic scene understanding addresses automated im-
age understanding from a semantic perspective, i.e. parsing the image
and assigning a meaning to it or its parts. Such a meaning is typically
encoded by a class label, e.g. person, building, or car, while the set
of possible class labels is usually defined beforehand. Nowadays, vir-
tually all methods for semantic scene parsing use machine learning
techniques (Everingham et al., 2014; T.-Y. Lin et al., 2014; Russakovsky
et al., 2015). Note that scene understanding extends to videos as well,
since videos are merely a collection of temporally successive frames.
These frames can either be processed as individual images or scene
understanding can be improved by exploiting temporal information.
In recent years, there has been a rapid progress in this field and many
of the above mentioned online services exploit scene understanding
for their products. In the following, we provide a brief overview
of major tasks of semantic scene understanding. All these tasks are
driven by corresponding datasets for training and evaluating of algo-
rithms. These datasets are often paired with benchmarks such that
different methods can be directly compared. In addition to the in-
troduced tasks, there exist hybrid or combined variants, or rather
specialized tasks such as human keypoint detection or fine-grained
classification.
scene recognition The task of scene recognition aims at deter-
mining the scene type that an image was taken in, c.f. Figure 1.1 for
example images and ground truth scene types. Note that in the ex-
ample in Figure 1.1b, the task at hand is to predict the background
scenery, i.e. ocean, and not the predominant object in the image, i.e.
boat. However, as the example indicates, scene type and contained
objects are often closely correlated and thus is their recognition. Pop-
ular datasets and benchmarks for scene recognition are Scene UNder-
standing (SUN; Xiao et al., 2016) and Places (Zhou et al., 2016).
image classification Compared with scene recognition, the
roles in image classification are essentially flipped and the task is
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(a) kitchen (table, chair) (b) ocean (boat) (c) supermarket (apple)
Figure 1.1: Example images and ground truth annotations for a typical scene
recognition (image classification) task.
to classify the dominant objects in the image, c.f. Figure 1.1 and
the ground truth labels in brackets. The most popular dataset for
image classification is ImageNet (Russakovsky et al., 2015) paired
with the annual ImageNet Large Scale Visual Recognition Challenges
(ILSVRCs).
activity recognition While scene recognition and image clas-
sification focus on the scene type and the foreground objects, respec-
tively, activity recognition aims to determine the ongoing activities in
the image. Note that since activities are typically most prominent in
the temporal domain, this task is typically applied to videos. There
exist several datasets for activity recognition that have a focus on
different action types, e.g. Charades (Sigurdsson et al., 2016) for ev-
eryday life activities, ActivityNet (Heilbron et al., 2015) containing
human activities, or Sports-1M (Karpathy et al., 2014) with sport ac-
tivities.
bounding box object detection The three previously intro-
duced tasks all focus on the image/video level, i.e. the output de-
scribes the scene (or a temporal subset) as a whole. With bounding
box object detection the task is not only to classify the objects within
a scene, but also to localize them in the image. Thus, the ideal out-
put of a system for this task is a set of rectangular axially parallel
boxes that form the smallest bounding box around the object of inter-
est associated with a class label and often a confidence score. Note
that depending on the context, the term bounding box can be omit-
ted in the task’s name. Popular datasets and benchmarks for object
detection are ILSVRC (Russakovsky et al., 2015), Microsoft Common
Objects in Context (COCO; T.-Y. Lin et al., 2014), or KITTI (Geiger et al.,
2013). An example image with object bounding boxes is provided in
Figure 1.2a.
Figure 1.2a also unveils that object detection has three potential
shortcomings in representing the scene. First, some classes such as
road or sky are not countable and thus their individual instances are
not well defined. Second, elongated objects such as buildings or trees
are poorly described by their bounding boxes. Third, as evident from
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(a) Bounding Box Object Detection
(b) Pixel-level Semantic Labeling
(c) Instance-level Semantic Labeling
Figure 1.2: Example images and ground truth annotations for bounding box
object detection, pixel-level semantic labeling, and instance-level
semantic labeling. Note that object detection seperates individ-
ual instances, but does not provide any segmentation and is only
applicable to compact, non-elongated objects. Pixel-level seman-
tic labeling, in turn, is instance agnositic, but segments arbitrary
object shapes. Instance-level semantic labeling aims to combine
the two other tasks. The image is taken from the Cityscapes
dataset as introduced in Chapter 4 and classes are encoded by
false colors, e.g. vehicles are colored in blue, humans in red, etc.
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the cars in the left part of Figure 1.2a, bounding boxes for heavily oc-
cluded objects overlap and cause ambiguities in their representation.
pixel-level semantic labeling The task behind pixel-level
semantic labeling is to assign a semantic class label to each pixel of
the image, c.f. Figure 1.2b. In doing so, the limitations of object de-
tection are circumvented and the labeling can be applied to classes of
arbitrary shape. Alternatively this task is also denoted as scene label-
ing or semantic segmentation, where the latter emphasizes that image
regions belonging to the same semantic class are segmented. Note
however that this task does not separate individual instances any-
more, instead all instances of the same class are assigned to the same
label. As a consequence, the cars in Figure 1.2b are all grouped in the
same segment. Prominent datasets for this task with corresponding
benchmark are PASCAL VOC (Everingham et al., 2014), PASCAL-Context
(Mottaghi et al., 2014), Microsoft COCO (T.-Y. Lin et al., 2014), and SUN
RGB-D (Song et al., 2015). Note that a more detailed comparison and
discussion of these datasets follows in Chapter 4.
instance-level semantic labeling Instance-level semantic
labeling extends the pixel-level task by simultaneously assigning each
pixel to a semantic label and an object instance, c.f. Figure 1.2c. In
doing so, the representational power of the two previous tasks is
combined. Since an instance segmentation for uncountable classes
is not well defined, these classes are typically omitted, c.f. Figure 1.2c.
Nevertheless, a combination with a pixel-level semantic labeling for
such classes is straight-forward. Benchmark datasets for this task are
PASCAL VOC (Everingham et al., 2014) and Microsoft COCO (T.-Y. Lin
et al., 2014).
1.3 computer vision in automobiles
In parallel with the advances of camera technology, the development
of the modern automobile started with the patent vehicle with gas en-
gine operation by Benz, 1886. Ever since automobiles quickly spread
over the world, reaching a global production of 91 million units in
2015 (OICA, 2016). However, the wide dissemination of automobiles
comes at a high cost. For 2013, the number of road accident fatalities
is estimated as 1.25 million being the main cause of death among peo-
ple aged 15 to 29 years (WHO, 2015). As a consequence, legislation,
researchers, and car industry continuously aim to improve the auto-
mobile’s safety via passive and active safety systems. Passive safety
includes systems such as airbags, seatbelts, or the vehicle’s physical
structure, to protect occupants and road users during a crash. Active
safety aims to prevent the crash at all and, amongst others, leverages
cameras equipped with computer vision to sense the environment.
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Such systems are typically denoted as Advanced Driver Assistance
Systems (ADAS) and aim to increase the car and road safety by sup-
porting the driving process. Examples for such components are lane
detection and departure warning systems, pedestrian detection sys-
tems with autonomous breaking, or traffic sign recognition. These
examples also indicate the importance of a semantic understanding
and show that object detection systems are already available in actual
products.
With increasing advances in technology, the vehicle is capable of
conducting more and more driving tasks itself. Accordingly, the re-
port of SAE International, 2014 defines six levels of autonomy rang-
ing from no automation to full automation, where the latter stands for a
vehicle that is capable of driving safely without driver in all circum-
stances that can be managed by a human driver. In other words, a
fully autonomous vehicle matches, or exceeds, human driving perfor-
mance. The motivation of researchers and industry to push forward
such technology is to reach a level of maximum safety while being
able to offer services such as robotaxis that can pickup and drive pas-
sengers. For such systems, computer vision plays an important role
in sensing the environment with cameras and ultimately constituting
the eye of the vehicle.
For ADAS and even more for autonomous driving, a semantic scene
understanding as described in Section 1.2 plays a major role. The
vehicle needs to sense its environment and needs to know about the
scene content for safe navigation and interaction with the environ-
ment. In order to achieve a 360° coverage around the vehicle paired
with a sufficient level of redundancy, often multiple sensors out of
different technologies are combined, such as radar sensors, laser scan-
ners, or cameras. Each sensor has its individual strengths; cameras
are typically the cheapest, come closest to human perception, and
allow for a recognition of many semantic classes.
While scene type, the set of contained classes, and high-level ac-
tions typically vary little when considering street scenes, the location
of objects and scene elements is highly important. In order to ac-
curately predict the behavior of active road users, e.g. cars, trucks,
pedestrians, or cyclists, the autonomous vehicle needs to classify and
localize them. Further, it needs to be aware of the drivable space
and should be capable of segmenting different ground regions, e.g.
sidewalks in order to anticipate occluded pedestrians. Further, land-
marks such as poles, walls, or fences aid a precise localization of the
autonomous vehicle within a map of its environment. Since buildings
have a nearly constant appearance during all seasons of the year, they
are well suited for a feature-based localization, whereas trees are not.
Traffic lights and traffic signs need to be recognized in order to obey
traffic regulations. Even the sky is an important image region, since
depth estimations via stereo vision are typically very noisy in such
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(a) High Variations in Scale
(b) Severe Occlusions
Figure 1.3: Example images for complex, cluttered, and busy urban scenes.
Note the challenges that arise from large variations in scale, e.g.
the close and far cars in (a). Further note the occluded pedestri-
ans to the right of the ego vehicle in (b) that are about to enter
the road.
texture-less regions. Overall, these requirements emphasize the need
for a high-performing semantic scene understanding system.
Facing an automotive environment, such a scene understanding
system is confronted with several challenges. Particularly in an urban
environment where autonomous vehicles are extensively developed,
the scenes are highly unstructured and cluttered. Objects can occur
at various scales and there are often many objects in a scene that need
to be detected despite severe occlusions, c.f. Figure 1.3. In addition
to the challenges stemming from an urban environment, an appro-
priate system should reliably work under all circumstances and thus
must be robust against common effects in the automotive domain, e.g.
pixel noise, motion blur, illumination changes, varying weather con-
ditions, or wiper occlusions. Simultaneously, such a system must be
efficient and capable of parsing the scene at camera frame rates, typi-
cally around 20Hz, with limited computational resources and power
budget. Eventually, the output of a perception system is often sent
to a downstream processing stage such as sensor fusion or behavior
planning. Therefore, the scene representation must be compact, i.e.
low bandwidth, and easily parsable for the downstream algorithm.
These challenges paired with the goal of reaching a new level of au-
tonomy and safety motivate many researchers to work in this domain
and also form the foundations of this work.
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1.4 dissertation goals
In the previous sections, we learned that semantic urban scene un-
derstanding is an exciting, promising, and challenging task that is
required for autonomous driving. We see that there is a large interest
and progress in general scene understanding and even in the automo-
tive domain there are production systems based on object detection
for individual classes. However, when targeting autonomous driving,
semantic scene understanding is not at the desired level of maturity.
In fact, as discussed above we are facing a large number of differ-
ent classes with different shapes and properties paired with the chal-
lenges that arise in the automotive domain, c.f. Section 1.3. In addi-
tion, we need to have a detailed scene understanding that can exceed
the coarse representation via bounding boxes. Seeking for a system
that is in principle capable of solving these requirements, we focus
on pixel-level semantic labeling that we make accessible to downstream
applications via a compact representation called the Stixel world. In
doing so, the semantic information is enriched with a 3D scene under-
standing and with a segmentation that mitigates the lack of instance
separation. While pixel-level semantic labeling is an established com-
ponent for general scene understanding, c.f. Section 1.2, there are
several open questions that we address in this dissertation.
First, in an automotive setup, multiple input modalities such as
temporal information from the video stream or depth information
via stereo vision are available, but their full potential is unclear. Sec-
ond, in such a setup the scene type is always street scenes and the
camera is fixed in the vehicle yielding a known pose; information
that could and should be exploited. Third, in recent years immense
progress in scene understanding was achieved via the availability of
large-scale datasets and accompanying benchmarks, e.g. ImageNet
and Microsoft COCO for general scenes or KITTI for urban scenes.
However, for pixel-level scene understanding in an automotive en-
vironment, there is no such data available. Fourth, an appropriate
scene representation carrying the perceived information about the en-
vironment is barely considered. We argue that such a representation
needs to be compact and robust to be suitable for autonomous driv-
ing. While investigating these open items throughout the dissertation,
we will follow a common recipe. We scan the literature for existing
solutions, identify the open issues, and address these by combining
existing methods and adding what is missing. We do so by keeping
the particular challenges in an automotive environment in mind and
work towards a system that delivers the semantic information of the
scene robustly and compactly at high efficiency.
10 introduction
1.5 dissertation outline
The remainder of the dissertation is structured as follows. We start
with an overview of related work in Chapter 2 with respect to the
scope of the dissertation. This discussion is conducted from a rather
general and high-level point of view as we address more closely re-
lated works in the individual technical chapters. In Chapter 3, we in-
vestigate the benefits of multi-cue input data as is typically available
in autonomous vehicles for pixel-level semantic labeling. We design
our system based on traditional processing concepts, where we ex-
tend most stages to leverage the available input modalities. Next, we
enable deep learning methods for semantic street scene understand-
ing by introducing Cityscapes, a large-scale dataset of urban scenes
in Chapter 4. The dataset is accompanied by a benchmark based on
which we compare state-of-the-art methods for pixel- and instance-
level semantic labeling. In addition, we combine existing concepts
and network architectures to aim for an efficient neural network for
pixel-level semantic labeling at high classification accuracies. In Chap-
ter 5, in order to combine previous lessons learned, we reformulate
the multi-layer Stixel World as first proposed by Pfeiffer and Franke,
2011b as a graphical model, which provides a clear mathematical
formalism explicitly modeling statistical independence assumptions.
This formulation in turn allows us to integrate multiple input cues,
in particular depth from stereo vision and pixel-level semantic labels,
yielding the Semantic Stixel World. The obtained representation is a
segmentation tailored for street scenes, combines 3D with semantic
information, and has properties desirable for autonomous vehicles,
such as efficiency, compactness, and robustness. Eventually, we con-
clude the dissertation in Chapter 6 with a discussion and an outlook
for future work.
1.5.1 Contributions
efficient multi-cue semantic labeling Applying semantic
labeling to a specific scenario such as autonomous driving requires
high accuracies of the system’s output obtained in real-time. Simul-
taneously, the scene type is restricted to street scenes and typically
multiple input modalities, such as depth from stereo vision, motion
from optical flow, or object detections, are available. Despite these re-
quirements and peculiarities of autonomous driving, semantic label-
ing approaches are commonly general-purpose methods, are rather
slow, and, if at all, they leverage only a few additional input channels
for a few processing stages. In contrast, in Chapter 3, we propose a
semantic labeling system tailored for the application of autonomous
driving. We design our model around the given scene type, exploit
that the camera pose is nearly constant with respect to the environ-
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ment, and leverage available input cues holistically throughout all
processing stages. In doing so, we show that these cues are comple-
mentary and help to improve the overall accuracy. Our method is
centered around a segmentation tree that already exploits multiple
cues to generate accurate region proposals. Its tree structure allows
for efficient inference, which again exploits all available input modal-
ities. Overall, our approach achieves excellent accuracies at real-time
speeds.
cityscapes dataset and benchmark suite10 The recent suc-
cess of deep learning methods for various tasks in semantic scene un-
derstanding is mainly driven by the availability of large-scale datasets
enabling supervised training of deep neural networks. However, prior
to this work, there was no large-scale dataset and benchmark avail-
able for the task of urban semantic labeling. To this end, we pro-
posed the Cityscapes dataset and benchmark suite that we introduce
in Chapter 4, where we address large-scale urban scene understand-
ing. The dataset consists of several thousands of images with fine
and coarse annotations for training and testing methods for pixel-
and instance-level semantic labeling. In addition to the images and
their annotations, the dataset includes additional modalities, such as
depth, video, or vehicle odometry. We provide a discussion of our
major design choices, an extensive evaluation of the dataset’s statis-
tics and compare to related works. The dataset is accompanied by
a benchmark suite, based on which we evaluate and compare both
general-purpose and specific deep learning methods for the task of ur-
ban scene understanding. Analyzing these methods and combining
the lessons learned, we propose a competitive real-time deep model
for pixel-level semantic labeling. Overall, Cityscapes became today’s
benchmark for urban semantic scene understanding in our research
community.
semantic stixels For autonomous driving, the scene needs to
be compactly represented such that the bandwidth required to trans-
fer the information to further downstream modules is reduced. Fur-
thermore, the environment model needs to be robust, efficient to com-
pute, and should contain essential information for autonomous driv-
ing. To this end, Pfeiffer and Franke, 2011b proposed the Stixel World,
a segmentation of the scene based on depth information yielding the
drivable space and delimiting obstacles. In Chapter 5, we extend this
model and introduce Semantic Stixels. We formalize the Stixel World
via a graphical model that allows to fuse multiple input channels
supported by our findings in Chapter 3. Furthermore, we provide an
analysis of the inference scheme and show how to learn the model
10 The creation of the Cityscapes dataset and benchmark suite was initially driven by
Marius Cordts and was then continued as joint work with Mohamed Omran.
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parameters from training data. Overall, the model is capable of ac-
curately representing the scene in terms of depth and semantic infor-
mation, while the latter stems from an object detector or a real-time
semantic labeling network as proposed in Chapter 4.
2
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The goal of this chapter is to embed the dissertation into the vast
body of related work. We will do so from a high-level perspective
and leave the detailed analysis and differentiation of closely related
work to the technical Chapters 3 to 5. As the focus of this dissertation
is pixel-level semantic labeling, we also focus the analysis of related
work on this task and provide an overview in Section 2.1. Subse-
quently, in Section 2.2, we turn towards scene understanding meth-
ods that focus on a constrained scene type and exploit the resulting
domain restrictions; a concept that we also follow in this work.
2.1 overview of pixel-level semantic labeling
Methods for pixel-level semantic labeling, also denoted as scene la-
beling or semantic segmentation, can be roughly split into two lines of
research, even though exceptions and hybrid variants exist. We start
with a discussion of the classic processing pipeline (Section 2.1.1) and
then address state-of-the-art deep learning methods that are trained
end-to-end (Section 2.1.2). This structure is also reflected in this dis-
sertation, where we start with an efficient semantic labeling system
following a classic processing pipeline in Chapter 3. We then turn
towards deep learning-based methods by providing an appropriate
large-scale dataset in Chapter 4 that we use to benchmark different
variants in terms of accuracy and run time. Eventually, we com-
bine both methodologies yielding our compact Stixel representation
in Chapter 5.
2.1.1 Classic processing pipeline
From a high-level perspective, classic methods for semantic label-
ing are often based on a common processing pipeline that consists
of bottom-up image segments, feature extraction, region classifica-
tion, and final inference. Naturally, there exist many variants of this
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pipeline, where one or multiple components are missing, altered, or
added, and there are methods that follow widely unrelated concepts,
e.g. Brox et al., 2011; L.-C. Chen et al., 2013; Fröhlich et al., 2012; Yang
et al., 2010.
The first step in the processing pipeline consists of the computa-
tion of bottom-up image segments. In Fulkerson et al., 2009; Micˇušík
and Košecká, 2009; Tighe and Lazebnik, 2013, these segments are
simple superpixels, e.g. the Graph Based Image Segmentation (GBIS)
by Felzenszwalb and Huttenlocher, 2004 or quick shift (Vedaldi and
Soatto, 2008). Other approaches such as Ladický et al., 2013; Plath
et al., 2009; Reynolds and Murphy, 2007 also rely on such superpixels
but computed at multiple scales to retrieve a set of overlapping seg-
ments. A third group of works (Arbeláez et al., 2012; Lim et al., 2009;
Nowozin et al., 2010; Yao et al., 2012) leverage segmentation methods
based on edge detectors, such as the gPb-OWT-UCM segmentation tree
by Arbeláez et al., 2011. Researchers apply such bottom-up segmen-
tations in their work for various reasons. First, these unsupervised
regions aid the semantic segmentation since they can provide precise
boundaries of the semantic classes. Second, they can serve as a reg-
ularizer, because a single segment typically has a constant semantic
class. Third, the segments can serve as proposal regions for a classi-
fier and aid the classification via an increased spatial support. Lastly,
the bottom-up segmentation can increase the efficiency if inference is
conducted on the superpixel- instead of the pixel-level.
As a second step, feature descriptors for the bottom-up image re-
gions are computed in order to facilitate their classification into the
semantic classes. The feature extraction step is typically split into
two parts. First, one or multiple pixel-level feature representations
such as textons (Malik et al., 2001), SIFT (Lowe, 2004), Gabor filters,
or the color values themselves are computed, e.g. Fulkerson et al.,
2009; Plath et al., 2009; Reynolds and Murphy, 2007. Second, these
vectors are pooled over all pixels within the region in order to ob-
tain a fixed length, compact, and discriminative descriptor of the re-
gion. Common pooling techniques include sum-, average-, or max-
pooling, c.f. Boureau et al., 2010; Carreira et al., 2012a. Inspired
by the Bag-of-Words (BoW) model from natural language processing
(Lewis, 1998), the Bag-of-Features (BoF) model in computer vision has
emerged. Here, prior to pooling, the high-dimensional and often real-
valued feature vectors are encoded, i.e. mapped onto an element of
a finite codebook, e.g. via k-Means clustering (Fulkerson et al., 2009;
Ladický et al., 2013; Plath et al., 2009), or decision trees (Moosmann
et al., 2008; Scharwächter et al., 2013). This encoding can be thought
of replacing the pixel-level feature vectors with vectors that contain a
single one at the index of the codeword, and zeros otherwise. If these
vectors are then pooled via average-pooling, one essentially computes
the normalized histogram over the codewords describing the region.
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In addition to pixel-level appearance features, prior work also em-
ploys various other region descriptors, e.g. based on geometric and
shape properties of the region (Arbeláez et al., 2012; Lim et al., 2009;
Tighe and Lazebnik, 2013).
Third, the region descriptors are classified into the semantic classes
of interest by leveraging standard classifiers. These classifiers typi-
cally yield likelihood scores for each semantic class. Often a Support
Vector Machine (SVM) or a variant thereof is used, e.g. Arbeláez et al.,
2012; Fulkerson et al., 2009; Plath et al., 2009, but also a nearest neigh-
bor variant is employed by Tighe and Lazebnik, 2013, or AdaBoost,
as proposed by Freund and Schapire, 1996, is used by Ladický et al.,
2013; Reynolds and Murphy, 2007. Yao et al., 2012 directly classify
pixels and pool the likelihoods (instead of features) over the image
regions.
In the last stage, the final pixel-level labeling is inferred. In the
simplest case, the region labels could be directly projected onto the
pixels, however, the results are then typically noisy and unsatisfy-
ing. Instead, many works model the pixel label result via a graphical
model, e.g. a Markov Random Field (MRF) in Tighe and Lazebnik,
2013, a Conditional Random Field (CRF) in Gonfaus et al., 2010; Kohli
et al., 2009 or the pylon model in Lempitsky et al., 2011. Such models
include the class likelihoods as unary terms and extend these with
prior knowledge as well as higher-order dependencies to regularize
and improve the labeling result. For an excellent overview on graph-
ical models the reader is referred to Blake and Kohli, 2011; Nowozin
and Lampert, 2011. Often the nodes in the graphical models corre-
spond to image regions in order to capture long-range dependencies
while keeping the computational complexity tractable, but sometimes
there are also pixel-level nodes, e.g. Ladický et al., 2013. The param-
eters of the graphical model are either manually tuned, are learned
from training data, or in an extreme the feature classification step is
skipped and the feature vectors directly form the unary potentials
of a CRF, c.f. Nowozin et al., 2010. Besides graphical models, other
works also use custom inference schemes (Lim et al., 2009) or another
set of classifiers based on the region scores (Arbeláez et al., 2012).
2.1.2 Deep learning
With the availability of large-scale datasets and sufficient computa-
tional resources, Deep Neural Networks (DNNs) are nowadays at the
core of nearly all state-of-the-art semantic scene understanding meth-
ods. For an excellent overview on the field of deep learning the reader
is referred to Goodfellow et al., 2016.
The popular work of Shelhamer et al., 2017 breaks with the classic
methodology outlined in the previous section and produces the final
pixel-level semantic labeling with a single forward pass of a Fully
16 related work
Convolutional Network (FCN) trained end-to-end for pixel-level se-
mantic labeling. Shelhamer et al., 2017 base on a network designed
for image classification, i.e. VGG-16 (Simonyan and Zisserman, 2015),
and transform the inner product layers to convolutional layers such
that the network can be applied to images of arbitrary dimensions. In
doing so, they can initialize the semantic labeling model with a net-
work that was trained for large-scale image classification and hence
has learned generic image representations (Razavian et al., 2014). Due
to various pooling layers in the network, the obtained output dimen-
sions are 32 times smaller than the input in both directions. In order
to regain the original resolution, Shelhamer et al., 2017 propose skip
connections that combine the feature maps from multiple layers (and
resolutions) to obtain the final feature map, which is only 8 times
smaller than the input. Hence, this model is denoted as FCN-8s. The
final pixel-level labels are then computed via bilinear interpolation of
the confidence scores. In this dissertation, we base on the FCN-8s ar-
chitecture by Shelhamer et al., 2017 for our experiments in Chapter 4
and for providing the semantic class information in Chapter 5.
Following this line, Badrinarayanan et al., 2017; Ghiasi and Fowlkes,
2016; G. Lin et al., 2017; Wang et al., 2017 propose alternative strate-
gies based on sophisticated Convolutional Neural Network (CNN)
modules to upscale the coarse feature maps to the desired output
resolution. Alternatively, L.-C. Chen et al., 2016; Yu and Koltun, 2016
leverage dilated convolutions that can circumvent the downscaling in
the network altogether while maintaining its receptive field, which
is important for context knowledge. Pohlen et al., 2017 design a
network architecture that couples a full resolution processing stream
with a standard downscaling one. Others aim to incorporate global
scene context for pixel-level prediction, in particular through a ded-
icated network architecture (W. Liu et al., 2015; Sharma et al., 2015;
Yu and Koltun, 2016; Zhao et al., 2017) or through Recurrent Neu-
ral Networks (RNNs; Byeon et al., 2015; Pinheiro and Collobert, 2014).
Naturally, a fourth line of work is to improve performance by basing
on better image classification networks, e.g. Z. Wu et al., 2016.
Other work aims to bridge the gap towards the classic pipeline
introduced in Section 2.1.1. One option is to leverage the CNN to
compute pixel-level features or semantic scores and then employ su-
perpixels for regularization and precise segmentation (Farabet et al.,
2012; Mostajabi et al., 2015; Sharma et al., 2015). Another option is
to combine the strengths of CNNs and CRFs. Typically, the CRF is ap-
pended to an FCN such that it improves the output via regularization,
the modeling of long-range dependencies, and the incorporation of
prior knowledge. The CRF can be simply appended to the network
as an individual processing block (L.-C. Chen et al., 2016) or can be
incorporated in an end-to-end training (Arnab et al., 2016; G. Lin et
al., 2016; Z. Liu et al., 2015; Schwing and Urtasun, 2015; S. Zheng
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et al., 2015). Note that in the latter case, the CRF is essentially another
layer (or multiple) at the end of the CNN. In a third variant, Xiaoxiao
Li et al., 2017 combine cascaded models with deep learning. Multi-
ple smaller networks are stacked on top of each other, while earlier
stages classify easy image regions and later stages are responsible for
the hard cases; nevertheless, the whole model is trained end-to-end.
Only a few works have focused on efficient semantic labeling for
real-time autonomous driving applications. Treml et al., 2016 rely on
SqueezeNet (Iandola et al., 2016) as underlying image classification
network, where the non-linearities are replaced by exponential linear
units (Clevert et al., 2016). In contrast, Paszke et al., 2016 develop
a network architecture specifically tailored for efficient pixel-level se-
mantic labeling.
2.2 constrained scene type
In this dissertation, we focus on pixel-level semantic labeling for au-
tonomous driving. In such a constrained scenario, a scene under-
standing system can exploit various constraints on the scene type,
i.e. street scenes, recorded from a moving vehicle with nearly fixed
camera pose with respect to the environment. In addition, meta data
such as depth and motion information via stereo vision and optical
flow, respectively, is readily available (Franke et al., 2013; Geiger et
al., 2013). Throughout the thesis, we exploit this prior knowledge. In
Chapter 3, we propose a semantic labeling system that leverages mul-
tiple input cues throughout its processing stages. In Chapter 4, we
introduce a large-scale dataset that is recorded in urban scenes and
is accompanied with a benchmark that we use to compare generic
semantic labeling methods for the specific scene type at hand. Even-
tually, we combine what we have learned and propose a compact
semantic scene representation that is tailored for urban scenes. In or-
der to embed this dissertation in the literature, we therefore turn our
analysis of related work in this section towards those methods that ex-
plicitly exploit such domain knowledge. We also include methods for
other scene types than urban street scenes as well as for other scene
understanding applications than semantic labeling in our discussion.
Our analysis in this section can be grouped into two major categories.
In our first category, we address methods that leverage constraints
on the overall scene layout. Typical outdoor scenes share a common
layered structure of a ground surface at the bottom, the sky at the top,
and objects in between, which is modeled by Felzenszwalb and Vek-
sler, 2010; M.-Y. Liu et al., 2015; Scharwächter et al., 2013; Y. Zheng et
al., 2012, whereas A. Gupta et al., 2010 model the environment via 3D
geometric blocks. Focusing on the dynamic objects in street scenes,
i.e. mainly vehicles and pedestrians, prior work exploits that these
objects are typically located on a common ground plane at various
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distances. This knowledge can be used to predominantly improve
accuracy (X. Chen et al., 2015; Pan and Kanade, 2013) or run time
(Enzweiler et al., 2012; Leibe et al., 2007) as well as for explicit rea-
soning about occlusion (Wojek et al., 2013) and scene layout (Geiger
et al., 2014). Riemenschneider et al., 2014; Valentin et al., 2013 trans-
form the scene at hand into 3D meshes and base their method on this
altered representation. Indoor scenes typically impose less overall
constraints, but nevertheless exhibit a common layout that is consid-
ered by the models of D. Lin et al., 2013; Silberman et al., 2012; J.
Zhang et al., 2013.
Our second group discusses multi-cue approaches. When facing a
constrained scenario, there are often additional cues available, such as
depth estimation via stereo vision and laser scanners for street scenes
(Geiger et al., 2013), or structured light and time of flight cameras for
indoor rooms (Song et al., 2015). Pixel-level semantic labeling perfor-
mance is improved using features based on the depth information of
indoor scenes by Couprie et al., 2013; Deng et al., 2015; S. Gupta et al.,
2015, 2014, 2016; Hazirbas et al., 2016; Khan et al., 2016; Z. Li et al.,
2016; Müller and Behnke, 2014; X. Ren et al., 2012. Furthermore, Ei-
tel et al., 2015; Hou et al., 2016 leverage depth cues for indoor object
detection and Silberman et al., 2012 for support structure inference.
Kreso et al., 2016; C. Zhang et al., 2010 use stereo vision, Miksik et
al., 2013 optical flow, Scharwächter et al., 2014b both, and R. Zhang
et al., 2015 laser scans to aid the semantic labeling of street scenes.
Kundu et al., 2014; Sturgess et al., 2009 exploit that a vehicle is driv-
ing through a widely static 3D world, which is inferred together with
the semantic labeling. The same concept additionally supported by
stereo vision is at the core of the approaches by Floros and Leibe, 2012;
H. He and Upcroft, 2013; Sengupta et al., 2013. Ardeshir et al., 2015
leverage a geographical information system that provides additional
information about urban areas as well as GPS for pixel-level semantic
labeling. Eigen and Fergus, 2015; Ladický et al., 2014 leverage depth
cues during training such that the model learns about the typical 3D
scene structure and can infer the structure at test time jointly with the
pixel labeling.
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In this chapter, we investigate the benefits of leveraging multiple
complementary cues for pixel-level semantic labeling. To this end,
we propose a multi-cue segmentation tree that yields accurate region
proposals. Based on these proposals, we infer the semantic labeling,
again with the help of multiple cues. Experiments show that compet-
itive results on two small-scale urban scene understanding datasets
are obtained at real-time speeds. The chapter is based on Cordts et
al., 2017a and contains verbatim quotes of that work. The article was
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the result of joint work with Timo Rehfeld. His contributions are the
encode-and-classify trees, which provide the appearance information
in our multi-cue system and which we hence present as related work
in Section 3.2. His implementation and training methodologies of
random forests also form the basis of additional classifiers that we
propose in the following.
We start this chapter with an introduction in Section 3.1 and the
presentation of encode-and-classify trees in Section 3.2. Subsequently,
we describe the individual components of our processing pipeline,
consisting of superpixels (Section 3.3), a multi-cue segmentation tree
(Section 3.4), the region classification step (Section 3.5), CRF inference
(Section 3.6), and a temporal filtering (Section 3.7). Eventually, we
evaluate the proposed concept (Section 3.8) and discuss the observa-
tions (Section 3.9).
3.1 introduction
The setting of a general scene understanding can be best analyzed by
inspecting the corresponding datasets, most prominently PASCAL VOC
(Everingham et al., 2014), ILSVRC (Russakovsky et al., 2015) and Mi-
crosoft COCO (T.-Y. Lin et al., 2014). These datasets have in common
that they contain images from the wild, i.e. as found on image hosting
websites such as Flickr, 2016, c.f. Chapter 1. Therefore, the general
scene understanding task requires a large number of object classes
to be recognized and allows only to impose few constraints on the
overall scene layout.
In contrast, this dissertation focuses on task-specific settings that
typically involve a more restricted domain, such as indoor scenes in
NYUD2 (Silberman et al., 2012) or outdoor street scenes in KITTI (Geiger
et al., 2013) and DUS (Scharwächter et al., 2013). In those scenarios,
the number of different object classes to be recognized is typically
much smaller; moreover, assumptions on the scene layout aid the
recognition task. While simplifying the problem somewhat, a num-
ber of significant challenges remain, such as highly varying object
scale and motion, partial occlusions, and strong demands on compu-
tational efficiency, e.g. for real-time mobile or robotics applications.
Hence, a number of approaches have focused on these task-specific
domains (S. Gupta et al., 2014; Scharwächter et al., 2014a; Sengupta
et al., 2013; Yao et al., 2012).
In this chapter, we address the task of urban semantic labeling by
introducing a system that combines, integrates, and extends well-
known components in an efficient way in order to yield excellent
results with lowest possible execution time. The proposed approach
follows a common and well established processing pipeline, c.f. Fig-
ure 3.1 and Section 2.1.1. We start by computing a superpixel segmen-
tation of the input image. A superpixel is considered as the smallest
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Figure 3.1: System overview. Arrows indicate the contribution of each avail-
able cue (rows) to the individual processing steps (columns).
granularity of the image, which means that all pixels within the same
superpixel get assigned to the same semantic class label. Based on
such an over-segmentation, region proposals are generated in form of
a segmentation tree. These proposals are then classified into seman-
tic classes and label consistency is ensured by a Conditional Random
Field (CRF). Eventually, we apply a temporal regularization step. We
leverage Randomized Decision Forests (RDFs) as classifiers through-
out various processing stages.
When comparing methods with a similar system architecture, we
make three basic observations that lead to the research goals of this
chapter. First, cues that are complementary to the image channel are
readily available (Franke et al., 2013; Geiger et al., 2013) and have
been shown to significantly improve recognition performance, e.g.
depth cues from stereo or RGB-D (Floros and Leibe, 2012; S. Gupta
et al., 2014; Kähler and Reid, 2013; Scharwächter et al., 2014a), object
detectors (Arbeláez et al., 2012; S. Gupta et al., 2014; Yao et al., 2012)
or motion (Floros and Leibe, 2012; Kähler and Reid, 2013; Micˇušík
and Košecká, 2009; Scharwächter et al., 2014a). However, such cues
have not been exploited to their full extent for the task of semantic
labeling, since typically only a few cues are applied to some of the
processing stages. Therefore, in the remainder of this chapter we will
investigate the benefits of such cues throughout the various process-
ing steps of our system. In particular we leverage appearance cues
and depth estimations from stereo vision as well as temporal infor-
mation via sparse point tracks and bounding box object detections (if
available).
The second observation deals with the fact that high quality region
proposals are crucial for classification. A multitude of approaches,
e.g. Arbeláez et al., 2012; Farabet et al., 2012; S. Gupta et al., 2014;
Lempitsky et al., 2011; Lim et al., 2009; Nowozin et al., 2010; X. Ren et
al., 2012; Silberman et al., 2012; Yao et al., 2012, relies on the general-
purpose hierarchical segmentation of Arbeláez et al., 2011, whereas
others (Ladický et al., 2013; Plath et al., 2009; Reynolds and Murphy,
2007) construct a segmentation tree from multiple runs of standard
superpixel algorithms, e.g. GBIS by Felzenszwalb and Huttenlocher,
2004. Only very few methods are based on proposals that are spe-
cialized for the respective domain or exploit additional cues during
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superpixel generation, particularly depth (S. Gupta et al., 2014; Schar-
wächter et al., 2014a; Silberman et al., 2012). In this work, we propose
a method to compute region proposals based on all available cues
and compare general-purpose ones with specialized variants.
Third, tree-structured models allow for efficient inference, c.f. Blake
and Kohli, 2011; Nowozin and Lampert, 2011. We exploit this obser-
vation and center our method around a segmentation tree that allows
for fast construction, feature generation, classification, and CRF infer-
ence.
With these research goals in mind, three approaches are highly re-
lated to ours. The work of Silberman et al., 2012 segments indoor
scenes into support relations using RGB-D cues. General purpose su-
perpixels (Arbeláez et al., 2011) are combined to a region proposal
tree by incorporating the depth cue similar to our work. Naturally,
geometric cues such as surface normals form the driving force for sup-
port inference, while we focus on semantic labeling, where depth cues
can only aid the overall inference. The work of S. Gupta et al., 2014
exploits tree structures as well as multiple cues, and shows impres-
sive results on the NYUD2 dataset (Silberman et al., 2012). To obtain
region proposals, a segmentation tree is generated using a boundary
detector based on appearance and depth. The resulting regions are
classified using a depth-augmented CNN-based detector. Eventually,
region proposals and detections are used for semantic labeling. In
contrast to both of these works, we build the segmentation tree using
robust and efficient features, leverage the tree structure for efficient
inference, and integrate additional cues such as motion and detectors.
In doing so, we propose a near real-time method with a focus on out-
door street scenes in contrast to the indoor setup in Silberman et al.,
2012 and S. Gupta et al., 2014.
Also related is the efficient urban semantic labeling approach of
Scharwächter et al., 2014a, which uses multi-cue semantic labeling
and RDFs. Competitive results are shown by combining fast features
with spatio-temporal regularization. However, they only rely on a
single layer of greedily generated region proposals and thus cannot
recover from errors on this level. In addition, they do not use object
detectors and strongly depend on the particular choice of superpixels.
We report results in comparison to their work, using the same public
benchmark dataset.
3.2 encode-and-classify trees1
In order to obtain appearance information as part of our multi-cue
input data, c.f. Figure 3.1, we opt for encode-and-classify trees as
proposed in Cordts et al., 2017a. These classifiers are a variant of
1 This section is based on the work and the contributions of Timo Rehfeld in (Cordts
et al., 2017a). The section is included in this disseration for completeness.
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Figure 3.2: Structure of the encode-and-classify trees. The trees are used for
pixel-level classification and generation of texton maps; an exam-
plary texton map using a single tree and the resulting pixel-level
classification are shown in the top. Encode-and-classify trees are
decision trees, where certain nodes are marked as encoder nodes
(bottom right). These nodes are used to extract the texton maps
and form the leafs of a sub-tree. This sub-tree operates on fea-
tures extracted from rather small patches of size S1× S1 (bottom
left) to obtain more discriminative texton maps. The remaining
nodes in the encode-and-classify trees have access to a larger
patch of size S2 × S2 in order to achieve accurate pixel-level clas-
sification. Courtesy of Timo Rehfeld.
RDFs and simultaneously generate pixel-level semantic label scores as
well as texton maps which in turn are used for segment-level bag-
of-features histograms (Moosmann et al., 2008; Shotton et al., 2008).
This concept is visualized in Figure 3.2. We start by discussing both
tasks individually in Sections 3.2.1 and 3.2.2 and describe their combi-
nation in Section 3.2.3. We conclude the section with a description of
the training procedure. Note that we introduce RDFs and their train-
ing procedure in greater detail, since we will adopt the same concepts
multiple times throughout the remainder of the chapter. The output
of the encode-and-classify trees delivers powerful appearance and tex-
ture information and is subsequently used for superpixel generation,
segmentation tree construction, and region classification. Note that
the latter two steps have no direct access to the input image and all
their appearance cues stem from the encode-and-classify trees.
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3.2.1 Pixel-level semantic labeling
The first component of the encode-and-classify trees is pixel-level se-
mantic labeling, where the task is to assign a probability score for
each considered semantic class to each pixel in the image. These
probability maps can then be used as soft semantic information in
the subsequent processing stages, or we can compute the maximiz-
ing class label at each pixel. These labels could in principle serve as
the final output of our system, but are typically too noisy to achieve
high-quality results. The pixel-level labeling consists of two steps.
First, various feature channels are extracted from the input data. Sec-
ond, a pixel in the image is classified using an RDF classifier based
on the features within a small surrounding patch. Note that for effi-
ciency reasons only a sub-sampled set of pixels is actually classified
and the remaining pixels obtain their results via nearest neighbor
interpolation. The isolated pixel labeling component has been previ-
ously proposed in Scharwächter and Franke, 2015.
feature extraction The first step for the pixel-level labeling
is to extract low-level feature maps of the input data. The simplest
feature channel is the input image itself in the form of an illumina-
tion channel and the two normalized color components. Further, the
input image is filtered using a subset of the filter-bank proposed by
Leung and Malik, 2001. In addition, depth information from stereo
vision is leveraged, which supports the discrimination of geometric
classes, such as ground vs. object. The disparity map yields two feature
channels: the vertical disparity gradient and the height of each pixel
above a planar ground plane. For details on these feature channels,
the reader is referred to Scharwächter and Franke, 2015.
pixel classification Once the feature channels are computed,
a pixel is classified using a feature vector, which is the concatenation
of all feature channels within a surrounding patch of size S× S. As
classifier, an RDF is selected for pixel-level labeling, which was, prior
to the recent popularization of CNNs (Chapter 4), a common choice,
e.g. Fröhlich et al., 2012; Müller and Behnke, 2014; Shotton et al., 2008.
RDFs have a fast inference time and work well on diverse features from
different domains with heterogeneous scales and properties. Such an
RDF is a set of trees that individually assign class probability scores
to the feature vector. The final classification result is then the aver-
age over all trees. A single tree is a collection of decision stumps
that are arranged in a tree structure, where each decision stump de-
cides based on an internal criterion on the feature values whether to
continue with the left or right child, c.f. Figure 3.2. Each leaf node
in the tree is assigned to a class probability map that is used as the
tree’s output, once the leaf is reached. The decision stumps can be
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arbitrary binary classifiers, however, in this work restricted to simple
binary comparisons between a feature value and an internal thresh-
old. The index of the feature value and the threshold are determined
during training. For details, the reader is referred to Scharwächter
and Franke, 2015.
Important for the pixel classification performance is the patch size
S and a sufficient tree depth. Experiments in Cordts et al., 2017a
show that medium to large patch sizes are best, since only then the
required context knowledge for an accurate classification is available.
Further, the tree needs to be sufficiently deep, to be able to perform
discriminative decisions.
3.2.2 Texton maps
The second purpose of the encode-and-classify trees is to produce tex-
ton maps that in turn are used to generate region-level bag-of-features
histograms that are used as discriminative features for region classifi-
cation. Texton maps are a form a feature encoding, where a large set
of feature values is condensed into a code-book of a smaller discrete
set of values that facilitate discrimination. Such a feature encoding
can be conducted via RDFs, which are in this context also referred to
as Extremely Randomized Clustering (ERC) forests (Moosmann et al.,
2008; Shotton et al., 2008). The core idea is to leverage an RDF for
pixel classification, c.f. Section 3.2.1, but instead of assigning the leaf
node probability map to a pixel, all leaf nodes in the forest are enu-
merated and the indices of the reached leaf nodes (one for each tree
in the forest) are assigned to the pixel (Scharwächter et al., 2013). An
example texton map for a single tree is shown in Figure 3.2, where
indices are visualized by false-colors.
Once the texton maps are computed, they can be used to generate
region-level bag-of-features histograms. A given region in the image
is described by a histogram over the leaf indices assigned to the pixels
within that region. These histograms form a feature descriptor of the
region that can be classified into a semantic class. Due to the superior
performance on these types of features, this final classification step is
performed via an SVM with Histogram Intersection Kernel (HIK; J. Wu,
2010). The classifier is trained in a one-vs.-all mode and a sigmoid
mapping (Platt, 1999) to convert the SVM output to a positive score is
performed.
In contrast to the pixel classification task, it turns out that the re-
gion classification performance is best when the patch size S of the
RDF is fairly small, c.f. Cordts et al., 2017a. Intuitively, smaller patch
sizes lead to less correlation in the leaf node indices of neighboring
pixels and hence the pooled histograms are more discriminative. Fur-
thermore, the trees for feature encoding are requested to be fairly
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small, since region classification run time increases quickly with in-
creased tree depth.
3.2.3 Combination
The previous two sections introduced the two tasks that the RDFs
have to accomplish. Since both tasks have conflicting requirements
on the patch size S and the tree depth, they cannot be simultaneously
addressed by standard RDFs. To overcome these limitations, while
keeping the computational efficiency high, encode-and-classify trees
were introduced in Cordts et al., 2017a. The idea is to leverage sub-
trees that are fairly short and have access to a small patch size S1
for feature encoding and to continue with deeper tree nodes that use
features from a larger patch S2, c.f. Figure 3.2. In doing so, both
tasks achieve a performance close to their individual optima, while
keeping the run time low.
3.2.4 Training
Training the encode-and-classify trees is performed in two steps and
follows the work of Geurts et al., 2006 to create extremely random-
ized binary trees. First, the decision stumps are restricted to unary
pixel tests based on a small patch of size S1 × S1 around the current
pixel. To recap, this patch is represented by a feature vector, which
is the concatenation of all values within the patch from various fea-
ture channels. To generate the split tests, a dimension of the feature
vector or, equivalently, pixel location and feature channel, is sampled
and the feature value is compared against a randomly drawn thresh-
old. Each such split then separates the training samples Dn at node
n into disjoint subsets Dl and Dr. For each decision stump, a fixed
number of split tests is sampled and the split with largest information
gain
I = E(Dn) −
|Dl|
|Dn|
E(Dl) −
|Dr|
|Dn|
E(Dr) (3.1)
w.r.t. the class label distribution is chosen. The function E(D) denotes
the Shannon entropy of the empirical probability distribution over the
samples in D. Training continues recursively until no further subdi-
vision is possible, which means that all trees are trained to full depth.
In other words, if all feature vectors had unique values, each leaf
node in each tree is reached by a single feature vector of the training
set. Since such trees are heavily over-fitted to the training set, they are
pruned back bottom up until the desired number of encoder nodes is
reached, giving full control over the targeted histogram length. Prun-
ing is an iterative procedure, where nodes are randomly selected out
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of those split nodes where both children are leafs. These children are
then removed and the selected node becomes a new leaf and the next
iteration is started. The described steps are repeated multiple times,
once for each tree in the RDF, while each tree is trained on a random
subset of the training set, in order to increase the diversity amongst
different trees. Eventually, this training procedure yields the subtrees
with their leafs being the encoder nodes.
Second, starting at the encoder nodes, training is continued to ob-
tain a well performing pixel classifier, while this time, the unary pixel
tests have access to the larger S2 × S2 patches. Again, the RDFs are
trained to full depth and random pruning is performed until a de-
sired number of leaf nodes is obtained. During pruning, encoder
nodes are excluded from becoming pruning candidates.
3.3 superpixels
Superpixels are often considered as the smallest unit for semantic
labeling, which means that all pixels within a superpixel are assigned
to the same semantic label. Such a hard constraint can be exploited
to decrease the run time of the algorithm, since many components
need to reason on only a few hundred superpixels instead of millions
of pixels. Further, superpixels allow to extract rich features within
their image region and long-range dependencies between pixels can
be efficiently modeled.
In this work, we opt for three types of superpixels: Superpixels
in an Energy Optimization Framework (SEOF; Veksler et al., 2010),
Graph Based Image Segmentation (GBIS; Felzenszwalb and Hutten-
locher, 2004), and Stixels (Pfeiffer and Franke, 2011b). This selection
is based on the main properties of these superpixel methods. All
three approaches have in common that they either explicitly formu-
late weights between two adjacent pixels (GBIS) or solve an underly-
ing energy minimization problem (Stixels), or both (SEOF). Both cases
allow for a straight-forward incorporation of additional cues as de-
scribed in Sections 3.3.1 and 3.3.2. Further, the three methods can be
seen as representatives of different fundamental types of superpixels.
In SEOF and many other superpixel methods, e.g. Simple Linear Iter-
ative Clustering (SLIC, Achanta et al., 2012), the superpixels are hard
constrained to a maximum size, which enforces compactness and in-
creases computational efficiency. In contrast, GBIS only supports com-
pactness, but, in principle, superpixels can become arbitrarily large.
While SEOF and GBIS were designed for a segmentation of generic im-
ages, Stixels are highly optimized for street scenes and model their
typical geometric layout of a ground plane with perpendicular obsta-
cles. Note that Stixels are presented in greater detail in Chapter 5.
Overall, the selection of superpixels allows to compare the influ-
ence of the different properties on the overall system performance.
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Further, we demonstrate the generality of our system with respect to
different superpixel methods. To bring all three variants to a compa-
rable level, we introduce modifications as described in the following
sections.
3.3.1 Incorporating depth
As Stixels use depth information, we also add depth to SEOF and
GBIS. Both superpixel variants explicitly formulate weights between
two adjacent pixels. We extend these weights to use the disparity
image D in addition to the color or gray value image I for obtaining
a segmentation that accurately captures both kinds of edges.
For GBIS, we define the weight between two adjacent pixels (p,q) ∈
N as
wpq =
1
µi
|I(p) − I(q)|+
1
µd
|D(p) −D(q)| . (3.2)
The normalization terms
µi =
1
|N|
∑
(m,n)∈N
|I(m) − I(n)| (3.3)
and analogously for µd are computed as the average absolute differ-
ences of all adjacent pixels and balance both channels against each
other.
For SEOF the weights are defined similarly as
wpq = e
−
(I(p)−I(q))2
2σ2
i + e
−
(D(p)−D(q))2
2σ2
d . (3.4)
Again, the normalization is the average contribution of all neighbor-
hoods and for σi computed as
σ2i =
1
|N|
∑
(m,n)∈N
(I(m) − I(n))2 . (3.5)
Finally, the median disparity is assigned to each superpixel in order
to obtain a robust depth estimate. Superpixels without valid dispar-
ity measurements due to stereo occlusions are labeled as void and
removed from further processing, c.f. the transparent areas in Fig-
ure 3.3.
3.3.2 Incorporating pixel classification
Stixel superpixels are extracted from depth information only and do
not take the gray value or color information into account. To also
make Stixels comparable to GBIS and SEOF, we alter the computation
to use the pixel classification scores as an additional data term, as
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Figure 3.3: Three superpixel variants we employ at the lowest level of our
region proposal tree. From left to right: SEOF (Veksler et al., 2010),
GBIS (Felzenszwalb and Huttenlocher, 2004), and Stixels (Pfeiffer
and Franke, 2011b). In all variants, superpixels on the ground
surface and sky region are already grouped (see text) and not
considered in the segmentation tree. Superpixels with invalid
depth information are ignored and visualized transparently.
presented in Scharwächter and Franke, 2015. These modifications
help especially in regions with weak disparity information, e.g. the
sky.
Since the Stixel representation explicitly separates ground and sky
regions, we also do so for GBIS and SEOF. Specifically, we first compute
the average score of our pixel classifier in each superpixel. Superpix-
els for which sky or ground have maximal average classification scores
are removed from further consideration. Consequently, all three vari-
ants deliver a comparable representation, visualized in Figure 3.3,
where the remaining obstacle superpixels are highlighted in red. The
segmentation tree as introduced in Section 3.4 is constructed from
these obstacle superpixels only.
3.4 multi-cue segmentation tree
A central component in our processing pipeline, is the multi-cue seg-
mentation tree, which provides region proposals for later process-
ing. While superpixels typically provide a non-overlapping over-
segmentation of the image such that no meaningful edges are missed,
region proposals are requested to be larger and represent hypotheses
of image regions with a single semantic class. Such a proposal set
typically contains overlapping regions forming an over-complete set
such that ideally each object in the scene is accurately covered by one
region. This maximizes its spatial support, which is especially benefi-
cial for the robustness of region classifiers as used in Section 3.5, since
reasoning about the geometry of an object is supported by an accu-
rate segmentation of the object as a whole. Further, appearance-based
classifiers perform better on larger regions and therefore a maximal
spatial support is desired. Overall, the task of the segmentation tree
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is to provide overlapping region proposals, such that the objects in
the scene are covered by accurate segments, while at the same time
keeping the number of regions low for computational efficiency.
We opt for region proposals in form of a segmentation tree that
is constructed by iteratively merging image regions, starting with su-
perpixels, c.f. Section 3.3, as the leaf nodes. Such a tree structure has
two main advantages. First, street scenes have a significant range
of scales, meaning that there are often simultaneously objects close
to the camera and occupying large image regions, as well as distant
or occluded objects with only a few pixels of size. Such a variation
of scale matches well with a segmentation tree, where the lower lev-
els provide small proposals, while segments in higher levels span
large image regions. Second, the tree structure allows for a compu-
tationally efficient system design. Features on a region level, such as
histograms, geometric information, occlusion cues, and average pixel
classifier scores, can be computed in a cumulative fashion. Due to the
tree structure, they need to be computed only once for all superpixels
on the lowest level, and can then be accumulated from leaf to root.
Because the segmentation tree consists of multiple levels, each su-
perpixel is covered by several overlapping regions. The final label de-
cision is thus made in a subsequent inference stage; a tree-structured
CRF based on the regions in the segmentation tree allows to do this in
an efficient and globally consistent way.
3.4.1 Proximity cues
For constructing the segmentation tree, we start by grouping super-
pixels based on similarity measures. Instead of hand-crafting these
measures, we use a binary classifier on adjacent superpixels incorpo-
rating multiple proximity cues. The definitions of these features are
summarized in Table 3.1, while we discuss the motivation behind the
individual cues in the following. All features are symmetric and are
designed to be invariant across scale.
2d region geometry Solely from visually inspecting the 2D seg-
ments, one gets a rough estimate about which superpixels are more or
less likely to belong to the same object. This human feeling is mainly
driven by the relative location of the superpixels. Therefore, we de-
sign a set of features that is capable to compactly describe such prop-
erties. Four features (G1–G4) are based on the superpixel’s bounding
boxes and are computed as the distances of the four respective edges,
e.g. the distance in pixels between the top edges of the two bound-
ing boxes of adjacent superpixels. The next three features (G5–G7)
describe the relative location of the two region centers, i.e. horizontal
and vertical distance, as well as the absolute sine of the angle between
their connecting line with the horizontal axis. Feature G8 captures the
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2D region geometry
G1, G2 bounding boxes: abs. top (bottom) coordinate difference
G3, G4 bounding boxes: abs. left (right) coordinate difference
G5, G6 absolute center row (column) difference
G7 horizontalness, i.e. absolute sine of the angle α between
the line connecting the region centers and the horizontal
axis: |sinα| = G5/
√
G52+G62
G8 boundary pixel (BP) ratio: |∩BP|/|∪BP\∩BP|
G9 relative size (S) difference: |S1−S2|/S1+S2
Depth
D1, D2 absolute depth (disparity) difference
D3, D4 average depth (disparity)
D5 D1 minus depth uncertainty at average depth
D6-D9 3D absolute top (right, bottom, left) difference
D10 average center height above ground
Pixel classification
PC1 inner product of average pixel classifier scores
PC2 agreement of arg max pixel classifier labels:
0 if same label, 2 if different label, value shifts towards 1
with decreasing confidence
Texton histograms
TH1 texton histogram intersection
Detectors
DT1 joint coverage by vehicle detector: 2 if both, 1 if one, 0 if
none of both superpixels covered by bounding box
DT2 DT1 with pedestrian detector
Point tracks
PT1 cosine of angle between velocity vectors
PT2 absolute velocity difference [m s−1]
PT3 average velocity [m s−1]
Table 3.1: Features for segmentation tree construction. Each feature is ex-
tracted for a pair of adjacent superpixels. A binary RDF classifier
is trained on these features to decide whether the pair of adjacent
superpixels should be grouped or not.
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proximity in terms of a common boundary and is defined as the ratio
of common boundary pixels to disjoint ones. The last 2D geometric
feature G9 reflects the region sizes and is computed as the ratio of
size difference (in pixels) to the sum of both sizes.
depth Since superpixels belonging to the ground plane or the sky
are removed from further processing based on the pixel classifica-
tion, c.f. Section 3.3.2, the segmentation tree is constructed for the
remaining objects only. In street scenes, such objects are typically
perpendicular to the ground plane and are located at different dis-
tances. Thus, the gap in depth between two neighbored superpixels
(D1) is a strong cue for region proposal generation, c.f. Scharwächter
et al., 2014a. However, since the noise of depth measurements as ob-
tained by stereo vision increases quadratically with the distance, we
do not rely on this feature alone. Instead, we add the absolute dispar-
ity difference (D2), as well as the average depth and disparity values
of the two superpixels (D3, D4). In doing so, the proximity classi-
fier can learn to trust a possible depth gap differently, depending on
the superpixel’s distances. To even further support such a reason-
ing, we add D5, which is the absolute distance difference reduced by
the uncertainty of distance measurements at the superpixels’ average
distance, according to J. Schneider et al., 2016.
Another set of features is based on the 3D bounding boxes around
superpixels. Since depth measurements from stereo can be noisy and
are prone to outliers, such a bounding box needs to be computed
robustly. In order to do so, we leverage the median disparity that
is assigned to each superpixel, c.f. Section 3.3.1, and project the 2D
bounding box into the 3D space, yielding robust superpixel extents
in horizontal and vertical direction, but not in the direction of the
camera axis. The differences between the four respective edges of
these bounding boxes yields D6–D9. Eventually, we add D10, which
is the average height above ground of the two superpixels to allow
for a different reasoning at various height levels in the scene.
appearance Our appearance-based similarity measures are pro-
vided by the encode-and-classify trees: pixel classifier label agree-
ment (PC1, PC2) and texton histogram intersection (TH1). The intu-
ition behind the pixel classifier features is that two superpixels be-
longing to the same object should agree in terms of the semantic
labels of the covered pixels as predicted by the pixel classification,
c.f. Section 3.2.1. Therefore, the pixel-level semantic scores are aver-
aged over all pixels within each superpixel, yielding a more robust
score vector. PC1 is the inner product of these vectors of two adjacent
superpixels and expresses the label agreement while considering all
semantic scores. In addition, we determine the most likely labels la
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and lb as well as their probability scores pa and pb. Then the feature
PC2 is defined as
PC2 =
{
1− min (pa,pb) if la 6= lb
1+ min (pa,pb) otherwise .
(3.6)
This value is between zero and one, if both labels disagree, and be-
tween one and two otherwise. If both labels have a high confidence
the value is close to zero upon disagreement and close to two upon
agreement. In case of at least one small confidence score the value is
close to one.
In addition to the label agreement, we encode the appearance sim-
ilarity by leveraging the texton histograms obtained by the encode-
and-classify trees, c.f. Section 3.2.2. Inspired by the Histogram Inter-
section Kernel (HIK, J. Wu, 2010) as used in SVM classifiers to compare
histograms, we use the texton histogram intersection between two su-
perpixels as feature TH1. These histograms are designed to encode
the appearance of a region and hence their distance is a powerful
proximity score.
detectors Often, additional semantic knowledge from bounding
box detectors, e.g. for Advanced Driver Assistance Systems (ADAS), is
readily available. Such bounding boxes typically contain whole ob-
jects and therefore provide strong proximity cues for our superpixels.
For each available detector (vehicle and pedestrian in our experiments,
c.f. Section 3.8.1), we add a similarity feature DTi that can have three
discrete values: 2 if two adjacent superpixels are predominantly cov-
ered by an identical bounding box, 1 if not, but at least one superpixel
is covered by a bounding box, and 0 otherwise.
point tracks The last cue that we consider in this work, are
sparse point tracks. These are typically obtained via local feature
trackers that match feature points in temporarily consecutive frames.
Paired with vehicle odometry and stereo vision, we obtain 3D po-
sition and velocity estimations for each track, please refer to Sec-
tion 3.8.1 for our experimental setup. To obtain a robust velocity
estimate of each superpixel, we compute the median velocity vector
of all tracks within each superpixel for each principal axis.
Since most objects in street scenes are either static or move rigidly,
we expect superpixels that belong to the same object to move in the
same direction with the same speed. Thus, we compute the features
PT1 and PT2 being the absolute speed and direction difference (co-
sine of angle between velocity vectors), respectively. Since the mea-
surement noise increases with increased speed, we follow a similar
strategy as with the depth cues and the stereo noise, see above. We
add the feature PT3, which is the average velocity of both superpixels,
such that the proximity classifier can trust these features differently,
depending on the absolute speed.
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3.4.2 Tree construction
Using the proximity features as introduced in the previous section,
we train a binary classifier to group or separate pairs of superpixels.
This task is related to the boundary strength classifier in Silberman
et al., 2012, the same-label classifier in Hoiem et al., 2007, or classifier-
based pairwise potentials in CRFs, e.g. Huang et al., 2011. As classifier,
we opt for a Randomized Decision Forest (RDF), since these classifiers
can cope well with such a diverse set of features. For training we
follow the strategy described in Section 3.2.4, i.e. we train until full
depth and apply random pruning. We treat all adjacent superpixels
with identical majority ground truth label as positive samples and
other pairs as negative. If both superpixels have the void label as-
signed, they do not contribute as training sample.
After running the trained classifier on all pairs of adjacent superpix-
els, we assign the classifier scores as weights to the respective connect-
ing edges. The segmentation tree is constructed using Algorithm 3.1,
which only requires two parameters, the merging rate p and the num-
ber of levels nl. Both parameters are independent of the superpixel
method or the actual number of superpixels. During the edge update
in the last step of the while loop in Algorithm 3.1, we also need to
assign new weights to the edges connecting the regions in the new
layer of the segmentation tree. For each pair of adjacent regions, we
use the minimum weight of all edges across the region boundaries
in the layer below. We also experimented with using the proximity
classifier again on the larger regions or training an individual classi-
fier for each layer in the segmentation tree. However, we found that
all variants yield comparable performance and opted for the most
efficient solution. As an example, three layers of our segmentation
tree are visualized in Figure 3.4. In all our experiments, we construct
the segmentation tree with a merging rate of p = 0.2 until we obtain
nl = 10 levels.
Algorithm 3.1 Segmentation tree construction
Input: Superpixels, edges E
Parameters: Merging rate p, number of levels nl
Level l← 1
Regions in first level Rl ← Superpixels
while l 6 nl do
l← l+ 1
Threshold wth ← pth percentile of weights(E)
Merged edges Em ← {e | e ∈ E, weight(e) 6 wth}
Rl ← merge(Rl−1,Em)
E← update(E,Rl)
end while
Output: Tree {Rl | l ∈ {0 . . . nl}}
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Highest level. May contain
multiple regions, each result-
ing in an independent tree.
Medium level. Regions re-
peated from lower levels do
not induce a new CRF node.
Lowest level. Region propos-
als become CRF nodes.
Figure 3.4: Segmentation tree and resulting CRF model. Regions are en-
coded by false colors, CRF nodes by black dots, and parent-child-
relations by lines.
3.5 multi-cue region classification
Once the segmentation tree is computed, each segment is considered
as a region proposal that is classified by three different classifiers.
For each class of interest, the classifiers assign probability scores in-
dicating the likelihood of the region being the respective class. Since
our regions overlap and the classifiers might produce contradicting
scores, the final pixel-level labels are inferred using a CRF as described
in Section 3.6, where the scores serve as unary potentials. In order
to maximize the efficiency of our system, all applied classifiers are
based on features that can be efficiently computed for each region by
exploiting the tree structure and accumulate the features from leaf
nodes towards the root node.
The first two classifiers are responsible to classify regions based on
their appearance and are based on the encode-and-classifier trees as
described in Section 3.2. First, we average the RDF pixel classification
results (c.f. Section 3.2.1) within the region, yielding sPC. Second, we
classify the aggregated texton histograms (c.f. Section 3.2.2) to obtain
sTH. Third, we propose a multi-cue region classifier providing sMC.
This classifier exploits features from the remaining input channels, c.f.
Figure 3.1. Both, features and the classifier training are described in
the following.
3.5.1 Multi-cue features
Our features for multi-cue region classification describe the major
properties of a proposal region that are discriminative between the
different classes but are agnostic of the pixel-level texture. Such fea-
tures include region geometry, as well as detector and point track
information, an overview is provided in Table 3.2.
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region geometry The first set of features aims to describe the
shape and geometry of a region in both, 2D and 3D. The first feature
G1 is the 2D aspect ratio of the bounding box around the region,
which is for example helpful to discriminate upright pedestrians from
elongated or square vehicles. Further, we allow the classifier to assess
the type of boundary pixels. Buildings are often truncated by the
image boundary, whereas objects such as pedestrians or vehicles are
located on top of the ground. Therefore, we divide the set of region
boundary pixels into four directions (top, bottom, left, right) with
respect to the region center. For each direction, we count the number
of boundary pixels that separate the region from another one (Bs) or
from the image border, ground, sky or void (Bv), c.f. Figure 3.3 that
contains superpixels with all such neighboring constellations. Then
the ratio Bs/Bv+Bs yields the features G2-G5 for the four directions.
In street scenes, the height above ground is the most discriminative
3D feature, since different classes typically occur at different heights,
e.g. vehicles and pedestrians vs. buildings and sky. Therefore, we
define the height above ground of the top and bottom point of a 3D
bounding box around the region as D1 and D2, respectively. Note
that we compute the bounding box extents by aggregating the ro-
bust superpixel bounding boxes that were obtained as described in
Section 3.4.1. Additionally, we add the height, width, and depth of
this 3D bounding box, as well as the center height above ground as
features D3-D6. The last set of geometric features deals with occlu-
sions. While shape and region geometry are highly discriminative
for fully visible objects, they might cause confusions when occlusions
are present, as common in street scenes. Such occlusions cause the
shape to alter and, for example, an occluded car might appear as a
pedestrian. Thus, we compiled a collection of features that describes
the occluded parts of the regions in order to allow for the classifier
to leverage the full potential behind the remaining features. Using
the same definitions for boundary pixels as above, we determine the
depth jump in meters for all boundary pixels between object regions
(Bs). These values are then averaged for the four directions, yielding
D7-D10. In doing so, we avoid thresholding to determine the occlu-
sions and allow for a learned interpretation that takes measurement
noise into account. A large positive jump means that the boundary
part is probably not occluded, while a negative value stands for an
occlusion. A value around zero typically corresponds to an edge be-
tween close objects or a boundary within the same object. Note that
we use the robust superpixel distances as described above to maxi-
mize the robustness of the occlusion features.
detectors and point tracks Detectors for ADAS typically op-
erate at a high level of precision, i.e. regions that are covered by a de-
tector bounding box most likely belong to the detector’s class. How-
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2D region geometry
G1 bounding box aspect ratio
G2-G5a there are two kind of boundary pixels: separating ob-
ject regions (Bs) or regions from image border, ground,
sky or void (Bv), c.f. Figure 3.3 that contains superpixels
with all such neighboring constellations. This feature is
defined as Bs/Bv+Bs
Depth
D1, D2 top (bottom) point height above ground
D3-D5 height (width, depth) [m]
D6 center height above ground [m]
D7-D10a occlusion strength: average depth jump (signed) at
boundary pixels Bs
Detectors
DT1 overlap with vehicle detector bounding box
DT2 overlap with pedestrian detector bounding box
Point tracks
PT1 average velocity [m s−1]
aEvaluated separately for boundary pixels located at top (right, bottom, left) relative
to region center.
Table 3.2: Features for multi-cue region classification. Each feature is ex-
tracted on a region proposal of the segmentation tree.
ever, even these systems might produce false positives and typically
have a rather low recall when objects are heavily occluded. Therefore,
we add the detector information as features for our multi-cue classi-
fier, such that it can combine this knowledge with the geometric and
occlusion features. For each available detector i, we define DTi as the
overlap between the region and the detector’s predicted bounding
boxes.
The last multi-cue feature leverages the point track information.
The speed of an object is a discriminative feature, since fast moving
regions in street scenes typically contain vehicles. Thus, the feature
PT1 is defined as the average velocity of the tracked points within the
region. Note that we assign the median velocity of a superpixel to all
tracks within that superpixel to obtain a more robust estimation, c.f.
Section 3.4.1.
3.5.2 Training
Based on the multi-cue features describes in Section 3.5.1, we train a
classifier to obtain a probability score for each class and region. As
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with the superpixel proximity classifier (c.f. Section 3.4.2), we opt for
a RDF due to the diversity of the features stemming from different do-
mains with varying dynamic ranges. For training, we follow the same
strategy and train until full depth with subsequent random pruning.
Since regions from our segmentation tree might cover pixels with dif-
ferent ground truth labels, we need to cope with this effect during
training. A simple solution would be to require the majority label
within a region to cover at least 50% of the pixels. However, in doing
so, many training samples are discarded and information about the
minority classes is lost. Instead, we assign the region’s feature vector
to each pixel within the region and use these repeated vectors with
the individual ground truth classes for training. As a side-effect, re-
gions are weighted by their size, which causes the classifier to respect
regions from higher levels of the segmentation tree, which are large
but rare. Overall, we obtain a multi-cue classifier that tends to yield
soft probability scores rather than hard decisions. These scores can
then be fused well with the appearance classifiers via CRF inference,
c.f. Section 3.6.
3.6 crf inference
The output of the region classification step as described in Section 3.5,
is our segmentation tree, where each region is associated with three
sets of class scores. These scores represent the likelihoods of the re-
gions belonging to the respective classes as estimated by the three
classifiers described above. However, these scores might disagree
and also the scores of overlapping regions in different levels of the
segmentation tree might contradict each other.
In order to obtain a consistent labeling, we leverage a Conditional
Random Field (CRF) to jointly infer the labels y ∈ Ln of all n regions
in the segmentation tree. Each region corresponds to a node Yi in the
CRF with the label space L consisting of the sought after classes plus
an additional void label. The latter is introduced, since the regions
might not belong to any of the considered classes or might contain
a mixture of those. Therefore, we augment the classifier scores with
a void label having an artificial score of |L|−1. Further, we normalize
the scores such that they sum up to 1. If a parent region of the seg-
mentation tree has a single child only, both, child and parent regions
contain the same information. Thus, the parent node is excluded
from the CRF, see Figure 3.4. Note that in principle, one could use a
Bayesian network as the hierarchy is a Directed Acyclic Graph (DAG)
(Nowozin and Lampert, 2011), however, we opt for a CRF to allow for
a direct integration of classifier scores as unary potentials.
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Given all input data x, the posterior probability is defined as
P(Y = y | X = x) =
1
Z(x)
n∏
i=1
Φi(yi)
∏
(c,p)∈A
Ψc(yc,yp) , (3.7)
where A denotes the set of parent-child relations as defined by the
segmentation tree and Z(x) the partition function, c.f. Blake and Kohli,
2011; Nowozin and Lampert, 2011. In the following, the unary poten-
tials Φi, the parent-child potentials Ψc, and the inference scheme are
described. Note that there is no potential connecting nodes within
the same level of the segmentation tree, which renders Equation (3.7)
tree-structured and allows for efficient inference as described in Sec-
tion 3.6.3. For modeling smoothness priors between nodes in the
segmentation tree, we solely rely on the parent-child relations as de-
scribed in Section 3.6.2.
3.6.1 Unaries
As described in Section 3.5, for each region i in the segmentation tree,
we obtain three different classifier scores, termed sPC, sTH, and sMC. A
straightforward way to fuse these scores would be to use their prod-
uct directly as the region’s unary. Instead, we interpret the scores
on the pixel level and compute the region likelihood as the product
of all pixel scores. In doing so, larger parent regions are weighted
up compared to their children nodes which is beneficial, since larger
regions are typically more reliably classified due to a sufficient spa-
tial support. Further, the parent-child relations, c.f. Section 3.6.2, are
better balanced, since a parent region has the same influence as the
sum of all children and a large child becomes more important than a
smaller one.
Let ni denote the number of pixels in region i. Then, the unary is
defined as
Φi(yi) =
(
sPC(yi)
λPC sTH(yi)
λTH sMC(yi)
λMC
)ni
, (3.8)
where the weights λPC, λTH, and λMC capture the different reliabil-
ities of the individual classifiers. These weights are optimized in
initial experiments using grid search on the training set with the
PASCAL VOC IoU score (Everingham et al., 2014) as objective function,
c.f. Section 3.8.3.
3.6.2 Parent-child
Smoothness priors are expressed using factors between parent p and
child nodes c, defined as
Ψc(yc,yp) =
1 if yc = yp or yp = void
e−nc otherwise
. (3.9)
40 multi-cue semantic labeling
Again, nc denotes the number of pixels in the child’s region. The
influence of this factor is similar to Robust PN potentials (Kohli et
al., 2009) and expresses our expectation that parent and child nodes
often belong to the same class. However, if a node is likely to contain
multiple classes, it can be assigned to void and does not influence
its child nodes anymore. Further, a small node may have a different
label than the parent, even if the parent’s label is meaningful, e.g. a
pedestrian in front of a large building.
3.6.3 Inference
The task of the inference step is to maximize the posterior probability
mass function as described in Equation (3.7). However, instead of
computing the maximizing labeling, we are interested in obtaining
the marginal probabilities P(Yi = yi | X = x) for all nodes i and apply
a temporal filtering on top as described in Section 3.7.
Since Equation (3.7) is tree-structured, running sum-product belief
propagation (Blake and Kohli, 2011; Nowozin and Lampert, 2011) is
very efficient and provides the desired marginals without approxima-
tions. For all ni pixels in a superpixel-level node i, we subsequently
compute P(Yi = yi | X = x)
1
ni , normalize, and assign the result as
marginal posteriors. The exponent 1ni is applied to compensate for
the weighting in Equation (3.8) and in turn resulting in a smoother
probability mass function.
3.7 temporal regularization
The inference mechanisms described so far exploited temporal infor-
mation in form of point tracks via the multi-cue segmentation tree
and classifier. However, the actual labeling was conducted individu-
ally for each frame and might be inconsistent over time. To overcome
these limitations, we apply the time-recursive regularization scheme
proposed in Scharwächter et al., 2014a.
The core idea is that pixels from different frames belonging to the
same point track should ideally have the same semantic label. How-
ever, due to imperfect class predictions and erroneous tracks, label
switches must be allowed, but should be punished. Therefore, Schar-
wächter et al., 2014a model these transitions using a Hidden Markov
Model (HMM) filter associated with each point track.
In our system, we leverage the pixel-level CRF marginals and feed
them to the filters in their update phase yielding temporally consis-
tent posteriors. Since the point tracks are sparse, but we desire to
filter all pixels in the image, we assign the filtered posteriors back to
superpixels by averaging over all covered point tracks. The final label-
ing is then obtained as the label maximizing the marginal posterior,
and assigned to all pixels in each superpixel.
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3.8 experiments
In this section, we analyze our method in various experiments. We
start by describing the actual algorithms that we used to obtain the
input cues (Section 3.8.1). Subsequently, we introduce the datasets
on which we conducted the experiments (Section 3.8.2) followed by
a discussion of the evaluation metrics (Section 3.8.3). Next, we pro-
vide and discuss quantitative results (Section 3.8.4), conduct ablation
studies to gain further insights into our method (Section 3.8.5), and
provide exemplary result images (Section 3.8.6). We conclude by a
detailed analysis of the run time of our system in Section 3.8.7.
3.8.1 Cues
The cues depicted in Figure 3.1 (left column) are briefly outlined in
the following. Note that pixel classification and texton histograms are
already described in Sections 3.2.1 and 3.2.2, respectively. In principle,
our overall approach is independent of the actual depth, motion or
detector approaches used. Our choice for these experiments is mainly
motivated by balancing the trade-off between quality and run time.
depth To integrate depth information from stereo vision, we use
dense disparity maps computed using Semi-Global Matching (SGM;
Hirschmüller, 2008). Our implementation is based on the real-time
Field-Programmable Gate Array (FPGA) adoption described in Gehrig
et al., 2015.
point tracks Motion cues are integrated in terms of Kanade-
Lucas-Tomasi (KLT) feature tracks (Tomasi and Kanade, 1991), which
give a set of sparse but reliable long-term point trajectories. With
the odometry information provided in the datasets, motion induced
by camera movement is compensated using a Kalman filter, which
provides an estimate of the 3D velocity of observed obstacles (Franke
et al., 2005). Motion cues are used for grouping and classification of
region proposals. Additionally, the tracks are also used to stabilize
the final labeling over time, as described in Section 3.7.
detectors Sliding-window object detectors have shown remark-
able detection performance. At the same time, constraints on object
and scene geometry help with computational efficiency. We employ
object detectors for pedestrians and vehicles given that they are the
most prominent dynamic objects in street scenes. We use a two-stage
detection system for both classes, consisting of a fast Viola-Jones cas-
cade (Viola and Jones, 2004) coupled with a three-layer convolutional
neural network (Enzweiler and Gavrila, 2009) as an additional ver-
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ification module. Multiple detections across location and scale are
addressed using mean shift-based non-maximum suppression.
3.8.2 Datasets
We use two public datasets for our experimental evaluation, i.e. Daim-
ler Urban Segmentation (DUS, Scharwächter et al., 2013) and KITTI Vision
Benchmark Suite (Geiger et al., 2013). Both stem from urban street
scenes that were recorded from a moving vehicle. As typical for such
recordings and also as required by our method, both provide stereo
image pairs and intermediate frames for motion cues. The Daimler
Urban Segmentation (DUS) dataset contains 500 images with pixel-
level semantic annotations of 5 different classes, i.e. ground, vehicle,
pedestrian, building, and sky.
For KITTI, we collected annotations provided alongside previous
publications (H. He and Upcroft, 2013; Ladický et al., 2014; Ros et
al., 2015; Sengupta et al., 2013; C. Xu et al., 2013). Since the authors
followed different label protocols, we mapped the individual labels
to a common set of 6 classes, i.e. ground, vehicle, pedestrian, building,
vegetation, and sky. We report numbers on all 216 annotated images
provided for the visual odometry challenge and use the remaining
211 images for training.
Overall, the two datasets are comparably small, but nevertheless
sufficiently large to train the RDFs utilized in this chapter. We turn
towards large-scale datasets in Chapter 4.
3.8.3 Metrics
The PASCAL VOC IoU score as proposed in Everingham et al., 2014 is
the standard metric for evaluating pixel-level semantic labeling and
is also the metric that is used by the evaluation protocol for the DUS
dataset. Thus, we consider this score as the major evaluation metric in
our experiments. However, we argue that this metric alone is not suf-
ficient to assess the quality of pixel-level labeling in street scenes and
complement the evaluation with an object-centric evaluation. Both
scores are motivated, defined, and analyzed in the following.
pixel-level evaluation The essential task of pixel-level seman-
tic labeling is to assign a semantic class label to all pixels in the image.
This suggests to consider each pixel in all the test images as an indi-
vidual sample and to determine the correctness of classifying these
samples. Since often an individual score for each semantic class is
desirable, such metrics are typically computed for each class individ-
ually and then the overall performance is assessed as the average of
the individual class scores. Especially, in street scenes where many
image pixels contain ground and buildings and only a few pixels
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Prediction
true false
Ground-
truth
true True Positive (TP) False Negative (FN)
false False Positive (FP) True Negative (TN)
Table 3.3: Binary confusion matrix.
belong to objects such as cars or pedestrians, this procedure has a
beneficial side-effect, since it treats all classes equally, regardless of
their size in the images. In the following, we will always follow this
idea, which means that an overall metric refers to the average over
the individual class performances without explicit mentioning.
For the moment, let us consider the classification of a single sam-
ple. In our case, this sample is an image pixel, but for other tasks
this sample might be the whole image (image classification) or might
be a bounding box proposal (object detection). Further, as discussed
above, we assess the performance of a single class only, which re-
duces the analysis to a binary problem, where we assign the value
true to the class of interest and false to all other classes. Now the
ground truth and the predicted class can be either true or false, ren-
dering four different cases that are summarized in Table 3.3. A true
sample that is correctly classified is denoted as True Positive (TP) and
as False Negative (FN) otherwise. A false sample that is erroneously
classified as true is denoted as a False Positive (FP) and as True Neg-
ative (TN) otherwise. Note that in a multi-class setup, a confusion of
two classes leads to a FP sample for the one class, and to a FN for the
other. By accumulating over all test samples, we obtain the number of
occurrences of these cases, which we denote by the respective abbre-
viations and the prefix
∑
. Since in a multi-class setup these numbers
need to be computed once for each considered class, a naive imple-
mentation would need to iterate over all test samples once for each
class. Instead, it is more efficient to compute a multi-class confusion
matrix first, and construct the desired numbers subsequently by sum-
ming the appropriate entries. Such a confusion matrix simply counts
the number of occurrences of all pairs of ground truth and prediction
labels.
Many widely used metrics for classification can be computed based
on the definitions above (Fawcett, 2006). An example is the True
Positive Rate (TPR), which is the proportion of true samples that are
correctly classified, i.e.
TPR =
∑
TP∑
TP +
∑
FN
. (3.10)
For our task of pixel-level semantic labeling a single metric that re-
flects TPs as well as both error cases FP and FN is desirable. Thus,
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∑
FN
∑
TP
∑
FP
Figure 3.5: Overlapping schematic segments of ground truth (red) and pre-
diction (blue) of same class and the resulting subsets
∑
TP,
∑
FP,
and
∑
FN. The Intersection-over-Union (IoU) score is defined as
the overlap of ground truth and prediction, i.e. the intersection
(
∑
TP) over the union (
∑
TP +
∑
FP +
∑
FN).
Everingham et al., 2014 introduce the Intersection-over-Union (IoU)
metric, which is defined as
IoU =
∑
TP∑
TP +
∑
FP +
∑
FN
. (3.11)
The term Intersection-over-Union becomes clear, when we interpret
the pixel-level semantic labeling from a segmentation point of view,
as emphasized by semantic segmentation, an equivalent term for pixel-
level semantic labeling. If we consider connected regions in the pre-
diction and ground truth images with identical labels as segments,∑
TP,
∑
FP, and
∑
FN can be defined as the areas of different parts
of these segments, c.f. Figure 3.5. Then, the IoU metric is the size of
the intersection between prediction and ground truth over the union
of both segments and hence its name. Note that the size of such a
segment is computed as the number of covered pixels. An alternative
name that is sometimes used in literature is Jaccard Index (JI), which
stems from the analysis of sets. Note that in many datasets, some
pixels are not annotated in the ground truth or carry the label void.
Throughout this work, we exclude such pixels from evaluation.
object-centric evaluation The IoU score introduced above is
based on counting pixels. Therefore, we do not consider this score
alone to be sufficient for the high range of scales of objects in urban
scenes. The metric is dominated by objects at a large scale, whereas
smaller ones have only a minor impact. However, for most practical
applications, a metric that answers the question of how well individ-
ual objects are represented in the scene is desirable. Therefore, we
complement the IoU score with an object-centric evaluation.
To obtain such a metric, we divided the vehicle and pedestrian anno-
tations for the DUS dataset into individual instance labels. Since our
work aims to perform pixel-level labeling, it does not produce object
instance predictions. Yet, we argue that it is beneficial to assess the
semantic labeling performance by taking instances into account.
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To that end, we define an evaluation protocol, where we create ar-
tificial instances given the pixel-level labeling output, see Figure 3.6
for an example and Algorithm 3.2 for details. Each predicted pixel
is assigned to the closest ground truth instance with matching label.
For this step, we only consider ground truth instances that overlap
with the predicted semantic segment. This segment is defined as the
connected component with constant label that the predicted pixel be-
longs to. If no ground truth candidate is available, the whole se-
mantic segment is considered a FP instance. These artificially created
instances are then considered as TPs if they overlap with their match-
ing ground truth instances by at least 50% and as FPs otherwise. Note
that the definition of the overlap equals the IoU definition according to
Figure 3.5. Unmatched ground truth instances count as FNs. Overall,
this procedure allows for an interpretation of the pixel-level output in
terms of TP, FP or FN instances. In other words, instead of considering
pixels as our test samples as with the IoU score, we consider whole
object instances. In doing so, the contribution of per-pixel errors is
normalized with the scale of the instance and the evaluation protocol
allows instance-aware evaluation without instance-level predictions.
Based on these instance-level counts, we could again compute the
IoU value. However, we use a slightly altered metric named F-score,
which is more common in the context of object detection and defined
as
F =
2
∑
TP
2
∑
TP +
∑
FP +
∑
FN
. (3.12)
This metric is related to the APr score from Hariharan et al., 2014.
The major differences are that in Hariharan et al., 2014 real instance
predictions are evaluated, while we use artificially created ones dur-
ing our evaluation protocol. Further, Hariharan et al., 2014 compute
a precision-recall curve by varying a threshold on the prediction like-
lihood. Since we do not have such likelihoods here, we are restricted
to a single operating point on this curve, for which we report the
F-score.
3.8.4 Comparison to baselines
On the DUS dataset, we compare our method to six baselines. The
authors either published their performance (M.-Y. Liu et al., 2015;
Scharwächter et al., 2014a; Sharma et al., 2015) or have code avail-
able (Gould, 2012; Ladický et al., 2010; Shotton et al., 2008). For
Gould, 2012, we use the pairwise results from the multiSeg example.
The numbers for Shotton et al., 2008 are generated with C# code pro-
vided by Matthew Johnson and represent the final result of their two
step approach. Compared to this baseline, which is closely related
to the encode-and-classify concept, we significantly improve labeling
accuracy. For all experiments that we conduct with public software,
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(a) Label annotation Al (b) Object instance ann. Ao
(c) Label prediction Pl (d) Object instance pred. Po
Figure 3.6: Overview of different annotation and prediction formats. Object
instance prediction (d) is generated from Algorithm 3.2. Note the
false positive vehicle prediction to the right of the pedestrians.
we use the default parameters set in the code. Scharwächter et al.,
2014a; Sharma et al., 2015 kindly provided their inferred results to
allow for an evaluation with our novel object-centric metric. For the
KITTI dataset, there are no reported results available that make use
of all annotated images. Therefore, we only compare to Gould, 2012;
Ladický et al., 2010; Shotton et al., 2008.
Tables 3.4 to 3.7 indicate that our approach is competitive com-
pared to the baselines on both datasets regarding semantic labeling
quality. In particular, traffic participants (vehicle, pedestrian) are rec-
ognized with superior performance in terms of pixel and object accu-
racy, mostly as a result of incorporating the additional object detec-
tors at multiple levels in our system; on KITTI our approach outper-
forms the baselines by a margin of 30%. We further observe that the
results based on Stixels outperform GBIS, which in turn outperform
those based on SEOF. We attribute this to the main properties of the
individual superpixel variants. Stixels are specifically designed for
street scenes, whereas GBIS and SEOF are more generic. Further, GBIS
has no restrictions on the superpixel shape, while SEOF has a strong
compactness prior. The latter is especially disadvantageous for ob-
jects at larger distances as indicated by the F-score.
In addition to those three superpixel variants, we also show results
when using the gPb-OWT-UCM segmentation tree from Arbeláez et al.,
2011. This method does not take depth into account, but is still highly
competitive and has been used as the basis for the segmentation trees
by Silberman et al., 2012 and S. Gupta et al., 2014, which we consider
as related to our approach. For the UCM SPS column in Table 3.4, we
chose a single threshold in the UCM hierarchy to extract superpixels
with a size similar to the other superpixel variants and compute our
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IoUa IoUb Fb rtc
Baselines
Shotton et al., 2008 70.1 58.3 53.3 125
Gould, 2012 73.5 44.9 65.1 5200
Scharwächter et al., 2014a 80.6 72.4 81.4 150d
Sharma et al., 2015 84.5 73.8 85.1 2800
Ladický et al., 2010 86.0 74.5 83.8 105
M.-Y. Liu et al., 2015 86.3 77.2 - 110
Our multi-cue system
UCM tree 81.8 79.6 82.8 104
UCM SPS 80.7 81.0 79.7 104
SEOF 83.5 78.4 79.6 104
GBIS 84.3 79.1 81.2 410
Stixels 85.7 79.9 86.4 163
Cues removed (Stixels)
-DT 84.2 75.9 82.7 118
-PT 84.9 78.8 84.5 138
-DT, -PT 82.6 73.2 80.4 93
aAverage over all classes
bAverage over dynamic objects: vehicle, pedestrian
cRun time in ms
dThis also includes computation time for stereo and Stixels, which are neglected in
the run times reported in Scharwächter et al., 2014a.
Table 3.4: Averaged quantitative results on the DUS dataset with official
train/test split compared to six baselines. We show pixel accu-
racy (IoU), the F-score to assess object accuracy (F), and run time
(rt). IoU and F-score are given in percent, the run time in ms. Ad-
ditionally, we report results using Stixels, where detections (-DT),
point tracks (-PT), and their combination (-DT, -PT) are removed
from the full system to demonstrate their influence on the overall
performance.
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Algorithm 3.2 Generate object instances from label prediction. These
are used for an evaluation at the instance level.
Input: Label prediction Pl, Object instance annotation Ao
Allocate searched object instance prediction Po
Rp ← connectedRegions(Pl)
for all regions R ∈ Rp do
l← label(R)
// Find all candidate object instances for the region:
Cv ← {v | v ∈ Ao(R) ∧ label(v) = l}
if Cv = ∅ then
Po(R)← new object instance (false positive)
else
for all pixels p ∈ R do
// Find closest candidate object instance for p:
Po(p)← argmin
v∈Cv
min
pixel q∈Ao, with
label(q)=label(v)
dist(p,q)
end for
end if
end for
Output: Po
IoUa [%] IoUb [%]
Baselines
Shotton et al., 2008 53.7 27.1
Gould, 2012 70.7 41.9
Ladický et al., 2010 73.9 50.4
Our multi-cue system
Stixels 75.8 65.2
aAverage over all classes
bAverage over dynamic objects: vehicle, pedestrian
Table 3.5: Averaged quantitative results on the KITTI dataset compared to
three baselines.
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IoU F-score
veh ped gro bui sky veh ped
Baselines
Shotton et al., 2008 70.5 46.1 93.6 73.5 66.6 67.4 39.3
Gould, 2012 68.7 21.3 95.7 87.6 94.2 87.5 42.7
Scharwächter et al., 2014a 78.9 65.9 93.8 89.2 75.4 85.1 77.7
Sharma et al., 2015 79.3 68.4 96.7 86.3 91.4 90.8 79.4
Ladický et al., 2010 76.0 73.0 94.9 90.7 95.5 86.0 81.7
M.-Y. Liu et al., 2015 83.3 71.1 96.4 91.2 89.5 - -
This paper
UCM tree 84.7 74.4 96.8 84.1 69.0 85.3 80.3
UCM SPS 86.5 75.5 96.8 86.2 58.8 86.5 72.9
SEOF 81.6 75.2 88.2 88.9 83.9 81.6 77.5
GBIS 81.4 76.9 87.6 89.4 85.9 83.7 78.7
Stixels 85.4 74.3 96.2 89.6 82.8 90.9 82.0
Cues removed (Stixels)
-DT 82.9 68.9 96.2 89.6 83.3 90.8 74.6
-PT 85.0 72.6 96.2 89.5 81.2 90.8 78.2
-DT, -PT 81.6 64.8 96.2 88.9 81.7 90.0 70.8
Table 3.6: Quantitative results on the DUS dataset with official train/test split
compared to six baselines for the classes vehicle, pedestrian, ground,
building, and sky. Additionally, we report results using Stixels,
where detections (-DT), point tracks (-PT), and their combination
(-DT, -PT) are removed from the full system to demonstrate their
influence on the overall performance. All numbers are in percent.
hierarchy on top of it. For the UCM tree column, we chose 10 repre-
sentative thresholds to remove our hierarchy generation completely
from the system and use the UCM tree instead. We find that perfor-
mance drops when using the UCM tree, which shows the benefit of
our proposed multi-cue segmentation tree.
3.8.5 Ablation studies
For a second experiment, we limit ourselves to using Stixels as super-
pixels and evaluate the contributions of the external cues introduced
in Section 3.8.1, i.e. detectors (-DT) and point tracks (-PT). If a single
cue is omitted, the overall performance decreases, but our method is
still competitive to all baselines, c.f. Table 3.4. As soon as both cues
are left out, performance drops more significantly.
In order to evaluate the role of the specific object detector chosen,
we replaced our detector (Enzweiler and Gavrila, 2009) that is spe-
cialized for street scenes with a state-of-the-art general purpose de-
tector, namely Faster R-CNN as proposed in S. Ren et al., 2015. We
50 multi-cue semantic labeling
veh ped gro bui veg sky
Baselines
Shotton et al., 2008 50.6 3.6 79.4 63.5 71.0 54.3
Gould, 2012 75.8 8.0 89.8 83.4 85.8 81.6
Ladický et al., 2010 76.0 24.8 89.9 84.9 86.6 81.2
This paper
Stixels 79.1 51.2 89.7 79.6 77.7 77.5
Table 3.7: Quantitative results on the KITTI dataset compared to three base-
lines for the classes vehicle, pedestrian, ground, building, vegetation,
and sky. All numbers denote the IoU score of the respective class
in percent.
repeated the experiments of our full system using Stixels as superpix-
els and the R-CNN detector to provide the detector cues. The overall
performance is 78.2% avg. IoU of dynamic objects, which lies in be-
tween of the performance without a detector (75.9%) and with our
specialized detector (79.9%), c.f. Table 3.4. Further, the run time of
the Faster R-CNN detector is 110ms slower than our standard detector.
We conclude that our system efficiently exploits the information pro-
vided by the object detector, it naturally depends on its performance,
but nevertheless achieves decent results even in the absence of such a
detector.
3.8.6 Qualitative results
Figure 3.7 shows example labeling results of our approach on the DUS
dataset versus the baseline (Ladický et al., 2010) and ground truth.
Note that for all three superpixel variants our method produces com-
petitive results compared to the baseline while being orders of mag-
nitude faster. We further observe that our multi-cue approach helps
to overcome problems with 3D object geometry and scene structure
that exist in Ladický et al., 2010. This demonstrates the strength of
consistently exploiting multiple cues, which is an integral part of our
approach. Note further that the GBIS variant is the best performing
method for the class pedestrian, while the Stixel variant is the most
accurate for the class ground. These qualitative observations match
the quantitative results in Table 3.6.
3.8.7 Run time
In this section, we address the run time of our multi-cue approach as
real-time speeds are crucial for autonomous driving, c.f. Section 1.3.
We evaluate run time using a system consisting of an Intel Core i7
CPU and an NVIDIA GTX 770 GPU. First, we report the time needed
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Figure 3.7: Qualitative results on the DUS dataset compared to the ground
truth and a baseline. From top to bottom: ground truth, baseline
(Ladický et al., 2010), and our results for SEOF, GBIS and Stixels
superpixels.
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Run time of individual components in ms
Stereo depth maps
Detectors
Point Tracks
Stixels
Segmentation tree
classification &
inference
Segmentation tree
construction
Encode-and-classify
trees
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27
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45
Figure 3.8: Breakdown of run time. We show the contribution of the indi-
vidual components of our overall system to the 163ms run time
reported with Stixel superpixels in Table 3.4. About 95% of the
run time accounts to the inputs to our system, out of which Stix-
els, stereo, detectors, and point-tracks account for 90% of the
run time and are typically readily available in an intelligent ve-
hicle (Franke et al., 2013). Our approach centered around the
multi-cue segmentation tree needs only little run time on top to
produce high-quality semantic labeling results, clearly indicating
its efficiency. Courtesy of Timo Rehfeld.
to parse a single image of the DUS dataset in Table 3.4. Note that
this overall parsing time includes the computation of all input cues.
For depth, we assume 50ms run time as reported for the dataset in
Scharwächter et al., 2013. As the reference implementation of Shotton
et al., 2008 is not tuned for fast execution, we quote the optimized
timing results originally reported in Shotton et al., 2008. In summary,
our system has a faster parsing time compared to most baselines.
Scharwächter et al., 2014a and Shotton et al., 2008 are slightly faster,
but at the cost of a large drop in classification quality; M.-Y. Liu et al.,
2015 is competitive in terms of both, run time and accuracy.
Next, we analyze the run time of our method with Stixel superpix-
els in more detail to demonstrate the efficiency of the multi-cue mod-
els we focus on in this work. To this end, we break down the overall
system run time into its individual components, c.f. Figure 3.8. The
proposed multi-cue segmentation tree is very efficient and requires
only less than 5% of the overall run time, including construction,
classification, and inference. Especially, when assuming the remain-
ing components (Stixels, stereo, detectors, and point-tracks) as given,
c.f. Franke et al., 2013, we add only little overhead to obtain a high-
quality semantic labeling output.
Since in an autonomous vehicle, there are typically multiple com-
putational resources available (Franke et al., 2013), the execution of
the individual components can be pipelined, i.e. while the current
frame is still processed, computations on the next frame are already
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started using different computational resources. In this work, we run
stereo depth maps and detectors in parallel on individual parts of
an FPGA, point tracks and encode-and-classify trees are computed on
the GPU, as well as Stixels and the multi-cue segmentation tree on the
CPU. In doing so, no resource is occupied for more than 50ms per
frame, yielding a throughput of 20 fps at the cost of one frame delay.
Conceptually, our approach combines the central ideas from the
two run time efficient methods (Scharwächter et al., 2014a; Shotton et
al., 2008) and extends them with tree-structured CRF inference, multi-
ple cues and the encode-and-classify concept. In this way, we are able
to significantly improve labeling accuracy compared to these meth-
ods, while maintaining fast inference time.
3.9 discussion
In this chapter, we proposed and analyzed a system for urban pixel-
level semantic labeling. Our system is built on top of various compo-
nents that are readily available in intelligent vehicles and are estab-
lished and tested over many years. We opted for a standard process-
ing pipeline that we altered such that all available cues are exploited
to their full extent throughout all system components. Central to
this concept is the multi-cue segmentation tree that allows for effi-
cient construction, feature aggregation, classification, and inference.
The resulting system achieves high labeling performance while be-
ing computationally efficient at the same time. Most prominently, we
increase the labeling performance for the two most relevant and chal-
lenging classes (vehicles and pedestrians) by a significant margin over
the state of the art on the considered datasets despite near real-time
speeds. We take this as evidence for the suitability of our segmenta-
tion tree and the holistic integration of multiple complementary cues,
particularly from the perspective of real-time applications. The pro-
posed concept is independent of the actual input data and can deal
well with different superpixels, detectors or even with completely
missing input data. Best performance is obtained, when all available
cues are used and when the system is built on Stixels, which are su-
perpixels designed for urban scenes. Overall, our multi-cue approach
can be easily added to existing components for autonomous driving
and achieves high-quality semantic labelings.
However, our method strongly depends on the accuracy of its multi-
cue input data. It is designed to maximally exploit the information
available in its inputs by combining the strengths of various cues,
but it does not have direct access to the input images at a pixel-level.
We can barely recover from errors present in this data, e.g. under-
segmentations of the superpixels, misclassifications of the encode-
and-classify trees or detectors, or noise in stereo and point tracks.
Therefore, we next consider methods from the field of deep learning
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that directly operate on the input pixels. These methods are capable
of jointly learning features for scene representation, incorporate con-
text knowledge, and perform classification. While our system needs
only a few images for training, deep learning methods typically re-
quire a tremendous amount of training data. Thus, the following
chapter introduces the Cityscapes dataset and analyzes the potential
behind such a large-scale dataset.
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In the previous chapter, we investigated the potential of leveraging
readily available multi-cue input data for semantic urban scene under-
standing. We saw that the use of multiple cues is indeed beneficial,
but that the performance of the analyzed system was limited by the
accuracy of available input cues. We expect these cues, in turn, to be
limited by the amount of available training data, especially the per-
formance of appearance-based classification. Further, both datasets
used were recorded in a single city and have rather correlated images
stemming from a few video streams only. Thus, the classifiers are
likely overfitted to the respective dataset they were trained on and
the generalization to real-world applications remains unclear.
In this chapter, we follow a different path and investigate methods
for large-scale urban semantic scene understanding. Object recogni-
tion tasks, such as image classification or object detection, have ben-
efited enormously from large-scale datasets, especially in the context
of deep learning. For semantic urban scene understanding, however,
no current dataset adequately captures the complexity of real-world
urban scenes.
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(a) train/val – fine annotation – 3475 images
(b) train – coarse annotation – 20 000 images
(c) test – fine annotation – 1525 images
Figure 4.1: Example images from the Cityscapes dataset with annotations
as false-color overlays. Overall, the dataset includes 5000 images
with fine and 20 000 images with coarse annotations.
To address this, we introduce Cityscapes1, a large-scale dataset and
benchmark suite to train and evaluate methods for pixel-level and
instance-level semantic labeling. Cityscapes is comprised of video
sequences recorded with a stereo camera in streets from 50 differ-
ent cities to achieve a high level of diversity. We provide high quality
pixel-level annotations for 5000 images of these recordings and coarse
annotations for 20 000 additional images to facilitate methods that ex-
ploit large-scale weakly-labeled data. In doing so, we exceed previous
efforts in terms of dataset size, annotation quality and richness, diver-
sity, and scene complexity. Based on our benchmark, we can compare
the performance of state-of-the-art approaches and analyze their suit-
ability for applications in autonomous driving. Example images of
the Cityscapes dataset can be found in Figure 4.1.
1 www.cityscapes-dataset.net
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The remainder of this chapter is structured as follows. We start
with an introduction in Section 4.1, where we present related datasets
and motivate the need for a new large-scale dataset. Subsequently, we
provide a detailed description of the dataset as well as an in-depth
analysis of the dataset characteristics (Section 4.2). The accompany-
ing benchmark suite focuses on two major challenges, i.e. pixel-level
semantic labeling and instance-level semantic labeling. The first is dis-
cussed in Section 4.3, where we introduce the task, gain further in-
sights via control and oracle experiments, and analyze state-of-the-
art methods. Subsequently, we briefly introduce the instance-level
task in Section 4.4. Eventually, we conclude with a discussion of the
benchmark (Section 4.5) and its impact on the research community
(Section 4.6).
This chapter is largely based on Cordts et al., 2016 as well as Cordts
et al., 2015 and contains verbatim quotes of the first work. Sections
in this dissertation that share contributions with other authors are
marked via footnotes.
4.1 introduction2
The resurrection of deep learning (LeCun et al., 2015) has had a ma-
jor impact on the current state of the art in machine learning and
computer vision. Many top-performing methods in a variety of ap-
plications are nowadays built around deep neural networks, c.f. Sec-
tion 2.1.2. A selection of works with a high impact is Krizhevsky et al.,
2012 for image classification, Shelhamer et al., 2017 for pixel-level se-
mantic labeling, and Girshick, 2015 for object detection. A major con-
tributing factor to their success is the availability of large-scale, pub-
licly available datasets such as ImageNet/ILSVRC (Russakovsky et al.,
2015), PASCAL VOC (Everingham et al., 2014), PASCAL-Context (Mot-
taghi et al., 2014), and Microsoft COCO (T.-Y. Lin et al., 2014) that allow
deep neural networks to develop their full potential. Despite the ex-
isting gap to human performance, scene understanding approaches
have started to become essential components of advanced real-world
systems.
The application of self-driving cars is becoming increasingly popu-
lar, but is also particularly challenging and makes extreme demands
on system performance and reliability. Consequently, significant re-
search efforts have gone into new vision technologies for understand-
ing complex traffic scenes and driving scenarios, e.g. Badrinarayanan
et al., 2017; Franke et al., 2013; Furgale et al., 2013; Geiger et al.,
2014; Ros et al., 2015; Scharwächter et al., 2014a or the multi-cue
system that we described in Chapter 3. Also in this area, research
progress can be heavily linked to the existence of datasets such as
2 This section contains verbatim quotes of Section 1 of the publication Cordts et al.,
2016. Note that all authors of that work contributed to this section.
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the KITTI Vision Benchmark Suite (Geiger et al., 2013), CamVid (Brostow
et al., 2009), Leuven (Leibe et al., 2007), and Daimler Urban Segmen-
tation (DUS, Scharwächter et al., 2013). These urban scene datasets
are often much smaller than datasets addressing more general set-
tings. Moreover, we argue that they do not fully capture the vari-
ability and complexity of real-world inner-city traffic scenes. Both
shortcomings currently inhibit further progress in visual understand-
ing of street scenes. To this end, we propose the Cityscapes benchmark
suite and corresponding dataset, specifically tailored for autonomous
driving in an urban environment and involving a much wider range
of highly complex inner-city street scenes that were recorded in 50
different cities. Cityscapes significantly exceeds previous efforts in
terms of size, annotation richness, and, more importantly, regarding
scene complexity and variability. Despite the main focus of this dis-
sertation, we go beyond pixel-level semantic labeling by also consid-
ering instance-level semantic labeling in both our annotations and
evaluation metrics. To facilitate research on 3D and multi-cue scene
understanding, we also provide depth information through stereo vi-
sion.
The research goals of this chapter are two-fold. First, we focus on
the Cityscapes dataset itself. We introduce its main properties and
discuss their importance for a suitable dataset in the context of urban
scene understanding. Further, we analyze the main characteristics,
compare them with related datasets, and show that Cityscapes has
the potential to establish a new reference for training and testing of
algorithms in the field of autonomous driving. As a second research
goal, we benchmark the performance of various methods for pixel-
level semantic scene understanding. In doing so, we can assess these
methods in terms of their suitability for self-driving cars. We can use
this knowledge to understand the properties of different approaches
and to derive important design choices.
4.2 dataset3
Designing a large-scale dataset requires a multitude of decisions, e.g.
on the modalities of data recording, data preparation, and the an-
notation protocol. Our choices were guided by the ultimate goal of
enabling significant progress in the field of semantic urban scene un-
derstanding. We discuss and justify these guidelines in this section
and analyze the characteristics of the Cityscapes dataset.
3 The creation of the Cityscapes dataset was initially driven by Marius Cordts and was
then continued as joint work with Mohamed Omran. The analyses in this section are
based on joint work of Mohamed Omran and Marius Cordts in discussions with the
other authors of the publication Cordts et al., 2016. This section contains verbatim
quotes of Section 2 in that publication.
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4.2.1 Data specifications
Our data recording and annotation methodology was carefully de-
signed to capture the high variability of outdoor street scenes. Sev-
eral hundreds of thousands of frames were acquired from a moving
vehicle during the span of several months, covering spring, summer,
and fall in 50 cities, primarily in Germany but also in neighboring
countries. We deliberately did not record in adverse weather condi-
tions, such as heavy rain or snow, as we believe such conditions to
require specialized techniques and datasets (Pfeiffer et al., 2013).
Our camera system and post-processing reflect the state of the art
in the automotive domain. Images were recorded with an automotive-
grade 22 cm baseline stereo camera using 1/3 in CMOS 2MP sensors
(OnSemi AR0331) with rolling shutters at a frame-rate of 17Hz. The
sensors were mounted behind the windshield and yield HDR images
with 16 bits linear color depth. In contrast to DSLR or smartphone cam-
eras as used for many large scale datasets (Everingham et al., 2014;
T.-Y. Lin et al., 2014; Russakovsky et al., 2015), such automotive cam-
eras have quite opposing requirements. The focus is to record realistic
rather than visually pleasant images with over-saturated colors, since
the purpose of such cameras is to enable environment perception for
the machine and not for the human. Further, automotive cameras are
facing extreme environment conditions, e.g. with temperatures that
might range from −40 ◦C to to 125 ◦C. Simultaneously, the cameras
must have a long lifetime while having only low costs. Overall, these
requirements cause our images to be visually different from compa-
rable datasets and support the need for such a dataset recorded with
suitable sensors for self-driving cars.
Each 16 bit stereo image pair was debayered and rectified after
recording. We relied on Krüger et al., 2004 for extrinsic and intrin-
sic calibration. To ensure calibration accuracy we re-calibrated on-
site before each recording session. For comparability and compatibil-
ity with existing datasets we also provide Low Dynamic-Range (LDR)
8 bit RGB images that are obtained by applying a logarithmic compres-
sion curve. Such mappings are common in automotive vision, since
they can be computed efficiently and independently for each pixel.
To facilitate highest annotation quality, we applied a separate tone
mapping to each image. The resulting images are less realistic, com-
putationally expensive to compute, and in-consistent between left and
right image of a stereo pair, which renders them unsuitable for an au-
tomotive application. However, they are visually more pleasing and
proved easier to annotate. Examples of different variants of prepro-
cessing a 16 bit image are shown in Figure 4.2. The examples unveil
the large amount of information present in HDR images, especially
when facing challenging illumination conditions.
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(a) Bits 3 to 10 (b) Bits 5 to 12
(c) Bits 9 to 16 (d) Gamma correction
(e) Logarithmic compression (f) Tone mapping
Figure 4.2: Different variants of preprocessing of a 16 bit image from our au-
tomotive camera. To visualize the information content of this im-
age we clip to different 8 bit sub-ranges (a)–(c). For the published
automotive-capable images within this dataset, we applied a log-
arithmic compression curve (e). For comparison, we show a
gamma correction applied to the same input image (d). To fa-
cilitate accurate annotations, we leveraged a tone mapping (f).
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Out of the video recordings, we selected images for annotation, see
Section 4.2.2 for details on the labeling process and Figure 4.1 for
examples. Since annotations are very costly and time-consuming to
obtain, we sought after images with a high diversity of foreground
objects, background, and overall scene layout. To achieve these re-
quirements, we conducted the selection manually and chose 5000 im-
ages from 27 cities for dense pixel-level annotation. In practice, we
pressed a steering-wheel button during the recordings to mark candi-
date images. For each such annotated image, we provide a 30-frame
video snippet in full, where the annotated image is the 20th frame. In
doing so, we can supply context information from the time domain.
Causal methods can leverage 20 frames prior to the one of interest,
such that trackers and filters can converge. A-causal methods, e.g.
video segmentation, have access to the whole 30 frame snippet. In
addition, we include the whole recording drive from one city of our
validation set (c.f. Section 4.2.3), such that methods requiring a longer
time span at test but not training time can be evaluated. For the re-
maining 23 cities, a single image every 20 s or 20m driving distance
(whatever comes first) was selected for coarse annotation, yielding
20 000 images in total. Note that the two triggers are on par for an av-
erage driving speed of 3.6km h−1, thus typically an image every 20m
is selected except for very low speeds or when stopping, e.g. at traffic
lights.
In addition to the rectified 16 bit HDR and 8 bit LDR stereo image
pairs and corresponding annotations, our dataset includes disparity
maps pre-computed via SGM (Gehrig et al., 2009; Hirschmüller, 2008),
vehicle odometry obtained from in-vehicle sensors, outside tempera-
ture, and GPS tracks. In doing so, we ensure that all meta data that
is typically leveraged by approaches for urban scene understanding
is available and that multi-cue methods such as the one discussed in
Chapter 3 can be run on this dataset.
4.2.2 Classes and annotations
We provide fine and coarse annotations at pixel-level, extended with
instance-level labels for humans and vehicles, c.f. Figure 4.1. We de-
fined 30 visual classes for annotation, which are grouped into eight
categories: flat, construction, nature, vehicle, sky, object, human, and
void. Classes were selected based on their frequency, relevance from
an application standpoint, practical considerations regarding the an-
notation effort, as well as to facilitate compatibility with existing
datasets, e.g. Brostow et al., 2009; Geiger et al., 2013; Xie et al., 2016.
Classes that are too rare are excluded from our benchmark, leaving
19 classes for evaluation, see Figure 4.3 for the distribution of occur-
rences.
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Figure 4.3: Number of finely annotated pixels (x-axis) per class and their as-
sociated categories (y-axis). The colors of the individual bars also
encode the false-colors that we use to encode classes in figures
within this chapter.
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Figure 4.4: Exemplary labeling process. Distant objects are annotated first
and subsequently their occluders. This ensures the boundary
between these objects to be shared and consistent.
In order to achieve highest quality levels with our 5000 fine pixel-
level annotations, we found several concepts and guidelines to be
crucial. For all these concepts, we followed the human intuition of an
urban street scene and not the possible interpretation of a concrete
method running on a machine. First, we composed clear definitions
of all the labels of interest, c.f. Appendix A.1. We included an ex-
ample for each class and made sure to cover potential corner cases
and to provide a precise distinction for similar classes. For exam-
ple, car is separated from truck by the shape of the contour as visible
in images and not by an entry in the vehicle’s paperwork, c.f. Ap-
pendix A.1. The class van is on purpose not included, since no clear
separation from large cars and small trucks exists. Over time, we
collected examples of additional corner cases and added these to the
label definitions. Second, we followed a clear label protocol. Our an-
notations consist of layered polygons (à la LabelMe; Russell et al.,
2008), see Figure 4.4 for an example. Annotators were asked to la-
bel the image from back to front such that no object boundary was
marked more than once. In other words, distant objects are annotated
first, while occluded parts are annotated with a coarser, conservative
boundary (possibly larger than the actual object). Subsequently, the
occluder is annotated with a polygon that lies in front of the occluded
part. Thus, the boundary between these objects is shared and consis-
tent. Each annotation thus implicitly provides a depth ordering of
the objects in the scene. Given our label scheme, annotations can
be easily extended to cover additional or more fine-grained classes.
Third, we added rules that keep the labeling effort in a reasonable range.
Holes in an object through which a background region can be seen
are considered to be part of the object, which ensures that objects
can be described via simple polygons forming simply-connected sets.
We encouraged labelers to mark regions as void, where the actual
object cannot be clearly identified and to use the suffix group (e.g. car-
group), when the boundary between object instances with same label
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cannot be determined. In doing so, these simplifications are identi-
fiable from the annotations and corresponding image regions can be
excluded during training and evaluation. Simultaneously, we keep
labeling efforts in a reasonable range and avoid forcing the labelers
to guess object boundaries. Fourth, we implemented a sophisticated
quality control, where in multiple stages more experienced labelers
verified results from newer ones. We supported this via a labeling
tool that allowed for the labelers to explicitly mark image regions
where they were unsure and that allowed for found mistakes to be
fed-back to the labelers such that they could improve their skills. Fur-
ther, it turned out that highest consistency is achieved when very few
people perform a final quality pass. Overall, annotation and quality
control required more than 1.5h on average for a single image. Our
annotation tool is published together with the dataset.
Figure 4.5 presents several examples of annotated frames from our
dataset that exemplify its diversity and difficulty. All examples are
taken from the train and val splits (c.f. Section 4.2.3) and were cho-
sen by searching for the extremes in terms of the number of traffic
participant instances in the scene; see Figure 4.5 for details.
For our 20 000 coarse pixel-level annotations, accuracy on object
boundaries was traded off for annotation speed. We aimed to cor-
rectly annotate as many pixels as possible within a given span of less
than 7min of annotation time per image. This was achieved by label-
ing coarse polygons under the sole constraint that each polygon must
only include pixels belonging to a single object class.
In two experiments we assessed the quality of our labeling. First,
30 images were finely annotated twice by different annotators and
passed the same quality control. It turned out that 96% of all pixels
were assigned to the same label. Since our annotators were instructed
to choose a void label if unclear (such that the region is ignored in
training and evaluation), we exclude pixels having at least one void
label and recount, yielding 98% agreement. Second, all our fine anno-
tations were additionally coarsely annotated such that we can enable
research on densifying coarse labels. We found that 97% of all la-
beled pixels in the coarse annotations were assigned the same class
as in the fine annotations.
4.2.3 Dataset splits
We split our densely annotated images into separate training, valida-
tion, and test sets. The coarsely annotated images serve as additional
training data only. We chose not to split the data randomly, but rather
in a way that ensures each split to be representative of the variabil-
ity of different street scene scenarios. The underlying split criteria
involve a balanced distribution of geographic location and popula-
tion size of the individual cities, as well as regarding the time of year
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Largest number of instances and persons
Largest number of riders Largest number of cars
Largest number of bicycles Largest number of buses
Largest number of trucks Largest number of motorcycles
Large spatial variation of persons Fewest number of instances
Figure 4.5: Examples of our annotations on various images of our train and
val sets. The images were selected based on criteria overlayed on
each image.
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when recordings took place. Specifically, each of the three split sets
is comprised of data recorded with the following properties in equal
shares: (i) in large, medium, and small cities; (ii) in the geographic
west, center, and east; (iii) in the geographic north, center, and south;
(iv) at the beginning, middle, and end of the year. Note that the data
is split at the city level, i.e. a city is completely within a single split.
The three bins for each charecteristic, e.g. large, medium, small, are
defined by splitting the cities at the tertiles of the respective charac-
teristic. Following this scheme, we arrive at a unique split consisting
of 2975 training and 500 validation images with publicly available an-
notations, as well as 1525 test images with annotations withheld for
benchmarking purposes.
In order to assess how uniform (representative) the splits are re-
garding the four split characteristics, we trained a Fully Convolu-
tional Network (FCN; Shelhamer et al., 2017) on the 500 images in
our validation set. This model was then evaluated on the whole test
set, as well as eight subsets thereof that reflect the extreme values of
the four characteristics, c.f. Table 4.1. With the exception of the time
of year, the performance is very homogeneous, varying less than 1.5%
points (often much less). Interestingly, the performance on the end of
the year subset is 3.8% points better than on the whole test set. We
hypothesize that this is due to softer lighting conditions in the fre-
quently cloudy fall. To verify this hypothesis, we additionally tested
on images taken in low- or high-temperature conditions, c.f. Table 4.2.
We find a 4.5% point increase in low temperatures (cloudy) and a
0.9% point decrease in warm (sunny) weather. Moreover, specifically
training for either condition leads to an improvement on the respec-
tive test set, but not on the balanced set. These findings support our
hypothesis and underline the importance of a dataset covering a wide
range of conditions encountered in the real world in a balanced way.
4.2.4 Statistical analysis
In Table 4.3 we provide an overview of Cityscapes and other related
datasets. We compare the datasets in terms of the type of annotations,
the meta information provided, the camera perspective, the type of
scenes, and their size. The selected datasets contain real-world im-
ages and are either of large scale or focus on street scenes.
For the remainder of this section, we compare Cityscapes in greater
detail with closely related datasets that are focused on autonomous
driving. We analyze the datasets in terms of (i) annotation volume
and density, (ii) the distribution of visual classes, and (iii) scene com-
plexity. Regarding the first two aspects, we compare to other pub-
licly available real-world datasets with semantic pixel-wise annota-
tions, i.e. CamVid (Brostow et al., 2009), DUS (Scharwächter et al., 2013),
and KITTI (Geiger et al., 2013).
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Characteristic Extreme Delta
population
large −0.2
small −0.9
geographic longitude
west 0.7
east −0.2
geographic latitude
north −1.5
south 0.9
time of year
early −0.7
late 3.8
Table 4.1: Evaluation of an FCN model trained on our validation set (500
images) and tested on different subsets of our test set. We eval-
uate at the first and last thirds of the four characteristics that we
used to define the dataset split, please refer to the text for details.
Performance is given in percentage-points as the delta to the per-
formance of the same model evaluated on the whole test set, i.e.
58.3%.
subset of test
subset of train all cold warm
val 0.0 4.5 −0.9
cold −2.4 0.9 −2.9
warm −1.9 1.2 0.2
Table 4.2: Evaluation of three FCN models trained on our validation set (500
images) and on low- and high temperature subsets of our training
set with 500 images each. We tested on the whole test set and on
the low- and high temperature thirds analogously to Table 4.1 and
applied the same normalization. All numbers are in percentage
points.
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Data Labels Col. Vid. Depth Camera Scene #images #classes
[1] B X × × Mixed Mixed 150k 1000
[2] B X × × Mixed Mixed 20k 20
[2] C X × × Mixed Mixed 10k 20
[3] D X × × Mixed Mixed 20k 400
[4] C X × × Mixed Mixed 300k 80
[5] D, C X × Kinect Person Indoor 10k 37
[6a] B X X Laser, Stereo Car Suburban 15k 3
[6b] D X X Laser, Stereo Car Suburban 700 8
[7] D X X × Car Urban 701 32
[8] D X X Stereo, Manual Car Urban 70 7
[9] D × X Stereo Car Urban 500 5
[10] B X X × Car Urban 250k 1
[11] D X × × Person Urban 200 2
[12] C X × Stereo Car Facades 86 13
[13] D X × 3D mesh Person Urban 428 8
[14] D X X Laser Car Suburban 400k 27
Ours D X X Stereo Car Urban 5k 30
Ours C X X Stereo Car Urban 20k 30
[1] ImageNet: Russakovsky et al., 2015
[2] PASCAL VOC: Everingham et al., 2014
[3] PASCAL-Context: Mottaghi et al., 2014
[4] Microsoft COCO: T.-Y. Lin et al., 2014
[5] SUN RGB-D: Song et al., 2015
[6a] KITTI detection: Geiger et al., 2013
[6b] KITTI segmentation: Geiger et al., 2013, including the annotations of 3rd-party groups: Güney
and Geiger, 2015; H. He and Upcroft, 2013; Kundu et al., 2014; Ladický et al., 2014; Ros et al.,
2015; Sengupta et al., 2013; C. Xu et al., 2013; R. Zhang et al., 2015
[7] CamVid: Brostow et al., 2009
[8] Leuven: Leibe et al., 2007
[9] DUS: Scharwächter et al., 2013
[10] Caltech: Dollár et al., 2012
[11] Geosemantic segmentation: Ardeshir et al., 2015
[12] Automatic Dense Visual Semantic Mapping: Sengupta et al., 2012
[13] RueMonge: Riemenschneider et al., 2014
[14] 3D to 2D Label Transfer: Xie et al., 2016
Table 4.3: Comparison to related datasets. We list the type of labels pro-
vided, i.e. object bounding boxes (B), dense pixel-level semantic
labels (D), and coarse labels (C) that do not aim to label the whole
image. Further, we mark if color, video, and depth information
are available. We list the camera perspective, the scene type, the
number of images, and the number of semantic classes.
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#pixels [109] annot. density [%]
Ours (fine) 9.43 97.1
Ours (coarse) 26.0 67.5
CamVid 0.62 96.2
DUS 0.14 63.0
KITTI 0.23 88.9
Table 4.4: Absolute number and density of annotated pixels for Cityscapes,
DUS, KITTI, and CamVid (upscaled to 1280× 720 pixels to maintain
the original aspect ratio).
CamVid consists of ten minutes of video footage with pixel-wise an-
notations for over 700 frames. DUS consists of a video sequence of
5000 images from which 500 have been annotated. KITTI addresses
several different tasks including semantic labeling and object detec-
tion. As no official pixel-wise annotations exist for KITTI, several inde-
pendent research groups have annotated approximately 700 frames
(Güney and Geiger, 2015; H. He and Upcroft, 2013; Kundu et al.,
2014; Ladický et al., 2014; Ros et al., 2015; Sengupta et al., 2013; C.
Xu et al., 2013; R. Zhang et al., 2015). We map those labels to our
high-level categories and analyze this consolidated set. In compar-
ison, Cityscapes provides significantly more annotated images, i.e.
5000 fine and 20 000 coarse annotations. Moreover, the annotation
quality and richness is notably better. As Cityscapes provides record-
ings from 50 different cities, it also covers a significantly larger area
than previous datasets that contain images from a single city only,
e.g. Cambridge (CamVid), Heidelberg (DUS), and Karlsruhe (KITTI). In
terms of absolute and relative numbers of semantically annotated pix-
els (training, validation, and test data), Cityscapes compares favor-
ably to CamVid, DUS, and KITTI with up to two orders of magnitude
more annotated pixels, c.f. Table 4.4. The majority of all annotated
pixels in Cityscapes belong to the coarse annotations, providing many
individual (but correlated) training samples, but missing information
close to object boundaries.
Figures 4.3 and 4.6 compare the distribution of annotations across
individual classes and their associated higher-level categories. No-
table differences stem from the inherently different configurations of
the datasets. Cityscapes involves dense inner-city traffic with wide
roads and large intersections, whereas KITTI is composed of less busy
suburban traffic scenes. As a result, KITTI exhibits significantly fewer
flat ground structures, fewer humans, and more nature. In terms of
overall composition, DUS and CamVid seem more aligned with our
dataset. Exceptions are an abundance of sky pixels in CamVid due to
cameras with a comparably large vertical field-of-view and the ab-
sence of certain categories in DUS, i.e. nature and object.
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Figure 4.6: Proportion of annotated pixels (x-axis) per category (y-axis) for
Cityscapes, CamVid, DUS, and KITTI.
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#humans
[103]
#vehicles
[103]
#humans
per image
#vehicles
per image
Ours (fine) 24.4 41.0 7.0 11.8
KITTI 6.1 30.3 0.8 4.1
Caltech 192a - 1.5 -
avia interpolation
Table 4.5: Absolute and average number of instances for Cityscapes, KITTI,
and Caltech on the respective training and validation datasets.
Finally, we assess scene complexity, where density and scale of
traffic participants (humans and vehicles) serve as proxy measures.
Out of the previously discussed datasets, only Cityscapes and KITTI
provide instance-level annotations for humans and vehicles. We ad-
ditionally compare to the Caltech Pedestrian Dataset (Dollár et al.,
2012), which only contains annotations for humans, but none for ve-
hicles. Furthermore, KITTI and Caltech only provide instance-level
annotations in terms of axis-aligned bounding boxes. We use the re-
spective training and validation splits for our analysis, since test set
annotations are not publicly available for all datasets. In absolute
terms, Cityscapes contains significantly more object instance annota-
tions than KITTI, see Table 4.5. Being a specialized benchmark, the
Caltech dataset provides the most annotations for humans by a mar-
gin. The major share of those labels was obtained, however, by in-
terpolation between a sparse set of manual annotations resulting in
significantly degraded label quality. The relative statistics emphasize
the much higher complexity of Cityscapes, as the average numbers of
object instances per image notably exceed those of KITTI and Caltech.
We extend our analysis to Microsoft COCO (T.-Y. Lin et al., 2014) and
PASCAL VOC (Everingham et al., 2014) that also contain street scenes
while not being specific for them. We analyze the frequency of scenes
with a certain number of traffic participant instances, see Figure 4.7.
We find our dataset to cover a greater variety of scene complexity
and to have a higher portion of highly complex scenes than previous
datasets. Using stereo data, we analyze the distribution of vehicle
distances to the camera. From Figure 4.8 we observe that in compar-
ison to KITTI, Cityscapes covers a larger distance range. We attribute
this to both our higher-resolution imagery and the careful annotation
procedure. As a consequence, algorithms need to take a larger range
of scales and object sizes into account to score well in our benchmark.
Overall, we find that our dataset covers a greater range of scene com-
plexity and has a larger portion of highly complex scenes than the
datasets compared with.
Recently, researchers started to use alternatives to standard image
labeling to create large-scale datasets. Xie et al., 2016 announced
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Figure 4.7: Dataset statistics regarding scene complexity. Only Microsoft
COCO and Cityscapes provide instance segmentation masks.
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Figure 4.8: Histogram of object distances in meters for class vehicle.
a new semantic scene labeling dataset for suburban traffic scenes.
It provides temporally consistent 3D semantic instance annotations
with 2D annotations obtained through back-projection. We consider
our efforts to be complementary given the differences in the way that
semantic annotations are obtained, and in the type of scenes consid-
ered, i.e. suburban vs. inner-city traffic. To maximize synergies be-
tween both datasets, a common label definition that allows for cross-
dataset evaluation has been mutually agreed upon and implemented.
Another novel trend is to extract datasets from rendered scenes, ei-
ther via simulators (Ros et al., 2016) or via video games (Richter et
al., 2016; Shafaei et al., 2016). For the future, it will be exciting to
combine such datasets, to develop methods for cross-dataset gener-
alization, and to find the optimal trade-off between manual labeling
efforts and automated dataset generation via rendering. We believe
that Cityscapes will aid such investigations by providing a real-world
representative benchmark suite.
4.3 pixel-level semantic labeling
Besides the dataset itself, Cityscapes consists of a benchmark suite to
evaluate and fairly compare different approaches, c.f. Section 4.5. For
this benchmark suite, we focus on two major tasks for autonomous
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driving. The first task involves predicting a per-pixel semantic label-
ing of the image without considering higher-level object instance or
boundary information and is referred to as pixel-level semantic labeling.
4.3.1 Metrics
To assess labeling performance, we rely on a standard and a novel
metric. The first is the standard Jaccard Index, commonly known as
the PASCAL VOC Intersection-over-Union (IoU) metric (Everingham et
al., 2014) and defined as
IoU =
∑
TP∑
TP +
∑
FP +
∑
FN
, (4.1)
where
∑
TP,
∑
FP, and
∑
FN are the numbers of true positive, false
positive, and false negative pixels, respectively, determined over the
whole test set. Owing to the two semantic granularities, i.e. classes
and categories, we report two separate mean performance scores:
IoUclass and IoUcategory. In either case, pixels labeled as void do not
contribute to the score. Note that this metric was previously intro-
duces in greater detail, c.f. Section 3.8.3.
It is well-known that the global IoU measure is biased toward ob-
ject instances that cover a large image area. In street scenes with their
strong scale variation this can be problematic. Specifically for traffic
participants, which are the key classes in our scenario, we aim to eval-
uate how well the individual instances in the scene are represented
in the labeling. To address this, we introduced an additional object-
centric evaluation in Section 3.8.3. For the Cityscapes pixel-level met-
rics, we would like to follow this idea, but with a slightly altered
metric. The object-centric evaluation from Section 3.8.3 has two draw-
backs: it is rather complex and hard to understand and is computa-
tionally expensive to evaluate since for each pixel in the image the
closest candidate instance must be searched, c.f. Algorithm 3.2. Espe-
cially the latter renders this metric infeasible for an evaluation server
on such a large-scale dataset with 2MP images. To overcome these
limitations, we propose an instance-level intersection-over-union met-
ric defined as
iIoU =
∑
iTP∑
iTP +
∑
FP +
∑
iFN
. (4.2)
Here,
∑
iTP, and
∑
iFN denote weighted counts of true positive and
false negative pixels, respectively. In contrast to the standard IoU
measure, the contribution of each pixel is weighted by the ratio of
the class’ average instance size to the size of the respective ground
truth instance, where sizes are measured as the number of pixels
assigned to the instances. As before,
∑
FP is the number of false
positive pixels. It is important to note here that unlike the instance-
level task in Section 4.4, we assume that the methods only yield a
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standard per-pixel semantic class labeling as output. Therefore, the
false positive pixels are not associated with any instance and thus do
not require normalization. The final scores, iIoUclass and iIoUcategory,
are obtained as the means for the two semantic granularities, while
only classes with instance annotations are included, i.e. vehicles and
humans.
4.3.2 Control experiments
We conduct several control experiments to put our baseline results
below into perspective. Average results with respect to all of our
metrics introduced in Section 4.3.1 are listed in Table 4.6, but for
simplicity we focus in the following discussion on the main score
IoUclass. Performance numbers for individual classes are provided in
Tables 4.7 and 4.8 and qualitative results of the control experiments
can be found in Figures 4.9 and 4.10.
First, we count the relative frequency of every class label at each
pixel location of the fine (coarse) training annotations. We use the
most frequent label at each pixel as a constant prediction irrespective
of the test image and call this the Static Predictor Fine (SPF) and Static
Predictor Coarse (SPC), respectively. This control experiment results
in roughly 10% IoUclass, as shown in Table 4.6. These low scores
emphasize the high diversity of our data. SPF and SPC having similar
performance indicates the value of our additional coarse annotations.
Even if the ground truth segments are re-classified using the most
frequent training label (SPF or SPC) within each segment mask, the
performance does not notably increase.
Secondly, we re-classify each ground truth segment using FCN-8s
(Shelhamer et al., 2017), c.f. Section 4.3.3. We compute the average
scores within each segment and assign the maximizing label. The
performance is significantly better than the static predictors but still
far from 100%. We conclude that it is necessary to optimize both
classification and segmentation quality at the same time.
Thirdly, we evaluate the performance of subsampled ground truth
annotations as predictors. Subsampling was done by majority voting
of neighboring pixels, followed by resampling back to full resolution.
This yields an upper bound on the performance at a fixed output
resolution and is particularly relevant for deep learning approaches
that often apply downscaling due to constraints on time, memory,
or the network architecture itself. Note that while subsampling by
a factor of 2 hardly affects the IoU score, it clearly decreases the iIoU
score given its comparatively large impact on small, but nevertheless
important objects. This underlines the importance of the separate
instance-normalized evaluation. The downsampling factors of 8, 16,
and 32 correspond to the strides of the FCN baseline model presented
in Section 4.3.3. Downsampling by a factor of 128 is the smallest
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Average over Classes Categories
Metric [%] IoU iIoU IoU iIoU
Static Predictor Fine (SPF) 10.1 4.7 26.3 19.9
Static Predictor Coarse (SPC) 10.3 5.0 27.5 21.7
GTa segmentation with SPF 10.1 6.3 26.5 25.0
GT segmentation with SPC 10.9 6.3 29.6 27.0
GT segmentation with FCNb 79.4 52.6 93.3 80.9
GT subsampled by 2 97.2 92.6 97.6 93.3
GT subsampled by 4 95.2 90.4 96.0 91.2
GT subsampled by 8 90.7 82.8 92.1 83.9
GT subsampled by 16 84.6 70.8 87.4 72.9
GT subsampled by 32 75.4 53.7 80.2 58.1
GT subsampled by 64 63.8 35.1 71.0 39.6
GT subsampled by 128 50.6 21.1 60.6 29.9
nearest training neighbor 21.3 5.9 39.7 18.6
aGround Truth
bLong et al., 2015
Table 4.6: Quantitative results of control experiments for pixel-level seman-
tic labeling using the metrics presented in Section 4.3.1.
(power of 2) downsampling for which all images have a distinct label-
ing.
Lastly, we employ 128-times subsampled annotations and retrieve
the nearest training annotation in terms of the Hamming distance.
The full resolution version of this training annotation is then used as
prediction, resulting in 21% IoUclass. While outperforming the static
predictions, the poor result demonstrates the high variability of our
dataset and its demand for approaches that generalize well.
4.3.3 Baselines
Our own baseline experiments rely on Fully Convolutional Networks
(FCNs), as they are central to most state-of-the-art methods, e.g. L.-C.
Chen et al., 2016; G. Lin et al., 2016; Schwing and Urtasun, 2015; Shel-
hamer et al., 2017; S. Zheng et al., 2015. We adopted a VGG-16 network
(Simonyan and Zisserman, 2015) and start with a model pretrained
on ImageNet (Russakovsky et al., 2015), i.e. the underlying CNN was
initialized with ImageNet VGG weights. We additionally investigated
first pretraining on PASCAL-Context (Mottaghi et al., 2014), but found
this to not influence performance given a sufficiently large number of
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Static Predictor Fine (SPF) 22.1 0.0 0.0 23.4 0.0 0.0 0.0 0.0 0.0
Static Predictor Coarse (SPC) 24.3 0.0 0.0 26.2 0.0 0.0 0.0 0.0 0.0
GTa segmentation with SPF 17.9 0.0 0.0 32.9 0.0 0.0 0.0 0.0 0.0
GT segmentation with SPC 29.2 0.0 0.0 34.1 0.0 0.0 0.0 0.0 0.0
GT segmentation with FCNb 99.1 90.6 69.2 98.0 59.0 66.9 71.6 66.8 85.8
GT subsampled by 2 98.3 96.5 95.7 98.9 98.9 99.1 98.9 96.5 95.8
GT subsampled by 4 97.9 94.1 92.5 98.2 98.1 98.5 98.1 94.1 93.0
GT subsampled by 8 94.5 88.9 86.1 96.2 95.9 96.7 96.1 88.7 86.8
GT subsampled by 16 93.1 81.0 76.0 93.5 93.0 94.4 93.4 80.8 78.0
GT subsampled by 32 88.7 69.4 62.3 88.0 87.4 89.8 88.5 68.6 65.6
GT subsampled by 64 81.6 55.1 46.4 78.8 78.9 82.4 80.2 54.2 50.7
GT subsampled by 128 69.9 41.1 31.5 67.3 66.3 70.1 68.3 36.0 33.3
nearest training neighbor 36.5 4.0 0.4 42.0 9.7 18.3 12.9 0.3 1.7
aGround Truth
bLong et al., 2015
Table 4.7: Detailed results of our control experiments for the pixel-level se-
mantic labeling task in terms of the IoU score on the class level. We
list results for the classes in the categories sky, human, and vehicle.
The remaining categories are listed in Table 4.8. All numbers are
given in percent.
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Static Predictor Fine (SPF) 80.0 13.2 40.3 0.0 0.0 0.0 0.0 0.0 12.5 0.0
Static Predictor Coarse (SPC) 80.1 9.5 39.5 0.0 0.0 0.0 0.0 0.0 16.4 0.0
GTa segmentation with SPF 80.8 11.1 44.5 0.0 0.0 0.0 0.0 0.0 4.2 0.0
GT segmentation with SPC 79.6 5.1 46.6 0.0 0.0 0.0 0.0 0.0 11.8 0.0
GT segmentation with FCNb 99.3 91.9 94.8 44.9 62.0 66.1 81.2 84.3 96.5 80.1
GT subsampled by 2 99.6 98.1 98.6 97.8 97.4 90.4 94.1 95.2 98.7 97.6
GT subsampled by 4 99.4 96.8 98.0 96.1 95.5 83.1 89.7 91.6 98.0 96.0
GT subsampled by 8 98.6 93.4 95.4 92.3 91.1 69.5 80.9 84.2 95.5 92.1
GT subsampled by 16 97.8 88.8 93.1 86.9 84.9 50.9 68.4 73.0 93.4 86.5
GT subsampled by 32 96.0 80.9 88.7 77.6 75.2 30.9 51.6 56.8 89.2 77.3
GT subsampled by 64 92.1 69.6 83.0 65.5 61.0 14.8 32.1 37.6 83.3 65.2
GT subsampled by 128 86.2 55.0 75.2 51.3 45.9 5.7 13.6 17.9 75.2 51.6
nearest training neighbor 85.3 35.6 56.7 15.6 6.2 1.3 0.5 1.0 54.2 23.3
aGround Truth
bLong et al., 2015
Table 4.8: Detailed results of our control experiments for the pixel-level se-
mantic labeling task in terms of the IoU score on the class level. We
list results for the classes in the categories flat, construction, object,
and nature. The remaining categories are listed in Table 4.7. All
numbers are given in percent.
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Image Annotation
Static Predictor Fine (SPF) Static Predictor Coarse (SPC)
GT segmentation with SPF GT segmentation with SPC
GT segmentation with FCN GT subsampled by 2
GT subsampled by 8 GT subsampled by 32
GT subsampled by 128 nearest training neighbor
Figure 4.9: Exemplary output of our control experiments for the pixel-level
semantic labeling task. The image is part of our test set and has
both, the largest number of instances and persons.
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Image Annotation
Static Predictor Fine (SPF) Static Predictor Coarse (SPC)
GT segmentation with SPF GT segmentation with SPC
GT segmentation with FCN GT subsampled by 2
GT subsampled by 8 GT subsampled by 32
GT subsampled by 128 nearest training neighbor
Figure 4.10: Exemplary output of our control experiments for the pixel-level
semantic labeling task. The image is part of our test set and has
the largest number of car instances.
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training iterations. For training and testing, we rely on single frame,
monocular LDR images only.
After initialization, the FCN is finetuned on Cityscapes using the
respective portions listed in Table 4.9. For finetuning, we utilized the
training scripts that were published in conjunction with the confer-
ence paper by Long et al., 2015, which is a predecessor of the journal
article (Shelhamer et al., 2017). We base on the models for the PASCAL-
context dataset and use the Caffe framework (Jia et al., 2014) for train-
ing. The only change that we made was to modify the learning rate
to match our image resolution under an unnormalized loss. In doing
so, we ensured to stay as close as possible to the original implementa-
tion. Since VGG-16 training on 2MP images exceeds even the largest
GPU memory available, we split each image into two halves with an
overlap that is sufficiently large considering the network’s receptive
field. As proposed by Long et al., 2015, we use three-stage train-
ing with subsequently smaller strides, i.e. first FCN-32s, then FCN-16s,
and then FCN-8s, always initializing with the parameters from the
previous stage. Note that the numbers denote the stride of the finest
heatmap. We add a 4th stage for which we reduce the learning rate
by a factor of 10. Each stage is trained until convergence on the val-
idation set; pixels with void ground truth are ignored such that they
do not induce any gradient. Eventually, we retrain on train and val
together with the same number of epochs, yielding 243 250, 69 500,
62 550, and 5950 iterations for stages 1 through 4. Note that each it-
eration corresponds to half of an image (see above). For the variant
with factor 2 downsampling, no image splitting is necessary, yielding
80 325, 68 425, 35 700, and 5950 iterations in the respective stages. The
variant only trained on val (full resolution) uses train for validation,
leading to 130 000, 35 700, 47 600, and 0 iterations in the 4 stages. Our
last FCN variant is trained using the coarse annotations only, with
386 750, 113 050, 35 700, and 0 iterations in the respective stage; pixels
with void ground truth are ignored here as well.
Quantitative results of our baseline experiments can be found in Ta-
bles 4.9 to 4.11 as well as qualitative examples in Figures 4.11 and 4.12.
From studying these results, we can draw some early conclusions:
(1) Training the FCN models for finer heatmaps yields better accu-
racy. Note that the significant improvement from FCN-16s to FCN-8s
stands in contrast to the observations in Shelhamer et al., 2017, con-
firming the high quality of annotations in Cityscapes such that the
evaluation is sensitive to finer predictions at the object boundaries,
c.f. Figures 4.11 and 4.12. (2) The amount of downscaling applied
during training and testing has a strong negative influence on perfor-
mance (c.f. FCN-8s vs. FCN-8s at half resolution). We attribute this
to the large scale variation present in our dataset, c.f. Figure 4.8. (3)
Training FCN-8s with 500 densely annotated images (750h of annota-
tion) yields comparable IoU performance to a model trained on 20 000
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IoU iIoU IoU iIoU
FCN-32s X X 61.3 38.2 82.2 65.4
FCN-16s X X 64.3 41.1 84.5 69.2
FCN-8s X X 65.3 41.7 85.7 70.1
FCN-8s sub X X 2 61.9 33.6 81.6 60.9
FCN-8s val X 58.3 37.4 83.4 67.2
FCN-8s coarse X 58.0 31.8 78.2 58.4
Table 4.9: Quantitative results of baselines for semantic labeling using the
metrics presented in Section 4.3.1. We show results for differ-
ent Fully Convolutional Network (FCN) models (Long et al., 2015)
trained on different sets of training data. All numbers are given in
percent and we indicate the used training data for each method,
i.e. train fine, val fine, coarse extra as well as a potential downscaling
factor (sub) of the input image.
weakly annotated images (1300h of annotation). However, in both
cases the performance is significantly lower than FCN-8s trained on all
3475 densely annotated images. Many fine labels are thus important
for training standard methods as well as for testing, but the perfor-
mance using coarse annotations only does not collapse and presents a
viable option. (4) The iIoU metric treats instances of any size equally
and is therefore more sensitive to errors in predicting small objects
compared to the IoU. Since the coarse annotations do not include
small or distant instances, their iIoU performance is worse.
4.3.4 Pixel-level benchmark
A major goal of the Cityscapes benchmark suite is to enable a fair
comparison of the performances of different methods for semantic
urban scene understanding. To achieve this goal, we followed two
concepts. First, prior to a public release of the dataset, we asked
selected groups that proposed state-of-the-art semantic labeling ap-
proaches in the past to optimize and run their methods on our dataset,
such that we could evaluate their predictions on our test set. Sec-
ond, concurrently with the official release, we launched an evaluation
server, where researchers can upload their predictions on the test set
enabling a fully automated evaluation, c.f. Section 4.5. In both cases,
it is ensured that the participants do not have access to the test set
and in turn overfitting is prevented.
For the scope of this dissertation, we provide and analyze a snap-
shot of the leaderboard for pixel-level semantic labeling as of April
15th, 2017. We only consider those submissions that are publicly
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FCN-32s 91.6 71.1 46.7 91.0 33.3 46.6 43.8 48.2 59.1
FCN-16s 92.9 75.4 50.5 91.9 35.3 49.1 45.9 50.7 65.2
FCN-8s 93.9 77.1 51.4 92.6 35.3 48.6 46.5 51.6 66.8
FCN-8s sub 92.5 69.5 46.0 90.8 41.9 52.9 50.1 46.5 58.4
FCN-8s val 92.9 73.3 42.7 89.9 22.8 39.2 29.6 42.5 63.1
FCN-8s coarse 90.2 59.6 37.2 86.1 35.4 53.1 39.7 42.6 52.6
Table 4.10: Detailed results of our baseline experiments for the pixel-level
semantic labeling task in terms of the IoU score on the class level.
We list results for the classes in the categories sky, human, and
vehicle. The remaining categories are listed in Table 4.11. All
numbers are given in percent.
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FCN-32s 97.1 76.0 87.6 33.1 36.3 35.2 53.2 58.1 89.5 66.7
FCN-16s 97.3 77.6 88.7 34.7 44.0 43.0 57.7 62.0 90.9 68.6
FCN-8s 97.4 78.4 89.2 34.9 44.2 47.4 60.1 65.0 91.4 69.3
FCN-8s sub 97.0 75.4 87.3 37.4 39.0 35.1 47.7 53.3 89.3 66.1
FCN-8s val 95.9 69.7 86.9 23.1 32.6 44.3 52.1 56.8 90.2 60.9
FCN-8s coarse 95.3 67.7 84.6 35.9 41.0 36.0 44.9 52.7 86.6 60.2
Table 4.11: Detailed results of our baseline experiments for the pixel-level
semantic labeling task in terms of the IoU score on the class level.
We list results for the classes in the categories flat, construction, ob-
ject, and nature. The remaining categories are listed in Table 4.10.
All numbers are given in percent.
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Image Annotation
FCN-32s FCN-16s
FCN-8s FCN-8s sub
FCN-8s val FCN-8s coarse
Figure 4.11: Exemplary output of our baseline experiments for the pixel-
level semantic labeling task. The image is part of our test set
and has both, the largest number of instances and persons.
Image Annotation
FCN-32s FCN-16s
FCN-8s FCN-8s sub
FCN-8s val FCN-8s coarse
Figure 4.12: Exemplary output of our baseline experiments for the pixel-
level semantic labeling task. The image is part of our test set
and has the largest number of car instances.
84 large-scale semantic scene understanding
listed, yielding 48 submissions. Next, we filter out those entries that
are anonymous, i.e. do not refer to a publication, which holds for
approximately 44% of the public submissions. In cases where there
are multiple variants of the same method listed, we only keep the
best performing, leaving 20 submissions in our snapshot. We then se-
lected the ten best performing approaches for our study. In addition,
matching the research goals of this dissertation, we include methods
that leverage multiple input modalities, and the two best performing
methods that report a run time of less than 500ms. Note that we also
included our real time model that we will present in Section 4.3.5.
An overview of the approaches is given in Table 4.12 and all methods
were already briefly presented in Chapter 2. The quantitative perfor-
mance numbers of the methods are evaluated for each class and re-
ported in Tables 4.14 and 4.15, while the average performance is pro-
vided in Table 4.13. Qualitative results of the top eight as well as the
additionally selected methods can be found in Figures 4.13 and 4.14.
The best performing model is ResNet-38 by Z. Wu et al., 2016 with an
average IoUclass score of 80.6%. Z. Wu et al., 2016 propose to widen
neural networks instead of deepening them and combine such a CNN
based on ResNet (K. He et al., 2016) with the DeepLab framework (L.-C.
Chen et al., 2016). Impressively, considering class-level accuracy, this
method outperforms our oracle experiment, where we used an FCN
to classify ideal segments, c.f. Table 4.6.
We start our discussion with a high-level analysis of the selected
methods. Following the current trend in the computer vision com-
munity, all methods rely on CNNs for pixel classification. To this end,
most authors base on network architectures originally designed for
image classification such as VGG (Simonyan and Zisserman, 2015) or
ResNet (K. He et al., 2016). These networks are then slightly modi-
fied to allow for a dense pixel-level classification, but the changes are
small enough such that using a pretrained ImageNet (Russakovsky
et al., 2015) classification model for initialization remains possible.
After initialization, the network is trained on the target data, i.e.
Cityscapes, a procedure commonly referred to as finetuning. While
such an approach limits the degrees of freedom, the network ben-
efits from generic features that were learned for large-scale image
classification, training converges faster, and the performance is typi-
cally increased due to a network that generalizes better. Even though
Cityscapes is a large-scale dataset itself, it is biased towards urban
street scenes and additional generic data helps to increase recogni-
tion performance. Note that we also adopted this concept for our
baseline experiments in Section 4.3.3. Within the analyzed methods,
the only exceptions are FRRN (Pohlen et al., 2017) and ENet (Paszke
et al., 2016) where the networks are specifically designed for high-
resolution pixel classification and efficiency, respectively. Both net-
works are only trained on Cityscapes and are initialized randomly.
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ResNet-38 Z. Wu et al., 2016 X A X
PSPNet Zhao et al., 2017 X R X
TuSimple Wang et al., 2017 X R
RefineNet G. Lin et al., 2017 R X
LRR-4x Ghiasi and Fowlkes, 2016 X V
FRRN Pohlen et al., 2017 2
Adelaide Context G. Lin et al., 2016 V X
Deep Layer Cascade (LC) Xiaoxiao Li et al., 2017 I
DeepLab v2 CRF L.-C. Chen et al., 2016 R X
Dilation 10 Yu and Koltun, 2016 V 4k
Scale invariant CNN Kreso et al., 2016 X V X
SQ Treml et al., 2016 S 60
ENet Paszke et al., 2016 2 13
Ours Section 4.3.5 X G 44
Pretrained networks for initialization on ImageNet (Russakovsky et al., 2015):
R ResNet-101 K. He et al., 2016
V VGG-16 Simonyan and Zisserman, 2015
I Inception ResNet v2 Szegedy et al., 2016a
S SqueezeNet v1.1 Iandola et al., 2016
G GoogLeNet v1 Szegedy et al., 2015
on ImageNet (Russakovsky et al., 2015) and Places 365 (Zhou et al., 2016):
A A2, 2 conv Z. Wu et al., 2016
Table 4.12: Overview of included methods in the pixel-level semantic label-
ing benchmark. We drew a snapshot of the public leaderboard
on April 15, 2017 and include the top ten methods, the two
fastest, as well as those using multi-cue input data. For each
method, we provide a name and a reference, we indicate indicate
if depth meta data was used (other meta data was never used),
if coarse annotations were used during training, if a pretrained
model was used for network initialization (base net), if a CRF is
used as post-processing, if multi-scale testing (mst) was applied
to increase test performance, a potential downscaling factor (sub)
of the input image during testing, and we include the reported
run time of the method in ms (rt).
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Classes Categories
IoU iIoU IoU iIoU
ResNet-38 80.6 57.8 91.0 79.1
PSPNet 80.2 58.1 90.6 78.2
TuSimple 80.1 56.9 90.7 77.8
RefineNet 73.6 47.2 87.9 70.6
LRR-4x 71.8 47.9 88.4 73.9
FRRN 71.8 45.5 88.9 75.1
Adelaide Context 71.6 51.7 87.3 74.1
Deep Layer Cascade (LC) 71.1 47.0 88.1 74.1
DeepLab v2 CRF 70.4 42.6 86.4 67.7
Dilation 10 67.1 42.0 86.5 71.1
Scale invariant CNN 66.3 44.9 85.0 71.2
SQ 59.8 32.3 84.3 66.0
ENet 58.3 34.4 80.4 64.0
Ours 72.6 45.5 87.9 71.6
Table 4.13: Quantitative results of pixel-level semantic labeling benchmark
using the metrics presented in Section 4.3.1. All numbers are
given in percent; refer to Table 4.12 for details on the listed meth-
ods.
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ResNet-38 95.5 86.8 71.1 96.1 75.2 87.6 81.9 69.8 76.7
PSPNet 95.1 86.3 71.4 96.0 73.5 90.4 80.3 69.9 76.9
TuSimple 95.4 85.9 70.5 95.9 76.1 90.6 83.7 67.4 75.7
RefineNet 94.8 80.9 63.3 94.5 64.6 76.1 64.3 62.2 70.0
LRR-4x 95.0 81.3 60.1 94.3 51.2 67.7 54.6 55.6 69.6
FRRN 94.9 81.6 62.7 94.6 49.1 67.1 55.3 53.5 69.5
Adelaide Context 94.1 81.5 61.1 94.3 61.1 65.1 53.8 61.6 70.6
Deep LC 94.2 81.2 57.9 94.1 50.1 59.6 57.0 58.6 71.1
DeepLab v2 CRF 94.2 79.8 59.8 93.7 56.5 67.5 57.5 57.7 68.8
Dilation 10 93.7 78.9 55.0 93.3 45.5 53.4 47.7 52.2 66.0
Scale inv. CNN 92.2 77.6 55.9 90.1 39.2 51.3 44.4 54.4 66.1
SQ 93.0 73.8 42.6 91.5 18.8 41.2 33.3 34.0 59.9
ENet 90.6 65.5 38.4 90.6 36.9 50.5 48.1 38.8 55.4
Ours 94.7 81.2 61.2 94.6 54.5 76.5 72.2 57.6 68.7
Table 4.14: Detailed results of pixel-level semantic labeling benchmark in
terms of the IoU score on the class level. We list results for the
classes in the categories sky, human, and vehicle. The remaining
categories are listed in Table 4.15. All numbers are given in per-
cent; refer to Table 4.12 for details on the listed methods.
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ResNet-38 98.7 86.9 93.3 60.4 62.9 67.6 75.0 78.7 93.7 73.7
PSPNet 98.6 86.6 93.2 58.1 63.0 64.5 75.2 79.2 93.4 72.1
TuSimple 98.5 85.9 93.2 57.7 61.1 67.2 73.7 78.0 93.4 72.3
RefineNet 98.2 83.3 91.3 47.8 50.4 56.1 66.9 71.3 92.3 70.3
LRR-4x 97.9 81.5 91.4 50.5 52.7 59.4 66.8 72.7 92.5 70.1
FRRN 98.2 83.3 91.6 45.8 51.1 62.2 69.4 72.4 92.6 70.0
Adelaide Context 98.0 82.6 90.6 44.0 50.7 51.1 65.0 71.7 92.0 72.0
Deep LC 98.1 82.8 91.2 47.1 52.8 57.3 63.9 70.7 92.5 70.5
DeepLab v2 CRF 97.9 81.3 90.3 48.8 47.4 49.6 57.9 67.3 91.9 69.4
Dilation 10 97.6 79.2 89.9 37.3 47.6 53.2 58.6 65.2 91.8 69.4
Scale inv. CNN 96.3 76.8 88.8 40.0 45.4 50.1 63.3 69.6 90.6 67.1
SQ 96.9 75.4 87.9 31.6 35.7 50.9 52.0 61.7 90.9 65.8
ENet 96.3 74.2 85.0 32.2 33.2 43.5 34.1 44.0 88.6 61.4
Ours 98.0 81.4 91.1 44.6 50.7 57.3 64.1 71.2 92.1 68.5
Table 4.15: Detailed results of pixel-level semantic labeling benchmark in
terms of the IoU score on the class level. We list results for the
classes in the categories flat, construction, object, and nature. The
remaining categories are listed in Table 4.14. All numbers are
given in percent; refer to Table 4.12 for details on the listed meth-
ods.
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Image Annotation
ResNet-38 PSPNet
TuSimple RefineNet
LRR-4x FRRN
Adelaide Context Deep Layer Cascade (LC)
Scale invariant CNN SQ
ENet Ours (Section 4.3.5)
Figure 4.13: Exemplary output of benchmarked methods for the pixel-level
semantic labeling task. The image is part of our test set and has
both, the largest number of instances and persons. Please refer
to Table 4.12 for details on the shown methods.
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Image Annotation
ResNet-38 PSPNet
TuSimple RefineNet
LRR-4x FRRN
Adelaide Context Deep Layer Cascade (LC)
Scale invariant CNN SQ
ENet Ours (Section 4.3.5)
Figure 4.14: Exemplary output of benchmarked methods for the pixel-level
semantic labeling task. The image is part of our test set and has
the largest number of car instances. Please refer to Table 4.12
for details on the shown methods.
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However, their performance does not reach the current state of the
art as evident from Table 4.13. To the best of our knowledge, so far
no researcher designed a network specifically for pixel-level semantic
labeling, but nevertheless pretrained on ImageNet to increase gener-
alization capabilities.
Out of all non-anonymous submissions, there is only a single one
leveraging the available multi-modal input data, i.e. the scale invari-
ant CNN by Kreso et al., 2016, which employs depth cues. However,
the depth information is only used to select an appropriate scale out
of a set of multi-scale features. There are no deep learning-based
features directly extracted on the depth channel and the overall per-
formance is rather low as evident from Table 4.13. All other analyzed
methods rely on single LDR images only. A possible explanation is
the requirement of an initialization with an ImageNet-like pretrained
model paired with the lack of an available equivalent dataset featur-
ing multi-modal data.
Next, we analyze the average performance numbers in Table 4.13
with respect to our different metrics proposed in Section 4.3.1. First,
it becomes evident that the class-level and category-level metrics are
highly correlated, while the category-level numbers are significantly
higher as this is a simpler task. Because the networks are only eval-
uated in terms of their category-level performance while still predict-
ing on the class-level, we investigated the effects when directly pro-
ducing category-level results. To this end, we compared the category-
level performance of an FCN trained for class-level prediction with the
same FCN producing category-level predictions obtained by adding
the probability scores prior to computing the argmax. Additionally,
we trained an FCN to directly predict category-level labels. Interest-
ingly, we found that all three variants yield performance numbers
within a range of 0.3%. Thus, we conclude that the category-level
performance is mainly influenced by the method and hence the net-
work architecture rather than a specific training, which also explains
the correlation between class- and category-level metrics. Second, we
compare performances in terms of the iIoU metric. We observe that
focusing on this score does in fact change the ranking of some meth-
ods. Most interesting are Adelaide Context (G. Lin et al., 2016) which
performs comparably well considering the iIoU and DeepLab v2 CRF
(L.-C. Chen et al., 2016) which shows a large drop in performance.
Both methods leverage a CRF on top of the CNN, which indicates
that such a post-processing has large potential in influencing the iIoU
metric. In Adelaide Context, all CRF potentials are based on an FCN
output, while in DeepLab the pairwise potentials are simpler regular-
izers that tend to oversmooth small instances. Similar observations
were made based on the initial set of submissions for this benchmark
(Cordts et al., 2016), however, there are also exceptions, i.e. the Scale
invariant CNN by Kreso et al., 2016.
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We now consider the IoU performance of individual classes as listed
in Tables 4.14 and 4.15. We find that the evaluated methods perform
best for road, followed by sky and car. Because for pixel-level seman-
tic labeling, each pixel is a (correlated) training example, it is natural
that these classes are comparably easy, since they are among the most
frequent classes of our dataset, c.f. Figure 4.3. However, this distribu-
tion alone cannot explain the overall ranking, in particular wall, fence,
and truck are the hardest but not the rarest classes. Instead, we expect
typical class-specific properties to influence the overall performance,
such as a repeating and hence simple texture for road and sky. In
contrast, a standalone wall is easily confused with a building or a fence
might get classified as the object behind it, which can be seen through
its holes. Further, we observe that the performance of truck, bus, and
train varies strongest across methods. Note that all three classes con-
tain large but rare objects, which hence seems to be a key challenge
of the dataset.
Next, we analyze the results in order to identify important design
choices that lead to well performing neural networks. When compar-
ing the method properties (Table 4.12) with their average performance
(Table 4.13), three observations can be made. First, out of the five best
performing approaches, four use the additional coarse annotations
for training. All authors also report IoUclass performance numbers
for the same models trained without the additional data: the smallest
gain is 1.2% (Wang et al., 2017), whereas the largest is 3% (Ghiasi and
Fowlkes, 2016). This clearly confirms the value of the coarse annota-
tions and complements our findings in Section 4.3.3. Second, three of
the best four approaches apply the network to multiple image scales
for testing and average the obtained results. Z. Wu et al., 2016 report
a gain of 0.9% IoUclass by applying this trick. However, for a real-time
application as is the focus in this dissertation, multi-scale testing is
not a preferred choice since it significantly increases run time. Our
last observation is that applying a CRF as post-processing or down-
scaling the input image potentially harms performance. Only three
approaches leverage a CRF and only two apply downscaling and none
of them is within the top five methods. This observation confirms our
findings based on the initial set of submissions when publishing the
dataset (Cordts et al., 2016).
Eventually, we aim to understand the correlation across different
methods in terms of their predictions on the Cityscapes dataset. For
these experiments, we seek to analyze only the best performing meth-
ods on the dataset that have approximately the same performance, in
order to reduce the effects induced by different levels of accuracy. To
this end, we also include those submissions that have a public en-
try in the result table, but are anonymous. We then select the ten
best performing methods as of April 15th, 2017, ranging from 76.5%
IoUclass to 80.6%. Based on this selection, we determine for each pixel
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Figure 4.15: Histogram over number of correct methods. We select the ten
best performing methods in the pixel-level semantic labeling
benchmark and count for each pixel of the test set that is not
ignored during evaluation, how many methods correctly pre-
dicted the semantic class of that pixel. Based on these counts
we then compute the histogram over all pixels and normalize.
This evaluation indicates that the methods produce correlated
results, as typically all or nearly all methods are either correct
or in-correct.
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that is not ignored during evaluation, how many methods were cor-
rect and compute a histogram over these counts over all evaluated
pixels, c.f. Figure 4.15. This evaluation shows that 93.6% of the pixels
are correctly classified by all methods. Out of the remaining pixels,
23% are misclassified by a single method only and another 23% are
misclassified by all methods; we denote those pixels as hard pixels
in the following. These observations indicate that different networks
trained and evaluated on the same dataset produce correlated results.
Since the analysis so far is based on global statistics, we now ad-
dress the importance of the hard pixels for the overall IoUclass, where
the contribution of individual classes is balanced. To this end, we
re-evaluate the best method (ResNet-38 by Z. Wu et al., 2016) while
ignoring the hard pixels. In doing so, the performance increases from
81.4% IoUclass to 88.1%. When instead ignoring the erroneous but not
hard pixels, performance reaches the same level, i.e. 89.5%, indicat-
ing that the hard pixels account for approximately half of the overall
performance loss. These findings motivate the question, if we can
combine the predictions of a set of different methods to obtain better
results, similar to ensemble models that became popular for ILSVRC
(Russakovsky et al., 2015). The concept of such models is to train
multiple neural networks for the same task with different initializa-
tions and to combine their results at test time. In our case, we build
our ensemble out of the N best submissions and use their majority
vote for each pixel as prediction. Such an ensemble has the advan-
tage of consisting of a highly diverse set of models; however, these
models have a varying individual performance. To compensate for
the latter, we tried all values between 3 and 10 for the number of
models N. We found that in all cases, the performance increases with
respect to the best single model and combining the top five methods
yields the maximum, i.e. 81.4%. Since this performance is only a
small improvement compared with the best single model (80.6%), we
conclude that even though ensemble models offer a potential for im-
provements in theory, it is challenging to actually realize a significant
margin in practice.
4.3.5 Real-time fully convolutional networks
The scope of this dissertation is to work towards an efficient sys-
tem for urban semantic scene understanding, c.f. Section 1.4. To this
end, we aim for excellent recognition performance at real-time speeds.
However, as evident from Section 4.3.4, the methods that report a run
time are either rather slow or have significant draw-backs in terms of
accuracy. For those approaches that do not report run time values,
we can assume a rather high run time by analyzing the CNN architec-
ture and method details. In this section, we aim to overcome these
shortcomings and combine existing approaches from the literature in
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order to obtain an efficient yet high-performing model for pixel-level
semantic labeling.
Most state-of-the-art approaches for pixel-level semantic labeling
are based on a Fully Convolutional Network (FCN), c.f. Sections 2.1.2
and 4.3.4, which means that the methods are centered around a CNN,
where all layers have a finite receptive field. This CNN is typically
pretrained on ImageNet for the image classification task, e.g. VGG
(Simonyan and Zisserman, 2015) in the work of Shelhamer et al., 2017
or ResNet (K. He et al., 2016) in the more recent approach by Zhao et
al., 2017. In this section, we follow the described approach and center
our experiments around a single FCN that is pretrained on ImageNet.
In order to select the network architecture, we conduct a preliminary
experiment, where we measure the run time of different models and
list the performances of the models on the ILSVRC’12 validation set
as reported in the individual publication, c.f. Table 4.16. For timing,
we convert the models to an FCN architecture where necessary (c.f.
Shelhamer et al., 2017) and run the network on 1.2MP RGB images.
The selected input size is small enough such that all inspected models
fit within the available GPU memory and is large enough such that
they can be obtained by cropping the lower and upper image parts
without loosing relevant information, c.f. Figure 4.1. Besides these
modifications, we do not alter or train the networks; especially we
do not include any upscaling or post-processing in our timings. As
evident from Table 4.16, GoogLeNet v1 (Szegedy et al., 2015) yields an
excellent tradeoff between run time and performance and is therefore
selected as the base network for the following experiments.
The GoogLeNet architecture proposed in Szegedy et al., 2015 is
intended for image classification, where the output is a score vector
of as many elements as classes. For pixel-level semantic labeling, we
seek for an output that has the same spatial resolution as the input
image and assigns such a score vector to each pixel. Further, the
label set that we are interested in differs from the one in ImageNet.
Therefore, we remove the final inner product and average pooling
layers to prepare the network for the new task. As with many other
network architectures (Shelhamer et al., 2017), the GoogLeNet has
an output stride of 32, meaning that due to strides in convolution
or pooling layers the spatial resolution of its output is downsampled
by a factor of 32 in both image axes. Since this downscaling is too
severe for an accurate segmentation, researchers proposed various
approaches to obtain the desired resolution; refer to Chapter 2 for
details. In this work, we follow Shelhamer et al., 2017 and opt for
skip layers as these are computationally very efficient, simple to use,
and integrate well into many network architectures.
For training our network, we start with the same training param-
eters as in Section 4.3.3, except that we directly train the 8s variant
with a single cross-entropy loss, which we found to cause no harm
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Top-5 Error [%]
Network Ref. Single Multi-Crop Run time [ms]
SqueezeNet v1.1 [1] 19.7 - 13
NiN [2] - 18.2b 22
AlexNet [3] 19.6a 18.2 41
GoogLeNet v1 [4] 10.1 7.9 48
ResNet-50 [5] - 5.3 133
GoogLeNet v3 [6] 5.6 4.2 136
ResNet-101 [5] - 4.6 221
VGG-19 [7] 8.0 7.1 271
VGG-16 [7] 8.1 7.2 296
ResNet-152 [5] - 4.5 320
[1] Iandola et al., 2016
[2] M. Lin et al., 2014
[3] Krizhevsky et al., 2012
[4] Szegedy et al., 2015
[5] K. He et al., 2016
[6] Szegedy et al., 2016b
[7] Simonyan and Zisserman, 2015
a github.com/BVLC/caffe/tree/master/models/bvlc_reference_caffenet
b Estimated by comparing ImageNet performance (top-1 multi-crop 40.64%,
gist.github.com/mavenlin/d802a5849de39225bcc6#file-readme-md) with
AlexNet (40.7%)
Table 4.16: Comparison of networks in terms of ImageNet classification per-
formance and run time. We list the top-5 error rate without exter-
nal training data on the ILSVRC’12 validation set as provided in
the individual publications if not state otherwise. If available, we
report the performance of a single model evaluated on a single
image crop, which is closest to our setup. In addition, we provide
the performance of a single model tested on multiple crops. Run
time is determined by converting the individual models to FCN
models (where necessary) and evaluating on RGB images with
1.2MP. We use Caffe (Jia et al., 2014) with NVIDIA cuDNN 5.1
to run the networks on an NVIDIA Titan X (Maxwell) GPU.
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se Classes Categories
lr it IoU iIoU IoU iIoU
Base GoogLeNet X 1.2 910 64.2 43.2 85.5 69.2
+ Higher learning rate X 10 140 65.3 43.6 85.6 68.5
+ Data augmentation X 10 812 68.5 48.3 86.9 72.9
+ Include coarse labels X X 33 1642 72.5 50.6 87.6 71.5
+ Context modules X X 33 1621 73.9 49.7 87.6 70.7
Table 4.17: Quantitative results of different FCN variants based on the
GoogLeNet network architecture (Szegedy et al., 2015). Perfor-
mance is evaluated on the Cityscapes validation set using the
metrics presented in Section 4.3.1 and given in percent. We also
indicate the used training data for each method, i.e. train fine, and
coarse extra and list the learning rate (lr) as multiples of 1× 10−11
as well as the number of training iterations (it) as multiples of
1× 103. Please refer to the text for details about the individual
variants.
when based on GoogLeNet. Further, we train only on the training
set and monitor the performance on the validation set. After conver-
gence, the network reaches a performance of 64.2% IoU, c.f. Table 4.17.
This performance is slightly worse than the VGG-based FCN-8s in Sec-
tion 4.3.3 (65.3% IoU), c.f. Table 4.9.
Starting from this initial experiment, we now aim to increase the
classification performance by optimizing the training procedure with-
out affecting the run time, c.f. Table 4.17. To this end, we repeat
the training with increasing learning rates until the training diverges.
The maximum converging learning rate yields an improvement of
1.7% IoU while the training is sped up by a factor of 6.5. Next, we
apply data augmentation as common for training deep neural net-
works, e.g. K. He et al., 2016; Krizhevsky et al., 2012; Zhao et al.,
2017. We apply random left-right flipping, RGB color shifts, additive
Gaussian noise, Gaussian blur, and affine warping. In doing so, the
training takes longer, but the classification performance increases by
another 4.9%. Next, we intend to leverage the coarse annotations that
were successfully used by several approaches, c.f. Section 4.3.4. These
annotations provide labels for many pixels but cannot aid the pre-
cise segmentation, c.f. Figures 4.11 and 4.12. In order to ensure that
the gradient during training is balanced with respect to classification
(coarse and fine) and segmentation (fine), we use a batch size of 2 con-
sisting of a fine and coarse data pair each. Furthermore, we increase
the learning rate by a factor of 3 without loosing convergence. Due
to the increased amount of training data paired with the extensive
data augmentation, the number of iterations needed for convergence
doubles and due to a doubled batch size the training time quadru-
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ples. Overall, by leveraging the coarse labels we obtain another 5.8%
performance gain.
While the receptive field of GoogLeNet is as large as 907× 907 pix-
els (Shelhamer et al., 2017), the effective field is considerably smaller
(Luo et al., 2016). Thus, in our last model, we aim to increase the
receptive field of the network and in turn the context information
that the network can exploit when classifying a pixel. A common ap-
proach towards this goal is to use feature representations at multiple
scales, e.g. Farabet et al., 2012; Yu and Koltun, 2016; Zhao et al., 2017.
We follow this line of research and opt for the context modules pro-
posed by Yu and Koltun, 2016 as parameterized for the Cityscapes
dataset. In that work, a set of dilated convolution is appended to a
VGG-16 network such that context information at various scales is ag-
gregated. In addition, Yu and Koltun, 2016 modify the FCN and use
dilated convolutions instead of strided pooling layers such that the
network’s output stride is 8 instead of 32. Since the latter modifica-
tions significantly increase the run time, we continue to use the more
efficient skip connections for upscaling. Adding the context module
to the GoogLeNet FCN yields a performance gain of 1.9% at an in-
crease of run time of only 6.3%. However, note that this comes at
the cost of a slight decrease of performance with respect to the iIoU,
which can be attributed to the context modules serving as regularizer
that suppresses the detection of small objects. Overall, we achieve a
performance of 73.9% IoU on the validation and of 72.6% on the test
set, c.f. Table 4.13. This performance is below of the state of the art,
but is the best-performing real-time network by a significant margin.
4.3.6 Cross-dataset evaluation
In order to show the compatibility and complementarity of Cityscapes
regarding related datasets, we applied an FCN model trained on our
data to CamVid (Brostow et al., 2009) and two subsets of KITTI (Ros
et al., 2015; Sengupta et al., 2013). We use the half-resolution model
(c.f. Section 4.3.3) to better match the target datasets, but we do not
apply any specific training or fine-tuning. In all cases, we follow the
evaluation of the respective dataset to be able to compare to previ-
ously reported results (Badrinarayanan et al., 2017; Vineet et al., 2015).
The obtained results in Table 4.18 show that our large-scale dataset
enables us to train models that are on a par with or even outperform-
ing methods that are specifically trained on another benchmark and
specialized for its test data. Further, our analysis shows that our new
dataset integrates well with existing ones and allows for cross-dataset
research.
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Dataset Best reported result Our result
CamVida 71.2b 72.6
KITTIc 61.6b 70.9
KITTId 82.2e 81.2
aBrostow et al., 2009
bBadrinarayanan et al., 2017
cRos et al., 2015
dSengupta et al., 2013
eVineet et al., 2015
Table 4.18: Quantitative results (average recall in percent) of our half-
resolution FCN-8s model trained on Cityscapes images and tested
on CamVid and KITTI.
4.4 instance-level semantic labeling4
In Section 1.2, we introduced common tasks for semantic scene un-
derstanding. Pixel-level semantic labeling, which we discussed in
Section 4.3 and which is the focus of this dissertation, does not aim
to separate individual object instances. The instance-level challenge
of the Cityscapes benchmark goes beyond and requires algorithms
to produce segments of individual traffic participants in the scene.
Training and evaluation of such methods in enabled by the instance-
level annotations of humans and vehicles, c.f. Section 4.2.2. As this
task goes beyond the scope of this dissertation, we briefly present the
task and its metrics in Section 4.4.1, but omit a discussion of the state
of the art.
4.4.1 Metrics
For the task of instance-level semantic labeling, approaches need to
produce predictions of traffic participants in the image. Each such de-
tection consists of a pixel-level segmentation mask, a semantic class
label, and a confidence score. Note that these detections can poten-
tially overlap, which needs to be taken into account by any evaluation
metric.
To evaluate the performance of a method, we center our metric
around the region-level average precision (APr; Hariharan et al., 2014)
that we compute for each class while averaging across a range of dif-
ferent overlap thresholds. Specifically, we start by matching predic-
tions with ground truth instances of the considered semantic class. A
pair of such regions matches, if they overlap by at least a given thresh-
4 This section is based on the contributions of Mohamed Omran with respect to the
instance-level semantic labeling benchmark (Section 4 in Cordts et al., 2016). It is
included in this dissertation for completeness.
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old, while the overlap is defined as the Intersection-over-Union (IoU),
c.f. Figure 3.5. If this overlap threshold is at least 50%, it holds that
no instance prediction can have multiple matches with the ground
truth, since the latter is non-overlapping. Based on these matches,
we define a predicted instance that matches the ground truth as a
True Positive (TP) and as a False Positive (FP) otherwise. Multiple
matches with the same ground truth instance are also counted as
False Positives (FPs). Unmatched ground truth instances are False
Negatives (FNs).
After counting occurrences of the different cases, the precision is
defined as
Precision =
∑
TP∑
TP +
∑
FP
(4.3)
and denotes the proportion of the predicted instances that are correct.
Further, the recall is defined as
Recall =
∑
TP∑
TP +
∑
FN
. (4.4)
and denotes the proportion of ground truth instances that are de-
tected. Since a sensible evaluation should not be restricted to a single
operating point, a varying threshold on the confidence score of the
instance predictions is applied. If this threshold has a rather low
value, the recall becomes high, but the precision decreases and vice
versa for high values. If we choose all occurring confidence values
as thresholds, we can compute the precision-recall curve, where the
precision is plotted against the recall with the confidence threshold
as an implicit parameter. The area under this curve is the Average
Precision (AP) and the higher this value, the better the method.
In terms of the value of the overlap threshold, we follow T.-Y. Lin et
al., 2014 and use 10 different overlaps ranging from 0.5 to 0.95 in steps
of 0.05. We repeat the above analysis for each of these values, average
the resulting APs, and denote the result again as AP for simplicity. In
doing so, we can prevent to give advantage to methods that perform
particularly well at a single overlap value.
Eventually, the main evaluation metric is obtained by averaging
over the evaluated classes, yielding the mean average precision AP. In
addition, we compute three minor scores. First, we restrict the eval-
uation to an overlap value of 50% yielding AP50%. Second and third,
we only consider traffic participants that are within 100m and 50m
distance from the camera, denoted as AP100m and AP50m, respectively.
These minor scores allow for an evaluation that focuses on different
domains important for autonomous driving. Often an accurate seg-
mentation is not required as reflected by AP50% and objects may have
a different importance depending on their distance to the vehicle as
assessed by AP100m and AP50m.
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4.5 benchmark suite
In Sections 4.3 and 4.4, we described the two major tasks within the
Cityscapes benchmark suite. Regarding both tasks, the purpose of
the benchmark suite is to be able to easily, transparently, and fairly
compare and rank different methods. To this end, we followed the
three concepts that are described in the following paragraphs and
are consistent with previous major datasets, e.g. ImageNet/ILSVRC
(Russakovsky et al., 2015), PASCAL VOC (Everingham et al., 2014), Mi-
crosoft COCO (T.-Y. Lin et al., 2014), or KITTI (Geiger et al., 2013).
public evaluation scripts For evaluating results of the differ-
ent tasks in our benchmark, we implemented corresponding evalu-
ation scripts. We published5 these scripts together with the dataset
such that the exact evaluation protocol is transparent, the scripts can
be reviewed by other researchers, and authors can use exactly the
same scripts to evaluate their methods on the validation set. As addi-
tional benefits, the scripts could be used for future projects, such that
ideally the comparability between performances on different datasets
is given.
evaluation server Based on the evaluation scripts, we imple-
mented an evaluation server6, where users can upload their results
such that these are automatically evaluated. In doing so, we can offer
a convenient service that ensures the same evaluation scheme for all
users and produces performance scores that can be fairly compared.
In addition, the evaluation server allows us to keep the test set annota-
tions private. Users can only access the input data for their methods,
e.g. the images, run their method on this data and upload the predic-
tions for evaluation, but they cannot conduct evaluations on the test
set on their own. In doing so, we can control how often a method
can be evaluated on the test set and therefore effectively prevent an
over-fitting, which in turn enables a realistic comparison.
Ideally, a single method would be restricted to a single evaluation
run only, since this best reflects the real-world requirements for a sys-
tem for urban scene understanding. An intelligent vehicle equipped
with such a system needs to parse incoming images and decide on
their content without getting a second chance. However, in practice
researchers develop different variants of a method that they would
like to compare, especially prior to conference submission deadlines;
the performance of a method might increase over time; or there might
be bugs in early implementations. Thus, a sensible amount of submis-
sions of the same method should be allowed. Further, the evaluation
server can only restrict submissions based on user accounts and not
5 www.github.com/mcordts/cityscapesScripts
6 www.cityscapes-dataset.com/submit
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based on method types, since it has no knowledge about the latter.
Therefore, we restrict submissions to one every 48h per user and a
maximum of 6 submissions per month. Additionally, we manually
control that multiple users with the same or close affiliation do not
circumvent this restriction. Overall, automated parameter tuning and
overfitting is effectively prevented by our evaluation server and simul-
taneously the requirements mentioned above are satisfied.
ranking website Once submissions are evaluated by the eval-
uation server, users have the option to publish their results in the
official benchmark table7. This table provides an overview of various
results on the Cityscapes dataset and allows to fairly compare differ-
ent methods. Besides the performance metrics, the table also contains
meta data that the participants provided for their submission, such
as the input data used by the methods, the leveraged training data,
or the method’s run time. To satisfy our goal of transparency, we
also provide the history for each method, in case the performance
numbers were updated over time.
4.6 impact and discussion
In this chapter, we introduced and analyzed Cityscapes, a large-scale
dataset paired with a benchmark suite focused on semantic urban
scene understanding. We created the largest dataset of street scenes
with high-quality and coarse annotations to date. While doing so,
we paid particular attention to the needs of autonomous driving ap-
plications. Motivated by our findings in Chapter 3, we ensured that
typical multi-modal input data is available. Further, we recorded
in 50 different cities to assess generalization capabilities. The pro-
posed dataset is extensively studied to provide statistics that are com-
pared with related datasets and confirm the unique characteristics
of Cityscapes. Based on our dataset, we developed benchmarks and
evaluation methodologies that reflect both established metrics in the
research community as well as novel ones tailored to autonomous
driving. The benchmark allows us to fairly compare state-of-the-art
approaches for semantic scene understanding. Based on our findings,
we developed an efficient FCN for pixel-level semantic labeling.
Since the publication of Cityscapes, numerous researchers have reg-
istered to download the dataset and submitted their results to our
evaluation server as shown in Figure 4.16. We observe a more than
linearly increasing number of registered users over time and note that
many researchers downloaded the data shortly after release. We ac-
count this to the fact that we announced the dataset prior to its pub-
lic release (Cordts et al., 2015) and created a mailing list to inform
interested people of its state. The number of submissions increases
7 www.cityscapes-dataset.com/benchmarks
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Figure 4.16: Activity statistics for the Cityscapes dataset over time. We show
the number of registered users as well as the number of submis-
sions to our evaluation server. In addition, we mark the submis-
sion deadlines for the major computer vision conferences CVPR
and ICCV. Note that the the dataset was realeased on February
20th, 2016 with an initial set of 10 submissions. Ever since we
observe a more than linearly increasing number of registered
users. The number of submissions increases approximately lin-
early, with additional submissions prior to the submission dead-
lines of CVPR and ICCV. These statistics include registered users
and submissions prior to April 15th, 2017.
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Figure 4.17: Best performing methods on the Cityscapes dataset over time.
We show the best IoU value for the pixel-level challenge and the
best AP value for the instance-level task at the respective points
in time. The ranges of the y-axes are chosen to cover the same
absolute range of performance. Note that we only consider pub-
licly visible submissions, but use the dates of the submissions
in order to generate this plot, not the publication dates. We ob-
serve that considerable progress has been made in both tasks,
while more recently the improvements in the instance-level task
are more significant. These statistics include all submissions
prior to April 15th, 2017.
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approximately linearly with an additional increase shortly before sub-
mission deadlines to major computer vision conferences. As of April
15th, 2017, i.e. one year and two months after release, there are 2144
registered researchers and 429 submissions to our evaluation server.
These statistics correspond to 5.1 registrations and 1 submission on
average per day.
Enabled by the large-scale Cityscapes benchmark, our research com-
munity achieved considerable advances in semantic urban scene un-
derstanding. Figure 4.17 documents this progress and shows the per-
formance of the best method on the Cityscapes leaderboard over time.
Prior to the publication, we already received submissions from inde-
pendent research groups running their state-of-the-art methods for
pixel-level semantic labeling at that time on our dataset. The best
method (Yu and Koltun, 2016) achieved a performance of 67.1% IoU.
Ever since, performance constantly increased, reaching 80.6% with
the method of Z. Wu et al., 2016. Considering the instance-level task,
progress is even larger. Starting with the baseline performance of
4.6% (Cordts et al., 2016), the best method (K. He et al., 2017) has
increased this number by a factor of 7, achieving 32% AP. Compared
to the pixel-level labeling challenge, we account the larger advances
in the instance-level task to the fact that this topic is newer, less exten-
sively studied, and gains an increasing popularity. In addition, the
baseline performance at the release of the benchmark was consider-
ably lower, simplifying the achievement of larger relative margins.
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In recent years, more and more vision technology has been de-
ployed in vehicles, mainly due to the low cost and versatility of image
sensors. As a result, the number of cameras, their spatial resolution,
and the list of algorithms that involve image analysis are constantly
increasing. This poses significant challenges in terms of processing
power, energy consumption, packaging space, and bandwidth, all of
which are traditionally limited on embedded hardware commonly
found in a vehicle.
In light of these constraints, it becomes clear that an essential part
of modern vision architectures in intelligent vehicles is concerned
with sharing of resources. One way towards this goal is to compress
the scene into a compact representation of the image content that ab-
stracts the raw sensory data, while being neither too specific nor too
generic, so that it can simultaneously facilitate various tasks such as
object detection, tracking, segmentation, localization, and mapping.
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This representation should allow for structured access to depth, se-
mantics, and color information and should carry high information
content while having a low memory footprint to save bandwidth and
computational resources.
Such a scene representation is obtained by the Stixel World as first
proposed by Badino et al., 2009 and extended by Pfeiffer and Franke,
2011b. Stixels are specifically designed for the characteristic layout of
street scenes and are based on the observation that the geometry is
dominated by planar surfaces. Moreover, prior knowledge constrains
the structure of typical street scenes predominantly in the vertical im-
age direction, i.e. objects are on top of a supporting ground plane and
the sky is typically in the upper part of the image. Furthermore, there
is a characteristic depth ordering from close to far away along this di-
rection. Note that those geometric relations are less pronounced in
the horizontal domain. Therefore, the environment is modeled as a
set of Stixels: thin stick-like elements that constitute a column-wise
segmentation of the image, see Figure 5.1a. Stixels are inferred by
solving an energy minimization problem, where the unary terms are
driven by depth information via stereo vision and structural and se-
mantic prior information is taken into account to regularize the solu-
tion. Overall, they provide a segmentation that contains all relevant
information at a sufficient level of detail while being compact and
easily parsable for downstream automotive vision applications, e.g.
Benenson et al., 2012; Enzweiler et al., 2012; Erbs et al., 2012; Franke
et al., 2013; Xiaofei Li et al., 2016; Muffert et al., 2014; Pfeiffer and
Franke, 2011a. The main benefits for such subsequent components
are that using Stixels as primitive elements either decreases parsing
time, increases accuracy, or even both at the same time. Also in Chap-
ter 3, we saw that a scene parsing system based on Stixel superpixels
yields best scene recognition performance at real-time speeds.
A second way to share computational resources is outlined by deep
neural networks, where dedicated features for specialized tasks share
a common set of more generic features in lower levels of the network.
In Chapter 4, we learned that a pixel-level labeling based on deep
learning methods and paired with a sufficient amount of training
data is very powerful and leads to state-of-the-art recognition perfor-
mance. Especially, when tuned for real-time speeds as in Section 4.3.5,
deep networks become highly attractive for automotive applications.
Thus, the goal of this chapter is to work towards the scene represen-
tation called Semantic Stixels, c.f. Figure 5.1, combining the strengths
of Stixels for representing urban scenes with pixel-level CNNs for a
semantic scene parsing. To this end, we start by discussing related
scene representations in Section 5.1. We continue by presenting the
underlying world assumptions in Section 5.2 as originally proposed
by Pfeiffer and Franke, 2011b. We then formalize the Stixel model via
a Conditional Random Field (CRF) in Section 5.3. Based on approx-
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(a) Depth representation, where Stixel colors encode disparities from close (red) to
far (green).
(b) Semantic representation, where Stixel colors encode semantic classes following
Chapter 4.
Figure 5.1: Scene representation obtained via Semantic Stixels. The scene is
represented via its geometric layout (top) and semantic classes
(bottom).
imations and ideas presented by Pfeiffer, 2011, an efficient inference
scheme respecting the formalism of the CRF paired with a complexity
analysis is derived in Section 5.4. Again leveraging the CRF, we out-
line an automated parameter learning in Section 5.5. Subsequently,
we show that we can exploit the CRF formulation and extend the
Stixel model with additional data and prior information, e.g. driven
by object detectors as sketched in Section 5.6. Eventually, the Seman-
tic Stixel World is evaluated (Section 5.7) and we conclude with a
discussion in Section 5.8.
This chapter is based on the journal article of Cordts et al., 2017b
and contains verbatim quotes. The article was published as joint work
with Timo Rehfeld and Lukas Schneider and unifies previous work
on the Stixel World. Timo Rehfeld proposed to enrich the Stixel seg-
mentation with semantic information via pixel-level input cues as
first presented in (Scharwächter and Franke, 2015). Lukas Schneider
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improved this methodology and made the inference tractable for a
large number of semantic classes (L. Schneider et al., 2016). The con-
tribution relevant for this dissertation is the formalism of the Stixel
World via a graphical model that allows to unify previous variants
into a single model, to provide an analysis of the inference scheme,
and to learn the model parameters from training data. A first ver-
sion of the graphical model was presented in Cordts et al., 2014,
paired with an extension with object-level cues that we address in
Section 5.6.
5.1 related scene representations
Depending on the perspective, the Semantic Stixel World is related
to different lines of research. Considering its output, the Stixel seg-
mentation is related to stereo vision and semantic labeling. However,
as this output directly depends on the pixel-level input, a discussion
of methods for stereo vision goes beyond the scope of this disser-
tation and the reader is referred to excellent benchmarks such as
KITTI (Geiger et al., 2013). Related work for semantic labeling has
already been covered in Chapter 2 and a benchmark is provided in
Section 4.3.4.
Interpreting the Stixels as a segmentation of the input image based
on various cues, we cover unsupervised image segmentation in Sec-
tion 5.1.1. Simultaneously, the Stixel model is designed as an envi-
ronment model for autonomous driving in street scenes. Thus, we
address related representations with the same scope in Section 5.1.2.
In Section 5.1.3, we turn towards methods exploiting similar geomet-
ric model assumptions about the environment, i.e. a layered structure
of support, vertical, and sky regions.
This chapter extends the Stixel World proposed by David Pfeiffer
in Pfeiffer, 2011; Pfeiffer and Franke, 2011b. There, the environment
model, data and prior terms, as well as inference via Dynamic Pro-
gramming (DP) were introduced. We extend this work with a graph-
ical model, providing a clear formalism, we additionally leverage se-
mantic and color information, we analyze the inference scheme, and
we outline automatic parameter learning. Note that there exist several
other Stixel-like models implemented by different research groups, i.e.
Benenson et al., 2012; Levi et al., 2015; M.-Y. Liu et al., 2015; Rieken
et al., 2015; Sanberg et al., 2014.
5.1.1 Unsupervised image segmentation
The task of unsupervised image segmentation is to segment an im-
age into regions of similar color or texture. Approaches in this field,
include superpixel methods, e.g. Achanta et al., 2012; Comaniciu and
Meer, 2002; Felzenszwalb and Huttenlocher, 2004; Levinshtein et al.,
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2009, or those producing segmentation hierarchies or large regions
(Arbeláez et al., 2011; Carreira and Sminchisescu, 2012). Typically,
these unsupervised methods rely on simple model constraints and
the resulting segment size is controlled by only a few parameters.
Hence, these methods are fairly generic and are often leveraged as
the smallest element of processing granularity in contrast to directly
accessing individual pixels. In doing so, efficiency can be increased
and classification is guided, e.g. for object detection (Girshick et al.,
2014; Uijlings et al., 2013), or for semantic labeling (Arbeláez et al.,
2012; Carreira et al., 2012b).
Also Stixels can be interpreted as superpixels providing a segmen-
tation of the input image data. However, in contrast to generic unsu-
pervised segmentation methods, Stixels are specific to street scenes.
They exploit prior information and the typical geometric layout to
yield an accurate segmentation. Further, Stixels are restricted to rect-
angular shape and are computed independently for each column. In
Chapter 3, we investigated different image segmentation techniques
when being used as first processing step in a semantic urban scene
understanding system and found that Stixels lead to the best results.
5.1.2 Street scene environment models
When representing the environment of an autonomous vehicle, oc-
cupancy grid maps are a common choice, e.g. Dhiman et al., 2014;
Muffert et al., 2014; Nuss et al., 2015; Thrun, 2002. While the Stixels
are inferred in the image plane, grid map models represent the sur-
roundings in bird’s eye perspective and partition the scene into a grid.
Occupancy information is then assigned to each grid cell, such that
the drivable space, obstacles and occluded areas can be distinguished.
Similar to grid maps, the Stixel segmentation distinguishes between
support regions, i.e. drivable area, and vertical segments, i.e. obstacles.
Furthermore, it allows for an explicit reasoning about non-observable
elements of the scene. Overall, transferring the Stixel World into an
occupancy grid is straight-forward.
5.1.3 Layered environment models
In our Stixel model, we distinguish between three structural classes,
i.e. support, vertical and sky, to represent the environment. An ap-
proach to infer the geometric surface layout of elements in an im-
age based on exactly these three classes was previously proposed
by Hoiem et al., 2007. The method relies on features from different
cues, such as color, texture, superpixel location and shape, as well as
perspective information. Hoiem et al., 2007 further classify vertical
segments into different properties such as porous or solid, while we
classify Stixel segments into different semantic classes.
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Felzenszwalb and Veksler, 2010 introduce the tiered scene labeling
problem, a model where the scene is vertically split into a bottom,
middle, and top part, for example reflecting ground, object, and sky
regions. The middle part is then further subdivided horizontally into
segments of varying extent. Restricting the scene to such a tiered
layout, the globally optimal solution can be inferred via Dynamic
Programming (DP) yielding improved results with respect to Hoiem
et al., 2007. Nevertheless, the layout is too restrictive to accurately rep-
resent complex street scenes, c.f. Chapter 4. The Stixel model assumes
a similar scene structure and exploits such constraints for efficient in-
ference.
More recently, M.-Y. Liu et al., 2015 combined the tiered scene
model with the column-wise Stixel segmentation. The approach in-
fers semantic and depth information jointly based on features from
a deep neural network and stereo matching, respectively. In contrast,
Stixels rely on precomputed semantic and depth cues paired with con-
fidence metrics. While this is in theory disadvantageous compared to
the approach of M.-Y. Liu et al., 2015, doing so allows for a pipelin-
ing of the individual components and thus increases the achievable
frame rate of the overall system. Furthermore, M.-Y. Liu et al., 2015
extend the tiered model to up to four layers, but the method does
not scale well to more layers. In contrast, the Stixel model allows for
as many layers per column as there are image pixels, enabling the
representation of complex scenes.
5.2 the stixel model
The Stixel World S as proposed by Pfeiffer and Franke, 2011b is a
segmentation of an image into superpixels, where each superpixel is
a thin stick-like segment with a class label and a 3D planar depth
model. The key difference between Stixels and other segmentation
approaches is that the segmentation problem of a w × h image is
broken down to w/ws individual 1D segmentation problems, one for
each column of width ws in the image. The horizontal extent ws > 1
is fixed to typically only a few pixels and chosen in advance to reduce
the computational complexity during inference. The vertical extent of
each Stixel is inferred explicitly in our model. To further control the
run time of our method, we apply an optional downscaling in the
vertical direction by a factor of hs > 1.
The idea behind this approach is that the dominant structure in
road scenes occurs in the vertical domain and can thus be modeled
without taking horizontal neighborhoods into account. This simplifi-
cation allows for efficient inference, as all columns can be segmented
in parallel. We regard our model as a medium-level representation for
three reasons: (1) each Stixel provides an abstract representation of
depth, physical extent, and semantics that is more expressive than
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individual pixels; (2) the Stixel segmentation is based upon a street
scene model, compared to bottom-up super-pixel methods; (3) Stixels
are not a high-level representation, as individual object instances are
covered by multiple Stixels in their horizontal extent. All in all, Stix-
els deliver a compressed scene representation that subsequent higher-
level processing stages can build on.
The label set of the Stixel class labels is comprised of two hierar-
chical layers. The first contains three structural classes, “support” (S),
“vertical” (V), and “sky” (Y). All three structural classes can be distin-
guished exclusively by their geometry and reflect our underlying 3D
scene model: support Stixels are parallel to the ground plane at a con-
stant height and vertical/sky Stixels are perpendicular to the ground
plane at a constant/infinite distance. In the second layer, we further
refine the structural classes to semantic classes that are sub-classes of
the sets S, V, and Y. Semantic classes such as road or sidewalk, for ex-
ample, are in the support set S, whereas building, tree or vehicle are
vertical, i.e. in V. The actual set of semantic classes is highly depen-
dent on the application and is further discussed in the experiments
in Section 5.7.
The input data for our inference is comprised of a dense depth
map, a color image, and pixel-level label scores for each semantic
class. Note that all three input channels are optional and are not
restricted to specific stereo or pixel classification algorithms. In Sec-
tion 5.6, we discuss an extension, where we leverage object detections
as additional input channel.
In the following sections, we focus on a single image column of
width ws and provide a detailed mathematical description of the
Stixel model. Our graphical model defines the energy function and
gives an intuition on factorization properties and thus statistical in-
dependence assumptions. Further, we describe an efficient energy
minimization procedure via Dynamic Programming (DP) yielding the
segmentation of one image column. Subsequently, we sketch learn-
ing of the model parameters from ground truth data via Structured
Support Vector Machines (S-SVMs).
5.3 graphical model
In the following, we define the posterior distribution P(S: |M:) of
a Stixel column S: given the measurements M: within the column
based on ideas presented by Pfeiffer and Franke, 2011b. These mea-
surements usually consist of a dense disparity map D:, the color im-
age I:, and pixel-level semantic label scores L:. However, not all of
these channels are required simultaneously and we will discuss a dif-
fering constellation in Section 5.6. We describe the posterior by means
of a graphical model to allow for an intuitive and clear formalism, a
structured description of statistical independence, and a visualization
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Figure 5.2: The Stixel world as a factor graph that depicts the factoriza-
tion of the posterior distribution, c.f. Equation (5.1). Each
Stixel Si (dashed boxes) stands for the five random variables
Vbi ,V
t
i,Ci,Di, Oi (circles) denoting the Stixel’s vertical extent
from bottom to top row, its semantic class label, its 3D position,
and its color attribute. The hatched node on the left denotes the
random variable N describing the number of Stixels n that con-
stitute the final segmentation. Black squares denote factors of
the posterior and are labeled according to the descriptions given
in the text. The prior distribution factorizes according to the left
part, whereas the right part describes the measurement likeli-
hood. The circles D:, I:, and L: denote the measurements, i.e. a
column of the disparity map, the color image, and the pixel-level
semantic label scores, respectively. If all measurements are ob-
served (indicated by gray shading) and if the number of Stixels
N is thought to be fixed (indicated by gray hatched shading), the
graph is chain-structured on the Stixel level. This property is ex-
ploited for inference via dynamic programming (see Section 5.4).
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via a factor graph, c.f. Figure 5.2. The graph provides two high-level
factors. The first rates the likelihood of a measurement given a candi-
date Stixel column and is denoted as P˜(M: | S:). The second factor
models our a-priori knowledge about street scenes, i.e. the prior P˜(S:).
Note that both, likelihood and prior are unnormalized probability
mass functions. Together with the normalizing partition function Z,
the posterior distribution is defined as
P(S: |M:) =
1
Z
P˜(M: | S:) P˜(S:) . (5.1)
For the ease of notation, we switch to the log-domain and obtain
P(S: = s: |M: = m:) =
1
Z(m:)
e−E(s:,m:) , (5.2)
where E(·) is the energy function, defined as
E(s:,m:) = Φ(s:,m:) +Ψ(s:) . (5.3)
The function Φ(·) represents the likelihood and Ψ(·) the prior.
In order to mathematically define the posterior energy function, we
need a fixed number of random variables describing the segmenta-
tion S:. This is accomplished by splitting the column S: into as many
individual Stixels Si as maximally possible, i.e. i ∈ {1 . . . h}, and into
an additional random variable N ∈ {1 . . . h} denoting the number of
Stixels that constitute the final segmentation. For a certain value n,
we set all factors connected to a Stixel Si with i > n to zero energy.
Thus, these factors do not influence the segmentation obtained. For
ease of notation, we continue by assuming i 6 n and drop the de-
pendency of the factors on N. We revisit these simplifications and
discuss their impact during inference later in Section 5.4.
Besides the random variable N, the column segmentation S: con-
sists of h Stixels Si, where S1 is the lowest Stixel and Sh the highest.
A Stixel Si is in turn split into the five random variables Vbi , V
t
i, Ci,
Oi, and Di. The first two denote the vertical extent from bottom to
top row. The variable Ci represents the Stixel’s semantic class label
(and in turn the structural class via the label hierarchy), Oi is its color
attribute, and Di parameterizes the disparity model. Note that a ver-
tical segment at constant distance maps to a constant disparity, while
a support segment at constant height maps to a constant disparity
offset relative to the ground plane. Hence, both, the distance and the
height are captured by a single random variable Di.
5.3.1 Prior
The prior Ψ(s:) from Equation (5.3) captures prior knowledge on
the scene structure independent from any measurements. Such a
model serves as regularization of the segmentation and becomes es-
pecially important in challenging scenarios such as bad weather or
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night scenes were the measurements are noisy. The prior term factor-
izes as
Ψ(s:) = Ψmc(n) +
h∑
i=1
∑
id
Ψid(si, si−1,n) , (5.4)
where id stands for the name of the factors corresponding to their
labels in Figure 5.2. Note that not all factors actually depend on all
variables si, si−1, or n. In the following, we define and explain the
individual factors by grouping them regarding their functionality, i.e.
model complexity, segmentation consistency, structural priors, and
semantic priors.
model complexity The model complexity prior Ψmc is the main
regularization term and controls the compromise between compact-
ness and robustness versus fine granularity and accuracy. The factor
is defined as
Ψmc(n) = βmc n . (5.5)
The higher the parameter βmc is chosen, the fewer Stixels are ob-
tained, hence the segmentation becomes more compact.
segmentation consistency In order to obtain a consistent seg-
mentation, we define hard constraints to satisfy that segments are
non-overlapping, connected, and extend over the whole image. This
implies that the first Stixel must begin in image row 1 (bottom row)
and the last Stixel must end in row h (top row), i.e.
Ψ1st
(
vb1
)
=
{
0 if vb1 = 1∞ otherwise , (5.6)
Ψnth,i
(
n, vti
)
=
{∞ if n = i and vti 6= h
0 otherwise .
(5.7)
Further, a Stixel’s top row must be above the bottom row and consec-
utive Stixels must be connected, i.e.
Ψt>b
(
vbi , v
t
i
)
=
{
0 if vbi 6 vti∞ otherwise , (5.8)
Ψcon
(
vbi , v
t
i−1
)
=
{
0 if vbi = v
t
i−1 + 1∞ otherwise . (5.9)
In Section 5.4, we will show that these deterministic constraints can
be exploited to significantly reduce the computational effort.
structural priors Road scenes have a typical 3D layout in
terms of the structural classes support, vertical, and sky. This lay-
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out is modeled by Ψstr, which is in turn comprised of two factors,
both responsible for an individual effect, i.e.
Ψstr
(
ci, ci−1,di,di−1, vbi
)
= Ψgrav +Ψdo . (5.10)
The gravity component Ψgrav is only non-zero for ci ∈ V and ci−1 ∈ S
and models that in 3D a vertical segment usually stands on the pre-
ceding support surface. Consequently, the vertical segment’s dispar-
ity di and the disparity of the support surface must coincide in row
vbi . The latter disparity is denoted by the function ds(v
b
i ,di−1) and
their difference as ∆d = di − ds(vbi ,di−1). Then, Ψgrav is defined as
Ψgrav =

α−grav +β
−
grav∆d if ∆d < 0
α+grav +β
+
grav∆d if ∆d > 0
0 otherwise .
(5.11)
The second term Ψdo rates the depth ordering of vertical segments.
Usually, an object that is located on top of another object in the image
is behind the other one in the 3D scene, i.e. the top disparity is smaller
than the bottom one. Therefore, we define
Ψdo =
{
αdo +βdo (di − di−1) if ci ∈ V, ci−1 ∈ V,di > di−1
0 otherwise .
(5.12)
semantic priors The last group of prior factors is responsible
for the a-priori knowledge regarding the semantic structure of road
scenes. We define the factor as
Ψsem(ci, ci−1) = γci + γci,ci−1 . (5.13)
The first term γci describes the a-priori class probability for a cer-
tain class ci, i.e. the higher the values are, the less likely are Stixels
with that class label. The latter term γci,ci−1 is defined via a two-
dimensional transition matrix γci,ci−1 for all combinations of classes.
Individual entries in this matrix model expectations on relative class
locations, e.g. a support Stixel such as road above a vertical Stixel
such as car might be rated less likely than vice versa. Note that we
capture only first order relations to allow for efficient inference. Fi-
nally, we define Ψsem1(c1) analogously for the first Stixel’s class, e.g.
a first Stixel with a support class such as road might be more likely
than with a vertical class such as infrastructure or sky.
5.3.2 Data likelihood
The data likelihood from Equation (5.3) integrates the information
from our input modalities (disparity map D:, color image I:, and se-
mantic label scores L:) and rates their compatibility with a candidate
118 semantic stixels
Stixel column. We rely on multiple input modalities mainly for re-
dundancy and in order to combine their individual strengths. The
depth information allows to separate support from vertical segments
as well as multiple stacked objects at different distances. Further-
more, these data terms are in principle independent of the actual
object type and therefore generalize very well to varying scene types
and content. The semantic channel in turn is based on classifiers for
a specific set of classes. For these classes it shows excellent recogni-
tion performance, but might fail for novel semantic classes. Further,
such a classifier typically does not separate multiple neighboring in-
stances of the same semantic class, e.g. multiple cars behind each
other, while the depth information supports their segmentation. Our
last channel, the color image itself, is a comparably weak source of
information, but nevertheless helps to localize precise object bound-
aries and is useful whenever an over-segmentation that captures all
image boundaries is desirable.
The likelihood term factorizes as
Φ(s:,m:) =
h∑
i=1
vti∑
v=vbi
ΦD(si,dv, v) +ΦI(si, iv) +ΦL(si, lv) . (5.14)
Note that we sum over the maximum number of Stixels h, but as
described above, all factors for i > n are set to zero. Further, for a
given Stixel segmentation s:, we model the data likelihoods to be in-
dependent across pixels and therefore their contribution decomposes
over the rows v. In the following, we describe the contributions of the
individual modalities to a Stixel si.
depth The depth likelihood terms are designed according to our
world model consisting of supporting and vertical planar surfaces.
Since the width w of a Stixel is rather small, we can neglect the in-
fluence of slanted surfaces. Instead, these are represented, with some
discretization, via neighboring Stixels at varying depths. In doing so,
the 3D orientation of a Stixel is sufficiently described by its structural
class, i.e. support or vertical. Accordingly, the 3D position of a Stixel
is parametrized by a single variable Dv paired with its 2D position in
the image. This variable is the Stixel’s constant disparity for a vertical
segment and a constant disparity offset relative to the ground plane
for a support segment, c.f. Figure 5.3.
We use depth measurements in the form of dense disparity maps,
where each pixel has an associated disparity value or is flagged as
invalid, i.e. dv ∈ {0 . . . dmax,dinv}. The subscript v denotes the row
index within the considered column. The depth likelihood term
ΦD(si,dv, v) is derived from a probabilistic, generative measurement
model Pv(Dv = dv | Si = si) according to
ΦD(si,dv, v) = −δD(ci) log(Pv(Dv = dv | Si = si)) . (5.15)
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vhor
row v
disparity dv0 dv=0
sky
tree
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road
Figure 5.3: Disparity measurements (black lines) and resulting Stixel seg-
mentation (colored lines) for a typical image column (right). The
purple dashed line symbolizes the linear ideal disparity measure-
ments along a planar ground surface that support segments such
as road or sidewalk are parallel to. Obstacles form vertical Stix-
els, e.g. person or tree. Sky is modeled with a disparity value of
zero. Adapted from Pfeiffer, 2011.
The term incorporates class-specific weights δD(ci) that allow to learn
the relevance of the depth information for a certain class. Let pval be
the prior probability of a valid disparity measurement. Then, we
obtain
Pv(Dv | Si) =
{
pval Pv,val(Dv | Si) if dv 6= dinv
(1− pval) otherwise ,
(5.16)
where Pv,val(Dv | Si) denotes the measurement model of valid mea-
surements only and is defined as
Pv,val(Dv | Si) =
pout
ZU
+
1− pout
ZG(si)
e
− 12
(
dv−µ(si ,v)
σ(si)
)2
. (5.17)
This distribution is a mixture of a uniform and a Gaussian distribu-
tion and defines the sensor model. While the Gaussian captures typ-
ical disparity measurement noise, the uniform distribution increases
the robustness against outliers and is weighted with the coefficient
pout. The Gaussian is centered at the disparity value µ(si, v) of the
Stixel si, which is constant for vertical Stixels, i.e. µ(si, v) = di, and
depends on row v for support Stixels, c.f. Figure 5.3. The standard
deviation σ captures the noise properties of the stereo algorithm and
is chosen depending on the class ci, e.g. for class sky the noise is ex-
pected to be higher than for the other classes due to missing texture
as needed by stereo matching algorithms. The parameters pval, pout,
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and σ are either chosen a-priori, can be obtained by estimating con-
fidences in the stereo matching algorithm as shown by Pfeiffer et al.,
2013, or can be chosen based on empirical measurements as described
in Cordts et al., 2017b. The terms ZG(si) and ZU normalize the two
distributions.
color image Common superpixel algorithms such as Simple Lin-
ear Iterative Clustering (SLIC, Achanta et al., 2012) work by grouping
adjacent pixels of similar color. We follow this idea by favoring Stix-
els with a small squared deviation in LAB color space from their color
attribute Oi. Thus, the color likelihood ΦI(si, iv) in Equation (5.14)
is defined as
ΦI(si, iv) = δI(ci) ‖iv − oi‖22 . (5.18)
Since some classes might satisfy a constant color assumption bet-
ter than others, e.g. sky vs. object, each class is associated with an
individual weight δI. Note that it is straightforward to extend this
likelihood term to more sophisticated color or texture models. In
this work, we opt for semantic label scores to incorporate appearance
information.
semantic label scores The driving force in terms of semantic
scene information is provided by a pixel-level labeling system that
delivers normalized semantic scores lv(ci) with
∑
ci
lv(ci) = 1 for all
considered classes ci at all pixels v. This input channel not only sepa-
rates the structural classes into their subordinate semantic classes, but
also guides the segmentation by leveraging appearance information.
The semantic scores yield the likelihood term
ΦL(si, lv) = −δL(ci) log(lv(ci)) (5.19)
in Equation (5.14). Again, we use class-specific weights δL(ci).
5.4 inference
We perform inference by finding the maximum-a-posteriori (MAP) so-
lution by maximizing Equation (5.1), or equivalently by minimizing
the energy function in Equation (5.3). One motivation for this is that
as opposed to a maximum marginal estimate, the obtained segmenta-
tion is consistent in terms of the constraints described in Section 5.3.1.
We describe the inference algorithm in three stages: first using a naive
solution, then by exploiting algorithmic simplifications, and eventu-
ally by using slight approximations to further reduce the computa-
tional effort.
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5.4.1 Dynamic programming
If we treat the given measurements as implicit parameters and com-
bine Equations (5.3), (5.4) and (5.14), the optimization problem has
the structure
s?: = argmin
n,s1...sh
Ψmc(n) +Φ1(s1,n) +Ψ1(s1,n)
+
h∑
i=2
Φi(si,n) +Ψi(si, si−1,n) ,
(5.20)
where all prior and likelihood factors of a single Stixel i or a pair of
neighboring Stixels are grouped together. A straightforward way to
solve Equation (5.20) is to iterate over all possible numbers of Stixels
n and solve
c?n = Ψmc(n)
+ min
s1...sh
Φ1,n(s1) +Ψ1,n(s1) +
h∑
i=2
Φi,n(si) +Ψi,n(si, si−1)
(5.21)
for each fixed n. The minimum value of all c?n determines n? and
the minimizing segmentation s?: is the optimal segmentation of the
current column. Next, for a fixed n, we exploit that Φi,n = Ψi,n = 0
for i > n and that the factor Ψnth,i reduces to the constraint vtn = h.
Besides that, neither Φi,n nor Ψi,n depend on n or i (except for i = 1)
and it holds that
c?n = Ψmc(n) + mins1...sn
vtn=h
Φ(s1) +Ψ1(s1) +
n∑
i=2
Φ(si) +Ψ(si, si−1) .
(5.22)
Due to the first-order Markov property on Stixel super-nodes, c.f.
Figure 5.2, Equation (5.22) can be solved via the Viterbi algorithm, i.e.
Dynamic Programming (DP), by reformulation as
c?n = Ψmc(n) + min
sn,vtn=h
(
Φ(sn)
+ min
sn−1
(
Φ(sn−1) +Ψ(sn, sn−1)
...
+ min
s1
(
Φ(s1) +Ψ(s2, s1) +Ψ1(s1)
)
. . .
))
.
(5.23)
The number of possible states of a Stixel Si is
|Si| =
∣∣V t∣∣ ∣∣∣Vb∣∣∣ |C| |O| |D| = h2 |C| |O| |D| , (5.24)
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and hence we obtain a run time of O
(
N |Si|
2
)
= O
(
Nh4 |C|2 |O|2 |D|2
)
for each value of n. Since inference is run for n ∈ {1 . . . h}, the overall
run time is O
(
h6 |C|2 |O|2 |D|2
)
. This assumes that all prior and likeli-
hood factors can be computed in constant time. In case of the priors,
this property becomes evident from the definitions in Section 5.3.1.
For the data likelihoods, constant run time is achieved by leverag-
ing integral tables within each image column. For the disparity data
term, we apply the approximations described in Pfeiffer, 2011 to com-
pute the integral table of the disparity measurements. Overall, the
asymptotic run time of such pre-computations is small compared to
the inference via the Viterbi algorithm and can thus be neglected.
5.4.2 Algorithmic simplification
The run time can be significantly reduced by exploiting the structure
of the optimization problem in Equation (5.23). All intermediate prob-
lems neither depend on the number of Stixels n nor on the actual
Stixel index i, except for i = 1. Further, the model complexity fac-
tor Ψmc(n) is linear in the number of Stixels, c.f. Equation (5.5), and
can thus be transformed into a constant unary term for each Stixel.
Therefore, inference can be performed jointly for all values of n and
the overall run time reduces to O
(
|Si|
2
)
= O
(
h4 |C|2 |O|2 |D|2
)
.
Further improvement is obtained by exploiting the deterministic
constraints on the segmentation consistency, c.f. Section 5.3.1. The
random variable Vbi can be substituted with V
t
i−1 + 1 for i > 1 and
with 1 for i = 1, c.f. the factors Ψcon and Ψ1st in Equations (5.6)
and (5.9). As shown in Figure 5.2, there is no connection between
Vbi and any random variable from Stixel Si+1. Thus, the substitution
does not add a second-order dependency and an inference via the
Viterbi algorithm is still possible. However, the number of states is
reduced to
|Si| =
∣∣V t∣∣ |C| |O| |D| = h |C| |O| |D| , (5.25)
and the overall run time becomes O
(
h2 |C|2 |O|2 |D|2
)
.
An inspection of all factors defined in Section 5.3 unveils that no
pairwise factor depends on the Stixel’s color attribute Oi. Instead,
only the image data likelihood in Equation (5.18) depends on Oi
and its minimization is solved analytically, i.e. o?i is the mean im-
age within the Stixel si. Both, o?i and the value of Equation (5.18),
can be computed in constant time using integral tables. The run time
is therefore reduced to O
(
h2 |C|2 |D|2
)
.
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Let us now discuss the role of Ci, i.e. the Stixel’s semantic class and
indirectly its structural class1. The structural prior in Equation (5.10)
depends only on the structural class, but not on the semantic class,
while the semantic prior in Equation (5.13) can in principle model
transitions between semantic classes. However, in practice it is suf-
ficient to restrict this prior to structural classes only and add excep-
tions for a few select classes depending on the actual application, e.g.
Section 5.6. The same holds for the weights of the data likelihoods,
i.e. δD(ci) , δI(ci) , δL(ci). Since there is a fixed number of three
structural classes referring to our world model, the evaluation of all
pairwise terms is constant with respect to the number of classes. Only
the data likelihood in Equation (5.19) depends on |C|, yielding a run
time of O
(
h2 |C| |D|2
)
.
5.4.3 Approximations
To further reduce the inference effort, Pfeiffer, 2011 proposed to not
infer the variables Di that describe the Stixels’ 3D positions. Instead,
the value is computed from the given disparity map depending on
the Stixel’s extent and structural class label by averaging the dispar-
ities within a vertical Stixel respectively the disparity offsets within
a support Stixel. In doing so, the isolated disparity data likelihood
terms are minimized individually, but the global minimum including
the priors is not found exactly. Note that the Stixel’s 3D position still
depends on its extent, which in turn is inferred by solving the global
minimization problem. The average disparities can be computed in
constant time using integral tables and the overall run time reduces to
O
(
h2 |C|
)
, which is a significant improvement compared to the initial
run time of O
(
h6 |C|2 |O|2 |D|2
)
.
A different interpretation of the inference problem is to find the
shortest path in the Directed Acyclic Graph (DAG) in Figure 5.4. The
edge weights in that graph are defined according to Equation (5.22).
For an edge between two Stixels sl (left) and sr (right), the weight is
Φ(sl) + Ψ(sr, sl). Between the source and a Stixel sr, the weight is
Ψ1(sr) and between a Stixel sl and the sink we obtain Φ(sl). Note
that in all three cases, the model complexity factor is decomposed
over these weights, yielding an additional term βmc. Solving the
shortest path problem is bound by the number of edges O
(
h2
)
and
finding the optimal semantic class for each edge in O(|C|), yielding
O
(
h2 |C|
)
.
1 The described simplification was originally proposed by Lukas Schneider (L. Schnei-
der et al., 2016) and is here embedded into the formalism provided by the graphical
model.
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1 2 h· · ·vti =
Figure 5.4: Stixel inference algorithm as a shortest path problem, where the
Stixel segmentation is obtained by the colored nodes along the
shortest path from the source (left gray node) to the sink (right
gray node). The color of the circles denotes the Stixel’s structural
class, i.e. support (purple), vertical (red), and sky (blue). The
horizontal position of the nodes is the Stixel’s top row vti. The
graph is a Directed Acyclic Graph (DAG), where only the incom-
ing edges of support nodes are shown.
5.5 parameter learning
The Stixel segmentation is obtained by minimizing the energy func-
tion as introduced in Section 5.3, which is in principle controlled by
two groups of parameters. The first group holds the parameters of the
generative disparity model, which accounts for the planar Stixel as-
sumption as well as the measurement uncertainty of depth estimates,
i.e. pval, pout, and σ in Equation (5.16) and Equation (5.17). In order to
derive these parameters from data or stereo confidences, the reader
is referred to Cordts et al., 2017b and Pfeiffer et al., 2013, respectively.
The energy function is linear in all remaining parameters form-
ing the second group of parameters, i.e. model complexity (βmc),
structural priors (α−grav, β−grav, α+grav, β+grav, αdo, βdo), semantic priors
(γci , γci,ci−1) and the weights between the data likelihoods (δD(ci),
δI(ci), δL(ci)). As tuning these parameters manually can be a te-
dious task, we investigate automatic parameter learning by means of
a Structured Support Vector Machine (S-SVM) with margin-rescaled
Hinge loss (Nowozin and Lampert, 2011). To do so, we generate
ground truth Stixels using the Cityscapes dataset, c.f. Chapter 4. We
cut the instance-level annotations into individual columns and assign
the corresponding ground truth class label to every instance segment.
Further, we approximate ground truth 3D models according to the
planar assumptions of support and vertical Stixels. To this end, we
base on the median SGM depth measurements (Gehrig et al., 2009;
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Hirschmüller, 2008) within a Stixel assuming that this approximation
is sufficient to estimate the parameters we are interested in.
Next, we define a loss that compares a ground truth Stixel seg-
mentation with an inferred one. For each inferred Stixel, we deter-
mine the maximum overlapping ground truth Stixel and compute the
squared deviations between the top and bottom rows that we add to
the loss. We punish under-segmentations by two orders of magnitude
stronger than over-segmentations since under-segmentation might re-
sult in an undetected obstacle, which is the worst-case scenario for an
autonomous vehicle. The induced loss of both cases is truncated after
a significant deviation between inferred and ground truth Stixel, con-
sidering the cut as missed. In addition to segmentation errors, we add
the number of pixels with erroneous structural class in each column
as additional loss. In doing so, the loss decomposes over the inferred
Stixels and can be treated as a fourth data term, hence the inference
during training is tractable using the same method and approxima-
tions as in Section 5.4. While the sketched structured learning ap-
proach works in principle and converges to a meaningful parameter
set, we found that the obtained results are comparable, but never sur-
pass manual tuning that is guided by empirical observations of street
scenes. We experimented with different loss variants, but in all cases
manually tuned parameters were still slightly better, even in terms of
the loss used for training. We attribute this effect to the convex relax-
ation of the Hinge loss, which in our case may not be tight enough.
Hence, parameter learning for the Stixel model yields a valid start-
ing point, but further manual guidance by physical evidence helps to
increase robustness and generalization abilities.
5.6 object-level knowledge
In Section 5.3.2, we proposed to leverage semantic information from a
pixel-level semantic labeling system as data term for the Stixel gener-
ation. Since such a system shows excellent recognition performance
for complex urban scenes with various types of objects in often highly
occluded constellations, c.f. Chapter 4, the main focus of this disser-
tation is on such pixel-level semantic parsing. However, bounding
box object detectors (Felzenszwalb et al., 2010; Girshick, 2015; W. Liu
et al., 2016; Redmon et al., 2016; Viola and Jones, 2004) also show
excellent performance: such detectors were successfully used for au-
tonomous driving systems (Franke et al., 2013) and are already avail-
able in series production vehicles, e.g. a pedestrian detector based on
Enzweiler and Gavrila, 2009 in Mercedes-Benz cars. Besides bound-
ing box detectors, object-level knowledge can also stem from instance-
level segmentation, c.f. Section 4.4 or simple line detectors for guard
rails, e.g. Scharwächter et al., 2014b.
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(a) Two different types of object-level knowledge. Vehicles are represented by bound-
ing boxes whereas guard rails are described by 2D lines delimiting their top ex-
tent.
(b) Resulting top/bottom cut energy maps for bounding box and line detections.
Figure 5.5: Examples of object-level knowledge that we incorporate into our
Stixel model. Detections (top) are transformed into top and bot-
tom cut energy maps (bottom) that we leverage as data terms
during Stixel inference.
In this section, we will briefly discuss a variant of the Stixel model
that leverages such object-level knowledge. In doing so, we also un-
derline the flexibility and generality of our CRF-based Stixel model.
For details on the extension and an experimental analysis, the reader
is referred to Cordts et al., 2014.
5.6.1 Extended Stixel model
From a high-level perspective, both object detectors and pixel-level se-
mantic labeling systems deliver semantic information about the scene.
Thus, one could imagine to treat both modules analogously without
a need for further modifications. However, taking a closer look, we
notice substantial differences in the representational power of the two
components. While pixel-level labeling delivers a class segmentation,
it does not separate individual object instances from each other. In
contrast, the object-level knowledge that we would like to exploit in
this discussion provides exactly this type of information. In turn,
bounding boxes do not aim for an accurate segmentation and in case
of a line detector we might only have information about the end of
an object, c.f. Figure 5.5a.
In order to cope with these different types of object-level informa-
tion, we introduce a new data likelihood factor as well as an object
height prior, c.f. Figure 5.6. Further, we discuss the usage of special-
ized semantic priors. Note that for simplicity, we base this section on
depth and object-level data terms only.
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Figure 5.6: The Stixel world as a factor graph that depicts the factorization
of the posterior distribution, c.f. Equation (5.1). The formulation
in Section 5.3 and Figure 5.2 is extended by two factors (depicted
in red) that are specialized for object-level knowledge, e.g. stem-
ming from bounding box object detectors. For simplicity, we
removed the pixel-level semantic data term as well as the image
channel and the corresponding attributes.
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object-level likelihood As discussed above, we desire to in-
corporate various types of object-level information into the Stixel
model. To achieve such flexibility, we introduce so called top/bottom
cut energy maps as a proxy representation that unifies these various
types into a common scheme, c.f. Figure 5.5b. In other words, we
assume that we have a model describing for all pixels and all object
types a probability score, or equivalently energy, of being a bottom
or top point of the object. The model takes into account the reliabil-
ity of the source of information, its importance for the Stixel genera-
tion, and also a possible uncertainty in the precise location. Such a
mapping from a given contour to actual bottom and top point ener-
gies could either be obtained from training data or by blurring the
contour. In image regions without object detections or for semantic
classes without matching detector, we set the maps to zero energy
or positive values depending on the typical miss rates of the object
detector.
Let ut(v, ci) be the energy for row v being the top row of a Stixel
with semantic class ci and let ub(v, ci) be defined analogously for the
bottom row. Then, the data likelihood factor of a candidate Stixel si
is defined as
ΦU
(
si,ut,ut
)
= ut
(
vti, ci
)
+ ub
(
vbi , ci
)
(5.26)
Note that this likelihood factor has a slightly different structure than
those defined in Section 5.3.2. It does not decompose over pixels
such that it can capture knowledge about object instances rather than
individual pixels. Nevertheless, for inference the changed structure
does not impose any asymptotic run time changes as the factor can
be evaluated in constant time for each Stixel candidate si.
height prior Since object-level information enables a reasoning
about individual object instances, we can introduce a height prior that
models the typical heights of these instances. Such a prior helps es-
pecially, when the object-level information is weak, e.g. the guard rail
line detector shown in Figure 5.5 that delivers only the top location of
guard rails: without a height prior, all Stixels with a matching top row
would become guard rail. Naturally, such a prior makes more sense
when occlusions are rare, e.g. in highway scenarios as considered in
Cordts et al., 2014.
In order to model the height of an object as represented by a Stixel,
we introduce the factor Ψht for vertical Stixels. Using the Stixel’s 2D
extent, its distance and known camera parameters, we can compute
the height in the 3D world. Depending on the Stixel’s semantic class,
implausible heights are then rated down. Again, this factor can be
evaluated in constant time and the asymptotic run time does not
change.
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specialized semantic prior In the 3D world, the semantic
classes that we consider in this section, i.e. vehicle and guard rail, are
typically located on the ground. When occlusions are rare, e.g. in
highway scenarios as shown in Figure 5.5, such objects are typically
also on top of ground regions in the 2D image domain. Thus, the
semantic prior Ψsem(ci, ci−1) as introduced in Equation (5.13) can be
used to capture these expectations by modifying γci,ci−1 appropri-
ately. Note however, that the run time analysis in Section 5.4.2 is
based on modeling relations between structural classes only, while
such modifications require semantic relations. In practice, if only
a few semantic classes are explicitly modeled, the inference is still
tractable. If the modifications become hard constraints on the relative
class locations, e.g. no vehicle or guard rail below the ground sur-
face allowed (Cordts et al., 2014), the constraints can be exploited to
mitigate the impacts on run time.
5.7 experiments2
In this section, we evaluate the Stixel model to analyze the influence
of our input cues (Section 5.7.4) and the impact of our approxima-
tions for efficient inference (Section 5.7.5). To this end, we inspect
the model’s accuracies in terms of depth and semantic labeling es-
timation. For an extensive analysis of the underlying environment
model and the effect of important model parameters the reader is re-
ferred to Cordts et al., 2017b. It turns out that the Stixel segmentation
can indeed achieve high accuracies paired with strong compression
rates. Prior information helps in particular when facing challenging
weather conditions, where robustness and regularization are benefi-
cial. Exemplary results of our Semantic Stixel model on Cityscapes
can be found in Figure 5.7.
For our experiments, we use SGM (Gehrig et al., 2009; Hirschmüller,
2008) to obtain dense disparity maps as input channel. For seman-
tic label estimates, we rely on FCN (Shelhamer et al., 2017) using
GoogLeNet (Szegedy et al., 2015) as underlying neural network. The
used model is an early variant of those in Section 4.3.5 and has worse
performance. However, for the analyses in this section, the actual
source of the input channels is irrelevant, the absolute performance
of the Semantic Stixels scales directly with the quality of the inputs
and the observed relative performance differences are expected to be
widely independent of the inputs.
2 Except for Section 5.7.5, we recap experiments designed and conducted by Lukas
Schneider (Cordts et al., 2017b; L. Schneider et al., 2016). Note that the FCNs provid-
ing the pixel-level semantic labeling input channels are based on Section 4.3.5 and
are a contribution of this dissertation.
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Figure 5.7: Exemplary results of our Semantic Stixel model on Cityscapes
(Chapter 4). We show the semantic and depth representation us-
ing the same color scheme as in Figure 5.1. From top to bottom:
input image, semantic input channel, semantic Stixel representa-
tion, depth input channel, depth Stixel representation. Note that
the segmentation even captures small objects such as traffic signs
and lights. Courtesy of Lukas Schneider.
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5.7.1 Datasets
We rely on the subset of KITTI (Geiger et al., 2013) annotated by
Ladický et al., 2014 as our first evaluation dataset and denoted as
Ladicky in the following. This dataset contains both, semantic label-
ing and depth ground truth, and thus allows for a joint evaluation of
both output aspects. We use all 60 images for evaluation and none
for training. As suggested by Ladický et al., 2014, 8 annotated classes
are used for evaluation and the three rarest classes are ignored.
For training the FCN that we use during experiments on the Ladicky
dataset, we leverage other parts of KITTI that were annotated by vari-
ous research groups (H. He and Upcroft, 2013; Kundu et al., 2014; Ros
et al., 2015; Sengupta et al., 2013; P. Xu et al., 2013; R. Zhang et al.,
2015). Their annotations are mapped onto the 8 classes in Ladicky,
yielding a training set consisting of 676 images. Motivated by the
observations in Section 4.3.6, we initialize the training with a model
trained on Cityscapes. In doing so, the classification performance of
the stand-alone FCN input channel is improved by 6% IoU compared
to an FCN without Cityscapes initialization.
In addition to Ladicky, we extend our evaluation to two datasets
that only allow for an analysis of depth and classification perfor-
mance individually, since there is no ground truth for the respective
other modality available. First, we use the training set belonging
to the stereo challenge in KITTI’15 (Menze and Geiger, 2015) consist-
ing of 200 images to report disparity accuracy. Second, we evalu-
ate pixel-level semantic labeling performance on the validation set of
Cityscapes, c.f. Chapter 4.
5.7.2 Metrics
For quantitative analysis, we use four performance metrics that an-
alyze distinct aspects of the Semantic Stixel model as well as of our
baseline method. First, depth accuracy is reported as the percentage
of inlier disparity estimates according to the definition by Menze and
Geiger, 2015. An estimated disparity is considered as an inlier, if the
absolute deviation compared with ground truth is less than or equal
to 3px and simultaneously the relative deviation is smaller than 5%.
Second, semantic labeling accuracy is measured via the Intersection-
over-Union (IoU) metric averaged over all classes and defined in Sec-
tion 3.8.3. Third, we determine the run time of the approach, since
real-time capability is crucial for autonomous driving. As compute
hardware, we employ a 3GHz, 10 core, Intel Xeon CPU, an NVIDIA
Titan X (Maxwell) GPU for the FCN, as well as an FPGA for SGM. Last,
we aim to measure the compression capabilities of the model and use
the number of segments per image as a proxy metric for the represen-
tation complexity.
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5.7.3 Baseline
To allow for for an intuitive understanding of quantitative perfor-
mance numbers, we include a simple baseline model in our analysis
that we refer to as smart downsampling. As the name suggests, this ref-
erence model produces a downsampled version of the disparity and
semantic labeling image. The downsampling factor is selected such
that the Stixel segmentation and the baseline have the same complex-
ity, measured by the number of bytes required to encode the individ-
ual representations. For example, on KITTI the downsampling factor
is chosen as 21, which matches the complexity of 700 Stixels as ob-
tained on average when computed on this dataset.
Downsampling of the semantic labeling image is conducted by av-
erage pooling of the classification scores. However, applying a simple
pooling to the disparity image would lead to bad results in ground
regions. Hence, we make this process smart and apply the ground
model of the Stixel segmentation. We use the semantic labels to deter-
mine ground regions, subtract the ground model from the disparities,
and then compute the average. For sky pixels, we assign disparity
values of zero.
5.7.4 Impact of input cues
Our Semantic Stixel model is based on three input modalities, i.e.
depth maps D:, the color image I:, and semantic label scores L:. In
this section, we aim to assess their individual contributions in abla-
tion studies. Therefore, we evaluate the Stixel representations com-
puted using only a single input source at a time, as well as different
combinations. As we always seek for a representation of depth and
semantics, we assign this data in a post-processing step if the respec-
tive cue is not used during Stixel inference. Qualitative results of
these studies are shown in Figure 5.8 and a quantitative analysis is
provided in Table 5.1. Overall, we observe that semantic and color in-
formation helps to increase the depth accuracy, while depth and color
channels improve semantic labeling performance. Interestingly, the
gain obtained by exploiting the color image is fairly small, in particu-
lar when semantic input is included. We account this to the powerful
FCN that already captures important image edges and hence adding
the latter helps only marginally. Note further that an improved perfor-
mance in terms of depth and semantic accuracy comes with a slightly
increased number of Stixels (last row in Table 5.1). Surprisingly, the
smart downsampling baseline performs reasonably well on Ladicky
and KITTI’15 at an output image size of only 58× 18 pixels. However,
on Cityscapes, with more complex scenes and more precise ground
truth, the performance is worse. Nevertheless, the quantitative met-
rics can only capture parts of the draw-backs and the true differences
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image ground truth FCN
ground-truth input D L
smart downsampling DL DIL
image ground truth FCN
ground-truth input D L
smart downsampling DL DIL
Figure 5.8: Qualitative results of several ablation studies. We show the ob-
tained semantic labeling of the Semantic Stixel segmentation
computed using different input channels (Depth, Color Image,
Semantic Labels). In addition, we show ground truth, the FCN
input channel, and the smart downsampling baseline. Whithout
the depth channel (L), objects of the same semantic class cannot
be separated, c.f. the cars in the front. When removing semantic
cues (D), regions are not accurately segmented, e.g. the distant
bus (top) or the sidewalk (bottom). The color image helps in par-
ticular when an over-segmentation can be tolerated but a precise
segmentation of small objects is desirable, e.g. the traffic light
(bottom). The smart downsampling baseline fails to represent
small objects which is more pronounced in this qualitative study
rather than in the quantitative results in Table 5.1. Courtesy of
Lukas Schneider.
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Metric Data SGM
FCN
SDS D I L DI DL IL DIL
Disp. acc.
[%]
LA 82.4 82.7 80.0 47.9 72.7 80.9 83.0 72.6 83.3
KI 90.6 88.9 90.4 58.7 77.5 90.7 91.3 81.9 91.4
IoU [%]
LA 69.8 65.8 46.1 27.2 62.5 47.3 66.1 66.8 66.5
CS 60.8 54.1 43.8 18.1 59.7 44.2 60.0 59.8 60.1
Run time
[ms]
LA 39.2 — 24.2 2.7 25.5 24.7 45.7 25.7 46.6
CS 110 — 70.5 10.5 86.1 70 143 86.4 148
No. of
Stixels
KI 0.5Ma 745b 509 379 453 652 625 577 745
CS 2Ma 1395b 1131 1254 1048 1444 1382 1283 1395
aWe list the number of pixels for SGM and FCN raw data to approximately compare the complexity to
Stixels.
bWe use a downsampling factor that results in the same number of bytes to encode this representation
as for the given number of Stixels.
Table 5.1: Quantitative performance analysis of Semantic Stixel model based
on varying combinations of the input channels. We report num-
bers for all combinations of Depth, Color Image, and Semantic
Labels and compare to the raw input channels, i.e. SGM and FCN, as
well as the smart downsampling baseline (SDS). Performance is re-
ported for three datasets (Section 5.7.1), i.e. Ladicky (LA), KITTI’15
(KI), and Cityscapes (CS) based on the four metrics introduced in
Section 5.7.2. Run time is the total time to parse a single image
including the computation of the input channels. To achieve a
higher throughput at the cost of one frame delay, we can pipeline
the components. SGM and FCN run in parallel to the Stixel al-
gorithm, on FPGA, GPU, and CPU, respectively. In doing so, we
achieve a frame rate of 47.6Hz on KITTI and 15.4Hz on Cityscapes
for the DIL variant.
in representational capabilities become evident when inspecting the
qualitative results in Figure 5.8.
Since disparities and pixel labels are the driving input channels,
we now assess the effects when varying their relative contribution to
the Stixel segmentation. To this end, we sweep the semantic labeling
weight δL, c.f. Equation (5.19), while keeping the disparity influence
δD, c.f. Equation (5.15), constant at 1. We run the experiment in two
different setups, first computing Stixels of width 2 and then of our
default width 8. Narrower Stixels yield higher depth and semantic
accuracy, but are also slower to compute. The results in Figure 5.9
show that an increased semantic influence naturally improves seman-
tic labeling performance, but surprisingly to some extent also helps to
increase the disparity accuracy. We find a weight of 5 to produce the
best trade-off between both metrics. In case of the narrow Stixel vari-
ant, a high influence of the semantic channel even harms the labeling
performance, indicating benefits of depth cues for this modality. We
account these effects to the Stixel model acting as a regularizer that
can compensate for some errors in the input channels. Furthermore,
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Figure 5.9: Analysis of the influence of the semantic input channel on the
disparity and semantic labeling accuracies. We vary the semantic
weight δL while keeping the disparity weight constant at a value
of 1. In the left column, we show results for Stixels of width 2,
i.e. high accuracy but slow two compute. In the right, we show
the performance when using our default width 8. We report two
metrics on three datasets, c.f. Sections 5.7.1 and 5.7.2: (1) Dispar-
ity accuracy on Ladicky (red, top), (2) IoU on Ladicky (blue, top),
(3) Disparity accuracy on KITTI’15 (red, bottom), and (4) IoU on
Cityscapes (blue, bottom). Courtesy of Lukas Schneider.
these experiments confirm our findings in Chapter 3 that multiple
complementary input cues aid scene recognition performance.
5.7.5 Impact of approximations
In Section 5.4.3, we introduced approximations during inference to
keep asymptotic and practical run time low. In our final experi-
ment, we compare these approximations with an exact inference of
our model on Ladicky, where the number and size of the images
is small enough to conduct this experiment. As is evident from Ta-
ble 5.2, both variants yield the same result quality, supporting the
validity of our approximations. However, the run time of the approx-
imate Stixel inference is two orders of magnitude lower.
136 semantic stixels
approx. inference exact inference
Disparity accuracy [%] 83.3 83.1
IoU [%] 66.5 66.3
No. of Stixels per image 745 741
Inference run time [ms] 7.4 863
Table 5.2: Performance of our approximated inference, c.f. Section 5.4.3,
compared to an exact inference of Equation (5.20). While the ac-
curacy of both variants is identical, the run time of our inference
scheme is two orders of magnitude lower.
5.8 discussion
In this chapter, we introduced Semantic Stixels, a medium-level rep-
resentation of street scenes combining semantic and depth data. The
model focuses on the representation of street scenes for autonomous
driving in complex urban scenarios. Based on the assumption that
road scenes are geometrically mainly structured in the vertical direc-
tion, Stixels model the environment as consisting of support (ground),
vertical (obstacles), and sky regions. The Stixel model is founded on
a graphical model that provides a clear formalism and allows for a
clean integration of different input channels. Based on this model,
we derive an efficient inference scheme and show a concept to learn
the model parameters from training data. Experiments confirm that
depth and semantic cues from object detectors or pixel-level seman-
tic labeling complement each other and the Stixel segmentation ef-
fectively integrates both modalities. Overall, we obtain an accurate
urban scene representation that is compact and efficient to compute.
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In this dissertation, we worked towards a system for semantic scene
understanding for autonomous driving. In Chapter 3, we learned
that multiple complementary input cues significantly aid pixel-level
semantic labeling and we found that best performance is achieved
when being based on Stixel superpixels. Next, in Chapter 4, we in-
vestigated semantic scene understanding when leveraging large-scale
data and benchmarked state-of-the-art methods. Based on our find-
ings, we proposed an efficient yet competitive FCN for pixel-level se-
mantic labeling. Subsequently, we combined the lessons learned in
Chapter 5. We proposed Semantic Stixels that integrate our real-time
semantic labeling FCN with depth information from stereo vision and
yield a compact medium-level representation of road scenes.
We now explicitly address the research questions that we initially
posed in Section 1.4 and summarize the lessons learned in Section 6.1.
Next, we conclude the dissertation with an outlook on possible future
work in Section 6.2.
6.1 discussion
potential of multiple input modalities When consider-
ing autonomous driving, there are multiple input modalities avail-
able that could be exploited for autonomous driving. The parsed
images typically stem from a video stream providing temporal infor-
mation. Often, stereo cameras or laser scanners are employed to sense
depth information. Also, bounding box object detectors are estab-
lished components in ADAS that provide additional semantic cues. In
order to investigate the benefits of such data, we proposed a system
in Chapter 3 that aims to exploit multi-cue information holistically
throughout all processing stages. We found that multi-modal data
indeed aids semantic labeling performance. Motivated by these find-
ings, we ensured that multi-cue data is also available in Cityscapes, a
large-scale dataset and benchmark suite presented in Chapter 4. We
included video, stereo, vehicle odometry, and GPS data to facilitate
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continued research in that domain. Via the graphical model that de-
fines the Semantic Stixel world in Chapter 5, we enabled a flexible for-
mulation that allows to integrate various input channels. We showed
that depth, color and semantic information in the form of bounding
box detections and pixel-level labels can be combined to achieve best
performance.
known scene type In the context of urban scene understanding,
the variance of occurring scene types is limited. The images always
contain street scenes, recorded in inner-city traffic, while the camera
is mounted in a vehicle at constant position with known pose. We
leveraged this knowledge throughout the dissertation either via man-
ual modeling or via machine learning. In Chapter 3, we designed fea-
tures that encode multi-cue information specifically for street scene
understanding. Based on known camera pose, we extracted features
such as height above ground or velocity that are specifically discrim-
inative for street scenes. When pairing large-scale data with deep
learning methods in Chapter 4, we observe that the classifier can sep-
arate road from sidewalk regions. As their texture is very similar, we
account these capabilities to prior information about the scene type
that the network learned during training. The Semantic Stixels in
Chapter 5, on the other hand, are specifically designed for the scene
type at hand by describing the scene in terms of support, vertical, and
sky regions. In addition, the model contains prior terms that model
the common scene layout. We also show how the model’s parameters
can in principle be learned from training data.
large-scale urban scene understanding Inspired by the
success of large-scale datasets for general image parsing, we investi-
gated their importance for urban scene understanding. To this end,
we proposed the Cityscapes dataset and benchmark suite in Chap-
ter 4 that is the largest and most diverse dataset of street scenes with
high-quality and coarse annotations to date. We extensively analyzed
the dataset and described our major design choices towards the goal
of a suitable dataset for autonomous driving. Based on the dataset,
significant progress for urban scene understanding was made and the
benchmark allows for a transparent and fair evaluation of suitable
methods. Keeping the scope of this dissertation in mind, we com-
bined established approaches to obtain an efficient and competitive
FCN for pixel-level semantic labeling.
scene representation A constant trend towards increasing im-
age resolutions creates significant computational challenges for pro-
cessing in autonomous vehicles. In Chapter 4, we presented the
Cityscapes dataset that consists of images with a resolution of 2MP
and we showed that this high resolution in fact increases recognition
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performance. In order to make this high-resolution data available to
subsequent processing stages, we argue that we need an abstraction
and compression of the raw data while keeping the accuracy high.
To this end, we introduce Semantic Stixels in Chapter 5 that parse
the scene at real-time speeds and provide a representation with the
desired properties. Simultaneously, the representation is robust due
to the incorporation of prior knowledge and combines a 3D with a se-
mantic scene understanding. We even argue that Stixels mitigate the
need for an instance-level scene understanding to some extent. When
inspecting Figure 5.1, we observe that the Stixel segments are capable
to separate object instances of the same class at the cost of an over-
segmentation. In horizontal direction this is enforced by construction,
and in the vertical direction depth cues aid the segmentation. De-
spite the over-segmentation, Stixels provide sufficient spatial support
to robustly estimate their motion state, c.f. Section 3.4.1, allowing for
behavior prediction without explicit instance-level knowledge.
6.2 future work
We now go beyond the scope of this dissertation and discuss potential
future work that could be conducted based on our findings. We ex-
plicitly address potential shortcomings of this dissertation and raise
open questions that should be answered via future research.
multi-cue deep learning Deep learning is the state-of-the-art
machine learning method for classification and many other tasks.
However, when it comes to leveraging multiple input modalities for
semantic scene understanding, it becomes challenging to achieve per-
formance gains that are proven to be driven by multi-cue data. Pos-
sibly this is due to the established training of neural networks via
Stochastic Gradient Descent (SGD), where the greedy solution is to fo-
cus on the color image and to ignore additional modalities. The latter
are more likely to aid generalization, but are less helpful to greedily
classify a single datum. Another possible explanation is the lack of
large-scale multi-modal data for general image parsing, i.e. an Ima-
geNet equivalent with multi-cue inputs that could be used for model
initialization.
With Cityscapes, presented in Chapter 4, we ensured to create a
benchmark that offers various input modalities, but so far, there are
only very few methods using multi-cue data at all, and their perfor-
mance is not yet state of the art. In particular, the time domain that
seems to be a driving force for human perception as well as High
Dynamic-Range (HDR) images with additional sensory information
are barely considered. Recently, Neverova et al., 2017 used Cityscapes
to learn the behavior of objects in the scene and to predict their fu-
ture state. In doing so, the neural network has to become aware of
140 discussion and outlook
time and we hope that such work motivates other researchers to fol-
low similar paths. Throughout this dissertation, we studied multi-cue
models extensively and confirmed that multiple modalities help, but
we relied on classic techniques (Chapter 3) or combined them with
single-cue deep learning (Chapter 5). In the future, we plan to bridge
the gap and to develop methods that fuse the modalities early to
maximally exploit the available information.
extensions of cityscapes We see the Cityscapes dataset and
benchmark suite (Chapter 4) as a dynamic and ongoing project that
we will adapt to novel developments and needs over time to keep
pace with the rapid advances in urban semantic scene understand-
ing. Recently, S. Zhang et al., 2017 annotated bounding boxes around
humans in the Cityscapes dataset and include occlusion as well as
activity information. We plan to incorporate these annotations into
the dataset’s website and to extend the benchmark with a pedestrian
detection task. Other possible future extensions include adding data
from more cities, ideally from all over the world (c.f. Y.-H. Chen et
al., 2017), or incorporating more diverse weather and illumination
scenarios, e.g. rain, night, or snow.
Another planned direction of future research is to re-address the
instance-level semantic labeling task. The current challenge is in-
spired by an object detection perspective, and predictions are rep-
resented as a set of detections that have confidence scores and can
possibly overlap. The only difference to classic detection challenges
is that each prediction is associated with a segmentation instead of
a bounding box. In contrast, from a segmentation perspective, an
instance-level prediction would be a segmentation of the scene into
instances, i.e. each pixel would be associated with exactly one in-
stance or the background. In such a setup, predictions are non-
overlapping and confidence scores are rather unnatural as segmen-
tation is a multi-class problem whereas confidences refer to binary
decisions. To account for this second perspective and for the fact
that many researchers actually addressed instance-level labeling on
Cityscapes from a segmentation perspective, we plan to create a sec-
ond instance-level challenge. We will develop suitable metrics that
fairly assess the performance of segmentation-centered approaches,
re-evaluate existing submissions using these metrics, and in doing so
provide the baselines for future methods. Note that it is also natu-
ral to combine such an instance-level task with pixel-level labeling,
where traffic participants are encoded as individual instances and
background classes via semantic segments.
semantic stixel model In Chapter 5, we introduced a graph-
ical model that defines the Stixel segmentation problem. However,
it remains a challenging task to determine the optimal parameteri-
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zation that is robust to diverse weather scenarios and produces best
results for different tasks and downstream applications. Thus, we
investigated automated parameter learning via S-SVMs in Section 5.5,
but we could not outperform a manually modeled parameterization
yet. Nevertheless, this research should be continued in the future to
allow for possible extensions, such as an online parameter learning
to adapt to changing environment conditions.
Our Semantic Stixel model effectively combines semantic class in-
formation with depth cues. As discussed in Section 6.1, this combina-
tion is capable of achieving an instance-aware representation to some
extent. However, appearance information delineating individual in-
stances of the same semantic class, e.g. stemming from an instance-
level labeling system, is ignored. In the future, we plan to extend
the Stixel segmentation based on the graphical model to incorporate
such knowledge. Ultimately, we would obtain a representation that
encodes the full information of a visual perception system for au-
tonomous driving.
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a.1 cityscapes label definitions1
This section provides precise definitions of our annotated classes.
These definitions were used to guide our labeling process, as well
as quality control, c.f. Section 4.2.2. In addition, we include a typical
example for each class.
a.1.1 Human
person All humans that would pri-
marily rely on their legs to move if nec-
essary. Consequently, this label includes
people who are standing/sitting, or oth-
erwise stationary. This class also in-
cludes babies, people pushing a bicycle, or standing next to it with
both legs on the same side of the bicycle.
1 The creation of the Cityscapes dataset including the label definitions was initially
driven by Marius Cordts and was then continued as joint work with Mohamed
Omran. The definitions in this section are based on joint work of Mohamed Omran
and Marius Cordts in discussions with the other authors of the publication Cordts
et al., 2016. This section contains verbatim quotes of the supplemental material in
that publication.
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rider Humans relying on some de-
vice for movement. This includes drivers,
passengers, or riders of bicycles, motor-
cycles, scooters, skateboards, horses, Seg-
ways, (inline) skates, wheelchairs, road
cleaning cars, or convertibles. Note that a visible driver of a closed
car can only be seen through the window. Since holes are considered
part of the surrounding object, the human is included in the car label.
a.1.2 Vehicle
car This includes cars, jeeps, SUVs,
vans with a continuous body shape (i.e.
the driver’s cabin and cargo compart-
ment are one). Does not include trailers,
which have their own separate class.
truck This includes trucks, vans with
a body that is separate from the driver’s
cabin, pickup trucks, as well as their trail-
ers.
bus This includes buses that are in-
tended for 9+ persons for public or long-
distance transport.
train All vehicles that move on rails,
e.g. trams, trains.
motorcycle This includes motorcy-
cles, mopeds, and scooters without the
driver or other passengers. The latter re-
ceive the label rider.
bicycle This includes bicycles with-
out the cyclist or other passengers. The
latter receive the label rider.
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caravan Vehicles that (appear to)
contain living quarters. This also in-
cludes trailers that are used for living
and has priority over the trailer class.
trailer Includes trailers that can be
attached to any vehicle, but excludes
trailers attached to trucks. The latter are
included in the truck label.
a.1.3 Nature
vegetation Trees, hedges, and all
kinds of vertically growing vegeta-
tion. Plants attached to buildings/wall-
s/fences are not annotated separately,
and receive the same label as the surface
they are supported by.
terrain Grass, all kinds of horizon-
tally spreading vegetation, soil, or sand.
These are areas that are not meant to be
driven on. This label may also include
a possibly adjacent curb. Single grass
stalks or very small patches of grass are not annotated separately
and thus are assigned to the label of the region they are growing on.
a.1.4 Construction
building Includes structures that
house/shelter humans, e.g. low-rises,
skyscrapers, bus stops, car ports.
Translucent buildings made of glass still
receive the label building. Also includes
scaffolding attached to buildings.
wall Individually standing walls that
separate two (or more) outdoor areas,
and do not provide support for a build-
ing.
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fence Structures with holes that sep-
arate two (or more) outdoor areas, some-
times temporary.
guard rail Metal structure located
on the side of the road to prevent seri-
ous accidents. Rare in inner cities, but
occur sometimes in curves. Includes the
bars holding the rails.
bridge Bridges (on which the ego-
vehicle is not driving) including every-
thing (fences, guard rails) permanently
attached to them.
tunnel Tunnel walls and the (typi-
cally dark) space encased by the tunnel,
but excluding vehicles.
a.1.5 Object
traffic sign Front part of signs in-
stalled by the state/city authority with
the purpose of conveying information to
drivers/cyclists/pedestrians, e.g. traffic
signs, parking signs, direction signs, or
warning reflector posts.
traffic light The traffic light box
without its poles in all orientations and
for all types of traffic participants, e.g.
regular traffic light, bus traffic light, train
traffic light.
pole Small, mainly vertically oriented
poles, e.g. sign poles or traffic light poles.
This does not include objects mounted
on the pole, which have a larger diam-
eter than the pole itself (e.g. most street
lights).
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pole group Multiple poles that are
cumbersome to label individually, but
where the background can be seen in
their gaps.
a.1.6 Sky
sky Open sky (without tree branch-
es/leaves)
a.1.7 Flat
road Horizontal surfaces on which
cars usually drive, including road mark-
ings. Typically delimited by curbs, rail
tracks, or parking areas. However, road
is not delimited by road markings and
thus may include bicycle lanes or roundabouts, but not curbs.
sidewalk Horizontal surfaces desig-
nated for pedestrians or cyclists. Delim-
ited from the road by some obstacle, e.g.
curbs or poles (might be small), but not
only by markings. Often elevated com-
pared to the road and often located at the side of a road. The curbs
are included in the sidewalk label. Also includes the walkable part of
traffic islands, as well as pedestrian-only zones, where cars are not al-
lowed to drive during regular business hours. If it’s an all-day mixed
pedestrian/car area, the correct label is ground.
parking Horizontal surfaces that are
intended for parking and separated from
the road, either via elevation or via a
different texture/material, but not sepa-
rated merely by markings.
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rail track Horizontal surfaces on
which only rail cars can normally drive.
If rail tracks for trams are embedded in
a standard road, they are included in the
road label.
a.1.8 Void
ground All other forms of horizon-
tal ground-level structures that do not
match any of the above, for exam-
ple mixed zones (cars and pedestrians),
roundabouts that are flat but delimited
from the road by a curb, or in general a fallback label for horizontal
surfaces that are difficult to classify, e.g. due to having a dual pur-
pose.
dynamic Movable objects that do not
correspond to any of the other non-void
categories and might not be in the same
position in the next day/hour/minute,
e.g. movable trash bins, buggies, lug-
gage, animals, chairs, or tables.
static This includes areas of the im-
age that are difficult to identify/label
due to occlusion/distance, as well as
non-movable objects that do not match
any of the non-void categories, e.g.
mountains, street lights, reverse sides of traffic signs, or permanently
mounted commercial signs.
ego vehicle Since a part of the vehicle from which our data was
recorded is visible in all frames, it is assigned to this special label.
This label is also available at test time.
unlabeled Pixels that were not explicitly assigned to a label.
out of roi Narrow strip of 5pixels along the image borders that
is not considered for training or evaluation. This label is also available
at test-time.
rectification border Areas close to the image border that con-
tain artifacts resulting from the stereo pair rectification. This label is
also available at test time.
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