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　　摘　要:　本文给出了复指数信号模型非线性最小二乘解的几何结构.从分析迭代算法的收敛性态入手得到解的
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Abstract:　The geometric structure of nonlinear least squares solution for signals by complex exponents is offered in this paper.
Beginning with analysis for the convergent state of alternative algorithm solving two equations together contented by the model' s non-
linear least squares solution , the recognition for geometric structure of nonlinear least squares solution is acquired.It would help to con-
struct a fully effective algorithm and understanding for the solution' s structure is deepened.The alternative algorithm presented by this
paper is fully effective in higher SNR or when the difference of frequency in model is slightly increased.Nevertheless , the invalid con-
vergence(large error)appears in the condition with lower SNR(10dB)and smaller difference of frequency(0.02 Hz), if the conver-
gent control condition of alternative algorithm is only in accordance with varying quantity of least squares error.
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1　引言





法[ 1 ～ 3] .文献[ 4] 在最大似然准则下给出了非线性处理的一维
搜索求解方案 ,存在算法收敛的不确定性及解的唯一性问题.












n+εk , k=0 , 1 , … , M (1)
其中 f(k)为观测数据 , εk 为高斯白噪声 , N 为模型阶数.未知














































记向量 B=[ B0 , B1 , … , B2N]
T
2.5　M+1 行 , M+1-N 列的矩阵 b(列满秩)
b=
b0 b1 · · bN
b0 b1 · · bN 0
· · ·
0 · · ·












2.6　M+1行 , M+1-2N 列的矩阵B(列满秩)
B=
B 0 B1 · · B2N
B 0 B1 · · B2N 0
· · ·
0 · · ·





其中 C为M+1-N 行 , M+1-2N 列的矩阵.注:C 阵与b 阵
形式上相同 ,维数不同.
C=
b0 b1 · · bN
b0 b1 · · bN 0
· · ·
0 · · ·












记 UB=[ UB1 , UB2] , UB1为 UB的第 1 列到第 M+1-2N 列的
子矩阵
2.10　M+1-N行 , N+1列的数据矩阵 Fb
Fb=
f(0) f(1) · · f(N)
f(1) f(2) · · f(N+1)
· · ·
· · ·
f(M-N) f(M-N+1) · · f(M)
(10)
2.11　M+1-2N行 , 2N+1列的数据矩阵 FB
FB=
f(0) f(1) · · f(2N)
f(1) f(2) · · f(2N+1)
· · ·
· · ·











其中 f =[ f(0), f(1), … , f(M)] T 为已知的数据向量 , b =
[ b0 , b1 , … , bN]
T 为待求的参数向量;信号向量的估计 f ＊是
数据向量 f 在 UB2子空间的投影 ,故 UB2构成了 2N 维的信号
子空间;F＊b 是以 f
＊代替 f 按照式(10)构成的矩阵;UB1是 B
阵的列所张成的正交子空间 , 构成了 M+1-2N 维的噪音子







式(12)、(13)构成的迭代收敛时 ,矛盾方程组 F ＊b b=0 应
不再“矛盾” , 即 F＊b b =0 的剩余误差应为零.由于 F
＊
b b =
bTf＊是一个恒等式(其中 b 为式(5)定义的矩阵), 则式(13)等




述 , 迭代收敛时有以下两方面的结论:①由式(12)知 f＊为数
据向量 f 在 UB2子空间的投影;②由式(15)知 f
＊垂直于 Ub1子
空间 , 故 f＊为数据向量 f 在 Ub2子空间的投影.如何保证二者
同时成立呢?
3.2　Ub1和 UB1 , Ub2和 UB2子空间的关系
由式(7)知 B 阵的列向量是 b 阵列向量的线性组合 , 故
M+1-2N 维空间 UB1是 M+1-N 维空间 Ub1的子空间 , 而 N
维空间 Ub2是 2N 维空间 UB2的子空间.容易证明:UB1子空间
既垂直于 UB2子空间 ,又垂直于 Ub2子空间.若数据向量 f 落
在 UB1和 Ub2合并的 M+1-N 维子空间内 , 那么数据向量 f
在 UB2子空间的投影就等于数据向量 f 在 Ub2子空间的投影 ,
即上述两方面的结论①和②得以同时成立;因此收敛时 , 数据
向量 f 应落在 UB1和 Ub2合并的子空间内.现在的问题是:如
何由已知的数据向量 f 去求得满足这种性质的子空间 UB1和
Ub2(注意:这种性质的子空间 UB1和 Ub2完全地由待求的参数
向量 b=[ b0 , b1 , … , bN]




　　文献[ 5] 依据式(12)、(13)构造了一个迭代算法 , 描述如
下:
①由方程组 Fbb=0 得 b=[ b0 , b1 , … , bN]
T 的初值;以 Q
=fTf 作为噪声能量的初始估值.
②由 b=[ b0 , b1 , … , bN]
T 依据式(4)、(6)和(9)构造子空
间 UB1和 UB2.
③由式(12)得 f ＊, 以 f ＊构成矩阵 F＊b ;由方程组 F
＊
b b=0
得 b=[ b0 , b1 , … , bN]
T 的迭代更新.










上述实验用的信噪比高达 22dB , 没有反映出该算法存在
的缺陷.当信噪比为 10dB 时(实验参数为 A1= 20 , A2 =
758 　　电　　子　　学　　报 2002 年
20;pha1=0 , pha2=π/3;f1=0.1 , f2=0.12;var=1.0), 出现
了“无效收敛”(收敛结果精度很差)的情况.分析上述算法可
以发现:相邻两次迭代的两组不同的 b=[ b0 , b1 , … , bN]
T 可
以对应相同的Q 值.在算法中以 Q 和 b=[ b0 , b1 , … , bN]
T 的
改变量同时作为收敛的控制条件 ,解决了“无效收敛”的问题.
数值实验的统计结果在表 1 中列出.共进行了 100 次计算 , 每
次计算的迭代次数超过 100 被认为发散;每次计算的平均迭
代次数为 26.1707;100次计算有18次发散.
表 1　数值实验的统计结果(M=63 , N=4 , e-3=0.001)
统计结果 f 1 -f 1 f 2 -f2 f 1 模 -f 1 模 f 2模 -f 2 模
准确值 0.1 -0.1 0.12 -0.12 1.0 1.0 1.0 1.0
均值 0.0999 -0.0999 0.1202 -0.1202 0.9998 0.9998 0.9988 0.9988
标准差 0.4744×10-3 0.4744×10-3 0.4714×10-3 0.4714×10-3 0.0036 0.0036 0.0033 0.0033
5　结束语
　　由文献[ 5] 可知式(12)、(13)给出的解满足的最优化条件
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