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INTRODUCTION
Cette thèse propose une exploration des sémantiques vectorielles de la logique linéaire. Elle
contribue à l’étude sémantique et syntaxique de la formule de Taylor.
Programmes et preuves. Il peut paraître à première vue étrange de mélanger logique et
langages de programmation. En fait, ces deux domaines parlent des mêmes objets avec des
points de vue différents.
Intuitivement, la démonstration d’un théorème mathématique, c’est-à-dire d’une formule
logique, fournit un algorithme permettant d’obtenir la conclusion du théorème à partir de ses
hypothèses. Ainsi, la preuve de toute formule possède un contenu informatique.
Réciproquement, un programme induit une démarche répondant à un problème (par exemple,
calculer un résultat, vérifiant une propriété spécifiée, à partir d’une donnée d’un certain type).
Cette démarche peut être vue comme un enchaînement d’étapes logiques qui fournissent une
preuve de la formule spécifiant le programme. On peut donc parler de façon équivalente de
programmes comme de preuves.
De plus, cette correspondance s’étend au niveau calculatoire. Plus précisément, en logique,
l’élimination des coupures est l’opération qui consiste à remplacer les lemmes utilisés dans une
démonstration par leur preuve mutatis mutandis. On obtient ainsi une preuve indépendante de
tout autre résultat. En informatique, cette opération revient à remplacer dans un programme
tous les appels à des procédures externes par leur code mutatis mutandis.
En résumé, les trois niveaux d’une logique — formules, règles de déduction et élimination des
coupures — sont respectivement en correspondance avec les trois éléments des langages de
programmation typés — système de types, règles de typage et évaluation des programmes.
On appelle cette correspondance entre la logique et les langages de programmation l’iso-
morphisme de Curry-Howard [How80].
Sémantique. Par définition, la sémantique apporte un sens aux syntaxes de la logique et des
langages de programmation. Nous allons voir qu’en retour, ces syntaxes nourrissent la séman-
tique.
En logique, la sémantique permet de donner un sens aux formules ainsi que des indications
sur leurs propriétés et sur l’existence d’une preuve.
En informatique, la sémantique permet d’une part d’étudier le comportement des pro-
grammes — on parle de sémantique opérationnelle — et d’autre part de leur donner un sens
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mathématique puis de s’en servir pour étudier leurs propriétés au cours de leur évaluation par
la machine — on parle de sémantique dénotationnelle.
Mais la sémantique n’est pas seulement un outil pour étudier les syntaxes de la logique ou
des langages de programmation. Les relations entre la sémantique et la syntaxe sont bien plus
riches.
D’une part, elle fournit des outils mathématiques pour raisonner sur les programmes. D’autre
part, elle permet en partant de notions mathématiques, de raffiner ou étendre la syntaxe des
langages de programmation informatique de manière inédite. Le plus bel exemple de ce phéno-
mène étant la logique linéaire décrite au paragraphe suivant.
La complétude dénotationnelle est une situation où la sémantique capture les propriétés
d’une syntaxe. Pour aboutir à ce genre de résultat, on peut restreindre la sémantique d’un lan-
gage afin de capturer et de décrire au mieux ses propriétés.
À l’inverse, on peut étendre le langage de programmation pour que l’interprétation des pro-
grammes atteignent plus de construction de sa sémantique. C’est ainsi que de nouveaux lan-
gages de programmation peuvent émerger d’études sémantiques.
D’un côté, on aura transformé une structure syntaxique en une structure mathématique et de
l’autre, on aura créé une syntaxe reflétant une structure mathématique.
D’une manière générale, les langages de programmation sont introduits pour répondre
à des besoins pratiques. Leur étude sémantique peut faire émerger de nouvelles structures
mathématiques ou plus modestement apporter un nouveau point de vue sur des structures
déjà existantes. Inversement, certaines sémantiques, assez éloignées des syntaxes usuelles,
apporteront de nouvelles caractéristiques aux langages de programmation.
Logique linéaire. L’histoire de la logique linéaire illustre ce va-et-vient entre la syntaxe et
la sémantique.
Elle a été introduite à la suite de l’étude sémantique d’un langage de programmation (le
λ-calcul avec second ordre [Gir86]). En étudiant ce modèle (les espaces cohérents), Girard a
constaté que tout espace interprétant une implication peut être obtenu en deux étapes résultant
de l’interprétation de deux nouveaux opérateurs (l’exponentielle et l’implication linéaire). Gi-
rard a alors introduit une nouvelle logique dans laquelle l’implication est remplacée par ces
deux opérateurs [Gir87].
La décomposition de l’implication dans la logique linéaire s’interprète algorithmiquement
en termes de gestion des ressources informatiques. En effet, lors d’un calcul, le nombre d’uti-
lisations d’un argument peut varier. En logique linéaire, au lieu d’octroyer à un programme
un accès infini à l’argument, on va former un paquet contenant potentiellement une infinité
de copies de cet argument (son exponentielle) et le fournir à un programme (dit linéaire) qui
consulte une seule fois son argument, c’est-à-dire ce paquet. La logique linéaire peut donc se
comprendre comme une logique des ressources informatiques.
Née d’une étude sémantique, la logique linéaire a à son tour fait l’objet d’études séman-
tiques. Chacune de ces études a apporté un éclairage différent sur la logique linéaire.
D’une part, la sémantique quantitative [Gir88], introduite afin d’interpréter des programmes
2
Introduction
non déterministes ou probabilistes, permet de mieux comprendre la gestion des ressources dans
la logique linéaire. En effet, même si cette sémantique a été introduite avant la logique linéaire,
elle en forme un modèle [Has02]. Dans ce modèle, les types sont interprétés par des ensembles
et les programmes par des foncteurs analytiques [Joy86] (l’équivalent catégorique des séries
entières). L’interprétation d’un programme peut notamment être décomposée en une somme de
polynômes homogènes (à une traduction près de ces notions dans la catégorie des ensembles).
Dans les langages de programmation, un polynôme homogène de degré n correspond à un pro-
gramme qui utilise exactement n fois son argument. La décomposition d’un programme en sé-
ries formelles revient donc à récrire le programme en associant à chaque entier n un algorithme
effectuant exactement n appels à la ressource. On appelle cette décomposition la formule de
Taylor syntaxique [ER08] ; elle correspond dans la sémantique, au développement en série de
Taylor.
Par ailleurs, plusieurs axiomatisations catégoriques ont été proposées afin de caractériser les
modèles de la logique linéaire [See89, Bie95, Ben95]. Celles-ci ont permis de mettre en évi-
dence deux univers dans la logique linéaire. Le premier est le monde linéaire dans lequel les
ressources doivent toutes être utilisées exactement une fois. Le second est non-linéaire, les res-
sources de ce monde peuvent être effacées et dupliquées. De plus, il existe un passage entre
ces deux mondes à travers un opérateur nommé exponentielle car il permet de transformer le
linéaire en non-linéaire.
Enfin, dans les langages de programmation, on considère parfois que «l’interaction entre un
programme et son environnement est réversible». Lorsqu’elle est transposée en logique via
l’isomorphisme de Curry-Howard, cette propriété est appelée dualité1. Elle est centrale en lo-
gique linéaire. La sémantique des jeux [AM99] et la ludique [Gir01] se sont ainsi attachées
à l’étude des interactions entre entrées/sorties d’un programme, questions/réponses d’un dia-
logue. Soulignons que si les jeux ont une origine antérieure à la logique linéaire, ils ont été
largement développés suite à son introduction. Ils ont notamment offert une solution au pro-
blème de la définissabilité des programmes séquentiels [AJ92, HO00] : la sémantique des jeux
est dénotationnellement complète pour les langages de programmation séquentielle.
La sémantique quantitative est également à l’origine de l’extension différentielle de la lo-
gique linéaire. Cette sémantique fait appel à la notion de série entière dans la catégorie des
ensembles. On peut utiliser le cadre plus traditionnel des séries dans les espaces vectoriels to-
pologiques [Gir96, BS96] pour mener une étude sémantique de la logique linéaire. Citons par
exemple les espaces de Köthe [Ehr02] ou leur version discrète, les espaces de finitude [Ehr05].
Les types y sont interprétés par des espaces vectoriels topologiques, les données par des fa-
milles sommables et les programmes par des séries formelles. Ces modèles sont équipés d’une
structure différentielle qui peut être transposée dans la syntaxe. C’est ainsi que sont nés le
lambda-calcul différentiel [ER03] et les réseaux différentiels [ER06b].
La sémantique quantitative de Girard permet de concrétiser les intuitions de la logique li-
néaire quant à la gestion des ressources. Elle a naturellement inspiré les syntaxes différentielles
et des travaux syntaxiques sur la gestion des ressources [Bou93, GSS92]. On peut ainsi établir
des liens entre logique linéaire et théorie de la concurrence [EL08].
1Nous appellerons parfois cette propriété réflexivité, en référence à sa traduction dans les espaces vectoriels
topologiques.
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On peut aussi espérer se servir de la structure des syntaxes différentielles pour mieux com-
prendre la structure différentielle en mathématiques. Il existe en effet des notions de différen-
tiation dans de nombreuses branches des mathématiques qui sont reliées les unes aux autres
sans pour autant être l’instance d’une seule et même généralisation. La voie syntaxique pour-
rait constituer un point d’ancrage pour aborder une telle question.
Problèmes étudiés. Ce travail participe à l’étude des extensions vectorielles de la logique
linéaire à travers deux axes, sémantique pour l’un, syntaxique pour l’autre.
Les paragraphes qui suivent résument rapidement les problèmes abordés. Chacune des par-
ties possède sa propre introduction qui situe de façon plus précise les problèmes soulevés autour
de la sémantique des espaces de finitude (voir page 39) et autour de la compréhension logique
des extensions vectorielles des syntaxes (voir page 175).
Tout d’abord, les espaces de finitude forment une sémantique dans laquelle les types sont
interprétés par des espaces de suites généralisées munis d’une topologie. Dans cette théorie, le
corps de base est supposé discret, ce qui simplifie bon nombre de considérations topologiques.
Par conséquent, ces espaces fournissent un terrain d’entraînement pour étudier la sémantique
des syntaxes différentielles.
Ensuite, des termes partiels (qui ne correspondent à aucune preuve de la logique linéaire)
et des termes totaux (qui correspondent à une preuve) cohabitent dans les syntaxes différen-
tielles. Comment caractériser les termes totaux dans la jungle différentielle ? La réponse à cette
question permet de mieux comprendre la structure logique des syntaxes différentielles.
Les contributions que nous avons apportées sont les suivantes :
• Dans les espaces de finitude, de nombreuses constructions possèdent une description
sémantique facile à manipuler. Pour le démontrer, on utilise souvent une technique qui
permet d’importer la structure finitaire d’un espace à un autre. Nous appliquons cette
technique pour construire l’interprétation de structures de données dans le modèle des
espaces de finitude. Ce travail a été réalisé en collaboration avec Lionel Vaux.
• Dans les espaces de finitude, la modalité exponentielle est librement engendrée. Pourtant
la formule introduite par Melliès et Tabareau [MT] pour calculer le monoïde libre ne
convient pas. Nous expliquons pourquoi. Ce travail a donné lieu à une publication dans
la conférence ICALP [MTT09].
• Les espaces de finitude sont des cas particuliers d’espaces de Lefschetz [Lef42]. Nous
décrivons les différentes constructions de la logique linéaire dans la catégorie des espaces
de Lefschetz. Cette catégorie ne forme pas un modèle de la logique linéaire. Nous en pro-
posons une sous-catégorie candidate pour être un modèle et montrons qu’elle généralise
les espaces de finitude. Par ailleurs, nous définissons une notion intrinsèque d’espaces
de finitude et montre qu’elle est stable par les différentes constructions de la logique
linéaire.
• Afin de caractériser les termes totaux dans la syntaxe différentielle, nous introduisons
un raffinement du modèle des espaces de finitude. Nous proposons ensuite une syntaxe
(le lambda-calcul barycentrique) qui reflète cette sémantique pour les types booléens du
premier ordre. Ce travail a été réalisé en collaboration avec Pierre Hyvernat. Il a donné
lieu à une publication dans la conférence TLCA [Tas09].
4
Introduction
• Enfin, dans le cadre des réseaux différentiels, nous proposons un algorithme qui permet
de déterminer si un ensemble fini de réseaux est issu du développement de Taylor d’une
preuve de la logique linéaire. Nous montrons que cet algorithme est complet (tous les
réseaux provenant d’une preuve sont reconnus) et correct (si un réseau est reconnu, il
provient d’une preuve). Ce travail a été réalisé en collaboration avec Michele Pagani. Il
a donné lieu à une publication dans la conférence LICS [PT09].
Plan. Dans le Chapitre I nous présentons la logique linéaire, sa syntaxe et sa sémantique.
Nous introduisons aussi la construction par orthogonalité, classique en logique linéaire, qui
sera utilisée par la suite.
Le manuscrit est ensuite divisé en deux parties selon l’approche qui est utilisée pour étudier
la logique linéaire. La première partie est une étude sémantique des espaces de finitude et de
leur généralisation. La seconde se consacre à la syntaxe sans pour autant perdre de vue la
sémantique.
Dans la première partie, nous commençons par étudier les espaces de finitude au Chapitre II.
Après avoir donné leur définition, leurs propriétés et les premiers exemples, nous énonçons un
théorème qui permet de transporter les structures finitaires d’un espace à l’autre. Nous décrivons
alors les constructions de la logique linéaire à la lumière de ce théorème. Nous concluons ce
chapitre par une discussion sur la modalité exponentielle.
Dans le Chapitre III, nous décrivons les constructions de la logique linéaire dans les espaces
de Lefschetz. Chaque notion décrite est ensuite illustrée dans le cadre des espaces de finitude.
Nous donnons une définition intrinsèque de ces derniers. Nous montrons que les espaces ainsi
définis forment une famille stable par les constructions de la logique linéaire et constitue un
modèle de la logique linéaire. Les espaces de Lefschetz, quant à eux, ne forment pas un mo-
dèle de la logique linéaire. Après avoir étudié les caractéristiques des espaces de finitude sur
lesquelles repose le modèle, nous proposons une famille généralisant ces espaces et candidate
pour former un modèle de la logique linéaire. Nous concluons ce chapitre par une description
de la formule de Taylor.
Dans la deuxième partie, nous abordons la logique des extensions vectorielles des syntaxes.
Dans le Chapitre IV, nous munissons les espaces de finitude d’une notion de totalité. Nous
obtenons ainsi un modèle de la logique linéaire qui permet de différencier les termes totaux
des autres termes dans le lambda-calcul différentiel. En s’appuyant sur les propriétés séman-
tiques, nous introduisons le lambda-calcul barycentrique — une syntaxe à mi-chemin entre le
lambda-calcul et sa version différentielle. Nous montrons que la sémantique est complète pour
la hiérarchie booléenne du premier ordre de ce calcul.
Dans le Chapitre V, nous considérons les réseaux de la logique linéaire. Nous commençons
par définir le développement de Taylor syntaxique, qui traduit un réseau de la logique linéaire en
une somme de réseaux différentiels. Ensuite, nous introduisons une caractérisation des réseaux
de la logique linéaire en termes d’étiquetage. Nous pouvons alors décrire l’algorithme de fusion
qui permet de reconnaître si un ensemble fini de réseaux différentiels provient d’un réseau de la
logique linéaire via le développement en série de Taylor. Après avoir montré que cet algorithme
est correct et complet, nous en discutons les applications.
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I - PRÉLUDE : LA LOGIQUE LINÉAIRE
Plan du chapitre
I.1 Syntaxe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
I.1.1 Formules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
I.1.2 Calcul des séquents . . . . . . . . . . . . . . . . . . . . . . . . . . 8
I.1.3 Élimination des coupures . . . . . . . . . . . . . . . . . . . . . . . 11
I.1.4 Codage de la logique intuitionniste . . . . . . . . . . . . . . . . . 11
I.1.5 Formule de Taylor syntaxique . . . . . . . . . . . . . . . . . . . . 11
I.2 Sémantique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
I.2.1 Modèle catégorique du lambda-calcul . . . . . . . . . . . . . . . . 12
I.2.2 Modèle catégorique de la logique linéaire intuitionniste . . . . . . . 14
I.2.3 Modèle catégorique de la logique linéaire classique . . . . . . . . . 23
I.2.4 Recollement de modèles de la logique linéaire . . . . . . . . . . . . 24
I.3 Orthogonalité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
I.3.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
I.3.2 Exemples issus de la logique linéaire . . . . . . . . . . . . . . . . 28
I.3.3 Formalisation via le bi-recollement . . . . . . . . . . . . . . . . . 30
Dans ce premier chapitre, nous allons présenter les modèles de la logique linéaire.
Pour cela, nous commençons par présenter le formalisme de la logique linéaire, sa syntaxe.
Nous en profitons pour souligner les équivalences logiques qui nous serviront à présenter sa
sémantique.
Ensuite, nous nous attardons sur la logique intuitionniste et son langage interne, le λ-calcul.
Nous présentons la traduction de l’implication intuitionniste dans la logique linéaire. Puis nous
abordons la sémantique via l’axiomatisation catégorique du λ-calcul.
Nous poursuivons par la description des différentes axiomatisations catégoriques de la lo-
gique linéaire et discutons quelques méthodes pour calculer l’exponentielle dans les modèles
de la logique linéaire.
Enfin, nous consacrons une partie de ce prélude à la méthode de la bi-orthogonalité. Cette
technique est souvent utilisée pour construire les modèles de la logique linéaire. Après l’avoir
explicitée et illustrée, nous étudions sa formalisation catégorique, le bi-recollement («double
glueing» en anglais).
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I.1 Syntaxe
I.1.1 Formules
Les formules de la logique linéaire (LL) sont données par la grammaire :
A,B
def= X | X⊥ | Variables Propositionnelles,
⊥ | 1 | A⊗B | A`B | Structure Multiplicative (M),
> | 0 | A⊕B | A&B | Structure Additive (A),
!A | ?A Structure Exponentielle (E),
où X et X⊥ parcourent un ensemble de variables propositionnelles.
La négation linéaire (−)⊥ est involutive, i.e. A⊥⊥ = A. C’est la réflexivité de la logique
linéaire. Cette négation est étendue aux formules grâce aux lois de De Morgan :
1⊥ = ⊥, (A&B)⊥ = A⊥ ⊕B⊥, (A⊗B)⊥ = A⊥ `B⊥, (!A)⊥ = ?A⊥.
Dans les formules, on distingue le monde additif du monde multiplicatif. Dans chacun
de ces mondes, on a un connecteur «ou» (⊕ et `) et un connecteur «et» (& et ⊗). Enfin, la
structure exponentielle permet de passer de l’un à l’autre. Ainsi, les formules !(A&B) et !A⊗!B
sont logiquement équivalentes. Algorithmiquement, une formule exponentielle !A va typer des
ressources inépuisables ou effaçables, alors que celles qui n’ont pas de marqueur exponentiel
vont typer des ressources linéaires, c’est-à-dire ne pouvant être ni dupliquées, ni jetées.
I.1.2 Calcul des séquents
Nous donnons dans la Figure I.1 page 9 une description des séquents de la logique linéaire
avec (Mix).
Remarquons que les règles structurelles de contraction et d’affaiblissement que l’on re-
trouve en logique ne s’appliquent ici que sur des formules qui ont été marquées par une moda-
lité exponentielle. Seules ces formules peuvent être dupliquées ou effacées. Ainsi, la dérélic-
tion (?d) marque une formule par une modalité exponentielle, indiquant qu’elle va pouvoir être
dupliquée par la règle (?c). La règle (?w) d’affaiblissement permet d’introduire une formule
exponentielle à partir de rien.
Par ailleurs, contrairement au calcul des séquents de la logique intuitionniste, on n’a pas
à proprement parler de règle d’introduction de la flèche. En fait cette dernière règle est co-
dée grâce au connecteur ` et à l’orthogonal (−)⊥. Ainsi, la définition A ( B def= A⊥ ` B
fait apparaître explicitement la négation cachée dans cette implication. Dans ce codage de la
flèche linéaire, on peut voir une manifestation de la réflexivité de la logique linéaire. En effet,
les implications linéaires sont réversibles dans le sens où X ( Y et Y ⊥ ( X⊥ sont des
formules logiquement équivalentes. Cette équivalence logique se traduit via l’isomorphisme de
Curry-Howard par le fait que les entrées et les sorties d’un programme jouent des rôles inter-
changeables.
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• Groupe Identité :
` X,X⊥ (ax)
` Γ, A ` A⊥,∆
` Γ,∆ (Cut)
• Groupe Multiplicatif :
` 1 (1)
` Γ
` Γ,⊥ (⊥)
` Γ, A,B
` Γ, A`B (`)
` Γ, A ` ∆, B
` Γ,∆, A⊗B (⊗)
• Groupe Additif :
` Γ,> (>)
` Γ, A ` Γ, B
` Γ, A&B (&)
` Γ, A
` Γ, A⊕B (⊕g)
` Γ, B
` Γ, A⊕B (⊕d)
• Groupe Exponentiel :
` Γ
` Γ, ?A (?w)
` Γ, A
` Γ, ?A (?d)
` Γ, ?A, ?A
` Γ, ?A (?c)
` ?Γ, A
` ?Γ, !A (promotion)
• Mix :
` (Mix0)
` Γ ` ∆
` Γ,∆ (Mix)
FIG. I.1: Calcul des séquents pour la logique linéaire (LL)
Quelques équivalences logiques. On dit que deux formules A et B sont logiquement
équivalentes, noté A ≡ B, si l’on peut prouver les deux jugements ` A( B et ` B( A.
Nous donnons quelques équivalences logiques1 valables en logique linéaire et que nous
retrouverons plus tard en sémantique.
Tout d’abord la distributivité du tenseur sur le plus :
A⊗ 0 ≡ 0, (I.1)
A⊗ (B ⊕ C) ≡ (A⊗B)⊕ (A⊗ C). (I.2)
1Plus précisément, ce sont des isomorphismes de la logique linéaire autrement dit, non seulement ` A( B et
` B( A sont prouvables mais leur coupure est η-équivalente à un axiome.
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Ensuite, le lien entre le monde additif et le monde multiplicatif via l’exponentielle. :
!(A&B) ≡ !A⊗ !B, ?(A⊕B) ≡ ?A` ?B, (I.3)
!> ≡ 1 ?0 ≡ ⊥. (I.4)
D’autres jugements sont prouvables en logique linéaire et sont remarquables car ils vont
permettre de décrire les modèles de la logique linéaire à travers la sémantique catégorique (voir
le Paragraphe I.2). En voici quelques uns, prouvables quel que soit A :
` !A( 1, ` !A( !A⊗ !A, (I.5)
` !A( A, ` !A( !!A. (I.6)
De plus la preuve de chacun de ces jugements est indépendante de la formule A.
Ces formules signifient respectivement que toute formule exponentielle peut être effacée,
dupliquée ou linéarisée et que toute ressource infinie est infiniment infinie.
Le Mix. La règle (Mix) permet de juxtaposer deux preuves. On peut comprendre ceci via
l’isomorphisme de Curry-Howard. Dans le monde des programmes, la règle (Mix) revient à
faire tourner deux programmes en parallèle et à renvoyer le couple des résultats de chacun des
programmes. On remarquera que ceci suppose que le (Mix) de deux programmes ne termine
que quand chacun d’eux termine. D’un point de vue logique, la règle (Mix) permet de prouver
les jugements :
` ⊥( 1 et ` A⊗B( A`B.
Nous considérons de plus la version 0-aire (Mix0) qui permet de prouver le jugement `
⊥( 1. Elle implique donc l’équivalence logique :
1 ≡ ⊥.
Cette équivalence n’est pas vérifiée par tous les modèles de la logique linéaire. Cependant, nous
la considérons car elle est vérifiée par les modèles que nous allons étudier.
Soulignons que la règle (Mix0) permet de prouver ` ⊥. Elle joue le rôle d’un Dai-
mon [Gir07] qui peut être considéré comme une preuve partielle.
Par ailleurs, la règle du (Mix0) implique la règle (Mix) qui aurait pu être omise du calcul
des séquents.
Différents fragments. Au cours de ce manuscrit, nous ferons référence à différents frag-
ments de la logique linéaire. On désigne par LL l’ensemble des formules de la logique linéaire
et des règles de formation des séquents. Le fragment MALL exclut les exponentielles, le frag-
ment MELL les additifs. Enfin, le fragment MLL exclut les additifs et les exponentielles. On
notera ILL la logique linéaire intuitionniste et IMELL, IMALL ses fragments respectifs.
Comme la logique intuitionniste, elle est obtenue en considérant des jugements bilatères plutôt
que monolatères (comme ici) et avec une seule formule à droite. L’étude de ce fragment va
à l’encontre de la réflexivité inhérente à la logique linéaire. Pourtant, ILL est important d’un
point de vue sémantique car il marque une étape dans la construction des modèles catégoriques
de la logique linéaire (voir le Paragraphe I.2).
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I.1.3 Élimination des coupures
L’élimination des coupures est une opération qui consiste à transformer une preuve d’une
formule en une autre preuve de cette formule qui n’utilise pas la règle (Cut) et qui a le même
contenu logique. La proposition suivante assure que la logique linéaire satisfait l’élimination
des coupures.
Proposition I.1. Pour tout jugement ` Γ, il existe une preuve de ` Γ si et seulement s’il existe
une preuve de ` Γ sans coupure.
Démonstration. Le lecteur intéressé trouvera une démonstration dans l’article de syn-
thèse [Mel08a] où la procédure d’élimination des coupures est décrite.
I.1.4 Codage de la logique intuitionniste
Comme nous l’avons mentionné dans l’introduction, la logique linéaire est née d’une étude
sémantique de la logique intuitionniste. Dans le modèle étudié par Girard (les espaces de co-
hérence), l’interprétation de l’implication intuitionniste (⇒) est décomposée en une modalité
exponentielle (!) et une implication linéaire ( ). Cette égalité sémantique peut être transportée
dans la syntaxe. Plus précisément, on peut simuler le calcul des séquents de la logique intui-
tionniste en ajoutant à la logique linéaire l’équivalence logique :
A⇒ B ≡ !A( B,
Proposition I.2. [Gir87, §IV.5.1] Toute formule de la logique intuitionniste est prouvable si et
seulement si son codage dans la logique linéaire est prouvable.
I.1.5 Formule de Taylor syntaxique
Dans les travaux sur la sémantique quantitative [Gir88, Ehr02, Ehr05] ce codage est effectué
grâce au développement en séries de Taylor. Nous le présenterons dans le cadre des espaces de
Lefschetz à la fin du Chapitre III.
Par ailleurs, l’introduction des syntaxes différentielles [ER03, ER06b] repose sur une in-
terprétation algorithmique de ce codage via l’isomorphisme de Curry-Howard. Nous allons
présenter dans ce paragraphe et il fera l’objet de la seconde partie de la thèse (Chapitres IV
et V)
Soit P un programme de type A ⇒ B. On note T (P ) le programme résultant du codage
de P . Intuitivement, le programme P : A⇒ B prend une ressource x : A, la place en mémoire
et la consulte autant de fois qu’il veut. Le programme T (P ) : !A ( B prend en entrée un
paquet de type !A, c’est-à-dire un ensemble rassemblant des multi-ensembles finis de copies de
la ressource. Le programme consulte le paquet une seule fois. À cette occasion, il choisit un
multi-ensemble et le place en mémoire. Selon le cardinal n du multi-ensemble, il appelle un
programme, noté T (P )(n), qui va utiliser exactement une fois chacune des occurrences de la
ressource contenues dans le multi-ensemble. De la même façon qu’un programme qui utilise
exactement une fois sa variable est dit linéaire, le programme T (P )(n) est dit n-linéaire car il
utilise exactement n occurrences de la variable x.
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Pour obtenir le programme T (P ) à partir du programme P , on utilise la modalité expo-
nentielle. Celle-ci transforme une ressource x : A en un paquet x! : !A qui regroupe les multi-
ensembles de n copies de la ressource x pour n variant parmi les entiers.
Le codage de la logique intuitionniste dans la logique linéaire se traduit syntaxiquement par
l’égalité suivante, appelée formule de Taylor syntaxique :
P (x) = T (P )(x!) =
∑
n∈N
T (P )(n)(x).
Dans la sémantique cette formule se traduit par le développement en série de Taylor. Le
programme P est modélisé par une fonction analytique et les programmes T (P )(n) par des
polynômes homogènes de degré n.
I.2 Sémantique
De manière générale, les catégories permettent de dégager les propriétés communes de
certaines constructions afin de factoriser des démonstrations similaires. En informatique, les
catégories permettent aussi d’appréhender les propriétés fondamentales de la logique et des
langages de programmation, tout en caractérisant leur sémantique.
L’idée des sémantiques catégoriques est d’interpréter les formules par des objets, les
preuves par des morphismes et les règles de déduction par des transformations naturelles.
Dans ce paragraphe, nous allons décrire les modèles catégoriques du λ-calcul et de la lo-
gique linéaire. L’interprétation d’une formule, d’une preuve ou d’un terme dans un modèle sera
notée par les crochets J K.
Définition I.1. On appelle modèle catégorique ou modèle dénotationnel d’une logique ou
d’une syntaxe, une catégorie C telle que :
(MC1) Toute formule est représentée par un objet de C.
(MC2) Pour toute preuve de Γ ` s : A, il existe un morphisme JsK : Γ→ A dans C.
(MC3) Pour toute preuve de Γ ` s : A tel que s se réduit en t, on a JsK = JtK.
On utilisera parfois les mêmes notations pour les formules de la logique et leurs interpré-
tations. De plus, pour tout modèle catégorique C, s’il existe un isomorphisme dans C entre
l’interprétation d’une formule A et celle d’une formule B, on écrit A 'C B. Remarquons
pour finir que certaines équivalences logiques2 impliquent l’équivalence sémantique pour toute
catégorie modèle de la logique concernée.
I.2.1 Modèle catégorique du lambda-calcul
Comme l’ont remarqué Curry, Howard [How80] et Lambek [Lam80], la logique intuition-
niste, le λ-calcul simplement typé et les catégories cartésiennes fermées sont trois présentations
différentes du même concept. Plus précisément, l’isomorphisme de Curry-Howard associe à
2Plus précisément, ce sont les équivalences logiques qui sont des isomorphismes logiques.
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tout terme du λ-calcul simplement typé une unique preuve en déduction naturelle de la logique
intuitionniste. D’autre part, toute catégorie cartésienne fermée est un modèle dénotationnel du
λ-calcul dans lequel les types simples sont interprétés par les objets de la catégorie et les λ-
termes par ses morphismes.
Nous allons décrire quelques intuitions sur l’axiomatisation catégorique du λ-calcul sim-
plement typé. Le lecteur intéressé par une description plus précise peut se référer à [AC98,
§4.3].
Le λ-calcul simplement typé [Kri90] est donné par la syntaxe :
s, t ∈ Λ def= x ∈ V | λx.s | (s)t
(quotientée par la relation d’α-équivalence) et par le système de type :
Γ , x : A ` x : A (var)
Γ , x : A ` s : B
Γ ` λx.s : A⇒ B (abs)
Γ ` s : A⇒ B Γ ` r : A
Γ ` (s)r : B (app).
Dans une catégorie cartésienne fermée, le produit cartésien (A ⇒ B) × A modélise l’ap-
plication du λ-calcul et l’exponentiation A ⇒ B modélise son abstraction. L’adjonction entre
le produit cartésien et l’exponentiation interprète alors l’équivalence logiqueA⇒ (B ⇒ C) ≡
(A×B)⇒ C.
Par exemple, dans la catégorie Set des ensembles et fonctions, le type A×B est interprété
par le produit cartésien ensembliste et le typeA⇒ B est interprété par l’ensemble des fonctions
de l’interprétation de A dans l’interprétation de B.
Enfin, la β-réduction est définie par la règle de calcul :
(λx.t)s→ t[s/x]
où la substitution t[s/x] de x par s dans t est réalisée en évitant la capture des variables liées
(voir [Kri90] pour plus de précisions).
Théorème I.1 (Correction). [LS88] Toute catégorie cartésienne fermée est un modèle déno-
tationnel du λ-calcul simplement typé. Autrement dit, l’interprétation des termes du λ-calcul
dans une catégorie cartésienne fermée est un invariant de la réduction.
Afin de comparer les différents modèles du λ-calcul, les théoriciens des modèles utilisent
les relations logiques [Mit90, AC98]. Ces relations ont une formalisation catégorique, le recol-
lement (en anglais, «glueing») [LS88, MS93].
Nous étudierons le recollement dans le cadre de ILL au Paragraphe I.2.4 page 24. Nous
verrons notamment que le recollement permet de construire de nouveaux modèles catégoriques.
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Set est une catégorie de Seely munie d’une exponentielle libre.
• Structure additive : Set est une catégorie cartésienne avec tous les co-produits finis.
∗ Produit : A & B est le produit cartésien de A et B, les projections sont les fonctions
piA : (a, b) 7→ a et piB : (a, b) 7→ b ;
∗ Objet terminal : > = {∗} est le singleton ;
∗ Co-produit : A ⊕ B est l’union disjointe de A et B, les plongements sont les fonctions
ιA : a 7→ a et ιB : b 7→ b ;
∗ Objet initial : 0 = ∅ est l’ensemble vide.
• Structure multiplicative : Set est une catégorie monoïdale symétrique close
∗ Produit tensoriel : A⊗B est le produit cartésien des ensembles A et B ;
∗ Unité : 1 = {∗} est le singleton ;
∗ Exponentiation monoïdale : A( B est l’ensemble des fonctions.
• Objet dualisant : Set n’admet d’objet dualisant.
• Structure exponentielle : Set est munie d’une exponentielle :
∗ Exponentielle : !A def= A est dégénérée, c’est le foncteur identité.
∗ Co-monoïde commutatif : eA = a 7→ ∗, dA : a 7→ (a, a).
∗ Co-monade : A = idA δA = idA.
FIG. I.2: Interprétation dans Set des différentes structures de ILL
I.2.2 Modèle catégorique de la logique linéaire intuitionniste
Historiquement, il existe trois axiomatisations catégoriques de la logique linéaire intui-
tionniste : les catégories de Seely [See89], les catégories de Lafont [Laf88] et les catégories
linéaires [BBPH92]. Ces trois axiomatisations sont correctes (toute catégorie vérifiant leurs
axiomes est un modèle de la logique linéaire), mais ne sont pas nécessairement complètes (par
exemple, il existe des modèles de la logique linéaire qui ne satisfont pas la définition de Lafont).
Un consensus semble avoir été trouvé autour d’une quatrième axiomatisation, c’est la formula-
tion linéaire-non-linéaire [Ben95]. Chacune des trois axiomatisations historiques se traduit dans
ce formalisme (le lecteur intéressé par les différentes axiomatisations et leurs relations pourra
consulter l’article de synthèse [Mel08a]).
Intuitions sur le modèle catégorique. Commençons par donner quelques intuitions sur
l’axiomatisation catégorique de la logique linéaire. Nous allons illustrer nos propos par des
exemples de modèles de différents fragments de la logique linéaire :
Exemple I.1. Set, catégorie des ensembles et fonctions, forme un modèle de ILL, nommé
modèle ensembliste. Les constructions de la logique linéaire dans ce modèle sont résumées
dans la Figure I.2 page 14.
Exemple I.2. Rel, catégorie des ensembles et relations, forme un modèle de LL.
Le modèle relationnel constitue le modèle canonique de LL. Certains modèles dits avec
trames sont des raffinements du modèle relationnel, comme par exemple le modèle des espaces
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Rel est une catégorie de Seely ∗-autonome munie d’une exponentielle.
• Structure additive : Rel est une catégorie cartésienne avec tous les co-produits finis.
∗ Produit : A & B est l’union disjointe de A et B, les projections sont données par leur
support piA = {(a, a) ; a ∈ A} et piB = {(b, b) ; b ∈ B} ;
∗ Objet terminal : > = ∅ est l’ensemble vide ;
∗ Co-produit :A⊕B est l’union disjointe deA etB, les plongements sont donnés par leur
support ιA = {(a, a) ; a ∈ A} et ιB = {(b, b) ; b ∈ B} ;
∗ Objet initial : 0 = ∅ est l’ensemble vide.
• Structure multiplicative : Rel est une catégorie monoïdale symétrique close
∗ Produit tensoriel : A⊗B est le produit cartésien des ensembles A et B ;
∗ Unité : 1 = {∗} est le singleton ;
∗ Exponentiation monoïdale : A( B est l’ensemble A×B.
• Objet dualisant : Rel admet pour objet dualisant le singleton ⊥ = {∗}. L’isomorphisme
A→ (A( ⊥)( ⊥ est donné par sa trame {(a, ((a, ∗), ∗)) ; a ∈ A}.
• Structure exponentielle : Rel est munie d’une exponentielle.
∗ Exponentielle : !A def= Mfin(A) est l’exponentielle multi-ensembliste, elle associe à un
ensemble A l’ensemble de ses multi-ensembles finis.
∗ Co-monoïde commutatif :
eA = {([ ], ∗)}, dA = {(µ1 + µ2, (µ1, µ2)) ; µ1, µ2 ∈Mfin(A)} .
∗ Co-monade :
A = {([a], a) ; a ∈ A} , δA =
{(∑
i≤n µi, [µ1, . . . , µn]
)
; µi ∈Mfin(A)
}
.
FIG. I.3: Interprétation dans Rel des différentes structures de LL
cohérents [Gir87] et le modèle des espaces de finitude [Ehr05]. Nous décrivons les différentes
structures de ce modèle dans la Figure I.3 page 15.
Étant donnés deux ensembles A et B, une relation R ∈ Rel(A,B) est une partie R ⊆
A×B. Une relation est décrite de manière équivalente par la donnée de
∗ sa trame, c’est-à-dire la partie R de A×B ;
∗ sa transposée, c’est-à-dire tR def= {(b, a) ; (a, b) ∈ R} ∈ Rel(B,A).
∗ sa fonction image R · − : P (A)→ P (B), définie par
∀u ∈ P (A) , R · u = {b ; ∃a ∈ u, (a, b) ∈ R}.
∗ sa fonction pré-image, i.e. tR · − : P (B)→ P (A).
Afin de décrire la structure exponentielle du modèle relationnel, nous avons besoin de no-
tations pour les multi-ensembles finis. Étant donné un ensemble A, un multi-ensemble fini est
une fonction µ : A → N presque nulle qui à tout élément associe son nombre d’occurrences.
Nous utilisons indifféremment les notations µ = [a, a, a, b, b, c] et µ : a 7→ 3, b 7→ 2, c 7→ 1.
L’ensemble des multi-ensembles finis à valeur dansA est notéMfin(A). Le cardinal d’un multi-
ensemble µ est noté #µ, il est défini par #µ =
∑
a∈A µ(a). L’ensemble des multi-ensembles
de cardinal n est notéMnfin(A). Étant donnés deux multi-ensembles µ1 et µ2, l’addition µ1+µ2
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La catégorie de LinDF est une catégorie ∗-autonome.
• Structure additive : LinDF est une catégorie cartésienne avec tous les co-produits finis.
∗ Produit : A×B est le produit cartésien des espaces A et B ;
∗ Objet terminal : > = {0} est l’espace vectoriel réduit au point 0. ;
∗ Co-produit :A⊕B est la somme directe des espacesA etB (elle coïncide avec le produit
cartésien) ;
∗ Objet initial : 0 = {0} est l’espace vectoriel réduit au point 0.
• Structure multiplicative : LinDF est une catégorie monoïdale symétrique close.
∗ Produit tensoriel : A⊗B est le produit tensoriel des espaces A et B ;
∗ Unité : 1 = k est la droite ;
∗ Exponentiation monoïdale :A( B est l’ensemble des fonctions linéaires deA dansB.
• Objet dualisant : LinDF admet pour objet dualisant l’espace à une dimension k. L’iso-
morphisme A → (A ( ⊥) ( ⊥ provient de la réflexivité des espaces vectoriels de
dimension finie : A est isomorphe à son deuxième dual. Il est donné par l’isomorphisme
x 7→ (x′ 7→ 〈x′, x〉).
FIG. I.4: Interprétation dans LinDF des différentes structures de MALL
désigne l’addition des fonctions, par exemple [a, b, b] + [a, c] = [a, a, b, b, c], son unité est le
multi-ensemble vide, noté [ ].
Exemple I.3. LinDF, catégorie des espaces vectoriels de dimension finie et fonctions li-
néaires, forme un modèle de MALL. Nous donnons les différentes structures de ce modèle
dans la Figure I.4. Le modèle linéaire permet de concrétiser l’analogie entre l’algèbre linéaire
et la logique linéaire. Il est obtenu en enrichissant le modèle relationnel avec une structure d’es-
paces vectoriels. Ainsi, l’interprétation d’une formule dans Rel est un ensemble qui forme une
base de l’interprétation de cette formule dans LinDF.
Pour chacune des structures de la logique linéaire (voir la Figure I.1 page 9), nous allons
maintenant donner une description informelle, puis l’illustrer dans chacun des exemples intro-
duits ci-dessus.
• Structure additive : Le connecteur & correspond au produit et le connecteur ⊕ au co-
produit. La formule > est interprétée par l’objet terminal et le 0 par l’objet initial.
Dans Set, & est interprété par le produit cartésien,⊕ par l’union disjointe, l’unité> par
le singleton et 0 par l’ensemble vide.
Dans Rel, & et ⊕ sont interprétés par l’union disjointe et 0 et > par l’ensemble vide.
Dans LinDF, & est interprété par le produit cartésien, ⊕ par la somme directe (qui
coïncide avec le produit cartésien), l’unité > et 0 par l’espace réduit à {0}.
• Structure multiplicative : Le connecteur ⊗ correspond au produit tensoriel, la formule
1 à son unité et le connecteur( à son exponentiation.
Dans Set, ⊗ est interprété par le produit cartésien et( par les fonctions.
Dans Rel, ⊗ et( sont interprétés par le produit cartésien.
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Dans LinDF, ⊗ est interprété par le produit tensoriel, ( par les fonctions linéaires
et l’unité par l’espace à une dimension. On retrouve la correspondance entre Rel et
LinDF en considérant le support de la matrice canoniquement associée à une fonction
linéaire.
• Structure exponentielle : Le connecteur ! est muni des opérations qui viennent des for-
mules logiques présentées aux Équations (I.3) page 10 et (I.5) page 10. C’est un foncteur
qui à tout objet A associe un co-monoïde commutatif (!A, dA, eA) :
dA : !A→ !A⊗ !A, eA : !A→ 1,
et c’est une co-monade :
δA : !A→ !!A, A : !A→ A.
Ces morphismes correspondent aux jugements prouvables que nous avons mis en évi-
dence dans les équations de la page 10.
Dans Set, le foncteur identité satisfait les propriétés de l’exponentielle. En ce qui
concerne la structure de co-monoïde commutatif, la diagonale ∆ : x 7→ (x, x) vé-
rifie les propriétés de la duplication et le singleton 1 est l’objet terminal de Set : il
induit un effacement. Ce modèle est dégénéré sur la partie exponentielle, puisqu’une
formule et son exponentielle sont interprétées de la même façon.
Dans Rel, la modalité exponentielle est interprétée par le foncteur qui, à un ensemble,
associe l’ensemble des multi-ensembles finis sur celui-ci :
!A def= Mfin(A).
La structure de co-monoïde commutatif est interprétée par :
eA = {([ ], 1)}, dA = {(µ1 + µ2, (µ1, µ2)) ; µ1, µ2 ∈Mfin(A)} .
La structure de co-monade est donnée par :
A = {([a], a) ; a ∈ A} ,
δA =
{(∑
i≤n µi, [µ1, . . . , µn]
)
; n ∈ N, ∀i ≤ n, µi ∈Mfin(A)
}
,
et le lien entre le monde additif et le monde multiplicatif (voir l’Équivalence (I.3)
page 10) par :
m2 : ([a1, . . . , ap], [b1, . . . , bq])↔ [(1, a1), . . . , (1, ap), (2, b1), . . . , (2, bq)],
m0 : ∗ ↔ [].
Dans LinDF, l’exponentielle induite par celle de Rel engendre des espaces de dimen-
sion infinie (dont la base Mfin(A) est de cardinal infini) qui ne sont donc pas dans
LinDF.
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Présentation de Seely. Toutes les intuitions que nous venons de donner peuvent être forma-
lisées à travers l’axiomatisation de Seely3 [See89] revue et corrigée [BBPH92].
Définition I.2. [Bie95] Une catégorie de Seely est une catégorie symétrique monoïdale close
(C,⊗, 1,() munie de produits finis (objet terminal > et produits binaires &) qui possède
(S1) une co-monade (!, δ, ),
(S2) deux isomorphismes naturels
m2A,B : !A⊗ !B ≡ !(A&B), m0 : 1 ≡ !>,
tels que l’adjonction entre la catégorie C et la catégorie de co-Kleisli C! définie dans le dia-
gramme suivant soit monoïdale4.
f : !A→ B  // fˆ : !A δA−→ !!A !f−→ !B
C!
F
&&⊥ C
G
ff
g˜ : !A A−→ A g−→ B g : A→ Boo
(I.7)
Les objets de la catégorie de co-Kleisli C! sont les mêmes que les objets de C et les mor-
phismes sont définis par C!(A,B) = C(!A,B). Remarquons que la catégorie de co-Kleisli
d’une catégorie de Seely est cartésienne car la co-monade transporte la structure cartésienne.
La catégorie de co-Kleisli forme donc un modèle du λ-calcul et on retrouve, dans le monde de la
sémantique catégorique, la décomposition de la logique intuitionniste dans la logique linéaire.
Enfin, la modalité exponentielle est la composée des deux foncteurs adjoints F et G du
diagramme (I.7) ci-dessus : pour tout objet A de C, !A = F ◦ G(A). Par ailleurs, on peut
montrer que pour tout objet A, !A est muni d’une structure de co-monoïde commutatif :
dA : !A
F (δ)−−−→ !(A&A) (m
2)−1−−−−→ !A⊗ !A,
eA : !A
F (>)−−−→ !> (m
0)−1−−−−→ 1.
Proposition I.3. [BBPH92] Toute catégorie de Seely est un modèle dénotationnel de IMELL.
Présentation linéaire-non-linéaire. Nous allons maintenant présenter le modèle linéaire-
non-linéaire qui permet de mieux comprendre le rôle de la modalité exponentielle dans la rela-
tion entre monde linéaire et monde non-linéaire de LL.
3les catégories qualifiées ici de Seely sont parfois dites de new-Seely.
4Les transformations naturelles unité et co-unité de l’adjonction sont monoïdale, c’est-à-dire qu’elles commutent
avec m2 et m0.
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Définition I.3. [Ben95] Soient (M,×, e) une catégorie cartésienne et (L,⊗, 1) une catégorie
monoïdale symétrique. Une adjonction linéaire-non-linéaire est une adjonction symétrique
monoïdale entre deux foncteurs monoïdaux lax5 :
(M,×, e)
(L,m)
++
⊥ (L,⊗, 1)
(M,n)
kk
.
Intuitivement, L est la catégorie du monde linéaire et M est la catégorie du monde non-
linéaire où on peut dupliquer et effacer. Le foncteur M transformera une ressource en une
ressource non-linéaire, c’est-à-dire qu’on va pouvoir lui appliquer les opérations non-linéaires
comme la duplication et l’effacement. Le foncteur L linéarisera la ressource : le résultat ne peut
plus être ni effacé ni dupliqué.
La modalité exponentielle est la composée de ces deux foncteurs :
! = L ◦ M.
Souvent, mais pas toujours, dans les exemples de catégories linéaires-non-linéaires, M = ! et
L est le foncteur qui oublie le droit aux opérations non-linéaires.
Proposition I.4. [Ben95] Toute catégorie linéaire L issue d’une adjonction linéaire-non-
linéaire est un modèle dénotationnel de IMELL.
Proposition I.5. [Bie95] Toute catégorie de Seely engendre une adjonction linéaire-non-
linéaire.
Une exponentielle libre ? La modalité exponentielle est un des connecteurs de la logique
linéaire dont la sémantique est la plus délicate. C’est pourquoi, une formule pour calculer l’in-
terprétation de l’exponentielle est très recherchée.
Remarquons qu’il peut exister plusieurs interprétations de l’exponentielle pour chaque mo-
dèle de la logique linéaire. Théoriquement, on pourrait même avoir tout un éventail d’interpré-
tations de l’exponentielle pour chaque modèle. Parmi elles, il en existe une plus canonique que
les autres, c’est l’exponentielle libre. C’est cette dernière interprétation de l’exponentielle qui
peut parfois être caractérisée par une formule.
Dans ce paragraphe, nous allons d’abord rappeler la définition de l’exponentielle libre. En-
suite, nous décrirons l’exemple des espaces cohérents et présenterons deux interprétations de
l’exponentielle dans ce modèle. Enfin, nous décrirons les caractérisations possibles de l’expo-
nentielle libre.
Tout d’abord, revenons à l’axiomatisation de Lafont [Laf88], dans laquelle la modalité ex-
ponentielle est librement engendrée, i.e. l’exponentielle de tout objetA est équipée d’une struc-
ture de co-monoïde commutatif libre.
Définition I.4. On dit qu’un co-monoïde commutatif (!A, dA, eA) est librement engendré sur
A s’il existe un morphisme A : !A→ A tel que la propriété universelle suivante soit vérifiée :
5Un foncteur monoïdal lax est un foncteur qui préserve la structure monoïdale.
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Pour tout co-monoïde commutatif (X, d, e) et pour tout morphisme X
f−→ A, il existe un unique
morphisme de co-monoïde commutatif (X, d, e)
f†−→ (!A, dA, eA) faisant commuter le dia-
gramme suivant :
X
f† //
f
&&NN
NNN
NNN
NNN
NN !A
A

A
Une catégorie de Lafont est une catégorie monoïdale symétrique close dans laquelle il existe,
pour tout objet A, un co-monoïde commutatif libre (!A, dA, eA).
Proposition I.6. [Laf88] Toute catégorie de Lafont est un modèle dénotationnel de IMELL.
De nombreux modèles de la logique linéaire sont décrits par cette axiomatisation : le modèle
relationnel, les espaces de finitude ou encore les espaces cohérents admettent des exponentielles
librement engendrées.
Pourtant rien ne contraint l’exponentielle de la logique linéaire à être libre. D’ailleurs, il
existe des modèles de la logique linéaire munis d’une exponentielle qui n’est pas libre.
Prenons l’exemple de la catégorie Coh des espaces cohérents et des fonctions linéaires
stables. Par définition, un espace cohérent est un couple formé d’un ensemble, la trame, et
d’une relation symétrique et réflexive, dite de cohérence. Dans ce modèle, toute preuve est
interprétée par une clique de la relation de cohérence associée à la formule prouvée. Les mor-
phismes de la catégorie Coh sont des fonctions entre les cliques, qui sont croissantes (elles
préservent l’ordre d’inclusion des cliques), continues (elles commutent aux unions dirigées)
et stables (l’image de l’intersection de deux cliques dont la réunion forme une clique est l’in-
tersection des images des deux cliques). Dans la catégorie Coh, deux interprétations de la
modalité exponentielle coexistent. L’une est libre l’autre ne l’est pas, mais les deux font de
Coh un modèle de la logique linéaire. Explicitons ces deux exponentielles. La première mo-
dalité est appelée exponentielle ensembliste !Set. Sa trame est formée des cliques finies et sa
relation de cohérence relie deux cliques si et seulement si leur union est une clique. Munie
de la modalité !Set, Coh satisfait l’axiomatisation de Seely. La deuxième modalité, !MSet
est appelée l’exponentielle multi-ensembliste. Sa trame est formée des multi-cliques6 et deux
multi-cliques sont cohérentes lorsque leur union est une multi-clique. Munie de la modalité
!MSet, la catégorie Coh vérifie l’axiomatisation de Lafont (en particulier, l’exponentielle est
librement engendrée). Comme il ne peut y avoir qu’une seule exponentielle libre, on en déduit
que l’exponentielle ensembliste ne vérifie pas l’axiomatisation de Lafont.
Il n’en reste pas moins que l’exponentielle libre se retrouve souvent dans les modèles de la
logique linéaire. Ainsi, comprendre son calcul apporte une meilleure compréhension de cette
modalité. C’est la question qui a été abordée dans [MTT09] à la suite des travaux de Melliès
et Tabareau sur les constructions libres des variantes linéaires des théories algébriques [MT,
Tab08].
Afin de mieux comprendre les formules qui permettent de construire l’exponentielle libre,
revenons sur les intuitions de la logique linéaire sur l’exponentielle :
6Une multi-clique est un multi-ensemble dont le support est une clique
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• Une ressource de type A peut-être utilisée une seule fois ;
• Le tenseur permet de faire des copies linéaires des ressources. Ainsi, le type A ⊗ A
est interprété par l’ensemble des couples de ressources de type A. Plus généralement,
A⊗n regroupe les n-uplets de ressources. En oubliant l’ordre entre les copies, on obtient
(A⊗n/∼n) l’ensemble des multi-ensembles constitués de n ressources de type A. Plus
précisément, s’il existe, (A⊗n/∼n) est l’égaliseur des symétries :
(A⊗n/∼n) égaliseur // A⊗n
symétrie //···
symétrie
// A
⊗n ;
• L’exponentielle, quant à elle, rassemble des paquets constitués de n ressources de type A
pour n parcourant les entiers naturels. Plus précisément,
A∞ def=
¯
n∈N
(
A⊗n/∼n
)
,
Le & est la notation de la logique linéaire pour le produit. On peut aussi voir A∞ comme
la limite du diagramme ci-dessous :
A∞
xx zz
 
1 A
(
A⊗2/ ∼2
) · · · (A⊗n/∼n) · · ·
(I.8)
Cependant, pour que la limite calculée dans le Diagramme (I.8) soit le co-monoïde commutatif
libre, on doit supposer que le morphisme canonique :
X ⊗
¯
n∈N
(
A⊗n/∼n
)→¯
n∈N
(
X ⊗ (A⊗n/∼n))
est un isomorphisme. Autrement dit, la limite commute au tenseur.
Les espaces cohérents forment un modèle de la logique linéaire dont la modalité exponen-
tielle (celle des multicliques) est libre mais n’est pas obtenue en calculant la limite du dia-
gramme I.8 [MTT09]. Une des raisons réside dans le fait que le & juxtapose les différentes
couches (A⊗n/∼n) (pour n parcourant les entiers) sans les relier entre elles. Il faut donc raffi-
ner cette formule.
En s’inspirant de leurs travaux sur les constructions libres, Melliès et Tabareau ont proposé
d’ajouter un point qui va jeter un pont entre les différentes couches. Intuitivement, l’objet co-
pointé libre A• sur A est le plus petit objet contenant A et admettant un morphisme A• → 1.
Ce morphisme va permettre de relier les différentes couches A⊗n construites à partir de l’objet
pointé. Par exemple, pour la couche 2, on va avoir deux morphismes A•⊗A• → A•⊗ 1 ' A•
et A• ⊗A• → 1⊗A• ' A• qui sont égalisés lorsque l’on considère la symétrie.
Voici les étapes de leur construction :
• À partir de l’objet A, on construit l’objet librement co-pointé A• def= 1 &A.
Dans les espaces cohérents, la trame de A• est égale à la trame de A plus un point. Les
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cliques de A• sont les parties qui forment une clique de A lorsqu’elles sont intersectées
avec la trame de A. À un isomorphisme près qui transforme ∗ en la clique vide, on peut
voirA• comme l’espace des multi-cliques surA à au plus un élément (deux multi-cliques
sont cohérentes lorsque l’union de leur support est une clique).
• Ensuite, pour tout n ∈ N, on construit la couche A≤n def= ((A•)⊗n/∼n) de rang n
contenant des paquets non-ordonnés de n ressources dans A•. Intuitivement la couche
A≤n correspond à toutes les couches Ak pour k variant de 0 à n. Plus précisément et s’il
existe, A≤n est l’égaliseur des symétries :
A≤n
égaliseur // A⊗n•
symétrie //···
symétrie
// A
⊗n• .
Dans les espaces cohérents, la trame de A⊗n• est l’ensemble des n-uplets d’éléments de
A ou de {∗} et n-uplets sont cohérents si leurs éléments sont cohérents deux à deux
(avec ∗ cohérent avec tous les éléments de A). Modulo un isomorphisme, l’égaliseur des
symétries est l’espace cohérent des multi-cliques de A d’au plus n-éléments.
• Pour tout n ∈ N, le morphisme A• → 1 induit n+ 1 morphismes A⊗(n+1)• → A⊗n• qui
induisent un morphisme entre les égaliseurs A≤(n+1) → A≤n.
A≤(n+1)
égaliseur //

A
⊗(n+1)
•
symétrie //···
symétrie
//

···

A
⊗(n+1)
•

···

A≤n
égaliseur // A⊗n•
symétrie //···
symétrie
// A
⊗n• .
Enfin, A≤∞ est la limite du diagramme séquentiel dessiné ci-dessous :
A≤∞
yy }}  
1 A≤1oo A≤2oo · · ·oo A≤noo · · ·oo
(I.9)
Remarquons que la construction que nous venons de décrire a été discutée par Barr dans [Bar91,
§11] sous une autre forme. Elle correspond en effet au point fixe de la fonction Φ définie par
Φ(X) def= 1 & (A⊗X),
où l’on suppose le tenseur commutatif. En prenant les images successives de l’objet initial dans
une catégorie symétrique monoïdale avec co-produits, on va obtenir
A≤0 = 1
A≤1 = 1 &A
· · ·
A≤n = Φ(A≤n−1) = 1 &A& · · ·&An−1.
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Ainsi, A≤∞ est la limite séquentielle du diagramme (I.9) ci-dessus. Or, pour que cette limite
vérifie l’équation dont elle est censée être le point fixe, il faut qu’elle commute au tenseur. C’est
pourquoi Melliès et Tabareau supposent que la limite A≤∞ du Diagramme (I.9) commute au
tenseur. Autrement dit, pour tout objet B de la catégorie, A≤∞⊗B est la limite du diagramme
ci-dessous :
A≤∞ ⊗B
uu xx  
1⊗B A≤1 ⊗Boo A≤2 ⊗Boo · · ·oo A≤n ⊗Boo · · ·oo
Proposition I.7. [MT] Soit C une catégorie symétrique monoïdale close avec produits. Pour
tout objet A, si la limite du Diagramme (I.8) (resp. (I.9)) commute au tenseur, alors A∞ (resp.
A≤∞) est le co-monoïde commutatif librement engendré sur A.
La construction du Diagramme (I.9) permet de construire la modalité exponentielle dans
le cas des espaces cohérents. Pourtant, elle ne fonctionne pas pour les espaces de fini-
tude [MTT09]. Ceci vient du fait que l’exponentielle ainsi définie est construite par approxi-
mation finie, c’est une définition inductive. Or, dans les espaces de finitude, l’exponentielle fait
appel à toutes les couches infinies et s’apparente plutôt à une construction co-inductive. Nous
illustrerons ce propos dans les Sections II.4 page 58 et III.4.1 page 157.
I.2.3 Modèle catégorique de la logique linéaire classique
Définition I.5 (Catégorie ∗-autonome). [Bar79] Une catégorie ∗-autonome C est une catégorie
monoïdale symétrique close qui admet un objet dualisant, c’est-à-dire un objet noté ⊥ tel que
pour tout objet A, le morphisme suivant est un isomorphisme :
λxλf.f(x) : A→ ((A( ⊥)( ⊥).
Proposition I.8 (Correction). [See89] Toute catégorie qui est un modèle de la logique linéaire
intuitionniste (de Seely, de Lafont ou linéaire-non-linéaire) et qui est de plus ∗-autonome est un
modèle dénotationnel de la logique linéaire classique LL.
Dans une catégorie ∗-autonome, la négation de la logique linéaire est interprétée par ¬A def=
C(A,⊥). L’opération ¬(−) est un foncteur contravariant et involutif. Pour f ∈ C(A,B), on
note ¬f ∈ C(¬B,¬A) le morphisme défini par l’intermédiaire de l’adjonction entre le tenseur
et l’exponentiation
(B( ⊥)⊗A ev ◦ (id⊗f)−−−−−−−→ ⊥
B( ⊥ ¬f−−→ A( ⊥
.
Set n’admet pas d’objet dualisant. En effet, pour des raisons de cardinalité, le seul candidat
est le singleton qui n’est pas dualisant.
Rel admet pour objet dualisant le singleton⊥ = {∗}. L’isomorphismeA→ (A( ⊥)(
⊥ est défini par sa trame {(a, ((a, ∗), ∗)) ; a ∈ A}. La catégorie Rel est une catégorie ∗-
autonome munie d’une exponentielle libre. Étant donné que dans ce modèle, les formules
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1 et⊥ de la logique linéaire sont interprétées par le singleton, le modèle relationnel vérifie
la règle (Mix0).
LinDF admet pour objet dualisant le corps⊥ = k. La catégorie LinDF est une catégorie
∗-autonome. Comme l’interprétation de la formule 1 est aussi k, la règle (Mix0) est
vérifiée.
I.2.4 Recollement de modèles de la logique linéaire
Le recollement, introduit dans le cadre du λ-calcul, peut être adapté à la logique linéaire.
Dans [HS03], Hyland et Schalk présentent cette technique dans le cadre des modèles de la
logique linéaire. Comme les catégories de Seely sont des modèles linéaires [Bie95], nous pré-
sentons leurs résultats dans ce cadre. Dans la Section I.3.3, nous retrouverons une généralisation
du recollement qui permet de formaliser les relations d’orthogonalité.
L’idée du recollement est d’utiliser des foncteurs pour relier différents modèles de la logique
linéaire. La comparaison doit commuter avec les opérateurs de la logique linéaire afin d’en pré-
server la structure. Ainsi, on considère un foncteur qui préserve la structure de monoïde (un
foncteur monoïdal lax) et qui admet une loi de distributivité7 sur les monades exponentielles.
Définition I.6 (Distribution linéaire). [HS03] Soient C et D deux modèles catégoriques de la
logique linéaire. Un foncteur F : C → D est dit linéairement distributif sur la co-monade
exponentielle lorsque :
• (F,mI ,mC,C′) est monoïdal ;
• F est muni d’une loi de distributivité, c’est-à-dire une transformation naturelle κ : !F →
F ! préservant la structure de co-monoïde commutatif, i.e. les diagrammes suivants com-
mutent :
I
mI

!F (C)
eF (C)oo
κC

!F (C)
dF (C) //
κC

!F (C)⊗ !F (C)
κC⊗κC
F (!C)⊗ F (!C)
m!C,!C

F (I) F (!C)
F (eC)
oo F (!C)
F (dC)
// F (!C ⊗ !C)
En recollant deux modèles de la logique linéaire, reliés par un foncteur monoïdal linéai-
rement distributif, on va construire un nouveau modèle de la logique linéaire. Beaucoup de
modèles du folklore peuvent ainsi être obtenus [Has99].
Définition I.7. [HS03] Étant données deux catégories C et E et un foncteur L : C → E , la
catégorie recollée G(L) est définie par
• ses objets : les triplets (R,U,U → L(R)) où R ∈ obj(C), U ∈ obj(E) et U → L(R) ∈
E(U,L(R)) est un morphisme de E ,
7Pour plus de détails sur les lois de distributivité en théorie des catégories, on peut se référer à [Bec69] ou
à [Str72].
24
I.3. Orthogonalité
• ses morphismes : les couples (φ, f) de morphismes φ ∈ E(U, V ) et f ∈ C(R,S) tels que
le diagramme suivant commute
U //
φ

L(R)
L(f)

V // L(S)
En notant UC (resp. UE ) le foncteur d’oubli de la catégorie recollée dans C (resp. E), on
obtient le diagramme suivant
(R,U,U→L(R))
G(L)
UC

UE
  B
BB
BB
BB
B
U
C L // E
R L(R)
Si C et E sont deux modèles de IMELL, la proposition suivante donne des conditions
suffisantes sur les catégories C, E et le foncteur L pour que la catégorie recollée G(L) soit aussi
un modèle de IMELL.
Proposition I.9. [HS03] Soient C et E deux catégories de Seely munies des co-produits finis.
Supposons que
• E a les produits fibrés,
• L : C → E est un foncteur monoïdal lax et
• il existe une distribution κ : !EL→ L!C linéaire.
Alors G(L) est une catégorie symétrique monoïdale fermée, avec les produits, co-produits et
une exponentielle. De plus, les foncteurs d’oubli UC et UE préservent ces différentes structures.
I.3 Orthogonalité
L’objet de ce paragraphe est de montrer comment, en sémantique, on utilise des relations
d’orthogonalité mathématiques et informatiques pour produire des modèles de la logique li-
néaire qui possèdent la propriété de dualité parfois appelée propriété de réflexivité.
En logique linéaire, la réflexivité (involution de la négation A⊥⊥ ≡ A) est une propriété
importante.
Avec la définition de l’implication linéaire (, elles impliquent une équivalence logique
entre une formule A ( B et sa contraposée B⊥ ( A⊥ (voir le Paragraphe I.1.2 page 8).
Ainsi, la coupure entre une preuve de ` A ( B et une preuve de ` B ( C peut être vue
comme une coupure entre une preuve de ` B⊥( A⊥ et une preuve de ` C⊥( B⊥.
Grâce à l’isomorphisme de Curry-Howard, nous pouvons transposer ces propriétés dans les
langages de programmation. Un environnement et un programme sont compatibles si l’envi-
ronnement fournit au programme des données du bon type. Par exemple, un environnement de
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type A( B peut interagir avec un programme de type B( C. D’après l’équivalence logique
décrite ci-dessus, le rôle des programmes et des environnements est interchangeable.
Dans la logique linéaire, la négation (−)⊥ correspond à une relation d’orthogonalité. On
dit qu’une preuve pi de ` Γ, A et une preuve pi′ de ` A⊥,∆ sont orthogonales si l’élimination
de leur coupure termine.
Dans les langages de programmation, cette relation d’orthogonalité se traduit de la manière
suivante : «un programme et un environnement sont orthogonaux si leur interaction termine
sans produire d’erreur.» La réflexivité syntaxique s’interprète par bi-orthogonalité. Ceci signi-
fie que : «pour tout programme, l’interaction avec n’importe quel environnement compatible
termine et ne produit pas d’erreur. Réciproquement, pour tout environnement, l’interaction avec
n’importe quel programme compatible termine et ne produit pas d’erreurs.»
Dans ce paragraphe, nous commençons par définir les concepts liés à l’orthogonalité. En-
suite, nous illustrons le point de vue de la logique linéaire par des exemples. Enfin, nous pré-
sentons la formalisation catégorique de l’orthogonalité par bi-recollement.
I.3.1 Principe
Commençons par quelques rappels sur les opérateurs de clôture [Bir67, Ch. IV].
Opérateurs de clôture. Soit A un ensemble. Un opérateur de clôture sur les parties P (A)
de A est une opération x→ x¯
(C1) extensive, i.e. x ⊆ x¯,
(C2) idempotente, i.e. x¯ = x¯,
(C3) croissante, i.e. x ⊆ y ⇒ x¯ ⊆ y¯.
Les ensembles clos vis-à-vis d’un opérateur de clôture sont ses points fixes. On note C l’en-
semble des parties closes de cet opérateur, i.e. C = {x ∈ P (A) ; x¯ = x}.
Remarquons que l’image x¯ d’une partie x par l’opérateur de clôture est la plus petite partie
close contenant x.
Exemple I.4. Dans un espace topologique, la fermeture topologique est un opérateur de clôture.
Proposition I.10 (Moore). L’ensemble des parties closes par rapport à un opérateur de clôture
forme un treillis complet (C,∩,∨) dans lequel la borne inférieure est l’intersection et la borne
supérieure d’une famille (xi)i∈I de parties est l’image par l’opérateur de clôture de l’union,
i.e. ∨i∈Ixi = ∪i∈Ixi.
Pôles et orthogonaux. Soit⊥ une relation entre deux ensembles A et B, que l’on appellera
relation d’orthogonalité. Étant données deux parties x ∈ P (A) et y ∈ P (B), l’orthogonal à
droite de x et l’orthogonal à gauche de y par ⊥ sont définis par
x⊥
def= {b ∈ B ; ∀a ∈ x, a ⊥ b} ,
⊥y
def= {a ∈ A ; ∀b ∈ y, a ⊥ b} .
Les propriétés suivantes sont toujours vérifiées par les orthogonaux
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(1) pour tous x1, x2 ⊆ A, si x1 ⊆ x2 alors x⊥1 ⊇ x⊥2 ,
(2) pour tous y1, y2 ⊆ B, si y1 ⊆ y2 alors ⊥y1 ⊇ ⊥y2,
(3) pour tous x ⊆ A et y ⊆ B, x ⊆ ⊥(x⊥) et y ⊆ (⊥y)⊥.
Les opérations x → ⊥(x⊥) et y → (⊥y)⊥ sont des opérateurs de clôture sur les parties de A et
de B. De plus, les opérations x→ x⊥ et y → ⊥y sont des bijections duales entre les ensembles
des parties closes de A et de B.
Notation I.8. Lorsque A = B et que la relation ⊥ est symétrique, on note de la même façon
x⊥ les orthogonaux à droite ou à gauche d’une partie x de A. Les sous-ensembles x de A clos
par l’opérateur de clôture x 7→ x⊥⊥ sont dits clos par bi-orthogonalité.
L’exemple suivant montre que dans le cadre des espaces topologiques, les bornés et les
ouverts sont des notions orthogonales. Nous nous plaçons dans le cadre des espaces vectoriels
car dans le Chapitre III page 128, nous allons généraliser cette dualité dans le cadre des espaces
de Lefschetz. Par ailleurs, le lecteur intéressé par plus de détails peut consulter [Jar81, HN77,
FK88].
Exemple I.5. Dans un espace vectoriel normé, (E, ||·||), une partieB est dite bornée lorsqu’elle
est bornée en norme, c’est-à-dire qu’il existe un réel M tel que B soit incluse dans la boule
centrée en 0 et de rayon M .
Plaçons nous dans le contexte plus général d’un espace vectoriel topologiqueE sur un corps
k égal à R ou C. Soient U et B deux parties de E. On dit que U absorbe B lorsqu’il existe
α > 0 tel que αB ⊆ U . En généralisant le cas normé où une partie est bornée si et seulement
si elle est absorbée par la boule unité qui engendre la topologie, on dit qu’une partie B d’un
espace vectoriel topologique est bornée lorsqu’elle est absorbée par tous les voisinages de 0.
De la relation d’absorption on déduit une relation d’orthogonalité qui permet de relier to-
pologies8 et bornologies9 sur les espaces vectoriels. Elle est définie sur les parties U et B d’un
espace vectoriel E par :
U ⊥abs B ⇐⇒ ∃α > 0 ; αB ⊆ U.
Tout espace vectoriel topologique E peut être muni d’une bornologie. Soit V l’ensemble des
voisinages de 0 de E. La bornologie B est l’orthogonal de V . Autrement dit, une partie est
bornée si et seulement si elle est absorbée par tous les ouverts :
B = V⊥abs = {B ⊆ E ; ∀U ∈ V, ∃α > 0, αB ⊆ U}.
De façon duale, de toute bornologie vectorielle10, on peut déduire une topologie définie par
orthogonalité. Dans celle-ci, un ouvert est un bornivore, c’est-à-dire un ensemble qui absorbe
8La topologie d’un espace vectoriel topologique est compatible avec la structure d’espace vectoriel, i.e. l’addition
et la multiplication scalaires sont continues. Ainsi, il suffit de connaître les voisinages de zéro pour en déduire par
translation une topologie sur tout l’espace vectoriel.
9Une bornologie [HN77, p 18] sur un ensemble X est une famille B de parties contenant les singletons (∀x ∈
X, {x} ∈ B), stable par sous-ensemble (B ⊆ B′ et B′ ∈ B ⇒ B ∈ B) et par union finie (B,B′ ∈ B ⇒ B∪B′ ∈
B).
10Sur un espace vectoriel, on demande de plus que la bornologie soit compatible avec la structure d’espace vecto-
riel, i.e. l’addition et la multiplication scalaire envoient les bornés sur les bornés. Une bornologie vectorielle [HN77,
p 19] sur un espace vectoriel E est donc une bornologie sur E stable par somme (B,B′ ∈ B ⇒ B + B′ ∈ B) et
par dilatation (B ∈ B ⇒ S|t|≤1 t ·B ∈ B).
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tous les bornés :
V = ⊥absB = {U ⊆ E ; ∀B ∈ B, ∃α > 0, αB ⊆ U}.
Enfin, on dit qu’un espace est topologico-bornologique lorsqu’il est muni d’une topologie V
telle que ⊥abs(V⊥abs) = V .
Définition I.9. Une relation de polarité sur A et B est une relation d’orthogonalité définie par
une fonction d’appariement r : A × B → K et une partie F ⊆ K. L’orthogonalité est alors
donnée par
∀a ∈ A, b ∈ B, a ⊥ b ⇐⇒ r(a, b) ∈ F.
On appelle l’ensemble F un pôle.
Exemple I.6. Commençons par un exemple issu de la géométrie. Soit E unC-espace vectoriel
muni d’un produit scalaire noté 〈·, ·〉. Deux vecteurs x, y ∈ E sont dits orthogonaux lorsque
〈x, y〉 = 0. L’orthogonalité entre les vecteurs de E induit une relation de polarité sur les parties
u, v de E
u ⊥ v ⇐⇒ ∀x ∈ u,∀y ∈ v, 〈x, y〉 = 0.
On peut aussi définir une relation de polarité entreE et son dualE∗. La polaire d’une partie
A de E est la partie de E∗ définie par
A• def= {y∗ ∈ E∗ ; ∀x ∈ A, |〈y∗, x〉| ≤ 1} .
Exemple I.7. Voici un autre exemple cette fois issu de la théorie de la preuve : les candidats
de réductibilité. Il illustre l’interaction entre preuves de A et contre-preuves de A (une contre-
preuve de A est une preuve de A⊥).
Il existe pour la logique linéaire un analogue [Gir06] des candidats de réductibilité de
Tait [Tai67]. Soient l’ensemble fn des preuves fortement normalisables. On considère la fonc-
tion binaire définie par la coupure 〈pi, pi′〉 entre les preuves pi ` Γ, A et pi′ ` A⊥,∆. On définit
alors une relation de polarité entre l’ensemble des preuves contextuelles de A, i.e. de la forme
pi ` Γ, A, et les preuves contextuelles de son orthogonal A⊥, i.e. de la forme pi ` A⊥,∆
pi ⊥CR pi′ ⇐⇒ 〈pi, pi′〉 ∈ fn.
Un candidat de réductibilitéA est alors un ensemble de preuves contextuelles de A qui est clos
par bi-polaire et tel que l’axiome ` A,A⊥ appartienne à la fois à A et A⊥.
On peut alors utiliser cette notion pour montrer la normalisation du calcul des séquents de
la logique linéaire, quotienté par des isomorphismes de preuves afin qu’il vérifie la propriété de
Church-Rosser [Gir87].
I.3.2 Exemples issus de la logique linéaire
En logique linéaire, la construction par bi-orthogonal est souvent utilisée pour construire
des modèles qui vérifient la réflexivité, i.e. A⊥⊥ = A. Le principe illustré dans les paragraphes
ci-dessous est le suivant :
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1. Une formule A est interprétée par un espace, c’est-à-dire un couple (|A| , C(A)) où la
trame |A| est un ensemble dénombrable et où C(A) est une partie de P (|A|) close par
bi-orthogonal pour une certaine relation d’orthogonalité ⊥ sur les parties de |A|. On
utilise la même notation pour la formule A et l’espace A qui lui correspond.
2. Une preuve d’une formule A est interprétée par un élément de C(A), c’est-à-dire une
partie de |A|.
3. Les constructions de la logique linéaire sont définies en considérant le bi-orthogonal
de constructions élémentaires. Toute l’astuce réside alors dans la caractérisation de
ces constructions. Cette caractérisation permet de montrer aisément les propriétés que
doivent vérifier les modèles.
Les exemples qui suivent sont issus du folklore de la logique linéaire et illustrent ce prin-
cipe. Il est à noter que les espaces de finitude [Ehr05], qui font l’objet du Chapitre II, obéissent
à cette même méthode.
Espaces de phase. Soient (M, ·, 1) un monoïde commutatif et⊥M ⊆M une partie appelée
pôle. Étant donnés deux sous-ensemblesX et Y deM, on noteX ·Y = {x·y ; x ∈ X, y ∈ Y }.
On définit alors la relation d’orthogonalité sur les parties X, Y ∈ P (M) deM par
X ⊥pha Y ⇐⇒ X · Y ⊆ ⊥M.
Un fait est un sous-ensemble deM, clos par bi-orthogonal.
Les constructions de la logique linéaire sont alors définies de la façon suivante
X ⊗ Y def= (X · Y )⊥⊥, X & Y def= X ∩ Y,
X ` Y def= (X⊥ · Y ⊥)⊥, X ⊕ Y def= (X ∪ Y )⊥⊥,
1 def= {1}⊥⊥, > def= M,
⊥ def= {1}⊥, 0 def= ∅⊥⊥,
!X def= (X ∩ I ∩ 1)⊥⊥,
?X def= (X⊥ ∩ I ∩ 1)⊥,
où I est l’ensemble11 des idempotents deM, i.e. I = {x ; x · x = x}.
Espaces cohérents. Un espace cohérent A est traditionnellement décrit par un ensemble
dénombrable |A|, sa trame, et par une relation binaire ¨ symétrique et réflexive sur la trame,
sa relation de cohérence. Les formules de la logique linéaire sont interprétées par un espace
cohérent et les preuves d’une formule par les cliques de la relation de cohérence associée à
cette formule.
Cependant, il existe une autre formalisation des espaces cohérents en passant par l’orthogona-
lité [Gir06]. Commençons par remarquer que les cliques d’un espace de cohérence (|A| ,¨)
11On peut aussi choisir pour I un monoïde inclus dans les idempotents.
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s’intersectent en au plus un point avec les cliques de son orthogonal (|A| ,˚) car ces dernières
sont les anti-cliques de ¨. On peut alors définir la relation d’orthogonalité entre deux parties c
et c′ de la trame |A| à l’aide du cardinal ](c ∩ c′) de leur intersection :
c ⊥coh c′ ⇐⇒ ](c ∩ c′) ≤ 1.
Un espace cohérent est alors la donnée d’une trame et d’un ensemble de cliques clos par bi-
orthogonalité vis-à-vis de ⊥coh.
Cette relation d’orthogonalité décrit une interaction déterministe : un programme possède
au plus une possibilité d’interagir avec une donnée.
Espaces de cohérence-totalité. La notion de totalité, introduite dans la sémantique dé-
notationnelle par Girard [Gir86], permet d’interpréter les preuves de façon plus précise. Loa-
der [Loa94] a utilisé la totalité pour obtenir un résultat de complétude pour MLL +(Mix). La
totalité de Girard-Loader peut aussi être décrite par orthogonalité en modifiant la relation d’or-
thogonalité cohérente. La relation d’orthogonalité totale entre deux parties u et u′ de la trame
|A| est définie par l’équivalence :
u ⊥tot u′ ⇐⇒ ](u ∩ u′) = 1.
Un espace de cohérence-totalité12 est alors la donnée d’une trame et d’un ensemble de parties
dites totales qui est clos par bi-orthogonalité vis à vis de ⊥tot. Remarquons que l’orthogonalité
totale décrit une interaction totale (elle termine et ne produit pas d’erreur) et déterministe (elle
produit au plus un résultat) entre les données et les programmes. En effet, toute donnée u doit
pouvoir interagir avec tout programme u′, de plus une seule interaction est possible.
I.3.3 Formalisation via le bi-recollement
À la suite de la thèse de Tan [Tan97], Hyland et Schalk [HS03] ont donné une description
catégorique des relations d’orthogonalité dans le cadre des modèles de la logique linéaire. Ce
paragraphe résume leur travail et explicite notamment des théorèmes assurant qu’une relation
d’orthogonalité engendre un modèle de la logique linéaire. Nous utiliserons ces théorèmes dans
les Chapitres II et IV.
Avant de décrire le bi-recollement, commençons par l’illustrer par des exemples concrets
issus de la topologie et du calcul différentiel.
Le premier exemple est la notion de paire duale en topologie [Mac43]. Une paire duale
est un couple (E,E′) d’espaces vectoriels sur le même corps k muni d’une forme bilinéaire
symétrique E′ × E → k, appelée appariement, qui vérifie la propriété de séparation :
∀x ∈ E, ∃x′ ∈ E′ ; 〈x′, x〉 6= 0
∀x′ ∈ E′, ∃x ∈ E ; 〈x′, x〉 6= 0
12Les conditions supplémentaires que l’on trouve dans [Loa94] ne sont pas essentielles ici.
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Deux éléments x ∈ E et x′ ∈ E′ sont dits orthogonaux lorsque 〈x′, x〉 = 0. L’annulateur d’une
partie D de E est l’orthogonal de D :
annE′D = {x′ ∈ E′ ; ∀x ∈ D, 〈x′, x〉 = 0} = ⊥D.
Le noyau d’une partie D′ de E′ est l’orthogonal de D′ :
kerED′ = {x ∈ E ; ∀x′ ∈ D′, 〈x′, x〉 = 0} = D′⊥.
Par ailleurs, la fonction d’appariement généralise la relation de dualité entre un espace vectoriel
topologique E et son dual topologique E′. En effet, grâce au théorème de Hahn-Banach, deux
espaces vectoriels topologique localement convexes forment une paire duale. Il en est de même
des espace de Lefschetz étudiés dans le Chapitre III.
Réciproquement, étant donnée une paire duale (E,E′), on peut se servir de la fonction d’ap-
pariement pour construire une topologie sur E. On assimile les éléments de E′ à des formes
linéaires sur E via la forme bilinéaire 〈·, ·〉. On construit alors la topologie la moins fine sur E
pour laquelle les éléments de E′ sont des formes linéaires continues. C’est la topologie engen-
drée par les images réciproques (par les formes linéaires dans E′) des voisinages de zéro du
corps k. On a ainsi obtenu la topologie la plus grossière sur E telle que le dual topologique de
E contienne E′.
Étant donné un ensemble K, la catégorie ChuK des espaces de Chu généralise la notion
de paire duale. Les objets de cette catégorie sont des couples (A,X) d’ensembles munis d’une
fonction d’appariement r : A × X → K. Les morphismes de [(A,X), r] → [(B, Y ), s] sont
des couples (f, g) de fonctions f : A → B et g : Y → X qui respectent les fonctions
d’appariement r et s, i.e. ∀a ∈ A, b ∈ B, s(f(a), b) = r(a, g(b)). Cette catégorie peut-être
munie de constructions qui en font un modèle de la logique linéaire.
Comme les paires duales, la catégorie de Chu peut être décrite via le bi-recollement de
Hyland et Schalk.
Enfin, comme l’ont remarqué Blute et Ehrhard (communication privée), la théorie des es-
paces commodes (en anglais «convenient spaces») [FK88] préfigure le bi-recollement. Fröli-
cher et Kriegel ont en effet abordé le calcul différentiel avec des outils similaires, avant que
le bi-recollement ne soit introduit. Les deux exemples qui suivent sont tirés de leur livre. Ils
réapparaîtront dans les espaces de Lefschetz lorsque nous définirons la catégorie des espaces
bornologiques, candidate pour être un modèle de la logique linéaire (voir le paragraphe III.3.1.d
page 128). De plus, ces exemples fournissent des intuitions préparant à la formalisation catégo-
rique qui va suivre.
Commençons par un exemple tiré de l’analyse différentielle. On note R le corps des réels
et Ban la catégorie des espaces de Banach et fonctions continues. La notion de fonction lisse
(c’est-à-dire infiniment dérivable) entre deux espaces de BanachE et F dépend essentiellement
de deux choses :
• du dual des deux espaces, i.e. Ban(E,R) et Ban(F,R),
• des fonctions lisses deR dansR.
En effet, d’après le théorème suivant, il suffit de connaître la différentiabilité des fonctions
réelles lisses pour en déduire la notion de différentiabilité des morphismes de Ban.
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Proposition I.11. [Bom67] Soient E et F des espaces de Banach.
• c : R → E est une courbe lisse si et seulement si pour toute forme linéaire continue
l ∈ E′ la composition l ◦ c : R→ R est lisse.
• g : E → F est lisse si et seulement si pour toute courbe lisse c : R→ E, g ◦ c : R→ F
est une courbe lisse.
Pour comprendre cette généralisation de la notion de fonction lisse, nous allons utiliser
une relation de polarité. NotonsM⊆ Ban(R,R) l’ensemble des fonctions réelles lisses. Une
courbe c ∈ Ban(R, E) et une fonctionnelle φ ∈ Ban(E,R) sont orthogonales si et seulement
si leur composée est infiniment dérivable, autrement dit :
c⊥∞f ⇐⇒ f ◦ c ∈M.
D’après la Proposition I.11 précédente, l’ensemble des courbes lisses C ⊆ Ban(R, E) et des
fonctionnelles lisses F ⊆ Ban(E,R) sur E vérifient :
C = ⊥∞E′, F = C⊥∞ , d’où C = ⊥∞F .
En fait, nous avons transporté la structure différentielle des fonctions réelles à tous les es-
paces de Banach grâce au bi-recollement le long des courbes Ban(R,−) et des fonctions
lisses Ban(−,R).
Les bornés font l’objet du deuxième exemple. Comme nous l’avons vu à l’Exemple I.5
page 27, la notion de parties bornées peut être généralisée et on peut munir tout espace topo-
logique d’une bornologie. Nous allons voir comment à partir de la structure des bornés de R
on peut construire une bornologie sur n’importe quel ensemble et réciproquement. Notons l∞
l’ensemble des suites réelles bornées. SoitX un ensemble quelconque. On considère la relation
de polarité bornée définie pour tous c : N→ X et φ : X → R par
c⊥bφ ⇐⇒ φ ◦ c ∈ l∞.
Supposons X est équipé d’un ensemble de suites C ⊆ XN et d’un ensemble de fonction-
nelles F ⊆ RX tels que F = C⊥b et C = ⊥bF . On peut alors définir une bornologie B sur X
comme l’ensemble des bornés caractérisés par l’une des propriétés suivantes :
• B ⊆ X est bornée si et seulement si pour toute suite c : N → X à valeurs dans B est
dans C ;
• B ⊆ X est bornée si et seulement si son image f(B) par toute fonctionnelle f ∈ F est
bornée dansR.
Réciproquement, si X est muni d’une bornologie B, alors l’ensemble des suites bornées :
C = {c : N→ R ; c(N) ∈ B}
et l’ensemble des fonctionnelles bornologiques :
F = {f : X → R ; ∀B ∈ B, f(B) borné}
sont deux parties orthogonales l’une de l’autre :
C⊥b = F , ⊥bF = C.
Il est équivalent de se donner une bornologie sur un espace ou de se donner une structure bi-
recollée le le long de Set(N,−) et de Set(−,R). Ainsi, la structure bornologique peut-être
transportée deR à tous les ensembles via le bi-recollement.
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Bi-recollement. Le bi-recollement est fondé sur le même principe que le recollement (voir
le Paragraphe I.2.4 page 24), mais par rapport à deux foncteurs. Dans les modèles de la logique
linéaire, on utilise cette technique avec Set à la place de la catégorie E et les foncteurs C(I,−)
et C(−, J) où I et J sont des objets donnés et C est une petite catégorie.
Définition I.10. Étant donnés une petite catégorie C et deux objets I, J de C, GI,J(C) est la
catégorie bi-recollée dont
• les objets sont les triplets (R,U,X), où R ∈ obj(C) et U,X ∈ obj(Set) sont des
ensembles de morphismes U ⊆ C(I,R) et X ⊆ C(R, J),
• les morphismes de (R,U,X) dans (S, V, Y ) sont les morphismes f : R → S de C tels
que
∗ Si I u−→ R ∈ U , alors I u−→ R f−→ S ∈ V et
∗ Si S y−→ J ∈ Y , alors R f−→ S y−→ J ∈ X .
En notant UC , U1 et U2 les foncteurs d’oubli sur chaque composante, on obtient le schéma
suivant (qui ne commute pas nécessairement) :
(R,U,X)
G
UC

U1
||zz
zz
zz
zz
zz U2
""E
EE
EE
EE
EE
E
Set CC(I,−)oo C(−,J) // Set
U⊆C(I,R) R X⊆C(R,J)
Dans le cas des «convenient spaces», on a C = Ban, I = R et J = R (resp. C = Set,
I = N et J = R).
Les bi-recollements que nous allons étudier dans ce manuscrit sont tous construits sur des
catégories C de Seely avec I = 1. Dans toute la suite, nous nous placerons dans ce cadre.
Si C est un modèle de ILL (resp. LL), la proposition suivante donne les conditions qu’il
suffit au foncteur L de vérifier pour que la catégorie recollée GJ(C) = G1,J soit aussi un modèle
de ILL (resp. LL).
Cette proposition est une spécialisation de la Proposition I.9 page 25 du recollement avec
E = Set et L = C(1,−). En effet, Set est une catégorie de Seely (cf Exemple I.2 page 14).
Elle est munie des coproduits finis et possède les produits fibrés. De plus, le foncteur identité
forme une exponentielle triviale sur la catégorie Set. La distribution linéaire (voir Définition I.6
page 24) est donc de la forme κ : id C(1,−) → C(1, !−). La proposition suivante explicite de
plus la compatibilité avec les deuxième foncteur C(−, J).
Proposition I.12. Soit C une catégorie de Seely, munie des coproduits finis. Supposons qu’il
existe une distribution linéaire κ : C(1, R)→ C(1, !R) sur le foncteur C(1,−). Alors GJ(C) est
une catégorie de Seely. De plus, si C est une catégorie ∗-autonome, alors GJ(C) l’est également.
Les différentes structures de GJ(C) sont décrites en fonction de celles de C dans la Figure I.5
page 34.
Enfin, le foncteur d’oubli UC : GJ(C)→ C préserve ces différentes structures.
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Si C est un modèle de la logique linéaire, alors la catégorie GJ(C) est aussi un modèle de
la logique linéaire.
• Structure additive :
∗ Objet terminal : (>, C(1,>), ∅),
∗ Produit cartésien : Si A = (R,U,X) et B = (S, V, Y ), alors
(A×B) = (R× S,U × V,X + Y ) avec
U × V = {u× v ; u ∈ U, v ∈ V },
X + Y = {R× S piR−−→ R x−→ J ; x ∈ X} ∪ {R× S piS−→ S y−→ J ; y ∈ Y },
∗ Objet initial : (0, ∅, C(0, J)),
∗ Coproduit : (A⊕B) = (R⊕ S,U ⊕ V,X + Y ) où
U ⊕ V = {u+ v ; u ∈ U, v ∈ V },
X + Y = {1 x−→ R ιR−→ R⊕ S ; x ∈ X} ∪ {1 y−→ S ιS−→ R× S ; y ∈ Y }.
• Structure multiplicative :
∗ Unité du tenseur : 1 = (1, id1, C(1, J)).
∗ Produit tensoriel : A⊗B = (R⊗ S,U ⊗ V,Z) où
U ⊗ V =
{
1 ' 1⊗ 1 u⊗v−−→ R⊗ S ; u ∈ U, v ∈ V
}
,
Z =
{
R⊗ S z−→ J ; ∀u ∈ U, S ' 1⊗ S
u⊗id−−−→ R⊗ S z−→ J ∈ Y
∀v ∈ V, R ' R⊗ 1 id⊗v−−−→ R⊗ S z−→ J ∈ X
}
,
∗ Flèche linéaire : A( B = (R( S,W,U ( Y ) avec
U ( Y =
{
u( y : R( S'1⊗(R(S) u⊗id−−−→ R⊗ (R( S) ev−→ S y−→ J
; u ∈ U, y ∈ Y
}
,
W =
{
1 w−→ R( S ; ∀u ∈ U, 1
u−→ R wˆ−→ S ∈ V
∀y ∈ Y, R wˆ−→ S y−→ J ∈ X
}
,
où wˆ est la transposée de w.
• Structure exponentielle : On pose κR[U ] = {κR(u) ; u ∈ U}. Alors, !(R,U,X) =
(!R, κR[U ], C(!R, J)) est une exponentielle linéaire.
• Objet dualisant : Lorsque C possède un objet dualisant, nécessairement J = ⊥ . Alors,
l’objet dualisant de G⊥(C) est ({⊥}, C(1,⊥), {id⊥}).
FIG. I.5: Structures de LL héritées par bi-recollement
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I.3. Orthogonalité
Catégories d’orthogonalité. Les relations d’orthogonalité peuvent maintenant être décrites
d’un point de vue catégorique.
Définition I.11. Soient C une catégorie symétrique monoïdale close et J un objet de C. Une
relation d’orthogonalité (appelée parfois orthogonalité) est une famille indexée (par tous les
objets R de C) de relations ⊥R entre les morphismes u ∈ C(1, R) et x ∈ C(R, J) satisfaisant
des conditions de compatibilité avec la structure monoïdale close de C (voir [HS03]). Une
polarité ⊥F est une relation d’orthogonalité définie par rapport à un pôle F ⊆ C(1, J) :
u⊥Fx ⇐⇒ 1 u−→ R x−→ J ∈ F.
On note U• = {x : R→ J ; ∀u ∈ U, u⊥Rx} et X• = {u : 1→ R ; ∀x ∈ X, u⊥Rx}.
Définition I.12. Étant donnés une catégorie C, un objet J de C, et ⊥ une relation d’ortho-
gonalité, la catégorie d’orthogonalité stricte13, notée TJ(C), est la sous-catégorie pleine de
la catégorie bi-recollée GJ(C) dont les objets sont de la forme (R,U,X) tels que X = U• et
U = X•. Lorsque la catégorie C est ∗-autonome, on note T (C) def= T⊥(C) (en choisissant l’objet
dualisant14 pour J).
Remarquons que la donnée de (R,U) suffit à décrire un objet (R,U,X) de la catégorie
d’orthogonalité stricte.
Tous les exemples que nous avons donnés dans le Paragraphe I.3.2 peuvent être décrits dans
ce cadre. Dans le cas des «convenient spaces», la relation d’orthogonalité est définie par rapport
au pôle des fonctions réelles lisses (resp. au pôle l∞ des suites réelles bornées).
Définition I.13. Dans une catégorie symétrique monoïdale close, une orthogonalité est dite
stable lorsque :
(U•• ⊗ V ••)• = (U•• ⊗ V )• = (U ⊗ V ••)•
(U••( V ••)• = (U••( V )• = (U ( V ••)•.
Proposition I.13. [HS03] Soit ⊥ une orthogonalité stable sur une catégorie de Seely C. Sup-
posons que la monade exponentielle soit munie d’une distribution linéaire κ sur C(1,−). Sup-
posons de plus que
• pour tous objets A et B la projection piA : A×B → A (resp. piB) vérifie :
∀u ∈ C(1, A×B), ∀y ∈ C(A, J),
(1 u−→ A×B piA−−→ A)⊥ (A y−→ J) ⇔ (1 u−→ A×B)⊥ (A×B piA−−→ A y−→ J),
• si f : !R→ S est un des morphismes δ, , e, d de la structure exponentielle, alors :
∀u ∈ C(1, R), ∀y ∈ C(S, J),
(1
κR[u]−−−→ !R f−→ S)⊥ (S y−→ J) ⇒ (1 κR[u]−−−→ !R)⊥ (!R f−→ S y−→ J).
13il existe une autre notion de catégorie d’orthogonalité dite molle dans laquelle on requiert X ⊆ U• et U ⊆ X•
au lieu des égalités (voir [HS03]).
14Pour des raisons de dualité, on va en effet avoir J = I⊥ = 1⊥ = ⊥, voir [HS03, §4.3].
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Dans ce cas TJ(C) est une catégorie de Seely et le foncteur d’oubli UC préserve les différentes
structures.
Supposons enfin que C soit ∗-autonome et que
• l’orthogonalité soit symétrique :
∀u ∈ C(1, R), ∀x ∈ C(R,⊥), u⊥Rx⇔ x⊥⊥R⊥u⊥;
• pour tous objets A et B l’injection ιA : A→ A⊕B (resp. ιB) vérifie :
∀u ∈ C(1, A), ∀y ∈ C(A⊕B,⊥),
(1 u−→ A)⊥ (A ιA−→ A⊕B y−→ ⊥) ⇔ (1 u−→ A ιA−→ A⊕B)⊥ (A⊕B y−→ ⊥).
Alors T (C) est une catégorie ∗-autonome et le foncteur d’oubli préserve toute la structure.
Les constructions de la logique linéaire, dans la catégorie d’orthogonalité, sont récapitulées
dans la Figure I.6.
Posons A = (R,U,X) et B = (S, V, Y ).
A&B = (R× S,U × V, (U × V )•) ,
> = (>, C(1,>), C(1,>)•) ,
A⊕B = (R⊕ S, (U ⊕ V )•, U ⊕ V ) ,
0 = (0, C(0, J)•, C(0, J)) ,
A⊗B = (R⊗ S, (U ⊗ V )•• , (U ⊗ V )•) ,
1 = (1, {id1}••, {id1}•) ,
A( B = (R( S, (U ( Y )• , (U ( Y ••)) ,
!A = (!R, κR[U ]••, κR[U ]•) ,
A⊥ = (R,X,U) .
FIG. I.6: Interprétation dans une catégorie d’orthogonalité des formules de LL
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Dans cette première partie, nous allons voir comment l’étude sémantique du non-
déterminisme a mené à l’étude de la formule de Taylor et de la structure différentielle. Pour cela
nous allons nous focaliser sur les espaces de finitude introduits et étudiés par Ehrhard [Ehr05, ?].
Commençons par décrire la sémantique quantitative [Gir88] dont les espaces de finitude
sont les héritiers.
Lorsqu’on évalue un programme non-déterministe sur une donnée, plusieurs résultats sont
possibles. Pour tenir compte de ces différentes possibilités, on représente les données et les
résultats par des agrégats de valeurs. Les programmes recevant comme données des résultats
d’autres programmes, ils doivent, dans un cadre non-déterministe, prendre en entrée de tels
agrégats.
Dans la sémantique quantitative, on interprète donc
• un type, par un ensemble de valeurs ;
• une donnée, par une combinaison linéaire potentiellement infinie de ses différentes va-
leurs ;
• un programme, par une fonction dont le comportement est assez régulier pour pouvoir
manipuler des combinaisons linéaires infinies.
Historiquement, la sémantique quantitative est présentée dans le cadre de la catégorie des
ensembles et les programmes sont représentés par des foncteurs normaux [Gir88] ou analy-
tiques [Joy86, Has02, FGHW08]. Il est cependant naturel de construire une sémantique quan-
titative utilisant les outils de l’analyse mathématique. Dans une telle sémantique, les types sont
interprétés par des espaces vectoriels topologiques, les données par des séries convergentes et
les programmes par des fonctions analytiques. Ceci a été réalisé dans différents cadres. Par
exemple, les espaces de Banach cohérents [Gir96] forment un quasi-modèle fondé sur les es-
paces vectoriels normés ; les espaces de Köthe [Ehr02] forment un modèle fondé sur les es-
paces vectoriels topologiques localement convexes et les espaces vectoriels de finitude forment
un modèle utilisant les espaces de Lefschetz [Lef42].
Plus précisément, la définition des espaces de finitude repose sur une version contrôlée
du non-déterminisme. En effet, dans ce contexte, un programme interagit à travers plusieurs
valeurs d’une même donnée (c’est le non-déterminisme), mais ce nombre de valeurs est fini
et dépend à la fois de la donnée et du programme. En utilisant cette propriété d’interaction
finie, on peut construire une variante du modèle relationnel, le modèle des espaces de finitude
relationnels. On va ensuite enrichir ce modèle d’une structure d’espace vectoriel topologique
dont la topologie est liée au contrôle du non-déterminisme. Ces espaces sont des cas particuliers
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d’espaces de Lefschetz et seront étudiés au Chapitre III.
Dans tous les modèles quantitatifs, l’interprétation d’un programme est une fonction qui
peut être décomposée en une somme de fonctions polynomiales, c’est la formule de Taylor sé-
mantique. Étant donnés les liens mathématiques entre cette formule et la structure différentielle,
il est naturel d’exhiber l’opérateur différentiel dans les modèles quantitatifs. C’est ce qui a été
fait dans les espaces de Köthe [Ehr02], puis dans les espaces de finitude [Ehr05] et enfin dans
la catégorie des ensembles et foncteurs analytiques [Fio04, Fio05].
Pour conclure, à la suite de l’étude sémantique des espaces de finitude, la formule de Taylor
et la structure différentielle ont été introduites dans la syntaxe. Nous les étudierons dans la
seconde partie de ce manuscrit.
Concentrons nous à présent sur les espaces de finitude qui constituent le coeur de cette
partie.
Il existe deux façons de décrire les espaces de finitude. La première se place au niveau de
la sémantique relationnelle et la seconde au niveau des espaces vectoriels topologiques. Cette
partie est organisée autour de ces deux points de vue.
Dans le Chapitre II nous reprenons la présentation des espaces de finitude de [Ehr05]. Nous
nous appuyons sur une relation d’orthogonalité engendrée par le non-déterminisme contrôlé et
sur le bi-recollement introduit au Chapitre I pour montrer que les espaces de finitude relation-
nels forment un modèle de la logique linéaire. Dans [Ehr05], Ehrhard fait plusieurs fois appel à
l’axiome du choix pour caractériser des constructions de la logique linéaire. Avec Lionel Vaux,
nous avons formalisé son argument et montré comment importer des structures finitaires sur le
domaine de certaines fonctions.
Théorème A (Théorème II.1 page 50). Soit |A| un ensemble dénombrable. Soient I un en-
semble dénombrable, (Bi)i∈I une famille d’espaces de finitude et une famille de fonctions
∀i ∈ I, fi : P (|A|)→ P (|Bi|) qui commutent aux unions et qui envoient les parties finies sur
des parties finies. L’ensemble Ff de parties de |A|
Ff =
{
x ∈ P (|A|) ; f(x) ∈
∏
i∈I
F (Bi)
}
,
est une structure finitaire, i.e. F⊥⊥f = Ff .
Nous l’appliquons ensuite pour retrouver la présentation des constructions de la logique
linéaire faite par Ehrhard.
La dernière partie de ce chapitre est consacrée au calcul de l’exponentielle dans les espaces
de finitude relationnels. Plus précisément, nous montrons que cette exponentielle est librement
engendrée. Mais nous démontrons aussi l’inadéquation des formules, introduites au Chapitre I,
pour calculer cette exponentielle.
Théorème B (Contre-exemple II.14 page 64). Soit A un espace de finitude relationnel. Rap-
pelons que l’on note A∞ la limite du diagramme (I.8) page 21 et A≤∞ la limite du dia-
gramme (I.9) page 22. Les deux formules calculent le même espace de finitude qui n’est pas
en général égal à l’espace de finitude !A.
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Dans le Chapitre III, nous nous intéressons aux espaces de finitude vectoriels. Ils ont été in-
troduits en partant de leurs homologues relationnels. Pourtant, comme l’a démontré Ehrhard, ils
n’en dépendent pas. Le but de ce chapitre est de les présenter de façon intrinsèque. Nous allons
pour cela mener une étude des structures de la logique linéaire dans les espaces de Lefschetz
dont les espaces de finitude vectoriels sont des cas particuliers.
Pour chacune de ces constructions, nous montrons que leur description dans les espaces de
Lefschetz généralise celles effectuées dans les espaces vectoriels de finitude.
Théorème C. Les constructions de la logique linéaire dans les espaces de finitude relationnels
se transportent en leurs homologues dans les espaces de Lefschetz. Autrement dit, étant donnés
deux espaces de finitude relationnels A et B, on a
EA&B ' EA × EB (voir la Proposition III.29 page 95)
EA⊕B ' EA ⊕ EB (voir la Proposition III.33 page 97)
EA(B ' Lc(EA, EB) (voir la Proposition III.48 page 105)
EA⊥ ' ¬EA (voir la Proposition III.49 page 106)
EA⊗B ' EA ⊗ EB (voir la Proposition III.114 page 156)
E!A ' !EA (voir la Proposition III.125 page 164)
où EG désigne l’espace de finitude vectoriel engendré par l’espace de finitude relationnel G.
Par ailleurs, nous allons définir une notion intrinsèque d’espaces de finitude, les espaces de
Lefschetz finitaires qui sont les espaces linéairement homéomorphes à des espaces de finitude
vectoriels. Nous montrons que cette notion est stable par les constructions de la logique linéaire
et définit un modèle de la logique linéaire.
Théorème D. Soient E et F deux espaces de Lefschetz finitaires.
• E × F est un espace de Lefschetz finitaire (voir la Proposition III.29 page 95).
• E ⊕ F est un espace de Lefschetz finitaire (voir la Proposition III.33 page 97).
• Lc(E,F ) est un espace de Lefschetz finitaire (voir la Proposition III.69 page 121).
• ¬E est un espace de Lefschetz finitaire (voir la Proposition III.70 page 122).
• E ⊗ F est un espace de Lefschetz finitaire (voir la Proposition III.115 page 156).
• !E est un espace de Lefschetz finitaire (voir la Proposition III.126 page 164).
Nous verrons que les espaces de Lefschetz ne forment pas un modèle de la logique linéaire.
Pourtant, les propriétés vérifiées par les espaces de finitude indiquent qu’une famille d’espaces
de Lefschetz, les espaces linéairement bornologiques, pourrait être un modèle de la logique
linéaire.
Théorème E (Section III.3.1.d page 128). Tout espace de Lefschetz linéairement bornologique
et complet est un espace de Lefschetz réflexif. De plus la catégorie des espaces de Lefschetz
bornologiques complets est stable par ⊕, & et par passage au dual.
Nous ne savons pas, au moment de la rédaction de ce manuscrit, si ce dernier théorème
s’étend au produit tensoriel et à l’exponentielle, ce qui est nécessaire pour que les espaces
linéairement bornologiques soient un modèle de la logique linéaire.
Enfin, nous décrivons la formule de Taylor dans le cadre des espaces de Lefschetz linéaire-
ment bornologiques et complets.
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Théorème F (voir le Théorème III.10 page 172). Soient E et F deux espaces de Lefschetz
complets et linéairement bornologiques. Toute série formelle f ∈ Serk(E,F ), vérifie la formule
de Taylor
∀x ∈ E, f(x) =
∞∑
n=0
1
n!
∂nf(0) · x⊗n.
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Dans ce chapitre, nous allons présenter les espaces de finitude relationnels. Ils modélisent
une interaction finie entre programmes et environnements que nous allons commencer par ex-
pliciter.
Revenons tout d’abord sur ces interactions dans le modèle des espaces cohérents. Comme
nous l’avons remarqué dans le Paragraphe I.3.2 page 28, les espaces cohérents peuvent être
définis par l’intermédiaire d’une relation d’orthogonalité entre des parties u et u′ de la trame
|A|
u ⊥coh u′ ⇐⇒ ](u ∩ u′) ≤ 1.
L’interprétation cohérente u d’une preuve d’une formule A et l’interprétation u′ d’une contre-
preuve de cette formule s’intersectent alors en au plus un point. Au niveau des langages de
programmation, cette propriété logique se traduit par une interaction déterministe. En effet, un
environnement de type A( B ≡ A⊥ ` B et un programme de type B ( C ≡ B⊥ ` C ont
au plus une façon d’interagir à travers le type B.
Au contraire, l’interprétation dans le modèle relationnel de l’interaction entre environne-
ments et programmes est non-déterministe. En effet, pour une formule de la logique linéaire, les
interprétations d’une preuve et d’une contre-preuve paramétrées par un contexte peuvent s’in-
tersecter en plusieurs points. Cependant, une étude plus précise montre que cette intersection
est finie (voir la Proposition II.1 page 44). Ainsi, le non-déterminisme du modèle relationnel
est contrôlé.
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Cette propriété d’intersection finie des interprétations des preuves et contre-preuves para-
métrées peut être généralisée à d’autres éléments de la sémantique. On obtient alors la relation
d’orthogonalité sur les parties de u et u′ de |A|, définie par l’équivalence
u ⊥fin u′ ⇐⇒ ](u ∩ u′) ∈ N
D’après la construction par bi-orthogonalité présentée à la Section I.3, on peut construire un
modèle de la logique linéaire à partir du modèle relationnel et de la relation d’orthogonalité
ci-dessus. Les espaces ainsi obtenus sont appelés les espaces de finitude relationnels [Ehr05,
§1]. L’interprétation d’une formule ou d’une preuve est la même dans le modèle relationnel et
dans le modèle des espaces de finitude.
Plan du chapitre. Dans la Section II.1, nous définissons les espaces de finitude relationnels,
donnons des exemples d’interprétations des booléens et des entiers naturels et montrons qu’ils
forment un modèle de la logique linéaire en utilisant le bi-recollement. Enfin, nous introduisons
le Théorème II.1 page 50 qui permet de transporter les structures finitaires.
Dans les Sections II.2-II.4, nous montrons que les constructions de la logique linéaire
peuvent être définies sans utiliser la clôture par bi-orthogonal. Pour cela, nous utilisons le Théo-
rème II.1 page 50. Nous allons enfin nous attarder sur l’exponentielle des espaces de finitude et
montrer qu’elle est libre mais qu’elle ne peut pas être calculée par une des formules présentées
au Paragraphe I.2.2 page 19.
II.1 Généralités
II.1.1 Définitions et premières propriétés
Dans le modèle relationnel (voir la Figure I.3 page 15), une preuve de ` Γ, A ne peut
interagir avec une preuve de ` A⊥,∆ qu’en un nombre fini de points comme le montre la
proposition suivante.
Définition II.1. Soient A, Γ et ∆ des formules de LL. Pour toute preuve pi ` Γ⊥, A et toute
preuve pi′ ` A⊥,∆, la coupure (pi ; pi′) est une relation entre J∆K et JΓK définie par
∀γ′ ∈
r
Γ⊥
z
, ∀δ ∈ J∆K , (γ′, δ) ∈ qpi ; pi′y ⇐⇒ ∃a ∈ JAK , (γ′, a) ∈ JpiK et (a, δ) ∈ qpi′y .
Proposition II.1. [Ehr05, Theorem 5] Soient A, Γ et ∆ des formules de LL. Une preuve pi `
Γ⊥, A et une preuve pi′ ` A⊥,∆ n’ont qu’un nombre fini d’interactions possibles à travers JAK,
i.e. pour tous γ′ ∈ Γ⊥ et δ ∈ ∆, il n’existe qu’un nombre fini de a ∈ JAK tels que (γ′, a) ∈ JpiK
et (a, δ) ∈ Jpi′K.
Démonstration. La preuve se fait par induction sur les formes normales de pi et de pi′. Pour cela
nous utilisons le modèle relationnel décrit à la Figure I.3 page 15 et l’élimination des coupures
dans LL (voir [Gir87]).
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D’un point de vue informatique, cette proposition montre que l’interaction entre les envi-
ronnements de type Γ( A et les programmes de type A( ∆ est non-déterministe. En effet,
le calcul du résultat du programme dans le contexte déterminé par son environnement se fait
en passant par plusieurs chemins d’exécution. Toutefois, on garde un contrôle sur le nombre de
chemin d’exécution qui est toujours fini.
En fixant γ ∈ Γ et δ ∈ ∆, on est amené à introduire la notion d’orthogonalité finitaire que
nous introduisons maintenant.
Soit |A| un ensemble dénombrable. On définit une relation d’orthogonalité (cf Section I.3)
dite finitaire et notée ⊥fin sur les parties de |A| :
∀u, u′ ⊆ |A| , u ⊥fin u′ ⇔ u ∩ u′ finie.
Quand aucune confusion n’est possible, on écrira ⊥ à la place de ⊥fin.
De plus, l’orthogonal d’un ensemble F ⊆ P (|A|) de parties de |A| est défini par
F⊥ = {u′ ⊆ |A| ; ∀u ∈ F , u ⊥fin u′} .
On dit qu’un ensemble de parties F ⊆ P (|A|) est clos par bi-orthogonalité lorsque F⊥⊥ = F
(voir la Section I.3.1 page 26).
Définition II.2. Un espace de finitude relationnel est un couple A = (|A| ,F (A)) dont la
trame |A| est un ensemble dénombrable et la structure finitaire F (A) ⊆ P (|A|) est close
par bi-orthogonalité.
Les éléments de F (A) sont appelés les parties finitaires de A et ceux de F (A)⊥ sont les
parties anti-finitaires de A.
Une relation finitaire R entre deux espaces de finitude relationnels A et B est une partie de
|A|×|B| telle que l’image directe d’une partie finitaire deA est finitaire dansB et la pré-image
d’une partie anti-finitaire de B est une partie anti-finitaire de A :
∀u ∈ F (A) , R · u def= {b ∈ |B| ; ∃a ∈ u, (a, b) ∈ R} ∈ F (B) ,
∀v′ ∈ F (B)⊥ , tR · v′ def= {a ∈ |A| ; ∃b ∈ v′, (a, b) ∈ R} ∈ F (A)⊥ .
La catégorie dont les objets sont des espaces de finitude relationnels et les morphismes des
relations finitaires est dénotée RelFin.
L’orthogonal A⊥ d’un espace de finitude relationnel A est défini par sa trame
∣∣A⊥∣∣ = |A|
et sa structure de finitude F (A⊥) = F (A)⊥.
Dans la suite, les lettres A, B, Ai . . . désignent des espaces de finitude relationnels.
Voici une série de propriétés des structures finitaires qui se vérifient facilement.
Proposition II.2. (F1) Toute partie finie de la trame d’un espace de finitude est une partie
finitaire.
(F2) Une partie d’une partie finitaire est finitaire.
(F3) L’union de deux parties finitaires est toujours finitaire.
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(F4) L’orthogonal F⊥ de toute famille F de parties d’un ensemble dénombrable |A| induit
une structure de finitude, i.e.
∀F ⊆ P (|A|) , (|A| ,F⊥) est un espace de finitude.
Démonstration. Pour tout F partie de |A|, on a F ⊆ F⊥⊥ et donc F⊥ ⊆ (F⊥)⊥⊥. De
plus, si G ⊆ |A| et F ⊆ G, alors G⊥ ⊆ F⊥. On en déduit que (F⊥⊥)⊥ ⊆ F⊥.
(F5) Sur une trame finie, il n’existe qu’une seule structure finitaire, l’ensemble de toutes les
parties.
Démonstration. En effet, d’après la Propriété (F2), toute partie finie est finitaire or
toutes les parties de la trames sont finies. Donc la structure finitaire est réduite à l’en-
semble des parties finies.
(F6) L’ensemble des parties finies de la trame est une structure finitaire. L’ensemble de toutes
les parties est aussi une structure finitaire.
II.1.2 Exemples
Les exemples des booléens et des entiers naturels vont nous suivre tout au long de ce travail.
Exemple II.1. Les booléens sont formés de deux éléments incomparables «vrai», noté T et
«faux», noté F. Ainsi, la trame de l’espace de finitude représentant le type B est |B| = {T, F}.
D’après la Propriété (F5) ci-dessus, la trame étant finie, il n’y a pas d’autres choix que l’en-
semble de toutes les parties F (B) = {∅, {T}, {F}, {T, F}} pour la structure finitaire.
L’orthogonal B⊥ est interprété par le même espace∣∣∣B⊥∣∣∣ = {T, F},
F
(
B⊥
)
= Pfin ({T, F}) .
S’il n’existe qu’une seule structure finitaire sur une trame finie, on peut munir un ensemble
dénombrable de beaucoup de structures finitaires différentes.
Exemple II.2. Les espaces de finitude définis dans cet exemple ont tous pour trame l’ensemble
des entiers naturelsN.
• On note Nat l’espace de finitude dont la trame est l’ensemble des entiers naturels N
et dont la structure finitaire est l’ensemble des parties finies de N , noté Pfin (N). La
structure de finitude de son orthogonal Nat⊥ est l’ensemble de toutes les parties P (N).
Dans la suite, nous utiliserons principalement ces deux structures finitaires lorsque nous
parlerons d’entiers.
• On note 2Nat l’espace de finitude dont la trame estN et la structure finitaire est l’ortho-
gonal de P (2N). Ainsi, une partie est finitaire si et seulement si elle ne contient qu’un
nombre fini de nombres pairs.
• Ce dernier exemple peut se décliner à l’infini : une partie est finitaire si elle ne contient
qu’un nombre fini d’entiers premiers. . .
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Hyvernat [Hyv08b] a même montré que tout ensemble infini dénombrable admet un nombre
non dénombrable de structures finitaires. La démonstration repose sur l’exemple suivant qui
munit l’ensemble des suites finies de différentes structures finitaires (en fait autant de structures
différentes qu’il y a de parties dansR).
Exemple II.3. Soit B(N) l’ensemble des suites finies de 0 et de 1. Pour tout réel x, on note
x↓ ⊆ B(N) l’ensemble des approximations dyadiques finies de x. Soit X une partie de R. On
note FX l’ensemble des approximations dyadiques des éléments de X , i.e. FX = {x↓ ; x ∈
X}. L’espace de finitude associé aux approximations dyadiques dans X est donné par la trame
B(N) et la structure finitaire F⊥⊥X .
Comme les développements dyadiques de deux réels distincts diffèrent forcément sur un
nombre fini d’approximations finies, si x /∈ X , alors x↓ a une intersection finie avec les parties
apparaissant dans FX , autrement dit x↓ ∈ F⊥X . On en déduit que pour tout réel x, si x↓ est
infinie et x /∈ X , alors x↓ /∈ F⊥⊥X .
Pour finir, l’exemple qui suit a pour trame l’ensembleN(N) des suites finies d’entiers, nous
verrons au Chapitre III sur les espaces de Lefschetz qu’il est relié à l’espace des fonctions
continues sur l’espace de Baire [ES]1.
Exemple II.4. On va définir un espace de finitudeW ayant pour trame |W| = N(N) l’ensemble
des suites finies d’entiers.
Soient τ et τ ′ deux suite finies à valeurs dans N. On note lτ et lτ ′ leurs longueurs respec-
tives. La relation d’extension entre les suites est définie par l’équivalence suivante
τ ≤ τ ′ ⇐⇒
{
lτ ≤ lτ ′
∀n ≤ lτ , τn = τ ′n.
Une partie I ⊆ N(N) n’admet pas de chaîne infinie, lorsque toute partie {τk ; k ∈ N} de I
telle que ∀k ∈ N, τk ≤ τk+1 est finie. On note F (W) l’ensemble des parties de N(N) qui ne
contiennent pas de chaîne infiniment croissante.
Montrons que F (W) est une structure finitaire. Pour cela, nous allons calculer son ortho-
gonal. Pour tout n ∈ N, on note Πn la fonction de projection sur la nième composante, i.e.
∀τ ∈ N(N), Πn(τ) = τn. Notons E = {F ; ∀n ∈ N,Πn(F )fini} et montrons que
F (W) = E⊥.
Soit I ∈ E⊥. Montrons que I n’admet pas de chaîne infinie. Soit F = {τk ; k ∈ N} une
chaîne croissante de I . Comme (τk)k∈N est croissante, τk
′
prolonge τk si k′ > k, donc pour
n ∈ N
Πn(F ) ⊆ {τkn ; k ∈ N} ⊆ {τ qn},
pour un certain q ∈ N. Donc F ∈ E et F ∩ I = F est fini puisque I ∈ E⊥. Toute chaîne
croissante de I est donc finie.
1C’est en fait une variante qui est utilisée. La trame est l’ensemble des suites finies qui ne terminent pas par zéro
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Réciproquement, soient I ∈ F (W) et F ∈ E . Montrons que l’intersection I ∩ F est finie.
Définissons G ⊆ F par
G = {τ ∈ N(N) ; ∀n ∈ N, τn ∈ Πn(F )}.
Il nous suffit alors de montrer que I ∩ G est fini pour conclure. On peut voir I ∩ G comme
un arbre à branchement fini. S’il était infini, par le lemme de König, il existerait une branche
infinie, c’est-à-dire une chaîne infinie dans I . Or I est supposé bien fondé, donc I ∩G est fini.
II.1.3 Un modèle de la logique linéaire
La proposition suivante assure que les espaces de finitude tels que nous les avons présentés
à la Définition II.2 page 45 peuvent être décrits comme une catégorie d’orthogonalité construite
par bi-recollement (voir le Paragraphe I.3.3).
Proposition II.3. La catégorie RelFin est équivalente à la catégorie d’orthogonalité stricte
sur le modèle relationnel, pour la relation d’orthogonalité finitaire.
Démonstration. En effet, la catégorie T (Rel) d’orthogonalité stricte est formée par les objets
de la forme
(
|A|,F|A|,F ′|A|
)
où F⊥|A| = F ′|A| et F ′⊥|A| = F|A|, c’est-à-dire que F est une
structure finitaire. D’après la Définition I.10 page 33, dans T (Rel), un morphisme
R :
(
|A|,F|A|,F ′|A|
)
→
(
|B|,F|B|,F ′|B|
)
est une relation R : |A| → |B| telle que, pour toutes parties u ⊆ |A| et v′ ⊆ |B|, on a que :
· si u ∈ F|A|, alors R · u ∈ F|B|, où rappelons que R · u = {b ∈ |B| ; ∃a ∈ u ; aR b}
(voir l’Exemple I.2 page 14) ; c’est donc la relation {∗} u−→ |A| R−→ |B| ;
· si v′ ∈ F ′|B|, alors tR · v′ ∈ F ′|A|, où tR · v′ = {a ∈ |A| ; ∃b ∈ v′ ; aR b} ; c’est la
relation |A| R−→ |B| v′−→ {∗}.
Les morphismes coïncident donc avec les relations finitaires (voir la Définition II.2 page 45).
Remarquons que pour tout objet
(
|A|,F|A|,F ′|A|
)
, on a F ′|A| = F⊥|A|. On n’a donc pas
besoin de conserver les deux ensembles. En oubliant F ′|A|, on se ramène donc à la catégorie
RelFin des espaces de finitude.
Comme RelFin est obtenue par bi-recollement à partir de Rel qui est une catégorie de
Seely ∗-autonome, on peut appliquer la Proposition I.13 page 35. On montre alors que RelFin
est un modèle de la logique linéaire. On retrouve alors les constructions proposées par Eh-
rhard [Ehr05].
Proposition II.4. La catégorie RelFin est une catégorie de Seely ∗-autonome. L’interpréta-
tion de LL dans RelFin se fait à travers les constructions suivantes sur les espaces de finitude
A = (|A| ,F (A)) et B = (|B| ,F (B)) :
A&B = (|A| unionmulti |B| , {u unionmulti v ; u ∈ F (A) , v ∈ F (B)}) ,
> = (∅, {∅}) ,
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A⊕B =
(
|A| unionmulti |B| , {u unionmulti v ; u ∈ F (A) , v ∈ F (B)}⊥
)
,
0 = (∅, {∅}) ,
A⊗B =
(
|A| × |B| , {u× v ; u ∈ F (A) , v ∈ F (B)}⊥⊥
)
,
1 = ({∗}, {∅, {∗}}) ,
A( B =
(
|A| × |B| ,
{
R ⊆ A×B ;
{ ∀u ∈ F (A) , R · u ∈ F (B) ,
∀v′ ∈ F (B)⊥ , tR · v′ ∈ F (A)⊥
})
,
!A =
(
Mfin(|A|),
{
u! ; u ∈ F (A)
}⊥⊥)
,
?A =
(
Mfin(|A|),
{
u! ; u ∈ F (A)
}⊥)
,
A⊥ =
(
|A| ,F (A)⊥
)
.
Démonstration. On utilise les constructions données à la Figure I.6 page 36 et la description du
modèle relationnel Figure I.3 page 15. La distribution linéaire κ− : Rel(1,−) → Rel(1, !−)
est définie par ses composantes
κ|A| : |A| → Mfin(|A|)
u → u! def= {µ ∈Mfin(|A|) ; |µ| ⊆ u} ,
où |µ| est l’ensemble des éléments apparaissant dans le multi-ensemble µ.
La Proposition I.13 page 35 nous apprend aussi que le foncteur oubli de RelFin dans Rel
préserve les structures de la logique linéaire. Ce n’est pas pour autant qu’il admet un adjoint à
gauche comme le montre le contre-exemple suivant.
Contre-Exemple II.5. Soient |A| un ensemble, B un espace de finitude et |A| R−→ B une
relation. Pour que l’oubli admette un adjoint à gauche, il faut que l’on puisse munir |A| d’une
structure finitaire telle que R soit une relation finitaire. Ceci n’est pas possible en général.
Considérons |A| = N, B = Nat et R = {(1, n);n ∈ N}. L’image de la partie finie {1} par R
estN qui n’est pas finitaire dans Nat .
II.1.4 Transport des structures finitaires
Afin de pouvoir manipuler facilement les interprétations des formules de la logique linéaire,
nous allons en donner une description directe, c’est-à-dire sans passer par le bi-orthogonal. Pour
cela, nous allons utiliser le théorème qui suit et qui repose sur l’utilisation de l’axiome du choix.
Ce théorème, formulé avec Lionel Vaux, permet de donner un cadre commun aux démonstra-
tions qui apparaissent dans [Ehr05] pour les structures multiplicatives et exponentielles.
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Définition II.3. Soient |A| et |B| deux ensembles.
On dit qu’une fonction f : P (|A|) → P (|B|) est finie lorsqu’elle envoie les parties finies sur
les parties finies :
∀x ∈ Pfin (|A|) , f(x) ∈ Pfin (|B|) .
Une fonction commute aux unions lorsque :
∀(xi)i∈I ⊆ P (|A|) , f (∪i∈Ixi) = ∪i∈If(xi).
Le théorème suivant permet d’importer la structure finitaire du co-domaine d’une fonction,
sur son domaine.
Théorème II.1. Soit |A| un ensemble dénombrable. Soient I un ensemble dénombrable,
(Bi)i∈I une famille d’espaces de finitude et f : P (|A|) →
∏
i∈I P (|Bi|) une fonction telle
que pour tout i ∈ I , la composante fi : P (|A|) → P (|Bi|) est finie et commute aux unions.
L’ensemble Ff de parties de |A| :
Ff =
{
x ∈ P (|A|) ; f(x) ∈
∏
i∈I
F (Bi)
}
,
est une structure finitaire, i.e. F⊥⊥f = Ff .
Démonstration. Soit y = (yi)i∈I ∈
∏
i∈I P (|Bi|). On définit xy ⊆ |A| par :
xy
def=
⋃
{x ⊆ |A| ; ∀i ∈ I, fi(x) ⊆ yi} = {a ; ∀i ∈ I, fi({a}) ⊆ yi}.
Remarquons que comme f commute aux unions, pour tout i ∈ I , on a que fi(xy) ⊆ yi.
Commençons par calculer l’orthogonal de Ff et par montrer que :
F⊥f =
{
x′ ∈ P (|A|) ; ∀y ∈
∏
i∈I
F (Bi) , xy ∩ x′ est finie
}
.
Cette égalité résulte de la suite d’équivalences ci-dessous :
x′ ∈ F⊥f ⇐⇒ ∀x ∈ P (|A|) ,
(∀i ∈ I, fi(x) ∈ F (Bi))⇒ x ∩ x′ est finie,
⇐⇒ ∀(yi)i∈I ∈
∏
i∈I
F (Bi) , ∀x ∈ P (|A|) ,
(∀i ∈ I, fi(x) ⊆ yi)⇒ x ∩ x′ est finie,
⇐⇒ ∀y ∈ ∏
i∈I
F (Bi) , xy ∩ x′ est finie.
Montrons à présent que F⊥⊥f ⊆ Ff , c’est-à-dire que pour tout x ∈ F⊥⊥f , pour tout i ∈ I ,
on a fi(x) ∈ F (Bi). Comme pour chaque i ∈ I , F (Bi) est une structure finitaire, il suffit de
montrer que
∀x ∈ F⊥⊥f , ∀i ∈ I, ∀y′i ∈ F (Bi)⊥ , fi(x) ∩ y′i est finie.
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Soient x ∈ F⊥⊥f , i ∈ I et y′i ∈ F (Bi)⊥.
Comme fi commute aux unions, on a l’égalité fi(x) = ∪a∈xfi({a}). Pour tout b ∈ fi(x)∩
y′i, il existe donc a ∈ x tel que b ∈ fi({a}). Grâce à l’axiome du choix, nous pouvons construire
une fonction partielle f−1i : fi(x) ∩ y′i → x (celle qui à b associe a) telle que :
∀b ∈ fi(x) ∩ y′i, b ∈ fi
({
f−1i (b)
})
.
Posons xi l’image de f−1i :
xi = f−1i (fi(x) ∩ y′i).
Comme xi ⊆ x et x ∈ F⊥⊥f , on a xi ∈ F⊥⊥f . Par ailleurs, fi(x) ∩ y′i ⊆ fi(xi). Comme
l’image d’une partie finie par fi est finie, il suffit de montrer que xi ∈ F⊥f pour en déduire que
fi(xi) et fi(x) ∩ y′i sont finis.
Soit y = (yi)i∈I ∈
∏
i∈I F (Bi).
On considère la fonction f−1i comme une fonction partielle sur yi∩y′i, l’image de b ∈ yi∩y′i
étant définie quand b ∈ fi(x). On a alors l’inclusion :
xi ∩ xy ⊆ f−1i (yi ∩ y′i).
En effet, si a ∈ xi ∩ xy, alors il existe b ∈ fi(x) ∩ y′i tel que a = f−1i (b). Comme fi est
croissante, on a que b ∈ fi({a}) ⊆ fi(xy) ⊆ yi et a ∈ f−1i (yi ∩ y′i).
Comme yi ∈ F (Bi) et y′i ∈ F (Bi)⊥, on a yi∩y′i est fini. Or f−1i est une fonction (partielle)
et xi ∩ xy ⊆ f−1i (yi ∩ y′i), donc xi ∩ xy fini.
En résumé, pour tout x ∈ F⊥⊥f , pour tout i ∈ I et pour tout y′i ∈ F (Bi)⊥, xi ∈ F⊥f
et xi ∈ F⊥⊥f , d’où xi est finie, et donc fi(x) ∩ y′i ⊆ fi(xi) est finie. Ainsi, pour tout i ∈ I ,
on a que fi(x) ∈ F (Bi), donc x ∈ Ff . On en déduit que F⊥⊥f ⊆ Ff . Comme l’inclusion
réciproque est toujours vraie, on a que Ff = F⊥⊥f . C’est une structure finitaire.
Nous allons maintenant passer en revue les différentes constructions dans RelFin, donner
quelques intuitions sur leur structure et appliquer le Théorème II.1 page 50 pour prouver les
descriptions de certaines des structures qui sont exhibées dans la Figure II.1 page 52.
II.2 Structure additive, limites et co-limites
Produits et co-produits. Le produit A1 & A2 et le coproduit A1 ⊕ A2 de deux espaces
de finitude coïncident en tant qu’espaces de finitude. Les produits et coproduits dénombrables
existent aussi dans la catégorie RelFin. Mais, bien que leurs trames coïncident et soient l’union
disjointe |⊕i∈IAi| = |&i∈IAi| = unionmultii∈I |Ai| leurs structures finitaires sont différentes. Nous
allons les décrire dans les lignes qui suivent.
Commençons par construire la structure finitaire du produit. On applique pour cela le Théo-
rème II.1 page 50 avec la fonction finie
f : P (unionmultii∈I |Ai|) →
∏
i∈I
P (|Ai|)
unionmultii∈Iui 7→ (ui)i∈I
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Orthogonal : Unités :∣∣A⊥∣∣ = |A| F (A⊥) = F (A)⊥ |0| = |>| = ∅ F (0) = F (>) = {∅}
|1| = |⊥| = {∗} F (1) = F (⊥) = {∅, {∗}}
additifs :
|&iAi| = |⊕iAi| = unionmultii |Ai|
F (⊕iAi) =
{
unionmulti
j∈J
uj | J fini, ∀j ∈ J, uj ∈ F (Aj)
}
F (&iAi) =
{
unionmulti
i∈I
ui | ∀i ∈ I, ui ∈ F (Ai)
}
Multiplicatifs :
|A1 `A2| = |A1 ⊗A2| = |A1| × |A2|
F (A1 `A2) =
{
R ⊆ |A1| × |A2|
∣∣∣∣ ∀u ∈ F (A1)⊥ , R · u ∈ F (A2)∀v ∈ F (A2)⊥ , tR · v ∈ F (A1)
}
F (A1 ⊗A2) =
{
w ⊆ |A1| × |A2|
∣∣∣∣ Π1(w) ∈ F (A1) et Π2(w) ∈ F (A2)}
où Π1(w) := {x1 ∈ |A1| ; ∃x2 ∈ |A2| , (x1, x2) ∈ w}
Π2(w) := {x2 ∈ |A2| ; ∃x1 ∈ |A1| , (x1, x2) ∈ w}
Exponentiels :
|!A| = |?A| =Mfin(|A|) = {µ : |A| → Nat ; µ(a) > 0 pour un nombre fini de a ∈ |A|}
F (!A) = {M ⊆Mfin(|A|) ; Π(M) ∈ F (A)}
F (?A) =
{
M ⊆Mfin(|A|) ; ∀u ∈ F (A)⊥ ,Mfin(u) ∩M fini
}
où Π(M) := {a ∈ |A| ; ∃µ ∈M, a ∈ µ} = ∪{|µ| , µ ∈M}
FIG. II.1: Interprétation dans RelFin des formules de LL
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qui commute aux unions. Nous en déduisons que la formule suivante définit une structure fini-
taire :
F =
{
unionmulti
i∈I
ui ; ∀i ∈ I, ui ∈ F (Ai)
}
. (II.1)
Nous démontrons à la Proposition II.5 page 53 suivante que, muni de cette structure finitaire,
&i∈IAi est le produit des Ai (cette proposition est esquissée dans [Ehr05, §3]).
Pour ce qui est du co-produit, on peut le déduire du produit par orthogonalité, mais il est
intéressant de comprendre sa structure finitaire. L’inclusionAi
ιi−→ ⊕i∈IAi doit être une relation
finitaire. Ainsi, il faut que pour toute partie ui finitaire dansAi, la partie ιi(ui) soit finitaire dans
le co-produit ⊕i∈IAi. De plus, toute structure finitaire est stable par union finie (voir (F3) de la
Proposition II.2 page 45). La famille suivante est donc formée de parties finitaires dans⊕i∈IAi.
F =
{
unionmulti
j∈J
uj ; J ⊆ I fini, ∀j ∈ J, uj ∈ F (Aj)
}
.
De plus, cette formule coïncide avec l’orthogonal de la structure finitaire de &i∈I
(
A⊥i
)
donnée
à l’Équation (II.1). Il ne nous reste plus qu’à montrer que c’est bien le co-produit. C’est ce qui
est fait à la Proposition suivante.
Proposition II.5. Les produits et co-produits d’une famille dénombrable d’espaces de finitude
(Ai)i∈I existent dans RelFin. Leur trame est∣∣∣∣&i∈IAi
∣∣∣∣ = ∣∣∣∣⊕
i∈I
Ai
∣∣∣∣ = unionmultii∈I |Ai|
Leurs structures finitaires respectives sont
F
(
⊕
i∈I
Ai
)
=
{
unionmulti
j∈J
uj ; J ⊆ I fini, ∀j ∈ J, uj ∈ F (Aj)
}
.
F
(
&
i∈I
Ai
)
=
{
unionmulti
i∈I
ui ; ∀i ∈ I, ui ∈ F (Ai)
}
.
Démonstration. Montrons que l’espace de finitude ⊕i∈IAi est la co-limite des Ai. La relation
|Ai| ιi−→ unionmultii∈I |Ai| est finitaire. En effet, d’après la définition de F , l’image par ιi de toute
partie finitaire de Ai est dans F . De plus l’image réciproque par ιi de ∪i∈Iu′i avec pour tout
i ∈ I , u′i ∈ F (Ai)⊥, c’est-à-dire d’une partie anti-finitaire de ⊕Ai, est u′i ∈ F (Ai)⊥ est anti-
finitaire. Soient B un espace de finitude et Ai
Ri−→ B des relations finitaires. Comme la trame
unionmultii∈I |Ai| est la co-limite des |Ai| dans Rel, il existe une unique relation unionmultii∈I |Ai| R−→ |B| telle
que Ai
Ri−→ B = Ai R ◦ ιi−−−→ B. Elle est définie par
∀i ∈ I, ∀ai ∈ Ai, ∀b ∈ B, aiRb⇔ aiRi b.
Soit unionmultij∈Juj une partie finitaire de ⊕i∈IAi. Comme les Ri sont des relations finitaires, pour
tout j ∈ J , Rj · uj ∈ F (B). De plus, J est fini, donc R · unionmultij∈Juj = ∪j∈JRj · uj est une partie
finitaire de B. L’image réciproque tR · v′ = unionmultii∈I tRi · v′ d’une partie v′ anti-finitaire dans B
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par R est anti-finitaire, car pour tout i ∈ I , tRi · v′ est anti-finitaire. Nous avons donc montré
que R est une relation finitaire.
Pour le produit, pour tout j ∈ I , les projections &i∈IAi pij−→ Aj sont finitaires car
unionmultii∈Iui ∈ F (&i∈IAi) , pij · (unionmultii∈Iui) = uj ,
donc l’image directe d’une partie finitaire est finitaire, et
∀i ∈ I, ∀u′i ∈ F (A)⊥i ,
{
tpii · u′i = u′i,
tpij · u′i = ∅, i 6= j.
Soit B un espace de finitude et pour tout i ∈ I , B Ri−→ Ai des relations finitaires. Comme la
trame de &i∈IAi est le produit dans Rel, il existe une unique relation B
R−→ &i∈IAi telle que
pour tout i ∈ I , B Ri−→ Ai = B pii ◦R−−−→ Ai. On vérifie facilement que cette relation R est
finitaire.
Exemple II.6. Nous avons défini à l’Exemple II.1 page 46 l’interprétation du type B et à
l’Exemple II.2 page 46 celle du type Nat . Dans RelFin, B et Nat ont respectivement la
même sémantique que les types 1⊕ 1 et ⊕n∈N1, i.e.
B 'RelFin 1⊕ 1 Nat 'RelFin ⊕n∈N1.
La catégorie RelFin n’est pas complète. Nous venons de voir que les produits et co-
produits existent dans RelFin. Ce n’est pas le cas de toutes les limites et co-limites. On ren-
contre en effet le même problème que dans Rel : les égaliseurs n’existent pas toujours. Ceci met
en valeur la différence entre les espaces de finitude et les espaces de cohérence dans lesquels
tous les égaliseurs existent [Mel08b].
Commençons par caractériser les égaliseurs dans Rel. Comme l’égaliseur (resp. co-
égaliseur) est toujours un monomorphisme (resp. épimorphisme), nous allons commencer par
caractériser les monomorphismes (resp. épimorphismes) dans Rel.
Lemme II.6. Étant donnés deux ensembles finis A et B, une relation finitaire A R−→ B est un
monomorphisme si et seulement si tout élément a de A admet au moins une image par R dont
il est l’unique antécédent, i.e.
∀a ∈ A, ∃b ∈ B ; aR b et ∀a′ ∈ A, a′Rb⇒ a = a′. (II.2)
De même, une relation A R−→ B est un épimorphisme si et seulement si
∀b ∈ B, ∃a ∈ A ; aR b et ∀b′ ∈ B, aR b′ ⇒ b = b′.
Démonstration. Supposons que R soit un monomorphisme. Si a ∈ A n’a pas d’image par R,
alors les relations R1 = {(x1, a)} et R2 = {(x2, a)} entre X = {x1, x2} et A sont différentes
54
II.2. Structure additive, limites et co-limites
mais vérifient R ◦ R1 = R ◦ R2 = ∅ ; on aboutit donc à une contradiction. Supposons qu’il
existe un a ∈ A qui n’ait pas d’image par R dont il est l’unique antécédent, i.e.
∀b ∈ B, aR b⇒ ∃a′ 6= a ; a′Rb.
On note I1 la relation entre A et A qui relie tous les points et I2 la relation qui relie tous les
points sauf (a, a), i.e.
I1 = A×A,
I2 = (A×A)\{(a, a)}
On vérifie facilement que I1 6= I2.
Pourtant, on a R ◦ I1 = R ◦ I2. En effet, I1 et I2 coïncident sauf sur a. De plus,
a (R ◦ I1) b ⇐⇒ ∃a′ ; a′Rb
⇐⇒ ∃a′ 6= a ; a′Rb
⇐⇒ a (R ◦ I2) b.
On aboutit à une contradiction avec le fait que R soit un monomorphisme.
Réciproquement, la Condition (II.2) assure que R est un monomorphisme dans Rel. En
effet, soient R1 et R2 deux relations entre X et A, telles que
R ◦ R1 = R ◦ R2.
Soient x ∈ X et a ∈ A tels que xR1 a. D’après la Condition (II.2), il existe b ∈ B tel que aR b
et a est l’unique antécédent de b. On en déduit que x (R ◦ R1) b, puis que x (R ◦ R2) b. Or, il
n’existe qu’un seul a ∈ A tel que aR b. On en déduit que xR2 a. On a donc montré que xR1 a
implique xR2 a. Par symétrie, on en déduit que R1 = R2.
La seconde partie du lemme se déduit de la première en remarquant que siR est un épimor-
phisme, alors tR est un monomorphisme de A⊥ dans B⊥.
Le contre-exemple qui suit m’a été proposé par Jonas Frey. Il montre que l’égaliseur de
deux relations n’existe pas toujours.
Ce contre-exemple utilise des espaces finis. Or, toute relation entre deux ensembles finis
est finitaire. On en déduit que deux relations entre ensembles finis admettent un égaliseur dans
Rel si et seulement si elles admettent un égaliseur dans RelFin. Il nous suffit donc d’exhiber
un contre-exemple dans Rel entre ensembles finis pour en déduire un contre-exemple dans
RelFin. Pour les co-égaliseurs, il suffit de prendre le contre-exemple miroir.
Contre-Exemple II.7. Les deux relations R_ et R_ _ dessinées ci-dessous respectivement en
plein et en tirets n’admettent pas d’égaliseurs.
X A B
x
j
/o/o/o
i
i
a1 ___ b1
a2
oooooo
___ b2
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En effet, chacune des relations i et j égalise R_ et R_ _. Pourtant, elles ne peuvent pas être
factorisées par le même égaliseur. En effet un égaliseur, s’il existe, est un monomorphisme, et
d’après le Lemme II.6 précédent, les seuls monomorphismes à valeurs dans A = {a1, a2} sont
les suivants
∅ a1
a2
x1 a1
x2 a2
x a1
a2
a1
x a2
x
QQQ
QQQ a1
a2
Parmi ceux-ci seuls le vide et les morphismes i et j sont des égaliseurs de R1 et R2
A B A B
x
i
NNN
NNN
a1 ___ b1 et x j
a1 ___ b1
a2
oooooo
___ b2 a2
oooooo
___ b2
Or, la relation i ne se factorise pas à travers j, et inversement, la relation j ne se factorise
pas à travers i. Enfin, ni i ni j ne se factorisent à travers le vide. On en déduit qu’aucun des
monomorphismes à valeurs dans A n’est l’égaliseur de R1 et de R2.
II.3 Structure multiplicative
Dans la catégorie Rel, qui est symétrique monoïdale close, les structures monoïdales et
fonctionnelles sont données par le produit cartésien
|A1 ⊗A2| = |A1 ( A2| = |A1| × |A2| .
Afin de transporter la structure monoïdale de Rel dans RelFin, nous devons équiper cette
trame d’une structure finitaire telle que le produit tensoriel soit un foncteur monoïdal symé-
trique.
Étant données deux relations finitairesR1 ⊆ A1×B1 etR2 ⊆ A2×B2, la relationR1⊗R2
est définie par
(a1, a2) (R1 ⊗R2) (b1, b2) ⇐⇒ a1R1 b1 et a2R2 b2.
Notons Π1 (resp. Π2) la projection de |A1| × |A2| sur |A1| (resp. |A2|). Pour que R1 ⊗R2 soit
finitaire, il faut que pour tout w ∈ F (A1 ⊗A2), l’image R1 ⊗R2 ·w = (R1 ·Π1(w))× (R2 ·
Π2(w)) soit finitaire. Nous allons montrer que cette condition suffit à caractériser la structure
finitaire du tenseur. Pour cela, nous allons appliquer le Théorème II.1 page 50 à la fonction de
projections
Π : P (|A1| × |A2|) → P (|A1|)× P (|A2|)
w 7→ (Π1(w),Π2(w)).
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Cette fonction est finie et commute aux unions. On en déduit que
FΠ = {w ∈ P (|A1| × |A2|) ; Π1(w) ∈ F (A1) , Π2(w) ∈ F (A2)} et
(FΠ)⊥ =
{
w′ ∈ P (|A1| × |A2|) ; ∀u1 ∈ F (A1) , ∀u2 ∈ F (A2) , w′ ∩ (u1 × u2) finie
}
sont des structures finitaires orthogonales. Donc FΠ = (FΠ)⊥⊥. Or, par définition de l’ortho-
gonal dans |A1| × |A2|,
(F (A1)×F (A2))⊥ =
{
w′ ∈ P (|A1| × |A2|) ; ∀u1 ∈ F (A1) , ∀u2 ∈ F (A2) , w′ ∩ (u1 × u2) finie
}
d’où (FΠ)⊥ = (F (A1)×F (A2))⊥. On en déduit que F⊥⊥Π coïncide avec la structure finitaire
F (A1 ⊗A2) donnée à la Proposition II.4 page 48.
La proposition suivante résume ces résultats.
Proposition II.7. [Ehr05, §3] SoientA1 etA2 deux espaces de finitude. Les structures finitaires
des constructions multiplicatives sont
F (A1 ⊗A2) = {w ⊆ |A1| × |A2| ; Π1(w) ∈ F (A1) et Π2(w) ∈ F (A2)} ,
F (A1 `A2) =
{
w ⊆ |A1| × |A2| ; ∀u
′
1 ∈ F (A1)⊥ , ∀u′2 ∈ F (A2)⊥ ,
w ∩ (u′1 × u′2) finie
}
,
F (A1 ( A2) =
{
R ⊆ |A1| × |A2| ; ∀u1 ∈ F (A1) , ∀u′2 ∈ F (A2)⊥ , R ∩ (u1 × u′2) finie
}
.
Exemple II.8. L’espace de finitude associé à B⊗n def=
n︷ ︸︸ ︷
B ⊗ · · · ⊗ B, pour n ∈ N est∣∣B⊗n∣∣ = {(b1, . . . , bn) ; ∀i ≤ n, bi ∈ {T, F}} ,
F (B⊗n) = P (∣∣B⊗n∣∣) .
En effet, la trame étant finie, il n’existe qu’une seule structure finitaire (voir (F5) de la Proposi-
tion II.2 page 45).
Pour tout w ⊆ N × N, on note Π1(w) (resp. Π2(w)) la projection de w sur la première
composante (resp. sur la deuxième) et on note ΠN(w) = Π1(w) ∪Π2(w).
L’espace de finitude associé à Nat ⊗Nat est donné par
|Nat ⊗Nat | = {(p, q) ; p ∈ N, q ∈ N}
F (Nat ⊗Nat) = {w ⊆ N×N ; Π1(w) ∈ Pfin (N) , Π2(w) ∈ Pfin (N)}
= {w ⊆ N×N ; ΠN(w) ∈ Pfin (N)}
où l’on utilise le fait que l’union de deux parties est finitaire si et seulement si chacune des
parties sont finitaires (voir (F3) de la Proposition II.2 page 45).
Plus généralement, l’espace de finitude associé à Nat⊗n est donné par∣∣Nat⊗n∣∣ = {(pi)i≤n ; ∀i ≤ n, pi ∈ N}
F (Nat⊗n) = {w ⊆ Nn ; ∀i ≤ n, Πi(w) ∈ Pfin (N)} .
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Grâce à la caractérisation des structures finitaires, Ehrhard [Ehr05] a donné deux caractéri-
sations des relations finitaires plus simples que la Définition II.2 page 45, mais dissymétriques.
On obtient ainsi
Proposition II.8. [Ehr05] Soient A1 et A2 deux espaces de finitude et R ⊆ |A1| × |A2|. On a
équivalence entre les propositions suivantes :
(RF1) R est une relation finitaire, i.e.
∀u ∈ F (A) , R · u def= {b ∈ |B| ; ∃a ∈ u, (a, b) ∈ R} ∈ F (B) ,
∀v′ ∈ F (B)⊥ , tR · v′ def= {a ∈ |A| ; ∃b ∈ v′, (a, b) ∈ R} ∈ F (A)⊥ .
(RF2) R est une partie finitaire de A1 ( A2, i.e. R ∈ F (A1 ( A2).
(RF3) L’image par R de toute partie finitaire de A1 est finitaire dans A2 et l’image inverse
d’un point de A2 est anti-finitaire dans A1, i.e.
∀u1 ∈ F (A1) , R · u1 ∈ F (A2) ,
∀a2 ∈ |A2| , tR · {a2} ∈ F (A1)⊥ .
On en déduit
F (A1 `A2) =
{
R ⊆ |A1| × |A2|
∣∣∣∣ ∀u ∈ F (A1)⊥ , R · u ∈ F (A2)∀v ∈ F (A2)⊥ , tR · v ∈ F (A1)
}
Fait II.9. Une partie u′ ∈ P (|A|) est une relation finitaire de A dans 1 = ({1},P ({1})) si et
seulement si |u′| ∈ F (A)⊥.
Exemple II.9. Toutes les relations de |B| dans |B| sont finitaires. En effet, toutes les parties du
domaine et du co-domaine sont finies donc finitaires et anti-finitaires.
Une relation de |Nat | = N dans |Nat | est finitaire si et seulement si elle préserve les parties
finies. En effet, les parties finitaires de Nat sont les parties finies de N et toute partie de N est
anti-finitaire dans Nat .
II.4 Structure exponentielle
D’après la Proposition II.3 page 48, le foncteur oubli transporte la structure de l’exponen-
tielle de RelFin dans la structure exponentielle de Rel. Nous allons utiliser cette propriété
afin de donner une caractérisation de la structure finitaire de l’exponentielle.
La modalité exponentielle est interprétée dans Rel par les multi-ensembles finis : |!A| def=
Mfin(|A|). On souhaite munir !A d’une structure finitaire telle que les structures de co-monoïde
et de co-monade dans Rel soient dans RelFin. En particulier, on veut que les morphismes A
et dA décrits ci-dessous soient finitaires :
A : !A → A
[a] 7→ a.
dA : !A → !A⊗ !A
µ 7→ (µ1, µ2) tel que µ = µ1 + µ2
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Pour tout multi-ensemble µ, notons |µ| def= {a ∈ |A| ; µ(a) 6= 0} son support. Remarquons que
pour tout M ⊆Mfin(|A|), l’image dA ·M vérifie
{([a], µ) ; [a] + µ ∈M} ⊆ dA ·M.
Pour que dA soit finitaire, il faut que pour tout M ∈ F (!A), dA ·M soit finitaire dans !A⊗ !A
(voir la Définition II.2 page 45). Or, d’après la caractérisation de la structure finitaire sur le
tenseur, une partie de |!A|×|!A| est finitaire dans !A⊗ !A si et seulement si ses deux projections
sont finitaires. Notamment, la projection sur la première composante de (dA · M) doit être
finitaire dans A. On en déduit que :
{[a] ; ∃µ ∈Mfin(|A|), [a] + µ ∈M} ∈ F (!A)
Si A est une relation finitaire, alors l’image de cette partie par A doit être finitaire cette fois
dans A :
{a ∈ |A| ; ∃µ ∈Mfin(|A|), [a] + µ ∈M} = {a ; ∃µ ∈M ; a ∈ |µ|} ∈ F (A)
Notons ΠA la fonction qui a M associe l’ensemble ci-dessus :
ΠA : P (Mfin(|A|)) → P (|A|)
M 7→ ΠA(M) def= {a ; ∃µ ∈M, a ∈ |µ|} = ∪{|µ| ; µ ∈M}.
Nous venons de montrer que si dA et A sont finitaires, alors pour tout M ∈ F (!A), la projec-
tion ΠA(M) ∈ F (A). Autrement dit, la structure finitaire de !A doit être stable par projection.
Nous allons montrer que cette condition de stabilité est suffisante pour caractériser la struc-
ture finitaire de la modalité exponentielle. Le Théorème II.1 page 50 permet de montrer que
l’ensemble {M ⊆ Mfin(|A|) ; ΠA(M) ∈ F (A)} est une structure finitaire. En effet, la fonc-
tion de projection ΠA : P (Mfin(|A|)) → P (|A|) est finie et commute aux unions. Pour toute
partie u ⊆ |A|, on note
u! = {µ ∈Mfin(A) ; |µ| ⊆ u} .
On a alors deux structures finitaires orthogonales :
FΠA = {u ⊆Mfin(A) ; ΠA(u) ∈ F (A)} ,
F⊥ΠA =
{
u′ ⊆Mfin(A) ; ∀u ∈ F (A) , u′ ∩ u! finie
}
.
Comme ce sont des structures finitaires, on a FΠA = F⊥⊥ΠA . De plus, F⊥⊥ΠA coïncide avec la
structure finitaire F (!A) donnée à la Proposition II.4 page 48. On en déduit la proposition
suivante.
Proposition II.10. Soit A un espace de finitude. Les exponentielles !A et ?A sont des espaces
de finitude définis par leur trame
|!A| = |?A| =Mfin(|A|)
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et par leur structure finitaire
F (!A) = {w ⊆Mfin(|A|) ; ΠA(w) ∈ F (A)} ,
=
{
w ⊆Mfin(|A|) ; ∃u ∈ F (A) , w ⊆ u!
}
F (?A) =
{
w ⊆Mfin(|A|) ; ∀v ∈ F (A)⊥ , w ∩ v! finie
}
.
L’exponentielle !A vérifie la relation de De Morgan (!A)⊥ = ?(A⊥).
Une exponentielle libre. On peut même montrer que la modalité exponentielle des espaces
de finitude hérite de la liberté de son homologue dans Rel. Rappelons en effet que le mo-
dèle relationnel forme une catégorie de Lafont (voir la Définition I.4 page 19), autrement dit
l’exponentielle du modèle relationnel est libre.
Proposition II.11. Pour tout espace de finitude relationnel A, (!A, dA, eA) est un co-monoïde
librement engendré dans RelFin.
Démonstration. Commençons par montrer que la relation A ⊆ !A × A définie par sa trame
{([a], a) ; a ∈ |A|} est finitaire. En effet, l’image directe de toute partie finitaire M ∈ F (!A)
vérifie
A ·M ⊆ ΠA(M) ∈ F (A) .
De plus, l’image réciproque tA · {a} d’un point a ∈ |A| est finie, donc anti-finitaire.
Soient B un espace de finitude muni d’une structure de co-monoïde (d, e). On note dn :
B → B⊗n la version n-aire de d, c’est une relation finitaire. Soit R une relation finitaire entre
B etA qui respecte la structure de co-monoïde. CommeMfin(|A|) est le co-monoïde libre dans
Rel et R est un morphisme de co-monoïde, il existe une unique relation R˜ telle que le triangle
suivant commute :
B
R //
eR


 A
!A
A
>>}}}}}}}
.
Cette dernière est définie par sa trame :
R˜ = {(b, µ) ; b dn (b1, . . . , bn), µ = [a1, . . . , an], ∀i ≤ n, biRai} .
Il nous suffit de montrer que R˜ est finitaire. Soit u une partie finitaire de B. D’après la Pro-
position II.10 page 59, il suffit de montrer que ΠA
(
R˜ · u
)
∈ F (A) pour en déduire que
R˜ · u ∈ F (!A). Remarquons tout d’abord que
ΠA
(
R˜ · u
)
⊆ R ·Π1(d · u).
En effet, prenons a ∈ ΠA
(
R˜ · u
)
. Il existe n ≥ 1, b ∈ u, b0, b1, . . . , bn ∈ |B| et a1, . . . , an
tels que b dn+1 (b0, . . . , bn), biRai et surtout b0Ra. Comme le co-monoïde B est associatif,
on a aussi b d (b0, b′) et b′dn(b1, . . . , bn), d’où b0 ∈ Π1(d ·u), on en déduit l’inégalité ci-dessus.
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Comme (B, d, e) est un co-monoïde dans RelFin, l’image d · u est finitaire dans B ⊗ B,
c’est-à-dire chacune des projections de d · u est finitaire dans B et en particulier la projection
sur la première composante Π1(d · u) ∈ F (B). Donc R˜ · u est finitaire dans !A. Enfin, l’image
réciproque
t
R˜ · {µ} d’un multi-ensemble µ ∈ Mfin(|A|) est anti-finitaire dans B car si µ =
[a1, . . . , an] alors
t
R˜ · {µ} = tdn · {(b1, . . . , bn) ; ∀i ≤ n, bi ∈ tR · {ai}}.
Or dn est finitaire, donc
t
R˜ · {µ} est anti-finitaire.
Exemple II.10. Rappelons que la trame de B est l’ensemble à deux éléments {T, F}. La trame
de !B est constituée des multi-ensembles contenant T et F. Pour tous p et q, on note TpFq le
multi-ensemble contenant p fois T et q fois F. On a donc
|!B| = |?B| = {TpFq ; p ∈ N, q ∈ N}.
Pour la structure finitaire, d’après la Proposition II.10 précédente,
F (!B) = {M ⊆Mfin(|B|) ; ΠB(M) ∈ F (B)}.
Or, rappelons que F (B) est l’ensemble de toutes les parties de B (voir l’Exemple II.1 page 46).
Ainsi,
F (!B) = P (Mfin(T, F)) .
Par ailleurs, rappelons que B⊥ a la même sémantique que B dans les espaces de finitude (voir
l’Exemple II.1 page 46). D’après la Proposition II.10, la structure finitaire de ?
(B⊥) est
F
(
?
(
B⊥
))
=
{
M ⊆Mfin(|B|) ; ∀v ∈ P ({T, F}) ,M ∩ v! fini
}
.
Soit M ∈ F (? (B⊥)). D’après la formule ci-dessus, en prenant v = {T, F}, on obtient une
intersection M ∩ v! = M ∩ {TpFq ; p, q ∈ N} finie. On en déduit que M est une partie finie.
On a donc
F
(
?
(
B⊥
))
= Pfin (Mfin(T, F)) .
Enfin, pour tout n ∈ N, l’interprétation de (!B)⊗n est donnée par∣∣(!B)⊗n∣∣ = {(TpiFqi)1≤i≤n ; ∀1 ≤ i ≤ n, pi, qi ∈ N}
F ((!B)⊗n) = P (∣∣(!B)⊗n∣∣) ,
En effet, soit W ⊆ |(!B)⊗n|. On a les équivalences suivantes :
W ∈ F ((!B)⊗n)
· si et seulement si les projections Π!B,i(W ) sur chacune des composantes sont finitaires
dans !B,
· si et seulement si leur union ∪ni=1Π!B,i(W ) est finitaire dans !B,
· si et seulement si la projection ΠB (∪ni=1Π!B,i(W )) sur B de leur union est finitaire dans
B.
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Or cette dernière condition n’apporte aucune contrainte puisque toute partie de |B| est finitaire.
Exemple II.11. Reprenons l’exemple de Nat dont la trame est |Nat | = N et la structure
finitaire F (Nat) = Pfin (N) (voir l’Exemple II.1 page 46). Son dual est donné par sa trame
Nat⊥ = N et sa structure finitaire F (Nat⊥) = P (N).
La trame des exponentielles est
|!Nat | = |?Nat | =
∣∣∣?(Nat⊥)∣∣∣ = {np11 . . . npkk ; k ∈ N, ∀i ≤ k, ni, pi ∈ N}.
Une partie W est finitaire dans !Nat si et seulement si la liste des entiers qui apparaissent dans
les multi-ensembles de W est finie, i.e.
W ∈ F (!Nat) ⇐⇒ ΠNat(W ) ∈ Pfin (N) .
Une partie W est finitaire dans ?Nat si et seulement si elle est finie. En effet, par définition,
W ∈ F (?Nat) ⇐⇒ ∀u ∈ P (N) ,W ∩ u! finie.
Pour le sens direct, il suffit de choisir u = N. Pour la réciproque, on utilise le fait que toute
partie finie est finitaire (voir (F2) de la Proposition II.2 page 45) pour conclure.
Une partie W est finitaire dans ?
(Nat⊥) si et seulement si sa projection sur chacun des
entiers est finie, autrement dit
W ∈ F
(
?
(
Nat⊥
))
⇐⇒ ∀n1, . . . , nk ∈ N, W ∩ {nP11 . . . npkk ; ∀i ≤ k, pi ∈ N} fini
En effet, par définition,W est finitaire dans ?
(Nat⊥) si et seulement si pour tout u ∈ Pfin (N),
W ∩ u! est fini.
Catégorie de co-Kleisli. En combinant les espaces de finitude associés à la modalité ex-
ponentielle et à la flèche linéaire, on obtient l’interprétation de la flèche intuitionniste. Nous
pouvons notamment caractériser les morphismes de la catégorie de co-Kleisli.
Proposition II.12. Soient A et B deux espaces de finitude relationnels. L’interprétation de la
formule !A( B est définie par sa trame
|!A( B| =Mfin(|A|)× |B| ,
et sa structure finitaire
R ∈ F (!A( B) ⇐⇒
{ ∀u ∈ F (A) , ∀b ∈ |B| ,
R · u! ∈ F (B) et tR · {b} ∩ u! finie.
Démonstration. D’après la Condition (RF3) de Proposition II.8 page 58, on a l’équivalence
R ∈ F (!A( B) ⇐⇒
{ ∀M ∈ F (!A) , R ·M ∈ F (B) ,
∀b ∈ |B| , tR · {b} ∈ F (!A)⊥ .
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Or, d’une part, M ∈ F (!A) équivaut à l’existence de u ∈ F (A) telle que M ⊆ u! et d’autre
part u! ∈ F (!A) (voir la Proposition II.10 page 59). De plus, R ·M ⊆ R · u!. On en déduit que
∀M ∈ F (!A) , R ·M ∈ F (B) ⇐⇒ ∀u ∈ F (A) , R · u! ∈ F (B) .
Par ailleurs,F (!A)⊥ = F (?(A⊥)) et, d’après la Proposition II.10 page 59, on aF (? (A⊥)) ={
M ⊆Mfin(|A|) ; ∀v ∈ F (A) , M ∩ v! finie
}
. On en déduit l’équivalence
∀b ∈ |B| , tR · {b} ∈ F (!A)⊥ ⇐⇒ ∀u ∈ F (A) , ∀b ∈ |B| , tR · {b} ∩ u! finie.
Exemple II.12. On peut caractériser les relation finitaires dans !B ( B. On applique la Pro-
position II.12 en se rappelant que F (B) = F (B⊥) = P ({T, F}).
Ce sont les parties R deMfin({T, F})× {T, F} telles que
∀p, q,∈ N, R · {TpFq} ∈ P (T, F)
et tR · {T} ∩ {TpFq ; p, q ∈ N} finie,
et tR · {F} ∩ {TpFq ; p, q ∈ N} finie.
Étant donné le domaine de définition de R, la première condition n’apporte aucune contrainte.
Les deux autres peuvent se résumer en :
«Une relation R ⊆ Mfin({T, F}) × {T, F} est finitaire dans !B ( B si et seulement si les
images réciproques de T et de F sont finies.»
De la même façon, on peut caractériser les relations finitaires de (!B)⊗n :
«Une relation R ⊆ {(TpiFqi)1≤i≤n ; ∀1 ≤ i ≤ n, pi, qi ∈ N} × {T, F} est finitaire dans
(!B)⊗n( B si et seulement si elle est finie.»
Exemple II.13. On peut caractériser les fonctions finitaires dans !Nat ( Nat par :
«Une relation R ⊆Mfin(N)×N est finitaire dans !Nat ( Nat si et seulement si pour tout n,
l’image de {1, . . . , n}! est finie et l’image réciproque de tout entier m ∈ N est d’intersection
finie avec {1, . . . , n}!.»
Exponentielles et formules. Nous venons de montrer que l’exponentielle des espaces de
finitude relationnels est librement engendrée (voir la Proposition II.10 page 59). Or, nous avons
présenté dans le prélude, deux méthodes pour calculer l’exponentielle libre (voir le Paragraphe
page 19). Nous allons tester chacune de ces méthodes et s’apercevoir qu’aucune ne calcule
l’exponentielle des espaces de finitude. Nous montrons ainsi la limite de ces méthodes.
Commençons par calculer dans le cadre des espaces de finitude les limites du Dia-
gramme (I.8) pour la première et du Diagramme (I.9) pour la seconde. Nous les comparerons
ensuite à !A. Nous verrons enfin que cela ne contredit en aucun cas la Proposition I.7 page 23
puisque la propriété de commutation de la limite et du tenseur n’est pas vérifiée.
Soit A un espace de finitude relationnel. Commençons par les itérées A⊗n du tenseur de A.
On vérifie par récurrence sur n que :
∣∣A⊗n∣∣ = {(a1, · · · , an) ; ∀i ≤ n, ai ∈ |A|} = n︷ ︸︸ ︷|A| × · · · × |A| .
63
CHAPITRE II. ESPACES DE FINITUDE RELATIONNELS
Notons ΠA,i la i-ème projection de |A| × · · · × |A| dans |A|, alors la structure finitaire
F (A⊗n) ⊆ P (|A| × · · · × |A|) est définie par :
Mn ∈ F
(
A⊗n
) ⇐⇒ ∀i ≤ n, ΠA,i(Mn) ∈ F (A) .
C’est une simple itération de la description du tenseur dans RelFin (voir la Proposition II.7
page 57).
Ensuite, même si les égaliseurs n’existent pas en général dans RelFin (voir le Contre-
exemple II.7 page 55), l’égaliseur des symétries existe. L’égaliseur An oublie l’ordre des n-
uplet de A⊗n. Sa trame est faite de multi-ensembles d’éléments de |A| de longueur n :
|An| = {[a1, . . . , an] ; ∀i ≤ n, ai ∈ |A|} =Mnfin|A|,
Rappelons que pour tout entier n,Mnfin(|A|) désigne l’ensemble des multi-ensembles sur |A|
dont le cardinal est l’entier n, on a alors :
F (An) = {Mn ⊆Mnfin(|A|) ; ΠA(Mn) ∈ F (A)} .
On calcule ensuite A∞ =
˘
n∈NA
n :
|A∞| = unionmultin∈NMnfin(|A|) =Mfin(|A|),
F (A∞) = {M ; ∀n ∈ N, ΠA (M ∩Mnfin(|A|)) ∈ F (A)} .
Autrement dit, une famille M de multi-ensembles sur |A| est finitaire si et seulement si pour
tout n ∈ N, la famille Mn des multi-ensembles de M et de longueur n se projette sur A en une
partie finitaire.
En fait, la seconde formule coïncide avec la première. Dans les espaces de finitude relation-
nels, le tenseur ⊗ est distributif sur le produit &. En effet, en logique linéaire, le tenseur ⊗ est
toujours distributif sur le plus ⊕ (voir l’Équation I.2 page 9) et dans RelFin, ⊕ et & ont la
même interprétation (voir la Figure II.1 page 52). On vérifie que An• ' &i≤nAi et que la limite
séquentielle des An• est identique à A∞.
Nous allons voir dans le contre-exemple qui suit que bien que les trames de !A et de A∞
soient identiques, leurs structures finitaires diffèrent en général. Ceci vient d’un défaut de com-
mutation entre le tenseur et la limite. De plus, le morphisme dA : !A→ !A⊗ !A de Rel défini
à la Figure I.3 page 15 par
dA = {(µ1 + µ2, (µ1, µ2)) ; µ1, µ2 ∈Mfin(A)} ,
n’est pas en général finitaire dans A∞( A∞ ⊗A∞.
Contre-Exemple II.14. Rappelons que Nat est l’espace de finitude relationnel dont la trame
est l’ensemble des entiersN et la structure finitaire F (Nat) est l’ensemble de toutes les parties
fines Pfin (N). C’est l’interprétation de (!1)⊥ dans RelFin.
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Les espaces de finitude !Nat et Nat∞ ont la même trameMfin(N), mais leurs structures
finitaires sont différentes.
F (!Nat) = {M ⊆Mfin(N) ∣∣ ΠNat(M) fini}
=
{
M ⊆Mfin(N)
∣∣ ∃N ∈ N;M ⊆Mfin(0, . . . , N)} ,
F (Nat∞) = {M ⊆Mfin(N) ∣∣ ∀n ∈ N, ΠNat(M ∩Mnfin(N)) fini}
Par exemple, soient µn le multi-ensemble contenant n copies de n et M = {µn ; n ∈ N}.
Nous avons M ∈ F (Nat∞), mais M /∈ F (!Nat).
De façon similaire,Nat ⊗Nat∞ et &n∈N(Nat ⊗Natn) ont la même trameN×Mfin(N)
mais des structures finitaires différentes.
F (Nat ⊗Nat∞) = {M ⊆ N×Mfin(N) ; ∃N ;M ⊆ {0, . . . , N} ×Mfin(0, . . . , N)} ,
F
(¯
n∈N
(Nat ⊗Natn)
)
=
{
M
∣∣∣ ∀n ∈ N, ∃Nn Mn = M ∩ (N×Mnfin(N)),Mn ⊆ {0, . . . , Nn} ×Mfin(0, . . . , Nn).
}
.
Par exemple, notons M ′ = {(n, µn) ; n ∈ N}. Nous avons M ′ ∈ F (Nat ⊗Nat∞) mais
M ′ /∈ F (&n∈N(Nat ⊗Natn)).
Enfin, dNat : Mfin(N) × (Mfin(N) ×Mfin(N)) n’est pas finitaire. En effet, la famille
([1, 2, . . . , n] ; n ∈ N) est finitaire dans Nat∞ car il n’existe qu’un seul multi-ensemble pour
chaque cardinal n. Mais la famille (([n+ 1], [1, . . . , n]) ; n ∈ N) est contenue dans l’image
de dNat . Or la projection sur la première composante de cette famille est ([n] ; n ≥ 1) qui n’est
pas finitaire dans Nat∞.
Le problème vient de ce que dans ces formules, l’exponentielle est construite en ajoutant
successivement les copies des variables. Même si la formule de Melliès et Tabareau [MT] per-
met de relier les différentes couches, elle le fait en partant de la couche 1 et en allant vers
l’infini qui n’est en quelque sorte jamais atteint. Dans les espaces de finitude, l’exponentielle
doit tenir compte de toutes les couches, y compris de la couche infinie. Nous verrons dans le
Chapitre III une illustration de ce propos en termes de polynômes et de fonctions analytiques
(voir le Paragraphe III.4.1.b page 163).
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L’objectif de cette partie sémantique est de montrer comment l’étude sémantique de l’in-
teraction, non déterministe mais bornée, des programmes mène à la formule de Taylor. Pour
cela, nous nous appuyons sur la concrétisation de la sémantique quantitative dans les espaces
vectoriels topologiques.
Dans toute cette partie, k désigne un corps1 fixé et nous manipulons des k-espaces vecto-
riels.
Dans le Chapitre II, nous avons introduit les espaces de finitude relationnels en partant de
l’interaction finie entre programmes et données. En enrichissant les espaces de finitude rela-
tionnels par une structure d’espace vectoriel topologique, nous obtenons les espaces de finitude
1On aurait pu choisir de travailler avec un anneau ou un semi-anneau. En effet, k permet intuitivement de
compter le nombre de fois qu’un résultat apparaît dans le calcul d’un programme. D’ailleurs, il existe une théorie
des modules avec une topologie linéaire [Mat80] semblable à celle des espaces de Lefschetz [Lef42]. Ces modules
sont utilisés en arithmétique pour l’étude des topologies p-adiques. La manipulation des espaces vectoriels est plus
simple que celle des modules, ce qui justifie ici l’utilisation d’un corps.
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vectoriels de Ehrhard [Ehr05]. Nous allons voir comment la propriété d’interaction finie est
transportée dans l’univers des espaces vectoriels topologiques.
Enrichissement vectoriel des espaces de finitude relationnels. Commençons par dé-
crire la construction des espaces de finitude vectoriels à partir des espaces de finitude relation-
nels. Elle se fait par l’intermédiaire des notions de base (au sens algébrique) et de support :
• Pour toute formule A de LL, l’ensemble JAKRelFin, interprétant une formule A dans les
espaces de finitude relationnels, est la base de l’espace vectoriel de finitude JAKLinFin
interprétant A. Ce dernier peut donc être considéré comme un sous-espace vectoriel de
l’espace kJAKRelFin . Autrement dit, JAKLinFin est formé de familles de scalaires indexées
par JAKRelFin et à valeurs dans le corps k.
• L’interprétation d’une preuve pi ` A de LL est un vecteur de JAKLinFin, c’est-à-
dire une famille (JpiKa)a∈JAKRelFin de scalaires indexée par l’interprétation relationnelleJAKRelFin.
Cette famille doit de plus vérifier une condition de finitarité. Plus précisément, le sup-
port du vecteur JpiKLinFin, i.e. l’ensemble des indices des coefficients non nuls dans la
décomposition du vecteur dans la base JAKRelFin, est égal à l’interprétation de pi dans
les espaces de finitude relationnels. Autrement dit,
supp (JpiKLinFin) = JpiKRelFin .
Dans le fragment MALL de la logique linéaire, on n’a pas besoin de topologie. En effet, les
interprétations des formules de MALL dans le modèle relationnel sont finies. Les espaces vec-
toriels de finitude qui leur correspondent seront donc de dimension finie. D’ailleurs, le modèle
des espaces vectoriels de finitude est une extension de celui des espaces vectoriels de dimen-
sion finie présenté dans le prélude (voir la Figure I.4 page 16). Autrement dit, la topologie des
espaces de finitude n’apporte aucune information dans le cadre de MALL.
Par contre, le fragment exponentiel va faire apparaître la dimension infinie et avec elle la
topologie. En effet, pour toute formule A,
J!AKRelFin =Mfin(JAKRelFin)
est une «base», en général infinie, de l’espace vectoriel de finitude associé à !A. La condition de
finitarité va permettre de donner un sens aux combinaisons linéaires infinies. Ainsi, les espaces
de finitude vectoriels sont munis d’une topologie telle qu’une donnée soit toujours interprétée
par la somme d’une série convergente.
Interaction non déterministe finie. Considérons la coupure de deux preuves pi ` Γ, A
et pi′ ` A⊥,∆ de la logique linéaire. Pour simplifier les notations, nous fixons γ ∈ JΓK et
δ ∈ J∆K. L’interprétation contextuelle de pi est un vecteur JpiKγ de l’espace vectoriel de finitudeJAK. L’interprétation contextuelle de pi′ est un vecteur Jpi′Kδ de qA⊥y, c’est-à-dire une forme
linéaire2 continue sur JAK. L’interprétation contextuelle Jpi ; pi′Kγ,δ de la coupure de pi et de pi′
2Rappelons que nous considérons la logique linéaire avec la version forte du (Mix) (voir le Paragraphe I.1.2
page 10). On a donc une équivalence logique entre A( 1 et A⊥.
68
est donc l’image du vecteur JpiKγ par la forme linéaire Jpi′Kδ :q
pi ; pi′
y
γ,δ
= 〈qpi′y
δ
, JpiKγ〉 def= qpi′yδ (JpiKγ) .
D’un point de vue relationnel, ou plus précisément d’un point de vue matriciel, cette composi-
tion est représentée par la sommeq
pi ; pi′
y
γ,δ
=
∑
a∈JAKRelFin
JpiKγ,a qpi′ya,δ ,
où, pour tout a ∈ JAKRelFin, le scalaire JpiKγ,a est le coefficient d’indice a de la famille JpiKγ .
En utilisant le lien entre les espaces de finitude relationnels et vectoriels, on obtientq
pi ; pi′
y
γ,δ
=
∑
a∈supp(JpiKLinFin)∩supp(Jpi′KLinFin)
JpiKγ,a qpi′ya,δ
=
∑
a∈JpiKRelFin∩Jpi′KRelFin
JpiKγ,a qpi′ya,δ .
On déduit des propriétés du modèle des espaces de finitude relationnels que cette somme est
finie, puisque JpiKRelFin ∩ Jpi′KRelFin est finie (voir la Proposition II.1 page 44).
Intuitivement, la composition de ces deux preuves correspond au résultat de l’interaction
entre une donnée de type A et un programme prenant un argument de type A en entrée. La
somme signifie que les deux parties ont un nombre fini de façons d’interagir et on retrouve le
non-déterminisme contrôlé du Chapitre II précédent.
Généralisons cette propriété à tous les éléments des espaces JAK et de qA⊥y. Comme nous
étudions la logique linéaire avec (Mix), A⊥ est équivalent à A ( 1. L’espace
q
A⊥
y
est donc
identifié au dual JAK′, c’est-à-dire l’espace des formes linéaires continues sur JAK. Dans la baseJAKRelFin, l’interaction entre une forme linéaire continue x′ et un vecteur x est donnée par la
somme
〈x′, x〉 =
∑
a∈JAKRelFin
xax
′
a.
qui est convergente dans k. De plus, lorsque k est muni de la topologie discrète, cette somme
converge si et seulement si elle est finie. Ainsi, cette propriété de finitude, observée sur la sé-
mantique des preuves de la logique linéaire, est généralisée à tout l’espace vectoriel de finitude.
Remarquons que plutôt qu’un corps discret, on peut choisir le corps des réels ou des com-
plexes (muni de la topologie engendrée respectivement par la valeur absolue et le module).
On obtient alors les espaces de Köthe [Ehr02]. Dans ces espaces, une preuve de A est inter-
prétée par une famille indexée par un ensemble |A|. L’interaction un vecteur (xa)a∈|A| de la
sémantique de A et un vecteur (x′a)a∈|A| de A⊥ correspond à la convergence absolue de la série
scalaire ∑
a∈JAKRelFin
xax
′
a.
Mais, cette série peut converger tout en ayant une infinité de termes non nuls.
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Les espaces de finitude correspondent à la version discrète des espaces de Köthe. Ces der-
niers sont des espaces vectoriels topologiques (ce sont même des espaces localement convexes).
Nous allons maintenant décrire la topologie des espaces de finitude.
Espaces de Lefschetz. Afin de décrire la structure topologique des espaces de finitude, Eh-
rhard les a décrits comme des cas particuliers d’espaces de Lefschetz [Lef42].
Les espaces de Lefschetz sont des espaces vectoriels topologiques sur un corps k discret.
Leurs propriétés sont plus simples que celles des espaces vectoriels topologiques sur R ou C
(comme par exemple les espaces localement convexes). En effet, tous les problèmes liés à la to-
pologie du corps de base n’ont pas besoin d’être pris en compte. Cependant, nos intuitions ayant
été formées au contact des espaces métriques, ces propriétés peuvent parfois paraître étranges.
Par exemple, dans le cas de la dimension finie, la structure de Lefschetz n’apporte pas d’infor-
mation. En effet, tout espace de Lefschetz de dimension finie est discret. Ces espaces reflètent
donc la différence entre MALL, pour lequel le modèle des espaces vectoriels de dimension
finie suffit, et le fragment exponentiel, pour lequel il est nécessaire d’utiliser une structure to-
pologique.
Les espaces de Lefschetz offrent un cadre pour étudier les propriétés des espaces vecto-
riels de finitude. En effet, l’interprétation d’une formule de la logique linéaire dans les espaces
de finitude peut être décrite à l’aide des constructions usuelles des espaces de Lefschetz. Par
exemple, l’implication linéaire( sera interprétée par l’espace des fonctions linéaires continues
muni de la topologie de la convergence uniforme sur les (linéairement) compacts. Remarquons
que cette caractérisation des constructions de la logique linéaire n’est pas disponible dans les
espaces de Köthe, ce qui les rend difficile à manipuler avec les outils des espaces vectoriels
topologiques.
Il est naturel d’essayer de construire un modèle de la logique linéaire dans les espaces de
Lefschetz sans passer par le niveau relationnel. Cependant, les espaces de Lefschetz ne forment
pas un modèle de la logique linéaire classique (ils souffrent d’un défaut de réflexivité).
Pour résoudre ce problème, nous avons suivi deux pistes. La première, inspirée des espaces
de Köthe, nous a menés à une définition intrinsèque des espaces vectoriels de finitude qui seront
alors appelés espaces de Lefschetz finitaires. Un espace de Lefschetz est dit finitaire lorsqu’il
existe un espace de finitude qui lui est linéairement homéomorphe. Un peu comme la notion de
dimension ne dépend pas d’une base, la notion d’espace de Lefschetz finitaire ne dépend pas
du choix de l’espace de finitude relationnel auquel il est homéomorphe.
Les espaces de Lefschetz finitaires forment un modèle de la logique linéaire. Cependant, on
ne sait pas s’ils sont stables par des opérations mathématiques élémentaires comme certaines
rotations ou projections. Il est donc intéressant de chercher une généralisation de ces espaces.
La deuxième piste que nous avons suivie repose sur la compréhension des propriétés des
espaces de finitude qui induisent le modèle de la logique linéaire. Nous en avons dégagé cer-
taines : ils sont complets et les notions d’ouvert et de borné sont duales l’une de l’autre. À
partir de ces propriétés, nous avons défini une famille d’espaces de Lefschetz dits linéairement
bornologiques. Cette famille est stable par les connecteurs additifs de la logique linéaire ainsi
que par passage à l’orthogonal. Par contre, on ne sait pas si elle est stable par les constructions
multiplicatives et exponentielles. Nous conjecturons que c’est un modèle de la logique linéaire.
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Sémantique quantitative et formule de Taylor. Enfin, dans les espaces de Lefschetz li-
néairement bornologiques, il est possible de retrouver la sémantique quantitative et de montrer
que toute fonction interprétant un programme de typeA⇒ B peut être décrite comme une série
formelle de polynômes homogènes. De plus, sur tout borné de l’espace de Lefschetz interprétant
A, cette fonction coïncide avec un polynôme. Le degré maximal de ce polynôme correspond
au nombre d’appels de la fonction à ses arguments. Ainsi, l’interaction de l’interprétation d’un
programme et d’une donnée bornée est contrôlée.
Nous concluons ce chapitre en montrant que la décomposition de l’interprétation des pro-
grammes en série formelle peut être reliée à la formule de Taylor grâce à l’introduction d’un
opérateur différentiel.
Plan du chapitre. Ce chapitre commence par l’introduction des espaces de Lefschetz (Sec-
tion III.1). Nous donnons ainsi les propriétés qui nous serviront pour comprendre les structures
de la logique linéaire dans ce cadre. Pour la plupart, ces notions sont issues de [Lef42], [Köt79]
ou [FG64, GF65, FG65]. Nous donnons certaines démonstrations de propriétés déjà connues
afin de se familiariser avec les topologies linéaires qui sont parfois contre-intuitives. Parce que
le corps sur lequel ils sont construits est toujours discret, les espaces de Lefschetz présentent
des propriétés différentes de celles des espaces vectoriels topologiques sur les corps R ou C
comme les espaces de Banach ou de Hilbert. Une fois établies les bases sur les espaces de Lef-
schetz, nous abordons successivement les différentes structures de la logique linéaire : additive
(Section III.2), multiplicative (Section III.3), exponentielle (Section III.4). Dans chacun des cas,
après avoir décrit les différentes constructions, nous explicitons les caractéristiques des espaces
de Lefschetz finitaires. Nous terminons ce chapitre en démontrant la formule de Taylor dans le
cadre des espaces de Lefschetz bornologiques.
III.1 Topologies linéaires
III.1.1 Définition
Dans la suite, k désigne un corps muni de la topologie discrète. Rappelons que pour la
topologie discrète, toute partie est ouverte.
III.1.1.a Catégorie des espaces de Lefschetz.
Définition III.1. [Lef42] Un k-espace vectoriel topologique E est appelé espace de Lefschetz
lorsqu’il existe une base de filtres V vérifiant les propriétés suivantes :
(TL1) tout élément V de V est un sous-espace vectoriel de E,
(TL2)
⋂V = {0},
et telle qu’une partie U de E soit ouverte si et seulement si
∀x ∈ U, ∃V ∈ V ; x+ V ⊆ U.
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Un ouvert linéaire est un sous-espace vectoriel ouvert de E. La base de filtres V est appelée
système fondamental linéaire3 de l’espace de Lefschetz E.
Dans ce chapitre, tous les systèmes fondamentaux sont linéaires. On oubliera parfois de le
mentionner.
Remarque. Dans tout espace de Lefschetz, la famille de tous les ouverts linéaires constitue un
système fondamental linéaire. De plus, tout ouvert linéaire est fermé (voir la propriété (VL1)
de la Proposition III.7 page 77).
La topologie d’un espace de Lefschetz est compatible avec la structure d’espace vectoriel
(l’addition et la multiplication scalaire sont continuces).
Définition III.2. La catégorie Lef est la sous-catégorie pleine de LinTop4 dont les objets sont
des espaces de Lefschetz et les morphismes les fonctions linéaires continues.
Rappelons que dans les espaces vectoriels topologiques, il suffit de vérifier la continuité en
0 d’une fonction linéaire pour en déduire sa continuité sur tout l’espace.
La propriété (TL1) d’existence d’une base d’ouverts linéaires implique beaucoup de pro-
priétés des espaces de Lefschetz. Nous en énumérons quelques unes et nous rappelons leurs
preuves pour nous familiariser avec cette notion.
La condition (TL2) est une propriété de séparation.
Proposition III.1. [Köt79, §10.2(2)] Tout espace de Lefschetz est séparé (Hausdorff).
Démonstration. SoitE un espace de Lefschetz et V l’ensemble de ses ouverts linéaires. Comme⋂V = {0}, pour tous x 6= y, il existe V ∈ V tel que x− y /∈ V . On vérifie que (x+V )∩ (y+
V ) = ∅ en remarquant que V est un espace vectoriel.
Une fonction f : E → F est uniformément continue si et seulement si pour tout voisinage
V de 0 dans F , il existe un voisinage U de 0 dans E tel que
∀x, y ∈ E, x− y ∈ U ⇒ f(x)− f(y) ∈ V
La propriété (TL1) implique le résultat suivant.
Proposition III.2. [Köt79, §10.1(9)] Toute application linéaire continue entre des espaces de
Lefschetz est uniformément continue.
Démonstration. Soient E et F des espaces de Lefschetz et f : E → F linéaire continue. Un
ouvert linéaire V de F est un sous-espace vectoriel de F . Comme f est continue, il existe
un ouvert linéaire U de E tel que f(U) ⊆ V . Pour tous x, y ∈ E, si x − y ∈ U , alors
f(x)− f(y) = f(x− y) ∈ V d’où la continuité uniforme.
La notion d’espace de Lefschetz est stable par homéomorphisme linéaire :
3Dans un espace vectoriel topologique, un système fondamental est une base de voisinages de 0 qui ne sont pas
nécessairement des sous-espaces.
4LinTop est la catégorie dont les objets sont les espaces vectoriels topologiques et les morphismes les fonctions
linéaires continues.
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Proposition III.3. [Lef42] L’image d’un espace de Lefschetz par un homéorphisme linéaire
est un espace de Lefschetz, i.e. si E est un espace de Lefschetz et F est un espace topologique
linéairement homéomorphe à E, alors on peut munir F d’une structure d’espace de Lefschetz.
Démonstration. L’image d’un système fondamental par un homéomophisme linéaire est un
système fondamental. De plus, un isomorphisme préserve la structure de sous espace vectoriel.
Tout isomorphisme continu préserve donc les systèmes fondamentaux.
Notation III.3. Soient E et F deux espaces de Lefschetz.
• On note E ' F lorsque E et F sont linéairement homéomorphe, c’est-à-dire il existe un
isomorphisme entre E et F à la fois continu et ouvert.
• Pour tout x ∈ E. On note k · x def= {λx ; λ ∈ k} la droite engendrée par x.
Pour toute famille (xi)i∈I ⊆ EI , on note 〈xi ; i ∈ I〉 l’espace vectoriel engendré par
cette famille.
• Soit x′ une forme linéaire sur E. Pour tout x ∈ E, on note 〈x′, x〉 def= x′(x) l’image de x
par x′.
On note E∗ l’espace des formes linéaires sur E et E′ l’espace des formes linéaires conti-
nues sur E.
• Soient D ⊆ E et D′ ⊆ E∗. Le noyau de D′ dans D est noté
kerD(D′)
def= {x ∈ D ; ∀x′ ∈ D′, 〈x′, x〉 = 0} = (∩x′∈D′ker(x′)) ∩D.
et l’annulateur de D dans D′
annD′(D)
def= {x′ ∈ D′ ; ∀x ∈ D, 〈x′, x〉 = 0}.
• Soient x un vecteur de E et x′ une forme linéaire continue sur E. On définit la relation
d’orthogonalité induite par le couplage 〈x′, x〉 = x′(x) par
x ⊥ x′ ⇐⇒ 〈x′, x〉 = 0.
Pour toute partie F d’un espace de Lefschetz E, on note
F⊥
def= {x′ ∈ E′ ; ∀x ∈ F, 〈x′, x〉 = 0}
l’annulateur des vecteurs de F dans E′. Pour tout F ′ ⊆ E′, on note
⊥
F ′ def= {x ∈ E ; ∀x′ ∈ F ′, 〈x′, x〉 = 0}
le noyau de F ′ dans E.
Exemple III.1.
• Tout espace vectoriel muni de la topologie discrète est un espace de Lefschetz. L’espace
réduit à zéro {0} forme à lui seul un système fondamental.
73
CHAPITRE III. ESPACES DE LEFSCHETZ
• La topologie faible sur l’espace E∗ des formes linéaires (non nécessairement continues)
sur un espace de LefschetzE est engendrée par les annulateurs de sous-espaces vectoriels
D de E de dimension finie
annE∗(D) = {x∗ ∈ E∗ | ∀x ∈ D, 〈x∗, x〉 = 0}.
E∗ muni de la topologie faible est un espace de Lefschetz.
• On note (E′, τD) le dual topologique de E muni de la topologie faible, i.e. l’espace des
formes linéaires continues muni de la topologie engendrée par les annulateurs dans E′
des sous-espaces vectoriels D de E de dimension finie
D⊥ = annE′(D) = {x′ ∈ E′ | ∀x ∈ D, 〈x′, x〉 = 0}.
(E′, τD) est un espace de Lefschetz.
III.1.1.b Catégorie des espaces de Lefschetz finitaires.
Tout espace de finitude relationnel (voir la Partie II) induit un espace de Lefschetz. À tout
espace de finitude relationnelA ∈ RelFin, on associe un sous-espace vectorielEA de l’espace
k|A| des familles sur |A|, formé par les familles de support finitaire.
Définition III.4. [Ehr05, §3] Soit A = (|A| ,F (A)) ∈ RelFin. Pour toute famille x =
(xa)a∈|A| ∈ k|A|, on note |x| le support de x défini par
|x| = {a ∈ |A| ; xa 6= 0}.
L’espace de Lefschetz engendré par A, noté EA, est défini par
EA = {x ∈ k|A| ; |x| ∈ F (A)}.
Nous allons voir à la Proposition III.4 suivante que les espaces de Lefschetz finitaires sont
des espaces de Lefschetz. Pour cela nous avons besoin d’introduire deux familles sur un espace
de Lefschetz finitaire : la famille des sous-espaces, engendrés par les parties finitaires, qui
correspondent aux bornés et aux compacts et la famille des sous-espaces, co-engendrés par les
parties anti-finitaires, qui correspondent aux ouverts.
Notation III.5. Soit EA un espace de Lefschetz finitaire. Pour toute partie finitaire u ∈ F (A),
le sous-espace de EA engendré par u est noté
K (u)A = {x ; |x| ⊆ u}.
Pour toute partie anti-finitaire u′ ∈ F (A)⊥, le sous-espace de EA co-engendré par u′ est noté
V (u′)
A
= {x ; |x| ∩ u′ = ∅}.
Lorsqu’aucune confusion n’est possible, on omettra l’indice A.
Muni de la topologie engendrée par les V (u′) pour u′ anti-finitaire, l’espace engendré par
un espace de finitude relationnel est un espace de Lefschetz.
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Proposition III.4. [Ehr05] SoitA = (|A| ,F (A)) ∈ RelFin. Muni de la topologie engendrée
par le système fondamental linéaire V (u′) pour u′ ∈ F (A)⊥, EA est un espace de Lefschetz.
Démonstration. La famille des
(
V (u′) ; u′ ∈ F (A)⊥
)
vérifie évidemment la Condi-
tion (TL1) de linéarité mais aussi la Condition (TL2) de séparation des espaces de Lefschetz
(voir la Définition III.1 page 71). En effet, rappelons que toute partie finie de |A| est anti-
finitaire (RF1) et en particulier, ∀a ∈ |A| , {a} ∈ F (A)⊥. On en déduit que⋂
u′∈F(A)⊥
V (u′) ⊆ {x ∈ EA ; ∀a ∈ |A| , xa = 0} = {0}.
Exemple III.2. L’espace de Lefschetz engendré par l’espace de finitude relationnel B dont la
trame est {T, F} (voir l’Exemple II.1 page 46) est l’espace k2 muni de la topologie discrète.
Exemple III.3. Rappelons que l’espace de finitude relationnelNat a pour trameN, pour struc-
ture finitaire les parties finies de N et pour structure anti-finitaire toutes les parties de N (voir
l’Exemple II.2 page 46).
L’espace de Lefschetz engendré par Nat est l’espace des suites finies
ENat = {x ∈ kN ; |x| ∈ Pfin (N)} = k(N).
CommeN est une partie anti-finitaire, V (N) = {x ∈ k(N) ; |x| ∩N = ∅} = {0} est un ouvert
linéaire. On en déduit que ENat est muni de la topologie discrète.
L’espace de Lefschetz engendré par Nat⊥ est l’espace de toutes les suites
ENat⊥ = {x ∈ kN ; |x| ∈ P (N)} = kN.
Les parties anti-finitaires deNat⊥ sont les parties finies deN. Ainsi, la topologie de ENat⊥ est
engendrée par les ouverts linéaires
V (J) = {x ∈ kN ; |x| ∩ J = ∅} = {x ∈ kN ; ∀j ∈ J, xj = 0},
où J est une partie finie deN.
Les espaces de Lefschetz engendrés par les espaces de finitude relationnels sont définis
grâce à une base, dont le support est la trame de l’espace relationnel sous-jacent. Pourtant le
choix de la base n’est pas essentiel. Pour le voir, nous allons introduire une notion intrinsèque
d’espace de Lefschetz finitaire. Pour cela, nous nous inspirons du travail de Ehrhard sur les
espaces de Köthe [Ehr02].
Définition III.6. Un espace de Lefschetz E est dit finitaire lorsqu’il est linéairement homéo-
morphe à un espace de Lefschetz, engendré par un espace de finitude relationnel, i.e. il existe un
espace de finitude relationnel A et un homéomorphisme linéaire φ : E → EA. Une carte d’un
espace de Lefschetz finitaire E est la donnée d’un tel triplet (E, φ,A). La catégorie LinFin
des espaces de Lefschetz finitaires et fonctions linéaires continues est une sous-catégorie pleine
de Lef .
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Remarquons que c’est l’existence d’une carte qui rend un espace de Lefschetz finitaire et
que l’existence d’une telle carte repose sur les propriétés topologiques de l’espace.
Par ailleurs, on peut construire un foncteur des espaces de finitude relationnels vers les
espaces de Lefschetz finitaires (voir la Définition III.9 page 80 pour l’action du foncteur sur les
morphismes) :
RelFin → LinFin
A 7→ EA
Cependant, il n’est pas possible de construire un foncteur des espaces de Lefschetz finitaires
vers les espaces de finitude relationnels. En effet, la définition d’un tel foncteur impliquerait
l’existence d’une carte canonique. Or, il existe des espaces de Lefschetz finitaires qui possèdent
plusieurs cartes et dans ce cas il n’y a pas de façon naturelle d’en privilégier une. Par exemple,
dans un espace de Lefschetz de dimension finie E (la topologie est discrète), la donnée de toute
base B définit un espace de finitude (B,P (B)). Avec l’isomorphisme entre E et kB cet espace
de finitude forme une carte de E. Or, dans un espace vectoriel, le choix d’une base n’est pas
fonctoriel.
Nous verrons par la suite que les espaces de Lefschetz finitaires vérifient des bonnes pro-
priétés :
• Tout espace de Lefschetz finitaire admet une base de Schauder (voir la Proposition III.15
page 80).
• Tout espace de Lefschetz finitaire est complet (voir la Proposition III.26 page 92).
III.1.2 Propriétés topologiques
Tant que l’on se restreint à MALL, il est tout à fait possible de faire un modèle avec des es-
paces vectoriels qui sont de dimension finie. Mais l’exponentielle implique l’introduction d’es-
paces de dimension infinie et donc de topologie pour pouvoir d’une part parler de combinaisons
linéaires infinies et d’autre part espérer assurer la réflexivité de la logique linéaire. La topologie
des espaces de Lefschetz reprend la distinction que l’on a entre MALL et MELL. En effet, les
espaces de Lefschetz de dimension finie sont tous discrets, les interprétations de MALL dans
les espaces de Lefschetz et les espaces vectoriels se correspondent donc. Par contre, les espaces
de Lefschetz de dimension infinie sont munis d’une topologie qui en général n’est pas discrète.
Afin de préserver le caractère purement algébrique des espaces en dimension finie et en même
temps de manipuler la dimension infinie, on doit supposer que le corps de base est muni de la
topologie discrète. Cette hypothèse va engendrer une distorsion de nos intuitions topologiques.
Cette section est consacrée à la présentation des propriétés des espaces de Lefschetz.
Commençons par montrer que tout espace de Lefschetz de dimension finie est discret.
Lemme III.5. Dans un espace de Lefschetz, tout ouvert linéaire non réduit à {0} contient un
ouvert linéaire strictement plus petit.
Démonstration. Soit V un ouvert linéaire non réduit à {0}. Il existe g ∈ V tel que g 6= 0.
D’après l’hypothèse de séparabilité (TL2), il existe un ouvert linéaire V ′ qui ne contient pas g.
Donc l’ouvert linéaire V ′ ∩ V est strictement inclus dans V .
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Proposition III.6. [Köt79, §10.2] Tout espace de Lefschetz de dimension finie est discret.
Démonstration. SoitE un espace de Lefschetz de dimension finie que l’on suppose différent de
{0}. Remarquons que E est un ouvert linéaire de l’espace E. D’après le Lemme III.5 page 76,
il existe un ouvert linéaire V ( E, en particulier dim(V ) < dimE. En itérant ce procédé, on
construit une suite de ouverts linéaires dont la dimension est strictement décroissante jusqu’à
obtenir un ouvert linéaire restreint à {0}.
Poursuivons par des propriétés topologiques.
Proposition III.7. [Köt79, §10.2] Soit E un espace de Lefschetz.
(VL1) Tout ouvert linéaire est fermé.
Démonstration. Soit U un ouvert linéaire de E. Comme U est un espace vectoriel,
∀x /∈ U, (x+U)∩U = ∅. Ainsi, le complémentaire de U est ouvert et U est fermé.
(VL2) Tout sous-espace vectoriel fermé de co-dimension finie est ouvert.
Démonstration. Un espace est dit de co-dimension finie lorsqu’il est le supplémentaire
algébrique d’un espace de dimension finie. On va montrer la proposition dans le cas de
la co-dimension 1, on procède ensuite par récurrence. Soient H un hyperplan fermé et
x /∈ H . Comme Hc est ouvert, il existe un ouvert linéaire V tel que (x+ V ) ∩H = ∅.
Rappelons que E = H ⊕ 〈x〉, donc ∀y ∈ V,∃λy ∈ k, z ∈ H ; y = λyx+ z. Pour tout
y ∈ V , si λy 6= 0, alors x− λ−1y y = −λ−1y z ∈ (x+ V ) ∩H , ce qui est impossible. On
en déduit que pour tout y ∈ V , λy = 0, d’où V ⊆ H , donc H est ouvert.
(VL3) Tout sous-espace de dimension finie est fermé.
Démonstration. Soit D un sous-espace de dimension finie. Muni de la topologie in-
duite, il est discret (voir la Proposition III.6 page 77). Il existe donc un ouvert linéaire
V de E tel que D ∩ V = {0}. Pour tout x /∈ D, x+ V ∩D = ∅ d’où D est fermé.
Notons au passage que tout sous-espace d’un espace de Lefschetz, qui contient un ouvert
linéaire, est ouvert, ce qui est une propriété inattendue pour un espace topologique.
L’opération de clôture topologique préserve les sous-espaces vectoriels. Cette propriété re-
pose sur la linéarité des éléments du système fondamental.
Proposition III.8. [Köt79, §10.2] Soit E un espace de Lefschetz. L’adhérence F de tout sous-
espace vectoriel F de E est encore un sous-espace vectoriel de E.
Démonstration. Soient x, y ∈ F deux points de l’adhérence de F et soit V un ouvert linéaire.
Il existe x0, y0 ∈ F tels que x−x0 ∈ V et y− y0 ∈ V . Comme V est un sous-espace vectoriel
de E, pour tous α, β, αx+ βy ∈ αx0 + βy0 + V , d’où αx+ βy ∈ F .
La topologie induite sur une partie est la topologie la moins fine rendant l’inclusion conti-
nue.
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Proposition III.9. [Köt79, §10.2] Tout sous-espace vectoriel F d’un espace de Lefschetz E,
muni de la topologie induite, est un espace de Lefschetz. Pour tout système fondamental V de
E, la famille (V ∩ F ; V ∈ V) est un système fondamental de F .
Démonstration. Pour la topologie induite U est ouvert dans F si et seulement s’il existe V
ouvert dansE tel que F ∩V ⊆ U . Donc la famille (V ∩F ; V ∈ V) est un système fondamental
linéaire de la topologie induite. Lorsque F est un sous-espace vectoriel, V ∩F est évidemment
un sous-espace vectoriel de F . Enfin, la Condition (TL2) de séparation est aussi vérifiée.
La topologie des espaces de Lefschetz est totalement déconnectée. La démonstration repose
sur le fait que pour tout vecteur x d’un espace de Lefschetz et pour tout ouvert linéaire V , x+V
est à la fois ouvert et fermé.
Proposition III.10. Tout espace de Lefschetz est totalement déconnecté, i.e. les parties
connexes maximales sont les singletons.
Démonstration. SoitC une partie d’un espace de LefschetzE ni vide, ni réduite à un singleton.
Soient x 6= y deux vecteurs de C. Comme E est séparé, il existe un ouvert linéaire V tel
que y /∈ x + V . Or, d’après (VL1) la Proposition III.7 page 77, V est ouvert et fermé donc
C ∩ (x+ V ) et C\(x+ V ) sont des ouverts de C d’intersection disjointe. On en déduit que C
n’est pas connexe. Les seules parties connexes de E sont donc les singletons.
Dans un espace de Lefschetz, comme le corps de base est discret, certains théorèmes clas-
siques d’analyse sont simplifiés. Les deux exemples qui suivent concernent les suites et séries
(indexées parN).
Proposition III.11. Dans un espace de Lefschetz complet5, une série converge si et seulement
si son terme général converge vers 0.
Démonstration. Le sens direct est classique. Pour la réciproque, on remarque que la suite des
sommes partielles d’une suite (xn)n∈N qui converge vers 0 est de Cauchy. En effet, pour tout
ouvert linéaire V , à partir d’un certain rang, xn ∈ V . Comme V est un sous-espace vectoriel,
on a aussi pour tous p, q > n la combinaison linéaire
∑
p≤k≤q xk ∈ V . Donc la suite des
sommes partielles est de Cauchy. Comme E est complet, la série de terme général (xn)n∈N
converge.
Proposition III.12. Dans un espace de Lefschetz discret, toute suite (indexée par N) qui
converge est stationnaire.
Démonstration. Comme E est un espace vectoriel, il suffit de vérifier la proposition pour une
suite (xn)n∈N qui converge vers 0. Dans un espace discret, {0} est un voisinage de 0, il existe
donc un rang à partir duquel xn = 0.
Tout espace de Lefschetz finitaire étant complet, la Proposition III.11 page 78 s’applique.
La Proposition III.12 page 78 est utile dans le cadre des espaces de Lefschetz finitaires qui sont
engendrés par MALL car ceux-ci sont de dimension finie donc discrets (voir la Proposition III.6
page 77).
5Pour plus de détails sur les espaces de Lefschetz complets voir la Section III.1.5 page 88.
78
III.1. Topologies linéaires
III.1.3 Bases
L’existence de bases joue un grand rôle dans ce travail. En effet, comme nous allons le voir
ci-dessous, les espaces de Lefschetz finitaires admettent tous une base de Schauder. Nous com-
mençons donc par définir les différentes notions de bases dans les espaces de Lefschetz, puis
nous détaillons leurs relations. Dans un deuxième temps, nous étudions les relations entre les
espaces de Lefschetz finitaires et leurs bases. Enfin, nous développons un exemple d’espace de
Lefschetz finitaire qui n’a pas été introduit d’après des considérations de logique linéaire. C’est
l’exemple des fonctions sur l’espace de Baire qui a été étudié par Ehrhard et Streicher [ES].
III.1.3.a Le cas général.
Une famille (xi)i∈I d’un espace vectoriel est dite sommable lorsque le réseau des sommes
partielles finies (
∑
i∈J xi ; J ⊆ I, J fini) converge.
Définition III.7. [Jar81] Soient E un espace de Lefschetz et (ei)i∈I une famille de vecteurs de
E.
• On dit que (ei)i∈I est libre lorsque pour tout J ⊆ I fini, pour toute famille (λj)j∈J de
scalaires, si
∑
j∈J λjej = 0, alors ∀j ∈ J, λj = 0.
• Une base de Hamel est une famille libre (ei)i∈I de vecteurs de E telle que pour tout
x ∈ E, il existe J ⊆ I finie et une famille (xj)j∈J de scalaires telle que x =
∑
j∈J xjej .
• Une base topologique est une famille libre (ei)i∈I telle que pour tout x ∈ E, il existe
une unique famille (xi)i∈I de scalaires telle que la famille (xiei)i∈I est sommable de
somme x.
• Une base de Schauder est une base topologique (ei)i∈I telle que pour tout i ∈ I , la
projection e′i : x 7→ xi est continue.
Tout espace vectoriel admet une base de Hamel et toutes les bases de Hamel ont le même
cardinal appelé dimension algébrique (voir par exemple [Jar81, §1.4]). Par contre, tout espace
de Lefschetz n’admet pas de base de Schauder. Gross [Gro71] a en effet exhibé un exemple
d’espace de Lefschetz (dont la topologie est engendrée par une forme quadratique) qui n’admet
pas de base. Par contre, toutes les bases de Schauder ont le même cardinal appelé dimension
topologique (voir par exemple [Jar81, §14.2]). Rappelons enfin que les homéomorphismes
linéaires transportent les bases de Schauder.
Dans le cas discret, les différentes notions de bases coïncident.
Proposition III.13. Soit E un espace de Lefschetz discret. Toute base de Schauder (ei)i∈I est
une base de Hamel. Réciproquement, toute base de Hamel est une base de Schauder.
Démonstration. Soient (ei)i∈I une base de Schauder de E et x ∈ E. Il existe (λi)i∈I telle que∑
i∈I λi ·ei converge vers x. D’après la Proposition III.12 page 78,
∑
i∈I λi ·ei est stationnaire,
donc à partir d’un certain rang N on a λi = 0 et x =
∑N
i=0 λi ·ei. Réciproquement, soit (ei)i∈I
une base de Hamel. Pour montrer que c’est une base de Schauder, il nous suffit de vérifier que
les projections e′i sont continues. Comme E est muni de la topologie discrète, il admet comme
système fondamental ({0}). Or pour tout i ∈ I , {0} ⊆ ker(e′i), donc ker(e′i) est ouvert et e′i est
continue.
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III.1.3.b Le cas finitaire.
Soit A = (|A| ,F (A)) un espace de finitude relationnel.
Notation III.8. Pour tout a ∈ |A|, on note ea ∈ EA la famille dont tous les coefficients sont
nuls sauf celui d’indice a qui est égal à 1.
Remarquons alors que EA est l’espace engendré par les combinaisons linéaires finitaires
des vecteurs de base et non pas par les combinaisons linéaires finies comme nous en avons
l’habitude en algèbre linéaire. De plus, les combinaisons linéaires finitaires convergent au sens
de la topologie engendrée le système fondamental
(
V (u′) ; u′ ∈ F (A)⊥
)
de EA (voir la Pro-
position III.4 page 75).
Lemme III.14. [Ehr05, §3] Soit A ∈ RelFin. La famille (ea)a∈|A| est une base de Schauder
de EA. On l’appellera base finitaire de EA.
Démonstration. Soient u′ ∈ F (A)⊥ et x ∈ EA. La partie F = |x| ∩ u′ de |A| est finie. On en
déduit que
∑
a∈F xaea est bien définie dans EA. Comme x −
∑
a∈F xaea ∈ V (u′),
∑
a xaea
converge vers x. Pour tout a ∈ |A|, la projection e′a : x 7→ xa est continue. En effet, son noyau
V ({a}) est un ouvert linéaire, car la partie finie {a} est anti-finitaire.
Exemple III.4. L’espace de Lefschetz finitaire EB admet une base finitaire à deux éléments
{eT, eF}.
Pour tout entier n ∈ N, on note en la suite dont tous le coefficients sont nuls sauf le n-ième
qui est égal à 1. La famille (en)n∈N forme une base finitaire de ENat et de ENat⊥ .
Comme les bases de Schauder sont stables par homéomorphisme linéaire, on déduit la pro-
position suivante.
Proposition III.15. Tout espace de Lefschetz finitaire admet une base de Schauder.
Démonstration. Soient E un espace de Lefschetz finitaire et (E, φ,A) une carte de E. Comme
(ea)a∈A est une base de Schauder de EA et φ : E → EA est un homéomorphisme linéaire, E
admet (φ−1(ea))a∈A pour base de Schauder.
Définition III.9. Soient A et B deux espaces de finitude relationnels. Pour toute fonction f :
EA → EB linéaire continue, on note Mat(f) la matrice associée, i.e.
∀a ∈ |A| , b ∈ |B| , Mat(f)a,b = 〈e′b, f(ea)〉.
Tout élément de EA(B , est une matrice M ∈ k|A|×|B| dont le support |M | = {(a, b) ; Ma,b 6=
0} est une relation finitaire, i.e. |M | ∈ F (A( B). D’après la caractérisation des relations
finitaires (voir la Proposition II.8 page 58), pour tout b ∈ |B|, l’ensemble
t |M | · {b} = {a ∈ |A| ; Ma,b 6= 0}
est fini. On peut alors définir Lin(M) l’application linéaire canoniquement associée par l’équa-
tion
∀x ∈ EA, Lin(M)(x) =
∑
b∈|B|
(
∑
a∈|A|
〈e′a, x〉Ma,b)eb.
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Proposition III.16. [Ehr05, Proposition 12] Soient A et B deux espaces de finitude relation-
nels. Si une fonction linéaire f : EA → EB est continue, alors le support de sa matrice associée
Mat(f) est une relation finitaire de A dans B, i.e.
|Mat(f)| ∈ RelFin(A,B).
Réciproquement, pour toute matrice M ∈ EA(B , l’application linéaire associée Lin(M) :
EA → EB est continue.
De plus, la fonction linéaire
φ : Lc(EA, EB) → EA(B
f 7→ (Mat(f)a,b)(a,b)∈|A|×|B|
est un isomorphisme dont l’inverse est
φ : EA(B → Lc(EA, EB)
M 7→ Lin(M)
Démonstration. Soit f : EA → EB linéaire continue. Montrons que |Mat(f)| est une relation
finitaire.
Soit u ∈ F (A). La somme ∑a∈u ea est bien définie dans EA, puisque (ea)a∈u est une
famille de support finitaire. Par continuité et linéarité de f , on a l’égalité
f
(∑
a∈u
ea
)
=
∑
a∈u
f(ea) =
∑
a∈u
∑
b∈|B|
Mat(f)a,beb.
Comme de plus, f(
∑
a∈u ea) ∈ EB est bien définie, on en déduit que∣∣∣∣∣f
(∑
a∈u
ea
)∣∣∣∣∣ = |Mat(f)| · u ∈ F (B) .
Soit v′ ∈ F (B)⊥. Comme V (v′) est un ouvert de EB et f est continue, il existe u′ ∈
F (A)⊥ tel que f(V (u′)) ⊆ V (v′). Or, par définition de V (u′) et de V (v′), on a la suite
d’implication
a /∈ u′ ⇒ ea ∈ V
(
u′
)⇒ f(ea) ∈ V (v′)⇒ |f(ea)| ∩ v′ = ∅.
On en déduit par contraposée que
tMat(f) · v′ = {a ; ∃b ∈ v′,Mat(f)a,b 6= 0} = {a ; |f(ea)| ∩ v′ 6= ∅} ⊆ u′.
La partie tMat(f) · v′ est anti-finitaire car elle est incluse dans une partie anti-finitaire.
On a donc montré que |Mat(f)| vérifie les deux conditions caractérisant les relations fini-
taires (voir la Définition II.2 page 45).
Soit M ∈ EA(B . Nous avons vu lors de l’introduction de cette notation que Lin(f) est
bien définie et linéaire. Montrons qu’elle est continue. Il nous suffit de vérifier que l’image
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inverse des ouverts linéaires du système fondamental
(
V (v′) ; v′ ∈ F (B)⊥
)
définissant la
topologie sur EB est un ouvert linéaire de EA.
Soit v′ ∈ F (B)⊥. Comme |M | est une relation finitaire, u′ = tMat(f) ·v′ est anti-finitaire.
De plus, pour tout a /∈ u′, (Mat(f) · {a}) ∩ v′ = ∅. On en déduit que f(V (u′)) ⊆ V (v′).
Pour conclure, on vérifie facilement que
∀f ∈ Lc(EA, EB), Lin(Mat(f)) = f et ∀M ∈ EA(B, Mat(Lin(M)) = M.
Tout espace de Lefschetz finitaire (E, φ,A) admet pour base de Schauder la famille(
φ−1(ea) ; a ∈ |A|
)
. Par contre tous les espaces de Lefschetz qui admettent une base de Schau-
der ne sont pas a priori des espaces de Lefschetz finitaires.
Les espaces de Lefschetz finitaires sont des espaces complets (voir Proposition III.26
page 92) et réflexifs (voir Proposition III.3 page 128), qui admettent une base de Schauder
qui engendre la topologie. Or, le contre-exemple de Gross [Gro71] dont nous avons parlé pré-
cédemment, est un espace de Lefschetz qui n’admet pas de base mais qui n’est pas non plus
complet. Il ne permet donc pas de décider si tout espace de Lefschetz réflexif et complet admet
une base de Schauder. On ne sait donc pas à ce jour si les espaces de Lefschetz finitaires sont
les seuls espaces de Lefschetz réflexifs et complets.
Citons pour finir l’exemple de Ehrhard et Streicher [ES]. L’espace de Baire est l’espace
topologique des suites d’entiers naturels, muni de la topologie induite par les segments initiaux.
L’espace des fonctions continues sur l’espace de Baire et à valeurs dans le corps k est un
espace de Lefschetz finitaire lorsqu’il est muni de la topologie de la convergence uniforme sur
les compacts de l’espace de Baire. On peut en effet montrer qu’il existe un homéomorphisme
linéaire avec EW , où W est l’espace de finitude relationnel introduit à l’Exemple II.4 page 47.
L’espace des fonctions continues sur l’espace de Baire, muni de la topologie de la conver-
gence uniforme sur les éventails, est un espace muni d’une structure uniforme. Il serait inter-
essant de caractériser les propriétés nécessaires pour qu’un espace de fonctions muni d’une
structure uniforme soit un espace de Lefschetz finitaire.
III.1.4 Dual topologique
III.1.4.a Le cas général.
La négation de la logique linéaire est interprétée dans les espaces vectoriels topologiques
par le dual topologique. Ce dernier va donc jouer un grand rôle dans cette étude. Dans ce para-
graphe, nous introduisons des propriétés et théorèmes qui vont nous servir par la suite. Ainsi,
nous aurons besoin d’une version du théorème de Hahn-Banach et des propriétés de sépara-
tion qui en découlent premièrement pour étudier la réflexivité du modèle et deuxièmement pour
étudier la totalité dans le Chapitre IV.
Pour tout x′ : E → k une fonction linéaire pas forcément définie sur E, on note Dx′ son
domaine. Pour pouvoir parler de linéarité, on suppose implicitement queDx′ est un sous-espace
vectoriel de E.
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Théorème III.1 (Hahn-Banach). Soit E un espace de Lefschetz. Soient D un sous-espace vec-
toriel de E muni de la topologie induite et x′ : D → k une forme linéaire continue sur D. Il
existe alors un ouvert linéaire V de E tel que V ∩D ⊆ ker(x′).
Dans ce cas, il existe un prolongement continu y′ de x′ à E tel que V ⊆ ker(y′).
Nous présentons ici une preuve du théorème de Hahn-Banach inspirée du cas localement
convexe ; le rôle des jauges étant joué par un ouvert linéaire V qui témoigne uniformément de
la continuité des extension de x′.
Démonstration. Utilisons le lemme de Zorn sur l’ensemble
P = {y′ : Dy′ → k linéaire s.t. D ⊆ Dy′ , ∀x ∈ D, 〈y′, x〉 = 〈x′, x〉, V ∩Dy′ ⊆ ker(y′)}
muni de l’ordre de prolongement
y′ ≤ z′ ⇐⇒
{
Dy′ ⊆ Dz′
∀x ∈ Dy′ , 〈z′, x〉 = 〈y′, x〉.
Remarquons que la condition V ∩Dy′ ⊆ ker(y′) implique la continuité de y′ sur Dy′ .
Vérifions les hypothèses du lemme de Zorn. Premièrement, P est non vide car x′ ∈ P .
Deuxièmement, montrons que P est un ensemble inductif. Soit Q un ensemble totalement
ordonné de P . Posons DQ = ∪z′∈QDz′ , c’est un sous-espace vectoriel de E car la famille
(Dz′)z′∈Q est croissante. Définissons y′ : DQ → k par
∀x ∈ Dz′ , 〈y′, x〉 = 〈z′, x〉.
C’est une forme linéaire bien définie sur DQ car Q est totalement ordonné pour l’ordre de
prolongement. De plus y′ est un prolongement de tous les éléments de Q et donc de x′. Mon-
trons que y′ est continue sur DQ. Soit x ∈ DQ ∩ V . Il existe z′ ∈ Q tel que x ∈ Dz′ , donc
〈y′, x〉 = 〈z′, x〉. Or, x ∈ V ∩Dz′ et V ∩Dz′ ⊆ ker(z′) car z′ ∈ P , donc 〈y′, x〉 = 〈z′, x〉 = 0.
On a donc montré que V ∩DQ ⊆ ker(y′). On en déduit d’une part que y′ est continue et d’autre
part que y′ ∈ P .
On peut donc appliquer le lemme de Zorn : P admet une borne supérieure, notée y′0.
Supposons que le domaine de définition de y′0, noté Dy′0 , soit différent de E. Soit x0 ∈
E\Dy′0 . Posons
D0 = Dy′0 ⊕ k · x0.
Définissons y′α : D0 → k par
∀x ∈ Dy′0 , ∀t ∈ k, 〈y′α, x+ tx0〉 = 〈y′0, x〉+ αt.
On cherche α tel que y′α ∈ P .
Quel que soit α,D ⊆ Dy′0 ⊆ Dy′α . De plus, y′0 est une extension de x′ et pour tout x ∈ Dy′0 ,
on a 〈y′α, x〉 = 〈y′0, x〉, donc y′α est aussi une extension de x′.
Enfin, si V vérifie D0 ∩ V = {0}, alors D0 ∩ V ⊆ ker(y′α). Sinon, il existe x ∈ Dy′0 tel
que x+ x0 ∈ V . Choisissons α = −〈y′0, x0〉 et montrons que D0 ∩ V ⊆ ker(y′α).
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Soient y ∈ Dy′0 et t tels que y + tx0 ∈ V . Comme V est un sous-espace de E, (y + tx0)−
t(x + x0) ∈ V . On en déduit que y − tx ∈ V . Or y − tx ∈ Dy′0 et V ∩ Dy′0 ⊆ ker(y′0) car
y′ ∈ P , d’où 〈y′0, y − tx〉 = 0. On peut alors calculer
〈y′α0 , y + tx0〉 = 〈y′0, y〉+ αt = t〈y′0, x〉+ αt = 0.
On en déduit que D0 ∩ V ⊆ ker(y′α).
Dans les deux cas, y′α ∈ P est une extension stricte de y′0. On a donc trouvé une contradic-
tion avec le fait que y′0 soit un majorant de P . On a donc prouvé que Dy′ = E.
Les espaces de Lefschetz vérifient la propriété selon laquelle un point peut être séparé d’un
sous-espace vectoriel fermé qui ne le contient pas par une forme linéaire continue.
Proposition III.17. [Köt79, §10.3] Soit E un espace de Lefschetz. Pour tout sous-espace vec-
toriel fermé D de E et x /∈ D, il existe x′ ∈ E′ telle que 〈x′, x〉 = 1 et x′ s’annule sur
D.
Démonstration. Comme x /∈ D et D est fermé, il existe un ouvert linéaire V tel que (x+V )∩
D = ∅. Si x ∈ D + V , alors il existe d ∈ D et y ∈ V tel que x = d + y, et dans ce cas
x− y = d ∈ x+ V ∩D ; ceci contredit x+ V ∩D = ∅, donc x /∈ D + V . On définit x′0 par
〈x′0, x〉 = 1 et ∀y ∈ V +D, 〈x′0, y〉 = 0. Or V ⊂ ker(x′0), x′0 est continue sur k · x+ V +D
et s’annule sur D. On applique le Théorème III.1 de Hahn-Banach et on prolonge x′0 en une
forme linéaire continue x′ sur E.
La Proposition III.17 ci-dessus et la Condition (TL2) de séparation des espaces de Lef-
schetz (voir Définition III.1 page 71) impliquent la séparation par rapport aux formes linéaires
continues.
Proposition III.18 (Séparation). Soit E un espace de Lefschetz. Pour tout vecteur x 6= 0, il
existe une forme linéaire continue x′ telle que 〈x′, x〉 = 1.
Démonstration. Comme x 6= 0, il existe un ouvert linéaire V tel que x /∈ V . Tout ouvert
linéaire étant fermé (voir la Proposition III.7 page 77), on conclut en appliquant la Proposi-
tion III.17 page 84.
La Proposition III.17 ci-dessus va aussi nous permettre de montrer que la fermeture d’un
sous-espace de Lefschetz peut être vue comme la fermeture par bi-orthogonal (voir Chapitre I).
Proposition III.19. Pour tout sous-espace vectoriel F d’un espace de Lefschetz, le noyau dans
E de son annulateur dans E′ est égal à son adhérence, i.e.
⊥(F⊥) = F .
Démonstration. Soit x ∈ F . Pour tout x′ ∈ F⊥, 〈x′, x〉 = 0. Comme x′ est uniformément
continue, on déduit par prolongement que x ∈ ⊥(F⊥). Soit x ∈ ⊥(F⊥). Par contraposée,
supposons que x /∈ F . D’après la Proposition III.17 page 84, il existe x′ ∈ E′ tel que 〈x′, x〉 =
1 et x′ s’annule sur F donc sur F , i.e. x′ ∈ F⊥. On en déduit que x /∈ ⊥(F⊥).
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Enfin, nous allons montrer l’existence de familles duales (voir la Proposition III.21
page 85). Ceci nous sera utile pour montrer une caractérisation particulièrement simple des
linéairement compacts (voir la Proposition III.56 page 111). Nous allons utiliser le Théo-
rème III.1 page 83 de Hahn-Banach ainsi que le lemme classique d’algèbre linéaire qui suit.
Lemme III.20. Si x′1, . . . x′n sont des formes linéaires non nulles et l’intersection des noyaux
de x′1, . . . , x′n−1 est contenue dans le noyau de x′n, alors x′n est une combinaison linéaire des
x′1, . . . , x′n−1. Autrement dit,⋂
i<n
ker(x′i) ⊆ ker(x′n) ⇒ ∃(λi)i<n ; x′n =
∑
i<n
λix
′
i.
Démonstration. La preuve se fait par récurrence sur n.
• Supposons n = 1, ker(x′0) ⊆ kerx′1. Si x′0 = 0, on choisit λ = 0. Sinon, comme ils sont
tous les deux de co-dimension 1, ker(x′0) et ker(x′1) sont égaux. Si x0 /∈ ker(x′1), alors
E = ker(x′1) ⊕ k · x0. Comme 〈x′1, x0〉 6= 0 et 〈x′0, x0〉 6= 0, il existe λ 6= 0 tel que
〈x′1, x0〉 = λ〈x′0, x0〉. On vérifie alors que x′1 = λx′0.
• Au rang n, on suppose
n−1⋂
i=0
ker(x′i) ⊆ ker(x′n).
On en déduit
n−2⋂
i=0
ker(x′i|ker(x′n−1)) ⊆ ker(x
′
n|ker(x′n−1)).
On peut donc appliquer l’hypothèse de récurrence, il existe (λi) ∈ kn telle que
x′n|ker(x′n−1) =
∑n−2
i=0 λix
′
i|ker(x′n−1). Pour conclure, on applique le cas n = 1 à
x′n −
∑n−2
i=0 λix
′
i et x
′
n−1 car
ker(x′n−1) ⊆ ker
(
x′n −
n−2∑
i=0
λix
′
i
)
.
Proposition III.21. Soit E un espace de Lefschetz. Pour toute famille libre (xi)i≤n de vecteurs
de E, il existe une famille duale libre (x′i)i≤n ∈ E′n telle que
∀i, j ≤ n, 〈x′i, xj〉 = δi,j ,
où δi,j est le symbole de Kronecker.
Dualement, soit (x′i)i≤n une famille libre de formes linéaires continues. Il existe une famille
duale (xi)i≤n ∈ En telle que
∀i, j ≤ n, 〈x′i, xj〉 = δi,j .
De plus, il existe x ∈ E tel que ∀i ≤ n, 〈x′i, x〉 = 1.
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Démonstration. Les x′i sont entièrement définis sur le sous-espace vectorel fermé D =
〈xi ; i ≤ n〉 par les images des vecteurs de base (voir la Proposition III.7 page 77), puis pro-
longés à E′ en utilisant le Théorème III.1 page 83 de Hahn-Banach.
Pour construire la seconde famille on procède par récurrence :
• x′0 6= 0, donc il existe x0 ∈ E tel que 〈x′0, x0〉 = 1.
• On suppose que l’on a construit la famille (xi)i<n. Comme la famille (x′i) est libre,
et d’après le Lemme III.20, on a
⋂n−1
i=0 ker(x
′
i) 6⊆ ker(x′n). Ainsi, il existe xn ∈⋂n−1
i=0 ker(x
′
i) tel que 〈x′n, xn〉 = 1.
Pour la deuxième partie de la proposition, on pose x =
∑n
i=0 xi et on vérifie que ∀i ≤
n, 〈x′i, x〉 = 1.
III.1.4.b Le cas finitaire.
Commençons par quelques remarques sur l’opération d’orthogonalité. Rappelons la Défi-
nition III.4 page 74 du support
∀x ∈ EA, |x| = {a ∈ |A| ; xa 6= 0}
et la Notation III.5 page 74 :
∀u ∈ F (A) , K (u)A = {x ∈ EA ; |x| ⊆ u},
∀u′ ∈ F (A)⊥ , V (u′)A = {x ∈ EA ; |x| ∩ u′ = ∅}.
Proposition III.22. Soit A un espace de finitude relationnel.
La fonction
E′A
f // EA⊥
x′  // (〈x′, ea〉)a∈|A|
est un isomorphisme entre les espaces vectorielsE′A etEA⊥ . En particulier, toute forme linéaire
continue sur EA peut être vue comme une famille dont le support est anti-finitaire dans A, et
vice-versa. De plus,
∀u′ ∈ F (A)⊥ , f(V (u′)⊥
A
) = K (u′)
A⊥ et ∀u ∈ F (A) , f(K (u)⊥A) = V (u)A⊥ .
Démonstration. L’isomorphisme entre E′A et EA⊥ est donnée par les deux fonctions linéaires
inverses l’une de l’autre
x′  // (〈x′, ea〉)a∈|A|
E′A
f
))
EA⊥
f−1
ii
x 7→∑a∈|A| x′axa (x′a)a∈|A|oo
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Montrons que f est à valeurs dans EA⊥ . Pour cela nous allons avoir besoin de la notation
|x′| = {a ∈ |A| ; 〈x′, ea〉 6= 0}.
Soit x′ ∈ E′A. Par définition deE′A, x′ est une forme linéaire continue surEA. Comme pour
tout a ∈ |A|, ea ∈ EA, x′a = 〈x′, ea〉 est bien définie. Par continuité de x′, il existe u′ ∈ F (A)⊥
telle que
V (u′)
A
⊆ kerEA(x′).
Pour tout a /∈ u′, ea ∈ V (u′)A, x′a = 0 et a /∈ |x′|. Par contraposée, on déduit que |x′| ⊆ u′.
Or les parties anti-finitaires sont stables par sous-ensemble, donc |x′| ∈ F (A)⊥.
Montrons que f est injective. Soit x′ ∈ E′A non nulle. Il existe x ∈ EA tel que 〈x′, x〉 6= 0.
Comme (ea)a∈|A| est une base de Schauder, on a x =
∑
a∈|A| xaea, or par continuité de x
′,
〈x′, x〉 = ∑a∈|A| xa〈x′, ea〉 6= 0. Il existe donc a tel que 〈x′, ea〉 6= 0.
Montrons que f est surjective. Comme f−1 ◦ f = id, il suffit de montrer que f−1 est bien
définie. Soit x′ ∈ EA⊥ . Alors |x′| ∈ F (A)⊥. On en déduit que pour tout x ∈ EA, |x| ∩ |x′| est
fini, donc la somme 〈x′, x〉 = ∑a∈|A| x′axa est bien définie car finie. De plus pour tout x ∈ EA
tel que |x| ∩ |x′| = ∅,
〈x′, x〉 =
∑
a∈|A|
x′axa =
∑
a∈|x|∩|x′|
x′axa = 0.
Donc V (|x′|) ⊆ ker(x′) et x′ est continue.
Remarquons de plus que pour tout u′ ∈ F (A)⊥,
x′ ∈ V (u′)⊥
A
⇐⇒ x′ ∈ E′A et V
(
u′
)
A
⊆ ker(x′)
⇐⇒ x′ ∈ E′A et
∣∣x′∣∣ ⊆ u′.
On en déduit que pour tout u′ ∈ F (A⊥) = F (A)⊥,
V (u′)⊥
A
=
{
x′ ∈ E′A ;
∣∣x′∣∣ ⊆ u′} = K (u′)
A⊥ .
Soit u ∈ F (A). On a les équivalences suivantes :
x′ ∈ K (u)⊥A ⇐⇒ ∀a ∈ u, 〈x′, ea〉 = xa = 0
⇐⇒ ∣∣x′∣∣ ∩ u = ∅
⇐⇒ f(x′) ∈ V (u) .
Exemple III.5. On applique la proposition précédente àNat . On en déduit que le dual topolo-
gique de l’espace ENat , i.e. de l’espace des suites finies muni de la topologie discrète, est égal
à ENat⊥ , i.e. l’espace des suites quelconques muni de la topologie engendrée par la famille
(V (J) ; J ∈ Pfin (N)) (voir l’Exemple III.11 page 98).
87
CHAPITRE III. ESPACES DE LEFSCHETZ
III.1.5 Complétion
Commençons par rappeler la définition d’espace complet dans les espaces vectoriels topo-
logiques. Quand un espace n’est pas séquentiel, i.e. il n’est pas caractérisé par la convergence
des suites, on doit considérer des suites généralisées, appelées réseaux, afin de définir la com-
plétude.
Un réseau est une famille (xα)α∈Γ d’éléments de E indexée par un ensemble filtrant Γ.
On dit qu’un réseau (xα)α∈Γ converge vers une limite x ∈ E lorsque :
∀V ∈ V, ∃α ∈ Γ ; ∀β ≥ α, x− xβ ∈ V.
Enfin, un réseau (xα)α∈Γ est dit de Cauchy lorsque :
∀V ∈ V, ∃α ∈ Γ ; ∀β, β′ ≥ α, xβ − xβ′ ∈ V.
Un réseau qui converge est aussi une réseau de Cauchy.
Un espace de Lefschetz est dit complet lorsque tout réseau de Cauchy est convergeant.
III.1.5.a Le cas général.
Le complété E˜ d’un espace vectoriel topologique séparé E est l’espace complet tel que E,
muni de la topologie induite, est dense dans E˜.
Il existe plusieurs façons de construire ce complété. La construction la plus classique revient
à considérer l’ensemble des réseaux de Cauchy et de le quotienter par la relation d’équivalence
reliant les réseaux dont la différence converge vers 0. On munit alors ce quotient d’une structure
d’espace vectoriel et d’une topologie compatible avec la structure linéaire.
Même si cette construction reste valable dans le cas des espaces de Lefschetz, il en existe
une autre qui permet de décrire les éléments du complété comme des formes linéaires et non pas
comme des classes d’équivalence. Cette construction, introduite par Grothendieck [Gro50] dans
le cadre des espaces localement convexes, s’adapte aux espaces de Lefschetz [Köt79, §13.3].
Remarquons que l’évaluation de E dans E′∗ est une injection
E
ev
↪−→ E′∗
x 7→ evx : x′ 7→ 〈x′, x〉.
En effet, si x 6= 0 alors evx 6= 0 car, d’après le Lemme III.18 page 84 de séparation, il existe
x′ ∈ E′ tel que 〈evx, x′〉 = 1.
On va construire un sous-espace de E′∗, le munir de la topologie la moins fine telle que ev
soit ouverte et montrer qu’il est linéairement homéomorphe au complété de E.
Proposition III.23. Soit E un espace de Lefschetz et V un système fondamental de E. Soit E˜
l’espace des formes linéaires y∗ sur E′ qui coïncident avec un evx sur chaque annulateur d’un
ouvert linéaire de E, i.e.
E˜ =
{
y∗ ∈ E′∗ ; ∀V ∈ V, ∃x ∈ E, ∀x′ ∈ annE′(V ), 〈y∗, x′〉 = 〈evx, x′〉
}
.
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Muni de la topologie engendrée par le système fondamental
{annE′∗(annE′(V )) ; V ∈ V},
E˜ est un espace de Lefschetz complet.
Démonstration. Soit (x∗γ)γ∈Γ un réseau de Cauchy dans E˜.
Commençons par deux remarques :
∗ Par définition de E˜, pour tout ouvert linéaire V de E, pour tout α ≥ δ, comme x∗α ∈ E˜,
il existe xα ∈ E tel que pour tout x′ ∈ annE′(V ), 〈x∗α, x′〉 = 〈evxα , x′〉 = 〈x′, xα〉.
∗ Par définition des réseaux de Cauchy et de la topologie sur E˜, pour tout ouvert linéaire
V , il existe δ tel que
∀α, β ≥ δ, x∗α − x∗β ∈ annE′∗(annE′(V )).
On en déduit que pour tout x′ ∈ annE′(V ) et pour tout α ≥ δ, 〈x∗α, x′〉 = 〈x∗δ , x′〉.
En combinant ces deux remarques, on déduit que
∀V ∈ V, ∃δ ∈ Γ, ∃xδ ∈ E ; ∀α ≥ δ, ∀x′ ∈ annE′(V ), 〈x∗α, x′〉 = 〈x′, xα〉 = 〈x′, xδ〉.
Comme δ et xδ ne dépendent que de V on va les noter δV et xV dans la suite de la démonstration.
Nous pouvons à présent construire la limite x∗ de (x∗γ)γ∈Γ.
Soit x′ ∈ E′. Comme x′ est une forme linéaire continue, il existe V ∈ V tel que V ⊆
ker(x′). On en déduit que x′ ∈ annE′(V ), il existe donc δV ∈ Γ et xV ∈ E tels que
∀α ≥ δV , 〈x∗α, x′〉 = 〈x′, xV 〉.
Montrons que xV ne dépend pas de V . Soit V ′ ⊆ ker(x′) tel que V ′ ∈ V . Il existe δV ′ ∈ Γ et
xV ′ ∈ E tels que
∀α ≥ δV ′ , 〈x∗α, x′〉 = 〈x′, xV ′〉.
Comme x′ ∈ annE′(V ) ∩ annE′(V ′), pour tout α ∈ Γ tel que α ≥ δV et α ≥ δV ′ , 〈x∗α, x′〉 =
〈x′, xV 〉 = 〈x′, xV ′〉.
On peut donc définir x∗ : x′ 7→ 〈x′, xV 〉, pour V ⊆ ker(x′) ouvert linéaire.
Vérifions que x∗ ∈ E′∗ et est la limite de (x∗α)α∈Γ.
Soit V ∈ V . Il existe δV et xV tels que pour tout α ≥ δV , pour tout x′ ∈ annE′(V ), on ait
〈x∗α, x′〉 = 〈x′, xV 〉. Or, si x′ ∈ annE′(V ), alors V ⊆ kerx′ et 〈x∗, x′〉 = 〈x′, xV 〉.
On en déduit d’une part que
∀V ∈ V, ∃xV ; ∀x′ ∈ annE′(V ), 〈x∗, x′〉 = 〈x′, xV 〉.
Par définition, on a donc x∗ ∈ E˜.
On en déduit d’autre part que
∀V ∈ V,∃δV ; ∀x′ ∈ annE′(V ), α ≥ δV , 〈x∗, x′〉 = 〈x∗α, x′〉,
autrement dit,
∀V ∈ V,∃δV ; ∀α ≥ δV , x∗ − evxV ∈ annE′∗(annE′(V )).
Ceci revient à la convergence de (x∗γ)γ∈Γ vers x∗, puisque la topologie de E˜ est engendrée par
les annE′∗(annE′(V )) pour V ouvert linéaire de E.
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Proposition III.24. L’image de E par ev est dense dans E˜. De plus, l’injection ev de E dans
E˜ est continue et ouverte.
Démonstration. Soit x∗ ∈ E˜. Pour tout ouvert linéaire V , il existe xV ∈ E tel que x∗−evxV ∈
annE′∗(annE′(V )). La famille (evxV ; V ∈ V) est un réseau de Cauchy qui converge vers x∗
dans E˜. On en déduit la densité de ev(E) dans E˜.
Soit V un ouvert linéaire de E. Rappelons que par définition :
annE′∗(annE′(V )) = {x∗ ∈ E˜ ; ∀x′ ∈ annE′(V ), 〈x∗, x′〉 = 0}
et que :
E
ev
↪−→ E′∗
x 7→ evx : x′ 7→ 〈x′, x〉.
Comme V est un ouvert linéaire de E, il est fermé et on sait que ⊥(V ⊥) = V (voir les
Propositions III.7 page 77 et III.19 page 84). Ce qui signifie que
{x ∈ E ; ∀x′ ∈ annE′(V ), 〈x′, x〉 = 0} = V,
c’est-à-dire que ev−1
(
annE′∗(annE′(V ))
)
= V . On en déduit d’une part la continuité de ev
et d’autre part que
annE′∗(annE′(V )) ∩ ev(E) = ev(V ), (III.1)
donc ev est ouverte.
De la Proposition III.24 précédente, on déduit le théorème suivant.
Théorème III.2. [Köt79, §13.3] Le complété d’un espace de Lefschetz E est linéairement
homéomorphe à E˜.
III.1.5.b Le cas finitaire.
La construction que nous avons présentée ci-dessus nous permet de comprendre sous un
nouvel angle la construction par double orthogonal des espaces de finitude relationnels. Ainsi,
l’opération de double-orthogonal des espaces de finitude relationnels se traduit par la complé-
tion au niveau des espaces de Lefschetz.
Proposition III.25. Soient |A| un ensemble dénombrable et F un ensemble de parties de |A|
clos par sous-ensemble et par unions finies. Considérons l’espace de Lefschetz
EA = {x ∈ k|A| ; |x| ∈ F},
muni de la topologie anti-finitaire engendrée par le système fondamental
V (u′) = {x ∈ EA ; |x| ∩ u′ = ∅}
pour u′ ∈ F⊥. Le complété de EA est l’espace de Lefschetz finitaire associé à l’espace de
finitude relationnel A⊥⊥ def= (|A|,F⊥⊥), i.e.
E˜A ' EA⊥⊥ . (III.2)
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Démonstration. Commençons par construire les deux fonctions linéaires inverses l’une de
l’autre.
Soit a ∈ |A|. Le vecteur ea ∈ EA est non nul, de plus {a} est une partie finie donc anti-
finitaire de A, d’après la Proposition III.7 page 77, l’ouvert linéaire V ({a}) de EA est fermé
et ea /∈ V ({a}). D’après la Proposition III.17 page 84 de séparation, il existe e′a ∈ E′A tel que
〈e′a, ea〉 = 1 et e′a(V ({a})) = 0. De plus, si b 6= a, alors ea ∈ V ({a}). On a donc construit
une famille de vecteurs de E′A telle que
∀a 6= b, 〈e′a, eb〉 = 0 et 〈e′a, aa〉 = 1.
Soit u′ ∈ F (A)⊥. De la continuité des e′a, on déduit la série d’équivalences
a ∈ u′ ⇐⇒ ∀x ∈ EA, |x| ∩ u′ = ∅ ⇒ 〈e′a, x〉 =
∑
b∈|A|
xb〈e′a, eb〉 = xa = 0
⇐⇒ ∀x ∈ V (u′) , 〈e′a, x〉 = 0
⇐⇒ ∀x, e′a ∈ ann (V
(
u′
)
).
On en déduit l’équivalence suivante qui nous sera utile dans la suite de la démonstration
∀u′ ∈ F (A)⊥ , a ∈ u′ ⇐⇒ e′a ∈ annE′A(V
(
u′
)
).
Nous allons montrer que la fonction linéaire f est un homéomorphisme linéaire.
x∗  // (〈x∗, e′a〉)a∈|A|
E˜A
f
**
EA⊥⊥
f−1
jj
x∗ : x′ 7→∑a∈|A| x∗a〈x′, ea〉 (x∗a)a∈|A|oo
Pour montrer que f et f−1 sont bien définies, on va avoir besoin d’introduire le support d’une
forme linéaire et de la définition du complété.
Soit x∗ ∈ E˜A. On note |x∗| = {a ∈ |A| ; 〈x∗, e′a〉 6= 0}. Par définition du complété et de la
topologie sur EA, pour tout u′ ∈ F (A)⊥, il existe x ∈ EA tel que
∀x′ ∈ annE′A(V
(
u′
)
A
), 〈x∗, x′〉 = 〈x′, x〉.
Montrons que la fonction linéaire f est à valeurs dans EA⊥⊥ . Remarquons que |x∗| ∩ u′ ⊆
|x| ∩ u′. En effet, soit a ∈ |x∗| ∩ u′. Dans ce cas e′a ∈ annE′A(V (u′)A) et 〈x∗, e′a〉 = 〈e′a, x〉 =
xa. Si a /∈ |x|, comme a ∈ u′, on a xa = 0 donc 〈x∗, e′a〉 = 0, ce qui contredit l’hypothèse
a ∈ |x∗|, donc a ∈ |x|. On obtient l’inégalité voulue |x∗| ∩ u′ ⊆ |x| ∩ u′. Comme x ∈ EA,
|x| ∈ F (A) et |x| ∩ u′ est finie. On a donc montré que (〈x∗, e′a〉)a∈|A| ∈ EA⊥⊥ .
Montrons que la fonction est f injective. Soit x∗ 6= 0. Il existe x′ tel que 〈x∗, x′〉 6= 0.
Comme x′ ∈ E′A, il existe u′ ∈ F (A)⊥ tel que V (u′) ⊆ kerx′, donc x′ ∈ annE′(V (u′)). Il
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existe donc x ∈ EA tel que 〈x′, x〉 = 〈x∗, x′〉 6= 0. On en déduit l’existence de a ∈ |x| ∩ |x′|
d’où a ∈ u′ puisque x′ ∈ annE′(V (u′)). On a donc trouver e′a ∈ annE′(V (u′)) tel que
〈x∗, e′a〉 = 〈e′a, x〉 = xa 6= 0.
Montrons que la fonction est f surjective. Soit (x∗a)a∈|A| ∈ EA⊥⊥ . Alors la fonction x∗ :
x′ 7→ ∑a∈|A| x∗a〈x′, ea〉 est linéaire et bien définie. De plus, par définition de EA⊥⊥ , pour
tout u′ ∈ F (A)⊥, ∣∣(x∗a)a∈|A|∣∣ ∩ u′ est fini. On en déduit que pour tout x′ ∈ annE′(V (u′)),
〈x∗, x′〉 = 〈∑a∈|(x∗a)a∈|A||∩u′ x∗aea, x′〉. On donc montré que x∗ ∈ E˜A.
On a montré que f est un isomorphisme et que son inverse est f−1.
Pour montrer que f est un homéomorphisme, on montre qu’elle est ouverte et continue. Ces
propriétés découlent immédiatement de l’égalité
∀u′ ∈ F
(
A⊥⊥
)⊥
, f(annE′∗(annEA(V
(
u′
)
))) = V (u′)
que nous allons maintenant démontrer. Soit u′ ∈ F (A⊥) = F (A⊥⊥)⊥.
Soit (x∗a)a∈|A| ∈ V (u′). Donc
∣∣(x∗a)a∈|A|∣∣ ∩ u′ = ∅. On en déduit que pour tout x′ ∈
annEA(V (u′)), ∑
a∈|A|
x∗a〈x′, ea〉 =
∑
a/∈u′
x∗a〈x′, ea〉 = 0,
car pour tout a /∈ u′, ea ∈ V (u′). On en déduit que
f−1(V (u′)) ⊆ annE′∗(annEA(V (u′))).
En appliquant l’isomorphisme f à cette inégalité, on obtient
V (u′) ⊆ f(annE′∗(annEA(V (u′)))).
Réciproquement, comme pour tout a ∈ u′, e′a ∈ annEA(V (u′)), on a
∀x∗ ∈ annE′∗(annE(V
(
u′
)
)), ∀a ∈ u′, 〈x∗, e′a〉 = 0.
On en déduit que (〈x∗, e′a〉)a∈|A| ∈ V (u′) et que
f(annE′∗(annEA(V
(
u′
)
))) ⊆ V (u′) .
On en déduit l’égalité recherchée.
Nous avons finalement montré que f et f−1 sont des homéomorphismes linéaires inverses
l’un de l’autre.
Proposition III.26. Tout espace de Lefschetz finitaire est complet.
Démonstration. Soit (E, φ,A) une carte d’un espace de Lefschetz finitaire. L’espace E est
linéairement homéomorphe à EA. Comme A est un espace de finitude relationnel, on a A =
A⊥⊥. Or, d’après la Proposition III.25 précédente, EA⊥⊥ est linéairement homéomorphe à E˜A,
donc E est linéairement homéomorphe à l’espace complet E˜A. On en déduit la complétude de
E.
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Nous avons ainsi donné une autre démonstration du Lemme 8 de [Ehr05] selon lequel tout
espace de finitude relationnel engendre un espace de Lefschetz complet. Cette démonstration
illustre les liens étroits entre la clôture par bi-orthogonal et la complétude.
III.2 Structure additive, limites et co-limites
La structure additive de la logique linéaire est modélisée par les produits et les co-produits
finis qui sont des cas particuliers respectivement de limites et de co-limites. La catégorie des
espaces topologiques est complète et co-complète. Les limites et co-limites sont calculées dans
la catégorie Set, puis équipées d’une topologie respectivement initiale et terminale (voir les
Définitions III.10 page 93 et III.11 page 96). Nous allons voir que ces constructions s’appliquent
aussi à la catégorie Lef , les topologies initiales et terminales étant linéarisées.
La catégorie des espaces de Lefschetz finitaires est stable par produits et co-produits. Par
contre, nous ne savons pas si la catégorie des espaces de Lefschetz finitaires est complète et
co-complète.
Dans le Chapitre II précédent, nous avons exhibé le Contre-exemple II.7 page 55 qui montre
que la catégorie des espaces de finitude n’est pas complète. Pourtant, cela n’implique pas que
la catégorie des espaces de Lefschetz finitaires ne soit pas complète. En effet, l’enrichissement
par une structure d’espaces vectoriels topologiques peut faire apparaître des limites. C’est le
cas pour Rel qui n’est pas complète et LinDF qui est complète (puisque dans les espaces
vectoriels, les noyaux et produits existent). La question de l’existence des limites et co-limites
dans LinFin reste donc ouverte à ce jour.
Nous allons étudier successivement les produits, co-produits, supplémentaires, quotients et
noyaux dans Lef et LinFin.
III.2.1 Produits
III.2.1.a Le cas général.
Définition III.10. Soient X un espace vectoriel, (Ei)i∈I une famille d’espaces de Lefschetz et
pour tout i ∈ I , une application linéaire
fi : X → Ei.
Notons pour tout i ∈ I , V(Ei) l’ensemble des ouverts linéaires de Ei.
La topologie initiale sur X définie par (fi)i∈I est la topologie engendrée par le système
fondamental linéaire (∩i∈Jf−1i (Vi) ; J ⊆ I fini, ∀i ∈ I, Vi ∈ V(Ei)) .
C’est la topologie la moins fine rendant les applications linéaires fi continues.
Afin d’assurer la condition de séparation, il est nécessaire et suffisant de supposer que l’in-
tersection ∩i∈I ∩Vi∈V(Ei) f−1i (Vi) = {0}. Or, on a x ∈ ∩i∈I ∩Vi∈V(Ei) f−1i (Vi) si et seulement
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si pour tout i ∈ I , fi(x) ∈ ∩Vi∈VEiVi. Or cette dernière intersection est réduite à 0 puisque les
Ei sont supposés être des espaces de Lefschetz donc séparés. On en déduit qu’il est nécessaire
et suffisant de supposer que l’intersection des noyaux des fi soit réduite à 0, i.e.
∩i∈If−1i (0) = {0}
pour que X muni de la topologie initiale soit un espace de Lefschetz.
De plus, pour tout espace de Lefschetz F et pour toute application linéaire g : F → X , g
est continue si et seulement si pour tout i ∈ I , fi ◦ g est continue.
La topologie produit est la topologie initiale pour les projections (l’intersection des noyaux
est bien réduite à {0}).
Proposition III.27. [Köt79, §10.42] Soit (Ei)i∈I une famille d’espaces de Lefschetz. Le produit∏
i∈I Ei est un espace de Lefschetz qui admet pour système fondamental la famille des∏
i∈I
Ai, avec
{ ∀j ∈ J, Aj = Vj
∀i /∈ J, Ai = Ei ,
pour J ⊆ I fini et pour tout j ∈ J , Vj ouvert linéaire de Ej .
Exemple III.6. Soit I un ensemble. Comme k est un espace de Lefschetz discret, ({0}) est
un système fondamental de k. L’espace de Lefschetz kI admet comme système fondamental la
famille {V (J) , J ⊆ I finie} définie par :
V (J) = {(ai)i∈I | ∀j ∈ J, aj = 0}.
Il est donc muni de la topologie de la co-dimension finie. En effet, soit U un ouvert linéaire. Il
existe J tel que V (J) ⊆ U . On note K (J) le sous-espace de dimension finie de kI défini par
K (J) = {x ∈ kI ; ∀j /∈ J, xj = 0}.
Pour tout x ∈ kI , on pose définit les familles xJ et xJc
∀j ∈ J, xJj = xj
xJ
c
j = 0
∀i /∈ J, xJi = 0
xJ
c
i = xi.
On a alors xJ ∈ K (J) et xJc ∈ V (J) ⊆ U et x = xJ +xJc . On en déduit que U+K (J) = kI
et donc que U est de co-dimension finie.
Proposition III.28. Soient (Ei)i∈I une famille d’espaces de Lefschetz complets. Le produit∏
i∈I Ei est complet.
Démonstration. Comme les espaces de Lefschetz sont en particulier des espaces vectoriels
topologiques, on peut voir par exemple [Jar81, Theorem 3.4.6 p63].
94
III.2. Structure additive, limites et co-limites
Exemple III.7. SoitE un espace de Lefschetz. D’après la Proposition III.28 ci-dessus, l’espace
k
E def=
∏
x∈E
k
est complet. On plonge l’espace E∗ des formes linéaires (pas nécessairement continues) dans
Ek de la façon suivante
E∗ ↪→ kE
x∗ 7→ (〈x′, x〉)
x∈E .
Muni de la topologie produit, E∗ est un sous-espace fermé donc complet de kE . En effet, tout
réseau de Cauchy (x∗γ)γ∈Γ de E∗ converge dans kE , on note x∗ sa limite. Il nous suffit de
montrer que x∗ est linéaire. Ceci se vérifie facilement faisant converger l’égalité
∀x, y ∈ E, ∀γ ∈ Γ, 〈x∗γ , x+ λy〉 = 〈x∗γ , x〉+ λ〈x∗γ , y〉
La topologie induite est un cas particulier de la topologie initiale (voir la Définition III.10
page 93). On munit en effet un sous-espace vectoriel d’un espace de Lefschetz de la topologie
la moins fine rendant l’inclusion continue.
Exemple III.8. L’espace k(N) des suites presque partout nulles muni de la topologie engendrée
par les sous espaces de co-dimension finie dans k(N) est un espace de Lefschetz. Muni de la
topologie induite, c’est un sous-espace de l’espace produit kN. En effet, dans kN, tous les
ouverts V(J), J ∈ Pfin (N) sont de co-dimension finie. Réciproquement, soit F un sous-espace
fermé de co-dimension finie, i.e. k(N) = F ⊕G où G est de dimension finie d. Soient (xi)i≤d
une base de G et J = ∪di=1 |xi|. Comme pour tout i ≤ d, xi est une suite finie, son support
|xi| est fini, d’où J est fini. On conclut en remarquant que V(J) ⊆ F où V(J) = {x ∈
k(N) ; |x| ∩ J = ∅}.
III.2.1.b Le cas finitaire.
Nous savons que RelFin admet les produits (voir la Section II.2 page 51). La proposition
suivante montre que la catégorie LinFin elle aussi est stable par produit cartésien.
La proposition suivante et son co-pendant III.33 page 97 correspondent au paragraphe sur
les produits et coproduits de [Ehr05, p15].
Proposition III.29. Étant donnée une famille d’espaces de Lefschetz finitaires (Ei ; i ∈ I), le
produit
∏
i∈I Ei est un espace de Lefschetz finitaire.
Démonstration. Pour tout i ∈ I , soit (Ei, φi, Ai) une carte de Ei.
Commençons par montrer que l’isomorphisme
φ :
∏
i∈I EAi → E&i∈IAi
((xai)ai∈|Ai|)i∈I 7→ (xai)(ai)i∈I∈Qi∈I |Ai|
est un homéomorphisme linéaire.
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La topologie produit sur
∏
i∈I EAi est engendrée par la famille des
∏
i∈I
Ai, où

J ⊆ I fini,
∀j ∈ J, Aj = V
(
u′j
)
, u′j ∈ F
(
EAj
)⊥
,
∀i /∈ J, Ai = EAi .
Réciproquement, la topologie de E&i∈IAi est engendrée par la famille des
V (unionmultii∈Ju′i) = {x ∈ kQi∈I |Ai| ; |x| ∩ unionmultii∈Ju′i = ∅}
où J ⊆ I est finie et pour tout i ∈ J , u′i ∈ F (A)⊥i .
Soient J ⊆ I finie et pour tout j ∈ J , u′j ∈ F
(
EAj
)⊥. D’après la Proposition II.5 page 53,
unionmultii∈Ju′i ∈ F (&i∈IEAi)⊥. De plus, on vérifie que
V (unionmultii∈Ju′i) = φ
(∏
i∈I
Ai
)
, avec
{
∀j ∈ J, Aj = V
(
u′j
)
,
∀i /∈ J, Ai = EAi .
On en déduit la continuité de φ et de son inverse.
Pour finir, on montre que l’homéomorphisme linéaire se transporte à
∏
i∈I Ei via les cartes
φi pour i ∈ I . En effet,
(φi)i∈I :
∏
i∈I Ei →
∏
i∈I
EAi
(xi)i∈I 7→ (φi(xi))i∈I ,
est un homéomorphisme linéaire. Par conséquent,
∏
i∈I Ei est linéairement homéomorphe à
E&i∈IAi .
Exemple III.9. L’espace de Lefschetz finitaire ENat⊥ est l’espace k
N des suites muni de la
topologie produit (voir l’Exemple III.11 page 98).
III.2.2 Co-produits
III.2.2.a Le cas général.
La topologie terminale est définie de façon duale à la topologie initiale.
Définition III.11. Soient X un espace vectoriel, (Ei)i∈I une famille d’espaces de Lefschetz et
pour tout i ∈ I , une application linéaire
fi : Ei → X.
Pour la topologie terminale définie par (fi)i∈I , un sous-espace vectoriel V de F est ouvert
lorsque pour tout i ∈ I , f−1i (V ) est ouvert dans Ei. Elle est engendrée par le système fonda-
mental linéaire (
+
i∈I
fi(Vi) ; Vi ouvert linéaire de Ei
)
6.
C’est la topologie la moins fine rendant les applications linéaires fi continues.
6les sommes ne sont pas forcément directes
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De plus, pour tout espace de Lefschetz F et pour toute application linéaire g : X → F , g
est continue si et seulement si pour tout i ∈ I , g ◦ fi est continue.
Pour que E, muni de la topologie initiale soit un espace de Lefschetz, il est nécessaire et
suffisant de supposer de plus que E est séparé.
La topologie co-produit est la topologie terminale pour les injections (voir la Defini-
tion III.11 ci-dessus).
Proposition III.30. [Köt79, §10.42] Soit (Ei)i∈I une famille d’espaces de Lefschetz.
Le co-produit ou somme directe ⊕i∈IEi est un espace de Lefschetz qui admet pour système
fondamental la famille des
⊕i∈IVi = {x1 + · · ·+ xn ; n ∈ N, ∀i ≤ n, xi ∈ Vi},
avec pour tout i ∈ I , Vi ouvert linéaire de Ei.
Démonstration. Soit Vi la famille des ouverts linéaires de Ei pour tout i ∈ I . L’intersection
∩ (⊕i∈IVi ; ∀i ∈ I, Vi ∈ Vi) = ⊕i∈I (∩ (Vi ; Vi ∈ Vi)) = ⊕i∈I{0}.
est réduite à zéro. Donc ⊕i∈IEi est séparé.
Remarque. Le co-produit⊕i∈IEi est un sous-espace vectoriel du produit
∏
i∈I Ei, mais il n’est
pas en général muni de la topologie induite par la topologie produit.
Considérons par exemple que pour tout i ∈ N, Ei = k. Le produit des Ei est l’espace
kN des suites, muni de la topologie de la co-dimension finie dans kN. Mais le co-produit de
Ei est l’espace k(N) des suites presque partout nulles muni de la topologie discrète. En effet,
⊕i∈I0 = {0} est un ouvert linéaire. Ce n’est donc pas la topologie de la co-dimension finie
puisque {0} n’est pas de co-dimension finie dans k(N).
Proposition III.31. Les produits et co-produits finis coïncident dans la catégorie Lef .
Proposition III.32. Soient (Ei)i∈I une famille d’espaces de Lefschetz complets. Le co-produit
⊕i∈IEi est complet.
Démonstration. Voir [Jar81, Theorem 4.6.4 p 86]
III.2.2.b Le cas finitaire.
Nous avons déjà prouvé que RelFin admet les co-produits. La proposition suivante montre
que la catégorie LinFin admet aussi les co-produits.
Proposition III.33. Étant donnée une famille d’espaces de Lefschetz finitaires (Ei ; i ∈ I), le
co-produit ⊕Ei dans Lef est un espace de Lefschetz finitaire.
Démonstration. La démonstration est similaire à celle de la Proposition III.29 page 95.
Exemple III.10. L’espace de Lefschetz finitaire engendré par l’espace de finitude relationnel B
(voir l’exemple II.1 page 46) est l’espace k2 muni de la topologie discrète. C’est le co-produit
k⊕ k.
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Exemple III.11. L’espace de Lefschetz finitaire engendré par l’espace de finitude relationnel
Nat (voir l’exemple II.2 page 46) est l’espace k(N) muni de la topologie de la co-dimension
finie. C’est le co-produit ⊕n∈Nk.
III.2.3 Limites
III.2.3.a Le cas général.
L’existence d’égaliseurs dans les espaces vectoriels topologiques se ramène à l’existence de
noyaux (car l’égaliseur de deux fonctions linéaires continues est le noyau de leur différence).
Dans la catégorie des espaces de Lefschetz, le noyau d’une fonction linéaire continue f est le
sous-espace ker(f) = f−1({0}) muni de la topologie induite.
Proposition III.34. [Bar76] La catégorie des espaces de Lefschetz est complète.
Démonstration. Elle admet les produits et les égaliseurs.
III.2.3.b Le cas finitaire.
On ne sait pas si la catégorie LinFin est complète.
Par exemple, on ne sait pas si les noyaux des fonctions linéaires continues sont des espaces
de Lefschetz finitaires. Le problème est en effet de construire une base de Schauder finitaire
adaptée à ce sous-espace muni de la topologie induite.
Le lemme suivant montre que l’on sait répondre dans un cas particulier : le noyau d’une
forme linéaire continue sur un espace de Lefschetz finitaire est un espace de Lefschetz finitaire.
Lemme III.35. Muni de la topologie induite, le noyau d’une forme linéaire continue sur un
espace de Lefschetz finitaire est un espace de Lefschetz finitaire.
Démonstration. Soit (E, φ,A) une carte d’un espace de Lefschetz finitaire.
Commençons par montrer que le noyau de toute forme linéaire continue sur EA est un
espace de Lefschetz finitaire.
Soit x′ : EA → k une forme linéaire continue sur EA.
Commençons par décomposer l’espace selon le support de x′. Posons V (|x′|) = {x ∈
EA ; |x| ∩ |x′| = ∅} et K (|x′|) = {x ∈ EA ; |x| ⊆ |x′|}. On vérifie facilement que ces deux
espaces sont des supplémentaires algébriques dans EA :
E = V (∣∣x′∣∣)⊕K (∣∣x′∣∣) .
Comme x′ est continue, son support |x′| est antifinitaire (voir la Proposition III.22 page 86),
donc V (|x′|) est un ouvert linéaire de E (voir la Proposition III.4 page 75). D’après le
Lemme III.40 page 101, V (|x′|) et K (|x′|) sont des supplémentaires topologiques.
On utilise cette décomposition pour trouver une base finitaire du noyau de x′. En effet,
V (|x′|) ⊆ ker(x′), donc on a la décomposition en supplémentaires
ker(x′) =
(V (∣∣x′∣∣)⊕K (∣∣x′∣∣)) ∩ ker(x′)
=
(V (∣∣x′∣∣) ∩ ker(x′))⊕ (K (∣∣x′∣∣) ∩ ker(x′))
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La famille (ea ; a /∈ |x′|) est une base de Schauder de V (|x′|). Il nous suffit donc de trouver
une base de Schauder pour K (|x′|) ∩ ker(x′).
Remarquons que pour tout a ∈ |x′|, 〈x′, ea〉 6= 0. Supposons que |x′| soit infini, le cas fini
se traite de façon similaire. Ordonnons |x′| = (en ; n ∈ N) et posons le changement de base
n = en − 〈x
′, en+1〉
〈x′, en〉 en+1.
Soit x ∈ K (|x′|) ∩ ker(x′). Il existe une décomposition x = ∑n∈N xnen. Comme K (|x′|) est
muni de la topologie discrète, la série est finie (voir la Proposition III.12 page 78). Il existe donc
n ∈ N tel que l’on ait x ∈ K (e1, . . . , en)∩ker(x′). Or (j)j<n est une famille libre de l’espace
K (e1, . . . , en) ∩ ker(x′) dont la dimension est n − 1, c’est donc une base de cet espace. On a
montré que x se décompose en une combinaison linéaire finie de (n ; n ∈ N). Cette dernière
est donc une base de l’espace discret K (|x′|) ∩ ker(x′).
Ainsi,Nat = (N,Pfin (N)) est une base finitaire de K (|x′|)∩ ker(x′) et le changement de
base
φ : ENat → K
(∣∣x′∣∣) ∩ ker(x′)
n 7→ en − 〈x
′, en+1〉
〈x′, en〉 en+1
est un homéomorphisme linéaire (ici c’est un isomorphisme algébrique puisque les topologies
de départ et d’arrivée sont discrètes).
Finalement, l’espace de finitude relationnel Z = (X\ |x′|) ⊕ Nat , engendre un espace de
Lefschetz finitaire linéairement homéomorphe au noyau de x′
Z
θ=id⊕φ−−−−−→ ker(x′).
Supposons à présent que x′ soit une forme linéaire continue sur E. La composée EA
φ−1−−→
E
x′−→ k est une forme linéaire continue sur EA. Son noyau K muni de la topologie induite par
EA est donc un espace de Lefschetz finitaire. Or, comme φ est un homéomorphisme linéaire,
kerx′ = φ(ker(x′ ◦ φ−1)) = φ(K)
est un espace de Lefschetz finitaire.
Proposition III.36. Étant donné un espace de Lefschetz finitaire E, l’intersection finie des
noyaux de formes linéaires continues sur E, muni de la topologie induite, est un espace de
Lefschetz finitaire.
Démonstration. Soit (x′n ; n ∈ N) une famille de formes linéaires continues. On procède par
récurrence sur n pour montrer que l’intersection des noyaux est un espace de Lefschetz finitaire.
Le cas initial a été traité dans le Lemme III.35 précédent. On suppose que F def= ∩k≤nker(x′k)
muni de la topologie induite est un espace de Lefschetz finitaire. L’inclusion ι : F ⊆ E est
donc continue. On applique le Lemme III.35 a la forme linéaire x′n+1 ◦ ι sur F . Muni de la
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topologie induite par F , son noyau est un espace de Lefschetz finitaire. Pour finir, on remarque
que
ker(x′n+1 ◦ ι) = kerx′n+1 ∩ F = ∩i≤n+1ker(x′i).
III.2.4 Co-limites
Afin d’étudier les co-limites, nous allons commencer par étudier les quotients qui nous
seront par ailleurs utiles dans la suite.
Soient E un espace de Lefschetz et H un sous espace vectoriel fermé de E. On note E/H
l’espace vectoriel quotient et piH : E → E/H la projection canonique. La topologie quotient
est quant à elle la topologie finale induite par la projection canonique sur le quotient.
Proposition III.37. [Köt79, §10.8] Pour tout sous-espace ferméH d’un espace de LefschetzE,
l’espace E/H muni de la topologie quotient est un espace de Lefschetz. Il admet pour système
fondamental linéaire la famille
piH(V ) = V/(H ∩ V )
pour V ouvert linéaire de E est un espace de Lefschetz.
Démonstration. On vérifie facilement que piH(V ) est un filtre d’ouverts de E.
De plus, U∗ est ouvert dans E/H si et seulement si pi−1H (U
∗) est ouvert dans E. Comme
E est un espace de Lefschetz, cela signifie qu’il existe V ouvert linéaire de E tel que tel que
V ⊆ pi−1H (U∗), i.e. piH(V ) ⊆ U∗. On en déduit que U∗ est ouvert dans E/H si et seulement si
il existe un ouvert linéaire de E tel que piH(V ) ⊆ U∗.
Montrons que E/H est séparée. Notons V l’ensemble des ouverts linéaires de E. Soit
x ∈ E tel que piH(x) ∈ ∩(piH(V ) ; V ∈ V). Pour tout V ∈ V , comme piH(x) ∈ piH(V ), on a
(x + V ) ∩H 6= ∅. On en déduit que x est un point adhérent à H qui est supposé fermé. Donc
x ∈ H et piH(x) = 0. On a donc montré
∩(piH(V ) ; V ∈ V) = {0}.
L’existence des quotients permet de construire les co-noyaux et d’en déduire que toutes les
co-limites existent dans les espaces de Lefschetz.
Proposition III.38. [Bar76] La catégorie des espaces de Lefschetz est co-complète.
Démonstration. Elle admet les co-produits et co-égaliseurs. L’existence des co-égaliseurs se
ramène à l’existence des co-noyaux. Dans la catégorie des espaces de Lefschetz, le co-noyau
d’une fonction linéaire continue f : E → F est l’espace F/ f(E) muni de la topologie quo-
tient.
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Propriétés des quotients. Terminons cette partie par des propriétés des espaces quotients
qui nous seront utiles par la suite.
Proposition III.39. [Köt79, §10.8] Soit H un sous-espace vectoriel fermé d’un espace de
Lefschetz E.
L’espace quotient E/H est discret si et seulement si H est ouvert dans E.
Démonstration. Si H est ouvert dans E, alors piH(H) = {0} est un ouvert de E/H qui est
donc discret. Réciproquement, si E/H est discret, alors il existe V ouvert linéaire de E tel que
piH(V ) = V/H = {0}. On en déduit que V ⊆ H , donc H est ouvert.
Remarque. Comme tout ouvert linéaire V est à la fois ouvert et fermé (voir Proposition III.7
page 77), l’espace quotient E/V est bien défini et discret, il admet donc une base de Schauder
d’après la Proposition III.13 page 79.
Rappelons que dans un espace vectoriel topologique, la notion de supplémentaire topo-
logique est plus forte que celle de supplémentaire algébrique car les projections sur chacune
des composantes doivent être continues. Le lemme suivant exhibe un cas où les deux notions
coïncident.
Lemme III.40. Dans un espace de Lefschetz, tout supplémentaire algébrique d’un ouvert li-
néaire est muni de la topologie discrète. C’est également un supplémentaire topologique de cet
ouvert.
Démonstration. Supposons E = V ⊕H avec V ouvert linéaire de E. Comme V ∩H = {0}
est un ouvert linéaire de H , ce dernier est muni de la topologie discrète. La projection piV est
continue car V est ouvert et pour tout ouvert linéaire W de E, W ∩ V ⊆ pi−1V (W ∩ V ). Quant
à la projection piH , elle est continue car V ⊆ pi−1H ({0}).
Proposition III.41. Soit E un espace de Lefschetz. Tout sous-espace ouvert V admet un sup-
plémentaire topologique dans E. Ce supplémentaire est discret et homéomorphe au quotient
E/V . On notera abusivement
E = V ⊕ E/V.
Démonstration. Il existe un supplémentaire algébrique H de V (construit en choisissant une
base de Hamel adaptée. D’après le Lemme III.40 page 101 ci-dessus, muni de la topologie
discrète, H est aussi un supplémentaire topologique de V .
On considère la restriction pi|H de la projection pi : E → E/V au sous espace H . Elle est
continue. Elle est ouverte, en effet toute partie de E/V est ouverte (ce dernier est muni de la
topologie discrète). Elle est surjective car pi est surjective et pi(V ⊕ H) = pi(H) = pi|H(H).
Elle est injective puisque ker(pi|H) = ker(pi)∩H = V ∩H = {0}. On a donc montré que pi|H
est un homéomorphisme entre le supplémentaire topologique H et E/V .
Remarque. Rappelons que dans les espaces vectoriels topologiques, donc dans les espaces de
Lefschetz, tout sous-espace vectoriel de dimension finie admet un supplémentaire topologique.
Tout espace de co-dimension topologique finie est de co-dimension algébrique finie. La
proposition suivante assure que pour les sous-espaces fermés, la réciproque est vraie. Ainsi,
dans ce cas les deux notions coïncident et les co-dimensions sont les mêmes.
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Proposition III.42. Soit E un espace de Lefschetz. Tout sous-espace fermé de co-dimension
algébrique finie est de co-dimension topologique finie.
Démonstration. Soit F un sous-espace vectoriel fermé de E qui admet un supplémentaire al-
gébrique D de dimension finie. Comme F est fermé et de co-dimension finie, il est ouvert (voir
Proposition III.7 page 77). D’où la décomposition en supplémentaires topologiquesE = F⊕D
d’après le Lemme III.40 page 101.
La Proposition qui suit est très importante pour l’étude de la réflexivité (voir le Para-
graphe III.3.1.d page 128). Intuitivement, les sous-espaces B et B′ seront des linéairement
bornés de E et de son dual E′ (voir la Définition III.16 page 115) et V et V ′ des ouverts
linéaires de E et de son dual E′ (respectivement).
Rappelons les Notations III.3 page 73 : pour tout sous-espace F d’un espace de Lefschetz
E et tout sous-espace F ′ de E′,
F⊥ = {x′ ∈ E′ ; ∀x ∈ F, 〈x′, x〉 = 0},
⊥
F ′ = {x ∈ E ; ∀x′ ∈ F ′, 〈x′, x〉 = 0}.
Proposition III.43. Soit E un espace de Lefschetz.
• Pour tous B et V sous-espaces vectoriels de E, si B/(B ∩ V ) est de dimension finie,
alors V ⊥/(V ⊥ ∩B⊥) est de dimension finie.
• Pour tous B′ et V ′ sous-espaces vectoriels de E′, si B′/(B′ ∩V ′) est de dimension finie,
alors ⊥V ′/(⊥V ′ ∩ ⊥B′) est de dimension finie.
Démonstration. Soient B et V sous-espaces vectoriels de E, tels que B/(B ∩ V ) soit de di-
mension finie notée d.
Soit (xi)i≤d une famille de vecteurs deB tels que la famille (xi)i≤d soit une base deB/(B∩
V ). Alors, pour tout x ∈ B, il existe y ∈ V et (λi)i≤d ∈ kd tels que x = y+λ1x1 +· · ·+λnxn.
Considérons l’application linéaire suivante
φ : V ⊥ → kd
x′ 7→ (〈x′, xi〉)i≤d.
Montrons que ker(φ) = V ⊥ ∩ B⊥. Soit x′ ∈ V ⊥ ∩ B⊥. Pour tout i ≤ d, xi ∈ B donc
〈x′, xi〉 = 0. On en déduit que φ(x′) = 0. Réciproquement soit x′ ∈ ker(φ). Pour tout x ∈ B,
il existe y ∈ V et (λi)i≤d ∈ kd tel que x = y + λ1x1 + · · · + λnxn. Or x′ ∈ V ⊥ et pour tout
i ≤ d, 〈x′, xi〉 = 0. On en déduit que 〈x′, x〉 = 0. On a donc montré que x′ ∈ B⊥.
À partir de φ, on peut donc à construire une injection
φ˜ : V ⊥/V ⊥ ∩B⊥ ↪→ kd.
On en déduit que la dimension de V ⊥/V ⊥ ∩B⊥ est finie.
Étant donné que les espaces que l’on considère ne sont pas réflexifs, on ne peut pas appli-
quer le premier point de la proposition pour en déduire le second. Par ailleurs, la preuve est en
tous points similaire et nous ne la traitons pas.
Le cas finitaire. Nous ne savons pas si les espaces de finitude sont stables par passage au
quotient.
102
III.3. Structure multiplicative
III.3 Structure multiplicative
Les espaces vectoriels topologiques ne forment pas en général une catégorie symétrique
monoïdale close. Toute la difficulté est de trouver un produit tensoriel adapté à l’espace des
fonctions. On retrouve ces difficultés dans les espaces de Lefschetz. Pourtant les espaces de
Lefschetz finitaires forment bien une catégorie monoïdale close. On peut alors chercher quelles
sont, parmi les propriétés des espaces de Lefschetz finitaires, celles qui en font un modèle de
MLL. L’une de ces propriétés est que les linéairement compacts, linéairement bornés fermés,
et les linéairement équicontinus fermés sont trois notions équivalentes dans les espaces de Lef-
schetz finitaires. De plus chacune de ces notions apporte une pierre à l’édifice de la réflexivité
(i.e. l’existence d’un homéomorphisme linéaire canonique entre un espace de Lefschetz et son
bi-dual topologique).
III.3.1 Espace de fonctions, dual et réflexivité
Dans les espaces de Lefschetz, la structure multiplicative la plus simple à décrire est celle
des espaces de fonctions. Le problème est de savoir quelle topologie choisir. Après avoir défini
le cadre nécessaire pour avoir un espace de fonctions qui est un espace de Lefschetz, nous
présentons différentes topologies de la convergence uniforme sur les linéairement compacts, les
linéairement bornés et les linéairement équicontinus. Ensuite, nous décrivons les topologies du
dual et étudions la réflexivité selon la topologie sur le dual. Enfin, nous donnons des exemples
et contre-exemples d’espaces réflexifs.
III.3.1.a Topologie de la convergence uniforme
Le cas général. Étant donnés deux espaces de Lefschetz E et F , on note Lc(E,F ) l’es-
pace des fonctions linéaires continues de E dans F . Cet espace peut être muni de différentes
topologies plus ou moins fines qui en font un espace de Lefschetz. Les topologies de la conver-
gence simple, uniforme sur les compacts, les bornés,. . . sont toutes définies par rapport à des
bornologies linéaires, analogue des bornologies7 dans les espaces de Lefschetz.
La définition suivante s’inspire de celle des topologies linéarisées (Définition III.1 page 71)
pour généraliser les bornologies au cadre des espaces de Lefschetz.
Définition III.12. Soit E un espace vectoriel. Soit B une bornologie sur E8. On dit que B est
une bornologie linéaire lorsqu’il existe une famille S de sous-espaces vectoriels de E telle
que
(BL1) S contient toutes les droites k · x avec x ∈ E,
(BL2) S est stable par somme finie, i.e. S, T ∈ S⇒ S + T ∈ S.
et tout borné de B ∈ B est contenu dans un borné linéaire S ∈ S.
7Sur l’espace des fonctions, la topologie de la convergence uniforme sur les compacts (qui sont bornés) se
généralise en une topologie de la convergence uniforme sur une bornologie [HN77]. Comme la famille des bornés,
une bornologie est une famille de parties stables par sous-ensemble, union et qui recouvre l’espace.
8Rappelons la Définition page 27, une bornologie surE est une famille de parties deE stable par sous-ensemble,
union finie et qui contient les singletons.
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De ces deux conditions découle le fait que S recouvre E, i.e. E ⊆ ∪S∈SS. En effet,
E ⊆ ∪x∈Ek · x et pour tout x ∈ E, la droite k · x est dans S. De plus, tous les espaces de
dimension finie sont dans S.
Proposition III.44. Soit E un espace vectoriel. Soit S une famille de sous-espaces vectoriels
de E vérifiant les Conditions (BL1) et (BL2). Soit B la famille des parties de E engendrée par
S et définie par :
B = {B ; ∃S ∈ S, B ⊆ S}.
Alors, B est une bornologie linéaire.
Exemple III.12 (Bornologie de la dimension finie). Soit E un espace de Lefschetz. La famille
D des espaces de dimension finie est une bornologie linéaire sur E.
Proposition III.45. Soit S une bornologie linéaire. L’espace des fonctions linéaires continues
Lc(E,F ) muni de la topologie τS, engendrée par le système fondamental linéaire
W(S, V ) = {f ∈ Lc(E,F ) ; f(S) ⊆ V }
avec S ∈ S et V ouvert linéaire de F , est un espace de Lefschetz. C’est la topologie de la
convergence uniforme sur la bornologie S.
Démonstration. La famille des W(S, V ) est un système fondamental (voir la Définition III.1
page 71) :
• ∀S, V ∈ VF , 0 ∈ W(S, V ) 6= ∅,
• ∀S, S′, W(S + S′, V ) ⊆ W(S, V ) ∩W(S′, V ).
Soit V un système fondamental de F . Soit f ∈ ∩ (W(S, V ) ; S ∈ S, V ∈ V). Montrons que
f = 0. D’après la Condition (BL1), pour tout x ∈ E, la droite k · x est dans S. Or f(k · x) ∈
∩{V ; V ∈ V} = {0}, donc f(x) = 0. On a donc montré la condition de séparation des
espaces de Lefschetz (voir (TL 2) de la Définition III.1 page 71).
En choisissant des bornologies différentes, on engendrera différentes topologies sur l’es-
pace des fonctions.
Exemple III.13 (Topologie faible). Soient E et F deux espaces de Lefschetz finitaires. La
topologie faible sur l’espace fonctionnel Lc(E,F ) est la topologie τD engendrée par la famille
D des sous-espaces de dimension finie de E.
Dual. Le dual topologique E′ d’un espace de Lefschetz E est l’espace Lc(E,k) des formes
linéaires continues sur E. Comme k est muni de la topologie discrète le système fondamental
est engendré par les annulateurs des éléments de la bornologie linéaire.
Proposition III.46. Soit S une bornologie linéaire. Le dual topologique E′ muni de la topolo-
gie τS, engendrée par le système fondamental linéaire
W(S) = {f ∈ E′ ; f(S) = 0}
avec S ∈ S, est un espace de Lefschetz.
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Démonstration. Comme k est discret, {0} forme à lui seul un système fondamental de k.
D’après la Proposition III.45 page 104, les ouverts linéaires fondamentaux sont de la forme
W(S, {0}) = {f ∈ Lc(E,k) ; f(S) ⊆ {0}} où S parcourt la bornologie S.
Notation III.13. On notera de façon équivalenteW(S), S⊥ ou encore annE′(S).
Exemple III.14 (Topologie faible). Soit E un espace de Lefschetz. On note ¬DE le dual topo-
logique E′ muni de la topologie faible.
L’espace ¬DE peut être considéré comme un sous-espace de kE .
On considère le plongement
¬DE ↪→ kE
x′ 7→ (〈x′, x〉)x∈E .
Rappelons que la topologie sur kE est engendrée par V ((xi)i≤n) = {(x∗) ∈ kE ; 〈x∗, xi〉 =
0} où (xi)i≤n ∈ En (voir l’Exemple III.6 page 94).
Soient D un sous-espace de dimension finie de E et (xi)i≤n une base de D.
D⊥ = (¬DE) ∩ V ((xi)i≤n)
On en déduit que ¬DE est muni de la topologie induite par la topologie produit sur kE .
Comme kE est muni de la topologie de la co-dimension finie, on en déduit que tout ouvert
faible est de co-dimension finie.
Le cas finitaire. Soit A = (|A| ,F (A)) un espace de finitude relationnel. Rappelons la
Notation III.5 page 74 : pour tout u ∈ F (A), K (u) = {x ∈ EA ; |x| ⊆ u}. De plus pour tout
K sous-espace vectoriel de EA, on note |K| = {a ∈ |A| ; ∃x ∈ K, xa 6= 0}.
Proposition III.47. Soit A = (|A| ,F (A)) un espace de finitude relationnel, la famille F =
(K ; |K| ∈ F (A)) est une bornologie linéaire, dite finitaire. De plus, pour tout u ∈ F (A), le
sous-espace K (u) est dans F.
Démonstration. On vérifie à la main les conditions de bornologies linéaires. Rappelons que
F (A) est stable par sous-ensemble (RF2) et par union finie (RF3) (voir le Fait II.2 page 45).
(BL1) Soit K un sous-espace de dimension finie dans EA. Soit (xi)i≤d une base de K. Pour
tout i ≤ d, |xi| ∈ F (A). Pour tout x ∈ K, il existe (λi)i≤d tel que x = λ1x1+. . . λkxk.
On a alors |x| ⊆ ∪i≤d |xi| qui est finitaire car inclus dans une union finie de partie
finitaire.
(BL2) ∀K,K ′ ∈ F, |K +K ′| = |K| ∪ |K|′ ∈ F (A).
Pour tout u ∈ F (A), le support de K (u) est u, d’où K (u) ∈ F.
Proposition III.48. Soient A = (|A| ,F (A)) et B = (|B| ,F (B)) deux espaces de finitude
relationnels. Muni de la topologie τF de la convergence uniforme sur la bornologie linéaire
finitaire F = (K ; |K| ∈ F (A)), l’espace de fonctions Lc(EA, EB) est un espace de Lefschetz
finitaire linéairement homéomorphe à EA(B .
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Démonstration. On va utiliser les constructions de la logique linéaire dans les espaces de fini-
tude relationnels. Rappelons qu’elles sont décrites à la Figure II.1 page 52.
L’application linéaire
φ : Lc(EA, EB) → EA(B
f 7→ (〈e′b, f(ea)〉)(a,b)∈|A|×|B|
est un isomorphisme d’après la Proposition III.16 page 81. Vérifions que c’est un homéomor-
phisme linéaire.
L’espace de fonctions Lc(EA, EB) admet pour système fondamental la famille des
W(K,V (v′)) = {f ∈ Lc(EA, EB) ; ∀x ∈ K, f(x) ∈ V (v′)}
=
{
f ∈ k|A|×|B| ; |x||A| ⊆ |K| , |f(x)||B| ∩ v′ = ∅
}
,
où |K| ∈ F (A) et v′ ∈ F (B)⊥.
L’espace EA(B admet pour système fondamental la famille des
V (w′)
A(B =
{
f ∈ k|A|×|B| ; |f | ∩ w′ = ∅
}
,
avec w′ ∈ F (A( B)⊥. Or F (A( B)⊥ = F (A⊗B⊥), donc w′ parcourt les parties de
|A| × |B| telles que la projection sur |A| est finitaire et la projection sur |B| est anti-finitaire,
i.e.
ΠA(w′) ∈ F (A) ΠB(w′) ∈ F (B)⊥ .
Pour tout K ∈ F et v′ ∈ F (B)⊥, φ(W(K,V (v′))) contient V (|K|) × V (v′), d’où
φ est ouverte. Réciproquement, pour tout w′ ∈ F (A( B)⊥, φ−1(V (w′)A(B) contient
W(K (ΠA(w′))EA ×V (ΠB(w′))B) (on utilise le fait que w′ ⊆ ΠA(w′)×ΠB(w′)). On déduit
que φ est continue.
Proposition III.49. Soit A = (|A| ,F (A)) un espace de finitude relationnel. Muni de la to-
pologie τF de la convergence uniforme sur la bornologie linéaire finitaire F = (K (u) ; u ∈
F (A)), le dual topologiqueE′A de l’espace de Lefschetz finitaireEA est un espace de Lefschetz
finitaire homéomorphe à EA⊥ .
Démonstration. D’après la Proposition III.22 page 86,
x′  // (〈x′, ea〉)a∈|A|
E′A
f
))
EA⊥
f−1
ii
x 7→∑a∈|A| x′axa (x′a)a∈|A|oo
sont deux fonctions linéaires inverses l’une de l’autre.
Montrons qu’elle sont continues. Soit u ∈ F (A). D’après la Proposition III.22 page 86,
f−1(V (u)A⊥) =W(K (u)A) donc f est continue.
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Soit K un sous-espace de EA tel que |K| ∈ F (A). On a
{(x′a)a∈|A| ;
∣∣(x′a)∣∣ ∩ |K| = ∅} = V (K)A⊥ ⊆ f(W(K)).
Donc f−1 est continue.
On en déduit que f est un homéomorphisme linéaire.
Exemple III.15 (Topologie faible et espace de finitude). Soit A un espace de finitude rela-
tionnel dont la structure finitaire est l’ensemble de toutes les parties, i.e. A = (|A| ,P (|A|)).
L’espace de Lefschetz EA est muni de la topologie faible. Réciproquement, si EA est muni de
la topologie faible, alors toute partie de |A| est finitaire.
En effet, les ouverts de EA sont les V (u′) pour u′ ∈ P (|A|)⊥ = Pfin (|A|) et V (u′)A est
homéomorphe à K (u′)⊥A⊥ . De plus, F (A) = P (|A|) si et seulement si F (A)⊥ = Pfin (|A|).
Soit u′ ∈ F (A)⊥, alors u′ est finie et K (u′)A⊥ = {x′ ∈ E′A ; |x′| ⊆ u′} est de dimension
finie, donc V (u′)A est un ouvert faible de EA.
Réciproquement, supposons que EA soit muni de la topologie faible. Alors, pour toute par-
tie anti-finitaire u′, le sous-espace V (u′)A est de co-dimension finie (voir l’Exemple III.14
ci-dessus). On en déduit que E/V (u′)A est de dimension finie (voir la Proposition III.43
page 102). Or K (u′)A⊥ est linéairement homéomorphe à ⊥V (u′)A, donc K (u′)A⊥ est de di-
mension finie. On en déduit que le cardinal de u′ est fini, puisque (ea)a∈u′ est une base de
Schauder de K (u′)A⊥ .
III.3.1.b Topologies de l’espace de fonctions.
Nous allons maintenant décrire les trois topologies qui nous intéressent sur les espaces
de fonctions dans les espaces de Lefschetz. Nous les classons par les bornologies qui les en-
gendrent : les linéairement compacts (Définition III.14 page 108), les linéairement bornés (Dé-
finition III.16 page 115) et les linéairement équicontinus (Définition III.17 page 120).
Chacune de ces topologies est intéressante en elle-même : la topologie de la convergence
uniforme sur les compacts est la topologie peut-être la plus connue dans les espaces vecto-
riels topologiques ; les linéairement bornologiques généralisent naturellement les parties des
espaces vectoriels topologiques comme nous les avons introduit dans l’Exemple I.5 page 27
du prélude ; enfin, la topologie équicontinue joue un rôle important dans la complétion (voir la
Proposition III.23 page 88).
Par ailleurs, chacune de ces trois topologies joue un rôle dans la réflexivité comme nous le
verrons au Paragraphe III.3.1.c.
Les trois bornologies sont liées. Nous verrons notamment que
• Tout linéairement compact est fermé et linéairement borné (Condition (LB8) de la Pro-
position III.62 page 115).
• Dans un espace de Lefschetz complet, un sous-espace est linéairement borné si et seule-
ment si sa fermeture est linéairement compacte (Proposition III.63 page 117).
• Tout linéairement équicontinu du dual topologique (muni de la convergence uniforme sur
les linéairement bornés) est linéairement borné (Proposition III.63 page 117).
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Nous verrons enfin que dans les espaces de Lefschetz engendrés par un espace de finitude, on
peut caractériser de façon très simple ces trois notions en termes de supports finitaires (Propo-
sitions III.68 page 121 et III.71 page 122).
Linéairement compacts. La compacité linéaire est définie en linéarisant la propriété d’in-
tersection des compacts, c’est-à-dire un ensemble est compact si et seulement si tout filtre de
fermés non vide est d’intersection non vide.
Définition III.14. Soit E un espace de Lefschetz. Un sous-espace affine K de E est dit linéai-
rement compact s’il vérifie l’une des conditions équivalentes suivantes :
1. Pour tout filtre F de sous espaces affines fermés, on a la propriété de l’intersection, i.e.
(∀F ∈ F , F ∩K 6= ∅)⇒ (K ∩ (∩F) 6= ∅) .
2. Tout réseau (xγ)γ∈Γ de K admet une valeur d’adhérence.
On note C la famille des linéairement compacts de E.
Remarque. • Dans les propositions qui suivent, les linéairement compacts désignent des
sous-espaces vectoriels linéairement compacts. Les sous-espaces affines linéairement
compacts sont des translatés de sous-espaces vectoriels linéairement compacts (leur di-
rection) et héritent de leurs propriétés.
• On parlera aussi d’espace linéairement compact lorsque l’espace tout entier vérifie la
propriété d’intersection finie linéarisée.
Remarque. Si k est un corps fini, un sous-espace est compact si et seulement s’il est fermé et
contenu dans un linéairement compact (cf [Bar76]).
Les linéairement compacts vérifient les propriétés usuelles des compacts et d’autres pro-
priétés plus exotiques.
Proposition III.50. [Köt79, §10.9]
(LC1) Le corps k muni de la topologie discrète est linéairement compact.
(LC2) Tout sous-espace fermé d’un linéairement compact est linéairement compact.
(LC3) Tout linéairement compact d’un espace de Lefschetz est fermé.
Démonstration. Soient K un linéairement compact et x /∈ K. Supposons que K ne
soit pas fermé, i.e. pour tout V ∈ V , x + V ∩ K 6= ∅. Comme K est linéairement
compact, et que tout élément de V est à la fois ouvert et fermé, ∩(x + V ) ∩ K 6= ∅.
Or {x} = ∩(x + V ), donc x ∈ K ce qui est contraire à l’hypothèse initiale. Il existe
donc V ∈ V tel que x + V ∩K = ∅, et on a prouvé que le complémentaire de K est
ouvert.
(LC4) L’image d’un linéairement compact par une application linéaire continue est linéaire-
ment compacte.
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Démonstration. Soit E un espace de Lefschetz. On note V la famille des ouverts li-
néaires de E. Soient K un sous espace affine linéairement compact,
s : E → F une application linéaire continue et FF un filtre de sous espaces affines de
F qui rencontrent tous s(K).
Soient G, H ∈ FF . Montrons que (s−1(G) ; G ∈ FF ) est une base de filtre :
• G ∩ s(K) 6= ∅, donc s−1(G) 6= ∅,
• s−1(G) ∩ s−1(H) ⊆ s−1(G ∩H).
De plus, cette base de filtre rencontre K. En effet, il existe y ∈ G ∩ s(K) 6= ∅, donc
il existe x ∈ K tel que s(x) = y ∈ G d’où x ∈ s−1(G) ∩ K 6= ∅. Comme K est
linéairement compact, il existe x ∈ (∩s−1(G)) ∩ K, c’est-à-dire que s(x) ∈ (∩G) ∩
s(K). Le sous espace affine s(K) est donc linéairement compact.
(LC5) Le quotient d’un linéairement compact par un sous-espace fermé est linéairement com-
pact.
Démonstration. En effet, le quotient est l’image par la projection, qui est continue, du
linéairement compact de départ.
(LC6) Un linéairement compact discret est de dimension finie.
Démonstration. Montrons qu’un espace discret E de dimension infinie ne peut être
linéairement compact.
Soit (xn)n∈N une famille libre infinie de E. Comme E est discret,
∑
n∈N xn)n∈N n’est
pas bien définie. En effet, d’après la Proposition III.12 page 78, les seules suites qui
convergent sont stationnaires, ce qui n’est pas le cas de la suite des sommes partielles
des xn.
Pour tout N ⊆ N fini, on note FN = 〈xj ; j ≥ N〉. Les sous-espaces affines fermés
(
∑
n≤N xn + FN ; n ∈ N) rencontrent tous E et forment un filtre. Or leur intersection
est vide.
(LC7) Les sous-espaces ouverts d’un linéairement compact sont de codimension finie.
Démonstration. Soit V un ouvert linéaire d’un linéairement compact K. D’après la
Proposition III.39 page 101, V est ouvert, donc le quotient K/V est discret. De plus, V
est fermé (voir la Proposition III.7 page 77), donc le quotient est linéairement compact.
On en déduit (Condition (LC6)) que K/V est de dimension finie. Or K = V ⊕K/V ,
donc V est de codimension finie.
La propriété suivante est une généralisation du théorème de Tychonov à la topologie linéa-
risée. Ce dernier assure qu’un produit quelconque de compacts est compact.
Proposition III.51. [Lef42] Le produit quelconque de sous espaces vectoriels linéairement
compacts est linéairement compact.
Une conséquence immédiate de ce théorème concerne les espaces de dimension finie.
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Proposition III.52. Tout espace de Lefschetz de dimension finie est linéairement compact.
En particulier, pour tout x ∈ E, k · x est linéairement compact.
Proposition III.53. Soient E un espace de Lefschetz, K1 et K2 deux sous espaces vectoriels
linéairement compacts. La somme K1 +K2 est linéairement compacte.
Démonstration. Dans un espace de Lefschetz, la somme directe topologique de deux sous es-
paces est isomorphe au produit cartésien de ceux-ci muni de la topologie produit. On peut
donc appliquer le théorème de Tychonov de la façon suivante. On construit le produit carté-
sien K1 × K2, par Tychonov (Proposition III.51 ci-dessus), c’est un espace vectoriel linéai-
rement compact. Soit f : K1 × K2 → K1 + K2 la fonction linéaire continue définie par
∀xi ∈ Ki, f(x1, x2) = x1+x2. D’après la Proposition III.50(LC 4) page 108, l’imageK1+K2
du linéairement compact K1 ×K2 est linéairement compacte.
Si la somme de deux linéairement compacts est linéairement compacte, la somme de deux
sous espaces vectoriels fermés d’un espace de Lefschetz n’est pas toujours fermée.
Contre-Exemple III.16. On considère E = k(N) l’espace des suites nulles presque partout et
à coefficients dans k muni de la topologie discrète et F = kN l’espace des suites quelconques
muni de la topologie produit. L’espace vectoriel E × F est muni de la topologie produit, qui
admet pour système fondamental en 0 le filtre des ensembles VJ = {0}× {(xi) ; ∀i ∈ J, xi =
0} où J est finie.
Les sous-espaces A = E × {0} et B = {(x, x) ; x ∈ E} de E × F sont fermés.
En effet, soit (x, y) /∈ A. Comme y 6= 0, il existe un voisinage linéaire de 0 dans F tel que
0 /∈ y+V , donc [E×(y+V )]∩A = ∅ etA est fermé. Soit (x, y) /∈ B. Alors x 6= y et il existe V
voisinage linéaire de 0 dans F tel que (x+V )∩(y+V ) = ∅. DoncB∩ [(x+V )×(y+V )] = ∅
et B est fermé.
Mais A+B = E × E et n’est pas fermé dans E × F .
On considère les suites (0) et (1) dont toutes les composantes sont égales respectivement à
0 et à 1. Alors, ((0), (1)) /∈ A+ B et pour tout J fini, [((0), (1)) + VJ ] ∩ A+ B 6= ∅ puisque
(1)J la suite dont toutes les composantes sont égales à 1 sauf celles indexées par J qui sont
nulles vérifie (1)J ∈ VJ et (1)− (1)J ∈ E.
L’espace des fonctions peut-être muni de la topologie de la convergence uniforme (voir
la Proposition III.45 page 104) sur la bornologie des linéairement compacts (voir la Défini-
tion III.12 page 103).
Lemme III.54. Soit E un espace de Lefschetz. La famille τC des linéairement compacts sur E
forme une bornologie linéaire.
Démonstration. Tout sous-espace de dimension finie est linéairement compact. De plus,
d’après la Proposition III.53 page 110, C est stable par somme. La famille C est donc une
bornologie linéaire.
Proposition III.55. [Bar76] Soient E et F deux espaces de Lefschetz. L’espace fonctionnel
Lc(E,F ) est un espace de Lefschetz lorsqu’il est muni de la topologie de la convergence uni-
forme τC sur les linéairement compacts engendrée par la bornologie linéaire C. Il admet pour
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système fondamental linéaire la famille
W(K,V ) = {f ∈ Lc(E,F ) ; f(K) ⊆ V }
où K est linéairement compact dans E et V est un ouvert linéaire de F .
Démonstration. C’est une application directe de la Proposition III.45 page 104.
La proposition qui suit nous permet de mieux comprendre la structure des linéairement
compacts. Elle nous permettra notamment d’exhiber le Contre-exemple III.18 page 126 à la
réflexivité par rapport à la topologie de la convergence uniforme sur les linéairement compacts.
Nous donnons une version simplifiée de la démonstration originale de Lefschetz.
Proposition III.56. [Lef42] Tout espace de Lefschetz linéairement compact est linéairement
homéomorphe à un produit d’espaces vectoriels de dimension 1.
Démonstration. Soient K un sous espace vectoriel linéairement compact de E, (K ′, τC) son
dual et B = (e′i ; i ∈ I) une base de Hamel de K ′. Comme K est linéairement compact, K ′ est
discret et (e′i)i∈I est une base de Schauder.
On considère l’application linéaire à valeurs dans kI muni de la topologie produit.
φ : K → kI
x 7→ (〈e′i, x〉)i∈I .
Nous allons montrer que φ est un homéomorphisme linéaire
L’application linéaire φ est injective. En effet, d’après la Proposition III.18 page 84 de
séparation fonctionnelle, si x 6= 0, alors il existe x′ tel que 〈x′, x〉 6= 0. Ainsi, il existe i ∈ I tel
que 〈e′i, x〉 6= 0.
Elle est surjective. En effet, soit (λi)i∈I ∈ kI . On va utiliser le fait que K est linéairement
compact pour montrer l’existence d’un antécédent de (λi)i∈I par φ. On considère la famille
décroissante de sous espaces affines de K définie par :
Gn = {x ∈ K | ∀i ≤ n, 〈e′i, x〉 = λi}.
Pour tout n, Gn est fermé comme intersection d’images réciproques d’un fermé par une forme
linéaire continue.
D’après la Proposition III.21 page 85, pour tout n, il existe une famille duale (ei)i∈{1,...,n}
telle que ∀i, j ≤ n, 〈e′i, ej〉 = δi,j . On pose xn =
∑
i≤n λi · ei et on obtient xn ∈ Gn et
Gn 6= ∅.
(Gn)n∈N est donc un filtre de sous-espaces affines fermés non vides du linéairement com-
pact K. Par conséquent, ∩n∈NGn 6= ∅. On choisit x ∈ ∩n∈NGn, alors ∀i ∈ I , 〈e′i, x〉 = λi,
d’où φ(x) = (λi)i∈I .
De plus, φ est continue car pour tout V ouvert linéaire de kI , il existe J ⊆ I fini tel que
V (J) = {x ∈ kI ; ∀j ∈ J, xj 6= 0} ⊆ V (voir la Définition III.27 page 94). L’image
réciproque d’un ouvert V (J) est ∩i∈Jker(e′i), qui est donc ouverte comme intersection finie
d’ouverts.
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Montrons pour finir que l’application φ est ouverte. Soit V un ouvert linéaire deK. Comme
K est linéairement compact, V est de codimension finie (LC7). Son image par l’isomorphisme
φ est donc de co-dimension finie. De plus V est un sous-espace fermé de K, donc linéairement
compact (LC2). Son image par φ est linéairement compacte (LC4) donc fermée. Or les sous-
espaces vectoriels fermés de co-dimension finie sont aussi ouverts (voir la Proposition III.7
page 77).
Rappelons que pour tout espace de Lefschetz E, l’espace de Lefschetz (E′, τC) est le dual
topologique de E muni de la topologie de la convergence uniforme sur les linéairement com-
pacts.
Nous allons montrer que l’on peut séparer une forme linéaire continue sur un espace de
Lefschetz d’un sous-espace fermé du dual muni de la topologie de la convergence uniforme sur
les linéairement compacts.
Pour cela, nous allons avoir besoin d’un lemme intermédiaire et de notations.
Notation III.15. Soit E un espace vectoriel. Pour toute partie F de E, on note aff F le sous-
espace affine engendré par F et aff F sa fermeture affine.
Lemme III.57. Soit E un espace de Lefschetz.
Pour tout J ′ ⊆ E′ fini, si 0 /∈ aff (J ′), alors il existe x ∈ E tel que ∀x′ ∈ J ′, 〈x′, x〉 = 1.
Démonstration. Soit (x′i ; i ≤ n) une famille libre maximale de J ′. On va montrer que
aff (J ′) = aff (x′i ; i ≤ n). Soit x′ ∈ J ′. Il existe une famille de scalaires (λi ; i ≤ n) telle que
x′ =
∑
i≤n λix
′
i. Comme 0 /∈ aff (J ′), il n’existe pas de famille de coefficients (µi ; i ≤ n)
telle que
(1−
∑
i≤n
µi)x′ +
∑
i≤n
µix
′
i = 0.
En remplaçant dans cette équation x′ par sa valeur
∑
i≤n λix
′
i, on obtient
∑
i≤n
(1−∑
j≤n
µj)λi + µi
x′i = 0.
Comme (x′i ; i ≤ n) est une famille libre, on obtient un un système de n équations en les n
inconnues µj . Le déterminant de ce système est
(−1)n−1(1−
∑
i≤n
λi).
Le système n’ayant pas de solution, son déterminant est nul, d’où
∑
i≤n λi = 1. On peut donc
conclure que x′ ∈ aff (x′i ; i ≤ n). On a montré que J ′ ⊆ aff (x′i ; i ≤ n). Or pour tout i ≤ n,
x′i ∈ J ′, donc aff (J ′) = aff (x′i ; i ≤ n). D’après la Proposition III.20 page 85, il existe x ∈ E
tel que pour tout i ≤ n, 〈x′i, x〉 = 1. On en déduit que
∀x′ ∈ J ′, 〈x′, x〉 = 1.
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Proposition III.58 (Séparation dans (E′, τC)). Soit E un espace de Lefschetz. Pour tout fermé
F ′ de (E′, τC), pour tout x′ /∈ F ′, il existe x ∈ E tel que x ∈ ⊥F ′ et 〈x′, x〉 = 1. De plus, pour
tout sous-espace G′ de E′, l’annulateur du noyau de G′ est l’adhérence de G′, i.e.(⊥
G′
)⊥
= G′.
La Proposition III.18 page 84 qui montre la proposition duale (selon laquelle tout vecteur
non nul de E peut être séparé d’un sous-espace fermé qui ne le contient pas) ne s’applique pas
car elle assure l’existence d’un «séparateur» dans E′′ et non dans E.
Démonstration. Soient F ′ fermé et x′ ∈ E′.
Posons G′ = x′ + F ′. Comme G′ est fermé et 0 /∈ G′, il existe un ouvert linéaire U
de E′ tel que U ∩ G′ = ∅. Par la définition de τC, il existe K linéairement compact tel que
U ⊃ K⊥ = {x′ ∈ E′ | x′|K = 0}.
On va montrer l’existence de x ∈ K tel que ∀x′ ∈ G′, 〈x′, x〉 = 1. Pour cela on va utiliser
la compacité linéaire de K et se ramener à des ensembles finis. Soit J ′ ⊆ G′ fini. On pose
GJ ′ = {x ∈ E | ∀x′ ∈ J ′, 〈x′, x〉 = 1}.
Montrons que GJ ′ ∩ K 6= ∅. Comme G′ ∩ K⊥ = ∅ et aff (J ′) ⊆ G′, pour tout x′ ∈ J ′,
pour toutes familles (λi)i≤n dans k et (x′i)i≤n dans J
′, (
∑
i≤n λix
′
i)|K 6= 0. On a donc 0 /∈
aff {x′|K | x′ ∈ J ′}. Par le lemme précédent, il existe x ∈ K tel que ∀x′ ∈ J ′, 〈x′, x〉 = 1,
d’où x ∈ GJ ′ ∩K.
La famille des GJ ′ forme un filtre de sous-espaces affines fermés qui rencontrent tous K.
Par compacité linéaire de K,
K ∩
 ∩
J′⊆G′
fini
GJ ′ 6= ∅
 .
Il existe donc x ∈ K tel que ∀y′ ∈ G′, 〈y′, x〉 = 1. OrG′ = x′+F ′. En particulier, x′ ∈ G′
donc 〈x′, x〉 = 1. On en déduit que ∀y′ ∈ F ′, 〈y′, x〉 = 0.
Remarquons queG′ ⊆ (⊥G′)⊥. Comme (⊥G′)⊥ est fermé,G′ ⊆ (⊥G′)⊥. Par contraposée,
soit x′ /∈ G′. Il existe donc x ∈ E tel que 〈x′, x〉 = 1 et ∀y′ ∈ G′, 〈y′, x〉 = 0. On en déduit
que x′ /∈ (⊥G′)⊥.
La Proposition suivante montre que tous les sous-espaces équicontinus (c’est-à-dire inclus
dans l’annulateur d’un ouvert linéaire) sont linéairement compacts dans le dual topologique
muni de la topologie de la convergence uniforme sur les linéairement compacts.
Proposition III.59. Pour tout ouvert linéaire V d’un espace de Lefschetz E, V ⊥ est linéaire-
ment compact dans (E′, τC).
Démonstration. Posons K ′ = V ⊥. Remarquons que
x′ ∈ K ′ = V ⊥ ⇐⇒ ∀x ∈ V, 〈x′, x〉 = 0 ⇐⇒ V ⊆ kerx′
Soit F ′ un filtre de sous-espaces affines fermés de E′ tel que pour tout F ′ ∈ F ′, F ′∩V ⊥ 6=
∅. Il existe donc x′F ∈ F ′ tel que x′ ∈ V ⊥ donc V ⊆ ker(x′F ).
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Pour tout F ′ ∈ F ′, choisissons x′F ′ ∈ F ′ et notons dir (F ′) sa direction. C’est un sous-
espace vectoriel fermé de (E′, τC) tel que si x′F ′ ∈ F ′, alors F ′ = x′F ′ + dir (F ′). Remarquons
que
x′ ∈ F ′ ⇐⇒ ∃d′ ∈ dir (F ′) ; x′ = x′F ′ + d′
⇐⇒ ∀x ∈ ⊥dir (F ′), 〈x′, x〉 = 〈x′F ′ , x〉. (III.3)
Posons D = ∪F ′∈F ′⊥dir (F ′) (c’est un sous-espace vectoriel de E car l’union est filtrante).
Nous allons définir x′ sur D tel que pour tout F ′ ∈ F ′, x′ ∈ F ′ et V ⊆ ker(x′). Ensuite nous
allons prolonger x′ à E et montrer que ce prolongement est dans K ′.
Soit x ∈ D. Il existe F ′ ∈ F ′ tel que x ∈ ⊥dir (F ′), on pose 〈x′, x〉 = 〈x′F ′ , x〉.
Montrons que x′ est définie indépendamment du choix de F ′. Comme F ′ est un filtre, pour
tous F ′1, F ′2 ∈ F ′, l’intersection G′ def= F ′1 ∩ F ′2 est dans F ′. D’après l’Équivalence (III.3),
∀x ∈ ⊥dirF ′1, 〈x′G′ , x〉 = 〈x′F ′1 , x〉 et ∀x ∈
⊥dirF ′2, 〈x′G′ , x〉 = 〈x′F ′2 , x〉. On en déduit que si
x ∈ ⊥dirF ′1 ∩ ⊥dir F ′2 , alors 〈x′F ′1 , x〉 = 〈x
′
F ′2
, x〉.
On vérifie que x′ est linéaire en remarquant que D est un sous-espace vectoriel, donc pour
tous x, y ∈ D, il existe F ′ ∈ F ′ tel que x, y et x+ y ∈ dirF ′. On utilise ensuite la linéarité de
xF ′ .
Montrons que x′ est continue. D’après la définition de x′, pour tout F ′ ∈ F ′ et pour tout
x ∈ ⊥dir (F ′), 〈x′F ′ , x〉 = 〈x′, x〉. Or x′F ′ ∈ K ′, d’où V ⊆ ker(x′F ′) et V ∩⊥dir (F ′) ⊆ ker(x′).
On en déduit que V ∩D ⊆ ker(x′). Donc x′ est linéaire continue sur V .
On conclut d’après le Théorème III.1 de Hahn-Banach page 83 : il existe un prolongement
y′ ∈ E′ de x′ à E tel que V ⊆ ker(y′). On en déduit que y′ ∈ K ′. De plus, pour tout
F ′ ∈ F ′ et pour tout x ∈ ⊥dir (F ′), on a 〈y′, x〉 = 〈x′, x〉 = 〈x′F ′ , x〉, donc y′ ∈ F ′ d’après
l’Équivalence III.3. On déduit alors que K ′ ∩ (∩F ′) 6= ∅. On a bien montré que K ′ = V ⊥ est
linéairement compact.
Remarque. Dans [Bar76], Barr donne une autre démonstration de cette proposition. Celle-ci
repose sur les propriétés des quotients et sur l’adjonction entre espaces discrets et espaces li-
néairement compacts qui est décrite à la Proposition III.60 page 114 ci-dessous.
Proposition III.60. [Bar76] Soit E un espace de Lefschetz. Si E est linéairement compact,
alors (E′, τC) est discret. D’autre part, siE est discret, alors (E′, τD) est linéairement compact.
Démonstration. En effet, ann (E) = {0} est un élément du système fondamental de (E′, τC).
Si E est discret, alors (E′, τD) est linéairement homéomorphe à l’espace E∗ de toutes les
formes linéaires qui est un sous-espace fermé du produit kE qui est un espace linéairement
compact d’après la Proposition III.51 page 109.
Linéairement bornés. Une partie d’un espace vectoriel topologique est bornée lorsqu’elle
est absorbée par tout ouvert. Intuitivement, un sous-espace vectoriel d’un espace de Lefschetz
est linéairement borné lorsque les éléments de B qui ne sont pas dans V forment un espace de
dimension finie.
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Définition III.16. Un sous-espace vectorielB d’un espace de LefschetzE est dit linéairement
borné lorsque pour tout ouvert linéaire V de E, la codimension de l’intersection B ∩ V dans
B est finie, i.e.
∀V ⊆ E ouvert linéaire, B/B ∩ V de dimension finie. (III.4)
Une partie V absorbe linéairement une partie B, si B/B ∩ V est de dimension finie. On note
B la famille des linéairement bornés de E.
Proposition III.61. Soit E un espace de Lefschetz. Un sous-espaces vectoriel B est linéaire-
ment borné si et seulement si
∀V ⊆ E ouvert linéaire, (B + V )/V de dimension finie. (III.5)
Démonstration. Il suffit de montrer qu’il existe un isomorphisme entreB/B∩V et (B+V )∩V
pour en déduire que la dimension de B/B ∩ V est finie si et seulement si la dimension de
(B+V )∩V est finie. Soit φ la surjection composée de l’injection et de la projection suivantes
φ : B ↪→ (B + V ) (B + V )/V.
Le noyau de φ est kerφ = {x ∈ B ; φ(x) = 0} = B ∩ V . On obtient donc l’isomorphisme
φ : B/B ∩ V ∼→ (B + V )/V,
par propriété universelle du quotient.
On dira aussi que B est un espace de Lefschetz linéairement borné lorsque tout ouvert
linéaire V est de co-dimension finie dans B, i.e. B/V est de dimension finie.
La propriété des linéairement bornés généralise la propriété d’intersection finie dans les
espaces de finitude.
Exemple III.17. SoitA = (|A| ,F (A)) un espace de finitude relationnel. Pour tous u ∈ F (A)
et u′ ∈ F (A)⊥, la partie u0 = u ∩ u′ est finie, or
K (u) ∩ V (u′) = {x ∈ EA ; |x| ⊆ u, |x| ∩ u′ = ∅}
= {x ∈ EA ; |x| ⊆ u\u ∩ u′}
= {x ∈ EA ; |x| ⊆ u\u ∩ u0}.
On en déduit que K (u) /(K (u) ∩ V (u′)) est de dimension finie égale au cardinal de u0.
Les espaces linéairement bornés vérifient les propriétés usuelles des bornés et d’autres plus
exotiques.
Proposition III.62. [Köt79, §13] Soit E un espace de Lefschetz.
(LB1) Un sous-espace d’un linéairement borné est linéairement borné.
Démonstration. Si B ⊆ B′ alors pour tout ouvert linéaire V , B + V ⊆ B′ + V et
(B + V )/V ⊆ (B′ + V )/V . On utilise pour conclure la caractérisation (III.5) de la
Définition III.16 page 115.
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(LB2) Une intersection quelconque de linéairement bornés est linéairement bornée.
Démonstration. C’est un corollaire direct de la Propriété (LB1) précédente.
(LB3) Une somme finie de linéairement bornés est linéairement bornée.
Démonstration. On vérifie facilement que pour tous sous-espaces B, B′ et V d’un es-
pace de Lefschetz E,
(B +B′ + V )/V = (B + V )/V + (B′ + V )/V,
où les deux parties de l’égalité sont vues comme des sous-espaces de E/V . On conclut
d’après la caractérisation (III.5) de la Définition III.16 page 115.
(LB4) L’adhérence d’un linéairement borné est linéairement bornée.
Démonstration. Soient B et V deux sous-espaces d’un espace de Lefschetz E. En uti-
lisant la définition de l’adhérence, on vérifie facilement l’inégalité
B + V ⊆ B + V ⊆ B + V
Par ailleurs, si V est un ouvert linéaire de E, B + V est fermé. En effet, si x /∈ B + V ,
alors (x+V )∩ (B+V ) = ∅, le complémentaire de B+V est donc ouvert et B + V =
B + V . On en déduit que
B + V = B + V.
On conclut en utilisant la caractérisation (III.5) de la Définition III.16 page 115.
(LB5) Soit E un espace de Lefschetz. Si B est linéairement borné dans E, alors B est linéai-
rement borné dans E˜, le complété de E.
Démonstration. Rappelons la Proposition III.23 page 88. La topologie de E˜ est engen-
drée par le système fondamental annE′∗(annE′(V )) ⊆ V ∗ où V est un ouvert linéaire
de E. De plus, E est linéairement homéomorphe à un sous-espace dense de E˜ via l’ap-
plication linéaire ev
E ↪→ E˜
x 7→ x′ 7→ 〈x′, x〉.
Par abus de notation, on considère que E est un sous-espace de E˜. Ainsi, dire que B est
linéairement borné dans E˜ signifie que ev(B) est linéairement borné dans E˜.
Soit B un linéairement borné de E. Soit V un ouvert linéaire de E. Comme B ⊆ E, on
a ev(B) ∩ annE′∗(annE′(V )) = ev(B ∩ V ). On en déduit que
ev(B)/(ev(B) ∩ annE′∗(annE′(V ))) = ev(B/(B ∩ V )).
Or B est linéairement borné et V un ouvert linéaire de E. On en déduit que B/(B ∩
V ) est de dimension finie. Comme sur ev est un isomorphisme entre E et son image,
ev(B)/(ev(B) ∩ annE′∗(annE′(V ))) est aussi de dimension finie. On en déduit que
ev(B) est linéairement bornée.
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(LB6) L’image par une fonction linéaire continue d’un linéairement borné est linéairement
bornée.
Démonstration. Soient f : E → F une fonction linéaire continue entre deux espaces
de Lefschetz, B un linéairement borné de E et V un ouvert linéaire de F . Notons U
le ouvert linéaire f−1(V ) de E (f est continue). Comme f est linéaire continue, la
composée
g : B + U
f−→ f(B) + V  (f(B) + V )/V,
est linéaire continue. De plus g est surjective et son noyau vérifie U ⊆ ker(g). On en
déduit que
g˜ : (B + U)/U  (f(B) + V )/V
est bien définie et surjective. Comme (B + U)/U est de dimension finie, il en est de
même pour (f(B) + V )/V . On conclut d’après la caractérisation (III.5) de la Défini-
tion III.16 page 115.
(LB7) Tout espace de dimension finie est linéairement borné.
Démonstration. En effet, si B est de dimension finie, alors B/B ∩ V est aussi de di-
mension finie.
(LB8) Tout linéairement compact est linéairement borné.
Démonstration. Soient E un espace de Lefschetz et K un sous-espace linéairement
compact dans E. Pour tout ouvert linéaire V de E, V ∩K est un ouvert linéaire de K.
D’après la Proposition III.39 page 101, K/(K ∩ V ) est discret. Comme la projection
K → K/(K ∩ V ) est continue, K/(K ∩ V ) est linéairement compact (voir la Propo-
sition 4 page 108). Or tout espace de Lefschetz linéairement compact et discret est de
dimension finie d’après la Proposition 6 page 109.
(LB9) Dans un espace de Lefschetz discret, les linéairement bornés sont les espaces de dimen-
sion finie.
Démonstration. Soit B un linéairement borné d’un espace de Lefschetz discret E.
Comme {0} est un ouvert linéaire, B/{0} = B est de dimension finie.
Proposition III.63. [Köt79, §13.3] Dans un espace de Lefschetz complet, un sous-espace fermé
est linéairement borné si et seulement s’il est linéairement compact.
Démonstration. Il suffit de montrer le sens direct puisque la réciproque est la juxtaposition des
propriétés (LB8) de la Proposition III.62 page 115 ci-dessus et (LC3) de la Proposition III.50
page 108.
Soit B un linéairement borné fermé d’un espace complet. Alors, muni de la topologie in-
duite, B est complet et pour tout ouvert linéaire V de B, B/V est de dimension finie.
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Nous allons montrer que B est linéairement homéomorphe à un sous-espace fermé de l’es-
pace produit kB
′
, B
′∗. Or kB′ est linéairement compact comme produit de linéairement com-
pacts (voir la Proposition III.51 page 109). On en déduira que B est linéairement compact.
Commençons par montrer que l’application linéaire
φ : B → kB′
x 7→ (〈x′, x〉)x′∈B′
est injective et continue.
Elle est injective car, d’après la Proposition III.18 page 84, si x 6= 0 alors il existe x′ ∈ B′
tel que 〈x′, x〉 6= 0.
Rappelons la Proposition III.27 page 94, V ∗ est un ouvert de kB′ si et seulement s’il existe
(x′i ; i ≤ d) une famille finie de formes linéaires sur B′ telle que
V(x′i ; i ≤ d) =
{
(y∗x′)x′∈B′ ; ∀i ≤ d, y∗x′i = 0
}
⊆ V ∗.
Montrons que φ est continue.
Soit V ∗ un ouvert de kB′ . Il existe (x′i ; i ≤ d) une famille finie de formes linéaires sur B′
telle que
V(x′i ; i ≤ d) ⊆ V ∗.
Soit D′ le sous-espace vectoriel de dimension finie de B′, engendré par la famille (x′i)i≤d. Le
sous-espace ⊥D′ de B est ouvert car il est égal à l’intersection (finie) des noyaux des x′i pour
i ≤ d. Or
φ−1(D′) = φ−1(φ(B) ∩ V(x′i ; i ≤ d)).
On en déduit que φ est continue.
Montrons que lorsque l’on restreint le co-domaine de φ à φ(B), φ est ouverte.
Soit V un ouvert linéaire de B. Comme B/V est de dimension finie, on a que V ⊥/(B⊥ ∩
V ⊥) est de dimension finie d’après la Proposition III.43 page 102. Or
B⊥ = {x′ ∈ B′ ; ∀x ∈ B, 〈x′, x〉 = 0} = {0}
donc V ⊥ est aussi de dimension finie. On note x′1, . . . , x′d une base de V
⊥.
On vérifie facilement que
φ(V ) = φ(B) ∩ V(x′i ; i ≤ d).
On en déduit que φ(V ) est un ouvert dans φ(B).
On a donc montré que B est linéairement homéomorphe à φ(B). Il nous reste à montrer
que φ(B) est linéairement compact. Pour cela, nous allons montrer que φ(B) est fermé dans
kB
′
.
Soit y ∈ φ(B). On va construire y∗ dans le complété B˜ de B (voir la Proposition III.23
page 88). Comme B est complet, on en déduira que y∗ dans B et on vérifiera que φ(y∗) = y.
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Comme y ∈ φ(B), pour tous x′1, . . . , x′n ∈ B′, (y + V(x′i ; i ≤ d)) ∩ φ(B) 6= ∅.
Pour tout x′ ∈ B′, on pose 〈y∗, x′〉 = yx′ .
Montrons que y∗ est linéaire. Soient x′1, x′2 ∈ B′ et λ ∈ k. Comme (y + V(x′i ; i ≤
d)) ∩ φ(B) 6= ∅, il existe x ∈ B tel que y − φ(x) ∈ V(x′1, x′2, x′1 + λx′2). Comme pour tout
z ∈ V(x′1, x′2, x′1 + λx′2), zx′1 = 0, zx′2 = 0 et zx′1+λx′2 = 0, on a yx′1 = 〈x′1, x〉 = 〈y∗, x′1〉,
yx′2 = 〈x′2, x〉 = 〈y∗, x′1〉 et yx′1+λx′2 = 〈x′1 + λx′2, x〉 = 〈y∗, x′1 + λx′2〉. D’où la linéarité de
y∗.
Montrons que y∗ ∈ B˜. D’après la caractérisation des complets (voir la Proposition III.23
page 88), il nous suffit de montrer que pour tout ouvert linéaire V de B, il existe x ∈ B tel que
∀x′ ∈ B′, 〈y∗, x′〉 = 〈evx, x′〉 = 〈x′, x〉.
Soit V un ouvert linéaire de B. Comme B/V est de dimension finie, on a que V ⊥/(B⊥ ∩ V ⊥)
est de dimension finie d’après la Proposition III.43 page 102. Or
B⊥ = {x′ ∈ B′ ; ∀x ∈ B, 〈x′, x〉 = 0} = {0}
donc V ⊥ est aussi de dimension finie, notée d.
Soit (x′i)i≤d une base de V
⊥. D’après le Lemme III.20 page 85, il existe une famille (xi)i≤d
de B telle que ∀i, j ≤ d, 〈x′i, xj〉 = δi,j . Posons x =
∑d
i=1〈y∗, x′i〉xi. On a alors que pour tout
x′ ∈ V ⊥, 〈y∗, x′〉 = 〈x′, x〉, d’où y∗ ∈ B˜. Or B est complet donc y∗ ∈ B.
On peut munir l’espace des fonctions continues de la topologie de la convergence uniforme
sur la bornologie des linéairement bornés (voir la Définition III.12 page 103).
Lemme III.64. Soit E un espace de Lefschetz. La famille τB des linéairement bornés de E est
une bornologie linéaire.
Démonstration. D’après la Proposition III.62(LB7) page 115, B contient les sous-espace de
dimension finie. D’après la Proposition III.62(LB3) page 115, B est stable par somme.
Proposition III.65. [FG64] Soient E et F deux espaces de Lefschetz. L’espace fonctionnel
Lc(E,F ) est un espace de Lefschetz lorsqu’il est muni de la topologie de la convergence uni-
forme τB sur les linéairement bornés engendrée par la bornologie linéaire B. Il admet pour
système fondamental linéaire la famille
W(B, V ) = {f ∈ Lc(E,F ) ; f(B) ⊆ V }
où B ∈ B est linéairement borné dans E et V est un ouvert linéaire de F .
Démonstration. C’est une application directe de la Proposition III.45 page 104.
Rappelons que pour tout espace de Lefschetz E, l’espace de Lefschetz (E′, τB) est le dual
topologique de E muni de la topologie de la convergence uniforme sur les linéairement bornés.
La proposition suivante assure que les équicontinus (voir la Définition III.18 page 120 ci-
dessous) de E′ sont linéairement bornés dans (E′, τB).
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Proposition III.66 (Équicontinus linéairement bornés). Soit E un espace de Lefschetz. Pour
tout ouvert linéaire U de E, l’annulateur U⊥ est linéairement borné dans (E′, τB).
Démonstration. Soient U un ouvert linéaire et B un linéairement borné de E. Par définition,
comme B est linéairement borné, le quotient B/(B ∩ U) est de dimension finie. D’après la
Proposition III.43 page 102, cela implique que U⊥/(U⊥ ∩B⊥) est de dimension finie. Comme
la famille des
(
B⊥ ; B ∈ B) forme un système fondamental de (E′, τB), on en déduit que U⊥
est un linéairement borné.
Linéairement équicontinus. On dit qu’un ensemble de fonctions est équicontinu lorsque
toutes les fonctions on le même module de continuité.
Définition III.17. Soient E et F deux espaces de Lefschetz. Une partie M de Lc(E,F ) est
dite équicontinue lorsque pour tout ouvert linéaire V de F , il existe un ouvert linéaire U de E
tel que pour tout f ∈M , f(U) ⊆ V , i.e.
M(U) def=
⋃
{f(U) ; f ∈M} ⊆ V.
En se souvenant que k est discret, on obtient la définition des équicontinus pour le dual
topologique.
Définition III.18. Soit E un espace de Lefschetz. Un sous-espace Q′ de E′ est dite linéaire-
ment équicontinu lorsqu’il existe un ouvert linéaire V de E tel que Q′ ⊆ V ⊥. On note Q la
famille des linéairement équicontinus.
Proposition III.67. SoitE un espace de Lefschetz. La familleQ des sous-espaces équicontinus
forme une bornologie linéaire sur E′.
Démonstration. La famille Q recouvre E′ car
E′ ⊆ ∪x′∈E′ker(x′)⊥
et pour tout x′ ∈ E′, le noyau ker(x′) est un ouvert linéaire de E et x′ ∈ ker(x′)⊥. Pour la
stabilité par somme finie, on utilise l’inégalité de l’algèbre linéaire
V ⊥1 + V
⊥
2 ⊆ (V1 ∩ V2)⊥.
Le cas finitaire. Soit A = (|A| ,F (A)) un espace de finitude relationnel. Rappelons que
pour tout u ∈ F (A), on note K (u) = {x ∈ EA ; |x| ⊆ u} et que pour tout K sous-espace
vectoriel de EA, on note |K| = {a ∈ |A| ; ∃x ∈ K, xa 6= 0}. D’après la Proposition III.47
page 105, la famille des sous-espaces K tels que |K| ∈ F (A) est une bornologie linéaire, dite
finitaire..
La proposition suivante va nous permettre de faire le lien entre les bornologies linéairement
compacte, linéairement bornée et finitaires.
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Proposition III.68. Soit A un espace de finitude relationnel. Pour tout sous-espace K de E,
les trois conditions suivantes sont équivalentes
(i) K est linéairement compact,
(ii) K est linéairement borné et fermé,
(iii) |K| est une partie finitaire de A et K est fermé.
Dans un espace de Lefschetz finitaire, les linéairement bornés fermés coïncident avec les linéai-
rement compacts.
Démonstration. On va montrer (i)⇒ (ii)⇒ (iii) ⇒ (i).
On a (i)⇒ (ii) car tout linéairement compact est fermé et linéairement borné d’après les
Propositions III.50 (LC3) page 108 et III.62 (LC8) page 115.
Soit K un sous-espace linéairement borné et fermé de EA. Soit u′ ∈ F (A)⊥. Le sous-
espace V (u′) est un ouvert linéaire de EA. Comme K est linéairement borné, il existe un sous-
espace de dimension finie K0 de K tel que K = (K ∩ φ(V (u′)))⊕K0. Comme la dimension
de K0 est finie, |K0| est une partie finitaire de A. De plus, on a l’égalité |K| ∩ u′ = |K0| ∩ u′
dont le membre droit est une intersection d’une partie finitaire et d’une partie anti-finitaire donc
finie. Nous avons donc prouvé que |K| ∈ F (A).
Soit K un sous-espace de E tel que |K| est finitaire dans A. La topologie induite par EA
sur son sous-espace k|K| est la topologie produit (voir la Proposition III.27 page 94). En effet,
elle est engendrée par k|K| ∩ V (u′) = {x ∈ k|K| ; |x| ∩ u′ = ∅} avec u′ ∈ F (A)⊥ et donc
|K|∩u′ est finie. Par la Proposition III.51 page 109 de Tychonov k|K| est linéairement compact.
Comme K est un sous-espace fermé de l’espace linéairement compact φ
(
k|K|
)
, K est aussi
linéairement compact.
Soit E un espace de Lefschetz finitaire. Soit (E, φ,A) une carte de E. Comme φ est un
homéomorphisme linéaire, il préserve les linéairement bornés et linéairement compacts. Ainsi,
K est linéairement borné et fermé si et seulement si φ(K) est linéairement borné et fermé
dans EA si et seulement si φ(K) est linéairement compact dans EA si et seulement si K est
linéairement compact dans E.
Proposition III.69. Soient E et F deux espaces de Lefschetz finitaires. L’espace de fonctions
Lc(E,F ) muni de la topologie de la convergence uniforme sur les sous-espaces de support
finitaire est un espace de Lefschetz finitaire.
Démonstration. Soient (E, φ,A) et (F,ψ,B) des cartes respectives de E et de F . D’après
la Proposition III.48 ci-dessus, il existe un homéomorphisme linéaire φ0 entre Lc(EA, EB) et
EA(B .
L’application linéaire
Lc(E,F ) ψ ◦ _ ◦φ−−−−−→ Lc(EA, EB)
f 7→ ψ ◦ f ◦ φ
est continue. En effet, pour tout K linéairement borné dans EA, φ−1K est linéairement borné
dans E et pour tout V ouvert linéaire de EB ψ−1V est un ouvert linéaire dans F . De plus
l’image réciproque deW(K,V ) par cette application estW(φ−1(K), ψ−1(V )) qui est ouvert
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dans Lc(E,F ). Comme ψ et φ sont des homéomorphismes linéaires, on peut appliquer ce que
nous venons de prouver à φ−1 et ψ−1. On en déduit que φ−1 ◦ _ ◦ ψ−1 est linéaire continue.
C’est l’inverse de ψ ◦ _ ◦ φ qui est donc un homéomorphisme linéaire.
L’application linéaire
Lc(E,F ) ψ ◦ _ ◦φ−−−−−→ Lc(EA, EB) φ0−→ EA(B
f 7→ ψ ◦ f ◦ φ 7→ φ0(ψ ◦ f ◦ φ)
est donc un homéomorphisme linéaire.
Comme tout espace de Lefschetz finitaire est complet, les topologies τB et τC coïncident.
On note ¬E le dual topologique E′ muni de l’une des deux topologies.
Proposition III.70. Soit E un espace de Lefschetz finitaire. Le dual ¬E est un espace de
Lefschetz finitaire. De plus, si (E, φ,A) est une carte de E, alors il existe un homéomorphisme
linéaire noté φ¬ tel que (¬E, φ¬, A⊥) soit une carte de ¬E.
Démonstration. Soit E un espace de Lefschetz finitaire et (E, φ,A) une carte de E.
D’après la Proposition III.69 page 121, Lc(EA,k) = ¬EA et EA(1 sont linéairement ho-
méomorphes. Or, dans les espaces de finitude, on a queA( 1 = A⊥. On en déduit l’existence
d’un homéomorphisme linéaire f : ¬EA → EA⊥ .
Comme EA
φ−1−−→ E est un homéomorphisme linéaire, ¬E ¬φ
−1
−−−→ ¬EA est aussi un ho-
méomorphisme linéaire.
On en déduit l’homéomorphisme linéaire
¬E ¬φ
−1
−−−→ ¬EA f−→ EA⊥ .
Proposition III.71. SoitA un espace de finitude relationnel. Pour toutK ′ sous-espace vectoriel
de ¬EA, les propriétés suivantes sont équivalentes :
(i) K ′ est linéairement borné et fermé,
(ii) K ′ est linéairement compact,
(iii) |K ′| est anti-finitaire dans A et K ′ est fermé,
(iv) K ′ est linéairement équicontinu et fermé.
Soit E un espace de Lefschetz finitaire. On a équivalence entre les trois notions linéairement
borné et fermé, linéairement compact et linéairement équicontinue de ¬E.
Démonstration. L’équivalence entre les trois premiers points est une conséquence directe des
Propositions III.68 et III.70.
On montre l’équivalence entre (iii) et (iv). Si K ′ est fermé et |K ′| est anti-finitaire dans A,
alors V (|K ′|) est un ouvert linéaire de EA (voir la Proposition III.4 page 75). Or,
∀x′ ∈ K ′, ∣∣x′∣∣ ⊆ ∣∣K ′∣∣ ,
donc ∀x ∈ V (∣∣K ′∣∣) , |x| ∩ ∣∣x′∣∣ = ∅,
soit ∀x ∈ V (∣∣K ′∣∣) , 〈x′, x〉 = 0.
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Ainsi, K ′ ⊆ V (|K ′|)⊥ est linéairement équicontinu (voir la Définition III.17 page 120).
Réciproquement, si K ′ est équicontinue, alors il existe un ouvert linéaire de EA tel que
K ′ ⊆ V ⊥. Il existe donc une partie anti-finitaire u′ de A telle que V (u′) ⊆ V , donc K ′ ⊆
V (u′))⊥. On en déduit que |K|′ ⊆ u′ et que |K ′| est anti-finitaire.
La deuxième partie de la proposition vient de la préservation des différentes bornologies
linéaires par les homéomorphismes linéaires.
III.3.1.c Réflexivité et topologies du dual
Dans ce paragraphe, nous allons comparer les différentes topologies duales. Nous allons
notamment voir que dans les topologies de la convergence uniforme sur les linéairement com-
pacts et sur les linéairement bornés coïncident sur les espaces de Lefschetz complets (voir la
Proposition III.74 page 124).
Ensuite nous allons étudier le problème de la réflexivité par rapport à chacune des topologies
décrites au paragraphe précédent. Chacune d’entre elles apporte sa contribution à la réflexivité
(voir la Proposition III.75 page 124).
Nous terminons par des exemples et contre-exemples d’espaces réflexifs. Nous verrons no-
tamment qu’il existe des espaces de Lefschetz qui ne sont pas réflexifs par rapport à la topologie
de la convergence uniforme sur les linéairement compacts (Contre-exemple III.18 page 126).
Nous verrons que pour la topologie de la convergence uniforme sur les linéairement compacts,
tout espace de Lefschetz séquentiel (Proposition III.79 page 127) et tout dual topologique (Pro-
position III.78 page 126) sont réflexifs.
Enfin, nous montrerons que les espaces de Lefschetz finitaires sont réflexifs (Corollaire III.3
page 128)
Définition III.19. Soit E un espace de Lefschetz.
Le dual topologique E′ sera noté
• ¬DE lorsqu’il est muni de la topologie faible τD.
• ¬CE lorsqu’il est muni de la topologie τC de la convergence uniforme sur les linéairement
compacts.
• ¬BE lorsqu’il est muni de la topologie τB de la convergence uniforme sur les linéaire-
ment bornés.
On dit que E est réflexif pour la topologie de la convergence uniforme sur les linéairement
compacts (resp. linéairement bornés, faible) lorsque l’évaluation ev est un homéomorphisme
linéaire entre E et ¬¬E pour ¬ = ¬C (resp. ¬B, ¬D)
ev : E → ¬¬E
x 7→ evx : x′ 7→ 〈x′, x〉.
Lemme III.72. Soit E un espace de Lefschetz. Sur le dual E′, les topologies de la conver-
gence uniforme sur les linéairement bornés (τB), linéairement compacts (τC), sous-espaces de
dimension finie (τD) sont ordonnées de la façon suivante
τD ≤ τC ≤ τB.
Autrement dit, tout ouvert de τD est un ouvert de τC et tout ouvert de τC est un ouvert de τB.
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Démonstration. D’après la Proposition III.51 page 109, tout espace de dimension finie D est
linéairement compact. Ainsi, tous les éléments du système fondamental (D⊥ ; D ∈ D) de
(E′, τD) sont des ouverts linéaires de (E′, τC). D’après la Proposition III.62 (LB8 page 115,
tout linéairement compact est linéairement borné. Nous avons en fait démontré que D ⊆ C ⊆
B.
Proposition III.73. Soit E un espace de Lefschetz. Les trois opérateurs ¬D, ¬C et ¬B sont des
foncteurs contravariants sur Lef . De plus, on a
(¬BE)′ ⊇ (¬CE)′ ⊇ (¬DE)′. (III.6)
Enfin, si ¬ est l’un des deux opérateurs ¬C ou ¬B, alors l’opérateur ¬Q¬ qui à tout espace de
Lefschetz associe le dual topologique ¬Q¬E muni de la topologie de la convergence uniforme
sur les équicontinus de ¬E est un foncteur co-variant.
Proposition III.74. Soit E un espace de Lefschetz complet. Les topologies de la convergence
uniforme sur les linéairement compacts et sur les linéairement bornés coïncident sur E′. Dans
ce cas, on note ¬E le dual topologique E′ muni de l’une des deux topologies.
Démonstration. D’après la Proposition III.63 page 117, comme E est complet, un sous-espace
est linéairement borné si et seulement si sa fermeture est linéairement compacte. Or la topologie
de la convergence uniforme sur une bornologie linéaire S est engendrée par :
annE′(S) ; S ∈ S.
Or, pour tout x′ ∈ E′, x′ étant continue, elle s’annule sur S si et seulement si elle s’annule sur
sa clôture S¯. On en déduit que pour tout linéairement borné B de E
annE′(B) = annE′(B¯).
Les topologies de la convergence uniforme sur les linéairement bornés d’une part et sur les
linéairement compacts d’autre part coïncide.
Proposition III.75. Soit E un espace de Lefschetz. L’évaluation
ev : E → kE′
x 7→ evx : x′ 7→ 〈x′, x〉
est une fonction linéaire injective et continue lorsque kE
′
est muni de la topologie produit.
Démonstration. Soit V un ouvert linéaire de kE
′
. D’après la définition de la topologie produit,
il existe une famille finie (x′i)i≤d d’éléments de E
′ tel que ann((x′i)i≤n) ⊆ V . Or l’image
réciproque de ann((x′i)i≤n) par ev est égale à ∩i≤nker(x′i), donc c’est un ouvert de E en tant
qu’intersection finie d’ouverts.
De plus, ev est injective. En effet, si x 6= 0, alors evx 6= 0 car, d’après le Lemme III.18
page 84 de séparation, il existe x′ ∈ E′ tel que 〈evx, x′〉 = 1.
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Afin d’obtenir la réflexivité de la logique linéaire, i.e. l’homéomorphisme entre un espace
et son deuxième dual, il nous faut équiper le dual d’une topologie telle que l’application li-
néaire ev soit injective, surjective continue et ouverte. L’injectivité provient du Lemme III.18
page 84 de séparation, comme nous l’avons vu à proposition précédente. La topologie τB de
la convergence uniforme sur les linéairement bornés assure l’ouverture. La topologie τC, de la
convergence uniforme sur les linéairement compacts assure la surjectivité. Enfin, la topologie
équicontinue sur le deuxième dual assure la continuité. La Proposition III.76 suivante nous per-
met de montrer la réflexivité lorsque les trois topologies coïncident. Les espaces linéairement
bornologiques vérifient cette propriété. De plus, comme nous allons voir dans le paragraphe
suivant, les espaces de Lefschetz finitaires sont linéairement bornologiques. C’est pourquoi, à
la Section III.3.1.d, nous allons étudier les espaces linéairement bornologiques et complets.
Proposition III.76. La fonction d’évaluation
ev : E → ¬¬E
x 7→ evx : x′ → 〈x′, x〉
vérifie les propriétés suivantes :
• pour la convergence uniforme sur les linéairement bornés, ev : E → ¬B¬BE est injec-
tive et ouverte ;
• pour la convergence uniforme sur les linéairement compacts, ev : E → ¬C¬CE est
injective, surjective et ouverte ;
• Pour la convergence uniforme sur les linéairement équicontinus du dual, si ¬ est l’un des
foncteurs ¬B ou ¬C, alors ev : E → ¬Q¬E est injective et continue.
Démonstration. D’après la Proposition III.75 page 124 précédente, ev est linéaire injective car
pour n’importe quelle topologie, ¬¬E est un sous-espace vectoriel de kE′ .
On montre que ev est à valeurs dans (¬BE)′, on pourra alors déduire de l’Équation (III.6)
qu’elle est à valeurs dans ¬¬E pour les trois foncteurs. Soit x ∈ E. Étant donné que x⊥ =
ker(evx) et que k ·x est linéairement borné dansE, x⊥ est ouvert dans ¬BE, d’où la continuité
de evx.
Soit U un ouvert linéaire de E. D’après la Proposition III.59 page 113 (resp. la Proposi-
tion III.66 page 120), U⊥ est linéairement compact dans ¬CE (resp. linéairement borné dans
¬BE). Donc U⊥⊥ est un ouvert de ¬C¬CE (resp. de ¬B¬BE). Ceci prouve que ev est ouverte
pour la topologie de la convergence uniforme sur les linéairement compacts (resp. linéairement
bornés).
Soit φ ∈ ¬C¬CE supposée non-nulle. Par continuité de φ, ker(φ) est un ouvert. Comme
φ 6= 0, il existe x′ ∈ E′ tel que 〈φ, x′〉 = 1 d’où x′ /∈ ker(φ). Comme de plus ker(φ) est fermé
(car c’est un sous-espace ouvert) et par la Proposition III.58 page 113 de séparation dans ¬CE,
il existe x ∈ E tel que x ∈ ⊥ker(φ) et 〈x′, x〉 = 1. Comme φ et evx coïncident sur ker(φ) et
x′, ils sont égaux. Ceci montre que ev est surjective sur ¬C¬CE.
Soit V un ouvert linéaire de ¬Q¬E. Par définition de la topologie de la convergence uni-
forme sur les équicontinus, il existe un sous-espace vectoriel équicontinu Q′ de E′ tel que
Q′⊥ ⊆ V . D’après la Définition des équicontinus III.18 page 120, il existe un ouvert linéaire
de E tel que Q′ ⊆ U⊥. On en déduit que ev(U) ⊆ V , d’où la continuité de ev sur ¬Q¬E.
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Fait III.77. Un espace de Lefschetz E est réflexif pour la topologie de la convergence sur les
linéairement compacts si et seulement si pour tout K ′ linéairement compact de ¬CE, ⊥K ′ est
un ouvert linéaire de E.
La topologie de la convergence uniforme sur les linéairement compacts assure presque la
réflexivité, ev est un isomorphisme ouvert. Pourtant en général, il n’est pas continu comme le
montre l’exemple suivant.
Contre-Exemple III.18. Supposons que k est dénombrable.
On considère C = k(N) l’espace des suites finies à valeurs dans k muni de la topologie
engendrée par le système fondamental formé des sous-espaces vectoriels de codimension finie.
Le dual topologique de C est l’espace P = kN des suites quelconques à valeurs dans k et
muni de la topologie produit.
En effet, P admet comme système fondamental les annulateurs des linéairement compacts
de C. SoitK un linéairement compact de C. D’après la Proposition III.51 page 109 de Tychonov,
il existe I fini ou dénombrable tel que C est isomorphe à kI . Or, si I est dénombrable, kI n’est
pas dénombrable, donc C est un sous-espace non dénombrable de k(N), ce qui contredit le
fait que l’espace des suites finies sur un ensemble dénombrable est dénombrable. On en déduit
que C est isomorphe à kI pour I fini, donc C est de dimension finie. Ainsi, la topologie sur
P admet pour système fondamental les annulateurs des sous-espaces de dimension finie de C,
c’est-à-dire les sous-espaces de codimension finie. Cette topologie est équivalente à la topologie
produit.
Or le dual topologique de P est k(N) muni de la topologie discrète. En effet, kN est linéai-
rement compact, d’après la Proposition III.60 page 114. Ainsi, {0} est ouvert dans k(N). Or
ev−1({0}) = {0} n’est pas ouvert dans C car il ne contient pas de sous-espace de codimension
finie. On a donc montré que ev n’est pas continue.
Il y a pourtant des situations où la réflexivité est assurée.
Le cas du dual.
Proposition III.78. [Bar76] Pour tout espace de Lefschetz E, le dual topologique ¬CE, muni
de la topologie uniforme sur les linéairement compacts, est réflexif.
Démonstration. D’après la Proposition III.76 page 125,
evE : E → ¬C¬CE,
ev¬CE : ¬CE → ¬C¬C(¬CE)
sont des isomorphismes ouverts. On en déduit que la fonction
¬Cev : ¬C¬C¬CE → ¬CE
est un isomorphisme continu réciproque de ev¬CE .
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Le cas séquentiel. Un espace vectoriel topologique est séquentiel lorsque les ouverts sont
caractérisés par la convergence des suites.
Définition III.20. Soit E un espace de Lefschetz.
Un sous-espace vectoriel V de E est dit séquentiellement ouvert lorsque pour toute suite
(xn)n∈N ∈ EN qui converge vers 0, on a
∀p ∈ N, {xn ; n ≥ p} ∩ V 6= ∅.
Un espace de Lefschetz E est dit séquentiel lorsque tout sous-espace séquentiellement
ouvert est ouvert.
Proposition III.79. Tout espace de Lefschetz séquentiel est réflexif pour la topologie de la
convergence uniforme sur les linéairement compacts.
Démonstration. Soit E un espace de Lefschetz séquentiel. Nous savons d’ores et déjà que
evE : E → ¬C¬CE est un isomorphisme ouvert. Il nous suffit de montrer qu’il est continu.
Soit K ′ un linéairement compact de ¬CE. Montrons que ⊥K ′ est ouvert dans E. On aura alors
montré que l’image réciproque ⊥K ′ par evE de tout élément K ′⊥ du système fondamental
de ¬C¬CE est un ouvert linéaire de E. Utilisons la caractérisation séquentielle des ouverts
linéaires de E et raisonnons par l’absurde.
Supposons qu’il existe (xn)n∈N ∈ EN une suite convergeant vers 0 et p tels que {x′n ; n ≥
p} ∩ ⊥K ′ = ∅, c’est-à-dire
∀n ≥ p, ∃x′n ∈ K ′, 〈x′n, xn〉 6= 0.
Quitte à multiplier x′n par un coefficient, on peut supposer que pour tout n ≥ p, 〈x′n, xn〉 = 1.
On va construire (y′n)n∈N une suite extraite de (x′n)n∈N et (yn)n∈N une suite extraite de
(xn)n∈N telles que
∀n ∈ N, 〈y′n, yn〉 = 1 et ∀p > n, 〈y′n, yp〉 = 0. (III.7)
On pose y′1 = x′1 et y1 = x1 ils vérifient bien (III.7) pour le rang 1. On suppose que l’on a
construit y′n et yn jusqu’au rang p qui vérifient (III.7). Comme y′p est continue et x′n converge
vers 0, 〈y′p, xn〉 converge vers 0 dans k. Or k est discret donc 〈y′p, xn〉 est stationnaire (voir la
Proposition III.12 page 78), on note np le rang à partir duquel 〈y′p, xn〉 = 0. Alors y′p+1 = x′np
et yp+1 = x′np et vérifient (III.7).
On va maintenant construire (z′n)n∈N tel que
∀n ≥ p, 〈z′n, yp〉 = 1. (III.8)
Soient n ∈ N et (λni )i≤n ∈ kn. On pose z′n =
∑n
i=1 λ
n
i y
′
i et on cherche à résoudre l’équation
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en λni pour obtenir (III.8). On résout le système à n inconnues, les λ
n
i et n équations suivant.
〈z′n, yn〉 =
∑
i≤n
λni 〈y′i, yn〉 = λnn = 1
〈z′n, yn−1〉 =
∑
i≤n
λi〈y′i, yn−1〉 = 〈y′n, yn−1〉+ λnn−1 = 1 donc λnn−1 = 1− 〈y′n, yn−1〉
. . .
〈z′n, y1〉 =
∑
i≤n
λni 〈y′i, y1〉 =
n∑
i=2
λni 〈y′i, y1〉+ λn1 = 1.
C’est un système triangulaire, il admet donc une solution.
Pour tout p, on pose G′p = aff (z′n | n ≥ p). La famille des (G′p ; p ∈ N) est un filtre
de sous-espaces affines fermés de K ′. Comme K ′ est linéairement compact, ∩p∈NG′p 6= ∅.
Soit x′ ∈ ∩q∈NG′q. En particulier, x′ ∈ G′p donc x′ est linéaire continue et pour tout n ≤ p,
〈x′, yn〉 = 1 (car G′p est la clôture affine fermée des z′n pour n ≥ p).
Or yn est une suite extraite de xn qui converge vers 0. On en déduit que yn converge vers 0
et que 〈x′, yn〉 converge vers 0 ce qui contredit le fait que pour tout n, 〈x′, yn〉 = 1.
On en déduit que ⊥K ′ est un ouvert séquentiel de E et donc est un ouvert.
Le cas finitaire. Comme les espaces de Lefschetz finitaires sont complets (voir la Propo-
sition III.25 page 90), les linéairement compacts, linéairement bornés fermés coïncident, on
a égalité entre les foncteurs ¬C et ¬B que l’on note ¬. De plus, ev est un isomorphisme ou-
vert (voir la Proposition III.76 page 125). Dans l’espace de Lefschetz finitaire,¬E, linéairement
compacts et linéairement équicontinus fermés coïncident, on en déduit la continuité de l’évalua-
tion (voir la Proposition III.76 page 125). L’évaluation est donc un homéomorphisme linéaire.
On déduit la réflexivité des espaces de Lefschetz finitaires.
Corollaire III.3. [Ehr05] Tout espace de Lefschetz finitaire est réflexif et complet.
III.3.1.d Linéairement bornologiques, une solution à la réflexivité
Dans ce paragraphe, nous proposons une classe d’espaces de Lefschetz qui sont réflexifs et
nous montrons que cette classe est stable par les opérations additives de la logique linéaire et
par la négation.
Bien que n’étant pas référencée, cette généralisation s’inspire d’idées bien connues en to-
pologie9 et les adapte au cadre linéarisé des espaces de Lefschetz. En effet, dans le prélude,
nous avons vu que toute topologie engendre une bornologie et réciproquement, toute bornolo-
gie engendre une topologie (voir page 27). Nous allons introduire une version linéarisée des
linéairement bornivores. La topologie linéaire engendrée par la bornologie formée par les li-
néairement bornés est alors la topologie admettant comme système fondamental la famille des
linéairement bornivores. Un espace de Lefschetz qui est linéairement bornologique est l’équi-
valent linéaire des espaces vectoriels topologico-bornologiques décrits dans le prélude.
9Le lecteur intéressé peut se référencer à [Jar81, HN77] pour une description dans le cadre des espaces locale-
ment convexes et à [FK88] pour un point de vue catégorique sur ces idées.
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Les résultats que nous allons établir dans ce paragraphe sont résumés dans la Figure III.1.
La notion de sous-espace linéairement bornivore d’un espace de Lefschetz est introduite à la
Définition III.21 page 131. La notion d’espace de Lefschetz linéairement bornologique est in-
troduite à la Définition III.22 page 131.
Soit E un espace de Lefschetz.
• Si E est complet, alors les topologies de la convergence uniforme sur les linéairement com-
pacts et linéairement bornés coïncident. En particulier, ¬E désigne le dual topologique muni
de l’une de ces topologies. (Proposition III.74 page 124)
• E est linéairement bornologique et complet si et seulement s’il est réflexif. (Théorème III.5
page 133)
• Si E est linéairement bornologique et complet, alors ¬E est linéairement bornologique et
complet. (Proposition III.87 page 133)
• Si (Ei)i∈I est une famille d’espaces linéairement bornologiques et complets, alors ⊕i∈IEi
et
∏
i∈I Ei sont linéairement bornologiques et complets. (Proposition III.91 page 134)
FIG. III.1: Résultats sur les linéairement bornologiques complets
Introduction. Nous avons vu que les espaces de Lefschetz finitaires étaient réflexifs. Afin
de comprendre d’où vient cette réflexivité, récapitulons les différents résultats que nous avons
établis dans le cas des espaces de Lefschetz engendrés par des espaces de finitude.
Soit A un espace de finitude relationnel. Rappelons la Notation III.5 page 74 :{ K (u)A = {x ; |x| ⊆ u}, u ∈ F (A) ,
V (u′)A = {x ; |x| ∩ u′ = ∅}, u′ ∈ F (A)⊥ .
• La topologie de EA est co-engendrée par les supports anti-finitaires (Proposition III.4
page 75), c’est-à-dire que :
V ouvert linéaire dans EA ⇐⇒ ∃u′ ∈ F (A)⊥ ; V
(
u′
) ⊆ V
• Les linéairement bornés de EA sont les sous-espaces de support finitaire (Proposi-
tion III.71 page 122), c’est-à-dire que :
B linéairement borné dans EA ⇐⇒ ∃u ∈ F (A) ; B ⊆ K (u) .
• Les espaces de Lefschetz E′A et EA⊥ sont linéairement homéomorphes. Modulo cet ho-
méomorphisme, on a la correspondance (Propositions III.22 page 86) :
∀u′ ∈ F (A)⊥ , V (u′)⊥
A
= K (u′)
A⊥ et ∀u ∈ F (A) , K (u)⊥A = V (u)A⊥ .
En prenant l’orthogonal de ces égalités et en remarquant que V (u′) etK (u) sont fermés,
on déduit de la Proposition III.19 page 84 la correspondance :
∀u′ ∈ F (A)⊥ , V (u′)
A
= ⊥K (u′)
A⊥ et ∀u ∈ F (A) , K (u)A = ⊥V (u)A⊥ .
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Soient u ∈ F (A) et u′ ∈ F (A⊥).
Si B, V sont des sous-espaces de EA et B′ et V ′ sont des sous-espaces EA⊥ tels que
EA ¬BEA ' EA⊥
linéairement
borné
B ⊆ K (u)A B′ ⊆ K (u′)A⊥
ouvert
linéaire
V (u′)A ⊆ V V (u)A⊥ ⊆ V ′
alors,
EA E
′
A ' EA⊥
⊥V ′ ⊆ K (u)A V ⊥ ⊆ K (u′)A⊥
V (u′)A ⊆ ⊥B′ V (u)A⊥ ⊆ B⊥
TAB. III.1: Description de la dualité ouverts linéaires versus linéairement bornés dans un es-
pace de Lefschetz engendré par un espace de finitude
Si B et V sont des sous-espaces de E et B′ et V ′ sont des sous-espaces de E′ tels que
E ¬BE
linéairement
borné
B B′
ouvert
linéaire
V V ′
alors,
E ¬BE
linéairement
borné
? V ⊥ (Prop. III.66)
ouvert
linéaire
? B⊥ (Prop III.65)
TAB. III.2: Relation entre les ouverts linéaires et les linéairement bornés d’un espace de Lef-
schetz E
De ces résultats, nous déduisons qu’il existe dans les espaces de Lefschetz finitaires, une dualité
(résumée dans la Figure III.1) entre les linéairement bornés dont le support est finitaire, et les
ouverts linéaires qui sont définis par rapport aux anti-finitaires (autrement dit finitaires dans le
dual).
Par contre, dans les espaces de Lefschetz, seule une partie de cette dualité est vérifiée. La
Figure III.2 page 130 montre les relations que nous avons prouvées entre linéairement bornés
et ouverts linéaires. Lorsque l’on regarde le détail des preuves, on s’aperçoit que ces relations
proviennent de la Proposition III.43 page 102 qui assure que dans un espace de Lefschetz E :
« pour tous B et V sous-espaces vectoriels de E, si B/(B ∩ V ) est de dimension finie, alors
V ⊥/(V ⊥ ∩B⊥) est de dimension finie. »
Nous allons généraliser les relations entre ouverts linéaires et linéairement bornés que l’on
retrouve dans les espaces de Lefschetz finitaires. Nous allons notamment introduire une notion
de linéairement bornivore dont l’intersection avec n’importe quel linéairement borné est de co-
dimension finie dans ce linéairement borné. Nous allons nous appuyer sur la deuxième partie de
la Proposition III.43 page 102 qui assure que dans un espace de Lefschetz « pour tous B′ et V ′
sous-espaces vectoriels de E′, si B′/(B′ ∩ V ′) est de dimension finie, alors ⊥V ′/(⊥V ′ ∩ ⊥B′)
est de dimension finie.»
Dans la Figure III.3 page 131, nous récapitulons la dualité entre les linéairement bornés et
les bornivores linéaires, que nous allons établir dans ce paragraphe.
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Si B et V sont des sous-espaces de E et B′ et V ′ sont des sous-espaces de E′ tels que
E ¬BE
linéairement
borné
B B′
linéairement
bornivore
V V ′
alors,
E ¬BE
linéairement
borné
⊥V ′ (Prop III.85) V ⊥ (Prop III.83)
linéairement
bornivore
⊥B′ (Prop III.84) B⊥ (Prop III.82)
TAB. III.3: Relation entre les bornivores linéaires et les linéairement bornés d’un espace de
Lefschetz E
Définition. Rappelons que les linéairement bornés sont définis par rapport aux ouverts li-
néaires (voir la Définition III.16 page 115). De façon symétrique, les linéairement bornivores
sont définis par rapport aux linéairement bornés.
Définition III.21. Soit E un espace de Lefschetz. Un sous-espace U de E est dit linéairement
bornivore lorsque pour tout linéairement borné B, le quotient B/(B ∩ U) est de dimension
finie.
Remarquons que tout ouvert est bien sûr linéairement bornivore.
Proposition III.80. Soit E un espace de Lefschetz. La famille des linéairement bornivores
fermés forme un système fondamental d’une topologie linéaire sur E plus fine que la topologie
de départ.
Définition III.22. Un espace de Lefschetz linéairement bornologique est un espace dans le-
quel tous les linéairement bornivores fermés sont ouverts.
Un exemple fondamental, le cas finitaire.
Proposition III.81. Dans un espace de Lefschetz finitaire, tout linéairement bornivore fermé
est ouvert.
Démonstration. En effet, la notion de bornivore est stable par homéomorphisme linéaire. Il
suffit donc de le montrer pour tout espace de Lefschetz engendré par un espace de finitude
relationnel A.
Soit V un bornivore fermé de EA. Pour tout u ∈ F (A),K (u) /K (u)∩V est de dimension
finie. On en déduit que V ⊥/V ⊥ ∩ K (u)⊥ est de dimension finie d’après la Proposition III.43
page 102. Or, d’après les Propositions III.22 page 86 et la réflexivité A⊥⊥ = A, on a l’égalité
K (u)⊥A = V (u)A⊥ . De plus, V (u)A⊥ est un ouvert linéaire de EA⊥ ' ¬EA. On en déduit que
V ⊥ est linéairement borné dans EA⊥ . D’après la Proposition III.71 page 122, v′ =
∣∣V ⊥∣∣ ∈
F (A)⊥. Pour finir, on vérifie que V (v′) ⊆ V . Pour tout x ∈ V (v′), |x| ∩ v′ = ∅. Or pour
tout x′ ∈ V ⊥, |x′| ⊆ v′, donc 〈x′, x〉 = ∑a∈|A| x′axa = ∑a∈|x′|∩|x| x′axa = 0. On en déduit
que V (v′) ⊆ ⊥V ⊥. Comme V est fermé dans EA, on a ⊥V ⊥ = V (voir la Proposition III.19
page 84) ce qui permet de conclure.
Corollaire III.4. Tout espace de Lefschetz finitaire est linéairement bornologique.
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Propriétés de dualité. Les propositions qui suivent permettent de montrer les relations résu-
mées à la Figure III.3 page 131 qui existent entre les linéairement bornivores et les linéairement
bornés d’un espace et de son dual topologique. C
Proposition III.82. Soit E un espace de Lefschetz. Pour tout linéairement borné B de E,
l’orthogonal B⊥ est linéairement bornivore dans ¬BE.
Démonstration. Comme nous l’avons déjà fait remarqué, un ouvert linéaire est un linéairement
bornivore. Or la topologie de ¬CE est engendrée par les B⊥ pour B linéairement borné dans
E. Donc B⊥ est un ouvert linéaire de ¬CE et par conséquent un linéairement bornivore.
À la Proposition III.66 page 120, nous avons montré que l’annulateur V ⊥ d’un ouvert li-
néaire V d’un espace de LefschetzE est linéairement borné dans ¬BE, c’est-à-direE′ muni de
la topologie de la convergence uniforme sur les linéairement bornés. La démonstration utilise
le fait que tout ouvert linéaire est bornivore.
Proposition III.83. Soit E un espace de Lefschetz. Pour tout linéairement bornivore V de E,
l’orthogonal V ⊥ est linéairement borné dans ¬BE.
Démonstration. Soit V ⊆ E un linéairement bornivore. Montrons que V ⊥ est linéairement
borné dans ¬BE. Soit V ′ un ouvert de ¬BE. Comme ¬BE est E′ muni de la convergence
uniforme sur les linéairement bornés, il existe B sous-espace linéairement borné de E tel que
B⊥ ⊆ V ′. Comme B est linéairement borné et V est un ouvert linéaire de E, le quotient B/
(B ∩ V ) est de dimension finie. D’après la Proposition III.43 page 102, on en déduit que V ⊥/
B⊥ ∩ V ⊥ est lui aussi de dimension finie. Comme B⊥ ⊆ V ′, on a B⊥ ∩ V ⊥ ⊆ V ′ ∩ V ⊥. On
en déduit un plongement de V ⊥/V ′ ∩V ⊥ dans V ⊥/B⊥ ∩V ⊥, donc V ⊥/V ′ ∩V ⊥ est lui aussi
de dimension finie. On a donc bien montré que V ⊥ est linéairement borné.
Proposition III.84. Soit E un espace de Lefschetz. Si B′ est linéairement borné dans ¬BE,
alors ⊥B′ est un linéairement bornivore de E.
Démonstration. Soit B′ un linéairement borné de ¬BE. Pour tout linéairement borné B de E,
B⊥ est un ouvert linéaire de ¬BE. Par définition, le quotient B′/(B′ ∩ B⊥) est de dimension
finie. D’après la Proposition III.43 page 102,B/(B∩⊥B′) est de dimension finie. On en déduit
que ⊥B′ est linéairement bornivore dans E.
Proposition III.85. SoitE un espace de Lefschetz. Si V ′ est linéairement bornivore dans ¬BE,
alors ⊥V ′ est linéairement borné dans E.
Démonstration. Soit V ′ un linéairement bornivore de ¬BE. D’après la Proposition III.83, V ⊥
est linéairement borné dans ¬BE. Par définition, le quotient V ⊥/(V ⊥ ∩ V ′) est de dimension
finie. D’après la Proposition III.43 page 102, le quotient ⊥V ′/(⊥V ′∩V ) est de dimension finie.
On en déduit que ⊥V ′ est linéairement borné dans E.
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Caractérisation de la réflexivité par les bornologiques. Nous allons maintenant carac-
tériser la réflexivité pour la topologie de la convergence uniforme sur les linéairement bornés
en termes d’espaces bornologiques et de complétude. D’autres caractérisations ont été établies
par Köthe [Köt79] et par Barr [Bar76] pour la réflexivité par rapport à la topologie de la conver-
gence uniforme sur les linéairement compacts. Notre caractérisation a l’avantage de généraliser
le cadre des espaces topologico-bornologiques et de s’énoncer clairement. Ceci semble indiquer
que nous avons choisi la bonne topologie pour l’espace des fonctions.
Théorème III.5. Un espace de Lefschetz est réflexif pour la topologie de la convergence uni-
forme sur les linéairement bornés si et seulement s’il est linéairement bornologique et complet.
Démonstration. Le sens direct de l’implication est démontré à la Proposition III.88 page 134
et le sens réciproque à la Proposition III.90 page 134.
Lemme III.86. Soit E un espace de Lefschetz bornologique. Le dual ¬BE est complet.
Démonstration. Soit (x′γ)γ∈Γ un réseau de Cauchy de ¬BE, i.e.
∀B ∈ B, ∃γB, ∀α, β ≥ γB, ∀x ∈ K, 〈x′α, x〉 = 〈x′β, x〉.
Rappelons en effet que la topologie de ¬BE est engendrée par les ouverts linéaires de la forme
B⊥ pour B ∈ B linéairement borné.
Pour tout x ∈ E, la droite k · x est de dimension finie donc linéairement bornée. Il existe
donc γx tel que ∀α, β ≥ γx, 〈x′α, x〉 = 〈x′β, x〉. On définit x′ ∈ E∗ par 〈x′, x〉 = 〈x′γx , x〉.
Vérifions que la définition de x′ ne dépend pas de γx. Soit γ′ un autre indice tel que ∀α ≥
γ′, 〈x′α, x〉 = 〈x′γ′ , x〉. Comme Γ est un ensemble filtrant (voir la définition des réseaux de
Cauchy au Paragraphe III.1.5 page 88), il existe α ≥ γ′, γx. De α ≥ γ′, on déduit 〈x′α, x〉 =
〈x′γ′ , x〉 et de α ≥ γ′, on déduit 〈x′α, x〉 = 〈x′γ′x , x〉. Donc 〈x′γ′ , x〉 = 〈x′γ′x , x〉.
Vérifions que x′ est continue en montrant que sont noyau ker(x′) est un bornivore.
Soit B un linéairement borné de E. Il existe γB tel que pour tout x ∈ B, on a 〈x′, x〉 =
〈x′γB , x〉, d’où ker(x′) ∩B = ker(x′γB ) ∩B. Comme ker(x′γB ) est un ouvert linéaire de E, on
en déduit que B/ker(x′γB ) ∩ B est de dimension finie, puis que ker(x′) est bornivore et x′ est
continue. On vérifie facilement que le réseau de Cauchy (x′γ)γ∈Γ converge vers x′.
Proposition III.87. Soit E un espace de Lefschetz bornologique et complet. Son dual ¬E est
complet et bornologique.
Démonstration. Rappelons que d’après la Proposition III.74 page 124, ¬BE = ¬CE et on les
note ¬E.
La complétude de ¬E vient d’être prouvée au Lemme III.86 ci-dessus. Montrons que ¬E
est linéairement bornologique. Soit V ′ bornivore de ¬E. D’après le Lemme III.83 ci-dessus,
pour tout ouvert linéaire V de E, V ⊥ est linéairement borné dans ¬E = ¬BE. D’après la
définition des bornivores, V ⊥/V ⊥ ∩ V ′ est de dimension finie. Or d’après la Proposition III.43
page 102, cela implique que ⊥V ′/⊥V ′ ∩⊥(V ⊥) est de dimension finie. Comme V est un ouvert
linéaire de E, on a ⊥(V ⊥) = V d’après la Proposition III.7 page 77. D’où ⊥V ′/⊥V ′ ∩ V est de
dimension finie. On en déduit que ⊥V ′ est linéairement borné dans E. Or, (⊥V ′)⊥ = V ′, car V ′
est fermé dans ¬E = ¬CE et d’après la Proposition III.58 page 113. On en déduit que V ′ est
un ouvert linéaire de ¬E.
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Proposition III.88. Tout espace de Lefschetz complet et linéairement bornologique est réflexif
pour la topologie de la convergence uniforme sur les linéairement bornés.
Démonstration. Soit E un espace de Lefschetz complet et linéairement bornologique.
D’après le Lemme III.86), ¬E est complet et bornologique. On en déduit que linéairement
compacts et linéairement bornés fermés coïncident dans E et ¬E, d’où ¬¬E = ¬C¬CE =
¬B¬BE.
D’après la Proposition III.76 page 125, ev : E → ¬C¬CE est un isomorphisme ouvert, il
nous suffit donc de montrer que l’évaluation est continue pour montrer queE est homéomorphe
à son deuxième dual.
Soit V ∗ un ouvert linéaire de ¬¬E. Par définition de la topologie, il existe B′ un linéaire-
ment borné et fermé de ¬E tel que B′⊥ ⊆ V ∗. D’après la Proposition III.84 page 132, ⊥B′ est
un bornivore de E. Comme E est linéairement bornologique, ⊥B′ est un ouvert linéaire de E.
Or ev
(⊥B′) = B′⊥ ⊆ V ∗. On en déduit que ⊥B′ ⊆ ev−1(V ∗), d’où continuité de ev et la
réflexivité de E.
Lemme III.89. Soit E un espace de Lefschetz. Si E est réflexif pour la topologie de la conver-
gence uniforme sur les linéairement bornés, alors E est linéairement bornologique.
Démonstration. Soit E un espace de Lefschetz réflexif pour ¬B.
Montrons queE est linéairement bornologique, c’est-à-dire que tout linéairement bornivore
fermé de E est un ouvert linéaire.
Soit V un bornivore fermé deE. D’après la Proposition III.85 page 132 V ⊥ est linéairement
borné dans ¬BE et V ⊥⊥ est un ouvert linéaire de ¬B¬BE.
Or par réflexivité, ev est un homéomorphisme linéaire entre ¬B¬BE etE. De plus, V ⊥⊥ =
ev(⊥(V ⊥)) = ev(V ) car V est supposé fermé (voir la Proposition III.19 page 84).
En résumé, on a V = ev−1(V ⊥⊥), V ⊥⊥ est un ouvert de ¬B¬BE et ev est un homéomor-
phisme. On en déduit que V est ouvert dans E.
Proposition III.90. Soit E un espace de Lefschetz. Si E est réflexif pour la topologie de la
convergence uniforme sur les linéairement bornés, alors E est linéairement bornologique et
complet.
Démonstration. Soit E un espace de Lefschetz réflexif pour ¬B.
Montrons que E est complet. Comme par réflexivité de E, on a un homéomorphisme li-
néaire E ' ¬B¬BE dont on déduit l’homéomorphisme linéaire ¬B ' ¬B¬B¬BE. Ainsi,
¬BE est réflexif et d’après le Lemme III.89 précédent, ¬BE est linéairement bornologique.
D’après le Lemme III.86 page 133, comme ¬BE est linéairement bornologique, ¬B¬BE est
complet.
Pour le moment, on ne sait pas si cette famille est stable par espace de fonctions. Par contre
la structure additive préserve la famille des linéairement bornologiques complets.
Proposition III.91. La famille des espaces de Lefschetz complets et linéairement bornolo-
giques est stable par produits et co-produits finis.
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Démonstration. Rappelons que le produit et le co-produit d’espaces de Lefschetz complets est
complet (voir les Propositions III.28 page 94 et III.32 page 97).
Commençons par caractériser les linéairement bornés du produit. Soit (Ei)i∈I une famille
d’espaces linéairement bornologiques. Un sous-espace B de
∏
i∈I Ei est linéairement borné si
et seulement si pour tout i ∈ I , sa projection Πi(B) est linéairement bornée. Le sens direct
vient du fait que pour chaque i ∈ I , la projection est continue et le caractère linéairement borné
est préservé par les fonctions linéaires continues (voir (LB6) de la Proposition III.62 page 115).
Pour la réciproque, remarquons que B ⊆ ∏i∈I Πi(B), or comme pour tout i ∈ I , Ei est com-
plet, si Πi(B) est linéairement borné, sa fermeture Πi(B) est donc linéairement compacte (voir
la Proposition III.63 page 117). Le produit quelconque de linéairement compacts étant linéai-
rement compact (voir la Proposition III.51 page 109), le produit
∏
i∈I Πi(B) est linéairement
compact et donc linéairement borné (voir la Proposition III.63 page 117). Comme la famille des
linéairement bornés est stable par inclusion, on en déduit que B est linéairement borné (voir
(LB1) de la Proposition III.62 page 115).
Dans le co-produit, commençons par montrer que si V est un sous-espace bornivore de
⊕i∈IEi, alors pour tout j ∈ I , ι−1j (V ) est bornivore dans Ej .
Soit V un bornivore de ⊕i∈IEi. Pour tout j ∈ I , l’image réciproque de V par l’injection
ιj : Ej ↪→ ⊕Ej continue est un bornivore de Ej . En effet, soit Bj un linéairement borné de Ej .
Comme ιj est linéaire et continue, ιj(Bj) est linéairement borné dans ⊕i∈IEi (voir (LB6) de
la Proposition III.62 page 115). Comme V est un bornivore de ⊕i∈IEi, ιj(Bj)/(ιj(Bj) ∩ V )
est de dimension finie. On pose fj la composée
Bj
ιj−→ ιj(Bj) ιj(Bj)/(ιj(Bj) ∩ V ).
Son noyau est
ker(fj) = ι−1j (ιj(Bj) ∩ V ) = Bj ∩ ι−1j (V ).
On en déduit que Bj/Bj ∩ ι−1j (V ) est isomorphe à ιj(Bj)/(ιj(Bj) ∩ V ) qui, rappelons-le, est
de dimension finie. On a donc montré que ι−1j (V ) est bornivore dans Ej .
Nous pouvons maintenant montrer que si pour tout i ∈ I ,Ei est linéairement bornologique,
alors le co-produit ⊕i∈iEi est linéairement bornologique. En effet, tout bornivore V de ⊕i∈IEi
contient ⊕i∈Iι−1i (V ) ⊆ V . Or pour tout i ∈ I , ι−1i (V ) est un bornivore de Ei donc un ouvert
linéaire. Or une somme directe d’ouverts linéaires desEi est un ouvert linéaire de⊕i∈IEi, donc
V est un ouvert linéaire de ⊕i∈IEi.
Dans le cas fini, produits et co-produits coïncident (voir la Proposition III.31 page 97). SiE
et F sont linéairement bornologiques et complets, alors E ×F = E ⊕F est donc linéairement
bornologique et complet.
III.3.2 Mix, par et produit tensoriel inductif
Nous allons introduire l’interprétation du ` en passant par la règle du (Mix), ce qui est
étrange puisqu’il existe une règle dédiée à l’introduction du ` dans la logique linéaire. Pour-
tant, cette façon d’introduire le ` est classique en topologie. En effet, nous allons voir dans les
paragraphes suivants que le ` est interprété par le produit tensoriel inductif qui n’est autre
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que le complété des x`y introduits ci-dessous pour une topologie adaptée. Avant d’introduire
le produit tensoriel inductif, nous avons besoin d’étudier l’espace de Lefschetz des formes bili-
néaires symétriques (y compris en dimension infinie).
Pour étudier l’espace des fonctions et l’interprétation du ` dans les espaces de Lefschetz,
nous n’allons considérer que des espaces complets. Rappelons la Proposition III.74 page 124 :
si E est un espace de Lefschetz complet, alors les linéairement bornés fermés et les linéaire-
ment compacts coïncident. Dans ce cas, on note ¬ = ¬B = ¬C l’opérateur qui munit le dual
topologiqueE′ d’un espace de Lefschetz completE de la topologie de la convergence uniforme
sur les linéairement bornés ou sur les linéairement compacts. On note de même Lc(E,F ) l’es-
pace des applications linéaires continues de E dans F muni de la topologie de la convergence
uniforme sur les linéairement bornés ou sur les linéairement compacts de l’espace complet E.
Nous commençons par introduire une version partielle du par, notée `f , définie comme
un sous-espace de fonctions bilinéaires (Définition III.25 page 138). Ensuite, nous montrons
que cette construction se plonge dans l’espace des fonctions de rang fini (Proposition III.92
page 139). En s’appuyant sur un théorème de prolongement, nous montrons que dans le cas li-
néairement bornologique et complet, l’espace des fonctions linéaires continues est linéairement
homéomorphe au complété de la version partielle du par (Proposition III.94 page 140).
Au paragraphe III.3.2.c, nous allons voir que ce complété peut-être décrit comme un espace
de fonctions multilinéaires hypocontinues (Définition III.26 page 141). C’est pourquoi nous
étudions les propriétés de ces fonctions. Nous caractérisons cette notion de continuité en termes
de continuité séparée et de la continuité des fonctions bilinéaires (Proposition III.99 page 143).
Nous montrons que c’est la bonne notion pour décrire la continuité de l’évaluation (Contre-
exemple III.19 page 144).
Enfin, nous définissons le par en utilisant la construction par produit tensoriel inductif intro-
duite par Grothendieck [Gro55] et étudiée dans le cadre linéarisé par Gross et Fischer [FG65].
Dans le cas linéairement bornologique et complet, nous montrons que le par est associatif
(Proposition III.103 page 148), complet (Proposition III.107 page 151) et qu’il vérifie la re-
lation ¬E ` F ' Lc(E ; F ) avec l’espace de fonctions, usuelle en logique linéaire (Propo-
sition III.104 page 149). Nous donnons aussi une caractérisation de ses linéairement bornés
(Proposition III.102 page 146) adaptée d’un théorème de Gross et Fischer [FG65]. Par contre,
nous ne savons pas si cette construction préserve le caractère linéairement bornologique. Pour
terminer, nous montrons que le par construit dans les espaces de Lefschetz généralise bien
l’interprétation du par dans les espaces de finitude (Proposition III.109 page 153).
III.3.2.a Mix, «Par» et fonctions de rang fini
Tant que l’on ne considère pas les connecteurs exponentiels, la dimension des espaces de
Lefschetz finitaires qui interprètent la logique linéaire est finie. Or tout espace de Lefschetz de
dimension finie est discret. Ainsi, l’interprétation de MALL dans les espaces de Lefschetz fini-
taires coïncide avec celle du modèle des espaces vectoriels de dimension finie (voir la Figure I.4
page 16). Dans ce modèle, une formule A est interprétée par un espace vectoriel noté JAK et
une preuve pi par un vecteur de cet espace JpiK ∈ JAK. En particulier, le connecteur logique ⊗
est interprété par le produit tensoriel algébrique et son dual ` par les formes bilinéaires.
Rappelons que le produit tensoriel E ⊗ F de deux espaces vectoriels est la solution du
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problème universel
E × F φ //
pi

G
E ⊗ F
∃!φˆ
;;x
x
x
x
x
(III.9)
où φ est une application bilinéaire et φˆ une application linéaire. Le produit tensoriel E ⊗ F est
le quotient de l’espace vectoriel engendré par le produit E×F par le sous espace engendré par
(x+ x′, y)− (x, y)− (x′, y)
(x, y + y′)− (x, y)− (x, y′)
(λx, y)− λ(x, y)
(x, λy)− λ(x, y)
où x, x′ ∈ E, y, y′ ∈ F et λ ∈ k.
Notation III.23. On notera x⊗y la classe d’équivalence de (x, y). L’espace vectoriel
L(E1, E2 ; F ) désigne l’ensemble des applications bilinéaires de E1 × E2 dans F .
En dimension finie, les espaces sont réflexifs. Ainsi, une preuve pi′ ` A⊥ est interprétée par
une forme linéaire sur le dual JAK′, c’est-à-dire un vecteur de JAK.
La règle d’introduction du tenseur de la logique linéaire
pi. . . . . . . . . . .JpiK ` A ρ. . . . . . . . . . .JρK ` B
(⊗)JpiK⊗ JρK ` A⊗B
est interprétée par le vecteur JpiK⊗ JρK du produit tensoriel JAK⊗JBK. Notons Jpi′K` Jρ′K l’inter-
prétation de la preuve obtenue par la règle (Mix) de la logique linéaire qui introduit le connec-
teur `
pi′. . . . . . . . . . . . .Jpi′K ` A⊥ ρ
′
. . . . . . . . . . . . .Jρ′K ` B⊥
(Mix)Jpi′K` Jρ′K ` A⊥ `B⊥ ' (A⊗B)⊥
Jpi′K` Jρ′K est une forme linéaire sur JAK ⊗ JBK. Par la propriété universelle du tenseur, elle
correspond à une forme bilinéaire sur JAK× JBK.
Par ailleurs, la règle du (Mix) coupée avec la règle d’introduction au tenseur
x′ ` A⊥ y′ ` B⊥
(Mix)
x′`y′ ` A⊥ `B⊥
x ` A y ` B
(⊗)
x⊗y ` A⊗B
(Cut)〈x′`y′, x⊗y〉 `⊥
se réduit en la preuve
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x ` A x′ ` A⊥ (Cut)〈x′, x〉 `⊥
y ` B y′ ` B⊥
(Cut)〈y′, y〉 `⊥
(Mix)〈x′, x〉〈y′, y〉 `⊥
La règle (Mix) sur le type ⊥ revient à se donner une multiplication scalaire qui est une forme
bilinéaire sur k × k (rappelons que J⊥K = k). Comme la sémantique de MALL des espaces
vectoriels de dimension finie doit être invariante par élimination des coupures, le (Mix) de deux
preuves d’interprétation respective x′ ∈ JAK′ et y′ ∈ JBK′ est interprété par
〈x′`y′, x⊗y〉 = 〈x′, x〉〈y′, y〉.
Notation III.24. Soient E et F deux espaces de Lefschetz. Pour tous x ∈ E et y ∈ F , on note
x`y la forme bilinéaire sur E′ × F ′ définie par
x`y : E′ × F ′ → k
(x′, y′) 7→ 〈x′, x〉〈y′, y〉.
Par la suite on notera de la même façon x`y : E′ ⊗ F ′ → k l’application linéaire associée par
la propriété universelle du produit tensoriel algébrique.
La définition suivante introduit l’opérateur `f sur les espaces de Lefschetz. Si E et F
sont des espaces de Lefschetz, E `f F est fait de formes bilinéaires qui correspondent par
curryfication aux fonctions linéaires de rangs finis, d’où l’indice f .
On va utiliser la topologie équicontinue, définie par rapport à la bornologie des linéairement
équicontinus (voir Définition III.17 page 120).
Définition III.25. Soient E et F des espaces de Lefschetz complets. L’espace vectoriel E`f F
est l’espace engendré par l’image de
E × F → L(E′, F ′ ; k)
(x, y) 7→ x`y : (x′, y′) 7→ 〈x′, x〉〈y′, y〉).
Muni de topologie induite par la topologie équicontinue, engendrée par le système fondamen-
tal linéaire
W
(
U⊥, V ⊥
)
=
{
φ ∈ E `f F ; ∀x′ ∈ U⊥, ∀y′ ∈ V ⊥, φ(x′, y′) = 0
}
,
E `f F est un espace de Lefschetz.
Démonstration. Soit VE et VF les familles de ouverts linéaires de E et F respectivement.
La famille (W(U⊥, V ⊥) ; U ∈ VE , V ∈ VF ) forme un filtre de sous-espaces vectoriels
de L(E′, F ′ ; k) car les familles d’équicontinus de E′ et de F ′ respectivement, forment des
bornologies linéaires (voir la Proposition III.67 page 120). Il nous faut vérifier que la topologie
équicontinue est séparée (voir la Condition (TL2) de la Définition III.1 page 71). Soit φ dans
l’intersection ∩U∈VE , V ∈VFW(U⊥, V ⊥). Soient x′ ∈ E′ et y′ ∈ F ′. Posons U = ker(x′) et
V = ker(y′). Alors, x′ ∈ U⊥ et y′ ∈ V ⊥. Donc x`y est nulle sur (x′, y′).)
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Proposition III.92. [FG65, §1.3] Soient E et F deux espaces de Lefschetz complets. Le plon-
gement
(¬E)`f F → Lc(E ; F )
x′`y 7→ x 7→ 〈x′, x〉 y
est continu. De plus, l’image par Φ de (¬E) `f F est égal à l’espace des fonctions linéaires
continues de rang fini qui est dense dans Lc(E,F ).
Démonstration. Commençons par montrer que l’application linéaire
Φ : (¬E)`f F ↪→ Lc(E ; F )
est bien définie.
Rappelons que l’évaluation ev : F → ¬C¬CF est un isomorphisme et ouvert (voir la Pro-
position III.76 page 125). Son inverse est donc un isomorphisme continu. Or Φ est la composée
(¬E)`f F // Lc(E ; ¬¬F ) // Lc(E,F )
x′ `f y  // (x 7→ [y′ 7→ 〈x′, x〉〈y′, y〉])  // x 7→ ev−1[y′ 7→ 〈x′, x〉〈y′, y〉]
 // x 7→ 〈x′, x〉y
Montrons que Φ est à valeurs dans les applications linéaires continues de rang fini. Soient
x′ ∈ ¬E et y ∈ F . L’application Φ(x′ `f y) : x 7→ 〈x′, x〉y est continue. En effet, pour tout
ouvert linéaire V de F , ker(x) ⊆ Φ(x′ `f y)−1(V ). De plus, Φ(x′, y) : x 7→ 〈x′, x〉y est de
rang 1. Comme (¬E)`f F est l’espace des combinaisons linéaires finies des x′`f y, pour tout
z ∈ (¬E)`f F , φ(z) est continue et de rang fini.
Montrons que Φ est injective. Si x′`y 6= 0, alors x′ 6= 0 et il existe x ∈ E tel que 〈x′, x〉 6= 0
donc Φ(x′`y) 6= 0.
Montrons que Φ est continue. Soit W un ouvert de Lc(E,F ). Il existe K linéairement
compact de E et V un ouvert linéaire de F tel que W(K,V ) ⊆ W . Or, K⊥ est un ouvert
linéaire de ¬E, donc W(K⊥⊥, V ⊥)) est un ouvert linéaire de (¬E) `f F . Comme de plus,
W(K⊥⊥, V ⊥)) ⊆ Φ−1(W(K,V )) ⊆ Φ−1(W ), φ est continue.
Montrons que toute fonction linéaire continue de rang fini est dans l’image de Φ. Soit
f ∈ Lc(E ; F ) de rang fini n. Il existe une famille libre de F (yi)i≤n telle que pour tout
x ∈ E, f(x) = ∑i≤n fi(x)yi. Pour tout i ≤ n, la forme fi : x 7→ fi(x) ∈ k définie de façon
unique par cette formule est linéaire. De plus fi est continue car ker(fi) ⊃ f−1(0) qui est
ouvert car f est à valeurs dans un espace de dimension finie qui est donc discret. On en déduit
que f ∈ Φ(¬E `f F ).
Montrons à présent que Φ(¬E `f F ) est dense dans Lc(E ; F ). Soient f ∈ Lc(E ; F ),
K un linéairement compact de E et V un ouvert linéaire de F . On cherche φ ∈ ¬E `f F tel
que f − φ ∈ W(K,V ). Comme f est continue, il existe U tel que f(U) ⊆ V . Comme K est
linéairement compact, il est linéairement borné (voir (LB8) de la Proposition III.62 page 115).
On en déduit l’existence d’un sous-espace B0 de E de dimension finie tel que
K = B0 ⊕ (K ∩ U).
139
CHAPITRE III. ESPACES DE LEFSCHETZ
En utilisant le lemme de Zorn [Jar81, §1.4 p.19], Il existe un sous-espace vectoriel C tel que
E = B0⊕U⊕C (remarquons queK∩C = {0} carK ⊆ B0⊕U ). Soit p la projection deE sur
B0. C’est une involution. Elle est continue, car elle est à valeurs dans un espace discret et son
noyau est ouvert car il contient U . Enfin, remarquons que pour tout x ∈ K, p(x − p(x)) = 0
donc x−p(x) ∈ ker(p) = U⊕C. De plus, pour tout x ∈ K, p(x) ∈ B0 ⊆ K donc x−p ∈ K.
On en déduit que
∀x ∈ K, x− p(x) ∈ K ∩ U.
On en déduit que pour tout x ∈ K, f(x)−(f ◦ p)(x) ∈ f(U) ⊆ V donc f−f ◦ p ∈ W(K,V ).
Enfin, comme p est à valeurs dans B0 qui est de dimension finie. On en déduit que p est de
rang fini, puis que la composée f ◦ p est de rang fini. Donc f ◦ p ∈ Φ(¬E `f F ).
Le cas linéairement bornologique. Plaçons nous dans le cas bornologique pour le reste
de ce paragraphe.
Proposition III.93. Soient E et F deux espaces de Lefschetz linéairement bornologiques et
complets. L’espace Lc(E,F ) muni de la topologie de la convergence uniforme sur les linéai-
rement compacts est complet.
Démonstration. La preuve de cette proposition est une généralisation de celle du Lemme III.86
page 133 qui traite le cas où F = k.
Proposition III.94. Soient E et F deux espaces de Lefschetz linéairement bornologiques et
complets. Le plongement ¬E `f F ↪→ Lc(E,F ) se prolonge en un homéomorphisme linéaire
entre le complété de ¬E `f F et Lc(E,F ).
Démonstration. Étant donné que le plongement de ¬E`f F dans Lc(E ; F ) est continu, il est
aussi uniformément continu (voir la Proposition III.2 page 72). De plus, Lc(E ; F ) est complet
donc le plongement se prolonge en un homéomorphisme linéaire entre le complété de ¬E`f F
et Lc(E,F ).
Nous allons voir que le complété de ¬E `f F peut-être décrit comme un espace de fonc-
tions multilinéaires hypocontinues. Tout d’abord commençons par décrire les propriétés de ces
fonctions.
III.3.2.b Fonctions multilinéaires hypocontinues.
Dans ce paragraphe, nous introduisons l’hypocontinuité [Bou56] qui est une notion de
continuité des formes bilinéaires à mi-chemin entre la continuité et la continuité séparée (voir
la Proposition III.98 page 142). Nous allons ensuite construire une topologie sur l’espace des
formes bilinéaires hypocontinues sur E × F , qui en fait un espace de Lefschetz.
Une fonction n-linéaire est séparément continue lorsque quand on fixe n − 1 points, la
fonction linéaire est continue. On a besoin d’une notion de continuité un peu plus uniforme, au
lieu de fixer n − 1 points, on fixe n − 1 linéairement compacts et on demande à la fonction
d’être uniformément continue sur ce produit de linéairement compacts.
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Définition III.26. Soient (Ei)i≤n et F des espaces de Lefschetz. Une application n-linéaire
φ : E1 × · · · × En → F est dite hypocontinue lorsque pour tout ouvert linéaire W de F et
pour toute famille (Ki ; i ≤ n) de linéairement compacts Ki de Ei, on a
∀j ≤ n, ∃Vj ; φ(
∏
i≤n
Ai) ⊆W, avec
{
Ai = Ki, ∀i 6= j
Aj = Vj ouvert de E.
On note Lh(E1 × · · · × En ; F ) l’espace des fonctions n-linéaires hypocontinues sur E1 ×
. . .× En à valeurs dans F .
Fait III.95. Pour tout espace de Lefschetz F fixé, l’opérateur Lh(_, F ) : Lef × · · · × Lef →
Lef qui à n espaces (Ei)i≤n associe l’espace Lh(E1× · · · ×En, F ) est un n-foncteur contra-
variant en chacune des directions.
Proposition III.96. Soient (Ei)i≤n et F des espaces de Lefschetz.
L’espace des fonctions n-linéaires hypocontinues Lh(E1 × · · · ×En ; F ) est un espace de
Lefschetz qui admet pour système fondamental :
W(K1, . . . ,Kn ; W ) = {φ ∈ Lh(E1 × · · · × En ; F ) ; φ(K1, . . . ,Kn) ⊆W}
où pour tout i ≤ n, Ki est un sous-espace linéairement compact de Ei et W un ouvert linéaire
de F .
Démonstration. Il nous faut montrer que la famille (W((Ki)i≤n ; W ))(Ki),W forme un sys-
tème fondamental linéaire (voir Définition III.1 page 71).
Vérifions la condition de séparation (TL2). Soit φ ∈ Lh(E1 × · · · × En ; F ) non nulle.
Il existe x1, . . . , xn−1 tel que φ(x1, . . . , xn−1, _) ∈ Lc(En ; F ) soit non nulle. Comme
Lc(En ; F ) est un espace de Lefschetz, par séparation dans Lc(En ; F ) qui est équipé de
la topologie de la convergence uniforme sur les linéairement compacts, il existeK linéairement
compact de En et W ouvert linéaire de F tel que φ(x1, . . . , xn−1, _) /∈ W(K,W ). On en
déduit que φ /∈ Wk · x1, . . . ,k · xn−1,K /∈ W . On a donc trouvé des linéairement compacts
k·x1, . . . ,k·xn−1 etK, et un ouvert linéaire de F tels que φ /∈ W(k·x1, . . . ,k·xn−1,K ; W ).
Il nous reste à vérifier que la famille est stable par intersection finie :
W((Ki)i≤n ; W ) ∩W((K ′i)i≤n ; W ′) = {φ ; φ(Ki)i≤n ⊆W, φ(K ′i)i≤n ⊆W ′}
⊇ {φ ; φ(Ki +K ′i)i≤n ⊆W ∩W ′}.
De plus, pour tout i ≤ n, Ki + K ′i est linéairement compacts d’après la Proposition III.53
page 110 et parce que W ∩W ′ est ouvert.
Comme k est discret, la topologie sur les formes linéaires continues est décrite par une
famille de linéairement compacts et l’ouvert linéaire {0} de k (l’espace d’arrivée).
Notation III.27. On abrégera l’ensemble des formes n-linéaires hypocontinues par
Lh(E1 × · · · × En) = Lh(E1 × · · · × En ; k).
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L’espace des formes n-linéaires hypocontinues par Lh(E1×· · ·×En) admet pour système
fondamental linéaire la famille
W(K1, . . . ,Kn) = {φ ∈ Lh(E1 × · · · × En) ; φ(K1, . . . ,Kn) = 0}
où pour tout i ≤ n, Ki est linéairement compact dans Ei.
Proposition III.97. Soit E un espace de Lefschetz. L’espace Lh(E × k) est linéairement ho-
méomorphe au dual ¬CE muni de la topologie de la convergence uniforme sur les linéairement
compacts.
Démonstration. La fonction linéaire
Lh(E × k) → ¬CE
φ 7→ φ(_, 1).
est continue. En effet, pour tout K linéairement compact de E, l’image réciproque de K⊥
contientW(K,k). Sa réciproque
¬CE → Lh(E × k)
x′ 7→ (λ, x) 7→ λ〈x′, x〉.
est elle aussi continue. Puisque k est linéairement compact et pour tout linéairement compact
K de E, l’image réciproque deW(K,k) contient K⊥.
Nous allons maintenant comparer l’hypocontinuité avec les autres types de continuité pour
les fonctions multi-linéaires.
Proposition III.98. Toute fonction n-linéaire hypocontinue est séparément continue et conti-
nue sur les produits de compacts. Toute fonction n-linéaire continue est hypocontinue.
Démonstration. Nous allons traiter le cas bilinéaire, les autres cas se traitent de façon similaire.
Soient E, F et G des espaces de Lefschetz.
La première partie de la proposition repose sur le fait que pour tous x ∈ E et y ∈ F , k · x
et k · y sont des linéairement compacts respectifs de E et de F .
Soit φ : E × F → G une fonction bilinéaire hypocontinue. Soient K et L des linéairement
compacts respectifs de E et F . Soit W un ouvert linéaire de W . Il existe des ouverts linéaires
U et V de E et F (respectivement) tels que φ(U × L) ⊆ W et φ(K × V ) ⊆ W . On en déduit
que φ(U ∩K × V × L) ⊆W . Donc φ est continue sur K × L.
Pour la seconde partie, soit φ une fonction bilinéaire continue sur E × F à valeurs dans G.
Soit W un ouvert linéaire de G.
Comme φ est continue, il existe U et V deux ouverts linéaires respectifs de E et de F tels
que
φ(U × V ) ⊆W.
Pour montrer que φ est hypocontinue, on se donne K un linéairement compact de E.
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Étant donné que tout linéairement compact est linéairement borné (voir (LB8) de la Propo-
sition III.62 page 115), il existe B0 de dimension finie tel que K = B0⊕ (K ∩U). Soit (xi)i≤n
une base de B0. On a alors
∀x ∈ K, ∃(λi)i≤n ∈ kn, ∃y ∈ K ∩ U ; x = λ1x1 + · · ·+ λnxn + y.
Comme φ est séparément continue, pour tout i ≤ n, il existe Vi ouvert linéaire de F tel que
φ(k · xi × Vi) ⊆W.
Posons V0 = V ∩ (∩i≤nVi). Soit (x, z) ∈ K × V0. Il existe x ∈ K, (λi)i≤n ∈ kn et
y ∈ K ∩U tels que x = λ1x1 + · · ·+λnxn+y. Comme φ est linéaire par rapport à la première
variable, on a
φ(x, z) = λ1φ(x1, z) + · · ·+ λnφ(xn, z) + φ(y, z).
Or pour tout i ≤ n, z ∈ V0 ⊆ Vi donc φ(xi, z) ∈ W . De plus, y ∈ K ∩ U ⊆ U et z ∈ V donc
φ(y, z) ∈W . On en déduit que φ(x, z) ∈W . On a donc montré que
φ(K × V0) ⊆W.
Pour L linéairement compact de F , en utilisant la même technique, on trouvera un ouvert U0
de E tel que φ(U0 × L) ⊆W .
Dans le cas linéairement bornologique et complet, l’hypocontinuité se ramène à la conti-
nuité séparée et à la continuité sur les produits de linéairement compacts.
Proposition III.99. Soient (Ei)i≤n et F des espaces de Lefschetz linéairement bornologiques
et complets. Une fonction n-linéaire sur E1 × . . . × En à valeurs dans F est hypocontinue
si et seulement si elle est séparément continue et sa restriction à tout produit de linéairement
compacts est continue.
Démonstration. On ne traite que le cas bi-linéaire.
Soit φ : E×F → G une fonction bilinéaire séparément continue et continue sur les produits
de linéairement compacts.
Montrons que φ est hypocontinue. Soit W un ouvert linéaire de G. Soit K un linéairement
compact de E.
Comme φ est séparément continue, pour tout x ∈ K, il existe un ouvert linéaire Vx de F
tel que
φ((k · x)× Vx) ⊆W.
Soit L un linéairement compact de F . Comme φ est continue sur les produits de compacts,
il existe UL et VL ouverts linéaires respectifs de E et F tels que
φ(K ∩ UL × L ∩ VL) ⊆W.
Or, tout linéairement compact est en particulier linéairement borné. Il existe donc
x1, . . . , xn ∈ E tels que K = k · x1 + . . . + k · xn ⊕ K ∩ UL. De cette décomposition et
des deux inéquations ci-dessus, on déduit que
φ(K × (L ∩ VL)) ⊆W.
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Posons V = ∪L∈CFL ∩ VL. Comme F est supposé linéairement bornologique, il suffit
de montrer que V est bornivore pour montrer que V est un ouvert linéaire. Or pour tout B
linéairement borné et fermé de V , B est linéairement compact car F est supposé complet. On
en déduit que V ∩B ⊇ B ∩ VB , donc le noyau de la projection
pi : B  (B/B ∩ V )
contient B ∩ VB . Par la propriété universelle du quotient, on a
pi : B/(B ∩ VB) B/(B ∩ V ).
Or B/(B ∩ VB) est de dimension finie car VB est un ouvert linéaire de F et B est linéairement
borné dans F . On en déduit que B/(B ∩ V ) est aussi de dimension finie. On a démontré que
V est linéairement bornivore dans F linéairement bornologique, c’est donc un ouvert ouvert.
De plus, on vérifie facilement que
φ(K × V ) ⊆W.
On procède symétriquement pour montrer la deuxième partie de la définition de l’hypocon-
tinuité.
Contre-Exemple III.19. [Ehr05] Toute fonction bilinéaire hypocontinue sur E × F n’est pas
forcément continue sur E × F . Par exemple, étant donné un espace réflexif E, la fonction
ev : E × ¬CE → k est hypocontinue mais pas toujours continue.
Montrons que ev est hypocontinue. Soit K un linéairement compact de E. L’annulateur
K⊥ de K est un ouvert linéaire de ¬CE et ev(K ×K⊥) = 0. Soit à présent L un linéairement
compact de ¬E. Comme E est réflexif, ⊥L est un ouvert linéaire de E (voir le Fait III.77
page 126). De plus ev(⊥L× L) = 0. On a donc montré que ev est hypocontinue.
Par contre, si ev est continue, cela implique l’existence de U ouvert linéaire de E et de
K linéairement compact de E tels que ev(U,K⊥) = 0. On en déduit que K⊥ ⊆ U⊥, puis
par réflexivité de E que U ⊆ K donc U est linéairement compact (rappelons que tout ouvert
linéaire d’un espace de Lefschetz est fermé d’après (VL1) de la Proposition III.7 page 77).
L’existence d’un tel sous-espace à la fois ouvert et linéairement compact implique que E est
localement linéairement compact.
Ehrhard a montré que dans l’espace de Lefschetz finitaire E!Nat , il n’existe pas d’ouvert li-
néaire qui soit linéairement compact (voir le Paragraphe sur la Propriété universelle du quotient
dans le papier [Ehr05, page 15]).
III.3.2.c Produit tensoriel inductif
Nous avons maintenant tous les outils pour introduire le produit tensoriel inductif dans
les espaces de Lefschetz, que l’on notera E ` F . Nous allons ensuite montrer que le produit
tensoriel inductif est associatif, complet et que l’on a l’homéomorphisme de la logique linéaire
Lc(E,F ) ' (¬E) ` F . Cependant, nous ne savons pas s’il préserve le caractère linéairement
bornologique.
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Le cas général. Fischer et Gross ont introduit dans le cadre général le produit tensoriel in-
ductif. Dans le cadre linéairement bornologique, ce produit tensoriel coïncide avec la construc-
tion du par. Nous pourrons donc adapter leurs résultats à notre cadre.
Définition III.28. [FG65] SoientE et F deux espaces de Lefschetz linéairement bornologiques
et complets. Le produit tensoriel inductif de E et F , noté E ` F , est l’espace des formes
bilinéaires hypocontinues sur ¬E × ¬F , muni de la topologie hypoéquicontinue engendrée
par le système fondamental
W
(
U⊥, V ⊥
)
=
{
φ ∈ Lh(¬E × ¬F ) ; ∀x′ ∈ U⊥, ∀y′ ∈ V ⊥, φ(x′, y′) = 0
}
.
C’est un espace de Lefschetz.
Le cas linéairement bornologique et complet. Dans le cas où les espaces sur lesquels
nous travaillons sont complets et linéairement bornologiques, les propositions précédentes se
simplifient un peu.
Les espaces vectorielsE`F et Lh(¬E×¬F ) sont identiques. Pourtant dans le cas général,
leur topologie n’est pas équivalente. La première est la topologie de la convergence uniforme
sur les linéairement équicontinus, la seconde sur les linéairement compacts du dual. Or, dans
le cas linéairement bornologique complet, ces deux topologies coïncident. On va donc avoir un
homéomorphisme linéaire entre les deux espaces.
Proposition III.100. Soient E et F des espaces de Lefschetz complets et linéairement borno-
logiques. Alors E ` F ' Lh(¬E × ¬F ).
Démonstration. Remarquons que lorsque E et F sont supposés linéairement bornologiques,
les linéairement équicontinus de ¬E et ¬F sont exactement les linéairement compacts de ces
espaces. Ainsi, E ` F est linéairement homéomorphe à l’espace Lh(¬E × ¬F ) des formes
bilinéaires hypocontinues muni de la topologie de la convergence sur les linéairement compacts.
Proposition III.101. Soient E et F deux espaces de Lefschetz complets et linéairement borno-
logiques. On note VE (resp. VF ) l’ensemble des ouverts linéaires de E (resp. F) et CE (resp.
CF ) l’ensemble des linéairement compacts de E(resp. F ). Une forme bilinéaire φ est dans
E ` F si et seulement si { ∀V ∈ VF , ∃K ∈ CE , φ(K⊥, V ⊥) = 0
∀U ∈ VE ,∃L ∈ CF , φ(U⊥, L⊥) = 0
Démonstration. Soit φ ∈ E ` F . Comme φ est hypocontinue sur ¬E × ¬F et par définition
de l’hypocontinuité,
∀K ′ ∈ C¬E , ∃V ′ ∈ V¬F , φ(K ′, V ′) = 0
∀L′ ∈ C¬F , ∃U ′ ∈ V¬E , φ(U ′, L′) = 0.
Comme E et F sont linéairement bornologiques et complets, ¬E et ¬F sont complets.
La topologie de ¬E (resp. ¬F ) est engendrée par le système fondamental formé les K⊥ où
K ∈ CE (resp. L⊥ où L ∈ CF ). Pour tout linéairement compact K ′ de ¬E (resp. L′ de ¬F ), il
existe U ∈ VE tel que K ′ = U⊥(resp. V ∈ VF tel que L′ = V ⊥.
145
CHAPITRE III. ESPACES DE LEFSCHETZ
Les linéairement bornés de cet espace admettent une caractérisation.
Proposition III.102. [FG65, §2.1, Th.2.7] Soient E et F deux espaces de Lefschetz complets
et linéairement bornologiques. Soit A un sous-espace vectoriel de E ` F . Les trois conditions
suivantes sont équivalentes
1. B est linéairement hypoéquicontinu :
∀U ∈ VE , ∃V ′ ∈ V¬F ; ∀φ ∈ A, φ(U⊥, V ′) = 0,
∀V ∈ VE , ∃U ′ ∈ V¬E ; ∀φ ∈ A, φ(U ′, V ⊥) = 0,
2. B est séparément équicontinu et équicontinu sur tous les produits de sous-espaces équi-
continus :
∀x′ ∈ ¬E, ∃C ∈ BF ; ∀φ ∈ A, φ(x′, C⊥) = 0,
∀y′ ∈ ¬F, ∃B ∈ BE ; ∀φ ∈ A, φ(B⊥, y′) = 0,
∀U ∈ VE , ∀V ∈ VF , ∃B ∈ BE , ∃C ∈ BF ; ∀φ ∈ A, φ(U⊥ ∩B⊥, V ⊥ ∩ C⊥) = 0.
3. B est linéairement borné :
∀U ∈ VE , ∀V ∈ VF , A/(A ∩W(U⊥, V ⊥) de dimension finie.
Où VG (resp. BG) désigne l’ensemble des ouverts linéaires (resp. linéairement bornés) de G
pour G variant parmi E, F , ¬E ou ¬F .
Démonstration. (1⇒ 2) On suppose 1 et on montre la première et la troisième parties de 2, la
deuxième s’obtenant par symétrie à partir de la première.
Soit x′ ∈ ¬E. Comme x′ est linéaire continue sur E, il existe U ∈ VE tel que U ⊆
ker(x′). On en déduit que x′ ∈ U⊥. Or, par 1, il existeC ∈ BF tel queA(U⊥, C⊥) = 0,
donc A(x′, C⊥) = 0.
Soient U ∈ VE et V ∈ VF . Par 1, il existe B ∈ BE et C ∈ BF tels que A(U⊥, C⊥) =
0 et A(B⊥, V ⊥) = 0. On en déduit que A(U⊥ ∩B⊥, V ⊥ ∩ C⊥) = 0.
(2⇒ 3) On suppose 2. Donc A est séparément équicontinue et continue sur les produits
d’équicontinus.
Soient U ∈ VE et V ∈ VF .
Comme A est continue sur U⊥ ∩ V ⊥, il existe B0 ∈ BE et C0 ∈ BF tels que :
A(U⊥ ∩B⊥0 , V ⊥ ∩ C⊥0 ) = 0.
D’après les résultats résumés dans la Figure III.2 page 130 U⊥ est linéairement borné
dans ¬E et B⊥0 est un ouvert linéaire de ¬B. On en déduit que U⊥/(B⊥0 ∩ U⊥) est de
dimension finie, d’où l’existence d’une famille x′1, . . . , x′n de formes linéaires continues
sur E telle que :
U⊥ = B⊥0 ∩ U⊥ ⊕ 〈x′1, . . . , x′n〉.
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Comme A est séparément équicontinue, pour tous i ≤ n il existe Ci ∈ BF tel que :
∀i ≤ n, A(x′i, C⊥i ) = 0.
Par symétrie, il existe C0 ∈ BF et une famille (y′1, . . . , y′m) de formes linéaires conti-
nues sur E telle que :
V ⊥ = C⊥0 ∩ V ⊥ ⊕ 〈y′1, . . . , y′m〉.
Pour tous j ≤ m il existe Bj ∈ BF tel que :
∀j ≤ m, A(B⊥j , y′j) = 0.
Posons B = B0 +B1 + . . .+Bn et C = C0 +C1 + . . .+Cn, ce sont des linéairement
bornés. On a alors B⊥ = ∩
0≤i≤n
B⊥i et C
⊥ = ∩
0≤j≤n
C⊥j .
Comme B⊥0 ∩U⊥ est linéairement borné (comme sous-espace d’un linéairement borné
U⊥) et B⊥ est un ouvert linéaire de ¬E, il existe une famille (x′n+1, . . . , x′p) de formes
linéaires continues sur E telle que :
B⊥0 ∩ U⊥ = B⊥ ∩ U⊥ ⊕ 〈x′n+1, . . . , x′p〉.
De même, il existe une famille (y′m+1, . . . , y′q) de formes linéaires continues sur F telle
que :
C⊥0 ∩ V ⊥ = C⊥ ∩ V ⊥ ⊕ 〈y′m+1, . . . , y′q〉.
On en déduit que :
U⊥ = B⊥ ∩ U⊥ ⊕ 〈x′1, . . . x′p〉
V ⊥ = C⊥ ∩ V ⊥ ⊕ 〈y′1, . . . y′q〉.
De plus, pour tout i ≤ p, on a A(x′i, C⊥ ∩ V ⊥) = 0 et pour tout j ≤ q, on a A(B⊥ ∩
U⊥, y′j) = 0.
On applique le Théorème de séparation de Hahn-Banach : pour tout i ≤ p, x′i /∈ B⊥ ∩
U⊥ ⊕ 〈xk ; k 6= j〉, il existe donc xi ∈ E tel que :
〈x′i, x′i〉 = 1, ∀k 6= i 〈x′k, xi〉 = 0, ∀x′ ∈ B⊥ ∩ U⊥, 〈x′, xi〉 = 0.
De même, pour tout j ≤ q, il existe yj ∈ F tel que :
〈y′j , y′j〉 = 1, ∀l 6= j 〈y′l, yj〉 = 0, ∀y′ ∈ B⊥ ∩ U⊥, 〈y′, yj〉 = 0.
On a maintenant tous les ingrédients pour montrer que :
∀φ ∈ A, φ−
∑
i≤p
∑
j≤q
φ(x′i, x
′
j)xi`yj ∈ W(U⊥, V ⊥).
On en déduit que A ⊆ A ∩W(U⊥ ∩ V ⊥)⊕ 〈xi`yj ; i ≤ p, j ≤ q〉.
On a donc bien montré que A est linéairement borné.
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(3⇒ 1) On suppose 3. Soit V un voisinage linéaire de F . On chercheB un linéairement borné
de E tel que A(B⊥, V ⊥) = 0.Notons D′ = V ⊥, c’est un linéairement borné de ¬F .
Comme ¬F est muni de la topologie de la convergence uniforme sur les linéairement
bornés, il suffit de trouver U ′ ouvert linéaire de ¬E tel que A(U ′, D′) = 0. Pour la
deuxième partie de 1, on conclura par symétrie.
Considérons :
ξ : A×D′ → ¬¬E
φ, y′ 7→ x′ 7→ φ(x′, y′).
Comme on a supposé que E est linéairement bornologique et complet, il est réflexif :
¬¬E ' E. On peut donc considérer ξ comme la fonction bilinéaire :
ξ : A×D′ → E
φ, y′ 7→ x ; ∀x′ ∈ ¬E, 〈x′, x〉 = φ(x′, y′).
Soit U ∈ VE . Posons W = W(U⊥, V ⊥). On vérifie que ξ(A ∩ W, D′) = ξ(A ∩
W(U⊥, V ⊥), V ⊥) ⊆ U . Considérons la surjection :
A×D′ ξ−→ ξ(A,D′)→ ξ(A,D′)/(ξ(A,D′) ∩ U).
Par propriété universelle du quotient, la fonction suivante est une surjection :
A/(A∩W)×D′/D′ → A×D′/(A∩W)×D′ → ξ(A,D)→ ξ(A,D′)/(ξ(A,D′)∩U).
Or, A/(A ∩ W) est de dimension finie puisque A est linéairement borné et W est un
ouvert linéaire. On en déduit que ξ(A,D′)/(ξ(A,D′)∩U) est de dimension finie. Donc
ξ(A,D′) est linéairement borné dans E.
Comme ξ(A,D′) est linéairement borné dans E et ξ(A,D′)⊥ est un ouvert linéaire de
¬E. Or, on vérifie que A(ξ(A,D′)⊥, D′) = 0, on a donc trouvé l’ouvert de ¬E que
l’on cherchait.
Proposition III.103. [FG65, §2.1, Th.2.9] Soient E et F deux espaces de Lefschetz complets.
L’espace de Lefschetz E ` F est complet.
Démonstration. On note C¬E et C¬F les familles de linéairement compact de E′ et F ′ respec-
tivement.
Soit (φγ)γ∈Γ un réseau de Cauchy de E ` F , i.e.
∀K ′ ∈ C¬E ,∀L′ ∈ C¬F , ∃γ ; ∀α, β ≥ γ, ∀(x′, y′) ∈ K ′ × L′, φα(x′, y′) = φβ(x′, y′).
Soient x′ ∈ ¬E et y′ ∈ ¬F . Comme k ·x′ et k ·y′ sont des linéairement compacts respectifs de
¬E et de ¬F , (φγ(x′, y′))γ∈Γ est un réseau de Cauchy de l’espace complet k. On note φ(x′, y′)
sa limite.
On vérifie facilement que φ est bilinéaire.
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D’après la Proposition III.99 ci-dessus, il suffit de montrer que φ est séparément continue
et continue sur U⊥ × V ⊥ où U et V sont des ouverts linéaires respectifs de E et de F .
Montrons que φ est continue sur U⊥ × V ⊥. Il existe γU,V tel que
∀x′ ∈ U⊥, y′ ∈ V ⊥, φ(x′, y′) = φγU,V (x′, y′)
Or φγU,V est hypocontinue donc continue sur U
⊥ × V ⊥ d’après la Proposition III.99. Il en est
donc de même de la restriction de φ à U⊥ × V ⊥.
Montrons que φ est séparément continue. Pour tout x′ ∈ ¬E, ker(x′) est un ouvert linéaire
deE. Soit V un ouvert linéaire de F . Nous venons de montrer que φ est continue sur ker(x′)⊥×
V ⊥. Comme x′ ∈ ker(x′)⊥, on en déduit que φ(x′,−) est continue sur V ⊥. On a donc montré
qu’il existe y∗ ∈ ¬¬F tel que
∀y′ ∈ V ⊥, 〈y∗, y′〉 = φ(x′, y′)
Or l’inverse de l’évaluation ev−1 : ¬¬F → F est un isomorphisme continu (voir la Proposi-
tion III.76 page 125). On en déduit l’existence de y ∈ F tel que
∀y′ ∈ V ⊥, 〈y′, y〉 = φ(x′, y′).
Or F est supposé complet et d’après la caractérisation du complété d’un espace (voir la Propo-
sition III.23 page 88), φ(x′,−) ∈ F˜ = F . On en déduit l’existence de y ∈ F tel que
∀y′ ∈ ¬F, 〈y′, y〉 = φ(x′, y′),
d’où l’on déduit que φ(x′,−) est continue sur ¬F .
On montre de la même façon que φ(−, y′) est continue pour tout y′ ∈ ¬F .
Proposition III.104. [FG65, §2.2 Th.2.12] Soient E et F deux espaces de Lefschetz complets
et linéairement bornologiques. L’espace E `f F muni de la topologie équicontinue est dense
dans E ` F . De plus, on a un homéomorphisme linéaire entre ¬E ` F et Lc(E ; F ).
Démonstration. Commençons par remarquer que E `f F ⊆ E ` F et cette inclusion est
continue.
Soit φ ∈ E ` F .
On va se ramener à la densité de F `f F dans Lc(F ; F ) en utilisant la fonction
α : Lc(F ; F ) → E ` F
ψ 7→ (x′, y′) 7→ φ(x′, y′ ◦ ψ).
Montrons que α est linéaire continue.
En effet, soient U et V deux ouverts linéaires respectifs de E et de F . D’après la Proposi-
tion III.59 page 113, U⊥ est linéairement compact de ¬E. Comme φ est hypocontinue, il existe
K⊥ ouvert linéaire de ¬F (où L linéairement compact de F ) tel que φ(U⊥,K⊥) = 0.
Montrons queW(K,V ) ⊆ α−1(W(U⊥, V ⊥)). Soit ψ ∈ Lc(F ; F ) tel que ψ(K) ⊆ V .
Comme pour tous x′ ∈ U⊥ et y′ ∈ V ⊥, y′ ◦ ψ ∈ K⊥, on a
α(ψ)(x′, y′) = φ(x′, y′ ◦ ψ) = 0.
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D’où α(W(K,V )) ⊆ W(U⊥, V ⊥). On en déduit la continuité de α.
SoitW(U⊥, V ⊥) un ouvert deE`F , on va montrer que (φ+W(U⊥, V ⊥))∩E`f F 6= ∅.
Comme α est continue, il existe un ouvertW(K,V ) de Lc(F ; F ) tel que α(W(K,V )) ⊆
W(U⊥, V ⊥). D’après la Proposition III.92 page 139, l’espace des fonctions linéaires continues
de rang fini, c’est-à-dire l’image de ¬F`F , est dense dansLc(F ; F ). On en déduit l’existence
de ζ ∈ Lc(F ; F ) de rang fini telle que idF − ζ ∈ W(K,V ). En appliquant α, on obtient que
φ − α(ζ) ∈ W(U⊥, V ⊥). Or, α(ζ) est dans E `f F . En effet, ζ est de rang fini. On en déduit
que E `f F est dense dans E ` F .
La série de définition et de lemme qui suivent vont nous permettre de montrer l’associativité
du produit tensoriel inductif.
Définition III.29. Soient E1 et E2 deux espaces de Lefschetz complets et linéairement borno-
logiques. Pour tous x′1 ∈ ¬E1 et x′2 ∈ ¬E2, on définit x′1⊗x′2 ∈ ¬(E1 ` E2) par :
∀α ∈ Lh(¬E1 × ¬E2), 〈x′1 ⊗ x′2, α〉 = α(x′1, x′2).
On note ¬E1 ⊗f ¬E2 l’espace vectoriel engendré par les x′1 ⊗ x′2.
Lemme III.105. [FG65] Soient E1 et E2 deux espaces de Lefschetz complets et linéairement
bornologiques. Soit A′ un sous-espace de ¬(E1`E2). Alors A′ est équicontinu si et seulement
si il existe B′1 linéairement borné de ¬E1 et B′2 linéairement borné de ¬E2 tels que A′ ⊆
B′1 ⊗f B′2.
Démonstration. Par équicontinuité de A′, il existe un voisinage linéaireW de E1 `E2 tel que
A′ ⊆ c⊥W . Par définition de la topologie de E1 ` E2, il existe U1 ouvert linéaire de E1 et
U2 ouvert linéaire de E2 tel queW(U⊥1 , U⊥2 ) ⊆ W et A′ ⊆ W(U⊥1 , U⊥2 )⊥. Posons B′1 = U⊥1
et B′2 = U⊥2 , ce sont des linéairement bornés respectifs de ¬E1 et de ¬E2. On vérifie que
W(B′1, B′2)⊥ =
(⊥B′1 ⊗f B′2)⊥. Or, E1 ` E2 est complet donc ¬(E1 ` E2) = ¬C(E1 ` E2).
D’après la Proposition III.58 page 113,
(⊥B′1 ⊗f B′2)⊥ = B′1 ⊗f B′2.
Lemme III.106. Soient E1 et E2 deux espaces de Lefschetz complets et linéairement bornolo-
giques. L’espace ¬E1 ⊗f ¬E2 est dense dans ¬(E1 ` E2).
Démonstration. Considérons l’application bilinéaire :
ξ : ¬E1 × ¬E2 → ¬(E1 ` E2)
(x′1, x
′
2) 7→ x′1⊗x′2 : α 7→ α(x′1, x′2).
Vérifions que ξ est bien définie. Comme k·x′1 et k·x′2 sont linéairement bornés,W(k·x′1,k·x′2)
est un ouvert deE1`E2. OrW(k ·x′1,k ·x′2) ⊆ ker(x′1⊗x′2) donc x′1⊗x′2 est une forme linéaire
continue.
Vérifions que ξ est hypocontinue. SoientW un ouvert de ¬(E1 ` E2) et B′1 linéairement
borné de ¬E1. Par définition de la topologie de la convergence uniforme sur les linéairement
bornés, il existeA linéairement borné dansE1`E2 tel queA⊥ ⊆ W . D’après la caractérisation
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des linéairement bornés de E1`E2, il existe un ouvert linéaire V ′2 de ¬E2 tel queA(B′1, V ′2) =
0. On en déduit que B′1 ⊗f V ′2 ⊆ A⊥ ⊆ W puis que ξ(B′1, V ′2) ⊆ W .
Montrons que ξ(¬E1,¬E2) est dense dans ¬(E1 ` E2). Soit α ∈ ¬(E1 ` E2). Comme
k·α ⊆ (⊥ker(α)) est équicontinu, il existe un linéairement bornéB′1 de ¬E1 et un linéairement
borné B′2 de ¬E2 tels que k · α ⊆ B′1 ⊗f B′2. On en déduit que α ∈ ξ(B′1, B′2).
Proposition III.107. [FG65, §2.2, Th.2.13] Soient (Ei)i≤n une famille d’espaces de Lefschetz
complets. Soit (Iλ)λ∈L une partition de {1, . . . , n}. Il existe un homéomorphisme linéaire
λ`∈L
(
`
i∈Iλ
Ei
)
' Lh(¬E1 × · · · × ¬En).
On note `i≤nEi = Lh(¬E1 × · · · × ¬En).
Démonstration. Montrons que le l’application linéaire suivante est un homéomorphisme li-
néaire :
T : (E1 ` E2)` E3 → Lh(¬E1 × ¬E2 × ¬E3)
φ 7→ φ˜ : x′1, x′2, x′3 7→ φ(x′1, x′2, x′3).
Vérifions que T est bien définie. Soit φ ∈ (E1`E2)`E3 = Lh(¬(E1,`E2),¬E3). Montrons
que p˜hi est hypocontinue.
• Soient B′1 linéairement borné dans ¬E1 et B′2 linéairement borné dans ¬E2. Alors,
B′1 ⊗f B′2 est équicontinu donc linéairement borné dans ¬(E1 ` E2). Comme φ est bi-
linéaire hypocontinue, il existe V ′3 ouvert linéaire de ¬E3 tel que φ(B′1 ⊗f B′2, V ′3) = 0
donc φ˜(B′1, B′2, V ′3) = 0
• Soient B′1 linéairement borné dans ¬E1 et B′3 linéairement borné dans ¬E3. Comme
φ est bilinéaire hypocontinue, il existe W ouvert linéaire de ¬(E1 ` E2) tel que
φ(W, B′3) = 0. Par définition de la topologie sur ¬(E1 ` E2), il existe A linéairement
borné de E1 ` E2 tel que A⊥ ⊆ W . D’après la caractérisation des linéairement borné
dans E1 ` E2, il existe V ′2 tel que A(B′1, V ′2) = 0. On en déduit que B′1 ⊗f V ′2 ⊆ W ,
donc φ˜(B′1, V ′2 , B′3) = 0.
• Le dernier cas se traite de façon similaire au précédent.
La continuité de T vient de :
T (W(B′1 ⊗f B′2), B′3) ⊆ W(B′1, B′2, B′3).
Montrons que T est ouverte. Soit W ouvert linéaire de Lh(¬(E1 ` E2) × ¬E3). Par dé-
finition de la topologie, il existe A′ équicontinu dans ¬(E1 ` E2) et B′3 équicontinu dans
¬E′3 tels que W(A′, B′3) ⊆ W . Comme A′ est équicontinu, il existe B′1 linéairement borné
de ¬E1 et B′2 linéairement borné de ¬E2 tels que A′ ⊆ B′1 ⊗f B′2. On en déduit que
W(B′1, B′2, B′3) ⊆ T (W(A′, B′3)). On conclut en rappelant que E1 et E2 sont linéairement
bornologiques et complets, les linéairement bornés de ¬E1 et de ¬E2 coïncident avec les équi-
continus.
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On vérifie facilement l’injectivité de T . Montrons sa surjectivité. Soit φ˜ ∈
Lh(¬E1,¬E2,¬E3). On définit φ par :
φ : ¬E1 ⊗f ¬E2 × ¬E3 → k
(x′1⊗x
′
2, x
′
3) 7→ 〈x′1 ⊗ x′2, φ˜(·, ·, x′3)〉 = φ˜(x′1, x′2, x′3).
On montre que φ est hypocontinue en montrant qu’elle est séparément continue et continue
sur les produits d’équicontinus. Comme ¬E1 ⊗f ¬E2 est dense dans ¬(E1 ` E2) et ¬E3 est
complet, on peut prolonger φ : ¬(E1 ` E2) × ¬E3 → k en une fonction hypocontinue. On
conclut en vérifiant que φ˜ = T (φ).
Proposition III.108. Soient E et F deux espaces de Lefschetz complets et linéairement bor-
nologiques. Soit n ≥ 2. On a un homéomorphisme linéaire entre l’espaces des fonctions n-
linéaires hypocontinues sur E à valeurs dans F et l’espace de fonctions :
Lh(¬E × . . .× ¬E ; F ) ' Lc(E ; Lc(. . . ; Lc(E ; F ))).
Démonstration. On va montrer le cas n = 2, les autres cas se montrent de façon similaire.
Considérons l’application :
ρ : Lh(E × E ; F ) → Lc(E ; Lc(E ; F ))
φ 7→ x1 7→ x2 7→ φ(x1, x2)
Montrons que ρ est bien définie. La continuité de ρ(φ) vient de l’hypocontinuité de φ.
Montrons que ρ est un isomorphisme. Elle est linéaire et injective. Pour la surjectivité,
pour tout f ∈ Lc(E ; Lc(E ; F )), on définit φ : x1, x2 7→ f(x1, x2). Montrons que φ est
hypocontinue. Soient V un ouvert linéaire de F et B un linéairement borné de E. Comme
W(B ; V ) est un ouvert linéaire de Lc(E ; F ), il existe un ouvert linéaire U1 de E tel que
f(1) ⊆ W(B ; V ). On en déduit que φ(1, B) ⊆ V . Par ailleurs, f(B) est linéairement borné
dans Lc(E ; F ) ' ¬E ` F . D’après la caractérisation des linéairement bornés dans ¬E ` F ,
il existe un linéairement borné B′ de ¬E, autrement dit un ouvert linéaire U2 = ⊥B′ de E
(rappelons que E est supposé linéairement bornologique) tel que f(B)(U2) ⊆ V . On en déduit
que φ(B,U2) ⊆ V . On a donc montré que φ est hypocontinue.
Pour conclure, pour tout B1 linéairement borné de E et B2 linéairement borné de E et V
ouvert linéaire de F , on a :
ρ(W(B1 ×B2 ; V )) =W(B1W(B2 ; V )).
On en déduit que ρ est un homéomorphisme linéaire.
Le cas finitaire. Rappelons que tout espace de Lefschetz finitaire est linéairement bornolo-
gique (voir l’Exemple III.4 page 131).
Étant donné que d’une part nous avons déjà étudié l’espace de fonctions dans le cas finitaire
(voir les Propositions III.48 page 105 et III.69 page 121) et que d’autre part le dual d’un espace
de Lefschetz finitaire est un espace de Lefschetz finitaire (voir la Proposition III.70 page 122),
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la proposition qui suit se déduit directement des propriétés des espaces de finitude relationnels
et des propriétés des espaces de fonctions. Pourtant, la démonstration de ce théorème fait ap-
paraître le lien entre les ouverts linéaires de EA ` EB et de EA`B . Elle justifie donc les choix
effectués dans la définition de `.
Proposition III.109. Soient E et F deux espaces de Lefschetz finitaires. L’espace E ` F est
un espace de Lefschetz finitaire.
Démonstration. Soient (E, φ,A) et (F,ψ,B) des cartes respectives de E et de F . On va mon-
trer que EA ` EB est linéairement homéomorphe à EA`B . On en déduira l’homéomorphisme
linéaire entre E ` F et EA`B par la fonctorialité de `.
Rappelons que d’après le Lemme III.14 page 80, (ea)a∈|A| est une base Schauder de EA.
En particulier, les projections e′a : x = (xb)b∈|A| 7→ xa est une forme linéaire continue sur
EA pour tout a ∈ |A|. Remarquons que puisque ¬EA est homéomorphe à EA⊥ et que c’est
homéomorphisme associe e′a ∈ ¬EA à ea ∈ EA⊥ , la famille (e′a)a∈|A| est une base de Schauder
de ¬EA.
Commençons par montrer que l’application linéaire
φ0 : EA ` EB → EA`B
ρ 7→ (ρ(e′a, e′b))a∈|A|,b∈|B|
est un homéomorphisme linéaire dont l’inverse est
φ−10 : EA`B → EA ` EB
(ρa,b)a∈|A|,b∈|B| 7→ ρ : (e′a, e′b) 7→ ρa,b
Les deux fonctions sont bien à valeurs dans les espaces annoncés. En effet, d’après la Proposi-
tion III.101 page 145,
ρ ∈ EA ` EB ⇐⇒
{ ∀V ∈ VEB ,∃K ∈ CEA , ρ(K⊥, V ⊥) = 0
∀U ∈ VEA ,∃L ∈ CEB , ρ(U⊥, L⊥) = 0
Or d’après la Proposition III.68 page 121, un sous-espace K de EA (resp. L de EB) est linéai-
rement compact si et seulement si son support est finitaire : |K| ∈ F (A) (resp. |L| ∈ F (B)).
De plus, d’après la Proposition III.4 page 75 la topologie sur EA (resp. EB) est engendrée par
les V (u′)EA pour u′ ∈ F (A)
⊥ (resp. V (v′)EB pour v′ ∈ F (B)
⊥). On en déduit l’équivalence
ρ ∈ EA ` EB ⇐⇒
{
∀v′ ∈ F (B)⊥ ,∃u ∈ F (A) , ρ(K (u)⊥A ,V (v′)⊥B) = 0
∀u′ ∈ F (A)⊥ , ∃v ∈ F (B) , ρ(V (u′)⊥A ,K (v)⊥B) = 0
On en déduit enfin les équivalences
ρ ∈ EA ` EB ⇐⇒
{
∀v′ ∈ F (B)⊥ , ∃u ∈ F (A) , ρ · v′ ⊆ u
∀u′ ∈ F (A)⊥ ,∃v ∈ F (B) , ρ · u′ ⊆ v
⇐⇒
{
∀v′ ∈ F (B)⊥ , ρ · v′ ∈ F (A)
∀u′ ∈ F (A)⊥ , ρ · u′ ∈ F (B)
153
CHAPITRE III. ESPACES DE LEFSCHETZ
φ0 est injective car si ρ est non nulle, il existe x′ ∈ ¬EA et y′ ∈ ¬EB tels que ρ(x′, y′) 6= 0.
Comme (e′a)a∈|A| est une base de Schauder de ¬EA, il existe a ∈ |A| et b ∈ |B| tels que
ρ(e′a, e′b) 6= 0.
De plus φ ◦ φ−1 = id d’où la surjectivité de φ0.
On en déduit que φ0 est un isomorphisme.
III.3.3 Tenseur
En logique linéaire, le tenseur et le par sont inter-définissables par l’intermédiaire de la
négation. Encore faut-il avoir la bonne notion de négation. Ici nous montrons certaines proprié-
tés du tenseur dans le cas linéairement bornologique et complet, c’est un bifoncteur associatif
et commutatif qui possède une unité (Proposition III.112 page 155) et qui vérifie la propriété
universelle du tenseur (Proposition III.113 page 156). Cependant, nous ne savons pas si cette
construction préserve la complétude et/ou le caractère linéairement bornologique.
Le cas général. Rappelons queLh(−×−) est un bi-foncteur contravariant (voir le Fait III.95
page 141) et ¬C est un foncteur contravariant (voir la Proposition III.73 page 124). Ils défi-
nissent tous deux des espaces de fonctions (multi-)linéaires munis de la topologie de la conver-
gence uniforme sur les linéairement compacts.
Définition III.30. Soient E et F des espaces de Lefschetz complets. Le produit tensoriel de E
et de F est l’espace
E ⊗ F def= ¬C(Lh(E × F )).
L’opérateur ⊗ est un bifoncteur sur la catégorie des espaces de Lefschetz.
Lemme III.110. Soient E et F deux espaces de Lefschetz. Pour tout x ∈ E et y ∈ F ,
x⊗ y : Lh(E × F ) → k
φ 7→ φ(x, y)
est un élément de E ⊗ F .
Démonstration. Pour tous x ∈ E et y ∈ F , k · x et k · y sont des linéairement compacts
respectifs de ¬E et de ¬F . On en déduit queW(k · x× k · y) est un ouvert de Lh(E ×F ). Or
W(k · x× k · y) ⊆ ker(x⊗ y). On en déduit que x⊗ y est continue.
Pour tout espace de Lefschetz E, nous allons construire une application linéaire continue
entre E ⊗ k et E.
Remarquons que Lh(E × k) est homéomorphe à ¬CE. En appliquant le foncteur ¬C, on
obtient un homéomorphisme entreE⊗k et ¬C¬CE. Or, d’après la Proposition III.76 page 125,
ev−1E : ¬C¬CE → E est un isomorphisme continu.
On en déduit la Proposition suivante.
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Proposition III.111. Soit E un espace de Lefschetz. L’application linéaire ι : ¬Lh(¬E,k) '
E
ev−1−−−→ E définie par
ι : E ⊗ k → E
φ 7→ x tel que ∀x′ ∈ ¬CE, 〈x′, x〉 = φ(x′, 1),
est un isomorphisme continu.
Comme en général ev n’est pas un homéomorphisme, ι n’est pas en général un homéomor-
phisme.
Pour avoir un homéomorphisme, il nous faut passer dans le cas réflexif. Nous allons utiliser
le cadre des linéairement bornologiques que nous avons introduit pour assurer la réflexivité.
Le cas bornologique. Soient E, F et G des espaces linéairement bornologiques complets.
Rappelons les différentes propriétés que nous avons établies.
D’après la Proposition III.63 page 117, sur tout espace de Lefschetz complet, les linéaire-
ment bornés fermés et linéairement compacts coïncident. On note alors ¬ = ¬C = ¬B.
D’après la Proposition III.87 page 133, ¬E, ¬F et ¬G sont complets et linéairement bor-
nologiques.
De plus, d’après la Proposition III.100 page 145, les topologies deE`F et deLh(¬E,¬F )
sont équivalentes. On peut donc identifier les deux espaces. Enfin, tout espace complet et linéai-
rement bornologique est réflexif (Théorème III.5 page 133).
Enfin, d’après la Proposition III.93 page 140, comme ¬E et ¬F sont complets,
Lh(¬E,¬F ) est complet, on peut donc noter ¬Lh(¬E,¬F ) = ¬CLh(¬E,¬F ).
Sur la sous-catégorie des espaces de Lefschetz linéairement bornologiques et complets, le
produit tensoriel est un bi-foncteur symétrique et associatif.
Proposition III.112. Soient E, F et G des espaces de Lefschetz complets et linéairement bor-
nologiques. On a les homéomorphismes linéaires suivants
E ⊗ k ' E
¬Lh(E × F ×G) ' (E ⊗ F )⊗G
E ⊗ F ' ¬(¬E ` ¬F ) ' ¬Lc(E,¬F ).
Démonstration. Comme ev est un homéomorphisme entre E et ¬¬E,
E ⊗ k ' ¬¬E ev−1−−−→ E
est à son tour un homéomorphisme.
D’après la Proposition III.107 page 151 d’associativité de `, on a ¬E ` ¬F ` ¬G '
(¬E ` ¬F )` ¬G. On en déduit,
Lh(¬¬E × ¬¬F × ¬¬G) ' Lh(¬[Lh(¬¬E × ¬¬F )]× ¬¬G).
On utilise la réflexivité de E, F et G et on applique le foncteur ¬. On a donc
¬Lh(E × F ×G) ' (E ⊗ F )⊗G.
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Proposition III.113. Soient E et F des espaces de Lefschetz complets et linéairement bor-
nologiques. Le produit tensoriel de E et de F vérifie la propriété universelle du tenseur, i.e.
pour toute fonction bilinéaire continue f sur E ⊗ F il existe une unique fonction bilinéaire
hypocontinue φ sur E × F telle que f(x⊗ y) = φ(x, y)
x⊗ y E ⊗ F f // G
(x, y)
_
⊗
OO
E × F
⊗
OO
φ
<<yyyyyyyyyyy
Il existe un homéomorphisme linéaire entre Lef(E ⊗ F,G) et Lef(E,Lc(F,G))
Démonstration. Montrons que ⊗ est hypocontinue. Soit A un linéairement compact de ¬E `
¬F . Soit K un linéairement compact de E. On montre qu’il existe un ouvert linéaire V de F
tel que ⊗(K × V ) ⊆W .
D’après la Proposition III.102 page 146, pour tout linéairement compact K de E (resp.
L de F ), il existe un ouvert linéaire V de F (resp. U de E) tel que A(K × V ) = 0 (resp.
A(U × L) = 0). On en déduit que ⊗(K × V ) ⊆ A⊥ (resp. ⊗(U × L) ⊆ A⊥) donc ⊗ est
hypocontinue.
Soit φ : E×F → k bilinéaire hypocontinue. CommeE⊗F = ¬Lh(E×F ), f : ρ 7→ 〈ρ, φ〉
est l’unique fonction qui fait commuter le diagramme.
Soit φ : E × F → G bilinéaire hypocontinue. Comme G est réflexif G ' ¬¬G, f : ρ 7→
(z′ 7→ 〈ρ, z′ ◦ φ〉 est l’unique fonction qui fait commuter le diagramme.
Le cas finitaire. Nous montrons que la notion de tenseur que nous avons choisit généralise
le tenseur des espaces de finitude.
Proposition III.114. Soient A et B deux espaces de finitude relationnels. Le produit tensoriel
EA ⊗ EB est homéomorphe à l’espace de Lefschetz finitaire EA⊗B .
Démonstration. En effet, d’après les Propositions III.112 page 155, III.49 page 106 et III.109
page 153,
EA ⊗ EB ' ¬(¬EA ` ¬EB) ' ¬(E¬A ` E¬B) ' ¬E¬A`¬B ' E¬(¬A`¬B) ' EA⊗B
Proposition III.115. Soient E et F deux espaces de Lefschetz finitaires. Le produit tensoriel
de E et de F est un espace de Lefschetz finitaire.
Démonstration. Soient (E, φ,A) et (F,ψ,B) des cartes respectives de E et de F . Comme ⊗
est un bifoncteur, E⊗F φ⊗ψ−−−→ EA⊗EB est un homéomorphisme. D’où E⊗F ' EA⊗B .
Proposition III.116. La catégorie LinFin des espaces de Lefschetz finitaires et des fonctions
linéaires continues est une catégorie symétrique monoïdale close munie des produits et des
co-produits et ∗-autonome.
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III.4 Structure exponentielle
L’une des propriétés intéressantes des espaces de finitude est que les fonctions du type
!A ( B vérifient la formule de Taylor. Nous allons partir de cette propriété afin de définir
la structure exponentielle des espaces de Lefschetz. Nous commençons par définir un espace
de polynômes sur E à valeurs dans F dont le complété (l’espace des fonctions analytiques)
interprétera le type !A( B. La modalité exponentielle est ensuite construite en prenant le dual
des fonctions analytiques à valeurs dans le corps k. Nous démontrons notamment que ! ainsi
construite est une co-monade sur la famille des espaces de Lefschetz. Nous définissons aussi
la structure de co-monoïde. Pour autant, nous ne savons pas au moment de la rédaction de ce
document si la catégorie des espaces de Lefschetz complets et bornologiques est stable par cette
construction. Enfin, nous montrons que les fonctions du type !E ( F vérifient la formule de
Taylor. Dans le cas finitaire, on verra que l’on retrouve les constructions de Ehrhard [Ehr05, ?].
On montre notamment que la catégorie des espaces de Lefschetz finitaires est stable par les
modalités exponentielles.
Dans cette partie, on suppose le corps k infini.
III.4.1 Espace de polynômes et de séries formelles, Pourquoi pas ?
On va revenir sur les formules pour calculer les exponentielles libres. Nous les avons pré-
sentées dans le préambule au paragraphe page 19. Dans le paragraphe page 63 du chapitre
précédent, nous avons montré qu’elles ne permettent pas de calculer l’exponentielle libre des
espaces de Finitude relationnels. Nous allons voir que l’on rencontre le même problème dans les
espaces de Lefschetz finitaires. De plus, nous allons donner une interprétation de ce problème
en termes de polynômes et de séries entières.
III.4.1.a Le cas général.
Polynômes homogènes de degré n. Soit n ∈ N. Soient E et F deux espaces de
Lefschetz complets. Rappelons que Lh(
n︷ ︸︸ ︷
E × . . .× E ; F ) est l’espace de Lefschetz des
formes n-linéaires hypocontinues (voir la Définition III.26 page 141). De plus, pour F fixé,
Lh(− × . . . × − ; F ) un n-foncteur contravariant en chacune de ses variables. Nous allons
calculer l’égaliseur des symétries E × . . .× E → E × . . .× E.
Soit φ ∈ Lh(
n︷ ︸︸ ︷
E × . . .× E ; F ). On note P (φ) le polynôme homogène
P (φ) : E → k
x 7→ φ(
n︷ ︸︸ ︷
x, . . . , x).
Définition III.31. Soient E et F deux espaces de Lefschetz. Une fonction f : E → F est
un polynôme homogène de degré n lorsqu’il existe une forme n-linéaire hypocontinue φ :
×1≤i≤nE → F telle que
∀x ∈ E, f(x) = φ(x, . . . , x︸ ︷︷ ︸
n
).
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On note Poln
k
(E ; F ) l’espace des polynômes homogènes de degré n. Lorsque F est le
corps k, on omet l’espace d’arrivée et on note Poln
k
(E) l’espace des formes polynomiales
homogènes de degré n.
Lemme III.117. Soient E et F des espaces de Lefschetz complets. L’application linéaire sur-
jective
P : Lh(E × . . .× E ; F ) → Polnk(E ; F )
φ 7→ P(φ)
est continue et ouverte.
Démonstration. Rappelons que d’après la Proposition III.93 page 140, l’espace des formes n-
linéaires symétriques Lh(
n︷ ︸︸ ︷
E × . . .× E ; F ) est un espace de Lefschetz complet.
Soit W un ouvert de Lh(E × . . .× E ; F ). Il existe K1 . . .Kn des linéairement compacts
de E et V un ouvert linéaire de F tels que W(K1, . . . ,Kn ; V ) ⊆ W . Or W(∩i≤nKi) ⊆
P(W(K1, . . . ,Kn ; F )) ⊆ V . Donc P est ouverte.
SoitW un ouvert linéaire de Poln
k
(E ; F ). Il existe V un ouvert linéaire de F etK un linéai-
rement compact deE tels queW(K ; V ) ⊆W . OrW(K×. . .×K ; V ) ⊆ P−1(W(K ; V )) ⊆
P−1(W ). Ce qui montre la continuité de P .
Le lemme suivant montre que la restriction d’un polynôme homogène à un linéairement
compact est continue.
Lemme III.118. Soient E et F deux espaces de Lefschetz et n ∈ N.
Soit φ une fonction n-linéaire sur E × . . .×E à valeurs dans F . Pour tout x ∈ E, on pose
P (x) = φ(x, . . . , x).
Alors, P ∈ Poln
k
(E ; F ) si et seulement si pour tout K linéairement compact de E, la
restriction de P à K est une fonction continue sur E à valeurs dans F .
Démonstration. Supposons φ hypocontinue (voir la Définition III.26 page 141), alors pour tout
linéairement compact K de E et pour tout ouvert linéaire W de F , il existe V ouvert linéaire
de E tel que φ(K, . . . ,K, V ) ⊆W . On en déduit que P (φ)(V ∩K) ⊆W .
Réciproquement, supposons que la restriction de P à tout linéairement compact soit conti-
nue. Alors pour tous K linéairement compact de E et V ouvert linéaire de F , il existe U ouvert
linéaire de E tel que P (K ∩ U) = V (voir le Lemme III.118 page 158). On en déduit que
h(K ∩ U × . . .×K ∩ U) ⊆ V .
Lemme III.119. Soient E et F deux espaces de Lefschetz linéairement bornologiques et com-
plets. La fonction
Φ : Polnk(E ; F ) → Lh(
n︷ ︸︸ ︷
E × . . .× E ; F )
P 7→ 1
2nn!
∑
i=±1
1≤i≤n
1 . . . nP (
n∑
i=1
ixi)
est bien définie, linéaire et continue. C’est l’inverse de P .
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Démonstration. Soit P ∈ Poln
k
(E ; F ). Comme Φ(P ) est n-linéaire et P (x) = φ(P )(x)),
Φ(P ) est hypocontinue d’après le Lemme III.118 précédent utilisé deux fois.
Montrons que Φ(P ) est hypocontinue. Pour cela nous allons utiliser la Proposition III.99
page 143. Il nous suffit de montrer que Φ(P ) est séparément continue et continue sur tout
produit de linéairement compacts.
Montrons que Φ(P ) est séparément continue. Soient x1, . . . , xn ∈ E. Soit V un ouvert
linéaire de E. Soit K0 linéairement compact de E. Comme la somme finie des linéairement
compacts K = K0 + k · x1 + . . .k · xn est linéairement compacte, il existe U ∈ E tel que
Φ(P )(K ∩U × . . .K ∩U) ⊆ V . On en déduit que Φ(P )(K0∩U, x1, . . . , xn) ⊆ V . On a donc
montré que x 7→ Φ(P )(x, x1, . . . , xn) est linéaire et continue sur tout linéairement compact de
E, i.e.
∀K ∈ CE , ∃x′ ∈ ¬E, ∀x ∈ K, Φ(P )(x, x1, . . . , xn) = 〈x′, x〉.
CommeE est complet et linéairement bornologique,¬E est complet etE est réflexif. Donc tout
linéairement compactK deE est l’orthogonal d’un ouvert linéaire deE. On utilise la caractéri-
sation du complété de la Proposition III.23 page 88 pour montrer que x 7→ Φ(P )(x, x1, . . . , xn)
est dans ¬˜E = ¬E, elle est donc continue sur tout E.
Montrons que Φ(P ) est continue sur tout produit de linéairement compacts. Soit V un
ouvert linéaire de F . Soient K1, . . . ,Kn des linéairement compacts de E. La somme K =
K1 + . . .Kn est linéairement compacte. Il existe donc U ouvert linéaire deE tel que Φ(P )(K∩
U × . . .K ∩ U) ⊆ V . Or, Φ(P )((K1 ∩ U)× . . . (Kn ∩ U)) ⊆ V , d’où la continuité de Φ(P )
sur K1 × . . .Kn.
Φ est continue puisque P est ouverte et Φ ◦ P = id.
Topologies et espaces de polynômes. L’espace des polynômes homogènes de degré n
hérite de la topologie de l’espace des fonctions hypocontinues (voir la Proposition III.98
page 142).
Proposition III.120. Soient E et F des espaces de Lefschetz.
Pour tout n ∈ N, l’espace Poln
k
(E ; F ) est un espace de Lefschetz lorsqu’il est muni de la
topologie de la convergence uniforme sur les linéairement compacts, engendrée par
W(K,V ) = {P ∈ Polnk(E ; F ) ; P (K) ⊆ V }
où K parcourt les linéairement compacts de E.
Lorsque E et F sont complets, Poln
k
(E ; F ) est un espace complet.
Démonstration. Soit (Pγ)γ∈Γ un réseau de Cauchy de Polnk(E ; F ). Pour tout γ ∈ Γ, il existe
φγ fonction n-linéaire hypocontinue telle que
P (φγ) = Pγ .
Montrons que (φγ)γ∈Γ est un réseau de Cauchy dans Lh(E × . . .× E ; F ). Soit W un ouvert
linéaire de Lh(E × . . . × E ; F ). Il existe K1 . . .Kn des linéairement compacts de E et V
un ouvert linéaire de F tels que W(K1, . . . ,Kn ; V ) ⊆ W . Or la somme de sous-espace
linéairement compacts est linéairement compacte (voir la Proposition III.53 page 110), donc
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W(K1 + . . . + Kn ; V ) est un ouvert linéaire de Polnk(E ; F ) et (Pγ)γ∈Γ est un réseau de
Cauchy, il existe donc γ ∈ Γ tel que
∀α, β ≥ γ, Pα − Pβ ∈ W(K1 + . . .+Kn ; V )
Or Pα − Pβ = P (φα − φβ) ∈ W(K1 + . . . + Kn ; V ). On en déduit que (φα − φβ)(K1 +
. . .+Kn) ⊆ V puis que
φα − φβ ∈ W(K1, . . . ,Kn ; V )
On a donc montré que (φγ)γ∈Γ est un réseau de Cauchy dans un espace complet, il est donc
convergent. Comme P est continue, on en déduit que (Pγ)γ∈Γ converge aussi.
Définition III.32. Soient E et F deux espaces de Lefschetz.
Une fonction f : E → F est dite polynomiale lorsqu’il existe un entier n et des fonctions
φn n-linéaires hypocontinues sur E et à valeurs dans F telles que
∀x ∈ E, f(x) =
∑
i≤n
φn(
n︷ ︸︸ ︷
E × . . .× E ; F ).
Proposition III.121. Soient E et F deux espaces de Lefschetz.
L’espace ⊕n∈NPolnk(E ; F ) est l’espace de Lefschetz des fonctions polynomiales sur E et
à valeurs dans F muni de la topologie co-produit. Cette topologie admet pour système fonda-
mental la famille
W(⊕nKn ; V ) =
∑
i≤n
Pn ; Pn ∈ Polnk(E ; F )Pn(Kn) ⊆ V

où pour tout n ∈ N, Kn est linéairement compact dans E et V est un ouvert linéaire de F .
Si E et F sont complets, alors ⊕n∈NPolnk(E ; F ) est complet.
Démonstration. On utilise la Définition page 96 de la topologie co-produit et le fait que dans
les espaces vectoriels topologiques la complétude est préservée par co-produit.
Définition III.33. Soient E et F deux espaces de Lefschetz. L’espace des fonctions polyno-
miales muni de la topologie de la convergence uniforme sur les linéairement compacts est un
espace de Lefschetz noté Polk(E ; F ). Il admet le système fondamental
W(K ; V ) =
∑
i≤n
Pn ; Pn ∈ Polnk(E ; F )Pn(K) ⊆ V

Remarquons que cette topologie est très différente de la topologie co-produit. En effet,
dans la topologie co-produit on a un linéairement compact par degré. Or dans la topologie de
la convergence uniforme sur les linéairement compacts, on a le même linéairement compact
pour tous les degrés. Pour que ces deux topologies coïncident, il serait nécessaire que la somme
infinie de linéairement compact soit linéairement compacte ce qui n’est pas le cas en général.
Ceci peut toutefois arriver lorsque l’on se place en dimension finie par exemple.
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Séries formelles. LorsqueE et F sont complets, l’espace des polynômes Polk(E ; F ) n’est
pas forcément complet. Intuitivement, il manque les séries entières. Nous allons donc introduire
l’espace Serk(E ; F ) et montrer que c’est le complété de Polk(E ; F ).
Définition III.34. Soient E et F deux espaces de Lefschetz. Notons CE la famille des linéaire-
ment compacts de E et VF la famille des ouverts linéaires de F . L’espace des séries formelles
définies sur E et à valeurs dans F
Serk(E ; F ) = {f : E → F ; ∀K ∈ CE , ∀V ∈ VF , ∃PK,V ∈ Polk(E),
∀x ∈ K, f(x)− PK,V (x) ∈ V } .
muni de la topologie de la convergence sur les linéairement compacts, engendrée par le système
fondamental formé des
W(K,V ) = {f ∈ Serk(E) ; f(K) ⊆ V }
où K ∈ CE et V ∈ VF , est un espace de Lefschetz.
Proposition III.122. Soient E et F deux espaces de Lefschetz. Supposons que F est complet
alors Serk(E,F ) est le complété de l’espace des polynômes Polk(E,F ).
Démonstration. Commençons par remarquer que Polk(E,F ) est inclus dans Serk(E,F ).
Montrons ensuite que Serk(E,F ) est complet. Soit (fγ)γ∈Γ une suite de Cauchy de
Serk(E,F ), i.e.
∀K ∈ C, V ∈ VF , ∃γ ∈ Γ, ; ∀α, β ≥ γ, ∀x ∈ K, fα(x)− fγ(x) ∈ V.
Étant donné que pour tout x ∈ E, k · x est linéairement compact, on en déduit que (f(x)γ)γ∈Γ
est une suite de Cauchy dans l’espace complet F . On note f(x) sa limite.
Par ailleurs, pour tout α ∈ Γ, fα ∈ Serk(E,F ), par définition, pour tous K ∈ CE et
V ∈ VF , il existe PαK tel que ∀x ∈ K, PαK,V (x)− f(x) ∈ V . On déduit de l’égalité
∀x ∈ K, f(x)− PαK,V (x) = f(x)− fα(x) + fα(x)− PαK,V (x),
que ∀x ∈ K, f(x)− PαK,V (x) ∈ V . D’où f ∈ Serk(E,F ).
Enfin, tout f ∈ Serk(E,F ) est la limite du réseau de Cauchy (PK,V ; K ∈ CE , V ∈ VF )
donné par la définition de Serk(E,F ).
Dans le cas où F est égal au corps k. Le complété Serk(E) de l’espace des formes poly-
nomiales sur E est l’ensemble des fonctions f : E → k qui, sur tout compact, coïncident avec
un polynôme. En particulier, pour tout x ∈ E, f(x) est une somme finie d’image de x par des
formes monomiales sur E.
Cette propriété énoncée à la proposition suivante est une conséquence directe de la Pro-
position précédente. Nous en proposons une autre démonstration qui repose sur la description
explicite du complété de la Proposition III.23 page 88. Le but est de mettre en avant le fait que
pour savoir si une fonctionnelle est dans le complété, il suffit de vérifier que, sur tout compact,
elle coïncide avec une forme polynomiale. Comme nous le verrons dans la démonstration, cela
revient à tester f sur les masses de Dirac evx pour x variant dans ce compact. Au contraire, dans
la Proposition III.23 page 88, il est nécessaire de tester f contre plus de fonctions tests.
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Notation III.35. Étant donné un espace de Lefschetz E, on définit δE : E → Polk(E)′ par
∀x ∈ E, ∀P ∈ Polk(E), 〈δE(x), P 〉 = P (x).
Pour tout x ∈ E, la fonction test, nommée masse de Dirac, δE(x) est bien linéaire et conti-
nue sur Polk(E). En effet, son noyau est l’ouvert linéaire constitué de l’ensemble des formes
polynomiales qui s’annulent sur le linéairement compact k · x.
Proposition III.123. Soient E un espace de Lefschetz et C la famille des linéairement com-
pacts de E. Le complété de Polk(E), muni de la topologie de la convergence uniforme sur les
linéairement compacts, est
Serk(E) = {f : E → k ; ∀K ∈ C, ∃PK ∈ Polk(E), ∀x ∈ K, f(x) = PK(x)} . (III.10)
Démonstration. Rappelons la Proposition III.23 page 88 : si V désigne un système fondamental
de Polk(E), comme par exemple la famille (W(K) ; K ∈ C), alors le complété de Polk(E)
est donné par la formule
P˜olk(E) = {y∗ ∈ Polk(E)∗ ; ∀K ∈ C, ∃P ∈ Polk(E),
∀φ ∈ W(K)⊥, 〈y∗, φ〉 = 〈evP , φ〉
}
(III.11)
Commençons par montrer que P˜olk(E) ⊆ Serk(E). Soit f ∈ P˜olk(E). Pour tout x ∈ E, la
droite k ·x est un espace linéairement compact (voir la Propriété (LC1) de la Proposition III.50
page 108). D’après l’Équation (III.11), il existe Px ∈ Polk(E) tel que ∀φ ∈ W(K)⊥, 〈f, φ〉 =
〈evPx , φ〉. En particulier, δ(x) : P ∈ Polk(E) 7→ P (x) est dansW(k · x)⊥, donc
〈f, δ(x)〉 = 〈evPx , δ(x)〉 = Px(x).
On peut donc considérer que f : E → k en posant f(x) = 〈f, δ(x)〉 = Px(x). Soit K ∈ C,
d’après l’Équation (III.11), il existe PK ∈ Polk(E) tel que ∀φ ∈ W⊥(K), 〈f, φ〉 = 〈evPK , φ〉.
Comme pour tout x ∈ K, δ(x) ∈ W(K)⊥, on a f(x) = PK(x), ce qui montre que f ∈ Serk(E).
Pour démontrer l’inclusion réciproque, on choisit f ∈ Serk(E). D’après l’Équation (III.10),
pour tout K ∈ C, il existe PK ∈ Polk(E) tel que ∀x ∈ K, f(x) = PK(x). On vérifie que la
famille (PK ; K ∈ C) est un réseau de Cauchy qui converge vers f pour la topologie de la
convergence uniforme sur les linéairement compacts sur Serk(E).
On en déduit l’égalité entre P˜olk(E) et Serk(E).
On vérifie enfin que les deux topologies coïncident. Soit K ∈ C. Modulo l’égalité entre
P˜olk(E) et Serk(E), l’ouvert linéaire W(K)⊥⊥ de P˜olk(E) correspond à l’ouvert linéaire
{f ∈ Serk(E) ; f(K) = 0} de Serk(E).
Fait III.124. Les trois opérations qui suivent permettent de manipuler la catégorie des espaces
de Lefschetz, elles permettront de construire la modalité !.
(Pol1) Les opérations Polk(− ; −) et Serk(− ; −) sont des bi-foncteurs.
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(Pol2) L’opération Polk(_) : Lef → Lef qui à tout espace de Lefschetz associe l’espace de
ses polynômes est un foncteur contravariant. Il agit sur les morphismes f ∈ Lef(E,F )
par pré-composition
Polk(f) : Polk(F ) → Polk(E)
P 7→ P ◦ f.
(Pol3) Pour tout E, le plongement ιE du dual topologique dans les fonctions polynomiales, i.e.
ιE : ¬CE ↪→ Polk(E)
est une fonction linéaire continue. De plus, ι est une transformation naturelle.
III.4.1.b Le cas finitaire.
Théorème III.6. [?, Theorem 2] Pour tous espaces de finitude relationnels A et B, il existe un
homéomorphisme linéaire entre EA⇒B et Serk(EA, EB).
Corollaire III.7. Soient E et F des espaces de Lefschetz finitaires. L’espace Serk(E ; F ) est
un espace de Lefschetz finitaire.
Démonstration. On utilise le théorème précédent et la fonctorialité de Serk(− ; −).
Lorsque F est réduit au corps k, on notera parfois ?E au lieu de Serk(E ; k). La for-
mule suivante montre qu’une fonction de E ⇒ k coïncide sur tout linéairement borné avec un
polynôme.
Intuitivement, «Les seuls scénarios d’exécution sur une entrée bornée sont de degré fini.»
Corollaire III.8 (Formule de la sémantique quantitative). Soient E un espace de Lefschetz
finitaire. Soit f ∈ Serk(E,k). Pour tout B linéairement borné de E, il existe n ∈ N et des
formes i-linéaires φi hypocontinues sur E telles que
∀x ∈ B, f(x) =
∑
i≤n
φi(
i︷ ︸︸ ︷
x× . . .× x).
Démonstration. Rappelons que puisque tout espace de Lefschetz finitaire est complet, les li-
néairement bornés fermés coïncident avec les linéairement compacts. Ainsi, on peut appliquer
la Proposition III.123 page 162.
Pour finir ce paragraphe, nous allons commenter le calcul de l’exponentielle libre.
En transportant au dual la Formule I.8 page 21 présentée dans le Prélude au paragraphe 19,
nous obtenons que ⊕n∈NPolnk(E) est la limite dessinée dans le diagramme suivant.
Or ⊕n∈NPolnk(E) est différent de ?E (qui est le dual de !E) d’après la Proposition III.121
page 160 et la Définition III.33 page 160. On retrouve donc les limites des formules existant
pour le calcul de l’exponentielle dans le cadre finitaire qui étaient présentées au Paragraphe II.4
page 63).
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Définition III.36. Soient E et F deux espaces de Lefschetz finitaires.
On pose ?E = Serk(E) et !E = ¬Serk(¬E).
Proposition III.125. Soient A et B deux espaces de finitude relationnels. Il existe un homéo-
morphisme linéaire entre ?EA et l’espace E?A et un homéomorphisme linéaire entre !EA et
E!A.
Démonstration. C’est un Corollaire de III.7 page 163 et de III.49 page 106
Proposition III.126. Soient E et F deux espaces de Lefschetz finitaires. Les espaces !E, ?E et
Serk(E,F ) sont des espaces de Lefschetz finitaires.
Démonstration. C’est un Corollaire de III.7 page 163 et de III.70 page 122
Théorème III.9. [Ehr05] La catégorie LinFin des espaces de Lefschetz finitaires est une
catégorie de Seely ∗-autonome.
Les figures III.2 page 164 et III.3 page 166 récapitulent l’interprétation des formules et des
preuves de la logique linéaire dans la catégorie des espaces de Lefschetz finitaires.
Multiplicatifs : Additifs :
E⊥ = E1 = k E> = E0 = {0}
EA`B = Bhc(E′A, E′B) EA&B = EA × EB
EA⊗B = EA ⊗ EB EA⊕B = EA ⊕ EB
EA(B = L(EA, EB)
Exponentiels :
E?(A⊥) = P˜olk(EA) E!A =
[
P˜olk(EA)
]′
FIG. III.2: Interprétation dans LinFin des formules de LL
III.4.2 Structure différentielle et formule de Taylor.
Ce paragraphe reprend les constructions introduites par Ehrhard dans le cas finitaire [Ehr05]
et les généralisent au cas linéairement bornologique complet.
Pour ce paragraphe, on suppose que k est infini.
Nous avons déjà rencontré la masse de Dirac δx ∈ ¬Serk(E) qui à toute série formelle f
associe son évaluation en x.
Pour présenter la formule de Taylor, nous allons avoir besoin d’autres distributions qui
extraient le polynôme homogène de degré n d’une série formelle.
On va commencer par introduire xn puis on va faire le lien entre xn et la dérivée. Enfin nous
montrerons que la série des xn converge vers δx et nous en déduirons la formule de Taylor.
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Une preuve pi Son interprétation
(ax)` A, A⊥
JpiK : JAK′ × JAK → k
x′ , x 7→ 〈x′, x〉
ρ1. . . . . . . . . .
` Γ1, A
ρ2. . . . . . . . . . . .
` Γ2, A⊥ (cut)` Γ1,Γ2
Jρ1K ∈ qΓ⊥1 ( Ay Jρ2K ∈ qΓ⊥2 ( A⊥y
JpiK : JΓ1K′ × JΓ2K′ → k
γ′1 , γ′2 7→ 〈ρ2(γ′2), ρ1(γ′1)〉
(mix0)` ⊥
JpiK : k → k
a 7→ a
ρ1. . . . . . .
` Γ1
ρ2. . . . . . .
` Γ2 (mix)` Γ1,Γ2
Jρ1K ∈ JΓ1K′ Jρ2K ∈ JΓ2K′
JpiK : JΓ1K′ × JΓ2K′ → k
γ′1 , γ′2 7→ Jρ1K (γ′1) Jρ2K (γ′2)
(>)` Γ,>
JpiK : JΓK′ × {0} → k
γ′ , 0 7→ 0
ρ1. . . . . . . . . .
` Γ, A1
ρ2. . . . . . . . . .
` Γ, A2
&` Γ, A1 &A2
Jρ1K ∈ qΓ⊥( A1y Jρ2K ∈ qΓ⊥( A2y
JpiK : JΓK′ × (JA1K′ ⊕ JA2K′) → k
γ′, x′1 + x′2 7→ 〈x′1, Jρ1K (γ′)〉+ 〈x′2, Jρ2K (γ′)〉
ρ. . . . . . . . . .
` Γ, A1 ⊕g` Γ, A1 ⊕A2
JρK ∈ qΓ⊥( A1y
JpiK : JΓK′ × (JA1K′ × JA2K′) → k
γ , (x′1, x′2) 7→ 〈x′1, JρK (γ)〉
ρ. . . . . . . . . .
` Γ, A1 ⊕d` Γ, A1 ⊕A2
JρK ∈ qΓ⊥( A1y
JpiK : JΓK′ × (JA1K′ × JA2K′) → k
γ , (x′1, x′2) 7→ 〈x′2, JρK (γ)〉
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ρ. . .
Γ ⊥` Γ,⊥
JρK ∈ JΓK′
JpiK : JΓK′ × k → k
γ , a 7→ JρK (γ′)
ρ. . . . . . . . . . . .
` Γ, A,B
(`)` Γ, A`B
JρK ∈ qΓ⊥( (A`B)y
JpiK : JΓK′ × Bhc(JAK , JBK)′ → k
γ′ , φ 7→ 〈φ, JρK (γ′)〉
(1)` 1
JpiK : k → k
a 7→ a
ρ1. . . . . . . . . . .
` Γ1, A1
ρ2. . . . . . . . . . .
` Γ2, A2 (⊗)` Γ1,Γ2, A⊗B
Jρ1K ∈ qΓ⊥1 ( A1y Jρ2K ∈ qΓ⊥2 ( A2y
JpiK : JΓ1K′ × JΓ2K′ × (JAK⊗ JBK)′ → k
γ′1 , γ′2, φ 7→ φ(Jρ1K (γ′1), Jρ2K (γ′2))
ρ. . . . . .
` Γ (weak)` Γ, ?A⊥
JρK ∈ JΓK′
JpiK : JΓK × J!AK → k
γ , d 7→ JρK (γ) 1d=e[]
ρ. . . . . . . . . . . . . . . . . .
` Γ, ?A⊥, ?A⊥
(contr)` Γ, ?A⊥
JρK ∈ J(ΓK⊗ J!AK⊗ J!AK)′
JpiK : JΓK′ × J!AK → k
γ′ , d 7→ ∑
d1,d2
JρK (γ′, d1, d2) 1d=d1⊗d2
ρ. . . . . . . . . . .
` Γ, A⊥
(der)` Γ, ?A⊥
JρK ∈ JΓK ⊗ε JAK
JpiK : JΓK′ × J!AK → k
γ′ , X 7→ ∑
#µ=1
JρK (γ′, Xµ)
ρ. . . . . . . . . . . . . . . . . . . . . . . .
` ?A⊥1 , . . . , ?A⊥n , B (prom)` ?A⊥1 , . . . , ?A⊥n , !B
JρK ∈ Poln
k
(JA1K× · · · × JAnK ; JAK)
JpiK : Poln
k
(JA1K× · · · × JAnK ; J!AK)
x1, . . . , xn 7→ (JρK (x1, . . . , xn))!
FIG. III.3: Interprétation dans LinFin des preuves de MELL + MIX + SUM
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III.4.2.a Distributions.
Commençons par remarquer que lorsque le corps k est infini, on peut extraire la composante
homogène de degré n d’un polynôme.
Lemme III.127. Soient pour tout i ≤ d, Pi ∈ Polik(E), P =
∑
i≤d Pi. Si P (x) = 0 alors
pour tout i ≤ d Pi(x) = 0. On en déduit que la décomposition d’un polynôme en somme de
pôlynômes homogènes est unique.
Démonstration. Pour tout x ∈ E, pour tout λ ∈ k, on a
P (λx) =
∑
i≤d
λiPi(x) = 0.
Donc P (λx) est un polynôme en λ, nul sur le corps infini k. Donc tous ses coefficients sont
nuls. On en déduit que
∀i ≤ d, Pi(x) = 0.
Pour tout n ∈ N, on introduit l’opérateur de n-linéarisation qui extrait le polynôme homo-
gène de degré n.
Dn0 : Polk(E) → Polnk(E)
P =
∑
i≤d
Pi 7→ Pn,
associe, à tout polynôme, un polynôme un polynôme homogène de degré n tel que
∀x ∈ E, Dn0 (
∑
i≤d
Pi)(x) = Pn(x).
Cet opérateur est bien défini puisque la décomposition d’un polynôme en somme de pôlynômes
homogènes est unique.
Proposition III.128. Pour tout n ∈ N, l’opérateur Dn0 est linéaire continu sur Polk(E).
Démonstration. Montrons que l’opérateur qui associe Dn0 :
∑
i≤n Pi 7→ Pn est continu sur
Polk(E) dans Polnk(E).
Un ouvert linéaire de Poln
k
(E) est de la forme W(K) ∩ Poln
k
(E) où K est un linéaire-
ment compact de E etW(K) l’ensemble des polynômes qui s’annulent sur K. Or, d’après le
Lemme III.127 page 167 précédent, Pn(W(K)) ⊆ W(K) ∩ Polnk(E).
Comme k [n]E se plonge dans Serk(E), on peut considérer que Dn0 est à valeurs dans
Serk(E).
Étant donné que toute application linéaire continue sur un espace de Lefschetz est unifor-
mément continue, on peut donc prolonger chacun desDn0 sur le complété Serk(E) de Polk(E).
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Définition III.37. Soit E un espace de Lefschetz. Pour tout n ∈ N, l’opérateur
Dn0 : Serk(E)→ Serk(E)
est le prolongement de Dn0 à Serk(E).
Rappelons que pour tout f ∈ Serk(E), pour tout K linéairement compact de E, il existe un
polynôme PK(f) tel que ∀x ∈ K, f(x) = PK(f)(x) (voir la Proposition III.123 page 162). On
a pour tout x ∈ K,
Dn0 f(x) = Dn0 (PK(f))(x).
De plus, si on note d le degré maximal des polynôme homogènes de degré n apparaissant dans
PK , alors PK =
∑
n≤dD
0
nPK .
On en déduit la formule qui permet de décomposer une série formelle sur tout compact en
une somme finie de ses n-linéarisées.
Proposition III.129. Soit E un espace de Lefschetz complet et linéairement bornologique. Soit
f ∈ Serk(E). Pour tout K linéairement compact de E, il existe dK tel que
∀x ∈ K,, f(x) =
∑
n≤dK
(Dn0 f)(x).
On a maintenant tous les outils pour introduire la distribution xn.
Définition III.38. Soit E un espace de Lefschetz.
Pour tout x ∈ E, on définit la distribution xn ∈ ¬Serk(E) comme la composée xn =
δx ◦ Dn0 , i.e.
xn : Serk(E) → k
f 7→ Dn0 f(x)
III.4.2.b Dérivées.
Nous allons à présent introduire la notion de dérivée dans les espaces de Lefschetz.
Soient E et F deux espaces de Lefschetz complets et linéairement bornologiques.
Soit P ∈ Poln
k
(E ; F ) un polynôme homogène de degré n. Par définition, il existe une
forme n-linéaire symétrique hypocontinue h : E× . . .×E → F telle que P (x) = h(x, . . . , x).
Pour tous x, u ∈ E, on a
P (x+ u)− P (x) =
n∑
k=1
n!
k!(n− k)!h(
n−k︷ ︸︸ ︷
x, . . . , x,
k︷ ︸︸ ︷
u, . . . , u)
On utilise la notation du lambda-calcul pour décrire les fonctions en u.
Pour tout x ∈ E, λu. (P (x+ u)− P (x)) est un polynôme en u. Pour le voir, il suffit de montrer
que pour tout k ≤ n, i 7→ h(
n−k︷ ︸︸ ︷
x, . . . , x,
k︷ ︸︸ ︷
u, . . . , u) est continue sur tout produit de linéairement
compacts (voir la Proposition III.99 page 143). Soient K un linéairement compact de E et
168
III.4. Structure exponentielle
W un ouvert linéaire de F . Comme h est hypocontinue, λu.h(x, . . . , x, u, . . . , u) est aussi
hypocontinue. On en déduit qu’elle est continue sur K × . . . × K. Il existe donc des ouverts
linéaires V1, . . . Vk de E tels que
h(x× . . .× x×K ∩ V1 × . . .×K ∩ Vk) ⊆W.
On pose V = ∩i≤kVi. C’est un ouvert linéaire comme intersection finie d’ouverts. De plus,
h(x× . . .× x×K ∩ V × . . .×K ∩ V ) ⊆W.
d’où la continuité sur K de λu.h(x, . . . , x, u, . . . , u).
La dérivée de P en x dans la direction u est la forme linéaire continue qui correspond au
polynôme de degré 1 en u.
∂ : Polnk(E ; F ) → Poln−1k (E ; Lc(E ; F ))
P 7→ x 7→ D10 (λu.P (x+ u)− P (x))
x 7→ (λu.nh(x . . . , x, u)) .
Vérifions que ∂ est bien défini. Soit x ∈ E. Comme h est n-linéaire symétrique hypocontinue,
elle est en particulier séparément continue. Donc ∂(P )(x) ∈ Lc(E ; F ).
Montrons que ∂(P ) est un polynôme homogène de degré n− 1 en x. On utilise la formule
définie au Lemme III.119 page 158. Comme h est n-linéaire, la fonction Φ(∂P ) associée à
∂(P ) est une forme n − 1-linéaire symétrique. Il nous suffit donc de montrer que ∂(P ) est
continue sur tout linéairement compact de E pour en déduire que ∂P est un polynôme de degré
n− 1.
Soient K linéairement compact de E et W un ouvert linéaire de Lc(E ; F ). Il existe V
ouvert linéaire de F et L linéairement compact de E tels que W(L ; V ) ⊆ W . Comme h
est hypocontinue, il existe U ouvert linéaire dans E (quitte à prendre une intersection finie
d’ouverts linéaires) tel que
h(K ∩ U, . . . ,K ∩ U,L) ⊆ V.
On en déduit que
∂P (K ∩ U) ⊆ W(L ; V ) ⊆W.
Ce qui termine de prouver que ∂P est continu sur tout compact.
On étend ∂ par linéarité à Polk(E ; F ). De plus, comme tout polynôme est aussi une série
formelle, on a Poln−1
k
(E ; Lc(E ; F )) ⊆ Serk(E ; Lc(E ; F )).
Définition III.39. Soient E et F deux espaces de Lefschetz complets et linéairement bornés.
L’opérateur de différentiation ∂ est défini par
∂ : Polk(E ; F ) → Serk(E ; Lc(E ; F ))
P 7→ x 7→ D10 (λu.P (x+ u)− P (x))
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Proposition III.130. SoientE et F deux espaces de Lefschetz complets et linéairement bornés.
L’opérateur de différentiation ∂ : Polk(E ; F ) → Serk(E ; Lc(E ; F )) est continu. On
peut donc le prolonger à Serk(E) :
∂ : Serk(E) → Serk(E ; Lc(E ; F ))
Démonstration. Soit W un ouvert de Serk(E ; Lc(E ; F )). Il existe K linéairement compact
deE, L linéairement compact deE et V ouvert linéaire de F tels queW (K ; W(L, V )) ⊆W .
On vérifie que ∂ (W(K + L, V )) ⊆ W (K ; W(L, V )) ⊆ W . On en déduit la continuité
de ∂.
En itérant l’opérateur de différentiation, on construit
∂n : Serk(E ; F )→ Serk(E ; Lc(E ; Lc(· · · ; Lc(E ; F )))).
Or, dans le cas des linéairement bornologiques complets (voir la Proposition III.108 page 152),
l’associativité du produit tensoriel inductif (voir la Proposition III.107 page 151) implique
qu’on peut aussi considérer que cet opérateur (à homéomorphisme linéaire près) est à valeurs
dans Serk(E ; Lh(E × . . .× E ; F )).
On en déduit la Proposition suivante qui relie les séries formelles et les fonctions lisses,
c’est-à-dire infiniment dérivables.
Proposition III.131. SoientE et F deux espaces de Lefschetz complets et bornologiques. Toute
série formelle f ∈ Serk(E ; F ) est infiniment dérivable.
Cette proposition justifie le fait d’appeler distributions [Trè67] les éléments de ¬Serk(E),
le dual topologique des fonctionnelles infiniment dérivables.
Il nous reste à faire le lien avec la distribution xn ∈ Serk(E ; F ) pour x ∈ E.
On note − · x⊗n la fonction définie par
∀h ∈ Lh(
n︷ ︸︸ ︷
E × . . .× E ; F ), h · x⊗n def= h(x, . . . , x).
Proposition III.132. Soient E et F deux espaces de Lefschetz complets et linéairement borno-
logiques.
Pour tout f ∈ Serk(E ; F ), on a
∂nf(0) · x⊗n = n!〈xn, f〉.
Démonstration. Il suffit de montrer cette égalité pour tout P ∈ Polk(E ; F ).
Soit P ∈ Poln
k
(E ; F ). Il existe h n-linéaire hypocontinue telle que pour tout x ∈ E,
P (x) = h(x, · · · , x).
On montre la formule par récurrence sur n. On a déjà vu que
∂1P = x 7→ λu.nh(x, . . . , x, u)
∂2P = x 7→ λu1λu2.n(n− 1)h(x, . . . , x, u1, u2)
. . . . . .
∂nP = x 7→ λu1 . . . λun 7→ n!h(u1, . . . , un)
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On en déduit que
∂kP (0) =
{
0 si k 6= n
(u1, . . . , un) 7→ n!h(u1, . . . , un) si k = n
Puis on applique cette fonction n-linéaire hypocontinue à x⊗n et on obtient
∂kP (0)(
n︷ ︸︸ ︷
x, . . . , x) =
{
0 si k 6= n
n!h(x, · · · , x) = n!〈xn, P 〉 si k = n
On a donc pour tous k, n ∈ N et pour tout P ∈ Poln
k
(E ; F ),
∂kP (0)(
n︷ ︸︸ ︷
x, . . . , x) = 〈xk, P 〉.
Comme les deux applications sont linéaires on en déduit l’égalité pour tout polynôme P ∈
Polk(E ; F ). Puis on prolonge par continuité à Serk(E ; F ) qui est le complété de
Polk(E ; F ).
III.4.2.c Formule de Taylor.
Rappelons les notations introduites jusqu’à maintenant.
Notation III.40. Soit E un espace de Lefschetz linéairement bornologique et complet Soient
x ∈ E, n ∈ N, h ∈ Lh(E × . . . × E ; k) une forme n-linéaire hypocontinue et f ∈ Serk(E)
une série formelle.
h · x⊗n = h(x, . . . , x)
〈δ(x), f〉 = f(x)
〈xn, f〉 = Dn0 f(x)
où Dn0 extrait le polynôme homogène de degré n de f .
Pour tout x ∈ E, xn ∈ ¬Serk(E) et δ(x) ∈ ¬Serk(E) sont des distributions.
Lemme III.133. Soient E un espace de Lefschetz linéairement bornologique et complet.
La série de terme général (xn) est convergente dans ¬Serk(E) de somme δx.
Démonstration. Rappelons que Serk(E) est complet, les linéairement bornés fermés coïn-
cident donc avec les linéairement compacts.
Soit W un ouvert de ¬Serk(E). Il existe B linéairement borné de Serk(E) tel que B⊥ ⊆
W .
Comme k ·x est linéairement compact dans E,W(k ·x) est un ouvert linéaire de Serk(E).
On en déduit l’existence de f1, . . . , fn ∈ Serk(E) tels que
B = (k · f1 + . . .+ k · fn)⊕ (B ∩W(k · x)).
Remarquons tout d’abord que pour tout i ≤ n, 〈xn, fi〉 = 0. De plus, s’il existe Pi ∈
Polk(E), tel que fi(x) = Pi(x), on note di le degré maximum de Pi. On note d le maximum
des di.
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Soit f ∈ B, il existe g ∈ B ∩W(k · x) et λ1, . . . , λn tels que
f = λ1f1 + · · ·+ λnfn + g.
Or pour tout x ∈ k · x, g(x) = 0, d’où
〈δx, f〉 = f(x) = λ1f1(x) + . . .+ λnfn(x)
= λ1P1(x) + . . .+ λnPn(x)
= 〈
∑
i≤d
xn, λ1P1 + . . .+ λnPn〉
= 〈
∑
i≤d
xn, λ1f1 + . . .+ λnfn〉
= 〈
∑
i≤d
xn, f〉.
On a donc montré que δx coïncide avec
∑
n≤d x
n sur B.
Résumons ce que nous avons démontré. Pour W un ouvert linéaire de ¬Serk(E), on a
trouvé d ∈ N tel que
δx −
∑
n≤d
xn ∈ B⊥ ⊆W.
On a donc montré que
∑
xn est une série convergente dans ¬Serk(E) et que sa somme est
δx.
Théorème III.10. Soient E et F deux espaces de Lefschetz complets et linéairement bornolo-
giques. Toute série formelle f ∈ Serk(E,F ), vérifie la formule de Taylor
∀x ∈ E, f(x) =
∞∑
n=0
1
n!
∂nf(0) · x⊗n.
Démonstration. Pour tout x ∈ E, on a δ(x) = ∑∞n=0 xn. Or 〈δ(x), f〉 = f(x). Or l’évaluation
est séparément continue (elle est en effet hypocontinue, voir le contre-exemple III.19 page 144).
On a f(x) =
∑∞
n=0〈xn, f〉. On conclut en appliquant la Proposition III.132 page 170 qui relie
xn et la dérivée n-ième.
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Dans la première partie, nous avons introduit la sémantique des espaces de Lefschetz fi-
nitaires. Dans ce modèle de la logique linéaire, l’interprétation des programmes satisfait la
formule de Taylor. De plus, cette formule résulte d’une structure différentielle.
Dans cette seconde partie, nous allons voir comment on peut transposer dans la syntaxe
la structure différentielle et la formule de Taylor. Nous allons aussi étudier des problèmes et
propriétés logiques qui en découlent.
Commençons par la structure différentielle.
En mathématiques, l’opérateur de dérivation permet de calculer la meilleure approximation
linéaire d’une fonction. En informatique, il permet de linéariser les termes. Ainsi, l’application
de l’opérateur de dérivation à une abstraction à un terme revient à choisir une occurrence d’une
variable et à la substituer par ce terme. Un opérateur somme est nécessaire afin de rassembler
les différents choix possibles de l’occurrence de la variable à substituer. Cet opérateur introduit
donc du non-déterminisme.
L’extension du λ-calcul avec un opérateur somme et des coefficients, appelée λ-calcul al-
gébrique [Vau09], est déjà intéressante en elle-même. Elle permet par exemple d’exprimer des
programmes parallèles comme le ou-parallèle ou la fonction de Gustave (voir l’Exemple IV.3
page 198). Ces fonctions, traditionnellement rejetées car elles ne sont pas séquentielles [AC98],
nous intéressent ici exactemement pour cette raison.
Cependant, l’élément neutre de la somme, appelé zéro, pose un problème logique. Ce zéro
apparaît également dans le λ-calcul différentiel comme étant la dérivée des programmes n’uti-
lisant pas leur argument. Plus précisément, afin de typer le λ-calcul algébrique, le système de
type du λ-calcul simplement typé
Γ , x : A ` x : A (var)
Γ , x : A ` s : B
Γ ` λx.s : A⇒ B (abs)
Γ ` s : A⇒ B Γ ` r : A
Γ ` (s)r : B (app)
doit être étendu par trois nouvelles règles
` 0 : A (0)
Γ ` s1 : A Γ ` s2 : A
Γ ` s1 + s2 : A (sum)
Γ ` s : A a ∈ k
Γ ` as : A (scal).
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Remarquons que toute formule peut être prouvée grâce au terme zéro. Ainsi, dans ce système,
toute formule est prouvable. Ceci n’est pas satisfaisant d’un point de vue logique. L’opérateur
somme s’interprète comme un choix non-déterministe entre plusieurs résultats. On peut donc
interpréter son élément neutre par une absence de résultat. Or, il y a deux raisons pour lesquelles
un programme peut ne pas produire un résultat : soit il boucle, soit il produit une erreur. Or,
la sémantique finitaire exclut l’opérateur de point fixe. On privilégiera donc l’interprétation du
zéro comme un terme qui produit une erreur.
Par ailleurs, lorsque l’on observe la sémantique des λ-termes (qui représentent des pro-
grammes déterministes), on s’aperçoit qu’elle vérifie une propriété de cohérence en plus de la
propriété de totalité. Cette propriété admet une description algébrique élégante qui permet de
la manipuler facilement.
Dans le Chapitre IV de cette deuxième partie, nous nous intéressons aux termes totaux-
cohérents (c’est-à-dire qui ne produisent pas d’erreurs et qui vérifient la propriété de cohérence
sémantique). Nous cherchons à les caractériser d’un point de vue sémantique. Nous allons
pour cela introduire une sémantique totale, puis une syntaxe de termes totaux (appelée λ-calcul
barycentrique) et enfin prouver un théorème de complétude pour les types booléens du premier
ordre.
Théorème A (voir la Proposition IV.3 page 196). Tout élément de la sémantique totale du type
Bn ⇒ B est l’interprétation d’un terme barycentrique.
Concentrons nous à présent sur la formule de Taylor.
Dans les espaces de Lefschetz finitaires, elle permet de transformer l’interprétation F d’un
programme de type A⇒ B en une série de fonctions polynomiales Pn homogènes de degré n.
∀x ∈ A, F (x) =
∑
n∈N
Pn(x).
Dans la syntaxe, on la traduit par la décomposition de tout programme P en une superposition
de programmes partiels Pn appelant exactement n fois leur argument
P =
∑
n∈N
Pn.
Cette interprétation renforce l’analogie entre la linéarité au sens mathématique et la linéarité au
sens informatique.
La formule de Taylor syntaxique a été décrite plus précisément dans le cadre du λ-
calcul [ER08] et d’une variante du λ-calcul avec ressources introduit par Boudol [Bou93]. Dans
ce calcul, l’application (−)− a été remplacée par une famille d’applications multi-linéaires no-
tées 〈−〉− qui prennent en argument un terme n-linéaire10 et un ensemble de n termes. Les
10Une abstraction λx.s est dite linéaire lorsque la variable liée x n’apparaît qu’une seule fois dans le terme s.
Autrement dit, le programme correspondant n’utilise qu’une seule fois son argument. De même une abstraction est
n-linéaire si la variable liée apparaît n fois.
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règles de réduction des applications multi-linéaires sont
〈λx.s〉[t1, . . . , tn] →
∑
σ∈Sn
s[tσ(i)/xi ; 1 ≤ i ≤ n]
si λx.s est n-linéaire et xi est la i-ème oc-
currence de x pour i ≤ n et Sn désigne les
permutations de {1, . . . , n}.
→ 0 sinon.
Dans ce cadre, la formule de Taylor permet de traduire les λ-termes usuels par une somme
formelle de λ-termes avec ressources.
(s)t =
∑
n∈N
1
n!
〈s〉[
n︷ ︸︸ ︷
t, . . . , t].
Ehrhard et Regnier [ER08] ont étudié cette formule et caractérisé les termes avec ressources
qui apparaissent dans le développement de Taylor d’un λ-terme. Cette caractérisation se traduit
par une propriété d’uniformité des termes issus d’un même développement de Taylor.
Cette relation d’uniformité peut paraître étrange au vu de la formule de Taylor sémantique.
En effet, cette formule décompose une série formelle en une somme de polynômes homogènes
deux à deux indépendants. Au contraire l’uniformité montre une certaine cohérence entre les
termes apparaissant dans le développement de Taylor syntaxique d’un même λ-terme. On peut
le comprendre d’un point de vue informatique puisque les termes du développement de Taylor
sont des programmes partiels permettant de coder les différentes exécutions possibles d’un
même programme.
Remarquons que la formule de Taylor peut aussi être exprimée à partir du λ-calcul différen-
tiel. En effet, le λ-calcul avec ressources que l’on considère ici est une sous-classe du λ-calcul
différentiel dans laquelle seule l’application (multi-)linéarisée existe et l’application usuelle est
écartée. L’intérêt de se placer dans le cadre du λ-calcul avec ressources est de ne pas faire co-
habiter deux types d’applications (usuelle et linéarisée). Ainsi, on sépare le monde des termes
totaux (λ-calcul) de celui des termes partiels (λ-termes avec ressources).
Par ailleurs, le λ-calcul avec ressources initialement introduit par Boudol résulte de consi-
dérations dans le domaine de la concurrence et du pi-calcul. Ainsi, l’opérateur de différentiation
permet de relier le monde de la logique linéaire avec celui de la concurrence [EL08].
Le Chapitre V de cette deuxième partie B traite de la formule de Taylor dans le cadre
des réseaux différentiels. Ces derniers, introduits par Ehrhard et Regnier [ER06b] sont aux
réseaux de la logique linéaire ce que le λ-calcul avec ressources est au λ-calcul. En particulier,
avec Pagani, nous avons donné un algorithme de fusion non-déterministe qui permet de dire
si un ensemble fini de réseaux provient du développement de Taylor d’un réseau de la logique
linéaire.
Théorème B (voir les Théorèmes V.3 page 239 et V.4 page 243). Un ensemble fini de réseaux
différentiels provient du développement en série de Taylor d’un même réseau de la logique
linéaire si et seulement si il existe une routine de l’algorithme de fusion qui se termine par un
succès.
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En résumé, l’introduction d’un opérateur différentiel dans la logique linéaire permet d’in-
troduire du non-déterminisme de par la structure additive qui en découle. Mais cette structure
pose des problèmes logiques. Nous avons essayé de comprendre le contenu logique des syn-
taxes différentielles de deux façons différentes. Le premier point d’attaque est sémantique et
syntaxique : nous avons cherché à déterminer un ensemble de termes totaux-cohérents en nous
appuyant sur des propriétés sémantiques vérifiées par les preuves de la logique linéaire. La se-
conde approche utilise des outils des réseaux d’interaction et la formule de Taylor syntaxique.
Elle permet de déterminer une classe de réseaux différentiels dont le contenu logique est com-
préhensible puisqu’ils sont issus de réseaux de la logique linéaire. Dans les deux cas, nous avons
étudié l’héritage du déterminisme (à travers la cohérence et l’uniformité) dans les extensions
non déterministes des syntaxes.
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Dans ce chapitre, nous cherchons à caractériser d’un point de vue sémantique les termes du
λ-calcul différentiel qui sont totaux, c’est-à-dire que ce sont des termes qui produisent d’erreur,
et cohérents, c’est-à-dire qu’ils vérifient une propriété de cohérence explicité liée au détermi-
nisme. La sémantique des espaces de Lefschetz finitaire est un modèle du λ-calcul différentiel.
Nous allons en construire un raffinement qui capture la notion de totalité-cohérence.
Commençons par remarquer que les preuves de la logique linéaire n’utilisent ni le zéro
ni l’opérateur de choix +. Elles ne produisent donc pas d’erreur et sont déterministes. Nous
allons donc partir d’une de leurs propriétés sémantiques pour construire une relation de polarité
totale-cohérente.
Les interprétations des preuves pi : A et pi′ : A⊥ de LL sont données respectivement par
un vecteur JpiK de l’espace vectoriel JAK associé à la formule A et une forme1 linéaire continueJpi′K : JAK→ k sur JAK dont l’évaluation est toujours égale à 1, i.e.
〈qpi′y , JpiK〉 = 1. (IV.1)
1Rappelons que puisque nous admettons la règle (Mix), nous avons les équivalences logiques ⊥ ≡ 1 et donc
A⊥ ≡ A( 1 (voir le Paragraphe I.1.2 page 10).
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Cette relation d’orthogonalité est la version algébrique de la relation de totalité étudiée par Loa-
der dans le cadres des espaces cohérents. Nous allons généraliser la relation de l’Équation IV.1
à tous les vecteurs et formes linéaires continues de JAK. La construction par bi-orthogonal (voir
la Section I.3) va accoler aux espaces de Lefschetz finitaires, des parties stables par bi-polarité,
appelées candidats de totalité. Grâce à la structure algébrique du modèle des espaces de Lef-
schetz finitaires, on peut donner une description simple des candidats de totalité. Ce sont les
sous-espaces affines fermés qui ne contiennent pas 0. Remarquons que dans les espaces cohé-
rents, une telle description n’était pas possible.
Le modèle de la logique linéaire ainsi obtenu nous permet de différentier les termes totaux,
ce sont les termes dont l’interprétation est dans le candidat de totalité des termes différentiels
qui produisent des erreurs.
De plus, la relation d’orthogonalité totale peut aussi s’interpréter en termes de cohérence.
En effet, on aurait pu définir l’orthogonalité par la formule 〈Jpi′K , JpiK〉 6= 0, on aurait alors
évincé les termes partiels de la sémantique. Le fait de prendre pour relation d’orthogonalité
〈Jpi′K , JpiK〉 = 1 permet de généraliser aux autres éléments de la sémantique la cohérence des
preuves de la logique linéaire.
Une fois la sémantique totale introduite, nous allons définir une syntaxe totale, le λ-calcul
barycentrique. C’est un sous-calcul du λ-calcul algébrique dans lequel seules les sommes ba-
rycentriques de termes sont autorisées. Ce calcul reflète les propriétés de la sémantique totale.
De plus, pour les types booléens du premier ordre, nous verrons que la sémantique totale est
complète vis-à-vis du λ-calcul barycentrique (voir le Théorème IV.3 page 196). Nous verrons
cependant qu’il existe des types pour lesquels certains points de la sémantique n’interprètent
aucun terme.
Ce chapitre débute par un rappel sur la sémantique des espaces de Lefschetz finitaires
(Section IV.1). Puis, nous présentons les extensions algébrique et différentielle du λ-calcul
(Section IV.2). Nous introduisons ensuite la sémantique totale et étudions ses propriétés (Sec-
tion IV.3). Enfin, nous présentons le λ-calcul barycentrique (Section IV.4) et démontrons le
Théorème IV.3 page 196 de complétude pour la hiérarchie booléenne du premier ordre.
IV.1 Rappels sur les espaces de finitude
Cette section rassemble les résultats obtenus à la Section III et qui nous seront utiles dans
ce chapitre.
Soit k un corps infini2, dénombrable3 et muni de la topologie discrète.
Tout espace de finitude relationnel A engendre un espace de Lefschetz EA qui est un sous-
espace de l’espace des suites k|A|.
Le support d’une suite x ∈ k|A| est |x| = {a ∈ |A| ; xa 6= 0}.
Définition III.4. [page 74] Soit A = (|A| ,F (A)) ∈ RelFin. L’espace de Lefschetz
finitaire associé à A est
EA = {x ∈ k|A| ; |x| ∈ F(A)}.
2Cette hypothèse sera utile pour démontrer le théorème de complétude IV.3 page 196.
3Cette hypothèse sera utile pour démonter la non-complétude pour le type entier
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Un espace de Lefschetz est dit finitaire lorsqu’il existe un espace de finitude relationnel A et un
homéomorphisme linéaire φ : E → EA. On dit que le triplet (E, φ,A) est une carte de E.
Dans la catégorie LinFin des espaces de Lefschetz finitaires, les morphismes sont des
fonctions linéaires continues.
Proposition III.70. [page 122] Soit E un espace de Lefschetz finitaire. L’espace de Lef-
schetz ¬E formé des formes linéaires continues surE et muni de la topologie de la convergence
sur les linéairement compacts est un espace de Lefschetz finitaire. De plus pour toute fonction
linéaire continue f : E → F entre deux espace de Lefschetz finitaire, ¬f est une fonction
linéaire continue définie par
¬f : ¬F → ¬E
y′ 7→ y′ ◦ f.
Enfin, pour tout A = (|A| ,F (A)) ∈ RelFin, il existe un homéomorphisme linéaire entre
EA⊥ et ¬EA.
Pour x′ ∈ ¬E et x ∈ E, on note 〈x′, x〉 = x′(x) l’image du vecteur x par la forme linéaire
x′.
Proposition III.25. [page 90] Tout espace de Lefschetz finitaire est complet
Proposition III.3. [page 128] Tout espace de Lefschetz finitaire E est réflexif, c’est-à-dire
homéomorphe à son bi-dual ¬¬E.
Nous aurons souvent besoin de la propriété de séparation suivante.
Proposition III.17. [page 84] SoitE un espace de Lefschetz finitaire. Pour tout sous-espace
vectoriel fermé D de E et pour tout x /∈ D, il existe une forme linéaire continue x′ ∈ ¬E telle
que 〈x′, x〉 = 1 et ∀d ∈ D, 〈x′, d〉 = 0.
Définition III.36. [page 164] Soit E un espace de Lefschetz finitaire. L’espace de Lefschetz
finitaire Serk(E) est le complété de l’espace des fonctions polynomiales par rapport à la topo-
logie de la convergence uniforme sur les linéairement compacts.
On note
?E = Serk(¬E) et !E = ¬Serk(¬E).
Proposition III.126. [page 164] Pour tout espace de finitude relationnel A, on a les homéo-
morphismes linéaires suivants
!EA ' E!A et ?EA ' E?A
Enfin, à tout x ∈ E, on associe la masse de Dirac x! ∈ !E (aussi noté δx) défini par
x! : Serk(E) → k
F 7→ F (x).
La formule de Taylor satisfaite par les morphismes de la co-Kleisli de LinFin est l’une des
propriétés principales du modèle des espaces de finitude.
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Théorème III.10. [page 172] Soient E et F deux espaces de Lefschetz finitaires. Tout mor-
phisme f : E ⇒ F de la co-Kleisli, i.e. fonction linéaire continue F : !E → F , vérifie la
formule de Taylor
∀x ∈ E, f(x) =
∑
n∈N
1
n!
∂nf(0) · x⊗n.
Enfin, les espaces de Lefschetz finitaires forment un modèle dénotationnel de la logique
linéaire, i.e. l’interprétation des preuves est un invariant de l’élimination des coupures.
Théorème III.9. [page 164] La catégorie LinFin est une catégorie de Seely ∗-autonome.
L’interprétation de LL dans LinFin est présentée dans Figure III.2 page 164 pour les for-
mules et dans la Figure III.3 page 166 pour les preuves.
IV.2 Extensions du λ-calcul
Dans cette partie, V désigne un ensemble dénombrable, ses éléments sont appelés des va-
riables.
IV.2.1 λ-calcul
Avant d’étudier ses extensions, commençons par rappeler la définition du λ-calcul simple-
ment typé déjà décrit au Paragraphe I.2.1 page 12.
Syntaxe. On utilise la notation de Krivine [Kri90] pour l’application. On note Λ l’ensemble
des termes du λ-calcul défini par la syntaxe suivante
s, t ∈ Λ def= x ∈ V | λx.s | (s)t
et quotienté par la relation d’α-équivalence.
Typage. Le λ-calcul simplement typé est défini par le système de types suivant.
Γ , x : A ` x : A (var)
Γ , x : A ` s : B
Γ ` λx.s : A⇒ B (abs)
Γ ` s : A⇒ B Γ ` r : A
Γ ` (s)r : B (app)
Réduction. La β-réduction est la règle de calcul suivante
(λx.t)s→ t[s/x]
où la substitution de x par s dans t est réalisée en évitant la capture des variables liées
(voir [Kri90] pour plus de précisions).
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Sémantique. Le codage habituel [Gir87] de l’implication intuitionniste dans la logique li-
néaire, i.e.
A⇒ B def= !A( B
permet de déduire que les espaces de Lefschetz finitaires qui forment un modèle de LL en-
gendrent un modèle du λ-calcul simplement typé (voir la Section I.2).
Proposition IV.1. La catégorie de co-Kleisli de la comonade exponentielle sur LinFin est une
catégorie cartésienne fermée.
L’interprétation des termes est déterminée par une fonction de contexte
Γ : V → EA
x : A 7→ Γ(x)
et donnée par
JxKΓ = Γ(x)
Jλx.sKΓ : { EA → EB
x¯ 7→ JsKΓ, x 7→x¯J(s)tKΓ = JsKΓ ◦ JtKΓ .
Le lecteur intéressé pourra consulter [AC98] pour plus de détails.
IV.2.2 λ-calcul algébrique
Les espaces de Lefschetz étant des espaces vectoriels, on peut ajouter au λ-calcul un opéra-
teur somme et des coefficients variant dans un corps k qui seront interprétés respectivement par
la somme et les scalaires dans LinFin. On obtient ainsi le λ-calcul algébrique Λ+ [Vau09].
L’opérateur somme a une signification calculatoire : il représente un choix non-déterministe
qui ne sera fait qu’une fois le calcul terminé. Lors de la réduction, toutes les possibilités sont
envisagées, collectées par cet opérateur et évaluées en parallèle. Les coefficients représentent
intuitivement le nombre de façons d’obtenir un résultat.
Le choix d’un corps k pour la structure algébrique est de ce point de vue discutable. On
peut en effet se demander quelle est la signification d’un coefficient négatif ou même rationnel.
Nous nous contenterons d’admettre comme postulat la sémantique des espaces de Lefschetz
finitaires et d’essayer de comprendre son contenu logique et informatique, ainsi que ses limites.
Syntaxe. En mathématiques comme en λ-calcul, l’application
(f ,x) 7→ (f) x
est linéaire en la fonction f , mais pas en l’argument x. En effet, en mathématiques, la somme
de deux fonctions est définie point à point
(f + g) x def= (f) x + (g) x.
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Cette égalité est aussi valable d’un point de vue informatique : pour substituer une variable dans
la superposition non-déterministe de deux programmes, on va superposer la substitution dans
chacun d’eux. Par contre, à moins que la fonction ne soit linéaire, on a
(f) (x + y) 6= (f) x + (f) y.
D’un point de vue informatique, on n’a pas non plus l’égalité car la variable à substituer peut
apparaître plusieurs fois dans le terme et pour chacune de ses occurrences, on doit choisir ou
bien x ou bien y.
Plutôt que quotienter l’ensemble des termes par cette relation de linéarité, nous introduisons
deux sortes de termes : les termes atomiques qui ne contiennent pas de sommes sauf peut-être
dans les arguments des applications et les termes qui sont des combinaisons algébriques de
termes atomiques.
On note Λ+ l’ensemble des termes S du λ-calcul algébrique défini par la syntaxe suivante.
S ∈ Λ+ ::=
∑n
i=1 ai si où n ≥ 0, ∀i ∈ {1, . . . , n}, ai ∈ k, si ∈ Λat
s ∈ Λat ::= x ∈ V | λx.s | (s)S.
Nous quotientons les termes par la relation d’α-équivalence, l’associativité et la commutativité
de la somme.
Typage. La version simplement typée du λ-calcul algébrique est une extension du système
de types du λ-calcul présenté ci-dessus avec des règles permettant d’introduire la somme et la
multiplication scalaire des termes.
` 0 : A (0)
Γ ` s1 : A Γ ` s2 : A
Γ ` s1 + s2 : A (sum)
Γ ` s : A a ∈ k
Γ ` as : A (scal).
Réduction. Dans le λ-calcul non-déterministe [DP95], une des règles de réduction de la
somme s + t → s correspond au choix non-déterministe. Dans le λ-calcul algébrique, on ne
considère pas cette réduction. Au contraire, on va collecter toutes les possibilités et reporter ce
choix. Ainsi, en plus de la β-réduction, le λ-calcul algébrique possède la réduction algébrique
∀a 6= 0, s→ S′ ⇒ as + T→ aS′ + T.
Le lecteur intéressé trouvera une définition formelle de cette réduction dans [Vau09].
Selon le corps k dans lequel les coefficients peuvent varier, cette réduction soulève des
problèmes de normalisation et de confluence. En effet, comme k possède un élément 1 et son
opposé, on peut montrer dans le cadre non typé et en utilisant un opérateur de point fixe que
pour tous termes algébriques s et t, s→ t→ s [Vau09]. Par ailleurs, en choisissant par exemple
les rationnels pour k, on rencontre un problème de normalisation. Supposons que s → S′, on
aura alors une réduction infinie :
s→ 1
2
s +
1
2
S′ → 1
4
s +
3
4
S′ → . . .
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Pour dépasser ces difficultés, on doit abandonner le corps k pour une autre structure. On dit
qu’un semi-anneauA possède la propriété de séparation finie, lorsque la fonction w : k→ N
w(a) = max
n ∈ N ; ∃(ai)i≤n ∈ kn ; a = ∑
i≤n
ai

est bien définie et commute à la somme et à la multiplication scalaire.
Proposition IV.2. [Vau09] Si A possède la propriété de séparation finie, alors tous les termes
typables normalisent fortement et le calcul est confluent.
Malgré tout, nous allons poursuivre ce chapitre dans le cadre des espaces vectoriels sur
un corps, quitte à restreindre ensuite l’ensemble des scalaires à un semi-anneau possèdant la
propriété de séparation finie.
Sémantique. La sémantique de la combinaison linéaire de termes est évidemment la combi-
naison linéaire des sémantiques des termes.uv∑
i≤n
aisi
}~ = ∑
i≤n
ai JsiK .
IV.2.3 λ-calcul différentiel
Comme nous l’avons vu au Chapitre III, les espaces de Lefschetz finitaires admettent un
opérateur différentiel. Nous présentons ici l’extension du λ-calcul avec un opérateur différentiel
syntaxique [ER03] qui s’interprète sans surprise par son homologue sémantique.
Syntaxe. Nous présentons le λ-calcul différentiel comme une extension du λ-calcul algé-
brique.
On note ΛD l’ensemble des termes du λ-calcul différentiel défini par la syntaxe suivante.
S ∈ ΛD ::=
∑n
i=1 ai si où ∀i ∈ {1, . . . , n}, ai ∈ k, si ∈ ΛDat
s ∈ ΛDat ::= x ∈ V | λx.s | (s)S | Ds · t.
Nous quotientons les termes par les relations d’α-équivalence, l’associativité et la commutati-
vité de la somme.
L’opérateur différentiel permet de linéariser l’application (app) du λ-calcul. On doit lire le
terme Ds · t de la façon suivante «le terme s linéairement appliqué au terme t».
Typage. La version simplement typée du λ-calcul différentiel est une extension du système
de types du λ-calcul algébrique avec une règle permettant d’introduire l’opérateur de dérivation
des termes.
Γ ` s : A⇒ B Γ ` t : A
Γ ` Ds · t : A⇒ B (appL).
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Réduction. Lors de l’évaluation d’une application linéaire, une seule occurrence linéaire
de la variable liée sera substituée. Cette substitution est une généralisation de la substitution
linéaire de tête [DB87], i.e. au lieu de la variable linéaire de tête, on choisit n’importe quelle
occurrence de cette variable dont on extrait une occurrence linéaire.
L’application linéarisée se réduit en une substitution linéarisée
D((λx.s)) · t→ λx.
(
∂s
∂x
· t
)
,
où ∂s∂x · t désigne la substitution non-déterministe d’exactement une occurrence de la variable
x par t dans s. Cette substitution [ER03] est définie par
∂x
∂x
· t def= t,
∂y
∂x
· t def= 0, si y 6= x,
∂(r)s
∂x
· t def=
(
∂r
∂x
· t
)
s +
(
Dr ·
(
∂s
∂x
· t
))
s,
∂Dr · s
∂x
· t def= D
(
∂r
∂x
· t
)
· s +Dr ·
(
∂s
∂x
· t
)
,
∂ar + bs
∂x
· t def= a ∂r
∂x
· t + b ∂s
∂x
· t.
Comme pour le λ-calcul algébrique, lorsque l’on remplace le corps k par un semi-anneau
qui possède la propriété de séparation finie (voir la Proposition IV.2 page 185), le λ-calcul
différentiel est confluent et les termes simplement typés normalisent fortement [ER03].
Sémantique. L’opérateur différentiel est interprété par l’opération de différentiation qui
existe dans les espaces de Lefschetz finitaires (voir Définition III.39 page 169). Si s : A ⇒ B
et t : A, alors
JDs · tK : EA→ EB
x 7→ Dx JsK (JtK).
Proposition IV.3. [ER03, Appendix A] Les espaces de Lefschetz finitaires engendrent un mo-
dèle du λ-calcul différentiel simplement typé.
IV.3 Étude sémantique de la totalité
Comme expliqué dans l’introduction de cette Partie B, l’opérateur différentiel nécessite l’in-
troduction d’un terme zéro qui est l’élément neutre de l’opérateur somme et qui peut provenir de
la dérivation d’un λ-terme constant. L’existence de ce terme et de la preuve qui lui correspond
n’est pas très satisfaisante d’un point de vue logique. En effet, elle permet de prouver n’importe
quelle formule.
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Afin de comprendre le non-déterminisme du lambda-calcul algébrique et la différentiation
d’un point de vue logique, il est nécessaire de distinguer les termes totaux de ceux construits à
partir du terme zéro. Pour cela, nous allons mener une étude sémantique qui va nous conduire à
l’introduction d’une autre extension algébrique du λ-calcul, cette fois formée de termes totaux,
le λ-calcul barycentrique.
IV.3.1 Une propriété sémantique des λ-termes bruts
Afin de caractériser de façon sémantique la totalité nous allons partir d’une propriété véri-
fiée par les preuves de la logique linéaire qui sont totales puisqu’elles ne sont pas construites
avec le séquent zéro.
Proposition IV.4. Pour toute formule A de la logique linéaire et toutes preuves pi ` A et
pi′ ` A ( 1, les interprétations de ces preuves4 dans le modèle des espaces de Lefschetz
finitaires vérifient
〈qpi′y , JpiK〉 = 1. (IV.2)
Démonstration. La démonstration se fait par récurrence sur le nombre de connecteurs de la
formule A. Comme l’interprétation d’une preuve dans LinFin est stable par élimination des
coupures, on peut supposer que pi et pi′ sont sans coupures. On note Π leur coupure qui est une
preuve de 1 et dont l’interprétation est donc un scalaire, i.e. JΠK ∈ k.
Comme la sémantique est stable par élimination des coupures et qu’il n’existe que l’inter-
prétation d’une preuve sans coupure de 1 est 1, on en déduit
〈qpi′y , JpiK〉 = JΠK = 1.
IV.3.2 Totalité dans les espaces de finitude
La propriété (IV.2) vérifiée par les preuves de la logique linéaire suggère d’introduire une
relation de polarité (voir la Définition I.9 page 28) sur tout espace de Lefschetz finitaire E.
∀x ∈ E, x′ ∈ ¬E, x ⊥• x′ ⇐⇒ 〈x′, x〉 = 1. (IV.3)
Grâce à cette relation, nous allons raffiner la sémantique des espaces de Lefschetz. À la Sec-
tion IV.4 suivante, nous construirons un calcul simplement typé dont la sémantique des termes
vérifient la relation de polarité (IV.3) ci-dessus.
Définition IV.1. La polaire d’une partie T de E est définie par
T • = {x′ ∈ ¬E ; ∀x ∈ T , 〈x′, x〉 = 1}.
C’est un sous-espace affine du dual ¬E qui est de plus fermé car (x, x′) 7→ 〈x′, x〉 est une
forme linéaire séparément continue sur E × ¬E.
4Rappelons qu’en présence de (Mix), on a les équivalences logiques ⊥ ≡ 1 et A⊥ ≡ A ( 1 (voir le Para-
graphe I.1.2 page 10).
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Démonstration. En effet, soit (x, x′) ∈ E × ¬E. Comme k · x est linéairement compact,
annE(x) est ouvert dans ¬E, donc evx est continue. De plus, comme x′ est une forme linéaire
continue, son noyau ker(x′) est ouvert dans E et evx′ : x→ 〈x′, x〉 est continue.
Remarque. Modulo l’homémorphisme linéaire entre E et son bi-dual ¬¬E (voir la Proposi-
tion III.3 page 128), si T ′ est une partie de ¬E, alors T ′• est identifiée avec {x ∈ E ; ∀x′ ∈
T ′, 〈x′, x〉 = 1}.
Définition IV.2. Soit E un espace de Lefschetz finitaire. Un candidat de totalité est un sous-
espace affine T de E qui est clos par bi-polarité, i.e. tel que T •• = T .
Nous allons voir que les candidats de totalité sont caractérisés par le fait d’être affine fermé.
Mais remarquons tout d’abord que si jamais T contient le vecteur 0, alors sa polaire est la partie
vide et sa bi-polaire est l’espace tout entier.
Introduisons quelques notations. Si T est un sous-espace affine d’un espace de Lefschetz
finitaire E, on notera dir T = {x− y ; x, y ∈ T } sa direction. Rappelons qu’un espace affine
est entièrement défini par un point et par sa direction
∀x ∈ T , T = x+ dir T = {x+ d ; d ∈ T }.
On note aff (T ) = {∑ni=1 λiti ; ∑λi = 1, ti ∈ T } l’espace affine engendré par une partie T
et aff (T ) sa fermeture topologique, c’est-à-dire la plus petite partie affine fermée qui contient
T .
Il existe une caractérisation simple des candidats de totalité.
Proposition IV.5 (Caractérisation). Soit E un espace de Lefschetz finitaire. Une partie T de E
est un candidat de totalité si et seulement si T vérifie l’une des trois conditions
• c’est la partie vide, i.e. T = ∅, ou bien
• c’est l’espace tout entier T = E, ou bien
• c’est un sous-espace affine fermé qui ne contient pas 0, i.e. T = aff (T ) et 0 /∈ T .
Démonstration. La partie vide et l’espace de finitude tout entier sont des candidats de totalité
polaires l’un de l’autre.
Supposons que T est affine fermé et ne contient pas 0 et montrons que T •• ⊆ T (l’inclusion
réciproque est automatique). Nous allons montrer la contraposée.
Soit x0 /∈ T . Décrivons l’espace affine T par un point z0 ∈ T et sa direction D = dir (T ).
On a alors
T = z0 +D, x0 6= z0 et x0 − z0 /∈ D.
Par la Proposition III.17 page 84 de séparation, il existe x′0 ∈ ¬E tel que
〈x′0, x0 − z0〉 = 1 et ∀d ∈ D, 〈x′0, d〉 = 0.
D’une part, si λ = 〈x′0, z0〉 6= 0, on pose y′0 = 1λx′0. On a alors
〈y′0, z0〉 = 1 et ∀d ∈ D, 〈y′0, d〉 =
1
λ
〈x′0, d〉 = 0,
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d’où on déduit que y′0 ∈ T •. Comme de plus,
〈y′0, x0〉 =
1
λ
〈x′0, x0〉 = 1 + 〈x′0, z0〉 =
1 + λ
λ
6= 1,
on conclut que x0 /∈ T ••.
D’autre part, si 〈x′0, z0〉 = 0, alors 〈x′0, x0〉 = 1. Comme on a supposé que 0 /∈ T , la
Proposition III.17 page 84 de séparation implique l’existence de x′1 ∈ ¬E tel que
〈x′1, z0〉 = 1 et ∀d ∈ D, 〈x′1, d〉 = 0,
d’où x′1 ∈ T •. Si 〈x′1, x0〉 = 0 alors x0 /∈ T ••. On suppose maintenant que 〈x′1, x0〉 6= 0. Or,
〈x′1 + x′0, z0〉 = 1 et ∀d ∈ D, 〈x′1 + x′0, d〉 = 0, donc x′1 + x′0 ∈ T •. Or, 〈x′0 + x′1, x0〉 =
〈x′0, x0〉+ 〈x′1, x0〉 = 1 + 〈x′1, x0〉 6= 1, donc x0 /∈ T ••.
De cette caractérisation, on déduit que la bi-polaire est un opérateur de clôture.
Proposition IV.6. Soit E un espace de Lefschetz finitaire. La bi-polaire d’une partie de E qui
ne contient pas 0 est sa clôture affine fermée, i.e. T • 6= ∅ ⇒ T •• = aff (T ).
Démonstration. Comme T •• est un espace affine clos contenant T , on a T ⊆ aff (T ) ⊆ T ••.
Par conséquent T • = (T ••)• ⊆ [ aff (T ) ]• ⊆ T •, d’où [aff (T )]•• = T ••.
De plus, si T • 6= ∅ alors il existe x′ ∈ ¬E tel que pour tout x ∈ T , 〈x′, x〉 = 1 et donc
pour tout x ∈ aff (T ), 〈x′, x〉 = 1.
Nous en déduisons que 0 /∈ aff (T ). Grâce à la Proposition IV.5 de caractérisation ci-dessus,[
aff (T ) ]•• = aff (T ). On en déduit finalement que aff (T ) = T ••.
Définition IV.3. Un espace de totalité est un couple (E, T ) constitué d’un espace de Lefschetz
finitaire E et d’un candidat de totalité T , i.e. un sous-espace affine de E tel que T = T ••.
On note TotFin la catégorie dont les objets sont des espaces de totalité et dont les mor-
phismes sont des fonctions linéaires continues qui préservent les candidats de totalité.
IV.3.3 Un modèle de la logique linéaire
Afin de montrer que les espaces de totalité forment un modèle de la logique linéaire clas-
sique, nous allons montrer que la catégorie TotFin est une catégorie d’orthogonalité de
LinFin (voir la Partie I.3.3 pour la formalisation de l’orthogonalité par bi-recollement).
Considérons G(LF) la catégorie bi-recollée de LinFin le long du foncteur LinFin(−,−).
(E,U,U ′)
G(LF)
UE

U1
xxqqq
qqq
qqq
qqq
q
U2
&&NN
NNN
NNN
NNN
NN
Set LinFin
LinFin(k,·)oo LinFin(·,k) // Set
U⊆E E U ′⊆¬E
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Les objets de G(LF) sont les triplets [E , U ,U ′ ] où U et U ′ sont respectivement des parties
de E et de ¬E. Un morphisme entre deux objets [E , U ,U ′ ] et [F , V , V ′ ] est une fonction
linéaire continue f : E → F telle que f(U) ⊆ V et ¬f(V ′) ⊆ U ′, où ¬f : y′ 7→ [x 7→
〈y′, f(x)〉].
Proposition IV.7. La catégorie G(LF) bi-recollée le long du foncteur LinFin(·, ·) est une
catégorie ∗-autonome.
Démonstration. Nous savons déjà que LinFin est une catégorie ∗-autonome de Seely (voir le
Théorème III.9 page 164). D’après la Proposition I.12 page 33, il nous suffit donc de montrer
que la transformation naturelle κ : !SetLinFin(1,−) → LinFin(1, !−) est une distribution
linéaire (voir la Définition I.6 page 24). Remarquons que l’on peut identifier LinFin(1,−) avec
le foncteur d’oubli U : LinFin → Set qui oublie la structure d’espace vectoriel topologique.
Remarquons de plus que ce foncteur est monoïdal de (LinFin,⊗,k) dans (Set,×, {∗}).
La distribution linéaire est définie sur chaque composante par la fonction
κE : E → !E
x 7→ x!
dans Set (modulo l’homéomorphisme linéaire entre LinFin(1, E) et E). Elle est compatible
avec la structure de comonoïde, i.e. les deux diagrammes suivants commutent.
∗ {∗}
m

E
eU(E)oo
κE

x E
dU(E) //
κE

E × E
κE×κE
(x,x)
!E × !E
m!E,!E

(x!,x!)
1 k !EEU(eE)
oo x! E!E dE
// E!E ⊗ E!E x!⊗x!
La catégorie TotFin est une sous-catégorie de G(LF) (si l’on considère que les objets de
TotFin sont les triplets [E , T , T • ]). Plus précisément, c’est une catégorie d’orthogonalité
stricte par rapport à l’orthogonalité polaire (voir le Paragraphe I.3.3).
Proposition IV.8. La catégorie d’orthogonalité stricte TotFin est un modèle de LL. De plus
le foncteur d’oubli U : (E, T , T •)→ E préserve les structures.
Démonstration. On applique la Proposition I.13 page 35.
SoientE et F des espaces de Lefschetz finitaires. Pour tousU ⊆ E, V ⊆ F et V ′ ⊆ ¬F , on
pose U ⊗ V = {x⊗ y ; x ∈ U, y ∈ V } et U ( V ′ = {x( y′ : f ∈ E ( F → 〈f(x), y′〉}.
L’orthogonalité⊥• est stable. Comme le produit tensoriel est symétrique, il suffit de vérifier
que (U••⊗V ••)• = (U••⊗V )•. Si 0 ∈ V alors de part et d’autre de l’égalité on a l’ensemble
vide. Sinon, V •• est la fermeture affine fermée de V (voir la Proposition IV.5 page 188). Comme
V ⊆ V ••, on a U•• ⊗ V • ⊇ (U•• ⊗ V ••)•. Pour l’inclusion inverse, on utilise la propriété
universelle du tenseur (III.9) page 137 : toute forme linéaire continue sur E ⊗ F correspond
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T (A⊥) = T (A)•,
T (1) = T (⊥) = {1},
T (0) = T (>) = {0},
T (A⊗B) = [T (A)⊗ T (B)]••,
T (A&B) = T (A)× T (B),
T (A( B) = [T (A)⊗ T (B)•]•,
T (A⊕B) = [T (A)• × T (B)•]•,
T (!A) = [κ(T (A))]•• =
{
x! ; x ∈ T (A)
}••
.
FIG. IV.1: Interprétation dans TotFin des formules de LL
à une forme bilinéaire séparément continue sur E × F . Si pour tous x ∈ U•• et y ∈ V on a
φ(x, y) = 1, alors cette propriété est toujours vraie sur l’enveloppe affine fermée V •• de V .
Vérifions à présent que (U•• ( V ••)• = (U ( V ••)• = U•• ( V •. Si 0 ∈ V
ou 0 ∈ U , alors les trois parties de cette équation sont réduites à l’ensemble vide. Sinon, on
utilise que x, x′ → 〈f(x), x′〉 est séparément continue et que l’égalité 〈f(x), x′〉 est stable par
combinaisons affines en x ou en x′.
Les autres égalités de la Proposition I.13 page 35 sont vérifiées car l’orthogonalité est po-
larisée par rapport à la polaire {1} :
x ⊥• x′ ⇐⇒ 〈x′, x〉 = 1 ⇐⇒ x′(x) = 1.
Comme LinFin est un modèle de la logique linéaire classique, TotFin est aussi un mo-
dèle de la logique linéaire classique (voir la Proposition I.13 page 35 issue de [HS03, Théo-
rème 5.14]).
Toute formule de la logique linéaire A est interprétée dans LinFin par l’espace de Lef-
schetz finitaire EA (voir la Figure III.2 page 164 pour les détails de la construction). L’interpré-
tation de A dans la catégorie TotFin est la donnée de EA et d’un candidat de totalité T (A)
de EA. Sa construction, héritée de LinFin par double orthogonalité (voir Figure I.6 page 36)
est décrite à la Figure IV.1 page 191. Comme le foncteur U qui oublie la structure de totalité
préserve les structures le la logique linéaire, on en déduit que l’interprétation des preuves est
dans TotFin est le même vecteur que dans LinFin (on se référera à la Figure III.3 page 166
pour une description de l’interprétation des preuves dans LinFin).
L’une des particularités de ce modèle, par rapport notamment au modèle des espaces cohé-
rents totaux [Loa94] est la description algébrique des candidats de totalité du modèle, donnée
à la proposition suivante. Ceci est possible grâce à la Proposition IV.5 page 188 qui donne une
construction directe de la bi-polaire par clôture affine fermée.
Proposition IV.9. Soient A et B deux formules de LL. On a les propriétés suivantes :
T (A⊗B) = aff (T (A)⊗ T (B)). (IV.4)
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T (A( B) = {f ∈ Lc(EA, EB) ; f(T (A)) ⊆ T (B)} . (IV.5)
T (A⊕B) = aff (T (A)× ker(T (B)•) ∪ ker(T (A)•)× T (B)). (IV.6)
T (!A) = aff (x! ; x ∈ T (A)). (IV.7)
T (!A( B) =
{
F ∈ P˜olk(EA, EB) ; ∀x ∈ T (A), F (x) ∈ T (B)
}
. (IV.8)
T (?A) =
{
F ∈ P˜olk(EA) ; ∀x ∈ T (A), F (x) = 1
}
, (IV.9)
Démonstration. Propriété (IV.4). C’est une conséquence directe de la Proposition IV.5
page 188 de caractérisation.
(IV.5).
f ∈ T (A( B)⇔ ∀x ∈ T (A), f(x) ∈ T (B)
⇔ ∀y′ ∈ T (B), 〈y′, f(x)〉 = 1.
(IV.6). Par construction,
T (A⊕B) = {(x, y) | ∀u′ ∈ T (A)•, v′ ∈ T (B)•, 〈u′, x〉+ 〈v′, y〉 = 1}.
On a immédiatement que aff (T (A)× ker(T (B)•) ∪ ker(T (A)•)× T (B)) ⊆ T (A⊕B).
Réciproquement, soient z = (x, y) ∈ T (A⊕B), u′0 ∈ T (A)• et v′0 ∈ T (B)•. Rappelons que
T (A)• = u′0 + dir (T (A)•), T (B)• = v′0 + dir (T (B)•).
Pour tous d′A ∈ dir (T (A)•) et d′B ∈ dir (T (B)•), 〈u′0 + d′A, x〉 + 〈v′0 + d′B, y〉 = 1. On en
déduit que 〈u′0, x〉+ 〈v′0, y〉 = 1 et 〈d′A, x〉 = 0 et 〈d′B, y〉 = 0. Deux cas se présentent : 〈u′0, x〉
et 〈v′0, y〉 sont non nuls, ou bien l’un des deux est nul. Dans le premier cas, on peut écrire z sous
la forme
z = 〈u′0, x〉(
x
〈u′0, x〉
, 0) + 〈v′0, y〉(0,
y
〈v′0, y〉
),
sous laquelle on voit que z = (x, y) ∈ aff (T (A) × ker(T (B)•) ∪ ker(T (A)•) × T (B)).
Dans le deuxième cas, supposons par exemple que 〈v′0, y〉 = 0, alors y ∈ ker(dir (T (B)•)) et
x ∈ T (A), donc z = (x, y) ∈ T (A)× ker(T (A)•).
(IV.7). Notons 1 ∈ Polk(EA) la fonction constante, i.e. ∀x ∈ EA, 〈x!,1〉 = 1. L’ensemble{
x! ; x ∈ T (A)}• n’est pas vide car il contient 1. La Proposition IV.6 page 189 assure que{
x! ; x ∈ T (A)}• = aff (x! ; x ∈ T (A)).
(IV.8). En combinant (IV.5) et (IV.7), nous avons (IV.8). L’égalité (IV.9) vient de l’équivalence
de la logique linéaire ?A ≡ !(A⊥)( 1.
(IV.9). On utilise le fait que J⊥K = J1K.
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IV.4 λ-calcul barycentrique
D’après le paragraphe précédent, les espaces de totalité forment un modèle du λ-calcul.
Nous allons maintenant voir que les candidats de totalité permettent de séparer les termes totaux
des termes qui produisent des erreurs dans les λ-calculs algébrique et différentiel.
Nous allons introduire un calcul de termes totaux en s’inspirant de la sémantique. Au lieu
d’autoriser toutes les combinaisons linéaires comme dans le λ-calcul algébrique, nous allons
nous restreindre aux combinaisons barycentriques∑
i≤n
aisi, où
∑
i≤n
ai = 1, n ∈ N.
Nous appellerons ce calcul le λ-calcul barycentrique.
Nous verrons que le calcul ainsi obtenu capture une partie du non-déterminisme inhérent
aux calculs algébrique et différentiel. Il permet en particulier de coder des fonctions non sé-
quentielles célèbres comme le POr et la fonction de Gustave et notée Gus [AC98].
Nous étudierons enfin la distance entre la sémantique et la syntaxe totales en démontrant la
complétude ou l’incomplétude de la première par rapport à la seconde.
IV.4.1 λ-calcul et extensions algébriques
λ-calcul. Comme la catégorie TotFin est un modèle de LL, elle engendre un modèle du
λ-calcul simplement typé.
Proposition IV.10. La catégorie de co-Kleisli de la co-monade exponentielle de TotFin est
une catégorie cartésienne fermée.
De plus, tout terme typé s : A ⇒ B est interprété par une fonction analytique JsK : EA →
EB telle que
∀x ∈ T (A), JsK (x) ∈ T (B). (IV.10)
Même si on a défini T en passant par la logique linéaire, on retrouve la totalité définie par
Girard [Gir86] par les relations logiques : la totalité est définie sur les types de base et est
étendue à tous les types par la relation (IV.10). Ainsi une fonction est totale si et seulement si
elle est extensionnellement totale, i.e. si son évaluation sur chaque élément total est totale. Il
suffit donc de tester la totalité d’un programme sur ses réalisateurs (les éléments totaux) et non
pas sur tout le domaine de définition de la fonction.
λ-calcul algébrique. Les candidats de totalité permettent d’exclure les λ-termes algébriques
qui seraient construits avec le zéro. De plus, si x, y ∈ T (A) la somme x + y n’est pas dans
l’espace affine T (A). Il existe donc des termes typables dont l’interprétation n’est pas totale.
λ-calcul différentiel. Il existe des termes typables du λ-calcul différentiel qui ne sont pas
totaux. Prenons par exemple un λ-terme sous la forme d’une abstraction λx.s où s ne dépend
pas de la variable liée x. Dans ce cas, on peut montrer par induction sur s que pour tout terme
t, D(λx.s).t→ 0.
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IV.4.2 λ-calcul barycentrique simplement typé
Nous proposons un λ-calcul dans le style du λ-calculus algébrique [Vau09] qui admet
TotFin comme modèle. Dans le λ-calcul barycentrique, seules les combinaisons linéaires ba-
rycentriques de termes sont autorisées.
Syntaxe. Soit V un ensemble dénombrable de variables. L’ensemble des termes atomiques s
et celui des termes barycentriques T sont définis par induction par
R,S def=
∑m
i=1 ai si où ∀i ∈ {1, . . . ,m}, ai ∈ k ,
∑m
i=1 ai = 1 ,
s, si
def= x | λx.s | (s)S, où x ∈ V
Nous quotientons les termes par les relations d’α-équivalence, l’associativité et la commutati-
vité de la somme.
Types et sémantiques. Le typage et la sémantique sont hérités de ceux du λ-calcul algé-
brique. Ceci est possible car le λ-calcul barycentrique est un sous-calcul du λ-calcul algébrique.
Théorème IV.1. La catégorie TotFin engendre un modèle dénotationnel du λ-calcul bary-
centrique.
Démonstration. Nous savons déjà que TotFin engendre un modèle dénotationnel du λ-calcul.
Il suffit de vérifier que cette sémantique est stable par combinaison barycentrique. Ceci est
assuré car tous les candidats de totalité sont des sous-espaces affines.
Un peu plus d’expressivité Les types de base booléen et entier peuvent être ajoutés sans
perdre le caractère total du calcul. On passe pour cela par un codage via la logique linéaire.
Ainsi, le type booléen est représenté par B = 1 ⊕ 1. Il est interprété par le couple
formé du plan k2 et de la droite x + y = 1. Les termes booléens atomiques sont T, F et
if s then R else S avec s atomique et S,R barycentriques.
Γ ` T : B (true) Γ ` F : B (false)
Γ ` s : B Γ ` R : A Γ ` S : A
Γ ` if s then R else S : A (cond)
JTKΓ = (1, 0), JFKΓ = (0, 1),
Jif s then R else SKΓ = JsKΓt JRKΓ + JsKΓf JSKΓ .
comme JBK = EB = k2, la sémantique de chacun des termes s de type B est donnée par ses
deux composantes VRAI et FAUX JsK = (JsKt , JsKf ).
Exemple IV.1 (Hiérarchie des types booléens).
T (B) = {(xt, xf ) ∈ k2 ; xt + xf = 1},
T (B⊥) = {(1, 1)},
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T (?B⊥) = {P ∈ k [Xt, Xf ] ; xt + xf = 1⇒ P(xt, xf ) = 1} ,
T (B ⇒ B) =
{
(Pt,Pf ) ∈ k [Xt, Xf ]2 ; xt + xf = 1⇒ Pt(xt, xf ) + Pf (xt, xf ) = 1
}
,
T (`n?B⊥) = {P ∈ k [X1, . . . , X2n] ;
∀1 ≤ i ≤ n, x2i−1 + x2i = 1⇒ P(x1, x2, . . . , x2n−1, x2n) = 1} ,
T (Bn ⇒ B) =
{
(Pt,Pf ) ∈ k [X1, . . . , X2n]2 ; Pt + Pf ∈ T (`n?B)
}
.
Le type des entiers est représenté parNat = ⊕n∈N1. Il est interprété par l’espace des suites
finies k(N) et le candidat de totalité formé des suites finies dont la somme des coefficients est
égale à 1. Les termes entiers atomiques sont 1, le successeur.
Γ ` 0 : Nat (Zero)
Γ ` n : Nat
Γ ` succn : Nat (succ)
La sémantique de 0 est la suite dont seul le premier coefficient est non-nul, le successeur est
interprété par une fonction de décalage de la suite
J0KΓ = { 0 7→ 1
i 6= 0 7→ 0 , JsuccxKΓ =
{
0 7→ 0,
i 6= 0 7→ xi−1
Mentionnons que comme l’a montré Ehrhard [Ehr05], il existe un récurseur dans les es-
paces de finitude relationnels. Ce récurseur peut se généraliser aux espaces de Lefschetz fini-
taires (puisque tout morphisme de RelFin induit un morphisme dans LinFin). De plus, son
interprétation est totale.
Exemple IV.2 (Hiérarchie des types entiers).
T (Nat) =
{
x ∈ k(N) ;
∑
n∈N
xn = 1
}
,
T (Nat⊥) = {x ∈ kN ; ∀n ∈ N, xn = 1} .
Notons en la suite presque sûrement nulle dont seul le n-ième coefficient est égal à 1.
T (Nat ⇒ 1) =
{
f : k(N) → k ; ∀n ∈ N, f(en) = 1
}
,
T (Nat ⇒ Nat) =
{
(fn)n∈N ; ∀n ∈ N,, fn : k(N) → k,
∀m ∈ N, (fn(em))n∈N ∈ k(N),
∑
n∈N fn(em) = 1
}
.
Par la suite, on notera ΛB l’extension du λ-calcul barycentrique avec les constructions boo-
léennes et les entiers. Comme TotFin est un modèle de la logique linéaire et du λ-calcul
barycentrique, c’est aussi un modèle de son extension ΛB.
Corollaire IV.2. La catégorie TotFin engendre un modèle dénotationnel du λ-calcul bary-
centrique étendu avec les constructions booléennes et entières.
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IV.4.3 Une complétude partielle ?
Les sémantiques totales sont assez fidèles à la syntaxe pour pouvoir montrer le théorème
de complétude pour la hiérarchie booléenne du premier ordre. Par contre, pour l’ordre supé-
rieur, nous ne connaissons pas la réponse. Pour les types dénombrables comme les entiers, le
théorème de complétude n’est plus vrai comme nous le verrons dans un deuxième temps.
Complétude pour la hiérarchie booléenne Concentrons-nous sur les termes du type
Bn ⇒ B. Comme vu dans l’Exemple IV.1 page 194, les termes de ce type sont interprétés
par des couples de polynômes P = (Pt,Pf ) ∈ k [X1, . . . , X2n]2 tels que pour tout (xi) ∈ k2n
satisfaisant x2i−1 + x2i = 1, Pt(x1, . . . , x2n) + Pf (x1, . . . , x2n) = 1. La réciproque de cette
propriété est aussi vraie.
Théorème IV.3 (Complétude). Toute fonction totale T (Bn ⇒ B) est l’interprétation d’un
terme du λ-calcul barycentrique booléen, i.e. ∀P = (Pt,Pf ) ∈ T (Bn ⇒ B),
∃S ∈ ΛB ; JSK = (Pt,Pf ) .
Remarque. Nous présentons une preuve qui repose sur des considérations algébriques comme
la division euclidienne dans les anneaux de polynômes à une variable. Il existe une autre preuve
due à Hyvernat [Hyv08a] et qui repose sur des considérations combinatoires et des calculs de
dimension.
Commençons par introduire quelques notations et résultats intermédiaires.
¬S = if S then F else T, J¬SK = (JSKf , JSKt),
S+ = if S then T else T, JS+K = (JSKt + JSKf , 0),
S− = if S then F else F, JS−K = (0, JSKt + JSKf ),
Πi = λx1, . . . ,xn · xi, JΠiK = (X2i−1, X2i).
Les couples de polynômes ci-dessous sont tous des interprétations de termes barycentriques.
(X2i, X2i−1) = X2i · (1, 0) +X2i−1 · (0, 1) = J¬ΠiK , (IV.11)
(X2i−1 +X2i, 0) = X2i · (1, 0) +X2i−1 · (1, 0) =
q
Π+i
y
, (IV.12)
(1−X2i, X2i) = (1, 0) + (X2i−1, X2i)− (X2i−1 +X2i, 0) =
q
T + Πi −Π+i
y
,
(1−X2i−1, X2i−1) =
q
T + ¬Πi −Π+i
y
.
Le lemme suivant est une forme faible du théorème de complétude dans lequel on suppose
une hypothèse plus forte sur (Pt,Pf ) : Pt + Pf − 1 est la fonction nulle (dans le théorème on
suppose seulement qu’elle s’annule sur les booléens).
Lemme IV.11 (Couples affines). Pour tout polynôme P ∈ k [X1, . . . , Xn], le couple de poly-
nômes (1− P, P ) est l’interprétation d’un terme.
Démonstration. Faisons une récurrence sur le degré d de P . Si d = 0, il existe a ∈ k tel que
P = a, d’où (1− P, P ) = J(1− a) T + a FK.
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Dans le cas où d > 0, commençons par étudier le cas des monômes, i.e. Xµ =
∏
iX
µi
i
avec par exemple µ1 ≥ 1.
(1−Xµ, Xµ) = (1−X1) · (1, 0) +X1 ·
(
1−Xµ1−11
∏
i 6=1X
µi
i , X
µ1−1
1
∏
i 6=1X
µi
i
)
= Jif Ξ1 then T else Ξd−1K = JΞµK .
où l’hypothèse de récurrence assure l’existence de Ξ1 et Ξd−1 respectivement interprétés par
(1−X1, X1) et (1−Xµ′ , Xµ′) où µ′ + [1] = µ.Finalement, si P =
∑
µ aµ
∏
iX
µi
i , alors
(1− P, P ) =
(
1−∑µ aµ) (1, 0) +∑µ aµ (1−Xµ, Xµ)
=
r(
1−∑µ aµ) T +∑µ aµ Ξµz .
Le lemme qui suit permet de réduire le problème général à celui du Lemme IV.11 page 196
des couples affines.
Lemme IV.12 (Division polynômiale). Soit P ∈ k [X1, . . . , X2n] avec k un corps infini. Si P
s’annule sur les zéros communs des polynômes X2i−1 +X2i − 1, alors pour tout 1 ≤ i ≤ n, il
existe Qi ∈ k [X1, . . . , X2n] tel que
P =
n∑
i=1
Qi(X2i−1 +X2i − 1).
Démonstration. Commençons par effectuer le changement de variables
Yi = X2i−1 +X2i − 1, Yi+n = X2i,
pour i ∈ {1, . . . , n}. Nous notons PY le polynôme dans la nouvelle base. Alors pour tout
(yi)2ni=n+1 ∈ kn, PY (0, . . . , 0, yn+1, . . . , y2n) = 0. Comme k [Y2, . . . , Y2n] est un anneau,
k [Y2, . . . , Y2n] [Y1] est un anneau euclidien. La division euclidienne de PY par Y1 donne PY =
Q1Y1 + R1 où Q1 ∈ k [Y2, . . . , Y2n] [Y1] et R1 ∈ k [Y2, . . . , Y2n]. En itérant ce processus sur
Ri pour 1 ≤ i ≤ n− 1, nous obtenons
PY =
n∑
i=1
QiYi +Rn
où Qi ∈ k [Y1, . . . , Y2n] et Rn ∈ k [Yn+1, . . . , Y2n]. Pour tout (yi) ∈ kn, nous avons
PY (0, . . . , 0, yn+1, . . . , y2n) = Rn(yn+1, . . . , y2n) = 0. Comme k est infini, Rn = 0 et
PY =
∑n
i=1QiYi. En changeant à nouveau de variables, mais cette fois dans l’autre sens,
nous obtenons l’existence des Qi ∈ k [X1, . . . , X2n] pour i ≤ n tels que
P =
n∑
i=1
Qi(X2i−1 +X2i − 1).
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Démonstration du Théorème IV.3 page 196. Soit P ∈ T (Bn ⇒ B). Grâce à l’Exemple IV.1
page 194, nous savons que Pt + Pf − 1 s’annule sur tous les zéros de {X2i−1 +X2i − 1 ; 1 ≤
i ≤ n}. Appliquons alors le Lemme IV.12 page 197 : Pt+Pf−1 =
∑n
i=1Qi(X2i−1 +X2i−1)
avec Qi ∈ k [X1, . . . , X2n]. Par conséquent
(Pt,Pf ) =
n∑
i=1
[(1−Qi) · (1, 0) +Qi · (X2i−1 +X2i, 0)] + (1− Pf ,Pf )− n(1, 0).
D’après le Lemme IV.11 page 196, il existe des termes booléens Si et S tels que (1−Qi, Qi) =JSiK et (1−Pf ,Pf ) = JSK. Nous avons vu à l’Équation (IV.12) que (X2i−1 +X2i, 0) = qΠ+i y.
Finalement, nous avons trouvé un terme dont la sémantique est
P =
t
n∑
i=1
(
if Si then T else Π+i
)
+ S− n T
|
.
Remarque. L’hypothèse selon laquelle le corps k est infini nous permet d’avoir la bijection
entre les fonctions polynomiales et les polynômes. Si cette hypothèse n’est pas vérifiée, alors
le théorème n’est plus vrai. En effet, comme le remarque Hyvernat [Hyv08a], les termes du λ-
calcul barycentrique du type B ⇒ B sont interprétés par des couples de polynômes (Pt,Pf ) tels
que Pt(X, 1−X) + Pf (X, 1−X) = 1. Or les fonctions totales sont des couples de fonctions
polynomiales (Pf , PQ) telles que ∀x, Pt(x, 1 − x) + Pf (x, 1 − x) = 1. Si le corps est fini,
on peut trouver un couple de polynômes qui n’est pas l’interprétation d’un terme mais dont les
fonctions polynomiales associées forment un couple total.
Fonctions POr et Gus. Usuellement le ou-parallèle POr et la fonction de Gustave Gus sont
rejetées car non séquentielles. Dans notre étude, elles sont les bienvenues précisément pour
cette raison (elles sont parallèles !). La démonstration du théorème précédent nous permet de
construire les λ-termes barycentriques qui représentent ces fonctions.
Exemple IV.3 (Ou-Parallèle et fonction de Gustave). Les interprétations du ou-parallèle (POr)
et de la fonction de Gustave (Gus) dans les espaces de finitude sont spécifiées par :
POr(T, 0) = T Gus(T, F, 0) = T
POr(0, T) = T Gus(0, T, F) = T
POr(F, F) = F Gus(F, 0, T) = T
Gus(F, F, F) = F
Ces deux fonctions ne peuvent pas être programmées par un algorithme séquentiel, car on ne
peut pas décider quel argument regarder en premier. Par contre, elles peuvent être codées par un
λ-terme barycentrique. En effet, il existe plusieurs solutions aux équations ci-dessus qui sont
totales, i.e. POr ∈ T (B × B ⇒ B) et Gus ∈ T (B × B × B ⇒ B). Les couples de polynômes,
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de degré minimal, représentant respectivement ces fonctions sont :
POr : B × B ⇒ B
(x , y) 7→ (xt + yt − xtyt, xfyf )
Gus : B × B × B ⇒ B
(x , y , z) 7→ (xtyf + ytzf + ztxf , xtytzt + xfyfzf )
On peut facilement voir que les fonctions POr et Gus ainsi définies coïncident avec le «ou-
parallèle» et la «fonction de Gustave» qu’elles représentent quand elles sont appliquées aux
booléens T, F et 05. On vérifie aussi leur totalité.
En utilisant la preuve du théorème, on trouve le terme POr de ΛB
POr = if (2T− F + ¬Π2 −Π+2 ) then T else Π+1
+ if (T + Π1 −Π+1 ) then T else Π+2
+ if (T + Π1 −Π+1 ) then T else (T + Π2 −Π+2 )
− 2T
qui se simplifie en
POr = if (2T− F + ¬Π2 −Π+2 ) then T else Π+1
+ if (T + Π1 −Π+1 ) then T else (T + Π2)
− 2T
Avant de donner le terme correspondant à Gustave, réorganisons un peu sa sémantique
Gus = (xf + xtyf )(1, 0) + xtyf (zf , zt)
+ (zt + ytzf )(1, 0) + yfzf (xt, yf )
− zf (1, 0) + zt[(1, 0) + (xt, xf )− (xt + xf , 0)
+ xf (zf , zt) + (1− xf )(1, 0)
− (1, 0).
On en déduit le terme
Gus = if (if Π1 then Π2 else T) then T else ¬Π3
+ if (if Π3 then T else Π2) then T else Π1
− if Π3 then (T + Π1 −Π+1 ) else T
+ if (T + ¬Π1 −Π+1 ) then T else ¬Π3
− T.
Pour conclure sur la hiérarchie booléenne, notons qu’il est possible de montrer, par des ar-
guments de dimension, que la sémantique totale n’est pas complète pour le type (B( B)( B.
On ne sait cependant pas s’il y a complétude pour l’ordre supérieur de la hiérarchie booléenne
intuitionniste (comme par exemple pour le type B ⇒ B ⇒ B.)
5Ces fonctions vivent avant tout dans les espaces de finitude correspondant à leur type respectif. On peut donc
les appliquer au terme 0 même si celui-ci n’est pas total.
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Non-complétude pour la hiérarchie des entiers. Ce paragraphe résulte des nombreuses
discussions que nous avons eues à ce sujet avec Pierre Hyvernat.
Rappelons que le candidat de totalité associé au type des entiers est
T (Nat) =
x ∈ k(N) ; ∑
i≤n
xi = 1
 ,
et que le candidat de totalité associé au type entier du premier ordre est
T (Nat ⇒ Nat) =
P : k(N) → k(N) ; ∀x ∈ k(N),∑
i≤n
xi = 1⇒
∑
i≤n
Pi(x) = 1
 .
Or pour toute injection f : N ↪→ N, il existe une fonction Pf ∈ T (Nat ⇒ Nat) définie par
∀x ∈ k(N), Pf (x) =
∑
n∈N
xf(n)en = x ◦ f.
On vérifie facilement que P (f) est à valeur dans k(N) et qu’elle est linéaire. Comme les espaces
de départ et d’arrivée sont tous deux ENat , ils sont discrets (voir Exemple III.11 page 98). On
a automatiquement la continuité, donc P (f) ∈ ENat⇒Nat (on aurait aussi pu vérifier que le
support est une relation finitaire ce qui est aussi simple). Remarquons que l’application f 7→
P (f) est injective.
Lemme IV.13. Il existe un nombre non-dénombrable d’injections deN dansN.
Démonstration. Ce lemme peut se prouver par l’absurde en utilisant un argument de diagonali-
sation. On suppose que l’ensemble des injections deN dansN est dénombrable et on l’énumère
{ui ; i ∈ N}. Puis, on construit la suite (ni)i∈N comme suit :
• n0 = 1,
• supposons la suite construite jusqu’au rang k telle qu’elle vérifie la propriété
∀i < k, ui(ni) 6= uk(nk) et uk(nk) 6= uk(k).
On choisit nk+1 tel que uk+1(nk+1) /∈ {uk(k), ui(ni), 0 ≤ i < k}.
La fonction f définie par ∀i ∈ N, f(i) = ui(ni) est une injection qui n’a pas été énumérée.
De ce lemme, on déduit que T (Nat ⇒ Nat) est non-dénombrable. On ne peut donc pas
avoir de complétude avec l’ensemble des termes du type booléen du premier ordre qui est
dénombrable puisque le corps k est supposé dénombrable.
IV.4.4 Conclusion.
Dans ce chapitre, nous avons introduit une relation d’orthogonalité de totalité-cohérence.
Cette orthogonalité généralise une propriété combinatoire que l’on retrouve dans les espaces
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cohérents et qui est liée au déterminisme et à la totalité. Nous avons présenté ici une caractéri-
sation algébrique simple des candidats de totalité qui n’existe pas dans la version combinatoire :
ce sont les sous-espaces affines fermés qui ne contiennent pas zéro. Grâce à cette caractérisa-
tion, nous avons pu montrer un théorème de complétude dénotationnelle pour les types Bn ⇒ B
dont la preuve repose uniquement sur des outils algébriques.
Cependant, le cas des types booléens du premier ordre semblent être une exception. Pour
obtenir un résultat de complétude pour les autres types, il faudra certainement ajouter des
constructions élémentaires non totales et donner une propriété caractérisant la totalité des
termes construits à partir de celles-ci. On pourra penser notamment aux termes obtenus grâce
à l’opérateur de dérivation. En effet, la formule de Taylor permet de construire des fonctions
totales à partir des dérivées de ces fonctions.
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Dans le Chapitre III sur les espaces de Lefschetz, nous avons exhibé un modèle de la lo-
gique linéaire qui admet un opérateur différentiel (voir la Section III.4). En partant de cette
observation, le λ-calcul a été étendu avec un opérateur différentiel décrit au Chapitre IV (voir
la Section IV.2.3). Cependant, nous avons vu que l’introduction de l’opérateur différentiel in-
duit l’introduction d’une structure algébrique et notamment d’un zéro qui pose des problèmes
d’un point de vue logique.
Dans le Chapitre IV, nous avons cherché une réponse syntaxique et sémantique à ce pro-
blème. Nous avons mis en évidence une sémantique à la fois totale (elle permet d’éviter le zéro)
et cohérente. Dans ce chapitre, nous allons aborder ce problème d’un point de vue logique.
Nous allons donc nous pencher sur l’extension différentielle de la logique linéaire et essayer
de comprendre quel est son contenu logique. Pour cela, nous nous servirons de la formule de
Taylor.
Afin d’expliquer notre démarche, revenons sur les différentes présentations de cette formule
dans la sémantique, dans la syntaxe et dans la logique.
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Dans la sémantique, la formule de Taylor (voir la Proposition III.10 page 172) permet d’ex-
primer les fonctions appartenant à l’interprétation du type A ⇒ B comme des séries entières,
c’est-à-dire des sommes formelles de polynômes homogènes.
Dans la syntaxe, cette formule permet de coder l’application usuelle par une somme d’ap-
plications multilinéaires, c’est-à-dire de dérivées itérées et évaluées en 0. Le sous-système du
λ-calcul différentiel obtenu en considérant uniquement les termes de cette forme est appelé λ-
calcul avec ressources. Il s’apparente aussi à un sous-système du λ-calcul avec ressources que
Boudol avait introduit avec des motivations venant du pi-calcul [Bou93].
Le développement de Taylor syntaxique a été étudié dans le cadre du λ-calcul et du λ-
calcul avec ressources [ER08]. Ainsi, les termes avec ressources issus du développement sont
caractérisés par une relation d’uniformité. De plus, le développement commute à la réduction
du λ-calcul.
Dans la logique, la formule de Taylor va transformer une preuve en remplaçant chacune de
ses règles de promotions par une série formelle de preuves différentielles. Cette version logique
de la formule est issue d’une part de la traduction de la logique intuitionniste dans la logique
linéaire et d’autre part de la formule de Taylor dans le cadre du λ-calcul.
Plutôt que d’utiliser le formalisme des séquents, nous allons nous placer dans le cadre
des réseaux de preuves. Introduits par Girard [Gir86], les réseaux de preuves forment une sé-
mantique graphique des séquents. Ils s’affranchissent de plusieurs règles de commutation des
preuves. Ainsi la formulation du développement de Taylor pour la logique linéaire est beaucoup
plus directe lorsqu’elle est exprimée dans ce langage graphique que dans celui des séquents.
Les réseaux différentiels [ER06b] sont à la logique linéaire différentielle ce que les réseaux
de preuves sont à la logique linéaire. Dans ce cadre, la principale action du développement de
Taylor est de remplacer chaque boîte des réseaux de la logique linéaire par une série formelle
de réseaux de la logique linéaire différentielle représentant des copies de cette boîte.
Avec Pagani [PT09], nous avons cherché à mieux comprendre quel est le contenu logique
des réseaux différentiels et donc de la logique linéaire différentielle.
Le développement de Taylor d’un réseau va être composé de réseaux différentiels qui ont
une forme similaire au réseau de la logique linéaire dont ils sont issus. C’est cette relation de co-
hérence qui nous intéresse. Elle ne peut pas être étudiée dans la sémantique des espaces de Lef-
schetz finitaires puisque le développement de Taylor décompose une série formelle en somme
de monômes indépendants. Ainsi, la sémantique des espace de finitude ne reflète pas cette co-
hérence. C’est pourquoi nous avons utilisé des outils des graphes et des réseaux d’interaction.
Nous avons introduit un algorithme de fusion permettant de décider si une série formelle de ré-
seaux différentiels est issue d’un réseau de la logique linéaire via le développement de Taylor.
Nous souhaitons ainsi déterminer une sous-classe de réseaux différentiels dont la signification
logique est claire.
Soulignons que l’étude que nous avons menée peut être qualifiée de statique car elle ne traite
pas le comportement du développement de Taylor vis-à-vis de l’élimination des coupures.
Plan du chapitre. Nous commençons ce chapitre par introduire la logique linéaire différen-
tielle dans le formalisme traditionnel des séquents (voir la Section V.1), ce qui permet de com-
parer ce système à celui introduit dans le prélude. Nous définissons le développement de Taylor
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dans le λ-calcul et présentons les résultats d’uniformité établis dans ce cadre (Section V.2).
Ensuite, nous nous plaçons dans le formalisme des réseaux d’interactions qui permet de re-
présenter géométriquement les séquents. Après avoir introduit les réseaux de LL, ainsi que les
réseaux de DILL. nous définissons le développement de Taylor des réseaux dans la Section V.3.
Une fois ce cadre posé, nous abordons la question de l’uniformité dans les réseaux de DILL.
Dans la Section V.4, nous présentons l’algorithme de fusion qui répond à ce problème. Pour cela
nous avons besoin de reformuler les réseaux de la logique linéaire en utilisant des réseaux éti-
quetés mieux adaptés à notre contexte. Ensuite, nous présentons le système de réécriture qui
nous permet de définir notre algorithme. Nous prouvons les propriétés de complétude et de cor-
rection de cette approche. Enfin, nous donnons quelques clés pour comprendre nos motivations
dans la mise en place de cette technique.
V.1 Logique linéaire différentielle
Cette section introduit la logique linéaire différentielle. Nous donnons quelques intuitions
sur le formalisme et quelques repères sur la sémantique. Ensuite, nous définissons la syntaxe
et le calcul des séquents DILL. Nous ne présentons pas la réduction car nous n’avons abordé
le problème de l’uniformité que d’un point de vue statique. Par la suite, nous utiliserons de
préférence le formalisme graphique des réseaux d’interaction qui est plus facile à manipuler
que celui des séquents.
V.1.1 Formules et calcul des séquents
Les formules de DILL sont identiques à celles de MELL, c’est-à-dire qu’elles sont données
par la grammaire
A,B := X | X⊥ | 1 | A⊗B | ⊥ | A`B | !A | ?A ,
où X et X⊥ parcourent un ensemble de variables propositionnelles.
Le calcul des séquents de DILL (voir Figure V.1.1 page 206) est une variante de celui de
MELL (voir Figure I.1 page 9). On a ajouté un groupe vectoriel et, dans le groupe exponen-
tiel, la règle de promotion est remplacée par trois nouvelles règles co-structurelles qui sont les
symétriques des règles structurelles.
Rappelons que les règle structurelles de LL (voir la Figure I.1 page 9) permettent de mani-
puler la modalité exponentielle : ?.
` Γ
` Γ, ?A (?w)
` Γ, A
` Γ, ?A (?d)
` Γ, ?A, ?A
` Γ, ?A (?c)
Les formules précédées par cette modalité peuvent être considérées comme des données mul-
tiplicatives, qui pourront être affaiblies, i.e. oubliées, et contractées, i.e. dupliquées. Sémanti-
quement, ces règles se traduisent par l’existence d’une structure de co-monoïde
eA : !A→ 1 (affaiblissement), dA : !A→ !A⊗ !A (contraction),
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• Groupe identité :
` X,X⊥ (ax)
` Γ, A ` A⊥,∆
` Γ,∆ (Cut)
• Groupe Multiplicatif :
` 1 (1)
` Γ
` Γ,⊥ (⊥)
` Γ, A,B
` Γ, A`B (`)
` Γ, A ` ∆, B
` Γ,∆, A⊗B (⊗)
` (Mix0)
` Γ ` ∆
` Γ,∆ (Mix)
• Groupe Vectoriel :
` Γ (0)
` Γ ` Γ
` Γ (+)
• Groupe Exponentiel :
` Γ
` Γ, ?A (?w)
` Γ, A
` Γ, ?A (?d)
` Γ, ?A, ?A
` Γ, ?A (?c)
` Γ
` Γ, !A (!w)
` Γ, A
` Γ, !A (!d)
` Γ, !A ` ∆, !A
` Γ,∆, !A (!c)
FIG. V.1: Calcul des séquents pour la logique linéaire différentielle (DILL)
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sur la co-monade exponentielle (voir la Section I.2) :
A : !A→ A (dereliction).
Regardons l’action de cette structure dans la catégorie LinFin, où les fonctions de type
A ⇒ B sont des fonctions analytiques entre les espaces de Lefschetz finitaires représentant
respectivement A et B. En composant à gauche par la (dereliction), on transforme une
fonction linéaire f : A( B en une fonction analytique f ◦ A : !A→ B. En effet, toute fonc-
tion linéaire est aussi analytique. En composant à gauche par la (contraction), on transforme
une fonction analytique à deux variables (x, y) 7→ F (x, y) en une fonction analytique à une
variable x 7→ F (x, x). Enfin, la composition par l’affaiblissement permet de transformer un
vecteur y : 1( A de l’espace de Lefschetz représentant A, en la fonction analytique constante
égale à y.
Les règles co-structurelles sont les symétriques des règles structurelles :
` Γ
` Γ, !A (!w)
` Γ, A
` Γ, !A (!d)
` Γ, !A, !A
` Γ, !A (!c).
D’un point de vue sémantique, elles peuvent être vues comme une structure de monoïde
uA : 1→ !A (co-affaiblissement), mA : !A⊗ !A→ !A (co-contraction),
à laquelle on adjoint un opérateur
∂A : A→ !A (co-dereliction).
Dans la catégorie LinFin, ces opérations peuvent être vues comme des manipulations de
fonctions analytiques. Ainsi, par composition à gauche le (co-affaiblissement) applique
une fonction analytique en 0. La (co-contraction) va transformer une fonction analytique
a un paramètre x 7→ F (x) en la fonction analytique à deux paramètres (x, y) 7→ F (x + y).
Enfin, la (co-dereliction) va calculer la dérivée d’une fonction analytique en 0. Remarquons
que contrairement à la (dereliction) qui est un plongement des fonctions linéaires dans
les fonctions analytiques, la (co-dereliction) est beaucoup plus destructive puisqu’elle ne
retient que le terme d’ordre 1 de la série entière associée à la fonction analytique.
L’opérateur ∂A peut-être compris en terme de différentiation. Pour cela étudions le typage
de l’opération de différentiation en mathématiques. La différentielle d’une fonction f : A⇒ B
est une fonction Df : A ⇒ (A ( B). En effet, pour tout x : A, la dérivée de f dans la
direction x, notée Dfx : A ( B, est une application linéaire. De plus, si la fonction est
analytique (ce qui est le cas des fonctions apparaissant dans l’interprétation de A ⇒ B dans
LinFin), alors sa dérivée est aussi analytique. En utilisant le codage de la flèche intuitionniste
A⇒ B ≡ !A( B et l’adjonction entre le produit tensoriel et la flèche linéaire, on peut donc
typer l’opérateur différentiel par
∀f : !A( B, Df : !A⊗A( B.
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De plus, la différentielle d’une fonction peut-être simplement calculée en composant un opé-
rateur !A ⊗ A ( !A vérifiant certaines propriétés avec la fonction f : !A ( B. Il ne
nous reste plus qu’à comprendre cet opérateur. Il s’avère qu’il se décompose en utilisant la
co-contraction et la co-dereliction :
mA : !A⊗ !A→ !A, ∂A : A→ !A,
Df : !A⊗A id⊗∂A−−−−→ !A⊗ !A mA−−→ !A f−→ B.
Pour finir, notons qu’il existe deux familles de modèles catégoriques de DILL. La première
s’appuie sur la dualité entre les règles structurelles et co-structurelles pour introduire les pro-
priétés nécessaires aux catégories de Seely pour modéliser DILL. C’est le point de vue adopté
dans [BCS06, Fio07]. La seconde s’inspire de la formule de Taylor pour étendre les catégories
de Seely. C’est le point de vue adopté par De Carvalho dans sa thèse [dC07].
V.2 Développement de Taylor pour le λ-calcul
Nous allons à présent décrire le développement de Taylor dans le λ-calcul avec ressources
comme l’ont fait Ehrhard et Regnier dans [ER08]. Plutôt que d’utiliser l’opérateur différentiel
présenté dans le Paragraphe IV.2.3, nous allons introduire une application multilinéaire, notée
〈−〉−. Le calcul ainsi obtenu s’apparente au λ-calcul avec ressources de Boudol [Bou93]. Nous
utilisons cette variation afin de bien séparer la partie multi-linéaire et la partie non-linéaire du
λ-calcul différentiel.
V.2.1 Syntaxe.
Étant donné que le développement de Taylor d’un λ-terme peut être une somme infinie,
nous devons introduire des sommes formelles de termes.
Soit k un corps. Comme nous l’avons fait dans le cas des λ-calculs algébrique et différentiel,
on définit deux sortes de termes : les termes simples (variant dans ΛRat) et les termes avec
ressources (variant dans ΛR) qui sont des sommes formelles de termes simples :
S ∈ ΛR ::=
∞∑
n=1
an sn où ∀n ∈ N, an ∈ k , ∀m 6= n, sn 6=α sm
s, si ∈ ΛRat ::= x ∈ V | λx.s | 〈s〉[s1, . . . , sn] où n ∈ N, i ≤ n.
Rappelons que la notation [s1, . . . sn] désigne le multi-ensemble des s1, . . . , sn.
Nous quotientons les termes par les relations d’α-équivalence, d’associativité et de com-
mutativité de la somme formelle.
V.2.2 Réduction
La substitution multilinéaire ∂x(s, [s1, . . . , sn]) consiste à remplacer chaque occurrence de
x par exactement un des si pour 1 ≤ i ≤ n. Elle est nulle si le nombre nx,s d’occurrences de x
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dans s n’est pas égal au cardinal du multi-ensemble. On note Σn l’ensemble des permutations
de {1, . . . , n} et x1, . . . , xns,x les occurrences libres de x dans s.
∂x(s, [s1, . . . , sn]) =
{
0 si ns,x 6= n,∑
σ∈Σn s[sσ(i)/xi ; 1 ≤ i ≤ ns,x] si ns,x = n.
La réduction est alors définie en termes de substitution multilinéaire :
〈λx.s〉[s1, . . . , sn]→ ∂x(s, [s1, . . . , sn]).
et l’application multilinéaire est aussi linéaire en la fonction (comme pour le λ-calcul différen-
tiel).
La réduction de ΛR est confluente et lorsque les coefficients sont entiers, la réduction est
fortement normalisable [ER06b]. On note alors NF l’opérateur de forme normale.
L’opérateur de forme normale est bien défini sur les termes de ΛRat.
V.2.3 Développement de taylor
Commençons par définir, par induction sur la structure, les coefficients à valeurs dans le
corps k qui vont apparaître dans le développement de Taylor. Soient x une variable, s, s1, . . . , sn
des λ-termes avec ressources et S un multi-ensemble de λ-termes avec ressources.
m(x) def= 1,
m(λx.s) def= m(s),
m(S) def=
∏
s∈S
S(s)! ·m(s)S(s)
m(〈s〉S) def= m(s) ·m(S)
Ensuite, définissons l’ensemble des termes avec ressources qui apparaissent dans le développe-
ment de Taylor.
T(x) def= {x},
T(λx.s) def= {λx.s ; s ∈ T(s)} ,
T((s)t) def= {〈s〉[t1, . . . tn] ; s ∈ T(s), ∀1 ≤ i ≤ n, ti ∈ T(t)} .
Exemple V.1. Prenons l’exemple du terme λx · xx. On note [xn] le multi-ensemble contenant
n fois la variable x. On a alors T(λx · xx) = {λx.〈x〉 [xn] ; n ∈ N} et pour tout n ∈ N,
m (λx.〈x〉 [xn]) = n!.
Définition V.1. Le développement de Taylor d’un λ-terme t est le λ-terme avec ressources
T(s) =
∑
s∈T(s)
1
m(s)
s.
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Exemple V.2. Donnons les développements de Taylor de certains termes.
T((λx.xx)λz.z) =
∑
p,q∈N
1
p!q!
〈λx.〈x〉[xp]〉[(λz.z)q],
T((λx.xx)λx.xx) =
∑
k,n0,...,nk∈N
1
n0! · · ·nk!〈λx.〈x〉 [x
n0 ]〉 [λx.〈x〉 [xn1 ] , · · · , λx.〈x〉 [xnk ]] .
Concluons ce paragraphe par les propriétés de ce développement.
La première propriété montre que les termes avec ressources issus du développement de
Taylor sont de forme homogène.
Proposition V.1 (Uniformité). [ER08, Lemma 19] Pour tout λ-terme, l’ensemble des termes
apparaissant dans le développement de Taylor est une clique maximale pour la relation d’équi-
valence ¨ sur les termes, dite uniformité, définie par :
x ¨ t′ ⇐⇒ t′ = x,
λx.s ¨ t′ ⇐⇒ t′ = λx.s′ ; s ¨ s′
〈s〉[s1, . . . sn] ¨ t′ ⇐⇒ t′ = 〈s′〉[s′1, . . . s′m] ;
{
s ¨ s′
∀r, t ∈ [s1, . . . , sn, s′1, . . . , s′m], r ¨ t.
Ehrhard et Regnier ont montré que l’on peut généraliser l’opérateur de forme normale aux
termes avec ressources qui sont les sommes formelles de termes atomiques uniformes entre eux
(deux à deux). En effet, ils ont montré ([ER08, Theorem 22]) que si deux termes sont cohérents
alors les termes qui apparaissent dans leurs formes normales sont cohérents. Par ailleurs, si deux
termes sont cohérents mais distincts, les ensembles de termes apparaissant dans leurs formes
normales respectives sont disjoints.
On prolonge l’opérateur de forme normale des termes simples aux termes avec ressources
uniformes par la définition suivante. Soit {sn ; n ∈ N} un ensemble uniforme de termes avec
ressources. Leur somme formelle admet une forme normale définie par :
NF
( ∞∑
n=1
an sn
)
def=
∞∑
n=1
an NF(sn).
Cette formule est bien définie, car tout terme t apparaissant dans NF(sn) (avec n ∈ N) n’appa-
raît dans aucun des NF(sm) (avec m 6= n). Ainsi, le coefficient de t dans NF (
∑∞
n=1 an sn) est
égal à an fois le coefficient de t dans NF(sn). Ce coefficient est donc bien défini. Remarquons
que seule l’uniformité assure l’existence de la forme normale d’un terme avec ressources.
La deuxième propriété montre que le développement de Taylor se comporte bien vis à vis
de la réduction. Comme le λ-calcul non typé ne normalise pas, nous utilisons les arbres de
Böhm [Bar84]. Ils permettent d’approcher des termes potentiellement infinis par des termes
partiels. Ainsi, l’arbre de Böhm d’un terme est l’ensemble des approximations finies de ses
réduits. Ces approximations finies sont des arbres de Böhm dits élémentaires, c’est-à-dire ou
bien⊥, ou bien un λ-terme en forme normale, pouvant contenir des occurrences d’une variable
spéciale notée ⊥, qui ne peut apparaître en position de variable de tête. On définit la notion
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d’approximation via l’ordre d’information : b ≤ c si et seulement si ou bien b = ⊥, ou bien b
est obtenu en remplaçant quelques uns des sous-termes de c (qui ne sont pas des variables de
têtes) par ⊥.
Définition V.2. [ER06a] L’ensemble B des arbres de Böhm élémentaires est défini par
b1, . . . ,bn ∈ B ::= ⊥ | λx1 . . .xp(x)b1 . . .bn.
Il est muni d’un ordre dit d’information défini par
⊥ ≤ b, ∀b ∈ B,
b ≤ c si

b = λx1 . . .xp(x)b1 . . .bn,
c = λx1 . . .xp(x)c1 . . . cn,
bi ≤ ci, ∀i ≤ n.
Un arbre de Böhm B est un ensemble d’arbres de Böhm élémentaires satisfaisant les conditions
suivantes
⊥ ∈ B,
b ≤ c, c ∈ B⇒ b ∈ B,
b,b′ ∈ B, ∃c ∈ B ; b,b′ ≤ c.
À tout λ-terme, on associe un arbre de Böhm de la manière suivante
BT0(s) = ⊥
BTn+1(λx1 . . .xp.(x)s1 . . . sk) = λx1 . . .xp.(x)BTn(s1) . . .BTn(sk)
BTn+1(λx1 . . .xp.(λx.s)t s1 . . . sk) = BTn(λx1 . . .xp.(s[t/x])s1 . . . sk)
BT(s) = {b ∈ B ; ∃n ∈ N, b ≤ BTn(s)}.
L’ensemble des termes avec ressources qui apparaissent dans le développement de Taylor d’un
arbre de Böhm élémentaire est défini comme dans le cas des λ-termes en posant
T(⊥) def= ∅.
On remarque que l’ensemble des termes avec ressources apparaissant dans le développement
de Taylor est croissant pour l’ordre d’information des arbres de Böhm élémentaires :
b ≤ c⇒ T(b) ≤ T(c).
L’ensemble des termes avec ressources apparaissant dans le développement d’un arbre de
Böhm B est
T(B) def=
⋃
b∈B
T(b)
qui est une union dirigée grâce aux conditions vérifiées par les arbres de Böhm.
Enfin, le développement de Taylor d’un arbre de Böhm B est donné par
T(B) =
∑
b∈T(B)
1
m(b)
b.
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Exemple V.3. L’arbre de Böhm du terme en forme normale λx.xx est l’ensemble de ses ap-
proximations :
BT(λx.xx) = {⊥, λx.x⊥, λx.xx}.
L’arbre de Böhm de (λx.xx)λz.z est l’ensemble des approximations de sa forme normale
λz.z :
BT((λx.xx)λz.z) = {⊥, λz.z}
L’arbre de Böhm de (λx.xx)λx.xx est réduit à ⊥.
Le théorème suivant relie le développement de Taylor de l’arbre de Böhm d’un λ-terme
avec la forme normale de son développement de Taylor.
Théorème V.1 (Formes normales). [ER08, Theorem 11] Le développement de Taylor commute
avec la normalisation,
T(BT(s)) = NF(T(s)) =
∑
s∈T(s)
1
m(s)
NF(s).
La forme normale de T(s) est bien définie car son support est une clique pour la relation
d’uniformité.
Cette égalité se traduit par la commutation du diagramme suivant.
Λ
T //
BT

ΛR
NF

Λ
T // ΛR
Exemple V.4. Regardons la signification du théorème dans les exemples.
Dans le développement de Taylor de (λx.xx)λz.z, le seul terme avec ressources qui ne se
réduit pas sur 0 est 〈λx.〈x〉 [x]〉 [(λz.z)2], il se réduit en 2 ·λz.z. On vérifie l’égalité du théorème
T(BT((λx.xx)λz.z)) = λz.z
Dans le cas de (λx.xx)λx.xx, tous les termes du développement de Taylor se réduisent sur
0. Ce qui correspond au fait que l’arbre de Böhm de ce terme est réduit à ⊥.
On remarque sur cet exemple que le développement de Taylor permet d’énumérer tous
les scénarios d’exécutions possibles qu’elles produisent finalement une erreur ou un résultat.
L’arbre de Böhm au contraire ne donne que des approximations de résultats.
V.3 Réseaux
Dans cette section, nous allons présenter les réseaux de la logique linéaire, les réseaux
différentiels et le développement de Taylor qui permet de traduire les premiers dans les seconds.
Tous les réseaux que nous considérons sont des réseaux d’interaction. C’est pourquoi, nous
commençons par introduire cette notion.
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V.3.1 Réseaux d’interaction
Les réseaux d’interaction forment un langage de programmation graphique qui a été intro-
duit par Lafont [Laf90] à la suite des travaux de Girard [Gir87] sur la représentation géomé-
trique des preuves de la logique linéaire.
Syntaxe. Nous présentons ici une version des réseaux d’interaction pour la logique linéaire
différentielle qui est adaptée au problème que nous aborderons à la Section V.4.
Définition V.3. Un réseau d’interaction est un hyper-graphe fini muni d’une fonction de ty-
page. Il peut-être décrit par la donnée de ses
• ports qui sont les noeuds de l’hyper-graphe typés par des formules de LL
•A
• cellules qui sont des hyper-arrêtes dirigées et typées par des formules de LL
!
!A
co-déréliction
A
?
?A
déréliction
A
⊥ 1
1
unités
⊥
A`B
`
par
⊗
tenseur
A B A B
A⊗B
• câblages (co-)structurels1 qui sont des hyper-arêtes dirigées dont les ports sont typés
par la même formule exponentielle.
?A
affaiblissement
!A
co-affaiblissement
. . .
?A
câblage structurel
. . .
câblage co-structurel
!A
• fils qui sont des arrêtes reliant soit deux ports de même type (fils normaux qui sont diri-
gées du haut vers le bas) ; soit deux ports de types orthogonaux (axiome qui possèdent
deux cibles et coupure qui possèdent deux sources) ; soit un seul port (boucles qui ne
sont pas dirigées).
A⊥A
axiome boucle
A⊥
coupure
A
fil
A
1Les câblages structurelles remplacent les arbres de contraction et de co-contraction que l’on retrouve dans
les réseaux de la logique linéaire. Nous avons adopté cette représentation car elle permet de coder visuellement
l’associativité des arbres de (co-)contractions.
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• boîtes qui sont des hyper-arêtes étiquetées par un réseau d’interaction, appelé contenu.
On ne considère ici que les boîtes dont l’interface correspond à celle de son contenu
comme sur la figure ci-dessous.
?Bn!A ?B1
pi′
A ?B1 ?Bn
· · ·
· · ·!
boîte
La profondeur d’un élément (cellule, câblage, fils, boîte) d’un réseau avec boîte est définie par
induction sur la structure du réseau. S’il n’est pas contenu dans une boîte, sa profondeur est 0.
Il est de profondeur d+ 1 s’il existe une boîte b de profondeur 0 telle qu’il soit de profondeur d
dans le contenu de cette boîte b. La profondeur d’un réseau est la profondeur maximale de ses
éléments.
Pour toute profondeur d, on notera boxd(pi) l’ensemble des boîtes de profondeur d du réseau
pi et box(pi) l’ensemble de ses boîtes de profondeur quelconque.
La cible d’une cellule ou d’un câblage est appelée port principal et sa source port auxi-
liaire.
Un port est dit libre lorsqu’il n’appartient ni à une cellule, ni à une boucle (on suppose
que toute cellule est reliée à un fil). L’ensemble des ports libres associés à leur type respectif
est appelé interface. Enfin, l’interface de deux réseaux est dite appariée lorsqu’il existe une
bijection entre les ports de même type.
Interaction. Dans les réseaux l’interaction est présentée par un système de réécriture. Cette
interaction représente l’élimination des coupures des séquents de LL de manière locale et asyn-
chrone. Nous invitons le lecteur intéressé à consulter l’article [Laf90] pour avoir plus de détails.
Précisons que l’interaction dans un réseaux se fait au niveau de deux cellules reliées par un port
principal. Par exemple, l’interaction entre le ` et le ⊗ est
A`B
` ⊗
A B A⊥ B⊥
A⊥ ⊗B⊥ →
A B A⊥ B⊥
pi pi
Signalons de plus que la réécriture dans les réseaux d’interaction a été précisée dans les
thèses de Vaux [Vau07] (pour la notion de fusion des fils) et de De Falco [DF09] (où les réseaux
sont donnés par des permutations de ports correspondantes aux fils et la réduction consiste alors
en des opérations sur les permutations).
Dans le reste de ce chapitre, nous nous restreignons aux réseaux sans coupure. En effet,
nous nous sommes concentrés sur les propriétés statiques du développement de Taylor dans les
réseaux.
214
V.3. Réseaux
affaiblissement
?A !A
co-affaiblissement
X⊥X
axiome
⊥
unités
⊥
1
1
(a) constructions élémentaires
A
?
?A
pi′
pi′′pi′
pi′
par tenseur déréliction
`
A B
A`B
mix
⊗
A B
A⊗B
pi′ pi′′
(b) constructions linéaires
pi′
?A ?Bn!A ?B1
pi′
A ?B1 ?Bn
· · ·
· · ·
contraction promotion
!
(c) constructions exponentielles
FIG. V.2: Règles de construction des réseaux de la logique linéaire (R(LL))
V.3.2 Réseaux de preuve de la logique linéaire
Les réseaux de preuve sont des représentations graphiques des preuves de la logique li-
néaire. Ils utilisent le formalisme des réseaux d’interaction, mais sont construits séquentielle-
ment. D’ailleurs, leur règles de construction (voir Figure V.2 page 215) suivent exactement les
règles de construction des séquents de LL (voir Figure I.1 page 9).
Définition V.4. Un réseau d’interaction de la logique linéaire est un réseau d’interaction
construit à partir des ports, des cellules, du câblage structurel parfois nommé contraction, des
fils et des boîtes présentés dans la Définition V.3 page 213.
L’ensemble R(LL) des réseaux de preuve de la logique linéaire est construit par induction
en suivant les constructions de la Figure V.2 page 215 où l’on suppose que pi′ et pi′′ sont des
réseaux de la logique linéaire, A et B sont des formules de LL et X est une formule atomique.
Afin d’avoir une représentation canonique, on ajoute une condition sur les constructions expo-
nentielles :
(CE) On demande qu’un port du contenu d’une boîte, apparié avec un port auxiliaire de celle-
ci, soit connecté ou bien à une déreliction, ou bien au port auxiliaire d’une autre boîte.
Remarquons que les réseaux que nous représentons ici ont tous leurs axiomes expansés.
De plus, les réseaux présentés ici diffèrent légèrement des réseaux de preuve de la logique
linéaire usuels dans le traitement des exponentielles. Nous avons en effet ajouté une cellule
co-affaiblissement qui nous permettra par la suite de coder un ordre d’information sur les
réseaux (voir Définition V.10 page 222).
Tous les réseaux de preuve de la logique linéaire proviennent d’une preuve de la logique
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linéaire. Par contre, il est difficile a priori de savoir si un réseau d’interaction de la logique
linéaire provient d’une preuve. Il existe plusieurs critères de correction qui permettent de
répondre à cette question, c’est-à-dire de caractériser les réseaux de preuve parmi les réseaux
d’interaction de la logique linéaire.
Pour les réseaux sans boîtes, on citera notamment les critères connus sous les noms de
«Long trip» de Girard et de «switching acyclicity» de Danos et Regnier [DR89]. Enfin, pour
les réseaux sans mix, le critère de contractibilité introduit par Danos [Dan90] a permis de
définir un algorithme [Laf95, GM96, Gue99] qui détermine en temps linéaire si un réseau de
MLL d’interaction de la logique linéaire est un réseau de preuve. Cet algorithme s’appuie sur
un système de réécriture qui part des axiomes d’un réseau d’interaction et fusionne petit à petit
les différentes parties du réseau. Si la réécriture termine sur un point, alors on est parti d’un
réseau de preuve. L’algorithme de fusion que nous allons présenter dans la suite de ce chapitre
présente des points commun avec l’algorithme cité ci-dessus.
V.3.3 Réseaux de preuve de la logique linéaire différentielle.
Nous présentons ici l’extension différentielle des réseaux introduite par Ehrhard et Re-
gnier [ER06b].
Syntaxe. Ces réseaux sont obtenus en remplaçant la boîte de la logique linéaire (voir Défini-
tion V.4 page 215) par de nouvelles cellules duales des cellules contraction et déréliction.
Définition V.5. [ER06b, §6] Un réseau d’interaction différentiel est un réseau d’interaction
sans boîte construit à partir des ports, cellules, fils et câblages présentés dans la Définition V.3
page 213. La co-déréliction et le câblage structurel parfois nommé co-contraction
A
!
!A
co-déréliction co-contraction
. . .
!A
.
remplacent les boîtes de la logique linéaire.
L’ensemble R(DILL) des réseaux de preuve différentiels est défini par induction en sui-
vant les constructions de la Figure V.3 page 217. Comme la contraction, la co-contraction est
un câblage structurel considéré modulo commutativité et associativité.
Comme dans le cas des réseaux de la logique linéaire, les réseaux de preuve différen-
tiels permettent de représenter graphiquement les preuves de la logique linéaire différentielle.
D’ailleurs leur construction décrite à la Figure V.3 page 217 suit règle par règle les construc-
tions du calcul des séquents présentées à la Figure V.1.1 page 206. Le critère de correction
d’acyclicité évoqué dans la section précédente se généralise aux réseaux différentiels. Il per-
met de déterminer parmi les réseaux d’interaction, la classe des réseaux qui proviennent d’une
preuve de la logique linéaire différentielle.
216
V.3. Réseaux
affaiblissement
?A !A
co-affaiblissement
X⊥X
axiome
⊥
unités
⊥
1
1
(a) constructions élémentaires
A
?
?A
pi′
pi′′pi′
pi′
par tenseur déréliction
`
A B
A`B
mix
⊗
A B
A⊗B
pi′ pi′′
(b) constructions linéaires
A
α α
!
contraction co-contractionco-déréliction
α
?A !A !A
(d) constructions exponentielles
FIG. V.3: Règles de construction des réseaux différentiels (R(DILL))
Structures algébriques. Nous allons enrichir les réseaux différentiels de différentes struc-
tures algébriques.
Soit k un corps.
Un poly-réseau différentiel est une combinaison linéaire (finie) avec coefficients dans k de
réseaux de preuve différentiels dont les interfaces sont appariées. L’ensemble des poly-réseaux
différentiels est noté Polk(DILL).
Enfin, l’ensemble des sommes formelles de réseaux différentiels à coefficients dans k est
noté Serk(DILL).
V.3.4 Développement de Taylor des réseaux
Comme Ehrhard et Regnier l’ont fait [ER06b], nous allons à présent généraliser le dévelop-
pement de Taylor syntaxique aux réseaux. Pour cela, nous allons nous appuyer sur la traduction
du λ-calcul dans les réseaux de la logique linéaire.
Traduction des λ-calculs dans les réseaux. Dans sa thèse, Regnier [Reg92] a introduit
une fonction de traduction R : Λ → R(LL), définie par induction sur la structure du λ-calcul,
et qui est compatible avec la réduction du λ-calcul.
Avec Ehrhard [ER06b], ils ont ensuite généralisé cette traduction au λ-calcul avec res-
sources R : ΛR → R(DILL) (qui est une version linéaire du calcul avec ressource originel de
Boudol, il ne possède pas l’application usuelle du lambda-calcul).
Le développement de Taylor syntaxique se généralise du λ-calcul au réseaux à traversR.
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On peut donc résumer les liens entre λ-calcul et réseaux par le diagramme suivant
ΛD
R

Λ
R

T //
⊆
66lllllllllllllllll ΛR
R

⊆|PfinjjVVVVVVVVVVVVVVVVVVVVVVVV
Polk(DILL) + Boîtes
R(LL) T //
⊆
66mmmmmmmmmmmmm
Serk(DILL)
⊆|PfinjjVVVVVVVVVVVVVVVVVV
où T est l’opérateur de développement de Taylor.
Nous avons ajouté à titre indicatif la place occupée par les syntaxes différentielles. Le λ-
calcul différentiel regroupe les deux types d’application du λ-calcul et du λ-calcul avec res-
sources. De même, on peut définir des poly-réseaux différentiels avec boîte. Ils ont été étudiés
par Vaux [Vau07] et Tranquilli [Tra09] qui a notamment montré [Trard] qu’une version de Λ-
calcul différentiel (ΛD) se plonge dans les réseaux différentiels avec boîte. Dans le λ-calcul
différentiel comme dans les réseaux différentiels avec boîtes, seules les combinaisons linéaires
(finies) de termes sont autorisées. Les flèches étiquetées par ⊆ |∑fin signifient qu’il y a une
inclusion de la partie du langage obtenue en se restreignant aux seules combinaisons linéaires
finies.
Définition de Taylor dans les réseaux. Le développement de Taylor permet de décom-
poser un réseau de preuve de la logique linéaire (R(LL)) en une somme formelle de réseaux
différentiels (R(DILL)). Chaque R(DILL) qui apparaît dans la somme représente une instance
de ce R(LL) dans laquelle toutes les boîtes ont été remplacées par un nombre fini de copies de
leur contenu respectif.
Avant de donner une définition précise du développement de Taylor (voir la Définition V.8
page 219), nous avons besoin d’introduire quelques constructions sur les réseaux.
Définition V.6. Soient α, β et γ trois réseaux (R(LL) ou R(DILL)) tels que β et γ ont des
interfaces appariées (pi : Ai)i≤n et (qi : Ai)i≤n. Si β est un sous-réseau de α, noté β ⊆ α,
alors la substitution α[γ/β] est le réseau obtenu en remplaçant β par γ dans α.
Remarque. Pour pouvoir faire la substitution correctement, il faut remplacer les qi par les pi et
fusionner les câblages partageant les qi. Cette opération est formalisée dans [Vau07].
Une boîte est simulée dans les R(DILL), par deux opérations : la co-déréliction qui permet
d’appliquer la modalité exponentielle sur la sortie de la boîte, i.e. sur le port principal d’une
copie de la boîte, et le produit qui permet d’assembler plusieurs copies de la boîte.
Définition V.7. Soit p un port libre d’un R(DILL) α. On note cod(p, α) le R(DILL) obtenu en
ajoutant une co-déréliction sur le port p de α (Figure V.4(a) page 219).
Soient α et α′ deux R(DILL) avec des interfaces appariées (p : !A1, qi : ?Bi ; i ≤ n) et
(p′ : !A1, q′i : ?Bi ; i ≤ n). Le produit α ·α′ est le R(DILL) obtenu en co-contractant les ports
p et p′ et en contractant les ports qi et q′i (Figure V.4(b) page 219).
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cod(p, α) :=
!
!A
A p
α
· · ·
(a) co-déréliction
α · α′ :=
!A1
α
· · ·
?B1
α′
· · ·
?Bn
· · ·
(b) produit
!0 :=
!A ?B1
· · ·
?Bn
(c) boîte vide
FIG. V.4: Co-déréliction et produit de R(DILL)
Le produit de R(DILL) est associatif, commutatif et son élément neutre est la boîte vide,
constituée d’affaiblissements et d’un co-affaiblissement et notée !0 (Figure V.4(c) page 219).
Nous avons maintenant tous les outils pour définir le développement en série de Taylor.
· · ·
α
· · ·
b1
· · ·· · ·
bs
(a) R(LL) pi tel que box0(pi) = {br}r≤s
γ1,k1γ1,1
· · ·
!
· · ·
!
· · ·· · ·
· · ·
α
γs,1
· · ·
· · ·
!
· · ·
!
· · · · · ·
γs,ks· · ·
(b) forme générale d’un R(DILL) α ∈ T (pi)
! · · ·
l(ρs)
! · · ·
l(ρ1)
· · ·
α
· · ·
(c) linéarisation l(pi) de pi
FIG. V.5: Développement de Taylor et linéarisation d’un R(LL)
Définition V.8. Le développement de Taylor T (pi) d’un R(LL) pi est la somme formelle de
R(DILL) définie par
T (pi) def=
∑
γ∈T(pi)
mpi (γ) γ.
L’ensemble T (pi) des réseaux apparaissant dans la série T (pi) et le coefficient mpi (γ) précé-
dent le réseau γ dans la série formelle T (pi) sont définis simultanément par récurrence sur la
profondeur et le nombre de boîtes de pi (Figure V.5(b) page 219). Nous distinguons trois cas :
• Si pi est un réseau linéaire, i.e. il ne contient pas de boîte, alors
T (pi) def= {pi} et mpi (pi) def= 1.
• Si pi est une boîte b dont le contenu est noté ρ et p est le port libre de ρ relié au port
principal de la boîte b, alors
T (pi) def=

k∏
j=1
cod(pj , γj) ; k ∈ N, γj ∈ T (ρ)
 ,
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où pour tout j ≤ k, pj dénote le port de γj correspondant à p dans ρ ;
mpi
 k∏
j=1
cod(pj , γj)
 def= 1
k!
k∏
j=1
mρ (γj) .
Remarquons que si k = 0 alors on obtient un réseau fait d’affaiblissements et d’un co-
affaiblissement, c’est l’élément neutre !0.
• Si pi contient plusieurs boîtes de profondeur nulle, i.e. box0(pi) = {br}r≤s, alors
T (pi) def= {pi[βr/br]r≤s ; βr ∈ T (br)} ,
mpi (pi[βr/br]r≤s)
def=
∏
r≤s
mbr (βr) .
Remarquons que l’on peut montrer par induction sur la construction séquentielle de γ que
le coefficient mpi (γ) ne dépend pas de pi tel que γ ∈ T (pi).
Exemple V.5. Dans la Figure V.6 page 220, nous présentons deux exemples de réseaux de la
logique linéaire avec des réseaux différentiels apparaissant dans leur développement de Taylor.
?
?
⊥
?
!
!
(a) Un R(LL) pi1
?
?
⊥
?
!
!
(b) Un R(LL) pi2
?
⊥
!
?
⊥
!
?
!
?
?
!
(c) Un R(DILL) β1 ∈ T (pi1) \T (pi2)
!!
??
⊥
!
?
⊥
!
??
(d) Un R(DILL) β2 ∈ T (pi2) \T (pi1)
FIG. V.6: Exemples de développements de Taylor
V.4 Réciproque du développement de Taylor
syntaxique
Tout ensemble de réseaux différentiels n’apparaît pas dans le développement de Taylor d’un
réseau de la logique linéaire. Il existe même des réseaux différentiels (R(DILL)) qui vérifient
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le critère de correction des réseaux différentiels mais qui ne sont pas dans le développement
de Taylor d’un réseau de preuve de la logique linéaire (R(LL)). En effet, le développement de
Taylor d’un R(LL) préserve la structure des boîtes et les R(DILL) qui le forment vérifient une
relation d’uniformité (voir la Définition V.9 page 221).
V.4.1 Présentation du problème et de sa solution
Nous allons chercher à comprendre cette relation d’uniformité. Pour cela, nous allons inver-
ser le développement de Taylor. Étant donné un ensemble de R(DILL), nous cherchons donc
un R(LL) dont le développement de Taylor contient cet ensemble, s’il existe.
Comme nous sommes intéressés par la relation d’uniformité et non pas par les coefficients,
nous considérons des poly-réseaux dont les coefficients sont 0 ou 1, c’est-à-dire le support du
développement de Taylor.
Définition V.9. Un ensemble T de R(DILL) ayant des interfaces appariées est dit uniforme
lorsqu’il existe un R(LL) pi, de même interface, dont le développement de Taylor contient
chacun des réseaux de T , i.e. T ⊆ T (pi).
Nous verrons dans l’Exemple V.9 page 246 des réseaux uniformes deux à deux mais qui
ne forment pas un ensemble uniforme. On est donc dans un cas bien différent de celui du λ-
calcul où la relation d’uniformité est une relation de cohérence binaire. Ceci justifie le fait de
s’intéresser à la fusion d’un ensemble de réseaux différentiels plutôt qu’à la fusion d’une paire.
Contre-Exemple V.6. Comme nous l’avons affirmé ci-dessus, tous les réseaux différentiels ne
proviennent pas du développement de Taylor d’un réseau de preuve. Le réseau dessiné sur la
Figure V.7 page 221 est un exemple de tel R(DILL). En effet, ce réseau est le produit des ré-
seaux β1 et β2 de la Figure V.6. Or on a β1 ∈ T (pi1) et β2 ∈ T (pi2), mais on peut vérifier
que l’ensemble {β1, β2} n’est pas uniforme. Remarquons que dans la Figure V.6 page 220, pi1
!!
??
?
⊥
!
?
⊥
!
?
!
?
?
!
!
!!
!!
!
?
⊥ ⊥
!!
??
FIG. V.7: Contre-exemple à l’uniformité
et pi2 ont la même linéarisation, obtenue en oubliant le contour des boîtes (voir Définition V.11
page 225). La non-uniformité de β1 et β2 vient en fait de l’impossibilité de trouver un emboî-
tement commun.
Remarquons enfin que dans le développement en série de Taylor apparaissent des R(DILL)
qui ont beaucoup moins d’information que le R(LL) dont ils sont extraits. Par exemple, n’im-
porte quelle boîte admet le R(DILL) !0 dans son développement (voir Figure V.4 page 219).
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Ainsi, en partant d’un sous-ensemble du développement T (pi), il se peut que l’on n’ait pas
assez d’information pour reconstruire exactement pi. On va donc en construire une approxima-
tion par rapport à l’ordre partiel d’information sur les R(LL), défini ci-dessous.
Définition V.10. L’ordre d’information est défini par induction sur la profondeur des réseaux
comparés. On dit que pi′ est moins informatif que pi, noté pi′  pi lorsque
• pi est linéaire et les deux R(LL) sont égaux,
• pi est de profondeur non nulle et il existe des boîtes (br)r≤s telles que
pi′ = pi[!0/br]r≤s.
On vérifie facilement que est un ordre partiel. Le réseau pi′ est intuitivement obtenu en
effaçant certaines boîtes de pi. Par ailleurs, le développement de Taylor est croissant par rapport
à cet ordre d’information.
Lemme V.2. Soient pi et pi′ deux R(LL).
pi′  pi ⇒ T (pi′) ⊆ T (pi) .
Démonstration. La preuve est immédiate.
Un algorithme de fusion pour inverser. Le développement de Taylor d’un R(LL) répète
l’information contenue dans les boîtes. Ainsi, un R(DILL) contient beaucoup d’informations
redondantes. Pour savoir si une famille de R(DILL) est uniforme, il nous faut donc vérifier si
ces informations sont compatibles, puis fusionner ses éléments. Pour cela nous pouvons choisir
de parcourir et comparer les R(DILL) en partant des axiomes2 ou en partant des ports libres.
Dans le premier cas, il faut choisir un appariement des axiomes. Dans le deuxième cas, il faut
choisir un appariement des interfaces. Or le développement de Taylor ne modifie pas l’inter-
face, i.e. l’interface d’un R(DILL) apparaissant dans le développement de Taylor d’un R(LL)
est identique à l’interface de ce dernier. Par ailleurs, le développement de Taylor va multi-
plier les copies d’axiomes en répétant l’information contenue dans les boîtes. Nous proposons
donc un algorithme de fusion non-déterministe qui, étant donné un ensemble fini de R(DILL)
d’interfaces appariées, forme un état initial en branchant des compteurs joignant les ports libres
appariés. Les compteurs parcourent ensuite le réseau, recollent les cellules identiques et recons-
truisent les boîtes quand c’est possible. Le Théorème V.4 page 243 de correction assure que si
l’algorithme de fusion ne reste pas bloqué dans un cul-de-sac, alors le résultat est un R(LL)
dont le développement de Taylor contient tous les R(DILL) initiaux. De plus pour tout R(LL)
pi et toute partie finie de son développement de Taylor, parmi les chemins que cet algorithme
non déterministe peut suivre, il en existe un qui termine en reconstruisant une approximation
(pour l’ordre d’information) de pi, c’est le Théorème V.3 page 239 de complétude.
Nous proposons un algorithme dans le style des réseaux d’interaction [Laf90]. C’est le
système de réécriture non-déterministe présenté sur les Figures V.11 page 232 et V.12 page 233.
Comme nous l’avons vu avec les réseaux présentés Figure V.6 page 220, deux réseaux qui ont
la même linéarisation peuvent avoir des emboîtements différents. Notre algorithme doit pouvoir
tous les reconstruire, d’où son caractère non-déterministe.
2Nous obtiendrions alors un algorithme similaire au «parsing» [Laf95, GM96, Gue99] qui permet de tester le
critère de contractbilité et dont nous avons déjà parlé à la page 216
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Exemple V.7. Commençons par voir sur un exemple comment fonctionne l’algorithme de fu-
sion que nous proposons. À la Figure V.8 page 224, nous présentons un chemin de réduction
qui, partant de deux R(DILL) appariés via des compteurs, mène à la reconstruction du R(LL)
qui se trouve à la Figure V.6(a) page 220.
À chaque étape, la partie du réseau qui va être réduite est représentée en gras.
État initial. On considère les deux réseaux α1 et α2, où pour i = 1, 2, (pi : ?1, qi : ?!⊥) est
l’interface de αi. L’algorithme débute sur un état initial dessiné sur la Figure V.8(a) page 224.
Les ports des interfaces de α1 et α2 sont deux à deux reliés par des compteurs. Les ports des
compteurs sont étiquetés par deux jetons l1 et l2. À chaque compteur, nous associons une
adresse A = {l1, l2}, i.e. l’ensemble des jetons contenus dans le compteur (cf Définition V.14
page 229). Enfin, nous associons au réseau avec compteur un alphabet {A} qui rassemble les
adresses des différents compteurs.
Première étape. La seule réduction possible est contr sur le compteur de droite en prenant
n1 = 2, n2 = 3 et m = 2 (voir la Figure V.11 page 232 pour les notations). En effet, nous
devons choisir comment distribuer les trois ports auxiliaires de la contraction de α2. Remar-
quons que nous aurions pu choisir deux autres façons de distribuer les ports et donc deux autres
chemins de réécriture. L’un mène au R(LL) de la Figure V.6(b) page 220 et l’autre nous mène
à une impasse, i.e. un réseau d’interaction avec des compteurs mais qui ne peut pas être réduit.
Deuxième étape. Les dérélictions sont fusionnées en une unique déréliction étiquetée par
l’adresse A (rappelons que c’est l’ensemble des jetons l1, l2 étiquetant les ports du compteur
qui vient d’être réduit).
Troisième étape. Nous utilisons ici la réduction !p. Cette étape crée une boîte en ajoutant
trois nouveaux jetons l11, l
1
2, l
2
2 et une nouvelle adresse B = {l11, l12, l22}. Les nouveaux jetons
correspondent aux co-dérélictions qui sont fusionnées et étendent les jetons précédents comme
décrit à la Définition V.14 page 229. Plus précisément, l11 (resp. l
1
2, l
2
2) étend l1 (resp. l2).
L’adresse B représente la boîte associée à la co-déréliction étiquetée par B et provenant de la
fusion des trois co-dérélictions. Cette nouvelle adresse ouvre de nouvelles perspectives. Nous
pouvons maintenant réduire par ?p les compteurs restés inactifs.
Quatrième étape. Alors que !p crée une boîte en ajoutant une nouvelle adresse et entre par
le port principal dans celle-ci, la réduction ?p entre dans une boîte, déjà créée, par ses ports
auxiliaires. Le nombre de ports du compteur augmente à mesure que ce dernier passe au travers
des contractions via la réduction ?p. Les ports du compteur résultant sont étiquetés par des
extensions des jetons du compteur avant réduction. Les jetons étendus correspondent à ceux de
l’adresse de la boîte correspondante. Plus précisément, l11 (resp. l
1
2, l
2
2) étend l1 (resp. l2).
Cinquième étape. L’adresse stockée dans un compteur après plusieurs étapes ?p est déposée
sur une cellule par la réduction one, marquant la porte d’entrée de la boîte.
Sixième étape. Les deux compteurs se rencontrent et partagent les mêmes adresses sur les
ports reliés. Ils peuvent donc être éliminés par l’étape de réduction ax.
Septième étape. Par ?p, le compteur entre dans la boîte désignée par l’adresse B. Puis, encore
par la réduction ?p, une contraction est consommée. L’étape one fusionne les différentes
dérélictions en une seule, étiquetée par B.
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?
⊥
? ? ! !
l1 l2 l1 l2
!!
⊥ ⊥
!
α1 α2
?1 ?!⊥
?1 ?1 ?!⊥ ?!⊥
, {A}
!
?? ? ? ?
(a) Étape initiale
contr−−−→
Étape 1
?
?
!
⊥
? ? !
?
!!
⊥ ⊥
!
l1 l2l1 l2
l1 l2
!
? ??
, {A}
(b)
one−−→
Étape 2
?
?
!
⊥
? ?
?
!!
⊥ ⊥
?
?
l1 l2 A
l1 l2
l1 l2
!
! !
, {A}
(c)
!p−→
Étape 3
? l1 l2
!
?
!!
⊥ ⊥
??
!
⊥
l1 l2
B
A
l11 l
1
2 l
2
2
??
?
,{A, B}
(d)
?p−→
Étape 4
? l1 l2
?
!!
⊥ ⊥
??
!
⊥
!
l11 l
1
2 l
2
2
l11 l
1
2 l
2
2
B
A
??
?
,{A, B}
(e)
one−−→
Étape 5
? l1 l2
!
?
!
⊥
?
?
!!
⊥ ⊥
?
B
A
B
l11 l
1
2 l
2
2
l11 l
1
2 l
2
2
,{A, B}
(f)
ax−→
Étape 6
?
!
?
B
!
⊥
!!
⊥ ⊥
B
A
, {A, B}
l1 l2
?
? ?
(g)
?p−→ one−−→
Étape 7
?
!
?
⊥ ⊥ ⊥
?
B
B
l11 l
1
2 l
2
2
!!
!
B
A , {A, B}
(h)
!p−→
Étape 8
?
!
?
?
B
!
B
C
l
2,2
2l
2,1
2l
1,1
1
⊥ ⊥ ⊥
l
1,1
2
B
A , {A, B, C}
(i)
one−−→
Étape 9
?
!
?
!
⊥
B
C
C
?
B
A
B
, {A, B, C}
(j) Résultat repré-
senté par un réseau
étiqueté
?
?
⊥
?
!
!
(k) Résultat représenté par un
R(LL).
FIG. V.8: Un exemple de réduction réussie
Huitième étape. Remarquons qu’un port du compteur est relié à un co-affaiblissement. L’étape
!p crée quatre jetons l1,11 , l
1,1
2 , l
2,1
2 , l
2,2
2 , respectivement associés aux co-affaiblissement
et co-dérélictions. Une nouvelle adresse C qui rassemble ces jetons apparaît. Ces jetons
sont des extensions des anciens comme le suggèrent les indices. Le jeton l1,12 , associé au
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co-affaiblissement, est stocké dans un coin du compteur. Il sera préservé jusqu’à ce que le
compteur soit effacé.
Dernière étape. Le réseau qui résulte de ce chemin de réécriture est un réseau étiqueté (voir la
Définition V.12 page 226). Il ne possède ni compteur, ni co-contraction et chaque cellule porte
une adresse, c’est un succès ! Il représente le R(LL) de la Figure V.6(a) page 220, rappelé dans
le dernier encart de la Figure V.8 page 224.
V.4.2 Formalisation des R(LL)
L’algorithme de fusion va reconstruire d’une part la linéarisation (voir la Définition V.11
page 225) d’un R(LL) et d’autre part son emboîtement représenté par une fonction d’étiquetage
(voir la Définition V.12 page 226). Avant de présenter cet algorithme, nous allons introduire ces
notions et prouver que cette représentation des réseaux de preuve de la logique linéaire est
correcte (voir la Proposition V.3 page 227).
L’exemple. Dans l’exemple présenté à la Figure V.8 page 224, l’algorithme fusionne les cel-
lules obtenant ainsi la linéarisation du R(LL) recherché et dépose des étiquettes sur les cellules
permettant de reconstruire une boîte par co-déréliction. La boîte associée à la co-déréliction
porte l’étiquette B et contient toutes les cellules au dessus d’une cellule étiquetée par cette
adresse B. Remarquons que l’ensemble des adresses est partiellement ordonné : A v B v C
(voir la Définition V.12 page 226 de l’ordre sur les adresses). Ce qui signifie que la boîte B
contient la boîte C. L’adresse A correspond aux cellules de profondeur nulle.
Linéarisation. La linéarisation d’un réseau de preuve (R(LL)) est obtenue en effaçant le
contour des boîtes. Elle contient toute l’information sur les cellules du réseau mais non celle
relative aux emboîtements comme le montre la Figure V.6 page 220 où sont présentés deux
réseaux différents ayant la même linéarisation.
Définition V.11. La linéarisation d’un R(LL) pi est définie par induction sur la profondeur.
• Si pi est linéaire, i.e. de profondeur nulle,
l(pi) def= pi,
• Si pi est de profondeur non nulle, i.e. il possède des boîtes box0(pi) = {br}r≤s, alors
l(pi) def= pi[cod(pr, l(ρr))/br]r≤s.
La linéarisation des R(LL) a été considérée par Tortora [TdF00].
Étiquetage des réseaux sans coupure. Un étiquetage total code exactement les boîtes de
pi (Proposition V.3 page 227). Pendant l’exécution de l’algorithme de fusion, les étiquetages
partiels sont étendus pas à pas jusqu’à une fonction d’étiquetage totale. Le contour des boîtes
de pi est reconstruit à partir des adresses. Cependant, tout étiquetage n’est évidemment pas un
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p1 : A1 pn : An
γ
β1 βn
· · · · · ·
TAB. V.1: Décomposition d’un R(DILL)
emboîtement correct. Nous décrivons (Définition V.12 page 226) les conditions nécessaires et
suffisantes qui assurent que l’on peut associer à un étiquetage un emboîtement définissant un
R(LL).
Avant de donner la définition d’un étiquetage, rappelons que les R(DILL) sans coupure
admettent une représentation simple sous la forme d’un arbre.
Tout R(DILL) sans coupure possède une décomposition canonique en un réseau composé
d’une part d’axiomes et d’autre part d’arbres disjoints composés de cellules et de fils. Cette
décomposition est représentée sur la Figure V.1 page 226. Sur cette figure, γ est l’ensemble des
axiomes et (βi)i≤n est la famille des arbres. Les feuilles des arbres βi sont des unités (⊥ ou 1),
des (co-)affaiblisements ou des axiomes.
Afin de pouvoir décrire les chemins dans un réseau, nous introduisons un ordre sur les cel-
lules, induit par la structure d’arbre. Nous empruntons le vocabulaire des arbres en remarquant
que nos arbres sont représentés racine en bas. Pour tout réseau α, on note a ≤α b lorsque a et
b appartiennent à α et a est un ancêtre de b. Si α a plusieurs ports libres, alors il peut y avoir
plusieurs éléments minimaux par rapport à l’ordre ≤α. Nous introduisons donc une cellule de
conclusion ⊥α qui sera par définition le minimum global pour l’ordre ≤α.
Nous pouvons maintenant introduire les réseaux étiquetés.
Définition V.12. Soient N un ensemble de noms et α un R(DILL) sans coupure ni co-
contraction. L’ensemble des co-dérélictions de α est noté coder(α). Soit L : {⊥α}∪cell(α)→
N une fonction totale telle que
• L est injective sur coder(α) ∪ {⊥α},
• l’image L(α) de L est L(coder(α) ∪ {⊥α}).
On note v◦α,L l’image par L de l’ordre ≤α sur L(α), i.e.
∀n,m ∈ L(α), n v◦α,L m ⇐⇒ ∃ c ≤α d,
{
n = L(c),
m = L(d).
La clôture transitive de v◦α,L est alors notée vα,L.
On appelle réseau étiqueté tout couple (α,L) tel que
(CL1) vα,L est un ordre arborescent3 sur les étiquettes qui admet un minimum L(⊥α),
(CL2) si c a un parent c′, alors, ou bien L(c′) = L(c) et c n’est pas une co-déréliction, ou bien
L(c) est un successeur de L(c′) et c est une co-déréliction ou une déréliction,
(CL3) étant donnés deux ports p et q connectés par un axiome, si p est un port auxiliaire d’une
cellule c telle que L(c) 6= L(⊥α), alors q est un port auxiliaire d’une cellule c′ telle que
L(c′) = L(c).
3Un ordre est arborescent lorsqu’il vérifie la propriété suivante : ∀l, l′ ou bien l ≤ l′, ou bien l′ ≤ l ou bien il
existe l′′ ≤ l, l′
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Correction de la formalisation. Les réseaux étiquetés sont définis de sorte qu’à toute co-
déréliction corresponde une boîte dont on peut reconstruire le contenu à partir de l’ordre induit
par le réseau étiqueté. On peut alors définir une relation d’équivalence entre les réseaux étique-
tés et les R(LL) par induction sur la profondeur : un réseau étiqueté coïncide avec une boîte
lorsque les contenus de leurs boîtes coïncident.
Définition V.13. Soit (α,L) un réseau étiqueté. À chaque co-déréliction b de α est associée le
réseau étiqueté cont(α,L, b) qui correspond à son contenu. Il est défini par le R(DILL)
{c ∈ α |L(b) vα,L L(c), c 6= b},
et la fonction d’étiquetage est définie par Lcont(⊥) = L(b) et Lcont(c) = L(c).
Un réseau étiqueté (α,L) est dit équivalent à un R(LL) pi, noté (α,L) ≡ pi, lorsque α =
l(pi) et
∀b ∈ box(pi) de contenu ρ, cont(α,L, b) ≡ ρ. (V.1)
La proposition suivante peut paraître tautologique à première vue. Pourtant, il est loin d’être
évident que les deux ordres, celui des étiquettes (v) est équivalent à l’ordre d’emboîtement. Plus
précisément, il est assez facile de montrer que l’ordre des étiquettes qui est défini par clôture
transitive est plus fin que celui des boîtes (c’est la première partie de la preuve de la proposition
suivante). Par contre, la réciproque est plus difficile à établir car l’ordre des boîtes n’est pas
défini par la clôture transitive d’une relation.
Proposition V.3. À renommage près, un réseau étiqueté est équivalent à un unique R(LL) sans
coupure et réciproquement.
Dans l’exemple de la Figure V.8 page 224, l’ensemble des noms est N = {A, B, C} et
l’étiquetage A v B v C code l’emboîtement du R(LL) de la Figure V.6(a) page 220.
Démonstration. Pour tout réseau étiqueté, nous prouvons, par récurrence sur le nombre d’éti-
quettes, l’existence d’un unique R(LL) équivalent.
Commençons par quelques remarques. Soient (α,L) un réseau étiqueté et b1, b2 deux co-
dérélictions de α.
(i) Si L(b2) est le successeur de L(b1), alors cont(α,L, b2) ⊂ cont(α,L, b1).
(ii) Si L(⊥α) est le prédecesseur des deux L(b1) et L(b2), alors cont(α,L, b1) et
cont(α,L, b2) sont disjoints.
(iii) Toute conclusion auxiliaire de la boîte cont(α,L, b1) ∪ {b1}, c’est-à-dire une cellule
minimale par rapport à ≤α différente de b1, est une déréliction.
Procédons par récurrence sur le nombre d’étiquettes, i.e. le co-domaine deL. S’il est réduit à
{L(⊥α)}, alors α n’a pas de co-déréliction et on choisit pi = α. Sinon, soient (br)r≤s la famille
des co-dérélictions de α dont les étiquettes respectives L(br) sont des successeurs de L(⊥α)
par rapport à l’ordre vα,L. En appliquant l’hypothèse de récurrence sur chacun des contenus
cont(α,L, br) des boîtes associées aux co-dérélictions, nous obtenons un unique R(LL) ρr
équivalent à cont(α,L, br). Pour tout r ≤ s, on considère b′r une boîte de contenu ρr. Grâce
aux Remarques (i-iii) ci-dessus, on conclut que le seul R(LL) pi ≡ (α,L) possible est
pi = α[b′r/cont(α,L, br) ∪ {br}]r≤s.
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La réciproque est prouvée en construisant un candidat pour la fonction d’étiquetage sur la
linéarisation du R(LL). On choisit une étiquette pour la conclusion du réseau et pour toutes
les co-dérélictions de la linéarisation. Ces étiquettes donnent des noms à chacune des boîtes.
Ensuite, chaque cellule prend l’étiquette de la boîte qui la contient à profondeur 0 ; s’il n’y
en a pas, c’est l’étiquette de la conclusion du réseau. Enfin, on remarque que l’ordre v re-
flète l’ordre d’emboîtement des boîtes. Les propriétés de la fonction d’étiquetage en découlent
(Définition V.12 page 226).
Soit pi un R(LL) sans coupure. Commençons par définir (l(pi),L). Nous notons de la même
façon les cellules de pi et leur cellule correspondant dans l(pi). Soit L une fonction qui asso-
cie une étiquette à chaque co-déréliction ainsi qu’à la conclusion de la linéarisation l(pi), i.e. un
plongement de coder(l(pi))∪{⊥l(pi)} dansN . Ce choix détermine l’étiquetage de toutes les cel-
lules. Pour toute autre cellule c de l(pi), si c a une profondeur 0 dans pi, alors L(c) = L(⊥l(pi)).
Si b est la co-déréliction associée à la boîte b qui contient c à profondeur 0, alors L(c) = L(b).
Le couple (l(pi),L) est un réseau étiqueté équivalent à pi. Ces deux affirmations découlent
directement de l’égalité entre l’ordre vl(pi),L et l’ordre de contenu des boîtes ⊇pi que nous
reformulons par l’équivalence suivante :
∀bpi ∈ box(pi), (cpi1 ∈ bpi ⇒ cpi2 ∈ bpi) ⇐⇒ L(c1) vl(pi),L L(c2). (V.2)
Montrons cette équivalence.
Étant données deux boîtes b1 et b2 contenant les cellules c1 et c2 à profondeur 0, par dé-
finition, L(c1) = L(b1) et L(c2) = L(b2) où l’on note de la même façon les boîtes et les
co-dérélictions. L’équation (V.2) revient à l’équivalence entre l’inclusion de b1 dans b2 d’une
part et l’infériorité de l’étiquette de b1 par rapport à celle de b2 d’autre part.
Supposons que bpi ∈ box(pi). Si cpi1 ∈ bpi, alors cpi2 ∈ bpi. Si bpi1 = bpi2 alors L(c1) = L(c2).
Si bpi1 6= bpi2 alors, grâce à l’emboîtement, les ensembles cell(bpi1 ) et cell(bpi2 ) sont disjoints ou
contenus l’un dans l’autre. Comme c1 ∈ b1, nous avons c2 ∈ b1. Par conséquent, cell(b2) (
cell(b1) et b2 ∈ box(b1). Du fait des contraintes sur les cellules auxiliaires des boîtes (voir
la Condition (CE) de la Définition V.4 page 215), il existe d ≤l(pi) b2, tel que d = b1 ou dpi
appartient à profondeur 0 dans le contenu de b1. Par définition de L, nous avons L(b1) = L(d).
Par définition de v, nous avons L(d) vl(pi),L L(b2) = L(c2).
Supposons à présent que L(c1) vl(pi),L L(c2). Comme v est la clôture transitive de v◦, il
existe deux suites (di)i≤k et (ei)i≤k de cellules de l(pi) telles que d1 = c1, ek = c2 et L(d1) v◦
L(d2) = L(e2) v◦ L(e3) = L(d3) v◦ · · · v◦ L(ek). Pour tout i ≤ k, L(di) = L(ei), donc il
existe bpii ∈ box(pi) tel que di, ei ∈ bpii . Grâce à l’emboîtement, ∀bpi ∈ box(pi), dpii ∈ bpi ⇐⇒
epii ∈ bpi. De plus, pour tout i impair, on a di ≤l(pi) di+1 et ei+1 ≤l(pi) ei+2. Comme l(pi)
est un réseau simple sans coupure, pour toute boîte bpi, nous avons dpii ∈ bpi ⇒ dpii+1 ∈ bpi et
epii+1 ∈ bpi ⇒ epii+2 ∈ bpi. En combinant ces deux implications, nous obtenons ∀bpi, cpi1 = dpi1 ∈
bpi ⇒ cpi2 = epi2 ∈ bpi.
De l’Équation (V.2) ci-dessus et de l’emboîtement des R(LL), nous pouvons déduire
que vl(pi) est un ordre arborescent dont le minimum est L(⊥l(pi)) (voir la Condition (CL1)
page 226). De l’Équation (V.2) et de la condition sur les conclusions auxiliaires du contenu
d’une boîte de pi, nous déduisons les conditions (CL2) et (CL3) de le réseau étiqueté (voir la
Définition V.12 page 226). Donc (l(pi),L) est un réseau étiqueté.
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Soit b une co-déréliction de l(pi). Par l’Équation (V.2) nous savons que c ∈ l(ρ) si et
seulement si c ∈ cont(l(pi),L, b).
Avant de passer à l’algorithme de fusion, il est peut être utile de faire le point dans la
Figure V.9 page 229 les différents types de réseaux que nous avons introduits ou que nous
sommes sur le point d’introduire.
R(LL) Réseaux de preuve de la logique linéaire (voir la Définition V.4 page 215) ;
R(DILL) Réseaux de preuve pour la logique linéaire différentielle (voir la Définition V.5
page 216) ;
Et(LL) Réseaux étiquetés, ce sont des réseaux de preuve pour la logique linéaire différentielle
qui sont munis d’étiquettes et qui vérifient certaines propriétés (voir la Définition V.12
page 226).
Ct(DILL) Réseaux avec compteur, ce sont des réseaux d’interactions sur les cellules de la
logique linéaire différentielle et une cellule supplémentaire appelée compteur (voir la
Définition V.16 page 230).
Fus(DILL) Réseaux de fusions, ce sont des réseaux avec compteurs vérifiant des propriétés
supplémentaires (voir la Définition V.20 page 235).
FIG. V.9: Notations pour les réseaux
V.4.3 Algorithme de fusion
L’algorithme de fusion est représenté par un système de réécriture (voir la Définition V.18
page 231) sur des réseaux étiquetés et avec compteurs (voir la Définition V.16 page 230. Pendant
la réduction, les compteurs (voir Définition V.15 page 229) parcourent le réseau, fusionnent les
cellules et les étiquettent. L’étape la plus délicate de la réduction est de reconstruire le bon
emboîtement, i.e. l’ordre v de la Définition V.12 page 226. Pour cela nous allons introduire
un ordre (voir la Définition V.14 page 229) sur les étiquettes des réseaux de fusion (voir la
Définition V.20 page 235) qui assure que tout réseau produit par un chemin de réduction réussi
est un réseau étiqueté (voir la Définition V.12 page 226). D’après la Proposition V.3 page 227
de la formalisation des R(LL) par les réseaux étiquetés, nous obtenons ainsi un R(LL).
Réseaux étiquetés avec compteurs. Commençons par décrire les réseaux qui vont appa-
raître pendant la réécriture.
Définition V.14. SoitX un ensemble dénombrable appelé trame. Un jeton est un ensemble fini
d’éléments deX ; les jetons sont notés l, m, . . . . Une adresse est un ensemble fini de jetons ; les
adresses sont notées A, B . . . . Les alphabets sont des ensembles d’adresses, notés A,B . . . .
Définition V.15. Un compteur est une cellule t avec un port principal et n ≥ 1 ports auxiliaires.
Tous les ports de t sont typés par la même formule de MELL. Les compteurs sont des cellules
commutatives. Par ailleurs, t est muni d’une fonction d’étiquetage λt qui associe à chaque port
auxiliaire un jeton et à t une adresse comme dessiné sur la Figure V.10(a) page 230.
229
CHAPITRE V. DÉVELOPPEMENT DE TAYLOR DANS LES RÉSEAUX
A
l1 lnAw
p1 pnAA
(a) compteur t avec λt(t) = Aw, λt(pi) = li
A1 Ak
· · ·
α1 αn
· · · · · ·
· · ·
l1Aw ln
A1A1 Ak
l1Aw ln
Ak
(b) l’état initial InitAw (αi, li)i≤n
FIG. V.10: Compteur et état initial
Définition V.16. Un réseau avec compteur, abrégé Ct(DILL), est un triplet (α,L,A) formé
• d’un réseau d’interaction α construit à partir des cellules des R(DILL) (voir les Fi-
gures V.3(a)-V.3(c) et des compteurs. On demande à ce réseau d’être décomposé en deux
R(DILL) notés ↓α et ↑α, réunis par des compteurs t1, . . . , tn, comme le montre la figure
suivante,
· · ·
↓α
· · ·
↑α
· · · · · ·
A1w
l11 l
1
k Anw
ln1 l
n
k
On note
7→
α (resp. 7→α) le réseau avec compteur constitué de ↓α (resp. ↑α) et des compteurs
de α.
• d’un ensemble A d’adresses et
• d’une fonction d’étiquetage L de domaine cell(↓α), ⊥α et des compteurs et à valeurs
dans A. On demande de plus à ce que pour chaque compteur t,
L(t) = λt(t) ∪ {λt(p) | p port auxiliaire de t}.
Nous nous intéressons aux réductions qui commencent sur un état initial fait de compteurs
rassemblant les R(DILL) par leur ports libres respectifs.
Définition V.17. Soit (αi)i≤n une famille de R(DILL) avec des interfaces appariées. Soient
(li)i≤n des jetons et Aw une adresse tels que les jetons dans A = Aw ∪ {li}i≤n sont deux
à deux incomparables pour ⊆. L’état initial associé à (αi)i≤n, (li)i≤n et Aw est le réseau
avec compteur (α,LA,A), où α = InitAw(αi, li)i≤n est le réseau avec compteur dessiné à la
Figure V.10(b) page 230 dans lequel LA(t) = A pour chaque compteur t et A = {A}.
Dans la suite, lorsque Aw est vide, nous oublierons l’indice et écrirons Init(αi, li)i≤n.
Le système de réécriture. Nous avons à présent tous les ingrédients pour introduire la ré-
duction
mrg−−→ sur les réseaux avec compteurs comme la clôture par contexte de la relation binaire
mrg décrite dans les Figures V.11 page 232 et V.12 page 233.
Remarque. • Dans le paradigme des réseaux d’interaction [Laf90], un redex est fait de
deux cellules reliées par leurs ports principaux. Au contraire, ici, un redex est fait d’un
compteur dont les ports auxiliaires sont reliés aux ports principaux des cellules du
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R(DILL). C’est pour cette raison que nous décrivons les ports auxiliaires des compteurs
par des pointes de triangles.
• Il est important de noter que, alors que les compteurs fusionnent localement les cellules,
le processus d’étiquetage reste global. En effet, l’alphabet apparaissant dans les réseaux
avec compteurs contient cette information globale.
Définition V.18. Les étapes élémentaires de réduction (ers) (abrégées ers)
lnr := ax ∪ zero ∪ one ∪ two ∪ (co)w ∪ contr,
mrg := lnr ∪ !p ∪ ?p,
sont définies sur les Figures V.11 page 232 et V.12 page 233. Le réseau à gauche de chaque
règle est appelé le redex et celui de droite le réduit.
Pour x valant lnr ou mrg, nous définissons la x-réduction comme la clôture au contexte
de x. Plus précisément, on note (α1,L1,A1) x−→ (α2,L2,A2) lorsque
• il existe α′i ⊆ αi, i = 1, 2 tels que α2 = α1[α′2/α′1] et (α′1,L1|α′1 ,A1)
x−→ (α′2,L′2,A2),
• pour tout c ∈ α2, si c ∈ α′2, alors L2(c) = L′2(c) et si c ∈ α1 et c /∈ α′1, alors L2(c) =
L1(c).
On notera par la suite x∗−→ la clôture réflexive et transitive de x−→.
Une réduction R : (α,L,A) mrg∗−−−→(α′,L′,A′) est un succès lorsque α′ est sans compteur.
Remarque. • Remarquons que dans les Figures V.11 page 232 et V.12 page 233 il y a
trois étapes non-déterministes (contr, !p, ?p), dans lesquelles on peut choisir différentes
surjections (contr, ?p) ou différentes adresses (!p, ?p). En fait, le non-déterminisme de
!p est superficiel car différents choix dans l’adresse A′ mèneront à différents réseaux
étiquetés équivalents modulo renommage.
• Il n’y a que deux cas où la réduction ne se termine pas par un succès, i.e. où l’algo-
rithme de réécriture s’arrête sur un triplet qui ne peut être réduit mais qui contient des
compteurs :
∗ quand deux compteurs sont reliés par des axiomes et ont des étiquettes différentes,
∗ quand il n’y a pas d’adresse disponible pour entrer dans une boîte par l’étape ?p.
Dans les deux premiers cas, l’algorithme a tenté de fusionner des parties du réseau qui ne
se correspondent pas. Dans le dernier cas, le réseau ne provient pas de la logique linéaire,
sinon il y aurait une co-déréliction par laquelle on peut entrer dans une boîte.
Nous décrivons quelques faits simples sur les réseaux avec compteurs qui seront utiles pour
prouver la correction et la complétude. Les preuves de ces faits ne sont pas données car elles
n’apportent pas plus qu’une observation précise des différents cas de la réduction.
Fait V.4. (F1) Remarquons tout d’abord que (α,L,A) mrg−−→ (α′,L′,A′) implique que pour
tout B, on a que (α,L,A ∪ B) mrg−−→ (α′,L′,A′ ∪ B). Au contraire, la réciproque n’est
pas vraie en général. Cependant, si (α,L,A ∪ B) mrg−−→ (α′,L′,A′ ∪ B), L(α) ⊆ A et
L′(α′) ⊆ A′, alors (α,L,A) mrg−−→ (α′,L′,A′).
(F2) Pour toute réduction R : (α,L,A) mrg∗−−−→ (α′,L′,A′), l’alphabet A′ contient A et les
adresses introduites par les étapes de réduction élémentaires de R. En particulier, si
aucune étape !p n’est effectuée le long de la réduction, alors A = A′.
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X⊥X
Aw
l1 lkAw
l1 lk
X⊥ X⊥XX
,A ax−→
X X⊥
,A
∗ · · · ∗
Aw
l1 lk
A
A A
,A zero−−−→
∗
A
A
,A
où ∗ est 1 ou⊥ et Aw∪{li}i≤k = A ∈ A
? · · · ?
A A
Aw
l1 lk
?A
?A ?A ,A one−−→
Aw
l1 lk
?
· · ·
A
AA
?A
A
,A
où Aw ∪ {li}i≤k = A ∈ A
∗
Aw
l1
· · ·
lk
A B
A∗B
∗
A∗B
A∗B
BA
,A two−−→
Aw
l1 lkAw
l1 lk
· · ·
∗
B A BA
A B
· · ·
A∗B
A
,A
où ∗ est ` ou ⊗ et Aw ∪ {li}i≤k = A ∈ A
Aw
l1 lk
∗A
∗A ∗A
· · ·
,A (co)w−−−→ ∗A ,A
où ∗ est ? ou !
Aw
l1 lk
?A
?A ?A
· · ·
· · ·
n1z}|{ nkz}|{
· · ·
,A contr−−−→
Aw
l1 lkAw
l1 lk
· · · · · ·
· · · fkf1
· · ·
?A
n1z}|{ nkz}|{
· · · · · ·
mz}|{ mz}|{
,A
où m est un nombre choisi tel que 2 ≤ m ≤ mini≤k ni
et pour tout i ≤ k, fi est une surjection de ni dans m.
Cette étape de réduction est justifiée par la démonstration
du Lemme V.8 page 237.
FIG. V.11: Étapes élémentaires de réduction linéaire (lnr)
232
V.4. Réciproque du développement de Taylor syntaxique
!A
!
A
!
A
!
A
!
A
njz }| {n1z }| {
Aw
l1
!A
lj
!A
· · · · · ·
lj+1 lk
!A · · ·!A· · · ,A !p−→
!
!A
A′
A′w
· · ·A · · ·A AA
l1jl
n1
1l
1
1
A
n1z }| { njz }| {
l
nj
j ,A ∪ {A′}
Les ports du compteur sont ordonnés dans le rédex afin que les j ≥ 0 premiers
ports (resp. les k − j derniers ports) soient connectés à des co-dérélictions
(resp. co-affaiblissements). Cet ordre est une convention visant à simplifier
les indices. On choisit un famille {y} ∪ {xli}i≤j,l≤ni d’éléments de X ,
deux à deux distincts et n’apparaissant pas dans A. Enfin, nous posons
A′w = Aw ∪ {li ∪ {y}}j<i≤k, lli = li ∪ {xli} et A′ = A′w ∪ {lli}i≤j,l≤ni .
(a) L’étape !p crée la boîte d’adresse A′
?A
?
A
?
A
Aw
l1
?A
lj
?A
· · ·
lj+1 lk
?A ?A· · ·
njz }| {n1z }| {
· · ·
?
A
?
A
· · · ,A ?p−→
?A
?
A
n1z }| {
?
A A
?
A
?
f1 fk· · · · · ·
m1z }| { mjz }| {
njz }| {
A′w
· · ·
l11 l
m1
1 l
1
j
?A ?A ?A
· · ·
?A
· · ·
l
mj
j
,A
Comme pour l’étape !p, nous ordonnons les ports des compteurs du re-
dex pour que les j ≥ 0 premiers ports soient reliés à des contractions et
que les k − j soient reliés à des affaiblissements. On choisit pour tout
i ≤ j un nombre mi ≤ ni et une fonction fi de ni sur mi. Enfin, on
choisit A′ ∈ A successeur de l’étiquette du compteur réduit (s’il n’y a
pas de successeur dans A, alors ?p ne peut pas être utilisée), i.e. tel qu’il
existe une famille {y} ∪ {xli}i≤j,l≤ni d’éléments de X deux à deux distincts
tels que A′w = Aw∪{li∪{y}}j<i≤k, lli = li∪{xli} et A′ = A′w∪{lli}i≤j,l≤mi .
(b) L’étape ?p entre dans la boîte d’adresse A′
.
FIG. V.12: Étapes élémentaires de réduction exponentielle (!p, ?p)
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(F3) Soient (α1,L1,A1) x−→ (α2,L2,A2) y−→ (α3,L3,A3) deux étapes élémentaires x et y de
mrg. Si le compteur dans le redex de y n’est pas créé par la réduction x et si y utilise
au plus les adresses de A1, alors il existe (α4,L4,A4) telle que le diagramme suivant
commute :
(α1,L1,A1) x //
y



(α2,L2,A2)
y

(α4,L4,A4) x //___ (α3,L3,A3)
(F4) Pour conclure, les réductions linéaires transportent les configurations initiales.
Pour tout réseau avec compteur, rappelons (voir Définition V.16 page 230) que 7→α est le
sous-réseau formé des compteurs et des cellules au dessus des compteurs.
Si (InitAw(αi, li),LA, {A}) lnr∗−−→ (α′,L′,A′), alors 7→α′ est un état initial, c’est-à-dire
qu’il existe (α′i)i≤n telle que 7→α′ = InitAw(α′i, li)i≤n, L′ = LA et A′ = {A}.
Différents ordres. Comme nous voulons que la réduction produise un réseau étiqueté, nous
devons restreindre l’ensemble des réseaux avec compteurs que nous considérons. Ainsi nous
introduisons des réseaux de fusion tels que le résultat d’une réduction qui se termine par un
succès soit un réseau étiqueté. Pour cela, nous avons besoin d’introduire un ordre sur les éti-
quettes produites par l’algorithme. Nous prouvons alors que la réduction préserve les propriétés
des réseaux de fusion. Comme l’état initial est toujours un réseau de fusion et un réseau de fu-
sion sans compteur est un réseau étiqueté équivalent à un R(LL), nous obtenons le résultat
désiré.
Commençons par définir l’ordre sur les étiquettes.
Définition V.19. Nous considérons l’ordre de l’inclusion ensembliste sur les jetons. Ainsi, deux
jetons l et m sont dits incomparables lorsqu’il existe x ∈ l et x′ ∈ m tels que x /∈ m et x′ /∈ l.
L’inclusion ensembliste des jetons induit le pré-ordre de Smyth sur les adresses :
A E B ⇐⇒ ∀m ∈ B, ∃l ∈ A, l ⊆ m.
Remarquons que le pré-ordre E n’est en général pas anti-symétrique (on peut par exemple
considérer A = {l, m}, B = {l, m′}, avec l ⊂ m, m′), ce n’est pas non plus un ordre arborescent
sur l’ensemble de toutes les adresses (par exemple, A = {l}, A′ = {m}, B = {l, m}, avec l, m
disjoints). Cependant, sur les réseaux de fusion qui apparaissent dans la réduction, le pré-ordre
E est un ordre arborescent sur les ensembles d’adresses que nous manipulons.
Exemple V.8. Revenons rapidement à l’exemple de la Figure V.8 page 224. L’algorithme com-
mence avec deux jetons différents l1 = {x} et l2 = {y} qui constituent l’adresse A qui est
le plus petit élément de l’étiquetage. Chaque jeton correspond au plus petit élément de l’un
des R(DILL) initiaux. L’étape 3 introduit trois nouveaux jetons l11 = {x, c1}, l12 = {x, c2}
et l22 = {x, c3} où c1, c2, c3 correspondent aux co-dérélictions en gras sur la Figure V.8(c)
page 224. Ces jetons sont réunis en une adresse B = {l11, l12, l22} qui est utilisée par les étapes
4, 5 et 7. Nous avons ainsi A E B. Finalement, l’étape 8 introduit les jetons l1,11 = {x, c1, d1},
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l1,12 = {x, c2, w}, l2,12 = {x, c3, d2} et l2,22 = {x, c3, d3} où d1, w, d2, d3 sont les co-
dérélictions et les co-affaiblissements en gras sur la Figure V.8(h) page 224. L’adresse associée
C = {l1,11 , l1,12 , l2,12 , l2,22 } est utilisée à l’étape 9. On a B E C.
Nous allons travailler avec deux ordres v et E sur les adresses. Le premier code la struc-
ture des boîtes dans l’étiquetage et le second est construit pas à pas pendant la réduction. La
réduction est définie de telle façon que les deux ordres coïncident, même s’ils sont issus de
définitions différentes. En effet, E tient compte des jetons, éléments des adresses, et dépend de
l’inclusion ensembliste des jetons (Définition V.14 page 229), alors que v est un ordre dérivé
de l’ordre des cellules dans le réseau sous-jacent (Définition V.12 page 226).
Réseaux de fusion
Définition V.20. Un réseau avec compteur (α,L,A) est appelé réseau de fusion, abrégé
Fus(DILL), lorsqu’il vérifie
(CRF1) pour chacun des ports auxiliaires p, q de t, λt(p) et λt(q) sont des jetons mutuellement
incomparables et sont incomparables avec les éléments de λt(t) ;
(CRF2) pour tout compteur t ∈ α, le port principal de t est relié à une cellule c ∈↓α, ⊥α
incluse et L(c) E L(t). De plus, si L(c) 6= L(t) alors tous les ports auxiliaires de t sont
reliés à des dérélictions c ∈↑α ou à des affaiblissements ;
(CRF3) ∀A, B ∈ A, (A v↓α,L B ⇐⇒ A E B) ;
(CRF4) (↓α,L) est un réseau étiqueté et L(↓α) = A.
Lemme V.5. L’état initial est un réseau de fusion.
Fait V.6. Comme nous l’avons remarqué auparavant, la relation E n’est pas en général un
ordre. Cependant, si (α,L,A) est un réseau de fusion, alors les Conditions (CRF3) et (CRF4)
assurent que E est un ordre arborescent sur A. On emprunte alors le vocabulaire des arbres
lorsque l’on parle des étiquettes. Par exemple, le successeur d’une étiquette est un de ses fils
pour l’arbre arborescent E.
Proposition V.7. Si (α,L,A) mrg−−→ (α′,L′,A′) et (α,L,A) est un réseau de fusion, alors
(α′,L′,A′) est aussi un réseau de fusion.
Corollaire V.2. Si une réduction partant d’un réseau de fusion (α,L,A) mrg∗−−−→ (α′,L′,A′) est
un succès, alors (α′,L′) = (↓ α′,L′) est un réseau étiqueté et représente donc un R(LL) pi
(Proposition V.3 page 227). Dans ce cas, nous disons que la réduction mène à pi et nous notons
(α,L,A) mrg∗−−−→ pi.
Démonstration de la Proposition V.7 page 235. La vérification de la Condition (CRF1) est
simple, c’est pourquoi nous ne le faisons pas explicitement.
La démonstration se fait par étude des différents cas de réduction (α,L,A) mrg−−→ (α′,L′,A′)
(voir Figures V.11 page 232 et V.12 page 233). Nous prouvons dans chacun des cas que
(α′,L′,A′) vérifie les Conditions (CRF2-CRF4) de la Définition V.20 page 235 des réseaux
de fusion. Rappelons que les Conditions (CL1-3) font référence à la Définition V.12 page 226.
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Cas i : (ax). Supposons que (α,L,A) ax−→ (α′,L′,A′) et notons t1, t2 les deux compteurs
qui apparaissent dans α et qui sont remplacés par w dans α′ par l’étape de réduction ax. Par
définition de ax, L(t1) = L(t2), A = A′ et L, L′ sont égales.
Les Conditions (CRF2) et (CRF3) sont facilement vérifiées. Pour la dernière Condition
(CRF4), il nous suffit de vérifier que ↓α′ satisfait la Condition d’axiome (CL3) des réseaux
étiquetés. Supposons qu’un des ports dew soit le port auxiliaire d’une cellule c telle queL′(c) 6=
L′(⊥α). Alors, l’un des ports principaux des compteurs, disons t1, est relié au port principal
de c dans
7→
α. Par la Condition CRF2 sur les compteurs, vérifiée par
7→
α, on a L(c) = L(t1),
donc L(t2) = L(t1) 6= L(⊥α), car la réduction ax a pu être réalisée. En appliquant à nouveau
la Condition CRF2 des compteurs, le port principal de t2 est relié à une cellule c′ telle que
L(c′) = L(t2) = L(c). On conclut en remarquant que c et c′ sont reliés à w dans ↓ α′ et
L′(c) = L′(c′).
Dans les autres cas de réduction, on note t le compteur réduit et t′ le compteur apparaissant
dans le résultat de la réduction. On note c′ la cellule résultant de la fusion.
Cas ii : (zero, one, two, contr). Supposons que (α,L,A) one−−→ (α′,L′,A′). Par définition,
L(t) = L′(c′) = L′(t′), A = A′ et L, L′ sont égales sauf sur t et c′.
(CRF2) La condition des compteurs est vérifiée par
7→
α′ car le port principal de t′ est relié à c′
et L′(t) = L(c′).
(CRF3) Pour prouver la condition des ordres, on suppose que les ordres E et v↓α,L sont égaux
sur A. Comme v↓α′,L′ est la clôture transitive de v◦↓α′,L′ (Définition V.12 page 226)
et par hypothèse, E est égal à la clôture transitive de v◦↓α,L. Il suffit de montrer que
v◦↓α,L⊆v◦↓α′,L′⊆E sur A. La première inclusion est immédiate. Pour la deuxième, re-
marquons que v◦↓α′,L′ et v◦↓α,L ne peuvent différer que sur L′(d) v◦↓α′,L′ L′(c′) pour
une cellule d ≤↓α′ c′. Par la Condition (CRF2) des compteurs, il existe c dans ↓α re-
lié au port principal de t et tel que L(c) E L(t). Dans ↓α′, la cellule c est reliée au
port principal de c′, donc d ≤↓α′ c′ implique d = c′ ou d ≤↓α c. Dans le premier
cas, L′(d) = L′(c′). Sinon, L(d) E L(c) car E=v↓α,L. Donc L′(d) E L′(c′) car
L′(d) = L(d) et L(c) E L(t) = L′(c′). On a finalement montré que v◦↓α′,L′ ⊆E, soit
v↓α′,L′ =E.
(CRF4) La condition des réseaux étiquetés (CRF4) se déduit directement de l’égalitév↓α′,L′ =
E=v↓α,L sur A et du fait que seule une cellule exponentielle est apparue dans ↓α′.
Les cas zero, two, contr se traitent de la même façon. Dans le cas two, pour prouver
la condition (CL2) d’exponentielle des réseaux étiquetés, comme la cellule c′ résultant de la
fusion n’est pas exponentielle, nous devons utiliser la remarque que si L(c′) 6= L(⊥α′) alors
L(t) 6= L(⊥α). D’après la Condition (CRF2) de compteur sur (α,L,A), le port principal de t
est relié à une cellule c ∈↓α telle que L(c) = L(t). Par conséquent, le port principal de c′ est
relié à c dans ↓α′.
Cas iii : (!p). Supposons que (α,L,A) !p−→ (α′,L′,A′). La cellule c′ est une co-déréliction du
réseau α′.
Comme nous avons L(t) / L′(t) = L′(c′) et que partout ailleurs les deux étiquetages coïn-
cident, les Conditions CRF2 de compteur et CRF1 d’ordre sont vérifiées. Remarquons que
l’hypothèse L(↓α) = A implique que L′(↓α′) = A ∪ {L′(c′)}.
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Pour la Condition 4 page 235 des réseaux étiquetés, nous ne nous attardons que sur la
condition (CL1). Par définition de !p, l’étiquette L′(c′) est obtenue en ajoutant aux éléments
de L(t) des noms qui n’apparaissent pas dans A. Nous en déduisons, pour toute adresse, que
A ∈ A, L′(c′) 5 A et A E L′(c′) si et seulement si A E L(t). Par conséquent E et donc v↓α′,L′
sont antisymétriques et arborescents sur A′.
Cas iv : (?p). Supposons pour finir que (α,L,A) ?p−→ (α′,L′,A′). Par définition, A′ = A,
L(t) / L′(t′), L′(t) ∈ A et, partout ailleurs, L et L′ sont égales. La condition (CRF2) de
compteur est vérifiée car tous les ports auxiliaires de t′ sont reliés à des dérélictions dans α′.
Les autres conditions (CRF3) et (CRF4) sont vérifiées car (↓α,L) et (↓α′,L′) sont des réseaux
étiquetés identiques.
Complétude et correction. Dans ce paragraphe, nous prouvons la complétude et la correc-
tion du système de réduction. La correction assure qu’un R(DILL) qui se réduit en un R(LL)
apparaît dans le développement de Taylor de ce dernier. La complétude aborde la question ré-
ciproque : à partir d’une famille finie de R(DILL) (αi)i≤n provenant du développement de
Taylor d’un R(LL) pi, existe-t-il une réduction qui se termine sur un réseau pi′  pi ? La notion
d’approximation pi′  pi est nécessaire car il se peut en effet que l’ensemble des R(DILL)
ne contienne pas assez d’information sur le R(LL) pour le reconstruire et que certaines boîtes
soient approchées (Définition V.10 page 222).
Nous allons commencer par étudier les propriétés de la réduction linéaire (lnr), qui est plus
simple à aborder.
Lemme V.8 (Réduction linéaire). Soit pi un R(LL). Soient (αi)i≤n une famille de R(DILL)
avec des interfaces appariées avec celle de pi et (li)i≤n = A une famille de jetons deux à deux
incomparables. Soient (br)r≤s les boîtes à profondeur 0 de pi et, pour chaque r ≤ s, ρr leur
contenu respectif. Pour tout r ≤ s, on se donne (γr,i)i≤n une famille de R(DILL) avec une
interface appariée avec celle de br.
Les deux conditions suivantes sont équivalentes :
1. Pour tout i ≤ n, αi = pi[γr,i/br]r≤s.
2. Il existe une réduction
(Init(αi, li)i≤n,LA, {A}) lnr∗−−−→ (pi[Init(γr,i, li)i≤n/br]r≤s,LA, {A}).
Démonstration. La démonstration se fait par induction sur la construction des réseaux séquen-
tiels donnée à la Définition V.4 page 215.
Nous ne traitons que le cas de la contraction contr (voir Figure V.11 page 232). Soit pi
le résultat de la contraction de deux ports libres p′, p′′ d’un R(LL) pi1. L’interface de pi est
(p : ?A,Γ) et celle de pi1 est (p′ : ?A, p′′ : ?A,Γ) où Γ désigne l’ensemble des autres ports
libres de l’interface. Remarquons que pi pourrait aussi bien résulter de la contraction de p′ et
p′′ dans le R(LL) pi2 obtenu en permutant les ports p′ et p′′ dans pi1. L’interface de pi2 est donc
(p′′ : ?A, p′ : ?A,Γ). C’est dans la commutativité que réside la subtilité. Les R(LL) pi1 et pi2
sont des R(LL) différents, mais la contraction des ports libres p′, p′′ aboutit au même R(LL) pi.
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Montrons que 1 implique 2. Par définition de la substitution, pour chaque i ≤ n, le réseau
simple αi a pour interface (p : ?A,Γ) et il existe un R(DILL) αi tels que αi est la contraction
des deux ports p′ : ?A et p′′ : ?A. Pour chaque i ≤ n, on a donc soit αi = pi1[γr,i/br]r≤s,
soit αi = pi2[γr,i/br]r≤s. Ré-ordonnons la famille des {αi}i≤n de sorte que les j ≤ n premiers
réseaux soient tels que αi = pi1[γr,i/br]r≤s et que les n − j derniers réseaux soient αi =
pi2[γr,i/br]r≤s. Pour tout j < i ≤ n, on note α◦i le R(DILL) obtenu en échangeant p′ et p′′
dans αi. Alors, l’interface de α◦i est (p
′ : ?A, p′′ : ?A,Γ) et α◦i = pi
′[γr,i/br]r≤s. Par hypothèse
d’induction, nous savons que (Init(α1, l1, . . . , αj , lj , α◦j+1, lj+1, . . . , α
◦
n, ln),LA, {A}) lnr∗−−−→
(pi′[Init(γr,i, li)i≤j/br]r≤s,LA, {A}). De plus, nous avons
Init(αi, li)i≤n =
αn
?A
α1
?A
l1
· · · · · ·
lj lj+1 ln
?A ?A ?A
αj+1αj
contr

,LA, {A}
Init(α1, l1, . . . , αj , lj , α◦j+1, lj+1, . . . , α
◦
n, ln) =
αn· · ·αj+1αjα1
?A ?A ?A
· · ·
l1 lj lj+1 ln l1 lj lj+1 ln
?A
α◦j+1 α◦n
?A ?A ?A ?A ?A
,LA, {A}
.
Remarquons que l’échange des deux ports est crucial dans les R(DILL) αj+1, . . . , αn pour
pouvoir utiliser l’hypothèse de récurrence.
La réciproque se traite de façon similaire.
En prenant s = 0 dans le Lemme V.8 page 237 et en remarquant les αi ne contiennent pas de
co-dérélictions, La proposition suivante est une conséquence directe du Lemme V.8 page 237.
Proposition V.9 (Réduction linéaire). Soit (αi)i≤n une famille de réseaux simples avec des
interfaces appariées et sans co-déréliction. Soit A = (li)i≤n une famille de jetons deux à deux
incomparables. Il existe un réseau étiqueté (α,L) et une réduction menant à un succès
(Init(αi, li)i≤n,LA, {A}) mrg∗−−−→ (α,L,A)
si et seulement si pour tout i ≤ n, αi = α, L = LA et A = {A}.
Démonstration. Comme les αi ne contiennent pas de co-dérélictions, il ne peut pas y avoir
d’étape !p dans la réduction. Grâce au Fait (F2) page 231, on a que si (α′,L′,A′) est n’importe
quel réseau le long de la réduction, on a A′ = A. Ainsi, aucune étape ?p n’a pu être effectuée.
La réduction est donc linéaire. Pour conclure, on applique le Lemme V.8 page 237 avec s =
0.
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(Init(αi, li)i≤n,LA, {A}) (cod(A, InitBw(γi,j , mi,j) i≤q
j≤ki
),L′′, {A, B})
l1 ln l1 lnl1 ln
!!
. . .
. . .
. . .
. . . . . .
. . . . . .
!
. . .
. . . . . .!
. . .
. . . . . .
γ1,1 γ1,k1 γn,1 γn,kn
A
!p−→ ?p∗−−→
!
mn,1 mn,kn mn,1 mn,kn mn,1 mn,knm1,1 m1,k1m1,1 m1,k1
. . . . . .
. . . . . .
. . .
. . . . . .
γ1,1 γ1,k1 γn,1 γn,kn
B
A, Bm1,1 m1,k1
TAB. V.2: Une boîte
Nous pouvons maintenant énoncer le théorème de complétude selon lequel pour toute partie
finie du développement de Taylor d’un réseau, il existe au moins un chemin de réduction qui
mène à une approximation de ce dernier.
Théorème V.3 (Complétude). Soit pi un R(LL) et (αi)i≤n une famille de R(DILL) apparaissant
dans T (pi). Pour toute famille {li}i≤n = A de jetons deux à deux incomparables, il existe un
R(LL) pi0  pi et une réduction menant à pi0
(Init(αi, li)i≤n,LA, {A}) mrg∗−−−→ pi0,
où LA est la fonction constante égale à A.
Démonstration. La preuve se fait par récurrence sur la profondeur de pi. Nous décomposons
l’étape de récurrence en deux cas. Lorsque pi est une boîte, nous choisissons des jetons qui
étendent les jetons initiaux et nous les réunissons pour appliquer l’hypothèse de récurrence.
Nous concluons par passage à la clôture par contexte. Dans le cas général, nous faisons passer
un compteur à travers la partie linéaire du réseau jusqu’aux portes des boîtes en utilisant la
Proposition V.9 page 238. Nous utilisons alors le cas de la boîte et concluons par clôture par
contexte.
Cas i : (Pas de boîte). Si pi n’a pas de boîte, alorsT (pi) = {pi} (voir Définition V.8 page 219) et
par la Proposition V.9 page 238 (en prenant s = 0) nous avons (Init(pi, . . . , pi),LA, {A}) mrg∗−−−→
(pi,LA, {A}), où LA est la fonction constante égale à A. On vérifie facilement que (pi,LA) ≡ pi.
Cas ii : (Une boîte). Si pi est une boîte de contenu ρ, alors chaque αi =
∏ki
j=1 cod(p, γi,j), où
p est le port de ρ relié au port principal de la boîte, ki est un entier et ∀j ≤ ki, γi,j ∈ T (ρ).
Remarquons qu’il est possible que ki = 0, i.e. αi = l(!0). Dans ce cas, c’est la boîte vide. Sans
perdre de généralité, nous pouvons réordonner les αi de sorte que pour tout i ≤ q, on ait ki > 0
et pour tout q + 1 ≤ i ≤ n, on ait ki = 0. Supposons de plus que q > 0, i.e. au moins un
k1 > 0 ; le cas q = 0 est direct.
Considérons un élément y ∈ X qui n’apparaît pas dans A et une famille {xji}i≤q,j≤ki
d’éléments de X deux à deux disjoints et qui n’apparaissent pas dans A ∪ {y}. Posons mi,j =
li ∪ {xji} pour tout i ≤ q et j ≤ ki et mi = li ∪ {y} pour tout q < i ≤ n. Finalement, soient
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Bw = {mi ; pour q < i ≤ n} et B = Bw ∪ {mi,j ; pour i ≤ q, j ≤ ki}. Remarquons que A / B.
Par hypothèse de récurrence
(Init(γi,j , mi,j) i≤q
j≤ki
,LB, {B}) mrg∗−−−→ (β,L′,B), (V.3)
où (β,L′) ≡ ρ[!0/br]r≤s, pour s ≥ 0 boîtes dans box(ρ). De plus, on peut calculer que
(Init(αi, li)i≤n,LA, {A}) !p−→ ?p∗−−→ (cod(p, InitBw(γi,j , mi,j) i≤q
j≤ki
),L′′, {A, B}),
où L′′ étiquette seulement deux cellules, la conclusion avec A et la co-déréliction de port prin-
cipal p avec B.
Comme nous l’avons remarqué dans le Fait (F1) page 231, on peut toujours étendre l’en-
semble des adresses et conserver la même réduction. En particulier, l’Équation (V.3) est toujours
vraie si on remplace {B} et B par respectivement {A, B} et {A} ∪ B.
On conclut par passage au contexte :
(Init(αi, li)i≤n,LA, {A}) mrg∗−−−→ (cod(p, β),L′′′,B),
où L′′′|β = L
′′, donc (cod(p, β),L′′′) ≡ pi[!0/br]r≤s.
Cas iii : (Les autres cas). Supposons que pi ait s′ ≥ 1 boîtes à la profondeur 0, i.e. box(pi) =
{b′r, r ≤ s′}, où nous utilisons l’apostrophe pour différencier ces boîtes de celles mention-
nées dans l’énoncé du Théorème V.3 page 239. Pour chaque r ≤ s′, notons ρr le contenu de
b′r. Par définition du développement de Taylor (Défintion V.8 page 219), chaque αi est égal à
pi[γr,i/b′r]r≤s′ , avec pour tout r ≤ s′, γr,i ∈ T (br). Soient r ≤ s′ et i ≤ n. En utilisant le cas
précédent, nous avons
(Init(γr,i, li)i≤n,LA, {A}) mrg∗−−−→ (βr,Lr,Ar), (V.4)
où LA est une fonction constante égale à A. Nous avons aussi (βr,Lr) ≡ br[!0/br,i]i≤kr , pour
chaque kr ≥ 0 boîte de box(br). En passant, remarquons qu’on pourrait avoir kr = 1 et
br,1 = br, donc (βr,Lr) ≡ !0. Remarquons aussi que nous pouvons supposer que, pour tous
r ≤ s′, les ensembles d’adresses Ar partagent seulement A. Par le Lemme V.8 page 237 nous
avons
(Init(pi[γr,i/b′r]r≤s′ , li)i≤n,LA, {A})
mrg∗−−−→ (pi[Init(γr,i, li)i≤n/b′r]r≤s′ ,LA, {A}).
Finalement, on conclut en passant au contexte et en utilisant la réduction (V.4),
(Init(αi, li)i≤n,LA, {A}) mrg∗−−−→ (pi[βr/b′r]r≤s′ ,∪r≤s′Lr,∪r≤s′Ar),
avec (pi[βr/b′r]r≤s′ ,∪r≤s′Lr) ≡ pi[!0/br,i]r≤s′
i≤kr
, car pour chaque r ≤ s′ nous avons (βr,Lr) ≡
!ρr[!0/br,i]i≤kr .
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Nous allons maintenant montrer le théorème de correction. Pour cela, nous avons besoin
d’introduire un peu de terminologie. Les étapes élémentaires de réduction !p et ?p de la Fi-
gure V.12 page 233 sont appelées emboîtements. Elles ne changent que l’adresse A associée au
compteur en une adresse A′. On dit qu’elles entrent dans la boîte. De plus, ces étapes de réduc-
tion imposent à la famille {y} ∪ {xli}i≤j,l≤ni d’éléments de X , qui sont ajoutés aux nouvelles
adresses, d’être deux à deux distincts.
Pour prouver le théorème de correction, nous avons besoin du Lemme V.12 page 242 de
séparation qui sera utilisé dans l’étape de récurrence pour se ramener à des états initiaux (voir
la Définition V.17 page 230). Pour démontrer ce lemme, nous allons partir d’une observation
sur la réduction. La forme de la réduction ax impose une relation entre les étiquettes des comp-
teurs d’une même composante connexe d’un réseau de fusion dont part une réduction réussie
(Lemme V.10 page 241). On en déduit que quand la réduction ne rentre pas dans une boîte,
alors les compteurs possèdent la même étiquette et s’il existe un chemin entre deux de leurs
ports, alors ils possèdent aussi la même étiquette (Lemme V.11 page 242).
Lemme V.10. Soit R une réduction commençant sur un réseau de fusion (α,L,A) et menant
à un succès. Soient β1, . . . , βn les arbres de décomposition du réseau différentiel ↑α (voir la
Figure V.1 page 226). Soient p et q deux ports libres et distincts de ↑α. Soient βp (resp. βq) les
deux arbres dont la racine est p (resp. q) et soit t (resp. u) le compteur ayant p (resp. q) comme
port auxiliaire. Si βp et βq partagent un axiome, alors
(i) t et u sont des compteurs différents ;
(ii) les étiquettes L(t), L(u) d’une part et λt(p), λu(q) d’autre part sont ordonnées dans le
même sens par rapport à l’ordre E pour les premières et à l’ordre ⊆ pour les secondes ;
(iii) si L(t) /L(u), alors R entre dans la boîte d’étiquette L(u) ; si L(u) /L(t), alors R entre
dans la boîte d’étiquette L(t).
Démonstration. Procédons par récurrence sur la longueur de R. Supposons que R commence
avec (α,L,A) mrg−−→ (α′,L′,A′), alors le suffixe R′ de R part d’un réseau de fusion (α′,L′,A′)
pour arriver sur un succès. Dans le cas où l’un des deux compteurs t ou u est impliqué dans la
réduction (α,L,A) mrg−−→ (α′,L′,A′), le lemme ne découle pas directement de l’hypothèse de
récurrence appliquée à R′. On doit alors étudier chacun des cas d’étape de réduction.
Si (α,L,A) ax−→ (α′,L′,A′), alors les seuls fils qui n’étaient pas déjà dans ↑α′ sont les
axiomes reliant les compteurs t 6= u. Remarquons que comme α′ résulte de la règle ax−→, on a
L(t) = L(u) et les étiquettes associées à chaque port des compteurs sont aussi égales.
Si la première étape de réduction de R est
!p−→ ou ?p−→ (voir la Définition V.18 page 231), on
pose t le compteur de α qui est réduit et t′ le compteur résultant dans α′ de la réduction (voir
Figure V.12 page 233) : t′ a un port p′ qui est un résidu du port p de t et tel que l’arbre β′p′
partage un axiome avec l’arbre β′q. Nous avons L(t) / L′(t′) et λt(p) ⊂ λt′(p′). Par hypothèse
de récurrence, t′ 6= u dans α′, d’où t 6= u dans α. De plus, ou bien L′(t′) E L′(u) = L(u),
ou bien L(u) E L′(t). Dans le premier cas, λt′(p′) ⊆ λu(q) (l’étiquetage Lu de u est le même
sur α et α′), donc L(t) / L(u) et λt(p) ⊂ λu(q). Dans le deuxième cas, d’après l’hypothèse de
récurrence, nous avons λu(q) ⊆ λt′(p′). De plus, d’après la définition de l’étape de réduction,
λt(p) ⊂ λt′(p′) et les éléments λt′(p′) \ λt(p) n’apparaissent pas dans A 3 L(u),L(t). On en
déduit que λu(q) ⊆ λt(p).
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Les autres cas se traitent de la même façon.
Lemme V.11. Soit R une réduction partant d’un réseau de fusion (α,L,A) et menant à un
succès. Supposons que les étapes de réduction deR n’entrent pas dans une boîte dont l’adresse
étiquette un compteur de α. Si p et q sont des ports libres de la même composante connexe de
↑α, alors
L(t) = L(u) et λt(p) = λu(q). (V.5)
Démonstration. Soient β1, . . . , βn les arbres de la décomposition canonique du R(DILL) ↑α,
comme décrit à la Figure V.1 page 226. Les deux ports libres p et q appartiennent à la même
composante connexe si et seulement si il existe des arbres βi1 , . . . , βik tels que p (resp. q) est
une racine de βi1 (resp. βik ) et pour tout j < k, βij et βij+1 partagent au moins un axiome.
Nous prouvons l’Équation (V.5) par récurrence sur le nombre k.
Si k = 1, alors les deux ports auxiliaires sont égaux et le lemme est vérifié. Sinon, notons
p′ la racine de βi2 et t′ le compteur dont p′ est un port auxiliaire. Comme βi1 et βi2 partagent
un axiome, nous pouvons appliquer le Lemme V.10 page 241 à p et p′. Puisque R n’entre pas
dans une boîte par les adresses L(t) et L(t′), on a L(t) = L(t′) et λt(p) = λt′(p′). Finalement,
on applique l’hypothèse de récurrence à p′ et q. Nous obtenons L(t′) = L(u) et λt′(p′) =
λu(q).
Lemme V.12 (Séparation). Soit R une réduction d’un réseau de fusion (α,L,A) menant à
un succès. Supposons qu’aucune étape élémentaire de R n’entre pas dans une boîte dont
l’adresse étiquette un compteur de α, alors on peut décomposer α : il existe une suite de
R(DILL) (αri )r≤s, i≤nr , une suite de jetons (l
r
i )r≤s, i≤nr deux à deux incomparables et une
suite d’adresses (Arw)r≤s telles que
α =
$\down\alpha$
$\cdots$
· · · InitAnw(αsi , lsi )i≤nsInitA1w(α1i , l1i )i≤n1
· · · · · ·
Démonstration. Comme R est un succès, deux compteurs d’une composante connexe de ↑α
ont la même étiquette. (Lemmes V.10 page 241 et V.11 page 242). Pour chaque étiquette A,
nous associons les sous-réseaux β constitués des cellules connectées à un compteur étiqueté
par A. Nous décomposons ensuite le sous-réseau ↑ β qui n’a qu’un seul type de compteur.
Grâce au Lemme V.11 page 242, deux ports auxiliaires de compteurs qui sont connectés ont
la même étiquette. Donc pour chaque l ∈ A, pour tout compteur de β et au-dessus de chaque
port auxiliaire étiqueté par l, il y a un sous-réseau de ↑β dont les ports libres sont les ports
auxiliaires étiquetés par l. Nous associons alors à chaque l le réseau constitué des sous-réseaux
au dessus des ports auxiliaires de compteurs étiquetés par l. Nous avons donc décomposé ↑β
en composantes non connexes et nous avons obtenu un état initial dont l’étiquette de départ est
A.
Nous avons maintenant tous les outils en main pour prouver la correction de l’algorithme
de fusion.
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Théorème V.4 (Correction). Soient pi un R(LL), (αi)i≤n une famille de R(DILL) et
A = (li)i≤n une famille de jetons deux à deux incomparables. S’il existe une réduction
(Init(αi, li)i≤n,LA, {A}) mrg∗−−−→ pi, (V.6)
alors pour tout i ≤ n, αi ∈ T (pi).
Démonstration. La preuve se fait par récurrence sur la profondeur du réseau pi. L’idée prin-
cipale est d’échanger les différentes étapes de la réduction et de regrouper toutes les étapes
qui entrent dans une boîte. Ceci est possible grâce au Fait (F3) page 234. Ensuite, grâce au
Lemme V.12 page 242 de séparation, nous nous ramenons à un état initial pour chaque boîte.
Nous pouvons alors appliquer l’hypothèse de récurrence.
Supposons que la réduction mène à (α,L,A) avec (α,L) ≡ pi.
Comme pour la démonstration de la complétude, nous faisons une étude de cas selon le
nombre de boîtes de pi. Commençons par remarquer que (α,L) ≡ pi implique que α = l(pi)
(voir la Définition V.13 page 227).
Cas i : (Aucune boîte). Si pi n’a pas de boîte, alors l(pi) = pi, α = pi et T (pi) = {α}.
En particulier, α n’a pas de co-déréliction. Comme (Init(αi, li)i≤n,LA, {A}) mrg∗−−−→ (α,L,A),
nous déduisons qu’aucun des αi n’a de co-déréliction. La Proposition V.9 page 238 permet de
conclure.
Cas ii : (Une seule boîte). Supposons que pi soit réduit à une boîte notée b dont ρ est
le contenu. Soit p le port de ρ qui est relié au port principal de la boîte. Alors l(pi) =
pi[cod(p, ρ)/b]. Comme pi ≡ (α,L) est un réseau étiqueté, α = cod(p, l(ρ)), c’est-à-dire
l(ρ) = cont(α,L,L(b)) = {c ∈ α |L(b) vα,L L(c)}\{b} et ρ ≡ (l(ρ),L|l(ρ)) où L(b)
est l’étiquette de la co-déréliction associée à b dans α. Dans la suite, nous notons B = L(b) et
B = L(l(ρ)) ∪ {B}.
Comme la seule cellule de α étiquetée par A est⊥,R ne l’utilise pas. De plus, B est le minimum
de B, on peut donc appliquer le Fait (F3) page 234 de report et décomposer R en deux réduc-
tions : une, notée RB , n’est faite que d’étapes de réduction déposant l’étiquette B et l’autre R′,
n’utilisant pas B pour étiqueter.
(Init(αi, li)i≤n,LA, {A}) !p?p∗−−−→
RB
(α′,L′, {A, B}) mrg∗−−−→
R′
(α,L,A). (V.7)
Remarquons queRB commence forcément par !p (voir la Figure V.12 page 233) qui crée la boîte
d’adresse B ou entre dans une boîte par cette adresse. Cela implique l’existence des entiers 0 ≤
j ≤ n et (ki)i≤j tels que B = {mli = li ∪ {xli} ; i ≤ j, l ≤ ki} ∪ {mi = li ∪ {y} ; j < i ≤ n},
où y est un élément de X qui n’apparaît pas dans A et {xli}i≤j,l≤ki est une famille d’éléments
de X deux-à-deux distincts qui n’apparaissent pas dans A ∪ {y}.
Puisque ↓Init(αi, li)i≤n n’a pas de cellule (sauf ⊥), nous déduisons de la forme de RB que le
R(DILL) ↓α′ n’est fait que d’une co-déréliction étiquetée par B, et les compteurs de 7→α′ sont
aussi étiquetés par B. Donc d’un côté part de R′, nous avons α′ = cod(p, 7→α′) et de l’autre côté
de R′ nous avons α = cod(p, l(ρ)) où nous avons identifié les ports du redex et du réduit. De
plus A = B ∪ {A}, L′(α′) ⊆ {B} et L(l(ρ)) ⊆ B, d’où le Fait (FV.4) page 231 implique que
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( 7→α′,L′, {B}) mrg∗−−−→
R′′
(l(ρ),L′|l(ρ),B). Remarquons que de part et d’autre, nous avons des ré-
seaux de fusion car nous avons restreint l’ensemble des adresses au co-domaine de l’étiquetage
(voir la Définition V.20 page 235).
Puisque R′′ est un succès et n’entre pas dans la boîte d’adresse B, nous pouvons utiliser
le Lemme V.12 page 242 de séparation et décomposer ↑ α′ en une famille (γi,l)i≤j, l≤ki de
R(DILL) tels que 7→α′ = InitBw(γi,l, mi,l)i≤j, l≤ki . Nous pouvons enfin appliquer l’hypothèse
de récurrence à (InitBw(γi,l, mi,l)i≤j, l≤ki ,LB, {B})
mrg∗−−−→ (l(ρ),L′|l(ρ),B) et nous obtenons
∀i ≤ n, l ≤ ki, γi,l ∈ T (ρ).
Comme α′ = cod(p, InitBw(γi,l, mi,l)i≤j, l≤ki) et étant donnée la forme de RB, nous avons
∀i ≤ n, αi =
∏ki
l=1 cod(p, γi,l). En appliquant la définition du développement de Taylor, nous
pouvons conclure que αi ∈ T (pi).
Cas iii : (Autres cas). Supposons qu’à la profondeur 0, pi possède s ≥ 1 boîtes (br)r≤s dont les
contenus respectifs sont (ρr)r≤s. Pour chaque r ≤ s, soit pr le port de ρr relié au port principal
de la boîte br, alors α = l(pi) = pi[cod(pr, l(ρr))/br]r≤s. Comme pi ≡ (α,L) est un réseau
étiqueté, pour tout r ≤ s, l(ρr) = cont(α,L,L(br)) = {c ∈ α |L(br) vα,L L(c)}\{br} et
ρr ≡ (l(ρr),L|l(ρr)) où L(br) est l’étiquette de la co-déréliction associée à br dans α. Dans la
suite, nous notons Br = L(br) et Br = L(l(ρr))∪ {Br}. Remarquons que A = unionmultir≤sBr ∪ {A}.
De plus, les boîtes sont deux à deux disjointes d’où Br et Br′ sont aussi disjointes.
Considérons à présent la réductionR définie par (V.6). Remarquons que le long de la réduc-
tion, la taille de l’ensemble des adresses augmente, on en déduit que A apparaît dans l’ensemble
des adresses de chacun des réseaux de fusion de la réduction R. Nous pouvons appliquer plu-
sieurs fois le Fait (F3) page 234 de report et anticiper les étapes qui utilisent A. On transforme
ainsi R en
(Init(αi, li)i≤n,LA, {A}) lnr∗−−−→
R′
(α′,LA, {A}) mrg∗−−−→
R′′
(α,L,A),
où R′ est faite des étapes linéaires de réduction R qui utilisent l’adresse A, alors que R′′
est faite des étapes de R qui introduisent des nouvelles adresses dans
⊎s
r=1 Br. Comme R′′
n’a pas d’étape qui utilise A, alors ↓ α′ est le sous-réseau de α fait des cellules de α dont
les étiquettes sont A, i.e. α′ = pi[γr/br]r≤s, pour des R(DILL) γr dont les conclusions sont
les ports auxiliaires des compteurs. De plus, R′ est linéaire. Grâce au Fait (F4) page 234,
chaque γr = Init(γi,r, li)i≤n pour des R(DILL) γi,r. Finalement, par le Lemme V.8 page 237,
∀i ≤ n, αi = pi[γi,r/br]r≤s.
Soit r ≤ s. Nous allons maintenant montrer que γi,r ∈ T (br) pour tout i ≤ s. Remarquons que
chaque étape de R′′ qui utilise l’adresse B dans Br peut être anticipée avant toutes les étapes
qui introduisent une adresse B′ dans Br′ , pour r′ 6= r. En effet, aucune de ces réductions ne
peut introduire B (sinon, on aurait B = B′ ∈ Br′) et le réduit ne peut avoir un redex du premier
(sinon B′ E B, ce qui impliquerait B ∈ Br′). Nous pouvons donc appliquer le Fait (F3) page 234
et transformer R′′ dans R′′r qui utilise Br et R′′′r qui n’utilisent aucune des adresses dans Br
(pi[Init(γi,r, li)i≤n/br]r≤s,LA, {A}) mrg∗−−−→
R′′r
(αr,Lr, {A} unionmulti Br) mrg∗−−−→
R′′′r
(α,L,A),
avec αr = pi[l(br)/br][Init(γi,r′ , li)i≤n/br′ ]r′≤s, r′ 6=r. Étant donnée la Définition V.18
page 231, R′′r est la réduction (Init(γi,r, li)i≤n,LB, {Br})
mrg∗−−−→ (l(br),Lr,Br) dans un
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contexte. Nous pouvons, à présent, appliquer le deuxième cas de notre étude à pi = br :
∀i ≤ n, γi,r ∈ T (!ρr).
Nous avons montré que pour chaque r ≤ s, pour chaque i ≤ n, γi,r ∈ T (!ρ). Rappelons
que pour tout i ≤ n, αi = pi[γi,r/br]r≤s. Finalement, par définition du développement de
Taylor (voir sa Définition V.8 page 219), ∀i ≤ n, αi ∈ T (pi).
Étude de la compléxité.
Proposition V.13. Le nombre d’étapes de réduction d’un chemin de réduction mrg∗−−−→ qui part
d’un réseau de fusion (α,L,A) admet une borne polynomiale en le nombre de ports dans α.
Démonstration. Étant donné un compteur t,
width(t) def= 1 + (#{p port ; p ∈ α \ t et p >α t})2 ,
depth(t) def= #
{
b co-déréliction ; b ∈↓α et L(t) 6⊆
⋃
A
}
,
Si |t| def= width(t) + depth(t) et |(α,L,A)| = ∑t∈α |t|, on vérifie facilement que |(α,L,A)|
diminue pour chacune des étapes de réduction élémentaires. Le carré est nécessaire pour l’étape
contr−−−→ et depth pour l’étape ?p−→.
On peut déduire de la Proposition V.13 page 245 le corollaire suivant.
Corollaire V.5. La longueur d’un chemin de réduction partant d’un réseau de fusion (α,L,A)
est polynomial en le nombre de ports dans α.
Les étapes élémentaires décrites sur les Figures V.12 page 233 sont locales. De plus, le
nombre de ports auxiliaires de chaque compteur est borné par le nombre de ports du réseau de
départ, noté n. Les étapes de réductions peuvent être implémentées sur une machine de Turing
en temps borné par n.
Théorème V.6. Le problème : «Étant donné un ensemble fini de réseaux différentiels, pro-
viennent ils du développement de Taylor d’un même réseau de la logique linéaire ?» est dans
NP.
Démonstration. En effet, l’algorithme de fusion résout ce problème d’après les théorèmes V.3
page 239 et V.4 page 243. De plus l’algorithme de fusion peut être implémenté sur une machine
de Turing non-déterministe. Le corollaire V.5 et les remarques qui le suivent montrent que les
branches de l’arbre d’exécution de cette machine de Turing sont de longueur polynomiale en la
taille de l’entrée (l’ensemble fini de réseaux différentiels).
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V.4.4 Conclusion
Dans ce chapitre, nous nous sommes consacrés à l’étude du développement de Taylor sans
se préoccuper des coefficients.
Le développement de Taylor permet de traduire tout réseau de preuve de la logique linéaire
en un ensemble de réseaux de preuve différentiels :
R(LL) T−→ P (R(DILL))
Nous avons présenté un algorithme de fusion non-déterministe qui réalise une version faible
de l’inverse du développement de Taylor. L’algorithme est présenté par un système de réécriture
mrg−−→ fortement normalisant, une forme normale étant ou bien un cul-de-sac, ou bien un réseau
de la logique linéaire.
On peut parler d’inverse puisque
{α1, . . . , αn} mrg∗−−−→ pi′  pi ⇐⇒ {α1, . . . , αn} ⊆ T(pi).
Mais c’est une version faible de l’inverse puisque nous ne considérons pas les ensembles quel-
conques de réseaux différentiels, mais nous nous restreignons aux ensembles finis.
Pourquoi se restreindre aux parties finies ? C’est parce que le développement de Taylor
contient de l’information redondante provenant de la duplication du contenu des boîtes.
Ceci peut se traduire par une première conjecture. Nous pensons que pour qu’une somme
formelle de réseaux soit uniforme, il suffit de vérifier l’uniformité de toutes ses sommes par-
tielles finies.
Conjecture 1. Soit {αi ; i ∈ I} un ensemble dénombrable de R(DILL). Il existe un réseau pi
de la logique linéaire tel que {αi ; i ∈ I} ⊆ T(pi) si et seulement si pour toute partie finie J
de I , il existe un réseau piJ de la logique linéaire tel que {αj ; j ∈ J} ⊆ T(piJ).
Rappelons qu’un ensemble de R(DILL) est uniforme lorsque ses éléments proviennent tous
du développement de Taylor d’un même R(LL) (voir la Définition V.9 page 221). Ainsi, cette
conjecture permet de ramener l’uniformité d’un ensemble de réseaux différentiels à l’uniformité
de ses parties finies. Notre algorithme permet alors de déterminer si un ensemble fini de réseaux
différentiels est uniforme. Il suffit de trouver un chemin de réécriture qui ne termine pas sur un
cul-de-sac.
Dans le λ-calcul, l’uniformité est caractérisée par une relation de cohérence binaire (voir
la Proposition III.50 page 108 et [ER03]). Autrement dit, pour savoir si un ensemble de termes
avec ressource provient du développement de Taylor d’un λ-terme, il suffit de tester cette pro-
priété pour tous les couples.
Dans DILL, la situation est un peu différente. L’uniformité est une relation au moins hyper-
cohérente et peut-être infinitaire. Elle n’est ni binaire, ni n-aire. On peut trouver des exemples
de R(DILL) qui ne sont pas uniformes dans leur ensemble mais qui sont uniformes deux à deux
(voir l’Exemple V.9 ci-dessous).
Exemple V.9. Considérons les trois R(DILL) suivants avec les interfaces !1, !1, !1, ?⊥, ?⊥, ?⊥.
246
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1
!
!
!
1
!
1
!
1
!
1
!
1
! ?
⊥
?
?
⊥
??
⊥
?
? ? ?!α1 :=
α2 :=
α3 :=
b1 b2 b3 w1 w2 w3
FIG. V.13: Un ensemble non-uniforme de réseaux différentiels deux à deux uniformes
Les co-dérélictions/co-affaiblissements sont nommés respectivement b1, b2, b3 et les trois
dérélictions/affaiblissements sont nommés respectivement w1, w2, w3. Nous fusionnons les
(co-)affaiblissement, (co-)contraction et (co-)déréliction en une unique cellule ? (resp. !).
Chacun des couples de R(DILL) parmi α1, α2, α3 est uniforme. En effet,
α1, α2 est contenu dans le développement de Taylor du R(LL)
1
!
⊥
?
1
!
⊥
?
1
! ?
α1 : 0 copie
α2 : 1 copie
α2 : 0 copie
α1 : 1 copie
α2, α3 est contenu dans le développement de Taylor du R(LL)
⊥
?
⊥
?
1
!
?
1
!
1
!
α2 : 0 copie
α3 : 1 copie
α2 : 1 copie
α3 : 0 copie
α1, α3 est contenu dans le développement de Taylor du R(LL)
1
!
⊥
?
1
! ?
1
!
⊥
?
α1 : 0 copie
α3 : 1 copie
α1 : 1 copie
α3 : 0 copie
247
CHAPITRE V. DÉVELOPPEMENT DE TAYLOR DANS LES RÉSEAUX
Cependant, il n’existe pas de R(LL) dont le développement de Taylor contienne les trois
R(DILL) α1, α2, α3. En effet, supposons qu’il en existe un noté pi. Alors, comme α1, α2 ∈
T (pi), l’affaiblissement w2 est un port auxiliaire de b1 ; mais comme α3 ∈ T (pi), l’affaiblis-
sement w2 devrait être une déréliction dans α3. Nous pouvons donc conclure qu’un tel R(LL)
n’existe pas.
Remarquons que l’on aurait aussi bien pu présenter une version n-aire de ce contre-
exemple, qui aurait démontré que l’uniformité n’est pas une relation n-aire (pour n ≥ 3).
On aurait aussi pu présenter un contre-exemple qui n’utilise ni le (Mix) ni les unités. Il suffit
pour cela de remplacer les unités par un réseau formé d’une cellule ` dont les ports auxiliaires
sont reliés par un axiome et d’ajouter un arbre de tenseurs en bas du réseau.
Une deuxième conjecture permet de justifier la restriction à des ensembles finis de réseaux
différentiels pour étudier le développement de Taylor. Nous pensons que tout le développement
de Taylor n’est pas nécessaire pour reconstruire exactement le réseau dont on est parti. Nous
pensons que tout réseau de la logique linéaire est entièrement codé par une partie finie de son
développement de Taylor.
Conjecture 2. Soit pi un réseau de la logique linéaire. Il existe une partie finie {α1, . . . , αn}
du développement de Taylor de pi telle que[
{α1, . . . , αn} mrg∗−−−→ pi′
]
⇒ pi′ = pi.
Cette conjecture ouvre la voie vers l’injectivité de la sémantique relationnelle : pour tous
réseaux de preuve pi et pi′ β/η-différents, JpiKRel 6= Jpi′KRel. C’est un problème soulevé par
Tortora De Falco [TdF03] encore ouvert à ce jour.
Cette question se ramène à l’injectivité du développement de Taylor. En effet, comme l’ont
montré d’une part De Carvalho et d’autre part Pagani et Mazza [MP07], pour tous réseaux de
preuve pi et pi′, on a
T(pi) 6= T(pi′) ⇐⇒ JpiKRel 6= qpi′yRel .
La Conjecture 2 implique l’injectivité du développement de Taylor. En effet, supposons
que pi 6= pi′. Soient {α1, . . . , αn} ⊆ T(pi) des réseaux différentiels caractérisant pi dans la
conjecture. Supposons qu’il existe pi0  pi′ tel que {α1, . . . , αn} mrg∗−−−→ pi0 alors pi0 = pi (car
les αi caractérisent pi). On en déduit que pi  pi′. Or pi et pi′ sont des réseaux de la logique
linéaire, donc pi  pi′ ⇒ pi = pi′ (voir la Définition V.10 page 222 de l’ordre d’information).
On aboutit à une contradiction et on en déduit que pour tout pi0  pi′, {α1, . . . , αn} ne mène
pas à pi0. Par le Théorème V.3 page 239 de complétude, il existe donc i ≤ n tel que αi /∈ T(pi′).
On a donc montré que T(pi) 6= T(pi′).
Nous avons donc ramené le problème de l’injectivité de Rel à un problème exprimé en
termes de confluence dans un système de réécriture.
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En conclusion, nous présentons quelques questions soulevées par notre travail ainsi que
quelques axes de recherche.
Sémantique de Lefschetz de la logique linéaire. Nous avons décrit les constructions de
la logique linéaire dans les espaces de Lefschetz. Nous avons également proposé une classe
d’espaces, les espaces de Lefschetz linéairement bornologiques et complets, qui est stable par
la négation et par les constructions additives de la logique linéaire. La suite naturelle est de
montrer que cette famille est stable par les constructions multiplicatives et exponentielles.
Par ailleurs, les espaces de Lefschetz présentent un cadre topologique plus simple que les
espaces localement convexes. Une fois les constructions de la logique linéaire comprises, on
pourra essayer de les transporter au cadre des espaces topologico-bornologiques et localement
convexes. Ce travail entamé avec Blute, Ehrhard et Scott pourra prendre appui sur la théorie de
la différentiation de Frölicher et Kriegl [FK88].
Caractérisation de l’exponentielle libre. Dans les espaces de finitude, l’exponentielle est
libre. Pourtant, les formules existant pour la calculer ne sont pas adaptées à ce cadre. Dans les
espaces de Lefschetz finitaires, ce phénomène se traduit de la manière suivante : l’exponentielle
correspond à l’espace des séries formelles muni de la topologie de la convergence uniforme sur
les linéairement compacts alors que la formule de Melliès et Tabareau calcule l’espace des po-
lynômes muni de la topologie co-produit. La première chose à vérifier est que l’exponentielle
des espaces de Lefschetz finitaires est libre. Ensuite, on pourra chercher une formule générali-
sant celle de Melliès et Tabareau et englobant le cas des espaces de finitude et des espaces de
Lefschetz finitaires. Enfin, il faudra comprendre quel est le rôle joué par l’opérateur de diffé-
rentiation.
Complétude dénotationnelle du raffinement total des espaces de finitude. La séman-
tique totale n’est pas complète en général. Le type Bn ⇒ B semble donc être une exception.
Du défaut de complétude, on peut conclure à l’existence de termes totaux construits à partir
de termes non totaux. Afin d’obtenir la complétude tout en laissant la sémantique inchangée,
il faudra donc ajouter des constructions élémentaires non totales et donner une propriété ca-
ractérisant la totalité des termes construits à partir de celles-ci. On peut penser notamment aux
termes obtenus grâce à l’opérateur de différentiation. En effet, la formule de Taylor permet de
construire des fonctions totales à partir des dérivées de ces fonctions.
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Par ailleurs, on pourra se demander si la sémantique totale caractérise les termes algé-
briques qui sont barycentriques. Autrement dit, soit
∑
i≤n aisi un terme algébrique de type A.
Supposons que sa sémantique soit dans la totalité de A. Peut-on en déduire que le terme est
barycentrique, autrement dit que
∑
i≤n ai = 1 ?
Logique de la formule de Taylor. Savoir caractériser la relation d’uniformité des réseaux
différentiels issus du développement de Taylor de réseaux de la logique linéaire est un problème
difficile. C’est pourquoi l’algorithme que nous avons proposé est dans la classe NP. La princi-
pale source de complexité est la reconstruction des boîtes. En effet, le développement de Taylor
efface toute trace des boîtes de la logique linéaire. Au contraire, dans le cadre du λ-calcul, la
relation d’uniformité est très simple à définir car les boîtes sont faciles à reconstruire. Ainsi, sur
les réseaux issus du λ-calcul, une grande partie du non-déterminisme de l’algorithme disparaît
car l’emboîtement est déjà connu.
Remarquons par ailleurs que l’algorithme de fusion que nous avons introduit ne reconstruit
pas directement les boîtes mais plutôt un ordre entre les cellules qui est défini par rapport à
un étiquetage. Cette façon de procéder semble équivalente à ajouter des sauts à la structure
des réseaux. Il sera donc intéressant d’ajouter de tels sauts aux réseaux différentiels. Ceci nous
permettra de reconstruire tout ou une partie des boîtes. Un réseau uniforme sera alors un réseau
sur lequel on peut ajouter des sauts corrects. Il sera alors possible de délimiter une classe de
réseaux dont on comprendra mieux la logique.
Formule de Taylor syntaxique et réduction. Dans le cadre du λ-calcul, Ehrhard et Re-
gnier [ER08] ont montré que la formule de Taylor et la β-réduction commutent. L’algorithme
de fusion que nous avons présenté ne concerne que les réseaux sans coupure.
Il serait naturel de dynamiser notre étude en l’adaptant aux réseaux avec coupure. Plusieurs
questions se posent alors. Est-ce que l’uniformité des réseaux différentiels est stable par réduc-
tion ? Vis-à-vis de quelle réduction ? (Il est probable que l’uniformité ne soit stable que par une
réduction à grands pas qui reste à définir.)
Par ailleurs, afin d’obtenir un théorème similaire à celui de Ehrhard et Regnier, il faudra
étudier les coefficients du développement de Taylor. Rappelons que notre étude s’est limitée au
support du développement. Il faudra notamment associer à tout réseau uniforme un coefficient
et étudier son comportement face à la réduction.
Injectivité du modèle relationnel. Nous avons vu que notre algorithme de fusion était lié
au modèle relationnel. En effet, si tout réseau de la logique linéaire peut-être caractérisé par un
ensemble fini de réseaux différentiels apparaissant dans sa formule de Taylor syntaxique, alors
nous pourrons en déduire l’injectivité du modèle relationnel. Il sera intéressant d’expliciter
les liens qu’entretiennent les étiquetages que notre algorithme construit et les expériences du
modèle relationnel. Nous pourrons alors mieux comprendre ce que notre approche apporte au
problème de l’injectivité.
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Résumé
SÉMANTIQUES ET SYNTAXES VECTORIELLES DE LA LOGIQUE LINÉAIRE
Avec les espaces de finitude, Ehrhard a exhibé une sémantique de la logique linéaire conte-
nant une opération de différentiation. Dans ce cadre, l’interprétation des formules est décom-
posable en séries de Taylor. Cette étude a engendré des syntaxes différentielles. Cette thèse de
sémantique dénotationnelle prolonge ce travail par une exploration de sémantiques vectorielles
de la logique linéaire, et contribue à l’étude sémantique et syntaxique de la formule de Taylor.
La première partie aborde la sémantique. Nous présentons l’interprétation des constructions
de la logique linéaire dans les espaces vectoriels munis d’une topologie linéarisée, les espaces
de Lefschetz. Nous définissons une notion intrinsèque d’espaces de finitude, les espaces de
Lefschetz finitaires. Nous caractérisons les espaces de Lefschetz réflexifs complets à l’aide de
bornologies linéaires. Enfin, nous montrons que la décomposition de Taylor reste valide dans
ces espaces.
La seconde partie porte sur les syntaxes différentielles. La formule de Taylor syntaxique
traduit un terme en une superposition de termes différentiels qui sont autant de possibilités
d’exécutions. Comme l’ont montré Ehrhard et Regnier, les termes issus de cette traduction vé-
rifient une relation de cohérence. Nous introduisons une sémantique totale qui capture cette
relation. Puis, nous construisons une extension vectorielle du lambda-calcul, le calcul barycen-
trique, interprété par cette sémantique totale. Enfin, dans le cadre des réseaux différentiels, nous
présentons un algorithme non déterministe qui permet de décider si un ensemble fini de réseaux
différentiels provient de la traduction d’un réseau de la logique linéaire par la formule de Taylor
syntaxique.
Mots clés : Logique linéaire – Espaces de finitude – Topologie linéarisée – Sémantique quan-
titative – Formule de Taylor syntaxique – λ-calcul algébrique – Réseaux différentiels
Abstract
VECTORIAL SEMANTICS AND SYNTAX OF LINEAR LOGIC
With finiteness spaces, Ehrhard has shown a semantics of linear logic with a differentiation
operation. In this framework, the interpretation of formulas can be represented as Taylor series.
This has led to the introduction of a differential syntax. This thesis in denotational semantics
pursues this work through an exploration of vectorial semantics of linear logic and contributes
to the semantic and syntactic study of the Taylor formula.
In the first part, we tackle semantics. We present the interpretation of linear logic construc-
tions in linearised topological vector spaces. We build an intrinsic notion of finiteness spaces,
named finitary Lefschetz spaces. We characterise the linearised topological vector spaces which
are reflexive and complete thanks to linear bornologies. Last, we show that the Taylor series
property of finiteness spaces is still true in the linearised topological vector spaces framework.
The second part is about differential syntax. The syntactic Taylor formula translate terms
into a sum of differential terms representing different executions. As shown by Ehrhard and
Regnier, the terms that are the target of this translation are coherent. We introduce a total
semantics which catch this relation. We build a linear extension of lambda-calculus, named
barycentric-calculus, interpreted by the total semantics. Finally, in the differential nets frame-
work, we present a non-deterministic algorithm which decides if a finite set of differential nets
comes from a linear logic net through the syntactic Taylor formula.
Keywords : Linear logic – Finiteness spaces – Linearised topology – Quantitative semantics –
Syntactic Taylor formula – Algebraic λ-calculus – Differential nets
