Abstract. In this article, we prove gradient estimates under Bakry-Emery curvature bounds for unbounded graph Laplacians which satisfy an ellipticity assumption. As applications, we study completeness and finiteness of stochastically complete graphs under Bakry-Emery curvature bounds.
Introduction
Since many decades, it is well known that there is a deep relationship between Ricci curvature and the heat equation. In particular, lower Ricci curvature bounds can be characterized via gradient estimates for the heat semigroup [62, 65] . Recently, there has been remarkable interest in discrete versions of Ricci curvature. Specifically, numerous definitions and approaches have been put forward. For example, Ricci curvature via optimal transport has been studied in [4-8, 10-13, 15, 29-31, 36, 37, 45, 49-58, 60, 61, 63, 64] . Ricci curvature defined by the convexity of entropy has been studied in [16] [17] [18] 46] . Discrete Bakry Emery Ricci curvature based on Bochner's formula builds on [1] and has been studied in [2, 3, 9, 13, 14, 19-22, 24-26, 26-28, 31, 33-35, 38-43, 47, 48, 59, 66] . Specifically, via Bakry Emery curvature, analogous gradient estimates as on manifolds have been established on graphs under several additional assumptions [22, 26, 35] . However, most of this work is centered around graphs with bounded vertex degree. Only recently unbounded Laplacians were studied [22, 23, 26] . In this article, we prove a characterization of various gradient estimates for unbounded Laplacians by means of Bakry-Emery Ricci curvature under an ellipticity assumption.
We say a locally finite graph b over a discrete measure space (X, m) (see Section 2 for a definition) satisfies the ellipticity condition (EC) if there is a constant C > 0 such that b(x, y) ≤ Cm(x)m(y), x, y ∈ X. (EC)
The main theorem of this paper provides a characterization of the Bakry-Emery curvature condition CD(K, n) via various gradient estimates of the Laplacian ∆ and its semigroup P t in terms of the carré du champ operator Γ on the space of positive finitely supported functions C + c (X) (see Section 2 for definitions).
Theorem 1.1. Let b be a locally finite graph over (X, m) that satisfies the ellipticity condition (EC). Let n > 0 and K ∈ R. Then, the following statements are equivalent:
where for K = 0 we set (1 − e ±2Kt )/K = ∓2t and (e ±2Kt − 1 ∓ 2Kt)/K 2 = 2t 2 .
Let us discuss the result in view of the literature.
For bounded graph Laplacians, such a theorem was proven in [35, Theorem 3.1] . Moreover, in [26] the equivalence of (i) ⇐⇒ (ii) for n = ∞ was proven under the assumption of completeness of the graph (see Section 6) and non-degeneracy of the measure, i.e., m ≥ C for some constant C > 0. Later in [22] , (i) ⇐⇒ (iv) was proven for n = ∞ and (i) ⇐⇒ (ii) was proven for arbitrary positive n under the same assumptions, i.e., completeness and non-degenerate measure.
From a logical point of view, our condition (EC) is independent from the conditions in the literature. Specifically, (EC) is independent of boundedness as well as of non-degeneracy of the measure and completeness. Hence, our result stands skew to the results discussed above.
From a conceptual point of view, our assumption (EC) is purely local and geometrical. This stands in contrast to the non-local completeness assumption which is rather analytical and has no immediate geometric meaning.
Finally, from a practical point of view, (EC) is explicit and allows for unbounded graphs. On the other hand, completeness is often hard to check and boundedness is rather restrictive.
A major advantage of our approach is that graphs with standard weights and the counting measure as well as with the normalizing measure satisfy (EC).
The paper is structured as follows. In the next section we introduce the basic notions. In Section 3 we prove a Green's formula which is a consequence of the ellipticity condition (EC). In Section 4 we compute the derivative of the function s → P s Γ(P t−s f )(x) with respect to s under very mild conditions. We put these two pieces together in Section 5 to prove the theorem above. Finally, we study applications of the main theorem for stochastically complete graphs.
Setup and notations
Let a discrete countable space X be given. A strictly positive function m on X extends to a measure of full support via additivity, i.e., m(A) = x∈A m(x), A ⊆ X, and (X, m) is referred to as a discrete measure space. A locally finite graph over a discrete measure space (X, m) is a symmetric function b : X × X → [0, ∞) with zero diagonal such that the sets {y ∈ X | b(x, y) > 0} are finite for all x ∈ X. The graph b is called connected if for every x, y ∈ X there are x 1 , . . . ,
The space of real valued functions on X is denoted by C(X) and its subspace of compactly, and, thus, finitely supported functions is denoted by C c (X). We denote by p (X, m) the standard spaces of p-summable real valued functions with respect to m and ∞ (X) the space of bounded real valued functions. Their norms are denoted by
such that 1/p + 1/q = 1, we denote the dual pairing by ·, · p,q . Furthermore, for f, g ∈ C(X), we write
whenever the right hand side converges absolutely.
On C(X), we define the Laplacian ∆ as
With the Laplacian at hand, we can introduce the Γ-calculus (see e.g. [1] ) via setting Γ 0 (f, g) = f · g and iteratively
for f, g ∈ C(X) and k ∈ N 0 . For convenience, we write Γ k (f ) := Γ k (f, f ) and Γ := Γ 1 which is often referred to as the carré du champs operator. Obviously, Γ k is bilinear.
We say a graph satisfies the curvature dimension condition CD(K, n) with curvature K ∈ R and dimension n > 0 if, for all f ∈ C(X),
In order to introduce the heat semigroup, we need to consider a self-adjoint restriction of ∆. Due to the local finiteness of the graph, the restriction of −∆ to C c (X) is a symmetric positive operator on 2 (X, m).
By the spectral theorem we define powers L k , k ≥ 0, of L. By local finiteness of the graph, the compactly supported functions
Furthermore, we define the heat semigroup
which extends to a bounded positive contraction semigroup on all p (X, m) spaces, p ∈ [1, ∞] and is strongly continuous for p ∈ [1, ∞). Moreover, for f ∈ 2 (X, m), the function
is the unique solution of the heat equation
, with uniqueness in the domain of the generator of P t in p (X, m).
Green's formula
It can be seen that the quadratic form of the restriction of −∆ is given by
and by definition of L and −∆ = L we have
Below, we will extend this equality known as Green's formula to a larger class of functions under the condition (EC).
Proposition 3.1 (Green's formula). Assume the graph b over (X, m) satisfies (EC). Then, for all f, g ∈ 1 (X, m) with ∆g ∈ ∞ (X) we have f, ∆g 1,∞ = ∆f, g abs .
To prove the statement, consider the weighted vertex degree Deg :
and we denote the corresponding multiplication operator on C(X) by slight abuse of notation also by Deg. This way the adjacency matrix A := ∆ + Deg acts on C(X) as
We can characterize the ellipticity condition (EC) by boundedness of the adjacency matrix as an operator from 1 (X, m) to ∞ (X).
Lemma 3.2 (Characterizing (EC) via A).
Let b be a graph over (X, m). The following statements are equivalent:
The boundedness of A from 1 (X, m) to ∞ (X) follows from the estimate
Hence, A 1,∞ ≤ C with · 1,∞ being the operator norm from 1 (X, m) to ∞ (X).
(ii) =⇒ (i): The boundedness of A from 1 (X, m) to ∞ (X) applied to the characteristic function 1 y of the vertex y gives
Proof of Proposition 3.1. By decomposition into positive and negative part we can assume that f and g are positive.
By the lemma above we have Ag ∈ ∞ (X) and, therefore,
Tonelli's theorem gives f, Ag 1,∞ = Af, g ∞,1 for the positive functions f, g. Moreover, since Deg is a multiplication operator, we have f, Deg g 1,∞ = Deg f, g abs . Hence,
This finishes the proof.
A product rule
To prove the main theorem, Theorem 1.1, we need to compute the derivative of the function
for fixed t ≥ 0 and x ∈ X. This will be achieved by the next proposition and the Green's formula above.
To this end, recall that P t = e −tL , t ≥ 0, is a bounded positive contraction semigroup on p (X, m), p ∈ [1, ∞], which is strongly continuous for p ∈ [1, ∞) (where L is the Friedrichs extension of the restriction of −∆ to C c (X)). Moreover,
The following proposition is found in [22, 35] under stronger assumptions.
Proposition 4.1. Let b be a locally finite graph over (X, m) and k = 0, 1. Then, for all f ∈ C c (X), 0 < s < t and x ∈ X, we have
While formally the statement in the proposition above is only the product rule, one has to ensure that one is allowed to interchange the corresponding limits. To this end, the following lemma is vital.
Lemma 4.2. Let b be a locally finite graph over (X, m) and k = 0, 1. Then, for all f ∈ C c (X), 0 ≤ s ≤ t and x ∈ X, we have
and for all T ≥ 0,
Proof. To interchange the derivative ∂ t with Γ k we employ the fundamental theorem of calculus and Fubini's theorem. Then, the first statement follows by Leibniz' rule and since
To show the second statement, we need a basic estimate. Since P t = e −tL is a contraction on 2 (X, m), we infer for k, l = 0, 1,
Notice that by the fundamental theorem of calculus we have for k = 0, 1, t ≥ 0 and f ∈ C c (X)
, and thus for t ≤ T ,
Hence, taking the · 1 norm we get by the basic estimate in the beginning,
. Furthermore, by Cauchy-Schwarz and the equality in the statement shown above, we obtain
Hence,
Remark 4.3. The proof of the lemma actually works for functions in D(L 5/2 ).
Proof of Proposition 4.1. We recall that for a function f : X × (a, b) → R that is differentiable in the second variable and satisfies f (·, s) ∈ 1 (X, m) for all s ∈ (a, b) and
We apply this to the function
Since Γ k (P t−s f ) ∈ 1 (X, m) and P s 1 x ∈ ∞ (X), we have Γ k (P t−s f )P s 1 x ∈ 1 (X, m) for all s ∈ (0, t). Moreover, we have to show that sup s∈(0,t) |∂ s f k (·, s)| ∈ 1 (X, m) for all t > 0.
To this end we apply Leibniz rule
As for the first part, sup s∈(0,t) ∂ s Γ k (P t−s f ) ∈ 1 (X, m) by the lemma above and 0 ≤ P s 1 x ≤ 1 since P s is a contraction on ∞ (X).
As for the second part, sup s∈(0,t) Γ k (P t−s f ) ∈ 1 (X, m) by the lemma above and by local finiteness ∆1 x ∈ C c (X) ⊆ ∞ (X), i.e., |∆1 x | ≤ C for some C ≥ 0, so, we have
Therefore, we can exchange derivation and summation which yields
Proof of the main theorem
The key ingredient to the proof is the following theorem which is a combination of the product role and Green's formula above.
Theorem 5.1. Let b be a locally finite graph over (X, m) that satisfies the ellipticity condition (EC). Let k ∈ 0, 1 and x ∈ X. Then, for f ∈ C + c (X),
Moreover in other terms,
Proof. By Proposition 4.1 we have
by local finiteness), we can apply Green's formula, Proposition 3.1, to obtain
Now, by Lemma 4.2 we have
and by definition of Γ k+1 we arrive at
This finishes the proof of the first statement. The "moreover" statement follows directly since g, P s 1 x abs = m(x)P s g(x) whenever the dual pairing is absolutely summable.
The proof of Theorem 1.1 follows by similar arguments as in [26] . We prove the following auxiliary lemma first.
Lemma 5.2. Let b be a locally finite graph over (X, m) that satisfies the ellipticity condition (EC) and CD(−K, n) for some K and n. Then, for f ∈ C + c (X) and 0 ≤ s ≤ t,
Proof. By Theorem 5.1, by CD(−K, n) and since the semigroup is positive, we obtain
Furthermore, by the P s 1 ≤ 1 and the Cauchy-Schwarz inequality, we estimate
Proof of Theorem 1.1. Let H(s) := e 2Ks P s Γ(P t−s f ) for 0 ≤ s ≤ t.
We first prove (i) =⇒ (ii). By the lemma above we have H (s) ≥ 2 n P s (∆P t−s f ) 2 e 2Ks and integrating over s yields
Rearranging the inequality proves (ii).
We next prove (ii) =⇒ (iii). By the second inequality in the lemma above, we have (∆P t−s f ) 2 e 2Ks ≥ 2 n (P t ∆f ) 2 e 2Ks . Therefore,
Plugging this inequality into (ii) proves (iii).
We next prove (i) =⇒ (iv),(v). Let G(s) := P s (P t−s f ) 2 for 0 ≤ s ≤ t. Then, by Theorem 5.1,
By the lemma above we have H (r) ≥ 2 n (P t ∆f ) 2 e 2Ks , s ≤ r ≤ t, and, thus,
Thus,
Integrating with respect to s from 0 to t yields
Plugging in G(t), G(0), H(t) and H(0) proves (iv) and (v) respectively.
The implication (iii) =⇒ (i) follows by taking the derivative with respect to t at t = 0. Specifically, one subtracts Γ(f ) on each side of the inequality, divides by t and lets t → 0.
The implications (iv) =⇒ (i) and (v) =⇒ (i) follow by taking the derivative with respect to t twice at t = 0. Specifically, consider the Taylor expansions, cf. [32] , of the term on the left hand side and the first term on the right hand side at t = 0,
Subtracting 2tΓ(f ) on both sides, dividing by t 2 and taking the limit t → 0 yields the implication (iv) =⇒ (i). To see the implication (v) =⇒ (i), consider the Taylor expansion of the first term of the right hand side of (v) instead, i.e.,
Now, again subtracting 2tΓ(f ), dividing by t 2 and taking the limit t → 0 yields the implication (v) =⇒ (i).
Completeness, stochastic completeness and finite measure
In this section, we present two applications of the characterization above. This concerns the relationship between completeness and stochastic completeness under a curvature dimension inequality.
To this end, recall that a graph is said to have the Feller property if
where C 0 (X) is the closure of C c (X) with respect to · ∞ . Furthermore, a graph is called stochastically complete if
where 1 denotes the constant function 1. Finally, we call a graph complete if there is an increasing nonnegative sequence of functions η k ∈ C c (V ), k ∈ N, that converge pointwise η k → 1 and
In [26] it is shown that under a lower curvature bound, completeness implies stochastic completeness. Next, we prove that the converse is true as well in case of non-negative curvature when the graph also satisfies the ellipticity condition (EC) and the Feller property.
Theorem 6.1. Let b be a locally finite graph over (X, m) that satisfies the ellipticity condition (EC) and CD(0, ∞). If the graph is stochastically complete and satisfies the Feller property, then the graph is complete.
Proof. To prove completeness, we show that for every finite S ⊆ X and ε > 0 there is η = η S ε ∈ C c (V ) such that η = 1 on S and Γ(η) ≤ ε. Let t = 2/ε. Due to stochastic completeness, we can choose U ⊆ X finite such that P t 1 U ≥ 3/4 on S. Due to the Feller property we can choose W ⊆ X finite such that P t 1 U ≤ 1/4 for X \ W . Let η := 1 ∧ (2P t 1 U − 1/2) + .
Then, supp η ⊂ W and thus, η ∈ C c (X) and η = 1 on S. By Theorem 1.1 (v) the assumption CD(0, ∞) implies
for all compactly supported f . Thus, we estimate using the definition of η, the inequality just mentioned and P t 1 2 U ≤ 1
Theorem 6.2. Let b be a locally finite, connected graph over (X, m) that satisfies the ellipticity condition (EC) and CD(K, ∞) for some K > 0. Furthermore, assume that the graphs is complete, then the graphs has finite measure.
We want to point out that the same result with slightly different assumptions has been independently established in the context of proving Buser's inequality [44] .
Proof. Let x ∈ X and ε > 0. Due to completeness, there exists η ∈ C c (X) such that η(x) = 1 and Γ(η) < ε. Observe that by Jensen's inequality we have Therefore, by Theorem 1.1 (ii), (∂ t P t η) 2 (x) ≤ 2 Deg(x)Γ(P t η)(x) ≤ 2 Deg(x)e −2Kt P t (Γη)(x) ≤ 2 Deg(x)e −2Kt ε.
Taking square root and integrating over time yields by the fundamental theorem of calculus η(x) − lim t→∞ P t η(x) ≤ 2ε Deg(x) K . Now, suppose m(X) = ∞. Due to connectedness, by the spectral theorem we obtain lim t→∞ P t η(x) = 0.
Since additionally η(x) = 1, the two (in)equalities above yield
This is a contradiction for ε small enough. Hence, the assumption m(X) = ∞ is wrong which finishes the proof.
Combining the above theorems yields the following corollary for combinatorial graphs, i.e., graphs where b takes the values 0 or 1 and m ≡ 1.
