Use of data analytics to predict calls based on advertising campaigns by Kurnik, Marcel
 
 
UNIVERZA V LJUBLJANI 
























UNIVERZA V LJUBLJANI 










































Zahvaljujem se izr. prof. dr. Damjanu Škulju za vso podporo, znanje in pomoč pri izdelavi 
diplomskega dela. 
Prav tako gre posebna zahvala podjetju Telekom Slovenije, d.d., za podatke, ki sem jih lahko 
uporabil v diplomskem delu. Zahvalil bi se tudi partnerki in družini, ki sta me podpirali in 
stali ob strani. 
 
 
Uporaba podatkovne analitike pri napovedovanju klicev glede na oglaševalske kampanje 
Uporaba podatkovne analitike je postala vse bolj razširjena v vseh panogah zaradi pojava 
masovnih podatkov in zahtev, ki jih narekuje trg. Napovedna analitika je vse bolj priljubljena 
v sklopu podatkovne analitike, saj se vse več organizacij zaveda pomembnosti napovedovanja 
prihodnjih vrednosti. Napovedovanje je pomembno tudi v klicnem centru zaradi optimizacije 
dela zaposlenih. Pri takšni vsebini napovedne analitike podjetja uporabljajo različne 
metodologije napovednih modelov, med njimi tudi regresijsko analizo. Na povečanje števila 
klicev lahko vpliva veliko dejavnikov, eden izmed najpogostejših pa so oglaševalske kampanje. 
V svojem diplomskem delu sem z linearno regresijsko analizo napovedal število klicev glede 
na oglaševalske kampanje, kjer sem ugotovil, da je linearna regresija primerna metoda za 
napovedovanje števila klicev. Rezultati so pokazali, da gre za pozitivno povezanost med 
številom klicev in oglaševalskimi kampanjami, ki je statistično značilna v mesečnem in 
tedenskem obdobju. Dobljene rezultate sem s pomočjo Erlangovega kalkulatorja uporabil za 
prikaz optimizacije urnika v klicnem centru. 
Ključne besede: podatkovna analitika, napovedovanje, linearna regresijska analiza, 
oglaševalske kampanje, optimizacija urnika. 
 
Use of data analytics to predict calls based on advertising campaigns 
The use of data analytics has become more widespread in all industries due to the emergence 
of massive data and market driven demands. Predictive analytics is increasingly popular with 
data analytics as more and more organizations are becoming aware of the importance of 
predicting future values. Forecasting is also important in the call center to optimize workload. 
With such content, companies use predictive analytics and various methodologies of predictive 
models, including regression analysis. Many factors can influence the increase in calls, and one 
of the most common are advertising campaigns. In my thesis, I predicted the number of calls 
based on advertising campaigns with linear regression analysis. I have found that linear 
regression is a suitable method for predicting the number of calls. The results showed that there 
is a positive correlation between the number of calls and advertising campaigns, which is 
statistically significant in the monthly and weekly period. I used the obtained results with the 
help of Erlang's calculator to show the optimization of the schedule in the call center. 
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Uporaba podatkovne analitike je danes vse bolj razširjena.  Korporacije po vsem svetu 
uporabljajo analitična orodja zaradi boljšega razumevanje potreb in želja kupcev (Attaran in 
Attaran, 2018). Podatkovna analitika je postopek uporabe računskih metod za odkrivanje in 
poročanje o vplivajočih vzorcih iz podatkov. Cilj podatkovne analitike je pridobiti poglobljen 
vpogled in vplivati na upravljavske odločitve. Podatki so merilo preteklih informacij, zato  po 
definiciji podatkovna analitika preučuje zgodovinske podatke (Abbott, 2014). Prav tako pa je 
pomembna pri notranjih procesih in optimizaciji dela zaposlenih. S pravilno uporabo in 
ustreznimi modeli lahko povečamo učinkovitost dela in znižamo nepotrebne stroške. Tukaj igra 
odločilno vlogo napovedna analitika, ki omogoča zmanjšanje tveganj in ustrezne odločitve 
podjetja. Pri tem uporablja statistične metode na podlagi preteklih podatkov in tehnik strojnega 
učenja za predvidevanje prihodnjih dogodkov. Slednje je pomembno na vseh področjih, tudi v 
klicnih centrih, kjer je potrebno prilagoditi urnik zaposlenih glede na število klicev. V primeru, 
da je v istem času predvidenih preveč zaposlenih, lahko to povzroči nizko učinkovitost in visoke 
stroške (Bergh, 2008). Po drugi strani pa lahko število klicev presega število zaposlenih v 
danem času in povzroči nezadovoljstvo uporabnikov zaradi neodgovorjenih klicev. Rezultat 
takšnega scenarija bi bila izguba dohodka. Glavni namen je najti ravnotežje med količino klicev 
in razporeditvijo zaposlenih ter se zavedati posebnih dogodkov, ki lahko povečajo ali zmanjšajo 
količino klicev. Med posebne dogodke spadajo tudi oglaševalske kampanje. V večini primerov 
se število klicev poveča. Napovedovanje števila klicev, ki temeljijo na oglaševalskih kampanjah 
ali promocijskem načrtu, predstavlja velik problem za klicne centre (Soyer in Tarimcilar, 2008). 
Glavni namen diplomskega dela je s pomočjo napovednega modela napovedati število klicev 
glede na oglaševalske kampanje in preučiti njihovo povezanost. Podatke sem pridobil v klicnem 
centru telekomunikacijskega podjetja Telekom Slovenije, d.d. za obdobje treh let. Za ustrezni 
napovedni model je potrebno imeti podatke izpred dveh let ali več (''How to Forecast With 
Minimal Data'', b.d.). Časovni okvir oglaševalskih kampanj in število klicev bo preučevan glede 
na mesečno obdobje. Dobljene rezultate lahko podjetje uporabi pri optimizaciji urnika. Prva 
hipoteza, ki jo v diplomskem delu preverjam je, da lahko s pomočjo napovednega modela za 
število klicev glede na oglaševalske kampanje, optimiziramo delo v klicnem centru. Druga 
hipoteza pa temelji na povezanosti med številom klicev in oglaševalskimi kampanjami. 
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Prvi del diplomskega dela predstavlja teoretični del. V njem sem predstavil teoretični okvir 
napovedne analitike in izraz masovnih podatkov (ang. Big Data) , ki so vpeti v področje kot je 
klicni center, kjer so podatki kompleksni in variabilni. Prav tako sem predstavil poslovno 
inteligenco, ki povezuje pretekle podatke, trenutne podatke, napredne tehnike obdelave 
podatkov in tehnike vizualizacije za podporo odločanja na vseh ravneh (Abott, 2014). Opisal 
sem izzive in priložnosti, ki nam jih prinaša podatkovna in napovedna analitika, ki sta sestavni 
del poslovne inteligence. Poleg tega sem raziskal uporabo podatkovne analitike v klicnem 
centru. Pred prikazom empiričnega dela sem predstavil teoretski okvir linearne regresije, ki sem 
jo uporabil za napovedovanje klicev in podrobno predstavil glavne karakteristike podatkov, ki 
so pomembni v klicnem centru. Drugi del diplomskega dela vsebuje empirični del, kjer sem s 
pomočjo vrtilnih tabel v programu Microsoft Excel in poizvedb, pripravil ustrezne podatke za 
nadaljnjo analizo. S pomočjo programa SPSS ter z napovednim modelom sem napovedal 
količino klicev glede na pretekle podatke in preučil povezanost med oglaševalskimi 
kampanjami. Zastavil sem si tudi raziskovalno vprašanje, kjer me zanima, v kolikšni meri 
vplivajo oglaševalske kampanje na število klicev v klicnem centru. Omejitve pri pisanju dela 













2 NAPOVEDNA ANALITIKA 
 
Količina podatkov raste hitreje kot kadarkoli prej iz različnih virov, kot so na primer družbena 
omrežja, internet stvari in zbirke podatkov, ki jih najdemo v praktično vsakem podjetju, katera 
zbirajo podatke od svojih strank ali zaposlenih. V naslednjih petih letih naj bi obseg podatkov 
narasel za kar 800-odstotkov, 80-odstotkov teh podatkov pa bo nestrukturiranih (Feki in drugi, 
2016). Zaradi pojava masovnih podatkov je poslovna analitika postala poglavitna tema za 
raziskovalce. Z njo lahko podatke uporabimo za poslovne odločitve. Napovedna analitika 
postaja vse bolj priljubljena, saj se vse več organizacij zaveda, da napovedni modeli vedenja 
strank in poslovnih scenarijev omogočajo vpogled v masovne podatke. Prav tako pa velja za 
enega od ključnih dejavnikov pri digitalnih preobrazbah v vseh podjetjih in različnih panogah. 
V kolikor se napovedovanje pravilno izvaja, obstajajo velike poslovne koristi, ki omogočajo 
ustrezno poslovanje podjetja v prihodnosti. Do leta 2020 se je število podjetij, ki uporabljajo 
napovedno analitiko, povzpelo na 70-odstotkov, medtem ko je raziskava MHI/Deloitte iz leta 
2015 pokazala, da so jo v preteklosti podjetja uporabljala v samo 25-odstotkih (Attaran in 
Attaran, 2018). Napovedna analitika vključuje statistične modele in druge empirične metode, 
katerih namen je ustvariti empirične napovedi in metode za oceno kakovosti v praksi. Poleg 
svoje praktične uporabnosti igra pomembno vlogo pri gradnji teorije, teoretičnem testiranju in 
oceni ustreznosti. Zato je nujen sestavni del znanstvenih raziskav (Shmueli in Koppius, 2011). 
Tehnologija podatkovnega rudarjenja je močno vpeta v napovedno analitiko, saj predstavlja 
razširitev prej omenjene tehnologije. Podatkovno rudarjenje pomaga pri pregledu masovnih 
podatkov, ker odkriva določene vzorce za nadaljnje odločitve. Pomembno je, da se podjetja 
odločajo na podlagi podatkov, ki jih omogoča napovedna analitika, in ne predpostavk. Koraki 
izvajanja analitike v podjetju, kot jih navajata Attaran in Attaran (2018) so sledeči: 
1. Opredelitev problema: opredelitev rezultata projekta in poslovnega cilja ter določitev 
nabora podatkov, ki se bodo uporabljali. 
2. Zbiranje podatkov: zbiranje podatkov iz več virov za nadaljnjo analizo, podatki so lahko 
strukturirani ali nestrukturirani. 
3. Analiza podatkov: analiza podatkov z različnimi procesi kot so pregledovanje, čiščenje, 
modeliranje in preoblikovanje. Glavni cilj je odkriti koristne informacije. 
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4. Statistična analiza: uporaba standardnih statističnih modelov za testiranje hipotez in 
predpostavk. 
5. Modeliranje: uporaba napovednega modela, ki prikaže najboljšo rešitev za prihodnost. 
6. Izvajanje: spremljanje in pregled uspešnosti modela. Potrebno je zagotoviti pričakovane 
rezultate, v primeru da temu ni tako, je potreben nov model. 
V napovedni analitiki ima večina rešitev vgrajene algoritme, kot so na primer odločitvena 
drevesa, časovne vrste, grozdenje, nevronske mreže itd. Prej omenjeni algoritmi izvajajo 
statistično analizo in določajo trende ali vzorce na podlagi preteklih podatkov. Določeni 
algoritmi ne odkrivajo samo koeficientov ali uteži za modele, temveč tudi samo obliko modelov 
(Abott, 2014). Koncept gradnje algoritmov pri napovedni analitik ni nov, saj se je pojavil že v 
času vzpona programske opreme poslovne inteligence. Tabela 2.1 prikazuje štiri tehnike 
















Tabela 2.1: Tehnike napovedne analitike 
Osnovne tehnike napovedne analitike Uporabljene metodologije 
Napovedno modeliranje • Statistične metode za analizo in odkrivanje 
vzorcev 
• Linearna in logistična regresija 
• Linearni in nelinearni matematični algoritmi 
• Optimizacija z omejitvami 
• Nevronske mreže 
• Bayesova in metoda Monte Carlo 
• Matrične operacije 
Odločitvena analiza in optimizacije • Odločitvena drevesa 
• Analiza časovnih vrst 
• Matematično modeliranje 
• Podatkovna analiza 
• Analiza grozdov 
• Pridružitvena metoda 
Transakcijsko iskanje vzorcev • Modeli nevronskih mrež 
• Računalniška lingvistika 
• Matrični in grafični algoritmi 
• Nenadzorovano združevanje 
• Podatkovno rudarjenje 
Napovedno iskanje • Strojno učenje 
• Analiza besedil 
• Analiza glavnih komponent 
• Orodja za oblikovanje skript 
• Analiza trga 
Vir: Attaran in Attaran (2018, str. 9) 
Prva tehnika je napovedno modeliranje, ki pretežno vsebuje statistične tehnike za analizo in 
zaznavanje ponavljajočih se vzorcev. Del metodologije, ki se nanaša na linearno regresijo, sem 
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uporabil v praktičnem delu. Druga tehnika, ki sem jo prav tako uporabil v nadaljevanju 
diplomskega dela zaradi koncepta, ki ga preučujem, temelji na odločitveni analizi in 
optimizaciji. Tretja tehnika zbira podatke večjih transakcij različnih vrst za pregledovanje 
profilov transakcijskih vzorcev. Slednje omogoča napovednim modelom učinkovito in 
natančno ocenjevanje tveganja goljufij in kreditnega tveganja v realnem času (Babu in Sastry, 
2014). Zadnja kategorija tehnik pa vključuje napovedno iskanje elementov znotraj posamezne 
metodologije. Attaran in Attaran (2018) kot glavne prednosti napovedne analitike v podjetjih, 
ki so jo uporabila, glede na pretekle študije Siegla (2016), Stedmana (2017), Angelisa (2015) 
in Kalakota (2014) navajata: 
- optimizacijo produktivnosti in stroškovno učinkovitost, 
- hitrejše prepoznavanje priložnosti, 
- višjo stopnja dobičkonosnosti, 
- večjo zvestoba in zadrževanje kupcev, 
- hitrejše odkrivanje in odpravljanje težav, 
- zmanjševanje tveganja in možnosti za izboljšave, 
- določanje zmogljivosti projekta ali procesa, 
- skrajšanje časa pri procesnem ciklu, 
- optimizacijo virov, število osebja in urnikov, 
- izboljšanje vzdrževanja in zanesljivosti opreme, 
- boljši vpogled v delovanje opreme, 
- izboljšanje razpoložljivosti, zanesljivosti in odločanja, 
- boljši vpogled v večje ali manjše interesne skupnosti, 
- prepoznavanje trendov in spremembe le-teh v prihodke, 
- večjo natančnost pri napovedih, ki se tičejo prodaje, 
- povečanje izkoriščenosti sredstev in zmožnost prepoznavanja premalo uspešnih 
sredstev, 
- proaktivno prepoznavanje strank in določanje ciljne skupine, 
- učinkovitejše promocije ali kampanje, 
- povečanje uporabe storitev z dodano vrednostjo, 
- ustvarjanje napovedi za analizo cen, načrtovanje prodaje in nakupov, 
- dinamičnost pri znižanju cen določenih izdelkov, 
- zaznavanje napačnih odločitev ali procesov. 
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Opazimo lahko, da je napovedna analitika pomembna praktično na vseh področjih znotraj 
podjetja. Pomembna je predvsem v smislu porabe časa, ker s pomočjo pretvorbe surovih 
podatkov v preprosta in razumljiva spoznanja, opozarja podjetja, da je potrebno nekaj 
spremeniti ali optimizirati. Rešitve lahko prepoznajo nekaj dni, tednov, mesecev ali leta pred 
dejanskim problemom, ko se le-ta pojavi. Ravno zaradi tega danes pristojni za poslovno 
analitiko iščejo analitične rešitve, ki so prilagodljive, prodajne in jih je enostavno uresničiti. 
Tržne razmere narekujejo porast napovedne analitike vključno s pojavom masovnih podatkov. 
Nastanek ogromne količine strukturiranih in nestrukturiranih podatkov ter revolucija v uporabi 
tehnologije sta glavna dejavnia za prej omenjeni porast. Prav tako je konkurenca vedno večja 
in prisili podjetja, da prilagodijo svoje poslovanje glede na trende svetovnega trga. 
 
2.1 Masovni podatki v napovedni analitiki 
Napovedna analitika je razširitev tehnologije, ki temelji na podatkovnem rudarjenju. Slednje 
temelji na pregledu velikih količin podatkov z namenom pridobivanja uporabnih informacij. 
Potrebo po razširitvi tehnologije podatkovnega rudarjenja je prinesel pojav masovnih podatkov. 
Zanimanje za njihovo področje je od leta 2011 ekstremno naraslo. Že na začetku je jasno, da so 
masovni podatki prepleteni s številnimi tehničnimi in družbeno-tehničnimi vprašanji (Ward in 
Beker, 2013). Glavno vprašanje, ki si ga postavlja večina ljudi je, kako se masovni podatki 
razlikujejo od običajnih podatkov oziroma tehnik za obdelavo le-teh. Podatkovni znanstvenik 
iz podjetja IBM je razdelil masovne podatke na štiri dimenzije, na velikost, hitrost, raznolikost 
in verodostojnost (Liu, 2015). Dimenzija velikosti se nanaša na obseg podatkov. Od leta 2003, 
ko se je začelo meriti pridobivanje podatkov, je vsak od nas ustvarili 5 milijard gigabajtov 
podatkov. V letu 2011 je pridobljena enaka količina podatkov v dveh dneh, v letu 2013 enaka 
količina že na vsakih 10 minut (Liu, 2015). Velike količine podatkov dajejo podjetjem možnost, 
da v enem samem naboru obdelajo veliko petabajtov podatkov. Po ocenah Walmarta se vsako 
uro zbere več kot 2,5 petabajtov podatkov iz transakcij s strankami (McAffee in Brynjolfsson, 
2012). Dimenzija hitrosti se nanaša na analizo pretočnih podatkov. Glede na to, da se različni 
podatki nabirajo vsako sekundo, lahko podatki hitro zastarajo. Zato je pomembno, da se podatke 
obdeluje sproti in kar se da hitro. Hitrost ustvarjanja podatkov je pri mnogih aplikacijah še 
pomembnejša od obsega. V primeru, da podjetje lahko obvladuje hitrost podatkov, je v 
prednosti, če primerjamo s konkurenco v isti panogi. Tretja dimenzija raznolikosti se nanaša na 
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različne tipe podatkov, ki jih zberemo, kot na primer strukturirani ali nestrukturirani, tekstovni, 
številčni, slikovni, avdio in video podatki. Številni najpomembnejši viri masovnih podatkov so 
relativno novi. Analitika je prinesla stroge tehnike za odločanje, zato so podatki enostavnejši in 
zmogljivejši. Zaradi vse večjih količin podatkov je bilo to nujno potrebno, a vseeno je količina 
podatkov tista, ki nam da boljši vpogled v prihodnost oziroma možnost za boljšo analizo 
podatkov. Slednje je glede na članek McAffeea in Brynjolfssona (2012) navedel tudi direktor 
raziskav iz podjetja Google, ki pravi, da nimajo boljših algoritmov glede na konkurenco, ampak 
preprosto več podatkov. Zadnja dimenzija verodostojnosti pa se nanaša na negotovost med 
podatki. Podatki, ki jih zbiramo, lahko vsebujejo nepravilnosti, vendar v večini primerov ne 
vemo, kateri podatki so pravilni oziroma nepravilni. To je eden od razlogov, zakaj mnoge vodje 
podjetij ne zaupajo informacijam, pridobljenih iz podatkov. Liu (2015) navaja, da slaba 
kakovost podatkov, podjetju prinaša izgubo v vrednosti 3,1 bilijona ameriških dolarjev. 
 
2.2 Poslovna inteligenca in napovedna analitika 
Poslovna inteligenca povezuje pretekle podatke, trenutne podatke, napredne tehnike obdelave 
podatkov in tehnike vizualizacije za podporo odločanju na vseh ravneh. Sistem prej omenjene 
inteligence je še posebej optimiziran za vodstvo v različnih oddelkih, enotah ali za celotno 
organizacijo. Napovedna analitika predstavlja nadgradnjo pri tehnikah poslovne inteligence, 
ker se osredotoča na prihodnje podatke, medtem ko se poslovna inteligenca osredotoča na 
zgodovinske in aktualne podatke (Attaran in Attaran, 2014). Obe dejavnosti se hitro razvijata 
in postajata vse pomembnejši za podjetja, ki želijo konkurirati na svetovnem trgu. Podjetja z 
močno osnovo poslovne inteligence in opisne analitike bodo izkoristila pretekle in trenutne 
podatke, medtem ko bodo nova podjetja na trgu s šibkejšo osnovo izkoristila napovedovanje 
prihodnjih podatkov (Koch, 2015). Slednje lahko prinese pozitivne donose pri vlaganju. 
Del poslovne inteligence, ki vsebuje programsko opremo, vključuje ETL (ang. Extraciton, 
Transformation and Loading) obdelave, ki predstavljajo poizvedbe, transformacijo in nalaganje 
podatkov. Prav tako vključuje skladiščenje, poizvedbo in poročanje v različnih bazah podatkov 
ter večdimenzionalno ali sprotno analitično obdelavo podatkov (ang. OLAP - On-line analytical 
processing), rudarjenje podatkov (ang. Data mining) in vizualizacijo (Azevedo in Santos, 
2005). Prej omenjena orodja omogočajo izboljšati čas in kakovost informacij. Glavne prednosti 
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uporabe so pri primerjavah s konkurenco, spremembah vedenja kupcev, finančnih zmožnostih 
podjetja in tržnih razmer (Ranjan, 2005). 
Slika 2.1: Prikaz sistemov poslovne inteligence 
 
Vir: Ranjan (2015, str. 64) 
Kot prikazuje Slika 2.1, lahko poslovno inteligenco opišemo kot kombinacijo sistemov za 
shranjevanje podatkov in podporo odločanju. Opazimo lahko, da se vse začne pri pridobivanju 
podatkov iz različnih virov, kot so npr. podatki o strankah v klicnem centru. Te podatke je 
potrebno ustrezno shraniti zaradi nadaljnje analize. Tukaj odigra ključno vlogo podatkovno 
skladišče, ki je integrirano in organizirano. Integrirano zato, ker vsebuje podatke o vseh vidikih 
dejavnosti neke organizacije ali podjetja, organizirano po poslovnih področjih, kar pomeni 
okrog glavnih entitet podjetja (Hafner, 2007). Vsebuje podrobne in zbirne zgodovinske 
podatke, ki so pomembni za poslovne analize. Podatki morajo biti prečiščeni in shranjeni na 
tak način, da omogočajo primerno poizvedovanje ter analizo, preden se zapišejo v podatkovno 
skladišče (Hafner, 2007). Zadnji korak v procesu poslovne inteligence so orodja s katerimi 





2.3 Priložnosti in izzivi 
Pri implementiranju napovedne analitike v podjetjih lahko naletimo na številne izzive. Attaran 
in Attaran (2014) navajata izzive, s katerimi so se podjetja srečevala v raziskavi, ki jo je izvedlo 
podjetje Ventana Research v imenu podjetja IBM leta 2013. Izzive sta razdelila v dve kategoriji, 
na tehnične in organizacijske, ki sta prikazani v Tabeli 2.2. 
Tabela 2.2: Dve kategoriji izzivov pri implementaciji napovedne analitike 
TEHNIČNI ORGANIZACIJSKI 
Obseg potrebnih podatkov Pomanjkanje virov, vključno s proračunom 
in znanjem 
Težave pri dostopu izvornih podatkov Pomanjkanje ozaveščenosti 
Težave pri uporabi rezultatov Pomanjkanje lastnih strokovnjakov 
Težave pri vključevanju napovedne analitike 
v arhitekturo informacijsko-komunikacijskih 
storitev 
Nizka natančnost rezultatov 
Vir: Attaran in Attaran (2014, str. 14) 
Pri vsaki implementaciji novega sistema v podjetjih obstajajo določene pasti, na katere morajo 
biti pripravljene. Napovedna analitika prinaša veliko koristi podjetjem, zato je potrebno biti še 
posebno pozoren na strateško razmišljanje o prihodnosti. Podjetja morajo začeti z oceno potreb 
po notranjih virih, veščinah in analitiki. Prav tako morajo omogočiti dostopnost podatkov za 
analizo. Aplikacije morajo vključevati učinkovito upravljanje in standardizacijo podatkov, ki 
so pridobljeni iz različnih izvornih sistemov. Brez učinkovite strategije upravljanja podatkov, 
je analitika brezpredmetna oziroma neuporabna. Najbolj zaželen kader v tem trenutku in tudi v 
prihodnosti bodo podatkovni znanstveniki (ang. data scientists), ki pa jim podjetja dajejo 
preveliko odgovornost. Večina podatkovnih znanstvenikov ne razume poslovnih praks, zato 
morajo najprej odgovorni predvideti vrste vedenja in trendov za lažje razumevanje ostalih 
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soudeleženih v napovedno analitični verigi, ki jim je potrebno to znanje predati (Attaran in 
Attaran, 2014). Potrebno se je osredotočiti samo na eno poslovno noviteto oziroma prakso. S 
tem se tudi omeji število meritev, ki zagotavljajo bolj kakovostne in uporabne rezultate. 
Človeški možgani ne morejo predelati toliko informacij naenkrat, zato je še toliko bolj 




3 PODATKOVNA ANALITIKA V KLICNEM CENTRU 
 
3.1 Parametri klicev 
Reynolds (2003) klicni center v najbolj preprosti definiciji opisuje kot prostor, v katerem se 
sprejemajo in ustvarjajo klici. Prav tako pa lahko klicni center definiramo kot prostor, kjer se 
sprožijo ali prikličejo klici oziroma e-poštna sporočila in obravnava spletna komunikacija, kot 
je na primer spletni klepet. Tukaj potekajo dejavnosti prodaje, tehnične pomoči in informacije, 
ki nimajo fizičnega kontakta z ljudmi, ki sprožijo ali prejmejo transakcije (Read, 2000). Klicni 
centri so še vedno pomemben del industrije, saj podjetjem omogočajo boljše storitve s 
strankami, širijo prodajne zmogljivosti in upravljajo odnose s strankami. Zato je tudi pomembna 
podatkovna analitika. Pri napovedovanju klicev in posledično pri napovedovanju potreb po 
novih kadrih je najbolj ustrezna predpostavka, da je preteklost najboljša napovedovalka 
prihodnosti, zato je zbiranje zgodovine klicev prvi korak v procesu upravljanja delovne sile 
(Reynolds, 2003). Najboljši vir preteklih podatkov glede klicev je avtomatski distributer klicev 
(ang. ACD – automatic call distributor), ki predstavlja število in čas klicev. Priporočljivo je 
imeti podatke za obdobje vsaj dveh let, ker samo tako lahko opazimo trende in vzorce, ki se 
pojavijo v podatkih. Podrobno lahko analiziramo znotraj ACD poročila tudi polurne intervale 
števila klicev (ang. NCO - number of calls offered) in povprečni čas dolžine klice (ang. AHT – 
average handle time) (Reynolds, 2003). Poleg tega se je potrebno zavedati, da je potrebno 
dejansko število klicev izračunati na podlagi števila obdelanih klicev (ang. handled calls), ko 
se agent javi na klic, in števila zavrnjenih klicev (ang. abandoned calls), ko stranka prekine klic 
preden se agent javi na telefon. V analizo se lahko vključijo tudi blokirani klici (ang. blocked 
calls), ki predstavljajo vse poskuse klicev strank in se nato končajo zaradi zasedenosti linije 
(Reynolds, 2003). Takšna analiza je nujno potrebna pri napovedovanju števila klicev, ker se 
lahko v analizi obravnavajo samo prejeti klici, ne pa tudi blokirani. Reynolds (2003) opisuje 
formulo za izračun vseh klicev, ki so želeli vzpostaviti stik s klicnim centrom, na sledeč način: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑣𝑠𝑒ℎ 𝑜𝑏𝑑𝑒𝑙𝑎𝑛𝑖ℎ 𝑘𝑙𝑖𝑐𝑒𝑣




Iz tega lahko izpeljemo formulo za izračun števila klicev, ko je stranka želela prvič vzpostaviti 
stik s klicnim centrom. Formula je sestavljena iz obeh komponent zgoraj in tudi s stopnjo 
poskusa (ang. Retry Rate), ki je izračunana iz števila blokiranih in zavrnjenih klicev: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑣𝑠𝑒ℎ 𝑜𝑏𝑑𝑒𝑙𝑎𝑛𝑖ℎ 𝑘𝑙𝑖𝑐𝑒𝑣 (1 − 𝑜𝑑𝑠𝑡𝑜𝑡𝑒𝑘 𝑏𝑙𝑜𝑘𝑖𝑟𝑎𝑛𝑖ℎ 𝑘𝑙𝑖𝑐𝑒𝑣 ∗  𝑠𝑡𝑜𝑝𝑛𝑗𝑎 𝑝𝑜𝑠𝑘𝑢𝑠𝑎)
(1 − 𝑜𝑑𝑠𝑡𝑜𝑡𝑒𝑘 𝑏𝑙𝑜𝑘𝑖𝑟𝑎𝑛𝑖ℎ 𝑘𝑙𝑖𝑐𝑒𝑣)
. 
Naslednji pomemben korak pri zbiranju podatkov so vsa odstopanja od podatkov, ki jih je moč 
pričakovati. Tukaj je predvsem pomembno zaznati manjkajoče podatke in nenormalne visoke 
ali nizke vrednosti. Dejavniki, ki vplivajo na takšne podatke so v največji meri prazniki, 
vremenske razmere in počitnice. Poleg tega pa na število klicev vplivajo poslovni dejavniki. 
Reynolds (2003) je razdelil poslovne dejavnike na interne in eksterne. Pod interne dejavnike 
spadajo področja marketinga, informacijske tehnologije, prodaje, razvoja izdelkov in vodstva. 
Na področju marketinga imajo največji vpliv oglaševalske kampanje in sporočila za javnost. 
Pri informacijski tehnologiji opazimo največji vpliv pri razvoju novih tehnologij in kapacitet 
omrežja. Prodaja je med internimi dejavniki razlikovana glede na področje marketinga, ker je 
opazen vpliv povečanja števila novih računov v primeru, da je prodaja dobra, ali obratno v 
primeru, da je prodaja slaba. Pri razvoju produktov je podobno ko pri informacijski tehnologiji, 
medtem ko je pri vodstvu velik vpliv v primeru združitve dveh podjetij, kot npr. Siol in Mobitel. 
Eksterni dejavniki pa se navezujejo na dejavnike, na katere nimamo neposrednega vpliva. Med 
njimi lahko najdemo ekonomske, politične in konkurenčne faktorje ter odnose z javnostmi. 
Zbiranje in analiza podatkov sta za optimizacijo dela in napovedovanje ključnega pomena, brez 
ustreznih podatkov ni možno optimalno napovedati število klicev. 
 
3.2 Napovedovanje delovne obremenitve 
Namen napovedovanja je predvideti obremenitev dela glede na pričakovano število klicev in 
čas, ki bo potreben za njihovo obravnavo (Reynolds, 2003). Večinoma se izvajajo analize 
vsakodnevnega delovanja. Reynolds (2003) navaja najpogostejše tipe napovedovanja delovne 
obremenitve, in sicer točkovno oceno (ang. point estimation), pristope računanja povprečja 
(ang. averaging approaches), regresijsko analizo in analizo časovnih vrst. Točkovna ocena 
velja za metodo, ki ima največje omejitve glede na to, da uporabi eno časovno točko iz 
preteklosti in napove prihodnost (Aldor-Noiman, Feigin in Mandelbaum, 2009). Pristope 
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računanja povprečja delimo na metode povprečij, drseče sredine in uteženo povprečje. Metode 
povprečij se izračunajo iz seštevka vseh podatkov in deljenja s številom enot (Diks in Vrugt, 
2010). Drseče sredine se uporabljajo na način, da se prvi niz podatka zamenja z najnovejšim 
nizom podatka. Nov podatek vključimo v analizo, medtem ko starega ne vključimo več 
(Reynolds, 2003). Uteženo povprečje predpostavlja, da so nekateri podatki zanesljivejši 
napovedovalci prihodnosti kot drugi. V ta namen se za določene nize podatkov določi večji ali 
manjši odstotek uteži. Takšna metoda je uporabljena v dnevnih analizah napovedovanja klicev, 
kjer so ponedeljki označeni z najvišjim odstotkom uteži, ker je takrat največje število klicev. 
Regresijska analiza se uporablja v primerih, kjer predpostavljamo, da je prihodnja delovna 
obremenitev klicnega centra odvisna od določenega dogodka, kot so npr. oglaševalske 
kampanje (Reynolds, 2003). Analiza časovnih vrst je statistična obdelava podatkov, ki 
obravnava podatke časovnih vrst ali analizo trendov (Montgomery, Jennings in Kulachi, 2016). 
V klicnem centru se poleg analize trendov uporablja tudi analitika, ki temelji na časovnem 
obdobju. Poznamo sezonsko, mesečno, dnevno in urno časovno obdobje. Pri napovedovanju 
delovne obremenitve pa je prav tako pomembna napovedna analitika obravnavanih klicev. 
Tukaj so kot pomembni podatki čas zvonenja, čakalne vrste, govorjenja in dela po pogovoru 
(ang. ACW – after-call work) (Reynolds, 2003). 
 
3.3 Optimizacija urnika 
Določitev števila osebja, ki je potreben za obvladovanje pričakovane delovne obremenitve, je 
naslednji korak po napovedi števila klicev v procesu napovedovanja delovne obremenitve. 
Zagotavljanje ustreznega števila zaposlenih je ena najpomembnejših funkcij delovanja klicnega 
centra, ker lahko preveliko število zaposlenih povzroči dodatne stroške (Reynolds, 2003). Po 
drugi strani pa lahko premalo število zaposlenih povzroči nezadovoljstvo strank in izčrpanost 
zaposlenih. Za izračun optimalnega števila zaposlenih se uporabljajo različni matematični 
modeli. Najpogosteje uporabljeni modeli temeljijo na Erlangovih izračunih. Formule, ki 
temeljijo na Erlangu, so bile zasnovane leta 1917. Razvil jih je danski matematik Agner Krarup 
Erlang, ko je opravljal delo v telefonskem podjetju na Danskem (Bapat in Pruitte, 1998). Za 
prej omenjeni namen je razvit kalkulator, v katerega je potrebno vnesti podatke o številu klicev 
za določeno časovno obdobje, povprečni čas pogovora v sekundah, priporočen odstotek 
obdelanih klicev (ang. service level) in čas, ko je zaposleni odsoten z dela (ang. shrinkage). 
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Slednje je moč izračunati iz podatkov glede časa malice, sestankov in ostalih dejavnikov, pri 
katerih zaposleni ne more sprejeti klicev. Na podlagi teh in prej omenjenih parametrov je možno 
izračunati ustrezno število zaposlenih. 
Slika 3.1: Primer Erlangovega kalkulatorja 
 
Vir: Call Center Helper (2017) 
Reynolds (2003) navaja štiri najbolj razširjene modele, ki se uporabljajo v aplikacijah za 
optimizacijo urnika: 
- Erlang B, 
- Erlang C, 
- Erlang – Engset, 
- Enakovredna naključna teorija (ang. Equivaent Random Theory). 
Največjo uporabnost beležita modela Erlang B in Erlang C, ki sta del kalkulatorja prikazanega 
na Sliki 3.1. Predpostavka za model Erlang C temelji na tem, da se neki dogodki ali v našem 
primeru klici, zgodijo naključno v enournem ali polurnem intervalu. Prav tako se predpostavlja, 
da se klic, ko ni na voljo nobenega prostega agenta, postavi v čakalno vrsto in čaka na prvega 
razpoložljivega agenta (Angus, 2001). Za uporabo modela je najprej potrebno izračunati 
obremenitev osebja ter določiti priporočen odstotek klicev in potrebo po virih. Nato je možno 
izračunati dejanski čas in povprečni čas čakalne vrste. 
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Model Erlang B pa predpostavlja, da se klici naključno zgodijo v enournem intervalu. Od 
modela Erlang C se razlikuje po tem, da ne predvideva čakalnih vrst v primeru, da klicajoči ne 
dobi prostega svetovalca oziroma agenta. Namesto tega predvideva, da bo klicajoči prekinil 
klic in poskusil ponovno kasneje (Angus, 2001). Zato se na podlagi ustreznih parametrov 
izračuna, koliko agentov bo potrebnih, da doseže stopnjo zasedenosti (ang. busy percent) z 
določenim odstotkom poskusov (ang. percentage of retry). 
Glede na Angusa (2001) je formula za izračun modela Erlang B sledeča: 














𝑁 −  𝐴




𝑁 −  𝐴
 . 
V formulah so predstavljeni naslednji parametri: 
- A = skupni promet (npr. skupno število klicev), 
- N = število zaposlenih, 
- P(>0) = verjetnost časa čakalne vrste, 
- P = verjetnost izgube – Poissonova formula. 
Kljub temu obstaja veliko omejitev pri obeh modelih glede na današnji čas klicnih centrov. 
Bapat, Mehrotra in Profozich (1997) kot glavne omejitve navajajo, da vsak prejeti klic ni iste 
vsebine, namreč ko klic enkrat pristane v čakalni vrsti ni izgubljen. Poleg tega tudi navajajo, da 
agent ne mora obdelati vsakega klica v enakem času. 
 
3.4 Upravljanje odnosov s strankami 
Upravljanje odnosov s strankami (ang. CRM – Customer Relationship Management) je 
informacijski sistem, ki organizacijam omogoča spremljanje interakcije kupcev in zaposlenim 
omogoča takojšnje pridobivanje informacij o strankah glede na pretekle stike (Nguyen, Sherif 
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in Newby, 2007). Aplikacije CRM so zelo pomembne v klicnih centrih, ker omogočajo 
pridobivanje, ohranjanje in vzdrževanje dolgoročnih odnosov s svojimi trenutnimi in 
potencialnimi strankami. Dolgoročni odnosi so zelo pomembni tudi s finančnega vidika, 
podjetje Fortune 500 je na primer ocenilo, da so preko klicnih centrov in ostalih dejavnosti 
kontaktnega centra zaslužili 700 milijard ameriških dolarjev (Abdullateef, Mokhtar in Yusoff, 
2010). CRM igra veliko vlogo pri vsebini klicev, kjer ga s pomočjo aplikacije, ki je za to 
namenjena, klasificiramo in tekstovno opišemo. Podjetja na takšen način dobijo boljši vpogled 
v merjenje učinkovitosti oglaševalskih kampanj. Na tej točki je pomembno poudariti, da je tukaj 
možno meriti zanimanje za oglaševalsko kampanjo, ne pa samo realizacijo oziroma zaslužek.  
Glede na študijo Alferoffa in Knightsa (2007) je stopnja odziva (ang. response rate) 
oglaševalske kampanje v klicnem centru največja pri kampanjah z neposredno pošto. Eden 
izmed glavnih razlogov je podobnost v tradicionalnosti. Večja kot je starost uporabnika, večja 
je verjetnost, da uporablja neposredno pošto in posledično za naročilo pokliče v klicni center. 
Poleg neposredne pošte poznamo tudi digitalne, radijske in televizijske oglaševalske kampanje, 














4 REGRESIJSKA ANALIZA 
 
Regresijska analiza je pogosto uporabljena statistična tehnika za analizo odnosa med 
intervalnimi ali razmernostnimi spremenljivkami. (Lozar Manfreda in Žiberna, 2017).  V praksi 
je njen glavni namen napovedovanje. Ima pa tudi vlogo pojasnjevanja, kjer opisuje kako ena 
ali več neodvisnih spremenljivk vpliva na odvisno spremenljivko. Reynolds (2003) kot 
najpogostejši primer v klicnih centrih navaja napoved števila klicev glede na število izdanih 
katalogov. Med drugim lahko regresijo uporabimo pri poslovni analitiki, tržnem raziskovanju, 
družboslovju in naravoslovju. Bianco, Manca in Nardini (2008) so s pomočjo modelov linearne 
regresije napovedali porabo električne energije v Italiji. Medtem ko sta Altan in Satman (2005) 
primerjala napovedovanje z linearno regresijo in nevronskimi mrežami za delniški trg.  
Najenostavnejša oblika regresijske analize, kjer se uporablja analiza odnosa med dvema 
spremenljivkama, torej neodvisno in odvisno, se imenuje bivariatna analiza. V primeru več kot 
dveh spremenljivk, pa govorimo o multipli regresiji. V večini primerov lahko odnos med 
spremenljivkami, ki jih preučujemo z regresijsko analizo, opišemo z enostavnimi linearnimi 
funkcijami. V tem primeru govorimo o linearni regresijski analizi (Lozar Manfreda in Žiberna, 
2017). Odnos med dvema spremenljivkama, ki sta intervalnega ali razmernostnega tipa, lahko 
predstavimo z razsevnim grafikonom, ki sem ga uporabil v praktičnem delu. Intervalni ali 
razmernosti tip spremenljivke ima neskončno možnih vrednosti na nekem intervalu (Lozar 
Manfreda in Žiberna, 2017). Iz prej omenjenega grafikona je možno razbrati pozitivno ali 
negativno povezanost med spremenljivkama. Slika 4.1 prikazuje razsevni grafikon za linearno 









Slika 4.1: Razsevni grafikon linearne regresije za krvni pritisk in starost 
 
Vir: Chan (2004, str. 57) 
Iz grafikona je moč opaziti pozitivno linearno povezanost, večja kot je starost posameznika, 
večji je krvni pritisk. Med točkami je vrisana premica, ki se točkam najbolje prilega, tako da se 
točke čim manj odklanjajo.  
Poleg grafičnega prikaza pa lahko numerično opišemo povezanost med dvema 
spremenljivkama s Pearsonovim koeficientom korelacije. Formulo za izračun koeficienta lahko 
zapišemo na način kot je prikazan spodaj glede na Lozar Manfredo in Žiberno (2017): 
𝜌 =  
𝐶𝑋𝑌
𝜎𝑋𝜎𝑌
 =  
∑ (𝑥𝑖 −  𝜇𝑋) (𝑦𝑖 −  𝜇𝑌)
𝑁
𝑖 = 1
√∑ (𝑥𝑖  −  𝜇𝑋)
2𝑁
𝑖 = 1  . ∑ (𝑦𝑖  −  𝜇𝑌)
2𝑁
𝑖 = 1  
. 
Pearsonov koeficient korelacije ima lahko vrednosti med -1 in 1, kar pomeni, da ima koeficient 
pozitivno vrednost, ko se večajo vrednosti prve spremenljivke, se večajo tudi vrednosti druge 
spremenljivke ali obratno v smislu zmanjšanja vrednosti. Poleg tega lahko ima koeficient 
negativno vrednost, ko se večajo vrednosti prve spremenljivke, se manjšajo vrednosti druge 
spremenljivke. Obstaja tudi vrednost blizu 0, kar pomeni, da ni linearne povezanosti. V tem 
primeru ni opaziti linearnega vzorca v spreminjanju vrednosti druge spremenljivke (Lozar 
Manfreda in Žiberna, 2017). Pri koeficientu velja prepričanje glede moči povezanosti med 
spremenljivkama na naslednji način: 
- močna povezanost = 𝜌 > 0,90 ali tudi 𝜌 > 0,60, 
- šibka povezanost = 𝜌 < 0,50. 
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Potrebno se je zavedati, da so moči povezanosti odvisne od konteksta analize, zato jih večkrat 
ne upoštevamo pri končni interpretaciji. Ko ugotovimo, da med dvema spremenljivkama 
obstaja linearna povezanost, lahko napovemo vrednosti ene spremenljivke s pomočjo vrednosti 
druge spremenljivke. Prav tako lahko pojasnimo, kako se spreminjajo vrednosti ene 
spremenljivke, če se spreminjajo vrednosti druge spremenljivke (Lozar Manfreda in Žiberna, 
2017). S pomočjo regresijske enačbe oziroma regresijskega modela lahko napovedujemo 
vrednosti neke spremenljivke. Enačba 𝑌 =  𝛼 +  𝛽𝑋 , pri kateri Y  predstavlja odvisno 
spremenljivko, ki jo želimo napovedati oziroma pojasniti, in X, ki predstavlja neodvisno 
spremenljivko. Regresijski koeficient β nam pove, za koliko se spremeni vrednost 
spremenljivke Y, če se vrednost neodvisne spremenljivke X spremeni za eno enoto. Konstanta 
α je vrednost spremenljivke Y, ko je vrednost X enaka 0 (Lozar Manfreda in Žiberna, 2017). 
Za mero, kako dober je regresijski model oziroma kako dobro se prilega danim podatkom, pa 
uporabljamo determinacijski koeficient in standardno napako ocene. Determinacijski 
koeficient, ki ga označujemo kot R2, meri delež pojasnjene variance, torej koliko variabilnosti 
v vrednostih odvisne spremenljivke Y je pojasnjene z variabilnostjo v vrednostih neodvisne 
spremenljivke X. Standardna napaka ocene meri, kako dobro z regresijskim modelom 
napovedujemo vrednosti odvisne spremenljivke. Gre torej za mero kakovosti napovedovanja 
vrednosti odvisne spremenljivke s pomočjo regresijske analize (Lozar Manfreda in Žiberna, 
2017).  
V praksi oziroma realnosti so vrednosti odvisne spremenljivke odvisne še od drugih vplivov, ki 
v regresijski model niso vključeni. Zato se dejanske vrednosti odvisne spremenljivke bolj ali 
manj razlikujejo od regresijske napovedi. Za mero razlikovanja se uporablja člen 𝜀𝑖 , ki ga 
imenujemo člen napake (ang. error term) ali stohastični člen napake oziroma rezidual (ang. 
residual). Člen napake je torej slučajna spremenljivka, ki nadomešča vse vplive, ki niso zajeti 
v regresijski model (Lozar Manfreda in Žiberna, 2017). V ta namen je potrebno izvesti analizo 
rezidualov, ki služijo za preverjanje predpostavke o členih napake. Z njimi preverjamo 
predpostavke regresijske analize in sicer: 
- Predpostavko o normalnosti rezidualov: to pomeni, da naj bi bila porazdelitev 
rezidualov normalna in je njihovo povprečje enako 0. Zapišemo lahko: 𝜀𝑖: N (0, 𝜎). V 
kolikor temu ni tako, imamo problem pristranskosti presečišča (ang. biased intercept) 
(Lozar Manfreda in Žiberna, 2017). 
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- Predpostavko o homoskedastičnosti: reziduali naj bi imeli konstantno varianco, ki je 
neodvisna od neodvisnih spremenljivk. Zapišemo lahko: 𝐷(𝜀𝑖)  =  𝜎
2. V kolikor je ta 
predpostavka kršena, govorimo o heteroskedastičnosti. V tem primeru variabilnost 
rezidualov ni enaka za različne kombinacije vrednosti neodvisnih spremenljivk (Lozar 
Manfreda in Žiberna, 2017). 
- Predpostavko o neodvisnosti rezidualov od neodvisnih spremenljivk: porazdelitev 
vrednosti neodvisne spremenljivke naj bi bila neodvisna od rezidualov, torej ni 
korelacije med njimi in neodvisnimi spremenljivkami. To lahko zapišemo kot: 
𝐶(𝜀𝑖 , 𝑋𝑘𝑖)  =  0, pri čemer i predstavlja vsako enoto in k vsako neodvisno spremenljivko 
(Lozar Manfreda in Žiberna, 2017). 
Poleg omenjenih predpostavk je analiza rezidualov eden od načinov merjenja, kako dobro z 
regresijsko enačbo napovedujemo vrednosti odvisne spremenljivke in lahko privede do rešitev, 
















5 NAPOVEDNA ANALITIKA NA PRIMERU 
 
Namen empiričnega dela je s pomočjo linearne regresije napovedati število klicev v klicnem 
centru in preučiti povezanost med številom klicev ter oglaševalskimi kampanjami ter opraviti 
analizo rezidualov za obe obdobji. Pridobljene rezultate sem apliciral na optimizacijo urnika za 
dnevno obdobje s pomočjo Erlangovega kalkulatorja. Podatki so bili pridobljeni iz podjetja 
Telekom Slovenije, d.d. Prvi del podatkov se nanaša na parametre klicev za obdobje treh let na 
mesečni in tedenski ravni. Drugi del podatkov pa se nanaša na število oglaševalskih kampanj v 
mesečnem obdobju. 
Raziskovalno vprašanje: Ali oglaševalske kampanje vplivajo na število klicev v klicnem 
centru? 
Hipoteza 1: Z napovednim modelom za število klicev lahko optimiziramo delo v klicnem 
centru. 
Hipoteza 2: Med številom klicev in oglaševalskimi kampanjami obstaja statistično značilna 
povezanost. 
 
5.1 Predstavitev podatkov 
Podatki o klicih vsebujejo vse komponente, ki so potrebni za nadaljnji analizi, kot sta 
napovedovanje števila klicev in optimizacija urnika, kot je prikazano v Tabeli 5.1. 



















… … … … … … … … 
 
Vir: Telekom Slovenije (2017) 
 
V analizi niso upoštevani prazniki, prosti delovni dnevi in nedelje. Oglaševalske kampanje, ki 
so se izvajale v mesečnem obdobju, so kampanje kjer je izpostavljen kontakt, ki omogoča 
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dostop do klicnega centra, kot je prikazano v Sliki 5.1. V analizi so upoštevane oglaševalske 
kampanje z neposredno pošto ter digitalne, televizijske in radijske kampanje. Večina kampanj 
je bila oglaševanih v vseh medijih. Prav tako je upoštevano število oglaševalskih kampanj, ki 
so veljale skozi celotno mesečno obdobje. Kampanje, ki so se končale znotraj meseca, nisem 
vključil v analizo. 
Slika 5.1: Primer oglaševalske kampanje podjetja Telekom Slovenije, d.d. 
 
Vir: Telekom Slovenije (2019) 
 
5.2 Napoved števila klicev po mesecih in tednih z linearno regresijo 
5.2.1 Priprava podatkov 
S pomočjo vrtilnih tabel v programu Microsoft Excel sem podatke o številu klicev združil po 
mesecih in tednih. Prvotni podatki so vsebovali klice po dnevih s polurnimi intervali. Združitev 
podatkov po mesecih in tednih je pomembna zaradi daljšega časovnega obdobja posamezne 
oglaševalske kampanje, ki v analizi predstavlja neodvisno spremenljivko in zaradi linearne 
regresije pri kateri je bolj smiselno uporabiti daljše časovno obdobje. Na podlagi dnevnih ali 
urnih podatkov bi pridobil ustrezne rezultate za namene optimizacije urnika vendar s pomočjo 
druge metodologije. V analizo sem torej vključil samo podatke glede datuma, števila klicev in 
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števila kampanj na mesečni in tedenski ravni, kjer so upoštevani podatki od ponedeljka do 
sobote, nedelje nisem vključil v analizo. Podatke sem pripravil za potrebe linearne regresije. 
Analizo sem opravil s pomočjo programa SPSS Statistics, zato je bilo najprej potrebno prenesti 
podatke v prej omenjeni program. Na Sliki 5.2 je prikazana podatkovna baza v programu SPSS.  
Slika 5.2: Podatkovna baza v programu SPSS za mesečno obdobje 
 
5.2.2 Teoretični regresijski model 
Slika 5.3: Razsevni grafikon regresijske analize 
 
Z regresijsko analizo iščemo krivuljo, ki se točkam v razsevnem grafikonu najbolje prilega. Če 
v razsevnem grafikonu za dve spremenljivki zaznamo linearno zvezo, potem iščemo krivuljo 
premice, ki je grafična predstavitev linearne funkcije (Lozar Manfreda in Žiberna, 2017). 
Regresijska enačba je naslednja: 𝑌 =  𝛼 +  𝛽𝑋, v mojem primeru to pomeni: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑘𝑙𝑖𝑐𝑒𝑣 =  𝛼 +  𝛽 ∗  š𝑡𝑒𝑣𝑖𝑙𝑜 𝑜𝑔𝑙𝑎š𝑒𝑣𝑎𝑙𝑠𝑘𝑖ℎ 𝑘𝑎𝑚𝑝𝑎𝑛𝑗. 
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5.2.3 Rezultati linearne regresijske analize za mesečno obdobje 
Tabela 5.2: Opis regresijskega modela pri mesečnem obdobju 
Model Vključene spremenljivke Odstranjene 
spremenljivke 
Metoda 
1 st.kampanj_mesecnob  . Vnos 
a. Odvisna spremenljivka: st.klicev_mesecno 
b. Vnesene so bile vse zahtevane spremenljivke. 
Iz Tabele 5.2 je mogoče razbrati opis regresijskega modela. Tabela nam prikazuje, katera je 
odvisna spremenljivka, torej Število klicev (st.klicev_mesecno) in katera neodvisna 
spremenljivka, torej Število oglaševalskih kampanj (st. kampanj_mesecno)  za mesečno 
obdobje. 









1 (konstanta) 1689,821 1921,303   ,880 ,386 
st.kampanj_mesecno 1724,385 302,343 ,710 5,703 ,000 
Regresijski koeficient β znaša 1724,385. Pove nam, za koliko se spremeni vrednost odvisne 
spremenljivke, če se vrednost neodvisne spremenljivke spremeni za eno enoto. Konstanta α 
znaša 1689,821. Pove nam vrednost odvisne spremenljivke, ko je vrednost neodvisne enaka 
nič. Na podlagi Tabela 5.3 lahko zapišemo regresijsko enačbo: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑘𝑙𝑖𝑐𝑒𝑣 =  1689,821 +  1724,385 ∗  š𝑡𝑒𝑣𝑖𝑙𝑜 𝑜𝑔𝑙𝑎š𝑒𝑣𝑎𝑙𝑠𝑘𝑖ℎ 𝑘𝑎𝑚𝑝𝑎𝑛𝑗. 
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S pomočjo regresijske enačbe lahko napovemo vrednost odvisne spremenljivke za katerokoli 
vrednost neodvisne spremenljivke. Tako lahko na primer v primeru 6-ih izvajanih oglaševalskih 
kampanj v mesecu, ocenimo, da bo število klicev v tistem mesecu 12036. Rezultat je pridobljen 
na osnovi izračuna: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑘𝑙𝑖𝑐𝑒𝑣 =  1689,821 +  1724,385 ∗  6 =  12036,131.  
Kot smo že ugotovili, gre med spremenljivkama za pozitivno povezanost. Glede na to, da 
eksperimentalna vrednost statistike t znaša 5,703 in da je natančna stopnja značilnosti manjša 
od 5 % (p < 0,05), lahko zaključimo, da število oglaševalskih kampanj statistično značilno 
vpliva na število klicev v mesečnem obdobju. 
Tabela 5.4: Kakovost regresijskega modela za mesečno obdobje 
Model R R2 Prilagojeni R2 Stand. napaka ocene 
1 ,710 ,504 ,489 1878,853 
Iz Tabele 5.4 lahko razberemo determinacijski koeficient R2, ki meri delež pojasnjene variance, 
standardno napako ocene in Pearsonov koeficient korelacije. Število oglaševalskih kampanj 
pojasni 50,4 % variabilnosti števila klicev v mesečnem obdobju. Ostala variabilnost pa je 
posledica nekih drugih vzrokov, ki jih v regresijski model nisem vključil.  Če z ocenjenim 
regresijskim modelom napovedujemo število klicev za mesečno obdobje, se bomo pri tem 
standardno zmotili za 1878,853 klicev. Pearsonov koeficient korelacije, ki znaša 0,710, pa kaže 
na pozitivno linearno povezanost med obema spremenljivkama. 
Tabela 5.5: Izpis izstopajočih standardiziranih rezidualov za mesečno obdobje 





4 2,345 18053,00 12220,8533 5832,14672 
S pomočjo analize rezidualov bom preveril predpostavke o normalnosti rezidualov, 
neodvisnosti rezidualov in neodvisnih spremenljivk ter o homoskedastičnosti za mesečno 
obdobje, ki sem jih opisal v poglavju 4. 
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Tabela 5.5 nam prikazuje diagnostiko rezidualov posameznih enot za mesečno obdobje Izmed 
vseh enot, ki so bile vključene v regresijsko analizo, je pri enoti št. 4 standardizirani rezidual 
večji od 2 in sicer 2,345, kar pomeni, da je za to enoto standardizirani rezidual za več kot 2 
standardna odklona oddaljen od regresijske krivulje. Če bi se reziduali porazdeljevali po 
normalni porazdelitvi, bi pričakovali, da je takih rezidualov približno 5 na vsakih 100 enot, v 
mojem primeru imamo en tak rezidual, kar je torej pričakovan rezultat. Razberemo lahko tudi, 
da je za to enoto velikost reziduala 5832,15, kar pomeni, da se pri tej enoti napovedana vrednost 
odvisne spremenljivke, ki je 12220,85 klicev, za 5832,15 klicev odklanja od dejanske vrednosti, 
ki je 18053 klicev. Za 4. enoto lahko torej zapišemo: 
5832,15 =  18053 −  12220,85 
Smiselno je pregledati, ali se 4. enota sistematično razlikuje od ostalih enot in ali podatki držijo. 
V mojem primeru je ta enota izstopajoča, ker predstavlja največjo vrednost števila klicev 
(18053) v primerjavi z ostalimi meseci, kar pomeni, da podatki držijo. 
Tabela 5.6: Opisne statistike rezidualov za mesečno obdobje 





11319,4883 15826,3125 12492,5882 952,46093 34 




-1,232 3,500 ,000 1,000 34 
Standardizirani 
reziudal 
-1,416 2,345 ,000 ,985 34 
Tabela 5.6 prikazuje osnovne opisne statistike za spremenljivko rezidual iz katere lahko 
razberemo, da je najmanjši rezidual -3519,85 in največji rezidual 5832,15. Negativni rezidual 
pomeni, da je napoved precenjena, pozitiven, pa da je napoved podcenjena. Opazimo lahko, da 
je povprečni rezidual enak 0, kar je v skladu s predpostavko o normalnosti rezidualov. 
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Slika 5.4: Histogram rezidualov za mesečno obdobje 
 
Predpostavko o normalnosti rezidualov lahko preverimo tudi s pomočjo histograma na Sliki 
5.4, ki prikazuje porazdelitve rezidualov. Za primerjavo, kakšna bi bila porazdelitev rezidualov, 
če bi bila popolnoma normalna, imamo vrisano krivuljo normalne porazdelitve. V mojem 
primeru gre za porazdelitev, ki ni normalna, pač pa rahlo asimetrična v desno. Predpostavko o 
normalnosti rezidualov delno kršimo, zato je potrebno biti nekoliko bolj previden pri 
interpretaciji statističnih značilnosti v regresijskem modelu. 
Slika 5.5: Razsevni grafikon standardiziranih rezidualov in standardiziranih napovedanih 




Razsevni grafikon standardiziranih rezidualov in standardiziranih napovedanih vrednosti, ki je 
predstavljen na Sliki 5.5, se uporablja za preverjanje predpostavke o neodvisnosti rezidualov in 
neodvisnih spremenljivk ter homoskedastičnosti in služi za pregled izstopajočih enot. 
Predpostavka o neodvisnosti rezidualov in neodvisnih spremenljivk je v mojem primeru 
izpolnjena, ker ni vidna nobena zveza med spremenljivkama. Prav tako je izpolnjena 
predpostavka o homoskedastičnosti, ker so točke približno enako razpršene za vse napovedane 
vrednosti, kar pomeni, da je tudi varianca približno enaka za vse napovedane vrednosti. 
5.2.4 Rezultati linearne regresijske analize za tedensko obdobje 
Tabela 5.7: Opis regresijskega modela za tedensko obdobje 
Model Vključene spremenljivke Odstranjene 
spremenljivke 
Metoda 
1 st.kampanj_tedenskob  . Vnos 
a. Odvisna spremenljivka: st.klicev_tedensko 
b. Vnesene so bile vse zahtevane spremenljivke. 
Iz Tabele 5.7 je mogoče razbrati opis regresijskega modela. Tabela nam prikazuje, katera je 
odvisna spremenljivka, torej Število klicev in katere je neodvisna spremenljivka, torej Število 
kampanj za tedensko obdobje. 









1 (konstanta) 1965,625 312,101   6,298 ,000 




Regresijski koeficient β znaša 579,954 in nam pove, za koliko se spremeni vrednost odvisne 
spremenljivke, če se vrednost neodvisne spremenljivke spremeni za eno enoto. Konstanta α 
znaša 1965,625 in nam pove vrednost odvisne spremenljivke, ko je vrednost neodvisne enaka 
nič. Na podlagi Tabela 5.8 lahko zapišemo regresijsko enačbo: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑘𝑙𝑖𝑐𝑒𝑣 =  1965,625 +  579,954 ∗  š𝑡𝑒𝑣𝑖𝑙𝑜 𝑜𝑔𝑙𝑎š𝑒𝑣𝑎𝑙𝑠𝑘𝑖ℎ 𝑘𝑎𝑚𝑝𝑎𝑛𝑗. 
V tem primeru lahko za 2 izvajani oglaševalski kampanji ocenimo, da bo število klicev v tistem 
tednu 3126. Rezultat je pridobljen na osnovi izračuna: 
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑘𝑙𝑖𝑐𝑒𝑣 =  1965, 625 +  579,954 ∗  2 =  3125, 533.  
Tudi tukaj gre za pozitivno povezanost med spremenljivkama. Glede na to, da eksperimentalna 
vrednost statistike t znaša 2,833 in da je natančna stopnja značilnosti manjša od 5 % (p < 0,05), 
lahko zaključimo, da število oglaševalskih kampanj statistično značilno vpliva na število klicev 
v tedenskem obdobju. 
Tabela 5.9: Kakovost regresijskega modela za tedensko obdobje 
Model R R2 Prilagojeni R2 Stand. napaka ocene 
1 ,448 ,200 ,175 592,79487 
Tabela 5.9 nam prikazuje, da število oglaševalskih kampanj pojasni 20 % variabilnosti števila 
klicev v tedenskem obdobju. Ostala variabilnost pa je posledica drugih vzrokov, ki jih v 
regresijski model nismo vključili. Če z ocenjenim regresijskim modelom napovedujemo število 
klicev za tedensko obdobje, se bomo pri tem standardno zmotili za 592,794 klicev. Pearsonov 








Tabela 5.10: Izpis izstopajočih standardiziranih rezidualov za tedensko obdobje 





4 3,319 4513,00 2545,5789 1967,42105 
7 2,150 4400,00 3125,53333 1274,46667 
S pomočjo analize rezidualov bom preveril predpostavke o normalnosti rezidualov, 
neodvisnosti rezidualov in neodvisnih spremenljivk ter o homoskedastičnosti za tedensko 
obdobje, ki sem jih opisal v poglavju 4. 
Tabela 5.10 nam prikazuje diagnostiko rezidualov posameznih enot za tedensko obdobje. Izmed 
vseh enot, ki so bile vključene v regresijsko analizo, sta pri dveh enotah standardizirana 
reziduala večja od 2 (3,32 pri 4. enoti in 2,15 pri 7. enoti), kar pomeni, da sta standardna 
reziduala za te dve enoti za več kot 2 standardna odklona oddaljena od regresijske krivulje. 
Razberemo lahko tudi, da je za 4. enoto velikost reziduala 1967,42 in za 7. enoto 1274,47. Pri 
4. enoti se napovedana vrednost odvisne spremenljivke, ki je 2545,58 klicev za 1967,42 klicev 
odklanja od dejanske vrednosti, ki je 4513 klicev. Za 4. enoto lahko torej zapišemo: 
1967,42 =  4513 −  2545,58. 
Pri 7. enoti se napovedana vrednost odvisne spremenljivke, ki je 3125,53 klicev za 1274,47 
klicev odklanja od dejanske vrednosti, ki je 4400 klicev. Za 7. enoto lahko torej zapišemo: 
1274,47 =  4400 −  3125,53. 
Smiselno je pregledati, ali se obe enoti sistematično razlikujeta od ostalih enot in ali podatki 
držijo. V mojem primeru sta obe enoti izstopajoči, ker predstavljata največjo vrednost števila 







Tabela 5.11: Opisne statistike rezidualov za tedensko obdobje 





2545,5789 3125,5334 2801,4412 292,29396 34 




-,875 1,109 ,000 1,000 34 
Standardizirani 
reziudal 
-1,197 3,319 ,000 ,985 34 
Tabela 5.11 prikazuje osnovne opisne statistike za spremenljivko rezidual iz katere lahko 
razberemo, da je najmanjši rezidual -709,58 in največji rezidual 1967,42. Negativni rezidual 
pomeni, da je napoved precenjena, pozitiven, pa da je napoved podcenjena. Opazimo lahko, da 
je povprečni rezidual enak 0, kar je v skladu s predpostavko o normalnosti rezidualov. Število 
enot v analizi je enako kot v mesečnem obdobju, ker je bilo uporabljeno povprečje števila 
klicev. 




Predpostavko o normalnosti rezidualov lahko preverimo tudi s pomočjo histograma na Sliki 
5.6, ki prikazuje porazdelitve rezidualov. Za primerjavo, kakšna bi bila porazdelitev rezidualov, 
če bi bila popolnoma normalna, imamo vrisano krivuljo normalne porazdelitve. V mojem 
primeru gre za porazdelitev, ki ni normalna, pač pa asimetrična v desno. Predpostavko o 
normalnosti rezidualov delno kršimo, zato je potrebno biti nekoliko bolj previden pri 
interpretaciji statističnih značilnosti v regresijskem modelu. 
Slika 5.7: Razsevni grafikon standardiziranih rezidualov in standardiziranih napovedanih 
vrednosti za tedensko obdobje 
 
Razsevni grafikon standardiziranih rezidualov in standardiziranih napovedanih vrednosti, ki je 
predstavljen na Sliki 5.7, se uporablja za preverjanje predpostavke o neodvisnosti rezidualov in 
neodvisnih spremenljivk ter homoskedastičnosti in služi za pregled izstopajočih enot. 
Predpostavka o neodvisnosti rezidualov in neodvisnih spremenljivk je v mojem primeru 
izpolnjena, ker ni vidna nobena zveza med spremenljivkama. Prav tako je izpolnjena 
predpostavka o homoskedastičnosti, ker so točke približno enako razpršene za vse napovedane 





5.2.5 Primerjava rezultatov za mesečno in tedensko obdobje 
Tabela 5.12: Primerjava rezultatov za mesečno in tedensko obdobje 
 Mesečno obdobje Tedensko obdobje 
β 1724,385 579,954 
α 1689,821 1965,625 
t 5,703 2,833 
p 0,000 0,008 
R2 0,504 0,200 
Standardna napaka 1878,853 592,794 
Pearsonov koeficient korelacije 0,710 0,448 
Iz Tabele 5.12 lahko razberemo, da gre za večjo povezanost med številom oglaševalskim 
kampanj in številom klicev v mesečnem obdobju v primerjavi s tedenskim obdobjem. V 
mesečnem obdobju število oglaševalskih kampanj pojasni za 30 % več variabilnosti števila 
klicev, če primerjamo s tedenskim obdobjem. Potrebno je upoštevati, da so podatki agregirani, 
kar pomeni, da je variabilnost manjša. Obe obdobji sta statistično značilno povezani s številom 
oglaševalskih kampanj. Pri mesečnem obdobju je standardna napaka večja, kar je posledica 
večjih vrednosti števila klicev znotraj posameznega obdobja. Pearsonov koeficient korelacije 
kaže na večjo povezanost pri mesečnem obdobju, kjer gre za močno povezanost, medtem ko 
gre v tedenskem obdobju za šibko povezanost. Analiza na mesečni ravni je v mojem primeru 
bolj primerna zaradi tega, ker gre za večjo povezanost med spremenljivkama in, ker 
oglaševalske kampanje pojasnijo več variabilnosti števila klicev, upoštevajoč agregacijo 
podatkov. Pri obeh obdobjih so bile predpostavke za analizo rezidualov izpolnjene, kar pomeni, 
da s pomočjo regresijske enačbe dobro napovedujemo vrednosti odvisne spremenljivke, tako 
na mesečni, kot na tedenski ravni. Primerjava za več časovnih obdobij, bodisi na mesečni, 
tedenski ali dnevni ravni, je zelo pomembna za podjetja, takrat ko je neodvisna spremenljivka 
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oglaševalska kampanja. Na podlagi trajanja določene oglaševalske kampanje lahko izberemo 
ustrezno časovno obdobje merjenja števila klicev. V moji analizi je bilo izbrano mesečno in 
tedensko obdobje zaradi tega, ker je večina oglaševalskih kampanj trajala vsaj teden ali več. 
 
5.3. Prikaz optimizacije urnika 
Kot sem že omenjal v poglavju 3.3., je določitev števila osebja, ki so potrebni za obvladovanje 
pričakovane delovne obremenitve, naslednji korak po napovedi števila klicev pri optimizaciji 
urnika. Število osebja lahko izračunamo s pomočjo Erlangovega kalkulatorja, pri katerem 
potrebujemo podatke o številu klicev, časovnem intervalu, povprečnem času pogovora 
svetovalca, priporočenem odstotku obdelanih klicev in priporočenem odzivnem času javljanja 
svetovalca. 
Na podlagi izračunov in linearne regresije sem pridobil naslednje vhodne podatke, ki so 
primerni za Erlangov kalkulator: 
- število klicev: 3126/6 delovnih dni = 521, 
- časovni interval: 12 ur, 
- povprečni čas pogovora: 4 minute in 58 sekund = 289 sekund, 
- priporočen odstotek obdelanih klicev: 90 %, 
- priporočen odzivni čas javljanja svetovalca: 10 sekund. 
Število klicev je izračunano na podlagi napovedanega števila klicev za tedensko obdobje v 
primeru 2 oglaševalskih kampanj s pomočjo linearne regresije. Pridobljeni rezultat sem delil s 
6 delovnimi dnevi, od ponedeljka do sobote. Časovni interval je 12 delovnih ur. Povprečni čas 
pogovora je izračunan na podlagi vseh podatkov za obdobje treh let. Priporočen odstotek 
obdelanih klicev in odzivni čas javljanja svetovalca pa se lahko prilagaja glede na potrebe in 
želje podjetja oziroma organizacije. Vsi podatki so bili vneseni v kalkulator, kot je prikazano 






Slika 5.8: Vhodni podatki Erlang kalkulatorja 
 
Vir: Call Center Helper (2017) 
Kalkulator je javno dostopen na spletni strani www.callcenterhelper.com, ki za pomoč pri 
izračunih uporablja podatke iz ostalih klicnih centrov po svetu. V mojem primeru je na podlagi 
zgornjih vhodnih podatkov ocenil, da je v tistem dnevu tedna, kjer se bosta izvajali povprečno 
2 oglaševalski kampanji, potrebno maksimalno 14 in minimalno 10 svetovalcev, da se zagotovi 
priporočen odstotek obdelanih klicev in odzivni čas javljanja. Poleg tega kalkulator oceni 
število klicev in potrebno število osebja v polurnih intervalih na način, kot je prikazan na Sliki 
5.9. Posamezne parametre lahko uporabnik tudi prilagaja glede na potrebe. Kalkulator je 















Slika 5.9: Izračun s pomočjo Erlangovega kalkulatorja 
 

















Na podlagi izračunov sem ugotovil, da je linearna regresijska analiza primerna za 
napovedovanje števila klicev glede na oglaševalske kampanje. Analiza za mesečno obdobje je 
pokazala, da gre za močnejšo povezanost med obema spremenljivkama v primerjavi s 
tedenskim obdobjem. Glede na večje vrednosti števila oglaševalskih kampanj v mesečnem 
obdobju, je to pričakovan rezultat. Na raziskovalno vprašanje, ki sem si ga zastavil, sem torej 
lahko odgovoril, da oglaševalske kampanje vplivajo na število klicev v klicnem centru. Večje 
kot je število oglaševalskih kampanj znotraj posameznega obdobja, večje je število klicev. 
Prav tako je bila kakovost regresijskega modela zelo dobra za obe obdobji. V mesečnem 
obdobju število oglaševalskih kampanj pojasni več kot polovico % variabilnosti števila klicev, 
medtem ko v tedenskem obdobju pojasni 20 %. Potrebno je upoštevati agregacijo podatkov, 
kjer je variabilnost na mesečni ravni v vsakem primeru manjša. Analiza rezidualov je pokazala, 
da lahko s pomočjo regresijske enačbe dobro napovedujemo vrednosti odvisne spremenljivke, 
tako na mesečni, kot na tedenski ravni, ker so bile vse predpostavke izpolnjene. Glede na študijo 
Bianca, Manca in Nardinija (2008), ki so s pomočjo linearne regresije napovedovali porabo 
električne energije, je odstotek zelo visok, kar kaže na to, da se model dobro prilega podatkom. 
Ostala variabilnost je posledica nekih drugih vzrokov, ki jih v regresijski model nisem vključil. 
V prihodnje bi lahko za napovedovanje števila klicev glede na neko neodvisno spremenljivko 
uporabil dinamično regresijsko analizo ali eksponentno glajenje, ki dopušča večji vpliv ostalih 
spremenljivk v modelu. Altan in Satman (2005) sta za delniški trg primerjala napovedovanje z 
linearno regresijo in nevronskimi mrežami, kjer sta ugotovila, da nevronske mreže dajo boljše 
rezultate. Analizo nevronskih mrež bi bilo smiselno preveriti tudi pri moji tematiki. 
Ugotovil sem, da gre med številom klicev in oglaševalskimi kampanjami za statistično značilno 
povezanost, kar pomeni, da sem potrdil drugo hipotezo. Medtem ko sem prvo hipotezo delno 
potrdil. Za celotno potrditev bi bilo smiselno uporabiti dnevno ali urno obdobje števila klicev 
in namesto oglaševalskih kampanj uporabiti interne ter eksterne dejavnike, ki bi morda imeli 
vpliv. V tem primeru bi bilo potrebno uporabiti drugo metodologijo, kot npr. analizo časovnih 




V primeru vpliva več neodvisnih spremenljivk na odvisno je priporočljivo uporabiti multiplo 
linearno regresijsko analizo. Prav tako so v tem primeru ustrezne metodologije, ki se navezujejo 
na analizo trendov in analizo časovnih vrst. Kljub temu se je prilagoditev rezultatov iz 
tedenskega obdobja izkazala za ustrezno pri optimizaciji urnika in uporabi Erlang kalkulatorja. 
Vhodne podatke lahko uporabnik, podjetje ali organizacija prilagodijo glede na potrebe in želje. 
Smiselno bi bilo tudi izboljšati izračune znotraj kalkulatorja glede na spremembe trga in 
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