nursing outcome will demonstrate nursing contribution to patients care. An ability to link and analyze the linkage of nursing intervention and nursing sensitive outcomes will demonstrate the effectiveness of nursing treatment in responding to patients problems. Analysis of patient demographic characteristics will provide information on the type of nursing treatments and outcomes regarding the variation of patient characteristics (Goossen, Epping, Feuth, van den Heuvel, Hasman, & Dassen, 2001) .
The development of high powered computers and storages technology over the last decade has made possible the collection and storage of extremely large volumes of patient and nursing data. New techniques and tools have been developed to manage these large amount of data into useful information and knowledge. One of these innovative approaches is data mining, or knowledge discovery in databases (KDD) (Delaney et al., 2000) . Applying data mining techniques into data management will improve nurses' ability to understand important links between massive volume of collected data and the outcome of patient care, and to predict the desired outcomes (Harris, Graves, Solbrig, Elkin, & Chute, 2000) .
Knowledge discovery and data mining
A growing number of publications in various fields (e.g. business, engineering, and medicine) have devoted to knowledge discovery and data mining. Data mining is a process that uses a variety of data analysis tools to discover patterns and relationships in data that may be used to make valid predictions (Goodwin & Iannacchione, 2002) . The term Knowledge Discovery from databases incoporates data mining as a step but also covers the full process from initial data cleansing and preprocessing to interpretation of the induced patterns. (Fayyad, Piatetsky-Shapiro, & Smyth, 1996; McDonald, Brossette, & Moser, 1998; Windle, 2004) . Nurses have just begun to explore this tool for nursing knowledge discovery in the last few years and only a few published nursing studies utilizing data mining strategy exist. Eriksen, Turley, Denton, and Manning (1997) applied data mining tool, based on a cluster analysis technique, to pilot project studying the staffing levels according to the patient acuity and volume. The investigators concluded that the data mining technique assisted in understanding the complex relationships which were embodied in the data.
A collaborative research project proposed by nurses in the U.S. and Austria studied differences in patient positioning on the patient outcomes of adult respiratory distress syndrome (ARDS) (Goodwin et al., 1997) . Clinical data from Austria s large database were used for the study and data mining techniques were applied to this project to find clinically relevant patterns in predicting risks for ARDS. The multidisciplinary research team at Duke University used an extensive clinical database of obstetrical patients to identify factors contributing to perinatal outcomes (Goodwin et al., 1998) . Recently, data mining is increasingly used to predict clinical outcomes, for example, nursing practice domain in spinal cord injury clinical database (Kraft, 2003) , osteoarthritic knee rehabilitation outcomes using a predicton model (Tam, Cheing, & Hui-Chan, 2004) , and birth outcome prediction (Goodwin, & Iannacchione, 2002) .
Rough set model which was introduced by Zdzislaw Pawlak in Poland in the early 1980 s (Ohrn & Rowland, 2000) is one of the data mining methods. Rough set is a set theory that classifies objects into sets based on attributes of the objects. The classification can then be used to access objects or sets of objects where objects are roughly equal or roughly overlap. Rough set is one of the non-statistical methodologies for data analysis and concerns the classificatory analysis if imprecise, uncertain, or incomplete information expressed in terms of data acquired from experience. Basically, rough set theory deals with the approximation of sets that are difficult to describe with the available information. Rough set evaluates the importance of conditional attributes, reduces redundant attributes, determines minimum subsets of attributes ensuring satisfactory classification of objects, creates models for objects, and results in the form close to natural language (decision rules) allowing researchers understand and interpret the outcome more easliy. One of the main advantages of rough set theory is that it does not need any preliminary or additional information or statistical assumptions about data compared with other statistical methods. Therefore, rough set thoery can be used easily for healthcare data which have a variety of attributes, missing data, and incompleted data (Kusiak, 2000) .
A set of interests could be the set of patients with a certain disease or outcome (Ohrn & Rowland, 2000) . Podraza and Podraza (1999) applied a rough set approach to a data set consisting of clinical and laboratory examination of children with acute lymphoblastic leukemia. This approach led to the conclusion that intensive, high dose central nervous system prophylactic irradiation seemed to be better prevention against Central Nervous System relapse. Woolery and Grzmala-Busse (1994) applied a machine learning program based on a rough set to analyze three large datasets. They concluded that machine learning could generate expert system rules for prediction of preterm delivery.
Therefore, applying data mining techniques to the NMDS which contained a large volume of patients data would be able to demonstrate outcome effectiveness of different interventions over a period of care in this study. Moreover, the pattern of the linkage among elements (e. g. relationship between length of stay and comorbidity) in the NMDS would be assisted by utilizing this technique.
Purpose of study
The purposes of this study were to apply rough set to nursing specific knowledge discovery process and to identify the utilization of rough set as a data mining skill for clinical decision making.
Objective of study 1. To describe the knowledge discovery process. 2. To apply the data mining technique based on rough set model to nursing knowledge discovery.
3. To identify the methodology of data preparing process.
4. To understand patterns generated from data mining. 5. To identify the utilization of rough set model for clinical decision making.
METHODS

Conceptual framework
The conceptual framework used to guide this study was based on the Knowledge Discovery in Databases (KDD) Process Model by Fayyad et al. (1996) , which explained the management and processing of nursing data, information, and knowledge to support the practice and the delivery of nursing care (see Figure 1 ).
Setting
The target setting was a 500-bed community hospital in the Midwest of U.S. The nursing information system linked the elements of the NMDS and used the North American Nursing Diagnosis Association classification (NANDA, 1996) , Nursing Intervention Classification (NIC) (Iowa Intervention Project, 1996) , and the Nursing Outcomes Classification (NOC) (Iowa Outcome Project, 1996) . Within the automated on-line care planning system, the nurses were provided sets of standardized care plans, while at the same time allowing nurses to select the nursing interventions for each patient. At discharge, nursing clinical data from the care plan were coded and manually keyed into the hospital information system for electronic archiving and retrieval.
Population and sample
All adult and elderly inpatients discharged between January 1, 1998 and December 31, 1998 from one of the 8 inpatient units were used to determine the effectiveness of nursing interventions for the most frequently occurring nursing diagnoses targeted to the most frequently occurring DRGs. One thousand patients records were retrieved from the original sample.
Data preparing process
1) Selection of five most frequently used nursing diagnoses: Five nursing diagnoses were selected based on frequencies. Each visit (record) had at lease one of these di- agnoses. In the database, the diagnoses were represented by five dichotomous variables, coded as 1 if that diagnosis appeared in the record and 0 if not. These variables were Pain, Potential for infection, Potential for injury, Immobility, and Impaired skin integrity.
2) Identifying the subsample: Randomized 1000 patient data were selected from the year 1998 database. The data set was randomly split into a training set with 700 cases and a test set with 300 cases. All these patient data in the training set consisted of 60 attributes. Each record had at least one of the five nursing diagnoses above.
3) Identifying 16 most frequently used nursing interventions: Sixteen most frequently used nursing interventions were identified for specific five nursing diagnoses. These were coded as 1 if the specific NIC appeared and 0 if not. 4) Identifying 17 most frequently used nursing outcomes: Seventeen most frequently used nursing outcomes were identified for specific five nursing diagnoses.
These were coded as 1 if the specific NOC appeared and 0 if not. 5) Data cleaning and preprocessing: Original data kept in access database were transformed to Excel spreadsheet. Some redundancy data variables (columns) were excluded. Real values such as ICD 9 were categorized into groups. All missing values were designed for specific values to fill up the field. Finally, a table composed of 700 rows corresponding to patients (objects) and 60 columns corresponding to attributes (variables).
6) Data mining with the training set: The training set of data was selected to extract the rules and analyzed with the data mining program based on rough set theory (Kusiak, 2000) . The data mining approach used in the study was that a group of patients with a unique set of characteristics (e.g., nursing diagnoses and nursing interventions) shared the same outcome. Data mining algorithms dynamically analyzed large databases and identified unique characteristics of the groups of patients, rather than analyzing the entire population. Unique characteristics were not specified in advance. The sets of unique characteristics were determined for a group of patients by the data-mining algorithm itself. 7) Rule testing with the testing set: The rules were evaluated with the testing set data (300 patients) for their predictability and ROC (Receiver Operating Characteristcs) was drived to see the discminatory performance of rules.
RESULTS
Demographic characteristics
Demographic characteristcs of the study sample are shown in Table 1 . The age ranged from 25 to 102 and the mean age was 70.31. The mean number of comorbidity was 3.5 and average length of stay (LOS) was 5.4 days. The proportion of women was 61.3% (n = 429). Nearly 62% (n = 430) of the patients were discharged to home without any additional services and 17.6% were expired at the hospital. About 36% of patients received the care service at medical units and 31.1% did at surgical units. The most common primary disease was myocardiac infarction (10.4%), followed by angina (7.4%).
Descision table with data attributes
Data were discretized and represented with decision table in which each row represented a patient (an object) and each column represented a variable (an attribute) that could be measured for each object. All variables have been transformed into categorical ones, even though some of them were inherently numerical (see table 2 ).
Characteristics of nursing care
The five most common nursing diagnosis was potential for infection (n = 593, 84.7%), followed by pain (n = 504, 72.0%), potential for injury (n = 202, 28.9%), impaired skin integrity (n = 159, 22.7%), and immobility (n = 100, 14.3%).
The 16 most frequently used nursing interventions are listed in Table 3 .
The intervention most freqeuntly used was pain management (n = 324, 46.3%). Other frequently used interventions were infection protection (n = 312, 44.6%), analgesic administration (n = 227, 32.4%), and skin surveilance (n = 203, 29.0%).
The 17 most frequently used nursing outcomes are listed in Table 4 .
The nursing outcome most freqeuntly used was remain free of infection (n = 384, 54.9%), followed by states realistic level of comfort (n = 289, 41.3%), maintain a febrile state (n = 206, 29.4%), and states relieved pain (n = 195, 27.9%).
Example rules based on rough set theory Decision: Length of Stay
Data mining found 135 rules and the 135 rules were pruned down to 10 rules. Five variables such as the number of comorbidity, marital status, risk for infection (NANDA), infection protection (NIC), discharge status were identified as valuable predictors for length of stay. Applying the rules to the test set resulted in the area of under ROC curve of 89.0% with standard error of 2.5% showing the high predictability. Figure 2 shows an example rule with high accuracy. This decision rule indicates that if patients had less than 2 comorbidity, were married, had a risk for infection as nursing diagnosis and received infection protection as nursing intervention, and discharged to home, 92 patients had less than 3 days of length of stay. It describes exactly 42 patients, which represents 23.4 % of pateints with LOS < 3. Decision: Nursing Outcome Data mining found 88 rules for nursing outcome, Relieved Pain, and the 88 rules were pruned down to 7 rules. Four variables (age, impaired skin integrity, pain, and discharge status) were identified as valuable predictors. Applying the rules to the test set resulted in the area of under ROC curve of 90.1% with standard error of 2.3% showing the high predictability. Figure 3 shows an example rule with high accuracy.
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This decision rule indicates that if patients older than 65 had impaired skin integrity and pain as nursing diagnoses, and discharged to home with home health care services or skilled care, the patient did not show any relieved pain as nursing outcome; 90 (32.4%) patients met this decision rule with 78.0% of accuracy.
Decision: Mortality
Data mining found 155 rules for being expired at hospital and the 155 rules were pruned down to 15 rules. Five variables (age, pain, potential for infection, marital status, and primary disease) were identified as valuable predictors for mortality. Applying the rules to the test set resulted in the area of under ROC curve of 91.1% with standard error of 1.8% showing the high predictability. Figure 4 shows an example rule with high accuracy.
This decision rule indicates that if patients were older than 65, had pain and potential for infection as nursing diagnoses, were widowed or seperated, and had myocardiac infarction as a primary medical diagnosis, the patients had high probability of expiration at hospital; 33 (27.3%) patients met this decision rule with 80.0% of accuracy.
DISCUSSION
Data mining techniques have been applied actively in many studies outside nursing, showing the value for knowledge discovery in clinical data set. Even though nurses are the primary users of clinical data, the importance and utilization of large clinical data set have been neglected in nursing. Data mining skill can be one of the essential methods for knowledge discovery to enhance decision making for quality assessment and improvement. This study explored the potential for utilization of data mining tool to discover the information and knowledge in the NMDS.
In this study, the most freqently used nursing disgnoses for inpatient care in an acute care setting were identified as potential for infection, pain, potential for injury, impaired skin integrity, and immobility, which showed similar pattern with the results of other studies (Kraft, 2003; Windle, 2004; Park, Delaney, Maas, & Reed, 2004) . The most frequently identified primary diseases were related to cardiovascular dysfunction such as myocardiac infarction, angina, anemia, cardiac dysrhythmias, and heart faliure. This pattern of primary diseases of the sample population is likely reason why nurses used nursing diagnoses related to acute cardiac dysfunction most frequently such as infection, pain, injury, skin intergrity, and immobility.
The rules identified by data mining revealed that number of comorbidity, marital status, nursing diagnosis related to risk for infection and nursing intervention related to infection protection, and discharge status were the predictors that determined the length of stay. This is a similar finding to other studies which explored the predictors for length of hospital stay (Lee, 1998; Newhouse, Johantgen, Pronovost, & Jonhnson, 2005) . Patients who had more comorbidity tended to require longer care and early detection of risk of infection while intervention for infection protection shortened the length of hospital stay.
One of the decision rules for nursing outcomes indicated that if patient older than 65 had impaired skin integrity and pain as nursing diagnoses, and discharged to home with home health care services or skilled care, the patient would not show any relieved pain as nursing outcome. This rule suggested that impaired skin intergrity inhibited pain relieving for older patients and eventually needed further care after discharge such as home care or long-term care services (Goossen, Epping, Feuth, van den Heuvel, Hasman, & Dassen, 2001) .
Five variables (age, pain, potential for infection, marital status, and primary disease) were identified as valuable predictors for mortality in this study. Older patients have a higher risk of death in the hospital than do younger patients. Pain and risk for infection were associated with mortality of old patients with myocardiac infarction and needed more attention as mentioned in other studies (Berkman, Leo-Summers, & Horwitz, 1995; Gliksman, Lazarus, Wilson, & Leeders, 1995) . Patients with MI who were separated or widowed had a higher risk of death in hospital than those who were married. One reason might be the limited sources of support, because they lived alone. Social support has been found to be an important variable in adapting to MI (Morse, Jones, Brosette, 1999) .
The effectiveness and potentials of rough set model as a data mining tool have been proven through this study. The patterns of decision rules were readily interpretable and allowed possible new insights into how various attributes interact and serve as baseline data for decision making. Researchers may benefit from the use of data mining based on rough set model to identify factors that might be missed by using traditional statistical methods such as regression , and analysis of variance, etc. It is notable, however, that more than 50% of the data mining process was devoted to the data selection, cleaning and reduction. This implies that the most important prerequisites of effective data mining are the exploration and selection of the right data set. Clear and in-depth understanding of the selected data sets should be followed. It also should be noted that cleaning and preparing data sets are one of the critical processes of data mining because these works enhance the reliability and validity of data, resulting in quality improvement of the data. Prior knowledge of the pattern of data can also significantly reduce the data mining step as well as all the other steps in the KDD process.
A potential limitation of this study would be the quality of the nursing records. The study hospital is known for maintaining consistent quality in its computerized nursing documentation system, including standardized nursing diagnoses and nursing interventions and outcomes. The clinical contents in the information system mirror the paper chart contents exactly mirror the contents of the paper charts, which are maintained as a part of the permanent patient records. In addition, the standardized language used in the NMDS incorporated into the site s clinical ladder system and consequently is an explicit criterion in annual performance appraisals. With all these facts, the reliability and validity of the data should still be considered.
CONCLUSION
It is the beginning step to use the method of knowledge discovery and data mining in manipulating nursing data set as is tried in this study. Currently, few published studies looked at computerized nursing practice data from longitudinal perspectives using data mining techniques for evidence of nursing contribution to patient outcomes or for diagnostic and intervention patterns. Therefore, more studies are necessary to explore the potential of applying knowledge discovery and data mining to various types of nursing data. In addition, nurses need to demonstrate the effectiveness of nursing intervention through the large data set with standardized language format to unify data from different settings.
This study represents an initial step in the determination of nursing care and patient characteristics that contribute to predicting the outcomes of hospitalized patients using data mining tool based on rough set model. A better understanding of patient and nursing pattern enables this kind of nursing information to be used for care planning and resource allocation.
Based on the overall findings of this study, indications exist to warrant further investigation in several specific areas. First, it is recommended that the study be replicated using a larger sample from a variety of acute care settings representing different areas and different population of patients, especially from Korean settings where the elecronic health record systems are increasing very rapidly. Second, it is needed to compare the data mining method based on rough set theory with other data ming methods or traditional statistical methods such as logistic regression to verify the predictability of rough set model. Finally, since this study used the data prepared based on five frequently used nursing diagnoses, future study is needed to explore the nursing services and patient characteristics related to a variety of specific medical diagnoses or DRGs (Diagnosis Related Groups).
The value of nursing database research is directly related to the value placed on the contribution of nursing practice to research and knwoledge development. Nursing data from the real clinical settings can produce meaningful information that can contribute to improving the quality of nursing care. Such information then can further empower nurses in their clinical decision-making and problem solving.
