In this paper, modified wavelet full-approximation scheme is introduced for the numerical solution of nonlinear Volterra integral and integro-differential equations. Wavelet Prolongation and Restriction operators are developed using Daubechies wavelet filter coefficients. Results show that the proposed scheme offers an efficient and good accuracy with faster convergence in less computation cost, which is justified through the error analysis and CPU time.
Introduction
Integral equations arise in various fields of science and engineering. Nowadays integral equations and their applications is an important subject in applied mathematics. In some cases, it is difficult to solve them, especially analytically. There are many analytical approaches were introduced, such as A domian decomposition method, successive substitutions, Laplace transformation method, Picard's method, etc. [1] . The analytical approaches have limited applicability either because the analytical solutions of some of the problems those arise in application do not exists or because they are more time consuming. Therefore, many integral equations arising in mathematical modelling of physical world problem demands efficient numerical techniques. A number of numerical techniques such as Galerkin method [2] , collocation method [2] , Nystrom interpolation [3] , etc. have been proposed by various authors. In numerical analysis, solving integral equations is reduced to solving a system of algebraic equations. Iterative techniques are available to solve a system of algebraic equations, such as Newton, method, Jacobi iterative method, Gauss-Seidel method, etc. In the past several years, considerable attention has been made for obtaining solutions of nonlinear integral equations. Nonlinearity is one of the interesting topics among the physicists, mathematicians, engineers, etc. Since most physical systems are inherently nonlinear in nature.
The full-approximation scheme (FAS) is largely applicable in increasing the efficiency of the iterative methods used to solve nonlinear system of algebraic equations. In the historical three decades the development of effective iterative solvers for nonlinear systems of algebraic equations has been a significant research topic in numerical analysis. Nowadays it is recognized that FAS iterative solvers are highly efficient for nonlinear differential equations introduced by Brandt [4] . For a detailed treatment of FAS is given in Briggs et al. [5] . An introduction of FAS is found in Hackbusch and Trottenberg [6] , Wesseling [7] and Trottenberg et al. [8] . Many authors applied the FAS to some class of differential equations; Lubrecht [9] , Venner and Lubrecht [10] , Zargari [11] and others have significant contributions in EHL problems. Lee [12] has introduced a multigrid method for solving the nonlinear Urysohn integral equations. In this paper, we introduce the full-approximation scheme (FAS) for the numerical solution of nonlinear Volterra integral and integro-differential equations.
Wavelet based numerical methods are used for solving the system of equations with faster convergence and lower computational cost. Since 1991, the various types of wavelet based methods have been applied for the numerical solution of different kinds of integral equations, a detailed survey on these papers can be found in [13] [14] [15] . In recent years, wavelet analysis is gaining considerable attention in the numerical solution of differential equations. Recently, many authors (Leon [16] , Bujurke et al. [17] [18] [19] , Avudainayagam and Vani [32] ) have worked on wavelet multigrid method for the numerical solution of differential equations. Wang et al. [21] have applied a fast wavelet multigrid algorithm for the solution of electromagnetic integral equations. In this paper, we introduce the modified wavelet full-approximation scheme (MWFAS) for the numerical solution of nonlinear Volterra integral and integro-differential equations. Thus, the proposed scheme can be applied to a wide range of science and engineering problems.
The organization of this paper is as follows. In Section 2, Daubechies wavelets is given. In Section 3 intergrid operators are discussed. In Section 4, method of solution is discussed. In Section 5, presents the numerical experiments and results are given. Finally, conclusion of the proposed work is given in Section 6.
Daubechies Wavelets
The refinement relation of scaling function φ (t) is given by,
where φ (t) is normalized:´∞ −∞ φ (t)dt = 1. Based on the scaling function φ (t) , the wavelet function can be written as, The refinement relation of wavelet function ψ(t) is given by,
where {h k } kεZ and {g k } kεZ are known respectively as the low and high pass filter coefficients, and they are related by
where, L is an even integer, is the order of the wavelet. The compactly supported wavelet bases were introduced by Daubechies [22] . They are an orthonormal bases for functions in L 2 (R). A family of orthogonal Daubechies wavelets with compactly supported property has been constructed by Daubechies in [23] . Due to excellent properties of orthogonality and minimum compact support, Daubechies wavelets can be useful and convenient in a wide variety of situations.
In this paper, we use Daubechies filter coefficients for L = 4 which are, h 0 = 0.4830, h(1) = 0.8365, h(2) = 0.2241, h(3) = −0.1294 are low pass filter coefficients and g 0 = 0.1294, g(1) = −0.2241, g(2) = 0.8365, g(3) = −0.4830 are the high pass filter coefficients.
3 Intergrid operators 3.1 Full-Approximation Scheme (FAS) operators Brandt [4] was one of the first to introduce nonlinear multigrid, which seeks to use concepts from the linear multigrid iteration and apply them directly in the nonlinear setting. Since the early application to elliptic partial differential equations, multigrid methods have been applied successfully to a large and growing class of problems. Classical multigrid begins with a two-grid process. First, iterative relaxation is applied, whose effect is to smooth the error. In this paper, we describe how to apply multigrid to nonlinear problems. Applying multigrid method directly to the nonlinear problems by employing the method so-called Full Approximation Scheme (FAS). Full approximation scheme suitable for nonlinear problems is the FAS [5, 8] which treats directly the nonlinear equations on finer and coarser grids. In FAS, a nonlinear iteration, such as the nonlinear GaussSeidel method is applied to smooth the error. In FAS, the residual is passed from the fine grids to the coarser grids. Vectors from fine grids are transferred to coarser grids with Restriction operator (R), while vectors are transferred from coarse grids to the finer grids with a Prolongation operator (P) respectively given in Section 4.1. The detail survey on FAS is given in [6] .
Wavelet Full-Approximation Scheme (WFAS) operators
Discrete wavelet transform (DWT) matrix: The DWT matrix, which play an important part in the wavelet method. This is highly expedient and informative, particularly for the numerical computations. As we already know about the DWT matrix and its applications in the wavelet method and is given in [17] as,
Using this matrix author's [24] used the restriction operator and prolongation operators respectively given in Section 4.2.
Modified Wavelet Full-Approximation Scheme (MWFAS) operators
Modified Discrete wavelet transform (MDWT) matrix: Here, we defined modified DWT matrix from DWT matrix in which we have added rows and columns consecutively with diagonal element as 1, which is built as,
Using this matrix we defined the new restriction operator and new prolongation operators respectively given in Section 4.3.
Method of solution

Full-Approximation Scheme (FAS)
Consider the Nonlinear Volterra integral equation of the second kind,
where
The known function k(t, s, u(s)) is called the kernel of the integral equation, while the unknown function u(t) represents the solution of the integral equation. After discretizing the integral equation through the trapezoidal discretization method (TDM) [25] , we get the system of nonlinear equations of the form,
It has N equations with N unknowns. Solving (4) through the iterative method that is Gauss Seidel (GS), we get approximate solution v. Now, we are deliberating about the Full-Approximation Scheme (FAS) of solutions given by Briggs et. al [5] is as follows the procedure,
Step 1: From the system (4), we get the approximate solution v for u . Now we find the residual as,
Reduce the matrices in the finer level to coarsest level using Restriction operator, i.e.,
and then construct the matrices back to finer level from the coarsest level using Prolongation operator, i.e.,
Step 2:
Similarly,
Solving (6) with initial guess 0, we get e (N/2)×1 .
Step 3:
and
Solving (7) with initial guess 0, we get e (N/4)×1 .
Step 4: The procedure is continue up to the coarsest level, we have,
Solving (8), we get e 1×1 .
Step 5: Interpolate error upto the finer level, i.e.,
and so on we have, e N×1 = P N×(N/2) e (N/2)×1 .
Step 6: Correct the solution with error,
This is the required solution of the given integral equation.
Wavelet Full-Approximation Scheme (WFAS)
In this paper, we applied WFAS for the numerical solution of nonlinear Volterra integral equations. The same procedure is applied as explained in the FAS in the above Section 4.1. But replacing W and W T as the restriction and prolongation operators in place of R and P, i.e.,
and W T respectively.
Modified Wavelet Full-Approximation Scheme (MWFAS)
In this paper, we introduced a modified wavelet full-approximation scheme (MWFAS) for the numerical solution of nonlinear Volterra integral equations. The same procedure is applied as explained in the FAS in Section 4.1, using MW and MW T as the new restriction and new prolongation operators in place of R and P, i.e.,
and MW T respectively.
Illustrative problems
In this section, we implemented FAS, WFAS and MWFAS for the numerical solution of nonlinear Volterra integral and integro-differential equations and subsequently presented the efficiency of the MWFAS in the form of tables and figures, here error analysis is considered as,
where u e and u a are the exact and approximate solution respectively.
Test problem 5.1. Let us consider the nonlinear Volterra integral equation [28] ,
which has the exact solution u(t) = t −t 2 . After discretizing the (9) through the trapezoidal discretization method (TDM), we get system of nonlinear algebraic equations of the form (for N = 8),
Solving (10) through the iterative method, we get the approximate solution v of u . i.e., u = e + v ⇒ v = u − e, where e is ( 8 × 1 matrix) error to be determined. The implementation of MWFAS is discussed in Section 4 is as follows, From (10), we find the residual as
we get, = r 8×1 [0 0 2.30e-06 2.01e-05 6.32e-05 8.89e-05 3.98e-05 -2.03e-07] we reduce the matrices in the finer level to coarsest level using Restriction operator MW and then construct the matrices back to finer level from the coarsest level using Prolongation operator MW T . From (11) ,
Similarly, and
Solving (13) with initial guess 0, we get e 4×1 .
From (12),
Solving (15) with initial guess 0, we get e 2×1 . From (14) ,
Solving (17), we get e 1×1 . From e 1×1 , Interpolate error up to the finer level, i.e.,
and lastly we have,
we get e 8×1 = [1.31e − 06 0 2.28e − 06 2.06e − 05 3.04e − 05 0 − 1.75e − 05 0] From (18) , correct the solution with error u 8×1 = v 8×1 + e 8×1 . Lastly, we get u 8×1 is the required solution of (9) . The numerical solutions of the given equation is obtained through the method as explained in Section 4 and are presented in comparison with the exact solution are shown in Table 1 and in Figure 1 for N = 64. Maximum error analysis and CPU time is shown in Table 2 . Test problem 5.2 Next, consider [29] u(t) = sin(t)
which has the exact solution u(t) = sin(t). The numerical solutions of (19) are presented in Table 3 for N = 16 and in Figure 2 for N = 64. Maximum error analysis and CPU time is shown in Table 4 . Test problem 5.3 Next, consider the Nonlinear Volterra-Hammerstein integral equations [30] ,
which has the exact solution u(t) = cos(t). The numerical solutions of (20) are presented in Table 5 for N = 16 and in Figure 3 for N = 64. Maximum error analysis and CPU time is shown in Table 6 .
Test problem 5.4 Next, consider [31] u(t) = − 15 56 t 8 + 13 14 t 7 − 11 10 t 6 + 9 20 which has the exact solution u(t) = t 2 − t. The numerical solutions of (21) are presented in Table 7 for N = 16 and in Figure 4 for N = 64. Maximum error analysis and CPU time is shown in Table 8 . Test problem 5.5 Lastly, consider the Nonlinear Volterra integro-differential equation [32] ,
which has the exact solution u(t) = −t + We convert the Volterra integro-differential equation to equivalent Volterra integral equation by using the wellknown formula, which converts multiple integrals into a single integral. i.e.,
Integrating (22) on both sides from 0 to t and using the initial condition and also converting the double integral to the single integral, we obtain
where k(t, s) = (t − s) and f (t) = −t. The numerical solutions of (22) are presented in Table 9 for N = 32 and in Figure 5 for N = 64. Maximum error analysis and CPU time is shown in Table 10 . Table 10 Maximum error and CPU time (in seconds) of the methods of test problem 5.5. 
Conclusion
In this paper, we proposed a modified wavelet full-approximation scheme for the numerical solution of nonlinear Volterra integral and integro-differential equations. The modified wavelet intergrid operators of prolongation and restrictions are used in this paper, a modified wavelet based FAS, has been shown to be effective and versatile. The numerical solutions obtained agree well with the exact ones. Convergence is also observed in the numerical solutions when the calculation is refined by increasing the number N used. The standard FAS and WFAS converge slowly with larger computational cost, whereas MWFAS does ensure such slower convergence with lesser computational cost. Test problems are justified through the error analysis, as the level of resolution N increases, larger the accuracy increases. Hence, the new scheme is very convenient and efficient than the existing standard methods. T h i s p a g e i s i n t e n t i o n a l l y l e f t b l a n k ©UP4 Sciences. All rights reserved.
