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ABSTRACT

Improving the Physical Processes and Model Integration Functionality of an Energy
Balance Model for Snow and Glacier Melt
by

Avirup Sen Gupta, Doctor of Philosophy
Utah State University, 2014

Major Professor: David G. Tarboton
Department: Civil and Environmental Engineering

Quantification of the hydrologic water sources (snow, ice and rain) to river
discharge in the Hindu-Kush Himalayan (HKH) region is important for decision-making
in water sensitive sectors, such as flood protection. In this region, access to and
monitoring of snow and glaciers and their melt outflow is challenging; thus modeling
based on reanalysis and remote sensing data offers the potential for providing information
to improve water resources decision making and management. Here I advanced the
streamflow prediction capability in Himalayan watersheds by (1) developing a grid-based
input/output framework for a point-based snow model to support its operational
application in an integrated modeling system, (2) developing tools for spatial
downscaling globally available reanalysis weather data to drive an energy balance model
in the areas where meteorological observations are scarce and (3) extending an energy
balance snowmelt model to include processes for quantifying melt from glaciers. In
combination these provide the capability to model surface water supply and examine
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changes in the contribution of glaciers to Himalayan water resources. This work uses the
Utah Energy Balance (UEB) Snowmelt Model that simulates water inputs to runoff by
modeling surface energy balance processes driven by weather inputs. The grid-based
input-output framework extends UEB to run on a distributed mesh of grid cells with
output aggregated over subwatersheds to facilitate integration into the EPA BASINS
modeling system where it can be coupled with models such as the Geospatial Streamflow
Forecast Model (GeoSFM) used to simulate streamflow in the Himalayan region. To
overcome data scarcity in the HKH region, I developed an R-based procedure to
downscale the NASA Modern-Era Retrospective Analysis for Research and Applications
(MERRA) weather products and the NOAA Southern Asia Daily Rainfall estimate
(RFE2) to obtain UEB inputs. The downscaling methods provide spatially and temporally
continuous weather and incoming shortwave and longwave radiation data which are
needed to drive energy and mass balance models such as UEB in hydrology. The ability
to run models driven by these inputs supported examining questions related to the
contribution of glaciers to water resources, thereby improving our understanding of
hydrology in this area. This study also enhanced UEB by adding capability to quantify
glacier melt. Direct physically based validation of this system is challenging due to the
data scarcity in this region, but, to the extent possible, the model was validated through
comparison to observed streamflow and to point measurements at the locations in the
United Sates having available data.
(213 pages)
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PUBLIC ABSTRACT

Improving the Physical Processes and Model Integration Functionality of an Energy
Balance Model for Snow and Glacier Melt
by

Avirup Sen Gupta, Doctor of Philosophy
Utah State University, 2014

Major Professor: David G. Tarboton
Department: Civil and Environmental Engineering

The Hindu-Kush Himalayan region possesses a large resource of snow and ice,
which acts as a freshwater reservoir for irrigation, domestic water consumption or
hydroelectric power for billions of people in South Asia. Monitoring hydrologic
resources in this region is challenging because of the difficulty of installing and
maintaining a climate and hydrologic monitoring network, limited transportation and
communication infrastructure and difficult access to glaciers. As a result of the high,
rugged topographic relief, ground observations in the region are extremely sparse.
Reanalysis data offer the potential to compensate for the data scarcity, which is a barrier
in hydrological modeling and analysis for improving water resources management.
Reanalysis weather data products integrate observations with atmospheric model physics
to produce a spatially and temporally complete weather record in the post-satellite era.
This dissertation creates an integrated hydrologic modeling system that tests whether
streamflow prediction can be improved by taking advantage of the National Aeronautics
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and Space Administration (NASA) remote sensing and reanalysis weather data products
in physically based energy balance snow melt and hydrologic models. This study also
enhances the energy balance snowmelt model by adding capability to quantify glacier
melt. The novelty of this integrated modeling tool resides in allowing the user to isolate
various components of surface water inputs (rainfall, snow and glacier ice melt) in a costfree, open source graphical-user interface-based system that can be used for government
and institutional decision-making. Direct, physically based validation of this system is
challenging due to the data scarcity in this region, but, to the extent possible, the model
was validated through comparison to observed streamflow and to point measurements at
locations in the United States having available data.
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CHAPTER 1
INTRODUCTION
1.1. Problem Statement
High altitude watersheds in the Hindu-Kush Himalayan (HKH) region possess a
large volume of snow and ice, which acts as a freshwater reservoir for irrigation,
domestic water consumption or hydroelectric power for 1.4 billion people in South Asia
(Immerzeel et al., 2010). During the dry years with less precipitation, glaciers act as
natural buffers, releasing meltwater and sustaining relatively stable flow in the streams.
With population growth and projected climate-induced changes in snow and ice, the
region is at risk of experiencing water stress in the long-term (Immerzeel et al., 2010;
2012; Kaser et al., 2010), but is also vulnerable to high flow during the melting season in
the near future. In particular, there are concerns about the effect of climate change on
glacier retreat, and variation in runoff contributions from snow and glacier melt.
As a data driven scientific tools, hydrological models require a vast amount of
data for advancing the prediction capability of hydrological quantities such as
streamflow. However, monitoring hydrological resources including glaciers in the HKH
region is challenging due to the difficulty in installing and maintaining weather and
hydrologic stations, limited transportation infrastructure, difficulty in accessing glaciers
and lack of financial support. As a result of the extreme rugged topography, ground
observations in the region are extremely sparse and inadequate for hydrologic analysis
(Lo et al., 2011). A limited number of weather stations are maintained by the Nepal
Department of Hydrology and Meteorology (DHM) for collecting hydrological and
meteorological variables such as discharge, temperature, and precipitation in Himalayan
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headwaters in Nepal (Konz et al., 2007). These data are a unique resource to examine the
physical processes of runoff generation (Konz et al., 2007) and make predictions of
runoff from high altitude Himalayan watersheds; however, these measurements are often
unable to represent the spatio-temporal variability of the complex terrain and suffer from
prolonged periods of missing data. In recent years, the advancement in remote sensing
data has greatly helped modelers to model snow and glacier melt in the Himalayas
(Thayyen and Gergan, 2010) and has helped to improve water resources decision making
and management in these data-scarce areas. Remote sensing data has been used for
various hydrological and meteorological studies such as: estimating snowmelt runoff
(Thapa, 1993), mapping and characterizing glaciers (Racoviteanu et al., 2008), and using
MODIS snow cover for calibrating a distributed hydrological model (Konz et al., 2010).
In this study, we used remote sensing data, along with weather reanalysis products and
ground-based streamflow observations to model snow and glacier melt for a high altitude
watershed in the HKH region.
While some progress has been made in understanding the contribution of snow
and ice melt to streamflow, most studies in the HKH region use degree-day models or
simple ablation models (Immerzeel et al., 2010; 2012; Racoviteanu et al., 2013). The
ablation models analyze the distribution of area over the range elevation in a watershed.
Ice area is typically calculated for 100 m altitudinal bands below the average elevation at
which annual accumulation equals ablation, the equilibrium line altitude (ELA). These
ablation models assume a separate yearly melt rate (mm/day) for clean and debris
covered glacier for each elevation band over the watershed (Racoviteanu et al., 2013).
Degree-day models, on the other hand, estimate runoff using mean daily or monthly air
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temperature and precipitation (Braun et al., 1992; Immerzeel et al., 2010; 2012). Both of
these work reasonably well given that they have limited data requirements; however, they
do not account for topographic effects, surface albedo, solar radiation and turbulent heat
exchanges in melt calculations (Hock, 2003). Recognizing these limitations, this study
explored using the physically-based Utah Energy Balance (UEB) snowmelt model
(Tarboton et al., 1995) to compute glacier melt. Compared to multi-layer energy balance
snowmelt models, UEB is a relatively simple energy balance model that parameterizes
the snowpack using lumped (depth averaged) state variables so as to avoid having to
model the complex processes that occur within a snowpack. Physical differences between
bulk (depth averaged) properties and the surface properties, which are important for
calculating surface energy exchanges, are captured by modeling diurnally forced heat
flow at the surface using the so-called force-restore parameterization where there is a
forcing term related to the difference between surface and depth temperature and a
restore term related to the temporal gradient of surface temperature (Deardorff, 1978;
Luce and Tarboton, 2010). UEB was chosen for this purpose because the model is open
source and provides a relatively simple, transferable, physically-based approach to the
quantification of snowmelt.
UEB was initially designed to simulate snowmelt and track the energy and mass
balance of snow to model snow accumulation and melt at a single point location such as a
weather station (Tarboton and Luce, 1996; Mahat and Tarboton, 2012; 2013; Mahat et
al., 2013). In this study, a spatially distributed version of the UEB snowmelt model was
developed that applies the model separately at each point on a watershed grid. The
physical processes represented by the model were extended to include glacier melt in
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addition to snowmelt. The model represents glacier as a substrate layer and computes
melt from glacier substrate when seasonal snow cover has melted. Glacier outlines and
the albedo of clean glaciers and debris-covered glaciers are used as inputs to the model.
This work was part of a larger NASA sponsored project to apply NASA data
products to advancing understanding the snow and glacier melt processes and their
relative contribution in streamflow. Inclusion of glacier melt estimates in hydrological
analysis in South Asian countries is hindered by a lack of inexpensive, easy-to-use
operational hydrologic models and a lack of training. To address this shortcoming, UEB
was configured for incorporation as a plug-in to the Environmental Protection Agency
(EPA) Better Assessment Science Integrating point and Nonpoint Sources (BASINS)
modeling system (EPA, 1998). BASINS is a free, open-source, graphical user interfacebased streamflow modeling system that allows users to configure and run a broad set of
hydrologic models. The specific version developed for this broader NASA project is
referred to as HIMALA BASINS. The addition of UEB to HIMALA BASINS adds the
capability incorporate snow and glacier melt information into streamflow simulations
using the GeoSFM (Asante et al., 2008) rainfall-runoff model. UEB was integrated into
the EPA BASINS simulation environment by AQUATERRA Consultants, the prime
developer of EPA BASINS using a graphical user interface coupling approach
(Brandmeyer and Karimi, 2000).
1.2. Objective
The primary objective of this work was to develop a hydrological tool that
includes modeling of both snow and glacier-melt contributions to river flow in the HKH
region. Our goal was to improve streamflow prediction by taking advantage of modern
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remote sensing and high resolution weather data products to compensate for the scarcity
of ground-based observation data. The UEB model has the capability to predict snowmelt
at a point driven by weather data at that point. Our first objective was to convert the
point-based UEB to a distributed model that allows it be run over a grid to better
represent spatial variability. The second objective was to enable coupling of UEB with
other models and enhance usability by integration into the EPA Basins modeling
framework. The third objective was to add a glacier substrate layer to the model to
compute glacier melt when the seasonal snow cover is melted. Representation of glacier
substrate and spatially explicit representation of variability on a grid allowed the model to
estimate runoff generation from snow and glaciers. To overcome limitations in data
availability, my fourth objective was to develop tools to retrieve distributed weather
inputs from Internet data repositories, and downscale them to the spatial footprint of the
model. We addressed the following questions by applying the model at a high altitude
glacierized Himalayan watershed:
(1) How well can glacier melt be quantified using adaptations of a simple energy balance
model initially developed for snow?
(2) What is the relative contribution of glacier melt, snowmelt and rain to the total surface
water input?
(3) Are there any changes in glacier mass balance during the model simulation period?
1.3. Literature Review
Review of snow and glacier melt studies in Nepal Himalayas has indicated that
temperature index or degree-day methods are the most widely used because of their
simplicity and less demanding data requirements. Braun et al. (1992) applied a HBV-
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based hydrologic model (Sten and Arne, 1973) over Langtang Khola watershed. HBV is
a conceptual rainfall-runoff model originally developed in Scandinavia (Bergstrom,
1976). Braun (1988) enhanced the original HBV model by introducing a temperature
index model. Daily melt was estimated based on a seasonally variable melt rate (mm/day)
and the difference between the daily air temperature and snow-rain transition
temperature. The model keeps track of snow accumulation. Where glacier is present, an
ice melt factor is used to compute the glacier melt after the snow cover melts out. The ice
melt factor is assumed to be higher than that of snow due to ice’s lower albedo. However,
7% of the total basin area is covered by debris-cover glacier ice. On debris-covered
glacier, the debris layer works as an insulator in heat exchange between the atmosphere
and glacier surface; therefore, a lower melt factor was assumed for debris-covered
glacier. The model was driven by temperature and precipitation data and was validated
using streamflow data at the gauged outlet. The simulated streamflow showed reasonable
agreement with observed streamflow on a yearly scale; while streamflow was
overestimated during the post monsoon and underestimated during the pre-monsoon
seasons. Following this study, degree-day models were used for quantifying ice melt
beneath the debris-covered Kumbu glacier, Nepal (Kayastha et al., 2000), the Langtang
Valley (Kayastha et al., 2005), four glaciers in Nepalese Himalayas and Qinghai-Tibetan
Plateau (Matsuda, 2003), the Tamakoshi basin in Nepal (Shilpakar et al., 2009) and
others. These studies have been used to examine ice melting and discharge and climate
change impacts on snow and glacier melt.
Konz et al. (2007) used the distributed tracer aided catchment model (TACD)
(Uhlenbrook and Leibundgut, 2002; Uhlenbrook et al., 2004), a modified version of the
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HBV model with an enhanced process-based runoff computation module, to simulate
streamflow from the Langtang Khola watershed. The model is coded using the PCRaster
programing language. Recognizing the data scarcity, the authors used a simplified
approach, requiring only temperature and precipitation data, illustrated by Braun et al.
(1992) instead of using sophisticated TACD. The authors presented a statistical approach
to fill the gaps in temperature and precipitation data. Konz et al. (2010) calibrated the
snow and glacier routine of the TACD model using snow cover data from the Moderateresolution Imaging Spectroradiometer (MODIS).
Immerzeel et al. (2010) used the Snowmelt Runoff Model (SRM), originally
developed by Martinec (Martinec et al., 1994; Rango and Martinec, 1994; 1995) to model
discharge over one hundred basins in South Asia. The original version of the SRM model
simulates discharge based on snowmelt and rainfall using a deterministic degree day
approach. The SRM model has been extended to include glacier melt as an additional
source of water by assigning a separate melt rate for ice, if the glacier is present. The
model is driven by daily temperature, precipitation and snow-covered area.
Immerzeel et al. (2012) also developed a combined cryospheric hydrologic model
to investigate hydrologic response to climate change in the Langtang River watershed.
This model includes the simulation of glacier movement by basal sliding. This is the first
model, to my best knowledge, to model glacier flow in Nepal Himalayas. Temperature
and precipitation are the main forcing variables and glacier melting is estimated using a
degree-day approach. Temperature was spatially differentiated using a vertical lapse rate.
While temperature is the primary reason to cause melt in the model, there is considerable
variability in General Climate Model (GCM) temperature projections from 2000 to 2100.
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Therefore, the uncertainty in temperature projections directly gets translated into glacier
melt predictions and glacier mass balance.
Racoviteanu et al. (2013) used an ice ablation model to compute the glacier
contribution to annual streamflow. The ice ablation model, initially developed by Alford
(1992), uses (1) an estimate of the equilibrium line altitude (ELA) giving the average
elevation over the basin where the accumulation is at an equilibrium with the ablation, (2)
100 m elevation bands to represent the elevation distribution of the basin, and (3)
separate melt factors for clean and debris covered glacier used to compute melt for every
100 meter altitude band under the ELA based on the digital elevation model and glacier
map. The study quantifies the total glacier outflow by multiplying the glacierized area
with the melt rate for each specific elevation band. For clean and debris covered glacier,
two separate relationships between the elevation and ablation rate were used. The study
estimated that 58.3% of the streamflow was generated from glacier melt for Langtang
Khola watershed. A major limitation of this model is that it cannot predict the seasonality
of the glacier melt and, therefore, cannot be used for decision making in water resources
management (such as irrigation in rice or wheat crops) where monthly or seasonal
information are required.
Kayastha et al. (1999) applied a mass balance model on a small glacier AX010,
Shorong, Himal in Nepal. The model was driven by hourly temperature, precipitation,
wind speed, relative humidity and cloud cover. The model estimated surface albedo,
shortwave and longwave radiation internally and the screening effect of the surrounding
mountains on radiation and multiple reflections were also taken into account. A
temperature-relative humidity relationship was used to separate snow from rain during a
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precipitation event. This study assumed a constant temperature lapse rate for calculating
temperature at high altitudes and constant precipitation over the basin. The surfaceelevation changes were validated at three points in the glacier from 25 May to 25
September, 1978. Modeled and observed surface elevation of the glacier were in good
agreement except for some discrepancies in June when a thin snow layer covered the
glacier due to light precipitation. The authors found that the model was highly sensitive
to radiation and surface albedo, suggesting the importance of using energy balance
models in glacier and snow melt calculation.
In assessing the models reviewed above it is apparent that there are three types of
models used for glacier melt studies in Nepal Himalayas (1) degree day models, (2) ice
ablation models and (3) energy and mass balance models. Most recent degree-day models
are distributed and capable of explicitly representing the temperature and precipitation
variability. Among all these models, Kayastha et al. (1999) used an energy balance model
to simulate the change in glacier elevation and showed that the model was well capable
of simulating the glacier melt by comparing with the observed elevation change in glacier
thickness. However, this model was only run over a small glacier while water resource
managers are more interested in streamflow simulation over an entire watershed. Even so,
the success of this energy balance model is one factor motivating the use of UEB as a
starting point for my work.
In distributed hydrologic modeling a number of data structures have been
developed for the discretization of the spatial domain into model elements that explicitly
represent spatial variability. Here, a number of the relevant approaches are reviewed to
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provide ideas and information for extending the single point UEB model into a
distributed model.
Julien et al. (1995) developed a raster based hydrologic model (CASC2D) for
surface runoff simulation. CASC2D has the capability to use raster-based GIS and radar
data and graphically display maps of different variables such as rainfall and cumulative
infiltration. The spatial area of the watershed is divided into equal size raster grid cells,
and a mask map holding values 0 or 1 is used to identify whether a particular grid cell
falls within the watershed. The model uses raster inputs of classified soil texture initial
soil moisture, elevation, retention depth and surface roughness coefficient to compute
overland flow. The raster capability in CASC2D was established by linking the program
with the publicly available Geographical Resources Analysis Support System (GRASS)
GIS software (Mitasova et al., 1995; Neteler and Mitasova, 2004)
Johnson and Miller (1997) developed another distributed hydrologic model with a
goal to use remote sensing and a Digital Elevation Model (DEM) to reduce the
dependence on ground-based observations. The model uses a DEM to delineate the
watershed, compute flow directions and build the stream network. Then precipitation is
applied to each grid cell to compute accumulated precipitation, excess precipitation,
infiltration and runoff at each time step. The model then routes the excess runoff through
the stream network to compute a hydrograph at the outlet.
The PCRaster Environmental Modeling Language (Van Deursen and Wesseling,
1992; 1996; Wesselung et al., 1996) is a dynamic programming language for developing
and running spatially distributed environmental models. Like other higher level
programing languages, codes in PCRaster are highly optimized, shorter, simpler, and
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easy to understand and modify as its interface hides lower level details such as memory
management (Van Der Knijff et al., 2010). There are two types of file formats that can be
imported into and exported from PCRaster: (1) PCRaster Maps and (2) ASCII files. The
language also contains a large number of built-in functions for mathematical analysis and
raster processing. Initially developed at Utrecht University in the Netherlands, PCRaster
is used for modeling in many disciplines such as hydrology, ecology, and glaciology.
Example uses of PCRaster include the hydrologic and soil erosion model (LISEM) (De
Roo et al., 1996), ground water modeling by linking with MODFLOW (Schmitz et al.,
2009), and comparison between hydrologic processes between a mountainous and valley
catchment (Zhang et al., 2009). Konz et al. (2007) and Immerzeel et al. (2012),
respectively, applied the TACD model (tracer aided distributed catchment model) and
combined cryospheric hydrologic model in the Langtang Khola watershed. Both of these
models are coded entirely in PCRaster. Despite its many benefits, PCRaster comes with
some limitations that restrict its applicability to host an operational model (Van Der
Knijff et al., 2010). Input data stored in raster formats such as netCDF, GRIB and
GeoTiff require additional software and substantial effort for converting to PCRaster
format. Additional software is also required to visualize tabulated time series of model
outputs. PCraster does not provide functionality to customize which variables should be
output from a model run (Van Der Knijff et al., 2010). It also lacks the flexibility to
switch on/off a particular module of the model without modifying the source code (Van
Der Knijff et al., 2010).
The Arc Hydro Geographic Information System (GIS) data model (Maidment,
2002; Strassberg et al., 2007; 2011) was developed to provide a standard way to organize
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digital elevation and hydrography information in support of hydrology oriented GIS
analyses. Arc Hydro combines grid approaches with vector representations of
catchments, streams and water bodies. Data is stored in Esri geodatabase format to
facilitate analysis from within ArcGIS. Connectivity between the landscape and
hydrography network in Arc Hydro starts at the scale of a grid cell. Terrain analysis
methods are used to derive flow directions and flow accumulation, which, by
thresholding, produces streams that are represented as vector features and catchments that
are represented as vector polygons connected to streams. There is a one-to-one
relationship between the area represented by a catchment and the stream segment to
which it drains. Stream segments are also connected upstream and downstream, and this
provides a connected discretization of the land surface that can serve as a template for
hydrologic modeling with flow generated over catchments being routed down through the
stream network.
Kumar et al. (2010) developed an object-oriented, shared data model to support
distributed application of the Penn State Integrated hydrologic Model (PIHM). This
shared data model developed for integrating PIHM and GIS defines various objects, their
attributes and various operations that can be performed. The data model has the capability
to represent the same object at different spatial and temporal scales. Clusters of
hydrological entities with similar attributes are defined by a class, which may be further
enhanced through additional properties that may be added to some of the members of the
class. Real world hydrological entities are the instances of a class. For example, a
polygon is a class and a lake may be an instance of that class. Water level time series can
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be added as an additional data type to the “lake” instance. The data model incorporates a
wide range of data types from static objects to dynamic 3-dimensional lines and fluxes.
Along with raster-based hydrologic models and modeling platforms, software
tools have also been developed to facilitate linkage between hydrologic models with data
in standard file formats. For example, the modular library for raster based hydrological
application (MOSAICO) (Ravazzani, 2013b), is a set of libraries developed to support
raster-based hydrologic simulations using netCDF as a standard file format. Ravazzani
(2013a) showed an example where monthly precipitation is read from an ASCII file and
area averaged precipitation is written in a netCDF file. Such applications can also be
extended for more complicated modeling applications.
Given recent improvement in computational capability and Geographical
Information System (GIS) and related tools, many distributed hydrologic models have
emerged with various degrees of complexity. However, only a limited number of studies
address the data management aspects of raster-based distributed hydrologic modeling.
Many hydrologic models store raster-based input and output data in ASCII format, while
others use binary data formats (Ravazzani, 2013a). Storage of numerical data values in
ASCII is inefficient as reading and writing it requires translation between the ASCII
representation and internal binary representation of numbers. However; binary formats
make the data less accessible as they are not immediately human readable. Hydrologists
have not agreed on a standard data format for storing and sharing data (Ravazzani,
2013a). The trend towards coupled or integrated environmental modeling for addressing
broader environmental problems motivates the need for standard formats for efficiently
storing, accessing and sharing data.
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This literature review has indicated that due to data scarcity most Himalayan
glacier melt efforts have been temperature index or ablation models that rely on empirical
relationships developed between the snow and glacier melt and temperature or elevation.
However the statistical basis for these models may weaken under climate change
conditions and it is difficult to explicitly represent topographic effects other than
elevation (i.e., slope and aspect) in these models. Distributed energy balance models are
physically-based and are likely to have the potential to improve melt simulation
capability. However they have been used only rarely in the HKH region. In this study,
we reconfigure a point-based snowmelt model (i.e., UEB) to a distributed model by
computing the melt from the snow and glacier. This reconfiguration is done by
developing a structured data model using netCDF and ASCII file formats. The data
model also enables UEB model to be coupled with other hydrologic models such as
GeoSFM. The data model developed in this study can be adopted, extended or modified
for the development of raster-based distributed hydrological models. The UEB model
was also extended to include computation of glacier melt by adding a static glacier
substrate layer into the model. These two additional features in UEB make the integrated
system applicable for streamflow simulation in glacierized watersheds where glaciers are
significant sources of water.
1.4. Summary
This work was driven by the need for better prediction of streamflow by modeling
snow and glacier melt in Himalayan watersheds. This dissertation contributes towards
developing an integrated modeling system to compute the snow and glacier melt and
accumulation and to assess their relative importance to streamflow in a high altitude
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Himalayan watershed. Our work included: (1) a distributed UEB model capable of
running on a grid over a watershed to produce snow and glacier ablation, (2) an R-based
weather and radiation data downscaling tool for generating time-varying dynamic input
data for UEB and (3) an extended version of the model that includes the representation of
a glacier substrate layer to compute glacier melt using UEB’s existing formulation of
surface energy balance fluxes. Each of these contributions is detailed in a chapter (paper)
that follows.
The chapters that present this work are ordered to first present the distributed data
model (Chapter 2), then the downscaling tools (Chapter 3) followed by the glacier layer
extensions (Chapter 4). Development of the computer codes for the data model described
in Chapter 2 and the glacier representation in Chapter 4 proceeded simultaneously, and
each does depend on the other. However it seemed best to present the data model and
integrated modeling system first with results for just one year at Langtang Khola
watershed used to illustrate the integration functionality. Then in Chapter 3 the
downscaling model is presented and Chapter 4 that presents the glacier representation
serves as the capstone for this work. In Chapter 4 the UEB model was applied for ten
years test to compute the glacier contribution and glacier mass balance over an extended
period relying on downscaled input data using the model from Chapter 3. Streamflow
simulated by GeoSFM with inputs from UEB over a longer time series was compared
with 8 years of available observed streamflow. The reasonable comparisons obtained
indicate that in aggregate discrepancies offset and the effects of biases are small and do
not propagate as the time progresses.
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CHAPTER 2
INTEGRATION OF AN ENERGY BALANCE SNOWMELT MODEL INTO AN
OPEN SOURCE MODELING FRAMEWORK1
Abstract
This paper presents a data model for organizing the inputs and outputs of an
energy balance snowmelt model (the Utah Energy Balance Model, UEB) that provides a
foundation for its integration into the EPA BASINS modeling framework and enables its
coupling with other hydrologic models in this system. Having UEB as a BASINS
component has facilitated its coupling with the Geospatial Streamflow Forecast Model
(GeoSFM) to compute the melting of glaciers and subsequent streamflow in the
Himalayas. The data model uses a combination of structured text and network Common
Data Form (netCDF) files to represent parameters, geographical, time series, and gridded
space-time data. We describe the design and structure of this data model, integration
methodology of UEB and GeoSFM and illustrate the effectiveness of the resulting
coupled models for the computation of surface water input and streamflow for a glaciated
watershed in Nepal Himalayas.
2.1. Introduction
Snow and Glaciers provide significant contributions to streamflow in the Hindu
Kush Himalayan (HKH) region. Managing water resources and protecting against
flooding requires an ability to model streamflow that is driven by precipitation and
1
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snowfall, snow and glacier melt, and hydrologic processes involved in runoff generation.
This motivates the need to couple snow/glacier and streamflow models. In this study, we
combined two independent models (1) the Utah Energy Balance (UEB) Snowmelt Model
(Tarboton et al., 1995; Tarboton and Luce, 1996; Mahat and Tarboton, 2012) and (2) the
United State Geological Survey (USGS) Geospatial Streamflow Forecast Model
(GeoSFM) (Asante et al., 2008) to simulate streamflow using snow- and glacier-melt
information. This was done within the US Environmental Protection Agency (EPA)
Better Assessment Science Integrating point and Nonpoint Sources (BASINS) modeling
system (Kinerson et al., 2009) modeling framework as part of a NASA project to provide
integrated modeling capability to take advantage of NASA data products in this region.
To facilitate the integration of UEB into the EPA BASINS so that it could be coupled and
made interoperable with other models in BASINS and so it could be applied over a grid,
the input/output data model of UEB was redesigned and generalized to have greater
flexibility in its text inputs/outputs and to exploit the capability of network Common Data
Form (netCDF) to hold gridded space (two dimensions) and space-time (three
dimensions) data.
The Himalayan region is one of the world’s largest reservoirs of snow and
glaciers and is a major freshwater source for 1.4 billion people in Asia (Immerzeel et al.,
2010). A recent study by Racoviteanu et al. (2013) shows glaciers contribute over 58% of
total annual streamflow in a high altitude Himalayan watershed (Langtang Khola) in the
Trishuli basin in Nepal. Glacier-melt models and water balance studies are often
complicated by limited access to glacierized area, insufficient data measurement
infrastructure, and a lack of financial support (Konz et al., 2007). Yet, some research
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advances have been made towards the understanding of glacier melt contributions to
streamflow mostly by using temperature index models (Kayastha et al., 2000; 2005;
Immerzeel et al., 2010; 2012; Konz et al., 2010). There are, however, challenges
associated with these models. Estimates of the glacier-melt contribution to streamflow
by different models vary greatly (Racoviteanu et al., 2013), and inconsistent assessment
methods and a high degree of uncertainty in modeling glacier change and weather input
data make melt estimates inconclusive (Immerzeel et al., 2012). Furthermore,
temperature index models are limited in their ability to quantify energy balance processes
in complex topography where the interactions between radiation and topography (slope
and aspect) play significant roles in snow and glacier melting. Also, in developing
countries in South Asia there is limited expertise and access to tools needed to integrate
models and translate research knowledge into policy and water resources management
decisions. Thus, there is a need for better models as well as a system that can be used in
the local institutions involved in water resources management to conduct their own local
analyses. The work here that incorporates a physically based model into EPA BASINS
strives to address these needs.
The Utah Energy Balance (UEB) Snowmelt Model (Tarboton et al., 1995; Mahat
and Tarboton, 2012; 2013; Mahat et al., 2013) is a physically based model that simulates
surface melt by estimating surface energy fluxes from weather inputs. UEB parameterizes
the snowpack using lumped (depth averaged) state variables so as to avoid having to
model the complex processes that occur within a snowpack. Physical differences
between bulk (depth averaged) properties and the surface properties, which are important
for calculating surface energy exchanges, are captured by modeling diurnally forced heat
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flow at the surface using the so-called force-restore parameterization where there is a
forcing term related to the difference between surface and depth temperature and a
restore term related to the temporal gradient of surface temperature (Deardorff, 1978;
Luce and Tarboton, 2010). Prior to this study, UEB did not have a glacier melt
component and was configured as a point model that could be applied at a single site with
homogeneous (or average) terrain characteristics and weather input data.
GeoSFM is a spatially semi-distributed, physically based streamflow simulation
program. GeoSFM incorporates terrain analysis tools, hydrologic simulation routines, and
tools for time series post-processing. GeoSFM’s ability to simulate streamflow using
remotely sensed data to compensate for lack of ground-based observations makes it
especially suitable for the data scarce HKH region. However, GeoSFM does not have an
explicit way to represent snow and glaciers or to estimate melt from these sources, which
limits its use to only low-elevation, non-glaciated, rain-fed downstream watersheds in
HKH. This limitation can be overcome by the addition of a model to estimate snow and
glacier melt. UEB was chosen for this purpose because the model was open source and
provided a relatively simple, transferable, physically-based approach to the quantification
of snowmelt. We envision that the coupling between GeoSFM and UEB in an integrated
framework will enhance streamflow prediction information in glaciated watersheds in the
HKH region and elsewhere.
UEB and GeoSFM were developed independently with no prior means of
interoperability. Prior to this study, these programs were incompatible in terms of data
format, scale, and could not be easily coupled. The US EPA’s BASINS software is an
open source framework that facilitates the integration of programs. BASINS has as plug-
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in components a number of hydrologic programs as well as data preparation and results
analysis tools (EPA, 1998; Parisi et al., 2003). Given the target application in the HKH
region, the plug-in framework and free and open source aspects of BASINS made it an
ideal choice for coupling UEB and GeoSFM. UEB and GeoSFM were each configured as
BASINS plug-ins to accomplish their integration. The resulting operational software
application is referred to as HIMALA BASINS. This software application retains all of
the original BASINS 4.0 analysis, data downloading functionalities, preexisting plug-in
and adds UEB and GeoSFM as two new plug-ins. To overcome the scarcity of available
input data in the HKH region, we developed a capability to derive inputs for UEB from
the Modern-Era Retrospective Analysis for Research and Applications (MERRA)
(Bosilovich, 2008; Rienecker et al., 2011) and Southern Asia Daily Rainfall Estimate
(RFE2) (Xie et al., 2002; Xie and Arkin, 1996) products provided by NASA and NOAA,
respectively. The integrated system can run UEB to simulate total surface water input,
and then run GeoSFM to simulate streamflow, perform sensitivity analysis, and enable
parameter calibration using streamflow data at a gauged outlet.
The contributions of this paper are (1) the development of a data model to
structure the input and output of UEB to enable its extension from a point-based research
model to a spatially distributed operational model capable of running over a watershed to
simulate snow and glacier ablation; and (2) the integration of UEB into the EPA BASINS
simulation environment for coupling with the GeoSFM model. "Data model" here refers
to the specific data structures used to represent UEB parameters, site variables, state
variables and dynamic inputs and outputs. The data model is distinct from the computer
code or program often also referred to as a “model.” In the remainder of this paper, we
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use the word “program” to refer to the computer program and “model” to refer to the data
model to keep these concepts distinct.
Section 2.2 provides a brief background on UEB, GeoSFM, and BASINS. In
Section 2.3, we describe UEB and geoSFM plugins developed within EPA BASINS and
the data model developed to extend UEB from a point program to a grid program to
facilitate its integration into BASINS and coupling with GeoSFM. In Section 2.4, we use
the coupled models to simulate snow and glacier melt and the generation of streamflow
from the glaciated Langtang Khola watershed in Nepal. This paper concludes with a
summary of research contributions and ideas for consideration in future work.
2.2. Background
2.2.1. Utah Energy Balance Snowmelt Program
The Utah Energy Balance (UEB) program was originally written in Fortran 77 to
produce snowmelt outputs at a point (such as a weather station) driven by the inputs at
that location. UEB (Tarboton et al., 1995; You, 2004; Mahat and Tarboton, 2012) is
physically-based and tracks point energy and mass balances to quantify snow
accumulation and melt. To enhance the capability of UEB to quantify snow processes in
a forest covered area, Mahat and Tarboton (2012) developed a two-stream radiation
transfer process that explicitly accounts for canopy scattering, absorption, and refection.
They also added the capability to represent turbulent exchanges within and above a forest
canopy (Mahat et al., 2013) and to represent snow interception (Mahat and Tarboton,
2013). The most recent version of UEB with forest canopy additions has four state
variables: surface snow water equivalent, WS (m); surface snow and substrate energy
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content, US (kJ m ); the dimensionless age of the snow surface; and the snow water
equivalent of canopy intercepted snow, WC (m). The dimensionless age of snow is a
surface condition variable defined by Dickinson et al. (1993) to parameterize the
sensitivity of the decrease of albedo over time due to the increase in snow grain size and
accumulation of dirt to environmental conditions such as temperature. The UEB program
is driven by inputs of air temperature, precipitation, wind speed, relative humidity, and
incoming shortwave and longwave radiation at time steps (i.e., typically less than 6
hours) sufficient to resolve the diurnal cycle.
UEB was initially tested by simulating snow water equivalent (SWE) and snow
melt at point locations such as experimental weather stations in the Western United
States. These included stations in the Reynolds Creek Experimental Watershed, Boise,
Idaho; Utah State University drainage and evapotranspiration research farm; and the TW
Daniels Experimental Forest (TWDEF) in Logan, Utah (Tarboton and Luce, 1996; Luce
and Tarboton, 2010; Mahat and Tarboton, 2012). UEB has also successfully been used in
several snow studies such as estimating snowmelt and sublimation in the high Atlas
mountains in Morocco (Schulz and De Jong, 2004), examining climate change impacts in
Sacramento/San Joaquin watershed in the Western US (Knowles and Cayan, 2002), and
assessing the importance of meteorological variables in snowmelt processes (Raleigh et
al., 2008).
To account for glacier melt, which is primarily driven by surface energy
exchanges, we extended the representations of surface energy balance fluxes in the UEB
snowmelt program to include the melting and generation of surface water from a glacier
surface. Maps of glaciers and their surface albedo, determined from remote sensing, are

28
used as inputs. Seasonal snow may accumulate and melt on a surface of glacier ice or
bare ground. When seasonal snow cover on top of glacier ice completely melts the
surface energy balance switches to the glacier substrate surface and may generate melt
from the glacier ice. The surface, or substrate, beneath seasonal snow may be input as
one of four types: (1) Ground/non-glacier, (2) Clean glacier ice, (3) Debris covered
glacier ice and (4) Glacier accumulation zone. For grid cells with ground/non-glacier
substrate, the program computes energy content and simulates snow melt as it did prior to
the implementation of glacier melting. For grid cells in the glacier accumulation zone, the
program is bypassed, as all precipitation is presumed to add to glacier accumulation. For
clean or debris-covered glacier, the program tracks seasonal snow accumulation and
ablation, but when seasonal snow water equivalent is zero, the energy balance at the
surface is used to calculate the melting of glacier ice, which becomes a component of the
surface water input. The difference in functionality between a debris-covered and clean
glacier ice surface is the substrate albedo, which quantifies the fraction of incoming solar
radiation reflected from the surface when the substrate is exposed. This albedo is
provided as a separate input layer. Debris covered glacier albedo is generally lower than
that of clean glacier ice, resulting in larger energy inputs and higher melt rates.
Additional details on the glacier implementation are reported in Chapter 4.
2.2.2. Geospatial Streamflow Model
The USGS Geospatial Streamflow Model (GeoSFM) is a semi-distributed,
physically-based hydrologic program developed to monitor flood hazards and provide
early warning across Africa and other data scarce regions around the globe (Asante et al.,
2008). It was originally configured to operate as an extension within ArcView 3.2 to take
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advantage of existing spatial analysis algorithms. GeoSFM uses a wide range of input
data, including digital elevation model (DEM), topographical, land cover, and soil data,
daily estimates of precipitation, and potential evapotranspiration to predict daily
streamflow at in-situ gauge stations. GeoSFM is designed to use remotely sensed and
satellite data to compensate for the data scarcity in data sparse parts of the world. The
program has six components: (1) the terrain analysis module, (2) the parameter
estimation module, (3) the data preprocessing module, (4) the water balance module, (5)
the flow routing module, and (6) the post-processing module.
GeoSFM has been used in the HKH region for the past ten years to take
advantage of satellite-derived precipitation data products to help with water management
and flood prediction (Shrestha et al., 2008; Shrestha, 2011).The International Centre for
Integrated Mountain Development (ICIMOD), a HKH regional organization for water
resources management, used GeoSFM for streamflow simulation in large watersheds
such as Brahmaputra (Pervez et al., 2008) and Bagmati rivers (Shrestha et al., 2008)
using satellite-based rainfall data.
GeoSFM’s terrain analysis module uses DEM data to delineate subwatersheds and
stream networks to establish the connectivity among various subwatersheds and to
compute topographical parameters such as slope and aspect. Using United Nations Food
and Agriculture Organization (FAO) and United Nations Educational, Scientific and
Cultural Organization (UNESCO) soil data (Batjes, 1997), the parameter estimation
module estimates soil parameters such as water holding capacity, hydrological active
depth, texture, and saturated hydraulic conductivity. The land cover data is used to
compute an impervious area grid and vegetation roughness of each subwatershed. The
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soil and land cover data are used together to determine Soil Conservation Service (SCS)
runoff curve numbers.
The GeoSFM data preprocessing module coverts ground-based and satellite data
into a common ASCII format where each subwatershed contains a single data point at a
particular time step. Input satellite rainfall estimates are spatially distributed raster grids,
and these need to be aggregated on a subwatershed scale. The water balance module
separates rainfall into various components of the hydrologic cycle, such as
evapotranspiration, interflow, baseflow, groundwater, and surface runoff at each time
step. The flow routing module aggregates runoff at each subwatershed at the
subwatershed outlet and then routes the flow through the stream network. The postprocessing module calculates and displays a statistical summary of streamflow and
enables output visualization.
2.2.3. BASINS
Better Assessment Science Integrating Point and Nonpoint Sources (BASINS), is
an open source, freely-distributable, GIS-enabled tool for environmental analysis and
monitoring. Developed and supported by the US Environmental Protection Agency, it
was designed to facilitate modeling of environmental systems and analysis of
management alternatives by integrating environmental and geospatial data and programs.
The primary BASINS interface is enabled by an open source Geographic Information
System (GIS) called MapWindow (Ames et al., 2007; 2008; Kinerson et al., 2009).
BASINS provides a database management system that enables seamless interaction
between data and programs and provides capabilities to analyze, organize, and display
spatial data as maps, tables, or graphics. It encompasses a suite of hydrological and water
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quality programs and also provides a framework for adding preexisting programs as
additional software components or plug-ins. Notable examples of BASINS plug-ins
include EPA's storm water management model (SWMM) (Rossman, 2010), Soil Water
Assessment Tool (SWAT) (Luzio et al., 2002; Arnold and Fohrer, 2005; Zhao et al.,
2009), and Hydrologic Simulation Programme-Fortran (HSPF) (Singh et al., 2005).
Simpler analysis tools, such as importing time series data, finding maximum and
minimum from a time series data, etc., can also be added as BASINS scripts. This
functionality allows a user to customize and extend the system without the complexity of
writing a plug-in. BASINS also supports preexisting tools such as Climate Assessment
Tools (CAT), data visualization, and explore and query tools.
2.3. Integrated HIMALA BASINS System
2.3.1. UEB and GeoSFM Plug-ins to EPA BASINS
The BASINS plug-in interface was used to facilitate the integration between UEB
and GeoSFM (Figure 2.1). Both UEB and GeoSFM retained their independent program
executables. UEB FORTRAN code was modified to support the generalized input/output
data model described below. The source code of the GeoSFM rainfall-runoff model was
not modified at all. These executables each operate on their own separate input and
output files. A plug-in module was written for each that provided a graphical user
interface and supported some necessary data manipulations, such as aggregation of time
series from 3-hourly to daily using functionality of BASINS.
UEB and GeoSFM plug-ins were developed in Visual Basic using Visual Studio
.NET 2010. The plug-ins were implemented by developing classes that define a small
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number of key properties and methods that allow them to be identified by the BASINS
framework. The BASINS plug-in interface provides a link between the plug-ins and
BASINS plug-in manager, enabling plugin-ins to interact with all preexisting
functionality of BASINS. Here, the GeoSFM plug-in took advantage of existing
potential evaporation functionality. The UEB and GeoSFM plug-ins were programmed
to include several user interface forms that provided them with a Graphical User Interface
(GUI) for the users to interact with the underlying programs. The HIMALA BASINS
GUI (Figure 2.2) is separate from the BASINS parent window and provides a seamless
integration between two programs. This new GUI window contains a series of tabs to
perform UEB and GeoSFM simulation tasks, including terrain analysis, GeoSFM
parameter estimation, UEB program set up and run, evaporation estimation, soil water
balance and streamflow computation, sensitivity analysis, calibration, and output
visualization. For UEB program setup, we created an additional window for creating and
editing UEB control files. This gives the users a file browsing option to select files and
modify UEB’s start and end dates, time resolution, and the parameters. Also, the
BASINS visualization tool is able to display UEB and GeoSFM outputs, which improves
both the post-processing capabilities and the ability to test the linking of the models.
Thus, the HIMALA BASINS GUI improves usability of both UEB and GeoSFM. The
GUI coupling methodology allowed for plug-in testing to focus on pre- and postprocessing functionality without altering the code of the underlying executable,
recognizing that prior to this development of the plug-in UEB code was modified to
generalize its input/output data model.
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Subwatersheds or topographical variables such as slope and aspect are inputs for
both UEB and GeoSFM. GeoSFM contains a terrain analysis module that produces these
raster files; however, UEB does not. Traditionally, UEB requires a separate GIS-enabled
watershed delineation tool to accomplish these tasks. In HIMALA BASINS, GeoSFM’s
terrain analysis task is performed at the beginning to create these variables, thus
eliminating the need for a separate GIS tool.
2.3.2. UEB Snowmelt Program Data Model
A netCDF and text file-based input/output file schema (Figure 2.3) was developed
to enable UEB to run as a point-based as well as a distributed program to predict snow
and glacier melt at a point or over a watershed. UEB input variables are classified into
three groups: (1) parameters that are spatially constant and constant in time, (2) site
variables that are constant in time but may be spatially variable and (3) dynamic inputs
that vary in time. Here site refers to the area or footprint for which the model is run and is
either a grid cell or a point location. Site variables include quantities such as slope,
aspect and vegetation that characterize each point location where UEB is being applied.
On the other hand, dynamic inputs are typically the weather input variables such as
precipitation, air temperature, wind, and humidity, but they may also include quantities
such as albedo. Generally the dynamic inputs are also spatially variable, although the
program is configured to allow these to be either spatially variable or spatially constant to
accommodate configurations where no information about spatial variability exists or the
variability is at a scale larger than the UEB domain so that, for efficiency, they may be
represented as spatially constant. All UEB outputs are assumed to be dynamic (i.e., both
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space and time varying). Descriptions of UEB parameters, site, time-varying input and
output variables are provided in Appendixes A through D.
UEB’s input/output data model (Figure 2.3) starts with an overall control file that
specifies whether the model is run at a point location or over a grid and gives names of
other input files. Input files comprise the watershed file, parameter file, a file specifying
site and initial conditions, and a file specifying time varying inputs (top of input files box,
Figure 2.3). The output control file specifies the variables to be output, at a point, on a
grid or aggregated (output files box, Figure 2.3).
NetCDF was chosen as a standard input-output multidimensional data format for
UEB. A detailed description of netCDF file formats is available in the netCDF user’s
guide (Rew et al., 1993). Figure 2.4 is a simple illustration of the organization of a
netCDF file used in UEB. Two dimensional (2-D) netCDF files are used to store
variables that are constant in time, while three dimensional netCDF files are used to store
variables that change in time. A watershed file, for example, is a 2-D netCDF file with an
X and Y coordinate system. In this case, we can ignore the “time” dimension shown in
Figure 2.4. Three different subwatersheds are shown in three different colors and each of
these watersheds is represented by a unique integer number in the netCDF file. The white
grid cells in Figure 2.4 indicate the area outside of the spatial domain of interest and may
be represented with a missing value following the Climate and Forecast (CF) convention
(Eaton et al., 2003). Streamlines are also shown for illustration purposes (Figure 2.4);
however, these are not represented within the file. Other 2-D netCDF files will contain
slope, aspect, canopy coverage and other site variables. In a three-dimensional (3-D)
netCDF file used in UEB, time is the third dimension. For a single grid, specified by X
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and Y coordinates, time series data is stored on the time-axis and each value is associated
with a specific time instant. All grid files input to and output from UEB need to have the
same cell size and extent.
UEB parameters are stored in a text file tagged by their identifiers or “flags.”
Some parameters serve to “switch on” functionality within UEB. For example, the
“ireadalb” flag indicates to the program whether surface albedo will be provided as an
input time series or needs to be calculated by the UEB. If the user sets “ireadalb” to 1, the
UEB turns on its albedo calculation module and calculates albedo, and if is set to 0, this
function remains turned off and reads albedo as a user-provided input from the list of
time varying input variables.
The site initial file contains a list of site variables and initial conditions of UEB’s
state variables, information pertinent to their spatial variability (whether spatially varying
or constant) and their value or the locations of files that store their values. Site variables
and initial conditions may be spatially constant or variable. The strategy for these is to
have a text file that gives either the value for the variable, if it is spatially constant, or the
corresponding spatial grid (netCDF) file if it is a spatial variable (Figure 2.3). The
strategy for dynamic input variables (such as temperature) is to have a text file that gives
either the value for the variable for each time step or the name of a 3-D netCDF file
holding the value for each time step (Figure 2.3).
The time varying input file specifies the time step and start and end times and has
a flag for each variable that specifies whether or not the variable is spatially and/or
temporally variable. The file then gives the name of the corresponding text file
containing the time series for variables that are spatially constant, or points to a list of
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netCDF files containing space-time data for spatially and temporally varying inputs. To
accommodate input data that may have occasional missing data or may have time steps
that are a bit irregular or do not coincide with model time steps exactly, the program
adopts the approach that any time-varying value persists until another later time value is
available. This means that if any input time series data value is missing, either for a single
grid cell or for the entire spatial domain, the previous time step value will be repeated.
Solar radiation is the only exception to this rule. If a solar radiation value at a particular
times step is unavailable, the index value becomes -9999 and the program calculates solar
radiation using slope, aspect, date and time, and temperature. Note that this persistence
approach is not intended to be a comprehensive solution to the missing data problem.
Rather it is a fail over to ensure that the program runs. We feel that it is better for gap
filling to be implemented separately as a part of input data preparation, rather than in the
program, as this provides greater flexibility to accommodate improvements and best
practices in gap filling methods.
In the UEB program, a significant part of the run time is reading and writing data
from and to the netCDF files. We implemented the following techniques to enhance
efficiency by reducing this data access time.
a) All the dimensions, variables, and attributes are defined before writing the data in
output netCDF files.
b) UEB runs through a nested loop of three dimensions where the sequence of outer
to inner loop is longitude, latitude, and time. Hence, time is the “most rapidly varying
dimension.” Array declarations in space- and time-varying dynamic input netCDF files
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for any variable begin with the least rapidly varying dimension and end with most rapidly
varying dimension.
c) For a single grid cell, the entire time series is read at the beginning instead of
reading a single value at each time step.
The program runs separately for each grid cell and stores outputs in netCDF files.
No computations are performed for the grids outside of the study domain or predefined
watershed. Most modelers may only require total surface water input and its components
(i.e., snow melt, glacier melt and input from rain) aggregated over a watershed, while
others may also be interested in obtaining outputs in a gridded format. Both options are
available; however, the latter option comes at the expense of higher writing time. UEB
produces 67 output variables, but reporting all of these will significantly increase the
program execution time and the space occupied by the output files. The output control
file allows the user to specify the space-time outputs to be written as netCDF files.
Similarly, it specifies which aggregate variables to output into text files. A third option
allows the user to specify points where detailed point output is required. This option is
particularly useful for analyzing results at an individual point, better understanding the
system, and identifying potential sources of errors.
2.4. Langtang Khola Watershed Case Study
UEB and GeoSFM were used in HIMALA BASINS to evaluate the contribution
of glacier and snow melt to total surface water input in Langtang Khola, a Himalayan
watershed in Nepal. This medium sized watershed, with an area of 360 km2, is situated
approximately 100 km north of Kathmandu. It is a high-altitude basin with elevation
ranging from 3700 m to 7184 m and an average elevation of 5176 m. Fifty seven percent
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of the watershed is non-glaciated, 35% of the area is occupied by clean glacier ice, and
8% of area is covered by debris-cover glacier ice (Figure 2.5). One discharge measuring
station is located at the outlet of the watershed (elevation 3800, Figure 2.5).
2.4.1. Data Sources
Figure 2.6 presents the workflow used to obtain and prepare the data needed to
run UEB and GeoSFM in the Langtang Khola watershed. Data sources are shown on the
left, data preprocessing activities are illustrated in the mid-section, and the integrated
BASINS framework that runs UEB and GeoSFM is shown in the right section.
UEB requires climate, hydrologic, land cover, and topographic data. These data
can be collected from any sources that meet the following criteria: (1) the data must cover
the spatial domain of study area or watershed, (2) time varying dynamic variables must
be collected/produced at time resolutions sufficient to resolve the diurnal cycle, and (3)
elevation and land-cover data must reasonably capture the spatial variability of the
region. The digital elevation model (DEM) was obtained from the Space Shuttle Radar
and Topography Mission (SRTM) (Gesch et al., 2006) at 3 arc second (or 3/3600˚) cell
resolution. UEB works with spatially distributed raster data in any projection. However,
evaluation of slope and aspect and the delineation of watersheds requires data in
projected coordinates, so this data was projected. GeoSFM’s terrain analysis tool was
then used to create subwatersheds from the DEM. These were used to aggregate
distributed UEB outputs for input to GeoSFM that had subwatersheds as its modeling
element. Vegetation related variables such as canopy coverage, leaf area index, canopy
height and canopy structure were estimated from various land cover datasets, such as
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Global Land Cover 2000 (GLC-2000) and 500-m MODIS global land cover (Cohen et
al., 2003).
Glacier outline maps for Langtang Khola watershed were derived from Advanced
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) images from
October 2003 orthorectified products (Racoviteanu et al., 2013). The scenes acquired at
the end of the seasonal snow melting season (for minimal snow cover) with high contrast
over the glaciers and minimal cloud cover are preferred for glacier mapping. Glacier
maps for other areas of the world can be obtained from the Global Land Ice
Measurements from Space (GLIMS) project (Bishop et al., 2004) that has a glacier
inventory storing critical information about the extent and rates of change of the world's
estimated 160,000 glaciers. Substrate albedo was derived from the atmospherically
corrected surface reflectance product from ASTER.
Time-varying input data such as temperature, relative humidity, wind speed, and
longwave and shortwave radiation were derived from MERRA. MERRA is a near-realtime global climate reanalysis product developed at NASA and is available from 1979 to
the present (Rienecker et al., 2011; Suarez et al., 2008; Wu et al., 2002; Lucchesi, 2012).
Hourly temperature, wind speed, and relative humidity are reported at a height of 2 m
from the ground at a spatial resolution of 0.67˚ longitude × 0.5˚ latitude, and incoming
shortwave and longwave radiation are available at three-hourly time steps at a coarser
resolution of 1.25˚× 1.0˚ (Lucchesi, 2012).
Precipitation data were derived from the near-real time Southern Asia Daily
Rainfall estimate (RFE2) data product available for the Southern Asian domain (70˚-110˚
East, 5˚-35˚ North) at a spatial resolution of 0.1˚ by 0.1˚ beginning on May 01, 2001.
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RFE2 data are constructed using four observational input data sources: approximately
280 Global Telecommunications System (GTS) stations, geostationary infrared cloud top
temperature fields, polar orbiting satellite precipitation estimate data from SSM/I, and
AMSU-B microwave sensors (Xie et al., 2002).
To capture the local variability of snow and glacier melt, UEB was run at much
finer spatial resolution than that of the available data. We developed a data preprocessing
tool referred to as MERRA Spatial Downscaling for Hydrology (MSDH), to downscale
temperature, precipitation, wind speed, relative humidity, and shortwave and longwave
radiation from the coarse resolution at which they are available to the scale of the
projected SRTM DEM. MSDH was written in the R statistical and programming
environment (R Development Core Team, 2009). It takes advantage of several R
libraries, including “raster,” “ncdf,” and “rgdal” and other independently developed
netCDF data manipulation and analysis toolkits such as netCDF Operators (NCO)
(Zender, 2008) and Climate Data Operators (CDO) (Schulzweida et al., 2006) for raster
and netCDF manipulations and analyses. Based on local topography, MERRA and RFE2
data are adjusted using micrometeorological parameterizations for how the variables vary
with elevation, slope, aspect, curvature and cloudiness (Liston and Elder, 2006)+ to
obtain local meteorological variables required to run UEB at a watershed scale. For each
month, we stored a complete set of time-varying dynamic input variables in a single
netCDF file, resulting in a small number of files to manage. This approach also has the
advantage that additional simulation months can be added without having to edit existing
files.
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2.4.2. Model Setup
The Langtang Khola watershed was divided into eighteen subwatersheds and each
watershed was marked by a unique ID number. MERRA temperature data was
downloaded for the South Asian region (Figure 2.7 (a)) and the four grid cells spanning
the Langtang Khola watershed (Figure 2.7 (b)) were downscaled to obtain gridded
temperature at the scale of the DEM (Figure 2.7(c)). This involved using R’s raster
library projection transformation capability to transform the data to the DEM’s Lambert
Azimuthal Equal Area projection and clip it to the extent of the DEM. This raster layer
contains resampled temperature data, and its spatial domain, number of rows, and number
of columns are exactly the same as the DEM. This consistency is important since UEB
requires the same spatial domain and the same number of rows and columns in all
netCDF files. Next, the monthly lapse rate and difference between MERRA elevation and
DEM elevation were used to adjust temperature at each grid cell to the elevation of the
DEM. This procedure was repeated for all the time steps. Other UEB inputs such as
incoming shortwave radiation, wind speed were also downscaled to the DEM spatial
scale using physically based elevation, slope and aspect micrometeorology adjustments
as mentioned above.
Initial conditions of UEB’s state variables, comprised of snow water equivalent,
the internal energy of the snowpack and top layer of soil, and the dimensionless age of
the snow surface were unknown. These were initialized using a one year spin up period.
At the beginning of this period, state variables were set to zero. Errors due to this
assumption diminish with time as the model adjusts to the driving inputs. Therefore,
results from the spin up period, October 2002 to September 2003, were discarded and
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only the output from the one year period, 10/1/2003 to 9/30/2004, are reported in the
results section and shown in Figure 2.8.
UEB total surface water input, which is the combination of rainfall, snowmelt and
glacier melt, was used as input to GeoSFM, and hydrologic losses (i.e., evaporation,
change in storage) were modeled by GeoSFM. Mean daily potential evapotranspiration
(PET) for each subwatershed was estimated using the Hamon method (Hamon, 1961), the
implementation of which was available as functionality within BASINS. This was
provided as an input to GeoSFM. GeoSFM was configured to use its nonlinear soil
moisture accounting routine that combines the SCS runoff curve number method with the
Green-Ampt equation (Green and Ampt, 1911) to compute runoff, interflow and
baseflow. Parameters such as curve number and soil hydraulic properties were based on
the soil data described above. GeoSFM was configured to use the Muskingum-Cunge
channel routing method (Ponce and Yevjevich, 1978). Sensitivity analysis showed that
the model was most sensitive to soil water holding capacity (mm), total soil depth (cm)
and baseflow reservoir residence time (days). Therefore, the model was manually
calibrated by adjusting these three parameters within their plausible ranges as suggested
by Asante et al. (2008) to match the observed streamflow data at the hydrologic station.
2.4.3. Case Study Results
Outputs such as surface water input from snow melt, glacier melt and rain were
aggregated over the watershed. Since snow- and glacier-melt and rain are the inputs for
streamflow generation, these are called “surface water input components” and the sum of
these is referred as “total surface water input” as shown in equation (1). Annual
cumulative total surface water input (SWIT) was 1.2 m (Figure 2.8(b)) and is comprised
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of glacier melt (SWIGM), snowmelt (SWISM), and rain (SWIR), each contributing about
60 %, 31 % and 9%, respectively. In rainfall-runoff applications GeoSFM is driven by
input rainfall. Here GeoSFM was driven by UEB-derived total surface water input that is
the sum of glacier melt, snowmelt and rain aggregated over each of eighteen
subwatersheds.
SWIT = SWISM + SWIGM + SWIR

(2.1)

GeoSFM computes hydrologic losses (i.e., evaporation, change in storage), and,
after calibration, the results indicate a daily mean bias of -6 % between the observed (at
Kyangin hydrologic station) and simulated streamflow. Correlation and Nash-Sutcliffe
Efficiency were 0.92 and 0.82, respectively, indicating satisfactory agreement between
the simulated and observed streamflow. The root mean square error (RMSE) was 0.47
mm/day (about 25 % of the observed daily mean streamflow) also demonstrating that the
integrated system is capable of capturing the variability of observed streamflow
reasonably well. Both Figures 2.8 (a) and 2.8 (b) show that during the winter, simulated
streamflow captures both the seasonal pattern and magnitude of the observed streamflow.
During early- to mid-monsoon (i.e., May through June) streamflow was slightly
overestimated, and during the late-monsoon (i.e., September) streamflow was
underestimated by GeoSFM driven by UEB. Overall, yearly aggregated simulated
streamflow depth (total yearly streamflow divided by the watershed area) was 0.65 m
compared to 0.69 m of observed streamflow. This is a relatively small discrepancy given
that the integrated system involves multiple models and is driven entirely by reanalysis
and remote sensing input data.
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2.5. Discussion
In the process of selecting netCDF as a standard input-out data format, we
investigated a series of data formats for UEB’s input-output data storage. First, we
investigated the feasibility of using time series of tabulated data for each grid cell within
a watershed. This approach was driven by the simplicity of tabulated text files and readily
available tools to read and write text files. Establishing a standardized way to map
between the grid cells with associated text files was the only major task. Although it was
easy to implement, we noticed the following shortcomings: (1) storage of tabulated text
data was inefficient, (2) adding additional time steps in files required modifying all of the
existing files, and (3) output post-processing, such as aggregation, was difficult as it
required opening all of the text files associated with the grid cells that fall within a
subwatershed.
Since NASA two-dimensional or multidimensional remote sensing and reanalysis
climate data products are the primary data sources for this study, we also considered twodimensional raster formats such as ASCII and GeoTIFF. Plain ASCII files are the
simplest and the most portable gridded data format (Ravazzani, 2013), and sequential
ASCII files are often used in traditional scientific data management (Treinish, 1999).
However, like tabulated time series text files, ASCII files are inefficient to read and
write. On the other hand, 2-dimensional gridded binary formats are efficient, but each file
can accommodate only a single time step for a single variable. UEB runs cell-by-cell and
requires all of the input variables for all time steps at each cell, so this format requires
opening all of the gridded binary files in order to get data for even a single point. Our
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preliminary implementation to evaluate this option found the large number of files
involved to be difficult to manage and inefficient.
GeoTIFF raster files can accommodate multiple time steps as bands. However
there were two drawbacks to working with GeoTIFF: (1) GeoTIFF does not provide an
easy way to hold the time associated with each band if bands represent time steps, and (2)
we could not locate an open source Fortran 90 library for GeoTIFF. Options were thus
either to develop GeoTIFF functionality for FORTRAN, or to use mixed language
programming, neither of which seemed attractive.
In the data framework we developed, we chose netCDF for data management for
a number of reasons. NetCDF is a very common data format used by the oceanographic
and atmospheric scientific community for creating, managing, storing, and distributing
scientific data. A single netCDF file can accommodate multiple variables and can store 2
GB of data without implementing netCDF’s large file support
(https://www.unidata.ucar.edu/software/netcdf/docs/netcdf/Large-File-Support.html).
Also, during various regional conferences and training meetings, we determined that
researchers from South Asia are familiar with the netCDF file format. Thus, due to
netCDF’s wide application, availability of a FORTRAN netCDF library
(http://www.unidata.ucar.edu/), and the wide range of software tools available for pre-and
post-processing, we chose netCDF as the standard input-output multidimensional data
format for UEB.
The HIMALA BASINS system can run UEB and GeoSFM independently or as an
integrated system, which provides additional flexibility to users. Because of its
distributed nature, UEB is often expensive in input data preprocessing and run time.
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Similarly, GeoSFM calibration is a time consuming task. We were able to take advantage
of this flexibility by first running UEB coupled to GeoSFM once and saving the UEB
outputs/GeoSFM inputs. Then calibration of GeoSFM involved repeated iteration of
GeoSFM without the need to rerun UEB.
The UEB program’s run time varies significantly depending on the number of
variables output in gridded netCDF format. This is also a consideration in the
management of computer disk space. The case study involved a space domain consisting
of 319 × 330 grid cells, and the program was run at 3-hour time steps for one year. This
resulted in a simulation of over 300 million data values (319 × 330 × 2920 time steps) for
each variable. In netCDF format, these data values occupied 1.3 GB of disk space, and
writing all 67 variables for each grid cell in the aforementioned watershed required over
87 GB of disk space. The capability for a user to choose only a small subset of the output
variables is useful to reduce the model runtime and manage the disk space efficiently.
Despite the many benefits of integrating UEB with GeoSFM, UEB suffers from
efficiency issues. Running UEB in the Langtang Khola watershed with the grid above for
a 10 year period takes about 30 hours to complete on a common commodity workstation
(Dell Optiplex 780, with Intel Q9650 processor @ 3.0 GhZ and 8 GB RAM). Our
experience indicates that UEB runs faster if the data is stored in a smaller number of large
netCDF files rather than a large number of small netCDF files. Therefore, enabling “large
netCDF” files (i.e., larger than 2 GB) may increase the program’s efficiency. We also
envision that netCDF-4, which implements HDF-5 for parallel access, may improve
efficiency. However, the netCDF library that we are currently using (netCDF 3.6.1
FORTRAN version) does not have any of these implementations.
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2.6. Conclusion
In this study, the UEB snowmelt program has been extended and refactored so
that it can be applied over a grid using netCDF files to manage input-output workflow
and data storage. This refactoring provides the capability to drive UEB using NASA
remote sensing and earth science data products. Integration of GeoSFM and UEB in the
BASINS framework contributes to an improved hydrologic information system that
enhances the usability and applicability of UEB and GeoSFM programs.
Although the example application of the system at Langtang Khola watershed
only simulates one year of streamflow at the hydrologic station, it shows UEB's
capability to estimate snowmelt and glacier melt, snow accumulation and GeoSFM’s
capability to simulate streamflow at a satisfactory level using UEB-derived melt
information. Watershed-scale total surface water input aggregation indicates the
importance of the glacier melt (i.e., 60 % of total surface water input is generated from
glacier melt) for Langtang Khola. By coupling UEB and GeoSFM, a better
understanding of the overall contribution of ice and snow melt to streamflow has been
obtained in this region with sparse data and limited observation of glacier dynamics.
The data model presented here, in the context of UEB has broad generality. It is
common for models to have parameters that represent time and space invariant properties
in the processes involved. It is also common for models to have inputs that quantify the
spatial properties of the modeling domain. These are site variables. The data model
provides the flexibility for these to be set as spatially constant or spatially variable. They
would be set as spatially variable where explicitly representing their variability is deemed
important, and spatially constant where their variability is deemed unimportant at the
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scale of the model, or is perhaps unknown. Spatially constant site variables can be read
once quite efficiently from text files, while the two dimensional netCDF format proved
effective for the spatially variable site variables. The third category of input variable may
be dynamically varying in space and time. The model accommodates these being
spatially constant or spatially variable, with the constant case an option for variables
whose scale of spatial variability is larger than the modeling domain, or unknown, or
deemed unimportant and neglected for efficiency. Spatially constant dynamic inputs can
be represented using text files while spatially variable dynamic inputs are efficiently
represented as netCDF files. The flexibility afforded by this approach provides the
modeler with latitude to accommodate varying degrees of availability of input
information. The approach taken here is an example of a general path for extending a
point based program into a spatially distributed program over a grid in a way that enables
its coupling with other programs.
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Figure 2.1. Plug-in architecture of HIMALA BASINS.
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Figure 2.2. HIMALA BASINS Graphical User Interface
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Figure 2.3. Organization of input and output files in the UEB program
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Figure 2.4. Representing space and time in a netCDF file
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Figure 2.5. Langtang Khola Watershed.
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Figure 2.6. Data workflow of input preprocessing and coupled UEB and GeoSFM
modeling system in EPA BASINS for Langtang Khola case study.
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Figure 2.7. Downscaling of MERRA temperature (oC) for Langtang Khola watershed at
3:00 am on January 1, 2003. (a) South Asian region temperature; (b) MERRA grid cells
spanning Langtang Khola watershed (c) Downscaled temperature projected to Lambert
Azimuthal Equal Area DEM grid.
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Figure 2.8. (a) Daily and (b) cumulative time series of UEB simulated surface water input
components, streamflow measured at the Kyangin station and streamflow simulated by
GeoSFM.
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CHAPTER 3
MSDH V1.0: A MERRA SURFACE WEATHER AND RADIATION SPATIAL
DOWNSCALING TOOL FOR HYDROLOGICAL APPLICATION1
Abstract
There is growing interest in generating high resolution climate data to simulate
catchment responses to different climate conditions. Constructing a reliable
meteorological dataset in complex terrain is particularly challenging due to limited
observational data, limitations on accessibility and high climate variability in areas with
extreme topography. In this study, we developed and implemented a quasi-physicallybased spatial downscaling tool to generate 3-hourly surfaces of weather variables at a
grid scale of ~ 100 m over a watershed with complex terrain from 2/3˚ longitude by 1/2˚
latitude, and hourly Modern Era Retrospective-Analysis for Research and Applications
(MERRA) climate and radiation data products. The weather variables downscaled were
temperature, precipitation, relative humidity, wind speed, and shortwave and longwave
radiation and the tool was developed using the R scripting language. First, we bilinearly
interpolated MERRA data to the scale of a high resolution Digital Elevation Model
(DEM), then, we made topographic adjustments using well-established relationships:
precipitation and temperature with elevation; wind with slope, curvature and aspect;
atmospheric transmission with air pressure and vapor pressure; and humidity with
cloudiness. The application of the software is demonstrated in the 570 km2 Logan River
Watershed in Northern Utah. The downscaled climate variables were compared with
daily observations at the Natural Resources Conservation Service (NRCS) USU Doc
1

Coauthored by Avirup Sen Gupta and David G. Tarboton
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Daniel SNOwpack TELemetry (SNOTEL) station in the Logan River Watershed during
October 2009 to June 2010 where Utah State University (USU) has measurements of
radiation, humidity and wind speed that are beyond the standard set of SNOTEL
measurements. The daily mean, maximum and minimum temperature and monthly
precipitation were also compared at a total of six SNOTEL stations in the Logan River
Watershed including the USU Doc Daniel station. A distributed snowmelt model was
then applied using the downscaled data to simulate spatial and temporal variability of
Snow Water Equivalent (SWE) in the Logan River watershed, Utah. The results showed
reasonably good agreement (i.e., average Nash-Sutcliffe efficiency = 0.6) between the
SNOTEL observations and the downscaled data and Utah Energy Balance Snowmelt
Model-simulated SWE. This work showed that it is possible to obtain the input variables
required to drive the UEB model entirely from climate reanalysis data extending its
applicability to data scarce regions of the world. The impact of discrepancies in this data
on the overall model simulations was quantified and needs to be factored into the use of
simulations driven by downscaled results for hydrological modeling and analysis.
3.1. Introduction
High resolution climate data are increasingly used in distributed hydrologic
modeling studies to simulate hydrological responses in heterogeneous areas. The
outcomes of these studies are critical for water resources management decisions related to
agricultural water supply, ecosystem services and hydropower production (Daly, 2006).
While computer models in hydrology vary widely in purpose, complexity and spatialtemporal scale, most models require a continuous time-varying climate dataset with
minimal missing data at a site or grid point (Jeffrey et al., 2001). Moreover, physically
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based energy balance models often require incoming radiation fluxes and wind speed,
which are not measured at most climate stations, especially in developing countries.
Furthermore, observational climate datasets may not cover the complete time span of the
model simulation and may contain systematic and random errors (Jeffrey et al., 2001).
Due to limited availability of complete observed datasets, which are required for
sophisticated models, research efforts are often restricted to either shorter simulated time
spans or simpler, less data-demanding models.
Climate reanalysis datasets are commonly used to complement a limited
observational record. Climate reanalysis data is produced by re-analyzing historic
observations using a climate model that has unchanging parameters and equations based
on known physics. They assimilate measurements of different atmospheric variables
(temperature, pressure, precipitation etc.) from many sources to produce spatially
complete, gridded meteorological variables at a continental or global scale (Rienecker et
al., 2011). Most reanalysis data are also temporally complete during the satellite era
(1979 to present) and are typically generated at a resolution (hourly, 3-hourly and 6hourly) sufficient to capture the diurnal variability (Rienecker et al., 2011). Temporally
complete reanalysis data has great appeal to the scientific community (Rienecker et al.,
2011) and has proven to be a valuable research tool in meteorology, climatology,
hydrology, and ecology. The Modern-Era Retrospective Analysis for Research and
Applications (MERRA) is a new generation reanalysis dataset developed by NASA’s
Global Modeling and Assimilation Ofﬁce to improve water cycle representation, which is
a known problem in other reanalysis datasets such as the European Centre for MediumRange Weather (Trenberth and Olson, 1988), the NOAA/NCEP (Kanamitsu et al., 2002),
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and the Japanese 55-year Reanalysis (Ebita et al., 2011). Unlike observational data,
MERRA does not suffer from spatio-temporal discontinuity but does contain uncertainty
in precipitation and surface ﬂuxes because of model biases in long term climatology and
limitations in reproducing the diurnal cycle. Even with the known limitations, reanalysis
data is a valuable resource for obtaining forcing variables to drive hydrological models in
data scarce regions such as the Himalayas in South Asia (Xie et al., 2007) and the Blue
Nile Basin in Africa (Dile and Srinivasan, 2014).
The spatial resolution of reanalysis data is typically fifty to a few hundred
kilometers, similar to the General Circulation model (GCM) scale. While GCMs
successfully simulate climatic conditions at the continental and hemispheric spatial
scales, their performance decreases when representing regional and local scale dynamics
(Carter et al., 1994; Wigley et al., 1990; Xu, 1999). On the other hand, using hydrologic
models to simulate river flow requires information about local climate variability.
Moreover, improvements in computer technologies over the past few decades has enabled
researchers to design distributed hydrologic models capable of running at a very high
resolution (30 m to 1 km horizontal grid) (Liston and Elder, 2006). These models also
need scale-appropriate weather input data (Liston and Elder, 2006). Thus, methods and
tools are needed to produce high resolution downscaled reanalysis and GCM outputs.
Past studies (McMurtrie et al., 1992; Running et al., 1987; Thornton et al., 1997)
have shown that daily air temperature, precipitation, humidity, and shortwave radiation
are the minimum required variables to accurately simulate the hydrologic conditions.
Accordingly, the MTCLIM (Hungerford et al., 1989) and DAYMET (Thornton et al.,
2012; Thornton et al., 1997) models were developed to downscale these variables at a
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single site or distributed grid over a complex terrain using the observations collected at a
station network. Liston and Elder (2006) concluded that a terrestrial model may require
wind speed and direction, surface pressure, and longwave radiation in addition to the
above-mentioned variables. They subsequently developed the MicroMet model to
construct spatially distributed temperature, precipitation, humidity, surface pressure, wind
speed and direction, and incoming shortwave and longwave radiation data using
relationships between these variables and the surrounding topography (Liston and
Hiemstra, 2011). These models all take point observations as inputs. There is a need to
adapt the ideas from these models to downscale climate reanalysis data.
In this study, we developed a spatial downscaling tool called MERRA Spatial
Downscaling for Hydrology (MSDH) for generating 3-hourly grid surfaces of
temperature, precipitation, relative humidity, wind speed, and shortwave and longwave
radiation over a complex terrain watershed using MERRA reanalysis and Rain Fall
Estimates (RFE2) (Xie et al., 2002) data. MERRA assimilates a vast number of
meteorological variables at 72 vertical levels, of which only a limited selection at the
earth’s surface are relevant to hydrological studies. In this study, we used MERRA
temperature, wind speed, specific humidity, pressure, and shortwave radiation. Daily
precipitation estimates from RFE2 are also included as an alternative source of
precipitation data only for the South Asian region.
This automated spatial downscaling approach, drawing upon ideas from previous
models for point observations (MTCLIM, Hungerford et al., 1989; MicroMet, Liston and
Elder, 2006; DAYMET, Thornton et al., 2012), only requires a high-resolution digital
elevation model (DEM) of the target area or watershed. The choice of DEM resolution is
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left to the user based on the watershed area, source of the DEM, availability of computer
disk space, resource constraints, and use of the data. Our choice of temporal resolution is
largely influenced by the need for the input variables in a physically based energy
balance snowmelt model to quantify the diurnal cycle. This is a common requirement in
the computation of surface energy balance so we anticipate that this approach has broad
applicability. To capture the diurnal pattern of a variable, it is preferable to obtain data at
a time resolution of 6 hours or less. In this application, we have chosen a 3-hourly time
step that, in our judgment, holds sufficient information to resolve the diurnal cycle but
does not increase the data volume to an unmanageable level for a desktop application.
The model is capable of producing spatially distributed climate data without requiring
any ground-based observations, which, once it has been validated at locations with
observations, makes it suitable for data scarce watersheds. However, when observed data
is available it can be used to derive location specific topographic adjustment coefficients
that improve the quality of the downscaled data.
While developing the tool, we considered the following criteria.
(1) Given the target application in data scarce remote locations, often in developing
countries, the tool should be based on a free and open source software solution.
(2) The tool should have an easy-to-use graphical user interface to hide internal codes
and file-folder complexity and to provide an intuitive visual environment.
(3) The data should be stored in a standard file format that can be accessed by readily
available software tools.
(4) The computational complexity should be limited so that the software tool can be
used on a personal computer (PC).

68
The downscaling method was implemented in the R scripting language (R
Development Core Team, 2009), providing a free and open source platform. All other
supporting tools required for running the software, such as Climate Data Operators
(CDO) (Schulzweida et al., 2006), GTK+ (Krause, 2007) and netCDF Operators (NCO)
(Zender, 2008), are also freely available. A Graphical User Interface (GUI) provides a
visual environment for users to interact with the underlying code, requiring only a small
set of inputs from the users, such as a directory of input and output files, start and end
date, and the extent of the spatial domain. Downscaled data is saved in Climate and
Forecast (CF) convention (Eaton et al., 2003) compatible multidimensional Network
Common Data Form (netCDF) format (Rew et al., 1993), which can be accessed and
visualized in a number of freely available software tools such as ncBrowse, ncview, and
Integrated Data Viewer (IDV), in addition to R itself. The spatial downscaling method is
relatively light weight and of moderate complexity and can be run on a PC with low
performance computing capability. This is a great advantage for applications in
developing countries where students, researchers and engineers may not have access to
the latest advanced computing facilities.
This work was driven by the need to apply the Utah Energy Balance Snowmelt
Model (UEB) to the melting of glaciers in the Himalaya region as reported elsewhere (see
Chapter 4). However there is insufficient data there to evaluate and validate the
downscaling approaches described here. Instead, the software was evaluated in the
mountainous 570 km2 Logan River watershed in Northern Utah at a 120-m grid
resolution. This is a spatial scale judged to be fine enough to quantify the explicit effects
of elevation, slope and aspect on snowmelt model inputs. The downscaled climate
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variables were validated using daily observations at the USU Doc Daniel station (NRCS,
2014) in the Logan River watershed from October 2009 to June 2010. The downscaled
data were then used to drive an energy balance snowmelt model (Utah Energy Balance,
UEB) to simulate the spatial and temporal variability of Snow Water Equivalent (SWE)
for one water year (October 01, 2009 to Sep 30, 2010). MSDH downscales all of the
input variables required by UEB. In the past, the UEB model has been successfully used
for snow accumulation and melt computation in the state of Utah (Luce and Tarboton,
2010; Mahat and Tarboton, 2013). Comparison between the measured and simulated
SWE at six sites in this study shows that the UEB model was able to simulate snow
accumulation and melt with reasonable success.
Section 3.2 provides a brief background on existing climate data interpolation and
downscaling techniques. In Section 3.3, we describe the downscaling techniques we
developed and adopted in MSDH and provide a brief background on the Utah Energy
Balance (UEB) Snowmelt Model. We then give software implementation details in
Section 3.4. These include the implementation of the downscaling algorithm in R,
strategies for efficient storage of output data in NetCDF, and the graphical user interface.
In Section 3.5, we use the MSDH software tool to produce climate data for Logan River
Watershed in Utah, simulate snow accumulation and melt using UEB, and compare the
results with the observations. This paper concludes with a summary of contributions and
limitations of the research.
3.2. Background
Downscaling is the process of adjusting information at a coarse scale in space or
time to a finer scale for use in a model at the finer scale. Since MERRA climate variables
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and radiation fluxes sufficiently capture the diurnal cycle required for energy balance
hydrologic models, temporal downscaling was not necessary. We therefore reviewed the
previous studies dedicated to spatial downscaling, also often treated as “spatial
interpolation methods,” to guide our downscaling methodology and implementation of
software for production of high resolution climate data from lower resolution gridded
climate reanalysis products or Global Circulation Model (GCM) outputs. In the context
of GCMs, two common downscaling approaches are used to translate information from
the GCM grid scale to smaller local scales: (1) dynamic downscaling and (2) statistical
downscaling (Wilby et al., 2002). Dynamic downscaling can be achieved by nesting a
high-resolution Regional Climate Model (RCM) within a course resolution GCM model
(Wilby et al., 2002; Xu, 1999) or by using a variable resolution GCM, in which the area
of interest is represented with high-resolution spatial grid cells (Xu, 1999). In the RCM
approach, the GCM provides time-varying physical boundary conditions to the RCM
models to simulate the climatic quantities at a resolution of 20-50 km (Wilby et al.,
2002). The RCM is capable of better capturing the small scale atmospheric or orographic
effects than the GCM (Wilby et al., 2002); however, similar to GCMs, RCMs are
computationally expensive (Fowler et al., 2007; Wilby et al., 2002; Xu, 1999) and require
substantial knowledge to apply (Benestad, 2004). Statistical spatial downscaling
techniques involve interpolation and extrapolation approaches such as inverse distance,
kriging, and smoothing splines (Lo et al., 2011). These methods are quite reliable for flat
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terrain watersheds, but they fail to produce reliable meteorological data in more complex
terrains (Lo et al., 2011).
There are also physically based meteorological downscaling techniques that
consider the physical properties of the quantity being used. These techniques distribute
point-measured information over a modeling domain or downscale from either regional
or global information to a distributed local modeling domain. The mountain climate
simulation model, MTCLIM (Hungerford et al., 1989) provides algorithms for
extrapolating meteorological forcing variables such as daily air temperature,
precipitation, solar radiation, and relative humidity at a location of interest by using point
measurements at weather stations (Zimmermann and Roberts, 2001). This approach
constructs climate data at any elevation by adjusting the observed data collected at lower
elevation climate stations. Meteorological variables are adjusted for elevation difference
between the weather station and target site, slope, aspect, east-west orientation and leaf
area index (LAI). The main objective of developing MTCLIM was to provide inputs to
an ecological model for simulating plant growth in mountainous regions where observed
data is sparse. DAYMET extends MTCLIM algorithms to produce gridded daily
meteorological variables by interpolating observations at multiple stations across larger
regions (Thornton et al., 2012; Thornton et al., 1997; Zimmermann and Roberts, 2001).
The Parameter-elevation Regressions on Independent Slopes Model (PRISM) is
another widely used approach to produce high-resolution climate data in North America.
PRISM generates gridded estimates of annual, monthly, and event-based climatic
variables such as maximum and minimum temperature, precipitation, and humidity using
observational data at point locations, DEM, other spatial data, and local information
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(Daly et al., 1994; 1997; 2000). Variables at a target site are calculated by using linear
regression, with regression weighting factors estimated based on elevation, terrain aspect,
coastal proximity, and vertical air mass layering (Hunter and Meentemeyer, 2005).
MicroMet, a quasi-physically based spatial and temporal downscaling process, is
capable of producing high-resolution (30- to 1000-m) climate data over a wide range of
landscapes (Liston and Elder, 2006). Using ground-based observations of air temperature,
precipitation, relative humidity, wind speed, and direction within or near the area of
interest, MicroMet is capable of constructing high-resolution gridded air temperature,
precipitation, pressure, relative humidity, wind speed and direction, and shortwave and
longwave radiation estimates. Spatial interpolations are performed using the Barnes
objective analysis scheme and adjustments are made for elevation, topography, and
cloudiness (Liston and Elder, 2006).
In this study, we developed physically-based spatial downscaling techniques
designed to take gridded reanalysis data (specifically MERRA and RFE2) as input. In
contrast to approaches designed to take point observations as input, such as MicroMet
(Liston and Elder, 2006), this requires different approaches to interpolation and elevation
adjustments that are based on the coarse scale elevation of the gridded reanalysis data.
Unlike statistical techniques, physically-based approaches do not require long-term point
observations, although observations can be used for estimating local precipitation and
temperature adjustment coefficients (lapse rates). Physically based downscaling is also
less complex and computationally expensive than dynamic downscaling using a regional
atmospheric model, which would not be feasible for the scales for most hydrologic
studies (i.e. 30 m to 1 km). Considering these factors, we used physically-based
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meteorological downscaling methods, drawing heavily on the ideas in MicroMet (Liston
and Elder, 2006).
3.3. Data and Methods
3.3.1. Data Sources for Downscaling
MERRA is a recent near-real-time global climate reanalysis product developed at
NASA during the satellite era (1979 to present) and derived from the Goddard Earth
Observing System version 5 (GEOS-5), NASA general circulation model (Rienecker et
al., 2011; Suarez et al., 2008) and National Centers for Environmental Prediction (NCEP)
Gridpoint Statistical Interpolation (GSI) analysis (Wu et al., 2002). Hourly temperature,
wind speed, and relative humidity are available at a spatial resolution of 2/3˚ longitude by
1/2˚ latitude, and 3-hourly incoming shortwave and longwave radiation are available at a
coarser resolution of 1.0˚ by 1.25˚ (Lucchesi, 2012). MERRA data can be accessed and
downloaded via NASA’s Goddard Earth Science Data and Information Services Center
website, where users are provided an option to choose a range of dates, vertical level,
spatial bounding box, list of data products, and variables. Daily data are available in
standard HDF5 (Folk et al., 1999) and netCDF formats. The MERRA variables used in
this study are listed in table 3.1.
Rainfall Estimation (RFE2) daily total precipitation estimates are constructed
using four observational input data sources: approximately 280 GTS stations,
geostationary infrared cloud top temperature fields, polar orbiting satellite precipitation
estimate data from SSM/I, and AMSU-B microwave sensors (Xie et al., 2002). Near realtime daily rainfall estimations are available for the Southern Asian domain (70˚-110˚
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East; 5˚-35˚ North) at a spatial resolution of 0.1˚ by 0.1˚ beginning on May 01, 2001. The
data are available in gridded binary format via NOAA’s National Centers for
Environmental Protection (NCEP) ftp website (ftp://ftp.cpc.ncep.noaa.gov/fews/S.Asia/).
The merits of precipitation data from these two datasets (i.e. MERRA and RFE2) are
demonstrated by Shrestha et al. (2008) and Reichle et al. (2011), respectively.
3.3.2. Downscaling Methodology
Variables listed in table 3.1 correspond to the elevations that are specified by
geopotential height in MERRA’s NASA general circulation model (Rienecker et al.,
2011). Geopotential height is reported at the same spatial resolution with the
corresponding variable and is constant over time. MSDH downscaling techniques follow
a four-step procedure: (1) perform temporal averaging of MERRA hourly temperature,
precipitation, eastward and northward wind speed, specific humidity, and pressure in
three hour blocks, (2) project MERRA data to the spatial projection of the DEM, (3)
distribute the MERRA elevations and meteorological variables from MERRA resolution
to DEM resolution using bilinear interpolation and (4) use known relationships between
climate variables with elevation, slope, aspect, curvature and cloudiness to parameterize
the effect of topography. RFE2 precipitation is reported as total daily values; thus, to
obtain 3-hourly precipitation, we distribute the total daily precipitation equally, assuming
uniform precipitation throughout the day. In the third step, bilinear interpolation at any
point on the DEM grid uses four surrounding MERRA grid cells to apply linear
interpolation. The values at any grid cell of a bilinearly interpolated surface at DEM
resolution always remains within the minimum and maximum range of surrounding
MERRA grid points, resulting in smoother high resolution MERRA data. In the
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following section, where we describe the procedures implemented to adjust the selected
variables, bilinearly interpolated high resolution MERRA data are subscripted as
“MERRA” and physically (e.g., topographical) adjusted climate variables at DEM
resolution are subscripted as “DEM.”
Temperature
Past studies (Dodson and Marks, 1997; Liston and Elder, 2006) have
demonstrated that a constant vertical lapse rate representing the decrease in temperature
with elevation as a linear function is a simple yet effective way to successfully reproduce
the temperature distribution in complex terrains. We therefore apply a monthly varying
temperature lapse rate to adjust the MERRA temperature using the equation:
TDEM = TMERRA − Γ (zDEM − zMERRA )

(3.1)

where TDEM is topographically adjusted temperature at DEM resolution, TMERRA is the
bilinearly interpolated MERRA temperature at DEM resolution, zDEM is DEM elevation,
zMERRA is the elevation from MERRA geopotential height bilinearly interpolated to DEM
resolution and Γ is the monthly varying lapse rate. A global averaged monthly lapse rate
obtained from Table 1 from Liston and Elder (2006), Γ, is provided as the default lapse
rate for each month. Recognizing the high variability of temperature lapse rate with both
space and time, MSDH also allows users to calculate lapse rate from local ground-based
data.
Shortwave Radiation
First, we evaluate top of the atmosphere solar radiation (SWtop ) for the three hour
interval based on solar constant (S ∗ ), and the zenith angle (Z) of the sun, which is a
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function of latitude, date, and time (Dingman, 2002). A single value was assumed for the
whole domain based on a central latitude and longitude.
SWtop = S ∗ cos(Z)

(3.2)

We evaluated attenuation of solar radiation as the ratio of MERRA shortwave
radiation (SWMERRA ) to the top of the atmosphere solar radiation (SWtop ), expressed as a
transmission factor, Tf-MERRA.
Tf−MERRA =

SWMERRA

(3.3)

SWtop

We parameterize the attenuation of solar radiation using Beer’s atmospheric
transmission law assuming that the optical thickness above a point is based on the
atmospheric pressure.
SW(P) = SWtop e−k∙P

(3.4)

where k is the atmospheric attenuation coefficient, P atmospheric pressure and SW
shortwave radiation at a height with atmospheric pressure P. The following standard
atmospheric pressure versus elevation function is used:
g

PDEM =

T + z λ − Rλ
Po ( o T )
o

(3.5)

where Po is standard sea level pressure (101,325 Pa), To is standard sea level temperature
(288.15 K), g is earth gravitational acceleration (9.81 m s-2), R is the gas constant for dry
air (287.04 J kg-1 K-1) and λ is the temperature lapse rate calculated by MSDH or
provided by the user. The atmospheric attenuation coefficient is determined by solving
(3.4) for k and using the transmission factor evaluated in (3.3),
k=

− log (Tf−MERRA )
PMERRA

(3.6)
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Then we evaluate shortwave radiation at DEM grid resolution (SWDEM ) using the
following equation.
SWDEM = SWtop e−k PDEM

(3.7)

Relative Humidity
MERRA specific humidity is used to calculate actual vapor pressure at MERRA
elevations that are specified by geo-potential height.
eMERRA =

qMERRA ∗ PMERRA

(3.8)

(0.622 + qMERRA )

where q MERRA is bilinearly interpolated MERRA specific humidity at DEM resolution,
PMERRA is bilinearly interpolated MERRA pressure at DEM resolution and eMERRA is
actual air vapor pressure at DEM resolution.
This is then used to evaluate dew point temperature at MERRA elevation
(Td−MERRA).
Td−MERRA =

e
c ln[ MERRA ]
a

(3.9)

e
b − ln [ MERRA ]
a

where for ice/snow, a = 611.21 Pa, b = 22.452 and c = 272.55 ˚C. Dew point is then
adjusted for DEM elevation using a monthly vapor pressure coefficient λ (m-1) provided
by Liston and Elder, table 1 (2006).
Td−DEM = Td−MERRA + (zDEM − zMERRA ) λ

c
b

(3.10)

where Td−MERRA and Td−DEM are dew point temperature at MERRA elevation and DEM
grid elevation, respectively. The following function is used to relate saturation vapor
pressure and temperature:
bT

es (T) = a exp (c + T)

(3.11)
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This is used to evaluate relative humidity as the ratio of actual and saturated air
vapor pressure from dew point and air temperatures at DEM elevation.
RHDEM =

es (Td−DEM )

(3.12)

es (TDEM )

Wind Speed
MERRA eastward, E-W (UMERRA ), and northward, N-S (VMERRA ) wind
components are combined by Pythagoras’ equation (equation 3.13) to obtain the
horizontal wind speed magnitude.
WMERRA = √(UMERRA 2 + VMERRA 2 )

(3.13)

Wind direction, terrain slope and terrain aspect are calculated using equations
(3.14), (3.15) and (3.16) as suggested by Liston and Sturm (1998) and Liston and Elder
(2006).
θ =

3π
2

V

− tan−1 (UMERRA )
MERRA

Δz

2

Δzy 2

β = tan−1 √[( Δxx) + ( Δy ) ]
γ=

3π
2

(3.14)

(3.15)

Δz

−

( )
tan−1 Δy
Δz
( )

(3.16)

Δx

Both slope and aspect are computed using “Four nearest” method where Δzx and
Δzy are the elevation difference between the two nearest cells of the target cell in
horizontal and vertical directions, respectively.
Equation (3.17) parameterizes the effect of the terrain slope and curvature on the
MERRA wind speed (WMERRA ) (Liston and Elder, 2006).
WDEM = WMERRA (1 + γs Ωs + γc Ωc )

(3.17)

79
where Ωc (equation 3.18) and Ωs (equation 3.19) are the curvature and slope in
the direction of the wind, respectively.
1

Ωc = 4 [

z − 0.5 (zw − ze )
2η

+

z − 0.5 (zs − zn )
2η

+

Ωs = β cos(θ − γ)

z−0.5 (zsw − zne )
2√2η

+

z−0.5 (znw − zse )
2√2η

] (3.18)
(3.19)

where ze , zw , zn , zs , zsw , zne , znw , zse are the elevations at eight possible neighboring
cells at the east, west, north and south, south-west, north-east, north-west and south-east
direction from the target cell. η is the distance between the center of two neighboring
cells. Both curvature and slope are normalized such that their values range between -0.5
to 0.5 over the watershed or target domain. In equation 3.17, γc and γs are weight factors
that adjust wind magnitude based on curvature and slope, respectively. Liston and Elder
(2006) suggested that the valid range of γc and γs is between 0 to 1 such that γc + γs =
1.0. In MSDH, we approximated both of these quantities as 0.5 assuming equal weight
for slope and curvature adjustments.
Precipitation
After distributing the reanalysis precipitation over the domain distributed at DEM
spatial resolution using bilinear interpolation, topographical adjustments were made using
the non-linear relationship between elevation and precipitation expressed as follows.
1+ κ𝑝 (ZDEM − ZMERRA )

PDEM = PMERRA [1− κ

𝑝

(ZDEM − ZMERRA )

]

(3.20)

PMERRA is the MERRA or RFE2 reanalysis precipitation interpolated at DEM
solution, and κ𝑝 is a coefficient that quantifies how precipitation varies with elevation in
this function. Like temperature lapse rate (Γ), a global averaged monthly κ𝑝 is provided
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as the default value. κ𝑝 can also be calculated by fitting equation (3.20) to precipitation
and elevation from point observations in an iterative process. After the precipitation data
is produced for a given time period, a bias coefficient (Bc ) is calculated for bias
adjustment. Bc is the ratio of the observed data at a precipitation measuring station and
the downscaled data at the grid cell in which the station is located.
Bc =

Po

(3.21)

Pd

where Po and Pd are mean annual observed precipitation (m) and downscaled
precipitation (m), respectively.
If multiple stations are located in or near the target spatial domain, Bc is
calculated for each station, and an average value is taken. Finally, downscaled data is
corrected by multiplying by the bias coefficient (Bc ).
Longwave Radiation
We estimated incoming longwave radiation based on downscaled air temperature
following the methods of Liston and Elder (2006). First we evaluate the elevation at 700
millibar pressure level using (3.5). And then air and dew point temperatures at this
elevation using (3.1) and (3.10), and finally, relative humidity at this elevation using
(3.12).
Implied cloud fraction σc and then emissivity ɛ is parameterized by Walcek
(1994) using equation (3.22) and by Iziomon et al. (2003) using equation (3.23),
respectively.
𝑅𝐻700 − 100

𝜎𝑐 = 0.832 𝑒𝑥𝑝 (

41.6

)

(3.22)
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−𝑌𝑠 𝑒𝐷𝐸𝑀

ɛ = 𝜅ɛ (1 + 𝑍𝑠 𝜎𝑐 2 ) (1 − 𝑋𝑠 𝑒𝑥𝑝 (

𝑇𝐷𝐸𝑀

))

(3.23)

where eDEM is the atmospheric vapor pressure at DEM resolution and 𝜅ɛ is 1.08 (Liston
and Elder, 2006). XS, YS and ZS are coefficients that vary depending on elevation. At
elevations below 200 m, XS, YS and ZS are 0.35, 0.1 K Pa-1 and 0.224, respectively. XS,
YS and ZS are 0.51, 0.13 K Pa-1 and 1.1, respectively, at elevations above 3000 m. These
coefficients vary linearly between these values for elevations from 200 to 3000 m. We
then calculate incoming longwave radiation using the Stefan-Boltzmann equation.
𝑄𝑙𝑖−𝐷𝐸𝑀 = ɛ 𝜎𝑐 (𝑇𝐷𝐸𝑀 )4

(3.24)

where σ is the Stefan-Boltzmann constant (5.670373 × 10-8 kg s-3 K-4).
The downscaling parameterizations detailed above have been either drawn from
the literature or developed in this study based on physical principles and reflect our
judgment as to the most appropriate parameterizations to use, given the information
available, for downscaling from the relatively coarse grid scale of MERRA variables at
the MERRA geopotential height to the elevation associated with the fine scale grid used
by a distributed hydrologic model.
3.3.3. Utah Energy Balance Snow and Glacier Melt Model
The Utah Energy Balance model is a spatially distributed model that uses energy
balance formulations to simulate the snowmelt and SWE over a watershed, driven by the
gridded climate variables (Luce and Tarboton, 2010; Mahat and Tarboton, 2012;
Tarboton et al., 1995; Tarboton and Luce, 1996; You, 2004). UEB is physically based
and tracks point energy and mass balances to model snow accumulation and melt. UEB
has four state variables: surface snow water equivalent, WS (m); surface snow and
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substrate energy content, US (kJ m hr ); the dimensionless age of the snow surface η;
-2

-1

and the snow water equivalent of canopy intercepted snow, WC, (m). The model is driven
by time-varying air temperature, precipitation, wind speed, relative humidity, and
incoming shortwave and longwave radiation at time steps sufficient to resolve the diurnal
cycle. A detailed description of the distributed version of UEB is provided by Sen Gupta
and Tarboton (2013) and also in Chapter 4.
3.4. Software Implementation
3.4.1. Implementing Downscaling Algorithms in R
R is a statistical software and scripting language initially developed for statistical
analysis such as hypothesis testing, time series analysis and plotting, and linear and
nonlinear modeling (Carslaw and Ropkins, 2012). R is also extensively used in
environmental data analysis, visualization, and modeling. Open source, highly optimized
coding functionality, extensibility, and simplicity contributed significantly to the large
popularity of R. Users can extend its functionality by writing R packages, collections of
well-structured reusable functions and data. These packages can be distributed to the
entire R user group through a single web repository (Horsburgh and Reeder, 2014;
Pinheiro et al., 2011). In this study, we used several existing R packages such as utils,
ncdf (Pierce, 2011), rgdal (Keitt et al., 2011), and raster (Hijmans et al., 2013). We also
used NetCDF Operators (NCO) (Zender, 2008) and Climate Data Operators (CDO)
(Schulzweida et al., 2006) tools for efficient manipulation of netCDF files. NCO and
CDO are both collections of operators for statistical and arithmetic processes, subsetting,
interpolation, extrapolation, and transformation of geospatial time series data stored in
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netCDF files. The windows version of NCO and CDO program executables are called
from R using the system() function.
First, a R function was developed to download MERRA and RFE2 data for the
variables listed in Table 3.1 for a specified spatial and temporal extent using the binary
file transfer method provided in the function download.file() from utils package. Three
files are downloaded for a single day, where one file contains temperature, wind speed,
and specific humidity data and the other two files contain precipitation and shortwave
radiation, respectively. MERRA and RFE2 files are downloaded in netCDF and zipped
binary grid format by our code. RFE2 binary grid files are converted into netCDF to
achieve a uniform file format for the datasets. This is done by unzipping the files using
R’s gunzip() function and then converting binary grid files to netCDF using the CDO
import_binary command.
Next, for each netCDF file, all the MERRA and RFE2 variables are aggregated
into three hourly time steps. Hourly MERRA data, such as temperature, is averaged over
a three-hourly time step using NCO’s ncra command. Then, daily RFE2 precipitation is
uniformly distributed into three-hourly time steps by creating a separate netCDF file for
each day containing eight time steps using CDO’s arithmetic process capability on
netCDF datasets (Schulzweida et al., 2006).
A TIFF or image file of the DEM is read into R using rgdal’s readGDAL()
function and converted into a RasterLayer object. A RasterLayer object is single layer of
raster data described by a set of parameters, such as number of columns and rows, spatial
resolution, the coordinates of its spatial extent, and map projection. The DEM
RasterLayer represents the domain and modeling grid that is the target for the
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downscaling. Then MERRA and RFE2 variables such as temperature and precipitation
are read from netCDF files for each time step as a two-dimensional array. Using latitude
and longitude bounding box information, the array is projected into another RasterLayer,
then the netCDF RasterLayer is projected to the DEM RasterLayer using the
projectRaster() function from raster package. This function of the raster package
bilinearly interpolates the values of the netCDF RasterLayer to the extent and resolution
of the DEM and transforms its projection to the DEM’s projection (coordinate reference
system, CRS). MERRA Geo-potential height in netCDF files are converted to a MERRA
height RasterLayer with the resolution and spatial extent of the DEM. The conversion of
multiple two-dimensional data objects to a uniform RasterLayer eases the implementation
of the topographical adjustment algorithms described in Section 3.2. Once the adjustment
algorithms are implemented, the final RasterLayer of each output variable is converted
into a two-dimensional matrix in R and appended onto a designated netCDF file that
holds the downscaled result.
3.4.2. Output Data Storage in NetCDF
The input and output gridded data used in MSDH are stored in netCDF files.
NetCDF is a binary, multidimensional format commonly used by the oceanographic and
atmospheric scientific communities for storing and managing scientific data. NetCDF3
(Rew and Davis, 1990) is a machine-independent format that allows direct access, shared
access, visualization, and appending of new data to portable binary files. The output
netCDF files of MSDH are always three-dimensional: (a) X (m), (b) Y (m) and (c) time
(hours). Since the climate variables are produced at the surface, altitude is not a required
dimension.

85
The ordering of the dimensions is important in order to minimize the time
necessary to retrieve the data from a netCDF file. For a netCDF file, the “most rapidly
varying dimension” is the dimension that corresponds to the most rapidly changing index
of the data array in computer memory. In applications written in column-major languages
such as FORTRAN, the first index is the most rapidly varying dimension when reading
through a multidimensional array. On the other hand, in C and C++, which are row-major
languages, the last index reading is the fastest. In hydrology, time series data are of great
importance for running hydrologic models and performing hydrologic analyses, and
fastest access to data on the time dimension appears to be the most desired. Since the data
produced by MSDH may be used in a wide range of applications written in both columnmajor and row-major languages, we provide an option to the users to choose the order of
the time dimension in the file.
Each variable is associated with several attributes, such as short name, long name,
units, a numeric value to represent the missing data, and a plausible range of values. All
six variables are stored in the same netCDF file with a data array for each variable
corresponding to the same set of dimension vectors. A large volume of data might be
generated if the program is run for multiple years or at a very high spatial resolution or
combination of these two. To avoid storing a large volume of data in a single netCDF
file, a separate file is created for each month. The temporal sequence of the data between
multiple files is maintained by incrementing the time dimension from “time of origin” or
start time. The units of time dimension stores the start time in each file.
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3.4.3. MSDH Graphical User interface
Using R packages is a relatively straightforward task for experienced users, but it
can be challenging, with a steep learning curve, for beginners with no prior programming
experience. We, therefore, developed a GUI in order to create a visual environment for
the users to enter inputs and execute the R functions. The GUI is also coded in R using
the RGtk package and the R script runs from a C# wrapper program. Thus, the MSDH
GUI hides the R code from the user and enables data downloading and downscaling tasks
while eliminating the complexity of creating or editing codes, files, and folders.
The MSDH has three main tabs: (1) data download, (2) coefficient calculations
and (3) data downscale. The “data download” tab (Figure 3.1) provides an option for the
users to download data for the variables listed in Table 3.1 using R’s utils package.
Precipitation can be downloaded from either RFE2 or MERRA. MERRA data is
available globally, while RFE2 covers only the South Asian region, but with better
resolution.
The “coefficients calculations” tab performs the task of calculating monthly
temperature lapse rate and precipitation adjustment coefficient using the observational
data from the station network within the target domain or a watershed.
The “data downscale” tab performs the four-step downscaling methodology
described in Section 3.2. The user only needs to specify a DEM of the target spatial
domain (in image/TIFF format). The user is provided with a capability to choose the
source of the temperature lapse rate or precipitation adjustment factor from a set of
options, such as (1) default specified by Liston and Elder (2006), (2) calculated from the
“Coefficients calculations” and (3) user input.
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3.5. Example Application
To test the downscaling methodology, software implementation, and test that the
GUI functioned as intended, MSDH was run for one water year starting from October
2009 over the 570 km2 Logan River watershed (41.71° to 42.09° N latitude and −111.82°
to −111.47° W longitude, Figure 3.2) at 120 m resolution. The Logan River flows
southwesterly through the mountains of Cache County, Utah. The elevation of the
watershed ranges from 1382 m to 3040 m, with an average elevation of 2294 m. Five
U.S. Department of Agriculture snowpack telemetry (SNOTEL) stations are located
inside the watershed and one SNOTEL station is about 550 m outside the eastern
boundary of the watershed (Table 3.2). Daily historical minimum, mean, and maximum
temperature; daily total precipitation; snow depth; and SWE data are available at these
stations.
Daily mean temperature and total precipitation data were downloaded for each
selected SNOTEL station and aggregated to monthly time steps. For each month, a linear
regression model was developed between the elevation and mean monthly temperature
(e.g., Figure 3.3 (a) for December). In Figure 3.3 (a), the slope of the regression model (0.00421 ˚C/m) is the lapse rate for December in the Logan River watershed. Similarly,
Equation (3.20) represents the relation between elevation and mean monthly precipitation
illustrated in Figure 3.3 (b). The curve fitting coefficient of the nonlinear least-square
model (blue line) is the precipitation adjustment coefficient (𝜅𝑝 ).
MERRA temperature data was downloaded for the contiguous United States
(Figure 3.4 (a)) and the six grid cells spanning the Logan River watershed (Figure 3.4
(b)) were used in bilinear interpolation to obtain gridded temperature at the scale of the
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DEM (Figure 3.4 (c)). This involved using R’s raster library projection transformation
capability to transform the data into the DEM’s Universal Transverse Mercator (UTM)
projection system and clip it to the extent of the DEM. This raster layer contains
bilinearly resampled temperature data, while its spatial domain, resolution, and number of
rows and columns are exactly the same as the DEM. Next, temperature was adjusted
using the monthly lapse rate and the difference between MERRA elevation and DEM
elevation using the methodology described in Section 3.3.2. This procedure was repeated
for all time steps. Other variables, such as incoming shortwave radiation and wind speed,
were also downscaled to the DEM spatial scale using the physically based methodology
described in Section 3.3.2.
Daily mean wind speed, relative humidity, and incoming shortwave radiation are
only available at USU Doc Daniel (table 3.2) from October 2009 to June 2010 from a
separate study by Mahat and Tarboton (2012; 2013) and Mahat et al. (2013). The
observations at this station were compared with the downscaled data at the grid cell
where the station is located, to test how closely the model reproduces the observation
(Figure 3.5). Table 3.3 reports the Nash-Sutcliffe Efficiency (NSE, equation 3.25) of the
downscaled data with respect to the observations.
NSE = 1 −

2
∑n
t=1(Obst −Simt )
n
∑t=1(Obst −Obsmean )2

(3.25)

where Obst and Simt are observed and simulated values at any time step t and Obsmean is
the mean of observed values.
Figure 3.5 shows that downscaled data captures the seasonal pattern quite
successfully, such as the low temperature phases in December and the high temperature
phases in June. High NSE (Table 3.3) demonstrates the model’s strength to successfully
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reproduce the observed temperature. Both downscaled incoming shortwave radiation and
relative humidity capture the seasonal cycle of the observed data reasonably well;
however, they fail to reproduce some short-term changes and appear to fluctuate at
smaller amplitude than the observations at short time scales for some months. This is
reflected in their somewhat lower NSE. Nevertheless, the NSE values obtained (Table
3.3; 0.68 for shortwave radiation and 0.65 for relative humidity) indicate the program’s
capability to reproduce these two variables reasonably well. Compared to these variables,
wind speed and precipitation perform rather poorly (i.e., wind speed NSE = 0.16,
precipitation NSE = 0.05). The wind discrepancies likely reflect the challenge in
representing local (DEM grid scale) wind variability from regional information, while
precipitation discrepancies originate both in the driving MERRA data and downscaling.
Although 96% of precipitation events were simulated successfully by MERRA, it
produces a considerable number of non-observed rainfall events with low magnitudes and
fails to simulate the magnitude of observed rainfall events at a satisfactory level (Figure
3.5). Less intense precipitation events are often overestimated, and moderately heavy
events are underestimated.
Secondly, we tested whether the program is capable of reproducing the
measurements of daily maximum temperature (𝑇𝑚𝑎𝑥 ), daily minimum temperature
(𝑇𝑚𝑖𝑛 ), daily mean temperature (𝑇𝑚𝑒𝑎𝑛 ), and monthly precipitation at SNOTEL stations
for water year 2010. Figure 3.6 displays the scatter plots of observed data at SNOTEL
stations and downscaled data at grid cells where those stations are located. Table 3.4
shows NSE values at each of these six stations. Both daily maximum and mean
temperature show very good simulation with NSE of 0.9. Daily minimum temperature
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shows slightly lower NSE, ranging from 0.77 to 0.85 indicating slightly lower
performance in reproducing daily minimum temperature compared to daily mean and
maximum temperature. Overall, the downscaled temperature captures temporal variation
quite satisfactorily in both the short- and long-term. Precipitation is reasonably well
predicted at SNOTEL stations on a yearly scale, with differences ranging between -20%
and 12% of the observed data. However, at daily or monthly time steps, precipitation
simulation incorporates considerable uncertainty, especially during the late winter and
early spring season. Relatively low NSE values for monthly total precipitation (Table 3.4)
also indicate high uncertainty in precipitation downscaling.
Finally, the Utah Energy Balance (UEB) snowmelt model was run using the
downscaled data to demonstrate the applicability of the data to produce realistic
simulations of snow accumulation and melt variability. The observed SWE at SNOTEL
stations was compared with the UEB simulated SWE at the cells where the stations are
located (Figure 3.7). Two stations, Garden City Summit and Temple Fork, match the
snow accumulation and melting pattern with high accuracy (NSE: 0.97 and 0.96,
respectively, see Table 3.5). The accumulation and melt pattern is also captured
reasonably well at Tony Grove Lake (NSE: 0.76), although with about 20%
underestimation of the peak. The peak SWE is underestimated in the other three stations
which leads to modeled snow disappearing before observed and lower NSE coefficients
at these sites (Table 3.5). The performance was most unsatisfactory at Klondike
Narrows, where UEB modeled SWE completely melts about one and a half months
before the observation. In Figure 3.3 Klondike Narrows is the point second from the left
with elevation of 2210 m (Table 3.2). It has mean monthly precipitation for December
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slightly higher than the other two stations at slightly higher elevations (Temple Fork and
Garden City Summit). A similar pattern was also observed for other winter months. This
phenomena was not captured by the precipitation downscaling method, which resulted in
poor simulation of SWE. The mean of the NSE values between the observed and
simulated SWE for the six stations (Table 3.5) was 0.6, which is satisfactory, given that
the model was entirely run using downscaled reanalysis data.
To test the impact of downscaled variables on SWE simulation, we ran UEB at
the USU Doc Daniel SNOTEL station with observed temperature, precipitation, relative
humidity, wind speed, shortwave and longwave radiation. We then replace the observed
data for each of these variables by the downscaled data to study the error introduced by
the downscaled data. In each case only one variable was replaced and simulations were
compared with observations (Figure 3.8). Root Mean Square Error (RMSE) was used to
quantify the errors.
1

𝑅𝑀𝑆𝐸 = √ 𝑁 ∑𝑁
𝑡=1(𝑜𝑏𝑠𝑡 − 𝑠𝑖𝑚𝑡 )

(3.26)

where N is the number of observations, and Obst and Simt are observed and simulated
values at any time step t. The SWE simulation using the observed data matches the
seasonal accumulation and ablation pattern nicely (Figure 3.8 a). However, the model
underestimates the SWE during the accumulation period and overestimates the SWE
during the melting season. The root mean square error (RMSE) between the observed and
simulated SWE is 0.08 m. Surprisingly the RMSE (0.06 m) in simulated SWE reduces
when observed temperature were replaced by the downscaled data (Figures 3.8 b). The
seasonal pattern and RMSE do not change significantly while observed precipitation,
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wind speed and relative humidity data, respectively, were replaced by downscaled data
(Figure 3.8 c, d and e). RMSE values between the observed and simulated SWE were
0.085 m, 0.08 m and 0.09, respectively. However, the performance drastically decreases
(RMSE 0.27 m) while solar radiation downscaled data were used for the simulation
(Figure 8 f). The possible explanation for this is observed low shortwave radiation
(ranging from 30 to 562 W/m2) are overestimated by twice or even more at a daily scale
for several days in winter and early spring. The overestimated shortwave radiation causes
the snow to melt quickly and results lower SWE peak.
The program’s run time varied significantly depending on the number of rows and
columns in the DEM raster file, as the process takes the majority of runtime to interpolate
the variables from MERRA to DEM resolution. The Logan River watershed used here
consisted of 420 × 254 grid cells. Constructing data for six variables at 3-hourly time
steps for a single month on this grid takes about an hour on a common commodity
workstation (Dell Optiplex 780, with Intel Q9650 processor @ 3.0 GhZ and 8 GB RAM).
3.6. Discussion
While developing MSDH, we recognized a number of limitations in downscaling
methodologies and input data. As described by Liston and Elder (2006), this is a one-way
approach where the vertical feedback between the near-land surface and atmosphere is
completely ignored. While surface conditions such as presence of the canopy, soil
moisture, and proximity to the water can have substantial impact on the local climate,
MSDH adjusts the variables using mainly topographical information. Rienecker et al.
(2011) explained many limitations of MERRA data including: (1) poor performance in
capturing the diurnal temperature pattern by underestimating daily maximum and

93
overestimating daily minimum temperature, (2) deviation of 3˚C or more from the
observation in daily temperature estimates, (3) short heavy precipitation events often
simulated as precipitation drizzles, and (4) low solar radiation during daytime
precipitation events often over estimated. These inaccuracies in MERRA are directly
translated into the downscaled data and are responsible for some of the discrepancies
described in the previous section (Section 3.5). From our single watershed investigation it
was apparent that reproduction of precipitation with a reasonable accuracy at a daily
scale, or even at a monthly scale, was a challenge as manifested by the low NSE values
received for precipitation. Interestingly, sensitivity analysis of downscaled variables
revealed that despite discrepancies in precipitation, reasonably good simulation of
seasonal accumulation of snow water equivalent results in satisfactory simulations with
downscaled precipitation inputs and other inputs observed (Figure 3.8 c). On the other
hand, when the only downscaled variable used as input to the model was solar radiation
(Figure 3.8 f) the start of snow accumulation is delayed and overall there is an under
simulation of accumulation. From this we infer that even though the NSE for incoming
solar radiation is good overall, and that discrepancies in Figure 3.5 are hard to discern,
there is a cumulative discrepancy in downscaled incoming solar radiation that results in
erroneous melting too early and hence under simulation of the peak snow water
equivalent. This indicates a need to examine ways to improve incoming solar radiation
downscaling in addition to precipitation downscaling.
3.7. Conclusion
We have developed spatial downscaling methods that adapt approaches from the
MicroMet model by Liston and Elder (2006), DAYMET and MTCLIM to address the
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problem of downscaling climate reanalysis data. Variables downscaled include:
temperature, precipitation, wind speed, relative humidity, shortwave and longwave
radiation. The model produces 3-hourly, high resolution, gridded weather data for input
to a spatially distributed hydrologic model. NASA Modern-Era Retrospective Analysis
for Research and Applications (MERRA) climate products and Southern Asia Daily
Rainfall estimate (RFE2) data are the major inputs to the program. In the first step of a
two-step downscaling approach, we bilinearly interpolate RFE2 or MERRA reanalysis
data to a high resolution digital elevation model (DEM) grid. In the second step, we make
topographic adjustments using well-established relationships of elevation, slope, aspect,
curvature, and cloudiness with the selected variables.
Development of MSDH was necessary for constructing topographically adjusted
high resolution meteorological data to drive hydrological models in data scarce regions.
Reanalysis data such as MERRA were developed to analyze the earth system at global or
continental scales, whereas hydrological decision making for water availability and flood
forecasting, for example, are studied at the watershed level. MSDH can be used as a tool
to bridge the gap between the spatial scales of data and used in these two scientific
domains. MSDH is capable of producing data at any grid resolution specified in an input
DEM. The example application of the system produced the gridded surface of six
variables at 120 m resolution and 3-hourly time steps for the Logan River watershed for 1
year starting on October 1, 2009. The data was then used to drive the Utah Energy
Balance (UEB) snowmelt model to simulate one year of snow accumulation and melt.
Downscaled variables and simulated SWE showed reasonably good agreement with the
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observations, indicating MSDH’s capability to produce reasonably good quality high
resolution climate data using very limited observational data.
This work showed that it is possible to obtain the input variables required to drive
the UEB model entirely from climate reanalysis data extending its applicability to data
scarce regions of the world. The discrepancies that result due to errors in the reanalysis
data and downscaling model were quantified for a location in the US where there is
detailed data available. Comparison (i.e., Nash-Sutcliffe efficiency = 0.6) between
SNOTEL observations and the Utah Energy Balance Snowmelt Model-simulated snow
water equivalent indicates the degree to which this method is effective. Sources of
discrepancies, in terms of precipitation and solar radiation uncertainty were identified and
motivate opportunities for future research to reduce uncertainty and improve simulations.
These discrepancies need to be factored into the use of simulations driven by downscaled
results for hydrological modeling and analysis.
The tool was developed using open source, freely available scripting language and
programs. The R code is publically available in bitbucket
(https://bitbucket.org/AvirupSenGupta/msdh.usu) so that the user community outside the
initial development team can participate in future improvements of the software by
integrating new approaches and analysis techniques. The program has a GUI to make it
accessible to users unfamiliar with R. Downscaled data is saved in CF-convention
compatible three dimensional self-describing netCDF format, which makes the data
portable across operating systems and accessible and displayable in a number of freely
available software tools such as ncdump, ncBrowse, and Integrated Data Viewer (IDV).
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The application demonstrated in this paper was successfully run on a PC with the
Windows operating system. This is particularly advantageous for developing countries
where students, engineers, or even researchers may not have access to the latest model
high performance computing systems. Presently, MDSH is only available in windowsbased systems. The availability of R and all other required programs, such as NCO and
CDO in UNIX/Linux operating systems suggests that the program could be ported to
UNIX/Linux based computers with little code modification.
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Table 3.1. Input MERRA variables used for downscaling
MERRA
Variable

Spatial resolution
(longitude ×
latitude)

description

Temperature at 2 m above the
ground (K)
Northward wind at 2 m above the
v2m
ground (m s-1)
Eastward wind at 2 m above the
u2m
ground (m s-1)
Time averaged surface pressure
ps
(Pa)
Specific humidity at 2 m above
qv2m
the ground (kg kg-1)
Surface downward shortwave
swgdwn
flux (W m-2)
t2m

Temporal
Resolution

0.67˚× 0.5˚

hourly

0.67˚× 0.5˚

hourly

0.67˚× 0.5˚

hourly

0.67˚× 0.5˚

hourly

0.67˚× 0.5˚

hourly

1.25˚× 1.0˚

3-hourly

Table 3.2. NRCS SNOTEL stations in the Logan River watershed
Site Name
Garden City Summit
Klondike Narrows
Temple Fork
Tony Grove lake
Tony Grove RS
USU Doc Daniel

Latitude (˚)
41.9215
41.967689
41.793
41.898333
41.885733
41.86425

Longitude (˚)
-111.41915
-111.59713
-111.54605
-111.62957
-111.56918
-111.50603

Elevation (m)
2348
2210
2257
2583
1930
2521

Table 3.3. Nash-Sutcliffe Efficiency (NSE) of downscaled daily temperature, incoming
shortwave, relative humidity, wind speed and precipitation data at USU Doc Daniel
weather station.
Variable
Temperature
Incoming shortwave radiation
Relative humidity
Wind Speed
Precipitation

Nash-Sutcliffe Efficiency
(NSE)
0.90
0.68
0.65
0.16
0.05
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Table 3.4. Nash-Sutcliffe Efficiency (NSE) of daily maximum, minimum and mean
temperature and total monthly precipitation at six NRCS SNOTEL stations in the Logan
River watershed.
Variable
Name
Tmax
Tmin
Tmean
Pmonth

Garden
City
Summit
0.92
0.79
0.9
0.44

Klondike
Narrows
0.93
0.78
0.91
0.22

Temple
Fork
0.93
0.85
0.91
0.38

Tony Grove Tony Grove USU Doc
Lake
RS
Daniel
0.89
0.84
0.9
-0.01

0.9
0.77
0.92
0.22

0.93
0.87
0.91
0.49

Table 3.5. Nash-Sutcliffe Efficiency (NSE) of UEB simulated Snow Water Equivalent
(m) compared to SNOTEL stations for water year 2010.
Stations
Garden City Summit
Klondike Narrows
Temple Fork
Tony Grove Lake
Tony Grove RS
USU Doc Daniel

Elevation
(m)
2348
2210
2257
2583
1930
2521

NSE
0.97
0.06
0.96
0.76
0.46
0.39
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Figure 3.1. Graphical User Interface for MERRA Spatial Downscaling for Hydrology
(MSDH).
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Figure 3.2. Logan River watershed. Blue lines indicate the stream network within the
watershed and red dots symbolized the SNOTEL climate stations. Station numbers
correspond with the numbers shown in table 3.2.
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Figure 3.3. Relationship between elevation (x-axis) and (a) mean monthly temperature
(˚C) (y-axis) and (b) mean monthly precipitation (m) (y-axis) at six SNOTEL stations in
December for evaluating vertical temperature lapse rate (Γ) and precipitation adjustment
factor (κp ), respectively.
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Figure 3.4. Downscaling of MERRA temperature (o C) for the Logan River watershed
18:00 UTC on Dec 24, 2009 (a) temperature reported in MERRA for Contiguous United
States of America (USA); (b) MERRA grid cells spanning Logan River watershed and
surrounding areas and (c) downscaled temperature projected to Universal Transverse
Mercator (UTM) projection at DEM grid resolution.
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Figure 3.5. Comparison of downscaled daily mean observed temperature, incoming
shortwave radiation, wind speed, relative humidity, and precipitation, with respect to
measured data at the USU Doc Daniel SNOTEL station. A time series plot (left) and
scatter plot (right) of observed and downscaled data are shown for each variable.
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Figure 3.6. Comparison of the downscaled data (y-axis) for daily maximum, minimum
and mean temperature and monthly precipitation with observed data (x-axis) at six
SNOTEL stations for water year 2010 (Oct 01 2009 - Sep 30 2010). SNOTEL station
names are indicated at the top of each column.
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Figure 3.7. Comparison between observed SWE and Utah Energy Balance (UEB)
simulated SWE for water year 2010 (Oct 01 2009 - Sep 30 2010) at the six SNOTEL
stations.
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Figure 3.8. Comparison between the observed and UEB simulated snow water equivalent
(SWE) at the USU Doc Daniel SNOTEL station using (a) observed temperature,
precipitation, wind speed, relative humidity and shortwave radiation, (b) downscaled
temperature with observed data of other variables, (c) downscaled precipitation with
observed data of other variables, (d) downscaled wind speed with observed data of other
variables, (e) downscaled relative humidity with observed data of other variables, (f)
downscaled shortwave radiation with observed data of other variables.
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CHAPTER 4
ESTIMATING SNOW AND GLACIER MELT IN A HIMALAYAN WATERSHED
USING AN ENERGY BALANCE SNOW AND GLACIER MELT MODEL1
Abstract
This study enhances an energy balance snowmelt model (Utah Energy Balance,
UEB) to include the capability to quantify glacier melt. To account for clean and debris
covered glaciers, substrate albedo and glacier outlines determined from remote sensing,
are taken as inputs. The model uses the surface energy balance to compute the melting of
seasonal snow and glacier substrate once the seasonal snow has melted. In this
application the model was run over a 360 km2 glacierized watershed, Langtang Khola, in
the Nepal Himalaya for a 10-year simulation period starting in water year 2003. The
model was run on a distributed mesh of grid cells providing the capability to quantify
both timing and spatial variability in snow and glacier melt. The distributed UEB melt
model has a relatively high data demand, while the Hindu-Kush Himalayan region is a
data-scarce region, a limitation that affects most water resources impact studies in this
region. In this study, we determined model inputs from the Modern Era RetrospectiveAnalysis for Research and Applications (MERRA) and Southern Asia Daily Rainfall
Estimate (RFE2) data products. The model estimates that roughly 57% of total surface
water input is generated from glacier melt, while snowmelt and rain contribute 34% and
9%, respectively over the simulation period. The melt model provided input to the USGS
1
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Geospatial Stream Flow Model (GeoSFM) for the computation of streamflow and
produced reasonable streamflow simulations at daily scale with some discrepancies,
while monthly and annual scale comparisons resulted in better agreement. The result
suggests that this approach is of interest for water resources applications where monthly
or longer scale streamflow estimates are needed. Mean annual streamflow was positively
correlated with the total annual surface water input. However, mean annual streamflow
was not correlated with total annual precipitation, highlighting the importance of energy
balance melt calculation, in comparison to just using precipitation when considering
streamflow availability. Overall, for a 10-year model run, the water equivalent of snow
accumulation is 2.46 m compared to 7.13 m of glacier melt over the basin, suggesting a
net loss in glacier mass.
4.1. Introduction
South Asian countries may face water insecurity due to high population and
economic growth, and potential climate-induced changes in water availability. Millions
of people in the South Asian region depend on the fresh water generated from snow and
glacier melt (Kehrwald et al., 2008), but are also at a risk of being subject to flood
hazards due to high flow during the melting season. Climate change may disrupt the
hydrological balance in snow- and glacier-fed rivers (Kaser et al., 2010). High
uncertainty in glacier melt has generated intense debate over the Himalayan glacier mass
balance. While studies on the central and eastern Himalayas report glacier shrinkage,
studies of the mass balance in Karakoram and the western Himalayas suggest no change
or a small increase in mass (Gardelle et al., 2012; 2013). The contribution of glacier melt
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to streamflow is poorly understood due to limited climate and hydrological data (Konz et
al., 2007). Accurate predictions of melt quantity, timing, and spatial pattern are important
for sustainable development in South Asian countries (Viviroli and Weingartner, 2004;
Konz et al., 2007). Some research efforts have been directed towards understanding
glacier contributions to streamflow using temperature index (Kayastha et al., 2000; 2005;
Immerzeel et al., 2010; Konz et al., 2010) and ice ablation models (Racoviteanu et al.,
2013). The reliance by these models on empirical relationships between melt rate and
temperature or elevation in the case of the ice ablation model limit their ability to address
questions related to climate change effects on radiation inputs. Such empirical models
are also limited in their ability to quantify energy balance processes in complex
topography where the interactions between radiation and topography (slope and aspect)
play significant roles in snow and glacier melting. Therefore, more physically based
modeling is needed to get a better understanding of glacier mass balance and the
contribution of glacier melt to the total surface water input in these settings.
The study examines the following specific questions: (1) How well can glacier
melt be quantified using adaptations of a simple energy balance model initially developed
for snow?, (2) what is the relative contribution of glacier melt, snowmelt and rain to the
total surface water input? and (3) can we infer any changes in glacier mass balance
during the model simulation period using an energy balance model for snow and glacier
melt?
Previously, the Utah Energy Balance (UEB) model, a physically based energy and
mass balance model was designed to track energy and snow mass balance to model snow
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accumulation and ablation at a point (Tarboton et al., 1995; Mahat and Tarboton, 2012;
2013; Mahat et al., 2013). For this study, the UEB model was reconfigured to be
spatially distributed over a grid, and to include calculations of glacier melt in addition to
snowmelt. The distributed version of UEB enables the explicit representation of spatially
varying input fields, while retaining the process physics of the previous version. The
model enhancement for this study represents glacier as a substrate layer and computes
melt from glacier substrate when seasonal snow has melted. Glacier outlines and the
albedo of clean glaciers, and debris-covered glaciers are used as inputs to the model.
This work was part of an integrated modeling project to extend remote sensing
driven hydrologic modeling capability for the Hindu-Kush Himalayan (HKH) region
(Brown et al., 2010; 2014). This project involved the extension to the physics of UEB to
include the melting of glaciers developed and evaluated here. This project also included
the development of a data model to support the inclusion of UEB into the EPA Better
Assessment Science Integrating point and Nonpoint Sources (BASINS) integrated
modeling system (EPA, 1998) reported in chapter 2 and the development of downscaling
methods to prepare input to UEB from NASA Modern Era Retrospective-Analysis for
Research and Applications (MERRA) weather data products (Rienecker et al., 2011) and
the NOAA Rainfall Estimate (RFE2) product (Xie et al., 2002) reported in chapter 3.
The new version of the UEB model with new capabilities (glacier and grid) developed
here is referred to here as UEBGrid.
UEBGrid produces melt outputs from snow or glacier that serve as inputs to the
surface hydrologic system. To use these outputs for hydrologic modeling and water
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resources analyses, as well as to evaluate the outputs against measured streamflow, a
hydrologic model is required to simulate the filtering of surface water inputs through the
drainage basin to produce streamflow. Here the United States Geological Survey
(USGS) Geospatial Stream Flow Model (GeoSFM) (Asante et al., 2008) rainfall-runoff
model was used because of its prior use in the Himalayan region (Shrestha et al., 2008;
Shrestha, 2011), and because of its inclusion as a plug-in to the EPA BASINS system.
To evaluate the snow and glacier melt quantity, timing, and spatial pattern
simulated using the UEB extensions developed here, we applied UEBGrid and GeoSFM
in the Langtang Khola watershed, with inputs downscaled from MERRA and RFE2 data
products to compensate for the scarcity of ground-based observation data.
This paper first briefly reviews the processes used in the UEB snowmelt model,
describes changes introduced to accommodate glacier melting and convert UEB from a
point-based model to a fully distributed model. Then it describes the Langtang Khola
watershed, data sources, and downscaling approaches for data preparation prior to
applying UEB to this watershed. In the results section, we show the relative contribution
of the three components of sources of water: rain, snow, and glacier in total surface water
input. We also examine glacier mass balance, the seasonal variability of the simulation of
streamflow from the GeoSFM hydrologic model driven by the UEB snow- and glaciermelt and rain outputs. We finally discuss the findings, uncertainties of this study and
ideas for consideration in future work.
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4.2. Study Area
The Langtang Khola watershed, approximately 100 km north of Kathmandu
Nepal (Figure 4.1), has an area of 360 km2. The watershed was divided into grid cells
with spatial resolution of 98 m coinciding with grid cells of the projected Shuttle Radar
Topography Mission (SRTM) Digital Elevation Model (DEM) used to delineate the
watershed. Elevation ranges from 3700 m to 7184 m, with an average elevation of 5176
m. One weather station, maintained by Department of Hydrology and Meteorology
(DHM), is situated within the watershed at Kyangjing (3920 m, Figure 4.1) and a
discharge measuring station is located at the outlet of the watershed (3800 m, Figure 4.1).
4.3. Input Data
Glacier outline maps for the Langtang Khola watershed were derived from
October 2003 ASTER orthorectified products (ASTDMO14) (Racoviteanu et al., 2013).
The scenes had a good contrast over glaciers, and as they were acquired at the end of the
ablation season had minimal seasonal snow. Based on these glacier outlines, the
watershed is 57% non-glacierized (i.e. sparsely vegetated or bare rock), 35% occupied by
clean glacier and 8% covered by debris-cover glacier ice (Table 4.1). No area was
mapped as accumulation zone to avoid the uncertainty in its mapping. This has the effect
of making the model run at each grid cell with the result that the model naturally
represents the accumulation zone as those grid cells where snow accumulates indefinitely
and does not melt. Substrate albedo (Table 4.1) was derived from the ASTER
atmospherically corrected surface reflectance product AST07_XT, as described in
Racoviteanu et al. (2013). Slope and aspect were derived from SRTM elevation data.
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Land cover variables such as leaf area index (LAI), canopy coverage and height of the
canopy were derived from the MODIS MOD12Q1 500-meter land cover product (SullaMenashe and Frield, 2007), although only 1.6 % of total area of Langtang Khola
watershed is vegetated.
Time-varying weather and radiation forcing data were derived from MERRA and
RFE2 data products. MERRA is a recent near-real-time global climate reanalysis product
developed at NASA and derived from the Goddard Earth Observing System version 5
(GEOS-5) NASA general circulation model (Suarez et al., 2008; Rienecker et al., 2011),
and National Centers for Environmental Prediction (NCEP) Gridpoint Statistical
Interpolation (GSI) analysis (Wu et al., 2002). It is available from 1979 to the present
(Lucchesi, 2012). Temperature, wind speed, and relative humidity are available at a
spatial resolution of 2/3˚ longitude by 1/2˚ latitude, and incoming shortwave radiation is
available at a coarser resolution of 1.25˚ by 1.0˚ (Lucchesi, 2012).
RFE2 daily total precipitation estimates are constructed using four observational
input data sources: approximately 280 ground based stations, geostationary infrared cloud
top temperature fields, and precipitation estimated from SSM/I, and AMSU-B microwave
sensors (Xie et al., 2002). Near real-time daily rainfall estimates are available for the
Southern Asian domain (70˚-110˚ East, 5˚-35˚ North) at a spatial resolution of 0.1˚ by
0.1˚ beginning on May 1, 2001.
MERRA and RFE data were downscaled to the 98 m grid scale of the SRTM
DEM and 3 hour time steps using the MERRA Spatial Downscaling for Hydrology tool
described in chapter 3. In this tool temperature was adjusted for elevation differences
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between the effective elevations determined from the geo-potential height that MERRA
used and SRTM DEM elevation using a monthly lapse rate obtained from field
observations of HKH Cryosphere Monitoring Project (http://www.icimod.org/?q=8408)
(Immerzeel et al., 2014).
4.4. Model Description
4.4.1. Distributed Utah Energy Balance Snow and Glacier Melt Model (UEBGrid)
UEB was originally configured as a point model to produce snowmelt and related
outputs driven by the climate inputs at that point (Tarboton et al., 1995; Tarboton and
Luce, 1996; You, 2004; Luce and Tarboton, 2010). To enhance the capability of UEB in
order to quantify snow processes in a forested area, Mahat and Tarboton (2012)
developed a two stream canopy radiation model that explicitly accounts for canopy
scattering, absorption, and reflection. They also added capabilities to represent turbulent
exchanges within and above a forest canopy (Mahat et al., 2013) and to model snow
interception (Mahat and Tarboton, 2013). The UEBGrid model developed here included
these forest canopy additions.
The UEB model has four state variables: the surface snow water equivalent, Ws
(m), the surface snow and substrate energy content, Us (kJ m-2), the dimensionless age of
the snow surface, and the snow water equivalent of canopy intercepted snow, Wc (m).
The dimensionless age of snow is a surface condition variable defined by Dickinson et al.
(1993), to parameterize the sensitivity of the decrease of albedo over time due to the
increase in snow grain size and accumulation of dirt to environmental conditions such as
temperature. The model is driven by air temperature, precipitation, wind speed, relative

120
humidity, and incoming shortwave and longwave radiation at time steps (typically less
than 6 hours) sufficient to resolve the diurnal cycle. UEB models the surface snowpack as
a single layer to avoid the complexity of over-parameterization. The amount of melt from
the snowpack at each time step is driven by the exchange of energy between the
snowpack, the atmosphere, and the ground below the snowpack. A modified ForceRestore parameterization of snow surface temperature accounts for differences between
snow surface temperature and average snowpack temperature (You, 2004; Luce and
Tarboton, 2010). The model evaluates the following energy balance and mass balance
equations.
dUs
dt
dWs
dt
dWc
dt

= Qsns + Qsnl + Qps + Qhs + Qes + Qg − Qms , (KJ m−2 h−1 )

(4.1)

= Pr + Ps − i + R m + Mc + Es + Ms (m h−1 )

(4.2)

= i − R m − Mc − Ec (m h−1 )

(4.3)

In Equation (4.1),

dUs
dt

is the change in energy content, Qsns is the below-canopy

net shortwave radiation, Qsnl is the below-canopy net longwave radiation, Qps is the
advected heat from precipitation, Qhs is the sensible heat ﬂux, and Qes is the latent heat
ﬂux due to sublimation/condensation, Qg is the ground heat flux to the snow, and Qms is
the advected heat removed by meltwater. In Equations (4.2) and (4.3), Pr is the rate of
precipitation as rain; Ps is the rate of precipitation as snow, i is canopy interception, Rm is
mass release from the canopy, Mc is melt water drip from the canopy snow, Es
sublimation from the surface snow, Ms is melt from the surface snow, and Ec is
sublimation from the canopy snow.

dWs
dt

and

dWc
dt

are the changes in surface and canopy
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snow water equivalent, respectively. Intercepted snow energy content is assumed to be
negligible, so canopy energy balance is quantified using the following closure equation.
Qcns + Qcnl + Qpc + Qhc + Qec − Qmc = 0

(4.4)

In Equation (4.4), Qcns is the canopy net shortwave radiation exchange, Qcnl is
the canopy net longwave radiation, Qcpc is the net advected heat from precipitation to the
canopy, Qhc is the sensible heat to the canopy, Qec is the latent heat to the canopy, and
Qmc is the advected heat removed by melt water from the canopy.
In this study, we extended the UEB snow surface energy balance calculation to
compute the generation of melt at the surface of glaciers. Where the substrate is glacier
we add an artificial one meter water equivalent of glacier ice beneath any seasonal
snowpack (Figure 4.2). Seasonal snow may accumulate and melt on this glacier substrate.
When seasonal snowpack disappears, as indicated by the combined snow and ice water
equivalent becoming less than one meter, the additional melt is considered to be glacier
melt. This calculation is performed at each time step, and the glacier substrate is reset to
one meter water equivalent at the beginning of each time step.
Glaciers are generally much thicker than one meter, but the entire depth of a
glacier does not interact thermally with the surface energy balance at the time scale of
diurnal energy cycles involved in the generation of surface melt. The one meter
thickness is assumed to provide a reasonable thermal buffering due to the presence of
glacier ice without going into the detail of modeling heat and mass transport within the
glacier, which would, at the level of detail of this model, add complexity that is
unwarranted, given the other uncertainties involved. Sensitivity analysis showed that as
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long as this thickness is greater than 0.7 m, sensitivity to the particular thickness chosen
is small.
Glacier substrate determined from remote sensing on the basis of albedo, is
encoded using one of four unique values at each grid cell (Figure 4.3). These represent:
bare ground or non-glaciated substrate, clean glacier, debris covered glacier, and
accumulation zone (i.e., area where snow accumulates and does not contribute to
melting), respectively. For non-glaciated surface, UEB evaluates the energy balance
equation and computes melting from seasonal snow as it did previously. For clean and
debris covered glacier as a substrate the one meter surface ice layer is used. The
difference between clean and debris covered glacier consists only in the value of
substrate albedo. Ranges of substrate albedo for clean and debris-covered glaciers at
Langtang Khola watershed are listed in table 4.1. Due to the lower substrate albedo,
debris covered glacier ice will absorb more energy when the seasonal snow cover is thin
or absent and will thus generate more melt. For the accumulation zone, UEB is bypassed,
since snow and glacier melt is assumed to not occur in these areas; rather, all
precipitation is presumed to add mass to the glacier. Accumulation zone should thus only
be used for grid cells that are definitively always in the accumulation zone. Transitional
grid cells should be represented as glacier to allow the model to then determine, based on
inputs, whether snow accumulates indefinitely or contributes to melt.
The model computes surface water input components from rain (SWIR),
snowmelt (SWISM), and glacier melt (SWIGM), the sum of which comprise the total
surface water input (SWIT), which is the input for streamflow generation:
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SWIT = SWIR + SWISM + SWIGM

(4.5)

Although the model runs separately for each grid cell, outputs can also be
aggregated over subwatersheds defined, for example, from a digital elevation model.
4.4.2. Geospatial Stream Flow Model (GeoSFM)
The USGS Geospatial Streamflow Model (GeoSFM) is a semi-distributed,
physically based hydrologic program developed to monitor flood hazard and provide
early warning across Africa and other data scarce regions around the globe (Asante et al.,
2008). The model has six components: (1) the terrain analysis module, (2) the parameter
estimation module, (3) the data preprocessing module, (4) the water balance module, (5)
the flow routing module, and (6) the post-processing module. GeoSFM uses a wide range
of input data, including digital elevation model (DEM), land cover, and soil data, daily
estimates of precipitation and potential evapotranspiration to predict daily streamflow. It
includes methods for examination of parameter sensitivity and calibration of parameters
using streamflow measured at gage stations.
4.4.3. Model Setup
The GeoSFM rainfall-runoff model was parameterized using SRTM DEM,
MODIS land cover, and United Nations Food and Agriculture Organization (FAO) and
United Nations Educational, Scientific and Cultural Organization (UNESCO) soil data
(Batjes, 1997). GeoSFM’s terrain analysis module was used to delineate subwatersheds
and create stream networks to establish the connectivity among various subwatersheds
and to compute topographical parameters such as watershed area, slope and river length.
The parameter estimation module was used to estimate soil parameters such as water
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holding capacity, hydrological active depth, texture, and saturated hydraulic conductivity
from the soil data. The land cover data was used to compute impervious area and
vegetation roughness for each subwatershed. The soil and land cover data were used
together to determine Soil Conservation Service (SCS) runoff curve numbers.
Initial conditions of the UEB’s state variables, such as snow water equivalent, Ws
(m), the internal energy of the snowpack and top layer of soil, Us (kJ m-2), and the age of
the snow surface are unknown. These were initialized using a one year spin up period.
Input data was available to run the model for 11 years from October 2001 to September
2012. At the beginning of this period state variables were set to zero. Errors due to this
assumption diminish with time as the model adjusts to the driving inputs. Outputs from
the spin up period 10/1/2001 to 9/30/2002 were discarded and only the output from the
period 10/1/2002 to 9/30/2012 was examined in the results. Since measured streamflow
was not complete beyond 2010, GeoSFM was only run for the 8 years from 10/1/2003 to
9/30/2010.
Driven by inputs of precipitation and other weather variables UEB models the
accumulation and melting of snow, and with the extension introduced above the melting
of glaciers. UEB also partitions precipitation into rain and snow and tracks whether this
occurs on bare ground, a snow surface or a glacier surface. UEB maintains a mass
balance between storage in snow and ice, and inputs and outputs. Its output is the total
surface water input (SWIT) and a partitioning of this into components from rain, snow
and glacier. The output from UEB is taken as an input to GeoSFM, with GeoSFM
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treating SWIT as it would normally treat rainfall, i.e. water applied at the surface of the
soil in a drainage basin.
GeoSFM is driven by inputs of the total surface water input (SWIT) and potential
evapotranspiration (PET) for each subwatershed. In the application of GeoSFM here PET
was calculated using the Hamon method (Hamon, 1961; Hummel et al., 2001) as
implemented within EPA BASINS. GeoSFM models hydrologic processes such as
infiltration, surface runoff, interflow, baseflow and actual evapotranspiration which may
be less than PET due to soil moisture limitations. GeoSFM maintains its own water
balance between its representations of surface and subsurface storage and inflows and
outflows. GeoSFM was configured to use its nonlinear soil moisture accounting routine
that combines the SCS runoff curve number method with the Green-Ampt equation
(Green and Ampt, 1911) to compute runoff, interflow and baseflow. Parameters such as
curve number and soil hydraulic properties were based on the soil data described above.
In GeoSFM the soil water balance and streamflow were estimated using the non-linear
soil moisture accounting (Asante et al., 2008) and Muskingum-Cunge method (Ponce and
Yevjevich, 1978) options, respectively.
GeoSFM was initially run using the default parameters specified in the model
input. With these parameters the model over predicted the peak flow during the summer
months and under predicted the flow during low-flow season. Such discrepancies are
often associated with parameterization of infiltration, interflow and baseflow. It was also
observed that during first few months of the simulation period, the model under-predicted
the flow, but then gradually converged towards the observed flow patterns. Specifying a
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low value of initial soil moisture may be to blame for this. We performed a sensitivity
analysis using the One-At-a-Time Sensitivity Analysis method (Asante et al., 2008). This
sensitivity analysis showed that the model was most sensitive to soil water holding
capacity (mm), total soil depth (cm) and baseflow reservoir residence time (days). The
model was calibrated to match the observed streamflow data by adjusting these three
parameters within their plausible ranges using a trial and error approach as suggested by
Asante et al. (2008). In this trial and error approach the performance of the simulation
was evaluated graphically and using the Nash-Sutcliffe Efficiency (NSE) measure based
on differences between model results and observed data.
4.5. Results
4.5.1. Hydrologic Variability at Three Point Locations on Bare Ground, Clean
Glacier and Debris-covered Glacier
Model output was examined at three points representing “bare ground,” “clean
glacier ice,” and “debris covered glacier ice” (Figure 4.4). The specific points (A), (B),
and (C) are located in Figure 4.1. Point A (4559 m) is located about 1.6 km north-east of
the weather station at Kyangjin, point (B) (6189 m) is on the valley’s southern upper
ridges, and Point C (4782 m) is located on the Langtang glacier (Figure 4.1). These points
were selected arbitrarily to illustrate the model performance and are not intended to
represent aggregate or average conditions on these surfaces throughout the study area.
Major input variables (air temperature, precipitation and incoming shortwave radiation)
and major outputs (snow water equivalent, total surface water input, and surface water
input from glacier melt) for a complete water year (Oct. 1, 2002 – Sept. 30, 2003) are
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shown in Figure 4.4. All three points showed a similar seasonal temperature pattern: high
temperature in summer months and low in winter. Mean monthly temperature over the
watershed was lowest in February (-14.2 ˚C) and highest in July (-1 ˚C). Since
temperature is elevation dependent, the highest point (B) consistently showed the lowest
temperature of the three points throughout the year. The elevation difference between
points (A) and (C) is relatively small, and temperature variation between these two
locations was mainly due to the variation in linearly interpolated MERRA data. During
winter months, daily maximum temperature at point (C) was higher than that at point (A),
and during summer, the opposite trend was observed in Figure 4.4 (a). At point (B), the
daily maximum temperature only rose above the freezing point for a few days during the
summer months (i.e. mid-June through August), and daily average temperature always
remained below the freezing point. On the other hand, the daily maximum temperatures
at points (A) and (C) only fell below the freezing point during the winter months (i.e. Dec
through May).
Over the watershed, annual precipitation varied from 0.51 m in the driest year to
2.42 m in the wettest year. Our results showed that over 70% (0.68 m) of mean annual
precipitation (1.07 m) in Langtang Khola occurs during the monsoon season (May
through September). Among the three points, (A) received the highest amount of
precipitation (1.86 m for Oct, 2002 – Sep, 2003), while (C) at similar elevation received
the least (1.41 m for this water year). The highest selected point (B) received about 1.59
m of precipitation for this year, which was comparable to the average precipitation over
the watershed (1.65 m). One possible explanation for point (C) receiving the least
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precipitation is its location at the bottom of a valley. The northward movement of the
monsoon wind is blocked by the east-west mountain ridges to the south, so the bottom of
the valley to the north of this ridge receives less precipitation (Shiraiwa et al., 1992;
Konz et al., 2007). These spatial variations in precipitation are relatively small, due in
part to the close spatial proximity of these locations relative to the spatial scale of
precipitation variability at an annual scale and also due to the coarseness of the RFE2
data (0.1 deg grid scale) that determines this variability.
Figure 4.4 (c) showed that incoming daily maximum shortwave radiation
increased during January, peaks during March and April, and dropped during the summer
months (i.e. July-September). This may seem surprising, but it is probably due to the
lower daily temperature range during these monsoon months with considerable cloud
cover. For example, average diurnal temperature ranges were 11.2˚C and 7.1˚C for
January and August 2003, respectively. Incoming solar radiation was least affected by the
atmosphere at point (B) and most affected at point (A). Therefore, point (A) received the
least amount of shortwave radiation and (B) receives the highest. However, this variation
was also season dependent. Shortwave radiation at point B peaks over 1400 KJ hr-1 m-2
during March and April and drops to a maximum daily value of about 800 KJ hr-1 m-2
during summer. Unlike point (B), points (A) and (C) showed smaller seasonal variations
in incoming solar radiation.
The plot for snow water equivalent in Figure 4.4 (d) shows that snow
accumulation and melt at points (A) and (C) show similar patterns, although peak snow
accumulation at point (A) (1.03 m) is 2.78 times higher than that at point C (0.37 m), due
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to the higher precipitation at (A). The snow accumulation rate was low from November
to January due to low winter precipitation. From February to May, snow accumulated
faster. Beginning in June, snow started disappearing at a fast rate at both points. Due to
higher accumulation, snow at point (A) takes a longer time to melt. At point B, 0.59 m of
snow remained on the glacier surface from the previous year’s simulation. This then
increased rapidly during October and then remained nearly unchanged until the start of
the monsoon, which brought an additional 0.77 m snow accumulation during the five
months from March through July. From August to September there was only a small
amount of ablation due to snowmelt, indicating that (B) is a point where the primary
effect of precipitation is contribution to the accumulation of glacier ice. Other high
elevation points behaved similarly. At point (A), surface water input was generated from
May to October, with the highest rate during the snowmelt season (Figure 4.4 (e)). At
Point (C), on the other hand, total surface water input was generated from all three
possible sources: rain fall, snowmelt, and glacier melt. Precipitation in the form of rain
occurred mostly during May to October; a large amount of glacier melt also occurred
during that time. Thus, we can conclude that, during the monsoon, the combination of
rain, snowmelt, and glacier melt contribute significant surface water inputs at lower
elevations, while the monsoon snow accumulated and added to glacier ice at high
elevations.
4.5.2. Total Surface Water Input, Observed and Simulated Streamflow
Figure 4.5 compares total surface water input (SWIT) and observed streamflow.
Mean daily SWIT and daily observed streamflow were highly correlated (0.80) and
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SWIT captured the seasonal pattern of the streamflow, both showing high values during
the Monsoon and low values in winter (Figure 4.5 a). For any particular year, SWIT was
higher than the streamflow during the monsoon and lower during the winter. Since there
is little melt in winter, baseflow is the most likely source of streamflow in the winter
months (Immerzeel et al., 2012). Streamflow gradually receded from October to March
due to groundwater recession. As the summer approaches, SWIT slowly starts to
increase, and soon after, the increase also appeared in streamflow. Overall cumulative
SWIT was more than cumulative streamflow (Figure 4.5 b), reflecting hydrologic losses,
primarily evapotranspiration of about 0.5 m per year. Hydrologic losses that occur
during the transformation between SWIT and streamflow also explain why the peaks in
Figure 4.5 a are higher than streamflow.
Figure 4.6 compares observed and simulated streamflow obtained as output from
the GeoSFM model. Three performance indicators: (1) Root mean square error to the
standard deviation of measured data ratio (RSR) (2) Nash-Sutcliffe efficiency (NSE) and
(3) Percent bias (PBIAS) described by Moriasi et al. (2007) were calculated using time
series of observed and simulated streamflow (Table 4.2). The general performance
guideline recommended by (Moriasi et al., 2007) indicates that NSE ≤ 0.5, 0.5 to 0.65,
0.65 to 0.75 and ≥ 0.75 are considered as “poor,” “satisfactory,” “good” and “very good”
ratings, respectively. RSR ≤ 0.5 and 0.5 to 0.6 are considered as “good” and “very good”
ratings, respectively. Similarly, the guideline also specifies PBIAS less than 10% is
considered as “very good” (Moriasi et al., 2007). The combined (UEB and GeoSFM)
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model's ability to simulate daily streamflow may thus be interpreted as “good” and the
ability to simulate monthly streamflow as “very good.”
We examined the mass balance of the watershed and the partitioning of input
precipitation into surface water input, storage and flux components. UEBGrid quantified
the snow mass balance error (Equation 4.6) while the watershed mass balance is
presented in Equation (4.7). Although the model was run for ten years, the lack of
streamflow data in 2011 and 2012 limited the watershed mass balance to the 8 years from
2003 to 2010 (Table 4.3).
Mass Balance Error = Precipitation (P) - Surface water input from snow melt
(SWISM) - Surface water input from rain (SWIR) - Snow Sublimation (E) - Snow
Accumulation (SWE)

(4.6)

Change in storage (ΔS) = Total surface water input (SWIT) - Streamflow (q) Evapotranspiration Loss (ET) ± Groundwater exchange (ΔG)

(4.7)

During the 10-year simulation period, precipitation was 9.53 m, SWISM was 4.23
m, SWIR was 1.1 m, sublimation (E) was 2.02 m, and snow accumulation (SWE) was
2.46 m. In Equation (4.6), the snow mass balance error was -0.28 m, which was about 3%
of the total precipitation and is therefore negligible. During this period, 7.13 m of glacier
melted while there was 2.46 m of snow accumulation indicating a net glacier loss of 4.67
m over the watershed. In the watershed mass balance (Equation 7), UEBGrid estimated
the SWIT over 8 years (9.43 m), while the hydrologic station measures streamflow (q)
(5.02 m). This leaves a residual of 4.41 m (i.e. 47% of SWIT) that represents the
combined effect of evaporation and transpiration from non-glacier and snow-covered
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areas and net changes in storage either in the remaining snow/glacier ice or groundwater.
The GeoSFM rainfall-runoff model simulated an 8 year streamflow of 5.31 m which is in
reasonable agreement with the measured flow (5.02 m).
Figure 4.7 showed yearly variations in streamflow and the components of SWIT.
Apart from 2011, SWIT remained relatively stable between years, varying between 1.0
and 1.3 m. Rain contributed the least of all three components (about 8%) of SWIT and
did not vary substantially from year to year. Glacier melt and snowmelt generated the rest
of the SWIT (92 %). In 2011, SWIR (0.27 m) and SWISM (0.96 m) were unusually high
compared with mean yearly values (0.11 m and 0.42 m, respectively), and these two
components, along with SWIGM, cause a very high SWIT in that year. From 2004 to
2009, observed annual streamflow was relatively constant and then in 2010, observed
annual streamflow was 28% higher than the average although SWIT is a little over the
average yearly value. This may be due to a higher fraction of glacier melt in total surface
water input (SWIT), but it is unclear why observed streamflow increases in only 2010
while high fractions of glacier melt are simulated for three years (2008-2010). The
difference between the observed and simulated total annual streamflow showed a strong
positive correlation (0.78) with % contribution of yearly mean glacier melt in SWIT
indicating either overestimation of glacier melt by UEB in later years or GeoSFM’s
inability to simulate streamflow in a year when glacier contribution is relatively higher or
combination of these two.
Figure 4.8 depicts monthly variation of SWIT, streamflow, sublimation, and
temperature averaged over the 10 years of simulation. This showed the seasonal cycle
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with high values during summer and low in winter. SWIT and temperature peak in July
while streamflow and sublimation peak in August. Sublimation is also slightly higher
during July and August than the rest of the year. From December through March,
streamflow is higher than SWIT, indicating that the majority of the streamflow is
generated from baseflow contribution. Generally, seasonality of measured streamflow is
well captured by the GeoSFM simulation.
In Figure 4.9, the spatial sources of surface water input were examined. This
figure showed that debris covered glacier, representing only 8% of the basin area, was
responsible for 49% of the surface water input over the watershed; of which 43%, 4% and
2% were generated from glacier, snow and rain, respectively. Seventy seven percent of
Rain occurred on bare ground, which although 57% of the area contributed only 7% of
SWIT. Melting of snow on bare ground contributed 26% of total SWIT.
Figure 4.10 examines correlations among annual variables such as SWIT,
precipitation, observed and simulated streamflow, sublimation, and temperature.
Precipitation is positively correlated with SWIT and negatively correlated with
sublimation and temperature. A negative correlation between precipitation and
temperature indicates that a typical wet year is a relatively colder. Sublimation showed a
modest positive correlation with temperature, indicating that increases in temperature
increase the sublimation. Surprisingly, both observed and simulated streamflow was not
correlated with precipitation; however, both of these quantities showed a modest positive
correlation with SWIT. Glacier melt is strongly negatively correlated with precipitation (0.89). A possible reason for this is that during a typical wet year snow accumulation is

134
high on the glacier surface and melting of the seasonal snow takes longer so the glacier
surface becomes exposed for melting later part of the melting season.
4.6. Discussion
In this study, an energy balance model driven by downscaled weather inputs was
able to represent glacier melt and drive simulations of streamflow that compare
reasonably well to the observations (i.e., NSE = 0.72 at daily scale). The differences
noted may be due to limitations and uncertainties such as modeling the melt from debris
covered glacier ice, uncertainty in reanalysis inputs and errors due to processes not
represented or simplified in the model.
Melt from a debris-covered glacier is a complicated process due to the interplay
of albedo and debris thickness in glacier melting process. Our model may overestimate
melt from glacier due to debris inhibiting the surface energy exchanges where there is a
thick debris-layer present on a glacier (Brock et al., 2010). On the other hand, presence of
a thin debris layer may increase the melt, as debris-cover has low albedo and thus absorbs
more energy (Kayastha et al., 2000). Due to lack of observational data on debris
thickness (Mihalcea et al., 2008a; 2008b; Foster et al., 2012), we were unable to include
debris thickness into the model. Lack of ability to quantify these effects introduces
uncertainty into the melt from debris-covered glaciers.
MERRA and RFE2 reanalysis input data are available at coarse scale and may
have biases and downscaling errors. Temperature was adjusted using a constant linear
monthly lapse rate. While the constant linear lapse rate method most successfully
reproduces temperature variability (Dodson and Marks, 1997; Liston and Elder, 2006), in
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reality lapse rate varies in both space and time. Lapse rate also depends on other factors,
such as hill shading, complex heat balance on debris-cover glaciers, and the diurnal
pattern of lapse in the Himalayas (Fujita and Sakai, 2000). For precipitation, we assumed
a uniform precipitation rate throughout the day to obtain three hourly model inputs from
daily RFE2 precipitation estimates. While calculating shortwave and longwave radiation,
we used a standard elevation pressure relationship to compute pressure at a point and we
assumed that the attenuation coefficient was constant. This ignores cloud variability that
may affect solar radiation at a particular time step. There may also be uncertainty in the
downwelling longwave radiation where we used the Stefan-Boltzmann equation and
emissivity assumptions provided in Liston and Elder (2006). All these assumptions
incorporate uncertainty at various degrees to the model forcing data. Calibration of
streamflow may have compensated for some reanalysis data issues and downscaling
errors which together with streamflow being an aggregate quantity results in reasonably
good streamflow simulations in spite of aforesaid uncertainties.
There are a number of processes not modeled or simplified in the model. The
model does not represent glacier movement and the presence or absence of glacier is
treated as a fixed input precluding the ability to model retreat of glaciers that melt
completely. We assumed a 1 m thick glacier layer that interacted thermally with the
seasonal snowpack and was used to calculate glacier melt. While the sensitivity of this
assumption was evaluated, it has not been tested versus observations.
There may also be errors in the measurements used to evaluate the model. The
streamflow data used was based on daily measurements (one measurement/day) at around

136
9:00 AM and published as a daily mean discharge. This procedure may produce
systematic error in the discharge measurement as it is unable to capture the diurnal
streamflow cycles resulting from diurnal melt inputs. Given all the potential sources of
error, it is actually encouraging how good the degree of agreement between observed and
simulated streamflow in Figure 4.6 actually is with NSE of 0.72 for daily flows and NSE
of 0.78 for monthly flows and peaks that are typically within 15 % of observed. This
means that a model such as this can be used with this degree of confidence to quantify the
streamflow from similar, but ungauged glaciated basins for planning and water resources
management purposes. The sensitivity to changes in glacier area and climate can be
quantified to help inform water resources planning in the future.
4.7. Conclusions
In this paper, we also introduced a simple way to represent glaciers using glacier
outlines and albedo maps in a physically based energy balance model. We applied the
model at the Langtang Khola watershed for a ten-year simulation period (water years
2003 to 2012). The model showed that in the highly glaciated sub-basin, precipitation is a
not a strong predictor of streamflow. During a dry year, surface water input is
compensated by the glacier melt component which contributes to steady flow of water in
the streams; therefore, glaciers server as an important source of water to the outflow from
the Langtang Khola basin. The model estimates an average of 0.71 m glacier ice melt per
year. Glacier mass balance showed a negative trend, with an average snow accumulation
of 2.46 m compared to 7.13 m of glacier melt during water year 2003 to 2012.
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In this study the only ground-based observational data used was streamflow.
Without additional ground based measurements, results from this study should be
considered to be an initial baseline to provide hydrological insights on the hydrology and
water balance of the Langtang Khola watershed. These insights would be further
strengthened if there was an opportunity to compare additional outputs measurements.
Rohrer et al. (2013) advocated the idea of development and maintenance of stations to
collect snow related variables in the Himalayas. We agree that there is a need to establish
high altitude stations with weather, snow and glacier melt measuring capability for model
testing and improvement.
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Table 4.1. Physical characteristics of the Langtang Khola Watershed
Substrate
Type
Bare
ground
Debriscover
glacier
Clean
glacier

Elevation (m)
Albedo
Minimum Maximum Mean Minimum Maximum Mean
3700
6800
4882 0.09
0.74
0.26

watershed
area %
57

3997

5554

4823

0.15

0.71

0.25

8

4390

7104

5670

0.17

0.87

0.55
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Table 4.2. Summary statistics of performance criteria between observed and simulated
streamflow
Performance
Criteria
Root mean square
error to the
standard deviation
of measured data
ratio (RSR)
Nash-Sutcliffe
efficiency (NSE)
Percent bias
(PBIAS)

Equation
RSR =

NSE

√∑ni=1( Obsi − Simi )2

Daily
simulation
0.53 (good)

Monthly
simulation
0.47 (very
good)

0.72 (good)

0.78 (very
good)

6.1 % (very
good)

6% (very
good)

√∑ni=1(Obsi − Obsmean )2

∑ni=1(Obsi − Simi )2
=1− n
∑i=1(Obsi − Obsmean )2
∑ni=1(Obsi − Simi )
PBIAS =
∑ni=1 Obsi
× 100
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Years

Precipitation (m)

Surface water input
from glacier melt (m)

Surface water input
from snow melt (m)

Surface water input
from rain (m)

Total surface water
input (m)

Snow Water
Equivalent (m)

Sublimation (m)

Observed steamflow
(m)

Simulated steamflow
(m)

Table 4.3. Mass balance components.

2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
Total
Mean

1.65
0.78
0.59
0.8
0.91
0.59
0.51
0.53
2.42
0.75
9.53
0.95

0.41
0.72
0.66
0.74
0.65
0.85
0.91
0.95
0.55
0.69
7.13
0.71

0.8
0.37
0.26
0.33
0.4
0.25
0.21
0.2
0.96
0.45
4.23
0.42

0.11
0.11
0.09
0.1
0.1
0.08
0.07
0.09
0.27
0.08
1.1
0.11

1.32
1.2
1.0
1.17
1.16
1.17
1.18
1.23
1.78
1.21
12.42
1.24

0.57
0.11
0.08
0.17
0.25
0.09
0.06
0.08
1.02
0.03
2.46
0.25

0.18
0.21
0.18
0.22
0.18
0.21
0.21
0.2
0.21
0.22
2.02
0.2

0.64
0.67
0.59
0.59
0.58
0.58
0.55
0.82
NA
NA
5.02
0.63

0.66
0.62
0.51
0.57
0.56
0.69
0.73
0.97
NA
NA
5.31
0.66
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Figure 4.1. Location of Nepal and Langtang Khola watershed in South Asia. Bare
ground, clean and debris covered glacier ice are shown in antique white, sky blue and
dark orange colors, respectively. Three selected points in three substrates (A at bare
ground, B at clean glacier and C at debris covered glacier) are shown by green points.
Hatched area is the subwatershed depicted in Figure 4.3.
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Figure 4.2. Glacier representation in UEBGrid.
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Figure 4.3. (a) Substrate type and (b) substrate albedo. In Figure 4.1, this subwatershed of
Langtang Khola is shown as the hatched area.
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Figure 4.4. Inputs (i.e. (a) temperature (˚C), (b) precipitation (m/hr) and (c) solar
radiation (KJ m-2 hr-1)) and outputs (i.e. (d) SWE (m), (e) Total Surface water input
(SWIT, m/hr) and (f) glacier melt (SWIGM, m/hr)) at three different points (A: bare
ground, B: Clean glacier, C: Debris-covered glacier) aggregated (i.e., mean) at a daily
scale for the year 10/1/2002-9/30/2003, the first year after the spin up period. Color
legend shown in (d) for bare ground (red), clean (blue) and debris covered glacier (green)
remains unchanged for other figures (i.e., a through f).
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Figure 4.5. Comparison between melt estimated by UEBGrid and streamflow measured
at Kyangjin hydrologic station.
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Figure 4.6. Comparison between observed and GeoSFM simulated streamflow driven by
UEBGrid modeled surface water inputs. (a) Daily time series of observed and simulated
streamflow, (b) scatter plot of daily observed and simulated streamflow, (c) monthly
mean observed and simulated streamflow.

150

Figure 4.7. Yearly contribution of glacier, snow, and rain in total surface water input
(SWIT).
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Figure 4.8. Monthly variation of SWIR (surface water input from rain, black bar),
SWISM (surface water input from snow melt, dark grey bar), SWIGM (surface water
input from glacier melt, light grey bar), observed streamflow (black line), temperature
(red line), and sublimation (dark golden line) averaged over the 10 years 2003-2012
(streamflow only available to 2010).
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Figure 4.9. Rain, snowmelt and glacier melt from three different substrate types.
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Figure 4.10. Paired relationship between annual surface water input from glacier melt
(SWIGM, meter), total surface water input (SWIT, meter), precipitation (meter),
observed streamflow, (Observed Q, meter), simulated streamflow, (Simulated Q, meter),
sublimation (m) and temperature (˚C). The numerical values given at the top of each plot
represents the correlation coefficient between the two variables. Linear regression lines
are shown in red.
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CHAPTER 5
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS
5.1. Summary and Conclusions
This dissertation addressed the need for improving streamflow simulation due to
snow and glacier melt using physically based energy balance approaches. Understanding
the far-reaching societal consequences of future climate change in South Asia requires
monitoring and prediction of snow and glacier ice melt runoff at watershed scale. In
developing countries in this region, there is limited expertise and access to tools needed
to integrate models and translate research knowledge into policy and water resources
management decisions. Thus, the local institutions involved in hydrologic research and
water resources management needs easy-to-use better modeling system to in to conduct
analysis and simulation of streamflow in glacierized watersheds.
This dissertation extended the capability of the Utah Energy Balance (UEB)
Snowmelt model for snow and glacier melt simulation in a watershed distributed over a
grid by developing a grid-based input/output data model to support the operational
application of UEB and by adding the capability to estimate the glacier melt quantity. A
spatial downscaling tool was developed to produce high resolution climate data using
globally available Modern Era Retrospective-Analysis for Research and Applications
(MERRA) reanalysis climate data and South Asian Rain Fall Estimates (RFE2) satellitebased precipitation to drive UEB for its application in data sparse regions. Chapters 2
through 4 present the model development and scientific results of this dissertation. In this
chapter I summarize the contributions in each of these chapters.
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The first paper (Chapter 2) focuses on the development of a data model to
structure the input and output of UEB to enable its extension from a point-based research
program to a spatially distributed operational program capable of running over a
watershed to produce snow and glacier ablation and feeding this as input to a rainfallrunoff model. For this, the UEB model’s input and output variables were classified into
four groups based on their spatial and temporal variability. Then, text files were chosen
for non-spatial and netCDF files were chosen for geospatial data input and output storage.
This was after investigating a series of data formats and data storage strategies that
included (1) tabulated data for each grid cell within a watershed, (2) two-dimensional
raster formats such as ASCII and geoTIFF, (3) sequential two-dimensional ASCII grid
files. Ultimately, netCDF was chosen because of its wide application, relatively efficient
access, capability of accommodating multiple variables with multiple time steps with
sufficient metadata, availability of a FORTRAN netCDF library (Wessel and Smith,
1991), and the wide range of software tools for pre-and post-processing.
The UEB model was coupled with the USGS Geospatial Stream flow Model
(GeoSFM) into an integrated framework to enhance streamflow prediction information in
glaciated watersheds in the Hindu Kush Himalayan region and elsewhere. UEB and
GeoSFM programs were each configured as freely available EPA Better Assessment
Science Integrating point and Nonpoint Sources (BASINS) plug-ins to accomplish the
integration. This software application provides an integrated modeling environment
enhanced by the addition of UEB and GeoSFM with all of the original BASINS 4.0
analysis capability, and other preexisting plug-ins, for the coupling of models,
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preparation of model input and analysis of model results. The UEB and GeoSFM plugin
includes a separate Graphical User Interface containing a series of tabs to perform UEB
and GeoSFM simulation tasks and visualize output. An additional window for UEB
provides an easy to use environment for creating and editing UEB control files. The
integrated UEB and GeoSFM models were applied to the Langtang Khola watershed for
one year (October 1, 2003 to September 30, 2004) excluding the first year as model spinup period. Snow and glacier melt contribute about 60% and 31%, respectively of total
surface water input indicating the importance of these hydrological resources as
streamflow contributor.
The second paper (Chapter 3) focused on how the inputs needed for UEB
comprised of surface climate, radiation and precipitation data can be downscaled from
MERRA climate products and Southern Asian RFE2 data. We developed spatial
downscaling methods for temperature, precipitation, wind speed, relative humidity,
shortwave and longwave radiation to match the scale of the Shuttle Radar Topography
Mission (SRTM) Digital Elevation Model (DEM) that was chosen as the grid scale for
this modeling. The temperature was adjusted for elevation differences between the
effective elevation determined from the geo-potential height that MERRA used and
SRTM DEM elevation using a monthly lapse rate from Liston and Elder (2006). MERRA
specific humidity was used to calculate the dew point temperature, which was then
adjusted for DEM elevations using a monthly vapor pressure coefficient and parameters
in the saturation vapor pressure function for ice, relying on the relatively linear
relationship between dew point temperature and elevation (Liston and Elder, 2006). We
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then evaluated actual vapor pressure from air temperature and saturated vapor pressure
from dew point temperature. Relative humidity was quantified as the ratio of these two
quantities. Horizontal wind speed magnitude was obtained from eastward and northward
wind components from MERRA and was interpolated bilinearly and projected to the
model grid resolution. Then the effect of slope, aspect and curvature on wind speed was
accounted for following Liston and Sturm (1998). MERRA reports three hourly incoming
solar radiation at an elevation corresponding to the MERRA geo-potential height. A
pressure based atmospheric attenuation coefficient was calculated for each time step and
used to adjust MERRA incoming solar-radiation to the grid SRTM DEM elevation using
a standard atmosphere pressure elevation relationship. Incoming longwave radiation was
estimated based on downscaled air temperature following the methods of Liston and
Elder (2006). These procedures were all coded in a computer application developed in R
statistical computing language (R Development Core Team, 2009) that includes a
Graphical User Interface (GUI). This application is referred to as “MERRA Spatial
Downscaling for Hydrology (MSDH).”
MSDH was developed driven by the need to apply the Utah Energy Balance
Snowmelt Model (UEB) to the melting of glaciers in the Himalaya region. However,
there is insufficient data there to evaluate and validate the downscaling approaches so the
software and methods were evaluated in the mountainous 570 km2 Logan River
watershed in Northern Utah at a 120-m grid resolution. The downscaled climate variables
were compared with daily observations at the Natural Resources Conservation Service
(NRCS) USU Doc Daniel SNOTEL station in the Logan River Watershed during October
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2009 to June 2010 where USU has measurements of radiation, humidity and wind speed
that are beyond the standard set of SNOTEL measurements. The daily mean, maximum
and minimum temperature and monthly precipitation were also compared at a total of six
SNOTEL stations in the Logan River Watershed including the USU Doc Daniel station.
Then the distributed UEB model was applied to the downscaled data in the Logan River
Watershed for one water year stating from October 1, 2009. Downscaled variables and
simulated SWE show reasonably good agreement with the observations, indicating
MSDH’s capability to produce to good quality high resolution climate data using very
limited observational data.
My third paper (Chapter 4) addresses the representations of surface energy
balance fluxes in the UEB snowmelt model and the extension of the model to the
computation of glacier melt. The model was applied in the highly glacierized Langtang
Khola watershed in the Nepal Himalaya. The presence of glaciers was parameterized by
adding a glacier surface ice layer beneath seasonal snowpack. When seasonal snowpack
disappears, available surface energy may generate additional melt from the glacier ice
substrate. The model focuses on the generation of melt at the surface using a surface ice
layer of fixed thickness, avoiding the complexity of modeling the full thickness of the
glacier. The model computes surface water input components from rain, snowmelt, and
glacier melt, the sum of which comprise the total surface water input, which is the input
for streamflow generation. Although the model runs separately for each grid cell, outputs
can also be aggregated over subwatersheds defined, for example, from a DEM.
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The distributed UEB snow and glacier melt model was applied in the Langtang
Khola watershed for a ten year simulation period starting in water year 2003 to examine
glacier and snow melt contributions in the total surface outflow and glacier mass balance.
Model input preparation took advantage of the bundling of UEB as an EPA BASINS
plugin that provided access to other tools in the EPA BASINS system. In particular, the
GeoSFM terrain analysis tools were used to calculate slope and aspect. TauDEM tools
(Tarboton and Ames, 2001) also packaged as a plug-in to EPA BASINS were used to
delineate the stream network, and subwatersheds from the SRTM DEM. UEB was then
run for 10 years from October 2002 to September 2012 to compute total surface water
input (SWIT). The UEB-simulated total surface water input was then fed as input to
GeoSFM in the place of rainfall and hydrologic losses (i.e., evaporation, change in
storage) were modeled. In GeoSFM, the soil water balance and streamflow are estimated
by a non-linear soil moisture accounting (Asante et al., 2008) and Muskingum-Cunge
method (Ponce and Yevjevich, 1978), respectively. The model was calibrated both
manually and automatically by adjusting the parameters within their plausible ranges as
suggested by Asante et al. (2008) to match the observed streamflow data at Kyanjing
hydrologic station provided by the Nepal Department of Hydrology and Meteorology
(DHM), Nepal. The relative contribution of the three components of surface water input,
namely: rain, snow, and glacier melt were estimated. Glacier mass balance and the
seasonal variability of observed and simulated streamflow was also examined.
Daily mean UEB-simulated total surface water input and daily observed
streamflow were found to be highly correlated and modeled total surface water input
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captured the seasonal pattern of the streamflow. UEB estimates that roughly 57% and
34% of total surface water input is generated from glacier and snow. Examination of the
spatial sources of surface water input shows that debris covered glaciers are the largest
contributor to the surface water input. Debris covered glaciers occupying only 8% of the
basin area were responsible for about half of the surface water input over the watershed.
Glacier mass balance showed a negative trend, with an average snow accumulation of
2.46 m compared to 7.13 m of glacier melt during water year 2003 to 2012. To evaluate
the “goodness of fit” between the observed and simulated streamflow we calculated root
mean square error to the standard deviation of measured data ratio, Nash-Sutcliffe
efficiency, and Percent bias. The combined (UEB and GeoSFM) model's ability to
simulate daily streamflow was interpreted as “good” and the ability to simulate monthly
streamflow as “very good” according to the guidance provided by Moriasi et al. (2007)
for the interpretation of these fit metrics.
This work contributes to the area of physically-based glacier melt modeling and
development of distributed hydrologic models. The physical basis of the energy balance
approach gives it a better potential for prediction under changed conditions (e.g. climate
or land cover change) where the statistical basis for empirical temperature-index models
diminishes.
Another contribution of this work is tools developed to access weather data and
address the disparity in scale between atmospheric and hydrologic models. NASA
MERRA and NOAA RFE2 are at coarse scale and in formats not readily useable by
watershed scale models. This is effectively a barrier for climate and weather information
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to cross the disciplinary domain into hydrologic modeling and watershed management.
MSDH is one form of a tool that helps bridge this scale and disciplinary divide.
The development of open source, freely available and transparent modeling work
(such as UEB, MSDH) is another broad contribution in that it empowers analysts and
decision makers to use these tools, and the data it provides access to, in their own work.
This is important in South Asian and other developing counties as it helps local planners
and policy makers to blend their local hydro-climatic knowledge with the data, and
scientific information provided by these tools in their water resources decision making.
The comparisons of model outputs with observations in this study provided
insights on the strengths and weaknesses of this modeling. I learned in the downscaling
work which variables can be downscaled relatively accurately (temperature) and which
give trouble (wind and precipitation). I learned that even though direct variable
comparisons may appear good (e.g. solar radiation) the sensitivity to apparent small
errors may manifest significantly in model predictions. This underscores the importance
of testing as many as possible model outputs against observations, highlighting the need
for and importance of ground based observations. This study should thus be considered to
be an initial baseline to provide hydrological insights on the hydrology and water balance
of the Langtang Khola watershed and support the notion of establishing high altitude
stations with weather, snow and glacier melt measuring capability for model testing and
improvement.
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5.2. Recommendations
This dissertation has successfully developed a new approach that advances UEB
for representing and simulating glacier melt in addition to snowmelt capability. The
model was indirectly evaluated by comparing the simulated streamflow in GeoSFM
driven by UEB outputs with the measured streamflow at the watershed outlet. The results
and insights from this study would be strengthened if there was an opportunity to further
compare outputs to measurements such as Snow Water Equivalent (SWE) in glaciated
watersheds and to compare modeled glacier melt to elevation changes in glaciers. Thus,
further work is highly advocated for establishing high altitude stations with weather,
snow and glacier melt measuring capability in the Himalayas for model testing and
improvement.
The MSDH spatial downscaling tool needs further testing and validation. It's
more detailed radiation, humidity and wind downscaling was tested and validated at only
one location, with temperature UEB-simulated snow water equivalent driven by the
downscaled data tested at six SNOTEL stations. Further testing of the transferability of
these downscaling methods in other watersheds in different regions is recommended.
In Chapter 2, we demonstrated a successful integration of a distributed snow and
glacier melt model with a semi-distributed streamflow model for the inclusion of ablation
information in streamflow for glacierized watersheds using a data model based on
netCDF for data distributed in space and time. However, despite the many benefits of the
netCDF-based approach, there are outstanding computational input and output efficiency
issues that need further study. Our initial evaluation on model run time showed that about
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80% of the total run time was spent on input/output reading and writing operations.
Because the computations in each grid cell proceed independently, the model is suitable
for being configured to run in parallel on multiple processors by partitioning of the
watershed into number of smaller spatial domains. This will require implementation of
the parallel NetCDF library and parallel computation in the UEB model. Further research
is also recommended to understand the effect of size and number of netCDF files on
model runtime. Our experience indicates that UEB runs faster if the data is stored in a
smaller number of large netCDF files rather than a large number of small netCDF files.
Therefore, enabling “large netCDF” files (i.e., larger than 2 GB) may increase the
program’s efficiency. Further studies can be done to explore the effect of number of
variables in each netCDF on the access time.
The quasi-physically based downscaling products described in Chapter 3 are, in
theory, applicable to GCM outputs and other reanalysis data products such as the
European Centre for Medium-Range Weather (Trenberth and Olson, 1988), the
NOAA/NCEP (Kanamitsu et al., 2002), and the Japanese 55-year Reanalysis (Ebita et al.,
2011). Having multiple data sources in the system will enable us to evaluate relative
strengths and weaknesses and take into account the uncertainty in the datasets. However,
presently the MSDH program is capable to downscale only with MERRA and RFE2 data.
Thus, extending the automated downscaling process to other reanalysis datasets is
recommended.
Thin debris cover on glaciers enhances the melt due to high absorption of
radiation while thick debris reduces the melting due to insulation effect, as noted in other
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studies (Brock et al., 2010). In a temperature index model, Braun (1991) introduced a
separate melt rate for debris covered glaciers as a calibration parameter. In an energy
balance model, melt simulation in debris covered glaciers will require better
understanding of melt process and information on debris thickness, which was not
available for this study. We therefore recommend further research on the effect of debris
on glacier melt processes for a physically based energy balance model.
The effect of glacier movement on streamflow response in Langtang Khola
Watershed was not modeled, as glacier dynamics are not represented in UEB’s glacier
modeling module. Inclusion of glacier movement will enable the model to represent
anticipated shrinkage in glacier area and volume in future climate change conditions.
Development of, or coupling with, a model that represents glacier dynamics is
recommended to have the capability to address these longer term questions.
In summary, we developed a data model to make UEB snow melt model
interoperable with other models in BASINS and to apply over a watershed distributed on
a grid. The input/output data model of UEB was redesigned and generalized to have
greater flexibility in its text inputs/outputs and to exploit the capability of netCDF to hold
gridded space and space-time geospatial data. Model physics was extended was to
include a capability to simulate glacier melt. The UEB model and GeoSFM have been
added to the BASINS toolset and coupled to estimate the contributions of glacier, snow
melt and rain to streamflow in a seamless fashion using remote sensing and reanalysis
weather data products. This integrated modeling system was demonstrated by successful
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simulation of streamflow using glacier and snow melt contribution in the Langtang Khola
watershed.
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Appendix A
Parameters in Utah Energy Balance Snow and Glacier Melt Model
In the Utah Energy Balance Snow and Glacier Melt Model parameters are the
inputs that are spatially constant and constant in time. They include quantities intended
to represent the unchanging physics of snow and glacier melt processes that are the same
everywhere, as well as variables used to control the configuration of the model. They are
stored in text format in the UEB model parameter file indexed by the code given in
column 1.
Code
irad

Name
Radiation
control flag

Definition
Units
This is an integer value that
controls how the program
calculates radiation. Values of 0,
1, 2 or 3 are valid and should be
used as follows.
0: No radiation inputs are used.
The model calculates radiation
based on air temperature diurnal
range.
1: Shortwave radiation is input.
2: Both longwave and shortwave
radiation data is input.
3: Net radiation is input.
ireadalb Albedo reading This is an integer that controls
control flag
whether snow surface albedo is to
be input or computed internally.
Values of 0 or 1 are valid and
should be used as follows:
0: Model computes albedo.
1: Albedo is input.
tr
Rain threshold Temperature above which all
˚C
temperature
precipitation occurs in form of
rain
ts
Snow
Temperature below which all
˚C
threshold
precipitation occurs in form of
temperature
snow

Suggested value
0, 1, 2 depending
on data available.
3 is not
recommended as
it circumvents
the sensitivity of
outgoing
radiation to
modeled surface
temperature (and
has undergone
limited testing)
0

3

-1
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Code
ems

cg

z

zo

rho

Name
Definition
Units
Emissivity of Snow emissivity quantifies the
snow
emission of longwave radiation
energy from the snow surface
relative to black body radiation.
Ground heat Ground heat capacity is the
KJ/kg/˚C
capacity
amount of heat required to change
one kilogram of ground beneath
the snow by 1˚ C. This applies to
ground in the thermally
interacting layer beneath the
snow.
Air
This is the height above the top of m
measurement the canopy where air temperature,
height
humidity and wind speed were
measured or assumed to be
effective. If no canopy, z is
height above the ground or snow
surface.
Roughness
Surface aerodynamic roughness m
length
length in logarithmic boundary
layer wind profile
Snow density Density of snow is its mass per kg/m3
unit volume.
Soil density

lc

Liquid holding The liquid retention capacity of
capacity
the snowpack as a fraction of
snow in ice (solid) phase. This
quantifies the amount of liquid
water that the snow can hold by
capillary forces that has to be
filled prior to melt outflow from
the base of the snowpack.
Snow saturated Hydraulic conductivity parameter m/hr
hydraulic
used in computing snow melt
conductivity outflow as function of liquid
relative saturation in excess of
liquid holding capacity

Ks

Density of soil is its mass per
unit volume.

kg/m3

rhog

Suggested value
0.99

2.09

2

0.010

450

1700

0.05

20
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Code
de

avo

anir0

lans

lang

wlf

rd1

dnews

Name
Thermally
active soil
depth

Definition
Units
The depth of substrate
m
(ground/ice) beneath the modeled
snow layer included in energy
conservation calculations. This
substrate depth is assumed to
interact thermally and have the
same average temperature as the
snowpack.
Visual new
The fraction of the visual part of
snow albedo shortwave radiation (380nm750nm) reflected by a new snow
surface.
NIR new snow The fraction of the near infrared
albedo
radiation (NIR) part of solar
radiation (800 nm to 2500 nm)
reflected by a new snow surface.
Thermal
Parameter that quantifies the rate kJ m-1C-1
conductivity of of conduction of energy into the hr-1
surface snow snow as a function of the
temperature gradient.
Thermal
Parameter that quantifies the rate kJ m-1C-1
conductivity of of conduction of energy into the hr-1
soil
substrate as a function of the
temperature gradient.
Low frequency Frequency of slow time scale air rad hr-1
surface
temperature fluctuation used in
temperature
modeling surface temperature.
parameter
(0.0654 = 2 rad/96 hour for 4
day cycles). This is intended to
quantify time scales longer than a
day.
Damping depth Parameter used to adjust the
adjustment
dampening depth for the
parameter
amplitude of diurnal fluctuations
in surface temperature
parameterization.
New snow
New snow depth (expressed as m
threshold depth water equivalent) required for
albedo to be reset to the albedo of
fresh snow. For new snow depths
less than this the age of the snow
surface is proportionally reduced.

Suggested value
0.1

0.95

0.65

1.0

4.0

0.0654

1

0.001
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Code
emc

Name
Canopy
emissivity

Definition
Units
Canopy emissivity quantifies the
emission of longwave radiation
energy from the canopy surface
relative to black body radiation.
alpha
Shortwave leaf Scattering coefficient for
scattering
shortwave radiation passing
coefficient
through the canopy.
alphal Scattering
Scattering coefficient for
coefficient for longwave radiation passing
long wave
through the canopy.
radiation
g
Leaf
Geometry factor quantifying the
orientation
fraction of leaf area that intersects
geometry
a light beam penetrating the
factor
canopy. The model takes this to
be constant, neglecting changes
with solar incidence angle. 0.5
assumes random leaf orientation.
uc
Unloading rate Parameter used in determining the hr-1
coefficient
rate of unloading of intercepted
snow. Unloading rate is this
coefficient time’s water
equivalent of intercepted snow.
as
Cloudy
Fraction of extraterrestrial
atmospheric radiation incident at surface on
transmissivity cloudy day, Shuttleworth (1993)
bs
Clear sky
Additional fraction of
atmospheric extraterrestrial radiation received
transmissivity at surface on clear day. The total
increment
radiation received at the surface
on a clear day is as+bs,
Shuttleworth (1993)
lambda Clear sky
The fraction of incident radiation
direct radiation at the surface that is taken as
fraction
direct radiation in clear sky
conditions used to partition
radiation into direct and diffuse
fractions
rimax
Richardson
Maximum value of Richardson
number upper number used in atmospheric
bound
stability correction

Suggested value
0.98

0.5

0.0

0.5

0.00463

0.25

0.5

0.857

0.16
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Code
wcoeff

a

c

Name
Forest wind
decay
coefficient

Definition
Units
Parameter quantifying decay of
wind speed through forest
canopy. Within canopy wind
speed is represented as u = uh
exp(-n(1-z/h)) where z is height
above surface, h canopy height,
uh wind speed at the top of the
canopy and n=wcoeff * LAI
where LAI is leaf area index.
Transmissivity Parameter A in Bristow-Campbell
parameter
formula for atmospheric
transmissivity
Transmissivity Parameter C in Bristow-Campbell
exponent
formula for atmospheric
transmissivity

Suggested value
0.5

0.8

2.4
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Appendix B
Site Variables and Initial Conditions in UEB Snow and Glacier Melt Model
In the Utah Energy Balance Snow and Glacier Melt Model site variables are the
inputs that are constant in time but depend upon conditions at the location being modeled
so may vary in space. They are comprised of quantities intended to represent the
environment or setting being modeled such as elevation, slope, aspect and vegetation or
land cover. Initial conditions are quantities that represent the initial state of the model at
the beginning of a simulation. They may also vary in space, but do not vary in time in
the sense that they apply to the specific time that the model is initialized. Site variables
and initial conditions are stored in the same set of input files. The model allows for site
variables and initial conditions to be spatially constant or spatially variable. A text file
indexed by the code given in column 1 gives either the specific value of the site
variable/initial condition (for spatially constant), or the name and details of a netCDF file
from which spatially variable site variable/initial conditions are to be read.
Code
USic

WSis

Tic

Name
Definition
Units
Snow energy Initial value of energy content state variable
kJ/m2
content
giving the energy content of the snow pack plus
thermally active soil per unit of horizontal area
defined with respect to solid (ice) phase snow at 0
˚C.
Snow water Initial value of the snow water equivalent state
m
equivalent
variable giving the water equivalent of snow on
the surface (ground or glacier)
Age of snow Initial value of the dimensionless age of the snow
surface
surface state variable used in albedo calculation
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Code
WCic

Name
Definition
Units
Canopy snow Initial value of intercepted snow state variable
m
water
giving the water equivalent of snow held as
equivalent
interception in the canopy
df
Drift
A factor that precipitation in the form of snow is
multiplier
multiplied by to account for drift accumulation
apr
Atmospheric Atmospheric pressure of a grid or a particular site. Pa
pressure
An average is sufficient as the model uses a
constant value (does not accommodate weather
fluctuations) in its sensible and latent heat flux
calculations
Aep
Albedo
Depth threshold used to interpolate albedo for
m
extinction
shallow snow. When snow depth is shallower than
coefficient apr, albedo is interpolated between snow value
and substrate value. This should reflect the surface
roughness or shrub height in combination with
penetration depth of solar radiation into snow.
cc
Canopy cover The fraction of ground area covered by the
fraction
vertical projection of tree crown
hcan
Canopy
Height of canopy
m
height
lai
Leaf area
Leaf area index (LAI) is defined as one half the
index
total leaf area per unit of horizontally projected
surface area
sbar
Interception Maximum snow load held per unit leaf area
kg/m2
capacity
ycage
Forest
A parameter required for wind speed profile
canopy
parameterization. Valid values are 1, 2 or 3
structure flag reflecting canopy structure
1: young coniferous
2: deciduous
3: mature coniferous
(based on Paw U and Meyers, 1987)
Slope
Slope
The slope angle measured from horizontal
degrees
Aspect
Aspect
Aspect is the direction the slope faces measured degrees
clockwise from North.
Latitude Latitude
Geographic Latitude in decimal degrees
degrees
Longitude Longitude
Geographic Longitude in decimal degrees (West is degrees
negative)
subalb
Substrate
The fraction of shortwave radiation (fraction 0-1)
albedo
reflected by the substrate beneath the snow
(ground or glacier)
subtype Snow
Type of beneath snow substrate encoded as: 0 =
substrate type Ground/Non Glacier, 1=Clean Ice/glacier, 2=
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Code

gsurf

b01

b02

b03

b04

b05

b06

b07

b08

b09

Name

Definition
Units
Debris covered ice/glacier, 3= Excluded area.
Excluded area may include the glacier
accumulation zone or any other area such as lakes
where the snowmelt model is not run. No output
is produced over excluded area.
Fraction of The fraction of surface melt that runs directly off
surface melt without infiltrating the snowpack (e.g. from a
glacier)
January mean Monthly mean of daily temperature range for
˚C
diurnal
January used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
February
Monthly mean of daily temperature range for
˚C
mean diurnal February used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
March mean Monthly mean of daily temperature range for
˚C
diurnal
march used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
April mean Monthly mean of daily temperature range for
˚C
diurnal
April used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
May mean Monthly mean of daily temperature range for May ˚C
diurnal
used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
June mean Monthly mean of daily temperature range for June ˚C
diurnal
used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
July mean
Monthly mean of daily temperature range for July ˚C
diurnal
used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
August mean Monthly mean of daily temperature range for
˚C
diurnal
August used in Bristow Campbell formulas for
temperature atmospheric transmissivity
range
September Monthly mean of daily temperature range for
˚C
mean diurnal September used in Bristow Campbell formulas for
atmospheric transmissivity
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Code

b10

b11

b12

Name
temperature
range
October
mean diurnal
temperature
range
November
mean diurnal
temperature
range
December
mean diurnal
temperature
range

Definition

Units

Monthly mean of daily temperature range for
October used in Bristow Campbell formulas for
atmospheric transmissivity

˚C

Monthly mean of daily temperature range for
˚C
November used in Bristow Campbell formulas for
atmospheric transmissivity
Monthly mean of daily temperature range for
˚C
December used in Bristow Campbell formulas for
atmospheric transmissivity
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Appendix C
Time-varying Variables in Utah Energy Balance Snow and Glacier Melt Model
In the Utah Energy Balance Snow and Glacier Melt Model time varying variables
are the dynamics inputs that vary in time. Dynamic inputs are typically the weather input
variables such as precipitation, air temperature, wind, and humidity, but they may also
include quantities such as albedo. Generally the dynamic inputs are also spatially
variable, although the program is configured to allow these to be either spatially variable,
spatially constant or fixed. Fixed is used for quantities that may be time varying in
principle but are to be held constant for a particular model run (such as ground heat flux).
A text file indexed by the code given in column 1 gives either the specific value of the
input (for fixed), the name of a text file holding the time series (for spatially constant), or
the name of a text file listing netCDF file or files from which spatially variable dynamic
inputs are to be read.
Code

Name

Ta

Air
Air temperature
˚C
temperature
Precipitation Precipitation that is the sum of both rain and
m/hr
snowfall expressed as water equivalent
Wind Speed Wind Speed at a point z m above the snow
m/s
surface or top of canopy if present
Relative
Relative humidity at a point z m above the snow
humidity
surface or top of canopy if present
Shortwave Incoming shortwave radiation measured or that kJ/m2/hr
radiation
would be measured on a horizontal surface
above the snow and canopy if present
Longwave
Incoming longwave radiation that would be
kJ/m2/hr
radiation
measured above the snow and canopy if present

Prec
V
RH
Qsi

Qli

Definition

Units
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Net radiation Net radiation that would be measured on a
kJ/m2/hr
horizontal surface above the snow and canopy if
present. This is only required if irad=3.
Snowalb Snow albedo The fraction of incident solar radiation reflected
by the snow surface (in the range 0 to 1). This
is only required as an input if ireadalb=1. For
other values of ireadalb, the snow albedo is
calculated internally based on snow surface age.
Qg
Ground heat Ground heat flux
kJ/m2/hr
flux
Qnet
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Appendix D
Output Variables in Utah Energy Balance (UEB) Snow and Glacier Melt Model
UEB computes a large number of quantities at each grid cell and each time step. These
may all be output, but do not have to be output, to save space and input/output time. The
table below lists outputs that UEB can produce. The output control and aggregate output
control files use the codes given in column 1 to designate the variables to be output,
either at specific locations, for the entire grid or aggregated over subwatersheds.
Code

Name

Definition

Units

Year

Model year

Year of beginning of time step (integer)

Month
Day
Hour

Model month
Model day
Model hour

ATF-BC

Atmospheric
transmission
factor

HRI

Radiation
index

Eacl

Clear sky
emissivity

Ema

Atmospheric
emissivity

Month of beginning of time step (integer)
Day of beginning of time step (integer)
Hour of beginning of time step (may be
hr
fraction)
The fraction of radiation at the top of the
atmosphere that reaches the top of the
canopy or in its absence, the snow
surface.
Integration of solar radiation incident
angle cosine over time step. When
radiation data is not input, IRAD flag (in
param.dat file) set to 0, incoming solar
radiation is calculated as Tf * HRI *
Solar constant.
Clear sky emissivity quantifies the
emission of longwave radiation energy
from a cloud free atmosphere towards the
surface relative to black body radiation at
the air temperature
Atmospheric emissivity quantifies the
emission of longwave radiation energy
from the atmosphere towards the surface
relative to black body radiation at the air
temperature. The emission from clouds is
included
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Code

Name

Definition

Units

Ta

V

Wind speed

RH

Relative
humidity

Qsi

Shortwave
radiation

Qli

Longwave
radiation
Observed net
radiation
Cosine of
illumination
angle
Energy
content

Air temperature at a point z m above the
snow surface or top of canopy if present
Precipitation that is the sum of both rain
and snowfall expressed as water
equivalent
Wind speed at a point z m above the
snow surface or top of canopy if present
Relative humidity at a point z m above
the snow surface or top of canopy if
present
Modeled incoming shortwave radiation
accounting for slope and aspect of the
surface. This may be different from input
Qsi for sloping surfaces
Modeled incoming longwave radiation

C

P

Air
temperature
Precipitation

Observed net radiation that was input to
the model
Cosine of solar illumination angle
(accounts for slope)

kJ/m2/hr

QnetOb
Cos

Ub

SWE

tausn

State variable that gives the energy
content of the snow pack plus thermally
active soil per unit of horizontal area
defined with respect to solid (ice) phase
snow at 0 ˚C
Surface snow State variable that gives the Snow Water
water
Equivalent (SWE) of snow on the
equivalent
surface. It can be considered as the depth
of water that would theoretically result if
the whole snow pack instantaneously
melts. This tracks snow accumulation
and ablation on top of a substrate layer
which may be ground or glacier. In the
case that the substrate is glacier this does
not track the quantity of glacier ice.
Dimensionless Dimensionless age of the snow surface
snow surface
state variable to account for aging of the
age
snow surface dependent on snow surface
temperature and snowfall

m/hr

m/s
RH
kJ/m2/hr

kJ/m2/hr

Degree
kJ/m2

m
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Code

Name

Definition

Units

Prain

Precipitation
in the form of
rain
Precipitation
in the form of
snow
Snow surface
albedo
Surface
Sensible heat
flux

Amount of precipitation that occurred in
the form of rain at any time step

m/hr

Psnow

Albedo
Qh

Qe

E
SWIT

Qm
Q

dM/dt

Tave
Ts
CumP
CumE

CumMelt

Amount of precipitation that occurred in
the form of snow at any time step
expressed as water equivalent
The fraction of shortwave radiation
reflected by the snow surface.
Surface sensible heat flux is the flux of
energy transferred from the snow surface
to the atmosphere by air movement (wind
and turbulence).
Surface Latent Surface latent heat flux is the flux of
heat flux
energy transferred from the snow surface
to the atmosphere by water vapor carried
in air movement (wind and turbulence).
Surface
Amount of water removed from the snow
sublimation
surface by sublimation
Total outflow Total outflow from the base of the
snowpack (and glacier). This includes
rainfall, melt from seasonal snow and
melt from glaciated surface.
Outflow
Energy removed from the snowpack by
energy flux
total outflow
Net surface
The net sum of all surface layer (snow
energy
plus thermally interacting substrate)
exchange
energy fluxes
Net surface
The net sum of all surface layer mass
mass
fluxes
exchange
Average snow Average temperature of the snow and
temperature
thermally interacting substrate.
Surface snow Temperature at the surface of the snow
temperature
Cumulative
Cumulative precipitation from beginning
precipitation
of model run
Cumulative
Cumulative sublimation from beginning
surface
of model run
sublimation
Cumulative
Cumulative melt outflow from beginning
surface melt
of model run

m/hr

kJ/m2/hr

kJ/m2/hr

m
m/hr

kJ/m2/hr
kJ/m2/hr

m/hr

Degree C
Degree C
m
m

m
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Code

Name

Definition

Units

NetRads

Surface net
radiation

kJ/m2/hr

Smelt

Melt
generated at
surface

RefDepAct

Active
refreezing
front depth

RefDep

Refreezing
front depth

Cf

Cloudiness
fraction
Direct solar
radiation
atmospheric
transmissivity

Modeled net radiation exchange between
the snow surface and atmosphere above
and canopy above if present.
Amount of melt generated at the snow
surface due to rain, snowmelt or glacier
melt. Smelt does not include snow melt
from the canopy. Smelt also does not
equate to melt outflow since it infiltrates
into the snow and is subject to refreezing
or liquid retention depending on the
thermal state of the snow.
The depth of a refreezing front that is
active in impacting surface temperature.
This quantifies the depth that refreezing
has propagated into the snowpack where
liquid water is present. This is reset to 0
when it exceeds the depth to which
diurnal temperature fluctuations
propagate and refreezing becomes
inactive in snow surface temperature and
energy exchange.
The depth the refreezing front has
propagated into the snowpack where
liquid water is present. This is physically
the same as RefDepAct but is not set to 0
when it exceeds the depth to which
diurnal temperature fluctuations
propagate, so records refreezing depth
whenever there has been refreezing and
there is still liquid water present.
The fraction (between 0 and 1) of the sky
occupied by clouds.
The part of the atmospheric
transmissivity that quantifies direct solar
radiation, defined as the ratio of top of
atmosphere radiation to direct solar
radiation at the surface or top of canopy if
present.

Taufb

m/hr

m

m
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Code

Name

Definition

Taufd

Diffuse solar
radiation
atmospheric
transmissivity

Qsib

Direct solar
radiation

Qsid

Diffuse solar
radiation

Taub

Direct solar
radiation
canopy
transmission
fraction
Diffuse solar
radiation
canopy
transmission
fraction
Surface
shortwave
absorption
Canopy
shortwave
absorption
Surface
longwave
absorption
Surface
longwave
absorption
wind speed
beneath
canopy
Interception
capacity

The part of the atmospheric
transmissivity that quantifies diffuse solar
radiation, defined as the ratio of top of
atmosphere radiation to diffuse solar
radiation at the surface or top of canopy if
present.
The incident solar radiation received at
kJ/m2/hr
the surface or top of canopy if present as
direct solar radiation.
The incident solar radiation received at
kJ/m2/hr
the surface or top of canopy if present as
diffuse solar radiation.
The fraction of direct solar radiation
incident at the top of the canopy that is
transmitted through the canopy as direct
solar radiation without being scattered or
absorbed.
The fraction of diffuse solar radiation
incident at the top of the canopy that is
transmitted through the canopy without
being scattered or absorbed.

Taud

Qsns

Qsnc

Qlns

Qlnc

Vz

Inmax

Units

Amount of solar radiation absorbed at
snow surface

kJ/m2/hr

Amount of solar radiation absorbed in
canopy

kJ/m2/hr

Amount of longwave radiation absorbed
at snow surface

kJ/m2/hr

Amount of longwave radiation absorbed
in canopy

kJ/m2/hr

Modeled wind speed beneath canopy at
height z above the surface

m/s

Maximum amount of snow that a canopy
can hold during a snowfall. This is a
function of maximum snow load per unit
leaf area, leaf area index and the density
of fresh snow.

m
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Code

Name

Definition

Units

int

Interception
flux

m/hr

ieff

interception
efficiency
Canopy
unloading rate

The flux if precipitation that is
intercepted by the canopy. This is a
function of the interception capacity and
intercepted snow state variable.
Fraction of precipitation intercepted by
the canopy
The flux of snow unloaded from the
canopy. Unloading rate is the intercepted
snow state variable times the unloading
rate coefficient and represents the transfer
of snow from the canopy to the surface.
It quantifies snow water equivalent
removed from the canopy and added to
the surface snow water equivalent.
Intercepted snow state variable giving the
water equivalent of snow held as
interception in the canopy.
Temperature of the leaves and branches
within the canopy. This is used in the
calculation of energy fluxes between the
canopy and within canopy air.
Temperature of air within the canopy.
This is used in the calculation of energy
fluxes between the canopy and within
canopy air, and in the calculation of
energy fluxes between within canopy air
and the atmosphere above, and snow
surface below.
Energy flux from the air within the
canopy to the canopy. This is positive
towards the canopy and is calculated
based on temperature gradient and bulk
leaf boundary layer resistance.

Ur

SWEc

Tc

Canopy snow
water
equivalent
Canopy
temperature

Tac

Air
temperature
within canopy

QHc

Canopy
sensible heat
flux

m/hr

m

Degree C

Degree C

kJ/m2/hr
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Code

Name

Definition

Units

Qec

Canopy latent
heat flux

kJ/m2/hr

Ec

Canopy
sublimation

Qpc

Precipitation
energy flux to
canopy

Qmc

Canopy melt
energy

Mc

Melt from
canopy

FMc

Net canopy
mass
exchange

Latent energy flux from the air within the
canopy to the canopy. This is positive
towards the canopy and is calculated
based on the vapor pressure gradient and
bulk leaf boundary layer resistance. It
represents the energy flux associated with
the phase change due to sublimation
(removal) or condensation/deposition
(addition) of canopy intercepted snow
from water vapor in the air.
The flux, expressed as snow water
equivalent, of removal of snow from
canopy interception by sublimation. This
is positive away from the canopy.
The flux of energy added to the canopy
by interception. This represents the flux
due to the energy difference between the
phase and temperature of precipitation
and the reference condition of 0 ˚C solid
phase.
The flux of energy removed from the
canopy due to melt. This represents the
energy flux due to the latent heat of
fusion energy difference between melt
water and the reference condition of 0 ˚C
solid phase. This is subtracted from the
canopy and added to the surface snow
energy content.
The flux, expressed as snow water
equivalent, of removal of snow from
canopy interception by melting. This is
subtracted from the intercepted snow and
added to surface snow.
The net sum of all canopy mass fluxes

m/hr

kJ/m2/hr

kJ/m2/hr

m/hr

m/hr
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Code

Name

Definition

Units

MassError

Mass balance
closure error

SWIGM

Glacier melt
outflow

SWIR

Rainfall
outflow

A running total of the sum of all inputs to m
and outputs from the model.
Theoretically this should be 0, but
practically differs from 0 due to
numerical precision and rounding errors
in the computation. It is included as a
check on the functioning of the model
and if significantly different from 0 is
indicative of a problem.
The part of outflow from the base of the
m/hr
snowpack and glacier that is generated
from glacier melting. SWIGM includes
melt originating from glacial ice, as well
as outflow that may occur due to rain on a
glacier, as any precipitation that falls on
the snow or glacier surface is first added
to the snow/glacier to account for its
energy in the total energy content then
melt outflow occurs if the energy content
results in liquid water in excess of the
liquid holding capacity.
The part of outflow that is due to rain or
m/hr
snow that immediately melts. This only
occurs on a non-glacier surface and when
the surface snow water equivalent is 0.
Precipitation that is rain, or that is snow
that immediately melts due to a high
temperature of the thermally active
ground layer comprises this outflow.
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Code

Name

Definition

Units

SWISM

Snowmelt
outflow

The part of outflow that is due to the
m/hr
melting of the seasonal snow pack.
SWISM includes melt originating from
the seasonal snow as well as outflow that
may occur due to rain on a snowpack, as
any precipitation that falls on the snow or
glacier surface is first added to the
snow/glacier to account for its energy in
the total energy content then melt outflow
occurs if the energy content results in
liquid water in excess of the liquid
holding capacity. If surface snow is
present then melt outflow is generated
from the surface snow. Glacier melt
outflow is only generated when the
surface snow water equivalent ablates to
0 and the substrate is glacier.
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