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Vector quantization (VQ) has recently emerged as a
powerful and efficient technique for digital speech and image
coding. The goal of such a process is data compression: to
minimize communication channel capacity or digital storage
memory requirements while maintaining an acceptable fidelity
level of the data.
A review of various VQ algorithms and their respective
design considerations as applied to color images is given.
Fidelity measurements and signal-to-noise ratio calculations
are discussed. A modified mean-residual vector quantizer
using the LBG design algorithm with color signal
preprocessing is described. The algorithm is developed to
yield a bit rate of 0.709 bits per pixel per color with the
goal of easy implementation even using a simple
microcomputer .
Photographic and numeric results of original versus
compressed-uncompressed color images are presented. Several
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I . INTRODUCTION
Current projections for world-wide communications and
information handling in the
1990'
s and beyond, point to a
proliferation of digital transmission and data storage as the
dominant means for data, audio, and perhaps images. Digital
transmission is expected to provide flexibility, reliability,
and cost effectiveness. The costs of digital storage and
transmission are generally proportional to the amount of
digital data that can be stored or transmitted. While the
cost of such media decreases every year, the demand for their
use increases at an even higher rate. Therefore, there is a
continuing need for techniques that reduce the number of
information carrying units required to represent the data so
as to minimize communication channel capacity or digital
storage memory requirements while maintaining an acceptable
fidelity level of the data. The branch of electrical
engineering that deals with this problem is termed data
compression or coding.
The purpose of any data compression system is to
represent a collection of data with a minimum of information
carrying units. Immediately there is a decision to be made:
must the original data be reproduced from the compressed
representation perfectly? Or, can some amount of error
(noise or distortion) in the reconstructed data be tolerated?
Noiseless compression schemes are required in many,
perhaps even most, systems. Frequently, noiseless
compression is followed by the intentional addition of
redundancy code bits which help protect the data from channel
errors (i.e. Reed-Solomon Codes). This manuscript, for
example, was constructed using a word processor which stored
its data in compressed form on floppy disks. Certainly an
errorless compression scheme had to be employed and
obviously, any mistakes occurring in the text are due to a
failure in the error detection/correction algorithms !
Perhaps the most dramatic form of data compression is
the conversion of an analog (continuous-amplitude,
continuous-time) source into a digital (discrete-amplitude,
discrete-time) representation. This process consists of two
steps: sampling and quantization. Sampling converts a
continuous-time signal having an infinite number of data
points per unit time into a discrete-time signal by measuring
the signal value at discrete intervals of time. If the
signal has been properly bandwidth-limited the sampling
process occurs without any loss of information (assuming an
appropriate low-pass filter is available) . Consequently, the
number of samples per unit time is infinitely reduced!
Quantization converts a continuous-amplitude signal into one
of a set of discrete amplitudes. The difference
between the
continuous-amplitude and the discrete-amplitude signal is the
quantization error or noise. Certainly, both sampling and
quantization can also be performed on already sampled and/or
quantized signals.
An excellent application for data compression is in the
storage and transmission of images, where the aim is to
minimize the memory for storage and bandwidth for
transmission. In many situations the coded/decoded image
need not be a perfect reconstruction of the orginal image.
That is, some amount of distortion can be tolerated in many
systems. The efficiency of a compression algorithm is
measured by its data compressing ability, the resulting
distortion, and by its implementaion complexity. The
complexity of data compression algorithms is particularly
important when considering their hardware and/or software
implementation .
When a signal is quantized separately from other
signals, the process is known as scalar
quantization. When a
set of signals is quantized as a single vector, the process
is known as vector quantization or block quantization.
Vector quantization (VQ) has recently emerged as a powerful
and efficient technique for digital speech and
image coding
[1,13,14,34]. The preliminary investigations
which have been
published indicate that VQ can yield a lower
distortion for
the same amount of
compression than other scalar coding or
transform coding
techniques [35] . This advantage arises
because in VQ, effective use is made of interelated
properties of vector parameters.
The basic concept of vector quantization can be
explained in relation to images as follows. A picture is
first sampled at the desired rate and decomposed into a set
of k-dimensional vectors. The vectors can be formed in many
ways, such as the intensities of a spatially contiguous group
of pixels (i.e. a 4x4 block), the color components of a
pixel, or perhaps the coefficients from a transform.
Then, some vectors are chosen as a training set (they
may or may not be vectors from the image being coded) . From
this training set an optimal codebook, which consists of the
L
"best"
(based on some distortion measure) vector patterns,
is generated. The coding procedure entails searching for the
closest pattern in the codebook for each input vector and
transmitting the binary index (codeword) of that pattern.
Log2L bits are needed to transmit or store the index number
of the codeword. The decoder is then only a simple (hence
fast) look-up table indexed by codeword containing the
replacement vectors. The bit usage for this system is equal
to the overhead of the codebook plus (Log2L) /k bits per
pixel .
The VQ compression process described in this
thesis is
generally not a
noiseless scheme. It is ideally suited to
applications in which a collection of similar images are
retrieved many times,
after having been compressed once at
the time of their entry into the system. And, where a
quantifiable amount of distortion can be tolerated. Such a
system might be a video-disk/computer instruction course
where images are retrieved based upon the student's responses
or inputs. It would be desirable to have perhaps several
hundred images available to handle the variety of potential
responses. Yet, the displayed image would not need to be
perfect so long as it was sufficient for the instruction.
II. VECTOR QUANTIZATION
II A. Theory
II A 1. General Background
The theoretical foundations of data compression and
vector quantization lie in a branch of information theory
known as rate-distortion theory, originally developed by
Shannon [31] . From basic information theory entropy is
defined as [10] :
N
H(y) =
- I P(yi)log2P<yi) (1)
i=l
where H(y) is the entropy or self-information of the
discrete-amplitude variable y and P (y^) is the discrete
probablility of y^ . That is, H(y) is a measure of the bits
of information in {y.jj . No coding scheme could represent {y-jj
with fewer than H(y) bits without discarding some
information .
Once the introduction of noise is permitted (discarding
information) it becomes possible to compress an input to an
arbitrary number of bits at the
expense of coding errors
(distortion) . Typically the fidelity requirements for a
noisy coder are
determined during a system design. The
number of bits needed to achieve this fidelity are governed
by the entropy of the input
source. Obviously, the more bits
used, the lower the
distortion and the better the fidelity-
Certainly an upper limit will be reached in that coding N
vectors (or symbols) with log2N bits per vector is the
maximum needed; beyond which redundancy is increasing and not
fidelity.
From rate-distortion theory, the lower bound on the bit
rate for any quantizer can be calculated without actually
designing the quantizer. This bound provides a limit against
which different quantizers can be compared. For a given
distortion D, one can compute R(D), the rate-distortion
function, defined as the minimum achievable rate for a given
distortion D. Inversly, D (R) the distortion-rate function,
defined as the minimum achievable distortion for a given rate
R can also be calculated. These performance limits, R(D) and
D (R) , apply not only to vector quantization but to all
methods of source coding. One fundamental result of
Shannon's rate-distortion theory is that better performance
can always be achieved by coding vectors instead of scalars,
even if the data source is completely random. Unfortunately,
there is no practical method for calculating the
rate-
distortion functions for any practical system.
II A 2. The Vector Coding Problem
Vector quantization has been around for quite
some time.
Dudley [7] used VQ for coding
speech in the 1950s as did
Smith [33] in the 1960s.
Applications of vector quantization
6
to code images however did not begin appearing in the
literature until the late 1970 's and early 1980 *s. One
reason for the delayed entry into image VQ had to do with the
availability of fast digital computers with large digital
memories capable of performing the millions of computations
necessary to code even one image in a reasonable amount of
time .
Mathematically, a k-dimensional memoryless1 vector
quantizer consists of two mappings: an encoder q which
assigns to each input vector x = (xlf x2, . . . xk) a codeword
q(x) chosen from a set W, and a decoder J3 which assigns to
each codeword in W a vector y from a reproduction codebook.
Typically, y takes on one of a finite set of values
Y = {y, 1 < i < L} where y
= [yn, yi2, ... yik] . Usually
the set Y is termed the codebook, C, of size L, where the
indices of the reproduction vectors are used as the codewords
W. The
rate2
of a quantizer in bits per vector is given by:
R = Log2(L) (2)
And since there are k samples per vector then
r = R + k (3)
iMemoryless implies that the action of the encoder at any
given time is not dependent upon past encoder inputs
or
outputs .
2Note that rate is used throughout this paper often
in a
utilization sense (i.e. bits per pixel) and does
not have any
relation to time (i.e. bits per
second).
is the rate in bits per sample or, when the input is a
sampled image, bits per pixel. The application of a








Figure 1. Basic components of a data compression system.
As is commonly done in information theory, it is assumed




= y'i- While noiseless channels are rare, the assumption
permits the focus on the design of data compression
algorithms without concerns for system design. The channel
coding theorem implies that any compression scheme designed
for a noiseless channel can be combined with an appropriate
error detection/correction code to produce a complete system
for a noisy channel.
Observe from (3) that unlike scalar quantization, vector
quantization permits fractional bit rates per sample. For
example, common pulse code modulation (PCM) must have a bit
rate of at least 1 bit per sample. A k-dimensional VQ
however, can potentially have a bit rate
of only 1/k bits per
sample by using a single binary channel
symbol for a k-
dimensional input vector.
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The goal of such a quantization scheme is to produce the
"best"
possible reconstructed vector, y^ for each input
vector, xi at any specified rate R. It is therefore
necessary to attempt to quantify the concept of
"best."
II A 3. Distortion Measures
A distortion measure d is an assignment of a cost d(x,y)
of reproducing any input vector x as a reproduction vector y.
To be useful, a distortion measure must be tractable, so that
it can be analyzed, computed, subjectively relevant, and
useful in comparing results from different algorithms
Once a distortion measure is chosen, the system
performance can be quantified by the average distortion
E[d(x,y)] between the input and final reproduction. The
smaller the average distortion, the better the system. In




= lim { 1/n dfx^yj.) } (4)
n-oo 1=1
provided that the limit exists.
By far the most
common distortion measure is the squared
error. For an input vector x and a
reconstruction vector y










Equation (5) can likewise be used to compute the distortion
between two images an input image to the coder with the
output image from the decoder. In this case, the summation
is performed over all pixels .
It is common practice to measure the performance of a
system by the signal-to-noise ratio. Specifically, for the
vector quantization of images, the maximum
signal-to-mean-
quantization-noise ratio is most often computed. For the
squared error distortion
| HiSNR = 10 log10 (6)
where each input pixel x is reconstructed to y, N is the
number of pixels and M is the pixel intensity range (256 for
8 bit pixels) .
The squared error distortion measure is most commonly
used because of its computability. Unfortunately,
the
correlation between the squared error and
overall quality as
perceived by human observers is
less than perfect. Hence,




detailing studies to determine a distortion measure which
better describes subjective quality [14,15,23,25].
Other popular distortion measures are the Holder norm:
k
d(x,y) = {I |x
- yip}l/"0
_ ||x - y\\v (7)
i=l
and its Vth power, the \)th-law distortion:
k
d(x,y) = I |Xi - yi|v = ||x - y||^ (8)
i=l
While both distortion measures (7) and (8) depend on the
uth
power of the errors in the separate coordinates, the measure
of (7) is often more useful since it is a distance. Distance
based distortions obey the triangle inequality, d(x,z) <
d(x,y) + d(y, z) for all y. This permits one to bound the
overall distortion easily in a multi-step system by the sum
of the individual distortions incurred in each step.
Three other distortion measures which are frequently
used are the Minkowski norm:
d(x,y) = max |x
-
yj, for 1 <i <k (9)
the weighted-squares distortion:
k
d(x,y) =1 wj, (x
- y)2 (10)
i=l
and the more general quadratic
distortion:
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d(x,y) = (x - y) B(x - y)
k k






where B = {Bj^ j} is a kxk positive definite symmetric matrix.
There have been many other distortion measures considered.
Some, like Itakura and Saito's [19,20] and Chaffee [5] have
particular application in speech compression systems.
Others, have been based on models of the human vision system.
Regardless of the measure chosen the goal of a coding
algorithm is to minimize the average distortion. As
previously noted, in practice it is the long term sample
average of (4) that is actually measured and therefore
minimized.
In practice this is accomplished by using long sequences
of training data and estimating the
unknown expected
distortion by the sample average. Then
attempt to design a
code that minimizes the sample average
distortion for the
training sequence. If the
input source is reasonably similar
to future data, the same code should
yield approximately the
same averages [16] .
The key point is that the
mathematics suggests trying to
design a code which minimizes
the sample average
distortion
for a very long training
sequence. Then, use the code
on
data from the same source,
but not included in the training
sequence. If the performance is reasonably
close to the
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design value, then one can have a certain amount of
confidence that the code will continue to yield similar
results in the future.
In general, this is the approach for
"nonadaptive"
vector quantization. It is also useful to consider
"adaptive"
VQ, in which the training data is the only data
which will be compressed with the resulting code. This
requires that a separate codebook be designed and transmitted
(increasing the overhead) with each compressed image. This
thesis studied mostly adaptive VQ. The nonadaptive VQ
experiments and results will be so indicated.
II A 4. Codebook Design Algorithms
Vector quantization can be viewed as a partitioning of
the k-dimensional input vector space into L clusters {Cif 1 <
i < L} and associate with each
cell3
C^ a codevector (or
reproduction vector) yA . For each input
vector x, the
quantizer determines into which cell x maps by determining
which codevector y will yield
the minimum distortion upon




< j < L (12)
JThe symbol C is used here to represent
the cluster in
k-dimensional space into which a
collection of input vectors
have mapped. This symbol is also
used to represent the
codevector associated with a
cluster or cell. It should be
apparent from the context which meaning
is intended.
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The binary index, i, identifying into which cell, C, x
mapped, is transmitted or stored; and hence the compression
takes place.
The goal in designing a codebook is to select a set of
codevectors which minimizes the expected distortion for a set
of input vectors. If the partitioning of the input vectors
was known apriori, then the selection of codevectors would be
trivial. The optimial vector y which minimizes the expected
distortion
D
= E[d(x,y) |x6 C] = JxCi d(x,y)p(x)dx (13)
is termed the centroid of the cell Ci and is denoted:
y
= cent (Ci) (14)
Computing the centroid for a partition of input vectors
depends on the distortion measure being used. For either the




= (1/N) X x(j) for xeC (15)
j=l
or y^ is simply the sample
mean of the NA training vectors
contained in C^ .
Of course, the partitioning is not known,
and is in fact
completely dependent upon the
codevectors in the codebook C.
Thus the problem of codebook design:
the L codevectors are
the centroids of the L clusters (14)
after partitioning; and,
the partitions are determined by the L
codevectors (12).
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There are a number of algorithms published in the literature
for designing codebooks, two of which are described below
along with a third classification that was briefly
investigated by the author.
II A 4 a. The LBG Algorithm
As stated above, codebook design is a matter of
optimally partioning the N input k-dimensional vectors into L
clusters and computing the centroid of each cluster to be
used as the reproduction vector. Linde, Buzo, and Gray [23]
expanded Lloyd's [24] PCM design algorithm for the problem of
vector quantization codebook design. Their algorithm is now
the most widely used codebook design methodology. It is
usually referred to as the LBG algorithm or sometimes Lloyd's
algorithm4. The development is valid for the general class
of distortion measures, providing the centroids of clusters
can be computed.
The iterative steps are as follows:
Step 1. Given: A training sequence
of vectors x, an
initial
codebook5
C, a distortion measure d,
and a convergence criteria .
4The algorithm is also referred to as the
K-means algorithm
in most of the pattern-recognition
literature. It was
developed by Forgy [9] in 1965 independently
of Lloyd's work
from 1957. Because Lloyd's
research was not published
until
1982, and Linde, Buzo, and
Gray's adaptation was published
m
1980, all three names are
used.
SMethods to obtain or compute an
initial codebook are
discussed in section II A 5.
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Step 2. Partition the training sequence into clusters
using (12) .
Step 3. Replace the codevectors Ci with the centroid of
the cluster of input vectors which mapped to
codeword i, for 1 < i < L.
Step 4. If the decrease in the overall distortion is
less than e then the codebook is designed;
otherwise go to step 2.
Certainly, any other termination test or group of tests may
be substituted for Step 4 above (i.e. stop even if the
convergence limit has not been obtained, but if the
computation time has exceeded several days...).
The LBG algorithm can be shown to converge to a local
optimum [19] . However, any such solution is, in general, not
unique. A global optimum may be approximated by initializing
the codebook in several manners, repeating the algorithm, and
choosing the best result. Sufficient conditions to guarantee
convergence to a global optimum do not exist for the general
unknown probability density functions of images.
II A 4 b. Clustering
Unlike the LBG algorithm which attempts to iteratively
improve the performance of a fixed length codebook,
clustering, iteratively reduces the size of
its codebook
until the desired length codebook is obtained. As before,
an
L-entry codebook which
represents the N input vectors with
16
minimum distortion is desired. The algorithm can be
described as follows:
Step 1. Given: A training sequence of vectors x, a
distortion measure d, and a desired codebook
length L. Initialize I = N, the number of
vectors in the training sequence.
Step 2. Begin with the optimum I-entry codebook which
simply contains all of the input vectors.
Step 3. Partition the training sequence into clusters
using (12) .
Step 4. Construct the optimum (1-1) -entry codebook by
replacing the two most similar codevectors in
the I-entry codebook with the vector which
minimizes the distortion. This vector is
usually computed as the centroid of the input
vectors which previously had been mapped into
the two selected codevectors.
Step 5. To construct the L-entry codebook,
steps 3 and
4 are performed N-L times.
The main drawback to this algorithm is that the
nearest
neighbor must be computed for each vector in
the codebook
(which may be quite large) during every
iteration. Also, as
with the LBG algorithm, clustering
can not assure arriving at
the global optimum L-entry
codebook.
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II A 4 c. Nonlinear Optimization Techniques
Because the codebook design problem is a minimization
problem, there are many nonlinear optimization algorithms
which can be employed. Among the more familiar are gradient
searches [8], the Simplex algorithm [27], and patterned
search polytope algorithms [4]. This author has previous
experience with the latter type optimization algorithm;
hence, it was tested as a vector quantizion codebook design
tool (see section II B 3) .
These algorithms basically function in the same manner.
Typically, they are used for nonlinear curve fitting,
engineering design, or other performance describable
functions. In most applications, the performance measure is
a function of at most several dozen dependent variables.
The algorithm is given several initial guesses of the
dependent variables, along with any constraints present
on
each variable. The performance is computed for each set of
input variables. Then, through the specifics of the
algorithm (partial derivatives, patterned moves, random
search etc.) a new set of values
for the dependent variables
are selected. This routine continues
as the algorithm
attempts to determine the optimum set
of dependent variables
which optimizes (minimizes or maximizes)
the performance.
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II A 5. Initial Codebooks
Each of the above described codebook design algorithms
require an initial guess upon which iterative improvements
are made. Two basic approaches are utilized for generating
initial codebooks: a simple codebook of the correct size can
be used or a simple small codebook can be used to recursively
construct larger codebooks until the desired initial codebook
size is obtained.
II A 5 a. Simple Methods
There are many simple methods for generating codebooks
of the correct size. Perhaps the most elemental is a
numerically generated codebook filled with equally spaced
vectors in the k-dimensional space. This method functions
completely independent of the input training sequence and
performs poorly.
A more rational, yet simple, method is to use the first
L vectors in the training sequence as the initial codebook.
This method does not require any computations and can in some
cases perform better than the numerically generated initial
guess .
It is highly likely that the first L
consecutive vectors
are highly correlated. Intuitively,
it seems desirable that
the vectors in the initial guess should be
well-separated. A
natural improvement to sequential order is
random selection.
21
The initial codebook is generated by randomly selecting L
vectors from the training sequence.
II A 5 b. Binary Splitting
Binary splitting approaches the initial codebook problem
using a building process. Initially, the best one-code
codebook is developed to match the training vectors. This is
accomplished by finding the single vector which represents
all the training vectors with minimum distortion. For a
typical distortion measure such as squared error (5) , the
optimum one-code codebook is simply the centroid of all the
training vectors .
This single-code (L=l) codebook is used as the starting
point for the following algorithm:
Step 1 . Given the codebook C containing L vectors
{yi, 1 < i < L}, each vector yi is
"split" into
two close vectors, yi +5 and yi~6 where 8 is
a fixed perturbation vector. The collection C
of {yi+5, yi~6, 1
< i < L} has 2L vectors.
Step 2. Replace L by 2L and
C by C . If L equals the
desired rate then halt.
Step 3. Otherwise,
run the LBG algorithm to
repartition
the training sequence optimumly
for the L-entry
codebook and then return to step 1.
At the conclusion of
these iterations, codebooks of
length
1, 2, 4, 8, , L,
have been formed, where the L-entry
22
codebook would be used as the initial guess for the design
algorithm. Note that if the design algorithm to be used is
the same LBG algorithm used during the splitting recursions,
the "initial
guess"
is also the resulting codebook!
It is common to form the perturbed vectors yi+28 and y
so that during any iteration all of the codevectors from the
previous iteration are included. This ensures that the
distortion does not increase. Figure 2 illustrates the
binary splitting algorithm for a two-dimensinal input
sequence .
II A 5 c. Product Codes
One other scheme for generating an initial codebook
which is also discussed in section II B 5 b (implementations)
is the use of a product code. If one has a collection of
codebooks Ci, i = 1, 2, 3, . . .m, each possessing M vectors
of
dimension kif then the product codebook C is
defined as the
collection of all M = IIjMi possible combinations of m













Figure 2. Binary Splitting. A large codebook is
generated recursively; at each stage each codeword is
split into two codewords yielding an initial codebook of
twice the size. (a) Length 1: The centroid of the
entire training sequence. (b) Initial length 2: The
one codeword is used to form a length 2 codebook.
(c) Final length 2: The LBG algorithm produces a better
length 2 codebook. (d) Initial length 4 by
splitting. (e) The LBG algorithm improves upon the
initial length 4 codebook. (f) The final length 4
codebook .
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product codebook is k = Ii=lf k, the sum of the dimensions
of the component codebooks. Mathematically, the product code
is a Cartesian product:
m
c = A C
= {all vectors of the form (16)
j=1
("1/ x2'-, xj; x in C}
For example, if a scalar code (like a uniform quantizer)
with rate R/k is used k times in succession the result is a
k-dimensional vector quantizer of rate R bits per vector.
The product code could then be used as an initial code for
the design algorithm.
Similar to binary splitting, product codes can be used
for constructing better initial guesses from lesser
dimensional codebooks.
Step 1. Beginning with a scalar quantizer C0, use the
two-dimensional product code C0 x C0 as an
initial guess for designing a two-dimensional
vector quantizer,
C2
with the LBG algorithm.





x C0) as an initial guess for a
three-dimensional codebook.
Step 3. Continue in this manner, given a good k-1
dimensional vector quantizer described by a
codebook Ck_1, an initial guess for a






Using an algorithm like the ones described in section
II A 4 coupled with an initial guess as detailed above in
II A 5, a codebook can be designed for the desired rate R.
Once the codebook exists, it can be used to quantize each
input vector xn. The method in which the quantization takes
place has been the topic of considerable study and is partly
dependent upon the algorithm used to design the codebook.
Both computation speed and memory requirements must be taken
into account when choosing an implementation plan.
The quantization is performed as shown in (12) by
computing the distortion between xn and the codevectors Ci-
Then, the codevector which yields the minimum distortion is
used as the reproduction vector yn and the index of that
codevector, i, is used as the codeword (or channel symbol) .
II B 1. Full Search Coding
If the distortion is calculated between xn and each
codevector Ci, for 1
< i < L, then quantization is known as
full search. Testing all of the
codevectors for quantizing
of each input vector is an expensive
computational
proposition. Assuming the squared
error distortion measure
of (5), an L-entry quantizer,
and k-dimensional vectors, each
distortion computation requires a
total of 2k additions and k
multiplications. Defining Cl as the
number of operations,
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where one multiplication and two additions comprise an
operation, the computational cost for quantizing each input
vector is
& = k L (17)
If each codevector is encoded into R bits per vector for
storage or transmission, then from (2)
Cl = k 2rk (18)
Hence, computation cost grows exponentially with the number
of dimensions and the number of bits per dimension.
The other important consideration in quantizer
implementation is the memory needed to store the codebook
during the encoding process. Assuming one storage location
is required for each dimension of each vector, it is clear
that the storage cost, *F is given by
= kL = k 2rk (19)
Similarly to the computation cost, storage cost is
exponential in the number of dimensions and the number of
bits per dimension.
II B 2. Variations of Vector Quantizers
Much research has been aimed at
methods to reduce the
computation cost and/or memory
requirements of a full search
vector quantizer. Below, several
of the popular variations
are discussed.
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II B 2 a. Tree-Searched Schemes
Tree-searched VQ was first proposed by Buzo et . al . [3]
and follow directly from the binary splitting algorithm for
generating initial codebooks. Binary trees will be
described, but more general tree schemes can provide better
performance while retaining a significant reduction in
complexity.
Recalling the splitting algorithm described in section
II A 5 b consider the following modification. Given a good
length 2 (Rate = 1) codebook as in Figure 2c, a new length 4
codebook is formed by splitting as in Figure 2d. Instead of
running a full search LBG algorithm to improve the length 4
codebook, however, the input training vectors are divided
into two collections. The divison is based on into which of
the codewords, in the length 2 codebook, the vector had
previously been mapped. Then, the LBG
algorithm is used
separately on each subset of input training
vectors to
improve upon the
"local" length 2 codebook.
The final codebook consists of the four
codewords in the
two length 2 codeboks designed for the two
subsets of input
vectors. During coding a
tree-searched encoder selects not
the best codeword, as in full
search coding, but instead
selects a second codebook
based on the length 2 codebook
designed from all of the training
vectors. This scheme can
be used iteratively to further
subdivide the training vectors
thereby construct even better codebooks . A tree-searched
encoder is depicted in Figure 3.
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Figure 3. Tree-Searched Vector Quantizer. A binary
tree-searched encoder is shown for a three-
dimensional one bit per sample VQ. The labels of the
nodes at the bottom layer are the actual reproduction
codewords .
Observe that there are still L possible reproduction
vectors as in the full search VQ, but with a binary-searched
VQ there are only R binary searches necessary. Hence, the
computational cost associated with a binary-searched tree VQ
is given by
n=k*R=k* log2(L) (19)
However, the storage cost, *F has
doubled. Also, the encoder
can no longer perform an exhaustive search of
the codebook
and it therefore is not optimal. The tree search,
however,
is substantially more efficient, offering
a trade-off between
performance and ease of
implementation.
Other techniques can be





also be used where any number of codes may branch out from
any node. The overall rate is still calculated from the
total number of codewords. It is also possible to build a
tree-structure into a full search codebook. One method is to
group the reconstruction vectors into two disjoint groups.
The centroid of the group is used as the node label of the
immediate ancestor of the pair. This procedure continues
backwards through the tree, always grouping closest pairs.
II B 2 b. Multistep VQ
If a small codebook is stored for each layer of a
tree-
searched VQ, instead of for each node of each layer, the
implementation is called a multistep vector quantizer. These
methods offer the reduction in computational cost of a
tree-
searched scheme but also reduce the storage costs potentially
below those of a full searched code.
To explain this implementation, a binary-multistep
search will again be described, recognizing that more
general
trees can provide improved performance.
The first layer is
designed as in the tree-searched case.
This codebook is used
to encode the input training
vectors. During coding, a new
sequence of vectors is generated consisting
of the residual
or error vectors. The
algorithm is then used to construct a
binary VQ for this
sequence of error
vectors. The actual
codeword sent over the
channel (or recorded) is the
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concatenation of the input vector codeword with its error
vector codeword.
Thus, an input vector is encoded in stages as with the
tree-searched code. However, only R binary codebooks and
hence 2R total codewords need to be stored. Note that there
are still
2R total codewords, produced from all of the
combinations of the two codebooks. A multistage vector










Figure 4. Multistage Vector Quantizer with two
stages. An error vector is formed from the output of
the first VQ. The second VQ encodes this error
vector. The two codewords are added to form the
actual channel codeword.
II B 2 c. Segmented Codes
In segmented codes the input
vectors are quantized using
only a subset of the
full codebook. The collection
of
codewords tested is based upon a
predetermined segmentation
rule or set of rules.
The purpose of this
method is to
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reduce coding implementation cost by limiting the size of the
reproduction codebook searched. Yet, the effective codebook
could be as large or larger than a full search codebook.
For example, an algorithm first classifies an input
vector into one of two groups an 'edge' vector or a
^constant'
vector (DFT or a busyness measure perhaps) . Then,
the codebook, which has previously been sorted using the same
classification algorithm, is used to code the input vector.
One can decide to search only the L/2 codewords in the edge-
half or the constant-half of the codebook. Certainly, a
50:50 split is not required either. Particular applications
may warrant having 75% of the codebook contain edge-type
reconstruction vectors if lower errors are required for these
high frequency vectors .
II B 2 d. Product Codes
As briefly described in section II A 5 c, a product code
is formed by the cartesian product of a collection of smaller
codebooks. These smaller codebooks are used to separately
encode different features of an image vector. For example,
for an input vector which has three distinct features, each
feature can be independently encoded. If there were Llr L2,
and L3 codewords in each of the
three codebooks respectivly,
the resulting product
codebook would have a size of L =
L!*L2*L3.
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Because each codebook would be searched independently,
the computation cost is greatly reduced as compared to a
fully searched codebook of length L. Product codebooks are
suboptimum, although they can outperform locally optimum non-
product codebooks of similar size because the product
codebook is effectively much larger.
The multistep VQ described in section II B 2 b could
almost be considered a product code vector quantizer since
there are two codebooks utilized (one for the input vectors
and one for the residual vectors) . The best example of a
product code would be in the VQ of a color image in which a
separate codebook was used to encode each of the three color
planes (red, green, and blue) . The channel codeword would be
the product of the three smaller codewords.
II B 3. Pattern Searched Optimization
Nonlinear optimization algorithms were briefly described
in section II A 4 c. One such scheme, a pattern search
algorithm studied by this author in the mid-1970 's (see
Cardillo [4] for a formal elaboration), was considered for
vector quantization.
To use such an algorithm to design a codebook one must,
as usual, supply an initial
guess. The dependent variables
would be the elements of each codevector. For an L-entry
codebook having k-dimensional codevectors,
there are L*k
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dependent variables. For one of the basis experiments
(described later in section III C) where there are 256
codevectors each of dimension four, a 1024-dependent variable
optimization problem exists!
The algorithm described in [4], requires ND+1 sets of
dependent variable guesses (where ND equals the number of
dependent variables in the problem) in order to complete its
first improvement move. The user is required to only supply
one set of dependent variables and the algorithm uses a
numeric perturbation technique to form the remaing ND initial
sets . Appropriate constraints must be set to ensure the
reconstruction vectors will contain pixel values within the
8-bit bounds fixed by the input vectors.
This algorithm was tested during the early stages of
this author's research on the basis experiment eluded to
above. The one set of dependent variables (initial codebook)
was generated using a random method (see section II
A 5 a) .
The nonlinear optimization algorithm required 1,025
iterations6 just for its initialization. It converged six
iterations later producing slightly better
results than the
LBG algorithm. The improvement however, was certainly not
worth the 4100% increase in computation cost. Use
of this
algorithm was suspended after
this one implementation.
bAn iteration is defined as a complete partioning
of the N
input training vectors into
the best L clusters as defined by




II C. Signal Preconditioning
Various implementation schemes which reduce encoder
complexity while maintaining performance have received
considerable study. More recently however, methods which
process the input vectors before they are passed to the
quantizer have received substantial attention [2] . These
methods range from domain transformations to sorting of input
vectors. Several of these preprocessing algorithms are
discussed below along with an introduction to color vector
quantization.
II C 1. Mean/Residual
A mean/residual VQ (commonly termed MRVQ) is a simple
product codebook structure. The sample mean of each input
vector is computed and quantized using a scalar quantizer
(although a vector quantizer could also be employed) . The
quantized mean is then subtracted from each pixel in the
source vector and the difference is vector quantized. The
bits representing the vector mean along with the
codeword
(index) of the reproduction vector which will produce the
minimum distortion are transmitted or recorded. A
mean/residual vector quantizer is shown in Figure 5.
This preprocessing of the input
vectors to remove their
average values permits the codevectors
in the quantizer to be
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Figure 5. Mean/Residual Vector Quantizer. The
sample mean of each input vector is scalar quantized
and subtracted from the input vector. The residual
vector is then vector quantized. Both the index of
yi and the quantized average must be transmitted.
designed for improved representation of vector details.
Without this biasing of the input vectors to have a zero
component average, the quantizer is forced to maintain
reproduction vectors having similiar details but at many
different levels .
Obviously transmitting each input vector's mean requires
extra bits as compared to basic full-search VQ. However,
because of the substantial improvements offered by MRVQ, a
smaller codebook can be used to obtain equal performance.
This reduces the computational costs as well as the storage
costs without sacrificing quality.
II C 2 Gain/Shape
As discussed above, MRVQ biases the input
vectors into
having zero mean so that
detail information is being
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quantized and not average intensity- If one more degree of
freedom, a gain term, is added to the product code, then each
biased vector can also be normalized. This is the basis of
gain/shape vector quantization (GSVQ) .
With GSVQ the reproduction vectors in the codebook can
be designed to best fit just the 'shape' of the training
vectors; while the extra bits of each channel symbol describe
the amplitude and offset of each vector. By analogy with
waveform coding, basic vector quantization corresponds to
sampling the signal, MRVQ to removing the DC component, and
GSVQ to normalizing the difference.
If one were to think of the vectors from a basic VQ
plotted in a k-dimensional coordinate system, they would be
scattered throughout the space as dictated by the input
training vectors . When the amplitudes of the vectors are
normalized, the resulting vectors would lie on the surface of
a k-dimensional hypersphere . The direction of a vector would
represent the vector's shape. The gain term in the channel
symbol instructs the decoder as to how far along the unit
shape vector to travel to the output reconstruction vector.
Again, additional bits must be tagged onto the channel
symbol to send the gain information. In general, GSVQ does
not offer the same magnitude of improvement over MRVQ as MRVQ
had over basic VQ. For some types of images however,
particularly those
with a wide dynamic range, gain/shape
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preprocessing of the vectors can provide a slight increase in
performance for the same effective rate quantization.
II C 3. Vector Sorting
Another class of signal preprocessing methods can be
called "vector
sorting."
Budge [2] describes two schemes
which fit into this catagory. The first, mean/reflected
residual vector quantizer (MRRVQ) , is an extension of the
MRVQ.
In this method each input vector is individually
reflected horizontally and/or vertically so that the
brightest area ends up in the upper left
corner (see










over its horizontal. (c)
Original reflected over its
vertical. (d) Obtainable
from b or c with one
reflection. The brightest
area of the vector has
been reflected to the
upper left.
codebook can be used to
represent all four of the input
vectors shown in Figure
6. Of course, two
extra bits must be
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appended to the channel symbol representing the reflections.
But, the size of the codebook may be reduced by a factor of
four, thereby maintaining the same rate. Both computational
cost and storage cost are reduced with only some loss in
fidelity. The flow diagram for a MRRVQ implementation is












Figure 7. Mean/Reflected Residual Vector
Quantization.
The other sorting algorithm which Budge considered was
Mean/Oriented Residual Vector Quantization (MORVQ) . This
method is an extension to MRRVQ. If one additional bit is
tacked onto the channel symbol to represent the rotation of
the vector, the codebook can be reduced by another factor of
two. With horizontal and vertical reflection and
90
rotation each entry in the codebook can represent
eight
different vectors. Again, a tremendous savings in
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computation and storage costs. Note that rotations can only
be performed on square vectors (i.e. 2x2 pixels, 3x3, etc.).
The scheme for orienting an input vector can be
complicated or simple. One could just force the brightest
pixel to the upper left position. Or, an involved analysis
of each vector could be performed to choose the brightest
quadrant. For example, quadrant means, medians, or ranges
could be utilized. Budge's so called orientation selector
was to compare horizontal and vertical gradients.
II C 4 . Color Vector Quantization
Color vector quantization implies that more than one
spectral band is present for a given scene which is to be
compressed. If the image was from the Landsat satelite then
the problem may be to compress many
spectral bands which
cover a broad range of the spectrum. Typically, however,
color VQ is applied to true-color images
captured from a
video source or digitized in another
fashion.
Certainly, one can approach
the multiband image vector
quantization problem in many ways. Simply, the
monochrome
separations (usually red, green ,
and blue) could be
quantized
independently. However, there is a high
degree of
spatial correlation among
colors which would be ignored in
this case.
One could use the
different color planes to form an
input vector. For example,
in a true color image, k would
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equal three, and each vector would be composed of the red,
green, and blue values at each pixel. This would make use of
the intercolor similarities, but not of the spatial
correlations which VQ can exploit so well.
Hence, some signal preconditioning is in order to reduce
some of the intercolor redundancies before using VQ to
exploit the spatial correlations. It is generally accepted
that the findings of the National Television Standards
Committee (NTSC) from 1954 are still valid. One of their
conclusions was the human eye is far more sensitive to a
luminance signal than it is to deviations from neutral (color
or color-difference signals) .
Color television, as setup by NTSC7, converts the red,
green, and blue signals into Y, I, and Q via a
linear
transformation. Y is known as luminance and is formed as the
weighted sum of red, green, and blue:
Y = (0.299)*R + (0.587)*G + (0.114)*B (20)








(R-Y)*sin(33)/1.14 + (B-Y) *cos (33) /2 . 03 (22)
= (0.211)*R - (0.523)*G +
(0.312)*B
''For a detailed description of
the NTSC system see for
instance, Grob [17] .
8The chrominance signals are
often called the color
difference signals as
the colors red and blue
are differenced
_rom
the luminance signal. Officially, I is the
in-phase
chrominance





The luminance signal is bandlimited to a nominal 4.2 MHz.
The I and Q signals are bandlimited to a nominal 1.3 MHz and
0.5 MHz respectively. Digital coding has been studied on
these signals by several researchers [2,22,28,30].
Limb [22] investigated the entropy (1) of chrominance
signals obtained from orthogonal and linear nonorthogonal
combinations of the input primaries. He considered various
models of color vision, color perception, chromaticities, and
colorimetry, coupled with various coding schemes, sampling
requirements, and quantization. His results showed that a
slight variation from the NTSC I and Q signals might yield
perceptually better results for the images tested.
It is evident, regardless of what specific matrix is
employed, that when vector quantizing a true-color image
which will eventually be viewed by a human observer, it is
preferable to convert from a primary color space into a
luminance and color-difference metric; thus reducing the
intercolor correlations. Then, most likely, a product code






Much research in the field of data and image compression
is performed without a specific application in mind. This
research is often quite valuable and sometimes leads to
applications not previously considered before the studies
began. The experimentation performed in this thesis however,
had definite purposes .
The first set of experiments were performed to gain
experience with the methodologies necessary to compress an
image using VQ. After the basic performance capabilities
of
VQ were tested the following specific goal was established:
Design a vector quantization based scheme which could be
easily implemented on a
microcomputer utilizing standard
hardware and software to compress still images of
conventional NTSC bandwidths to less than 10% of their
initial rate.
Easy implementation with ordinary
microcomputer systems
implies utilizing fixed length binary
words (i.e. 8 bit
bytes, etc.). Often times
fundamental research in image
compression yields impressively low data




proposed here would yield
an algorithm which
could be simply




There are a variey of imaging products built around the
IBM PC (or similar machines) and NTSC video standards. These
products typically have the ability to digitize a frame of
video into the computer memory,
manipulate9 the image,
present the results as standard video, and save the image (s)
on a tape or disk.
For example, the Edicon
company10 has but one product at
this time: The Edicon Photoimage System, an IBM PC based
identification system for use by law enforcement agencies,
security administrations, etc. The machine maintains
digitized portraits ( 'mug shots') of individuals along with
some associated text (name, address, etc.) which can be
recalled based upon specified search qualifiers. Certainly
if 1000 images could be stored on one disk instead of 100
images and the time to load any given image was ten times
faster; well, the advantages are obvious.
Ill B. Input Images
A variety of images were
utilized in the experiments
described in this thesis. Photographic prints
of these input
images are displayed in Appendix A. The arbitrary
names
given to these images are listed
in Table 1.
^Manipulations might include: enhance, rotate, transform,
add text and/or graphics,
merge with other images, etc.
10A recently formed




Images one through three are 'standard image processing
pictures'
originating from a source unknown to this author.
These images were supplied with a piece of computer hardware
purchased by the laboratory. The other five images
originated on negative film and were digitized by a high
quality scanner. All eight images have 486 lines with 504
picture elements per line (in a 4:3 aspect ratio) and 8 bits
Table 1. Titles of Input Images.
IMAGE NAME DESCRIPTION
Girl with feather in hat
Green and red peppers
Classic test image
Vegetables and fruits
Wedding group around cake
School portrait of boy










per color (red, green, and blue). A
total of 5,878,656 bits
(5.61 Mbits) are required to store
each image in its original
form.
As stated previously, the
specific goal of this research
involved compressing still
video images with potential
applications based around
portrait type images. Hence, the
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school boy picture may be most representative of the
potential uses for the VQ algorithm studied.
Also note that the application being considered would
display the reconstructed image on a color CRT and probably
not as a conventional print. However, the technology
required to include miniature CRT displays in this thesis
does not yet exist. Hence, photographic prints, which permit
even more critical viewing, are included for comparison
purposes .
Ill C. Establishing a Basis
Before delving into compressing images with a variety of
algorithms, it was appropriate to test the newly developed
tools. Specifically, the software required to design
codebooks, compress, and decompress images all needed to be
coded, tested, and verified.
Ill C 1. Software Overview
This first program written was one which formed 3x3
vectors from an image and then designed a locally optimum
codebook using the LBG
algorithm. The source-code for the
subroutines which actually computed the
codebook is included
in Appendix E .
The second program performed
the encoding and decoding
of a monochrome image using
a specified codebook. Since
the
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channel was assumed to be perfect (section II A 2), it was
not necessary to ever save an encoded image. Hence, an image
was simply transformed into its reproduction image directly.
The program which accomplished this task is also listed in
Appendix E .
A program which calculated the signal-to-noise ratio
between two images was also coded. This program computes the
squared-error between corresponding pairs of pixels at every
location in the two images. The SNR is then computed as
given in equation (6) . This program may too be found in
Appendix E .
Lastly, programs were written which performed the color-
signal preprocessing algorithm to be studied. Specifically
the processing which will be detailed in section III D 2 and
the modifications discussed in section IV C were coded.
These programs are not listed in the appendix as they are
straightforward implementations from the descriptions.
In order to test the LBG program, a codebook design was
performed for the well understood case of memoryless Gaussian
distributed random variables with k=l (scalar quantization)
and rate=l (two codewords) using the squared error
distortion (5) .
Knowing that the image was
produced by a zero-mean,
unit-variance memoryless
sequence of Gaussian random
variables, the
analytical solution can be computed [15].
This theoretical best
codebook contains the two codewords
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(2/7C)1/2
~ 0.7979 and should produce a squared error
distortion of l-(2/7t) = 0.3634.
The program was executed using an input sequence of
262,144 gaussian-distributed random numbers having zero mean
and unity variance . The convergence criterion was reached
after four iterations with a mean squared error of 0.3641.
The two codewords chosen were +0.8021 and -0.7941. This was
judged as acceptable and the codebook design program was
considered to be in working condition.
Ill C 2. Quality Basis
Because the concept of vector quantization was
completely foreign to this
author at the onset of this
research project it was necessary to establish a quality
basis. Hence, several of the input
images were compressed to
a few different rates using VQ as
described in Table 2.
There was no preprocessing
performed on the color image.
Each separation (red, green and blue) was
quantized
independently of the others;
each with its own codebook. The
input image was used as the training
sequence to design the
codebook in each case. Section
IV A presents the results
from these basis image-quality













BW Lena 2 x 2 256 2.0
BW Lena 2 X 2 16 1.0
BW Lena 3 X 3 512 1.0
BW Lena 3 X 3 256 0.5
Wedding11 2 X 2 256 2.0
Wedding 2 X 2 16 1.0
Wedding 3 X 3 512 1.0
Wedding 3 X 3 256 0.5
III D. Details of the Experiments
With a selection of input images made, the codebook
design program tested, and an encode/decode program in place,
all the tools were prepared to begin experimentation. Before
describing the series of experiments which lead to achieving
the goal, it is appropriate to describe the hardware with
which the experiments were performed.
Ill D 1. Computer Hardware
The scanning of the
color negatives was accomplished
using a Perkin-Elmer PDS
microdensitometer . This device
^For the color image, bits/pixel refers to
bits/pixel/color.
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supplied 12-bit density measurements of each pixel in each
color.
Most computations (encoding, decoding, SNR calculations,
I/O, etc.) were performed via a Digital Equipment Corporation
(DEC) VAX model 8650 general purpose computer operating under
the VMS operating system. Codebook design was setup on the
VAX but actually performed on an attached Floating Point
Systems (FPS) model 2 64 high speed array processor. The VAX
based programs were all coded in DEC'S extension to
Fortran 77; while the FPS programs are a mixture of ANSI
standard Fortran 77 and FPS vector computation library
routines .
The prints displayed in the appendices were produced on
an experimental CRT type printer which accepts digital data
and exposes directly onto photographic paper.
Ill D 2. Color Signal Preprocessing
As alluded to in section II C 4 when coding a true-color
image it is desirable to form a luminance image and two
color-difference images and then vector quantize using a
product code structure . The choice as to what
luminance
signal and what color-difference
signal should be computed,
based on models of human visual perception,
information
entropy, CIE colorspace,
etc. has been studied by Limb [22]
as mentioned earlier.
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Instead of the NTSC composition (20), the first
implementation used an "equal energy" luminance, Yee, which
yields symmetry, equal, and smaller ranges in the resulting
color-difference signals.
Yee
= (R + G + B) / 3 (23)
The chrominance signals to be computed along with Ye are the
color difference signals, R-Yee and B-Yee .
R-Yee
= (2*R - G - B) / 3 (24)
B-Yee
= (2*B - G - R) / 3 (25)
Note that both of the color-difference signals have an equal
potential range of -170 to 170, if the input signals were
each eight bits (ranging from 0 to 255) . This is not the
case with the NTSC I and Q signals which have larger and
different ranges .
A span of 341 in increments of 1/3 implies 1024 possible
values for any R-Yee or B-Yee pixel. Obviously, ten bits
would be required to store these values. However, again
adhering to the simple implementation goal and to the fixed
word length criterion, these color-difference values were
rounded to the nearest integer and clipped to within
<-128,127>. This way, only 8 bits are used for temporary
storage of the color-difference pixels.
Once the color-difference signals were formed, they were
bandwidth limited using a finite impulse response
digital
filter. The frequency response of this
filter is plotted in
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Figure 8. Findings of the NTSC (and others) ensure that this
filter should not significantly degrade the image sharpness
as perceived by the human eye. However, using this filter
permits subsampling of the signal without aliasing.
Frequency Response of FIR Filter
0.1 0.2 0.3 0.4
Fraction of Sampling
Frequency-
Figure 8. Frequency response of the finite
impulse
response digital filter imposed on
color-difference
signals before subsampling three-to-one
in each
direction (horizontally and vertically) .
After filtering, the color-difference
signals were
subsampled a factor of three to one
in each direction. That
is, one line was kept
from every three lines
and similarly
every third
pixel was sampled. This reduced
the 486 lines x
504 pixels/line
color-difference images to 162 lines x 168
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pixels/line. At this point, these images were prepared for
vector quantization.
A minimal amount of preprocessing was performed on the
equal energy luminance channel as it must be reproduced with
the least amount of distortion. Simple MRVQ as described in
section II C 1 was performed. This image was partitioned
into three by three blocks (162 x 168 in number) and the mean
computed of each set of nine pixels.
The mean was quantized to 8 bits; although several
accounts in the literature [21] suggest that two to three
bits may be sufficient. Using less than eight bits would
increase the implementation complexity and contradicts the
goal of fixed length computer words.12
Each block's mean was then subtracted from the nine
pixels comprising that block. And again, the differences
were scaled to eight bits. This difference image (Y-Yavg) was
then ready for vector quantizing. The set of block averages
would have to be transmitted or stored as side information
(as previously illustrated in Figure 5) . In keeping with the
form of the figures of section II C, this color preprocessing
is diagrammed in Figure 9.
^Quantizing the
luminance means to four bits increases
implementation complexity only slightly and is considered in
the modifications (section IV C) .
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Q(Yavg),
Figure 9. Flow diagram of the color preprocessing
used in this thesis.
Ill D 3. VQ Processing Procedure
Vector quantization was performed on the two subsampled
color-difference images and the one Y-Yavg full-size image.
Three by three vectors were used in all cases (k=9) . Again,
keeping to microcomputer implementations, the codebooks were
constructed to contain 256 codewords (i.e. L=256, and
R=8 bits/vector) . The LBG algorithm (discussed in section
II A 4 a) was used to design all of the codebooks required.
One codebook was designed for the luminance-difference image
and a single codebook was designed for the two
color-
difference images. In both designs, a random selection of
input vectors was used as the initial codebook and the




IV A. VQ Performance Benchmarks
The basis experiments described in Table 2 resulted in
images which have been printed onto photographic paper and
are displayed in Appendix B. Table 3 lists the numeric
results from the basis experiments. The mean-squared error
at the completion of the codebook design iterations and the
signal-to-noise ratio as calculated by (6) are tabulated.
The reader can guage the correlation between MSE (or better,
SNR) and image quality using Table 3 and the images in
Appendix B .
At a level of 1.0 bit/pixel, note the superiority of
using 3x3 blocks (vectors) as compared to 2x2 blocks. With
2x2 blocks at one bit per pixel, there are only 16 different
codevectors from which to choose. However, at the same rate,
but with the larger blocksize of 3x3, there are 512
codevectors available for quantizing.
Table 4 lists the final codebook for the 2x2, 1.0 bit
per pixel VQ of the BW Lena image along with the number
of
vectors which mapped into each codeword and the total
error
introduced by each codeword. Figure 10 is a
pictorial
representation of the same codebook. The 16 codevectors,
each consisting of a
2x2 block of pixels, have been greatly
enlarged for easier viewing.
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Table 3 . Numeric Results from the Basis
Experiments .
IMAGE BITS/ VECTOR
NAME PIXEL DIMENSIONS MSE SNR MR)
BW Lena
2.013 2x2 12.609 37.158
BW Lena 1.0 2x2 48.837 31.277
BW Lena 1.0 3x3 22.349 34.672











































Table 4. Final Codebook for the 2x2, 1.0 bit
per pixel VQ of the BW Lena image.
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VIZCTOR I>OSITI()N TOTAL TOTAL
CODEWORD <lrl.l (1,2) (2.1 ) (2r?) VECTORS ERROR
130.81 57 57 57 57 5543
2 208 208 208 208 2100 132.4
3 171 171 171 171 3850 198.3
4 69 68 69 68 4112 218.4
5 125 125 125 125 5086 155.5
6 93 133 98 137 461 985.5
7 196 196 196 196 2728 111.6
8 136 137 136 137 6112 158.6
9 101 102 101 102 4262 188.9
10 148 148 148 148 7269 142.7
11 76 89 77 90 1928 375.6
12 112 112 112 112 3876 161.0
13 159 159 159 159 5546 146.0
14 94 82 93 81 1960 462.0
15 184 184 184 184 2307 196.8
16 143 99 135 91 460 1542.
Fiqure 10. Pictorial
Representation of the Final
Codebook for the 2x2, 1.0 bit
per pixel VQ of the
BW Lena image (16
codevectors).
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Notice in Figure 10 that most of the codevectors are
comprised of four pixels of nearly the same intensity. This
results from two possible causes. The image has been
oversampled at least a factor of two; and simply replacing
four pixels with, essentially one large pixel, is
satisfactory. That is, at the 2x2 level, there is no spatial
detail, only intensity information.
This suggests the second contributor of the non-detailed
codevectors . Because the VQ was performed on pixels of "raw
intensity
levels"
(ranging from 0 to 255) without any
preprocessing, the average (dc) intensities must also be
quantized. Had the mean of each block been removed, the 16
codevectors could have been used to render detail
information .
IV B. Color VQ with Simplified Implementation
The processing described in sections III
D 2 and III D 3
compresses images to an average rate of 0.71 bits per
pixel
per color. This rate is computed by summing the component
rates of each stage of the processing
and dividing by three
(because this is averaged for the three colors)
. Added to
this sum is the storage required by the
codebooks necessary
for decoding the image,
again divided by the total number
of
pixels in the three-color
image. For the processing
studied
in this thesis, the rate
is itemized in Table 5.
Table 5. Components of the Overall Average








R-Y VQ codewords15 8 81
B-Y VQ codewords 8 81













TOTAL RATE in bits/pixel/color 0.709
i;>The vector quantization of the
color-difference images
actually uses eight
bits for the nine-pixel
vector. However,
because the image has been
sampled down nine-to-one, the
effective rate is eight bits for
eighty-one pixels.
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Of major interest is how this scheme performed on the
selection of input images. Table 6 summarizes the signal-to-
noise ratios resulting from the vector quantization of each
of the input images . Appendix C contains the photographic
prints made from the decompressed data.
Table 6. Numeric Results (SNR) from the
Described Algorithm which yields a
compression ratio of about 11.3:1.
rMAGE name RED GPEEN BLUE OVERALL
1. BW Lena16
2. Peppers 29.943 26,.910 25.664 27.164
3. Baboon 24.628 22,.248 20.136 21.961
4. Vegies 28.712 25,.550 23.277 25.363
5. Wedding 34.266 31,,526 29.324 31.256
6. School Boy 40.961 38,,569 36.197 38.151
7. Balloons 39.502 36,,158 33.343 35.646
8. Family 36.600 33,,448 30.992
33.108
"Because the described
algorithm is designed for color




Numerous variations of the processing methodology were
tested both before and after arriving at the stated scheme.
These modifications are mentioned here for the guidance of
future researchers. Experiments were performed on only the
Wedding scene and the resulting prints are displayed in
Appendix D. Table 7 lists the familiar numerical results for
each modification. The results from Table 6 for the Wedding
scene are repeated in Table 7 as modification zero, for
comparison purposes.
MOD 1 Nonadaptive
Of course, the first variation to be tested is
"nonadaptive"
VQ. That is, design the codebook (s) using
input vectors from images other than the image to be
compressed. Again, the Wedding scene was the image
compressed. However, the luminance and
chrominance codebooks
were designed using vectors
from the images: Baboon, Vegies,
Peppers, and School Boy.
MODS 2 anri 3- Lutni nanrs Function
Another obvious item to be
considered is the luminance
function (23) used. As





for luminance in depth.
Since Yee (23) is one
extreme
weighting of R, G,
and B the other




= 0.0*R + 1.0*G + 0.0*B (26)
Also considered, as modification 3, was the NTSC formulation
for luminance given in (20) .
MODS 4 through 6 Lower Rates
As mentioned in section II D 2, the average luminance
signal was quantized to eight bits. Modification 4 differed
by using only four bits to quantize Yavg.
Some reduction in the rate can be acheieved by
subsampling the color-difference images 4:1 instead of 3 : 1
before vector quantizing 3x3 blocks. The rate is reduced
about 9% from the original rate. This is experiment
modification 5.
One last rate-reduction experiment was attempted. In
modification 6, the VQ of Y-Yavg was performed using
4x4
blocks instead of 3x3 blocks, Yavg was quantized to
four bits,
and the color-differences were sampled 4:1. This reduced the
rate 56% from the
'standard'
processing to 0.310 bits per
pixel per color.
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Table 7. Numeric Results (SNR) from the
Modified Experiments using only the
Wedding Scene .
EXPERIMENT B/P/C RED GREEN BLUE OVERAT.T
MOD 0 0-70917 34.266 31.526 29.324 31.256
MOD 1 0.659 32.741 29.845 27.668 29.613
MOD 2 0.709 31.801 30.731 28.069 29.906
MOD 3 0.709 34.108 31.962 29.090 31.234
MOD 4 0.527 33.779 30.842 28.661 30.597













A/The total number of bits per pixel per color, including
the
overhead required by the codebook (s),
is tabulated. The only
exception is MOD 1, in which previously
designed codebooks
were used (nonadaptive VQ) .
"This modification was also tested
on the School Boy image as






The results tabulated in part IV contain a substantial
amount of information. Below, several observations are
listed which stem both from the tabulated results and from
the author's experience gained while performing the
experiments .
1. In the basis experiments, for the same rate of 1.0
bit per pixel per color, 3x3 VQ outperformed 2x2 VQ by an
average of 3.4 dB.
2. The color signal preprocessing (as outline in
section III D 2) improved the SNR by more than 4 dB over
separate VQ of the three colors as performed in the basis
experiments .
3. While it appears that the measure of SNR (6) based
on a squared error distortion measure (5) does not directly
correlate to absolute image quality, it does serve as a





resulted in nearly the same order as
predicted by the SNR.
4. The nonadaptive experiment of
modification one
produced poorer results, but not as bad
as expected. The
codebooks were designed using very
dissimilar training
vectors. One would expect that encoding
a group of
related






5. Using green as the luminace signal produced
significantly lower SNR's. Perhaps part of the degradation
is due to the amount of clipping in the color-difference
images (R-G and B-G) which is the greatest in this case. The
NTSC composition of luminance performed comparable to the
equal-energy luminance.
6. With the surprising image quality obtained at the
rate of 0.709 bits per pixel per color, modificatons four
through six were designed. Modification six, expectedly
yields the lowest quality (at a rate of only 0.310 bits per
pixel per color) but it is encouraging. This modification
was tested on the School Boy scene with remarkable success.
7. Vector quantization is a nonlinear operation, in
both the spatial and the frequency domains. Hence, even at a
very low rate, it is possible that information
contained in
an image at the highest possible frequency can be reproduced




This thesis investigated a modified mean-residual
product code vector quantizer for true-color images. The
color signal preprocessing and VQ methodology utilized were
designed to provide an algorithm which could easily be
implemented on even a small microcomputer . Several
conclusions which directly follow from the presented data are
summarized below:
1. Vector quantization (VQ) can yield remarkable color
image quality of "still video
images"
at rates near 0.7
bits per pixel per color.
2. Nonadaptive VQ studies show promising results for
encoding similar images
with the same codebook (s).
3. Decoding a VQ compressed image
is a fast, simple look
up table
operation.
4. VQ is in general not a
distortionless compression
scheme. Hence, a distortion
measure must be chosen for
the parameter to be
minimized.
5. Computing a










6. When compressing color images, encoding a luminance-
difference and two color-difference images permits
lower rates for comparable performance to compressing
each color separately.
7. Vector quantization is a viable compression scheme for
systems which must digitally store or transmit many
similar images (portraits,
'mug-shots'
, homes for sale,
etc.) in a limited channel.
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VII. RECOMMENDATIONS FOR FUTURE STUDIES
Vector quantization, as applied to color images, is a
relatively new field. As such, there are a host of topics
requiring additional research. Several areas which became
apparent to this author are listed below.
1. Codebook design algorithms beyond the widely used LBG
method deserve more attention. Further study should be
given to nonlinear optimization techniques.
2. A study of codebook statistics may prove
useful when
investigating design algorithms. Treating one codebook
as a set of training vectors and encoding using a
second codebook would produce a measure
of difference
between the two codebooks and hence between the
two
design techniques.
3. More efficient codebook
searches can be developed.
Tree searched tables and
product codes are just the
beginning. Characterizing vectors
as high or low
frequency and having
different codebooks, likely to be
of different sizes,
would permit one to
weight the
reproduction accuracy to




which are more closely




for use with human
observers.
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Characteristics of the display medium (photographic
prints, CRT, etc.) should be included in the distortion
computation.
5. If additional compression is necessary beyond the level
at which VQ produces acceptable results, a combination
of methods can be used. For example, with knowledge of
the number of vectors which mapped into each codeword,
Huffman encoding could be employed for further rate
reduction (at the expense of increased complexity) .
6. Developing a set of standard test images for use by the
compression community would aid in the
comparison of
results .




designed and perhaps even a single
luminance-difference
codebook .




digitized NTSC video images
instead of
scanned film negatives.
9. Using green as
the luminance
signal (26) should be
reconsidered










better results. Perhaps, avoiding the clipping problem
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C. Vector Quantized Color Images
D. Modified Experiments
E. Source-code of Select Subroutines
75
Input Images
Resolution: 486 lines per image (vertical)
504 pixels per line (horizontal)
3 colors per pixel (red, green, blue)
8 bits per color
Total of 5,878,656 bits per image (5.61 Mbits)
76
BW Lena: Black and white of girl with feather
(Original: 8 bits per pixel per color)
Peppers: Green and red peppers.
(Original: 8 bits per pixel per color)
77
Baboon: Classic image processing test image
(Original: 8 bits per pixel per color)
Vegies: Vegetables
and Fruit.
(Original: 8 bits per pixel
per color)
76
Wedding: Wedding group around cake.
(Original: 8 bits per pixel per color)
School Boy: School
portrait of boy.
(Original: 8 bits per pixel per color)
79
Balloons: Girl surrounded by balloons.
(Original: 8 bits per pixel per color)
Family: Family in park.
(Original: 8 bits per pixel per color)
B. Basis Experiments
2x2 Vectors, 2.0 bits per pixel
2x2 Vectors, 1.0 bit per pixel
3x3 Vectors, 1.0 bit per pixel
3x3 Vectors, 0.5 bits per pixel
60
61
BW Lena: 2x2 Vectors, 2.0 Bits/Pixel
BW Lena: 2x2 Vectors, 1.0
Bit/Pixel
62
BW Lena: 3x3 Vectors, 1.0 Bit/Pixel
BW Lena: 3x3 Vectors, 0.5 Bits/Pixel
63
Wedding: 2x2 Vectors, 2.0 Bits/Pixel/Color
Wedding: 2x2 Vectors, 1.0 Bit /Pixel/Color
64
Wedding: 3x3 Vectors, 1.0 Bit/Pixel/Color
Wedding: 3x3 Vectors, 0.5 Bits/Pixel/Color
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C. Vector Quantized Color Images
Resolution: 486 lines per image (vertical)
504 pixels per line (horizontal)
3 colors per pixel (red, green, blue)
Average rate of 0.709 bits/pixel/color





designed for color images,
the black and white picture
is not presented here.
BW Lena: Black and white of girl with feather,
Peppers: Green and red
peppers.
(Vector Quantized: 0.709
bits per pixel per color)
67
Baboon: Classic image processing test image.




0.709 bits per pixel per color)
66
Wedding: Wedding group around cake.
(Vector Quantized: 0.709 bits per pixel per color)
School Boy: School portrait
of boy.
(Vector Quantized: 0.709 bits
per pixel per color)
69
Balloons: Girl surrounded by balloons.
(Vector Quantized: 0.709 bits per pixel per color)
Family: Family in park.




Mod 0: Null VQ processing as initially described.
Rate = 0.709 bits/pixel/color
Mod 1: Nonadaptive VQ, codebook design based on other
images. Rate = 0.659 bits/pixel/color.
92
Mod 2 : Green used as the luminance image
Rate = 0.709 bits/pixel/color
Mod 3: NTSC luminance function utilized,
Rate = 0.709 bits/pixel/color
93
Mod 4: Yavg quantized
to four bits instead of





sampled 4:1 instead of 3 : 1
o*-_ = n.fi4fi bits/pixel/color
Rate 0 6 6 bits/p
94
Mod 6: Used mods 4 and 5 plus Y-Yavg used 4x4 vectors for VQ ,
Rate = 0.310 bits/pixel/color
Mod 6: Used mods 4 and 5 plus Y-Yavg used
4x4 vectors for VQ ,
Rate = 0.310 bits/pixel/color
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E. Source-code of Select Subroutines
FPS_CODEBOOK - LBG codebook design
CODE DECODE - Encodes & decodes an image
SNR
- Computes signal to noise
ratio between two images
96
c FPS_CODEBOOK - Generate a Vector Quantization Codebook
c for 3x3 vectors from an image no larger
c than 512x512 using the LBG algorithm as
c understood by:
c S. H. Kristy, Summer 1986
c These routines are all executed on a
c FPS264 array processor when called from
c a mainline program executing on an
c attached VAX-8650.
c The subroutines called by these routines
c are all from the FPS software library -
Q
*******************************************************
APROUTINE FPS$LOAD_PIC (INBUFF, NUMVECS_DIV8, INDEX)
c
***************************************************
c Load the Image from the VAX into an FPS
c common. The image is already in Vector
c form and is being sent one ROW at a time
c The 8 bit pixel values are packed into 64
c bit words.





NUMVECS=NUMVECS_D IV8 * 8
c Unpack the pixels
from this row of vectors and









c ************************************ *"*"* ****************
c Initialized the codebook with randomly
c selected vectors from the image.
APIN LENVEC,NUMC0DES_DIV8
INTEGER NUMCODES_DIV8, NUMCODES, LENVEC, LV, SEED
REAL CODEBK,MENERR
COMMON/CODES /CODEBK ( 9, 1024) , NUMCODES, LV





NUMCODES=NUMCODES_D IV8 * 8
c Generate as many random numbers as there
c are codewords .
CALL VRAND (SEED, MENERR, 1, NUMCODES)
c Scale the uniform random numbers to range
c between one and the number of image vectors .
CALL VSMUL (MENERR, 1 , FLOAT (NUMVECS ) , MENERR, 1 , NUMCODES )
c Move the randomly selected image vectors
c into the codebook array.
DO 100 1=1, NUMCODES








c Drive the LBG codebook design
algorithm.
APIO MSE,NUM_ITT
INTEGER NUMVECS, NUMCODES, LV, NUM_ITT, IW
INTEGER IMAX, IMIN, SEED
REAL XMAX,XMIN





C0MM0N/C0DES/C0DEBK(9, 1024) , NUMCODES, LV
COMMON /WORK/MENERR (102 4)
DATA LV/9/SEED/4592764/




c Clear the newbook and counts (set each
c value =0.0)
100 CALL VCLR(NEWBOOK, 1,102 4 *LV)
CALL VCLR (COUNTS, 1, 1024)
c Increment the number of itterations counter.
NUM_ITT=NUM_ITT+1
c For each vector in the image...
DO 300 1=1, NUMVECS
c Compute the Squared error for each codeword
c with this image vector.
DO 301 J=l, NUMCODES
301 CALL SN2(VEC(1,I) ,l,CODEBK(l, J) , 1, MENERR (J) ,LV)




CALL MINV (MENERR, 1, SQERR, IW, NUMCODES)
c Add this
error to the total error.
MSE=MSE+SQERR
c
Update the newcodebook with this
image vector
CALL VADD (VEC (1, D, 1, NEWBOOK (1,IW),1,
&
NEWBOOK (1, IW) ,1,LV)
COUNTS (IW) =COUNTS ( IW) +1 . 0
c





pass of the image,
99
c Compare overall MSE with previous MSE.
c Return if convergence criterian reached,
1000
MSE=MSE/ (FLOAT (LV) *FLOAT (NUMVECS) )
WRITE (6, 1000) NUM_ITT, MSE
FORMAT (/' ITERATION # ',I6,10X,
'
MSE = ,F15.6)
IF(LASTMSE-MSE . LT . 0.01) RETURN
c Setup for next iteration
LASTMSE=MSE
c Check for codewords which had no image vectors
c map into it; and replace the codeword with a
c random image vector .
c Note: This is not strict LBG code.
c This author did not find any
c references concerning what to do
c with unused codewords. Perhaps
c this is an area for future study??...
CALL MINV(COUNTS,l,Z, I, NUMCODES)
IF(Z .LE. 0.)THEN
DO 401 J=l, NUMCODES
IF (COUNTS (J) .LE. 0 . ) THEN
COUNTS (J) =1.
Z=RAN (SEED) *FLOAT (NUMVECS)




c Compute the centroid of all of the vectors
c which mapped into each old codeword and
c replace the old codeword with this centroid.
DO 4 00 J=1,LV
400 CALL VD IV ( COUNTS (1) ,1, NEWBOOK (J, 1) , LV,
& CODEBK (J, 1) ,LV, NUMCODES)
c Add 0.5 so
truncation effectively rounds.
CALL VSADD (CODEBK, 1,0 . 5, CODEBK, 1, NUMCODES *LV)
c Clip to 0 and 255





Truncate (round) to nearest whole number
CALL VAINT (CODEBK, 1, CODEBK, 1, NUMCODES *LV)





APROUTINE FPS$UNLOAD_CB (OUTBUFF, NUMCODES_DIV8, INDEX)
*******************************************************
c This routine is used after the codebook design
c algorithm converges . The codewords are
c repacked from FPS reals into bytes, and




INTEGER NUMCODES_DIV8, NUMCODES, INDEX
WORD OUTBUFF (NUMCODES_DIV8)
REAL CODEBK
COMMON/CODES/CODEBK(9, 1024) , NUMCODES, LV




c CODE_DECODE - Program which produces an output image
c from an input image by Vector
c Quantizing the input with a given code-
c book and then decoding using the same
c codebook.
c S. H. Kristy Spring 1986
INCLUDE
' ($SSDEF)/NOLIST'




CHARACTER*100 TABLE_NAME, TITLES (6)
CHARACTER MEANING_OF_COLS*50,METRIC*50, IDENT*50
INTEGER*4 LUN(6), BYTES_PER_PIXEL




















IF(NUM CODEWORDS .GT. MAX_CODES)
THEN
TYPE-*,'*** MAX_CODES














Determine the block size
CALL
USER$INT_FROM_CHR
(MEANING_OF_COLS ( 1 : 1) , 1 ,
102
& KROWS,*9004)
CALL USER$INT_FROM_CHR (MEANING_OF_COLS (3 : 3) , 1,
& KCOLS,*9004)
WRITE (6, 8000) KROWS,KCOLS
8000 FORMAT
('





c Check vector length validity
IF(LENVEC .GT. MAX_VEC)THEN





IF (NCOLS .NE. LENVEC)THEN
TYPE *,'*** ERROR











c Compute bits per pixel
BITS_PER_PIXEL=LOG10 (FLOAT (NUM_CODEWORDS) ) /
& LOG10(2.) /FLOAT (LENVEC)







c Get picture titles
CALL USER$GET_TITLES (TITLES, IRGB)
c For



















per pixel is known
103
IF(BYTES_PER_PIXEL .EQ. 0)THEN




TYPE *,'### ERROR ### Must be 1 or 2
'






TYPE *, 'Number of lines
= ', NLINES
TYPE *, 'Number of pixels
= ',NPIXELS
IF(NPIXELS .GT. MAX_PIXELS) THEN
TYPE
*,'







c Open the output (new) file
LUNOUT=LUN (WHICH_TITLE+3)
CALL USER$OPEN_NEW_PIX(






WRITE ( 6, 2003) TITLES (WHICH_TITLE)
TOTAL_ERROR=0 .
c Read
in the picture krow lines at
a time





Convert to integer if
it's 8 bits/pixel




(BLINE (I), 1=1, NPIXELS)














VEC (M) =PIC (NCOL+J-1, 1+1)
302 CONTINUE
c Find where it fits into the codebook
CALL WHICH_CODE (VEC, LENVEC, NUM_CODEWORDS, IWHICH, SQERR)
c Keep track how many vectors mapped into
c this codeword
COUNT (IWHICH) =COUNT (IWHICH) +1
c Replace the vector with the decoded vector
DO 306 1=0,
KROWS- 1
DO 30 6 J=l,KCOLS
M=I*KCOLS+J
PIC (NCOL+J-1, I+ l)=CODEBOOK( IWHICH, M)
306 CONTINUE
c Keep track of the total error being introduced
TOTAL_ERROR=TOTAL_ERROR+SQERR
c do the next vector from these lines
300 CONTINUE
c write these lines out to the new file
DO 201 NLINE=1, KROWS
IF (BYTES_PER_PIXEL .EQ. 1)THEN
CALL INT2_TO_BYTE(BLINE,PIC(l, NLINE) , NPIXELS)
WRITE (LUNOUT,ERR=9003) (BLINE(I) , 1=1, NPIXELS)
ELSE
















WRITE (6, 2004) TITLES (WHICHJTITLE+3)











CODING OF IMAGE: '^A)')





USING CODEBOOK: i i
,





(IX, 110, 5X, 110)
'
)
& (I, COUNT (I) , I=l,NUM_CODEWORDS)
CLOSE (UNIT=LUNOUT)
CALL LIB$FREE_LUN (LUNOUT)




























(/' Unable to determine number of'//
&
' bytes per pixel for file:',
&
/,1X,A,/,'
Please input: (1 or 2)',
&





















?*?K* (V' L' NW0RDS' IWHICH, SQERR)
************************************************* *******







DIFF=FLOAT( V (J) -CODEBOOK (I, J) )
100 ERROR=ERROR + DIFF*DIFF
IF (ERROR .LT. SQERR) THEN
SQERR=ERROR
IWHICH=I










c This routine moves an Integer*2 vector into
c a Byte vector, both of NPIXELS elements long
c Any value >255 is clipped to 255, and any
c value <0 is clipped to zero.
DO 100 1=1, NPIXELS
N=I2_ARRAY(I)
IF (N .GE. 128) THEN
B_ARRAY(I)=JMIN0 (255, N) -256
ELSE








Computes the SNR between two images as
c SNR = -10 LOG10
c {l/N/2552 i=1,N [( Xli - X2i)2]}






BYTE BLINEA(1024) , BLINEB(1024)
DATA BLINEA/1024*0/ BLINEB/1024*0/
DATA MAX/1024/
REAL*4 SQERR(3), SNR, SNRTOTAL, SUM




c Get the first file name and
obtain info
TYPE *, 'Input file name 1 (no
extension '//
& 'assumes .RED, .GRN, .BLU)
'
CALL LIB$GET_INPUT (TITLEA, '>',LENA)
CALL USER$GET_IMAGE_INFO (
&







'USER$GET_IMAGE_INFO REPORTS FOR TITLE
1:'
TYPE *',
' NLINES = ', NLINESA
TYPE *,
' NPIXELS= ', NPIXELSA
c




TITLEA (: LENA) ,
&
NCOLORSA,










TYPE *, '###ERROR## in User$open_image = ', error
TYPE *, 'Unable to open input images.'
CALL EXIT(SS$ ABORT)
ENDIF
Get the second file name and info
TYPE *, 'Input file name 2 '
CALL LIB$GET_INPUT(TITLEB, '>',LENB)
CALL USER$GET_IMAGE_INFO (





TYPE *, 'USER$GET_IMAGE_INFO REPORTS FOR TITLE 2:'
TYPE *,
'
NLINES = ', NLINESB
TYPE *,
' NPIXELS= ', NPIXELSB
Do some validity checking
IF (NLINESA. NE. NLINESB .OR. NPIXELSA. NE .NPIXELSB) THEN




IF (BYTES_PER_PIXELA .NE. 1 .OR.
& BYTES_PER_PIXELB .NE. 1)THEN
TYPE *, '###SORRY### Current program will only'//














IF (ERROR) THEN . , tt__











Do some more validity checking
IF(NCOLORSB .NE. NCOLORSA) THEN
TYPE *, '###ERROR### Different number of files'//
& ' opened???1

















IF(NWORDS_DIV8*8 . GT . MAX) THEN
TYPE *, '###ERROR### NPIXELS > CURRENT
DIMENSIONS'




Everything is okay to start, attach to FPS
TYPE *, 'ATTACHING TO FPS. . .
'










WRITE (6, 1000) TITLEA, TITLEB
For each image line of each
color...
DO 201 J=l,NCOLORS
DO 200 1=1, NLINES
Read the next line from each
image
READ (LUNA (J) ) (BLINEA(K) , K=l , NPIXELS)
READ(LUNB(J) ) (BLINEB (K) , K=l , NPIXELS)
110
c Send these pixels to the FPS
c and let the FPS calculate sum of
c squares of differences (SN2 vector command)
200 CALL FPS$SEND_LINE(BLINEA,BLINEB,NWORDS_DIV8)
c Retrieve the total sum of squares of diffs
CALL FPS$GET_SN2 (SQERR (J) )
c Compute the SNR
SUM=SUM+SQERR(J)
IF(SQERR(J) .GT. 0 . ) THEN




IF(NCOLORS .GT. 1)WRITE (6, 1001) J, SNR
IF(NC0L0RS .EQ. 1)WRITE (6, 1002) SNR
c Do the next color
201 CONTINUE




Compute the Total SNR if more
than one color
IF(NCOLORS .GT. 1)THEN
IF (SUM .GT. 0.)THEN

















'between: '/, lx,A, /, ix,a; j-,/x
& ZT ~i~,- * t? ' = ',F12.6,
' dB'/)
1001 FORMAT(




= ',F12.6, dB //)
END
