Introduction
We consider Sobolev mappings f ∈ W 1,1 loc (Ω, R 2 ), where Ω is a subdomain of R 2 . Thus, for almost every x ∈ Ω, we can speak of the linear transform Df (x) : R 2 → R 2 , called the differential of f at the point x. The Jacobian determinant J(x, f ) is the determinant of the matrix Df (x), J(x, f ) = det Df (x). We say that a mapping f : Ω → R 2 has finite distortion if the following three conditions are satisfied:
2 ), (ii) The Jacobian determinant J(x, f ) of f is locally integrable, (iii) There is a measurable function K = K(x), finite almost everywhere, such that f satisfies the distortion inequality
Above we used the operator norm of the differential matrix, defined by |Df (x)| = sup |Df (x)h| ; |h| = 1 . The smallest function K(x) for which the distortion inequality (1) holds, is called the outer distortion function of f , and defined by
The operator norm of the differential matrix at (2) has the disadvantage of being insufficiently regular to deal with variational equations. We therefore introduce the outer distortion function
Here
The study of the connection between extremal mappings of finite distortion and harmonic mappings was initiated in [1] and further investigated in [2] . Consider the class
2 )-regular homeomorphisms f : Ω → Ω of finite distortion for which K (x, f ) is integrable in Ω. In this paper, we prove the following result. 
has a unique solution. This extremal map is a C ∞ -diffeomorphism whose inverse is harmonic in Ω .
In [1] , the above result is established for the smaller class F ∩ W 1,2 loc (Ω, R 2 ). Our result shows that the problem has a unique minimizer in the full class W 1,1 loc (Ω, Ω ). The proof given in [1] was based on the natural Sobolev regularity W 1,2 loc -assumption. Roughly speaking, this is the minimal regularity assumption which guarantees that we can integrate by parts against the Jacobian determinant i.e. apply Stokes' theorem. In this light, it looks surprising that we can relax the Sobolev regularity assumption here.
An Identity Theorem 2.1. Let Ω and Ω be planar domains. Suppose
We will split the proof of Theorem 2.1 into two parts. First, we study the Sobolev regularity of the inverse mapping. In the second part we show that the main identity (6) is valid. Our approach is motivated by the recent results in [6] . 
The inverse belongs to W
To do this, we fix a smooth function v : R 2 → R which satisfies the properties
Since f is a homeomorphism in the Sobolev class W 1,1 loc (Ω, Ω ), it is differentiable almost everywhere. This elegant result is due to Gehring and Lehto [5] . Applying the chain rule and the identity |Df
where
Because f is a homeomorphism in the Sobolev class W 1,1 loc (Ω, Ω ), we can apply the change of variable formula and find that
Notice that we claim only the inequality here. Actually, equality appears if f preserves measure zero sets i.e. satisfies the condition (N ). This need not be the case in our setting. For the proof of (9) we refer to [7, Corollary 6.3.1] . Combining (8) and (9) with the estimate |∇v(y)| C r we find that the integral
is bounded above by a constant. For a lower bound we first notice that
Indeed, we may assume that diamf −1 (B r ) = α and that the set f −1 (B r ) contains the origin and the point (0, α). For a.e. 0 < t < α, we have
where by {x 2 = t} we mean a suitable line segment in A, parallel to the x 1 -axis. Integrating over 0 < t < α we obtain the desired inequality (11) . Hence, Hölder's inequality gives us
Now, the claim (7) follows from the boundedness of the integral (10).
Next, we will first prove that f −1 is ACL i.e. absolutely continuous on almost all lines parallel to the coordinate axes. Later, we will realize that the estimate which gives the ACL-property actually also shows that f
loc (Ω , Ω). For the ACL-property, fix an open cube Q such that Q ⊂ Ω . It suffices to show that f −1 is ACL in this cube. By symmetry, it suffices to consider line segments parallel to the x 2 -axis. Assume that Q = I 1 × I 2 . Next, for each Borel set E ⊂ I 1 we define
By the Lebesgue differentiation theorem [11, Theorem 23.5], η has a finite derivative η (y) for almost every y ∈ I 1 . Fix such a y. We will prove that f −1 is absolutely continuous on the segment {y} × I 2 , which proves the claim. Let
, be a union of closed intervals on I 2 whose interiors are mutually disjoint.
Fix a natural number β such that 
.
From the geometry of our covering it follows that the overlapping of A i j is at most 14. Therefore, we have
By taking the upper limit when r → 0 and then letting β → ∞, we conclude that
which proves that f −1 is absolutely continuous on the line segment y × I 2 , as desired. The full claim follows because it is proven in [9, Lemma 2.17] that the estimate (17) guarantees that f
The main identity.
It is well-known [4] , [10, Corollary 1, p.182 ] that a planar homeomorphism of the Sobolev class W 1,2 satisfies the condition (N ). The condition (N ) means that a mapping maps sets of measure zero to sets of measure zero. Therefore,
loc (Ω , Ω), the mapping h is differentiable almost everywhere [5] . This together with (7) and (18) implies that
Therefore, the measure of the set O = {y ∈ Ω ; J(y, h) > 0 and h is differentiable at y} equals |{y ∈ Ω ; Dh(y) = 0}|. First, the change of variable for f gives
By [8, Theorem 1.2.] , the Jacobian determinant of f is strictly positive almost everywhere and we conclude from the definition of K, and the identities (see e.g.
On the other hand, the change of variable formula for h together with the (N ) condition for h and the definition of O gives
The desired identity follows.
Proof of the main theorem
After having the main identity, the claim follows as in [1] . For the convenience of the reader we give the argument also here. Let
In light of the main identity (6), it is equivalent to minimize the Dirichlet problem:
The existence of solutions in h • + W 1,2
• (Ω , R 2 ) to this well-known variational problem is guaranteed by the principles of convex analysis. The uniqueness of the solution follows from the strict convexity of the functional || . || 2 . The only point to make is that such a minimizer lies in H(Ω , Ω). This follows from the fundamental theorem of Radó, Kneser and Choquet, see [3] : if Ω ⊂ R 2 is a bounded convex domain, then each homeomorphism h • : ∂Ω → ∂Ω has a unique continuous extension h : Ω → Ω which is a univalent harmonic map with a non-vanishing Jacobian. Then f = h −1 is a homeomorphism of finite distortion. This extension h is also a solution to the variational problem, and by uniqueness of the minimizer, this extension is the minimizer. Its inverse f is a real analytic diffeomorphism which minimizes (4) by the main identity.
