An intercomparison of aerosol backscatter lidar algorithms was performed in 2001 within the framework of the European Aerosol Research Lidar Network to Establish an Aerosol Climatology ͑EARLINET͒. The objective of this research was to test the correctness of the algorithms and the influence of the lidar ratio used by the various lidar teams involved in the EARLINET for calculation of backscatter-coefficient profiles from the lidar signals. The exercise consisted of processing synthetic lidar signals of various degrees of difficulty. One of these profiles contained height-dependent lidar ratios to test the vertical influence of those profiles on the various retrieval algorithms. Furthermore, a realistic incomplete overlap of laser beam and receiver field of view was introduced to remind the teams to take great care in the nearest range to the lidar. provided. The unknown height-dependent lidar ratio had the largest influence on the retrieval, whereas the unknown reference value was of minor importance. These results show the necessity of making additional independent measurements, which can provide us with a suitable approximation of the lidar ratio. The final stage proves in general, that the data evaluation schemes of the different groups of lidar systems work well.
Introduction
The European Aerosol Research Lidar Network to Establish an Aerosol Climatology ͑EARLINET͒ is a joint project of 22 groups of lidar scientists operating aerosol lidar systems at 24 stations over a large part of Europe plus one group that is focusing on the mathematical problems associated with the retrieval of aerosol properties from lidar observations and one group using a regional atmospheric dust model to simulate all major phases of aerosol desert dust in the atmosphere as well as to validate the model's results compared with lidar observations. The last three groups named in Table 1 , namely, those abbreviated ng, sf, and be in this paper got the opportunity to join the project only in 2002 because of political changes concerning the European Union. The main goal of EARLINET is to establish a comprehensive statistically representative data set of the aerosol vertical distribution. For this purpose, each lidar group performs vertical aerosol soundings on a routine basis three times a week on preselected days and times. Additionally, several special measurements, e.g., of Saharan dust, temporal cycles, rural and urban differences, and long-and medium-range transport, are part of the project. 1 Most of the lidar systems transmit at least two wavelengths between UV and the near-IR spectral regions. A large number of systems are also equipped with Raman channels to detect the inelastic Raman backscattering from nitrogen molecules for deriving quantitative aerosol extinction profiles. 2 Homogeneous and well-established data are key prerequisites for the use of combined data that originate from different systems. Because the establishment of a joint data set and its use in comparative studies are major objectives of EARLINET, specific attention is given to data quality assurance.
Besides instrument intercomparison, 3 a basic exercise to ensure the quality of network measurements is the comparison of the algorithms that are used to calculate the optical parameters from lidar signals.
The importance of such comparisons was shown and proved in publications that described similar networks 4 -6 and was accepted by the public at various conferences. 7, 8 Therefore intercomparisons of algorithms for retrieval as applied by different lidar groups were organized as part of the European Lidar Network. Retrieval of the particle backscatter-coefficient profile from a backscatter lidar is treated in detail in this paper. The retrieval of the particle extinctioncoefficient profile from a Raman lidar was considered briefly in Ref. 9 and will be proposed in more detail in Ref. 10 , i.e., in Part 3 of this series of paper.
In Section 2 we briefly describe the well-known retrieval method as it is applied to backscatter lidar data. In Section 3, procedures for evaluation and data simulation are shown. In Section 4 the results of the intercomparison study are discussed, and finally some conclusions are given.
Method of Backscatter-Coefficient Retrieval from Lidar Signals
The basis of any lidar signal analysis is the lidar equation that describes the receiver signal as a function of atmospheric and system parameters. The lidar equation in its simplest form is valid for quasimonochromatic emission of the laser light, instantaneous scattering, and negligible multiple scattering and coherence:
where P͑, z͒ is the backscattered laser power at wavelength from range z and P 0 ͑͒ is the emitted laser power at wavelength . C is the rangeindependent system constant and O͑z͒ is the overlap function. ␤͑, z͒ stands for the backscatter coefficient and ␣͑, ͒ is the total extinction coefficient. C ϭ Ac L ͞2 depends on efficiency of the detector system, receiving telescope area A, and pulse width of the laser L . The speed of light is c. Different methods can be applied to derive aerosol vertical profiles from lidar measurements. If only elastically backscattered light at one laser wavelength is available, aerosol backscatter profiles can be calculated only if assumptions are made about the relation between aerosol extinction and backscatter coefficients ͑lidar ratio͒ and for the backscatter coefficient at a calibration range. Because there is poor a priori knowledge of the lidar ratio and its profile, we show in this paper and in the companion paper 3 ͑Part 1͒ that the largest uncertainty in retrieving comes from the estimation of the lidar ratio. However, this type of lidar device is widely used because singlewavelength backscatter lidars are the systems that are easiest to operate and because it is at least a by-product of any lidar measurement.
To solve the lidar equation for one wavelength in the simplest case of no gaseous absorption it is useful to split backscatter and extinction into their molecular and aerosol parts and to use only that part of the profile at which the laser beam fully overlaps the field of view of the receiving telescope, i.e., O͑z͒ ϭ 1:
with the extinction coefficient
Assuming that the molecular part of Eq. ͑3͒ can be calculated by use of standard atmosphere conditions or an atmospheric density profile from radiosondes nearby launched, ␣ aer ͑z͒ and ␤ aer ͑z͒ remain two height-dependent unknowns and only one signal has been measured. One usually solves this problem by assuming an ͑a priori unknown͒ relationship between aerosol backscatter and extinction. S aer ͑, z͒ ϭ ␣ aer ͑, z͒͞␤ aer ͑, z͒ is usually called the lidar ratio. It is wavelength and height dependent. The determination of ␤ aer ͑z͒ for one wavelength from Eq. ͑2͒ requires the additional assumption of an unknown constant that represents the height-independent system parameters. To solve the equation for ␤ aer ͑z͒, usually a calibration or reference value ␤ aer ͑, z 0 ͒ is chosen that prescribes the aerosol backscatter at a certain height z 0 . Under these assumptions, the equation for ␤ aer ͑z͒ can be solved following the research of Klett, 11, 12 Fernald et al., 13 and Fernald, 14 using the notation Height-dependent lidar ratio, both integration directions from the calibration point, and the possibility of including radiosonde data. The abbreviations for the lidar groups used here are the same ones that are used in the EARLINET data base.
where S mol ϭ ␣ mol ͑, z͒͞␤ mol ͑, z͒ ϭ 8͞3. Calibration in height z 0 gives system constants P 0 ͑͒C.
can then be solved iteratively downward or upward from z 0 . It is advantageous with respect to the error propagation to chose a height z 0 Ͼ z, i.e., to use calibration in the far range. Molecular absorption is neglected here. Molecular scattering can be calculated from
with refractive index of the air m air , depolarization factor 15 ␥ ͑␥ is 0.0301, 0.0284, and 0.0273 for 350, 550, and 1000 nm, respectively͒, and molecular number density N s ϭ 2.547 ϫ 10 19 cm Ϫ3 for standard atmospheric conditions at ground level ͑ p 0 ϭ 1013.25 hPa, T 0 ϭ 15°C͒. Profiles of temperature T͑z͒ and pressure p͑ z͒ are taken from actual radiosonde measurements or from a standard atmosphere 16, 17 with actual ground values of temperature and pressure. We emphasize once again that two unknown quantities, the particle lidar ratio and the particle backscatter coefficient ␤ aer ͑z 0 ͒ at a suitable reference height z 0 , have to be estimated in the determination of the particle backscatter-coefficient profile after Eq. ͑5͒. The numerical application of Eq. ͑5͒ have been discussed in the literature, identified as the Fernald or the Klett algorithm, for more than 20 years. Contributions to solving the problem are also given in Refs. 18 -21. All those improvements are usually considered in the individual algorithms constructed by the various lidar groups.
Evaluation Procedure and Data Simulation
Determination of the particle backscatter coefficient from a single elastic backscatter signal was investigated as part of our intercomparison of algorithms.
The procedure for the algorithm intercomparison was divided into three stages. Stage 1 is the hardest one because the degree of a priori knowledge available before the retrieval is smallest. The three stages were as follows:
The simulated signals, without any information on the input parameters except on the standard atmosphere used, were distributed to all groups. Each group calculated particle backscatter coefficient profiles, using its own algorithm.
Stage 2: The prescribed lidar ratio profile was provided to all groups. The evaluation was repeated.
Stage 3: The reference value at calibration height was also provided. The evaluation was repeated.
For each stage the results were collected and evaluated by numerical group at the Institute of Mathematics of the Potsdam University, Germany because this group is not involved in experimental lidar work and acted as the referee. The first stage was the most difficult but also the most realistic one, because at that stage lidar-ratio profiles and reference values were unknown. Therefore, not only the correctness and accuracy of the algorithms but also the dependence of the solution on estimates of the lidar ratio and on the reference value were proved. In the third and final stage all parameters were known. So the numerical correctness and stability of the algorithms were definitely tested.
Three cases were developed for the major algorithm intercomparison. Therefore all participating groups, whose names and initials are listed in Table  1 , except groups be, li, ng, and sf, processed three sets of synthetic lidar data, using their individual algorithms. Some specific details of the groups' individual algorithms are presented in Table 1 . Thereby, synthetic lidar signals were used to test the numerical correctness and accuracy of the algorithms as well as the experience of the groups and the limits of the method itself. The three cases with different degrees of difficulty in solving for the backscatter coefficients were calculated with the lidar simulation model of the Institute of Tropospheric Research, Leipzig, Germany.
The simulations were performed by a person who was not involved in the evaluation of these data for the intercomparison study, and the input data were not known to other persons. The Institute of Tropospheric Research's software permits simulation and evaluation, elastically and inelastically, of the dependence of backscattered lidar signals at arbitrary wavelengths on a variety of system parameters for a variable model atmosphere with arbitrary aerosol and cloud layers. Sky background, background noise, and signal noise are considered as well. Atmospheric input parameters are profiles of temperature and pressure used in calculating Rayleigh scattering and profiles of extinction coefficients and lidar ratios for the simulation of aerosol and cloud layers.
In more detail, three different data sets of elastic backscatter signals at wavelengths of 355, 532, and 1064 nm were simulated. A U.S. standard atmo-
. (5) sphere 22 with a ground pressure of 1013 hPa and a ground temperature of 0°C, a tropopause height of 12.0 km, and the isothermal conditions over this layer was assumed. The signal profiles were simulated without signal noise. An incomplete overlap of laser beam and receiver field of view below 250 m was introduced. The simulation of the incomplete overlap should remind the experimenters that one has to take great care when one is working in the nearest range to the lidar, i.e., 100 m to several hundreds of meters, where the overlap function is generally not well known, even if a correction is applied for; see Ref. 23 . Typical system parameters, e.g., laser power and telescope diameter, were used for the calculations. However, they are not of importance for the algorithm intercomparison.
In all cases, only boundary-layer aerosols at heights below 4.5 km were simulated. Minor particle scattering in the free troposphere and the stratosphere was introduced, and no clouds were considered. The three simulation cases represent different atmospheric conditions with increasing degrees of difficulty in data evaluation:
Case 1: The first case did not represent realistic atmospheric conditions. The extinction coefficient was independent of wavelength and changed stepwise from 3 ϫ 10 Ϫ4 m Ϫ1 below 1500 m to 3.5 ϫ 10 Case 2: In the second case a significant aerosol load up to 4000 m was simulated ͓see Figs. 1͑a͒-1͑c͒ . A more realistic, height-dependent extinction coefficient was assumed. In addition, the extinction coefficient changed with wavelength, with highest values for the shortest wavelength and lowest values for the Case 4: Case 4 comprises an additional situation for the lidar groups that joined the EARLINET community later, as mentioned above. The major intercomparison was already finished, and all results were known to the whole community. Therefore an entirely different test had to be used. It will be discussed only briefly. In case 4 a realistic EARLINET evening winter measurement in central Europe near sunset without clouds but with a dominating high- For the first case, which was the easiest one and is not discussed further here, the input profiles of extinction-coefficient and lidar ratio were provided to the participants to permit an exercise with known solutions. Cases 2-4 were used directly for the intercomparison, and the results are presented here.
We compared the retrieval solutions of each group from each stage and case with the input data to determine the systematic errors. The results are discussed in Section 4.
Intercomparison Results
The numerical schemes differ from one other only in some details. Before Eq. ͑5͒ can be applied to measured lidar signals, the signals are averaged over the time interval of interest, corrected for background, and usually spatially averaged, i.e., smoothed. For the synthetic data used here, this procedure was not necessary, except for case 4. In Table 1 , details of the individual algorithms are given to address the following questions:
• Is determination of the backscatter-coefficient profile with height-dependent lidar ratio S aer possible?
• Is integration in Eq. ͑5͒ in forward and backward directions possible?
• Is it possible to use temperature and pressure values from a radiosonde ascent? Tables 2-4 Additionally, here we compare the retrieved profiles and the exact profile. For these reasons, first, we use the term "error" instead of "deviation." Second, the absolute value of the differences must be compared. In detail, if the absolute difference or the relative difference between retrieved profile g r and exact profile g ex at a certain height is ⌬g abs ϭ ͉ g r Ϫ g ex ͉ or
respectively, then the mean absolute error or the mean relative error, respectively, is, as usual, if n height values are compared. Finally, the standard deviation is calculated by
The results for case 2 are shown in detail in Figs. 2 and 3 and are listed in columns 2 and 3 of Tables 2-4. In the first stage the mean relative errors from the exact solution ͑Fig. 2, left͒ were 0 -120%.
Especially for wavelength 355 nm, the errors are very large, whereas with increasing wavelength the mean relative errors become smaller. The mean relative errors over all groups for wavelengths 355, 532, and 1064 nm are approximately 65%, 30%, and 15%, respectively. In the second stage with a known lidar-ratio profile but a still unknown reference value, the mean relative errors from the correct solution ͑Fig. 2, right͒ become visibly smaller and were approximately 0 -30% only. The mean relative errors over all groups for the wavelengths 355, 532, and 1064 nm are approximately 7%, 5%, and 8%, respectively. Stage 2 represents the combined sunphotometerlidar observations. The sunphotometer measures the particles' optical depth, which can be used as a constraint in retrieval of the profile of the backscatter coefficient. The ratio of optical depth to columnintegrated backscatter yields the column lidar ratio. Thus the most appropriate range-independent lidar ratio is known.
The final stage for case 2 is shown in Fig. 3 in more detail, including relative error profiles with sign. First, with increasing knowledge of the input parameters in stages 2 and 3, the mean relative errors decreased to a few percent, well below 5%, within the range 0.3075-3.4875 km. This is true for all wavelengths in almost all individual algorithms; see Fig. 3 and Tables 2-4 . The mean relative error over all groups stays well below 2% for all wavelengths. Second, in the range from 3.5025 to 15.0675 km the mean absolute error over all groups is less than 1 ϫ 10 Ϫ5 ͑km sr͒
Ϫ1
. Both facts indicate that all algo- rithms work well and can generally reproduce the simulated profiles of case 2 if all input parameters are known. Finally, it can be seen from the figures that the overlap effect in the lowest 250 m introduces large errors. As mentioned above, great care has to be exercised in the interpretation of data in the range nearest the lidar.
The results for case 3, which is more realistic, with a height-dependent lidar ratio but still without statistical noise and without clouds, are shown in Figs. 4 and 5 and in columns 4 and 5 of Tables 2-4. For stages 1 and 2 the mean errors are more-or-less in the same range as for case 2. In detail, the mean relative errors over all groups for the first stage for wavelengths of 355, 532, and 1064 nm are approximately 40%, 20%, and 17%, respectively. Moreover, for stage 2 the respective mean relative errors are approximately 10%, 8%, and 7%. For the third stage, the errors are somewhat larger than for case 2 and are caused mainly by the height-dependent lidar ratio. In the range 0.3075-3.0075 km ͑Fig. 5 and Ta- bles 2-4͒ the mean relative error over all groups stays well below 3% for all wavelengths. Only the French group abbreviated pl still has some problems, especially for wavelength 355 nm. That lidar group will need to improve its algorithm. The mean relative errors of the French group for case 3 are ϳ10%. However, all curves ͑including that of the French group͒ have similar values in the final stage ͓Figs. 3͑a͒, 3͑c͒, and 3͑d͒ and 5͑a͒, 5͑c͒, and 5͑d͒. In the range 3.0225-15.0675 km the mean absolute error for all groups is smaller than 1 ϫ 10 Ϫ5 ͑km sr͒
.
The algorithm intercomparison shows that in general the data evaluation schemes of the different lidar groups work well. Differences in the solutions can be attributed mainly to differences in the estimation of input parameters. If the input parameters are known, the remaining mean relative errors are of the order of a few percent.
It should be stated also that, in case 3 situations, combined photometer-lidar observations would be useful. Our simulations indicate that even with a height-dependent lidar ratio the solution for the The unknown reference value was of minor importance for the cases presented here, because height regions with dominating Rayleigh scattering were present in all cases. It should be mentioned, however, that such is not necessarily the case under realistic atmospheric conditions. Especially at 1064 nm, particle scattering often dominates the signals in the entire measurement range, which may cause additional errors that are not discussed here.
Case 4, the additional intercomparison, showed more-or-less the same qualitative behavior for stages 1, 2, and 3. In Fig. 6 the results of stage 3 for 355 and 532 nm show that the data evaluation schemes of the groups abbreviated li, ng, and sf work well, too. We remark that group be did not participate in case 4 because it uses exactly the same algorithm as group mi. Additionally, group li participated in case 4 because the development of its own algorithm was not finished for the major intercomparison.
In detail, the mean relative errors in stage 3 in the ranges 322.5-1987.5 m, i.e., in the lower layer, and 3217.5-3892.5 m, i.e., in the upper layer, are 11.35% Ϯ 12.6% and 15.2% Ϯ 10.6% for group li and 6.14% Ϯ 8.9% and 26.8% Ϯ 29.2% for group ng for wavelength 355 nm and are 7.35% Ϯ 6.3% and 11.7% Ϯ 16.2% for group li, 6.8% Ϯ 6.7% and 10.8% Ϯ 8.0% for group ng, and 14.51% Ϯ 19.61% and 10.96% Ϯ 12.3% for group sf for wavelength 532 nm. The mean relative errors show the same qualitative behavior as for case 3 with respect to wavelengths 355 and 532 nm. They are bigger for the smaller wavelength. Furthermore, the errors in general are smaller in the lower layer. In contrast to case 3, case 4 includes realistic signal noise. For this reason the values of the mean relative errors are bigger as for case 3 and, therefore, are not directly comparable.
Some additional remarks are in order. First, ͑1͒ groups at and th use only the wavelengths 355 and 532 nm at their lidar stations, ͑2͒ the lidar of group lk emits only at 355 nm, and ͑3͒ the lidar of group sf emits only at 532 nm. Therefore those groups did not perform evaluations at 1064, 532, and 355 nm, respectively. Second, groups na and po use a joint algorithm. Finally, groups mi and be deal with another joint algorithm.
Conclusions
An intercomparison of backscatter algorithms has been performed in three stages that represent increasing knowledge of the necessary input parameters. In stage 1 neither the necessary reference value nor the height-dependent lidar ratio was given. In stage 2 the prescribed lidar ratio was provided, and in stage 3 the reference value was also given. It became clear that the estimation of the lidar ratio that is required for real measurements has a large effect on the calculated aerosol backscatter profile. The calculated profiles can differ by more than 50% if no information on the lidar ratio is available. This effect decreases with increasing wavelength. Therefore additional measurements, such as sunphotometer observations, are of importance because they can provide the needed lidar-ratio information.
The effect of the reference value was rather small in the chosen cases; however, at 1064 nm the result can depend strongly on this value, which also has to be estimated for real measurements. The errors of the algorithms themselves, when all input parameters were known, were tested in stage 3. The remaining mean relative errors of the calculation in cases 2 and 3 are at the order of 2%-4% and can be regarded as negligible when they are compared to the uncertainties caused by misestimation of the input parameters' lidar ratio and reference value.
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