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1 Introduction
The two-dimensional (2D) conformal field theories (CFT’s) have a wide application in the
description of the scaling and universality behaviour of the 2D statistical systems at the
second order phase transition points. They play also a basic role in the description of the
string theories providing the symmetry of the worldsheet. As was shown in [1] the specific
properties of the reducible representations of the Virasoro algebra (describing the so called
minimal models) allows one to solve the conformal bootstrap and to find the the exact
critical exponents, the explicit multipoint correlation functions of the fields and finally to
obtain the full structure of their associative operator product expansion (OPE) algebra. The
different conformal models, characterized by the value of the central charge c and their 2D
operator content, describe different universal behaviours of the statistical systems near the
critical point. In this sense the classification of the universality classes in two dimensions is
equivalent to exhausting the minimal models of all possible extensions of the Virasoro algebra
(e.g. supersymmetry, W -algebras etc.). The solution of this problem in the context of string
models will provide us with all the possible classical string backgrounds. Another example
of 2D CFT is the Lioville field theory (LFT). It has been studied actively for its relevance for
non-critical string theories and 2D quantum gravity. This theory is also interesting on its own
as an example of irrational CFT. Most of the CFT formalism developed for rational CFT’s
do not apply to this class of theories mainly because they have continuously infinite number
of primary fields. Various methods have been proposed to derive the structure constants
and the reflection amplitudes, which are basic building blocks to complete the conformal
bootstrap [2].
As mentioned above a natural generalization of the 2D CFT is its N = 1 supersymmetric
extension. Two kinds of fields appear in this theory belonging to the so called Neveu-Swartz
(NS) and Ramond (R) sectors respectively. An important technical problem is their full
description in the supersymmetric minimal models. It turns out that the construction of the
NS sector of these models requires a slight modification of the Virasoro algebra methods only
[1]. The difficulties with the fusion rules and multipoint functions of the Ramond fields are
connected with the double valuedness of the supercurrent G(z): G(e2πiz) = eikπG(z), k = 0, 1
in the presence of the R fields. Because of that the direct generalization of of the NS sector
null vector’s method to the R sector seems to be ineffective. A more constructive and
certainly more powerful approach to the minimal models is the Coulomb gas representation
proposed in [3] for the Virasoro algebra models. In the case of N = 1 superconformal
minimal models the Coulomb gas method was developed in [4] and [5]. One could further
consider N = 1 minimal models defined on hyperelliptic surfaces. It turns out that they also
can be described by a generalized Coulomb gas representation. The partition function of the
models on such Z2 surfaces are then constructed in terms of the correlation functions of fields
from the twisted sector of the corresponding branched sphere models. It is interesting to
investigate also the renormalization group properties of the supersymmetric minimal models
SMp perturbed by the least relevant field. The first order corrections were obtained in [6].
It was argued that there exists an infrared (IR) fixed point of the renormalization group
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(RG) flow which coincides with the minimal superconformal model SMp−2. It is interesting
to check this result in the second order of the perturbation theory. Calculation up to the
second order is always a challenge even in two dimensions. The problem is that one needs
the corresponding four-point function which is not known exactly even in two dimensions.
Fortunately, in the scheme proposed in [7] one needs the value of this function up to the
zeroth order in the small parameter ǫ describing the dimension of the perturbing field. In
addition to the minimal superconformal models one can consider the example of an irrational
CFT - the N = 1 supersymmetric LFT (SLFT). This model has some motivations. It is
applicable to the superstring theories and the 2D supergravity with fermionic matter fields.
One can also understand the role of the extended conformal symmetry in the irrational
CFT’s by studying this model. The methods used for the bulk LFT (in obtaining the
3-point functions for example) could be applied successfully to SLFT although the latter
becomes algebraically more complicated. It is interesting to extend this formalism to the
CFT defined in the two-dimensional space-time geometry with a boundary condition (BC)
which preserves the conformal symmetry. It is known [8] that the conformally invariant
BC’s can be associated with the primary fields for the case of rational CFT’s. It has been
an issue whether this could be extended to the irrational theories. Another motivation is to
understand open string theories in various nontrivial background space-time geometries.
The Vrasoro and theN = 1 superconformal minimal models are just the first two members
of a more general infinite series of the so called coset models. More precisely, let us consider
a model M(k, l) based on the symmetric coset sˆu(2)k × sˆu(2)l/sˆu(2)k+l, k and l are integers
[9]. It is written in terms of the sˆu(2)k WZNW models of level k. The WZNW model is a
conformal theory with a stress-energy tensor given by the Sugawara construction:
Tk(z) =
1
k+2
J2(z) where Ja(z) is the sˆu(2) current. The central charge of the corresponding
Virasoro algebra is ck =
3k
k+2
. The coset theory M(k, l) is then also a conformal field theory
with a stress tensor T = Tk + Tl − Tk+l. The resulting central charge can be read from this
construction and is labeled by the two integers k and l. The dimensions of the primary fields
φm,n(l, k) of the minimal coset models are known [10] and are labelled by the integers m,n
and an additional integer number s. It is known [10, 11, 12] that the coset theory M(k, l)
possesses a larger parafermionic-like symmetry. The simplest (lowest dimensional) current
A(z) for example has a dimension ∆A =
l+4
l+2
. For l = 2 it coincides with the supercurrent
G(z) of the superconformal theory, for l = 4 the corresponding current generates the well
known 4/3-parafermionic series of models. In general, under this symmetry the primary fields
are divided in sectors labelled by the integer s. The problem of the description of the coset
theory in terms of the representations of the parafermionic algebra lies in the difficulty with
its nonlocal nature. Because of that it is not well understood. We will present in Section
4 another recursive construction of M(k, l) based on the product of lower level models.
Another interesting problem is the investigation of the renormalization group properties of
the coset models perturbed by the least relevant field, in the lines of what was done for the
Virasoro and N = 1 superconformal theories.
The conformal theories with N = 2 supersymmetry are natural generalizations of the
N = 0 (Virasoro) and N = 1 superconformal theories. The extended N = 2 superconfor-
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mal symmetry in two dimensions [13] plays an important role in the classification and the
construction of the classical superstring vacua, giving rise to N = 1 SUSY models in four
dimensions [14]. The different ways to realize explicitly such vacua and the corresponding
low-energy effective action [15] are mainly based on the properties of appropriate N = 2 su-
perconformal models. In principle all the properties of the effective four-dimensional theory
we wish to have can be encoded as specific properties of the 2D N = 2 superconformal mod-
els realizing the corresponding superstring compactification. For example the fusion rules
(FR’s) and the structure constants determine the Yukawa couplings of the massless low-
energy particles and the N-point functions of the 2D fields (representing the vertices of these
particles) are the main ingredients in the construction of the 4D scattering amplitudes. All
these issues make it interesting the classification of the N = 2 superconformal models with
c ≤ 9 and the systematic study of their properties. An important point in the realization
of this program is the full description of the minimal models or the N = 2 unitary discrete
series [16, 17] and of the specific tensor products of these models. According to Gepner’s
compactification scheme [18] they are related to certain Calabi-Yau non-linear sigma models.
Different elements, needed for the explicit construction of the N = 2 minimal models can be
found in [19]. The remaining open problems are mainly related to the appropriate descrip-
tion of the Ramond (R) and twisted (T) sectors of the minimal models, to the computation
of the 4-point functions of all the fields in NS, R and T sectors, the corresponding structure
constants and the FR’s.
The N = 2 SLFT is instead an example of an irrational CFT which has continuously
infinite number of primary fields. In spite of the extended symmetry, it turns out that
exact correlation functions of the N = 2 SLFT are much more difficult to derive than the
N = 0 and N = 1 cases. The main reason is that the N = 2 SLFT has no strong-weak
coupling duality. The invariance of the LFT and the N = 1 SLFT under b → 1/b is
realized when the background charge changes to b + 1/b from its classical value 1/b after
quantum corrections [20]. All the physical quantities like the correlation functions depend
on the coupling constant through this combination. This duality as well as the functional
relations based on the conformal bootstrap methods are essential ingredients to obtain exact
correlation functions uniquely for N = 0 [2] and N = 1 LFT [21] and their boundary
extensions. Differently, the N = 2 SLFT is not renormalized and no duality appears. This
non-renormalization is a general aspect of the N = 2 superconformal field theories in two
dimensions. Without the self-duality the functional relations satisfied by the correlation
functions cannot be solved uniquely. In [22], an N = 2 super-CFT has been proposed as a
dual theory to the N = 2 SLFT under the transformation b→ 1/b.
It is of special interest to study the N = 2 SLFT in the presence of a (super) conformally
invariant boundary. Computing the corresponding one-point functions is more complicated
than in the case of N = 0 and N = 1 SLFT. The standard approach for the computation of
the one-point functions is the conformal bootstrap method [23, 24, 25] which can generate
functional relations using the conformally invariant boundary actions as boundary screening
operators. The boundary action of the N = 2 SLFT has been derived in [26]. But the N = 2
SLFT with this boundary action is not self-dual either and one needs to know the boundary
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action of the dual N = 2 theory. Without this one cannot solve the functional relations
uniquely. Due to the non-locality of the bulk action of the dual N = 2 theory the method
used in the N = 2 SLFT [26] seems not be applicable. We need a different approach. One
possibility is to use the so called modular bootstrap. The modular bootstrap method is a
generalization of the Cardy formulation for the conformal BC’s to the irrational CFT’s. We
can first derive the one point functions from the modular transformation properties. Then
we relate them to the bulk and boundary actions of the N = 2 SLFT and its dual theory by
the conformal bootstrap method.
It is known [27] that in the LFT an infinite set of relations hold for the quantum operators.
These equations relate different basic Liouville primary fields Vα(z) (represented by the
vertex operators exp(αφ). They are parameterized by a pair of positive integers (m,n) and
are called ”higher equations of motion” (HEM), because the first one (1, 1) coincides with
the usual Liouville equation of motion. Higher equations turn out to be useful in practical
calculations. In particular, they were used to derive a general 4-point correlation function
in the minimal Liouville gravity. Similar operator valued relations have been found also for
the N = 1 SLFT [28]. It is intriguing to understand if such relations appear also for the
extended N = 2 SLFT.
The two dimensional integrable system is a classical or quantum field theory with the
property of having an infinite number of local integrals of motion in involution (LIM). This
kind of symmetry does not allow the determination of the most interesting features of the
system because of its Abelian character. Instead, the presence of an infinite dimensional
non-Abelian algebra could complete this Abelian algebra giving rise to the possibility of
building its representations, i.e. the spectrum of local fields. One could call this non-
commutative algebra a spectrum generating algebra. In different models the presence of
this spectrum generating symmetry is often connected to the Abelian one. This is the case
of the simplest integrable quantum theories–the 2D CFT’s–their common crucial property
being their covariance under the infinite dimensional Virasoro symmetry. Indeed, the highest
weight representations of this algebra classify all the local fields in the 2D CFT’s and turn
out to be reducible because of occurrence of vectors of null Hermitian product with all the
other vectors, the so called null-vector. The factorization by the modules generated over
the null-vectors leads to a number of important algebraic-geometrical properties such as
fusion algebras, differential equations for the correlation functions etc. Unfortunately, this
beautiful picture collapses when one pushes the system away from criticality by perturbing
the original CFT with some relevant local field. From the infinite dimensional Virasoro
symmetry only the Poincare subalgebra survives the perturbation. Consequently, one of
the most important open problems in 2D integrable quantum field theories (IQFT’s) is the
construction of the spectrum of local fields and the computation of their correlation functions.
Actually, the CFT possesses a biggerW -like symmetry and in particular it is invariant under
an infinite dimensional Abelian subalgebra of the latter [29]. With suitable deformations,
this Abelian subalgebra survives the perturbation resulting in the so called LIM. As we
noticed, being Abelian this symmetry does not carry sufficient information and in particular
one cannot build the spectrum of an integrable theory by means of the LIM alone. It has
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been conjectured in [30] that one could add to the LIM I2m+1 non-commuting charges J2m
in such a way that the resulting algebra would be sufficient to create all the states of a
particular class of perturbed theory, the so called restricted sine-Gordon theory. Therein
it was also discovered that a sort of null-vector condition appears in the above procedure
leading to certain equations for the form-factors.
One of the simplest integrable field theories is the 2D sine-Gordon (SG) model. It possesses
an infinite number of conserved charges I2n+1, n ∈ Z in involution. It is known [31] that the
SG theory possesses also an infinite dimensional symmetry provided by the sˆl(2)q algebra.
However, this symmetry connects the correlation functions of the fields in the same multiplet
without giving a sufficient information about the functions themselves. It is known also
to some extent that there should be another kind of symmetry present in the SG theory.
Actually, it could be obtained as a particular scaling limit of the so called XY Z-spin chain
[32]. The latter is known to possess an infinite symmetry obeying the so called Deformed
Virasoro algebra (DVA) [33]. It is natural to suppose that in the scaling limit, represented by
SG, there should be some infinite dimensional symmetry, a particular limit of DVA. What
remains unclear is how this symmetry is realized in SG theory, for example what is the
action of the corresponding generators on the exponential fields, what kind of restrictions it
imposes on their correlation functions etc.
In a 2D integrable QFT which can be realized as a CFT perturbed by some relevant oper-
ator it is well known that any correlation function of local fields Oa(x) in the short distance
limit can be reduced down to the one-point functions < O′a(x) > by successive application
of the operator product expansion [34]. These vacuum expectation values (VEV’s) contain
important information about the IR environment. Important progress has been made con-
cerning the evaluation of some VEV’s in different integrable QFT - for example the VEV’s
of exponential fields in the sinh-Gordon and SG models [35] and in the Bullough-Dodd (BD)
model with real and imaginary coupling [36]. However, the higher order corrections to the
short distance expansion of the correlation functions involve the VEV’s of the descendent
fields. The knowledge of these quantities improves the analytical prediction for the short dis-
tance expansion of the correlation functions which can be better compared with the results
obtained from the numerical study of the model.
2 N = 1 superconformal theories
In this Section we present a detailed discussion of the Ramond sector of the superconformal
models and the explicit structure of the OPE algebras of the fields of these models. It
appears that all the elements of our construction: vertices, screening operators, 3- and 4-
point functions etc. can be written in terms of of the Ising model fields σ(z), ψ(z) and a free
scalar field φ(z). These constructions allow us to find the fusion rules (FR’s) for the R and
NS fields. The main advantage of the Ramond Coulomb gas method lies in the calculation of
the multipoint correlation functions. An important step in the construction of the 2D models
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(combining both the left and right chiral ones) is the requirement of the crossing symmetry
of the 4-point functions. The solution of this problem allows us to calculate explicitly the
operator content of the 2D N = 1 superconformal models and the exact structure constants
of the OPE algebra of the fields of the model. Next, we describe also the superconformal
minimal models on a restricted class of surfaces which can be represented as a double covering
of the branched sphere. Such surfaces are known as hyperelliptic surfaces. The strategy we
use is to reduce the genus g problem to the corresponding g = 0 problem. The partition
function is computed using a generalized Coulomb gas representation.
We are interested also in the renormalization group properties of the superconformal
minimal models SMp perturbed by the last component of the superfield Φ1,3 in the second
order of the perturbation theory. We present the computation of the conformal blocks in
the NS sector and the mixed conformal blocks of NS and R fields. The computation of the
beta-function and the IR fixed point confirms that it coincides up to second order with the
model SMp−2. The matrix of anomalous dimensions for certain NS and R fields are also
computed. The results are in perfect agreement with the conjectured RG flow.
Finally, we consider the N = 1 supersymmetric LFT which is an example of irrational
CFT. We propose exact expressions for the 3-point correlation functions in NS and R sectors
of the theory. Using the reflection properties of the Liouville vertex operators we introduce
the so called reflection amplitudes for the NS and R fields. We then extend our considerations
to a supersymmetric LFT defined in the 2D space-time geometry with a boundary condition
(BC) which preserves the (super-) conformal symmetry. We use the functional relation
method for the boundary SLFT with super-conformal boundary action [23] to derive the
one-point function of a bulk operator and correlation functions of two boundary operators for
a given conformal BC. Here the conformal BC is denoted by a continuous parameter related
to the coupling constant in the boundary action. Another development is to generalize this
method to the boundary SLFT defined in the Lobachevskiy plane, or the pseudosphere. We
show that in both cases the results are consistent with the Cardy formalism [8]. We also
show that the boundary 2-point functions of the (NS) boundary operators satisfy the same
relation as those of the LFT.
The results of this Section have been published in [5, 21, 25], [37]-[41], (1.-8.).
2.1 N = 1 minimal models
The infinite superconformal algebra in two dimensions (2D) splits into a direct sum of two
algebras: a left one generated by the stress-energy tensor T (z) (of dimension 2) and its
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fermionic superpartner G(z) (of dimension 3
2
) [4]:
T (z1)T (z2) =
c
2z412
+
2T (z2)
z212
+
1
z12
∂T (z2) + . . . , (2.1)
T (z1)G(z2) =
3
2z212
G(z2) +
1
z12
∂G(z2) + . . . ,
G(z1)G(z2) =
2c
3z312
+
2
z12
T (z2) + . . .
and a right one defined by the corresponding singular terms in the OPE of T¯ (z¯) and G¯(z¯).
We shall restrict our discussion in the following to the ”chiral”, one-dimensional part, leaving
the 2D construction for the end of this Section.
The two different boundary conditions for the supercurrent G(e2πiz) = ±G(z) imply two
different Laurent mode expansions:
G(p)(z) =
∑
n∈Z
G
(p)
n+1/2
zn+2
, G(a)(z) =
∑
n∈Z
G
(a)
n
zn+3/2
while the stress-energy tensor has the usual mode expansion:
T (z) =
∑
n∈Z
Ln
zn+2
Then the OPE’s (2.1) take the well known form of the Neveu-Schwarz (NS) and Ramond
(R) algebras:
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0, (2.2)
[Ln, Gα] = (
n
2
− α)Gn+α,
{Gα, Gβ} = 2Lα+β + c
3
(α2 − 1
4
)δα+β,0
where α, β ∈ Z + 1/2 for the NS sector and α, β ∈ Z for the R sector. According to [4] we
can define the primary states |∆ > corresponding to the lowest weight representations of the
superalgebra (3.124) requiring:
Ln|∆ >= Gα|∆ >= 0, (n, α > 0), L0|∆ >= ∆|∆ > . (2.3)
Since in the Ramond sector a G(z) zero mode appears:
[G0, L0] = 0, G
2
0 = L0 −
c
24
the lowest energy Ramond state is doubly degenerate (for ∆ 6= c
24
), i.e. both states |∆,± >
defined as:
G0|∆,+ >= |∆,− >, G0|∆,− >= (∆− c
24
)|∆,+ >
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correspond to the same eigenvalue ∆ of L0. Introducing the invariant vacuum state |0 >:
Ln|0 >= Gα|0 >= 0, n ≥ −1, α ≥ −1
2
we can represent the NS state |∆ > in terms of the NS primary superfields
Φ∆(z, θ) = φ∆(z) + θψ∆+1/2(z):
|∆ >= φ(0)|0 >, G−1/2|∆ >= ψ(0)|0 >
In the OPE language these algebraic properties of the primary fields have the form:
T (z1)φ(z2) =
∆
z212
φ(z2) +
1
z12
∂φ(z2) + . . . , (2.4)
G(z1)φ(z2) =
1
z12
ψ(z2) + . . . ,
G(z1)ψ(z2) =
2∆
z212
φ(z2) +
1
z12
∂φ(z2) + . . .
Using the mode expansion of T (z) and G(z) one obtains from (2.4) the Ward identities:
[Ln,Φ(z, θ)] =
(
zn+1∂ + (n+ 1)zn(∆ +
1
2
θ
∂
∂θ
)
)
Φ(z, θ), (2.5)
[Gn+ 1
2
,Φ(z, θ)] = zn
(
z(
∂
∂θ
− θ ∂
∂z
)− 2∆(n + 1)θ
)
Φ(z, θ).
The R-primary states are created from the NS vacuum by the corresponding Ramond
primary fields R±∆(z):
|∆,± >= R±∆(0)|0 > (2.6)
The latter have the following OPE with the supercurrent:
G(z1)R
±
∆(z2) =
a±(∆)
z
3/2
12
R∓∆(z2) + . . . , (2.7)
where:
a+(∆) = 1, a−(∆) = ∆− c
24
(2.8)
and the OPE with the stress-tensor is the same as for theNS fields. It is clear from the OPE’s
(2.4) and (2.7) that the fields from the NS and R sectors realize different analytic behaviour
of the supercurrent - periodic and antiperiodic respectively, which is a manifestation of the
hidden Z2 symmetry of of the N = 1 superconformal theories. Correspondingly, NS fields
describe the even and R fields the odd sectors of such theories with respect to this discrete
symmetry. We shall also use a diagonal basis for the Ramond fields:
G(z1)R˜∆(z2) = ∓ 1
z
3/2
12
√
∆− c
24
R˜∆(z2) + . . .
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(for ∆ 6= c
24
) and we defined:
R˜∆ =
√
∆− c
24
R+ ± R−.
It is well known [4] that the (reducible) unitary representations of the N = 1 supercon-
formal algebras given by:
c =
3
2
− 12
p(p+ 2)
(2.9)
∆n,m =
((p+ 2)n− pm)2 − 4
8p(p+ 2)
+
1
32
(1− (−1)n−m)
(n−m ∈ 2Z for the NS sector and n−m ∈ 2Z+1 for the R sector) determine an infinite series
of exactly solvable minimal models. The basic property of the superconformal representa-
tions (or superconformal families) [φ∆n,m ] is that at level
1
2
nm there exist descendent fields
φ∆n,m+ 12nm
which are again primary fields. Then the covariant condition φ∆n,m+ 12nm
= 0
separates the irreducible part of the representations [φ∆n,m]. In the NS sector these null
vector conditions, together with the Ward identities (2.5) lead to differential equations for
the n-point functions of the fields φ∆n,m. These equations allow one to find explicitly for
example the corresponding fusion rules. This was explained in details in [42, 37].
The difficulties with the application of this method for the Ramond fields come from the
branch cut singularity in the OPE (2.7). In [5] it was described a modification of the null
vector’s method based on the specific analytic properties of the Ramond fields. It consists
basically in defining an auxiliary correlation function in which the branch cut is cancelled by
multiplying the original function with a suitable power of the coordinates. Then, the OPE
(2.7) and the null vector condition lead to an equation for the original correlation function.
We omit here the explicit calculations since the Coulomb gas construction that we present
below turns out to be more powerful. We shall only consider in more details the computation
of the Ising model 4-point functions, which is performed using a similar null vector technics,
since they are important elements of the Ramond Coulomb gas construction [38].
Let us consider the semi-direct sum of the Virasoro algebra and the algebra of the Laurent
coefficients ψn of the antiperiodic Majorana field:
ψ(z) =
∑
n∈Z
ψn
zn+1/2
, ψ(e2πiz) = −ψ(z),
[Ln, ψm] = −(n
2
+m)ψn+m, (2.10)
{ψn, ψm} = δn+m,0
which is an analog of the Ramond sector for the case of the Ising model. Because of the zero
mode of the fermion:
[L0, ψ0] = 0, ψ
2
0 =
1
2
11
the lowest energy state of this algebra, |σ± >, is doubly degenerate and has dimension
∆± = 1
16
. The ”spin fields” corresponding to this ”Ramond states” |σ± >= σ±(0)|0 >
produce a branch cut singularity of the antiperiodic fermionic field:
ψ(z)σ±(w) =
√
1
2(z − w)σ
∓(w) + . . . .
We shall also use a diagonal basis σ˜ = 1√
2
(σ+ ∓ σ−) with the following OPE:
ψ(z)σ˜(w) = ∓
√
1
2(z − w) σ˜(w) + . . . . (2.11)
The SL(2, R) invariance allows to write the 4-point function of the field σ(z) in the form:
F(z) = lim
w→∞
w1/8 < σ(w)σ(z)σ(1)σ(0) >= z1/8(1− z)−1/8f(z).
The ”null vector method” used in the case of Ramond fields in [38] can be applied also
for the above function in the Ising model. Namely, the singular part of the OPE (2.11) and
the first level null vector of the Ising algebra:(
L−1 − 1
2
ψ−1ψ0
)
|σ >= 0
allow us to find a first order differential equation for the unknown function f(z):
4z
df
dz
− 1√
1− 1
z
(
1−
√
1− 1
z
)
f(z) = 0.
The final solution reads:
F(z) =
√
1
2
z1/8(1− z)−1/8
√
1 +
√
1− 1
z
. (2.12)
The normalization is fixed by the OPE (2.11) and by normalizing the two-point function of
the spin field to one.
Repeating the same procedure for the 4-point function:
F˜(z) =< σ˜(∞)σ(z)σ˜(1)σ(0) >
we obtain a similar result:
F˜(z) =
√
1
2
z1/8(1− z)−1/8
√
1−
√
1− 1
z
. (2.13)
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This method, together with the OPE:
ψ(z1)ψ(z2) =
1
z12
+ 2z12T (z2) + . . .
leads to a recursive equation for the following correlation function:
GN(z, vi) =< σ(∞)σ(z)σ(1)
N∏
i=1
ψ(vi)σ(0) > . (2.14)
The solution of this equation can be written in the form of the Wick-like theorem:
GN(z, vi) =
( N∏
i=1
fi(vi, N − i+ 1) +
∑
all<ij>
N−2∏
l 6=i,j
flgij + (2.15)
+
∑
all<ij>,<k,l>
N−4∏
p 6=ijkl
fpgijgkl + . . .
)F(z)
where:
fi(vi, N) =
√
1
2
(√
z − 1
1− vi + (−1)
n+1
√
z
vi
)√
(1− vi)vi
z − vi ,
gij =
(−1)i+j−1
vij
√
vi(1− vi)(z − vi)
vj(1− vj)(z − vj) .
As we will se below these functions are an important ingredient in the calculation of the
4-point functions of the Ramond fields.
The natural language for the description of the two-dimensional minimal models is the so
called Coulomb gas construction. Its generalization to the case of of N = 1 superconformal
models is based on the free scalar (chiral) superfields S(z, θ) = φ(z) + θψ(z) (and antichiral
S¯(z¯, θ¯)) with the action:
A(S, S¯) =
2
π
∫
dzdz¯(
1
2
∂φ∂¯φ¯− ψ∂ψ¯). (2.16)
It follows from this action that the propagator is given by:
< S(z1, θ1) S (z2, θ2) >= − ln zˆ12
R
, (2.17)
zˆ12 = z1 − z2 − θ1θ2
(R is the infrared cut-off). In this language the superfields of the conformal grid are con-
structed in terms of the so called NS vertices:
Vα(z, θ) =: e
iαS(z,θ) :, α ∈ R. (2.18)
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where :: defines certain normal ordering.
Actually, the action (2.16) leads to a free theory with central charge c = 3
2
. The construc-
tion which leads to the anomalous central charge:
c =
3
2
− 12
p(p+ 2)
(2.19)
is generated by the modified action:
A(S, S¯) = 2
π
∫
dzdz¯dθdθ¯(
1
2
DSD¯S¯ − 2iα0Rˆ(S + S¯) (2.20)
where Rˆ is the curvature superfield. The latter can be chosen such that its inclusion in
(2.20) is equivalent to an introduction of a vertex operator exp(−2iα0S) at infinity. Then
the correlation function:
<
N∏
i=1
Vαi(zi, θi) >=
∫
DSDS¯
N∏
i=1
eiαiS(zi,θi)e−A(S,S¯) (2.21)
calculated with the modified action should satisfy the neutrality condition:
N∑
i=1
αi = 2α0 (2.22)
(in order to cancel the cutoff dependence). For instance, the only non-zero two-point function
is:
< Vα(z1, θ1)V2α0−α(z2, θ2) >= zˆ
−α(α−2α0)
12
and therefore the vertices Vα and V2α0−α represent fields with the same dimension:
∆(α) = ∆(2α0 − α) = 1
2
α(α− 2α0). (2.23)
From the action (2.20) we can derive the expressions for the stress energy tensor and the
supercurrent:
T (z) = −1
2
((∂φ)2 − ψ∂ψ) + iα0∂2φ, (2.24)
G(z) = iψ∂φ + 2α0∂ψ
and the central charge is a function of the charge at infinity α0:
c =
3
2
− 12α20. (2.25)
Thus the different superconformal minimal models are parameterized by their charges at
infinity:
α20 =
1
p(p+ 2)
. (2.26)
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In the Coulomb gas construction the 4-point functions of the NS fields (of the same
dimension) are defined as [4]:
<
∏4
k=1 φ∆(zk, θk) >=
∮
Ci
∏n−1
i=1 dζidvi
∮
Cj
∏m−1
j=1 dηjdwj (2.27)
< Vα(z1, θ1)Vα(z2, θ2)V2α0−α(z3, θ3)Vα(z4, θ4)
∏n−1
i=1 < Vα+(vi, ζi)
∏m−1
j=1 Vα−(wj, ηj) > .
The superinvariant dimensionless screening operators:
J± =
∮
C±
dθdzVα±(z, θ) ∼
∮
C±
dzψ(z)eiα±φ(z) (2.28)
with charges and dimensions:
α± = α0 ±
√
α20 + 1, ∆(α±) =
1
2
α±(α± − 2α0) = 1
2
(2.29)
are introduced in (2.27) in order to screen the extra charge 2α. They generate non trivial
solutions of the neutrality condition (2.22):
αn,m =
1
2
((1− n)α+ + (1−m)α−) . (2.30)
This quantization of the charges of the superfields leads to the well known quantization
of the dimensions of the minimal models:
∆n,m =
1
8
(
(nα+ +mα−)2 − (α+ + α−)2
)
which exactly coincides with the Kac formula (2.9) if n−m ∈ 2Z.
The Ramond fields of the minimal models should have the same stress-energy tensor T
and the supercurrent G as the NS fields. The only difference is that in this case G(z) has to
be an antiperiodic field and therefore we have to impose antiperiodic boundary conditions
on the free Majorana field ψ(z). Because of that the scalar field φ(z) and ψ(z) cannot be
combined in a superfield multiplet.
As it was explained in details in [5], the spin fields σ and σ˜ (corresponding to the lowest
energy states of ψ(z)) play an important role in the construction of the Ramond vertices.
Namely, one can define the latter as follows:
R˜α(z) = σ˜(z) : e
iαφ(z) : . (2.31)
The direct inspection based on the expression for the super stress-energy tensor (2.24), eq.
(2.11) and the Wick theorem for the free fields shows that the Ramond vertices satisfy (2.4),
(2.7) with dimensions given by:
∆R(α) =
1
16
+
1
2
α(α− 2α0). (2.32)
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In fact, we have:
G(z1)Rα(z2) =
α− α0√
2(z1 − z2)3/2
Rα(z2) + . . . ,
and a simple algebra gives: √
1
2
(α− α0) = ±
√
∆R(α)− c
24
.
Therefore the vertex (2.31) form a correct representation of the Ramond algebra.
Accepting that the screening operators J± are the same as for the NS sector:
J± =
∮
C±
dzψ(z)eiα±φ(z) (2.33)
with antiperiodic ψ(z), we can construct the correlation function of four Ramond fields (of
equal dimensions) modifying the NS average procedure (2.27):
<
∏4
k=1R∆(zk) >=
∮
Ci
∏n−1
i=1 dvi
∮
Cj
∏m−1
j=1 dwj (2.34)
< Rα(z1)Rα(z2)R2α0−α(z3)Rα(z4)
∏n−1
i=1 < ψe
iα−φ(vi)
∏m−1
j=1 ψe
iα+φ(wj) > .
Since the neutrality condition implies that one has again the same charge quantization
(2.30) the dimensions (2.32) are quantized in accordance with the Kac formula (2.9):
∆Rn,m =
1
16
+
1
8
(
(nα+ +mα−)2 − (α+ + α−)2
)
(2.35)
where now n−m ∈ 2Z + 1. This screening procedure works well also in the case of mixed
R-NS correlation functions and in the general case of multi-point functions.
The screening procedure (2.27) and the neutrality condition (2.22) applied to the three-
point functions generate the fusion rules for the fields of a given minimal model. In fact, the
primary field φx,y which enters the OPE of two given fields φn1,m1 and φn2,m2 should have a
non-zero 3-point function:
< φn1,m1(z1)φn2,m2(z2)φx,y(z3) > .
The Z2 charge conservation implies the following qualitative description of the N = 1 super-
symmetric OPE algebra of fields:
[R][R] ∼ [NS], [R][NS] ∼ [R], [NS][NS] ∼ [NS].
We begin with the fusion rules in the NS sector considering the correlation functions of
three superfields. It is known that there exist two different structures in it, an even part and
an odd one:
< N (z1, θ1)N(z2, θ2)N(z3, θ3) >= (2.36)
= (zˆ12)
∆3−∆1−∆2(zˆ13)∆2−∆1−∆3(zˆ23)∆1−∆2−∆3(a1 + a2η),
η = (zˆ12zˆ13zˆ23)
−1/2(θ1zˆ23 + θ2zˆ13 + θ3zˆ12 + θ1θ2θ3)
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(a1 and a2 are some constants). This structure gives rise to different fusion rules-odd and
even-generated by the corresponding odd and even parts of the function (2.36). This is
explained in details in ref. [37].
In the Coulomb gas picture there exist three different ways to construct the 3-point func-
tion of the fields Nn1,m1, Nn2,m2 , Nn3,m3 depending on which vertex has conjugate charge. In
each case there exists a number of screening operators which assure the neutrality condition
(2.22). This screening procedure leads to a chain of equations for the unknown charge αx,y.
We have to take the common solution of these equations which is:
x = |n1 − n2|+ 1, |n1 − n2|+ 3, . . . , n1 + n2 − 1,
y = |m1 −m2|+ 1, |m1 −m2|+ 3, . . . , m1 +m2 − 1.
This gives the fusion rules for the fields Nn1,m1 , Nn2,m2 [37]:
[Nn1,m1][Nn2,m2 ] =
n1+n2−1∑
x=|n1−n2|+1
m1+m2−1∑
y=|m1−m2|+1
[Nx,y] (2.37)
([] stays for the conformal family of the corresponding field). The even fusion rules are
recovered when there is an even number of screening operators, i.e. x + y ∈ 2Z+ while the
odd ones correspond to an odd number of the latter x+ y ∈ 2Z+ + 1 [37].
In order to find the fusion rules of two Ramond fields Rn1,m1 and Rn2,m2 we have to look
at the non-zero 3-point functions with the NS superfield Nx,y: < Rn1,m1Rn2,m2Nx,y >. The
same procedure as the one described above leads to the following FR’s of two R-fields:
[Rn1,m1 ][Rn2,m2] =
n1+n2−1∑
x=|n1−n2|+1
m1+m2−1∑
y=|m1−m2|+1
[Nx,y]. (2.38)
This result was first achieved in [5]. The corresponding mixed FR’s [R][NS] ∼ [R] are direct
consequences of the FR’s we already found. The set of these FR’s completes the structure of
the associative OPE algebra of fields of the corresponding supersymmetric minimal models.
Let us now turn to the computation of the four point functions of the Ramond fields.
Using the vertex representation and the screening procedure we can express them in the
form:
<
∏4
k=1Rnk ,mk(zk) >=
∮
Ci
∏n−1
i=1 dvi
∮
Cj
∏m−1
j=1 dwj (2.39)
< σ(z1)σ(z2)σ(z3)
∏n−1
i=1 ψ(vi)
∏m−1
j=1 ψ(wj)σ(z4) > ×
× < eiαn1,m1φ(z1)eiαn2,m2φ(z2)eiαn3,m3φ(z3)ei(2α0−αn4,m4 )φ(z4)∏n−1
i=1 e
iα−φ(vi)
∏m−1
j=1 e
iα+φ(wj) >
The second factor in the integrand is the well-known multi-point function of the modified
Coulomb system:
<
N∏
k=1
eiαkφ(zk) >=
N∏
l<n=1
(zln)
αnαl ,
N∑
i=1
αi = 2α0,
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while the first factor is given by the solution to the recursive equation for the Ising model
(2.15) (called below G(n,m)(z, vi, wj)). Then the four point function of the Ramond fields (of
same dimension and charge α = αn,m) takes the form:
< Rn,m(∞)Rn,m(z)Rn,m(1)Rn,m(0) >= (2.40)
= zα
2
(1− z)α(2α0−α)
∮
Ci
n−1∏
i=1
dvi
∮
Cj
m−1∏
j=1
dwjG
(n,m)(z, vi, wj)×
×
n−1∏
l<k=2
v
α2−
lk
m−1∏
s<t=2
w
α2+
st
n−1∏
i=1
m−1∏
j=1
((vi − z)vi)α−α(vi − 1)α−(2α0−α) ×
× ((wj − z)wj)α+α(wj − 1)α+(2α0−α)(vi − wj)α−α+ .
The integration contours Ci are fixed by the branch cut singularities of the integrand. Thus,
for the general expression of the four point function of the Ramond fields we should take
a linear combination of all four point functions corresponding to the possible independent
choices of contours Ci. In the simplest example of one screening operator, say J+, there are
two independent contours, one from 0 to z and the other from 1 to∞, and the corresponding
integrals are expressed in terms of hypergeometric function. As a result we get the following
result for the 4-point function of the corresponding field R1,2 (after taking the sum of
< RRRR > and < R˜RR˜R >):
Gp12(z) = z
−(p+12)/8p(1− z)(p+4)/8p
4∑
i=1
AiWi(z) (2.41)
where (using the notation h = 1/p and B(x, y) = Γ(x)Γ(y)
Γ(x+y)
):
W1(z) =
√
1 +
√
1− 1
z
(
B(1− h, h)√zF (1 + h,−h, 1− 2h; z)− (2.42)
− B(−h,−h)√1− zF (1 + h,−h,−2h; z)),
W2(z) =
√
1 +
√
1− 1
z
(
B(1 + 3h,−h)√zz2hF (h, 1 + h, 1 + 2h; z) +
+ B(2 + 3h,−h)√1− zz−2−2hF (1 + h, 2 + 3h, 2 + 2h; z)),
W3(z) =
√
1−
√
1− 1
z
(
B(1− h, h)√zF (1 + h,−h, 1− 2h; z) +
+ B(−h,−h)√1− zF (1 + h,−h,−2h; z)),
W4(z) =
√
1−
√
1− 1
z
(
B(1 + 3h,−h)√zz2hF (h, 1 + h, 1 + 2h; z)−
− B(2 + 3h,−h)√1− zz−2−2hF (1 + h, 2 + 3h, 2 + 2h; z)).
In the same way we can calculate the 4-point function of the Ramond fields R2,1 since
it needs only the insertion of one J− screening operator. From the branch cut analysis of
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the integrand one can see that there are two independent integration contours for each p.
Denoting a = 1/(p+ 2) we have four independent solutions:
Gp21(z) = z
−(p−10)/8(p+2)(1− z)(p−2)/8(p+2)
4∑
i=1
AiYi(z) (2.43)
where:
Y1(z) =
√
1 +
√
1− 1
z
(
B(a, 1 + a)
√
zF (1− a, a, 1 + 2a; z)− (2.44)
− B(a, a)√1− zF (1− a, a, 2a; z)),
Y2(z) =
√
1 +
√
1− 1
z
(
B(1− 3a, a)√zz−2aF (−a, 1− 3a, 1− 2a; z) +
+ B(2− 3a, a)√1− zz1−2aF (1− a, 2− 3a, 2− 2a; z)),
Y3(z) =
√
1−
√
1− 1
z
(
B(a, 1 + a)
√
zF (1− a, a, 1 + 2a; z) +
+ B(a, a)
√
1− zF (1− a, a, 2a; z)),
Y4(z) =
√
1−
√
1− 1
z
(
B(1− 3a, a)√zz−2aF (−a, 1− 3a, 1− 2a; z)−
− B(2− 3a, a)√1− zz1−2aF (1− a, 2− 3a, 2− 2a; z)).
Up to now we dealt with the one-dimensional, or chiral, fields. In the 2D minimal models
the real two-dimensional fields are constructed as a product of left and right chiral fields
φ(z, z¯) = φ∆(z)φ¯∆¯(z¯). Then the true 2D four-point correlation function should obey the
crossing symmetry relations. For scalar fields, with ∆ = ∆¯, they have the following form:
Glknm(z, z¯) = G
mk
nl (1− z, 1− z¯) = z−2∆n z¯−2∆¯nGlmnk(
1
z
,
1
z¯
)
where Glknm(z, z¯) =< φk(∞)φl(1)φn(z, z¯)φm(0) >.
It is known [3] that the crossing symmetry is equivalent to the monodromy invariance of
the 4-point functions. Denoting again by {Wi(z)} the set of functions corresponding to the
possible independent contours (for the field R1,2) one can write the 2D 4-point function in
the form:
G(z, z¯) =
∑
i,j
Ii,jWi(z)W¯j(z¯),
where Ii,j are unknown coefficients. Since the functions {Wi(z)} have branch cut singularities
in the points 0, 1,∞ they transform nontrivially along closed curves enclosing the singular
points:
Wi(z)→ (gl)ikWk(z), l = 0, 1,∞.
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The matrices gl generate the monodromy group of the functions Wi(z). The correlation
functions of the scalar fields should be uniquely defined in the 2D space, i.e. they have to
be monodromy invariant [3]:
G(z, z¯) =
∑
i,j
Ii,jWiW¯j =
∑
i,j
∑
k,l
Ii,j(gl)ikWk(g¯l)jpW¯p =
=
∑
k,l
(∑
i,j
(gtl )kiIij(g¯l)jl
)
WkW¯l.
Thus we obtain the following equation for the unknown coefficients Iij:
Ikp =
∑
ij
(gtl )kiIij(g¯l)jp.
These equations determine Iij up to an overall factor related to the normalization of the
two-point functions. Solving the latter one obtains for example the 2D correlation function
of four Ramond fields R1,2 for any value of the central charge cp:
Gp1,2(z, z¯) = λ1,2(p)|z|−(p+12)/4p|1− z|(p+4)/4p × (2.45)
× [W1W¯1 +W3W¯3 + (4 cos2(π
p
)− 1)(W2W¯2 +W4W¯4)].
where Wi(z) are those defined in (2.42). In the case of the Ramond fields R2,1 similar
calculations lead to the following 4-point function:
Gp2,1(z, z¯) = λ2,1(p)|z|−(10−p)/4(p+2)|1− z|(p−2)/4(p+2) × (2.46)
× [Y1Y¯1 + Y3Y¯3 + (4 cos2( π
p+ 2
)− 1)(Y2Y¯2 + Y4Y¯4)].
and Yi were defined in (2.44).
Analogously, the monodromy invariant expression for the correlator involving the Ramond
fields R1,2 and R2,1
Gp12,21(z, z¯) =< R1,2(∞)R1,2(z, z¯)R2,1(1)R2,1(0) >
is
Gp12,21(z, z¯) =
1
8
|z|−3/4|1− z|−3/4(N1N¯1 +N2N¯2), (2.47)
N1(z) =
√
1 +
√
1− 1
z
(1− 2z + 2√z(1− z)√
z
)
,
N1(z) =
√
1−
√
1− 1
z
(1− 2z − 2√z(1− z)√
z
)
with the usual normalization of the 2-point functions to one.
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Looking at the singularities of the 4-point functions in the limit z → 1 we can recover the
OPE:
R21R21 ∼ 1 + c1(p)Φ31 (2.48)
R12R12 ∼ 1 + c2(p)Φ13
R12R21 ∼ c3(p)Φ22
and the structure constants c1, c2, c3. In fact, using the OPE:
φ∆1(z, z¯)φ∆2(1) =
∑
k
ck
|1− z|2(∆1+∆2−∆k)φk(1)
with a normalization fixed by the identity, i.e. c0 = 1, we have:
G(z, z¯) = < R∆(∞)R∆(z, z¯)R∆(1)R∆(0) >∼
∼
∑
k
ck
|1− z|2(2∆−∆k) < R∆(∞)Φk(1)R∆(0) >∼
∼
∑
k
c2k
|1− z|2(2∆−∆k) .
Hence, the contribution of the different conformal families is identified by the power singu-
larities.
In this way we obtain the normalization and the structure constants. Explicitly we get:
λ2,1(a) =
1
32 cos2(πa)
∣∣ Γ(−a)
Γ(a)Γ(−2a)
∣∣2,
c1(a) =
1
2
Γ(2a)Γ((p− 1)a)
Γ(−2a)Γ((p+ 3)a)
√
4 cos2(πa)− 1,
λ1,2(h) =
1
32 cos2(πh)
∣∣ Γ(h)
Γ(−h)Γ(2h)
∣∣2,
c2(h) =
3
2
Γ(3h)Γ(−2h)
Γ(2h)Γ(−h)
√
4 cos2(πh)− 1.
The mixed structure constant is simply c3(p) =
1
2
.
Using the mixed R-NS 4-point functions we can also extract the structure constants of
the NS field Φ31 with itself. For that purpose we compute the correlation function:
Gp31(z) =< Φ3,1(∞)Φ3,1(1)R2,1(z)R2,1(0) > . (2.49)
In terms of the Coulomb gas construction it is given by an integral with a single screening
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operator insertion:
Gp31(z) =
∑
i
∮
Ci
dv < V2α0−α31(∞)Vα31(1)Vα21(z)Vα21(0)Vα−(v) >=
= zα
2
21(1− z)α31α21
∑
i
∮
Ci
dvvα−α21(1− v)α31α−(z − v)α−α21 < σ(z)ψ(v)σ(0) >=
= zα
2
21+3/8(1− z)α31α21
∑
i
∮
Ci
dvvα−α21−1/2(1− v)α31α−(z − v)α−α21−1/2
and is therefore expressed in terms of hypergeometric functions. The monodromy invariant
solution with the usual normalization is:
Gp31(z, z¯) = |z|(5p+6)/4(p+2)|1− z|p/(p+2)
{|z−2paF (pa, a, 2a, z)|2 + (2.50)
+
s(2a)s(4a)
s2(a)
( Γ2(2a)Γ(2pa)
Γ2(a)Γ((2p+ 2)a)
)2|F ((p+ 1)a, 2pa, (2p+ 2)a, z)|2}
(s(x) = sin(πx)). In the limit z → 0 the first term in (2.50) gives the contribution of the
identity family while the second one - the contribution of the Φ31 operator. In this way we
get:
Gp31 ∼ c1(p)|z|−2(2∆21−∆31) < Φ31(∞)Φ31(1)Φ31(0) >∼
∼ c1(p)
(
a1 + a2|η|2
)|z|−2(2∆21−∆31).
Since the value of c1(p) is known we can extract the structure constants a1 and a2 of the
even and odd part of the field Φ31:
a1 = 0
a2 =
Γ3(2a)Γ2(2− 4a)
Γ(4a)Γ(1− 4a)Γ(2a− 1)Γ2(2− 2a)
√
Γ(1− a)Γ(3a)
Γ3(a)Γ(1− 3a) .
At the end of this Section we consider the case of the N = 1 superconformal minimal
models on Z2 hyperelliptic supersurfaces SX
(2)
g of genus g. The problem is to find the
appropriate minimal models on the branched supersphere which describe the N = 1 minimal
models on SX
(2)
g . We consider the case of a split SX
(2)
g which can be defined as a double
cover of the supersphere branched over 2g + 2 points ai. The split super hyperelliptic map
is given by:
wi(z, θ) =
√
z − ai, χi(z, θ) = θ√
2(z − ai)1/4
(2.51)
whose monodromy group is Z4.
Under (2.51) the stress tensor T (z) and the supercurrent G(z) on SX
(2)
g get mapped onto
T (k)(z) and G(k)(z) (k = 0, 1) defined on the corresponding sheets. For a given k they satisfy
the usual OPE’s and for k 6= m the OPE contains only regular terms. Consequently, the
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central charge is twice that of the sphere one c˜ = 2c. It is more useful to define diagonal
currents through :
T = T (0) + T (1), T † = T (0) − T (1), (2.52)
G = G(0) − iG(1), G† = G(0) + iG(1).
The Z4 charge of T , G, T
† and G† is 0, 1, 2 and 3 respectively.
The primary states and fields are divided into four sectors V[l](z) (l = 0, 1, 2, 3) according
to the Z4 boundary conditions for the generators. The primary fields V[l](z) realize these
boundary conditions through their OPE’s with the generators, defining in this way the modes
of the latter in the various sectors. The direct comparison with the parafermionic algebras
[43] shows that they represent the Z4-disorder sectors of the generalized parafermionic Z
p=2
4
algebra. But for SX
(2)
g the Z4 monodromies do not exhaust all the discrete symmetries. In
fact, the sheet-interchanging Z2 symmetry acts as a charge conjugation for the generators,
introducing in such way a C-disorder sector and leading to the Dp=24 parafermionic symmetry.
As a consequence, we have to introduce, in addition to V[l](z), new fields Wl(z) representing
this C-disorder sector. In conclusion, we are led to the statement that the N = 1 supercon-
formal algebra on split SX
(2)
g maps into the D
p=2
4 parafermionic algebra [44] on the branched
supersphere. Therefore one can construct the superconformal models on SX
(2)
g in terms of
the minimal models of the parafermionic algebra. The unitary degenerate representations of
this algebra can be obtained by the GKO method [9] which results in the quantization of the
central charge: c˜ = 3− 24/p(p+ 2) = 2c, p = 3, 4, . . . . The easiest way to construct these
representations is by taking the usual (supersymmetric) Coulomb gas realization of T (k) and
G(k) in terms of free Majorana fermions ψ(k) and free scalar fields φ(k). It is actually more
convenient to use again a diagonal basis φ(†), ψ(†), analogous to that of (2.52).
We note that with respect to the Virasoro subalgebra generated by T the Coulomb gas
system splits into a sphere model with csp = 1 − 24/p(p + 2) described by φ, a Z2-orbifold
with corb = 1 corresponding to φ
† and the X(2)g Ising model with cIs = 1. This suggests that
the vertex operators representing the different Dp=24 sectors can be constructed as products
of exp(αφ), exp(βφ†), the Z2 twist fields σǫ and certain Ising model fields. For the fields V[l]
from the order sector we have for example:
NS and R sectors:
V[0] = exp(a0φ+ b0φ
†), V[2] = V
ψ
[2] exp(a2φ+ b2φ
†), (2.53)
NS branched sector:
V[1] = V
ψ
[1]σ0 exp(αφ), V[3] = V
ψ
[3]σ1 exp(αφ) (2.54)
and similarly for the C-disorder fields. Here we denoted by V ψ[1] etc. the fields from the Ising
model. They can be constructed in the same way as the one we discuss here specified to the
simpler N = 0 non-supersymmetric theory [39].
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We are going now to construct the screening operators. As usual, these operators are par-
ticular NS vertices whose contour integrals are invariant under the action of the generators.
In our case these requirements are satisfied by:
Qˆ±+ =
∮
dz(ψ + ψ†) exp(aˆ±(φ+ φ†)), Qˆ±− =
∮
dz(ψ − ψ†) exp(aˆ±(φ− φ†)),
aˆ2± − α0aˆ± =
1
4
, aˆ± =
1
2
(α0 ±
√
α20 + 1), aˆ+ + aˆ− = α0, aˆ+aˆ− = −
1
4
.
The vertices representing the primary fields in the minimal models have the form (2.53),
(2.54) but with quantized charges. Of special interest for us here are the fields from the NS
branched sectors l = 1 and l = 3, in which case we have:
αn,m =
1
2
(2− n)aˆ+ + 1
2
(2−m)aˆ−, n−m ∈ 2Z,
∆[1]n,m = ∆
[3]
n,m = α
2
n,m − 2α0αn,m +
3
32
=
(n(p + 2)−mp)2 − 16
16p(p+ 2)
+
3
32
,
1 ≤ n ≤ p− 1, 1 ≤ m ≤ p+ 1.
Our final goal will be the construction of the partition function of N = 1 minimal models
on split SX
(2)
g . It turns out that for this reason we need the lowest energy NS branching
operators V
(1)
1,1 and V
(3)
1,1 only. In fact we have to calculate the vacuum expectation value
< I >g of the identity I, ∆I = 0 on SX
(2)
g , with no other marked points on SX
(2)
g , i.e.
each point on SX
(2)
g represents the NS vacua V
g
1,1, ∆
g = 0. By doing the map (2.51)
w2(z) = z − ai, i = 1, . . . , 2g + 2 we produce 2g + 2 branching operators V ǫi1,1(ai) ← I and
therefore:
Zg(ai) ≡< I >g= 〈
2g+2∏
i=1
V ǫi1,1(ai)V
ǫi
1,1(a¯i)〉g=0,
∑
ǫi = 0 mod 4. (2.55)
In this way the calculation of the partition function Zg reduces to the problem of the con-
struction of the (2g + 2)-point function of the primary fields V ǫi1,1(ai).
We restrict ourselves to the case of g = 2 split supersurface. The standard screening
procedure leads to the following expression for the ”chiral” part of the g = 2 partition
function:
Y g=2C±,p = 〈
6∏
i=1
V ǫi1,1(ai)(Q˜
−
±)
r(Qˆ−±Qˆ
+
±)
rp/2−1〉 = (2.56)
=
L∏
l=1
M∏
m=1
∮
C−l
dul
∮
C+m
dvm〈
6∏
i=1
exp(
1
2
α0φ(ai)) exp(aˆ−φ(ul)) exp(aˆ+φ(vm))〉 ×
× 〈
6∏
i=1
σǫi(ai) exp(±aˆ−φ†(ul)) exp(±aˆ+φ†(vm))〉〈
6∏
i=1
V ψǫi (ai)ψ
(kl)(ul)ψ
(km)(vm)〉
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where L = 1
2
r(p+2)−1,M = 1
2
rp−1, r = 1 for even p and r = 2 for odd p,∑ ǫi = 0 mod 4
and:
Q˜−± =
∮
C
dx(ψ(x)± ψ†(x)) exp(−1
2
pα0(φ(x)± φ†(x))), 2aˆ− = −pα0, ki = 0, 1,
ψ(0), ψ(1) are Ising fermions on X
(2)
g=2. It is clear that the integrand splits into a product
of three correlation functions. The first one, involving the exponential fields is trivial. The
correlation function G˜(pa, ai, xk) of 2g + 2 = 6 twist fields σǫi and an arbitrary number of
untwisted vertices exp(qφ†) can be computed using the methods explained in [45, 39]. It is
expressed, up to power-like prefactors, in terms of abelian differentials of first and third kind.
It remains to construct the multipoint Ising fermion correlation function on X
(2)
g=2. As noticed
above, this function is computable using the technics we used here for the case of N = 0
non-supersymmetric case with c = 1. Combining all these ingredients and satisfying the
conditions for monodromy invariance of the six-point function (2.55) we obtain an integral
representation for the g = 2 partition functions of the N = 1 superconformal minimal models
Zg=2.
2.2 RG flow in N = 1 minimal models
In this section we consider a minimal superconformal theory SMp perturbed by the least
relevant field. Let us remind that the fields in the NS sector are organized in 2D superfields:
Φ(z, z¯, θ, θ¯) = φ+ θψ + θ¯ψ¯ + θθ¯φ˜. (2.57)
The first (and the last) component of a spinless superfield of dimensions ∆ = ∆¯ (∆ + 1
2
=
∆¯ + 1
2
) is expressed as a product of “chiral fields” depending on z and z¯, respectively. We
use the same notations φ and φ˜ below for these chiral components. If we fix the two-
point function of the first component φ to one, that of the second components is (2∆)2
by supersymmetry. Since it is assumed that these functions are all equal to one in the
renormalization procedure, we have to normalize the second component φ˜→ 1
2∆
φ˜.
We will consider the superminimal model SMp with p → ∞ perturbed by the least
relevant field φ˜ = φ˜1,3 of dimension ∆ = ∆1,3 +
1
2
= 1− ǫ, ǫ = 2
p+2
→ 0:
L(x) = L0(x) + λφ˜(x).
It is obvious that this theory is also supersymmetric, since the perturbation can be written
as a covariant super-integral over the superfield Φ1,3.
The two-point function of arbitrary fields up to the second order is then given by:
< φ1(x)φ2(0) > = < φ1(x)φ2(0) >0 −λ
∫
< φ1(x)φ2(0)φ˜(y) >0 d
2y + (2.58)
+
λ2
2
∫
< φ1(x)φ2(0)φ˜(x1)φ˜(x2) >0 d
2x1d
2x2 + . . .
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where φ1, φ2 can be the first or the last components of a superfield or Ramond fields of
dimensions ∆1, ∆2. Since the first order corrections were considered in [6], we will focus on
the second order.
One can use the conformal transformation properties of the fields to bring the double
integral to the form:∫
< φ1(x)φ2(0)φ˜(x1)φ˜(x2) >0 d
2x1d
2x2 = (2.59)
= (xx¯)2−∆1−∆2−2∆
∫
I(x1) < φ˜(x1)φ1(1)φ2(0)φ˜(∞) >0 d2x1
where:
I(x) =
∫
|y|2(a−1)|1− y|2(b−1)|x− y|2cd2y
and a = 2ǫ+∆2−∆1,b = 2ǫ+∆1−∆2, c = −2ǫ. It is well known that the integral for I(x)
can be expressed in terms of hypergeometric functions:
I(x) =
πγ(b)γ(a + c)
γ(a+ b+ c)
|F (1− a− b− c,−c, 1− a− c, x)|2 + (2.60)
+
πγ(1 + c)γ(a)
γ(1 + a+ c)
|xa+cF (a, 1− b, 1 + a+ c, x)|2
This form is useful for evaluating I(x) near x = 0. Using the transformation properties
of the hypergeometric functions, (2.60) can be rewritten as a function of 1− x and 1
x
which
is suitable for the investigation of I(x) around the points 1 and ∞, respectively.
It is clear that the integral (2.59) is singular. We follow the regularization procedure
proposed in [7] . It consists basically in cutting discs in the two-dimensional surface of radius
l (1
l
) around singular points 0, 1 (∞): Dl,0 = {x ∈ C, |x| < l}, Dl,1 = {x ∈ C, |x− 1| < l},
Dl,∞ = {x ∈ C, |x| > 1/l} with 0 < l0 ≪ l ≪ 1 where l0 is the ultraviolet cut-off. Clearly
l should be canceled in the calculations and should not appear in the final result. We call
the region outside these discs as Ωl,l0 where the integration is well-defined. It is useful to do
this integration in radial coordinates. Since the correlation function exhibits poles only at
the points 0 and 1, the phase integration can be performed by using residue theorem and
the resulting rational integral in the radial direction is straightforward. Near the singular
points one can use the OPE. In doing that it turns out that we count twice two lens-like
regions around the point 1 so we have to subtract those integrals. Explicit formulas as well
as a more detailed explanation can be found in [7].
Let us start with the correlation function that enters in the integral (2.59) for the case
of NS fields. As we explained in the previous section this could be done using the Coulomb
gas construction. We will need however an explicit expression that could be integrated. So
we will adopt here another strategy.
The basic ingredients for the computation of the four-point correlation functions are the
conformal blocks. These are quite complicated objects in general and closed formula were
26
not known. It was argued that they coincide (up to factors) with the instanton partition
function of certain N = 2 YM theories on ALE spaces. This was proved by a recurrence
relation satisfied by the conformal blocks [46, 47] which we will use here. We need the
expressions for the first few levels conformal blocks in order to have a guess for the limit
ǫ→ 0.
The chiral components of the fields obey the OPEs:
φ1(x)φ2(0) = x
∆−∆1−∆2
∞∑
N=0
xNCNφ∆(0) (2.61)
φ˜1(x)φ2(0) = x
∆−∆1−∆2−1/2
∞∑
N=0
xN C˜Nφ∆(0)
φ1(x)φ˜2(0) = x
∆−∆1−∆2−1/2
∞∑
N=0
xN C˜ ′Nφ∆(0)
φ˜1(x)φ˜2(0) = x
∆−∆1−∆2−1
∞∑
N=0
xNC ′Nφ∆(0)
where CN ’s are polynomials of order N in the generators of the superconformal algebra L−k
and G−α (k, α > 0) with coefficients depending on the dimensions ∆, ∆1, ∆2, which we
omitted, usually called chain vectors. Here N runs over all nonnegative integers or half-
integers depending on the fusion rules of SMp.
Acting by positive mode generators on the both sides of these OPEs and using the super-
conformal transformation properties gives the chain equations for L’s:
LkCN = (∆ + k∆1 −∆2 +N − k)CN−k (2.62)
(here C is any of of the chain vectors with the corresponding dimensions of the fields) and
for G’s:
GkCN = C˜N−k (2.63)
GkC˜N = (∆ + 2k∆1 −∆2 +N − k)CN−k
GkC˜
′
N = C
′
N−k
GkC
′
N = (∆ + 2k∆1 −∆2 +N − k −
1
2
)C˜ ′N−k
for k > 1
2
, and:
G 1
2
C˜ ′N = 2∆2CN− 1
2
+ C ′
N− 1
2
G 1
2
C ′N = −2∆2C˜N− 1
2
+ (∆ +∆1 −∆2 +N − 1)C˜ ′N− 1
2
.
There are two independent constants at the zeroth level in the OPEs (2.61), the other
two are expressible through them:
C˜ ′0 = −C˜0, C ′0 = (∆−∆1 −∆2)C0. (2.64)
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The above chain relations could be solved order by order. As mentioned before, in [46, 47]
a recursion relation for the chain vectors can be also found.
The conformal blocks are readily obtained by the chain vectors. Presented as vectors in
the basis of L’s and G’s, the conformal block can be expressed as:
F (∆,∆i) =
∞∑
N=0
xNFN =
∞∑
N=0
xNCN(∆,∆3,∆4)S
−1
N CN(∆,∆1,∆2) (2.65)
where SN is the Shapovalov matrix at level N . What of CN ’s appear depends on the external
fields involved.
The conformal blocks are in general quite complicated objects. Fortunately, in view of
the renormalization scheme and the regularization of the integrals, we need to compute them
here only up to the zero-th order in ǫ. This simplifies significantly the problem.
Once the conformal blocks are known, the correlation function of spinless fields for our
SMp models is written as: ∑
n
Cn|F (∆n,∆i)|2
where the range of n depends on the fusion rules and Cn is the corresponding structure
constant. In what follows we compute the conformal blocks up to sufficiently high level and
then check also the crossing symmetry and the behavior near the singular points 1 and ∞.
We start with the computation of the β-function and the fixed point. For the computation
of the β-function in the second order, we need the four-point function of the perturbing field.
Here we consider a more general function:
< φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n+2(∞) > .
There are three ”channels” (or intermediate fields) in the corresponding conformal block:
two even, corresponding to the identity and φ1,5 and one odd - to φ˜ itself. From the procedure
we explained above, we get the following expression for this correlation function:
< φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n+2(∞) > (2.66)
=
∣∣∣∣(1− 2x+ 7/3x2 − 4/3x3 + 1/3x4)x2(1− x)2
∣∣∣∣2 + 2(n + 3)3(n + 1)
∣∣∣∣(1− 3/2x+ 3/2x2 − 1/2x3)x(1− x)2
∣∣∣∣2
+
(n + 3)(n+ 4)
18n(n+ 1)
∣∣∣∣(1− x+ x2)(1− x)2
∣∣∣∣2 .
We checked explicitly the crossing symmetry and the x → 1 limit of this function. The
function that enters the integral is obtained by the conformal transformation x → 1/x
(explicit formula is presented below).
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The integration over the safe region far from the singularities yields (I(x) ∼ π
ǫ
):∫
Ωl,l0
I(x) < φ˜(x)φ˜(0)φ˜(1)φ˜(∞) > d2x
= −35π
2
24ǫ
+
2π2
ǫl2
+
π2
2ǫl20
− 16π
2 log l
3ǫ
− 8π
2 log 2l0
3ǫ
and we omitted the terms of order l or l0/l.
We have to subtract the integrals over the lens-like regions since they would be accounted
twice. Here is the result of that integration:
π2
ǫ
(
− 1
l2
+
1
2l20
+
61
24
− 8
3
log
l
2l0
)
.
Next we have to compute the integrals near the singular points 0, 1 and ∞. For that
purpose we can use the OPE of the fields and take the appropriate limit of I(x). Near the
point 0 the relevant OPE is:
φ˜(x)φ˜(0) = (xx¯)−2(∆1,3+
1
2
)(1 + . . .) + Cˆ
(1,3)
(1,3)(1,3)(xx¯)
−(∆1,3+ 12 )(φ˜(0) + . . .). (2.67)
The channel φ1,5 gives after integration a term proportional to l/l0 which is negligible. The
structure constants we need here and in the calculations below were computed in [48]. In
the present case we have:
Cˆ
(1,3)
(1,3)(1,3) =
2√
3
− 2
√
3ǫ (2.68)
to the first order in ǫ. The value of I(x) near 0 can be found by taking the limit in (2.60)
written in terms of 1/x. Finally one gets:∫
Dl,0\Dl0,0
I(x) < φ˜(x)φ˜(0)φ˜(1)φ˜(∞) > d2x = −π
2
l2ǫ
+
8π2
3ǫ2
− 16π
2
ǫ
+
8
3
π2 log l
ǫ
.
Since the integral near 1 gives obviously the same result, we just need to add the above
result twice. To compute the integral near infinity, we use a relation
< φ1(x)φ2(0)φ3(1)φ4(∞) >= (xx¯)−2∆1 < φ1(1/x)φ4(0)φ3(1)φ2(∞) > (2.69)
and I(x) ∼ π
ǫ
(xx¯)−2ǫ. This gives∫
Dl,∞\Dl0,∞
I(x) < φ˜(x)φ˜(0)φ˜(1)φ˜(∞) > d2x = −π
2
l2ǫ
+
4π2
3ǫ2
− 8π
2
ǫ
+
8π2 log l
3ǫ
.
Putting all together, we obtain the finite part of the integral:
20π2
3ǫ2
− 44π
2
ǫ
. (2.70)
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Taking into account also the first order term (proportional to the above structure con-
stant), we get the final result (up to the second order) for the two-point function of the
perturbing field:
G(x, λ) = < φ˜(x)φ˜(0) > (2.71)
= (xx¯)−2+2ǫ
[
1− λ 4π√
3
(
1
ǫ
− 3
)
(xx¯)ǫ +
λ2
2
(
20π2
3ǫ2
− 44π
2
ǫ
)
(xx¯)2ǫ + . . .
]
.
Now we introduce a renormalized coupling constant and a renormalized field φ˜g = ∂gL
which is normalized by < φ˜g(1)φ˜g(0) >= 1. Under the scale transformation xµ → txµ, the
Lagrangian transforms to the trace of the energy-momentum tensor Θ:
Θ(x) = ∂tL = β(g)∂gL = β(g)φ˜g.
Comparing these with the original bare Lagrangian where φ˜ = ∂λL and Θ = ǫλφ˜ leads to
the β-function given by:
β(g) = ǫλ
∂g
∂λ
= ǫλ
√
G(1, λ), (2.72)
where G(1, λ) is given by (2.71) with x = 1. One can invert this and compute the bare
coupling constant and the β-function in terms of g:
λ = g + g2
π√
3
(
1
ǫ
− 3
)
+ g3
π2
3
(
1
ǫ2
− 5
ǫ
)
+O(g4), (2.73)
β(g) = ǫg − g2 π√
3
(1− 3ǫ)− 2π
2
3
g3 +O(g4). (2.74)
In this calculations, we keep only the relevant terms by assuming the coupling constant λ
(and g) to be order of O(ǫ).
A non-trivial IR fixed point occurs at the zero of the β-function:
g∗ =
√
3
π
ǫ(1 + ǫ). (2.75)
It corresponds to the IR CFT SMp−2 as can be seen from the central charge difference:
c∗ − c = −8π2
∫ g∗
0
β(g)dg = −4ǫ3 − 12ǫ4 +O(ǫ5). (2.76)
The anomalous dimension of the perturbing field becomes:
∆∗ = 1− ∂gβ(g)|g∗ = 1 + ǫ+ 2ǫ2 +O(ǫ3) (2.77)
which matches with that of the second component of the superfield Φp−23,1 of SMp−2.
Now we turn to the computation of the mixing coefficients of the super-fields in the NS
sector. Actually, using the second component of a super-field as a perturbing field guarantees
30
the preservation of super-symmetry along the RG flow. The dimension, which is close to
(1/2, 1/2), and the fusion rules between the super-fields Φn,n±2 and DD¯Φn,n where D is the
covariant super-derivative suggest that the operators mix along the RG-trajectory. We will
compute the corresponding dilatation matrix for the anomalous dimensions of the second
components while the mixing of the first ones is a consequence of the supersymmetry. For
this purpose we compute the two-point functions and the corresponding integrals. Actually,
the computation of the integrals goes along the same lines of that of the perturbing field
itself. So we will present just the final result of the integration.
•Function < φ˜n,n+2(1)φ˜n,n+2(0) >
The corresponding 4-point function in the second order of the perturbation was already
written above (2.66). The integration goes in the same way as before. Combining all the
integrals, we get:
− 2π
2(−20− 143n− 121n2 − 33n3 − 3n4)
3n(1 + n)(3 + n)2ǫ2
− 2π
2(5 + n)(8 + 151n+ 143n2 + 45n3 + 5n4)
3n(1 + n)(3 + n)2ǫ
.
We note that the final result is very similar to that of the Virasoro case [7]. This will be also
the case with the next integrals.
•Function < φ˜n,n+2(1)φ˜n,n−2(0) >
The relevant four-point function in this case in the zeroth order of ǫ is:
< φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n−2(∞) >= 1
3
√
(−4 + n2)
n2
∣∣∣∣ 1(1− x)2 (1− x+ x2)
∣∣∣∣2
φ1,5 is only channel appearing here. Collecting again all the integrals gives:
80(1− 2ǫ)π2
3ǫ2n(−9 + n2)√−4 + n2 .
•Function < φn,n(1)φ˜n,n+2(0) >
The 4-point function computed in [41] is equal to:
< φ˜(x)φ˜(0)φn,n(1)φ˜n,n+2(∞) >= 2
3
√
n + 2
n
|x|−2
which leads after integration to:
− 4(−1 + n)π
2
3(3 + n)(5 + n)
√
n+ 2
n
(11 + 3n+ ǫ(1 + n)(9 + 2n)) .
31
•Function < φn,n(1)φn,n(0) >
Finally, we need the function < φ˜(x)φ˜(0)φn,n(1)φn,n(∞) >. This function happens to
coincide exactly with the same function in the Virasoro case. Moreover, as we shall show in
Section 3, it is the same for all levels l of the general sˆu(2) coset models. We shall present
the exact expression in that Section. Because of this almost all integrals are the same. The
only difference comes from the corresponding structure constants. Taking this into account,
our final result here is:
(−1 + n2)π2
6
(1 + ǫ)
Since the dimension of the first component φn,n is close to zero, it doesn’t mix with other
fields. Therefore, we need to compute only its anomalous dimension. Taking into account
also the first order contribution, the final result for the two-point function is:
Gn(x, λ) =< φn,n(x)φn,n(0) > = (xx¯)
−2∆n,n[1− λ(√3π
6
(−1 + n2)ǫ(1 + 3ǫ)
)
(xx¯)ǫ +
+
λ2
2
(
π2
6
(1 + ǫ)(−1 + n2)
)
(xx¯)2ǫ + ...
]
.
Computation of the anomalous dimension goes in exactly the same way as for the per-
turbing field:
∆gn,n = ∆n,n −
ǫλ
2
∂λGn(1, λ) =
= ∆n,n +
√
3πg
12
ǫ2(1 + 3ǫ)(−1 + n2)− π
2g2
12
ǫ2(−1 + n2),
where we again kept the appropriate terms of order ǫ ∼ g. Then, at the fixed point (2.75),
this becomes:
∆g
∗
n,n =
(−1 + n2)(ǫ2 + 3ǫ3 + 7ǫ4 + ...)
8
which coincides with the dimension of the first component of the superfield Φ
(p−2)
n,n of the
model SMp−2.
We are now in a position to compute the matrix of anomalous dimensions in the NS
sector. The renormalization scheme we use is presented in [7] and is essentially a variation
of that originally proposed by Zamolodchikov [49]. The renormalized fields are expressed
through the bare ones by:
φgα = Bαβ(λ)φβ (2.78)
(here φ could be the first or last component). The two-point functions of the renormalized
fields:
Ggαβ(x) =< φ
g
α(x)φ
g
β(0) >, G
g
αβ(1) = δαβ, (2.79)
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satisfy the Callan-Symanzic equation:
(x∂x − β(g)∂g)Ggαβ +
2∑
ρ=1
(ΓαρG
g
ρβ + ΓβρG
g
αρ) = 0 (2.80)
where the matrix of anomalous dimensions Γ is given by:
Γ = B∆ˆB−1 − ǫλB∂λB−1 (2.81)
where ∆ˆ = diag(∆1,∆2) is a diagonal matrix of the bare dimensions. The matrix B it-
self is computed from the matrix of the bare two-point functions we computed using the
normalization condition (4.65) and requiring the matrix Γ to be symmetric.
We computed above some of the entries of the 3 × 3 matrix of two-point functions in
the second order. This matrix is obviously symmetric. It turns out also that the remaining
functions < φ˜n,n−2(1)φ˜n,n−2(0) > and < φn,n(1)φ˜n,n−2(0) > can be obtained from the com-
puted ones < φ˜n,n+2(1)φ˜n,n+2(0) > and < φn,n(1)φ˜n,n+2(0) > by just taking n→ −n. Let us
denote for convenience the basis of fields:
φ1 = φ˜n,n+2, φ2 = (2∆n,n(2∆n,n + 1))
−1∂∂¯φn,n, φ3 = φ˜n,n−2
where we normalized the field φ2 so that its bare two-point function is 1. It is straight-
forward to modify the functions involving φ2 taking into account the derivatives and the
normalization.
We can write the matrix of the two-point functions up to the second order in the pertur-
bation expansion as:
Gα,β(x, λ) =< φα(x)φβ(0) >= (xx¯)
−∆α−∆β
[
δα,β − λC(1)α,β(xx¯)ǫ +
λ2
2
C
(2)
α,β(xx¯)
2ǫ + ...
]
.
(2.82)
The two-point functions in the first order are proportional to the structure constants [49]:
C
(1)
α,β = Cˆ(1,3)(α)(β)
πγ(ǫ+∆α −∆β)γ(ǫ−∆α +∆β)
γ(2ǫ)
(2.83)
and are obviously symmetric. The second order entries C
(2)
α,β are the result of integration of
the corresponding 4-point functions and were presented above.
Now, following the renormalization procedure, sketched above, we can obtain the matrix
of anomalous dimensions (2.81). The bare coupling constant λ is expressed through g by
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(2.73) and the bare dimensions, up to order ǫ2. The results are:
Γ1,1 = ∆1 − (3 + n)(−1 + ǫ(2 + n))πg√
3(1 + n)
+
4g2π2(2 + n)
3(1 + n)
Γ1,2 = Γ2,1 = −
(−1 + ǫ)(−1 + n)
√
2+n
3n
πg
(1 + n)
+
2g2(−1 + n)
√
2+n
n
π2
3(1 + n)
Γ1,3 = Γ3,1 = 0
Γ2,2 = ∆2 − 2
√
3π(−2 + ǫ+ ǫn2)g
3(−1 + n2) +
2g2(3 + n2)π2
3(−1 + n2)
Γ2,3 = Γ3,2 = −
(−1 + ǫ)
√
−2+n
3n
(1 + n)πg
(−1 + n)
Γ3,3 = ∆3 +
(1 + ǫ(−2 + n))(−3 + n)πg√
3(−1 + n) +
4g2π2(−2 + n)
3(−1 + n) (2.84)
where:
∆1 = 1− n+ 1
2
ǫ+
1
8
(−1 + n2)ǫ2, ∆2 = 1 + 1
8
(−1 + n2)ǫ2,
∆3 = 1 +
n− 1
2
ǫ+
1
8
(−1 + n2)ǫ2.
Evaluating this matrix at the fixed point (2.75), we get:
Γg
∗
1,1 = 1 +
(20− 4n2)ǫ
8(1 + n)
+
(39− n− 7n2 + n3)ǫ2
8(1 + n)
Γg
∗
1,2 = Γ
g∗
2,1 =
(−1 + n)
√
2+n
n
ǫ(1 + 2ǫ)
n+ 1
Γg
∗
1,3 = Γ
g∗
3,1 = 0
Γg
∗
2,2 = 1 +
4ǫ
−1 + n2 +
(65− 2n2 + n4)ǫ2
8(−1 + n2)
Γg
∗
2,3 = Γ
g∗
3,2 =
√
−2+n
n
(1 + n)ǫ(1 + 2ǫ)
n− 1
Γg
∗
3,3 = 1 +
(−5 + n2)ǫ
2(−1 + n) +
(−39− n + 7n2 + n3)ǫ2
8(−1 + n)
whose eigenvalues are (up to order ǫ2):
∆g
∗
1 = 1 +
1 + n
2
ǫ+
7 + 8n+ n2
8
ǫ2
∆g
∗
2 = 1 +
−1 + n2
8
ǫ2
∆g
∗
3 = 1 +
1− n
2
ǫ+
7− 8n+ n2
8
ǫ2.
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This result coincides with dimensions ∆
(p−2)
n+2,n+1/2,∆
(p−2)
n,n +1 and ∆
(p−2)
n−2,n+1/2 of the model
SMp−2 up to this order. The corresponding normalized eigenvectors should be identified
with the fields of SMp−2:
φ˜
(p−2)
n+2,n =
2
n(1 + n)
φg
∗
1 +
2
√
2+n
n
1 + n
φg
∗
2 +
√−4 + n2
n
φg
∗
3
φ
(p−2)
2 = −
2
√
2+n
n
1 + n
φg
∗
1 −
−5 + n2
1 + n2
φg
∗
2 +
2
√
n−2
n
n− 1 φ
g∗
3
φ˜
(p−2)
n−2,n =
√−4 + n2
n
φg
∗
1 −
2
√
−2+n
n
n− 1 φ
g∗
2 +
2
n(n− 1)φ
g∗
3 .
We used as before the notation φ˜ for the last component of the corresponding superfield and:
φ
(p−2)
2 =
1
2∆p−2n,n (2∆
p−2
n,n + 1)
∂∂¯φ(p−2)n,n
is the normalized derivative of the corresponding first component. We notice that these
eigenvectors are finite as ǫ → 0 with exactly the same entries as in the Virasoro minimal
models. We will show in Section 3 that this is the case also for any level l of the general
sˆu(2) coset model.
Let us now consider the mixing of the fields in the Ramond sector.
The computation of the conformal blocks in the Ramond sector is more involved. A way
of computing them was recently proposed in [50] where conformal blocks in the first few
levels were shown to coincide with the instanton partition function of certain N = 2 YM
theories in four dimensions by a generalized AGT correspondence up to prefactors.
Following [50] one can compute NS-R conformal blocks only for a special choice of the
points. After that we can get the function necessary for the integration in the second order
by using its conformal transformation properties.
The difficulties arise because of the branch cut in the OPE of Ramond fields with the
supercurrent:
G(z)Rε(0) =
βR−ε(0)
z
3
2
+
G−1Rε(0)
z
1
2
(2.85)
where β =
√
∆− cˆ
16
, cˆ = 2
3
c, ε = ±1. Therefore one cannot obtain the usual commutation
relations. Here the Ramond field Rε is doubly degenerate because of the zero mode of G in
this sector.
The difficulty can be removed in the following way. Consider the OPE between NS and
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Ramond fields:
φ1(x)R
ε
2(0) = x
∆−∆1−∆2
∞∑
N=0
xNCεNR
ε
∆(0), (2.86)
φ˜1(x)R
ε
2(0) = x
∆−∆1−∆2− 12
∞∑
N=0
xN C˜εNR
−ε
∆ (0).
Here N runs over nonnegative integers as G’s have integer valued modes in the Ramond
sector. Applying G0 on both sides of (2.86) and taking into account (2.85), we obtain:
G0C
ǫ
N = C˜
ε
N + β2C
−ε
N , (2.87)
G0C˜
ε
N = (∆−∆2 +N)CεN − β2C˜−εN .
From the consistency conditions, C˜ε0 is given by:
C˜ε0 = βC
ε
0 − β2C−ε0 .
Acting with Gk with k > 0 gives chain relations:
GkC
ǫ
N = C˜
ǫ
N−k (2.88)
GkC˜
ǫ
N = (∆ + 2k∆1 −∆2 +N − k)CǫN−k
and Lk acts as usual with the appropriate dimensions (see [50] for the details).
One has to solve these chain relations order by order or to use the recursion formulae.
Then the conformal block for the function < N(x)R(0)N(1)R(∞) > (N here stays for the
first or the last component of a NS field) is obtained in the same way as in the NS case:
F (x,∆,∆i) =
∞∑
N=0
xNCN(∆,∆3,∆4)S
−1
N CN(∆,∆1,∆2)
where CN could be actually CN or C˜N depending on the function in consideration. Finally
the correlation function is constructed as:
< N(x)R(0)N(1)R(∞) >=
∑
n
Cn|Fn(x)|2,
where Cn’s are the structure constants and the range of n is dictated by the fusion rules.
The function that enters the integral is then obtained by the conformal transformation.
As already mentioned, the conformal block in general is very complicated. Fortunately, it
is sufficient to compute the finite term as ǫ→ 0. We did the computation for the functions
below up to high order and then check the behavior near the singular points. It turns out
also that the two-point function do not depend on which of the fields Rε are involved. So
we drop the subscript ε from our notations in what follows.
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•Function < Rn,n+1(1)Rn,n+1(0) >
Our calculation for the corresponding 4-point function gives:
< φ˜(x)Rn,n+1(0)Rn,n+1(∞)φ˜(1) >= n
2 − 1
12n2
∣∣∣∣ 1x(1− x)2 (1 + nn + 1x− 1n+ 1x2)
∣∣∣∣2 +
+
(2 + n)2
48n2
∣∣∣∣ 1x(1− x)2 (1 + 2nn + 2x+ n− 2n+ 2x2)
∣∣∣∣2 + n+ 312(n+ 1)
∣∣∣∣ 1(1− x)2 (1 + x)
∣∣∣∣2 .
To obtain the function that enters the integral, we use the conformal transformation prop-
erties. One can easily get:
< φ˜(x)Rn,n+1(0)Rn,n+1(1)φ˜(∞) >= (xx¯)−2∆1,3−1 < φ˜(x− 1
x
)Rn,n+1(0)Rn,n+1(∞)φ˜(1) >
=
n2 − 1
12n2
∣∣∣∣(2x− 1)(nx+ 1)(n + 1)x(x− 1)
∣∣∣∣2 + (2 + n)248n2
∣∣∣∣(2x− 1)(n(2x− 1) + 2)(n+ 2)x(x− 1)
∣∣∣∣2 + n+ 312(n+ 1)
∣∣∣∣2x− 1x
∣∣∣∣2 .
As in the NS case we omit the detailed calculation of the integrals since it goes in the same
way. The final result of the integration of this function is:
π2 [44 + 64n+ 24n2 + 3n3 − 8ǫ(1 + n)(5 + 14n+ 7n2 + n3)]
12ǫ2n(2 + n)2
.
•Function < Rn,n−1(1)Rn,n+1(0) >
The calculation of the four-point function with the perturbing fields can be done in the
same way:
< φ˜(x)Rn,n+1(0)φ˜(1)Rn,n−1(∞) >=
√
n2 − 1
12n
∣∣∣∣ 1x(1 − x)(1 + x)
∣∣∣∣2 .
Performing the same transformation as in the previous case, the integrand becomes:
< φ˜(x)Rn,n+1(0)Rn,n−1(1)φ˜(∞) >=
√
n2 − 1
12n
∣∣∣∣ 2x− 1x(1 − x)
∣∣∣∣2 .
Here is the final result in the second order:
4π2
√
n2 − 1(44− 5n2 − 2ǫ(20 + n2))
3ǫ2n(n2 − 16)(n2 − 4) .
The functions we computed above are enough for our computation since the other two
functions < Rn,n−1(1)Rn,n−1(0) > and < Rn,n+1(1)Rn,n−1(0) > can be obtained from
< Rn,n+1(1)Rn,n+1(0) > and < Rn,n−1(1)Rn,n+1(0) > by just changing n→ −n as in the case
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of NS fields. Let us introduce again a basis: R1 = Rn,n+1, R2 = Rn,n−1. From the general
formula (2.83) and the bare dimensions of the fields
∆1 =
3
16
−
(
n
4
+
1
8
)
ǫ+
1
8
(n2 − 1)ǫ2,
∆2 =
3
16
+
(
n
4
− 1
8
)
ǫ+
1
8
(n2 − 1)ǫ2
we can get the 2 × 2 matrix of two-point functions in the first order. Together with our
results in the second order presented above and following the same procedure as in the NS
case, we get for the matrix of anomalous dimensions up to order ǫ2 ∼ g2:
Γ1,1 = ∆1 − g(n+ 2)(−1− ǫ+ 2ǫn)π
4
√
3n
+
g2π2
4
,
Γ1,2 = Γ2,1 =
(1 + ǫ)g
√
n2 − 1π
2
√
3n
,
Γ2,2 = ∆2 +
g(n− 2)(1 + ǫ+ 2ǫn)π
4
√
3n
+
g2π2
4
,
which, at the fixed point (2.75), becomes:
Γg
∗
1,1 =
3
16
+
(4 + n− 2n2)ǫ
8n
+
(8 + n− 4n2 + n3)ǫ2
8n
,
Γg
∗
1,2 = Γ
g∗
2,1 =
√
n2 − 1ǫ(1 + 2ǫ)
2n
,
Γg
∗
2,2 =
3
16
+
(−4 + n+ 2n2)ǫ
8n
+
(−8 + n+ 4n2 + n3)ǫ2
8n
.
The eigenvalues of this matrix are:
∆g
∗
1 =
3
16
+
(
1
8
+
n
4
)
ǫ+
1
8
(1 + 4n+ n2)ǫ2,
∆g
∗
2 =
3
16
+
(
1
8
− n
4
)
ǫ+
1
8
(1− 4n+ n2)ǫ2.
As expected, they coincide with the dimensions of the Ramond fields ∆
(p−2)
n+1,n and ∆
(p−2)
n−1,n of
the SMp−2. The corresponding fields are expressed as a (normalized) linear combination:
R
(p−2)
n+1,n =
1
n
Rg
∗
1 +
√
n2 − 1
n
Rg
∗
2 ,
R
(p−2)
n−1,n = −
√
n2 − 1
n
Rg
∗
1 +
1
n
Rg
∗
2 .
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2.3 Three-point correlation functions in N = 1 super-Liouville the-
ory
In this section we consider the super Liouville field theory. We formulate the supersymmetric
theory by the action:
SSL =
1
4π
∫
d2zd2θ
[
1
2
DαΦD
αΦ−QRˆΦ + µebΦ
]
(2.89)
where the real superfield Φ possesses the expansion:
Φ = φ+ θψ + θ¯ψ¯ + θθ¯φ˜,
(the component fields here depend on both z and z¯), Rˆ is the scalar curvature corresponding
to the background metric and µ in (2.89) is the cosmological constant. The classical equations
of motion for (2.89) are1:
DαD
αΦ = QRˆ + µebΦ.
The superspace notations that we shall use in the case of super Liouville theory are:
Z = (z, θ)
Z1 − Z2 = z1 − z2 − θ1θ2.
The super stress tensor of the super Liouville theory is expressed in terms of the real super-
field Φ:
TSL = −1
2
DΦ∂Φ +
Q
2
D∂Φ,
the central charge of the super-Virasoro algebra with this normalization being given by:
cˆ = 1 + 2Q2. (2.90)
Similarly to the minimal models, the superconformal primary fields are divided in two
sectors depending on the boundary conditions of the supercurrent. In the Neveu-Schwarz
sector they are represented by the vertex operators:
Vα = e
αΦ(Z,Z¯) (2.91)
of dimension ∆α =
1
2
α(Q− α) and in the Ramond sector by:
Rǫα = σ
ǫeαΦ(z,z¯) (2.92)
where σǫ is the so called spin field and ∆α =
1
2
α(Q− α) + 1
16
(ǫ = ±). The requirement for
the cosmological term in (2.89) to be (1/2,1/2) form in order to be able to integrate over
the surface, gives a connection between Q and b:
Q = b+
1
b
. (2.93)
1One can choose the background metric to be flat and therefore Rˆ will not be essential in the sequal.
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It is easy to see that the operators Vα = e
αΦ and VQ−α = e(Q−α)Φ have equal dimensions and
therefore they are reflection image of each other (the same is true also for Rǫα and R
ǫ
Q−α).
In order to compute the 3-point function in the NS sector we shall follow the approach
of [2]. Consider first the three-point correlation function of Liouville vertex operators from
Neveu-Schwarz sector. The perturbative expansion in the cosmological constant µ is given
by:
〈 Vα1(Z1)Vα2(Z2)Vα3(Z3)〉 =
∫
DΦe−SSLeα1Φ(Z1)eα2Φ(Z2)eα3Φ(Z3) (2.94)
=
∞∑
s=0
( µ
2π
)s 1
s!
∫
DΦe−S′SL
(∫
d2zd2θebΦ
)s 3∏
i=1
eαiΦ(Zi).
The free superfield action S ′SL:
S ′SL =
1
4π
∫
d2zd2θ
[
1
2
DαΦD
αΦ−QRˆΦ
]
, (2.95)
is used above to compute the resulting integral.
Specializing to the case of correlation functions on the sphere we shall concenrate the
curvature at infinity (∞,0). Therefore, we can use the super Coulomb gas formalism in
order to evaluate the correlation function on the r.h.s in (2.94). As it is well known, (2.94)
is nonzero only if:
sb = Q−
3∑
i=1
αi (2.96)
for any order s of the pertubation series. The result for the sth term in the expansion (2.94)
is:
〈Vα1(Z1)Vα2(Z2)Vα3(Z3)〉s =
( µ
2π
)s 1
s!
3∏
i<j
|Zi−Zj |−2αiαj
∫ s∏
j=1
D2Yj
3∏
i=1
|Zi−Yj |−2bαi
s∏
i<j
|Yi−Yj|−2b2
For N = 1 case there exists a supersymmetric extension of the Dotsenko-Fateev integrals and
an analogous integral expression for the structure constants can be extracted. Applied to
our problem this integral expression gives for the three-point function in the case of integer
number of screening charges the following result:
〈Vα1(Z1)Vα2(Z2)Vα3(Z3)〉s (2.97)
=
(
µ
8
γ
(
b2
2
+
1
2
))s 3∏
i<j
|Zi − Zj |−2δij
s∏
j=1
γ
(
j
2
−
[
j
2
]
− j b
2
2
)
×
s−1∏
j=0
3∏
i=1
γ
(
1− j
2
+
[
j
2
]
− bαi − j b
2
2
)
×
{
1 s ∈ 2N
ηη¯
b2
s ∈ 2N+ 1
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where:
γ(x) =
Γ(x)
Γ(1− x) , δij = ∆i +∆j −∆k, i 6= j 6= k, ∆i = αi(Q− αi)
In the above formula we reminded the definition of η as the SL(2|1) odd invariant for any
given three points (Z1, Z2, Z3). In contrast to the bosonic case here the correlation function
is different for s ∈ 2N and s ∈ 2N+ 1.
At this point we use the interpretation of (2.96) along the lines of [52]. It was suggested
to consider (2.96) as a kind of ”on-mass-shell” condition for the exact correlation function.
This condition means that the exact correlation function should satisfy:
res∑3
i=1 αi=Q−sb
〈Vα1Vα2Vα3〉 =
(−µ)s
s!
〈Vα1Vα2Vα3
∫
D2ZVb· · ·
∫
D2ZVb︸ ︷︷ ︸
s
〉∑3
i=1 αi=Q−sb (2.98)
when (2.96) holds for s = 0, 1, 2 . . . . In general (2.98) alone seems to be unsufficient to
determine N -point function, but for three Liouville vertex operators the situation is simple:
the coordinate dependence on the left hand side and right hand side is as in the three-point
function (2.94). Therefore we have the following ”on-mass-shell” condition for the structure
constants:
res
sb=Q−∑i αi
Ceven(odd)(α1, α2, α3) = I
even(odd)
s (α1, α2, α3)
where we have denoted by I
even(odd)
s (α1, α2, α3) the coordinate independent part of the s
th
term in the expansion (2.97).
Now we have to generalize the special function Υ(x) introduced in [2]. For both, bosonic
and supersymmetric cases, we define the function (0 < Re(x) < Q):
logR(x, a) =1
2
∞∫
0
dt
t
{[(
Q
2
− x
)2
+
(
Q
2
− a
)2]
e−t (2.99)
−2sh
2
[(
Q
2
− x)+ (Q
2
− a)] t
4
+ sh2
[(
Q
2
− x)− (Q
2
− a)] t
4
sh t
2b
sh bt
2
}
.
The simplest properties that are clear from (2.99) are:
R(Q
2
,
Q
2
) = 1, R(x, a) = R(Q− x, a), R(x, a) = R(a, x). (2.100)
Let us define also:
R0 = dR(x, a)
dx
∣∣∣∣
x=a=0
.
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We propose the following expression as an exact three-point function in the supersymmetric
Liouville theory:
Ceven(α1, α2, α3) =
[
µ
8
γ
(
b2
2
+
1
2
)
b−1−b
2
]Q−∑i αi
b
(2.101)
× R0R(2α1, 0)R(2α2, 0)R(2α3, 0)R(α1 + α2 + α3 −Q, 0)R(x1, 0)R(x2, 0)R(x3, 0)
Codd(α1, α2, α3) =
[
µ
8
γ
(
b2
2
+
1
2
)
b−1−b
2
]Q−∑i αi
b
(2.102)
× R0R(2α1, 0)R(2α2, 0)R(2α3, 0)R(α1 + α2 + α3 −Q, b)R(x1, b)R(x2, b)R(x3, b)
where:
xi = αj + αk − αi; i 6= j 6= k
Thus, we have in general:
〈Vα1Vα2Vα3〉 =
(
Ceven(α1, α2, α3) + ηη¯C
odd(α1, α2, α3)
)∏
i<j
|Zi − Zj |δij . (2.103)
This expression for the exact three-point function is based on the properties of the defined
R(x, a) function described below.
We now pass to the Ramond sector. According to the explicit form of the Ramond vertex
operator (2.92) its three-point function has the following perturbative expansion:
〈Rǫ1α1(z1)Rǫ2α2(z2)Vα3(Z3)〉 =
∞∑
s=0
( µ
2π
)s ∫
du1 . . . dus〈
3∏
i=1
eαiφ(zi)
s∏
j=1
ebφ(uj)〉 (2.104)
× 〈σǫ1(z1)σǫ2(z2)
(
1 + θ3θ¯3ψ(z3)
) s∏
j=1
ψ(uj)〉
As before, in order the free bosonic correlator to be nonzero we have to impose the condition
(2.96). It can be interpreted again as a ”on-mass-shell” condition for the exact correlation
function. The explicit expression for the integrals in (2.104) can be extracted from the
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corresponding formulae for the Ramond fields [5, 38, 53]. The final result is:
〈Rǫ1α1(Z1)Rǫ2α2(Z2)Vα3(Z3)〉s =
(
µ
8
γ
(
b2
2
+
1
2
))s 3∏
i<j
|Zi − Zj|−2δij
×
s∏
j=1
γ
(
j
2
−
[
j
2
]
− j b
2
2
) s−1∏
j=0
2∏
i=1
γ
(
1 +
j
2
−
[
j
2
]
− bαi − j b
2
2
− 1
2
)
× γ
(
1− j
2
+
[
j
2
]
− bα3 − j b
2
2
)
× Aǫ1,ǫ2
where:
Aǫ,ǫ =
{
1, s = 2N
θ3θ¯3
|z1−z3||z2−z3|
|z1−z2| , s = 2N+ 1
Aǫ,−ǫ =
{
1, s = 2N+ 1
θ3θ¯3
|z1−z3||z2−z3|
|z1−z2| ; s = 2N
and γ(x), δij , ∆i as in (2.98). Finally, we propose the following expression for the exact
three-point function in the Ramond sector:
〈Rǫ1α1(z1)Rǫ2α2(z2)Vα3(Z3)〉 =
(
Cǫ1,ǫ2 + θ3θ¯3
|z1 − z3||z2 − z3|
|z1 − z2| C˜
ǫ1,ǫ2
)∏
i<j
|zi − zj|δij
where:
Cǫ,ǫ(α1, α2, α3) =
[
µ
8
γ
(
b2
2
+
1
2
)
b−1−b
2
]Q−∑i αi
b
(2.105)
× R0R(2α1, b)R(2α2, b)R(2α3, 0)R(α1 + α2 + α3 −Q, 0)R(x1, b)R(x2, b)R(x3, 0)
Cǫ,−ǫ(α1, α2, α3) =
[
µ
8
γ
(
b2
2
+
1
2
)
b−1−b
2
]Q−∑i αi
b
(2.106)
× R0R(2α1, b)R(2α2, b)R(2α3, 0)R(α1 + α2 + α3 −Q, b)R(x1, 0)R(x2, 0)R(x3, b)
and C˜ǫ1,ǫ2 can be determined using the supersymmetry (xi is as in (2.103)).
Now we are going to discuss the pole structure of the three-point correlation function
and to define the so called reflection amplitudes. For this purpose we start with some
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transformation properties and functional relations for R(x, a) defined in (2.100). Using the
integral representation of R(x, a) (2.99) one can check that the following functional relation
holds:
R(x+ b, a) = b−bx+abγ
(
bx − ba + 1
2
)
R(x, a+ b).
It is clear that due to the ”self-duality” of R(x, a) (i.e. the invariance under b → 1/b) one
can conclude that:
R(x+ 1/b, a) = bxb− ab γ
(
x− a+ b
2b
)
R(x, a + 1/b).
It is easy to verify that, using the above properties, Υ1(x) = R(x, 0) and Υ2(x) = R(x, b)
are entire functions of x with the following zero-structure:
Υ1(x) = 0 for x = −nb− m
b
; n−m = even
Υ2(x) = 0 for x = −nb− m
b
; n−m = odd
and due to (2.100):
Υ1(x) = 0 for x = (n + 1)b+
m+ 1
b
; n−m = even
Υ2(x) = 0 for x = (n + 1)b+
m+ 1
b
; n−m = odd
(n,m are non-negative integers).
Using all the above properties of R(x, a) it is straightforward to check that the proposed
exact three-point functions satisfy the ”on-mass-shell” condition (2.96).
As in the bosonic case [2], the proposed correlators as a function of α =
∑3
i αi have more
poles than expected: at α = Q− n/b −mb and at α = 2Q + n/b+mb. They appear when
more general multiple integrals are considered:
res∑
i αi=Q−nb−mb
〈Vα1Vα2Vα3〉 =
(µ˜)n(µ)m
n!m!
〈
3∏
i=1
Vαi(Zi)
n∏
k=1
∫
V1/b(Xk)
m∏
l=1
∫
Vb(Yl)〉 (2.107)
where:
µ˜
8
γ
(
1
2b2
+
1
2
)
=
(
µ
8
γ
(
b2
2
+
1
2
)) 1
b2
.
We note that the correlation function (2.107) is self-dual with respect to b→ 1
b
, µ→ µ˜.
As it was mentioned above the Liouville vertex operators Vα and VQ−α have the same
dimensions and are interpreted as reflection images of each other. We shall use this property
in order to define the so called reflection amplitudes in the supersymmetric case. We start
with the reflection amplitude in the Neveu-Schwarz sector. We define the latter as:
Ceven(odd)(Q− α1, α2, α3) = SNS(α1)Ceven(odd)(α1, α2, α3)
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where SNS(α1) is the reflection amplitude. Using the functional relations of R(x, a) we find
that it equals to:
SNS(α) =
[
µ
8
γ
(
b2
2
+
1
2
)] 2α1−Q
b
b2+
2(Q−2α)
b
γ
(
bα − b2
2
+ 1
2
)
γ
(
2− α
b
+ 1
2b2
− 1
2
) . (2.108)
As in the bosonic case we associate the reflection amplitude with the two-point correlation
function [2].
Now we pass to the Ramond sector and consider the correlation functions (2.105), (2.106)
together. In these functions we have two Ramond fields (Rǫ1α1 , R
ǫ2
α2) and one Neveu-Schwarz
field (Vα3). Therefore the reflection of the first two fields will give us one reflection amplitude,
but the reflection of the third field will differs from the first one. We find:
Cǫ,±ǫ(Q− α1, α2, α3) = SR(α1)Cǫ,∓ǫ(α1, α2, α3)
where:
SR(α1) =
[
µ
8
γ
(
b2
2
+
1
2
)] 2α1−Q
b
b
2(Q−2α)
b
γ
(
bα1 − b22
)
γ
(
1− α1
b
+ 1
2b2
) .
For the reflection of the Neveu-Schwarz field we found:
Cǫ,±ǫ(α1, α2, Q− α3) = SNS(α3)Cǫ,±ǫ(α1, α2, α3)
where SNS(α) is as in (2.108).
2.4 One-point function of N = 1 super-Liouville theory with bound-
ary
Let us remind that the N = 1 SLFT describes a supermultiplet consisting of a bosonic field
and its fermionic partner interacting with exponential potential. In this Section we prefer
to use the component fields rather than the superfield language. In terms of the component
fields, the Lagrangian can be expressed by:
LSL = 1
8π
(∂aφ)
2 − 1
2π
(ψ¯∂ψ¯ + ψ∂¯ψ) + iµb2ψψ¯ebφ +
πµ2b2
2
(: ebφ :)2. (2.109)
The central charge in this normalization reads:
cSL =
3
2
(1 + 2Q2). (2.110)
The NS and R primary fields are expressed again in terms of vertex operators (2.91) and
(2.92) respectively. Their dimensions are the same as in the previous section. The physical
states can be denoted by a real parameter P defined by:
α =
Q
2
+ iP.
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In the first part of this Section we will be interested in the SLFT on a pseudosphere. This
is a generalization of [24] where the LFT is studied in the geometry of the infinite constant
negative curvature surface, the so-called Lobachevskiy plane, i.e. the pseudosphere. The
equations of motion for the component fields of the SLFT are given by:
∂∂¯φ = 4π2µb2
(
µebφ − iψ¯ψ) ebφ
∂ψ¯ = −iµebφψ, ∂¯ψ = iµebφψ¯.
We will assume that the fermion vanishes in the classical limit so that the background metric
is determined by the bosonic field satisfying:
eϕ(z) =
4R2
(1− |z|2)2 ,
where ϕ = 2bφ and R−2 = 4π2µ2b3. The parameter R is interpreted as the radius of the
pseudosphere in which the points at the circle |z| = 1 are infinitely far away from any internal
point. This circle can be interpreted as the “boundary” of the pseudosphere. In the same
way as the LFT, we can now use the Poincare´ model of the Lobachevskiy plane with complex
coordinate ξ in the upper half plane.
We want to compute exact one-point functions of the (NS) and (R) bulk operators Nα
and Rα. Due to the superconformal invariance, these one-point functions are given by:
〈Nα(ξ)〉 = U
N(α)
|ξ − ξ¯|2∆Nα , 〈Rα(ξ)〉 =
UR(α)
|ξ − ξ¯|2∆Rα .
We will simply refer to the coefficients UN (α) and UR(α) as bulk one-point functions. To
derive the functional relations satisfied by these one-point functions, we should consider the
bulk degenerate fields which are defined by some differential equations with certain orders.
The degenerate fields in the (NS) sector are given by:
Nαm,n = e
αm,nφ, αm,n =
1
2b
(1−m) + b
2
(1− n), with m− n = even
and those in the (R) sector by:
Rαm,n = σ
(ǫ)eαm,nφ, with m− n = odd.
One of the essential features of these fields is that the operator product expansion (OPE)
of a degenerate field with any primary field is given by a linear combination of only finite
number of primary fields and their decendents. The simplest degenerate fields are N−b for
the (NS) sector and R−b/2 for the (R) sector.
The OPE of R−b/2 with a (NS) primary field is given by:
NαR−b/2 = C
(N)
+ (α)
[
Rα−b/2
]
+ C
(N)
− (α)
[
Rα+b/2
]
, (2.111)
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where [. . .] stands for entire family of conformal decendents corresponding to a primary
field. The structure constants can be computed using Coulomb gas integrals. One can set
C
(N)
+ = 1 since no screening insertion is needed. The other structure constant C
(N)
− needs
just one insertion of the SLFT interaction and can be computed to be:
C
(N)
− (α) =
πµb2γ
(
αb− b2
2
− 1
2
)
γ
(
1−b2
2
)
γ(αb)
.
Similarly, the OPE with the (R) primary field is
RαR−b/2 = C
(R)
+ (α)
[
Nα−b/2
]
+ C
(R)
− (α)
[
Nα+b/2
]
(2.112)
where C
(R)
+ = 1 as before and C
(R)
− is given by:
C
(R)
− (α) =
πµb2γ
(
αb− b2
2
)
γ
(
1−b2
2
)
γ
(
αb+ 1
2
) .
Now we consider the bulk two-point functions of the degenerate field R−b/2 and a (NS)
field Nα,
GNα,−b/2(ξ, ξ
′) = 〈Nα(ξ′)R−b/2(ξ)〉.
It is straightforward from (2.111) to show that the two-point function satisfy:
GNα,−b/2(ξ, ξ
′) = C(N)+ (α)U
R
(
α− b
2
)
G+(ξ, ξ′) + (2.113)
+ C
(N)
− (α)U
R
(
α +
b
2
)
G−(ξ, ξ′)
where G±(ξ, ξ′) are expressed in terms of some special conformal blocks:
G±(ξ, ξ′) = |ξ
′ − ξ′|2∆Nα −2∆R−b/2
|ξ − ξ′|4∆Nα
F±(η).
Here, the conformal blocks are given by hypergeometric functions (which are known) and:
η =
(ξ − ξ′)(ξ − ξ′)
(ξ − ξ′)(ξ − ξ′)
.
In the cross channel, an equivalent expression for the two-point function can be obtained
as follows:
GNα,−b/2 =
|ξ′ − ξ¯′|2∆Nα −2∆R−b/2
|ξ − ξ¯′|4∆Nα
[
B
(N)
+ (α)F˜+(η) +B(N)− (α)F˜−(η)
]
(2.114)
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where F˜(η) are again given by some known hypergeometric functions. The boundary struc-
ture constants B
(N)
± can be determined from the monodromy relations connecting F(η) and
F˜(η).
The conformal block F˜− corresponds to the identity boundary operator with dimension 0
appearing in the boundary as the bulk operator R−b/2 approaches the boundary with η → 1.
Another boundary operator n−b appearing as R−b/2 approaches the boundary generates the
F˜+ block. As mentioned above, the geodesic distance to the boundary on the pseudosphere
is infinite. Therefore, the two-point function in the LHS of (2.111) can be factorized into a
product of two one-point functions and satisfies
B
(N)
− (α) = U
N (α)UR(−b/2).
Combining all these and using (2.114), we obtain the following nonlinear functional equation
in the η → 1 limit:
Γ
(
1−b2
2
)
UN (α)UR
(− b
2
)
Γ(−b2)Γ (αb− b2
2
+ 1
2
) = UR (α− b2)
Γ (αb− b2) +
πµb2 UR
(
α + b
2
)
γ
(
1−b2
2
)
Γ(αb)
(
αb− b2
2
− 1
2
) . (2.115)
Analysis of the other two-point function:
GRα,−b/2(ξ, ξ
′) = 〈Rα(ξ)R−b/2(ξ′)〉
goes along the same line and leads to the second functional equation:
Γ
(
1−b2
2
)
UR(α)UR
(− b
2
)
Γ(−b2)Γ (αb− b2
2
) = UN (α− b2)
Γ
(
αb− b2 − 1
2
) + πµb2 UN (α + b2)
γ
(
1−b2
2
)
Γ
(
αb+ 1
2
) . (2.116)
The SLFT satisfies the duality b → 1/b. This property requires considering another
degenerate (R) operator R−1/2b which generates two more functional equations in addition
to (2.115) and (2.116). These additional equations can be obtained by just replacing the
coupling constant b with 1/b and the paramter µ by the “dual” µ˜ satisfying:
πµ˜γ
(
Q
2b
)
=
[
πµγ
(
bQ
2
)]1/b2
. (2.117)
Therefore, the one-point functions UN (α) and UR(α) should satisfy four nonlinear functional
equations.
We have found the solutions to these overdetermined nonlinear equations as follows:
UNmn(α) =
sin
(
πQ
2b
)
sin
(
πbQ
2
)
sin
[
mπ
(
Q
2b
− α
b
)]
sin
[
nπ
(
bQ
2
− bα)]
sin
(
mπQ
2b
)
sin
(
nπbQ
2
)
sin
[
π
(
Q
2b
− α
b
)]
sin
[
π
(
bQ
2
− bα)] UN11(α) (2.118)
URmn(α) =
sin
(
πQ
2b
)
sin
(
πbQ
2
)
sin
[
mπ
(
Q
2b
− α
b
+ 1
2
)]
sin
[
nπ
(
bQ
2
− bα + 1
2
)]
sin
(
mπQ
2b
)
sin
(
nπbQ
2
)
cos
[
π
(
Q
2b
− α
b
)]
cos
[
π
(
bQ
2
− bα)] UR11(α)
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where the ‘basic’ solutions are given by:
UN11(α) =
[
πµγ
(
bQ
2
)]−α/b Γ ( bQ
2
)
Γ
(
Q
2b
)
Q
2
Γ
(−αb+ bQ
2
)
Γ
(−α
b
+ Q
2b
) (
Q
2
− α) (2.119)
UR11(α) =
[
πµγ
(
bQ
2
)]−α/b Γ ( bQ
2
)
Γ
(
Q
2b
)
Q
2
Γ
(−αb+ bQ
2
+ 1
2
)
Γ
(−α
b
+ Q
2b
+ 1
2
) . (2.120)
There are infinite number of possible solutions which are parametrized by two integers
(m,n). For these to be solutions, we find that the two integers should satisfy m− n = even.
The basic solutions, Eqs.(2.119) and (2.120), can be interpreted as the one-point functions of
the bulk operators Nα and Rα corresponding to the vacuum boundary conditions (BC), the
BC corresponding to the bulk vacuum operator N0. Then, the general solutions (2.118) can
be identified with the one-point functions with the conformal BC (m,n) classified by Cardy
[8]. Since m − n = even, the one-point functions we obtained correspond to the (NS)-type
BCs only. This seems consistent with the fact that only the (NS) boundary operators arise
when the (NS) or (R) bulk degenerate operators approach the boundary corresponding to
the vacuum BC.
We also note that the solutions(2.118) satisfy the so-called bulk “reflection relations”:
UNm,n(α) = D
(N)(α)UNm,n(Q− α), URm,n(α) = D(R)(α)URm,n(Q− α) (2.121)
where D(N)(α) and D(R)(α) are the (NS) and the (R) reflection amplitudes computed in the
previous section (called S(N,R) there) and derived in [21].
Now we turn to the computation of the bulk one-point function in the presence of a
boundary. We define the SLFT on half plane where superconformally invariant boundary
action is imposed by choosing the following boundary action at y = 0:
LB = µB
2
ebφ/2a(ψ − iγψ)(x)
with γ = ±1 and the fermionic zero-mode a satisfying [54]:
σ(±) = aσ(∓) and a2 = 1.
This action includes additional boundary parameter µB which generates continuous family
of BCs. The boundary equations of motion are given by:
1
2π
∂yφ = −1
2
bµBa(ψ − iγψ)ebφ/2
i
2π
ψ = µBe
bφ/2 a,
i
2π
ψ = iγµBe
bφ/2 a.
Plugging these constraints back into the action, one can simplify the boundary action:
LB = µBebφ/2aψ.
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One can see that physical quantities should contain only even powers of µB because of the
fermionic zero-mode. While the bulk properties of the boundary SLFT should be identical,
we should define the boundary operators. As in the bulk, there are two sectors, the (NS)
and (R) boundary operators:
nβ = e
βφ/2(x), rβ = σ
(ǫ)eβφ/2(x).
The procedure to derive the functional equations satisfied by the bulk one-point functions are
identical to that we used above. Major difference arises when the bulk degenerate operator
R−b/2 approaches the boundary as z → z. The LHS of Eq.(2.113) can be evaluated by
the boundary OPE which generates the boundary operator n0 and n−b. We choose the
identity operator n0, or the boundary vacuum state, since we are interested in the bulk one-
point function. The fusion of the degenerate field R−b/2 can be computed by a first order
perturbation from the boundary action:
R(ǫ)(−b/2, Q) = −µB
∫
dx〈R(ǫ)−b/2
(
i
2
)
aψ(x)ebφB/2(x)eQφB/2(∞)〉
= µB
∫
dx|x− i/2|b2−1 = 2πµB Γ(−b
2)
Γ
(
1−b2
2
)2 .
Again, the dependence on the superindex ǫ disappears so that we can suppress it. With the
vacuum state on the boundary, the two-point function becomes the bulk one-point function
of the operator Nα. Equating this with the RHS of Eq.(2.113) gives the functional equation:
2πµB
Γ
(
1−b2
2
)UN (α) = Γ
(
αb− b2
2
+ 1
2
)
Γ (αb− b2) U
R
(
α− b
2
)
+
+
πµb2Γ
(
αb− b2
2
− 1
2
)
γ
(
1−b2
2
)
Γ(αb)
UR
(
α +
b
2
)
. (2.122)
Similar consideration for the GRα,−b/2 leads to:
2πµB
Γ
(
1−b2
2
)UR(α) = Γ
(
αb− b2
2
)
Γ
(
αb− b2 − 1
2
)UN (α− b
2
)
+
+
πµb2Γ
(
αb− b2
2
)
γ
(
1−b2
2
)
Γ
(
αb+ 1
2
)UN (α + b
2
)
. (2.123)
As before, one should consider the dual equations coming from the dual degenerate operator
R−1/2b.
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The solutions of Eqs.(2.122) and (2.123) can be found as:
UN (α) = N b
[
πµγ
(
bQ
2
)]Q−2α
2b
Γ
((
α− Q
2
)
b
)
Γ
(
1 +
(
α− Q
2
)
1
b
)
(2.124)
× cosh
[(
α− Q
2
)
πs
]
UR(α) = N
[
πµγ
(
bQ
2
)]Q−2α
2b
Γ
((
α− b
2
)
b
)
Γ
((
α− 1
2b
)
1
b
)
(2.125)
× cosh
[(
α− Q
2
)
πs
]
,
where the normalization factor N is given by:
N =
[
πµγ
(
bQ
2
)]−Q/2b
[bΓ(−Qb/2)Γ(1 −Q/2b) cosh(Qπs/2)]−1
so that UN (0) = 1. Here, the boundary parameter s is related to µB by:
µ2B
µb2
sin
(
πbQ
2
)
= cosh2
(
πbs
2
)
.
Notice that the solutions (2.124) and (2.125) are self-dual if the parameter s is invariant
and µ→ µ˜ as Eq.(2.117). The continuous parameter s coming from µB generates a contin-
uous family of conformally invariant BCs. One can also check that these satisfy the bulk
reflection relations Eq.(2.121).
3 N = 2 superconformal theories
This Section is devoted to the description of theN = 2 superconformal theories. As inN = 1,
an effective approach to the N = 2 minimal models is the Coulomb gas representation. We
present a detailed discussion of the Coulomb gas construction for NS, R and T fields. The
basic ingredient of the N = 2 Coulomb gas representation is the system of two free scalar
fields φ, φ† and two free fermionic fields ψ, ψ†, with total central charge c = 3. In the NS
sector they can be combined into two free dimensionless chiral N = 2 superfields S±. The
Rmond and twisted primary fields can be represented by vertex operators using the spin
σ±1/8 and twisted σ
T
1/16 fields of the c = 3 system. The non-trivial dynamics of the free field
construction of the N = 2 minimal models (reflected in the non-integer central charge cp) is
carried by two background charges β, β¯ placed at infinity and by the corresponding screening
operators.
Another approach to the N = 2 minimal models, based on the Dn parafermionic construc-
tion [43, 44] of the N = 2 superconformal algebra, has an advantage in comparison with the
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Coulomb gas method in the calculation of the 4-point functions and the structure constants
of the 2D OPE algebras. The reason for that is in the relation of the Dn parafermionic
models with the su(2) Wess-Zumino-Witten (WZW) models [55]. Then the problem of the
computation of the 4-point functions of the NS and R fields reduces to the simple problem
to express these functions in terms of the su(2) WZW functions and the 4-point functions
of the free field vertices eiαφ(z). The same is true also for the structure constants and the
corresponding OPE algebras. The twisted fields in this language are realized in terms of the
so called C-disorder fields of the parafermionic models.
An important point in our discussion of the N = 2 minimal models is related to the origin
of the Zp+2 discrete symmetry [18]. It turns out that in each cp model there exist a set of
NS superfields Np−m which together with the super-stress-energy tensor W(z, θ+, θ−) close
an OPE algebra of the Zp+2 parafermionic type. We describe in details this N = 2 super-
parafermionic models and their relation to the corresponding N = 2 superconformal minimal
models. It turns out that the super-parafermionic currents and the order-disorder fields are
precisely the fields that play an important role in the construction of the vertices of the
low-energy massless particles [18]. So these, as well as our general results for the FR’s, can
be applied to the Gepner’s tensor product construction. More precisely, we consider in this
Section the three-generation 11163 Gepner model of the heterotic string compactification
[18]. The main point of the Gepner’s approach is the construction of the (moded out)
tensor products of N = 2 minimal models (c = 1 + 3 × 8/3 = 9) having the same discrete
symmetries as the maximally symmetric Calabi-Yau (C-Y) space. The generalized GSO
projection relates specific combinations of the fields of these models with the free fields of
the non-compactified degrees of freedom which reproduce the massless spectrum of the C-Y
three-generation string model [18]. An important step in the consistency checks of this model
is the explicit construction of the low-energy effective cubic superpotential. In this Section
we derive the exact Yukawa couplings for the 11163 model.
The rest of this Section is devoted to the discussion of the N = 2 super Liouville field
theory (SLFT). We show that it exhibits an interesting duality behaviour. Under the dual
transformation b→ 1/b the theory maps to a dual action which is another N = 2 super CFT.
The N = 2 SLFT with a strong coupling can be described by the dual action perturbatively.
We compute the reflection amplitudes (the 2-point functions) of the theory using functional
relations derived from these actions. This procedure provides an exact relation between the
two actions. An important generalization is the N = 2 SLFT in the presence of a boundary.
We use the modular bootstrap method, which is a generalization of the Cardy formulation
for the conformal BC’s to the irrational CFT’s. We compute the one-point function for
general BC’s parameterized by a continuous parameter (the so called FZZT branes). Using
the one-point functions, we rederive the bulk reflection amplitudes and compare them with
those obtained before. Furthermore, we provide a conformal bootstrap analysis based on
the N = 2 SLFT and its dual theory and confirm that the one-point functions obtained
from the modular transformations are consistent with the bulk and boundary actions. As
a byproduct, we obtain a relation between the continuous BC parameter and the boundary
cosmological constants of the two dual theories. To find all the consistent conformal BC’s
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of the N = 2 SLFT is important since they describe the D-branes moving in the black hole
background. In addition to the FZZT and the vacuum BC’s there is an infinite number of
discrete BC’s which are called ZZ branes in general. We find the ZZ brane solutions from
the functional equations defined on the pseudosphere and discuss their implications for the
N = 2 SLFT. We then perform modular bootstrap calculations for the degenerate fields of
the theory which provide some consistency checks for the solutions.
At the end of this Section we find a set of higher equations of motion in N = 2 SLFT.
In doing that we used the one point function obtained above. As already mentioned this is
an interesting question because of the fact that this theory has actually few properties in
common with the N = 0, 1 SLFT’s. One difference is the lack of the strong-week coupling
duality mentioned above. Another important difference is in the spectrum of the degenerate
representations [16, 17, 56]. We will show that the N = 2 SLFT still possesses higher
equations of motion despite these differences.
The results of this Section have been published in [22], [56]-[62], (9.-16.).
3.1 N = 2 minimal models
The set of generators of the N = 2 extended superconformal algebra contains in addition to
the stress-energy tensor T (z) and the supercurrent G1(z) (generating N = 1 SUSY) a U(1)
current J(z) of conformal dimension 1 and its super-partner G2(z) of dimension 3/2 (and
also the corresponding right-moving modes). It is convenient to use the U(1) diagonal basis
for the description of the NS and R sectors of the N = 2 algebra: G±(z) = 1√
2
(G1 ± iG2) so
that:
T (z1)G
±(z2) =
3
2z212
G±(z2) +
1
z12
∂G±(z2) + . . .
J(z1)G
±(z2) = ± 1
2z12
G±(z2) + . . .
G+(z1)G
−(z2) =
2c
3z312
+
4
z212
J(z2) +
2
z12
(T (z2) + ∂J(z2)) + . . .
G+(z1)G
+(z2) = O(z12) = G
−(z1)G
−(z2).
Similarly to the case of N = 1 SUSY one may choose periodic or antiperiodic boundary
conditions for the supercurrents with corresponding Laurent expansions:
G±(z) =
∑
n∈Z
z−n−2G±n+1/2 or G
±(z) =
∑
n∈Z
z−n−3/2G±n .
53
The coefficients G±r of these expansions close NS and R parts of the N = 2 superalgebra
respectively:[
Lm, G
±
r
]
=
(m
2
− r
)
G±m+r,
[
Jn, G
±
r
]
= ±G±n+r, (3.1){
G+r , G
−
s
}
= 2Lr+s + (r − s)Jr+s + c
3
(
r2 − 1
4
)
δr+s,
{
G±r , G
±
s
}
= 0,
[Lm, Jn] = −nJm+n, [Jm, Jn] = c
3
mδm+n,
r, s ∈ Z + 1/2 for the NS sector, r, s ∈ Z for the R sector and:
T (z) =
∑
n∈Z
z−n−2Ln, J(z) =
∑
n∈Z
z−n−1Jn.
Due to the presence of the U(1) current J(z) we have one more possibility, that is to
choose Z2 twisted boundary conditions for this current J(e
2πiz) = −J(z) and:
J(z) =
∑
n∈Z
z−n−1/2Jn+1/2.
Then, as a consequence, one of the currents G1,2(z) nust have periodic and the other one
antiperiodic boundary conditions. The two choices are equivalent so we can take for example:
G1(z) =
∑
n∈Z
z−n−2G1n+1/2, G
2(z) =
∑
n∈Z
z−n−3/2G2n
obeying the so called N = 2 twisted superconformal algebra.
The Cartan subalgebra of the NS and R algebras is two-dimensional and consists of the
generators L0 and J0. Therefore, the corresponding lowest weight representations (LWR’s)
for the fixed value of c are labeled by two parameters: the conformal dimension ∆ and
the U(1) charge q. The primary states |∆, q > which generate these LWR’s satisfy the
conditions:
L0|∆, q > = ∆|∆, q >, J0|∆, q >= q|∆, q >,
Ln|∆, q > = Jm|∆, q >= G±r |∆, q >= 0, n,m, r > 0.
Let us consider the NS sector first. Introducing the OSp(2|2) invariant vacuum of the the
theory which belongs to the NS sector:
Ln|0 >= Jn+1|0 >= G±r |0 >= 0, n ≥ −1, r ≥ −1/2
we can realize the NS primary states |∆, q > by acting on the vacuum with the NS primary
superfields of dimension ∆ and U(1) charge q:
N(z, θ+, θ−) = ϕ(z) + θ+ψ−(z) + θ−ψ+(z) + θ+θ−ϕ˜(z).
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The component fields have the following OPE’s with the generators:
G±(z1)ϕ(z2) =
1
z12
ψ±(z2) + . . .
G±(z1)ψ∓(z2) =
2(∆± q)
z212
ϕ(z2) +
1
z12
(∂ϕ(z2)± ϕ˜(z2)) + . . .
G±(z1)ϕ˜(z2) = ∓2(∆± q)
z212
ψ±(z2) + . . . .
The LWR in the NS sector of the N = 2 superconformal algebra corresponding to the
LW state |∆, q > consists of all the linear combinations of the vectors of the form:
L{−ni}J{−mi}G
+
{−ri}G
−
{−si}|∆, q >, ni, mi, ri, si ≥ 0
where {ni} etc. is a multi-index and k =
∑
i ni +
∑
imi +
∑
i ri +
∑
i si and m =
1
2
(#G+−
#G−) are called level and relative charge of the state respectively. Because of the specific
properties of the generators: {G±r , G±s } = 0, it turns out that only the relative charges 0 (at
integer level k) and ±1/2 (at half-integer level)are allowed.
The two and three-point functions of the primary superfields N(z, θ+, θ−) are determined
(up to an arbitrary constant) by the conditions of OSp(2|2) invariance i.e. the finite subal-
gebra of (3.1) spanned by L0, L±1, J0, G±± 1
2
. Using the corresponding superconformal Ward
identities and the invariance of the vacuum, these conditions lead to a system of differen-
tial equations which can be solved (up to a constant). Then the corresponding two-point
function for example has the form:
< N1(z1, θ
+
1 , θ
−
1 )N(z2, θ
+
2 , θ
−
2 ) >= C2z˜
−2∆1
12
(
1 + 2q1
θ−12θ
+
12
z˜12
)
δ∆1−∆2δq1+q2. (3.2)
In the case of the 3-point functions one can see that there are three independent solutions
corresponding to the following three possibilities for the total U(1) charge: q1 + q2 + q3 =
0,±1/2 which are dictated by the J0 invariance. Thus we have one even 3-point function:
< N q1∆1N
q2
∆2
N−q1−q2∆3 >
and two odd ones:
< N q1∆1N
q2
∆2
N
−q1−q2±1/2
∆3
>
with three independent arbitrary structure constants C3, C
±
3 . The fact that we can have
three different 3-point functions has an important consequence for the analysis of the fusion
rules for the NS fields. As we shall show later it gives rise to three independent NS fusion
rules- one even and two odd ones.
In this Section we will be interested in the so called degenerate unitary representations.
Their main peculiarity is the existence of null-vectors at given levels and relative charges,
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i.e. states which are again primary. This property gives rise to a certain relation between
the parameters characterizing these representations: the central charge c, the dimension ∆
and the U(1) charge q, the so called Kac formula, which completely classify them. For the
NS sector of the N = 2 superconformal algebra this formula reads [16, 17]:
c = 3− 6
p+ 2
, p = 1, 2, . . . , qs =
s
2(p+ 2)
, (3.3)
∆sn1 =
(p+ 2− n)2 − s2 − 1
4(p+ 2)
, n = 0, 1, . . . , p+ 1, |s| ≤ p− n+ 1,
∆sn0 =
(n+ |s|)2 − s2 − 1
4(p+ 2)
, n+ |s| ≤ p+ 1, n = 1, 3, 5, . . .
Correspondingly, one can introduce two kinds of degenerate NS superfields: N sn1 which has
a degeneracy at level n with zero relative charge and N sn0 having level n/2 degeneracy with
relative charge ±1/2.
The simplest null-vectors, at level 1/2 and relative charge ±1/2, have the form:
G±− 1
2
|∆, q >= 0
provided ∆ = ±q. They generate the so called N = 2 chiral (and anti-chiral) superfields:
N+(z, θ+, θ−) = ϕ(z) + θ+ψ−(z)− θ+θ−∂ϕ(z), D+N+ = 0,
N−(z, θ+, θ−) = ϕ(z) + θ−ψ+(z) + θ+θ−∂ϕ(z), D−N− = 0,
D+ and D− are the N = 2 supercovariant derivatives.
In the R sector we have in addition to L0 and J0 the zero modes G
±
0 of the supercurrents
G±(z). As a consequence, for each ∆ 6= c/24 we have to consider two Ramond states |∆, q >
and |∆, q + 1/2 >. For the corresponding R fields Rq∆ creating the R states from the NS
vacuum: |∆, q >R= Rq∆|0, 0 > we get the following WI:
G+(z1)R
q
∆(z2) =
√
2∆− c
12
z
3/2
12
(z2)R
q+1/2
∆ (z2) + . . .
G−(z1)R
q+1/2
∆ (z2) =
√
2∆− c
12
z
3/2
12
(z2)R
q
∆(z2) + . . .
G+(z1)R
q+1/2
∆ (z2) = O(
√
z12) = G
−(z1)R
q
∆(z2)
The structure of the degenerate LWR representations in the R sector is very similar to that
of the NS sector. The formula for the dimensions and charges of the degenerate fields is now:
c = 3− 6
p+ 2
, p = 1, 2, . . . , qsr =
s− r
2(p+ 2)
+
r
4
, r = ±1, (3.4)
∆srn1 =
(p+ 2− n)2 − (s− r)2 − 1
4(p+ 2)
+
1
8
, n = 1, . . . , p+ 1, |s| ≤ p− n + 1,
∆srn0 =
(n + |s− r|)2 − (s− r)2 − 1
4(p+ 2)
+
1
8
, n+ |s− r| ≤ p+ 1, n = 0, 2, 4, . . .
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In the conformal family of the primary field Rsrn1(z) there is a degeneracy at level n with
relative charge 0, while the null-vector for the field Rsrn0(z) is at level n/2 (which is integer
in this case) with relative charge ±1/2.
In the twisted sector, because of the antiperiodic boundary conditions for the U(1) current
J(z), it has no zero mode and hence the primary states are labeled by the value of the
conformal dimension only: L0|∆ >= ∆|∆ > and |∆ > is annihilated by all the positive
modes. Similarly to the R sector of the N = 1 SUSY |∆ > is doubly degenerated, i.e.
to each primary state |∆,+ > there corresponds a state |∆,− >∼ G20|∆,+ > with the
same dimension ∆ which is again primary. Due to the properties of G20 we have for the
corresponding primary fields:
G2(z1)T
±
∆ (z2) =
√
∆− c
24
1
z
3/2
12
T∓∆ (z2) + . . . .
It is clear that the twisted N = 2 multiplet has more complicated structure. At level 1/2 we
have in general two independent descendants:
J−1/2|∆,± > = J−1/2T±∆ (0)|0 >= t±∆+1/2(0)|0 >,
G1−1/2|∆,± > = T±∆+1/2(0)|0 >
which are not primary states of the full N = 2 algebra. Considering the N = 1 subalge-
bra (which is generated by the supercurrent G1(z)) we can combine the fields T±∆ (z) and
T±∆+1/2(z) in a N = 1 superfield.
As in the NS and R sectors we are interested in the LWR’s only. The series of dimensions
of the degenerate primary fields is given by:
∆n =
(
p+2
2
− n)2 − 1
4(p+ 2)
+
1
8
, n = 1, 2, . . . , p+ 2,
where the field Tn(z) has degeneracy at level n/2 (n ∈ Z+).
Let us now pass to the Coulomb gas representation of the N = 2 supersymmetric models.
It is slightly different from that we considered in the case of N = 1 ones. It is based on the
theory of two N = 2 NS chiral superfields:
S+(z, θ+, θ−) = φ+(z) + θ−ψ+(z) + θ−θ+∂φ+(z)
S−(z, θ+, θ−) = φ−(z) + θ+ψ−(z)− θ−θ+∂φ−(z)
where φ± and ψ± are free complex scalar and fermion fields respectively. The chirality is
guaranteed by the covariant condition:
D+S− = 0 = D−S+.
The free action of the theory:
A(S+, S−) =
1
2
∫
d2zd2θd2θ¯S+S−
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(here we denoted by S± the two-dimensional superfield) gives the propagators of the chiral
fields. In terms of components we have:
< ψ+(z1)ψ
−(z2) >=
1
z12
, < φ+(z1)φ
−(z2) >= − ln z12.
Analogously to the N = 1 case we define the NS vertices as:
Nα,α¯(z, θ
+, θ−) = exp i(αS−(z, θ+, θ−) + α¯S+(z, θ+, θ−)). (3.5)
They are labeled by two real numbers (α, α¯) called charges. The corresponding improved
action:
A(S±, R˜) = A(S+, S−) +
∫
d2zd2θd2θ¯(2βR˜S+ + 2β¯R˜S−)
where R˜ is the N = 2 supersymmetric curvature (which could be placed at infinity), leads
effectively to the extra vertex at infinity with charges (−2β,−2β¯). In what follows we made
a special choice β = β¯.
Similarly to the N = 1 case, in order to get a consistent N -point function of the NS
vertices, we must impose the neutrality condition:
N∑
i=1
αi = 2β =
N∑
i=1
α¯i. (3.6)
From the improved action one can extract the form of the generators of the N = 2 super-
conformal symmetry:
J =
1
2
ψ+ψ− − iβ∂φ− + iβ∂φ+, (3.7)
G+ = −
√
2ψ+∂φ− + 2
√
2iβ∂ψ+, G− = −
√
2ψ−∂φ+ + 2
√
2iβ∂ψ−,
T = −∂φ+∂φ− + 1
2
(ψ+∂ψ− + ψ−∂ψ+) + iβ∂2φ+ + iβ∂2φ−.
They close a N = 2 superconformal algebra with a central charge:
c = 3− 24β2.
Thus, in order to describe the minimal models, the charge at infinity should be quantized:
β2 =
1
4(p+ 2)
, p = 1, 2, 3, . . . .
We first discuss in more details the Coulomb gas representation of the NS sector. From
the explicit form of the NS vertex (3.5) and the N = 2 generators (3.7) one can extract the
conformal dimension ∆ and the U(1) charge q of the NS primary field:
∆(α, α¯) = αα¯− β(α+ α¯), q(α, α¯) = β(a− α¯). (3.8)
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We note some symmetries of these formulas which will be useful below. The change:
α→ 2β − α¯, α¯→ 2β − α
leads to the same dimension and charge ∆, q while the following two changes:
α→ 2β − α, α¯→ 2β − α¯
and:
α→ α¯, α¯→ α
give the same dimension ∆ but but the opposite charge −q.
Let us introduce the following NS vertices:
Vα+,α¯+ = e
i(α+S−+α¯+S+), (3.9)
Vα−,0 = e
iα−S−, V0,α¯− = e
iα¯−S+
with charges α±, α¯± chosen in such a way that the corresponding integrals (called screening
operators):
Q+ =
∮
C+
dzdθ+dθ−Vα+,α¯+ , (3.10)
Q− =
∮
C−
dzdθ+Vα−,0, Q¯− =
∮
C¯−
dzdθ−V0,α¯−
are invariant under the N = 2 superconformal transformations, i.e. have zero dimension and
zero charge. This condition determines the charges α±, α¯± as a function of the charge at
infinity:
α+ = 2β = α¯+, ∆(α+) = 0 = q(α+), (3.11)
α− = − 1
2β
= α¯−, ∆(α−) =
1
2
= ∆(α¯−), q(α−) = −1
2
== −q(α¯−).
The analysis of the null-vectors in the Coulomb gas picture (constructed with the help of
the screening operators) leads to the realization of the fields in the minimal models through
the vertex operators (3.5). It turns out that in this case the charges α, α¯ are quantized. For
example, the fields N sn1 (degenerated at level n with relative charge zero) are represented by
the vertex operator (3.5) with charges:
αsn1 =
1
2
(1− n + s)α+ − 1
2
α−, α¯
s
n1 =
1
2
(1− n− s)α+ − 1
2
α−.
Analogously, for the field N sn0 degenerated at level n/2 with relative charge 1/2 we obtain:
αsn0 =
1
2
(1− n)α+, α¯sn1 =
1
2
(1− n− 2s)α+, s > 0,
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while for the one with relative charge −1/2 we have:
αsn0 =
1
2
(1− n+ 2s)α+, α¯sn1 =
1
2
(1− n)α+, s < 0.
In the Coulomb gas picture the correlation functions of the fields are obtained by inserting
in the corresponding correlators of the vertices (3.5) a proper number of screening operators
(3.10). They ensure that the neutrality condition (3.6) is satisfied. Also, they do not destroy
the N = 2 superconformal covariance of the functions since they are N = 2 superconformally
invariant. In the case of the 3-point functions this screening procedure allows one to recognize
which of them do not vanish, or equivalently to obtain the corresponding FR’s for the
products of two arbitrary primary fields. As we discussed above, the general 3-point function
of NS N = 2 superfields contains one even and two odd ingredients (with charges ±1/2
respectively). This specific structure gives rise to three different FR’s, one even and two
odd, generated by the corresponding parts of this function. The even 3-point function is
obtained by inserting an arbitrary number of even screening operators and an equal number
of the two kinds of odd ones (in order to have an uncharged function). The odd 3-point
function with charge 1/2 (−1/2) can be obtain instead if we insert in the correlator an
arbitrary number of even screening operators Q+ but one more of the screenings Q− (Q¯−)
than Q¯− (Q−). Finally, combining the even and odd FR’s, we obtain the general ones, i.e.
we obtain all the (families of) primary fields that appear in the OPE of two given superfields.
We do not present here the explicit results for these FR’s. This is because, as we will explain
below, in the case of minimal N = 2 models, there is a more convenient construction in
terms of the so called parafermionic theories. The FR’s have more compact form in that
description so we leave the explicit expressions for the discussion of that construction. The
same concerns also the case of the 4-point functions.
We turn now to the discussion of the Ramond sector. The generators of the N = 2
superconformal algebra are the same as in the NS sector (3.7). The only difference is that in
this case G±(z) are antiperiodic fields and therefore we have to impose antiperiodic boundary
conditions for the fields ψ±(z) too. Then the fields are no more combined in supermultiplets.
Similarly to the N = 1 case we define the R vertices as follows:
Rrα,α¯(z) = σ
rei(αφ
++α¯φ−)(z), r = ± (3.12)
where the fields σ±(z) of dimension ∆ = 1/8 and charge q = ±1/4 correspond to the lowest
energy states in the R sector of the algebra of the complex fermion field ψ±(z). For the
dimension and charge of the field Rrα,α¯ we obtain:
∆(α, α¯, r) = αα¯− β(α+ α¯) + 1
8
, q(α, α¯, r) = β(a− α¯) + r
4
.
The symmetries of these formulas are similar to those of the NS sector:
α→ 2β − α¯, α¯→ 2β − α, r → r
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leads to ∆, q → ∆, q, and:
α→ 2β − α, α¯→ 2β − α¯, r → −r
or:
α→ α¯, α¯→ α, r → −r
give the same dimension ∆ but the opposite charge −q.
As in the N = 1 case, the screening operators have the same form as in the NS sector.
The only difference is that ψ±(z) are now antiperiodic. So the null-vector construction goes
in the same way. As a result we obtain that the vertices representing the degenerate fields
in the Ramond sector have a similar form. More precisely, the charges of the vertices of the
fields Rsrn1(z) are obtained form those of N
s
n1(z) by simply replacing s with s−r. In the same
way we obtain the charges of Rsrn0(z) from those of N
s
n0(z).
In order to obtain the FR’s for the R fields we have to recognize which of the 3-point
functions < R1R2Nx > are different from zero. In the Coulomb gas picture this means to
obtain all the ways of screening such function. We have to consider separately the two cases:
< RrR−r > and < RrR+r >. In the first case the corresponding R fields are constructed
with the help of the fields σ±r respectively. The 3-point function is then proportional to:
< σrσ−rψ+ψ− . . . > .
It is different from zero only if the number of screenings Q− is equal to the number of Q¯−,
the number of the even screenings Q+ remains arbitrary. Therefore the screening procedure
in this case is exactly the same as in the case of the even FR’s in the NS sector. In the
second case the corresponding 3-point function is proportional to:
< σrσrψr
′
. . . >
where ψr
′
is one of the fields ψ± which makes this function neutral. Here we have two
possibilities. The first one is to put one more screening operator Q− or Q¯− and hence to
have the same procedure as in the case of odd FR’s in the NS sector. The second possibility is
to implement the fact that the second component of the NS field (built with the help of some
ψ±) can contribute. The corresponding 3-point function is screened then with equal number
of Q− and Q¯−. Therefore this possibility corresponds to the even screening procedure in the
NS sector. As before, we do not present here the explicit expressions for the Ramond FR’s
and the corresponding structure constants. We postpone this problem to the parafermionic
description of the N = 2 minimal models.
Finally, we describe the construction of the twisted vertices. As we explained above we
redefine the supercuurents such that G2 ∼ G+ − G− is now antiperiodic. Also, the U(1)
current J :
J(z) =
1
4
ψ1ψ2 + iβ∂φ2
is antiperiodic in this sector (here we introduced the field φ2 which is a linear combination
of φ±). It follows that the scalar field φ2 should be antiperiodic too. The other scalar field
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φ1 is periodic. Following the general idea, we define the twisted field T (z) in terms of the
lowest dimensional field in the twisted sector of the fermion ψ1, ψ2 theory called σ
ψ
0 , the
lowest twisted field of the U(1) current ∂φ2 - σ
φ
0 and the exponential of the free scalar field
φ1:
Tα(z) = σ
ψ
0 (z)σ
φ
0 (z)e
iαφ1(z).
One can check that all the properties of the T-primary field are satisfied. In particular, its
dimension is given by:
∆(α) = α2 − 2αβ + 1
8
As in the NS and R sectors, the analysis of the null-vectors gives the quantized charge of
the degenerate fields:
αn =
1
2
(1− n)α+ − 1
4
α−
and the corresponding field Tn has a degeneracy at level n/2. The fusion rules are obtained
analogously to NS and R sectors. The difference is that in the case of the lowest twisted
field σψ0 we have the following FR’s:
σψ0 σ
ψ
0 ∼ 1 + σ± + ψ.
This confirms the fact that in the product of two twisted fields both Ramond and NS fields
occur.
As we already mentioned above, the N = 2 superconformal minimal models admit a
representation in terms of the D2p parafermionic (PF) theories. It is based on the observation
[43, 44] of the fact that the generators of theN = 2 supersymmetric theory could be expressed
in terms of the PF currents and a free scalar field:
T = Tp + Tϕ, J =
i
2
p√
2p(p+ 2)
∂ϕ, (3.13)
G+ =
√
2p
p+ 2
ψ1 exp
(
i
p+ 2√
2p(p+ 2)
ϕ
)
,
G− =
√
2p
p+ 2
ψ†1 exp
(
−i p+ 2√
2p(p+ 2)
ϕ
)
where ψ1 and ψ
†
1 are parafermionic currents with Zp charges 1 and p − 1 respectively, and
the reflection C acts as: ψ1 → ψ†1.
The central charge of these theories takes the values: cp = 2
p−1
p+2
, p = 1, 2 . . .. In (3.13) ϕ
denotes a free scalar field with central charge 1. Therefore the central charge of the algebra
of the currents (3.13) is:
c = 1 + cp =
3p
p+ 2
, p = 1, 2, . . .
which coincides with that of the N = 2 minimal models.
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The lowest dimensional fields φlm of the parafermionic theory have dimensions:
dlm = dl +
l2 −m2
4p
, −l ≤ m ≤ l
where:
dl =
l(p− l)
2p(p+ 2)
, l = 0, 1, . . . , p
is the dimension of the corresponding order parameter fields σl = φ
l
l. The dimension d
l
m has
the following symmetries:
l → l, m→ −m, (3.14)
l → p− l, m→ p±m
where we identify m = m+ 2p since m is the Z2p charge of the field φ
l
m.
The primary fields in the N = 2 theories are constructed from the lowest fields of the PF
theory and exponentials of the free scalar field ϕ. For the NS sector we have:
N lm(z) = φ
l
m(z) exp
(
i
m√
2p(p+ 2)
ϕ(z)
)
, (3.15)
l = 0, 1, . . . , p m = −l,−l + 2, . . . , l.
The U(1) charge of this field is:
qlm =
m
2(p+ 2)
and its dimension is simply the sum of the dimensions of the two ingredients:
∆lm = d
l
m +
m2
2p(p+ 2)
=
l(l + 2)
4(p+ 2)
− m
2
4(p+ 2)
.
To make a connection with the Coulomb gas representation of the NS sector we note that
the first series N sn1 is obtained from this construction as:
s = m, n = p− l + 1
and for the second one N sn0:
s = m, n = l − |m|+ 1.
The product with the supercurrents is:
G±(z1)N lm(z2) =
√
2p
p+ 2
1
z12
φlm±2(z2)e
i
(
m±(p+2)/
√
2p(p+2)
)
ϕ(z2) + . . . .
Note that, due to the symmetries (3.14), the second component of the field N lm has the form:
(N lm)
II± ∼ φp−lm±(p+2)ei
(
m±(p+2)/
√
2p(p+2)
)
ϕ
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and therefore it looks just like Np−lm±(p+2) but without satisfying the conditions (3.15).
The primary fields of the Ramond sector are represented in a similar way:
Rlm,α(z) = φ
l
m(z) exp
(
i
m− αp/2√
2p(p+ 2)
ϕ(z)
)
, (3.16)
l = 0, 1, . . . , p m = −l,−l + 2, . . . , l, α = ±1.
The U(1) charge is given by:
qlm,α =
2m− αp
4(p + 2)
and the conformal dimensions are:
∆lm,α =
l(l + 2)
4(p+ 2)
− (m+ α)
2
4(p+ 2)
+
1
8
.
The fields (3.16) reproduce the right analytic behaviour of the supercurrennts. For example:
G+(z1)R
l
m,α(z2) =
√
2p
p+ 2
1
z
1+α/2
12
φlm+2(z2)e
i
(
m+2+(2−α)p/2/
√
2p(p+2)
)
ϕ(z2) + . . .
shows that the fields Rlm,α produce the right branch cut singularities of the supercurrent
G+(z). Similar result holds also for the OPE with with G−(z). The expressions for the U(1)
charge and the dimension of the R fields coincide with those of the N = 2 minimal models
with the following identification:
s = m, n = p− l + 1, r = −α
for the series Rrsn1 and:
s = m, n = l − |m|+ 1, r = −α
for the second one Rrsn0.
In order to construct the twisted fields we have to consider the product of a primary field
ϕ(s)(z) from the so called C-disorder sector of the PF models and the twisted field σϕ0 (z)
representing the lowest weight state of the Z2 twisted current ∂ϕ(z):
Ts(z) = ϕ
(s)(z)σϕ0 (z). (3.17)
The fields ϕ(s) are characterized by their OPE’s with the PF currents:
ψ1(z)ϕ
(s)(0) = z−∆1
∑
n∈Z
z−n/2A(1)n/2ϕ
(s)(0)
and have dimensions:
∆(s) =
p− 2 + (p− 2s)2
16(p+ 2)
, s = 0, 1, . . . |p/2|.
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The Z2 twisted field σ
ϕ
0 (z) has a dimension 1/16 and is defined by the OPE:
∂ϕ(z)σϕ0 (0) =
1√
z
σϕ1 (0) + . . . .
As it can be easily seen, the construction (3.17) leads to the well known dimension of the
twisted fields of the discrete unitary series:
∆s =
(p− 2s)2 − 4
16(p+ 2)
+
1
8
, s = 0, 1, . . . |p/2|
and indeed reproduces the correct branch cut of the U(1) current:
J(z1)Ts(z2) =
1√
z12
√
p
2(p+ 2)
ts∆+1/2(z2) + . . .
where ts∆+1/2(z) = ϕ
(s)(z)σϕ1 (z).
In order to derive the FR’s of the NS and R fields we need the corresponding FR’s of the
PF fields. The latter can be obtained using the relation between PF fields and the primary
fields of the su(2) WZW theory [43]:
Φjm(z) = φ
2j
2m(z)e
i m√
p
ϕ(z)
. (3.18)
Then the FR’s of the PF and consequently of the fields in the N = 2 superconformal theory
follow directly from the known FR’s of the fields in the WZW theory.
Investigating the FR’s in the NS sector one must keep attention that they have more
complicated structure due to the fact that there exist three different 3-point functions of
the NS superfields - one even and two odd ones. The meaning of the odd FR’s in terms
of component fields is that in the product of two first components of given superfields the
second component of the RHS superfield appears. Taking all this into account we obtain the
following FR’s in the NS sector:
N l1m1N
l2
m2 =
L∑
l=|l1−l2|
[Ψlm], (3.19)
L = min (l1 + l2, 2p− l1 − l2)
where:
Ψlm = (N
l
m1+m2)
even, |m1 +m2| ≤ l,
Ψlm = (N
p−l
m1+m2±(p+2))
odd, |m1 +m2| > l.
Repeating the same procedure for the R sector we obtain the corresponding FR’s for the
65
R fields:
Rl1m1,αR
l2
m2,−α =
L∑
l=|l1−l2|
[Ψlm1+m2 ], (3.20)
Rl1m1,αR
l2
m2,α
=
L∑
l=|l1−l2|
[Ψp−lm1+m2−αp]
where:
Ψlm = (N
l
m), |m| ≤ l,
Ψlm = (N
p−l
m±(p+2))
II,±, |m| > l.
In the twisted sector the situation is more complicated. The product of two twisted U(1)
fields reproduces the exponents of the corresponding scalar field with the allowed charges.
The exact FR’s in the C-disorder PF sector however are not known exactly. We will not
need the explicit FR’s in the twisted sector in what follows so we omit the details.
We now turn to the computation of the 4-point correlation functions. In view of the
construction presented above the latter can be expressed in terms of of the 4-point func-
tions of the corresponding su(2) fields Φjm. The most general correlation function of these
fields is calculated in [63]. It is proportional, up to a standard powers of zk (coming from
the conformal invariance) and the isospin jk (due to the su(2) invariance), to a function
Vj1j2j3j4(z, z¯; x, x¯) with z =
z12z34
z14z32
and similarly for x (here x is the isospin variable). This
function has the form:
Vj1j2j3j4 = N(j1 . . . j4)|z|
4j1j2
p+2 |1− z| 4j1j3p+2
∫ 2j1∏
l=1
dtldt¯l|tl − z|−
2β1
p+2 × (3.21)
× |tl|−
2β2
p+2 |1− tl|−
2β3
p+2 |x− tl|2
∏
i<j
|ti − tj|
4
p+2 ,
β1 = j1 + j2 + j3 + j4 + 1, β2 = p+ j1 + j2 − j33− j4 + 1,
β3 = p+ j1 − j2 + j33− j4 + 1.
The constant N(j1 . . . j4) is given by:
N2(j1 . . . j4) =
(
Γ( 1
p+2
)
Γ(p+1
p+2
)
)4j1+2
Γ(1− 2j+1
p+2
)P 2(j1 + j2 + j3 + j4 + 1)
Γ(2j1+1
p+2
)P 2(2j1)
×
×
4∏
n=2
Γ(1− 2jn+1
p+2
)
Γ(2jn+1
p+2
)
P 2(−j1 + j2 + j3 + j4 − 2jn)
P 2(2jn)
,
where:
P (j) =
j∏
n=1
Γ( n
p+2
)
Γ(1− n
p+2
)
.
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In two cases: j1 = 1/2 and j4 =
p−1
2
the integral in (3.21) can be expressed in terms of
hypergeometric functions. Using the PF construction of the NS and R fields we can write
down their most general 4-point function.
From the 4-point functions we can also extract the structure constants of the OPE algebra.
They appear in the explicit form of the FR’s. In the NS case we have (we introduce here
also the z¯ dependence):
N l1m1m¯1(z1, z¯1)N
l2
m2m¯2(z2, z¯2) =
∑
l
l∑
m,m¯=−l
C
 l m m¯l1 m1 m¯1
l2 m2 m¯2
 |z12|2(∆l−∆1−∆2)N lmm¯(z2, z¯2) + . . . .
The meaning of the field N lmm¯ in the RHS is clear from the FR’s (3.19). The constant C
in the above expression exactly coincides with the corresponding structure constant and is
given by:
C
l1 m1 m¯1l2 m2 m¯2
l3 m3 m¯3
 = [ l12 l22 l32m1
2
m2
2
m3
2
] [
l1
2
l2
2
l3
2
m¯1
2
m¯2
2
m¯3
2
]
ρ(
l1
2
,
l2
2
,
l3
2
) (3.22)
where the first two coefficients are the 3j-Wigner symbols and:
ρ2
(l1 + 1)(l2 + 1)(l3 + 1)
=
=
Γ(p+3
p+2
)
Γ(p+1
p+2
)
3∏
k=1
Γ(1− lk+1
p+2
)
Γ(1 + lk+1
p+2
)
P˜ 2(
l1 + l2 + l3
2
+ 1)
3∏
k=1
P˜ 2( l1+l2+l3
2
− lk)
P˜ 2(lk)
(3.23)
where:
P˜ (l) =
l∏
k=1
Γ(1 +
k
p+ 2
)Γ−1(1− k
p+ 2
).
Exactly the same procedure goes also for the R sector. The structure constants are defined
here by:
Rl1m1m¯1,α(1)R
l2
m2m¯2,−α(2) =
∑
l
l∑
m,m¯=−l
C
 l m m¯l1 m1 m¯1
l2 m2 m¯2
 |z12|2(∆l−∆1−∆2)N lmm¯(2) + . . .
Rl1m1m¯1,α(1)R
l2
m2m¯2,α
(2) =
∑
l
l∑
m,m¯=−l
C
 l m m¯l1 m1 m¯1
l2 m2 m¯2
 |z12|2(∆l−∆1−∆2)Np−lm−αp,m¯−αp(2) + . . .
and coincide with (3.22) (which NS field appear above is dictated again by the FR’s (3.20)).
We are going now to discuss in more details the discrete symmetries of the N = 2 minimal
models which we will need in the next Section. The original Zp symmetry, due to the PF
construction, is lost because of the presence of the bigger U(1) symmetry. It is known however
[18] that these models possess a bigger Zp+2 discrete symmetry. In our considerations this
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fact can be explained as follows. Consider the special superfields Np−m (i.e. l = p). They
form a closed OPE algebra as it can be seen from the FR’s obtained above:
Np−m1N
p
−m2 = [N
p
p+2−(m1+m2)]
odd.
Denoting all the fields of this type as Np−(p+2)+2k, k = 1, 2, . . . , p + 1 we can consider these
FR’s as a multiplication law of the discrete group Zp+2 for representations with charges k1
and k2. Therefore these superfields (of fractional dimension ∆k = k(p+2−k)/(p+2)−1/2)
generate a PF type symmetry of the N = 2 minimal models.
To make this statement more clear let us consider the N = 2 PF theory with a Zp+2 dis-
crete symmetry. It contains, in addition to the N = 2 super stress-energy tensorW (z, θ+, θ−)
(which includes T, J,G±(z)), the PF supercurrents Ψk(z, θ+, θ−) carrying Zp+2 charge k =
1, 2, . . . , p+1 with dimension ∆k and U(1) charge qk. According to the Zp+2 symmetry they
should close the following algebra:
Ψk1(z1, θ
+
1 , θ
−
1 )Ψk2(z2, θ
+
2 , θ
−
2 ) = Ck1,k2 z˜
∆k1+k2−∆k1−∆k2−1/2D1Ψk1+k2(z2, θ+2 , θ−2 ) + . . . ,
Ψk(z1, θ
+
1 , θ
−
1 )Ψ
†
k(z2, θ
+
2 , θ
−
2 ) = z˜
−2∆k + z˜−2∆k+1D2W (z2, θ+2 , θ−2 ) + . . .
where D1 and D2 are some N = 2 super-covariant derivatives (which can be explicitly
constructed) and Ψ†k is the conjugate of Ψk with Zp+2 charge p + 2 − k, dimension ∆k and
U(1) charge −qk.
These superconformal OPE’s are consistent with the Zp+2 symmetry if the dimensions ∆k
obey certain monodromy condition. The elementary solution of the corresponding equation
is:
∆k = k(p+ 2− k)/(p+ 2)− 1/2.
In plus, we add the requirement that the Zp+2 symmetry is consistent with the bigger U(1)
symmetry coming from the N = 2 superconformal algebra. This imposes a condition on the
possible U(1) charges of the parafermions. Its simplest solution is:
qk =
k
p+ 2
− 1
2
.
We note that the dimensions and charges of the super-parafermions given above coincide with
those of the fields Np−(p+2)+2k. This supports the suspect that these fields indeed generate
a Zp+2 PF symmetry in the p-th minimal N = 2 superconformal model. To complete this
discussion we need also to compute the central charge of the N = 2 PF theories. It turns
out that it is exactly equal to:
c =
3p
p+ 2
,
i.e. the central charge of these super-parafermionic models coincides with the central charge
of the p-th N = 2 minimal model. This completes the proof of the equivalence between Zp+2
N = 2 super-parafermionic theories and p-th N = 2 minimal models.
68
At the end, we would like also to describe the spectrum of the super PF theory. It is clear
that it should have NS and R order parameters corresponding to the different choices of
boundary conditions for the supercurrents G±(z). The OPE of these order parameters with
the PF currents is defined by their monodromy properties and is well known. We compare
the latter with the OPE’s in the N = 2 minimal models:
Np−p(z)N
k
k (0) = z
−k/p+2(Nkk+2)
II + . . .
Np−p(z)N
k
−k(0) = z
k/p+2(Nkk−2)
II + . . .
where, according to our identification, the field Np−p(z) corresponds to the first component of
the super-parafermionic current Ψ1(z). The above OPE’s suggest that the chiral superfields
Nkk and N
k
−k are the NS order parameters with dimensions and charges:
dk =
k
p+ 2
= qk, for N
k
k = σ
NS
k ,
dk =
k
p+ 2
= −qk, for Nk−k = σNSk †.
Analogous calculation in the R sector leads to:
Np−p(z)R
k−1
k−1,1(0) = z
−k/p+2+1/2(Rk−1k+1,1)
II + . . .
Npp (z)R
k−1
k−1,1(0) = z
k/p+2−1/2(Rk−1k−3,1)
II + . . . .
Therefore, the fields that represent the order parameters of Zp+2 charge k are given in the
minimal models by Rk−1k−1,1, k = 1, 2, . . . , p+ 1. These are in fact all the Ramond fields with
lowest dimension and U(1) charge:
dk =
c
24
, qk =
k
2(p+ 2)
− 1
4
.
We thus obtained that the spectrum of the N = 2 PF theories is given by the above expres-
sions in the NS and R sectors. The other primary fields in the minimal models correspond
to the descendants of the above primary fields of the PF theories with respect to the PF
currents. Finally, we note that the fields in the twisted sector correspond to the C-disorder
sector of the N = 2 super-PF theories.
At the end of this Section we would like to discuss the renormalization group properties
of the N = 2 minimal models. In other words we would like to describe the RG flow of these
models perturbed by the least relevant field. In the case of N = 2 minimal models the latter
is constructed from the chiral and antichiral fields Np±p of dimension ∆ = 1/2 − 1/(p + 2)
and U(1) charge q = ±∆. The suitable perturbation term, neutral and of dimension close to
one, is therefore constructed out of the second components of such chiral fields. Explicitly
we consider:
L = L0 +
∫
d2zΦ(z)
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where L0 represents the minimal model itself and the field Φ(z) is a combination of the
second components:
Φ = (Npp )
II + (Np−p)
II ≡ φ+ + φ−.
It is neutral and has a dimension ∆ = 1 − 1/(p + 2) = 1 − ǫ. Similarly to what we did for
the N = 1 superconformal theories, we consider the case p →∞ and assume ǫ = 1/(p+ 2)
to be a small parameter. Also, according to our parafermionic construction, we can express
the perturbing field in terms of the PF currents and exponents of the scalar field as follows:
(Npp )
II =
√
2p
p+ 2
ψ1
†e
−i 2√
2p(p+2) ≡ φ+,
(Np−p)
II =
√
2p
p+ 2
ψ1e
i 2√
2p(p+2) ≡ φ−.
Our purpose now is to compute the beta-function of this theory and to check for an eventual
fixed point. For that we need to compute the two-point function of the perturbing field up
to a second order. The expansion was already written in (2.58). As in the case of N = 1
theory we need the 3- and 4-point functions of the perturbing field. We note that, due to
the FR’s computed above, the 3-point function of the field Φ(z), and therefore the first term
in (2.58), is identically zero. So we are left with the computation of the second order term
only. This computation goes along the same lines as in the N = 1 case. We need to compute
the 4-point function of Φ(z) up to zeroth order in ǫ and to integrate it in the safe region
Ωl,l0 far from the singularities. Near the singular points 0, 1 and ∞ we use the OPE’s that
we computed above.
The 4-point function of the perturbing field Φ(z) is expressed through the correspond-
ing functions of the parafermionic fields which are known [43] and the trivial power-like
contribution of the exponents. The final result is (up to zeroth order in ǫ):
< Φ(x)Φ(0)Φ(1)Φ(∞) >= C|1 + 1
x2
+
1
(1− x)2 |
2
where C is some structure constant. We will not need its explicit expression here. The
integration of this function over the safe region gives:
2π2
ǫ
(
31
16
+
1
l2
+
1
4l20
)
.
From this we have to subtract the contribution of the lens-like region:
π2
ǫ
(
31
16
− 1
l2
+
1
2l20
)
.
At the end, we add the result of the integration near the singular points:
2
(
−π
2
l2ǫ
)
+
2π2
ǫ
(
− 1
2l2
+
1
2l20
)
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corresponding to the integrals around 0 (and 1) and ∞ respectively. Summing all the
contributions we get finally as a result:
π2
ǫl20
.
Two comments are in order. First, this result contains only the cut-off parameter and
could be cancelled by adding an appropriate counterterm in the action. Second, the finite
contribution is identically zero. This means that there is no contribution to the beta-function
neither in the first nor in the second order. One can speculate that this is the case also in
higher orders. This result leads us to the conclusion that there do not exits a nontrivial fixed
point of the beta-function close to the UV one. If such a fixed point exists it should be due
to some non-perturbative effects.
3.2 Yukawa couplings for the three-generation string model
Let us describe briefly the derivation of the Yukawa couplings for the special C-Y mani-
fold constructed as a hypersurface in CP 2 × CP 3 [64]. It is defined by the zeroes of the
polynomials:
P1 = z
3
0 + z
3
1 + z
3
2 + z
3
3 = 0,
P2 = z1x
3
1 + z2x
3
2 + z3x
3
3 = 0,
zi ∈ CP 3, xi ∈ CP 2.
It represents a C-Y manifold of complex dimension 3 and Euler characteristic χ = −54. We
are particularly interested in the discrete symmetries of this manifold given by:
(a) S3 group of permutations of the indexes i = 1, 2, 3 : zi → zp(i), xi → xp(i);
(b) Z3 × Z39 spanned by the transformations:
z0 → exp (2πir0/3)z0, zi → exp (2πiri/3)zi,
xi → exp (−2πri/9)xi.
The irrelevance of the overall phase in the discrete transformations of the polynomials de-
termines the full group of the global discrete symmetries of this C-Y space to be
G = S3 × Z3 × Z39/Z9. We denote the charges of the different objects under Z3 × Z39 as a
vector m = (m0, m1, m2, m3).
It is known that the number of generations in the case of interest can be found enumerating
the independent deformations of the complex structure of the corresponding C-Y manifold.
They are given by all the possible (homogeneous) deformations of the defining polynomials.
It turns out that they fit into 9 ”families”. Taking also into account their possible
Z3×Z39 charges we have 35 independent polynomials and hence this C-Y sigma model has 35
generations. From the topological properties it follows that there are also 8 antigenerations.
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The Yukawa couplings of the massless matter fields are given by some topological formula.
The invariance condition with respect to the discrete G-transformations determines them
(up to an appropriate normalization of the matter superfields) to be:
λijk = δmod(3)(2 +m
0
i +m
0
j +m
0
k)
3∏
r=1
δmod(9)(2 +m
r
i +m
r
j +m
r
k) (3.24)
where {mri} are the charges of the i-th polynomial. According to our normalization conven-
tion all the Yukawa couplings are either 1 or 0.
We now pass to the explicit evaluation of the Yukawa couplings in the framework of
the N = 2 superconformal model 11163 describing the corresponding C-Y manifold [18].
The compactified part (c = 9) of this model contains the tensor product (moded out by G-
projection) of the N = 2 superconformal minimal models with p = 1 (c = 1) and three copies
of p = 16 (c = 8/3) [18]. Each of these models possesses Zp+2 discrete symmetry originated
from its superparafermionic structure that we described in the previous Section. Then the
total discrete symmetry group of the model 11163 is Z3 × Z318. The comactified part of
the corresponding massless string vertices is constructed in terms of the superparafermionic
order parameters (we list them again here for convenience):
NS : σNk = N
k
k , ∆k =
k
2(p+ 2)
, qk =
k
2(p+ 2)
with Zp+2 charge k, and:
R : σRk+1 = R
k
k, ∆k =
c
24
, qk =
k + 1
2(p+ 2)
− 1
4
with Zp+2 charge k + 1. Due to the G-projection only fields with even Z18 charge appear in
the massless spectrum of the 11163 model and therefore the effective discrete group becomes
Z3 × Z39 . The composite model obeys a new symmetry S3 of permutation of the p = 16
models. Finally, the condition for an integer U(1) charge of the composite fields implies that
the element g0 = (1, 1, 1, 1) ∈ Z3 × Z318 acts trivially. Therefore the full group of discrete
symmetries of the 11163 model exactly coincides with the one of the C-Y model considered
above, i.e. S3 × Z3 × Z39/Z9.
According to the Gepner’s construction the massless matter fields appear as N = 1 space-
time superfields in the 27 (for the generations) or in 2¯7 (for the antigenerations) of E6. In
fact the spinor 16(q) vector 10(q) and scalar 1(q) representations of SO(10)×U(1) combine
into the 27 and 2¯7 of E6:
27 = 1(−1) ⊕ 16(−1/4) ⊕ 10(1/2),
2¯7 = 1(1) ⊕ 1¯6(1/4) ⊕ 10(−1/2).
Let us discuss first the generations. The vertex operators for the space-time spinor compo-
nent of the matter superfield Sa in 1(−1) of SO(10)× U(1) is given by:
V1(z, z¯) =
(
Rkk
3∏
i=1
Rlili
)
(z)
(
Nm−m
3∏
i=1
Nni−ni
)
(z¯) (3.25)
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satisfying the following conditions:
(1) 6k +
∑
li = 18, i.e. U(1) charge to be q = −1/4,
6m+
∑
ni = 36, i.e. U(1) charge to be q = −1,
(2) (m+ k)mod(3) = (ni + li)mod(9), i = 1, 2, 3,
(3) the left (k, li)−right (m,ni) 2D constructions for each individual model are restricted
by the exceptional modular invariant at level k = 16 of the underlying su(2) Kac-Moody
algebra [18].
The corresponding spinor components of Sa in 16(−1/4) and 10(1/2) have a similar form:
V16(z, z¯) = (R11(R1616)3)(z¯)V1(z, z¯), (3.26)
V10(z, z¯) = (R11(R1616)3)(z¯)V16(z, z¯).
The vertex operators for the scalar components of Sa can be obtained by acting on the spinor
ones with the space-time SUSY charge Q using the 2D OPE’s.
In order to compare the geometrical description of the model with the algebraic (11163) one
we have to make a correspondence between the vertices (3.25) and (3.26) and the polynomials
comparing their Z3 × Z39 charges. As argued in [18] the charges {Qk} to be compared are
those of the scalars Vscalar10 normalized as follows:
m0 = Q0(mod(3)), mi = 2Qi(mod(9)), i = 1, 2, 3. (3.27)
In the table below the nine ”families” are represented by the spinor vertices V1(z, z¯) and the
relevant charges of Vscalar10 (z, z¯) and we used the notation R(0 6 6 6)N±(1 10 10 10)
for (R00(R
6
6)
3)(z)(N1±1(N
10
±10)
3)(z¯), etc.
”Family” V1(z, z¯) Z3 × Z39 charges of Vscalar10
1 R(1 12 0 0)N−(0 4 16 16) (1 6 0 0)
2 R(1 8 4 0)N−(0 8 12 16) (1 -2 -1 0)
3 R(1 6 6 0)N−(0 10 10 16) (1 3 3 0)
4 R(1 4 4 4)N−(0 12 12 12) (1 -1 -1 -1)
5 R(0 12 6 0)N−(1 4 10 16) (0 3 6 0)
6 R(0 10 8 0)N−(1 6 8 16) (0 2 -2 0)
7 R(0 10 4 4)N−(1 6 12 12) (0 2 -1 -1)
8 R(0 8 6 4)N−(1 8 10 12) (0 3 -2 -1)
9 R(0 6 6 6)N−(1 10 10 10) (0 3 3 3)
The condition of SO(10)× U(1) invariance for the cubic superpotential restricts its form
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as follows [65]:
W =
∑
ijk
(λ
(1)
ijkS
i
16(−1/4)S
j
16(−1/4)S
k
10(1/2) +
+ λ
(2)
ijkS
i
10(1/2)S
j
10(1/2)S
k
1(−1))
(i, j, k are the family indexes of the chiral superfields Sia). The explicit construction of the
vertices (3.25) and (3.26) and the specific properties of the fields R11 and R
16
16 discussed in
the previous section lead to the following important equality between the Yukawa couplings:
λ
(1)
ijk = λ
(2)
ijk(≡ λijk =< ijk >).
The latter can be expressed as products of the 2D OPE structure constants of the N = 2
fields from the compactified part of the vertices V16(z, z¯) (see (3.26) and the above table):
λijk = Nijkδ(Q
0
i +Q
0
j +Q
0
k − 1)
3∏
r=1
δ(Qri +Q
r
j +Q
r
k − 16), (3.28)
Nijk =
4∏
l=1
< σin1l(∞)σjn2l(1)σk†n1+n2,l(0) > .
The δ-function part in (3.28) is a direct consequence of the N = 2 fusion rules derived in
the previous Section. The three-point functions:
< σin1l(∞)σjn2l(1)σk†n1+n2,l(0) >
represent the structure constants of the underlying parafermionic model. Putting together
all these ingredients we get the following values for the non-vanishing Yukawa couplings:
< 994 > = k31, < 973 >= k
2
1 =< 883 >, (3.29)
< 882 > = k1k2, < 884 >= k1k
2
2,
< 872 > = k22, < 862 >= k2,
< 861 > = < 751 >=< 663 >=< 652 >= 1,
< 852 > = < 753 >=< 554 >= k1
where:
k21 =
Γ( 1
18
)Γ(13
18
)Γ(11
18
)2
Γ(17
18
)Γ( 5
18
)Γ( 7
18
)2
, (3.30)
k22 =
Γ( 1
18
)Γ(13
18
)2
Γ(17
18
)Γ( 5
18
)2
.
Let us compare now these algebraic results with the quasi-topological ones (3.24). Taking
into account the normalization condition (3.27) it is easy to see that the Yukawa couplings
of the C-Y model (3.24) and of the 11163 Gepner model (3.28) are equal up to the constants
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Nijk. We can absorb these constants in the normalization of the corresponding polynomials.
However, we have 9 families and 14 non-zero couplings and therefore the normalization should
satisfy a non-trivial consistency condition. It turns out that in our case this condition is
satisfied and the proper normalization can be chosen in the form:
9G = k
4/3
1 k
−2/3
2 9
C−Y , 8G = k1/31 k
1/3
2 8
C−Y , (3.31)
7G = k
−2/3
1 k
4/3
2 7
C−Y , 6G = k−2/31 k
1/3
2 6
C−Y ,
5G = k
1/3
1 k
−2/3
2 5
C−Y , 4G = k1/31 k
4/3
2 4
C−Y ,
3G = k
4/3
1 k
−2/3
2 3
C−Y , 2G = k1/31 k
1/3
2 2
C−Y ,
1G = k
1/3
1 k
−2/3
2 1
C−Y .
Then all the couplings (3.24) and (3.28) exactly coincide.
In the case of antigenerations the vertex representing the spinor component in 1(1) of
SO(10)× U(1) can be taken in the form:
V¯1(z, z¯) =
(
Rkk
3∏
i=1
Rlili
)
(z)
(
Nmm
3∏
i=1
Nnini
)
(z¯). (3.32)
The conditions (1) and (3) below (3.25) remain unchanged but in the second we replace k to
−k and li to −li. The scalar component of the superfield is again obtained by acting with
the space-time supercharge. The spinor vertices V¯1¯6 and V¯10 are realized in terms of (3.32)
as follows:
V¯1¯6(z, z¯) = (R00(R00)3)(z¯)V¯1(z, z¯), (3.33)
V¯10(z, z¯) = (R00(R00)3)(z¯)V¯1¯6(z, z¯).
All this leads to the construction of 4 families representing 8 antigenerations listed in the
table below:
”Family” V¯1(z, z¯) V¯scalar10 charges Number of vertices
1 R(1 8 2 2)N+(1 14 8 8) (2 6 3 3) 3
2 R(0 4 4 4)N+(0 12 12 12) (0 0 0 0) 1
3 R(0 8 8 2)N+(0 14 14 8) (1 6 6 3) 3
4 R(0 6 6 6)N+(1 10 10 10) (0 0 0 0) 1
Applying the N = 2 fusion rules we get only two allowed Yukawa couplings for the above
families of antigenerations: < 4¯4¯2¯ > and < 4¯3¯1¯ >. It is straightforward to compute the first
one using the same procedure as for the generations since it is connected to the correlation
function of scalar (∆ = ∆¯) su(2) fields. There is an obstruction in the evaluation of < 4¯3¯1¯ >
since it involves left-right asymmetric fields Φ7,4(z, z¯) (l = 7, l¯ = 4) and Φ4,1(z, z¯) of spins
s7,4 = ∆− ∆¯ = 2 and s4,1 = 1. However, using the correlation functions constructed in [66],
one can find the values of the structure constants and the corresponding Yukawa couplings:
< 4¯4¯2¯ >= k31, < 4¯3¯1¯ >= k
3
3 (3.34)
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where:
k23 =
Γ( 1
18
)Γ(11
18
)Γ(5
6
)
Γ(17
18
)Γ( 7
18
)Γ(1
6
)
. (3.35)
Up to now we have calculated and compared the Yukawa couplings for the 27-generation
C-Y model [64] and the corresponding tensor product Gepner model [18]. Our final goal is
to compute the Yukawa couplings for the three-generation 11163 model. As it is observed in
[64, 18], the global automorphism group G contains a subgroup H = Z3 × Z3 generated by
the elements h and g:
h : zi → zi+1, xi → xi+1,
g = (0, 3, 6, 0) ∈ Z3 × Z9. (3.36)
The three generation model is obtained by factoring out the 27-generation model by this
H = Z3 × Z3 subgroup.
Let us consider first the action of the element g. By simply projecting the spectrum onto
g-invariant states we find that 17 generations survive and all the antigenerations as well.
More detailed analysis shows that the subgroup spanned by g does not act freely on the C-Y
manifold. Therefore we have to complete the spectrum by the corresponding twisted states.
It turns out that the only family of (six) twisted generations that appears is represented by
the following spinor vertices:
V t1(z, z¯) = R(0 8 8 2)(z)N−(1 8 14 8)(z¯).
The vertices of the twisted family of 6 antigenerations are given by:
V¯ ta1 (z, z¯) = R(0 12 0 6)(z)N+(1 4 16 10)(z¯).
Then the total number of generations becomes 23 = 17+6, the antigenerations are 14 = 8+6
and therefore at this stage the model contains 9 = 23− 14 net generations.
The next step is to divide by the subgroup generated by h. Since h acts freely we have
only to project the space-time onto h-invariant states. The result is as follows:
Generations (V1 vertices):
L1 = R(1 12 0 0)N−(0 4 16 16) + c.p., (3.37)
L2 = R(1 6 6 0)N−(0 10 10 16) + c.p.,
L3 = R(1 4 4 4)N−(0 12 12 12),
L4 = R(0 12 6 0)N−(1 4 10 16) + c.p.,
L5 = R(0 6 12 0)N−(1 10 4 16) + c.p,
L6 = R(0 10 4 4)N−(1 6 12 12) + c.p.,
L7 = R(0 6 6 6)N−(1 10 10 10),
Lt8 = R(0 8 8 2)N−(1 8 14 8) + c.p.,
Lt9 = R(0 8 8 2)N−(1 14 8 8) + c.p.
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Antigenerations (V¯1 vertices):
L1 = R(1 8 2 2)N+(1 14 8 8) + c.p., (3.38)
L2 = R(1 4 4 4)N+(0 12 12 12),
L3 = R(0 8 8 2)N+(0 14 14 8) + c.p.,
L4 = R(0 6 6 6)N+(1 10 10 10),
Lt5 = R(0 12 0 6)N+(1 4 16 10) + c.p.,
Lt6 = R(0 12 6 0)N+(1 4 10 16) + c.p..
It is obvious that the vertices (3.37) and (3.38) represent the massless spectrum of the
three-generation model (#L−#L¯ = 3).
The vertices (3.37) and (3.38) correspond to the trivial embedding of the subgroup H =
Z3 × Z3 in E6 which leaves it unbroken, i.e. the entire 27 (2¯7) contribute to the massless
spectrum. As it is explained in [65], in the case of a non-trivial embedding (Wilson lines)
only part of 27 (2¯7) survives the compactification. In this case E6 is broken to SUc(3) ×
SUL(3)×SUR(3). The 27 of E6 decomposes as (1, 3, 3¯)⊕ (3, 3¯, 1)⊕ (3¯, 1, 3). The superfields
belonging to the color singlet (1, 3, 3¯) contain leptons and Higgses while the color triplets
(3, 3¯, 1) and (3¯, 1, 3) - the quarks and antiquarks. Therefore the vertices Li and L¯i given by
(3.37) and (3.38) represent the leptons and Higgses from generations and antigenerations.
The corresponding quark and antiquark vertices are given by:
Q1 = R(1 4 8 0)N−(0 12 8 16) + c.p., (3.39)
Q¯1 = R(1 8 4 0)N−(0 8 12 16) + c.p.,
Q2 = R(0 10 8 0)N−(1 6 8 16) + c.p.,
Q¯2 = R(0 8 10 0)N−(1 8 6 16) + c.p.,
Q3 = R(0 8 6 4)N−(1 8 10 12) + c.p.,
Q¯3 = R(0 6 8 4)N−(1 10 8 12) + c.p..
The explicit construction of the vertices (3.37), (3.38) and (3.39) together with the exact
values (3.29), (3.34) of the Yukawa couplings lead to the following general expression for the
low-energy cubic superpotential:
W =
∑
ijk
[λijkLiLjLk + λ¯ijkL¯iL¯jL¯k + (3.40)
+ (µijkQiQjQk + h.c.) + ρijkQiQ¯jLk],
where the new couplings λ, λ¯, µ, ρ are linear combinations of the old ones (3.29), (3.34):
(1) Leptons and Higgses
(a) Generations:
λ773 = k
3
1, λ641 = 1 = λ651,
λ762 = k
2
1, λ652 = λ642 =
1
3
λ543 = k1.
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(b) Antigenerations:
λ¯652 = 3k1, λ¯442 = k
3
1, λ¯431 = k
3
3.
(2) Quarks
µ133 = k1k2 = µ1¯3¯3¯, µ123 = k2 = µ1¯2¯3¯.
(3) Quarks-antiquarks-Higgses
ρ33¯2 = k
2
1, ρ33¯3 = 3k1k
2
2,
ρ31¯5 = k1, ρ31¯6 = k
2
2 = ρ13¯6,
ρ23¯1 = ρ12¯5 = ρ2¯31 = ρ22¯2 = ρ12¯4 = 1.
In conclusion, we mention some specific features of the effective low-energy superpotential
(3.40) for the three-generation Gepner model with Planck scale group SUc(3) × SUL(3) ×
SUR(3):
(a) the absence of quark antigenerations,
(b) small number of quark selfcouplings,
(c) the absence of Yukawa interactions for the twisted generations of leptons-Higgses.
3.3 Duality in N = 2 super-Liouville theory
The action of the N = 2 SLFT at the flat background is given by:
AI(b) =
∫
d2z
[∫
d4θSS† + µ
∫
d2θebS + c.c.
]
(3.41)
where S is a chiral superfield satisfying:
D−S = D−S = 0, D+S† = D+S† = 0.
As in the LFT and the N = 1 SLFTs, one should introduce a background charge 1/b
so that the second term in Eq.(3.41) becomes a screening operator of the conformal field
theory (CFT). However, a fundamental difference arises since the background charge is
unrenormalized due to the N = 2 supersymmetry. For the LFT and the N = 1 SLFTs, the
background charge is renormalized to Q = 1/b+ b and the theories are invariant under the
dual transformation b → 1/b. This self-duality plays an essential role to determine various
exact correlation functions of those Liouville theories. Unrenormalized, the N = 2 SLFT is
not self-dual.
This theory is a CFT with a central charge:
c = 3 + 6/b2. (3.42)
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The primary operators of the N = 2 SLFT are classified into Neveu-Schwarz (NS) and
Ramond (R) sectors and can be written in terms of the (first) component fields as follows:
Nαα = e
αϕ†+αϕ, R±αα = σ
±eαϕ
†+αϕ, (3.43)
where σ± are the spin operators. The conformal dimensions of these fields are given by:
∆Nαα = −αα +
1
2b
(α + α), ∆Rαα = ∆
N
αα +
1
8
(3.44)
and the U(1) charges are:
QNαα = −
1
2b
(α− α), QR±αα = QNαα ±
1
4
. (3.45)
From these expressions one can notice that:
α→ 1/b− α, α→ 1/b− α (3.46)
do not change the conformal dimension and U(1) charge. From the CFT point of view, this
means that N1/b−α,1/b−α should be identified with Nαα and similarly for the (R) operators, up
to normalization factors. The reflection amplitudes are determined by these normalization
factors.
Without the self-duality, it is possible that there exists a ‘dual’ action to (3.41) whose
perturbative (weak coupling) behaviour describes the N = 2 SLFT in the strong coupling
region. This action should be another CFT. Our proposal for the dual action is as follows:
AII(b) =
∫
d2z
∫
d4θ
[
SS† + µ˜eb(S+S
†)
]
(3.47)
with the background charge b. The N = 2 supersymmetry is preserved because S + S† is
a N = 2 scalar superfield. One can see that this action is conformal invariant because the
interaction term is a screening operator. Our conjecture is that the two actions, AI(b) and
AII(1/b) are equivalent. To justify this conjecture, we will compute the reflection amplitudes
based on these actions and will compare them with some independent results.
As mentioned above, the reflection amplitudes of the Liouville-type CFT are defined
by linear transformations between different exponential fields, corresponding to the same
primary field of the chiral algebra. For simplicity, we will restrict ourselves to the case
α = α in (3.43) where the U(1) charge of the (NS) operators becomes 0. We will refer to
this case as the ‘neutral’ sector. (From now on, we will suppress the second indices α.) The
physical states in this sector are given by:
α =
1
2b
+ iP
where P is a real parameter. This parameter is transformed by P → −P under the reflection
relation (3.46) and can be thought of as a ‘momentum’ which is reflected off from a potential
wall.
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The two-point functions of the same operators can be expressed as:
〈Nα(z, z)Nα(0, 0)〉 = D
N(α)
|z|4∆Nα
〈R+α (z, z)R−α (0, 0)〉 =
DR(α)
|z|4∆Rα
where ∆Nα ,∆
R
α are given by Eq.(3.44). The normalization factors D
N(α), DR(α) define the
reflection amplitudes and should satisfy:
DN(α)DN(1/b− α) = 1, DR(α)DR(1/b− α) = 1.
To find these amplitudes explicitly, we consider the operator product expansions (OPE’s)
with degenerate operators.
The NS and R degenerate operators in the neutral sector are Nαnm and R
±
αnm with integers
n,m and:
αnm =
1− n
2b
− mb
2
, n,m ≥ 0.
The OPE of a NS field with a degenerate operator N−b/2 is simply given by:
NαN−b/2 = Nα−b/2 + C
N
− (α)Nα+b/2. (3.48)
Here the structure constant can be obtained from the screening integral as follows:
CN− (α) = κ1γ(1− αb)γ(1/2− αb− b2/2)γ(−1/2 + αb)γ(αb+ b2/2)
where:
κ1 =
µ2b4π2
2
γ(−b2 − 1)γ
(
1 +
b2
2
)
γ
(
b2
2
+
3
2
)
with γ(x) = Γ(x)/Γ(1− x) as usual.
To use this OPE, we consider a three-point function 〈Nα+b/2NαN−b/2〉 and take the OPE
of N−b/2 with either Nα+b/2 or Nα using (3.48). This leads to a functional equation:
CN− (α)D
N(α + b/2) = DN(α). (3.49)
This functional equation determines the NS reflection amplitude in the form:
DN(α) = (
κ1
b4
)−2α/bγ(2α/b− 1/b2)γ(bα + 1/2)
γ(bα)
f(α), (3.50)
with an arbitrary function f(α) satisfying f(α) = f(α + b). To fix this unknown function,
we need an additional functional equation. It is natural that this relation is provided by the
dual action AII(1/b).
80
For this purpose we consider OPE’s with another degenerate operator, namely:
NαR
+
−1/2b = R
+
α−1/2b + C˜
N
− (α)R
+
α+1/2b (3.51)
R−αR
+
−1/2b = Nα−1/2b + C˜
R
−(α)Nα+1/2b. (3.52)
The structure constants can be computed by the screening integrals using the dual action
AII(1/b). The result is:
C˜N− (α) = κ2(b)
γ(2α/b− 1/b2)
γ(2α/b)
,
C˜R−(α) = κ2(b)
γ(2α/b− 1/b2 + 1)
γ(2α/b+ 1)
where:
κ2(b) = µ˜πγ
(
1
b2
+ 1
)
.
These results are consistent with the N = 2 minimal model results presented in Section 3.1.
Now we consider the three-point functions 〈R−α+1/2bNαR+−1/2b〉 and 〈Nα+1/2bR−αR+−1/2b〉.
Taking the OPE of R+−1/2b with one of the other two operators in the correlation functions
and using the OPE relations (3.51) and (3.52), we obtain an independent set of functional
relations as follows:
C˜N− (α)D
R(α + 1/2b) = DN(α), (3.53)
C˜R−(α)D
N(α + 1/2b) = DR(α).
Solving for DN(α), we find that the most general solution of Eqs.(3.53) is:
DN(α) = κ−2αb2
Γ2(αb+ 1/2)
Γ2(αb)
γ(2α/b− 1/b2)g(α) (3.54)
where g(α) is another arbitrary function satisfying g(α) = g(α+1/b). Combining Eqs.(3.50)
and (3.54), and requiring the normalization DN(α = 1
2b
) = 1, we can determine the NS
reflection amplitude completely as follows:
DN(α) = − 2
b2
κ−2αb+12 γ
(
2α
b
− 1
b2
)
γ
(
αb+
1
2
)
γ(1− αb) (3.55)
where the two parameters in the actions, µ and µ˜, are related by:(κ1
b4
)1/b
= κb2. (3.56)
The R reflection amplitude can be obtained from (3.53):
DR(α) = −b
2
2
κ−2αb+12 γ
(
2α
b
− 1
b2
+ 1
)
γ
(
−αb+ 1
2
)
γ(αb). (3.57)
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To justify the reflection amplitudes derived above and based on the conjectured actionAII,
we can provide several consistency checks. It has been noticed that an integrable model with
two parameters proposed in [67] can have N = 2 supersymmetry if one of the parameters
take a special value. This means that one can compute the reflection amplitudes of the
N = 2 SLFT independently as a special case of those in [67]. Indeed, we have confirmed
that the two results agree exactly.
Furthermore, one can check the reflection amplitude for specific values of α directly from
the action. For example when α = 1
2b
− b
2
using the action AI(b). If instead α→ 0, one can
compute the two-point function directly from the action AII(1/b). Both results agree with
(3.55).
3.4 One-point functions of N = 2 super-Liouville theory with
boundary
The action of the N = 2 SLFT with boundary in terms of component fields is given by:
S =
∫
d2z
[
1
2π
(
∂φ−∂¯φ+ + ∂φ+∂¯φ− + ψ−∂¯ψ+ + ψ+∂¯ψ− + ψ¯−∂ψ¯+ + ψ¯+∂ψ¯−
)
+iµb2ψ−ψ¯−ebφ
+
+ iµb2ψ+ψ¯+ebφ
−
+ πµ2b2eb(φ
++φ−)
]
+ SB, (3.58)
where the boundary action is derived in [26]:
SB =
∫ ∞
−∞
dx
[
− i
4π
(ψ¯+ψ− + ψ¯−ψ+) +
1
2
a−∂xa+
− 1
2
ebφ
+/2
(
µBa
+ +
µb2
4µB
a−
)
(ψ− + ψ¯−)− 1
2
ebφ
−/2
(
µBa
− +
µb2
4µB
a+
)
(ψ+ + ψ¯+)
− 2
b2
(
µ2B +
µ2b4
16µ2B
)
eb(φ
++φ−)/2
]
. (3.59)
Note that we slightly changed the notations with respect to the previous Section.
The stress tensor T , the supercurrent G± and the U(1) current J are given by:
T = −∂φ−∂φ+ − 1
2
(ψ−∂ψ+ + ψ+∂ψ−) +
1
2b
(∂2φ+ + ∂2φ−), (3.60)
G± =
√
2i(ψ±∂φ± − 1
b
∂ψ±), J = −ψ−ψ+ + 1
b
(∂φ+ − ∂φ−). (3.61)
Using the mode expansions for the currents and their operator product expansion, one
obtains the N = 2 super-Virasoro algebra with central charge c = 3 + 6/b2.
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The primary fields from the NS and R sectors are written in the new notations as follows:
Nαα = e
αφ++αφ−, R±αα = σ
±eαφ
++αφ−, (3.62)
The conformal dimensions are given by (3.44). According to the normalization in this Section
the U(1) charges of NS and R fields are rescaled:
ω =
1
b
(α− α), ω± = ω ± 1
2
. (3.63)
It is more convenient to use a ‘momentum’ defined by:
α + α =
1
b
+ 2iP, (3.64)
and the U(1) charge ω instead of α, α. In terms of these, the conformal dimensions are given
by:
∆NS =
1
4b2
+ P 2 +
b2ω2
4
. (3.65)
From now on, we will denote a NS primary state by |[P, ω]〉 and an R state by |[P, ω, ǫ]〉 with
ǫ = ±1.
In this Section we compute exact one-point functions of the NS and R bulk operators Nαα
and Rǫαα of the N = 2 SLFT with boundary. The one-point functions are defined by:
〈Nαα(ξ, ξ¯)〉 = U
NS(α, α)
|ξ − ξ¯|2∆NSαα , and 〈R
ǫ
αα(ξ, ξ¯)〉 =
UR(α, α)
|ξ − ξ¯|2∆Rαα , (3.66)
with the conformal dimensions given in(3.44). We will simply refer to the coefficients
UNS(α, α) and UR(α, α) as the one-point functions.
According to Cardy’s formalism, one can associate a conformal BC with each primary
state [8]. For the N = 2 SLFT, there will be an infinite number of conformal BCs. These
BCs can be constructed by the fusion process and related to the one-point functions. Let us
begin with the ‘vacuum’ BC which corresponds to the identity operator. First we introduce
an amplitude as an inner product (or overlap) between the Isibashi state of a primary state
and the conformal boundary state:2
ΨNS
0
(P, ω) = 〈(0)|[P, ω]〉〉.
Following Cardy and using the modular properties of the N = 2 characters we find that the
amplitude satisfies the following relation:
ΨNS
0
(P, ω)ΨNS
0
†
(P, ω) = SNS(P, ω) (3.67)
where:
SNS(P, ω) =
sinh(2πbP ) sinh
(
2πP
b
)
2b−1 cosh
(
πbP + iπb
2ω
2
)
cosh
(
πbP − iπb2ω
2
) .
2 We denote a conformal BC in ‘bold face’ like 0 and a conformal boundary state like |(0)〉.
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Since ΨNS
0
†
(P, ω) = ΨNS
0
(−P, ω), one can solve this up to some unknown constant as follows:
ΨNS
0
(P, ω) =
√
b3
2
(XNS)
iP
b
Γ
(
1
2
− ibP + b2ω
2
)
Γ
(
1
2
− ibP − b2ω
2
)
Γ
(−2iP
b
)
Γ (1− 2ibP ) . (3.68)
The unknown constant XNS does not depend on P, ω and can not be determined by the
modular transformation alone. We will derive this constant later in this Section by comparing
with the bulk reflection amplitudes.
Similarly, for the R sector we define the R amplitude by:
ΨR
0
(P, ω) = 〈(0)|[P, ω, ǫ]〉〉
which satisfies:
ΨR
0
(P, ω)ΨR
0
†
(P, ω) = SR(P, ω) (3.69)
with:
SR(P, ω) =
sinh(2πbP ) sinh
(
2πP
b
)
2b−1 sinh
(
πbP + iπb
2ω
2
)
sinh
(
πbP − iπb2ω
2
) .
The solution is up to an unknown constant:
ΨR
0
(P, ω) = −i
√
b3
2
(XR)
iP
b
Γ
(
−ibP + b2ω
2
)
Γ
(
1− ibP − b2ω
2
)
Γ
(−2iP
b
)
Γ (1− 2ibP ) .
Again, the unknown constant XR will be fixed later.
Now we consider a continuous BC associated with a primary field. This field should be
NS and its U(1) charge should be zero because only the boundary neutral operators should
appear. So, we consider the character of a (NS) primary state |s〉 ≡ |[s, 0]〉 and its modular
transformation. The parameter s depends on the boundary parameter µB in (3.59). We
define an inner product between the conformal boundary state and an Ishibashi state:
ΨNS
s
(P, ω) = 〈(s)|[P, ω]〉〉.
Following the previous analysis of the modular transformation one can find that:
ΨNS
s
(P, ω)ΨNS
0
†
(P, ω) = b cos(4πsP ).
Now acting by ΨNS
0
(P, ω) on this and using (3.67), we obtain
ΨNS
s
(P, ω) = bΨNS
0
(P, ω)
cos(4πsP )
SNS(P, ω)
=
√
2b3 (XNS)
iP
b
Γ
(
1 + 2iP
b
)
Γ (2ibP ) cos(4πsP )
Γ
(
1
2
+ ibP + b
2ω
2
)
Γ
(
1
2
+ ibP − b2ω
2
) . (3.70)
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One can follow the same steps for the R sector which leads to:
ΨR
s
(P, ω)ΨR
0
†
(P, ω) = b cos(4πsP ),
where
ΨR
s
(P, ω) = 〈(s)|[P, ω, ǫ]〉〉.
Using (3.69) on this, we can obtain:
ΨR
s
(P, ω) = bΨR
0
(P, ω)
cos(4πsP )
SR(P, ω)
= −i
√
2b3 (XR)
iP
b
Γ
(
1 + 2iP
b
)
Γ (2ibP ) cos(4πsP )
Γ
(
1 + ibP − b2ω
2
)
Γ
(
ibP + b
2ω
2
) . (3.71)
The amplitudes (3.70) and (3.71) we have obtained are the one-point functions of the two
sectors up to some normalization constants. To fix these constants, we recall the relation
proved in [68]:
Uk(φ) =
〈(k)|φ〉〉
〈(k)|0〉〉 (3.72)
where k is a conformal BC, φ a primary field, and |φ〉〉, its Isibashi state. For the N = 2
SLFT, this relation means:
UNS
s
(P, ω) =
ΨNS
s
(P, ω)
ΨNS
s
(−i/2b, 0) , U
R
s
(P, ω) =
ΨR
s
(P, ω)
ΨNS
s
(−i/2b, 0) .
From (3.70) and (3.71) we can obtain the one-point functions as follows:
UNS
s
(P, ω) = N (XNS)
iP
b
Γ
(
1 + 2iP
b
)
Γ (2ibP ) cos(4πsP )
Γ
(
1
2
+ ibP + b
2ω
2
)
Γ
(
1
2
+ ibP − b2ω
2
) , (3.73)
UR
s
(P, ω) = N (XR)
iP
b
Γ
(
1 + 2iP
b
)
Γ (2ibP ) cos(4πsP )
Γ
(
1 + ibP − b2ω
2
)
Γ
(
ibP + b
2ω
2
) , (3.74)
where the normalization coefficient N can be fixed by:
UNS
s
(−i/2b, 0) = 1→ N =
[
(XNS)
1/2b2 Γ(1 + b−2) cosh
(
2πs
b
)]−1
.
We will use now the reflection amplitudes found in the previous Section in order to fix the
normalization of the one-point functions. Remind that the reflection amplitudes are defined
by two-point functions of the same operators:
〈Nαα(z, z)Nαα(0, 0)〉 = D
NS(α, α)
|z|4∆NSαα , 〈R
+
αα(z, z)R
−
αα(0, 0)〉 =
DR(α, α)
|z|4∆Rαα
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Reflection properties imply that, in general:
〈Nαα(z, z) . . .〉 = DNS(α, α)〈N 1
b
−α, 1
b
−α(z, z) . . .〉 (3.75)
and similarly for the R sector. Here the part . . . can be any products of the primary fields.
The reflection relations among the correlation functions can be used for the simplest case,
namely, the one-point functions. In this case, the relation becomes:
〈Nαα(z, z)〉 = DNS(α, α)〈N 1
b
−α, 1
b
−α(z, z)〉,
〈Rαα(z, z)〉 = DR(α, α)〈R 1
b
−α, 1
b
−α(z, z)〉.
These lead to the following equations:
UNS
s
(P, ω)
UNS
s
(−P, ω) = D
NS(P, ω),
UR
s
(P, ω)
UR
s
(−P, ω) = D
R(P, ω). (3.76)
For the neutral sector ω = 0, the reflection amplitudes has been derived in the previous
Section:
DNS(P, 0) = −κ−2iP/bΓ
(
1 + 2iP
b
)
Γ
(
1− 2iP
b
) Γ (1 + iP b)
Γ (1− iP b)
Γ
(
1
2
− iP b)
Γ
(
1
2
+ iP b
) , (3.77)
DR(P, 0) = κ−2iP/b
Γ
(
1 + 2iP
b
)
Γ
(
1− 2iP
b
) Γ (1− iP b)
Γ (1 + iP b)
Γ
(
1
2
+ iP b
)
Γ
(
1
2
− iP b) . (3.78)
where:
κ =
µ2π2
2
γ(−b2 − 1)γ
(
1 +
b2
2
)
γ
(
b2
2
+
3
2
)
,
with γ(x) = Γ(x)/Γ(1− x) and the bulk cosmological constant µ defined in (3.58).
Inserting ω = 0 and using (3.73) and (3.74), the reflection amplitudes in Eq.(3.76) are
indeed in exact agreement with (3.77) and (3.78) if and only if we identify the constants:
XNS = XR =
[
22b
2
κ
]−1
.
This provides a nontrivial check and completes our derivation for the one-point functions.
Furthermore, we can use (3.76) to compute the reflection amplitudes for ω 6= 0 case:
DNS(P, ω) = (22b
2
κ)−2iP/b
Γ
(
1 + 2iP
b
)
Γ
(
1− 2iP
b
) Γ (2ibP )
Γ (−2ibP )
Γ
(
1
2
− ibP + b2ω
2
)
Γ
(
1
2
+ ibP + b
2ω
2
) Γ
(
1
2
− ibP − b2ω
2
)
Γ
(
1
2
+ ibP − b2ω
2
)
(3.79)
and:
DR(P, ω) = (22b
2
κ)−2iP/b
Γ
(
1 + 2iP
b
)
Γ
(
1− 2iP
b
) Γ (2ibP )
Γ (−2ibP )
Γ
(
1− ibP − b2ω
2
)
Γ
(
1 + ibP − b2ω
2
) Γ
(
−ibP + b2ω
2
)
Γ
(
ibP + b
2ω
2
) . (3.80)
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These results can be compared with those from the two-parameter family models [67] and
we checked that the two independent results match exactly.
To complete our derivation of the one-point functions, we should relate the boundary
parameter s to the boundary cosmological constant µB in (3.59). For this, we consider
one-point function of a neutral NS field Nαα:
residue
UNS(α)
N
∣∣∣∣
α=(b−1−nb)/2
= 〈eα(φ++φ−)〉 =
∑
p,q
1
p!q!
〈eα(φ++φ−)V pBq〉0,
where V,B are the interaction terms in the bulk and boundary actions. If we choose n = 1
(α = 1/2b− b/2), all terms vanish except p = 0, q = 2 which can be easily computed:
〈
eα(φ
++φ−) (i/2)B2
〉
0
= 8πµB
2Γ(−b2)γ
(
1 + b2
2
)
sin
(
π
1 + b2
2
)
with:
µB
2 = µ2B +
µ2b4
16µ2B
. (3.81)
The residue of (3.73) at α = α = 1/2b− b/2 becomes:
b
2
(22b
2
κ)1/2
Γ(−b2)
Γ
(
1−b2
2
)2 cosh(2πsb). (3.82)
Comparing these two, we find:
µB
2 =
µb
32π
cosh(2πsb). (3.83)
We want now to compare these results with those obtained by the so called conformal
bootstrap approach. It consists in deriving functional equations for the one-point functions
in a way similar to what we discussed forN = 1 case in Section 2. Namely, consider two-point
functions of the neutral operators:
GNSα (ξ, ξ
′) = 〈R+− 1
2b
(ξ)Nα(ξ
′)〉, GRα (ξ, ξ′) = 〈R+− 1
2b
(ξ)R−α (ξ
′)〉
where R+−1/2b is a degenerate R operator, whose OPE’s are given by:
R+− 1
2b
Nα =
[
R+
α− 1
2b
]
+ CNS(α)
[
R+
α+ 1
2b
]
,
R+− 1
2b
R−α =
[
Nα− 1
2b
]
+ CR(α)
[
Nα+ 1
2b
]
.
Here the bracket [. . . ] represents the conformal family of a given primary field and the
structure constants have been computed in the previous Section based on the dual N = 2
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SLFT:
CNS(α) = µ˜πγ
(
1 + b−2
) Γ (2α
b
− 1
b2
)
Γ
(
1− 2α
b
)
Γ
(
1− 2α
b
+ 1
b2
)
Γ
(
2α
b
) ,
CR(α) = µ˜πγ
(
1 + b−2
) Γ (1 + 2α
b
− 1
b2
)
Γ
(−2α
b
)
Γ
(−2α
b
+ 1
b2
)
Γ
(
1 + 2α
b
) ,
where µ˜, the cosmological constant of the dual theory, has been related there to that of the
N = 2 SLFT.
The two-point functions can be written as:
GNSα (ξ, ξ
′) = UR
(
α− b
2
)
GNS+ (ξ, ξ′) + CNS(α)UR
(
α +
b
2
)
GNS− (ξ, ξ′)
GRα (ξ, ξ
′) = UNS
(
α− b
2
)
GR+(ξ, ξ′) + CR(α)UNS
(
α +
b
2
)
GR−(ξ, ξ′)
where G±(ξ, ξ′)’s are expressed in terms of the special conformal blocks:
GNS± (ξ, ξ′) =
|ξ′ − ξ′|2∆NSα −2∆R−b/2
|ξ − ξ′|4∆NSα
FNS± (η), GR±(ξ, ξ′) =
|ξ′ − ξ′|2∆Rα−2∆NS−b/2
|ξ − ξ′|4∆Rα
FR± (η)
with
η =
(ξ − ξ′)(ξ − ξ′)
(ξ − ξ′)(ξ − ξ′)
.
These conformal blocks are expressed in terms of some known hypergeometric functions.
On the other hand, one can compute the two-point functions as both R+−1/2b and Nα
or R−α approach the boundary. The fusion of the degenerate operator with the boundary
is described by a special bulk-boundary structure constant which could be computed as a
boundary screening integral with one insertion of the boundary interaction of the dual N = 2
theory if it were known. Since we can not fix it, we denote the unknown constant just as
R(−1/2b). Then, we can obtain the system of functional relations as follows:
R
(
− 1
2b
)
UNS(α) =
Γ(1− 1
b2
+ 2α
b
)Γ(− 2
b2
)
Γ(1− 2
b2
+ 2α
b
)Γ(1− 1
b2
)
UR
(
α− 1
2b
)
+ CNS(α)
Γ(1 + 1
b2
− 2α
b
)Γ(− 2
b2
)
Γ(1− 2α
b
)Γ(1− 1
b2
)
UR
(
α +
1
2b
)
R
(
− 1
2b
)
UR(α) =
Γ(2α
b
− 1
b2
)Γ(− 2
b2
)
Γ(2α
b
− 2
b2
)Γ(1− 1
b2
)
UNS
(
α− 1
2b
)
+ CR(α)
Γ( 1
b2
− 2α
b
)Γ(− 2
b2
)
Γ(−2α
b
)Γ(1− 1
b2
)
UNS
(
α +
1
2b
)
.
Although we do not know the bulk-boundary structure constant, we can eliminate it by
taking the ratio of the above equations and find one relation which is completely fixed. It
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can be shown that the one-point functions (3.73) and (3.74) indeed satisfy this relation.
This means not only that the one-point functions obtained from the modular bootstrap
procedures are consistent with the N = 2 SLFT actions, but also that the N = 2 theory
proposed in the previous Section is indeed dual to the N = 2 SLFT. Furthermore, we can
find the bulk-boundary structure constant as follows:
R (− 1
2b
)
Γ
(
1− 1
b2
)
Γ
(− 2
b2
)√
µ˜πγ
(
1 + 1
b2
) = cosh(2πsb
)
.
Along with (3.83), this equation relates the boundary cosmological constant of the N = 2
SLFT with that of the dual N = 2 theory.
3.5 ZZ-branes of N = 2 super-Lioville theory
Remind that the primary fields of NS and R sectors are expressed in terms of vertex operators:
Nαα = e
αφ++αφ− , R
(±)
αα = σ
±eαφ
++αφ− (3.84)
where σ± are the spin operators. The conformal dimensions and the U(1) charges of the
primary fields Nαα and R
(±)
αα were obtained above as (3.44) and (3.63) respectively.
Among the primary fields there is a series of degenerate fields of the N = 2 SLFT. In this
Section we divide these fields into three classes. Class-I degenerate fields are given by:
Nωm,n = Nαωm,n,αωm,n , R
(ǫ)ω
m,n = R
(ǫ)
αωm,n,α
ω
m,n
,
αωm,n =
1−m+ ωb2
2b
− nb
2
, αωm,n =
1−m− ωb2
2b
− nb
2
, m, n ∈ Z+. (3.85)
Nωm,n and R
(ǫ)ω
m,n are degenerate at level mn where the corresponding null states turn out to
be:
Nωm,−n, and R
(ǫ)ω
m,−n. (3.86)
As an example, consider the most simple case Nω1,1 with the conformal dimension
b2(ω2 − 1)/4− 1/2 and U(1) charge ω. After simple calculation, one can check that:[
b2
2
(1− ω2)J−1 +G+−1/2G−−1/2 − (1− ω)L−1
]
|Nω1,1〉
is annihilated by all the positive modes of the N = 2 super CFT. Since this state has the
U(1) charge ω and dimension +1 more than that of Nω1,1, it corresponds to |Nω1,−1〉 up to
a normalization constant. One can continue this analysis to higher values of m,n > 1 to
confirm the statement of Eq.(3.86). Notice that the null state structure changes dramatically
for ω = ±n case. The field N±nm,n has a null state N±nm,−n at level mn. This N±nm,−n field is
in fact a class-II degenerate field which we will explain next and has infinite number of null
states. Therefore, we exclude the case of ω = ±n from class-I fields.
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The second class of degenerate fields is denoted by Nωm and R
(ǫ)ω
m and comes in two
subclasses, namely, class-IIA and class-IIB. These are given by:
Class − IIA : Nωm = Nαωm,α0m R(+)ωm = R
(+)
αωm,α
0
m
, ω > 0 (3.87)
Class − IIB : N˜ωm = Nα0m,αωm R(−)ωm = R(−)α0m,αωm , ω < 0. (3.88)
Here we have defined:
αωm ≡
1−m+ 2ωb2
2b
, αωm ≡
1−m− 2ωb2
2b
with m a positive odd integer for the NS sector and even for the R sector.
These fields have null states at level m/2 which can be expressed again by Eq.(3.87)
with ω shifted by +1 for class-IIA and by Eq.(3.88) with ω shifted by −1 for class-IIB. For
m = 1, these fields become either chiral or anti-chiral field which are annihilated by G±−1/2,
respectively. For m = 3, one can construct a linear combination of descendants:[(
ω − 2
b2
+ 1
)
G+−3/2 −G+−1/2L−1 +G+−1/2J−1
]
|Nω3 〉 (3.89)
which satisfies the null state condition. Since this state has U(1) charge ω+1 and dimension
3/2 higher than that of Nω3 , it is straightforward to identify it as N
ω+1
3 up to a normalization
constant. However, it is not the end of the story in this case. The Nω+13 field is again
degenerate at level 3/2 because a linear combination of its descendants, exactly Eq.(3.89)
with ω shifted by +1, satisfies the null state condition. This generates Nω+23 and it continues
infinitely. This infinite null state structure holds for any odd integer m.
This can be illustrated by semi-infinite sequence:
Class− IIA : Nωm → Nω+1m → Nω+2m → . . .
Class− IIB : N˜ωm → N˜ω−1m → N˜ω−2m → . . . .
This works similarly for the R sector. For example, the null state of the m = 2 R field is
given by:
G±−1|R(±)ω2 〉.
We need to deal with class-II neutral (ω = 0) NS fields separately. For example, consider
the N03 which has two null states:[(
1− 2
b2
)
G±−3/2 −G±−1/2L−1 +G±−1/2J−1
]
|N03 〉, (3.90)
which should be identified with N13 and N˜
−1
3 , respectively. We will call these neutral NS
degenerate fields as class-III and denote them by:
Class− III : Nm = Nα0mα0m. (3.91)
90
The null state structure of the class-III fields has an infinite sequence in both directions:
Class − III : . . .← N˜−2m ← N˜−1m ← Nm → N1m → N2m → . . . . (3.92)
The identity operator is the most simple class-III field with m = 1.
The degenerate fields are playing an essential role in both conformal and modular boot-
straps. As we will see shortly, some simple degenerate fields satisfy relatively simple operator
product expansions and make the conformal bootstrap viable.
In this Section we are interested in the N = 2 SLFT on Lobachevskiy plane or pseudo-
sphere which is the geometry of the infinite constant negative curvature surface. As in the
N = 1 case, using conformal bootstrap we derive and solve nonlinear functional equations
which can provide discrete BCs.
The classical equations of motion for the N = 2 SLFT can be derived from the (bulk part
of) Lagrangian (3.58):
∂∂¯φ± = πµb3
[
πµeb(φ
++φ−) + iψ±ψ¯±ebφ
∓
]
∂ψ¯± = iπµb2ebφ
±
ψ∓, ∂¯ψ± = −iπµb2ebφ±ψ¯∓.
Assuming that the fermionic fields vanish in the classical limit, we can solve the bosonic
fields classically:
eϕ(z) =
4R2
(1− |z|2)2 ,
where ϕ = b(φ+ + φ−) and R−2 = 4π2µ2b4. The parameter R is interpreted as the radius of
the pseudosphere in which the points at the circle |z| = 1 are infinitely far away from any
internal point. This circle can be interpreted as the “boundary” of the pseudosphere. This
boundary has a different class of BC’s. For the N = 2 SLFT, we will call the discrete BCs
as ZZ-branes following [24] and show that these correspond to the degenerate fields of the
N = 2 SLFT.
Let us consider a two-point function of a neutral degenerate field N−b/2 and a general
neutral field Nα:
3
Gα(ξ, ξ
′) = 〈N−b/2(ξ)Nα(ξ′)〉. (3.93)
Using the OPE of the two fields, we can express this two-point function as:
Gα(ξ, ξ
′) = UNS
(
α− b
2
)
GNS1 (ξ, ξ′) + C−−(α)UNS
(
α +
b
2
)
GNS3 (ξ, ξ′)
where the structure constant C−− is known and given by gamma-functions. The GNSi (ξ, ξ′)’s
are expressed in terms of the special conformal blocks:
GNSi (ξ, ξ′) =
|ξ′ − ξ¯′|2∆NSα −2∆NS−b/2
|ξ − ξ¯′|4∆NSα F
NS
i (η), i = 1, 2, 3
3 We will suppress one of the indices of the fields since α = α.
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These conformal blocks can be determined by two-fold Dotsenko-Fateev integrals [3], the
index i denotes the three independent integration contours between the branching points
0, η, 1,∞. The conformal blocks FNSi (η) are regular at η = 0. Since we are interested in
the limit η → 1, we need to introduce another blocks F˜NSi (η) which are well defined in that
limit. The monodromy relations between the conformal blocks are given by [3]:
FNSi (η) =
3∑
j=1
αijF˜NSj (η),
where again αij are known and expressed in terms of gamma-functions.
On the pseudosphere geometry, as the two fields approach the boundary η → 1, the
distance between the two points become infinite due to the singular metric. This means that
the two-point function is factorized into a product of two one-point functions. For example,
the two-point function in (3.93) becomes:
Gα(ξ, ξ
′) =
|ξ′ − ξ¯′|2∆NSα −2∆NS−b/2
|ξ − ξ¯′|4∆NSα U
NS(−b/2)UNS(α)F˜NS3 (η).
Comparing these two results, we can obtain the following nonlinear functional equation for
U(α):
C1UNS(−b/2)UNS(α) =
Γ(αb− b2
2
)Γ(αb+ 1
2
)
Γ(αb)Γ(αb− b2
2
− 1
2
)
UNS
(
α− b
2
)
+ 2−2−2b
2
π2b4µ2
Γ(αb− 1
2
)Γ(αb+ b
2
2
)
Γ(αb)Γ(αb+ b
2
2
+ 1
2
)
UNS
(
α +
b
2
)
(3.94)
with:
C1 =
√
πΓ(− b2
2
)
Γ(−1)Γ(− b2
2
− 1
2
)
. (3.95)
Similarly, using the OPE’s of the degenerate field N− 1
b
with arbitrary primary fields Nα,α¯
and Rα,α¯ and the dual N = 2 action defined in Section (3.3), we can derive functional
equations:
C2U˜NS(−1/b, 0)UNS(α, α¯) =
Γ(α+α¯
b
− 1
b2
+ 1)
(1− αb)Γ(α+α¯
b
− 2
b2
)
UNS
(
α− 1
b
, α¯
)
− µ˜′ (α¯b)Γ(
α+α¯
b
− 1
b2
)
Γ(1 + α+α¯
b
)
UNS
(
α, α¯+
1
b
)
, (3.96)
C2U˜NS(−1/b, 0)UR(α, α¯) =
Γ(α+α¯
b
− 1
b2
+ 1)
(3
2
− αb)Γ(α+α¯
b
− 2
b2
)
UR
(
α− 1
b
, α¯
)
− µ˜′ (α¯b+
1
2
)Γ(α+α¯
b
− 1
b2
)
Γ(1 + α+α¯
b
)
UR
(
α, α¯+
1
b
)
(3.97)
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with C2 = Γ(1 − 1b2 )/Γ(− 2b2 ) and µ˜′ is given by µ˜, the cosmological constant of the dual
N = 2 theory:
µ˜′ = 4πµ˜γ(1 + b−2)b−4.
Here we have denoted one-point functions of the class-II degenerate field in terms of U˜NS
since they are in principle different from the one-point functions of general fields. Notice
that C1 contains Γ(−1) in Eq.(3.95) which arises from singular monodromy transformation.
We can remove this singular factor by redefining UNS(R)/Γ(−1)→ UNS(R). Notice that this
redefinition does not change Eqs.(3.96) and (3.97) since they are linear in UNS(R) if assuming
that U˜NS is regular.
The solutions to these equations can be expressed in terms of two integers m,n ≥ 1 as
follows:
UNSmn (α, α¯) = Nmn(πµ)−
α+α¯
b
Γ(α+α¯
b
− 1
b2
+ 1)Γ(b(α + α¯)− 1)
Γ(αb)Γ(α¯b)
× sin
[
πm
b
(
α + α¯− 1
b
)]
sin
[
πnb
(
α + α¯− 1
b
)]
(3.98)
URmn(α, α¯) = Nmn(πµ)−
α+α¯
b
Γ(α+α¯
b
− 1
b2
+ 1)Γ(b(α + α¯)− 1)
Γ(αb− 1/2)Γ(α¯b+ 1/2)
× sin
[
πm
b
(
α + α¯− 1
b
)]
sin
[
πnb
(
α + α¯− 1
b
)]
, (3.99)
with the normalization factors given by:
Nmn = (−1)n 4b
2
Γ(−1/b2)
cot(πnb2)
sin(πm/b2)
.
This class of solutions will be associated with conformal BCs corresponding to the class-I
neutral degenerate fields. It turns out that the conformal bootstrap equations do not allow
discrete BCs corresponding to non-neutral degenerate fields. One possible explanation is
that non-neutral BCs will introduce a boundary field which will not produce the identity
operator when fused with bulk degenerate fields as they approach the boundary.
It is interesting to notice that the following one-point functions:
UNSm (α, α¯) = Nm(πµ)−
α+α¯
b
Γ(1− αb)Γ(1− α¯b)
Γ(−α+α¯
b
+ 1
b2
)Γ(2− b(α + α¯))
× sin
[
πm
b
(α + α¯− 1
b
)
]
sin
[
π
b
(α + α¯− 1
b
)
] (3.100)
URm(α, α¯) = Nm(πµ)−
α+α¯
b
Γ(3
2
− αb)Γ(1
2
− α¯b)
Γ(−α+α¯
b
+ 1
b2
)Γ(2− b(α + α¯))
× sin
[
πm
b
(α + α¯− 1
b
)
]
sin
[
π
b
(α + α¯− 1
b
)
] (3.101)
Nm = π
Γ(− 1
b2
+ 1)
1
sin(πm
b2
)
(3.102)
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satisfy Eqs.(3.96) and (3.97). Although they do not satisfy Eq.(3.94), hence not complete
solutions, this class of solutions turns out to be consistent with modular bootstrap equations
and we will show that they correspond to the class-III BCs.
We want now to derive the modular bootstrap equations based on the modular properties
of degenerate characters. We will derive the boundary amplitudes and show that they are
consistent with the one-point functions derived before. Among the conformal BC’s of the
N = 2 SLFT, we concentrate on those associated with the degenerate fields. Following the
modular bootstrap formulation, we can compute a boundary amplitude as the inner product
between the Ishibashi state of a primary state and the conformal boundary state.
Let us start with the class-I BC’s. The boundary amplitudes are defined by:
ΨNSmnω(P, ω) = 〈m,n, ω|N[P,ω]〉〉.
From the modular transformation properties of the class-I character we can obtain:
ΨNSmnω(P, ω
′)ΨNS†
0
(P, ω′) = 2b sinh(2πmP/b) sinh(2πnbP )e−πib
2ωω′ . (3.103)
Since the vacuum boundary amplitude ΨNS
0
(P, ω) was obtained in the previous Section, we
get from (3.103) that:
ΨNSmnω(P, ω
′) =
√
8
b
(πµ)−
2iP
b
Γ
(
2iP
b
)
Γ (1 + 2ibP )
Γ
(
1
2
+ ibP + b
2ω
2
)
Γ
(
1
2
+ ibP − b2ω
2
)
× sinh(2πmP/b) sinh(2πnbP )e−πib2ωω′ . (3.104)
This solution coincides with (3.98), the ZZ-brane solution with BC (m,n, ω = 0). This
provides an important consistency check between the conformal and modular bootstraps.
We pass now to the class-II BC’s. Denoting the class-II boundary state as |m,ω〉, we can
define the following boundary amplitude:
ΨNSmω(P, ω
′) = 〈m,ω|N[P,ω′]〉〉.
Comparing this with the modular transformation of the class-II characters we obtain:
ΨNSmω(P, ω
′)ΨNS†
0
(P, ω′) = Smω(P, ω′), (3.105)
where Smω(P, ω
′) is the modular S-matrix component. From this, one can solve for ΨNSmω(P, ω
′).
Instead of presenting details for this case, we will analyze a more interesting case, namely
the neutral (ω = 0) class-III BCs.
For a class-III (neutral) boundary state |m〉, we can define:
ΨNSm (P, ω) = 〈m|N[P,ω]〉〉.
In the same way as before it follows that:
ΨNSm (P, ω) = Ψ
NS
0
(P, ω)
sinh(2πmP/b)
sinh(2πP/b)
. (3.106)
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The solution (3.106) coincides with the one-point function (3.100).
One can perform similar analysis for the R sector. For the class-I amplitudes for example
one obtains:
ΨRmnω(P, ω
′)ΨR†
0
(P, ω′) = 2b sinh(2πmP/b) sinh(2πnbP )e−πib
2ωω′
from which we can find:
ΨRmnω(P, ω
′) = −i
√
8
b
(πµ)−
2iP
b
Γ
(
2iP
b
)
Γ (1 + 2ibP )
Γ
(
ibP + b
2ω
2
)
Γ
(
1 + ibP − b2ω
2
)
× sinh(2πmP/b) sinh(2πnbP )e−πib2ωω′ .
It is straightforward to continue this analysis for the class-II and class-III BCs and their
mixed BCs for the R sector.
3.6 Higher equations of motion in N = 2 super-Liouville field the-
ory
Let us remind that the N = 2 SLFT is based on the Lagrangian:
L = 1
2π
(
∂φ−∂¯φ+ + ∂φ+∂¯φ− + ψ−∂¯ψ+ + ψ+∂¯ψ− + ψ¯−∂ψ¯+ + ψ¯+∂ψ¯−
)
+
+ iµb2ψ−ψ¯−ebφ
+
+ iµb2ψ+ψ¯+ebφ
−
+ πµ2b2ebφ
++bφ−
where (φ±, ψ∓) are the components of a chiral N = 2 supermultiplet, b is the coupling
constant and µ is the cosmological constant. It is invariant under the N = 2 superconformal
algebra (3.1) with central charge c = 3 + 6
b2
. In (3.1) the left handed generators appear,
there are in addition the right handed ones L¯n, J¯n, G¯
±
r closing the same algebra. The
basic objects of interest here are the primary fields in the NS sector defined by the vertices
Nα,α¯ = e
αφ++α¯φ−, the corresponding states being annihilated by the positive modes. There
are in addition also Ramond primary fields Rα,α¯ but we will not be concerned with them in
this Section. Let us remind also that the conformal dimension and the U(1) charge of the
primary fields are:
∆α,α¯ = −αα¯ + 1
2b
(α + α¯), ω =
1
b
(α− α¯). (3.107)
As we explained in the previous Section, among the primary fields there is a series of de-
generate fields of the N = 2 SLFT. They are characterized by the fact that at certain level
of the corresponding conformal family a new primary field (i.e. annihilated by all positive
modes) appears. Such fields were divided there in three classes.
Class I degenerate fields Nωm,n = Nαωm,n,α¯ωm,n are given by (3.85) where m,n are positive
integers. Nωm,n is degenerate at level mn and relative U(1) charge zero. The irreducibil-
ity of the corresponding representations is assured by imposing the null-vector condition
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Dωm,nN
ω
m,n = 0, D¯
ω
m,nN
ω
m,n = 0, where D
ω
m,n is a polynomial of the generators in (3.1) of
degree mn and has U(1) charge zero. It is normalized by choosing the coefficient in front of
(L−1)mn to be 1. Let us give some examples of the corresponding null-operators:
Dω1,1 = L−1 −
1
2
b2(1 + ω)J−1 +
1
ω − 1G
+
− 1
2
G−− 1
2
,
Dω1,2 = L
2
−1 + b
2L−2 − b2(1 + ω)L−1J−1 + b
2
2
(
1 + ω − b2(2 + ω))J−2 +
+
b4
4
ω(ω + 2)J2−1 +
2
ω − 2L−1G
+
− 1
2
G−− 1
2
− b
2ω
ω − 2J−1G
+
− 1
2
G−− 1
2
−
− b
2
2
G+− 1
2
G−− 3
2
+
b2
2
ω + 2
ω − 2G
+
− 3
2
G−− 1
2
,
Dω2,1 = L
2
−1 +
1
b2
L−2 − b2(1 + ω)L−1J−1 + 1
2
(
b2(1 + ω)− ω − 2) J−2 +
+
1
4
(
b4(ω + 1)2 − 1) J2−1 + 2b4ωb4(ω − 1)2 − 1L−1G+− 12G−− 12 −
− b
2 + b6(ω2 − 1)
b4(ω − 1)2 − 1 J−1G
+
− 1
2
G−− 1
2
− b
4(ω + 1) + b2 − 2
2 + 2b2(ω − 1) G
+
− 1
2
G−− 3
2
+
+
2− b2 + b4(ω − 1) (1 + b2(ω + 1))
2(b4(ω − 1)2 − 1) G
+
− 3
2
G−− 1
2
. (3.108)
The second class of degenerate fields is denoted by Nωm and comes in two subclasses IIA
and IIB introduced above in (3.87) and (3.88) respectively. Here m is an odd positive integer
number and the level of degeneracy of Nωm is
m
2
, relative charge ±1. In this case the operator
Dωm is a polynomial of “degree” m/2, the coefficient in front of L
m−1
2
−1 G
±
− 1
2
is chosen to be
1. Analogously to the class I we have to impose DωmN
ω
m = D¯
ω
mN
ω
m = 0. Here are the first
examples for class IIA fields:
Dω1 = G
+
− 1
2
,
Dω3 = L−1G
+
− 1
2
− J−1G+− 1
2
+
(
2
b2
− ω
)
G+− 3
2
,
Dω5 = L
2
−1G
+
− 1
2
+
(
4
b2
− ω − 1
)
L−2G+− 1
2
− 3L−1J−1G+− 1
2
+ 2J2−1G
+
− 1
2
+
+
(
5
2
− 6
b2
+
3
2
ω
)
J−2G+− 1
2
+
(
1 +
6
b2
− 2ω
)
L−1G+− 3
2
+ 4
(
ω − 3
b2
)
J−1G+− 3
2
−
− 1
2
G+− 3
2
G+− 1
2
G−− 1
2
+
(
24
b4
− 14ω
b2
+ 2ω2 − 1
)
G+− 5
2
. (3.109)
The null-operators for class IIB fields are obtained from (3.109) by changing G± → G∓ and
ω → −ω.
We remind that a special case of Class IIA (B) fields are the chiral (antichiral) fields with
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m = 1. The Class II fields having U(1) charge zero are classified in a separate Class III
fields. The simplest m = 1 field here represents the identity operator.
Let us now consider, for a further use, the norms of the states created by applying the null-
operators on primary states |α〉. As explained above, such sates should vanish at α = αωM .
Taking the first terms in the corresponding Taylor expansion, we define:
rωM = ∂α〈α, α¯|Dω†MDωM |α, α¯〉|α=αωM ,α¯=α¯ωM ,
r¯ωM = ∂α¯〈α, α¯|Dω†MDωM |α, α¯〉|α=αωM ,α¯=α¯ωM (3.110)
for both classes of representations, M = m or (m,n), where DωM is the corresponding null-
operator and Dω†M is defined as usual through L
†
n = L−n, J
†
n = J−n, (G
±
r )
† = G∓−r.
One can compute “by hand” the first few r’s. With the use of the explicit form of the
null-operators (3.108) we find for the class I fields:
rω1,1 =
1
b
(1 + b2)(1 + ω)
(−1 + ω) ,
rω1,2 =
−2
b
(1− b2)(1 + b2)(1 + 2b2)(2 + ω)
(−2 + ω) ,
rω1,3 =
12
b
(1− 2b2)(1− b2)(1 + b2)(1 + 2b2)(1 + 3b2)(3 + ω)
(−3 + ω) ,
rω2,1 =
2
b5
(1− b2)(1 + b2)(2 + b2)(−1 + b2 + b2ω)(1 + b2 + b2ω)
(−1− b2 + b2ω)(1− b2 + b2ω)
and r¯ωm,n = r
ω
m,n for all the examples above. Based on these expression we propose for the
general form of rωm,n:
rωm,n = r¯
ω
m,n =
m∏
l=1−m
n∏
k=1−n
(
l
b
+ kb
) m−1∏
l=1−m, mod 2
(
l − (n + ω)b2
l + (n− ω)b2
)
. (3.111)
Similarly, from (3.109) we have for the class IIA:
r¯ω1 = 2
(
1
b
− ωb
)
,
r¯ω3 =
2
b5
(2− b2ω)(3− b2ω)(2− b2 − b2ω),
r¯ω5 =
8
b9
(3− b2ω)(4− b2ω)(5− b2ω)(3− b2 − b2ω)(4− b2 − b2ω),
rωm = 0, m = 1, 3, 5, 7.
These expressions can be fitted in a general form of rωm and r¯
ω
m:
rωm = 0,
r¯ωm = 2Γ
2
(
m+ 1
2
)
b1−m
m∏
l=m+1
2
(
l
b
− bω
) m−1∏
l=m+1
2
(
l
b
− b(ω + 1)
)
. (3.112)
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For the class IIB fields one obtains r¯ωm = 0 and r
ω
m is as r¯
ω
m in (3.112) with the change
ω → −ω.
Let us now introduce the so called logarithmic fields. They are defined as:
N ′α,α¯ = ∂αNα,α¯, N¯
′
α,α¯ = ∂α¯Nα,α¯.
One can introduce also the logarithmic primary fields corresponding to degenerate fields by:
N ′ωM = N
′
α,α¯|α=αωM ,α¯=α¯ωM , N¯ ′
ω
M = N¯
′
α,α¯|α=αωM ,α¯=α¯ωM (3.113)
where M is (m,n) for class I and M is m for class II fields respectively. The basic statement
about the fields (3.113) is that:
N˜ωM = D¯
ω
MD
ω
MN
′ω
M ,
˜¯NωM = D¯
ω
MD
ω
MN¯
′ω
M (3.114)
with DωM , D¯
ω
M as in (3.108) , (3.109) are again primary. The proof of this statement goes
along the same lines as for N = 0, 1 SLFT [27, 28].
Comparing the dimension and U(1) charge for class I fields: ∆˜m,n = ∆m,n +mn, ω˜ = ω
we conclude that the fields (3.114) are proportional to Nωm,−n. Thus, we arrive at the higher
equations of motion (HEM) for the class I fields:
D¯ωm,nD
ω
m,nN
′ω
m,n = B
ω
m,nN
ω
m,−n, D¯
ω
m,nD
ω
m,nN¯
′ω
m,n = B¯
ω
m,nN
ω
m,−n. (3.115)
For class IIA (B) the dimension of the resulting primaries in (3.114) is ∆˜ωm = ∆
ω
m +
m
2
, the
U(1) charges are ω˜ = ω + 1 (ω˜ = ω − 1) respectively, and the HEMs in this case are:
D¯ωmD
ω
mN
′ω
m = B
ω
mN
ω±1
m , D¯
ω
mD
ω
mN¯
′ω
m = B¯
ω
mN
ω±1
m . (3.116)
Computation of Bωm,n (B¯
ω
m,n) and B
ω
m (B¯
ω
m) is the final goal of this Section. HEMs (3.115) and
(3.116) are to be understood in an operator sense, i.e. they should hold for any correlation
function. Here we will insert them into the simplest one-point function on the so called
Poincare´ disk (or Lobachevski plain) [24]. In this case we have:
〈B1|D¯ωMDωMN
′ω
M 〉 = 〈B1|N˜ωM〉, 〈B1|D¯ωMDωMN¯
′ω
M 〉 = 〈B1| ˜¯NωM〉.
The boundary state 〈B1| corresponds to the identity boundary conditions on the Poincare´
disc. It enjoys N = 2 superconformal invariance:
λB1|G¯±r = −iλB1|G∓−r = −iλB1|(G±r )†, λB1|L¯n,= λB1|(Ln)†, λB1|J¯n = λB1|(Jn)†.
(so called A-type boundary conditions, see e.g. [26]).
With the definition of r’s in (3.110) the HEMs (3.115) and (3.116) take the form:
rωm,nU1(m,n;ω) = B
ω
m,nU1(m,−n;ω), r¯ωm,nU1(m,n;ω) = B¯ωm,nU1(m,−n;ω) (3.117)
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for class I, and:
rωmU1(m,ω) = iB
ω
mU1(m,ω ± 1), r¯ωmU1(m,ω) = iB¯ωmU1(m,ω ± 1) (3.118)
for class II. Here U1 is the one-point function for “identity boundary conditions” of the
corresponding field. In (3.118) the factor i’s appear because the class II null-operators are
fermionic, and + (−) refers to class IIA (IIB).
The one-point function on the Poincare´ disk for identity (or vacuum) boundary conditions
in N = 2 SLFT was obtained in the previous Section. Let us remind its general form:
U1(α, α¯) = Γ(b
−2)(πµ)−
1
b
(α+α¯) Γ(1− αb)Γ(1− α¯b)
Γ(−α+α¯
b
+ 1
b2
)Γ(2− b(α + α¯)) .
With the specific values (3.85) the ratio of one-point functions of class I fields then is:
U1(m,n;ω)
U1(m,−n;ω) = (πµ)
2n γ(1 +m− nb2)∏n−1
k=−n(
m
b2
+ k)
∏m
l=−m(l + nb
2)
γ(1−m
2
+ (n− ω) b2
2
)
γ(1−m
2
− (n+ ω) b2
2
)
×
×
m−1∏
l=1−m, mod 2
(
l + (n− ω)b2
l − (n + ω)b2
)
and for the HEM coefficient we obtain:
Bωm,n = B¯
ω
m,n = r
ω
m,n
U1(m,n;ω)
U1(m,−n;ω) =
= (πµ)2nb1+2n−2mγ(m− nb2)γ(
1−m
2
+ (n− ω) b2
2
)
γ(1−m
2
− (n+ ω) b2
2
)
m−1∏
l=1−m
n−1∏
k=1−n
(
l
b
+ kb
)
(3.119)
where we impose that (k, l) = (0, 0) is excluded in the product.
Analogously for class IIA fields:
U1(m,ω)
U1(m,ω + 1)
= πµb
∏m−1
l=m+1
2
( l
b
− b(ω + 1))∏m
l=m+1
2
( l
b
− bω)
and:
Bωm = 0,
B¯ωm = −ir¯ωm
U1(m,ω)
U1(m,ω + 1)
= −2πiµb2−mΓ2
(
m+ 1
2
) m−1∏
l=m+1
2
(
l
b
− b(ω + 1)
)2
.(3.120)
For class IIB B and B¯ are exchanged and ω is replaced by −ω. Equalities (3.119) and (3.120)
are the main results of this Section.
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We want now to check these results in the classical limit. The latter is defined as b→ 0:
bφ → ϕ, βψ → ψ, πµb2 → M the Lagrangian L → 1
2πb2
L. The corresponding equations of
motion are given by:
∂¯ψ± = −iMψ¯∓eϕ±, ∂ψ¯± = iMψ∓eϕ±, ∂∂¯ϕ± = iMψ±ψ¯±eϕ∓ +M2eϕ++ϕ−. (3.121)
The holomophic currents:
T = −∂ϕ−∂ϕ+ − 1
2
(ψ−∂ψ+ + ψ+∂ψ−) +
1
2
(∂2ϕ+ + ∂2ϕ−),
S± = −i
√
2(ψ±∂ϕ± − ∂ψ±), J = ∂ϕ+ − ∂ϕ− − ψ−ψ+, (3.122)
are conserved by ∂¯T = ∂¯S± = ∂¯J = 0 on the equations of motion and similarly for the
antiholomorphic ones. One has to introduce also the generators of N = 2 supersymmetry
G± and G¯±:
G±ϕ∓ = i
√
2ψ±, G±ϕ± = 0,
G¯±ϕ∓ = i
√
2ψ¯±, G¯±ϕ± = 0 (3.123)
obeying the algebra:
{G+, G−} = 2∂, {G±, G±} = {G¯±, G¯±} = 0,
{G¯+, G¯−} = 2∂¯, {G, G¯} = 0. (3.124)
For the class IIA fields only the chiral fields, Nω1 = e
ωbφ+ , has a classical limit. Their HEMs
take the form:
G¯+− 1
2
G+− 1
2
φ+Nω1 = 0, G¯
+
− 1
2
G+− 1
2
φ−Nω1 = B
ω
1N
ω+1
1 ,
where Bω1 = −2πiµb can be read from (3.120). In the classical limit along with the analogous
HEMs for class IIB anti-chiral fields with ω = 0, these become:
G¯±G±ϕ∓ = −2iMeϕ± .
Together with (3.123) and the algebra (3.124) these relations encode the equations of motion
(3.121).
From the class I fields only the series Nω1,n has a classical limit, the simplest “classical
null-operators” being:
D
ω(cl)
1,1 = ∂ −
1
2
(ω + 1)J +
1
ω − 1G
+G−,
D
ω(cl)
1,2 = ∂
2 − (ω + 1)J∂ − 1
2
(ω + 2)∂J +
1
4
ω(ω + 2)J2 +
2
ω − 2G
+G−∂ − ω
ω − 2JG
+G− −
− 1
2
S−G+ +
1
2
ω + 2
ω − 2S
+G−.
It is easy to check, using the algebra (3.124) and the explicit form of the currents (3.122) ,
that the classical expressions of the corresponding null-vector conditions are:
D
ω(cl)
1,1 e
( 1
2
(ω−1)ϕ+− 1
2
(ω+1)ϕ−) = 0, D
ω(cl)
1,2 e
( 1
2
(ω−2)ϕ+− 1
2
(ω+2)ϕ−) = 0.
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The same is of course true also for D¯
ω(cl)
1,1 , D¯
ω(cl)
1,2 . Then, with the help of (3.123) and the
equations of motion (3.121), we find that the classical HEMs then take the form:
D¯
ω(cl)
1,1 D
ω(cl)
1,1 ϕ
±e(
1
2
(ω−1)ϕ+− 1
2
(ω+1)ϕ−) =
ω + 1
ω − 1M
2e(
1
2
(ω+1)ϕ+− 1
2
(ω−1)ϕ−),
D¯
ω(cl)
1,2 D
ω(cl)
1,2 ϕ
±e(
1
2
(ω−2)ϕ+− 1
2
(ω+2)ϕ−) = −2ω + 2
ω − 2M
4e(
1
2
(ω+2)ϕ+− 1
2
(ω−2)ϕ−). (3.125)
This is in a perfect agreement with (3.115) if we take into account that the classical limit,
b→ 0, of Bω1,n = B¯ω1,n from (3.119) is:
Bω1,n → (−1)n+1
ω + n
ω − nn!(n− 1)! b
−1(πµb2)2n.
4 General sˆu(2) coset models
We start this Section with the description of the ”fine structure” of the sˆu(2) coset family of
minimal models M(k, l) = sˆu(2)k × sˆu(2)l/sˆu(2)k+l, k, l = 1, 2, . . . [9]. The main statement
in what follows is that a general l’th family of minimal modelsM(k, l), l > 1, k = 1, 2, . . . can
be realized as a projected tensor product of consequent Virasoro minimal models M(k, 1) ≡
M(k). We show that all the data for the general M(k, l) model - the primary fields, the
conformal blocks and the 4-point functions, the structure constants, the fusion algebra etc.
- can be expressed explicitly in terms of the corresponding data from the Virasoro minimal
models only. In this sense, all the minimal models M(k, l) with l > 1 are reducible. More
precisely, we propose a construction of M(k, l) in terms of a recursive projected product
of lower level l models. By iterating this recursive construction we arrive at the projected
product of Virasoro minimal models. The crucial role is played by the projection P, i.e.
the restriction of the products of Virasoro primary fields of the form φkrp1φ
k+1
p1p2 . . . φ
k+l−1
pl−1s
only. In particular, in computing the four-point functions only the products of conformal
blocks corresponding to such products of fields are allowed. Still, we show that this is
enough to construct monodromy invariant correlation functions. In this way we obtain the
corresponding structure constants as products of the structure constants of the Virasoro
models. One could wonder how general this procedure of reducing and solving a general
coset model in terms of lower level coset models only is. Based on our experience with a
variety of other coset constructions, our conjecture for an arbitrary (symmetric) coset series
of models G(k, l) = gˆk × gˆl/gˆk+l (gˆk denotes level k of the affine algebra gˆ) is that G(k, l) is
reducible to the products of the first level models only.
We are next interested in the calculation of the matrix of anomalous dimensions and the
corresponding mixing of certain fields in the case of general sˆu(2) coset models perturbed
by the least relevant field in the second order of the perturbation theory. In this Section
we extend the results of [7] and [41] (presented in Section 2) to these models denoted as
M(k, l). The first order corrections are obtained in [48]. It is shown that there exists an
infrared (IR)fixed point of the renormalization group flow which coincides with the model
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M(k − l, l). As it was demonstrated in Section 2 the calculation up to second order is
difficult. The problem is that one needs the corresponding 4-point functions which are
not known exactly. Basic ingredients for the computation of the 4-point functions are the
conformal blocks. They are quite complicated objects and a close form is not known. In
this Section we use the strategy explained above. Namely, we use the fact that the structure
constants and the conformal blocks for the general sˆu(2) coset modelsM(k, l) at some level l
can be obtained recursively from those of those of the lower levels or finally from the Virasoro
minimal models by certain projected tensor product. We use this construction here to define
the perturbing field and the other fields in consideration. It turns out that we are able to
compute the necessary structure constants and conformal blocks up to the desired order.
There is an alternative approach to the calculation of the mixing matrix in the perturbed
CFT models, the so called RG domain wall [69, 70].It was shown in [7, 71] for the Virasoro
case and in [72] for the supersymmetric extension that there is an agreement between the
results obtained by such construction and the perturbative calculations up to the second
order. Moreover, as it was shown in Section 2, this mixing matrix do not depend on ǫ and
is exactly the same in both theories. We show here that this is the case also for the general
sˆu(2) coset models perturbed by the least relevant field.
The results of this Section have been published in [48], [73]-[76], (17.-21.).
4.1 Fusion of conformal models
We start with the description of the sˆu(2) coset family of minimal models:
M(k, l) =
sˆu(2)k × sˆu(2)l
sˆu(2)k+l
(4.1)
where k, l = 1, 2, . . . [9]. They are conformal field theories with a central charge given by:
c =
3kl(k + l + 4)
(k + 2)(l + 2)(k + l + 2)
=
3l
l + 2
(
1− 2(l + 2)
(k + 2)(k + l + 2)
)
. (4.2)
The main statement in this Section is that a general l-th family of minimal models M(k, l)
with l > 1, k = 1, 2, . . . can be realized as a projected tensor product of consequent Virasoro
minimal models M(k, 1) ≡ M(k). We will show that all the data for a general M(k, l)
model - the primary fields, the conformal blocks and the four-point functions, the structure
constants, the fusion algebra etc. - can be expressed explicitly in terms of the corresponding
data from the Virasoro minimal models only. In this sense all the minimal models M(k, l)
are reducible.
More precisely, for general l we state that:
M(l − 1, 1)×M(k, l) = P(M(k, 1)×M(k + 1, l − 1)). (4.3)
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We introduced here explicitly the projection P. In terms of primary fields it projects from
the space of all product of fields to the subspace where only a product of fields with the
same internal indexes are allowed. By iterating eq. (4.3) we arrive at:
M(k, l) × P (M(1, 1)×M(2, 1)× . . .×M(l − 1, 1)) = (4.4)
= P (M(k, 1)×M(k + 1, 1)× . . .×M(k + l − 1, 1)) .
Eq. (4.4) means that any model M(k, l), l > 1 can be constructed and explicitly solved in
terms of Virasoro models only. Note that we have imposed the projection P on the LHS of
(4.4) too. Our statement is that Eqs. (4.3) and (4.4) imply that for any field from M(k, l)
one can find fields from M(l − 1, 1), M(k) and M(k + 1, l − 1) such that the (projected)
products of the fields have the same correlation functions. Furthermore, where there is no
projection P (like between M(k, l) and M(k, l)), the monodromy invariant 2D correlation
function of the product of the fields factorizes into the product of the correlation functions.
A crucial role is played by the projection P. In particular, in computing the 4-point functions
only the products of of conformal blocks corresponding to the projected product of fields
are allowed. We will show that this is enough to construct monodromy invariant correlation
functions. In this way we will obtain the the corresponding structure constants as products
of the structure constants of the Virasoro models.
One could wonder what is the origin of the reducibility of the models M(k, l), l > 1. A
formal answer is that it follows from the obvious coset identities:
sˆu(2)1 × sˆu(2)l−1
sˆu(2)l
× sˆu(2)l × sˆu(2)k
sˆu(2)k+l
=
sˆu(2)1 × sˆu(2)k
sˆu(2)k+1
× sˆu(2)l−1 × sˆu(2)k+1
sˆu(2)k+l
.
We will give a precise meaning to this statement below.
Consider first the problem of the realization of the M(k, l) chiral algebra and its field
representations in the space P(M(k) ×M(l − 1, k + 1)). We begin with the simplest case
l = 2 (i.e. the superconformal models)). The natural candidates for for the generators of the
N = 1 superconformal algebra in P(M(k)×M(k+1)) are the fields ψp = φk1pφk+1p1 , p = 2, 3 . . .
with dimensions ∆p =
1
2
(p− 1)2, their derivatives, and the stress-energy tensors T (k), T (k+1)
of M(k) and M(k + 1). Define the following field combinations:
ψ = φk12φ
k+1
21 , (4.5)
T I =
k + 2
4(k + 5)
T (k) +
k + 4
4(k + 1)
T (k+1) +
1
2
√
3k(k + 6)
4(k + 1)(k + 5)
φk13φ
k+1
31 ,
G = i
√
1
(k + 2)(k + 4)
(
kφk12∂φ
k+1
21 − (k + 6)∂φk12φk+121
)
, (4.6)
T SUSY =
3(k + 6)
4(k + 5)
T (k) +
3k
4(k + 1)
T (k+1) − 1
2
√
3k(k + 6)
4(k + 1)(k + 5)
φk13φ
k+1
31 .
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We want to shaw that:
(i) T I and ψ generate the usual Ising model algebra with central charge c = 1
2
;
(ii) T SUSY and G are the generators of the N = 1 superconformal algebra with
c = 3/2− 12/(k + 2)(k + 4);
(iii) the (T I , ψ) and (T SUSY , G) algebras are in direct product.
Let us start with (i). Using the OPE’s of M(k) and M(k + 1) models we have to prove
that ψ and T I given by (4.5) satisfy the well known OPE’s:
T I(z1)T
I(z2) =
1
4z412
+
2
z212
T I(z2) +
1
z12
∂T I(z2) + . . . ,
T I(z1)ψ(z2) =
1
2z212
ψ(z2) +
1
z12
∂ψ(z2) + . . . ,
ψ(z1)ψ(z2) =
1
z12
+ 2z12T
I(z2) + . . . .
To do this we have to implement the projection P in the OPE’s and in the construction of
the conformal blocks of the primary fields in terms of M(k)×M(k + 1) blocks. We address
here the specific problem of constructing the 4-point functions and the OPE’s of the currents
using the conformal blocks of the ingredients φk1p and φ
k+1
p1 , p = 1, 2, 3 . . .. According to the
construction (4.5), the 4-point function of ψ(z) can be written as a sum of products of the
conformal blocks Iki of φ
k
12 and I
k+1
j of φ
k+1
21 :
Fψ(z) ≡< ψ(0)ψ(z)ψ(1)ψ(∞) >= (z(1− z))−1
2∑
i,j=1
YijI
k
i (z)I
k+1
j (z).
The condition for the monodromy invariance of Fψ(z) at z = 0 implies that Y12 = 0 = Y21
and we obtain:
Fψ(z) = (z(1− z))−1
(
F (− k
k + 3
,
1
k + 3
,
2
k + 3
; z)F (−k + 6
k + 3
,− 1
k + 3
,− 2
k + 3
; z) +
+ Y22z
2F (
k + 2
k + 3
,
1
k + 3
,
2k + 4
k + 3
; z)F (
k + 4
k + 3
,− 1
k + 3
,
2k + 8
k + 3
; z)
)
, (4.7)
where Y11 = 1 is a normalization condition. Considering the small distance behaviour z → 0
of Eq. (4.7) we conclude that the first term gives rise to φk11φ
k+1
11 (0) in the OPE ψ(z)ψ(0)
and the second one to φk13φ
k+1
31 (0), i.e. the terms φ
k
11φ
k+1
31 (0) and φ
k
13φ
k+1
11 (0) are projected
out. We therefore see that in this case applying the projection P is the same as requiring
monodromy invariance around z = 0 for the 4-point functions.
The monodromy invariance around z = 1 fixes:
Y22 = C
k
(12)(12)(13)C
k+1
(21)(21)(31) =
3k(k + 6)
4(k + 1)(k + 5)
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where Ck(12)(12)(13) and C
k+1
(21)(21)(31)are the well known Virasoro structure constants. One can
then show, using some nontrivial identities between the hypergeometric functions, that the
correlation function (4.7) coincides with the 4-point function of the free Majorana field ψ(z)
given by:
< ψ(0)ψ(z)ψ(1)ψ(∞) >= (z(1 − z))−1(1− z + z2).
From here we can obtain the following OPE:
ψ(z)ψ(0)) =
1
z
+ 2z
(
∆k12
c(k)
T k(0) +
∆k+121
c(k + 1)
T k+1(0) + (4.8)
+
1
2
√
Y22φ
k
13φ
k+1
31 (0)
)
+ . . . .
We see that the structure constant in front of the φk13φ
k+1
31 term is
√
Ck(12)(12)(13)C
k+1
(21)(21)(31) ,
a square root of what one would naively expect. To understand this, remember that the
OPE’s should always be thought of as operations performed within well-defined correlation
functions. Since the currents are distinguished from the usual scalar fields by having well
defined 1D (dependent only on z, i.e. with only left-moving fields) correlation functions,
their 1D OPE’s are well-defined. In the present context, the currents are realized as sums
of products of ordinary conformal fields whose only well-defined correlation functions (and
therefore OPE’s and structure constants) are two-dimensional. Still, it can be proved that the
particular combinations used to construct the currents can have well-defined 1D correlation
functions. The monodromy invariance around z = 1 of the 1D 4-point functions of the
currents results in the structure constants of 1D OPE being constructed from the square
roots of the standard 2D structure constants. Heuristically, one could think of the square
root appearing since only the left moving fields contribute to the OPE.
Let us return to the proof of the statement (i) and consider the OPE T Iψ. Keeping in
mind the above discussion and using the Virasoro Ward identities we find that:
T I(z)ψ(0) =
(
(∆k12)
2
c(k)
+
(∆k+121 )
2
c(k + 1)
+
3k(k + 6)
8(k + 1)(k + 5)
)
1
z2
ψ(0) + . . .
≡ 1
2z2
ψ(0) + . . . .
In proving (ii)and (iii) we follow the same procedure, i.e. we start with the constructions
(4.5) and (4.6) and perform the OPE’s. In these OPE’s we keep only the terms consistent
with the projection P and use the square roots of the 2D structure constants in 1D OPE’s.
Applying this to the product of two supercurrents we obtain the well-known OPE:
G(z)G(0)) =
k(k + 6)
(k + 2)(k + 4)
1
z3
+
2
z
(
3(k + 6)
4(k + 5)
T k(0) +
3k
4(k + 1)
T k+1(0)−
− 1
2
√
Y22φ
k
13φ
k+1
31 (0)
)
+ . . .
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implying c(2, k) = 3/2 − 12/(k + 2)(k + 4). Analogous calculations for ψ(z)G(0)) and
T I(z)T SUSY (0) show that no singular terms appear in these OPE’s, i.e. the Ising model
algebra (T I , ψ) and the N = 1 superconformal algebra are in fact in direct product.
It remains to consider the supercurrent Ward identities and the properties of the primary
fields. In terms of the latter P projects from the space of all products of fields {φkrqφk+1ps } =
M(k)×M(k + 1) to the subspace:
P (M(k)×M(k + 1)) = {φkrpφk+1ps }, p = 1, . . . , k + 2,
which is isomorphic to the representation space M(1)×M(2, k). This isomorphism is based
on the following simple relations between the dimensions of the primary fields from two
consequent Virasoro minimal models, N = 1 superconformal models and the Ising model
M(1):
∆rp(1, k) + ∆ps(1, k + 1)−∆NSrs (2, k) =
1
2
(p− 1
2
(r + s))2, r − s ∈ 2Z, (4.9)
∆rp(1, k) + ∆ps(1, k + 1)−∆Rrs(2, k) =
1
2
(p− 1
2
(r + s))2 − 1
16
, r − s ∈ 2Z + 1.
This leads us to suggest the following construction:
Nrs = φ
k
r, 1
2
(r+s)
φk+11
2
(r+s),s
,
σRirs = φ
k
r, 1
2
(r+s∓1)φ
k+1
1
2
(r+s∓1),s, i = 1, 2. (4.10)
Here σ is the Ising field with dimension ∆ = 1/16, Nrs and R
i
rs are the NS and R fields of the
N = 1 superconformal minimal model. The rest of the products φkrpφ
k+1
ps for p 6= (r + s)/2
or (r + s∓ 1)/2 correspond to the descendants of the primary fields (4.10).
Let us consider now the transformation properties of the fields (4.10). Starting with
the NS sector, we have to find a realization of the second component N IIrs with dimension
∆rs(2, k) + 1/2, consistent with the constructions for G and Nrs, i.e. satisfying the OPE’s:
G(z)Nrs(0) =
1
z
N IIrs (0) + . . . , r − s ∈ 2Z,
G(z)N IIrs (0) =
2∆rs(2, k)
z2
Nrs(0) +
1
z
∂Nrs(0) + . . . .
The result is:
N IIrs (k) = a−(k)φ
k
r, 1
2
(r+s)−1φ
k+1
1
2
(r+s)−1,s + a+(k)φ
k
r, 1
2
(r+s)+1
φk+11
2
(r+s)+1,s
,
a∓(k) =
1√
(k + 2)(k + 4)
(
k(∆k+11
2
(r+s∓1),s −∆k+121 −∆k+11
2
(r+s),s
)−
− (k + 6)(∆k
r, 1
2
(r+s)∓1 −∆k12 −∆r, 12 (r+s))
)
×
×
(
Ck
(12)(r, 1
2
(r+s))(r, 1
2
(r+s)∓1)C
k+1
(21)( 1
2
(r+s),s)( 1
2
(r+s)∓1,s)
)1/2
.
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For example, for r = 1, s = 3 we obtain the field driving the RG flow M(2, k)→ M(2, k−2)
described in Section 2:
N II13 =
√
k
(k + 4)
(√
k
2(k + 1)
φk11φ
k+1
13 +
√
k + 2
2(k + 1)
φk13φ
k+1
33
)
. (4.11)
Note that there is one more field with the same dimension:
ψN13 =
1
2(k + 1)
(
(k + 2)φk11φ
k+1
13 + kφ
k
13φ
k+1
33
)
,
but only N II13 defined as (4.11) has all the properties of the second component of N13.
To conclude the discussion of the supercurrent Ward identities we turn to the R sector.
Using (4.10) one can show that:
G(z)R1(2)rs (0) =
√
∆rs − c
24
1
z3/2
R2(1)rs (0) + . . . .
What we have done so far is still not enough to prove that Nrs and Rrs constructed
above obey all the required null-vector properties. We have to show that their fusion rules,
structure constants and 4-point functions coincide with the ones for the N = 1 minimal
models. We will address these questions below.
In extending the discussion of the current algebra and the Ward identities to the higher
level coset models one encounters some difficulties. This motivates the change of the strategy
we will use for l > 2 which will entail abandoning the study of the current algebra and
focusing on the direct construction of monodromy invariants. One difficulty comes from the
fact that even the dimensions of all the currents are not known - for l ≥ 5 there seem to exist
additional currents over the stress-tensor T and the well known current A(z) of dimension
∆A = (l+4)/(l+2). Another difficulty is that the dimension of A(z) stops being a multiple
of 1/2 for l > 2. As a consequence its own algebra is not well understood.
Therefore, for the study of the higher level models we adopt a different strategy. We will
start by constructing all the primary fields for any l in terms of the projected products of
the Virasoro fields since their conformal blocks, structure constants, etc., are fully under-
stood and explicitly calculated. Then we proceed with the calculation of the corresponding
conformal blocks and their monodromy-invariant combinations for higher levels. That will
allow us to obtain their fusion rules and the structure constants. In the cases where there
are previous results to compare with, e.g. l = 2, 4, our results will be confirmed.
We will limit ourselves to the fields which are primary with respect to the stress-tensor
and the eventual additional currents present in the higher level models. The descendants
will be considered later on. The primary fields of the model k at level l are φmn(l, k) with
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conformal dimensions given by [10, 11]:
∆m,n(l, k) =
((k + 2 + l)m− (k + 2)n)2 − l2
4l(k ++2)(k + 2 + l)
+
s(l − s)
2l(l + 2)
, (4.12)
s = |m− n|(mod(l)), 0 ≤ s ≤ l,
1 ≤ m ≤ k + 1, 1 ≤ n ≤ k + l + 1.
If n − m ∈ lZ the expression for ∆mn simplifies since s(l − s) = 0. For l = 2 such fields
belong to the NS sector, for general l we will call such sector the ”vacuum sector”. Since it
is significantly simpler we present the construction first for these fields.
It is easy to check that:
∆mn(l, k) = ∆mx(1, k) + ∆xn(l − 1, k + 1),
if x = (1/l)(n+ (l − 1)m). This identity leads us to write:
φmn(l, k) = φmx(1, k)φxn(l − 1, k + 1). (4.13)
Two remarks are in order: first, note that M(l− 1, 1) from the LHS of eq. (4.3) contributes
the identity field to the LHS of (4.13); second, as will become clear later on, the products
φmt(1, k)φtn(l − 1, k + 1) with t 6= x represent (part of) descendants of φmn(l, k). Since:
n− n+ (l − 1)m
l
∈ (l − 1)Z
we can immediately iterate (4.13) and finally obtain φmn(l, k) written in terms of the Virasoro
fields:
φmn(l, k) =
l−1∏
i=0
φkiki+1(1, k + i), (4.14)
ki =
in+ (l − i)m
l
, n−m ∈ lZ.
Furthermore, starting from eq. (4.14) one can reach any other projected product:
φmkˆ1(1, k)φkˆ1kˆ2(1, k + 1) . . . φkˆl−1n(1, k + l − 1) (4.15)
by changing k1 into kˆ1, k2 into kˆ2, etc. Similarly to eq. (4.9), the dimension of the field (4.15)
is higher than the one of (4.14) by a multiple of 1/2. We interpret products as (4.15) as
(part of) descendants of φmn(l, k) with respect to T,G(l = 2), any other additional currents
or a product of these currents.
To summarize, among all the products (4.15) we search for the one with the lowest
dimension to identify it with the primary field φmn(l, k). Minimizing the dimension is equiv-
alent to minimizing S =
∑l−1
i=0(ki − ki+1)2. If m − n ∈ lZ there is a unique solution (with
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k0 = m, kl = n) that gives S = lK
2 (K = (1/l)(n−m)), namely equidistant ki’s , ki = m+iK,
as in (4.14).
Turning to the nonvacuum sector (Ramond and analogous), namely fields φmn(l, k) with
m−n /∈ lZ, we will see that things stop being so simple. We begin by deriving the expression
for a product of Virasoro fields having the required (minimal) dimension. Unfortunately, it
will become obvious that for nonvacuum sectors that expression is not unique. We will study
the field φmn(l, k) with n −m = lZ ∓ s, 1 ≤ s ≤ l − 1. (A part of the reason for the non-
uniqueness should be already obvious, namely, if n−m ∈ lZ∓s then also n−m ∈ lZ±(l−s).)
Some straightforward algebra shows that:
∆s,s+1(1, l − 1) + ∆mn(l, k) = ∆my(1, k) + ∆yn(l − 1, k + 1),
where y = (1/l)((l − 1)m+ n∓ (l − s)). Therefore we write:
φs,s+1(1, l − 1)φmn(l, k) = φmy(1, k)φyn(l − 1, k + 1). (4.16)
This time M(1, l − 1) contributes a nontrivial field φs,s+1(1, l − 1). Analogously to the
discussion for the vacuum sector, n−m ∈ lZ ∓ s implies:
n− n+ (l − 1)m∓ (l − s)
l
∈ (l − 1)Z ∓ (s− 1).
The field from M(k + 1, l− 1) is again from nonvacuum sector, even though one step closer
to the vacuum sector. We again iterate the process and after s steps arrive at the general
formula for the nonvacuum sector fields:
φ12(1, l − s)φ23(1, l − s + 1) . . . φs,s+1(1, l − 1)φmn(l, k) =
= φ1,s+1(s, l − s)φmn(l, k) =
l−1∏
i=0
φkiki+1(1, k + i),
n−m ∈ lZ ∓ s, 1 ≤ s ≤ l − 1 (4.17)
where ki =
in+(l−i)m+dsi
l
and dsi = ∓i(l − s) if i ≤ s, dsi = ∓s(l − i) if i > s.
After some simple combinatorics one can notice that there are
(
l
s
)
different products
of the Virasoro fields that have the same dimension as those of φ1,s+1(s, l − s)φmn(l, k). To
understand the origin of this degeneracy, note that φ1,s+1(s, l−s) in (4.17) represents actually
(according to (4.4)) the product:
φ11(1, 1) . . . φ11(1, l − s− 1)φ12(1, l − s)φ23(1, l − s+ 1) . . . φs,s+1(1, l − 1).
There are exactly
(
l − 1
s
)
such projected products of the fields from:
P (M(1, 1)× (M(1, 1)× . . .×M(l − 1, 1))
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that have the same dimension. Moreover, we could view the original field φmn(l, k) as
belonging to the l − s sector. In that case the field φ1,l−s+1(l − s, s) would appear in (4.17)
which in its turn would represent
(
l − 1
l − s
)
products like:
φ11(1, 1) . . . φ11(1, s− 1)φ12(1, s)φ23(1, s+ 1) . . . φl−s,l−s+1(1, l − 1).
Finally, since: (
l
s
)
=
(
l − 1
s
)
+
(
l − 1
l − s
)
we conclude that all the degeneracy of the RHS of (4.17) is accounted for by the degeneracy
of the LHS.
We now turn to the explicit construction of the four-point correlation functions for arbi-
trary fields from a higher level model. We start with the simplest example of the function
of the same fields:
G(z, z¯) =< φmn(l, k)(0)φmn(l, k)(z)φmn(l, k)(1)φmn(l, k)(∞) > (4.18)
where n − m ∈ lZ. As already mentioned there are two basic steps in the calculation of
G. First, one obtains the conformal blocks, i.e. the linearly independent solutions of the
differential equations obeyed by the correlation function, and second, one combines them
in a monodromy invariant expression which is the correlation function. According to (4.14)
φmn(l, k) is a product of Virasoro fields and therefore the conformal blocks for (4.18) will be
products of the Virasoro conformal blocks. Of course, only certain products of conformal
blocks will survive the projection P.
It is known that the conformal blocks of the correlation function of the Virasoro fields:
GV (z, z¯) =< φrs(1, k)(0)φrs(1, k)(z)φrs(1, k)(1)φrs(1, k)(∞) >
can be obtained with Coulomb gas technic as certain multi-contour integrals [3], denoted as
Ikij(a, a
′; z), i = 1, . . . , r, j = 1, . . . , s where:
a = 2α−αrs, a′ = 2α+αrs,
αrs =
1
2
((1− r)α+ (1− s)α−),
α2+ =
k + 3
k + 2
, α2− =
k + 2
k + 3
, α+α− = −1.
In order to preserve the projection P in the intermediate channel we allow only products of
conformal blocks of the form:
Iki0i1I
k+1
i1i2
. . . Ik+l−1il−1il . (4.19)
Having obtained the conformal blocks, we want to construct their monodromy invariant
combinations. We start with the simple example l = 2, i.e. 4-point functions of of NS
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fields φmn(2, k) = φmx(1, k)φxn(1, k + 1), x =
1
2
(m+ n). The task is to find the coefficients
Xi0i1i2,j0j1j2 such that:
G(z, z¯) =
∑
i0, j0 = 1, ..., m
i1, j1 = 1, ..., x
i2, j2 = 1, ..., n
Xi0i1i2,j0j1j2I
k
i0i1
Ik+1i1i2 (z)I
k
j0j1
Ik+1j1j2 (z)
is monodromy invariant. In other words, we want G(z, z¯) to be well-defined, that is, single
valued in the complex plane. Since the conformal blocks only have poles at z = 0, 1 and ∞,
G(z, z¯) will be single valued everywhere if it is invariant under analytic continuation in z
along a contours surrounding z = 0 and z = 1.
As usual, the calculation around z = 0 is straightforward and leads to the following form
of the 4-point function:
G(z, z¯) =
∑
i0 = 1, ..., m
i1, j1 = 1, ..., x
i2 = 1, ..., n
Xi0i1j1i2I
k
i0i1I
k+1
i1i2
(z)Iki0j1I
k+1
j1i2
(z). (4.20)
We turn to the analytic continuation around z = 1. First, we remind that the Virasoro
conformal blocks I
(rs)
ij (a, a
′; z) could be rewritten as:
I
(rs)
ij (a, a
′; z) =
∑
p = 1, ..., r
q = 1, ..., s
αrsij,pq(a, a
′)I(rs)pq (a, a
′; 1− z)
where the α-matrices are well known [3]. To study (4.20) under (1− z)→ (1− z)e2πi we use
these α-matrices. The result is:
G(z, z¯) =
∑
Xi0i1j1i2α
k
i0i1,ef
αk+1i1i2,ghα
k
i0j1,rs
αk+1j1i2,tuI
k
efI
k+1
gh (1− z)IkrsIk+1tu (1− z)
(summation over the repeated indexes is assumed). There are two requirements that have to
be satisfied. First, the α-transformation should not take us outside of the subspace defined
by P. Second, G((z, z¯) should be of the same form with respect to I(1 − z) as eq. (4.20)
is to I(z) is order to insure invariance under the monodromy transformation around z = 1.
Using some special properties of the α-matrices [3], we thus arrive at the final form of our
monodromy invariant correlation function:
G(z, z¯) =
∑
i0,i1,j1,i2
Xki0i1X
k+1
j1i2
Iki0i1I
k+1
i1i2
(z)Iki0j1I
k+1
j1i2
(z) (4.21)
where the coefficients Xkij are those defining the monodromy invariant Virasoro 4-point func-
tion [3]. Since the X ’s (up to certain normalization constants) define the structure constants,
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we can already see that the NS structure constants forM(k, 2) will be given by certain prod-
ucts of the Virasoro structure constants for M(k, 1) and M(k + 1, 1).
Before turning to the structure constants we would like to generalize the simple example
that led to (4.21). Let us consider the correlation function (4.18). The relevant conformal
blocks are of the form (4.19). An analysis similar to the one for l = 2 shows that only the
terms in the correlation function of the form:
Iki0i1I
k+1
i1i2
. . . Ik+l−1il−1il (z)I
k
i0j1
Ik+1j1j2 . . . I
k+l−1
jl−1il (z)
are invariant under z → ze2πi. Furthermore, the properties of the α-matrices that led us to
(4.21) do not depend on the level, indexes or the value of k. Thus, we conclude that the
monodromy invariant correlation function will be again of the same form:
G(z, z¯) =
∑
Xki0i1X
k+1
j1i2
. . .Xk+l−1jl−1il I
k
i0i1 . . . I
k+l−1
il−1il (z)I
k
i0j1
. . . Ik+l−1jl−1il (z) (4.22)
We can generalize further and discuss asymmetrical correlation functions:
Ga(z, z¯) =<
4∏
a=1
φmana(l, k)(za, z¯a) >, ma − na ∈ lZ.
Now I, α and X depend on three sets of parameters:
ai = 2α−αmini, a
′
i = 2α+αmini, i = 1, 2, 3.
It is straightforward to go over the arguments and convince ourselves that there are no
significant changes.
Turning to the nonvacuum sectors, we want to calculate the 4-point function of φmn(l, k)
where n−m ∈ lZ ∓ s, 1 ≤ s ≤ l − 1. From (4.17) we know that the product
φ1,s+1(s, l− s)φmn(l, k) can be expressed as various products of the Virasoro fields. The con-
struction of the 4-point functions of these products of Virasoro fields proceeds as above and
we conclude that the 4-point function of φ1,s+1(s, l−s)φmn(l, k) has the form (4.22). Further-
more, since there is no projection between φ1,s+1(s, l− s) and φmn(l, k), the 4-point function
of the product factorizes into the product of the 4-point functions of the corresponding fields.
Now we want to use the construction of the monodromy invariant 4-point functions per-
formed above for the study of the fusion algebras and the structure constants for the higher
level models. We will limit our considerations here to the vacuum sector fields only.
Let us start with the N = 1 supersymmetric theory, i.e. take l = 2. The NS fields
(vacuum sector) are constructed as:
φmn(2, k) = φ
k
m, 1
2
(m+n)
φk+11
2
(m+n),n
, n−m ∈ 2Z. (4.23)
All the other combinations φkmpφ
k+1
pn belong to the descendants of φmn(2, k) with the dimen-
sion ∆mn(2, k) +
1
2
(p − 1
2
(m + n))2. Since we have seen that the conformal blocks used in
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our constructions are projected products of (k, 1) and (k+1, 1) conformal blocks, the fusion
algebra will follow the same recipe.
For the study of the fusion rules it suffices to consider only the diagonal terms (i1 = j1)
in (4.21). The other terms correspond to descendants with respect to the stress tensor or
G(z)G(z¯) which will be already accounted for in the fusion rules. Considering the diagonal
terms only is equivalent to using the Virasoro fusion rules [1]:
φkm1n1φ
k
m2n2
=
min(m1+m2−1,2(k+2)−m1−m2−1)∑
r=|m1−m2|+1
min(n1+n2−1,2(k+3)−n1−n2−1)∑
s=|n1−n2|+1
φkrs,
(r and s advance in steps of 2), for each of the fields in (4.23) and then imposing the
projection by identifying the middle indices. The result is:
φm1n1(2, k)φm2n2(2, k) =
=
min(m1+m2−1,2(k+2)−m1−m2−1)∑
p=|m1−m2|+1
min( 1
2
(m1+n1+m2+n2)−1,2(k+3)− 12 (m1+n1+m2+n2)−1)∑
q=| 1
2
(m1+n1)− 12 (m2+n2)|+1
×
×
min(n1+n2−1,2(k+4)−n1−n2−1)∑
r=|n1−n2|+1
φkpqφ
k+1
qr .
The remaining problem is to identify the products φkpqφ
k+1
qr with the super-Virasoro fields.
First we note that:
r − p = |n1 − n2| − |m1 −m2|(mod(2)) =
= n1 −m1 − (n2 −m2))(mod(2)) ∈ 2Z.
Therefore φkpqφ
k+1
qr stands for a NS field φpr(2, k) or its descendant. It is a simple exercise to
fix the range of q and identify its minimal values. This will distinguish between the primary
field or the second component of a latter. The final conclusion is that the following NS fusion
rules hold:
φm1n1(2, k)φm2n2(2, k) =
=
min(m1+m2−1,2(k+2)−m1−m2−1)∑
r=|m1−m2|+1
min(n1+n2−1,2(k+4)−n1−n2−1)∑
s=|n1−n2|+1
φ(II)rs (2, k)
where ni −mi ∈ 2Z and φ(II)rs = Nrs if r + s− |m1 + n1 −m2 − n2| ∈ 4Z + 2, φ(II)rs = N IIrs if
r + s− |m1 + n1 −m2 − n2| ∈ 4Z in agreement with our results in Section 2.
Let us sketch briefly the calculations for the next level l = 3. We study the fusions of two
vacuum sector fields like:
φmn(3, k) = φ
k
m, 1
3
(n+2m)
φk+11
3
(n+2m), 1
3
(2n+m)
φk+21
3
(2n+m),n
, n−m ∈ 3Z. (4.24)
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Detailed analysis, similar to that of the previous l = 2 case, leads to a new situation for
l = 3, namely, it happens that in the product of two vacuum sector fields a nonvacuum
sector field, or a descendant of such field, appears. Omitting the details we present the final
result:
φm1n1(3, k)φm2n2(3, k) =
=
min(m1+m2−1,2(k+2)−m1−m2−1)∑
r=|m1−m2|+1
min(n1+n2−1,2(k+5)−n1−n2−1)∑
s=|n1−n2|+1
φ(d)rs (3, k)
where r and s advance in steps of 2 and φ
(d)
rs (3, k) is the primary field φrs(3, k) if k − l ∈ 3Z
and its descendant with respect to the current A(z) (of dimension 7/5 here) otherwise.
One proceeds in the same way for the next levels l = 4, 5, ... We will not present the
explicit calculations for them here. Finally, we arrive at the following general vacuum sector
fusion rules:
φm1n1(l, k)φm2n2(l, k) = (4.25)
=
min(m1+m2−1,2(k+2)−m1−m2−1)∑
r=|m1−m2|+1
min(n1+n2−1,2(k+l+2)−n1−n2−1)∑
s=|n1−n2|+1
φ(d)rs (l, k)
where mi − ni ∈ lZ, r, s advance in steps of 2, and φ(d)rs (l, k) is the primary field φrs(l, k)
if r − s = lK,K ∈ Z and K − 1/l (|n1 + (l − 1)m1 − (n2 + (l − 1)m2)| − |m1 −m2|) ∈ 2Z,
and its descendant with respect to A(l+4)/(l+2), one of the additional currents appearing for
l ≥ 5, or some product of those currents otherwise.
All the results obtained above demonstrate that, as long as we stay within the part of
the fusion rules that maps the primary vacuum sector fields into the primary vacuum sector
fields, we have full control, for any l. We will use that now to obtain explicit expressions for
the structure constants connecting three vacuum sector primary fields for any l.
The structure constants appear as a limit of the modromy invariant 4-point functions.
The conformal blocks whose limit one is taking are nothing but the products of the Virasoro
conformal blocks. Since for the primary fields from the vacuum sector the mapping from the
l-th level fields into the products of the Virasoro fields remains strictly one-to-one and does
not involve any nontrivial fields fromM(1, l−1) and/or additional currents, it is obvious that
the l-th level vacuum sector structure constants are given by the products of the Virasoro
structure constants. Explicitly, for the fields φmana(l, k), a = 1, 2, 3 from (4.14) where:
(n3 −m3)− (|n1 + (l − 1)m1 − (n2 + (l − 1)m2)| − |m1 −m2|) ∈ 2lZ
the structure constants are given by:
C(m1n1)(m2n2)(m3n3) =
l−1∏
i=0
C(k1i k1i+1)(k2i k2i+1)(k3i k3i+1)(1, k + i). (4.26)
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4.2 Second order RG flow
In this Section we want to discuss the renormalization group properties of the sˆu(2) coset
models M(k, l) defined by (4.1) (we assume here that k and l are integers and k > l). We
remind that it is written in terms of sˆu(2)k WZNW models with current J
a, k is the level.
The latter are CFT’s with a stress tensor expressed through the currents by the Sugawara
construction:
Tk(z) =
1
k + 2
(
(J0)2 +
1
2
J+J− +
1
2
J−J+
)
. (4.27)
The central charge of the corresponding Virasoro algebra is ck =
3k
k+2
. The energy momentum
tensor of the coset (4.1) is then given by: T = Tk+Tl−Tk+l in obvious notations. It defines
a Virasoro algebra with central charge that can be read from this construction and is given
by (4.2). The dimensions of the primary fields φm,n(l, p) of the ”minimal models” (rational
CFT) were written in (4.12) (m,n are integers). We want to slightly change the notations
in what follows, introducing p = k+ 2. The dimensions then become:
∆m,n(l, p) =
((p+ l)m− pn)2 − l2
4lp(p+ l)
+
s(l − s)
2l(l + 2)
, (4.28)
s = |m− n|(mod(l)), 0 ≤ s ≤ l,
1 ≤ m ≤ p− 1, 1 ≤ n ≤ p+ l − 1.
As we mentioned in the previous Section, it is known [10, 11, 12] that the theory M(k, l)
possesses a symmetry generated by a ”parafermionic current” A(z) of dimension ∆A =
l+4
l+2
.
We shall present an explicit construction of this current below. Here we just mention that
under this symmetry the primary fields (4.28) are divided in sectors labeled by the integer
s. The branching of the current A(z) on the field (or state) of sector s can be written
symbolically as [77, 78]:
A−m− (s+2)
(l+2)
|s >= |s+ 2 >, A−m|s >= |s >, A−m− (l+2−s)
(l+2)
|s >= |s− 2 > . (4.29)
In this Section we prefer to use the description of the theoryM(k, l) presented above, namely
we will define the fields, correlation functions, structure constants etc. using the construction
(4.3) and the specific projection P.
Let us now define the model. We consider the CFTM(k, l) perturbed by the least relevant
field. Our goal here is to find the β-function and investigate its eventual fixed point up to
second order in the perturbation theory. In addition, we want to describe also the mixing of
certain fields under the RG flow.
Let us briefly sketch the constructions. The perturbed theory is described by the La-
grangian:
L(x) = L0(x) + λφ˜1,3(x)
where L0(x) describes the theory M(k, l) itself. We identify the field φ˜1,3 with the first
descendent of the corresponding primary field (4.28) with respect to the current A(z). In
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fact, in view of (4.28) φ1,3 belongs to the sector |2 > and has a descendent belonging to
sector |0 > due to the last of (4.29). The dimension of this first descendent is therefore (for
s = 2):
∆ = ∆1,3 +
l
l + 2
= 1− 2
p+ l
= 1− ǫ. (4.30)
In this and in the next Section we consider the case p→∞ and assume that ǫ = 2
p+l
≪ 1 is
a small parameter.
Following our constructions of the previous Section we find it more convenient here to
define the field φ˜1,3 alternatively in terms of lower level fields:
φ˜1,3(l, p) = a(l, p)φ1,1(1, p)φ˜1,3(l − 1, p+ 1) + b(l, p)φ1,3(1, p)φ3,3(l − 1, p+ 1). (4.31)
Here the field φ3,3(l, p) is just a primary field constructed as:
φ3,3(l, p) = φ3,3(1, p)φ3,3(l − 1, p+ 1) (4.32)
with dimension from (4.28). It is straightforward to check that the field (4.31) has a correct
dimension (4.30). The coefficients a(l, p) and b(l, p) as well as the structure constants of the
fields involved in the constructions (4.31) and (4.32) can be found by demanding the closure
of the fusion rules:
φ˜1,3(l, p)φ˜1,3(l, p) = 1 + C(13)(13)(13)φ˜1,3(l, p) + C(15)(13)(13)(l, p)φ˜1,5(l, p), (4.33)
φ3,3(l, p)φ3,3(l, p) = 1 + C(13)(33)(33)(l, p)φ˜1,3(l, p) + C(33)(33)(33)(l, p)φ3,3(l, p) +
+ C(15)(33)(33)(l, p)φ˜1,5(l, p).
We found that:
a =
√
(l − 1)(p− 2)
l(p− 1) , b =
√
p− l − 2
l(p− 1) ,
the structure constants are just a special case of those listed in Appendix A.
We introduced explicitly here the descendent field:
φ˜1,5(l, p) = x
′(l, p)φ1,1(1, p)φ˜1,5(l − 1, p+ 1) + y′(l, p)φ1,3(1, p)φ˜3,5(l − 1, p+ 1). (4.34)
of dimension ∆˜1,5 = 2− 6p+l . The coefficients and the structure constants involving this field
are found from the closure of (4.33):
x′ =
√
(l − 2)(p− 3)
l(p− 1) , y
′ =
√
2(p+ l − 3)
l(p− 1) , (4.35)
C(15)(33)(33)(l, p) = −
√
2l(l − 1)
(p− 2)(p− 3)(p+ l − 3)(p+ l − 4) G˜3(p+ l − 1),
C(15)(13)(13)(l, p) = (p+ l − 2)
√
2(l − 1)(p− 3)
l(p+ l − 3)(p+ l − 4)(p− 2) G˜3(p+ l − 1)
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where the function G˜n(p+ l − 1) is defined in Appendix A.
The mixing of the fields along the RG flow is connected to the two-point function. Up to
the second order of the perturbation theory it is given by (2.58):
< φ1(x)φ2(0) > = < φ1(x)φ2(0) >0 −λ
∫
< φ1(x)φ2(0)φ˜(y) >0 d
2y +
+
λ2
2
∫
< φ1(x)φ2(0)φ˜(x1)φ˜(x2) >0 d
2x1d
2x2 + . . .
where φ1, φ2 can be arbitrary fields of dimensions ∆1, ∆2.
As it was was explained in Section 2.2 one can use the transformation properties of
the fields to bring the double integral to the semi-factorized form (2.59) where I(x) (2.60)
is expressed through the hypergeometric functions which are fully under control. Also, in
regularizing the integral we follow the procedure described in Section 2.2 [7]. For convenience
we will just change the notations for the additional parameter and the ultraviolet cut-off
introduced there and call them r and r0 respectively in what follows (this is since we want to
preserve the notation l for the level of the coset model). Thus, for example, the safe region,
far from singularities will be denoted as Ωr,r0.
Let us consider the correlation function that enters the integral (2.59). The basic ingre-
dients for the computation of the four-point correlation functions are the conformal blocks.
These are quite complicated objects in general and closed formulae were not known. Re-
cently, it was argued that they coincide (up to factors) with the instanton partition function
of certain N = 2 YM theories. Here we adopt another strategy, namely, we find the expres-
sions for the conformal blocks up to a sufficiently high level in order to have a guess for the
limit ǫ→ 0.
Let us remind that, according to the construction (4.3) presented in the previous Section,
any field φm,n(l, p) (or its descendent) can be expressed recursively as a product of lower
level fields. Therefore the corresponding conformal blocks will be a product of lower level
conformal blocks. Due to the RHS of (4.3) only certain products of conformal blocks will
survive the projection P. We would like to be more explicit here, so let us define the
conformal block at level l by:
Fl(r, s) =< φi1,j1(x)φi2,j2(0)|r,sφi3,j3(1)φi4,j4(∞) >l
where in the notation we omitted the ”external” fields and r, s stands for the internal channel
field φr,s. The latter could be a primary field from (4.28) or a descendent like those defined
in (4.31) and (4.34) (which could be identified with some descendent with respect to the
current A). Which internal field can appear in the conformal block is defined by the fusion
rules. The latter can be obtain recursively as it was explained in the previous Section.
The conformal block is a chiral object, i.e. it depends only on the chiral coordinate x. It
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can be expanded as:
F (x) = x∆rs−∆i1j1−∆i2j2
∞∑
N=0
xNFN (4.36)
where N is called level (not to be confused with the level l of M(k, l)) and we omitted the
indexes.
In order to preserve the projection P in the intermediate channel, we allow only products
of conformal blocks of the form:
< φi1,j1(x)φi2,j2(0)|r,tφi3,j3(1)φi4,j4(∞) >1 × (4.37)
× < φk1,l1(x)φk2,l2(0)|t,sφk3,l3(1)φk4,l4(∞) >l−1 ×
×
√
Crt(i1j1)(i2j2)Crt(i3j3)(i4j4)Cts(k1l1)(k2l2)Cts(k3l3)(k4l4).
Namely, only products of conformal blocks that involve the same internal indexes are allowed.
Note that we included explicitly the corresponding structure constants. This is needed
because they give different relative contribution on the subsequent levels in the expansion
(4.36). The overall constant will define the actual structure constant. Also, as it was
discussed above, we take square roots of the structure constants because our considerations
are chiral, i.e. depend only on the chiral coordinate x. Then, the true structure constant
will be a square of the resulting one in (4.37).
Actually, we consider below descendent fields which are some linear combinations like
(4.31). Therefore we will have a linear combinations of products (4.37). We give more
details of the explicit construction of the conformal blocks in consideration in Appendixes B
and C.
The conformal blocks are in general quite complicated objects. Fortunately, in view of
the renormalization scheme and the regularization of the integrals, we need to compute them
here only up to the zero-th order in ǫ. This simplifies significantly the problem.
Once the conformal blocks are known, the correlation function of spinless fields for our
M(k, l) models is written as: ∑
r,s
Crs|F (r, s)|2
where the range of (r, s) depends on the fusion rules and Crs is the corresponding structure
constant (we omitted the external indexes). The structure constants for the fields of interest
are listed in Appendix A.
Our strategy here is to compute the conformal blocks recursively up to sufficiently high
level. In addition we impose the condition of the crossing symmetry of the corresponding
correlation function and the correct behaviour near the singular points 1 and ∞.
We turn now to the computation of the β-function and the fixed point. For the com-
putation of the β-function up to the second order, we need the four-point function of the
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perturbing field. As explained in Appendix B there are three “channels” (or intermediate
fields) in this conformal block corresponding to the identity φ1,1, φ˜1,5 and to φ˜ itself. The
explicit expression for the correlation function is (B.8):
< φ˜(x)φ˜(0)φ˜(1)φ˜(∞) >=
=
∣∣∣∣(1− 2x+ (53 + 43l )x2 − (23 + 43l)x3 + 13x4)x2(1− x)2
∣∣∣∣2 + 163l2
∣∣∣∣∣(1− 32x+ (l+1)2 x2 − l4x3)x(1 − x)2
∣∣∣∣∣
2
+
+
5
9
(
2(l − 1)
l
)2 ∣∣∣∣∣(1− x+
l
2(l−1)x
2)
(1− x)2
∣∣∣∣∣
2
.
In Appendix B we checked explicitly the crossing symmetry and the x → 1 limit of this
function. In order to compute the β-function and the fixed point to the second order we just
have to integrate the above function.
The integration over the safe region Ωr,r0 goes in exactly the same way as for the N = 1
(l = 2) case so we omit here the details. To compute the integrals near the singular points
0, 1 and ∞ we use again the OPE:
φ˜(x)φ˜(0) = (xx¯)−2∆(1 + . . .) + C(1,3)(1,3)(1,3)(xx¯)
−∆(φ˜(0) + . . .)
which follows from the definition (4.33). The channel φ˜1,5 gives after integration a term
proportional to r/r0 which is negligible. The structure constant is a particular case of those
presented in Appendix A. Its value is:
C
(1,3)
(1,3)(1,3) =
4
l
√
3
− 2
√
3ǫ
to the first order in ǫ.
Putting altogether, we obtain the finite part of the integral:
80π2
3l2ǫ2
− 88π
2
lǫ
.
We notice that, although the single integrals give different results, the final answer matches
perfectly the known l = 1 [7] and l = 2 (Section 2.2) cases.
Taking into account also the first order term (whose calculation is straightforward and
proportional to the above structure constant), we get the final result (up to the second order)
for the two-point function of the perturbing field:
G(x, λ) = < φ˜(x)φ˜(0) >= (4.38)
= (xx¯)−2+2ǫ
[
1− λ 4π√
3
(
2
lǫ
− 3
)
(xx¯)ǫ +
λ2
2
(
80π2
3l2ǫ2
− 88π
2
lǫ
)
(xx¯)2ǫ + . . .
]
.
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The expression for the β-function in this renormalization scheme was already given in
Section 2.2 and reads:
β(g) = ǫλ
∂g
∂λ
= ǫλ
√
G(1, λ)
where G(1, λ) is given by (4.38) with x = 1. One can invert this and compute the bare
coupling constant and the β-function in terms of the renormalized coupling constant g:
λ = g + g2
π√
3
(
2
lǫ
− 3
)
+ g3
π2
3
(
4
l2ǫ2
− 10
lǫ
)
+O(g4), (4.39)
β(g) = ǫg − g2 π√
3
(
2
l
− 3ǫ)− 4π
2
3l
g3 +O(g4).
In this calculations, we keep only the relevant terms by assuming the coupling constant λ
(and g) to be order of O(ǫ).
A non-trivial IR fixed point occurs at the zero of the β-function:
g∗ =
l
√
3
2π
ǫ(1 +
l
2
ǫ). (4.40)
It corresponds to the IR CFT M(k − l, l) as can be seen from the central charge difference:
c∗ − c = −4(l + 2)
l
π2
∫ g∗
0
β(g)dg = −l(1 + l
2
)ǫ3 − 3l
2
4
(l + 2)ǫ4 +O(ǫ5).
The anomalous dimension of the perturbing field becomes:
∆∗ = 1− ∂gβ(g)|g∗ = 1 + ǫ+ lǫ2 +O(ǫ3)
which matches with that of the field φ3,1(l, p− l) ofM(k− l, l) (a particular case of the fields
defined immediately below).
Let us now define recursively, in analogy with the fields φ˜1,3(l, p) and φ3,3(l, p), the fol-
lowing descendent fields:
φ˜n,n+2(l, p) = x(l, p)φn,n(1, p)φ˜n,n+2(l − 1, p+ 1) + (4.41)
+ y(l, p)φn,n+2(1, p)φn+2,n+2(l − 1, p+ 1),
φ˜n,n−2(l, p) = x˜(l, p)φn,n(1, p)φ˜n,n−2(l − 1, p+ 1) +
+ y˜(l, p)φn,n−2(1, p)φn−2,n−2(l − 1, p+ 1)
and the primary field
φn,n(l, p) = φn,n(1, p)φn,n(l − 1, p+ 1). (4.42)
The dimensions of these fields are:
∆˜n,n±2 = 1 +
n2 − 1
4p
− (2± n)
2 − 1
4(p+ l)
= 1− 1± n
2
ǫ+O(ǫ2), (4.43)
∆n,n =
n2 − 1
4p
− n
2 − 1
4(p+ l)
=
(n2 − 1)l
16
ǫ2 +O(ǫ3).
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They are analogs of the (descendants of the) NS fields of the N = 1 super conformal
theory(l = 2) and the fields from S or D-sectors of 4/3-parafermionic theory (l = 4).
Two remarks are in order. First, similarly to φ˜1,3(l, p) and φ3,3(l, p) the fields defined
above belong to the zero charge, or ”vacuum sector” of the current A(z). The arguments
for that go along the same lines. Second, the fields (4.41) and the derivative of (4.42) have
dimensions close to one and therefore can mix. To ensure this we ask that their fusion rules
with the perturbing field are closed. This requirement defines the coefficients in (4.41) and
the corresponding structure constants. So we impose the conditions:
φ˜1,3(l, p)φ˜n,n+2(l, p) = C(nn)(13)(nn+2)(l, p)φn,n(l, p) + C(nn+2)(13)(nn+2)(l, p)φ˜n,n+2(l, p), (4.44)
φ3,3(l, p)φn,n(l, p) = C(nn+2)(33)(nn)(l, p)φ˜n,n+2(l, p) + C(nn)(33)(nn)(l, p)φn,n(l, p).
Using the constructions (4.31), (4.32) and (4.41), (4.42), we obtain functional equations for
the coefficients and the structure constants:
a x C(nn+2)(13)(nn+2)(l − 1, p+ 1) + bxC(nn)(13)(nn)(1, p)C(nn+2)(33)(nn+2)(l − 1, p+ 1) + (4.45)
+ byC(nn)(13)(nn+2)(1, p)C(nn+2)(33)(n+2n+2)(l − 1, p+ 1) = xC(nn+2)(13)(nn+2)(l, p),
a y C(n+2n+2)(13)(n+2n+2)(l − 1, p+ 1) + bxC(nn+2)(13)(nn)(1, p)C(n+2n+2)(33)(nn+2)(l − 1, p+ 1) + (4.46)
+ byC(nn+2)(13)(nn+2)(1, p)C(n+2n+2)(33)(n+2n+2)(l − 1, p+ 1) = yC(nn+2)(13)(nn+2)(l, p),
a x C(nn)(13)(nn+2)(l − 1, p+ 1) + bxC(nn)(13)(nn)(1, p)C(nn)(33)(nn+2)(l − 1, p+ 1) + (4.47)
+ byC(nn)(13)(nn+2)(1, p)C(nn)(33)(n+2n+2)(l − 1, p+ 1) = C(nn)(13)(nn+2)(l, p)
from the first of (4.44) and
C(nn)(33)(nn)(1, p)C(nn+2)(33)(nn)(l − 1, p+ 1) = xC(nn+2)(33)(nn)(l, p), (4.48)
C(nn+2)(33)(nn)(1, p)C(n+2n+2)(33)(nn) (l − 1, p+ 1) = yC(nn+2)(33)(nn)(l, p),
C(nn)(33)(nn)(1, p)C(nn)(33)(nn)(l − 1, p+ 1) = C(nn)(33)(nn)(l, p)
from the second one. In all these equations x, y, a and b are at values (l, p). Note that
x2 + y2 = 1 (as well as a2 + b2 = 1) by normalization.
In order to solve these functional equations we use the fact that we know the value of the
structure constants C(1, p), i.e. the Virasoro ones. Also, by construction, the fields φ3,3(l, p)
and φn,n(l, p) are primary. Therefore their structure constants are just a product of lower
level ones, as can be seen from the last of the equations (4.48). Finally, one can use the
knowledge of the solutions for l = 1, 2, 4 [3, 53, 79]. With all this, we can make a guess and
check it directly. We will present the result for the structure constants in Appendix A.
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Our goal in this Section is the computation of the matrix of anomalous dimensions and
the corresponding mixing matrix of the fields (4.41) and (4.42) up to the second order of the
perturbation theory. For that purpose we compute their two-point functions up to second
order and the corresponding integrals.
• Function < φ˜n,n+2(1)φ˜n,n+2(0) >
The corresponding function in the second order of the perturbation theory can be found
in Appendix C (C.1). After transformation x→ 1/x it becomes:
< φ˜(x)φ˜n,n+2(0)φ˜n,n+2(1)φ˜(∞) >=
∣∣∣∣(l − (2l + 4)x+ (5l + 4)x2 − 6lx3 + 3lx4)3lx2(1− x)2
∣∣∣∣2 +
+
8(n+ 3)
3l2(n + 1)
∣∣∣∣(l − 2(l + 1)x+ 6x2 − 4x3)4x2(1− x)2
∣∣∣∣2 +
+
(
2(l − 1)
l
)2
(n+ 3)(n+ 4)
18n(n+ 1)
∣∣∣∣(l + 2(1− l)x+ 2(l − 1)x2)2(l − 1)x2(1− x)2
∣∣∣∣2 .
The integration of this function is very similar to that we did in the case of the computation
of the β-function. It goes along the same lines of the l = 1 and l = 2 cases so we do not
present here the detailed calculation. The only difference is in the structure constants needed
in the OPE’s around 0, 1 and ∞. They are given in Appendix A:
(C
(nn+2)
(13)(nn+2))
2 =
4(n + 3)2
3l2(n+ 1)2
− 4(n+ 2)(n+ 3)
2ǫ
3l(n + 1)2
+O(ǫ2), (4.49)
(C
(nn)
(13)(nn+2))
2 =
n + 2
3n
+O(ǫ2).
The final result of the integration is:
8π2(20 + 143n+ 121n2 + 33n3 + 3n4)
3l2n(n + 1)(n+ 3)2ǫ2
− 4π
2(n + 5)(8 + 151n+ 143n2 + 45n3 + 5n4)
3ln(n + 1)(n+ 3)2ǫ
.
This is in perfect agreement with l = 1 and l = 2 cases.
• Function < φ˜n,n+2(1)φ˜n,n−2(0) >
The relevant four-point function in this case in the zeroth order of ǫ is given by (C.3).
Transforming x→ 1
x
, one obtains:
< φ˜(x)φ˜n,n+2(1)φ˜n,n−2(0)φ˜(∞) >= 1
3
√
(n2 − 4)
n2
∣∣∣∣ 1lx2(1− x)2 (l − 2(l − 1)x+ 2(l − 1)x2)
∣∣∣∣2 .
Again, the integration over the safe region and lens-like region is very similar to l = 1
and l = 2 cases. The same is true also for the singular points where we have to take the
structure constant:
C
(nn)
(13)(nn−2) =
n− 2
3n
+O(ǫ2).
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Collecting all the integrals leads to the final result:
320(1− lǫ)π2
3l2ǫ2n(n2 − 9)√n2 − 4
which again matches with Virasoro and superconformal cases.
• Function < φn,n(1)φ˜n,n+2(0) >
The four point function differs only in the structure constant (C.4):
< φ˜(x)φn,n(1)φ˜n,n+2(0)φ˜(∞) >= 4
3l
√
n + 2
n
|x|−2.
Therefore the calculations are exactly the same. Also, the necessary structure constants
for the calculation around singular points were already presented above. This leads to a final
result:
4(n− 1)π2
3l(n + 3)(n+ 5)
√
n+ 2
n
[−22− 6n+ ǫ(−2(n + 5)(3n+ 11) + l(46 + n(n + 15)))] .
• Function < φn,n(1)φn,n(0) >
Finally, we need the function < φ˜(x)φn,n(1)φn,n(0)φ˜(∞) >. As it is shown in Appendix
C this function happens to coincide exactly with the one found in [7] and in Section 2.2 and
is given explicitly by (C.5). Therefore almost all integrals are the same. The only exception
is the integral around ∞ due to the different structure constants:
C
(nn)
(13)(nn)C
(13)
(13)(13) =
(n2 − 1)ǫ2
6
(1− (l − 2)ǫ).
With this, the result is:
(n2 − 1)π2
12
(2 + (8− 3l)ǫ).
Since the dimension of the field φn,n is close to zero, it doesn’t mix with other fields.
Therefore, we need to compute only its anomalous dimension. Taking into account also the
first order contribution, the final result for the two-point function is:
Gn(x, λ) =< φn,n(x)φn,n(0) > = (xx¯)
−2∆n,n
[
1− λ
(√
3lπ
24
(n2 − 1)ǫ(2 + (l + 4)ǫ)
)
(xx¯)ǫ
+
λ2
2
(
π2
12
(2 + (8− 3l)ǫ)(n2 − 1)
)
(xx¯)2ǫ + ...
]
.
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Computation of the anomalous dimension goes in exactly the same way as for the per-
turbing field:
∆gn,n = ∆n,n −
ǫλ
2
∂λGn(1, λ) =
= ∆n,n +
√
3πgl
48
ǫ2(2 + (l + 4)ǫ)(n2 − 1) + π
2g2
24
ǫ2(l − 4)(n2 − 1)
where we again kept the appropriate terms of order ǫ ∼ g. Then, at the fixed point (4.40),
this becomes:
∆g
∗
n,n =
(n2 − 1)l(4ǫ2 + 6lǫ3 + 7l2ǫ4 + ...)
64
which coincides up to the desired order with the dimension of the field φn,n(l, p − l) of the
model M(k − l, l).
We turn now to the computation of the matrix of anomalous dimensions. We use the
same renormalization scheme that was presented in Section 2.2 for the case of N = 1 su-
persymmetric models (l = 2). Let us remind that the matrix of anomalous dimensions is
defined as:
Γ = B∆ˆB−1 − ǫλB∂λB−1 (4.50)
where ∆ˆ = diag(∆1,∆2) is a diagonal matrix of the bare dimensions. The matrix B, defined
as the multiplicative renormalization φgα = Bαβ(λ)φβ, is computed from the matrix of the
bare two-point functions (see Section 2.2).
We computed above some of the entries of the 3× 3 matrix of two-point functions in the
second order. This matrix is obviously symmetric. It turns out also that the remaining func-
tions < φ˜n,n−2(1)φ˜n,n−2(0) > and < φn,n(1)φ˜n,n−2(0) > can be obtained from the computed
ones < φ˜n,n+2(1)φ˜n,n+2(0) > and < φn,n(1)φ˜n,n+2(0) > by just taking n→ −n.
As we did for l = 2 case, let us combine the fields in consideration in a vector with
components:
φ1 = φ˜n,n+2, φ2 = (2∆n,n(2∆n,n + 1))
−1∂∂¯φn,n, φ3 = φ˜n,n−2.
The field φ2 is normalized so that its bare two-point function is 1. It is straightforward to
modify the functions involving φ2 taking into account the derivatives and the normalization.
The matrix of the two-point functions up to the second order in the perturbation expansion
was written in (2.82) where the first order term is proportional to the structure constant
(2.83).
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Collecting all the dimensions and structure constants, we get:
C
(1)
1,1 = −
2(n + 3)(−2 + lǫ(n + 2))π√
3lǫ(n + 1)
, C
(1)
1,2 =
8(−2 + lǫ)
√
n+2
n
π
√
3lǫ(n + 1)(n+ 3)
, C
(1)
1,3 = 0,
C
(1)
2,2 =
16π√
3l(n2 − 1)ǫ −
4(n2 + 1)π√
3(n2 − 1) , C
(1)
2,3 =
8(−2 + lǫ)
√
n−2
n
π
√
3lǫ(n− 3)(n− 1) ,
C
(1)
3,3 =
−2(n− 3)(−2 + lǫ(2− n))π√
3lǫ(n− 1)
for the first order, and:
C
(2)
1,1 =
8(20 + 143n+ 121n2 + 33n3 + 3n4)π2
3l2n(n + 1)(n+ 3)2ǫ2
−
− 4(n+ 5)(8 + 151n+ 143n
2 + 45n3 + 5n4)π2
3ln(n+ 1)(n+ 3)2ǫ
,
C
(2)
1,2 = −
64
√
n+2
n
(3n+ 11)π2
3l2(n + 1)(n+ 3)(n+ 5)ǫ2
+
32
√
n+2
n
(57 + 18n+ n2)π2
3l(n+ 1)(n+ 3)(n+ 5)ǫ
,
C
(2)
1,3 =
320(1− lǫ)π2
3l2ǫ2n(n2 − 9)√n2 − 4 ,
C
(2)
2,2 =
128π2
3l2(n2 − 1)ǫ2 −
16(n2 + 19)π2
3l(n2 − 1)ǫ ,
C
(2)
2,3 = −
64
√
n−2
n
(3n− 11)π2
3l2n− 1)(n− 3)(n− 5)ǫ2 −
32
√
n−2
n
(57− 18n+ n2)π2
3l(n− 1)(n− 3)(n− 5)ǫ ,
C
(2)
3,3 = −
8(−20 + 143n− 121n2 + 33n3 − 3n4)π2
3l2n(n− 1)(n− 3)2ǫ2 +
+
4(n− 5)(8− 151n+ 143n2 − 45n3 + 5n4)π2
3ln(n− 1)(n− 3)2ǫ
for the second one.
Now we can apply the renormalization procedure of Section 2.2 and obtain the matrix of
anomalous dimensions (4.50). The bare coupling constant λ is expressed through g by (4.39)
and the bare dimensions, up to order ǫ2. The computation goes analogously to l = 2 case so
we omit the details here.
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Evaluating this matrix at the fixed point (4.40), we get:
Γg
∗
1,1 = 1 +
(20− 4n2)ǫ
8(n+ 1)
+
l(39− n− 7n2 + n3)ǫ2
16(n+ 1)
,
Γg
∗
1,2 = Γ
g∗
2,1 =
(n− 1)
√
n+2
n
ǫ(1 + lǫ)
n+ 1
,
Γg
∗
1,3 = Γ
g∗
3,1 = 0,
Γg
∗
2,2 = 1 +
4ǫ
n2 − 1 +
l(65− 2n2 + n4)ǫ2
16(n2 − 1) ,
Γg
∗
2,3 = Γ
g∗
3,2 =
√
n−2
n
(n+ 1)ǫ(1 + lǫ)
n− 1 ,
Γg
∗
3,3 = 1 +
(n2 − 5)ǫ
2(n− 1) +
l(−39 − n + 7n2 + n3)ǫ2
16(n− 1)
whose eigenvalues are (up to order ǫ2):
∆g
∗
1 = 1 +
1 + n
2
ǫ+
l(7 + 8n+ n2)
16
ǫ2,
∆g
∗
2 = 1 +
l(n2 − 1)
16
ǫ2,
∆g
∗
3 = 1 +
1− n
2
ǫ+
l(7− 8n+ n2)
16
ǫ2.
This result coincides with the dimensions ∆˜n+2,n(l, p− l), ∆n,n(l, p− l) + 1 and
∆˜n−2,n(l, p − l) of the model M(k − l, l) up to this order. The corresponding normalized
eigenvectors should be identified with the fields of M(k − l, l):
φ˜n+2,n(l, p− l) = 2
n(n + 1)
φg
∗
1 +
2
√
n+2
n
n+ 1
φg
∗
2 +
√
n2 − 4
n
φg
∗
3 , (4.51)
φ2(l, p− l) = −
2
√
n+2
n
n+ 1
φg
∗
1 −
n2 − 5
n2 + 1
φg
∗
2 +
2
√
n−2
n
n− 1 φ
g∗
3 ,
φ˜n−2,n(l, p− l) =
√
n2 − 4
n
φg
∗
1 −
2
√
n−2
n
n− 1 φ
g∗
2 +
2
n(n− 1)φ
g∗
3 .
We used as before the notation φ˜ for the descendent field defined as in (4.41) and:
φ2(l, p− l) = 1
2∆p−ln,n(2∆
p−l
n,n + 1)
∂∂¯φn,n(l, p− l)
is the normalized derivative of the corresponding primary field. We notice that these eigen-
vectors are finite as ǫ→ 0 with exactly the same entries as in l = 1 and l = 2 minimal models.
We will show in the next Section that they are also in agreement with those computed using
the domain wall construction. This is our main result in this Section.
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4.3 RG domain wall
In the previous Section we proved that the coset CFT M(k, l) perturbed by the field φ˜1,3
has a nontrivial fixed point corresponding to M(k − l, l) up to the second order of the
perturbation theory. We also found the mixing coefficients for certain fields between the UV
TUV =M(k, l) and the IR TIR = M(k − l, l) theories.
Few years ago Gaiotto constructed a nontrivial conformal interface (RG domain wall)
encoding the UV-IR map resulting through the RG flow described above [69] . Let us briefly
recall the construction. Gaiotto considered a theory consisting of a IR M(k − l, l) theory in
the upper half plain and a UV M(k, l) in the lower one. The conformal interface between
the two CFT models is equivalent to some conformal boundary for the direct product of the
theories TUV × TIR:
sˆu(2)k × sˆu(2)l
sˆu(2)k+l
× sˆu(2)k−l × sˆu(2)l
sˆu(2)k
∼ sˆu(2)k−l × sˆu(2)l × sˆu(2)l
sˆu(2)k+l
.
Note that two factors of sˆu(2)l appear at the RHS and therefore the theory possesses a
natural Z2 symmetry. In [69] it was shown that the desired boundary of the theory:
TB = sˆu(2)k−l × sˆu(2)l × sˆu(2)l
sˆu(2)k+l
acts as a Z2 twisting mirror. Explicitly, this RG boundary is given by:
|B˜ >=
∑
s,t
√
S
(k−l)
1,t S
(k+l)
1,s
∑
d
|t, d, d, s;B, Z2 ≫ (4.52)
where the indices t, d, s of the Ishibashi states refer to the representations of sˆu(2)k−l,
sˆu(2)l,sˆu(2)k+l respectively and S
(k)
n,m are the modular matrices of the sˆu(2)k WZNW model:
S(k)n,m =
√
2
k + 2
sin
πnm
k + 2
.
In this construction, the coefficients (4.51) of the UV-IR map are expressed in terms of the
one point functions of the theory TUV × TIR in the presence of the RG boundary. So we
need the explicit expression of the states corresponding to the fields φIRφUV in terms of the
states of the coset theory TB.
Basic ingredient of the latter is the sˆu(2)k WZNW with a current J . As we men-
tioned above it is a CFT with central charge ck =
3k
k+2
. The primary fields φj,m and
the corresponding states |j,m > are labeled by the (half)integer spin j and its projection
m = −j,−j + 1, ..., j. Their conformal dimensions are given by:
∆j =
j(j + 1)
k + 2
. (4.53)
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The representations are defined by the action of the currents on these states:
J±0 |j,m > =
√
j(j + 1)−m(m± 1)|j,m± 1 >, (4.54)
J00 |j,m > = m|j,m > .
Following [72] let us denote by K(z) and K˜(z) the WZNW currents of sˆu(2)l entering the
cosets of the IR and UV theories respectively. We reserve the notion J(z) for the current
of sˆu(2)k−l entering the IR coset. The corresponding energy momentum tensors can be
expressed in terms of these currents using (4.27). For example we can write symbolically the
IR stress tensor as:
Tir =
1
k − l + 2J
2 +
1
l + 2
K2 − 1
k + 2
(J +K)2 (4.55)
and similarly for the UV one. Finally, we impose the condition that the state of the coset
TB be a highest weight state of the diagonal current J +K + K˜.
Now we are in a position to compare the mixing coefficients in (4.51) with the corre-
sponding one-point functions of the domain wall construction. Actually, we found it easier
to compute the one-point functions of the other components of the corresponding multiplets.
Namely, we shall consider the mixing of the ”first components” given by the primary fields
φn,n±2 and the first descendent of φn,n with respect to the current A(z). Indeed, since φn,n
belongs to the ”vacuum sector” the current A(z) is not branched around it and the dimension
of the descendent φ˜n,n = A− 2
l+2
φn,n is:
∆˜n,n =
2
l + 2
+
n2 − 1
4p
− n
2 − 1
4(p+ l)
.
So all these fields have dimension close to 2
l+2
in the limit p → ∞. Suppose they mix in
the same way like it was in the case l = 2 for example [72]. We want to compare the
corresponding one point functions with the coefficients in (4.51).
We shall need therefore the explicit construction for the current A(z). It goes in a way
very similar to that of [72] (see also [12]). Consider for example the IR model. As in [72] we
take:
A(z) = CaJ
a(z)φ1,−a(z) +DaKa−1φ1,−a(z) (4.56)
where φ1,m(z) is a spin 1 field of the level l WZNW theory with a current K(z) and there is
a summation over the index a = ±1, 0. Indeed, the dimension of this current is:
∆A = 1 +
2
l + 2
=
l + 4
l + 2
.
The coefficients Ca, Da are fixed by the requirement that the respective state be the highest
weight state of the diagonal current algebra J +K. We get:
D+ =
κ√
2
, D0 = κ, D− = − κ√
2
, (4.57)
C+ = −κ l + 4
(k − l)√2 , C0 = −κ
l + 4
(k − l) , C− = κ
l + 4
(k − l)√2
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where κ is a normalization constant. Since below we shall normalize the corresponding states
we don’t need it explicitly here. It is straightforward to make a similar construction for the
UV coset with obvious change of currents and levels.
Now we can pass to the computation of the one-point functions of the fields φirφuv and
compare them with the corresponding coefficients in (4.51).
Let us first start though with the field φuvn,n itself. As we showed above it flows to the
field φirn,n in the infrared. So we need to find the state in TB corresponding to φirn,nφuvn,n. For
this we need to match their conformal dimensions and to ensure that the state is a highest
weight state of the diagonal current J +K+ K˜. The dimension of the primary field φn,n can
be read from (4.43). For the product of the IR and UV fields we have:
∆irn,n +∆
uv
n,n =
n2 − 1
4(k − l + 2) −
n2 − 1
4(k + l + 2)
. (4.58)
It is easy to identify the corresponding state with:
|n− 1
2
,
n− 1
2
> |0, 0 > |0, 0 >
where the three states correspond to sˆu(2) of levels k − l (with current J), IR level l (with
current K) and UV level l (with current K˜) respectively. Indeed, this state is obviously a
spin n−1
2
highest weight state of J +K + K˜ and its dimension:
∆Jn−1
2
+∆K0 +∆
K˜
0 −∆J+K+K˜n−1
2
coincides with (4.58). It is obvious that this state is invariant under the Z2 action, i.e. the
exchange of the second and third factors. So the overlap of this state with its Z2 image is
just equal to 1 and therefore:
< φirn,nφ
uv
n,n|RG >=
√
S
(k−l)
1,n S
(k+l)
1,n
S
(k)
1,n
= 1 +
3l2
4k2
+O(
1
k3
). (4.59)
This confirms that up to the leading order in k →∞ the field φuvn,n flows to φirn,n.
Let us now find, for example, the state corresponding to φirn+2,nφ
uv
n,n+2. The dimensions
can be found from (4.43) and we have:
∆irn+2,n +∆
uv
n,n+2 =
4
l + 2
+
(n + 1)(n+ 3)
4(k − l + 2) −
(n+ 1)(n+ 3)
4(k + l + 2)
.
The corresponding state should have the form:∑
α,β=±1,0
Cαβ|n+ 1
2
,
n+ 1
2
− α− β > |1, α > |1, β > . (4.60)
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The coefficients Cαβ are obtained by imposing the condition that (4.60) has a correct IR
dimension and is a highest weight state of J +K + K˜. We obtain:
C++ = − 1√
n
C0+, C−+ = −
√
n+ 1
2
C0+
and all the other coefficients vanish. The overall normalization fixes:
C20+ =
2n
(n+ 1)(n+ 2)
.
Taking the overlap of the state (4.60) with its Z2 image we find:
< φirn+2,nφ
uv
n,n+2|RG >=
2
(n+ 1)(n+ 2)
√
S
(k−l)
1,n+2S
(k+l)
1,n+2
S
(k)
1,n
=
2
n(n+ 1)
+O(
1
k2
). (4.61)
The other calculations go in the same way, we present here just the result:
< φirn−2,nφ
uv
n,n−2|RG > =
2
(n− 1)(n− 2)
√
S
(k−l)
1,n−2S
(k+l)
1,n−2
S
(k)
1,n
=
2
n(n− 1) +O(
1
k2
), (4.62)
< φirn+2,nφ
uv
n,n−2|RG > =
√
S
(k−l)
1,n+2S
(k+l)
1,n−2
S
(k)
1,n
=
√
n2 − 4
n
+O(
1
k2
),
< φirn−2,nφ
uv
n,n+2|RG > =
√
S
(k−l)
1,n−2S
(k+l)
1,n+2
S
(k)
1,n
=
√
n2 − 4
n
+O(
1
k2
).
Consider in more details the functions involving the descendent field φ˜n,n. Let us first
consider φirn,nφ
uv
n,n+2:
∆irn,n +∆
uv
n,n+2 =
2
l + 2
+
n2 − 1
4(k − l + 2) −
(n + 1)(n+ 3)
4(k + l + 2)
. (4.63)
The corresponding state is:
|n− 1
2
,
n− 1
2
> |0, 0 > |1, 1 > (4.64)
(because the spin 1 term in (4.63) refers to UV level l current K˜). Using the explicit
expression of the current it is easy to find that for the descendent we have:
A− 2
l+2
|n− 1
2
,
n− 1
2
> |0, 0 > |1, 1 > = CaJa0 |
n− 1
2
,
n− 1
2
> |1,−a > |1, 1 > +
+ DaK
a
0 |
n− 1
2
,
n− 1
2
> |1,−a > |1, 1 >
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where the coefficients are given by (4.57). This gives:
A− 2
l+2
|n− 1
2
,
n− 1
2
> |0, 0 > |1, 1 > = κ (l + 4)
(k − l)
√
n− 1
2
|n− 1
2
,
n− 3
2
> |1, 1 > |1, 1 > −
− κ (l + 4)
(k − l)
n− 1
2
|n− 1
2
,
n− 1
2
> |1, 0 > |1, 1 > .
The normalization condition is:
κ2(l + 4)2
(k − l)2
n2 − 1
4
= 1. (4.65)
Thus, for the one-point function we get:
< φ˜irn,nφ
uv
n,n+2|RG >=
2
n+ 1
√
S
(k−l)
1,n S
(k+l)
1,n+2
S
(k)
1,n
=
2
n+ 1
√
n + 2
n
+O(
1
k2
). (4.66)
The other calculations are similar and finally we get:
< φ˜irn,nφ
uv
n,n−2|RG > = −
2
n− 1
√
S
(k−l)
1,n S
(k+l)
1,n−2
S
(k)
1,n
= − 2
n− 1
√
n− 2
n
+O(
1
k2
), (4.67)
< φirn−2,nφ˜
uv
n,n|RG > = −
2
n− 1
√
S
(k−l)
1,n−2S
(k+l)
1,n
S
(k)
1,n
= − 2
n− 1
√
n− 2
n
+O(
1
k2
),
< φirn+2,nφ˜
uv
n,n|RG > =
2
n+ 1
√
S
(k−l)
1,n+2S
(k+l)
1,n
S
(k)
1,n
=
2
n+ 1
√
n + 2
n
+O(
1
k2
),
< φ˜irn,nφ˜
uv
n,n|RG > =
n2 − 5
n2 − 1
√
S
(k−l)
1,n S
(k+l)
1,n
S
(k)
1,n
=
n2 − 5
n2 − 1 +O(
1
k2
).
We see that all these results (4.60),(4.62),(4.66) and (4.67) are in a perfect agreement with
the leading order calculations (4.51) presented in the previous section.
5 Perturbation of 2D CFT and hidden symmetries of
the related 2D integrable field theories
In this Section we present a general framework to investigate the symmetries and related
charges in 2D integrable field theories. We start with the construction of some non-trivial
conserved quantities in simple models like the massive free Majorana fermions and their
131
O(N) generalization. A more powerful strategy put forward in [80] consists in trying to
understand the link between the particle description and the field theory one by implementing
a quantum inverse scattering method (QISM) for CFT. Indeed, off-criticality the Virasoro
symmetry is lost, and the QISM results in the most hopeful method applicable to compute
physical quantities of the theory. The proposal in [80] is then first to map the CFT data into
a QISM structure at criticality and later study how to leave the critical point by suitable
perturbation of this structure.
As mentioned in the Introduction, of special interest is the calculation of the VEV’s of
the descendants fields in the integrable theories providing the next to leading order in the
UV limit of the two-point function. In this Section we calculate the second and third order
descendant fields in the Bullough-Dodd (BD) model. It should be stressed that differently
from the SG model the third level VEV is non-zero due to the existence of a local conserved
current of spin 3 in the BD model. This model has attracted big interest, in particular in
connection with perturbed minimal models: c < 1 minimal CFT perturbed by the operators
Φ12,Φ21 or Φ15 can be obtained by a quantum group restriction of the imaginary BD model
[81, 82] with special value of the coupling. We use this property to deduce the VEV’s
< L−2L¯−2Φlk > and < L−3L¯−3Φlk > in the mentioned perturbed minimal models.
We further present another idea for the investigation of symmetries and corresponding
charges in the 2D integrable theories. It is based on a generalization of the so called dressing
symmetry transformations [83, 84, 85]. In fact, our basic objects will be the transfer matrix
T (x, λ) which generates the dressing and the resolvent Z(x, λ), the dressed generator of
the underlying symmetry. Although it is clear from the construction that our method is
applicable to any generalized KdV hierarchy [86], we will be concerned with the semiclassical
limit [87, 88, 80] of minimal CFT’s [1], namely the A
(1)
1 -and A
(2)
2 -KdV systems [86]. We
present an alternative approach to the description of the spectrum of local fields in the
classical limit of certain 2d integrable theories. It is possible to generalize the aformentioned
dressing transformations. The idea is that we may dress not only the generators of the
underlying Kac-Moody algebra but also differential operators in the spectral parameter λm∂nλ
forming a w∞ algebra. The corresponding vector fields close a w∞ algebra as well with
a Virasoro subalgebra (for n = 1) made up of quasi-local and non-local transformations.
Finally, we present a construction of a Virasoro symmetry directly in the sine-Gordon theory.
Although we are of course interested in the quantum theory, we restrict ourselves to the
classical picture. Also, we are mainly concerned here with the construction of this symmetry
in the case of the N -soliton solutions. One of the reasons for this is that the symmetry in
this case is much simpler realized - in particular it becomes local contrary to the field theory
realization.
The results of this Section have been published in [89]-[97], (22.-30.).
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5.1 Off critical current algebras
The conformal models belong to the big family of the relativistic integrable models. The key
point in the construction of the spectrum and correlation functions of the fields in this class
of integrable models (IM’s) is the appearance of the infinite dimensional symmetry provided
by the Virasoro algebra. One could wonder whether analogous infinite symmetries algebra
approach works in the case of the nonconformal IM’s, say - sin-Gordon, massive fermions,
affine Toda models etc. As it is known, the integrability of all these models is based on the
existence of an infinite set of conserved charges ( CC ):
Ps =
∮
T2sdz −
∮
Θ2s−2dz¯, P¯s =
∮
T¯2sdz¯ −
∮
Θ2s−2dz (5.1)
T µ1...µ2s = (T2s, T¯2s,Θ2s−2), ∂¯T2s = ∂Θ2s−2 ∂T¯2s = ∂¯Θ2s−2
they have. However, the algebra of the Ps (P¯s) is abelian: [Ps, Ps′] = 0 = [Ps, P¯s′] and this is
an obstacle in using these symmetries for the calculation of the exact correlation functions
of the model. Therefore, the question one has to answer first is whether Ps exhaust all the
conserved charges of these models,i.e.
1) are there more (nontrivial) conservation laws?
2) if so, is it the algebra of the new conserved charges nonabelian ?
In this Section we give an explicit construction of noncommuting CC’s describing such
infinite symmetries of the IM’s. Our starting point is the fact that almost all relativistic
( nonconformal ) IM’s can be represented as an appropriate perturbation of certain conformal
models [98], i.e.:
SIM = Sconf + g
∫
Φ∆(z, z¯)d
2z. (5.2)
This suggests that the desired new charges (if they exist) should be realized as specific
combinations of the higher momenta of the conserved tensors ( T2s, T¯2s, Θ2s−2 ):
F (n)2s =
s∑
k=1
{
αk(g)z
2k−1+nz¯γ(k,n)T2k(z, z¯) + α¯k(g)z¯2k−1+nzγ¯(k,n)T¯2k(z, z¯) (5.3)
+ βk(g)z
δ(k,n)z¯δ¯(k,n)Θ2k−2(z, z¯)
}
such that:
∂¯F (n)2s = ∂G(n)2s−2
where αk(g) = αkg
s−k
1−∆ , βk(g) = βkg
s−k
1−∆ .
The crucial observation that simplifies the construction of the new conservation laws F (n)2s
is the following criterion of existing of such quantities: If the conservation laws of the
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spin - 2s ( s > 1 ) tensors T2s are in the form:
∂¯T2s = ∂
2s−1Θ+ gp
s−1∑
l=1
Al∂
2(s−l)−1T2l (5.4)
∂T¯2s = ∂¯
2s−1Θ+ gp
s−1∑
l=1
Al∂¯
2(s−l)−1T¯2l
∂¯T = ∂Θ, ∂T = ∂¯Θ, p =
1
1−∆ ,
then there exist 4s − 3 new conserved currents F (n)2s (n = 1, 2, . . . , 4s − 3) for each fixed
s = 1, 2, . . . . In words, the existence of new conserved charges:
L
(2s)
−n =
∫
F (n)2s dz −
∫
G(n)2s−2dz¯ L¯(2s)−n =
∫
F¯ (n)2s −
∫
G¯(n)2s−2dz (5.5)
is hidden in the specific form of the traces Θ2s−2 of the traditional conserved currents T2s:
Θ2s−2 = ∂2s−2Θ+ gp
s−1∑
l=1
Al∂
2(s−l)−2T2l.
Turning back to our problem of constructing noncommuting conserved charges for the
IM’s given by (5.2) we have to check whether exist models which satisfy our criterion, i.e.
their standard T2s - conservation laws to be in the form (5.4).
The simplest case is the set of models obtained by Φ∆1,3 perturbations of the conformal
minimal models (cp = 1 − 6(p+1)(p+2) , ∆1,3(p) = pp+2) (see [98]). They have all the T2s, T¯2s,
s = 1, 2, . . . conserved. The first model (p = 2) of this set is the thermal perturbation of the
Ising model which in the continuum limit coincides with the theory of free massive Majorana
fermion ( ψ, ψ¯ ):
∂¯ψ = mψ¯ ∂ψ¯ = −mψ (5.6)
T =
1
2
ψ∂ψ, T¯ =
1
2
ψ¯∂¯ψ¯, Θ = mψ¯ψ. (5.7)
To find the explicit form of Θ2s−2 in this case it is better to use the equation of motion
(5.6) instead of the conformal perturbative technics. The corresponding conservation tensors
of spin 2s can be taken in the form T2s = ψ∂
2s−1ψ, s = 2, 3, . . . .
Simple computations based on the eq. (5.6) leads to the following desired form of the
T2s - conservation laws:
∂¯T4 = ∂
3Θ+ 2m2∂T (5.8)
∂¯T6 = ∂
5Θ+m2(∂T4 + 4∂
3T )
∂¯T8 = 2∂
7Θ+m2(∂T6 + 3∂
3T4 + 2∂
5T )
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etc. The conclusion is that this model satisfies our criterion and therefore it has 4s− 3 new
conservation laws for each s = 1, 2, . . .. The corresponding conserved charges L
(2s)
−n , L¯
(2s)
−n ,
0 ≤ n ≤ 2s − 1, can be derived as integrals of certain momenta of the conserved currents.
One could try to construct them order by order but this turns to be inconvenient for deriving
(or guessing) the general form of L
(2s)
−n and for computing their algebra as well. For these
purposes it is better to have L
(2s)
−n ’s as differential operators acting on ψ and ψ¯. One can do
this in few steps. We first exclude the time derivatives ∂tψ and then take t = 0 ( z = t+ x,
z¯ = t − x, ∂ = ∂x ) in the first few examples. The next step is to derive the momentum
space form of L
(2s)
−n by substituting the standard creation and annihilation operators a
±(p)
decomposition of ψ and ψ¯. This allows us to make a conjecture about the general form of
all the L
(2s)
−k ( 0 ≤ k ≤ 2s− 1 ):
[L
(2s)
−k , ψ] =
−i
2
[
(z¯∂¯ − z∂)2s−1−k + (z¯∂¯ − z∂ − 2s+ 1)2s−1−k
]
∂kψ, (5.9)
where (A)p = A(A+ 1) . . . (A+ p− 1). In order to prove our conjecture we have to be able
to derive from (5.9) the integral form of L
(2s)
−k and to show that the integrands are conserved
quantities. It exists, however, an indirect way to prove that (5.9) are conserved charges,
namely we can prove that they are generators of symmetries of the action (5.2). Let us first
check whether the simplest nontrivial charge L
(4)
−2 leaves invariant the action:
S =
∫ (
−1
2
ψ∂¯ψ +
1
2
ψ¯∂ψ¯ +mψ¯ψ
)
d2z ≡
∫
Ld2z. (5.10)
By using (5.9) and:
[L
(4)
−2, ψ¯] = (z¯∂¯ − z∂ −
1
2
)∂2ψ¯
one can verify easily that:
[L
(4)
−2,L] = ∂A + ∂¯B
for some A and B. Therefore L
(4)
−2 is a generator of a specific new symmetry of (5.10) . The
same is true for L¯
(4)
−2. Together with the Lorentz rotation generator:
L0 =
∫
(zT + z¯Θ)dz −
∫
(z¯T¯ + zΘ)dz¯
they close an SL(2, R) - algebra. One can repeat this calculation with L
(4)
−1, L¯
(4)
−1, L
(4)
0 , L
(6)
−2
etc. and the result is always that these charges commute with the action (5.10). As it
becomes clear from this discussion, the proof that L
(2s)
−k given by (5.9) are conserved charges
is equivalent to the statement that [L
(2s)
−k , S] = 0. To prove it we have to make one more
conjecture, namely:
[L
(2s)
−k , ψ¯] =
−i
2
[
(z¯∂¯ − z∂ + 1)2s−1−k + (z¯∂¯ − z∂ − 2s+ 2)2s−1−k
]
∂kψ¯ (5.11)
0 ≤ k ≤ 2s− 1.
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The remaining part of the proof is a straightforward but tedious higher derivative calculus.
To make complete our study of the conserved charges of the off - critical Ising model we
have to find the general form of the “conjugated charges” L¯
(2s)
−k . By arguments similar to the
ones presented above we arrive to the following result:
L¯
(2s)
−k =
1
2
[
(z¯∂¯ − z∂ + α¯− 2s+ k + 2)2s−1−k + (z¯∂¯ − z∂ + α¯ + k + 1)2s−1−k
]
∂¯k, (5.12)
where α¯ = −1 for ψ and α¯ = 0 for ψ¯. Our claim is that (5.9), (5.11) and (5.12) do
exhaust all the local symmetries (i.e. local conserved charges) of the action (5.10).
Studying the conformal limit of L
(2s)
−k we have realized that the “conformal” W∞ algebra
has a specific subalgebra PW∞(V ) spanned by:
L(2s)−k =
1
2
[
(L˜0 − 1
2
)2s−1−k + (L˜0 + 2s− 3
2
)2s−1−k
]
Lk−1
0 ≤ k ≤ 2s− 1, L˜0 = z∂ + 1
2
.
Having at hand the explicit form (5.9), (5.11) and (5.12) of L
(2s)
−k and L¯
(2s)
−k we are prepared
to compute their algebra. As we have already mentioned L
(4)
−2, L
(4)
−1 and L0 close an SL(2, R)
algebra. Two more SL(2, R) algebras are spanned by L¯−1, L
(4)
−1, L0 and L−1, L¯
(4)
−1, L0. Passing
to the general case let us first try to find the structure of the “left” algebra, i.e.:[
L
(2s1)
−k1 , L
(2s2)
−k2
]
=
s1+s2−1∑
r=1
gs1s22r (k1, k2)L
2(s1+s2−r)
−k1−k2 . (5.13)
The simplest way to prove (5.13) and to compute the structure constants gs1s22r (k1, k2) is
based on the following “conformal” decomposition of the generators L
(2s)
−k in terms of the
conformal generators L(2s)−k :
L
(2s)
−k =
2s−1−k∑
l=0
(
2s− 1− k
l
)
(z¯∂¯2 + α∂¯)lL(2s)−k−l(−m2)−l (5.14)
α = 0 for ψ and α = 1 for ψ¯.
The fact that the operators Sl = (z¯∂¯
2 + α∂¯)l = (z¯∂¯ + α)l∂¯
l are commuting, i.e.
[Sl1 , Sl2 ] = 0 reduces the computation of the structure constants g
s1s2
2r (k1, k2) to the conformal
ones Cs1s22r (k1, k2) (ki ≤ 2si − 1):[
L(2s1)−k1 ,L
(2s2)
−k2
]
=
s1+s2−1∑
r=1
Cs1s22r (−k1,−k2)L2(s1+s2−r)−k1−k2 . (5.15)
Actually, it turns out that:
gs1s22r (k1, k2) = C
s1s2
2r (−k1,−k2)
0 ≤ ki ≤ 2si − 1
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The identical statement holds for the algebra of L¯
(2s)
−k ’s as well. The conclusion is that the
algebra we are looking for has as subalgebras two incomplete (0 ≤ k ≤ 2s− 1) W∞ algebras
which do not commute between themselves.
The general structure of the remaining “left - right” commutators:[
L
(2s)
−k , L¯
(2p)
−l
]
=
s+p−k−2∑
r=0
g¯sp2r(k, l)(m
2)kL¯
2(s+p−k−1−r)
k−l (5.16)
(if k < l) is a consequence of the explicit form (5.9) and (5.12) of the generators. In order
to calculate g¯sp2r(k, l) we first commute L
k
−1 and L¯
l
−1 to the right and then expand the both
sides of (5.16) in powers of X = L0 +
1
2
. In doing this we have to know the coefficients BN,am
in the power expansion of (X + a)N+1:
(X + a)N+1 =
N+1∑
m=0
BN,am X
m.
A simple combinatorial analysis [89] leads to the following form of BN,am :
BN,am =
1
3.2m+1
(N + 2−m)mAN,am (N + 2a).
The general solution for AN,am is a specific linear combination of the Bernuli polynomials of
degree m.
The LHS of (5.16) contains 8 terms of the form:
(X + a)N+1(X + a)M+1 =
N+M+2∑
k+0
Y
(N+M+2−k)
R (aN |bM)Xk
where:
Y
(m)
L (aN |bM) =
∑
Ba,Nk B
b,M
m−k.
Denote by Y
(m)
L the sum of the contributions of all the 8 terms in the LHS. One can perform
the same calculations for the RHS. Equating the left and right hand sides one can derive the
following recursive relations for the structure constants.:
Y
(2n−1)
L = 2
n−1∑
r=0
g¯sp2r(k|l)Y (2n−2−2r)R .
Inspired by the observation [99] that the off-critical XY - model has as dynamical symme-
tries two different Virasoro algebras we now look for Virasoro algebras generated by specific
combinations of L
(2s)
−k and L¯
(2s)
−k . One can easily verify that Ln given by:
Ln = [z¯∂¯ − z∂ − 1
2
]n+1∂
n, n ≥ −1
[A]k = A(A− 1) . . . (A− k + 1), [A]0 = 1
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(note that ∂−1ψ = −1/m2∂¯ψ) close a (incomplete) Virasoro algebra. One more incomplete
Virasoro algebra V¯ is generated by:
L¯n = [z¯∂¯ − z∂ + 1
2
]n+1∂¯
n, n ≥ −1.
The third Virasoro algebra Vc spanned by:
(−m2)1−s
2
L
(2s)
−2s+2 =
(−m2)1−s
2
(z¯∂¯ − z∂ − 2s− 1
2
)∂2s−2 ≡ (−m
2)1−s
2
(L0 − s+ 1)L2s−2−1
(−m2)1−s
2
L¯
(2s)
−2s+2 =
(−m2)1−s
2
(z¯∂¯ − z∂ + 2s− 3
2
)∂¯2s−2 ≡ (−m
2)1−s
2
(L0 + s− 1)L¯2s−2−1
s = 1, 2, . . ., plays in our opinion the major role for the exact integrability. Using once more
the formal identity L¯−1 = −m2(L−1)−1 we can rewrite the Vc - generators in an unique
formula:
Vn =
1
2
(−m2)n(L0 − n)L2n−1, −∞ ≤ n ≤ ∞.
As in the case of the massive Dirac fermion [99] one is expecting that Vc has nonzero central
charge. One could check this by calculating the commutator
[
L
(6)
−4, L¯
(6)
−4
]
. The result is:[
L
(6)
−4, L¯
(6)
−4
]
= −8m8L0 +m8.
In terms of the Virasoro algebra it means that the central charge is:
c =
1
2
,
i.e. the massive Majorana fermion has the same central charge as the massless one. This is
in agreement with the result c = 1 for the Dirac fermions.
An important consequence of the fact that L
(2s)
−k and L¯
(2s)
−k are generators of the symmetries
of the action (5.10) is the following infinite set of Ward identities for the n-point functions
of ψ(z, z¯) and ψ¯(z, z¯): 〈
0
∣∣∣L(2s)−k ΠMi=1ψ(zi, z¯i)ΠNj=1ψ¯(zj , z¯j)∣∣∣ 0〉 = 0, (5.17)〈
0
∣∣∣ΠMi=1ψ(zi, z¯i)ΠNj=1ψ¯(zj , z¯j)L¯(2s)−k ∣∣∣ 0〉 = 0.
The condition for the invariance of the vacuum: L
(2s)
−k |0〉 = 0 = 〈0|L¯(2s)−k together with eqs.
(5.9), (5.11) and (5.12) lead to the following system of differential equations for
GMN(zl, z¯l) =
〈
0
∣∣ΠMi=1ψ(zi, z¯i)ΠNj=1ψ¯(zj , z¯j)∣∣ 0〉:{ M∑
i=1
[
(z¯i∂¯i − zi∂i)2s−1−k + (z¯i∂¯i − zi∂i − 2s+ 1)2s−1−k
]
∂ki + (5.18)
+
N∑
j=1
[
(z¯i∂¯i − zi∂i + 1)2s−1−k + (z¯i∂¯i − zi∂i − 2s+ 2)2s−1−k
]
∂kj
}
GMN(zl, z¯l) = 0.
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A similar set of equations can be obtained from the condition of L¯
(2s)
−k - symmetry of GMN .
Restricting ourselves to the case of 2 - point functions (M + N = 2) we are going to
demonstrate that the Poincare invariance (L−1, L0, L¯−1) and the new SL(2, R) symmetries
(L
(4)
−2, L¯
(4)
−2, L0) are sufficient to fix uniquely G20, G02 and G11 - functions. The relativistic
invariance requires:
G20 = m
√
z¯
z
g20(y), G02 = m
√
z
z¯
g02(y), G11 = img11(y), y = m
√−4zz¯.
The condition of L
(4)
−2 - invariance of G20 leads to the following third order differential equa-
tion:
y3g
′′′
20 + 2y
2g
′′
20 − y(y2 + 1)g
′
20 − (y2 + 1)g20 = 0. (5.19)
It happens that one can solve (5.19) in terms of K1(y) - Bessel function. This reflects the
fact that (5.19) can be obtained as a consequence of the K1 - Bessel equation:
y2g′′20 + yg
′
20 − (y2 + 1)g20 = 0
and a specific third order equation:
y3g′′′20 − y(y2 + 3)g′20 + (y2 + 3)g20 = 0. (5.20)
The eq.(5.20) follows from the standard recursive relations for K±1, K0 and K2 - Bessel
functions. The L
(4)
−2 - Ward identity imposes the eq. (5.20) only. Repeating the same
analysis for G02 and G11 we find that g02(y) = K1(y) and that g11 satisfy the K0 - Bessel
equation:
yg′′11 + g
′
11 − yg11 = 0,
i.e. g11 = K0(y).
To make complete our discussion of the off-critical Ising model we have to mention that as
in the conformal case the WI’s (5.17), (5.18) are fixing uniquely the 2- and 3-point functions
only. The calculation of, say, the 4- point function (using only the symmetries of the model)
requires more information about the representations of the algebra (5.13), (5.16) we are
using. One could expect that the null-vector conditions for the off-critical Virasoro algebra
spanned by L
(2s)
−2s+2, L0 and L¯
(2s)
−2s+2 will be sufficient to fix uniquely the corresponding 4-
point functions (M +N = 4).
As a generalization, let us consider a k = 1 O(n)-WZW models which represent free
fermions [100]. Their massive perturbation is described by the action:
S =
∫
1
2
(
iψ
i 6∂ψi +mψiψi
)
d2z. (5.21)
Our problem is to construct explicitly all the conserved charges of the models given by
(5.21), i.e. - O(n)-Majorana massive fermions ψ
i
(z, z) (i = 1, · · · , n). One could expect
that the case of n massive fermions in the O(n)-vector representation is a straightforward
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generalization of the results for one massive fermion. There exist however few important
differences. The first is that together with T2s = δijT
ij
2s and J
ij
2s−1 we have to consider all
components of the symmetric conserved tensor T ij2s. The second very important point is that
the algebra of the standard conserved charges:
P ijs =
∫
T ij2sdz −
∫
θij2s−2dz , P
ij
s =
∫
T
ij
2sdz −
∫
θij2s−2dz (5.22)
Qijs =
∫
J ij2s−1dz −
∫
θ˜ij2s−3dz , Q
ij
s =
∫
J
ij
2s−1dz −
∫
θ˜ij2s−3dz
is nonabelian. Its abelian subalgebra is spanned by Ps = δijP
ij
s and P s = δijP
ij
s . In order
to find this algebra, it is better to realize P ijs , Q
ij
s etc in terms of differential operators.
Following the standard massive fermion technology we start with the conserved tensors:
T ij2s = ψ
i∂2s−1ψj + ψj∂2s−1ψi , T ij2 =
1
2
(ψi∂ψj + ψj∂ψi) (5.23)
J ij2s−1 =
1
2
(
ψi∂2s−2ψj − ψj∂2s−2ψi)
and similar expressions for T
ij
2s and J
ij
2s−1. Using the equations of motion:
∂ψk = mψ
k
, ∂ψ
k
= −mψk
one can show that (5.23) are indeed conserved tensors. Using as before the formal identity
∂ = −m2∂−1, one can write (m2)−sQijs ≡ Q˜ijs and (m2)−sQ
ij
s ≡ Q˜ij−s as a unique object
Q˜ijs (−∞ ≤ s ≤ ∞). One can show that the latter generates the O(n)-Kac-Moody algebra.
The total algebra is a subalgebra GL(n,R)mod 2 of the ĜL(n,R)-Kac-Moody algebra spanned
by P˜ ij2s−1 ≡ P ijs and Q˜ij2s = Qijs , i.e. the closed subalgebra of symmetric generators P ij with
odd indices and antisymmetric generators Qij with even indices.
Following the previous discussion we are interested mainly in the possible Virasoro subal-
gebras of full algebra of symmetries. How to construct the Virasoro charges for one massive
fermion we already know from the off-critical Ising model case. In order to generalize it for
the O(n)-massive fermions we have to find specific combinations of the “higher momenta” of
the T ij2s, J
ij
2s−1, θ
ij and θ˜ij to be conserved. It turns out that we can construct (4s− 3)n(n+1)
2
new symmetric charges L
ij(2s)
−n , L
ij(2s)
−n (0 ≤ n ≤ 2s − 1) and (4s − 5)n(n−1)2 antisymmetric
ones Q
ij(2s−1)
−k , Q
ij(2s−1)
−k (0 ≤ k ≤ 2s − 2) for each s = 2, 3, · · · . The simplest one is the
generalization of the Lorentz rotation L0 =
1
2
δijLij0 :
Lij0 =
∫
(zT ij2 + zθ
ij)dz −
∫
(zT
ij
2 + zθ
ij)dz .
The next ones are straightforward O(n)-matrix generalizations of the corresponding one
fermion charges L
(2s)
−2s+2 =
1
2
δijL
ij(2s)
−2s+2 and we can take them in the following differential
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form: [
L
ij(2s)
−2s+2, ψ
k(z, z)
]
= −i(δikδjl + δilδjk)
(
z∂ − z∂ − 2s− 1
2
)
∂2s−2ψl (5.24)[
L
ij(2s)
−2s+2, ψ
k(z, z)
]
= −i(δikδjl + δilδjk)
(
z∂ − z∂ + 2s− 3
2
)
∂
2s−2
ψl
The proof that they are indeed the conserved charges we are looking for is again based on
the fact that they do generate new symmetries of the action (5.21), i.e.
[L
ij(2s)
−2s+2, S] = 0 = [L
ij(2s)
−2s+2, S].
The question about the algebra of these new symmetries is now in order. By direct
calculations, using (5.24) one can see that L
ij(2s)
−2s+2 and L
ij(2s)
−2s+2 does not close an algebra. It
is necessary to consider together with them the first momenta Q
ij(2s−1)
−2s+3 of the current J
ij
2s−1.
Before doing this we should mention that the traces L(L¯)
(2s)
−2s+2 =
1
2
δijL(L¯)
ij(2s)
−2s+2 do close
an algebra which coincides with the off-critical Virasoro algebra Vc of the off-critical Ising
model. One could wonder what is then the algebra of Q˜ijs and these Virasoro generators:
Vk =
1
4
(−m2)kδijLij(2k+2)−2k , V−k =
1
4
(−m2)kδijLij(2k+2)−2k .
As one could expect, the result of simple computations is the larger current algebra Vc ⊂×Ôn:[
Vm1 , Vm2
]
= (m1 −m2)Vm1+m2 +
n
24
m1(m
2
1 − 1)δm1+m2 (5.25)[
Vm1 , Q˜
ij
m2
]
= −m2Q˜ijm1+m2[
Q˜ijm1 , Q˜
kl
m2
]
= δikQ˜jlm1+m2 + δ
jlQ˜ikm1+m2 − δilQ˜jkm1+m2 − δjkQ˜ilm1+m2 +
+
n
2
m1δm1+m2(δ
ikδjl − δilδjk).
We have enlarged in this way the known symmetries of the action (5.21) to the Vc ⊂×Ô(n)-
algebra.
Turning back to our problem of constructing the first momenta of the current J ij2s−1 we
arrive at the following general differential form for Q(Q¯)
ij(2s−1)
−2s+3 :[
Q
ij(2s−1)
−2s+3 , ψ
k(z, z)
]
= −i(δikδjl − δilδjk)(z∂ − z∂ − s+ 1)∂2s−3ψl(z, z) (5.26)[
Q
ij(2s−1)
−2s+3 , ψ
k(z, z)
]
= −i(δikδjl − δilδjk)(z∂ − z∂ + s− 2)∂2s−3ψl(z, z).
Considering Q(Q¯)
ij(2s−1)
−2s+3 together with L(L¯)
ij(2s)
−2s+2, Q(Q¯)
ij
s ≡ Q(Q¯)ij(2s−1)−2s+2 , P (P¯ )ijs ≡
L(L¯)
ij(2s)
−2s+1 we are expecting them to close an algebra. However this is not the case. One
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can easily check using (5.26) that the commutator [Q
ij(2s1−1)
−2s1+3 , Q
kl(2s2−1)
−2s2+3 ] contains higher mo-
menta of J ij2s−1 and T
ij
2s as well. Therefore the algebra of the first momenta of T
ij
2s and J
ij
2s−1
is not closed. Involving the higher momenta of T ij2s , J
ij
2s−1 we are constructing in this way
an algebra of the W∞(Ĝn)-type. We address here the question about its subalgebras. Up to
now we have constructed two such subalgebras: ĜL(n,R)mod2 and Vir ⊂×Ô(n) of eq. (5.25).
Deriving the missing commutator:[
Vm1 , P˜
ij
m2
]
= −(m2 − 1/2)P˜ ijm1+m2
we can unify them in an unique current algebra, namely: Vir ⊂×ĜL(n,R)mod2. Are there
more subalgebras of this type? As in the cases of one and two fermions one could expect
to find two incomplete (n ≥ −1) Virasoro subalgebras. In our case they are generated by a
specific combination of δijL(L¯)
ij(2k)
−s+1 and δ
ijL(L¯)ij−1 ≡ P (P¯ )1:
(−−)
L n =
[
z∂ − z∂ ± 1/2]
n+1
(−−)
∂
n
.
Do they have an Ô(n)-Kac-Moody counterpart? Actually, one can easily guess the general
form of the Ô(n) generators:
(Qijs )kl = (Qij0 )kl
[
z∂ − z∂ − 1]
n
∂n , n ≥ 0 (5.27)
which indeed close Ô(n)-Kac-Moody algebra. Similarly, the conserved charges:
(Qijs )kl = (Qij0 )kl
[
z∂ − z∂]
n
∂
n
, n ≥ 0
generate one more Ô(n)-current algebra. These two algebras however do not mutually com-
mute.
The algebras of symmetries of (5.21) we have described up to now are sufficient for the
calculation of the correlation functions. We shall mention here the following simple and
remarkable fact: the Q
ij(3)
−1 (or Q
ij(3)
−1 ) W.I.’s for the 2-point function:
glm(z1, z2|z1, z2) =
〈
ψl(z1, z1)ψ
m(z2, z2)
〉
coincide with the K1-Bessel equation.
Taking into account the Poincare´ invariance (i.e., L0, L(L¯)−1 = 12δ
ijL(L¯)ij−1) we get:
glm(z1, z2|z1, z2) = δlm
√
z12
z12
K(x) , x =
√
−4m2z12z12.
We next require the Q
ij(3)
−1 -Ward identity:〈
Q
ij(3)
−1 ψ
l(z1, z1)ψ
m(z2, z2)
〉
= 0 .
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As a consequence of (5.26) and Q
ij(3)
−1 -invariance of the vacua we obtain the following equa-
tion: (
z12 +
2
m2
∂12 +
1
m2
z12∂
2
12
)√
z12
z12
K(x) = 0
which is equivalent to the K1-Bessel equation:
x2K ′′(x) + xK ′(x)− (x2 + 1)K(x) = 0.
5.2 Quantum inverse scattering description of conformal minimal
models
In this Section we present an alternative description of CFT which is a variation of the
quantum inverse scattering method. The basic objects are the monodromy matrix and its
trace generating the integrals of motion and encoding the basic CFT data. It is known
[87, 88] that the A
(1)
1 KdV system describes the classical limit (c → −∞) of the 2D CFT.
There exists one more possible description of this theory. It is based on the generalized KdV
system attached to A
(2)
2 which also yields the classical limit of Virasoro as Poisson bracket
structure.
Consider the generalized KdV equations corresponding to the two vertices c0 and c1 of
the Dynkin diagram of A
(2)
2 in the Drinfeld-Sokolov [86] classification:
c0 : ∂tU = ∂
5
uU + 5U∂
2
uU + 5∂uU∂
2
uU + 5U
2∂uU
c1 : ∂tU = ∂
5
uU + 10U∂
3
uU + 25∂uU∂
2
uU + 20U
2∂uU (5.28)
As the usual KdV, both equations (5.28) are Hamiltonian. Their second Hamiltonian struc-
tures are associated with the Hamiltonians:
H(0) = 3(∂uU)
2 − 16U3 , H(1) = 3(∂uU)2 − U3.
Here and in the following, the superscript in parenthesis (0) and (1) refer to the c0 and c1
cases respectively. The crucial observation is that the Poisson bracket algebra of the fields
U(u) corresponding to these two second hamiltonian structures coincides with the classical
(c→ −∞) limit of the Virasoro algebra:
{U(u), U(v)} = 2(U(u) + U(v))δ′(u− v) + δ′′′(u− v). (5.29)
The systems (5.28) describe isospectral deformations of third order differential operators:
L(0) = ∂3u + U∂u + ∂uU − λ3 , L(1) = ∂3u + U∂u − λ3. (5.30)
Eqs. (5.28) can be obtained directly by reduction of the Boussinesq equation, which de-
scribes the classical limit of CFT having extended W3-algebra symmetry [88]. There are two
consistent reductions of Boussinesq equation: W = ∂uU and W = 0, leading to the first and
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second equation of (5.28) respectively. However this observation is valid only at the clas-
sical level, since (A
(2)
2 )q, which is relevant for the quantum case, is an essentially nonlinear
deformation of A
(2)
2 , and not just a twist of (A
(1)
2 )q. Being integrable, the equations (5.28)
possess an infinite number of conserved IM I
(i)
s , i = 0, 1 having spin s = 1, 5 mod 6 [29]. One
can compute them using the Lax pair representations of (5.28) and show that the Poisson
bracket algebra they close is abelian {I(i)k , I(i)l } = 0, i = 0, 1. These IM should obviously
be the classical limit of the corresponding quantum conserved charges of CFT, and indeed
they happen to coincide with the classical limit of the quantum IM written in [88] for the
Boussinesq system, once the reductions W = ∂uU (for c0) and W = 0 (for c1) are enforced.
Let us consider the first order matrix realization of (5.30):
L = ∂u − φ′(u)h− (e0 + e1) (5.31)
where φ(u) is related to U(u) by the Miura transformation [111] U(u) = −φ′(u)2 − φ′′(u).
Written in the canonical gradation of A
(2)
2 [86] eq.(5.31) defines the Lax representation for
the generalized modified KdV (mKdV) corresponding to the algebra A
(2)
2 and h, e0, e1 are
the Cartan-Chevalley generators of A
(2)
2 level 0 algebra:
e0 =
 0 0 λ0 0 0
0 0 0
 , e1 =
 0 0 0λ 0 0
0 λ 0
 , h =
 1 0 00 0 0
0 0 −1
 (5.32)
By choosing instead to represent the h, e0, e1 matrices in the two possible standard gradations
(c0 or c1), one obtains that the first component of eq.(5.31) satisfies the first and second of
(5.30) respectively.
The expressions (5.30) are obtained if one takes h, e0, e1 in the fundamental representation.
One can however give meaning to (5.31) for general representations of A
(2)
2 . The irreducible
representations πs relevant here are labelled by an integer s ≥ 0. From the solution to the
equation LΨ(u) = 0, the monodromy matrix can be easily written:
Ms(λ) = πs
{
e2πikhP expλ
∫ 2π
0
du(e−2φ(u)e0 + eφ(u)e1)
}
. (5.33)
Its “improved” form Ls(λ) = πs(e
−iπkh)Ms(λ) satisfies the Poisson bracket algebra:
{Ls(λ) ⊗, Ls′(µ)} = [rs,s′(λµ−1),Ls(λ)⊗ Ls′(µ)] (5.34)
where rs,s′ is the classical r-matrix associated with A
(2)
2 [101]. It follows from (5.34) that the
trace of the monodromy matrix Ts(λ) = TrMs(λ) closes an abelian Poisson bracket algebra
{Ts(λ),Ts′(µ)} = 0 (5.35)
One can check that this T-operator in the fundamental representation (T1) is indeed the
generating function of the infinite number of classical IM of the A
(2)
2 mKdV.
144
Let us turn now to the quantum case. The quantization procedure [102] consists essentially
in using the quantum deformations (A
(2)
2 )q± instead of A
(2)
2 , where:
q± = eiπβ
2
± , β± =
√
1− c
24
±
√
25− c
24
, β+ =
1
β−
and a free scalar field:
φ(u) = Q+ Pu+ i
∑
n 6=0
an
n
einu (5.36)
[Q,P ] = i
β2±
2
, [an, am] =
β2±
2
nδn,−m.
The Miura transformation translates, at the quantum level, into the celebrated Feigin-Fuchs
construction of the CFT through the screened free boson (5.36):
− β2±T (u) =: φ′(u)2 : +(1− β2±)φ′′(u) +
β2±
24
.
Following [102, 80] we define the quantum monodromy matrix and the L-operator as follows
Ls(λ) = πs
{
eiπPhP exp λ
∫
du(: e−2φ : qhe0+ : eφ : q−h/2e1)
}
, (5.37)
Ms(λ) = πs(e
iπPh)Ls(λ)
where φ(u) is a free massless scalar field like (5.36), and e0, e1, h are now Cartan-Chevalley
generators of the affine quantum algebra (A
(2)
2 )q for q = e
iπβ2 :
[ei, fj] = δij[hj ] , [hi, ej ] = aijej , [hi, fj ] = −aijfj , i, j = 0, 1
h = h0 = −2h1 , a00 = a11 = 2 , a01 = −4 , a10 = −1
where [a] = q
a−q−a
q−q−1 . We shall comment later on the relation between β and c. Similarly to
the classical case we can give meaning to (5.37) in any irreducible representation of (A
(2)
2 )q.
We briefly describe here these representations. Denote the basic vector of the represen-
tation πs as |j,m〉, j = 0, 12 , 1, ..., s2 , m = −j,−j + 1, ..., j. We define the action of the
generators of (A
(2)
2 )q on this basis by:
h|j,m〉 = 2m|j,m〉
e0|j,m〉 =
√
[j −m][j +m+ 1]|j,m+ 1〉
f0|j,m〉 =
√
[j +m][j −m+ 1]|j,m− 1〉 (5.38)
e1|j,m〉 =
√
e(j)[j −m+ 1]|j + 1
2
, m− 1
2
〉+
√
e(j − 1
2
)[j +m]|j − 1
2
, m− 1
2
〉
f1|j,m〉 =
√
e(j)[j +m+ 1]|j + 1
2
, m+
1
2
〉+
√
e(j − 1
2
)[j −m]|j − 1
2
, m+
1
2
〉
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and:
e(j) =
[j + 1][j + 1
2
]
[1
2
][2j + 2][2j + 1]
{[s
2
+ 1] + [
s
2
+
1
2
]− [j + 1]− [j + 1
2
]}
is the solution of the recursive equation:
[2j]
[j]
e(j − 1
2
)− [2j + 2]
[j + 1]
e(j) = 1 , e(
s
2
) = 0. (5.39)
One can verify by direct calculation that the definition (5.38) indeed ensures the closing of
the (A
(2)
2 )q algebra provided (5.39) is satisfied.
Let us now return to the operator (5.37). It can be shown that Ls(λ) so constructed
satisfies the quantum Yang-Baxter equation:
Rss′(λµ
−1)(Ls(λ)⊗ 1)(1⊗ Ls′(µ)) = (1⊗ Ls′(µ))(Ls(λ)⊗ 1)Rss′(λµ−1) (5.40)
where now Rss′ is the quantum R-matrix associated with (A
(2)
2 )q.
The definition (5.37) is understood in terms of power series expansion in λ:
Ls(λ) = πs
{
eiπPh
∞∑
k=0
λk
∫
2π≥u1≥...≥uk≥0
du1...dukK(u1)...K(uk)
}
(5.41)
where:
K(u) =: e−2φ(u) : qhe0+ : eφ(u) : q−h/2e1
Similarly to the case considered in [80] an estimate of the singularity properties of the
integrands shows that the integrals in (5.41) should be convergent for β2 < 1
2
and need
regularization for β2 ≥ 1
2
. The analytic properties of the eigenvalues of Ts are strongly
influenced by this regularization.
A direct consequence of (5.40) is that the trace of the quantum monodromy matrix:
Ts(λ) ≡ TrMs(λ) (5.42)
defines a commuting operator [Ts(λ),Ts′(µ)] = 0 which is the generator of quantum local
and non-local IM. In the case of the fundamental representation π1, one easily computes
T1(λ) in terms of power series expansion around λ = 0:
T1(λ) = 2 cos 2πP +
∞∑
n=1
λ3nQn (5.43)
where:
Qn = q
3n/2
∫
2π≥u1≥...≥u3n≥0
du1...du3n × (5.44)
× {e2iπP : e−2φ(u1) :: eφ(u2) :: eφ(u3) : ... : e−2φ(u3n−2) :: eφ(u3n−1) :: eφ(u3n) :
+ e−2iπP : eφ(u1) :: eφ(u2) :: e−2φ(u3) : ... : eφ(u3n−2) :: eφ(u3n−1) :: e−2φ(u3n) :
}
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are the non-local IM. As a consequence of (5.43), T1(λ) is an entire function of λ
3. One can
show that it also exhibits an essential singularity at infinity. The analysis of the correspond-
ing asymptotic expansion should involve a hard Bethe Ansatz calculation. Our expectation,
of course, is that the coefficients in this expansion should be given by the quantum version
of the local IM [88].
In the general case, eq.(5.42) can be computed using the so-called R-fusion procedure
[103]. Here we give only the first non-trivial terms in the λ-expansion:
Ts(λ) =
sin s+2
2
x sin s+1
2
x
sin x sin x
2
+ λ3As(x, a)Q1 +O(λ
6) (5.45)
where x = 2πP , a = πβ2 and:
As(x, a) =
s∑
l=0
1
8 sin x sin a sin a
4
[
sin(x− a)(l + 1)
sin(x− a) −
sin(x+ a)(l + 1)
sin(x+ a)
]
× cos
a
2
sin a
2
(s+ 3
2
)− cos a
2
sin a
2
(l + 1)
cos a
2
(l + 1) cos a
2
l
. (5.46)
One can show, using the explicit form (5.45) that Ts(λ) satisfies (at least to order λ
3) the
fundamental relation:
Ts(q
1/6λ)Ts(q
−1/6λ) = Ts+1(λ)Ts−1(λ) +Ts(q1/3β
2
λ). (5.47)
The very nice result is that this equation coincides with the one conjectured in a completely
different fashion in [104]. Conversely, it is interesting to note that, assuming (5.47) as correct
and expanding in λ, one gets, for each order in the expansion, new curious identities.
The possible choices of β in the (A
(2)
2 )q case are dictated by adapting the classical limit
of the A1 Feigin-Fuchs construction to the two possible choices of Miura transformations,
labeled by c0 and c1. Moreover, the classical limit can be realized in two ways, sending
β+ → ∞ or β− → ∞. This gives 4 possibilities in total. One can see that both operators∫ 2π
0
du : e−2φ : and
∫ 2π
0
du : eφ : commute with the IM [88]. Following the same reasoning as
in the A
(1)
1 case, if one chooses : e
−2φ : as screening operator, then : eφ : is the perturbing field.
The two parametrizations with β± correspond to the two possible choices for the screening
operator and give : eφ := φ1,2 and : e
φ := φ2,1 respectively. However, one is also free to
choose : eφ : as screening operator. This leads to the identification of : e−2φ : with φ1,5 for
β− and φ5,1 for β+.
In general (5.47) could be considered as a recursive relation for Ts(λ). For q root of
1 however the quantum group truncation operates and (5.47) becomes a closed system of
functional equations. This important fact allows one to do a crucial conjecture: the solutions
of (5.47) having the suitable asymptotic behavior and analytic properties (see [80] for details)
are the whole set of eigenvalues ts(λ) of Ts(λ) in the Hilbert space of the model. Therefore
the system (5.47), together with its analog presented in [80], provide a complete description
of the (chiral) Hilbert space of c < 1 RCFT’s, i.e. minimal models. These ideas were further
developed in [105]-[108].
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5.3 Expectation values of descendent fields in the Bullough-Dodd
model and related perturbed conformal field theories
The purpose of this Section is to calculate the VEV’s of the simplest non-trivial descendent
fields in the Bullough-Dodd (BD) model which is generally described by the following action
in the Euclidean space :
ABD =
∫
d2x
[ 1
16π
(∂νϕ)
2 + µebϕ + µ′e−
b
2
ϕ
]
. (5.48)
Here, the parameters µ and µ′ are introduced, as the two operators do not renormalize in
the same way, on the contrary to any simply-laced affine Toda field theory. This model has
attracted over the years a certain interest, in particular in connection with perturbed minimal
models : c < 1 minimal CFT perturbed by the operators Φ12, Φ21 or Φ15 can be obtained by a
quantum group (QG) restriction of imaginary Bullough-Dodd model [81, 82, 36] with special
values of the coupling. We will use this property to deduce the VEV’s of the descendents in
the following perturbed minimal models :
A = Mp/p′ + λ
∫
d2xΦ12 , (5.49)
Aˆ = Mp/p′ + λˆ
∫
d2xΦ21 (5.50)
or A˜ = Mp/p′ + λ˜
∫
d2xΦ15 , (5.51)
where we denote respectively Φ12, Φ21 and Φ15 as specific primary operators of the unper-
turbed minimal model Mp/p′ and the parameters λ, λˆ and λ˜ characterize the strength of
the perturbation.
Similarly to the ShG model [109], the BD model can be regarded as a relevant perturbation
of a Gaussian CFT. We remind that in this free field theory, the field is normalized such
that:
< ϕ(z, z)ϕ(0, 0) >Gauss= −2 log(zz).
and we have the classical equation of motion :
∂∂ϕ = 0. (5.52)
Instead of considering the action (5.48) we turn directly to the case of an imaginary coupling
constant which is the most interesting for our purpose. The perturbation is then relevant if
0 < β2 < 1 (b = iβ). Although the model (5.48) for real coupling is very different from the
one with imaginary coupling in its physical content, there are good reasons to believe that
the expectation values obtained in the real coupling case provide also the expectation values
for the imaginary coupling. The calculation of the VEVs in both cases (b real or imaginary)
within the standard perturbation theory agree through the identification b = iβ [36]. With
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this substitution in (5.48), the general short distance OPE for two arbitrary primary fields
eiα1ϕ(x) and eiα2ϕ(y) takes the form :
eiα1ϕ(x)eiα2ϕ(y) =
∞∑
n=0
{
Cn,0α1α2(r)e
i(α+nβ)ϕ(y) + ...
}
+
∞∑
n=1
{
C ′ n,0α1α2(r)e
i(α−nβ
2
)ϕ(y) + ...
}
+
∞∑
n=1
{
Dn,0α1α2(r)e
i(α+(n− 1
2
)β)ϕ(y) + ...
}
(5.53)
where α = α1+α2, r = |x− y| and the dots in each term stand for the contributions of the
descendants of each field. The different coefficients in eq. (5.53) are computable within the
conformal perturbation theory (CPT) [34, 3]. We obtain :
Cn,0α1α2(r) = µ
nr4α1α2+4nβ(α1+α2)+2n(1−β
2)+2n2β2fn,0α1α2
(
µ(µ′)2r6−3β
2)
; (5.54)
C ′ n,0α1α2(r) = µ
′nr4α1α2−2nβ(α1+α2)+2n(1−
β2
4
)+n
2β2
2 f ′n,0α1α2
(
µ(µ′)2r6−3β
2)
;
D n,0α1α2(r) = µ
′µnr4α1α2+4(n−
1
2
)β(α1+α2)+2n(1−2β2)+2+2n2β2gn,0α1α2
(
µ(µ′)2r6−3β
2)
where any function h ∈ {f, f ′, g} admits a power series expansion :
hn,0α1α2(t) =
∞∑
k=0
hn,0k (α1, α2)t
k. (5.55)
Each coefficient in (5.54) is expressed in terms of Coulomb type integrals. The corresponding
leading terms are respectively given by :
fn,00 (α1, α2) = jn(α1β, α2β, β
2) for n 6= 0 ; (5.56)
f ′n,00 (α1, α2) = jn(−
α1β
2
,−α2β
2
,
β2
4
) ;
gn,00 (α1, α2) = Fn,1(α1β, α2β, β2)
where we introduced the Dotsenko-Fateev integrals jn(a, b, ρ) and Fn,m(a, b, ρ) [3]. The
integrals jn(a, b, ρ) have been evaluated explicitly in [3] with the result :
jn(a, b, ρ) = π
n
(
γ(ρ)
)−n n∏
k=1
γ(kρ)× (5.57)
n−1∏
k=0
γ(1 + 2a+ kρ)γ(1 + 2b+ kρ)γ(−1− 2a− 2b− (n− 1 + k)ρ).
As we already mentioned, the next sub-leading terms in (5.53) involve the descendent fields.
There are four independent second-level descendent fields in BD :
(∂ϕ)2(∂ϕ)2eiαϕ ; (∂ϕ)2(∂
2
ϕ)eiαϕ ; (5.58)
(∂2ϕ)(∂ϕ)2eiαϕ ; (∂2ϕ)(∂
2
ϕ)eiαϕ.
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Similarly to the SG (or ShG) case, using (5.52) it is easy to show that linear combinations of
these descendent fields can be written in terms of total derivatives of local fields. As a result,
the VEVs of the composite fields (5.58) can all be expressed in terms of a single VEV, say :
< (∂ϕ)2(∂ϕ)2eiαϕ >BD . (5.59)
Let us make an important observation. The second sub-leading terms in the OPE (5.53)
appear to be the third order descendants of the primary fields. Analogously to the pre-
vious discussion linear combinations of them can be expressed in terms of total deriva-
tives of some local fields. As before, all the corresponding VEVs can be expressed through
< (∂ϕ)3(∂¯ϕ)3eiαϕ >. Unlike the SG case, it is non-vanishing due to the absence of a con-
served charge of spin 3 in the BD model. We will consider in more details this VEV later in
this Section.
One can now write the short-distance expansion for the two-point function :
Gα1α2(r) =< eiα1ϕ(x)eiα2ϕ(y) >BD with r = |x− y|
by taking the expectation value of the r.h.s. of the OPE (5.53) in the BD model with
imaginary coupling. Due to the previous discussion, the first non-vanishing contribution of
the VEVs of lowest descendent fields in the r.h.s. of the VEV of (5.53) correspond to the
following terms :
Cn,2α1α2(r) < (∂ϕ)
2(∂ϕ)2ei(α+nβ)ϕ >BD ;
C ′ n,2α1α2(r) < (∂ϕ)
2(∂ϕ)2ei(α−
nβ
2
)ϕ >BD ;
Dn,2α1α2(r) < (∂ϕ)
2(∂ϕ)2ei(α+(n−
1
2
)β)ϕ >BD ,
respectively. These coefficients also admit expansion similar to eqs. (5.54), (5.55) and (5.56).
Finally, the short-distance (r → 0) expansion of the two-point correlation function in the
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BD model with imaginary coupling writes :
Gα1α2(r) = Gα1+α2r4α1α2
{
1 + F1,2(α1β, α2β, β2)µ(µ′)2r6−3β2 + (α1α2)
2
4
H(α1 + α2)r4
−α
2
1α
2
2(α1−α2)2
144
K(α1 + α2)r6 +O
(
µ2(µ′)4r12−6β
2)}
+
∞∑
n=1
µnr4α1α2+4nβ(α1+α2)+2n(1−β
2)+2n2β2jn(α1β, α2β, β
2)
× Gα1+α2+nβ
{
1 + O
(
µ(µ′)2r6−3β
2)}
+
∞∑
n=1
µ′nr4α1α2−2nβ(α1+α2)+2n(1−
β2
4
)+n
2β2
2 jn(−α1β
2
,−α2β
2
,
β2
4
) (5.60)
× Gα1+α2−nβ2
{
1 + O
(
µ(µ′)2r6−3β
2)}
+
∞∑
n=1
µnµ′r4α1α2+4(n−
1
2
)β(α1+α2)+2n(1−2β2)+2+2n2β2Fn,1(α1β, α2β, β2)
× Gα1+α2+(n− 12 )β
{
1 + O
(
µ(µ′)2r6−3β
2)}
where we defined H(α) and K(α) by the ratios :
H(α) = < (∂ϕ)
2(∂ϕ)2eiαϕ >BD
< eiαϕ >BD
, (5.61)
K(α) = < (∂ϕ)
3(∂ϕ)3eiαϕ >BD
< eiαϕ >BD
(5.62)
and Gα =< eiαϕ >BD is the VEV of the exponential field in the BD model. A closed analytic
expression for this latter VEV has been proposed in [36]:
<eiαϕ>BD =
[µ′
µ
2
−β2
2 Γ(1 + β2)Γ(1− β2
4
)
Γ(1− β2)Γ(1 + β2
4
)
] 2α
3β
[mΓ(1− β2
6−3β2 )Γ(
2
6−3β2 )
2
2
3
√
3Γ(1
3
)
]−αβ+2α2
×
exp
[ ∫ +∞
0
dt
t
( sinh((2− β2)t)Ψ(t, α)
sinh(3(2− β2)t) sinh(2t) sinh(β2t) − 2α
2e−2t
)]
(5.63)
where:
Ψ(t, α) = − sinh(2αβt)( sinh((4− β2 − 2αβ)t)− sinh((2− 2β2 + 2αβ)t) +
sinh((2− β2 − 2αβ)t)− sinh((2− β2 + 2αβ)t)− sinh((2 + β2 − 2αβ)t)).
Its integral representation is well defined if :
− 1
2β
< Re(α) <
1
β
(5.64)
and obtained by analytic continuation outside this domain.
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It is then straightforward to obtain the result associated with the action (5.48) i.e. for
real values of the coupling constant b which follows from the obvious substitutions :
β → −ib; α1 → −ia1 ; α2 → −ia2 ; (5.65)
µ→ −µ ; µ′ → −µ′ .
In the (Gaussian) free field theory, the composite fields (5.58) are spinless with scale dimen-
sion :
D ≡ ∆+∆ = 2α2 + 4. (5.66)
For generic value of the coupling β some divergences arise in the VEVs of the fields (5.58)
due to the perturbation in (5.48) with imaginary coupling. They are generally cancelled
if we add specific counterterms which contain spinless local fields with cutt-off dependent
coefficients. For 0 < β2 < 1 the perturbation becomes relevant and a finite number of lower
scale dimension couterterms are then sufficient. However, this procedure is regularization
scheme dependent, i.e. one can always add finite counterterms. For generic values of α
this ambiguity in the definition of the renormalized expression for the fields (5.58) can be
eliminated by fixing their scale dimensions to be (5.66). In the BD model with imaginary
coupling, this situation arises if two fields, say Oα and Oα′ , satisfy the resonance condition :
Dα = Dα′ + 2n(1− β2) + 2m(1− β
2
4
) with (n,m) ∈ N
associated with the ambiguity :
Oα −→ Oα + µnµ′mOα′ . (5.67)
In this specific case one says that the renormalized field Oα has an (n|m)-th resonance [109]
with the field Oα′ . Due to the condition (5.64) and using (5.66) we find immediately that a
resonance can appear between the descendent field (∂ϕ)2(∂¯ϕ)2eiαϕ and the following primary
fields :
(i) ei(α+β)ϕ i.e. (n|m) = (1|0) for α = 1
2β
; (5.68)
(ii) ei(α+2β)ϕ i.e. (n|m) = (2|0) for α = −β
2
;
(iii) ei(α−β)ϕ i.e. (n|m) = (0|2) for α = β
4
;
(iv) ei(α+
β
2
)ϕ i.e. (n|m) = (1|1) for α = β .
If we now look at the expression (5.60), we notice that the contribution (5.61), brought by
the second level descendent field, and that of any of the exponential fields in (i), (ii), (iii)
and (iv), have the same power behaviour in r (r4α1α2+4) at short-distance for the corre-
sponding values of α in (5.68). The integrals which appear in these contributions and their
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corresponding poles are, respectively :
j1(α1β, α2β, β
2) with the pole α =
1
2β
; (5.69)
j2(α1β, α2β, β
2) with the pole α = −β
2
;
j2(−α1β
2
,−α2β
2
,
β2
4
) with the pole α =
β
4
;
F1,1(α1β, α2β, β2) with the pole α = β .
By analogy with the SG (or ShG) model, one expects that the VEV (5.61) (and similarly
for the real coupling case) exhibits, at least, the same poles in order that the divergent con-
tributions compensate each other. This last requirement leads for instance to the relations:
(i′) Resα= 1
2β
H(α) = 8πβ3µGα+βGα |α= 12β ; (5.70)
(ii′) Resα=−β
2
H(α) = −32π2β3µ2γ(2β
2)
γ(β2)
γ(−1 − β2)Gα+2βGα |α=−β2 ;
(iii′) Resα=β
4
H(α) = 4π2β3µ′2γ(β
2/2)
γ(β2/4)
γ(−1− β2/4)Gα−βGα |α=β4 ;
(iv′) Resα=βH(α) = − 4
(α1α2)2
µµ′
Gα+β
2
Gα |α=βResα=β F1,1(α1β, α2β, β
2) .
These last conditions will be used to fix the normalization of the VEV (5.61). Let us now
turn to the evaluation of (5.61) which plays an important role in the two-point function
(5.60).
The BD model (5.48) can be regarded as two different perturbations of the Liouville field
theory [36]. First, one can consider the Liouville action :
A(1)L =
∫
d2x
[ 1
16π
(∂νϕ)
2 + µebϕ
]
. (5.71)
The perturbation is then identified with e−
b
2
ϕ. Alternatively, we can take :
A(2)L =
∫
d2x
[ 1
16π
(∂νϕ)
2 + µ′e−
b
2
ϕ
]
(5.72)
as the initial action and consider ebϕ as a perturbation. Using the first picture, the holomor-
phic stress-energy tensor :
T (z) = −1
4
(∂ϕ)2 +
Q
2
∂2ϕ (5.73)
ensures the local conformal invariance of the Liouville field theory (5.71) and similarly for the
anti-holomorphic part. The exponential fields eaϕ are spinless primary fields with conformal
dimension :
∆ = a(Q− a).
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The property of reflection relations which relates operators with the same quantum numbers
is a characteristic of the CFT. Using the conformal perturbation theory (CPT) framework,
one expects that similar relations are also satisfied in the perturbed case (5.48). With the
change b→ −b/2 in (5.73) and using the second picture (5.72), one assumes that the VEV
of the exponential field < eaϕ >BD satisfies simultaneously the following two functional
equations:
< eaϕ >BD = R(a) < e
(Q−a)ϕ >BD ; (5.74)
< e−aϕ >BD = R′(a) < e(−Q
′+a)ϕ >BD
with:
Q =
1
b
+ b and Q′ =
2
b
+
b
2
. (5.75)
The functions R(a), R′(a) are the “reflection amplitudes”. An exact expression for R(a)
was presented in [23]. R′(a) is obtained from R(a) by the substitutions b → b
2
and µ → µ′.
Under certain assumptions about the analytic properties of the VEV, the system (5.74) was
solved and the VEV for these exponential fields was derived in [36].
Let us denote the descendent fields :
L[n]L[m]e
aϕ ≡ L−n1 ...L−n1L−m1 ...L−mKeaϕ (5.76)
where [n] = [−n1, ...,−nN ] and [m] = [−m1, ...,−mK ] are arbitrary strings and Ln, Ln
are the standard Virasoro generators. The descendent fields (5.76) and the ones obtained
after the reflection a→ Q− a possess the same quantum numbers. Consequently, using the
arguments of [36, 109] based on the CPT framework, one also expects that their VEVs in
the perturbed theory (5.48) satisfy the following “reflection relation” :
< L[n]L[m]e
aϕ >BD= R(a) < L[n]L[m]e
(Q−a)ϕ >BD . (5.77)
However, it is more convenient to use the basis :
(∂n1ϕ)...(∂nNϕ)(∂
m1
ϕ)...(∂
mK
ϕ)eaϕ. (5.78)
Using (5.52) we get:
< L−2L−2e
aϕ >BD=
1
16
(
1 + 2a(Q + 2a)
)2
< (∂ϕ)2(∂ϕ)2eaϕ >BD (5.79)
which leads to the following reflection relation :(
1 + 2a(Q + 2a)
)2
< (∂ϕ)2(∂ϕ)2eaϕ >BD=(
1 + 2(Q− a)(3Q− 2a))2 < (∂ϕ)2(∂ϕ)2e(Q−a)ϕ >BD
One can also consider the second picture (5.72) where the Liouville theory has coupling − b
2
instead of b and is perturbed by ebϕ. If we define the analytic continuation of (5.61) :
H(a) =
< (∂ϕ)2(∂ϕ)2eaϕ >BD
< eaϕ >BD
, (5.80)
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then the two different pictures provide us the following two functional relations :
H(a) =
[(2b+ 3/b− 2a)(3b+ 2/b− 2a)
(b+ 2a)(1/b+ 2a)
]2
H(Q− a), (5.81)
H(−a) =
[(b+ 6/b− 2a)(3b/2 + 4/b− 2a)
(b/2 + 2a)(2/b+ 2a)
]2
H(−Q′ + a).
Notice that these equations are invariant with respect to the symmetry b→ −2
b
with a→ −a
in agreement with the well-known self-duality of the BD-model.
As was shown above, the solution of these functional equations should exhibits, at least,
the poles (5.69) through the identification b = iβ and a = iα. Since the solution of (5.81) is
defined up to a multiplication constant, we naturally choose to fix it by imposing eqs. (5.70).
We find that the “minimal” solution which follows from these constraints is :
H(a) = −
[ mΓ( b2
h
)Γ( 2
h
)
Γ(1
3
)
√
3 22/3+3/2(Q+Q′)2
]4
× γ
2(1
3
)
γ(2b
2
h
)γ( 4
h
)
(5.82)
× γ(2ba + 4
h
)
γ
(−2ba− b2
h
)
γ
(2ba+ 3 + b2
h
)
γ
(−2ba− 1
h
)
× γ(−2ba + 2b2
h
)
γ
(2ba− 2
h
)
γ
(−2ba + 2 + 3b2/2
h
)
γ
(2ba− b2/2
h
)
where h = 6 + 3b2 is the “deformed” Coxeter number [110]. Here we have used the exact
relation between the parameters µ and µ′ in the action (5.48) and the mass of the particle
m [36]:
m =
2
√
3Γ(1/3)
Γ(1 + b2/h)Γ(2/h)
(− µπγ(1 + b2))1/h(− 2µ′πγ(1 + b2/4))2/h. (5.83)
It is easy to see (taking in account also (5.64))that for b = iβ and a = iα, H(α) possess
poles located at :
α0 ∈ {−β
2
,
1
2β
,
β
4
, β}. (5.84)
Accepting the conjecture (5.82) and using eq. (5.79) for a = 0 one can easily deduce for
instance :
< TT >BD ≡ < L−2L−2I >BD = −π2f 2BD (5.85)
where:
fBD =
m2
16
√
3 sin(πb
2
h
) sin(2π
h
)
is the bulk free energy of the BD model [36].
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Let us now turn to the computation of the expectation values of the descendent fields in
Φ12, Φ21 and Φ15 perturbed minimal models.
For imaginary value of the coupling b = iβ, µ→ −µ and µ′ → −µ′ the action of the BD
model (5.48) becomes complex. Whereas it is not clear if it can be defined as a QFT, this
model is known to be integrable and its S-matrix was constructed in [81]. It is known that
this model possess a quantum group symmetry Uq(A
(2)
2 ) with deformation parameter q = e
i pi
β2
[81]. An important role is played by one of its subalgebras Uq(sl2) ⊂ Uq(A(2)2 ). Following
[81], we can restrict the Hilbert space of states of the complex BD model at special values
of the coupling constant, more precisely when q is a root of unity, i.e. for :
β2 =
p
p′
or β2 =
p′
p
with 1 < p < p′
relative prime integers, in which case the complex BD is identified with the perturbed min-
imal models (5.49) or (5.50), respectively. In the following, Φlk will denote a primary field
of the minimal model Mp/p′.
It is then straightforward to get the VEV in the model associated with the action (5.49) :
< 0s|L−2L−2Φlk|0s >
< 0s|Φlk|0s > = −
[√3π(ξ + 2)MΓ(1 + 2+2ξ
3ξ+6
)
Γ(1
3
)22/3+1/2Γ( ξ
3ξ+6
)
]4 γ2(1/3)
γ(− 2ξ
3ξ+6
)γ(4+4ξ
3ξ+6
)
× W12((ξ + 1)l − ξk) (5.86)
where we denote:
ξ =
p
p′ − p. (5.87)
Here:
W12(η) = 1
ξ2(ξ + 1)2
× w(η; 5 + 4ξ, 4 + 2ξ, −1− 2ξ, 1 + ξ/2; 3ξ + 6)
and we introduce the useful notation :
w(η; a1, a2, a3, a4; g) =
4∏
i=1
γ
(ai + η
g
)
γ
(ai − η
g
)
.
We also use the particle-breather identification :
m = 2M sin
( πξ
3ξ + 6
)
. (5.88)
Here |0s > is one of the degenerate ground states of the QFT (5.49). Taking Φlk in (5.86)
to be the identity operator, it is easy to get :
< TT >= −π
2M4
48
sin2( πξ
3ξ+6
)
sin2(π(2ξ+2)
3ξ+6
)
.
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In the second restriction β2 = p′/p, which leads to the action (5.50). Along the same line
as for the Φ12 perturbation we obtain the following expression for the VEV in the model
associated with this action :
< 0s|L−2L−2Φlk|0s >
< 0s|Φlk|0s > = −
[√3π(1− ξ)MΓ(1− 2ξ
3−3ξ )
Γ(1
3
)22/3+1/2Γ(− ξ+1
3−3ξ )
]4 γ2(1/3)
γ(2ξ+2
3−3ξ )γ(
−4ξ
3−3ξ )
× W21((ξ + 1)l − ξk)
with:
W21(η) = 1
ξ2(ξ + 1)2
× w(η; 1− 4ξ, 2− 2ξ, 1 + 2ξ, 1/2− ξ/2; 3− 3ξ)
where |0s > is one of the degenerate ground states of the QFT (5.50).
Another subalgebra of Uq(A
(2)
2 ) is the subalgebra Uq4(sl2). One can again restrict the
phase space of the complex BD with respect to this subalgebra for a special value of the
coupling :
β2 =
4p
p′
with 2p < p′
relative prime integers. Then, for this value of the coupling, the BD model is identified with
the perturbed minimal model with the action (5.51). Taking the ratio of the VEV of the
descendent field of Φlk associated with the action (5.51) and the VEV of the primary field
itself, one obtains :
< 0s|L−2L−2Φlk|0s >
< 0s|Φlk|0s > = −
[mξΓ(1 + 1+ξ
3−3ξ )Γ(− 2ξ3−3ξ )
Γ(1
3
)
√
322/3+1/2
]4 γ2(1/3)
γ(− 4ξ
3−3ξ )γ(
2+2ξ
3−3ξ )
× W15((ξ + 1)l − ξk)
with:
W15(η) = 1
ξ2(ξ + 1)2
× w(η; ξ + 5, 4− 4ξ, −1− 5ξ, 1− ξ; 6− 6ξ) .
We want now to calculate the contribution of the VEV of the third level descendent fields
K(α) = <(∂ϕ)3(∂ϕ)3eiαϕ>BD
<eiαϕ>BD
(5.62) to (5.60).
In the (Gaussian) free field theory, the composite fields (∂ϕ)3(∂ϕ)3eiαϕ are spinless with
scale dimension:
D ≡ ∆+∆ = 2α2 + 6 . (5.89)
For 0 < β2 < 1 the perturbation is relevant and, similarly to the second level, a finite number
of lower scale dimension counterterms are sufficient to cancel the divergences arising in the
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VEVs of third level descendent fields. As before, we are looking for (n|n′) resonances with
some primary fields (5.67). One can easily find that a resonance can appear between the
third level descendent field (∂ϕ)3(∂¯ϕ)3eiαϕ and the following primary fields:
(i) ei(α−β)ϕ i.e. (n|n′) = (1|4) for α = 1
β
− β
2
; (5.90)
(ii) ei(α+3β)ϕ i.e. (n|n′) = (3|0) for α = −β ;
(iii) ei(α−
β
2
)ϕ i.e. (n|n′) = (0|1) for α = − 2
β
;
(iv) ei(α−
3β
2
)ϕ i.e. (n|n′) = (0|3) for α = β
2
.
If we now look at the expression (5.60), we notice that the contribution brought by the third
level descendent field in (5.62), and that of any of the exponential fields in (i), (ii), (iii) and
(iv), have the same power behavior in r (r4α1α2+6) at short-distance for the corresponding
values of α. The integrals which appear in these contributions are, respectively:
(i) F1,4(α1β, α2β, β2) , (ii) j3(α1β, α2β, β2) ,
(iii) j1(−α1β
2
,−α2β
2
,
β2
4
) , (iv) j3(−α1β
2
,−α2β
2
,
β2
4
) .
One can see that K(α) (and similarly for the real coupling case) exhibits the same poles in
order that the divergent contributions compensate each other. This last requirement leads
for instance to a set of relations for K(α). The third one reads:
α21α
2
2(α1 − α2)2
144
Resα=− 2
β
K(α) = µ′Gα−β/2Gα |α=− 2β Resα=− 2β j1(−
α1β
2
,−α2β
2
,
β2
4
) , (5.91)
which is used to fix the α-independent part (normalization) of K(α).
On the other hand, to determine the explicit form of the α-dependent part of K(α), we
use again the reflection relations method. The calculations go along the same line as for the
second level descendent. Consequently, if we denote:
K(a) =
〈(∂ϕ)3(∂ϕ)3eaϕ〉BD
〈eaϕ〉BD , (5.92)
then we obtain the following two functional relations:
K(a) =
[(b+ 1/b− a)(b+ 2/b− a)(2b+ 1/b− a)
a(a+ 1/b)(a + b)
]2
K(Q− a) , (5.93)
K(−a) =
[(b/2 + 2/b− a)(b/2 + 4/b− a)(b+ 2/b− a)
a(a + 2/b)(a+ b/2)
]2
K(−Q′ + a) .
Notice that these equations are invariant with respect to the symmetry b→ −2
b
with a→ −a
in agreement with the well-known self-duality of the BD-model. Assuming that K(a) is a
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meromorphic function in a, we find that the “minimal” solution which follows from (5.91),
(5.93) is:
K(a) = − 1
a2
[ mΓ( b2
h
)Γ( 2
h
)
Γ(1
3
)
√
3 2(Q+Q′)2
]6
γ
(2ba + b2 + 2
h
)
γ
(−2ba− 2
h
)
γ
(2ba− b2 + 4
h
)×
×γ(−2ba− 2b2
h
)
γ
(−2ba + 2b2 − 2
h
)
γ
(2ba− 4
h
)
γ
(−2ba + b2 + 2
h
)
γ
(2ba− b2
h
)
where h = 6 + 3b2 is the “deformed” Coxeter number [110]. Here we have used the exact
relation between the parameters µ and µ′ and the mass of the fundamental particle m [36].
Notice that K(a) is invariant under the duality transformation b→ −2/b as expected,
and contains all the expected poles. Accepting this conjecture and taking a = 0, we obtain
for instance:
〈L−3L−3I〉BD = − m
2
210/3
Γ2(1 + 2/h)Γ2(1 + b2/h)Γ2(2/3)
γ(1/2 + 2/h)γ(1/2 + b2/h)γ(1/3 + 6/h)γ(1/3 + 3b2/h)
f 2BD
where fBD is the bulk free energy of the Bullough-Dodd model, obtained in [36].
In the same way as above we can apply these results for the corresponding perturbed
conformal field theories. Let us consider, for example, the first case i.e. the Φpert ≡ Φ12
perturbation, obtained for β2 = p/p′ with 1 < p < p′ relative prime integers. Using the
particle-breather identification [36] m = 2M sin
(
πξ
3ξ+6
)
and parameter a = i
(
l−1
2β
− k−1
2
β
)
in
K(a) it is straightforward to get the VEV:
〈0s|L−3L−3Φlk|0s〉
〈0s|Φlk|0s〉 = −
[ 22/3πMΓ(2+2ξ
3ξ+6
)√
3Γ(1
3
)Γ( ξ
3ξ+6
)(1 + ξ)
]6 1
ξ2(1 + ξ)2(3ξ + 6)2
× γ(
η−4ξ−3
3ξ+6
)γ(−η−4ξ−3
3ξ+6
)γ(η+1+ξ
3ξ+6
)γ(−η+1+ξ
3ξ+6
)
γ(η+2ξ+3
3ξ+6
)γ(−η+2ξ+3
3ξ+6
)γ(η−2ξ+1
3ξ+6
)γ(−η−2ξ+1
3ξ+6
)
.
The calculations for the other perturbations are straightforward so we will not report them
here.
5.4 Hidden local, quasi-local and non-local symmetries in inte-
grable systems
As observed in [87, 88], the classical limit (c → −∞) of CFT’s is described by the second
Hamiltonian structure of the (usual) KdV which corresponds to A
(1)
1 in the Drinfeld-Sokolov
scheme [86].The KdV variable u(x, t) is related to the mKdV variable v(x, t) by the Miura
transformation u = −v2+ v′, which is the classical counterpart of the Feigin-Fuchs transfor-
mation [111]. In fact the mKdV equation is:
∂tv = −3
2
v2v′ − 1
4
v′′′ (5.94)
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and the mKdV field v = −φ′ is the derivative of the Darboux field φ. The equation (5.94) can
be re-written as a null curvature condition [∂t − At, ∂x − Ax] = 0 for connections belonging
to the A
(1)
1 loop algebra:
Ax = −vh + (e0 + e1),
At = λ
2(e0 + e1 − vh)− 1
2
[(v2 − v′)e0 + (v2 + v′)e1]− 1
2
(
v′′
2
− v3)h (5.95)
where the generators e0, e1, h are chosen in the fundamental representation and canonical
gradation of the A
(1)
1 loop algebra:
e0 = λE =
(
0 λ
0 0
)
, e1 = λF =
(
0 0
λ 0
)
, h = H =
(
1 0
0 −1
)
. (5.96)
Of special interest for us will be the so called transfer matrix which performs the parallel
transport along the x-axis, and is thus the solution of the associated linear problem:
∂xT (x;λ) = Ax(x;λ)T (x;λ). (5.97)
The formal solution of the previous equation is given by:
T (x, λ) = eHφ(x)P exp
(
λ
∫ x
0
dy(e−2φ(y)E + e2φ(y)F )
)
=
(
A B
C D
)
, (5.98)
where the expansions of the entries are:
A(x;λ) = eφ(x) +O(λ2) , B(x;λ) = λeφ(x)
∫ x
0
dye−2φ(y) +O(λ3),
C(x;λ) = A(−φ(x)) , D(x;λ) = B(−φ(x)). (5.99)
Note that the first terms of the expansion (5.99) are exactly the classical limits of the
two elementary vertex operators. Besides, the expression (5.98) defines T (x, λ) as an entire
function of λ with an essential singularity at λ =∞ where it is governed by the corresponding
asymptotic expansion. The two expansions give rise to different algebraic and geometric
structures, as we shall see below.
Let us first consider the regular expansion. In our case the formal solution (5.98) can be
expressed as an expansion in positive powers of λ with an infinite radius of convergence and
non-local coefficients (similarly to what we did in Section 5.2 for the A22 case):
T (x;λ) = eHφ(x)
∞∑
k=0
λk
∫
x≥x1≥x2≥...≥xk≥0
K(x1)K(x2)...K(xk)dx1dx2...dxk (5.100)
where K(x) = e−2φ(x)E + e2φ(x)F . After calculating the expression (5.100) for x = L and
taking the trace, we obtain the regular expansion for τ(λ) = trT (L;λ) in terms of the non-
local conserved charges in involution (we slightly changed the notations here with respect
to Section 5.2 where we had L = 2π and the trace was denoted as T (λ)). However, one
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may obtain a larger number of non-local conserved charges not in involution, i.e. so that the
charges commute with local hamiltonian of the mKdV (5.94) but not between themselves.
This can be carried out by means of the dressing techniques in the following way. By
assuming the regular expansion (5.100), let us construct the generic resolvent by dressing
one of the generators X = H,E, F (5.96):
ZX(x, λ) = (TXT−1)(x, λ) =
∞∑
k=0
λkZXk . (5.101)
ZX(x, λ) is clearly a resolvent for the operator L = ∂x − Ax (5.95) since by construction it
satisfies:
[L, ZX(x;λ)] = 0. (5.102)
The foregoing property of the resolvent assures that, once we define the gauge connection of
the dressing symmetries:
ΘXn (x;λ) = (λ
−nZX(x;λ))− =
n−1∑
k=0
λk−nZXk , (5.103)
the commutator [L,ΘXn (x;λ)] is of degree zero in λ. Therefore it is possible to construct the
gauge transformation:
δXn Ax = −δXn L = −[ΘXn (x;λ),L], (5.104)
δXn At = −[ΘXn (x;λ), ∂t − At],
which preserves the zero curvature condition by construction. It will also be a true symmetry
of the model in case the last term in (5.104) is proportional to H :
δXn Ax = Hδ
X
n φ
′. (5.105)
This depends, for X fixed, on whether n is even or odd. Indeed, by directly substituting the
regular expansion (5.100) in (5.101), one can obtain :
ZH2m(x) = a
H
2m(x)H , Z
H
2m+1(x) = b
H
2m+1(x)E + c
H
2m+1(x)F
ZE2n(x) = b
E
2n(x)E + c
E
2n(x)F , Z
E
2n+1(x) = a
E
2n+1(x)H
ZF2p(x) = b
F
2p(x)E + c
F
2p(x)F , Z
F
2p+1(x) = a
F
2p+1(x)H. (5.106)
The variation (5.104) can be explicitly calculated as:
δXn Ax = [Z
X
n−1, E + F ] (5.107)
and hence it is clear that ZXn−1 cannot contain any term proportional to H . The conclusions
are that:
• in the ΘHn case n, in (5.104), must be even,
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• in the ΘEn and ΘFn case n must conversely be odd.
Besides, it is possible to show by direct calculation that these infinitesimal transformation
generators form a representation of a (twisted) Borel subalgebra A1⊗C, (of the loop algebra
A
(1)
1 ):
[δXm , δ
Y
n ] = δ
[X,Y ]
m+n , X, Y = H,E, F. (5.108)
The first generators of this algebra are explicitly given by:
δE1 φ
′(x) = e2φ(x)
δF1 φ
′(x) = −e−2φ(x)
δH2 φ
′(x) = e2φ(x)
∫ x
0
dye−2φ(y) + e−2φ(x)
∫ x
0
dye2φ(y) (5.109)
and the rest are derived from these by commutation. Note that they are essentially non-local
(this is true also for the higher ones).
At this point we want to make an important observation. Consider the KdV variable x
as a space direction x− of some more general system (and ∂− ≡ ∂x as a space derivative).
Introduce the time variable x+and the corresponding evolution defining:
∂+ ≡ (δE−1 + δF−1). (5.110)
It is then obvious from (5.109) that the equation of motion for φ becomes:
∂+∂−φ = 2 sinh(2φ) , (or 2sin(2φ) if φ→ iφ) (5.111)
i.e. the sine-Gordon equation! We consider this observation very important since it provides
a global introduction of sine-Gordon dynamics in the KdV system.
Around the point λ =∞ the system is governed by the asymptotic expansion. It can be
obtained through the procedure described in [86]. Namely, the asymptotic expansion for a
solution of (5.97) can be written as:
T (x;λ) = KG(x;λ)e−
∫ x
0 dyD(y), (5.112)
in terms of a constant matrix K =
√
2
2
(
1 1
1 −1
)
, a diagonal matrix:
D(x;λ) = d(x;λ)H, d(x;λ) =
∞∑
k=−1
λ−kdk(x) (5.113)
and, finally, of the off-diagonal matrices Gj(x), j > 0:
G(x;λ) = 1+
∞∑
j=1
λ−jGj(x)
162
with entries (Gj(x))12 = gj(x) and (Gj(x))21 = (−1)j+1gj(x). It can be shown that the latter
satisfy certain recursion relations. Note that the d2n(x) are exactly the charge densities (of
the mKdV equation) resulting from the asymptotic expansion of τ(λ) = trT (λ).
It is likewise known [86] that the construction of the mKdV flows goes through the defini-
tion of a resolvent Z(x;λ) defined through the following property of its asymptotic expansion
[L, Z(x;λ)] = 0, Z(x, λ) =
∞∑
k=0
λ−kZk, Z0 = E + F. (5.114)
From the definition (5.114) it is possible to derive the resolvent Z, obtained by dressing the
generator H with the asymptotic expansion of T (5.112):
Z(x, λ) = (THT−1)(x, λ). (5.115)
The modes of the λ-expansion are given by:
Z2k(x) = b2k(x)E + c2k(x)F , Z2k+1(x) = a2k+1(x)H, (5.116)
where for example
a1 = −v , a3 = 1
4
v3 − 1
8
v′′
b2 =
1
4
v2 +
1
4
v′ , b4 = − 3
16
v4 +
1
8
v′′v − 1
16
v′2 − 3
8
v′v2 +
1
16
v′′′, etc.. (5.117)
As in the regular case, the system enjoys a gauge symmetry of the form (5.104) with the
constraint (5.105):
δ2k+1Ax = −[θ2k+1(x;λ),L],
where the θ2k+1 are the Lax connections associated to Ax
θ2k+1(x;λ) = (λ
2k+1Z(x;λ))+ =
2k+1∑
j=0
λ2k+1−jZj(x).
It happens that these transformations coincide exactly with the commuting higher mKdV
flows (or mKdV hierarchy):
δ2k+1φ
′(x) = ∂a2k+1(x) (5.118)
and are therefore local in contrast with the regular ones. It turns out that the other entries
of the resolvent b2n(x) are exactly the conserved densities, namely:
δ2k+1φ
′(x) = {I2k+1, φ′(x)} , I2k−1 =
∫ L
0
dxb2k(x). (5.119)
They differ from d2k+1 (5.113) by a total derivative. For example:
b2 = −d1 + 1
2
φ′′,
b4 =
3
4
d3 + ∂(
7
32
φ′′φ′ +
1
16
(φ′)3 +
1
16
φ′′′) etc. (5.120)
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Let us note that it can be shown that these two kind of symmetries (regular and asymptotic)
commute with each other. In this sense the non-local regular transformations provide a true
symmetry of the KdV hierarchy. One can construct also the flows deriving from ZE = TET−1
and ZF = TFT−1 and no more commuting with the δ2k+1 of the hierarchy, but rather closing
with them a spectrum generating algebra.
Finally, one can use the above constructions to propose an alternative description of the
spectrum of local fields. Namely, we use as basic objects the entries of the resolvent Z(x;λ)
modulo the gauge transformations described above. A number of constraints, or classical
null vectors, appear in this picture coming from the equation of motion δ2k+1Z = [θ2k+1, Z]
of the resolvent and the obvious constraint Z2 = 1 [94].
One can show that our approach is easily applicable to other integrable systems. We
can consider for example the case of the A
(2)
2 -KdV equation. The reason is that it can be
considered as a different classical limit of the CFT’s as was discussed in the previous Section.
It turns out that all the constructions described above go perfectly well also in this case.
We want to show now that one can construct in a natural way more general kinds of
dressing-like symmetries. It is well known that the vector fields lm = λ
m+1∂λ on the circle
realize the centerless Virasoro algebra:
[lm, ln] = (m− n)lm+n.
A very natural dressing is represented by the resolvent:
ZV−m = Tregl−mT
−1
reg, m > 0 (5.121)
where Treg indicates the regular expansion of the transfer matrix (5.98) and m is a positive
integer. Of course, this dressed generator satisfies the usual property (5.102) of being a
resolvent:
[L, ZV−m(x;λ)] = 0. (5.122)
As in the previous cases, the property (5.122) allows us to calculate the expansion modes
Zn of:
ZV−1 = Tregl−1T
−1
reg =
∞∑
n=0
λnZn − ∂λ
and thus the expansion modes of the more general Virasoro resolvent (5.121). In the same
way, (5.122) authorizes us to define a gauge connection:
θV−m = (Z
V
−m)− =
m∑
n=0
λn−1−mZn − ∂λ
and the relative gauge transformation:
δV−mAx = −[θV−m(x;λ),L]. (5.123)
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Finally, we have to verify the consistency of this gauge transformation requiring
δV−mAx = Hδ
V
−mφ
′ . It is easy to see that this requirement imposes m to be even. Explicit
examples of the first flows are:
δV−2φ
′ = e2φ(x)
∫ x
0
dye−2φ(y) − e−2φ(x)
∫ x
0
dye2φ(y) = e2φ(x)B1 − e−2φ(x)C1
δV−4φ
′ = e2φ(x)(3B3(x)− A2(x)B1(x))− e−2φ(x)(3C3(x)−D2(x)C1(x))
δV−6φ
′ = e2φ(x)(5B5(x)− 3A4(x)B1(x) + A2(x)B3(x))
− e−2φ(x)(5C5(x)− 3D4(x)C1(x) +D2(x)C3(x)) (5.124)
where Ai, Bi, Ci, Di stand for the coefficients in the λ-expansion of the matrix (5.98). We
stress that these infinitesimal variations have a form very similar to that of the regular
dressing flows ((5.104) with X = H) δH−2r. Nevertheless, in spite of the commutativity
[δH−2r, δ
H
−2s] = 0 one can check by direct calculation that instead the flows (5.124) obey
Virasoro commutation relations: [δ−2, δ−4] = δ−6. Actually, this is true also in the general
case:
[δV−2m, δ
V
−2n] = (2n− 2m)δV−2m−2n. (5.125)
From (5.124) the transformations of the classical primary fields eφ follow. For example:
δV−2e
φ = (D2 − A2)eφ
δV−4e
φ = [(3D4 − C3B1)− (3A4 − B3C1)]eφ.
It is understood of course that these fields are primary with respect to the usual space-time
Virasoro symmetry.
In the same way it is quite natural to generate a resolvent by dressing the remaining
vector fields lm = λ
m+1∂λ, m ≥ 0:
ZVm = TasylmT
−1
asy, m ≥ 0 (5.126)
through the asymptotic expansion of the transfer matrix (5.112) Tasy. Now we have:
ZV−1 = Tasyl−1T
−1
asy =
∞∑
n=0
λ−nZn − ∂λ.
In general :
Z2n = β2nE + γ2nF, Z2n+1 = α2n+1H
where for example β0 = x = γ0, α1 = 2xg1, β2 = −xb2 − g1 +
∫ x
d1, γ2 = −xc2 + g1 +
∫ x
d1
etc. . In the same manner we define a gauge connection:
θVm = (Z
V
m)+ =
m+1∑
n=0
λm+1−nZn − ∂λ
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and the relative gauge transformation δVmAx = −[θVm(x;λ),L]. The consistency condition of
this gauge transformation, δVmAx = Hδ
V
mφ
′, impose m to be even in this case too. Actually,
the first transformation:
δV0 φ
′(x) = (x∂ + 1)φ′(x) (5.127)
is exactly the scale transformation - it counts the dimension (or level). The first non-trivial
examples are:
δV2 φ
′ = 2xa′3 − (φ′)3 +
3
4
φ′′′ + 2a′1
∫ x
0
d1,
δV4 φ
′ = 2xa′5 + (φ
′)5 − 5
2
φ′′′(φ′)2 − 27
8
(φ′′)2φ′ +
5
16
φV +
+ 2a′3
∫ x
0
d1 + 6a
′
1
∫ x
0
d3. (5.128)
We note that these depend explicitly on x and are quasi-local (they contain some indefinite
integrals). For further reference we presented the integrands in (5.128) explicitly in terms of
the entries of the basic objects T (x, λ) and Z(x, λ), defined in (5.113),(5.116). Furthermore,
one can find the transformation of the resolvent and therefore the transformation of the
conserved densities δ2kb2n(x). In particular the first nontrivial transformations of the KdV
variable u = b2 read:
δV2 b2 = δ
V
2 u = 2xb
′
4 + u
′′ − 2u2 − 1
2
u′
∫ x
0
u,
δV4 b2 = δ
V
4 u = 2xb
′
6 + 2u
3 + 3uu′′ +
17
8
(u′)2 +
3
8
uIV +
+ u′
∫ x
0
b4 + b
′
4
∫ x
0
u. (5.129)
One can check by direct calculation that the first flows (5.128) obey Virasoro commutation
relations. Actually, in general one can show that:
δV2nZ
V
2m = [θ
V
2n, Z
V
2m]− (2n− 2m)ZV2n+2m
δV2nθ
V
2m − δV2mθV2n = [θV2n, θV2m]− (2n− 2m)θV2n+2m.
From these it is not difficult to see that the asymptotic flows also close (half) the Virasoro
algebra:
[δV2m, δ
V
2n] = (2m− 2n)δV2m+2n, m, n ≥ 0. (5.130)
An important question arises at this point: what are the commutation relations between
the asymptotic and regular transformations? This is a very nontrivial question in view of
the different character of the corresponding vector fields - the asymptotic ones are quasilocal
(they can be made local by differentiating a certain number of times), the regular instead are
essentially non-local being expressed in terms of vertex operators. We recall here that the
(proper) regular dressing symmetries (5.104) commute with all the mKdV flows (5.118). We
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shall see that this is not the case here. In fact it is easy to compute the most simple relations:
[δ0, δ2n] = −2nδ2n, n ∈ Z (i.e. δ0 counts the dimension or level). Using the explicit formulae
presented above one can also compute the first nontrivial commutator: [δ2, δ−2] = 4δ0. In
fact, one can show that in general [96]:
δVmZ
V
−n = [θ
V
m, Z
V
−n]− (m+ n)ZVm−n
δV−mZ
V
n = [θ
V
−m, Z
V
n ] + (m+ n)Z
V
n−m
δVmθ
V
−n − δV−nθVm = [θVm, θV−n]− (m+ n)θVm−n.
From these it is easy to deduce: [δVm, δ
V
−n] = (m+ n)δ
V
m−n, and therefore:
[δV2m, δ
V
2n] = (2m− 2n)δV2m+2n, m, n ∈ Z. (5.131)
We want to stress once more that this Virasoro symmetry is different from the space-time
one and is essentially non-local. The additional symmetries coming from the regular dressing
are very important for applications. They complete the asymptotic ones forming an entire
Virasoro algebra and provide a possibility of a central extension.
With the aim of understanding the classical and quantum structure of the mKdV system
we present here the complete algebra of symmetries. The Virasoro flows commute neither
with the mKdV hierarchy (5.118) nor with the (proper) regular dressing flows (5.104). In
fact one can show that [96]:
[δ2k+1, δ
V
2m] = (2k + 1)δ2k+1+2m, [δ
X
n , δ
V
2m] = nδ
X
n+2m. (5.132)
Note that the indices of r.h.s. can become negative, for the first, or positive, for the second
of equations (5.132). Explicit calculation show that in these cases the commutator is exactly
equal to zero. This fact confirms the self-consistensy of the construction.
5.5 Hidden Virasoro symmetry of (soliton solutions of) the sine-
Gordon theory
We would like now to restrict the Virasoro symmetry to the soliton solutions of the (m)KdV
theory. One can expect that in this case it simplifies considerably.
We start with a brief description of the well known soliton solutions of (m)KdV. They
are best expressed in terms of the so-called tau-function. In the case of N-soliton solution of
(m)KdV it has the form:
τ(X1, ..., XN |B1, ..., BN) = det(1 + V ) (5.133)
where V is a matrix:
Vij = 2
BiXi(x)
Bi +Bj
, i, j = 1, ..., N.
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The m-KdV field is then expressed as:
eφ =
τ−
τ+
, (5.134)
where:
τ±(x) = τ(±X(x)|B) (5.135)
and Xi(x) is simply given by:
Xi(x) = Xi exp(2Bix).
The variables Bi and Xi are the parameters describing the solitons: βi = logBi are the
so-called rapidities and Xi are related to the positions. The integrals of motion, restricted
to the N-soliton solutions have the form:
I2n+1 =
N∑
i=1
B2n+1i , n ≥ 0. (5.136)
It is well known that (m)KdV admits a non-degenerate symplectic structure. One can find
the corresponding Poisson brackets between the basic variables Bi and Xi [85]. The (m)KdV
flows are then generated by (5.136) via:
δ2n+1∗ = {
N∑
i=1
B2n+1, ∗} , n ≥ 0. (5.137)
Our final goal is the quantization of solitons and of the Virasoro symmetry. It was argued
in [112] that this is best performed in another set of variables {Ai, Bi}. The latter are
the soliton limit of certain variables describing the more general quasi-periodic finite-zone
solutions of (m)KdV and are known as analytical variables.
Explicitly, the change of variables is given by:
Xj
∏
k 6=j
Bj − Bk
Bj +Bk
=
N∏
k=1
Bj −Ak
Bj + Ak
, j = 1, ..., N.
The non-vanishing Poisson brackets expressed in terms of these new variables take the form:
{Ai, Bj} =
∏
k 6=i(B
2
j − A2k)
∏
k 6=j(A
2
i −B2k)∏
k 6=i(A
2
i − A2k)
∏
k 6=j(B
2
j −B2k)
(A2i − B2j ). (5.138)
The corresponding tau-functions have also a very compact form in terms of the analytical
variables:
τ+ = 2
N
N∏
j=1
Bj{
∏
i<j(Ai + Aj)
∏
i<j(Bi +Bj)∏
i,j(Bi + Aj)
}
τ− = 2N
N∏
j=1
Aj{
∏
i<j(Ai + Aj)
∏
i<j(Bi +Bj)∏
i,j(Bi + Aj)
}. (5.139)
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Therefore, from the explicit form of the m-KdV field in terms of the tau-functions (5.134)
we obtain the following very simple expression:
eφ ≡ τ−
τ+
=
N∏
j=1
Aj
Bj
. (5.140)
The equation of motion of the Ai variable is given by:
∂xAi ≡ δ1Ai = {I1, Ai} =
N∏
j=1
(A2i − B2j )
∏
j 6=i
1
(A2i −A2j )
. (5.141)
One can verify that, as a consequence, the usual KdV variable u is expressed as:
b2 ≡ u = 1
2
(φ′)2 +
1
2
φ′′ =
N∑
j=1
A2j −
N∑
j=1
B2j . (5.142)
One can restrict also the higher KdV flows to the soliton solutions. For example it is clear
from (5.137) that:
δ2n+1Bi = 0 , n ≥ 0.
The variation of the Ai variables can be easily computed as :
δ2n+1Ai = {I2n+1, Ai} , n ≥ 0 (5.143)
using the Poisson brackets (5.138).
Now, we want to restrict the Virasoro symmetry of (m)KdV constructed in the previous
Section to the case of soliton solutions. We shall be only interested in the positive part of
the latter. The transformation of the rapidities can be easily deduced as a soliton limit of
the Virasoro action on the finite-zone solutions described in [113]:
δ2nBi = B
2n+1
i , n ≥ 0. (5.144)
What remains is to obtain the transformations of the Ai variables. We found it quite difficult
to deduce them as a soliton limit of the corresponding transformations of [113]. Instead, we
propose here another approach. Namely, we use the transformation of the fields δ2nφ, δ2nφ
′,
δ2nu etc. which we found before, restricted to the soliton solutions using (5.140),(5.142). The
problem is simplified by the fact that the Virasoro algebra is freely generated , i.e. we need
to compute only the δ0, δ2 and δ4 transformations, the remaining ones are then obtained by
commutation. In practice, we perform the computation for the first few cases of N = 1, 2, 3
solitons and then proceed by induction.
Let us make an important observation. As we have stressed, the transformation of the
basic objects in the field theory of (m)KdV are quasi-local – they contain certain indefi-
nite integrals. It happens that the corresponding integrands become total derivatives when
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restricted to the soliton solutions. For example:
b2 ≡ u = ∂x
N∑
i=1
Ai(x),
b4 = ∂x
N∑
i=1
A3i −
1
2
u′ ≡ ∂x[
N∑
i=1
(A3i −
1
2
∂xAi)]. (5.145)
Therefore the Virasoro transformations become local when restricted to the soliton solutions!
The calculation is straightforward but quite tedious so we present here only the final result:
δ0Ai = (x∂x + 1)Ai,
δ2Ai =
1
3
xδ3Ai + A
3
i − (
N∑
j=1
Aj)∂xAi,
δ4Ai =
1
5
xδ5Ai + A
5
i − {
∑
j 6=i
Ai(A
2
i −A2j ) +
N∑
j=1
Aj
N∑
k=1
B2k}∂xAi, (5.146)
where the KdV flows read explicitly:
1
3
δ3Ai = (
N∑
j=1
B2j −
∑
k 6=i
A2k)∂xAi,
1
5
δ5Ai = (
N∑
j=1
B4j −
∑
k 6=i
A4k)∂xAi −
∑
j 6=i
(A2i −A2j )∂xAi∂xAj . (5.147)
As we already mentioned, the remaining transformations can be obtained by commutation,
for example:
2δ6Ai = [δ4, δ2]Ai , etc.
Now we pass to the most important part of this Section. We would like to extend the
construction presented above in (m)KdV theory to the case of sine-Gordon. For this purpose
one has to find a way of extending the mKdV dynamics up to the sine-Gordon one. It is to
some extent known how this can be done in the case of the soliton solutions [112]. The idea
is close to what we proposed in the previous Section directly in the field theory of (m)KdV.
Namely, let us consider the KdV variable x as a space variable of some more general system
and call it x− ( and ∂− ≡ ∂x correspondingly ). We would like to introduce a new time
variable x+ and the corresponding time dynamics. In the case of the N - soliton solutions
the latter is generated by the Hamiltonian:
I−1 =
N∑
i=1
B−1i
( essentially the inverse power of the momentum ) so that the time flow is given by:
∂+∗ = δ−1∗ = {I−1, ∗} (5.148)
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using again the Poisson brackets (5.138). In particular:
∂+Ai =
N∏
j=1
A2i −B2j )
B2j
∏
j 6=i
A2j
(A2i −A2j )
. (5.149)
One can check, using (5.140, 5.141), that with this definition the resulting equation for the
field φ is:
∂+∂−φ = 2 sinh(2φ) (5.150)
or under the change φ→ iφ:
∂+∂−φ = 2 sin(2φ) (5.151)
i.e. the sine-Gordon equation. In a similar manner one can introduce the rest of the sine-
Gordon Hamiltonians:
I−2n−1 =
N∑
i=1
B−2n−1i , n ≥ 0. (5.152)
They generate the “negative KdV flows” via the Poisson brackets (5.138):
δ−2n−1Bi = 0,
δ−2n−1Ai = {I−2n−1, Ai} , n ≥ 0. (5.153)
Now we arrive at the main conjecture of this Section. Having in mind the symmetric
role the derivatives ∂− and ∂+ are playing in the sine-Gordon equation we would like to
suppose that one can obtain another half Virasoro algebra by using the same construction as
above but with ∂− interchanged with ∂+!
So let us define as before:
δ−2nBi = −B−2n+1i , n ≥ 0 (5.154)
(note the additional – sign in the r.h.s. which is needed for the self-consistency of the
construction). Following our conjecture we construct the negative flows of the Ai variable in
the same way as before but with the change ∂− → ∂+. We have for example:
δ−2φ = x+(2a
+
3 ) + b
+
2 − 2a+1
∫ x+
0
b+2 ,
δ−2b−2 ≡ δ−2u =
1
3
x+δ−3u+ (∂+φ−
∫ x+
0
b+2 )∂−e
2φ, (5.155)
where δ−3u ≡ {I−3, u} etc. In (5.155) the + subscript means that we take the same objects
as defined in (5.113), (5.116) but with ∂− changed by ∂+. For example:
b+2 =
1
2
(∂+φ)
2 +
1
2
∂2+φ,
a+3 = −
1
4
(∂+φ)
3 +
1
8
∂3+φ etc. (5.156)
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At this point we want to make an important remark. Very non-trivially, it happens again
that the integrands in the expressions (5.155) and similar become total derivatives when
restricted to the N-soliton solutions. So that again the (negative) Virasoro symmetry is local
in the case of solitons! We present below the first examples of this phenomenon:
b+2 = ∂+{
N∑
i,j=1
AiAj
B2iB
2
j
N∑
i=1
Ai − ∂−
N∑
i,j=1
AiAj
B2iB
2
j
},
b+4 = ∂+{
N∑
i,j=1
AiAj
B4iB
4
j
N∑
i=1
A3i + b
−
2 ∂−
N∑
i,j=1
AiAj
B4iB
4
j
−
− ∂−b−2
N∑
i,j=1
AiAj
B4iB
4
j
} etc. (5.157)
We then proceed as in the case of the positive Virasoro flows, i.e. we restrict the transfor-
mations of the fields thus obtained to the soliton solutions. As we explained, it is enough
to find only the first transformations δ−2Ai and δ−4Ai and the remaining ones are found
by commutation. Following our approach we do the computation explicitly in the case of
N = 1, 2, 3 solitons and then proceed by induction. Here we give the final results only:
δ−2Ai =
1
3
x+δ−3Ai − A−1i − (
N∑
j=1
A−1j )∂+Ai,
δ−4Ai =
1
5
x+δ−5Ai − A−3i −
− {
N∑
j 6=i
1
Ai
(
1
A2i
− 1
A2j
) +
N∑
j=1
1
Aj
N∑
k=1
1
B2k
}∂+Ai, (5.158)
where as before δ−3Ai = {
∑N
j=1B
−3
j , Ai} etc. As stated above, we then can compute
2δ−6Ai = [δ−2, δ−4]Ai etc.
Now, we come to the important problem of the commutation relations between the two
half Virasoro algebras so constructed. This is a non-trivial question in view of the different
way we obtained them. In fact, it is clear that, by construction, the positive (negative)
Virasoro flows commute with the corresponding ∂− ( ∂+ ) derivatives:
[δ2n, ∂−]Ai = 0,
[δ−2n, ∂+]Ai = 0 , n ≥ 0. (5.159)
It is easy to see that this is not true for the “cross commutators”. Actually, one finds in this
case:
[δ2n, ∂+]Ai = −δ2n−1Ai,
[δ−2n, ∂−]Ai = −δ−2n+1Ai , n ≥ 0. (5.160)
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It is clear that we are interested in a true symmetry of the sine-Gordon theory. We must
therefore obtain transformations that commute with the ∂− and ∂+ flows and as a conse-
quence with the corresponding Hamiltonians. It is obvious from (5.159),(5.160) that this is
acheeved by a simple modification of the flows, i.e. let us define:
δ′2n = δ2n − x+δ2n−1,
δ′−2n = δ−2n − x−δ−2n+1 , n ≥ 0.
Then, for the modified transformation we obtain:
[δ′2n, ∂±]Ai = 0 , n ∈ Z.
Finally, one can show that, with this modification, the commutation relations between the
positive and negative parts of the transformations close exactly the whole Virasoro algebra:
[δ′2n, δ
′
2m]Ai = (2n− 2m)δ′2n+2mAi , n,m ∈ Z.
6 Contributions
1. We present an explicit construction of the Ramond sector of the superconformal min-
imal models in terms of the Coulomb gas representation. The basic ingredients are
written in terms of the Ising model variables (the order-disorder parameter fields and
a free Majorana fermion) and a free scalar field. This allows the explicit construction
of the fusion rules in all sectors. We compute also the four-point functions and the
structure constants of the simplest Ramond fields.
2. We compute the genus g = 2 partition function for the N = 1 superconformal minimal
models on Z2 hyperelliptic supersurfaces. The latter are mapped onto the minimal
models of the Dp=24 parafermionic algebra on the branched sphere. The partition
functions are written in terms of the multi-point Ising correlation function on the
ordinary hyperelliptic surface and the Z2 orbifold correlation functions.
3. We describe the renormalization group flow of the N = 1 superconformal minimal
models perturbed by the least relevant field. For that purpose we compute the con-
formal blocks and the corresponding four-point functions of certain fields in NS and
R sectors in the leading order. The anomalous dimensions and the mixing matrix of
these fields are obtained. It turns out that the latter is finite and coincides exactly
with that found in the non-supersymmetric case.
4. We compute the exact three-point correlation functions of the NS and R fields in the
N = 1 supersymmetric Liouville field theory. They are expressed in terms of some
generalized special function. Using the properties of the NS and R fields we obtain
also the reflection amplitudes (or two-point functions) for the supersymmetric case.
173
5. We compute the exact one-point function of the N = 1 super-Liouville field theory
with appropriate boundary conditions. Exact results are derived both for the theory
defined on a pseudosphere with discrete (NS) boundary conditions and for the theory
with explicit boundary action which preserves the superconformal symmetry. We also
show that these one-point functions can be related to a generalized Cardy conditions
along with corresponding modular S-matrices.
6. We present the Coulomb gas representation of the N = 2 superconformal minimal
models. The basic ingredient of the construction is the system of two scalar fields and
two free fermionic ones. We show that the dynamics of the models is generated by
two different kinds of screening operators - one based on chiral (antichiral) superfields
and the other on a scalar superfield. The Ramond and twisted primary fields are
represented by vertex operators involving the lowest dimensional spin (for fermions)
and twisted (for scalars) fields.
7. We use the parafermionic construction of the N = 2 auperconformal algebra to derive
the fusion rules, four-point functions and structure constants in all sectors of the N = 2
minimal models. This is used to reveal the origin of the Zp+2 symmetry of the p-th
minimal model. We show that it is generated by specific N = 2 superfields which,
together with the super-stress tensor, close an N = 2 super-parafemionic algebra.
8. We find the general form and the exact Yukawa coupling constants of the low-energy
effective superpotential for the three-generation Gepner’s tensor product model.
9. We propose a dual action for the N = 2 super-Liouville field theory based on a scalar
superfield. We claim that it realizes the strong-weak coupling duality (b→ 1/b) of the
theory. We compute the reflection amplitudes (or two-point functions) of the NS and
R fields based on the conjectured dual action and show that the results are consistent
with the known results.
10. We find the conformal boundary conditions and the corresponding one-point functions
of the N = 2 super-Liouville theory. This is done using the conformal and the modular
bootstrap methods. We find both continuous ( FZZT branes) and discrete (ZZ branes)
boundary conditions.
11. We present an infinite set of higher equations of motion in N = 2 super-Liouville field
theory. They are in one to one correspondence with the degenerate representations
and are enumerated by the U(1) charge and by a pair of positive integers. We check
that in the classical limit these equations hold as relations among the classical fields.
12. We show that the higher level sˆu(2) coset models can be represented as projected
tensor products of lower level models or, finally, as products of Virasoro models. We
construct the monodromy invariant correlation functions for arbitrary level fields and
calculate some of the structure constants.
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13. We describe a RG flow in a general sˆu(2) coset model perturbed by the least relevant
field. Using our (projected) tensor product construction we obtain the structure con-
stants and the four-point functions in the leading order. This allows us to compute
the mixing coefficients among the fields in the UV and the IR theory up to the second
order in the perturbation theory. It turns out that they are finite and exactly the same
for all levels and, in that sense, universal.
14. An RG flow in a general sˆu(2) coset model perturbed by the least relevant field is
considered using the (non-perturbative) RG domain wall construction. The mixing
matrix between the UV and the IR fields in this construction is expressed in terms of
one-point functions of these fields in the presence of a special boundary condition. We
compute these one-point functions and show that the result agrees with the perturba-
tive calculation up to second order.
15. We propose an alternative description of the two-dimensional conformal field theory
in terms of quantum inverse scattering. It is based on the generalized KdV system
attached to A
(2)
2 , yielding the classical limit of Virasoro as Poisson bracket structure.
We classify the primary operators of the minimal models that commute with all the
integrals of motion, and are therefore candidates to perturb the model by keeping the
conservation laws. For our A
(2)
2 structure these happen to be the fields φ1,2, φ2,1, φ1,5.
16. We calculate the exact vacuum expectation values (VEV’s) of the second and third
order level descendent fields in the Boulough-Dodd model. By performing quantum
group restrictions we obtain the VEV’s of the corresponding descendants of primary
fields in the φ1,2, φ2,1, φ1,5 perturbed minimal models.
17. We propose an alternative description of the spectrum of local fields in the classical
limit of the integrable quantum field theories. It is essentially a variation of the inverse
scattering method and is based on the so called dressing symmetry transformations.
Our approach provides a systematic way of deriving the null-vectors that appear in
this construction.
18. We generalize the dressing symmetry construction in the mKdV hierarchy. This leads
to non-local vector fields (expressed in terms of vertex operators) closing a Virasoro
algebra. We argue that this algebra should play an important role in the study of
the two-dimensional integrable field theories and in particular should be related to
the deformed Virasoro algebra when the construction is perturbed out of the critical
theory.
19. We present a construction of a Virasoro symmetry in the sine-Gordon theory. It is a
dynamical one and is not related to the space-time Virasoro symmetry of 2D CFT. We
are mainly concerned with the corresponding N-soliton solutions. We present explicit
expressions for the infinitesimal transformations and show that they are local in this
case.
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Appendices
A Structure constants in general sˆu(2) coset models
In this Appendix we present the solution of the equations for the structure constants written
in Section 4.2. Here is the list of the structure constants we need:
C(nn)(33)(nn)(l, p) =
Gn(p+ l − 1)
Gn(p− 1) , (A.1)
C(n+2n+2)(33)(nn) (l, p) =
G˜n(p+ l − 1)
G˜n(p− 1)
,
C(nn+2)(33)(nn)(l, p) =
√
l
(p− n− 1)(p+ l − n− 1)
G˜n(p+ l − 1)
Gn(p− 1) ,
C(n+2n+2)(33)(nn+2)(l, p) = −2
√
l
(p− n− 1)(p+ l − n− 1)
Gn+2(p+ l − 1)
G˜n(p− 1)
C(nn)(13)(nn)(l, p) = −(n− 1)
√
l
(p+ l − 2)(p− 2)Gn(p+ l − 1), (A.2)
C(nn+2)(13)(nn)(l, p) =
√
(p+ l − 2)(p− n− 1)
(p+ l − n− 1)(p− 2) G˜n(p+ l − 1),
C(nn+2)(13)(nn+2)(l, p) =
(
−l(n + 1) + 2(p+ l − 2)(p− n− 1)
p+ l − n− 1
) Gn+2(p+ l − 1)√
l(p+ l − 2)(p− 2) ,
C(nn+2)(33)(nn+2)(l, p) = (1−
2l
(p− n− 1)(p+ l − n− 1))
G−n+2(p+ l − 1)
G−n(p− 1)
where we introduced the functions:
Gn(p) =
[
γ3(
p
p+ 1
)γ2(
2
p+ 1
)γ2(
n− 1
p+ 1
)γ2(
p− n
p+ 1
)γ(
3
p+ 1
)
] 1
4
, (A.3)
G˜n(p) =
[
γ(
p
p+ 1
)γ(
n
p+ 1
)γ(
p− n− 1
p+ 1
)γ(
3
p+ 1
)
] 1
4
.
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We want to stress that the ”structure constants” thus obtained are actually square roots of
the true structure constants C. The reason is that our construction makes use of ”chiral”
one-dimensional fields instead of the real two-dimensional ones (see Section 4.1). Therefore
the true structure constants are squares of those in (A.1) and (A.2).
The coefficients in the construction (4.41) are given by:
x =
√
(l − 1)(p− n− 1)
l(p− n) y =
√
p+ l − n− 1
l(p− n) .
In exactly the same way one obtains the structure constants (and the coefficients x˜, y˜)
involving the field φ˜n,n−2(l, p). It turns out that they are obtained from the corresponding
ones for φ˜n,n+2(l, p) by simply changing n → −n. This anticipates our observation in the
main text that the two-point functions involving the field φ˜n,n−2(l, p) are obtained from those
of φ˜n,n+2(l, p) by the same substitution.
Finally C(nn−2)(13)(nn+2)(l, p) = 0 as can be seen by examining recursively the OPEs and fusion
rules of the fields.
B Correlation function < φ˜(x)φ˜(0)φ˜(1)φ˜(∞) >
In this Appendix we present the calculation of the correlation function of the field φ˜(x)
defined in Section 4.2:
< φ˜(x)φ˜(0)φ˜(1)φ˜(∞) >= (B.1)
=<
4∏
i=1
(
a(l, p)φ1,1(1, p)φ˜1,3(l − 1, p+ 1) + b(l, p)φ1,3(1, p)φ3,3(l − 1, p+ 1)
)
(xi) > .
It defines the β-function and the fixed point up to a second order of the perturbation theory.
As explained in Section 4 the conformal blocks corresponding to (B.1) are linear combinations
of products of conformal blocks at levels 1 and l − 1 (4.37). There are in general 16 terms
in (B.1). Some of them are absent because of the fusion rules in each intermediate channel.
Here there are three channels: identity φ1,1, the field φ˜1,3 itself and φ˜1,5 which was defined
in (4.34). We present the calculation of the corresponding conformal blocks separately. Our
strategy here is to compute the conformal blocks up to a sufficiently high order and to make
a guess. For l = 1 this was done in [7]. For l − 1 we proceed recursively and use the fact
that we know the result for l = 2, 3, 5. The calculations are simplified significantly by the
fact that we need the result in the leading order in ǫ→ 0.
•Channel φ1,1
177
The possible internal channels in the product (4.37) are r, t = 1, n and t, s = n, 1 with
n = 1, 3, 5, ... (odd integer) corresponding to descendants at higher level as in (4.36). We
examine the various terms that enter the sum (B.1) and call for simplicity the corresponding
conformal block at level l Fl omitting the indexes. We do not present here the detailed
calculations which are straightforward but quite tedious [75]. As a result, we get a recursive
equation for the conformal block at level l:
Fl = a
4Fl−1 + b4F1 + 2a2b2 + 2a2b2x2C(31)(13)(33)(l − 1)
(
1 +
1
(1− x)2
)
(B.2)
(note that we dropped the overall factor x−2 for the time being). The values of the coefficients
in (B.2) in the leading order are:
a ∼
√
l − 1
l
, b ∼
√
1
l
, C(31)(13)(33) ∼
1
3
.
Also:
F1 =
1
(1− x)2 (1− 2x+ 3x
2 − 2x3 + 1/3x4)
as computed in [7]. Introducing the useful notation:
F˜l = (1− x)2Fl
the recursion equation (B.2) becomes:
l2F˜l = (l − 1)2F˜l−1 + F˜1 + 2(l − 1)f(x) (B.3)
where we defined:
f(x) = (1− x)2 + x
2
3
(1 + (1− x)2). (B.4)
The solution of this equation is given by:
F˜l =
1
l
F˜1 +
l − 1
l
f(x).
Inserting f(x) and returning to the initial notations (and restoring the overall x−2) we
get the final result for the conformal block:
< φ˜1,3(x)φ˜1,3(0)|11φ˜1,3(1)φ˜1,3(∞) >= (B.5)
=
1
x2(1− x)2
[
1− 2x+ (5
3
+
4
3l
)x2 − (2
3
+
4
3l
)x3 +
1
3
x4
]
.
This result is in perfect agreement with l = 1 [7] and l = 2 (Section 2.2).
•Channel φ˜1,5
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The field φ˜1,5 was defined in (4.34) and has a dimension close to 2. Therefore the possible
internal channels in the product (4.37) are r, t = 1, n and t, s = n, 5 with n = 1, 3, 5, ....
Following the same logic as before we arrive at a solution similar to the one we obtained
above:
F˜l =
1
l
x2F˜1 +
l − 1
l
f(x)
where now F˜l = (1− x)2C(15)(13)(13)(l)Fl and:
f(x) =
√
5
3
(1 + (1− x)2) =
√
5
3
(2− 2x+ x2).
Now we use the fact that we know the conformal block F˜1 =
√
5
3
from [7]. Restoring the
initial notations we obtain for the conformal block with internal channel φ˜1,5 (note that here
the overall power of x is simply x0 = 1):
< φ˜1,3(x)φ˜1,3(0)|15φ˜1,3(1)φ˜1,3(∞) >= 1
(1− x)2
[
1− x+ l
2(l − 1)x
2
]
. (B.6)
•Channel φ˜1,3
One can proceed in the same way as for the previous channels. It turns out however
that in this case some of the conformal blocks that enter the sum (B.1) are divergent as
p → ∞. These divergences are exactly compensated by the zeros of the corresponding
structure constants in (4.37). Since the analysis similar to the above channels is more
complicated here we adopt another strategy. Namely, we use the crossing symmetry of the
correlation function (B.1). We ask that it is invariant under the transformation x→ 1/x and
use the explicit form of the remaining conformal blocks that we obtained above. This leads
to linear equations for the coefficients in the x-expansion of the desired conformal block.
The result is:
< φ˜1,3(x)φ˜1,3(0)|13φ˜1,3(1)φ˜1,3(∞) >= 1
x(1 − x)2
[
1− 3
2
x+
l + 1
2
x2 − l
4
x3
]
. (B.7)
Combining altogether we finally obtain the 2D correlation function:
< φ˜(x)φ˜(0)φ˜(1)φ˜(∞) > =
∣∣∣∣ 1x2(1− x)2
[
1− 2x+ (5
3
+
4
3l
)x2 − (2
3
+
4
3l
)x3 +
1
3
x4
]∣∣∣∣2 +
+
16
3l2
∣∣∣∣ 1x(1− x)2
[
1− 3
2
x+
l + 1
2
x2 − l
4
x3
]∣∣∣∣2 + (B.8)
+
5
9
(
2(l − 1)
l
)2 ∣∣∣∣ 1(1− x)2
[
1− x+ l
2(l − 1)x
2
]∣∣∣∣2 .
We used this function in Section 4.2 for the computation of the β-function and the fixed
point.
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C Other correlation functions
In this Appendix we present the calculation of the other correlation functions we used in
Section 4.2 to describe the mixing of the fields.
First, we notice that the computation of the function < φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n+2(∞) >
goes in the same way as that of the function of the perturbing field itself, the latter being
just a special case n = 1. There are again the same three internal channels. It turns out that
the corresponding conformal blocks are exactly the same, in agreement with l = 1 and l = 2
cases. The difference is only in the structure constants. Omitting the details we present the
final result:
< φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n+2(∞) >= (C.1)
=
∣∣∣∣ 1x2(1− x)2
[
1− 2x+ (5
3
+
4
3l
)x2 − (2
3
+
4
3l
)x3 +
1
3
x4
]∣∣∣∣2 +
+
8
3l2
n+ 3
n+ 1
∣∣∣∣ 1x(1− x)2
[
1− 3
2
x+
l + 1
2
x2 − l
4
x3
]∣∣∣∣2 +
+
(
2(l − 1)
l
)2
(n + 3)(n+ 4)
18n(n+ 1)
∣∣∣∣ 1(1− x)2
(
1− x+ l
2(l − 1)x
2
)∣∣∣∣2 .
•Function < φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n−2(∞) >
The only internal channel in this function corresponds to the field φ˜1,5. Denoting again
Fˆl = ClFl we obtain explicitly the recursion equation:
Fˆl =
(l − 1)2
l2
Fˆl−1 +
1
l2
x2Fˆ1 + 2
(l − 1)
l2
Cf(x)
where:
f(x) = 1 +
1
(1− x)2 , C =
√
1
3n
√
n2 − 4
(C turns to coincide exactly with C1). The solution of the equation then in terms of F˜l =
(1− x)2Fˆl is:
F˜ = C
(
2(l − 1)
l
− 2(l − 1)
l
x+ x2
)
.
Returning back to the original notations we can write finally the result for the correlation
function:
< φ˜(x)φ˜(0)φ˜n,n+2(1)φ˜n,n−2(∞) >= (C.2)
=
1
3n
√
n2 − 4
(
2(l − 1)
l
)2 ∣∣∣∣ 1(1− x)2
(
1− x+ l
2(l − 1)x
2
)∣∣∣∣2 .
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•Function < φ˜(x)φ˜(0)φn,n(1)φ˜n,n+2(∞) >
There is only one relevant intermediate internal channel in the leading order in this func-
tion corresponding to φ˜1,3. Inserting the values of the structure constants from Appendix A
in the leading order we get for this correlation function:
< φ˜(x)φ˜(0)φ˜n,n(1)φ˜n,n+2(∞) >= 4
3l
√
n + 2
n
|x|−2. (C.3)
•Function < φ˜(x)φ˜(0)φn,n(1)φn,n(∞) >
It was mentioned in Section 4.2 that this correlation function is exactly equal to those of
l = 1 and l = 2. Here we want to explain in more details what is the reason for that. Note
that, as mentioned in [7], we have to keep terms up to order ǫ2 in this correlation function.
Since the correlation function is quadratic in the conformal blocks we keep in the latter only
terms up to order ǫ.
Since φn,n is just a primary field only four terms appear in this correlation function. There
are two relevant contributions in the intermediate channels corresponding to φ1,1 and φ˜1,3.
Let us consider first the contribution from φ1,1. There are two terms proportional to square
roots of products of the constants C(13)(nn)(nn)C(31)(nn)(nn) which are of order ǫ4. As explained above
we drop them. Inserting the values of the structure constants in the leading order in the
remaining two terms gives:
Fl = a
2Fl−1 + b2F1 =
l − 1
l
Fl−1 +
1
l
F1.
This equation is easily solved recursively:
Fl = F1
(where F1 is that of [7]).
Similarly, in the channel corresponding to φ˜1,3 there remain two terms, the other being of
order ǫ2 so we drop them. Then the equation reads:
Fˆl = a
2Fl−1
√
C(13)(13)(13)(l − 1)C(13)(nn)(nn)(l − 1) +
+ b2F1
√
C(13)(13)(13)(1)C(13)(nn)(nn)(1)C(33)(33)(33)(l − 1)C(nn)(33)(nn)(l − 1) =
=
√
2(n2 − 1)
3p2
(
a2Fl−1 + b2F1
)
and we inserted the values of the structure constants. We see that the overall constant do not
depend on l so that this equation is very similar to the previous one and again the solution
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is:
Fˆl = Fˆ1 =
√
2(n2 − 1)
3p2
F1.
As a result the correlation function is the same for all l and reads (up to order ǫ2):
< φ˜(x)φ˜(0)φ˜n,n(1)φ˜n,n(∞) >= |F1(1, 1)|2 + 2(n
2 − 1)
3p2
|F1(1, 3)|2 = (C.4)
= |x|−4 + (n
2 − 1)ǫ2
12
|x|−4
(
x2
2(1− x) +
x¯2
2(1− x¯) + (log(1− x) + log(1− x¯))
2
)
.
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