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FOREWORD 
W. Ross Adey and Lorne D. Proctor had the privilege 
of organizing this symposium for the National Aeronautics 
and Space Administration through the good offices of Eugene 
B. Konecci, Frank B . Voris, and Walton L. Jones. 
These proceedings contain the presentation of each 
author and, for the most part, in the interest of maintaining 
a reasonable size for the symposium volume, only the 
designated discussant's remarks have been included along 
with the author's answers to his questions. 
W.R.A. and L.D.P. 
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OPENING REMARKS 
Alfred J. Eggers 
Deputy Associate Adminisfrator 
Office of Advanced Research and Technology, NASA 
and 
Eugene 6. Konecci 
Professional Staff 
National Aeronautics and Space Council 
Dr. Eggers: The study of the behavior of the mind and cardiovascular systems, with par- 
ticular regard for the use of mathematical techniques for analyzing the data, i s  an exceedingly 
laudable type of activity. In recent years I have had close contact with professional people in 
the field of life sciences and it appears to me that one of the greatest needs in this field is 
that of bringing into play the best available mathematical tools. 
Indeed, I rather feel that we will probably find, when we do achieve a good balance be- 
tween theory and experiment in the area of biology, a rate of progress similar to that seen 
in the understanding of physical science phenomena. 
Regarding the techniques used by those in the life sciences, I am reminded of two ex- 
periences that I have had in my own life in the physical sciences. 
One experience involved the problems associated with deriving a basic understanding of 
whatever phenomenon it is that is being studied when we are  forced to use basically statisti- 
cal techniques. It i s  well known that in the study of boundary layers, in particular turbulent 
boundary layers, electrical pickups (in that particular case, hot-wire anemometers), statis- 
tical methods of analyzing data, appropriate procedures to obtain cross-correlation coeffi- 
cients and so forth, have been used for many years. Furthermore, it is known that a good 
deal has been learned about turbulent boundary layers by this technique. 
It is also a fact, however, that even now, because of an inability to really understand 
basic phenomenon by the statistical technique, the turbulent boundary layer is not understood. 
And in some instances we will find physical scientists who say that this need for understand- 
ing turbulent boundary layers and turbulent phenomenon in general is one of the great chal- 
lenges in the physical sciences. I merely make this remark because I think it points up the 
significant fact that statistical understanding of a phenomenon can never be a substitute for 
understanding the basic phenomena underlying it. 
In studying electrical impulses generated in and within the vicinity of the brain, although 
I am absolutely confident that a great deal is learned from this technique, I would predict 
with more o r  less equal confidence that we are  going to have to understand basic electrical 
phenomena in the microstructure level in the brain before we will truly be able to interpret 
accurately the results of studies of electrical impulses associated with that activity. 
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Also, the study of masses of information which a r e  frequently not obtained in situ, but 
-- 
rather a r e  obtained at  some distance from the origin of the phenomena we a r e  trying to study, 
and the attempt to analyze this information on a statistical basis require additional interpreta- 
tion of the distortion of these phenomena because of the path from the source to where we a r e  
making the measurement. 
Still another experience that I think of has to do with the entry heating of ballistic mis-  
s i les .  In the initial studies for better understanding atmosphere entry phenomena, there were 
very extensive analytic studies made of the nature of the aerothermodynamic phenomena 
which were associated with the entry of these vehicles. Particular emphasis was given to 
determining those configurations which would experience the lowest level of aerodynamic 
heatiiig and correspondingly-, then, the lowest heat shield weiglits. 
The fact of the matter is that the so-called blunt o r  low-drag body answer was contained 
in these early results, at  least in the range of entry speeds of ballistic missiles that we a r e  
working on today. However, we did not realize i t  for  the simple reason that there was such 
a mass of data there. It was only la ter ,  when work was completed with simplified mathe- 
matical models which highlighted the fact, that we began to fully appreciate that i t  was the 
blunt shape that really reduced the heating to the point where we could cope with the entry 
problem. These mathematical models that were used allowed tractable equations to be de- 
veloped - tractable in the sense that we could integrate them without resorting to 7094's o r  
equipment of that sor t .  When we had this answer, we could go back and look a t  our mass of 
data and say, "Why, sure  enough, this was buried in here ." 
Well, the significance, I think, is perhaps twofold in that particular experience, and i t  
may have some bearing on the problems being discussed in this symposium. In other words, 
there a r e  a number of problems of analysis, very complicated analysis, not the least  of 
which i s  to take refined data of whatever form and try and figure out what it really means. 
Over and above that, I would strongly urge, to the extent possible, the development of sim- 
plified mathematical models of the particular phenomena whether their origin is  in the brain 
o r  elsewhere. It should be recognized, however, that although these models will have some 
inaccuracy in them, they at least will reduce the mathematics to a level of language simplic- 
ity which is  intelligible to the human brain and that may be  exceedingly useful in attempting 
to understand the more  complicated data evolving from basic experiments. 
Now, I will make perhaps one more remark before completing my introduction, and that 
i s  why NASA is  interested in computer analysis of encephalography o r  any of the related 
matters with which this symposium i s  concerned. I am not going to belabor this point be- 
cause I am sure  i t  is better known by the participants here than by me, but I cannot res is t  
observing that we have a very clear-cut need to explore all those phenomena associated with 
the physiology of the human body for a wide variety of reasons, not the least  of which is so  
that in better understanding these phenomena, we can better predict the future behavior of 
man in a highly stressful environment. If we can, and hopefully we will be better able from 
the work to be reported here to spot key precursors to incipient failure, whether in the con- 
trol system o r  some other part  of the man, then this can be a great contribution to an effec- 
tive manned spaceflight program. 
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I personally suspect, however, that there may be another even more important result 
that will evolve from the work here, and I have felt this way for a long time. I have always 
found that one of the best ways of understanding phenomena a t  a particular point or  corre- 
sponding to a particular state is to study the change in behavior of those phenomena o r  that 
particular phenomenon as  the environment about this nominal level is varied. 
To put i t  in simple words, then, understanding phenomena at a point is very frequently 
truly achieved when we learn to understand the variation of phenomena about that point; i. e., 
the slopes of the curves and so forth. This may be a really great outgrowth, I think, of the 
impetus that the space age has given to life science research a s  well as  to physical science 
research. 
We are  very concerned with the behavior of biological phenomena at about 1 G, 1 atm, 
and 70°F because we cannot always maintain these conditions in manned space flight. And a s  
we better understand biological phenomena, a s  we vary them about these nominal values, I 
believe we will vastly improve our understanding of these phenomena. 
Dr. Konecci: I think it might be of interest to explain why somebody of my particular back- 
ground would be interested in really stimulating such a specialized group. When I first talked 
to Dr. Proctor and Dr. Voris about organizing this symposium, we wanted to be sure that we 
in NASA's Office of Biotechnology and Human Research who have been getting such a reputa- 
tion for being systems oriented, did not overlook the need for specialization. 
The basic fundamentals of all science and engineering rest on the shoulders of those 
working in the specialized areas. On the systems engineering side we can discuss generali- 
ties, and it is true that I have become a generalist. However, like you, I have also worked 
in the laboratory as  a specialist and I probably have a little better appreciation of the need 
for the fundamental building blocks than would someone who has not been through that same 
experience. 
Incidentally, I probably should not talk to you about technical matters since I am no 
longer working in a truly technical capacity. I am now in somewhat of a policy situation. I 
might add, however, that policy cannot be written without fundamental work at the specialized 
level. We can talk about systems engineering, we can talk about generalities, but our infor- 
mation must be based on actual fundamental facts gained in the laboratory. Gathered here 
a r e  the types of people who a r e  gaining those facts. 
I t  may be encouraging to know that many people within the Government, especially in the 
Department of Defense and NASA, have truly recognized the need for getting information of 
an R&D nature directly to the person at the working bench a s  quickly as possible. The Aero- 
nautics and Astronautics Coordinating Board has recently reached an agreement whereby the 
Defense Department and NASA will be exchanging information about what they call work 
units, o r  tasks, that is, direct information between people a t  the working level in the 
laboratories. 
This will facilitate a very rapid exchange of information between the working people. It 
has not, a s  some people think, been prompted only by the concern of individuals within the 
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offices of the Defense Department and NASA to settle any possible disputes o r  arguments at I 
the Congressional level over research duplication. If this were the only reason, there a r e  
many other very simple ways of getting the information without involving anybody else. That, 
however, was not the motivation. 
It was really intended to bring technical information down to the working level. So let me 
tell you that I think many people who have been involved in this so fa r  a r e  very encouraged 
by the information exchange. 
We asked some of the people in the laboratories whether they had any use for this infor- 
mation, and their f i r s t  attitude was a little defensive - "I am not sure  I want to release what 
I am doing down at the real  working level: I am not sure that I want to tell the guy in another 
agency o r  department. " But, of course, they had no choice. We put the information in any- 
way. How accurate i t  was depended on the individual working on a particular project. 
However, once the information gets released, the worker at the bench level becomes 
quite interested in knowing precisely what his colleagues a r e  doing, not just on the basis of 
published information, which can be a s  much as  two years  behind date, or  going to two o r  
three professional meetings a year. And, unfortunately, in many cases because of budgetary 
reasons, you a r e  permitted to go to too few meetings, and maybe you only have two or three 
visits from outsiders that come and exchange information. Yet, the only way you used to be 
able to compare notes with your colleagues was by reading their written papers o r ,  if you 
could, by hearing them discuss o r  present information at meetings. 
So, after the initial model was put out and we asked the people, "Well, do you like i t ?  
Do you want i t? If not, we stop it." 
And then, the very ones who criticize it said - "Oh, no, no; i t  is very useful. We can 
use it; we want it." 
Now, do not let me deceive you that a complete exchange of information will come over- 
night. It will not. It is going to take a great deal of effort on the part  of both agencies to get 
this information into a form where the magnetic tapes of these various tasks can be exchanged, 
we hope, on a semiannual basis, and then to be sure that these tapes, especially in special- 
ized areas,  can be given down to what we call the center level so that those a t  that level can 
work with the material, correlate it,  look at it ,  and in this way let  you know precisely what 
i s  going on in the Government. 
The hope is that this method will also promote a better future planning of research.  
Sometimes, I know, you look at what is going on in the Washington area,  and you think every- 
thing is completely disorganized and that nobody knows what is going on. Yet, when you come 
in and s tar t  talking to the various program people, you find that they a r e  thinking, they a r e  
trying to plan, and that some of their problems lie in the one-year budget cycle which cannot 
be corrected overnight. 
So if I may, let me summarize by again thanking you very much for coming and please 
continue to be specialists if that is what you prefer,  because we cannot all be generalists if 
we a r e  to acquire the basic under standings we need. 
SESSION I 
Chairman: W. ROSS ADEY 
Brain Re search Institute 
University of California at Los  Angeles 
1. VISUALLY-EVOKED POTENTIALS RECORDED I .  TRANSCRANIALLY IN MAN' 
Henri Gastaut and Henri Regis 
Laboratoire de Neurobiologie 
Faculte' de Medecine, Marseilles 
Discussant: Antoine RCmond 
i INTRODUCTION 
! For five years my coworkers and I have been studying evoked potentials recorded trans- 
I cranially in man in many aspects. It would take too long, therefore, to describe in detail these results. If on the other hand I were to limit myself to the presentation of a summary 
of my entire work, it might be disappointing. I have chosen an intermediate course and will 
describe briefly the whole of my investigations, stressing only certain aspects that a re  par- 
ticularly interesting so a s  to extract the meaning of this evoked potential, which is the object 
of the studies in my research unit. 
I 
The many collaborators who participated in this work during the past five years should 
be acknowledged: Beck, E . (USA) ; Faidherbe, J . (Belgium) ; Franck, G . (Belgium) ; Fressy , 
J . (France) ; Imbert, M . (France) ; Kisman, C . (Netherlands) ; Krolikowska, W . (Poland) ; 
Lienard, C . (France) ; Orfanos, A .  (Greece) ; Poire, R . (France) ; Rhodes , J . (USA) ; Saier, 
J. (France) ; Smith, C . (USA) ; Tasinari, C . (Italy); and Werre, P. (Netherlands). 
I. APPARATUS AND TECHNIQUE 
A. Summing Apparatus 
We used two different apparatus that allowed the summing of several tens o r  hundreds 
of single visually-evoked potentials and the obtaining of a mean visually-evoked potential 
(MVEP) , which is clearly distinguished from the background EEG activity. J 
\The first  apparatus is the R6rnond phasotron, which connected in parallel to an eight- 
( channel EEG device delivers a histogram in which each column represents the average 
1 
amplitude of the signals received from eight different regions of the scalp. The topographic 
t histograms thus obtained a r e  readily converted by mathematical interpolation using a digital 
computer into chronographic curves. 
1. 
'work supported in part by: Research Grant M. H. 03258 U.S. Public Health Service, 
Grant 62-74 European Office Aerospace Research, GmBi no. 730ThW. 
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Figure 1. The Summing Apparatus Including the Re'mond Phasotron 
This apparatus is illustrated in figure 1, in which 1 designates the experimental subject; 
2 is the machine that records the EEG; 3 is the input of the magnetic recorder (fm); 4 is the 
magnetic storage for the EEG data on 7 tracks, the eighth being solely for synchronization 
signals ; 5 is the output (demodulator), which supplies integration circuits of the phasotron; 
6 is the phasotron, which guarantees the taking of samples (with a known lag after  each flash) 
and storage of these samples in the integration circuits; 7 is the isochronograph, which con- 
tinuously records the load of the integration circuits and thus affords information concerning 
the manner in which the summing process is effected; 8 is the voltmeter, which converts the 
voltages representing the mean amplitude of signals stored by the phasotron from analog to 
digital; 9 i s  the tabulator that effects the recording on punch cards of the numerical values 
furnished by the voltmeter; 10 is a coding system that also transmits to the tabulator for 
recording on punch cards figures that ultimately will permit, on the one hand, processing of 
the punched cards by a computer according to a predetermined program, and, on the other 
hand, identification of the different stages of the experiment and corresponding parameter 
(number of flashes used for stimulation, lag in sampling, etc.) ;  11 i s  the servo mechanism 
that governs all stages of the experiment according to a preestablished program, especially 
automatic readout of the magnetic tape. 
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The punched cards are then transferred to a computer (standard type 1202) by ICT 
(International Computers and Tabulators Ltd.), which furnishes directly: (1) chronographic 
curves for each of the sampled electrodes on the scalp, (2) the surface and center of gravity 
of each deflection in these curves, and (3) the curve of the first derivatives. 
Figure 2 shows by way of example the chronographic curves obtained under these condi- 
tions in an 8-yeeold  child exposed to 100 flashes at a rate of approximately 1 per second 
first while his eyes were closed, and then with his eyes open. Each of the curves in this 
figure corresponds to the average potential evoked by the light below the median occipital 
(inion), occipital, parietal, central and vertex electrodes. 
(2) The second apparatus that we use is the Alvar Mnemograph (fig. 3). This is an 
analog integrator that uses a Radacon electrostatic memory tube (grid storage tube) by RCA. 
This apparatus can store 200 signals with several sweep times ranging between 50 and 500 
msec, which a re  read a s  a directly photographed oscillograph image. This apparatus is 
connected with a 4-pen magnetic recorder that permits topographic studies. 
B. Stimulation Apparatus 
Photic stimulation is furnished by a stroboscope (Alvar Vareclat) with the tube and 
reflector generally placed only a few centimeters from the eyes of the subject to obtain the 
maximum flash brilliance. In only a few cases was the reflector directed towards the 
Reference ear 
- -- Rolandic 
- .- Parietal 
. . . . .- . . . Vertex 
---- Occipital 
- lnion 
Figure 2. Chronographic Curves Obtained from 
~ 6 m o n d  Phasotron and ICT Type 1202 Computer 
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Figure 3. Alvar Mnemograph 
internal surface of a white hemisphere 1 m in diameter. The subject was in the center in 
order to obtain uniform illumination of the retina independent of the position of the eyes. 
Each stimulus i s  represented by a ser ies  of 50 to 100 flashes, although in certain excep- 
tional cases somewhat shorter  ser ies  were used. These flashes were se t  off more o r  less  
rhythmically at a more o r  less  rapid rate.  That is to say, they were se t  off manually to 
avoid rhythm whenever the repetition was sufficiently slow to permit direct intervention on 
the par t  of the experimenter. They were delivered mechanically and rhythmically on the 
other hand by the stroboscopic device in other cases.  
C . Electrodes and Connections 
1 
i The electrodes a r e  placed on frontal, central, parietal and temporal regions following 
1 the specifications of the International Federation of EEG Societies. The occipital electrodes 
a r e  placed a s  follows: one on the inion, another 3 cm above on the median line, and two 
others 3 cm to the outside on a lateral line, right and left. 
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The tracings are customarily made by means of so-called "monopolar" connections in 
which the reference electrode is on the chin or on the ear (never on the vertex, which we will 
find later is much too active to serve a s  reference). More rarely, the recordings are made 
~ using bipolar connections, pairing the different active electrodes. 
D. The Subjects 
Counted in several hundreds, there a re  normal subjects ranging in age from 5 months to 
65 years and patients suffering from cerebral diseases or from conditions capable of dis- 
turbing the mean visually-evoked potential. 
I 11. RESULTS 
We have distinguished between results obtained in the healthy subjects and in the diseased, 
and between those obtained in standard experimental conditions and those obtained where there 
were special conditions in application of stimuli or in the state of the patient. 
A. Mean Visually-Evoked Potential in the Healthy Subject 
under Standard Conditions 
We mean here the mean visually-evoked potential in the young adult at rest, from the 
psycho-sensory-motor point of view, induced by short intense flashes repeated irregularly 
at intervals of about one second and recorded with so-called "monopolar" connections with 
I the reference electrode on the chin. 
1. Chronographic analysis of the mean visually-evoked potential. In these conditions we 
obtained a polyphased evoked potential in which two portions are  recognized, followed by a 
postdischarge designated rhythmic postpotential: 
a. An early portion with a latency of 20 * 2 msec. This part has four deflections, num- 
bered I, II, 111 and IV, which are  successively positive, negative, positive, negative, with 
peaks having a respective latency of 25, 40, 60 and 80 msec, and an amplitude increasing 
from 0.5 to 2 pV for the first up to a maximum of 50 p V  for the last. The individual varia- 
tions and especially the interindividual variations of latency and amplitude a re  substantial. 
The latency variations are  proportionately more accentuated in processing from wave I 
(variations of *2 to 3 msec) to wave IV (variations of * 10 to 15 msec). 
F b. A late portion (or delayed portion) comprising a single positive wave designated 
wave V, with an amplitude of 30 to 50 p V, and which can assume a monophased aspect (cul- 
f 
minating then at 130 * 30 msec) or, more often, biphased (with a positive peak Va recorded 
at 120 * 20 msec, a second positive peak Vc at 180 * 40 msec, and an intermediate negative 
wave Vb at 140 * 30 msec). 
I 
I 
/! c. The rhythmic postpotential, which serves as conclusion of the evoked potential per se ,  
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difficult to predict exactly the ra te  of this postdischarge because it is not always stable and 
often accelerates progressively during i ts  development, which takes place over a period of 
several hundred msec. In certain cases it appears, however, that this ra te  is equal to, or  
very nearly equal to, that of the subject's alpha rhythm (* 1 cps) a s  observed by Barlow (ref. 
1) and Brazier (ref. 2). At other times, however, the frequency of the rhythmic postpoten- 
tial is  greater than that of the alpha rhythm, and there a r e  no appreciable harmonic propor- 
tions between the two. Contamin and Cathala (ref. 3) observed the existence of these fast 
postdischarges. When the eyes a r e  open and the postdischarge is barely discernible, its 
negative beginning is  sometimes apparent and thus assumes the aspect of a final negative 
wavei called wave VI: which directly follows wave Vc, with a peak a t  250 * 50 msec. 
Figures 4 and 5 show, for example, the mean visually-evoked potential obtained in two 
normal subjects aged 21 and 13 years, presenting respectively an alpha rhythm a t  12 and 11 
cps. In them there a r e  to be seen the various waves, numbered from I to IV, modified sig- 
nificantly by closing the eyes, a s  we will see subsequently. Closing the eyes is also respon- 
sible for the appearance of the rhythmic postpotential whose ra te  is, respectively, 16 and 
13 cps; i . e . ,  without a specific proportion to the alpha rhythm rate. 
Figure 6 allows a comparison of the mean visually-evoked potential a s  we obtain it a t  
Marseilles, and that was obtained elsewhere: (1) between 1956 and 1960 by the team a t  
Massachusetts General Hospital and at  Massachusetts Institute of Technology under the direc- 
tion of Brazier and Barlow (the model of the mean visually-evoked potential is that published 
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Figure 4. Mean Visually-Evoked potential in Healthy Subject 21 Years of Age 
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Figure 5. Mean Visually-Evoked Potential in Healthy Subject 13 Years of Age 
by these authors in 1960, refs. 1 and 2); (2) in 1960 by Van Balen (ref. 4); Van Hof (ref. 5), 
and Cobb and Dawson (ref. 6); (3) in 1961 by Contarnin and Cathala (ref. 3), and by Ciganek 
(ref. 7); (4) in 1963 and 1964 by Morocutti et al. (ref. 8), by Rietveld (ref. 9), and by Schwartz 
and Shagass (ref. 10). ' The similarities between these different responses are  all the more 
remarkable since almost all were obtained with quite different apparatus, and stimulation 
and recording techniques. 
It is also noteworthy that wave I was only obtained by three of the above authors (Brazier 
(ref. 2); Cobb and Dawson (ref. 6); and us) and suspected by two others (Morocutti et  al. (ref. 
B), and Schwartz and Shagass (ref. 10) whose waves I a re  shown in dotted lines on the figure), 
while waves 11 and 111 were obtained by five authors and anticipated by a sixth. Only waves 
N and V were obtained by all, except Cobb and Dawson (ref. 6), who scanned only during the 
50 and 100 msec after stimulation; the last was always received with its bifurcate aspect that 
is so characteristic. Only Ciganek (ref. 7) described a fourth negative wave after the three 
waves Va, b and c; the fourth wave he subsequently failed to find. 
We did not always obtain the complete mean visually-evoked potential from wave I through 
wave VI or the postdischarge. Actually, we only obtained it in 20 percent of our subjects. 
'other authors have recorded the mean visually-evoked potential in the healthy human 
subject, but their results a re  too different from ours or from those of the investigators 
mentioned above to allow this type of comparison by superposition. 
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In the remaining 80 percent one or more of waves I to III was missing: these waves are the
more difficult to obtain, because they are early and less ample. In contrast, waves IV, V,
and VI, especially wave V, are almost never missing.
Several of the above-mentioned authors used letters or numbers to designate the different
portions of the mean visually-evoked potential that they singled out. Thus, the Dutch authors,
in line with the earlier proposal of Monnier (ref. ll), who did not yet employ summing meth-
ods, used letters and described, for example, a small initial positive deflection designated
"a" at 20 msec after the flash, corresponding to our wave I; a larger negative deflection
designated "b" at 80 msec, corresponding to our wave IV; a still larger deflection designated
"e" at 130 msee.; alway._ in a forkpd fnrm; with a p_ak "el" and a peak "e2; " r_pectively at
110 and 150 msec, and corresponding to our wave V subdivided into Va and Vc (Van Balen,
ref. 4).
Ciganek (ref. 7) and Morocutti et al. (ref. 8) abandoned this approach and used figures
to designate the successive deflections of their mean visually-evoked potential, which from
then on they marked I, II, III, IV, V, VI, and VII, corresponding respectively to our waves
II, III, IV, Va, Vb, Vc, and VI.
We did not follow the examples of our predecessors in that neither of these two systems
seemed satisfactory. The first, used by the Dutch, has the advantage of demonstrating the
need, to which we shall refer later, for subdividing our wave V into two portions, Va and Vc
(their waves cl and c2) separated by a third wave Vb; however, it has the disadvantage of
ignoring all deflections which separate our wave I (their wave a) from our wave IV (their wave
b). The second method, used by Ciganek (ref. 7) and adopted by Morocutti et al. (ref. 8),
only resolves part of the difficulty because it does not take our first wave into account (the
wave already indicated by Brazier (ref. 2) and Cobb and Dawson (ref. 6). Furthermore, it
has the serious disadvantage of numbering our three waves Va, b and c separately. These
waves, as we shall see, belong to a physiologically indissoluble complex.
2. Topographic analysis of the mean visuallv-evoked potential. It is impossible to
discuss this subject at length as it has been the object of relatively few studies. The results
of this work, moreover, are not at all in agreement, and all that can be said with certainty is
that it is easy to dissociate the mean visually-evoked potential per se from artifacts (i. e.,
noncerebral responses) that are received very early in periorbital and frontal regions, and
that are principally due to flickering of the eyelids with movement of the eyeballs and to a
diffusion of the eleetroretinogram. 1 These facts, already determined by Monnier (ref. 11);
Cobb and Dawson (ref° 6); Contamin and Cathala (ref. 3); Guillard (ref. 12) and Rietveld
(ref. 9); and us, are well illustrated by the tracings in figure 7. In this figure there is seen
a mean visually-evoked potential, well-developed on the inion as it is progressively degraded
along a line of median electrodes from the median parietal region to the vertex region,
where it disappears to give way to a very large and early artifact that reaches its maximum
amplitude in the frontal and periorbital regions.
_The electric field of ocular artifacts was specially studied in 1953 by Y. Gastaut (ref.
15) and in 1952-53 by Z. Zao (refs. 38 and 39).
VISUALLY-EVOKED POTENTIALS RECORDED TRANSCRANIALLY I N  MAN 15 
Gastaut et al. 
Morocutti et at. 






Figure 6. Comparison of Mean 
Visually-Evoked Potentials Ob- 
tained by Different Investigators 
Figure 7. Topographic Analysis of 
Mean Visually-Evoked Potential 
As to the mean visually-induced potential per se, figure 8 shows that i t  is not always 
narrowly confined to one location a s  in the preceding figure, since in this case it is recorded 
with a maximum of amplitude and precision on the inion (electrode F) and the electrodes 3 cm 
above it (E) and beyond it (K); i.e., in an occipital semicircle with a 3 cm radius centered 
on the inion. Farther ahead on the line of median electrodes @, C, B, A) and on the two 
lines of lateral electrodes (J, I, H, G ,  and M, L) the elements of the induced potential a re  
still appreciable, but they are progressively attenuated to disappear in the central region 
l and from the vertex where, moreover, they are masked by other elements that a re  ample 
and more delayed. These elements attain their maximum around the vertex, where they 
chiefly assume the aspect of a large diphased wave whose amplitude amounts to about 50 pV 
and whose first (negative) cusp occurs at about 130 msec, whereas the second (positive) 
culminates at about 200 msec following stimulation. 
Figure 8. Topographic 
=Zr,a!jrsis zf Mean 
Visually-Induced Potential 
Figure 9 shows the same phenomena in another subject, illustrating the fact that the ele- 
ments of the mean visually-induced potential can be still  less  localized than in the preceding 
examples and extend forward to a point just below the central median (vertex) electrode 
where they then merge intimately into the large delayed diphased deflection that was formerly 
anticipated. 
To certain authors, particularly Contamin and Cathala (ref. 3) and Morocutti e t  al. (ref. 
8), the delayed elements which appear with a maximum amplitude in the median central r e -  
gion (vertex) and which extend towards the back, the front and laterally to the median pari- 
etal, median frontal and central regions, a r e  a nonspecific response that is comparable to, 
i f  not identical with, the potential evoked by other stimuli (especially auditory and somato- 
sensory) on the vertex region. This potential was glimpsed by Davis (ref. 13) in 1939 before 
being described by H. Gastaut (ref. 14) in 1952 and analyzed in detail by Y. Gastaut (ref. 15) 
and Bancaud et  al. (ref. 16) in 1953. We have no objection to this analogy, but we refuse on 
the other hand to follow Morocutti e t  al. (ref. 8) when they state that the nonspecific response 
of the vertex is  a t  least partially responsible for wave V of our mean visually-induced poten- 
tial, whose nonspecificity would thus be established. In the same way we refuse to agree 
with Contamin and Cathala (ref. 3) and with Ciganek (ref. 7) that the delayed portion of the 
induced potential per se  (specifically our wave V) would be analogous to the vertex potential 
whose nonspecificity it would share,  both being produced on the cortex via diffuse pathways 
not specifically visual. None of the arguments advanced in this connection by the above 
authors has convinced us. Quite to the contrary, basing our premises on our topographic 
studies and on other studies concerning the lability of the induced potential in the case of 
closing of the eyes and upon dark adaptation (see below) we have arrived a t  the conclusion 
that all the early and late components of the mean visually-induced potential - including the 
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rhythmic postpotential - are  equally bound to the specific phenomena of vision, without nec- 
essarily making them solely dependent upon optic radiations or upon their striated area of 
projection. 
In other words, the problems posed by the topographic distribution of the mean visually- 
induced potential are  far from solved, and we are specifically unable to supply m y  satisfac- 
tory explanation of the fact that wave I i s  received over the entire occipital region and some- 
times even the parieto-temporo-occipital region of the scalp, while its lag makes it contem- 
porary with the arrival of optic impulses which, according to the most certain anatomical 
and physiological data, appears to occur only on the striated cortex buried below the inion. 
We cannot better explain why a wave as  late a s  wave V, which is simultaneous with the non- 
specific potentials induced on the vertex by other trpes of stimulation, is manifestly bound 
to the more specific phenomena of vision, since later we will see it modified considerably, 
depending upon the photopic or scotopic n a m e  of the retinal photoreceptor involved. 
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This is why finally we have abandoned a distinction in the mean visually-induced potential 
between specific and nonspecific components, primary and secondary, a s  made by Contamin 
and Cathala (ref. 3), Ciganek (ref. 7), and Morocutti et  al. (ref. 8), to refer  only (from the 
descriptive viewpoint) to an early portion, a late portion and a rhythmic postpotential, without 
any implication of anatomical or physiological nature. 
3. Symmetry of the mean visually-evoked potential over the two hemispheres. We will 
deal still more briefly with this subject, which was rare ly  studied before our investigations. 
In the great majority of cases, the mean visually-induced potential is synchronous and sym- 
metrical over the two hemispheres, on condition that the gaze of the subject be fixed on the 
1 t 1 ~ ~ i n n t 1 . s  snurce. If on the cc~.,trzr,ry he !cc!rs t c  thc side ~f the !uminc~s surface, we hkve 
observed, a s  have Contamin and Cathala (ref. 3), and Rgmond and Conte (ref. 17), an asym- 
metry such that the induced potential is increased in amplitude on the half of the scalp which 
is on the side towards which the gaze is directed; i. e . ,  on the side opposite the visual hemi- 
sphere receiving the most illumination. In addition, we have observed that this increase 
in amplitude occurs principally in favor of wave Vc. We will return to the significance of 
this point. 
Of course, the symmetry of responses is bound to experimental conditions other than 
direction of gaze in relation to the source of light. Thus it depends on the one hand on the 
position of the electrodes, which a re  rarely in perfect symmetry on the two halves of the 
scalp, and on the other hand i t  depends on the connections used, symmetry being more 
evident in so-called monopolar connections than in bipolar connections where the earl ier  
elements (waves I and 11) a r e  often more asymmetrical than the later  waves (IV and V). The 
rhythmic postpotential is always symmetrical except in subjects who present a very asym- 
metrical rest  alpha rhythm, in which case it i s  larger on the side on which the alpha rhythm 
itself i s  larger. 
4. Relation between the mean visually-evoked potential and the lambda waves. In the 
f i rs t  publication devoted to lambda waves, Gastaut et  al. (ref. 18) in 1951 described them 
a s  occipital spikes occasioned by the opening of the eyes and, account being taken of their 
morphologic similarity to the large amplitude elements of photic driving that they observed 
in all subjects who were ca r r i e r s  of lambda waves, they interpreted these latter a s  potentials 
evoked under the effect of retinal afferences. Evans, who only glimpsed the lambda waves 
in 1949, associated them in 1953 (ref. 19 - his f irst  publication on the subject) with move- 
ments of visual exploration. Finally in 1957 Gastaut e t  al. (ref. 20) produced proof that most 
of the lambda waves in actual fact a r e  the result of saccadic ocular movements shifting a 
sharply contrasted image on the field of the macular retina. I t  was, therefore, desirable to 
know to what part  of the mean visually-evoked potential the positive deflection of 20 to 50 pV 
amplitude that is customarily known a s  lambda waves actually referred. For this we started 
the memory of our summing apparatus at  the beginning of each saccadic eye movement r e -  
corded a s  a variation of difference of potential on a connected electronystagmograph (fig. l o ) ,  
which made i t  possible to receive a mean lambda wave after summation of 100 saccads. We 
then recorded in the same subjects the mean visually-evoked potential for 100 flashes applied 
under similar conditions; i. e . ,  with eyes open in an intense ambient light. The comparison 
of the results (fig. 10) allowed u s  to conclude that the lambda wave is nothing other than wave 
V of the mean visually-induced potential. This wave V, furthermore, is remarkable for 
i ts  relatively short latency (peak at  100 to 120 msec) and i ts  exclusively monophase form, 
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Figure 10. Comparison of Electronystagmograph Recordings Showing the 
Relation between Mean Visually-Evoked Potential and Lambda Waves 
which is in good agreement with the purely photic character of the retinal stimulation pro- 
voked by the saccadic movement that shifts the sharply contrasted image of a brightly illumi- 
nated object on the macula. 
We will return to these details later since they will enable us to evaluate the significance 
of wave V of the mean visually-induced potential. For the moment we would like to limit 
ourselves to a few remarks on the possible significance of these lambda waves that can be 
recorded in all subjects through methods of superposition. These waves, in fact, represent 
a hypersynchronous neuron discharge of the visual cortex evoked by each saccadic or pursuit 
movement, and their effect (if not their purpose) could be the prevention of analysis of 
retinal afferent impulses during the rapid movement of the image on the retina, which move- 
ment could entail a substantial blurring effect in the absence of such an occluding mechanism. 
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The classic psychophysiologists agreed that this blurring passed unperceived because of the 
speed of the ocular movements, or  because the neural impulses corresponding to retinal 
stimulation during the movements were deflected into a cortical zone that would prevent them 
from distrubing the clear perception of the image furnished during fixation (Woodworth, ref. 
22). It seems to  us,  however, that our hypothesis could take this phenomenon better into 
account and explain (without recourse to hypothetical neural pathways of conduction) the ab- 
sence of blurring in the case  of saccadic o r  pursuit movements, the duration of which can at- 
tain 50 msec with pauses of 200 msec, and which thus take one fifth the effective visual time. 
5. Reproducibility of the mean visually-evoked potential from one instant to the next and 
from one subject to another. The different chronographic and topographic characteristics 
of the mean visually-evoked potential that we have just considered a r e  easily reproduced from 
one subject to the next and from one instant to another in the same subject, except for this 
particular, that in almost 80 percent of the cases (see above) the response is incomplete and 
one or  more of the initial waves (from I to 111) is lacking. On the other hand, if we refer  
essentially to waves IV and V and to the rhythmic postpotential, it is possible to say that the 
mean visually-evoked potential is obtained in practically all subjects. 
In a single subject, the reproducibility of the mean visually-evoked potential is excellent 
from one day to another, from one month to another, and even from one year to another if 
the subject is an  adult, at  least insofar a s  the succession of elementary waves and their 
latency is concerned. Thus, in calculating the percentage of variation at a three-month 
interval, we observed that waves I to IV only vary by *1.5 msec in one individual, whereas 
wave V, which i s  a little less  stable, varies only by * 2.5 msec. This is  not the case re -  
specting amplitudes of elementary waves that vary considerably from one moment to another, 
sometimes in the course of a single experimental session and after an interval of a few 
minutes, while conditions affecting the subject apparently remain the same. 
In different subjects the reproducibility of the mean visually-evoked potential is much 
less  satisfactory, even with respect to latencies of elementary waves, which we have observed 
to vary more in passage f rom wave I (variation of k2 to 3 msec) to wave V (variations of *30 
msec) and wave VI (variations of *50 msec). 
Interindividual variations of the mean visually-evoked potential clearly limit the practical 
application of the method for diagnostic purposes. It would be possible to t ry  to compensate 
for  this drawback by using in clinical diagnosis only responses obtained with rapid ra tes  of 
visual stimulation. With such stimuli there is a very slight interindividual variation with 
respect to the mean visually-evoked response, a s  we demonstrated in reference 21. How- 
ever,  in following this procedure another difficulty will be encountered and will be indicated 
below; namely, our present ignorance of the exact significance of diphased responses obtained 
with rapid rates of visual stimulation, concerning which responses it is not known to what 
elements of the mean visually-evoked potential per se  they should be assigned. 
B. Mean Visually-Evoked Potential in the Healthy Subject 
when Experimental Conditions Vary 
1. Modifications of the mean visually-evoked potential when physical conditions of 
stimulation vary. Variations of the form of the stimuli (flashes or  sinusoidal or  rectangular 
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variations of the intensity of continuous illumination) or of their chromatic composition 
(wavelength) entail modifications of the mean visually-evoked potential which have not been 
sufficiently studied by us or  by other investigators to warrant holding our attention. This is 
not true of modifications entailed by variations of the intensity and rate of the stimuli. 
The role played by stimulus intensity in the aspect of the mean visually-evoked potential 
is interpreted very differently by the various authors who have considered the problem. Our 
own observations, which a re  similar to those of Cobb and Dawson (ref. 6), Contamin and 
Cathala (ref. 3), and Rietveld (ref. 9). lead us to suppose however that the mean visually- 
evoked potential diminishes in amplitude, h t  varies little in latency when flash intensity 
decreases. Conversely, increase of flash intensity involves an increase of amplitude of the 
mean visually-evoked potential and more specifically, a s  already observed by Van Balen (ref. 
4). an increased amplitude in wave Va; i. e., in wave c l  of this author, who notes in addition 
that c2 (our Vc wave) decreases in the same conditions. 
The role played by the rate of repetition of the stimuli was considered by a number of 
investigators, specifically Van Hof (ref. 5), Ciganek (ref. 7), RQmond and Conte (ref. 17), 
Morocutti e t  al. (ref. 8), and Faidherbe (ref. 23). All made observations which could be 
superposed, but they interpreted them differently. We were particularly concerned with this 
problem, together with Faidherbe, Franck, Fressy, and we published the results of our 
investigations in reference 21. Only a short resume of this work is presented here, without 
illustration. 
For stimulation rates below 4 flashes per second a complete mean visually-evoked poten- 
tial is obtained, identical to that which we have described, but with the rhythmic postpotential 
progressively cut off when the rate of stimulation becomes greater than 1.5 to 2 flashes per 
second. At 4 flashes per second the rhythmic postpotential has disappeared entirely, since 
between two flashes there remains only the time necessary for the development of the early 
and late portions of the mean visually-evoked potential (250 msec). It is noteworthy that the 
the body of the mean visually-evoked potential (i.e., its early and late portions) and the 
rhythmic postpotential do not depend upon the periodicity of the repeated stimuli. That is to 
say, they a re  not modified by the fact that the length of the intervals between repeated flashes 
is perfectly identical (when controlled by the stroboscope) or variable (when they a r e  deliv- 
ered manually by the experimenter at random). 
For stimulation rates ranging between 4 and 10 flashes per second, the mean visually- 
evoked potential formerly under consideration i s  replaced by a polyphased response in which 
Ciganek (ref. 7) and Morocutti et  al. (ref. 8) see only the early portion, unchanged from the 
mean visually-evoked potential. We do not share this view, to the extent that the polyphased 
response in question seemed different from the early portion of the mean visually-evoked 
potential, with a greater difference with a higher rate of stimulation. We personally share 
the opinion of Van Hof (ref. 5) and Rietveld (ref. 9), who consider this average response to 
a rapid train of stimuli to be an effect of the linear superposition of individual responses, 
an effect which they predict with assurance by the single graphic integration of the individual 
responses. Since each flash of the rapid sequence arrives before the termination of the 
response induced by the previous flash, such a superposition seems to us  to be inevitable, 
22 ANALYSIS OF CNS AND CV DATA USING COMPUTER TECHNIQUES 
but we feel that there must additionally come into play phenomena of facilitation that were not 
considered by the Dutch investigators. 
For rates higher than 10 flashes per second, the response assumes the appearance of a 
diphased wave whose second phase is more lasting than the first.  The more the ra te  of 
stimulation increases, the more the two phases of this wave tend to become equal, which has 
the result that, starting with about 18 flashes per second, the response takes on the aspect 
of a more or less  deformed sinusoid. Morocutti e t  al. (ref. 8) agree that the diphased 
responses evoked by stimuli of more than 10 flashes per second, no matter what the rate,  
constitute an early wave in the mean visually-evoked potential, more specifically wave IV. 
Ciganek (ref. 7) i s  in agreement on this point, a s  iong a s  the rate remains around 10 fiashes 
per second, but for higher ra tes  he feels that the diphased response does not correspond to 
a specific element of the mean visually-evoked potential, but represents a nonspecific 
thalamic response. As far  a s  we a re  concerned, we feel that for al l  ra tes  higher than 10 
flashes per second, the response is always specifically visual, but we feel that it i s  impos- 
sible to pinpoint the portion of the mean visually-evoked potential to which it corresponds, 
the more so because no response obtained above 10 flashes per second can be predicted by 
Van Hof' s graphic integration method. 
2. Modifications of the mean visually-evoked potential when the physiological conditions 
of the subject change. In this connection we have carried out many studies concerning 
changes in the mean visually-evoked potential under the effect of visual and mental attention, 
distraction, sleep, narcosis, s t ress  (particularly auditory s t ress  set up by application of 
intense noises during light stimulation). We cannot develop here these different aspects of 
the same problem, which moreover have been published elsewhere or  a r e  in press. 
As far  as modifications of the evoked potential caused by distraction and visual and 
mental attention a r e  concerned, they a r e  much less  important than some investigators have 
given us to understand, and they have nothing a t  all in common with the spectacular and con- 
tradictory changes obtained in the course of direct cortical recordings in man by Jouvet and 
Courjon (ref, 24), according to whom the visually-evoked potential is doubled when flashes 
a re  counted, and abolished when the subject is distracted, and in the cat by Palestini et al. 
(ref. 25), and by Horn (ref. 26), according to whom the visually-evoked potential disappears 
during attention when the animal scents a mouse. With techniques of transcranial summing 
in man, we have observed very variable changes in the mean visually-evoked potential, 
principally: (a) an increase of wave V and especially of Va in visual attention, and (b) a 
decrease of V and especially of Vc in distraction. Our observations a r e  in partial agree- 
ment with those of Van Balen (ref. 4) who describes an increase of c l  and a decrease of c2 
during visual attention, corresponding respectively to our Va and Vc waves. 
'1n support of the idea of facilitation, Gastaut et al., 1951 (ref. 18) describes an excita- 
tory cycle in the occipital cortex of man, with a facilitatory phase extending from the 70th 
to the 150th msec after the flash. It would appear reasonable to assume that the very large 
amplitude of the initial phase of the M.V.E. P. evoked a t  high frequency stimulation is due 
to the fact that each new flash arrives during the period of facilitation provoked by i ts  
predecessor. 
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As far a s  changes of the evoked potential during auditory stress are concerned, we 
described it in a technical report of the Office of Scientific Research 0. A.R. (ref. 27). Very 
briefly, it can be said that the mean visually-evoked potential produced by low rates of 
stimulation i s  not appreciably modified during application of an intense noise, whereas the 
diphased response caused by a very rapid visual stimulation (10 flashes per second and 
above) shows an increase of amplitude of its initial phase. In our technical report we discuss 
the possible significance of this phenomenon which is associated with psychometric changes 
and with the lowering of production and work safety observed under acoustic stress. 
I We also made an exhaustive study of the development of the mean visually-evoked poten- 
tial as  a function of age in  44 subjects. The results are  in course of publication, and we will 
only say here that they prove the existence of a complete and typical mean visually-evoked 
potential from the first years (fig. ll), the variations with age being much less spectacular 
than certain prior studies would have indicated. Wave V and the rhythmic postpotential a re  
the elements that vary most with age, from birth to puberty. Waves V and VI a re  shortened 
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during this development, whereas the rate of the rhythmic postpotential i s  accelerated, thus 
bringing about an accentuation of the slope of all deflections and imparting to the whole mean 
visually-evoked potential an appearance that is more complex and concentrated with advance 
from the early years. 
Given the peculiarities of the mean visually-evoked potential in the child a t  different 
ages, we attempted to learn if its aspect were not also dependent upon mental age and not the 
chronological age of the subjects. In a dissertation on this subject, Lienard (ref. 28) stated 
that she had found certain relationships which unfortunately were not confirmed by another of 
our colleagues (Kisman, ref .  29). It does not seem possible a t  present, therefore, to  use ~ 
the mean visually-evoked potential a s  a means of demonstrating the degree of cerebral and/or 
mental development of retarded children. 
Finally, we studied with much interest the modification of the mean visually-evoked 
potential caused by opening and closing the eyes and by dark adaptation. The results that we 
obtained in this connection and which have just been presented a t  a Franco-Italian EEG 
meeting (ref. 30) seem so important to us that we feel it would be useful to present them here 
with some details. 
The effect of closing the eyes has not been described in detail by the few investigators 
who have studied it. Contamin and Cathala (ref. 3) speak of an increase of our wave V. 
Van Hof (ref. 5), R6mond and Conte (ref. 17), a s  well a s  Faidherbe (ref. 23), who only con- 
sidered the effect of closing the eyes upon diphased responses evoked by fast  visual stimuli, 
mention increase in amplitude or  complexity of these responses. We observed that although 
closing the eyes involves only minor and inconstant variations of the early portion of the 
mean visually-evoked potential (the amplitude of which diminishes a s  a whole), it causes 
constant and significant changes in the delayed portion, especially in wave V, whose com- 
ponent Va is attenuated, whereas component Vc is amplified and widened (see figs. 4, 5, 12, 
and 13). This is to  say nothing, of course, of the rhythmic postpotential, which only appears 
when the eyes are  closed. 
The effect of dark adaptation on the mean visually-evoked potential has always seemed 
important to us ,  especially when the subject keeps his eyes closed during stimulation. Adap- 
tation is obtained by leaving the subject in absolute darkness for 40 minutes before stimula- 
tion, f irst  with eyes closed, then with the eyes open, with discrete trains of 50 flashes 
separated from each other by very long intervals (20 to 30 seconds on the average) which 
a re  necessary to maintain the subject's complete adaptation throughout the stimulation. Our 
controls showed that return to the adapted state was attained in 3 seconds on the average 
after each flash when the eyes were closed and in 6 seconds at least when they were open. 
Our partial summing controls assured us the stability of the evoked response during all  the 
sequences, while our clinical and EEG controls assured us the vigilance of the subject 
during long experiments effected in darkness. 
Under these conditions we observed, depending upon whether the subject's eyes were 
open o r  close, different effects of adaptation upon the mean visually-evoked potential. We 
were only able to study the effects on the late portion of the induced potential because the 
early portion was not obtained in sufficient number for a significant study. As to the 
rhythmic postpotential, it did not seem to us to vary appreciably under the effect of 
adaptation. 
VISUALLY-EVOKED POTENTIALS RECORDED TRANSCRANIALLY IN MAN 
(1) Effects of adaptation on the mean visually-evoked potential obtained with the eyes 
closed. These effects manifest themselves especially in wave V which presents: (a) a 
decrease of at least 20 percent in the amplitude if its Va component; (b) an increase in am- 
plitude of its Va component which may be as  much as 75 percent of its value prior to adapta- 
tion; (c) an enlargement of this same Vc component which occurs at the expense of the post- 
discharge or of wave VI when it exists (fig. 12). In certain ra rer  cases there is only a 
reinforcing of wave V as a whole, which then is presented as  a single monophase wave of 
very great amplitude even though the wave may have been diphased prior to adaptation (fig. 
13, case OSM). At other times dark adaptation causes the appearance, in addition to the two 
preceding modifications, of a new positive wave that we designate Vc', which culminates at 
about 270 msec (figs. 12 and 13). Some of the modifications that we have just described were 
noted by Van Balen (ref. 4) who, without going into detail, speaks nevertheless of a decrease 
in his wave c l  and of an increase in his wave c2 (corresponding to our Va and Vc waves, 
respectively) during adaptation. 
(2) Effects of adaptation on the mean visually-evoked potential obtained with the subject's 
eyes open. If the adapted subject merely opens his eyes while he is still in the dark and in 
a state of controlled adaptation, it is sufficient to modify his mean visually-evoked potential. 
That is to say, the decrease in amplitude of Va and increased amplitude of Vc are  always 
evident, with respect to the mean visually-evoked potential obtained prior to adaptation, h t  
these changes a re  nevertheless much less well defined than during adaptation with the eyes 
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DEL ... 23 years g 
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- eyes closed before adaptation 
. .. . . . . eyes closed after adaptation 
. . _  
Figure 12. Effects of Adaptation on Mean Visually- 
Evoked Potential Obtained with the Eyes Closed 
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Figure 13. Effects of Opening and Closing the 
Eyes Before and After Dark Adaptation 
closed. The Vc' wave disappears entirely in cases in which it appeared during adaptation 
with the eyes closed. 
Still with reference to  adaptation, it i s  appropriate to point out that the different effects 
that we have just described depend on adaptation and not upon the variations of pupil diameter 
that accompany it. We have a s  a matter of fact varied this diameter with mydriatics in a 
nonadapted subject, and the modifications of wave V obtained under these conditions were 
always total. They were expressed by an increase of amplitude of all i ts  components without 
there ever being any elective increase in one of the Va or  Vc deflections, while Vb was 
always clearly increased. 
Before leaving this discussion of modifications of the mean visually-evoked potential 
subsequent to a variation of the condition of the subject, we will note the studies carried out 
in our research unit with certain hallucinatory drugs (mescaline) or tranquilizers (Valium). 
The modifications of the mean visually-evoked potential obtained in these conditions a r e  very 
subtle and our results  a r e  not yet sufficiently precise for presentation a t  this time. 
C. The Mean Visually-Evoked Potential of Pathological Subjects 
We do not feel that it would be profitable to dwell a t  length on this aspect of the problem, 
which we have studied for a long time. Our results will soon be published in our report to 
the International Congress of Neurology a t  Vienna (ref. 31). 
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With regard to asymmetries of the mean visually-evoked potential in hemianopsia sub- 
jects, we a re  far from having substantiated the results of Vaughan et al. (ref. 32), who 
observed a decrease in amplitude of the early portion of the contra-lateral mean visually- 
evoked potential and more specifically of our wave 111 in more than 50 percent of the cases of 
homonymous lateral hemianopsia. Furthermore, we would have had trouble in confirming 
it because one or more of the early waves of the induced potential a re  lacking in 80 percent 
of our tracings, to say nothing of the difficulties that would be involved in comparing our 
tracings, which were made with the reference electrode on the chin, and those of Vaughan 
et a1 . (ref. 32), made with a vertex reference. We are reluctant to accept the value of this 
reference because the region seems to us to be a t  least a s  active a s  the occipital region 
under the effect of luminous flashes. 
Our own results a re  unfortunately rather variable from subject to subject, and when they 
are  positive they often show a predominant alteration in the late portion of the induced poten- 
tial (wave V) and/or of the rhythmic postpotential. This latter is often diminished in ampli- 
tude on the hemisphere opposite the field of hemianopsia. As to wave V, it can also be less 
ample on the hemisphere concerned (fig. 14) or simply deformed, with loss of the diphased 1 characteristic. A method of emphasizing the effect of a homonymous lateral hemianopsia on 
the mean visually-evoked potential consists in provoking the latter while the subject looks 
successively first  at  one side and then the other of a luminous surface. In these conditions 
we have already seen that in the normal subject the mean visually-evoked potential is more 
ample (to the advantage of the Vc wave) on the side opposite the visual half field that is more 
illuminated. In hemianopsia this effect disap- 
pears when it i s  the blind half field that is 
predominantly illuminated. 
MON 
- healthy side 
----- diseased side 
occipital - chin 
IY 
Figure 14. Mean Visually-Evoked 
Potential in Subject with Homony- 
mous Lateral Hemianopsia (left) 
If the diphased response caused by rapid- 
ly repeated flashes is considered, and not the 
mean visually-evoked potential per se, this 
response appears to be regularly diminished 
in amplitude on the hemisphere opposed to a 
homonymous lateral hemianopsia (ref. 33). 
Such an asymmetry was confirmed by a nu- 
merical study comparing the absolute inte- 
grals of the chronographic histograms that ex- 
press the total amplitude of these histograms 
(since the duration of the recordings and hence 
the value of the axis of the abscissa is con- 
stant). To compare the degree of interhemi- 
sphere symmetry of a group of normal and 
hemianopsia subjects by this numerical meth- 
od , given the fact that the amplitude of the 
histograms can vary from normal subject to 
normal subject, we were constrained to estab- 
lish, by a mathematical process performed 
at the Calculation Center of the University of 
Liege by Professor Linsrnan, an average in- 
terhemisphere difference expressed in per- 
centages and not in absolute values. This 
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"percentage difference" was se t  at  17 .5  percent in normal subjects and a t  5 0 . 6  percent for 
the group of hemianopsia subjects. It thus appears that the diphased responses furnished 
by the high ra tes  of luminous stimulation a re  more often disturbed than the mean visually- 
evoked potentials per se  in subjects suffering from homonymous lateral hemianopsia. Un- 
fortunately their interest i s  much less  insofar a s  the nature and significance of these re -  
sponses is not known (see above). It is for this reason that we continued our investigation 
with the mean visually-evoked potential caused by low ra tes  of luminous stimulation, in 
the hope of disclosing significant changes; i. e. ,  modifications which perhaps would round out 
our theoretical knowledge concerning hemianopsias whose practical diagnosis continues to 
he effected much more readily by study of the visual field than by analysis of evoked 
potentials. 
As far a s  epileptics a re  concerned, we have not found the total increase in the mean 
visually-evoked potential pointed out by Morocutti e t  al. (ref. 8) independently of any state- 
ment concerning the form or  the gravity of the attacks from which the subject suffered. On 
the other hand, we have observed substantial changes in the mean visually-evoked potential 
in the majority of subjects suffering from a generalized epi1eps:- in which the attacks a re  se t  
off by light (photosensitive epilepsy). In these subjects we observed an increased amplitude 
of the mean visually-evoked potential and more specifically of wave Vb, which a t  t imes 
arrived at a complete halving of wave V that was then replaced by two very large waves Va 
and Vc (figs. 15 and 16). These modifications of the evoked potential, which a r e  so spectac- 
ular, are al l  the more marked in proportion to  the photosensitivity of the subject and the fre-  
quency of his attacks. They a r e  diminished and sometimes even suppressed, on the other 
hand, during periods of improvement with spontaneous o r  therapeutically-induced disappear- 
ance of photosensitivity (fig. 16). 
It is very interesting that we have observed similar modifications of the evoked potential 
over the occipital region of a single hemisphere in subjects suffering from focal visual epi- 
lepsy with homolateral occipital discharges. It would seem, therefore, that the evoked 
potential is modified similarly in quite different forms of epilepsy which only have a general- 
ized o r  partial hyperexcitability of the visual system in common. We believe it is logical 
to compare this increase in the visually-evoked potential in subjects suffering from a gener- 
alized photosensitive epilepsy and a local visual epilepsy with the increase of the somesthetic 
Figure 15. Mean Visually-Evoked 
Potential in Normal and Photosen- 
sitive Epileptic Subjects 
-Normal rublect 12 years of age 
----- photo.enrltive ep~ lep t ic  13 years 01 oge 
Eyer open: inion - chin 
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Figure 16. Mean Visually-Evoked 
Potential in Photosensitive Epilep- 
tic Subject 7 Years of Age 
evoked potential which was observed by Dawson in 1947 (ref. 34) and confirmed by Halliday 
I 
I (ref. 35) and by us in 1963 (ref. 33) in myoclonic epileptics. 
Still following this line of thought, it is appropriate to add that we have observed similar 
modifications, although less substantial ones, of the evoked potential in nonepileptics who 
presented a syndrome of photosensitivity and who were obliged to protect their eyes with 
black glasses. 
Conversely, we have not observed modifications of the evoked potential in subjects suf- 
fering from ophthalmic migraine attacks with phosphenes involving a half-field of vision, nor 
in normal subjects who, under hypnosis, experienced a suggested accentuation or  a decrease 
in the brilliance of the flashes to which they were exposed. 
To conclude this discussion of pathology, we must point out that the evoked potential is 
considerably modified in most organic cerebral diseases, or in pathological conditions of 
another nature (metabolic disturbance, toxic disturbance) which involve only the visual path- 
ways or which extend to more or less extensive regions of the brain, if not to the brain a s  a 
whole. This lability of the evoked potential with respect to brain diseases of the most varied 
kinds constitutes a disadvantage rather than an advantage from the point of view of diagnosis, 
the more so since the modifications of visual response caused by the disease a re  quite varia- 
ble from subject to subject, and to the present they are impossible to classify. 
111. SUMMARY 
Having shown in the course of this discussion that the most constant and significant wave 
of the mean visually-evoked potential is the one that we designate wave V, it is on this wave 
that we are  going to concentrate to try to deduce its significance. 
If we consider the modifications of wave V during "total" dark adaptation, that is, when 
the dark-adapted subject keeps his eyes closed during stimulation with flashes at long inter- 
vals, we recognize that they a re  very important and that they consist in a reduction of 
amplitude of component Va and an increase of amplitude with prolongation of component Vc, 
30 ANALYSIS O F  CNS AND CV D A T A  USING COMPUTER TECHNIQUES 
sometimes even with the appearance of a supplementary wave Vc'. It is thus possible to 
concede that Va depends upon the photopic system and that it i s  connected with the activity of 
the cones of the fovea, whereas Vc and Vc' a r e  on the contrary associated with the scotopic 
system and related to the activity of the peripheral rods. 
We know also that if the subject opens his eyes during adaptation, the effect described 
above is  considerably attenuated. Wave Va is less diminished, the increase of wave Vc is 
less,  while wave Vc' often disappears. It must, therefore, be admitted that suppression of 
the palpebral screen facilitates dazzling and provokes destruction of the retinal purple. 
Finally, i f  a comparison is made between the effect exerted by opening and ciosing the 
eyes upon the evoked potential of the subject who is not dark-adapted (figs. 4, 5, and 13), 
i t  is recognized that closing the eyes often causes a reduction of wave Va and almost always 
causes an increase of wave Vc. This increase is less ,  however, than that observed in the 
course of adaptation and without provocation of a Vc' wave. If it is considered that closing 
the eyes favors scotopic vision before adaptation as  well as after, the conclusion is reached 
that the Va wave is  primarily photopic, that wave Vc is primarily scotopic and that there is 
a Vc' wave solely bound to the maximum scotopic process. 
A parallel proposition seems to be confirmed by other observations that we made in the 
course of our investigations and that have been described before: (1) increase of the Va wave 
at the expense of the Vc wave during visual attention when the subject fixates the stroboscope 
attentively o r  when he explores a figure that covers i t ,  these conditions clearly implying 
maximum use of the photopic system; (2) replacement of the biphased wave V by a single 
early monophase wave, corresponding to a wave Va, in the lambda wave which is nothing 
other than a visual potential evoked in conditions of vision which a r e  essentially photopic 
(movement of the sharply contrasted image of a brightly illuminated object on the macula); 
(3) decrease of wave Va during visual distraction when the subject neglects to fixate the 
stroboscope tube o r  the figure that covers i t  and thus diminishes the putting into operation 
of his photopic system; and (4) increase of wave Vc on the hemisphere, which corresponds 
to the peripheral hemiretina (scotopic system) that is more illuminated, when the subject 
looks to the side of luminous surface and no longer at its center. 
The concept that we have developed concerning wave V with i t s  two components, photopic 
and scotopic, is not entirely original, in that Van Balen (ref. 4) suggested that c l  (our wave 
Va) expressed the predominance of foveal vision and c2 (our wave Vc) expressed the predomi- 
nance of peripheral vision. He based his argument on modifications of components 1 and 2 of 
his wave c - increase of the former and decrease of the latter - in the course of increasing 
intensity of luminous stimuli and during visual attention. Furthermore, with only the means 
of conventional EEG, Jayle et al.  (ref. 36) have already attacked the problem by showing in 
a special subject, in the course of dark-adaptation, the decrease of the amplitude of the 
positive wave a t  115 msec (constituting the essential element of the potential evoked in full 
illumination) and the appearance and then the increase of amplitude proportional to the degree 
of adaptation of a later  (160 msec) positive wave. Basing their conclusions on this unique 
result, Jayle e t  al. (ref .  36) and subsequently one of their students, Kaphan (ref. 37), did 
not hesitate to assume the existence in the evoked visual potential of two elements repre- 
senting, respectively, the response of the photopic system and of the scotopic system. These 
a r e  elements in which i t  is easy to find the precursors of Van Balen's waves c l  and c2 and 
of our waves Va and Vc. 
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Such a photopic and scotopic concept of wave V of the mean visually-evoked potential is 
entirely opposed to the opinion of Ciganek (ref. 7) and of Morocutti et al. (ref. 8), according 
to whom this wave represents only a nonspecific element resulting from the activation of 
diffuse cortical projections independent from the classic visual pathways. We personally 
have no opinion concerning the anatomical pathways responsible for wave V, and we particu- 
larly do not make it depend upon the optic radiations projected upon the striated cortex. We 
simply feel that it must be connected with the visual pathways and with their photopic and 
scotopic systems by a mechanism which is as yet undetermined. 
Whatever its anatomical physiological bases may be, our hypothesis would require con- 
firmation by other investigators because, if it proved to be accurate, it would have obvious 
practical and theoretical interest. It would be of practical value insofar as it would make 
recording of the mean visually-evoked potential more useful in diagnosis of pathological 
conditions of the optical pathways and/or the retina (tapeto-retinal degeneration, congenital 
hemeralopia, amblyopias, hernianopsias, etc.). It would be of theoretical interest in making 
more fruitful the approach to the intimate mechanisms of certain psychophysiological or  
pathological conditions such a s  the threshold of visual perception, dazzle, night vision, toxic 
visual hallucinations, syndromes of photosensitivity, and more specifically photosensitive 
epilepsy. 
DISCUSSION 
Dr. ~gmond:  It is very agreeable for me to discuss Dr. Gastaut's paper. I have long 
been familiar with his work and his efforts to find a way to dismantle this very large and 
difficult problem of understanding evoked potentials and understanding how the brain works, 
using for investigation these very new techniques that few of us  participating in this confer- 
ence have learned during the time of our studies. Certainly, we have to be impressed by the 
ease with which Dr. Gastaut as a clinician, as he wants to be called, has mastered all these 
difficulties. 
He has been engaged in this work for five years, at least, and he has shown that there 
is a tremendous diversity of factors involved in this processing of brain responses. So many 
points would have to be discussed that I would not like to start  now to point out the various 
problems that he has presented. 
The main thing I think is to underline the variety of problems and the amount of difficul- 
ties that must be mastered before a very clear picture of questions concerned with this kind 
of brain activity is obtained. 
Dr. Gastaut has tried to see through the variety of aspects of morphology of what he has 
obtained, a unique type of morphology, a universal of the response, and I would like to ask 
him why he wants to make numerals; why he wants to give a name to each part  of this very 
large response, a s  necessary as  it may be, depending o r  due to the fact that, as he says, 
you do not have the same morphology, the same composition of the response in the different 
parts with the different techniques, and maybe with different people. So how can one recog- 
nize that the first part of the response that is recorded is,  in fact, the third part of the uni- 
versal instead of the second o r  the third, where there is certainly a very important difficulty. 
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Many people have said that a certain part  of the response is coming from the so-called 
primary area. It would be nice to have Dr. Gastaut's opinion about these waves to analyze 
these activities. 
Dr. Gastaut: I agree perfectly with Dr. R6mond that the first part of the response is 
not always recognized. But it is perhaps not absolutely necessary to have this part of the re -  
sponse. We know that only waves IV and V a r e  consistent. It would perhaps be much simpler 
only to consider this late part generally because practically everybody gets wave V response 
which is very easy to recognize. 
Dr. ~ k m o n d  is correct concei.iliiig the sezor,d preblern. I t ry tc! wn id  the term of 
llprimarytl or  "secondary" and/or "specific" or  "nonspecific. " It is very dangerous. Gen- 
erally, the people who work on this subject agree that the part I called the early part - 
I, 11, 111, IV - is specific in the neurophysical sense, and that the late part, wave V, is non- 
specific. 
But as I said, in the last  part of my paper, I a m  quite certain that one portion of this 
late part is photopic and another is scotopic, and this is specific and implies activation of 
some specific system. For this reason, I think it is very dangerous to say, a s  have Ciganek 
o r  Creutzfeld, that this i s  an unspecific part and this is a specific part. 
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2. ON-LINE COMPUTER TECHNIQUES FOR 
ANALYSIS OF THE VISUAL SYSTEM 
Frank R. Ervin 
Director. Stanley Cobb ~a;or i t*r t 'es  
Massachusetts General Hospital 
Discussant: Harry Blum 
In the past, every time I have tried to discuss computers with NASA, I have received the 
glazed-ey&all look that we reserve at home for people who want to study the transmigration 
of souls. For  this reason, I have been particularly concerned with the organization of this 
presentation. 
However, I am convinced that NASA should be interested in computers, not only for 
looking at specific problems of the kind that we have just examined and will undertake in the 
future, but also because of its ultimate concern with the problems of man-machine interac- 
tion and the problems of modeling contingent decisions we must confront in the central 
nervous system. I shall only touch upon these problems in this discussion. 
In one aspect of our studies we have used a computer a s  a laboratory tool without any 
sophisticated mathematical technique. I have avoided that particular trap, I hope, and have 
tried to focus on its application to the kind of job that a biologist is familiar with. 
The particular task at hand is centered around the visual system. Attention is given 
primarily to the visual cortex of cats, which presumably see things reasonably well, and the 
cortex is of some importance to them. 
The strategy of the approach is based on the line of thought that emerged originally, I 
suppose, with the early McCulloch observation, followed up by the Letvin-Maturana demon- 
stration, that a frog's retina codes information at this very peripheral level. It does so not 
just into a television-like scan of the visual field, but with specific receptors which seem to 
respond to aspects that might be thought of a s  teleologically important; that is, to moving 
objects which look like flies, to moving shadows which look like approaching predators, etc. 
The brilliant follomp on this by Hubel and Wiesel demonstrated that similar receptor cells 
can also be found in the visual cortex of the cat and, indeed, of the monkey. 
At this point we began to think that perhaps a more fine-grained analysis of the visual 
cortical neuron and, indeed, the relationships of its firing to our more familiar gross- 
evoked potential (of the kind presented in Dr. Gastaut's paper) and to the resting electro- 
encephalographic activity, might clarify further what was happening in this important 
pattern-recognizing system. Our technique has been a s  follows. 
We have access to a small general-purpose digital computer, the PDP-4, small enough 
to fit into my laboratory. From the biologist's point of view i t  has the following advantages. 
It  will simultaneously accept analog signals, in our case four of them. It can be instructed 
with a typewriter and talked to with punched paper tape which is its familiar language. It can 
. 
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also be  talked to directly through a digital-display oscilloscope; that i s ,  i t  can give informa- 
tion to us on an  oscilloscope. The experimenter can intervene a t  the scope by taking a light 
pen to indicate areas of interest cc todfaw in curves to make up his own data if he would 
like. 
There a re  a number of possibilities that a r i s e  from this particular interface. In develop- 
ing programs for  the machine, we have tr ied to bring every variable aspect of the program 
within easy reach of the experimenter. Thus, instructions a r e  brought to console switches, 
they a r e  brought to knobs which can be turned to put analog signals in, o r  they a r e  brought 
to the scope face a s  I have already implied. 
By considering the following figures, I can specify many of the factors concerned. In the 
experiment shown in figure 1, an immobilized cat  in a stereotactic machine is monitored in 
the usual physiologic way. Recordings a r e  made from a capillary microelectrode inserted 
into the visual cortex. Cells a r e  found by auditory monitoring, by looking at  a monitor 
oscilloscope of the waveforms of cell discharges, monitored constantly by eye. We also 
record them on analog tapes s o  that they may be checked for stationarity through time. 
The input to the ca t  is made in 
the f i rs t  instance from the digital- 
display scope of the computer 
which is positioned 24 cm from the 
eyeball and focused with a ra ther  
elaborate retinoscope that we have 
devised. The 9-1/4 x 9-1/4 inch 
screen of the scope then covers a 
60' field for  the animal's eye. The 
screen can be used to display pat- 
terns of light generated by points 
(i . e . , points, lines, squares,  c i r -  
cles,  etc .) o r  multiple points in 
various timing relationships to one 
another. All a r e  displayed under 
program control. I shall not pre- 
sent all the technical details. But 
the original strategy was for the 
computer program to generate a 
point of light a t  some predeter- 
mined position in the visual field. 
The microelectrode response 
is picked up, converted through a 
Schmitt trigger into a standard 
square wave, which the computer 
will listen to, and stored in the 
computer through an A-D conver- 
sion system. Thus, the computer 
keeps track of the statistics of the 
individual unit while i t  i s  firing. 
ON-LINE COMPUTER TECHNIQUES FOR ANALYSIS OF VISUAL SYSTEM 37 
Such a point of light is activated once every 3 sec for a total of about 50 averages. The 
data is averaged on line in the machine, and simultaneously a nearby gross electrode, o r  
simply the filtered signal from the microelectrode, is averaged as  an evoked potential in the 
surround. At the termination of the 50 averages, the program moves the point to another 
position in the visual field, and so  on. I will not go through all the 1024 by 1024 possible 
positions to which i t  can move. 
At that time, the experimenter makes a choice. He has gained some impression of the 
visual field's center from these experiments. The stimulating matrix is reduced in size to 
one-half and then to one-quarter, and the procedure is repeated. 
The field center, then, has been localized with increasing fineness, and a set of patterns 
0 is displayed centered around i t .  Lines a r e  generated first; six standard lines a re  used in 30 
relationships, one to the other, then a set of squares (instead of circles) of various sizes 
centered in the visual field, a set of triangles and then multiple points. I will not try to 
exhaust all the data we have, which now total about 1.5 million stimulus responses from 
350 cells. 
When a scan is finished, the computer simply puts out a punched paper tape, and we move 
to the next cell. This is out of respect to the cat's health as  well a s  our own patience; the 
tapes can then be analyzed later on. 
The technique here is to read the data back in, display it on the scope and allow the in- 
vestigator to make some more choices. As he views it on the scope, he makes those deci- 
sions which we a r e  used to making in the biological laboratory; i .e., "Wiggle 3 looks most 
interesting. I wonder what it is ." He goes to it with the light pen, touches it, and an arrow 
marks the point a t  Wiggle 3, as  you will see in subsequent figures. The latency is printed 
on the scope, a s  is the mean rate of firing. When we have asked for this information, the 
variance at that point, the successive mean square difference at a sequence of such points, 
etc . , a re  also printed in tabular form on the scope. 
If it appears that we touched the wrong point, it can also be erased and some other 
point selected. Once the points have been selected and seem to be of interest, another com- 
mand to the machine prints these in tabular form on paper and makes up one more punched 
tape for  further figure generation. And then we move on. 
Let us now consider some of the data that emerge from this kind of system as  compared 
with classical descriptions from traditional techniques. To be sure, these descriptions have 
varied, a s  Dr. Gastaut has already implied, but they have specified certain kinds of cells. 
In general, cells have been described which fire in response to visual stimulation with 
an "on" excitation; that is, there is a resting baseline activity which increases suddenly in 
response to the light. When the light terminates, there is a decrease. 
I emphasize this, although this is not the limit of what people have described, because 
these a re  obviously transitions easily seen by eye. This is the kind of discontinuity to which 
our own visual system is  best attuned, and it is that to which we have been limited in general 
by looking at the miles of kymograph film with which most of us  a r e  afflicted. 
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Figure 2 shows the kinds of displays that we can use. In general, a t  the moment, we a r e  
limited to 80 points to generate a pattern that does not seem to move. In other words, the 
timing of the system is such that 80 points will appear instantaneously, a t  least to the human 
eye. There a r e  precision scopes available, costing an extra $30,000, which will eliminate 
this problem, but we do not have one. 
The first  operation that occurs when we look a t  the raw data (shown in the upper left of 
figure 3) i s  cleaning i t  up for  our own purposes. The stimulus of 400-msec duration is shown 
in the lower trace and in al l  succeeding figures. Thus, we can view the response to "on" and 
to "off" separately. 
Because of the small number of samples (50) averaged into these cells with their rela- 
tively low firing rates,  the pattern displayed is a rather straggly one. We first  asked our- 
selves whether we might be able to smooth this with some statistical smoothing techniques 
that would make things somewhat cleaner. 
We have developed a justification for our smoothing procedure, and figure 3 is at least 
a pragmatic demonstration of i t .  This is a simple symmetrical arithmetic smoothing, 1 by 
1, 4 by 4, 8 by 8, etc.,  showing the successive transforms of the original data. 
As can be seen, by the time we reach 10 by 10, there is considerable distortion of the 
early data,while a t  4 by 4 there seems to be  very little. As we have plotted the curves for 
what is essentially the phase shift induced by a filter in this system, we find that we a r e  
reasonably safe a t  this level since there is  no phase shift. There is some diminution in peak 
amplitude which seems to be insignificant for our purposes because all our numbers a r e  
calculated from the raw data, and this is easier to look a t .  Therefore, most of the figures 
presented here will utilize this smoothing. Incidentally, this smoothing is carried out 
from the raw data on the oscilloscope face. The experimenter does i t  by hand and looks a t  
it. If he objects to what is happening with the smoothing technique, he can change i t .  
Figure 4 shows the first  group of responses which a r e  characteristic of visual cells, 
involving what we call the "phasic components," which a r e  striking. For  example, there a r e  
early "on" phasic components. Late phasic com- 
ponents also occur for "on" excitation. There R (0 C 
a r e  phasic "off" components both early and late. 
. . . . . . .  
There a r e  two of each, and they may appear as 
. . . . . . .  
. . . . . . .  
. . . . . . .  demonstrated here in a variety of configura- . . . . . . .  
....... . . . . . . .  
....... 
. . . . . . .  ....... . . . . . . .  tions . The phasic "on" and "off " components . . . . . . .  ....... 
....... 
. . . . . . .  ....... . . . . . . .  
. . . . . . .  tend to occur on the rising phase of the gross . . . . . . .  
. . . . . . .  "on" o r  r'off" deflection. 
The lower trace is  the average evoked re-  0 E F G 
sponse. In most of these particular records, it 
I is shown at quite low amplitude because we a r e  
more concerned with demonstrating the upper 
trace.  This can simply be enlarged on the 
r 
scope to show the details. 
I Figure 2 .  Stimulus Display 
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The second group of phenomena a re  what we call "tonic" components (fig. 5). As can be 
seen, there a r e  "on" tonic discharges and there are late "on" tonic discharges which occur 
without the preceding phasic components seen here. Some of these a r e  quite striking. There 
a r e  some that a re  well sustained and do not adapt out during the stimulation period, while 
others show a rather more striking adaptation. 
Figure 6 shows some "off" inhibitory components in particular a s  well as some "on" 
ones. These a r e  more difficult to describe readily as phasic o r  tonic because, by definition, 
they cut off at the zero baseline. A cell can be "overkilled11 o r  inhibited only so far. How- 
ever, we have tended to think of the relatively short periods of "on1' inhibition a s  being phasic 
as contrasted with long periods of "on" inhibition conceived of as tonic. 
As  can be seen in figures 4, 5 and 6, all combinations and varieties of phasic, tonic and 
inhibitory components can occur in response to light period. These components represent 
Figure 3. Histogram Smoothing 
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different cells and a given cell has its own particular pattern. For example, figure 6 is made 
up of nine different cells, each with its own particular pattern of discharge. 
Figure 7 compares such a set of histograms at various points in the visual field. This 
is a scan down the Yaxis of the matrix of positions 4, 3, 2, and 1. At what we call the center 
of the field (Y = 3), there is a striking early phasic "on" component, the subsequent inhibi- 
tion, and something of a tonic "off" discharge. This pattern shifts slightly as  we move from 
the center of the field. In the bottom trace we can compare this to the cell discharge as seen 
in response to a synchronous shock to the optic tract. 
This is a cell that fires during the third positive component of this classic response 
evoked by optic-nerve shock. It can be seen that the shock produces a very tightly synchro- 
nized pattern of discharge, a s  compared to the single point of light that covers an arc  of 12 
min of the cat's visual field. 
Figure 6. "On" and "Off" Inhibitory Components 
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Figure 8 shows the fields that can be generated from one of these matrices. We usually 
take a cut either horizontally, vertically o r  both through the center of the field and plot the 
amplitudes of each component against the position in the matrix. This, then, begins to de- 
scribe the kind of field to which they respond. Here, then, (fig. 8) is the cell at the center of 
the field. I t  has both an early and late "on" component and an early and late "off component. 
In fact, it also has a slightly tonic discharge which we have neglected in this case.  
The interesting points here a r e  two-fold. In the first  place, we label our fields in the 
following three categories: (1) nonreciprocal fields, which appear quite similar from compo- 
nent to component; (2j reciprocai fields, which a r e  inveried Ior iile iwo ~u:iipoiieiii.~; aiid (3) 
antagonistic fields, which for a single component show an antagonism between the center of 
the field and the surround. 
The field in figure 8 is nonantagonistic and nonreciprocal with complex components. The 
interesting point, I think, is that each component has a different field center; each seems to 
represent different processes, and the two actually tend to line up if measurements a r e  made 
carefully. But there is a difference in the field-response curves for the different components 




Figure 7. Response to Stimulation of Different Modes 
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In figure 9, we see a set of reciprocal fields for the "on-1" and the "on-2" components. 
These a re  both the phasic "on" responses that I discussed, and they have quite opposite fields, 
a s  you can see. In contrast, the "off-1" component is broader and tends to be centered a t  the 
same point as  the other two. Therefore, these a r e  all lined up, but they behave differently. 
Figure 10 shows the histogram of such a response. Y = 7 shows a striking "off" re- 
sponse at this position in the field. In Y = 4 the field is centered with all  the components 
equally developed, and in Y = 1 we a re  away from the field again. 
Figure 11 shows a typical antagonistic field. This is the kind of field that has been char- 
acterized for receptive cells in the retina and for cells in the geniculate. In this case, there 
is an "off" center and an "on" surround; that is ,  there is a rather symmetrical region to 
which the cell is particularly sensitive, and around it is  the annulus which produces the 
opposite response. Therefore, such cells do exist in the visual cortex. 
Figure 12 is simply a three-dimensional field-response plot of a very simple field, such 
a s  seen in figure 11, to demonstrate the technique. This plot was done by hand, although our 
Figure 8. Nonantagonistic and Nonrecip- 
rocal Field with Complex Components Figure 9. Reciprocal Fields 
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programs have just been completed, I think, for  gen- 
erating i t  by computer a s  well, that being somewhat 
difficult, a s  i t  turns out, for some of our fields. 
This shows a nice symmetrical field centered at 
the edge of the matrix. We cannot see  all of it, but we 
can see  the smooth fall off in all directions, a rather 
sharp field for this phasic "on-1" excitation. 
Figure i3 shows whai irziljlje~is if we stiiiiii1at.e at, 
two points in the matrix. The top graph is the response 
Y = I  2 3 4 5 L 7 v4J(0) 
Figure 11. Antagonistic Field 
Figure 10. On-Center Response. 
Note Minimum Off Response a t  
Y =  4 
x - I Z 3 4 5 O 7  
Figure 12. Field Response Plot 
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to point 1, a nice "on" and nice "off ." There is almost no response to point 2, not even a 
change in the base line activity. Presenting the two points simultaneously, however, inhibits 
all the activity produced by the stimulation at point 1; thus, there is the very striking inter- 
action of two nearby points. In figure 14 the same thing is illustrated in more detail. 
Figure 15 shows a related phenomenon. This, now, is the response to stimulation of a 
point, the center of the field, by a dot which progresses from top to bottom or  bottom to top 
of the matrix. A line is drawn on the scope through X-3 or  X-4 of the matrix; for  the top two 
traces it is drawn from top to bottom, but for the lower traces from bottom to top. 
The striking fact is that through point (X-3) on the matrix, a s  the dot goes down, there 
is a quite late, peaking tonic discharge, whereas going up, there is an early striking phasic 
"on" peak. We have the feeling, then, that the region stimulated by the dot has "set" a field, 
and there is an asymmetry of that field. In other words, approaching it in one direction, a 
set of inhibitor influences a r e  piling; approaching from the opposite direction, opposite influ- 
ences prevail. 
In this last set  of figures, the question about such an asymmetric field, obviously, is its 
response to an oriented figure. The oriented figure of particular interest is a line, this being 
where most of the work has been done in the past. 
Figure 16 shows a different cell from that in figure 15. In this figure a line is presented 
vertically (I), and at 30' intervals through 1 o'clock (2), 2 oTclock (3), 3 o'clock (4), etc. 
There is little change in the response of the cell, but there is certainly a change in the ampli- 
tude of the first "on." 
Figure 13. Response to 
Stimulation at Two Points: 
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a 
TWO POINTS 
Figure 14. Response to Stimulation at Two Points 
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Presenting a circle around the line produces an interestingly different response; a square 
still a different one; a triangle yet another. These are  all of the same parameter and the 
same luminous flux, and they a re  centered at the same point in the visual field; however, 
they a r e  rather simple modifications of the simple point response. 
Again, you have the feeling from looking at these that the field of the cell must be quite 
asymmetric, however. This same point is emphasized more cleanly in figure 17. The top 
graph is the point response, and the bottom graph the response to a square centered around 
that point. 
Figure 18 shows a much more line-sensitive cell. The line is horizontal at 12 and is 
rotated counterclockwise at  30' intervals for 13, 14, etc. At orientation 16 (30° from verti- 
cal) there is a striking late "on" response to the line in the field. It is  almost not seen in any 
other orientation, although it is seen slightly at 15 (vertical line). 
Figure 19, then,plots the polar field for such a very sensitive cell. The center of the 
plot is the cell center with the response amplitudes plotted a s  polar isoamplitude curves 
around it. 
As seen in "on-1" the cell has clear line preference in the orientation at 60° to left of 
vertical; the small black dots and dotted curve plot the tight elliptical field of that cell in re- 
sponse to the display line. 
From the matrix calculations, we could see that there was a single point in the matrix 
which produced marked inhibition of the cell and that the line at  30° to right of vertical ran 
AL&---- ..................................... ----.... down ................................................... I/ Y  A 
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Figure 15. Shifting 
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Dots: 20 msec/div; 
: ._  2021; T-33; U-4 
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across it. It sat in the matrix along this line but not a t  the center; therefore, we simply 
shortened the display line from 7.0'-1.75', this being one of the advantages of having the 
data analyzed and the computer on a switch. With the short display line, the heavy solid line 
is the field for the cell. It no longer shows a distinct line orientation preference, but is a 
more symmetrical field. Each of the three components is calculated in the figure. 
Figure 20 presents the results of a similar experiment, but the change in the experiment 
now is in the background illumination rather than in the size of the line. A field is plotted for 
a very sensitive line detector. When the background illumination is increased by 40 lux, the 
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Figure 16. Stimulation by Lines and Patterns: 20 msec/div; 2030; T-4; U-3 
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Figure 17. Central and 
Peripheral Stimulations: 
20 msec/div; 2034; T-30; 
U-24 
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Figure 18. Response to Stimulation by Lines: 20 msec/div; 2031; T-9; U-5 
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Figure 19. Line Length Effect on Orientation Preference 
Figure 20. Background Illumination Effect on Orientation Preference 
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DISCUSSION 
Harry Blum: Let me begin by repeating Dr.  Adey's previous statement. What has been 
discussed does exemplify the fantastic kind of work that can be done, when compared, for  
example, with the earlier work of Hubel and Wiesel. We can see the amount of data that can 
be obtained from a single preparation and the kinds of exploratory work that can be done. The 
simple kinds of outputs that were displayed on the charts and the sort  of biphasic response led 
me, at least, to feel there must be something quite simple going on. 
I 
I However, we know the rate at  which a computer can collect data without regard to any simple formulation, producing a fantastic amount of data for a simple process. This is not 
I the first time it has happened. We need only go back to Copernicus and to Ptolemy to find it. 
I think this points up, probably, the kind of activity in which we must be most careful 
about using a computer; namely, its ability to collect data without regard to some central 
theme about which we want the collection to revolve. No amount of data processing is going 
to resolve a lack of viewpoint. 
From that point of view I think this study has been eminently successful. It has allowed 
the experimenter to do much exploratory work. On the other hand, some of the exploratory 
work, for example, of complex forms, has been strongly geared toward geometric figures, 
the kinds of problems that it is hard to imagine a cat having been evolved to solve. I am very 
sensitive to this because of my own work which has been towards mechanisms that might be 
useful for a cat's shape problem. 
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3. COMPUTER METHODS IN THE STUDY OF FETAL DISTRESS 
Edward H. Hon . 
Department of Gynecology and Obstetrics 
Lorna Linda University 
Discussant: David G. Simons 
We are  using computers because of a problem in obstetrics concerning perinatal morta- 
lity, which I will discuss shortly. We were introduced into this type of study a couple of 
years ago by Dr. Adey and his group a t  UCLA who have been most helpful in getting us 
started. 
I cannot say that working with computers in obstetrics has been an entirely happy experi- 
ence. Many obstetricians look upon the computer as something very exotic and capable of 
solving all problems. At least that was the idea I had before we started. It was a very short 
honeymoon. 
The early expectations soon gave way to bewilderment and then to frustration because we 
were under the impression that this was data reduction, but it seemed to us that if we took 
one bucket of data to the computer, we got back five. And if it took an hour to check the data 
visually, it took about 20 hours to check the digital output of the computed data. 
However, I must say that after living with this problem for a couple of years, i t  seems 
reasonable to hope that the computer can help us  to solve this very difficult clinical problem 
of the reasons underlying infant death and damage during the course of labor. In other words, 
perinatal mortality and morbidity. 
Figure 1 illustrates quite well the type and magnitude of the problem with which we a r e  
dealing. This figure shows, very simply, that risks to babies are  greatest around birth. In 
the United States we have at present about__4.,2 million births a year. Perinatal mortality, 
that i s  mortality from 20 weeks of gestation through the first month of life, is about 190 000, 
or approximately 4 percent. 
Perinatal mortality is matched by an equal number of babies who are  damaged. This 
means, practically speaking, that one out of every 12 women who gets halfway through 
pregnancy, that is  up to 20 weeks of gestation, will lose her baby either by death or damage; 
and that, I am sure, is a very significant figure. 
Indeed, I think we ought to recognize a s  American citizens that America today is about 
10th or 11th in the world a s  far  as  perinatal mortality is concerned. This is something we 
should think about because with all our material resources we should do better. 
This then is the problem. After looking at the figure we can see that a major portion of 
this problem is concerned with the last week of gestation and the first week of life, sjnce 
about 50 or 60 percent of the mortality is concentrated in these areas. 
- w 
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We can also see  that the f irst  24 hours of life i s  the most dangerous for all of us. Our 
studies have been concentrated in this area,  although we a r e  also looking back earl ier  into 
pregnancy and forward into the newborn period. This discussion i s  concerned primarily with 
monitoring the fetus during the period of labor and delivery. 
I a m  sure you realize that this can be quite a long time. It is not a simple half-hour 
experiment in a laboratory. It may take, a s  you know, up to 20, 30 o r  40 hours. If you a r e  
recording data continuously during this period, a lot of data is generated and you can see  the 
need, therefore, for some method of analyzing the data. 
Figure 2 is a graphical representation of what i s  considered clinically to indicate fetal 
distress. This i s  an interesting term in that it implies that the fetus i s  in danger, that is, 
the fetus is sending us a signal of distress. Clinically speaking, i f  we feel that the fetus is 
in distress, it must be removed from i t s  environment or the environment corrected. Other- 
wise, the fetus will be irreversibly damaged or die. 
Presently, the most widely used method of diagnosing fetal distress i s  detecting changes 
in fetal heart rate. I am sure that you a r e  all familiar with the technique of periodically 
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counting the fetal heart rate with a stethoscope. Unfortunately, in addition to problems 
arising from infrequent sampling, there are errors  in counting. 
This is the type of format I will use most in this discussion. The abscissa represents 
time in minutes, and the ordinate represents fetal heart beats per minute with dotted lines 
at  100 and 180 beats per minute. 
The clinically accepted normal range is between 120 and 140 beats per minute, about 
twice the adult heart rate. The crosshatched areas indicate the duration of uterine contrac- 
tions. This figure also illustrates the definition of fetal distress a s  we teach it to our 
medical and postgraduate students, and actually, the definition on which we base our present 
clinical handling of patients. Unfortunately, it is not a s  accurate a s  it might be. 
Figure 2A indicates that if the fetal heart rate drops with a uterine contraction to less 
than 100 beats per minute and returns to the baseline within 30 seconds after the contraction 
i s  over, it is  considered normal. From our studies over the years this does not appear to 
be true since this type of fetal heart rate pattern is produced when the umbilical cord is 
compressed. 
Figure 2B shows the pattern of clinical fetal distress where the fetal heart rate is con- 
sidered low enough to warrant immediate removal of the fetus from its environment. This 
is a fetal heart rate which drops to less than 100 beats per minute and stays down throughout 
the interval between contractions. It i s  on the presence of this type of pattern that presently 
a labor is terminated by cesarean section or forceps delivery. 
These patterns should be remembered because we are trying to define them more accu- 
rately than is possible with a stethoscope. It will be recognized that this clinical definition 
of fetal distress i s  based on an absolute limit of fetal heart rate of less than 100 beats per 
minute. 
One of the important things that has come out of this study using continuous techniques 
is that the use of a limit to define bradycardia i s  not adequate since there are  patterns of 
bradycardia which have specific waveforms, each of which differs in i ts meaning, although 
they may all be less than 100 beats per minute. 
Figure 3 is a flow diagram of the overall problem. The approach to this problem is 
based primarily on elucidation of the currently accepted clinical criteria of fetal distress 
that I indicated earlier a re  mainly concerned with fetal heart-rate patterns. However, in 
recent years there has been some interest in the study of the fetal heart rate and fetal elec- 
trocardiogram (FECG) in the form in which we can really see the details and try to evaluate 
them. 
This type of limited approach, however, may be quite dangerous because it may be so 
limiting that the truth is missed if the investigation is confined to these clinical signs alone. 
Hence, our overall program is much broader and includes other factors which a re  outlined 
in this figure. 
In the antepartum period we are  concerned with the mother and the clinical and metabolic 
aspects of her pregnancy. While we are  also doing some studies of the fetal heart rate 
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and FECG during this period, our major work i s  concentrated a t  the moment in the intra- 
partum period. 
We will shortly begin biochemical studies on the neomate, such a s  pH, pOz, pC02, buf- 
fer  base and so on. These studies will be tied in with newborn biophysical studies, and the 
infants will be followed up to a t  least 5 years to determine whether unusual fetal heart- 
rate patterns and/or fetal electrocardiographic findings are  reflected in abnormalities of 
growth and development. 
Figure 4 i s  an example of the type of approach we a r e  using tn stndy the FECG. Smti! 
recently most of the FECG studies were recorded from the abdominal wall of the mother. 
These signals vary from 1 or 2 pV to about 25 p V  in amplitude. Since the "noise" on the 
abdominal wall recordings is  of the order of 4 o r  5 pV the study of the abdominally recorded 
FECG has not been too fruitful. 
FECGs shown in this figure were recorded directly from the fetus during labor with an 
electrode made from a surgical skin clip and attached to the fetal scalp. I have chosen this 
example to suggest that while the FECG may not always be a good index of fetal condition it 
may have value some of the time. 
These electrocardiograms were recorded from an anencephalic fetus that expired during 
the study period. In the enlargement of the FECG recorded early in labor, normal P-waves 
a r e  identified easily (fig. 4A), but a s  death approached, the P-waves became very high and 
peaked (fig. 4B). In figure 4C the fetal heart ra te  is about 15 beats per minute and there is 
no discernible fetal P-wave. This baby died during the study a s  did a number who were 
immature, premature o r  malformed. Because there a r e  marked changes in the FECG in 
certain clinical situations, this study appears to be worth pursuing, and, therefore, part of 
the computer program is directed in this area. 
Figure 5 emphasizes one of the data handling problems we face when we t ry  to correlate 
the FECG (fig. 5A), fetal heart-rate patterns and amniotic fluid pressure. Here again time 
is in minutes (abscissa). The amniotic fluid pressure in mm Hg and fetal heart beats per 
minute are shown on the ordinate. A BCD coding signal i s  correlated with both figures. 
The minute time scale only applies to the amniotic fluid pressure and fetal heart-rate 
patterns, and not to the FECG. Where the time indicated in the f i rs t  instance is approximately 
1 minute, it i s  equivalent to about 1 second in the latter. 
The fetal heart ra te  tracings a r e  made a t  the ra te  of 6 feet per hour and the FECGs a t  
300 feet per hour so that large amounts of paper records accumulate very quickly. Even 
though the data a r e  recorded on inexpensive, conveniently folded EEG paper, the data a r e  in a 
form that i s  almost impossible to reduce and analyze. Another problem is the poor signal- 
to-noise ratio of the FECG. Although this FECG was recorded with an electrode attached to 
the fetal scalp and has a high signal-to-noise ratio when compared to the abdominally re -  
corded FECG, i t  is still  difficult to make out baseline changes with any degree of consistency. 
Furthermore, it i s  manually impossible to study 9000 of such complexes for each hour of 
recording. I t  i s  because of this type of quandary that we have turned to the computer for help. 
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Figure 6 demonstrates an approach to  the FECG signal-to-noise-ratio problem. Figure 
6A was made from the maternal abdominal wall. The maternal ECG is labeled with an "ml1 
and the FECG with an Iff. " The paper speed is 50 mm/sec. Although the QRS complex i s  
seen clearly, i t  is difficult to make out FECG baseline changes. On the lower right of figure 
5B the group average of 20 abdominally recorded FECGs is shown. This was done with a 
CAT computer. The improvement in signal-to-noise ratio gives us  an opportunity to study 
the waveform of the FECG. The intermediate sections of figure 6B demonstrate the effect of 
serial  summation. The first  FECG will be the only one summed because i t  is the only one 
time-locked to the fiducial marker. The other FECG and the maternal ECG gradually get 
smaller as the number of operations increase until finally they disappear into the baseline 
noise. 
Figure 6C shows a very noisy FECG recorded from the scalp. The QRS complex can be 
seen, but it is difficult to identify P- or  T-waves. There i s  a marked improvement in the 
signal-to-noise ratio of the group average of 50 FECGs where a very high peaked P-wave 
and T-wave can be seen. This operation can be done on-line with a CAT computer. 
While it i s  important to improve the FECG signal-to-noise ratio, it is difficult to assess  
a large number of complexes (fig. 7). This has been aided somewhat by the use of a r a s te r  
display of FECGs which represent group averages of about 32 consecutive complexes. With 
such a presentation baseline changes can very easily be seen. 
While this is a very efficient way to study FECGs, it is still  difficult to correlate any 
noted changes with the fetal heart-rate patterns, s o  the amniotic pressure and other display 
methods, which I will discuss later ,  a r e  necessary. 
The preceding figures have illustrated FECG studies and our attempts to establish some 
kind of reference point. Another aspect of the problem involves the evaluation of fetal heart- 
ra te  patterns to determine whether distinctive fetal heart-rate patterns a r e  related to lmown 
physiologic processes. Early in our work we suspected that certain specific fetal heart-rate 
patterns were associated with compression of the baby's head, compression of the umbilical 
cord o r  difficulties with the placenta. Figure 8 shows some studies which were made during 
cesarean section before the baby was delivered when we were trying to determine the type 
of fetal heart-rate pattern caused by compression of the umbilical cord and the associated 
fetal blood pressure changes. 
Remember these studies were made before the baby was delivered. The determinations 
were made by putting a window in the uterus, rupturing the amniotic sac, pulling a loop of 
cord up through the window when possible, inserting a needle and catheter into the umbilical 
ar tery  and then compressing the vessels of the cord, separately and together. The failure 
ra te  in this type of study i s  quite high. 
There a r e  four examples of fetal bradycardia associated with umbilical cord compres- 
sion. While the fetal blood pressure changes a r e  not uniform, in each instance there is an 
abrupt drop in fetal heart r a t e  a t  the beginning of the cord compression and a time delay in 
the return of the fetal heart ra te  to i ts  baseline level. The possible mechanisms will not be 
discussed now a s  I a m  only interested in showing that there a r e  specific patterns of fetal 
heart  rate associated with compression of the umbilical cord. This is important because 
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it appears that about 90 percent of clinically diagnosed fetal distress is associated with um- 
bilical cord compression. 
Figure 9 illustrates three different types of fetal heart-rate patterns. Each separate 
graph shows the amniotic fluid pressure and the fetal heart-rate patterns with an associated 
X-Y plot of the amniotic fluid pressure (abscissa) and fetal heart rate (ordinate). Figure 9A 
shows tracings with a marked similarity, h t  in the opposite sense; i.e., between the fetal 
heart-rate patterns and the amniotic fluid pressure curves. This is emphasized by the nar- 
row loop of the associated X-Y plots. This type of pattern, we feel, is due to compression 
of the baby's head. 
Figure 9B illustrates fetal heart-rate patterns that are  thought to be due to umbilical 
cord compression. They are  not nearly a s  regular as the first type and the descending and 
ascending limbs a re  quite abrupt so that the function is almost discontinuous. The response 
of the fetal heart rate to individual uterine contractions is not uniform and the associated 
X-Y plot bears this out. In both these cases the fetal heart-rate pattern and the amniotic 
fluid pressure could be considered to be 180 degrees "out of phase." 
The last graph (fig. 9C) shows a type of fetal heart-rate pattern where the lowest point 
of the fetal heart-rate pattern is delayed with respect to the peak amniotic fluid pressure so 
that the tracings are  more than 180 degrees "out of phase." This pattern, like the one in the 
first figure, is smooth. The X-Y plot is a wide loop. 
Figure 10 develops the same idea further. In this case we are  considering single epi- 
sodes rather than a series a s  shown in the previous figure. 
I Figure 10A shows that as  the amniotic fluid pressure rises,  the fetal heart rate falls and 
the resultant is the upper portion of the X-Y plot. As the amniotic fluid pressure falls again 
the fetal heart rate returns to its baseline. The resultant narrow loop has the appearance of 
a control loop whose width might reveal the tolerance of the baby to the repeated head com- 
pression that is present during most labors. 
Figure 10B shows the fetal heart-rate pattern associated with umbilical cord compres- 
sion and the resultant wide angular X-Y plot when the data a re  treated similarly to figure 
10Aii. Figure 10C is the type of fetal bradycardia in which there is a time delay between the 
minimum fetal heart rate and the peak of the uterine contraction. The associated X-Y plot is 
shown in figure 10Cii. 
The difficulties in correlating the FECG with the fetal heart-rate patterns and the uterine 
contractions were mentioned earlier. Figure 11 shows a group average of 32 consecutive 
fetal FECGs displayed in a vertical format together with the concomitant fetal heart-rate pat- 
terns (upper trace) and the uterine contraction (lower trace). These data a re  recorded on 
microfilm by a slowly moving film strip from the face of a two-beam oscilloscope. One hour 
of labor is stored on about 6 inches of microfilm. The microfilm is put into a viewer for 
study, and if an FECG change is seen it can be correlated readily with the associated amniotic 
fluid pressure and fetal heart rate. The coding system provides easy localization on the mag- 
netic tape. This method of data handling has been quite helpful in reducing the large amounts 
of data with which we are  dealing. 
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Figure 12 shows a composite of the type of material recorded on a single frame of 35- 
mm film and filed on an IBM aperture card. The material in this figure was recorded during 
5 hours of labor. The upper section shows two str ips of microfilm on which a r e  recorded 
the FECG, uterine contractions, fetal heart r a t e  and BCD code. The center section con- 
tains a series of X-Y plots of the fetal heart r a t e  and uterine contractions. The lower sec- 
tion is a graph of the fetal heart ra te  and uterine contractions throughout the total labor using 
a compressed time scale. The overall variations in both phenomena can be easily seen in 
this type of record. 
We are also using the computer for making specific measurements that may be of value 
for correlating the fetal heart rz te  and uterine cnntraction patterns {fig. 13). At the extreme 
left of the upper tracing there a r e  examples of the types of measurements that a r e  being 
taken (fig. 13). Being clinicians we would like to know the relationship between the onset of 
the uterine contraction and the beginning of the associated fall in fetal heart rate. We a r e  
also interested in the relationship between the peak of the uterine contraction and the asso- 
ciated minimum fetal heart rate. Other measurements of interest illustrated by this figure 
a r e  the time intervals between various portions of the fetal heart-rate patterns and measure- 
ments of the uterine contraction. These a r e  all programed with the help of the Brain 
Research Institute at  UCLA for an IBM 7094 computer. At the present time we a r e  taking 
over 40 different measurements which a r e  tabulated, then plotted against time and in some 
cases against each other. Four examples a r e  shown. 
The first  graph on the left is labeled "THETA 2 VS. TIME. " "THETA 2" is our designa- 
tion for the interval from the peak of the contraction to the minimum level of fetal heart rate. 
We a re  interested in watching this measurement during the progress of labor. In this case 
there was a slight increase. 
The second graph shows the variation in the minimum fetal heart ra te  (MINFHR) during 
the progress of labor. Here, early in labor, it i s  about 120 beats per minute. As labor 
progressed, it dropped a s  low a s  80 beats per minute. 
The third graph indicates the frequency with which uterine contractions a r e  occurring. 
"UCRATE" is the label that is used for this measurement. The last  graph explores the pos- 
sibility of association between the maximum intensity of the uterine contraction (MAXUC), 
and the minimum level of fetal heart ra te  (MINFHR). 
These a r e  examples of the questions we a r e  asking, and they a r e  based on long clinical 
experience. As the program develops we will undoubtedly eliminate some questions and ask  
others. In any case the computer has given u s  a very convenient way to appraise the situa- 
tion since we can now take the data from about 1 hour of labor and have it processed by the 
computer in less  than 2 minutes. This certainly is much better than we could ever hope to 
do any other way. 
Figure 14 illustrates some of the detailed studies we a r e  doing on the computer. As I 
indicated ear l ier ,  we a r e  very interested in the time relationship of the uterine contraction 
and the fetal heart-rate pattern where the "phase angle" is greater than 180'. The associ- 
ated X-Y plot in figure 14A is an irregular wide loop that is very difficult to study. The 
possible effect of the uterine contraction on fetal heart rate could be more easily seen if 
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the time relationships could be changed s o  that the beginning of the bradycardia could be lined 
up approximately with the onset of the contraction. 
In figure 14B this was done on the digital computer by delaying the uterine contraction by 
22 seconds so that the beginning of the pressure r i s e  is almost coincident with the beginning 
of the drop in fetal heart rate. The resultant i s  a narrow loop where the uppermost limb is 
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almost a straight line indicating that the drop in fetal heart rate bears an almost linear rela- 
tionship to the r ise  in pressure. 
The remaining graphs show different uterine contraction delay intervals and the resulting 
X-Y plot. 
While this is a very fruitful way to study the fetal heart-rate patterns, i t  is comparative- 
ly expensive and slow. We have now developed a tape loop to do this, whereby the delay can 
be varied in the range of 10 to 90 seconds. 
Another use of the digital computer is for editing the data (fig. 15). While any type of 
censorship i s  dangerous, and that goes for editing too, used judiciously it becomes a useful 
procedure. The tracing shown in figure 15Ai is of a noisy fetal heart-rate pattern. The as- 
sociated uterine contraction pattern is  shown in figure 15Bi. With an editing technique most 
of the artifacts have been removed (fig. 15Aii). By further tightening down on the editing 
parameters i t  i s  possible not only to remove the artifacts, but to remove data as  well (fig. 
15Aiii. 
In our studies, editing techniques of this type are used sparingly because they can be 
dangerous. Nevertheless, they a re  useful if  we have an important record in which there is 
some noise. 
Figure 16 illustrates the use of the IBM 7094 for sorting the large amounts of coded data 
which are  part of this study. This type of output lists pertinent details of the records. 
Figure 15 
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The upper listing, for instance, YALE U N I V E R S I T Y  
l is ts  in order the name of the P E R I O D I C  FHR 64 4680 1 
university, type of code sheet, 
patient's number (group of 
two numbers) followed by the 
number of the tracing. There 
were 26 contractions in this 
record, seven of which were 
associated with no change in 
fetal heart rate;  with another 
seven contractions, moderate 
tachycardia was present, and 
so on. This is an efficient and 
simple way to summarize the 
findings in a large number of 
patients. 
Figure 17 shows the pres- 
ent role of the computer in our 
COWTRACTIONS 26 
NO CHANGE I N  FHR 7 
MOD* TACHYCARDIA WITH UC 7 
MARKED TACHYCARDIA WITH UC 7 
MARKED BRADVCARDIAI HC-UP 5 
NO DRUGS 
LABOR BEFORE MEMBRANES RUPTURED 
LOMA L I N D A  U N I V E R S I T Y  
BASE-LINE FHR 
64 520 1 
LABOR 10 HOURS 20 MINUTES 
MOD. TACHYCARDIA 1 HOURS 00 MINUTES 
NORMAL 3 HOURS 10 MINUTES 
MOD. BRADYCARDIA 0 HOURS 50 MINUTES 
MARKED BRADYCARDIA 0 HOURS 10 MINUTES 
AVERAGE IRREGULARITY 3 HOURS 00 MINUTES 
MARKED IRREGULARITY 2 HOURS 10 MINUTES 
ACCELERATIONI LESS THAN 2 MINUTES 4 
studies of perinatal mortality. MOD. TACHYCARDIAI LESS THAN 2 MINUTES 7 
It plays a role in the sorting ACCELERATIONI 2 TO 10 MINUTES 1 ACCELERATION FOLLOWS BRADYCARDIA 
and coding of punch-card mate- DECELERATION V 7 
rial,  in reduction and selection DECELERATION U 6 
of data in signal enhancement NO DRUGS 
with the CAT computer, in the EARLY LABOR 
smoothing of data and display 
on microfilm, in X-Y plotting, Figure 16 
in editing, and in special meas- 
urements and detailed studies which at  present a r e  only in the exploratory phase, such a s  
curve fitting, time delay studies, spectral analysis and cross  correlation. 
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DISCUSSION 
Dr. Simons: I was enormously impressed with the value of the sophistication of the data 
handling techniques, particularly with regard to the stress response evaluation of the heart- 
rate data. This is very similar to the problems we had at our Aerospace Medical Monitoring 
where we find individuals who are responding to various stresses in various ways. And I 
think that particularly heartening i s  the practical use of the computer to get the data in a form 
where we could ask the question: What are the important changes and what do they mean? 
I would like to make just one comment that I think is inherent in the discussion. The 
problem of noise in the data, particularly when dealing with computers, is probably one of 
the most important and significant problems, and any effort that can be effectively brought 
to bear on reducing or eliminating the noise at  its source is well worth the effort. 
And with this thought in mind I have one comment which may be helpful, not knowing the 
instrumentation that may be out of order, and that is that we have found, using vector cardio- 
grams, that sometimes we can reduce noise problems, depending on the source of the noise, 
by using large electrodes a s  the reference electrode, of course, with the specific fetal head 
electrode as  the other one. This may be helpful and we call them whole-body electrodes. 
This i s  not quite the case, but they are useful at  times. 
The use of the CAT computer for the heart-cycle detection is most interesting. The one 
question that was interesting to me is how Dr. Hon unravels, from a trigger point of view in 
using the CAT, the fetal electrocardiogram from the maternal. This i s  sort of an interesting 
little detail that may be of interest to some others, too. Nevertheless, it i s  probably quite 
simple. 
And just lastly, another question possibly. I was wondering if there is any evidence of 
vasomotor wave activity, that is, changes in heart rates on a time scale in the neighborhood 
of one every 5 to 10 seconds that may be used a s  a finer grain index of the fetal response to 
stress. 
Dr. Hon: I would like to reply to the last question first. A s  far a s  vasomotor activity is 
concerned, it is intriguing to us that some of the changes in the fetal heart-rate pattern are 
occurring at the rate of 3 or 4 cpm. In babies that are severely compromised this activity 
is lost, so that as death approaches, the baseline fetal heart rate becomes very smooth. This 
appears to be a very important index. 
The fluctuations in the baseline fetal heart rate can be obliterated completely with atro- 
pine, and are much less evident in early than in late pregnancy. Their full significance i s  
not known at the present time. 
Figure 18 shows the alterations made to the Ampex tape recorder to get the trigger for 
fetal ECG group averaging. I will describe the abdominal wall technique for you. If we have 
maternal and fetal ECGs, we put this material through a 30-cycle peaked filter to improve 
the signal-to-noise ratio and then gate out the maternal ECG leaving only a fetal trigger for 
programing the computer. 
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Figure 18 shows the next step once we get the trigger. We have altered the head stack 
geometry of the Ampex tape recorder to create a time delay between the trigger and the fetal 
ECG. The head stack of an Ampex FR-1100 is arranged in the following manner: a four- 
channel record head, a four-channel reproduce head, a three-channel record head and a 
three-channel reproduce head. The fetal ECG is recorded by one of the channels of the four- 
channel record head and the trigger by the three-channel record head; although the signals 
a re  physically displaced on tape, they a re  reproduced simultaneously a s  you know. 
If we advance the three-channel reproduce head toward the four-channel reproduce head 
about 8 mm, the trigger is read out at  a constant time interval before the ECG. This is 
about 166 msec and quite convenient since the PR interval is about 120 msec. We now have 
a simple way of putting a fiducial marker at  a constant interval in front of the peak of the R 
wave. Since this tape length involved here i s  very short, we can sum 500 ECGs without 
discernible jitter. 
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With the abdominal wall technique the maternal ECG is suppressed and the fetal ECG is  
used a s  a trigger. Occasionally a fetal ECG is lost which is coincident with the mother's, 
but this is only of minor importance. 
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Discussant: Donald 0. Walter 
It Is  perfectly logical to think that the study of electrical phenomena coming from a 
volume a s  large a s  the brain and collected on a surface a s  large a s  the whole scalp should 
benefit from parallel and complementary description from their evolution in time and relation 
in space. But, curiously enough, topological studies have been scarcely developed until now. 
They need a technological and methodological sophistication that only modern automatic com- 
puter handling can approach. 
I would like to discuss this problem of topological study of the electrical activity of the 
brain; my first  comments will be on topological resolution, on presentation of topograms 
through time, on amplitude resolution and data reduction of various kinds. I will use the 
sensory average evoked potential a s  the main theme of these developments. 
AMPLITUDE RELATIONS BETWEEN DERIVATIONS 
Figure 1 shows that when we consider a conventional EEG made, for instance, with chain 
bipolar leads, a s  in the case of this figure, we t r y  in the interpretation of any pattern to 
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between each one would be. To make this men- 
tal evaluation more precise, we have to draw a 
diagram of amplitude against position a s  has 
been done in figure 4. 
INSTANTANEOUS TOPOGRAMS 
Still referring to the wave that I pointed out 
in figure 3, instantaneous amplitudes have been 
taken a t  five successive intervals of 4 msec and 
have been transferred to a position diagram 
(fig. 4). The peaks of their values have been 
joined together by a connecting curve which was 
computed with a second degree law of interpola- 
tion. The lower curve in this figure is the 
average of the five topograms. 
In the present case, the amplitudes are, in 
fact, potential differences. All eight deriva- 
tions are  obtained from the nine electrodes on 
the posterior half of the midline. So the differ- 
ences that are  expressed in a continuous, 
instantaneous topographic figure represent a 
potential gradient curve. For this reason, we 
should not speak in terms of microvolts if we 
t s o p '  
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want to use a unit for their comparison. 'Ve should speak in t e rms  of slope and refer  to those 
amplitudes a s  ~ p V / c m ,  " dividing the potential difference by the interelectrode distance. 
In figure 5 the top graph represents the gradient through one set  of potential values. The 
middle curve represents the potential values a s  may be obtained at  one instant from the same 
electrodes, but in relation to a common reference (in this case, the f irst  electrode on the 
right of the series was taken a s  a common reference). The microvolt can be used here a s  a 
unit. 
As a third alternative - instead of potentials in relation to a reference, or of potential 
difference between electrodes - the "double difference" between the potential of each elec- 
trode and the average potential of i ts  two neighbors may also be taken in the form of a topo- 
gram (lower curve). The basic nature of the 
curve is ,  of course, different. It represents 
the curvature of the potential field. In such 
a case, it should be expressed in pV/cm/cm. 
Going from the top to the bottom of this 
figure, we can see the increased gain with 
which these curves have to be obtained. 
Their significance, of course, depends very 
much upon the number of electrodes per unit 
of distance. Actually, to be of any signifi- 
cance, the lower type of curve requires a 
larger number of electrodes for the same 
length of recording line. The problem of the 
number of electrodes to use in order to 
obtain a correct  idea of any activity is ,  of 
course, quite a difficult one. 
Figure 6 shows a ser ies  of topograms 
which corresponds to a spontaneous alpha 
activity. These topograms were taken from 
a line going from the nasion to the inion 
with the line being fairly long - 32 to 38 cm 
on an average. As may be seen, these in- 
stantaneous alpha activity topograms can be 
described a s  waves of a length that occupies 
0.66 to 1.5 of the recording line. The num- 
ber of spatial samples from which they a r e  
drawn i s  barely enough to significantly rep- 
resent these wavelengths. This i s  the 
reason why we feel that for spontaneous 
activity a 4 cm interelectrode distance is 
I I certainly a maxim-l~.m, afid thrrt to cnrrect ly  
represent evoked activities, 2 cm i s  just 1 I sufficient. 
Figure 6. Alpha Rhythm 
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SPATIOTEMPORAL MAPS 
Another problem of topographical representation is the practical display of a series of 
instantaneous topograms. In figure 6 instantaneous topograms have merely been superim- 
posed. As they are,  it is absolutely impossible to see how they evolve in time. So, to enable 
this presentation of topograms through time, a different technique is used which is shown in 
figure 7. 
Figure 7 summarizes the successive steps from the collection of cortical activity from 
the midline series of electrodes to the final topographic inscription. The eight potential 
difference histories are sampled simultaneously a t  a certain rate. For each sampling cycle 
the various analog amplitudes can be represented together as a step function. The topograms 
that I mentioned are  obtained by interpolation of this step function. It i s  this type of curve 
that cannot be easily represented as a series of such curves without making too massive a 
document. To bypass this difficulty, these topograms are  replaced by their topographic 
inverse. The original curve is cut by a series of discrete levels, and each intersection i s  
projected onto the recording line. The series of resulting points represents the topographic 
distribution of the discrete levels. Applying the same process to the next and every following 
cycle of samples, we see that in joining any identical code letters we follow a constant am- 
plitude line. When all such lines are drawn they form a map (fig. 8) that represents the same 
EEG fragment a s  that seen in figure 3. 
The conventional EEG tracing has disappeared in this presentation. It is replaced by a 
surface filled with black and white areas illustrating negative (black) and positive (white) am- 
plitudes. In each of these areas, a varying number of amplitude contour lines shows how the 
activity - potential gradient or curvature - increases or  decreases and in what direction. 
Vertical sections of this map will give back a topogram. Chronograms may be obtained by 
a horizontal section. 
Figure 7 
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Figure 9 is an enlarged presentation of the third section of figure 8, again showing the 
wave that I pointed out a t  the 0-100 mark on the figure 3 time scale. The group of waves 
going downward (positive) and the group going upward (negative) a r e  figured here a s  two 
a reas ,  one white and one black, above marks 310-370 of this new time scale.  From this 
image, we can see  immediately that the gradient grows in space (vertically) to a certain 
maximum, then decreases until a reversal  occurs, followed by an increase in the other 
polarity. 
ALPHA RHYTHM PATTERXS 
In order to demonstrate the interest of such a type of presentation, I nrould like to show 
two images of alpha rhythm. 
Figure 10 shows a fragment of alpha rhythm obtained from a transverse montage. This 
ser ies  of nine electrodes gives an electroencephalogram with quite good alpha activity in the 
parietal region. If processed the way I just t r ied to explain, i t  shows a very typical pattern 
where we can, f i rs t  of all,  recognize the alpha rhythm by comparing the 100 msec marks of 
the time scale with the length of a pair  of black and white areas ,  one being negative and the 
next one positive. However, we can s e e  more. These activities seem to flow from one 
hemisphere to the other; in  this instance from the left temporal region to the right temporal 
region, through the left then the right parietal region, with the left temporal region leading 
the other one. The continuity between each derivation and from each derivation to the next 
appears to be quite consistent. 
It i s  interesting to note that this kind of pattern was obtained from a left-handed individ- 
ual, and that i t  may be correlated with hemisphere dominance. However, this i s  not the only 
pattern which can he obtained frnrn such people. Every in&-.-idua! has a ser ies  of patterns of 
this kind o r  another, some of them occurring more frequently than others. 
Still referring to the same subject, an example of transition is shoum on figure 11. On 
the right side of the figure the pattern changes to the type of organization which is probably 
0 300 500 700 
Figure 9 
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most common, i .  e . , a gradient of one polarity occupying one side and a symmetrical gradi- 
ent of the other polarity occupying the other. There i s  a progressive shift from the former 
to the latter pattern. 
AMPLITUDE RESOLUTION 
Figure 12 refers to one of the important technical problems that ar ises  in the presenta- 
tion of spatiotemporal maps. Any difference in gain in one of the channels produces a local 
distortion of the maps. The linearity required from each channel and i t s  identity with the 
other channels of the acquisition assembly i s  quite important for this topographical technique. 
The analog adjustment of each channel i s  never sufficient to make them alike; this difficulty 
can be solved by a precise calibration followed by correction a t  the numerical level. For  
their calibration, a very definite type of technical signal must therefore be passed through 
every channel and measured a t  the output in six time zones a s  A, B, C, D, E ,  F .  The gain 
of a channel will be proportional to the sum of A + C o r  D + F ;  its time constant will be ob- 
tained by D over C,  and B o r  E will give a value f o r  damping. A correction formula contain- 
ing these figures will be applied to all raw physiological data and will give corrected values 
in the same way as  the raw calibration values a r e  transformed into a ser ies  of perfectly 
aligned and identical values from one channel to the next. 
I would now like to comment on some other data processing which we have been using in 
the study of the topographical presentation of the activity of the brain, taking evoked poten- 
tials from the visual pathways as  examples. 
Now, let  us  refer  to figure 3 again. It was taken from the middle of a train of photic 
stimulation - 150 in this case. At the left of the figure is the 75th flash, the 76th in the 
center, and the 77th on the right. Between them a r e  two intervals with a 1536 msec period. 
The very well-known technique of algebraic averaging which adds these intervals point 
by point results in an image presenting the average evoked response from the ser ies  of 
derivations (fig. 13) . 
In this figure we can clearly see ,  after about 20-30 msec of low voltage activity, the re -  
sponse developing on each derivation. These a r e  quite large f o r  30-600 msec,  but somewhat 
different from one derivation to the next. From this, of course, we can understand the main 
reason why, a s  Dr. Gastaut pointed out, i t  is difficult to find on every chronogram, on every 
evoked response presented in time, the various components described in the literature. 
RMS REDUCTIONS 
To approach the analysis of such an image more simply we have been trying to use 
several kinds of data reduction. In one such attempt a topological average giving the time 
history of the instantaneous root mean square values ( rms)  i s  taken of all the derivations. 
This i s  in some way analogous to the variation of the mean intensity of the response. In such 
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a curve (fig. 14), related to the above evoked response, we usually distinguish three parts - 
initial, intermediate and final - the intermediate one being the largest in all cases. 
If, instead of making a topological reduction, we reduce time and look for the (rms) 
average of each derivation, a topogram is obtained which shows where the energy has been 
spent along the recording line throughout the average interval. It is clear here that there 
are  two minima with one maximum in between at the junction of the parietal and occipital 
areas. 
These two reductions help to visualize the common features of a chronographic family of 
curves. This i s  of importance since the aspect of these chronological families depends upon 
many factors such as the direction and the resolution of the recording line. 
As an illustration, figure 15 corresponds to a longer recording line. The family of 
curves recorded from the same subject, every other condition being equal, i s  markedly dif- 
ferent from the preceding one where the electrodes were concentrated on the posterior half 
of the midline. The present line of recording goes from the nasion to the inion. Each deriva- 
tion has a double interelectrode distance. Not only a re  the eight chronograms active, but 
they a re  hardly comparable with those of the previous figure. 
If, instead of changing the resolution, the direction is now changed using a transverse 
line of recording on the occipital region, we again see (fig. 16) a different aspect of these 
chronograms. In this case, however, some topographic! cytinuity between the various 
tracings on the right hemisphere and also between the vagous tracings on the left hemisphere 
indicates that this spatial resolution is probably adequate. 
As chronographic families the three responses we have just examined were difficult to 
compare. On the other hand, their averages, obtained through a topographic reduction, have 
a lot in common (fig. 17). In each case, there are two o r  three peaks in the initial part, a 
large intermediary peak and then a final series of peaks which have only a few dissimilarities. 
On the other hand, the average topograms obtained through time reduction (fig. 18) show 
how irrlportant the spatial resolution factor is. This factor, for exactly the same condition, 
gives, in figure 18c, one more minimum at the occipital end of the recording line limited to 
the posterior half, and not visible in the longer topogram of figure 18a, where the electrode 
responsible for the difference is missing. The interpolation, therefore, between larger de- 
rivations cannot present us with all the significantly different values. 
After this rather intricate description of the practical methods used in the topographic 
approach to EEG studies, let us now consider several physiological situations. 
EFFECT OF THE EYELID 
The first physiological situation illustrates the changes which occur when the eyelid i s  put 
in front of the eyeball in the path of the stimulating light of a stroboscope. Figure 19 shows 
the response to 100 flashes; the subject's eyes were open a s  he looked at the center of the 
stroboscopic window. The anterior five chronograms show quite a large intermediate peak 
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Figure 15 
Figure 16 
with a polarity inverse to that obtained from the three most posterior ones. Before the inter- 
mediate phase, the initial part is quite dissimilar on the various tracings; on the final part  
a driving effect is present in the upper parietal region. This driving effect has the same 
period as the stimulus and shows an initial positivity followed by negativity. 
At the lower right of the figure, a chronological rms  average summarizes the same 
general appearance as that of the subject whose results were shown previously. The initial 
waves, the intermediary waves, and the final waves have something in common with those 
shown before. 
In this case, the average r m s  topogram on the left clearly shows two peaks - an ante- 
r io r  peak in relation to the driving effect and a posterior peak corresponding more closely 
to the occipital response. 
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Figure 20 shows a computed comparison between the eight chronograms divided into two 
groups. Between the f i rs t  five (anterior) traces and the three latter (posterior) ones, we can 
clearly see that in the second group the driving effect i s  much less,  that the third peak of the 
intermediary period is  missing and that the composition of the initial part  is different. In 
the former group there a r e  two peaks in the initial part  whereas in the latter there is only 
one. Moreover, the initial posterior peak is  situated in time just in the middle of the two 
initial anterior peaks. 
Figure 21 gives an explanation of the differences; this spatiotemporal map is a trans- 
formation of the same data. On the left of the map, that i s ,  on the upper occipital region a t  
the junction of the occipitai region wii'n iile parietal regioii, t-wo peaks of positive gradiect are 
seen above an occipital area  of negativity. The intermediary part  of the response is repre- 
sented by a huge negative gradient just anterior to the huge positive gradient. The continuity 
of the map display helps to assemble the waves of separate tracings into one se t  of areas  with 
precise spatial and temporal limits. 
In figure 22, which shows another spatiotemporal transformation of the same data, the 
curvature of the electric field was used to compute the map instead of its gradient. The two 
white initial areas  of the occipito-parietal region can now be interpreted a s  two brief 
"sources" followed by a very large "source" a t  the time of the intermediary wave extending 
from the parietal region to the occipital region. The driving effect corresponds to a very 
long-lasting source followed by a long-lasting sink. 
In figure 23 we see what happens in the same subject when his eyes a r e  closed but every 
other condition i s  the same. A rhythmic activity is superimposed on the pattern described 
when the eyes a r e  open. It i s  present, it seems, on nearly every derivation and shows a 
phase reversal around the parietal region where the maximum driving effect was seen. 
On the lower part  of the figure another change is obvious from the r m s  chronogram, this 
being the second peak of the intermediary epoch. This second peak is always much larger 
when the eyes a r e  closed. The rms average topogram has about the same aspect, eyes open 
o r  closed. 
Figure 24 presents the corresponding aspect of the spatiotemporal gradient map when the 
eyes a r e  closed. The two positive initial gradient areas  a r e  there riding on top of the occip- 
ital negative gradient, which is between them. We can also see  the arrangement of the sec- 
ondary period and of the rhythmic postdischarge which always seems initially to take place 
quite posteriorly and then drifts more anteriorly to the upper parietal region. 
Figure 25 shows another example of the difference between the two situations. A com- 
parison is made between the rms chronological average obtained with the eyes closed and that 
obtained with the eyes open; it is performed by subtracting the second curve B from the f i r s t  
curve A. The curve expressing the difference (A-B) shows that there is more energy in the 
evoked response provoked when the eyes a r e  closed than there is when the eyes a r e  open. It 
also shows that curve B leads curve A for.severa1 milliseconds, a s  indicated by the part of 
each component of (A-S) coming under the baseiine in tine section B > A .  
Another view of such a phase difference is shown when using a much smaller stimulation 
period of 83 msec, first with the eyes closed and then with them open (fig. 26). The late 
polarity reversal from negativity to positivity in the right hemisphere falls a t  about 65 msec 
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when the eyes a r e  closed and at  50 msec when they are open, giving a 15 msec phase differ- 
ence between the two situations. The same is true of the left hemisphere, the polarity being 
opposite. This phase difference, of course, varies and, more precisely, increases with 
frequency. 
DIRECTION O F  GAZE 
The effect produced by the direction of gaze can be seen in figure 2 7 .  The previous fig- 
u res  were obtained when the subject was looking directly a t  the center of a stroboscopic win- 
dow. In this case,  the window is exactly the same, but the subject is looking to the right at 
a point marked on the frame of the window. The various chronograms a r e  not strikingly dif- 
ferent, but, if we look a t  the average below, we see ,  as Dr. Gastaut pointed out, that when we 
stimulate the periphery of the field more, as in this case, the second part, after 150 msec of 
this intermediary epoch, i s  notably increased, whereas the first  part ,  from 80 to 150 msec 
of the epoch, is decreased. 
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This change will be exactly the same if the subject looks to the other side of the strobo- 
scopic window (fig. 2 8 ) .  
The topographically reduced rms  averages, the gaze being oriented toward the center, 
the right and the left sides of the window, a r e  put together on figure 29 to make their com- 
parison easier.  
Now let us examine a case of a subject whose conventional EEG shows evidence of a 
left occipital focus presenting a "partial epilepsy" of the occipital lobe (fig. 30) .  
The four curves a r e  obtained with exactly the same recording line with chain bipolar 
derivations. They a r e  rms  average topograms related to different directions of gaze. In 
situation 1,  the subject i s  looking up and left, just out of the corner of the window. In situa- 
tion 2, he i s  looking at the upper right corner. Then, in situation 3  his gaze is directed at 
the lower left corner and in situation 4, he is looking to the lower right corner. The fre-  
quency of stimulation in this case is 12 fps (83 msec period). 
We can see  that the two figures on the right a r e  of a larger amplitude. They a r e  pro- 
duced through the right optic pathways, coming from the two right hemiretinas, with a relay 
on the right lateral geniculate body. The curves on the left a r e  produced by impulses coming 
through the left pathways. Their amplitude is lower, as.if these pathways were less perme- 
able than those on the right. On the other hand, in situations 2  and 4, the maximum ampli- 
tudes are nevertheless seen in the left occipital region, just a s  if this region were in a state 
of facilitation a s  could be produced by an epileptic sca r .  
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The averaged chronogram of the same stimulation situations in  figure 31 in the same 
individual has a perfectly normal appearance in 2 and 4 involving the right pathways, in fact, 
quite similar  to those of a normal subject. But, on the left side, the image is different; the 
complexity of these curves seems to indicate that some process was present in the left path- 
ways which complicates o r  randomizes the time at  which the different parts  of the recording 
line were  reached. 
The spatiotemporal maps of the same situations give a somewhat c learer  picture, point- 
ing out a marked distortion of the response passing through the higher regions of the left 
i 3a. - ;.'. 
, - me --.. Figure 31 
SL P t3.=: 
m e u  
. . . . 
0 10 20 30 LO 50 60 70 80 -- 0 i O  2D 39 LO 9 60 70 80 
Figure 32 
L 
TOPOLOGICAL ASPECTS OF ORGANIZATION, PROCESSING AND PRESENTATION OF DATA 93 
pathways (fig. 32). Around the 30th msec, a sink can be seen in the left occipital region with 
a source more to the periphery; these do not appear on the other figures and are  character- 
istic of this case. 
In summary, then, I would like to say that I hope to have clarified the point that the addi- 
tion to the chronological description of the global activity of the brain of a topological descrip- 
tion of the spatial relationship between the different regions recorded can, in many instances, 
produce significant information that is important for the understanding of nervous function. 
DISCUSSION 
Dr. Walter: Dr. ~ g m o n d  has a long and illustrious history of examining those aspects 
of cerebral function which can be better inferred from many simultaneous EEG records from 
the head, rather than from a few at a time; this is an area that we have only begun to 
investigate. 
I also wanted to suggest just one specific point. I wonder if Dr. ~ 6 m o n d  might find 
readier acceptance or  understanding for some of his chronotopograms of alpha-like activity 
if he could persuade the phasotron to produce an average chronotopogram representing a 
single typical wave followed perhaps by a chronotopogram of the deviations of the individual 
waves. 
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5. ELECTROGRAPHIC FORMATS TO CONFORM WITH 
BIOPHYSICAL RESEARCH REQUIREMENTS 
. I  * 
Otto H. Schmitt 
School  of P h y s i c s  
Univers i t y  o f  Minnesota 
Discussant: W. Ross Adey 
The interdisciplinary gathering a t  this symposium is one greatly concerned with arriving 
at the neurological, cardiological, and biophysical basis of a number of phenomena and with 
communicating between people and machinery and vice versa. Therefore, I want to take this 
opportunity to look at the formats, but not in the narrow sense of "format" which, I suppose, 
generally connotes magnetic tapes or  something similar. Rather, let us consider "format" 
to mean the figures of thought that we use in examining experiments; this is, indeed, a set of 
formats. 
If we examine this in three contexts, we have the field of formats that I want to discuss. 
The three contexts are the figures of thought that we use.in terms of biological phenomenol- 
ogy, those that we use in examining the hardware which implement these, and, most of all, 
those that we use in making our mathematical models which are, indeed, to be the ideals in 
terms of which we interpret the data. 
Since I do not want to be encyclopedic about this, I think a sampling procedure i s  legiti- 
mate. Because we are more or less a similar group of thinkers, I would like to t ry  occa- 
sionally to see if  we do not have in common a number of technical formats that conform to 
the problems more closely than those we are commonly using; if there is a number of com- 
mon modalities; and, in particular, if we can find a set of formats which allow nodal points, 
if I may use this mixed terminology. 
By "nodal points" I mean that if the formulation in our informational-transfer process 
must go through a common way of thinking at this point and at that point, then we can take out 
that package and put in another package. In effect, we can do our inventing, our exertion of 
imagimtion -.vhich i s  a hard thing, once for several cases and can transfer these hack and 
forth and reinvent them at liberty. 
Of course, every one wants to invent everything he uses, but it i s  so much easier to in- 
vent it from something very immediately similar, if  possible. With this in mind, let me go 
into some specifics. I think there are four facts I want to consider. 
-- 
First  is the conformity of formats to desired retrieval forms rather than to convenient 
recording forms - a concern with why we do the problem, rather than with what we find con- 
venient to do. By analogy, it is  arresting people for dangerous driving rather than for ex- 
ceeding an easily measured speed. 
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Second are  t h o ~ o  foGmats f ree  from dangerous distortions; that i s ,  gaps that a r e  impor- . 
tant, false-positive data o r ,  more precisely, artifacts that really a re  data but a re  not in- 
tended to be. 
Third, a retrievability i s  very important a s  compared with inaccessible completeness. 
If I take the example from the scientific literature, i t  is little help to know that the informa- 
tion is there. It is much better to have a sample that is 50 percent enriched with material 
important to us. 
Thus, at  the r i sk  of losing some scrap of information here and there, I would advocate 
L1- ^ L 
LuaL w l i i ~ l i  ~ u ~ l i a i ~ i s  a g ~ ~ C i  cieai of ii in an accessibie form. This suggests, since we a r e  per- 
fectly willing to use biological models, that we have not attended enough to the ganglionic 
analogies, the immediate data reduction into something enriched with information that we 
care  about, as  against trying to be all things to all people, a s  when we examine data and then 
somehow extricate them and say we can build a bigger computer to examine even more trivia. 
Finally, I want to consider special formats which a re  feasible and not yet even frozen, 
but which will be haphazardly frozen if we do not examine our community of needs in these 
several lines of formating. 
With that statement of intention, let me continue with some of the substantive material 
about the conformity of a model intentionally, rather than subjectively or  roughly. This is 
not a perfectionist plea, but merely a plea for incorporating, in this extensive thinking that 
we a r e  doing, models that a r e  feasible physically, feasible technologically, and feasible 
mathematically. I a m  completely intrigued by aspects of Dr. R6mondts discussion because I 
think they would be fruitful subjects to some of these conversions. I have not done them, so, 
of course, they always look easy. He has worked hard at  them and knows that they a r e  
difficult. 
However, let  u s  choose a few of these. 
With figure 1 I mention the general technique because we think in a spatial world of using 
this spatial representation. We realize that technologically i t  is extremely easy to take data 
in an orthogonal three manifold (which is our ordinary visual one and with which we a r e  
skilled in dealing). And we realize that it i s  possible to spatially reorient that with analog 
o r  digital equipment. We a re  usually surprised by how much this tends to mean with respect 
to the topology, with respect to the content, with respect to the things that we care  about. 
Let us apply it to a few examples. We have recently become concerned with applying 
this to ordinary microscopy and electron microscopy in which you have the entertaining pros- 
pect of being able to resl ice the baloney differently after having already sliced it. This 
prospect is something that does not tend to occur to a microscopist because he feels that he 
has committed himself once the tissue is sectioned; i t  i s  a final step. 
A second application that is powerful is the tr ick that physicists, but not biologists, have 
iised exiensiveiy, that is, generating phase spaces and using our visual abiiity Over three- 
dimensional space to epitomize these phase spaces, which may or  may not be dimensional in 
the ordinary geometric sense. We can, for example, use a three space with two physical 
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dimensions in time and realize that, in 
this kind of a phase space, a process that 
runs somewhere with a given velocity cuts 
along a given line in this phase space. 
We can use this kind of phase space 
to examine things. It is hown that bio- 
logically we concern ourselves with the 
state of a system, what i s  happening to 
the system and what has accumulated - 
essentially the function that is integral in 
its derivative and yet made into a phase 
space. This gives us an attractive, in- 
tuitive way of seeing this kind of data. 
I Figure 2 shows one of these phase Figure 1 
spaces. This happens to be an electro- 
cardiogram in two dimensions of such 
a space phase. Of course, this is three dimensionalized with a spatial display that is tech- 
I nically easy, either for a computer or for an analog system, to display. 
Figure 3 shows the matter of orthogonalization of a field space, which i s  revealing. I 
chose this again from electrocardiography because we are  dealing with it, but it also has 
immediate pertinence to the other spaces in which we are  examining systems. Frankly, I am 
surprised that electroencephalography has not used these transfer functions to spatially dis- 
tribute their sources and to examine these in terms of where things are, rather than where 
they are  loosely represented with a vague feeling that these represent something nearby. 
This is an orthogonalization procedure to make a system conform to a notion of a distributed- 
current dipole source, without regard to its position. Turned inside out, it can refer to a 
localized source as  generated externally. 
In summary, this gives us a tool for examining a particular set of places in a source 
physical distribution. 
Now, I come to the next class of such conformity. Figure 4 is a study of transmission 
processes in an axon. Where we know that the model conforms to an exponential decay, the 
magnitude of decay with linear phase shift is  the model we are examining. Conformity to it 
is given by a machine where actually two people are used as  filter and feedback mechanisms 
to drive the computer. They are  built into the computer, and cost less than electronic com- 
ponents. They are  graduate students. This is a stage that must conform if it i s  to be in 
conformity with the model. 
I I 
You can see in what way this transform can again be used between these complex slopes. I 
The biologically interesting fact is the permeability and polarizability of the active mem- 
brane in the unpenetrated nerve axon, which allows this rather complex transformation to be 
performed immediately. 
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Figure 4. Experimental Records of Complex Attenuation; Frog Sciatic 
Figure 5 is a mechanism for implementing the suggestion that I made before. Here is a 
way in which a computer can be forced to invent the source that is compatible with the super- 
ficial data measured electronically on a head o r  a chest o r  over a muscle. Thus you say, 
"I am going to insist that there be a source inside there. You feed back -atil you find it, and 
then I will measure what you found for that source." 
This is the complementary model procedure which i s  quite powerful and generalizable, 
and I merely cite this example that we have used for i t .  Others will also be presented 
subsequently . 
The following equation is again a way of generalizing. When there is the usual mechani- 
cal, transducing o r  converting system, it is  known that we will insist upon a second-order 
mechanical system. It is discovered that components can be generated in i t ;  therefore, the 
kind of system we wish i t  were, even though it is not, can be synthesized electronically. Now 
we can think freely in that figure of speech which you have. You can take, let us say, a slow 
galvanometer and make i t  think it is a fast one to the best of its ability because that is what 
you a re  going to analyze from the data. Therefore, you might a s  well force the galvanometer 
to think the way you are  going to think. 
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Figure 6 illustrates the ?.riven ground principle, which allows a high impedance sampling 
electrode to hold the potential at a chosen place on the body very close to a specified ground 
potential without circulating currents in the ground-determining electrode circuit o r  in tissues 
adjacent to this electrode. These currents normally cause hum and interference pickup. The 
operational amplifier need not have any particular amplification s o  long a s  it is quiet and nas 
a large voltage gain, e. g., more than 50 000, and some current driving capability, e .  g. ,  more 
than 10 p amp. 
We do not seem to use this notion that we want to ground something, that we have a model 
in mind; namely, that the potential a t  a place be grounded. We think of it a s  being a connection 
to ground. I find that this simple procedure relieves us  of much of the drudgery of building 
elaborate differential amplifiers in many cases,  of making them work in other cases,  and of 
having confused results that can be se t  straight by a simple device such a s  this. 
Essentially, you look at  a place in a head o r  on a chest o r  in a muscle somewhere and 
say,  "That is what I want to be grounded." Now, you can place an electrode there and ground 
it, but that does not do much good. Besides, 
it causes current gradients in the vicinity of 
the main stimulator perhaps. n 
However, you can use that point, put it 
into a comparison amplifier with ground, and 
then drive a hind leg, o r  something you do 
not care  about, until that equals it. Then, 
vector 
display 
Figure 5 Figure 6.  Active Synthesis of 
Ground Potential 
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without any current, ~ ~ i t h o u t  any commotion in the vicinity, and with a cpiet preparation, you 
have grounded i t ,  in this case within a tenth of an ohm which is approximately 20 300 t i n e s  
better than can be done in reality. Again, this is an example of applying this liind of ii,mlre 
of thought in the engineering context. 
In making measurements conform, I suggest these small bvi14-in amplifiers (fig. 7 )  
where the amplification is built into the electrodes so that they do measure what we think ure 
a r e  measuring instead of something vaguely related to it.  This is, again, the case of apply- 
i ing technology to  make the measurement conform to what we wish to measure rather than 
something else. 
Figure 8 is a procedure that works where we simplify the algorithm with which we a r e  
dealing. This one has to do with the intermodulation between respiratory and cardiac cycles, 
and is remarkably simple. By asking the human subject to breathe in sj-nchronism with a 
submultiple of his own heart rate, say once per five o r  six beats, each heart beat falls into 
a constant and reproducible place in the respiratory cycle a s  illustrated in this rnul t i t rac~ 
picture (fig. 8), where each sweep was triggered at a constant time lag after the previous : 
wave of the ECG. While experienced persons can accomplish this synchronization simply on 
the basis of subjective sensing of heart beats, it is convenient to use a ring counter of 4, 5 ,  
6, o r  7 beats on the ECG and to display a connected light signal telling him to "inhale" and 
"exhale" on selected beats, e. g., inhale on 1 and 2, exhale on 3, 4, 5 .  You will find that you 
have synchronized the person where you synchronized the oscilloscope. NOR. you have a 
stationary situation and no longer need to 
compute a variety of confused interrelation- 
ship modulations. 
In the more recent version Tiye have been 
working with, which I will discus. later. ive 
a r e  finding i t  profitable to hare xiie smaii 
computers that we a r e  using spcali in straight 
English phrases. Although they ,?re prlr~?itive, 
they do contribute to smooth ope1 .qtio?l. 
Now, I nant to discuss the third of the 
four subjects, distortions, a s  in pulse 
Figure 7 Fi_gure 9 
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information and deliberate nonlinearization. Let us look a t  some dangerous tape formats that 
we encounter in practice. 
When something is recorded on tape, it is rather hoped that i t  resembles the signal being 
recorded. It i s  known, of course, that these recorders can overload, and that things can 
happen to them. Figure 9 is 2.n example of a system that I think overloads gracefully. When 
that kind of a system is overloaded, i t  merely goes to the end and says, "I am overloaded." 
I This is not the case with much of the apparatus we use, and there is an analog to this. 
Let us now examine the other tape systems. The three systems following and the one 
mentioned above a re  systems that I have taken right off the market, and I have omitted their 
names to save embarrassing anyone. Figure 10 shows the next less-graceful way of over- 
loading. In each case, I have overloaded these systems 50 percent. This one saturates on 
one end and so  informs you of it. On the other end, it invents a few little wiggles that might, 
perhaps, be misinterpreted. Figure 11 begins to be serious. Here is a system that is re-  
entrant. In this system clinicians a r e  beginning to detect in people important diseases that 
a r e  technogenic, which is what I guess you have to call this kind of disease. It is disease in 
a person invented by a recorder. 
Figure 12 shows a fine case of this. This particular type of characteristic tends to gen- 
erate a great variety of interesting arrhythmias and abnormalities. Yet, these a r e  the sys- 
tems that we use and pay high prices for when we can easily eliminate this class of format 
distortion. 
Pertinent to some of the previous papers, figure 13 is a case in which we a r e  concerned 
with conforming to an  approximation in terms of the way we think of i t .  The way we draw a 
curve, we think of it a s  a smooth curve through a se t  of data points. Filtering out high f re-  
quencies does something serious to i t ,  not by phase shifting it, but in smoothing it. Here is 
a way in which, with very simple equipment, we can perform the analogous process to this 
on-line with simple hardware. We have, incidentally, a smoothing filter without phase shift 
because i t  can look into the future by calling the present a slight bit later  than now. This is a 
"bucket brigade filter" that i s  an analog simulation of a digital computer smoothing program. 
It is quite easy to implement and does much of the smoothing of noisy data that we have in 
apparatus. 
By taking a continually shifting group of successive time samples of signal, conveying 
them spatially according to a desired algorithm and then redisplaying them a s  a time ser ies  
in real  time delayed by one-half the sampling period, it is possible to obtain strong smoothing 
function without phase shift and with very moderate peak suppression. The aliasing problems 
a r e  essentially the same as  those encountered in regular digital computer smoothing. The 
cost of filtering long runs of data by this special purpose device is very modest compared 
with the cost of conventional computer smoothing. If records a r e  to be machine processed it 
is usually desirable to coordinate the filter sampling and sample shifting rate with the com- 
puter data sampling rate. 
Figure 14 shows that i t  works. As we take progressively worse data, of course, i t  does 
a progressively poorer job; but, in every case, I think it can be seen that i t  makes a signal 
improvement. 
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Figure 13. Shifting Stored Sample Sequence 
0 . 3  V rms noise 50 mV rms noise 
0 . 1  V rms noise 30 mV rms nolse 
Figure 14. ECG 0.3 Volts Peak, 0-500 kc Band Random Noise 
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With figure 15 I come to the retrievability matter. Here, I would like to discuss prob- 
lems that are, perhaps, more sweeping - those of retrievability and transponsive codes. I 
strongly believe that we should develop biocomputers that work the way biological phenomena 
tend to work and thus more strongly emphasize the closed-loop operations where we come 
much closer to these figures of thought with which we deal. 
If two people a re  doing something, they can get it done much faster if they can talk to 
each other. Similarly, computers can also. I believe that there has been far too much em- 
phasis on the artificiality of the digital and analog computers that exist. In informational 
terms, the best computers a re  the ones that are either just barely digital or  just barely 
continuum or ,  do not know which they are. 
I think this family of bivalent computers, which I have so-named because there are a 
number of codes that do not know whether they are  digital o r  analog or  both, needs to be 
explored more intensively because they are strong, good codings and are  fairly similar to 
some of the biological knowledge that we study. 
Let me demonstrate what I mean by "bivalent" in this sense. In the middle in the analytic 
range (fig. 15), you are, indeed, concerned with the actual scaling of the data. After you say, 
"It is a lot," simply say, "All right, positive a one, negative a zero, but in between analytic!' 
Now, we can treat that a s  either kind of code at will. As I will show in another figure, 
there a re  some codes already in existence, as some of the IRIG-format magnetic tape codes, 
for which you can devise analog and digital decoders that individually think this is one or  the 
other kind of code and really do quite well at  decoding it in either language. One comes out 
with digital-computer-compatible data without having been through a demodulator and filter; 
using the same data, the other comes out with conventional wiggly-line form for analog 
analysis. This is ,  I think, an economy we should examine more carefully. 
I would make a plea for human-readable signals that a re  also computer readable. One 
notable device that we have used extensively for this is the ordinary telephone dial. Every- 
body knows how to use it, and it is one of the simplest, digital, human-readable codes that 
I know of. They cost about $3.00, as opposed 
Serial Input to to about $1,500 for a digital coder, and they 
I a l l  heirarchicol ranks do most of the work. 
Figure 15. The Bivalent Control Figure 16 
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In addition, I would like to make a plea f o r  the incorporation of marginal notes, the data 
that we wish we could put on a se t  of records and tell a computer about, o r  have i t  tell us 
about later. These a r e  things that we cannot quite put on it conversationally because we can- 
not read these out. But the implementation of these is possible with tone codes, with these 
telephone dials, with automatic stop devices and, particularly, with one artifice that I found 
valuable in conducting biological experiments. 
Frequently, somebody is needed to be a kind of musical director for the operation, an 
alltomator of the check list. In performing a complex experiment, we sometimes do not r e -  
member what to do next, o r  if we do, we may forget what the experimeni is aboiit. By usizg 
one track on an ordinary magnetic tape record with a slightly modified read arrangement, 
while we a r e  recording, we can use one of these tracks to say verbally, "Ready, se t  the 
bias, start so  and so, begin tracking, do so  and so." It will be found that this arrangement 
coordinates things beautifully and is remarkably inexpensive. 
With digital systems, we a r e  finding success with the digital version of that arrange- 
ment. There a r e  simply some "how goes it" examinations (very quick and rough) that tell 
if the whole experiment should be aborted because the data is so bad. O r  it gives a hint, 
"For  goodness sake, raise the temperature, watch that bias," something of this nature, 
verbally, which does not distract us from the experiment. 
I should now like to consider one final form of code, an epitome of yet another class of 
coding that should be examined more carefully; that is ,  the progressively degradable codes. 
In general, we tend to use codes where we have to read everything that is there o r  simply 
give up. We simply say, "Blank." Perhaps we use a parity check which says which thing to 
throw away, but sometimes, we do not want to throw it away. 
I would suggest that we examine some codes where, as long as anything gets through, 
you have the main facts. Then, as we obtain more and more perfect communication, we can 
fill in the niceties. This is a feasible technical coding that does not happen to appeal quite a s  
much because it is not a s  simple conceptually a s  the one, two, three, four - the f i rs t ,  
second, third bit codes. 
There is a biological version of this that we a r e  interested in examining with respect to 
codes that can be used in communicating with people. They a r e  machine codes and yet human 
codes which we can progressively degrade. One form of this is a display form which uses a 
29-bit word in a visual code that can be seen from the corner of the eye because almost no 
discrimination of form must be done. We degrade to this from a much more elaborate one, 
the most complex version of which has 5"ords. This, of course, i s  a tremendous vocabu- 
lary  and yet is in a small display with only nine positions and five colors, one of them being 
black. 
We a r e  interested in whether people can, with little experience, read these codes a s  
degradable codes where you go from the black-white minimal 6-bit word that fits nicely with 
digital machinery to this mammoth vocabulary, all in the same piace, tinat can be read a e r i -  
ally with your eyes with no great effort. 
Before concluding I have two points to discuss. The f i rs t  point is a pair  of codes that I 
want to mention specifically. One code is the bivalent magnetic tape code which reads 
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ordinary FM tape digitally o r  analog at will. It uses a quantum of time as the metric for it 
and, essentially, counts and interpolates on the ordinary signals a s  if they were digital bits. 
This is a remarkably simple thing to machine and one that obtains the same data without 
the demodulation phase and amplitude errors.  It  obtains a specific se t  of indeterminacy, but 
it does not have these nebulous errors  and i s  not subject to the desperate pulse overloading 
that is most undesirable in such a system. 
Another code that is useful biologically is the inverted incremental code in which the 
familiar formulation y = f(t) is used. This is the usual information-trained code. It is in- 
verted and the function is not recorded at all, but only the time at which something happened. 
On the other hand, instead of considering y = f(t), invert that into T = 5 fw). Then re- 
cord on a basic increment as done in any digital code occurrences with a sign bit to identify 
them. We now find a code that does nothing when nothing is happening; yet, when something 
is happening, it has roughly the same requirements as an ordinary digital tape code. Thus, 
in certain biological cases that I have tested, we can obtain one particular roll of tape with 
one class of recording that will run for  about ten years on this inverted code a s  opposed to 
about 12 hours on a conventional coding. 
Therefore, that particular inversion results in large economies. Again, a different way 
of thinking about the data is being introduced rather than the data itself being changed. 
As a last point, I want to consider more extensively a matter dealt with before. So many 
of us continually deal with something converted to voltage where we are  concerned with volt- 
age variations with time and where we frequently care about the details of this. But in so 
many biological cases we do not care where we started so long a s  from that starting place 
we know what happened to the voltage. In other words, the offset is not important. A probe 
is put in somewhere, and the voltage is ,  perhaps, measured. In electrocardiography and 
electroencephalography, we only hear about the time sequence from that starting point on. 
Now, if we a re  willing to acknowledge that, we can use ordinary ac amplifiers and quite 
successfully retrieve from them the dc variations in forms. Let me show that circuitry. 
On the upper part of figure 16 there is an ordinary two-stage ac amplifier. But, using 
the inverse of this and making it a small operational amplifier, if I were that system, what 
would come into me in order to make the dc information come out? Looking at what it says 
had to enter the input, I can retrieve the dc signal even though it has come through an ac 
amplifier. Figure 17 shows that this is usable. 
At the top of figure 17 we see an original signal. You then put i t  through about as poor 
an amplifier a s  is used in much of electrocardiographic radio telemetry, and you obtain the 
kind of signal (in middle of figure) that a clinician i s  apt to misinterpret. Notice that it has 
quite a different set  of characteristics about it. The monophasic P-wave is gone, and the 
T-wave has changed much in character. The ST segment has also changed quite a bit, and 
you notice on the lower signal that i t  can be resynthesized to the degree of perfection you see 
there. This is fairly adequate, I believe; in fact, all the minor details can be seen. 
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I recommend this a s  one more format that allows one to use equipment that is readily 
available. In fact, there a r e  developments from this which combine this idea of retrieving 
and separating out portions of the spectrum and handling them separately, a s  against trying 
to achieve perfection with a tremendous dynamic range that is disastrous to engineers and 
budgets. 
With these formats that conform to our actual ways of thinking about them, we again 
have a bivalent, a part-analog, part-digital system. We achieve what we want to measure 
easi ly  and in conformity with the models we a r e  using. This, I hope, will lead u s  toward 




D r .  Adey: Dr.  Schmitt's most interesting account of this interphase between the bio- 
physical instrumentation problem, the research worker and the interpretation of these data, 
if we could consider these three areas ,  i s  one that, in many ways, se ts  the theme of this 
symposium. I feel fortunate to discuss this paper. 
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I will specifically discuss it only briefly, but I think it important to come to grips with 
his plea that, in the first instance, we manipulate the environment about the experiment. As 
previous papers have stated, we must do this in a way that allows us to do the things we need 
to do with the equipment that may be available, without intellectual o r  moral compromise. If 
I might paraphrase Dr. Schmitt, this problem is very much before those of us who confront, 
from time to time, the salesman, the sales engineer, and the design engineer of industrial 
establishments who seek to deliver equipment which varies in its suitability from just pass- 
able to very poor. 
With that rather derogatory, perhaps unnecessarily derogatory, evaluation of much cur- 
rent equipment, I come to the only other point that I would like t~ make here. Those of us 
who are  close to this type of study have corn? to know that the participation on a daily basis 
by the engineer, the biophysicist, the physicist, and the mathematician in this type of re- 
search brings together new kinds of people. We realize more and more that the efficacy of 
our work, its ability to contribute ultimately in this aerospace environment, does mean that 
each one of us undergoes some degree of metamorphosis. We must necessarily have more 
than a passing knowledge a s  biologists of the requirements in mathematics, physics and 
engineering of communication systems. In particular, we may make no compromise with 
problems of data acquisition in forms that will inevitably lead to queries about whether we 
should have done the experiments some other way, whether, in fact, the results of a very 
expensive experiment may be jeopardized, if not utterly compromised, by the fact that we 
did not think through in advance some of these very vital questions. 
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This paper specifically concerns those experiments which we have done in animals to t r y  
to elucidate some of the problems of the origin of the EEG wave process that have been cov- 
ered s o  widely in this symposium, and which will form the basis of many more of the papers. 
Briefly, we have used two approaches which I propose to explain further. One has been 
to seek evidence of shared activity in both linear and nonlinear relations within and between 
brain regions that form parts of common systems. The second technique has been to look a t  
the level of single cells for evidence in intracellular recordings of EEG activity and to com- 
pare this intracellular wave activity with the EEG as recorded in the domain a s  a whole. We 
have also used techniques of impedance measurement that we think relate to the frame of 
structural organization of the brain tissue. 
In order to detect patterns in EEG waves, we have used a variety of computing techniques 
which have ranged from simple averaging over quite long periods, usually 2 sec,  to the more 
complex aspects of cross-spectra and spectral contours, which Dr. Walter will discuss in his 
paper. 
In this modified T-maze (fig. I), the cat is kept behind closed doors until a tone signal 
sounds. The doors then open, and a light appears over a concealed food reward. The cat 
makes a correct  approach by going to the lighted side of the box, and an incorrect approach 
by going to the dark side, o r  vice versa. The animals can be trained either way. This is a 
procedure that I have discussed previously, but I want to emphasize it here because it is the 
basis of most of the material that I will present. 
During such an approach a s  seen in figure 2, parts of the temporal lobe of the brain a r e  
characterized by regular trains of waves at  about 6 cps. These trains occur after the tone 
comes on and the doors open during the animal's approach to the food, and decline when it 
completes its approach. In addition to this very regular type of wave train in this hippocam- 
pal system, a s  i t  is called, within the temporal lobe, there a r e  manifestations of this wave 
process elsewhere in the deep structures of the subcortical tissue, and there a r e  minor 
manifestations of it in the visual cortex, for example. 
If we look a t  these waves, we may ask how they relate to the level of learning in the 
actual task performance. 
In figure 3 we find that if we take a pair of such channels and examine them on one day in 
various runs (4, 16, 17, 18, etc.) they look similar in many ways, particularly in the lower 
of the two channels, where we see  this relatively regular burst of waves overlaid by some 
higher frequency activity. At this stage, when the animal is starting to perform above chance 
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Figure 2. T-Maze Training - Approach to Dark, Cat WAD 37, Trial  17 
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levels, the average i s  relatively irregular. The computed average begins in a constant time 
relationship to the moment at which the task is presented, preceding the onset of the task by 
about 300 msec, and continuing for a total epoch of 2.0 sec. 
In the same animal, a t  a somewhat higher level of performance (fig. 4), we find that 
these wave trains have regularized in a fashion strongly suggesting that they are phase-locked 
to the moment of presentation of the task. Since the amplitude of the primary traces has not 
I altered, i t  is reasonable to assume that this is a measure of decreased variance in the wave 
I 
I pattern from one performance to the next. 
Analysis of this kind is one that can be succeeded by progressively more elaborate anal- 
yses. Figure 5 is an example of cross-correlograms between pairs of traces in which they 
are  multiplied by one another while progressively displaced in time, thus revealing rhythmic 
relations between them, and also retrieving some small aspects of phase information about 
the dominant shared frequencies. 
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Figure 3. Training, July 7, 1962 Figure 4. Training, July 27, 1962 
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Figure 5. Cross-Correlations, Hippocampal Activity During Approach, 
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CONCEPTS OF CEREBRAL ORGANIZATION 
This technique can be used, for example, to detect in the cat differences in EEG phase 
patterns between right and wrong responses (fig. 6). Lead or lag in phase pattern is deter- 
mined f rom the disposition of the positive-going peak closest to zero time. This peak occurs 
on opposite sides of the zero time axis in correct  and incorrect responses. Without stressing 
this point further, there a r e  differences in the way signal patterns a r e  established in the 
brain in the course of correct  and incorrect responses. 
We may ask if the wave trains a re  a s  rhythmic as  they appear to be (fig. 7). Do they 
also ca r ry  aspects of signal information on the basis of frequency modulation? One way to 
detect this would be to subject the signal to a digital filter, conceived actually within the 
computer's own structure (it is not an electromechanical type of filter), in which the flat-top 
characteristics of the filter can be se t  within any prescribed limits down to about a half-cycle 
and the shoulder and the skirt  characteristics can be equally well specified. Then, if the 
signal is varying in relation to this band pass, we will be able to detect aspects of frequency 
modulation which presumably would greatly increase the signal-carrying capacity of the wave 
train. 
If one does that a s  the animal approaches food, for example, the variations in frequency 
a s  shown by the interrupted curve above the wave train (fig. 8) a re  quite obvious and regular 
during this wave train. There a r e  also variations in amplitude that appear to accompany it. 
In any event, we can say with some degree of certainty that when the EEG in this brain region 
regularizes into a train of waves, there a r e  a t  the same time frequency-modulation compo- 
nents upon it. 
This technique leads us  to wonder what would be happening across  the entire spectrum of 
frequencies present in the EEG because i t  is a spectrum and it does not have single frequen- 
cies and narrow bands of activity that specify it in any significant way. That is why Dr. 
Walter became interested, some years ago, in the possibility that cross-spectral examina- 
tion, o r  the spectral technique generally, would greatly enhance the amount of information 
that could be detected in a single wave train or between pairs of them compared for aspects of 
shared function. 
For example, if one takes a spectral analysis of the shared components between two wave 
trains across  a spectrum from dc to 20 cps, the top graph in figure 9 shows shared ampli- 
tudes between two hippocampal wave trains during a correct  performance. There is a single 
sharp peak a t  about 6 cps, and the phase angle between the various components across the 
spectrum is fairly uniform from about +30° down to about +15O. 
The interesting thing is that this enhances enormously the amount of information that can 
be obtained from the trace by comparison with what can be obtained from correlation anal- 
ysis. At the bottom of the trace is something even more significant in t e rms  of degree of 
sharing. This is the coherence function which specifies the degree to which we can predict on 
a linear basis the appearance of characters in the second trace by knowing what is going on in 
the first. (Dr. Walter's paper will explain this in detail.) But one can empirically say that in 
most situations if the coherence is about 0.5, a s  it is here,  then i t  is a measure of significant 
interrelationships at  each one of those frequencies. 
By contrast, in the same animal, in an immediately ensuing incorrect response (fig. lo) ,  
the shared amplitudes were vastly different from the single peak in figure 9, with the phase 
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angle swinging over sharply from +90° to -90' at about 5 cps, and remaining negative to 
about 14 cps, and then swinging positive again. Also, the coherence was quite low in the 
region where previously it was high. 
Thus, these early and relatively primitive approaches to this problem suggested to u s  
that the spectral technique had many applications. What I have shown here related to short 
epochs of records. Figure 11 exemplifies the value of spectral analysis a s  a means of dis- 
playing very long epochs of EEG record. This i s  a spectral density contour map that displays 
the changes in one channel of EEG over a period of 20 min. Dr. Walter and Dr. Brown 
worked very hard to produce this technique in an automated version. If we measure zero 
power at white and very high-power densities at  black, most of the power i s  coilcentrated in 
the region below 5 cps. 
As the animal goes to sleep, he at f i rs t  becomes drowsy and there a r e  small islands of 
high power in the range of about 2 cps. He drowses and sleeps lightly, and then the progres- 
sion into actual sleep over a period of some minutes is exemplified by a sharp r i se  in power 
in the 1-2 cps range. Finally, he wakes up again momentarily. 
Obviously, this form of analysis has great value in the compression of data. If you 
recall that the computer i s  making a time slice every 12 seconds and that each one of those 
analyses involves some tens, if not hundreds, of thousands of multiplications, it exemplifies 
the value of the method in displaying in compressed fashion many aspects of the data. 
It might be argued that the same sort  of thing could be done with an analog computer. It 
i s  true that a simple spectral density analysis could be so  performed, but the other aspects 
involving coherence functions, etc., a re  far bcyond the capability of continuous analysis by 
analog computers. 
I would like to mention briefly some of the factors that have made us  think that the wave 
process is concerned in the handling of information and i s  not merely a noise in the cerebral 
system. The res t  of my paper pursues this line fairly definitively. 
For example, in the cat in figure 12 we can make quite small lesions in the diencephalon, 
far removed both physically and by actual connection from the hippocampal system. Observe 
what happens after such diencephalic lesions made seriatim in the left side f i rs t  and later on 
the right, noting what happens to the behavior and to the wave process in the hippocampal 
system. 
In figure 13 we find that in the fully trained animal a lesion on one side temporarily 
decreases the performance, and if the second lesion follows after a 2-week interval, there i s  
a longer lasting, but temporary, decrement in the performance. We find that after  the left 
lesion the animal a t  f irst  fails to approach objects in the right half of i ts  visual field even 
though it watches their placement most carefully. It recovers that function after  about a 
week. If at  that stage we make the lesion on the right side, then i t  has a converse defect for 
objects piaced in the left half of the visual field. 
At the same time, changes in the brain wave activity (fig. 14), particularly in the hippo- 
campal system, reflect the animal's inability to perform appropriately. By "appropriately," 
I mean that it did not make the discriminative judgment. When the situation was presented, 
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Figure 11. Chimpanzee Siggy Entering Slow-Wave Sleep, Entorhinal Cortical EEGs, 
Xight of Oct. 22-23, 1963, Digital Tape No. 241 
Figure 12 
i t  ran  rapidly out of the start  box and ended up in utter confusion, without being able to make 
a decision. It retained aspects of classical Pavlovian conditioning; it did not retain discrimi- 
native performance. 
If we look a t  EEG t races  in the hippocampal system in control records, we see typical 
6-cps bursts that accompany the discriminatory performance. After the lesions, these were 
ANALYSIS OF CNS AND CV DATA USING COMPUTER TECHNIQUES 
0 5 t0 15 20 25 30 
T r ~ a l  Number 
Coagulate Coag  
Left Right 
%Correct when light is on Left  vs.  on Right 
Figure 13 
CONCEPTS O F  CEREBRAL ORGANIZATION 123 
A. CONTROL RECORD - PERFORMANCE 84% 
TRIAL I7 - RUN IS 
T6rrE %YS + PI COMES TO RIGHT Sloe 
L. D. H. 
R. D. )1. 
1 ' p " , /  
'4 
A %  E N .  t V j i ' d ~J'II'$*~A/v~P'~.] 
I 
8.3 DAYS AFTER BlCAtERAL SUBtHAtAUlC COAON. 
TRtAL I -(POST -om- Rule 3e 
P O M S  TOWL c w q  TO 2s % 
oprw f ON WROllO Sloe 
L. ENT. 4 
C. 27 DAYS AFTER BILATERAL WBTHMAY)$ COAON. 
nru s-4-t-w.1-aur w 
- f#L c0w.m 65% 
W E W  +om o(f &DL 
I Figure 14. Effects of Bilateral Subthalamic Coagulation, T-Maze (Cat WL-8) I virtually abolished. At the bottom, we see that in recovery of performance after about 27 days, there was a return of these wave processes. 
It almost certainly i s  not. But it does control, or a t  least have interrelations with, brain 
systems such a s  the visual pathways which appear to be concerned with the storage of that 
information in a specific way. If we interfere with these interrelations, then we interfere 
with recall and the ability to make the correct  judgment. 
We come now to the question of whether the wave process relates merely to the estab- 
lishment of a behavioral set in which the animal is alerted and has i ts  attention focused, or 
whether i t  relates to discriminative judgment a s  such. 
Re~ent!y, we r2n zni~z!s ir, cccditiecs where thej: might disci-iiiiiiiaie, arid we averaged 
their wave trains during the discrimination. In figure 15 on the left a r e  averages of 40 daily 
trials when the animal's performance was around 100 percent. These daily averages during 
discrimination showed quite regular characteristics. They were interspersed with an equal 
number of orientation tr ials  - the turning of the head and eyes towards the source of the 
stimulus, and the movement of the body in a searching way. The latter tr ials  were not 
accompanied by any such regular averages. In fact, the more regular components of the 
average tended to appear late. They were of low amplitude and slower by more than 1 cps 
than those during discrimination. 
These data appear to go far  towards settling an argument that has continued for about 5 
years since the Hungarian group, headed by Dr. Grastyan, claimed that the presence of this 
"theta" type of wave trains merely related to orientation. In fact, it obviously does not. It i s  
something that, in the case of these regular 6-cps trains,  appears to relate closely to the 
discriminative function. 
We can extend these manipulations by the use of drugs such a s  LSD, and cats  under LSD 
a r e  just a s  much fun a s  human beings. They exhibit all sor ts  of bizarre behavior, lying 
stretched out with claws exposed and purring, obviously contented with the situation. They 
will swipe at  invisible objects. They walk with a peculiar kangaroo-like gait,  with the tail up 
and fur erect  and often shaking the head violently against unseen objects. They will remain in 
catatonic postures a s  shown in figure 16 for very long periods without movement. 
Their brain wave records (fig. 17) show some most interesting changes. After a single 
dose of LSD, referring only to changes occurring on days after the drug, about 3 days later ,  
the averages take on a regularity which transcends that seen in the predrug tr ials ,  and i t  
lasts  for about 5 days. 
At the same time, in the orienting tr ials ,  nothing much happens for between 5 to 7 days 
in the regularity of the average although the animal exhibits, from the day after the drug, a 
great increase in orienting behavior, lasting a s  long a s  20 to 25 days. Late in this enhanced 
orientation, beginning somewhere around the 10th day and going on to the 20th day, there was 
a great increment in the regularity of the orienting averages, but they were again slower by 
about 1 cps than the activity occurring during discrimination. 
Drug studics of this type, coiipled wiiii cornpuier analysis, can be particulariy reveaiing 
of late effects of a drug even when a single dose is completely excreted, in this case within 24 
hours. One can nevertheless detect persisting electrophysiological and behavioral effects in 
the cat for almost 3 weeks. 
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Figure 15. Computed Hippocampal Averages, Cat BP 15 
I do not propose to discuss other computing techniques for this type of data, particularly 
the bandwidth duration studies and the mutual information techniques which I think a r e  very 
relevant, but which will be discussed in varying degrees by my colleagues. 
However, I would like to point out that the hypothesis advanced on the basis of these 
studies supports the idea that the wave process is  concerned with the initial deposition of 
information in brain tissue and that i ts  subsequent recall is dependent upon the establishment 
of patterns having "best-fit" relationships to those patterns that were present during the 
initial deposition of the information. 
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Figure 16 
For example, figure 18, a s  a part of Dr. Walter's thesis studies, is a cross-spectral 
analysis displayed on polar coordinates, where the parts of the spectrum each have a sector 
and the angular dimension of the sector i s  a measure of the variability and the stochastic 
limits of the interrelations at the 50 percent probability level. The radial dimension speci- 
fies the amplitude transfer function at the same probability level. We find that the 6-cps 
sector in correct responses has a relatively constant position on the circular plot (fig. 19). 
In correct responses, the 6-cps band has the maximum spectral power. In incorrect r e -  
sponses, these zones a re  shifted to other parts of the spectrum. The lower part of the figure 
shows data from correct  versus incorrect responses in another animal. 
In further analysis of this data, it was found that while the correct  responses tended to 
have this as a constant feature, incorrect responses sometimes exhibited patterns similar to 
the correct ones. I can only conclude that this i s  related to the degree of attention o r  inattention 
in the animal. It i s  something which, in a situation a s  complex a s  this, cannot be specified a t  
this time. But I think it i s  interesting that on different days it is possible to detect such a 
degree of consistency between correct and incorrect responses. 
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Now, having discussed certain aspects of "best fit" relations in the wave process, let us  
t ry  to define from where it might be coming. I want to discuss some results of work done in 
our laboratory by Dr. Elul, a visiting Israeli, who has for the f irst  time concerned himself 
specifically with the wavelike activity which can be recorded intracellularly and compared 
with what is going on in the cortical domain adjacent to it. 
The microelectrodes that Dr. Elul uses a r e  very small. They a r e  about 0 . 2 5 ~  in diam- 
e ter  and do not record an extracellular EEG. No EEG is observed when the cell is touched, 
but a huge wavelike process, 5 to 15 mV in amplitude, is present when the cell is penetrated. 
The wavelike process apparently does not ar ise  in that part of the membrane that is pene- 
trated. In other words, it apparently ar ises  in the dendritic zones of the cell. 
When the EEG is slow, it has been observed that the intracellular EEG i s  also slow. In 
many instances, we would almost be prepared to say that a specified coherence existed 
between the extracellular EEG in the domain and the intracellular record. When the EEG is 
fast in the domain, it  is also fast within the cell. The firing of the cell is not dependent upon 
the level of depolarization alone, but depends apparently on the symmetry of input of these 
synaptic barrages, if that is the source of this phenomenon. At least we can say with some 
certainty that the mere level of depolarization is not what determines the point a t  which the 
cell fires. 
This is all very disturbing to those who have imagined that the events in the cell, a s  
measured by the level of depolarization, will specify the firing pattern. Briefly, the story 
can be carried somewhat further by pointing out that in unpublished work Granit has detected 
what he calls remote inhibition in which profound alterations in cell-firing rate in the motor 
neurons of the spinal cord occur in cells that a re  clamped by an applied polarizing dorso- 
ventral gradient in the spinal cord. He has also discovered that these synaptically induced 
alterations in firing rate a r e  not associated with alterations in membrane potential. He calls 
it remote inhibition because it does not appear to arise in the body of the nerve cell. 
Figure 20 also shows spectral analyses of the EEG in the domain recorded with surface 
electrodes, the extracellular EEG recorded with a large micropipette, and the intracellular 
EEG with a small one. They show very similar spectra and certainly show nothing of a 
bimodal distribution. 
The last  point that I wish to discuss involves the measurement a t  the cellular level of 
impedance characteristics in a brain system which is  complex and can be considered tricom- 
partmental. Figure 21 is an electron micrograph of brain tissue, hippocampal tissue, and 
neurons with large nuclei, and pale areas  between of neuroglial substance. Not shown in this 
typical electronmicrograph is the extracellular space, variously estimated a t  2  to  20 percent 
by conflicting electronmicroscopists who, at this stage, will not agree a s  to whether this is 
or is not a space. I do not have time to discuss this, but there is undoubtedly a space of 
varying dimensions. 
You a re  undoubtedly aware of the fact that glial tissue has been implicated in many ways 
in i ts  interrelations with nerve cells in such factors as the ribonucleic acid (RNA) content 
and enzyme content shifting oppositely during learning procedures. Professor Hyden's work 
has exemplified the metabolic interrelations of neuroglial and neuronal tissue. 
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Figure 20. Spectral Intensity 
In our system of impedance measurement (fig. 22), we have used 1000-cps currents 
applied to a bridge system. By a pulse-sampling arrangement of narrow windows in quadra- 
ture relationship to one another, we have obtained a pair of outputs which measure relative 
resistive and relative reactive components of the impedance. 
Figure 23 shows that the current distribution is  probably least through the nerve cells, a 
great deal through the extracellular space, and a sizable amount through neuroglia. There- 
fore,  the changes that a r e  recorded grossly in the impedance are  likely to relate to changes 
in neuroglial conductance or  extracellular fluid conductance rather than conductance through 
the high-resistance membranes of neurons. Therefore, what do we find? 
Typically, when alerting responses in the animal with these very low currents of 10-13 
A//-L~ of electrode surface, each alerting response is  accompanied by a drop in impedance 
(fig. 24). When a female cat sees  a male cat, there i s  a drop in impedance, which i s  socio- 
logically appropriate. The smell of milk or  milk on the nose produces the same effect. 
Assume in figure 25, if we equate in a learning animal changes in the EEG, a s  indicated 
by the development of a regular average in the hippocampal theta, with the changes in imped- 
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Figure 21  
ance, at chance levels of performance there i s  no discernible change in impedance during the 
response. At 80 percent, there is a dip followed by a r ise.  At 100 percent performance 
level, there i s  a profound dip which, in i t s  full configuration, is an S-shaped biphasic change 
in impedance. This does not relate to blood pressure nor, a s  far a s  u7e know, does it relate 
directly to blood flow. It appears to relate to the metabolic and ionic organization of the 
tissue. 
In figure 26 we see that symmetric electrode placements for impedance recording during 
learning do not show these changes f i rs t  appearing at the same level of learning on both sides 
of the cat 's brain. At 100 percent performance level, however, this asymmetry declines, 
and symmetric leads in hippocampal tissue show similar deflections. 
Cue-reversal studies with hippocampal impedance recording have indicated an exagger- 
ated impedance response on the f i rs t  day after cue reversal, degenerating to a negligible 
response on later days, and reappearing a s  the animal relearns (fig. 27). Not all brain 
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1 Figure 24. Impedance Changes to Physiological Stimuli 
regions are equivalently involved. In figure 28 the retricular formation shows some response 
during the orienting phase, but not much, and in figure 29 the amygdala, at  the anterior end 
of the temporal lobe, shows nothing. 
Therefore, these are  phenomena that are  regionally specific in different parts of the 
brain. 
If we were very daring, we might suggest that the memory trace is located at the inter- 
face between the neuronal and the neuroglial tissue. We might also suggest that if the neuro- 
glial tissue participates directly in the storage of information, then it may also involve some 
degree of organization of the mucopolysaccharide material that is in the extracellular fluid of 
the brain. This is far from being a simple bucket of saline a s  has been so often conceived. 
Figure 30 shows the wave process we have discussed which arises in the dendrites, pre- 
sumably centripetally conducted toward the nerve cell, with the neuroglia forming intimate 
envelopes around these dendritic processes, and thus acting a s  the interface in this con- 
nection. 
Finally, I would like to refer to the studies by Dr. Altman at the Massachusetts Institute 
of Technology in which he has been able to show that the cell content of the hippocampal sys- 
tem is  undergoing continual replacement in both its neuronal and neuroglial elements. If we 
are to postulate any structural basis at  the cellular level for memory, we must surely take 
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DISCUSSION 
Dr. Jasper: Dr. Adey has again given a tremendously stimulating presentation and has 
challenged us  with a rather daring hypothesis which, I am sure,  he gives with his tongue in 
his cheek. Many questions could be raised about the interpretation of such data. 
I am pleased to find that he has not made the frequent mistake of going too far  from the 
primary data in his use of computerized processing. This seems to be one of the great prob- 
lems in the use of computers in work on the brain, which have suggested not the value of 
averaging, but the losses of information in averaging significant data. 
At least, in our attempts at  the Montreal Neurological Institute to use this method, I am 
impressed more and more each year by the importance of the data lost rather than the data 
averaged. It seems that we may be losing more information than we a r e  gaining in many 
instances. 
For  example, Dr. Morrell's paper raised the question of the variability in evoked re -  
sponses related to background activity. We wasted a great deal of time with averaged data, 
not realizing that the significant changes we should have been looking for were present in one 
or two sweeps of an oscilloscope record and lost completely in the record obtained in the 
computer average. The brain functions in sampling epochs which may be very brief in time, 
and, i t  seems to me, may very often be discarded completely by such processing. 
The second question is the lack of time-locked data which the brain is often using in a 
scanning manner, which again a r e  thrown out, smoothed out and lost by the computerized 
average techniques completely. This brings us to Dr. Adey's paper in which he has drawn 
attention to the importance of time-locking and the fact that this can be, in this particular 
instance, correlated with correct  and incorrect responses. He detects the lack of time- 
locking by the lack of averaged late responses or  rhythmic responses in the computer record. 
The nature of this scanning that occurs but i s  not shown in the computer cannot be 
ignored, and it is something we lose in computed data. I merely want to draw this to your 
attention for I fezr that we a r e  missing the boat very often in such data because, in my opinion, 
the brain is not using a standard, rigidly programed computer in i t s  own processing of 
information. 
The brain uses a flexible sampling technique; sometimes the significant data is selected 
from a mass and is very brief in duration or long and not time locked. Thus, we lose it in 
our computer processing method. 
What is the significance of time-locking in rhythmic phenomenon? I think this is a very 
basic physiological question that Dr. Adey has raised. He has raised i t  for the hippocampus, 
but it is a general question of the significance of alpha rhythm in the cortex, etc. 
The knowledge now available in several laboratories that these surface wave phenomena 
a r e  linked very closely to  intracellular oscillation of very large amplitude is important in our 
understanding. It proves what we have seen before from extracellular recording that these 
waves a r e  modulating the firing pattern of cells, but they a r e  modulating only certain kinds of 
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cells in the way described, those selected by the microelectrode and those radially oriented 
to give this type of correlation which i s  a remarkably perfect one. If a microelectrode is  
situated in the dendritic field of a given cell,  the relationship is remarkably accurate. 
Then, in the cortex o r  the hippocampus, there a r e  the resting rhythms which appear to tend 
to link and modulate excitability and to narrow the time during which impulses a r e  coincident 
in a population of neurons. I would like to ask  Dr. Adey, since he is so  splendid in specula- 
tion, to speculate somewhat about the general significance of the increased time coincidence 
that we know now is actually produced by the existence of these rhythmic waves in a resting 
cor tex,  ~ h i c h  ?isappear in the cortex in the alerted activated state.  This seems to be a very 
fundamental process which must have something to do with the coincidence of impulses which 
must determine interrelations between patterns and decision-making a s  Dr. Adey has s o  
clearly indicated. I would like to see  this concept pushed much further into other parts  of 
the brain to see how far we can go with it. 
As to the interpretation of Dr. Adey's impedance data, of course I could add to the great 
controversy that i s  going on around the subject in relation to glial cells, etc. Personally, I 
would not follow Dr. Adey's interpretation here. I think i t  has been shown rather clearly that 
glial cells have a s  high impedance a s  do nerve cells, and thus we cannot assume that they a r e  
different. Therefore, why should Dr .  Adey assume that his measurements a r e  occurring in 
glial rather than nerve cells? I do not think this distinction can be made. 
We know from careful impedance measurements in isolated cells that nerve-cell imped- 
ance does change with their activity. It changes, not only transmembrane, but due to extra- 
cellular electrolyte shifts. Is  it not possible that Dr. Adey i s  simply providing an elegant and 
rapid micromethod of measuring the type of impedance change we know-related to the simple 
amount of activity, and not critically related to any obscure molecular change in learning? 
Dr. Adey: I did not quite follow Dr. Jasper 's  last  question referring to lumped activity of 
the tissue rather than learning because, a s  can be seen, impedance measure is one of the 
very close correlates that is achieved with the learned performance and relates to the level of 
performance. In other words, it relates to the fact that long before the animal shows a 
change in the computed impedance average, the animal runs towards the goal in every pres- 
entation, but is making equal numbers of mistakes and correct  responses. As i t s  perform- 
ance r ises above chance levels, an impedance response appears. I find it very difficult to 
divorce this from a t  least a close association with the learning process. 
To answer two of Dr. Jasper 's  other questions, the only measures I know of that indi- 
cated that glial cells have high impedance were made in the isolated perfused nerve cord of 
the leech by Kuffler and his group a t  Harvard last  year. In their technique, they used no 
bicarbonate in their buffering solution, and they had no C02  in the atmosphere. Lack of these 
substrates is known to grossly alter the behavior of glial cells. Therefore, I do not know if 
these data can stand unsupported unless they a r e  shown still  to be true after Kuffler and his 
group have done this. Historically, the measurements by Tasaki indicated a low impedance 
(1 percent t o  Q.1 percent)  fnr cells in relation to neurons. Again, in data that he and his 
colleagues have not yet published, they have repeated the measurements and consider that the 
glial impedance is  low in comparison with neurons. 
CONCEPTS OF CEREBRAL ORGANIZATION 
The more challenging prospect to me is what the neuroglia might be able to expel into the 
so-called extracellular fluid in terms of substances that would modify conductivity in the 
extracellular fluid. I think this is the great unanswered question, one that Kuffler has him- 
self recognized and expounded in his papers. 
Regarding the loss of information with averaging, for this reason we have standardized 
more on spectral techniques than on averaging because we retain so much more information 
that is lost in time-locked averages. Specifically, we can retain aspects of variation, as- 
pects of scatter, etc., both in amplitude and phase in the spectral analysis that is certainly 
lost with simple averaging. 
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7. COLLECTION OF NEUROPHYSIOLOGICAL AND CARDIOVASCULAR DATA WITH 
DATA REDUCTION, PATTERN AND CORRELATION ANALYSIS 
Carl W. Sem-Jacobsen and Edmund Kaiser 
757; EEG Laboratory Gnustad Sykehus.  Os lo ,  N o r r ~ a y  
Discussant: Peter Kellaway 
In our study of EEG and later in a more complex in-flight biological study, we have been 
impressed by the often apparent insignificance of some of the absolute biological measure- 
ments and their correlation with the alertness and the behavior of the subject. In contrast to 
this we have been able to find, by looking at the rate and the sequence of changes in the bio- 
logical data as  they are  collected continuously, some explanation for the changes in this 
same subject's performance. I may illustrate this very briefly with the results of pilots I 
have studied in aircraft during aerobatic stress. For some pilots, where the performance 
was rather unchanged while subjected to stress,  there was a quick response with changes in 
biological data dropping off at the end of the stress. These pilots a re  extremely alert and 
show an excellent behavior. 
In contrast, other pilots, who are aware that the stress will hit, already show prestress 
changes followed by more extensive changes in their biological data. But this r ise  i s  slower. 
They might reach, though later, the same level of changes in their biological measurements 
a s  the pilots showing excellent behavior. These latter pilots do not perform as  well a s  the 
other type. It seems that the rate of change i s  a rather important factor. 
From the above experience and after discussion with Dr. Gerathewohl and others, we 
embarked on our present study. We feel it mandatory to collect data from prolonged flights 
(actual or simulated). We need to collect neurophysiological, cardiovascular data, a s  well as  
behavioral and environmental data, and to be able to follow biological and behavioral changes 
and relate these to the environmental stress. 
In this way, signatures in the changes of the data can be recognized and evaluated. This 
paper discusses our present approach. 
The following three conditions must be adhered to when electroencephalographic and 
electrocardiographic data a re  collected and analyzed. 
1. The vital data must contain a minimum amount of artifact. As can be seen from 
figure 1, we were able to telemeter EEG three years ago. This EEG was telemetered down 
to the ground from a T-bird flying over the Sierra Mountains. This work was performed at 
Ames Research Center in 1962. The record was taken while the pilot was executing a 4-G 
turn. 
2 .  We must also see that the data a re  not burdened with random information and noise. 
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3. The data must be available for immediate analysis. Figure 2 shows a complex 
record. It would be an enormous task to measure all the information in this record and to 
code it for use with modern analyzing equipment. This par t  of the data I collected at Wright 
Field; it was a long, hard, laborious task to measure the amount of G s t ress  to which the 
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We had to collect the data in a way that it could be analyzed. Amplified signals were fed 
to the detector bridges and other equipment and converted to on/off potentials and continuously 
reduced to 100 character frames of yes/no answers at the rate of 1 frame/2 sec. 
In figure 3 tracing A (on the left side) is the voltage in the primary signal. This is recti- 
fied, giving tracing B, which is further converted into signals C and D. D is a pulse from a 
one-shot generator triggered by C .  When the prime voltage in A goes from positive to nega- 
tive, E is reset  to zero by D. The voltage here  is increased at a constant ra te  of 30 v/sec 
until it is reset  to .zero by D. 
In E ,  a threshold (e. g. , 10 Volt) is built in, and when this is exceeded voltage will flow 
over into G.  
At the end of the period this voltage is transferred to I, where i t  will remain during the 
next period for later use. 
If the voltage in the prime signal A, rectified in B, exceeds the se t  threshold, voltage 
will accumulate in F .  At the end of the period the voltage in F will be transferred to H, 
where it will remain in the following period available for sampling. 
Voltage in I refers  to the duration; voltage in H re fe r s  to the amplitude of the incoming 
signal. H and I describe the past completed period until the current one is completed. The 
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Figure 2.  Observations During Bomb Run 
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Figure 3. Handling of Prime Signals 
information in H and I are  the basis for the punching. The output, according to the criteria 
set, is, together with the output from 90 other signal processing and coding units, fed to an 
8 channel tape puncher, which gives the data as  frames of yes o r  no answers. 
By using this approach, information about the last completed cycle i s  always available 
for sample punching. The sampling of biological events with different time duration of cycle 
can then be done at an arbitrary, constant speed (we used 50/sec), and then collected on the 
same tape. The data are  coded and reduced at the same time. Hence, sequential changes 
are  available for immediate analysis. 
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The EEG data-the black dots (fig. 4-5)-are described by one character 25 t imes per ' 
second. The code for the punch tape is shown at  the bottom of figure 4. Cardiovascular data 
a r e  only punched once every frame. 
One character has seven yes and no answers plus parity control. We felt that it was 
necessary to build in both horizontal and vertical parity control. 
Figure 4 illustrates one complete frame with the horizontal and vertical parity control as 
well a s  how we punched EEG data, cardiovascular data, EKG, pulse wave, respiration, en- 
vironmental data (vibration, radiation and G forces), and temperature and radiation. The 
punching of the EAMP-the master code-will be  discussed la ter .  
Figure 5 i s  a diagram of our system. As we can see  from this diagram, the incoming 
signals are  fed to a signal conditioner for eventual rectification and period detection. Signals 
a r e  passed to detector bridges which give yes and no answers to preset  cri teria.  The signals 
a r e  then stored in a common register arrangement from which they a r e  available to be  trans- 
ferred to the tape puncher. 
The ring counter selector determines the time sequences in the gating pattern in order 
to obtain the information in the frame in the punched tape a s  specified. In front of the tape 
puncher i s  a parity control unit for the vertical parity control. This normally gives uneven 
parity. 
E : MASTER E E G  = E E G  r = ROTATION 0 = OXYGEN EKG r ELECTROCARDIOGRAM 
A * MASTER ALERTNESS 0 = W R T Y  CONTROL W = VIBRATION C = CARBON DlOXlOE PULSE MEASUREMENT 
M = MASTER ENVIRONMENT Z = MASTER M R I T Y  G = GRAVITY T = TEMPERATURE T- I -M-E  ; ABSOLUTE TIME 
P = MPSTER PHYSIOLOGY X = RADIATION = TRACKING R : RESPIRATION FRAMENO : FRAME NUMBER 
PUNCH SPEED: 5 0  CHARACTERS PER SEC. I FRAME = 100 CHARACTERS - : BITS AVAILABLE FOR EXPANSION 
Figure 4. Data Reduction and Analysis-Code for Punch Tape 
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Figure 5. Diagram of Data Processing 
1lorizont:ll p:trity control i s  read  from the common register  during that procedure and an 
c~xtr:t pulse i s  passc.d to the vcrtic:ll parity control causing even pari ty to  appear a t  % in  
l igurc. 4 .  ' rhis ch:tngc l rom uncvcn to cvcxn parity signals to the computer that this i s  the las t  
c*li:~r:tc.tc~r in thv l ramc;  thcn a ncw frame s ta r t s .  
N o w  the. ICAMI', or, rnastcr code, will be further discussed. The pr ime data, while pass -  
ing through stor:~gc., arcx Lurtllcr proccssc~cl in o r d e r  to ol)t:lin intcgrt~ted d:rta. At this s tage,  
p:tttc.rns I)oth in the l<KG and c:lrdiovascular data a r c  recognized by logical pattern dctcctors.  
'I'hc, o11tl)ut from tlic.sc detectors  i s  led to intc.gr:itors via weighing networks giving positive o r  
nc.g:ltivc contri!)l:tions :;ccording to a gradcd scale .  Cilvii-oiii~ientnl and psychological data a r e  
h:ttidlctl in :l s imi l a r  way and fed into othcr bi ts  of the rnastcr according to  the c r i te r ia  set .  
Most importnnt, a le r tness ,  tracking calpability and performance are processed and punched 
out at the. s ame  time. This  mas t e r  appears  in one chxractcr five t imes  pe r  second. The 
fr:lmc>s a r c  s tored  on punch o r  n1:lgnctic k ~ p c  read.y for immediate computer analysis.  Thus 
we1 :Ire3 immcdintcly obtaining a f i r s t  derivative master .  Only 20 b i t s  per  second must be 
sc.:unnc~d to loib:ltc~ thc most  vital pa r t  of the data f r o m  prolonged observation when this p r imary  
: ~ n d  sc.cbontlnry d:lt:t reduction i s  uscd. 
I)r.t:lil in thc ISEG :ln:~lysis, a s  previously mcntioncd, i s  punched by 7 yes  o r  no answers 
25 1irnc.s p1.r sc~c*ond. \tTc. c~ollc~ct inform:~tion  bout thc pc~rcCrit of t ime when thc amplitude i s  
tilore. th:ul 25 ~ii icrovolts  or 50 microvolts 01- othcr  rclcvant Icvels.  \Ve also collc~ct he per-  
ccwt ol' time, \vht.n t h ~ .  l'rcqucwey i s  I c l s s  than :: sc4 f r c q ~ ~ ~ n c i e s .  This  may bc ndjustcd to our  
nc,cvl. \Vex h:~vc. s c ~ l c ~ t c ~ d  4, S antl 15 cps .  
TI) :ld(lition. \vc> :llso gcxt the. pc.rccwt of time, whew the voltage i s  50 pcrccnt o r  more  above 
the- ))rclccxding :lvcragc and p c i - c c ~ t  ol' time \vl~c>n the. l'rc.quc~?cy i s  50 percent  o r  more  below the 
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prcceding average. The average time i s  currently set  a t  3 seconds, but might be switched to ' 
one o r  10 seconds. In this way, we get continuous analysis of the EEG a s  a period analysis 
and a s  a level analysis a s  well a s  burst and frequency analysis. The detection of extra systole 
in the EKG takes place in the same way a s  the frequency changes in the EEG except that now 
frequency above average i s  signaled. 
By instant analysis and reduction of information from prolonged flight, the vitai data r e -  
main available for instant use a s  well a s  later  correlation and pattern analysis. Advanced 
analysis will render even second and third derivatives of the data. 
From analysis of these data, it will, with experience, be  possible to postulate which 
changes a r e  indicative of impending hazards o r  dangers and which conditions a r e  compatible 
with an alert,  active, f i t  person capable of using his full knowledge, experience and training. 
Dangerous conditions may be predicted and corrective actions facilitated. 
We have omitted the diagrams for the complicated electronic circuits to save time. 
By pattern and correlation analysis it will be possible to determine the sequential signa- 
tures in the biological changes which correlate with changes in performance, tracking capa- 
bility and behavior. On the basis  of this information we will discuss more fully the significant 
parameters, while we might further limit data proven of lesser significance. As we can see  
from figure 4 we have room for expansion. For example, what we can and must study a r e  
certain changes in the blood pressure,  pulse or  pulse wave velocity indicative of impending 
reduction of alertness, o r  which combination of changes in mentioned parameters a r e  
harmless. 
Wc can see  from data collected on the punch tape that it will be possible to determine 
which combination of changes provides possible o r  definite early warnings of functional break- 
down of the pilot. Also of importance i s  the fact that it will be  possible to get a more thorough 
evaluation of the significance of certain changes in the recorded parameters.  
To summarize, we have, a s  outlined in the beginning, been able to develop the principles 
and the tools and make preliminary observations which with further study will enable us  with 
advanced analysis to find sequential signatures in the changes in biological data that corre-  
late with the subject's behavior under r e s t  and under s t r e ss .  The significance of some of the 
recorded parameters might also be further ascertained. We may be criticized for  having 
reduced our data too much, but we felt that it was necessary to s tar t  with a limited number 
of data in order  to get a baseline and, i f  needed, to expand later .  We a r e  actually collecting 
data from 20 prime types of sensors. As seen in figure 4 we limited ourselves to make sure  
that we were able to cope properly with all the data that we were collecting. Experience with 
the system will allow u s  to enlarge and elaborate and take in more data a s  we find these to be 
of value. 
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DISCUSSION 
Dr. Kellaway: I have always felt that a practical approach to immediate transmission 
and collection of data in space flight was necessary before we could really proceed in a 
satisfactory way to develop more sophisticated means of data collection and analysis. 
Certainly, an almost on-line effort like this i s  important. However, has Dr. Sem- 
Jacobsen achieved an important reduction of the data and a t  the same time preserved the ne- 
cessary information and could he give us  some examples of this? 
In other words, he talked about his method, but he did not really substantiate it by telling 
us  how much of the information he had been able to usefully preserve. 
Dr. Sem-Jacobsen: I will mention the EKG. W e  wanted to reduce the data drastically in 
all of our flights. We have felt that whether the heart r a te  is in the neighborhood of 100 o r  
120, it  is rather insignificant. But we have found it very significant whether it is below 60 or 
above 150. Furthermore, we have found it very significant to know if there a r e  any extra 
systoles. 
There were many blank spots seen on the tracing, and if we find by studying the signa- 
tures in the data that there is a gap somewhere, it is always possible to take in additional 
absolute data to divide up further the number of bits we will be  using so that we can see  pulse 
ra tes  above o r  below 100. 
The same applies to the EEG. We have really drastically reduced the EEG data. We a r e  
not able in any way to play back the original tracing from our EEG data, but we have actually 
set our cr i ter ia  currently so we know whether there is any delta activity, whether there is 
any theta activity, o r  whether there is any alpha activity in the incoming brain waves. We 
have so far  se t  the cri teria for findings that we have felt were important for this type of re -  
cording under in-flight conditions. Whether i t  i s  a 5 cps o r  6 cps theta activity we have s o  
Car found rather insignificant, but we found it is very important to know whether o r  not there 
is theta activity and whether o r  not there is delta activity. 
AS previously mentioned, we a r e  open to criticism for having reduced the data, but, on 
the other hand, we will be  able to enlarge on it when we get more experience with the system. 
We also have another feature in our system. We are able to detect relative changes in 
frequency and relative changes in voltage and this is the factor we have felt particularly im- 
portant because in this way we a r e  able to detect burst changes. At the same time the complex 
EEG is reduced to about 200 bits/sec. 
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8. HEMODYNAMIC EVALUATION OF PRIMATES BEFORE, DURING AND 
AFTER LONG PERIODS OF WEIGHTLESSNESS 
Nello Pace t 
U n i v e r s i t y  o/ California. Berke ley  
Discussant: Carlos Vallbona 
The problem discussed in this paper is the attempt to evolve a technique for measuring 
hemodynamic function before, during, and after long periods of weightlessness, hopefully in 
I an earth-orbiting satellite and hopefully in the not too distant future. 
Actually, the problem resolves itself to rather mundane housekeeping matters. F i r s t  of 
all, we would like to do this in a way that will enable us  to make a more quantitative evalua- 
I 
~ 
tion of hemodynamic function than is now possible. The available techniques that we have 
used to date have involved monitoring such parameters a s  heart rate,  pulse wave velocity 
and, sometimes, even blood pressure.  We would like to go somewhat further. One of the 
points I hope to  develop here is ,  very simply, the importance of being able to measure a few 
other parameters relating to the circulatory system, if we a r e  going to define circulatory 
I 
I function with any assurance of success. 
What I am going to discuss here is really a report on our progress in automating hemo- 
dynamic data collection in a completely unattended primate (explicitly, the pig-tailed monkey, 
Macaque nemestrina) who, we hope, will be a cooperative astronaut for our purpose. 
I like the word "strategy." We have a strategy, too, although we do not use computers 
yet. Our strategy is to collect data for 90 days, because in order to follow the effects of 
weightlessness for 30 days, one has to take into account the need for obtaining a base line 
before the space flight. And i t  would be nice to go for something of the order of 30 days be- 
fore flight. Then, we would like to go for 30 days during flight. And if recovery is success- 
ful, we would like to go at least 30 days after such a flight. Therefore, we have chosen 90 
days a s  the magic number to which we a r e  building our various gadgets. 
Without further ado, let me  discuss the figures. They wili provide some comic relief 
for the preceding papers, since they combine a travelog and a narration of the difficulties in 
trying to build a new family of transducers. To understand why I am presenting this paper, 
kindly remember Dr. Schmitt's remark that this truly represents an interdisciplinary 
gathering, and then consider that I represent one extreme in a symposium entitled "The Use 
I of Computers for  EEG and Hemodynamic Function Analysis. " 
Figure 1 shows the subject, the pig-tailed monkey, a young fellow named Bottom, 
weighing about 20 pounds. He is sitting in a fiberglass couch configuration built in a form 
suitable for launch. He has been restrained and sitting in the couch inside the barre l  for 90 
days continuously. This is the picture we took just before he emerged from his *simulated 
space adventure. 
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We were pleased that he was able to climb out himself, a s  shown in f igure 2 .  Although 
this i s  not very $sthetic, I do want to cal l  attention to the perianal region. We allowed feces  
to accumulate without any attcntion being paid to the animal throughout the 90-day period. 
And thcrc was no evidence of any inflammation o r  disturbance o r  ulceration of any kind. 
This  i s  one of the key factors  that I think one must  worry about. What we want a r e  
comfortably restrained,  totally unanesthetized, untranquilized, unmedicated animals that we 
can lcavc unattended for thcse long periods of time and on which we can reasonably expect 
to obtain good physiological data that reflect only the change in the variable presence o r  
:~l,scncc of acceleration of gravity. 
'rhcrcfore, while wc have not solved all  of the housekeeping problems,  our experience, 
together with the experience of several other laboratories ,  leads u s  to feel reasonably 
s:ttisficd. Our resu l t s  a r e  s imilar  to others ' ,  the most outstanding being, of course,  Dr.  
I3rady's at Walter Rccd Hospital who has  had remarkable successes along these lines. In 
;~tltlition, Dr.  Adcy' s group and the people at  Ames Research  Center have had similar  
experiences. 
Figure 3 shows a conl'iguration with a more refined system that we a r e  using currently. 
It has one addcd feature, the presence of a rigid lap shield which prevents the animal f rom 
getting to the groin region. In addition, i t  i s  arranged with wings on the side so that the 
Figure 1 
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animal cannot reach behind him and get a t  vascular catheters that come out of i ts  back. 
We have had animals in this configuration for approximately 180 days continuously with no 
problems. This permits the catheterization of the animal's bladder as  well as the mainte- 
nance of intravascular catheters. There a r e  still some problems with the bladder catheters. 
The longest period of time we have been able to go here has been about two weeks, and we 
! still have not quite reached our goal of 90 days of continuous catheterization without any attention at all. 
Figure 4 is a kind of isolation booth in which we put the animal. There is a plastic 
screen window here, and this creates a convenient arrangement. The front, back and side 
panels a r e  all removable for ready access to the animal. Yet, it  is simple to maintain 
constant temperature, generally constant lighting, and all the other environmental conditions 
desired with very little difficulty and very low cost. This has, therefore, turned out to be  
a very satisfactory configuration. 
In figure 5 the animal is placed in the box with the front removed. You see our sophisti- 
cated excretion collector a t  the bottom - a plastic dishwashing basin. However, I will 
discuss a more elaborate scheme later .  
Figure 6 shows the present version of vascular catheter placement. We now use a direct 
approach through the chest of the animal. This is the result of a long process of evolution 
where we started by insertion of catheters through needles into the femoral artery and femoral 
vein. Gradually, we worked our way up through a retroperitoneal approach to the abdominal 
aorta and inferior vena cava and on up to where we now make a direct approach through the 
chest wall and implant the catheters, one through the left subclavian artery so that the tip 
res t s  just inside the aorta, and the other through the azygous vein so that the tip res t s  just 
inside the vena cava a t  the entrance to the right atrium. 
This technique, in which the animals heal quite satisfactorily, gives us, then, access to 
the systemic arterial  side and to the great vein of the animal. This access permits carrying 
out such procedures a s  cardiac-output determination by indicator dilution and the monitoring 
of blood pressure.  Of course, a variety of other measurements now becomes possible with 
direct acccss to the vascular system. 
Figure 7 shows the egress  of the two catheters through the skin of the back. These can 
be brought out the same hole or different holes. We tried a variety of configurations. 
The preparation has been a very satisfactory one. We now have reached the point where 
we have virtually 100 percent reliability in terms of being able to keep the catheters open and 
the animals healthy and apparently completely unaware of the catheters' presence. Our 
prize animal now is one in which we have had catheters for 280 days; and the catheters a r e  
still patent and perfectly usable. We also have any number that have had catheters for longer 
than 90 days. Thus we feel that this procedure i s  now practical and reliable by the cri teria 
that we have established. 
Figure 8 simply shows the flushing of one of the catheters. To keep them open, we found 
that we could leave the catheters unattended for periods as long a s  a week if they were filled 
with undiluted 1-to-1000 heparin. In the actual space-flight experiments we a r e  contemplating, 
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the catheters would be flushed three times a day with heparinized saline so that the clotting 
problem is  well outside the procedure that we propose to follow. 
We have actually done some experiments testing the logistic aspect of this operation. 
And also, a s  anyone else, we were a bit impatient to obtain some physiological data from 
this preparation and have it in hand before we flew. Therefore, we thought we would se t  up 
a relatively simple expcriment on the pattern of a satellite. 
We llew two of our monkeys from Berkeley to our high-altitude laboratory (12,500 feet) 
:it white Moluntaln. T o  do t h i s ,  w e  h ~ ~ i l t .  containers and p l aced  one  on e i t h e r  s i d e  of t h e  -- 
hclicoptcr. Only one can be seen in figure 9. The monkeys rode in their carriages quite 
comfortably. We were able to fly them from sea level to 12,500 feet, with a lapse of only 4 
hours between the last blood pressure measurement at sea level and the f irst  blood pressure 
mcasuremcnt a t  12,500 feet at high altitude. 
Figure 10 shows one of the monl<eys being unloaded at  White Mountain. They remained 
thcrc lor ::O days. At the end of that time, we reversed the process, took them back to 
Derl<clcy, and followed thcir blood pressure for another 30 days. 
Thc expcriment was just completed this summer, and the data I am going to show in 
figure 11 a r c  not really complete, not having the lovely on-line computer technology. Believe 
me, I have been extremely attentive at  this symposium, and I feel that I am perhaps one of 
the few who has learned far more than he has conveyed. I really appreciate the opportunity 
to hear what the potential i s  in this respect. 
But to return to our experiment, what we were able to do in this preparation i s  rather 
nice. Each of these two monkeys had three catheters in them: one in the aorta a s  I indicated 
before, one in the pulmonary artery,  and one in the left atrium. What we were really 
interested in was the right-heart circulation at altitude. This has not been studied particu- 
larly well. In fact, i t  has not been studied at  all in a physiological sense. And i t  has been 
known for some time, of course, that hypoxia produces a prompt increase in pulmonary 
artery prcssure. This i s  a favorite response to study among circulatory physiologists these 
days, and we thought it would be interesting to look at  the behavior of pulmonary artery pres-  
sure  a s  a function of time and altitude. 
I will not dwell on figure 11 except to point out a few salient features. The f i rs t  graph 
shows aortic pressure for the aorta systole and aorta diastole with the aorta pulse pressure 
and pulmonary artery pressure.  Below, on the double scale i s  given the pulmonary artery 
systolic pressure,  pulmonary artery diastolic pressure,  and the left atrium mean pressure.  
The sea level base line data a r e  shown to the f irst  dotted line, the 30 days at 12,500 feet to 
the second dotted line, and then the return to sea level to the right of this. 
Now, what this shows, very simply, i s  that the aortic pressure,  a s  expected and a s  has 
been observed mnny times, went up abruptly on going to high altitude, but then tended to 
rnhlrn  t r r . r z r ? ~ r l  ~ . ~ ~ ~ ~ l  .- +l,- -+-., - 4  C l l + : ~ . A . .  .---^.-----A n-. -..-+---+ tL.. -.. I-,....--.. .--+--., 
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pressure in both animals went up promptly a s  expected, but then remained elevated for the 
cntirc time at altitude and came down only on return to sea level. 
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Well, this i s  not terribly earth shaking. But i t  is exciting because it explains in simple, 
direct t e rms  why it i s  that, associated with long-term residency at  high altitude, right- 
ventricular hypertrophy has been known to occur. It has never been quite clear why there 
should be only right ventricular hypertrophy unaccompanied by left ventricular hypertrophy. 
I think we can s e e  now. We do not know why, but at  least it i s  nice to see  that pulmonary 
artery pressure does apparently remain elevated continuously at altitude in contrast to the 
systemic arterial pressure.  
I show this simply to indicate the utility of the kind of preparation that we have here. 
I would also point out the low values seen in the sea  level values for the systolic arterial  
aortic pressures ,  indicating that the animals a re ,  in fact, very calm. 
To point this up, consider a fact that continues to impress u s  considerably. We have 
these animals, and we a r e  monitoring their blood pressure quietly. It can be running, le t  US 
say, 120 over 80; if people come into the room, the pressure  immediately goes up to 180 or  
190. Yet outwardly the animals a r e  perfectly calm, making only the mildest of gestures and 
bareiy iaiting noiict: of tiit: visitors to the !zborntcry. 
Now, a t  the other end of the catheters, I will discuss briefly the instrumentation that we 
a r e  still in the process of developing for  measurement of the various circulatory parameters.  
HEMODYNAMIC EVALUATION OF PRIMATES 157 
Basically, the apparatus we a r e  proposing to use is nothing more than a series of optical 
transducers, a densitometer reading out at 660 mp, a refractometer and a densitometer 
reading out a t  805 mp, all of which measure a sample drawn out by a sampling syringe from 
the arterial  catheter. 
Now, with the three optical transducers, we start  with nothing in the blood. When we 
1 read densities a t  805 9, we a r e  at the isobestic point of hemoglobin which is the point where 
reduced hemoglobin and oxyhemoglobin have the same absorption values so  that we read 
total hemoglobin level by measuring optical density at this wave length. 
Then, on signal, indocyanine green is injected into the venous side. This dye appears 
on the arterial  side after having been pumped out by the heart. By measuring the average 
dye concentration on the arterial side during this f i rs t  transit through the heart, one can 
obtain the cardiac output by the standard Stewart principle. 
By following this t'dyeoway" curve out, we can then read the point at which the dye is 
now mixed in the circulation and obtain an estimate of blood volume. Therefore, this one 
transducer gives u s  total hemoglobin, cardiac output, and total blood volume. 
The refractometer gives u s  total plasma protein levels which a r e  of considerable interest 
in this connection. And finally, the densitometer reading a t  660 mp gives us  the percent 
saturation of the arterial  blood with oxyhemoglobin. 
Besides these, we have the pressure transducers. Interestingly enough, the EKG reads 
out nicely across the two catheters because the saline-filled tubes a r e  fairly nice conductors 
attached to the animal without the problem of electrodes and so on. 
The apparatus in figure 12 has this form at the present time. It combines the dye- 
injection syringe and arterial-withdrawal syringe, the programer-signal conditioners, and 
the transducers a s  we have them to date, a relatively compact apparatus for the functions 
served. 
The principal feature of the arterial-withdrawal and dye-injection syringe shown in 
figure 13 is its mechanical drive for injecting a precisely determined amount of dye in a very 
simple fashion. 
The arterial  -withdrawal syringe in figure 14 is made completely of teflon, with teflon- 
coated parts .  It is a rather complex mechanical-engineering marvel that withdraws the 
blood and reinjects it into the animal a t  the end of the time period. In addition, the plunger 
that withdraws the blood in itself is a syringe. This inner syringe then squirts heparinized 
saline through the mechanism and the catheter, and leaves the catheter filled with heparin- 
ized saline as the last action before the apparatus turns over. This can be  recycled at any 
interval we wish. We propose to do this in duplicate determinations; that i s ,  twice in 5 
minutes 3 times a day, 3 times every 24 hours, so that in 30 days, we will have something 
like 180 individual cardiac-output determinations o r ,  if you like, 90 time-series points in 
duplicate. 
Figure 15 i s  the optical system, the optical cubette. The blood flows through here,  and 
the various light sources, photocells and filters a r e  arranged in the fashion shown. 
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The blood-pressure transducer in figure 16 is one where we a r e  using a Pace transducer 
(no relation, I might add). It has the great advantage of being able to  stand great  overpres- 
sures  without hysteresis. This is convenient since then we do not have to put in a valve to  
turn off the withdrawal syringe, pump and other parts while we a r e  doing the cardiac-output 
determinations. 
Essentially, we would expect to monitor blood pressure continuously and be limited only 
by the telemetry and storage capacity of the spacecraft system that would be used. 
The last  figure of this group (fig. 17) shows the programer, various bridge-circuits and 
all the other par ts  necessary to condition the signals from the various transducers and put 
them into shape fo r  input into the telemetry-transmitter system. 
To conclude, the other aspect of this animal that I want to touch on briefly is the meta- 
bolic data that we hope to obtain by being able to recover the urine produced by the animal 
during the 30 days of flight. At present, it seems to us  that the most direct and reliable 
approach, in fact the only suitable approach, would be to  collect the urine in frozen aliquots, 
preferably every 4 to 6 hours for the 30-day period, freeze the urine, bring it back, and then 
analyze it by conventional methods back here. This is not the only approach that could be 
made, but a t  this point it seems perhaps the most straightforward. 
To emphasize how useful the urine is, hopefully, by measuring the various constituents 
shown in figure 18, one can obtain some indication of the various regulatory mechanisms 
that a r e  so important in determining the total body adaptation to any environmental change. 
I want to emphasize the enormous importance and utility of having well-collected, 
quantitatively-collected urine samples because it i s  important to measure the excretion 
rates and not simply the concentration in the urine. Thus, there must be quantitative urine 
collection and urine collected with its biochemical integrity maintained in order that the 
analyses may be meaningful physiologically. 
Figures 19 and 20 show the crude attempts we have made thus far  for automatic frac- 
tional collectors. The f i rs t  one we built (fig. 19) i s  nothing more than a fraction collection. 
Basically, it  has  two tubes, one of which i s  connected to the urine catheter and the other to 
a vacuum source. In operation, it is built a s  a simple t imer so that it advances one notch 
every 4 o r  6 hours, o r  whatever the time may be. The vacuum precedes the bladder 
catheter. 
The bladder catheter has in series an inelastic, thin-walled, completely collapsible bag 
so that it can be  looked a t  a s  an exteriorized bladder. The theory is that the urine, as the 
animal forms i t ,  continuously leaks into this exteriorized bladder. And then at the appro- 
priate moment when the collector advances, the urine catheter then moves over one of the 
segments in the pie-shaped set  of chambers seen in figure 20 (this figure shows the bottom 
side of the top plate in figure 19). All the urine is aspirated into one of the chambers at once 
and frozen by the refrigerator coils on the outside of the chamber. 
This collector works satisfactorily, but we encounter sealing problems. It is cumber- 
some and does not reflect the fact that the amount of urine produced is variable and that there 
i s  a certain amount of waste space involved. Therefore, we have gone through several 
modifications, and now we a r e  at the latest one, which is shown in figure 21. It simply shows 
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the top with only one tube out to a piston-type pump similar to the Mercury urine pump used . 
on the astronauts. The underside of this (fig. 22) i s  very simple, indeed, having plastic 
bags which hang down into a refrigerated space. The great  advantage here  is that each bag 
connector i s  a single valve like a trumpet valve, and the sealing problem now is much 
simpler than trying to seal off a whole plate. 
As you can see,  what we a r e  trying to s t r e s s  i s  the utmost in simplicity and reliability, 
the usual goal in spacecraft research.  From this, I hope, will come ample data for com- 
puter analysis for many people to analyze for a long time to come, if we can just fly one of 
these animals one time for 30 days in a weightless state. 
DISCUSSION 
Dr. Vallbona: From Dr.  Pace's  presentation, I have a mixed reaction of envy and com- 
miseration. I am envious of his setup and technique to study the effects of prolonged weight- 
lessness. However, I am sorry for him because of the hundreds of suggestions for experi- 
ments and measurements that complicate his already elaborate experimental design. The 
task of reducing the data to meaningful information will be  tremendous and plagued with 
difficulties. 
There i s  a great need to study the physiological changes produced by prolonged weight- 
lessness. Two analogs of prolonged weightlessness a r e  bed r e s t  and immersion in water. 
Much has been discussed and recorded about the effects of prolonged immobilization or water 
immrs ion .  In 1963 we surveyed the l i terature,  and up to that time the existing knowledge, 
a s  reflected in written reports ,  derived from studies conducted on 83 subjects. The variety 
of conditions under which these individuals were studied precludes comparisons of the results  
of one group of investigators with those of another. I believe, therefore, i t  would be most 
desirable to undertake the studies of the effects of weightlessness under the conditions pro- 
posed by Dr. Pace. 
In terms of the information that one may derive, i t  would be  interesting to study the pos- 
sible changes in the circadian rhythms of these animals, the transient changes produced by 
specific stimuli, and time constants of these transient changes. 
Presently, I would like to join the chorus of those who offer him suggestions and ask if 
it would be  possible to collect urine by an external catheter, applying a condom to the penis 
and connecting it to a drainage tube. If this i s  not satisfactory, I wonder if a vesicostomy 
would allow for collection of urine without danger of infections. 
Dr. Pace: I could not agree more with Dr. Vallbona's comments. The answer to the 
explicit question about the external catheter is very simple. Monkeys have such an enormous 
spermatogenesis that it becomes biochemically untenable to do any serious urine analysis. 
Also, there i s  a great  problem in keeping a condom stuck to the penis for  30 days, let alone 
the 35 days to cousicier il' we want to s h a y  33 uays of weightiessness. h spite of the good 
glues used, the cells and everything slough off. It is very difficult to keep the condom stuck 
that long. 
. 
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The vesicostomy is one of the procedures we are trying now. There a r e  several and we 
a r e  in a period of good old-fashioned experimental surgery, playing around with the various 
techniques. 
Dr. Vallbona is absolutely right concerning his remarks  on data analysis. In fact, we 
a r e  hoping soon to ascertain that our collection periods a re  optimal for some of the current 
techniques of data reduction. We a r e  looking forward to this very much. 
~ 
The kind of question we a r e  asking is: What is the optimal time to balance urine collec- 
tions? It is desirable to go a s  long a s  possible to minimize the number of containers. How- 
ever, the longer the individual periods, the less  utility the data have for circadian analysis. 
We a r e  trying to optimize the precise collection period during the 24-hour period for the 
various urine fractions. 
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9. DATA PROCESSING OF PSYCHOPHYSIOLOGICAL RECORDINGS 
There is a normative l ibrary of EEGs being generated in Houston in Dr. Kellaway's 
laboratory under the cognizance of Dr. Larry  Dietlein. When I was f i rs t  informed of this 
symposium, i t  seemed to me that it might be an appropriate place to make a first attempt a t  
i analyzing one of the tapes with the methods we have developed; i. e.,  with period analysis of the EEG and modified period analysis of other psychophysiological signals. 
Dr. Kellaway offered one of the tapes, and Dr. Bob Maulsby was kind enough to help u s  
rerecord so that we could run the signals through our system. And I would emphasize that 
we made no attempt to optimize the signalhoise ratio on the redubbing of the tape, that we 
did nothing to compensate for the wow and flutter, and that this was the f i rs t  approximation. 
We wanted to take one of the records and see  what we could obtain from it. If it looked 
promising, then we could go back and do more and at that time t ry  to optimize the system. 
The study itself is a psychophysiological study, and multiple peripheral psychophysiolog- 
ical measures were taken in addition to EEG. I shall present data concerning both the analy- 
s i s  of the single channel EEG on one of these tapes and the Galvanic Skin Response (GSR). 
We believe that in the near future we will probably be able to handle other physiological meas- 
u res  that a r e  recorded on the tape in much the same way a s  we handle the GSR. 
I would also like to present some data generated under the cognizance of Col. Simons at  
the School of -4erospace Medicine concerning some sleep studies we have just completed. 
Before I present this, however, I would like to touch upon f i rs t  the concept of a total data 
reduction system, and second, the analytical principles involved in what we call "period 
analysis. ' I  
Figure 1 shows a special-purpose device that has a special-purpose analog-to-digital 
conversion unit and goes f rom digital form to analog storage, then through a relatively slow 
A-to-D converter back to digital form to be punched on paper tape o r  registered on incre- 
mental magnetic tape. Furthermore, I think i t  represents something a little different from 
the division into general-purpose digital and general-purpose analog devices. 
The special-purpose device, o r  loosely speaking, the special-purpose computer, has 
two advantages over the flexibility of the digital machine. The first i s  economy and comes 
into play when we a r e  interested in reducing rather massive l ibraries of data or  continuous 
data. The second advantage is that, by i ts  very nature, i t  is built to be an on-line device 
and can feed back information immediately into the experimental situation. 
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The analog f i r s t  derivative is generated and the accentuation of the relatively iii* fra-  
quency component can be seen; the 36-cps activity can now be quite easily counted. In the 
second derivative, the 36-cps component has become the predominant frequency, a s  indicated 
by the respective baseline crosses  shown in the three square-wave trains. The major period 
o r  baseline c ross  of the primary rather faithfully reflects the dominant activity. The base- 
line c ross  of the f i rs t  derivative or ,  a s  we call it, the intermediate period, shows both the 
dominant activity and chopped up spots for the superimposed. But in the minor period 
square-wave train, o r  baseline cross  of the second derivative, the 36-cps component has 
become quite dominant. 
Figure 3 shows three square-wave trains which constitute the basic data of the process 
in relation to  another mixed sine wave. This time, the relatively high frequency component 
is of greater amplitude and rather clearly comes through in the intermediate period. And 
we notice the consistency of the minor period in reflecting the 36-cps component. 
This figure also attempts to demonstrate the amount of information that is retained in 
the process, and I would relate this to Dr. Kellawayls question of Dr.  Sem-Jacobsen; i.e., 
how much information does the process retain and, in effect, can we go back to the original 
function ? 
What we have done here i s  to take the basic data, the three square-wave trains, smooth 
them to get r id  of the spurious high components introduced by the square waves, mix them 
and smooth them again, and then we have written out the reconstituted wave on this lower 
trace. 
Now, we notice some distortion, some shift in phase relationship, but I think, on the 
whole, not a bad reconstitution. 
Figure 4 attempts to answer the question: How well i s  i t  possible to reconstitute a more 
complex function ? Although the fidelity of the reconstitution is directly a function of the 
band pass that the process handles, and even though it might well reconstitute faithfully a 
relatively simple wave shape, nevertheless highly complex wave shapes with a much wider 
bandwidth might deteriorate. This i s  a higher resolution look at  an EEG than we usually get 
on pen and paper. Again, we have mixed these three square-wave trains to t ry  to reestab- 
lish o r  reconstitute the original EEG. I would stress here that this particular process of 
reconstitution was not optimized so  that I think we could do an even better job with less  dis- 
tortion than we observe in the figure. 
However, I call attention to the coding qualities of these three square-wave trains. If 
we notice the duration of the major period, the duration of the intermediate period, the 
duration of the minor period, and their time relationships to each other, intuitively it would 
appear that perhaps these could be used to code the waveform and to set  up digital circuitry 
that would act a s  an electronic key for that particular waveform and would signal o r  recognize 
the signature i f ,  and only i f ,  that waveform were present. 
Furthermore, we notice on the other side of the figure the far  more complex minor 
period that is reflected from the function itself. 
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Figure 2 .  Synthetic Function of the Pulsewidth Conversion 
Figure 3.  Synthetic Function of Period Reconstitution 
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- \ If the three square-wave trains do carry information of this sort, if  we can reconst'ftute 
the original function with this fidelity, and if we can set up coding circuits that would, with 
relatively simple logic, ask when a duration of such-and-such occurs in relation to a dura- 
tion of such-and-such and a number of so-and-so, then we should be able to recognize dif- 
ferent waveforms within a family of wave shapes. 
Figure 5 shows an attempt to do this with alpha recognition. The first  series of spikes 
is the broadest definition of alpha shown on the figure. This definition required only that 
there exist a major period of a duration equivalent to the frequency band path of 7.5 to 13.5 
cps so that we use no part of the intermediate period and no part of the minor period, but 
simply the baseline cross of the primary. And we notice that a number of these waves, even 
waves that the clinical electroencephalographer might reject a s  alpha, have been recognized. 
The second series of spikes is signature recognition with a more restricted definition, 
but still using just the major period. 
Now, we require that the alpha be between 7-1/2 and 10-1/2 cps. And some of the 
previously recognized forms have dropped. The third set  of spikes adds an additional con- 
straint. We now not only require that the major period of 7.5 to 10.5 cps should have oc- 
curred, but also we have required that an intermediate period of 1 to 10 cps has occurred. 
Once again, further restriction on the recognition. 
Finally, we add the minor period requirement of 20 to 30 cps, and we now get a recogni- 
I tion if, and only if, the combination of these three things occurs. 
We notice that the recognition from the spikes on the bottom line indicates relatively 
well-organized alpha in the first one; a rather beautiful alpha as  a matter of fact. The 
second spike, again, is a rather beautiful alpha. The third spike is associated with some 
sort of hybrid. I t  certainly is not anything that the clinical electroencephalographer would 
accept as well-organized alpha. The reason for this is  quite simple. 
We did not put any exclusive provision in the logic. That is to say, if the three things 
we required occurred and if  two other things occurred, we still allowed recognition so that 
what we have now is a more complex waveform that had multiple elements in the minor 
period, but which did not cancel out because we did not require it. It would be quite simple 
to set up such a definition and cancel out if any other elements did occur. 
How would this be used? Insofar a s  the wave shape in the EEG and the waveform reflect 
the neurophysiological state of the neuronal population feeding it, then we have recognized 
at one point a particular neurophysiological state which did not exist at another time, and we 
gct repetitions of these "states." 
We might argue that whatever state is producing this particular combination of elements 
is, in fact, reproduced in this hybrid form even though the eye cannot recognize it. Thus, 
there is the possibility that this process will not only code and pick up wave shapes accepta- 
ble by the clinical electroencephalographer a s  belonging to a particular class, but might 
also re-sort waves and establish new classes that could not be set up by clinical experience. 
Such a signature/waveform recognition device might be used to code pathological waveforms 
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Figure 6 .  Period Analysis Histogram 
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Figure 6 shows another type of 
display that we use in period analysis. 
It is the simple histogram with the 
major, intermediate and minor periods. 
We have 10 bands/period, and in the major bands, the divisions are more or less  according 
to classical terminology with band one being the delta 1, 2, 3-1/2; band two being a slow 
theta; band three being a fast theta; and so forth. In the intermediate period, the increments 
are  10 cps, so  that band one is 1 to 10, and two is 10 to 20, and so forth. The minor period 
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This is an example of two stages of consciousness as seen by the period analysis histo- 
gram, and a s  processed on a general purpose digital computer. We set i t  up on the IBM 
1410 because we were interested in whether we knew enough about the process to set it up 
on the general purpose digital computer. I am happy to report that there are  five or  six 
centers throughout the country now using period analysis, and some of them have reported 
nice results. I would also add that one of the f i rs t  things I generally find when someone 
programs for period analysis is that he either throws away the minor period or stops pro- 
graming to clean up his records. This has happened about three times. 
- 
Figure 7 is an attempt to illustrate the comparison between frequency analysis a s  done 
by an oldHewlitt analyzer, and the same record, a relatively well-organized record, a s  
analyzed by period analysis. The comparison i s  extremely difficult, but the point to be made 
is that if we look at  the major period only and if the record is approximating the sinusoid or  
fairly well organized, then the frequency spectrum and the period histogram would be very 
similar. When we look at  the same record with the minor period, it is almost impossible 
to compare because of the differences in the cutoffs with 30 cps in the resonant filter system 
and 100cps in the period analysis with most of the activity of interest in the minor period 
occurring in the higher frequency components. 
I 
Clinically, I am fascinated by the 
possibility of delayed recordings with 
waveform recognition. If we could set  
up a lexicon or library of wave shapes 
and identify a number of pathological 
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The inverse relationship between amplitude and frequency in the EEG, I think, is an 
extremely important characteristic to bear in mind when we think of period analysis versus 
power spectral densities or  frequency analysis or  whatever, with the tendency for the EEG 
to have high amplitude at  low frequencies and low amplitude at  high frequencies. 
Figure 8 i s  another type of display covering 2 . 5  hours of sleep in the fourth night of 
experimental sleep in a six-night series. By the fourth night, the experimental subject has 
calmed down quite a bit and is now going into relatively deep sleep. Almost always on the 
f irst  experimental night, there i s  enough anxiety, arousal, whatever it is, in the subject to 
ciecreahe the perzcntage of deep sleep and the time spent in deep sleep. This i s  to illustrate 
a type of display that we will see again later ,  and i t  i s  simply an automatic plot on the 
Calcomp plotter of band one of the major period a t  1 . 0  to 3 . 5  cps, and band two of the major 
period at 3 . 5  to 5 cps and similarly for the delta and the slow theta. 
I would point out that this i s  an index so  that i t  i s  actually a percentage of the time spent 
by events in that particular band. I think that in the future, we will probably not be talking 
about stage four sleep or  stage three sleep or  a sleep of a particular type, but more likely 
we will be talking about 70 percent delta sleep with 15 percent theta, with such-and-such of 
another parameter. 
I call your attention to the beginning of deep sleep at  0101, and the transition period a t  
0150. This is a period of relative arousal where the percentage of delta drops and then the 
subject begins to go into deep sleep again. 
Figure 9 shows an example of the GSR handled in approximately the same way a s  we 
process the EEG, but with the GSR, we use only the f i rs t  derivative. We generate the square 
wave at  the baseline cross  of the f irst  derivative. It gives us  three parameters. First ,  the 
fact that the square wave has occurred indicates that there has been a GSR, so  we can count 
those for epoch time. We can also measure the duration of the square wave for an index of 
what we refer  to a s  active GSR time. It is the time from onset to peak amplitude. The 
third thing we obtain that is not characteristic of period analysis is an amplitude measure of 
the GSR in a somewhat straightforward way. 
Figure 10 shows again the sleep run, the same subject, the same time. This time we 
have a graph of a little performance task that he was doing. I will not burden you with the 
details, but the higher on the graph, the poorer the performance. Hence, we see early 
deterioration at  one point, rather gross deterioration at another, and finally he goes to sleep. 
At least, behaviorally, he went to sleep. 
We see that the GSR amplitude reflects the activity during the waking state. Note also 
the drop in GSR activity during the poor performance period. After sleep we find something 
that came a s  a surprise to me a number of years  ago - GSR storms. We call them GSR 
storms because they occur in stage four sleep and in such profusion that I think the t e r m  
"storm11 describes it a s  well a s  any. 
Now, we recall that for the EEG that we saw before (fig. 8), the delta dominated tne 
record; at 0150 there was relative arousal. We also recall that the delta dropped from ap- 
proximately 70 percent to 30 percent. The subject did not wake up, but at  that point, the 
GSR activity drops out and is inhibited relative to the burst before, and again with the 
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deeper stages of the second deep-sleep cycle we see the GSR activity. We think that the 
amount of GSR activity in deep sleep is somehow a function of the anxiety of an individual just 
before going to sleep, just a s  the percentage level of delta and the duration of it, we think, is 
a function of the anxiety. That is, the higher the anxiety, the less deep sleep. 
This is the basal resistance that is sampled with straight A-D conversion every 10 sec- 
onds. Our epochs a r e  10-second epochs in this, although we have the capability of going to 
1-second epochs, and, of course, in shorter durations, in the waveform recognition. What 
we have done throughout is to average on the general purpose digital computer the 10-second 
epochs over a minute's time so  that each data point represents a minute; this is also true of 
the basal resistance. 
It is a rather convenient and clean way to get basal resistance, and I would suspect any 
other dc measure, such a s  skin temperature. One of the beauties of this method, of 
course, is that it is untouched by human hands. One of these records represents 8 hours of 
sleep pattern. The idea of trying to manipulate the data by hand for our recent run of 18 
nights is overwhelming. 
Figure 11 shows more EEG parameters a s  seen by period analysis, and is a plot of the 
intermediate period. We recall again a t  0150 the inhibition of GSR activity, and the drop of 
the delta activity. I think it is rather striking that there is an almost complete disappearance 
of 1- to 10-cps intermediate activity. When we see  this sor t  of thing and reexamine the 
analog record, it is quite apparent that there is a strong 10-cps component o r  9-cps compo- 
nent in the deep sleep EEG. Conversely, there a r e  periods of deep sleep that do not have it. 
So there must be some difference between the two "deep sleep1' states. 
Band two of the intermediate period rather characteristically goes up a t  the onset of 
sleep. We notice that it is up in anticipation of the beginning of deep sleep, and for some 
reason stabilizes throughout the night except for some points of rather dramatic relative 
arousal. I repeat once more, the subject did not wake up a t  this time. 
Figure 12 shows some of the minor period activity. The minor period activity, both 
fast and slow, is a rather complex function of deep sleep. It is certainly not a monotonic 
relat i~nship.  We cannot say that the relatively slow activity in the minor period, 20 to 30 
cps, band three, goes up with deep sleep. It fluctuates throughout the activity that looks about 
the same with delta, say, or  band two in the intermediate. We noticed, however, that with a 
period of relative arousal, it did drop. 
We now come to  the Dietlein-Kellaway-NASA tapes, and to that portion of the tape on the 
tail end (fig. 13). There a r e  some 66 minutes on the tape of a rather active psychophysiolog- 
ical stimulus field. The last  portion of the tape is devoted to selected sections of various 
levels of sleep, and Drs. Kellaway and Maulsby, I believe, identified them a s  f irst ,  S zero. 
Their S zero state, a s  I understand it, is probably the most rested part of the entire record, 
i.e., the subject is not asleep, and it is a waking control record that is cleaner and better 
organized than the active arousal portion of the experiment. We also notice that the total 
minor count is a t  60, while we have a low intermediate count and a major count of approxi- 
mately 11. 
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Now, these samples also a r e  connected by periods of linkage that are ,  in fact, noise 
without a signal. The black bars  represent the linkage points, s o  this i s  a noise record. 
Notice what happens. In the major period, total count, which is  the most primitive of al l  
our statistics, there is very little change. Thus, the noise, the wow and flutter, introduced a s  
we redub the tape, is just in the band pass of interest for  the major period total count. This 
may not, of course, mean that the total count data is suspect, because the signal-to-noise ratio 
may be such that we a r e  getting good data even though the noise when there is no signal a t  all 
gives us  the same readout and total count. The progressive drop would suggest that this i s  so. 
Let me identify what the sections are: S zero is awake, S-1 is  stage one sleep, S-2 i s  
stage two sleep, S-3 i s  stage three sleep, and S-4 is  stage four sleep. One section is called 
" s u b a r ~ u s a l ~ ~  which, in this particular record, i s  actually a deeper sleep than the section 
identified a s  stage four. Drs. Kellaway and Maulsby called it "subarousal" because they 
were trying to get a "parietal hump, " I believe, in this record. 
One portion of the record shows actual arousal; i. e . ,  where they waked the individual. 
I would call your attention to the effect noise has in the total intermediate count and in 
the total minor count. There is no question that the two levels a r e  different. There is no 
question that these a r e  noise levels. So in the intermediate total count and the minor period 
total count, we do not have this confounding problem. We can recognize the noise. 
Figure 14 shows some of the individual bands for the same sections. The top graph is 
the delta activity. Notice, again, the sleeping and the waking record, S zero, the progres- 
sive sleep which could be read out directly a s  a percentage, and the beautiful drop when the 
individual wakes. He was apparently more deeply asleep just before they waked him than he 
had been throughout the record. Notice also the slow theta. 
The alpha fair ly predictably bears an inverse relationship to the delta, but here again it 
can be quantitated and, of course, handled statistically, manipulated, and tabulated. 
Figure 15 shows the 46 minutes of the arousal profile with the same parameters, total 
minor, total intermediate, total major, and calibration. 
Now, in the period analysis, because the calibration was done a s  clinicians do it, it 
looked like noise. The 30 seconds of signal- f r ee  record was omitted and was followed by a 
little 50-pV pulse, positive and negative, negative and positive, then another few seconds of 
no signal so  that a t  the beginning of the record on the calibration we get what I consider a 
rather beautiful noise picture. At the end of the record, the same sor t  of thing appears. 
Dr. Rhodes helped design this stimulus field for  this experiment under Dr. Adey's 
direction in Dr. Adeyls laboratory. Since this is a first approximation, and I do not intend to 
I 
~ 
use this data fo r  anything, Ididnot see  any point in putting down marks on the figure fo r  the 
122 stimulus points, but I will go through with very rough interpretations. 
F i r s t  there is the control period. We notice the relative stability of the major period 
count which is approximately 11 to  12 and sometimes 13 cps. These data points, by the way, 
a r e  per 10 seconds rather than per minute a s  the previous ones were. 
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Next we see a decrease in the major period total count and the intermediate count, and 
the general interpretation of decrease i s  that the waveform has become better organized, 
that there is  less arousal present to desynchronize the record. The first  stimulus point i s  
a photic stimulus at 0040. Now, one thing that happens in photic stimulation is that it often 
tends to organize the record so  that with the driving effect we can get a decrease in the total 
count of the intermediate and the total count of the minor. I do not know if that is what 
happened here, but we did get some sor t  of effect. 
Then, there seems to be a progressive arousal from 0040 period to 0060 period. I be- 
lieve that 0060 i s  a period of mechanical stimulation a t  1 cps. 
At 0090 point, we have still more arousal. The major period remains steady, but the 
minor and intermediate two a r e  up. The stimulus is probably flashes at  about 12 cps, with 
the eyes closed, by the way. The 1 cps stimulus field again occurs a t  0113. Mechanical 
stimulation of 100 cps comes a t  0124. 
At 0157 tones were preser~ieil which rzpreccnte? a psychomotor task that was accom- 
plished, I understand, with relative ease. It i s  elevated over some of the dips in the record,  
but I think we will find it much lower than for the discrimination task. The discrimination 
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task involving slides was presented at 
0220. Even the major count showed some 
fluctuation, but the intermediate and mi- 
nor a r e  progressively going up. 
Figure 16 shows the same test inter- 
val a s  figure 15 for the interperiod band 
of 1-10 cps and the major period band of 
10.5-13.5 cps. At 0100 the subject was 
receiving clicks at  1 cps. There was a 
cycle of three different stimulus fields 
at  1 cps with short intervals. The inter- 
mediate band showed progressively less 
response with the first stimulus versus 
the second versus the third which was 
probably an accommodation effect. 
While I appreciate that i t  is very dif- 
ficult to relate the stimulus field with 
the analysis in illustrations like this, 
when we have the stimulus field mapped 
out in front of us and superimpose i t  on Figure 15 
the analysis, examining it parameter by pa- 
rameter, some of the relationships that we 
have already found in the sleep studies and 
hypoxia studies become rather apparent. In 
the sleep studies, for instance, the perfor- 
mance can be rather nicely related to the drop 
in alpha, to the increase in delta activity, and 
to the increase in theta activity. 
This is also true in stimulus field profiles 
of this type, but the only way, of course, to 
really demonstrate it is to ask for digital cor- 
relation and the statistical limits so that if we 
are to regraph some of these records, we will 
automatically record and plot the stimulus 
field and then be able to automatically relate 
that stimulus field to the changes in the vari- 
Figure 16 ous parameters of the analysis. 
DISCUSSION 
Mr. Shipton: I admire Dr. Burch's courage in attempting to blindly make an analysis 
from these illustrations. However, I would like to make one o r  two criticisms. 
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In the first place, I really doubt whether i t  is any longer t rue  that there is a marked 
price differential between special-purpose analog machinery and digital machinery. This is 
a reversal  of a n  opinion I have had over the past  few years.  It seems to me that it is getting 
more and more expensive to make a special purpose device and with computers of the 
PDP-4, LINC, and similar devices, I think the margin is a t  least narrowing. And the as-  
sumption that special-purpose machines a r e  cheaper may no longer be true. 
The other point I would like to make is a technical one in connection with the implication 
that the square waves a t  the major, minor o r  intermediate periods might be used efficacious- 
ly in telemetry from a space situation. There is the considerable risk that the square waves 
wi l l  take iip m=rc bandv~idth than the original data, because, in fact, you have to transmit 
the entire spectrum before resynthesis. In fact if you just turn the transmitter on and off, 
you a r e  transmitting at  that time the widest band that the system will carry .  And certainly, 
I think in the records that Dr. Burch presented, you had to send more bits pe r  second to 
send square waves than you would have done to send the original record. Information theory 
people can argue this if they wish. 
The third remark I would like to make is that the period analysis is such an excellent 
way of showing rather rapid changes in response to stimulation o r  in an environmental situa- 
tion, and it does seem to me a pity to follow the selection device with a 10-second integrator. 
With the integrator you get a display that i s  quite difficult to read, whereas if you take three 
pens and plot instantaneous frequency against time, you have a very elegant device. Not only 
this, if there a r e  only poor men left, you have a poor-man's wave-form analyzer. I mean, 
you can make a switch of this type very cheaply from a few semiconductors. 
Now, we may, in fact, all have a reasonable degree of affluence a s  far  a s  money is con- 
cerned, but from the point of view of how many cubic centimeters our equipment should 
occupy, the possibility of making a period analyzer in a very small space is a very real  one 
provided you do not try to put the Gray Walter type of analyzer writeout on the end of it. 
Dr.  Burch: I would like to answer the three points of Dr. Shipton. The economy I was 
talking about was not in money, but in time. I meant that i t  is a lot faster  and, therefore, 
more economical. It takes much longer to run a period analysis on a general-purpose digital 
machine than i t  does on a special-purpose device. 
In regard to the second problem of the bandwidth of the square wave, I certainly would 
not propose that they try to transmit square waves, but the square wave itself,  of course, is 
a yes/no proposition. 
Finally, in the 10-second epoch, I certainly agree i t  seems ridiculous to smooth over 
10 seconds when you have much higher time resolution available. And we will be going to 
that higher time resolution and probably recording the square waves on each wave form a s  
soon a s  we go to i t .  
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I will discuss some possibly relevant morphologic substrata, and I would like to point 
out that the "eyeballing" types of specialties which deal with morphologic analysis also need 
computer support. The very mass and volume of data presented in a single microscopic field 
is easily as  overwhelming as  any of the multiple waveform data that have been presented here. 
Figure 1 shows a section of 2-year-old cerebral cortex and happened to be an easily 
available picture. The upper area gives you some idea of the problem. This is an approxi- 
mate low-power microscopic field, a little compressed, but containing, nevertheless, ap- 
proximately the amount of information that greets the pathologist's eye as he looks at it. 
This happens to be motor cortex. And initially I would like to point out that the amount 
of information in figure 1 varies from zone to zone. There is an information density in 
superficial layers that. is quite different from an information density, for example, in layer 
six. If the morphologist is to support the physiologist with adequate-morphologic data, state- 
ments concerning numbers of cells o r  size of cells are  not sufficient. We have to know where 
these numbers exist, where they a re  located, and what the relationships of various areas, 
one to the other, are .  
Now, as  a computer, the human observer is rather good at gaining rapid overall impres- 
sions. As a digitizer, he is rather poor. I can say to Dr. Adey, perhaps, that this picture 
shows an area of motor cortex. He does not have to look at it, but he has a fairly good idea 
of what I am talking about and could easily complete his mental impression with additional 
verbal inputs. 
Essentially, what we are  trying to do, and this is a rather "broad-brush" treatment, is 
to constmct a general-purpose morphologic analyzer and synthesizer which will have as its 
input either microphotographs or  actual slides. They will have, as  additional inputs, type- 
written English (or really pseudo-English) and a light pen acting upon a very high-resolution 
screen. 
In the combined work between NIH and Russell Kirsch at the National Bureau of Standards, 
we a re  interestedmore in what happens between the scanning stage in such a system and the 
output rather than in the actual scanners to be employed in producing data. 
The last bit of motor cortex in the upper portion (fig. 1) is reproduced again in figure 2. 
This is sensory cortex only a few millimeters away, and the entire picture is quite different. 
I suggest that one of the needs for a machine or system such as  I have indicated is given by 
this very fact that the brain (in contrast to the liver, for example) is not a very homogeneous 
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structure, a point already made, but I would like to emphasize i t  by showing the different 
format of the information contained in a section of cortex just slightly away. 
In figure 3 we again have our a rea  of cortex, but here we have a temporal separation. 
This is fetal cortex. In other words, this i s  the appearance of a standard area  2 yearsbefore 
the appearance in this particular area .  
At the individual cellular level, we also need a multiplicity of inputs. In figure 4 we have 
to be able to describe the so r t  of information we want. In the center is a nerve cell o r  neu- 
ron. Although we can digitize this to tremendously detailed degrees, in describing it, my 
ability to say that there is a nucleolus and that it is within a nucleus and that there is Nissl 
substance within this cell is probably more important than direct digitization. 
Again, if I were speaking over a telephone to a neuro-morphologist and had given him a 
description, he would have an excellent general idea of what I was talking about. 
Figure 5 is also of a neuron, but stained entirely differently. This is a familiar type of 
Bielchowsky preparation. 
Figure 6 shows another neuron which looks quite like the first  one shown. Actually, it 
and the previous one a r e  motor cells. This last  one is a sensory ganglion cell. 
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Figure 6 
It would be almost impossible in existent coding languages, such a s  Algol even, to be 
reasonably able to construct coding schemes for recognition which would permit you to clas- 
sify all of these three pictures a s  neurons and a t  the same time differentiate between them. 
For  the system that NIH and the Bureau of Standards are working on conjointly, we propose 
that one of these inputs be, in fact, English description by morphologists. It i s  felt that such 
English input which describes limitations (e. g., that this is a cell from the cerebral cortex) 
will be of great help in analysis and make unnecessary the kind of coding that I have been 
describing. Effectively, the use of English-like input will make possible such programming 
by the machine. 
In figure 7 i s  the proof of the statement that such images can be digitized. This repre- 
sents a neuronal field a s  prepared by a rather sophisticated recording microdensitometer in 
operation by Dr. Mendelsohn's group a t  the University of Pennsylvania. This field repre- 
sents 32 levels of gray scale. Actually, it i s  capable of 265 levels of gray scale. 
The amount of information on this slide, although a tremendous amount, i s  not usable 
since I cannot say in all honesty that I can remember that any particular bit is an X rather 
than a Y, and can use it effectively. 
Again, I would like to  asser t  that it would be much easier  to say, "Within this blob, " if 
you will, "is a neuron, and there is a nucleolus and a nucleus and Nissl substance. " 
Now, it i s  one thing to want something like this, and i t  i s  another thing to obtain it. But 
I would like to  suggest that we a r e  at  the point of being able to do exactly this. In fact, on a 
large general-purpose digital computer we have simulated grammars for the kind of English 
input I have described. 
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In order to do this, we have had to construct what is essentially an artificial language. 
It i s  a phrase-structure or constituent-analysis type of grammar that is, in fact, a micro- 
grammar of what we have termed "Neuropathologese." It was constructed a s  a result of a 
ser ies  of analyses of tapes prepared by neuropathologists talking about pictures. 
When employed, this grammar, now lmown a s  "Placebo 4" and constructed by Watt a t  
NBS, i s  indistinguishable f rom a neuropathologist speaking English. It is not English in that 
i t  consists of only about 700 rules which, interestingly enough, do not have to be memorized 
in contrast to programing languages such a s  Fortran or  Algol. They do not have to be mem- 
orized because we will have two routines which eliminate grammatical constructs not within 
the language and words o r  terminals not included in the grammar. 
We have such a grammar. There is also in operation now a parsing routine which will 
construct a syntactic analysis of the verbal input. That is to say, just a s  you used to parse 
a sentence in high school, the machine will do this automatically and in rea l  time. 
Now, I maintain that within any sentence (and I will shortly asser t  that this is also true 
of structure) the syntactic information is equally a s  important a s  the actual word content. 
For example, if I say, "The nucleus i s  within the neuron, " I a m  saying one thing. But if I 
say, "The neuron i s  within the nucleus," that is an entirely different statement. The lan- 
guage Placebo 4 can take care  of this and handle it in i ts  stride. 
Figure 7 
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Once the parsing has been accomplished, the next stage that will be done by the machine, 
and I emphasize the future tense, is the conversion of the syntactic structure to the equivalent 
of a first-order predicate calculus. This has been done for several microgrammars. One, 
in particular, a microgrammar designed by Rankin at the Bureau of Standards for a model of 
a picture language machine, has been completely formalized. And from the formalization, a 
series of machine subroutines could be put in operation for  such a language. The formaliza- 
tion was accomplished by Walter Sillars . 
Now just a s  we can have a rule o r  a ser ies  of rules that constitute a microgrammar, we 
can also isolate primitives within pictures o r  microscopic images such as  a nucleus o r  a 
flake of Nissl substance. And there a r e  certain rules that, in order for this cell to be a neu- 
ron, must be true about the cell. 
In other words, we a r e  now interested in the construction of a two-dimensional grammar, 
if I may use that word "grammar," in a much broader sense. Namely, there is a syntactic 
system that applies to pictures. It definitely applies to diagrams and to sketches. And i t  al- 
most certainly will apply to the way a neuropathologist would like a microscopic image 
analyzed. 
An interesting byproduct of the type of machine we a r e  discussing is that I can, without 
referring to a screen o r  a picture, describe a neuron to the machine and have the conse- 
quences of my statements exhibited on its display screen, if we a r e  successful in our research. 
Therefore, many cells that I may consider doubtfully neuronal may be rejected subsequently 
by the recognition programs generated by the man-machine interaction of which we a r e  
talking. 
In figure 8 we have several routines going. This is a picture of a small black-and-white 
photograph, not in multiple gray scale. About a year ago this was placed on the then existing 
scanner for the SEAC computer at the Bureau of Standards which, at that time, had a capacity 
for dealing only with black-and-white images. 
This image was digitized with the result shown in figure 9. 
A iight pen was then employed to pick out ,, few cells and the machine was commanded 
to erase  all nonpointed-to cells with the result seen in figure 10. Figure 10 demonstrates in 
a fairly convincing way that we can manipulate blobs as well a s  lines with light-pen techniques. 
Figure 11 illustrates some of the analyses that werepossible of this so r t  of blob routine 
which is merely one part  of the system that we a r e  discussing. Fi rs t ,  the number of cells 
o r  blobs was counted. The a rea  of each of them is put out in the hexadecimal, that i s ,  num- 
ber  to the base 16. (F would be 15 in such a number system. Five in this position would be 
five times 16. ) 
We obtained the area ,  the various coordinates, the difference between the coordinates, 
both X and Y as  height and width, a function that is called "length," an  analogous one fo r  
thickness, the perimeter, and the first  of the shape invariants that we have started to deal 
with - namely, perimeter2/area. Also, part  of the routine typed out the serpentine length 
and the serpentine thickness for each of these structures. 
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Now, i t  i s  proposed that one of these, o r  an expanded form of these Strip C routines, so 
called, for dealing with blobs be used for the initial machine recognition of the primitive 
elements that I care  to manipulate. Thereafter, the major operation will be in terms of the 
logical manipulation of the recognizable primitives. 
But now, if I am dealing with a photomicrograph that is essentially, for  example, of a 
Nissl-stained preparation, obviously I am going to have different primitives than i f  I deal 
with an electronmicrograph and am concerned with synapses. The basic assumption i s  that 
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Figure 9 
the laws relating the recognition of primitives may differ, but the logical language Placebo 
will probably differ mainly in terms of the terminals which i t  must empIoy in order for me 
to speak naturally. 
Figure 12 shows a p a r t  of the routine, the statistical analysis in what I te rm "F" ratios, 
that i s ,  in functions of the reciprocal of 2, that a r e  turned out. In other words, this i s  in a 
progression similar  to the "F" stops on the camera because of convenience in using the par-  
ticular computer employed which was SEAC. 
Figure 13 presents some other digitized pictures showing multiple gray scales simulated 
in terms of striking and overstriking varying type elements of the printer. This happens to 
be a glial cell. 
A relatively unusual Q-pe of neuron i s  seen in figure 11. Again, this i s  at  32 levels of 
gray scale.  
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Figure 10 
Figure 15 shows another neuron with resolution somewhat improved. Our eventual aim 
is an order of resolution of a visual display matrix of the order of a t  least 2000 by 2000. We 
realize that flying spot scanners a r e  not that accurate. If we take a photograph, however, 
and place it on the Cahnfs drum-type scanner presently in use  at the National Bureau of 
Standards, we can easily attain this so r t  of precise digitation. This is easily recordable on 
magnetic tape and may be played back. In other words, we plan to use this drum scanner as  
an  initial input in order for us to learn more about the logic of the morphology employed. 
We give figure 16 to remind you once again that not only a r e  we interested in the logic of 
individual cell recognition, but the so r t  of system we a r e  proposing offers the promise of 
being able to study neural organization. If the machine can be taught (as seems almost cer-  
tain) to recognize neurons, glial cells, other elements, the arrangements of such elements, 
their spatial interrelations, the higher level of syntactic structure present in an a rea  of 
cortex, then it becomes just a s  easily amenable to the sor t  of analysis that we a r e  interested 
in. 
Figure 11 
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Figure 13 
Figure 17 is one page of thegrammar rules while figure 18 presents a ser ies  of randomly 
generated sentences to show the types of input and output possible with this system. In other 
words, I could si t  down at  the typewriter and say, "This is much further from the mark than 
from the astrocyte period." We have a pa r se  here that will deal with the present  grammar 
that will allow such a syntactic structure to be exhibited if these a r e  typed in. 
Within this tree-like structure for such a sentence is contained the information that dis- 
tinguishes the two sentences I mentioned previously; namely, the nucleus is within the neuron 
o r  the neuron i s  within the nucleus. Merely by taking words, one cannot distinguish between 
these two. 
The structure of the sentence is  equally important, and the parser ,  a s  the f i r s t  stage to 
the predicate calculus transformation, is equally necessary. 
The machine may also be commanded (fig. 19). This i s  another randomly-generated 
sentence that came out, "Label this undefined stellate artifact with the label 'body one' 
period . I '  
-- - - 
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Figure 1 4  
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Figure 15 
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Figure 1 6  
Figure 20 shows an analysis of a question which can be asked of the machine: "Does the 
largest network have a length of perimeter equal to 89 cl in perimeter?" 
I mould like to point out that the network must be recognized. The operation of perimeter, 
of course, i s  already implicit in some blob-analysis routines. The largest network must be 
selected. \i7e believe this analysis will operate on line. It \frill probably need a very large 
general-purpose computer, indeed. In fact, I doubt that one is  presently in esistence, hut, 
considering present progress, we a r e  fairly certain that i t  nil1 be in esistence before the 
three years that \\.ill elapse between now and the completion of these software plans and 
specifications. 
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Figure 17  
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Figure 18 
Figure 19 
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Figure 20 
Figure 2 1  
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Finally, a s  seen in figure 21,  the machine can answer and say, for example, "No, the 
nucleus i s  not indefinite and triangular period." And the machine will operate in the same 
way, but reversed, a s  the analysis of the input to the typewriter. 
I would like to emphasize that we a r e  not talking about a direct-speech input. That is 
several generations away beyond the completion of this device. 
Another capacity that 1%-e would like to build into this machine is the cartooning facility 
(fig. 22).  At left is a Cajal preparation and a t  right, a diagram of the Cajal preparation. 
There i s  more useful information available in the drawing than there i s  immediately avail- i able in the actual preparation. 
Figure 22 
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Figure 23 shows a type of machine cartooning using Narasimhanls cartooning program 
which we have adapted. We have taken partly into our system the PAX, picture language pro- 
graming system, and imbedded within i t  the complete PAX system. And now we have added 
the Narasimhan technique for  automatic cartooning. F o r  example, we might say, "Exhibit 
for me the distribution of nucleic acid in this Nissl-stained preparation;" and this i s  ca r -  
tooned in the right-hand illustration. 
The cartooned cell in figure 2 3  was one of those shown in figure 24 .  This entire picture 
was put on tape. The resolution was adequate to allow cartooning an individual cell within 
this picture. Therefore, we a r e  fairly confident that, even with our present techniques, we 
have enough information to do the type of online computer exploration that we have 
contemplated. 
Of course, you may object that this machine will be adapted to Lipkin and no one else. 
But the point i s ,  if somebody is willing to sit down and be limited by a placebo (which is a 
minor limitation, actually), any man can speak before the machine. As a matter of fact, two 
neuropathologists could have an interesting argument about the nature of a neuron o r  of a 
given cell. Actually, this i s  where our major interest really l ies.  
For the physiologist, of course, we envision programs for various types of cell recogni- 
tion and counting that a r e  producible by such a general-purpose machine to become blueprints 
for special-purpose devices. They would, in effect, serve a s  kit morphologists to the physi- 
ologist and allow him the type of automatic morphologic support he really should have had all 
of these hundreds of years if we morphologists had not been purely "eyeballists ." 
Figure 2 3  
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Figure 24 
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DISCUSSION 
Mr.  Blum: This looks like an interesting program. The whole concept of going to a 
linguistic procedure i s ,  I think, a solution of a basic difficulty in our own computer problem; 
namely, what to do with visual form. And i t  exists not just in morphological data but, in 
general, in dealing with the visual world. Our whole attempt to deal with visual form has 
been colored by geometry and reading to such a degree that i t  i s  almost impossible to see  
what naive primitives a r e  of this form. 
Your optimism impresses me, but I am not sure  I share i t  completely in the sense that 
this can be an online computer. Perhaps this is just a fact that the computer people have 
been optimistic too long. 
But the question I really have i s  how you expect to deal with the linguistic aspect, using 
the syntactic program. In translation you experience difficulty because you do not have a 
real semantic content. How do you avoid this? 
Dr.  Lipkin: Machine translation deals with a natural language. Here, our basic Ian- 
guage is an artificial one which has, in essence, limited its rules. With the aid of the pro- 
jected machine, we will construct two-dimensional syntactic structures relating to our 
pictures. This i s  actually part  of the basic program - to construct such a two-dimensional 
grammar, utilizing recognizable primitives a t  a given level, shall we say,  of magnification. 
Since our language is limited, there i s  very little linguistic problem, provided the 
formalization can be done. And this shows promise. 
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This presentation is part  of a larger program that is concerned with the quantification of 
patterns which a r e  observable in biomedical measures that reflect significant features of 
CNS function. The one CN6 function that we a r e  trying to quantify f i r s t  is arousal. In other 
words, we must answer the' question: how can we identify and quantify evidences of CNS 
arousal from a biomedical measure? This paper concerns heart-rate patterns. 
Simply stated, we now have literally miles o data obtainable under a wide variety I of s t ress  situations. Now, what do we do with 
This paper specifically identifies the heart-rate patterns observed in these data. I am 
starting with this classification of patterns as  the f irst  step in computer programing because 
generally we get much more useful information from the computer if we know what we a r e  
looking for  and have some idea of what it means. 
This is a progress report on heart-rate computer programing and a review of the pat- 
terns upon which the program is based. 
The first  heart-rate pattern that we recognize is base heart rate.  This is defined a s  the 
"unperturbed homeostatic level" of heart rate.  We know, of course, from the Mercury data 
and many other s t ress  situations, that the base heart rate does increase with psychophysi- 
ological s t ress .  We also know that in many measures, and the heart rate is no exception, 
the amplitude of reflex activity is a function of the base rate.  This phenomenon has been 
termed the law of initial values. 
Dr. Schmitt appealed tous to do simple things to  obtain 80 percent of the data and not to 
become bogged down reaching for the last  few percent. We have approached base heart rate 
that way. We measure the base heart rate through a one minute epoch as the sum of heart 
beats during that minute. With s t resses  of less  than 1 minute duration, this may produce 
considerable e r r o r .  Generally, if interpretation of base heart ra te  determined in this way 
is applied to s t r e s s  and situational changes effective over a period of minutes, it is remark- 
ably effective considering its simplicity. 
In addition to the base heart rate, we recognize two major types of heart-rate reflex 
activity. In this context, a heart-rate reflex is rather loosely defined a s  any perturbation 
of the heart rate which lasts  approximately 15 seconds o r  less.  This is an arbitrary definition, 
but i t  appears practical and workable as  we view many records. 
r, 
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There a r e  two obvious sources of heart-rate changes of the reflex type. One is  due to 
peripheral servomechanism type responses that a r e  exemplified by respiratory stretch re -  
flexes, and cardiovascular control mechanism such a s  the carotid sinus presso-receptor 
reflex. 
r .  
There i s  another type of reflex response which is of particular interest from the point of 
view of CNS arousal, and that is a centrally initiated cortical reflex such a s  the Pavlovian 
orienting reflex. 
In many records we can distinguish two specific heart-rate reflex activity patterns of the 
norinhnral s ~ r l r n m ~ r h a n i s r n  type. One is the respiratory heart-rate reflex (RHR).  A y.,* -r*&-- - --- . ----- - ---------- 
mathematical model of this reflex was defined by Dr.  Clynes in 1960 (ref. 1). In deference 
to Dr. Eggers' exhortation to employ simple mathematical models, I will briefly review Dr.  
Clynes' equations. 
D r .  Clynes did a very interesting thing to physiologically validate his mathematical 
model of the respiratory control of heart ra te .  He placed a chest band 2 inches below the 
armpit to measure circumference of the thorax during respiration. He fed the output of this 
sensor through an analog computer which generated a synthetic heart rate, and he compared 
this rate to the physiologically monitored heart ra te .  He reported remarkable congruence on 
individuals observed through 30 minutes of respiratory exercises. 







Vagal 1 a2y firing y + y  -0- inhibition a - r dt time 
ference 
K,K '  = Sensitivity constants r = base heart rate 
S = Laplace operator a = 4 r r  2 
Ti, T2, T3 = Time constants y = Periodic variable-inherent 
rhythmicity of pacemaker 
The measured circumference of the thorax was his input. For  inspiration he used a 
transfer function which consisted of a sensitivity constant and a Laplace operator with two 
terms. The output of the transfer function corresponded to changes in vagal tone. There 
a r e  a number of very interesting features to this model that define an inspiratory and expir- 
atory heart-rate transient. 
The transfer function is defined so  that the stretch receptors a r e  sensitive to the second 
derivative of chest circumference, which is not just the rate of expansion but the rate of 
change of expansion. The inspiratory TI term i s  sensitive only to increases that make the 
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. upper (inspiratory) transfer function expression apply only to inspiration. The second, T?, 
term is not sensitive to polarity so that i t  is perfectly possible that this corresponds to the 
functional transform that occurs at the medullary cardioregulatory centers between the in- 
coming sensory afferent inpulses and the efferent nerve inpulses. Changes in vagal tone in- 
fluence the pacemaker oscillator which is the sinus node of the heart. The final expression 
defines the function that converts vagal impulses to cardiac excitation period which on repeti- 
tion becomes heart rate. 
If we initiate such an inspiratory heart-rate transient (by taking an isolated deep inhala- 
tion) the mathematical model first produces (fig. 1) three increasingly rapid beats followed 
by a precipitous drop of heart rate with gradual recovery to the original rate. The expira- 
tory transient produces, not the inverse, but a very comparable picture. It is essentially the 
same transient, but it usually has four o r  five upbeats of less amplitude, a lower amplitude 
precipitous drop, and final recovery to the original heart rate takes approximately the same 
total time. 
Clynes (ref. 1) emphasized a number of pertinent points. The heart rate resulting from 
respiratory activity (RHR) is not the result of induced cardiovascular changes. The input 
from only thoracic stretch receptors fully accounts for the RHR and apparently does not de- 
pend significantly on cardiovascular dynamics. Also, he stated the RHR is not produced 
primarily in the CNS because he produced it with artificial respiration while the person elim- 
inated all voluntary respiratory effort. 
Figure 2 presents a typical recorded respiratory heart-rate transient record. Events 
B and D mark isolated inspiration, and the associated heart-rate response. It shows several 
beats of increasing rate, a rapid drop, and gradual recovery. A is  an expiratory transient 
which is smaller in amplitude. Five beats of increasing rate were not followed by the ex- 
pected precipitous drop in rate. At C we observe even more beats of increasing rate with the 
expected drop in rate but no recovery. Generally, expiratory transient responses appear 
more variable than inspiratory . Apparently there are additional influences involved. How- 
ever, in principle, the basic concept of the mathematical model appears sound. 
One obvious consequence of this model is the dependence of the amplitude of the RHR 
upon the respiration rate. Two similar respiratory transients will tend to be out of phase, 
will cancel (at high respiration rates), and will tend to reinforce each other at slow 
respiration rates. Figure 3 illustrates this effect, showing the marked change in amplitude 
of RHR activity with a marked change in respiratory rate. At a slow respiration rate (6 
breaths per  minute) you see a high amplitude RHR (30 beats per minute). At a higher respir- 
atory rate (18 breaths per  minute) the RHR has a much lower amplitude (5 beats per minute). 
Angelone and Coulter (ref. 2) recently reported graphically (fig. 4) the changes in RHR 
amplitude and phase angle with changes in respiration rate. At a respiratory rate of about 
six breaths per minute RHR amplitude reaches a maximum. We have found this to be quite 
consistent; so consistent, in fact, that at the slow respiratory rates, we can readily tell 
minor changes in the respiratory rate by the rather large changes in the amplitude of the 
RHR. This presumes a constant base heart rate. 
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INSPIRATION EXPIRATION 
Figure I.  Aa Exiiiiiple of iile i a sp i~a iu~y  and Expiraiury H e a r i  
Rate Transients Produced by Clynes' Mathematical Model 
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INSF! t 
€XI? I 
Figure 2 .  Respiration and Heart-Rate Record of Normal Subject Demonstrating Typical 
Heart-Rate Transients Resulting from Rapid Inspiration (Points B and D) o r  Rapid Expi- 
ration (Points A and C )  
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Figure 3. Respiration and Heart-Rate Recordof Normal Subject a t  Conclusion of Pressure  
Breathing and Return to Room Air a t  Ambient Pressure  with Normal Mask Respiration 
Figure 4. Graph of RHR Amplitude Versus Respiration Rate and of RHR Versus 
Respiratory Cycle Phase Angle from Figure 3, Page 481 of Reference 2, Journal 
of Applied Physiology, by Permission 
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One other consequence of the Clynes model which is borne out in the records we have , 
seen is  the sensitivity of RHR amplitude to base heart rate.  The l /a- r  term of Clynes' pace- 
maker oscillator expression describes this effect. In practice, during maximum exercise 
tolerance testing we find that between heart ra tes  of 100 and 120, the RHR generally subsides 
to a vestigial feature of the heart-rate record. The increasing respiration rate contributes 
too, but does not fully account for this effect. The amplitude of the RHR is  a function of both 
respiratory rate and base heart rate.  
We now come to the other group of nonrespiratory heart-rate reflexes. I am reminded 
of Dr .  Gastaut's problem of what to call waveforms. It i s  like the problem of the young lady 
who wouici rather be c'nasedjcnaste tnan be chastejchased. Uifferent peopie interpret this 
different ways depending upon their emotional bias. To minimize confusion and controversy 
I employ morphologically descriptive terms for these wave patterns. 
Figure 5 shows a typical heart-rate pattern observed during a breath hold (in this case 
following hyperventilation). P r io r  to hyperventilation, the subject showed regular respira- 
tion with low amplitude RHR activity. He showed a relatively large amplitude base heart- 
ra te  increase due to hyperventilation with gradual recovery through the next 30 seconds to 
his pretest base heart-rate level. The final minute of the 95 second breath hold shows very 
well-defined and moderate amplitude slow wave activity. The 6 per  minute undulations in 
heart rate occurring in the middle of apnea obviously cannot be RHR's, and therefore must 
be something else.  They show a remarkably consistent 10-second period which corresponds 
to the 6 p e r  minute rate that produced a maximum amplitude of the RHR. 
I call these slow waves. Compared to the usual RHR activity, they a r e  slower, and 
there is considerable indication that they a r e  related to vasomotor activity. Figure 6 shows 
a record indicating such a relationship among vasomotor waves, heart rate,  and respiration. 
The respiration record is the top trace;  heart rate is below i t ;  ECG is next and intra- 
arterial brachial blood pressure i s  the bottom t race .  The writeout speed applies to the 
central portion of each panel. 
I selected portions of a record that showed modulations of the blood pressure  sometimes 
described a s  vasomotor waves. It can be seen that generally whenever there is a major un- 
dulation of the blood pressure there i s  a corresponding change in the heart rate quite inde- 
pendent of respiration. I have been unable to detect any systematic picture a s  to what i s  r e -  
sponsible for what between the heart rate slow waves and the vasomotor waves. Sometimes 
one leads ; sometimes the other. 
During the breath hold portion of the Valsalva maneuver recorded on the f i rs t  panel 
there  is a large amplitude undulation in the heart rate (slow wave) without a corresponding 
change in the blood pressure .  This type of record suggests an endogenous heart-rate rhyth- 
micity of 6 waves pe r  minute. 
Another feature of this figure i s  the relationship between rapid r i ses  in systolic blood 
pressure and heart rate.  ' lhe f irst  and second panels of the lower group iilustrate sharply 
peaking vasomotor waves followed immediately by a precipitous drop in heart rate.  There 
a r e  numerous other examples in this record.  Mechelke (ref .  3) has illustrated and described 
this phenomenon. 
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Figure 5. Respiration and Heart-Rate Record of a Normal Subject on the Tilt Table 
During the Hyperventilation and Then Breath-Hold Maneuver 
Figure 6 .  Respiration, Heart-Rate and Blood-Pressure Record Observed During Valsalva 
and During Tilt Table Procedure on Normal Subject with Intrabrachial Arterial Needle 
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Now, for the sake of completeness, we should take a look at  the relationship between 
respiration and blood pressure changes. 
Dornhorst, et a l . ,  ( r e f .  4) reported that there is a natural vasomotor period of 6 per  
minute which they called the Traube oscillator. Employing natural sinusoidal respiration at  
6 per  minute, they could drive the blood p ressure  so  that the amplitude of the vasomotor 
waves was considerably in excess of the amplitude of the pulse pressure .  It i s  natural to ex- 
pect that this process reinforces the RHR mechanism at  slow respiratory rates to produce 
synchronous high amplitude heart-rate slow waves. 
F i g ~ r e  7 i ! luctrzt~c the th ree  SIC::. wave c=r,figurat;ofis -fi-hicl-l -appear iii"i.piloiogicaiiy 
distinctive. Those illustrated so far  have been predominantly the balanced type in which the 
initial accelerator phase was approximately equal in amplitude and duration to the decelerator 
phase. 
Figure 8 demonstrates the cardioaccelerator reflex (CAR). In this two-minute sleep 
record we see ,  just prior to 2336, an increase in heart rate with return to the original low 
base heart-rate level, but no appreciable subsequent heart-rate slowing. In 32 minutes of 
sleep record (fig. 9), which also shows respiration, there a r e  examples of cardioaccelerator 
reflexes occurring at  2356, 0005, and 0031 hours. 
Generally, slow waves show an initial increase in heart rate and a terminal decrease. 
CARs observed in sleep sometimes show just an increase o r  only a vestigial decrease. I am 
not su re  of the significance, but i t  i s  interesting that this i s  about the only time we see  a 
monophasic heart-rate reflex pattern. It might relate to sympathetic tonus level. 
The third form of slow wave, the cardiodecelerator reflex (CDR) is illustrated in figure 
10. This waveform i s  very similar  to the RHR transients. The record shows a drop in base 
heart rate from 130 bpm to 110 bpm during the f irst  2 minutes of recovery, and high ampli- 
tude RHR activity at slow respiration rates marked by "SW, I '  and four cardiodecelerator slow 
waves marked a s  "CDR." There i s  a preliminary increase for a few beats, then a precipitous 
decrease with gradual recovery. Note the respiration record. It is very difficult to say that 
there i s  any change in the respiration pattern that could account for  these CDR events. 
Mechelke ( ref .  3) demonstrated nicely that when he observed a sharp systolic peak in 
arterial  blood pressure vasomotor waves, he also characteristically observed this CAR 
heart-rate response. If we think of the carotid sinus "baroreceptors" as  stretch receptors 
and substitute them for the chest stretch receptors of Clynes' model, then we have a simple 
explanation for the similarity in waveforms. 
It is  also of interest that we see  evidence of increased amplitude vasomotor wave activ- 
ity and increased number of CDR slow waves in some hypertensive patients. 
Generally, we s e e  CARs more frequently when the base heart rate i s  low, CDRs when 
the base heart rate i s  elevated, and balanced slow waves throughout. However, I have seen a 
CDR follow a CAE at 2 !nx?: base heart rate,  so t k j s  diffei-eiice iii base heart rate is noi; a 
necessary condition for each. 




Figure 7. Three Forms of Slow Wave Heart-Rate Patterns 
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Figure 8. Two-Minute Portion of Sleep Record of Normal Subject Showing Low Amplitude 
RHR Interrupted by a Cardioaccelerator Reflex 10 Seconds Before 2336 
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Figure 9.  Thirty-Two Minute Continuous Record of Sleep in a Normal Subject 
,INSPIRATORY FLOW 1 I 
Figure 10. Respiration and Heart-Rate Record of Normal Subject at End of the 
Levy Hypoxia Test 
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We now come to the computer analysis of heart-rate patterns. At this point it is ap- 
parent that the intelligent interpretation of heart-rate patterns is greatly facilitated by knowl- 
edge of respiration. We started with a computer program for the analysis of respiration pat- 
terns and it forms the model that we are  following for the heart rate programing. I will 
present the respiration program first. 
Figure 11 is a pneumotachogram showing a breath-by-breath rate analysis of respira- 
tion comparable to the beat-by-beat heart-rate records we have been discussing. This 
record is derived from data telemetered from an F-100 aircraft. During the middle portion 
of the flight, the subject (back seat) was exposed to a series of maneuvers for evaluating his 
acceleration tolerance. At the beginning of the record while flying to the aerobatic area, he 
started with a fairly low base respiration rate (below 10) which gradually increased to a 
little above 10. The base respiration rate did not change substantially during the G tolerance 
maneuvers. However, it did increase slightly. While flying straight and level returning to 
the landing area, his base respiration rate slowed, and then increased again as  the aircraft 
entered the landing pattern. 
The range in values between maximum and minimum respiratory rates increased very 
markedly during the aerobatic period; the subject had some very high rates and some low 
rates interspersed. Again, as he was approaching the landing we observed a marked increase 
in the maximum-minimum rate spread. 
To quantify these pattern changes, we have plotted minute values for the Maximum, 
Average, and Minimum respiration rates, and below them the calculated Variance (MAMV) 
observed each minute. Figure 12 shows a plot of these MAMV values. Each successive plot 
represents the quantification of a 1-minute epoch. The upper trace is the maximum respira- 
tion rate observed during that minute. The middle is the calculated average of the number of 
respirations. The next trace i s  the minimum respiration rate observed, and the lowest trace 
is the variance per minute. 
Numerous records have shown that with increased arousal, there i s  an increase in the 
variance (irregularity) of the respiration rate. This is seen clearly in figure 12. During 
aerobatics the variance increased. It increased again during the landing period which, of 
cmrse,  is a period of increased concern to any individual acquainted with flying. 
One critically important feature that does not show in this picture is an additional pro- 
gram which answers some of the problems that Dr. Hon had solved so well in his program. 
We punched the 1 minute Maximum Average-Minimum-Variance (MAMV) values on IBM 
cards as  well a s  plotted them. In this way i t  is  possible to compare quantitatively the respira- 
tion pattern responses of one individual to a variety of stresses. It also facilitates com- 
paring and classifying the respiration patterns of a group of individuals at rest, or their re- 
sponses to a particular stress.  
Figure 13 is a cardiotachograrn comparable to the pneumotachogram of figure 11. The 
most significant difference between this record and the oscillographic cardiotachometer 
traces presented earlier i s  its constant event base rather than constant time base. Each 
event occupies the same space regardless of duration. This i s  a common mixed heart-rate 
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Figure 11. Pneumotachogram Derived from Data Telemetered During F-100 Aircraft  
Flight. The Ordinate i s  a Linear Scale of Breaths pe r  Minute Plotted Breath-by - 
Breath During Flight 
reflex record  showing predominantly RHR activity superimposed on some slow-wave activity. 
It  would be most helpful to quantify RHR activity separately from slow-wave activity since 
they reflect difl'ereni iiiidei-!yir,g ph;.sin!o.-ical a- - - mechanisms. After pondering this problem 
f o r  several years  we have found a technique that appears s imple and remarkably effective, 
except, of course ,  in  the case  of fusion of the two mechanisms a t  6 respirations p e r  minute. 
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. Figure 12. The Four Traces in This Analysis of the Data of Figure 11 Are in Order from 
the Top Down: Maximum Heart Rateper Minute, Average Heart Rate per  Minute, Minimum 
Heart Rate per Minute, Variance of Heart Rate p e r  Minute (MAMV) 
Figure 13. Cardiotachogram Illustrating Strong Respiration Coupling Superimposed on 
Relatively Low Amplitude Slow Wave Activity 
The computer program counted slow waves by finding wave maxima and minima. A 
maximum was f i rs t  defined a s  the highest heart rate (since the last  minimum) preceding 
two successive decreasing values. Conversely, a minimum was identified as  the lowest 
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rate (since the last  maximum) preceding two successive increasing values. The result of ' 
this program i s  illustrated by the upper row of X's (minima) and squares (maxima) in figure 
13. The lower row of X's and squares illustrates the result if three successive values (3-S 
program) rather than two (2-S program) a r e  required to determine a maximum o r  minimum. 
The cardiotachogram contains predominantly RHRs which a r e  identified by the 2-S (upper 
row) program. The relatively low amplitude slow-wave activity modulated by the RHR activ- 
ity is clearly distinguished by the 2-S program (lower row). 
The analysis of the cardiotachogram f i r s t  needs a measure of base heart ra te .  We use 
the sum of heart beats occurring during each 1-minute epoch. The reflex activity is analyzed 
on the basis that the maxima and minima identified by the 2-S program detect primarily RHR 
activity, and that those identified by the 3-S program detect primarily slow waves. Using 
these two sets  of maximum and minimum values each type of reflex activity can now be quan- 
tified in the same MAMV terms used for quantifying respiration. 
With these numbers, we have a measure of the base heart rate,  of the amplitude of both 
RHR and slow-wave heart-rate activity, and of the uniformity of these patterns. Comparison 
of 1-minute sums of slow waves, RHR activity and average respiration rate should distinguish 
clearly slow-wave activity fused to a slow respiration rate,  and slow-wave activity independ- 
ent of respiration. 
Figure 14 illustrates the change in heart-rate (and respiration) patterns observed in the 
transition from low to high arousal. The MAMV values should shift abruptly at  the point of 
arousal. The pilot had been flying the aircraft  simulator for 12 hours, i t  was 1:30 A.M. and 










Figure 14. Three Minutes oi L)ata Obtained ai 6136 I I o u r a  f r ~ m  2 Pilnt aftpr 12 Hours of 
Simulator Flight. The Traces Are, from Above Down: ECG, Respiration Rate, Heart 
Rate, Respiration, and WWV. Note Change in Rate Patterns When Pilot Was Confronted 
with an Emergency at 0130: 15 Hours 
AUTOMATED ANALYSIS OF HEART-RATE PATTERNS 
6e was pretty sleepy through the first half of the record. His respiration and heart-rate 
patterns were quite regular. His heart rate showed a low base ra te  (53 bpm), and showed 
regular low amplitude RHRs. A f i re  in one engine was simulated at the midpoint of the 
record, and he awakened quickly. After that respiration shows the high variance noted ear-  
l ier .  His base heart ra te  increased. The cardiotachometer trace then shows mixed slow 
wave and RHR activity. The last half of the record, of course, would present a much dif- 
ferent numerical MAMV profile than the f i rs t  half. 
Obvious changes in levels of arousal have consistently been associated with this type of 
pattern change. The respiration pattern analysis program has consistently shown clear 
changes in numerical values with this change in respiration pattern. Preliminary runs indi- 
cate that the heart-rate program will be  equally effective. Addition of a comparable quantifi- 
cation of skin resistance changes and EEG patterns should provide a useful reliable index of 
the level of CNS arousal. 
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DISCUSSION 
D r .  Vallbona: It is a pleasure to discuss Doctor Simons' paper since our s h d i e s  a r e  in 
tune with his. 
The simultaneous recordings of respiration and instantaneous heart rate have great 
clinical usefulness. The change in heart rate during respiration is a well-known phenomenon 
and was described by Ludwig (ref. 1) as early a s  1847. He made a quantitative analysis 
based on counting the heart beats separately, but he was not able to pinpoint the close and 
precise relationships between respiration and heart rate. 
Hustin (ref .  2) did significant and elaborate studies of the respiration-heart-rate reflex 
based on cardiotachometric tracings. He reported that a respiratory sinus arrhythmia is 
evident up to the third decade of life; from then on, it disappears. We have observed a clear- 
cut respiration-heart-rate response in healthy persons up to the fifth decade. 
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Figure D l  shows a typical record obtained in a healthy individual during passive t i l t ,  
Respiration was recorded with an impedance pneumogram. The cardiotachogram shows the 
typical respiration-heart-rate response described by Dr. Simons and the increase in the 
heart rate during tilt. 
The older individual does not have this response. The cardiotachogram of figure D2 
shows no evidence of slow waves coupled with respiration. This tracing was obtained on a 
man in the eighth decade of life and his instantaneous heart rate is not completely stable. 
There a r e  two slow waves of deceleration coinciding with a change in respiration rate.  The 
responses a r e  of minimal amplitude, but unquestionable, indicating that the cardioregulatory 
centers a r e  in constant activity even in an older person. 
Lesions of the central nervous system result in profound alterations of the respiration- 
heart-rate response. Individuals in a clinical state of decerebration have a very pronounced 
response of the heart rate to a respiratory stimulus. Figure D3-A shows a record obtained in 
Figure D l  
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ASLEEP + 10 WAKE UP 
).on P. Mi u. 
-50 
Figure D2 
AUTOMATED ANALYSIS O F  HEART-RATE PATTERNS 
.a dog decerebrated at the midcollicular level. With each deep breath there is a marked 
acceleration of the heart rate followed by rebound deceleration and reverberations. Figure 
D3-B was obtained from a child with TB meningitis who was clinically decerebrated. The 
similarity of these two records is quite striking. 
In nine cases of decerebration we have observed a similar pattern of respiration-heart 
rate response. As the patient loses connections between the cardioregulatory centers and 
the pacemaker, there is a gradual decrease in amplitude of the fluctuations of instantaneous 
heart rate. Upon application of a strong stimulus (e .g . , pain) there might be a marked de- 
celeration of heart rate with a concomitant change in respiration. The ventilatory response 
is not what triggers the cardiac deceleration since this precedes the actual change in respira- 
tion (fig. D4). As the patient reaches a state of deep coma, the heart rate becomes com- 
pletely fixed as  shown in figureD5-A. Figure D5-B shows a cardiotachogram obtained in a 
canine heart-lung preparation where there was no influence of the cardioregulatory centers 
on the cardiac pacemaker. We have recorded a fixed heart rate in 10 individuals and none 
have survived. Thus, the finding of a fixed heart rate suggests an unfavorable prognosis. 
The respiration-heart rate reflex is very marked in the unanesthetized dog. In the 
course of anesthesia, a s  the animal goes from plane one down to plane four, the fluctuations 
of the instantaneous heart rate become more markedly dampened and finally disappear. 
FigureD6 shows the response of the heart rate and blood pressure to norepinephrine and to 
methyl-acetylcholine at different levels of anesthesia. The records show that the responses 
of blood pressure to the respiratory movement and to pharmacological agents a r e  dissociated 
from the responses of the heart rate. 
In summary, I want to emphasize that simultaneous recordings of instantaneous heart 
rate and of respirations may provide useful information on the function of the cardioregu- 
latory centers. I would like to ask Dr. Simons i f  he has observed the increase in the heart 
rate during the expiration that follows inspiratory respiratory breath-holding. Clynes (ref. 
3) exhibits this a s  a demonstration of the validity of what he calls the biocybernetic law of the 
unidirectional flow sensitivity. We have studied the response to inspiratory breath-holding 
in about 50 healthy subjects. In four individuals we have not been able to detect this increase 
in the heart rate at  the time of expiration. 
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Dr.  Simons: In each of 223  normative subjects we required five periods of prolonged 
. 
inspiratory breath-hold under varying conditions. Following each of these the individual was 
allowed to breathe normally. I have not checked the records specifically for an increase in 
heart rate immediately following expiration, but we have seen a remarkable variety of heart- 
rate patterns; some were very striking. Several individuals appear quite consistent, others 
much more variable. 
In his model, Clynes pointedly neglects any interaction with cardiovascular dynamics. 
Since the cardioregulatory centers a r e  also responsive to blood pressure  and there i s  abun- 
dant evidence for increasing vasomotor activity with prolonged breath holding, we should 
consider the possibility of additional heart-rate reflex mechanisms before modifying the RHR 
model. In trying to obtain pure RHR transient patterns, we were very careful to avoid the 
Valsalva maneuver. As you emphasized, the total heart-rate regulation mechanism i s  ex- 
tremely complex. It is not easy to be  s u r e  that you a r e  observing only the respiration in- 
duced changes in a particular instance. 
By adding the third term to his expression fo r  the transfer function for  the expiration 
transient, Clynes recognized a greater  complexity than for  the inspiratory transient. Clynes' 
model provides a number of constants which must be  fitted to each individual. Before modi- 
fying his transform equation you would f i r s t  have to explore the possibility of finding a com- 
bination of values for the various constants that would produce the pattern you observed. 
There i s  undoubtedly a marked individual variability with regard to the RHR. We have 
seen a number of relatively healthy young crew members who show almost a complete ab- 
sence of RHR, only slow wave activity, and sometimes little of that. 
SYSTEM APPROACH TO NEUROPHYSIOLOGICAL DATA ACQUISITION 
Daniel Brown and Raymond KO& . 4, 
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L1~i iuers i t y  o j  Cal i jornia at Los A n g e l e s  
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Discussant: Martin Graham 
I would like to begin by making a few apologies. The f i rs t  is for the title of the paper. 
I think "Systems Analysis" is a rather grandiose term for  what I am really going to discuss. 
It is more, I think, a journey through the chamber of horrors  of some of the difficulties that 
can beset data acquisition. 
And second, I want to apologize for the introduction of a discussion of the evaluation of 
tools rather than a discussion of results which is probably of more interest to most people. 
Third, I want to apologize for not presenting the discussion I would really like to present 
to this kind of a meeting, which is  on the current revolution in computing techniques and what 
it potentially means to the investigator in his laboratory. However, I will perhaps mention 
some of this in justifying our bias toward the digital computer. 
Now I will discuss this bias. We at the Baylor University Institute a r e  rather strongly 
committed to general purpose digital computers as the primary tool for data acquisition and 
analysis. 
The rationale for this, I think, is in the tremendous flexibility and in what is becoming 
today, although certainly has not been in the past, the ease with which we can access a 
modern computer, change its programs, and adapt it to the needs of a particular experiment. 
What is happening is that our ideas of what an experiment consists of and what an experi- 
mental procedure should look like a r e  rapidly changing. We a r e  beginning to think of the 
experiment in terms of an interaction between the investigator, his experiment, and the L 
analysis of the data in an online manner. Here we are talking &nut what is generally cd led  
"interactive techniques." For  example, let u s  look at what can be done with the experiment 
itself. In a psychophysiological experiment we can now think of holding the percentages of 
correct  responses at a given level during the course of a learning experiment by automatically 
changing the conditions of the experiment in the computer. Also, the effect of the difficulty 
o r  latency of the presentation o r  some combination of such variables may be systematically 
varied in a controlled manner to assess  the meaning of the interactions of these variables. 
The point has been raised that the tendency is for the costs of both general-purpose and 
special-purpose methods to be rapidly approaching one another. In t e rms  of such matters 
a s  the efficiency and costs of equipment, I will mention what our analysis of the cost of 
doing Dr. Burch's period analysis is on our present computers. We estimate that a single 
channel period analysis for the separation of the major, the intermediate and the minor com- 
ponents, operating online in a multiple user  environment, would take about 4 percent of the 
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computer capacity of our machine. The "charge" to the user ,  if we can think of i t  in these 
terms,  for this kind of analysis would, on an installation similar to ours,  which i s  perhaps 
d 
worth about a quarter of a mlllion dollars, really mean about $10,000 in cost for a period 
analyzer. 
Now, this is begging the issue somewhat since we a r e  only "charged" for the computer 
in an accounting sense when we use it. So if we do sleep recording every night on a single 
channel, we would expect to spend only about $3500 for this period analysis. However, 
there are considerable advantages in addition to straight machine cost savings in the use of 
direct data acquisition via digital computers. These advantages a r e  the ability to change 
the analysis online a s  interesting features of the recording develop, the presentation of 
processed data back to the investigator during the course of the experiment (in period analy- 
s i s ,  the histograms of the average periods), and the direct availability a t ,  during, o r  im- 
mediately after the experiment of the data in a form that is easily manipulatable in the com- 
puter for correlation with other variables, for  comparison with past results and so  on. 
With that a s  a philosophical note to justify our bias, I would like to get into the technical 
material of this paper and discuss the problems in data acquisition, particularly problems 
related to noise and how we deal with this in something like a systematic approach. 
At first glance figure 1 appears to show a se t  of EEG channels, except that we notice 
two channels in the middle that a r e  labeled "amplifier noise." These a r e  from a transistor 
preamplifier with the input connected to a resistor having the same impedance a s  the EEG 
electrodes, and played through the standard bias 0 . 3  to 70 cps amplifiers. 
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Figure 1. Biological and Electronic Electrical Activity in the Frequency Range 0.3-70 cps 
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In overall pattern it is extremely difficult to separate these channels from some of the 
other records in the graph until we look at the scale and see that we have an amplification at 
least ten times higher than that of any of the other traces. So certainly, in this kind of a 
record, the amplifier noise would be contributing to the minor fluctuations we see in these 
records, particularly in the flatter, faster portions of the records, but would not generally 
change the conclusions about these records that we would typically get from a visual 
analysis. The noise level represented here is probably about the same order of magnitude 
a s  the width of the EEG machine's pen. 
When we get to the use of computers in EEG analysis, noise at  this level presents us  
with an entirely different problem. 
Figure 2 shows a spectral analysis from the right amygdala of a chimpanzee taken 
~ during the course of some sleep studies that we did with Jack Rhodes. We see here three 
I states of sleep - an awake state, a slow wave o r  deep sleep with some spindling, and a 
paradoxical state. The EEG paper records during this period in the amygdala appeared to be 
essentially identical. The units are  in microvolts squared per cps; i. e. , power spectral 
density. We notice in the region from 0 to 15 cps that these spectra are  nearly identical. 
We notice also that the vast majority of the power of these records is concentrated in this 
area. Yet, the curves separate out over a very wide band; between 20 and roughly 30 cps 
they a re  clearly distinguishable. However, the power level is on the order of 10 to 1 p ~ / c p s ;  
the total signal in this region is approximately pV or less. Clearly, at this level, noise is a 
very severe problem. 
Figure 3 shows an analysis technique for which Dr.  Walter is responsible. These a re  data 





Figure 2. Power Spectra, 
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Just briefly, then, we see  that each horizontal ba r  represents a frequency analysis a t  
one time period. The numbers on the left a r e  seconds of time. The top ticks represent a 
picture of the energy spectra in one channel. The lower trace represents the energy density 
spectra in another channel. Frequency in cps is across the bottom. The center trace 
represents the coherence o r  the degree of the relatedness between these two channels. The 
scaling of the ticks i s  such that the ticks below the 12-second ba r  at 9 . 5  cps represent about 
10 pv2/cps. In this same bar the lower ticks at  12.0 cps represent something of the order  
of 2 pv7/ cps and a coherence of 0 . 7  i s  represented by the center trace at 12.0 cps. 
We see here extremely high coherences, o r  strong relationships between the channels. 
The major activity i s  in the alpha band, but these records show an extremely small activity 
( less than 1 p ~ 7 / c p s  and does not even show on these autospectra plots), yet have very strong 
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relationships between the channels. In order to assess whether these have physiological or  
clinical significance, or whether they pertain to real differences in state or performance, 
we are  clearly concerned about noise problems in the very low microvolt region. We are 
more concerned here about noises that would introduce false positive coherences. 
Figure 4 shows a tracing from the same tape from a slightly different time period. 
However, it does not show the strong alpha rhythms we observed before. The top two traces 
a re  EEG a s  played back after the analog-to-digital conversion. The lower trace i s  a record- 
ing of an FM-detected 10 kc sine wave clock signal recorded on the tape, and we see that the 
frequency deviations of this supposedly stable signal on playback are fairly significant. 
Again, there is a scaling difference of 50: 1. In terms of signal-to-noise ratio, this is quite 
good, and i t  i s  certainly within the specifications of a good instrumentation tape recorder. 
But notice the time scale. These oscillations a re  roughly in the frequency of the alpha band. 
We would expect that this kind of noise, called "wow and flutter" noise, on the tape recorder 
would be coherent across all the channels recorded. So even though it i s  at low level, we 
have to be very careful about what we do with this kind of noise in the interpretation of cross- 
spectral records. 
As it turns out, for this particular data, the frequencies were not directly in the bands 
of most interest, and the power was not sufficiently high to distort the conclusions generated 
in Dr. Walter's analysis, although in some bands it does significantly reduce the measured 
coherence. 
Figure 5 i s  an attempt to present a picture of some of the chamber of horrors that we 
go through in these kinds of recordings. It by no means shows all of them. For example, 
we have not included problems added by onboard recording of data in a space vehicle and 
radiotelemetry of the information back and the problems of transmission of data over long 
lines. Yet, there are enough problems and noise to be rather significant. Below each one 
of these noises is a typical power spectral density of the noise. 
The f i rs t  noise we note occurs after the sensor. I am not going to discuss sensor 
technology and the problems with noise and artifacts introduced directly in the sensor. This 
is anothcr problem that could be the subject of a rather lengthy paper. 
At the preamplifier we can see that the primary noise that we know about and perhaps 
can do something about, in an engineering sense, is thermal noise. Also, note that for a 
2000 ohm input impedance at 300° K, the spectral density of thermal noise i s  expected to be 
several orders of magnitude below the level of spectral noise that gives us  difficulties in the 
data. Even with a 2 megohm input impedance, the level i s  certainly tolerable. So the 
thermal noise, at  least for the experiments that we are doing right now, is not at all a 
significant problem. 
However, in our preamplifier stage we generate amplifier noise which i s  an entirely 
different kind of a problem. Figure 5 also shows spectra of transistor amplifier noise. 
Incidentally, the amplifier and wow and flutter noises are  typical measured power-spectra 
densities from real data. The others a r e  theoretical spectra densities. Furthermore, 
notice that the amplifier noise is considerably worse in the low-frequency bands. Below one 
cycle it i s  extremely bad. Around the alpha frequencies it i s  not too bad. In the higher 
frequencies where we were looking at the discrimination problems (e. g. ,  in sleep), the 
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Figure 4. Tape Wow and Flutter Noise, 14-Track P. I. Recorder 
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Figure 5. Major Noise Generators 
amplifier noise has dropped to a point where it is tolerable enough to give us reasonable 
discriminations. However, a t  low frequencies, this is still one of the most significant 
problems and one that we are  going to have to treat and spend a lot of effort in solving in 
order to apply the kind of analysis procedures that we would like to apply to this data. 
I also have in here things like line pickup noise. It is extremely hard to draw a picture 
of this since it is quite a variable noise, and i t  depends so much on procedure. Essentially, 
with good design, most line pickup noise can effectively be eliminated, and I will not discuss 
this other than to indicate that it is a problem that has to be looked at. 
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The element in this system that gives us some of the worst problems is tape noise in the 
analog tape recorder. The two major sources of noise on the analog tape recorder are wow 
and flutter noise, which generally tends to decrease with frequency, and tape noise as seen 
through the FM detector, which generally tends to increase with frequency. (These data a re  
for a typical wide band FM system recording and playing back at 7 . 5  in. /sec. ) We notice 
some other features of the wow and flutter noise. It tends to have very sharp peaks in the 
spectra in the bands of interest to EEGers. These peaks can give us  a great deal of trouble 
in coherence analysis. Wow and flutter compensators can reduce this noise by an order of 
magnitude so that it is reduced tothe level of a tolerable problem. But, again, this i s  extra 
equipment that must be purchased and adjusted and tends to introduce additional high 
frequency noise in the data. 
FM detector noise generally increases with frequency, and at 7 . 5  in. /sec tape speed it 
i s  not intolerable in the usual bands of interest. If we are interested in higher frequency 
1 analysis on the order of 100 cps or more, this noise becomes extremely difficult to deal with 
and techniques such as preemphasis and deemphasis, prior to recording and after recording, 
a re  required to obtain reasonable signal-to-noise ratios. 
A third source of tape noise which is not shown, but gave us  problems in presenting a 
real FM detector noise picture is tape dropout, an artifact of tape playback. Tape dropout 
noise introduces brief transients into the data, which tend to give us  a flat spectra in play- 
back and one that is again difficult to deal with directly. We have to resort here to techniques 
of editing the record to detect and eliminate these kinds of transients o r  artifacts from the 
data. Sometimes this is easy to do. Sometimes it is extremely difficult to do. 
Further on, in entering the information into the digital computer, we have the possibility 
of introducing several kinds of noise. The easiest to model i s  quantization noise which is 
the noise from sampling error  on the analog-to-digital converter. Here, we see the noise 
spectra (assuming wide band input) for a 10-bit analog-to-digital converter and a 12-bit 
analog-to-digital converter. The scaling of this plot is referenced to having the signals re- 
corded through the system from the tape recorder with full scale being set to 1,000 pV. We 
see that for this scaling a 10-bit quantization introduces noise which only in the most difficult 
analysis cases would be a problem. The 12-bit analog-to-digital converter seems to be 
entirely sufficient to give us some reasonable data analysis. 
On this scaling, the 6-bit conversion proposed for the biosatellite system would generate 
a quantization noise level which may give u s  rather serious problems for some discrimina- 
tions that we would like to make. 
There are  several other kinds of noise. Sampling jitter is introduced by the digital 
converter, which we found to be generally a second order effect and much below the spectra 
of any of the other noises. Aliasing noise or folding noise is potentially a severe problem in 
analog-to-digital conversion. It is made more severe by the presence of analog tape record- 
ing in the loop with the tendency to introduce noise that increases with frequency. So to avoid 
noise introduced by folding and aliasing of high frequencies back into the region of interest 
for digital analysis, we have to introduce appropriate analog filters before the sampling. 
Again, this requires more special-purpose equipment, equipment that has to be matched to 
any given sampling rate, for digital analysis. Amplifier noise tends to decrease with 
increasing frequency and generally does not give u s  this kind of a problem. 
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Lastly, we certainly can introduce noise in the analysis procedures and in the storage 
and transformation of the information in the digital computer system. Tape bit e r r o r s  can 
be introduced which in the usual digital magnetic tape recording a r e  so  infrequent (the 
probability of occurrence is so low) that the average spectra a r e  extremely small .  However, 
they can occur catastrophically in any one given procedure so that most computer systems 
test  for  parity and will let  u s  know about i t  at  least  when there is a good probability of getting 
a digital tape e r ro r .  
For most of the procedures that we deal with, round-off noise in the estimation proce- 
dures are several orders  of magnitude below the graphs shown here. This would not 
necessarily be the case if we were working, for example, in a 12-bit machine, where 
truncation e r r o r s  would be significant. 
To understand what this means in terms of the performance of some typical data acquisi- 
tion systems, we will look at one parameter of performance measure - dynamic range 
(fig. 6).  For  each system we only look at  the primary noise source, rather than the sum 
total of all noise sources, which tends to bias the comparison somewhat in favor of analog 
tape, where we consider only FM detector playback noise. Quantization noise is primary on 
direct digital systems and for  paper records; the primary noise we a r e  looking at  is the 
resolution of the recording pen. 
The interpretation of this kind of graph is as  follows. Relative to the noise floor we 
would consider that for any reasonable analytical procedures (spectral analysis o r  anything 
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Figure 6. Dynamic Range 
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like this) we would require, at least a s  a minimum, approximately a 20 dB signal-to-noise 
ratio. So we would say that the line above the cross-hatching represents the minimum 
acceptable signal level above the noise that the system can record. The top represents the 
power or  the amplitude of a maximum sinusoidal signal that the system can record without 
overdriving and distortion caused by overdriving artifacts. Below this is the maximum 
recording level we can set for a Gaussian signal without overdriving it on the peaks. 
Typical EEG signals tend to be non-Gaussian and tend to have somewhat higher power in 
their peaks than Gaussian signals do with the resuIt that we would have to allow a wider 
margin of safety for recording typical EEG signals. Ignoring this, we have approximately a 
13 dB usable dynamic range in paper recording. And I think this agrees relatively well with 
experience. This means that if the signal amplitude changes by roughly about four to one, 
then we have to change the gain of the paper writeout in order to avoid overdriving or to be 
able to see differences of activity. 
Reasonably high quality instrumentation analog tape systems have an effective dynamic 
range of about 23 dB or  a little better than 10 to 1. Twelve-bit analog-to-digital conversion 
has a usable dynamic range of about 46 dB. Thus, i t  is the only system that will allow an 
investigator or  experimenter to preset reasonable gain conditions for a set of experiments 
without having to constantly fiddle with it during the course of the experiment while preserv- 
ing tolerable signal-to-noise ratios. 
Figure 7 shows a cost analysis comparison of these systems. Sometimes I think that the 
high cost of a data collection procedure paper writeout is not fully appreciated. The units 
a re  approximately dollars per million data points into a computer. There is a good deal of 
arbitrariness in just how we assess these cost figures - what we pick for paper speeds, 
tape speeds, recording techniques, and so on, would modify some of the details here. How- 
ever, these factors do not modify the overall comparison picture. 
Generally, just the direct paper costs of the EEG paper a r e  as  much a s  i t  takes to 
record on analog magnetic tape and enter into the digital computer, assuming that the paper 
speed is fast enough so that we get the same frequency resolution on both of these systems. 
Generally, of course, this is not done. The paper i s  used as  a gross look and is played at 
extremely slow speeds with extremely poor frequency resolution. But if we would desire to 
use paper a s  a primary recording means for later conversion into a digital computer, we 
would certainly have to play i t  at  a speed necessary to see the frequencies of interest. 
The cost of taking this data from paper records and getting it into a form that is 
amenable to the computer is astronomical and i s  a couple of orders of magnitude greater 
than the cost of just the paper readout. Hand digitization o r  semi-automatic digitization to 
punch cards is an extremely expensive procedure. Even the storage media themselves - 
the cards - are very expensive. And once we have the cards, the cost of entering this 
information into the computer i s  by no means negligible and is considerably greater than the 
other techniques. 
We notice that in this scale of comparison, the binary magnetic tape produced by direct 
analog-to-digital conversion, without the intermediacy of analog recording, for the same 
bandwidth of data costs about sixteen times the direct analog tape costs. 
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If we include the cost of computer entry of this information and so on, the cost ratio by ' 
today's technique is about four to one. However, this is at the advantage of a considerably 
expanded dynamic range, a considerably easier experimental procedure, generally simpler 
calibration, and a great deal of time savings by the investigator in his necessary attention to 
details in order to achieve successful and high quality analog tape recordings. 
To briefly summarize, I think that we have presented a case against analog recording in 
that i t  tends, without rather special devotion to detail and special techniques, to have a 
restrictive dynamic range. While i t  is extremely sensitive to dropout and overdrive, i t  is 
also sensitive to things like dubbing noise. It needs special-purpose equipment to reduce 
wow and flutter noise. Furthermore, i t  has  a great deal of high frequency noise. It is 
extremely difficult to handle in search, control, and editing procedures and requires more 
special-purpose equipment. 
All of this, particularly in the context of online interactive digital computing and data 
collection techniques, points very strongly toward future elimination of analog recording a s  
a primary data collection and storage media. I would also like to add that two problems 
stand out which critically need attention. These a r e  the problems of low noise preamplifiers 
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DISCUSSION 
Dr. Graham: I would like to say that I think the paper was quite interesting, and 
certainly the advantages and disadvantages of the various techniques, say, analog versus 
digital, should be pointed out. The relative cost figures, I think, of course, a r e  interesting, 
but always depend on exactly what system we are  deciding to compare. 
: I discussed this somewhat with Dr. Brown and fortunately he did not include this in his discussion so I can say a word about it. The digital technique looks quite expensive because it i s  being compared with a digital technique that was designed for digital computers, and in 
those, one-bit e r rors  in an audit a re  completely disastrous. A one-bit error  in data is 
1 quite another matter, however. You could probably take a digital system and degrade i t  
considerably from the digital computer performance to where it would still be completely 
adequate and have a distinct advantage over the analog system and still not have nearly the 
price disadvantage shown in Dr. Brown's figure 7. 
I think one of the big problems is one that Dr. Schmitt mentioned. When people look at 
these things, they depend on their own backgrounds, and people a r e  very used to looking at 
analog writeouts on pen recorders. They tend to  look at voltages o r  currents. Whatever 
happens to come out of the amplifier is what they tend to look at. 
There is some question in my own mind whether, for example, in the EEG you,should 
not be looking at the rate of change of voltage instead of the voltage. But I do not think 
people will look at this because the business started the other way, the way the pen recorders 
happened to work initially. They were not at a high enough speed to look at the rate of change 
of voltage. And now if  you display it the other way, the immediate reaction you get is that 
there i s  something wrong with the system. It does not resemble what I am used to seeing, 
and I would like i t  the old way. 
There were one o r  two other possible recording schemes which might get around this 
problem. There is the possibility of recording analog fashion on 35 mm movie film, which 
is im cxpcnsive recording media, but requires little storage space, can be looked at, and 
does have the possibility of being converted at cheaper expense than punching it on cards. 
Also, for example, years and years ago, the first computers, the Univac machines, 
were able to enter the data from the keyboard onto a magnetic tape, and this was such a good 
idea that it has gone out of use, and now it i s  always entered through cards and then put on 
the magnetic tape at tremendous additional expense. 
Probably the greatest expense is the filing cabinets because we never want to throw a 
card away because initially it costs so much to punch. 
I would like to make one or two other general comments. People like to use a general- 
purpose computer, and usually "general purpose" means digital because we cannot easily 
build the general purpose analog. We like to get a nice printout or  picture, and the picture 
that we want i s  a graph showing the results that we are after. 
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As we suspect, there is a correlation between two things if we want a picture. We want 
to show that A is related to B usually by a straight line. So what we want i s  a graph showing 
that we a r e  right in our assumption. And we think of an experiment with a subject and we 
want to correlate two things. 
Well, in order to show that we a r e  right, we have to measure i t  and then compute the 
correlation. So what we really want with the general-purpose computer is the general- 
purpose signal conditioner. This is not for sale and has not even been developed. 
By "general purpose," I mean that we would like to have a whole set  of inputs: one 
pair is good for microelectrodes, o r  we can plug in EEG electrodes, o r  electrocardiogram, 
o r  impedance pneumograph, and there is also a switch. As soon a s  we put two wires in, 
we can turn the switch to any function we want, and what comes out gets converted to digital 
form. 
Now, not only is such equipment not available because i t  has not been developed yet, but 
to do the best possible job on a general-purpose signal conditioner i s  essentially impossible 
because the characteristics of the signals a r e  not all the same and there a re  theoretical 
limitations, considering noise, a s  to what can be done. Basically, we have to know the 
characteristics of the signal. In other words, we have to know our answer f i rs t  to really 
do an optimum job on a special-purpose signal conditioner. If we do not know our answer 
exactly, a t  least we can tell approximately what the characteristics of the signal a r e  and 
then do a reasonably good job. 
The one other thing, of course, that we would like to have with the general-purpose 
computer, after we have one, is the general-purpose program. Of course, we know that the 
general-purpose computer is a stored program machine. We have to feed the program in. 
So the general-purpose program is a whole set of either magnetic tapes or  punch paper tapes, 
and we pick out the one, of course, that is going to take whatever signals come in and get our 
graph out. This is one thing that I think gets somewhat overlooked. 
It takes many, many months o r  years to make not general-purpose programs, but single 
ones to put one set of inputs into one decent graph. I think that although this general-purpose 
system would be a nice thing to have, I do not think i t  is years away. I think i t  will never 
come. 
a - 
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I William Spencer, David Cardus ond Carlos Vallbona 
Texas  Institute for Rehabilitation and Research 
College of Medicine, Baylor University 
Discussant: C. W. Sem-Jacobsen 
I would like to express my appreciation to NASA for the invitation to participate in this 
meeting. I shall briefly discuss two parts of the contract work the Texas Institute for 
Rehabilitation and Research has been doing for NASA in studies of the effects of bedrest re- 
cumbency upon some parameters of physiologic function. This discussion will be concerned 
to a great extent with some examples of the use of information processing technology in these 
investigations. Examples of analytic results will be presented by my colleague, Dr. Carlos 
Vallbona. He will describe the analytic and interpretive problems in the analysis of cardio- 
dynamic responses to passive tilt, which were a central feature of the NASA study. 
1 Since we have just heard an engineering description of the problems of seeking informa- 
tion in a complex signal, the electroencephalogram, where the amount of explicit information 
in such a signal may be very small, the extrapolation should not be made that this is true of 
all biologic signals and clinical experimental circumstances. 
There a r e  applications of electronic instrumentation and information processing which 
reveal the potential value, the problems, and some crucial interdependencies that exist in the 
use of computers in clinical research. There is a chain of links in such applications that 
include: (a) the information that i s  desired; (b) the data acquired that a r e  expected to contain 
relevant information; (c) the processing of these data for information extraction; and (d) the 
display of the results in a useful format. Yet, i t  i s  frequently necessary to use our intellect 
to determine whether some sort of a useful and valid relationship has been established. 
Finally, as  a validation procedure, it is  often necessary to construct an alternative experi- 
mental scheme to establish whether the same results are obtainable. 
The interposition of electronic instrumentation between the observer and the event o r  
phenomenon under study is to improve the recognition of information and decrease the pro- 
portion of data that may be likened to "noise," either because we a re  not interested in it o r  
because there is nonrelevant information o r  absence of information. This circumstance is 
the process of clinical research, i. e., a directed search to validate relationships. 
The definition of clinical research has to be made with circumspection and reluctance 
because of semantic problems. For centuries, the clinician has depended largely upon a 
rather simple procedure in his 'lresearch." Usually either the concept o r  idea came first  o r  
there was a "significant" observation giving rise to a new idea. Then there was an unplanned 
retrospective review of personal experience out of which he attempted to relate the observed 
phenomenon to this experience as  a means of substantiation, revision, o r  rejection of the 
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idea. Today,* the g w c e s s  of idea generation in clinical investigation is  much the same,  al- , 
though the validative process i s  changing. The issue before us i s  the extent to which these 
technologies will implement and extend this process.  
Clinical research can be defined a s  the systematic process of inquiry to validate relation- 
ships between measurable phenomena and pathophysiologic mechanisms of disease o r  the re-  
sponse of the organism to the conditions of illness o r  injury. Thus, the relationship in most 
instances i s  the idea we have about how the information on the clinical condition of the person 
o r  his responses, represents a disease process,  a mechanism of bodily reaction, a deterio- 
ration in performance o r  an adaptive mechanism. The measurements yield data that a r e  used 
in a model to identify the status, the changes, the stability o r  instability in one o r  more 
structural o r  functional bodily systems. Often some manifestation of integrated behavior of 
the entire person is all that can be represented o r  measured. 
Clinical research can be  broken into arbitrary categories. Fi rs t ,  there is the unplanned 
retrospective search, the classic clinical analysis. This method leaves a great deal to be 
desired, yet i t  i s  poorly understood and poorly simulated because there a r e  many varieties 
of sensory input available to the physician. There a r e  problems in reliability of records, 
unreliability of memory, and ability to discriminate the statistical frequency of events ob- 
served in the past. Most approaches to this type of research have been via the medical 
record. The use of data processing technology to improve the acquisition of retrievable data 
in the medical record was our group's introduction to this new technology in 1957. We believe 
that the ordinary record, a t  best, is a se t  of cues for the investigator, but i t  certainly i s  a 
poor replica of clinical reality. This seemed needed especially to record clinical experience 
with chronically ill  people who developed many complications. Some of these complications 
were  reversible and, therefore, might be preventable if they could be anticipated. In review- 
ing carefully made medical records we wanted to determine the extent to which this process 
could be improved by information processing techniques . 
The next type of clinical investigation is planned retrospective research. Here, there i s  
a specific planned format f o r  collection of observations. This observational plan i s  followed 
over an extended period of time. It is usually organized to identify some relationship o r  to 
establish the natural history of a clinical condition. It may be purely phenomenologic at the 
level which the scientist calls the "does i t  happen" o r  "what" stage. 
The third type of clinical research can be called prospective research.  This i s  a highly 
planned endeavor in which a new dimension i s  introduced. Usually there i s  a systematic and 
controlled alteration of conditions to which the person is subjected. The subject's response 
to the controlled altered condition is  then related either to what precedes o r  to what succeeds. 
This is becoming a powerful method of clinical investigation to procure information on bodily 
mechanisms, drug responses, and s o  forth. Drs . Adey, Kellaway and others a r e  following 
this procedure in the collection of EEG under a coded and systematically patterned se t  of 
environmental conditions to which the healthy person is  subjected. The EEG data can then be 
analyzed ad seriatum and hopefully some new relationships identified. This is the biologist's 
and the clinician's approach to the problem of gaining understanding about the "hows" of 
thifigs. Ufiderst~firling cf the " ~ h y g ~ '  zppezrc t c  he ~ c c h  E n r e  difficiult tn subject tr_l ~ p e r i  - 
mentation. This type of research is one approach to the difficult problem of covering in one 
leap the span from the micromolecular level (the structure and function of the large organic 
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. molecule which is a unitary subsystem at the smallest level of organization) to the obviously 
complex situation of the intact organism reacting to an uncontrolled and complicated physical 
' and psychosocial environment. 
At the dedication of the new Baylor University College of Medicine research building 
recently, Dr. Francis Schmidt said, "It may be a distressing realization but it appears that 
the complexity of organization at the micromolecular level may be as  great as  that at the 
level of the whole organism ." It would seem that we need to study the interface o r  the re- 
sponse of the person (the intact organism) to a controlled environmental situation as  a first 
approximation of unbelievable complexity. The clinical investigator would not mislead him- 
self to believe that control of all internal conditions is possible under experimental conditions. 
Therefore, the alternative course left open may lie in the accurate description and measure- 
ment of the natural history of functional responses in controlled circumstances. Altering 
those circumstances in some systematic way and describing the transient responses to this 
event yields a dynamic measurement that may reflect the physiological condition. 
This has been the philosophical basis for the bedrest studies. The effect of prolonged 
bedrest and and recumbency on the development of orthostatism o r  hypotension is a serious 
patient problem and is a potential problem for the astronaut. The purpose of the NASA study 
was to quantitate the effect of bedrest recumbency upon cardiovascular responses to passive 
tilting and bicycle exercise. 
The following is the specific information sought in monitoring: 
Descriptive usage Procedure 
Responses induced by environmental Response to vertical body tilting: 
o r  test maneuvers EKG, phonocardiogram, carotid 
pulse, radial pulse, impedance 
i pneumogram, cuff blood pres - 
sure, intra-arterial blood 
pressure 
Subjects Objectives 
Healthy persons, pre- and post- Natural history of postural hypo- 
bedrest, quadriplegic and para- tension, changes in circulatory 
1 plegic persons at different time dynamics with bedrest, effective- 
intervals postinjury ness of preventive physical and 
pharmacological treatment 
This type of study was designed to describe physiologic responses that a r e  evoked by 
periodic test maneuvers. One of the simplest tests was the response of heart rate and blood 
pressure to vertical body tilting. Healthy persons were subjected to this test in pre- and 
post-bedrest conditions; quadriplegic and paraplegic persons were subjected at different time 
intervals following their spinal cord injuries. The objective was to obtain an accurate de- 
scription of the evolution and regression of postural hypotension, its variation among indi- 
viduals and in the same individual. Changes in circulatory dynamics with bedrest were 
chosen for the reason that empirically or heuristically a representation of the physiologic 
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mechanism of postural hypotension may be anticipated if predictive trends in blood pressure  
o r  heart ra te  can be found. Preventive physical o r  pharmacologic measures can then be 
introduced and their effect determined. This kind of study involved a large amount of instru- 
mentation and a great deal of planned and controlled measurement. It generated, a s  was ex- 
pected, a considerable amount of paper and magnetic tape. This example of data collection 
can be justified from two standpoints; the importance of research upon the adequacy of instru- 
mentation to represent physiologic events, and the importance of the problem of orthostatic 
hypotension. 
There i s  room for improvement in methodology and instrumentation. Recognizing spu- 
rious noise and establishing information content in the available signals i s  in itself methodo- 
logic research which is  being progressively improved. This must be  accomplished concur- 
rently with more adequate definition of the adaptive mechanisms and their  deteriorationwhich 
allow development of orthostatism. 
Figure 1 shows the sequence of tasks to be accomplished and their time relationships in 
the study. The effects of periods of bedrest upon a group of six healthy individuals who were 
subjected to prolonged recumbency alone, and a condition of prolonged recumbency with iso- 
metric exercises were studied. This was done to determine i f  isometric exercises improved 
their  tolerance for passive tilting a s  shown by decreased tendency for  o rthos tatic hypotension. 
The figure indicates the sequences in the selection of subjects, the initial evaluation, admis- 
sion, the control period of observation, the pre-bedrest tilt studies, the bedrest  studies, the 
post-bedrest t i l t  studies, the control period of observation, and then there was a leave of 
absence for  the subjects to resume their normal activities after which they returned for re-  
admission,. reevaluation, control period, tilt studies again, bedrest, tilt studies, control 
period, and finally, discharge. 
In the studies this year,  the sequence was reversed for statistical purposes, and the 
control period of bedrest alone was the last  condition. Isometric exercises and the use of 
intermittent inflation of extremity cuff tourniquets were evaluated in alternate groups of five 
subjects pr ior  to the evaluation of bedrest alone on all 10 subjects. The experimental design 
was initially centered about the problem of immobilization. The only thing that could be  re-  
produced in available and humane experimental situations was maintenance of prolonged 
supine and side-lying o r  prone posture. Thus, the person in relationship to gravity forces 
was constantly in one position afforded by bed res t  recumbency. Clinically, a t  least  three 
elements of immobilization can be differentiated, of which this design was set  up to study 
only one. 
The f i rs t  is a marked diminution in the extent of physical activity and concurrently 
aerobic metabolism. Persons at  bedrest a r e  not inactive in this sense o r  at  completely basal 
conditions since they turn and roll over.  
The second component i s  actual physical restriction to movement a s  when confined by 
restraining s t raps ,  space suits, plaster  casts ,  and so  forth. 
The tkird component is the p=skrir,- ~f the icdivi.1~3! relative f n  gravity forces (head- 
to-foot, back-to-front, front-to-back, foot-to-head, and so forth). 
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These components may have separate o r  distinct results which summate in the situation 
called "immobilization." We chose bedrest recumbency for the primary reason that this 
would provide the simulation of some of the components of a hypogravic state. It has been 
observed for centuries that bedrest produces postural hypotension which has been observed 
also following space flights. This procedure required a se t  of tasks that were directed by 
the experimental design. These were then established and their time relationships deter- 
mined for the planning process of the experiment. Computing in the future may substitute 
for this manual process using linear programing techniques for assignment of personnel and 
assignment of duties, and provide automatic performance checks. This would bypass a large 
I amount of clerical work involved in the coordination in a prospective study like this one. 
I Figure 2 shows the second experimental period, again with assignment of personnel, laboratory procedures, test  sequences, and so  on. 
The analytic activities that a re  to be used in a clinical study of this type are: 
Recognition of events; possible interactions 
Inspection for trends, and random o r  novel events 
Selection of records with minimal artifacts for  immediate quantitative 
evaluation o r  for storage and retrospective examination 
Consideration of instrumental and methodologic representativeness and 
reproducibility 
Statistical description of data 
(frequency, patterns of oc- 
currence, trends, etc . ) and 
e r r o r s  o r  Mathematization of 
Measurement of coincidence of empirical relationships 
events (correlation) 
Statistical assessment of func- 
tional dependence (regression) 
Improvement of observational and experimental 
discrimination, validity tests 
While this analytic process is generalized and goes on continuously, it should be taken 
into account in the experimental design phase since every aspect of the internal economy of 
the person and his physiology cannot be controlled experimentally. A provocative o r  evoca- 
tive test procedure like tilting, Valsalva maneuver or challenge of*physical work on a bicycle 
ergometer is controllable. The dose or  the gradation of the amount of stimulus can be pre- 
cisely regulated. This then serves f i rs t  to provide recognizable physiologic events and 
possible interactions. Simple direct observation is not replaced, for it is important to  ob- 
serve the subject and to recognize clinical events that parallel measurable changes like hy- 
potension. This alone may rule out syncope which the individual has due to other causes 
such a s  anxiety. There can be  conditions which account for the same manifestations in the 
blood pressure that a r e  of different origin, like a vaso-vagal syncope from pain. 
Direct personal observation is  valuable for recognition of random o r  novel events that 
can be highly significant. A great deal of information can be obtained sometimes from 
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. something spurious o r  truly novel. The prognostic value, for example, of the cardiotacho- 
gram in respect to the degree of disturbance of neural biocybernetic mechanisms in an indi- 
vidual with a central nervous system disease was indicated from this kind of observation. 
Inspection of many cardiotachometer records and curiosity about certain novelties that ap- 
peared at ra re  intervals which were small in respect to the total mass of data being accu- 
mulated (such a s  a burst of complete change in the respiratiodheart rate reflex withcomplete 
abolition of i t  and replacement by a period of absolute constancy of heart rate) was such a 
significant observation. 
It appears that for  a long time to come visual inspection will be needed of graphic records 
and for selection of records with minimal artifacts for immediate quantitative evaluation or 
for storage and retrospective examination. The data overload problem is not going to be 
solved in the near future by computer processing alone. The human intellect can be helpful 
in the selection of representative records for coincident variation among events. It must be 
recognized that this introduces the possibility of bias which must be taken into account in the 
analytic scheme. There is no reason to utilize a computer system to do something that can 
be done more simply and more directly by direct inspection methods, where this is feasible, 
for what is desired to be known. 
From an analytic point two paths a r e  then followed. First, there is a statistical descrip- 
tion of data. We may attempt to measure coincidence of events or  correlations among them. 
There may be some kind of statistical assessment of possible functional dependence. Sec- 
ondly, we h a y  try mathematization of an empirical relationship on observational o r  intuitive 
grounds. This i s ,  of course, hazardous, for we can apply a simple or complex model to 
inadequate data. At least this can be an intellectually satisfying effort, and should not be 
totally discouraged because i t  is one of the pleasures of the investigator's analytic and inter- 
pretive activities. This process is expected to yield improvement of observational and ex- 
perimental discrimination. Facts may be available then for a validation procedure to be 
accomplished. 
Figure 3 shows the train of events that were involved in the study which Dr. Vallbona set 
up from an analytic point of view. The computer program was anticipatory of analog data 
retrieval, compilation of the data, graphic requirements, digitization process, analytic 
schemes that were tried initially, plots and display techniques that were chosen, and statis- 
tical analyses that were selected, all of which brings us to an important point. Evaluation 
and interpretation based upon analyzed results, the experience and knowledge of what others 
have done previously, should define more sharply what is observed, the extent to which a 
better understanding has been obtained, and establish whether a method of evaluating the 
mechanism of orthostatism has in fact been obtained. From here we proceed to the experi- 
mental design of the next study. A good process is one which decreases ambiguity and the 
total number of measurements required, if those measurements contain what we are  looking 
for. 
Figure 4 shows the entry of some of the soft and subjective clinical data that describe 
the characteristics of the individual subject by one method being used in the Chronic Illness 
Research Center at  the Texas Institute for Rehabilitation and Research. An IBM 1050 sys- 
tem is used for entry of the types of bedside observations made in the ward and in the im- 
mobilization study unit. It is  difficult for a person to manipulate numerical codes so that 
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entry of data is by a typewriter-like keyboard. There i s ,  by using the cue of the format for 
data entry, a group of queries which asks the operator to fill in the missing information in a 
regular sequence. By giving the individual a cue on what is expected in a set  of observations 
and then by matching the experimental design to the actual data entered and located by time, 
i t  is possible to increase the accuracy of the clinical data collection process. Whether these 
data represent what occurs is another question, of course, but a t  least in the mechanism of 
data acquisition this appears to be useful. 
Using this type of a system with manually entered data on fixed field source documents, 
figure 5 shows how these types of data (such as temperature, respiration, pulse and blood 
pressure measurements) on three-day bedrest studies can be graphically displayed using a 
Cal-camp graphic plotter attached to  an IBM 1620 computer. 
Figure 6 shows a listing technique used for the laboratory data of the study. This saves 
a lot of clerical time, and i t  is possible to order the laboratory data of urine chemistries, 
for example, according to time. This preliminary listing permits a visual search for trends 
o r  unusual occurrences. For  example, the creatinine excretion was used to check on the 
accuracy of 24-hour urine samples. One value in the ser ies  is quite high in respect to the 
trend of the others that a r e  grouped in the same range of quantity. Thus, we would have 
some question about that particular sample. It probably represents an overlap of two collec- 
tion periods which totaled more than 24 hours, o r  i t  i s  a laboratory measurement e r r o r .  We 
can look a t  digital data by inspection much a s  we look at analog data. 
Figure 5 
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Figure 7 shows a similar  listing of hematology data. These show the hemoglobins on 
one subject a t  various sequential time intervals. All these data can be organized, collected, 
and retrieved, and listed for later  correlations across a time dimension. 
In the bicycle ergometry test  the variables a r e  the amount of external work in watts, 
oxygen consumption in cc/min, the COP elimination in cc/min, the ventilation in liters/min, 
and the ECG for instantaneous heart ra te .  Healthy subjects were used and a predictive 
process was sought for the evaluation of the work performance of the individual pre-  and 
post-bedrest. The analytic scheme i s  based upon the heart rate recovery pattern after the 
cessation of fixed levels at which a heart rate of 180 beats pe r  minute is obtained. The in- 
tuitive assumption is that the response of heart rate to exercise changes following bedrest in 
an individual, and it follows a pattern of higher rates a t  equal work loads which may have a 
predictive measurement of cardiovascular deconditioning . 
Figure 8 shows the arrangement of the analog data recorded during such an evocative 
test .  The figure indicates the necessity for  careful event logging and notation of subject a s  
a part  of any analog record batch so that the analog record plus the event code and a real-  
time code (using commercially available BCD coded real-time) can be used for editing and 
search purposes. It also shows the electrocardiogram (M-X lead), the radial pulse, the 
phonocardiogram, the intracuff pressure and Korotkoff sounds superimposed, the intra- 
arterial blood pressure,  the impedance pneumograph, and the cardiotachogram. 
Figure 9 shows the experimental arrangement for  the bicycle ergometry test  procedure. 
The Lanooy bicycle ergometer was used to apply graded external work loads to the individual. 
This work load is constant over a reasonable range of pedaling ra te .  The Douglas bag was 
used with a special low resistance valving system for collection of expired a i r  fo r  analysis of 
the metabolism during the work response. The magnetic tape recorder was used to record 
the physiologic variable. However, a preprocessing circuit was used ahead of the tape sys- 
tem, which converted and modified the ECG s o  that a square wave pulse had variable time of 
appearance based upon the RR interval. The ECG was also introduced into a cardiotacho- 
meter that linearized this signal and then displayed the RR interval converted to an instantan- 
eous rate s o  that the investigator could increase the work load when a heart rate of 180 
occurred. The recovery phase, postexercise, was then recorded. The analog magnetic tape 
record of the preprocessed digital pulse, representing instantaneous heart rate,  could then 
be detected by the 7094 computer at  the NASA Computer Laboratory without going through a 
Microsadic digitizer. An elaborate point recognition computer process upon the ECG was 
thus avoided. 
This i s  the beginning of what is a signal conditioning device ahead of the computer. This 
simply reduces the volume component of the analytic task. 
Figure 10 shows the response of several  physiologic variables to another provocative 
tes t  that was used - the Flack test .  Intra-oral and presumable intrapulmonary pressure 
reaches 40 mm Hg for 15 seconds by blowing against a restricted orifice. The record shows 
the  FCC,: the output of the ECG filter. and the pulse output. The next channel i s  the linear 
step function representation of the RR interval which i s  simple to digitize, and the next chan- 
nel i s  the heart rate conversion of the RR interval. 
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Figure 11 shows how these data a r e  collected and how a ser ies  of data reduction steps 
can he taken. This sequence i s  taken from output programing devised by Dr. David Cardus 
who conducted the bicycle ergometry studies under the NASA contract. The analytic scheme 
that was utilized i s  also indicated. This figure shows computer processed and retrieval de- 
scriptive data, the subject's name, the date, hospital number, weight, height, bodv surface 
area ,  the computed theoretical weight, and the theoretical body surface a rea .  The reference 
i s  for the NASA mobilization study and the t ime of the test in a 24-hour designate. 
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Figure 11 Figure 12 
Figure 12 shows the observed data; the work load; the volume of expired a i r  at ambient 
temperature, pressure,  and saturation; the concentrations from the analytic apparatus for 
determining the oxygen and C 0 2  and nitrogen concentration during a particular collection 
period; room temperature, barometric pressure ,  vapor pressure,  number of breaths, hu- 
midity, and the heart rate and elapsed time from the s tar t  of the test .  
Figure 13 shows the output which is the beginning of calculated data for  the 40-watt work 
load circumstance. The corrected volume of expired a i r  a t  body temperature and standard 
pressure was 25.4 l i ters .  The tidal volume average was 2 .8  l i ters .  The expired a i r  minute 
volume a t  standard temperature and pressure  was 21 l i ters .  The O2 consumption was .892 
l i ters ,  and the C 0 2  exhaled volume was .889 l i ters .  The excess C 0 2  i s  an extrapolation from 
the presumed tissue respiratory quotient, RQ, to the actual observed RQ. 
Data from the work responses a t  four different levels of work load a r e  now assembled 
from the same subject (fig. 14). This i s  the next step in data reduction, with the same para- 
meters but with calculations of the standard e r r o r  of the estimates. 
Figure 15 shows the comparison among all of the subjects at  a given work load under two 
sequential test conditions made before bedrest to get the reproducibility of this particular 
measurement sequence. Data from each subject a r e  shown horizontally, and the difference 
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I between the two tests and the mean of this difference is computed. All of the subjects a re  
shown in the vertical dimension with mean and standard deviations computed. A T-test i s  
also computed to obtain the variance o r  nonreproducibility of these measurements on the 
same subjects and among the subjects in the two tests that were used preceding the actual 
bedrest phase. 
SVAWDARD ERROR OF E S l l M A l E  0.051 
Figure 16 shows the output from the computer displaying the actual exercise instantane- 
ous heart-rate response. This was relatively easy to compute because of the preprocessing 
of the analog tape record heart rate. Fifteen second intervals were used for display of 
averages and standard deviations of each 15-second block of the cardiotachograph record 
during the test. Three minutes of observation a re  shown before the actual exercise period, 
then a 3-minute block at a 40-watt work load, and then there was an incremental increase in 
work until 180 heart rate occurred (this was not obtained in this particular record). Finally, 
heart rate recovery following work i s  shown. Thus, computed and graphed data from pre- 
processed analog data a re  illustrated. 
Figure 17 shows the beginning of mathematical modeling. This happens to be the form I of postexercise heart rate recovery fitted to a quadratic polynomial equation. The time base 
goes from 0 to 600 seconds totaling a period of 10 minutes. Each individual heart beat i s  
represented in the records and expressed a s  an interval per minute for that particular beat. 
Figure 18 shows the fit of these real data to an exponential equation. The heart rate is 
used in the exponent. The assumption and purpose of this particular model i s  to describe as 
accurately a s  possible the time in seconds of a 37 percent decrease and a 67 percent increase 
in heart rate following bedrest. These times a re  then contrasted with those obtained during 
exercise to comparable heart rates. The slope of this recovery rate expression, in fact, i s  
expected to be changed by the bedrest condition i f  the assumption is valid. A correlation of 
this change will also be made with the manifestations of orthostatism. 
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In summary, the ideal processing sequence of analog data would be to proceed from the 
physiologic events, the transduction of them to the analog record, the analog to digital con- 
version automatically, the computation and display of results of data interpretation as  a fully 
automatic sequence (fig. 19). A digital display of some variety would also be useful, but 
what process was actually followed for data reduction and analyses? This indicates the prob- 
lem areas of our current capabilities. 
The actual sequence that was followed i s  shown in figure 20. The problems of the repre- 
sentativeness of what i s  transduced of the original event itself, the problems involved in 
adequate coding, and initial display for event recognition so that the time of occurrence f o r  
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later  searches on the analog tape a r e  indicated. Obviously, the entire sequence is still f a r  
removed from the ideal circumstance. 
The following medical analytic requirements imposed by instrumentation show that we 
cannot depend upon the computational system to achieve the basic requirement of originating 
in the first  instance the precise kind of a relationship to be studied. These general effects 
of computing technology are: 
(1) explicit definition of the kind of information desired fo r  a particular hypothetical 
o r  empirical problem 
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(2) establishment of relationships that will test the usefulness of the information to 
be procured on the clinical problem 
(3) more effective use of both retrospective and prospective experience to define the 
analytic and interpretive methodology a s  to how the data a r e  to be treated. 
There is an urgent requirement for establishing the relationships that test the usefulness of 
the information processed. 
Overall, we have the expectation that there will be more effective use of both retrospec- 
tive and prospective experience to further refine analytic and interpretive methodology in 
clinical investigation. At this juncture, i t  is likely that the unplanned retrospective process 
will be largely unaffected by information processing technology for a long period of time. 
This i s  a consequence of problems with the relevance of available data and the difficulty of 
quality control of data acquisition in the diffuse, completely random circumstance of the hos- 
pital conditions. F o r  the planned retrospective study, there is still  uncertainty in whether 
systematization of this process will yield greater  economy of effort and any greater  useful- 
ness of the information derived. F o r  the prospective type of study there appears to be a real  
value of this type of effort. 
DISCUSSION 
Dr. Sem-Jacobsen: I am thoroughly in agreement with Dr. Spencer's remark.that  when 
we a re  collecting data we have to look out for the small flowers that may be found along the 
road in that some of these data, that we accidentally observe, frequently appear later to be 
quite important. 
One thing I am somewhat more concerned about i s  the problem of data selection. We 
can have data selection compared to automatic data selection. We a r e  always in a danger if 
we get an investigator in to select the data, for  then he might be tempted to select the data 
he likes and to disregard the data he does not like. Just as  i t  was described very nicely in a 
recent number of Scientific American, a number of common phrases were translated by com- 
puter; for instance, the phrase, "Classical example will be illustrated," was translated 
freely into, "The best examples a r e  illustrated; others didn't make sense." 
One thing I was wondering about in Dr. Spencer's particular study about these patients' 
bedrest. Were there ever any studies done on the amount of measured work load that these 
patients were having while in bed? I mean that some people lie in bed completely without 
movement. I am thinking not of the paralytic patient, but of the normal patient in contrast to 
some people who a r e  jumping around restlessly all day. 
Secondly, there i s  one group of patients, I think, in addition to the ones you have selec- 
ted, that could be highly interesting. This is the type of patient who is  less  and less  common 
these days with the introduction of newer drugs in psychiatry; namely, the catatonic patient 
who i s  really rigid, does not move at  all,  and who might be standing o r  lying in a certain 
position all day without moving. I think that they should be a very interesting group to study. 
T. t 
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One thing I would like in a prolonged study, as I mentioned previously, is sequential 
' signatures in data; but, I think it is also very important to bear in mind what Dr.  Simons 
elaborated on, that the one data may, per se ,  influence other data just as respiration may 
influence the heart ra te-  I think he elaborated very nicely on that. That is the thing we 
always have to bear in mind. 
Further, I would appreciate Dr. Spencer's elaborating somewhat about what he feels 
about prolonged data acquisition without any prime reduction. I mean, we can always digest 
a certain amount of data so either we have to reduce the data collected at any one time, o r  
1 we have to reduce the time we collect data. 
Dr. Spencer: The problem of prolonged data acquisition is a real  concern in the use of 
physiologic monitoring. The approach is twofold in terms of cost  and availability of data re-  
duction technology and of the technical achievement that would be required constantly to dis- 
play in a digital form all that is being monitored to establish a statistically valid sample 
~ 
indicative of trends. We use 3- to 4-minute sample periods with production of a permanent 
analog tape record. Coincident variation also can be looked at among two o r  more variables 
a s  suggested. 
The question of bias depends upon which kind of possible e r r o r  we a r e  seeking to avoid. 
I meant the bias to select  records that a r e  f r e e  from obvious visual artifacts o r  obvious re-  
cording o r  instrumental o r  conditional artifacts. I fully agree that there is another kind of 
bias that is in not being able to detect a statistically periodic phenomenon by excluding it in 
arbitrary sampling of records from particular runs. These a r e  different things. The bias 
hazard is greatest in the analytic and interpretive process, more s o  than it is at the record- 
ing end in physiologic monitoring. I do not know of any convenient way to get over'this basis 
of deciding what is more  important to look at ,  until D r .  Graham has his general purpose sig- 
nal conditioner, general purpose computer and general purpose program. There a r e  logical 
e r r o r  detecting programing schemes which we have already used in programing the computer 
which have been helpful in overcoming this type of bias a s  we can detect the systematic e r r o r  
performance of an observer and describe it statistically. In fact, it may be that there a r e  
constant deviations and observational variances introduced by particular observers and par-  
ticular data reduction processes. 
I will conclude this comment by recommending an article in the American Scientist con- 
cerning a computer reprocessing of the original Kepler calculations of the orbit of Mars, I 
think. It turned out that Kepler had a remarkably useful systematic e r r o r  in his years of 
calculations which was a kind of bias that was tracking his concept of what this orbital rela- 
tionship should be.  It happened to be very close to the reality of the orbit of Mars .  It was 
possible to detect the influence of this bias, and I think that is the exciting factor in the future 
of this technology; namely, to be able to become aware of the action of intellectual analytic 
processes a s  we model relationships in the real world. I am not afraid of i t  as long as  we 
know i t  is there and we take this into account as we proceed, which I believe was Dr .  Sem- 
Jacobsen's message to us.  
In terms of the last  question - the patient's energy costs in bed - simple observation 
had told us  that because a person was in bed we cannot be certain that he is inactive. We 
a r e  now differentiating components of immobilization, i . e . , of physical inactivity in a meta- 
t C 
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bolic sense, of physical restriction of motion and movement of body members, and of pro- 
longed recumbency o r  posture relative to gravity a s  being different elements with perhaps 
different effects which summate o r  interact. 
In regard to the patients, Dr.  Vallbona recently used this same tilt procedure on a group 
of quadriplegic patients with the age ranges of the healthy subjects and found in general that 
there is a great exaggeration of all of the measurable trends. There a r e  also some other 
differences which tempt us to hypothesize that they a r e  related to the level of the spinal cord 
injury. 
4 .  STATISTICAL LIMITS ON COMPUTER-DEFINED EEG PATTERNS 
I RELATED TO BEHAVIOR 
Wilbur R. McCrum ond Lome D. Proctor 
Department o/  Neurology and Psychiatry 
Henry Ford Hospital, Detroit 
Discvsront: Donold 0. Walter 
Three years ago, we initiated a study of the possible relationship between the electro- 
encephalogram and programed task performance of primates during a simulated 48-hour 
orbit. If such a relationship did exist, the possibility of predicting performance ability by 
means of prior changes in the EEG seemed a worthwhile reward for the effort involved. 
The subjects were Nemestrina monkeys trained to perform at  90 percent accuracy on 
each of two different tests. The details on the development of the tasks and the training pro- 
cedures have been previously reported and will be found in these proceedings. ' During the 
48-hour simulated orbit each of these tasks was presented in a set alternately with the other, 
with a res t  period interposed between each set. 
We recorded the EEG during the 3 minutes of the res t  period just previous to the presen- 
tation of the task-set and then during the performance period. The total EEG recording time 
thus amounted to about 16 hours of the total 48-hour "orbit." Since that time, we have in- 
creased the number of problems in each set from 12 to 24 and have added a third task-set of 
simple vigilance problems. This has increased the EEG recording time to nearly 48 hours. 
At the conventional EEG recording speed of 3 cm/sec, each "orbit" would require 
20,000 pages of paper. F o r  economy both in money and reading time, the recording speed 
was reduced to 1 .5  cm/sec. 
Having acquired this massive recording, the improbability, if not impossibility, of a 
reasonable visual analysis was immediately apparent. First ,  the length of time and the eye 
strain required to look at 10,000 pages of signal bordered on the ridiculous. More of a 
problem, however, was the strangeness of this recording as compared to the normal EEG. 
This was not so  much due to the change of recording speed (this reduced speed is common 
practice in clinical sleep EEGs) a s  to the amount of irregular high amplitude slow waves, 
presumably due to movement. In clinical practice this movement artifact is eliminated by 
keeping the subject a t  r es t  with the eyes closed. This practice is impossible in our study 
since the monkeys must move the eyes, a rms  and head in the performance of the tasks. 
The only readily identifiable feature of these recordings was the theta frequency band- 
width. In clinical EEG, this i s  defined as including the frequencies 4 through 7 cps. In our 
 lake, Mary I. and Proctor, Lorne D. : The Development of Performance Tests 
Producing Fatigue in Man and Primates. 
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recordings, the narrowness of the bandwidth and the consistently moderate amplitude were 
'eye-catching" features. 
We visually scanned the recordings from several "orbits" with the purpose of estimating 
the amount of theta activity present in each performance and rest  period. It seemed that 
there was more theta activity in the later hours of the "orbit" than in the early hours. It was 
certain, however, that this finding could never be more than a suggestion if our evaluation 
technique was limited to a visual estimate. 
To make more exact measurements not only of the theta bandwidth, but of the entire EEG 
frequency spectrum of such a massive record would require a sophisticated digital computer 
system. 
I should like to go through the sequence of ideas from which our final "system" was 
derived. 
In clinical EEG practice, essentially a pattern recognition system i s  used in the visual 
analysis of the record. Although various waves a r e  identified as  "slow" waves, "alpha" 
waves, etc. , the actual wave form itself conveys little meaning. Only when the wave form 
is  viewed with i ts  surroundings does it convey meaning. A particular wave form isolated and 
localized may give considerable information regarding organic brain damage, but the same 
wave form appearing profusely and diffusely could have a different meaning. h addition to 
this, the age and condition of the subject have bearing on the information content of a given 
wave form. Even with these limitations, the EEG has been meaningful in the detection of 
organic brain damage and seizure disorders. It i s  t rue that certain "patterns" in the so- 
called normal EEG have been inferred to relate to certain mental states, but verification of 
this influence has never been established. 
When we speak of patterns in the clinical EEG, generally we a re  limited to the frequency 
domain. Historically, the amplitude of the signal has been little regarded; however, papers 
presented at  this meeting suggest that much useful information has been lost because of this 
neglect. 
With this experience in view, i t  seemed the best system for computer analysis would be 
a simple pattern recognition program. Simplicity of definition and interpretation were a 
"must" for the f irst  attempts at analysis of a "normal record." 
Oversimplification of the pattern might lose all the information present; on the other 
hand, if we could establish as  a certainty that any information was present in the normal EEG, 
we would have solved our f irst  problem; and further, if we could relate this information to 
task performance, we would justify our advancing to more sophisticated techniques of 
analysis. 
It was decided that the simplest frequency pattern would be  obtained by drawing a base 
line through the EEG record, counting the number of times the signal crossed the line, and 
mpas l l r inz  the  amount of time between crossings. To accomplish this by a digital computer 
system, the EEG was recorded on magnetic tape. The analog tape was converted to a digital 
tape at the rate of 315 points per second. At this ra te ,  we could define discrete wave forms 
up to 30 cps. Fas ter  frequencies had to be lumped in groups, 31-35 cps and 36-50 cps .  
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The computer selected the base line by making a few trial  passes over a short sample of 
record and accepting the one that provided the greatest number of baseline crossings. Each 
test  period and each res t  period were then analyzed and the number of waves of each frequency 
and the amount of time of each period they consumed were stored in separate registers in 
the computer. 
The computer program also measured the total time of each session. Since the length 
of the test sessions varied depending on the monkeys' performance, we normalized the time 
of each frequency during the performance period. This allowed comparison of the test ses-  
sions with the constant res t  session. 
F o r  a f irst  look a t  the results of this analysis, we grouped the various frequencies into 
bandwidths. We chose the conventional clinical EEG bandwidths - delta, theta, alpha and 
beta. The printout then would show the number of waves and time consumed for each band- 
width. We divided the beta activity into three subgroups. 
The theta activity was considered f i rs t  because the initial visual evaluation of the record 
suggested i t .  The 4-7 cps theta activity is a common feature of the EEG of a drowsy subject. 
We thus can assume that the observed theta activity was due to drowsiness o r  to some other 
function that was not drowsiness. If the theta was due to drowsiness and it continued through- 
out the "orbit, " we would expect a constant rate of increase with time. Thus a graphic plot 
of the cumulative function would be a monotone increasing straight line, and the plot of the 
derivatives would be a straight line parallel to the abscissa. If drowsiness increased in an 
exponential fashion, the subject would fall asleep and the theta would disappear. Therefore, 
if the theta increased in an exponential fashion over a period of hours without sleep occurring, 
we could assume some function other than drowsiness was a contributing factor. When we 
plotted the cumulative theta activity from test session to test session for an entire "orbit," 
we had a stepwise monotone increasing function (fig. 1) and the plot of the values of the deriv- 
atives taken between sessions (the amount of change in the value of theta from session to 
session, 8 - 8 - not a continuous derivative) was saw-toothed in appearance (fig. 2 ) .  
n + l  n 
This suggested mixed functions producing theta. Furthermore, when the plot of the deriva- 
tive was compared to the performance record, the difference hetween the zbcve adjacent 
derivatives was greatest when performance was poor. This observation suggested some 
relationship between theta activity and task performance. 
It was at this point that we were serendipitously introduced to Fieller 's theorem. This 
is a theorem in statistics that establishes the upper and lower limits of the mean of a popula- 
tion of ratios to any given probability: 
let (Y = x/y 
then Prob a! 
yower >/ >/ upper \ = .99 (chosen for our studies) 
limit limit 1 
Given a set  of sample ratios, we can then establish with a 99 percent probability the 
upper and lower values within which the true mean ratio must exist. 
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PERFORMANCE SESSIONS 
Figure 1 
When we plot a simple histogram of the theta activity of res t  periods in image fashion 
against their respective test  periods, a se r i e s  of varied ratios becomes apparent (fig. 3). 
The subject performed well during the f irst  16 reversal  task-sets, but showed a definite 
decrement in performance during the last  16 reversal  se ts .  When we applied Fieller 's 
theorem to the theta activity for the good performance sessions the lower and upper limits 
were 0.9895 and 1.6414, respectively. When this was done for the poor performance ses-  
sions the lower and upper limits were 1.375 and 1.752, respectively. These a r e  shown in 
graphic form in figure 4. 
If theta activity is a completely random function the true mean ratio of rest-to-test would 
be unity. If the ratio i s  greater  o r  less  than unity a s  demonstrated by Fieller 's theorem, 
then the theta represents some characteristic in the total system; i. e .  , subject, recorder,  
computer, etc. When, however, the mean ratio changes it must be due to a function of the 
subject since the other factors were constant; i. e .  , recorder, computer, etc. Moreover, 
if the performance capability also changes there  i s  a suggestion of a causal relationship 
between EEG and performance. 
The strongest evidence for  this relationship is  shown by the evaluation of the delta activ- 
ity (0.5-3 cps) of subject NA-5 during "orbit" 126. With a decrement in performance during 
the last 16 sessions of the "orbit," the limits about the mean changed sufficientiy so  thai 
there was less  than a 1 percent probability that the hYo means (one from good performance 
samples, the other from poor performance) could have come from the same population 
(fig. 5). 
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U N I T Y  
LAST HOURS 
L l  M lTS OF u p  OF THETA BAND 
R E V E R S A L  T E S T  
1 2 6 - N A -  5 ( m o n k e y )  
Wc havc applied F i c l l c r l s  theorem to 11 "orbits" in which thc rc  was good per formance  
throughout the 48-hour per iod  on both the rcvcrs:l l  t e s t  and interpolated cue. In every  
inst:lncc, thc l imi t s  ol the  mcan ra t io  oS thc ta  have cncloscd unity. 
'l'licrc a r c  l ive "orbits" in which p c r l o r m a n c c  began low and remained s o  throughout the  
"orbit ." F r o m  both the  initial hours  and the  l a t t e r  hours ,  the  l imi t s  of the  mcan ra t io  of 
thc+.a wcrc aibovc unity. 
Kight "orbits" initially showed good per formance  Sollowcd by n decrement  i n  the  l a s t  20 
hours .  In every  c a s e ,  the l imi t s  of the mean thcta  cncloscd unity during good per formance  
: ~ n d  thc lower  l imi t  shifted above unity during thc  p o o r  pcrformnncc.  
Impressive a s  thcsc  findings s c c m  t o  IN, they provide only a plausible a rgument  that the 
tlicta activity changes with per formance .  O t h e r  techniques must  b e  considered to provide 
s t :~t is t ic :~l  vcril'ication of thcsc  rclntionships.  
Four 11~ltn:tn "or l~ i t s"  ol' 4 hours  tlurntion have been recorded.  T h e s e  d i f fe r  f rom the 
monl.rcy "orbits1'  in th :~ t  t h c r c  i s  continuous performance,  the  r e s t  pe r iods  being eliminated. 
One ol these  "orl)itsl '  showcd s o m e  dccrcmcnt  in per formance ,  but the  change in  the  l imi t s  
of the mc\an thc.tn tliti not occur  :IS with thc monkeys. One must  cons ider ,  however,  that  
thc.rc. arc. scvc~rnl  dil'l"c~rcnccs between the monkey and human "orbi ts ."  In the  c a s e  of the 
monl.rvy "orl)itsT1 the  ra t ios  represen t  a m e a s u r e  of the s t a r t  and s top ability of the  EEG 
sourcc whcrcns with thc  hu~n:tns,  we  a r c  nic :~sur ing a continuous run.  F r o m  any s tudy of 
systcms,  physica~l o r  I,iologicnl, on-olf activity c r c n t c s  m o r e  lability th:m the continuous run 
Fur thcrmorc ,  o u r  s:tmplc. pc\riod r r lnaincd s t  : E  minutes.  T h i s  did not provide enough s a m -  
plcs  Irom only :I 4-hour "orl)it" to pclrmit iv l iablc  s ta t i s t i ca l  a n a l y s ~ s .  
We have not :is yet  studied o t h e r  l)and\vidtlis of 'my of o u r  exper iments .  F r o m  casua l  
ol)scrv:ltion of the computcr  printout,  i t  would s e e m  that the  be ta  activity above 25 c p s  shows 
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Figure 5 
more variability than the intermediate frequencies. In addition to further study of these 
bandwidths, we will study the discrete frequencies of the theta band; e. g. , application of 
Fieller 's theorem to 4 cps o r  5 cps,  etc. , activity. 
We a r e  preparing to  use another method of statistical analysis that is quite different and 
appears more suitable to our type of experiment. This method consists of ordering the 
statistics and applying the Weibull distribution. This technique requires no assumptions 
about the parameters of the population distribution and is sensitive to only a few samples. 
The Weibull cumulative probability function i s  not an integral and, therefore, easily com- 
puted. Furthermore, the graphic plot of this function tends to be a straight line. 
In summary, we have shown that information does exist in the normal EEG even when 
ink written records cannot be analyzed visually. Further, we have a computer system that 
can quantitate and analyze a t  least  a part  of the total information. The system is simple and 
60 minutes of EEG recording is digitized in 8 minutes, while the complete analytical program 
requires 70 minutes on an IBM 1620 computer. 
DISCUSSION 
Dr. Walter: Dr. McCrum and Dr. Proctor have been commendably modest in attrib- 
uting informativeness to brain waves. Their interpretations a r e  rather less  modest, and 
perhaps I should only query whether it is fa i r  to describe this activity a s  theta activity. I 
would also like to query a fundamental statistical assumption concerning the limits of ratios 
Is there not an assumption of independence of tr ials  o r  Burnuly t r ia ls  o r  something similar, 
and could not the propriety of this assumption be tested? 
Dr. McCrum: The assumption of Fieller 's theorem is that they be normally distributed 
in both populations. 
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Dr. Walter: But independent from tr ial  to t r ia l?  
Dr. McCrum: Yes. 
Dr. Walter: That is the assumption I am questioning: whether you could not tes t .  
Dr.  McCrum: We a r e  in the process of testing this now. We have drawn the cumulative 
probability distribution functions of these, and we have some statisticians working on this, 
establishing the confidence bands of these functions and testing the normality. I might add 
that the f irst  drawing of the cumulative probability curves seems normal, but then you run 
into the problem of having enough samples to establish a nice, normal curve. This may be  
absent in some cases.  
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This paper i s  a rather simple one, and it is simple for a number of reasons. Perhaps 
I should "come clean" a s  the saying goes and say that the most important reason is that I just 
happen not to have a slide in my pocket. The intention that I had originally formulated was 
to make some comparisons between some work which was done a few years ago and some 
work which I have recently been doing for NASA in the use of a multichannel toposcope as  an 
aid to planning computer experiments. 
Now, the basic standpoint that I have in the interpretation of EEGs i s  that if you a r e  
using surface electrodes, you have necessarily a low bandwidth device. I t  i s  a nice question 
a s  to the number of electrodes it would be worth putting on a human head and the number of 
points that can reasonably be resolved at  the surface. But it is clear that the electrodes 
cannot be very small and the number cannot be increased too much because the generator o r ,  
I should say, generators (because I have never seen any evidence of a single one) a r e  located 
in a volume conductor. They a r e  in a situation where their impedance is variable, where 
the generator impedance is probably fairly low, hit in which the network leading to the elec- 
trodes may include some highly complex and variable impedances. 
Therefore, I would submit that there probably is a relatively small number of pickup 
points that can justifiably be used on the unopened surface of the skull and scalp. 
The situation is quite different, of course, if you are able to reach the brain itself. 
Generally speaking, the technique that I shall be describing has not been used for the study 
of small groups of cells, but has been used almost exclusively where rhythmic processes in 
the frequency band below 100 cps a r e  the major component. 
It is of interest to consider the logistics of a computer experiment. Something about the 
economic aspects of transforming an electroencephalogram was discussed previously. If 
we do not concern ourselves for the moment with the dollars per record, I would assert ,  
possibly for the sheer joy of starting an argument, that probably 200 bits/sec specifies an 
EEG channel more than adequately. And taking the conventional 8-channel machine, this 
works out as  6 x lo6 bits/hr. This is not a very high data ra te  in t e rms  of modern computing 
machinery; however, remember that if you have stored for an hour, you have a fair  amount 
of data tucked away on a disc file or  in a magnetic system. And you certainly do not have i t  
in a core. Therefore, you cannot get it out a s  quickly and efficiently a s  you would perhaps 
like. 
Now, during the course of this meeting, a s  I think is  generally true of a symposium of 
this nature, we have all discussed each other's papers. And no l e s s  than three people have 
said to me, "Well, yes, this gadget of yours i s  all very well, but I do wish you would tell us 
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how to read i t . "  Therefore, at the r i sk  of being very boring to people like Drs.  Re'mond, 
Simons and Gastaut, and others who have actually seen the equipment in operation, I would 
like to give you just an indication of what we a re  doing at a purely technical level. 
First ,  we,c.hoose an arbitrary number of channels of amplification. When I was f irst  
working with Dr. W. Gray Walter, the number we chose was 22. And this number actually 
was the number of amplifiers that happened to be around the laboratory when we first  decided 
to do the experiment. There i s  nothing magical about the way in which it was computed. 
The number that we have been using at  the State University of Iowa is  16. Again, there 
i s  nothing magical about it. It was just the remaining amount of money in the budget divided 
by an integral number to give us  a respectable number of channels, and it happened that we 
could afford 16 amplifiers. 
With the electrotoposcopic records,  we s tar t  in a manner similar to Dr. ~ 6 m o n d ' s .  We 
decide on a particular configuration of electrodes and then measure the spatial relationships 
between the electrical activity. 
Figure 1 i s  an old photograph taken in Bristol. Each of the circles is  a cathode-ray tube. 
Each cathode-ray tube has, as  i s  usual, X and Y plates, all of which a r e  connected in paral- 
lel. Therefore, in terms of the spot position, whatever happens on one channel will happen 
on all the channels. 
What actually happens i s  that the only move the spot can make is  a complete circle. We 
have arranged matters in such a way that when you a r e  deciding whether or  not to take a 
record, whether or  not the experimental conditions a r e  reasonable, each of the spots i s  
going around somewhere near the periphery of the tube. When you decide it is a good time 
to start taking a record you push a button which opens the camera shutter and takes a picture 
(as in figure 1). At that point, the spot goes to the center of the tube and goes around once; 
there i s  a little click, it goes out by its own diameter, and it writes a ser ies  of concentric 
circles. In the case of the record that we see in figure 1, there were 25 lines; that i s ,  the 
spot expanded 25 times. In the case of the instrument we a r e  now using, this number has 
been increased to 60. 
For the benefit of those who a r e  interested in elementary engineering, we had to devise 
a technique for generating the circle on the tube. At f irst  sight, this looks easy and, in fact, 
was originally done in figure 1 in a mechanical system. But this has disadvantages because, 
a s  you will see  in a moment, it would be convenient to be able to drive these tubes from 
electrical signals. Therefore, we used an adaptation of an analog-computer technique to 
make a voltage-control oscillator that can change its frequency from 1 cps to approximately 
30 cps in 1 msec. 
The technical details of this a r e  in a paper that has been published, and if anybody feels 
like duplicating the equipment, I would be very pleased to send him a reprint. It  is too long 
to go into here. But we can, in fact, generate a sine wave which can change its frequency 
in spproximately 1 msec after receivicg :: c=mrr,ar,c! signal. 
To return to the circles in figure 1, the rate at  which they rotate can be governed by a 
number of different factors. One is the setting of a potentiometer on the front panel. In 
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other words, i t  can be se t  by hand to go around at  anywhere between 1 and 30 rps.  But i t  
can also be controlled by a voltage which can be developed from any of the EEG channels by 
any of a number of analytical techniques. The one that we most frequently use i s  zero- 
crossing analysis because this responds very rapidly. We generate a voltage which is  in- 
versely proportional to the frequency, and we adjust it until the rotational speed of the 
spots i s  proportional to the frequency. We now apply the EEG signals to the modulating elec- 
trodes, to the grids of the cathode-ray tubes. 
As obvious from figure 1, there i s  the same arrangement of cathode-ray tubes on the 
surface or console of the instrument as  there a re  electrodes on the head. The electrode 
positions a r e  indicated by an illuminated radical, and the blank lead of the pair of leads i s  
indicated by the small cross .  Thus, we have two bipolar chains across the head, and some 
transverse channels, coni~ections of which seemed obvious to read but, as  it now happens, 
were rather ill-chosen. 
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Since we have made many records in this NASA project, i t  i s  perhaps an advantage that 
I do not have the more up-to-date figures here. There a r e  many time codes, area  codes and 
frequency indications around the edges of these figures, which necessitate an explanation 
that would take too long without adding much to the treatment of the main subject. 
One gadget, however, that should be mentioned is an instantaneously-reading tachometer 
which is also a cathode-ray tube. The electronics of this a r e  of some interest but, again, 
are  best read in the reprint and not discussed in a lecture such a s  this. 
If there i s  an integral relationship between the rotational speed of the spots and the 
modulating signal, it becomes obvious that we will obtain a stationary pattern of light and 
dark on the face of the tube. 
In this particular case,  I think it i s  also obvious that when we have three dark and three 
light areas on a particular tube, a s  in the lower row just right of center, the rotational 
speed of the spot i s  one-third the frequency of the signal which is going in. I should mention 
that the little triangle a t  top center (present but invisible in figure 1) represents the nose 
and the tube just described represents the occipital a t  the re.ar of the head. 
Now, the rotational speed on this instrument i s  read like a clock. The one we made for 
NASA reads on a 24-hour clock basis. We thought this would be easy to read,  but actually 
it i s  not. But this (fig. 1) i s  a 12-hour clock, and, a s  can be seen, this person has an alpha 
rhythm such that the tachometer i s  hidden behind the radical for 3 cps. This i s  a nice, 
simple-minded EEG; it i s  mine. Thus, i t  represents my own perversity carried through 
both the instrumentation and the bioelectricity. 
As I said, this i s  a simple-minded record because i t  was taken a long time ago, before 
I came to the United States. And a s  a matter of fact, a recent figure I do not happen to have 
was also made of my own EEG to see whether there has been any dramatic change in this 
period of 20 years. There is a little detectable 6-cps activity in both of my temporal 
regions which I have not had since I was 15. I wonder whether this has anything to do with 
the prolonged strain of interpreting topograms. 
However, in figure 1, there a re  three channels in which the record is substantially the 
same. 
Now, I think, it i s  also obvious that, if the rotational speed does not quite coincide with 
the signal, I will not obtain this clear-cut stationary pattern. If the difference is  very great, 
a s  when we have more noise, there i s  no particular temporal pattern to be detected. But 
when, as at A and B on figure 1, they a re  nearly, but not quite, synchronized there i s  a 
slight difference in frequency between the left hemisphere and the right hemisphere although 
i t  may be seen that the hemispheres a re  remarkably the same inside themselves. 
This is a small frequency difference because i t  represents about . 3  of a cycle per 
second. This would be difficult to see on a standard EEG record. 
The way we a re  using this type of instrument at  the moment i s  to say, "What factors do 
we have in this EEG that a re  worth putting into a computer? What is worth paying $300 an 
hour to look at in terms of our straightforward, everyday electroencephalography?" 
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Clearly, in this particular case,  we would be able to say, "There i s  a frequency differ- 
ence from side to  side." We could then plan an experiment that suggests we could look a t  
the s tat is t ics  of these frequency differences. Thus, we have put ourselves relatively far  
ahead in having a fairly testable hypothesis with some degree of evidence to support i t  before 
we actually s t a r t  making digital tapes. 
Those of you who do routine electroencephalograms will be interested to notice that we 
might a l so  have said,  in deciding what to analyze in the computer, "Is i t  t rue that the alpha 
rhythm i s  entirely confined to the back of the head?" 
Actually, it i s  quite interesting. If you look carefully a t  the right front tube, you will 
notice that there  i s  a definite thrceness; that i s ,  a definite indication of the three petals seen 
in the right rear tube, suggesting that i t  spreads forward fairly far.  Of course,  as Dr. Gray 
Walter and I pointed out quite a long time ago, i t  is also interesting that there  i s  remarkably 
little phase difference. 
Now, remember  that we a r e  not saying this  device is a precise measuring technique. 
The computer is an excellent measuring technique, but this i s  an  indicating device. This  
gives the magnitude and the order  of the effects being studied. The computer can quantify 
these precisely. 
However, by doing some rough arithmetic on this, one can see  that if the alpha rhythm 
i s  o r  approximates 9 cps,  one revolution here  represents  about 300 msec because there a r e  
three petals. If there were a really slow propagated effect in the order  of propagation r a t e  
expected over nerve fibers, I think one could just see  what the delay i s  between three chan- 
nels  like B-C-D on figure 1. The fact that there is no detectable delay suggests that this 
activity i s  ar is ing in this channel and one i s  seeing it because, of course,  there is a common 
electrode to each of these positions. 
'L 
This record  does nothing more than to establish the technique and to establish in con- 
junction with the more  recent record I mentioned previously that there i s  no maturation 
;, proccss  after the age of 20 a s  fa r  a s  my own EEG i s  concerned. 
L 
 
Figure 2 takes u s  a little further ,  and I would like to give somc stat is t ics  about it. This 
has been published alrcady and is fairly well known. We have just finished running about 60 
people, and I have becn personally fascin:lted by the effect which this figurc exemplifies. It  
i s  a good example of what we a r e  trying to do in this kind of work h c a u s e  i t  would be difficult 
to obtain this information by any other technique. Of the 60 pcoplc that we have studied, al l  
of them a r e  malcs in the young student ngc groups. In addition, they :we almost all  medical 
students. The effect I am going to dcscrik in this figure has  bccn secn in only 4 of these 60 
people. Admittedly, I had hoped that i t  would be :I universal cffcct, but, of course,  one 
:~lways does hope thesc things will bc universal. 
The cl'fcct, howcver, i s  one of considcrnble intcrest. Rcc:lusc of the way these c i rc les  
expand from thc ccntcr ,  t ime i s  rcxprcsc.ntcd by the distance f r o m  thc ccntcr to the outside. 
Since this i s  a 1  4-cps rotational spccd :und thcre nrc 24 l ines,  the 4 cps  imply that the 24 
lines a r c  takcn up in 6 sc~conds s o  thnt this plot rcprcsents  6 scconds worth of data. 
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Now, it i s  trivial to arrange, if you wish to, stimuli that can be generated at  some fixed 
point on this scanner. And I will come to that in just a moment. 
However, in this particular case,  we were using a synchronizing device to lock the 
rotational speed to that channel. Notice that the locking i s  very good a t  the beginning of the 
trace because it was a good, clear signal, but the adjacent channels have slightly different 
frequencies. It i s  not easy to calculate exactly how much different, but they a r e  certainly 
different. 
A third of the way through the trace,  by sheer good luck, the subject blinked. Because 
of this there i s  the blink artifact up in front. Notice that, because it i s  a big, long, slow 
artifact, it takes several rotations. Notice also the effect of this blink; it synchronized the 
channels on both sides of the head remarkably well. 
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In one of the particular studies in this se r i e s  that we have just done and which, inciden- 
tally, i s  going to be available complete with the primary data, the primary records,  we have 
seen in four people precisely this effect - that a blink appears to be to the brain the equiva- 
lent of an instruction in a computer to clear s tore  and s tar t  again. 
In one subject (fig. 3) we were lucky enough to find a slight, just detectable nervous tic. 
We were not able to study it extensively because he soon discovered what we were trying to 
do. But while he was still  a naive subject, we found that h is  tic also se t  the phase of his 
alpha rhythm very precisely. And this persists, as you can see in figure 3, for several 
seconds. 
I am lucky that, a s  an engineer, I do not have to explain what this means. It is obviously 
a rather tricky piece of neurophysiology. In a way, it is rather unexpected and, of course, 
I do not have any information about which comes first. I do not know whether the central 
nervous system produces the tic after i t  has rese t  the alpha rhythm to zero o r  whether the tic 
rese ts  the central nervous system to a new starting point by some other mediator. 
Whether photic stimulation synchronizes the alpha rhythm or  whether i t  evokes new 
potentials is a question discussed by some of the participants in this symposium. I cannot 
promise to clear up this particular contention, but with figure 3 I can show that, in fact, it 
does both. 
Here, we did not quite synchronize the alpha rhythm; we se t  i t  by hand s o  i t  was decided- 
ly slow. Dr. Gray Walter has published a large number of these records,  of which there 
must be 15 or  20 in the literature now. We put in a rhythmic pattern stimulation that had 
one discontinuity in i t  so  that we could identify the responses with a reasonable degree of 
certainty. I doubt that this could be done if they were evenly spaced. 
Notice what happens. In some channels there is a fairly good evoked response to each 
flash: one, two, three. However, in others there is not; there a r e  four instead. I suspect 
that when there a r e  three the alpha rhythm is being synchronized and when there a r e  four 
a new potential is being evoked. 
In general, our experience has been that the technique is, of coiirse, not useful to go 
down to very low frequencies. It is sometimes said that Dr. R4mond1s topographic technique 
and mine have considerable variance with each other. Well, they have, but, of course, they 
a r e  doing different things. This technique is extremely well suited to the study of the normal 
rhythmic signals, and it is very well suited to the study of rather rapidly applied photic o r  
auditory stimulation. 
In addition, we can do something which makes it a good poor man's averager. Since the 
circular sweep is now generated entirely electronically, we can make the spot do one circle 
and then expand and stop until we obtain a signal from the outside world; i. e .  , another 
stimulus. Thus, we can give the impression that we have looked at a continuously expanding 
trace although this may have taken 15 o r  20 seconds o r  even more, actually limited by the 
s t r ay  light that enters the camera. Under these conditions, you can well see  the time course 
of evoked responses in 16 channels. 
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Figure 3 
We can also do something else with the technique. Questions that occur about the im- 
portance of time variance may be answered. For example, if the response is being evoked 
a t  precisely 40 msec after the stimulus, then a straight line extending from the center is  
obtained. But i f  there is any variability and the earl ier  responses a r e  a t  a different latency, 
then this i s  clearly shown, although it i s  not easily measurable. 
However, once you have indicated that there i s  a time variance, it then becomes a trivial 
matter to take an average-response computer, any of the standard types, and make the 
appropriate measurement. This i s ,  perhaps, very important. 
It also tells whether, in a given situation, you a r e  justified in using an average-response 
computer at  all since, to use Walter Rosenblith's memorable phrase, "There a r e  circum- 
stances where you can average the hell out of any data." And this, of course, one does not 
want to do. 
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In conclusion, with any technique of this kind, you have to decide which parameters to 
keep and which to eliminate. This i s ,  perhaps, the difference between Dr. Re'mond's and 
my approach to toposcopy. He decides, if I may say so, to forgo simplicity because I do not 
think i t  i s  easy to read his records,  although possibly this would not be true after looking at  
a number of his records. However, this is a personal matter. 
In contrast to Dr. Rgmond, I forego amplitude. The eye is very bad. The combined 
system, the photographic cathode-ray tube that is nonlinear in amplitude modulation, the 
photography that i s  notoriously nonlinear in its storage capacity, and the eye in reading the 
records mean that I simply have no information about amplitude a t  all. In contrast, the con- 
tour lines in Dr. R4mond's topograms a r e  very clear. In his technique, he could also con- 
ceivably go down to zero frequency. In view of the present directions of electroencephalo- 
graphy, this may be extremely important. And it is difficult to imagine a circular scan 
device being of any merit in a dc situation. Clearly, it becomes essential to be able to 
read amplitudes under those conditions. 
Since a great number of topographic records a re  going to be published within the next 9 
I months, I felt that a short review of the actual procedure was not out of place. 
I 
DISCUSSION 
Dr.  R6mond: We were extremely pleased to hear again about the technique and the use 
of Dr. Shipton's topographic approach to the study of EEG, not only because some years have 
passed since the first of these photographs were published, but also because, a s  he stated, he 
is shortly going to apply it much more routinely t o  a ser ies  of cases which will be quite 
homogeneous. 
Thus, it was quite practical to be reminded of the general trend, the prospective and 
the limitation of these topographic presentations. As Dr. Shipton stated, this topography is  
quite good for studying reasons and practical for giving a quick idea of the average content of 
a reason. 
However, the main purpose in this presentation was to explain that the use of this topo- 
scopic device, which has to be looked a t  constantly while the EEG is being made, is in 
preparation for designing an experiment, and in choosing among a variety of possibilities to 
use the larger computer with different capabilities. I am sor ry  Dr.  Shipton did not explain 
this type of deduction in more detail. What will cause one to infer from the aspect of those 
topograms the type of processing that one would like to see applied more quantitatively on a 
magnetic record giving the same type of data? I would like a comment on this question. 
I would like also to ask  what is meant by "simplicity" o r  "complexity," and a t  what level 
i s  i t  placed? Concerning circuitry, it is quite t rue  that Dr. Shipton's toposcope, a s  simple a s  
i t  may be for an engineer, i s  not necessarily easy to explain to a nontechnical-minded person. 
And the opposite, the figure o r  representation, needs great internal synthetical ability. 
The great advantage, of course, i s  that the different tubes a r e  placed, a s  they should be, 
in the analog fashion of the electrodes on the skull. But besides that, i t  certainly requires 
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a grasp of all the information that has been described so  well to us. It necessitates much 
memory, deduction and natural process. Possibly this has been one of the reasons why, in 
the earlier days when Drs.  Shipton and Gray Walter were the only topographers, very few 
people could do topography. In fact, this i s  a question on which I would like comment. Why 
a re  toposcopy and topography not used more frequently since it should contain much informa- 
tion that the study of the electroencephalogram through time does not contain. 
In Dr. Shipton's case, he has been able to associate the study of the time aspect and the 
study of topology, his toposcope being an extremely sensitive device. Even if he has missed 
amplitudes, he has been extremely interested in this notion of the location of an activity's 
occurrence in relation to any other activity. 
Therefore, would Dr. Shipton tell us what he thinks of the philosophical meaning of 
topology as  opposed to pure phrenology? 
Dr. Shipton: The last question is  obviously a large order.  However, I think I can say 
quite explicitly why no large percentage of electroencephalographers uses toposcopy. 
In fact, the answer i s  fairly simple, I think. Most electroencephalographers a r e  tackling 
specific clinical problems, particularly in relation to epilepsy. If there i s  any confusion on 
this, there i s  nothing more useless than a Walter-Shipton toposcope for finding a random 
spike. But the advantage of the technique is  that any noise components or  transients which 
may be present a r e  not seen. 
Now, I suspect that one of the reasons why a clinical encephalographer would not enjoy 
using one of these devices i s  because, on the occasional spike which is  not synchronous, he 
does not know when i t  i s  going to come or what its repetition frcquency i s  going to be; this 
he simply will not see. And I would be the f i rs t  to say that this fact grossly limits the 
clinical utility of the device. 
Of course, it must be remembered that toposcopes have been used clinically on a rather 
large scale in the USSR. However, this i s  rather an odd situation because they have gone to 
a large number of channels, and I would not ca re  to debate whether Livanoff i s  reasonably 
using 100 channels on surface electrodes. I really do not know whether there i s  a reasonable 
potential gradient between 1 percent of the surface area  of the skull. But, of course, he 
has no frequency sensitivity a t  all. 
And I do not know how he reads that device. However, I do have the impression from 
reading Livanoff and also from reading Bectoreber's book on supratentorial tumors that 
their clinical scores a r e  good simply because they spend an unusually long time with each 
case. This causes the statistics of their population to be intriguing, but difficult to under- 
stand. To obtain the information that they have in their clinical material, I suspect that they 
must look a great many times. This may be why they did not undertake many cases,  and 
they may have had some prior information. 
Coi i~e~i i i r lg  D r .  Ii6mond:s other major question about the type of computer analysis that 
this leads to, I think it does two or  three separate things. 
v 
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Firs t ,  it certainly indicates when it i s  not justifiable to use an averager technique. It 
certainly gives a reasonable indication of the number of t races  it i s  legitimate to average 
over. And this is useful information. In addition, it will give some idea of whether a cross-  
correlation technique is  going to be profitable because of the presence or  absence of time- 
locked rhythms in different areas  of the cortex. 
It is not, of course, by any means the only way of planning an experiment. It may be 
legitimately argued that this i s  a somewhat scatter-shot technique because the experimental 
design is almost certainly rather limited except to the extent that the device is, to use Dr. 
Gray Walter's phrase, "a very good hunch-generator." It is my contention that, a t  the 
present moment, we simply do not know enough about the statistics of the electroencephalo- 
gram to design a decent experiment. 
This can create problems, I know, but I think that almost all of the information we have 
has been extrapolated from simple-minded analog techniques and that this one is perhaps just 
one stage less  simple-minded. But i t  i s  still true that very few EEG experiments, a s  opposed 
to neurophysiological experiments, have, o r  can have, a rigorous statistical experimental 
design. 
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I Discussant: Antoine RCmond 
The EEG data used here were derived from the splendid normative library of EEGs 
provided by Drs. Kellaway, Graham, Maulsby and others in Houston. 
Figure 1 is an example of the paper records produced during dubbing at four times the 
recording speed. The cleanliness of the original i s  attributed to the technical levels set and 
maintained by the Houston team, though reproduction may not give that impression. The 
low level of amplitude is a deliberate choice, so that large transients would not saturate the 
system. Although all channels a r e  not shown here, those which a re  shown are,  in fact, the 
posterior channels. This paper is concerned, for the most part, with these channels, and 
in particular, with the C3-P3 and C4-P4, which a re  left and right centro-parietal; P 3 a 1  and 
P 4 a 2 ,  which a re  left and right parieto-occipital; and 01-02, which is bioccipital. 
This figure is the record of a classical maneuver of opening the eyes and closing them 
again. For this particular subject when the eyes a r e  opened the alpha waves block in a 
couple of seconds. And then, when he closes his eyes on the other side of the record, they 
I 
reappear quite sharply. 
The flexibility of a general-purpose digital computer i s  so extreme as  to conduce to 
agoraphobia in many potential practitioners, o r  various reaction formations consequent on 
I that. Our particular reaction has been to base the digital computer analysis on what the 
race of electroencephalographers have previously found usable; namely, frequency analysis 
and its natural extension by spectral analysis. 
It has been proposed that simple mathematics should be preferred, but simplicity is a 
I fickle mistress, and we have preferred in our own work to use mathematics adequate to the 
I problems a s  we conceive them. 
It seems that simple analysis methods commonly have complicated significance theories, 
while our superficially complicated spectral analysis formulas have been chosen partly 
because they have tractable theories of significance - statistical significance. 
I A second, related reason for preferring spectral theory is that these estimates a re  
relatively robust in discrimination against irrelevant activity, and are  quite strong in 
I 
selectivity. 
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Figure 1 
A deeper reason for preferring spectral analysis to some of i ts  competitors, in my 
opinion, i s  that the results a r e  closer to being meaningful bioelectrically in terms of elec- 
trical generation processes. These a r e  among the reasons which lead us to consider the 
undoubtedly high cost of spectral analysis to be well justified in terms of significance testing, 
robustness against noise and irrelevant activity, and biophysical or  bioelectrical relevance. 
Figure 2 i s  the record of three serial  autospectrograms taken from the leads, which were 
indicated, on one of the subjects in the normative library. Time progresses upward. As 
shown more clearly at  the right the lower curve is  the f i rs t  case,  the middle curve the 
second, and the top curve the third. They a r e  a little confounded in the very low frequency 
bands. The abscissa scale i s  frequency, from zero to 30 cycles, in bands 2 cycles wide. 
This is quite a gross resolution which we do not customarily use. I put it here merely for 
illustration. We can choose the resolution by reading a different card into the program, but 
wc see that even with this giant technology, we a r e  able to recover some classical findings; 
namely, that there i s  a peak in the range of 10 cps when the subject has his eyes closed. 
It disappears when he opens them, relatively speaking, and reappears on reclosing. 
At the right of the figure i s  a calibration in terms of /.tv2/cps. This could certainly have 
been found more cheaply by analog spectral analyzers or frequency analyzers. 
A density-modulated writeout of the intensity i s  shown in figure 3 in the same frequency 
bands. The upward and downward ticks represent the intensity on the right and left sides, 
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respectively. Note the 10-cycle peak on the left side; the parallel writeout of intensity a s  a 
function of frequency for the homotopic area on the right is in the upward direction. Certain- 
ly they agree in having a peak at 10 cps.  
I In the period when the subject opened his eyes, there is a much reduced, but not entirely 
I invisible, activity in the same band which, a s  a matter of fact, is a local maximum, though a 1 small one. On the reclosure of the eyes, the peak returns on both sides. 
The radius of the circles in figure 3 points in the direction of the mean phase angle and 
relates these two leads in this frequency band during this time. 
As can be seen, it is very close to in-phase. Whether there is a significant difference 
from being in zero phase is a somewhat open question, because the openings in the circles 
show the amount of uncertainty in our knowledge of the phase angle a s  calculated from the 
available data. 
At different frequencies, the calculation is  substantially independent from one to the 
other, so  we have also in the 4-cycle band an indication that, with the eyes open, there is 
some degree of agreement and that it is in phase between the two sides, in contrast to the 
time with his eyes closed when neither the 4- nor 6- cycle band has any significant relation- 
ship from the point of view of a stable phase angle. 
In other words, the opening a t  10 cps in the first period is relatively narrow, and shows 
that we know the phase angle relatively well, in addition to knowing that it is close to zero. 
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Complex Transfer Function 
An opening a s  wide a s  the one for 14 cps in the following period indicates that we know this 
phase angle rather poorly; although it has the best chance of lying at  zero a s  far a s  we can 
determine, we cannot determine i t  a s  closely a s  we can the 10-cps one in the previous period. 
Figure 4 shows an intermediate or  intervening parameter between figures 3 and 1. The 
same data a r e  plotted in a different transformation. Again, the downward pointing ticks 
represent relative intensity on the left and the upward pointing ticks represent relative inten- 
sity on the right. 
At the top of the figure a r e  calibrations which can be used to deduce the approximate 
levels. Plotted in between, in each tripartite swath, i s  a similar set  of ticks representing 
the coherence between the left record and the right one, separately estimated for each 
frequency band. 
The coherence is the foundation, I believe, of the new contribution of spectral analysis, 
in comparison with the older filtering frequency analysis, because this is a mathematically 
calculated and statistically evaluated function which gives the strength of relationship between 
the 10-cycle activity on the two sides, or  the 8-cycle activity or  the 6-cycle activity, each 
of these separately calculated. 
These numbers a t  the top which a r e  the calibration of coherences (labeled LCPO/RCPO) 
represent precisely the proportion of the activity on the left which could have been predicted 
from that on the right, o r  vice versa (because this is a symmetric relation). In other words, 
this coherence value acts like the square of the coefficient of correlation in nontime se r i e s  
statistics, which is  one of the main reasons for its value here. 
The band of relatively high coherence, during the t imes when the subject has his  eyes 
closed, is wider than the band of high intensity. This i s  a fairly constant finding, and indi- 
cates something new about the alpha wave. 
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Figure 4. Serial Centipedograms 
Figure 5 introduces a different transform of the spectral data for a single channel, when 
a considerable length of time i s  dealt with. This figure was one of our first computer 
generated examples. It covers 6 minutes of a rather constant situation for the subject during 
this normative library protocol. The subject has his eyes closed, and is listening for a 
series of clearly audible tones. After the third one of each group, he is to push a button. 
Spectral analyses were performed with a 12-second epoch which included two such cycles 
of tone listening and button pushing. Spectral analysis was also performed over each of 
these epochs. 
To the right is a frequency scale, running in this case from 0 to 15 by increments of 
0.5 cps. This same analysis was originally run up to 30, but nothing of great interest was 
found for these purposes above 15. 
To understand the construction of this contour map, these contours can be considered a s  
contours of intensity, much like contours of pressure in a meteorological chart or  contours 
of elevation in a topographic chart. To the side is plotted the first ordinary spectrogram or 
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TIME IN MINUTES 
Figure 5. Construction of Contours of Intensity 
estimate of spectral intensity; that is, the one appropriate to the beginning period. The con- 
tour levels were chosen to be, for instance, 5, 10, 20, and 50 p ~ 2 / ~ p s ,  which was not 
actually attained in this instance. These levels were approximately logarithmically spaced 
a t  lower intensities. 
So here when the autospectrogram curve begins, it i s  between the 10-and 20 contour 
levels. When it crosses 10 (by interpolation), we begin a contour curve which corresponds 
to its having crossed 10 p ~ ~ / c ~ s .  
In a later spectrogram (and the one which would be mounted 12 seconds later in the 
frequency-time plane, you would have a crossing of the 10 level a t  a slightly different fre- 
quency, and so on; eventually the curve, running off the page just after the second epoch, 
was generated. 
In the vicinity of the peak of the autospectrogram which i s  quite close to 11 cycles, it 
can be seen that a s  the curve r i ses  above 10 again, a contour curve i s  started, and a s  it 
crosses 20, a second one i s  started. Since it does not reach the next threshold level, we 
come down again through 20, and across  the left half of the contour map is the curve of those 
frequency-time loci at  which the intensity was, by interpolation, 20 pv2/cps.  This i s  a 
sizable ridge (at  10-11 cps) running along in this subject's alpha wave band. 
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Figure 6 shows a better interpretation of the relative pass, trough, o r  valley at four 
minutes in figure 5. 
In the lower left-hand corner (fig. 6) is a reduced and somewhat highly colored version 
of that same map from the left central parieto-occipital lead on the subject's head. Simul- 
taneously, several other leads were recorded and similarly analyzed. The feature to 
observe here occurs near 4 minutes of time. The subject has been listening to tones, after 
some 20 minutes of flashes, clicks, bells, etc. ; with his eyes closed this is a rather dull 
task. He begins (where the response summary in the lower left is black) to anticipate i slightly, pushing the button actually during the third tone. Where the summary is striped, he actually pushes the button before the third tone. At four minutes, the third tone was 
delayed by one second (as was prearranged). The subject pressed the button a t  the time he 
expected the tone to come, and suddenly perhaps realizes that he had better pay a little more 
attention. His alpha wave comes back strongly by a factor of almost 20 in intensity, and he 
1 makes no more e r r o r s  for the next couple of minutes. 
Slightly less  well-developed, but still  clearly related, similar ridges a re  shown in the 
analyses of the other leads. And just before 4 minutes, the alpha wave has gone away and 
then recurs  very strongly and similarly in RCPO, LCP and RCP. But in the bioccipital 
linkage, nothing of this kind happens. There is no waning, there is no waxing, and the 
record gives the impression of being quite different. 
This relationship can be quantitated further in figure 7. This is a map of a different 
function, no longer intensity, but coherence, with the number expressing the strength of 
relationship a t  each frequency band between a chosen pair of channels. We see  that in the 
neighborhood of 11 cycles (LCPO/RCPO in the map) where the alpha-like activity was the 
strongest and most consistent, there is also the strongest relationship between the two sides. 
There a r e  relatively few consistent relationships indicated elsewhere in frequency or 
time. Similarly this band is fairly consistently related in RCP/LCPO, which with RCP/ 
RCPO express the relationships among these three longitudinally oriented linkages. 
By contrast, the relationship between any one of those three leads and the laterally 
oriented bioccipital linkage is visually seen to be much weaker. The few foci of high coher- 
ence a r e  almost surely due exclusively to sampling fluctuations in the statistical calculations. 
Therefore, we a r e  numerically assured that there is essentially no relationship between 
the 11-cycle activity in the longitudinally oriented leads and the 10-1/2 or  11-cycle activity 
in the laterally oriented linkage. This may perhaps give a sense of the added power of 
spectral analysis, in indicating neurophysiological relationships, which may be also of some 
interest to the EEGer. That is ,  the bioccipital trace looks different from the others, but 
i t  cannot be determined by sight how different or  how contrasting was the relationship 
between the longitudinal ones, a s  contrasted with the relation from longitudinal to laterally 
oriented. 
The same scale of performance exists in the LCPO/BIOCC. At the 4-minute period 
when the subject was fooled o r  realized he was being fooled, and just before i t  there is a 
locus of relatively weak relationship. When the alpha wave process f ires up again, it also 
binds these linkages together much more strongly than they had been just before. 
3 
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The interpretation to be put on this is that there is a shared generation process which, 
when it i s  active, appears in the longitudinally oriented leads and binds them together. When 
i t  i s  inactive, i t  allows local and incoherent activity to be seen. 
Figure 8 i s  the analysis of the above situation, though for a different subject. The scale 
on the left represents the time (in seconds) after the beginning of the situation at  which the 
analysis epoch began. This i s  a t  a half-cycle resolution. The frequency scale i s  only over 
the range (by selection) from 3 to  15 cycles, with increments of cycle. The frequency 
bands of greatest intensity of alpha activity a r e  certainly shifting back and forth from epoch 
to epoch, which in itself i s  far from a new finding. They a r e  relatively the same on the 
two sides when they do shift, which, again, i s  not too surprising, but the finding to be em- 
phasized, and what could not have been intuited by eye or any very reasonable analog 
processing scheme, i s  that the band of high coherence, of strong relationship between the 
records on the two sides i s  almost consistently considerably wider than the band of high 
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Figure 7.  Contours of Coherence (Linear Predictability), 
Auditory Vigilance Task 
intensity. I t  a lso shows a tendency, when the band of high intensity shifts somewhat, for the 
coherence band to shift also. 
This is the finding which i s  most sensitive to the wow and flutter noise that has been 
bandied about among the engineers concerned with this project. The importance of this wonr 
and flutter i s  that i t  is coherent, and hence will give spuriously high coherences in some 
cases.  But, by measurement, the actual corrections are  small ,  and will only affect bands 
dorm1 a t  5 and 7 . 5  cps. By the time the 10 cps band i s  reached, which i s  of the greatest  
alpha interest ,  the intensity of the records  i s  great enough to swamp any spurious coherence 
which might have been contributed by flutter. 
There  would be small  corrections, but only quantitative ones. Therefore, the bands of 
coherence a r e  considerably wider than the bands of high intensity. This proposal may mean 
that the alpha wave process itself i s  narrow-band in the sense that i t  has  these peaks of 
activity. It will be difficult to  tes t  this and the statistical t e s t  by which i t  can be answered 
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has not been made. The wider coherent bands may perhaps represent side bands (in the 
sense of radio side bands) carrying the modulation or  fluctuation of the alpha waves which 
a r e  usually shared between the two sides also. Therefore, it i s  not surprising if the 
modulating side bands were also shared. 
PARAMETERS FOR COMPUTER ANALYSIS OF NEUROPHYSIOLOGICAL DATA 
However, this leads to the conception that a considerably wider band must be considered 
unitarily a s  part  of an alpha process, then, somewhat more extensive than the alpha wave 
is usually considered. Therefore, this i s  one of the physiological findings which has come 
from these early analyses of the normative library material through this elaborate process 
of spectral analysis. 
DISCUSSION 
Dr. Rdmond: I would like to thank Dr. Walter very much for his extremely clear and 
interesting presentation of his work, which I am quite sure  has  necessitated a tremendous 
amount of energy and of coherence between all the people of a very large team. 
We have seen, certainly, that Dr. Walter has kept a ser ies  of well-known truths of 
analysis, but enlarged them with quite new tools and new presentations. These new tools 
and these new presentations a r e  certainly very necessary i f  we want to go further in the 
present analysis of the more simple records,  especially if we desire to go inside the little 
details of the activity represented by the bra in  regions. 
I was quite stricken by the names that were given to Dr. Walter's new type of analysis - 
cheezogram, centipedogram, and autospectrogram; the latter is perfectly easy to wait for. 
The other two maybe would necessitate some kind of explanation on his part. 
I was also quite interested by the fact that in the direction of Dr. Walter's work he has 
found it necessary to create more and more several channels in some kind of a topologic 
way. And a s  his  paper follows Dr. Shipton's, there was a suggestion of comparison between 
the front of each of Dr. Shipton's oscilloscopes and those squares of Dr. Walter's autospec- 
trograms. I think this kind of presentation is more and more necessary where, through the 
use of the best kind of data reduction, one may a t  a glance have a lot of impression where 
there is intensity of activity in a certain band of the spectrum, or in the coherence of several 
regions, and we certainly have to thank Dr. Walter for having gone that far  in this sophis- 
tication. 
I am quite sure  that in the study of the normative library that Dr. Walter has begun to 
make use of, he will have more program, more presentation, more tools to develop, espe- 
cially when he will have to relate his findings from one individual to another one, and f rom 
one psychophysiological situation to another. 
However, from Dr. Walter's presentation, we feel quite confident that he will find many 
a new approach to this difficulty. 
Dr. Walter: The name "centipedogram" seems obviously to indicate that there a r e  all 
these things sticking out in all directions. The "cheezograms" go with the missing slice 
that defines the stochastic bound on the e r r o r  of the mean. 
And I would certainly agree that the implicit comparison between Dr. Shipton's paper 
and my own which Dr. RQmond has made explicit is a very valuable one for anyone. And I 
think we can all agree that a s  Dr. Shipton suggested, his is an excellent screening technique 
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and needs to be followed up by something more quantitative a s  he says, and perhaps we have 
supplied that. 
Dr.  Murphy: I would like to ask if the spectrum i s  being calculated directly from the 
raw data or through the autocorrelation function? 
Dr. Walter: It is being done directly from raw data. That i s ,  I have been guilty of a 
method paper which recommends correlation a s  the process of choice. But in the interim, 
our ideas have progressed, under Dan Brown's guidance and, in fact, these spectra a r e  
derived directly by digital in-phase and in-quadrature filtering, and subsequent mean squared 
collection of data. 
Dr. Murphy: I have just a few more short questions on the technique because we have 
some interest here. How long does it take to make a 12-second analysis, and how long to 
analyze one 12-second epoch with, I assume, a 90 or  94? 
Dr. Walter: For 30 frequency bands, which a r e  what we commonly use,  the analysis 
with our system went at  about rea l  time per channel, so  that if there a r e  six channels, there 
is about six times the recording time, and proportionately, that goes up quite linearly. We 
have an improved computation system with which we expect to shave perhaps 20 percent 
from that. 
Dr. Murphy: What was the digitization ra te ,  the sampling rate,  a s  Dr. Walter 
converted ? 
Dr. Walter: 214 samples per second, I believe. 
Dr. Murphy: Could not digital filtering, the bandwidth of which was established from 
the length of your sample, narrow down the side bands considerably? 
Dr. Walter: These a r e  side bands in the data, not in the filter. These a r e  very high- 
quality digital filters. 
Dr. Murphy: With such short samples, there has to be a finite side band just produced 
from this. How a r e  these distinguished? For example, there is a very short sample for 3 
cps data when the run is  only 12 seconds. 
Dr. Walter: Well, the equivalent degrees of freedom per estimate a r e  constant; but the 
f i l ters  are of a uniform shape and have side bands of the order of a t  the largest ,  and 
they a re  of constant spectral width. So they a r e  equally significant whether there i s  one 
cycle or 20 cycles of a given kind of activity in the epoch being analyzed. 
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Harry Blum 
Data Sciences Laboratory 
,Zir Force Cambridge Research Laboratories 
Discussant: Frank R. Ervin 
In contrast to the majority of EEG papers that have been presented, mine is at  the other 
end of the experimental spectrum. The work I will describe represents a different kind of 
activity, fa r  more speculative and, consequently, far more suspect. Such is the nature of 
model making, and I feel that some rationalization is due. 
These earlier papers have explored, in a masterful and sophisticated way, the space and 
time relations of electroencephalographic data. The sophistication, for a number of excellent 
reasons, has centered about a set of mathematical notions, the properties of which have been 
extensively explored and shown to be of great generality, in principle at  least. Yet the re- 
sults of these approaches have an elusive quality reminiscent of the epicycles of Ptolemaic 
astronomy. Nowhere i s  function apparent. Exponential increases in data processing a re  
needed to explore another epicycle. It is no wonder that there is a lingering suspicion in so 
many workers close to the field that there must be some set of simple cohering principles to 
the EEG phenomenon, that principles other than purely statistical ones a r e  at work- The use 
of mathematical techniques developed for studying randomness and noise can only have been 
taken up as  a last resort. Exploring a wide range of simple brain models is essential if any 
alternatives to the complexity of such uncommitted approaches a re  to appear. 
I want to emphasize that my primary concern has been to generate models for developing 
new insights and approaches to perception, that my primary concern used EEG data as  a con- 
straint so that I was not trying to optimize the relevance of this model to EEG. Yet I feel 
that i t  does have relevance, at  least in tying EEG to function and in suggesting experimental 
directions. In understanding the model, it is important to focus on the function i t  is designed 
to perform. Consequently, the first part of this paper will do precisely this. I may, at 
various times, use a set of words o r  notions that have been out of fashion for some time. I 
hope you will bear with me on that. 
A central and persistent conflict in the long history of brain research revolves about the 
problem of local versus global function. The "globalists" go back to Descartes , at least, 
and continue through Flourens, Lashley and a large number of others into the present. Their 
influence has been felt most strongly in experiment and in showing the inadequacy of contem- 
porary theory, rather than in explicit models, which still seems to be dominated by ascend- 
ing, hierarchical, Sherringtonian, peripheral nervous system notions. These notions have 
been implicitly extended to the highest level of brain function, although there i s  a pineal 
gland fallacy to such an extension, that there is an all-knower at the top. Many people who 
could not take the pineal gland information apex a s  such have swallowed i t  in a piecemeal and 
distributed version. Yet there is something wrong with such a notion in principle aria not in 
localizability . 
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If the character cf the nervous system function must change above some ascending level, 
what can this higher process look like? To answer this, we must explore to find what the 
function of such a higher process could be. Unfortunately, here too, our views of function 
have been constrained, this time by the views of behaviorist psychology which, in many ways, 
a r e  like those of the proponents of local function. Behaviorism, in the interest of having 
careful, "scientific" experiments, has used dichotomous, restricted situations in a confined 
environmental context. But such a situation does not explore the most primitive information 
problem of a normal free animal. It lives in a world which i t  must deal with by use of many 
diverse attributes at different t imes.  Its initial information problem is  to decide which of 
these attributes belongs to the problem at  hand. And i t  seems much more reasonable that i t  
is in this problem, in which attributes from all over must be brought to bear on the stimulus 
problem to solve i t ,  rather than in the problem of answering a simple dichotomy in a con- 
strained situation, that the global activity must have i ts  function. To differentiate this func- 
tion, let me call i t  the attribute-segmentation problem. All the people who have attacked 
this problem have had to introduce some notion of global interchange. Let us consider a few 
possibilities. 
Figure 1 is  taken from Hebb's beautiful attack on this problem by introducing the notion 
of cell assemblies and cycles. His way of getting attributes to cope with each other i s  to have 
them all flow through each other. While this faces the interaction problem squarely, its 
solution is less  than satisfying, even to Hebb himself, I believe. For  one, the mechanism 
for  such interaction is  omitted; merely the opportunity for  i t s  occurrence is  considered. 
Hebb is  evidently aware of this since he also 
uses the alternate term "phase cycles" in de- 
scribing the interactive process.  What else is 
unsatisfying about the notion of the interactive 
loops? I believe that it i s  in requiring a com- 
plex and sophisticated primitive operation. 
Each element must know a t  each specific time 
what loop i t  i s  part  of. The loop approach re-  
sults, I feel, from using in the higher learning 
function the same mechanism that i s  generated 
to explain behavioristic learning, a lower func- 
tion. Consequently, the process for  dealing 
with nonsense syllables, for example, is not 
differentiated from the process for incorporat- 
ing a new word composed of good, recognizable 
syllables. While such a view leads to a lesser  
se t  of internal assumptions in the system, i t  
requires a simple function to be fulfilled by an 
unwieldy process. Let me belabor this point 
again since i t  is  central to the notion of func- 
tion. The problem of memory is  not simply 
)< that of forcing the learning of an attribute in a 
reward-pl~nishrnent simple-alternative situation. 
from H E B B  For  most learning, the attributes you have a r e  
entirely adequate for dealing with the world. If 
Figure 1 there a r e  a horse, a cow and a t ree  in a field, 
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.it is preposterous on the face of it to invoke statistical rules for fixing such a fact in memory, 
even though this is the f i rs t  time you have seen such a combination. 
Let us look at another approach to the interaction process - the use of broadcast ele- 
ments, each of which transmits one of a se t  of different orthogonal signals (in the simplest 
case, one of a se t  of sine waves) and receives all other signals. While such a process elimi- 
nates the need for complex interacting loops, it presents another se t  of difficulties. Probably 
the most important is in its limited time-bandwidth resolution. For  example, if each trans- 
mitted signal were a sine wave of 10 cycles bandwidth (approximately 0.1 second duration), a 
total system capability of handling frequencies from 0 to 1, 1000 cycles would handle only 100 
separable signals. The reason f o r  such poor resolution l ies in the failure of such a system 
to use spatial resolution, the largest dimension of resolution by far.  
1 It is toward purifying a process, centered on propagation but resolved precisely in the 
notion of location, that this work is aimed. Again, let me  say that it is very much a syn- 
thetic model, not aimed a t  closely matching our present brain data, but at suggesting new 
viewpoints from which that organ could be explored. The model is structured on the simple 
I simultaneity broadcast space shown in figure 2 .  Pictured here is a volume in which primi- 
tive attributes enter and motor outputs leave a t  the surface. Such attributes might be the 
terminus of the peripheral nervous system, an ascending connected hierarchical operation, 
for example. Time will not permit me to discuss the output process. Let me say, simply, 
that this can be synthesized by principles similar to the input process, which I will discuss 
I in detail. The problem the space has been contrived to solve is that of establishing which of 
the total set  of useful attributes entering it belong t o  the problem at hand, the attribute- 
segmentation problem. The basic unit of operation of the space can be formulated for  the 
organization of two o r  three attributes. I will confine the discussion to three, which is sim- 
pler to develop than two since it is a somewhat different geometrical problem. 
The three accented surface attributes of figure 2 represent those elements that we have 
fired. The volume has been cut by a plane through these points to show what action happens 
inside the volume. The ensuing waves a r e  shown expanding from these points. It i s  assumed 
that the firing of these points is synchronized and the velocity of propagation in the space is 
isotropic and uniform. These waves form a triple intersection a t  the equidistant point in the 
plane and then continue along a line through this point perpendicular to the plane. The veloc- 
ity of this point s tar ts  a t  infinity and rapidly decelerates, becoming asymptotic to the space 
velocity. The length of this line can, therefore, be 
fixed arbitrarily by some fixed-velocity inhibition 
process that is generated by the f i rs t  point, o r  by 
insisting that some fixed number of elements must 
be fired within a given time. I will assume here that 
the fired elements have caused the firing only of the 
equidistant point o r  some small line segment through 
it. Another interesting case would be to considerthe 
intersection of this line with the surface of the vol- 
ume. (It is possible to formulate this process with- 
out using time and synchronization. One interesting 
example would be  to have a two-velocity space in 
which distance from the initial firing element is 
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Figure 3 depicts some useful connection properties of such a space. The top central 
element is connected to the closer elements in the left-hand loop by the equidistance element 
on the left and to the further elements in the right-hand loop by the equidistance element on 
the right. (Remember that the loops may be in different planes .) Connection can be  made 
without regard to distance in such a space. Interestingly, distance is irrelevant but equi- 
distant is precisely relevant. Organization i s  by geometric relations. If the equidistance 
elements can also transmit, such a space allows fo r  the staging of simultaneity processes. 
As I have graphically pointed out in the same figure, such staging does not require all the 
elements to be  of the same sequentially-fired level, allowing for  the combination of simple 
and complex events. What results is a system whose hierarchy is ad hoc in that the interre- 
lation between elements is determined by the problem at  hand alone, and not by some fixed 
hierarchical level of an element. 
As you a r e  all aware, I am sure ,  notions of 
time-space exchange a r e  not a t  all new. Such 
notions have been suggested by various brain re-  
searchers  over the years .  As examples, le t  me 
cite K. S. Lashley's paper "In Search of the En- 
gram" and W. S . McCulloch's paper "How We 
Know Universals ." The virtue of the particular 
model I am proposing is  that i t  has purified and 
simplified certain aspects of these notions in a 
way that can be faced both directly and intuitively. 
1 CDmbn* I mpr  rnd I.ml. 
It takes advantage of the simple notion made popu- 
l a r  in relativity theory, but implicit in classical 
Figure 3 physics, that in a space with a finite propagation 
velocity, simultaneity is a relative property of 
observer and event. If this is the case,  why notuse 
event-determined locations to define the position of storage? Why t ry  to interconnect arbi- 
trarily defined points directly? 
Using an intermediary to connect attributes allows for considerable flexibility in counter- 
ing the kinds of objections that were launched against simple associationistic psychology in the 
early part of this century. One difficulty to using a simultaneity point a s  an intermediary is 
that i t  i s  not unique to a given se t  of attribute elements firing i t .  This raises a problem 
similar to that of "hash coding" in computer work. If no other processes were used to help 
solve this, it would mean that the variety of attributes that one could connect would have tobe 
small enough s o  that the total probability of mistakes would be small. While even such a 
situation might not be intolerable, the notion of context, which must be brought in la ter ,  i s  a 
very strong tool for countering this problem. 
Systems in which a number of elements distributed in space generate pulses from which 
waves ensue have been encountered in a large  variety of electronic systems, particularly 
those used f o r  navigation. These waves, because of the finite velocity of propagation, ex- 
change space and time. When the simultaneity of such a wave is considered, an interesting 
h t - -  . .  --- -- --- " - - -  - ? -3 
UL--..-VI.II v I L * l l  bulllr!a;tji dppt.iilb. L U I I S I U ~ L .  a piarlar system in which range is measured 
f rom two stations. With one object being measured, the a rcs  representing range from each 
station have only one intersection (if the solutions a r e  restricted to one side of the line join- 
ing the stations). With two objects, the two-range a rcs  have four intersections, with three 
objects, nine intersections, and s o  on. The improper intersections a r e  called "ghosts" and 
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inust be resolved by gathering and processing redundant data. A similar problem exists in 
the model described here with respect to the number of intersections. 
Figure 4. Ghost Problem 
Number of F i r  in91 
As figure 4 shows, the number of these intersections goes up combinatorially with the 
number of simultaneously fired attribute elements and quickly becomes uncontrollable. Thus, 
if one were to allow all simultaneity elements occurring in a situation with a lot of novelty, a 
large number of unnecessary o r  irrelevant elements would be  fired and the event space would 
become saturated needlessly and wrongly. Consequently, I have introduced an  assumption 
that new elements can be formed only if some small  number of new firings take place. (The 
question of determining a new firing will become clear shortly, when the notion of quenching 
is introduced.) Such a breakdown with complexity is an extremely interesting nonlinearity, 
I feel. 
All elements can be connected to each other as long as you do not t ry  to connect toomany 
a t  once. An interesting and relevant sidelight i s  the observation of such limitations in 
humans. George Miller, in "The Magic Number Seven, " describes a ser ies  of experiments 
in which limitations to recognition rate a r e  relatively independent of the complexity o r  size 
of alphabet from which the elements to be recognized a re  taken. Such a limitation is directly 
interpretable in t e rms  of a signal density limitation in the event space. In this way, the 
process is unlike s o  many synthetic brain process formulatjons arrived at using fashionable 
contemporary mathematical primitives from group theory o r  set  theory, for example. These 
a r e  specifically guaranteed to prevent trouble from complexity. 
If the process can only make new associations when relatively few elements a r e  firing, 
it must be  heavily pressed to restrain unessential firings. The sine qua non of the firing re- 
straint process is the quenching by an equidistant element of the elements that a r e  firing it. 
The ability to  quench the stimulus can also have the function of assuring that all elements of 
the stimulus have been dealt with. Quenching makes for a system that is extremely respon- 
sive to novelty. The notion of quenching the stimulus has been proposed by a number of psy- 
chologists over the years and has enjoyed cyclic popularity. 
Figure 5 shows the geometry of quenching precision for different amounts of information 
stored. If the central equidistant element that has been stored is simply a point, only time 
information can be used in quenching. Consequently, all the firing elements within the spher- 
ical shell will be  quenched. If a line element is stored, the plane of the generating attribute 
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elements can be determined to a degree of accuracy, dependent on the length of this line 
element. Consequently, the truncation of a spherical shell by a cone can be quenched. The 
small planar e r r o r  approximation to this, an annular cylinder, is shown in figure 5 .  If angle 
of arrival  within the plane is known, quenching can be 
st i l l  more precise, a s  shown by the three pyramidal 
volumes emanating from the central element. 
The quenching described above would be only one 
of many mechanisms that would have to be employed if 
the preponderance of unessential firings were to be 
eliminated. As a f i r s t  move in this direction, exten- 
sive prefiltering would be essential in the peripheral 
system. Therefore, such a space does not replace 
peripheral processes, but rather requires them. If 
they a r e  hierarchical, not only the highest level, but 
also lower levels can impinge upon the event space. 
In this way, for example, points as  well a s  line ele- 
ments from a visual system could be inserted, al-  
though the points precede the lines in the hierarchy. 
If such a process is not allowed, i t  becomes difficult 
Figure 5 .  Degrees of to unscramble simple stimuli once they have been 
Quenching Precision processed through complex detectors. 
The use of context i s  also necessary to reduce firings. An ellipse can be the visual 
stimulus for a coin, the letter " 0 , "  a dish and a host of other cognitive entities, a s  well a s  
the idea of an ellipse itself. All these cannot be allowed to f ire when only one has contextual 
relevance to the stimulus situation. Context can be inserted into the cvent space by the use 
of a prebiasing process. Those entities which have an immediate history most similar to the 
immediate history under which they occurred before would be  biased to f i r e  ear l ier .  Such a 
notion is similar to Hebb's approach to the notion of context. Indeed, much of the event space 
is  amenable to Hebb's development of the psychology of man from cell assemblies and cycles. 
One need only substitute this interaction process for his.  Adding the quenching process to 
the use of context leads to perceptual constancy. Once the object has been accepted in one 
context, its firing is removed from the space; therefore, i t  does not f ire any elements in 
other contexts. 
Firing can be further reduced by acting specifically on an element o r  a few elements 
from the outside. Such specific action could take the form of exciting, preexciting o r  inhibit- 
ing such an element. This could be done from a logical processor working in conjunction 
with such a space from the outside. The address of a particular element in the volume is the 
time inverse of the times at which the pulses a r e  received a t  the receiving plates. A small 
number of elements could be addressed at once without ambiguity by using a quadruple in- 
stead of a triple intersection. It is interesting to note that in spite of the event space being 
a parallel processor, i t  i s  capable of interconnecting with a sequential processor o r  any 
external processor as  long as  one does not t r y  to make this connection to more than a few 
elements a t  a time. 
If I may maintain my argument that this is still  a synthetic system that I am proposing, 
in spite of what appears as  attempts to explain brain function, I would suggest that such an 
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external processor could be a conscious sequential activity interacting with a preconscious 
parallel activity. What results is a combined system that can juxtapose elements and can 
inhibit o r  excite whole contextual areas by proper choice@) of elements they interact with. 
This would be difficult to envision if these properties are separated and distributed, rather 
than stored locally. Indeed, the virtue of such a system is not merely the storage of some 
kind of analog of the external environment, but the ability to explore and play on the elements 
of such an enyironment. I like to think of such a machine a s  a metaphorical rather than a 
logical processor. 
Such a view of the perceptual process suggests that it is here that the psychiatric char- 
acter of man is infused. At some level, this character must be an extreme virtue to be so 
deeply imbedded in us. Whatever the accuracy such a model may have for the physiology of 
brain processes, it may well be useful as a device for mapping our psychiatric struggles at 
the perceptual level and tying these two phenomena together. One example I have just men- 
tioned is the struggle between excitative and inhibitive processes. Another interesting one 
comes from the assumption that equidistant elements, once fixed, a r e  permanent. Any at- 
tempt at erasure o r  forgetting can come only by overlay, that is ,  by having contextual o r  other 
forces prebias new elements to fire ahead of the one to be erased. Thus, the notion of trans- 
ference can also be introduced at the perceptual level. 
I would like to return briefly to the problem of learning. Two kinds of learning can take 
place. The behaviorists' learning can be considered in terms of the generation of new prim- 
itive attribute elements, where the old elements a r e  not adequate for dealing with the prob- 
lem at hand. The event space can be considered the place where structured learning takes 
place when the primitive attributes a re  adequate. It i s  interesting that this space does not 
need reward-punishment to learn. Consider the case of an infant who just lies and watches 
his hands as he moves them. When the concommitant sensory inputs a r e  not too complicated 
(that is ,  they a re  complicated just marginally beyond what he has learned to understand), he 
simply stores them as a new equidistant point o r  few points. Viewed in this way, i t  i s  no 
wonder that the visual system and motor system a re  intimately tied together. The space is 
simply a simultaneity capturer. It is  not a self-organizing system in the way we have been 
hearing about them recently. Indeed, most of the self-organizing systems presented required 
reward-punishment learning from the outside and so  were not self-organizing at d l .  Such a 
process can also be externally organized. This is done by putting attributes o r  events to- 
gether by simply inserting them together. Of course, this i s  the kind of process that society 
continually teaches by. It i s  the way we build up information structures and relate new ex- 
periences to old information structures when they f i t .  It is very difficult, and may well be 
impossible, to be naive towards a problem once the information structure i s  built in. Learn- 
ing to be naive may well be an extremely sophisticated problem to such a learning process. 
Figure 6 shows another capability of such an event space, that of coding location. 
Location is important in a visual field; therefore, I will use the visual field as an example. 
I have assumed that a number of elements in the event space respond to the same occurrence 
on the input surface. In that case, they will be fired at different times. The time differ- 
ences form a set of delays which a re  adequate for coding direction in a set of delays. This 
leads to a set of hyperbolic coordinates for a planar-input surface. If one moves the fixation 
point, these delays can be preinserted, leading to a way of distinguishing internal from ex- 
ternal motion. These preinserted delays would continue to code the location of the object 
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even after it has moved from the visual field. In such a coding, "whatness" o r  attribute de- 
tection is separated from "whereness" o r  location; thus, it is possible to make recognition 
independent of location. "Whatness" is determined by which element is firing and so  is coded 
discretely; location is  coded by the delays and s o  is continuous. Because the coding of loca- 
tion is inherently different from the coding of attributes and, in addition, uses time as  well 
a s  location in the event space, i t  should be expected to have quite different properties in the 
event-space interplay, a s  well a s  in the event space's relation to an external processor. 
Where interplay of attributes i s  desired, doing this should be more difficult when carrying 
along location. When interplay of location is desired, trying to do this should be  more diffi- 
cult while carrying along a wide variety of attributes. Connection with sequential operation 
should be more difficult for location. F o r  example, it might be possible to inhibit attributes, 
but not to inhibit locations. 
Up to this point, I have outlined a model o r  class of models aimed a t  explaining function, 
rather than electrophysiology. I have elaborated on i t  considerably beyond the minimum ne- 
cessary for proposing a particular experimental procedure, and I have done so for two rea- 
sons. Firstly, any realistic processing of EEG data is a considerable undertaking, and i t  is 
not done without a real  motivation, which I am trying to supply. Secondly, what I have de- 
scribed is only one particular model of a whole class that could be generated with the great 
variety of details possible. Unfortunately, the change in details can drastically change the 
expected output and the mechanism of processing the data. Consequently, the exploration of 
such models is an evolutionary procedure, requiring an intimacy and insight into the data. I 
will outline presently a particular model, with the hope that you will understand it more as  a 
method of approach than as a definitive presentation. 
The class of models consists of two parts: (1) a propagating part  causing an expanding 
wave in which there i s  a spatial continuity, the firing elements being adjacent to the elements 
they fire, and (2) an attribute space in which the notion of adjacency does not enter.  The 
first  i s  in principle a continuous operation although it may indeed be taking place in a discrete 
approximation to it. If one assumes such a process to be taking place in a neural network, a 
discrete process i s  implied. It is not necessary to invoke the neural activity, however. The 
glial space is, at the very least, transmissive and could serve such a function. The whole 
field of EEG, of course, bears witness to the considerable energy that lies outside the neu- 
ronal network. It is impossible to place a microelectrode inside the brain without obtaining 
all kinds of background pulses, which also indicate the transmission of electrical energy 
Figure 6 
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through the glia. It i s  not necessary, of course, to consider this an either-or situation. In 
all probability, the glial space is not a source of electrical energy and so would be dissipa- 
tive electrically. Some combination of neural and glial activity could facilitate such a pro- 
cess. Or i t  might not be electrical in nature at all, but chemical o r  even mechanical. 
The second part of the process consists of point sources capable of exciting each other 
at a distance. These elements operate only on their local environment, looking for simul- 
taneity. These elements do not have to know any complex responses; their location is that 
response. This part of the process can be considered to extend the Sherringtonian peripheral 
nervous system notions to the global central processes to a maximal degree, since it depends 
on simultaneity as the relevant stimulus. I would like to emphasize that these models do not 
require the assumption of new brain processes; they can be envisioned as  a new organization 
of known processes . 
Except for the coding of location, described previously, it can be recognized that the 
isotropic uniform velocity property, which I have assumed, is not required. Any fixed (non- 
time-varying) velocity throughout the space is all that is required to bring time simultaneity 
to the same places each time. Such a property would suffice for quenching also. It will then 
be an equitime, rather than an equidistance, organized space. Linear changes in velocity 
would not alter the points of simultaneity. However, time jitter o r  nonlinear changes in ve- 
locity will drastically affect the operation of the space. This may form one way of arriving 
at testable predictions for the model. Such a model may be useful for physiology simply be- 
cause i t  presents in a pure form a system which poses an extreme experimental difficulty, 
that of exploring a system in which coding is entirely in location. No matter where you put 
in the probe, you have the same signal out. And yet, the information is coded. 
How does one deal with such signals? It certainly challenges the notion that insight will 
be obtained by the statistical analysis of microelectrode data. Yet, such a system is amen- 
able to analysis by gross probes of the EEG type. As a sample assumption, figure 7 shows 
D- Di j Figure 7. Firing Function f(t); F = f(t-ti- J); F. = f(t-t.- -) 
observer v J 1 v 
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three firing elements and their equidistant point. It i s  assumed here that in the f irst  part  of 
the process the expanding spherical wave does not contribute to what the observer sees .  All 
elements generate the same function on firing, f( t) .  This function need not be a pulse in this 
formulation, merely a point source.  An observer would receive the sum of all the fired lo- 
cations, with proper time of firing and propagation delays taken into account. The equations 
describing this a r e  included in the diagram. These equations include the fact that there is  
an interrelationship between the firing times of the various signals. The autocorrelation 
function of the received signal which, from a Wiener point of view, is the result of loosely 
coupled synchronized oscillators is here interpreted a s  the distribution of time delays en- 
countered in elements firing each other a t  a distance. 
Investigation of this and similar point-source models a r e  feasible, although difficult, I 
feel. The sophisticated analysis described a t  this meeting shows the degree to which time- 
space problems can be handled currently. The analysis implied by these processes requires 
a minimum of four receiving sites to unambiguously determine a source. The analysis would 
s tar t  with some assumed firing function and generate these for all the possible positions it 
could be in. Such a procedure is complicated, but not beyond the class of what is being 
undertaken o r  planned. I am sure  that this approach, like others, will in practice result in 
having a number of unexpected difficulties. However, I feel that the insertion of brain func- 
tion into EEG studies would be an important development. Only in this way can we bring to 
bear the wide class of non-EEG data on brain and behavior to the EEG problem. 
DISCUSSION 
Dr. Ervin: I confess that I have difficulty in coping with models in the abstract. Yet 
with some confidence built purely on faith, I feel that they a r e  definitely a good thing. If I 
have a reason for  thinking so,  it is that the model, a s  has been so  often suggested in the 
papers presented here, makes i t  necessary for us to be explicit in the hypotheses which we 
test  experimentally. This necessity contributes greatly to defeating people who have access 
to computers and know neither what their experiment was nor what the data mean, but think 
that by puttinglarge amounts of them into a largebox, they will come back with some explana- 
tion factor. Analytic methods seem to me a prime example of such techniques. 
Therefore, models a r e  a good thing, and we have too few explicit ones. We all have 
some kind of model, I suspect, and i t  is s o  often left implicit that we overlook the postula- 
tional nature of the phenomena that have gone into i t .  Dr .  Adey has already made this partic- 
ular  remark. However, I did upset the last  group of people I talked to by referring to the 
neuron a s  Cajal's hypothesis of neuron function. Most of us have assumed for so long that 
we are dealing with a set  of discrete units called neurons that we forget this remains some- 
what of a hypothesis about brain function. 
M r .  Blum, i t  seems to me, has called attention to a se t  of implicit hypotheses which 
have underlain much experimental nerve physiology in the last  many years and which, a s  he 
says, have been built from ancient models of quite simple nervous systems. This i s ,  to be 
sure,  a parsimonious way to proceed, but i t  faces us with some dilemmas of interpretation 
of the kind that a r e  presented by such determined experimentalists as S i r  Eccles having to 
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flip to the mind a s  something floating in parallel with the brain. Thus, we need to think of 
ways in which to grapple with brain function in the global qualities that Mr. Blum talks about. 
There a r e  one o r  two things that a re  either reassuring o r  disturbing. I have for many 
years suspected that the brain was nothing but a homogeneous mess of porridge, and I gather 
that this is an underlying assumption of his model which I would like Mr. Blum to comment 
on. It seems to me that there is some experimental data consonant with that notion. 
Concerning the second kind of problem that I am faced with in listening to a model, I 
I 
I guess I am an analog computer and I like things to sink my teeth into. It seems to me that 
one way of defining a model i s  to make some rather specific experimental predictions about 
it. A model should lead to something highly testable. And, a s  we have argued about other 
things before, my criterion is: can we suggest an  experiment that would critically disprove 
the existence of this model? Is there something we can in fact do in the laboratory that looks 
at  i t?  
I think i t  would be beneficial if  Mr. Blum would put together some of the observations 
about the real brain and/or the real mind in terms of psychological function that have led 
i him to feel it necessary to generate this particular model. 
Just one comment in passing about the reward-punishment learning. I suspect that no- 
tion is already weakened on an experimental basis by the experiments of Doty and Gergia and 
others, but they showed explicitly that simple simultaneity of input, in this case shock to the 
various portions of the brain, could lead to the establishment of a "conditioned reflex" with- 
out the intervening variable of obvious motivation reward, punishment, o r  whatever. 
Mr. Blum: This kind of space cannot be made completely homogeneous since i t  repre- 
sents an entity that must be discrete, namely the space of attributes. In addition, the meas- 
urement of simultaneity must have some time and distance tolerance. 
The comment about the testability of the model is quite relevant, and I have left myself 
vulnerable with respect to it. It is not that I think the model is untestable, but that the model 
is rich in possibilities. There is often a period in the generation and gross exploration of a 
riew model that tempts one to make too many predictions. These predictions a re  all too often 
not decisive with respect to all other models. Often they do not even entail necessary results 
for all versions of the model. Consequently, hurried patchwork is brought in to fill in holes 
left by premature prediction. A model can be thought of as a framework for thinking about a 
problem, and perhaps this one should be thought of in this way in its present state. Predic- 
tions that could be made at this stage would have to be general to be prudent; for example: 
(1) that part of the EEG data could be broken down sensibly into a series of point-source 
emanations, (2) that there is a breakdown in EEG aspects of learning response when the , 
stimulus is too complex in a way that the organism cannot select some few relevant attri- 
butes, and (3) that there a r e  time inversion effects with respect to exciting some element 
and receiving its firing. Such a model may be useful simply as  a "gedanken" tool. 
My reason for generating the model comes from my own background, information and 
detection theory, and the attempt to extend these ideas to the understanding of human thought. 
I became aware of a Zeitgeist that saw all intelligent activity through statistical operations 
and logical operations that were unenumerable, except by Kantor's definition. There ap- 
peared to be a modern alchemist's dream in this viewpoint. The elements that made up this 
dream were so  deeply imbedded in our theoretical viewpoints that I found i t  impossible to be 
able to state what was bothering me within the viewpoints. My initial work in this a rea  was 
aimed at simply defining machines and processes on which I could state my objections. 
18. TECHNICAL DETAILS OF DATA ACQUISITION FOR THE NORMATIVE 
I ELECTROENCEPHALOGRAPHIC REFERENCE LIBRARY- . 
Peter Keliaway 
College o/ Medicine, Baylor Uniuersity 
Discussant: Antoine RCmond 
The program we a r e  going to discuss is a joint undertaking of NASA's Manned Spacecraft 
Center, Baylor University College of Medicine, and the Division of Space Biology of the 
Brain Research Institute a t  UCLA. The data collection has been carried out a t  Baylor by my 
colleagues Dr. Maulsby and Dr. Graham. 
The initial planning and organization of the entire project was developed by Dr. Dietlein 
and his associates in the Manned Spacecraft Center. During 1962 and 1963, Dr. Dietlein 
called together a group of consultants consisting of Dr. ~ & m o n d ,  Dr. Adey, Dr. Burch, 
Dr. Shipton, Dr. Rhodes and the Baylor group for several meetings in which the general 
objectives and guidelines of the project were se t  up. 
The fundamental concept of the project was the creation of a tape library which would 
serve as normative or  baseline data for the development of automatic analysis techniques 
applicable to monitoring central nervous system function during space flight. 
In addition, it was thought that this study might serve to establish forms useful in the 
selection of future flight personnel since the recorded data could be correlated with each of 
the subject's past and future medical and flight-performance records. 
I The subjects used in the study a r e  flight personnel on active duty in the U.  S. Air Force. 
Their ages range from 25 to 35 years. The majority are  pilots, but a small number of 
I navigators and electronic warfare officers were also included. 
Before arriving in Houston for the recording sessions, all subjects underwent an exten- 
sive and somewhat rigorous medical and psychologica! evaluation a t  the School of Aviation 
Medicine, Brooks Air Force Base, Texas. The clinical data in summarized form will be 
included in a concordance now under preparation which describes in detail the eyeball analy- 
sis of the EEG and psychophysical data. 
The magnetic tape recordings from each subject contain 18 channels of the EEG, two 
channels of electro-oculargram or  EOG, and one channel each of electrocardiogram, electro- 
myogram, impedance pneumogram, digital plethysmogram, skin temperature and basal skin 
resistance. 
The original objectives initially set up by the committee called together by Dr. Dietlein 
in Houston required the recording of what was deemed by the committee to be all of the 
important measurable EEG and psychophysiological data on a large number of subjects under 
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identical conditions in a form easily usable by other investigators. Let us consider each one 
of these objectives ifi turn. 
Because of the limitations of the number of channels and other considerations, the objec- 
tive all-important data were eventually reduced, a s  I have already indicated, to the following: 
voice indication, GSR, BSR, pneumogram, one EKG channel, vertical eye movement, hori- 
zontal eye movement, skin temperature, EMG (just one electrode pair on either the chin or  
the arm), plethysmogram, and 18 EEG channels. 
This, of course, represented a compromise, for many of the consultants wished it to be 
different. Some, for example, wanted more and better garbage channels, and others pre- 
ferred more electrode placements and verbal montages for topographical analysis of the EEG. 
Estimates of what would be a statistically significant number of highly selected normal 
subjects ranged from 100 to 500. A final number of 200 was chosen on the basis of clinical 
experience that this i s  approximately the number required to demonstrate the range of normal 
variability of the EEG in adult subjects in a narrow age range. 
The most difficult of the objectives to realize was that the data be easily usable by other 
investigators. The decisions already reached concerning the number of parameters to  be 
measured, the number of EEG channels, etc.,  caused some other rather arbitrary decisions 
to be made on this point. For example, since these records were to be on magnetic tape, 
the following parameters had to be determined: (1) tape width; (2) tape speed; (3) tape for- 
mat; and (4) the type of recording, F M  or direct. 
The essential consideration was that the final record, when reproduced by another 
investigator, should be of the same quality a s  when coming from the original transducer or  
electrode set. But the final tape available to an investigator would have been transcribed 
from the original waking record and dubbed from a record which itself was selectively dubbed 
o r  edited from the original long-sleep recording. The goal, that the investigator making a 
playback of one of these tapes would obtain data which was equivalent to that which he might 
obtain directly, in spite of the multiple processing that was involved, was a difficult one to 
obtain with all of these intermediate steps. 
The bandwidth for the EEG record was se t  a t  about - 5  cps to 1 kc s o  that evoked-response 
work might be done with these records. 
A standard tape recording scheme was, of course, desirable. The final one chosen 
was the TRIG-FM system without multiplexing. The new IRIG double-bandwidth system r e -  
quires a 3-3/4-in. /sec tape speed for a dc to 1.25 kc bandwidth FM system. However, 
7-1/2 in./sec was chosen a s  the standard speed since higher speeds generally have less  wow 
and flutter and less  high-frequency noise fo r  the same bandwidth. In addition, 66 minutes 
of recording can be accommodated on a 10-1/2-inch ree l  of 1-1/2-mil tape at  this speed, 
and this is the smallest standard ree l  of instrumentation tape. 
Bccausc thcsz stacdards .:*'ere set ,  there only two IRIG chcices for t l pe  ~ ~ i d t h ,  1/2 
inch with 7 tracks or  one inch with 14 tracks. Since even with duplexing some physiological 
data channel into single tracks, we still had 7 tracks occupied with non-EEG data, and i t  was 
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clear that 14-track tape would have to be used. Furthermore, a s  one track would be neces- 
s a r y  for coding and timing information to indicate what part of the awak; r e c o ~ d  is occurring 
and when stimuli a r e  delivered, this left only 6 tracks of EEG. 
I Since none of the committee members thought this was sufficient, it was decided to use 
I two one-inch 14-track tapes per subject. Each subject would therefore be represented in 
I 
I .  the l ibrary by two 10-1/2-inch ree l s  of one-inch tape. 
A 10 kc timing tone was duplexed onto the voice channel in order to have a time check. 
I 
i The voice channel was arranged with a high-frequency cutoff a t  about 5 kc. The code and 
I timing records a r e  identical on both tapes and thus permit accurate relation of the time of 
i occurrence of data on the two different tapes. 
The tape transports used in this project were Precision Instrument Type 414. In these 
units, the wow and flutter noise i s  about 20 mV peak to peak of a total recorder range of 
* 1.4 V when recorded and reproduced at  7.5 in. /sec. It is, however, considerably less  than 
this a t  higher speeds, and we decided to do al l  our dubbing at  60 in. /see in order not to intro- 
duce additional wow and flutter and, also, to save time in the dubbing operations. 
If we se t  the maximum signal level at  *240 pV, equivalent to the EEG electrodes, the 
20 pV of wow and flutter is equivalent to 3 pV peak to peak. It is possible to reduce this by 
a t  least a factor of 10 with wow and flutter compensation, and the 10- kc timing tone on the 
direct channel was suitable for this purpose. It is expected that the investigators using play- 
backs from our tapes will use the compensation network, available from Precision Instru- 
ments and most other tape recorder manufacturers, which will reduce the wow and flutter 
from 3 VV to . 3  pV. 
A new transistorized EEG preamplifier was built by Dr. Graham for this project and has 
the following characteristics. The input impedance is . 6  MQ . The common mode rejection 
is over 80 dB with electrode-source impedance on balance up to 10,000 ohms, with a gain of 
1500, a bandwidth of .I-1 kc, and noise less  than 5 pV r m s  equivalent at  the input. 
This signal conditioner is followed by an attenuator and postamplifier which, with the 
EEG channels, makes the overall gain characteristics 6,000 from 5-80 cps and 18,000 from 
240 cps to 1 kc. A smooth crossover occurs between 80 cps and 240 cps and a smooth 
single roll-off below . 5  cps and over 1 kc. 
The high frequency noise that is over 240 cps  from magnetic tape FM'systems was just 
enough to make it necessary to increase the gain of the amplifier in this region s o  that the 
dominant noise upon playback is that produced by the input stage of the preamplifier. This 
is less  than . 5  r m s  referred to  the input. 
A simple equalizing network i s  needed in the reproduce output to make the overall sys- 
tem gain flat from .5 to 1 kc. Since there i s  almost no noise in the . I-. 5 cps band on the 
tape, a base boost circuit could be used to make the system bandwidth appear flat from . l - 1  
kc a s  this seemed to be desirable for some special investigations. 
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The gain of 6 , 0 0 0 , ~ ~  to 80 cps set  the full scale input a t  about * 240 pV, which seemed 
to be adequate f ~ r  this purpose. However, this was possibly a poor choice since we found 
no pen blocking even with deep sleep, or  it possibly would have been better to have used a 
lower factor. 
The EEG channels a r e  calibrated by switching the inputs from the electrodes to a voltage 
source which applies 15 pV positive and negative step signals of 5-second duration. The 
eye-movement channels a r e  similar to the EEG channels except that the low frequency cutoff 
i s  .25 cps and the preamplifier gain i s  less. They a r e  calibrated by having the subject look 
sequentially a t  four fixed points in the test display, and they a r e  also calibrated by switching 
to a 15-pV signal. 
The EKG channel i s  similar to the EEG channel, but has a lower gain preamplifier. It 
is calibrated with a switch 500-pV signal. Similarly, the EMG channel i s  like the EEG chan- 
nels, but it also has a lower gain preamplifier and a low frequency cutoff at  about 50 cps. 
It is also calibrated by a 500-pV signal. 
The BSR and GSR a r e  different treatments of the same quantity, a resistance. A 10-pA 
current is passed through a 1-cm2 area ,  and the voltage produced is  amplified and recorded. 
A 300,000-ohm resistor is added in parallel with the input of the high-impedance ampli- 
f iers to keep the very high BSR recordings on scale. The zero is displaced so that the BSR 
recordings from zero ohms to infinite ohms produce output voltages to the tape recorder 
between -1.4 V and + 1.4 V. 
The calibration consists of disconnecting the input from the subject electrodes and 
changing the resistance across the input in the following sequence: 01, 050, 51, etc. The 
dynamic range and noise of the playback a r e  such that the output may be ac-coupled and fur- 
ther amplified to retrieve the GSR signal. The wow and flutter noise without wow and flutter 
compensation i s  visible in the output, but i s  easily differentiated from GSR responses which 
a r e  much slower and have a different waveform. 
The finger plethysmogram consists of a dc-excited light on one side of the fingertip and 
a cadmium sulfide photocell on the other. The photocell is an abridged circuit. 
The original circuit zeroed the output by adjusting the resistor in the bridge arm. We 
changed this by using a fixed resistor in the bridge circuit and zeroed the output by adjusting 
the current level in the lamp. The light level is so  low that the finger must be shielded from 
room light in order not to give spurious readings when the finger i s  moved. 
This zero arrangement has the advantage of always giving the same output for  a given 
percent change in light transmission regardless of the static light absorption. The output is 
dc-coupled to the tape recorder,  and the playback i s  such that i t  can be ac-coupled and fur- 
ther amplified to obtain the ac plethysmogram. 
' lhe skin temperature i s  measured with a high-resistance tnermistor in a bridge circuit. 
The output level i s  sufficiently high to be mixed with the EKG output and the combined signals 
sent to the postamplifier and, from there, to the tape recorder.  The bandwidths a r e  suffi- 
ciently different so  that i t  i s  simple to separate the two on playback. 
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The impedance pneumograph used was developed for this study since all those available 
operated a t  such a high voltage level at the electrodes that they interfered with the other chan- 
nels. This is a particular problem when dealing with both pneumograph and EMG. The 
operating level of the one used was about 10 mV peak to peak at 40 kc. The output is direct- 
coupled. The zeroing is accomplished by setting the level of the oscillator with a helical pot 
control, and the output response is constant for a given percent change in the impedance 
level. 
The helical pot dial has been calculated in terms of zero setting versus quiescent im- 
pedance. We find that almost all subjects a re  very close to 400-ohms average impedance. 
The EMG output i s  added to the impedance-pneumogram output, and both are recorded on 
one channel. Once again, the bandwidths are  different enough so that no difficulty is found 
in separating them on playback. 
The code channel is generated by the UCLA equipment and recorded directly on both 
tapes. It includes binary-coded decimal-event codes, stimulation marks, response marks, 
and epoch signals which may be interpreted from a pen writeout or by an appropriate digital- 
computer program from the sampled output. 
The sleep records, a s  I said before, are made in the same manner as the awake 
records except that the sequential code marks a re  put on every 6 seconds. A pen-recording 
writeout is examined by the electroencephalographer and the desired sections noted for 
editing onto the master tape; i. e., the last part of the awake tape reel. The time-code 
marks a re  noted for these sections. The two reels are mounted on two tape transports, and 
this initial time code for the first edited section is set on switches on the control rack. 
The original tape record of the sleep is started in the reel mode, and just before reaching 
the desired place, the master tape is automatically started. When it Peaches the proper 
speed, the recording process is automatically initiated. 
First, an appropriate code mark i s  automatically recorded, and then the desired record, 
which may be 15 to 20 seconds of recording, is dubbed. This i s  all done at 60 in/sec without 
demodulating o r  remodulating the F M  channels. The net result does appreciably increase 
the wow and flutter, but the increase in the high-frequency noise is only about 40 percent, 
which is the minimal theoretical amount. 
Such are the details of the collection of the normative material. The extent to which this 
program now fulfills the objectives originally set forth by the committee will have to await I 
the success of those who use them. The immediate product for us has been the determination 
of normative EEG data in a selected age group under conditions of various states of sleep and 
wakefulness, and we hope that this may contribute in some way to clinical EEG. 
DISCUSSION 
Dr. Rgmond: Dr. Kellaway has presented an extremely clear and understandable pic- 
ture of the program he has been directing in Houston for the last year or 18 months. 
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I am reminded of the International EEG Congress which, I believe, was held in Brussels 
in 1957. Just  before it there had been a meeting of quite a few officers of the Federation. 
All the committees were together, and they were trying to determine what tool would be best 
for the future progress of EEG. Interestingly enough, they concluded that the only proper 
tool of importance for us would be a magnetic tape recording which would enable us  to ex- 
change data. Through this exchange of data we would be able to work on exactly the same 
records with a s  many different approaches a s  possible from the various laboratories. 
This has been achieved some years later. Not only has it been achieved, but probably 
i t  has been enriched by all the technical progress through these last  15 years. 
The efficiency with which Dr. Kellaway has conducted this data collection can be under- 
stood possibly still more when one knows that he was not biased a t  all by the belief that all 
the answers of future EEG were in data processing with the computer. 
In fact, he was not at  all of that opinion. Therefore, all the highly complicated aspects 
of EEG, so unpredictable and so  individual, could only be dealt with by the immediate high 
budding of a very experienced clinician. He was not biased at  all, but he was the one to 
accept and conduct this program, and I think that he has done it very well. 
Dr. Kellaway: I might say that we ourselves feel perhaps the same way that this group 
did in the tremendous silence that followed Dr. ~ g m o n d ' s  comment; namely, that having done 
this, we wondered whether, indeed, the dream of i ts  being analyzed adequately will ever 
come true. Certainly, we have already begun to see  from the work a t  UCLA certain ways 
that the clinical electroencephalographer might look at  the records by eyeball. Particularly, 
some of the facts which Dr. Walter pointed out have helped u s  to look a t  the records in a dif- 
ferent way. Therefore, in a sense, even i f  analysis is  never thoroughly and completely made 
of all these tapes, we feel that we will be able to derive in some small way perhaps a better 
way of looking a t  them from an eyeball point of view. This would be a very small return on a 
large effort. 
I . e8'19. COMPUTER ANALYSIS OF THE EFFECTS OF BEDREST ON CARDIAC DYNAMICS . - 
Carlos Vallbona 
Texas Institute for Rehabilitation and Researcb 
College of Medicine, Baylor University 
i Discussant: David G. Simons 
Studies of the effects of bedrest conducted in 1963 at the Texas Institute for Rehabilita- 
tion and Research (affiliated with Baylor University College of Medicine) had the following 
objectives: 
I (1) To attempt to quantitate the degree of cardiovascular deconditioning occurring as  a 
result of bedrest of variable duration 
(2) To test specific hypotheses on the mechanisms of orthostatic hypotension 
(3) To evaluate the information provided by indirect techniques of measurement of the 
cardiac cycle and its phases 
I (4) To evaluate the possible effect of isometric exercises in offsetting the deleterious 
effects of bedrest. 
1 EXPERIMENTAL DESIGN 
Our experimental design required the collection of abundant data. We, therefore, 
adapted a system that would permit collection, digitization (semiautomatically), and retrieval 
of data for application of statistical or mathematical models previously chosen to test the 
, validity of hypotheses. 
Figure 1 shows the calendar of our studies. In the first  study (Study I), six subjects were 
ambulatory for several days before they were put to bed for 3 days. A passive tilt test was 
done prior to bedrest and again at  the end of bedrest. Following bedrest they were kept in 
the hospital under controlled observation although they were able to get up and move around. 
A second period of this study consisted of observations and tests under conditions similar to 
the first period, but during the bedrest period they performed isometric exercises. 
The major difference in the experimental design of the second study (Study II) was the 
duration of bedrest and bedrest with exercise which lasted 14 days. Six subjects participated 
in the first period. Five of them and an additional person took part in the second period. 
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DATA PROCESSING SYSTEM 
We used a dual system for collecting data, as  shown in figure 2. Analog data obtained 
by physiological monitoring were collected on magnetic tape. Adequate coding of the tape 
simplified the searching and retrieval of data a t  desired intervals. The data were then edited, 
digitized and computed. At the same time we provided for processing of such clinical data 
a s  signs and symptoms, intake and output, position of the subjects, results of laboratory 
tests, etc. These digital data were then coded, punched, compiled, processed by the com- 
puter, and merged with information derived from the processing of analog data. 
Figure 3 shows a sample of the analog records obtained during monitoring and throughout 
the passive tilt tests. The electrocardiogram i s  in channel one, the carotid pulse tracing in 
two, the radial pulse tracing in three, the phonocardiogram in four, the electrosphygmogram 
in five, the intra-arterial blood pressure record in six, the impedance pneumogram in seven, 
and the cardiotachogram in the eighth channel. 
~h&&trument  used to digitize the records is shown in figure 4. The choice of a semi- 
automatic"technique instead of an automatic analog-to-digital conversion was a pragmatic 
one. S.&ce we needed to report the results of the tests as  quickly a s  possible to the Manned 
~ ~ a c e d i t - c e n t e r  in Houston, we felt that developing programs for semiautomatic analog-to- 
digita* c0~&1-%ion would be simpler than writing computer programs to process the large 
~ o l u m ~ ~ . ~ . d &  that we would derive from automatic analog -to-digital conversion. The points 
of interestewere recognized by the operator, digitized, and sent to the computer for analysis. 
It was not difficult to train the operator in the recognition of points. Records obtained 
at slow speed were digitized without significant errors.  Records obtained at fast speed 
Figure 2 
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(fig. 5) allowed for recognition of specific points of the cardiac cycle. Digitization of these 
points permitted measurement of the RR interval (duration of cardiac cycle); the duration of 
the mechanical systole (pulse excitation period); the duration of the diastole; the duration of 
the isotonic and isometric phase of systole; the measurement of the time interval between 
the first and second sound; and the measurement of the time between onset of QRS and the 
f irst  heart sound. Measurement of the interval between onset of carotid and radial pulse al- 
lowed for computation of the pulse wave velocity. 
THE EFFECT OF BEDREST ON MEASUREMENTS OF THE 
CARDIAC CYCLE AND ITS PHASES 
What was the purpose of measuring the cardiac cycle and its phases? We were interested 
in defining the variability of the measurements during a 24-hour period. 
F i g u r ~  6 shows that &ring the 3-6ay bcdrcst akcfjr, the &ration of the cardiac cycle ~ i i d  
the duration of the systole and its isotonic and isometric phases oscillated a t  a periodicity 
of about 1 2  hours. The same circadian variation was observed in the 14-day study (fig. 7). 
The information given by these circadian rhythms is incomplete because the time of 
systole and the time of diastole a r e  dependent on the heart rate. As the heart ra te  increases, 
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the total duration of the cardiac cycle decreases, a s  shown in figure 8. The time of systole 
shortens, but not a s  much a s  the time of diastole. 
European cardiologists have studied the relationship between heart ra te  and time of 
systole for quite some time. Hegglin and Holzmann (ref. 1) proposed a regression equation 
that permits prediction of the ideal duration of systole for a given heart rate. Blumberger 
(ref. 2) proposed an equation for predicting the time of isotonic phase. Our measurements 
of systole time in over 200 healthy individuals validate this regression equation for heart  ra te  
between 50-100/min. The only departure observed is in the neonatal period where the regres-  
sion equation i s  markedly different. We interpret this as  meaning that the healthy neonate 
is able to contract the myocardium a t  a faster rate than the adult, probably because of the 
influence of inotropic agents in the neonatal period. 
It is likely that measurements of systole time that fall below the regression line indicate 
positive inotropic effect on the myocardium. On the contrary, measurements that fall above 
the line may indicate lack of inotropic effect. Awareness of the relationship between systole 
time and heart ra te  prompted writing a computer program to calculate the time intervals of 
the cardiac cycle beat-by-beat. Figure 9 shows a sample of the computer output giving 
measurements for several consecutive heart beats. R i s  the duration of the cardiac cycle, 
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Figure 5. F = RR Interval (R); D = Mechanical Systole plus Excitation Period (S); 
F-D = Diastole (D); E-B = Isotonic Phase (I); D-(E-B) = Isometric Phase (M); 
D-A = 1st to 2nd Sound (X); A = Q to  1st  Sound (T). 
Stem. to Rad. - Stem. t o  Car. 
B-A Pulse Wave Velocity 
V is the pulse wave velocity, M is the isometric phase of the contraction, X is the time be- 
tween f i r s t  and second heart sound, I i s  the duration of the isotonic phase, S is the duration 
of the systole, and T is the duration from Q to the f i rs t  heart sound. All the time intervals 
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are given in milliseconds and the pulse 
wave velocity in meters per  second. The 
program used the regression equations 
to compute the predicted systole time 
(St), the predicted isotonic phase (I'), 
and the predicted isometric phase (MI) 
for each of several successive beats. 
D W l A l l O N  OF 
TOTAL CAUDIAC CYCLE 
D a r l A l l O N  O F  SYSTOLE 
Figure 6 
The same program allowed for auto- 
matic plotting of these values. This was 
of great assistance in the initial phase 
of data analysis, a s  it permitted editing 
the data for validity and correcting 
errors made at the time of digitizing. 
Criteria were included in the pro- 
gram to automatically discard those 
values that were not within accepted 
levels of variability. The computer out- 
put shown in figure 10 depicts the calcu- 
lated values acceptable for an individual 
over a 15-second period and the values 
that were actually obtained. 
A plot of the average values ob- 
tained for a group of six individuals who 
participated in the 14-day bedrest study 
showed fluctuations in the ratio of ob- 
served/predicted systole and observed/ 
predicted isotonic phase (fig. 11). The 
ratios were smaller in the evening, sug- 
gesting a circadian variation in the 
contractility of the myocardium with a 
positive iaotmpic effect in  the evening 
hours as  a result of adrenergic influ- 
ences. This correlated with a signifi- 
cantly higher urinary output of cate- 
cholarnines in the evening hours. 
It  was observed also that the ratios were usually below 1.0 throughout the period of bed- 
rest, suggesting an adrenergic preponderance throughout immobilization. 
RESULTS OF PASSIVE TILT TESTS 
Passive tilt tests were carried out to study the mechanism of orthostatic hypotension 
after bedrest. Blood pressure and cardiac dynamics were recorded continuously in the 
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Figure 7 
Figure 8 
supine position until the subject had reached the 
steady state. He was then tilted at  a 70° angle 
(with his feet down and unsupported) on a motorized 
tilt table and remained in that position for 15 min- 
utes unless syncope occurred at which time he was 
tilted back to OO. The subject remained in the 
supine position until a steady state was reached. 
He then performed a controlled Valsalva maneuver 
(Flact test). The tilt table and recording instru- 
ments are shown in figure 12. 
The fast speed analog records of passive tilt 
were analyzed in the same fashion as  the fast speed 
records of bedside monitoring. The slow-speed 
records were digitized semiautomatically and the 
digitized data yielded to computer analysis of the 
heart rate, systolic and diastolic blood pressure, 
mean pressure, and pulse pressure at regular in- 
tervals throughout the tilt test. Figure 13 is an 
exzmp!e nf cnmp~ter nutpdt of the :.a!ces cbtaincd 
in one of the subjects. Time T is the moment of 
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Figure 11 
In figure 14 the individual results obtained by a computer a r e  expressed in graphic form. 
This form makes it easier  to recognize patterns of change in heart rate and blood pressure 
during tilt. Subject TIRR No. 70011 tolerated the tilt after bedrest well. Subject TIRR No. 
70013 had a marked drop in blood pressure over a period of about 2.5 minutes from the time 
he was tilted to the upright position. 
Upon studying the individual plots, we believe that a simple averaging of the values a t  
specific intervals for each group of six subjects would give a true picture of the overall group 
performance. However, a great deal of information was lost in these averages. Of the six 
individuals who were subjected to this experiment, three developed orthostatic hypotension 
during tilt  after bedrest, and three tolerated the passive tilt  without difficulties. However, 
the plots of the average values indicated that tolerance after bedrest was better than before 
bedrest. The only difference was the slope of the mean blood pressure,  which was down 
after  bedrest (fig. 15). 
A statistical analysis that proved useful was the calculation of slopes of change in sys- 
tolic, diastolic, mean pressure, pulse pressure,  and heart ra te  in the tilt position. Figure 
16 shows a computer output of the individual results of a tilt test. This computer output 
illustrates the problem of analyzing results  presented in a format difficult to interpret with- 
out proper labeling. To obviate this, a special program was written to give the same results  
with alphabetic labels (fig. 17). 
After calculating the individual slopes and the average slopes for  the group of individuals, 
the following observations were made: before bedrest there was no appreciable change in the 
mean blood pressure throughout the passive tilt test ,  a s  the values were slightly higher than 
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in the steady state supine; after 14 days of bedrzst, the s l o p  of mean 3lood presallre chznges 
became negative and steep. This was significantly different than the average slope for the 
same group of individuals before bedrest and it gave a quantitative indication of the cardio- 
vascular deconditioning produced by immobilization (fig. 18). 
Did the isometric exercise program during bedrest preserve the integrity of the cardio- 
vascular system? Figure 19 shows that the group average slope of mean blood pressure 
before bedrest with isometric exercise was quite comparable to the slope obtained before the 
f i rs t  period of bedrest. The slope during the tilt after 14 days of bedrest with isometric 
exercise uras slightly negative, butnot a s  much a s  following bedrest without exercise. 
Cardiovascular deconditioning, a s  manifested by the negative slopes of the mean blood 
pressure during tilt, was evident in the study of 3 days of bedrest (fig. 20). Since all the 
individuals who participated in Study I tolerated well the passive tilt after bedrest, it i s  
tempting to conclude that the analysis of the slope of blood pressure is a better indicator of 
the cardiovascular tolerance to tilt  than clinical signs or  symptoms. 
EFFECT OF BEDREST ON THE INOTROPIC RESPONSES TO TILT 
It was important to establish whether or  not bedrest would impair the normal positive 
inotropic response of the myocardium during passive tilt. We felt that the measurements of 
Figure 1 2  I 
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the duration of systole and of the isotonic phase of the contraction would provide some infor- 
mation along these lines. 
Figure 2 1  shows that during passive tilt  before bedrest the average value of the systolic 
ratio for the group of six subjects remained constant. There was a slight decrease in the 
early part of the tilt (situation 2 ) ,  probably because of a sudden sympathetic discharge in an 
attempt to compensate for the pooling of the blood in the lower extremities. There was a 
pronounced decrease of the isotonic ratio, indicative of a diminution of the venous return. 
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Figure 14. Changes in Circulatory Dynamics during Passive Tilt Following 
Fourteen-Day Bedrest: ABP = Arterial Blood Pressure, DY = Pulse Pres- 
sure, Ti = Onset of Tilt to 70°, Dl = Return to oO, V = Valsalva Maneuver 
Figure 15 
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In the tilts after bedrest, the systolic rat io dropped initially (situation 2), but in the 
steady state at the maximum position of tilt  (situation 3) the systolic ratio was higher than it 
had been in the same situation during the tilts before bedrest. 
The insufficient inotropic response in orthostatism is exemplified in the case of subject 
TIRR No. 70013. Figure 22 shows the changes in blood pressure and in heart ra te  during 
tilts before and after bedrest in subjects TIRR No. 70011 and TIRR No. 70013. Subject TIRR 
No. 70011 tolerated both tilts well and the records show maintenance of blood pressure a t  
70°. The increased amplitude of fluctuations in blood pressure and heart ra te  in the tilt 
after bedrest is significant. Subject TIRR No. 70013 tolerated tilt beforebedrestwell,  but had 
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Figure 17 
hypotension in the tilt after bedrest. The record shows the narrowing of pulse pressure and 
the low amplitude of fluctuations in the instantaneous heart rate. 
Figure 23 displays the values of cardiodynamics in these individuals during tilt. Subject 
TIRR No 70011 had an increase in the heart ra te  a s  manifested by a drop in the RR interval 
of the electrocardiogram (situation 3 of tilt). His systole shortened proportionately to the 
drop in the RR interval. His pulse wave velocity increased quite remarkably, probably a s  a 
result of the vasoconstriction in the periphery. Subject TIRR No. 70013, who did not tolerate 
the tilt, had a marked acceleration of the heart rate. His systole shortened upon assumption 
of tilt (situation 2),  but when he had been upright for several minutes (situation 3) his systole 
became longer in spite of the increasing heart rate. 
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DISCUSSION OF THE MECHANISMS OF ORTHOSTATIC HYPOTENSION 
The healthy individual has a very complex mechanism to compensate for changes in posi- 
tion from 0 to 1 G .  This is depicted schematically in figure 24. There is a significant sym- 
pathetic output f rom the cardioregulatory centers with a positive chronotropic effect on the 
pacemaker. There is probably some vagal inhibition as well, hence, the increase in the heart 
rate. An increase of sympathetic efferent impulses stimulates the adrenal medulla to release 
catecholamines that have a positive inotropic effect on the myocardium. The myocardial 
contraction becomes more forceful, and this coupled with the increased heart ra te  accounts 
for maintenance of an adequate cardiac output. There is arteriolar  and venular constriction 
which aims a t  preventing pooling of blood in the dependent capillary areas. An adequate on- 
cotic pressure in the plasma and good extravascular tissue tone compensate for the increased 
hydrostatic pressure exerted by the large column of blood (from heart  to foot). If the circu- 
lating blood volume is maintained adequately, there is little stimulation of volume receptors 
in the vascular system. Therefore, a reflex release of hormonal components such a s  
aldosterone, 17-hydroxycorticoids and antidiuretic hormone may not occur. 
Figure 25 depicts a hypothetical interpretation of the orthostatic hypotension that may 
be a major manifestation of cardiovascular deconditioning after bedrest. As soon a s  position 
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changes, there i s  probably a massive sympathetic discharge to the pacemaker with pro- 
nounced positive chronotropic effect that causes an increased heart ra te .  There is also a 
sympathetic discharge to the arterioles and venules with resultant constriction. This should 
result in adequate tolerance to tilt, but the large systolic ratio suggests poor inotropic effect 
on the myocardium due perhaps to insufficient release of catecholamines from the adrenal 
medulla. There may be also a decrease of the forces that counteract hydrostatic pressure 
a t  the capillary level because bedrest causes muscular catabolism and loss of tissue turgor. 
The preponderance of hydrostatic pressure causes extravasation of fluid, swelling of 
lower extremities and decrease in circulating blood volume. Vascular receptors sense this 
decrease in blood volume and send impulses to the hypothalamic area;  this, in turn, causes a 
hypothalamo-pituitary-adrenal response that is manifested by release of aldosterone, 17- 
hydroxycorticoids and antidiuretic hormone (ADH) . 
We a r e  presently studying this particular aspect of the compensation of orthostatic hypo- 
tension with Dr. H. Lipscomb of the Department of Physiology a t  Baylor University College 
of Medicine. We observed that all the healthy subjects who had orthostatic hypotension after 
bedrest had a considerable increase of plasma 17-hydroxycorticoids during tilt .  
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- Studies a r e  also being carried out on indiviuuais with quadripiegia on whom complete 
denervation of structures belour the cervical level alters significantly all the servomechan- 
i sms that we believe play such an important role in the maintenance of the cardiovascular 
competence. We hope that these studies will contribute to the growing knowledge on the 
mechanisms of cardiovascular deconditioning ljroduced by prolonged immobilization. 
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S i t u  
Figure 23. Changes in Cardiac Dynamics and in 
Pulse Wave Velocity during Til t  Following Four-  
teen-Day Bedrest.  Situations: 1 = steady state  
a t  0'; 2 = upon reaching 70°; 3 = steadv state  a t  
70°; 4 = upon re turn  to 00; 5 = steady state  a t  OO. 
P N  represents  the values of one standard devia- 
tion above and below the mean value a t  each 
situation 
PHYSIOLOGICAL RESPONSES TO TlLT I N  HEALTHY PERSONS 
Figure 24 
PHYSIOLOGICAL RESPONSES TO TlLT I N  HEALTHY PEPSONS AFTER BEDREST 
Figure 25 
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DISCUSSION 
Dr. Simons: Dr. Vallbona's paper i s  a most illuminating presentation of the detailed 
physiological mechanisms that are  observed in the tilt. This is of special interest to us 
since we have done similar tilt table studies and have been particularly concerned with the 
relative helpfulness of various countermeasures a s  well as  the mechanisms. 
In our groups of subjects (well over loo),  we find that in any one individual, syncope is 
a poor end point. We have to conduct multiple tilts on the individual to average his variations 
on one test. Heart rate changes a re  one of the most sensitive and reliable indicators in our 
studjes. Blood pressure alone, as  Dr. Vallbona suggested, i s  not a very good indicator. 
His use of the slope is something we have not employed; however, it looks as if it would be 
very valuable. 
Dr. Vallbona: Thank you very much for your comments, Dr. Simons . I agree with you 
that the increased heart rate is a good index of orthostatism, but in our experience it has 
been less reliable than the slope of fall in blood pressure. 
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CLOSING REMARKS 
Lorne D. Proctor 
G e n e r a l  Cha i rman  
Dr. Adey asked me to act  in his absence for  both of u s  in a very short closing statement. 
It is a little difficult to act fo r  Dr. Adey, a s  my background is somewhat different from his, 
being in medical research, clinical neurology, and, to a lesser  degree, clinical psychiatry. 
However, this is the basis of the symposium. 
Dr. Adey and I agreed that the acquisition of data and the treatment of data, particularly 
by computer methods, was to be i t s  foundation, and that there were to be representatives who 
would assist  us in the clinical applications of the results from such an acquisition and 1 analysis. 
We have been very fortunate in getting together representatives of the neurophysiologists, 
including the electroencephalographers , the physiologists, the neuropathologists , the phy- 
sicists ,  the electronic engineers, the mathematicians, the system engineers, the psycholo- 
gists, the internists, the neurologists, the cardiologists, the psychiatrists, and, indeed, we 
have heard from an  obstetrician. Thus, the basic scientists and clinicians have been able to 
discuss their findings and problems in this field and thereby profit mutually in spite of our 
different perspectives. 
The advances in the basic medical and computer sciences today a r e  so  rapid that the 
clinician has a most difficult time using such advances when they f i rs t  become available. 
Through the association of the clinician and basic scientist, this difficulty is being reduced 
and the clinician group of so-called medical engineers like other engineers find computers 
and statistical programs an established useful procedure in their profession. 
Finally, man still is a very necessary unit in the space program, and we owe our astro- 
nauts eX..ery advantage the entire team can give them. 
Dr.  Adey and I hope that this symposium will provide a stimulus to more meetings of the 
basic scientists and the clinicians and will assist  in the upgrading of the medical engineers of 
the space team. 
I am sure  al l  of us  extend our thanks to NASA for supporting the symposium. We also 




RECENT PRESENTATIONS OF NATIONAL AERONAUTICS 
AND SPACE ADMINISTRATION IN-HOUSE INVESTIGATORS, 
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'j. EXPERIMENTAL ANALYSIS OF COMPLEX BEHAVIORAL REPERTOIRES 
UNDER CONTINUOUS ENVIRONMENTAL CONTROL 
Joseph V. Brady ond William Hodos -A 
Department of Psychology,  Space Research Laboratory 
L'niversity of Maryland 
Discussant: W. Ross Adey 
This paper will briefly review some of the activities at the Space Research Laboratory 
at the University of Maryland and will emphasize the current research efforts that a re  re- 
lated to performance analysis of potential relevance to the biosatellite programs involving 
animal preparations. 
Before this, however, the history of this laboratory will be reviewed and some of the 
things contained in this paper will be placed in their proper perspective. Then, some of 
the current experiments which a r e  considered relevant to present programs will be reviewed. 
Several years  before the animal pretest flights of Project Mercury it became apparent in 
the Able-Baker flights that the performance assessment techniques would provide useful and 
necessary components of most biological space probes. The technology which had been 
emerging from the laboratory experimental analysis of behavior over a period of about 10 
years prior to that proved to be  rapidly and effectively adaptable to this particular problem. 
The evidence for  this is that we had several well-trained animals down at Cape Kennedy 
available for that Army-Navy Able-Baker flight. These animals were trained a t  the Walter 
Reed Laboratories, but at the last  moment they could not produce American birth certificates, 
and the result was that they did not go. Hence, we ended up flying a clean-cut American 
monkey who knew nothing. But we had several well-trained Indian rhesus just standing there 
ready to go. 
We were somewhat better prepared both behaviorally and politically for  the Mercury 
animal pretest  flights, and the success of these with the chimpanzees, I think, made it abun- 
dantly clear that the behavioral performance assessment with animals could be effectively 
carried out even though for relatively short periods of time, i . e . , short-duration flights. 
But long before Mercury, Dale Smith and several others had developed plans for more ex- 
tended flights, and there was a legitimate and real  question about the availability and applic- 
ability of behavioral technology which could provide performance baselines o r  performance 
assessment techniques with animals for periods which were likely to extend to 30 days and 
more. 
It was in this setting, then, that 4 o r  5 years  ago the laboratory at the University of 
Maryland was established and has continued to focus attention on the development of behav- 
ioral assessment techniques under continuous environmental control so that we could work 
with animals for  extended periods without having to manipulate them and get some estimate 
of their performance capabilities in a variety of conditions. 
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The initial developments in this laboratory centered on the chimpanzee which seemed at  ' 
that time at least to be the animal of choice. As we will see  there a r e  still some efforts 
going on in tkat direction and Dr .  Hodos will indicate some of the techniques that we have 
been working on with the chimp. 
The initial program at the University of Maryland, however, rapidly expanded to include 
a wide variety of species and a wide variety of experimental situations and behavioral com- 
plexities, including some work with humans. The reason that we got involved with humans 
was that it became fairly obvious to us that the behavioral technology which was emerging 
from the animal experiments under total and continuous environmental control was applicable 
to man as well. However, in man the problems would be f a r  more complex and obviously 
more relevant to our ultimate goals in this a r e a .  
In a rather rash move, then, we constructed an environment built along fairly sound 
technological grounds and got started working with some humans under this condition of total 
and continuous environmental control on the assumption that the critical factor in much of our 
ultimate space explorations with humans was going to be our ability to properly program an 
environment. 
The emphasis in this experiment was not like so  many of the efforts that we a r e  all 
familiar with where a man o r  a group of men a r e  put into a simulated space capsule, given 
tasks to do, and then watched very carefully a s  to "how they reacted" under these conditions. 
We went at i t  in quite a different way. We decided that we were going to program that envi- 
ronment; hence, the task that we se t  ourselves was to fit  the man's behavior into that envi- 
ronment, to control the behavior in no uncertain terms by carefully programing the environ- 
ment, or to explore the proper conditions whereby we could program an environment and get 
the maximal performance out of that subject. 
The res t  of this experiment is history which is reported in a large volume in one of the 
NASA reports. However, to make a long story short, we did program a man under these 
conditions for some 152 days, o r  5 months, and demonstrated unequivocally that a programed 
environmental controlled behavior was feasible in man a s  well. The extension of these ex- 
periments has always seemed to me to be a ra ther  critical phase, o r  ought to be a rather 
critical phase, of our future space programs. 
We will now discuss a few figures and briefly review the extent to which our experiment 
evolved from a small beginning with some monkeys in an Able-Baker flight to a 5-month ex- 
periment with a man in a programed environment to t ry  to give you some idea of the con- 
tinuity of this process.  We a r e  not running an animal laboratory for the sake of being inter- 
ested in animal behavior, but we have a conviction that there is a correlation between the 
programatic aspects of our animal program and what we must ultimately face in dealing 
with man under controlled and isolated environments of space. 
Figure 1 shows the simulated environment that we constructed for this human experiment. 
There was considerable attention to detail in the construction of this environment and we at- 
tempted to build a biologically adequate environment a s  well; something in which a man could 
endure for an extended period of time. 
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Figure 1 
Those of you who have been involved in this problem know that i t  i s  no mean task to build 
a completely adequate environment. 
The point here  was, of course, that there was a middle living area about 12 x 12 feet 
with two side areas,  one over to the fa r  right, a toilet a rea  essentially, and at the far  left, a 
work area  in which various tasks were programed into the experiment. 
Figure 2 shows the general principle upon which the program was built. This was the 
control panel that the subject had available to him and, for all practical purposes, programed 
his every move. The critical features of this have to do with the programed aspect. 
There a re  certain parts  in the f irst  group of activities that occurred in a required se- 
quence, i. e . ,  there was a chain of behaviors which he had to go through. In order to get to 
sleep, he had to go through the ser ies  of tasks displayed in the center row from left to right 
These included such things as  toilet operations, in-flight duration, taking his weight and 
temperature, physical exercise - we required some exercising - and a light snack. 
As we can see  from figure 2 these tasks comprised the basic program he had to go 
through in a sequence, so he could not avoid them. Once he got beyond the light snack (FDI) ,  
however, options began to appear, and he would now, having once completed this sequence, 
have an option between going to sleep, and two different work tasks (\mi and M K z )  - one was 
simply a tracking task, the other was a problem box; we considered both to be intellectual 
type problems. 
From these, proceeding to the right side, he was given another set of options with dif- 
ferent kinds of activities. They included a reading programed instruction activity (PI) - an 
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educational activity, verbal behavior (VB), and manual behavior (MB) - hobby type things. 
And, finally, again to the right, more options, but he had to go through them at  least in pro- 
pe r  sequent e . 
And then the final ar ray  of activities which we conceived of a s  rewards o r  reinforce- 
ments which were, in fact, the things which maintained the res t  of the repertoire.  These 
included rather elaborate m m l s  and food, music, verbal communication, cigarettes, etc . 
Now, the general point here, of course, was that nothing in this was left to chance. 
Although he had choices, they were all explicit choices and the order in which these appeared, 
although he had some control over i t ,  was made explicit and was under good control 
continuously. 
I have merely wanted to point out in this procedure some of the kinds of data which one 
derives from a 5-month experiment under these conditions and how I think they may be rele- 
vant to the general space problem. 
Figure 3 shows data that do not require a great deal of detail concerning procedure. For  
example, this shows something about the sleep-wake cycle that developed in this subject over 
the 5-month period. The duration of a complete cycle includes a sleeping period and awaking 
period and each point represents a total cycle. What we normally think of as  a complete cy- 
cle;  i . e . ,  a 24-hour cycle, is indicated by the horizontal line for reference purposes. 
LABELED LL ILLUYINITED 
/ PUSH n u i i o ~ s  
! ! 4 2 
SLEEP T R I P  
I WAKE T q I P  
, ; 
~ W A S S  S W I T C M  n L I W T  
Figure 2 .  Main Control Panel 
In fact, you can see  that in the initial 
portions of this experiment (i . e . , the f i rs t  
30 days) the sleep-wake cycle differed con- 
siderably from a 24-hour cycle. This man 
frequently stayed awake and performed in 
this program in various permutations for 
periods a s  long a s  30 and 40 hours. He 
would stay awake continuously for a long 
period, then go into a sleep cycle which gen- 
erally would be relatively short. 
In other words, he stayed above the di- 
urnal baseline in terms of waking cycles 
much more than sleeping cycles. At f i rs t  
there was no clock. Then we put a clock in- 
to the experiment. After having mounted a 
big clock on the wall in the chamber, we can 
see  what happens. The cycles now come 
back to much more of what we normally ex- 
pect to find. And later  on, when the clock 
was removed, we see  variations begin to re-  
appear. 
Now, whether o r  not this i s  really an ef- 
fect of the clock o r  whether the cycle ulti- 
mately would have settled down a r e  still 
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(A) ULEP firmly unanswered questions, but we have 
some idea of the kinds of elaborations we 
can develop under these conditions. 
Figure 4 quickly summarizes what 
(8) TQ happens to different kinds of activities 
over this 5-month period. The sleep pe- 
riods ultimately average out, as we can 
see, to about one-third of the time, 
(c) ACTIVITY G R . ~  roughly 8 hours, which we would expect 
despite the fact that the cycle was much 
different initially. 
(0) WK, 
WK2 The next two plots a r e  rather im- 
portant. I am going to summarize these 
(€1 ACTIVITIES 2 - 5  in the next figure. F i r s t ,  note toilet 
operations (T -0. ), the time fo r  which 
(F) ACTIVITY GR. 8 gradually increased, while the time for 
Activity Group 7 (next plot), generally 
(G) BETWEEN tended to decline. But interestingly 
ACTIVITIES 
enough, one of the important things to 
note is the different kinds of activities 
which hold up remarkably well through - 
out the whole 5-month period. In other 
Figure 4 
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words, there a re  work tasks and various kinds of the hobby activities. The time spent in 
hobby activities, e .g . ,  educational type activities and manual labor tasks (Activity Group 7) 
tended to decline, but the actual tracking task, for example, and the other activities that have 
to do with the actual payoffs hold up remarkably well. 
Also of significance is that obviously in a programed setup like this there is time not 
only while the activities a r e  going on, but also between activities. Since the program and the 
activities a r e  to some extent contingent upon the subject's behavior, we can measure the time 
between activities and find, surprisingly enough, that there is little o r  no change in the time 
between activities. What is happening is not simply occurring as a function of a general 
malaise o r  the organism's not responding a t  all o r  not getting into i t .  The fact of the matter 
i s  that the contingencies of the situation still  grab hold of him. The stimuli which controlled 
most of these activities still require and elicit responses from him. It is not between activ- 
ities, but in certain types of activities where we begin to see performance decrements, andwe 
think that an environment like this makes i t  possible to do some probing into this sort  of 
thing. 
Figure 5 shows the major finding in figure 4; i . e . ,  the crossing over. In the toilet oper- 
ations we assume that he goes to the toilet and does the normal kinds of things that a person 
does every day. We can see that one of the best indicators of the consequences of this con- 
finement s t ress  i s  a generally increasing amount of time spent in these activities - what we 
could probably regard a t  this point a s  trivial activities - whereas his productive work in 
Activity Group 7, the programed instruction tasks and the learning tasks, a r e  generally de- 
clining. And while these s tar t  off quite disparate, we note an ultimate crossing over ofthese 
things near the 5-month period. 
The major point of this discussion is that the application of the technology which was 
originally devised to provide us with assessment techniques for animal subjects and biosatel- 
lite probes will ultimately be applicable not only in lower organisms, but also in our control 
of human behavior in future experiments. 
One of the fundamental principles of experimental psychology is that organisms will re-  
spond appropriately and reliably to changes in their environment. This principle has ele- 
vated the role of the research animal from that of a passive physiological preparation to that 
of an organism actively engaged in interaction with the environment. A useful application of 
this principle has been to send animals into space in order to evaluate the effects of pro- 
longed weightlessness, radiation, isolation, etc . , upon behavioral performance. But ani- 
mals can serve a more important role in biospace research.  They can be trained to relay 
useful information about their environment back to earth.  Furthermore, they can be trained 
to perform actual manipulations of their spacecraft upon command. The feasibility of such 
a project was demonstrated during World War I1 by Professor Skinner of Harvard University 
when he trained pigeons to manipulate the controls of an aircraft in response to a radio 
command. 
Now p a r t  nf the research  z h i z h  is mrrent!j:  going the ziii\iersiiji of Maryland in me 
field of animal behavior will be discussed. This paper will also describe several of the com- 
plex behavior repertoires which we feel might serve a s  useful indicators of behavioral per- 
formance during prolonged space flights a s  well a s  several behavior sequences which we 
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feel represent the ability of the animal subject to relay information about its environment 
and to manipulate its environment on command. It should be stressed that the animals were 
maintained in continuously controlled environments . These environments consisted of large 
walk-in refrigerators which provided temperature and humidity control as well a s  very good 
acoustical insulation. In some of these studies the animals responded to commands from the 
experimental program. In others, the animals paced their activities according to their own 
self-determined rates. 
The first of these studies to be discussed is a study of decision-making in the chimpan- 
zee. The subjects for the experiments were a male and female chimp. 
Figure 6 shows the work chamber which contains a bench on which the animal sits or  
stands, and various switches and lights which provide contact between the chimp and the ex- 
ternal program. 
Each animal was presented with a choice between two problems. The first problem was 
difficult and required many responses on the part of the organism. The second problem, the 
alternative, was one that was initially quite easy, but became progressively more difficult 
each time the animal selected it. In other words, each time the animal selected the alterna- 
tive problem, an additional increment of work would be added to i t .  For example, we will 
assume that the difficult problem was to press a switch 500 times in order to obtain some 
pellets of food which are  dispensed through a little box. This, then, is called a fixed ratio 
problem, and the ratio of responses to reinforcements (rewards) is 500:l. 
The alternative problem, which later became difficult, is a progressive ratio one. The 
first  time the animal selected the progressive ratio problem, it was only required to press 
the switch 20 times. The next time the animal selected the alternative, i t  was required to 
press the switch 40 times, the next time 60, 80, etc. Thus, at the first decision point, the 
choice is between 500 responses o r  20 responses. Naturally, the animal would choose 20. 
The next time the animal comes to this decision, it will be a choice between 40 responses 
versus 500. The animal would still choose the easy one. But as  the progressive problem 
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Figure 6 
approaches the fixed problem in difficulty, the animal at some point will switch to the fixed 
problem. And when they do this, the progressive problem reverts  to i ts  initial easy value. 
We were originally interested in two measures of performance in this experiment. The 
first  was the time required by the animals to decide which problem to work on at any given 
decision point. And the second was the point in the sequence at which the animal would 
switch from the easy problem to the difficult one. 
A typical sequence follows: the animal would p ress  the s tar t  switch which would then 
illuminate two panels, one yellow and one green. The green panel would indicate the initially 
difficult task; i .  e . ,  the fixed ratio. The yellow panel would indicate the initially easy prob- 
lem which later  became more and more difficult; i .  e . ,  the progressive ratio problem. Then 
the animal would push one of two buttons and select the problem i t  wished to work on at that 
time. The animal would then be committed to that task until completion. When the animal 
completes i t s  task i t  receives its reinforcement and begins another cycle. 
The measure of decision time was the time from turning on the s tar t  switch until one of 
the two problems was selected. Figure 7 shows a summary of these data. Mean decision 
time has been plotted as a function of the size of the fixed ratio. We varied the fixed ratio 
from 40, a modest requirement fo r  a chimpanzee, to 1000, a sizable requirement. Thefixed 
ratios were varied in a random sequence and the animals remained on each problem for  3 o r  
4 successive days. Generally, mean decision time does not seem to vary systematically as  
a function of the size of the fixed ratio. Kenny, the male chimpanzee, averaged 3.5-4.0 
seconds of decision time, while Penny, the female, averaged approximately 5 .5  seconds. 
However, the mean data did not tell the complete story. 
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Figure 8 shows the actual records and the decision time data that were obtained during 
the course of the experiment. The distance between the horizontal lines represents 2.5 sec- 
onds of real time. The height of the bar represents the decision time; i . e . , the elapsed time 
from pressing the start switch until one of the two problems was selected. The width of the 
bar has no significance whatsoever; it merely separates the individual sequences for easier 
visual inspection. 
Throughout most of the choices there i s  not an appreciable variation in decision time ex- 
cept on the last decision which is indicated by the offset of the lower pen. This last decision 
time represents the decision to switch to the fixed ratio mode of responding; all of the pre- 
ceding are  selections of the easy problem. This was the trial on which the animal decided to 
select the more difficult problem; at such decision points, decision time is often as long as 
25 o r  30 seconds. 
Figure 9 shows samples of the animals' performance on each of the tasks. In cumulative 
records, the paper moves at a constant speed, and each time the animal presses the task 
response switch the pen moves up the page in increments. Thus, a record with a steep slope 
indicates a high rate of response. Level portions of the record indicate that the animal 
paused briefly in its switch pushing. 
Each complete sequence from one fixed ratio to the next i s  called a block. We recorded 
the total number of blocks per  session with the sessions ranging from 8 to 12 hours. We 
have also examined the number of blocks per  session, and the number of runs per  block. A 
summary of these data i s  presented in figure 10 which shows the mean number of blocks per 
session. It i s  clear that for both animals the number of blocks declines very rapidly and 
seems to level off at about a fixed ratio of 500 and thereafter remains quite stable. However, 
the number of runs per  block shows quite a different phenomenon. 
Figure 11 shows that while the total number of blocks decreases very rapidly, the num- 
ber of runs per block increases quite systematically as a function of the size of the fixed 
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ratio, i .  e . , the more work that is required in the difficult task, the greater  the number of 
easy tasks the animal will select before i t  decides to switch over.  Also, i t  is possible that 
the striking similarity between the two curves indicates that the animals make systematic, 
rational decisions a s  to when to change their mode of behavior in a changing environment. 
We tr ied to f i t  some simple-minded human strategies to the data to see  i f  we couldmatch 
the chimps' strategy for decision making. Figure 12 shows some of our strategies a s  well a s  
the data represented in figure 11, but with the addition of two theoretical curves which repre- 
sent two strategies which occurred to us .  The most obvious strategy seemed to be to switch 
from progressive to fixed ratio when the s ize  of the progressive ratio equaled the size of the 
fixed ratio. That function is represented by the upper most curve. We can see  that for the 
f i rs t  several fixed ratio sizes there appears to be reasonably good correlation. But then 
something else happens, and the animals now begin to follow another type of strategy. 
Another likely strategy seemed to be that the animals were adding all of the individual 
progressive ratio runs together and switching when the total equaled the fixed ratio. This 
strategy is represented by the lowest curve. While this curve is similar  in shape to the ac- 
tual behavioral data, the predicted values a r e  quite different from the observed values. 
Then, we realized that there was the element in the choice strategy of selecting the 
fixed-ratio task which rese ts  the progressive ratio program to the easy values. This in it- 
self could have reinforcing values f o r  the animal and could serve a s  sufficient incentive for 
resetting. If this is the case, we would expect that if the reset  feature were taken out alto- 
gether, the animals would then switch when the progressive ratio equaled the fixed ratio. 
This was a difficult procedure to follow because of the disrupting effects upon the animals of 
the loss of the rese t  feature of the program. Taking out the rese t  function meant that their 
problem would get increasingly difficult without limit. Therefore, we decided to approach 
the problem from another point of view, that of giving the chimps an extra bonus for reset-  
ting; i . e . ,  every time the program would rese t ,  the animals would get 10 f ree  pellets of food. 
The preliminary results seemed to indicate that we were getting a curve that matched the 
lowest one in figure 11. 
We feel that these data show that the chimpanzee is capable of making quite systematic 
and rational judgments concerning events in i ts  environment and is also capable of responding 
quite reliably and appropriately. 
Figure 13 illustrates a different type of experiment concerning a study which we a r e  
carrying out with a Nemestrina monkey. The monkey lives in this environment continuously. 
In this experiment we were attempting to study a number of variables which we thought would 
be useful indicators of performance during extended space flight. 
One of the problems we wished to study was that of concept formation o r  problem-solving 
ability. We were also interested in indicators of short-term memory and sensory-motor co- 
ordination. 
The problem-solving task we decided upon was a matching-to-sample problem. Three 
panels can be illuminated above three switches. A behavior sequence for  matching-to-sample 
would be a s  follows. The animal would p r e s s  the center switch when a lighted stimulus 
I 
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appeared in the center window. Pressing the switch would turn on the two side stimuli, then 
the animal would have to p ress  the switch under the stimulus which matched the sample. 
For the short-term memory test we used a problem known as  delayed matching-to- 
sample. In this case the center stimulus comes on; the animal presses  the switch which 
darkens the center screen for a variable period of time, then the side stimuli appear. The 
center stimulus remains dark and the animal is required to remember what the center stim- 
ulus was and then match i t  to his memory of the sample. If the animals a r e  correct ,  they 
a re  rewarded with a pellet of food, If they a r e  incorrect, they a re  punished with 30 seconds 
of darkness. 
The sensory motor task, performed a t  the left of the chamber, was to manipulate the 
lever at the right hand so  that the stimulus light between the levers remained lit for a vari- 
able period, i .  e . ,  a s  long a s  1 . 5  minutes. In back of the left-hand lever there is a photocell 
with an occluding screen in front of i t ;  the occluder is attached to the lever.  Also, there is 
an arc cut into the occluder which can be varied. Thus, we can control the sector of the left- 
hand lever's total arc  in which the animal must maintain the lever.  If the animal holds the 
left-hand lever in the proper position and keeps the light on for the proper period of time, 
then he will again be reinforced with a food pellet. 
One of the problems in this type of research is that of maintaining the animal's behavior 
over a long period of time. In our experience, depending upon the size of a monkey, between 
100 and 200 food pellets will usually satiate an animal. Since 200 tr ials  in a session such as  
this would be very few we decided to extend the session to approximately 1000 tr ials  by 
using the principle of variable ratio reinforcement. Each correct  response is followed by a 
flash of light, but on the average only one in five correct  responses is  actually followed by a 
food pellet. Thus, the animal gets the flash of the feeder light telling him that he has been 
correct, but the actual food pellets a r e  only dispensed randomly on the average of one in five. 
And this postpones the actual satiation point many hours. 
Figure 14 shows some of the data of these studies. It should be pointed out that all of 
these problems were presented to the animal in a single 24-hour session. The animal paced 
his responding as he wanted. The problems were given to him in a random sequence so that 
in a 15-minute period he would have had exposure to both the delayed and nondelayed 
matching-to-sample and to the lever positioning task. 
' The matching-to-sample performance follows the typical learning curve; the dotted line 
represents chance performance. After 20 o r  25 sessions the animal seemed to stabilize at 
about 80 percent correct responses. 
In the delayed matching, which at this stage in the experiment had a 0 .5  second delay, 
the animal followed approximately the same course of acquisition and stabilized at about the 
same point; i . e . ,  80 percent. At this point we introduced a 2-second delay, and to our 
amazement we barely created a dent in the animal's performance. After three sessions of 
2-second delay, we switched him to a 5-second delay and his performance dropped to the 
chance level. Eventually he recovered and somewhat exceeded his previous performance. 
Next we introduced a 10-second delay and seemed to be duplicating this type of phenomenon. 
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Fig-ure 15 shows the data of the lever positioning task. 
In the first  problem which we presented to the animal the lever had a 6.25 cm a rc  
through which i t  could travel, which subtended an angle of nearly 24O. We can also see  that 
after about 10 o r  15 sessions the animal kept the lever on target approximately 100 percent 
of the time. Then we cut the angle by about two-thirds (i. e . ,  to 8 degrees) and the animal 
again managed to stabilize at about 90 percent correct .  We finally cut it down to a tenth of 
the original a rc  ( i .  e . ,  to 1.5O) which is only a play of 6 .3  mm, and the animal is now up to 
90 percent after only seven sessions. 
If this lever were connected to the steering mechanism of a space capsule and if the light 
carried commands from an earth station, I think that this monkey could steer a good course 
for his capsule. 
Figure 16 shows a chimp named Lola who has been on a meter-monitoring task. As long 
a s  the meter remains lighted, Lola can receive food pellets by pressing the switch that i s  
behind her hand. Every 5 min the meter pointer moves one step toward the end. If the 
pointer should reach the end, the meter will darken, and access to the food supply will be cut 
off. The only way that she can restore the meter to the lighted condition and regain access to 
the food supply i s  by pulling a handle 100 000 times, which is  about 2 .5  days' work for a 
chimp. On the other hand, if she simply presses a switch once, i t  resets  the meter back to 
the original position. Naturally, i t  took quite some time to train the animal to this level of 
performance, but once she did reach i t ,  she successfully monitored the meter and kept i t  il- 
luminated fo r  periods ranging from 3 to 6 months at a time. I think that this is somewhat 
better performance than we have seen in some of our radar operators. If you can imagine 
Figure 16 
- m 
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such a young lady circling earth in a space capsule monitoring instruments and making 
I necessary adjustments, I think you can see that we have a very useful partner in our space 1 research activities. 
I would like to briefly summarize by saying that we have demonstrated that infrahuman 
primates a r e  capable of performing sufficiently complex interactions with their environment 
so that they may serve a s  active participants in the exploration ~f space. Their relatively 
small size, modest demands for the necessities of life, and their ability to perform reliably 
during periods of prolonged confinement and isolation suggests that they a r e  well suited to 
the role of participants in the exploration of space rather than a s  behavioral o r  physiological 
preparations. 
DISCUSSION 
Dr. Adey: I would like to offer my congratulations to  Dr. Brady and Dr. Hodos for 
these very elegant studies of both human and subhuman primate behavior. I think the keynote 
of what Dr. Brady said l ies in areas  of experimental design which exemplify the need for 
relevance in the task imposed on the particular subject. 
In other words, the tasks that were selected for  man had relevance to his intellectual 
capability. Similarly, in the animal studies that Dr. Hodos described, there was very 
clearly delineated this requirement to perform tasks related to  the respective intellectual 
capabilities of the monkey and chimpanzee. 
This to me is very significant when we come to equate the behavioral performance with 
the physiological parameters, because very often the task design and the scheduling and 
irrelevant environmental changes tend to overshadow the significance of the actual task per- 
formance. In particular, where physiological parameters a r e  related in varying degree 
to a task performance, the challenge becomes very great, indeed. As a typical example, 
after whole-body irradiation, i t  is possible to have the animals continue performing in a task 
that is not intellectually challenging, if I might use that subjective term, up to  the point 
where they drop dead. Most of u s  a r e  aware of Harry Harlow's experiments with whole-body 
irradiation in ra ts ,  where they continued to make an avoidance response up to  the point where 
they actually dropped dead. It is in these trivial manipulations, particularly in experiments 
designed for the space environment, where such things as irradiation could produce this 
type of change in physiological status, that we must be particularly careful. The matching 
of the task to the changing subtleties of performance capability is, indeed, a very substantial 
challenge to the behavioral psychologist. 
This phenomenon of shifting degrees of alertness, a s  in the amount of time spent by man 
~ in work versus the time spent in trivial activities, is a similar problem area. If, a s  red- 
blooded physiologists, we wanted to do merely those things that related to cardiac o r  central 
nervous status, we would miss a great deal in the assessment of what is actually going on 
in the organism a s  a whole. 
1 * 
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My final remark would be to exemplify the value of designs for experiments in space in 
which new learning could be established. I think this i s  an interpretation of Dr. Hodos' 
remarks that it would be thoroughly conceivable in flight experiments beyond the 7-, 14-, or  
30-day periods to schedule a ser ies  of completely new task requirements which were relevant 
to one another, but represented substantially different aspects of task requirements. 
11. BIOSATELLITE PERFORMANCE SIMULATIONS 
W. Ross Adey 
Brain R e s e a r c h  Institute 
U n i v e r s i t y  o f  Cal i fornia a t  Los Ange les  
- 
Discussant: Eric Ogden 
This paper will discuss very briefly those aspects of the biosatellite experiment in which 
we are  actively engaged from the point of view of the simulations that can be performed on 
earth, and will indicate where we anticipate problems in the development of the experiment, 
and the areas of satisfactory consolidation in its present status. 
The biosatellite experiment has been designated P-1001, and was originally conceived as  
a primarily central nervous system experiment on the status of the animal in the brain func- 
tioning as  measured by the EEG with associated task performance. It has been expanded to 
include a series of cardiovascular monitors in which we are  actively collaborating with Dr. 
J. P. Meehan at the University of Southern California. Dr. Meehan is best known for his 
participation in the Ham and Enos flights. 
The philosophies of this experiment are: first, that weightlessness, isolation, and con- 
finement may combine to produce altered basic states in the central nervous system, thus 
requiring the careful evaluation of such things as  the sleep-wakefulness cycles, states of 
focused attention and judgment capability; second, that the sensory functions of the central 
nervous system may be modified by weightlessness, particularly vestibulo-proprioceptive 
inputs necessary for fine coordinated eye-hand movements; and, third, that central nervous 
system changes may either contribute to or arise from altered cardiovascular functions, both 
in the boost and reentry phases of flight a s  well a s  in prolonged weightlessness. 
Figure 1 shows the regions that we have monitored, on the basis of others' experiments 
a s  well as our own; they are the regions of the frontal lobe, certain zones in the temporal 
lobe known as the amygdala and hippocampal formations, and the thalamus and midbrain 
reticular system that continues downward into the spinal cord. 
We were engaged for some time (fig. 2) in the development of appropriate implant tech- 
niques that would withstand the G forces of boost and reentry. We finally settled for parallel 
pairs of 29-gauge stainless steel tubes, which show a remarkable degree of flexibility in fol- 
lowing the displacements we presume to occur in some degree in the brain during violent 
movement, although they are  probably much less than usually described. 
The entire implant involves a series of screws placed typically in a wide ring on the 
skull so that, regardless of the direction of stresses imposed on the head, some of these 
screws will be in compression rather than tension stresses. We have never had problems 
of loosening of implants after extremely violent repeated accelerations. 
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Figure 1. Brain Regions with Wave Patterns Related to Behavior 
Histologically we can show, for example, that after repeated acceleration profiles 
through 10 to 12 G and vibration a t  2 to 4 G over a spectrum from 5 to 40 cps, the glial reac- 
tion around the electrode in the majority of the tracks is 50 to 100 p in diameter, with normal 
nerve cells beyond (fig. 3). Thus, i t  is not true that the brain wanders around inside the 
skull like a bowl of jelly, a s  some have contended. If this were so,  we would undoubtedly see  
vast glial reactions out beyond the tips of the electrodes. However, we may sometimes see  
a widening of the track, as shown in figure 3. It was included because i t  i s ,  in fact, due in 
part  to the frozen section cutting method, and if the edges of the track a r e  examined, i t  can 
be seen that there is still only a very thin glial reaction. The widening is due to retraction 
of the cut section. Thus, i t  is feasible to insert these electrodes, to retain them in place, 
and to use them for satisfactory EEG recording. 
In the a rea  of task performances (fig. 4), a s  Dr. Hodos stated, one very valuable way of 
testing the Nemestrina monkey is by the oddity discrimination type of task o r  modifications 
of it. In the actual flight experiment, we have settled for a presentation in which there is de- 
layed matching-to-sample with a ser ies  of symbols projected onto a circular format. This 
task will be scheduled about once every 30 sec for a 15-min period, twice a day. EEG data 
will be recorded before, during and following the ser ies  of task performances. 
In addition, there will be counterrotating discs at the periphery of this display (fig. 5), 
and the animal must grasp a pellet through a window in the front of the two counterrotating 
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discs. The display will be one that will be closer than optimal to his face, but will be a s  far  
away a s  possible in the small capsule. It will be approximately 7 inches away and the disc 
diameter will be  approximately 8 inches. Eye-hand coordination in weightlessness remains 
suspect, and data from the Russian manned flights has indicated that handwriting has re-  
mained imperfect for the duration of the flight. The pellet rotates on the r im of the rea r  disc 
and must be grasped a s  the window in the front disc and the pellet coincide. This position of 
coincidence shifts in a relatively random fashion in successive presentations. 
In addition to the task performance and the EEG monitoring, there will be many ancillary 
measures involving EOG (electro-oculographic recording from screws implanted in triaqgu- 
l a r  arrangements around the orbit and connected to the main plug system on the top of the 
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head), electromyographic leads inserted into the neck and into the trunk muscles, respira- 
tion and EKG recorded by an impedance pneumogram, core and cerebral temperatures, cere- 
bral  oxygen tension and the urine volume and pH. We hope that the urine may yet be fraction- 
ated and steroid studies performed as  I will mention later .  We a r e  most interested in the 
daily steroid excretion. 
Figure 3.  Representative sections of electrode tracks of brain of pig-tail 
macaque subjected to repeated centrifuging and vibration for  one year prior 
to sacrifice. Teardrop track (1) is a most severe example; appearance 
results partly from retraction of frozen section after mounting. Tissue 
volume between adjacent electrode tips of recording dipole (2) appears 
histologically normal. Amydaloid electrode (3) shows small glial plug a t  
bottom of track (4) and a minimal glial reaction in tissue adjacent to 
electrode track (5, right side). 
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In the cardiovascular measures it i s  proposed to cannulate, with pressure sensors, the 
right heart, the carotid artery or aorta, and both femoral arteries.  We a r e  currently 
interested in this problem from the point of view of the actual sensing mechanisms. Dr. 
Meehan suggested the use of the Lambda pump (fig. 6) to inject a very small amount of dilute 
heparin solution down the tip of the catheter. These catheters will remain fully patent with 
volumes a s  small a s  .03 ml/hour . Thus, for the entire system of monitoring catheters for 
a 30-day flight, the solution volume i s  about 700 cc,  and it i s  not anticipated that the concen- 
tration of heparin used will produce spontaneous bleeding. In fact, it will be far  below the 
levels at which alteration in the coagulation time would be anticipated. The Lambda pump 
can be scheduled to inject a spurt of solution approximately every 2 minutes and it would 
operate from a capacitor discharge without needing a continuous source of high power. 
Figure 7 shows one form of vascular pressure sensor which Mr. Raymond Kado has 
tried. It involves the transducer being enveloped in a thin silicon rubber bag, the entire de- 
vice being filled with paraffin oil or some other mineral oil. It was tested for many hours, 
and remained stable throughout. Our initial evaluation has been restricted to this aspect of 
electrical stability. However, the evaluation of this type of device must proceed further be- 
fore we could recommend it a s  entirely reliable for space requirements. The length of the 
transducer can be halved (to approximately 12 mm) before it reaches dimensions presenting 
mechanical problems. 
In collaboration with Dr. Pauline Mack from the Texas Women's Medical College, we 
hope to study radiological bone density a s  i t  may be affected through calcium excretion in 
prolonged weightlessness. Dr. Mack's experiment, which involves using wedge densitometry 
on the X-rays of "standard bones," a s  she calls them, in the limbs of the monkey and in the 
vertebral column, i s  well known. 
Now we proceed directly to some of the mechanical and environmental s t resses  that may 
be involved. Two years ago we were associated with the NASA balloon flights at  Goose Bay 
in which small primates were sent by balloon from Labrador in the direction of the Rockies 
in order to evaluate cosmic ray  effects on the central nervous system a t  a height of 120 000 
feet for a period of 48 hours (fig. 8). 
The balloon assemblies were constructed of fiberglas packs in the interior of which two 
small rhesus monkeys could be accommodated along with their life support system and an 
EEG evaluation by scalp electrodes (fig. 9). In the one flight that was reasonably successful, 
it appeared that these animals, being in darkness for most of the time, remained in a sleep- 
ing condition. The EEGs on the flight recorders were very good, but there was no light in 
the capsule and no task was imposed upon the subjects. It did give us some experience a s  to 
the difficulties of this type of preparation under field conditions. 
In most of our G simulations we have had the close collaboration of the University of 
Southern California's Department of Physiology, and of Dr. Meehan. Figure 10 shows a 
human centrifuge that can carry  a 300-pound experimental load on the gondola to 12 G. 
Recently, in collaboration with Dr. Smith's group from Ames, we had the opportunity to 
study the monkey going through the Thor-Delta profile on the end of the centrifuge. The 
monkey was spun and also received the transverse acceleration on the end of the centrifuge 
a r m  (fig. 11). 
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In the simulation of the Thor-Delta profile in our own lab, we have developed a device 
that allows us  to accelerate the monkey transversely (fig. 12), thus giving a rough simulation 
of the Thor-Delta profile. 
Figure 13 shows a profile with a peak of between l l and  12 G after 150 seconds, succeeded 
by the second stage at  a lower acceleration of approximately 2 G, then a coast phase, and 
finally injection into our orbit with a 5 G transverse acceleration. At the same time, before 
the s tar t  of the injection, there is a spin-up at  100 r p m  which lasts  approximately 100 sec  
and i n v ~ l v e s  approximately 5 G acceleration at  the animal's head. Thus, i t  is a fierce 
acceleration transversely a s  well a s  rotationally. 
I t  was initially conceived that the animal was to go up in the eyeballs-out position, which 
meant that blood draining into his face could produce very severe eye-blackening 4 days 
after the simulation (fig. 14). Initially, the eyelids and conjunctivas were s o  injected with 
blood that the animal was unable to see. He was not injured in other ways a s  far a s  we could 
tell, but he certainly would not have been able to perform any of the visual and motor coordi- 
nation tasks. 
Therefore, a s  a result of extended discussions, it has been decided to go through the 
extensive procedure of redesigning the capsule, reversing the animal's position, turning him 
around s o  that, a t  least on launch, he would have the forces directed the other way to obviate 
such a risk. Without such a change we could not be reasonably certain that in the first 2 or 
3 days in space we could test  his coordination capability a t  a very critical time in the total 
flight. 
Figure 15 shows the actual simulation which we think i s  of fundamental interest because 
it shows that in the low G phase, actually after the 11-G pulse and after the second stage was 
fired with a 2-G load, and i s  now coasting, there nrere repeated paroxysms in which the EEG 
was characterized by abnormal bursts of high-amplitude slow waves which always began be- 
fore the appearance of cardiac irregularity. .4gproximately 2 seconds after their onset, 
there were missed complexes in the EKG. This was a very regular feature of this test,  sug- 
gesting that the changes in regularity of the heart seen on early entry into weightlessness 
could be associated with central nervous system factors which a r e  themselves the result  of 
the G pulse. It turns out that the intracerebral changes in blood distribution and circulation 
after such a pulse a r e  extremely complex. Russian work published in the last  year in trans- 
lation in Federation Proceedings indicates that the brain oxygen saturation during a 5 G 
transverse acceleration may drop to approximately 70 percent which is, of course, a very 
substantial drop, due in some way to pooling of blood in the cerebral  capillary bed. 
Now, let us  consider the effects of longitudinal acceleration. Figure 16 shows a com- 
plete longitudinal acceleration profile in slow motion in the top and third panels over a 5- 
minute period and with little excerpts at  faster  speeds. As cerebral circulation fails a t  
about 6 G sustained for about 1 minute, there is flattening of the EEG, but with the reestab- 
lishment of the circulation there a r e  epileptiform, seizure-like bursts, which a r e  frequently 
associated with jerking movement of the limbs. 
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I show this because in the colnplere absence of circulation i t  appears  that the record  
f lat tens.  If the decrement in circulation colnes on qraduallp, there  may be  se izure  bursts  
preceding the flattening. With the reestablishment of the circulation, there may again b e  
the seizure-like episodes. 
\f7e have extensively tested thc cffects of vibration on the EEG during vibration over  a 
spectrum from 5 to 40 cps on a big t ransducer  at the Douglas Aircraf t  plant a t  Santa Monica, 
California (fig. 17). 
One of the advantages of these la rge  t ransducers  i s  that the body may be shaken in vari- 
ous planes - vertically (fig. 18). o r  longitudinally (fig. 17) .  In the course  of these simula- 
tions, we 'nave heen very careful to tes t  for  leakage of the magnetic field a t  the shaking 
frequency into the t e s t  leads.  Figure 19 sho~vs  a dummy load in the gap of the transchlcer. 
and under these conditions we were  unable to detect any leakage. 
We found that t-vpically in the monkey the vibration a t  r a t e s  around 11 to 15 cps  produces 
widespread driving in  the EEG a t  the shaking frequency and which i s  virtually al~olishecl by 
barbi turate  anesthesia (fig. 20). I t  appears  to be  associated with a resonance in the torso  
and not with any discernible resonance in the head. We a r e  current ly pursuing this investi- 
gation with a s e r i e s  of animals in  which t'le VIIIth nerves have been cut bilaterally. They 
will soon be  shaken to s e e  if the driving a r i s e s  from some nonvestibular source.  possibly in 
the mechanoreceptors of the thorax and abdomen. 
The driving was associated with decrements in performance. The animal could be 
shaken a t  5 cps s o  ~Tolently that his head appeared to he shaking off, but when the oddity task 
was presented, there  was no decrement in  performance. During the EEG diWi\?ng a t  approx- 
inlately 15 cps.  a s  in this case ,  on presentation of the task,  the animal 1ool;ed an-ny, paying 
no attention to i t .  There was increased latency of response and an increase  in the number 
of e r r o r s  (fig. 21) .  
Figure 17 
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This question of confusion and disorientation during EEG driving with vibration i s  one 
that we feel might have some relevance to decrements of performance during this relatively 
brief period of attainment of orbital flight. I t  was reported in the las t  number of the Journal 
of Aerospace Medicine that several  human subjects being shaken at  approximately 3 and 11 
cps were confused and disoriented. No EEGs were  taken on the subjects,  however. 
Our acute isolation studies (fig. 22) have lasted 14 to 15 days, but not longer, in that at  
the time this work was done, the 30-day flight had not been conceived. However, there were  
some interesting effects of isolation, confinement, and vibration on the s teroid excretion in 
the urine a s  shown from studies by Wallace D.  Winters (fig. 23). 
For example, if the animal was taken to the shake a rea ,  but not actually run, the urine 
volume was increased, and the ketogenic and ketosteroids in the urine and the catecholamines 
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Figure 20. Shaking Test - Longitudinal Axis ; 0.25" Double Amplitude 
were all increased. When the animal was taken back three weeks later  to the vibration test 
s i te ,  there mas again a r i se  in urine volume, but little change in steroid o r  catecholamine 
excretion. However, about a month later ,  the animal was moved to new quarters,  and this 
mere  change of environment produced a very profound r i se  in the ketosteroids, ketogenic 
steroids, and catecholamine excretion. Later, the animal was taken hack, vibrated and 
programed again with only minor peaks in catecholamine and ketogenic steroid excretion. 
This exemplifies the fact that the changed environment itself must be very critically evalu- 
ated in this way if we a r e  to realistically determine whether s t r e s s  has occurred o r  not. 
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Figure 21. Shaking Test - EEG during Oddity Discrimination; Macaque N-5, April 26, 1962 
I think this need to know the precise nature of steroid changes, a s  they may be induced 
by very subtle changes in environment, i s  one of the paramount requirements for experi- 
ments of the type in which we a r e  involved. That is why we would like very much to s e e  
retention of the daily fractionation of urine and its later  testing for steroid content a s  par t  
of our own flight experiment. 
As far  a s  the urine and feces go, we a r e  working with a variety of ways that may still  be 
regarded as experimental. Dr.  Meehan has successfully catheterized a monkey with a num- 
ber  six catheter for a 30-day period without evidence of infection. He has also had a stain- 
less steel device inserted in the animal's rectum which was well retained for a period of 
about 2 -112 weeks. 
We have experimented with screws put in the ischial tuberosity a s  a means of retaining 
a plate against the perineum (fig. 24). In the small 5- to 7-pound animal, the ischial tuber- 
osity i s  much too soft in bony structure tn permit firx retezt ies.  h la rger  ~ f i i i i i ~ l  weiglii~~g 
approximately 12 pounds kept them in for a period of about 6-1/2 weeks, despite 
daily attempts on his part  to remove them. We did not cover them up at  all,  and he would 
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deliberately catch them on the floor bars  in the cage in an attenlpt to extract them. Tire sus-  
pect that further development here might provide firm mechanical fixation for an animaI in 
the 12 - to 15-pound weight range. 
In the a rea  of data acquisition, signal conditioning amplifiers have gone through many 
changes in our laboratory. Figure 25 shows Raymond Kado's f irst  effort, XI-hich is  probably 
one of the most robust amplifiers es-er constructed. i t  can be used a s  a hammer while oper- 
ating, and, while being vibrated from 5 to 2000 cps with a 25-G acceleration it showed no 
signs of resonance. It weighs however, about 4.5 ounces for one channel, which is  much 
too heavy by modern standards. 
M r .  Icado has since del-eloped de\rices of a microminiature type of construction whereby 
a three-stage EEG amplifier can be built into a little thimble about 1 cm in diameter and 
about the same height (fig. 26). 
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In the data analysis field we depend heavily on the use of the computer. However, we 
do not regard i t  as  omniscient. You cannot make the answer to your experiment if you do 
not plan it appropriately. 
Through NASA support we currently have in the Brain Research Institute an SDS 920 
computer (fig. 27), that i s  shortly to be changed to an SDS 930 with 16 000 24-bit words of 
core storage, and this is  used as  in interface with the IBM 7094 computer in the Health 
Sciences Computing Facility (fig. 28). Between these two machines much work has been 
done to develop analyses that allow evaluation of the physiological status of the brain during 
performance, focused attention, levels of alertness,  fatigue, sleep states and s o  on. This 
i s  discussed by Dr.  Brown and Dr. Walter. 
I only want to briefly mention some of the techniques that have developed. F o r  example, 
in the fine-grained analysis, Dr. Walter's thesis studies, from which figure 29 is  taken, 
showed that the polar plotting of cross-spectral analyses in performing animals could reveal 
aspects of pattern that related to correctness o r  incorrectness of decision. In this particular 
plot we have emphasized by a shaded zone the cross-spectrum between two hippocampal leads 
for the 6 cps band. The stochastic o r  the probabilistic limits of sharing between these two 
channels havebeen se t  at 50 percent. The angular limits of the shaded zones represent the 
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Figure 23. Monkey N-4 - Urinary Excretion 
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limits of the phase angle during a task performance. The radial limits represent the limits 
on the amplitude transfer function. In figure 29A correct versus incorrect decisions on dif- 
ferent days were accompanied by sharp variations consistent between themselves. In the 
second case  shown, (fig. 29B) correct  versus incorrect in another animal showed the same 
type of shift. 
Dr .  Brown has been primarily involved in a method that allows examination of short 
epochs of data for  their significance in terms of the equivalent noise bandwidth and the dura- 
tion of that noise. He discusses this in detail in his paper. 
Figure 30 is shown because it allows us to examine, from the physiological point of view, 
8- to 10-second epochs of EEG record for the characteristics that determine whether they 
a r e  sinusoidal and long persistent, a s  in the sloxv-wave sleep records grouped on the lower 
I 
right part  of the plot, with increasingly fas t  low-voltage desynchronized records,  a s  in the 
waking and paradoxical sleep states grouped further to the left and higher on the plot, a s  
their characteristic noise duration shortens and their bandwidth increases. An extremely 
alert  record i s  located far  up on the left side of the plot. 
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Figure 29 .  Stochastic Models of EEG. Probability Bounds on Complex Transfer 
Functions; Dorsal Hippocampus to Entorhinal Cortex 
NOW, the gold in this mine is that the fast  low-voltage activity, which characterizes so  
much of the animal's waking condition, covers a very broad a rea  in such a plot, and allows 
the specification of different bands within it in a way not previously possible. 
The evaluation, for example, in a pig-tail monkey, of sleep states by the type of tech- 
nique shown in figure 31 illustrates the periodicity relating to the paradoxical drowsy, light, 
intermediate and deep sleep. 
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Figure 30. EEG Stability Diagram ; Sigmund Run, August 16, 1963 
Figure 31. Representative Night's Sleep Pattern; Skip, 
February 20, 1964 
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Its value i s  exemplified because if we look a t  an  awake and a "paradoxical" o r  dream 
sleep record in the chimpanzee (f ig.  32), both loolc like fas t  low-voltage activity to the eye 
with only minor differences between them, but they a r e  certainly not sufficiently different in 
the two cases  for  reliable visual identification. 
Figure 33 shows onc of the spectral  density plots about which a great  deal more  will be 
said in other  papers .  It was prepared by D r .  Walter and Dr .  Brown. The spectral  density 
i s  represented from white through black, and the contouring allows us to observe changing 
densities over a 17-minute period a s  the animal f i r s t  becomes drowsy and finally goes to 
slcep, with the appearance of high-density bands in the low-frequency range around 1 and 2 
cps . 
To summarize then, the actual data acquisition in this flight is going to be on the bas is  
of telemetry and in-flight recording. The telemetry i s  a PCM system which will allow u s  to 
have a total of about 200 channels a t  10 samples p e r  second, with six bits p e r  data word, and 
a total of somewhere between 20 000 and 40 000 bits/sec a s  the maximum transmission ra te .  
There will be  10 EEG channels and six cardiovascular channels. Thesea re  the 16 broadband 
channels, with many other channels sampled at  much lower r a t e s ;  e . g . ,  the body temperature 
and so on. 
The flight recorder  at  this stage i s  the Gemini, which will record seven channels for  100 
hours, and I thinlc that if we have any luck a t  al l  and retr ieve the recorder ,  we will get  a 
wealth of data. If we do not, on the basis  of telemetry during orbital encounters, we will 
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Figure 32. Chimp-Sleep - Basic Sleep Pat terns;  Run 26, Louie, July 31, 1963 
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Figure 33.  Chimpanzee Siggy Entering Slow-TtTave Sleep; Entorhinal Cortical EEGs;  
Night of October 22-23, 1963, Digital Tape No. 241 
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still obtain much data from the stations in  Alaska, Ft .  Meyers, and South America. The 
availability, however, of real-time data during the flight will apparently be restricted to 
data collected a t  Ft .  Meyers which is sent  by fast  link to Goddard and then made available 
on a quick readout basis there.  
We hope that this information will have value from the fundamental scientific point of 
view on changes induced in the primate central nervous system and in cardiovascular func- 
tions in space, but we cannot separate i t  in our own minds from the value to analogous prob- 
lems in manned space flight. Figure 34 exemplifies the use of identical methods in the ROTC 
candidates that we have been examiningfor their EEG reactions while driving the Los Angeles 
freeways. This particular photograph, which was taken on a Sunday morning, gives neither 
a real account of the traffic density nor of the hazards that a r e  involved in driving a t  70 mph 
under these conditions. 
DISCUSSION 
D r .  Ogden: This was a very interesting paper. In my discussion of this vast ar ray  of 
information I want to focus on one point, not by any means the most important, but the one 
that needs further thought, I think. 
D r .  Adey emphasized that troubles in hand-eye coordination might result from disturb- 
ances of equilibrium. Of course when we get nonagreeing information from gravitational 
organs and the other related proprioceptive senses,  we encounter many problems which a r e  
loosely tied together in the name of "motion sickness ." I am a fortunate person who has not 
experienced motion sickness, but I have seen i t  aboard ship in other people. 
The other thing on which I might comment, even though there is nothing that can be done 
about i t  a t  this time, is that while these intravascular manometers a r e  going to give us e s -  
sential and very important information, the real  information that we want with respect to the 
total cardiovascular system is the cardiac output, and intravascular cardiac output meters  
a r e  not really available yet. 
It seems to me that the coordination e r r o r s  in a gross  sense a r e  things that occur late. 
There a r e  e r r o r s  of decision occurring a good deal ear l ier ,  which, of course, would be mon- 
itored by the f i rs t  experiments Dr.  Adey spoke of. But when we look a t  the data that we ob- 
tain in the weightless state, there is going to be one complication, I think, in interpreting 
them. At least, in the human being, the one thing that the person with motion sickness does 
not do is go for food. I am not su re  whether food is going to be an appropriate reward for an 
ape or a monkey if i t  is suffering from motion sickness. 
I do not think that that is going to matter  fundamentally, but i t  is something that needs to 
b e  looked at in failures of performance, whether failure to perform is due to the visceral 
afferent aspects of the autonomic disturbances o r  due to something else and more clearly 
nr~!yzzbl;:e. L i k e  so many things, i t  is simply going to make i t  that much more difficult to 
interpret these particular data precisely. 
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And the second thing that I think I would like to have as a single piece of cardiovascular 
information is the cerebral blood flow o r  the distributed oxygen tension in various parts of 
the brain. However, I am afraid that this is going to have to wait for a second set  of satel- 
lite flights. But in the meantime, small intravascular manometers a r e  going to be most 
helpful. 
Dr. Saunders: Dr. Adey showed a correlation - perhaps it is not necessarily a correla- 
tion - between the data showing the effects of the stresses that he found during the profile 
and the excretion of hormones. It probably will not be possible to collect total urine volume 
for subsequent analyses, although this volume can be measured, but there is the possibility 
that we might get only pH and perhaps a few electrolytes, sodium, potassium, and possibly 
calcium. I wonder if Dr. Adey has done, o r  is planning to do, any correlative studies under 
the profile showing what these stressful events cause in the body a s  far as sodium and po- 
tassium are  concerned. I also wonder what his ideas are  concerning the pH data that we will 
get and whether this will have any significance. 
Dr. Adey: Well, first of all, we have not given up hope that there will be some fraction- 
ation of the urine. In fact, we addressed a letter recently to NASA about this particular 
question because it is very obviously one of the things that is so  desirable. Although it is 
not going to ruin the experiment o r  make it invalid, and it will not make i t  a worthless ex- 
periment not to have that data, on the other hand, it is very, very valuable, indeed. Our 
colleague Dr. Winters is currently examining the degradation rates of urine stored at room 
temperature with a series of preservatives, e .g . , simple hydrochloric acid, the use of iso- 
propyltoluene, and some of the other toluene derivatives, which apparently do not interfere 
with the steroid estimation. 
Now, I will answer the question concerning what might be done to use pH o r  the excre- 
tion of these other substances. Currently we are  doing nothing to seek such a correlation, 
and I would not expect that there would be a sharp one, certainly not with the device that 
Beckman has, o r  may have, for this type of analysis. As many people know, JPL has been 
interested in the fluorometry method. Although I have not seen it, I have heard varying ac- 
counts of it ranging from eulogistic to somewhat disappointed comments. At least it does 
not appear to be capable of, as  previously described to me, distinguishing individual 
steroids. 
On the other hand, it may do something more than retrieve ammonia, sodium and po- 
tassium and calcium levels, as  it apparently will do. But its availability as  a flight item for 
this experiment is dubious, because, a s  I understand it, the first  model will not be available 
until the summer of 1965, which is after final decisions on flight equipment. 
In answer to Dr. Ogden's remarks, we are  most interested in brain oxygen tension and 
are  currently reviewing a series of methods ranging from the gold wire device that Grey 
Walter and Cooper have used in England to measure human brain oxygen tension, through 
some of the other devices, most of which have either relatively slow time resolutions, o r  
exceedingly high input impedances that make it difficult, but not impossible, to equate with 
solid state input hardware for flight use. Then, in terms of cardiac output, our own group 
is interested in this as a possibility by the use of new types of transducing devices. I doubt 
whether these would be available for flight use. 
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In terms of the vestibular probe and susceptibility to vomiting, this appears to be some- 
thing of a species difference between monlteys. Most people know that the squirrel monkey 
that D r .  Graybiel uses i s  extremely susceptible, but in the Macaque species in general i t  is  
quite difficult to make them anorexic o r  nauseated. Therefore, immediately after each one 
of these exceedingly violent simulations you can go up to them with a pellet and they will 
immediately chew i t .  There is not even a latent interval in the resistance to their accepting 
food. 
- 
' *  . 
Donald 0. Walter 
Brain Research  Institute 
Univers i t y  o f  Cal i fornia a t  Los A n g e l e s  
I 
I Discussant: G. Dole Smith 
I 
I What I will concentrate on is the natural consequence of my background a s  a mathemati- cian. In interdisciplinary gatherings there is a phenomenon of differential magnification; that is, someone whose training is in one a rea  will see a very small problem as very large. 
I From my point of view, I see  a very large problem which someone else sees a s  very small. So my particular form of differential magnification is  to say, "I a m  going to assume that there a r e  going to be some data from an experiment. What a r e  we going to do with them 
~ when they arrive?" 
But we do have to put this experiment, to the extent that there is one, into the larger 
framework of "The experiment has got to be put into space, the monkey has got to be kept 
alive and relatively well and, therefore, the demands of data entrapment and resuscitation 
after the flight a r e  not necessarily the primary ones." 
So a 12- to 15-pound Nemestrina monkey bearing sensors of cerebral, cardiovascular 
and behavioral functions i s  scheduled for an approximately 30-day space mission in late 1966, 
according to my understanding of current schedules. Placement of the sensors,  training of 
the animal, development and production of the signal conditioning equipment and analysis of 
the data have al l  been assigned to the Space Biology Laboratory of UCLA, whose research is 
under the direction of Dr. Adey. 
I am happy to assume that the other challenges will be met, s o  this paper will concern 
primarily the analysis of EEG and other physiological data, presumably available from this 
monkey. 
The EEG from a single channel has a useful bandwidth of at  least 40 cps. If this is 
sampled a t  100/sec and a 6-bit reading is  derived each time, this i s  600 bits/sec/channel. 
For 16 channels, this is 6,000 bits/sec, all of which should be well -xithin the capability of 
the PCM telemetry which will be installed in the future. This telemetry i s  supposed to have 
a bit ra te  of 40,000 bits/sec during contacts. The EEG is very dilute data in the sense that 
there is much l e ss  hard information there; nevertheless, it i s  not known exactly what to 
leave out and what to leave in. In any case, data compaction or  other forms of recording, 
while i t  could no doubt reduce this strikingly, would require more onboard hardware, and s o  
the conception is that the raw data will bc both recorded and transmitted by telemetry. 
Naturally, since the recorder i s  only capable of 100 hours or  so in toto, the periods of 
recording must be selected. The recording will be scheduled in relation to  the behavioral 
tasks and to an imposed diurnal schedule, but the telemetry will be opportunistic and live, 
in the sense that no prerecording of the data to be telemetered with accelerated playback 
L 
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will be attempted. Instead, there will be a systematic random sample of the monkey's EEG 
in the telemetry. 
The capsule contains noise sources, in spite of the fact there is very little power avail- 
able and, therefore, the instrumentation has to amplify the EEG, which i s  initially at  a 
signal level between 10 and 500 p V to the 0 to + 5 range which the telemetry desires. There- 
fore, the Space Biology Laboratory has been developing appropriate amplifiers. The tenta- 
tive specifications these amplifiers must meet are:  a gain of about lo5  on 10 EEG channels 
and 16 other sensors, a volume of 300 cu in.,  and about 3 watts of consumed power. Pre-  
sumably, these requirements can be met by flight time and will take ca re  of the initial data 
entrapment. 
In order not to disturb the approximately diurnal schedules of the animal any more than 
may be, in spite of the distressing s t resses  that will necessarily be imposed, a pseudo-day 
of 12 hours is planned, when the general illumination is relatively high, alternating with a 
pseudo-night, during which illumination i s  reduced and no tasks a r e  presented. 
Everyone seems to make his own simulation of astronaut control tasks, again according 
to a differential magnification factor related to his own initial discipline. Those described 
by Dr. Hodos in an earl ier  paper a r e  similar to our own simulations. Yet the differences 
a re  instructive more about the experimenter than about the space environment. But the con- 
trolled actions that the monkey will be required to take a r e  those described in Dr .  Adey's 
paper, and we hope to simulate to some extent those that might be required of an astronaut 
pilot, but on the mental level of the Nemestrina. 
Therefore, on the basis of our simulations and ground experiments, it i s  believed that 
the important variables to record a r e  those showing: f i rs t ,  the task presentation in order to 
know what the monkey's perceptual situation is ;  second, his responses in terms of success 
or  failure of the task and the latency with which he performs them; third, his cardiovascular 
functions to help us monitor his general physiological state; and, fourth, his brain waves 
from both neocortex and archicortex, the reticular formation, the nucleus center median of 
the thalamus, the amygdala, and certain cortical leads (the hippocampus, a centro-parietal 
lead and an occipital cortical lead). These a reas  have been made familiar in general neuro- 
physiological recording and analysis, and will be recorded ineach potential monkey astronaut 
a s  a means of having a base line by which to gage any changes that may accrue a s  a result 
of launch, vibrations and accelerations, and the extended weightlessness period. 
All of this presumably provides data which will be analyzed, and there a r e  two goals for 
the analysis. First ,  a comparison i s  to be made with the normative data that will have been 
collected on the same and other individuals similarly implanted. Second, since some kind 
of pathology is anticipated on the launch, but pathology of a kind that we cannot necessarily 
anticipate as a result of the prolonged weigl~tlessness and confinement, i t  i s  desirable to have 
a form of analysis which i s  adequate to catch any changes that may occur a s  a result of this 
unfamiliar s t ress .  
 sir??^ we dc net kaew c~mi;!etelj; where iii the brain iilese changes may occur, tne parts 
of the brain to monitor must be extrapolated from ground-based neurophysiological experi- 
ence, and a sufficiently fine-grained analysis of both the ground-based and the spaceborne 
records must be made in order to have a good chance not only of detecting pathology when 
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and if i t  occurs, but of having some chance of making a physiological diagnosis of what 
sequence of events has led to this pathology. Therefore, we a re  only half informed a s  to 
what to expect and have to make a shotgun approach in the hope of catching whatever 
pathology may occur. 
Now, i t  is fine to talk about making a fine-grained analysis of a vast amount of data, but 
i t  is also necessary to have some means of really surveying a large amount of data of this 
kind. I think that our methods provide this. 
The methods we propose to apply a r e  those that we have already applied to other kinds 
of EEG data, including the normative library of human EEG' s. Our major tool so  far  has 
been spectral analysis; i. e.,  the analysis which is an extension of the older frequency analy- 
sis practiced by EEG recorders for 30 years. Another major tool is cross-spectral analysis 
which indicates the relationship between different parts of the brain also a s  a function of 
frequency. This is the new part of spectral analysis, and although i t  is only an extension of 
what has been done by EEG analysts before, it is most appropriate when we have something 
in the nature of a wave transmission between different parts  of the brain. 
In this case, cross-spectral analysis is particularly useful in quantitating the wave trans- 
mission and in determining how strongly the waves are seen in two areas,  how well they are  
shared, what the phase angle induced by the transmission from point to point is, and how 
well we know these parameters. These a r e  statistically evaluated estimates of relationship. 
Another form of analysis, which ar ises  from statistical communication theory, will be 
presented so that there may be more comprehension of what is available from it. These a r e  
the techniques based on estimation of the equivalent noise bandwidth and the equivalent 
filtered duration of epochs of EEG. 
Figure 1, which is for synthetic data, attempts to orient us  as  to what can be expected. 
In this plot of equivalent noise bandwidth, the ordinate is a logarithmic scale of equivalent 
noise bandwidth and the abscissa is the characteristic duration, o r  equivalent filter duration. 
This figure attempts to orient us to the fact that a record consisting largely of, o r  dominated 
by, spike-like activity will have, naturally, a very high bandwidth because the frequency 
analysis of a spike contains many frequencies a t  apprcxirn&ely the same intensity and, there- 
fore, the spectral width or  equivalent noise bandwidth is large; these a r e  wide-band records. 
Coming down slightly in bandwidth, we have biphasic o r  slightly ringing spikes. Further 
down, because the frequency is better defined, the ringing transients finally tend to a very 
long-duration transient which, in fact, merges into a sinusoid. 
Totally in contrast is the random telegraph signal, o r  random square wave signal, which 
is wide in its frequency analysis and, hence, has large bandwidth, but which also has a long 
characteristic duration in contrast with an isolated or repeated spike. Intermediate a t  this 
level is wide-band noise, or  white noise, of intermediate duration. 
At the narrow bandwidth part of the chart is a regular square wave as  a contrast to a 
ringing transient. Running down the middle of the figure a r e  different grades of noise, 
ranging from white through pink through green and finally to  narrow band. These color 
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te rms are just fanciful in a sense, but actually indicate that the tinted noise i s  a relatively 
narrower band than white noise; and what i s  labeled narrow-band noise i s  merging into a 
sinusoid. 
The heavy diagonal line through the middle of the figure represents the locus of points 
which would be followed by Gaussian noise of differing bandwidths. 
In other words, for the truly Gaussian-distributed noise of the thermal noise engineer, 
there is a constraint between bandwidth and duration, shown by the curve (which would 
extend further into areas  not actually attained by the records than we care  to treat). The 
other thing to notice about this locus i s  that information lying to the left of the Gaussian noise 
curve partakes more of amplitude modulation, whereas that on the right side partakes more 
of a frequency modulation. You might say that Gaussian noise is "neutrally modulated. " 
Therefore, these examples of synthetic signals should orient us  to what to expect f rom real  
records. Below a r e  shown the formulas by which these quantities a r e  estimated f rom real  
data. 
B = u2 
max P(f) 
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where: P(f) = power spectra of X(t) 
X(t) = data amplitude vs time 
T = epoch length of data 
u2 = variance of X(t) 
B = bandwidth in cps 
T = duration in seconds 
In the top equation the equivalent noise bandwidth, B, is calculated from the variance of 
the record (which is more familiar perhaps if we speak of i t  a s  total power or ,  a s  I prefer, 
total intensity, since I do not believe that the brain is a 1-ohm resistor)  divided by the peak 
of the spectrum; the maximum with respect to frequency of the spectrum is what is intended 
here. 
The lower equation gives, in one sense, a Fourier transform, o r  at any ra te  an analogous 
parameter, T ,  but in the time domain. I t  is given by the total duration of the record, T, 
times that same total variance or  total power, but divided by the time parameter, x2(t), the 
maximum of the squared voltage. It is not necessary to fully comprehend the significance 
of these formulas, but I wanted to indicate simply that they can be applied to real  records 
and a r e  not restricted to the synthetic data of the kind that we saw in figure 1. 
The hatching in figure 2 represents the parietooccipital cortical records from the chimp, 
Sigmund, during several records taken from a night's sleep. The area  labeled SS, etc., 
relates to the period of slow waves of various characterizations, and the area  to the left re- 
lates to the activity of the parietooccipital cortex during other periods, particularly during 
the paradoxical sleep and waking up record a s  contrasted with the fully awake record, 
located far away from the paradoxical area (which is so  called because it resembles awake 
records, although the animal is asleep). So we have a wide range between awake and things 
that look like awake from the brain-wave point of view, but which a r e  well laid out, f a r  apart 
on this bandwidth/duration plot. This plot can be regarded either a s  a summary of the 
spectral analysis, or a s  a separate parametric characterization of the state of the animal. 
Actually, the characteristic duration is not directly derivable from the spectral analysis, but 
is a somewhat independent parameter. 
Other a reas  of the brain also have quite different patterns on the bandwidth/duration 
plot, with the differing stages of sleep o r  alertness. 
The final method of analysis that may be applicable to these brain waves, although there 
is no example of it a s  yet, is one which we expect to relate rather to the decoding of the 
transmission; i. e. , we believe that some information is being transacted electrically within 
the brain, or  we would not be studying brain waves with such fine detail. However, it is 
surprising how little of the actual transaction has yet been decoded. We get much physiolog- 
ical information and many indications that things are happening, yet a s  to what the brain's 
code for information transfer from one point to another may be, which must occur on general 
grounds, we have relatively little knowledge. 
We have a method under development based on the theory of information, by which we 
hope to be able to decode the brain's information transaction. If this method becomes of 
sufficient applicability by the time the satellite experiment flies, then we will certainly apply 
i t  to these same records. Thus, in summary, we will have a large battery of mathematically 
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based and statistically evaluated analyses of these brain waves by which to compare the 
ground-based experiments with recordings from the same animal (which is to be shot off into 
space and have its brain waves telemetered, and, if we recover the capsule, also recorded) 
so that we may have some better chance of both detecting the abnormal states, and possibly 
of char iicterizing them and understanding their physiological causation. 
DISCUSSION 
Dr. Smith: One of my discussion points has to do with data. "Biosatellite" on this 
agenda turned out to be data, and I think for a good reason. This is our most important pro- 
duct. It is  being flown for  no other reason. 
Man has always learned and passed on his knowledge in two ways: verbally and in 
writing. I think Biosatellite is no different. We a r e  going to pass on our experience and 
the reports coming nl~t  nf the experiments Lksed eii the data. 
The reports and the papers coming from any experiment in Biosatellite can only be a s  
good a s  that which is planned to go into them. Once i t  is planned, we then consider the way 
it is implemented to bring back the data in a manner that is reliable and interpretable. 
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The problems in bringing back data to an experimenter include planning on what you are  
looking for, being able to interpret chance information should it come along and developing 
a system to adequately collect data in a usable form. 
There are  many things that get in the biologist's way. The experimenters are  inexperi- 
enced (and I am with them) in dealing with today's hardware. Any experimenter, whether in 
the biological or  physical field, goes through a compromise when he puts his experiment into 
an automatic test tube that works remotely for 30 days without calibration during that time, 
without the experimenter being able to wiggle this catheter or blow out that clot and what have 
you. It is indeed going to be a compromise from the word go. 
There are  other things that compromise the data very much. One of,them is that we are  
not rich enough within this program to build all new tracking stations and put in exactly the 
type of telemetry system we would like to have. So we adapt the best we can to existing net- 
works. The existing networks a re  inadequate a s  most of our laboratories a re  inadequate, 
mainly because they started some few years ago, and there is a multitude of manual opera- 
tions within these networks where our data must be handled, not processed, but at least 
gathered by people who h o w  only numbers on a board and have no method or means of gath- 
ering or interpreting the chance fact. 
Manual transcription of data at the stations for transmission back is, I think, a very 
limiting factor in what we can plan on from any of these points. We have a limited real-time 
contact. 
Dr. Adey mentioned a real-time feedback from Ft. Meyer. We could have it from Ft. 
Meyer or Goldstone or some point in Mexico. However, at Goldstone or Mexico, it may be 
days before we get it back, whereas we could have a nearly real-time readout in 15 minutes 
from the Ft. Meyer station once a day. 
This, however, depends on the man at the station. After the data over that station is 
captured automatic~lly, then he must jerk all the lines out, plug in the analog and transmit 
it to Goddard where we can see what is happening 15 minutes behind real time. 
Another problem that should be considered in our data gathering is "if we get the re-  
corder back." This is going to be a big "if" because recovery capability i s  a lot less in our 
business than our ability to telemeter data that we planned for in flight. 
Would we attempt recovery if  we found out the fuel cell was going to decay a t  such a pace 
that we could not do it if we waited another day, whereas if we left it in space, we might be 
able to telemeter data for three more days? Is  it more important to bring the animal back 
or get all the information we can in space? These are things that the experimenters and the 
operational people have to decide much before flight time. 
Another area that must be mentioned in interpreting data i s  that you a re  measuring 
reactions of a biological specimen and referencing them to the satellite environment. The 
environmental or, a s  we call it, housekeeping data in the satellite flight are  very important 
things and some of the hardest to keep from compromising. 
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The engineer who is trying his best to bring back a successful spacecraft with a monkey 
aboard knows only that his job is to retr ieve the animal and the equipment. He does not 
really see what the worth of the experiment is from the data standpoint and from the knowl- 
edge that we might pass on. Therefore, you have to be very careful and insist that your 
environmental data a r e  so taken that, compared to data from the experimental organism 
itself, the correlation is there so  you can make your interpretation. 
The only other concern that I would like to emphasize about data is to plan for what you 
want; do not take a chance that it will come back to you. 
Dr. Jenkins: I think i t  is very obvious this is a very sophisticated and highly refined 
experiment requiring refined techniques and refined equipment, and I think that i t  is also 
obvious that we have some very refined mathematical analyses that a r e  being carried out. 
I would like to comment that there is one area  that bothers me a bit. Dr. Walter men- 
tioned he is quite concerned about everything getting together at  launch time. I am even 
more concerned about taking it all apart after recovery. And my concern is amplified by 
having talked with Drs. Parin, Antipov and Gazenko at  the COSPAR meetings las t  April in 
Florence. They were quite frank in stating that they have a terrific amount of data. They 
have put up five Vostoks and had a veritable zoo of organisms, and they have a veritable 
piethora of more o r  less  unintelligible data because they cannot segregate the radiation, the 
vibration, the weightlessness effects, and they have one large jumble of data. 
Their approach now is to look into all of these contributing factors. For  example, they 
a r e  now finding that vibration causes more mitotic aberration in one of their organisms 
than the small amount of radiation experienced in the flights. 
I am quite concerned about some of the other factors, looking a t  it in a little larger con- 
text of what is going on when we attempt to analyze the effect of weightlessness. I was very 
happy to see  Dr. Adey's data on vibration and acceleration. I am very happy that we have 
20 percent oxygen, 80 percent nitrogen, and 14.7 psi instead of 100 percent oxygen a t  5 . 5  psi 
a s  in Mercury and Gemini. Also, we should have good temperature control and many of 
these environmental factors controlled a s  well a s  possible. 
But there a r e  other things that enter into the analysis of the data, even though we have 
very refined techniques of EEG analysis - such things a s  the biorhythm aspects for example. 
We a r e  going to have primates which a r e  used to California, and they a r e  going to be sent 
over to Cape Kennedy with 3 or 4 hours t ime change. I know when I go out to Dr. Adey's lab, 
I a m  not only confused by all of his data, but also by this quick time shift of flying over there. 
And we a r e  going to put primates in a 12-hour night, 12-hour day, and then subject them to 
probably a 90-minute input of other environmental factors, most of which we know little 
about with regard to  circadian rhythms. This is going to have an effect. 
I am quite concerned about studying weightlessness with an animal that is restrained a s  
opposed to one that is unrestrained. And in future experiments, Dr. Adey has suggested 
the p~~sibi!ity cf zs=paring aii iiiiresiraiiied v e r s u s  a restrained primate. I think this i s  
extremely important, and this also calls for having some very excellent ground-based data 
on restrained versus unrestrained subjects in the 30-day period after going through all the 
profiles and so  on. 
Although we have some very highly refined methods of analysis of the EEG data itself, 
we have a lot of other factors (cardiovascular and all the biorhythm and other aspects) to 
consider. I hope we are  going to be able to differentiate weightlessness from this mass of 
other inputs. 
Dr. Adey: I would just like to make one comment about this circadian shift business 
from California to Cape Kennedy. 
It is extremely important that the animals be set  on local Florida time before the flight 
begins, and we have planned that the flight program will be housed in trailers adjacent to the 
Brain Institute a t  UCLA. And one of those trailers will be a flight vehicle that can be flown 
down there. Ray Kado has been very assiduous in setting i t  up a s  a surgery, animal test 
outfit. The intention is to establish it at the Cape some weeks, if  not months, ahead of actual 
flight time, so we hope this question of time shift will not be too bad. 
Then the scheduling of the 12-hour day, 12-hour night arrangements will be set to local 
time at the time of launch. As I recall, launch time is set  for 20 hours. 
Dr. Smith: Right. It can be either 6:00 a. m. or 1: 00 p. m. , depending on whether we 
decide on a once-a-day or three-tenths day recovery. 
Dr. Adeg: But, at least, it is a very important point to get them acclimatized before. 
Dr. Jenkins: I was really impressed with Dr. Walter's results of putting an animal into 
a new environment and some of the excretions and so  on you got. I think this is important, 
too, in considering the conditioning of the animal. 
Dr. Huertas: I think that the major contribution indicated in Dr. Walter's paper is that 
there is a lot more to the EEG than meets the eye. Not long ago, electroencephalographers 
used to look at electroencephalograms and tell exactly, or within appreciable limits, from 
what area i t  was taken. Now, he has shown us  how exquisitely i t  changes from one area into 
another. I refer to his analysis of spectra and the power spectra analysis. 
On the other hand, we have to remind ourselves constantly that we are  reading EEG from 
a very small dipole - in Dr. Walter's case, those 27- or 28-gage needles located in different 
places of the brain. 
But the question which I would like to ask is this: If you are  reading from such a small 
area (which apparently in other electroencephalography was equal), especially in the hippo- 
campus or in the amygdala, in one area to another, and now you a re  analyzing somewhat 
exquisitely this very same area, does the difference from one area in the hippocampus (if 
you are  doing cross-sectional analysis) get results which are quite different in relation to 
the other area which you are  trying to cross-analyze? 
Dr. Adey: That i s  a good point that the size of the dipole accounts of some interest in 
terms of the record that one records and its relationship to activity in the domain. In my 
discussion I will present some figures of work that our colleague Dr. Elong is doing in the 
lab at the moment with intracellular EEG records and relating noise to the EEG in the domain 
as  a whole. And the computer analysis of intracellular EEG, which i s  very large (of the 
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order of 5-15 mV in amplitude on the membrane potential), has a great congruence with the 
EEG in the domain a s  a whole. 
So down at  the limiting level of the single cell, one can show that the activity recorded 
in the adjacent cortex on the surface or  a s  representative of activity in that volume of tissue 
does relate to what is going on in the cell. When the record is fast and low voltage, the EEG 
intracellularly i s  similar, and when i t  is high amplitude, slow, i t  i s  also similar. 
Now, in terms of the regional differences between one part of the hippocampus and 
another, the high amplitude slow theta-like activity or theta activity if you want to detect the 
human scalp EEG t e r m  does occur principally in the dendritic zones of the pyramidal cell 
layer. 
We have recently done an extensive study in the ca t  by essentially a palisade of elec- 
trodes, very fine electrodes, about 100 p in diameter across the entire hippocampus, and 
have looked a t  just these things that a r e  being discussed. The interesting thing is that 
although what we might call the resting theta of an alert ,  but nonperforming animal, is maxi- 
mal in the dendritic zone of the hippocampal pyramids, when the animal i s  making some task 
performance, i ts  distribution becomes much more widespread within the hippocampus, and 
then restr icts  itself again into this dendritic zone. 
For example, it can be traced out into the Sabeculum or  into the dentate fascia a t  times 
of actual performance, but at  other times, it cannot be. 
Now, this i s  using a very fine bipolar recording over a distance of about a millimeter in 
the dipole. 
In the case of these animals, we a r e  expanding a volume much larger because of the two 
millimeter spacing in the electrodes and also on each side, there will be at  least two pairs 
in the hippocampus, so with luck, faith, and reasonable accuracy in placement, you a r e  
going to get something that is representative of the sor t  of thing that I have described in at  
least one of the four placements that you have. 
Dr. Brady: I would like to ask Dr. Walter about what I was particularly interested in, 
and I must say somewhat puzzled about a s  well; that is, the reference to the final type of 
analysis that i s  forthcoming, hopefully, having to do with the decoding of the information 
process that is going on in the brain. Thus, I do not quite grasp what Dr. Walter is talking 
about here. By decoding does he mean a reduction to some other mode of communication, 
o r  maybe he did not want to go into i t  in any more detail. 
Dr. Walter: The principle is that of estimating the mutual information between two 
random processes, which i s  a parameter that can be estimated statistically and which can be 
regarded a s  the nonlinear and nonpolynomial generalization of linear correlation. There- 
fore, it can be looked at  from one aspect simply a s  a nonlineal generalization of correlation, 
and it can be extended to autocorrelation and cross-correlation and system relations a s  
iiidicated by itis lc;nd of ca!cu:ation. 
However, viewed from another aspect, if  the electrical changes observed in one part of 
the brain have been related entirely or almost entirely to those observable elsewhere, then 
it may be said that what goes on in this spot, given the proper translation (which i s  another 
word for what I mean by decoding), can be predicted, if that word is preferable, or explained 
or entirely attributed at any rate to activity elsewhere. Or,i t  may be that only some fraction 
of what occurs in one part of the brain can be interpreted in terms of what goes on elsewhere. 
Dr. Adey reminds me to point out that in any case the answer comes out in bits of infor- 
mation that can be related from one spot to another, and that incidental to this estimation of 
the strength of relationship or the amount of relationship i s  also this decoding of which I 
spoke and which is necessary to make some translation, and this translation is indicated. 
At the same time that the estimate of the strength of relationship is being made, you are 
informed how to make the transformation in order to  enhance this relationship. But I do not 
want to discuss it in more specific terms here. 
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IV. THE DEVELOPMENT OF PERFORMANCE TASKS PRODUCING 
FATIGUE IN MAN AND OTHER PRIMATES 
8 .  ' 
Mary I. Blake and Lorne D. Proctor 
Department of N e ~ ~ ~ o l o g y  and Psychiatry 
Henry Ford Hospital, Detroit 
Discussant: William Hodos 
1 -Th&al of the Ford Hospital project is to see if there are  changes in EEG that a re  / consistently associated with fatigue; these changes could then be used as  fatigue indicators. 
Fatigue has been arbitrarily defined as  decrements in performance on complex tasks over 
long work periods. This paper will discuss the development, so far, of tasks and working 
conditions producing such deterioration. Evaluation of the EEG and the statistical procedures 
to determine whether or not there is a relationship between EEG and performance has been 
discussed by Dr. McCrum. 
The species used in this project are those which were slated for moonshots - monkeys, 
I chimpanzees, and humans. This report i s  based on 160 orbits with five monkeys, 50 orbits 
with seven humans, and training data from three chimpanzees. Eight more monkeys are now 
in training and as  many humans will be orbited a s  time and funds permit. 
Pairing of subjects is not necessary since the critical comparison is between early and 
late performance of the same subject in the same orbit. Consequently, no experimental 
I 
design is presented. The treatment of the data has been very conservative. Accuracy is the 
percent correct of the problems attempted; output is the percent attempted of the problems 
presented. 
Test conditions represent a partial simulation of space flight; i - e . ,  all subjects are  
confined in isolation chambers with controlled sound and constant illumination. The monkeys 
lie in a form-fitting space couch, the chimpanzees sit  in an Air Force restraining chair, 
and the human subjects sit in an ordinary office chair. Figure 1 shows one of the monkeys in 
his space couch. 
The duration of the monkey orbits has been at least 48 hours in accord with the initial 
estimate of the duration of the moonshot. The duration of eventual human and chimpanzee 
orbits has not yet been determined. Thus far, the human orbits have been less than 6 hours 
so that facilities for eating and elimination need not be provided. EEG has been monitored 
throughout most of the monkey orbits and four human orbits. 
The long duration of orbits has limited the choice of tasks to those which could be com- 
pletely automated. We used Grason-Stadler operant conditioning equipment for the experi- 
ments. Figure 2 shows the testing situation of our monkeys. Colors and symbols are 
presented in lucite windows on a panel in front of the subject, then he i s  required to push one 
or more of these windows according to the rules of the particular problem. Immediately 
below the windows is the food well which i s  used for rewarding the correct responses in a 
manner that is appropriate to the particular species. 
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Figure 1. Monkey Space Couch 
Learning, being an increment in performance on complex tasks over work sessions, 
would tend to obscure fatigue, which we have defined a s  decrements in performance on com- 
plex tasks over long work sessions. Consequently, all our subjects have been trained to 
approximately 75 percent accuracy before orbiting; this takes an afternoon with humans, and 
many months of daily testing with other primates. 
To obtain this 75 percent level of performance from all the individuals within a species 
group, we have developed tasks of variable difficulty on each species level. Thus, each 
individual of the species can perform on a task appropriate to his own particular capacities. 
This, again, i s  possible because we a r e  not making intersubject comparisons. 
The monkeys worked at  two problems. One of these was a delayed matching-from- 
sample task. On each tr ial  a single symbol, called the sample, was presented in a center 
window of the panel; a 5-second delay followed in which all of the windows were blank. After 
the delay, symbols were presented in two windows; one symbol was like the sample while 
the other was not. The monkey was required to select the symbol which matched the sample. 
No decrement in performance was obtained on this task over 48-hour orbits, SO an 
attempt was made to teach the monkeys nonmatching in which they were to select the symbol 
which was not like the sample. Matching and nonmatching problems were then mixed; a 
special light was used to inform the animal which rule was applicable to a particular trial.  
However, the monkeys showed no signs of learning the nonmatching and no evidence could be 
found of monkeys learning this task in automated apparatus. 
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Figure 2. Monkey Testing Situation 
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It was then decided to use only the matching task  and to make i t  more confusing by the 
presentation of interfering information between the sample and the choice presentations. 
This  interfering information consisted of varying numbers of the symbols which served a s  
samples in other problems. Observation of this interfering information was ensured by 
requiring the animal to respond to each presentation to turn on the next presentation and by 
givinghim no basis  other than observation for  determining whether he had turned on a choice 
presentation o r  just another interpolated cue. 
The difficulty of the problem was variable depending on the maximum number of cues 
interpolated between the sample and the choice. With combinations of zero,  one and two, 
and zero, one, two, and three interpolated cues,  one monkey has  shown decrements  in 
accuracy on four of the last  five orbi ts  and an output decrement on the other. Figure 3 shows 
the accuracy of this animal on three of these orbits.  The ordinate represents  the percent 
correct of the problems attempted. Each data point represents  6 hours in which the animal 
was tested almost continuously. The dashed line represents  an orbit in which there  was a 
maximum of two interpolated cues. The two solid lines represent  orbits in which there was 
a maximum of three. The decrement in orbit 144 was 30 percent. The other two decrements 
were  approximately 17 percent. 
With a combination of zero and one interpolated cues ,  three  monkeys have shown mono- 
tonic decrements in output without any change in accuracy. Figure 4 shows the output of each 
of these animals over a 48-hour orbit. The ordinate shows the percent attempted of the 
problems presented. All three animals began above 80 percent, and all  finished below 30 
per cent. 
The fifth monkey in our group persisted in showing the diurnal dips in output which was 
characteristic of al l  the monkeys initially. On the single orbit in which his output remained 
high throughout, an accuracy decrement was obtained. 
The monkey's other task was a r eve r sa l  problem in which f i r s t  one of two alternatives 
i s  correct  for a number of t r ia l s ,  then the other i s  cor rec t  for  a number of t r i a l s ,  then the 
f i r s t  is co r r ec t  again, etc .  The difficulty of such a problem i s  determined by the physical 
similarity of the cues and the frequency with which the designation of the co r rec t  member i s  
changed. The animals took much longer to become proficient with symbol cues than with 
colors, but they did not show a decrement over the 48-hour orbit until there was a t  least  one 
reversal  within each 48-trial session. 
The bright monkey who had to r eve r se  h i s  choices every  12 of the 48 t r i a l s  showed 
decrements in accuracy on six of the last  seven orbits.  Figure 5 i s  a composite of his  accu- 
r acy  scores on these s ix  orbits.  The mean decrement i s  close to 20 percent. 
Of the other four monkeys who had to r eve r se  every 24 of the 48 t r ia l s ,  two showed com- 
binations of accuracy in output decrements ,  and the other two showed only output decrements. 
Figure 6 shows one of the combination decrements. Output remained very high over the 
f i r s t  18 hours and then dropped off r a t h e r  sharply to virtually fie output ir. the kist 12  hcurs. 
Accuracy, on the other hand, dropped approximately 22 percent in the f i r s t  24 hours, then 
seemed to r i s e  again to the original level and repeat  the phenomenon. However, the accuracy 
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scores for the last 24-hour period have decreasing validity because the output declines. The 
interaction line reflects both e r r o r s  of commission and omission. 
The output decrements on the reversal  task were very similar to the ones on the inter- 
polated cue task. 
A vigilance requirement was recently added to the monkey problems. Regular intertrial 
intervals were replaced by four different intervals in random sequence. Problem durations 
were also minimized so that the animal had to respond to a problem immediately whenever 
it was presented. Monitoring has been much more obvious since these changes have been 
made, and they have coincided with the f irst  accuracy decrements in two of the animals. 
Decrements in accuracy seem preferable to decrements in output; with monkeys they 
have been obtained only when output has been kept high throughout the 48-hour orbit. Figure 
7 shows typical output of the monkey who has shown the consistent accuracy decrements. 
On neither problem does his output ever fall below 90 percent. 
Figure 8 shows the output of another monkey on the only orbit in which he showed an 
accuracy decrement. This i s  also the only orbit in which his output remained high; however, 
the drop in accuracy is  about 45 percent. 
Thus, it appears that if accuracy decrements a r e  to be obtained, the animals must be 
kept working, and in order to accomplish this, the number of problems was increased from 
1152 to well over 8000 in 48 hours. Also, the animals were punished by shocking their 
thighs or squirting water in their faces whenever they failed to respond to a problem. 
Attempts have also been made to maximize the value of sugar-pellet rewards for correct 
responses. The animals consumed only about 3000 pellets in 48 hours of ad libitum feeding; 
hence, the 8000 pellets which would be available if every problem were performed correctly 
would be too many. These have been reduced to 4000 by substituting a new problem without 
pellet rewards for half of the tr ials  of the reversal  and interpolated cue problems. 
The new problem is  a simple monitoring task. The animal i s  required to turn off a red 
light within 2 sec  of its appearance in any of three windows. Failure to respond is punished 
by the same shock a s  failure to respond on the other two problems. 
Shock itself did not induce very high output, a s  shown in figure 9. However, when sugar 
pellet rewards were added for every four correct  responses, performance was quite good. 
If the animals would similarly perform the reversal  and interpolated cue problems with a 
pellet rewarding every third correct  response, the number of pellets available with perfect 
accuracy would be brought below the ad libitum quota without the red light problem. The red 
light problem is less  useful than the other two because its only parameter i s  output. 
Since experimentation with the chimpanzees began this year, the animals a r e  still  in 
training. The animals have adapted very well to the restraining chair and have readily 
perfsrmcd simple d i~c~i i i i i i ia i iun  prubiems. Tne pian to train them on the monkey probiems 
and simply work them up to more frequent reversa ls  and more interpolated cues was dis- 
carded, however, when the animals failed to demonstrate the flexibility necessary to perform 
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Figure 6. Performance of NA-3 
on Reversal Problems of Orbit 
159. Dots on accuracy line indi- 
cate elimination of data point 
because failure to perform at all 
does not permit measurement 
of accuracy. 
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reversal tasks. Instead, a tick-tack-toe task is being se t  up based on the tasks learned by 
chimpanzees at UCLA and Holloman Air Force Base. 
The tick-tack-toe panel contains a 4 x 4 matrix of windows. On each tr ial ,  three of the 
four windows composing a row, a column or  a diagonal a r e  lighted yellow. The fourth is 
green and the animal will be rewarded for pushing this one. The green light will gradually 
be faded out until eventually the animal will have to use the principle of completing a row to 
respond correctly. When this i s  learned, various other windows in the matrix will also be 
lighted yellow s o  that it i s  harder for the animal to locate the row of windows which can be 
completed with just one response. 
The vulnerability of this task to fatigue is questionable since it has never been used for 
this purpose. Appropriate vigilance measures will have to be added and measures will also 
have to be taken to keep the animals working for long periods. Preliminary work suggests 
that our chimpanzees will accept the spacing problems and the requirement of more than one 
correct  response for each piece of food. If necessary, shock or  water reinforcement will 
also be used. 
The first  task for humans was an advanced version of the monkey's matching-from- 
sample task called "duplicating the sample sequence. Each tr ial  began with a presentation 
of five symbols on colored grounds in a center window of the panel. Following this, a tone 
sounded and a longer sequence was presented containing the original sequence interspersed 
with color pattern combinations out of order and combinations from other problems. The 
subject's task was picking the original sequence out of the longer sequence, indicating his 
choices by depressing the window in which they appeared. 
Both pattern and color had to be correct .  Since the color was in the ground, pattern and 
color could not be perceived simultaneously, nor apparently remembered a s  a single unit. 
Thus, the intended five-unit memory task resulted in 10 units and coding was necessary. 
The capacity of subjects to maintain performance over long periods of time, then, depended 
on the efficiency of the code which they developed. 
To eliminate such individual differences, the number of images to be remembered could 
have been reduced so  that coding would not have been necessary and subjects could have been 
forced to work continuously so that development of a code would not have been possible. 
However, a t  this point i t  was suggested that we develop a test  similar to the one used at  
Houston to test  s t r e s s  tolerance. (Frazier)  
A five-window panel was used for this task.  Each tr ial  began with a recorded instruction 
lasting three colors. Following this instruction, colors appeared in three of the panel win- 
dows with the color in any particular window changing from trial  to tr ial .  The subject was 
simply required to push the windows in the sequence given in the instruction. Failure to do 
so within 1.5 seconds resulted in a shock to the back of his hand. 
Sometimes, for our subjects, one of the colors requested had not been presented in the 
A;--I.,., ,,,,. 1- I,l +L:- .,,,, ,,,, ---- the siiQect pGshed a special window designating "not here" at the point 
in the sequence where he would have pushed a window of the absent color. 
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We thought that our test should be more difficult than the one used in Houston. And yet, 
only one of the six subjects that we tested showed deterioration of the type described in 
Houston. The anxious behavior of this subject suggested that the contradiction was possibly 
due to a difference in the motivation of pilots being screened for space candidacy and the 
research project personnel who are  performing a day's work. 
We decided that the motivation of paid naive subjects would probably be limited also; 
therefore we shifted our emphasis from stress to boredom as  a cause of fatigue. According- 
ly, the shock for errors  was replaced by momentary flashing of a large "X" in one of the 
panel windows. 
Boredom was assumed to affect vigilance, s o  intertrial intervals were lengthened and 
made variable - 5, 7.5, 10 or 15 seconds in random sequence. In addition, the presentation 
of colors was moved ahead of the instructions so that necessary information was presented 
before the subject was alerted by sound. 
Figure 10 shows the effect of these two changes. The ordinate in this and subsequent 
graphs is percent correct of the problems presented. Each datum point represents approxi- 
mately 30 minutes of testing. Decrements of more than 10 percent over 2- and 3-hour orbits 
were not obtained on this problem until the vigilance requirements were added. 
A separate problem assessing only vigilance was added in another window of the panel. 
A white ball was presented for one second at random intervals throughout the orbit, and the 
subject was required to push a specified window before this white ball disappeared. On this 
task decrements of at  least 20 percent were obtained in 10 of the last 12 orbits. Figure 11 is  
a composite of these 12 orbits. The mean decrement is about 35 percent. 
We thought that the deterioration that we were calling fatigue would be made more rapid 
if we increased the amount of information the subject had to handle on each trial. The amount 
of information presented in the three windows w a s  increased from three to six units by 
superimposing symbols on the colors and making the instructions a combination of colors and 
symbols, such a s  "box-ball-green." 
Figure 12 shows the effect of these changes. Performance on the more complex task 
was approximately 10 percent poorer throughout, but there was no greater decrement over 
time. Thus, we saw that making a task more difficult did not necessarily make i t  more vul- 
nerable to the effects of fatigue. 
The same thing happened when we tried to make the task more difficult by increasing the 
area the subject had to monitor. The three presentation windows were moved farther apart 
and, again, the result was a 10 percent drop in overall accuracy, but no change in the slope 
of the performance line occurred. 
The best decrements were obtained from subjects who claimed to be tired from other 
work before going into orbit. Figure 13 shows the performance of one subject who was then 
instructed to become fatigued before appearing for an orbit. 
b 
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Figure 10. Performance of Sub- 
ject V. H. on the Houston Prob- 
lem in Orbit 10 without a Vigi-' 
lance Requirement and in Orbit 
21 with a Vigilance Requirement. 
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1 2 3 
Successive %minute test sessions 
Figure 12. Performance of Seven Human 
Subjects on the Houston Problem (Windows 
Together) with (a) Colors Only and (b) 
Colors and Symbols a s  Cues. Some sub- 
jects orbited more than once with colors 
and symbols. 
Figure 13. Performance of Sub- 
ject H. M. on Houston and Vigi- 
lance Problems in Orbit 44 after 
Being Instructed to Begin Orbit 
in a Fatigued Condition. 
Successive 34-minute test sessions 
60 
----- 
Subject W. M. 
45 
E 40 - 
n '.. 40 
- 49 
Figure 14. Performance of 
Three Subjects on Houston Prob- 
lem with Colors and Symbols, 
and Windows Together. Note 
gradual decline (Orbits 40, 45, 
49). 
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Successive 34-minute test sessions 
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The f i rs t  decrement i s  an output decrement associated with sleep. There were sleep 
spindles on the EEG and most of his e r r o r s  were omissions. This suggests that prefatigued 
subjects will provide less  usable data if they fall asleep during the orbit. 
The second decrement, however, was not sleep and is  very similar to the decrements 
we have obtained on many other orbits with this problem, both in the gradual slope of the 
performance line and in the sources of e r r o r  reported by the subject after the orbit. These 
sources of e r r o r  were such things a s  not seeing the presentation, not being able to distinguish 
elements in the presentation, forgetting what i t  was, responding too slowly, and not being 
able to guide his  hands to the windows which he knew to be correct ,  etc. 
Comparison of this second decrement with those in figure 14 suggests that deterioration 
of accuracy is  no more rapid with prefatigued subjects than with fresh ones. The decrements 
in the two longer orbits a r e  about 30 percent. The decrement in the shorter orbit i s  about 
23 percent. The gradual deterioration suggests that orbits should be extended beyond the 
current 4 hours. 
Figure 15 shows the only instances of sudden decrements which we have obtained in 50 
orbits. The decrement in the critical half hour was about 32 percent in both of the orbits, 
making the overall decrement 44 percent in the shorter orbit and 56 percent in the longer one. 
A procedure for assessing qualitative changes in the subject's performance is being 
discussed. After notification of each e r r o r  the subject would have to specify aloud, by 
choosing a reason from a l is t  provided, why he thought he had failed. His reasons would be 
recorded and analyzed for changing proportions of the various e r r o r  types. Previous sub- 
jects, when questioned at  the end of their orbit, have shown remarkable agreement a s  to the 
sources of their e r r o r s .  With this new reporting system, factors which appear responsible 
for increasing numbers of e r r o r s  a s  the orbit continues can be emphasized in future tests .  
The tests a re  already sensitive to increases in response latency. The response time is  
6-hour blocks of testing 
Figure 15. Sudden Decrements Shown by Subjects H. M. and T.O. on the Houston 
Problem. (Orbits 42 and 28, respectively) 
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minimal for subjects in peak performance condition. When they slow down they a re  credited 
with more mistakes. 
A procedural change which is definite i s  the extension of testing to paid naive subjects, 
e. g. , medical residents. The question of whether pulse, respiration and blood pressure 
1 should be monitored concomitant with the EEG will be discussed with our monitors. 
1 DISCUSSION 
I Dr. Hodos: Because of some studies which were carried out during the past few years 
1 by Dr. Harold Williams at Walter Reed Army Institute of Research, I would like to discuss 
I the nature of the fatigue decrement which was observed. 
Dr. Williams and his staff have been concerned with problems of behavioral performance 
I after loss of sleep. Their subjects are humans with varying periods of sleep loss - the 
typical period being 72 hours. One of Dr .  Williams' main findings is that performance can be 
broken down into two types of tasks - tasks which are paced by the experimenter, and tasks 
which a re  paced by the subject. It is  the experimenter-paced tasks which seem to show the 
I 
I greatest decrements of performance, whereas the tasks which are paced by the subjects 
' seem to hold up very nicely even after prolonged periods of sleep deprivation. 
I The type of task which he used was quite similar to that of Dr.  Blake and Dr. Proctor. 
In one situation the experimenter or the experimental program presented the stimuli. But in 
the other situation the subject turned on the stimuli himself by making one response and then 
I 
made another response to indicate the correct answer. He then moved on to the next problem 
at his own rate. 
Dr. Williams also found that although accuracy on the self-paced tasks remained high, 
output was affected; i. e. ,  the subjects tended to attempt relatively fewer problems than if the 
experimenter were presenting them. It appears, then, that one of the principal decrements 
which is observed in the experimenter-paced program is a decrement due to e r rors  of omis- 
sion rather than e r rors  of commission. 
I I would like to say that I believe that the failure to find performance decrements after 
fatigue and prolonged training sessions is not really a total loss since it is quite important 
to know what sorts of behavior will hold up under conditions of prolonged stress. I think 
such information is quite useful in terms of designing capsule equipment and in terms of the 
types of responses which an astronaut would be expected to make so that his behavior will 
I have a high resistance to fatigue decrement. 
I would also like to mention a problem which has arisen in some of Dr. Brady's work on 
the matching-to-sample in monkeys and in chimpanzees. In these problems the programing 
system which i s  used to present the sequence of stimuli is extremely important. If the 
program were too short or if it were not changed often enough, the animals would simply 
memorize the sequence and pay absolutely no attention to the stimuli whatsoever. 
--- 
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We can avoid this problem either by using a sequence which is several thousand charac- 
t e r s  long, or ,  if our equipment limits u s  to short sequences, we can make certain that they 
a re  changed frequently enough to insure that we a r e  dealing with matching-to-sample and not 
memory. This may also account in part  for  the resistance to  fatigue of this particular 
behavior. 
In the light of some of Dr. Blake's remarks  about the number of pellets and the number 
of reinforcements which have to be delivered in order to maintain performance, I would like 
to remark that animals can get along on a relatively few number of primary reinforcements 
(actual food pellets or  actual water deliveries) if we use  the variable rat io procedure in 
which each correct response is not reinforced with the primary reward, but is reinforced 
with a secondary reward; e.  g. , a flash of the feeder magazine light is a stimulus consistently 
associated with the primary reward. The primary reward is only given on an intermittent 
basis. Such a situation permits us  to use relatively few primary rewards and postpones the 
satiation of the animal for many, many hours. 
The final point I would like to make pertains to the use of shock a s  an alternative to 
repetitive reinforcers. If shock is the only alternative, it must be used. If possible, how- 
ever ,  I think it is wise to avoid it because many experiments have shown that the performance 
of animals and humans under conditions of shock avoidance is quite different from their 
performance under conditions of appetitive motivation. For  example, in studies of generali- 
zation gradients we found very sharp generalization gradients with food reinforcement which 
indicate that the animal was quite accurate in his discrimination ability. The same stimuli 
and same animal, but with a shock avoidance base line, gave us  a very flat generalization 
gradient which suggested that the animal was poor in discrimination. However, the animal 
was not poor in discrimination. In a shock avoidance program the cost of making an e r r o r  
of omission is s o  high that the animal just does not take any chances and responds to almost 
any stimulus. In a food reinforcement situation, the animal is not s o  severely penalized for 
making an e r r o r ,  and, therefore, is willing to take a chance. 
I 
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I 
1 Jorge Huertas 
Brain .Wechanisms Branch, O f f i c e  of Life  S c i e n c e s  
Ames  Research  C e n t e r .  NASA 
Discussant: Frank Morrell 
It is obvious that the striated muscles a r e  influenced by sleep in their performance. 
The animals a t  the top of the phylogenetic scale relax their muscles during sleep and assume 
a skeletal position that requires practically no effort to oppose gravity. Some authors have 
used the absence of an active electromyogram of the neck muscles a s  an index of sleep. 
Electroencephalographic research has proven that sleep and wakefulness a re  character- 
ized by more o r  less  typical electrical patterns in the brain. These patterns indicate a role 
played by the brain in such states, but a re  by no means a reliable description of sleep nor 
do they serve as  a quantitative measure of sleep. 
In view of these considerations this paper is concerned with determining whether o r  not 
there is any relationship among the different stages of consciousness, the electroencephalo- 
gram and the electromyogram. 
The monosynaptic reflexes have been used to monitor the integrated facilitatory and/or 
inhibitory action of the central nervous system upon the anterior horn cells. These cells 
also control muscle activity. For this reason the monosynaptic reflex a t  the preanterior 
horn-cell level has been selected for the study of said relationship. 
The classical studies concerning these reflexes had to be carried out upon previously 
anesthetized animals; therefore it is important to determine whether o r  not the monosynap- 
tic reflexes in the unanesthetized animal have any relationship with the same reflexes 
elicited in the anesthetized animal. If the results  should differ, it would be interesting to 
find a measurement to describe such difference and then to apply this method of measure- 
ment to awake and asleep animals. For this purpose we have proceeded in the following way. 
Hoffman's description of a reflex which can be elicited by stimulating a mixed nerve and 
by recording from a homonymous muscle suggests a monosynaptic reflex. Recent studies 
by several authors have proven that it is a monosynaptic reflex. The only differences a r e  
the locations of the stimulating and recording electrodes. Instead of stimulating in the intra- 
spinal posterior roots, the stimulating electrode i s  placed on a mixed nerve activating its 
sensory fibers. The recording electrodes a r e  not placed in the sectioned intraspinal 
anterior root, but in the homonymous muscle. Thus, this method eliminates spinal sur- 
gery and sectioning of spinal roots and provides an undisturbed preparation. 
Experiments were performed on 30 monkeys (adult Macaca mulatta). In order to obtain 
results  which a r e  both consistent and reproducible, a search for a modification of Hoffman's 
original technique is  necessary. 
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(1) Hoffman suggested stimulation across  the skin by means of cutaneous electrodes 
placed along the course of the mixed nerve; but this did not produce consistent results. The 
amounts.ofacur.%ent necessary to produce a response varied greatly without apparent changes 
in the experimental conditions even though special attention was given to the positioning and 
electrical characteristics of the electrodes. 
(2) Another approach consisted in perforating the skin in order to place the electrodes 
closer to the nerves and within the muscles. Special electrodes were made of gauge 27 
stainless steel hypodermic needle tubing, the two tips of the electrodes were se t  0. 7 mm 
apart and all but the tip was insulated with plastic coating. They were firmly held together 
by means of an epoxy base; their length varied with the calculated anatomical depth of the 
peripheral nerve to be stimulated. The same type of electrode was used to perforate the 
skin and to record from within the muscle, taking care to place the two tips of the electrode 
in the same direction a s  the f ibers of the muscle and a s  close a s  possible to the endplate. 
Here again the results varied greatly. Any voluntary or passive movement of the extremities 
would produce a change in the characteristics of the response and render this technique 
useless. 
(3) The only technique that produced sensible results  consisted of placing permanent 
electrodes around the nerve. These electrodes were made of surgical stainless steel wire 
se t  about 1 cm apart and held in place by means of a loop around the nerve and anchored by 
silk stitches. They were insulated by means of a polyethylene sleeve. After surgery the 
animal was allowed to recuperate for 10 days o r  longer before recording. This was neces- 
s a r y  because handling of the nerve during surgery produced changes in the conduction of the 
nervous impulses. Recording from the muscle was done using the gauge 27 hypodermic 
needle tubing electrode in the same fashion a s  described above. 
This technique offered data similar to that obtained during previous experiments and 
similar to the results described by many investigators who suggested alterations of the 
monosynaptic reflexes during anesthesia; but the results were still  not satisfactory. 
A typical response (fig. 1) of an electrical stimulus to a mixed nerve consists of two 
waves: an immediate wave due to the direct transmission of the impulse by the motor fibers 
of the nerve to the muscle, and a late o r  indirect wave due to the stimulation of the sensory 
fibers of the nerve. This indirect wave represents the monosynaptic reflex. 
Both waves have a consistent relationship in regard to time latency. The time for the 
direct wave (D) becomes shorter a s  the distance of the stimulating electrode to the muscle 
becomes shorter. The indirect wave (I) behaves reversibly and i t s  latency increases a s  the 
relationship of electrode position to muscle shortens. 
The fact that these two waves a r e  produced by a single shock has i ts  drawbacks; e. g . ,  
sometimes the stimulation of a mixed nerve produces a contraction in a muscle which does 
not have any known direct relationship with the stimulated nerve; therefore any attempt for  
correlation with known neuronal pathways is  impossible. Another disadvantage ar ises  be- 
czdae the direct wave (Ej starts a mechzii7ical coiitraction ef the milsc!e which is i~ 
effect when the indirect volley ar r ives  altering the behavior of the muscle during the indirect 
phase (I). 
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Figure 1. Evoked Mgography (Ulnar Nerve) 
However, the muscle adductor pollicis offers a unique type of innervation which i s  advan- 
tageous for  the measurement  of the monosynaptic reflexes. I t s  sensory f ibers  t ravel  along 
the ulnar nerve,  while the motor innervation is delivered via the median nerve. Thus, 
e lectr ical  stimuIation of the ulnar nerve does not produce a direct  wave but does produce an 
indirect monosynaptic response that reaches the muscle a t  r e s t ,  electrically and mechani- 
cally (fig. 2). 
By using this technique of recording from the adductor pollicis and stimulating a t  the 
ulnar  nerve with permanently embedded electrodes the resu l t s  a r e  quite constant, yet  hard  
to evaluate using only one stimulating parameter .  Since the major difference between r e -  
sponses during different phases of consciousness in the monkey is the amount of cur ren t  used,  
stimuli were given to the nerve in the classical  fashion used for determining strength dura- 
tion curves.  The resu l t  was a well-defined curve (fig. 3) .  
When the animal was awake the resulting curve was a typical Hoorveg-Weiss curve in 
which the intensity of the cur ren t  and duration of i t s  action were  indirectly proportionate. 
The resu l t s  were very  constant and followed a definite pattern. 
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MEDIAL NERVE-ADDUCTOR POLLlClS 
D AND I WAVES 
~ ~ ~ u ~ ~ U 1 - 1 0 0  mVOLTS (AMPLITUDE) 
Figure 2 .  Evoked Myography 
In order  to compare this curve with a relatively steady state such as that produced 
by anesthesia, an anesthetic, Nembutal, was administered a t  a dosage of 10 mg/kg I. P. 
Tracings were taken 20 minutes af ter  the administration of the drug. Again the resu l t s  were  
very  constant and significantly different f rom those obtained when the animal was awake. 
The stimuli were delivered every 2 seconds in order  to avoid any other physiological 
phenomenon which i s  known to appear when the stimuli a r e  close together. 
The third group of experiments (25 in total) was concerned with s leep (fig. 4). For  this 
purpose the animals were placed in restraining chai rs  in a shielded room. They remained 
in this enclosure 1 to 2 weeks in order  to acquaint themselves with the environment. A 
masking white noise with an intensity of about 80 dB constantly sounded in the room. The 
room was completely isolated f rom daylight, and illumination was kept constant. Once the 
animals were familiarized with their surroundings, the following cr i te r ia  were used to 
determine whether o r  not the animal was asleep: 
(1) Motionless quietness except for regular  resp i ra tory  activity 
(2) Closed eyelids 
(3)  The presence of slow waves in the electroencephalogram 
(4) Reduced o r  absent nuchal electromyogram 
During sleep the resul ts  varied more than in the previous instances and the standard 
deviations were much greater .  This indicated to u s  that sleep in the Macaque is l e s s  of a 
steady state  than wakefulness and much l e s s  s o  a steady state  than that observed during 
RELATIONSHIP BETWEEN EVOKED MYOGRAPHY AND STATES OF CONSCIOUSNESS 415 
0 . I .2 .3 .4 .5 
msec 
Figure 3. Monosynaptic Reflexes in the Awake Macaque. 
Strength Duration Curve 
Nembutal anesthesia. The chronaxie (fig. 5) and utilization time during sleep were doubled 
a s  compared with that of wakefulness. 
Even though both the awake and asleep curves were statistically different, the fact 
remained that the standard deviation was greatest during sleep (fig. 6). The explanation for  
this follows. 
Because our first attempt was to differentiate sleep from wakefulness, we paid very 
little attention to  the different stages of sleep. But when we referred back to the electro- 
I 
encephalographic patterns during which the tracings were taken, we discovered that the 
I curves were much more constant during a given phase of sleep. • 
Sleep characterized by slow EEG required the largest amount of current to produce a 
reflex while light sleep (at the beginning of sleep) required the least (fig. 7). 
The qualitative parameters that we selected as an index for sleep did not permit u s  to 
test  paradoxical sleep. 
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CONCLUSION 
If evoked myography is  elicited by stimulation of a mixed nerve, a monosynaptic reflex 
is  obtained in the process. This reflex can be studied very precisely if the stimulus i s  
applied by means of permanently embedded electrodes in the ulnar nerve and recorded from 
the adductor pollicis . 
If the mode for stimulation of the nerve resembles the technique used in obtaining 
strength duration curves, the classical Hoorveg-Weiss curves a re  obtained which are  differ- 
ent for the anesthetized animal, for the awake animal and for the sleeping animal. The 
curve for sleep can be subdivided into smaller curves corresponding to the different phases 
of sleep. 
Thus, evoked myography offers a unique method for determining sleep quantitatively in 
time and phase, rather than qualitatively a s  has been done so  far .  
The application of this method to astronautics will provide a simple and reliable tool for 
a quick evaluation of an organism in regard to i ts  sleep o r  wakefulness. 
This response has the advantage of measuring the performance in those parameters 
which are easiest to understand, namely, the relationship of a response to a stimulus. 
DISCUSSION 
Dr. Morrell: F i rs t ,  I think we should all appreciate the remarkable ingenuity of 
Dr. Huertas in developing this quantitative and sophisticated measure which i s  surprisingly 
correlated with different states of consciousness. This should be very useful in monitoring 
the state of consciousness in an animal, although obviously this may have some limitation 
with respect to man. 
There are  two or  three questions that I would like to ask of Dr .  Nuertas. 
First ,  perhaps he could comment on the surprisingly close correlation between the 
chronaxie for the Nembutalized and the waking animal a s  opposed to the normally sleeping 
one. And in view of that, if I read the figure correctly, the chronaxie determination for the 
Nembutal, which was more than twice that of the sleeping animal, needs explanation a s  well. 
The third question was actually related to the question of why there was so  much vari- 
ability in the preparations that Dr. Huertas has described before deciding on this final one 
of direct nerve stimulation. It makes one wonder if some explanation could be found for the 
variability whereas other techniques might prove even more sensitive indicators of variations 
in state of consciousness than the direct stimulation of nerves. 
For example, skin resistance changes might account for some of the variability. Pe r -  
haps Dr. Huertas measured those or  has some explanation for that variability. 
* lr 
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Dr. Huertas: I shall begin with the last  question a s  towhy there was so much variability. 
Fi rs t ,  I think it i s  very hard to set  the electrodes exactly under the same conditions 
twice in the same animal and more difficult when one is working with several animals. So 
even though we marked the location of the electrodes over the skin, any motion o r  any pull 
produced displacement of the electrodes. The skin in the monkey i s  a rather loose organ 
in contrast to the peripheral nerves which a r e  well packed within a location that varies 
little; consequently, the distance and the ways for stimulating electricity to propagate through 
the muscles into the nerve was one of the main factors that influenced this tremendous 
variability. 
In order of anatomical factors, the ulnar and median nerves a re  not so  clean a s  we 
learned in anatomy. They mix sometimes and carry fibers that belong to other structures. 
So this produced changes from one individual to another. 
The other factor that produced changes was the amount of contraction of the muscle. 
If the muscle was contracted due to the f irst  wave, the amount of contraction could have dif- 
ferent degrees so that when the second wave appeared the characteristics of the amount of 
electricity to produce a t  least a visible change of the electrical activity of the muscle in the 
electromyogram were different. To summarize, then, all this, plus many other factors 
which were not investigated, accounted for these changes. 
I believe that the simpler the method, the more constant you can keep your electrodes 
o r  stimulating currents and parameters, and the easier i t  i s ,  a t  least a t  f i rs t  in this method, 
to produce meaningful data. 
I ,  too, was puzzled by the close correlation between the chronaxie, Nembutal and 
awaking. However, I have not found any explanation. 
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The 200 subjects used in this study are volunteer flight personnel on active duty in the 
United States Air Force. Their ages range from 25 to 40 years with 80 percent being in the 
30- to 35-year age group. A majority of the subjects a re  pilots, but a certain number of 
navigators and electronic warfare officers a r e  also included in the group. 
Before their arrival in Houston for the recording session, all subjects underwent an 
extensive medical and psychological evaluation at  the School of Aviation Medicine, Brooks Air 
Force Base, Texas. 
The physiological parameters recorded from each subject include 18 derivations of 
electroencephalogram (EEG), 2 derivations of electro-oculogram (EOG), electrocardiogram 
(ECG), electromyogram (EMG), skin temperature, respiration, finger plethysmogram, and 
galvanic skin response (GSR). 
Figure 1 illustrates the positions of the EEG electrodes on the scalp. The circles con- 
tain placement designations used in the 10-20 system, such as  C4 indicating the right central 
electrode position. Standard positions are used with the exception of F1 and F2 which indicate 
Figure 1. Positioning of EEG Electrodes on the Scalp 
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positions halfway between the a rea  international F and F3 or  Fp2 and F4 positions. The P i  
numbered lines mnnccting circles indicate derivations and channel numbers. Note that the 
montage used is exclusively bipolar and covers all major areas  of the scalp. 
The next 11 figures show the manner in which electrodes and transducers a r e  attached 
to the subject. F i rs t ,  the head is  measured for  determination of each electrode placement 
according to the 10-20 system (fig. 2). Each site i s  scrubbed with a mixture of ether and 
acetone before placement of the electrode. The electrodes used a re  standard Grass  Instru- 
mcnt silver cups anodized with chloride. Electrolyte paste i s  applied to the electrode site 
and to the concave surface of the electrode. Electrodes a r e  fastened into place by gauze 
squares dipped in molten paraffin which clings firmly to the surrounding hair. 
Fib-re 3 shows such electrodes in place. On non-hair-bearing areas ,  such a s  the frontal 
electrode si tes,  ordinary adhesive tape i s  used. The EOG electrode placements a r e  illus- 
trated in figure 4. These a r e  located near the outer canthus of each eye for the horizontal 
component and above and below the left eye for the vertical component of the EOG. 
Electrodes on the chest and a r m s  a re  placed over si tes prepared by the skin-drilling 
technique (figure 5). The skin site i s  lightly abraded with a high-speed dental burr  which 
removes the outer keratinized layer of the epidermis so that a very low impedance is  obtained. 
The system-ground electrode is  placed on the left a r m  (fig. 5). ECG and impedance- 
pneumogr:lph electrodes a r e  applied to the chest over si tes which a r e  also prepared by the 
skin-drilling technique. Figure G shows the impedance-pneumograph electrodes placed on 
the anterior and posterior aspects of the right hemithorax. With this placement there is less  
cardiac artifact in the respiration signal, and primarily diaphragmatic respirations a r e  
Figure 2. Measurement of the Head Figure 3. Placement of Electrodes 
for Placement of Electrodes According Showing Use of Adhesive Tape on 
to the 10-20 System Non-Hair -Bearing Areas 
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recorded. The ECG electrodes a re  located 
bilaterally in the midaxillary lines. The right 
one is visible in figure 6; the left one is visible 
in figure 7. 
The GSR electrode is placed over the pal- 
mar aspect of a finger on the left hand, the 
site being masked with tape to insure a con- 
stant area  of 1 cm2 (fig. 8). In figure 9 the 
silver-silver chloride pellet electrode for GSR 
is in place on the third finger. The thermis- 
tor for recording skin temperature i s  taped to 
digit four of the same hand. The transducer 
for the finger plethysmogram is  placed over a 
nail bed on the same hand. 
Figure 10 shows the recording chamber, 
a small electrically shielded room which is 
relatively sound deadened. The subject is 
seated in a comfortable reclining chair facing 
the stimulus-presentation box which contains 
a slide projector, a loud speaker, and a 
stroboscopic light. The electrodes a r e  plug- 
ged into a rack (located behind the chair) Figure 4. Electrode Placements for 
which contains the primary signal conditioners. Horizontal and Vertical Components 
The subject's verbal responses a r e  picked of the EOG (Showing Use of Adhesive 
up by a microphone near the mouth. Certain Tape on Non-Hair-Bearing Areas) 
responses a r e  made by pressing buttons 
located on the right a r m  of the chair. 
Mechanical stimuli a re  delivered by means of a magnetic stimulator strapped to the left 
ankle of the subject (fig. 11). In figure 12 the primary signal conditioners located behind the 
chair a re  visible. The amplifiers a r e  battery-operated solid-state modules having a gain of 
1500. The amplified signals a re  led out of the room to the secondary amplifiers located in 
the apparatus room. Recordings a r e  made on two 1-in. magnetic tapes running simultaneous- 
ly a s  shown in figure 13. On one of the magnetic tape recorders,  12 EEG channels a r e  
recorded; on the second machine, 6 channels of EEG plus the other physiological parameters 
a re  recorded. Two channels of each magnetic tape contain identical technical data: a code 
channel and a channel containing voice and a steady 1 0  kc tone. 
As the recording is  being made, all of the signals a r e  continuously monitored by means 
of an ink-writing oscillograph. The next two figures are examples of writeouts made during 
a recording session. In figure 14 the derivations of each channel a re  labeled. In the code 
channel a t  the bottom, down-going marks on the left indicate photic stimuli. Binary decimal 
code groups a re  used to designate the situation. For instance, code 013 a t  the right indicates 
that the subject was requested to clench his right hand in a fist. Following this, EMG activity 
is noted superimposed upon the respiration trace,  Figure 15 is another exa-mple in which 
the Galvanic Skin Response (GSR) i s  written out instead of the ECG. Note that the subject had 
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Figure 5 .  Skin-Drilling Technique for Placement of Electrodes on Chest and Arms 
a GSR in response to the onset of mechanical stimulation. This i s  indicated by rapid down- 
going pulses in the code channel on the left. 
In figure 16 the rack of secondary signal conditioners and power amplifiers is shown on 
the right. Meters on the panel a r e  for monitoring the levels of these parameters which a r e  
recorded dc, such a s  BSR, plethysmogram and skin temperature. The automatic program 
device is visible on the left. This unit was designed and built by the Space Biology Labora- 
tory of U. C. L. A. The 1/4-in. program tape contains all verbal instructions for the subject, 
and i t  automatically presents stimuli and mental tasks in a given sequence which can be 
repeated for each subject with exactly the same timing. 
The program was designed by a psychologist and i s  intended to create a spectrum of 
physiological and psychological situations ranging from res t  and relative boredom through 
reception of sensory stimuli to solving increasingly difficult discriminative mental tasks. 
The program begins with the subject in a resting condition, and preliminary recordings 
a re  made with the eyes both open and closed. After the subject receives the instructions re -  
corded on the program tape, a se r i e s  of sensory stimuli i s  administered. These consist of 
groups of photic, auditory and mechanical stimuli given at  two different ra tes ,  1 cps and 12 
cps, both with the eyes open and with the eyes closed. 
The subject i s  then asked to make some mental calculations, such a s  21 x 45. He gives 
the answer into the microphone a s  soon a s  he has it. 
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Figure 6. Impedance-Pneumograph 
Electrodes Placed on Anterior and 
Posterior Aspects of the Right 
Hemithorax; Right ECG Electrode 
Located Bilaterally on the Midaxil- 
lary Line 
Figure 7 .  The Left ECG Electrode 
Located Bilaterally in the Midaxil- 
lary Line 
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Figure 8. GSR Electrode Placed over the Figure 9. GSR Silver-Silver Chloride 
Palmar Aspect of a Finger on the Left Hand Pellet Electrode Placed on Third Finger 
of Left Hand 
Figure 10. Recording Chamber Showing Subject Seated Facing Stimulus- 
Presentation Box 
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Figure 11. Magnetic 
Stimulator Strapped to 
Left Ankle 
Figure 12. Primary Signal Conditioners Figure 13. Simultaneously Running 
Located Behind Chair Magnetic Tape Recorders for Recording of 
EEG and other Physiological Parameters 
A N A L Y S I S  O F  CNS A N D  CV D A T A  U S I N G  C O M P U T E R  T E C H N I Q U E S  
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Figure 14. Writeout Made on Ink-Writing Oscillograph During a Recording 
Session (Showing ECG) 
' 4-"2 






"1  T T I  I 
I LL I n. 
CODES 
Figure 15. Writeout Made on Ink-Writing Oscillograph During a Recording 
Session (Showing GSR) 
N O R M A T I V E  E E G  D A T A  R E F E R E N C E  L I B R A R Y  
Figure  16. Rack of Secondarjr 
Signal Conditioners (r ight)  and 
Automatic P rog ram Device (left) 
F igure  17. Example of Oddity Problems Presented on Screen t o  Subject a t  
Unannounced T imes  Between Tasks  
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Figure 18. Examples of Increasingly Difficult Slide Series Presented to Subject 
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Figure 19. Writeout Made on Ink-Writing Oscillograph During Sleep 
Figure 20.  Setup for Location and Automatic Transfer of Selected Code Groups 
from Sleep Tape to Tape Made During Waking Portion of Program 
. . 
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Next he is  given a long ser ies  of groups of three tones during which time he i s  to press 
a button after he hears the third tone of each group. Of 100 groups of three tones, two of the 
tone groups have an unusually long delay before the third tone. 
At various unannounced times between the different tasks, oddity problems are  presented 
on the screen before the subject. Such a problem i s  illustrated in figure 17. It consists of 
three figures, one of which is  unlike the other two. The subject i s  instructed to press one of 
the three buttons lying under his right hand, which corresponds to the odd figure. 
The last proportion of the waking record consists of a ser ies  of 60 slides containing six 
numbered circles such a s  illustrated in figure 18A. The subject is to say,  into the micro- 
phone, which of the six circles i s  larger or  smaller than the other five. If he cannot do this. 
in the allotted time, or  if he makes a mistake, a loud raspberry-type noise i s  sounded. The 
slides become more and more difficult, such a s  those illustrated in figure 18B and C,  and 
the slides a re  presented at shorter and shorter intervals with less exposure time. 
In order to complete the profile of each subject during various levels of consciousness, 
similar recordings a re  made while the subject lies on a bed and falls to sleep. Recordings 
a r e  made during all levels of drowsiness and sleep. While the subject i s  asleep, mild 
auditory stimuli a r e  administered, f irst  below and then above the subject's arousal threshold. 
Figure 19 i s  an example of a writeout made during sleep. The irregular down-going 
mark in the code channel indicates administration of a subthreshold auditory stimulus. Note 
that the codes a re  recorded every 6 seconds during sleep. After the sleep recording (usually 
containing 1 hour of data) i s  made, the writeout i s  inspected visually, and segments which 
illustrate typical predefined levels of sleep a re  selected for inclusion in the final recording. 
The code groups of the selected segments of the sleep recording a r e  noted. The setup shown 
in figure 20 enables us to search the sleep tape for the selected code groups and automatically 
transfer the data in these segments to the end of the tape recording made during the waking 
portion of t'he program. 
The final recording from each subject thus contains one hour of EEG and polygraphic 
data from each individual taken under a programed spectrum of levels of mental activity 
ranging from sleep through resting awake to solving of mental tasks. 
* 
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VII. TECHNICAL DETAILS OF DATA ACQUISITION FOR NORMATIVE 
EEG REFERENCE LIBRARY 
Martin H. Graham 
- 
Rice  U n i u e r s i f y  
Lawrence F .  Dietlein 
C h i e l ,  Space Medicine Branch, C r e u  S y s t e m s  D i v i s i o n  
Manned Spacecraft  Center ,  NASrl 
The instrumentation system for collecting the normative EEG library is an attempt to 
meet all the objectives initially set  by a committee. These objectives were to record, in a 
form easily usable by other investigators, all the interesting measurable data on a large 
number of subjects under identical conditions. 
There were two o r  three long meetings that wrestled over exactly what these things 
meant. The objective of all interesting data was eventually reduced to the following: 
The voice conversation with the subject 
GSR and BSR taken on the same spot on one finger 
An impedance pneumogram 
Electrocardiogram, one channel 
Vertical eye movement on one eye 
Horizontal eye movement, the sum of both eyes 
Skin temperature a t  one point 
One electromyogram 
A plethysmogram, both ac and dc, from one fingertip 
As many EEG channels as possible. 
Incidentally, the electromyogram was at a different location in awake and asleep; every- 
thing else i s  the same in both situations. 
The number of subjects was set  at 200. The identical conditions were to be obtained for 
the awake records by using a program control tape and a set  of stimulators. This was all 
constructed by the Brain Research Institute of UCLA under the direction of Ray Kado. 
The sleep records were made for each subject over a period of time which varied from 
subject to subject, depending on the time required to go all the way to sleep. These records 
were then edited to give a short, but usable, section of each interesting level of sleep. 
The objective of "easily usable by other investigators" probably gave the most difficulty, 
and led to some rather arbitrary decisions. Since these records were to be on magnetic 
tape, the following parameters had to be set: tape width, tape speed, tape format, and type 
of recording (FM o r  direct). 
The main consideration was that the record as reproduced by another investigator should 
be essentially of the same quality as  if it  were coming from the original transducer o r  elec- 
trodes. It should be noted that the working record is a playback of a tape that i s  dubbed (or  
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transcribed) from the original awake record and, in the case of the sleep section, i s  dubbed 
from a record which. is selectively dubbed (o r  edited) from the original sleep record.  
The original tapes were not to go out, but were to be kept by NASA o r  Baylor in Houston 
so  that if a tape were played in the record mode, the subject's record would not be com- 
pletely lost .  There would always be the master  set  in Houston. 
The bandwidth for the EEG record was set  at  about 0 . 5  cps to 1 kc .  The high-frequency 
end of 1 kc was picked since some evoked-response work might eventually be done from these 
records. 
A standard tape recording scheme was desired, and the one chosen was the IRIG FM 
system without multiplexing. The new IRIG double bandwidth system requires 3-3/4 in.  /sec 
tape speed for a dc to 1.25-kc bandwidth FM system. However, 7-1/2 in.  /sec was chosen 
a s  the standard speed since higher speeds generally have lower wow and flutter, and usually 
have lower high frequency noise for the same bandwidth. This was one of the arbitrary 
decisions. 
In addition, 66 minutes of recording (enough for a full subject recording) can be  accom- 
modated on a 10-1/2-inch reel  of 1-1/2-mil tape. The 1-1/2-mil tape i s  quite rugged, and 
the 10-1/2-inch reel i s  the smallest standard ree l .  
Once these standards were set ,  there were only two IRIG choices f o r  tape width. There 
is the half-inch tape with seven tracks,  o r  the 1-inch tape with 14 tracks.  There a r e  some 
other IRIG standards up in the 30-track region, but this i s  for pulse code recording. We 
went through the calculations of immediate digital encoding, and found it takes much more 
tape to do i t  that way. 
Even with duplexing some physiological channels onto single tracks,  such as the GSR and 
BSR, we still had seven tracks already occupied. Therefore, at least the 1-inch, 14-track 
tape would be needed. In addition, one track had to be  used for coding and timing informa- 
tion to indicate what part  of the awake record was in progress and when the stimuli occurred. 
Since six EEG tracks were not considered sufficient (which is  what would have been left) and 
since there was some desire for each of the previous channels by at least one of the commit- 
tee members, it was decided to use two 1-inch, 14-track tapes per  subject. Each subject 
would, therefore, be represented by two 10-1/2 reels  of 1-inch tape in the final l ibrary.  
The format was a s  above. The voice channel high frequency cutoff was set  at  5 kc, and 
a 10-kc timing tone was put onto this track along with the voice. This track used direct re-  
cording; all others used FM . 
TO summarize, the recordings were made on two 1-inch tapes running simultaneously at  
7-1/2 in./sec, each using 14 tracks in standard IRIG double bandwidth, 13 F M  tracks and 
one direct. 
-. T h e  f i r s t  t2pe ucit ha:! 12 EEC. chanfiels, 2 code ciiannei, tile voice and iiming. l n e  
other tape had six EEG channels, the two eye movement channels, one channel of electro- 
cardiogram and skin temperature duplexed down to one, one BSR and GSR duplexed down to 
DATA ACQUISITION FOR NORMATIVE EEG REFERENCE LIBRARY 435 
one, the plethysmogram, the impedance pneumograph and electromyogram duplexed onto 
one, a code channel and the voice and timing channel. 
The code channel and the timing had to be recorded on each tape if events that occurred, 
I say, in two EEG channels, one on the first tape and one on the second, a r e  to be correlated. 
I It is these coding channels that allow the phasing between them to be reconstructed. 
The tape transports purchased for this project were Precision Instrument Type 414. 
This was a new design, and only about 10 had been run through production before ours.  There 
were a few problems in the control electronics, but they were relatively easy to fix since 
they only required changing some printed circuit card components. 
There was one other slight problem. When you started loading the tape, and put your 
finger in to hold it down and move the reel  around, it would jump into the operating mode and 
whack your finger fairly hard with the reel .  They also noticed this defect at the factory and 
corrected i t .  
The only mechanical change we made was to  replace two idler posts which did not rotate, 
but which ran against the oxide side of the tape. We replaced them with polished stainless 
steel instead of regular steel, and cut a slot in them. This scraped off dirt as the tape went 
past, and cleaned up the tape. When there is dirt  on the tape and an FM recording scheme is 
being used, noise bursts occur. We observed the noise bursts and noted that they disap- 
peared when the tape was clean. The transports were cleaned each time before the tape was 
put on and run through. 
The wow and flutter noise was about 20 mV peak to peak out of a total recorder range of 
plus o r  minus 1 . 4  V when recorded and reproduced at 7-1/2 in. /sec . It is considerably less  
than this at higher speeds. We decided to do all our dubbing at 60 in.  /sec so  a s  not to intro- 
duce significant additional wow and flutter noise, and to save time in the dubbing operations. 
By "dubbing" I mean duplicating. 
If we se t  the maximum signal level at plus o r  minus 240 pV equivalent at the EEG elec- 
trodes, the 20 mV of wow and flutter is equivalent to about 3 peak to peak at the elec- 
trodes. It is unfortunate that the wow and flutter frequencies l ie predominantly in the EEG 
alpha rhythm region, but if the 3 uV peak to peak is too much, it can easily be reduced to 
. 3  BV peak to peak with simple wow and flutter compensation. This compensation circuit is 
available from Precision Instruments and most other tape recorder manufacturers. The 10 
kc timing tone can also be used for this compensation. 
We have developed a preamp because we knew of no small amplifier that could be placed 
near the subject and would go out to a kilocycle. It was also desirable to obtain something 
that would be  reliable and not require continuous maintenance through the year o r  so  that 
data was being accumulated. This preamp was plugged in at the back of the subject's chair 
and has the following characteristics. 
The input impedance is .6 M a  and the common mode rejection i s  over 80 dB. The 
amplifier is unique in that it has this value even though the electrodes may have impedances 
that differ by as  much a s  10 000 ohms. This particular figure is not given for most 
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amplifiers since it i s  assumed that the common mode rejection i s  adjusted after the elec- 
trodes are placed on the subject. When placing a large number of electrodes on 200 sub- 
jects, it is desirable to eliminate the 18 pots. This preamp does that. 
The gain of the preamp is 1500. The bandwidth was .1 cps to 1 kc,  and the noise over 
that band was less than . 5  pV equivalent at input. 
Since the range of the signals was not known initially, rather elaborate ganged attenu- 
ators that matched each other within 1 percent were built. However, only one setting was 
used where the peak-to-peak range was plus o r  minus 240 u V .  
The attenuator was followed by a postamplifier which, for the EEG channels, makes the 
overall gain characteristics 6000 from 1/2 cps to 80 cps .  The gain was three times that 
from 250 cps to 1 kc, and the crossover was smooth between 80 and 240. 
The reason for this is that in an FM recording system, the high frequency noise ampli- 
tudes are greater  than the low frequency noise amplitudes. We wanted to obtain a more 
amplified high frequency noise from the preamp so that when it went on the tape it would be 
large compared to the noise that the tape generated. The high frequency noise could be am- 
plified more without amplifying everything else because there i s  not much power in the range 
of 240 cycles to 1 kc and i t  can be amplified without overloading. 
We cut off at 0 . 5  cps because if it is not cut off at some reasonable point around there, 
then some very low-frequency things can become quite large in amplitude and overload the 
recorder.  
The high frequency noise over 240 cps from the magnetic tape was about the same am- 
plitude or perhaps slightly less than the noise out of the preamp with this gain of 1800. 
On playback, an equalizer network must be put in, otherwise the high frequencies come 
out three times too large .  If there i s  any kind of myogram on the front electrodes, i t  comes 
crashing through, as  the UCLA investigators found out before they put in the equalizing net- 
work. Only two resistors and a condenser on each channel a re  required to make i t  flat from 
. 5  cps to 1 k c .  
Since there i s  almost no noise in the . 1-cps to the .5-cps band on the tape, i t  would be 
possible to put in an additional equalizer to make the response flat down to about a .1 cps .  
Figure 1 shows an oscilloscope recording of the wave form at  four places along the line 
from input to dubbed record.  Figure 1A i s  a square wave of 10 u V  peak to peak. Therefore, 
this was a negative 10 u V  signal and a positive 10 IJV signal, for  a 5-second interval. From 
this a relative idea of the time constants can be obtained. Since the system does not haveone 
single time constant, the response does undershoot a little bit and comes back. 
The hash represents a wave of about 2 o r  3 uV peak to peak. Some of it i s  60 cycles; 
thic A n 0 0  nnt :- +L- :..:+:-1 + ---- L.-L -1.. - 
I..AU uvru rlvr uyt.bUL 111 I L ~ L L L ~ L  ~dpeb, UUL uueb ill later. unes, i believe, because one power 
supply gradually deteriorated, yet it i s  still not particularly bad. 
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Figure 1B shows this waveform after it has gone onto the magnetic tape and has been 
played back. If the waveform in figure 1A is recorded on a magnetic tape at 7-1/2 in.  /sec 
and then played back, the result is the waveform in figure 1B. 
If the waveform in figure 1B is recorded again at 7-1/2 in. /sec on another magnetic tape 
and played back, the result is the waveform in figure 1C .  
The waveform in figure 1D is from the second tape recorded at 7-1/2 in. /sec playedback 
at 60 in. /sec and re-recorded at 60 in. /set, and then played back at 7-1/2 in. /sec . When 
the intermediate duplicating is done at 60 in. /sec you can duplicate an hour tape in about 8 
minutes. 
Figure 2 shows the same sequence of waveforms as in figure 1, except that a 100 cps, 
10 uV square wave is used. Some of the 60-cycle component can be seen from the peaks; it 
can also be seen that the r ise  time is fairly fast  to show a 100-cycle square wave this well. 
This i s  properly compensated. It may also be seen that in coming down (time i s  running 
backwards in this figure), there is a little bit of an oscillation that duplicates from waveform 
to waveform, but is not in the original amplifier output. This is probably caused by the filter 
on the output of the tape recorder. 
You can also see  that the high frequency noise in the 100-cps range does not become ex- 
tremely bad a s  we go through the process. This is quite a bit of dubbing to go through, and 
10 uV is still clearly visible. Probably with any kind of correlation technique signals a lot 
smaller than that could be picked up. 
All the records that could be calibrated have been calibrated. As far  as the EEG is con- 
cerned, the calibration consists of disconnecting the input from the subject electrodes and 
connecting them to a voltage source that supplies a 50-U.V positive step and a 50-uV negative 
step of 5 seconds duration. This is enough to calibrate the frequency and the amplitude 
response. 
The eye movement channels a r e  similar to the EEG channels except they have lower low 
frequency cutoff and the gain is one-tenth as great .  They a r e  calibrated by having the sub- 
jects look at the four lights, which a r e  actually caiibrated by the physiological motion, and 
in addition, a r e  also calibrated with a 500-uV signal. 
The electrocardiogram channel is one-tenth the gain of the electroencephalographic 
channels, and is calibrated with a 500-uV signal. 
The electromyogram channel is the same gain as the electrocardiogram; however, low 
frequency cutoff is about 50 cps.  This is also calibrated with a 500 uV signal. 
The BSR and GSR a r e  different treatments of the same quantity - a resistance. A 10-,uA 
current is passed through a 1 cm2 area  and the voltage produced is amplified and recorded. 
A 300 000 ohm resistor is added in parallel with the high input impedance amplifier to keep 
the very high BSRs obtained during sleep from going off scale.  The zero is displaced so that 
the BSR readings from 0 Q to infinite f2 produce output voltages to the tape recorder between 
minus 1 . 4  V and plus 1 . 4 .  
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' The calibration consists of disconnecting the input from the subject electrodes and 
changing the resistance across the input in the following sequence: 0, 1, 0, 50, 51, 50, 100, 
101, and 100 kQ . This allows the BSR calibration to be obtained, and the GSR calibrations by 
the 1-kS2 steps a t  each of the levels. 
* b 
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The dynamic range and noise of the playback a r e  such that the output may be ac coupled 
and further amplified to retrieve the GSR signal. The wow and flutter noise without wow and 
flutter compensation a r e  visible in the output, but a r e  easily differentiated from the GSR 
responses because they a r e  a much higher frequency and a different waveform. 
The finger plethysmograph consists of a dc-excited light on one side of the fingertip and 
a cadmium sulfide photocell on the other, the photocell being part  of a bridge circuit.  The 
original circuit purchased zeroed the output by adjusting the resistor in the bridge a r m .  This 
was modified s o  that a fixed resistor is used in the bridge circuit and the output is zeroed by 
adjusting the current level in the lamp. The light level used is so low that the finger must be 
shielded from room light so  as  not to give spurious readings when the finger i s  moved. 
This zero arrangement has the advantage of always giving the same output for a given 
percent change in light transmission, regardless of the static light absorption. The output is 
dc coupled to the tape recorder, and the playback is such that it can be ac coupled and further 
amplified to obtain an ac plethysmogram. 
The skin temperature is measured with a high resistance thermistor in a bridge circuit, 
and the output level is sufficiently high to be mixed with the electrocardiograph output, with 
the combined signal being sent to the postamplifier and then to the tape recorder.  Once again 
the bandwidths a r e  sufficiently different s o  that it is simple on the playback output to separate 
the two. 
The impedance pneumograph used was developed for this study since all those tried op- 
erated at quite a high voltage level and it was felt that they might interfere with other 
channels. 
When there is a very low input level on a transistor amplifier, a high frequency signal 
coming in may become rectified and show up not as a high frequency signal, but as a shift. 
A dc shift will make no difference, but if the level i s  being modulated as it would be on an 
impedance pneumograph, a modulation could come on into the EEG channels. 
We built one that had an operating level of 10 mV peak to peak at 40 kc. The output is 
direct coupled, and the zeroing is accomplished by setting the level of the oscillator with a 
helipot control located outside the subject room. The output is constant for  a given percent 
change in impedance level. 
The helipot dial was calibrated in terms of zero setting versus quiescent impedance. The 
average impedance found on all these subjects was close to 400 ohms. 
The electromyogram output is added to the impedance pneumograph output and both a r e  
recorded on one channel. Once again, the bandwidths a r e  different enough so that there is 
no difficulty in separating them on playback. 
The code channel i s  generated by the UCLA equipment and recorded directly on both 
record tapes. It includes binary coded decimal event codes, stimulation marks,  response 
marks, and epoch signals. A11 may be interpreted from a pen writeout o r  by an appropriate 
digital computer program from the sampled output. 
I * 
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The sleep records a re  made in the same manner as  the awake records,  except that se-  
quential code marks a re  put on every 6 seconds. Ray Kado was kind enough to make up an 
additional control tape for us  that does nothing but generate these 6-second marks,  so we did 
not have to build any additional equipment. We just put on this program tape and record it 
straight over.  
A pen recording writeout i s  examined by the electroencephalographer, and the desired 
section i s  noted for editing onto the master  tape. The master  tape uses about 2000 feet for 
the awake record, so there i s  about 600 feet left for  the sleep record. The master  tape is  
put on the right-hand machine, and we can automatically search fo r  the end of that awake 
record because there i s  no 10-kc signal at the end. 
Then the sleep record, which may run an hour o r  a number of hours, is placed on the 
other tape unit. The switches can be set up for the time code desired; i .  e . ,  the one that 
would be at the beginning of the desired portion of the sleep. Actually, it i s  se t  up for 24 
seconds ahead of that. However, since this i s  being done at 60 in. /sec and since it was re-  
corded at 7-1/2 in.  /sec, at this speed it i s  only about 3 seconds ahead of t ime.  
The tape with the sleep record is  played back. When i t  gets to this previous code mark, 
this i s  detected and there i s  a ser ies  of time delays generated. The sequence is  to s tar t  the 
awake tape, allow it enough time to get up to speed, turn on the recording circuits, record 
the proper code for that kind of sleep record, and then dub the sleep record.  After it is 
dubbed the equivalent of 30 seconds in the original time, it shuts off both tape units. Then 
you set it up for the next portion of the sleep record, and all you have to do is  press the s tar t  
on the sleep playback. It does all this quite rapidly, and it i s  just at the speed range where a 
person cannot handle i t .  A person could have handled the dubbing at 7-1/2 in. /sec, but then 
much more wow and flutter would result.  
One other point about the dubbing - the direct channel has to be decoded. That i s ,  when 
the direct channel is played back it goes through the playback amplifier into i ts  normal signal 
and then goes to the modulator on the recording amplifier. These signals deteriorate con- 
siderably each time you dub. 
In the F M  channel, the noise power would be expected to double for each dubbing, which 
means a 3-dB increase o r  40 percent increase in noise voltage. However, there i s  an addi- 
tional effect. If an F M  channel i s  demodulated and then remodulated, and if the modulators 
a re  not exactly linear, some distortion is picked up each t ime. In addition, we would have 
had to buy all the demodulating and remodulating cards  for a 60-in. /sec operation. So in- 
stead of doing any of that we patched the output of the playback before demodulation into the 
appropriate place on the recording circuit so that it records directly. There is no increase 
in nonlinearity on the dubbing, but there i s  still the 3-dB degradation in noise figure. 
In summary, the desired information has been recorded in a manner that permits it to 
be reproduced on standard equipment and treated a s  if i t  were of the quality generated in the 
investigator's own laboratory. 
VIII. COMPUTER-AIDED ANALYSES OF BRAIN ELECTRICAL ACTIVITY 
Frank Morrell and Lenore Morrell 
Division of Neurology ,,q: Stan,ord University School 01 Medicine 
Discussant: Jorge Huertas 
INTRODUCTION 
This paper is essentially a progress report on the past two years' work in a laboratory 
deriving i ts  main support from a NASA grant. Although all the studies to be described a r e  
interrelated, they fall into several readily definable categories which will be discussed 
separately. These include: (1) relation of background EEG to vigilance behavior; ( 2 )  relation 
of evoked potentials to reaction-time behavior; (3) period analysis of presignal background 
EEG; (4) sensory interactions a t  a cortical, electrophysiological level; and, (5) observations 
on the spatial distribution of evoked potentials: implications for models of neuronal function 
and for the detailed study of naturation and of certain clinical conditions. 
Accordingly, the f irst  portion of this report outlines some observations concerning the 
relationship between EEG potentials recorded from persons performing simple detection- 
response tasks and the level of performance in those tasks. 
I. BACKGROUND EEG AND REACTION TIME 
We had previously described (Morrell and Morrell, 1962, ref. 1) the fact that normal, 
non-sleep-deprived subjects in a prolonged vigilance task (such a s  counting the number of 
aperi~dically presented flashes of light, o r  indicating detection of each light-flash by pressing 
a response key) exhibit pronounced, but systematic oscillations in the level of their perfor- 
mance a s  measured by the latency of a motor response to a critical signal. These oscilla- 
tions in efficiency of vigilance behavior a r e  related to phasic shifts in background EEG 
patterns. 
Figure 1 illustrates the basic phenomenon. EEG tracings from the derivations indicated 
a r e  seen in the upper three channels, designations for which a r e  according to the 10-20 
' International Electrode Placement System. The signal marker on the fourth channel denotes 
the onset of a bright, brief (50 msec) flash of light delivered to the full visual field. The 
subject's task was to respond to the detection of the light flash a s  quickly a s  possible by 
I 
'presented as: Sequential Changes in EEG Patterns and Evoked Potential Waveforms in 
Relation to Reaction-Time and Vigilance in Man. 
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Figure 1. EEG Tracings of Normal Young Adult During a 
Prolonged Vigilance Task 
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Figure 2 .  Theta Burst Phenomenon Similar to That in Figure 1, 
Although of Very Brief (less than 1 sec) Duration, Also Resulting 
in Response Failure 
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Figure 3. Relatively Prolonged Burst of Theta Activity 
Which Shifted to Alpha Frequencies 1-2 sec  Pr ior  to Onset 
of Signal. Motor Response Was Quite Rapid 
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pressing a microswitch which activated another signal marker on the fifth channel. Latency 
of motor response in milliseconds (measured separately by an electronic counter) is written 
beside each response marker. 
The midportion of the EEG tracing in figure 1 shows a burst of relatively high voltage, 
almost monorhythmic theta activity, of several seconds duration. A light flash delivered 
coincident with the theta burst failed to elicit signal detection behavior (response failure). 
Yet immediately 'prior'to the failure and immediately afterward, the signal was detected and 
responded to rapidly. Even when the theta burst was of much briefer duration (fig. 2) than 
that shown in the previous example, coincidentally delivered signals may fail to be detected. 
On the other hand, signals which occur only a second or two after a theta burst (when the 
background alpha activity has resumed) result in prompt detection and rapid response times 
(figs. 3 and 4). Figure 4 is of particular interest in this regard since one of the shortest 
reaction times exhibited by the subject (143 msec) occurred almost immediately following a 
theta burst. 
However, a s  illustrated by figure 5, alpha activity does not always resume promptly 
after an episode of theta rhythm. Sometimes the theta burst trails off into a poorly defined 
background state characterized by a mixture of fast and slow frequencies of very low ampli- 
tude. Further definition of this background state will be referred to later, but it may be 
noted here that response failure may occur under' such conditions as well. 
Much more rarely, an effect entirely opposite to that discussed above may be noted. 
Instead of failing to detect a signal, the subject may respond when no signal had been pre- 
sented, i. e., an error  of commission. Figure 6 illustrates the fact that such false responses 
are  also associated with episodes of theta rhythm similar to those noted in the cases of re- 
sponse failure just discussed. 
These sudden phasic shifts in EEG pattern occurred in all subjects tested, even the 
most highly practiced and highly motivated. The shifts occurred more frequently with in- 
creased time-on-task for some sub jects, but were present invariably in experiments lasting 
a s  little as  20 min. 
The EEG changes described thus far are  clear and unambiguous. There is no doubt that 
patterns such a s  the "theta burst" could be recognized automatically by any suitably pro- 
gramed computer. Detection of more subtle alterations in background rhythms will be dealt 
with below, but first it is pertinent to indicate the exact reliability of the correlation between 
the behavioral criterion of response failure and the presence of theta activity in the EEG in 
the 1 sec interval prior to stimulus delivery. 
The 12 normal subjects participating in this experiment provided 1847 stimulus-response 1 trials. Of these trials, 379 occurred when the background EEG contained slow frquencies 
(7 cps or less). Response failure occurred in 110 (29 percent) of these trials. Under the 
conditions of this experiment, therefore, a stimulus delivered at a time when the background 
EEG contained frequencies of 7 cps or less was not detected in 1 out of every 3 trials. On 
I 
the other hand, there was a total of 139 complete response failures in the entire experiment, 
of which 110 (79 percent) occurred during slow wave epochs (table I). 
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Siqnal I I 
)wJ 
Response 210 msec. 143 msec. ISBC 
I -- --A 
Figure 4. Abrupt Change in Background Rhythms from 
Theta to Alpha Frequencies With Subject Giving Shortest 
Reaction Time of Series  (143 msec) 
SiqnaI 1 
Motor response / 201 msec. Response failure 3 I .)ec. 
Figure 5 .  Illustration of Alpha Activity Failure to Resume 
Promptly After an Episode of Theta Rhythm 
False response 
Response 209 msec. \/ 300 msec. J S O ~  v I sec. 
Figure 6. E r r o r  of Commission. Subject Responds Al- 
though No Signal Was Delivered 
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TABLE I 
Although failure to respond occurred in only 7.5 percent of all stimulations, the delinea- 
tion of an electroencephalographic pattern sufficiently unique to allow prediction of almost 
80 percent of all instances of this class of behavior has obvious practical implications. For 
example, an astronaut in space flight may be required to execute certain maneuvers upon 
receipt of a command from ground stations. Failure to respond under such circumstances 
could be disastrous. An automatic on-line EEG monitor using nothing more sophisticated 
than a filter capable of detecting frequencies between 1 and 7 cps and a suitable electronic 







What about the remaining 20 percent? What about the electrophysiological correlates 
of more fine-grained assessment of behavior such as longer or  shorter reaction times? Is 
variability itself a parameter that should be separately examined, and does increased or 
decreased variability correlate with particular electrophysiological measures? Answers to 








To begin with, a rough classification of the frequency composition of the 1-sec epoch 
prior to stimulus delivery was made. Three groups were defined: (1) alpha - continuous 
8-13 cps throughout the epoch; (2) slow - activity in the range of 1-7 cps either throughout 
the epoch or  at least three such waves immediately preceding the stimulus; and, (3) mixed - 
a mixture of low voltage fast and low voltage theta. 
Table I1 shows a mean, median and range of reaction times for each of the three catego- 
ries. The actual range of response times is given as a rough measure of variability rather 
than the standard deviation, since the population of responses was not "normally" distributed. 
However, it is  instructive to compare the mean with the median in each category. The 
degree to which the median approximates the true mean reflects the relative "normality" of 
the distribution within each subgroup. Thus in the "alpha" and "slow" categories, the median 
i s  quite close to the mean. In the '7mixed" category the two figures differ by 32 msec, sug- 








In any case it i s  clear that the median (or mean) reaction time i s  shortest for the "alpha" 
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TABLE I1 
the range is  wider for the "slow1' category than for the others despite the fact that response 
failures were necessarily eliminated from the tabulation. The differences noted a r e  sig- 
nificant a t  the 0 . 0 1  level for the grouped data as well a s  for each individual subject. 
Background Reaction time (msec) 
Nevertheless, the range of response times for each background frequency category shows 
wide overlap, thus precluding any simple prediction of a particular response latency (ex- 
cluding failures) a s  a function of prestimulus background state, at  least on the basis of c r i  - 
teria applied so  far. 
frequency Mean 
Alpha 299 
Mixed 35 1  
Slow 45 1  
An examination was also conducted of the relationship between the direction of change of 
RT latency and the actual sequence of occurrence of background EEG categories. Successive 
pairs  of t r ia ls  were evaluated. Reaction times were scored a s  either increased, decreased, 
or  unchanged from trial  to trial. The three classes of EEG activity yielded nine possible 
sequence pairs (that i s  "alpha" followed by "alpha, l1  "mixed, " or  "slow;'! "slow" followed by 
"alpha," "mixed," or  "slow;" etc.). Given types of epoch tended to occur in runs, i. e . ,  
given an alpha background the next most likely background was also alpha. 
Quantitatively, 79 percent of all measured EEG background states recurred on the next 
succeeding trial. For a t  least three tr ials ,  64  percent of such measurements remained con- 
stant. Over a t  least six tr ials ,  4 2  percent remained constant, and for ten or more succes- 
sive trials 29 percent showed constancy. Although these figures indicate considerable 
stability of EEG state from tr ial  to trial,  it is also clear that there was a great deal of fluc- 
tuation from state to state in the course of the experiment. The most striking changes in RT 
occurred, in fact, at precisely those times when there were sudden shifts in the frequency 
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As may be seen inTable 111, when any given type of background activity recurred in se-  
quence there was almost equal likelihood for reaction time to increase or  decrease from 
tr ial  to trial. Thus, when "alpha" was followed by "alpha," RT was faster  on the second 
t r ia l  on 47. 2 percent of occasions and slower in 4 9 . 1  percent. When "slow" was followed by 
"slow, " RT was faster  on the second tr ial  in 4 2 . 5  percent and slower in 4 0 . 1  percent. How- 
ever, when "alpha" was followed by RT was faster on the second tr ial  in only 1 9 . 9  
perceui a116 slower in 8 2 . 0  percent. "Slow" followed by "alpha" resulted in RT faster on the 
second trial in 8 5 . 2  percent and slower in 13 .3  percent. 
Range 
111 - 891 
141 - 930 
125 - 1426 
COMPUTER-AIDED ANALYSES OF BRAIN ELECTRICAL ACTIVITY 
TABLE rn 
Clearly, therefore, increasing the number of samples of EEG background activity, espe- 






Alpha-mixed; n= 138 
Alpha-slow; n= 128 
Mixed-alpha; n= 126 
Mixed-mixed; n= 109 
Mixed-slow; n= 73 
Slow-alpha; n= 135 
Slow-mixed; n= 65 
Slow-slow; n= 179 
In summary, it seems fair to conclude that there is indeed a strong correlation between 
certain characteristics of background EEG immediately prior to o r  during signal delivery and 
the efficiency of motor response to that same signal. Most recently it has been possible to 
make much more detailed and refined analyses of rhythmical bioelectrical activity by applica- 
tion of computer techniques for spectral o r  period analyses than has been discussed so far. 
However, it will be more convenient to return to the subject again after outlining some of the 
more direct applications of computer technology a s  seen in another aspect of this same gen- 
eral problem. 
11. EVOKED POTENTIALS 
It  i s  now commonly recognized that the cerebral electrical response to a particular single 
stimulus may not be reliably recorded from electrodes placed over the intact skull of the 
human subject. The amplitude of "spontaneous" background rhythms ranges between 50 and 
150 ~1 V; that of the so-called evoked potential, 5-10 p V. TO overcome this unfavorable 
signal-to-noise ratio, widespread use has been made of the technique of electronic averaging. 
This allows discrimination of stimulus-locked electrical patterns at the expense of the higher 
voltage on-going electrical activity, the latter being uncorrelated with the occurrence of 
stimulation. Indeed, the technique is now so commonplace and simple that i ts  underlying as- 
sumptions a r e  sometimes overlooked and its extraordinary power not always fully compre- 
hended. It  i s  instructive, for example, to realize that the digital computer has made possible 
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an increase in resolution f o r  the detail of time-locked waveshapes roughly comparable to the 
difference in resolution between light and electron microscopes. 
For the field of clinical neurophysiology, an entirely new domain has been opened to in- 
vestigation. As with any other exploration of uncharted terri tory,  new signposts, fiducial 
markings, and standards of measurement will have to be established so that the data, on the 
one hand, has internal consistency, and, on the other, can be  related to the general store of 
neurophysiologic knowledge. The proper use of a tool is really the subject a t  hand. Most 
particularly we a r e  concerned with the use of computers in an experimental context such that 
the questions we ask a r e  meaningful from a biological point of view. With these brief caution- 
a ry  remarks, we proceed. 
Figure 7 illustrates the kind of resolution discussed above. The single acoustic and/or 
photic stimulus did not result in a discernible alteration in the on-going electrical activity 
derived from electrodes placed over the auditory and visual cortices in man. However, by 
means of averaging responses to one hundred such stimulations, a clear,  unequivocal and 
unique waveshape may be identified a s  the cerebral  response to click, and another one a s  the 
response to light. 
Multichannel tape recordings a r e  made and include not only the EEG tracings themselves, 
but also the signal markers,  the response key, and a prepulse which is put on the tape exactly 
1 sec  prior to delivery of any signal to the subject. Further processing of the data is accom- 
plished by replaying the tapes into the LINC computer after it has been suitably programed. 
In one of the programs the computer f irst  measures all of the reaction times and stores this 
information in several forms for later  analysis. RTs a r e  stored in order of their actual oc- 
currence in real time and also in order of l'atency, from the longest to the shortest reaction 
time. The contents of this second l ist  may then be displayed on the face of a cathode-ray 
oscilloscope in the form of a distribution curve for  all the reaction times (fig. 8). Each point 
on the curve represents a single reaction time, the longest ones are to the left and the 
shortest to the right of the graph. The horizontal ba r  at the f a r  left of each curve represents 
the response failures, here treated a s  infinitely long reaction times. The two curves in 
Visual (02 - R) 
Click I 
I 1 5 0 r V  
I sec. 
Light , - 
I 
Averaged 
110  r v Evoked Response 
512 msec. N=100 512 msec. 
Figure 7 .  EEG Tracings Derived from Scalp Electrodes 
over Auditory and Visual Areas 
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Figure 8. A Display from the LINC Computer Showing a 
Set of Reaction Times in a Single Experiment Ordered from 
the Longest (left) to the Shortest (right) 
figure 8 represent the same data displayed at different gain settings, that on the right being 
higher. The pair of brackets noted on the display are under the manual control of the compu- 
ter  operator. They may be used to select any desired segment of the RT distribution. Once 
this selection has been made, the program leads on to computation of the average evoked 
potential for the stimulus trials corresponding to the reaction times selected. After viewing 
the resultant waveform, the experimenter may choose another segment of the RT distribution 
and repeat the computational procedure. In this manner the trials selected for averaging are  
those that have in common a particular behavioral criterion, e .g., those corresponding to 
trials with short RT, o r  RT between X and Y msec, o r  those trials in which RT is in the 
fourth quartile of the distribution, etc. For the purpose of the present discussion i t  is  con- 
venient to demonstrate the differences between averaged photic evoked potentials taken 
separately from the four quartiles of the RT distribution curve (fig. 9). 
In figure 9, quarter 4 (Q4), the topmost tracing, contains the longest reaction times, 
cxc!uOing failures, the median being 439 msec. Quarter 1 contains the shortest latency re- 
sponses (median = 275 msec), Q2 and Q3 representing, of course, intermediate values. Ac- 
cordingly the topmost trace of figure 9 is the average evoked potential for the longest RTs, 
while the next three traces correspond to successively shorter RTs. The bottom tracing i s  
the average of all trials in this experiment (n= 255). 
Quarter 4 is associated with lowest overall amplitude, longer latency of all components 
except the first one, and with less complexity of waveshape. Shorter reaction times were 
associated with evoked potentials having progressively decreasing latency and more complex 
waveshape, particularly the incremental development of a pronounced negative wave between 
the first and second positive peaks. 
For comparison, an average evoked potential was computed for all quartiles together 
(trace 5, fig. 9).  As might be expected, this overall average results in "smearing" of the 
fine detail and obliteration of the striking differences exhibited in the tracings computed 
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separately for each quartile. Thus the average of the lot results in a synthetic waveform, an 
amalgam of dissimilar processes, and a considerable net loss of information. 
The tracings of figure 9 were derived from a midoccipital electrode placement where the 
photic-voked potential appears earliest and of highest amplitude. However, flash-induced 
responses a r e  also seen over other scalp areas (fig. 10). In figure 10 one may compare 
flash-evoked potentials recorded simultaneously from the midoccipital (upper trace) and the 
central vertex (lower trace) regions. Notice that the earliest components a r e  seen only in the 
occipital lead. Later components a r e  
well-represented in the central region. 
In fact, the orderly differences in wave- 
a 0 2 - R  Mdn R T  ms 
-. 2--- - I \ ~ - shape related to reaction time a r e  equally 
4 4  ti*. Hi: !%f'~@\ 439 apparent when recordings from the left 
:>! .J. -- .. 
. - 4 -- - . . . -&+ - - and right central areas a r e  averaged by 
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A third subject (fig. 13) exhibits a 
\ i i =  ; 
. . -  - I similar pattern of evoked potential change, 
.-. 
. . , although the differences a r e  smaller  than 
L' - m e a n  those from the f i rs t  two subjects. It is 
" r\-- significant that almost all reaction times 
fi:! : 1 were short in this experiment so that the 
;: y - : differences in median RT among quartiles 
i ! 
. -. Lh-! /""" S. H. a r e  less  than they were in the previous 
examples. Thus, the degree of change in 
evoked potential configuration is roughly 
comparable to the amount of difference in 
Figure 9. Photic Evoked Potentials RT between quartiles . 
from a Midoccipital Electrode Aver- 
aged According to Speed of Motor Re- The interaction between experimenter 
sponse to Light. Analysis time: 1 sec . and the LINC computer in the course of 
Reference electrode (R) = linked ears  data analysis makes it possible to check 
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Ir P. mean 
Figure 10. Comparison of Averaged Evoked Response from 
Midoccipital Derivation (upper tracing) and Central Vertex (be- 
low) Recorded Simultaneously. n = 255. Analysis time: 1 sec 
Figure 11. Average Photic Evoked Responses by Quartiles 
of RT Distribution from Left and Right Central Derivations. 
Analysis time: 1 sec 
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Figure 12. Average Evoked Response 
from Occipital Lcad During Response 
F:~ilure (topmost trace).  n = 25. 
Mdn RT- ms 
Analysis time: 512 msec 
Figure 13. Similar Changes in Evoked 
Responses According to RT Quartile 
against the possibility that other variables from Subject Whose RTs Were Distrib- 
than IIT contribute to the results obtained. uted over Narrower Range than in Fig- 
One of thcse other variables might simply ures 9-12. Analysis time: 512 msec 
be timc-on-task. It i s  possible to make 
use of the other stored list where tr ials  a r e  
: ~ ~ r a n g c d  in actual order of occurrence. Trials a r e  again divided into quarters,  this time 
without regard to RT, but based only on time of occurrence (T cluartiles). Average evoked 
responses a r e  then computed and displayed according to T quartiles (fig. 14). The total data 
~ ~ s e d  to c o r n ~ ~ ~ t e  the ?\.Jer:?gee w:'rC c.';net?j; the saiiie for  f i g u r e s  13 and i4; it is oniy the a r -  
rangement which has changed. While the waveshapes in figure 14 may differ slightly from one 
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Figure 14. Evoked Responses Averaged According to Quar- 
tiles Based on Simple Time-on-Task (same subject and deri- 
vation a s  in figure 13). T1 is first  quarter of total tr ials;  
T2 next quarter, etc . 
average to the next, there is certainly no systematic pattern of change such as  was regularly 1 seen with the data arranged according to speed of response. 
Establishment of a correlation between behavioral and electrophysiological events is only 
a first step. I t  is encouraging to find that evoked potentials differ a t  different levels of per- 
formance. This finding suggests, but does not prove, that the evoked potential may have in- 
formational significance. We a r e  well aware that such a suggestion is a long way from defini- 
tive knowledge about which electrical components are significant for each of the many contin- 
gent physiologic processes that generate the behavior(s) . 
111. PERIOD ANALYSIS 
Following this analysis of the evoked potential and i t s  relationship to reaction time, an- 
other LINC computer program was developed. The new program performed a period analysis 
(Burch, 1964, ref. 2) of a 1-sec epoch of EEG. Each sample was triggered by the prepulse 
that had been placed on the analog tape exactly 1 sec prior to signal delivery. The analog 
EEG data was digitized every 2 msec throughout the 1-sec epoch. After "normal i~at ion,~ '  
ANALYSIS OF CNS AND CV DATA USING COMPUTER TECHNIQUES 
the intervals between zero crossings were measured, and the half period counts thus obtained 
were stored for each desired frequency. Display was in the form of a histogram (number of 
half period counts fo r  each frequency) of those frequencies and frequency bands considered 
most relevant to EEG data. The range from 2-31 cps was considered useful. 
By providing simultaneous frequency characterization of the entire EEG bandwidth for  the 
1-sec epoch prior to signal delivery, the period analysis program afforded the much more 
detailed definition of background EEG features, which seemed necessary a s  noted in the dis- 
cussion of section 1. 
As an initial step, the reaction time distribution curve (fig. 8) was divided into quartiles 
in the same manner a s  was done for the evoked potential study. Histograms of the period 
analysis of each quartile a r e  shown in figures 15 and 16. 
Figure 15. Histograms from 
Period Analysis of 1 sec of 
Background EEG in Occipital 
Derivation Pr io r  to Onset of 
Light Stimulus 
Alpha 
250 r - -- - ---- Beta 1 3 0 ,  ----- 
" 
0 2  148 167 210 260 JIO 
Frequency in cycle3 per 5econd 
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Figure 15 demonstrates the pattern for a midline occipital electrode in one subject, 
while figure 16 shows that for a central vertex electrode in another subject. In both cases 
the longest RTs (Q4) were associated with increase$ counts in the theta range (6-8 cps) . How- 
ever, in the occipital region (fig. 15) there was an associated, marked decrease in the alpha 
frequency count, and virtually no change in-the beta category. In the central vertex deriva- 
tion, longer reaction times were correlated, with a decrease in beta frequencies (fig. 16), 
and without significant alteratian in the alpha band. Conversely, short RTs (Ql) were unique- 
ly correlated with low theta counts and high alpha counts in occipital regions (fig. 15), and 
with low theta and high beta in the central area (fig. 16). In figure 15, the bar heights repre- 
sent the sum of half-period counts in a given band from trials grouped with reference to speed 
of response. At the bottom of this figure, the frequency equivalents of the period bands are  
given. Although data from two different subjects are used in figure 16 for illustrative pur- 
poses, the differences shown are  not attributable to intersubject variation, but a re  solely 
related to electrode placement. 
Figure 16. Histograms Derived 
from Period Analysis of 1 sec of 




1 300r Beto 
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This finding indicates that the search for features that uniquely characterize background 
states associated with different response latencies will require greater  refinement and detail 
than has been employed previously in our own o r  in other studies, and, especially, must in- 
clude electrode placement a s  a dependent variable. On the other hand, if the background 
characteristics of a particular place do not correlate with a particular response latency with 
a probability adequate for prediction, the present observation suggests that the special fea- 
tures in each of several places might be summed s o  that together they afford a higher predic- 
tive index. 
IV . EVOKED POTENTIAL INTERACTIONS ; CONTINGENT ASSOCIATION 
The evoked potential is the electrical sign that the brain (or,  more strictly, the tissue 
from which the potential derives) has been perturbed by an externally initiated event. The 
energy contributed by the external event (in our case ,  a click o r  flash of light) acts  only 
upon the sensory receptors. What is recorded from the brain represents energy contributed 
by the brain and is  defined, therefore, as  a response to the stimulus. In reality, of course, 
the compound evoked potential includes elements which, with respect to a given level such a s  
the cortical receiving area ,  a r e  mainly afferent elements which reflect intracortical "reac- 
tion" processes and, presumably, events assignable to efferent, corticofugal activity. What 
constitutes "response" for the lateral geniculate, for  instance, is "stimulus" for the visual 
cortex. Many of these elements have been extensively studied in animal preparations where 
direct recording of individual evoked responses elicited by synchronous shocks has made 
this possible (Bishop and Clare,  r e f .  3; ~ m a s s i a n ,  ref .  4; Bremer,  ref. 5) .  Although no 
such detailed investigations of averaged evoked potentials a r e  available, Rayport and Waller 
(ref. 6); Domino et  al .  (ref .  7); Morrell ( ref .  8) have compared averaged waveforms from 
the scalp with simultaneously recorded evoked potentials directly from the cortex in man. 
The similarities a r e  sufficiently striking to provide grounds for  hoping that similar  analyses 
will be  equally fruitful in the case of the products of a computed average. 
Sensory-sensory interactions have been demonstrated for all afferent systems. Recent 
extensive documentation has come from Buser et  al .  (ref .  9).  In this report, sensory- 
sensory interactions a r e  studied a s  part of another approach to the question of whether the 
waveshape of the evoked potential reflects the manner in which the nervous system processes 
the "information" contained in the stimulus. 
With the averaging techniques, responses to stimuli in any sensory modality may be 
recorded from many parts  of the scalp, even those far  removed from the appropriate sen- 
sory receiving area .  In the frontal cortex, for instance, some particularly interesting 
interactions have been noted between potentials elicited by click stimuli and those elicited by 
light. 
Figure 17 illustrates averaged tracings obtained from an implanted extradural electrode 
in the left midfrontal region under each of the conditions listed. The reference electrode 
was on the left e a r  lobe; no motor response wa.: reqcire:! tc afiy ~f the strii~~li. Tlie su'ujeci, 
who required implantation of a sheaf of electrodes for diagnostic and therapeutic purposes, 
had an epileptogenic lesion, although the epileptic discharge did not happen to involve the 
area  from which this particular electrode derived. 
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Frontal Cortex, Dural Electrode 
I Click alone (pre pair) 
I Liqht alone (pre 
I 
"& Click and Light 
Click alone (post-poir) 1st 100 stim. 
Li9ht alone (post-poir) 1st I00 ~tim. 
Click alone (post-pair) 2nd 100 stim. 
Ligm oiona (post-poir).nd IOO stim. 
- 
0 128 256 384 512 
milliseconds 
Figure 17. Contingent Interaction. Each Trace I s  an 
Average of 100 Randomly Scheduled Stimulations 
Note especially that the configuration of the response to click was quite different from 
that to light. When the two stimuli were paired (time relationships adjusted so  that the sub- 
ject perceived them a s  simultaneous) the averaged compound response reflected both sensory 
influences. Immediately after pairing, however, the response to single stimuli was altered 
from that which obtained prior to pairing. Light alone, when presented immediately after 
pairing (fig. 17, line 5) elicited an early component having a much greater resemblance to 
click-induced activity than anything produced by light prior to pairing (fig. 17, line 2 ) .  The 
effect was transitory and began to disappear during the second one-hundred stimulations 
(fig. 17, line 7). 
Another experiment (fig. 18) utilizing the same patient and same electrode illustrates the 
reverse effect. In this instance, the click and light stimulation were randomly intermixed 
during the prepairing interval. Stimuli for each modality were retrieved and averaged sepa- 
rately (lines 1 and 2). This was followed by 100 trials of paired (simultaneously presented) 
click and light stimulation. Following this, 100 trials of the click alone were presented. The 
averaged click-evoked response (post-pair, fig. 18, line 4) reveals late components having a 
striking resemblance to the light-evoked potential (prepair, fig. 18, line Z), which were not 
apparent in the click-evoked response prior to pairing (fig. 18, line 1). In this experiment 
the subject was instructed to count all stimuli regardless of modality and to press  a key for 
every tenth stimulation. 
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Frontal Cortex, Dural Electrode 
Click (pre-pairinq) 
Liqht (prc-pairinq) 
Click and Liqht (pired) 
Click only (pos~-pairin 91 
Figure 18. Contingent Interaction. Same Subject and Same 
Electrode as  Figure 17, but Another Recording Session 
Illustrated in figure 19 a r e  evoked potential interactions in a normal subject, using scalp 
derivations and only liminal stimuli ; each trace represents the average of 100 stimulations. 
The auditory area  i s  defined a s  T5-R and the visual a rea  as  01-R. Reference (R) was the 
Goldman electrode using 22 positions of the 
10-20 system. There was little o r  no early 
Auditory Vi6uol response to flash over auditory cortex (fig. 
19A). Conversely, the faint click induced 
1 
A no occipital evoked potential (fig. 19B). 
2 - Averages emerging from paired stimulation 
(fig. 19C) were seen in both cerebral zones 
- 
and had a more complex form than might be 
Click expected from simple linear summation of 
the two signals. Following the paired t r ia ls ,  
the click alone elicited a response in visual 
cortex similar  in form to that produced in 
the paired interaction (fig. 19D). Although 
again transitory, this effect persisted for  
200 tr ials .  On the other hand, the flash 
alone did not elicit a corresponding response 
- 
in auditory cortex (fig. 19E). 
I Flash 
E In another normal subject (fig. 20), a 
2 - 
more extended se r i e s  of tr ials  (400) was 
carried cut undcr zach stim.i!us condition. 
Figure 19 .  Evoked Potential Interactions The auditory electrode was T5-R and the 
Normal Subject with Scalp Electrodes. Cal- visual electrode was 0,-R. Reference (R) 
ibration: 10 p V .  Analysis time: 512 msec was the Goldman electrode using 22 positions 







Figure 20. Similar Experiment 
on a Normal Subject in Which 
Four Successive Averages of 
100 Were Obtained for Each 
Condition. Calibration: 10 Fr V. 







A d ,  
V is. 









Figure 21. Evoked Potential Interactions 
in a Subject With an Epileptogenic Lesion 
Involving the Right Auditory Cortex. Cali- 
bration: 10p V. Analysis time: 125 msec 
of the 10-20 system. Following the paired trials (fig. 20C), the decay of the click-evoked oc- 
cipital response (fig. 20D) may be seen quite clearly. The successive averages of 100 stimu- 
lations each afford some indication of the reliability of these measures, a s  well as  illustrating 
graphically how transitory changes might be washed out if inappropriately large numbers of 
trials had been averaged together. 
These interactions a re  extremely sensitive to the presence of both irritative and destruc- 
tive CNS lesions. Although it i s  far too early to formulate general rules about effects of 
various lesions, we have obtained consistent results in three patients having in common irri- 
tative, epileptogenic lesions of auditory cortex. The inference that auditpry cortex was 
involved did not rest solely upon the finding of temporal lobe spike discharge, but was cor- 
roborated by clinical evidence of altered auditory perception during ictal episodes. 
In figure 21 the auditory area is Ts-R and the visual area is 02-R; reference (R) was the 
Goldman electrode using 22 positions of the 10-20 system. Each trace is the average of 120 
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A stimulations. The figure shows that prior to 
Aud. - / \ ? paired tr ials ,  the light stimulus produced an 
1 v v I evoked response in both auditory and visual Vi5,  h areas  (fig. 21A), whereas the click elicited a 
reponse only in the auditory cortex (fig. 21B). 
Again following 100 paired tr ials ,  the click o r  
light separately was presented. Click pro- 
Aud & duced no alteration in visual cortex while light elicited an augmented response over auditory 
2 cortex. The pattern, therefore, i s  opposite to 
"is. 61 that found in the normal subject. 
Aud. 
3 T 
Figure 22. Evoked Potential Interac- 
tions in a Subject With a Left Tem- 
poral Epileptogenic Lesion. Calibra- 
tion: 10 p V.  Analysis time: 125 msec 
Auditory ~'isual 
A LeEt R*t & F1.h 
A second patient revealed essentially the 
same changes (fig. 22). Here the auditory a rea  
was T5-R, the visual area ,  01-R, and the ref- 
erence (R) was the Goldman electrode; each 
trace was the average of 256 stimulations. The 
figure shows evoked responses to click only 
delivered prior to paired tr ials  (1); to click and 
flash paired (2) ; and to click and flash paired 
(3).  
In a third patient, with ictal alteration of 
sound perception, i t  was possible to obtain 
bilateral recording from auditory and visual 
areas  in a case in which we knew the lesion was 
limited to the left hemisphere. In this situation 
the post-pair flash stimulus (fig. 23D) elicited 
an augmented evoked potential only in the 
lesioned cortex, and not in the normal right 
side.  The interaction on the right, recorded 
simultaneously, revealed a normal pattern 
(figs. 23C and 23D) . Each trace is an average of 
- 
100 stimulations. For  the auditory area ,  elec- 
B trodes T6 (right) and T, (left) were used, and 
LePt for  the visual area ,  electrodes O2 (right) and 
O1 (left) were used. The reference (R) was the 
Right Goldman electrode. 
C 
Lett These findings a r e  consistent with previous 
observations by Morrell (ref. 10) and Morrell 
et al .  (ref .  11) on experimental epilepsy in 
0 animals. Epileptic tissue is  more than normal- 
Let t  ly responsive to stimulation via any sensory 
modality. Yet once activated the epileptic a rea  
Fig~re '3 3. Ev=!ccd Poter,tiai Iiiterac- seems ucab!c t~ participate in iioriiirii iransac- 
tions in Subject With Unilateral Epi- tional processes a s  expressed in the capacity 
leptic Focus Involving Left Auditory to form temporary connections with other func- 
Cortex. Analysis time: 125 msec tional systems.  
I 
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Of more general significance i s  the possibility that evoked potential interactions associ- 
ated with "contingency" a r e  sensitive to very subtle o r  minimal perturbations of central 
integrative function. As all the conditions that produce variation in these interactions become 
known, this technique should afford an objective assessment of exactly those neural functions 
so often disrupted in what is now considered a patient group with "minimal brain damage." 
These individuals, usually children, a r e  those with reading disorders, speech difficulty, per- 
ceptual impairment, distractibility, and some forms of so-called mental retardation. Such 
patients a r e  particularly frustrating to the neurologist and pediatrician because there a r e  
usually no signs of gross motor o r  sensory impairment detectable on neurological examina- 
tion. Some neurologists may even report that the patient is "neurologically normal" despite 
behavioral evidence of disabling intellectual impairment not attributable to psychological 
factors. The situation in the extreme is analogous to having a patient with urinary symptoms 
examined by a cardiologist who pronounces the cardiovascular system intact. No one would 
consider such a medical examination as relevant to the patient's problem. Yet it is just a s  
inappropriate to conclude that a negative neurological examination limited to motor, sensory 
and cerebellar systems rules out "brain damage." There is no reason to expect that the 
patient whose symptom is inability to learn to read will show an abnormality when his tendons 
a r e  tapped with a reflex hammer. 
The task of the neurologist is to detect, to understand, and to treat  disorders of the 
nervous system, whether gross o r  subtle. The greatest portion of the brain is ,  in fact, not 
concerned with elementary motor and sensory functions. Appraisal of the functional integrity 
of brain systems having to do with information processing and transfer i s  a difficult, but 
essential task for the neurology of the future. The neurologist cannot be  content to leave this 
matter to the psychologist. Behavioral tests measure only the end result of what may be a 
complex and multiply-determined process. 
We a r e  reasonably confident that the analysis of stimulus-locked potential changes now 
made possible through application of computer technology will ultimately reveal many intimate 
details of the manner in which the nervous system processes information. In a preliminary 
way, the data outlined above suggest that these techniques may also provide insight into the 
mechanisms by which CNS lesions interfere with these processes. 
V. SPATIAL DISTRIBUTION OF AVERAGED EVOKED POTENTIALS i 
Before i t  is possible to draw any firm conclusions based upon averaged evoked potentials 
a good deal more will have to be learned about the neural elements (and, perhaps, nonneural 
elements) which give r i se  to them. Although this reservation applies also to work based 
upon direct recording of single responses, it is especially pertinent, as will be shown, fo r  
interpreting the product of a computed average. For example, it is usually assumed that the 
major portion of the EEG and the directly recorded single evoked response result from the 
activity of superficial cortical elements in the immediate vicinity of the electrode. However, 
the higher resolution embodied in the averaging procedure might considerably extend the 
"receptive field" of the recording electrode, allowing discrimination of potential changes 
taking place at surprisingly distant si tes.  Thus, volume-conducted events, if they a r e  time- 
locked with the stimulus, might seriously contaminate supposedly local recordings. 
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For the clinical electroencephalographer the problem of separating volume-conducted 
from neuronally-propagated potentials represents almost an everyday task. The localization 
of abnormal discharges requires resolution in depth a s  well a s  on the surface. This is one 
of the major reasons why electroencephalographers have always insisted upon recording 
simultaneously from as  many scalp areas a s  equipment would allow. Particular montages 
a r e  chosen not only to sample all of the available scalp surface, but so that whenever an 
abnormal transient occurs the electrode arrangement maximizes the possibility of measuring 
the spatial distribution of the abnormal potential. Maps of the instantaneous potential con- 
tour for a specific electrical event may be constructed. The distribution of values may be 
treated mathematically according to well-established principles of volume conductor theory 
in order to provide a rough approximation (within limitations imposed by boundary conditions 
and an inhomogeneous medium) of the depth of origin of the discharge. However, in addition 
to the limitations noted above, the accuracy of the calculation is compromised by the difficulty 
of distinguishing the identical event in all areas  when i t  is both immersed in competing back- 
ground rhythms and distorted by the effects of neuronally-propagated activity. 
Computer techniques which enhance time-locked events at the expense of unrelated back- 
ground rhythms seem ideally suited to more accurate solution of this problem. Yet, despite 
the recent flurry of publications on application of computer techniques in neurophysiology, we 
a r e  aware of no report of potential contour analysis directed at separation of volume-conducted 
from neuronally-propagated discharge. The remainder of this report is devoted to the results 
of our own attempts to apply computer techniques to this issue. 
Although the main clinical value of potential contour mapping relates to the distribution of 
abnormal waveforms, we began our own work with the analysis of evoked potentials. The 
reason for this choice was that abnormal transients (such as  the spike discharges of focal 
epilepsy o r  the delta waves of cerebral tumors) occur a t  unpredictable times and exhibit such 
variable morphology that programing the computer to "recognize" them with sufficient 
reliability to permit averaging is a formidable task. On the other hand, since the evoked 
potential may be triggered by a known stimulus timed by the experimenter, the computer can 
be programed simply to digitize the necessary number of intervals beginning with the 
stimulus marker.  The parameters of the stimulus marker a r e  se t  by the experimenter and 
remain fixed. Stimuli a r e  recorded on a separate channel of the magnetic tape and, there- 
fore, are not distorted by ongoing electrical activity of cerebral origin. The problem of pat- 
tern recognition is  thereby greatly simplified, and averaging o r  other computation is rela- 
tively easy. Availability of multichannel magnetic tape recording made it possible to sample 
a sufficiently large number of areas  simultaneously so  as  to obtain reasonably detailed con- 
tour maps for a given plane of derivation. Both light and acoustic (barely audible click) 
stimuli were used, but we shall restr ict  this discussion to the click-evoked response. 
Perhaps the most important new finding was the evidence for maturational changes in 
potential contour. Figure 24 illustrates the developmental changes observed in the click- 
evoked potential contour beginning with the premature infant (birth weight - 1000 g) . Each 
trace is the average of 100 stimulations. The pattern is even more dramatic when the elec- 
trodes are arranged in transverse perspective a s  in figure 25. (Again, each trace is  the 
average of 100 stimulations .) The double peaked contour of the two-year-old approaches 
+I.-+ e C 4 I .  -------: 
c u a c  UL clle U U L I I I ~ ~  aduii  subject shown in figure 26.  Note that the analysis time for the adult 
was 256 msec a s  compared with 128 msec in infants and children. However, the maps a r e  
comparable since only the trough-to-peak amplitude of the f i rs t  early component was used 
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fbr  construction of that for the adult. It is 
interesting that in the anterior-posterior 
electrode arrays (second and third sections 
of figure 26), the potential peak for the 
adult was somewhat more posterior than the 
corresponding peak in the infant (third sec- 
tion of figure 24), suggesting that with 
growth there occurs a shift in the relation- 
ship of brain to skull landmarks resulting 
in apparent backward migration of auditory 
cortex. 
The major difference between the adult 
and the premature or  newborn infant in 
this study was the flat surface potential 
contour of the latter as  contrasted with the 
pronounced peak of much higher amplitude 
characteristic of the adult. We will discuss 
the significance of this observation later. 
9- 7: 
lo00 gnu 2 
o o c a o r q h ,  
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First ,  however, it seems appropriate Figure 24. Spatial Distribution of 
to indicate our reasons for assuming these Averaged Acoustic Evoked Poten- 
potentials are  of neurogenic rather than tials , Anterior-Posterior Array, 
myogenic origin. It will not be profitable in Premature and Newborn infants 
to dwell on negative evidence, but it should 
be mentioned that we have systematically 
recorded from many muscle groups in a number of subjects and have not seen the short laten- 
cy (7-8 msec) averaged evoked potential described by Bickford (ref. 12). We believe the 
discrepancy to be attributable to the low intensity of acoustic stimulation used in our experi- 
ments and perhaps to the smaller sample size (100) that we use for averaging. In our hands 
the latency of the peak of the earliest component of the auditory evoked potential ranges be- 
tween 24 and 34 msec. 
More positive evidence i s  afforded by a number of patients in whom there has been an 
opportunity to record from chronically implanted extradural and intracerebral electrodes. 
These latter derivations, a s  compared with those from the scalp, show sharper, higher am- 
plitude waveforms ; generally, however, the same series of deflections, at comparable times, 
a re  also seen in scalp recordings. Figure 27 shows a comparison of dural bipolar and mono- 
polar records taken simultaneously with records from the scalp (t5 in the 10-20 system) and 
an electromyogram from the right forearm. 
The gross similarity between waveforms recorded from intracranial electrodes and those 
on the scalp argue strongly that all components a re  neurogenic or  at least originate within the 
cranial cavity. Even if it were maintained that muscle potentials might penetrate by volume 
conduction to intracranial electrodes (as cortical potentials do to scalp), it seems hardly 
likely that they would be l a y e r  in amplitude intracranially than extracranially. 
One of our patients with intractible epilepsy had had sheafs containing 10 electrodes each 
implanted symmetrically over both hemispheres so that the most medial point in each array 
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6000 gms YJ 
2 years old 
Figure 25. Spatial Distribution of 
Averaged Acoustic Evoked Poten- 
tials. Transverse Array.  Note 
Maturation Pattern 
Figure 26 .  Spatial Distribution of 
Averaged Acoustic Evoked Poten- 
tials in the Normal Adult 
milliseconds 
Figure 27,  Ripcllar (4) afid i\,4,fiq=!,, (2) ,Ax.;crzg& Eiiol;ed Poten- 
tials Obtained from Epidural Electrodes Compared With Simultane- 
ous Recording from Scalp (2) and an EMG Electrode on Forearm (1) 
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Figure 29.  Diagram of X-Ray 
Showing Position of Each Record- 
illg Point and Averaged Acoustic 
and Photic Evoked Potentials (n = 
100) Derived from Each Area .  
Analysis tiine: 31bmsec  
Figure 28. X-Ray of Sheafs of 
planted Epiclural Electrodes in 
ject Ki th  Intractable Epilepsy 
' Im- 
Sub - 
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was near the midline parasaggitally, while the most lateral lay on the temporal lobe (fig. 28). 
Figure 29 illustrates the averaged evoked potentials (n = 100) to light and to click obtained 
from each electrode position a s  designated. The total sweep fo r  these records was 512 msec. 
Sampling rate was 1 msec. 
It will be  recalled that the potential contour maps shown previously were based upon much 
simpler records, having a smaller  analysis t ime (128 o r  256 msec) and only a single major 
component to be measured. As the analysis time was extended i t  became obvious that there 
were several components which were consistently brought out by averaging and, therefore, 
were  presumably time-locked to the stimulus. For  example, most of the acoustic evoked 
potentials illustrated in figure 29 contain a t  least  4 distinct oscillations. Contour maps to 
adequately describe this data would require families of curves. Thus, figure 30 shows the 
voltage distribution f o r  the fourth positive wave. Similar graphs could be made for each peak, 
and, indeed, would be necessary to characterize the time-locked potential variations for a 
given plane of recording and fo r  each stimulus. Additional data reduction seemed highly 
desirable. 
Accordingly, the LMC computer was programed to perform sequential cross-correlation 
between the waveform a t  one end of the chain of electrodes with each of the other evoked 
potentials in the ar ray.  The entire 512 points were used. The computer found and plotted 
the correlation maximum of a given waveform with itself and the others, and also the lead o r  
lag of the correlation maximum for  the other evoked potentials with respect to the waveform 
chosen as reference. Such plots provide not only a comparison of latency differences among 
peaks, but also some estimate of the coherence of waveshapes over the se r i e s .  
Figure 31 demonstrates the ser ies  of averaged auditory evoked potentials from each 
epidural electrode over the left o r  normal hemisphere in this same patient (each trace is  the 
Figure 30. Surface Potential 
Contour for Fourth Positive 
Wave of Acoustic Evoked Po- 
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average of 100 stimulations). On the right of the figure there is a graph of the lead or  lag of 
the correlation maxima. Points above the zero line indicate that the correlation maximum 
for a particular electrode position lags that for the reference electrode (No. 11, temporal), 
while points below zero indicate that they lead (the correlation maximum of electrode 11 with 
itself), by the indicated amount of time. In this case there a re  several "legs" to the curve, 
which suggested that the result might be a composite of different, independent, and perhaps 
more linear processes. 
Therefore, the computer program was altered to allow a "window" option so that the 
cross-correlation function could be performed between any chosen segment of the 512 msec 
sweep and corresponding segments of all other traces. A particular averaged waveform is 
displayed on the oscilloscope (fig. 32). The experimenter then positions by hand two vertical 
lines to designate the beginning and end of the segment to be used for the calculation. In this 
20- ~ . o d / ~ c a ~  brrcluiion Mar 
l9 512 h. 
Figure 31. Averaged Acoustic 
Evoked Potentials Derived from 
Electrodes Over the Normal or  
Left Hemisphere for Subject 
Whose Records Are Shown in 
5 -10- - Figure 29. Calibration: 10 P.V. 
Analysis time: 512 msec 
-20Lh 1: I li, I; ,k :7 I'8 :9 ;o 
Electrode number 
I I 
Figure 32. ~ e a d / ~ a g  of the 
Correlation Maxima for Data in 
Figure 31 Using "Windo" Option 
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Erokod pot.nt.l instance, two segments were selected: a 
conrour C l  ch) 90 msec portion containing the early com- 
ponents and a 350 msec portion comprising 
the late wave. The lead/lag of the correla- 
tion maxima of these two segments separate- 
- ly i s  shown graphically. 
Corrolat&on ma. 
With the "window" technique much more 
linear graphs a r e  obtained. These may be 
interpreted to mean that for the early com- 
ponents (left, fig. 32) activity appears f i rs t  
a t  electrode 12, and later  a t  electrodes 13, 
14, 15, 16, 17, 18, 19, and 20, successive- 
ly.  However, the late component (right, fig. 
i e u d / l u q  curralurun mar 
(lo,a ~ ~ n d o w )  32) a r i ses  near the vertex (electrode 20) and 
propagates laterally and inferiorly so that 
electrode 11 lags all other positions in se-  
quential and linear fashion. Similar patterns 
for early and late components have been ob- 
- 5 0  5 1  
tained from electrodes resting on the scalp 
i rL ,  oda number- of a normal human subject (fig. 33). Figure 
33 illustrates the averaged evoked potential, 
Figure 33. Evoked Potential Contour potential contour graphs, and charts of cor-  
Maps and Graphs of Correlation Max- relation maxima and lead/lag of the lat ter  
ima and Its Lead/Lag for Early and for early and late components. 
Late Components in a Normal Adult 
With Scalp Electrodes. Calibration: In marked contrast, the same graphs for 
10 p V.  Analysis time: 512 msec the premature (fig. 34) and newborn infants 
(fig. 35) reveal not only flat surface poten- 
tial contours, but also leadhag plots that 
contain no evidence of propagating wavefronts. In these two figures the electrodes were a r -  
ranged on a line between the external auditory meatus of each side and were equidistant from 
each other. Traces labeled C in these and succeeding figures represent averages obtained by 
playing the same data channel into the computer using an artificial trigger which was random 
in time with respect to the actual signal. These lat ter ,  therefore, represent the "noise" of 
the system. Activity seems to reach al l  electrode positions at  the same instant in time, sug- 
gesting a common source approximately equidistant from all recording points. In other 
words, the surface potential contour patterns obtained in premature and newborn children 
were interpreted a s  reflecting a largely volume-conducted event arising from a distant, deep, 
and midline source. A biologically appropriate generator would be the medial geniculate 
nucleus of the thalamus. The location of the medial geniculate body is certainly one that 
meets the mathematical and physical constraints of the volume conductor model, although 
other thalamic si tes would do a s  well. 
It  is of considerable interest in this connection that the developmental sequence shown in 
figures 24 and 25 is  one that closely parallels the gradual myelinization of human thalamo- 
. . 
corticai radiation fibers (Fiechsig, rel'. i 3 j .  T h u s ,  if  ilie foi-egoiri interprztatim is prcved 
correct ,  the spatial distribution of an averaged evoked potential would provide a sensitive 
index of the maturation of thalamocortical interconnections. 
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Figure 34. Averaged Acoustic Evoked Potentials and Graphs of Evoked 
Potential Contour and L e a d / ~ a g  of Correlation Maxima in Premature 
Infants (1500 g) . Calibration: 10 p V. Analysis time: 128 msec 
( Evoked poten?ial contour (click) I 
-10- 
Electrode number 




Figure 35. Averaged Acoustic Evoked Potentials and Graphs of Contour 
and L e a d / ~ a g  of Correlation Maxima in Newborn Infant (3200 g).  Cali- 
bration: 10 pV. Analysis time: 128 msec 
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Contour patterns in the adult, particularly the leadhag of the cross-correlation, indicate 
the existence of predominantly propagated events having sources much closer to the lateral 
surface of the hemisphere. It is inferred that these sources a r e  actually in primary receiving 
and association zones of the cerebral cortex. The complex early potentials (early window, 
figs. 32 and 33) a r e  presumed to ar ise  in auditory and para-auditory cortex, and, thereafter, 
to propagate a t  a relatively slow rate both ventrally over lateral temporal cortex (lag of elec- 
trode 11 with respect to 12, figure 32, and of 1 and 6 with respect to 2 and 7, figure 33), and 
dorsally over the frontal cortex toward the vertex. The large late potential (late window, 
figs. 32 and 33) seems to be quite independent of the short latency complex, ar ises  from a 
larger area of frontoparietal cortex near the vertex, and propagates ventrally with the same 
velocity as the early component, to the temporal lobe. 
Two qualifications need be kept in mind. We imply in the above statement that the propa- 
gation is  transcortical because of the almost linear rate and progression exhibited especially 
by the late component and also because of the similar velocity of propagation of both compo- 
nents. However, the data might theoretically be explained equally well by successive 
subcortico-cortical relays producing successive "standing" depolarizations. This latter pos- 
sibility seems less likely to us  since we a r e  unaware of any anatomic pathway having exactly 
the required characteristics, and to postulate two such unknown pathways o r  one that is acces- 
sible in different directions to the two evoked components seems, at the moment, an unreason- 
able strain on the imagination. In any event, the appropriate control experiments a r e  current- 
ly underway in animal preparations, although i t  is recognized that these cannot crucially 
answer the question for the human. Hopefully, a case of human pathology with the necessary 
limited transcortical lesion will soon present itself for definitive study in our laboratory o r  
in other centers. 
V e r y  few previous studies a r e  directly relevant to the understanding of these results. 
Evidence for transcortical propagation of seizure discharge and the more indirect observa- 
tions on spontaneous rhythms may be different kinds of phenomena. The work of Lilly and 
Cherry (refs. 14 and 15), Livanov (ref. 16), Walter (refs.  17 and 18), and ~ g m o n d  (ref. 19) 
a r e  the only studies employing analogous recording techniques for evoked potentials, and 
have also been interpreted as  showing transcortical spread. Buser and Borenstein (ref. 20) 
adduced evidence against transcortical spread from primary to "secondary" a s  is consistent 
with our findings, but they did not specifically investigate local spread of each response 
separately. 
The second qualification concerns the unitary character of what we have termed the 
"early complex . I 7  It may be that still  further segregation of components should be explored. 
In fact the lesser  linearity and the several "legs" prominent in the lead/lag plots fo r  the 
early window (as compared with the late window) might suggest just such a conclusion. How- 
ever, our present methods of analysis carry  the limitation that the cross-correlation loses 
accuracy when sample size is reduced significantly below that used in the "early window." 
For  the moment, therefore, we prefer to accept this limitation and consider the present 
data to be accurate at least to a f i rs t  approximation. 
!Vhe~\. the !zrge, rapid!jr cc.~.,$~ctir;g thzl,!amocorticzl i.,!adiatiofi fibers become myelifiatec! 
and fully functional, evoked activity apparently reaches the cortical level after an extremely 
brief thalamic delay. Thus the short latency cortical events a r e  almost contemporaneous 
with those in the thalamus; certainly the ser ies  of potential changes overlap at the two s i tes .  
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In the adult, therefore, even in an averaged response, the thalamic component would be 
swamped by the higher-voltage cortical contributions. 
If it is correct to interpret the isopotential contour and flat lead/lag plot of the cross- 
correlation observed in premature and newborn infants as  reflecting volume conduction from 
a midline source, there should be some special circumstances under which this potential 
might be unmasked even in the adult nervous system. From time to time we have had the op- 
portunity to study some clinical cases, the results of which confirm the foregoing prediction. 
Early in our investigations we recorded from a patient with a large destructive glioblas- 
toma involving the entire left temporal lobe (fig. 36). The analysis-time was limited to 128 
msec, so only short latency components were visualized. Figure 36 demonstrates the aver- 
aged acoustic evoked potentials and the surface potential contour maps (anterior-posterior 
arrays) for the side of the lesion (above, fig. 36) and for the normal hemisphere (below, fig. 
36). Over the lesioned hemisphere the contour had a flattened configuration and lower overall 
amplitude highly reminiscent of that seen in the premature and newborn child (fig. 24). This 
is the pattern expected when cerebral cortex is absent or nonfunctional. 
A more recent example is that of an anencephalic infant (fig. 37). The contour map was 
again flat (note the scale: the gain was five times that in most other figures) and the lead/lag 
of the cross-correlation remained close to 0 across the head. 
Finally, we examined a patient who had undergone a total left hemispherectomy in 1962. 
Figure 38 illustrates the postexcision EEG which revealed no evidence of background electri- 
cal activity emanating from the absent hemisphere. Figure 39 shows averaged (N = 100) 
acoustic evoked potentials from each side of the head. As the contour illustrates, there was 
a peak in amplitude in the right temporal area, but no discernible gradient on the left. Never- 
theless, there was a definite evoked potential evident in all left-sided derivations. 
The cross-correlation analysis (with "window1' option) was used for this data. Figure 40 
shows a plot of the correlation maxima for the sequential correlations beginning with elec- 
trode 1. As the midline was reached (electrode 6) and thereafter, the value of the correlation 
Figure 36. Averaged Acoustic 
Evoked Potentials and Graphs of 
Contours from Each Hemisphere in 
Subject With Large Destructive 
Lesion Involving Left Auditory 
Cortex. Note Similarity of Contour 
Map on Left to Those of Premature 
and Newborn Infants 
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maximum for the early window dropped to zero. For the late window, on the other hand, cor- 
relations remained high across  the head. This may be interpreted a s  meaning that the early 
components on the left a r e  uncorrelated with those on the right, and presumably represent a 
different process. The late components on the left do show a significant correlation with long 
latency right-sided potentials. Figure 41 demonstrates the graphs of the lead or  lag of the 
correlation maxima for early and late components (above and below, respectively) on each 
side of the head. The right hemisphere exhibits the normal adult pattern a s  we have seen it 
before. Early components emerge in the temporal region and migrate toward the vertex; late 
components ar ise  near the vertex and propagate laterally and ventrally. Potentials derived 
from the left hemisphere show no deviation from zero (early components) and very little for 
the late events. The early components a r e  nonpropagating and ar ise  from a single midline 
source. The late components a r e  also nonpropagating, but may deviate slightly from 0 be- 
cause they represent volume conduction of the late, propagating wave on the right. The fact 
that there was substantial coherence (fig. 40) between late events in the two hemispheres cor- 
roborates this interpretation. 
This last  case affords a dramatic example of "unmasking" of volume-conducted time- 
locked potentials after excision of a cerebral  hemisphere. Tracings from the control hemi- 
sphere indicate that such activity i s  normally submerged by the higher amplitude activity of 
cortical origin. 
The sensitive averaging techniques currently employed to detect weak time-locked signals 
in the presence of higher amplitude background "noise" reveal a composite of volume- 
conducted and neuronally-propagated activity. By use of multichannel recording devices and 
proper data analysis aided by computer techniques, it is possible to assess  the relative con- 
tribution of electrical and neuronal processes to the genesis of any particular waveform. It 
I.,.- LA,... -1  .-..-- L L - *  &L-- J - - L  -.-- L --.- 
ua3 ut;cll DIIUW~I L I I ~ L  ~ ~ l i b  U~DL~IIC;L~UII i s  pi)ie~liially i i ~ e f ~ l  w-1ieii applied to  soiiie basic, aiicieiii 
and everyday issues in clinical electroencephalography. Furthermore, there exists a matura- 
tional pattern in man such that the relative proportion of volume-conducted a s  against 
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Figure 38. Scalp EEG Tracing in Subject Following Total Left Hemispherectomy 
neuronally-propagated activity serves a s  a sensitive index of developmental level information 
which may not be obtainable in any other way. 
The peculiar pattern of transcortical propagation observed for the acoustic evoked poten- 
tial is  a newfinding and an especially intriguing one when viewed in the context of biological 
purpose. What possible functional role could transcortical wave propagation play? We are  
used to thinking of the nervous system in terms of rather precisely defined networks and, in 
modern days, mainly vertically oriented systems. Some years ago, in a speculative mood, 
Walter (refs. 17 and 18) suggested that the alpha rhythm might behave as a scanning device 
having properties similar to that of a television receiver. Very recently, Ross Adey (ref. 21) 
on the basis of his own computer studies has resurrected the notion that traveling waves may 
play a role in cortical integrative action. And many years ago, without benefit of any neuro- 
physiological data, but after analysis of an incredible volume of behavioral information, Karl 
Lashley (ref. 22) suggested that interaction of wave trains might very well be the optimal way 
to explain cortical function and the only way consistent with his behavioral observations. 
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We have no doubt that we a r e  still  a long way from a concrete understanding of these phe- 
nomena or a resolution of these questions. However, if computer techniques applied to brain 
physiology generate new models of neural function, the iong-range coniribuiiun will be far 
more important than whatever immediate practical implications they may have for solution of 
current problems. 
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DISCUSSION 
Dr. Huertas: The electroencephalogram has always been a puzzle because it does not 
follow anv definite pattern. If one follows it for a certain time a s  it gains and wanes in forms 
and shapes, it seems that the evoked-potential techniques would shed some light because they 
gave the investigator the possibility of controlling this EEG, at  least for a few milliseconds. 
This has developed great interest in evoked-potential techniques. 
Dr. Morrell has taken a road which seems quite safe. The original step is to compare 
evoked-potential techniques with the regular electroencephalograph. As a consequence of this, 
he has been able to present a series of findings which were the subject of this conference. 
A highlight of Dr. Morrell's presentation was that a relationship does not exist between 
evoked potentials if they a re  taken at random without any relationship to the electroencephalo- 
graph. 
I can illuminate his point further by referring to work I have done with monosynaptic re- 
flexes resulting from stimulation of the' median nerve in the fashion I reported in a previous 
paper. A monosynaptic reflex has two components or responses. One response is the direct 
one; the indirect one is variable and the timed histogram for stimuli which lasts 70 psec is 
variable. The variation of responses within 10 min may be up almost 0.8 psec. This shows 
that there is indeed a variation in the time a monosynaptic reflex i s  conducted, and thus can 
be compared with the finding that Dr. Morrell showed regarding the analysis of the evoked 
potentials. 
It would be interesting to see whether these findings correlate. This is different in that 
you do not have to give the subject a test to perform) there is a shock, and the central nerv- 
ous system processes this automatically. 
Other interesting points in Dr. Morrellls presentation relate to the same idea. Recently, 
Moruzzi published some work in which he showed the relationship of responses in time to the 
animal when awake and asleep. It was the responses in the ves t i l l a r  nuclei in the spinal 
cord, and he showed a pattern similar to the pattern demonstrated here. Therefore, it 
seemed that the whole brain was following the same pattern in which it gains and wanes a s  the 
electroencephalogram shows those changes in electricity. It seems the relation to perform- 
ance is a built-in pattern and not a random pattern. This point is quite important, and i t  has 1 been known for some time that evoked potentials, if they a re  taken and averaged for a long 
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I think the value and contribution here is that averaging should be done with care  and for 
short periods of time, a t  least with reference to certain parts  of the electroencephalogram. 
For  this reason I think the window technique is of importance in the study of evoked-potential 
technique because i t  establishes a relationship between the previous electroencephalogram 
and evoked potential, thus giving us a correlation of value to interpret what the evoked 
potential really shows. 
Another interesting finding is that the epileptic cells in the auditory a rea  increased the 
evoked potentials, even though they do not belong to the visual a rea  that was provoked by 
visual stimuli. 
If we a r e  using thalamic activity, a s  suggested, would the thalamic activity increase the 
performance in an area  which does not have anything to do with visually evoked potentials, 
per se, or  not? 
In view of my findings of the electromyogram which gains and wanes exactly in the same 
fashion a s  the parameters in his study of the electroencephalogram, my last  question for Dr. 
Morrell concerns the Bickford phenomenon, which still  bothers me somewhat. If this phe- 
nomenon of myogram interfering with evoked potential exists, it should go "pari passu" with 
the evoked potentials which you have shown us. 
Dr. Morrell: There a r e  two questions that I can answer directly. Fi rs t ,  in the adult we 
do not find a significant contribution from volume conductors or  evidence of volume- 
conductive properties. Perhaps i t  is merely because the propagated events simply swamp the 
very much lower voltage and volume-conductor potential. But, a t  any rate,  it is not seen in 
the adult. 
In the studies I showed of the epileptogenic lesion in auditory cortex, the subject was an 
adult. In this case we had electrodes in the auditory and visual areas ,  but not in such an 
equally spaced linear a r ray  that we could map a potential contour. And without mapping the 
potential contour, you can say nothing about propagation and volume conduction. But, in that 
case,  I am sure that was a cortically conducted evoked response from the auditory or  para- 
auditory area. 
The interesting aspect was that in the paired association there seemed to be some block- 
ing of the auditory-visual association system even while there was potentiation of the auditory 
response. But there i s  sensory input. That there i s  input from many sensory modalities to 
the auditory cortex is, I think, well known from animal studies. 
I agree with you that the variations in excitability that you see  may well be of central ori- 
gin. I would assume they were. And I suspect that one could detect them in myograms even 
f rom the nuchal musculature. However, in the recordings that Bickford has made, the evoked 
response had a much shorter latency, something on the order of 7 or  8 msec, whereas these 
have a latency of around 34 msec. This is far too long for the myogenic component discussed 
by Bickford, and they a r e  reproduced in the same time scale by intracerebral electrodes. It 
seems doubtful that there is any contribution from muscle to those potentials. But it would 
not surprise me at  all to see both myogenic and cerebral  components vary in excitability in 
the same way. 
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