Abstract-Automatic scaling of complex software-as-a-service application workflows is one of the most important problems concerning resource management in clouds. In this paper, we study the automatic workflow resource scaling problem for streaming and ASAP workflows, and its time-varying variant where the workflow resource requirements change over time. Service components of streaming workflows execute concurrently while those of ASAP workflows execute sequentially. We propose an intelligent framework, BRAHMA + , which possesses the capability to learn the workflow behavior and construct a knowledge base that serves as its decision making engine. The proposed resource provisioning algorithms leverage this learned information curated in the knowledge base to perform informed and intelligent scaling decisions. Additionally, BRAHMA + employs the use of onlinelearning strategies to keep the knowledge base up-to-date, thereby accommodating the changes in the workflow resource requirements over time. We evaluate the proposed algorithms using CloudSim simulations. Results on streaming and ASAP workflows, with both static and time-varying resource requirements show that the proposed algorithms are effective and produce good cost-quality trade-offs. The proactive and hybrid algorithms meet the service level agreements and restrict deadline violations to a small fraction (3%-5% in the considered scenarios), while only suffering a marginal increase in average cost per component compared to the described baseline algorithms.
I. INTRODUCTION
C LOUD enabled services have become an integral part of the day-to-day life of almost every Internet user. Cloud users enjoy flexible and cost-effective usage of various cloud services, however, providing quality of servicemeeting SLAs, scalability, and deadline constraints -while maintaining cost-effectiveness with highly dynamic resource requirements exhibited by end-user requests, is the paramount concern of various service providers.
Having said that, resource management continues to be one of the most fundamental and important areas of research in the field of cloud, distributed, and grid computing. While The authors are with the Internet Technology and Data Science Laboratory, Ghent University-imec, 9052 Gent, Belgium (e-mail: ankita.atrey@ugent.be; gregory.vanseghbroeck@ugent.be; bruno.volckaert@ugent.be; filip.deturck@ ugent.be).
Digital Object Identifier 10.1109/TNSM.2018.2830311 there exists a plethora of research in devising industry scale resource management systems especially by Internet giants like Google [42] , Facebook [5] , Microsoft [10] , [21] , Alibaba [48] etc., the focus of these systems have been on execution environments like grids and clusters, and such efforts have been relatively scarce for SaaS application workflows in cloud-based systems [22] . In this article, we propose a unified framework, BRAHMA + , for resource scaling in clouds.
A. Use Case: Online Collaborative Meeting
The use case under investigation ( Fig. 1 ) is an elastic, multi-tenant online meeting room offering an interactive collaboration service. This use case is inspired by the EMD project [4] , which investigates scalable A/V collaboration applications (streams) and deadline-critical jobs (such as decision support, data analysis, etc.) triggered by the end-user during these collaborations. The project leader is presenting an interactive media (A/V streaming) session, where some colleagues are present in the meeting room, while others are connected remotely. Every stream consists of an encoder, a transcoder and a decoder, all of which have different SLA requirements in an attempt to provide a flawless service (no A/V interruptions, stuttering, etc.). The A/V stream encapsulates a streaming workflow (Definition 4), which is similar to the long-running services presented in Fig. 2 that should not experience any downtime. Each attendee can additionally trigger low-latency/deadline-critical workflows during the meeting to, e.g., run analytical simulations (file-open→run-simulation→file-close workflow in Fig. 1 ) and show the results to the meeting audience or render high quality graphics. We use the term ASAP workflows (Definition 7) to denote these low latency jobs. While streaming workflows usually constitute one or more service components executing concurrently, the components of ASAP workflows are executed sequentially, Fig. 2 . Types of jobs in cluster/grid/cloud computing environments [42] .
thereby exhibiting runtime characteristics which differ from that of the former. Users can join or leave these online meetings at any point in time, leading to potentially large fluctuations in terms of number of tenants using the system, and each user can trigger multiple ASAP workflows during the session.
In the context of the use-case discussed above, meeting the strict deadline constraints of ASAP workflows and SLAs of streaming workflows (for A/V quality), while keeping cloud resource cost as low as possible, is the focus of this work. This scenario presents a plethora of challenges stated as follows:
(1) Scaling the resulting application up or down in order to keep the SLAs, no longer becomes an issue of scaling resources for a single service, but instead results in a complex problem of scaling all individual service endpoints in the workflow, depending on their runtime monitored behavior [9] . (2) As described above, heterogeneity of application workflows ( Fig. 2) leads to a host of characteristics: ranging from execution flows being either sequential or concurrent [8] to the nature of the deadlines associated with the workflows being either strict or fuzzy. ( 3) The resource requirements of the jobs submitted to a cloud environment are usually not static. Rather, in real-world cloud environments the type of workflows submitted by users and their resource requirements change over time [31] , [47] . For instance, given the meeting room use-case, a user might trigger a high-quality graphic render as an ASAP workflow during a weekly-update meeting, while during a technical deep-dive session, she might trigger an analytical simulation. Thus, the resource management algorithms should be adaptive thereby enabling effective resource provisioning for such time-varying workflows.
To effectively address the challenges besetting the resource management problem in real-world scenarios for clouds, there is a need for a framework, tailored to serving cloud service workflow requests, that (1) possesses the capability to handle different types of workflows, (2) intelligently performs resource provisioning tasks under specified deadlines or SLAs, and (3) possesses algorithms that adapt to the temporally changing resource requirements posed by these workflows.
This article presents a framework, BRAHMA + , which incorporates the use of mathematical models (classification and clustering) to learn the workflow behavior and curates a knowledge base (KB) that aids in taking informed future resource provisioning decisions. These models analyse the resource request patterns of workflows to predict whether a new workflow will meet its deadline or not, and clusters the workflows into groups possessing similar resource requirements. Moreover, for time-varying workflows we design and implement online versions of the proposed learning algorithms, where the learned models are updated with temporally changing data. To further enhance the efficacy and efficiency of the time-aware learning process, we use a sliding window, which controls the amount of historical data to be used for learning at any given time instant, thereby improving both the quality (helps ignoring irrelevant historical data) and efficiency (learning from a relevant fraction of the complete data).
In sum, in this article we address the automatic workflow resource scaling problem (Section III) under the combined presence of streaming and ASAP workflows, called AWS-SA, and its time-varying variant, called AWS-tSA where the workflow resource requirements change over time.
Key contributions are as follows:
• A novel framework, BRAHMA + (Section IV), which learns workflow behaviour over time and stores this information in a KB. BRAHMA + possesses the capability to predict workflow deadlines and cluster these workflows into semantically meaningful groups. Additionally, the online learning algorithms of BRAHMA + are capable of adapting to the changes in resource request patterns exhibited by time-varying workflows.
• Resource provisioning algorithms (Section V) that leverage BRAHMA + to maintain SLAs and deadlines for streaming and ASAP workflows respectively, as well as their time-varying variant, while keeping the cost in line.
• Empirical analysis (Section VII) portraying the effectiveness of the proposed algorithms. Our algorithms keep the SLAs and restrict deadline violations to 3-5%, while only suffering a marginal increase in the average resource utilization cost of 5-8% over the baselines.
II. RELATED WORK Resource management and scheduling [22] is a fundamental and one of the most extensively studied problems in the field of cloud computing. Here, we provide an overview of the existing works that overlap with the work presented in this article.
Workflows provide a natural and attractive choice for representing a host of SaaS applications, thus, automatic workflow resource scaling and scheduling [13] with focus on maintaining quality of service parameters, like SLAs [29] and deadline-constraints [6] , [38] , has been a hot topic of research in the broad area of cloud resource management. The readers are referred to [43] for a detailed and recent survey.
SLA-aware resource provisioning: focusses on strategies for resource scaling to keep the SLAs in line while minimizing cost. Wu et al. [44] , [45] , presented SLA-aware resource provisioning algorithms for SaaS providers. The authors propose maximum and minimum available space based resource reservation and request rescheduling strategies, while using customer profiles to handle dynamic and changing customer requests. Later, the authors developed a method for admission control of user requests [46] , thus facilitating prevention of additional user requests that would lead to SLA violations from being accepted.
Serrano et al. presented a new model: SLA aware service (SLAaaS) [37] , proposed a language for describing SLAs and an approach using control-theory for keeping the SLA of cloud applications. Focussing on application workflows, Atrey et al.
proposed a pro-active algorithm [9] that uses a monitoring mechanism to track the run time behavior of each workflow component and horizontally scales resources accordingly, thereby avoiding SLA violations. Singh et al. [39] studied the effect of various QoS parameters on the rate of SLA violations, and proposed an autonomic pipeline along with a knowledge store to devise effective resource provisioning strategies.
In addition to research on devising strategies for SLA-aware resource provisioning, a few studies have performed benchmarking and validation [7] , [17] of various SLA-aware models and resource provisioning algorithms.
Deadline-aware resource provisioning: focusses on devising strategies to minimize the deadline violations of jobs submitted to clouds. Genez et al. [16] present an Integer Linear Programming (ILP) based algorithm for scheduling SaaS workflows in IaaS clouds, which finds the mapping between workflow tasks and VMs provided by the IaaS providers to minimize the overall cost and achieve deadline constraints.
Poola et al. present robust and fault-tolerant resource scheduling algorithms with three multi-objective resource allocation policies in [31] . Moving ahead, Rodriguez and Buyya [34] applied a genetic algorithm (Particle Swarm Optimization) in order to obtain an optimized solution in terms of cost, deadline and elasticity, highlighting resource provisioning techniques for scientific workflows on IaaS. Luo et al. propose a resource provisioning algorithm [26] for hybrid settings comprising both grids and clouds. The idea is to estimate the probability of deadline violation of a sub-task in a workflow, and then later redirect certain sub-tasks from grids to intelligently selected virtual resources on clouds, in order to achieve strict workflow deadline-constraints. Recently, Atrey et al. [8] presented a framework called BRAHMA (which has been significantly extended to BRAHMA + in this article) that used workflow clustering and a curated KB to perform resource provisioning for workflows with strict deadline-constraints.
Resource provisioning using machine learning: is a relatively recent paradigm in clouds, where researchers have incorporated the use of various classification and clustering methods for learning and characterizing workflow behaviour [23] , [25] . Mon et al. [28] proposed workflow clustering based on task dependencies with an aim to minimize the data transfer overhead of data-intensive scientific workflows. Moving ahead, Peng et al. [30] presented a machine learning framework that used a radial basis function based neural network to estimate application resource requirements, and a k-means based genetic clustering algorithm for performing multi-objective optimization to solve the resource provisioning problem. Atrey et al. [8] proposed a machine learning framework that curates all the learned information in a KB. Very recently, Li et al. [24] present a resource scheduling algorithm that uses fuzzy clustering methods to identify different resource clusters thereby simplifying their allocation to jobs.
Resource provisioning for dynamic workflows: addresses workflows with dynamically changing resource requirements. To the best of our knowledge, research in this context has been scarce. Zhang et al. [47] presented ROSA, an online randomized algorithm that stacks the execution of multiple jobs submitted to the cloud environment, thereby achieving spatial multiplexing. This helps minimize cost with the capability to leverage volume discounts offered by cloud service providers, while also keeping the job-level constraints in line. Poola et al. [32] presented an adaptive resource provisioning algorithm that is capable of incorporating the use of both spot and on-demand instances, thereby minimizing the total cost: as it leverages the price benefit from spot instances, and ensuring fault-tolerance by meeting workflow level deadlines using on-demand instances whenever necessary. Recently, adaptive resource scheduling [14] has also been studied in the context of software defined networks [41] . Rodriguez and Buyya [35] proposed a container-based algorithm that can adapt to changes in the workload, while mitigating inefficiencies in resource utilization and meeting workflow level deadlines.
Despite wide-spread research in the broad area of workflow resource scheduling [43] , to the best of our knowledge, none of the existing state-of-the-art methods are capable of solving this problem in a holistic manner. Specifically, the existing works have focused on the two problems, i.e., scaling streaming and deadline-critical workflows independently, however, a unified and generic framework possessing capabilities of collectively scaling both types of workflows is non-existent. Additionally, research on devising algorithms that adapt to temporally changing resource requirements of workflows has been scarce. To this end, this article presents an enabling, unified, and adaptive framework, BRAHMA + , with algorithms for provisioning cloud resources to streaming (SLA-aware) and ASAP workflows (with strict deadline-constraints), whose resource requirements change over time.
III. PROBLEM STATEMENT
This section provides a concise model of streaming and ASAP workflows, with an introduction of their basic concepts followed by a formal description of the AWS-SA problem, and its variant AWS-tSA, focussing on time-varying workflows. Table I summarizes the notations used in the rest of the article.
Definition 1 (Resource):
A resource corresponds to a processing unit with specifications defined in terms of processing power (in MIPS), memory (in GB), storage (in GB), and network bandwidth (in Mbps).
Cloud computing environments offer virtual resources in the form of virtual machines (VMs), containers etc. In this study, we consider a pool of resources called a VM pool ∀i , V i ∈ V .
Since cloud-based applications are usually built as workflows integrating multiple existing services (albeit with custom glue code tying all of them together), an application workflow is defined as follows:
Definition 2 (Application Workflow): An application workflow W j (C , E ) is defined as a directed acyclic graph (DAG) comprising a set of service components C j and a set of edges E j . Each component ∀k , C kj ∈ C j represents an atomic task in the application workflow W j , while each directed edge ∀k , l , e = (C kj , C lj ) ∈ E j defines the dependency of the component C lj on component C kj .
Definition 3 (Workflow Resource Requirements):
The resources required by a component C kj of a workflow W j are defined in terms of number of instructions to be executed (measured in millions of instructions (MI C kj )), the memory and storage space required ((Mem C kj ) in GB), and the number of bits to be transferred over the network ((BW C kj ) measured in millions of bits (Mb)).
Application workflows can possess a wide-variety of characteristics in terms of execution flow, resource requirements etc. Based on these characteristics we next define the two types of workflows considered in this article.
Definition 4 (Streaming Workflow): A streaming workflow W j ∈ W s is an application workflow where service components C lj ∈ C j continuously receive streaming data from other components C kj ∈ C j via directed edges e = (C kj , C lj ) ∈ E j , while they themselves stream their output data to other workflow components following their execution. For instance, if the workflow in Fig. 3 is a streaming workflow, C 21 would continuously stream output data to C 31 and C 41 , who in turn would process that input data and stream it to C 51 . All service components are hence processing information in parallel. Each streaming workflow service component possesses a separate SLA, which defines its minimal resource requirements (in terms of processing power, memory, storage etc.) to ensure proper working of the workflow according to its specifications. Using this component-level minimal resource requirement and the resource specification (processing power, memory, storage etc.) of the assigned VM V i ∈ V , we define the maximum number of components N i max that can simultaneously run on V i while ensuring SLAs are met. For example, given a VM with processing power as 1500 MIPS and the minimal resource requirement per component to be 50 MI, the maximum number of components that can be scheduled on this VM is 30. Note that for simplicity each VM is assigned to components of one specific type, i.e., those possessing the same minimal resource requirement. Using N i max we further define the SLA status of a component and the average SLA violation duration.
Definition 5 (SLA Status): The SLA status for each service component C kj of a workflow W j running on a VM V i is 
slaviolate being the duration for which the SLAs remain violated for a component C kj , we mathematically state the average SLA violation duration as:
(1)
Definition 7 (ASAP Workflow): An ASAP workflow
W j ∈ W a is an application workflow where the execution flow between service components is sequential. More specifically, the execution control moves from one component C kj ∈ C j to the subsequent workflow component(s) C lj ∈ C j , once the former finishes processing thereby passing its full output to the latter. Again as an example, if the workflow in Fig. 3 would be sequential, C 21 would, once it has finished processing, send all its output data in parallel along the edges e2 and e3 to C 31 and C 41 respectively. At that point in time, C 31 and C 41 start processing. Additionally, each ASAP workflow possesses a deadline-constraint (DC W j ) which is used to identify a VM V i that possesses the desired resources to ensure proper working of the workflow according to its specifications.
Definition 8 (Deadline Status):
The deadline status of a workflow W j , running on a VM V i , is defined as a binary variable which assumes the value of false if its deadlineconstraint DC W j is not met, and true otherwise. The fraction of the workflows whose deadlines are violated is denoted by η. Mathematically,
where I is the indicator function: I = 1 if DEADLINE W j status = false; and 0 otherwise. Definition 9 (VM Cost): VM cost is defined as the sum of all costs related to resource usage when running streaming and ASAP workflow service components. Thus, for a simulation with w workflow requests, each one with c j service components, and M kj , S kj , CPU kj , representing, memory, storage and CPU costs respectively for a component C kj , we mathematically define VM cost and average VM cost as follows:
Definition 10 (Penalty): The Penalty is the cost spent on components, while waiting for (1) a new VM reservation P reserve and (2) migration of components from one VM to another P migrate . We mathematically state the Penalty and the average Penalty as follows:
The technical problem studied in this work is inspired by the use case of online collaborative A/V meetings where both streaming and ASAP workflows co-exist. Note that tenant requests for streaming and ASAP workflows follow timevarying distributions D s (t) and D a (t) respectively. While streaming workflows do not benefit from assigning more resources to them than required, as one cannot 'speed up' an online collaborative meeting, ASAP workflows definitely benefit from finishing early (meeting their deadlines), when allocated to more powerful resources. Owing to this significant difference in characteristics, scaling the service end-points of applications where streaming and ASAP workflows co-exist is a challenging problem. We name this problem AWS-SA, and formally define it as: In addition to the number of streaming and ASAP workflows changing over time (denoted by D s (t) and D a (t)), the actual resource requirements of workflows change as well. To this end, we address the temporal variant of the AWS-SA problem called the AWS-tSA problem.
Problem 2 (AWS-tSA):
The AWS-SA problem where the resource requirements (
IV. BRAHMA + FRAMEWORK In this section, we present the BRAHMA + framework and provide a description of its core components. In this article, BRAHMA [8] has been significantly extended using online learning strategies as BRAHMA + to learn workflow request behavior in an online manner, i.e., without the need for training data to bootstrap the learning process. This enables BRAHMA + to handle workflows whose resource requirements change over time. We also provide insights about the way in which BRAHMA + facilitates development of effective resource provisioning strategies.The building blocks of the BRAHMA + framework are detailed next.
• Classification (Build Classifier): analyses the resource requirements and request patterns exhibited by ASAP workflows, and learns a decision boundary, using historical resource requirement data of workflows submitted to a cloud environment, capable of predicting whether the deadline of a previously unseen workflow would be met or violated. The main benefit that the classifier module provides is the ability to predict the DEADLINE status of (previously unseen) incoming ASAP workflows, facilitating more informed resource provisioning decisions.
• Clustering (Identify Clusters): allows for fine-grained analysis of the behaviour exhibited by ASAP workflows. Here, the resource request patterns are clustered, thereby creating semantically meaningful groups of ASAP workflows, with each group possessing similar resource requirements. The advantage of clustering is that once these clusters are identified, it is easier to devise customized and informed resource provisioning strategies pertaining to each cluster. Moving ahead, any previously unseen ASAP workflow request can then be assigned to its most similar group, and hence utilize the already devised resource provisioning strategy for that group.
• Online Clustering: extends the clustering module by making it flexible and adaptive to effectively accommodate changes in data distributions originating from timevarying workflows. More specifically, since the resource requirements of ASAP workflows may change over time, the identified clusters have to change as well, as the clusters generated from older data will have been invalidated. Unlike conventional methods, where clustering is performed as a single-shot process comprising two steps: (1) cluster identification, and (2) cluster assignment; online clustering methods continuously learn from the data, i.e., the identified clusters are refined as and when newer data-points are ingested by the system. Moreover, to ensure consistency the identified clusters are updated regularly in the knowledge base.
• Knowledge Base (KB): is one of the most important components of the BRAHMA + framework as it curates all the information learned from the classifier and the clustering modules. More specifically, the KB stores an updated copy of the classifier model and the set of identified cluster centres. For each submitted ASAP workflow, the resource provisioning algorithms probe the KB to identify the cluster closest (most similar) to this workflow, thereby assigning it to an appropriately sized VM with the aim to meet its deadline constraints. The KB thus serves as the decision making body for the entire framework, and hence, is kept up-to-date with all the changes resulting from the online learning process.
• Workflow Monitoring: keeps track of the progress for each component C kj of a workflow W j . More specifically, it continuously probes the VMs and the workflow components to monitor the number of components running on a particular VM and the time remaining for the component to finish execution respectively. As will be explained later in Section V, the monitoring capability plays a central role in the design of the more involved pro-active and hybrid resource provisioning algorithms for streaming and ASAP workflows respectively.
• VM Allocation: facilitates on-demand creation of new VM instances based on a specific VM template from the pool of VMs V . The core function of this module is to perform VM allocations based on the events triggered by the workflow monitoring module and the information retrieved from the KB. VM allocations broadly happen in two ways: (1) VMs are reserved in the beginning and remain fixed throughout; (2) VM reservations happen dynamically and their specifications are adapted based on the submitted workflow resource requirements.
A. Learning Phase BRAHMA + (Fig. 4) , operates in two phases. Firstly, in the learning phase, BRAHMA + takes as input workflow requests submitted to the cloud environment, which serves as its training data. To facilitate robustness and generalizability of the learned models, BRAHMA + keeps on updating its models incrementally to ensure modelling a proper mix of workflows with varying number of components, component types etc. Each workflow W j , possesses resource usage statistics (in MI) for each of its constituent component ∀k , C kj , while also containing information about its deadline status (i.e., was the deadline violated or met). 1 The first task of BRAHMA + 's learning phase is that of building a classifier. Here, we use the classification module (described earlier in this section) to analyse the generated training data and learn a classifier model CM , based on the resource requirements and request patterns, for answering the binary question: whether the deadline of an ASAP workflow is met or violated? 1 The workflow generation process is described in detail in Section VI. BRAHMA + independently clusters similar workflows (based on the resource requirements and request patterns of its constituent components) from the training data to form semantically meaningful groups or clusters. As explained above, the (online) clustering module allows analysis of the workflow behavior at a finer level of granularity, facilitating appropriate resource provisioning decisions with the aim to avoid deadline violations. Eventually both the classifier model CM and the created set of clusters along with their cluster centers CC , are curated in the Knowledge Base (KB).
The learning process described till now lacks the capability to tackle time-varying workflows. Hence, to effectively solve the AWS-tSA problem where workflow resource requirements vary over time, BRAHMA + employs the use of online learning strategies. As is clear from Fig. 4 , the learning phase does not represent a single-shot conventional machine learning pipeline, rather it is iterative and continuously refines the learned classifier model CM and the identified cluster centers CC . More specifically, as and when BRAHMA + receives newer training data, it is ingested in the learning phase, the models are updated, and eventually these updates are propagated to the KB thereby facilitating the evaluation phase to employ the most recently learned models for resource provisioning.
B. Evaluation Phase
In the evaluation phase, new streaming requests along with triggered ASAP requests are submitted to BRAHMA + for inferring their execution behavior, resource requirements and deadline status. As a first step, BRAHMA + probes the classifier model CM saved in the KB to predict the DEADLINE status of the workflow under consideration, i.e., whether its deadline would be met or not. If the deadline is going to be met, then there is no need to perform any specialized resource scaling, as the already assigned resources will be sufficient to meet the deadline-constraint of the workflow. However, if a violation is predicted, we 
20:
SLA status ← false
21:
numRunning ← numRunning + numStreamDeploy
22:
AvgCost ← AvgCosts + AvgCosta query the KB's cluster centers CC to assign this workflow to the cluster closest/most-similar to it in terms of exhibited resource requirements, thereby guiding the resource provisioning algorithms. While the predictions from the classifier module facilitate the decision: whether to scale the resources provisioned to a workflow up or down, the cluster assignments from the clustering module (if the workflow was predicted to violate its deadline) provide information about the resource requirements of a workflow, thereby providing guidance on ways to scale the resources effectively. This information is further employed to predict the deadline status of newly incoming ASAP workflows. Having described the key components, two phases: learning and evaluation, and the overall execution flow of the BRAHMA + framework in detail, we present a sequence diagram of BRAHMA + in Fig. 5 . The sequence diagram explains the execution flow of streaming and ASAP workflows, while also providing an in-depth explanation of the interaction between various components of the BRAHMA + framework using the entities in context of CloudSim [12] .
V. RESOURCE PROVISIONING ALGORITHMS To effectively perform resource provisioning for both timevarying and static workflows, we present a generic workflow deployment algorithm with pseudo-code listed in Algorithm 1. The number of workflow requests submitted to BRAHMA + follow a time-varying distribution D(t). To this end, we sample requests at different discrete time-instants (line 5). If the workflow under consideration is a streaming workflow, we invoke the proactive algorithm (Section V-B) to scale its services, with the objective of completely mitigating SLA violations and maintaining high cost-efficiency (lines 8 and 9). On the other hand, for ASAP workflows the resource provisioning is performed using the hybrid algorithm (Section V-C), which in turn probes the curated information from the KB to take appropriate decisions (lines 10-13). Note that as indicated in Fig. 6 streaming and ASAP workflows are provisioned on separate resource pools and thus, the resource provisioning decisions made for one will not interfere with that of the other and vice-versa. Once workflows have been successfully executed, the resources allocated to them are freed and corresponding bookkeeping information is updated (lines 14-20).
As discussed previously, the resource requirements exhibited by the submitted workflows may change over time. Since the KB acts as an important decision making unit of the workflow deployment algorithm, the information curated here should be consistent and up-to-date with the latest monitored workflow requirements and older (stale) information about now-defunct workflow requirements should in time be phased out. This is achieved using online learning (line 6), where newly arriving workflows are used to update the classifier model and identified clusters. Specifically, we incorporate the use of a sliding window based approach, which is described in the subsequent sub-section.
Note that the workflow deployment algorithm is capable of handling both time-varying and static workflows. With the value of windowSize = 0, there is no window constructed and the algorithm works for static workflows, while on the other hand, any non-zero value of the windowSize enables the algorithm to work for time-varying workflows.
A. Online Learning Algorithm
Algorithm 2 presents the pseudo-code for the online learning algorithm. To keep the KB up-to-date with the changing workflow resource requirement patterns, we need to update the learned mathematical models -classification model CM and identified cluster centers CC . Therefore, the models need to be updated in an online manner. Since the changes in data can be large, updating models for every new incoming request is highly inefficient and impractical. To this end, we use a sliding window based approach to handle all the updates. For every newly arriving request at time t, a window sw [sw start , sw end ], where sw end = t − 1 and sw start = sw end − windowSize, is constructed (lines 2-5). The intuition is that the window captures resource requirements exhibited by workflows that are temporally close to the newly incoming workflow. Later, the learned models CM and CC are updated using the workflows pertaining to the constructed sliding window sw and the updates are translated to the KB (lines 6-11).
To effectively incorporate new workflow resource requirements and simultaneously phase out defunct requirements we 
19:
else 21 :
22:
AvgCosts ← AvgCosts + Cost W j /|W j |
23:
AvgPenaltys ← AvgPenaltys + Penalty W j /|W j |
24:
AvgSLABreakDuration ← SLABreakDuration/|W j |
25:
AvgCosts ← AvgCosts /|W t s |, AvgPenaltys ← AvgPenaltys /|W t s |
26:
AvgSLABreakDuration ← AvgSLABreakDuration/|W t s | incorporate the use of information decay. Workflows that are temporally farther from the newly incoming workflows would have relatively less contribution towards learning their resource requirements when compared to the workflows that are temporally closer [20] . To model this effect, we use λ (<= 1) as the rate of information decay over time. More specifically, given a sliding window sw, the contribution of workflows pertaining to a time-instant t is scaled using α = λ (sw end −t ) (line 7).
Later α is used to weigh the relative importance of W t for updates to CM and CC (lines 9-10).
B. Proactive Algorithm
Algorithm 3 describes the pseudo-code for the proactive algorithm. In this algorithm, the SLA monitoring module continuously monitors the number of service components N i running and checks how far this is from the maximum permissible limit N i max , for each VM V i ∈ V (lines 6-9).
The proactive algorithm incorporates the use of a parameter τ , which enables triggering of new VM reservations (line 8) for service components running on a VM V i once
. By using the parameter τ , a VM is proactively started, which when ready accepts the new requests for this session. More specifically, the parameter τ facilitates the reservation of a new VM V l and the migration of service components from V i to V l , while there is still room for more components to be executed on VM V i without breaking the SLAs.
Note that since we preach maximum resource utilization, although new VM reservations are triggered once the above 
21:
AvgCosta ← (AvgCosta + Penaltya )/|W t a |; η ← η/|W t a |
22:
return DEADLINE status , η, AvgCosta condition is met, the service components are migrated only after the VMs currently running them are utilized to their maximum capacity, i.e., once for a VM V i N i running = N i max . Thus, once V i is fully utilized (line 10), the workflow components are migrated to the newly reserved VM V l , and the corresponding costs are updated accordingly (lines [16] [17] [18] [19] .
Next, we describe the effect of new VM reservations and component migrations on workflow SLAs (lines [11] [12] [13] [14] [15] . The SLAs of all the components remain violated for the time required to reserve new VMs and the time required to migrate them from one VM to another, discounting the time duration corresponding to the start of the reservation process and the time instant at which the SLA actually got violated.
s , ∀C kj ∈ W j and ∀V l ∈ V . Thus, with a careful selection of τ , T reserve + T migrate would get subsumed by the difference in time at which the SLAs actually got violated and the time at which the reservation process was triggered. This will enable SLAs to be always met while the waiting time on VMs that need to be started will also be 0. Additionally, a penalty proportional to the duration for which the SLAs were violated is added to the costs (line 15), on top of the usual VM utilization costs. The proactive algorithm prevents SLA violations by closely monitoring the behavior of service components. If the parameter τ is too low, additional VMs will be reserved rapidly which will in turn drive up the cost. Likewise, if τ is too high, new deployments will be queued until a new VM is instantiated.
C. Hybrid Algorithm
Algorithm 4 presents the pseudo-code for the hybrid algorithm. It incorporates the use of the curated information from the KB updated and constructed by the online learning algorithm (Algorithm 2) of BRAHMA + . As a first step, the hybrid algorithm invokes the classification model CM t stored in the KB, to predict the DEADLINE status of each ASAP workflow (line 5). The workflows with the predicted DEADLINE status = true do not need any specialized scaling and thus, they are assigned to a "medium" (detailed in Section VI) VM (lines 6-8). For workflows whose deadlines are predicted to be violated, we query the identified cluster centers CC t stored in the KB and try to identify the cluster, which possesses workflows with the most similar resource requirement patterns (line 10). Next, with this derived information, the workflow components are assigned appropriate resources accordingly (lines [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
Specifically, each service component C kj ∈ W j is assigned to a VM V l that is large enough to honor the component resource requirements (line 13). A notable limitation of the hybrid algorithm is that, the resources are not pre-reserved, and hence, it is prone to suffer from various penalties incurred owing to new VM reservations and migration of workflow components from one VM to another. To mitigate or minimize these penalties, the hybrid algorithm incorporates the use of monitoring (similar to the proactive algorithm described in Section V-B) to continuously track the progress of an executing component. More specifically, for every clock tick Δt, a monitor event tracks the execution status of a currently running component C kj (line 14), and as soon as the time left for its execution to complete, crosses the VM reservation and migration time T 
VI. EXPERIMENTATION SETUP A. Media Workflows
The media workflows (Fig. 6 ) used in this study are inspired by the EMD project 2 and the online meeting room use-case 2 The EMD project is an imec funded project aimed at design and development of an elastic platform for media distribution in the context of online collaborative services. The research done in this article is inspired by the diverse workflow types observed in EMD, which in addition to presenting a real-world scenario also possess high affinity to the use-case of online collaborative meeting discussed in this article. Additional details about EMD are available at: https://www.imec-int.com/en/what-we-offer/research-portfolio/emd. discussed in Section I. Each user participating in the meeting represents an instance of a streaming workflow, and can additionally trigger multiple ASAP workflows.
Components corresponding to streaming workflows possess an SLA, which, if not met, may cause unwanted side-effects. Staying with the use case at hand this could cause A/V synchronization issues, stuttering, etc. Each ASAP workflow possesses a deadline-constraint, which can be either met or violated, and if violated causes simulation results to be delayed, or high-quality graphics not to be rendered properly. Additionally, the resource requirements exhibited by individual components of the submitted workflows vary over time. Note that even though much more elaborate workflows exist, these particular workflows have been chosen to showcase the strength of BRAHMA + and the presented algorithms in an easy-to-grasp manner. Moreover, BRAHMA + and its associated algorithms are able to work with generic workflows, and are not constrained by the above assumptions.
B. Evaluation Scenario
As shown in Fig. 7a , 200 user requests for streaming workflows are generated following a normal distribution, with the time 12 noon set as mean and 3.5 hours as standard deviation. At every time instant, each user further possesses a 5% chance of triggering an ASAP workflow. This graph portrays that the number of requests for both streaming and ASAP workflows will vary in between the start of the day up to the end of the day: high load during office hours and negligible load during evening and night time.
Each streaming workflow possesses 3 components, that execute continuously during the course of the meeting. ASAP workflows, on the other hand, can be of varying characteristics: number of components, resource requirements etc. To this end, a request generator module generates a variety of 3, 4, and 5 component workflows (obtained from our industrial partners in the EMD [4] project.), where the resource requirements of each component correspond to the templates as shown in Table II . For example, the file-open→run-simulation→file-close workflow corresponds to the <low→high/very-high→low> template. A map-reduce job could correspond to the <low→high/veryhigh→low→high/very-high→low> template. The deadlineconstraint of each ASAP workflow is estimated using the expected resource requirement of a component. Specifically, the deadline-constraint, represented in terms of MI requirements, of a workflow W j possessing k components is calculated as k times the expected component resource requirement. To better evaluate BRAHMA + in real-world scenarios, in addition to workflows where resource requirements of components are assumed to be static, we also conduct experiments with time-varying workflows: where resource requirements of the constituent service components vary over time. We simulate this temporal change using the hypothesis that the resource requirements of service components may undergo a change on a daily basis, with the change being small (of the order of 5%) during the weekdays and large (of the order of 25%) during the weekends. Fig. 7b portrays this behaviour. The days represented as numbers start from Monday, thus, Day 1 represents Monday, Day 12 represents Friday, and so on. As can be seen, the highest change occurs on Friday, portraying transitioning of resource request patterns from weekdays to weekends, and on Sunday, which presents the reverse effect, i.e., the change from weekends to weekdays.
For each user request a new instance of the workflow W j is created and the constituent service components C kj , ∀k | C kj ∈ W j are provisioned on different VMs V i , available from the VM pool V (the choice of which VM and how this VM pool grows / shrinks is driven differently depending on the choice of algorithm). To deploy VMs in the resource pools, eight types of VM images were defined as detailed in Table III . The costs for the VM templates used were parametrized based on the Amazon EC2 image c3.8xlarge [1] , with a monthly price of $1.680 to provide 32 vCPUs (17476 MIPS [2] ), 60 GB of RAM and 2*320 GB of storage. This cost was divided equally between secondary-storage, mainmemory and CPU, and the converted unit prices (per MB/hour and MIPS/hour [3] ) were used to calculate the costs for the VM templates used in this article. As mentioned in Section V, the time required to reserve new VMs differs significantly from the time required to migrate one component from an existing VM to another. To this end, we define two variables, T V i reserve and T migrate , that determine the duration for instantiating new VMs and the duration for migrating components from an existing VM instance to another respectively. For the simulations, the values of (T V i reserve ) and (T migrate ) were defined as uniform distributions between [40s,55s] and [0.5s,2s] respectively using recommendations provided in [27] and [40] . Additionally, the specific values were extrapolated to correspond to the VM images used in this study. All the parameters mentioned above are not constrained to the stated fixed values, and can be tuned as needed.
C. Evaluation Metrics
• Efficacy: We adopt SLA status (Definition 5), average SLA violation duration (Definition 6), and deadline status (Definition 8) [8] , [9] to evaluate the quality of the discussed methods.
• Cost: We use the VM cost (Definition 9), and penalty (Definition 10) [8] , [9] to measure the incurred cost. 
D. Methods Benchmarked
We compare the cost and efficacy of the Proactive and Hybrid algorithms, proposed under BRAHMA + , against a number of carefully designed baselines and heuristics.
For streaming workflows, we employ the use of passive and reactive algorithms [9] for comparison. Under the passive algorithm, all resources are reserved in the beginning of the application session, and do not undergo any change even if their capacity is reached. On the other hand, the reactive algorithm allows new resources to be reserved once the pre-reserved resources reach their capacity.
For ASAP workflows, we use the baseline and advanced algorithms [8] as benchmarks. The baseline algorithm is similar to the passive algorithm in design: it reserves all the resources at the beginning of the application session. Every incoming ASAP workflow is assigned to a pre-reserved "medium" (Template04 in Table III ) sized VM. An intuitive approach to define the MIPS of a medium-sized VM is using the expected MI requirement of a workflow component. The reason being that in expectation, this VM would be able to meet the deadline constraints of half of the ASAP workflows. The advanced algorithm on the other hand allows new resources to be provisioned when the pre-reserved VM is not sufficient.
Lastly, for time-varying workflows, we use the non time window enabled versions of the proposed algorithms as benchmarks. These algorithms ignore the capability of BRAHMA + to adapt to the changing resource requirements of workflows. More specifically, after the initial learned models are populated in the KB, they are not updated as the workflow requirements change over time, and the benchmarks work with this non-updated copy of the KB instead.
VII. EVALUATION RESULTS
All simulations were performed using the CloudSim simulator [12] and its extensions 3 proposed in this article, on an Intel(R) Core i5 4-core machine with 1.7 GHz CPU and 8 GB RAM running Linux Ubuntu 16.04. We use the publicly available implementations of the classification and clustering models from the WEKA [18] data mining software. Results are averaged over 10 simulation runs. Note that all the parameter values/ranges recommended in the following section(s) are a result of fine-tuning based on the workload and experimental setup employed in this study. The recommended values/ranges are thus, not generic, and subject to change on new workloads. Table III .
A. Streaming Workflows
The proactive algorithm possesses a parameter τ that controls triggering of new VM reservations. As mentioned in Sections V and VI, once N i running > τN i max , a new VM reservation is triggered by the resource provisioning modules. Note that as stated in Section V-B and [9] , τ should neither be too high nor too low. The former will lead to large number of SLA violations as workflows would be queued waiting for a new VM to be instantiated, while the latter would lead to high cost, which might be prohibitive. Thus, as a general guideline τ should use a moderate value, viz. 0.25 ≤ τ ≤ 0.75, for optimizing the trade-off. Next, we analyze the impact of τ on the proactive algorithm in the context of our experimental setup. Fig. 8a shows that the SLAs of the components are met when τ ≤ 0.6, beyond which the average SLA violation duration starts increasing. 0 ≤ τ ≤ 0.6 serves as a good range with respect to minimizing the SLA violation duration.
The average penalty incurred during the time when SLAs are violated is shown in Fig. 8b . Since the penalty is incurred due to SLA violations, it is not surprising that the slope of the curve in Fig. 8b is highly similar to that of Fig. 8a . Thus, even with respect to minimizing the average penalty, parameter values in the range 0≤ τ ≤ 0.6 are considered to be optimal. Fig. 8c presents the average cost incurred with varying τ . The average VM cost (Eq. 4) is almost constant with the variation in τ . It is evident from Fig. 8c that the penalty incurred due to proactive reservations of VMs decreases linearly with the increase in parameter τ . More specifically, this penalty assumes its maximum value when τ = 0 and its minimum value when τ = 1. The total cost is the sum of the VM cost and the two penalties discussed above. It is evident that the total cost first linearly decreases till τ = 0.6, becomes almost constant till τ = 0.75 and then starts to increase with increasing τ . Thus, with respect to minimizing the total cost, 0.6 ≤ τ ≤ 0.75 serves as the optimal parameter range.
In sum, the value τ = 0.6 serves as the best possible tradeoff for minimizing the costs while also keeping the SLAs of the components in line. Note that the proactive algorithm will use τ = 0.6 for all of the following analyses. Fig. 9a shows a comparison of variation in the SLA violation duration depending on the time of day for the three proposed algorithms. The SLA violation duration under the proactive algorithm is always 0, as the SLAs are always met, while for the reactive algorithm it is jittery characterized by spikes where SLAs get violated. The SLA violation duration under the passive algorithm increases suddenly to its maximum value and then linearly decreases till it becomes 0. The reason for this phenomenon is as follows: the SLA first gets violated at 7 in the morning and remains violated until 6 in the evening. Thus, SLAs for the components arriving at 7 AM remain violated for 11 hours, those arriving at 8 AM remain violated for 10 hours and so on. Fig. 9c presents a comparison of the variation in the average cost (per component) with the time of day for the three proposed algorithms. It is evident that the average cost of the algorithms are almost similar (except for reactive, which is characterized by spikes at some instances) at majority of the time instances. Note that the costs portrayed in Fig. 9c also include the penalties (as explained in Section V) incurred by the resource provisioning algorithms. Moreover, since no penalties are incurred by the passive algorithm, the cost reported equals the VM utilization cost. At certain instances, the average cost of the reactive algorithm is the highest, which is the result of the penalties incurred due to the VM reservation process starting only after the SLAs are violated. Since the proactive algorithm triggers the new VM reservation process prior to detecting violation in the SLAs, the penalties incurred for this algorithm are significantly lower when compared to that of the reactive algorithm. The only penalty incurred on the proactive algorithm is due to the pre-reservation of VMs, which is optimized for τ = 0.6 as discussed above.
B. ASAP Workflows
To simulate previously executed workflows and train the learning phase of BRAHMA + , we use a request generator to generate 6000 ASAP workflow requests of varying (3, 4, and 5) lengths. Using the deadline estimation discussed in Section VI, each ASAP workflow is then assigned a class label, i.e., whether the deadline of this workflow was violated or met. If the total MI requirements of an ASAP workflow is greater than the estimated deadline-constraint (in MI), then its deadline is marked to be violated.
We use the decision tree (J48 algorithm) [33] , random forest [11] and functional tree [15] classification methods. A grid-search is performed to choose the optimal set of internal classifier parameters. The confidence factor used for pruning the decision tree is set to 0.25, while the minimum number of instances per leaf node of the tree is set to 2. The random forest classifier is built using 50 trees, and each tree is constructed using 3 random features from the data. Lastly for functional trees, the minimum number of instances in a node for it to be considered for splitting is set to 15, while the number of boosting iterations is set to 15. The reader is referred to [18] , for an in-depth understanding of these parameter terminologies and their description. Fig. 10a portrays the classification accuracy using 10-fold cross validation, with functional tree possessing the highest accuracy (≈ 99%) while decision tree possesses the least (≈ 94%). Nevertheless, using any of the three classifiers, BRAHMA + possesses a reasonably high classification accuracy. Note that our contribution is not limited to the three classifiers used to portray these results, rather is based on the BRAHMA + framework which suggests the use of classification as a method in general. We also construct the receiver operating characteristic (ROC) curve for the classifiers, that plots true positive rate (TPR) against the false positive rate (FPR). Classifiers whose ROC curves approach the top-left corner of the plot are considered to be good. The line y = x , for a binary classification task, represents a random-classifier. Fig. 10b clearly shows that all three evaluated classifiers are significantly better when compared to a random method, and approach the top-left corner of the plot. Moreover, both functional tree and random forest possess a very good area under the ROC curve (AUROC ≈ 0.99).
We employ the use of the k-means clustering algorithm [19] to cluster ASAP workflows into groups with similar resource requirement patterns. Since k-means requires the number of clusters to be identified as input, we employ the use of silhouette coefficient [36] : a statistical metric for quantifying cluster quality, to correctly identify the optimal number of clusters. Fig. 10c plots the silhouette coefficient values for ASAP workflows of lengths 3, 4 and 5, with varying number of clusters ρ from 3 to 20. The silhouette coefficient gradually increases with the increase in ρ, stabilizes near a peak value, and then starts to decrease. The higher the silhouette value, the better the produced clustering, thus, we choose ρ as 9, 11 and 18 for the length 3, 4 and 5 workflows respectively.
We evaluate (Fig. 11a ) the fraction of ASAP workflows whose deadline gets violated with varying deadline thresholds for the baseline algorithm. A large number of workflows, of the order of 50-60%, with the worst-case being up to 78%, suffer deadline violations. Moreover, only after relaxing the deadline threshold by 40%, each ASAP workflow is able to meet its deadline. This result portrays that naïvely assigning ASAP workflows to a "medium-sized" VM is not sufficient, and hence, motivates the need for a framework like BRAHMA + . Fig. 11b presents a comparison of the baseline, advanced and hybrid algorithms in terms of the percentage of ASAP workflows whose deadline gets violated with the time of day. Since the baseline algorithm does not perform any efforts to perform intelligent resource provisioning, it suffers from a large number (up to 45%) of deadline violations. On the other hand, the advanced and hybrid algorithms leverage the BRAHMA + framework to perform informed resource provisioning, and do not suffer deadline violations for a majority of the time-instances. Even when the deadlines do get violated, the percentage of violations are as low as 3-5%.
Lastly, we perform a comparison of the variation in average hourly VM costs for the proposed algorithms with the time of day. Note that this analysis includes the costs for both streaming and ASAP workflows as well as the penalties incurred, if any. The pro-active algorithm is used with τ = 0.6, since the SLAs are always met and there are no penalties incurred due to SLA violations. Fig. 11c shows that the baseline algorithm possesses the least cost. This is mainly due to pre-assignment of resources and the lack of new VM reservations even if ∀V i ∈ pre-reserved V , the MIPS i is insufficient to fulfil the requirements of a workflow W j , which results in deadline violations. On the other hand, the advanced algorithm possesses the highest cost, owing to penalties incurred by workflows waiting for new VM reservations and component migrations. The hybrid algorithm mitigates these penalties by using a monitoring capability similar to that of the pro-active algorithm, thereby closely mirroring the cost of the baseline algorithm and being as cost-effective.
C. Time-Varying Workflows
For time-varying workflows, we generate 30 different batches of workflow requests, which are sampled daily for a period of one month. We generate 6000 ASAP workflow requests of varying lengths for each day in a month. As discussed previously, the resource requirements (in MI) of the workflow components change over time (Fig. 7b) .
Conventional clustering methods that assume the underlying resource request patterns to be static, are not capable of capturing the behaviour exhibited by time-varying workflows since their distribution of resource requirements vary over time. As discussed in Section V, to enable BRAHMA + perform resource provisioning for time-varying workflows (AWS-tSA), we employ the use of sliding windows sw [sw start , sw end ] that provide an effective mechanism for updating the learned mathematical models.
First, we analyse the effect of using a sliding window on the average deadline violation percentage. Fig. 12a presents the variation in average deadline violations for different window sizes. All the evaluations use the hybrid resource provisioning algorithm of BRAHMA + , with the only change being the way in which the classification and clustering modules of BRAHMA + learn the workflow behaviour. We measure the violations in workflow deadlines by varying the sliding window size, where ws 0 , ws 1 , ws 4 , and ws 7 represent approaches with window sizes 0, 1, 4, and 7 respectively. The window size of 1 means that for requests generated on a day t, we will consider the day t − 1 for performing the cluster identification step; a window size of 4 means that we use the days t − 1, t − 2, t − 3 and t − 4. The procedure for any other non-zero window size follows similarly. On the other hand, a window size of 0 represents the absence of sliding windows, i.e., the conventional clustering method [8] used for workflows with static resource requirements (Section VII-B). Since the deadline violations observed under ws 0 can be as large as 70% (Fig. 12a) , to better visually portray and analyse the variation of deadline violations under ws 1 , ws 4 , and ws 7 , we plot Fig. 12b , which is a zoomed-in version of Fig. 12a , by ignoring the deadline violations observed under ws 0 .
It is evident from Fig. 12a that the performance of ws 0 degrades over time. This is because the resource requirements of workflows change over time (Fig. 7b) , however, ws 0 does not perform any effort to adapt to the changing resource requirements. Owing to the absence of sliding windows, the models are not updated and hence, the identified clusters perform worse over time, and no longer remain a representative of the resource requirements exhibited by the currently submitted workflows. Consequently, there is an increase in deadline violations. It is interesting to note that the same hybrid algorithm (with ws 0 ) is nearoptimal (Fig. 11b shows that most of the deadlines were met) when the resource requirements of workflows were static.
Figs. 12a and 12b show that the performance of the approaches in terms of preserving the deadline constraints of time-varying workflows follows the following order: ws 4 ≈ ws 1 > ws 7 >> ws 0 . A careful analysis of Fig. 12b shows that in the majority of the cases, ws 7 is worse than ws 1 and ws 4 . A probable explanation of this is that ws 7 captures too much historical information, i.e., it learns a lot of noise as well owing to the large window size. Moreover, on average ws 4 provides smaller deadline violations when compared to ws 1 . Thus, in terms of avoiding deadline violations, ws 4 provides a good choice for the window size in our scenarios.
Having analysed the effect of window size on deadline violations, we also study its effect from a computational standpoint. Figs. 12c-d present the impact of variation in window size on execution time and memory consumption of the clustering module respectively. It is evident that both execution time and memory consumption increase with increase in the window size. However, as can be seen from Fig. 12c , the rate of growth of execution time is super-linear since the worst case complexity of k-means is super-linear. On the other hand, the rate of growth in memory-consumption is close to linear (Fig. 12d) .
We recommend 4 as the choice for window size as it minimizes deadline violations, while being only marginally more expensive than ws 1 on computational fronts. To summarize, for the presented use-cases, BRAHMA + with its associated proactive algorithm using τ = 0.6, the hybrid algorithm, and the sliding window approach with window size 4 serves as the best possible trade-off for minimizing the costs while also keeping the SLAs and the deadline-constraints of the workflows in line for both static (AWS-SA) and time-varying (AWS-tSA) workflows.
VIII. CONCLUSION AND FUTURE WORK
In this article, we addressed the problem of Automatic Workflow resource Scaling under the combined presence of Streaming and ASAP workflows, called AWS-SA, and its timevarying variant called AWS-tSA. Consequently, we devised a holistic solution for both the problems; by coming up with a framework BRAHMA + that curates a KB of learned workflow behavior(s), the proactive algorithm for streaming workflows, and the hybrid KB driven resource provisioning algorithm that leverage BRAHMA + for effective scaling of ASAP workflows. We also portrayed the capability of BRAHMA + to adaptively learn the workflow behavior of time-varying workflows, thereby facilitating online updates to the KB and effective resource provisioning where resource requirements change over time. Our empirical studies show that the proposed algorithms are effective and provide good cost-efficacy trade-offs. The proposed hybrid algorithm -combining learning and monitoring, is able to restrict deadline violations to a very small fraction (3-5%), while only suffering a marginal increase in average cost per service component of 1-2% over the baseline algorithm, which, although possesses the least cost, suffers from a large number (up to 45%) of deadline violations. Additionally, for time-varying ASAP workflows, the online clustering approach with a window size of 4 is able to restrict average deadline violations (per day) to 5-8% in comparison to that of (up to) 60% when the identified clusters were not updated over time. In the future, we will implement a BRAHMA + prototype running on real-world cloud platforms and evaluate its runtime behavior while scaling an elastic A/V collaborative cloud-based service.
