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1 Introduction
Phylogenetic trees play an important role in quantifying biodiversity by esti-
mating how much ‘evolutionary heritage’ is captured by each species and thus
how much may be lost due to the current high rates of species extinction. The
concept that each extant species caries a combination of unique and shared
evolutionary history leads naturally to the notion of a phylogenetic diversity
index for each species, which depends on its placement in the underlying phy-
logenetic tree, which, when summed together (across all species), gives the
total diversity of the tree (Redding et al., 2008, 2014; Vellend et al., 2011). For
example, the reptile species tuatara, being the sole surviving species from the
superorder Lepidosauria, represents 220 million years of unique evolution as
traced back to when this species branched off its phylogenetic tree from other
lineages that have survived to the present. This species also carries further
evolutionary history that is shared with other extant species, and phyloge-
netic diversity indices quantify not only the unique evolutionary history, but
shared history as well.
Methods to apportion the total evolutionary history of life (measured in
time or in genetic or trait diversity) across present-day species can be imple-
mented in various ways. In this paper, we explore the mathematical relation-
ship between three closely related indices. Two of these indices – (FP) Fair
Proportion (Redding, 2003) and (ES) Equal Splits (Redding and Mooers, 2006)
– were described for rooted trees, while a third, the Shapley Value (SV), from
cooperative game theory, was initially introduced for unrooted trees (Haake
et al., 2008). Soon afterwards it was shown that SV on rooted trees is actually
equivalent to FP (Fuchs and Jin, 2015) (see also Stahn (2017)). These and
other related indices, have been incorporated into the EDGE initiative by the
Zoological Society of London (Isaac et al., 2007) to quantify the expected loss
of evolutionary history associated with different endangered species.
The structure of this paper is as follows. We first review some basic def-
initions, then define two of the indices (FP and ES). Next, we consider how
different FP and ES can be from each other. We do this first by considering
their ratios (FP/ES and ES/FP) to obtain concise exact results (Theorem 1)
which apply regardless of whether or not a molecular clock assumption is im-
posed. As a simple example of how these results apply, consider all rooted
binary phylogenetic trees that classify (say) 20 species at their leaves and all
possible assignments of edge lengths. It is then possible for the ES index of a
species to be up to 9 times larger (but no more) than the FP index for that
species; on the other hand, the FP index of a species can be up to 13,797 times
larger (but no more) than the ES index of that species.
We then consider how large the differences FP−ES and ES−FP can be,
where now we need to bound some aspect of the tree length—either the longest
edge length (Theorem 2) or the total length of the tree (Theorem 3). Com-
panion results are also derived for molecular clock trees. In Theorem 4, we
characterise the set of trees for which FP and ES are identical, and Section 4
provides a proof that SV is uniquely characterized by four axioms on trees, by
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using the equivalence of FP and SV. In Section 5, we consider variants of FP
and ES defined on unrooted trees and establish a number of results for these
measures. We end by highlighting some questions for future work.
1.1 Rooted trees and phylogenetic diversity indices
In this section and the next we deal with rooted phylogenetic X–trees. A
rooted tree T with leaf set X is said to be a (rooted) phylogenetic X–tree
if each non-leaf vertex is unlabelled and has out-degree at least 2 (two such
trees are considered identical if there is a graph isomorphism between them
that sends leaf x to leaf x for each x ∈ X). In the case where all of the
non-leaf vertices have out-degree 2, we say that the tree is binary; we will
mostly work with this class in these two sections. Background on the basic
combinatorics of phylogenetic trees can be found in Steel (2016). For the rest
of this paper we will take, without loss of generality, the leaf set X of trees to
be X = [n] = {1, . . . , n}, where n ≥ 2.
Throughout this section, let T be a rooted binary phylogenetic tree with
root ρ and leaf set [n], where each edge e is assigned a non-negative length l(e).
Let L = L(T, l) =
∑
e
l(e) be the total sum of edge lengths of T (see Figure
1(a)).
Any function ϕT : [n] → R such that
∑
i∈[n] ϕT (i) = L(T, l) is called a
phylogenetic diversity index or PD index for short. If ϕT (i) can be written as
a linear function on the edge lengths of T , i.e.
ϕT (i) =
∑
e∈E(T )
γT (i, e)l(e) (1)
for coefficients γT (i, e) that are independent of l(e), we call ϕT a linear diversity
index. In this paper, we will consider three linear PD indices, namely the Fair
Proportion index, the Equal Splits index and the Shapley value. Note that an
arbitrary function ϕT of the form described in Eqn. (1) is a diversity index if
and only if the following linear equations hold for the coefficients γT (i, e), for
each edge e of T : ∑
i∈[n]
γT (i, e) = 1. (2)
1.2 Fair Proportion and Equal Splits
The Fair Proportion (FP) index (Redding, 2003) for leaf i ∈ [n] (also called
‘evolutionary distinctiveness’) is defined as:
FPT (i) =
∑
e∈P (T ;ρ,i)
1
n(e)
l(e), (3)
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where P (T ; ρ, i) denotes the path in T from the root to leaf i, l(e) is the length
of edge e and n(e) is the number of leaves descended from e. Essentially, the
FP index distributes each edge length evenly among its descendant leaves.
Note that as the order of summation in the definition of the FP index does
not matter, we will often reverse the order and go from leaf i to the root, since
this is common biological practice. As an example, for the tree T shown in
Fig. 1(a) and the leaf i = 1, we have FPT (i) =
1
1 +
1
2 +
1
3 =
11
6 .
A second natural index is the Equal Splits (ES) index (Redding and Moo-
ers, 2006), where each edge length is distributed evenly at each branching
point. It is defined as:
EST (i) =
∑
e∈P (T ;ρ,i)
1
Π(e, i)
l(e), (4)
where Π(e, i) = 1 if e is a pendant edge incident with i; otherwise, if e = (u, v)
is an interior edge, then Π(e, i) is the product of the out-degrees of the interior
vertices on the directed path from v to leaf i. Since we will be dealing with
binary trees in this paper, Π(e, i) is 2 raised to the power of the number of
edges between e and leaf i. As an example, for the tree T shown in Fig. 1(a),
and the leaf i = 1, we have EST (i) =
1
1 +
1
2 +
1
4 =
7
4 (where we have again
reversed the order of summation).
Fig. 1 (a) A rooted binary phylogenetic tree T on leaf set [4]. We have FPT (1) = FPT (2) =
11/6, FPT (3) = 7/3 and FPT (4) = 3. Similarly, EST (1) = EST (2) = 7/4, EST (3) = 5/2
and EST (4) = 3. Note that the edge lengths of T follow a ‘molecular clock’, as all leaves
have the same distance to the root. (b) A rooted binary phylogenetic tree T ′ on leaf set [6].
For the subset S = {1, 2, 4} ⊆ [6] of leaves, we have PDT ′ (S) = 1 + 1 + 1 + 2 + 2 + 4 = 11.
Moreover, we have FPT ′ (i) = 3 for i = 1, . . . , 4 and FPT ′ (j) = 2 for j = 5, 6. Furthermore,
EST ′ (i) = 3 for i = 1, . . . , 4 and EST ′ (j) = 2 for j = 5, 6. Thus, FPT ′ (i) = EST ′ (i) for all
i ∈ [6]. Note that the edge lengths of T ′ do not follow a ‘molecular clock’.
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Both FP and ES are linear diversity indices (in particular,
∑
i∈[n] FPT (i) =∑
i∈[n]EST (i) = L(T, l)). This is easy to see for FP but is less obvious for ES
(it suffices to show that Eqn. (2) holds, which is given by Lemma 2 later in
this paper). In general, FPT (i) 6= EST (i), with Figure 1(a) providing a simple
example. This raises the question of how different FP and ES can be, and under
which circumstances they coincide. Although there have been some simulation
studies to compare the two indices on various trees and taxon choices (Redding
et al., 2008, 2014), in the first part of this paper, we determine the largest
difference possible between one index and the other (both in relative terms
and for absolute differences), and also considering the differences when the
edge lengths are constrained to be ‘clock-like’ or not. In particular, rather
than considering how different these indices might be ‘on average’ or for a
particular tree with particular edge lengths, we study how different they can
be for rooted trees in the most extreme cases.
2 How different can FP and ES be?
In this section, we investigate the maximal difference (across all binary trees
with n leaves and all edge lengths, and all leaf choices) between the Fair
Proportion index and the Equal Splits index (and vice versa), both in terms
of their ratios and their absolute values. Before proceeding, we introduce some
further notation that will be helpful in the arguments that follow. Let RB(n),
n ≥ 2, denote the set of all binary rooted phylogenetic trees on leaf set [n].
Notice that each pair (T, i), where T in RB(n), i ∈ [n] is a leaf of T , gives
rise to a uniquely defined directed path eh, . . . , e0 from the root ρ of T to leaf
i. We will let nj denote the number of leaves descended from the endpoint of
ej closest to the leaves. Thus, n0 = 1 and nj ≥ j+ 1 for all j > 0. In addition,
when the edge ej has an associated non-negative length l(ej), we will let lj
denote this length. We will use this notation throughout this paper. In the
case where nj = j + 1 for all 1 ≤ j ≤ h and nh = n− 1 (i.e. when each of the
pendant subtrees in Fig. 2 has just one leaf), then T is said to be a rooted
caterpillar tree, with i in its cherry (a cherry is a pair of leaves adjacent to the
same vertex). Note that a tree in RB(n) is a caterpillar if and only if it has
exactly one cherry.
We will also occasionally consider a further ‘molecular clock’ condition on
the edge lengths:
(MC) The sum of the edge lengths from the tree root to leaf i takes the
same value for each leaf i.
This condition applies, for example, if the edge lengths correspond to time,
and all the leaves at the tree are sampled at the same time (e.g. at the present;
cf. Figure 1(a)).
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ρ
Fig. 2 Representing a binary tree relative to a reference leaf i, where lj refers to the length
of edge ej , and nj is the number of leaves of T that are descended from the endpoint of ej
that is closest to the leaves.
2.1 Maximal ratios
We first consider how large the FP can be relative to ES (i.e. as a ratio), as
well as the ratio of ES to FP. Let
∆n(FP/ES) = max
T ∈RB(n)
max
i∈ [n]
sup
l>0
{FPT (i)
EST (i)
}
,
and
∆n(ES/FP ) = max
T ∈RB(n)
max
i∈ [n]
sup
l>0
{EST (i)
FPT (i)
}
,
where (here and below) ‘sup’ refers to supremum (over all assignments l of
edge lengths that are positive).
In words, ∆n(FP/ES) measures the largest possible ratio of the FP index
to the ES index across all binary trees with n leaves, all choices of leaf i, and all
assignments of strictly positive edge lengths. Similarly, ∆n(ES/FP ) measures
the analogous extreme value for the ratio of ES to FP. Throughout this paper,
we impose strictly positive edge lengths (in taking the supremum), in order
to avoid any ambiguity as to whether an edge in a tree with a zero length
edge should be contracted (this causes a discontinuity for the ES value), and
to avoid any issues associated with fractions of the form 0/0.
Our first theorem shows that, in the most extreme case, the ratio of FP
to ES grows exponentially with n, whereas the ratio of ES to FP grows only
linearly with n.
Theorem 1 For n ≥ 3:
∆n(FP/ES) =
2n−2
n− 1 and ∆n(ES/FP ) =
n− 1
2
.
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Moreover, these results hold if the molecular clock condition (MC) is imposed.
Proof Our proof makes use of the following classical inequality, due to Cauchy
(for details, see Steele (2004), pp. 82). Let ai, bi > 0 be constants for i =
0, 1, . . . , h. Then ∑h
j=0 aj∑h
j=0 bj
≤ max
{
aj
bj
, j = 0, . . . , h
}
. (5)
For the first ratio (FP/ES), using the notation in Fig. 2, we have:
FPT (i)
EST (i)
=
∑h
j=0 lj/nj∑h
j=0 lj/2
j
,
and since nj ≥ j + 1, we have:
FPT (i)
EST (i)
≤
∑h
j=0 lj/(j + 1)∑h
j=0 lj/2
j
≤ max
{
lj/(j + 1)
lj/2j
, j = 0, . . . , h
}
= max
{
2j
j + 1
, j = 0, . . . , h
}
,
(6)
where the second inequality is from (5). Now, the expression on the far right
of (6) is maximised (subject to the constraint that j ≤ h ≤ n − 2) by taking
j = h = n− 2, which gives:
FPT (i)
EST (i)
≤ 2
n−2
n− 1 . (7)
To see that this bound can be realised (in the supremum limit), consider a
caterpillar tree that has leaf i in its cherry and where the edges on the path
from ρ to i have strictly positive edge lengths `′, `, . . . , `, respectively (see
Fig. 3(a)). In the limit as the ratio `′/` tends to infinity, FPT (i)EST (i) converges
to 2
n−2
n−1 which, combined with Inequality (7), establishes the first equality in
Theorem 1. Moreover, it is clear that one can select the other edge lengths in
T so that the (MC) condition holds.
For the proof of the second equality in Theorem 1, we have:
EST (i)
FPT (i)
=
∑h
j=0 lj/2
j∑h
j=0 lj/nj
. (8)
By Inequality (5), we have:
EST (i)
FPT (i)
≤ max
{
lj/2
j
lj/nj
, j = 0, . . . , h
}
= max
{nj
2j
, j = 0, . . . , h
}
.
Now, n0 = 1 and for each j > 0 we have nj ≤ n − (h − j) − 1. Subject
to these constraints, the ratio
nj
2j is maximised by setting n1 = n − 1 (with
h = j = 1). Thus
EST (i)
FPT (i)
≤ n− 1
2
. (9)
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′
Fig. 3 Trees for the proof of Theorem 1.
To see that this bound can be realised, let T ∈ RB(n) be such that the children
of the root consist of a leaf j and an interior vertex v, where the children of v
consist of leaf i and a subtree of T having n− 2 leaves. Let the edge between
the root and v have length `′ > 0 and assign length ` > 0 to the edge (v, i)
(see Fig. 3(b)). In the limit as the ratio `′/` tends to infinity EST (i)FPT (i) converges
to n−12 which, combined with Inequality (9), establishes the second part of
Theorem 1. Again, it is clear that one can select the other edge lengths in T
so that the (MC) condition holds.

2.2 Maximal differences in terms of lmax.
In this section and the next, we consider the additive difference between
FPT (i) and EST (i) and vice versa for any tree T ∈ RB(n) and any leaf i
of T . These differences can be expressed as follows:
FPT (i)− EST (i) =
h∑
j=1
lj
(
1
nj
− 1
2j
)
and (10)
EST (i)− FPT (i) =
h∑
j=1
lj
(
1
2j
− 1
nj
)
. (11)
Note that both sums start at j = 1, since for j = 0 we have nj = 2
j = 1 and
so the additional term in either sum that would correspond to j = 0 is zero.
Also, in contrast to the ratios considered in the last section, these differences
can be arbitrarily large (e.g. multiplying all the edge lengths by a constant C
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will increase the difference FPT (i)−EST (i) by C). Thus we will analyse these
maximal differences both in terms of the length of the longest edge of a tree
lmax = max
e
l(e) and in terms of the sum of edge lengths L =
∑
e
l(e).
Our second theorem shows how the absolute differences between FP and ES
(and vice versa) grow either slowly (logarithmically) or are bounded indepen-
dent of n. In particular, the absolute difference between FP-ES can be made
arbitrarily large (for a fixed value of lmax) by increasing the number of taxa;
however, ES−FP cannot (it is always bounded above by lmax regardless of n).
Moreover, if we impose a molecular clock, then FP−ES now becomes bounded
above by a constant times lmax. The situation with absolute differences is thus
quite different from that for the ratios FP/ES and ES/FP.
To state the theorem more succinctly, we introduce some additional nota-
tion. Let
∆n(FP − ES; lmax) = max
T ∈RB(n)
max
i∈ [n]
sup
l>0:max{l(e)}=lmax
{FPT (i)− EST (i)}.
In words, ∆n(FP − ES; lmax) is the largest possible difference between FP
and ES across the set of
– binary trees T with n leaves, and
– assignments of positive edge lengths to T that have a maximal edge length
lmax, and
– choices of leaf i.
Similarly, let
∆n(ES − FP ; lmax) = max
T ∈RB(n)
max
i∈ [n]
sup
l>0:max{l(e)}=lmax
{EST (i)− FPT (i)}.
Note that ∆n(FP − ES; lmax) = ∆n(ES − FP ; lmax) = 0 for n = 2, 3. In
the following theorem, we consider the case n ≥ 4, and we let γ denote the
Euler–Mascheroni constant (≈ 0.5772), and o(1) denote a term that converges
to 0 as n grows.
Theorem 2 For each n ≥ 4:
(i) (a) ∆n(FP − ES; lmax) = lmax · (lnn+ γ − 2) + o(1).
(b) ∆n(ES − FP ; lmax) < lmax, and
sup
n
∆n(ES − FP ; lmax) = lmax.
(ii) If (MC) holds, then ∆n(FP − ES; lmax) < lmax · 2ln 2 .
Proof of Part (i–a): We first show that a triple (T, i, l) that realizes the quantity
∆n(FP − ES; lmax) is a rooted caterpillar tree on n leaves with i being a
leaf of the cherry in T , and each edge on the path from the root of T to i
having length lmax. This is illustrated in Fig. 4(a). Let ej , lj and nj be as
described in Fig. 2. Let δj = lj
(
1
nj
− 12j
)
denote the contribution of edge
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ej to FPT (i) − EST (i) (cf. Eqn. (10)). Using only the fact that T ∈ RB(n)
it follows that nj ≥ j + 1 for each j ≥ 0 and so δj ≤ lj
(
1
j+1 − 12j
)
. In
particular, arg max
nj
{
lj
(
1
nj
− 12j
)}
=
{
1
j+1
}
, and so δj is maximal if and
only if nj = j + 1. As this holds for all values of j, this immediately implies
that the maximal pending subtree of T containing leaf i (call it t1) has to be a
caterpillar tree on n′ ≤ n−1 leaves and with i being a leaf of the cherry of this
caterpillar. We show that n′ = n− 1 (and thus T is a caterpillar) by deriving
a contradiction. Suppose that n′ < n− 1. In that case, the two subtrees of T
incident with the root of T consist of t1 and another subtree (call it t2) that
has two or more leaves. In particular, this implies that h < n − 2 (i.e. there
are less than n − 1 edges on the path from i to the root of T ). However, as
1
j+1 − 12j ≥ 0 for each j, this would imply that T is not a tree that maximises
max
i′ ∈ [n]
sup
l>0
{FPT (i′)−EST (i′)}, since FPT (i)−EST (i) could be increased by
sequentially attaching all but one leaf from t2 to the edge connecting t1 and
the root (i.e. by extending the length of the path from leaf i to the root of T ).
Thus, n′ = n−1, and therefore T has to be the caterpillar tree on n leaves that
has i in its cherry. Moreover, by again invoking the inequality 1j+1− 12j ≥ 0 (for
all j ≥ 0) and recalling that δj = lj
(
1
j+1 − 12j
)
, we can also conclude that lj =
lmax for all j (as otherwise δj and thus, FPT (i)−EST (i) could be increased).
In summary, (T, i, l) has the structure claimed. It is now straightforward to
ρ
lmax
lmax
lmax
lmax
i
(a)
ρ
i
(b)
≥ kn
≥ kn
≥ kn
≥ kn
≥ knkn = b
p
n 1c
edges of length
lmax
⇢
lmax
lmax
lmax
lmax
i
(a)
⇢
i
(b)
⇢
i
(c)
  kn
  kn
  kn
  kn
  knkn = b
p
n  1c
edges of length
lmax
j
lmax
lmax
n2
n  2
Fig. 4 Trees for the proof of Theorem 2.
calculate ∆n(FP−ES; lmax) for the optimal choice of (T, i, l) described above.
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We have:
FPT (i) = lmax ·
n−2∑
j=0
1
j + 1
= lmax · (lnn+ γ + o(1)) ,
and
EST (i) = lmax ·
n−2∑
j=0
1
2j
= 2 lmax + o(1).
Consequently,
∆n(FP − ES; lmax) = lmax · (lnn+ γ − 2) + o(1),
which completes the proof of Part (i–a).
Proof of Part (i–b): From Eqn. (11), we have:
EST (i)− FPT (i) =
h∑
j=1
lj
(
1
2j
− 1
nj
)
<
h∑
j=1
lj
1
2j
≤ lmax ·
h∑
j=1
1
2j
< lmax.
(12)
Thus, ∆n(ES − FP ; lmax) < lmax. To show that supn∆n(ES − FP ; lmax) =
lmax, let Tn be a tree in which the path P from the root to leaf i has kn =
b√n− 1c edges, and each of the subtrees incident with the vertices of P (except
the final leaf vertex) has at least kn leaves. Assign edge length lmax to each of
the edges in P . This is illustrated in Fig. 4(b). Then
ESTn(i)− FPTn(i) = lmax ·
kn∑
j=1
(
1
2j
− 1
nj
)
.
Now, limn→∞
kn∑
j=1
1
2j = 1 and since nj ≥ j · kn, we have:
kn∑
j=1
1
nj
≤ 1
kn
·
kn∑
j=1
1
j
∼ ln(kn)
kn
→ 0,
as n→∞. Combining this with Eqn. (12) gives: limn→∞ESTn(i)−FPTn(i) =
lmax, as required.
Proof of Part (ii): Let T ∈ RB(n) and i ∈ [n]. From Eqn. (10), we have
FPT (i)− EST (i) =
h∑
j=1
lj
(
1
nj
− 12j
)
. We claim that, under condition (MC),
nj ≥ 2d
∑j−1
k=0 lk/lmaxe. (13)
To establish Inequality (13), the (MC) condition implies that for each leaf
i′ of T descended from the endpoint vj of ej closest to the leaves, the sum
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of the edge lengths from vj to leaf i
′ is equal to
∑j−1
k=0 lk. Moreover, each of
these edges has length at most lmax, which means that the number of edges
on this path must be at least m := d∑j−1k=0 lk/lmaxe. Now, for r ≥ 1, let Nr
be the number of vertices descended from vj that are separated from vj by
exactly r edges. We then have Nr = 2
r for all r = 1, . . . ,m. This follows
from an inductive argument. Clearly, N1 = 2 (as T is binary and vj is not a
leaf since j > 0). Suppose the statement is true for 1 ≤ r < m and consider
Nr+1. Each vertex counted by Nr must have two children (otherwise there
would be a leaf that is separated from vj by less than m edges) and thus
Nr+1 = 2Nr = 2 · 2r = 2r+1, which completes the inductive step. Now, as all
leaves descended from vj are separated by at least m edges from vj , we have
nj ≥ Nm ≥ 2m = 2d
∑j−1
k=0 lk/lmaxe, which completes the proof.
Thus, from Eqn. (13) and Eqn. (10), we have:
FPT (i)− EST (i) ≤
h∑
j=1
lj(2
−d∑j−1k=0 lk/lmaxe − 2−j). (14)
To complete the proof of Part (ii), we require the following lemma, the
proof of which is provided in the Appendix.
Lemma 1 Suppose that x0, x1, x2, . . . , xh all lie in the interval [0, 1]. Then
h∑
i=1
xi2
−∑j<i xj ≤ 2
ln 2
· 2−x0 .
We apply this lemma by setting xi = li/lmax for i = 0, 1, . . . , h. By In-
equality (14), we have:
FPT (i)− EST (i) < lmax
h∑
j=1
xj2
−∑j−1k=0 xk ≤ lmax · 2
ln 2
,
as required, where the last inequality is from Lemma 1. 
2.3 Maximal differences in terms of L
We now describe the maximal possible (positive and negative) difference be-
tween FP and ES in terms of the total length of the tree (L =
∑
e
l(e)), rather
than in terms of lmax (this is summarized in Theorem 3 below). Let
∆n(FP − ES;L) = max
T ∈RB(n)
max
i∈ [n]
sup
l>0:
∑
e
l(e)=L
{FPT (i)− EST (i)}.
In words, ∆n(FP − ES;L) is the largest possible difference between FP and
ES across the set of:
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– binary trees T with n leaves, and
– assignments of positive edge lengths to T for which the total sum of the
edge lengths is L, and
– choices of leaf i.
Similarly, let
∆n(ES − FP ;L) = max
T ∈RB(n)
max
i∈ [n]
sup
l>0:
∑
e
l(e)=L
{EST (i)− FPT (i)}.
Theorem 3
(i)
∆n(FP − ES;L) = λnL,
where
λn =

0, for n = 2, 3
1
12 , for n = 4
1
8 , for n = 5
11
80 , for n ≥ 6,
and for n ≥ 3:
∆n(ES − FP ;L) =
(
1
2
− 1
n− 1
)
L.
(ii) If the molecular clock (MC) condition is imposed then the above expres-
sions for ∆n(FP−ES;L) and ∆n(ES−FP ;L) remain true if L is replaced
by L/2.
Proof For Part (i), we first show that for any given tree T ∈ RB(n) and any
leaf i of T we have:
sup
l>0,
∑
e l(e)=L
{FPT (i)− EST (i)} ≤ λnL. (15)
Recall from Eqn. (10) that FPT (i)−EST (i) =
∑h
j=1 lj
(
1
nj
− 12j
)
, and observe
that for j = 0, we have nj = 1 = 2
j . Thus, in particular, we have:
FPT (i)− EST (i) ≤ max
0≤j≤h
{(
1
nj
− 1
2j
)}
·
h∑
j=0
lj ≤ max
0≤j≤h
{(
1
nj
− 1
2j
)}
· L.
Moreover, for any tree T , we always have: nj ≥ j + 1 for each j ≥ 0, and
therefore
FPT (i)− EST (i) ≤ max
j≥0
{(
1
j + 1
− 1
2j
)}
· L.
Let cj :=
1
j+1 − 12j for j ≥ 0. The sequence cj for j = 0, 1, 2, . . . begins as
follows:
0, 0,
1
12
,
1
8
,
11
80
= 0.1375,
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after which the values in the sequence begin to decline. This establishes In-
equality (15), as required.
To show that Inequality (15) is an equality, it suffices to show that for each
n ≥ 2 and every  > 0 there exists a tree T ∈ RB(n) with positive edge lengths
and there is a leaf i of T for which FPT (i)− EST (i) ≥ λnL− . To this end,
let Tn be a rooted caterpillar tree with n leaves, let i be a leaf in the cherry of
Tn, let the interior edge at distance k = min{4, n− 2} from leaf i have length
L − , and the lengths of all the remaining edges of Tn have strictly positive
lengths that sum to . In this case:
FPT (i)− EST (i) ≥
(
1
k + 1
− 1
2k
)
· (L− ) ≥ λnL− ,
holds for T = Tn as required.
We turn now to ∆n(ES − FP ;L). We first show that for any given tree
T ∈ RB(n) and any leaf i of T :
sup
l>0,
∑
e l(e)=L
{EST (i)− FPT (i)} ≤
(
1
2
− 1
n− 1
)
L. (16)
From Eqn. (11), we have: EST (i)−FPT (i) =
∑h
j=1 lj
(
1
2j − 1nj
)
.Now,
(
1
2j − 1nj
)
takes a value that is, at most, 12 − 1n−1 for all j ≥ 1. Thus:
EST (i)− FPT (i) ≤
(
1
2
− 1
n− 1
) h∑
j=1
lj ≤
(
1
2
− 1
n− 1
)
L,
as required to establish Inequality (16).
To show that Inequality (16) is an equality it suffices to show that for each
n ≥ 3, and every  > 0 there exists a tree T ∈ RB(n) with positive edge
lengths, and there is a leaf i of T for which
EST (i)− FPT (i) ≥
(
1
2
− 1
n− 1
)
L− .
To this end, let T ∈ RB(n) be any tree for which the children of the root
consist of a leaf j and an interior vertex v, where the children of v consist
of a leaf i and a subtree of T having n − 2 leaves. Let the edge between the
root and v have length L−  and let the remaining edges have strictly positive
lengths that sum to . Then
EST (i)− FPT (i) =
(
1
2
− 1
n− 1
)
(L− ) ≥
(
1
2
− 1
n− 1
)
L− ,
as required.
Part (ii): We now impose the (MC) condition. For ∆n(FP − ES;L),
observe that our proof of Inequality (15) invoked the inequality
∑h
j=0 lj ≤ L.
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When (MC) holds, we have a tighter bound of the sum, namely
∑h
j=0 lj ≤ L/2
since there is at least one other leaf k of T for which the path from the root of
T to k also has length
∑h
j=0 lj (by (MC)) and is edge-disjoint from the path
from ρ to i (thus 2
∑h
j=0 lj ≤ L). In this way, we claim that
∆n(FP − ES;L) ≤ λnL/2,
when (MC) holds.
To show that this inequality holds it suffices to show that for each n ≥ 2,
and every  > 0 there exists a tree Tn ∈ RB(n) with positive edge lengths,
and there is a leaf i of T for which:
FPT (i)− EST (i) ≥ λnL/2−O(), (17)
where O() is a term that tends to zero as  → 0. This trivially holds for
n = 2, 3 (indeed it holds for  = 0); while for n = 4, 5, 6 let Tn be a caterpillar
tree with i being a leaf in its cherry. Let (ρ, v) and (ρ, j) denote the two edges
incident with the root ρ of T , where j is a leaf. Assign the edge (ρ, v) length
L/2− 5/2 and the edge (ρ, j) length L/2− . We then assign the path from
v to i and from v to its adjacent leaf (which exists since it is a caterpillar) a
length of 3/2. Now adjust the remaining edge lengths so they sum to /2 and
so that the (MC) condition holds for T (see Fig. 5(a) for the case n = 6).
This assignment then satisfies Inequality (17) for T = Tn, as required.
(a)
ρ
i
L
2
− 5
2
3
2
Σ = 
2
j
(b)
ρ
i
L
2
− 5
2

v
L
2
− 
L
2
− 5
2

v′
 
n− 5
3
2
v
T6 T
′
n
Fig. 5 Trees for the proof of Theorem 3.
For the case n > 6, let T ′n be obtained from T6 (in the previous argument)
by replacing leaf j by an arbitrary rooted binary subtree with n − 5 leaves
with root v′. Assign length L/2 − 5/2 to each of the two edges ((ρ, v) and
(ρ, v′)) that are incident with the root. Set the length of the path from v to
leaf i, and the length of the path from v to its adjacent leaf to equal , and
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set the length of each of two disjoint paths from v′ to some pair of descendant
leaves also equal to  (see Fig. 5(b)). Finally, select edge lengths within these
two subtrees so as to maintain the (MC) condition and so that the sum of
the lengths of the additional edges added to these two subtrees is . In this
way, the (MC) condition holds for the tree, L = 2(L/2 − 5/2) + 2(2) + 
equals the sum of the edge lengths, and Inequality (17) holds for T = T ′n, as
required.
We now establish Part(ii) for the quantity ∆n(ES−FP ;L). The argument
for the inequality ∆n(ES − FP ;L) ≤
(
1
2 − 1n−1
)
L/2 when (MC) holds is
identical to the corresponding inequality for ∆n(FP − ES;L) under (MC).
Moreover, to show that this inequality can be realised, consider again the tree
T ∈ RB(n) described in the previous paragraph, to which we will assign similar
but modified edge lengths (we can assume that n ≥ 4, since the equality holds
when n = 3). For the edge between the root and v, assign length L/2− ; for
the edge between the root and leaf j, assign length L/2 − 2/5; for the edge
(v, i) assign length 3/5 and assign the lengths of the remaining edges so that
they sum to 4/5 and are chosen so as to satisfy (MC) (this is possible, since
we are assuming that n ≥ 4). In this way, the total sum of edge lengths is L
and the path length from the root to each leaf takes the same value (namely,
L/2− 2/5), and the result of Part (ii) for ∆n(ES − FP ;L) now follows.

3 For which tree shapes do FP and ES coincide?
In the following, we will analyse for which tree shapes FP and ES coincide.
Therefore, recall that a rooted binary tree T can be decomposed into its two
maximal pending subtrees T ′ and T ′′ rooted at the direct descendants of the
root. We denote this by writing T = (T ′, T ′′) (note that the order of T ′ and
T ′′ is not important, thus T = (T ′, T ′′) = (T ′′, T ′)). Now, let T be a binary
tree with n = 2h leaves, in which each leaf is separated from the root by a
path of precisely h edges. We call this (unique shape) tree the fully balanced
tree of height h and denote it by T fbh . Note that we have T
fb
h = (T
fb
h−1, T
fb
h−1),
i.e. both maximal pending subtrees of a fully balanced tree of height h are
fully balanced trees of height h−1. Using the notation of Fig. 2 it is thus easy
to see that for a leaf i of T fbh and an edge ej on the path from the root of
T fbh to leaf i we always have: nj = 2
j . It is now not difficult to show that FP
and ES coincide (for all choices of reference leaf i) on any fully balanced tree.
However, there are other tree shapes for which FP and ES coincide (e.g. the
tree T ′ in Fig. 1(b)). Therefore, let T sb be a rooted binary tree, whose two
maximal pending subtrees T ′ and T ′′ are both fully balanced trees of height
h′ and h′′, respectively (where h′ and h′′ are not necessarily identical), i.e.
T sb = (T fbh′ , T
fb
h′′). We call such a tree a semi-balanced tree. Then,
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Theorem 4 Let T be a rooted binary phylogenetic tree on taxon set [n] and
non-negative edge lengths l(e). Then, we have: EST (i) = FPT (i) for all i ∈ [n]
and all assignments of positive edge lengths if and only if T is a semi-balanced
tree.
Proof We first show that if T is a semi-balanced tree (i.e. T = T sb) we have
EST (i) = FPT (i) for all i ∈ [n]. Therefore, let T fbh′ and T fbh′′ denote the two
maximal pending subtrees of T . Recall that
FPT (i) =
∑
e∈P (T ;ρ,i)
1
n(e)
l(e) and EST (i) =
∑
e∈P (T ;ρ,i)
1
Π(e, i)
l(e).
As both sums just run over edges on the path from the root to leaf i, FPT (i)
and EST (i) are independent of T
fb
h′′ if i ∈ T fbh′ and vice versa. Let i be a leaf
of T fbh′ . As T
fb
h′ is a fully balanced tree, we have nj = 2
j for all j = 1, . . . , h′,
and thus, using Eqn. (10), we immediately have
FPT (i)− EST (i) =
h′∑
j=1
lj
(
1
nj
− 1
2j
)
= 0,
(i.e. FPT (i) = EST (i)). Analogously, this holds for all leaves of T
fb
h′′ , so
EST (i) = FPT (i) for all i ∈ [n].
Now suppose that FPT (i) = EST (i) for all i ∈ [n]. By way of contradiction
assume that T = (T ′, T ′′) is not a semi-balanced tree, i.e. assume that at least
one of the maximal pending subtrees of T , say T ′, is not a fully balanced tree.
This implies that there exists an interior vertex v in T ′ with the following two
properties:
(i) For the subtree Tv = (T
′
v, T
′′
v ) rooted at v we have: n
′
v 6= n′′v , where n′v and
n′′v denote the number of leaves of T
′
v and T
′′
v , respectively.
(ii) v is chosen so that Tv is a minimal subtree of T
′ satisfying property (i) (in
the sense that there exists no subtree Tw of T
′ on fewer leaves that has
this property).
In particular, this implies that both maximal pending subtrees of Tv are fully
balanced trees. Without loss of generality we may assume that n′v > n
′′
v (oth-
erwise exchange the roles of T ′v and T
′′
v ), in which case h
′
v > h
′′
v .
Now, for a leaf i and an edge e of T , we use δFPe (i) and δ
ES
e (i) to denote
the contribution of edge e to FPT (i), respectively EST (i), where
δFPe (i) =
{
l(e)
n(e) , if e ∈ P (T ; ρ, i);
0, otherwise.
and δESe (i) =
{
l(e)
Π(e,i) if e ∈ P (T ; ρ, i);
0, otherwise.
Let ∆FP (i) =
∑
e∈Tv δ
FP
e (i) and ∆
ES(i) =
∑
e∈Tv δ
ES
e (i). Now, as both
maximal pending subtrees of Tv are fully balanced trees, we can use the first
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part of the proof to conclude that for each i ∈ Tv: ∆FP (i) = ∆ES(i) and we
denote this common value by ∆(i).
Now, let l1, l2, . . . , lh be the lengths of the edges e1, e2, . . . , eh on the path
from vertex v to the root and let nj be the number of leaves descended from
edge ej . Let i
′ be a leaf of T ′v and let i
′′ be a leaf of T ′′v . By assumption,
FPT (i) = EST (i) for all i ∈ [n], and so we have
FPT (i
′) = ∆(i′) +
h∑
j=1
lj
nj
= ∆(i′) +
h∑
j=1
lj
2h
′
v+j
= EST (i
′), and
FPT (i
′′) = ∆(i′′) +
h∑
j=1
lj
nj
= ∆(i′′) +
h∑
j=1
lj
2h
′′
v+j
= EST (i
′′).
In particular
h∑
j=1
lj
nj
=
h∑
j=1
lj
2h
′
v+j
and
h∑
j=1
lj
nj
=
h∑
j=1
lj
2h
′′
v+j
.
However, as h′v > h
′′
v and lj > 0 for all j, this is a contradiction. A similar
argument yields a contradiction for the assumption that T ′′ is not a fully
balanced tree. Thus, T has to be a semi-balanced tree, which completes the
proof.

4 Uniqueness of SV for phylogenetic tree games
Another linear PD index frequently used is the so-called Shapley value (SV),
which originates from cooperative game theory. Recall that a cooperative game
is a pair ([n], ν) consisting of a set of players [n] = {1, . . . , n} and a character-
istic function ν : 2[n] → R that assigns a real value to all subsets of [n] with
ν(∅) = 0. A function ϕν : [n]→ R that assigns a payoff to each player is called
a value for the game. One such value is the Shapley value (Shapley (1953)),
which is defined as follows:
ϕν(i) =
1
n!
∑
S⊆[n]: i∈S
(|S| − 1)! (n− |S|)! (ν(S)− ν(S \ {i})) . (18)
Note that the Shapley value of a player i reflects the average marginal
contribution of i to the game. Moreover, it is characterised by the following
four axioms:
1. Pareto efficiency:
∑
i∈[n] ϕν(i) = ν([n]).
2. Symmetry: ∀ i, j with i 6= j and ∀C ⊆ [n]\{i, j}, if ν(C∪{i}) = ν(C∪{j}),
then ϕν(i) = ϕν(j).
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3. Dummy axiom: If ∀C ⊆ [n] \ {i}, ν(C ∪ {i}) = ν(C), then ϕν(i) = 0.
4. Additivity: ∀ ν1, ν2,∀i ∈ [n], ϕν1+ν2(i) = ϕν1(i) + ϕν2(i).
In fact, the Shapley value is the unique value satisfying these four axioms.
Theorem 5 The Shapley value is the unique value satisfying Axioms 1–4
(Shapley (1953); Winter (2002)).
Note that the formulation described here is slightly different from the orig-
inal formulation in Shapley (1953). On the one hand, Shapley (1953) used
a framework consisting of three axioms: symmetry, additivity, and a carrier
axiom, the latter comprising both Pareto efficiency and the dummy axiom
(see Winter (2002) for details). On the other hand, Shapley (1953) made the
additional assumption that ν is a superadditive function (i.e. ν(A ∪ B) ≥
ν(A) + ν(B) for all pairs of disjoint sets A,B), which was later relaxed by
Dubey (1975).
In the phylogenetic setting, ν(S) is taken to be the phylogenetic diversity
of S on T 1, denoted by PDT (S), and defined as the sum of lengths of the
edges in the minimal subtree of T that contains S and the root of T (cf. Faith
(1992)). As an example, for the tree T ′ depicted in Fig. 1(b), and the subset
S = {1, 2, 4} of leaves, we have PDT ′(S) = 11.
Considering the leaf set [n] of a rooted phylogenetic tree T as the set of
players and phylogenetic diversity as the characteristic function of a game,
Eqn. (18) becomes:
SVT (i) =
1
n!
∑
S⊆[n]: i∈S
(|S| − 1)!(n− |S|)! (PDT (S)− PDT (S \ {i})) .
Note that in contrast to the previous two sections we are not assuming in this
section that T is a binary tree.
In an important paper, Fuchs and Jin (2015) proved that the Shapley value
and the Fair Proportion index on rooted phylogenetic trees agree (see also Steel
(2016) and Stahn (2017)).
Theorem 6 (Fuchs and Jin (2015)) The Fair Proportion index and the
Shapley value are identical on rooted phylogenetic trees, i.e. for all i ∈ X:
FPT (i) = SVT (i).
In the following we will use this result to show that SV is the unique value
satisfying Axioms 1–4 for the sub-class of games induced by a rooted tree T
and the phylogenetic diversity function. This is not obvious since (as noted by
Haake et al. (2008) in the setting of PD on unrooted trees), the class of games
1 Note that PD is not a superadditive function. In fact, it is submodular, satisfying the
property that ν(A∪B) ≤ ν(A) + ν(B)− ν(A∩B) for all A,B (cf. Proposition 6.13 in Steel
(2016)).
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based on PD on a rooted tree is smaller than the class of all games (for which
Theorem 5 states that SV is unique). Apart from SV there might be other
functions that satisfy these 4 axioms for this smaller class of games, and so SV
might not be uniquely determined by them. In Theorem 7, however, we show
that SV is still uniquely characterised by the 4 axioms for this smaller class
of games. Haake et al. (2008), by contrast, introduced an additional axiom to
obtain their characterization (Theorem 9 of that paper).
Let T[n],PDT denote the class of games induced by a rooted phylogenetic
tree T with leaf set [n] and non-negative edge lengths, and the phylogenetic
diversity function on T . Moreover, let a pair ([n], PDT ) denote a PD game.
Note that such a pair can be represented as a linear combination of so-called
basis games PDTe (for e ∈ E(T )), where PDTe corresponds to the PD game
on tree Te, in which edge e has length 1 and all other edges have length 0. It
can be shown that the family (PDTe)e∈E(T ) is linearly independent and forms
a basis of T[n],PDT of dimension |E(T )|.
The following theorem provides an axiomatic characterization of SV for
games in T[n],PDT .
Theorem 7 There is a unique function
ψPDT : T[n],PDT → Rn
that satisfies Axioms 1–4. This function coincides with the Shapley value, i.e.
ψPDT (i) = SVT (i) for all i ∈ [n].
Proof By Theorem 5, SV satisfies Axioms 1–4.
Now, let ([n], PDT ) be a PD game and let ψPDT satisfy all Axioms 1–4.
We first consider a basis game PDTe and determine ψPDTe .
Let N(e) denote the set of leaves descended from e and let n(e) = |N(e)|.
Then, all leaves not in N(e) are dummy players, as for all j ∈ [n] \N(e), we
have that PDTe(C ∪ {j}) = PDTe(C) for all C ⊆ [n] \ {j}. As ψPDTe satisfies
the dummy axiom, this implies that ψPDTe (j) = 0 for all j ∈ [n] \ N(e).
On the other hand, all leaves in N(e) are symmetric players as for any pair
i, j ∈ N(e) (with i 6= j), we have that PDTe(C ∪ {i}) = PDTe(C ∪ {j}) = 1
holds for all subsets C of [n] \ {i, j}. As this holds for all pairs i, j ∈ N(e) and
as ψPDTe satisfies symmetry, we can conclude that ψPDTe (i) = ψPDTe (j) for
all i 6= j ∈ N(e). On the other hand, since ψPDTe satisfies efficiency, we have
PDTe([n]) = 1 =
∑
j∈[n]
ψPDTe (j)
=
∑
j∈[n]\N(e)
ψPDTe (j)︸ ︷︷ ︸
=0
+
∑
i∈N(e)
ψPDTe (i) =
∑
i∈N(e)
ψPDTe (i),
which – using symmetry – implies that ψPDTe (i) =
1
n(e) for all i ∈ N(e).
To summarize, ψPDTe (i) =
1
n(e) for all i ∈ N(e) and ψPDTe (j) = 0 for all
j ∈ [n]\N(e). It is easily verified that these values coincide with the FP index
and thus with the SV (by Theorem 6).
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Analogously, one can show that ψPDT is a linear function. As ψPDT satisfies
Axiom 4, it is additive. Moreover, for all λ ∈ R≥0, let λ ·PDTe denote the PD
game on tree Te, in which edge e has length λ · 1 = λ and all other edges have
length 0. Then, using the same notation and reasoning as above, we have for
all i ∈ [n] \ N(e), ψλPDTe (i) = 0, and for all i ∈ N(e), ψλPDTe (i) = λ/n(e).
Comparing this with ψPDTe (i) from above, it is now easy to see that we have
ψλPDTe (i) = λ · ψPDTe (i) for all λ ∈ R≥0 and all i ∈ [n].
Together with the additivity of ψ and SV this implies that ψ coincides with
SV for all games in T[n],PDT .
Remark 1 Since SV is the unique index satisfying Pareto efficiency, symmetry,
the dummy axiom and additivity for the class of games induced by a rooted
tree and PD (by Theorem 7), and since SV and FP agree for rooted trees (by
Theorem 6) and, in general, ES 6= FP, it follows that ES must violate at least
one of these four axioms. It can easily be checked that ES satisfies Pareto
efficiency, additivity and the dummy axiom, but it may violate symmetry. An
example is given in Figure 6, where we have EST (1) 6= EST (3), even though
PDT (C ∪ {1}) = PDT (C ∪ {3}) for all C ⊆ [4] \ {1, 3} (on the other hand,
FPT (1) = FPT (3)).
Fig. 6 An example showing that ES fails to satisfy the symmetry axiom. Here, EST (1) =
5/4 6= EST (3) = 3/2, even though PDT (C ∪ {1}) = PDT (C ∪ {3}) for all C ⊆ [4] \ {1, 3}.
By contrast, for FP, we have FPT (1) = FPT (3) = 4/3.
5 Diversity indices for unrooted trees
We now consider phylogenetic diversity indices for unrooted trees. An unrooted
tree T with leaf set X is said to be an unrooted phylogenetic X–tree if each
non-leaf vertex is unlabelled and has degree at least 3 (two such trees are
considered equivalent if there is a graph isomorphism between them that sends
leaf x to leaf x for each x ∈ X). In the case where all non-leaf vertices in T
22 Kristina Wicke, Mike Steel
have degree exactly equal to 3, T is said to be binary. Background on the basic
combinatorics of unrooted phylogenetic trees can be found in Steel (2016).
Let T be an unrooted phylogenetic tree (not necessarily binary) with leaf
set X = [n] and let all edges e have non-negative edge lengths l(e). For a
subset Y of the leaves, the (unrooted) phylogenetic diversity of Y is defined
as the sum of the edge lengths of the minimal subtree connecting the leaves
in Y . Note that PDT ({i}) = 0 for all i ∈ [n] and PDT ([n]) is the total sum
of edge lengths of T (i.e
∑
e l(e)). For a leaf i ∈ [n] and an edge e of T , let
I(T ; i, e) be the set of interior vertices of T in the path in T from i to edge
e (including the first vertex of e that is reached, but not the second), and for
each vertex v of T let d(v) denote the degree of v. For each edge e of T , let
µ(i, e) =
1
2
∏
v∈I(T ;i,e)
1
d(v)− 1 , (19)
where we adopt the convention that if I(T ; i, e) = ∅ (i.e. e is a pendant edge
incident with leaf i) then
∏
v∈I(T ;i,e)
1
d(v)−1 = 1 and hence µ(i, e) = 1/2.
5.1 Unrooted Equal Splits
In this section, we develop a version of Equal Splits for unrooted trees. Recall
that for rooted trees, the definition of the ES index is EST (i) =
∑
e∈P (T ;ρ,i)
1
Π(e,i) l(e),
where Π(e, i) = 1 if e is a pendant edge incident with i; otherwise, if e = (u, v)
is an interior edge, then Π(e, i) is the product of the out-degrees of the interior
vertices on the directed path from v to leaf i.
This definition does not directly apply to unrooted trees, since there is no
reference root vertex ρ in an unrooted tree. Moreover, introducing a phantom
root vertex in an unrooted tree results in different ES index values, depending
on where the phantom root is inserted. Nevertheless, we can define a canonical
unrooted version of ES that is a diversity index as follows.
Let
ϕES(i) =
∑
e
µES(i, e)l(e),
where the summation is over all edges of T and where
µES(i, e) =

1, if e is a pendant edge incident with i;
µ(i, e), if e = {u, v} is an interior edge of T ;
0, otherwise.
Note that µ(i, e) is the expression introduced in Eqn. (19). Moreover, note that
in contrast to the rooted setting, ϕES(i) is defined as a sum over all edges of T
and not only over edges on a certain path in T . In fact, even though pendant
edges not incident with leaf i do not contribute to ϕES(i) (since µ(i, e) = 0 in
that case), the edges that do contribute do not necessarily form a path in T
(cf. Fig. 7).
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Theorem 8 For any unrooted phylogenetic tree T , ϕES is a diversity index
for T . In other words: ∑
i∈[n]
ϕES(i) = PDT ([n]). (20)
In order to prove this theorem, we require the following technical lemmas:
Lemma 2 Suppose that T is a rooted phylogenetic tree with leaf set Y and
root vertex u. Let d−(v) denote the out-degree of vertex v. We then have:∑
i∈Y
∏
v∈I(T ;u,i)
1
d−(v)
= 1.
Proof We use a simple probabilistic argument. Consider a random walk, start-
ing from the root vertex u and proceeding towards the leaves. At each interior
vertex v, one of the d−(v) child vertices of v is chosen uniformly at random
(and independently of earlier choices). In this way, the probability pi of ar-
riving at leaf i is simply
∏
v∈I(T ;u,i)
1
d−(v) . Since we always arrive at one (and
only one) leaf of Y by this process,
∑
i∈Y pi = 1, as required.

Corollary 1 Let T be an unrooted phylogenetic tree with leaf set [n] and let
e = {u, v} be an arbitrary edge of T . Let A and B denote the subsets of leaves
of T that lie on each side of e, with A being closer to u (if u is a leaf, then
A = {u}) and B being closer to v (again, if v is a leaf, then B = {v}). In this
case: ∑
i∈A
∏
v∈I(T ;i,e)
1
d(v)− 1 = 1 and
∑
i∈B
∏
v∈I(T ;i,e)
1
d(v)− 1 = 1.
Proof Clearly, we only have to prove the first statement, so consider i ∈ A.
If |A| = 1 (which implies i = u), I(T ; i, e) = ∅, and we again adopt the
convention that in this case
∏
v∈I(T ;i,e)
1
d(v)−1 = 1. In particular, the claimed
statement holds for |A| = 1. Next, consider |A| > 1. Then the expression∑
i∈A
∏
v∈I(T ;i,e)
1
d(v)− 1
can also be written as: ∑
i∈A
∏
v∈I(TA;u,i)
1
d−(v)
, (21)
where TA is the rooted phylogenetic tree on leaf set A and root vertex u
obtained from T by deleting edge e and the subtree of T with leaf set B. The
corollary now follows from Lemma 2 by taking TA as the tree in that lemma,
and Y = A. Note that the statement can alternatively be shown without the
use of Lemma 2 by using an inductive argument.
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
Lemma 3 Suppose that the linear equation∑
e∈E
a(e)l(e) =
∑
e∈E
b(e)l(e), (22)
with a(e), b(e) ∈ R, holds for all choices of l of the form l = le′ where e′ ∈ E
and
le′(e) =
{
1, if e = e′;
0, if e 6= e′.
Eqn. (22) then holds for all choices of l ∈ RE.
Proof The proof involves simple linear algebra. Let c(e) := a(e)−b(e). Eqn. (22)
can then be rewritten as
∑
e∈E c(e)l(e) = 0. Suppose this equation holds when-
ever l = le′ (and for each choice of e
′). Then this equation becomes c(e′)·1 = 0,
and since this holds for all choices of e′, all the c–coefficients are zero, which
gives the result.

We are now in the position to prove Theorem 8.
Proof of Theorem 8: By Lemma 3, it suffices to establish Eqn. (20) when l
assigns length 1 to an arbitrary edge e′ = {u, v} and 0 to all other edges. Then
PDT ([n]) = 1 and the left hand side of Eqn. (20) is
∑
i∈[n] µES(i, e
′). Our aim
then is to show that this last quantity is always equal to
∑
i∈[n] µES(i, e
′) = 1.
This is true by definition of µES when e
′ is a pendant edge, so we may suppose
that e′ is an interior edge. In that case, let A and B denote the subsets of
leaves of T that lie on each side of e′, with A being closer to u than v and B
being closer to v than u (thus A∪B = [n], A∩B = ∅ and |A|, |B| ≥ 2). Since
µES(i, e
′) = µ(i, e′) (since e′ is an interior edge) we have:
∑
i∈[n]
µ(i, e′) =
1
2
(∑
i∈A
2µ(i, e′) +
∑
i∈B
2µ(i, e′)
)
, (23)
and ∑
i∈A
2µ(i, e′) =
∑
i∈A
∏
v∈I(T ;i,e′)
1
d(v)− 1 = 1,
where the last equality follows from Corollary 1. A similar argument shows
that
∑
i∈B 2µ(i, e
′) = 1, and so, by Eqn. (23), we obtain the required equality:∑
i∈[n]
µ(i, e′) =
1
2
(1 + 1) = 1 = PDT ([n]).

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5.2 A diversity index related to the Pauplin representation of phylogenetic
diversity
PDT ([n]) can also be expressed as a positive linear combination of the pairwise
distances d(i, j) =
∑
e∈P (T ;i,j) l(e) between leaves i and j in various ways, one
of them being the following representation described by Semple and Steel
(2004):
PDT ([n]) =
∑
{i,j}⊆[n]
λij d(i, j) =
1
2
n∑
i=1
n∑
j=1
j 6=i
λij d(i, j) =
n∑
i=1
1
2
n∑
j=1
j 6=i
λij d(i, j),
(24)
where
λij =
∏
v∈I(T ;i,j)
1
d(v)− 1 ,
and where I(T ; i, j) denotes the set of interior vertices on the path from i to
j in T .
Although this representation holds for general trees (not only binary ones),
for binary trees, this expression is also known as the Pauplin representation
of phylogenetic diversity (cf. Pauplin (2000)). In the following section, we will
further analyse this representation and suggest that it leads to yet another
possible unrooted PD index. Let
ϕPa(i) =
∑
e
µ(i, e) l(e),
where the summation is over all edges of T and µ(i, e) is the expression intro-
duced in Eqn. (19).
Theorem 9 Let T be an unrooted phylogenetic tree with leaf set [n] and let i
be a leaf of T . In that case:
ϕPa(i) =
1
2
n∑
j=1
j 6=i
λijd(i, j). (25)
In other words, ϕPa is closely related to the Pauplin representation of PD
given in Eqn. (24). Moreover, ϕPa is a diversity index (i.e.
∑
i∈[n] ϕPa(i) =
PDT ([n])).
Proof Let i ∈ [n] be a leaf of T . By Lemma 3 it suffices to establish Eqn.
(25) when l assigns length 1 to an arbitrary edge e′ = {u,w} and 0 to all
other edges. Note that the removal of edge e′ splits T into two subtrees. Let
C (=‘close’) denote the leaf set of the subtree that contains leaf i and let F
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(=‘far’) denote the leaf set of the other subtree. Now, for all leaves j 6= i we
clearly have:
d(i, j) =
{
0, if j ∈ C,
1, if j ∈ F.
Thus, we have for the right-hand side of Equation (25)
1
2
n∑
j=1
j 6=i
∏
v∈I(T ;i,j)
1
d(v)− 1 d(i, j) =
1
2
∑
j∈F
∏
v∈I(T ;i,j)
1
d(v)− 1 .
As e′ = {u,w} lies on the path from i to j, the term on the right of this last
equation can also be written as:
1
2
∑
j∈F
∏
v∈I(T ;i,e′)
1
d(v)− 1
∏
v′∈I(T ;j,e′)
1
d(v′)− 1 =
1
2
∏
v∈I(T ;i,e′)
1
d(v)− 1
∑
j∈F
∏
v′∈I(T ;j,e′)
1
d(v′)− 1
=
1
2
∏
v∈I(T ;i,e′)
1
d(v)− 1 ,
where the last equality follows from applying Corollary 1. On the other hand,
for the left-hand side of Equation (25), we have:
ϕPa(i) =
1
2
∑
e
∏
v∈I(T ;i,e)
1
d(v)− 1 l(e) =
1
2
∏
v∈I(T ;i,e′)
1
d(v)− 1 ,
as edge e′ = {u,w} has length 1, while all other edges have length 0, which
completes the proof of Eqn. (25). The claim that ϕPa is a diversity index is
now a direct consequence from Eqn. (24).

5.3 Unrooted Fair Proportion
Similar to the Equal Splits index, the Fair Proportion index has so far only
been considered for rooted trees. In the following, we suggest two canonical
extensions of Fair Proportion to unrooted trees. Recall that for rooted trees,
the definition of FP is FPT (i) =
∑
e∈P (T ;ρ,i)
1
n(e) l(e), where n(e) is the number
of leaves descended from e. Note that the removal of edge e splits T into two
connected components and n(e) is the number of leaves of T in the connected
component that contains i. This concept can be extended to unrooted trees as
follows.
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For a leaf i ∈ [n] and an edge e of T , let c(i, e) denote the size of the set of
leaves that lie on the same side of e as i. Let
ϕFP(i) =
1
2
∑
e
1
c(i, e)
l(e),
and let
ϕ˜FP(i) =
∑
e
µFP(i, e)l(e),
where the summation is over all edges of T and where
µFP(i, e) =

1, if e is a pendant edge incident with i;
1
2c(i,e) , if e = {u, v} is an interior edge of T ;
0, otherwise.
Theorem 10 For any unrooted phylogenetic tree T , ϕFP and ϕ˜FP are diver-
sity indices for T . In other words,
∑
i∈[n]
ϕFP(i) = PDT ([n]) and (26)
∑
i∈[n]
ϕ˜FP(i) = PDT ([n]). (27)
Proof We first establish Eqn. (26). By Lemma 3, it suffices to establish Eqn. (26)
when l assigns length 1 to an arbitrary edge e′ = {u, v} and 0 to all other edges.
Then, PDT ([n]) = 1 and the left hand side of Eqn. (26) is
1
2
∑
i∈[n]
1
c(i,e′) .
Now, let A and B denote the subsets of leaves that lie on each side of e′ (i.e.
A ∪B = [n], A ∩B = ∅ and |A|, |B| ≥ 1), in which case:
1
2
∑
i∈[n]
1
c(i, e′)
=
1
2
(∑
i∈A
1
c(i, e′)
+
∑
i∈B
1
c(i, e′)
)
=
1
2
(∑
i∈A
1
|A| +
∑
i∈B
1
|B|
)
=
1
2
(1 + 1) = 1 = PDT ([n]).
Eqn. (27) follows from a similar argument by noting that the left hand side of
this equation becomes
∑
i∈[n] µFP(i, e
′). If e′ is a pendant edge, this quantity is
equal to 1 by definition of µFP and if e
′ is an interior edge, the same reasoning
as in the proof of Eqn. (26) establishes
∑
i∈[n] µFP(i, e
′) = 1 = PDT ([n]).

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5.4 Summary of unrooted diversity indices
In the last sections we have presented canonical extensions of Equal Splits
and Fair Proportion to unrooted trees and have also introduced a diversity
index closely related to the Pauplin representation of phylogenetic diversity.
Although all these indices appear to be new, an unrooted Shapley value has
long been known in the literature. In fact, even though the Shapley value
is frequently used for rooted trees, it was first defined and introduced for
unrooted trees by Haake et al. (2008) and can be expressed as follows:
ϕSV(i) =
∑
e
f(i, e)
n c(i, e)
l(e),
where the summation is over all edges of T , c(i, e) is again the number of leaves
that lie on the same side of e as leaf i, and f(i, e) is the number of leaves that
lie on the other side of e (cf. Theorem 4 in Haake et al. (2008)). Recall that for
rooted trees, FP and SV are equivalent, so one might argue that the unrooted
SV can be considered an unrooted analogue of FP. It turns out, however, that
there exists a natural extension of FP to unrooted trees, that is different from
unrooted SV.
In fact, although all of the unrooted diversity indices discussed above can
be expressed as linear functions of the edge lengths l(e) of T with coefficients
that are independent of l, these coefficients differ among indices (cf. Table 1)
and the indices are, in general, not equivalent (cf. Figure 7).
Table 1 Coefficients γT (i, e) used in the calculation of ϕ(i) =
∑
e γT (i, e)l(e), where i is a
leaf and e is an edge of T . Moreover, µ(i, e) is as in Eqn. (19), c(i, e) denotes the number of
leaves on the same side of e as leaf i and f(i, e) denotes the number of leaves on the other
side of e.
e pendant edge incident with i e interior edge e pendant edge not incident with i
ϕES 1 µ(i, e) 0
ϕPa µ(i, e) µ(i, e) µ(i, e)
ϕFP
1
2 c(i,e)
1
2 c(i,e)
1
2 c(i,e)
ϕ˜FP 1
1
2 c(i,e)
0
ϕSV
f(i,e)
n c(i,e)
f(i,e)
n c(i,e)
f(i,e)
n c(i,e)
6 Concluding Remarks
Phylogenetic diversity indices play a key role in biodiversity, so it is helpful to
understand how the different indices are related. In this paper, we asked just
how different they can be for rooted trees (in an extreme sense, rather than
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1
2
4
5
l1
l2
l4
l6
l5
Pauplin index:
Shapley value:
= 120 l1 +
1
20 l2 +
4
5 l3 +
1
20 l4 +
1
20 l5 +
2
15 l6 +
2
15 l7
'Pa(3)
'SV(3)
Fair proportion:
Equal splits:
= l3 +
1
4 l6 +
1
4 l7'ES(3)
'FP(3)
= l3 +
1
6 l6 +
1
6 l7~'FP(3)
3
l3
l7
= 18 l1 +
1
8 l2 +
1
2 l3 +
1
8 l4 +
1
8 l5 +
1
4 l6 +
1
4 l7
= 18 l1 +
1
8 l2 +
1
2 l3 +
1
8 l4 +
1
8 l5 +
1
6 l6 +
1
6 l7
Fig. 7 Unrooted binary phylogenetic tree on leaf set [5] and the various unrooted PD indices
for leaf 3.
on average). We also considered how some of the natural indices in the rooted
settings extend to the unrooted setting, and further explored the way in which
the Shapley value relates to rooted and unrooted indices. Our work suggests
two broad questions that may be interesting to explore in future work. First,
how do the results in Sections 2 and 3 extend if we lift the assumption that
the underlying trees are binary? Second, for the unrooted indices in Section 5,
how different can they be from one another (in the sense we considered in
Section 2) and for which trees are certain indices identical (in the sense we
considered in Section 3)? Moreover, as all unrooted indices apart from the
unrooted SV appear to be new, it additionally might be of interest to analyse
their biological interpretation and relevance for conservation decisions.
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Appendix: Proof of Lemma 1
Proof of Lemma 1: We first establish the following identity by application of
the ‘fundamental theorem of calculus’. Let f : [0, h]→ [0, 1] be any continuous
function and let c > 0. We then have:∫ h
1
f(x) · e−c
∫ x
0
f(t)dtdx =
1
c
(
exp(−c
∫ 1
0
f(t)dt)− exp(−c
∫ h
0
f(t)dt)
)
.
(28)
To establish (28), let G(x) = exp(−c ∫ x
0
f(t)dt). Since f is continuous, G′(x) =
−cf(x)G(x), so the left-hand side of Eqn. (28) can be written as −1c
∫ h
1
G′(x)dx =
1
c (G(1)−G(h)), which gives Eqn. (28).
Now, for all x ≥ 1, ∫ x−1
0
f(t)dt ≥ ∫ x
0
f(t)dt− 1, since f takes values in the
interval [0, 1], and thus (28) gives:∫ h
1
f(x) · e−c
∫ x−1
0
f(t)dtdx ≤ e
c
c
e−c
∫ 1
0
f(t)dt.
Taking c = ln(2) in this last inequality gives:∫ h
1
f(x) · 2−
∫ x−1
0
f(t)dtdx ≤ 2
ln 2
2−
∫ 1
0
f(t)dt. (29)
Let g be a piecewise continuous function that takes the value xi on the open
interval (i, i+1), for each i = 0, 1, . . . , h−1, and let fj , j ≥ 1, be a sequence of
continuous functions that converges in the L2 norm to g (e.g. by Fourier series).
As j →∞, ∫ h
1
fj(x) ·e−c
∫ x−1
0
fj(t)dtdx then converges to
∑h
i=1 xi2
−∑j<i xi and
2
ln 2 · 2−
∫ 1
0
fj(t)dt converges to 2ln 2 · 2−x0 . Inequality (29) now establishes the
lemma. 
