ABSTRACT
INTRODUCTION
Oligonucleotide arrays are powerful tools for the simultaneous measurement of thousands of probe-target interactions. One application of this technology is the estimation of mRNA transcript expression levels (Lockhart et al., 1996; Wodicka et al., 1997; Cho et al., 1998) . A labeled transcript hybridizes to complementary oligonucleotides, and an intensity value proportional to the amount of bound transcript is measured. Simple statistics (Lockhart et al., 1996) , as well as more sophisticated model based approaches (Li and Wong, 2001 ) have both been successfully applied to extract signal from the raw data. In this paper we develop algorithms based on a robust estimator, Tukey's biweight. These algorithms, present in the newly released Affymetrix Micro Array Suite 5.0 (MAS 5.0), yield values for signal and log ratio. These values replace signal estimates of AvgDiff and Fold-Change implemented in the previous Affymetrix Micro Array Suite (MAS 4.0) .
Estimates of concentration used in several accepted algorithms (including MAS 4.0) can generate negative values. Using such values to represent expression levels can * To whom correspondence should be addressed. be problematic for several reasons. First, measurements proportional to concentration can never be negative since such values are outside the physically possible range. Second, negative values make it difficult to use logarithmic transformation as a method to stabilize variance. For these reasons, we have chosen to produce only positive values for output and use a logarithmic scale, as several other groups do (Irizarry et al., 2001; Naef et al., 2001) . Thus, the first design requirement for our algorithm is that it produce only positive values.
We estimate concentration by taking a set of observed intensities for different oligonucleotide probes and constructing a summary statistic related to the expression level. We believe effective properties for such a statistic (positive valued) should include the ability to accurately follow target concentrations at low, medium, and high levels, as well as provide resistance to outliers.
The Affymetrix expression estimate from MAS 4.0, AvgDiff, is able to track concentration under many circumstances and demonstrates some resistance to outliers. However, in contrast to our first requirement for an effective signal estimate, MAS 4.0 output is often negative as the result of the undue influence of a minority of probes. While the latter can be useful if these probes track the target, it can result in incorrect signal estimates when the intensity is the result of cross-hybridization or other significant bias. It is therefore crucial for quality results that minority cross-hybridizing probes do not dominate expression results. Mean and standard deviation-based estimators such as the AvgDiff metric used in MAS 4.0 do not always possess adequate robustness against these minority probes. In the algorithms reported here, we have implemented robust estimators to measure signal intensity with resistance to outliers.
Finally, we note that assuming an array-wide constant background intensity does not fit the observed data. For example, array features with synthesized probes are systematically different than blank glass, and features with AT rich probes are systematically different than GC rich probes. These systematic differences only become apparent in the realistic case of hybridization to a complex sample. We distinguish this stray signal (spurious photons from all sources, unique to each probe) from the hypothetical array-wide constant referred to as 'background' by other authors. We also note that by definition, stray signal is always less than or equal to observed signal.
MODEL OF INTENSITY
Our approach to analysis of intensity data from arrays is derived from simple models linking intensity with the underlying concentration of targets. The models capture many of the similarities amongst probes, and use robust statistics to guard against both deviations from the models and outlier noise. In the first model, we describe the physical division of the intensity into two components
where I P M is the observed intensity for a probe, I S is the intensity ('stray signal') not due to the transcript, and I T is the intensity due to the true transcript. Since all three of these intensities are non-negative, models that accurately estimate these quantities must also be nonnegative. While the individual values for I S and I T are not directly accessible to the experimenter, they can be estimated by a variety of means. Since we do not assume that I S is constant across experiments (for example, it may change with tissue type), we use matched control probes within each experiment for our estimation procedure. Our second model relates the intensity due to the true transcript I T to the transcript concentration C and the affinity of the probe for the transcript A. This affinity is a measure of the intensity produced when the probe sequence binds the corresponding target at some concentration. While there are several different effects (labeling efficiency, binding strength, density of probe synthesis) contributing to the observed affinity, it is simplest to think of this term as approximating binding strength. The affinity then is nearly constant from experiment to experiment. Because we assume a multiplicative error term, it is most convenient to express this relationship on the logarithmic scale as shown in our second model below. This scale also separates the concentration and affinity terms into an additive model.
where r is a residual term. It is usually not possible to obtain the 'absolute' affinity term, but a 'relative' affinity term can be obtained by comparison with other probes hybridizing to the same transcript. We therefore usually consider the log(A) terms to be evenly distributed around zero, and allow the concentration for different transcripts to be measured on individual scales, differing by unknown constants. Under normal circumstances, each probe consists of a unique sequence, and therefore is unlikely to have an identical affinity for the target. Conveniently, this leads to a simple model for comparing transcript concentration between two experiments.
Since the probe affinity is relatively stable between experiments, the affinity term cancels out when we take the probe-wise log-scale difference, leaving us with a log-ratio of concentrations. For the same probe sequence in two experiments, a and b, we obtain:
Taken together, these models approximate observed properties of oligonucleotide behavior in array experiments. Li and Wong (2001) have derived a similar model using arithmetic errors. Irizarry et al. (2001) and Naef et al. (2001) have similar models for log-scale affinity effects. We concentrate in this paper on the most typical analysis cases of either a single stand-alone array or a pair of matched arrays. Extensions to multi-array analysis will be discussed later.
Formalizing the notation of these models, the intensities of the jth perfectly matched (PM) and mismatched (MM) probe to the ith gene are I i j,P M , and I i j,M M , respectively. We emphasize that typically none of the perfectly matched probes are identical in sequence and therefore cannot be considered as 'identical replicates'. Continuing, we let I i j,S be the unknown stray signal for the jth perfectly matched probe, and I i j,T the corresponding unknown true signal. We also define A i j as the logaffinity of the jth probe pair to the ith gene, and C i (a) as the log-concentration of the ith gene in experiment a. Additionally, the log background adjusted intensity for a probe pair is PV i j (a), the 'probe value' for the jth probe to the ith gene in experiment a. Accordingly, the logratio for a probe pair in two experiments is expressed as P L R i j (a, b) . With this formalization, our models are then:
Given these models, we build estimators in stages starting from the raw intensity values. We follow the natural procedure of first estimating the true signal for each perfect match probe, and then estimating a typical effect of the target on each such probe.
In the first stage, we construct an estimate of stray signal I i j,S for each perfectly matched probe, and subtract it to obtain an estimate I i j,T of the true signal. We emphasize that this is an estimate of a hidden value, and that there can be many different approaches to estimation, of which we have chosen one. In our chosen estimate, we ensure that this value is positive for the reasons cited above.
In the second stage, we estimate the effect due to the target concentration C i (a) by combining the individual probe estimates I i j,T using robust statistics on the logscale. Naturally, due to the differing probe affinities, this estimate will be on an unknown scale corresponding to the 'typical' affinity of the probe set. This logtransformation corresponds to our second model, and as assumed, it approximately stabilizes the variance (as seen in supplemental data; Hubbell, Mei and Liu). For our robust statistic, we have chosen the median-related Tukey biweight, (Hoaglin et al., 2000) , since it is known to have both excellent behavior in the presence of outliers, and good behavior in the absence of outliers. For specific details of the biweight, see Materials and Methods.
We also estimate the log-ratio L R i (a, b) of transcript concentrations in two experiments a and b. As noted above, we can approximately cancel the probe affinity results by taking probe-wise log-scale differences. First we obtain a log ratio for each probe P L R i j (a, b) by differencing (on the log-scale) the paired probe values PV i j (a) and PV i j (b) obtained from each experiment. We then apply our robust statistic to obtain an estimate of the log-ratio of concentrations. Since probe affinities have been cancelled, all the probe log-ratios are on the same scale, and therefore the variation should approximately reflect experimental errors. In this case, we can use the estimator of scale associated with the biweight as a measure of variation in this result.
Estimators following these procedures should achieve the design goals, which are non-negative results that are approximately linear (given near linear probe behavior) and are robust against outliers. The performance of this family of estimators was evaluated using a panel of spiked genes in the presence of a complex background. Performance was found to be comparable with the existing standard Affymetrix algorithms in MicroArray Suite 4.0 (Lockhart et al., 1996) .
ESTIMATING SIGNAL
We wish to combine estimates of true signal I i j,T obtained from each individual probe set. Since we have observed that the variation in intensities increases with intensity (data not shown), log-transforming the estimate of intensity for each probe I i j,T should approximately stabilize the variance between probes. Stabilizing the variance is important because of the danger that high-variance probes may dominate the variability of the final result, leading to less efficient use of probes. There is also the danger that systematic outliers may dominate the final result if a non-robust estimator is used. For example, crosshybridization (either to the perfect match or mismatch) can occur in a tissue specific fashion, leading to spurious, but repeatable, estimates of expression. We therefore combine log-transformed values with a robust estimator in an effort to track the behavior of a majority of probes in a probe-set.
As indicated above, we use the one-step Tukey biweight estimator of location, T bi . This statistic provides as much robustness (resistance to outliers) as a median (50% breakdown bound), while having a higher efficiency on normally distributed data (lower variance of estimate; Hoaglin et al., 2000) . There is also a corresponding biweight estimate of scale s bi (analogous to the standard deviation). Such estimates of scale allow us to estimate error ranges for our data (although a technical problem arising from differing probe affinities reduces the utility of this measurement for single-array experiments, which will be discussed later).
We estimate the probe value PV i j (a) = log(I i j,T ), by the quantity PV i j = log( I i j,T ) = log(I i j,P M − I i j,S ). We defer the discussion of estimating stray signal to the next section. Our second model implies that log( I i j,T (a)) = C i (a) + A i j + r , with r as a residual term reflecting experimental noise and any deviations from model assumptions. Since C i (a) is the same across all the probes hybridizing to a single transcript, the equation
estimates C i (a). Due to the unknown 'absolute' affinities of the probes, this estimate has an unknown but stable additive offset from other transcripts on the log-scale. Thus, use of the log-scale tends to stabilize the variance, as seen in our supplemental data (Hubbell, Mei, and Liu) . It is natural to estimate variation in the data by using the biweight estimate of scale sC i (a) = s bi ( PV i j (a)). However, this quantity is not useful as an estimate of the experimental noise since much of that variation arises from the differing affinities of the probes. This makes it impossible to distinguish affinity effects from experimental noise in a single experiment. Thus, confidence intervals obtained using this method correspond only to the case in which probe affinities are interchangeable from experiment to experiment (i.e. as if the array had been redesigned with different probes). Since this does not occur in standard experiments, affinities are likely to be stable and therefore the confidence interval obtained does not reflect experimental variation. Experimental noise can however be estimated from replicate experiments.
We have designed an estimator satisfying the properties we desired: stable against multiplicative variation in intensities, robust against outliers, and always in the positive range. We now extend this estimate to the analysis of matched arrays compared in two experiments.
ESTIMATING LOG-RATIO
As noted previously, the affinities of probes for a transcript vary greatly, but can be cancelled by comparing two experiments. If we define the probe log-ratio P L R i j (a, b) = PV i j (a) − PV i j (b) for a pair of experiments a and b and the jth probe to the ith gene, then the relationship
provides a robust estimate of the log-ratio for gene i in experiments a and b. Further, , b) ) estimates the scale of variation and can be used to provide the natural confidence interval a, b) . In this relationship, p represents the desired probability on degrees of freedom 0.7 * (n − 1), where n is the number of probe pairs (Hoaglin et al., 2000) . In this two experiment case, we have an estimate for variation in the data, and therefore an approximate ttest can be performed to determine the significance of the results. While there is no substitute for replication of experiments (Lee et al., 2000) , the use of multiple probes allows for some estimate of the variance. These estimates must be treated with caution, since effects specific to an experiment may systematically affect all probes for a given transcript. Accordingly, replicate experiments provide the best estimates of probe level variation.
DEALING WITH STRAY SIGNAL
Stray signal is required by our definition to be between 0 and 100% of the observed signal. We therefore make the conservative assumption that our best estimate of stray signal must also be between 0 and 100% of the observed signal. This is consistent with the physical principle that concentrations and intensities can never be negative. We further note that estimates of stray signal of more than 100% of the observed signal yield difficulties in transforming to the logarithmic scale. Such difficulties can be handled in several different ways: they can be dropped (Naef et al., 2001) , be replaced by small positive values obtained from the remaining positive values (Irizarry et al., 2001) , or estimated by distributions (Naef et al., 2001) . We propose the use of the standard statistical tool of imputation to handle conflicts between observed intensities and initial estimates of stray signal.
We take as an initial estimate of stray signal for a perfect match (P M) probe, the observed signal for the closely related mismatch (M M) probe. These M M probes have one or more bases of the P M probe sequence substituted near their center, which typically reduces their affinity for the transcript. A probe with a sequence perfectly matching a transcript is a 'perfect match' probe (P M probe), and the corresponding probe with substituted bases is a 'mismatch' probe (M M probe). Our observed signal is the intensity of the perfect match probe I P M . An initial estimate of stray signal is then the intensity of the mismatch probe I M M . We accept that mismatch probes may also hybridize to the transcript, and therefore a component of their 'stray signal' estimate includes some portion of true signal. However, resulting (under) estimate of true signal is still approximately linear in concentration.
Under ideal noise-free conditions, I P M = I M M for a zero concentration of transcript, and 100% of the signal is due to stray signal. It is not necessary to assume that all mismatches have the same intensity at zero concentration for this to be true. Further, at any positive concentration, we have I P M > I M M , and only some fraction of the signal is stray. However, since our observations are noisy and subject to a number of complicated biases, we often find that I P M < I M M . In these cases, the observed intensity of a single mismatch probe is not a precise estimate of stray signal for the corresponding perfect match probe (such an estimate would necessarily be between 0 and 100% of the observed perfect match intensity).
As a consequence, the resulting estimate of true signal is negative and cannot be represented on the logarithmic scale. On the logarithmic scale, the true signals associated with these observed perfect match values have effectively been censored (i.e. they lie outside the model). To deal with this, we apply the simplest statistical technique that allows us to fill-in the censored values, which is to impute appropriate values (Little and Rubin, 1987) . In this case, we are taking a literally impossible situation (more than 100% stray signal), and providing an estimated value for stray signal instead (note that we are imputing stray signal relative to a given perfect match observation).
We approximate this censorship as uniformly random across perfect match probes, and consider that it has nothing to do with their 'quality' or the size of the 'true signal'. This is a reasonable approximation at low concentrations of transcript, where I P M < I M M is most often true. We further assume that treating stray signal as a proportion of observed signal is more reasonable than treating stray signal as an absolute value, and that it is meaningful to talk about a 'typical' proportion of stray signal for a given concentration. While we stress that these are approximations, they do allow us to impute without making exact assumptions about the densities of the distributions involved.
Given such assumptions, we can substitute (impute) a typical ratio of stray signal for perfect match probes when the mismatch value censors the true signal. We treat perfect matches with I P M < I M M as if their estimate of stray signal was missing. Under the circumstances where I M M is not in the valid range of 0 to 100%, we impute a new estimate of stray signal. We impute a 'typical' proportion of stray signal, as observed for the total group of perfect match and mismatched probes in that probe set. One difficulty that can arise is that the observed typical proportion may itself be an impossible estimate for stray signal. In such cases, we substitute a proportion near 100% as the typical proportion. An explicit example of this imputation procedure as applied to real data may be found in our supplemental data (Hubbell, Mei, and Liu) .
We now formalize this procedure in our notation. If we define I i j,P M to be the observed intensity of the jth perfect match probe to the ith transcript, and I i j,M M to be the observed intensity of the corresponding jth mismatched probe to the ith transcript, then the jth log intensity ratio to the ith transcript can be expressed as
In this case, a robust estimate of the typical log intensity ratio for transcript i ('specific background') is
Here we use the Tukey biweight to provide an estimate of the behavior of the typical probe pair for this transcript. The case S B i < 0 corresponds to the physically impossible case of stray signal being larger than true signal. Note that S B i = 0 corresponds to 100% of the signal being stray, and positive values correspond to decreased proportions of the signal being stray. We therefore choose a very small positive number τ to prevent the stray signal proportion from reaching or exceeding 100%, and estimate S B 
where τ 1+.1 * (τ −S B i ) is a function smoothly decreasing towards zero, although for practical purposes is essentially constant. τ was chosen as 0.03, or a stray signal proportion of 97% of the perfect match intensity. This value was chosen as the median of the distribution of all log intensity ratios I R i j when the target was absent [non-spiked] from the yeast data set.
Now that we have a proportion compatible with the stray signal model to impute for censored mismatch intensities, we can construct an estimator for the stray signal for a probe I i j,S as follows:
This estimate always satisfies 0 < I i j,S < I i j,P M . This completes the stray signal removal stage of our algorithm. We are removing some true signal, since mismatched probes do hybridize to the transcript, but as a compensating virtue, we do not require all the probes to have the same absolute value of stray signal. We now have an estimator I i j,S of stray signal for every probe which lies within the valid range 0 < I i j,S < I i j,P M . The natural estimate of true signal log(I i j,T ) for any particular probe is then log(I i j,P M − I i j,S ), which is always well-defined. We note that an advantage of isolating the algorithm into separate stages is that differing estimates of stray signal can be easily incorporated and tested, without affecting the signal or log-ratio stages of analysis.
MATERIALS AND METHODS
Several controlled experiments were designed to test probe-target interactions. In data sets for multiple organisms, several targets were spiked in at known concentrations to many replicate arrays. The target groups were arranged in a classic Latin square design (Box et al., 1978) , so that each experiment contained at least one target at each chosen concentration, and so that every target was present at each concentration level. We concentrate here on the human and yeast data sets. Explicit experiment descriptions and associated data files are available from the Affymetrix website (Hubbell, Mei, and Liu) . For both data sets, a complex background of antisense RNA was derived from human cells following the Affymetrix standard sample preparation procedure. This RNA was of equivalent complexity to a standard human sample. This complex background provided an opportunity to observe the probe-specific stray signal due to other targets.
Three algorithms were compared to illustrate the results of data analysis. AvgDiff was one such algorithm. It is the algorithm that produces the AvgDiff value in MicroArraySuite 4.0, (Lockhart et al., 1996) . This minimally robust algorithm operates by throwing out the highest and lowest I i j,P M − I i j,M M values, and then averaging those I i j,P M − I i j,M M values within a set number of standard deviations of the data. To demonstrate the unusually clean nature of this data (and hence the performance of mean-based algorithms), a straight average (Average) of the I i j,P M − I i j,M M pairs was done as well. Fold-change calculations were performed as described in the manuals (Affymetrix). Fold-changes are computed in MAS 4.0 by first matching and eliminating probe pairs estimated as outliers in either experiment, taking an average of probe pair differences for the transcript in each experiment, and then taking the ratio of these averages. A further correction is done using global noise estimates when one or more of these averages is negative.
The third algorithm (Biweight) was as described previously. The Tukey biweight, also known as the bisquare weight, is a popular robust statistic. This statistic smoothly downweights data points x by their distance from the estimate. A scaled distance u = x−T c * M AD is computed with T the current estimate, and the weight for that data point is given by the function (1 − u 2 ) 2 for 0 |u| 1 (0 otherwise). This is an example of an M-estimator, and such estimators are often computed by iteratively reweighting data points starting with an estimator such as the median. We use one step of iteration (as suggested in Hoaglin et al., 2000) to produce a one-step Tukey biweight starting from the median. This allows us to produce an estimate with most of the power of the biweight without worrying about convergence. The Tukey biweight extends naturally to produce an associated scale estimator s bi . This is an Aestimator, and is defined by the complicated formula
on n data points with T the Tukey biweight estimator of location.
Since the original data sets were remarkably clean and well-controlled, with constant complex sample backgrounds, corrupted data sets were generated with individual probe intensities substituted from the uniform distribution over the interval (0, 46000) approximating the scanner range, thus producing corrupted intensity values that ranged from the minimum value to saturation. We illustrate the robustness of the new estimators using 10% corrupted data.
PERFORMANCE
We summarize the performance of the new algorithm over spiked data sets using Kendall correlation against the true concentration. Kendall correlation is usefully described as counting errors in the order of the data Hollander and Wolfe (1999) . In our case, if the concentration in experiment a is smaller than the concentration in experiment b, then the signal in experiment a should be smaller than the signal in experiment b. Such nonparametric statistics have the advantage that they allow comparisons between differing data scales. Our new algorithm, MAS 5.0, constructs values on a log-scale (where the variance has been stabilized), while the old algorithm (MAS 4.0) produces output on a standard scale and allows negative values as output. Further, the experimental spikes are distributed exponentially, which also indicates a log-scale transformation (to avoid undue leverage). Since negative numbers are not represented on the log scale, a nonparametric approach was chosen in preference to omitting values. Since Kendall correlation counts the proportion of errors, we can summarize the global proportion of errors for all transcripts by the average of the Kendall correlations obtained for each individual transcript with the true concentration (since we have the same number of data points for each transcript). These summary results are shown in Table 1 .
One complication is that the performance of all algorithms varies with the concentration. At both low concentrations and high concentrations, probes violate the model assumptions of linearity and noise proportional to intensity. To reflect this variation in performance, correlations were performed in windows of concentration values spanning four doublings of concentration (five concentrations per window).
Another difficulty is that the experiments were run under exceptionally clean conditions. There are essentially no outlier data points in the arrays, as can be seen by the superb performance of simply averaging the probe pair differences I i j,P M − I i j,M M . To demonstrate the robust nature of the new algorithm, individual data points were chosen at random to be replaced by uniform intensity noise at varying rates. Table 1 clearly shows that MAS 4.0 and MAS 5.0, as well as simple averaging of the data, perform comparably on the raw data. Additionally, all methods are well correlated with concentration (only 2-3% errors, concentrated at the ends) and any differences between them are minimal when compared to differences in concentration ranges and transcripts to different organisms. This result changes considerably when as few as one in ten intensity values are corrupted by noise. While the error rate of the Biweight estimate increases to 5% for both human and yeast transcripts, the error rate of AvgDiff increases to 20% in human and 60% for the yeast transcripts. Similar results can be seen for comparative analysis. This illustrates the payoff from robust methods in dealing with errors in data.
We have summarized the data using nonparametric correlation. This allows us to compare data across differing scales easily. The robust algorithm performs comparably with the current algorithm on the exceptionally clean input data, and far outperforms the existing algorithm when facing degraded data. We additionally explored the performance of the algorithm without the use of mismatches, and found that mismatches improved performance at the lowest concentration ranges (Hubbell, Mei, and Liu) .
DISCUSSION
We assume a multiplicative model for error rather than an additive model (Li and Wong, 2001) as it allows us to keep all values positive, and can be conveniently transformed into an additive model by log-transformation. We log-transform the stray signal adjusted data, and the values for each perfectly matched probe are combined using the Tukey biweight (Hoaglin et al., 2000) a robust statistic able to resist 50% outliers in the data but with high performance if the data has no outliers. Use of such a robust statistic vastly increases the performance of the estimator when faced with corrupted data, while approximating the performance of the mean when faced with normal data.
To avoid negative values, we estimate stray signal as a proportion of the intensity instead of a single arraywide number. For example, 100% of the signal is stray when the target is not present in the sample, and some lesser percentage of the signal is stray when the target is present. The raw intensity data is known to have positive background, and alternate methods subtract a variety of estimates as background adjustment. Negative numbers often result from such subtraction, especially for low abundance transcripts or low intensity probes. These negative values complicate logarithmic transformation of the data, and are often simply omitted, or replaced by a non-probe specific value (Irizarry et al., 2001) . We compare perfectly matched probes and mismatched probes for a given transcript to estimate a transcript-typical proportional background for the perfectly matched probes. This proportional background is then used whenever the mismatched probe does not provide a directly useful estimate of the stray signal.
This set of estimators meets our basic design criteria. The estimators are derived from a simple model linking intensity data to concentration. Our analysis handles the data on a logarithmic scale, ensuring positive output values and stabilizing the variance across much of the range. We use a robust statistic which guarantees resistance to outliers, and smoothly downweights outlier probes. Estimates of experimental noise are directly available from the statistic, which allows confidence intervals to be constructed for log-ratio data.
Nonparametric methods are also robust against outliers, and can be successfully used for obtaining p-values testing biologically useful hypotheses such as the absence of a transcript or a change in concentration between experiments. The use of this approach for making detectable versus undetectable calls, and analysis of changes between experiments, is reported in the accompanying paper (Liu et al., 2002) . In this paper we have been concerned with estimating the magnitude of the effect directly.
This framework is also flexible, since we can substitute many alternate methods for computing the proportion of stray signal, and use perfect matches alone or some form of two-sample test to determine the individual probe estimates fed into the second and third stages of estimation. Estimating the stray signal as a proportion allows for an easy solution to the 'probes below background' problem, since it is not possible for the intensity to be more than 100% stray signal. We tested the utility of mismatches and found them to be useful in the lowest concentrations with our algorithms.
Quantitative data is crucial in examining the performance of probes and estimators. We can compare the output values with the true state of nature directly, and not simply compare two methods for concordance. Similarly, even if results are repeatable, that is no guarantee that the answer is not systematically incorrect (i.e. due to cross-hybridization or unresponsive probes). We have found the spiked data sets to be very valuable, and expect to make them available from Affymetrix's web site in the near future.
We have demonstrated that negative estimates of signal are not necessary to provide well-correlated estimates of concentration (even at low concentrations), and that standard robust statistics provide better resistance to outliers than previously utilized mean-based statistics. This paper has concentrated on the case of one or two array analysis, and ignored the field of multi-chip analysis. Probes have differing affinities for transcripts, and Li and Wong (2001) have provided a useful tool incorporating affinities into their statistical model. We expect that incorporating affinity effects into a robust, multiplicative error model will improve analysis in the future.
