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Abstract
Markov State Models (MSM) are a method to find slow dynamics in proteins by
approximating the slow dynamics with a Markov chain on a discrete partition of a
sub-space of the configuration space. MSMs can extract this slow dynamics informa-
tion from an ensemble of short simulations. To date MSMs require prior knowledge
about the specific protein examined to select a sub-space and a total simulation time
in the millisecond range. There have been first steps to use time-lagged independent
component analysis (TICA) [1] to automatically find the slow sub-space in a protein.
TICA has been recently used [2] with a 30 residue intrinsically disordered peptide
kinase inducible domain. We found that TICA is not guaranteed to always find the
slow sub-space in a MD-simulation. We could also show that TICA can be used to
extract slow dynamics information with MSMs from 100 Ubiquitin simulations with
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Proteins are molecular machines that perform different functions in a cell, for exam-
ple signal transduction, regulation, transcription and others. How proteins function
is an interesting topic. Since protein function is related to their motions and dy-
namics, we have to find a way to describe the dynamics first to learn about the how
they function.




















Figure 1.1.: a) The pincer mode [3] motion from a 1 µs MD-simulation of Ubiquitin
at different timescales. From top to bottom the timescale is increased
by one order of magnitude in each picture. b) Visualization of the pincer
mode in Ubiquitin, Source: [4]
1
1. Introduction
As an example for protein motion consider the pincer mode of Ubiquitin [3], see
fig. 1.1a. The pincer mode describes a collective motion of the whole protein that is
mainly driven by the movement of the side chain around residue 8, see fig. 1.1b. On
short timescales of 10 ns the dynamics are governed by stochastic fluctuations. On a
larger timescale of 100 ns the fluctuations stay confined to specific regions for finite
times and then quickly transitions into another region, such a transition occurs at
830 ns. On the timescale of 1µs the dynamics are governed by the jumps between
different phase space regions.
We will call such a confined region state, in the literature theses states are also
called conformations. That proteins can have different states is known from photo-
relaxation experiments on myoglobin [5]. Proteins can switch between states through
external influences or by thermal fluctuations.
This means that slow dynamics in a protein can be described by a jump process
between different states. We will model the jump process with conditional proba-
bilities for a transition between states to happen in a given time τMSM . As it can
be seen in Fig. 1.1a the dynamics in a state are very quick and it is reasonable
to assume that the system will have no memory about where it came from after a
jump. This is called the Markov property. Models that use the Markov property and
conditional probabilities are called Markov models. To build a Markov Model from
MD-simulations the conformation space is discretized into a micro state clustering
and the transition probabilities are estimated by counting observed transition be-
tween states in the simulation [6], [7]. These models of protein dynamics are called
Markov State Models (MSM).
That the systems fulfills the Markov property is just an assumption and not nec-
essarily true for a arbitrary discretization. This leads to a systematic error in the
estimated MSM. The movements describing the slow dynamics experience the steep-
est changes in the transition regions. It has been shown that the systematic error can
be made arbitrarily small by improving the estimates for the steep changes, which
means placing more states in transition regions between metastable conformations
[8]. Because it is generally not known where the transition regions are a fine micro
state clustering of the phase space is chosen. Today a Voronoi tessellation of cluster
centers calculated with clustering algorithms like k -means are common [9].
The conformation space of a protein in all atom detail has 3N dimensions, N
being the number of atoms. In high dimensions the data points become sparse
and clustering methods, that rely on distance measures, have problems because the
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1.1. Project Outline
distance between the farthest and nearest points to a reference tends towards 0 [10].
The problem of sparse data can theoretically be overcome with more sampling, e.g.
more or longer simulations, but this is impractical in most cases. Because atom
bonds are very rigid a lot of these degrees of freedom will be correlated and contain
redundant information. We will use sub-spaces that have a minimal correlation
between different degrees of freedom. For MSMs dihedral angles [11] or RMSDs [12]
have been used. Finding a suitable sub-space usually requires experience and insight
into the specific protein that is studied. There exist methods that can automatically
find sub-spaces based on different criteria.
A common method for dimension reduction in MD-simulations that does not
require any prior information is Principal Component Analysis (PCA) [13]. PCA
aims to find a subset of n dimensions that explains most of the variation in a
system. PCA is a linear transformation to convert the spacial coordinates into a set
uncorrelated variables called principle components. By definition the first principle
component has the largest variance, the second the second largest variance and so
on. When building a MSM using the first n components with the largest variance we
automatically assume that large amplitude motions are most important in a MSM.
This assumption does not need to be true for the slow processes we are interested
in.
Another method for dimension reduction is Time-lagged Independent Component
Analysis (TICA) [14]. TICA aims to finds a sub-space with the slowest motions.
This linear transformation converts the original coordinates into a set of uncorrelated
variables but instead of maximizing for the largest variance it maximizes the values
of the autocorrelation at a predefined lag-time τTICA. In a Markovian system the
autocorrelation function shows an exponential decay and the slowest process would
have the highest autocorrelation value for any lag-time τTICA.
1.1. Project Outline
Markov State Models have been used on different proteins like the G-protein-coupled
receptor β2AR [15] or GB1 hairpin [16] but they require a large amount of simulation
time, 2.15 ms for the G-protein-coupled receptor and 0.7 ms the for the GB1 hairpin.
We want to find out if Markov State Models can be used to find slow dynamics
in Ubiquitin with a much smaller amount of simulation time, 38µs, and without
prior knowledge with the help of PCA and TICA. For TICA we also checked if it is
3
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always guaranteed to find the slow sub-space in a MD-simulation.
In Chapter 2 we review why it is sufficient to consider the conformation space for
MSMs and the theoretical background for MSMs. We will show how MSMs are used
to find the slow dynamics in a protein. Here we also show how TICA and PCA are
used to construct low dimensional sub-spaces.
Chapter 3 introduces the methods used to estimate a MSM from a set of MD-
simulations and the clustering algorithms k -center and k -means that are used to
discretize the sub-space. We will also discuss how the free parameter τTICA for
TICA can be chosen.
In Chapter 4 we will present the the results that show that TICA is not guaranteed
to find the slow sub-space in a MD-simulation. We will also present the analysis
of 100 Ubiquitin MD-simulations with MSMs. Each simulation is 380 ns for a total
simulation time of just 38µs.
We will discuss the relevance of the results from a broader perspective in chapter
5 and give an outlook on future work in chapter 6.
4
2. Theory
2.1. Markov Property Of Proteins
A system can be described with a Markov model if it fulfills the Markov property.
This means the systems has no memory about it’s past and it’s future is solely
determined by the current state. So the probability to go from a point x to a point
y in the time τ is given by:
p(x,y; τ)dy = P[x(t+ τ) ∈ y + dy|x(t) = x,x(t− τ)]
= P[x(t+ τ) ∈ y + dy|x(t) = x] (2.1)
x,y ∈ Ω, τ ∈ R0+
Where Ω is the complete phase space. A protein fulfills this requirement if the
whole phase space including atomic positions and momenta is analyzed. Then the
Hamiltonian equations of motion will give the time evolution from any point in phase
space. But it is not practical to use this high dimensional phase space. The first
dimension reduction is to only use the atomic positions. Leaving out the momenta
in the analysis can introduce memory at small timescales due to inertia. To check
at what timescales the Markov property is still fulfilled for the coordinates alone it
is helpful to model the interactions between the protein and a canonical heat bath
by nonlinear Langevin dynamics as shown by Zwanzig [17].
mx¨ = −∆U(x)− γx˙+ Fr(t) (2.2)
Where γ is a friction constant, m the atomic masses of the atoms, U(x) the
potential energy and Fr a Gaussian distributed random force. When taking the
Fourier transform of eq. 2.2 it is possible to compare the left and right hand site
5
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and estimate a timescale when inertia becomes negligible.
mω2x˜ = −kU˜(x) + γωx˜+ F˜r
⇒ (mω − γ)ωx˜ = −kU˜(x) + F˜r
Friction will be the dominant factor if mω  γ. To get an estimate of the
timescale at which mω = γ we use the Einstein relation γ = 2
D
kbT [18] and order
of magnitude values for kbT at room temperature, the diffusion constant of a water
molecule in water [19] and the atomic mass of a water molecule.
D ≈ 10−9 m2/s, kbT ≈ 10−21 kgm2/s2,m ≈ 10−26 kg
→ 1
ω
≈ 10−14s = 10 fs
This is a very rough estimate. The largest error is likely in the diffusion constant
because the diffusion of a single atom in a protein will certainly not be the same
as for a water molecule in water. We are in the high friction regime because we
are interested in the ns timescale. This means we can restrict our analysis to the
conformation space without introducing memory due to inertia.
2.2. Markov State Models
In this thesis we want to use MSM to extract information about the slow dynam-
ics of a protein from a set of MD-simulations. In this section we will show how
this information can be obtained from MSM, how MSMs are constructed using one
or more MD-simulations and how τMSM should be chosen. To make the flowing
mathematical derivations easier we will make two assumptions.
• Detailed Balance
In equilibrium the fraction of the system going from point x to a point y in a
time τ has to be the same as the fraction going from y to x. This is known
as detailed balance.
6
2.2. Markov State Models
µ(x)p(x,y; τ) = µ(y)p(y,x; τ) (2.3)
µ(x) is the stationary distribution and p(x,y; τ) is the probability to move
from point x to point y in the time τ .
• Ergodicity
For t → ∞ a trajectory has to come arbitrary close to any point in phase
space, which is equivalent to say that the time average and the average over














extracting slow dynamics information from a MSM
Markov State Models are describing the time evolution of ensemble probabilities.
Considering an ensemble with a probability distribution pt(x) 6= µ(x). A straight
forward description for the time evolution is to use a continuous operator Q and
propagate p directly [8].




It is better to use the transfer operator T [8] instead, because it can be directly
estimated from simulations, shown in sec. 2.2, and we can show that the eigenfunc-
tions of T are orthogonal using detailed balance. The transfer operator propagates
functions u which are densities normalized with the stationary distribution ut = ptµ .








































For the third step the detailed balance assumptions was used. This means that all
eigenvectors of T are orthogonal and the eigenvalues are in the range of −1 ≤ λi ≤ 1.
It follows from the definition that T and Q have the same eigenvalues and that their




Because T is self-adjoint the eigenfunctions Ψi are orthogonal to each other and
T can be decomposed into it’s eigenfunctions
ut+kτMSM = [T (τMSM)]




Every physical system has to reach equilibrium for t→∞. Ergodicity states that
there can be only one eigenvalue that is equal to one λi = 1. If two eigenvalues
were exactly one then there would exist two disconnected subsets in Ω and it would
be possible to construct a trajectory that does not visit every point in Ω in an
infinite time. Then a trajectory could be constructed that stays in only one subset
and the time and space averages won’t be equal anymore. For Q the corresponding
eigenfunction is the equilibrium distribution and for T it is a constant. See fig. 2.1
for a 1D energy landscape with 4 wells and the respective eigenfunctions.
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a) b)
c) d)
Figure 2.1.: a) one dimensional energy landscape with 4 local minima. b) sorted
eigenvalues spectrum of T . c) The first 4 eigenfunctions of Q for this
system. Φ1 is the equilibrium distribution, Φ2 is the slowest process
that describes the transition over the highest barrier from left to right.
Φ3 and Φ4 describe the transition over the other two barriers. d) Eigen-
functions of T . For the equilibrium process the eigenfunction Ψ1 is a




Each eigenfunction with a eigenvalue different from 1 represents a process in
the system that is decaying over time. The eigenvalues λi correspond to physical










⇒ iti = −τMSM
lnλi
(2.8)
This definition includes that the timescale for the equilibrium is infinity. If there
is a separation of timescales of the diffusion in a state and the jumps between states
then the sorted eigenvalue spectrum will have a gap, see fig. 2.1. The location of
the gap will give the number of metastable states. For a simple energy landscape
with 4 minima the eigenvalue spectrum shows a gap after the 4th eigenvalue, see fig
2.1 b). The eigenfunctions with an eigenvalue lower then λ4 are describing the rapid
mixing dynamics inside of the states.
This means that by calculating the eigenvalues and eigenfunctions of T we can
extract the slow processes of a protein and their timescales.


















Figure 2.2.: A trajectory in the discretized phase space Ω is projected into the dis-
cretization. Source: [8]
To estimate the transfer operator from one or more simulations the conformation
space it covers has to be discretized, see fig. 2.2. Typically a crisp discretization like
a Voronoi tessellation is used. We will explain the discretization algorithms that we
used in this thesis in chap. 3. For a crisp discretization the phase space is portioned
into n sets S = S1, . . . , Sn such that
⋃n
i=1 Si = Ω and Si
⋂
Sj = ∅ ∀j 6= i. The
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probability for a transition from state i to j is then given by the probability to be
in i at time t and j at time t+ τMSM divided by the probability to be in i at time t
[8].
Tij(τMSM) = P[x(t+ τMSM) ∈ Sj|x(t) ∈ Si] (2.9)
=
P[x(t+ τMSM) ∈ Sj ∩ x(t) ∈ Si]
P[x(t) ∈ Si]
These probabilities can be estimated from simulations with the count matrix cij
and the following membership function χi:
χi(xk) =
1 xk ∈ Si0 otherwise




The count matrices from different simulations can be added up to obtain a com-






We use the Chapman-Kolmogorov equation to construct a simple test to determine
which lag-time τMSM should be chosen to construct a MSM. The equation says that
the transfer operator for nτMSM is equal to applying the operator for τMSM n times
[20].
T (nτMSM) = T (τMSM)
n






− lnλi,T (nτMSM )
=
nτMSM
− lnλni,T (τMSM )
=
nτMSM
−n lnλi,T (τMSM )
=
τMSM
− lnλi,T (τMSM )
(2.12)
This is a necessary condition for a system to fulfill the Markov property but it
is not sufficient. Fig 2.3 shows an example how the implied timescales behave as a
function of the lag-time τMSM . For small τMSM the implied timescale will initially
rise. When the lag-time is large enough so that the dynamics in a state are rapidly
mixing and the probability to jump into any other states become independent from
the previous state in the time τMSM then the implied timescales will be constant.
The smallest τMSM at which this happens should then be chosen to build the MSM.
The implied timescale can rise again if the lag-times used are getting larger then
the implied timescales. Another reason for the implied timescales to rise again is
that the number of statistically independent observed transitions will diminish with
increasing lag-times [21].
















Figure 2.3.: Implied timescales as a function of the lag-time τMSM . In the yellow
region the lag-time τMSM is chosen so short that the system is not
memory free. In the green region the timescale is rising again because
either τMSM is getting larger then the it or sampling is becoming an
issue.
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2.3. Choice of low dimensional subspace
To build an accurate MSM it is not only important to have a good micro state
discretization and chose the correct lag-time τMSM but also to chose an appropriate
low dimensional coordinate space for the discretization. Dihedral angles [22] and
RMSD [15] based coordinate spaces have been used in the past. These methods
require an insight into the specific protein as it is often not clear in the beginning
which sub-space is best or if e.g. should the RSMD only be used from specific parts
of the protein [15]. There is no known way to automatically always choose the best
coordinate space. Two methods to choose a possible coordinate space are PCA and
TICA.
2.3.1. Time-lagged Independent Component Analysis
TICA is a method to determine n slow motions in a protein that are a linear com-
bination of the atomic positions. This linear combination can already be a good
approximation of the slow processes describes with MSM that generally are not a
simple linear combination of the atomic positions. TICA was used to study slow
dynamics in lysine, arginine, ornithine-binding protein [23] and to build MSMs [2].
The TICA components have to fulfill two properties:
• They are uncorrelated at time zero
• Their autocovariance at a fixed lag-time τTICA are maximal.
The TICA eigenvectors can be obtained by solving the following eigenvalue prob-
lem [24]:
C(τTICA)vi = C(0)viλi (2.13)
Where C(τTICA) is the time-lagged covariance matrix defined as:
cij(τTICA) = 〈ri(t)rj(t+ τTICA)〉 (2.14)
Where ri(t) is the mean free i-th atomic coordinate.
13
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2.3.2. Principal Component Analysis
Principal Component Analysis is a common dimension reduction technique for MD-
simulations that aims to select n modes containing as much as possible of the vari-
ations present in a simulation. Here we assume that the large variance motions
identified by the PCA will also be the slowest motions. Fig. 2.4 shows the PCA
modes for a two dimensional multivariate Gaussian.






The second mode is determined by a linear function vT2 x that is uncorrelated to v1
and has maximal variance. This continues until the ith linear function vTi x that has
a maximal variance while being uncorrelated to vT1 x,vT2 x,...,vTi−1x. The functions
vi are the eigenfunctions of the covariance matrix C(0), see eq. 2.14, corresponding
to the i-th largest eigenvalue λi and the eigenvalues λi give the variance in the i-th
mode.
C(0)vi = λivi (2.16)
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Figure 2.4.: 100 random points from a multivariate Gaussian distribution. The two





3.1. Markov State Model
3.1.1. calculating discretizations
To calculate the discretization of the chosen sub-space we will use the clustering
algorithms k -center and kmeans. Both algorithms will place a pre determined number
of cluster centers based on different cost-functions. Each observed point is then
designed to the nearest cluster centers. This is called a Voronoi tessellation.
k-center
Figure 3.1.: k -center clustering with 300 clusters in the first 2 PCA modes of Ubiq-
uitin. The clusters are evenly sized independent of the local density.
k -center creates clusters with approximately equal radii [25]. This is done by
finding a clustering that minimizes the maximal distance of all points in a cluster
17
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to the cluster center. Which can be expressed by the following cost function:




||xi − σ(xi)|| (3.1)
S is the set of clusters and σ is a function to map a point xi to the nearest
cluster center. It is important to note that only observations can be cluster centers.
An approximate solution to this problem can be implemented with a complexity of
Ω(kN), where k is the number of clusters and N is the number of observations and
works as follows:
1. pick a random point as the initial cluster center and assign all other points to
that cluster.
2. calculate the distances to the nearest cluster center
3. Choose the point that has the greatest distance to all cluster centers
4. reassign every point to the closest cluster center
5. repeat step 2-3 until a termination criteria is met e.g. number of clusters
Because this clustering method optimizes for the unweighted inner cluster distance
it is less likely to assign cluster centers close to each other in regions with a high
density. This can help constructing stable MSM because according to Prinz et al.
[8] the discretization error can be minimized by using more cluster centers in the
transitions regions and only sparsely cluster the metastable regions.
k-means







||xj − µi||2 (3.2)
Where µi is the arithmetic mean of the cluster Si. The largest distinction to
k -center is that the cluster center can be assigned to any point in phase-space. The
standard Llyods algorithm is already fast with an average complexity of Ω(nkt) [26],
18
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Figure 3.2.: k -means clustering with 300 clusters in the first 2 PCA modes of Ubiq-
uitin. The clusters tend to be smaller in regions where the density is
high and larger in places with lower density.
where n is the number of samples, k the number of cluster centers and t the number
of iterations. But for large data sets it still takes a considerable amount of time.
Because of this we use the Mini-batch-k -means algorithm [27]. This algorithm uses
a random batch of points b in each iteration step and therefore has a run-time of
Ω(bkt). The speedup gained by this depends on the ratio between the number of
points in a batch and the total number of points. In our case b is much smaller then
the total number of observed transitions. The algorithm works as follows.
1. choose n cluster randomly from trajectory
2. pick b random examples
3. calculate nearest center for examples
4. update centers based on examples
5. repeat 2-4 until termination
The k -center clustering can potentially put a lot of cluster centers at the outer
edges of the phase space with only a small number of observations in that cluster and
few clusters in high density regions with a large number of the total observations.
19
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In comparison k -means will produce a clustering where the number of observations
inside a cluster is more evenly distributed. Which in return will give better statistics
in the count matrix.
3.1.2. estimating errors
To estimate the statistical error of the count matrix, eq. 2.10, and derived quantities
we are using a bootstrap method [28]. We will generate new samples of transition
from the original observed transitions and then estimate the error by averaging over
the values calculated from the new samples. A new sample is generated by randomly
choosing a transition from the original transitions, until the same amount of data
as in the original data set is obtained.
3.2. Time-lagged Independent Component Analysis








Where ri are the mean free observed atomic positions ri = xi−〈xi〉T . To calculate
this for an ensemble of trajectories the matrix can be averaged if all the simulations
have the same length C = 1
M
∑M
i=1 C˜i. Assuming that the dynamics are reversible
the matrix is symmetrical. For finite data sets, symmetry must be enforced, C =
1
2
(C˜ + C˜T ).
choice of τTICA
Since τTICA is a free parameter in TICA we need a way to determine a possible
choice of τTICA from the simulation. Our approach is to calculate the ACF from the
projections of the first 10 PCA modes and pick the longest estimated autocorrela-
tion time τ of the projections. We will estimate the autocorrelation time from the
normalized autocorrelation function.
20
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ACF (t) = 〈xt′xt′+t〉T = 1






To estimate the autocorrelation time from the ACF we use 3 different methods

















The second method is to use the fact that the integral over the exponential decay





For finite data sets this integral cannot be evaluated until infinity. So for the
estimates the infinity is replaced with an finite T that is set to the shortest time the
ACF falls below 0 or half the time of the simulation.
The third method is to estimate the autocorrelation time only from the initial
values. For this we calculate the integral over the ACF up to a time T and then














= τ(1− e−Tτ )






→ τ = −3T
2 −√3(8F − 5T )T 3
12(F − T ) (3.4)
In an ideal case for T smaller then τ errors are at most 5%. This function only
works so long as (8F − 5T ) > 0, which if F is substituted means that T ≤ τ . To
determine the optimal T from a simulation we use the largest T that is smaller then
1
e
and bigger then 8F .
The 3 algorithms are named as follows in the rest of this thesis.














We analyzed 100 simulation of Ubiquitin (PDB code 1UBQ) in the NPT ensemble
with a pressure of 1 Bar, a temperature of 300 K and a length of 381.4 ns each for a
total time of 38.14µs. The simulations were done using the Gromacs 4.6 molecular
dynamics package with the AMBER99SB forcefield [29] and the SPCE water model
with an integration step of 4 fs. Snapshots have been recorded every 20 ps.
22
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4. Results & Discussion
4.1. TICA
To find out if TICA will find the slow motions for simulations that are not converged
we applied TICA and PCA to one simulation of a 100 dimensional random walk
in a flat energy landscape and compared them, see fig. 4.1. The random walk
was generated using 100 independent 1-dimensional walkers with a uniform stepsize




























Figure 4.1.: Projection of the first PCA and TICA modes of a 100 dimensional ran-
dom walk in a flat energy landscape with 200000 steps. green) The
projection of the first PCA-mode. blue) The projection of the first
TICA-mode built with a lag-time of 5000 steps. Here the mode re-
sembles a sin curve with a full period. orange) Projection of the first
TICA-mode built with a lag-time of 20000 steps. The mode shows a
higher frequency oscillation
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Figure 4.2.: Sketched here is the normalized ACF for periodical signals with a single
frequency. The blue curve is the ACF for a sine curve with period 1.
The orange curve is the ACF for cosine with period one-half. The ACF
for a sine curve with period 30 is shown in gray
The projection of the first PCA resembles a cosine with period one-half. Indeed
it is has been shown [30] that the PCA modes for a high dimensional random walk
in a flat energy landscape are cosine functions with a period of one half the index of
the PCA-mode. The first PCA-mode is the slowest motion in this system all other
modes show higher frequency oscillations. If TICA would always find the slowest
motion we would expect it to show similar modes as PCA. Fig. 4.1 shows that this
is not the case. For small lag-times the first TICA mode is a sine function with
period one and for larger lag-times τTICA the first mode becomes a superposition of
periodic functions with a higher frequency.
This happens because TICA is optimizing for modes that have the highest ACF
value at a lag-time τTICA. Fig. 4.2 shows a sketch of the ACF for sines and cosines
with different periods. For any given time τTICA ∈ [0, T2 ] there is a function that
has a higher ACF then a cosine with period one, so TICA cannot find this motion.
Fig. 4.2 also shows that for small τTICA a sine curve with period on has the highest
ACF value.
This means that TICA does not necessarily find the slowest motion for a simula-





We want to know if a simulation time less then 100µs is enough to find slow motions
in a protein using MSMs. For this we analyze 100 simulations of Ubiquitin, that were
provided by Servaas Michielssens. Each simulation is 380 ns for a total simulation
time of 38µs. We applied TICA and PCA on the Cα-atoms of residue 1-71 to
construct different sub-spaces. We then proceeded to build MSM in these sub-spaces
with discretizations calculated from the k -means and k -center clustering algorithms.
Fig. 4.3a shows the projection of all simulations onto the first TICA mode. One
simulation does not overlap with any of the others in the projection of the first
mode. This happens independent of lag-times we used to construct TICA. The lag-
times were calculated from the estimated autocorrelation tims of the projections of
the first 10 PCA modes with the methods described in sec. 3.2. To check if this
wasn’t just an artifact of TICA we looked at the backbone of this simulation and
compared it to the others, see fig: 4.3b the outlier is shown red. This confirms that
this simulation is different from the others. Because MSM are build from observed
transitions between different regions of the phase space and this one never transitions
to any of the other simulations we exclude it from further analysis.




















(a) first TICA mode (b) backbone
Figure 4.3.: a) Projection of all 100 simulations onto the first TICA mode b) Snap-
shot of all trajectories at 10 ns. Residues with a large contribution to
the first TICA mode are drawn thicker. The outlier is shown in red.
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4.2.1. Markov State Model
PCA
We constructed 3 sub-spaces using the PCA from the Cα-atoms of residue 1-71. One
from the projection onto the first mode, one with the projections onto the first 2
modes and the last one with the projections of the first 3 modes. Each sub-space
was discretized with 100 clusters centers using k -means and k -center . 100 lag-times
chosen uniformly between 0.1 ns and 150 ns were used to build the MSMs. The
mean and standard deviation of the implied timescales were calculated using 100
bootstrap samples for each sub-space, see sec. 3.1.2. The implied timescales for the
first two eigenfunctions of the different sub-spaces are shown in fig. 4.4.
The first implied timescales, see blue circles in fig. 4.4, calculated in the sub-space
of the first mode are marginally larger then the lag-time τMSM used to build the
MSM with both clustering algorithms. The second implied timescales cannot be
resolved because they are always below τMSM . The standard deviation is under 1 ns
for all calculated implied timescales.
When we cluster the 2 dimensional subspace of the first two PCA modes the
first implied timescale, green circles in fig. 4.4, is significantly larger then the lag-
times τMSM and rises to almost 600 ns for the largest lag-time. The second implied
timescales cannot be resolved in this sub-space either. This does not change if the
first 3 modes are used. The standard deviation is under 3 ns for all calculated implied
timescales.
In all used sub-spaces the implied timescales never level-off. This could be because
of large internal barriers in one or more micro-states or because the PCA modes are
not describing the slow motions in Ubiquitin.
TICA
We constructed TICA modes from the Cα-atoms of residue 1-71 for different lag-
times. The lag-times τTICA, see tab. 4.1, chosen to construct the TICA modes were
estimated from the largest autocorrelation time from the projections of the first 10
PCA modes using the methods described in sec. 3.2.
The first 3 modes are parallel independent of the lag-time is chosen to construct
TICA, see tab. A.1. That TICA has found the same modes for different lag-times




























































Figure 4.4.: Implied timescales for MSM’s build in different PCA sub-spaces. Blue
are the it for MSM’s build with the first mode, green for the 2 modes,
red for 3 modes. The circles show the it of the first eigenfunction and
diamonds the second. The clustering was calculated with 100 clusters-
centers for each clustering algorithm and in all sub-spaces.
decay integral taylor
9.16 ns 11.06 ns 4.12 ns
Table 4.1.: Longest autocorrelation times calculated from the projections of the first
10 PCA-modes
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Figure 4.5.: Implied timescales for MSM’s build in TICA sub-spaces, We used differ-
ent sub-spaces blue are the it for MSM’s build with the first mode, green
for the 2 modes, red for 3 modes. The circles show the it of the first
eigenfunction and diamonds the second. The clustering was calculated
with 100 clusters-centers in all sub-spaces.
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4.2. Ubiquitin
We use the first 3 TICA modes to construct the same sub-spaces as described in
sec. 4.2.1. We will use the modes calculated with τTICA = 11.06 ns. Because the first
3 modes are independent from the different possible lag-times τTICA we calculated,
we could have used either of the other two lag-times as well. Each sub-space was
discretized with 100 clusters centers using k -means and k -center . 100 lag-times
chosen uniformly between 0.1 ns and 150 ns were used to reconstruct MSMs. The
mean and standard deviation of the implied timescales was calculated using 100
bootstrap samples for each sub-space, see sec. 3.1.2. The implied timescales for the
first two eigenfunctions for the different sub-spaces are shown in fig. 4.5.
Using only the first mode the first implied timescale is leveling off at about 1200 ns
for τMSM > 91 ns, see the blue circles in fig. 4.5. This behavior is independent of the
clustering algorithm. The mean implied timescale for τMSM = 91 ns is 1165 ± 4 ns
for both clusterings. The second timescale is not resolved as it always stays below
the input lag-time τMSM .
Using the two dimensional sup-space with the first 2 TICA modes we can resolve
the first and second implied timescale, see green circles and diamonds in fig. 4.5.
The first implied timescale is not leveling off using either clustering algorithm and
reaches values above 2000 ns. The standard deviation are always under 200 ns using
the k -center discretization and 80 ns using k -means . The second implied timescale
is leveling-off at about 1300 ns for both discretizations.
The first 2 implied timescales of the sub-space constructed with the first 3 modes
are shown in red in fig. 4.5. The maximal first implied timescale is reaching values
of up to 24µs using a k -center clustering and 14µs with k -means . In this sub-
space the standard deviation is also getting larger, up to 8878 ns using k -means .
This is indicating that we have sampling problems and that a few transitions are
dominating the first implied timescale.
Fig. 4.6 shows the projection of the first 3 TICA modes for all 99 simulations.
There are 8 simulations transitioning to new phase space regions. 4 in mode 2 and
4 different simulations in mode 3. A timescale for the process in a single mode can
be estimated from the number of events by dividing the total simulation time by
the number of observed events. This gives an order of magnitude estimated for the
timescale of 10µs with 4 events in about 40µs of simulation time. The implied
timescales estimated from the MSMs differ from that value by a factor of 3 or less.
This means that the timescales estimated with the MSMs are in a reasonable range
but more simulations are needed to get a better estimate.
31























Figure 4.6.: Projection of 99 simulations onto the first 3 TICA modes. Simulations
that experience a jump in mode 2 or 3 are drawn with a different color
each. Simulations without a jump are down in light gray.
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4.2. Ubiquitin
4.2.2. Φ52 Ψ53 dihedral angle flip
Figure 4.7.: a) The two states of the 53 and 52 residue. b) Backbone snapshot of 99
simulations at 10 ns. Residue 52 and 53 are shown in blue, the residues
with the 10 largest contribution to the first TICA mode are green.
The MSMs build with the first TICA mode showed the best convergence in the
implied timescales. To understand what motion the first TICA mode is describing
we looked at the backbone of the residues from the coordinates with the 10 largest
contributions to the first TICA-mode. These residues are 20, 21, 22, 49, 50, 51 and
52. Fig. 4.7 shows a snapshot of all simulations at 10 ns. All of the contributing
residues except for 52 are shown in green.
The most notable motion we found is a flip in the dihedral angles Ψ52 and Φ53.
Residues 52 and 53 are shown in blue in fig. 4.7.
To find out if the timescale of the flip is similar to the timescale calculated for the
projection of the first TICA mode we characterized the flip with two states using
the difference Ψ52−Φ53. To find a barrier separating the two states we clustered all
99 simulations using k -means with 2 cluster centers, see fig. A.1. The simulations
where the distance between the cluster centers is above 100◦ are have the flip. The
barrier is then defined as the mean of the cluster centers in all simulations with a
flip.
We calculated MSM and implied timescales with the 2 state model and in the
Ψ52, Φ53 space like before, sec. 4.2.1. We used 100 lag-times uniformly distributed
33
4. Results & Discussion


























Figure 4.8.: a) First implied timescales in different sub-sapces. (red) the first TICA-
mode, see Sec. 4.2.1. (blue) 2 state model of the difference Ψ52 − Φ53.
(green) k -means discretization with 100 cluster centers in the in Ψ52,Φ53
space. (purple) k -center discretization with 100 cluster centers. b)
Projection of all simulations into the Ψ52,Φ53 space.
between 0.1 ns and 150 ns and estimated the mean and standard deviation with 100
bootstrap samples, see fig. 4.8a.
The 2 state model has an implied timescale of 655± 2 ns for the MSM build with
τMSM = 150 ns. This is about half the value calculated for the first TICA mode
using the same τMSM .
When we use the Ψ52,Φ53 space and cluster it with 100 cluster centers using k -
means and k -center the implied timescales don’t converge but fluctuate around value
for the first TICA mode and have a large standard deviation.
Fig. 4.8b shows the projection of all simulations in the Ψ52, Φ53 space. Building
a good clustering in this space is hard because there are 3 irregular shaped regions
with a very high density, two small with a lower density and few points in between.
k -means will place most cluster centers here into the region with a higher density
and very few in the transition regions. k -center on the other hand will place most
cluster centers in the sparsely populated transition regions that leads to a handful
of clusters containing almost all observations.
Considering this it is surprising that the calculated implied timescales differ only
so little from implied timescales calculated with the first TICA mode. This is a
good indication that the flip in these dihedral angles is responsible for the motion




By applying TICA to a high dimensional random walk with a flat energy surface
we could show that the TICA modes do not necessarily correspond to the slowest
motions. We showed evidence that this is because TICA is optimizing for the value
of the autocorrelation function at a given time τTICA. This means that TICA will
only find the slowest motions if these motions have the largest ACF value at the
time τTICA.
One check to see if TICA indeed found the slowest motions is then to look for
oscillations that resemble a sine wave in the projection of first TICA mode. Another
is to build TICA with different lag-times and compare the scalar product of the
eigenvectors. If the eigenvectors are parallel then TICA has likely found a slow
motion.
Ubiquitin
Using PCA on the Cα-atoms we could not identify a slow motion in Ubiquitin. This
is not because of bad sampling, since the standard deviation is small, but rather
because PCA is not an optimal choice to build MSM for Ubiquitin.
With TICA applied to the Cα-atoms we found a slow motion with a timescale of
1165± 4 ns in the first TICA mode. We could also show that this motion is linked
to a flip in the Φ52 and Ψ53 dihedral angles.
TICA also identified one simulation that does not show a transition into a phase
space region close to any of the other simulations. When this simulation was ex-
cluded from the analysis TICA still found 8 simulations that go into new regions of
the phase space. The low number of transitions into these new regions prevented us
from getting reliable estimates for the timescale of that motion. This suggest that
there are slow motions in Ubiquitin that have a timescale larger then 10µs.
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5. Conclusion
This means MSM can be used without accumulating simulation time in the mil-
lisecond range. A total simulation time of 38µs is already enough to study slow




Formally the general eigenvalue problem for TICA, eq. 2.13 can be interpreted as
the search for a coordinate set that maximize the value of the normalized ACF for
a specific value of τTICA.
C(τTICA)
C(0)
ui = uiλi(τTICA) (6.1)






C∗ui = uiλi (6.3)
This set of coordinates would be parameter free. This might find a cosine motion
for a high dimensional random walk in a flat landscape because the autocorrelation
time for the cosine is higher then that of a sine. We would need to check if this can
outperform the current TICA algorithm to find good sub-spaces for MSM building
with proteins..
Ubiquitin
To resolve the slow transitions and get better estimates of the timescales more
sampling is needed for this it would be possible to either spawn new simulations
from trajectories were we know that they are at the boundary of the space we




decay vs. integral decay vs. taylor taylor vs. integral
1 0.998 0.993 0.986
2 0.999 0.996 0.994
3 1.000 0.999 0.998
4 0.957 0.811 0.641
5 0.976 0.089 0.070
Table A.1.: Absolute value of the scalar product for the first 5 TICA modes. The





















Figure A.1.: Top shows the cluster centers found by k -means for the distance Ψ52−
Φ53 for 99 simulations. The cluster centers with the larger value is
shown in red and the other in blue. The green line is the mean of the
cluster centers for all simulations where the distance between clusters
centers is above 100 ◦. The bottom shows the distance between the
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