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Если норма )( 1xf  меньше, то мы брали значение 1x  за эталон и повторяли все шаги 
с уменьшением 0β  и сравнением норм заново. А в противном случае в качестве на-
чального параметра принимается 0β . 
Всего таких шагов проводилось 10. 
Результаты эксперимента показали незначительное увеличение процента сходимости 
всех методов. 
Вычислительном эксперимент №3 состоял в следующем: для каждого метода мы со-
хранили значения векторов 0x , для которых данный метод не сошелся. Далее мы по-
вторяли вычисления, принимая за начальные приближения вектора равные разности 
двух «плохих» векторов. Результаты эксперимента показали, что среди векторов на-
чальных приближений, найденных таким образом, сходимость стабильно более (при-
мерно на 10%) высокая по сравнению с векторами, взятыми случайным образом.  
В вычислительном эксперименте №4 мы сохраняли «плохие» значения вектора 
0x наиболее эффективного из методов – трехшагового метода (2)-(4),(9) – и использова-
ли данные значения как начальные приближения для одного из наименее эффективных 
методов - метода (2),(3),(7),(11). Результат вычислительного эксперимента показал, что 
в ряде случаев эти «плохие» вектора являются вполне хорошим начальным приближе-
нием для другого метода. Таким образом, комбинированное использование двух раз-
личных методов позволяет расширить область сходимости. Это говорит о том, что об-
ласти сходимости различных методов есть множества пересекающиеся. 
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В работах [1-3] рассматривается метод построения общего интеграла специальной 
формы для нелинейных обыкновенных дифференциальных уравнений второго и 
третьего порядков. Приведенные в этих работах алгоритмы поиска коэффициентных ус-
ловий, при выполнении которых рассматриваемое дифференциальное уравнение имеет 
заданный общий интеграл, распространены на уравнения 4-го порядка и реализованы в 
кодах системы символьных вычислений Mathematica 6.03. 
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= , (1) 
 
где −=  )4,1(  iCi  произвольные постоянные,  )5,1(  =jjϕ – произвольные, отличные 
от нуля аналитические функции, −=  )4,1(iiλ  некоторые постоянные. Сформулируем 
следующую задачу: найти дифференциальное уравнение 4-го порядка, общий интеграл 
которого имеет вид (1). 
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которое будет представлять общий интеграл дифференциального уравнения 4-го порядка. 
Алгоритм построения дифференциального уравнения, для которого соотношение (4) 
будет общим интегралом, проводится в два этапа: 1) построение дифференциального 
уравнения с неопределенными коэффициентами; 2) установление соотношений, связы-
вающих коэффициенты построенного дифференциального уравнения. 
Результатом первого этапа построения алгоритма является дифференциальное 


















































































где ijkla  - коэффициенты при ,,,,,
)( Ζ∈′′′′′′ lkjiyyyy lIVkji  ,10,0=i , 1,0,2,0,4,0 === lkj . 
Реализованный средствами ССВ Mathematica алгоритм позволил установить вид ко-
эффициентов дифференциального уравнения (5), линейные зависимости между коэф-
фициентами при одинаковых весовых характеристиках, а также вид функций 
 )4,1( =iiξ , что позволяет классифицировать дифференциальные уравнения вида (5) в 
зависимости от вводимых коэффициентов и строить для них общий интеграл. 
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Поскольку некорректные задачи постоянно возникают в многочисленных приложениях 
математики, то проблема их решения и разработка методов их решения является акту-
альной. В работе предлагается новый метод решения некорректных задач. Цель иссле-
дования – доказать сходимость метода и получить оценки погрешности в исходной нор-
ме гильбертова пространства.  
В гильбертовом пространстве H решается уравнение I рода 
 
Ax y= ,                                                           (1) 
 
где A  – неограниченный положительный самосопряжённый оператор, для которого нуль не 
является собственным значением. Однако нуль принадлежит спектру оператора A  и, сле-
довательно, задача о разрешимости уравнения (1) является некорректной. Если решение 
уравнения (1) существует, то будем искать его с помощью итерационного метода 
 
2 -1
1 0( ) ( ),  0n nx A B Bx Ay x+ = + + = .                                 (2)   
Здесь B  – ограниченный вспомогательный самосопряжённый оператор, который 
выбирается для улучшения обусловленности. В качестве B  возьмём оператор 
,  0,  B bE b E= > − тождественный оператор. В случае приближённой правой части 
yδ , y yδ δ− ≤ , итерационный процесс (2) запишется в виде 
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1 ,( ) ( ),n nx A B Bx Ayδ δ−+ = + +  0, 0x δ = .                            (3) 
Для метода (3) доказаны теоремы. 
Теорема 1. Итерационный процесс (2) сходится к точному решению   уравнения (1). 
Теорема 2. Если выбирать число итераций n  в зависимости от δ  так, чтобы 
0, , 0,n nδ δ→ →∞ →  то итерационный процесс (3) сходится. 
