Abstract. We are interested in a spatial-temporal variational model for image sequences. The model involves a 4 fitting data term adapted to different modalities such as denoising, deblurring or emission tomogra-5 phy. The regularizing term acts as an infimal-convolution type operator that takes into account the 6 respective influence of space and time variables in a separate mode. We give existence and uniqueness 7 results and provide optimality conditions via duality analysis. 8
1. Introduction. In this paper, we examine variational inverse problems for dynamic image and Magnetic Resonance Imaging.
22
The aim of this paper is to study variational regularization models in an infinite dimensional 23 setting defined on a spatial-temporal domain. In particular, given a corrupted image sequence 24 g, we look for a solution u, in a Banach space X , to the following generic minimization problem 25 (1.1) inf u∈X H(Au, g) + N (u).
26
The first and second terms represent the well known data fitting term (fidelity) and the regular-
27
izer respectively. The former is determined by the nature of degradation, e.g., a transformation 28 through a continuous and linear operator A with the presence of random noise, as well as the 29 modality of the problem. The latter imposes a certain prior structure (regularity) on the solu-30 tion u. Regarding image restoration, the minimization problem (1.1) has been extensively used 31 and examined from both theoretical and numerical point of view for different applications. For 32 instance, we refer the reader to the famous ROF variational model [36] , where the use of func- 
39
A quite natural approach towards image sequence reconstruction is to apply the minimiza- where Q = T ×Ω ⊂ R 3 is the three-dimensional spatial-temporal domain with T = (0, T ).
Here, we have a positive vector α = (α 1 , α 2 ) acting on the space and time respectively with
and the TV smoothness is applied along both the spatial and the temporal directions. An T in separate modes respectively and preserves spatial and temporal details more accurately.
73
In particular, we can decompose (1.4) into a spatial and a temporal total variation, see [2] ,
74
and write
75
(1.5)
and anisotropic (1.5) total variation spatial-temporal regularization we select the parameters 83 of the isotropic/anisotropic TV such that in both cases they will have the same distance for In Figure 1 .2, we present the surface plots of three of the five frames of the correspond-86 ing regularized solutions of (1.1) with the squared L 2 norm fidelity term. We observe that 87 anisotropic regularization is able to preserve the geometry of these objects.
88
Motivated by (1.5), we proceed with a further decomposition in terms of the test function 89 ϕ and define the following decoupled spatial-temporal total variation regularization,
where TV x is given by (1.2) and and TV t (u) is defined similarly (see (2.2) is used via the concept of the infimal convolution,
105
This regularization functional is able to favor reconstructions with a relatively small F 1 or 106 F 2 contribution. In the imaging context, this is introduced in [15] , where a first and second
107
order TV-based regularizers are combined in order to reduce the staircasing phenomenon.
108
Under this regularizer, the corresponding solution u of (1.1) promotes both piecewise constant 109 and smooth structures due to the presence of higher order derivatives and in fact provides a 110 certain decomposition between piecewise constant and smooth regions. On the other hand,
111
Holler and Kunisch in [25] , extend the notion of infimal convolution in the context of dynamic processing. In such a setting, they propose the use of total variation functionals as in (1. for an image sequence u. Given two positive vectors λ = (λ 1 , λ 2 ) and µ = (µ 1 , µ 2 ),
119
(1.8)
120
Depending on the choice of λ, µ one can enforce a certain regularity and either focus on space tuned automatically via the infimal convolution and highlights the cost either on space or time.
126
The choice of parameters will be discussed in Section 3. We would like to mention that the 127 functionals in (1.7) are not necessarily total variational functionals and other combinations or 128 high order functionals may be used, see for instance [39, 7] .
129
This manuscript is for review purposes only.
Finally, we would like to emphasize on the nature of the positive parameters defined above.
130
In the definitions (1.4), (1.5) 
146
Outline of the paper: The paper is organized as follows: we first recall some general properties 
163
Here, TV x and TV t stand for the spatial and temporal total variation for every t ∈ T and 164 x ∈ Ω respectively. In particular, we have
with the corresponding sets 167 (2.3)
where div x is the divergence operator on the spatial domain and | · | 2 is the isotropic-euclidean 169 norm in space. Finally, we define the space of functions of bounded variation on the spatial-
170
temporal domain Q, acting isotropically in these two directions i.e.,
171
(2.4)
172
In sequel we drop the index (t, x) in the total variation on Q notation so that TV stands
173
for TV (t,x) . Note that div (t,x) = ∂ ∂t + div x . As we pointed out in the introduction, one may
174
consider an equivalent anisotropic norm using for any
, |ϕ 0 (t, x)| ≤ 1 and all the following results are still true.
176
In the following theorem, see [3, 5] , we recall some useful properties on the BV(O) space, where
is a Banach space.
(a) For any u ∈ BV(O) there exists a sequence u n ∈ C ∞ (Ō) such that
This manuscript is for review purposes only. 
whereū is the mean value of u on O.
.
180
The lemma below is essential for the forthcoming analysis and relates the spaces defined by 
184
Lemma 2.1. We have
187
Proof. We start with the first inclusion,
Similarly,
Then, for every ξ ∈ K,
The right hand side is finite independently of ξ since u ∈ L 1 (T ; BV(Ω)) ∩ L 1 (Ω; BV(T )). Therefore, u ∈ BV(Q) and
Let us prove the converse inclusion. We first assume that u ∈ W 1,1 (Q). Then, using Fubini's theorem we get t
we write |∇ t,x u| 2 = ∂u ∂t
We now consider u ∈ BV(Q) and show that u ∈ L 1 (T ; BV(Ω)).
BV(Q) in the sense of the intermediate convergence [5] , there exists a sequence of functions
Using (2.6) and Fatou's Lemma we have that
a.e. t ∈ T , we have that
Hence,
and
This means u(t, ·) ∈ BV(Ω) a.e. t ∈ T . In a similar way, we have that u(·, x) ∈ BV(T ) a.e x ∈ Ω, since
Finally, using (2.7), we get
202
This ends the proof, and the inequality (2.6) is also valid for every u ∈ BV(Q). and temporal variations, we write
i.e.,
and for temporal penalization, Ψ α 2 as
227
Note that Φ α 1 , Ψ α 2 are convex functionals and that the time dependent parameters α 1 , α 2
228
will satisfy
Therefore, using Lemma 2.1 and equations (3.2),(3.3) we have the following:
231
Definition 3.1. Let be X = BV(Q) and α = (α 1 , α 2 ) that satisfies (3.4). We define the 232 spatial-temporal total variation regularizer F α on X as
that is
Moreover, for the spatial-temporal infimal convolution total variation regularization we fix λ = (λ 1 , λ 2 ) and µ = (µ 1 , µ 2 ) that satisfy (3.4) and write Proof. We start with the lower semicontinuity of Φ α 1 . The proof is similar for the lower
241
If lim inf n→+∞ Φ α 1 (u n ) = +∞ then the lower semicontinuity inequality is obviously satisfied.
242
Otherwise, one can extract a subsequence (still denoted u n ) such that
247
Moreover, for a.e. t ∈ T we have
and for almost every t ∈ T lim inf
Finally,
Eventually, the functional F α is lower semicontinuous on BV(Q) as the sum of two lower 248 semicontinuous functionals.
249
Next result provides a relation between the total variation regularization which correlates 250 space and time and the functional F α where these directions are treated separately. It is a key 251 result to prove well-posedness results in the forthcoming analysis.
252
Theorem 3.1. Assume that α = (α 1 , α 2 ) satisfies (3.4). Then, there exists positive con- 
In (3.6), we observe that the time dependent parameter α 1 that acts on the spatial domain 263 of F α does not contribute to the correlated spatial-temporal total variation. In terms of the 264 infimal convolution regularizer, a similar result is true when a certain assumption on the time 265 dependent parameters is imposed.
266
Proposition 3.2. Let λ = (λ 1 , λ 2 ) and µ = (µ 1 , µ 2 ) be time dependent positive parameters 267 that satisfy (3.4). Additionally, let κ > 0 such that µ 2 = κλ 2 . Then, there exists constants 268 C 1 , C 2 > 0 depending on λ, µ and κ such that
Proof. Let be u ∈ BV(Q), then for any v ∈ BV(Q) using Theorem 3.1, we have that
Passing to the infimum over v ∈ BV(Q) and obtain the left-hand side of (3.8). On the other hand, we have that approach a certain relation between λ, µ has to be imposed. For instance, one choice could be
with 0 < λ(t) < 1 for every t ∈ T , see for instance [7] .
283
However, the assumption µ 2 = κλ 2 may be not satisfied in that case except if we choose constant 284 parameters. One could choose instead,
and µ 2 (t) = κλ 2 (t) with κ > general the choice of parameters should follow a specific rule in order to avoid only spatial and 287 only temporal regularization.
288
The following is an immediate result when we consider constant parameters with respect 289 to time.
290
Corollary 3.1. Assume α, λ and µ are positive constant parameters. Then, we have the 291 following relations for every u ∈ BV(Q),
where α min = min {α 1 , α 2 } and α max = max {α 1 , α 2 } and respectively for λ min and λ max .
296
Proof. Recall that relation (2.5) gives
Next, we get
302
308
The second inequality is a direct consequence of Proposition 3.2. We consider a linear and continuous operator with the following assumptions:
319
(ii) Aχ Q = 0, (3.9) 320 (iii) A(α(t)u) = α(t)A(u), a.e. t ∈ T , for any positive time dependent parameter α.
322
Condition (ii) yields that A does not annihilate constant functions which is an important tool to derive existence results. Condition (iii) is obviously satisfied if α is a positive constant. However, we require more: we need that an one-homogenous property holds for any positive time dependent function t → α(t). This may appear restrictive but it still allows to consider an identity operator for A: this is the case when we deal with denoising. This includes also spatial deblurring processes. Indeed, in that case we define A as a spatial convolution operator. Precisely, we may consider Au := h * u, where h is a spatially blurring kernel that remains constant over the time domain. Consequently, we get
Next me may define,
324
as our data fitting term. This is suitable for dynamic data corrupted by noise that follows
325
Gaussian distribution (q = 2) or impulse noise (q = 1) for example, see also [10] . 
339
We refer the reader to [31] for general continuity results of the Radon transform in L p spaces. 
weakly lower semicontinuous with respect to L 1 (Σ)) topology.
(3.14)
360
In what follows, we fix w 1 = g as the dynamic datum. Assume that
and set
364
With the above definition we have
366
As we deal with the minimization problem (3.1), we can neglect the terms that are independent 367 of w. Indeed, the H(g, g) term do not count on the minimization problem (3.1). Let us mention 368 that the domain of above expression is the cone of positive functions whose log belongs to L 1 (Σ)
369
and that H(g, w) = +∞, if w vanishes on a subset of Σ of non null measure or if log w / ∈ L 1 (Σ).
370
The boundedness assumption (3.15) is true from the practical point of view since we deal with 371 a finite acquisition time.
372
Lemma 3.2. The Radon transform R satisfies (3.9) (ii) and (iii).
373
Proof. Due to the definition of the Radon transform (3.11), we clearly have
Moreover, the Radon transform is injective ([28, Theorem 2.57]) so that it does not annihilate 374 constant functions and relation (3.9) (ii) is ensured.
375
To conclude, we define
whose domain is
as our data fitting term. Note that D ⊂ L 1 + (Q) since u ≥ 0 a.e. implies that Ru ≥ 0 a.e . As a direct consequence of Lemma 3.1 and the definitions above we get a lower semicontinuity result for H. Precisely, for every sequence (u n ) ∈ D that strongly converges to u for the L 1 (Q) topology we have H(g, Ru) ≤ lim inf n→+∞ H(g, Ru n ). of the data fitting term in (3.10) and (3.18). We focus on the infimal convolution total variation 385 regularizer case i.e., N (u) := F λ #F µ (u). In the case of the total variation regularizer, the 386 forthcoming analysis is similar and most of the proofs are the same with minor adaptations.
387
We prove well-posedness (existence,uniqueness and stability) via the direct method of calculus 
392
In particular, we need the lower semicontinuity condition to be true for both the regularizing 
409
Proof. Let α be in W 1,∞ (T ) such that 0 < α min ≤ α(t) a.e. t ∈ T . We use Proposition 8.4 of [13] : a function f ∈ L ∞ (T ) belongs to W 1,∞ (T ) if and only if there exists a constant C such that |f (x) − f (y)| ≤ C |x − y| for a.e. x, y ∈ T .
Here, we assume that α ∈ W 1,∞ (T ) so that there exists C such that |α(x) − α(y)| ≤ C |x − y| for a.e. x, y ∈ T .
Using again Proposition 8.4 of [13] this proves that
1/α ∈ W 1,∞ (T ). Moreover, if αu ∈ BV(Q) 410 then u ∈ BV(Q). Indeed, u = 1 α (αu) and 411 u BV(Q) = 1 α (αu) BV(Q) = 1 α (αu) L 1 (Q) + TV( 1 α (αu)) 412 ≤ 1 α min αu L 1 (Q) + TV( 1 α (αu)) .
414
Now, if β ∈ W 1,∞ (T ) and v ∈ BV(Q) we get
where β is the (distributional) derivative of β. We set with β = 1 α and v = αu:
419
Next, we show that the inf-convolution operator is exact in our case.
420
Lemma 4.2 (Exactness of F λ #F µ ). Assume that λ and µ verify (3.4) and there exists κ > 0 such that µ 2 = κλ 2 . Then, for every u ∈ BV(Q), there exists v u ∈ BV(Q) such that
Proof. Fix u ∈ BV(Q). Let v n be a minimizing sequence of
Then v n ∈ BV(Q) and without loss of generality we may assume that the mean value of µ 2 v n is
Indeed, since µ 2 = κλ 2 , it is easy to see that
so that w n := v n − 1 µ 2 µ 2 v n is also a minimizing sequence that satisfies Q µ 2 w n dx dt = 0.
424
435
Theorem 4.1. Assume that λ and µ verify (3.4) and there exists κ > 0 such that µ 2 = κλ 2 .
436
Then, the infimal-convolution F λ #F µ operator is lower semicontinuous on BV(Q) with respect 437 to the L 1 (Q) topology. Precisely, if u n is a sequence in BV(Q) that converges to some u with 438 respect to the strong L 1 (Q) topology then
relation (4.4) is satisfied. Otherwise, there exists a subsequence (denoted similarly) and a constant C such that for every n ∈ N,
We claim that (µ 2 v n ) is BV-bounded (that is µ 2 v n BV(Q) is uniformly bounded with respect to n). Indeed, Theorem (3.1) yields
Using Poincaré-Wirtinger inequality, we have that
Following similar steps as before, there exists a subsequence v n w * ṽ in BV(Q). Due to the lower semicontinuity F λ and F µ with respect to the L 1 (Q) topology and its exactness, we have • Case (1): the data g ∈ L q (Q) and A satisfies (3.9), or
445
• Case (2): the data g ∈ L ∞ (Σ).
446
Let λ, µ be parameters that satisfy (3.4) and that there exists a real number κ > 0 such that 447 µ 2 = κλ 2 . Then, there exists a solution to problem (P).
448
Proof. We first observe that E(u) is bounded from below and there exists u 0 ∈ BV(Q) 449 such that E(u 0 ) < +∞. Let u n ∈ BV(Q) be a minimizing sequence of problem (P). Then
This implies in particular that u n ∈ BV(Q) ∩ D in case (2) . In the sequel, we indicate the dependence of the different bounding constants M i with respect to g because we need a precise estimate to prove Theorem 4.4. Using Proposition 3.2, we deduce that TV(w n ) is bounded where we have set w n = λ 2 u n . Therefore, with the Poincaré-Wirtinger inequality, then we have
The goal is to prove that the sequence (u n ) is bounded in BV(Q). This is equivalent to find an 453 estimate on the last term of the above inequality. To achieve this, we consider the two cases 454 with respect to the choice of the fidelity term presented in Section 3.2.
456
Case (1) :
459
(3.9). Then, one has that
where
Recall that g ∈ L ∞ (Σ) and that we require an additional positivity constraint u n ≥ 0.
472
Therefore, it suffices to bound Q w n dx dt. We employ (3.14) and using (3.12) we have
478
Hence, 
On the other hand,
Combining (4.7),(4.11) and (4.14), we derive that
If n is such that B n ≥ 1, it is immediate from (4.15) and Rχ Q = 0, see Lemma 3.2, that
Otherwise, we have that
we finally obtain for every n ∈ N
To conclude, we have proved that in both cases w n = λ 2 u n is bounded in L p (Q) and hence is bounded in BV(Q). Using Lemma 4.1, u n is bounded both in BV(Q) and L p (Q). Then, there exists subsequence still denoted by u n such that u n
Moreover, due to the lower semicontinuity of the fidelity terms as well as the continuity of A and R, we conclude that
This means that u is a solution to (P).
504
Remark 4.1. To be consistent with the cases where either A is the identity operator, let us 505 mention that the BV-boundedness is immediate since
We refer to [27] for the second case.
510
Theorem 4.3 (Uniqueness). Assume that the hypothesis of Theorem (4.2) are fulfilled and,
in addition that

512
• A is injective and q = 1 in Case (1),
513
• inf Σ g > 0 in Case (2).
514
Then the solution to (P) is unique.
515
Proof. Note that F λ #F µ is convex since F λ and F µ are convex. We first consider Case
516
(1) : since 1 < q < ∞ and A is injective then u →
is strictly convex.
517
In case (2), since inf Σ g > 0 and R is injective, see for instance [28, Theorem 2.57], then
is strictly convex. In both cases, we have that the energy E is strictly convex 519 as a sum of a convex and a strictly convex terms. This gives uniqueness.
520
Remark 4.2. The assumption that inf Σ g > 0 is a usual approximation for the continuous 
528
To conclude this section, we discuss the stability of minimizers of (P), see [1, 33, 37] for 529 instance, with respect to a small perturbation on the data g. Let (g n ) be a perturbed dynamic 530 data sequence such that
and the corresponding perturbed minimization problem ters λ and µ and every datum g n . Then problem (P) is stable with respect to perturbations on 537 g. Precisely, let be (g n ) as in (4.17) and u, u n be the solutions to (P) and (4.18) respectively.
538
Then, there exists a subsequence of (u n ) that converges to u in BV(Q)-w * .
539
Proof. Since u n minimizes (4.18), then for every v ∈ BV(Q)
541
As in the previous proofs, we consider each case separately.
543
551
Here, we used the convexity of the L q norm (q > 1) and relation (4.19) with v = u. Moreover
is bounded from above by a constant M 0 [g] that does not depend on g n . Following the same proof of Theorem 4.2, we can prove that (u n ) is uniformly bounded with respect to n, in BV(Q) and in L p -bounded with
. It remains to show thatũ is a minimizer of (P). Theorem 4.1 yields that
we get for every v ∈ BV(Q) that
556
Soũ is a minimizer and we conclude with uniqueness that u =ũ. Recall that we assumed that g, g n ∈ L ∞ (Σ), inf
In particular, there exists a constant C only dependent on g and u such that
Using (4.20), we get
565
Again, we can use estimates as in Theorem 4.2 Case (2), with
. This bound is uniform with respect to n since g n L ∞ (Σ) (and thus g n L 1 (Σ) ) is bounded. As before, u n is bounded in BV(Q) and there existsũ ∈ BV(Q) such that u n →ũ in L 1 (Q). Hence, Ru n → Rũ in L 1 (Σ) as well as pointwise convergent almost everywhere in Σ. By Fatou's Lemma applied to the sequence (Ru n − g n log Ru n ) n , we obtain
Similarly to the previous case, we get for every v ∈ BV(Q), v ≥ 0 that
570
By uniqueness, we conclude thatũ = u is the minimizer of (P). 1. If (u, v) is a solution of (P ), then u is a solution of (P) and
2. If u is a solution of (P) and equation (4.21) is verified for some v ∈ BV(Q), then (u, v) 581 is a solution of (P )
582
Proof. Assume that (u, v) is a solution to (P ). Then, for every (u, v) ∈ BV(Q) × BV(Q)
583
we have
585
Taking u = u gives ∀v ∈ BV(Q),
Let us fix u ∈ BV(Q). Using (4.22), we obtain ∀v ∈ BV(Q),
which results to
Therefore, u is a solution to (P).
586
Conversely, assume u is a solution to (P). As F λ #F µ is exact at u, there exists v ∈ BV(Q)
591
This proves that (u, v) is a solution to (P ).
592
5. Optimality conditions. In the final section of this paper, we deal with the optimality 593 conditions of (P). Optimality conditions are useful since they provide qualitative information 594 on the solution of the minimization problem. In many cases, they are a useful tool to prove 595 convergence of the algorithms and get error estimates independent on the discretization grid.
596
Here, we use standard duality techniques based on the convex conjugate and the subdifferential 597 of a functional in order to characterize the solutions. However, as we often deal with the dual 598 of the underlying space, we prefer to use a reflexive framework since the dual of BV(Q) is 599 not easy to handle. Therefore we choose p with
601
We denote ·, · p ,p the duality product between L p (Q) and its dual L p (Q) with
We start by extending Φ α 1 , Ψ α 2 and F α from their respective domains to L p (Q) as follows:
603
We define the extended problem as
605
With the definition ofF α , it is clear that problems (P) and (P * ) have the same solution set.
606
So, we look for optimality conditions for (P * ). It is obvious that the lower semicontinuity for 
618
Theorem 5.1. If V is a normed space with dual space V , and f : V → R ∪ {+∞} is a lower semicontinuous convex and proper function, then
where f * is the Fenchel conjugate of f and the subdifferential of f at u is
The first step is to compute the Fenchel conjugate of the regularizing termF λ #F µ starting byF λ . Let us focus on the computation of the Fenchel-conjugate ofΦ λ . We consider the set
We have the following lemma that provides a relation with the sets defined in (2.3). Let us define the injection Υ from the space of functions defined almost everywhere on Ω to the space of functions defined almost everywhere on T × Ω as following: for every function φ defined a.e. on Ω, Υ(φ) = ψ is defined a.e; on T × Ω with ψ(t, x) = φ(x) , a.e. on T × Ω .
619
Lemma 5.1. We have Υ(K x ) ⊂ K x , where K x is given by (2.3). Conversely, any ξ ∈ K x 620 verifies ξ(t, ·) ∈ K x , for almost every t ∈ T .
621
Proof. Let be ξ ∈ K x . There exists ϕ ∈ C 1 c (Ω, R d ) such that ξ = div x ϕ and ϕ ∞,x ≤ 1.
Theorem 5.2 (Φ α Conjugate). For every function α that satisfies (3.4), we havẽ
where, 1 C is the indicator function of the set C and K x is the L p (Q)-closure of K x .
625
Proof. Note that for every u * ∈ L p (Q),
Let ξ ∈ K x , then ξ(t, ·) ∈ K x for almost every t ∈ T and (2.2) gives
using (3.2), we obtain that 
635
• Let us prove the converse inclusion. Assume there exists u * ∈K such that u * / ∈ αK x . One 636 can separate u * and αK x , see [13] : there exists ω ∈ R and u 0 ∈ L p (Q) such that
On the other hand, since Φ α is convex and lower semicontinuous with respect to the L ptopology, then by Fenchel-Moreau theorem we have that Φ * * α = Φ α . So, for all u ∈ BV(Q),
642
Let us fix t ∈ T , then
and taking the supremum we have that
646
We integrate over the time domain T and subtract both sides by u * , u p ,p to recover
Then, using (5.4) and Lemma 5.1, we have that for all u ∈ BV(Q)
Hence, this implies ∀u ∈ BV(Q),
Next, choosing −u instead of u we get ∀u ∈ BV(Q),
since αK x ⊂ L p (Q). Once again, using −u we obtain for every u ∈ L p (Q)
since αK x is a closed subset of L p (Q). As a consequence, we get
which is a contradiction by (5.3).
657
The following is the analogous result of the previous theorem for theΨ α functional and can 658 be proved similarly.
659
Theorem 5.3 (Ψ α Conjugate). For every function α that satisfies (3.4), we havẽ
Using the above theorems, we are able to compute the convex conjugate of the extended spatial-temporal total variation defined in (3.5). We use the following results for the convex conjugate of the infimal convolution and the convex conjugate of the sum, see [5, Chapter 9 .4], i.e., for two proper, closed, convex functionals φ, ψ we have
Corollary 5.2. For every α that satisfies (3.4), we have that
Proof. As F α = Φ α 1 + Ψ α 2 and Φ α 1 , Ψ α 2 are convex, lower semicontinuous, we have
where 
where K λ , K µ are the corresponding sets defined in Corollary 5.2.
663
We have computed the convex conjugate of our proposed regularizer and we proceed now with 664 the optimality conditions of (P). 
Optimality conditions for (P) .
Since the problem (P * ) is convex we have that u is the solution if and only if 0 ∈ ∂E(u) where
We use the following result that allows to estimate the subdifferential of the sum of two (1) . In this subsection we focus on the first case where the L q fidelity term is H(g, Au) = 1 q Au − g q L q (Q) with 1 ≤ q < +∞ and A satisfies assumption (3.9). Clearly, Au) is L p continuous at 0 ∈ BV(Q). Therefore, ∂E(u) = ∂F λ #F µ (u) + ∂H(g, Au).
Any u * of ∂E(u) writes u * = u * 1 + u * 2 where u * 1 ∈ ∂F λ #F µ (u) and u * 2 ∈ ∂H(g, Au). In the 672 sequel, we characterize the elements u * 1 , u * 2 . Starting with the subdifferential ofF λ #F µ , it is 
677
Note that in the latter case one has
Overall, we have that 0 ∈ ∂E(u) ⇐⇒ ∃u * ∈ ∂H(g, Au) such that − u * ∈ ∂F λ #F µ (u) and one concludes to the following result: 
696
Proof. Let u 1 , u 2 be in BV(Q). As F λ #F µ is exact, there exists v 1 ∈ BV(Q) such that
702
Similarly F λ #F µ (u 1 ) ≤ F λ (u 1 − u 2 ) + F λ #F µ (u 2 ), and using Theorem 3.1
706
This prove the continuity of F λ #F µ on BV(Q).
Recall that D, given in (3.19), is the domain of the fidelity term. So u ∈ BV ∩ D is a solution to (P) if and only if 0 ∈ ∂(F λ #F µ )(u) + ∂H(g, Ru).
Equivalently, there exists u * ∈ ∂(F λ #F µ )(u) such that −u * ∈ ∂H(g, R(·))(u). As usual,
707
we have u * ∈ ∂(F λ #F µ )(u) ⇐⇒ u ∈ ∂(F λ #F µ ) * (u * ). loose reflexivity as well as an integral representation on the duality product, see [23] .
712
Since F λ is positively homogeneous functional, we know there exists a closed convex subset of BV that we call K λ such that F * λ = 1 K λ (u * ) is the indicator function of K λ . Unfortunately, we are not able to give an explicit description of K λ : we only know that K λ ⊂ K λ . We obtain
Therefore, u * ∈ ∂(F λ #F µ )(u) ⇐⇒ u * ∈ K λ ∩ K µ and ∀w * ∈ K λ ∩ K µ u, w * − u * ≤ 0.
Next, we compute ∂H(g, R·)(u). Let be w ∈ BV(Q) ∩ D:
−u * ∈ ∂H(g, R·)(u) =⇒ ∀s > 0 H(g, R(u + sw)) − H(g, Ru) s ≥ − u * , w .
Passing to the limit as s → 0 gives ∇H(g, R·)(u) + u * , w ≥ 0.
713
Conversely, let us assume that ∇H(g, R·)(u) + u * , w ≥ 0 for every w ∈ BV ∩ D and prove that −u * ∈ ∂H(g, R·)(u) that is ∀w ∈ BV(Q), H(g, R(u + w)) − H(g, Ru) ≥ (−u * ), w . 
