Optimality Conditions for Weak and Strong Local Extrema in Infinite
  Horizon Optimal Control Problems by Tauchnitz, Nico
ar
X
iv
:1
51
2.
05
89
1v
3 
 [m
ath
.O
C]
  4
 Ju
l 2
01
8
Optimalita¨tsbedingungen fu¨r schwache und starke lokale Extrema
in Steuerungsproblemen mit unendlichem Zeithorizont
Nico Tauchnitz
Vorwort
In der vorliegenden Ausarbeitung stelle ich zusammenfassend die Ergebnisse der Arbeiten [15–17]
zu notwendigen und hinreichenden Optimalita¨tsbedingungen fu¨r schwache und starke lokale Ex-
trema in Aufgaben mit unendlichem Zeithorizont vor. Dabei beginne ich mit Grundlagen zum
Dubovickii-Milyutin-Schema, in dem sich als eine der wesentlichen Kernprobleme die Frage nach
der Lo¨sbarkeit linearer Integralgleichungen u¨ber unbeschra¨nkten Intervallen ergibt. Ich gebe dazu
zwei Antworten, na¨mlich einerseits fu¨r beschra¨nkte Integralkerne im Rahmen gewichteter Funktio-
nenklassen und andererseits fu¨r integrable Integralkerne im Rahmen stetiger Funktionen, die im
Unendlichen konvergieren.
Der Frage nach vernu¨nftigen Lo¨sungen der linearen Integralgleichung bemesse ich deswegen eine
hohe Bedeutung zu, da die betrachteten Aufgabenklassen mit unendlichem Zeithorizont, die An-
forderungen an die Aufgaben und die erzielten Ergebnisse von dem gewa¨hlten Rahmen abha¨ngen.
Außerdem gebe ich damit die no¨tigen Nacharbeiten der Arbeit [14] an. In dieser Arbeit sind die
linearen Integralgleichungen nicht korrekt behandelt.
Die vollsta¨ndigen Darstellungen der Ergebnisse sind in [15–17] zu finden. Insbesondere gehe ich
in [15, 17] auf die Schwierigkeiten und Pathologien ein, die sich im Rahmen gewichteter Funktio-
nenra¨ume ergeben ko¨nnen.
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Dubovickii-Milyutin-Schema 3
1 Zur Lo¨sung linearer Integralgleichungen
Die Herleitung von notwendigen Optimalita¨tsbedingungen fu¨r das Steuerungsproblem
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕ
(
t, x(t), u(t)
)
,
h0
(
x(0)
)
= 0, lim
t→∞
h1
(
t, x(t)
)
= 0,
u(t) ∈ U ⊆ Rm, U 6= ∅,


(1.1)
nach dem Dubovickii-Milyutin-Schema (Dubovickii & Milyutin [8]) basiert auf der U¨berfu¨hrung
von (1.1) in eine abstrakte nichtlineare Optimierungsaufgabe der Form
J(x, u)→ inf; F (x, u) = 0, x ∈ X, u ∈ U. (1.2)
Dazu betrachten wir an dieser Stelle die Abbildungen
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t) − x(t0)−
∫ t
0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
H0
(
x(·)) = h0(x(0)), H1(x(·)) = lim
t→∞
h1
(
t, x(t)
)
und fassen die Gleichrestriktionen zur Abbildung F = (F,H0, H1) zusammen. Den Kern bei der
Herleitung eines Extremalprinzips fu¨r die Aufgabe 1.2, d. h. beim Nachweis der Gu¨ltigkeit des
Lagrangeschen Prinzips, bildet das Dubovickii-Milyutin-Schema. Die Vorgehensweise la¨sst sich wie
folgt abgeku¨rzt und vereinfacht skizzieren (die Steuerungsvariable u(·) vernachla¨ssigen wir):
(i) Zu einem lokalen Minimum x∗ ∈ X bezeichne C die Menge derjenigen (η0, y) mit
η0 > J
′(x∗)x, y = F ′(x∗)x.
Die Menge C ist konvex und besitzt ein nichtleeres Inneres.
(ii) Wu¨rde nun der Ursprung dem Inneren der Menge C angeho¨ren, so gibt es ein x ∈ X und
ferner nach dem Satz von Ljusternik Elemente xε = x∗ + εx+ r(ε) mit
J(xε) < J(x∗), F (xε) = 0, xε → x∗ fu¨r ε→ 0;
im Widerspruch zur lokalen Optimalita¨t von x∗.
(iii) Nach dem Trennungssatz fu¨r konvexe Mengen lassen sich die Menge C und der Ursprung
trennen. Demnach existiert ein nichttriviales stetiges lineares Funktional (nichttriviale La-
grangesche Multiplikatoren), mit dem (denen) das Lagrangesche Prinzip gilt.
Wesentlicher Punkt bei der Anwendung des Trennungssatzes und des Satzes von Ljusternik ist,
dass der Operator F ′(x∗) ein vollsta¨ndiges Bild besitzt und daher ImF ′(x∗) mit dem gesamten
Bildraum u¨bereinstimmt.
3
4 Dubovickii-Milyutin-Schema
Setzen wir nun zur Abku¨rzung A(t) = ϕx
(
t, x(t), u(t)
)
, so fu¨hrt der eben angegebene Punkt auf
die Frage, unter welchen Rahmenbedingungen die lineare Integralgleichung
ζ(t) = x(t) −
∫ t
0
A(s)x(s) ds, t ∈ R+,
zu einer gegebenen Funktion ζ(·) stets eine Lo¨sung x(·) besitzt. Eine Antwort auf diese Frage liefert
der Nachweis der Lo¨sbarkeit der Fixpunktgleichung x(·) = T (x(·)), wobei der Operator T durch
x(·)→ T (x(·)), T (x(·))(t) = ζ(t) + ∫ t
0
A(s)x(s) ds, t ∈ R+,
gegeben ist. Wir geben im Folgenden zwei Varianten an.
Es bezeichne Clim(R+,R
n) den Raum der stetigen Funktionen, die im Unendlichen einen Grenzwert
besitzen. Als abgeschlossener Unterraum des Raumes der beschra¨nkten stetigen Funktionen ist
Clim(R+,R
n) bezu¨glich der Supremumsnorm ‖ · ‖∞ vollsta¨ndig.
Lemma 1.1. Es sei die Abbildung t→ A(t) u¨ber R+ integrierbar. Dann existiert zu jeder Vektor-
funktion ζ(·) ∈ Clim(R+,Rn) eine eindeutig bestimmte Vektorfunktion x(·) ∈ Clim(R+,Rn) derart,
dass die lineare Integralgleichung erfu¨llt ist:
ζ(t) = x(t)−
∫ t
0
A(s)x(s) ds, t ∈ R+.
Beweis Zur abku¨rzenden Schreibweise seien
c(t) = ‖A(t)‖, C(t) =
∫ t
0
c(s) ds, c0 =
∫ ∞
0
c(s) ds.
Bei mehrfacher Anwendung des Operators T ergibt sich fu¨r x1(·), x2(·) ∈ Clim(R+,Rn):
∥∥[T (x1(·)− x2(·))](t)∥∥ ≤
∫ t
0
c(s) ds · ‖x1(·)− x2(·)‖∞,
∥∥[T 2(x1(·)− x2(·))](t)∥∥ ≤
∫ t
0
c(s)
∥∥[T (x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
0
c(s)C(s) ds · ∥∥x1(·)− x2(·)∥∥∞ = 12C2(t) · ‖x1(·)− x2(·)‖∞
und sukzessive
∥∥[Tm(x1(·)− x2(·))](t)∥∥ ≤
∫ t
0
c(s)
∥∥[Tm−1(x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
0
c(s)
Cm−1(t)
(m− 1)! ds ·
∥∥x1(·)− x2(·)∥∥∞ = Cm(t)m! · ‖x1(·)− x2(·)‖∞.
In der Topologie des Raumes Clim(R+,R
n) gilt daher
∥∥Tm(x1(·)− x2(·))∥∥∞ ≤ cm0m! · ‖x1(·)− x2(·)‖∞.
4
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Die Zahlen am =
cm0
m! liefern eine Folge, deren Reihe konvergiert. Nach dem Fixpunktsatz von Weis-
singer existiert daher genau ein x(·) mit x(·) = Tx(·). 
Die Voraussetzung der Integrierbarkeit der Abbildung t → A(t) in Lemma 1.1 ist a¨ußerst ein-
schra¨nkend. Es entsteht damit die Herausforderungen die Rahmenbedingungen so festzulegen, dass
eine mo¨glichst umfassende Klasse an Integralgleichungen behandelt werden kann. Eine mo¨gliche
Antwort liefern die gewichteten Funktionenra¨ume: Es sei ν(t) = e−at mit a > 0. Dann gilt die im
Weiteren wichtige Beziehung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
ds =
1
a
.
Mit C0(R+,R
n; ν) bezeichnen wir den Raum stetiger Funktionen, die bezu¨glich der Gewichtsfunk-
tion ν(·) im Unendlichen verschwinden:
C0(R+,R
n; ν) =
{
x(·) ∈ C(R+,Rn)
∣∣ lim
t→∞
ν(t)x(t) = 0
}
.
Wir versehen den Raum C0(R+,R
n; ν) mit der gewichteten Supremumsnorm
‖x(·)‖∞,ν = sup
t∈R+
ν(t)‖x(t)‖.
Offensichtlich gelten damit die A¨quivalenzen
x(·) = ν−1(·)y(·) ∈ C0(R+,Rn; ν)⇔ ν(·)x(·) = y(·) ∈ C0(R+,Rn)
und ‖x(·)‖∞,ν = ‖y(·)‖∞. Damit ist C0(R+,Rn; ν) bezu¨glich ‖ · ‖∞,ν vollsta¨ndig.
Lemma 1.2. Es seien die Abbildung t → A(t) u¨ber R+ meßbar und beschra¨nkt. Ferner gelte mit
der Funktion ν(t) = e−at, a > 0, die Bedingung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
‖A(s)‖ ds = q < 1,
die z. B. fu¨r a > ‖A(·)‖L∞ erfu¨llt ist. Dann existiert zu jedem ζ(·) ∈ C0(R+,Rn; ν) eine eindeutig
bestimmte Vektorfunktion x(·) ∈ C0(R+,Rn; ν) derart, dass die lineare Integralgleichung erfu¨llt ist:
ζ(t) = x(t)−
∫ t
0
A(s)x(s) ds, t ∈ R+.
Beweis Wir zeigen, dass der Operator T den Raum C0(R+,R
n; ν) in sich abbildet: Wegen ζ(·), x(·) ∈
C0(R+,R
n; ν) gelten die Grenzwerte
lim
t→∞
ν(t)ζ(t) = 0, lim
t→∞
ν(t)x(t) = 0.
Sei weiterhin ε > 0 gegeben. Dann lassen sich Zahlen 0 < T < T ′ angeben mit
ν(t)‖x(t)‖ ≤ ε fu¨r alle t ≥ T, ν(t)
∫ T
0
‖A(s)x(s)‖ ds ≤ ε fu¨r alle t ≥ T ′.
Damit erhalten wir fu¨r alle t ≥ T ′
ν(t)
∫ t
0
‖A(s)x(s)‖ ds = ν(t)
∫ T
0
‖A(s)x(s)‖ ds+ ν(t)
∫ t
T
‖A(s)x(s)‖ ds
≤ ε+ ‖A(·)‖L∞
∫ t
T
ν(t)
ν(s)
[ν(s)‖x(s)‖] ds ≤ ε+ ε · 1
a
‖A(·)‖L∞ .
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Zusammen ergibt sich damit T
(
x(·))(t)→ 0 fu¨r t→∞.
Wir zeigen nun, dass der Operator T kontraktiv ist: Bei mehrfacher Anwendung des Operators T
ergeben sich fu¨r x1(·), x2(·) ∈ C0(R+,Rn; ν) die Beziehungen
ν(t)
∥∥[T (x1(·) − x2(·))](t)∥∥ ≤ ν(t)
∫ t
τ
‖A(s)‖‖x1(s)− x2(s)‖ ds
≤
∫ t
0
ν(t)
ν(s)
∥∥A(s)∥∥ · ν(s)‖x1(s)− x2(s)‖ ds ≤ q · ∥∥x1(·)− x2(·)∥∥∞,ν ,
ν(t)
∥∥[T 2(x1(·)− x2(·))](t)∥∥ ≤ ν(t)
∫ t
τ
‖A(s)‖∥∥[T (x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
0
ν(t)
ν(s)
‖A(s)‖ · ν(s)∥∥[T (x1(·)− x2(·))](s)∥∥ ds ≤ q2 · ∥∥x1(·)− x2(·)∥∥∞,ν .
Sukzessive erhalten wir fu¨r m ∈ N:
ν(t)
∥∥[Tm(x1(·)− x2(·))](t)∥∥ ≤ ν(t)
∫ t
τ
‖A(s)‖∥∥[Tm−1(x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
0
ν(t)
ν(s)
‖A(s)‖ · ν(s)∥∥[Tm−1(x1(·)− x2(·))](s)∥∥ ds ≤ qm‖x1(·)− x2(·)‖∞,ν .
In der Topologie des Raumes C0(R+,R
n; ν) gilt daher∥∥Tm(x1(·)− x2(·))∥∥∞,ν ≤ qm · ‖x1(·)− x2(·)‖∞,ν .
Wegen q < 1 existiert nach dem Banachschen Fixpunktsatz eine eindeutige Lo¨sung. 
2 Schwaches lokales Minimum u¨ber unendlichem Zeithori-
zont
2.1 Die Aufgabenstellung
Wir untersuchen schwache lokale Minimalstellen der Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (2.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, x(0) = x0, (2.2)
u(t) ∈ U ⊆ Rm, U 6= ∅ und konvex, (2.3)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l. (2.4)
Dabei gelten f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn und gj(t, x) : R× Rn → R.
Wir nennen die Trajektorie x(·) eine Lo¨sung des dynamischen Systems (2.2) zur Anfangsbedingung
x(0) = x0, falls x(·) auf R+ definiert ist und auf jedem endlichen Intervall die Dynamik mit
Steuerung u(·) im Sinn von Carathe´odory lo¨st.
In der Aufgabe (2.1)–(2.4) gilt stets die Annahme:
(A0) Es sei ω(·) ∈ L1(R+,R+) und es sei ν(t) = e−at ein Gewicht mit a > 0.
6
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Fu¨r die Aufgabe (2.1)–(2.4) betrachten wir Variationen im Raum gewichteter stetiger Funktionen,
die im Unendlichen verschwindenn. Da unter den Eigenschaften der Gewichtsfunktion ν(t) = e−at
die Implikationen
x(·) ∈W 12 (R+,Rn; ν) ⇒ ν(·)x(·) ∈W 11 (R+,Rn) ⇒ x(·) ∈ C0(R+,Rn; ν)
gelten, formulieren wir wie Pickenhain [11] die Aufgabe (2.1)–(2.4) im Rahmen gewichteter Sobolev-
Ra¨ume.
Wir definieren zu
(
x(·), u(·)) ∈ W 12 (R+,Rn; ν)× L∞(R+, U) die Menge Uγ,ν wie folgt:
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | ν(t)‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
Dann geho¨ren zur Menge ALip diejenigen
(
x(·), u(·)) ∈ W 12 (R+,Rn; ν) × L∞(R+, U), fu¨r die es
eine Zahl γ > 0 derart gibt, dass auf dem Abschluss der Menge Uγ,ν gelten:
(A1) Die Abbildungen f(t, x, u), ϕ(t, x, u) und gj(t, x) sind stetig differenzierbar.
(A2) Fu¨r alle (t, x, u) ∈ Uγ,ν ein L(·) ∈ L1(R+,R;ω) und ein C0 > 0 mit∥∥(f(t, x, u), fu(t, x, u))∥∥ ≤ L(t), ‖fx(t, x, u)‖ ≤ L(t)ν(t)
‖ϕ(t, x, u)‖ ≤ C0(1 + ‖x‖+ ‖u‖),
∥∥(ϕx(t, x, u), ϕu(t, x, u))∥∥ ≤ C0.
Außerdem gilt fu¨r alle (t, x, u), (t, x′, u′) ∈ Uγ,ν:
‖ϕx(t, x′, u′)− ϕx(t, x, u)‖ ≤ C0
(
e−at‖x′ − x‖ + ‖u′ − u‖),
‖ϕu(t, x′, u′)− ϕu(t, x, u)‖ ≤ C0
(‖x′ − x‖+ eat‖u′ − u‖).
(A3) Fu¨r alle (t, x), (t, x
′) ∈ Uγ,ν existiert ein C0 > 0 mit
|gj(t, x)| ≤ C0(1 + ‖x‖), ‖gjx(t, x)‖ ≤ C0, ‖gjx(t, x) − gjx(t, x′)‖ ≤ C0e−at‖x− x′‖.
Die Terme e−at, eat sind eine Konsequenz der Variation in der expandierenden Umgebung Uγ,ν.
Wir nennen
(
x(·), u(·)) ∈ W 12 (R+,Rn; ν) × L∞(R+, U) einen zula¨ssigen Steuerungsprozess in der
Aufgabe (2.1)–(2.4), falls
(
x(·), u(·)) dem System (2.2) genu¨gt, die Zustandsbeschra¨nkungen (2.4)
erfu¨llt und das Lebesgue-Integral im Zielfunktional in (2.1) endlich ist. Die Menge Aadm bezeichnet
die Menge der zula¨ssigen Steuerungsprozesse
(
x(·), u(·)).
Ein zula¨ssiger Steuerungsprozess
(
x∗(·), u∗(·)
)
ist eine schwache lokale Minimalstelle der Aufgabe
(2.1)–(2.4), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit ‖x(·)− x∗(·)‖∞ ≤ ε, ‖u(·)− u∗(·)‖L∞ ≤ ε gilt.
Als abschließende Bemerkung weisen wir darauf hin, dass die Variationen im gewichteten Rahmen
streng genommen auf einen ν-lokalen Optimalita¨tsbegriff fu¨hren. D. h., dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit ‖x(·) − x∗(·)‖∞,ν ≤ ε, ‖u(·) − u∗(·)‖L∞ ≤ ε gilt. Da aber in der
Ungleichung ‖x(·) − x∗(·)‖∞,ν ≤ ε die Elemente x(·) mit der Eigenschaft ‖x(·) − x∗(·)‖∞ ≤ ε
inbegriffen sind, entsteht kein Widerspruch.
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2.2 Optimalita¨tsbedingungen fu¨r eine Grundaufgabe
Im Weiteren bezeichnet H : R× Rn × Rm × Rn × R→ R die Pontrjagin-Funktion
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0ω(t)f(t, x, u).
Theorem 2.1. Es sei
(
x∗(·), u∗(·)
) ∈ Aadm ∩ ALip und x∗(·) ∈ W 12 (R+,Rn; ν). Ferner sei die
folgende Kontraktionsbedingung erfu¨llt:
sup
t∈R+
∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))∥∥ ds < 1. (2.5)
Ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.1)–(2.3), dann existieren nicht
gleichzeitig verschwindende Multiplikatoren λ0 ≥ 0 und p(·) ∈ L2(R+,Rn; ν−1) derart, dass
(a) die Funktion p(·) fast u¨berall der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
(2.6)
genu¨gt und die “natu¨rlichen” Transversalita¨tsbedingungen
lim
t→∞
‖p(t)‖2ν−1(t) = 0, lim
t→∞
〈p(t), x(t)〉 = 0 ∀ x(·) ∈W 12 (R+,Rn; ν) (2.7)
erfu¨llt;
(b) in fast allen Punkten t ∈ R+ und fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (2.8)
gilt.
Beispiel 2.2. Wir diskutieren die Voraussetzungen anhand des linear-quadratischen Reglers
J
(
x(·), u(·)) = ∫ ∞
0
e−̺t · 1
2
(
x2(t) + u2(t)
)
dt→ inf, x˙(t) = αx(t) + βu(t).
Die Kontraktionsbedingung (2.5) ist nur fu¨r ein Gewicht ν(t) = e−at mit a > α erfu¨llt. D. h. ferner,
dass die Umgebung
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | ν(t)‖x− x∗(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}
Trajektorien der Form x(t) = x∗(t) + ξ(t)eat mit ‖ξ(t)‖ ≤ γ entha¨lt. Ist dabei die Trajektorie x∗(·)
beschra¨nkt, so entha¨lt Uγ,ν Trajektorien der Form x(t) = ξe
at und es ergibt sich in Voraussetzung
(A2) zwischen der Verteilungs- und Gewichtsfunktion die Bedingung ̺ > 2a. In der Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−2t · 1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, u(t) ∈ R
liefern die notwendigen Bedingungen (2.6)–(2.8) den Steuerungsprozess und die Adjungierte
x∗(t) = 2e(1−
√
2)t, u∗(t) = −2(1 +
√
2)e(1−
√
2)t, p(t) = e−2tu∗(t).
Da die Bedingung ̺ > 2a an die Verteilungs- und Gewichtsfunktion verletzt ist, darf Theorem 2.1
nicht auf den beschra¨nkten Steuerungsprozess
(
x∗(·), u∗(·)
)
angewendet werden. 
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Lemma 2.3. Zusa¨tzlich zu Theorem 2.1 gelte fu¨r L(·) ∈ L1(R+,R+;ω) in (A2):
lim
t→∞
ω(t)L(t) = 0.
Dann ist die Bedingung von Michel [10] erfu¨llt:
lim
t→∞
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= 0. (2.9)
Die folgende “Stetigkeitsbedingung (S)” ist hinreichend fu¨r die Normalform des Theorems 2.1:
(S) Es existieren ein T ≥ 0, eine Zahl ̺(T ) > 0 und ein µT (·) ∈ L2(R+,R+; ν) derart, dass fu¨r
alle ζT mit ‖ζT − x∗(T )‖ ≤ ̺(T ) das System x˙(t) = ϕ
(
t, x(t), u∗(t)
)
mit Anfangsbedingung
x(T ) = ζT eine Lo¨sung x(t; ζT ) auf [T,∞) besitzt und folgende Ungleichung gilt
‖x(t; ζT )− x∗(t)‖ ≤ ‖ζT − x∗(T )‖µT (t) fu¨r alle t ≥ T ≥ 0.
Theorem 2.4. Sei
(
x∗(·), u∗(·)
) ∈ Aadm ∩ALip und seien (2.5), (S) erfu¨llt. Ist (x∗(·), u∗(·)) ein
schwaches lokales Minimum der Aufgabe (2.1)–(2.3), dann ist Theorem 2.1 mit λ0 = 1 erfu¨llt.
Ferner besitzt die Adjungierte p(·) die Darstellung
p(t) = −Z∗(t)
∫ ∞
t
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds. (2.10)
Dabei ist Z∗(t) die in t = 0 normalisierte Fundamentalmatrix des linearen Systems
z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t).
Die Darstellung (2.10) stimmt (bis auf das Vorzeichen, das sich durch die Minimierung statt einer
Maximierung des Zielfunktionals ergibt) mit der Formel in den Arbeiten von Aseev & Kryazhimskii
und Aseev & Veliov [2–5] u¨berein. Im Gegensatz zu diesen Arbeiten ist Theorem 2.4 unter den
Voraussetzungen (A0)–(A2), (2.5), (S) erfu¨llt und charakterisiert schwache lokale Minimalstellen.
Theorem 2.5. In der Aufgabe (2.1)–(2.3) sei
(
x∗(·), u∗(·)
)
ein zula¨ssiger Steuerungsprozess, fu¨r
den die Abbildungen f(t, x, u) und ϕ(t, x, u) auf der Menge
Uγ = {(t, x, u) ∈ R+ × Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}
stetig differenzierbar sind. Ferne gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (2.6)–(2.8) mit λ0 = 1 in Theorem 2.1.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, u, p(t), 1
)
konkav in (x, u) auf Uγ.
Dann ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.1)–(2.3).
Beispiel 2.6. Wir betrachten nach Dockner et al. [7] das Differentialspiel
J˜i
(
x(·), u1(·), u2(·)
)
=
∫ ∞
0
e−̺t
(
px(t)− ci
)
ui(t) dt→ sup,
x˙(t) = x(t)
(
α− r ln x(t))− u1(t)x(t) − u2(t)x(t), x(0) = x0 > 0,
ui > 0, α, ci, p, r, ̺ > 0, α >
1
c1 + c2
, i = 1, 2.
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Wieder ist der Preis p nicht konstant, sondern umgekehrt proportional zum Angebot:
p = p(u1x+ u2x) =
1
u1x+ u2x
.
Nach Anwendung der Transformation z = lnx ergibt sich das Spielproblem
Ji
(
z(·), u1(·), u2(·)
)
=
∫ ∞
0
e−̺t
(
1
u1(t) + u2(t)
− ci
)
ui(t) dt→ sup,
z˙(t) = −rz(t) + α− u1(t)− u2(t), z(0) = lnx0 > 0,
ui > 0, α, ci, p, r, ̺ > 0, α >
1
c1 + c2
, i = 1, 2.
In diesem Spielproblem sind die Dynamiken linear und außerdem fließt die Zustandsvariable nicht
im Integranden ein. Wa¨hlen wir nun ν(t) = e−at mit a > r, so sind sa¨mtliche Annahmen in
Theorem 2.1, insbesondere die Kontraktionsbedingung (2.5), erfu¨llt.
Der Lo¨sungsansatz u¨ber ein Nash-Gleichgewicht liefert die Steuerungen
u∗1(t) ≡
c2
(c1 + c2)2
, u∗2(t) ≡
c1
(c1 + c2)2
,
die optimale Trajektorie
z∗(t) = (z0 − c0)e−rt + c0, c0 = 1
r
(
α− 1
c1 + c2
)
und die Adjungierten
pi(t) ≡ 0, i = 1, 2.
Die Funktion z∗(·) ist streng monoton und nimmt nur Werte des Segments [z0, c0] an. Da c0 und
z0 positiv sind, ist x∗(t) = exp
(
z∗(t)
)
u¨ber R+ wohldefiniert. 
Beispiel 2.7. Im Differentialspiel im Beispiel 2.6 mit unendlichem Zeithorizont u¨berfu¨hrten wir
den Ansatz eines Nash-Gleichgewichtes in die gekoppelten Aufgaben
Ji
(
z(·), u1(·), u2(·)
)
=
∫ ∞
0
e−̺t
(
1
u1(t) + u2(t)
− ci
)
ui(t) dt→ sup,
z˙(t) = −rz(t) + α− u1(t)− u2(t), z(0) = lnx0 > 0,
ui > 0, α, ci, p, r, ̺ > 0, α >
1
c1 + c2
, i = 1, 2.
Die lineare Dynamik mit Wachstumskoeffizient −r fu¨hrt zur Stetigkeitsbedingung
‖z(t; ζT )− z∗(t)‖ = ‖ζT − z∗(T )‖e−r(t−T ) = ‖ζT − z∗(T )‖µT (t) fu¨r alle t ≥ T ≥ 0.
Dabei geho¨rt die Funktion µT (t) = e
rT e−rt stets dem Raum L2(R+,R+; ν) mit Gewicht ν(t) =
e−at, a > 0, an. In beiden Aufgaben ist stets fx
(
t, x, u1, u2
)
= 0 und es liefert (2.10) unmittelbar
pi(t) ≡ 0 fu¨r i = 1, 2. 
Beispiel 2.8. Im linear-quadratischen Regler
J
(
x(·), u(·)) = ∫ ∞
0
e−2t · 1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, u(t) ∈ R
10
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genu¨gt der Steuerungsprozess und die Adjungierte
x∗(t) = 2e(1−
√
2)t, u∗(t) = −2(1 +
√
2)e(1−
√
2)t, p(t) = e−2tu∗(t)
den notwendigen Bedingungen (2.6)–(2.8) in Theorem 2.1. Weiterhin ist H
(
t, x, u, p(t), 1
)
konkav
bezu¨glich (x, u) auf Uγ fu¨r jedes γ > 0. Damit ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum
dieser Aufgabe. 
2.3 Optimalita¨tsbedingungen unter Zustandsbeschra¨nkungen
Im Weiteren bezeichne H : R× Rn × Rm × Rn × R→ R wieder die Pontrjagin-Funktion
H(t, x, u, p, λ0) = −λ0ω(t)f(t, x, u) + 〈p, ϕ(t, x, u)〉.
Theorem 2.9. Sei
(
x∗(·), u∗(·)
) ∈ Aadm ∩ALip. Weiterhin sei die Kontraktionsbedingung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))∥∥ ds < 1 (2.11)
erfu¨llt und es mo¨gen fu¨r alle x(·) ∈ C0(R+,Rn; ν) mit ‖x(·)− x∗(·)‖∞,ν < γ die folgenden Grenz-
werte existieren:
lim
t→∞
gjx
(
t, x(t)
)
, j = 1, ..., l. (2.12)
Ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.1)–(2.4), dann existieren eine
Zahl λ0 ≥ 0, ein Vektor l0 ∈ Rn, eine Funktion p(·) : R+ → Rn und auf den Mengen
Tj =
{
t ∈ R+ = R+ ∪ {∞}
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei sa¨mtliche
Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) =
∫ ∞
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds−
l∑
j=1
∫ ∞
t
ν(s)gjx
(
s, x∗(s)
)
dµj(s) (2.13)
genu¨gt und die “natu¨rlichen” Transversalita¨tsbedingungen
lim
t→∞
‖p(t)‖2ν−1(t) = 0, lim
t→∞
〈p(t), x(t)〉 = 0 ∀ x(·) ∈W 12 (R+,Rn; ν) (2.14)
erfu¨llt;
(b) in fast allen Punkten t ∈ R+ und fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (2.15)
gilt.
11
12 Schwaches lokales Minimum
Theorem 2.10. In der Aufgabe (2.1)–(2.4) sei
(
x∗(·), u∗(·)
)
ein zula¨ssiger Steuerungsprozess, fu¨r
den die Abbildungen f(t, x, u) und ϕ(t, x, u) auf der Menge
Uγ = {(t, x, u) ∈ R+ × Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}
stetig differenzierbar sind. Außerdem sei die Vektorfunktion p(·) ∈ L2(R+,Rn; ν−1) stu¨ckweise
stetig, besitze ho¨chstens abza¨hlbar viele Sprungstellen sk ∈ (0,∞), die sich nirgends im Endlichen
ha¨ufen, und p(·) sei zwischen diesen Spru¨ngen stetig differenzierbar.
Ferne gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (2.13)–(2.15) mit λ0 = 1 in Theorem 2.9.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, u, p(t), 1
)
konkav in (x, u) und es sind die Funktio-
nen gj(t, x), j = 1, ..., l, konvex bezu¨glich x auf Uγ.
Dann ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.1)–(2.4).
Beispiel 2.11 (Abbau einer nicht erneuerbaren Ressource). Wir betrachten die Aufgabe
J
(
x(·), y(·), u(·)) = ∫ ∞
0
e−̺t
[
pf
(
u(t)
)− ry(t) − qu(t)] dt→ sup, (2.16)
x˙(t) = −u(t), y˙(t) = cf(u(t)), x(0) = x0 > 0, y(0) = y0 ≥ 0, (2.17)
x(t) ≥ 0, u(t) ≥ 0, b, c, ̺, q, r > 0, ̺− rc > 0. (2.18)
Die Funktion f sei zweimal stetig differenzierbar, f ′ > 0, f ′(0) <∞, f ′′ < 0 und es sei f ′(u)→ 0
fu¨r u → ∞. In der vorliegenden Formulierung der Aufgabe wurde im Vergleich zu Seierstad &
Sydsæter [13] die Restriktion lim inf
t→∞
x(t) ≥ 0 durch die Zustandsbeschra¨nkung x(t) ≥ 0 in (2.18)
ersetzt.
O¨konomische Interpretation: x(t) bezeichnet die Menge einer natu¨rlichen Ressource und u(t) ist
die industrielle Abbaurate dieser Ressource. Auf Basis der Ressource werden Gu¨ter mit der Pro-
duktionsrate f
(
u(t)
)
hergestellt. Die Kosten der Herstellung einer Produktionseinheit ist q und der
Preis einer Gu¨tereinheit am Markt betra¨gt p. Bei der Herstellung der Gu¨ter entstehen proportional
zur Produktion Abfa¨lle, deren Gesamtmenge durch y(t) beschrieben wird. Die Kosten der Besei-
tigung der negativen Auswirkungen der Abfallmenge sind ry(t). Im Weiteren gehen wir von dem
Preis p = 1 aus.
Wir pru¨fen die Voraussetzungen an die Aufgabe: Mit der Festlegung L(t) = C0e
at und ν(t) = e−at
mit 0 < a < ̺ genu¨gt die Aufgabe den Voraussetzungen (A1)–(A3). Weiterhin sind die Dynamiken
ϕ1(t, x, y, u) = −u, ϕ2(t, x, y, u) = cf(u)
unabha¨ngig von den Zustandsvariablen x, y und die Bedingungen (2.11), (2.12) sind erfu¨llt. Wir
stellen die Optimalita¨tsbedingungen von Theorem 2.9 mit λ0 = 1 auf:
(a) Die Pontrjagin-Funktion der Aufgabe (2.16)–(2.18) lautet
H(t, x, y, u, p1, p2, 1) = p1(−u) + p2cf(u) + e−̺t[f(u)− ry − qu].
(b) Die Adjungierten genu¨gen den Gleichungen
p1(t) =
∫ ∞
t
e−as dµ(s), p˙2(t) = re−̺t ⇒ p2(t) = − r
̺
e−̺t +K.
12
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Das auf der Menge T = {t ∈ R+ |x∗(t) = 0} konzentrierte regula¨re Maß µ ist nichtnegativ.
Daher ist p1(t) ≥ 0 u¨ber R+ und monoton fallend. Ferner erhalten wir K = 0 aus den
Transversalita¨tsbedingungen bezu¨glich dem Zustand y.
(c) Die Maximumbedingung ko¨nnen wir auf folgende Aufgabe reduzieren
max
u≥0
[
− p1(t)u + cp2(t)f(u) + e−̺t[f(u)− qu]
]
.
Das Einsetzen der Darstellung fu¨r p2(t) liefert weiterhin mit d = (̺− rc)/̺:
max
u≥0
(
df(u)e−̺t − u(p1(t) + qe−̺t)).
Die Reduktion der Maximumbedingung fu¨hrt fu¨r festes t zu der Funktion
g(u) = df(u)e−̺t − u(p1(t) + qe−̺t).
Diese Funktion ist zweimal stetig differenzierbar und es gilt
g′(u) =
(
df ′(u)− q)e−̺t − p1(t), g′′(u) = df ′′(u)e−̺t, d = ̺− rc
̺
> 0.
Daher ist g streng konkav und besitzt auf der Menge U = {u ≥ 0} ein Maximum, da f ′(u) > 0 und
f ′(u)→ 0 fu¨r u→∞ gelten. Wir diskutieren drei Fa¨lle:
(A) df ′(0) ≤ q: In diesem Fall ist g′(0) ≤ 0 und man erha¨lt
u∗(t) ≡ 0, x∗(t) ≡ x0, y∗(t) = y0 + cf(0)t, p1(t) ≡ 0, p2(t) = − r
̺
e−̺t.
Da die Zustandsbeschra¨nkung nichtaktiv ist, gelten die Voraussetzungen und Optimalita¨tsbe-
dingungen aus Theorem 2.9 fu¨r ν(t) = e−at mit 0 < a < ̺.
(B) df ′(0) > q und p1(0) = 0: Aus g′(u) =
(
df ′(u) − q)e−̺t = 0 erhalten wir die optimale
Strategie u∗(t) = u0 > 0 fu¨r alle t ∈ R+. Also gilt x∗(t) = x0 − u0t auf R+, was der
Zustandsbeschra¨nkung widerspricht.
(C) df ′(0) > q und p1(0) > 0: Wegen p1(0) > 0 wird die Ressource vollsta¨ndig abgebaut. Andern-
falls wa¨re p1(t) = p1(0) > 0 u¨ber R+, was (2.14) widerspricht. Da die Ressource vollsta¨ndig
abgebaut wird, gibt es ein t′ > 0 mit x∗(t) > 0 fu¨r t ∈ [0, t′) und x∗(t) = 0 fu¨r t ≥ t′. Demnach
folgt unmittelbar u∗(t) = 0 fu¨r t ≥ t′.
Fu¨r t ≥ t′ ist p1(·) monoton fallend. Ferner erhalten wir fu¨r t ∈ R+ die Beziehung
g′(u) = 0 ⇒ f ′(u(t)) = 1
d
(q + p1(t)e
̺t).
Wu¨rde demnach die Adjungierte p1(·) fu¨r t ≥ t′ eine Unstetigkeitstelle besitzen, dann folgt
aus der Monotonie von p1(·), dass die Abbaurate sich wieder sprunghaft vergro¨ßert. Diese
Steuerung fu¨hrt zu einem erneuten Abbau der Ressource, obwohl diese bereits vollsta¨ndig
aufgebraucht ist. Daher ist die Adjungierte stetig.
Fu¨r die Adjungierte erhalten wir damit
p1(t) =
(
df ′(0)− q)e−̺t′ fu¨r t ≤ t′, p1(t) = (df ′(0)− q)e−̺t fu¨r t ≥ t′.
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Wir zeigen noch, dass der Zeitpunkt t′ existiert und eindeutig ist: Durch
f ′
(
uτ (t)
)
=
1
d
(q + p1(0)e
̺t) =
1
d
(q + [df ′(0)− q]e̺(t−τ)), t ∈ [0, τ ],
und uτ (t) = 0 fu¨r t ≥ τ wird wegen f ′
(
uτ (τ)
)
= f ′(0) eine Familie uτ (·) stetiger Funktionen
definiert. Dabei gilt f ′
(
uτ (t)
)
< f ′
(
us(t)
)
, d. h. uτ (t) > us(t), fu¨r alle t ∈ [0, τ ] und τ > s.
Damit ist die Familie
U(τ) :=
∫ ∞
0
uτ (t) dt
streng monoton wachsend und es gelten U(0) = 0, U(τ)→∞ fu¨r τ →∞. Der Parameter t′
ergibt sich dann aus der Bedingung U(t′) = x0. 
Die Funktion H
(
t, x, u, p1(t), p2(t), 1
)
= p1(t)(−u)+ p2(t)cf(u)+ e−̺t[f(u)− ry− qu] ist nach den
Voraussetzungen an die Funktion f(u) konkav. Damit liefern die ermittelten Kandidaten in den
Fa¨llen (A) und (C) schwache lokale Minimalstellen der Aufgabe. 
3 Starkes lokales Minimum u¨ber unendlichem Zeithorizont
3.1 Die Aufgabenstellung
In diesem Kapitel betrachten wir starke lokale Minimalstellen der Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (3.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (3.2)
h0
(
x(0)
)
= 0, lim
t→∞
h1
(
t, x(t)
)
= 0, (3.3)
u(t) ∈ U ⊆ Rm, U 6= ∅, (3.4)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l. (3.5)
Dabei ist ω(·) ∈ L1(R+,R+) und es gelten fu¨r die eingehenden Abbildungen
f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn, gj : R× Rn → R,
sowie fu¨r die Randbedingungen
h0 : R
n → Rs0 , h1 : R× Rn → Rs1 .
Wir nennen die Trajektorie x(·) eine Lo¨sung des dynamischen Systems (3.2), falls x(·) auf R+
definiert ist und auf jedem endlichen Intervall die Dynamik mit Steuerung u(·) im Sinn von Ca-
rathe´odory lo¨st.
Zu x(·) bezeichne Vγ die Menge Vγ = {(t, x) ∈ R+×Rn | ‖x−x(t)‖ ≤ γ}. Dann geho¨ren zur Menge
BLip diejenigen x(·) ∈ W 1∞(R+,Rn), fu¨r die es zu jeder kompakten Menge U1 ⊆ Rm eine Zahl
γ > 0 derart gibt, dass auf der Menge Vγ × U1 die Abbildungen
(B) f(t, x, u), ϕ(t, x, u), gj(t, x) und h0(x), h1(t, x) gleichma¨ßig stetig und gleichma¨ßig stetig
differenzierbar bezu¨glich x sind.
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Der Steuerungsprozess
(
x(·), u(·)) ∈ W 1∞(R+,Rn; ν) × L∞(R+, U) heißt zula¨ssig in der Aufgabe
(3.1)–(3.5), falls
(
x(·), u(·)) dem System (3.2) genu¨gt, die Randbedingungen (3.3) und Restriktio-
nen (3.4) erfu¨llt, sowie das Lebesgue-Integral in (3.1) endlich ist. Die Menge Badm bezeichnet die
Menge der zula¨ssigen Steuerungsprozesse der Aufgabe (3.1)–(3.5).
Der zula¨ssige Steuerungprozess
(
x∗(·), u∗(·)
)
ist eine starke lokale Minimalstelle in der Aufgabe
(3.1)–(3.5), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ ε gilt.
3.2 Das Pontrjaginsche Maximumprinzip fu¨r eine Grundaufgabe
Im Weiteren bezeichnet H : R× Rn × Rm × Rn × R→ R die Pontrjagin-Funktion
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0ω(t)f(t, x, u).
Theorem 3.1 (Pontrjaginsches Maximumprinzip). Es sei
(
x∗(·), u∗(·)
) ∈ Badm∩BLip. Weiterhin
nehmen wir an, dass∫ ∞
0
∥∥ϕ(t, x∗(t), u∗(t))∥∥ dt <∞,
∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞ (3.6)
ausfallen und es mo¨ge zu jedem δ > 0 ein T > 0 existieren mit∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt
≤ δ‖x(·)− x′(·)‖∞ (3.7)
fu¨r alle x(·), x′(·) ∈W 1∞(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ, ‖x′(·)− x∗(·)‖∞ < γ.
Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.1)–(3.4), dann existieren nicht gleich-
zeitig verschwindende Multiplikatoren λ0 ≥ 0, p(·) ∈ W 1∞(R+,Rn) und li ∈ Rsi , i = 0, 1, derart,
dass
(a) die Funktion p(·) fast u¨berall der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
(3.8)
genu¨gt und die Transversalita¨tsbedingungen
p(0) = h′0
T (
x∗(0)
)
l0, lim
t→∞
p(t) = − lim
t→∞
hT1x
(
t, x∗(t)
)
l1 (3.9)
erfu¨llt;
(b) in fast allen Punkten t ∈ R+ die Maximumbedingung gilt:
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
. (3.10)
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Beispiel 3.2. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−̺t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, lim
t→∞
x(t) = x1 > 1, u(t) ∈ [0, 1], ̺ ∈ (0, 1).
Wir stellen zuna¨chst die Pontrjagin-Funktion auf:
H(t, x, z, u, p, q, 1) = pux+ λ0e
−̺t(1− u)x.
Mit Hilfe der Bedingungen (3.8)–(3.10) ko¨nnen wir den Fall λ0 = 0 ausschließen. Weiterhin erge-
ben sich der Steuerungsprozess
x∗(t) =
{
et, t ∈ [0, τ),
x1, t ∈ [τ,∞), u∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ,∞), τ = lnx1
und die Adjungierte
p(t) =
{
e(1−̺)τe−t, t ∈ [0, τ),
̺−1
̺
e−̺τ + 1
̺
e−̺t, t ∈ [τ,∞).
Fu¨r die Adjungierte gilt dabei im Unendlichen lim
t→∞
p(t) =
̺− 1
̺
e−̺τ 6= 0. Damit konnten wir aus
den notwendigen Bedingungen (3.8)–(3.10) des Maximumprinzips einen eindeutigen Kandidaten
bestimmen. 
Beispiel 3.3. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−̺t
(
1− u(t))x(t) dt → sup,
x˙(t) = u(t)x(t), x(0) = 1, u ∈ [0, 1], ̺ ∈ (0, 1)
mit der Budgetbeschra¨nkung ∫ ∞
0
e−̺tx(t) dt = Z, Z >
1
̺
.
Bezu¨glich der Budgetbeschra¨nkung fu¨hren wir die folgende Zustandsgleichung mit Randwert im
Unendlichen ein:
z˙(t) = e−̺tx(t), z(0) = 0, lim
t→∞
z(t) = Z.
Die Zustandsgleichung und -beschra¨nkung fu¨r die Trajektorie z(·) ergibt sich aus der isoperimetri-
schen Nebenbedingung in Form einer Budgetbeschra¨nkung∫ ∞
0
e−̺tx(t) dt ≤ Z.
Offensichtlich ist z˙(t) > 0 auf R+ und damit z(t) streng monoton wachsend. Demzufolge kann
die Beschra¨nkung z(t) ≤ Z erst im Unendlichen aktiv werden und greift nur durch das Verhalten
in t = ∞ in die gestellte Aufgabe ein. Da stets x˙(t) ≥ 0 ist, muss fu¨r jede zula¨ssige Trajektorie
16
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e−̺tx(t)→ 0 fu¨r t→∞ gelten, denn nur dann ist z(t) ≤ Z erfu¨llt. Damit erhalten wir fu¨r zula¨ssige
Steuerungsprozesse zuna¨chst im Zielfunktional
J
(
x(·), z(·), u(·)) = ∫ ∞
0
e−̺t
(
1− u(t))x(t) dt = ∫ ∞
0
z˙(t) dt−
∫ ∞
0
e−̺tx˙(t) dt
=
∫ ∞
0
z˙(t) dt+ 1− ̺
∫ ∞
0
e−̺tx(t) dt ≤ 1 + (1− ̺)Z.
Es ergibt sich also fu¨r das Zielfunktional die obere Schranke 1 + (1− ̺)Z. D. h., dass jeder Steue-
rungsprozess
(
x(·), z(·), u(·)), fu¨r den die Zustandsbeschra¨nkung z(t) ≤ Z im Unendlichen aktiv
wird, global optimal ist und J
(
x(·), z(·), u(·)) = 1+ (1− ̺)Z gilt.
Die Voraussetzungen des Pontrjaginschen Maximumprinzips an einen zula¨ssigen Steuerungspro-
zess sind in dem vorliegenden Beispiel genau dann erfu¨llt, wenn die Steuerung u(·) dem Raum
L1(R+, [0, 1]) angeho¨rt. Denn in diesem Fall gelten x(·) ∈ Clim(R+,R) fu¨r die korrespondierende
Trajektorie und die Bedingungen (3.6), (3.7). Wir diskutieren zwei optimale Steuerungsprozesse:
(A) In diesem Beispiel liefert der Steuerungsprozess
x∗(t) = eαt, z∗(t) =
1
α− ̺ (e
(α−̺)t − 1), u∗(t) = α, α = ̺− 1
Z
∈ (0, ̺)
ein globales Maximum. Da die vorgeschlagene Steuerung u∗(·) u¨ber R+ nicht integrierbar ist,
gelten weder x∗(·) ∈ Clim(R+,R) noch die Bedingungen (3.6).
Das Maximumprinzip ist auf diesen Steuerungsprozess nicht anwendbar.
(B) Ebenfalls stellt der Steuerungsprozess
y∗(t) =
{
et, t ∈ [0, τ),
eτ , t ∈ [τ,∞), w∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ,∞)
mit dem Umschaltzeitpunkt τ > 0, der der Bedingung
e(1−̺)τ
(
1
̺
+
1
1− ̺
)
= Z +
1
1− ̺ , Z >
1
̺
,
genu¨gt, ein globales Maximum dar. Die zugeho¨rige Trajektorie z∗(·) lautet
z∗(t) =
{
1
1−̺
(
e(1−̺)t − 1), t ∈ [0, τ),
z(τ) + 1
̺
(
e(1−̺)τ − eτ−̺t), t ∈ [τ,∞).
Da die Steuerung w∗(·) dem Raum L1(R+, [0, 1]) angeho¨rt, gelten sa¨mtliche Voraussetzungen
von Theorem 3.1. Mit den Multiplikatoren
λ0 = 1, p(t) = e
−̺t, q(t) = ̺− 1
sind dann die notwendigen Bedingungen (3.8)–(3.10) erfu¨llt. 
Fu¨r die Aufgabe (3.1)–(3.4) lassen sich Aussagen u¨ber die Normalform des Pontrjaginschen Maxi-
mumprinzips und zu diversen Transversalita¨tsbedingungen ableiten.
Wir betrachten zuna¨chst die Aufgabe (3.1)–(3.4) mit freiem rechten Endpunkt im Unendlichen.
Dann genu¨gt die Adjungierte p(·) nach Theorem 3.1 dem Randwertproblem
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
, lim
t→∞
p(t) = 0.
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Folgerung 3.4. In der Aufgabe (3.1)–(3.4) mit freiem rechten Endpunkt im Unendlichen ergeben
sich aus dem Maximumprinzip unmittelbar die “natu¨rlichen” Transversalita¨tsbedingungen:
lim
t→∞
p(t) = 0, lim
t→∞
〈p(t), x(t)〉 = 0 fu¨r alle x(·) ∈W 1∞(R+,Rn).
Nach Voraussetzung des Maximumprinzips ist∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞.
Unter der Annahme λ0 = 0 wu¨rde die Adjungierte als Lo¨sung der Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t), lim
t→∞
p(t) = 0,
im Widerspruch zu Theorem 3.1 identisch verschwinden.
Folgerung 3.5. In der Aufgabe (3.1)–(3.4) mit freiem rechten Endpunkt im Unendlichen gilt
λ0 6= 0 und wir ko¨nnen ohne Einschra¨nkung λ0 = 1 annehmen.
Wegen der Integrierbarkeit der Abbildung t → ϕx
(
t, x∗(t), u∗(t)
)
u¨ber R+ ko¨nnen wir die die in
t = 0 normalisierten Fundamentalmatrizen Y∗(t) bzw. Z∗(t) der homogenen Systeme
y˙(t) = ϕx
(
t, x∗(t), u∗(t)
)
y(t), z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t)
im Rahmen des Raumes Clim(R+,R
n) betrachten. Es bezeichne ferner yξ(·) ∈ Clim(R+,Rn) die
Funktion yξ(t) = Y∗(t)Y −1∗ (T )ξ mit ξ ∈ Rn und ‖ξ‖ = 1. Dann ergibt sich auf die gleiche Weise
wie in Aseev & Kryazhimskii und Aseev & Veliov [2–5] oder Tauchnitz [15–17] die Beziehung
〈p(t), yξ(t)〉 =
〈
p(T ) + Z∗(T )
∫ t
T
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds, ξ
〉
.
Unter Verwendung der “natu¨rlichen” Transversalita¨tsbedingungen in Folgerung 3.4 und wegen
der Willku¨rlichkeit von ξ erhalten wir daraus die Integraldarstellung der Arbeiten von Aseev &
Kryazhimskii und Aseev & Veliov [2–5]:
Folgerung 3.6. Es genu¨ge
(
x∗(·), u∗(·)
)
den Voraussetzungen des Pontrjaginschen Maximumprin-
zips 3.1. Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.1)–(3.4) mit freiem rechten
Endpunkt im Unendlichen, dann besitzt die Adjungierte p(·) die Darstellung
p(t) = −Z∗(t)
∫ ∞
t
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds.
Dabei ist Z∗(t) die in t = 0 normalisierte Fundamentalmatrix des linearen Systems
z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t).
In der Aufgabe (3.1)–(3.4) seien nun gewisse Randwerte im Unendlichen explizit gegeben, d. h.
h1
(
t, x(t)
)
= x(t) − x1. Wir schließen dabei nicht aus, dass dabei gewisse Komponenten von x1
nicht fest vorgegeben, sondern ohne Einschra¨nkung sind. Wir sprechen dabei von expliziten Rand-
bedingungen wenn fu¨r x(t) =
(
x1(t), ..., xn(t)
)
gilt:
lim
t→∞
xi(t) = xi ∈ R, lim
t→∞
xj(t) frei, i = 1, ..., l, j = l + 1, ..., n.
18
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Daher verschwinden einerseits bei expliziten Randwerten im Unendlichen die entsprechenden Kom-
ponenten xi(t)−xi∗(t) fu¨r t→∞, i = 1, ..., l. Fu¨r diejenigen Komponenten, fu¨r die die Randwerte
im Unendlichen frei sind, verschwinden die entsprechenden Komponenten pj(t) der Adjungierten
fu¨r t→∞, j = l+ 1, ..., n. Damit ko¨nnen wir festhalten:
Folgerung 3.7. In der Aufgabe (3.1)–(3.4) mit expliziten Randbedingungen im Unendlichen ergibt
sich aus dem Maximumprinzip unmittelbar die “natu¨rliche” Transversalita¨tsbedingung:
lim
t→∞
〈p(t), x(t) − x∗(t)〉 = 0 fu¨r alle zula¨ssigen x(·) ∈W 1∞(R+,Rn).
In der Aufgabe (3.1)–(3.4) mit freiem rechten Endpunkt verschwinde die Verteilungsfunktion ω(·) ∈
L1(R+,R+) im Unendlichen. Dann folgen aus der gleichma¨ßigen Stetigkeit der Abbildungen f, ϕ
und aus der Beschra¨nktheit des Steuerungsprozesses
(
x∗(·), u∗(·)
)
die Grenzwerte
lim
t→∞
ω(t)f
(
t, x∗(t), u∗(t)
)
= 0, lim
t→∞
〈
p(t) , ϕ
(
t, x∗(t), u∗(t)
)〉
= 0.
Folgerung 3.8. In der Aufgabe (3.1)–(3.4) mit freiem Endpunkt im Unendlichen besitze die Ver-
teilungsfunktion ω(·) einen Grenzwert im Unendlichen, d. h.
lim
t→∞
ω(t) = 0.
Dann ergibt sich die Bedingung von Michel :
lim
t→∞
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= 0.
Es bezeichnet H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) die Hamilton-Funktion H im normalen Fall.
Theorem 3.9. In der Aufgabe (3.1)–(3.4) mit expliziten Randbedingungen sei
(
x∗(·), u∗(·)
) ∈
BLip ∩Badm und es sei p(·) : R+ → Rn. Ferner gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (3.8)–(3.10) in Theorem 3.1 mit λ0 = 1.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, p(t)
)
konkav in x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.1)–(3.4) mit expliziten Rand-
bedingungen.
Beispiel 3.10. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−̺t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, lim
t→∞
x(t) = x1 > 1, u(t) ∈ [0, 1], ̺ ∈ (0, 1).
Aus den notwendigen Bedingungen (3.8)–(3.10) ergeben sich
x∗(t) =
{
et, t ∈ [0, τ),
x1, t ∈ [τ,∞), u∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ,∞), τ = lnx1,
p(t) =
{
e(1−̺)τe−t, t ∈ [0, τ),
̺−1
̺
e−̺τ + 1
̺
e−̺t, t ∈ [τ,∞).
Offenbar ist die Hamilton-Funktion H konkav in x und damit
(
x∗(·), u∗(·)
)
ein starkes lokales
Minimum der Aufgabe. 
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Beispiel 3.11. Fu¨r den linear-quadratische Regler
J
(
x(·), u(·)) = ∫ ∞
0
e−2t · 1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, u(t) ∈ R
liefern die Bedingungen (3.8)–(3.10) den Steuerungsprozess und die Adjungierte
x∗(t) = 2e(1−
√
2)t, u∗(t) = −2(1 +
√
2)e(1−
√
2)t, p(t) = e−2tu∗(t).
Die Hamilton-Funktion H ist konkav bezu¨glich x. Damit ist
(
x∗(·), u∗(·)
)
ein starkes lokales Mi-
nimum. 
Beispiel 3.12. Im Beispiel 3.3 mit Budgetbeschra¨nkung,
J
(
x(·), z(·), u(·)) = ∫ ∞
0
e−̺t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, z˙(t) = e−̺tx(t), z(0) = 0, lim
t→∞
z(t) = Z,
u ∈ [0, 1], ̺ ∈ (0, 1),
ist jeder zula¨ssige Steuerungsprozess
(
x(·), z(·), u(·)) global optimal. Die Voraussetzungen in Theo-
rem 3.9 an einen zula¨ssigen Steuerungsprozess sind genau dann erfu¨llt, wenn die Steuerung u(·)
dem Raum L1(R+, [0, 1]) angeho¨rt. Weiterhin sind fu¨r jeden zula¨ssigen Steuerungprozess mit den
Multiplikatoren
λ0 = 1, p(t) = e
−̺t, q(t) = ̺− 1
die notwendigen Bedingungen (3.8)–(3.10) erfu¨llt. Weiterhin ist die Hamilton-Funktion H offen-
bar konkav bezu¨glich (x, z) und es gilt Theorem 3.9. 
Beispiel 3.13 (Abbau einer erneuerbaren Ressource). Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−̺t
[
π
(
x(t)
) − κ(x(t))]u(t) dt→ sup, (3.11)
x˙(t) = G
(
x(t)
)− u(t), x(0) = x0 > 0, u(t) ∈ [0, umax]. (3.12)
O¨konomische Interpretation: Durch die Funktion G wird die natu¨rliche dynamische Entwicklung
der Ressource (oder einer Population) beschrieben, wie diese sich ohne externe Einflu¨sse entwickelt.
Diese natu¨rliche Entwicklung wird durch die Abbaurate u gesto¨rt. Entsprechend des Angebotes u
wird ein Gewinn in Ho¨he des Preises π abzu¨glich der Kosten κ erzielt. Dabei nehmen wir, dass
Preis und Kosten steigen desto seltener die Ressource ist.
In vielen Aufgaben dieser Form zeigt die Lo¨sung ein stationa¨res Verhalten bzw. es tendiert die
Lo¨sung zu einem stationa¨ren Paar (x, u). Eine solches stationa¨res Paar in Verbindung mit der Ad-
jungierten p(·) nennen wir eine Gleichgewichtslo¨sung. Wir identifizieren eine Gleichgewichtslo¨sung(
x, u, p(·)) durch folgende Eigenschaften:
ϕ(x, u) = 0, Hu
(
t, x, u, 1, p(t)
)
= 0, p˙(t) = −G′(x)p(t)− e−̺t(π′(x)− κ′(x))u.
Aus den ersten beiden Beziehung ergeben sich fu¨r die Gleichgewichtslo¨sung
(
x, u, p(·)):
G(x) = u, p(t) = e−̺t
(
π(x)− κ(x)), p˙(t) = −̺p(t).
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Mit der Bezeichung γ(x) = π(x) − κ(x) fu¨r den Gewinn pro Einheit erhalten wir ferner in der
adjungierten Gleichung:
p˙(t) = −̺p(t) = −G′(x)p(t)− e−̺tγ′(x)u,
−̺e−̺tγ(x) = −G′(x)e−̺tγ(x)− e−̺tγ′(x)G(x),
0 =
(
̺−G′(x))γ(x)− γ′(x)G(x)
oder ausgedru¨ckt in der Form der Gewinnelastizita¨t
εγ,x := x
γ′(x)
γ(x)
= x
̺−G′(x)
G(x)
.
Fu¨r das logistische Wachstum G(x) = x(r −Kx) ergibt sich die Gewinnelastitzita¨t
εγ,x = − (r −Kx)− (̺−Kx)
r −Kx ∈ (−1, 0)
im Fall einer initialen Wachstumsrate G′(0) = r > ̺. 
Bemerkung 3.14. Die Darstellung der Pontrjagin-Funktion und der notwendigen Bedingungen
im Maximumprinzip 3.1 nennt man auch Gegenwartswert-Schreibweise (“present value”). Durch
die Einfu¨hrung Momentanwert-Schreibweise (“current value”) mittels der Funktionen q = e̺tp und
H˜ = e̺tH,
e̺tH(t, x, u, p, 1) = e̺t
[〈p, ϕ(t, x, u)〉 − e−̺tf(t, x, u)]
= 〈q, ϕ(t, x, u)〉 − f(t, x, u) = H˜(t, x, u, q, 1),
lassen sich im letzten Beispiel die Gleichgewichtsbedingungen in folgende Form u¨berfu¨hren:
ϕ(x, u) = 0, H˜u(t, x, u, 1, q) = 0, ̺q − H˜x(t, x, u, 1, q) = 0.
In der Momentanwert-Schreibweise kommt der Charakter eines Gleichgewichts vollsta¨ndig zum
Ausdruck. Deswegen findet man in den Untersuchungen zu Gleichgewichten in der Literatur ha¨ufig
das Maximumprinzip in der Momentanwert-Schreibweise. 
Beispiel 3.15. Im Folgenden befassen wir uns mit einem neoklassischen Modell der o¨konomi-
schen Wachstumstheorie. Diese Problemklasse geht auf die bereits erwa¨hnte Arbeit von Ramsey [12]
zuru¨ck. Es bezeichne K(·) das Vermo¨gen einer O¨konomie, Y (·) das Nationaleinkommen und C(·)
die Konsumption. Weiterhin wird zu jedem Zeitpunkt das Nationaleinkommen Y in Konsumpti-
on und Investition aufgeteilt, d. h. Y (t) = C(t) + K˙(t). Mit der Nutzenfunktion U ergibt sich die
allgemeine Aufgabenstellung
J
(
K(·), C(·)) = ∫ ∞
0
e−̺tU
(
C(t)
)
dt→ sup, K˙(t) = Y (t)− C(t).
Das Nationaleinkommen bestimmt sich durch die produzierten Gu¨tern, die aus dem eingesetzen Ka-
pital K und den Arbeitsressourcen L gewonnen werden. Mit der Cobb-Douglas-Produktionsfunktion
F (K,L) erhalten wir die Darstellung
Y (t) = F
(
K(t), L(t)
)
, F (K,L) = KαL1−α, α ∈ (0, 1).
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Die Verteilung des Nationaleinkommens Y in Investition und Konsumption beschrieben mit u ∈
[0, 1] liefert
K˙(t) = u(t)F
(
K(t), L(t)
)
, C(t) =
(
1− u(t))F (K(t), L(t)).
Mit einer logarithmischen Nutzenfunktion U stellt sich so die Aufgabe wie folgt dar:
J
(
K(·), C(·)) = ∫ ∞
0
e−̺t ln
[(
1− u(t))F (K(t), L(t))] dt→ sup,
K˙(t) = u(t)F
(
K(t), L(t)
)
, L˙(t) = µL(t), u(t) ∈ [0, 1].
Wir fu¨hren die Kapital- und Konsumintensita¨t k = K/L, c = C/L und die Produktionsfunktion
f(x) = F (x, 1) ein. Dann ergeben sich die Beziehungen
k˙(t) =
K˙(t)L(t)−K(t)L˙(t)
L2(t)
=
u(t)Kα(t)L1−α(t)L(t) −K(t)L˙(t)
L2(t)
= F
(
K(t)/L(t), 1
)− L˙(t)
L(t)
K(t)
L(t)
= u(t)f
(
k(t)
)− µk(t),
c(t) =
(
1− u(t))F
(
K(t), L(t)
)
L(t)
=
(
1− u(t))F (K(t)/L(t), 1) = (1− u(t))f(k(t)).
Auf diese Weise bekommt die Aufgabe die finale Form
J
(
k(·), c(·)) = ∫ ∞
0
e−̺t ln
[(
1− u(t))f(k(t))] dt→ sup,
k˙(t) = u(t)f
(
k(t)
)− µk(t), u(t) ∈ [0, 1].
Die Pontrjagin-Funktion der Aufgabe in der Momentanwert-Schreibweise ist
H˜(t, k, u, q, 1) = q[uf(k)− µk] + ln[(1− u)f(k)].
Dann ergeben die Gleichgewichtsbedingungen in der Momentanwert-Schreibweise:
(a) Das dynamische Gleichgewicht liefert
ϕ(k, u) = uf(k)− µk = 0 ⇔ u = µ k
f(k)
.
(b) Der stabile Verteilungsparameter erfu¨llt die Beziehung
H˜u(t, k, u, 1, q) = qf(k)− 1
1− u = 0 ⇔ u = 1−
1
qf(k)
.
(c) Fu¨r den konstanten Schattenpreis erhalten wir in der adjungierten Gleichung
̺q − H˜k(t, k, u, 1, q) = ̺q − q[uf(k)− µ]− f
′(k)
f(k)
= 0.
Die Division durch q und das Einsetzen der Beziehungen (a) und (b) liefert
f ′(k) = ̺+ µ.
Wegen f ′(k) > µ ergibt sich u ∈ (0, 1). Damit wird durch die Beziehungen (a)–(c) ein eindeutiges
Gleichgewicht (k, u) festgelegt. Abschließend bemerken wir, dass die Hamilton-Funktion H stets
konkav in k ist. 
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3.3 Optimalita¨tsbedingungen unter Zustandsbeschra¨nkungen
Theorem 3.16 (Pontrjaginsches Maximumprinzip). Es sei
(
x∗(·), u∗(·)
) ∈ Badm ∩BLip. Weiter-
hin nehmen wir an, dass∫ ∞
0
∥∥ϕ(t, x∗(t), u∗(t))∥∥ dt <∞,
∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞
ausfallen und es mo¨ge zu jedem δ > 0 ein T > 0 existieren mit∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt
≤ δ‖x(·)− x′(·)‖∞
fu¨r alle x(·), x′(·) ∈W 1∞(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ, ‖x′(·)− x∗(·)‖∞ < γ.
Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.1)–(3.5), dann existieren eine Zahl
λ0 ≥ 0, eine Vektorfunktion p(·) : R+ → Rn und auf den Mengen
Tj =
{
t ∈ R+
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei sa¨mtliche
Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) = − lim
t→∞
hT1x
(
t, x∗(t)
)
l1 +
∫ ∞
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ ∞
t
gjx
(
s, x∗(s)
)
dµj(s) (3.13)
genu¨gt und die Transversalita¨tsbedingung
p(0) = h′0
T (
x∗(0)
)
l0 (3.14)
erfu¨llt;
(b) fu¨r fast alle t ∈ R+ die Maximumbedingung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
(3.15)
gilt.
Die Adjungierte p(·) ist linksseitig stetig und es gilt im rechten Endpunkt die Transversalita¨tsbe-
dingung
lim
t→∞
p(t) = lim
t→∞
[
− h′1T
(
x∗(t)
)
l1 −
l∑
j=1
gjx
(
t, x∗(t)
)
µj({∞})
]
.
Es bezeichnet H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) die Hamilton-Funktion H im normalen Fall.
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Theorem 3.17. In der Aufgabe (3.1)–(3.5) mit expliziten Randbedingungen sei
(
x∗(·), u∗(·)
) ∈
BLip∩Badm. Außerdem sei die Vektorfunktion p(·) : R+ → Rn stu¨ckweise stetig, besitze ho¨chstens
abza¨hlbar viele Sprungstellen sk ∈ (0,∞), die sich nirgends im Endlichen ha¨ufen, und p(·) sei
zwischen diesen Spru¨ngen stetig differenzierbar. Ferne gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (3.8)–(3.10) in Theorem 3.1 mit λ0 = 1.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, p(t)
)
konkav und es sind die Funktionen gj(t, x),
j = 1, ..., l, konvex bezu¨glich x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.1)–(3.5) mit expliziten Rand-
bedingungen.
Beispiel 3.18. Wir betrachten erneut das Beispiel 2.11:
J
(
x(·), y(·), u(·)) = ∫ ∞
0
e−̺t
[
pf
(
u(t)
)− ry(t) − qu(t)] dt→ sup,
x˙(t) = −u(t), y˙(t) = cf(u(t)), x(0) = x0 > 0, y(0) = y0 ≥ 0,
x(t) ≥ 0, u(t) ≥ 0, b, c, ̺, q, r > 0, ̺− rc > 0.
Wegen der Zustandsbeschra¨nkung sind fu¨r jeden zula¨ssigen Steuerungprozess die Beschra¨nkungen
an die Dynamik in Theorem 3.16 erfu¨llt. Bei der Anwendung der notwendigen Bedingungen ist
nun zu beachten, dass das Gewicht ν(t) = e−at in die Darstellung der Adjungierten nicht einfließt,
d. h. mit λ0 = 1 genu¨gt die Adjungierte p1(·) der Gleichung
p1(t) =
∫ ∞
t
dµ(s).
Die weitere Diskussion kann nun vollsta¨ndig aus Beispiel 2.11 u¨bernommen werden. Insbesondere
entha¨lt die Pontrjagin-Funktion
H(t, x, y, u, p1, p2, 1) = p1(−u) + p2cf(u) + e−̺t[f(u)− ry − qu]
bezu¨glich der Zustandsvariablen x und y nur den Term e−̺try. Damit ist die Hamilton-Funktion
offenbar konkav bezu¨glich (x, y). Außerdem ist die Zustandsbeschra¨nkung linear in x. 
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