The objective of this paper is to evaluate the relevance of dislocation conservation within the context of dislocation-based crystal plasticity. In advanced crystal plasticity approaches, dislocations play a prominent role. Their presence, nucleation, motion, and interactions enable the explanation and description of physical phenomena such as plastic slip, hardening and size effects. While the conceptual aspects of the evolution and mechanical consequences of dislocations are treated analogously in a wide range of advanced crystal plasticity formulations, these formulations differ significantly with respect to the underlying dislocation conservation properties. This paper identifies and compares two essentially different approaches to model plastic deformations in a single crystal. Both approaches have in common that they rely on the geometrical relation between the plastic slip and the densities of geometrically necessary dislocations. In the first approach, the geometrical relation serves as a balance and is supplemented with an evolution law for the statistically stored dislocations. In the second approach the local conservation of the total number of dislocations is enforced in addition to the first balance instead of the evolution. Considering a single-slip model pile-up problem, the two representative frameworks are elaborated and confronted theoretically and numerically on the basis of a dimensionless finite-element analysis to evaluate the intrinsic role of dislocation conservation for model predictions.
Introduction
It is well accepted that plasticity-driven size effects may occur in stress-deformation relations of miniaturized polycrystalline structures, in which the specimens consist of only a few grains across the thickness. These can be attributed to a nonuniform deformation field accompanied by a field of (geometrically necessary) dislocations and heterogeneities present in the polycrystal, as those influence or eventually obstruct the motion of dislocations, which carry the plastic slip. Among different types of heterogeneities (such as grain boundaries, second-phase particles or inclusions) rigid obstacles that are impenetrable to dislocations have the greatest influence on the dislocation motion. As dislocations move towards such a rigid obstacle, dislocations cannot penetrate due to the interatomic forces and the resulting mutual repulsion of dislocations of the same orientation: a pile-up of dislocations against the boundary results [1] . Studies on such pile-up situations are an important step in the understanding of the behaviour of dislocations at impenetrable and eventually semi-penetrable boundaries such as grain boundaries. This is one of the reasons that pile-up analyses have been performed with discrete dislocations (e.g. [2] [3] [4] ). From such discrete studies, densities of dislocations can be evaluated providing the basis for field theories of dislocations as they are used in advanced frameworks of crystal plasticity. To achieve meaningful predictions including the above-mentioned size effects, the mutual interactions between the dislocations need to be properly accounted for in crystal plasticity models.
Rather than at the scale of individual dislocations, crystal plasticity frameworks model plastic deformation in crystalline materials at the scale of individual crystals in a crystallite. Thereby the plastic deformation is obtained by a summation of the respective slip contributions on the distinct glide planes within the crystalline lattice. Beyond standard formulations of crystal plasticity, a multitude of higher-order or strain gradient crystal plasticity theories have been introduced to account for size effects stemming from dislocation interactions. In such advanced crystal plasticity formulations, the interaction between dislocations is captured in a back stress term, containing a higher gradient of slip or-analogously--a gradient of certain dislocation densities. We focus on those, which deal with additional balance equations and consequently involve additional physical field variables to capture the nonlocal effects originating from the dislocation interactions. These multifield theories [5] are denoted as formulations with external plastic variables in [6] . Among them we identify two major categories that-based on the respective assumptions-require one or two balance equations for the dislocation fields, as will be clarified next.
Crystal plasticity approaches with one dislocation balance. In a first category of approaches, the influence of the dislocations is captured based on the defect kinematics in the crystalline lattice. In this context, recall the notion of geometrically necessary dislocations (GNDs) that was first introduced by [7] , describing the polarity of a dislocation field. These GNDs are related to lattice curvature [8, 9] and consequently to the gradient of slip in the crystal. The geometrical relation between the density and the slip gradient directly provides a dislocation balance equation for higher-order crystal plasticity approaches. The time evolution of the dislocation population is described by evolution laws. Typical examples for this category of dislocation-based plasticity are e.g. the contributions of the group of Geers [10] [11] [12] as well as [13] . As shown by Kuroda and Tvergaard [14] and by Ertürk et al [15] , these are largely equivalent to the thermodynamically motivated gradient crystal plasticity framework proposed by Gurtin [16] [17] [18] [19] formulated in terms of plastic slip and gradients thereof. Many contributions including the thermodynamically consistent work of Svendsen [20] , the papers of Ekh et al [13, 21] as well as the nonconvex extension by Yalcinkaya et al [22] , fall in this first category. In addition, micromorphic or Cosserat types of crystal plasticity such as presented by Forest [23] [24] [25] or by Bammann [26] are closely related to this first category as well.
Crystal plasticity approaches with two dislocation balances. While the vast majority of dislocation-based crystal plasticity formulations pursues the previous type of approach, some works follow a dislocation framework based on statistical mechanics [27] . This second category of dislocation-based crystal plasticity shares the kinematically motivated balance equation of the previous one. However, based on statistical physics considerations, they additionally postulate the local conservation of dislocations as long as no dislocation sources or sinks are active [27] . This conservation relation renders a second dislocation balance equation instead an extra evolution equation. Recent applications of this second approach of crystal plasticity can be found e.g. in the papers of Arsenlis and Parks [28] or Yefimov et al [29, 30] . A similar set of equations may be constructed on the basis of the classical continuum theory of dislocations, see e.g. Sedláček et al [31] or the field dislocation mechanics approach of Acharya [32] [33] [34] .
Objective and outline of this paper. This paper focuses on the role of the second balance equation prescribing a conservation of dislocations for crystal plasticity and what the lack of such balance-as a characteristic of the more widely used first-mentioned category of approaches-implies for the predictions of dislocation evolution in dislocation pile up. The aim of this paper is not to develop a new theory, but rather to compare two widely used frameworks of dislocation-based crystal plasticity by considering a test case reduced to essential features neglecting multiple slip, interactions between slip planes, cross-slip, dislocation climb, etc.
To this end, we outline the two above-mentioned categories of dislocation-based crystal plasticity in more detail. Thereby we tend to make both categories as identical as possible, i.e. by taking the same formulation for the dislocation motion and back stress. Evidently, this deviates from some of the original propositions, but it provides an absolutely comparable set of equations for both approaches. For the sake of clarity, we choose a representative idealized initial-boundary value problem, which simulates the motion of dislocations within a channel enclosed by dislocation-impenetrable boundaries into a pile-up. The pile-up model problem idealizes plasticity within a single crystal under the assumption that the grain boundaries are impenetrable to dislocations. Following well-established examples in the literature [11, 17, [35] [36] [37] we consider the benchmark case of a constant stress field arising in a constrained channel under simple shear, which naturally satisfies macroscopic equilibrium in the sense that div σ = 0 and can hence drop the dependence on the displacement field u here. Moreover, complications such as curved slip system are left out of consideration. A small strain setting is adopted for simplicity. For a single-slip system, a one-dimensional framework allows us to simulate the redistribution of dislocations predicted for a given set of dislocation balance equations, see also [22, 38] . These simplified assumptions serve our purpose to focus on the mere plastic process, i.e. the dislocation field problem and to identify the key characteristics stemming from the nature of the respective governing equations.
Extensions of this idealized case to a fully coupled elasto-crystal-plastic problem involving multiple slip systems are part of future work. The main emphasis of this work is on the proper understanding of the governing equations in a simple, one-dimensional setting.
Dislocation balance frameworks in crystal plasticity
In the following, to study the relevance of dislocation conservation, we extract the essential sets of equations from the two different advanced crystal plasticity frameworks. Based on the relevant measures of dislocation densities and their corresponding kinematical properties, the particular assumptions on dislocation conservation and the resulting different sets of dislocation balances are examined. Finally, the manner in which dislocation sources and sinks are accounted for is described.
Dislocation densities
In dislocation-based crystal plasticity, the dislocation distribution is kept track of using densities of dislocations on the respective glide planes. In particular, the total density of dislocations on a particular glide plane is defined as the total length of dislocation line per unit crystal volume. For straight edge dislocations with a line perpendicular to the considered surface this definition can be interpreted as the number of dislocation lines n piercing a local surface element. The total dislocation density field, defined as a function ρ(x, t) of the position x on the glide plane and the time t, is conventionally decomposed as
into the density of statistically stored dislocations (SSDs) and that of GNDs. While the first, ρ S (x, t), is a positive (unsigned) field quantity, the GND density ρ G (x, t) is a signed field quantity providing a measure for the polarity of the dislocation distribution. The GND density is directly related to the lattice curvature [7, 8] . For the case of a single-slip system the GND density can be expressed in terms of the gradient of slip
where b denotes the length of the Burgers vector.
Motion of dislocations
As typical for rate-dependent crystal plasticity formulations, the dislocations are assumed to be mobile throughout the deformation process. This allows for a viscous-type drag relation between the aggregate dislocation velocity field v and the driving force on dislocations F , which is also known as the Peach-Koehler force [1] :
Herein the parameter B denotes a drag coefficient characterizing the thermally originated resistance to dislocation motion through the lattice [39, 40] . This driving force on the dislocations comprises both an elastic stress (originating from long range elastic fields, e.g. due to external loading) and a back stress term (originating from short-range dislocation interactions), multiplied by the Burgers vector length b:
The back stress σ b accounts for the discrete interaction between dislocations, e.g. resulting from a gradient in the GND density. Here, we adopt a straightforward back stress formulation,
for both following formulations, whereby G is the shear modulus and ν Poisson's ratio. This particular formulation developed by [27, 36] based on arguments of statistical mechanics accounts exclusively for nearest neighbour interactions. Note that in addition to this choice, there are other models that capture the dislocation interaction within a certain cut-off radius ( [11, 12] etc). Furthermore, we here adopt the classical Orowan relation for the slip rateγ ,
Note that more elaborate flow rules [11, [41] [42] [43] , incorporate additional features such as thermal activation factors and an evolving slip resistance. They are omitted here, to restrict the paper to the essence of the comparative analysis.
Balance equations
The conservation of dislocations is treated differently in the two frameworks, yielding either one or two dislocation balances in the form of partial differential equations.
Framework 1.
In the first category, 'framework 1', the influence of the dislocations is only captured through the kinematic relation of the lattice curvature, (2) . The rate form thereof with the Orowan relation (6) constitutes the balance equation for the GNDs:
This equation implies the conservation of the total Burgers vector, which can be shown by integration over the entire domain. This differential equation accounts for the GND only, while the total number of dislocations remains uncontrolled. Hence this framework relies on the spontaneous production and annihilation of dislocations even in the absence of a source or sink term. An evolution law for the SSDs,ρ
in terms of sources and sink terms closes the dual set of equations for this framework. The precise format of the source and sink term s will be treated later.
Framework 2.
The second category (denoted by 'framework 2') uses two differential equations as the dislocations balances. Additional to the GND balance (7), a balance of the total density of dislocations is formulated as ∂ρ ∂t
which has been proposed by Groma [27, 36] based on arguments of statistical mechanics. In the absence of a source or sink, i.e. s = 0, (9) guarantees the local conservation of the number of dislocations.
With the coupled problem consisting of two partial differential equations, (7) and (9), the evolution of dislocations is captured intrinsically. Additionally, the nucleation (source) and annihilation (sink) of dislocations can be controlled with the source term on the right-hand side of (9), which will be made explicit next.
Sources and sinks of dislocations
Sources and sinks of dislocations are incorporated in the spirit of [44] as follows:
The two frameworks incorporate this source/sink term differently: while in framework 1, it governs the evolution of SSDs (8), in framework 2 this term directly occupies the right-hand Table 1 . Parameters used in the crystal plasticity frameworks 1 and 2. Table 2 . Geometrical data in a pile-up problem.
Burgers vector length
Domain length L Initial dislocation density ρ 0 side of the second balance equation (9) . For further details on the possible choice of the parameters A and Y in the distinct contributions, the reader is referred to [11] and references cited therein.
Dimensionless formulation
In the previous section, we stated that both formulations require two key equations: a balance and an evolution in case of framework 1, or two balance equations for framework 2. Both frameworks, 1 and 2, have in common a number of material and geometry parameters, which are summarized in tables 1 and 2. However, as the two crystal plasticity frameworks can be applied to various materials and boundary value problems, we aim for a formulation that displays the characteristic features of the model independent from a particular choice of material parameters. To this end, we pursue a dimensionless analysis on the two frameworks to study how certain combinations of parameters influence the response predicted by either approach.
Dimensionless parameters
Relative, dimensionless quantities are introduced and are indicated below by a superscript . In particular, the position in space is considered relative to a domain length L, i.e. x = v, where σ is the constant applied stress value. Consequently, the time that a dislocation would need to propagate freely through the entire domain L at constant speed σ b/B, yields the dimensionless time t = σ b BL t. Likewise, the dislocation densities are related to the initial total density of dislocations ρ 0 as to obtain relative dislocation densities for the total, ρ = ρ/ρ 0 , the statistically stored, ρ S = ρ S /ρ 0 , and GNDs, ρ G = ρ G /ρ 0 . With these dimensionless quantities at hand, all governing equations of section 2 can be rewritten in a dimensionless format.
Governing dimensionless equations
The dimensionless velocity, combined with (3)- (5), gives the dimensionless drag relation
with the dimensionless ratio Table 3 . Dimensionless parameters used in the dimensionless formulations of the crystal plasticity frameworks 1 and 2.
identified directly. The parameter C characterizes the contribution of the back stress relative to that of the applied stress σ in the aggregate dislocation velocity.
Framework 1.
With the dimensionless dislocation densities of section 3.1, the GND balance (7) is reformulated as
and the dimensionless evolution (8) reads
Framework 2.
The dislocation balance (9) together with the source (10) reads in its dimensionless format
for framework 2. The dimensionless GND balance as given by (13) also holds here.
Dislocation source and sink.
The dimensionless source and sink term s in (14) and (15) can be derived from (10) according to
where a dimensionless quantity for the source and the sink is identified as S + = AL √ ρ 0 and S − = Y Lρ 0 , respectively. The first parameter, S + , governs the creation or multiplication of dislocations ('source'), whereas the second one, S − , represents the annihilation ('sink') of dislocations.
The three dimensionless parameters fully describing the model problems for both frameworks are specified in table 3.
Initial-boundary value problem of pile-up
The pile-up problem mentioned earlier and sketched in figure 1 is studied within a dimensionless setting. Under the restriction to single slip, we consider a domain of unit length 1, B = [0, 1], in which the two opposite boundaries ∂B = {0, 1} are impenetrable to dislocations. Starting from an initially homogeneous configuration of dislocations without dislocation polarity subjected to an externally applied field stress σ in the indicated direction, positive dislocations will move to the right and negative ones to the left. As dislocations approach the impenetrable boundaries, where the dislocation flux is zero,
they are expected to pile up. This motion towards the two dislocation-impenetrable boundaries ceases once an equilibrium state is reached. Starting from the initial distribution of dislocations (17) and (18), dislocations redistribute and may change their contribution to the SSD and GND field quantities, as a result of the constant applied stress.
Numerical implementation
The numerical implementation using the finite-element method is outlined below and detailed in appendix A for both frameworks in terms of the dimensionless formulation of section 3.2. For the sake of clarity, we drop the indicating dimensionless quantities below.
Framework 1.
When using framework 1, see section 3.2.1, the dimensionless GND density, ρ G , can be used as the single nodal degree of freedom to be solved for 3 . The evolution equation (14) requires a local numerical evaluation of the current SSD density, ρ S . For details on the numerical framework, reference is made to appendices A.1 and A.2.1.
Framework 2.
For numerically solving the initial-boundary value problem of framework 2, two types of nodal unknowns are necessary. Following our theoretical treatment of section 3.2.2, we here select both the dimensionless GND density ρ G and the total dislocation density ρ to solve a fully coupled system of equations 4 . Further details on the numerical elaboration can be found in appendices A.1 and A.2.2. 3 Note that in connection with the full elasto-plastic crystal plasticity problem, thus two types of unknowns are needed, i.e. e.g. the displacement u and ρ α G on each glide plane α, embedded into a coupled system of equations. 4 For full elasto-plastic crystal plasticity problems, framework 2 entails three types of nodal unknowns, i.e. e.g. the displacement u, ρ α G and ρ α on glide plane α. Hence the arising coupled system of equations is much larger than for the previous framework.
System of equations.
Thus the balance equations (13) and (15) can be recast as two residual equations, which are discretized in and solved numerically.
Limitations of the chosen solution procedure.
The balance prescribing the dislocation conservation (15) is an advection-dominated hyperbolic equation. Although standard BubnovGalerkin finite-element approaches are not the optimal solution approach, they are chosen in this paper for the sake of simplicity. The constant C directly relates to the Peclet number, as Pe = 1/C, which is the ratio between advective and diffusion terms in the differential equations (13) and (15) via the velocity (11) . By choosing both the time step and the element size sufficiently small (here t = 5 × 10 −4 , l e = 5 × 10 −4 ) the element Peclet number is controlled in order to avoid oscillations in the numerical solution. If the emphasis were placed on numerical solution methods, we needed to use for instance one of the following methodologies: streamline upwind/Petrov-Galerkin (SUPG) methods [45, 46] , discontinous Galerkin methods [47] [48] [49] [50] , spurious oscillations at layers diminishing methods (SOLD) [51] or the variational multiscale method [52] .
Numerical pile-up studies
In order to study the role of the dislocation conservation (9) in the pile-up prediction, we compare both frameworks using the pile-up problem of dislocations sketched in section 3.3. To reveal the essential characteristics of the models, we first present numerical examples omitting any source or sink. Then the influence of activated source and sink on the response is studied. The differences in the predictions (and range of parameters in which either framework operates well) are particularly pointed out.
As mentioned in section 3.4.3, the 1D domain is discretized with 2000 elements, and the adaptive time stepping scheme starts with an initial time step of t = 5 × 10 −4 . The spatial distributions of the dislocation densities, ρ G , ρ S and ρ, at an equilibrium state are studied. To properly understand the characteristics of both models, the time evolution of the actual numbers of dislocations (n S , n G , n) in the entire domain is evaluated as well. These numbers of dislocations and the plastic slip are simply evaluated through an integration of the fields over the spatial domain, for details see appendix B. In the following figures, unless indicated otherwise, the plots on the left-hand side show the results for framework 1, while the corresponding plots on the right-hand side present results for framework 2.
Absence of dislocation sources or sinks
In the first example, the essential behaviour of the two frameworks and in particular how they predict the size effect arising from the dislocation pile-up is studied. To this end, only the parameter C defined in (12) is changed, while we omit any sink or source in (14) and (15), i.e. s = 0 (S + = 0, S − = 0 in (16)).
Reference solutions.
The first reference solutions are obtained for C = 1 in both frameworks.
In framework 1, the SSDs cannot evolve for s = 0. Hence ρ S remains constant over the spatial domain ( figure 2 left) , and the number n S stays constant over time ( figure 3 left) . GNDs, however, are created in the process, which pile up against the dislocation-impenetrable boundaries (positive ρ G on the right-hand side and negative ρ G on the left-hand side; figure 2 ). As in framework 1 the SSD density remains constant for s = 0, only the GNDs contribute to an increase of the total number of dislocations, as is apparent in the time evolution of the number of dislocations ( figure 3, left) . The spatial distribution of the total dislocation density ρ has a kink at the symmetry axis of the chosen spatial domain.
The response obtained using framework 2 yields quantitatively similar results ( figure 2  and 3, right) . The spatial GND density distribution exhibits a qualitatively comparable pile-up behaviour. The main difference concerns the SSD density ρ S , which reveals a kink at the symmetry axis of the domain and decreases near the boundaries. The spatial distribution of the total dislocation density ρ remains smooth. The difference in framework 2 compared with framework 1 results from the fact that each GND is generated at the expense of an SSD by a spatial redistribution, since the total number of dislocations is preserved. This typical difference is best visible in figure 3 .
The characteristic behaviour of the two frameworks, stemming from the properties of their respective sets of equations, is most pronounced at a lower value of C, e.g. for C = 0.1. Figure 4 shows that the pile-up characterized by the spatial distribution of GNDs, ρ G , remains qualitatively similar. However, with the axes chosen significantly differently, there are huge quantitative differences, which are also obvious in the time evolution of the number of dislocations in figure 5 . Recall that in framework 1, the number of SSDs governed by the evolution equation (14) is constant. With (13) as the only partial differential equation, this framework does not constrain the total number of dislocations. Hence both the number of GNDs and the total number of dislocations can grow considerably, whereby the time needed to reach equilibrium may be huge. Contrarily, framework 2, in which the total number of dislocations is preserved, has the (logical) property that for smaller C (e.g. through a higher stress σ ) a larger fraction of the dislocations is transformed from SSD to GND. The equilibrium state (no dislocation motion) is reached much earlier than in framework 1.
In framework 2, for even smaller values of C, i.e. C < 0.1, the population of dislocations, which initially were all statistically stored, is entirely transformed into GNDs. In this case, when no dislocations are left at the domain centre to carry plastic slip, the limit response becomes very stiff and a further application of slip would encounter an absolutely rigid response (in the absence of elasticity). This so-called starvation property is only possible in framework 2, due to its strict dislocation conservation.
Influence of the ratio C on the pile-up prediction.
Simulations of the pile-up problem are next shown for both frameworks using three different values of C, still in the absence of a source term, i.e. s = 0. With the previous reference solutions in mind, the influence of the parameter C on the evolution and the spatial distribution of the GNDs is studied in particular.
In figures 6-8, the spatial distribution of the slip γ and the GND density ρ G as well as the time evolution of the number of GNDs, n G , are shown for both frameworks. The larger the value of C, the more rigid is the predicted response of both frameworks. This means that in a small domain (L ↓ ⇒ C ↑), the dislocation repulsion is strong, which causes considerably less plastic slip. As C decreases, the amount of plastic slip and, correspondingly, the predicted density and number of GNDs increases. This influence is much greater for framework 1 as can be seen in figure 7 .
Framework 2 better reflects the pile-up of dislocation, represented by the GND density ρ G near the impenetrable boundaries. Furthermore, as the number of GNDs is intrinsically 
Influence of dislocation sources and sinks
Based on the elementary results of section 4.1, the influence of dislocation sources and sinks according to (16) is next investigated. To this end, the source parameter S + and the sink parameter S − in equations (14) and (15) are first activated individually, before combinations of source and sink parameters are studied for both frameworks. Figures 9 and 10 show the results of the pile-up problem in the presence of a dislocation source but no sink term, i.e. C = 1, S + = 1, S − = 0. For this set of parameters, both frameworks behave significantly different. While for framework 2, the source has a low impact on the evolution of the total dislocation number and density, its effect is pronounced for framework 1. For the latter, which lacks the capability of SSDs being transformed back into GNDs, the source causes the SSD density to become increasingly large in the centre of the domain, while the GND distribution is not much different from the simulation without the source shown in figure 2 . This overprediction of the number of SSDs and thus the overall number of dislocations is attributed to this framework's ineptity to control the total number of dislocations and hence the missing restriction on the resulting SSD density, which evolves according to (14) . It even causes the model to fail in converging to an equilibrium state, which becomes particularly obvious for the current parameter set in the time evolution in figure 10 (left) , in which the computation runs no further than t = 0.25.
Dislocation sources only.

Dislocation sink only.
In case only the dislocation sink term is activated (C = 1, S + = 0, S − = 1), the picture changes completely. The two frameworks predict a response that is both qualitatively and quantitatively similar, as shown in figures 11 and 12. One difference is that for framework 1, the SSD density ρ S is primarily reduced in the centre of the domain, inducing a smoother distribution of the total dislocation density ρ for framework 1 compared with the reference solution of figure 2 . The reduction of the number of dislocations is stronger for framework 2 than for framework 1. All simulations with only a sink reach equilibrium within one (dimensionless) time unit. 
Both dislocation source and sink.
Different from the quantity C, the source and sink parameters S + and S − act primarily on the number of SSDs, which mainly influences framework 1. The interaction of sinks and sources is evaluated by considering the final numbers of SSDs and GNDs, which are plotted for certain combinations of S + and S − in figures 13 and 14.
Adequately balancing the source by a sufficiently large sink regularizes the simulation such that equilibrium is recovered and meaningful pile-up predictions are obtained. In contrast, for framework 2 the influences of a dislocations source and sink on the numbers of SSDs and GNDs are moderate, yet particularly small in direct comparison with framework 1, see figures 13(right) and 14(right). Table 4 evaluates the influence of various combinations of dislocation sources and sinks for different values of the parameter C. The conservation of dislocations of framework 2 appears to be a safe yet possibly conservative assumption, which is taken as a reference. Framework 1 is considered to yield reasonable results if these are qualitatively and quantitatively similar to those of framework 2. For large C, i.e. small domains or a high applied stress, both frameworks render comparable predictions. However, the sensitivity of framework 1 to sources may be problematic and makes this crystal plasticity framework particularly questionable in large domains (small C). The incorporation of a dislocation sink provides a regularization, which is more effective for larger values of C and that coincides with reality in which usually both dislocation nucleation/multiplication and annihilation are active concurrently.
Discussion
Both frameworks have proven to be suitable to predict the expected size-dependent pile-up behaviour studied here on an academic single-slip situation. The size of the domains (or the intensity of the stress field), represented by the parameter C, determines the influence of the gradient of slip and thus the size effect in the predicted response, see section 4.1. The shape of the pile-up of GNDs is qualitatively predicted similarly for both frameworks, being more confined to the dislocation-impenetrable boundaries for larger domains. Framework 1, which relies on a spontaneous production of GNDs instead of a conservation of the total number of dislocations, tends to quantitatively overpredict the number of GNDs near the boundaries. With Figure 14 . Number of GNDs at t = 1 depending on source S + and sink S − parameters, for frameworks 1 (left) and 2 (right). Note the different vertical axes used in the two diagrams. Table 4 . Influence of source and sink parameters on the equivalency of both frameworks:
: framework 1 predicts a significantly different response than framework 2;
• : framework 1 predicts a quantitatively similar, but qualitatively different response compared to framework 2;
: framework 1 and framework 2's predictions are largely equivalent.
• its additional balance equation prescribing the conservation of the number of dislocations (9) in the absence of source or sink terms, framework 2 has significantly different properties. Due to the limited availability of dislocations, it is natural that framework 2 predicts a stiffer response, which in the ultimate case may lead to the dislocation starvation, see section 4.1.1. In certain parameter ranges, the differences between the two frameworks may be either minor or pronounced: they are hardly present for mild loading or rather small domains (large C), yet large for high loading or large domains, as pointed out in section 4.1. One may conclude that in the absence of a source/sink term the dislocation conservation is especially relevant for large domains, in which the repelling of the dislocations does not play such a dominant role. In its absence (i.e. for framework 1) the number of dislocations is strongly overpredicted. The reference solution neglecting source or sink contributions gives a first indication that the two frameworks yield quantitatively comparable results in small domains or for a strong applied stress only. When a dislocation source and sink is activated as done in section 4.2, mainly the evolution of SSDs is affected. For sources only, the differences between the predicted responses of the two frameworks become even more significant than before. In this case framework 1 becomes unreliable as it fails to reach an equilibrium state. It was shown that only if an active source is compensated by a dislocation sink, framework 1 delivers reasonable results. Although the results of framework 1 seem problematic at first glance especially in the absence of sinks, in simulations of problems representing realistic situations, where both dislocation sources and sinks are always present, this drawback may be negligible.
Conclusion and outlook
In this paper we have studied the role of dislocation conservation for two types of dislocationbased crystal plasticity represented by a single-slip problem. To this end, we have considered a single-slip case to confront two essentially different formulations of dislocation-based crystal plasticity. In the first type, the nonlocal influence of the dislocation interaction is captured based on the geometric concept introduced by Ashby [8] , by a single differential equation. For instance, the models by Evers/Bayley et al [11, 12] , Gurtin [17] or Ekh et al [13] belong to this framework. Contrarily in the second type of frameworks [28, 30] , the local conservation of dislocations is prescribed by another differential equation, which was established by means of statistical mechanics by Groma [27] for edge dislocations.
Crystal plasticity formulations of the first type have the advantage that in a finiteelement context they are computationally cheaper, since they involve only half the number of nodal degrees of freedom compared with the other frameworks. We have shown that in a certain range of parameters (high stress, small domains, low source-sink ratio), which is best illustrated in table 4, the first type of frameworks can appropriately be used. This provides an opportunity to perform advanced crystal plasticity simulations at relatively low computational cost. Note that approaches according to the first framework, in the literature often rely on more refined slip evolution laws, which comprise a rate sensitivity parameter and thermal effects. These additional effects may also influence the predictions. However, we have shown that for certain cases, it may be inevitable to employ crystal plasticity formulations of the second type.
With the appropriate framework of dislocation-based crystal plasticity at hand, one can perform simulations in single crystal plasticity that model the relevant size effects. Nevertheless, the current descriptions still call for improvement. One goal of future work is to obtain an improved formulation of the back stress, as the assumptions current approaches are based on may be to crude. In particular, the nearest-neighbour-interactionbased back stress formulation [27] adopted here or even the incorporation of a certain cutoff radius as in [11] contain restricting assumptions. For instance, the works [3, 4] have provided certain insight into the dislocation interactions and grounds for further improvement. Particularly for problems involving multiple slip systems, the mutual interactions between the glide systems, known as cross hardening, are not understood. In multiple slip cases also cross-slip can occur, which means that by dislocations changing their slip systems, the dislocation conservation mechanisms may be more complicated and not as strict as prescribed here by the second framework. This study is exclusively restricted to dislocation glide, which suffices for crystals with face-centred cubic (fcc) atom structure. When dealing with crystals of body-centred cubic (bcc) structure [53, 54] additionally dislocation climb needs to be taken into account. The simulation of pile up against dislocationimpenetrable boundaries serves as a limit case for dislocation interactions in general heterogeneous crystallites which we find in multi-phase polycrystalline materials. Whereas the assumption may hold well for phase boundaries, experiments indicate that grain boundaries in polycrystals are rather semi-penetrable to dislocations. Criteria for dislocation motion across grain boundaries and the modelling thereof is the subject of ongoing research as e.g. [55] [56] [57] . 
Appendix A. Numerical implementation
The finite-element procedure to solve the governing equations of both frameworks is outlined in this section, using the notation indicated in table A1. Neglecting the complications mentioned in section 3.4, we straightforwardly discretize the time-dependent problems with finite differences in time and Bubnov-Galerkin finite elements in space. As already pointed out in [29] , one needs to be aware, however, that the presented solution procedure is not the optimal choice to tackle the advection-dominated parabolic differential equations [58, 59] . It requires extremely small elements and very small time steps in order to ensure numerical stability and to circumvent numerical oscillations. For both frameworks, the discrete residual, tangent matrix and solution algorithms are derived. When considering the discrete weak formulations of the dislocation balances, the integrals of the residual vectors and the tangent matrices are evaluated elementwise by means of numerical integration and assembled to the global matrices in a standard finite-element manner.
A.1. Approximation
The test and trial functions for ρ G and ρ are denoted by (w G ; ρ G ) and (w T ; ρ T ), whereby the superscript T or G identify quantities associated with the total or the GND density, respectively. In a general case, the nodal shape functions N • • used to discretize the two sets of functions can be chosen differently.
A.1.1. Approximation of the unknown dislocation densities. For both frameworks, the GND density and the associated test functions are discretized as
Likewise, the total dislocation density and the associated test functions approximations are given by
which are only used in framework 2.
A.1.2. Approximation of the spatial derivatives of the dislocation densities.
The derivatives of the GND density used in both frameworks and the density of the total number of dislocations used in framework 2 are determined in a standard manner: ∂ρ
A.2. Numerical solution of the initial-boundary value problem
The finite-element solution procedures for both frameworks are elaborated next. Based on the number of PDEs the first framework requires a local solution of the SSD evolution equation, while the second one entails a coupled finite-element system of equations.
A.2.1. Framework 1.
With the GND density (A.1) as the nodal degree of freedom, initialboundary value problems are solved using a finite-element discretization in space and finite differences in time as follows.
System of equations.
The weak formulation of the local balance of GND densities (13) , taking into account the boundary conditions (19) , directly renders the residual for the GND discretized both in time and space as
Herein the boundary term stemming from d(w G ρ G v)/dx vanishes due to the dislocation obstacle (19) at both boundaries.
Linearization. In each time step, we obtain a solution iteratively using a Newton-Raphson scheme. To this end, we linearize the residual (A.7) with respect to the nodal degree of freedom ρ
This system of equations is solved for the increments ρ
until convergence is reached. Herein the tangent operator K GG KL is determined from the derivative of the residual as
In (A.7) and (A.9), the total dislocation density is determined from the sum (1). The convenient property
is exploited for the tangent (A.9) and in what follows. Both the SSD density and the dislocation velocity are computed as described in the following.
Dislocation evolution. To compute the velocity and the total dislocation density in (A.7) and (A.9), at each integration point we need to determine the SSD density at the end of the nth time step with the evolution equation (14) . The SSD density rate (14) at the end of the nth time step is approximated linearly in time using an implicit Euler time discretization. The local residual function then reads (n+1) until convergence is reached. Herein, with the SSD density rate given in (14) , the tangent operator in the kth iteration reads 
A.2.2. Framework 2.
For the finite-element solution of framework 2, both the total density of dislocations (A.3) and the density of GNDs (A.1) are selected as finite-element degrees of freedom.
Residual. Hence, considering the dimensionless weak formulations of the balances (13) and (15), we obtain the residuals for ρ (19) .
Linearization of the coupled problem. Employing a Newton-Raphson solution scheme again, the two residuals (A.15)-(A.16) are linearized with respect to both unknowns. This renders the following coupled system of equations 17) which needs to be solved. Herein, the particular tangent matrices are obtained with the partial derivatives at the end of the time step as
J dx, with all quantities evaluated at the end of the time step and omitting the subscripts (n + 1) here for brevity. Herein, the velocity is given by 18) while its derivatives needed in the tangent matrices are determined as 20) which again employ the property (A.10).
Appendix B. Computation of discrete field quantities
B.1. Number of dislocations
The number of dislocations on the slip system within the entire domain can be obtained by an integration over the respective densities n(t) = with B = [0, 1]. For the discrete nodal quantities, the numbers can be approximated for instance using a midpoint rule in each finite element.
B.2. Plastic slip
The plastic slip on the glide system can be recomputed by an integration of (2) with the nonzero slip boundary condition, γ = 0, on the impenetrable boundaries.
