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SOLUTIONS WITH TIME-DEPENDENT SINGULAR SETS
FOR THE HEAT EQUATION WITH ABSORPTION
JIN TAKAHASHI AND HIKARU YAMAMOTO
Abstract. We consider the heat equation with a superlinear absorption term
∂tu−∆u = −up in Rn and study the existence and nonexistence of nonnegative
solutions with anm-dimensional time-dependent singular set, where n−m ≥ 3.
First, we prove that if p ≥ (n − m)/(n − m − 2), then there is no singular
solution. We next prove that, if 1 < p < (n − m)/(n − m − 2), then there
are two types of singular solution. Moreover, we show the uniqueness of the
solutions and specify the exact behavior of the solutions near the singular set.
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2 J. TAKAHASHI AND H. YAMAMOTO
1. Introduction
Let Ω be a domain in Rn and I be an open interval. We consider nonnegative
solutions of the heat equation with an absorption term
(1.1) ∂tu−∆u = −|u|p−1u in (Ω× I) \ M˜
in the case M˜ = ∪t∈I(Mt×{t}). Here p > 1 and {Mt}t∈I is a one parameter family
of compact submanifolds in Ω with dimension m ≥ 1 and codimension n−m ≥ 3.
Our purpose of this paper is to study the existence and nonexistence of singular
solutions of (1.1), that is, solutions which tend to +∞ along Mt for each t ∈ I.
In the case where M˜ is a relatively closed subset of Ω× I, there are some results
on the nonexistence of singular solutions of (1.1). For instance, Baras and Pierre
[2] gave a necessary and sufficient condition on the removability of singularities for
all solutions of (1.1) by using a parabolic capacity. Recently, Hirata [14] employed
the Minkowski content of M˜ with respect to the parabolic distance, and gave re-
movability results for each of the nonnegative solutions of (1.1). On the existence
of singular solutions, more recently, the first author and Yanagida [25] studied sin-
gular solutions in the specific case where each Mt is a time-dependent point. The
novelty of their results is the existence of singular solutions for
p < psg :=
n
n− 2 .
For p ≥ psg, as a consequence of [2, The´ore`m 4.1] or [14, Corollary 2.8], we can see
that there is no nonnegative singular solution.
Before stating our main results, we summarize the results for the elliptic problem
corresponding to (1.1). For several decades, singular solutions of the equation
(1.2) −∆u = −|u|p−1u in Ω˜ \M
have been studied in many papers, see Ve´ron [29], Marcus and Ve´ron [22] and
references therein. Here n ≥ 3, Ω˜ ⊂ Rn is a domain and M ⊂ Ω˜ is a prescribed
singular set. First, we consider the case M = {0}, the origin. Bre´zis and Ve´ron [6]
showed that if p ≥ psg, then the singularity at x = 0 is removable. For p < psg,
Ve´ron [27] gave the complete classification of the singularities as follows. Let u ∈
C2(Ω˜ \ {0}) be a nonnegative solution of (1.2). Then, one of the following holds.
(a) lim
x→0
|x|n−2u(x) = c.
(b) lim
x→0
|x| 2p−1u(x) = L0.
(c) The singularity at x = 0 is removable.
Here c can take any positive constant and
L0 = L0(n, p) :=
(
2
p− 1
(
2
p− 1 − (n− 2)
)) 1
p−1
.
The singularities of types (a) and (b) are called weak singularities and strong sin-
gularities, respectively. He also proved that each types of singularity truly exists.
For more general elliptic equations, see Aviles [1] and Vazquez and Ve´ron [26]. We
refer Chen, Matano and Ve´ron [7, 8] and Matano [23] for sign-changing solutions.
In view of integrability, solutions with a weak singularity belong to Lploc(Ω˜) and
solutions with a strong singularity do not so. Based on this observation, Bre´zis and
Oswald [5] showed that each of the nonnegative solutions with a weak singularity
can be extended as a solution of −∆u = −up + cδ0 in D′(Ω˜), where δ0 is the
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Dirac distribution concentrated at x = 0. In contrast, solutions with a strong
singularity do not define a distribution. They also showed that solutions with a
weak singularity converge to a solution with a strong singularity as c ↑ +∞.
Next, we consider the case where the singular set M of (1.2) is a compact m-
dimensional submanifold in Ω˜. Ve´ron [28] showed that if n−m ≥ 3 and
(1.3) p ≥ p∗ := n−m
n−m− 2 ,
then M is removable. The optimality of this result was also shown. Actually,
for p < p∗, he pointed out that adding the extra variable x′′ ∈ Rm to a singular
solution of −∆v = −vp in x′ ∈ Rn−m \ {0} provides a solution u(x′, x′′) := v(x′),
which is singular on {0}×Rm. Baras and Pierre [3] characterized the condition on
removability by employing an elliptic capacity.
In [12, 13], Grillot showed the removability for more general equations including
(1.2) with p ≥ p∗, and showed the existence and uniqueness of singular solutions
of (1.2) with p < p∗. On existence, she proved that there exist a solution with a
strong singularity and a family of solutions with a weak singularity parametrized
by c > 0. In this context, weak and strong singularities are the singularities such
that the conditions
(A) lim
x→M
d(x,M)n−m−2u(x) = c, and
(B) lim
x→M
d(x,M)
2
p−1u(x) = L
hold, respectively. Here d(x,M) := infy∈M |x− y| and L is given by
(1.4) L = L(n,m, p) :=
(
2
p− 1
(
2
p− 1 − (n−m− 2)
)) 1
p−1
.
She also proved that the solutions with a weak singularity converges to the solution
with a strong singularity as c ↑ +∞. We note that, in [13], the above results were
stated in the framework that Ω˜ is a complete connected Riemannian manifold, and
the case where n−m = 2 and p > 1 was also studied. As far as the authors know,
the classification of singularities of (1.2) is still incomplete. However, any singular
solution must lie between weak singularities and strong singularities. Explicitly,
there is no singular solution satisfying
(C) lim
x→M
d(x,M)n−m−2u(x) = 0, or
(D) lim sup
x→M
d(x,M)
2
p−1u(x) = +∞.
The nonexistence for (C) is due to Hirata and Ono [15], and the one for (D) is due
to Grillot [13, Lemma 5] (see also Ve´ron [28, LEMME 1]).
Let us return to the parabolic problem (1.1), which we treat in this paper.
As parabolic analogs of the elliptic results introduced above, the first author and
Yanagida [25] considered the case m = 0, that is, the case where the singular set is
a time-dependent pointMt = {ξ(t)}. For p < psg, their results imply that there are
singular solutions satisfying (A’) and (B’), and that there is no singular solution
satisfying (C’) or (D’), where these conditions are parabolic analogs of (A), (B),
(C) and (D) introduced later. They also gave a classification result under some
assumption on the leading term of the asymptotic behavior of solutions near the
singular point. We point out that the existence of singular solutions of (1.1) is still
an open problem if (Ω× I) \ M˜ is a non-cylindrical domain in Rn×R and the time
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slice of M˜ at t is not a point. Therefore, it is natural to study the existence of
singular solutions of (1.1) with M˜ = ∪t∈I(Mt×{t}). That is the aim of this paper.
We shall give an existence result and a nonexistence result for (1.1) with M˜ =
∪t∈I(Mt×{t}) under appropriate assumptions onMt. Actually, we assume n−m ≥
3 and show that there is no nonnegative singular solution of (1.1) with p ≥ p∗ (see
Theorem 2.2). For p < p∗, we also show that there are singular solutions satisfying
(A’) lim
x→Mt
d(x,Mt)
n−m−2u(x, t) = c uniformly for t ∈ I, and
(B’) lim
x→Mt
d(x,Mt)
2
p−1u(x, t) = L uniformly for t ∈ I,
respectively, where c can take any positive constant. Moreover, we show the unique-
ness of the solutions in some class. Furthermore, we see that any singular solution
must lie between weak singularities and strong singularities. This means that there
is no singular solution satisfying
(C’) lim
x→Mt
d(x,Mt)
n−m−2u(x, t) = 0 locally uniformly for t ∈ I, or
(D’) lim inf
x→Mt
d(x,Mt)
2
p−1u(x, t) = +∞ locally uniformly for t ∈ I.
The nonexistence for (C’) is due to Proposition 3.6 below, and the one for (D’)
follows from a universal estimate on a general domain due to the first author and
Yanagida [25, Proposition 2.1 (iii)]. See Remark 2.9 for the case n − m = 2,
and Remark 2.10 for the parabolic analog of the result of Bre´zis and Oswald [5]
mentioned above.
Our proofs of main results heavily rely on the properties and estimates of the
singular solution U of the linear heat equation, which is defined by
U(x, t) = U(x, t;T ) := c−1n−m
∫ t
T
∫
Ms
G(x − ξ, t− s)dHm(ξ)ds,(1.5)
cn−m :=
1
4pi(n−m)/2
∫ ∞
0
τ
n−m−2
2 −1e−τdτ,(1.6)
for T ∈ R. Here G(x, t) := (4pit)−n/2e−|x|2/(4t) is the heat kernel on Rn, Hm is the
m-dimensional Hausdorff measure on Rn and the normalized constant cn−m is the
coefficient of the fundamental solution of Laplace’s equation on Rn−m. Almost all
auxiliary functions in this paper are constructed by the nontrivial modifications of
U . We note that U is a natural parabolic analog of
UM (x) :=
∫
M
ΓRn(x− ξ)dHm(ξ),
whereM ⊂ Rn is a compact m-dimensional submanifold and ΓRn is the fundamen-
tal solution of Laplace’s equation on Rn. Functions of type UM were employed by
Delanoe¨ [10] and Kato and Nayatani [19] for studying the singular Yamabe problem.
Finally, we outline the rest of this paper and the proofs of main results. In Section
2, we formulate our problem, state assumptions on Mt and give the statement of
Theorems 2.2 and 2.6. The remaining sections can be divided into two parts. The
former part, Sections 3 and 4, is devoted to the proofs of main results. The latter
part, Sections 5, 6 and 7, is devoted to the proofs of the facts employed in the
former part.
In Section 3, the nonexistence theorem for p ≥ p∗ is proved by checking the
removability condition of Baras and Pierre [2]. Since the condition is stated by
using the notion of a parabolic capacity, we first recall the definition of the capacity
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and their result. Then, we compute the capacity of the singular set. In Section
4, the existence theorem for p < p∗ is shown by the method of super- and sub-
solutions. The proof of uniqueness is also given. To compute a parabolic capacity
and to construct comparison functions the behavior of U near Mt plays a crucial
role, where U is given by (1.5).
In Section 5, we prepare a nice chart ofMt, the time-dependent Langer chart, and
examine the properties of this chart. We also give estimates concerning integrals of
functions over a tubular neighborhood of Mt. In Section 6, we give fine estimates
of U near Mt with the aid of the time-dependent Langer chart. We also prove
uniform estimates of U . In Section 7, we develop super- and sub-solution methods
for non-cylindrical domains in Rn × R.
2. Main results
In this section, we state assumptions and main results exactly. LetM0 ⊂ Rn be a
connected compact m-dimensional smooth embedded submanifold without bound-
ary and let I be an open interval with 0 ∈ I. Let F ∈ C∞(Rn× I;Rn) be a one pa-
rameter family of diffeomorphisms of Rn and let Ft(x) := F (x, t) satisfy F0 = idRn .
DefineMt := Ft(M0), a time-dependent connected compactm-dimensional smooth
embedded submanifold without boundary. Throughout this paper, we assume that
Ft can be extended for t ∈ I. More precisely, there exist an open interval J satis-
fying I ⊂ J and a one parameter family of diffeomorphisms F˜ ∈ C∞(Rn × J ;Rn)
such that F = F˜ on Rn × I. This assumption ensures that Mt is also a connected
compact m-dimensional smooth embedded submanifold without boundary even for
t ∈ I \ I by Mt := F˜t(M0) for t ∈ J \ I. Additionally, we always assume that F
satisfies
(2.1)


sup
s∈I
sup
p∈M0
|∂tF (p, s)|+
n∑
i=1
‖∂xiF‖L∞(Rn×I)
+
n∑
i=1
‖∂t∂xiF‖L∞(Rn×I) +
n∑
i,j=1
‖∂xi∂xjF‖L∞(Rn×I) ≤ B,
inf
{ |Ft(p)− Ft(q)|
|p− q| ; p, q ∈M0 with p 6= q and t ∈ I
}
≥ B−1
for some constant B = B(I) > 0.
Example 2.1. We clarify the meaning of the assumption (2.1) for F and give some
examples in two cases.
Case 1: Assume that I is bounded. For instance, let I = (−1, 1) and J =
(−2, 2). Take a ball BR such that M0 ⊂ BR. Assume that Ft is a diffeo-
morphism of Rn for each t ∈ J with F0 = idRn . If Ft = idRn on Rn \BR for
each t ∈ J , then F restricted to Rn× I always satisfies (2.1). Furthermore,
if F satisfies Ft = Ft+2 for any t ∈ J so that t + 2 ∈ J , then we have a
periodic map F : Rn × (−1,∞) → Rn by F s := Ft for s = t + 2k with
t ∈ (−1, 1] and k ∈ N. Then, F also satisfies (2.1).
Case 2: Assume that I is unbounded. For instance, let I = (−1,∞) and J =
(−2,∞). Take A ∈ C∞(J ; GL(n,R)) and b ∈ C∞(J ;Rn) with A(0) = In
and b(0) = 0. Then, a one parameter family of diffeomorphisms Ft(x) :=
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A(t)x + b(t) satisfies (2.1) if A and b satisfy
(2.2) sup
t∈I
(|A(t)|+ |A′(t)|+ |b′(t)|) <∞, inf
t∈I
inf
v 6=0
|A(t)v|
|v| > 0.
For instance, if A ∈ C∞(J ; O(n,R)) satisfies supt∈I |A′(t)| < ∞ and b
satisfies supt∈I |b′(t)| <∞, then these satisfy (2.2), and so F satisfies (2.1).
As a more concrete example, F (t, x) := a(t)x+b(t) with a ∈ C∞(J) satisfies
(2.1) if a(0) = 1, b(0) = 0, inft∈I a(t) > 0 and supt∈I(|a(t)| + |a′(t)| +
|b′(t)|) <∞.
Let Ω ⊂ Rn be a domain such that Mt ⊂ Ω for any t ∈ I. Remark that Ω is not
necessarily bounded. For an interval I ′ ⊂ I, we write
QΩ,I′ := Ω× I ′, MI′ := {(x, t) ∈ Rn × I ′;x ∈Mt}.
We denote by C2,1 the space of functions which are twice continuously differentiable
in the x-variable and once in the t-variable.
First, we consider
(2.3) ∂tu−∆u = −up in QΩ,I \MI
and show a nonexistence result. The following result says that MI is removable if
p ≥ p∗, where p∗ is given by (1.3).
Theorem 2.2. Let m ≥ 1, n ≥ m + 3 and p ≥ p∗. Suppose that F satisfies (2.1)
and that a nonnegative function u ∈ C2,1(QΩ,I \MI) satisfies the equation (2.3).
Then, u ∈ C2,1(QΩ,I) and u is a classical solution of the equation (2.3) in QΩ,I .
Remark 2.3. The singular set MI in Theorem 2.2 can be replaced by a finite union
of sets, M1I ∪ · · · ∪MkI , where each M iI is a time track of M it := F it (M i0) with M i0
and F i satisfying the assumptions in Theorem 2.2. For the proof of this remark,
see the end of Subsection 3.1.
Next, for p < p∗ and I = (T ,∞) with T ∈ (−∞, 0), we construct two types of
nonnegative singular solution under the assumption that F satisfies (2.1) and
(2.4) sup
{ |Ft(p)− Fs(p)|
|t− s|1/2 ; p ∈M0 and t, s ∈ I with t 6= s
}
≤ B
with a constant B = B(I) > 0.
Example 2.4. We explain the meaning of the assumption (2.4) by using Ft(x) :=
A(t)x + b(t) for t ∈ I := (−1,∞), where J := (−2,∞), A ∈ C∞(J ; GL(n,R)) and
b ∈ C∞(J ;Rn) satisfy A(0) = In, b(0) = 0 and (2.2). Note that
sup
t6=s
sup
p∈M0
|Ft(p)− Fs(p)|
|t− s|1/2 ≤ C supt6=s
|A(t)−A(s)|
|t− s|1/2 + supt6=s
|b(t)− b(s)|
|t− s|1/2 =: CA+ B,
where C := supp∈M0 |p| <∞. By (2.2), A <∞. However, to say that B <∞, the
condition (2.2) is not sufficient, and we have to control the asymptotic behavior
of b(t) when t → ∞. Actually, under the assumption supt∈I |b′(t)| < ∞, one can
easily check that B <∞ if and only if b(t) = O(√t) as t→∞. Thus, by Example
2.1, F satisfies (2.1) and (2.4) if A and b satisfy (2.2) and additionally b(t) = O(
√
t)
as t → ∞. For instance, F (t, x) := x + (√t+ 4 − 2)b satisfies (2.1) and (2.4) for
any constant vector b ∈ Rn.
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The method to construct singular solutions is based on taking Ω = Rn and
solving an initial value problem below. Note that the case Ω 6= Rn can be handled
in the same way, see Remark 2.8. We consider
(2.5)
{
∂tu−∆u = −up in Q(0,∞) \M(0,∞),
u(·, 0) = u0 on Rn \M0.
Here QI′ := QRn,I′ for an interval I
′ ⊂ I and u0 is a nonnegative function which
belongs to Xc,A or YA defined by
Xc,A := {v ∈ C(Rn \M0); |v − cU(·, 0)| ≤ A on Rn \M0},(2.6)
YA :=
{
v ∈ C(Rn \M0);
∣∣∣v − LU(·, 0) 2(n−m−2)(p−1) ∣∣∣ ≤ A on Rn \M0}(2.7)
for constants c > 0 and A ≥ 0. Recall that U = U(x, t;T ) is defined by (1.5).
Remark 2.5. By Propositions 6.2 and 6.9 below, U behaves like d(x,Mt)
−(n−m−2)
near Mt uniformly for t ∈ [0,∞) and U is bounded by Cd(x,Mt)−(n−2) for any
(x, t) ∈ Q[0,∞) \M[0,∞).
We are now in a position to state a result of existence. This result particularly
shows the optimality of Theorem 2.2 in view of the nonexistence of nonnegative
singular solutions.
Theorem 2.6. Let m ≥ 1, n ≥ m + 3, 1 < p < p∗ and A ≥ 0. Suppose that F
satisfies (2.1) and (2.4). Then the following (i) and (ii) hold.
(i) For any constant c > 0, the problem (2.5) with a nonnegative initial data
u0 ∈ Xc,A admits a unique nonnegative solution uc,A ∈ C2,1(Q(0,∞) \
M(0,∞)) ∩C(Q[0,∞) \M[0,∞)) satisfying
(2.8) lim
x→Mt
d(x,Mt)
n−m−2uc,A(x, t) = c uniformly for t ∈ [0,∞).
(ii) The problem (2.5) with a nonnegative initial data u0 ∈ YA admits a unique
nonnegative solution uA ∈ C2,1(Q(0,∞) \M(0,∞)) ∩C(Q[0,∞) \M[0,∞)) sat-
isfying
(2.9) lim
x→Mt
d(x,Mt)
2
p−1uA(x, t) = L uniformly for t ∈ [0,∞),
where the positive constant L is given by (1.4).
Remark 2.7. In this paper, the meaning of (2.8) and (2.9) is as follows. For a subset
M ⊂ Rn and δ > 0, we write
M δ := {x ∈ Rn; d(x,M) < δ}.
Let f be a function defined on a neighborhood ofM . We say that limx→M f(x) = a
for some a ∈ R (resp. limx→M f(x) = +∞) if, for any ε > 0, there exists δ > 0
such that |f(x)− a| ≤ ε (resp. f(x) ≥ 1/ε) for any x ∈M δ \M . Let I ′ ⊂ I be an
interval and let g be a function defined on a neighborhood of MI′ . We say that
lim
x→Mt
g(x, t) = a uniformly for t ∈ I ′,
if, for any ε > 0, there exists δ > 0 independent of t such that |g(x, t)− a| ≤ ε for
any x ∈M δt \Mt and t ∈ I ′.
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Remark 2.8. In the case Ω 6= Rn, an analog of Theorem 2.6 can be proved by a
simple modification of the proof of Theorem 2.6. In this case, we assume that Ω is
a smooth domain and solve

∂tu−∆u = −up in QΩ,(0,∞) \M(0,∞),
u = 0 on ∂Ω× (0,∞),
u(·, 0) = u0 on Ω \M0,
where u0 ≥ 0 belongs to X˜c,A or Y˜A defined by
X˜c,A := {v ∈ C(Ω \M0); |v − cU(·, 0)| ≤ A on Rn \M0 and v = 0 on ∂Ω} ,
Y˜A :=
{
v ∈ C(Ω \M0);
∣∣∣v − LU(·, 0) 2(n−m−2)(p−1) ∣∣∣ ≤ A on Rn \M0
and v = 0 on ∂Ω
}
.
Then we obtain singular solutions in C2,1(QΩ,(0,∞)\M(0,∞))∩C((QΩ,[0,∞)\M[0,∞))∪
(∂Ω× (0,∞))).
Remark 2.9. In the case where n−m = 2 and p > 1, Theorem 2.6 seems to be true
if d(x,Mt)
n−m−2 is replaced by (− log d(x,Mt))−1. However, the authors do not
have a proof, since the estimates as in Proposition 6.2 may not hold in this case.
Remark 2.10. In Theorem 2.6, the strength of the singularity of uc,A is weaker
than that of uA. Moreover, uc,A ∈ Lploc(Q(0,∞)) and uA 6∈ Lploc(Q(0,∞)) follows
from Proposition 5.19. Then, as an analog of the elliptic results [5] and [13], it
seems to the authors that uc,A is driven by some measure with supportM[0,∞) and
uA is not so. Furthermore, it is expected that uc,A → uA in some sense as c ↑ +∞.
However, these topics exceed the aim of this paper, and so we leave these for future
work.
Theorems 2.2 and 2.6 are proved in Sections 3 and 4, respectively. Ingredients
of the proofs are given by Sections 5, 6 and 7.
3. Nonexistence of singular solutions
Let I be an open interval with 0 ∈ I. In this section, we assume (2.1) for F
and do not assume (2.4). In Subsection 3.1, we recall the definition of a parabolic
capacity, and then we prove Theorem 2.2 by some properties of the capacity. The
properties are shown in Subsection 3.2.
3.1. A parabolic capacity. We refer to Baras and Pierre [2, Paragraphe 2] and
recall the definition of the parabolic capacity c2,1q associated with the Sobolev space
W 2,1q . For q ≥ 1, we write
W 2,1q :=
{
u ∈ Lq; ∂tu, ∂xiu, ∂xixju ∈ Lq, i, j = 1, . . . , n
}
,
‖u‖W 2,1q :=

‖u‖qLq + ‖∂tu‖qLq +
n∑
i=1
‖∂xiu‖qLq +
n∑
i,j=1
‖∂xi∂xju‖qLq


1/q
,
where Lq = Lq(Rn+1).
Definition 3.1. We define the c2,1q -capacity of a compact subset C ⊂ Rn+1 by
c2,1q (C) := inf
{
‖f‖q
W 2,1q
; f ∈ C∞0 (Rn+1), f ≥ 1 on a neighborhood of C
}
.
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For an open set O and a subset E , the c2,1q -capacity is also defined by
c2,1q (O) := sup
{
c2,1q (C); C ⊂ O for a compact subset C in Rn+1
}
,
c2,1q (E) := inf
{
c2,1q (O);O ⊃ E for an open subset O in Rn+1
}
.
By using the notion of c2,1q -capacity, Baras and Pierre [2] characterized the con-
dition on the removability of a singular set for the solutions of
(3.1) ∂tu−∆u = −|u|p−1u in D′(QΩ,I \ M˜),
where M˜ is a relatively closed subset of QΩ,I .
Theorem 3.2 (Baras and Pierre [2, The´ore`m 4.1]). Let p, q > 1 such that 1/p +
1/q = 1. Then M˜ is removable if and only if the c2,1q -capacity of M˜ is null. More
precisely, any solution u ∈ Lploc(QΩ,I \ M˜) of (3.1) belongs to Lploc(QΩ,I) and sat-
isfies
(3.2) ∂tu−∆u = −|u|p−1u in D′(QΩ,I)
if and only if c2,1q (M˜) = 0.
By [2, Propositions 2.3 and 2.4], a typical example of null sets is M × [T1, T2].
Here M is an m-dimensional compact smooth submanifold and T1 < T2. Under
this condition, c2,1q (M × [T1, T2]) = 0 if n−m ≥ 3, p ≥ p∗ and 1/p+ 1/q = 1. For
a time-dependent set, the same property can be proved.
Proposition 3.3. Let p ≥ p∗ and q > 1 satisfy 1/p+1/q = 1. Then c2,1q (M[t1,t2]) =
0 for any t1, t2 ∈ I with t1 < t2. In particular, c2,1q (M(t1,t2)) = 0.
Before proving this proposition, we show Theorem 2.2.
Proof of Theorem 2.2. Let u ∈ C2,1(QΩ,I \MI) be a nonnegative solution of (2.3).
By Proposition 3.3 and Theorem 3.2, u satisfies (2.3) inD′(QΩ,(t1,t2)) for any t1, t2 ∈
I with t1 < t2. Hence u satisfies (3.2). In particular, u ≥ 0 satisfies ∂tu −∆u ≤ 0
in D′(QΩ,I). Therefore u ∈ L∞loc(QΩ,I) (see for instance [4, p. 76]). The standard
regularity theory for parabolic equations yields u ∈ C2,1(QΩ,I). We conclude that
u is a classical solution of (2.3) in QΩ,I . 
Remark 2.3 follows from Proposition 3.3 and
c2,1q (C1 ∪ C2) ≤ 2q−1
(
c2,1q (C1) + c2,1q (C2)
)
for any compact subsets C1 and C2 in Rn+1.
3.2. Time-dependent null sets. In order to show Proposition 3.3, we define
auxiliary functions and prepare a lemma. Fix ε > 0 and t1, t2, t3, t4, t5, t6, t7, t8 ∈ I
such that t7 < t5 < t3 < t1 < t2 < t4 < t6 < t8. Let η ∈ C∞(R) and h ∈ C∞(R)
satisfy

0 < η(t) < 1 for t ∈ (t5, t3) ∪ (t4, t6),
η(t) = 0 for t ∈ (−∞, t5] ∪ [t6,∞),
η(t) = 1 for t ∈ [t3, t4],


0 < h(τ) < 1 for τ ∈ (1, 2),
h(τ) = 0 for τ ∈ (−∞, 1],
h(τ) = 1 for τ ∈ [2,∞).
See Figure 1. Note that there exists a constant C = C(t3, t4, t5, t6) > 0 such that
(3.3) ‖η′‖L∞(R) + ‖h′‖L∞(R) + ‖h′′‖L∞(R) ≤ C.
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Figure 1. η and h
In this subsection, we set T = t7 in (1.5). Namely,
U = U(x, t; t7) = c
−1
n−m
∫ t
t7
∫
Ms
G(x− ξ, t− s)dHm(ξ)ds.
We will prove c2,1q (M[t1,t2]) = 0 by using the following functions. For ε > 0, define
fε(x, t) :=
{
η(t)h(Vε(x, t)) if d(x,Mt) > 0,
η(t) if d(x,Mt) = 0,
Vε(x, t) :=
logU(x, t)
(n−m− 2) log(1/ε) .
In what follows, we write d = d(x,Mt) when no confusion can arise. By Propo-
sition 6.8 and 6.9, there exist constants δ > 0 and C0 = C0(δ) > 0 such that
(C0d)
−(n−m−2) ≤ U(x, t) ≤ (C−10 d)−(n−m−2),(3.4)
|∇U(x, t)| ≤ (C−10 d)−(n−m−1),(3.5)
|∂tU(x, t)| +
n∑
i,j=1
|∂xi∂xjU(x, t)| ≤ (C−10 d)−(n−m)(3.6)
for x ∈M δt \Mt and t ∈ [t5,∞), and
(3.7) U(x, t) ≤ (C−10 d)−(n−2), x ∈ Rn \Mt, t ∈ [t5,∞).
Then, fε ∈ C∞0 (Rn+1) and fε = 1 on a neighborhood of M[t1,t2]. Let
(3.8) 0 < ε < sup
{
ε˜ ∈ (0, e−1);C−10 ε˜2 < C0ε˜ ≤ C0ε˜
n−m−2
n−m < δ
}
.
Lemma 3.4. The following properties hold for t ∈ [t5, t6].
h(Vε(x, t)) = 1 on D
in
ε , D
in
ε := {x ∈ Rn; 0 < d(x,Mt) ≤ C−10 ε2},(3.9)
h(Vε(x, t)) = 0 on D
out
ε , D
out
ε := {x ∈ Rn; d(x,Mt) ≥ C0ε}.(3.10)
Proof. Fix t ∈ [t5, t6]. By the definition of h and the first inequality of (3.4), we
have
{x ∈ Rn \Mt;h(Vε(x, t)) = 1} ⊃
{
x ∈M δt \Mt;
logU(x, t)
(n−m− 2) log(1/ε) ≥ 2
}
⊃
{
x ∈M δt \Mt;
log((C0d)
−(n−m−2))
log(ε−(n−m−2))
≥ 2
}
=
{
x ∈M δt \Mt; d ≤ C−10 ε2
}
.
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This shows (3.9). By the second inequality of (3.4), we also have
{x ∈ Rn \Mt;h(Vε(x, t)) = 0} ⊃
{
x ∈M δt \Mt;
logU(x, t)
(n−m− 2) log(1/ε) ≤ 1
}
⊃
{
x ∈M δt \Mt;
log((C−10 d)
−(n−m−2))
log(ε−(n−m−2))
≤ 1
}
=
{
x ∈M δt \Mt; d ≥ C0ε
}
.
Moreover, (3.7) gives
{x ∈ Rn \Mt;h(Vε(x, t)) = 0} ⊃
{
x ∈ Rn \Mt; logU(x, t)
(n−m− 2) log(1/ε) ≤ 1
}
⊃
{
x ∈ Rn \Mt; log((C
−1
0 d)
−(n−2))
log(ε−(n−m−2))
≤ 1
}
=
{
x ∈ Rn \Mt; d ≥ C0ε
n−m−2
n−2
}
.
Then by (3.8), we obtain (3.10). 
Proof of Proposition 3.3. First of all, we write N := n−m in this proof. Note that
(3.11) 1 < q ≤ N
2
(
=
n−m
2
)
,
since p ≥ p∗ and 1/p+1/q = 1. To prove c2,1q (M[t1,t2]) = 0, it suffices to show that
(3.12) ‖fε‖qLq +
n∑
i=1
‖∂xifε‖qLq +
n∑
i,j=1
‖∂xi∂xjfε‖qLq + ‖∂tfε‖qLq → 0
as ε → 0. In what follows, we only give estimates of ‖∂xi∂xjfε‖qLq and ‖∂tfε‖qLq ,
since the norms ‖fε‖qLq and ‖∂xifε‖qLq are handled similarly. Throughout the rest
of this proof, we always write
h = h(Vε(x, t)), h
′ = h′(Vε(x, t)), h′′ = h′′(Vε(x, t)).
By (3.9) and (3.10), we have
∂xi∂xjfε = ηh
′′
ε
U−2(∂xiU)(∂xjU)
(N − 2)2(log(1/ε))2χRn\(Dinε ∪Doutε )
+ ηh′ε
U−1(∂xi∂xjU)− U−2(∂xiU)(∂xjU)
(N − 2) log(1/ε) χRn\(Dinε ∪Doutε )
for t ∈ [t5, t6] and x ∈ Rn \Mt. Since Rn \ (Dinε ∪Doutε ) ⊂M δt , the first inequality
of (3.4) and the estimates (3.3), (3.5) and (3.6) yield
(3.13)
|∂xi∂xjfε|
≤ η |h′′ε |
U−2|(∂xiU)(∂xjU)|
(N − 2)2(log(1/ε))2χRn\(Dinε ∪Doutε )
+ η |h′ε|
U−1|∂xi∂xjU |+ U−2|(∂xiU)(∂xjU)|
(N − 2) log(1/ε) χRn\(Dinε ∪Doutε )
≤ C
log(1/ε)
ηd−2χRn\(Dinε ∪Doutε )
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for t ∈ [t5, t6] and x ∈ Rn\Mt with some constant C = C(n,m,C0, t3, t4, t5, t6) > 0.
Here, to obtain the second inequality, we have used ε < e−1 in (3.8). Then from
(3.3) and Proposition 5.19 with β = −2q, δ = C0ε and δ′ = C−10 ε2, it follows that
n∑
i,j=1
‖∂xi∂xjfε‖qLq ≤
C
(log(1/ε))q
∫ t6
t5
∫
C−10 ε
2<d(x,Mt)<C0ε
η(t)qd(x,Mt)
−2qdxdt
≤ C
(log(1/ε))q
∫ t6
t5
∫
C−10 ε
2<d(x,Mt)<C0ε
d(x,Mt)
−2qdxdt
≤


C
(log(1/ε))q
× Cεn−m−2q (n−m > 2q)
C
(log(1/ε))q
× C log 1
ε
(n−m = 2q)
for some constant C = C(n,m, q, C0, t3, t4, t5, t6) > 0. Hence using (3.11) gives
(3.14)
n∑
i,j=1
‖∂xi∂xjfε‖qLq → 0 as ε→ 0.
By (3.9) and (3.10), we see that
∂tfε = η
′hχRn\Doutε + ηh
′ U
−1∂tU
(N − 2) log(1/ε)χRn\(Dinε ∪Doutε )
for t ∈ [t5, t6] and x ∈ Rn \Mt. Similarly to (3.13), we have
|∂tfε| ≤ |η′|hχRn\Doutε + η|h′|
U−1|∂tU |
(N − 2) log(1/ε)χRn\(Dinε ∪Doutε )
≤ |η′|hχRn\Doutε +
C
log(1/ε)
ηd−2χRn\(Dinε ∪Doutε )
for t ∈ [t5, t6] and x ∈ Rn\Mt, where C = C(n,m,C0, t3, t4, t5, t6) > 0 is a constant.
By (3.3) and Proposition 5.19 with β = 0, δ = C0ε and δ
′ → 0, we have
‖η′hχRn\Doutε ‖qLq ≤ C
∫ t6
t5
∫
0<d(x,Mt)<C0ε
dxdt ≤ Cεn−m
for some constant C = C(n,m,C0, t5, t6) > 0. This together with the way to prove
(3.14) gives
(3.15)
n∑
i,j=1
‖∂tfε‖qLq → 0 as ε→ 0.
Similarly, we can see that
(3.16) ‖fε‖qLq +
n∑
i=1
‖∂xifε‖qLq ≤ C
(
εn−m +
εn−m−q
(log(1/ε))q
)
→ 0
for some constant C = C(n,m, q, C0, t3, t4, t5, t6) > 0 as ε→ 0. Combining (3.14),
(3.15) and (3.16), we obtain (3.12). Then the proof is complete. 
We remark that the above argument does not valid for the case p < p∗, since
C(log(1/ε))−q ×Cεn−m−2q 6→ 0 as ε→ 0. In this case, as a corollary of Theorems
3.2 and 2.6, the following holds.
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Corollary 3.5. Suppose 1 < p < p∗, q > 1 and 1/p+1/q = 1. Then c2,1q (M[t1,t2]) >
0 for any t1, t2 ∈ I with t1 < t2.
Even for p < p∗, we can show a result of nonexistence under the assumption
that, for any bounded interval I ′ satisfying I ′ ⊂ I,
(3.17) lim
x→Mt
d(x,Mt)
n−m−2u(x, t) = 0 uniformly for t ∈ I ′.
Proposition 3.6. Let m ≥ 1, n ≥ m+3 and 1 < p < p∗. Suppose that F satisfies
(2.1) and that a nonnegative function u ∈ C2,1(QΩ,I \MI) satisfies (2.3) and (3.17)
for any bounded interval I ′ with I ′ ⊂ I. Then, u ∈ C2,1(QΩ,I) and u is a solution
of (2.3) in QΩ,I .
Proof. We only give an outline. Define fε as in Subsection 3.2 and write gε := 1−fε.
Note that gε = 0 on a neighborhood ofMI . Let ϕ ∈ C∞0 (QΩ,I). Since u ≥ 0 satisfies
(3.1), we have∫∫
QΩ,I
(−∂t(ϕgε)−∆(ϕgε))udxdt = −
∫∫
QΩ,I
ϕgεu
pdxdt.
Then by (3.17) and similar computations to the proof of Proposition 3.3, one can
directly show that u ≥ 0 satisfies (3.2). Thus, u ∈ C2,1(QΩ,I) and u is a classical
solution of (2.3) in QΩ,I . The details are left to the reader. 
4. Existence of singular solutions
Let I = (T ,∞) with T < 0. Actually, we always take T = −2 for simplicity.
Throughout this section, we consider the case 1 < p < p∗ and assume that F
satisfies (2.1) and (2.4). By the method of super- and sub-solutions (for details see
Section 7), we construct a nonnegative solution of
(4.1)
{
∂tu−∆u = −|u|p−1u in Q(0,∞) \M(0,∞),
u(·, 0) = u0 on Rn \M0
under the condition that u0 ≥ 0 belongs to Xc,A or YA for some c > 0 and A > 0,
where Xc,A and YA are defined by (2.6) and (2.7). Our comparison functions are
constructed from the singular solution U = U(x, t;−2) of the linear heat equation,
where
U = U(x, t;−2) = c−1n−m
∫ t
−2
∫
Ms
G(x− ξ, t− s)dHm(ξ)ds.
First, we prove the nonnegativity and the uniqueness of solutions. Next, in
Subsections 4.1 and 4.2, we construct two types of singular solution.
Lemma 4.1. Let u0 satisfy u0 ∈ C(Rn \M0) and u0 ≥ 0 on Rn \M0. Suppose
that u ∈ C2,1(Q(0,∞) \M(0,∞))∩C(Q[0,∞) \M[0,∞)) is a solution of (4.1) satisfying
limx→Mt u(x, t) = +∞ uniformly for t ∈ [0,∞). Then u ≥ 0 on Q[0,∞) \M[0,∞).
Proof. Fix (x0, t0) ∈ Q(0,∞) \M(0,∞). It suffices to show u(x0, t0) ≥ 0. For δ > 0,
set
(4.2)


Qδ := {(x, t) ∈ Q(0,∞); d(x,Mt) > δ},
Bτ,δ := {(x, t) ∈ Q(0,∞); d(x,Mt) > δ, t = τ} (τ ≥ 0),
Sδ := {(x, t) ∈ Q(0,∞); d(x,Mt) = δ}.
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Since limx→Mt u(x, t) = +∞ uniformly for t ∈ [0,∞), there exists δ > 0 such that
(x0, t0) ∈ Qδ and u ≥ 0 on Sδ. Then we have

∂tu−∆u+ |u|p−1u = 0 in Qδ,
u ≥ 0 on Sδ,
u ≥ 0 on B0,δ.
Since |u|p−1 ≥ 0, the comparison principle (see for instance [21, Corollary 2.5])
yields u ≥ 0 in Qδ. In particular, we obtain u(x0, t0) ≥ 0. 
Lemma 4.2. Let u1, u2 ∈ C2,1(Q(0,∞) \M(0,∞)) ∩C(Q[0,∞) \M[0,∞)) be solutions
of (4.1) with the same initial data u0. Suppose either
(4.3) lim
x→Mt
d(x,Mt)
n−m−2ui(x, t) = c uniformly for t ∈ [0,∞), i = 1, 2,
or
lim
x→Mt
d(x,Mt)
2
p−1ui(x, t) = L uniformly for t ∈ [0,∞), i = 1, 2.
Then u1 ≡ u2 on Q[0,∞) \M[0,∞).
Proof. We only consider the case where u1 and u2 satisfy (4.3). The other case
can be handled similarly. We write Qδ, Bτ,δ and Sδ as in (4.2). Let (x0, t0) ∈
Q(0,∞) \M(0,∞). It suffices to show u1(x0, t0) = u2(x0, t0). Let ε > 0. Then by
(4.3), there exists δ > 0 such that (x0, t0) ∈ Q2δ and
|d(x,Mt)n−m−2ui(x, t)− c| ≤ ε in (Q(0,∞) \M(0,∞)) \Q2δ
for i = 1, 2, and so
(4.4) u1(x, t) − u2(x, t) ≤ 2εd(x,Mt)−(n−m−2) on Sδ.
Since u1 and u2 are solutions of (4.1), we have
∂t(u1 − u2)−∆(u1 − u2) + h(x, t)(u1 − u2) = 0 in Qδ,
where h is given by
h(x, t) := p
∫ 1
0
|θu1(x, t) + (1− θ)u2(x, t)|p−1dθ.
Therefore, by h ≥ 0, u1 − u2 = 0 on B0,δ, the estimate (4.4) and the maximum
principle (see for instance [11, (a), SECTION 3, CHAPTER 2]), we obtain u1−u2 ≤
2εd(x,Mt)
n−m−2 in Qδ. Since (x0, t0) ∈ Q2δ ⊂ Qδ, we obtain
u1(x0, t0)− u2(x0, t0) ≤ 2εd(x0,Mt0)−(n−m−2).
Hence letting ε → 0 gives u1(x0, t0) ≤ u2(x0, t0). Replacing u1 − u2 by u2 − u1,
we also obtain u2(x0, t0) ≤ u1(x0, t0). Thus u1(x0, t0) = u2(x0, t0), and the proof
is complete. 
4.1. Weak singularities. Fix c > 0 and A ≥ 0. In this subsection, we always
assume that
u0 ∈ C(Rn \M0), u0 ≥ 0 on Rn \M0, u0 ∈ Xc,A.
Let α be a constant such that
(4.5) max
{
0, p− 2
n−m− 2
}
< α < 1.
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For a constant A˜ > 0, define u, u ∈ C2,1(Q(0,∞) \M(0,∞)) ∩ C(Q[0,∞) \M[0,∞)) by
u := cU + A˜, u := cU − Uα − A˜.
Lemma 4.3. For any A˜ ≥ A, u is a super-solution of (4.1).
Proof. By (6.1) in Proposition 6.1 and U > 0, we have ∂tu−∆u+ |u|p−1u = (cU +
A˜)p > 0 in Q(0,∞) \M(0,∞). Since u0 ∈ Xc,A, we have u0 ≤ cU(·, 0) + A ≤ u(·, 0)
on Rn \M0. The lemma follows. 
Lemma 4.4. There exists a constant A˜ > A such that u is a sub-solution of (4.1).
Proof. In this proof, we write d = d(x,Mt) and N = n−m ≥ 3. Moreover, we use
the Landau symbol O in the following way. For an interval I ′ ⊂ I and functions g
and g˜ on QI′ \MI′ , we say that
g(x, t) = O(g˜(x, t)) uniformly for t ∈ I ′ as d(x,Mt)→ 0
if lim supx→Mt |g(x, t)/g˜(x, t)| < +∞ uniformly for t ∈ I ′, where the upper limit
is defined in a similar way to Remark 2.7. From Proposition 6.2 with t = −1, it
follows that
U(x, t) = d−(N−2) +O(d−(N−3) log(1/d)),(4.6)
|∇U(x, t)| = (N − 2)d−(N−1) +O(d−(N−2))(4.7)
uniformly for t ∈ [−1,∞) as d→ 0. In addition, (6.31) in Proposition 6.9 gives
(4.8) U(x, t)→ 0 uniformly for t ∈ [−1,∞) as d→∞.
By (6.1) in Proposition 6.1, we compute that
(4.9)
∂tu−∆u+ |u|p−1u
= ∂t(cU − Uα − A˜)−∆(cU − Uα − A˜)
+ |cU − Uα − A˜|p−1(cU − Uα − A˜)
= |cU − Uα − A˜|p−1(cU − Uα − A˜)− α(1 − α)Uα−2|∇U |2.
Let us first consider the case where x is close to Mt. Since the function s 7→ |s|p−1s
is monotone increasing, we have
∂tu−∆u+ |u|p−1u ≤ cpUp − α(1 − α)Uα−2|∇U |2
= Up
(
cp − α(1 − α)U−(p−α)−2|∇U |2
)
.
By (4.6) and (4.7), we have
U−(p−α)−2|∇U |2
=
(
d−(N−2) +O(d−(N−3) log(1/d))
)−(p−α)−2 (
(N − 2)d−(N−1) +O(d−(N−2))
)2
= (N − 2)2d(N−2)(p−α+2)−2(N−1) +O(d(N−2)(p−α+2)−2(N−1)+1 log(1/d))
uniformly for t ∈ [−1,∞) as d → 0. Note that (4.5) gives (N − 2)(p − α + 2) −
2(N − 1) < 0. This together with N = n −m shows that there exists a constant
r0 > 0 independent of A˜ such that
(4.10) ∂tu−∆u+ |u|p−1u ≤ 0
for x ∈M r0t \Mt and t ∈ [−1,∞
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We next consider the case where x is far away from Mt. The computation (4.9)
together with the monotonicity of s 7→ |s|p−1s and 0 < α < 1 implies that
∂tu−∆u+ |u|p−1u ≤ U |cU − Uα|p−1(c− U−(1−α)).
Then (4.8) shows that there exists a constant R0 > r0 independent of A˜ such that
(4.10) holds for x ∈ Rn \MR0t and t ∈ [−1,∞).
Finally, we consider the intermediate region. From (4.9) and Proposition 6.10
with c0 = r0, C0 = R0 and t = −1, it follows that
∂tu−∆u + |u|p−1u ≤ |cU − A˜|p−1(cU − A˜) ≤ |cU − A˜|p−1(cC − A˜)
for x ∈ MR0t \M r0t and t ∈ [−1,∞) with some C > 0 independent of A˜. Hence
there exists A˜ ≥ A such that (4.10) holds for x ∈ MR0t \M r0t and t ∈ [−1,∞).
Thus,
∂tu−∆u+ |u|p−1u ≤ 0 in Q(0,∞) \M(0,∞).
Then, since u0 ∈ Xc,A and A˜ ≥ A, we can estimate that
u0 ≥ cU(·, 0)−A ≥ cU(·, 0)− U(·, 0)α − A˜ = u(·, 0)
on Rn \M0. The proof is complete. 
We are now in a position to prove Theorem 2.6 (i).
Proof of Theorem 2.6 (i). By Lemmas 4.3 and 4.4, we have a super-solution u and
a sub-solution u provided that A˜ > 0 is sufficiently large. Moreover,
u ≤ cU − A˜ ≤ cU + A˜ = u on Q[0,∞) \M[0,∞).
Hence from Theorem 7.2, it follows that (4.1) admits a solution uc,A ∈ C2,1(Q(0,∞)\
M(0,∞)) ∩ C(Q[0,∞) \M[0,∞)) satisfying
u ≤ uc,A ≤ u on Q[0,∞) \M[0,∞).
Then (6.2) in Proposition 6.2 and α < 1 give
lim inf
x→Mt
d(x,Mt)
n−m−2uc,A(x, t) ≥ lim inf
x→Mt
d(x,Mt)
n−m−2(cU(x, t)− U(x, t)α) = c,
lim sup
x→Mt
d(x,Mt)
n−m−2uc,A(x, t) ≤ lim sup
x→Mt
cd(x,Mt)
n−m−2U(x, t) = c
uniformly for t ∈ [0,∞). Thus, uc,A satisfies (2.8). This together with u0 ≥ 0
and Lemma 4.1 yields uc,A ≥ 0 on Q[0,∞) \ M[0,∞). Finally, Lemma 4.2 shows
uniqueness, and the proof is complete. 
4.2. Strong singularities. Fix A ≥ 0. In this subsection, we always assume that
u0 ∈ C(Rn \M0), u0 ≥ 0 on Rn \M0, u0 ∈ YA.
Define
(4.11) β :=
2
(n−m− 2)(p− 1) (> 1).
Let β′ be a constant such that
(4.12) β − 1
n−m− 2 < β
′ < β.
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Note that β′ > 0. Let γ be a constant such that
0 < γ < min
{
1, β′,
(n− 2)βp− 2
n− 2
}
(< β).
For a constant A˜ > 0, define u, u ∈ C2,1(Q(0,∞) \M(0,∞)) ∩ C(Q[0,∞) \M[0,∞)) by
u := LUβ + Uβ
′
+ Uγ + A˜, u := LUβ − Uβ′ − Uγ − A˜.
Lemma 4.5. There exists a constant A˜ ≥ A such that u is a super-solution of
(4.1).
Proof. In this proof, we write d = d(x,Mt) and N = n − m ≥ 3. The property
(6.1) in Proposition 6.1 yields
(4.13)
∂tu−∆u + up = −Lβ(β − 1)Uβ−2|∇U |2 − β′(β′ − 1)Uβ′−2|∇U |2
+ γ(1− γ)Uγ−2|∇U |2 + (LUβ + Uβ′ + Uγ + A˜)p.
We first consider the case where x is close to Mt. Since 0 < γ < 1 and the
function s 7→ |s|p−1s is monotone increasing, we have
(4.14)
∂tu−∆u+ up ≥ −Lβ(β − 1)Uβ−2|∇U |2 − β′(β′ − 1)Uβ′−2|∇U |2
+ LpUβp + pLp−1Uβ(p−1)+β
′
.
In what follows, we use the Landau symbol O as in the proof of Lemma 4.4. By
(4.6), (4.7), (4.11) and −2/(p− 1)− 2 = −2p/(p− 1), we have
(4.15)
Uβ−2|∇U |2 =
(
d−(N−2) +O(d−(N−3) log(1/d))
)β−2
×
(
(N − 2)d−(N−1) +O(d−(N−2))
)2
=
(
d−(N−2)(β−2) +O(d−(N−2)(β−3)−(N−3) log(1/d))
)
×
(
(N − 2)2d−2(N−1) +O(d−(N−1)−(N−2))
)
= (N − 2)2d− 2pp−1 +O(d− 2pp−1+1 log(1/d))
uniformly for t ∈ [−1,∞) as d → 0. Since −(N − 2)β′ − 1 > −2p/(p− 1) + 1 by
(4.12), we also have
(4.16)
Uβ
′−2|∇U |2 =
(
d−(N−2)(β
′−2) +O(d−(N−2)(β
′−3)−(N−3) log(1/d))
)
×
(
(N − 2)2d−2(N−1) +O(d−(N−1)−(N−2))
)
= (N − 2)2d−(N−2)β′−2 +O(d−(N−2)β′−1 log(1/d))
= (N − 2)2d−(N−2)β′−2 +O(d− 2pp−1+1 log(1/d))
uniformly for t ∈ [−1,∞) as d→ 0. By (4.6) and (4.11), we see that
(4.17)
Uβp =
(
d−(N−2) +O(d−(N−3) log(1/d))
)βp
= d−(N−2)βp +O(d−(N−2)(βp−1)−(N−3) log(1/d))
= d−
2p
p−1 +O
(
d−
2p
p−1+1 log(1/d)
)
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and
(4.18)
Uβ(p−1)+β
′
= d−(N−2)β
′−2 +O
(
d−(N−2)β
′−1 log(1/d)
)
= d−(N−2)β
′−2 +O
(
d−
2p
p−1+1 log(1/d)
)
uniformly for t ∈ [−1,∞) as d → 0. By (1.4), we have Lp−1 = β(β − 1)(N − 2)2.
Hence plugging (4.15), (4.16), (4.17) and (4.18) into (4.14) gives
∂tu−∆u+ up ≥
(
Lp − Lβ(β − 1)(N − 2)2) d− 2pp−1 +O(d− 2pp−1+1 log(1/d))
+
(
pLp−1 − β′(β′ − 1)(N − 2)2) d−(N−2)β′−2
= (pβ(β − 1)− β′(β′ − 1)) (N − 2)2d−(N−2)β′−2
+O(d−
2p
p−1+1 log(1/d))
uniformly for t ∈ [−1,∞) as d→ 0. By (4.12), we have pβ(β − 1) > β′(β′ − 1) and
−(N − 2)β′ − 2 < −2p/(p− 1) + 1. Therefore, there exists r1 > 0 independent of
A˜ such that
(4.19) ∂tu−∆u+ up ≥ 0
for x ∈M r1t \Mt and t ∈ [−1,∞).
We next consider the case where x is far away from Mt. By (4.13), we have
∂tu−∆u+ up ≥ Uγ−2|∇U |2
(
γ(1− γ)− Lβ(β − 1)Uβ−γ − β′|β′ − 1|Uβ′−γ
)
.
Then by β > β′ > γ and (4.8), there exists R1 > r1 independent of A˜ such that
(4.19) holds for x ∈ Rn \MR1t and t ∈ [−1,∞).
Finally, we consider the intermediate region. By (4.13), 0 < γ < 1, (6.32) in
Proposition 6.9 and Proposition 6.10 with c0 = r1, C0 = R1 and t = −1, we obtain
∂tu−∆u+ up ≥ A˜p − Lβ(β − 1)Uβ−2|∇U |2 − β′(β′ − 1)Uβ′−2|∇U |2
≥ A˜p − C
for x ∈ MR1t \M r1t and t ∈ [−1,∞) with some constant C > 0 depending on r1
and R1 but not on A˜. Therefore there exists A˜ ≥ A such that (4.19) holds for
x ∈MR1t \M r1t and t ∈ [−1,∞). Thus,
∂tu−∆u + up ≥ 0 in Q(0,∞) \M(0,∞).
Since u0 ∈ YA, u0 ≤ LU(·, 0)β+A ≤ u(·, 0) on Rn\M0. Then the lemma follows. 
Lemma 4.6. There exists a constant A˜ > A such that u is a sub-solution of (4.1).
Proof. In this proof, we write d = d(x,Mt) and N = n−m. By (6.1), we have
(4.20)
∂tu−∆u+ |u|p−1u
= −Lβ(β − 1)Uβ−2|∇U |2 + β′(β′ − 1)Uβ′−2|∇U |2 − γ(1− γ)Uγ−2|∇U |2
+ |LUβ − Uβ′ − Uγ − A˜|p−1(LUβ − Uβ′ − Uγ − A˜).
We first consider the case where x is close to Mt or x is far away from Mt. We
estimate that
(4.21)
∂tu−∆u+ |u|p−1u ≤ −Lβ(β − 1)Uβ−2|∇U |2 + β′(β′ − 1)Uβ′−2|∇U |2
+ |LUβ − Uβ′ |p−1(LUβ − Uβ′).
SOLUTIONS WITH TIME-DEPENDENT SINGULAR SETS 19
By (4.6) and (4.7), we see that
(4.22)
|LUβ − Uβ′ |p−1(LUβ − Uβ′)
=
(
Ld−
2
p−1 − d−(N−2)β′ +O(d− 2p−1+1 log(1/d))
)p
= Lpd−
2p
p−1 − pLp−1d−(N−2)β′−2 +O(d− 2pp−1+1 log(1/d))
uniformly for t ∈ [−1,∞) as d → 0. Plugging (4.15), (4.16) and (4.22) into (4.21)
gives
∂tu−∆u+ |u|p−1u ≤
(
Lp − Lβ(β − 1)(N − 2)2) d− 2pp−1 +O(d− 2pp−1+1 log(1/d))
− (pLp−1 − β′(β′ − 1)(N − 2)2) d−(N−2)β′−2
= − (pβ(β − 1)− β′(β′ − 1)) (N − 2)2d−(N−2)β′−2
+O(d−
2p
p−1+1 log(1/d))
uniformly for t ∈ [−1,∞) as d→ 0. Since pβ(β−1) > β′(β′−1) and−(N−2)β′−2 <
−2p/(p − 1) + 1, there exists r2 > 0 independent of A˜ such that (4.10) holds for
x ∈M r2t \Mt and t ∈ [−1,∞). On the other hand, by (4.20), we have
∂tu−∆u+ |u|p−1u ≤ −Uγ−2|∇U |2
(
γ(1− γ)− β′(β′ − 1)Uβ′−γ
)
− Uγ |LUβ − Uγ |p−1(1 − LUβ−γ).
This together with β > β′ > γ and (4.8) proves that there exists R2 > r2 indepen-
dent of A˜ such that (4.10) holds for x ∈ Rn \MR2t and t ∈ [−1,∞).
Next, let us consider the intermediate region. By (4.20), (6.32) in Proposition
6.9 and Proposition 6.10 with c0 = r2, C0 = R2 and t = −1, we have
∂tu−∆u+ |u|p−1u ≤ C + |C − A˜|p−1(C − A˜)
for some constant C > 0 depending on r2 and R2 but not on A˜. Then there exists
A˜ ≥ A such that (4.10) holds for x ∈MR2t \M r2t and t ∈ [−1,∞). Hence,
∂tu−∆u+ |u|p−1u ≤ 0 in Q(0,∞) \M(0,∞).
Since u0 ∈ YA, u0 ≥ u(·, 0) on Rn \M0. This completes the proof. 
We are now in a position to prove Theorem 2.6 (ii).
Proof of Theorem 2.6 (ii). This theorem can be proved by the same argument as in
the proof of Theorem 2.6 (i). Thus we only give an outline. By Lemmas 4.5 and 4.6,
we have a super-solution u and a sub-solution u such that u ≤ u on Q[0,∞)\M[0,∞).
Using Theorem 7.2, we obtain a solution uA ∈ C2,1(Q(0,∞) \M(0,∞)) ∩ C(Q[0,∞) \
M[0,∞)) of (4.1) such that u ≤ uA ≤ u on Q[0,∞) \ M[0,∞). By (6.2) and the
definitions of u and u, we can see that uA satisfies (2.9). This together with u0 ≥ 0
and Lemma 4.1 gives uA ≥ 0 on Q[0,∞) \M[0,∞). Lemma 4.2 shows uniqueness.
The proof is complete. 
5. Geometric facts
In this section, we prepare geometric facts needed in this paper. From Subsection
5.1 to 5.3, we consider a fixed submanifold, that is, the time-independent case.
In Subsection 5.4, we generalize results obtained in those subsections to a one
parameter family of submanifolds, that is, the time-dependent case.
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Figure 2. A Langer Chart
In Subsection 5.1, we introduce Langer charts and the embedding constant, and
prove some properties. In Subsection 5.2, we consider a tubular neighborhood and
a normal bundle of a submanifold, and prove that these two are diffeomorphic by
the normal exponential map when the width of each tube is sufficiently small, see
Proposition 5.9. In Subsection 5.3, we give an estimate for the integral of a function
over a tubular neighborhood, see Proposition 5.11. In Subsection 5.4, we state that
the above results also hold for time-dependent submanifolds.
Before going further, we introduce notation. We write BR as the ball centered
at the origin of radius R. Let U ⊂ Rm be an open set and let F : U → Rn be a
sufficiently smooth map. We denote its k-th derivative at x ∈ U by DkF (x) : Rm×
· · · ×Rm → Rn. For partial derivatives, we sometimes denote DkF (x)(ei1 , . . . , eik)
by ∂xi1 . . . ∂xikF (x), where e1, . . . , em is the standard basis of R
m.
5.1. Langer charts. LetM ⊂ Rn be a connected compact m-dimensional smooth
embedded submanifold without boundary. We denote the tangent space of M at
x ∈ M by TxM ⊂ Rn. First, we introduce a nice parametrization of M , the so-
called Langer chart, following [20, Section 2]. Fix x ∈ M and Ex ∈ GL(n,R) such
that
TxM = {Exy¯ + x; y¯ = (y1, . . . , ym, 0, . . . , 0) ∈ Rm × Rn−m}.
Then, a liner isomorphism Rm ∼= TxM is given by y 7→ Ex(y, 0) + x. Put
λ(Ex) := sup
v 6=0
|Exv|
|v| , λ(Ex) := infv 6=0
|Exv|
|v| .
It is clear that λ(Ex) ≥ λ(Ex) = (λ(E−1x ))−1 > 0. Define G :M → Rm by
G(x′) := proj
Rm
(E−1x (x
′ − x)),
where proj
Rm
: Rm×Rn−m → Rm is the projection to the first factor. It is clear that
G(x) = 0 and DG(x) is the identity map by the isomorphism Rm ∼= TxM . Hence,
by the inverse function theorem, there exists an embedding ψ : BR → M ⊂ Rn
such that G ◦ ψ(y) = y for all y ∈ BR. We call ψ : BR → M ⊂ Rn a Langer chart
around x and call R the radius of the Langer chart, see Figure 2. A Langer chart
depends on the choice of Ex ∈ GL(n,R). We remark that if ψ : BR → M ⊂ Rn is
a Langer chart around x then its restriction to BR′ with R
′ < R is also a Langer
chart around x. We define the height function h : BR → Rn−m associated with ψ
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by
h(y) := proj
Rn−m(E
−1
x (ψ(y)− x)),
where proj
Rn−m : R
m × Rn−m → Rm is the projection to the second factor. Since
proj
Rm
(E−1x (ψ(y) − x)) = G ◦ ψ(y) = y, we have
ψ(y) = Ex(y, h(y)) + x
for all y ∈ BR. Clearly, h(0) = 0 and Dh(0) = 0. Moreover, the following holds.
Lemma 5.1. The height function h : BR → Rn−m satisfies
|D2h|2 ≤ (λ(Ex)2(1 + |Dh|2))3 |II|2
on BR, where II is the second fundamental form of M .
Lemma 5.1 was essentially proved in [9, Lemma 2.1] under the assumption Ex ∈
O(n,R), especially λ(Ex) = 1. For general Ex ∈ GL(n,R), the proof is similar.
Definition 5.2. Fix R > 0 and α > 0. Then, M is called an (R,α)-embedding if
for each point x ∈ M , there exists a Langer chart ψ : BR → M ⊂ Rn around x of
radius R such that the height function h : BR → Rn−m associated with ψ satisfies
|Dh(y)| ≤ α for any y ∈ BR.
Then, by Lemma 5.1 and the same argument as in the proof of [9, Lemma 2.3],
the following holds.
Lemma 5.3. Assume that maxx∈M |IIx| ≤ K and maxx∈M λ(Ex) ≤ λ for some
constants K > 0 and λ > 0. If R > 0 and α > 0 satisfy
(5.1) R ≤ α
(
λ
2
(1 + α2)
)−3/2
K−1,
then M is an (R,α)-embedding.
Assume that
max
x∈M
|IIx| ≤ K, max
x∈M
λ(Ex) ≤ λ, min
x∈M
λ(Ex) ≥ λ(5.2)
for some constants K > 0, λ > 0 and λ > 0. Let R > 0 and α > 0 satisfy (5.1).
Then, by Lemma 5.3, M is an (R,α)-embedding. Hence, for each point x ∈ M ,
there exists a Langer chart ψ : BR → M ⊂ Rn around x such that the height
function h : BR → Rn−m associated with ψ satisfies
|Dh(y)| ≤ α(5.3)
for any y ∈ BR. Moreover, by Lemma 5.1, h also satisfies
|D2h| ≤ λ3(1 + α2)3/2K.(5.4)
In this setting, the Langer chart satisfies the following properties.
Lemma 5.4. For any y ∈ BR and η ∈ Rm,

λ|η| ≤ |Dψ(y)η| ≤ λ
√
1 + α2|η|,
λm ≤ Jψ(y) ≤ λm(1 + α2)m/2,
|D2ψ(y)| ≤ λ4(1 + α2)3/2K,
|DJψ(y)| ≤ C1(m)λ−mλ7(1 + α2)3K,
where Jψ :=
√
det(t(Dψ)(Dψ)) and C1(m) > 0 is a constant.
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Proof. Since ψ(y) = Ex(y, h(y)) + x, we have
∂yjψ(y) = Ex(e¯j , ∂yjh(y)),(5.5)
where {e¯1, . . . , e¯m} is the standard basis of Rm. Hence, the (k, j)-component of the
matrix t(Dψ(y))(Dψ(y)) is given by t(e¯k, ∂ykh(y))
tExEx(e¯j , ∂yjh(y)). Let µ be an
eigenvalue of t(Dψ(y))(Dψ(y)) and let η be its eigenvector. Then, these satisfy
m∑
j=1
(
t(e¯k, ∂ykh(y))
tExEx(e¯j , ∂yjh(y))
)
ηj = µηk.
Multiplying both sides by ηk and summing over k, we have |Ex(η,Dh(y)η)|2 =
µ|η|2. By (5.3), we have λ|η| ≤ |Ex(η,Dh(y)η)| ≤ λ|η|
√
1 + α2. Thus, we obtain
λ2 ≤ µ ≤ λ2(1 + α2). This shows the first inequality. Since det(t(Dψ(y))(Dψ(y)))
is the product of all eigenvalues, we obtain the second inequality. Form (5.4) and
(5.5), it follows that |D2ψ(y)| ≤ λ4(1 + α2)3/2K. For the last inequality, note that
∂yiJψ(y) =
1
2
(
det(t(Dψ(y))(Dψ(y)))
)−1/2
∂yj
(
det(t(Dψ(y))(Dψ(y)))
)
.
By (5.3), (5.4) and (5.5), one can see that there exists a constant C1(m) > 0 such
that |DJψ(y)| ≤ C1(m)λ−mλ7(1 + α2)3K. Then the proof is complete. 
Next, we introduce the embedding constant of M . Let ι : M → Rn be the
inclusion map. We denote by dx2 the standard Riemannian metric on Rn. Then,
a Riemannian metric g := ι∗(dx2) on M is called the induced metric. We define
the induced distance dg on (M, g) in the standard manner. Then, following [9,
Definition 4.2], the embedding constant is defined as follows.
Definition 5.5. We define the embedding constant κ(M) of M by
κ(M) := sup
{
dg(p, q)
|p− q| ; p, q ∈M with p 6= q
}
.
Proposition 5.6. 1 ≤ κ(M) <∞.
Proof. The first inequality is trivial, since the induced distance dg always satisfies
|p− q| ≤ dg(p, q). To obtain a contradiction, assume κ(M) =∞. Then, there exist
sequences pi, qi ∈M such that pi 6= qi and
dg(pi, qi)
|pi − qi| → ∞ as i→∞.(5.6)
SinceM is compact, dg is a bounded function. Thus, it must satisfy that |pi−qi| → 0
as i→∞. By the compactness of M , there exist p¯, q¯ ∈M and subsequences pk, qk
such that pk → p¯ and qk → q¯. Then, by the condition |pi − qi| → 0 as i → ∞, we
have p¯ = q¯.
Since M is compact, M is an (R,α)-embedding for some R > 0 and α > 0 by
Lemma 5.3. Without loss of generality, we can assume Ex ∈ O(n,R) for any x ∈M .
Let ψ : BR → M be a Langer chart around p¯ (= q¯). Take points y1, y2 ∈ BR.
Put c(t) := (1 − t)y1 + ty2 ∈ BR and c˜(t) := ψ(c(t)) = Ep¯(c(t), h(c(t))) + p¯ for
t ∈ [0, 1]. Then, c˜(t) is a curve joining ψ(y1) and ψ(y2), and its length with respect
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to g = ι∗(dx2) is given by
(5.7)
Lg(c˜) =
∫ 1
0
|Dψ(c(t))(y2 − y1)|dt
=
∫ 1
0
√
|y2 − y2|2 + |Dh(c(t))(y2 − y2)|2dt.
By (5.3), we have Lg(c˜) ≤
√
1 + α2|y2 − y1| ≤
√
1 + α2|ψ(y2) − ψ(y1)|. Thus,
dg(ψ(y2), ψ(y1)) ≤
√
1 + α2|ψ(y2)−ψ(y1)|. This means that dg(p, q) ≤
√
1 + α2|p−
q| for any p, q ∈ ψ(BR). Since pk and qk converge to p¯, there exists k0 such that
pk, qk ∈ ψ(BR) for all k ≥ k0. Then,
dg(pk, qk)
|pk − qk| ≤
√
1 + α2.
This contradicts (5.6). 
Lemma 5.7. Let x ∈ M and let ψ : BR → M ⊂ Rn be a Langer chart around x.
Then |x′ − x| ≥ (κ(M))−1R′ for any x′ ∈M \ ψ(BR′) and 0 < R′ ≤ R.
Proof. By Definition 5.5, we have |x′−x| ≥ (κ(M))−1dg(x, x′). Then, it suffices to
prove dg(x, x
′) ≥ R′. Let c˜ : [0, T ]→ M be a curve such that c˜(0) = x, c˜(T ) = x′
and dg(x, x
′) = Lg(c˜). Since x′ /∈ ψ(BR′), there exists the first time T ′ ∈ (0, T ] so
that c˜(T ′) meets the boundary of ψ(BR′). Then, it is clear that
dg(x, x
′) =
∫ T
0
|c˜′(t)|dt ≥
∫ T ′
0
|c˜′(t)|dt.
By the definition of T ′, we see that c˜(t) ∈ ψ(BR′ ) for t ∈ [0, T ′). Thus, we can
define a curve c in BR′ by c(t) := ψ
−1(c˜(t)) for t ∈ [0, T ′). Note that c(0) = 0 and
c(T ′) ∈ ∂BR′ . Then, by a similar computation to (5.7), we have∫ T ′
0
|c˜′(t)|dt =
∫ T ′
0
√
|c′(t)|2 + |Dh(c(t))c′(t)|2dt ≥
∫ T ′
0
|c′(t)|dt.
The right hand side is just the standard length of the curve c in BR′ . Since c(0) = 0
and c(T ′) ∈ ∂BR′ , the right hand side is bounded from below by R′. Then the proof
is complete. 
5.2. A tubular neighborhood. We denote the normal space of M at x ∈M by
T⊥x M := {y ∈ Rn; y · v = 0 for all v ∈ TxM}
and denote the normal bundle of M , an n-dimensional manifold, by
T⊥M := {(x, y) ∈M × Rn; y ∈ T⊥x M} ⊂ Rn × Rn.
Define the normal exponential map exp⊥ : T⊥M → Rn by exp⊥(x, y) := x+ y. For
δ > 0, we write the δ-neighborhood of the normal bundle by
Nδ(T⊥M) := {(x, y) ∈M × Rn; y ∈ T⊥x M, |y| < δ}.
We continue to assume (5.2).
Proposition 5.8. For δ > 0 satisfying
(5.8) δ ≤ min
{
1
2
√
2
λ2
λ
4K
−1,
1
25
λ
λ
4K
−1(κ(M))−1
}
,
the restriction of exp⊥ to Nδ(T⊥M) is an embedding into Rn.
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Proof. Put
(5.9) α :=
1
6
λ
λ
, R :=
1
12
λ
λ
4K
−1.
Then, we have (1 + α2)−3/2 ≥ 1/2, since α ≤ 1/6. From this, one can easily check
that R and α satisfy (5.1). Then, by Lemma 5.3,M is an (R,α)-embedding. Hence,
for each point x ∈ M , there exists a Langer chart ψ : BR → M ⊂ Rn around x of
radius R such that the height function h : BR → Rn−m associated with ψ satisfies
(5.3). Define hi : BR → R (i = 1, . . . , n−m) by h = (h1, . . . , hn−m). For y ∈ BR,
define
νi(y) := Ex(−Dhi(y), ei) ∈ T⊥ψ(y)M,
for i = 1, . . . , n −m, where {e1, . . . , en−m} is the standard basis of Rn−m. Define
ψ˜ : BR × Rn−m → T⊥M by
(5.10) ψ˜(y, ξ) :=
(
ψ(y),
n−m∑
i=1
ξiνi(y)
)
.
Then, ψ˜ gives a chart of T⊥M and is called the local trivialization of T⊥M associ-
ated with ψ. Put Θ := exp⊥ ◦ψ˜ : BR × Rn−m → Rn. Then, we have
(5.11) Θ(y, ξ) = ψ(y) +
n−m∑
i=1
ξiνi(y), DΘ(y, ξ)(y
′, ξ′) = X − Y − Z,
for any (y′, ξ′) ∈ Rm × Rn−m, where we put

X = X(y, ξ)(y′, ξ′) :=Ex(y′, ξ′),
Y = Y (y, ξ)(y′, ξ′) :=Ex

 m∑
j=1
y′j
(
n−m∑
i=1
ξi∂yjDhi(y),−∂yjh(y)
) ,
Z = Z(y, ξ)(y′, ξ′) :=Ex
(
n−m∑
i=1
ξ′i(Dhi(y), 0)
)
,
for short. Thus,
(5.12)


λ2|(y′, ξ′)|2 ≤ |X |2 ≤ λ2|(y′, ξ′)|2,
|Y |2 ≤ λ2 (|ξ|2|D2h|2 + |Dh|2) |y′|2 ≤ λ2 (|ξ|2|D2h|2 + α2) |(y′, ξ′)|2,
|Z|2 ≤ λ2|Dh|2|ξ′|2 ≤ λ2α2|(y′, ξ′)|2.
Here, we claim that
|Θ(y1, ξ1)−Θ(y2, ξ2)| ≥ λ
2
√
2
|(y1, ξ1)− (y2, ξ2)|(5.13)
for any (y1, ξ1), (y2, ξ2) ∈ BR × {|ξ| < δ/λ}. Define a path c in BR × {|ξ| < δ/λ}
by c(θ) := (1 − θ)(y1, ξ1) + θ(y2, ξ2) for θ ∈ [0, 1], and put (y′, ξ′) := dc/dθ =
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(y2, ξ2)− (y1, ξ1). Then,
Θ(c(1))−Θ(c(0))
=
∫ 1
0
DΘ(c(θ))(y′, ξ′)dθ
=
∫ 1
0
X(c(θ))(y′, ξ′)dθ −
∫ 1
0
Y (c(θ))(y′, ξ′)dθ −
∫ 1
0
Z(c(θ))(y′, ξ′)dθ
=: X − Y − Z,
(5.14)
where we used (5.11). Then by (5.12), we have
(5.15)


|X |2 ≥λ2|(y′, ξ′)|2,
|Y|2 ≤λ2
(
δ2
λ2
|D2h|2 + α2
)
|(y′, ξ′)|2,
|Z|2 ≤λ2α2|(y′, ξ′)|2.
Since |X − Y − Z|2 ≥ |X |2/4− |Y|2/2− |Z|2, we have
|Θ(c(1))−Θ(c(0))|2 ≥
(
1
4
λ2 − 1
2
λ
2
(
δ2
λ2
|D2h|2 + 3α2
))
|(y′, ξ′)|2,(5.16)
where we used (5.14) and (5.15). Substituting (5.4) into (5.16) gives
|Θ(c(1))−Θ(c(0))|2 ≥
(
1
4
λ2 − 1
2
λ
2
(
δ2
λ2
λ
6
K2(1 + α2)3 + 3α2
))
|(y′, ξ′)|2.
By the assumption for δ, one can easily see that
δ2
λ2
λ
6
K2(1 + α2)3 + 3α2 ≤ 1
8
λ2
λ
2
(
1 +
1
36
)3
+
3
36
λ2
λ
2 ≤
1
4
λ2
λ
2 .
Thus,
|Θ(c(1))−Θ(c(0))|2 ≥ 1
8
λ2|(y′, ξ′)|2.
Hence the claim (5.13) follows.
Then, by (5.13), it is clear that Θ is injective on BR × {|ξ| < δ/λ} and its
derivative DΘ(y, ξ) at (y, ξ) ∈ BR × {|ξ| < δ/λ} is also injective. Thus, we proved
that the restriction of exp⊥ to ψ˜(BR×{|ξ| < δ/λ}) is an embedding. Moreover, by
the definition of νi(y), we have
λ|ξ| ≤
∣∣∣∣∣
n−m∑
i=1
ξiνi(y)
∣∣∣∣∣ ≤ λ
√
1 + α2|ξ|.(5.17)
This shows that
(5.18)
{
ψ˜(BR × Rn−m) ∩ Nδ(T⊥M) ⊂ ψ˜(BR × {|ξ| < δ/λ}),
ψ˜(BR × Rn−m) ∩ Nδ(T⊥M) ⊃ ψ˜(BR × {|ξ| < δ/(λ
√
1 + α2)}).
Hence, the restriction of exp⊥ to ψ˜(BR×Rn−m)∩Nδ(T⊥M) is also an embedding.
Especially, the restriction of exp⊥ to Nδ(T⊥M) is an immersion.
In what follows, we prove that the restriction of exp⊥ to Nδ(T⊥M) is injective.
To obtain a contradiction, assume that there exist (x1, y1), (x2, y2) ∈ Nδ(T⊥M)
such that (x1, y1) 6= (x2, y2) and exp⊥(x1, y1) = exp⊥(x2, y2), that is, x1 + y1 =
x2+y2. Let ψx1 : BR →M be a Langer chart around x1. Without loss of generality,
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we can assume x2 /∈ ψx1(BR), since the restriction of exp⊥ to ψ˜x1(BR × Rn−m) ∩
Nδ(T⊥M) is injective. Then, by Lemma 5.7 and (5.9), we have
|x1 − x2| ≥ (κ(M))−1R = 1
12
λ
λ
4K
−1(κ(M))−1.
On the other hand, since x1 + y1 = x2 + y2, we have |x1 − x2| = |y1 − y2| ≤ 2δ.
Thus,
δ ≥ 1
24
λ
λ
4K
−1(κ(M))−1.
This contradicts the assumption for δ. Hence the restriction of exp⊥ to Nδ(T⊥M)
is an injective immersion, that is, an embedding. 
Proposition 5.9. exp⊥(Nδ(T⊥M)) = M δ for any δ > 0 with (5.8). Moreover,
for each z ∈M δ, there exists a unique point x ∈M satisfying
d(z,M) = |z − x| and z − x ∈ T⊥x M.
Proof. For any exp⊥(x, y) ∈ exp⊥(Nδ(T⊥M)), we have | exp⊥(x, y)− x| = |y| < δ.
This implies exp⊥(x, y) ∈ M δ, since x ∈ M . Conversely, fix z ∈ M δ arbitrary.
Consider a smooth function d2z : M → R defined by d2z(x) := |z − x|2. Since M is
compact, there exists a point x ∈M such that
|z − x|2 = min
M
d2z = d(z,M)
2 < δ2.
Putting ξ := z − x, we have |ξ| < δ. Let ψ : BR → M be a Langer chart around
x. Then, the derivative of d2z ◦ ψ : BR → R at y ∈ BR is given by ∂yj(d2z ◦ ψ)(y) =
2(z − ψ(y)) · ∂yjψ(y). Since d2z attains its minimum at x = ψ(0), it must satisfy
0 = ∂yj (d
2
z ◦ ψ)(0) = 2(z − x) · ∂yjψ(0).
Since ∂yjψ(0) (= Exe¯j) are basis of TxM , we have ξ = z − x ∈ T⊥x M . This means
that (x, ξ) ∈ Nδ(T⊥M) and z = x+ ξ = exp⊥(x, ξ) ∈ exp⊥(Nδ(T⊥M)).
Suppose that there exists x′ ∈M satisfying x′ 6= x and
|z − x′|2 = min
M
d2z = (d(z,M))
2 < δ2.
Put ξ′ := z − x′ ∈ Rn and repeat the same argument as above. Then, (x′, ξ′) ∈
Nδ(T⊥M) and z = exp⊥(x′, ξ′). This contradicts Proposition 5.8. 
5.3. Integral over the tubular neighborhood. Let ψ˜ : BR × Rn−m → T⊥M
be the local trivialization associated with a Langer chart ψ around x defined by
(5.10). Put Θ := exp⊥ ◦ψ˜.
Lemma 5.10. On ψ˜(BR × Rn−m) ∩ Nδ(T⊥M),
CJψ ≤ JΘ ≤ CJψ,(5.19)
where C,C > 0 are given by

C :=
(
λ
2
√
2
)n
2 (
λ
m
(1 + α2)m/2
)−1
,
C :=
(
5λ
8
(1 + α2)3K2δ2λ−2 + 5λ
2 (
1 + 2α2
))n/2
λ−m.
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Proof. Fix a point ψ˜(x, ξ) ∈ ψ˜(BR×Rn−m)∩Nδ(T⊥M). By (5.13) and (5.18), we
have |DΘ(x, ξ)| ≥ λ/(2√2). Thus, JΘ ≥ (λ/(2√2))n2 . This together with Lemma
5.4 yields
|DΘ(x, ξ)| ≥
(
λ
2
√
2
)n
2 (
λ
m
(1 + α2)m/2
)−1
Jψ(y).
This is the first inequality of (5.19).
To prove the second inequality, let µ be a maximum eigenvalue of (tDΘ)(DΘ)
at (x, ξ) and let η = (x′, ξ′) be its eigenvector. Then, |DΘ(x, ξ)η|2 = µ|η|2, and so
µ ≤ |DΘ(x, ξ)|2. By (5.11), (5.12) and Lemma 5.1, we have
|DΘ(x, ξ)|2 ≤ 5
(
λ
2
+ λ
2 (|ξ|2|D2h|2 + α2)+ λ2α2)
≤ 5λ8(1 + α2)3K2|ξ|2 + 5λ2 (1 + 2α2) .
This together with |ξ| < δ/λ shows
µ ≤ |DΘ(x, ξ)|2 ≤ 5λ8(1 + α2)3K2δ2λ−2 + 5λ2 (1 + 2α2)
on ψ˜(BR × Rn−m) ∩ Nδ(T⊥M). From JΘ ≤ µn/2 and Lemma 5.4, the second
inequality of (5.19) immediately follows. 
Proposition 5.11. Let N := n−m and M δ,δ′ := M δ \M δ′ . For any δ > 0 with
(5.8), δ′ > 0 with δ′ < λ(λ
√
1 + α2)−1δ and β ∈ R,
C′
∫ δ/(λ√1+α2)
δ′/λ
rβ+N−1dr ≤
∫
Mδ,δ′
d(x,M)βdx ≤C′
∫ δ/λ
δ′/(λ
√
1+α2)
rβ+N−1dr,
where C′, C
′
> 0 are given by

C′ := Hm(M)NωN
(
λ
2
√
2
)n
2 (
λ
m
(1 + α2)m/2
)−1
×min
{
(λ
√
1 + α2)β , λβ
}
,
C
′
:= Hm(M)NωN
(
5λ
8
(1 + α2)3K2δ2λ−2 + 5λ
2 (
1 + 2α2
))n/2
λ−m
×max
{
(λ
√
1 + α2)β , λβ
}
.
In particular, C
′
<∞ when δ → 0.
Proof. Let A := {(ψi, ψi(BR))}i=1,...,N be a finite collection of Langer charts which
covers M . Then, B := {(ψ˜i, ψ˜i(BR × Rn−m))}i=1,...,N is a finite collection of local
trivializations which covers T⊥M . Let {ρi}i=1,...,N be a partition of unity subordi-
nate to A. Define ρ˜i : ψ˜(BR ×Rn−m)→ R by ρ˜i(x, y) := ρi(x). Then, {ρ˜i}i=1,...,N
is a partition of unity subordinate to B.
By Proposition 5.9, exp⊥ : Nδ,δ′(T⊥M)→M δ,δ′ is a diffeomorphism, where
Nδ,δ′(T⊥M) := {(x, y) ∈M × Rn; y ∈ T⊥x M, δ′ ≤ |y| < δ}.
Thus, ∫
Mδ,δ′
d(x,M)βdx =
∫
Nδ,δ′ (T⊥M)
d(exp⊥(·),M)βdν,
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where ν is the induced measure on Nδ,δ′(T⊥M) by exp⊥ : Nδ,δ′(T⊥M)→ Rn. By
using B and {ρ˜i}, we have∫
Nδ,δ′ (T⊥M)
d(exp⊥(·),M)βdν =
N∑
i=1
∫
ψ˜i(Ui)
ρ˜i(·)d(exp⊥(·),M)βdν,
where we put Ui := ψ˜i−1(Nδ,δ′(T⊥M)) for short. By (5.18), we have
BR ×
{
δ′
λ
≤ |ξ| < δ
λ
√
1 + α2
}
⊂ Ui ⊂ BR ×
{
δ′
λ
√
1 + α2
≤ |ξ| < δ
λ
}
and the set on the left hand side is nonempty by the assumption for δ′. For any
(y, ξ) ∈ BR ×{|ξ| < δ/λ}, we have ρ˜i(ψ˜i(x, ξ)) = ρi(ψi(x)) by definitions of ψ˜i and
ρ˜i. Moreover, by Proposition 5.9, we have
d(exp⊥(ψ˜i(x, ξ)),M)) =
∣∣∣∣∣
(
ψ(y) +
n−m∑
i=1
ξiνi(y)
)
− ψ(y)
∣∣∣∣∣ =
∣∣∣∣∣
n−m∑
i=1
ξiνi(y)
∣∣∣∣∣ .
This together with (5.17) implies
C′′|ξ|β ≤ d(exp⊥(ψ˜i(x, ξ)),M))β ≤ C′|ξ|β ,
where C′ = (λ
√
1 + α2)β and C′′ = λβ when β ≥ 0, and C′ = λβ and C′′ =
(λ
√
1 + α2)β when β ≤ 0. Thus,
C′′
∫
BR×{δ′/λ≤|ξ|<δ/(λ
√
1+α2)}
ρi(ψi(x))|ξ|βJΘi(x, ξ)dxdξ
≤
∫
ψ˜i(Ui)
ρ˜i(·)d(exp⊥(·),M)βdν
≤ C′
∫
BR×{δ′/(λ
√
1+α2)≤|ξ|<δ/λ}
ρi(ψi(x))|ξ|βJΘi(x, ξ)dxdξ.
Combining this and (5.19) yields
C′′C
∫
{δ′/λ≤|ξ|<δ/(λ√1+α2)}
|ξ|βdξ
∫
BR
ρi(ψi(x))Jψi(x)dx
≤
∫
ψ˜i(Ui)
ρ˜i(·)d(exp⊥(·),M)βdν
≤ C′C
∫
{δ′/(λ√1+α2)≤|ξ|<δ/λ}
|ξ|βdξ
∫
BR
ρi(ψi(x))Jψi(x)dx.
Summing the above inequalities over i = 1, . . . , N , and combining elementary facts
N∑
i=1
∫
BR
ρi(ψi(x))Jψi(x)dx = Hm(M),
∫
{a≤|ξ|<b}
|ξ|βdξ = NωN
∫ b
a
rβ+N−1dr,
we proved the desired estimate. 
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5.4. Time-dependent Langer charts. LetM0 ⊂ Rn be a connected compactm-
dimensional smooth submanifold without boundary and let I be an open interval
with 0 ∈ I. Let F ∈ C∞(Rn × I;Rn) such that Ft(x) := F (x, t) satisfy F0 = idRn
and (2.1) for some constant B > 0. We remark that the assumption (2.4) is not
necessary in this subsection.
We writeMt := Ft(M0). In this subsection, we introduce time-dependent Langer
charts and show some properties. At t = 0, take Ex, appeared at the beginning
of Subsection 5.1, from O(n,R) for each x ∈ M0. At any t ∈ I, define EFt(x) ∈
GL(n,R) by
EFt(x) := DFt(x)Ex
for Ft(x) ∈Mt. Then,
TFt(x)Mt = {EFt(x)y¯ + Ft(x); y¯ = (y1, . . . , ym, 0, . . . , 0) ∈ Rm × Rn−m}.
By using EFt(x), a Langer chart ψt : BR′ → Mt ⊂ Rn centered at Ft(x) of some
radius R′ = R′(x, t) is defined as in Subsection 5.1.
We claim that there exist a sufficiently small radius R which does not depend
on x and t. Since Ex ∈ O(n,R), we have λ(EFt(x)) = λ(DFt(x)) and λ(EFt(x)) =
λ(DFt(x)). This together with (2.1) yields
λ(EFt(x)) ≤ B and λ(EFt(x)) ≥ B−1.
Thus, we can take λ = B−1 and λ = B in (5.2) uniformly for t ∈ I. Moreover, by
the compactness of M0 and (2.1), there exists K = K(m,B,M0) > 0 such that
max
Ft(x)∈Mt
|IIFt(x)| ≤ K
for any t ∈ I. Fix R > 0 and α > 0 satisfying
R ≤ α (B2(1 + α2))−3/2K−1.(5.20)
Then, by Lemma 5.3, Mt is an (R,α)-embedding, that is, each Langer chart ψt
is defined on BR and the height function ht : BR → Rn−m associated with ψt
satisfies |Dht| ≤ α on BR. Note that R and α do not depend on x and t. We call
ψt : BR →Mt the time-dependent Langer chart centered at Ft(x).
Lemma 5.12. |∂tψt| ≤ C2 on BR for some C2 = C2(B,R, α) > 0.
Proof. Fix y ∈ BR and t′ ∈ I. Define a curve τ 7→ yτ in Rm by
yτ := projRm(E
−1
Ft′+τ (x)
(Ft′+τ ◦ F−1t′ ◦ ψt′(y)− Ft′+τ (x)))
for any τ such that τ, τ + t′ ∈ I. When τ = 0, it is clear that y0 = y ∈ BR by the
definition of the Langer chart ψt′ . Hence, by the continuity of yτ , there exists τ0 > 0
such that yτ ∈ BR for any τ with |τ | ≤ τ0. Note that ψt′+τ (yτ ) = Ft′+τ◦F−1t′ ◦ψt′(y)
by the definition of the Langer chart ψt′+τ . Thus,
ψt′+τ (y)− ψt′(y) = (ψt′+τ (yτ )− ψt′(y)) + (ψt′+τ (y)− ψt′+τ (yτ ))
= (Ft′+τ (y˜)− Ft′(y˜)) + (ψt′+τ (y)− ψt′+τ (yτ )),
where we put y˜ := F−1t′ ◦ ψt′(y) ∈M0 for short, and so
|∂tψt| ≤ B + |Dψt′ | lim
τ→0
∣∣∣∣yτ − yτ
∣∣∣∣ ≤ B + (B√1 + α2) limτ→0
∣∣∣∣yτ − yτ
∣∣∣∣ ,
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where we used the assumption (2.1) and Lemma 5.4. Thus, it suffices to give an
upper bound of limτ→0 |(yτ − y)/τ |. By the definition of yτ and a trivial identity
y = proj
Rm
(
E−1Ft′+τ (x) (DFt′+τ (x)Ex(y, ht′(y)))
)
,
we have
|yτ − y| ≤ B|Ft′+τ (y˜)− Ft′+τ (x)−DFt′+τ (x)Ex(y, ht′(y))|
≤ B|Ft′+τ (y˜)− Ft′ (y˜)|+B|Ft′+τ (x)− Ft′(x)|
+B|Ft′(x) − Ft′(y˜) +DFt′+τ (x)Ex(y, ht′(y))|
=: B(X + Y + Z).
It is clear that limτ→0 |X/τ | ≤ B and limτ→0 |Y/τ | ≤ B by (2.1). By the definition
of the Langer chart ψt′ and Ft′(y˜) = ψt′(y), we have
Ft′(x)− Ft′(y˜) = −DFt′(x)Ex(y, ht′(y)).
Then, from (2.1), it follows that
lim
τ→0
∣∣∣∣Zτ
∣∣∣∣ ≤ limτ→0
∣∣∣∣DFt′+τ (x)−DFt′(x)τ
∣∣∣∣ |Ex(y, ht′(y))| ≤ B√1 + α2R.
Then the proof is complete. 
By Lemma 5.4 and 5.12, the following holds.
Proposition 5.13. For any y ∈ BR, η ∈ Rm and t ∈ I,

B−1|η| ≤ |Dψt(y)η| ≤ B
√
1 + α2|η|,
B−m ≤ Jψt(y) ≤ Bm(1 + α2)m/2,
|D2ψt(y)| ≤ B4(1 + α2)3/2K,
|DJψt(y)| ≤ C1(m)Bm+7(1 + α2)3K,
|∂tψt| ≤ C2(B,R, α).
Here, we estimate the embedding constant and the diameter of Mt.
Lemma 5.14. κ(Mt) ≤ B2κ(M0) for any t ∈ I.
Proof. By Definition 5.5, we have
κ(Mt) := sup
{
dgt(Ft(p), Ft(q))
|Ft(p)− Ft(q)| ; p, q ∈M0 with p 6= q
}
,
where gt is the induced Riemannian metric on Mt. Let c : [0, s0] → M0 be any
curve with c(0) = p and c(s0) = q. Then, we have a curve Ft ◦ c in Mt with
(Ft ◦ c)(0) = Ft(p) and (Ft ◦ c)(s0) = Ft(q). Then, by the assumption (2.1),
Lgt(Ft ◦ c) =
∫ s0
0
|DFt(c′(s))|ds ≤ B
∫ s0
0
|c′(s)|ds = BLg0(c).
Thus, dgt(Ft(p), Ft(q)) ≤ Bdg0(p, q). On the other hand, also by the assumption
(2.1), we have |Ft(p)− Ft(q)|/|p− q| ≥ B−1. Combining these inequalities yields
dgt(Ft(p), Ft(q))
|Ft(p)− Ft(q)| ≤ B
2 dg0(p, q)
|p− q| ,
and the lemma is proved. 
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Lemma 5.15. There exists a constant D = D(B,M0) > 0 such that diam(Mt) ≤ D
for any t ∈ I, where diam(Mt) := sup{|x− y|;x, y ∈Mt}.
Proof. For any Ft(p), Ft(q) ∈ Mt, we proved dgt(Ft(p), Ft(q)) ≤ Bdg0(p, q) in the
proof of Lemma 5.14. Since M0 is compact, sup{dg0(p, q); p, q ∈ M0} is bounded.
Moreover, we always have |Ft(p) − Ft(q)| ≤ dgt(Ft(p), Ft(q)). Then the proof is
complete. 
By Lemma 5.7 and 5.14, the following holds.
Proposition 5.16. Let t ∈ I and x ∈ Mt and let ψt : BR → Mt ⊂ Rn be a
time-dependent Langer chart centered at x. Then |x′ − x| ≥ B−2(κ(M0))−1R′ for
any x′ ∈Mt \ ψt(BR′ ) and 0 < R′ ≤ R.
By Proposition 5.8, 5.9 and Lemma 5.14, the following holds.
Proposition 5.17. For δ > 0 satisfying
δ ≤ min
{
1
2
√
2
B−6K−1,
1
25
B−7K−1(κ(M0))−1
}
,(5.21)
the restriction of exp⊥ to Nδ(T⊥Mt) is an embedding and exp⊥(Nδ(T⊥Mt)) =M δt
for any t ∈ I. Moreover, for each t ∈ I and z ∈ M δt , there exists a unique point
x ∈Mt satisfying
d(z,Mt) = |z − x| and z − x ∈ T⊥x Mt.(5.22)
Here, we estimate the volume of Mt.
Proposition 5.18. B−mHm(M0) ≤ Hm(Mt) ≤ BmHm(M0) for any t ∈ I.
Proof. We write the restriction of Ft : R
n → Rn to M0 by F¯t : M0 → Rn. By
Mt = F¯t(M0) and the change of variables, we have
Hm(Mt) =
∫
M0
JF¯tdHm.
Then, by the assumption (2.1), we see that B−m ≤ JF¯t ≤ Bm, and the proof is
complete. 
By Proposition 5.11 and 5.18, the following holds.
Proposition 5.19. Let N := n − m. For any δ > 0 with (5.21), δ′ > 0 with
δ′ < B−1(B
√
1 + α2)−1δ, β ∈ R and t ∈ I,
C′
∫ δ/(B√1+α2)
δ′B
rβ+N−1dr ≤
∫
Mδ,δ
′
t
d(x,Mt)
βdx ≤ C′
∫ Bδ
δ′/(B
√
1+α2)
rβ+N−1dr,
where C′, C
′
> 0 are given by

C′ := B−mHm(M0)NωN
(
B−1
2
√
2
)n
2 (
Bm(1 + α2)m/2
)−1
×min
{
(B
√
1 + α2)β , B−β
}
,
C
′
:= BmHm(M0)NωN
(
5B10(1 + α2)3K2δ2 + 5B2
(
1 + 2α2
))n/2
×Bmmax
{
(B
√
1 + α2)β , B−β
}
.
In particular, C
′
<∞ when δ → 0.
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6. A singular solution of the linear heat equation
Let T ∈ R. Throughout this section, we set a time interval I = (T ,∞) so that
Ft is defied for t ∈ I. In Subsection 6.1, we show that U = U(x, t;T ) defined by
(1.5) is a singular solution of the linear heat equation. The behavior of U near Mt
is shown in Subsections 6.2. Uniform estimates of U are given in Subsection 6.3.
Remark that we continue to assume that F satisfies (2.1) in the all parts of this
section, but we assume (2.4) only in Subsection 6.3.
6.1. Properties of the solution. The function U has the following properties.
Proposition 6.1. Suppose that F satisfies (2.1). Then the function U belongs to
L1loc(QI) ∩ C∞(QI \MI) and satisfies
(6.1) ∂tU = ∆U in QI \MI .
Proof. This lemma can be proved by the argument of [18, Section 3] and [16,
Proposition 2.1]. Let T < t < t < +∞. Then, by the Fubini theorem and
‖G(·, t)‖L1(Rn) = 1 for t > 0, we have
‖U‖L1(Q(t,t)) = c−1n−m
∫ t
t
∫ t
T
∫
Ms
dHm(ξ)dsdt ≤ (t− T )
2
cn−m
sup
s∈(T ,t)
Hm(Ms).
This together with Proposition 5.18 shows U ∈ L1loc(QI). Let ϕ ∈ C∞0 (QI \MI).
By the Fubini theorem, we obtain∫∫
QI
U(x, t)(−∂tϕ(x, t) −∆ϕ(x, t))dxdt
= c−1n−m
∫∫
M(T ,∞)
∫∫
Q(s,∞)
G(x − ξ, t− s)(−∂tϕ(x, t) −∆ϕ(x, t))dxdtdHm(ξ)ds
= c−1n−m
∫∫
MI
ϕ(ξ, s)dHm(ξ)ds
= 0.
Hence U satisfies (6.1) in D′(QI\MI). The regularity theory for parabolic equations
shows that U ∈ C∞(QI \MI) and that U satisfies (6.1). 
6.2. Behavior of the solution near the singular set. This subsection is de-
voted to proving estimates of U near the singular set Mt.
Proposition 6.2. Let n,m ≥ 1 satisfy n−m ≥ 3 and let t > T . Suppose that F
satisfies (2.1). Then there exists a constant δ′ > 0 depending on m, B, M0 and
t − T such that the following estimates hold. For any δ ∈ (0, δ′), there exists a
constant C > 0 depending on n, m, B, M0 and δ such that
∣∣∣U(x, t)− d(x,Mt)−(n−m−2)∣∣∣ ≤
{
C log(1/d(x,Mt)) if n−m = 3,
Cd(x,Mt)
−(n−m−3) if n−m ≥ 4,(6.2) ∣∣∣|∇U(x, t)| − (n−m− 2)d(x,Mt)−(n−m−1)∣∣∣ ≤ Cd(x,Mt)−(n−m−2),(6.3)
for any x ∈M δt \Mt and t ∈ [t,∞).
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Proof. We prepare some constants and estimates due to Section 5. Let R ∈ (0, 1)
satisfy (5.20) with α = 1. Then, R depends on m, B and M0, since K in (5.20)
depends on m, B and M0. Write the right hand side of (5.21) by
δ0 = δ0(m,B,M0) > 0.
By Proposition 5.13, there exists a constant K = K(m,B,M0) > 1 satisfying
sup
t∈I
sup
y∈BR
(
Jψt(y) + |Dψt(y)|+ |DJψt(y)|+ |D2ψt(y)|+ |∂tψt(y)|
) ≤ K,(6.4)
inf
t∈I
inf
y∈BR
min
{
inf
η∈Rm\{0}
|Dψt(y)η|
|η| , Jψt(y)
}
≥ K−1,(6.5)
where ψt : BR → Mt is a time-dependent Langer chart centered at Ft(x) with
x ∈M0 as in Section 5.4. Put
δ′ = δ′(m,B,M0, t− T ) := min
{
R, δ0, t− T , 1/(8K4)
}
> 0.
Note that δ′ < 1 since R < 1. We check that δ′ satisfies the desired property
by using the computations and estimates (6.7), (6.8), (6.11), (6.12), (6.13) and
(6.14) below. These will be proved as Lemmas 6.3, 6.5, 6.6 and 6.7 following this
proposition.
Fix δ ∈ (0, δ′), t ∈ (t,∞) and x ∈ M δt \Mt. Let x ∈ Mt satisfy (5.22). Remark
that x is uniquely determined by Proposition 5.17. Then, there exists x0 ∈M0 such
that x = Ft(x0). Let ψs : Bδ →Ms be a time-dependent Langer chart centered at
Fs(x0) of radius δ. We split each of U and ∇U into three terms as
U(x, t) = c−1n−m
∫ t
T
∫
Ms
G(x − ξ, t− s)dHm(ξ)ds
= c−1n−m
(∫ t
t−δ
∫
Ms∩ψs(Bδ)
+
∫ t
t−δ
∫
Ms\ψs(Bδ)
+
∫ t−δ
T
∫
Ms
)
=: c−1n−m(I1 + I2 + I3),
and
∇U(x, t) = −(2cn−m)−1
∫ t
T
∫
Ms
x− ξ
t− s G(x− ξ, t− s)dH
m(ξ)ds
= −(2cn−m)−1
(∫ t
t−δ
∫
Ms∩ψs(Bδ)
+
∫ t
t−δ
∫
Ms\ψs(Bδ)
+
∫ t−δ
T
∫
Ms
)
=: −(2cn−m)−1(J1 + J2 + J3).
Define an embedding ψ ∈ C∞(Rm;Rn) by
(6.6) ψ : Rm ∋ η 7−→ x+Dψt(0)η ∈ TxMt.
We define
U(x, t) := c−1n−m
∫ t
−∞
∫
TxMt
G(x− ξ, t− s)dHm(ξ)ds,
U˜(x, t) := −(2cn−m)−1
∫ t
−∞
∫
TxMt
x− ξ
t− s G(x − ξ, t− s)dH
m(ξ)ds.
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Then by Lemma 6.3 below, we have
U(x, t) = |x− x|−(n−m−2),(6.7)
U˜(x, t) = −(n−m− 2)|x− x|−(n−m)(x− x).(6.8)
We also split each of U and U˜ into three terms as
U = c−1n−m
(∫ t
t−δ
∫
TxMt∩ψ(Bδ)
+
∫ t−δ
−∞
∫
TxMt∩ψ(Bδ)
+
∫ t
−∞
∫
TxMt\ψ(Bδ)
)
=: c−1n−m(I1 + I2 + I3),
and
U˜ = −(2cn−m)−1
(∫ t
t−δ
∫
TxMt∩ψ(Bδ)
+
∫ t−δ
−∞
∫
TxMt∩ψ(Bδ)
+
∫ t
−∞
∫
TxMt\ψ(Bδ)
)
=: −(2cn−m)−1(J˜1 + J˜2 + J˜3).
Since t− δ > T for t ∈ [t,∞), each of I1, I2, I3, I1, I2 and I3 is positive. Remark
that each of J1, J2, J3, J˜1, J˜2 and J˜3 is a vector in R
n. Then,
|U(x, t) − U(x, t)| ≤ c−1n−m
(|I1 − I1|+ I2 + I2 + I3 + I3) ,(6.9)
|∇U(x, t) − U˜(x, t)| ≤ (2cn−m)−1
(
|J1 − J˜1|+ |J2|+ |J˜2|+ |J3|+ |J˜3|
)
.(6.10)
By Lemmas 6.5 and 6.6 below, we see that
|I1 − I1| ≤
{
C(n,m,K, δ) log(1/|x− x|) if n−m = 3,
C(n,m,K)|x − x|−(n−m−3) if n−m ≥ 4,(6.11)
|J1 − J˜1| ≤ C(n,m,K)|x − x|−(n−m−2).(6.12)
On the other hand, one can observe by Lemma 6.7 that
I2 + I2 + I3 + I3 ≤ C(n,m,B,M0,K, δ),(6.13)
|J2|+ |J˜2|+ |J3|+ |J˜3| ≤ C(n,m,B,M0,K, δ).(6.14)
Hence, plugging (6.11), (6.12), (6.13) and (6.14) into (6.9) and (6.10) yields (6.2)
and (6.3) for some constant C = C(n,m,B,M0,K, δ) > 0. Since K depends on m,
B and M0, the proposition follows. 
What is left is to state and prove Lemmas 6.3, 6.5, 6.6 and 6.7.
Lemma 6.3. (6.7) and (6.8) hold.
Proof. Although this lemma was already proved by [16, Lemma 2.1], we repeat
their computations for completeness. Let {bx1 , . . . , bxm} be an orthonormal basis of
TxMt. We define an embedding Ψ ∈ C∞(Rm;Rn) by Ψ(η) := x+η1bx1+ · · ·+ηmbxm
for η = (η1, . . . , ηm). Note that Ψ(R
m) = TxMt and JΨ(η) = 1. From the change
of variables, it follows that
U(x, t) = c−1n−m
∫ t
−∞
∫
Ψ−1(TxMt)
G(x −Ψ(η), t− s)JΨ(η)dηds
= c−1n−m
∫ t
−∞
∫
Rm
G(x−Ψ(η), t− s)dηds.
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Since x satisfies (5.22) and {bx1 , . . . , bxm} is orthonormal, we have
|x−Ψ(η)|2 = |x− x|2 + |Ψ(η)− x|2 = |x− x|2 + η21 + · · ·+ η2m.
Thus, by (1.6),
U(x, t) = c−1n−m
∫ t
−∞
(4pi(t− s))− n2 e− |x−x|
2
4(t−s)
∫
Rm
e−
η21+···+η
2
m
4(t−s) dηds
= c−1n−m
∫ t
−∞
(4pi(t− s))− n−m2 e− |x−x|
2
4(t−s) ds
=
|x− x|−(n−m−2)
cn−m(4pi(n−m)/2)
∫ ∞
0
τ
n−m−2
2 −1e−τdτ
= |x− x|−(n−m−2).
Then (6.7) holds. Since
∫
R
ηie
−η2i /(4(t−s))dηi = 0, we have∫
Rm
(
η1b
x
1 + · · ·+ ηmbxm
)
e−
η21+···+η
2
m
4(t−s) dη = 0,
and so
U˜(x, t) = −(2cn−m)−1
∫ t
−∞
∫
Rm
x−Ψ(η)
t− s G(x −Ψ(η), t− s)JΨ(η)dηds
= − x− x
2cn−m(4pi)n/2
∫ t
−∞
(t− s)−n2−1e− |x−x|
2
4(t−s)
∫
Rm
e−
η21+···+η
2
m
4(t−s) dηds.
Thus,
U˜(x, t) = − x− x
2cn−m(4pi)(n−m)/2
∫ t
−∞
(t− s)−n−m2 −1e− |x−x|
2
4(t−s) ds
= − (x− x)|x− x|
−(n−m)
2cn−mpi(n−m)/2
∫ ∞
0
τ
n−m
2 −1e−τdτ
= − (n−m− 2)(x− x)|x− x|
−(n−m)
4cn−mpi(n−m)/2
∫ ∞
0
τ
n−m−2
2 −1e−τdτ
= −(n−m− 2)(x− x)|x− x|−(n−m),
and the lemma follows. 
To prove Lemmas 6.5 and 6.6 below, we have to estimate e−|x−ψs(η)|
2/(4(t−s)).
Note that
(6.15)
|x− ψs(η)|2 = |x− ψt(0)− (ψt(η)− ψt(0)) + ψt(η)− ψs(η)|2
= |x− ψt(0)|2 + |Dψt(0)η|2 + f(η),
where f is given by
(6.16)
f(η) := |ψt(η)− ψt(0)|2 − |Dψt(0)η|2
− 2(x− ψt(0)) · (ψt(η)− ψt(0)) + |ψt(η)− ψs(η)|2
+ 2(x− ψt(0)) · (ψt(η)− ψs(η))
− 2(ψt(η)− ψt(0)) · (ψt(η)− ψs(η)).
We prepare a technical lemma concerning f(η). This lemma is only used for proving
Lemma 6.5 below.
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Lemma 6.4. For η ∈ Bδ and s ∈ (t− δ, t),
(6.17)
|f(η)| ≤ 2K2 (|η|+ |x− x|) |η|2 + 2K2 ((t− s) + |x− x|+ |η|) (t− s)
≤ 4K2δ|η|2 + 8K2(t− s).
Proof. The Taylor expansion yields
ψt(η) − ψt(0)−Dψt(0)η = R(η), R(η) :=
∫ 1
0
(1− θ)D2ψt(θη)(η, η)dθ.
The estimate (6.4) gives
(6.18) |R(η)| ≤ K|η|2/2.
Thus,
(6.19)
∣∣|ψt(η)− ψt(0)|2 − |Dψt(0)η|2∣∣ = |R(η) · (R(η) + 2Dψt(0)η)|
≤ K
2
|η|2
(K
2
|η|2 + 2K|η|
)
≤ 2K2|η|3.
Since ψt(0) = x satisfies (5.22), we have
(6.20) |(x− ψt(0)) · (ψt(η)− ψt(0))| = |(x− ψt(0)) · R(η)| ≤ K
2
|x− x||η|2.
From (6.4) and ψt(0) = x, it follows that
(6.21)
|ψt(η)− ψs(η)|2 ≤ K2(t− s)2,
|(x− ψt(0)) · (ψt(η)− ψs(η))| ≤ K|x− x|(t− s),
|(ψt(η)− ψt(0)) · (ψt(η)− ψs(η))| ≤ K2|η|(t− s).
Plugging (6.19), (6.20) and (6.21) into (6.16) yields
f(η) ≤ 2K2|η|3 + K
2
|x− x||η|2
+K2(t− s)2 + 2K|x− x|(t− s) + 2K2|η|(t− s),
(6.22)
f(η) ≥ −2K2|η|3 − K
2
|x− x||η|2 − 2K|x− x|(t− s)− 2K2|η|(t− s).(6.23)
Hence (6.22), (6.23) and K > 1 show the lemma. 
In what follows, we frequently use the following type of the change of variables
such as∫
Ms∩ψs(Bδ)
G(x− ξ, t− s)dHm(ξ) =
∫
Bδ
G(x− ψs(η), t− s)Jψs(η)dη.
When no confusion can arise, we write
(6.24) G = G(x − ψs(η), t − s), G = G(x− ψ(η), t− s),
Lemma 6.5. (6.11) holds.
Proof. The change of variables and Jψ(η) = Jψt(0) yield
(6.25) I1 − I1 =
∫ t
t−δ
∫
Bδ
H(η, s)dηds, H(η, s) := GJψt(0)−GJψs(η).
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We first claim that
(6.26)
|H(η, s)| ≤ C(n,K)(t − s)−n2 e− |x−x|
2
4(t−s)
×
(
(|η|+ |x− x|) |η|2
t− s + (t− s) + |x− x|+ |η|
)
e
− |η|2
8K2(t−s)
for η ∈ Bδ and s ∈ (t− δ, t). We write
H =
(
G−G) Jψs(η) +G(Jψt(0)− Jψs(η)) =: H1 +H2
and estimate |H1| and |H2|. By (6.5), we have
(6.27) |x− ψ(η)|2 = |x− x|2 + |Dψt(0)η|2 ≥ |x− x|2 +K−2|η|2.
This together with (6.15) shows that∣∣∣∣e− |x−ψ(η)|24(t−s) − e− |x−ψs(η)|24(t−s)
∣∣∣∣ = e− |x−x|24(t−s) e− |Dψt(0)η|24(t−s) ∣∣∣1− e− f4(t−s) ∣∣∣
= e−
|x−x|2
4(t−s) e−
|Dψt(0)η|
2
4(t−s)
∣∣∣∣ f4(t− s)
∫ 1
0
e−
f
4(t−s)
θdθ
∣∣∣∣
≤ e− |x−x|
2
4(t−s) e
− |η|2
4K2(t−s)
|f |
4(t− s)e
|f|
4(t−s) ,
where f is given by (6.16). From (6.5) and (6.17), it follows that∣∣∣∣e− |x−ψ(η)|24(t−s) − e− |x−ψs(η)|24(t−s)
∣∣∣∣
≤ C(K)
(
(|η|+ |x− x|) |η|2
t− s + (t− s) + |x− x|+ |η|
)
e−
|x−x|2
4(t−s) e
− |η|2
4K2(t−s) e
K2δ|η|2
t−s .
Then, by K2δ ≤ 1/(8K2) and (6.4), we see that |H1| is bounded by the right hand
side of (6.26). Each of the estimates (6.27) and (6.4) gives
G ≤ C(n)(t− s)−n2 e− |x−x|
2
4(t−s) e
− |η|2
4K2(t−s) ,(6.28)
|Jψt(0)− Jψs(η)| ≤ |Jψt(0)− Jψt(η)| + |Jψt(η)− Jψs(η)| ≤ K(|η| + (t− s)).
Then |H2| is also bounded by the right hand side of (6.26), and the claim follows.
The claim and t− s ≤ (t− s)1/2 for s ∈ (t− δ, t) show that
(6.29)
|I1 − I1| ≤ C(n,m,K)
∫ t
t−δ
(t− s)−n−m2
(
(t− s) 12 + |x− x|
)
e−
|x−x|2
4(t−s) ds
≤ C(n,m,K)
∫ t
t−δ
(t− s)−n−m−32 −1e− |x−x|
2
4(t−s) ds
+ C(n,m,K)|x − x|
∫ t
−∞
(t− s)−n−m−22 −1e− |x−x|
2
4(t−s) ds
≤ C(n,m,K)|x − x|−(n−m−3)
(∫ ∞
|x−x|2/δ
τ
n−m−3
2 −1e−
1
4 τdτ + 1
)
.
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From this and the following computations
∫ ∞
|x−x|2/δ
τ
n−m−3
2 −1e−
1
4 τdτ ≤


∫ 1/δ
|x−x|2/δ
τ−1dτ +
∫ ∞
1/δ
τ−1e−
1
4 τdτ (n−m = 3)
∫ ∞
0
τ
n−m−3
2 −1e−
1
4 τdτ (n−m ≥ 4)
≤
{
C(δ) log(1/|x− x|) (n−m = 3)
C(n,m) (n−m ≥ 4),
it follows that (6.11) holds. Then the lemma follows. 
Lemma 6.6. (6.12) holds.
Proof. Since this lemma can be proved by similar computations to the proof of
Lemma 6.5, we only give an outline of the proof. We rewrite J˜1 − J1 as
J˜1 − J1 =
∫ t
t−δ
∫
Bδ
(
x− ψ(η)
t− s GJψt(0)−
x− ψs(η)
t− s GJψs(η)
)
dηds
=
∫ t
t−δ
∫
Bδ
(
−ψt(η)− ψt(0)
t− s +
x− x
t− s +
ψt(η)− ψs(η)
t− s
)
Hdηds
+
∫ t
t−δ
∫
Bδ
(
ψt(η) − ψt(0)−∇ψt(0)η
t− s −
ψt(η)− ψs(η)
t− s
)
GJψt(0)dηds
=: J1,1 + J1,2,
where G, G and H are given by (6.24) and (6.25). From (6.4), (6.26) and similar
computations to (6.29), it follows that
|J1,1| ≤ C(n,K)
∫ t
t−δ
(t− s)−n2−1e− |x−x|
2
4(t−s)
∫
Bδ
(|η|+ |x− x|+ (t− s))
×
(
(|η|+ |x− x|) |η|2
t− s + (t− s) + |x− x|+ |η|
)
e
− |η|2
8K2(t−s) dηds
≤ C(n,m,K)
∫ t
−∞
(
(t− s)−n−m−22 −1 + |x− x|2(t− s)−n−m2 −1
)
e−
|x−x|2
4(t−s) ds
≤ C(n,m,K)|x − x|−(n−m−2).
Moreover, by (6.18), (6.4) and (6.28), we can calculate that
|J1,2| ≤ C(n,K)
∫ t
t−δ
(t− s)−n2−1e− |x−x|
2
4(t−s)
∫
Bδ
(|η|2 + (t− s)) e− |η|24K2(t−s) dηds
≤ C(n,m,K)
∫ t
−∞
(t− s)−n−m−22 −1e− |x−x|
2
4(t−s) ds
≤ C(n,m,K)|x − x|−(n−m−2).
Then the lemma follows. 
Lemma 6.7. (6.13) and (6.14) hold.
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Proof. Note that, by |x− ξ|e−|x−ξ|2/(8(t−s)) ≤ 2(t− s)1/2e−1/4, we have
(6.30)
(
1 +
|x− ξ|
t− s
)
e−
|x−ξ|2
4(t−s) ≤
(
e−
|x−ξ|2
8(t−s) +
|x− ξ|
t− s e
− |x−ξ|2
8(t−s)
)
e−
|x−ξ|2
8(t−s)
≤
(
1 + (t− s)− 12
)
e−
|x−ξ|2
8(t−s) .
This together with Propositions 5.16 and 5.18 gives
I2 + |J2| ≤ C(n)
∫ t
t−δ
(t− s)−n2
(
1 + (t− s)− 12
)
e−
a2
8(t−s)
∫
Ms\ψs(Bδ)
dHm(ξ)ds
≤ C(n,m,B)
∫ t
−∞
(t− s)−n2
(
1 + (t− s)− 12
)
e−
a2
8(t−s) ds
≤ C(n,m,B, a),
where a := B−2(κ(M0))−1δ > 0. By (6.30) and Proposition 5.18, we also have
I3 + |J3| ≤ C(n)
∫ t−δ
T
(t− s)−n2
(
1 + (t− s)− 12
)∫
Ms
dHm(ξ)ds
≤ C(n,m,B)
∫ t−δ
−∞
(t− s)−n2
(
1 + (t− s)− 12
)
ds
≤ C(n,m,B, δ).
From Jψ(η) = Jψt(0), (6.30) and (6.4), it follows that
I2 + |J˜2| ≤ C(n)
∫ t−δ
−∞
∫
Bδ
(
1 +
|x− ψ(η)|
t− s
)
G(x− ψ(η), t− s)Jψt(0)dηds
≤ C(n,K)
∫ t−δ
−∞
(t− s)−n2
(
1 + (t− s)− 12
) ∫
Bδ
dηds
≤ C(n,m, δ,K).
By (6.6) and (6.5), we have |x− ψ(η)|2 = |x− x|2 + |Dψt(0)η|2 ≥ |η|2/K2. Thus,
I3 + |J˜3|
≤ C(n,K)
∫ t
−∞
(t− s)−n2
(
1 + (t− s)− 12
) ∫
Rm\Bδ
e−
|x−ψ(η)|2
8(t−s) dηds
≤ C(n,K)
∫ t
−∞
(t− s)−n2
(
1 + (t− s)− 12
)
e
− δ2
16K2(t−s)
∫
Rm\Bδ
e
− |η|2
16K2(t−s) dηds
≤ C(n,m,K)
∫ t
−∞
(
(t− s)−n−m−22 −1 + (t− s)−n−m−12 −1
)
e
− δ2
16K2(t−s) ds
≤ C(n,m, δ,K).
The above estimates show the desired inequalities. 
As proved before, the proof of Proposition 6.2 is now complete. We can estimate
|∂xi∂xjU | in the same way as in the proof of Proposition 6.2, and so is |∂tU | by
(6.1). Hence, in addition to (6.2) and (6.3), the following holds.
Proposition 6.8. Under the same assumptions as in Proposition 6.2, there exists a
constant δ′ > 0 depending on m, B, M0 and t−T such that the following estimates
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hold. For any δ ∈ (0, δ′), there exists a constant C > 0 depending on n, m, B, M0
and δ such that
C−1d(x,Mt)−(n−m−2) ≤ U(x, t) ≤ Cd(x,Mt)−(n−m−2),
|∇U(x, t)| ≤ Cd(x,Mt)−(n−m−1),
|∂tU(x, t)|+
n∑
i,j=1
|∂xi∂xjU(x, t)| ≤ Cd(x,Mt)−(n−m),
for any x ∈M δt \Mt and t ∈ [t,∞).
6.3. Uniform estimates of the solution. We first derive estimates uniform in
QI \MI .
Proposition 6.9. Let n,m ≥ 1 satisfy n−m ≥ 3. Suppose that F satisfies (2.1)
and (2.4). There exists a constant C > 0 depending on n, m, B and M0 such that
U(x, t) ≤ Cd(x,Mt)−(n−2), (x, t) ∈ QI \MI ,(6.31)
|∇U(x, t)| ≤ C
(
d(x,Mt)
−n + d(x,Mt)−(n−2)
)
, (x, t) ∈ QI \MI ,(6.32)
Proof. Let (x, t) ∈ QI \MI . If ξ ∈Ms, then Ft ◦ F−1s (ξ) ∈Mt. Hence by (2.4),
(6.33)
|x− ξ|2 = |x− Ft ◦ F−1s (ξ)− (Fs ◦ F−1s (ξ)− Ft ◦ F−1s (ξ))|2
≥ 1
2
|x− Ft ◦ F−1s (ξ)|2 − |Fs ◦ F−1s (ξ)− Ft ◦ F−1s (ξ)|2
≥ 1
2
d(x,Mt)
2 −B2(t− s).
By F−1s (ξ) ∈M0, (2.1) and Lemma 5.15, we have
(6.34)
|x− ξ| = |x− Ft ◦ F−1s (ξ)− (Fs ◦ F−1s (ξ)− Ft ◦ F−1s (ξ))|
≤ |x− Ft ◦ F−1s (ξ)|+ |Fs ◦ F−1s (ξ) − Ft ◦ F−1s (ξ)|
≤ d(x,Mt) + diamMt +B(t− s)
≤ C(B,M0)(1 + d(x,Mt) + (t− s)).
From Proposition 5.18 and (6.33), it follows that
U(x, t) ≤ C(n,m)
∫ t
T
(t− s)−n2 e−d(x,Mt)
2
8(t−s) eB
2
∫
Ms
dHm(ξ)ds
≤ C(n,m,B)
∫ t
−∞
(t− s)−n2 e−d(x,Mt)
2
8(t−s) ds
≤ C(n,m,B)d(x,Mt)−(n−2).
Then (6.31) holds. Proposition 5.18, (6.33) and (6.34) imply that
|∇U(x, t)| ≤ C
∫ t
T
1 + d(x,Mt) + t− s
t− s (t− s)
−n2 e−
d(x,Mt)
2
8(t−s)
∫
Ms
dHm(ξ)ds
≤ C
∫ t
−∞
(
(1 + d(x,Mt))(t− s)−n2−1 + (t− s)−n−22 −1
)
e−
d(x,Mt)
2
8(t−s) ds
≤ C
(
d(x,Mt)
−n + d(x,Mt)−(n−1) + d(x,Mt)−(n−2)
)
with some constant C = C(n,m,B,M0) > 0, and (6.32) holds. 
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We next give a uniform estimate of U in an intermediate region.
Proposition 6.10. Let n,m ≥ 1 satisfy n−m ≥ 3 and let t > T . Suppose that F
satisfies (2.1) and (2.4). Fix c0 and C0 with c0 < C0. Then there exists a constant
C > 0 depending on n, m, B, M0, t− T , c0 and C0 such that
(6.35) C−1 ≤ U(x, t) ≤ C, x ∈MC0t \M c0t , t ∈ [t,∞).
Proof. Let x ∈MC0t \M c0t and t ∈ [t,∞). By (6.31), U(x, t) ≤ C(n,m,B,M0, c0).
From F−1s (ξ) ∈M0, (2.4) and Lemma 5.15, it follows that
|x− ξ|2 = |x− Ft ◦ F−1s (ξ)− (Fs ◦ F−1s (ξ)− Ft ◦ F−1s (ξ))|2
≤ 2|x− Ft ◦ F−1s (ξ)|2 + 2|Fs ◦ F−1s (ξ)− Ft ◦ F−1s (ξ)|2
≤ 4d(x,Mt)2 + 4(diamMt)2 + 2B2(t− s),
≤ C(B,M0, C0) + 2B2(t− s).
Then Proposition 5.18 gives
U(x, t) ≥ C(n,m,B)−1
∫ t
T
(t− s)−n2 e−C(B,M0 ,C0)4(t−s) ds
≥ C(n,m,B,M0, C0)−1
∫ ∞
C(B,M0 ,C0)
t−T
τ
n−2
2 −1e−
1
4 τdτ
≥ C(n,m,B,M0, C0)−1
∫ ∞
C(B,M0 ,C0)
t−T
τ
n−2
2 −1e−
1
4 τdτ
≥ C(n,m,B,M0, t− T ,C0)−1.
Hence (6.35) follows. 
7. Super- and sub-solution methods
Let I = (T ,∞) with T ∈ (−∞, 0) and let F satisfy (2.1). Our aim of this section
is to give a method for solving the following initial value problem
(7.1)
{
∂tu−∆u = f(u) in Q(0,∞) \M(0,∞),
u(·, 0) = u0 on Rn \M0
with f ∈ C1(R) and u0 ∈ C(Rn \M0) under the condition that super-solutions
and sub-solutions exist. We prepare an existence theorem for bounded domains in
Subsection 7.1. In Subsection 7.2, we show the existence of solutions of (7.1).
7.1. An existence theorem for bounded domains. Let T > 0 and let Q ⊂
R
n× (0, T ) be a bounded domain in Rn×R. We denote by Qτ ⊂ Rn the time slice
of Q at t = τ . Then, Q = ∪t∈[0,T ](Qt × {t}). We denote by Bt the interior of Qt.
Set 

Bt := Bt × {t} (0 ≤ t ≤ T ),
S := {(x, t) ∈ Rn × R;x ∈ ∂Bt, 0 < t < T },
Γ := B0 ∪ S.
We impose the following conditions on Q due to [11, SECTION 3, CHAPTER 2].
(i) S 6= ∅ and Bt 6= ∅ for any t ∈ [0, T ].
(ii) ∂Q = B0 ∪ S ∪BT .
(iii) Bt is a smooth domain in R
n × {t} for any t ∈ (0, T ).
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(iv) S is an n-dimensional smooth manifold without boundary.
(v) For any P0 ∈ B0 and PT ∈ BT , there exists a simple continuous curve in Q
joining P0 to PT along which the t-coordinate is increasing.
Let us consider
(7.2)
{
∂tu−∆u = f(u) in Q,
u = g on Γ,
where n ≥ 1, f ∈ C1(R) and g ∈ C(Γ). We say that u (u) is a super-solution
(sub-solution) of the problem (7.2) if u (u) belongs to C2,1(Q)∩C(Q) and satisfies{
∂tu−∆u ≥ (≤)f(u) in Q,
u ≥ (≤)g on Γ.
We prove an existence theorem for bounded domains. Remark that the theorem
can be proved by the modification of the proof of [17, Theorem 6.1] (see also [24]
and [30, Lemma 1.2]). However, for the completeness of this paper, we give a proof.
Theorem 7.1. Let n ≥ 1, f ∈ C1(R) and g ∈ C(Γ). Suppose that Q satisfies
(i)–(v). If (7.2) has a super-solution u and a sub-solution u satisfying u ≤ u on Q,
then (7.2) has a solution u ∈ C2,1(Q) ∩C(Q) satisfying u ≤ u ≤ u on Q.
Proof. Fix g˜ ∈ C(Q) such that g˜|Γ = g. Let c1 := maxQ u, c2 := minQ u and c :=
max[c1,c2](max{−f ′(u), 0}). Define F (u) := cu+f(u). Then, F (u) is nondecreasing
in u ∈ [c1, c2].
Let u0 := u. For each N ≥ 1, we denote by uN ∈ C2,1(Q)∩C(Q) the solution of{
∂tuN −∆uN + cuN = F (uN−1) in Q,
uN = g˜ on Γ.
Remark that the existence, the uniqueness and the regularity of uN follow from
the conditions (i)–(v) and [11, Corollary 1, SECTION 5, CHAPTER 3]. We also
denote by u1 the solution of{
∂tu1 −∆u1 + cu1 = F (u) in Q,
u1 = g˜ on Γ.
We claim that, for N ≥ 0, the following inequalities hold.
(7.3) u ≤ uN ≤ u, uN ≤ uN+1 on Q
and
(7.4) uN ≤ u1 ≤ u on Q.
Let us first prove (7.3) by induction. Since u is a sub-solution of (7.2) and F is
nondecreasing in u ∈ [c1, c2], we have{
∂t(u1 − u0)−∆(u1 − u0) + c(u1 − u0) ≥ F (u0)− F (u) = 0 in Q,
u1 − u0 ≥ g˜ − g˜ = 0 on Γ.
Then by the comparison principle (see for instance [21, Corollary 2.5]), u0 ≤ u1 on
Q. Hence we see that (7.3) holds for N = 0. If (7.3) also holds for N , then

∂t(uN+1 − u)−∆(uN+1 − u) + c(uN+1 − u) ≥ F (uN )− F (u) ≥ 0,
∂t(u− uN+1)−∆(u − uN+1) + c(u− uN+1) ≥ F (u)− F (uN ) ≥ 0,
∂t(uN+1 − uN )−∆(uN+1 − uN ) + c(uN+1 − uN ) ≥ F (uN )− F (uN−1) ≥ 0,
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in Q, and 

uN+1 − u ≥ g˜ − g˜ = 0,
u− uN+1 ≥ g˜ − g˜ = 0,
uN+1 − uN = g˜ − g˜ = 0,
on Γ. From the comparison principle, it follows that (7.3) holds for N + 1, and
(7.3) follows. Similarly, (7.4) follows.
By (7.3), we see that
u∞(x, t) := lim
N→∞
uN (x, t)
is well-defined for each (x, t) ∈ Q. The interior regularity theory for parabolic
equations and the Ascoli and Arzela` theorem deduce that uN → u∞ in C2,1(Q′),
where Q′ is any bounded cylinder satisfying Q′ ⊂ Q. Hence we obtain u∞ ∈
C2,1(Q). Since
∂tu∞ −∆u∞ + cu∞ = F (u∞) = cu∞ + f(u∞) in Q,
u∞ satisfies the first equality in (7.2).
By (7.3) and (7.4), we have u1 ≤ u∞ ≤ u1 on Q. Then,
|u∞ − g˜| ≤ max{|u1 − g˜|, |u1 − g˜|} on Q.
From u1, u1 ∈ C(Q) and u1 = u1 = g˜ on Γ, it follows that u∞ ∈ C(Q) and that
u∞ satisfies the second equality in (7.2). The proof is complete. 
7.2. An existence theorem for unbounded domains. We say that u (u) is a
super-solution (sub-solution) of (7.1) if u (u) belongs to C2,1(Q(0,∞) \M(0,∞)) ∩
C(Q[0,∞) \M[0,∞)) and satisfies the inequalities{
∂tu−∆u ≥ (≤)f(u) in Q(0,∞) \M(0,∞),
u(·, 0) ≥ (≤)u0 on Rn \M0.
We prove the following theorem.
Theorem 7.2. Let n −m ≥ 2, f ∈ C1(R) and u0 ∈ C(Rn \M0). If (7.1) has a
super-solution u and a sub-solution u satisfying u ≤ u on Q[0,∞)\M[0,∞), then (7.1)
has a solution u ∈ C2,1(Q(0,∞) \M(0,∞))∩C(Q[0,∞) \M[0,∞)) satisfying u ≤ u ≤ u
on Q[0,∞) \M[0,∞).
In order to prove this theorem, we prepare sequences of sets. For N ≥ 1, set

AN := max
{
N, max
t∈[0,N ]
d(0,Mt) + 1
}
,
QN := {(x, t) ∈ Q(0,∞); d(x,Mt) > 1/N, |x| < AN , 0 < t < N},
Bt,N := {x ∈ Rn; d(x,Mt) > 1/N, |x| < AN} (0 ≤ t ≤ N),
Bt,N := Bt,N × {t} (0 ≤ t ≤ N),
SN := {(x, t) ∈ Q(0,∞);x ∈ ∂Bt,N , 0 < t < N}.
See Figure 3. Then one can see that the corresponding conditions to (i)–(v) in
Subsection 7.1 hold provided that N is large enough, since the codimension of Mt,
n−m, is bigger than 1. Actually, the following holds.
Lemma 7.3. There exists N0 ≥ 1 such that the following conditions (i’)–(v’) hold
for N ≥ N0.
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Figure 3. QN and Bt,N
(i’) SN 6= ∅ and Bt,N 6= ∅ for any t ∈ [0, T ].
(ii’) ∂QN = B0,N ∪ SN ∪BN,N .
(iii’) Bt,N is a smooth domain in R
n × {t} for any t ∈ (0, N).
(iv’) SN is an n-dimensional smooth manifold without boundary.
(v’) For any P0 ∈ B0,N and PT ∈ BN,N , there exists a simple continuous curve
in QN joining P0 to PT along which the t-coordinate is increasing.
At the end of this paper, we prove Theorem 7.2.
Proof of Theorem 7.2. By Lemma 7.3, there exists N0 ≥ 1 such that Theorem 7.1
is applicable to the problems
(7.5)


∂tu−∆u = f(u) in QN ,
u = u on SN ,
u(·, 0) = u0,N on B0,N ,
and
(7.6)


∂tu−∆u = f(u) in QN ,
u = u on SN ,
u(·, 0) = u˜0,N on B0,N ,
for N ≥ N0 and given any functions u0,N ∈ C(B0,N ) with u0,N = u on ∂B0,N
and u˜0,N ∈ C(B0,N ) with u˜0,N = u on ∂B0,N . We choose sequences of initial
data {u0,N}N≥N0 and {u0,N}N≥N0 as follows. Let u0,N0 ∈ C(B0,N0) and u0,N0 ∈
C(B0,N0) satisfy that
u(·, 0) ≤ u0,N0 ≤ u0 ≤ u0,N0 ≤ u(·, 0) on B0,N0
and that u0,N0 = u(·, 0) on ∂B0,N0 and u0,N0 = u(·, 0) on ∂B0,N0. ForN ≥ N0+1, by
B0,N−1 ⊂ B0,N , we inductively define a sequence of cut-off functions ηN ∈ C∞0 (Rn)
such that 

ηN = 1 on B0,N−1,
ηN = 0 on R
n \ B0,N ,
0 ≤ ηN ≤ 1 on B0,N \ B0,N−1.
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Figure 4. u0,N and u0,N
Then, ηN ≤ ηN+1 on B0,N . Set
u0,N := u0ηN + u(·, 0)(1 − ηN ) for N ≥ N0 + 1,
u0,N := u0ηN + u(·, 0)(1 − ηN ) for N ≥ N0 + 1.
See Figure 4. Note that, for N ≥ N0 + 1, we have
(7.7)
u0,N = u(·, 0), u0,N = u(·, 0) on ∂B0,N ,
u(·, 0) ≤ u0,N ≤ u0,N+1 ≤ u0 ≤ u0,N+1 ≤ u0,N ≤ u(·, 0) in B0,N .
Let uN , uN ∈ C2,1(QN )∩C(QN ) be solutions of (7.5) and (7.6) with u0,N = u0,N
and u˜0,N = u0,N , respectively. Remark that the existence of uN and uN and
(7.8) u ≤ uN ≤ u, u ≤ uN ≤ u on QN
for N ≥ N0 follow from Theorem 7.1.
Let us prove the inequalities
(7.9) uN ≤ uN+1, uN+1 ≤ uN on QN
for N ≥ N0. By (7.8) and (7.7), we have

∂t(uN+1 − uN )−∆(uN+1 − uN ) + h(x, t)(uN+1 − uN ) = 0 in QN ,
uN+1 − uN ≥ u− u = 0 on SN ,
uN+1(·, 0)− uN (·, 0) = u0,N+1 − u0,N ≥ 0 on B0,N ,
where h is given by
h(x, t) := −
∫ 1
0
f ′(θuN+1(x, t) + (1− θ)uN (x, t))dθ.
By (7.8), we have maxQN |h(x, t)| ≤ max{|f ′(u)|; minQN u ≤ u ≤ maxQN u}.
Therefore, the function h is bounded on QN . Hence by the comparison principle
(see for instance [21, Corollary 2.5]), the first inequality in (7.9) holds. Similarly,
the second inequality holds.
46 J. TAKAHASHI AND H. YAMAMOTO
Note that {QN}N≥N0 is an approximate sequence of Q[0,∞) \M[0,∞). Therefore
(7.8) and (7.9) imply that
u∞(x, t) := lim
N→∞
uN (x, t)
is well-defined for each (x, t) ∈ Q[0,∞) \M[0,∞). By the same argument as in the
proof of Theorem 7.1 and the diagonalization argument, uN → u∞ in C2,1(Q′) for
any bounded cylinder Q′ satisfying Q′ ⊂ Q(0,∞)\M(0,∞). Thus, u∞ ∈ C2,1(Q(0,∞)\
M(0,∞)) and u∞ satisfies the first equality in (7.1).
We check u∞ ∈ C(Q[0,∞) \M[0,∞)). Fix x0 ∈ Rn \M0. Let Ω ∋ x0 and T > 0
satisfy that Ω is a bounded domain and Ω× [0, T ] ⊂ Q(0,∞) \M(0,∞). Then, by the
choice of u0,N and u0,N , there exists N1 ≥ N0 + 1 such that
(7.10) (x0, 0) ∈ Ω× [0, T ) ⊂ Q0,N , u0,N = u0,N = u0 in Ω
for any N ≥ N1. From (7.9), it follows that uN1 ≤ u∞ ≤ uN1 on QN , and so
|u∞ − u0| ≤ max{|uN1 − u0|, |uN1 − u0|} on Ω× [0, T ).
This together with (7.10) and uN1 , uN1 ∈ C(QN1) gives u∞ ∈ C(Q[0,∞) \M[0,∞))
and u∞(x0, 0) = u0(x0). Thus, u∞ satisfies the second equality in (7.2). The proof
is complete. 
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