Cross-wave descriptions based on a boundary forced nonlinear Schrodinger equation, which have been widely used since Jones [J. Fluid Mech. 138, 53-74 (1984)], rely on the assumption that modulations occur on a slow lengthscale compared with the extent of the forcing. This assumption does not hold for recent higher frequency (large aspect ratio) experiments. We extend the established theory of modulated cross-waves in horizontally vibrated containers by including surface tension and, most importantly, a spatially extended forcing term. The resulting amplitude equations provide predictions for onset values, spatial profiles, and temporal modulations that are compared with previous theory and with experimental measurements. The appearance of temporally modulated solutions, confirmed experimentally, is interpreted as the result of weak symmetry-breaking related to the interaction of waves generated at opposite ends.
I. INTRODUCTION
Subharmonic cross-waves commonly arise in wavemaker experiments when sufficient forcing is applied. So-called because of their crosswise orientation with respect to the applied oscillation and the initial harmonic wave field, they were first described by Faraday, in an experiment utilizing a partially submerged vibrating plate, as forming a series of apparently permanent ridges projecting outward "like the teeth of a coarse comb". 1 The instability is typically vigorous, with the subharmonic waves quickly overwhelming the initial harmonic wave field, and widespread, occurring not only with plane wavemakers but with virtually any vibrating solid object or boundary, partially or entirely submerged. [1] [2] [3] [4] [5] [6] [7] The parametric nature of the instability, and its origin in the periodic displacement of fluid by a moving boundary, attests to the similarity between cross-waves and the more-studied case of vertically forced subharmonic waves or, simply, "Faraday waves." The localized nature of the forcing mechanism, however, makes them distinct. In a vertically forced Faraday wave experiment, the excitation is homogeneous and the underlying state is trivial (motionless in a comoving frame). The subharmonic instability is the primary one and gives rise to extended patterns, the selection among which is strongly influenced by both temporal and spatial resonances. [8] [9] [10] [11] [12] In a cross-wave experiment, on the other hand, the presence of a directly forced harmonic wave field complicates theoretical analysis of the parametric instability, as does the spatial inhomogeneity of the forcing.
A proper theoretical understanding of cross-waves began with Garrett, 13 who showed that the onset of instability could be described by Mathieu's equation and is thus parametric in nature. He found good agreement between his theory and the experiments of Lin and Howard, 14 particularly with respect to the rightward shift of the frequency-amplitude curves. Further progress was made, following Jones, 15 by considering the limit of weak damping and weak localized forcing, where the extent of the evanescent field near the wavemaker is much less that the modulation lengthscale of the subharmonic waves. A multiple-scale technique then accounts for the forcing via the boundary condition for an amplitude equation that describes the slow spatial and temporal evolution of the complex cross-wave amplitude A(x, t). The nonlinear Schrodinger (NLS) equation derived by Jones 15 was subsequently extended by others to include viscous effects [16] [17] [18] and mode interactions. 19 These theoretical models were compared successfully to experiment 18 -20 - 22 and capture many features of cross-wave behaviour.
Despite their success, the NLS models are clearly not applicable to all cross-wave experiments. They are limited by the assumptions underlying their derivation including the neglect of surface tension and the assumption of very localized forcing. The latter assumption, in particular, is quite restrictive. 23 It requires either a shallow wavemaker, which would need to be driven at high amplitude to excite cross-waves, or a small dimensionless damping parameter (low viscosity and/or low frequency), to allow the cross-wave field to extend far into the underforced region away from the wavemaker. For typical cross-wave experiments using wa t e r, 18 ' 20 ' 22 ' 24~26 where the wavemaker depth is more than 10 cm, the self-consistency of the NLS models requires forcing frequencies on the order of 10 Hz or less. 23 These models cannot be expected to apply to experiments using higher frequencies or larger viscosity fluids and are thus inadequate to describe pattern formation experiments in moderately sized containers, which require higher forcing frequencies (smaller wavelengths). Indeed, several cross-wave experiments in this regime 5 ' 7 ' 23 have found interesting rotated patterns that deviate from the assumption of (nearly) crosswise orientation made in the NLS models.
An extension of cross-wave theory is needed to cover the parameter range beyond traditional (large) wavemaker experiments with low frequencies and small damping. It is the aim of this paper to take a first logical step toward that end, extending the standard analysis that followed Jones 15 and, in particular, that of Bernoff et alP by including the effect of surface tension and, most importantly, relaxing the assumption of a narrow forcing region. Other assumptions common to previous cross-wave analyses, [15] [16] [17] [18] ' 21 ' 27 like that of a nearly crosswise orientation, are maintained here. This is done for the sake of comparison, so that the effect of distributed forcing can be clearly seen without the complications of additional new effects. It follows that the model obtained below will not apply to all subharmonic patterns excited by horizontal forcing, in particular those that are very rotated with respect to standard cross-waves. 28 It does, however, apply to a wide range of low viscosity experiments in the gravity-capillary regime including some results of Porter et al. 23 where typical subharmonic patterns are rotated (i.e., modulated in the downstream direction) but often not excessively so at onset. The model obtained here has the theoretical advantage of allowing direct comparison with the many established results based on NLS models that assume a narrow forcing region.
The main point of this paper is to demonstrate that, in the gravity-capillary parameter regime of interest, distributed forcing is the key to obtaining predictions consistent with experiment. This is confirmed by a series of new experimental results for the onset of crosswaves in containers of various sizes, and by measurements of the spatial and temporal modulations of the onset patterns. In particular, the interesting quasiperiodic solutions predicted by the model in Sec. V, which cycle between one-sided and two-sided excitation, are located experimentally.
II. BACKGROUND: CROSS-WAVE THEORY
The most influential approach to the theory of cross-waves was initiated by Jones, 15 who obtained a cubic NLS equation to describe the slow spatial and temporal evolution of the cross-wave amplitude. Although alternative derivations were presented by other authors that take account of effects like viscosity and mode interactions [16] [17] [18] [19] the underlying assumptions are the same. These are:
1. Damping is small, or absent. 2. Applied forcing is small. 3. Surface tension can be neglected in the free-surface boundary conditions. 4. The downstream variation of the subharmonic waves is slow compared to (a) the crosswise variation (i.e., waves are oriented crosswise, or nearly so) and to (b) the spatial decay of the evanescent harmonic flow field generated by the wavemaker, which provides the forcing mechanism.
The first two assumptions are critical for obtaining analytical results and are still justified over a range of experimental conditions, like those of Porter et al. 23 where the NLS models no longer apply. The final two assumptions were motivated by the earlier wavemaker experiments 14 ' 18 ' 20 ' 22 ' 24-26 that the NLS models were intended to explain, nearly all of which were performed in large tanks of water (more than a meter in length) and at low frequencies (less than 10 Hz). These assumptions are not essential to the derivation and must be relaxed if the theory is to be extended to higher frequencies and gravity-capillary waves.
We will focus here on the particular model derived by Bernoff et al. 11 which includes the leading order effects of viscous damping at the wavemaker, sidewalls, bottom, and free surface. The formulation assumes a planar wavemaker oscillating about x = 0 according to x(t) = a cos (2at). A fluid with small kinematic viscosity v is confined in a semi-infinite domain with (crosswise) width W and depth D. The vertical gravitational acceleration is g. The mode number N defines the crosswise wavenumber k = Nn/ W. After nondimensionalizing with k and a, the system depends on the small forcing parameter e =ak<^ 1, the Reynolds number Re = a l(v k 2 )~S> 1, and the nondimensional depth d = kD. The damped NLS equation obtained in Bernoff et al., 11 after neglecting the inhomogeneous contribution to the detuning due to the harmonic waves, can be written in terms of the original (fast) space and time variables, as
where
-2]/S, and y\ = 2/(SV*Re). Note that, as a result of the separation of lengthscales permitted by assumption 4(b), the waves are forced only via the homogeneous boundary condition (lb). This contrasts with the case of vertically forced Faraday waves (where the forcing is uniformly distributed) and with the theory of Varas and Vega 29 where the forcing term appears in the governing equation because it varies on the same scale as the modulation. The appearance of the forcing as a boundary condition has significant consequences for the NSL model, particularly with respect to the dependence of the neutral stability curves on forcing frequency and viscosity. These neutral stability curves are straightforward to obtain from the linearized version of Eqs. (1) by writing A(x) = Aoe KX . They take the form .c 4a 2 k + Kl | (2) gk\R\ with
where the critical value is expressed in terms of relative acceleration using g re i = a(2a) 2 lg. Equation (2) defines a set of neutral stability tongues (indexed by AO whose minima decrease with increasing forcing frequency a (see Fig. 13 of Porter et al. 23 ). This behaviour is not explained by damping at the container bottom and occurs even if bottom, sidewall, and wavemaker damping are all neglected. It is a result of the separation of lengthscales assumed in the derivation of the NLS models. This assumption is strictly valid only for very small damping (equivalently, very low frequencies) or for very shallow wavemakers. It is doubtful that such a separation of lengthscales holds well enough for a quantitative prediction of the cross-wave threshold, for example, even in some of the experiments to which the NLS models have been applied with some success.
Consider, for instance, the experiments of Underhill et al. 22 where cross-wave modes N = 5 and N = 1 were measured. The critical acceleration did not decrease with forcing frequency (mode number) as predicted, but increased instead. These experiments were performed with a fluid depth of 25.8 cm, which is greater than the wavelengths of the two modes: 12.36 cm and Phys. Fluids 26, 024111 (2014) 8.83 cm, respectively. Damping at the bottom is therefore not important. From Figs. 3 and 7 of that reference, critical acceleration values of 0.064 g for N = 5 and 0.074 g for N = 7 can be extracted, showing a clear increase with increasing forcing frequency-again, something which cannot be explained by the NLS model.
Neutral stability curves were also measured by Shemer and Lichter 30 for mode numbers 3, 5, 6, and 7 in a wave tank measuring 120 cm across. The corresponding wavelengths for these modes are 80 cm, 48 cm, 40 cm, and 34.3 cm, which should be compared to the depth of 60 cm. From  Fig. 2 of that paper, one can obtain estimates for the (minimum) acceleration required to excite these four modes: 0.153 g, 0.137 g, 0.144 g, and 0.167 g, respectively. In dropping from N = 5 to N = 3, there is a 12% increase in the critical acceleration needed but this can be explained by the fact that the wavelength for N = 3 exceeds the container depth, leading to an increase in damping at the bottom. In contrast, when mode number is increased between 5 and 7, where the wavelength is less than the fluid depth, there is a measured increase in critical acceleration, contrary to the NLS model. Although this experiment is a bit harder to interpret than that of Underhill et al. 22 because of the segmented wavemaker used, which generates larger dissipation via vortex shedding at the discontinuities, 30 the increase in critical acceleration with increasing mode number cannot easily be explained by the NLS model, which suggests that the balance between damping and forcing resulting from the assumed separation of lengthscales is not entirely justified.
III. DERIVATION OF DISTRIBUTED FORCING MODEL
Here we extend the standard NLS models by deriving an amplitude equation to describe modulated cross-waves that includes the effect of surface tension and does not assume a separation of scales between the downstream modulation of the waves and the extent of the forcing. As in Bernoff et al., 17 we first consider a semi-infinite domain: x > 0, 0 < y < W, -D < z < 0 from a coordinate system oscillating periodically along the x axis with frequency 2a and amplitude a. The fluid has density p, viscosity v, and surface tension I\ The crosswise wavenumber k y = Nn/W is characterized by the mode number N and the natural frequency &>o is defined by the inviscid dispersion relation r, p The nondimensional forcing, gravity number, capillary number, and Reynolds number are defined by
O>0
P«o vk y respectively. Note that Go + r 0 = 1/tanh (d) = H. The system will be forced near resonance, so we write co = a/oj 0 = I + v with v small. After rescaling length and time with k y and COQ, respectively, we have the following equations in the oscillating reference frame: 
where In the quasipotential approximation, the bulk of the fluid is taken to be irrotational and inviscid with u = Vcp. The velocity potential </ > then satisfies the Laplace equation
Boundary layers at the walls and free surface are assumed to be linear. Standard analysis for the boundary layer at the walls provides the velocity, and matching the normal component across the layer leads to the condition:
V^Re where the subscript n indicates a derivative in the normal direction and 4>Q(X) denotes the temporal Fourier component of </>(x, t) oscillating as exp {iQ,t}\ hereafter, the subscript Q, will be suppressed to simplify notation. The boundary layer at the free surface provides linear viscous corrections to both the kinematic compatibility condition and normal stress at the interface. We apply the following boundary conditions, 8 valid to order 0(e 2 Re~1 /2 + e 3 )
Expanding about z = 0 and retaining terms up to cubic order yields the following system
with boundary conditions at the surface z = 0, 
Tl -1 . 
and introduce slow spatial and temporal scales
We further assume 17 that eRe 1/2 = 5 _1 is 0(1) and solve the system (12) at successive orders in e. Details of this procedure, which leads to a solvability condition that gives the amplitude equations describing subharmonic waves, can be found in the Appendix.
B. Leading order solution and harmonic flow
At leading order in e one obtains the inhomogeneous linear problem from Eqs. (12):
with boundary conditions at the surface z = 0 given by
and at the boundaries
We distinguish three distinct contributions at this order by writing
where co=l + e 2 v (2) . The second (harmonic) term can be expressed using cosine transform methods
where C is a path from -ioo to ioo returning clockwise along a semicircle of infinite radius in the right half-plane. This expression, which for simplicity neglects corrections coming from the detuning v, contains two contributions (see Havelock 32 ). The first one is a harmonic traveling wave of the form cp HW = B(X, T\, r 2 )exp{to}cosh[£(z + dj] corresponding to the complex pole g = ik with k given here by the dispersion relation:
In the treatment that follows we will neglect the role of the harmonic waves. The second contribution in Eq. (19) is an evanescent field referred to as the oscillating bulk flow. 29 It can be approximated, except in a narrow region near the walls, by
where q"d = n(n + 1/2). This simplified expression will be used in numerical computations. Note that the oscillating bulk flow (p BF , which exhibits multi-exponential decay in x, extends over a lengthscale x ~ d.
C. Solvability condition for cross-waves
The general form of the solvability condition is given in Eq. (A7). To apply this, we separate vertical and horizontal dependence by writing
where </> t = ^ exp{-it} and/*, which also oscillates as exp {-/?}, are (resonant subharmonic) solutions of the homogeneous linear problem (17) with no forcing. Then, to leading order, at z = 0,/t = iH^1^ and f sw = -iH~lcp sw , where f sw exp{it} is the corresponding subharmonic component of the free surface motion. By taking into account
we integrate over the vertical coordinate to obtain the solvability conditions at second order:
Tsjrwl' x=z=0 hi*w-
y=z=0 and at third order:
with
sinh(2d) Equation (19) must be used to evaluate the terms at x = z = 0 to ensure that the terms involving cp xz and (p X7Z vanish (being given by integrals over an odd function of q with no pole at the origin).
To this point, no assumption has been made about the orientation of the subharmonic waves. We now focus on cross-waves of the form ty{x, y) = cos (y), permitting only slow modulation in the
Phys. Fluids 26, 024111 (2014) x direction. After integrating Eqs. (24) and (25) (27) (28) v sinh(2<i) The terms in Eq. (27) must be considered in light of the definition of X = ex. The first integral is formally divergent unless the integrand, which is independent of x, vanishes for all X. This condition provides the main differential equation to be satisfied. The final two terms come from a boundary term evaluated at x = 0 and a rapidly decaying free surface velocity contribution (see Eq. (A3)), and thus should be interpreted as a boundary condition at X = 0. The second term can contribute either to the differential equation or to the boundary condition depending on the assumptions made about the bulk flow (p BF . If (p BF is assumed to vary rapidly, on the fast lengthscale x, then the second term can also be integrated over x. The result, which is proportional to A, is added to the boundary condition atX = 0 since the principal contribution to the integral comes fromx~ 0(1), orX-C 1. In this case, after reconstituting time derivatives with A, = eA Tl + e 2 A Tl , returning to the fast lengthscale using X = ex, and including the cubic nonlinearity (see the Appendix), we have the following system to determine the slowly varying amplitude A(x, t):
A ->-0 as x ->-oo,
This is simply the extension of the amplitude equations (1) of Bernoff et alP to the gravity-capillary regime, reflected in the definition of S in Eq. (26) . It applies only if g(x) decays much faster with distance from the endwall than A(x, t), as will be the case, for example, if the fluid (wavemaker in other experimental configurations) is shallow. On the other hand, if the fluid depth d is larger than or comparable to the extent of the subharmonic field A(x, t) then the bulk flow (p BF will extend into the interior and cannot be integrated out. In this more general case, when (p is taken to vary on the same slow lengthscale as the amplitude A, the second integral should be combined with the first. The combined integrand, which is independent of x, is then set to zero to give the following system with distributed forcing:
0 as x ->-oo, Note that y\, which accounts for damping at the endwall, is due solely to the contribution (A3).
IV. ONSET OF CROSS-WAVES
If the effect of the harmonic surface waves, <f> HW , is neglected, then cross-waves are driven entirely by the oscillating bulk flow (p BF , which itself is generated by the motion of the boundary (wavemaker) at x = 0. Whether cp BF is assumed to decay rapidly or not in the downstream direction is a critical step in the derivation of the amplitude equations that determines the balance between forcing and damping required for the excitation of subharmonic waves. If (p BF decays rapidly then cross-waves are forced via a homogeneous boundary condition as in Eqs. (29) . If (p BF extends into the interior of the domain then a distributed parametric forcing term g(x)A(x, t) appears as in Eqs. (32) . We examine here the differences between these two systems.
Neutral stability curves can be obtained directly from Eqs. (29) by looking for steady solutions of the form A = A 0 exp {KX}. These curves are defined by Eq. (2) with S given by Eq. (26) . The distributed forcing model (32) must be solved numerically. The neutral stability curves predicted by the two systems are shown together in Fig. 1 for parameters appropriate to the experiments of Porter et al. 23 Note that Eqs. (29) give a much lower threshold for the excitation of cross-waves than Eqs. (32) . With a forcing frequency of 50 Hz, for example, Eqs. (29) predict that the N = 27 mode will onset first at a critical acceleration of g m \ -0.0447 while Eqs. (32) indicate that the N = 26 mode emerges first at a critical acceleration of g K \ -0.348.
The two systems are expected to agree only when a separation of lengthscales between the decay of g(x) and the modulation of A(x, t) is justified. This requires either a shallow depth d (recall that d characterizes the extent ofg(x)), or small viscosity or frequency, where the modulation lengthscale (characterized by K of Eq. (2)) will generally be larger (depending on detuning) than d. When a separation of lengthscales between g(x) and A(x, t) is not justified, the behaviour of the two systems differs markedly. There is a different balance between forcing and damping and, consequently, a different scaling with respect to forcing frequency and viscosity, as shown in Figs. 1 and 2 , respectively. 
A. Secondary cross-wave modes
The consequences of assuming a separation of scales that places the entire effect of the forcing at the boundary are qualitative as well as quantitative. In the boundary forced system (29), the neutral stability curve, with fixed parameters and a given mode number N, is uniquely defined by Eq. (2). This is not the case in system (32), which allows for multiple solutions at the same parameters and mode number. An example of this multiplicity is shown in Fig. 3 , which shows the first three neutral stability curves for the N = 26 mode (COQITZ «a 50 Hz) and the corresponding eigenfunction profiles.
To understand the multiplicity illustrated in Fig. 3 , it is useful to split the domain into a supercritical "standing wave" region, where waves are locally supported by the forcing, and a subcritical region, where they are not. We define the turning point x tp as the place where eg(x tp ) is just enough, supposing it were uniform in space, to excite subharmonic (Faraday) waves. Ignoring spatial modulations, this condition becomes eg(x t ") •• iy 0 \. Turning points defined in this way are marked with an asterisk in the right panel of Fig. 3 , which shows the utility of this point in separating the oscillatory part of the solution from the exponentially decaying part. This separation is clearest if the solution is relatively localized, as it is with negative detuning. Solutions with positive detuning tend to oscillate more rapidly in x and to extend over a larger region. Whatever the detuning, there is a family of secondary modes that may be described as having successively more oscillations in the supercritical region. The existence of secondary cross-wave modes with the same mode number N depends on the finite width of the forced (supercritical) region, which scales as d. Loosely speaking, the different behaviour of A(x, t) in the supercritical region, where energy input maintains something close to a standing wave, and the underforced subcritical region, where A(x, t) resembles a damped traveling wave, leads to a type of matching condition to be satisfied at the boundary. This can be seen most clearly in a simplified model such as the one proposed by Porter et al. 33 Modes with more oscillations in the supercritical region require greater forcing than the primary mode and are thus expected only to affect dynamics above onset. The more extended the forcing g(x) is, the sooner these secondary modes appear with increasing acceleration and the more likely they are to play a role in selection of the initial cross-wave pattern. This type of complexity cannot be captured by the boundary condition forcing of Eqs. (29) that ignores the finite width of g(x).
B. Dirichlet boundary conditions
Unlike boundary forced NLS models such as Eqs. (29), the distributed forcing mechanism in Eqs. (32) permits a variety of alternative boundary conditions to be sensibly applied, including simple Dirichlet or Neumann conditions. In particular, the application of Dirichlet boundary conditions, A(x, t) = 0 at x = 0, should be relevant to experiments with fixed contact lines. Thresholds obtained with Dirichlet boundary conditions are not very different, in fact, from those obtained with Eq. (32b). As seen in Fig. 4 , an important qualitative difference is the value of detuning where the minimum occurs. In contrast to Eq. (32b), Dirichlet boundary conditions typically lead to a positive detuning value at onset and, thus, an eigenfunction that is modulated more rapidly in x than those found in Sec. IV. This more rapid modulation is in better agreement with the experimentally observed patterns and, as will be seen in Sec. VI, additional evidence suggests that Dirichlet boundary conditions are often closer to the experimental ones.
V. FINITE-SIZE EFFECTS
In a laboratory experiment, the fluid must, of course, be confined to a finite domain. When the length L of the horizontally vibrated container considered here is large compared to the extent of the forcing, which is on the order of the depth d, and to the extent of the cross-wave field A(x, t), which depends also on damping and detuning, then the excitation of subharmonic cross-waves can be treated separately at each side of the container and the analysis of Sec. Ill applies. If this is not the case, because d cannot be considered small compared to L, or because the cross-waves generated at opposing ends extend far enough into the interior to interact with each other, then the full domain must be considered from the beginning.
The solution for the bulk flow when L is not large compared to d is given by 
where g(x) is again given by Eq. (33) . In contrast to the case of a semi-infinite domain, where steady solutions A(x) can be sought (corresponding to In la -periodic subharmonic waves in the original problem), the interaction of opposing wavetrains in the two-sided problem leads, in general, to modulated (quasiperiodic) solutions. 28 ' 33 We search for Hopf bifurcations with the ansatz, 
A(x, t) = A+(x)e imt + A-(x)eimt ,
which leads to the following system:
Af -Y\A
which is equivariant under the symmetry A ± ->-A T , m -+ -m. Figure 5 shows the neutral stability curve and associated Hopf frequency for the mode N= 16 in a square container of length L = 9 cm. Note that the effect of the interaction is larger for positive detuning. Here, when (half) the forcing frequency a is greater than the resonant frequency COQ, the pattern compensates with greater modulation in x and penetrates further into the interior, which increases the effect of interaction and, thus, the Hopf frequency. For negative detuning, the tendency is for the patterns to remain very localized near the endwalls with fewer oscillations in x. The interaction between the two opposing sides is therefore weaker and the Hopf frequency is smaller.
A modulated solution corresponding to Fig. 5 with v = 0.1 is illustrated in Fig. 6 . Note that this quasiperiodic solution switches, on a slow timescale, between one-sided excitation concentrated on the left and one-sided excitation concentrated on the right. Periods of balanced excitation exist between these.
VI. COMPARISON WITH EXPERIMENTAL RESULTS
In this section, we present experimental measurements of the threshold for subharmonic instability, and of the spatial and (when present) temporal modulations of the corresponding patterns near onset. These are compared with the predictions of Sees. IV and V.
A. Experimental set-up
The experimental apparatus used to obtain the results reported here is sketched in Fig. 7 . In this diagram, C denotes the experimental container, which is an open transparent square acrylic box designed to hold a 5 cm deep layer of fluid with an interior cross-section of 9 cm, 15 cm, or 20 cm. A sharp edge (step) at the top of the container is used to pin the contact line when desired, and is coated with an anti-wetting agent (3M Novec EGC-1700). One minor difference between the 9 cm container and the other two is that in this smaller container the step extends around all four sides, while the others have a step only on the endwalls (lateral walls are flat). The container is attached to a horizontal platform that is driven by an electromagnetic shaker SI (VTS-100). The platform and container slide together in rigid fashion along a dual linear sliding bearing system B2. The diagram also shows a second electromagnetic shaker S2 (VTS-150) which is used to vibrate a second, heavier platform beneath B2. When activated, this vertically oriented shaker S2 can be used in combination with SI to study combined vertical and horizontal excitation. The bearing joint Bl is designed to reduce, as much as possible, the coupling between these two modes of excitation. Results of an investigation of combined excitation will be reported elsewhere. In this paper, we are interested only in cross-waves so only the horizontal shaker S1 is used. The working fluid is DC200 silicone oil with kinematic viscosity of 5 cSt or 10 cSt. At 25 °C, these two fluids have densities of 0.913 g/cm 3 and 0.933 g/cm 3 , respectively, and characteristic surface tension values of 19.7 dyne/cm and 20.1 dyne/cm. The acceleration experienced by the fluid is measured with an accelerometer (Freescale MMA7361L) mounted on the wall of the container.
Measurements of the surface wave pattern are obtained using a free surface synthetic Schlieren technique described by Moisy et al., 34 based on analyzing the refracted image of a random pattern of dots placed at the bottom of the container. A high speed camera (Redlake MotionPro X3) takes 15 snapshots per forcing period (30 images for each period of the subharmonic response); the spatial resolution is 0.129 mm for the 9 cm container and 0.198 mm for the 20 cm container.
The experiments reported here are similar to those described in more detail in Porter et al. 23 and similar experimental challenges affect the accuracy of the results. Most notable is the difficulty in maintaining uniform boundary conditions over long periods, or from one experiment to the next. The fluid motion is most vigorous at the endwalls and, especially in the case of subcritical bifurcation, there is a rapid growth of the cross-wave excitation that inevitably leads to some degree of splashing or bulging of liquid over the coated step of the container. This unwanted behaviour can be minimized by staying very close to threshold, but it cannot be eliminated entirely. The contact line is therefore not completely fixed, nor is the contact angle always exactly 90°. Since boundary conditions at the contact line are crucial and can contribute significantly to damping, [35] [36] [37] this is likely the principal source of experimental error in the threshold values reported below. After repeated measurements, we estimate an uncertainty of 5%-10% in the measured values.
B. Threshold of subharmonic waves
Figure 8(a) shows the measured threshold for cross-waves in a 9 cm square container using 5 cSt silicone oil and forcing frequencies between 50 Hz and 75 Hz. This is compared with the predictions of Eqs. (35) and with calculations using Dirichlet boundary conditions. As seen in the figure, the measured values are about 20% higher than those predicted by Eqs. (35) and match quite well with those obtained using Dirichlet boundary conditions. In either case, the agreement is dramatically better than it is with the boundary forced model (29) , which underestimates the cross-wave threshold over this range by an order of magnitude (see Fig. 1 ). Figure 8 (b) shows the measured threshold for cross-waves in a 9 cm square container with 10 cSt silicone oil over the same range of forcing frequencies. These values are once more compared with the predictions of Eqs. (35) and with calculations using Dirichlet boundary conditions. The measured values are again higher than those predicted by Eqs. (35), but by a smaller amount (about 10%) than in Fig. 8(a) . The calculations with Dirichlet boundary conditions do no better in this case, overestimating the thresholds to about the same extent. Figure 9 shows the measured threshold for cross-waves in the larger containers, which are 15 cm and 20 cm across, respectively. As with Fig. 8 , a comparison is made with the predictions of Eqs. (35) and with calculations using Dirichlet boundary conditions. In these larger containers, the measured values are somewhere between the two predictions, as with the 10 cSt experiment of Fig. 8(b) . The difference between the measurements in the 15 cm container and the 20 cm container is very small, as is the difference between the corresponding theoretical predictions.
The main point of Figures 8 and 9 is that Eqs. (35) with distributed forcing do a much better job of matching the experimentally measured thresholds than the boundary forced model (29) . As demonstrated in Fig. 1 , these two models diverge dramatically for forcing frequencies beyond about 10 Hz, with Eqs. (29) substantially underestimating the threshold in the gravity-capillary regime explored here. This difference between predicted onset values is huge (roughly a factor of 10 over the frequency range reported here) and directly due to the type of forcing balance (scaling) assumed.
An interesting secondary issue is boundary conditions. As discussed above, the boundary conditions are especially difficult to control experimentally and, consequently, it is not clear if the boundary conditions (35b) are the appropriate ones to apply. Using Dirichlet boundary conditions, instead, often gives an equally good (Figs. 8(b) and 9 ) or better ( Fig. 8(a) ) comparison with experiment. Taken together, the experiments do not clearly distinguish between the somewhat higher thresholds obtained using Dirichlet boundary conditions and those found with Eq. (35b). A more quantitative idea of the influence of the boundary conditions can be obtained by investigating the dependence of the threshold on the Ailing level. If the container is underfilled, the effect of contact line motion increases damping and raises the threshold. If the container is overfilled, the fluid tends to splash over the step and increase damping in that way. The minimum threshold is realized by avoiding these two competing effects. Ideally, this will occur with a perfectly flat surface (90° contact angle) but, in practice, the minimum threshold is usually observed in a slightly underfilled container, which more effectively avoids splashing.
The results of threshold measurements with varying Ailing levels are shown in Fig. 10 . This figure shows the relative onset value (measured with respect to that of a flat surface) as a function of the change in Ailing level (in units of the capillary length). In the 9 cm square container of Fig. 10(a) , the threshold first decreases as fluid is removed. As the gap between the (interior) fluid level and the step (contact line) increases toward the capillary length, the threshold decreases by about 5%. After this, however, the threshold begins rapidly to rise again and, by the time the gap reaches 1.5 capillary lengths, the threshold is nearly 15% higher than its initial value. The explanation for this increase is most likely the motion of the contact line (which is no longer attached to the step). Further removal of fluid continues to raise the threshold, but at a much slower rate. If, on the other hand, fluid is added to the container, there is no immediate change in the threshold. After the increase in height reaches about 0.5 capillary lengths, however, there is a rapid and dramatic increase, evidently triggered by the onset of splashing. This transition is hysteretic. If fluid is again removed after splashing has occurred, the threshold maintains a higher value for several steps before rejoining the original curve near the initial point (flat surface).
In the 15 cm square container of Fig. 10(b) , the same basic scenario takes place as in the smaller container, but with minor differences likely due to the absence of lateral steps. Compared to the 9 cm square container, the variations in onset value are somewhat smoother and less extreme; the increase in threshold with capillary motion and with splashing reaches about 10% rather than 15%. Note also that the hysteresis region associated with overfilling extends beyond the initial point, suggesting that splashing during the course of an experimental run can lead to an error of 5% or more in onset values even if the fluid height is held constant. 
C. Spatial modulation
Both the eigenfunctions predicted by Eqs. (35) and those calculated using Dirichlet boundary conditions instead of Eq. (35b) are modulated in x. There is, however, a greater similarity between the patterns observed experimentally and those calculated using Dirichlet boundary conditions, as seen in Fig. 11 . This is because Dirichlet boundary conditions lead to a slightly faster modulation in x that is more consistent with the rotated (oblique) patterns observed in the experiment, 23 and because the interior part of the pattern, whose extent is needed to view the modulations clearly, is not overshadowed as much by high amplitude motion at the boundary.
A more quantitative comparison of the predicted spatial modulation with the experimentally measured profile is provided in Fig. 12 for the case of a 20 cm square container with 5 cSt oil driven at 50 Hz. The calculated curves correspond to Eqs. (35) (solid curves), Dirichlet boundary conditions in place of Eq. (35b) (dashed curves), and the boundary forced system (29) (dash-dotted curves). The amplitude and temporal phase of the theoretical solutions are matched to the experimental measurements over the region of the exponential tail. Note that all three calculations predict the modulation rate (wavenumber) reasonably well in this far-field region (x > 1.5), which reflects the diminishing influence of the forcing. It is in the near-field (supercritical) region by the boundary where the models differ most. The distributed forcing model (35) describes the spatial dependence of the amplitude and phase somewhat better with Dirichlet boundary conditions than with the derived boundary conditions (35b), although both do fairly well. The boundary forced model (29) , in contrast, fails to capture the spatial dependence of the phase, as is evident in the right panel.
The spatial dependence of the phase, $(x), is a key difference between the distributed forcing model (35) and the boundary forced model (29) , whose eigenfunction (in the semi-infinite case, a good approximation with these parameters) is a damped traveling wave with constant wavenumber. The inability of such a simple function to capture the spatial dependence of the phase is demonstrated in Fig. 13 . In the experiment (open circles in the figure) and in Eqs. (35), whether using boundary conditions (35b) (solid curve) or Dirichlet boundary conditions (dashed curve), there are spatial variations in the derivative of $(x), which can be considered as a kind of local wavenumber. These variations (oscillations) cannot be captured by a single Fourier component like that predicted by Eqs. (29) . The distributed forcing model (35), however, describes the measured spatial dependence of the phase $(x) reasonable well, especially when Dirichlet boundary conditions are used.
D. Temporal modulation
Modulated solutions like that shown in Fig. 6 are predicted by Eqs. (35). These quasiperiodic solutions, however, are very difficult to observed experimentally because, at the frequencies used in Sec. VI B, the waves generated at opposite sides are well-separated at onset and do not interact appreciably. As shown in Sec. VII, this means that the Hopf (modulation) frequency is very small and that the eigenfunctions can only be expected to persist (if they are stable at all) over a very narrow region of forcing values. Extreme precision and extremely long times would be needed to observe the modulation. To avoid these difficulties, we look for modulated solutions at lower frequency, where the interaction between opposing wavetrains is stronger due to the lower dimensionless damping (larger Re). Figure 14 shows four snapshots of a modulated solution with a period of approximately 45.6 s. It is found immediately after onset in a 20 cm container of 5 cSt oil vibrated at 13.95 Hz. Although the pattern extends far into the container and the interaction of the two sides is therefore not small, the characteristic cycling illustrated in Fig. 6 , from waves concentrated on one side (a), to balanced excitation (b), to waves concentrated on the other side (c), back to balanced excitation (d), and so on, can be clearly seen.
This modulated solution persists across a range of nearby forcing frequencies and, consistent with (solid curve in the figure) and with Dirichlet boundary conditions (dashed curve). Both the order of magnitude of the modulation frequency and its oscillations with detuning are broadly consistent with the theory. There is particularly good agreement with the calculations using Dirichlet boundary conditions if a leftward shift of 0.15 Hz is applied to the experimental data; such a shift of effective detuning, corresponding to a 1 % shift of resonance frequency, is within the level of experimental uncertainty. Figures 14 and 15 confirm one of the most interesting predictions of Eqs. (35), and other models 28 ' 33 that take account of interaction between the two opposing endwalls.
Although the results in this section seem to suggest that the experiments are closer to Dirichlet boundary conditions than those of Eq. (35b), the correct treatment of boundary conditions is a subtle and difficult problem, 36, 38 which is beyond the scope of this paper. As already discussed, boundary effects are the principal source of experimental error. We have focused here on extending the established NLS models to the regime of gravity-capillary waves and distributed forcing and thus showing how critical the initial scaling assumptions are. Regardless of the accuracy of the boundary conditions, the difference between boundary forcing and distributed forcing is clear and dramatic. If the depth of the endwall or wavemaker is not small compared to the extent of the cross-wave field-and in many experiments it will not be-then an extended forcing mechanism must be considered.
VII. SYMMETRY CONSIDERATIONS
The appearance of modulated solutions in Eqs. (35) can be understood in terms of symmetry. Equations (29) 
where it is understood that this equation applies only within a large but isolated region near the left endwall of the container. Near the right endwall of the container, where the forcing is out of phase by it, the same equation applies, but with e -> -e: 
where |/x| <<c 1 is a small parameter if the patterns concentrated at each endwall are well separated. The value of \x will depend on the overlap of these two patterns in the interior of the container, and this is expected to oscillate as parameters (and hence the pattern wavelength) are varied, consistent with Fig. 5 . The 0(\ix\) coupling terms break the D 4 symmetry of the uncoupled problem, leaving only the subgroup C 4 (cyclic group of order 4) generated by the rotation p. Unlike in the case of D 4 , there are no nontrivial isotropy subgroups, the bifurcation problem does not separate and, in general, the critical eigenvalues are complex. The Hopf frequency associated with these complex critical eigenvalues leads to a rotation or drift through the formerly invariant subspaces defined by the ^-symmetric problem. This drift is illustrated in Fig. 16 Of course, if |/x| is small, the Hopf frequency will be small, as in Figs. 5 and 15, and the modulation period will be long. Furthermore, for |/x| <C 1, the modulated solutions arising there will not persist far from onset; beyond an <9(|/x|) size interval, the solutions will again be well-described by the steady branches of the unperturbed problem. Both of these properties, the long time interval involved and the small parameter range, help explain why modulated solutions, which slowly cycle between cross-waves concentrated on the left and cross-waves concentrated on the right, are difficult to observe experimentally when the coupling is weak. In Sec. VID, these difficulties were overcome by using a lower forcing frequency, which reduces the (dimensionless) damping so that waves penetrate further into the container. Although the interaction is not weak in that case, the above arguments still apply to an extent, and cycling behaviour like that sketched in Fig. 16 is observed in the experiment (Fig. 14) .
VIM. CONCLUSION
We extended the standard theory describing weakly modulated subharmonic cross-waves in horizontally vibrated containers to include the effects of surface tension and distributed forcing, and compared the predictions of this theory with experimental results. Prior cross-wave analyses based on the work of Jones 15 assumed a separation of scales between the slow spatial modulation of the cross-wave pattern and the fast spatial decay of the localized harmonic mode (oscillating bulk flow) attached to the endwalls, which provides the forcing mechanism for exciting subharmonic waves. This assumption led to the forcing appearing solely in the boundary condition for an NLS equation describing the slowly varying amplitude A(x, t). While this approach is justified for cross-wave experiments where viscosity is small enough that the spatial modulation of the pattern is very s low, 18 ' 20 ' 22 ' [24] [25] [26] or where the wavemaker is very shallow, it does not apply to more recent experiments performed with higher frequencies 5 ' 7 ' 23 where significant spatial modulation is observed. In the experiments reported here, and those of Porter et al., 23 the oscillating bulk flow extends throughout the container and must be modeled by a distributed forcing term.
The damped NLS equation with distributed forcing derived here is a straightforward extension of the standard theoretical approach and, in particular, care was taken to follow the derivation of Bernoff et al. 17 as closely as possible. Equations (32) reduce to the model obtained in that reference if surface tension is set to zero (and the remaining nonlinear curvature term is neglected in Eq. (12c) as well) and the oscillating bulk flow is assumed to decay on a fast lengfhscale compared to the modulation of A(x, t).
A quantitative comparison was made between the boundary forced model (29) , which is similar to others in the literature, 15 ' 16 ' 18 ' 21 ' 27 and the distributed forcing model (32) . Apart from the low frequency limit, these two models diverge dramatically in their predictions. The scaling with viscosity v is different-critical acceleration is roughly proportional to v in the case of distributed forcing and to *Jv in the case of boundary forcing (see Fig. 2 )-as are the predicted thresholds (see Fig. 1 ). In general, boundary forced models tend to overestimate the efficacy of the forcing since an integral over the entire oscillating bulk flow is used and this will include a region where the forcing is not strong enough to support waves. With distributed forcing, there is a natural distinction between supercritical regions, where the forcing is sufficient to locally excite subharmonic waves and underforced subcritical regions, where the waves lose energy and decay.
