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Abstrat
In every sphere of siene, theories make preditions and experiments
validate them. However, ommon experiene suggests that theoretially
predited exat magnitude for a parameter, onstitute a small subset of
all the experimentally obtained magnitudes for that partiular parameter.
Typially, irrespetive of the branh of siene and the partiular problem
under onsideration, the set of obtained experimental results form an in-
terval [xmin, xmax], within whih the theoretially predited magnitude,
say x, ours with time, apparently randomly. We attempt here to nd
the harateristis of the statistial distribution of events of experimental
observation of the ourrene of theoretially predited x; in other words,
haraterization of the time interval when theoretial preditions math
the experimental readings, exatly.
Reording the readings from experimental apparatus is ubiquitous in every
branh of siene. While the theoretial studies help us to predit the ex-
peted magnitude that any parameter should own, experiments verify whether
the parameters atually assume the predited magnitudes; and if they don't,
by what margin do they dier from the theoretial idealizations. In some of
these ases experiments are one-o in nature; whereas in many ases, we gather
results from the apparatus in a sequential manner before studying the extent by
whih the mean and variane of the experimentally obtained data diers from
the theoretial preditions (if they do, at all). In ase of the later, we ollet
the results as a sequene of homogeneous events ourring one after another,
whih implies that the ourrene of results onstitute a ow of events. There
might or might not be a xed time interval between the ourrenes of these
results. In the present work we attempt to understand the nature of the proess
of observing the ourrenes of experimental results, for the general ase where
they our without any xed time interval between them. Sine we know it
from our experiene that the preise magnitude of theoretially predited re-
sult (from a pool of results that dier from the exat expetation by arbitrarily
small margin) shows up in the apparatus only now and then and not always;
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attempts are made to haraterize the time intervals between ourrenes of
results, when theoretial idealizations math absolutely with the experimental
realities (referred to as 'events' from here onwards).
It is not that attempts have not been made to takle this problem. On the
ontrary, previous attempts to haraterize this problem were many (and they
form a spetrum of standpoints); but most of them were qualitative in nature
and were only tangentially touhing upon the mathematial desription of the
situation. For example, [1℄ talks about ertain prevalent patterns in experi-
mental observation in partiular ases related to states in Alzheimer's disease
whereas [2℄, [3℄ and [4℄ had attempted to understand the general philosophi-
al nature of the problem from various perspetives. Although [5 ℄ and [6℄ were
objetive and quantitative in their basi premise of desription, the preise ques-
tion that we are raising in this work was not addressed. Similarly, although the
attempts of [7℄, [8℄ and [9℄ had touhed upon the extent to whih theoretial
preditions mathed experimental ndings in various experimental ases, the
statistial haraterization of preise time-intervals between two events where
theoretially predited magnitude for a parameter mathes exatly with exper-
imentally obtained values, remained unanswered.
Experiene suggests that results are generally produed one at a time, for any
arbitrarily small time interval, and not in a group of two, three per time inter-
val; for most of the experiments aross the spetrum of sienti streams. This
implies that the probability of two or more events ourring in an elementary
time interval △t is negligibly small ompared to the probability of single events
ourring at dierent time intervals(arbitrarily hosen); and hene we onlude
that the ow of events (when theoretially predited result mathes absolutely
with experimentally obtained results) is ordinary[10℄. We observe further that
the probability harateristi desribing the nature of ourrenes of these re-
sults do not depend upon the hoie of some partiular referene frame; i.e., the
ow of events is stationary[11℄. Experiene teahes us further that the number
of events ourring on any partiular time interval, say t1, does not, in general,
depend upon number of events ourring on any other non-overlapping inter-
val. These harateristis imply that the ow of events (ourrenes of results
in a sequential manner) an be represented as an stationary Poisson ow[12℄.
Alongside all of these, a loser look of the problem reveals that in most of the
ases, the time intervals T1, T2, . . . between suessive events are independent.
We assume, with no loss of generality, that intervals between T1, T2, . . . are
similarly distributed random variables. Aforementioned observations and the
assumptions tend to suggest that ow of ourrenes of results when theoretial
predition mathes experimentally obtained results absolutely, an be atego-
rized as a 'reurrent ow' with limited after-eets [13℄ (in other words, a 'Palm
ow').[14℄
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We now attempt to desribe an extremely familiar situation when an exper-
imentalist is taking the readings to verify his/her predition (from theoretial
studies) about what to expet in terms of exat magnitude of some parameter.
In many of the situations like this, the desired events of ourrene of predited
magnitude ours, but only as an element of a set of produed results, where
most of the elements of the set dier from the expeted magnitude by a little.
Any experimentalist, from any branh of siene, is aware of suh a situation;
but knowledge of any pattern in the ourrenes of aforementioned desired re-
sults, eludes the students of siene.
To desribe the situation, we start by assuming that the ourrenes of the
theoretially predited result onstitute a 'reurrent ow' on the time axis and
the intervals between any two ourrenes of them, follow a distribution with
density f(t). The assumption that the pattern of output generation an be
desribed by f(t) is not unrealisti; beause, results our as an output of a
denite, deterministi proess (arefully planned experiment, in any branh of
siene).
We denote the exat moments of ourrene of the events of absolute math
between theoretially predited results and experimentally found ones, by τ .
We seek to nd the distribution density of f τ (τ) of the interval T τ , where the
points in the time axis τ our. This implies, alulation of probability where
f τ (τ) dt equals that of τ 's ourrene between length of time interval (t, t+△t).
Assuming the presene of very large number of intervals (N) between the events
onstituting the entire temporal extent of the experiment Γ; we nd that the
average number of intervals with length in the range (t, t+△t) is Nf(t)dt;
whereas the average total length of all suh intervals equals tNf(t)dt. The av-
erage total length of all the N intervals on Γ an be represented as Nxt, where
xt denotes the expetation E [T ] =

∞
0
tf(t)dt. Hene :
f τ (τ) dt ≈
tNf(t)dt
Nxt
=
tf(t)
xt
dt (1)
The approximation in eq
n
1 beomes more exat when longer interval of time
Γ is onsidered (larger N). Distribution of the random variable T τ an then be
found by evaluating the limit,
f τ (τ) =
t
xt
f (t) (t > 0) . (2)
E [T τ ] =
1
xt

∞
0
t2f(t)dt =
1
xt
µ2(t) =
1
xt
(
σ2
t
+ x2
t
)
(3)
σ2 [T τ ] = µ2 [T
τ ]− (E [T τ ])
2
=
1
xt

∞
0
t3f(t)dt− (E [T τ ])
2
(4)
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However, from an experimentalist's point of view, it would be more useful to
know the harateristis of the ase where any time interval T τ is divided in two
intervals I1 and I2, by the ourrene of the events when theoretially predited
magnitude for some parameter mathes with the experimental ndings, at a
random instane τ . Here I1 is dened by nearest previous event to τ and I2 is
dened by the ourrene of τ to the nearest suessive event. Charaterization
of suh a ase will be of immense pratial help to the experimentalists.
We approah the situation by assuming T τ = θ. By introduing a density
fI1 (t|θ) that desribes the onditional probability of the interval I1 in the pres-
ene of θ. We observe that ourrene of the event of exat math between from
theoretial predition and experimentally obtained result, is random in time;
and hene we an onsider its having a uniform distribution in the interval θ,
given by :
[fI1 (t|θ) =
1
θ
], ∀0 < t < θ (5)
However, to nd the marginal distribution fI1 (t), we average the density(eq
n
-5)
onsidering, the weight f τ (τ). Applying eqn-2, we obtain :
f τ (θ) = θ
xt
f (θ) and fI1 (t) =

∞
0
fI1 (t|θ) f
τ (θ) dθ
But, sine fI1 (t|θ) is nonzero only for θ > t, we an write
fI1 (t) =

∞
t
θ
θxt
f (θ) dθ =
1
xt

∞
t
f(t)dt =
1
xt
[1− Φ (t)] (6)
where Φ (t) is the distribution funtion of the interval t between the events in
the 'reurrent ow'.
It is evident that I2 (I2 = T
τ − I1), will have the idential distribution :
fI2 (t) =
1
xt
[1− Φ (t)] (7)
Conlusion :
With the help of this simple model a onstrut is proposed that ould har-
aterize the mathematial nature of distribution of instanes when theoretial
predition about the magnitude of any parameter mathes with the experimental
results. This distribution is found to resemble the harateristis of a 'reurrent
ow' with limited after-eets. Sine the number of assumptions involved in
onstruting this model are kept at a minimal and the possible domain of appli-
ability of the aforementioned nding enompasses the entire gamut of sienti
paradigms (wherever the magnitude of any theoretially predited parameter is
4
ompared with mean and variane of the experimentally obtained results), the
model will hopefully serve students of siene, aross the barriers of sienti
streams.
Aknowledgment : This work was supported by COE-DBT(Department of
Biotehnology, Govt. of India) sheme.
The author would like to thank the Diretor of Bioinformatis Centre, Univer-
sity of Pune; Dr. Urmila Kulkarni-Kale and Professor Indira Ghosh(his PhD
supervisor), for providing him with the opportunity to perform this work, al-
though it has got nothing to do with his PhD. researh.
Referenes :
[1℄ Behl C., Oxidative stress in Alzheimer's Disease: Impliations for Prevention
and Therapy, Alzheimer's Disease : Cellular and Moleular Aspets of Amyloid
β , Harris JR, Fahrenholz F (Eds.); Springer, USA; 2005, pp 65-78.
[2℄ Wuketits F.M. , Funtional Realism, Funtional Models of Cognition: Self-
organizing Dynamis and Semanti Strutures in Cognitive Systems, Arturo
Carsetti (Eds), Springer, 1999, pp 27-38.
[3℄ MGrath A.E., Siene and Religion: An Introdution, Blakwell Pub,
1999; pp-78.
[4℄ Adams G. and Stoks E.L., A Cultural Analysis of the Experiment and an
Experimental Analysis of Culture, Soial and Personality Psyhology Compass,
2 (5), 1895-1912.
[5℄ Vasileva L.A. and Gortsev A.M., Estimation of Parameters of a Double-
Stohasti Flow of Events under Conditions of Its Inomplete Observability,
Automation and Remote Control, 63(3), 2002, 511515.
[6℄ Arita M., Introdution to the ARM Database: Database on Chemial Trans-
formations in Metabolism for Traing Pathways, Metabolomis : The Frontier
of Systems Biology, Tomita M. and Nishioka T., (Eds), pp 193-210.
[7℄ Downs A.J., Himmel H.J and Maneron L., Low valent and would-be multi-
ply bonded derivatives of the Group 13 metals Al, Ga and In revealed through
matrix isolation, Polyhedron, 21(5-6), 2002, 473-488.
[8℄ Judd B.R, Complex atomi spetra, 1985, Rep. Prog. Phys., 48, 907-954.
[9℄ Ramirez-Duverger A.S., and Llmas R.G., Light sattering from a multimode
waveguide of planar metalli walls, Optis Communiations, 227(4-6), 2003,
227-235.
[10℄ Kovalenko I.N., Kuznetsov N.Y. and Shurenkov V.M.; Models of Random
Proesses: A Handbook for Mathematiians and Engineers; 1996; Boa Raton:
CRC Press, pp.155
[11℄ Ibid. pp-162.
[12℄ Ibid. pp-77.
[13℄ Kalashnikov, V., Mathematial Methods in Queuing Theory, Springer,
1994,pp-10.
[14℄ Kovalenko I.N., Kuznetsov N.Yu. and Shurenkov V.M.; Models of Random
Proesses: A Handbook for Mathematiians and Engineers; 1996; Boa Raton:
CRC Press, pp.161.
5
