We investigate restrictions on the hadronic contribution to the muon (g − 2) factor and to the pion electromagnetic formfactor from the analytical properties of the pion formfactor and the experimental data of the pion formfactor in the space-like [1] region.
Introduction
The aim of this work is to obtain restrictions on the hadronic vacuum-polarization contributions to the anomalous magnetic moment a F µ and to the pion electromagnetic formfactor (f.f.) from the analytical properties of the pion formfactor and from the measurements of the pion formfactor in the space-like region at 45 points [1] . The contribution of the pion electromagnetic formfactor to the anomalous magnetic moment can be written as [2] a 
where
m µ is the muon mass, m π is the pion mass. Function F π (s) has the following analytical properties: 1. F π (s) is an analytical function with the cut [4m The article is organized as follows: In Sec.2 we find the minimum of a F µ from analytical properties F π (s) only. In Sec.3 the formula for the minimum a F µ is obtained for the ease when F π (s) has given values b k at given points s k
In Sec.4 we show that if F π (s k ) is exactly equal to the central value of F π (s k ) for 45 points from [1] , the minimal value of a h µ will be by 10 100 times larger than the conventional value a F µ ≈ 4.10 −8 (see Table 1 ). Sec.5 shows the way to resolve the contradiction of Sec.4. It is necessary to allow F π (s k ) to vary within the limits of experimental errors. In this case min a F µ ≈ 10 −8 . In Sec.6 it is shown that the use of the analiticity of F π (s) and of the requirement mina F µ ≤ 4.10 −8 makes it possible to diminish the errors in the values of F π (s k ) given in [1] .
In Sec.7 we calculate the values of F π (s k ) at 20 additional points 0.263GeV 
Derivation of Minimum a
The value a F µ takes the form
and
Let us find minimum Φ. Expand the function F π (z) in series in orthogonal polynomials weith the weight function f (θ):
1 2π
Substituting expansion (6) into the formula (5a) and into the normalization condition
The coeffiients a n are real because the function F π (s) is real on the real axis [−∞, 4m
2 π ]. Minimum Φ at the additional condition (9) can be found using the method of Lagrange multipliers.Φ
From equation
∂Φ ∂an
= 0 we obtain a n = and
Let us use the formula from the theory of orthogonal polynomials [3] :
After taking the integral (14) we obtain the minimum of a To derive the minimum of a 
From condition of minimumΦ ∂Φ ∂an = 0 we find
The Lagrange multipliers are found from the conditions
Minimum of Φ under the conditions (3) is equal to
The Lagrange multipliers λ i are found from a system of linear equations
Substituting λ k from (20) into formula (19) we obtain
Formula (21) may be simplified by the substitutioñ
Φ min may be written in new variables in the form
∆ ik is the (i, k) minor of the matrixÃ ik . Det (Ã ik ) may be transformed into the form
Prime above the products implies that the factors with m = i and l = k should be omitted. As a result we get
For | z i |≪ 1 formula (24) can be transformed into the following form, which is more convenient for numerical calculation: Table I presents the values Q k in which f.f. F π (Q 2 k ) is measured [1] , the values of f.f. at these points, the values of z n , f n and of min a 
Resolution of the Contradiction
The problem under investigation belongs to the type of the so-called "incorrect" problems. The reason is that Φ min has gigantic sensitivity to the measured values of f.f.
The values f i have the order of 10 36 ∼ 10 52 but all the sum in Φ min (29) has the order 3 · 10 −3 . There is a gigantic cancellation in the sum of Φ min . The contradiction may be resolved if we permit F π (s k ) to vary within the limits of experimental errors. Let us write Φ min in the form
The value x 0 is known exactly, the rest of x i varies so that the values F π (s i ) does not contradict to experiment. Let us introduce the functional
The constant factor C is chosen in the way that
(∆x i ) 2 is close to 1. Let us write the condition of minimumΦ min ,
The value x 0 is very large and the values a i are very small and for this reason we will solve first the system of equations
The solution of eqs. (33) is
This solution corresponds to f.f. F π (z) minimizing Φ at one condition F π (0) = 1, it corresponds to the f.f. F (z) = D(0)/D(z). Due to this we make the substitution
For y k we get the system of linear equations:
The system of equations was solved numerically. Taking into account that x k is the solution of the system of eqs. (32) we obtain
5. Refinements of the values of f.f. obtained in [1] Let us fix one of the 45 values of f.f. (e.g., F π (s k )) within the limits of experimental errors. The rest values of f.f. will be varied within the limits of experimental errors (eqs. (31)-(36) ). Let us scan F Table 1 ). Table 2 ).
Calculation of the Values

Conclusions
In conclusion we make some additional comments: 1) There is very large correlation between the values of f.f. at different Q k . As a rule, if we fix two values F π (Q k ) and F (Q i ) within the limits of experimental errors and will vary the rest of the F π (Q e ) values (eqs. (31)-(36) ), then the mina F µ will be by several orders of magnitude larger than 4.10 −8 . Thus, the use of the analytical properties of f.f. in analysis of the experiments on f.f. measurements makes it possible to improve significantly the accuracy of the experimental results.
2) In many theoretical works calculations are made in Euclidean space. One of the results of this work is that the transition from Euclidean space to Minkowski space is a nontrivial problem.
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