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Abstract
Based on a preconditioned version of the randomized block-coordinate forward-backward
algorithm recently proposed in [23], several variants of block-coordinate primal-dual algo-
rithms are designed in order to solve a wide array of monotone inclusion problems. These
methods rely on a sweep of blocks of variables which are activated at each iteration according
to a random rule, and they allow stochastic errors in the evaluation of the involved operators.
Then, this framework is employed to derive block-coordinate primal-dual proximal algorithms
for solving composite convex variational problems. The resulting algorithm implementations
may be useful for reducing computational complexity and memory requirements. Furthermore,
we show that the proposed approach can be used to develop novel asynchronous distributed
primal-dual algorithms in a multi-agent context.
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1 Introduction
There has been recently a growing interest in primal-dual approaches for finding a zero of a sum of
monotone operators or minimizing a sum of proper lower-semicontinuous convex functions (see
[36] and the references therein). When various linear operators are involved in the formulation
of the problem under investigation, solving jointly its primal and dual forms allows the design of
strategies where none of the linear operators needs to be inverted. Avoiding such inversions may
offer a significant advantage in terms of computational complexity when dealing with large-scale
problems (see e.g. [6, 27, 31, 35, 46, 48, 52]).
Various classes of fixed-point primal-dual algorithms have been developed, in particular those
based on the forward-backward iteration [13, 16, 18, 19, 24, 26, 28, 30, 32, 37, 45, 54], on the
forward-backward-forward iteration [6, 9, 12, 17, 22], on the Douglas-Rachford iteration [8, 23],
or those derived from other principles [1, 2, 15, 41]. This work is focused on the first class of
primal-dual algorithms. When searching for a zero of a sum of monotone operators, the most
recent versions of these methods can exploit the properties of each operator either in an implicit
manner, through the use of its resolvent, or in a direct manner when the operator is cocoercive.
When a sum of convex functions is minimized, this brings the ability either to make use of the
proximity operator of each function or to employ its gradient if the function is Lipschitz differen-
tiable. As discussed in [4, 21, 43], the proximity operator of a function is a versatile tool in convex
optimization for tackling possibly nonsmooth problems, but it may be sometimes preferable, in
particular for complexity reasons, to compute the gradient of the function when it enjoys some
smoothness property.
Most of the aforementioned primal-dual methods make it possible to split the original problem
in a sum of simpler terms whose associated operators can be addressed individually, in a parallel
manner, at each iteration of the algorithm. Our objective in this paper is to add more flexibility
to the existing primal-dual methods by allowing only a restricted number of these operators to be
activated at each iteration. In the line of the work in [23], our approach will be grounded on the
use of random sweeping techniques which are applicable to algorithms generating (quasi-)Feje´r
monotone sequences. One additional benefit of the proposed randomized approach is that it leads
to algorithms which can be proved to be tolerant of stochastic errors satisfying some summability
condition.
In the following, we will investigate two variants of forward-backward based primal-dual algo-
rithms and we will design block-coordinate versions of both algorithms. These block-coordinate
methods may be interesting for their own sake in order to reduce memory and computational
loads, but it turns out that they are also instrumental in developing distributed strategies. More
precisely, we will be interested in multi-agent problems where the performed updates can be lim-
ited to a neighborhood of a small number of agents in an asynchronous way. We will show that the
proposed random distributed schemes apply not only to convex optimization problems, but also to
general monotone inclusion ones. It is worth noting that, in the variational case, some distributed
1
primal-dual algorithms have already been proposed implementing subgradient steps [14, 55] (see
also [53] for applications to data networks). As a general feature of (unaveraged) subgradient
methods, their convergence requires the use of step-sizes converging to zero. Making use of prox-
imity operators, which can be viewed as implicit subgradient descent steps, allows less restrictive
step-size choices to be made. For example, convergence of the iterates can be established for
constant step-size values.
The remainder of the paper is organized as follows. In Section 2 we provide some relevant
background on monotone operator theory and convex analysis, and we introduce our notation. In
Section 3, a preconditioned random block-coordinate version of the forward-backward iteration
is presented. Based on this algorithm, in Section 4, we propose novel block-coordinate primal-
dual methods for constructing iteratively a zero of a sum of monotone operators, and we study
their convergence. In Section 5, similar block-coordinate primal-dual algorithms are developed
for solving composite convex optimization problems. Finally, in Section 6, we show how the
proposed random block-coordinate approaches are able to provide distributed iterative solutions
to monotone inclusion and convex variational problems.
2 Notation
The reader is referred to [5] for background on monotone operator theory and convex analysis,
and to [29] for background on probability in Hilbert spaces. Throughout this work, (Ω,F,P) is the
underlying probability space. For simplicity, the same notation 〈· | ·〉 (resp. ‖ · ‖) is used for the
inner products (resp. norms) which equip all the Hilbert spaces considered in this paper. Let H be
a separable real Hilbert space with Borel σ-algebra B. A H-valued random variable is a measurable
map x : (Ω,F) → (H,B). The smallest σ-algebra generated by a family Φ of random variables is
denoted by σ(Φ). The expectation is denoted by E(·).
Let G be a real Hilbert space. We denote by B(H,G) the space of bounded linear operators from
H to G, and we set B(H) = B(H,H). Let L ∈ B(H,G), its adjoint is denoted by L∗. L ∈ B(H) is a
strongly positive self-adjoint operator if L∗ = L and there exists α ∈ ]0,+∞[ such that (∀x ∈ H)
〈x | Lx〉 > α‖x‖2. Then, L is an isomorphism and its inverse is a strongly positive self-adjoint
operator in B(H). The square root of a strongly positive operator L is denoted by L1/2 and its
inverse by L−1/2. Id denotes the identity operator on H.
The power set of H is denoted by 2H. Let A : H → 2H be a set-valued operator. If, for every
x ∈ H, Ax is a singleton, then A will be identified with a mapping from H to H. We denote by
zerA =
{
x ∈ H
∣∣ 0 ∈ Ax} the set of zeros of A and by A−1 : H 7→ 2H : u 7→ {x ∈ H ∣∣ u ∈ Ax} the
inverse of A. Operator A is monotone if (∀(x, y) ∈ H2) (∀u ∈ Ax) (∀v ∈ Ay) 〈x− y | u− v〉 > 0.
Such an operator is maximally monotone if there exists no other monotone operator whose graph
includes the graph of A. A is β-strongly monotone for some β ∈ ]0,+∞[ if (∀(x, y) ∈ H2) (∀u ∈ Ax)
(∀v ∈ Ay) 〈x− y | u− v〉 > β‖x − y‖2. Let B be a single-valued operator from H to H. B is β-
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cocoercive for some β ∈ ]0,+∞[ if (∀(x, y) ∈ H2) 〈x− y | Bx− By〉 > β‖Bx− By‖2. Therefore, B is
β-cocoercive if and only if B−1 : H → 2H is β-strongly monotone. B is α-averaged with α ∈]0, 1[ if
(∀(x, y) ∈ H2) ‖Bx−By‖2 6 ‖x− y‖2− 1− α
α
‖(Id −B)x− (Id −B)y‖2. As a consequence of Minty’s
theorem, an operator A : H→ 2H is maximally monotone if and only if its resolvent JA = (Id +A)−1
is a firmly nonexpansive (i.e. 1-cocoercive) operator from H to H. As a generalization of Moreau’s
decomposition formula, if A : H → 2H is maximally monotone, U is a strongly positive self-adjoint
operator in B(H), and γ ∈ ]0,+∞[, then JγUA : H→ H is such that
JγUA = U
1/2JγU1/2AU1/2U
−1/2 = Id − γUJγ−1U−1A−1(γ−1U−1·) (2.1)
(see [24, Example 3.9]). The parallel sum of A : H→ 2H and C : H→ 2H is AC = (A−1+C−1)−1.
The domain of a function f : H → ]−∞,+∞] is dom f = {x ∈ H ∣∣ f(x) < +∞}. A function
with a nonempty domain is said to be proper. The class of proper, convex, lower-semicontinuous
functions from H to ]−∞,+∞] is denoted by Γ0(H). If f ∈ Γ0(H), then the Moreau subdifferential
of f is the maximally monotone operator
∂f : H→ 2H : x 7→ {u ∈ H ∣∣ (∀y ∈ H) 〈y− x | u〉+ f(x) 6 f(y)}. (2.2)
If f is proper and β-strongly convex for some β ∈ ]0,+∞[, then ∂f is β-strongly monotone. If
f ∈ Γ0(H) is Gaˆteaux-differentiable at x ∈ H, then ∂f(x) = {∇f(x)} where ∇f(x) is the gradient of
f at x. f : H → R is β−1-Lipschitz differentiable for some β ∈ ]0,+∞[ if it is Gaˆteaux-differentiable
on H and (∀(x, y) ∈ H2) β‖∇f(x) − ∇f(y)‖ 6 ‖x − y‖. The Baillon-Haddad theorem asserts that
a differentiable convex function f defined on H is β−1-Lipschitz differentiable if and only if its
gradient ∇f is β-cocoercive. If Λ is a nonempty subset of H, the indicator function of Λ is (∀x ∈ H)
ιΛ(x) = 0 if x ∈ Λ, and+∞ otherwise. This function belongs to Γ0(H) if and only if Λ is a nonempty
closed convex set. Its subdifferential ∂ιΛ is the normal cone to Λ, denoted by NΛ. The identity
element of the parallel sum is N{0}. The inf-convolution of two functions f : H → ]−∞,+∞] and
h : H → ]−∞,+∞] is defined as f h : H → [−∞,+∞] : x 7→ infy∈H
(
f(y) + h(x − y)). The identity
element of the inf-convolution is ι{0}. The conjugate of a function f ∈ Γ0(H) is f∗ ∈ Γ0(H) such that
(∀v ∈ H) f∗(v) = supx∈H
(〈x | v〉 − f(x)). We have then ∂f∗ = (∂f)−1. Let U be a strongly positive
self-adjoint operator in B(H). The proximity operator of f ∈ Γ0(H) relative to the metric induced
by U is [33, Section XV.4]
proxUf : H→ H : x→ argmin
y∈H
f(y) +
1
2
〈x− y | U(x− y〉). (2.3)
We have thus proxUf = JU−1∂f . When U = Id , we retrieve the standard definition of the proximity
operator originally introduced in [39]. If Λ is a nonempty closed convex subset of H, ΠΛ = prox
Id
ιΛ
is the projector onto Λ. In the following, the relative interior of a subset Λ of H is denoted by riΛ.
Let (Gi)16i6m be real Hilbert spaces. G = G1 ⊕ · · · ⊕ Gm is their Hilbert direct sum, i.e.,
their product space endowed with the scalar product (x, y) 7→ ∑mi=1 〈xi | yi〉, where a generic
element in G is denoted by x = (xi)16i6m with xi ∈ Gi, for every i ∈ {1, . . . ,m}. In addition,
Dm = {0, 1}m r {0} denotes the set of nonzero binary strings of length m. We will keep on using
this notation throughout the paper.
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3 A preconditioned random block-coordinate forward-backward al-
gorithm
In this section, m is a positive integer, K1, . . . ,Km are separable real Hilbert spaces, and K =
K1 ⊕ · · · ⊕ Km is their Hilbert direct sum.
The algorithms in this paper are rooted in the forward-backward iteration [25] (see [3] for
examples of problems which can be solved by this method). A block-coordinate version of the
forward-backward method was recently proposed in [23, Section 5.2]. Stochastic versions of
this algorithm were also presented in [40, 49] in a variational framework. Now, we show how
a preconditioning operator can be included in the block-coordinate forward-backward algorithm
through a metric change.
Proposition 3.1 Let Q : K → 2K be a maximally monotone operator and let R : K → K be a coco-
ercive operator. Assume that Z = zer (Q + R) is nonempty. Let V be a strongly positive self-adjoint
operator in B(K) such that V1/2RV1/2 is ϑ-cocoercive with ϑ ∈ ]0,+∞[. Let (γn)n∈N be a sequence
in R such that infn∈N γn > 0 and supn∈N γn < 2ϑ, and let (λn)n∈N be a sequence in ]0, 1] such that
infn∈N λn > 0. Let z0, (sn)n∈N, and (tn)n∈N be K-valued random variables, and let (εn)n∈N be iden-
tically distributed Dm-valued random variables. For every n ∈ N, set JγnVQ : z 7→ (Ti,nz)16i6m where
(∀i ∈ {1, . . . ,m}) Ti,n : K→ Ki, iterate
for n = 0, 1, . . . rn = VRznfor i = 1, . . . ,m⌊
zi,n+1 = zi,n + λnεi,n
(
Ti,n(zn − γnrn + sn) + ti,n − zi,n
)
,
(3.1)
and set (∀n ∈ N) En = σ(εn) and Zn = σ(z0, . . . ,zn). In addition, assume that the following hold:
(i)
∑
n∈N
√
E(‖sn‖2 |Zn) < +∞ and
∑
n∈N
√
E(‖tn‖2 |Zn) < +∞ P-a.s.
(ii) For every n ∈ N, En and Zn are independent and (∀i ∈ {1, . . . ,m}) P[εi,0 = 1] > 0.
Then (zn)n∈N converges weakly P-a.s. to a Z-valued random variable.
Proof. We have Z = zer (VQ + VR) 6= ∅. Since V is a strongly positive self-adjoint operator, we
can renorm the space K with the norm:
(∀z ∈ K) ‖z‖V−1 =
√〈
z | V−1z〉. (3.2)
Let 〈· | ·〉V−1 denote the associated inner product. In this renormed space, VQ is maximally mono-
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tone. In addition,(∀(z, z′) ∈ K2) ‖VRz− VRz′‖2
V−1
= ‖V1/2Rz− V1/2Rz′‖2
6 ϑ−1
〈
V−1/2z− V−1/2z′ | V1/2Rz− V1/2Rz′
〉
= ϑ−1
〈
z− z′ | Rz− Rz′〉
= ϑ−1
〈
z− z′ | VRz− VRz′〉
V−1
, (3.3)
which shows that VR is ϑ-cocoercive in (K, ‖ · ‖V−1). A forward-backward iteration can thus be
employed to find an element of Z by composing operators JγnVQ and Id − γnVR. In (K, ‖ · ‖V−1),
the first operator is firmly nonexpansive (hence, 1/2-averaged) and the second one is γn/(2ϑ)-
averaged [5, Proposition 4.33]. The relaxed randomized algorithm given in [23, Section 4] then
takes the form (3.1). The convergence result follows from [23, Theorem 4.1] by noticing that
Assumption (i) leads to∑
n∈N
√
E(‖sn‖2V−1 |Zn) 6
√
‖V−1‖
∑
n∈N
√
E(‖sn‖2 |Zn) < +∞ (3.4)
∑
n∈N
√
E(‖tn‖2V−1 |Zn) 6
√
‖V−1‖
∑
n∈N
√
E(‖tn‖2 |Zn) < +∞ (3.5)
and that weak convergences in the sense of 〈· | ·〉 and 〈· | ·〉V−1 are equivalent.
Remark 3.2
(i) If R = L∗R˜L where L ∈ B(K, K˜), R˜ : K˜ → K˜ is ϑ˜-cocoercive with ϑ˜ ∈ ]0,+∞[, and K˜ is
a separable real Hilbert space, then V1/2RV1/2 is ϑ-cocoercive for every strongly positive
self-adjoint operator V ∈ B(K) such that ϑ‖LVL∗‖ = ϑ˜.
(ii) At iteration n ∈ N, sn and tn can be viewed as error terms when applying R and JγnVQ,
respectively. The ability to consider summable stochastic errors offers more freedom than
the assumption of summable deterministic errors which is often adopted in the literature.
Note however that relative error models are considered in [38, 50, 51].
(iii) Let n ∈ N∗. In view of (3.1), En and Zn are independent if εn is independent of(
z0, (εn′ , sn′ , tn′)06n′<n
)
.
4 Block-coordinate primal-dual algorithms for composite monotone
inclusion problems
In the rest of this section, p and q are positive integers, (Hj)16j6p and (Gk)16k6q are separable real
Hilbert spaces. In addition, H = H1 ⊕ · · · ⊕ Hp and G = G1 ⊕ · · · ⊕ Gq denote the Hilbert direct
sums of (Hj)16j6p and (Gk)16k6q, respectively. We will also consider the product space K = H⊕G.
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4.1 Problem
The following problem involving monotone operators which has drawn much attention in the last
years (see e.g. [8, 11, 17, 22, 44, 47]) will play a prominent role throughout this work.
Problem 4.1 For every j ∈ {1, . . . , p}, let Aj : Hj → 2Hj be maximally monotone, let Cj : Hj →
Hj be cocoercive and, for every k ∈ {1, . . . , q}, let Bk : Gk → 2Gk be maximally monotone, let
Dk : Gk → 2Gk be maximally and strongly monotone, and let Lk,j ∈ B(Hj ,Gk). It is assumed that
(∀k ∈ {1, . . . , q}) Lk =
{
j ∈ {1, . . . , p} ∣∣ Lk,j 6= 0} 6= ∅, (4.1)
(∀j ∈ {1, . . . , p}) L∗j =
{
k ∈ {1, . . . , q} ∣∣ Lk,j 6= 0} 6= ∅, (4.2)
and that the set F of solutions to the problem:
find x1 ∈ H1, . . . , xp ∈ Hp such that
(∀j ∈ {1, . . . , p}) 0 ∈ Ajxj + Cjxj +
q∑
k=1
L∗k,j(Bk Dk)
( p∑
j′=1
Lk,j′xj′
)
(4.3)
is nonempty. We also consider the set F∗ of solutions to the dual problem:
find v1 ∈ G1, . . . , vq ∈ Gq such that
(∀k ∈ {1, . . . , q}) 0 ∈ −
p∑
j=1
Lk,j(A
−1
j C
−1
j )
(
−
q∑
k′=1
L∗k′,jvk′
)
+ B−1k vk + D
−1
k vk. (4.4)
Our objective is to find a pair (x̂, v̂) of random variables such that x̂ is F-valued and v̂ is F∗-valued.
The previous problem can be recast as a search for a zero of the sum of two maximally monotone
operators in the product space K as indicated below [26, 54].
Proposition 4.2 Let us define A : H → 2H : x 7→×pj=1Ajxj , B : G → 2G : v 7→×qk=1Bkvk, C : H →
H : x 7→ (Cjxj)16j6p, D : G→ 2G : v 7→×qk=1Dkvk, and L : H→ G : x 7→ (∑pj=1 Lk,jxj)16k6q. Let us
now introduce the operators
Q : K→ 2K
(x, v) 7→ (Ax+ L∗v)× (−Lx+ B−1v) (4.5)
and
R : K→ K
(x, v) 7→ (Cx,D−1v). (4.6)
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Then, the following hold:
(i) Q is maximally monotone and R is cocoercive.
(ii) Z = zer (Q+ R) is nonempty.
(iii) A pair (x̂, v̂) of random variables is a solution to Problem 4.1 if and only if (x̂, v̂) is Z-valued.
The above properties suggest employing the block-coordinate forward-backward algorithm de-
veloped in Section 3 to solve numerically Problem 4.1. According to the choice of the involved
preconditioning operator, several algorithms can be devised. Subsequently, L ∈ B(H,G) is defined
as in Proposition 4.2.
4.2 First algorithm subclass
We state two preliminary results which will be useful in the derivation of the algorithms proposed
in this section.
Lemma 4.3 Let W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that
‖U1/2LW1/2‖ < 1.
(i) The operator defined by
V′ : K→ K
(x, v) 7→ (W−1x− L∗v,−Lx+U−1v) (4.7)
is a strongly positive self-adjoint operator in B(K). Its inverse given by
V : K→ K
(x, v) 7→ ((W−1 − L∗UL)−1x+WL∗(U−1 − LWL∗)−1v, (U−1 − LWL∗)−1(LWx+ v))
(4.8)
is also a strongly positive self-adjoint operator in B(K).
(ii) Let C : H → H, D : G → 2G, and R : K → K be the operators defined in Proposition 4.2.
If W1/2CW1/2 is µ-cocoercive with µ ∈ ]0,+∞[ and U1/2D−1U1/2 is ν-cocoercive with ν ∈
]0,+∞[, then, for every α ∈ ]0,+∞[, V1/2RV1/2 is ϑα-cocoercive, where
ϑα = (1−‖U1/2LW1/2‖2)min
{
µ(1+α‖U1/2LW1/2‖)−1, ν(1+α−1‖U1/2LW1/2‖)−1}. (4.9)
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Proof. (i) The operators W−1 and U−1 being linear bounded and self-adjoint, V′ is linear bounded
and self-adjoint. In addition, for every (x, v) ∈ K,〈
x | (W−1 − L∗UL)x〉 = 〈W−1/2x | (Id −W1/2L∗ULW1/2)W−1/2x〉
=
〈
x |W−1x〉− 〈W−1/2x |W1/2L∗ULW1/2W−1/2x〉
> (1− ‖W1/2L∗ULW1/2‖)〈x |W−1x〉
> (1− ‖U1/2LW1/2‖2)‖W‖−1‖x‖2 (4.10)
and 〈
v | (U−1 − LWL∗)v〉 > (1− ‖U1/2LWL∗U1/2‖)〈v | U−1v〉
> (1− ‖U1/2LW1/2‖2)‖U‖−1‖v‖2. (4.11)
We can deduce that〈
(x, v) | V′(x, v)〉 = 〈x−WL∗v |W−1(x−WL∗v)〉+ 〈v | (U−1 − LWL∗)v〉
> (1− ‖U1/2LW1/2‖2)‖U‖−1‖v‖2 (4.12)
and similarly,〈
(x, v) | V′(x, v)〉 > (1− ‖U1/2LW1/2‖2)‖W‖−1‖x‖2. (4.13)
The latter two inequalities yield〈
(x, v) | V′(x, v)〉 > (1− ‖U1/2LW1/2‖2)min{‖W‖−1, ‖U‖−1}max{‖x‖2, ‖v‖2}
>
1
2
(1− ‖U1/2LW1/2‖2)min{‖W‖−1, ‖U‖−1}(‖x‖2 + ‖v‖2). (4.14)
This shows that V′ is a strongly positive operator. It is thus an isomorphism and its inverse is a
strongly positive self-adjoint operator in B(K).
Furthermore, (4.10) (resp. (4.11)) shows that W−1 − L∗UL (resp. U−1 − LWL∗) is an isomor-
phism since it is a strongly positive self-adjoint operator in B(H) (resp. B(G)). The expression of
the inverse of V′ can be checked by direct calculations.
(ii) Let α ∈ ]0,+∞[. Showing that V1/2RV1/2 is ϑα-cocoercive is tantamount to establishing that(∀(z, z′) ∈ K2) 〈z− z′ | V1/2RV1/2z− V1/2RV1/2z′〉 > ϑα‖V1/2RV1/2z− V1/2RV1/2z′‖2
⇔ (∀(z, z′) ∈ K2) 〈z− z′ | Rz− Rz′〉 > ϑα‖Rz− Rz′‖2V. (4.15)
Let z = (x, v) ∈ K and z′ = (x′, v′) ∈ K. We have
‖Rz− Rz′‖2V =
〈
Cx− Cx′ | (W−1 − L∗UL)−1(Cx− Cx′)〉
+
〈
D−1v −D−1v′ | (U−1 − LWL∗)−1(D−1v −D−1v′)〉
+ 2
〈
Cx− Cx′ |WL∗(U−1 − LWL∗)−1(D−1v −D−1v′)〉. (4.16)
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On the other hand,〈
Cx− Cx′ | (W−1 − L∗UL)−1(Cx− Cx′)〉
=
〈
W1/2(Cx− Cx′) | (Id −W1/2L∗ULW1/2)−1W1/2(Cx− Cx′)
〉
6 ‖(Id −W1/2L∗ULW1/2)−1‖ ‖Cx− Cx′‖2W
= (1− ‖U1/2LW1/2‖2)−1‖Cx− Cx′‖2W , (4.17)〈
D−1v −D−1v′ | (U−1 − LWL∗)−1)(D−1v −D−1v′)〉
6 (1− ‖U1/2LW1/2‖2)−1‖D−1v −D−1v′‖2U , (4.18)〈
Cx− Cx′ |WL∗(U−1 − LWL∗)−1)(D−1v −D−1v′)〉
6 ‖W1/2(Cx− Cx′)‖‖W1/2L∗U1/2(Id −U1/2LWL∗U1/2)−1‖‖U1/2(D−1v −D−1v′)‖
6 ‖U1/2LW1/2‖(1− ‖U1/2LW1/2‖2)−1‖Cx− Cx′‖W‖D−1v −D−1v′‖U
6
1
2
‖U1/2LW1/2‖(1 − ‖U1/2LW1/2‖2)−1(α‖Cx− Cx′‖2W + α−1‖D−1v −D−1v′‖2U). (4.19)
Altogether, (4.16)-(4.19) and the cocoercivity assumptions on W1/2CW1/2 and U1/2D−1U1/2 lead
to the inequalities
‖Rz− Rz′‖2V 6 (1− ‖U1/2LW1/2‖2)−1
(
(1 + α‖U1/2LW1/2‖)‖Cx− Cx′‖2W
+ (1 + α−1‖U1/2LW1/2‖)‖D−1v −D−1v′‖2U
)
6 (1− ‖U1/2LW1/2‖2)−1(µ−1(1 + α‖U1/2LW1/2‖)〈x− x′ | Cx− Cx′〉
+ ν−1(1 + α−1‖U1/2LW1/2‖)〈v − v′ | D−1v −D−1v′〉)
6 ϑ−1α
〈
z− z′ | Rz− Rz′〉. (4.20)
Remark 4.4
(i) In (4.9), we can simply choose α = 1, yielding the cocoercivity constant
ϑ1 = (1− ‖U1/2LW1/2‖)min{µ, ν}. (4.21)
A tighter value of this constant is ϑα̂ where α̂ is the maximizer of α 7→ ϑα on ]0,+∞[. It can
be readily shown that
α̂ =
µ− ν +
√
(µ− ν)2 + 4µν‖U1/2LW1/2‖2
2ν‖U1/2LW1/2‖ . (4.22)
(ii) When D−1 = 0, the positive constant ν can be chosen arbitrarily large. A cocoercivity con-
stant of V1/2RV1/2 is then equal to
lim
α→0
α>0
ϑα = (1− ‖U1/2LW1/2‖2)µ. (4.23)
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Lemma 4.5 Let A : H→ 2H, B : G → 2G, C : H → H, D : G→ 2G, Q : K → 2K, and R : K → K. Let
W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that ‖U1/2LW1/2‖ < 1.
Let V ∈ B(K) be defined by (4.8). For every z = (x, v) ∈ K and (c, e) ∈ K, let{
y = JWA(x−W(L∗v + Cx+ c))
u = JUB−1(v +U(L(2y − x)−D−1v + e)).
(4.24)
Then, (y,u) = JVQ(z− VRz+ s) where
s =
(
(W−1 − L∗UL)−1(L∗Ue− c), (U−1 − LWL∗)−1(e− LWc)). (4.25)
Proof. Let z = (x, v) ∈ K and let s = (c′, e′) ∈ K. We have the following equivalences:
(y,u) = JVQ(z− VRz+ s)
⇔ z− VRz+ s ∈ (Id + VQ)(y,u)
⇔ V−1(z+ s− (y,u))− Rz ∈ Q(y,u)
⇔
{
W−1(x− y + c′)− L∗(v + e′)− Cx ∈ Ay
U−1(v − u+ e′) + L(2y − x− c′)−D−1v ∈ B−1u
(4.26)
⇔
{
x+ c′ −W(L∗(v + e′) + Cx) ∈ (Id +WA)y
v + e′ +U(L(2y − x− c′)−D−1v) ∈ (Id +UB−1)u
⇔
{
y = JWA
(
x+ c′ −W(L∗(v + e′) + Cx))
u = JUB−1
(
v + e′ +U(L(2y − x− c′)−D−1v)), (4.27)
where, in (4.26), we have used the expression of Q in (4.5) and the expression of the inverse of V
given by (4.7).
In order to conclude, let us note that, since ‖U1/2LW1/2‖ < 1, it has already been observed in
the proof of Lemma 4.3(i) that W−1 − L∗UL and U−1 − LWL∗ are isomorphisms (as a result of
(4.10) and (4.11)). Thus, for every (c, e) ∈ K,{
Wc = WL∗e′ − c′
Ue = e′ −ULc′
⇔
{
c′ = (W−1 − L∗UL)−1(L∗Ue− c)
e′ = (U−1 − LWL∗)−1(e− LWc).
(4.28)
The above two lemmas allow us to obtain a first block-coordinate primal-dual algorithm to
generate a solution to Problem 4.1.
Proposition 4.6 Let
W : H→ H : x 7→ (W1x1, . . . ,Wpxp) and U : G→ G : v 7→ (U1v1, . . . ,Uqvq) (4.29)
where, for every j ∈ {1, . . . , p}, Wj is a strongly positive self-adjoint operator in B(Hj) such that
W
1/2
j CjW
1/2
j is µj-cocoercive with µj ∈ ]0,+∞[ and, for every k ∈ {1, . . . , q}, Uk is a strongly positive
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self-adjoint operator in B(Gk) such that U
1/2
k D
−1
k U
1/2
k is νk-cocoercive with νk ∈ ]0,+∞[. Suppose
that
(∃α ∈ ]0,+∞[) 2ϑα > 1 (4.30)
where ϑα is defined by (4.9) with µ = min{µ1, . . . , µp} and ν = min{ν1, . . . , νq}. Let (λn)n∈N be
a sequence in ]0, 1] such that infn∈N λn > 0, let x0, (an)n∈N, and (cn)n∈N be H-valued random
variables, let v0, (bn)n∈N, and (dn)n∈N be G-valued random variables, and let (εn)n∈N be identically
distributed Dp+q-valued random variables. Iterate
for n = 0, 1, . . .
for j = 1, . . . , p yj,n = εj,n
(
JWjAj
(
xj,n −Wj(
∑
k∈L∗j
L∗k,jvk,n + Cjxj,n + cj,n)
)
+ aj,n
)
xj,n+1 = xj,n + λnεj,n(yj,n − xj,n)
for k = 1, . . . , q uk,n = εp+k,n
(
JUkB
−1
k
(
vk,n + Uk(
∑
j∈Lk
Lk,j(2yj,n − xj,n)−D−1k vk,n + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n),
(4.31)
and set (∀n ∈ N) En = σ(εn) and Xn = σ(xn′ ,vn′)06n′6n. In addition, assume that the following
hold:
(i)
∑
n∈N
√
E(‖an‖2 |Xn) < +∞,
∑
n∈N
√
E(‖bn‖2 |Xn) < +∞,
∑
n∈N
√
E(‖cn‖2 |Xn) < +∞,
and
∑
n∈N
√
E(‖dn‖2 |Xn) < +∞ P-a.s.
(ii) For every n ∈ N, En and Xn are independent, and (∀k ∈ {1, . . . , q}) P[εp+k,0 = 1] > 0.
(iii) For every j ∈ {1, . . . , p} and n ∈ N,
⋃
k∈L∗j
{
ω ∈ Ω ∣∣ εp+k,n(ω) = 1} ⊂ {ω ∈ Ω ∣∣ εj,n(ω) = 1}.
Then, (xn)n∈N converges weakly P-a.s. to an F-valued random variable, and (vn)n∈N converges weakly
P-a.s. to an F∗-valued random variable.
Proof. In view of (iii), for every j ∈ {1, . . . , p}, max{εj,n, (εp+k,n)k∈L∗j} = εj,n. Moreover, for every
k ∈ {1, . . . , q}, j ∈ Lk ⇔ k ∈ L∗j . Iterations (4.31) are thus equivalent to
for n = 0, 1, . . .
for j = 1, . . . , p
ηj,n = max
{
εj,n, (εp+k,n)k∈L∗j
}
yj,n = ηj,n
(
JWjAj
(
xj,n −Wj(
q∑
k=1
L∗k,jvk,n + Cjxj,n + cj,n)
)
+ aj,n
)
xj,n+1 = xj,n + λnεj,n(yj,n − xj,n)
for k = 1, . . . , q uk,n = εp+k,n
(
J
UkB
−1
k
(
vk,n + Uk(
∑
j∈Lk
Lk,j(2yj,n − xj,n)−D−1k vk,n + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n).
(4.32)
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On the other hand, according to Proposition 4.2(i)-(ii), Q is maximally monotone, R is cocoercive,
and Z = zer (Q + R) 6= ∅. It can be noticed that (4.9) and (4.30) imply that ‖U1/2LW1/2‖ < 1.
Thus, by virtue of Lemma 4.5, Algorithm (4.32) can be rewritten under the form of Algorithm
(3.1), where m = p+ q, V is defined by (4.8) and, for every n ∈ N,
zn = (xn,vn), (4.33)
γn = 1, (4.34)
JVQ : z 7→ (Ti,nz)16i6m, (4.35)
(∀j ∈ {1, . . . , p}) Tj,n : K→ Hj , (4.36)
(∀k ∈ {1, . . . , q}) Tp+k,n : K→ Gk, (4.37)
tn = (an, bn), (4.38)
sn =
(
(W−1 − L∗UL)−1(L∗Uen − cn), (U−1 − LWL∗)−1(en − LWcn)
)
, (4.39)
en = 2Lan + dn. (4.40)
Since W and U are two strongly positive self-adjoint operators such that ‖U1/2LW1/2‖ < 1,
Lemma 4.3(i) allows us to claim that V is a strongly positive self-adjoint operator in B(K). In
addition, for every (x, x′) ∈ H2,
〈
x− x′ |W1/2CW1/2x−W1/2CW1/2x′
〉
=
p∑
j=1
〈
xj − x′j |W1/2j CjW1/2j xj −W1/2j CjW1/2j x′j
〉
>
p∑
j=1
µj‖W1/2j CjW1/2j xj −W1/2j CjW1/2j x′j‖2
>µ‖W1/2CW1/2x−W1/2CW1/2x′‖2. (4.41)
Thus W1/2CW1/2 is µ-cocoercive, and similarly, U1/2D−1U1/2 is ν-cocoercive. It follows from
Lemma 4.3(ii) that V1/2RV1/2 is ϑα-cocoercive, and our assumptions guarantee that 1 =
supn∈N γn < 2ϑα. Moreover, it can be deduced from Condition (i) and (4.38)-(4.40) that∑
n∈N
√
E(‖tn‖2 |Xn) 6
∑
n∈N
√
E(‖an‖2 |Xn) +
∑
n∈N
√
E(‖bn‖2 |Xn) < +∞, (4.42)∑
n∈N
√
E(‖sn‖2 |Xn)
6 ‖(W−1 − L∗UL)−1‖
(∑
n∈N
√
E(‖cn‖2 |Xn) + 2‖L∗UL‖
∑
n∈N
√
E(‖an‖2 |Xn)
+ ‖L∗U‖
∑
n∈N
√
E(‖dn‖2 |Xn)
)
+ ‖(U−1 − LWL∗)−1‖
(
2‖L‖
∑
n∈N
√
E(‖an‖2 |Xn)
+
∑
n∈N
√
E(‖dn‖2 |Xn) + ‖LW‖
∑
n∈N
√
E(‖cn‖2 |Xn)
)
< +∞. (4.43)
In addition, since we have assumed that, for every j ∈ {1, . . . , p}, L∗j 6= ∅, (ii) and (iii) guarantee
that Condition (ii) in Proposition 3.1 is also fulfilled. All the assumptions of Proposition 3.1 are
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then satisfied, which allows us to establish the almost sure convergence of (xn,vn)n∈N to a Z-
valued random variable. Finally, Proposition 4.2(iii) ensures that the limit is an F × F∗-valued
random variable.
A number of observations can be made on Proposition 4.6.
Remark 4.7
(i) The Boolean random variables (εi,n)16i6p+q signal the variables (xj,n)16j6p and (vk,n)16k6q
that are activated at each iteration n. From a computational standpoint, when some of them
are zero-valued, no update of the associated variables must be performed. Note that, in
accordance with Condition (iii), for every j ∈ {1, . . . , p}, yj,n needs to be computed not only
when xj,n is activated, but also when there exists k ∈ {1, . . . , q} such that vk,n is activated
and Lk,j 6= 0.
(ii) For every n ∈ N, j ∈ {1, . . . , p}, and k ∈ {1, . . . , q}, aj,n, bk,n, cj,n, and dk,n model stochastic
errors possibly arising at iteration n, when applying JWjAj , JUkB−1k
, Cj , and D
−1
k , respectively.
(iii) Using the triangle and Cauchy-Schwarz inequalities yields
(x ∈ H) ‖U1/2LW1/2x‖2 =
q∑
k=1
∥∥∥ p∑
j=1
U
1/2
k Lk,jW
1/2
j xj
∥∥∥2
6
q∑
k=1
( p∑
j=1
‖U1/2k Lk,jW
1/2
j ‖‖xj‖
)2
6
q∑
k=1
( p∑
j=1
‖U1/2k Lk,jW1/2j ‖2
)( p∑
j=1
‖xj‖2
)
, (4.44)
which shows that
‖U1/2LW1/2‖ 6
( p∑
j=1
q∑
k=1
‖U1/2k Lk,jW1/2j ‖2
)1/2
. (4.45)
For every j ∈ {1, . . . , p}, let a cocoercivity constant of Cj be denoted by µ˜j ∈ ]0,+∞[ and, for
every k ∈ {1, . . . , q}, let a strong monotonicity constant of Dk be denoted by ν˜k ∈ ]0,+∞[.
Then, one can choose
µ = min{(‖Wj‖−1µ˜j)16j6p}, ν = min{(‖Uk‖−1ν˜k)16k6q}. (4.46)
Therefore, by using Remark 4.4(i), a sufficient condition for (4.30) to be satisfied with α = 1
is 1− ( p∑
j=1
q∑
k=1
‖U1/2k Lk,jW1/2j ‖2
)1/2min{(‖Wj‖−1µ˜j)16j6p, (‖Uk‖−1ν˜k)16k6q} > 1
2
.
(4.47)
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When D−1 = 0, in accordance with Remark 4.4(ii), this condition can be replaced by1− p∑
j=1
q∑
k=1
‖U1/2k Lk,jW1/2j ‖2
min{(‖Wj‖−1µ˜j)16j6p} > 1
2
. (4.48)
(iv) The above algorithm extends a number of results existing in a deterministic setting, when
p = 1 and no random sweeping is performed. In most of these works, W1 = τ Id and, for
every k ∈ {1, . . . , q}, Uk = ρkId where (τ, ρ1, . . . , ρq) ∈ ]0,+∞[q+1. In particular, in [54], a
sufficient condition for (4.47) to be satisfied is employed, while in [26] it is assumed that
D−1 = 0 and a condition similar to (4.48) is used. The proposed block-coordinate algorithm
also extends the results in [24, Section 6] when a constant metric is considered.
Due to the symmetry existing between the primal and the dual problems, we can swap the roles of
these two problems, so leading to a symmetric form of Algorithm (4.31):
Proposition 4.8 Let W, U, µ, and ν be defined as in Proposition 4.6. Suppose that (4.30) holds
where ϑα is defined by (4.9). Let (λn)n∈N be a sequence in ]0, 1] such that infn∈N λn > 0, let x0,
(an)n∈N, and (cn)n∈N be H-valued random variables, let v0, (bn)n∈N, and (dn)n∈N be G-valued
random variables, and let (εn)n∈N be identically distributed Dp+q-valued random variables. Iterate
for n = 0, 1, . . .
for k = 1, . . . , q uk,n = εp+k,n
(
JUkB
−1
k
(
vk,n + Uk(
∑
j∈Lk
Lk,jxj,n − D−1k vk,n + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n)
for j = 1, . . . , p yj,n = εj,n
(
JWjAj
(
xj,n −Wj(
∑
k∈L∗j
L∗k,j(2uk,n − vk,n) + Cjxj,n + cj,n)
)
+ aj,n
)
xj,n+1 = xj,n + λnεj,n(yj,n − xj,n).
(4.49)
In addition, assume that Condition (i) in Proposition 4.6 is satisfied where (∀n ∈ N) En = σ(εn) and
Xn = σ(xn′ ,vn′)06n′6n , and that the following hold:
(ii) For every n ∈ N, En and Xn are independent, and (∀j ∈ {1, . . . , p}) P[εj,0 = 1] > 0.
(iii) For every k ∈ {1, . . . , q} and n ∈ N,
⋃
j∈Lk
{
ω ∈ Ω
∣∣ εj,n(ω) = 1} ⊂ {ω ∈ Ω ∣∣ εp+k,n(ω) = 1}.
Then, (xn)n∈N converges weakly P-a.s. to an F-valued random variable, and (vn)n∈N converges weakly
P-a.s. to an F∗-valued random variable.
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4.3 Second algorithm subclass
We now consider a diagonal form of the operator V, for which we proceed similarly to the approach
followed in Section 4.2.
Lemma 4.9 Let W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that
‖U1/2LW1/2‖ < 1.
(i) The operator defined by
V : K→ K
(x, v) 7→ (Wx, (U−1 − LWL∗)−1v) (4.50)
is a strongly positive self-adjoint operator in B(K).
(ii) Let C : H → H, D : G → 2G, and R : K → K be the operators defined in Proposition 4.2.
If W1/2CW1/2 is µ-cocoercive with µ ∈ ]0,+∞[ and U1/2D−1U1/2 is ν-cocoercive with ν ∈
]0,+∞[, then V1/2RV1/2 is ϑ-cocoercive, where
ϑ = min
{
µ, ν(1− ‖U1/2LW1/2‖2)}. (4.51)
Proof. (i) First note that, as we have already shown in (4.11), if ‖U1/2LW1/2‖ < 1, then U−1 −
LWL∗ is a strongly positive operator in B(G) and it is thus an isomorphism. We have then, for
every (x, v) ∈ K,
〈(x, v) | V(x, v)〉 = 〈x |Wx〉+ 〈v | (U−1 − LWL∗)−1v〉
> ‖W−1‖−1‖x‖2 + ‖U−1 − LWL∗‖−1‖v‖2
> min
{‖W−1‖−1, ‖U−1 − LWL∗‖−1}(‖x‖2 + ‖v‖2). (4.52)
Hence, V is a strongly positive self-adjoint operator.
(ii) Let z = (x, v) ∈ K and z′ = (x′, v′) ∈ K. We have
‖Rz− Rz′‖2V
=
〈
Cx− Cx′ |W(Cx− Cx′)〉+ 〈D−1v −D−1v′ | (U−1 − LWL∗)−1(D−1v −D−1v′)〉
6 ‖Cx− Cx′‖2W + ‖(Id −U1/2LWL∗U1/2)−1‖‖D−1v −D−1v′‖2U
6 µ−1
〈
x− x′ | Cx− Cx′〉+ ν−1(1− ‖U1/2LW1/2‖2)−1〈v − v′ | D−1v −D−1v′〉
6 max
{
µ−1, ν−1(1− ‖U1/2LW1/2‖2)−1}〈z− z′ | Rz− Rz′〉, (4.53)
which, in view of the remark made at the beginning of the proof of Lemma 4.3(ii), shows that
V1/2RV1/2 is ϑ-cocoercive.
Lemma 4.10 Let B : G → 2G, C : H → H, D : G → 2G, Q : K → 2K, and R : K → K. Assume that
the operator A defined in Proposition 4.2 is zero. Let W ∈ B(H) and U ∈ B(G) be two strongly
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positive self-adjoint operators such that ‖U1/2LW1/2‖ < 1. Let V ∈ B(K) be defined by (4.50). For
every z = (x, v) ∈ K and (e1, e2) ∈ K, let{
u = JUB−1
(
v +U
(
L(x−W(Cx+ L∗v))−D−1v + e2
))
y = x−W(Cx+ L∗u+ e1).
(4.54)
Then, (y,u) = JVQ(z− VRz+ s) where
s =
(−We1, (U−1 − LWL∗)−1(e2 + LWe1)). (4.55)
Proof. Let z = (x, v) ∈ K and let s = (e′1, e′2) ∈ K. The following equivalences are obtained:
(y,u) = JVQ(z− VRz+ s)
⇔ V−1(z+ s− (y,u))− Rz ∈ Q(y,u)
⇔
{
W−1(x− y + e′1)− L∗u− Cx = 0
(U−1 − LWL∗)(v − u+ e′2) + Ly −D−1v ∈ B−1u
⇔
{
y = x−W(Cx+ L∗u) + e′1
v + e′2 +U
(
L
(
x−W(Cx+ L∗v + L∗e′2) + e′1
)−D−1v) ∈ (Id +UB−1)u
⇔
{
u = JUB−1
(
v + e′2 +U
(
L
(
x−W(Cx+ L∗v + L∗e′2) + e′1
)−D−1v))
y = x−W(Cx+ L∗u) + e′1,
(4.56)
which lead to (4.54) provided that{
−We1 = e′1
Ue2 = UL(e
′
1 −WL∗e′2) + e′2.
(4.57)
Since U−1 − LWL∗ is an isomophism, the latter equalities are equivalent to (4.55).
From the above two lemmas, a second type of block-coordinate primal-dual algorithm can be
deduced to solve Problem 4.1 in the case when A = 0.
Proposition 4.11 Let W, U, µ, and ν be defined as in Proposition 4.6. Suppose that
min
{
µ, ν(1− ‖U1/2LW1/2‖2)} > 1
2
. (4.58)
Let (λn)n∈N be a sequence in ]0, 1] such that infn∈N λn > 0, let x0 and (cn)n∈N be H-valued random
variables, let v0, (bn)n∈N, and (dn)n∈N be G-valued random variables, and let (εn)n∈N be identically
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distributed Dp+q-valued random variables. Iterate
for n = 0, 1, . . .
for j = 1, . . . , p⌊
ηj,n = max
{
εp+k,n
∣∣ k ∈ L∗j}
wj,n = ηj,n
(
xj,n −Wj(Cjxj,n + cj,n)
)
for k = 1, . . . , q uk,n = εp+k,n
(
J
UkB
−1
k
(
vk,n + Uk(
∑
j∈Lk
Lk,j(wj,n −Wj
∑
k′∈L∗j
L∗k′,jvk′,n)− D−1k vk,n + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n)
for j = 1, . . . , p⌊
xj,n+1 = xj,n + λnεj,n
(
wj,n −Wj
∑
k∈L∗j
L∗k,juk,n − xj,n
)
,
(4.59)
and set (∀n ∈ N) En = σ(εn) and Xn = σ(xn′ ,vn′)06n′6n. In addition, assume that
(i)
∑
n∈N
√
E(‖bn‖2 |Xn) < +∞,
∑
n∈N
√
E(‖cn‖2 |Xn) < +∞, and
∑
n∈N
√
E(‖dn‖2 |Xn) <
+∞ P-a.s.
and Conditions (ii)-(iii) in Proposition 4.8 hold.
If, in Problem 4.1, (∀j ∈ {1, . . . , p}) Aj = 0, then (xn)n∈N converges weakly P-a.s. to an F-valued
random variable, and (vn)n∈N converges weakly P-a.s. to an F
∗-valued random variable.
Proof. First note that, in view of Condition (iii) in Proposition 4.8 (since (∀j ∈ {1, . . . , p}) L∗j 6= ∅),
Iterations (4.59) are equivalent to
for n = 0, 1, . . .
for k = 1, . . . , q⌊
ζk,n = max
{
εp+k,n, (εj,n)j∈Lk
}
for j = 1, . . . , p⌊
ηj,n = max
{
εj,n, (ζk,n)k∈L∗j
}
wj,n = ηj,n
(
xj,n −Wj(Cjxj,n + cj,n)
)
for k = 1, . . . , q uk,n = ζk,n
(
JUkB−1k
(
vk,n + Uk(
∑
j∈Lk
Lk,j(wj,n −Wj
∑
k′∈L∗j
L∗k′,jvk′,n)− D−1k vk,n + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n)
for j = 1, . . . , p⌊
xj,n+1 = xj,n + λnεj,n
(
wj,n −Wj
∑
k∈L∗j
L∗k,juk,n − xj,n
)
.
(4.60)
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Furthermore, Condition (4.58) implies that ‖U1/2LW1/2‖ < 1. Hence, Lemma 4.10 allows us to
show the equivalence between Algorithms (4.60) and (3.1) when V is given by (4.50), Q is given
by (4.5) (with A = 0), and R is given by (4.6), provided that, for every n ∈ N, (4.33)-(4.37) hold
and
tn = (0, bn), (4.61)
sn =
(−We1,n, (U−1 − LWL∗)−1(LWL∗bn + dn)), (4.62)
e1,n = L
∗
bn + cn. (4.63)
In the proof of Proposition 4.6, we have seen that W1/2CW1/2 is µ-cocoercive and U1/2D−1U1/2
is ν-cocoercive. According to Lemma 4.9(ii), V1/2RV1/2 is thus ϑ-cocoercive where ϑ is given by
(4.51), and (4.58) means that 1 = supn∈N γn < 2ϑ. In addition,∑
n∈N
√
E(‖tn‖2 |Xn) =
∑
n∈N
√
E(‖bn‖2 |Xn) < +∞, (4.64)∑
n∈N
√
E(‖sn‖2 |Xn)
6 ‖WL∗‖
∑
n∈N
√
E(‖bn‖2 |Xn) + ‖W‖
∑
n∈N
√
E(‖cn‖2 |Xn)
+ ‖(U−1 − LWL∗)−1‖
(
‖LWL∗‖
∑
n∈N
√
E(‖bn‖2 |Xn) +
∑
n∈N
√
E(‖dn‖2 |Xn)
)
< +∞. (4.65)
Since we have assumed that, for every k ∈ {1, . . . , q}, Lk 6= ∅, Conditions (ii)-(iii) in Proposi-
tion 4.8 guarantee that Condition (ii) in Proposition 3.1 is satisfied. The convergence result then
follows from this proposition.
Remark 4.12 For every j ∈ {1, . . . , p}, let a cocoercivity constant of Cj be denoted by µ˜j ∈ ]0,+∞[
and, for every k ∈ {1, . . . , q}, let a strong monotonicity constant of Dk be denoted by ν˜k ∈ ]0,+∞[.
Using (4.45)-(4.46), a necessary condition for (4.58) to be satisfied is
min
{
(‖Wj‖−1µ˜j)16j6p,
(
1−
p∑
j=1
q∑
k=1
‖U1/2k Lk,jW1/2j ‖2
)
(‖Uk‖−1ν˜k)16k6q
}
>
1
2
. (4.66)
In the case when, for every k ∈ {1, . . . , q}, D−1k = 0, the constants (ν˜k)16k6q can be chosen
arbitrarily large and the above condition reduces to
p∑
j=1
q∑
k=1
‖U1/2k Lk,jW
1/2
j ‖2 < 1
min
{
(‖Wj‖−1µ˜j)16j6p
}
>
1
2
.
(4.67)
This condition appears to be less restrictive than (4.48).
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5 Block-coordinate primal-dual proximal algorithms for convex opti-
mization problems
As we will show next, the results obtained in the previous section allow us to deduce a couple
of novel primal-dual proximal splitting algorithms for solving a variety of (possibly nonsmooth)
convex optimization problems. More precisely, we will turn our attention to the following class of
optimization problems, the notation of the previous section being still in force:
Problem 5.1 For every j ∈ {1, . . . , p}, let fj ∈ Γ0(Hj), let hj ∈ Γ0(Hj) be Lipschitz-differentiable,
and, for every k ∈ {1, . . . , q}, let gk ∈ Γ0(Gk), let lk ∈ Γ0(Gk) be strongly convex, and let Lk,j ∈
B(Hj ,Gk). Suppose that (4.1) and (4.2) hold, and that there exists (x1, . . . , xp) ∈ H1 ⊕ · · · ⊕ Hp
such that
(∀j ∈ {1, . . . , p}) 0 ∈ ∂fj(xj) +∇hj(xj) +
q∑
k=1
L∗k,j(∂gk  ∂lk)
( p∑
j′=1
Lk,j′xj′
)
. (5.1)
Let F˜ be the set of solutions to the problem
minimize
x1∈H1,...,xp∈Hp
p∑
j=1
(
fj(xj) + hj(xj)
)
+
q∑
k=1
(gk  lk)
( p∑
j=1
Lk,jxj
)
(5.2)
and let F˜
∗
be the set of solutions to the dual problem
minimize
v1∈G1,...,vq∈Gq
p∑
j=1
(f∗j  h
∗
j)
(
−
q∑
k=1
L∗k,jvk
)
+
q∑
k=1
(
g∗k(vk) + l
∗
k(vk)
)
. (5.3)
Our objective is to find a pair (x̂, v̂) of random variables such that x̂ is F˜-valued and v̂ is F˜
∗
-valued.
Note that the inclusion condition in Problem 5.1 is satisfied under a number of relatively weak
assumptions:
Proposition 5.2 [17, Proposition 5.3] Consider the setting of Problem 5.1. Suppose that (5.2) has
a solution. Then, the existence of (x1, . . . , xp) ∈ H1 ⊕ · · · ⊕ Hp satisfying (5.1) is guaranteed in each
of the following cases:
(i) For every j ∈ {1, . . . , p}, fj is real-valued and, for every k ∈ {1, . . . , q}, (xj)16j6p 7→
∑p
j=1 Lk,jxj
is surjective.
(ii) For every k ∈ {1, . . . , q}, gk or lk is real-valued.
(iii) (Hj)16j6p and (Gk)16k6q are finite-dimensional, and (∀j ∈ {1, . . . , p}) (∃xj ∈ ri dom fj) such
that (∀k ∈ {1, . . . , q})∑pj=1 Lk,jxj ∈ ri dom gk + ri dom lk.
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The following result can be deduced from Proposition 4.6:
Proposition 5.3 Let W and U be defined as in Proposition 4.6. For every j ∈ {1, . . . , p}, let µ−1j ∈
]0,+∞[ be a Lipschitz constant of the gradient of hj ◦W1/2j and, for every k ∈ {1, . . . , q}, let ν−1k ∈
]0,+∞[ be a Lipschitz constant of the gradient of l∗k ◦ U1/2k . Suppose that (4.30) holds where ϑα is
defined by (4.9), µ = min{µ1, . . . , µp}, and ν = min{ν1, . . . , νq}. Let (λn)n∈N be a sequence in ]0, 1]
such that infn∈N λn > 0, let x0, (an)n∈N, and (cn)n∈N be H-valued random variables, let v0, (bn)n∈N,
and (dn)n∈N be G-valued random variables, and let (εn)n∈N be identically distributed Dp+q-valued
random variables. Iterate
for n = 0, 1, . . .
for j = 1, . . . , p yj,n = εj,n
(
prox
W−1j
fj
(
xj,n −Wj(
∑
k∈L∗j
L∗k,jvk,n +∇hj(xj,n) + cj,n)
)
+ aj,n
)
xj,n+1 = xj,n + λnεj,n(yj,n − xj,n)
for k = 1, . . . , q uk,n = εp+k,n
(
prox
U−1k
g∗k
(
vk,n + Uk(
∑
j∈Lk
Lk,j(2yj,n − xj,n)−∇l∗k(vk,n) + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n).
(5.4)
In addition, assume that Conditions (i)-(iii) in Proposition 4.6 hold, where (∀n ∈ N) En = σ(εn) and
Xn = σ(xn′ ,vn′)06n′6n.
Then, (xn)n∈N converges weakly P-a.s. to a F˜-valued random variable, and (vn)n∈N converges weakly
P-a.s. to a F˜
∗
-valued random variable.
Proof. Let us set, for every j ∈ {1, . . . , p}, Aj = ∂fj , Cj = ∇hj and, for every k ∈ {1, . . . , q},
Bk = ∂gk, and D
−1
k = ∇l∗k. Then, it can be noticed that, for every j ∈ {1, . . . , p} and k ∈ {1, . . . , q},
JWjAj = prox
W−1j
fj
, JUkB−1k
= prox
U−1k
g∗k
, and that the Lipschitz-differentiability assumptions made
on hj and l
∗
k are equivalent to the fact that W
1/2
j CjW
1/2
j is µj-cocoercive and U
1/2
k D
−1
k U
1/2
k is νk-
cocoercive [5, Corollaries 16.42 & 18.16]. Proposition 4.6 thus allows us to assert that (xn)n∈N
converges weakly P-a.s. to an F-valued random variable, and (vn)n∈N converges weakly P-a.s. to
an F∗-valued random variable, where F and F∗ have been defined in Problem 4.1. Let us now
show that the first limit is a F˜-valued random variable, and the second one is a F˜
∗
-valued random
variable. Define the separable functions f ∈ Γ0(H), h ∈ Γ0(H), g ∈ Γ0(G), and l ∈ Γ0(G) as
f : x 7→
p∑
j=1
fj(xj), h : x 7→
p∑
j=1
hj(xj), (5.5)
g : v 7→
q∑
k=1
gk(vk), l : v 7→
q∑
k=1
lk(vk). (5.6)
According to [5, Proposition 16.8], (5.1) can be reexpressed more concisely as
0 ∈ ∂f(x) +∇h(x) + L∗(∂g∂l)(Lx). (5.7)
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Since dom h = H, ∂f + ∇h = ∂(f + h) [5, Propositions 16.38 & 17.26] and since dom l∗ =
G, ∂g ∂l = ∂(g l) [5, Proposition 24.27]. Equation (5.7) implies that L
(
dom (f + h)
) ∩
dom (g l) 6= ∅ [5, Proposition 16.3(i)] and it follows from [5, Proposition 16.5] that
(∀x ∈ H) ∂f(x) +∇h(x) + L∗(∂g∂l)(Lx) ⊂ ∂(f + h+ (g l) ◦ L)(x). (5.8)
As a consequence of (4.3) and Fermat’s rule [5, Theorem 16.2], this allows us to conclude that
F = zer
(
∂f +∇h+ L∗(∂g∂l)L) ⊂ zer (∂(f + h+ (g l) ◦ L)) = F˜. (5.9)
By a similar argument, the fact that F∗ = zer
(− L(∂f∗∂h∗)(−L∗) + ∂g∗ +∇l∗) 6= ∅ allows us to
show that F∗ ⊂ F˜∗.
In a quite similar way, Proposition 4.11 leads to the following result.
Proposition 5.4 Let W and U be defined as in Proposition 4.6. Let µ and ν be defined as in Propo-
sition 5.3. Suppose that Condition (4.58) holds. Let (λn)n∈N be a sequence in ]0, 1] such that
infn∈N λn > 0, let x0 and (cn)n∈N be H-valued random variables, let v0, (bn)n∈N, and (dn)n∈N be
G-valued random variables, and let (εn)n∈N be identically distributed Dp+q-valued random variables.
Iterate
for n = 0, 1, . . .
for j = 1, . . . , p⌊
ηj,n = max
{
εp+k,n
∣∣ k ∈ L∗j}
wj,n = ηj,n
(
xj,n −Wj(∇hj(xj,n) + cj,n)
)
for k = 1, . . . , q uk,n = εp+k,n
(
prox
U−1k
g∗k
(
vk,n + Uk(
∑
j∈Lk
Lk,j(wj,n −Wj
∑
k′∈L∗j
L∗k′,jvk′,n)−∇l∗k(vk,n) + dk,n)
)
+ bk,n
)
vk,n+1 = vk,n + λnεp+k,n(uk,n − vk,n)
for j = 1, . . . , p⌊
xj,n+1 = xj,n + λnεj,n
(
wj,n −Wj
∑
k∈L∗j
L∗k,juk,n − xj,n
)
.
(5.10)
In addition, assume that Conditions (i) in Proposition 4.11, and (ii)-(iii) in Proposition 4.8 hold,
where (∀n ∈ N) En = σ(εn) and Xn = σ(xn′ ,vn′)06n′6n.
If, in Problem 5.1, (∀j ∈ {1, . . . , p}) fj = 0, then (xn)n∈N converges weakly P-a.s. to a F˜-valued
random variable, and (vn)n∈N converges weakly P-a.s. to a F˜
∗
-valued random variable.
At this point, it may appear interesting to examine the connections existing between the two
proposed block-coordinate proximal algorithms and published works.
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Remark 5.5
(i) In practice, one may be interested in problems of the form
minimize
x1∈H1,...,xp∈Hp
p∑
j=1
(
fj(xj) + hj(xj)
)
+
q∑
k=1
gk
( p∑
j=1
Lk,jxj
)
. (5.11)
These are special cases of (5.2) where (∀k ∈ {1, . . . , q}) lk = ι{0}, i.e. l∗k = 0.
(ii) Algorithm (5.4) extends the deterministic approaches in [13, 26, 28, 32, 54], which deal
with the case when p = 1, by introducing some random sweeping of the coordinates and
by allowing the use of stochastic errors. Similarly, Algorithm (5.10) extends the algorithms
in [16, 37] which were developed in a deterministic setting in the absence of errors, in the
scenario where p = q = 1, H1 and G1 are finite dimensional spaces, l1 = ι{0}, W1 = τ Id
with τ ∈ ]0,+∞[, U1 = ρId with ρ ∈ ]0,+∞[, and no relaxation (λn ≡ 1) or a constant one
(λn ≡ λ0 < 1) is performed. Recently, these works have been generalized to possibly infinite-
dimensional Hilbert spaces when p = 1 and q > 1, arbitrary preconditioning operators
are employed, and deterministic summable errors are allowed [18]. The practical interest
of introducing preconditioning operators for accelerating the convergence of primal-dual
proximal methods was emphasized in [18, 45, 48].
(iii) In [23, Corollary 5.5], another random block-coordinate primal-dual algorithm was pro-
posed to solve an instance of Problem 5.1 obtained when (∀j ∈ {1, . . . , p}) hj = 0 and
(∀k ∈ {1, . . . , q}) lk = ι{0}. This algorithm is based on the Douglas-Rachford iteration which
is also at the origin of the randomized Alternating Direction Method of Multipliers (ADMM)
developed in finite dimensional spaces in [34]. Note however that the algorithm in [23,
Corollary 5.5] requires to invert Id + LL∗ or Id + L∗L (see [23, Remark 5.4]). By con-
trast, Algorithms (5.4) and (5.10) do not make it necessary to perform any linear operator
inversion.
6 Asynchronous distributed algorithms
In this part, H, G1, . . . ,Gm are separable real Hilbert spaces, G = G1 ⊕ · · · ⊕ Gm, and the following
problem is addressed:
Problem 6.1 For every i ∈ {1, . . . ,m}, let Ai : H → 2H be maximally monotone, let Ci : H → H be
cocoercive, let Bi : Gi → 2Gi be maximally monotone, let Di : Gi → 2Gi be maximally monotone
and strongly monotone, and let Mi be a nonzero operator in B(H,Gi). We assume that the set F̂ of
solutions to the problem:
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find x ∈ H such that 0 ∈
m∑
i=1
Aix+ Cix+M
∗
i (BiDi)(Mix) (6.1)
is nonempty. Our objective is to find a F̂-valued random variable x̂.
Problem (6.1) can be reformulated in the product space Hm as
find (x1, . . . , xm) ∈ Λm such that 0 ∈
m∑
i=1
Aixi + Cixi +M
∗
i (BiDi)(Mixi) (6.2)
where
Λm =
{
(x1, . . . , xm) ∈ Hm
∣∣ x1 = . . . = xm}. (6.3)
This kind of reformulation was employed in [20, 44] to obtain parallel algorithms for finding a
zero of a sum of maximal operators and it is also popular in consensus problems [10, 42]. To
devise distributed algorithms, the involved linear constraint is further split in a set of similar
constraints, each of them involving a reduced subset of variables. In this context indeed, each
index i ∈ {1, . . . ,m} corresponds to a given agent and a modeling of the topological relationships
existing between the different agents is needed. To do so, we define nonempty subsets (Vℓ)16ℓ6r
of {1, . . . ,m}, with cardinalities (κℓ)16ℓ6r, which are such that:
Assumption 6.2 For every x = (xi)16i6m ∈ Hm,
x ∈ Λm ⇔ (∀ℓ ∈ {1, . . . , r}) (xi)i∈Vℓ ∈ Λκℓ . (6.4)
This assumption is obviously satisfied if r = 1 and V1 = {1, . . . ,m}, or if r = m − 1 and (∀ℓ ∈
{1, . . . ,m− 1}) Vℓ = {ℓ, ℓ+ 1}. More generally if the sets (Vℓ)16ℓ6r correspond to the hyperedges
of a hypergraph with vertices {1, . . . ,m}, then the assumption is equivalent to the fact that the
hypergraph is connected.
In the following, we will need to introduce the notation:
H = Hκ1 ⊕ · · · ⊕ Hκr , Λ = Λκ1 ⊕ · · · ⊕ Λκr , (6.5)
A =×mi=1Ai, C =×mi=1Ci, (6.6)
B =×mi=1Bi, D =×mi=1Di, (6.7)
S : Hm → H : x 7→ (Sℓx)16ℓ6r, M : Hm → G : x 7→ (Mixi)16i6m, (6.8)
where, for every ℓ ∈ {1, . . . , r},
Sℓ : H
m → Hκℓ : x 7→ (xi)i∈Vℓ = (xi(ℓ,j))16j6κℓ (6.9)
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and i(ℓ, 1), . . . , i(ℓ, κℓ) denote the elements of Vℓ ordered in an increasing manner. Note that, for
every ℓ ∈ {1, . . . , r}, the adjoint of Sℓ is
S∗ℓ : H
κℓ → Hm : zℓ = (zℓ,j)16j6κℓ 7→ (xi)16i6m (6.10)
where
(∀i ∈ {1, . . . ,m}) xi =
{
zℓ,j if i = i(ℓ, j) with j ∈ {1, . . . , κℓ}
0 otherwise.
(6.11)
The adjoint of S is thus given by
S∗ : H→ Hm : (zℓ)16ℓ6r 7→
r∑
ℓ=1
S∗ℓzℓ = (xi)16i6m (6.12)
where, for every i ∈ {1, . . . ,m},
xi =
∑
(ℓ,j)∈V∗i
zℓ,j (6.13)
with
V
∗
i =
{
(ℓ, j)
∣∣ ℓ ∈ {1, . . . , r}, j ∈ {1, . . . , κℓ}, and i(ℓ, j) = i}. (6.14)
As a consequence of Assumption 6.2, the cardinality of V∗i (i.e. the number of sets (Vℓ)16ℓ6r
containing index i) is nonzero.
The link between Problems 6.1 and 4.1 is now enlightened by the next result:
Proposition 6.3 Under Assumption 6.2, Problem (6.2) is equivalent to
find x ∈ Hm such that 0 ∈ Ax+ Cx+M∗(BD)(Mx) + S∗NΛ(Sx). (6.15)
Proof. For every x ∈ Hm, we have the following simple equivalences:0 ∈
m∑
i=1
Aixi + Cixi +M
∗
i (BiDi)(Mixi)
x ∈ Λm
⇔

(∀i ∈ {1, . . . ,m}) 0 ∈ Aixi + Cixi +M∗i (BiDi)(Mixi) + ui
x ∈ Λm
m∑
i=1
ui = 0
⇔

0 ∈ Ax+ Cx+M∗(BD)(Mx) + u
x ∈ Λm
u ∈ Λ⊥m
⇔ 0 ∈ Ax+ Cx+M∗(BD)(Mx) + S∗NΛ(Sx), (6.16)
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where we have used the fact that NΛm = ∂ιΛm = ∂(ιΛ ◦ S) = S∗∂ιΛS = S∗NΛS since Λ+ ran (S)
is a closed subspace of H [5, Propositions 6.19 & 16.42].
Remark 6.4 If we now reexpress (6.15) in terms of the notation used in Problem 4.1, we see
that the equivalence of Problem 6.1 with Problem 4.1 is obtained by setting p = m, q = m + r,
H1 = . . . = Hm = H, (∀ℓ ∈ {1, . . . , r}) Gm+ℓ = Hκℓ , Bm+ℓ = NΛκℓ , Dm+ℓ = N{0}, and
(∀(k, i) ∈ {1, . . . ,m}2) Lk,i =
{
Mi if k = i
0 otherwise,
(6.17)
(∀ℓ ∈ {1, . . . , r})(∀x ∈ Hm)
m∑
i=1
Lm+ℓ,i xi = Sℓx (6.18)
(hence, (4.1) and (4.2) are satisfied).
Our goal now is to develop asynchronous distributed algorithms for solving Problem 6.1 in
the sense that, at each iteration of these algorithms, a limited number of operators (Ai)16i6m,
(Bi)16i6m, (Ci)16i6m, and (Di)16i6m are activated in a random manner. Based on the above re-
mark, the following convergence result can be deduced from Proposition 4.8.
Proposition 6.5 Let (θℓ)16ℓ6r ∈ ]0,+∞[r. For every i ∈ {1, . . . ,m}, letWi be a strongly positive self-
adjoint operator in B(H) such thatW
1/2
i CiW
1/2
i is µi-cocoercive with µi ∈ ]0,+∞[, let Ui be a strongly
positive self-adjoint operator in B(Gi) such that U
1/2
i D
−1
i U
1/2
i is νi-cocoercive with νi ∈ ]0,+∞[, and
let
θi =
∑
ℓ∈{ℓ′∈{1,...,r}|i∈Vℓ′}
θℓ. (6.19)
Suppose that
(∃α ∈ ]0,+∞[) (1− χ)min{µ(1 + α√χ)−1, ν(1 + α−1√χ)−1} > 1
2
(6.20)
where
χ = max
i∈{1,...,m}
‖U1/2i MiW1/2i ‖2 + θi‖Wi‖, (6.21)
µ = min{µ1, . . . , µm}, and ν = min{ν1, . . . , νm}. Let (λn)n∈N be a sequence in ]0, 1] such that
infn∈N λn > 0, let x0, (an)n∈N, and (cn)n∈N be H
m-valued random variables, let (vi,0)16i6m, (bn)n∈N,
and (dn)n∈N be G-valued random variables, for every ℓ ∈ {1, . . . , r} let vm+ℓ,0 = (vm+ℓ,j,0)16j6κℓ
be a Hκℓ-valued random variable, and let (εn)n∈N be identically distributed D2m+r-valued random
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variables. Set (∀ℓ ∈ {1, . . . , r}) xℓ,0 = κ−1ℓ
∑
i∈Vℓ
xi,0 , iterate
for n = 0, 1, . . .
for ℓ = 1, . . . , r
uℓ,n = ε2m+ℓ,n
( 1
κℓ
κℓ∑
j=1
vm+ℓ,j,n + θℓ xℓ,n
)
for j = 1, . . . , κℓ⌊
wℓ,j,n = ε2m+ℓ,n
(
2(θℓ xi(ℓ,j),n − uℓ,n) + vm+ℓ,j,n)
for i = 1, . . . ,m
ui,n = εm+i,n
(
J
UiB
−1
i
(
vi,n + Ui
(
Mixi,n − D−1i vi,n + di,n)
)
+ bi,n
)
yi,n = εi,n
(
JWiAi
(
xi,n −Wi(M∗i (2ui,n − vi,n) +
∑
(ℓ,j)∈V∗i
wℓ,j,n + Cixi,n + ci,n)
)
+ ai,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n)
for ℓ = 1, . . . , r
vm+ℓ,n+1 = vm+ℓ,n +
λn
2
ε2m+ℓ,n(wℓ,n − vm+ℓ,n)
ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}
xℓ,n+1 = xℓ,n + ηℓ,n
( 1
κℓ
∑
i∈Vℓ
xi,n+1 − xℓ,n
)
,
(6.22)
and set (∀n ∈ N) En = σ(εn) and Xn = σ(xn′ ,vn′)06n′6n. In addition, assume that the following
hold:
(i)
∑
n∈N
√
E(‖an‖2 |Xn) < +∞,
∑
n∈N
√
E(‖bn‖2 |Xn) < +∞,
∑
n∈N
√
E(‖cn‖2 |Xn) < +∞,
and
∑
n∈N
√
E(‖dn‖2 |Xn) < +∞ P-a.s.
(ii) For every n ∈ N, En and Xn are independent, and (∀i ∈ {1, . . . ,m}) P[εi,0 = 1] > 0.
(iii) For every n ∈ N,
(∀i ∈ {1, . . . ,m}) {ω ∈ Ω ∣∣ εi,n(ω) = 1} ⊂ {ω ∈ Ω ∣∣ εm+i,n(ω) = 1} (6.23)
and
(∀ℓ ∈ {1, . . . , r})
⋃
i∈Vℓ
{
ω ∈ Ω ∣∣ εi,n(ω) = 1} ⊂ {ω ∈ Ω ∣∣ ε2m+ℓ,n(ω) = 1}. (6.24)
Then, under Assumption 6.2, for every i ∈ {1, . . . ,m}, (xi,n)n∈N converges weakly P-a.s. to a F̂-valued
random variable x̂ and, for every ℓ ∈ {1, . . . , r}, (xℓ,n)n∈N converges weakly P-a.s. to x̂.
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Proof. By using Proposition 6.3, Remark 6.4, (6.9), (6.12)-(6.13), setting
(∀ℓ ∈ {1, . . . , r}) Um+ℓ = θℓId (6.25)
(∀n ∈ N) bm+ℓ,n = dm+ℓ,n = 0, (6.26)
and noticing that J
Um+ℓN
−1
Λκℓ
= Id − θℓΠΛκℓ (·/θℓ) = Id − ΠΛκℓ (see (2.1)), Algorithm (4.49) for
solving Problem (6.2) reads
for n = 0, 1, . . .
for i = 1, . . . ,m⌊
ui,n = εm+i,n
(
J
UiB
−1
i
(
vi,n + Ui
(
Mixi,n − D−1i vi,n + di,n)
)
+ bi,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
for ℓ = 1, . . . , r⌊
um+ℓ,n = ε2m+ℓ,n
(
vm+ℓ,n + θℓ (xi,n)i∈Vℓ −ΠΛκℓ (vm+ℓ,n + θℓ (xi,n)i∈Vℓ)
)
vm+ℓ,n+1 = vm+ℓ,n + λnε2m+ℓ,n
(
um+ℓ,n − vm+ℓ,n
)
for i = 1, . . . ,m
yi,n = εi,n
(
JWiAi
(
xi,n −Wi(M∗i (2ui,n − vi,n) +
∑
(ℓ,j)∈V∗i
(2um+ℓ,j,n − vm+ℓ,j,n)
+Cixi,n + ci,n)
)
+ ai,n
)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n).
(6.27)
Making explicit the form of the projections onto the vector spaces (Λκℓ)16ℓ6r leads to
for n = 0, 1, . . .
for i = 1, . . . ,m⌊
ui,n = εm+i,n
(
J
UiB
−1
i
(
vi,n + Ui
(
Mixi,n − D−1i vi,n + di,n)
)
+ bi,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
for ℓ = 1, . . . , r
uℓ,n = ε2m+ℓ,nκ
−1
ℓ
( κℓ∑
j=1
vm+ℓ,j,n + θℓ
∑
i∈Vℓ
xi,n
)
for j = 1, . . . , κℓ⌊
um+ℓ,j,n = ε2m+ℓ,n
(
vm+ℓ,j,n + θℓ xi(ℓ,j),n − uℓ,n
)
vm+ℓ,n+1 = vm+ℓ,n + λnε2m+ℓ,n
(
um+ℓ,n − vm+ℓ,n
)
for i = 1, . . . ,m
yi,n = εi,n
(
JWiAi
(
xi,n −Wi(M∗i (2ui,n − vi,n) +
∑
(ℓ,j)∈V∗i
(2um+ℓ,j,n − vm+ℓ,j,n)
+Cixi,n + ci,n)
)
+ ai,n
)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n).
(6.28)
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By defining now, for every n ∈ N and ℓ ∈ {1, . . . , r},
xℓ,n =
1
κℓ
∑
i∈Vℓ
xi,n, (6.29)
wℓ,n = ε2m+ℓ,n(2um+ℓ,n − vm+ℓ,n), (6.30)
ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}, (6.31)
and using (6.24) and the update equation
xℓ,n+1 = xℓ,n + ηℓ,n
( 1
κℓ
∑
i∈Vℓ
xi,n+1 − xℓ,n
)
, (6.32)
(6.22) is obtained after reordering the computation steps in (6.28).
In order to apply Proposition 4.8, we shall now show that Condition (4.30) where ϑα is defined
by (4.9) is fulfilled. Let
W : Hm → Hm : x 7→ (Wixi)16i6m and U : G⊕H→ G⊕H : v 7→ (Ukvk)16k6m+r. (6.33)
According to Remark 6.4 and (6.25), we have
(∀x ∈ Hm) U1/2LW1/2x = (U1/21 MW1/2x,U1/22 SW1/2x) (6.34)
where U1 : G → G : (vi)16i6m 7→ (Uivi)16i6m and U2 : H→ H : (vm+ℓ)16ℓ6r 7→ (θℓvm+ℓ)16ℓ6r. This
allows us to deduce that
‖U1/2LW1/2x‖2 = ‖U1/21 MW1/2x‖2 + ‖U1/22 SW1/2x‖2
=
m∑
i=1
‖U1/2i MiW1/2i xi‖2 +
〈
W1/2x | S∗U2SW1/2x
〉
. (6.35)
By using (6.9) and (6.12)-(6.13), it can be further noticed that
S∗U2S : H
m → Hm : (xi)16i6m 7→ (θixi)16i6m (6.36)
which yields
‖U1/2LW1/2x‖2 =
m∑
i=1
‖U1/2i MiW1/2i xi‖2 +
m∑
i=1
θi‖W1/2i xi‖2
6
m∑
i=1
(‖U1/2i MiW1/2i ‖2 + θi‖Wi‖)‖xi‖2 6 χ‖x‖2, (6.37)
so leading to ‖U1/2LW1/2‖2 6 χ. This shows that (6.20) implies (4.30).
In addition, Condition (iii) in Proposition 4.8 translates into Condition (iii) in the present propo-
sition. It then follows from Propositions 4.8 and 6.3 that, for every i ∈ {1, . . . ,m}, (xi,n)n∈N con-
verges weakly P-a.s. to a F̂-valued random variable x̂. As a straightforward consequence of (6.29),
for every ℓ ∈ {1, . . . , r}, (xℓ,n)n∈N also converges weakly P-a.s. to x̂.
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Remark 6.6
(i) The n-th iteration of Algorithm (6.22) basically consists of two kind of operations: the
first ones update some of the variables (xi,n)16i6m and (vi,n)16i6m using the operators
(JWiAi)16i6m, (JUiB−1i
)16i6m, (Ci)16i6m, and (D
−1
i )16i6m, while the second ones can be
viewed as merging steps performed on the sets (Vℓ)16ℓ6r. In this context, a simple choice for
the Boolean random variables (εk,n)m+16k62m+r to satisfy Condition (iii) is: for every n ∈ N,
(∀i ∈ {1, . . . ,m}) εm+i,n = εi,n, (6.38)
(∀ℓ ∈ {1, . . . , r}) ε2m+ℓ,n = ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}. (6.39)
(ii) From (6.27), it can be noticed that, for every n ∈ N and ℓ ∈ {1, . . . , r}, ΠΛκℓum+ℓ,n = 0,
which implies that the following recursive relation holds:
κℓ∑
j=1
vm+ℓ,j,n+1 = (1− λnε2m+ℓ,n)
κℓ∑
j=1
vm+ℓ,j,n. (6.40)
In particular, if the initial values (vm+ℓ,0)16ℓ6r are chosen such that
(∀ℓ ∈ {1, . . . , r})
κℓ∑
j=1
vm+ℓ,j,0 = 0, (6.41)
then Algorithm (6.22) simplifies to
for n = 0, 1, . . .
for ℓ = 1, . . . , r for j = 1, . . . , κℓ⌊
wℓ,j,n = ε2m+ℓ,n
(
2θℓ (xi(ℓ,j),n − xℓ,n) + vm+ℓ,j,n)
for i = 1, . . . ,m
ui,n = εm+i,n
(
JUiB−1i
(
vi,n + Ui
(
Mixi,n − D−1i vi,n + di,n)
)
+ bi,n
)
yi,n = εi,n
(
JWiAi
(
xi,n −Wi(M∗i (2ui,n − vi,n) +
∑
(ℓ,j)∈V∗i
wℓ,j,n + Cixi,n + ci,n)
)
+ ai,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n)
for ℓ = 1, . . . , r
vm+ℓ,n+1 = vm+ℓ,n +
λn
2
ε2m+ℓ,n(wℓ,n − vm+ℓ,n)
ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}
xℓ,n+1 = xℓ,n + ηℓ,n
( 1
κℓ
∑
i∈Vℓ
xi,n+1 − xℓ,n
)
.
(6.42)
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(iii) Similarly to Remark 4.7(iii), a sufficient condition for (6.20) to be satisfied is obtained by
setting α = 1:
(1−√χ)min{µ, ν} > 1
2
. (6.43)
(iv) When, for every i ∈ {1, . . . ,m}, D−1i = 0, a looser condition is
(1− χ)µ > 1
2
. (6.44)
In addition, if (∀i ∈ {1, . . . ,m}) Bi = 0, (‖Mi‖)16i6m can be chosen as small as desired, so
that we can set χ = maxi∈{1,...,m} θi‖Wi‖. In this case, Algorithm (6.42) can be simplified,
by noting that, for every n ∈ N, the computation of variables (ui,n)16i6m and (vi,n)16i6m
becomes useless. By imposing (6.39) and (6.41), and by setting
(∀n ∈ N)(∀ℓ ∈ {1, . . . ,m}) v˜ℓ,n = vm+ℓ,n, (6.45)
we get
for n = 0, 1, . . .
for ℓ = 1, . . . , r
ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}
for j = 1, . . . , κℓ⌊
wℓ,j,n = ηℓ,n
(
2θℓ(xi(ℓ,j),n − xℓ,n) + v˜ℓ,j,n)
for i = 1, . . . ,m yi,n = εi,n
(
JWiAi
(
xi,n −Wi(
∑
(ℓ,j)∈V∗i
wℓ,j,n + Cixi,n + ci,n)
)
+ ai,n
)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n)
for ℓ = 1, . . . , r v˜ℓ,n+1 = v˜ℓ,n +
λn
2
ηℓ,n(wℓ,n − v˜ℓ,n)
xℓ,n+1 = xℓ,n + ηℓ,n
( 1
κℓ
∑
i∈Vℓ
xi,n+1 − xℓ,n
)
.
(6.46)
(v) An alternative distributed algorithm can be deduced from Proposition 4.6, which however
necessitates, at each iteration n ∈ N, to update all the variables (xi,n)i∈Vℓ corresponding to
the sets Vℓ with ℓ ∈ {1, . . . , r} which are randomly activated.
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As an offspring of Proposition 4.11, another form of distributed algorithm is obtained:
Proposition 6.7 Let (θℓ)16ℓ6r, (Wi)16i6m, (Ui)16i6m, µ, ν, and χ be defined as in Proposition 6.5.
Suppose that
min
{
µ, ν(1− χ)} > 1
2
. (6.47)
Let (λn)n∈N be a sequence in ]0, 1] such that infn∈N λn > 0, let x0 and (cn)n∈N be H
m-valued random
variables, let (vi,0)16i6m, (bn)n∈N, and (dn)n∈N be G-valued random variables, let (vm+ℓ,0)16ℓ6r be a
H-valued random variable satisfying (6.41), and let (εn)n∈N be identically distributed D2m+r-valued
random variables. Iterate
for n = 0, 1, . . .
for i = 1, . . . ,m
ηi,n = max
{
εm+i,n, (ε2m+ℓ,n)ℓ∈{ℓ′∈{1,...,r}|i∈Vℓ′}
}
wi,n = ηi,n
(
xi,n −Wi(Cixi,n + ci,n)
)
w˜i,n = ηi,n
(
wi,n −Wi(M∗i vi,n +
∑
(ℓ,j)∈V∗i
vm+ℓ,j,n)
)
ui,n = εm+i,n
(
JUiB−1i
(
vi,n + Ui(Miw˜i,n − D−1i vi,n + di,n)
)
+ bi,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
for ℓ = 1, . . . , r
wℓ,n = ε2m+ℓ,n
θℓ
κℓ
∑
i∈Vℓ
w˜i,n
for j = 1, . . . , κℓ⌊
um+ℓ,j,n = ε2m+ℓ,n
(
vm+ℓ,j,n + θℓ w˜i(j,ℓ),n − wℓ,n
)
vm+ℓ,n+1 = vm+ℓ,n + λnε2m+ℓ,n(um+ℓ,n − vm+ℓ,n)
for i = 1, . . . ,m⌊
xi,n+1 = xi,n + λnεi,n
(
wi,n −Wi
(
M∗iui,n +
∑
(ℓ,j)∈V∗i
um+ℓ,j,n
)− xi,n),
(6.48)
and set (∀n ∈ N) En = σ(εn) and Xn = σ(xn′ ,vn′)06n′6n. In addition, assume that
(i)
∑
n∈N
√
E(‖bn‖2 |Xn) < +∞,
∑
n∈N
√
E(‖cn‖2 |Xn) < +∞, and
∑
n∈N
√
E(‖dn‖2 |Xn) <
+∞ P-a.s.
and Conditions (ii)-(iii) in Proposition 6.5 hold.
If Assumption 6.2 holds and, in Problem 6.1, (∀i ∈ {1, . . . ,m}) Ai = 0, then, for every i ∈ {1, . . . ,m},
(xi,n)n∈N converges weakly P-a.s. to a F̂-valued random variable x̂.
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Proof. By choosing (Um+ℓ)16ℓ6r as in (6.25) and cancelling some error terms as in (6.26), Algo-
rithm (4.59) for solving Problem (6.2) can be expressed as
for n = 0, 1, . . .
for i = 1, . . . ,m
ηi,n = max
{
εm+i,n,
(
ε2m+ℓ,n
)
ℓ∈{ℓ′∈{1,...,r}|i∈Vℓ′}
}
wi,n = ηi,n
(
xi,n −Wi(Cixi,n + ci,n)
)
w˜i,n = ηi,n
(
wi,n −Wi(M∗i vi,n +
∑
(ℓ,j)∈V∗i
vm+ℓ,j,n)
)
ui,n = εm+i,n
(
J
UiB
−1
i
(
vi,n + Ui(Miw˜i,n − D−1i vi,n + di,n)
)
+ bi,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
for ℓ = 1, . . . , r⌊
um+ℓ,n = ε2m+ℓ,n
(
vm+ℓ,n + θℓ (w˜i,n)i∈Vℓ −ΠΛκℓ (vm+ℓ,n + θℓ (w˜i,n)i∈Vℓ)
)
vm+ℓ,n+1 = vm+ℓ,n + λnε2m+ℓ,n(um+ℓ,n − vm+ℓ,n)
for i = 1, . . . ,m⌊
xi,n+1 = xi,n + λnεi,n
(
wi,n −Wi
(
M∗iui,n +
∑
(ℓ,j)∈V∗i
um+ℓ,j,n
)− xi,n).
(6.49)
The rest of the proof is skipped due to its similarity with the proof of Proposition 6.5.
Remark 6.8 When (∀i ∈ {1, . . . ,m}) D−1i = 0, Condition (6.47) can be rewritten as
(∀i ∈ {1, . . . ,m}) ‖U1/2i MiW1/2i ‖2 + θi‖Wi‖ < 1 and µi > 1/2. (6.50)
As an illustration of the previous results in this section, let us consider variational problems
which can be expressed as follows:
Problem 6.9 For every i ∈ {1, . . . ,m}, let fi ∈ Γ0(H), let hi ∈ Γ0(H) be Lipschitz-differentiable,
let gi ∈ Γ0(Gi), let li ∈ Γ0(Gi) be strongly convex, and let Mi be a nonzero operator in B(H,Gi).
Suppose that there exists x ∈ H such that
0 ∈
m∑
i=1
∂fi(x) +∇hi(x) +M∗i (∂gi ∂li)
(
Mix
)
. (6.51)
Let Fˇ be the set of solutions to the problem
minimize
x∈H
m∑
i=1
fi(x) + hi(x) + (gi li)(Mix). (6.52)
Our objective is to find a Fˇ-valued random variable x̂.
A proximal algorithm for solving Problem 6.9 which results from Proposition 6.5 is described next:
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Proposition 6.10 Let (θℓ)16ℓ6r, (Wi)16i6m, (Ui)16i6m, and χ be defined as in Proposition 6.5. For
every i ∈ {1, . . . ,m}, let µ−1i ∈ ]0,+∞[ be a Lipschitz constant of the gradient of hi ◦ W1/2i and
let ν−1i ∈ ]0,+∞[ be a Lipschitz constant of the gradient of l∗i ◦ U1/2i . Suppose that (6.20) holds
where µ = min{µ1, . . . , µm} and ν = min{ν1, . . . , νm}. Let (λn)n∈N be a sequence in ]0, 1] such
that infn∈N λn > 0, let x0, (an)n∈N, and (cn)n∈N be H
m-valued random variables, let (vi,0)16i6m,
(bn)n∈N, and (dn)n∈N be G-valued random variables, let (vm+ℓ,0)16ℓ6r be aH-valued random variable
satisfying (6.41), and let (εn)n∈N be identically distributed D2m+r-valued random variables. Iterate
for n = 0, 1, . . .
for ℓ = 1, . . . , r for j = 1, . . . , κℓ⌊
wℓ,j,n = ε2m+ℓ,n
(
2θℓ (xi(ℓ,j),n − xℓ,n) + vm+ℓ,j,n)
for i = 1, . . . ,m
ui,n = εm+i,n
(
prox
U−1i
g∗i
(
vi,n + Ui
(
Mixi,n −∇l∗i (vi,n) + di,n)
)
+ bi,n
)
yi,n = εi,n
(
prox
W−1i
fi
(
xi,n −Wi(M∗i (2ui,n − vi,n) +
∑
(ℓ,j)∈V∗i
wℓ,j,n +∇hi(xi,n) + ci,n)
)
+ ai,n
)
vi,n+1 = vi,n + λnεm+i,n(ui,n − vi,n)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n)
for ℓ = 1, . . . , r
vm+ℓ,n+1 = vm+ℓ,n +
λn
2
ε2m+ℓ,n(wℓ,n − vm+ℓ,n)
ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}
xℓ,n+1 = xℓ,n + ηℓ,n
( 1
κℓ
∑
i∈Vℓ
xi,n+1 − xℓ,n
)
,
(6.53)
where (xℓ,0)16ℓ6r is initialized as in Proposition 6.5. In addition, assume that Conditions (i)-(iii) in
Proposition 6.5 hold, where (∀n ∈ N) En = σ(εn) and Xn = σ(xn′ ,vn′)06n′6n.
Then, under Assumption 6.2, for every i ∈ {1, . . . ,m}, (xi,n)n∈N converges weakly P-a.s. to a Fˇ-valued
random variable x̂ and, for every ℓ ∈ {1, . . . , r}, (xℓ,n)n∈N converges weakly P-a.s. to x̂.
Proof. For every i ∈ {1, . . . ,m}, set Ai = ∂fi, Bi = ∂gi, Ci = ∇hi, and D−1i = ∇l∗i . In view of (6.51)
and [5, Proposition 16.5], we have
0 ∈
m∑
i=1
Aix+ Cix+M
∗
i (BiDi)
(
Mix
) ⊂ ∂( m∑
i=1
fi + hi + (gi li) ◦Mi
)
(x), (6.54)
which shows that ∅ 6= F̂ ⊂ Fˇ. This allows us to conclude by applying Proposition 6.5 and using
Remark 6.6(ii).
Remark 6.11
(i) Alternatively, a second distributed convex optimization algorithm can be deduced from
Proposition 6.7.
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(ii) If (∀i ∈ {1, . . . ,m}) gi = 0 and li = ι{0}, (∀ℓ ∈ {1, . . . , r}) κℓ = 2, and (6.39) holds, then
Algorithm (6.53) reduces to
for n = 0, 1, . . .
for ℓ = 1, . . . , r
ηℓ,n = max
{
εi,n
∣∣ i ∈ Vℓ}
v˜ℓ,1,n+1 = v˜ℓ,1,n +
λn
2
ηℓ,nθℓ (xi(ℓ,1),n − xi(ℓ,2),n)
v˜ℓ,2,n+1 = −v˜ℓ,1,n+1
for i = 1, . . . ,m
yi,n = εi,n
(
prox
W−1i
fi
((
1−Wiθi
)
xi,n −Wi
( ∑
(ℓ,j)∈V∗i
(v˜ℓ,j,n − θℓ xi(ℓ,),n) +∇hi(xi,n) + ci,n
))
+ai,n
)
xi,n+1 = xi,n + λnεi,n (yi,n − xi,n),
(6.55)
where we have set (∀j ∈ {1, 2})  = 3 − j, (∀i ∈ {1, . . . ,m}) vi,0 = 0, (∀n ∈ N) v˜n =
(vm+ℓ,n)16ℓ6r, and bn = 0. The particular case when H is an Euclidean space, (∀n ∈ N)
λn = 1, (∀ℓ ∈ {1, . . . , r}) θℓ = θ1, (∀i ∈ {1, . . . ,m})Wi = τiId with τi ∈ ]0,+∞[, and no error
term is taken into account appears to be similar to the distributed iterative scheme developed
in [7]. Then, the sets (Vℓ)16ℓ6r can be viewed as the edges of a connected undirected graph,
the nodes of which are indexed by i ∈ {1, . . . ,m}.
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