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Abstract 
We present a simple result on coloring hypergraphs and use it to obtain bounds on the 
chromatic number of graphs which do not induce certain trees. 
O. Introduction 
A class of graphs F is said to be x-bounded if there exists a functionfsuch that for 
all graphs G e F, ( . )  z(G) <~f(og(G)), where ;t(G) is the chromatic number of G and 
t~(G) is the clique size of G. The class F is said to be weakly ;t-bounded if there exists 
a constant c such that ;t(G) <~ c, for every triangle-free graph G e F. Let G = (V, E) be 
a graph with X c V. Then G IX] denotes the graph induced by X in G, i.e., 
G IX ] = (X, E'), where E' = {xy e E: x, y e X }. If H is isomorphic to G [X], we say 
that G induces H and that H is an induced subgraph of G. For a graph H, let Forb(H) 
be the class of graphs which do not induce H. Similarly, Forb(H1 .... , Hn) is the class 
of graphs which induce neither H1, H2 ..... nor Hn. Gy~irfhs [4], and independently 
Sumner [10], conjectured that Forb[T]  is ;t-bounded for every tree T. Gy~irffis [5] 
has shown that this is true for all brooms, i.e., graphs formed from a path by adding 
leaves to the terminal vertex. It should be noted that the difficulty of this problem 
arises from the fact that T is only forbidden as an induced subgraph. It is not hard to 
show that any graph G such that ;t(G)= n contains every tree on n vertices as 
a subgraph. Also, using the result of Erd6s and Hajnal I-3], that there exist graphs with 
arbitrarily large chromatic number and girth, it is easy to see that Forb(H) is not 
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z-bounded if H is not acyclic. Furthermore, if F is a forest, Forb(F) is x-bounded iff 
each connected component o f f  is z-bounded. Gyfirf~is et al. [7] showed that Forb(T) 
was weakly z-bounded for any radius two tree. Recently the first author and Penrice 
I-8] strengthened this result by showing that Forb(T) is x-bounded when Tis a radius 
two tree. Both proofs start with the result (Theorem 2.3), due originally to the second 
author, but never published, that Forb(K .... T) is z-bounded for any positive integer 
n and tree T. (In 1-7], A. Hajnal is also given credit for an unpublished proof, but he 
now denies any responsibility.) In [8] this result is strengthened; it is shown that z(G) 
can be replaced by XFF(G) in (*), where ZF~(G) is the number of colors that the 
First-Fit coloring algorithm uses to color G in the worst case. 
In Section 1 we formulate a simple, but useful, hypergraph coloring theorem, which 
extends the fact that the chromatic number of an oriented graph G is bounded above 
by 2A °U'(G) + 1. As our first application of this theorem we give in Section 2 the 
second author's original proof of Theorem 2.3. This proof is presented so that we 
actually obtain an oriented generalization (Theorem 2.5). In Section 3 we give a new 
application of the lemma. 
Given an oriented graph H, let OForb(H) be the class of oriented graphs G which 
do not induce H. We say that an oriented graph is acyclic if it does not contain 
a directed cycle. For an oriented graph G, we let to(G) denote the size of the largest 
tournament in G. Then the notion of a z-bounded class of oriented graphs is well 
defined. It is natural to ask whether OForb(T) is x-bounded when T is an oriented 
tree. In general the answer is no. Gyfirf~is pointed out that the natural orientations of 
the shift graphs of Erd6s and Hajnal are in OForb(--* *--~), are triangle-free, and 
acyclic, but have unbounded chromatic number. The first author and Trotter an- 
swered a question of Gy~rf~is [6] by showing that the Zykov graphs [11] are 
subgraphs of triangle-free graphs, which have acyclic orientations in OForb(~ --, ~). 
On the other hand, Chv~ital [1] proved that if G is an acyclic oriented graph in 
OForb(~--.  *--), then G is perfect. It is not known whether OForb(~--.  ~)  is 
x-bounded. (Note that Chv~ital's result only applies to acyclic oriented graphs.) 
However, in Section 4 we show that OForb(--. --* *-, DC3) is x-bounded where DC3 is 
the directed 3-cycle. In Section 3 we answer another question of Gyfirf~is by showing 
that OForb(S~.,, DC3) is x-bounded, where Ss.t is the oriented star whose center has 
s in-arcs and t out-arcs. The special cases where s = 0 or 1 were known previously. 
In the remainder of this section we review definitions and notation. Let D be 
a directed graph. We let N'(v) be the set of a-neighbors of v and 6"(v) denote I N~(v)l, 
where either a = in or a = out. The maximum a-degree of D is denoted by A °(D). An 
oriented graph D is a directed graph formed by assigning a direction (orientation) to 
each edge of a graph G. G is called the graph of D. A directed graph D is said to be 
oriented if it does not contain a directed two cycle. An oriented tree is a directed graph 
formed by orienting the edges of a tree in any way. A hypergraph H = (V,E) is 
s-uniform if lel = s for every edge eeE. A function f :  V--. {1,...,c} is a proper 
c-coloring of H i f f  restricted to e e E is not constant for any edge e. The chromatic 
number x(H) of H is the least c such that there exists a proper c-coloring of H. 
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1. Coloring hypergraphs 
Definition 1.1. Let H = (V, E) be a hypergraph. A hypergraph G = (V,E') with the 
same vertex set V as H is a covering graph of H if for every edge e • E there exists an 
edge e' • E'  such that e' c e. 
Lemma 1.2. I f  G is a covering graph of a hypergraph H, then z(H)  ~< z(G). 
Proof. Any proper coloring of G is a proper coloring of H. [] 
The main 
easy lemma, 
out-degree. 
result of this section will be seen to be a generalization of the following 
which bounds the chromatic number of a directed graph in terms of its 
Lemma 1.3. I fG  is a directed graph, then z(G) ~< 2A°"t(G) + 1. 
Proof. Since the average degree of G is at most A°Ut(G), the vertices of G can be 
ordered as vl . . . . .  v, so that for each i, v~ is adjacent o at most 2d °Ut(G) vertices vj with 
j < i. First-Fit applied in this order uses at most 2A°"t(G) + 1 colors. [] 
Definition 1.4. A rooted hypergraph is a triple H = (V,E,r) such that (V,E) is 
a hypergraph and r is a function from r: E ~ V such that f(e) • e, for all e • E. We 
denote r(e) by re and call re the root ofe. The breadth b(H) of a rooted hypergraph H is 
the smallest b such that for every vertex u • Vthere exist at most b edges et . . . . .  eb such 
that both (i) r(ei) = u for i = 1 . . . . .  b and (ii) ei n e~ = {u} for 1 ~< i < j  ~< b. 
If G = (V, A) is a directed graph, we can form a rooted graph G' = (V, E, r) from 
G by setting E = {{x,y}: (x ,y )•A  or (y ,x )•a}  and, for {x,y} •E,  r ({x,y})= x iff 
(x, y) • A. Then A °Ut(G) = h(G'). Thus the following theorem generalizes Lemma 1.3. 
Theorem 1.5. Let H =(V,E , r )  be a rooted s-uniform hypergraph. Then z(H) <~ 
2(s -  1 )b (H)+ 1. 
Proof. For each vertex u • V, let C(u) = {el . . . . .  e,} be a max imum set of edges such 
that both (i) u = r(e~) for i = 1 . . . . .  n and (ii) el n e~ = {u} for 1 ~< i < j ~< n. Note that 
n <~ b(H). Define an oriented graph G = (V, A) by (u, v) • A iff u = re, for some edge e, 
and v • ei - {u}, for some ei • C(u). First note that the graph of G is a covering graph 
of H: Consider any edge e•  E. If e•  C(re), then (re, v )•A  and {re, v} c e for any 
v•e-{re} ;  otherwise there exists an edge f•C( re )  such that there exists 
v • (e - {re}) n f. Then (re,v) • A and {re, V} c e. Second note that A°Ut(G) ~< 
(s - 1)b(H). Thus z(G) ~< 2(s - 1)b(H) + 1. By Lemma 1.2 we are done. [] 
Although we will not need it in the rest of this paper, we note the following 
strengthening of Lemma 1.5. 
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Theorem 1.6. Let H = ( V, E) be an s-uniform hyperoraph. For each e ~ E, let fe : e ~ Is] 
be a bijection. I f  x(H) > s[2(s - 1)(t - 1) + 1], then there exists a vertex x and edges 
ei,p i= l  . . . . .  s and j= l  . . . . .  t, such that both fe, j (x)=i ,  for all i and j, and 
ei,j c~ ei,,j, = {x},for all (i,j) ~ (i',j'). 
Proof. Let Hi = ( V, E, r i) be the rooted graph such that ri(e) = x ifffe(x) = i. Let bi(v) 
be the maximum size of a family of edges {el . . . . .  e, } such that e~ has root v in Hi and 
ej c~ e~, = {v}, for al l j  # j ' .  Partit ion Vinto V~ ....  , V~, X such that V~ = {v ~ V: i is the 
least index such that bi(v) < t}, i ~ Is], and X = V - (V1 w ... w V~). I fX  # 0, then we 
are done. Otherwise, by Theorem 1.5, x(H[V/])  ~< [2(s - l)(t - 1) + 1] for each 
i ~ Is], contradicting x(H) > s[2(s - 1)(t - 1) + 1]. [] 
2. Trees, cliques, and complete bipartite graphs 
Notation 2.1. For  all s, let R(rl . . . . .  rs) = R be the Ramsey function such that for any 
function c: [R ]2~ l-s], there exists a subset X c [R]  and a color ~ e [s] satisfying 
(1) JX I = r~ and (2) c({i, j}) = ~, for all distinct i, j eX .  
Notation 2.2. Let B(s, t, r) = B be the Ramsey function such that for any function 
c: X x Y ~ [r], where I X I = I Y I --- B, there exist subsets X '  c X and Y' c Y and 
a color c te [ r ]  satisfying (1 ) IX ' l  = s and I Y'I = t, and (2 )c ( i , j )=  ~, for all 
( i , j)~ X '  x Y'. 
Theorem 2.3. The class Forb(K  .... T) is x-bounded for any positive integer n and tree T. 
Theorem 2.3 is the undirected version of the following stronger theorem. 
Definitin 2.4. Let DK. , .  be K. , .  oriented so that all arcs point from one part to the 
other part. Let TK,,  be the transitive tournament on m vertices. 
Theorem 2.5. For all integers m and n and oriented trees T, there exists f = f(m, n, T) 
such that for every oriented graph G, if x(G) >_.f(m, n T), then G induces either TK,,,  
DK. , . ,  or T. 
Proof. We first note that by Ramsey's theorem, it suffices to show that there exists 
a function g(m', n', T) such that ( ** ) for every oriented graph G, if x(G) i> g(m', n', T) 
then either co(G)i> m' or G contains K . , . ,  or G induces T. This is because, if 
co(G)/> m', where m' = R(m,m), then G contains TK,.  and if co(G) < m' and G con- 
tains K.,,.., where n '= R(m',B(n,n)), then G induces DK. , . .  
We argue by induction on the number of vertices v(T) of T. The base step v(T) = 1 
is trivial. Now suppose that we have established the existence of g(m,n, T') for all 
natural numbers m and n and for all trees T'  with v(T') ~ s. Let T be a tree with 
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v(T) = s + 1. We must define g(m, n, T) for all natural numbers m and n so that ( ** ) 
holds. Choose a leaf L of T, which is adjacent o a vertex u, and let T' = T -  L. Let 
~r = in if L ~ u and a = out otherwise. Define g(m,n, T) = 2(g(m,n, T')(s - 1) + s)B, 
where B = B(n,n,s). We now show that g(m,n,T) satisfies (**). Let G = (V,E) be 
a graph such that z(G) >/g(m, n, T), and suppose G contains neither K,, nor Kn.n. We 
will show that G induces T. 
Let W= {ve V: 6°(v) < sB}. Then z (G[W])  < 2sB. Let G' = G[V'], where 
V '= V-  W. Then z(G')>1 2g(m,n,T')(s-  1)B + 1. Next we construct a rooted 
hypergraph H = (V', F, r), with the same vertices as G'. An s-subset S of V' is an edge 
of H iff T' ~ G[S]. In this case fix an isomorphism ~b from T' onto G[S] and let 
r(S) = rs be the image of u under q~. Note that if c is a proper coloring of H then no 
color class of c induces T'. Thus by the induction hypothesis, z(G')  ~< )~(H)g(m, n, T'), 
and thus 2(s - 1)B + 1 ~< z(H). 
By Theorem 1.5, b(H) >~ B. Let r be a vertex of H and S ~ .. . . .  SB be edges of H which 
witness that the breadth of H is at least B, i.e., r(Si) = r and Si ~ Sj = {r}. Let 
1 s - I  S~ = {r, y~ ..... y~ }. Since r e V', there exists a set X c N°(r) such that I Xl = B and 
X c~Si=O for i=  1 . . . . .  B. Let Y={S~: i=  1 . . . . .  B}. Consider a function 
c:X × Y-* [s] defined by: c(x, Si) = s if x is not adjacent to any vertex in Si - {r}; 
otherwise c(x, Si)=j ,  where j is the least index such that x is adjacent o y]. 
Let X'cX ,  Y 'c  Y, and :~E [s] satisfy ]X ' I=n=IY ' ]  and c (x ,y )= ~, for all 
(x,y) ~ X'  x Y'. If 1 ~< ~ ~< s - 1, then X '  w {y~: Si ~ Y'} contains K .... contradicting 
the choice of G. We conclude that ~ = s. Let x ~ X'  and Si 6 Y'. Then x is not adjacent 
to any element of S~-  {r}. Since x is a a-neighbor of r and T' ,~ G[S~] by an 
isomorphism which maps u to r, G[S~ w {x}] ~ T. [] 
3. Directed stars 
Definition 3.1. The oriented graph Ss.t = (V,A), defined by V= I u {c} w O, where 
I and 0 are sets of size s and t, respectively, and A = (I x {c}) u ({c) x 0), is called an 
(s, t)-star. An oriented graph G is called a quasi (s, t)-star if G is spanned by Ss., and the 
only arcs of G, which are not arcs of Ss,,, are between vertices of I or between vertices 
of O. We denote the directed 3-cycle by DC3. 
Notice that if G is an oriented graph which does not contain DC3, then every 
tournament in G is transitive. 
Theorem 3.2. For all natural numbers  and t the class OForb(DC3,  Ss,,) is z-bounded. 
Proof. We first note that by Ramsey's theorem, it suffices to show that there exists 
a function g(m, s, t) such that ( ** ) for every directed graph G, which does not induce 
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DC3, if z(G) ~> g(m,s,t), then either og(G)/> m or G induces a quasi (s, t)-star. This is 
because, if co(G) < m and G induces a quasi (R(m, s), R(m, t))-star, then G induces an 
(s, 0-star. 
We argue by induction on m. The base step m = 1 is obvious, so suppose we have 
shown the existence of g(m, s, t) for all m ~< n, and for all natural numbers and t. 
Define g(n + 1, s, t )by  g(n + 1, s, t) = (2g(n, s, t)(n - 1) + 2)B, where B = B(s, t, n). Let 
G = (V,A)  be an oriented graph such that G does not induce DC3, ~(G:) ~< n, and 
z(G) >I g(n + 1,s,t). We must show that G induces a quasi S,., 
Let W= {v•  V: 6in(/)) < B}. Then z(G[W])-..< 2B-  1. Let G '= G[V' ] ,  where 
V' = V-  W. Then x(G') ~> 2g(n,s,t)(n - 1)B + 1. Construct a rooted hypergraph 
H = (V', E, r) with the same vertices as G' as follows. An n-subset S c V' is an edge of 
H iffit is complete in G'. Since G does not induce DC3, every edge S of H is a transitive 
tournament in G, and thus there exists a vertex u of S with arcs in G pointing out to all 
other vertices of S. Let r(S) = rs = u. If c is a proper coloring of H then no color class 
C of c induces a subgraph of G with a complete subgraph of size n. If G[C]  induces 
a quasi S~.,, then we are done; otherwise, by the induction hypothesis, z (G)< 
z(H)g(n,s,t)  and thus 2(n - 1)B + 1 ~< z(H). 
By Theorem 1.5, b(H) >I B. Let r be a vertex of H and St, . . . ,  SB be edges of H which 
witness that the breadth of H is at least B, i.e., r(Si)= r, for 1 ~>i~< B, and 
S, c~ Sj = {r}, for 1 ~< i < j ~< B. Let Si = {r, yi 1 . . . . .  y[,-i }. Let X = {x • V: xr • A }. 
Then IXl/> B, since r • V'. Since G has no 2-cycles, no element of any S~ is in X. Let 
Y = {Si: 1 <~ i <<. B}. Define a coloring c: X x Y~ In] by c(x, Si) = n i fx is adjacent to 
every vertex in S~ (which we shall see is impossible); otherwise c(x, S~) = j, wherej is the 
least index such that x is not adjacent to y[. By the definition of B, there exist subsets 
X 'c  X and Y 'c  Y and a color at• [hi such that I X'l = s and I Y'I = t and 
c(x ,S~)=~ for all xeX '  and Sic Y'. First suppose that ~t=n. Then, for any 
(x, Si) • X'  x Y', {x} w Si is a K, ÷ 1, which is a contradiction. Otherwise, ~ • In - 1]. 
Then G[X '  u {r} u {y~': Sie Y'}] is a quasi S,.,. [] 
4. Open problems 
Theorem 4.1. The class OForb(--* *-- *--, DC3) is z-bounded. 
Proof. Let f(1) = 1 and f (m + 1) -- (m + 1)f(m) + m + 1. We shall show by induc- 
tion on m that for all G • OForb(--* *-- *--, DC3), z(G) <<.f(og(G)). The base step m = 1 
is trivial, so consider the inductive step: n = m + 1. We shall need the following 
generalization of a lemma Chv~tal [1] used to show that if G • Forb(~ ¢-- ,--), then 
z(G) = og(G). The generalization was proved by Schmerl [10]. 
Lemma 4.2. Let G e OForb(~ .-- *--, DC3). Suppose K is a clique and I is an indepen- 
dent set in G such that for every x • K there exists y • I with y--* x. Then there exists 
y • I such that K u { y} is a clique. 
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Consider G = (V, E), where G e OForb(--* ~ ~,  DCa). Let Y be a maximum subset 
of V such that G [ Y] is acyclic and let X = V - Y. Then for each x e X there exists 
y e Y such that y ~ x. By Chvfital's result, there exists an n-coloring c of G[ Y]. 
Partition X into XI . . . . .  X,,  where Xi = {x e X: i is the least color so that there exists 
y e Ywith y ~ x and c(y) = i}. Then by Schmerl's lemma, to(G[Xi]) < n. Thus by the 
induction hypothesis we can color each G[Xi] with f(m) colors. This proves the 
theorem. [] 
Many interesting problems concerning the chromatic number of oriented graphs 
which do not induce certain oriented trees remain open. We mention several of them 
here. Can Theorems 3.2 and 4.2 be strengthened to show that OForb(Ss, t) and 
OForb(~ --* ~)  are x-bounded? Is OForb(~ ~ *-- *--, DE3) ;(-bounded? More gener- 
ally, is OForb(P, DC3) ;(-bounded, where P = ~ ~ ~ ~ ... ~ ~ ,,-- ~?  By the results 
mentioned in the introduction, if Q is an oriented path such that OForb(Q, DC3) is 
;(-bounded, then Q c P. 
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