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Abstract 
Speech signals are sampled and digitalized waveforms. The digital speech sig-
nals are best analyzed in the frequency domain. The spectrogram is a popular 
representation of digital speech signals in both frequency and time domain. Also, 
it is used for speech recognition visually in the speech research. This spectro-
gram is obtained from the magnitude of Fourier Transform of the speech signals. 
The transform is performed on overlapping short time windows. Typically at 
each time, the spectrum is a vector indexed by 129 frequencies. To reduce this 
high dimension, the usual method is to divide the frequencies domain into sev-
eral intervals, the average spectrum is then computed to represent the average 
log-energy of that interval. In order to capture most of the information in the 
speech, it was believed that 16-24 intervals are needed. However, a recent exper-
iment (Shannon et al., 1995) suggests that as little as four intervals is sufficient 
for speech recognition. 
In this thesis, we introduce an additional statistics, the peak distance, to 
augment the interval averages. In this way, we obtain a low-dimensional statistics 
that seem to be able to capture most of the information in the content of the 
speech. We intend to use them for speech recognition, perhaps as input features 
to a Hidden Markov Model. Furthermore, we study the use of these statistics for 
speech compression. From this 6 low-dimensional statistics, we can compute an 
estimated spectrogram and then use it to reconstruct the compressed speech. It 
is found that the speech compression is comparable to that based on the Linear 
Prediction Coding which currently the industry standard. 
Keywords: Spectrogram, Fourier transform, Linear Predictive Coding. 
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Chapter 1. Introduction 
In speech processing, a sound waveform is sampled and digitalized for analy-
sis. This produces a very large amount of data to represent the original speech. 
Therefore, the digital speech waveform are usually further converted to a more 
parsimonious parametric representation. Many different forms of parametric rep-
resentation the speech signal have been proposed, examples include short time 
energy, zero-crossing rate (0'Shaughnessy, 1994). However, the most important 
solution perhaps is the short time spectral envelope (Rabiner and Juang, 1993). 
Speech signal, in fact, consists of many sinusoidal signals with different fre-
quency. This signal is best analyzed in frequency domain. After transformation 
to frequency domain, speech analysis, speech comparison or speech recognition 
can be performed by plotting of the frequency component against time. This 
type of plotting is called a spectrogram (Rabiner and Juang, 1993). In other 
words, this transformation changed the time-amplitude plot (the sound signal ) 
into the time-frequency plot (the spectrogram). The frequency components are 
obtained by taking the absolute value of Fourier transform of the speech signal in 
a small time window. The transformation is performed on overlapping windows. 
Typically at each time, the spectrum is a vector indexed by 129 frequencies. In 
Chapter 2, a review of spectrogram will be discussed. 
Thus, at each time we have a vector of dimension 129. Since the dimension is 
so high, the direct analysis of the multiple time series by parametric techniques 
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such as the Hidden Markov Modeling is computationally expensive and perhaps 
even counter-productive. The standard practice (Rabiner & Juang, 1993) is to 
divide this 129 frequency into several frequency bands and compute an averaged 
spectrum for each band. In order to capture most of the information in the 
speech, it was believed 16-24 bands are needed. In a recent experiment, (Shan-
non et. al, 1995), it was observed that listeners are able to recognize the speech 
content when the speech signals are synthesized using as few as four bands from 
the original signal. 
In this thesis, we follow up on the work of Shannon et. al, by further compu-
tation and experimentation. Our objective is to see whether their surprising claim 
that very few frequencies bands are needed for speech recognition is substanti-
ated. In other words, we want to construct a "sufficient statistics" with as low as 
dimension as possible. Our main findings are as follows. Recognition is difficult 
even with five bands. However, with the addition of a new informative statis-
tics (the peak distance), recognition seems to be feasible and reliable. We ended 
up considering many of these issues in the context of a special type of speech 
compression - spectrogram compression. We are aware that there is a very large 
literature on speech compression. In particular, the method of “linear predictive 
coding (LPC)" has been shown to be a powerful compression method and has 
already established itself firmly as a industry standard (Itakura and Saito, 1968; 
Atal and Hanauer, 1971; Makhoul, 1973). 
It is not our intention to provide detailed and exhaustive comparison with 
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LPC. LPC is a time domain technique. In constrast, we tried different ways to 
approximate the speech signal which is based on the use of the spectrogram. Our 
compression rate is similar to that achieved by LPC. 
In Chapters 3 and 4, we will discuss the compression on the spectrogram and 
the compression on the phase of the Fourier transform respectively. In Chapter 
5, we will discuss the compression of the sound signal. In Chapter 6, conclusion 
and further discussion will be given. 
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Chapter 2. The spectrogram 
2.1 Speech signal background 
Figure (2.1a) shows a speech signal corresponding to a sentence composed of six 
Cantonese words sampled at 8000 samples per second. Even with just a few 
words, the digital speech required 20000 samples. Figure (2.1b) and (2.1c) show 
that the voiced part of speech consists of many sinusoidal signals. Therefore, 
digital speech waveform are best analyized in the frequency domain. The most 
widely used technique is the windowed Fourier transform. 
2.2 Windowed Fourier transform 
Suppose the waveform of the speech signal Xt = f t {^i , . . . , o ; / , . . . , Um) is a linear 
combination of sinusoidal functions St{uf) = e"W^ where j = y/^ and cOf is the 
different frequency, 
m 
i.e. xt = ^ afSt{cOf). (2.1) 
f=i 
Since, St{cOf), f = 1,. •.，m, is an orthogonal basis, we obtain af — f XtSt(cof) dcuf, 
and we can decompose the signal Xt into different frequency components. In 
practice, this decomposition is implemented as a discrete Fourier transform 
a, = Xf = F[x,) 二 f： :r,e-^^^^^^ (2.2) 
t=i 
using the Fast Fourier Transform algorithm (Bracewell, 1971), where m is the 
number of frequency components in the decomposition. 
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FIGURE 2.1: Speech signal 
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Let w{t) t = 1，• • .，m be a smooth unimodal kernel with mode at y . The 
windowed Fourier transform is obtained by the following: 
X f { j ) = t x , - w { t ) e - ^ ' - ' ' ' ^ . (2.3) 
¢=1 
2.3 Kernel function 
It is well known that windowing is a useful device: “tapering the edges of the 
window allows periodic shifting of the analysis frame along an input signal with-
out having large effects on the speech parameters due to pitch period boundaries 
or other sudden changes in the speech signal; it also improves the spectral re-
sponse of the window, if a rectangular window is chosen, it would truncate the 
impulse response, resulting in spectral degradation, especially for female speech" 
,(0'Shaughnessy, 1994).，，In this thesis, the kernel function w{t) is chosen to be 
Hamming window 
2t7T 
w{t) = 0.54 - 0.46 cos ——for 0 < t < m. (2.4) 
m � ) 
This is a popular window function for speech analysis. After computing the 
Fourier transform in one window, the time window is then shifted by A time 
steps from the previous window and we compute the Fourier transform again. 
Typically A is less than the window width m, so that adjacent windows overlap 
by m - A. This process is repeated until the full speech period is covered by n 
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2.4 Spectrum analysis 
In each window, we have a m-vector representing the Fast Fourier transform in 
that window. We can then put all the Fast Fourier transforms into a m x n matrix. 
In this matrix, the 产 column represents the Fourier transform in the 产 window, 
with j 二 1,.. . ,n and the 产 row represents the 产 frequency of that window, 
with / = l , . . . , m . Thus the ( / , j ) entry represents the component at the 产 
frequency of the Fast Fourier transform in the 产 time window. This analysis is 
called spectrum analysis (Rabiner & Gold, 1975). Figure (2.3) shows for a part 
of the original signal and the corresponding spectrum (the log-magnitude of the 
windowed Fourier transform). 
As the signal data Xt is real, the Fourier transform data Xf must be com-
plex and symmetric about the imaginary axis (Bracewell, 1978). Therefore, 
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Xf is redundant for / = y + 2，。..，m (if m is even). So, after the Fourier 
transformation, we are only interested in the first "half" of the Fourier data 
Xf for / 二 1 , . . . , y + 1. This reduce the dimension of the data by a factor of 
|. Even with this reduction, there is still a huge amount of data. For example, 
a period of 2 seconds of speech may be covered by n=1400 windows each having 
m=256 components. This gives n (y +1) = 180,000 as the dimension of the data 
matrix. How do we extract speech information form this huge amount of data? 
2.5 Spectrogram 
The spectrogram is a tool for the visual inspection of the spectral content of speech 
developed in the earliest days of speech research. It is a remarkably effective tool. 
It was known that with practice an individual can recognize words from reading 
the associated spectrogram. The computation of the spectrogram is based on the 
element in the m x n Fourier matrix just discussed. After getting this m x n 
matrix of the Fourier transforms, the transformation 
af{j) = 20logio\F\. (2.5) 
is then computed at each element of the matrix. Under this transformation, all 
elements will then belong to the set of Real number. 
Conceptually, a 3-D plot of af{j) versus / and j can be used to analyze the 
changes along the frequency and the time window. In the past, this 3-D plot had 
been represented by a grey-scale image, with the x-axis representing the time 
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windows j, y-axis representing the frequency / , and the entry af{j) is coded by 
grey-scale. Therefore, if the entry a/ ( j ) is small, a white color is used in the ( / , j) 
pixel and for the entry af{j) is large, a black color will be used. The color range 
can only changed from black, very dark, grey, light grey to white when a/ ( j ) is 
decreasing. This kinds of image is called a spectrogram. This spectrogram were 
first obtained by a sound spectrograph (Koenid et al., 1946). 
Since it is obvious that 2 color coding is not so informative, in this thesis we 
will use color coding to represent the energy. The entry with high values will be 
coded as red color while with low values as blue color and the color changes from 
red, orange, yellow, green, blue and purple when af{j) is decreased. 
In fact, the color change can be very smooth if there is substantial overlaps 
in adjacent windows. That is, if the shift of the window A is very small, the 
color will change smoothly because of the high correlation with the adjacent win-
dow. Figure (2.4) shows the difference on an overlap of 8 (figure (2.4a)) verses on 
overlap of 244 (figure (2.4b)) where both generated with Fast Fourier transform, 
m = 256 Fourier transformation, window size 256 and 8000 sample for 1 second. 
In figure (2.5), three spectrograms of three female speaker saying the same 6 
words sentence are shown. In the figure, there are 6 patterns for each speaker. 
Each corresponding pattern of the speakers are almost the same as each others. 
Therefore, based on this spectrogram, word characterization and word recogni-
tion can be performed. 
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FIGURE 2.4: Different spectrograms formed from different overlapped region 
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2.6 Reducing dimension of the spectrogram - Filter banks 
Based on this spectrogram, speech recognition can be performed visually. How-
ever, for automated analysis, the dimension of the spectrum is still too high. For 
example, if window size is chosen to be m = 256，the dimension of the spectrum 
is 学 + 1 = 129. To reduce this high dimension, the usual method is "Filter 
banks". Filter banks are usually obtained by dividing the frequency range of the 
spectrogram into several intervals. The average of the spectrum within each inter-
vals is then computed for each time window. After taking the average spectrum 
within each band, the averages can represent the spectral value of that intervals 
(Rabiner & Gold, 1975). Based on the filter banks, the dimension of spectrum 
is reduced from 129 to the number of bands, typically, 12 to 16 banks are used. 
The average spectrum of filter banks has been taken as the input of the Hidden 
Markov Models or decision tree for speech recognition (Rabiner k Juang, 1993). 
2.7 Recent experiment on filter banks 
Recently, experiments (Shannon et al, 1995) suggest that as little as 4 bands 
is sufficient for speech recognition. Filter cutoff frequencies were 1500 Hz for 
the two-band processor, 800 and 1500 Hz for the three-band processor and 800, 
1500 and 2500 Hz for the four-band processor. All processors were low-pass-
filtered at 4000 Hz which is equivalent to take 256 Fourier components for 8000 
samples per second. In their experiments, eight normal hearing listeners listen 
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to 16 consonants, 8 vowels and simple sentences in each signal conditions. The 
listeners were instructed to identify the presence of consonants and vowels from 
the complete set of 16 consonants and 8 vowels. Also, sentences were presented 
once and the listeners were instructed to repeat as many words as they could. 
This result shows that withjust four bands, almost 90% of the listeners can obtain 
the correct choice on consonants, vowels and sentences. 
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Chapter 3. Spectrogram compression 
Experimentally, the spectrogram can be reduced to 4 average intervals and 
still preserve the speech content (Shannon et. al., 1995). Suppose the window 
size is 256, then there will be 129 frequencies. Let the entry ( / , t) at time t 
window and f frequency in the spectrogram be af{t). Suppose further that 
the 129 frequencies are divided into 4 intervals. The first interval has frequency 
ranging from 3-36, the second interval has frequency ranging from 31-69, the third 
interval has frequency ranging from 64-102 and the fourth interval has frequency 
ranging from 97-129. This cut-off intervals reduces the 129 spectral value to a 4 
dimensional statistics of cluster averages. The averaging is weighted according to 
a weighting window function as shown in figure (3.1). As the figure shown, the 
average value 
, 
e,W = ^ ^ , where ^. = " * '^ min(/_^) < ^ < m a x ( / � （^  工） 
E ^ / 0 otherwise 
w 
where w* is the kernel function as shown is figure (3.1) and min{fj) and max(/)) 
is the minimum and maximum frequency at 产 cluster respectively. 
Figure (3.2) presents the plot of the cluster averages versus time. Compared 
to the original spectrogram as given in figure (2.5)，the use of only 4 bands seem 
to be inadequate, and does not capture the important changes of energy in certain 
frequency of the time. This loss of information will lead to the poor performance 
in speech recognition. 
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FIGURE 3.1: Weighting on the frequency band in the 4 cluster case 
This observation is consistent with the fact that the usual input of Hidden 
Markov Model (HMM) needs to be the cluster averages of at least 16-32 intervals. 
3.1 Capturing the movement of the spectrum along time 
We have tried several methods to represent the finer details of the spectrogram 
that the cluster averages failed to represent. The first method involves extraction 
of the frequency with a high energy relative to its neighborhood (a peak). Let 
Pf{t) = f and pf{t) = 0 when there is no peak at frequency / and time t. By com-
paring these quantities across different time window, we can determine whether 
the peaks (high energy) are decreasing, stationary or increasing and coded these 
as 1, 2 and 3. Averaging this code value within each cluster, the average move-
ment of the peaks ( yellow color ) in that cluster can be detected. We note that 
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 A o u a n b a i j 
should compare pf{t) not only with pf{t 一 1) but also with Pf±s(t 一 1). Further-
more, the peak value sometimes change very slowly, comparing only pf{t) and 
Pf{t - 1) will not be able to detect such changes. Therefore, sometimes pf{t) and 
Pf{t — k) should be compared for some positive k. 
Let Cy(t) be the coded value at frequency f and time t. 
Then 
f 
1 ifp/(t) =Pf±6{t-k) 
2 i _ ) < _ ( h A O (3 2) 
3 ifpf{t)>pf±s{t-k) 
‘ 0 ifp/(t) = 0, 
where pf{t) is a peak at time t. 
Then the coded value of each cluster cj {t) for j = 1，..., 4 is 
, “ � E ¥ } W . . … 
洲 = E w f , ( 帥 
where the kernal function Wf is same as previous. 
In our experience, this 8 dimensional statistics not only captures the informa-
tion is the average energy of each cluster but also measures the changing of high 
energy in each cluster. The difficulty in this approach is that it is often difficult 
to choose k and S. 
3.2 Informative statistics — peak distance 
We now introduce a second method to increase the information content of the 
low dimensional statistics. This method is motivated by the observation that the 
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pattern of the yellow color in the spectrogram at a fixed time point has periodic 
variation. Figure (3.3) illustrates this phenomenon. To represent this periodic 
pattern, we compute the Fourier transform of the spectrogram and extract a peak 
frequency as follows: 
PmaAt) = g /,7^129丨巧〜(力))丨， (3-4) 
where | . | is the absolute value of a complex number and F{-) is the Fourier 
transform. The reason that f should be large than 6 is due to the fact that the 
first five frequencies usually have a larger value. 
After getting this Pmax{t) at the particular time t, the period of the yellow 
color Tt at that time point t is 
T 129 ,q ; � 
Tt = — • (3-5) 
Pmax — 上 
In this thesis, Tf is called the “peak distance”. Since Pmax is always an integer 
by the Discrete Fourier transform, to increase the possible values of Pmax^  further 
frequency components are computed at the neighborhood oipmax on each window. 
Let 
10Q 
n / � ^ -2Af-l)(Pmax+Sk-l) , � 
F K w W j = E ¥—3 129 , (3.6) 
f=l 
where Sk = 盖 for k = 0 ,1 , . . . , 250 and j 二 \ / ^ , then the maximum frequency 
is 
Pma. = 口 二 \ 丨 作 〜 她 ) 丨 . (3-7) 
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3.3 Estimated spectrogram 
Thus we have summarized the spectrogram by the averages log-energy within 
a few selected frequency band, plus the peak distance as discussed above. In 
this thesis, we use 5 frequency bands of uniform length which together covers 
the entire frequency range. From this 6 dimensional summary statistics, we can 
attempt to reconstruct an approximate spectrogram as follows: 
Let the entry at frequency f and time t of the sampled spectrogram be df{t), 
then 
知⑴= e j ( t ) + -6jW�08[2兀(力了�1)], (3.8) 
for f e j interval and j = 1 , . . . , 5. 
In the overlapping part between two time windows, we use 
秘 ） = _ 的 + (1-咖(艺） （3.9) 
where a —吕，k is the ending frequency of the lower frequency band and 1 is 
the starting frequency of the higher frequency band. 
Therefore, once the average energy and also the peak distance are known, 
an estimated spectrogram can be then produced. Figure (3.4) shows that the 
estimated spectrogram and the real one. From the figure, it seem that this "6 • 
dimensional statistics" is a sufficiently informative statistics for speech analysis. 
Furthermore, as the speech of different people have different characteristics, per-
haps the peak distance can measure the speakers' characteristics and also the 
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word's characteristics. Figure (3.5a) shown an estimated spectrogram based on 
person A's average energy from samples 400 - 1800 but with person B's peak dis-
tance, figure (3.5b) is the spectrogram of the original speaker A and figure (3.5c) 
is the spectrogram of the original speaker B. The spectrogram of mixed average 
value and the peak value in figure (3.5a) look similar to figure (3.5c) but not 
figure (3.5b). This shows that the peak distance holds most of the information 
in the spectrogram. We note, however, that in actual applications, the dynamic 
time wrap of each word is necessary to ensure the peak distance and the spectrum 
are aligned correctly. 
3.4 Relationship between spectrogram and speech signal 
From the estimate of the spectrogram and the entry of the spectrogram af{t) 
(which is a function of the absolute value of the Fourier data Xf{t) of the orig-
inal signal), an estimated signal can be computed by taking the inverse Fourier 
transform with known phase of the Fourier data in each frequency f and time t. 
/s 
Let the estimate of the Fourier data be Xf{t). Since refer to equation (2.5) 
a/(t) = 20xlogio|l,W|, (3.10) 
we have 
八 , � Of(t) 
\Xf{t)\ = 10如. （3.11) 
If the Fourier phase 9f{t) is known, the Fourier data can then be estimated by 
Xf{t) = \Xf(t)\e'f^'\ (3.12) 
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Figure 3.4.a Estimated spectrogram 
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Figure 3.4.b The real spectrogram 
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FIGURE 3.4: Estimated spectrogram by the average cluster and the peak distance 
23 
Figure 3.5a Spectrogram with speaker A"s average but speaker B"s peak distance 
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Figure 3.5b Real spectrogram of speaker A 
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Figure 3.5c Real spectrogram of speaker B 
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FIGURE 3.5: Mixed spectrogram with difference average cluster and peak distance 
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Finally, an approximation of the original sound signal can be obtained by taking 
A 
the inverse Fourier transformation on Xf{t). Let the estimated sound signal be 
Xf{t), then from equation (2.3) we have 
f , W . — t ) = F - i ( ; e , W ) (3.13) 
where F~^(-) is the inverse Fourier transform. 
Figure (3.6a) shown this estimated signal with the estimated absolute value 
of the Fourier data but with the real Fourier phase. Compared with figure (3.6b), 
the real sound signal, the estimated signal seem to be similar to the real one but 
have some unstable parts where the sound amplitude is amplified. Based on this 
kind of compression on the spectrogram, if the phase is known, the compression 
rate on this method will be equal to y, where m is the window size. In the case 
when the window size is 256, the compression rate « 51. In practice, the Fourier 
phase is not known. In Chapter 4, we will discuss how to handle the phase prob-
lem in the reconstruction of the speech signal. 
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Figure 3.6a Sampled sound signal by compressed amplitude but with true Fourier phase 
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Figure 3.6b Original sound signal 
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FIGURE 3.6: Estimated sound signal with compressed signal but true Fourier phase 
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Chapter 4. The phase problem 
4.1 The role of the Fourier phase 
Experimentally, we found that the Fourier phase Of{j) does not have a large 
influence on the content of the speech. Several experiments has been done to 
prove this. For example, if the phase of a particular frequency component of each 
window is shifted to a certain constant which may depend on the frequency, the 
speech can still be understood but is somewhat corrupted. This experiment sug-
gests that the Fourier phase Of{j) will not affect the speech content but it does 
have an effect on the speech characteristics. To reconstruct a natural sounding 
speech from the compressed spectrogram, it is necessary to have a good way to 
impute the missing phases. Two methods will be suggested in this thesis. 
4.2 Iteration scheme 
Suppose the signal is X1,X2, x^, — Let two windows A and B be the adjacent 
windows with window B following window A. Then in window A and B, the 
signal is Xa+1,Xa+2,. • •, a^+m and Xb+1,Xb+2,. •., ^ 6+m respectively. That is, each 
window is of length m, and b = a + A, where A is the relative shift between the 
two window. Also, in each window a kernel function li�(-) will be multiplied to 
the signal. 
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For window A, the Fourier transform is computed as follow: 
Cosine transform: 
Cf = f>a+t • w(t) cos(2i(y_l)(f_l)). (4.1) 
t=i 饥 
Sine transform: 
Sf = f： X,+,. w(t) s in (27T(y_ l ) ( f _ l ) ) . (4.2) 
t=i 爪 
Fourier transform: 
Xf = C f - j S f = Af6^'f, (4.3) 
where j = v^^， 
Af = 树 + C / (4.4) 
and 
— t a n - i ( - � (4 .5) 
C/ 
The sound signal can be reconstructed by the inverse Fourier transformation, 
“ � 1 ^ r v 广 ( / - 1 ) “ - 1 ) � 1 Xa+t ‘ yo[t) = — 2^ [Xf& rn ) 
= i ' £ [ C , C Q S ( 2 - ( P l ) ( H ) ) + � i n ( 2 W - l ) ( � l ) ) ] 
m 苗 J m J m 
1 A , . ,2兀 ( / -1)(卜1 )� . . • , 2 7r ( / - l ) ( t — l ) � i 
=—> Af cos6f cos( — -) - sin f^sin( — -) 
m 台 J m ^ m " 
= l p . c . ( M I ^ , , , (,6) 
/ ― � 
For t = 1, . . . ,m, the index inside window A, the equation (4.6) for Xa+t . w{t) 
still gives an exact reconstruction of the signal. For t < 0, t > m, Xg outsides 
window A, the equation (4.6) cannot give an exact reconstruction outsides the 
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window. For window B, we have 
Cosine transform: C'f = ZT=i ^b+s. w(s) cos(27r^^"^ '^"^^) 
Sine transform: S'f = Z Z i ^b+s • uj(^) sin(27r("^1'-i)) 
Fourier transform: X^ = C'j — jS'f = A'^ e^ z^, 
X5+. . w{s) = - g Af{s) — 2 务 1 ) ( 卜 1 ) + e'f{s)). (4.7) 
TTt f 一 1 TTh 
Equation (4.7) can be re-expressed by using the same indexing of time as in equa-
tion (4.6) 6+s = a+t, so s 二 t—A, where A 二 b—a is the shift of the time window. 
Then equation (4.7) becomes 
/ A、 1 ^ ,/ , 2 7 T ( / - l ) ( t - A - l ) " , 、 、 , , 、 
Xa+tw{t-A) = -Y,AfCos{^——^ - + Of{t)). (4.8) 
777/ f 一 1 TTl 
To obtain a more exact approximation, equation (4.8) can be obtain by 
‘ t A', c o s ( 2 ^ : - [ l ) + � = 4 ^ - ( t - A), (4.9) 
fft y—1 A/ L 
fort = A + l , A + 2 , . . . ,m. 
Here the left hand side is the value of Xa+t^{t-A) reconstructed using inverse 
Fourier transform from the window B -system and the right hand side x^^+t is the 
value of the signal that already reconstructed using the window A system. 
Since in each window, the amplitude Af{j) is known. Equation (4.9) give the 
condition of the Fourier phase 6'^{j) once we have the estimate of the signal from 
the previous window. To solve for the current Fourier phase from equation (4.9) 
by the previous Fourier phase, we use an iterative scheme as follows. 
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Suppose the current value Fourier phase is O'f is 沒,(。)，then let 0'f =没产 + Sf 
and by Taylor explansion 
• ( M / - l ) ( t — A — l ) + � ) = C t j - S t j S f + 0[Sjy 
TTt 
where C., 二 —。形-”^^^)+";(。)), 
^ 二 s i n ( 2 W - l ) ? " - l ) + � � ) ) . 
m J 
(4.10) 
Hence equation (4.9) can be written as a system of linear equation 
- E (CtjJ^f — ^,/4^/) 二 ^altw{t — A),t = A + 1, •. .,m, (4.11) 
m f = i 
or 
E StjPf - yt (4.12) 
f=l 
for t = A + 1，. •., m, where /?/ = A'^6f and yt = ^J=i CtjA^f — mx^a+t^{t 一 A). 
Equation (4.12) has m — A equations in y + 1 unknown Sf, f = 1 , . . . , y +1. 
We can find a minimal norm solution using the singular value decomposition 
(Schmidli, 1995), then we get 
0'f = 0 ' P + A j % . (4.13) 
This iteration is repeated again and again until 
771 
^ , i ( O f - 0 ' P f < e . (4.14) 
2 丄 f=2 
To ensure the iterative scheme is convergent, the signal 工恐力 in the overlapped 
part can be set to be equal to the original signal Xa+t- Unfortunately, in our 
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experiment, it was found that 32 original signals need to be given before the 
iterations are consistently convergent. Figure (4.1) shown the result of the iter-
ative scheme based on when the overlap is 32 and the overlapped signal is given 
from the original corresponding speech signals. The reconstructed speech can be 
easily recognized but the attainable compression rate is not very high. The next 
method appears to be able to give better compression rate. 
We now present a second method for handling the phase problem. To mo-
tivate this method, consider figure (4.2) which gives an estimated speech signal 
obtained by setting the Fourier phase in all time frames equal to the correspond-
ing phases of a certain time window. The windows are non-overlapping in this 
computation. 
In figure (4.2), it is easy to see that the sampled signal have some “ non-
stable ” parts and this instability occurs exactly at the junction of two windows. 
To understand this phenomenon, consider the application of the inverse Fourier 
transform using the reconstructed spectrogram and the fixed phases as discussed 
above. This yields an estimate of Xa+t • w{t). Dividing the result by w(fj, then 
yield the estimate of the speech signal Xa+t- The most informative point is in the 
center of the window. At the two end of the window, the division by the small 
value of the kernal function will have the effect of amplifying statistical noise. 
The instability we see in figure (4.2a) is a consequence of this noise amplification. 
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Sampled sound signal by compressed amplitude and iterative scheme 200 1 1 1 1 1 1 1 1 1 
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FIGURE 4.1: Estimated sound signal with compressed signal and iterative scheme on Fourier 
phase 
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Figure 5.1 a Sampled sound signal 2001 1 1 1 1 1 1 1 1 1 
^w^^^^^^^^Y^^ 丨 丨 一 | ( ^ ^ ^ ^ ^ | | | | 1 1 ^ | ^ 
5o' ‘ 1 1 1 1 1 1 1 1 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Physical time ^ I � < 
Figure 5.1b The original signal 
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Figure 4.2: Sampled sound signal based on the compressed amplitude and setting all Fourier 
phase he one time phase on the case of none of the signal is overlapped 
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4.3 Smoothing on the noise - interpolation 
To remedy this, we use overlapping windows and interpolate the estimated signals 
in the overlapping part of the windows. Let two windows A and B be adjacent 
windows and let the compressed amplitude based on window A and B be Af and 
A'f respectively. 
In window A, the estimated signal is 
4% = ^ g � — ^ ^ i ^ z ^ + ^ _ 
In window B, the estimated signal is 
� 1 A ,/ , 2 7 r ( / - l ) ( 5 - l ) n � 1 , 
Xu/^ — TT / ^fCOs( — + df), where s, t = 1 , . . . , m. 
叶否 m • w{s) f^^， \ m ” 
(4.16) 
Suppose the shifting of two adjacent window is A, then it is easy to see that 
b = a + A. Also, the signal a:i+A+t based on the window A and xfl^ based on 
window B, for t = 1 , . . . , m — A, are equal respectively. To “ repair" the non-
smoothness of the sound signal, a simple procedure is to set the sound signal in 
the overlapped region to be 
Xa+t 二 <^ 40么 + (1 — o04$where a = ^ : ( 二 丄 严 t = A + 1，•. •，m (4.17) 
That is, 
f 
x^a+t for t G window A only 
OCa+t = (4.18) 
Xa+t for t e both window A and B 
� 
After taking this interpolation, the estimated sound is found to be quite similar 
to the original signal, figure (4.3) shows the estimated and the original signal 
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after interpolating in the overlapped region of the signal and setting all Fourier 
phase in each time window equal to certain time window. 
Although some of the information of speech seem to be lost visually, the word 
content and the speaker characteristic can be clearly recognized. It is well known 
that the Fourier phase ought to be different to make the function smooth. Since 
for two adjacent windows, the phase should always be different to keep the func-
tion smooth. Therefore, by setting all phase equal, the cosine function will always 
be "out-of-phase" such that cancellation will occur. The interpolation help the 
amplitude of the overlapped region to be reduced. Also, the | overlap of the 
windows wound reduce the extent of noise amplification. It is because within | 
of the center of the window, the kernel is not too small ( 0.9 - 1 ) and division 
by the kernel will not lead to much noise amplification. Although | of the signal 
in each window is now changed but only ^ of each end will be reduced in the 
window by interpolation of each end. Therefore, only | of the signal are affected 
in each short time window. Overall, this simple procedure seems to work well in 
our experiments. 
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Estimated singal after interpolating the overlapped part 
180| 1 1 1 1 1 1 1 1 1 
160- i 
1恥- k . M k 1 M _ I _ 
120- T 賢 - I 眷 f ‘ -
100 - I 
gQl 1 1 1 1 I I I I I 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
x10^ 
The original signal 
200| 1 1 1 1 1 1 1 1 1 
™ - ” # ^ M ^ M M ^ 
1 0 0 - -
5ol 1 1 1 1 1 1 I I I 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
x1Q4 
Figure 4.3: After interpolating the overlapped estimated sound signal with all Fourier phase be 
one time phase on the case of none of the signal is overlapped 
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Chapter 5. Conclusion and further discussion 
5.1 Conclusion 
Linear Predictive Coding (LPC) is the most powerful and useful speech compres-
sion method nowadays. Popular communication tools such as telephone, voice 
mail or web-phone are all based on the techniques of LPC. LPC is encoded as 
2400 bytes per second. If we choose a window size m=256 and 8000 samples per 
second, the original transmission is 8 x 8000 = 64000 bytes per second. Therefore, 
the compression rate is ^ ^ = 26.667. 
In our speech compression based on the spectrogram compression, each time 
window can transfer 256 x | samples (assuming window size = 256 and overlap 
I of the window size ). We can use only 6 dimension to represent this 256 x | 
256 X ~ 
signals. Therefore, the compression rate based on this method is ~ ^ = 28.44. 
To raise our compression rate, it is necessary to increase the window size. 
Since LPC is a major speech processing advance during 1970's, we cannot 
claim that our process is better than LPC. LPC is mainly a time domain method. 
In constrast, we attempt to estimate the speech signal based on spectrogram com-
\ 
pression. Although the sound quality on our estimated signal is not perfect, the 
speaker characteristic and the speech content seem to have been adequately cap-
tured. 
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5.2 Further Discussion 
We are also interested to investigate whether peak distance is a useful statistics to 
speaker identification. However, a dynamic time wrap on each word of a different 
speaker need to be performed. Figure 3.5 shows that the estimated spectrogram 
is similar to the spectrogram with same peak distance visually. This seem to 
show that the peak distance can capture the speaker's characteristics on different 
frequency domain. 
We are also interested in the speech recognition based on our 6 dimensional 
statistics. The usual input to Hidden Markov Model is based on 16 frequency 
bands. We believe that our 6 dimensional statistics can capture most of the in-
formation in the frequency domain. This reduction in dimension from 16 to 6 will 
greatly reduce the difficulty in training the Hidden Markov Model and enhance 
its effective use. 
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