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I N T R O D U C T I O N
Telecommunication is defined as “Any transmission, emission or reception of
signs, signals, writings, images and sounds or intelligence of any nature by wire,
radio, optical or other electromagnetic systems” (according to Article 1.3 of the
International Telecommunication Union’s Radio Regulations). Telecommuni-
cation occurs when the exchange of information between two or more entities
(communication) includes the use of technology. Communication technology
uses channels to transmit information, either over a physical medium, or in
the form of electromagnetic waves.
Nowadays, two advanced branches in information transport are electronics
and photonics.
Electronics deals with electrical circuits that involve active electrical compo-
nents such as vacuum tubes, transistors, diodes and integrated circuits, and
associated passive electrical components and interconnection technologies.
The nonlinear behaviour of active components and their ability to control
electron flows makes amplification of weak signals possible, and electronics
is widely used in information processing, telecommunication, and signal
processing. Electrical components are mainly made of Si, which ensures low
costs and easiness of the fabrication process. On the other hand, electrical
circuits are affected by heat dissipation, thermal management and electronic
noise; moreover, it is difficult to carry information in the radio frequency
range or higher over long distances using ordinary electrical cables, since the
energy tends to radiate off the cable as radio waves, causing power losses. In
that case, specialized transmission lines are required.
The analogous in the field of photonics can be performed using light to carry
information. An optical communication system uses a transmitter, which
encodes a message into an optical signal, a channel, which carries the sig-
nal to its destination, and a receiver, which reproduces the message from
the received optical signal. The most common type of channel for optical
communications is constituted by optical fibers. The transmitters in optical
fiber links are generally light-emitting diodes (LEDs) or laser diodes. In-
frared light, rather than visible light is used more commonly, because optical
fibers transmit infrared wavelengths with less attenuation and dispersion.
The signal encoding is typically simple intensity modulation. The need for
periodic signal regeneration was largely superseded by the introduction of
the erbium-doped fiber amplifier (EDFA), which extended link distances at
significantly lower cost. The drawback is that photonics entirely based on
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silicon, which would allow to exploit the electronic fabrication knowledge,
is not possible due to the lack of silicon lasers: the indirect energy gap of Si
makes the implementation of silicon lasers challenging.
Beyond electrons and photons, an intriguing possibility to transport in-
formation is offered by phonons in the context of nanoelectromechanical
systems (NEMS); phonons are collective excitations of a periodic, elastic
arrangement of atoms or molecules in solids and some liquids. Often desig-
nated as quasiparticles, they represent an excited state in the quantization
of the vibrational modes of the elastic structure of interacting particles. The
unique feature of nanoelectromechanical systems is that they combine an
engineerable solid-state platform on the nanoscale with the possibility of
coherently interacting with a variety of physical quantum systems, including
electronic or nuclear spins [1], single charges and photons [2, 3]. In the
context of quantum communication, this feature enables mechanics-based
hybrid quantum systems that interconnect different, independent physical
qubits through mechanical modes [4, 5].
A successful implementation of quantum transducers requires the ability to
create and control quantum states of mechanical motion. To this end, in this
thesis I will consider a strategy aiming at the design and implementation
of coherent phonon sources. With respect to the laser working principle in
photonics, where stimulated emission is used as the process at the basis of
the oscillator, a phonon source is generally considered as an object which
injects coherent phonons in the system.
Ways of generating coherent phonons are coherent phonon spectroscopy
(CPS) with femtosecond laser pulses [6], impulsively stimulated Raman scat-
tering (ISRS) [7, 8], displacive excitation of coherent phonons (DECP) [9];
otherwise coherent acoustic phonons can be generated in piezoeletric semi-
conductor heterostructures [10].
Our idea to realize a coherent phonon emitter combines NEMS with the
technology of superconducting devices. Superconductors are particularly
interesting for three reasons: they work at very low temperatures (few K),
as many quantum devices do, and this strongly reduces the thermal noise;
superconducting devices can be perfectly integrated on chip; finally, the
new advanced nanofabrication techniques allow for the realization of super-
conducting devices (such as single junctions or SQUIDs) with very small
dimensions. If a part of the device is suspended, a mechanical oscillator with
vibrational frequencies up to few GHz can be obtained.
The best candidate to be the final device is a Superconducting QUantum
Interference Device (SQUID), which consists of a superconducting circuit
with two superconducting/normal metal/superconducting (SNS) junctions
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coupled in parallel. In the last years, a novel class of devices that incorporate
micromechanical resonators into SQUIDs have been explored as a way to
achieve controlled entanglement of the resonator ground state, as well as
permitting cooling [11] of the resonator modes and enabling quantum lim-
ited position detection [12, 13]. Micromechanical resonators allow to reach
vibrational frequencies up to few MHz. Our idea to implement a source
of coherent vibrations in the GHz range is to fabricate a SQUID and then
suspend one of the two nanometric junctions through an etching process. If a
current is flowing along the wire and an in-plane magnetic field is applied
orthogonal to the junction, the field exerts a Lorentz force on the nanowire
itself. When the force frequency is resonant with the beam out-of-plane eigen-
modes, coherent vibrations can be induced [14, 15]. An intriguing advantage
offered by SQUIDs is that the coherent phonon source can be biased in DC,
since the vibration of the suspended nanowire is provided by the loop current.
The aim of the present thesis is to design, fabricate and investigate the
transport and magnetic properties of non-suspended single SNS junctions
and DC SQUIDs, made of Al and Cu; then etching tests on SQUID devices
are performed as a way forward towards the implementation of a coherent
phonon source. The thesis is organized as follows:
Chapter 1 is divided in three parts:
The first section reports the fundamentals of SNS junctions. It starts with
the introduction of the Bogoliubov-de Gennes equations, which constitute
the basic theoretical instrument to describe inhomogeneous superconducting
systems. Then we discuss the transport properties of a N/S interface, pre-
senting the Andreev reflection process and including the Proximity effect.
An expression of the supercurrent in a general SNS junction is theoretically
described as the sum of the contributions carried by Andreev continuous and
discrete states, and the value of the critical current in mesoscopic junctions in
some interesting cases is reported.
The second section concerns the dynamics of classical harmonic oscillators
and the fundamentals of continuous elastic materials: Young’s modulus and
Poisson’s ratio are introduced as a set of parameters necessary to evaluate
mechanical deformations and vibrations in the linear regime. An analytical
description of the shape of the flexural modes of a doubly clamped mechani-
cal oscillator is obtained within the framework of the Euler-Bernoulli model.
In the third section we discuss a possible combination of mechanical and
superconducting systems and how the control of the circulating current using
the Josephson effect can be used to force the coherent motion of a mechanical
beam embedded within the circuit. The toy-model consists of a metallic
copper nanowire suspended over two superconducting leads, in the presence
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of an in-plane applied magnetic field: the coupled equations describing the
system are analytically obtained and they are solved in time for determining
the nanobeam displacement in different electrical configurations. The limits
of a single junction device are reported and the concept of a DC SQUID
is introduced. The rate equations governing symmetric and asymmetric
SQUIDs are obtained and the simulated behaviour of a DC symmetric SQUID
with a suspended junction is reported. The results are extremely promising,
since they prove that it is possible to perform a DC detection of a mechanical
oscillation of a suspended wire.
Chapter 2 is dedicated to the accurate description of the nanofabrication
procedure followed to realize the investigated devices. A special attention is
paid to the challenging design of SNS junctions and DC SQUIDs.
In Chapter 3 we illustrate and discuss the experimental data obtained. The
first two sections are dedicated to the experimental setup used to perform
low-temperature transport measurements. Then a full characterization of
two SNS junction devices is reported: the superconducting properties are
investigated for varying temperatures (up to 1 K) and in-plane applied mag-
netic fields (up to 330 mT); the measurement of the zero bias resistance of
the junctions as function of temperature through a LOCK-IN amplifier is
reported. A full experimental characterization for different temperatures is
reported also for two SQUID devices: the current-phase relation is presented,
from which the coefficient of asymmetry is estimated; from the voltage-to-
flux modulation, the behaviour of SQUIDs as magnetometers is obtained.
Finally, we use the experimental results to refine the simulations concerning
the suspended SQUID.
Chapter 4 reports the attempts to suspend one of the two junctions of the
SQUID through a challenging wet etching process. Due to the difficulties in
obtaining good results, we introduce an innovative approach, relying on the
use of a silicon nitride membrane, as a way forward towards the fabrication
of the final, suspended SQUID.
1
T H E O RY
1.1 superconductor/normal metal/superconductor josephson
junctions
Superconductivity is a phenomenon in which a material shows zero resis-
tance and magnetic field expulsion when cooled below a certain temperature.
It was discovered in 1911, with the milestone work of H. K. Onnes on the
electrical resistivity of a mercury sample [16]. He found that, below a tem-
perature of about 4.2 K (critical temperature, Tc), the electrical resistance
abruptly dropped by several orders of magnitude to a not measurable value.
The first microscopic theory of superconductivity at T = 0 K, called BCS
theory, was formulated in 1957 by J. Bardeen, L. N. Cooper and J. R. Schrieffer
[17]. The basis of the BCS theory is that two electrons, having opposite wave
vector and spin, combine and form a Cooper pair. The pairing mechanism,
leading to a mutual attraction, is provided by a weak indirect electron-electron
interaction via phonons (Fro¨lich interaction). One electron, moving in a de-
formable lattice of positive charges, causes a local deformation of the lattice
and polarizes it. A second electron, moving in that area, sees the polarized
lattice. This second-order electron-electron interaction leads to an effective
attractive interaction only if the electrons stay in an energy shell of the order
of h¯ωD around the Fermi energy, where ωD is the Debye frequency. In such
conditions two electrons form a Cooper pair (k ↑,−k ↓). Since Cooper pairs
act like bosonic particles, due to the attractive interaction they condense to
an energetically lower ground state. Conversely, the electrons at T = 0 K can
occupy states with k > kF, where kF is the Fermi wave vector, so their kinetic
energy is increased compared to the non-interacting Fermi gas case. This is
overcompensated by the binding energy due to the pairing.
On the other hand, the excitations of the superconducting ground state are
constituted by fermionic quasiparticles, consisting in a linear combination of
electrons and holes. The quasiparticle spectrum is showed in Figure 1.
Differently from the normal metal excitation energy, the superconductor
quasiparticle spectrum exhibits an energy gap ∆0 over and under the Fermi
level. Hence, a Cooper pair needs an energy of 2∆0 to split up and no quasi-
particle states exist in the energy interval [EF − ∆0, EF + ∆0]. An excitation
with a wave vector k > kF can be regarded as electron-like, while a hole-like
1
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Figure 1.: Comparison between the quasiparticle spectrum of a normal metal and a super-
conductor at zero temperature. e denotes the single particle energy measured
with respect to the Fermi energy. Due to an energy gap 2∆0, in the superconductor
there are no quasiparticle states in the interval [EF − ∆0, EF + ∆0]. Image from
[18].
quasiparticle is found for k < kF.
Quasi-particle states in more complicated systems, such as the interface be-
tween a normal metal and a superconductor, can be treated by the Bogoliubov-
De Gennes equations [19]. Being the system inhomogeneous, the relevant
physical parameters vary in real space, described by the position vector r. In
order to find the amplitude probability of an electron-like (hole-like) state uk
(vk), we can solve the following equation system:
(
H(r) ∆(r)
∆∗(r) −H(r)
)(
uk(r)
vk(r)
)
= E
(
uk(r)
vk(r)
)
(1)
where ∆(r) is the superconducting pair potential which couples the proba-
bility amplitude and H(r) is the one-electron Hamiltonian, defined by:
H(r) = − ∇
2
2m∗
+U(r)− µ, (2)
where µ is the chemical potential, m∗ is the effective electron mass and
U(r) is an external scalar potential.
To solve Eq. (1), let us firstly consider an homogeneous superconductor. Now
the spatial dependence vanishes and ∆(r) = ∆0, U(r) = 0 while µ becomes
constant. In such conditions the vector (uk, vk) can be rewritten in a simpler
form:
(
uk(r)
vk(r)
)
= eik·r
(
u0
v0
)
(3)
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where u0 and v0 are given by:
u20 =
1
2
1+
√
E2 − ∆20
E
 , (4a)
v20 = 1− u20 =
1
2
1−
√
E2 − ∆20
E
 (4b)
The energy eigenvalues are
E = ±
( h¯2k2
2me
− µ
)2
+ ∆20
1/2 (5)
A negative energy eigenvalue means that the energy of the excitation is
below the chemical potential µ. When |k| > kF we find that |u0|2 > |v0|2,
so the quasiparticle is predominantly electron-like, while for |k| < kF the
character of the quasiparticle is hole-like, since |u0|2 < |v0|2.
In the case of a normal conductor, ∆0 = 0. Decoupling the two components
of Eq. (1), we find that pure electrons (1, 0) and holes (0, 1) exist. For a
hole state, the energy eigenvalues are positive for |k| < kF and negative for
|k| > kF.
1.1.1 Quasiparticle transport through a S/N interface
In this section the models describing carrier transport through a supercon-
ductor/ normal-metal interface will be discussed. The behaviour of ideal
interfaces is described by the Andreev reflection process; however, in order
to treat nonideal interfaces, normal scattering and the proximity effect have
to be included.
Andreev reflection
If a normal conductor is coupled to a superconductor, a particular reflection
process, called Andreev reflection, can be observed [20]. A schematic descrip-
tion of the Andreev reflection process is provided in Figure 2.
Let us consider an electron in the normal (N) conductor with energy
µ < E < ∆0 and wave vector ke, that moves towards an ideal N/S interface.
The electron will not be transmitted in the S region, because for E < ∆0 no
quasiparticle states are available in the superconductor. Moreover, since the
interface is ideal, normal reflection is not allowed, because there is no barrier
which can absorb the momentum difference. However, if an extra electron
4 theory
Figure 2.: (a) Energy diagram of the Andreev reflection process: at the N/S interface, an
incident electron with energy E < ∆0 coming from the normal conductor is
retroreflected as a hole and a Cooper pair is formed in the superconductor. (b)
The same process, looked in the real space: the incident electron and the created
hole have a wave vector in the same direction. However, since the wave vector
and the group velocity of a hole are in opposite directions, the hole takes the same
path as the incident electron in the reverse direction. This process is referred to as
retro-reflection . Image from [20].
is taken from the completely filled Fermi sea of the normal conductor, a
Cooper pair can be created in the superconductor. The missing electron can
be thought as a hole carrying a positive charge.
In the process described above, the electron taken from the Fermi sea must
have a wave vector with same magnitude but opposite direction with respect
to ke. Since a Cooper pair has a null total momentum, after the Cooper pair
creation in the superconductor, the total wave vector of the system has to be
equal to ke. The produced hole thus must account for the whole remaining
wave vector ke. However, since for a hole the group velocity and the wave
vector are oriented in opposite directions, the hole is retro-reflected: in fact, the
hole takes the same path as the incident electron but in the reverse direction.
Taking into account that electrons and holes have opposite charge and group
velocity, we find that the Andreev reflection process provides a conductance
twice as large as the one for an ideal transmission through the interface.
If the incident electron has an energy |E| > ∆0, quasiparticle states can be
excited in the superconductor and also normal specular electron reflection
can occur with a certain probability. However, usually the N/S interfaces
are not ideal, so the Andreev reflection occurs with a probability less than
one even for |E| < ∆0 if a potential barrier is introduced at the interface. The
Blonder-Tinkham-Kplapwijk model, describing normal and Andreev reflec-
tions, as well as transmission of quasiparticles at non-ideal N/S interfaces, is
reported in Appendix A.
Inclusion of the Proximity effect
The ideal case considered so far starts from the assumption of a step-like
superconductive pair potential ∆(x) at the interface. This assumption, how-
ever, in many cases is not correct: in fact, if a superconducting material is
1.1 superconductor/normal metal/superconductor josephson junctions 5
deposited on a normal conductor, the properties of the first atomic layers of
the superconductor can be degraded due to residual atoms or molecules on
the surface [20]. In order to provide a more realistic model, the degraded
superconductive layers can be thought of as an additional normal-conductive
interlayer (N’). Therefore the complete layer sequence now is S/N’/N. If
the N’ layer is thin, the “proximity effect” ensures that the superconducting
properties will be in part preserved: Cooper pairs will leak into the normal
conductor N’ and will decay after a certain distance. The length scale of this
phenomenon is the coherence length ξN.
The starting point of the discussion is a S/N junction in the “dirty” limit [21].
This means that the elastic mean free paths lel,S and lel,N in the superconduc-
tor and in the normal conductor are much lower than the coherence lengths
ξS and ξN. In the dirty limit the coherence lengths are:
ξS,N =
√
h¯DS,N/2pikBTc (6)
Here DS,N are the diffusion constant in the two different materials. Typical
values for both ξS and ξN range from 100 nm to 1000 nm. The dirty limit
for both the S and N layers is justified, since the thin superconducting films
used for these typical structures are polycrystalline and so contain a lot of
scattering centers. The large number of scattering centers makes it virtually
impossible to apply the Bogoliubov equation (Eq. (1)) directly, in order to
describe the system; thus, a more complicated tool is required.
Figure 3.: Schematic illustration of the effect of the proximity effect on the Cooper pair
density F(x) in a S/N junction. In the superconductor F(x) decreases near the
interface (inverse proximity effect), while in the normal conductor some Cooper
pairs are propagated for a certain distance (direct proximity effect). The scale
length of these phenomena are represented by the coherence lengths ξS and ξN.
The parameter γB is a measure of the barrier strength at the interface, while the
pair-breaking parameter γ is a measure of the suppression of the order parameter
in the superconductor due to the proximity effect. Image from [20].
The consequences of the proximity effect in a S/N junction are showed in
Figure 3, where the Cooper pair density F(x) is schematically plotted as a
6 theory
function of position. In the superconductor side, when the distance from the
interface is less than ξS, F(x) starts decreasing, due to the inverse proximity
effect. At the interface, F(x) is reduced by a quantity γ, called pair-breaking
parameter, which is given by:
γ =
ρSξS
ρNξN
(7)
Here ρN and ρS are the specific normal-state resistances of the normal con-
ductor and of the superconductor. At the interface, the presence of a barrier
further reduces the Cooper pair density by a quantity γB, which depends on
the elastic mean free path and the coherence length of the normal conductor
and on the Z parameter, described in the BTK model (see appendix A).
Finally, in the normal conductor side, a non zero Cooper pair density propa-
gates over a distance of the order of ξN before quenching. Since the value of
ξN ranges from 100 nm to 1000 nm, this effect is the underlying mechanism to
the transfer of a Cooper pair current between two superconducting electrodes,
linked by a normal-metal island.
1.1.2 Josephson current in SNS junctions
The proximity effect leads to one of the most remarkable properties of super-
conductors, i.e. the possibility of a current flow, with no resistivity, through
a N region sandwiched between two superconducting electrodes. This phe-
nomenon, first studied in 1962 by B. D. Josephson [22], is called Josephson
effect. In the treatment of the Josephson effect within the framework of
Andreev reflection, the phase of the order parameters of the superconducting
electrodes must be considered and in particular it is crucial to maintain the
phase coherence between the two leads.
Andreev energy levels in an ideal SNS junction
An important effect of Andreev reflections is the formation, in the normal
conductor region, of energy levels, which form the basis of the Josephson
current. The energy levels can be divided in a continuous Andreev spectrum
for |E| > ∆0 and in discrete Andreev states for |E| < ∆0, in analogy to what
happens to electrons in a finite-depth quantum well. The difference is that
here the discrete states are able to carry a supercurrent by means of Andreev
reflections.
For the ideal case of a one-dimensional system with no barriers at the S/N
interfaces and no Fermi velocity mismatch between normal and supercon-
ducting regions, an expression for the Andreev energy-level spectrum was
first introduced in 1970-1971 by Kulik [23], Ishii [24] and Bardeen and John-
son [25]. To provide a more realistic description, it is required to include
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δ-shaped barriers at the S/N interfaces, a Fermi velocity mismatch and the
effect of the temperature. This general case was treated by Tang, Wang and
Zhang in 1997 [26].
Figure 4.: Schematic drawing of an ideal one-dimensional SNS junction. A step-like pair
potential ∆(x) is assumed, in analogy to the BTK model. However, this time also
the phase is considered. The arrows indicate the direction of the group velocity
of holes and electrons. Image adapted from [20].
Similarly to the BTK model, as showed in Figure 4, in Kulik’s model a
step-like potential ∆(x) is assumed, but with the inclusion of the phase φ of
the order parameter:
∆(x) =

∆0 e− iφ/2 for x < 0,
0 for 0 < x < L,
∆0 eiφ/2 for x > L
(8)
Following Kulik’s argument [23], two wave functions ψ± for an excitation
moving to the right (+) or to the left (-) for |E| ≤ ∆0 can be introduced:
ψ+ carries a current in the −xˆ direction, while ψ− in the xˆ direction. Since
|E| ≤ ∆0, we find that ψ+ and ψ− are exponentially attenuated inside the
superconductor. Therefore, the discrete states can be seen as electrons and
holes that reflect back and forth through Andreev reflections; at the same
time, they mediate the transport of Cooper pairs from one superconducting
electrode to the other.
The eigenvalues are obtained by solving:
(
E
∆0
)(
L
ξ0
)
= 2 arccos
(
E
∆0
)
∓ φ− 2pin (9)
where n = 0,±1,±2, ... is an integer which counts the Andreev levels.
The eigenvalue spectrum has a phase periodicity of 2pi and is depicted in
Figure 5. In the short junction limit (L  ξ0), there are only two Andreev
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Figure 5.: Andreev energy spectrum for an ideal SNS junction in the short junction limit (a)
and in the long junction limit. The number of the Andreev levels increases with
length. Image from [20].
levels, which are degenerate in φ = pi and follow a simple cosine phase
dependence:
E+0 (φ) = +∆0 cos φ/2 (10a)
E−−1(φ) = −∆0 cos φ/2 (10b)
When the ratio L/ξ0 increases, there is an enhancement of the number of
Andreev levels (Figure 5(b)). Moreover, they become degenerate also in φ = 0
and in φ = 2pi. An expression of the Andreev levels is given by:
E±n (φ) =
ξ0∆0
L
[pi(2n + 1)∓ φ] (11)
Supercurrent in a general SNS junction
In a more general treatment of the SNS junction, a δ-shaped potential barrier
at the interfaces and a Fermi velocity mismatch between normal conductor
and superconductor are introduced. With these conditions, the Andreev levels
and the supercurrent can be calculated by a transmission matrix method,
presented by Tang [26]. Here the model will be described qualitatively and
only the main results will be discussed.
The starting point of the model is the transmission matrix T(φ), dependent on
energy and phase, which describes the transmission of incoming electron-like
particles Ψe and hole-likes particles Ψh through the junction:(
Ψ˜e
Ψ˜h
)
= T(E, φ)
(
Ψe
Ψh
)
(12)
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The transmission matrix is given by the product of several matrices, rep-
resenting different steps during the transport. Two matrices, containing the
transmission coefficients of the BTK model of Eqs. (79c), (79d) and (80), take
into account the transmission through the left (S/N) and the right (N/S)
interfaces. Another matrix expresses the phase shift acquired by the hole and
the electron during the transfer through the normal conductor.
Not all the electrons and holes are transferred directly through the N region.
In fact they can also be multiply reflected within the normal conductor, as in
a resonant cavity. The Andreev and normal reflections at the N/S and S/N
interfaces are described by two scattering matrices, which employ the BTK
coefficient a± and b±.
Once the transmission matrix is built, the Josephson supercurrent I(φ) can
be calculated. Usually, I(φ) is separated in two contributions: one originates
from the discrete Andreev levels E±n (|E| < ∆0), the other is due to the contin-
uous spectrum for |E| > ∆0.
In the limit of short junction (ξ0  L) and T = 0 K, only two discrete Andreev
levels are occupied and contribute to the net supercurrent. They are given by
the expression:
E±B (φ) = ±∆0
√
cos2(φ/2) + 4Z2
4Z2 + 1
(13)
where Z = Hme/h¯2kFS is a dimensionless parameter, which represents the
height H of the barrier. The current carried by the discrete levels is obtained
by [27]:
I(φ) = ∑
n,±,E<0
2e
h¯
dE±n (φ)
dφ
(14)
Applying the latter equation to Eq. (13), we obtain an expression for the
supercurrent:
I(φ) =
e∆0
2h¯
1√
(cos2(φ/2) + 4Z2)(4Z2 + 1)
sin φ (15)
which further simplifies if a strong barrier it’s assumed to be present at the
interfaces (Z2  1):
I(φ) ≈ Ic sin(φ) (16)
In Figure 6(a), the Andreev levels, obtained through Eq. (13), are plotted
as a function of the phase difference φ for three different values of Z. In
the cases of Z > 0, due to the additional normal reflection process, the
degeneracy at φ = pi in the quasiparticle spectrum is lifted. Therefore, an
energy gap appears.
Figure 6(b) shows the normalized Josephson current. As can be seen, the
10 theory
Figure 6.: (a) Normalized Andreev levels and (b) Josephson current in a short SNS junction
(L  ξ0) as a function of the phase difference φ for Z = 0 (solid lines), Z = 0.5
(dashed lines) and Z = 1 (dash-dotted lines). The arrows in Panel (a) indicate the
direction of the electron motion for each Andreev level. Image from [20].
supercurrent is reduced by the presence of a barrier at the interface. At Z = 1,
I(φ) acquires a sinusoidal characteristic, typical of a tunnel junction.
When we pass to a finite temperature T, the occupation of the Andreev levels
is no longer determined by a step-like distribution function, but rather by
a Fermi distribution broadened around µ. The result is that some levels
below µ become partially empty, but some Andreev levels above the gap
are occupied. In this case, the discrete bound states carry the following
supercurrent:
I(φ) = ∑
n,±,E<0
2e
h¯
dE±n (φ)
dφ
f0[E±n (φ)] (17)
Applying the latter equation in the case of a short junction, with the
two energy levels showed in Eq. (13), the temperature dependence of the
supercurrent is achieved:
I(φ) =
e∆0
2h¯
1√
(cos2(φ/2) + 4Z2)(4Z2 + 1)
sin(φ)[ f0(E−B )− f0(E+B )] =
=
e∆0
2h¯
1√
(cos2(φ/2) + 4Z2)(4Z2 + 1)
sin(φ) tanh(E+B /2kT) (18)
When the temperature is increased, the net supercurrent decreases, since
E+B becomes more filled, while E
−
B more empty. For junctions with a finite
length, an exponential decrease of the critical current Ic with temperature is
found.
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1.1.3 Critical current in mesoscopic junctions
From the previous sections, it can be understood that the existence of a
supercurrent in SNS junctions is due to the proximity effect, mediated by
phase-coherent Andreev reflections at the N/S interfaces. The energy scale for
the proximity effect is given by the Thouless energy ETh = h¯D/L2, where D
is the diffusion constant of the normal metal. The critical current Ic is limited
by the bottleneck in the center of the N layer, where the pair amplitude is
exponentially reduced. In the following, the critical current for a mesoscopic
diffusive SNS junction will be investigated. The mesoscopic limit occurs
when the length L of the junction is much larger than the elastic mean free
path le, but smaller than the dephasing length Lφ [28].
Let us assume to be in the long junction limit, in which the superconducting
gap ∆  ETh (or L 
√
h¯D/∆). The theoretical approach is based on
quasiclassical Green’s functions and the proximity effect leads to a finite pair
amplitude F in the normal metal, as described before. The N/S interfaces are
assumed to be fully transparent and the suppression of ∆ in the S electrodes
near the N/S interfaces is neglected. This is valid at T  Tc or if the normal
metal size is small as compared to the superconducting one.
For kBT  ETh (high temperature limit) the mutual influence of the two
superconducting electrodes can be neglected. Mesoscopic proximity systems
in the dirty limit are described by the Usadel equations [29]. Linearizing the
Usadel equations in the normal metal, except near the N-S interfaces, we get:
eRIc = 64pikBT
∞
∑
n=0
L∆2 e−L/Lωn
Lωn [ωn +Ωn +
√
2(Ω2 +ωnΩn)]2
(19)
where R is the normal metal resistance, ωn = (2n + 1)pikBT is called
Matsubara frequency, Ωn =
√
∆2 +ω2n and Lωn =
√
h¯D/2ωn.
At low temperatures (kBT ≤ ETh) the Usadel equation must be solved at all
energies using a numerical analysis. In the long junction limit (∆/ETh → ∞),
the zero temperature critical current results to be proportional to ETh:
eRIc(T = 0) = 10.82ETh (20)
On the other hand, in the short junction limit Ic is independent from the
Thouless energy:
eRIc ≈ 1.326pi∆/2 (21)
Also interesting is the temperature dependence of eRIc in the limit of
infinite ∆/ETh, which occurs for a very long junction. The result is much
simpler than that found in Eq. (19):
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eRIc =
64pikBT
3+ 2
√
2
√
2pikBT
ETh
e
−
√
2pikBT
ETh (22)
1.2 dynamics of classical harmonic oscillators
The second ingredient for building our final device is constituted by a me-
chanically actuable element. In the following, I will report the main features
concerning the dynamics of mechanical classical harmonic oscillators in order
to highlight the main properties which will help to understand the physics
of the final device.
Let us start considering a simple, undamped, one-dimensional harmonic
oscillator. In the context of classical mechanics, a harmonic oscillator is a
system which, when displaced from its equilibrium position, is subjected to a
restoring force F, proportional to the displacement from said position x:
F = mx¨ = −kx, (23)
where k is a positive constant (spring constant) and m is the mass of the
oscillator.
If no other force acts on it, the system is called a simple harmonic oscillator.
The solution of Eq. (23) describes in fact a harmonic motion: the object
oscillates around the equilibrium position, with a constant amplitude (A) and
frequency (ω0):
x(t) = A cos(ω0t +Φ), (24a)
ω0 =
√
k
m
=
2pi
T
(24b)
The motion is periodic with a period T which depends on the mass and the
spring constant. The position at any given time also depends on the phase Φ,
which is determined by the system initial conditions.
The picture introduced so far is obviously too simplified; in fact in real
oscillators there is friction (or, more generally, damping forces) that reduce
the motion of the system. Assuming that the velocity decreases linearly with
the friction force, a more realistic dynamical equation in absence of external
forces can be introduced:
mx¨ + 2mγx˙ + kx = 0, (25)
where γ is the oscillator damping rate.
It is significant, at this point, to introduce the quality factor Q, as the ra-
tio between the natural frequency of the oscillator and its damping ratio:
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Q = ω0/(2γ). This represents the energy lost per period and it is a useful
quantity to assess the goodness of a resonant cavity.
According to the value of Q, three different regimes can be distinguished:
the overdamped (Q < 1/2), the critically damped (Q = 1/2) and the un-
derdamped (Q > 1/2) one. In the overdamped case, after an initial, pulsed
excitation, the system returns with an exponential decay to its equilibrium
position without oscillating. The greater Q, the slowest the return to equi-
librium. The limit case is the critically damped case, in which the system
returns to equilibrium in the shortest time with no oscillations. The most
common case is the underdamped one: the system amplitude is oscillating
although its envelope is gradually decreasing to zero.
The last term required for a realistic description of the harmonic oscillator is
the external driving force Fext. In this case the oscillator dynamics reads as:
mx¨ + 2mγx˙ + kx = Fext (26)
Eq. (26) can be easily solved in the frequency domain, assuming that
the damping rate γ is frequency independent. By Fourier transforming Eq.
(26), it is possible to express the position change x(ω) as a function of the
mechanical susceptibility χxx [30]:
x(ω) = χxx(ω)Fext(ω), (27a)
χxx(ω) =
[
m(ω20 −ω2)− i2mγω
]−1
(27b)
Interestingly, in the case of an high Q oscillator near resonant condition
(ω ∼ ω0), it is possible to approximate the susceptibility by a Lorentzian
function, which results in:
χxx(ω) = (mω0[2(ω0 −ω)− i2mγ])−2 (28)
In this case, 2γ represents the full-width at half-maximum of the curve.
The Q-factor can then be linked to the spectral line narrowness: low (high)
Q’s translate in broad (sharp) spectral lines.
1.2.1 Introduction to continuous elastic materials
Moving from the ideal mathematical case discussed in the previous paragraph
to a more realistic, extended model, it is necessary to introduce the concepts
of stress and strain. Stress is a physical quantity that expresses the internal
forces that neighboring particles of a continuous material exert on each
other, while strain is the measure of the deformation of the material. For
a one-dimensional, punctual system, stress and strain are linked by 1D
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Hooke’s law (Eq. (23)), translating respectively in the concepts of ideal force
and displacement. For an extended, continuous system, it is necessary to
introduce more general parameters. Let’s suppose, as a title of example, to
exert an axial force normal to the face of a 3D cubic system as the one shown
in Fig. 7. Under the applied tensile stress σyy the element will be stretched
by a quantity ∆L. The axial strain can then be defined as eyy = 2∆L/L.
Combining these two parameter, we can introduce the modulus of elasticity
Y, also called Young’s modulus, as:
Y =
σyy
eyy
(29)
By axially stretching the material we get a corresponding lateral shrinkage.
Analogously to the axial one, we can introduce the lateral strain exx =
2∆W/W and finally the Poisson’s ratio ν defined as the absolute value of the
ratio of lateral strain and axial strain:
ν =
exx
eyy
(30)
x
y
z
σyy
∆L
L
∆W
W
Figure 7.: The response of a cubic system to an applied tensile stress σyy: axial and lateral
strains are defined as 2∆L/L and 2∆W/W, respectively. They allow to introduce
two fundamental properties of extended, continuous systems: Young’s modulus
and Poisson’s ratio.
Of course, in a linearly elastic material, the strain eii along one direction
will be defined by an arbitrary combination of normal stresses σii:
exx =
σxx
Y
− ν
Y
(
σyy + σzz
)
eyy =
σyy
Y
− ν
Y
(σxx + σzz)
ezz =
σzz
Y
− ν
Y
(
σxx + σyy
) (31)
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while more complicated expressions can be found for shear strains (eij); a
general, constitutive relation for isotropic materials can be defined using the
generalized Hooke’s law:
σij = Cijklekl = ¯¯σ = ¯¯C : ¯¯e (32)
where Cijkl is called the stiffness tensor, which is defined for isotropic
materials as: Cijkl = λδijδkl + µ(δikδjl + δilδjk). The parameters λ and µ are the
Lame´ and shear modulus, which are linked to the more physically intuitive
Young modulus and Poisson ratio as:
λ =
Yν
(1+ ν)(1− 2ν) (33a)
µ =
Y
2(1+ ν)
(33b)
The knowledge of Young modulus and Poisson ratio, together with the
mass density, represent a full set of parameters necessary to evaluate mechan-
ical deformations and vibrations in the linear regime.
1.2.2 Vibrational modes of mechanical elements
The mechanical dynamics of extended systems can be introduced by a proper
3D generalization of Eq. (26). The frequency evolution of the mechanical
system is described by:
ρω2~u− ~∇ · ¯¯σ = ~F∗ext (34a)
¯¯σ = ¯¯C : ¯¯e (34b)
Here, ρ is the mass density, F∗ext the force per unit volume, while u is the
displacement field of the system. Eqs. (34) can be reduced to an eigenvalue
problem; this can be solved with standard numerical methods to find the nor-
mal vibration modes of the system. If the resonator has a simple geometrical
shape, semi-empirical solutions can be used, which are a very good approxi-
mation of the numerical ones especially for low-order mechanical modes. In
the context of this thesis, we will focus the discussion on prismatic nanoscale
bars of length L, characterized by a constant rectangular cross-section, with
width w and thickness th.
When both width and thickness are small compared to the length of the bar,
an analytical description of the shape of the flexural modes along the bar
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length can be obtained within the framework of the Euler-Bernoulli model
[30, 31, 32] as:
u(x) = C1 sin(βx) + C2 cos(βx) + C3 sinh(βx) + C4 cosh(βx) (35)
where u is the displacement field component in the transverse direction
and x the axial coordinate along the beam axis. The parameter β is the so-
called mechanical wave vector which is dependent on the chosen mode and
will be better described in the following. The constants Ci are determined
by the boundary conditions at the end of the bar; in the final device we aim
at fabricating, the mechanical element will be a suspended nanowire, which
can be schematized as a doubly clamped bar, rigidly held at both ends. This
translates in u = 0 for x = 0 and x = L and Eq. (35) reduces to:
u(x) = C2[cos(βx)− cosh(βx)] + C4[sin(βx)− sinh(βx)], (36)
where, additionally:
C4 =
[cosh(βL)− cos(βL)]
[sin(βL)− sinh(βL)] C2 (37)
The mechanical wave vector β can be obtained considering the roots of the
implicit equation [30]:
cos(βL) · cosh(βL) = 1 (38)
From each wavevector, the mode angular mechanical frequency ω0 can be
evaluated employing the following relation:
ω20 = β
4 · YI
ρA
(39)
where A is the beam cross-sectional area (A = w · th) and I is the inertia
moment with respect to the neutral plane of flexure. For a beam which oscil-
lates out-of-plane as the one of interest, the inertia moment is I = w · th3/12.
To validate this semiempirical approximation, we obtained the mechanical
eigenvalues by using a Finite Element Method (FEM) solver (Comsol Multi-
physics) and found the first three order modes. The shape of such modes for
a doubly clamped bar with length 600 nm, width 100 nm and thickness 50
nm is reported in Figure 8.
Each mode can be seen from the top, side, front and from a three-dimensional
view. The first, second and third modes are showed in Panels (a), (b), (c),
respectively. It’s worth to note that in a nanowire with square cross-section
the fundamental mode would have degeneracy 2, with oscillations in the
x-y/x-z plane. A rectangular cross-section breaks the symmetry, so that the
first flexural mode is the one oscillating in the x-z plane if width is larger than
thickness or in the x-y plane in the opposite case. In the geometry depicted
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Figure 8.: Simulated (a) first, (b) second and (c) third flexural mode of a doubly clamped
bar, with length, width and thickness of 600 nm, 100 nm and 50 nm, respectively.
The oscillation of the nanowire can be seen from four different points of view:
top, side, front and 3D. Since width is greater than thickness, the first and the
third modes are out-of-plane (Panels (a), (c)), while the second flexural mode
oscillates in-plane (Panel (b)). The colourbar is related to the total displacement
of the wire, defined as the quadrature of the displacements along the three axis.
in Figure 8, width is greater than thickness, so the first flexural mode, as
well as the third mode, is expected to oscillate out-of-plane (Panels (a),(c)).
Conversely, the second flexural mode oscillates in-plane (Panel (b)). The
colourbar is related to the total displacement of the wire.
For the fundamental mode of vibration, Figure 9 shows a comparison
between the analytical mechanical frequency of Eq. (39) and the numerically
obtained frequency, plotted as function of the beam length. As can be seen,
the two models perfectly agree. This validates the analytical expression of
Eq. (39), which will be used in the following for the simulation of the final
device.
For the first flexural mode, the maximum deflection is at the center of the bar
(x = L/2), as can be seen in Panel (a) of Figure 8. This point can be employed
to introduce an effective motional mass meff through the relation:
meffu2
(
L
2
)
=
∫ L
0
ρAu2(x)dx (40)
Adopting the latter expression, the effective mass becomes
meff = 0.396 · ρAL (41)
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Figure 9.: Comparison between the analytical mechanical frequencies found with Eq. (39)
and the mechanical frequency estimated with a numerical simulation, for the
first flexural mode of a rectangular cross-section doubly clamped bar. The
simulation was performed using the commercial software Comsol Multiphysics.
The analytical and numerical data are in good agreement.
In the next section we will see how the semiempirical parameters ω0 and
meff enter the rate equation system of the superconductor-mechanics coupled
system.
1.3 sns junction with a suspended nanowire
Once the basic properties of the superconductive and mechanical systems
are established, a possible combination of the two will be discussed. We will
see how the control of the circulating current using the Josephson effect can
be used to force a coherent motion of a mechanical beam embedded within
the circuit. The toy-model we are going to use for the sake of discussion is
showed in Figure 10 and consists of a metallic copper nanowire, of length L,
suspended over two superconducting aluminum leads.
Let’s suppose to apply an in-plane (x-y) magnetic field B; if a current is
flowing along the wire, the field exerts a Lorentz force on the nanowire itself.
The force is proportional to ~I × ~B; therefore an in-plane (x-y) field produces
an out-of-plane force (y-z). If the force frequency is resonant with the beam
out-of-plane eigenmodes, coherent vibrations can be induced, as we will see
later.
Although in section 1.1.2 a rigorous expression for the supercurrent in a
SNS junction was provided, in this toy-model it is a reasonable approximation
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B
Figure 10.: Schematic diagram of the system: a N copper nanowire, of length L, is sus-
pended over two S electrodes. At both ends the nanowire is in clean contact
with the aluminium leads. In the x-y plane, transverse to the wire, a magnetic
field B is applied. The supercurrent through the normal conductor nanowire is
I.
to consider the current flowing through the wire under a DC bias (Vdc) given
by the Josephson equations:
I = Ic sin(φ), (42a)
φ˙ =
2eVdc
h¯
(42b)
It is easy to see that the current I will oscillate in time with the Josephson
frequency ωJ = 2eVdc/h¯ as the phase difference φ linearly changes in time
due to the applied bias voltage Vdc.
The Lorentz force FL acting on the wire is proportional to IcLB. Conversely,
the motion of the wire in the magnetic field induces an electromotive force,
which tries to oppose the motion causing it. The result is that the total phase
difference over the junction depends not only on the applied voltage bias, but
also on a back-action term which depends on the beam displacement velocity
and adds to Eq. (42b) as:
φ˙ =
2eVdc
h¯
− 4eLB
h¯
u˙, (43)
where u is the displacement of the nanowire [33].
Eq. (43) can be combined with the equation of motion (26) of a driven damped
mechanical oscillator, considering the Lorentz force as an external drive. Due
to the simple beam geometry, it is possible to directly employ the equation of
the one-dimensional harmonic oscillator, with the appropriate arrangement
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of using the effective mass defined in Eq. (40) and the mechanical frequency
defined in Eq. (39), obtaining:
meffu¨ + 2meffγu˙ + meffω20u = (Iac + Idc)LB = IcLB sin(φ) +
Vdc
R
LB (44a)
φ˙ =
2eVdc
h¯
− 4eLB
h¯
u˙ (44b)
where we have separated the AC (IcLB sin(φ)) and DC terms (VdcLB/R)
of the Lorentz force. For convenience, it is useful to rewrite Eqs. (44) as
two dimensionless coupled differential equations. First step is switching to
a dimensionless time t∗, obtained through the relation t→ t∗ω−10 . Eqs. (44)
become:
meffω20u¨ + 2meffγω0u˙ + meffω
2
0u = IcLB sin(φ) +
Vdc
R
LB (45a)
φ˙ =
2eVdc
h¯ω0
− 4eLB
h¯
u˙ (45b)
Next step is to make the force dimensionless, dividing all terms of Eq.
(45a) by the quantity ω0
√
h¯meffω0; introducing the normalized displacement
ζ =
√
meffω0
h¯ u, Eqs. (45) become:
ζ¨ +
2γ
ω0
ζ˙ + ζ =
IcLB
ω0
√
h¯meffω0
sin(φ) +
VdcLB
Rω0
√
h¯meffω0
(46a)
φ˙ =
2eVdc
h¯ω0
− 4eLB
h¯
√
h¯
meffω0
ζ˙ (46b)
Finally, defining Γ = 2γ/ω0 the normalized damping coefficient, Fc =
IcLB/ω0
√
h¯meffω0 the normalized AC Lorentz force, FDC = VdcLB/Rω0
√
h¯meffω0
the normalized DC Lorentz force, ΩJ = 2eVdc/h¯ω0 the normalized Joseph-
son frequency and b∗ = 4eLBh¯
√
h¯
meffω0
the normalized backaction, the final
equations describing the system read as:
ζ¨ + Γζ˙ + ζ = Fc sin φ+ FDC (47a)
φ˙ = ΩJ − b∗ ζ˙ (47b)
The obtained system of coupled equations (Eqs. (47)) can be evaluated
numerically for obtaining the nanobeam displacement in different electrical
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configurations. For the sake of simplicity, we consider a Cu nanowire de-
vice suspended between two Al leads, effectively forming a SNS Al/Cu/Al
junction, driven by a voltage bias Vdc (see Figure 10).
Parameter Expression Value
Minimum voltage Vmin = 0.8
(
ω0 h¯
2e
)
3.89 · 10−6 V
Maximum voltage Vmax = 1.2
(
ω0 h¯
2e
)
5.83 · 10−6 V
Nanowire length L 200 · 10−9 m
Nanowire width w 80 · 10−9 m
Nanowire thickness th 25 · 10−9 m
Cross-sectional Area A = w · th 2 · 10−15 m2
Inertia moment I =
(
w·th3
12
)
Young Modulus Y 120 · 109 m−1 kg s−2
Copper density ρ 8.96 · 103 Kg m−3
Diffusion coefficient D 0.01 m2 s−1
Thouless energy ETh =
(
h¯D
L2
)
Resistivity r 17.1 · 10−9 Ω m
Normal state resistance R = r
(
L
A
)
1.71 Ω
Mechanical wave vector β =
(
4.73
L
)
Mechanical frequency ω0 =
√
β4YI
Aρ 1.48 · 1010 Hz
Effective mass meff = 0.396ALρ
Damping coefficient Γ 1/100
Magnetic field B 0.5 T
ac Lorentz force Fc =
(
Ic LB
ω0
√
h¯meffω0
)
2.007
Backaction b∗ =
(
4eLB
h¯meffω0
)√
h¯meffω0 0.00004
Temperature T 0.75 K
Critical current Ic = 64pikBT(3+2
√
2)eR
√
2pikBT
ETh
e−
√
2pikB T
ETh [34]
Josephson frequency ΩJ =
2eVdc
h¯ω0
Table 1.: List of the starting parameters in the simulation of the behaviour of the SNS
junction with suspended nanowire. For each parameter the expression and the
evaluation are reported.
The basic devices parameters, listed in Tab. 1, are evaluated considering some
typical values for a superconducting device [35, 36]. Eqs. (47) are solved
in the time domain, using a commercial software (Mathematica). At the
first step, the nanowire is assumed to be in its thermal ground state, with
displacement ζ and velocity ζ˙ both null. After a first transient, we run the
solver up to reaching the steady state solution. The equation system is then
numerically solved for a discrete set of voltage biases, going from a minimum
voltage Vmin to a maximum voltage Vmax. For each step, the values of initial
deflection and velocity are updated from the results of the previous step.
As an example, Figure 11 shows the time evolution of the mechanical ampli-
tude |ζ| for two different Vdc biases, generating a Josephson current resonant
and non-resonant with the mechanical mode. Panel (a) shows the non-
resonant case, with very small oscillation amplitude of the nanowire. On the
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other hand, Panel (b) shows the amplitude time evolution for the resonant
case (ωJ = ω0); here the oscillation amplitude steadily grows up to a self-
sustained oscillation limit.
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Figure 11.: Time traces of the out-of-resonance (a) and on-resonance (b) nanowire deflec-
tions.
We can define the maximum amplitude in steady state condition as Max(u);
this represents a good figure of merit for the efficiency of vibration pumping
in the nanowire. For the case of simulations, in Figure 11 the ratio between
on-resonance and out-of-resonance Max(u) is about 40.
To get some highlights on the physical model, we will see how Max(u) is
affected by the nanowire geometrical (length, width, thickness) and experi-
mental parameters (temperature, magnetic field).
Temperature dependence
To satisfy the long junction limit requirement (ETh  kBT  ∆) with low
values of temperature (100 mK and up), a junction length L = 1 µm is chosen,
while all the other parameters are taken from Tab. 1.
Max(u) as function of Vdc for different temperatures is reported in Figure 12:
T ranges from 150 mK to 900 mK. As expected, the curves are Lorentzian,
with the maximum peak obtained for the resonant condition Vdc ∼ 194
nV. The critical current Ic varies exponentially with the reciprocal of T,
with a corresponding modification of the induced Lorentz force, since FL
is directly proportional to Ic. This changes the peak intensity, with larger
vibrations produced at lower temperatures. The peaks of the different curves
as a function of T are reported in the inset of Figure 12 and fitted by an
exponential function.
Magnetic field dependence
The Lorentz force FL is proportional to B, so an increase of Max(u) with B
is expected. Keeping the temperature constant at 0.75 K and considering a
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Figure 12.: Dispersion of Max(u) as function of Josephson frequency for different temper-
atures T. By changing Vdc, we change the current frequency and therefore
we probe different resonant conditions. In the inset in the top left corner the
temperature dependence of the displacement peak is shown. Data are fitted by
a decreasing exponential function.
nanowire length of 200 nm (as in Tab. 1), Figure 13 reports the spectra of
Max(u) at different magnetic fields, ranging from 50 mT to 1 T. Such large
magnetic fields are of course unrealistic from an experimental point-of-view,
although they are considered here to better understand the physics of the
system.
The peak of the curves scale linearly with B, as shown in the inset. Note
that, although larger fields increase the displacement, the detrimental effects
of B on the superconducting system will ultimately limit the value of the
maximum in-plane magnetic field which can be used.
Nanowire geometry
The nanowire mechanical frequency and Ic are both functions of the junction
geometrical parameters, which can be factorized considering length, width
and thickness of the copper nanowire (keeping the constraint that the wire
width is greater than its thickness).
Let’s start from the simplest case, in which length and thickness are fixed and
the nanowire deflection is analyzed as a function of the applied bias Vdc, for
different widths. Since the mode frequency ω0 is w-independent (as shown
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Figure 13.: Dispersion curves of Max(u) as function of Vdc, plotted at different magnetic
fields, from 50 mT to 1 T. The inset in the top left corner reports the linear fit of
displacement peak as function of B.
in Eq. (39)), while meff and FL increase proportionally to w, the maximum
deflection for different widths remains unchanged.
Then, fixing the width to w = 80 nm and the thickness to th = 25 nm, the
nanowire length is changed from L = 150 nm to L = 800 nm. The resulting
spectra, plotted in Figure 14, show that increasing L the mechanical frequency
is reduced, with a resonant condition found at a lower Vdc. In the inset in the
top right corner, the resonant frequency position (as an equivalent voltage) as
a function of L is reported. The curve can be fitted with a power law y = axb,
with b = −2, as expected from Eq. (39). Also interesting is the plot of the
displacement peaks of the curves in Figure 14 as function of the nanowire
length. Here the main quantities depend on L with the following relations:
ω0 ∝
1
L2
, (48a)
meff ∝ L, (48b)
Ic ∝ e−aL, a = 0.00785 (48c)
FL ∝ LIc (48d)
Therefore the dependence of the nanowire deflection from its length is
given by:
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Figure 14.: Dispersion of Max(u) as function of Vdc, for fixed width and thickness and for L
ranging from 150 nm to 800 nm. In the inset in the top right corner it is shown
that the Josephson frequency depends on the reciprocal of the length squared.
Conversely, the inset in the bottom right corner reports the displacement peak
data plotted as function of L.
u ∝
FL
meffω20
∝ L4e−aL (49)
The derivative ∂u∂L of Eq. (49) vanishes for L ' 510 nm, which is expected
to produce the max displacement. This is in agreement with the numerical
data shown in the inset in the bottom right corner of Figure 14.
Last step is to fix length and width and analyze how the deflection changes
for different values of thickness th. In this case ω0 increases linearly with
the nanowire thickness, hence the resonant frequency should increase pro-
portionally to th. Moreover FL and meff are proportional to th, so Max(u) is
expected to scale as the reciprocal of the squared thickness. Both the main
plot and the two insets showed in Figure 15 confirm this trend.
1.3.1 Experimental limits of the single SNS junction
As shown in the previous paragraph, mechanically actuable single SNS junc-
tions would allow for creating coherent, high frequency vibrations by feeding
a proper DC voltage bias to the system. This sounds promising for phonon
routing and control on chip and our proposed system could represent an inte-
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Figure 15.: Dispersion of Max(u) as function of Vdc, for fixed length and width and for th
ranging from 25 nm to 70 nm. The linear increase of the resonant frequency
with th is reported in the inset in the top right corner, while the inset in the
bottom right corner shows that the displacement peak scales as 1/L2.
grated phonon coherent emitter. Although feasible, several additional issues
have to be considered to make the device viable for a real-world experiment.
At first, we have to consider the perfect diamagnetism of superconductors,
also referred as Meissner effect [37]. The perfect diamagnetism (in which a
magnetic field cannot penetrate into the material) is valid at any temperature
T below Tc, for fields smaller than a critical field Hc. The critical field depends
on temperature according to [18]:
Hc(T) ≈ H0
(
1− T
2
T2c
)
(50)
where H0 is the critical field extrapolated at zero temperature. The critical
field behaviour is showed in Figure 16. As can be noted, for large field
values, the superconductive state can be completely quenched, spoiling the
working mechanism of our device. Our first goal will be then to evaluate the
maximum in-plane field we can apply to our device.
Moreover, although attracting, feeding a DC bias with a great deal of con-
trol to a superconducting device could represent an important experimental
challenge. Due to basic filtering of the lines, needed to decouple the supercon-
ducting devices from the environmental thermal noise, resistances are very
likely to be of the order of ∼ KΩ in series with the resistance of the junction.
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Figure 16.: From Eq. (50), the critical field as function of temperature. The phase dia-
gram illustrates the normal region, where the resistive state occurs and the
superconducting region, characterized by Meissner effect. Image from [18].
Since the resistances of the DC lines are at least five orders of magnitude
greater than the junction resistance, it’s very difficult to apply with accurate
precision the voltage bias across the two superconducting electrodes. This
would mean in fact controlling the value of the voltage with an accuracy of
10−5 or greater. Moreover, all the system resistances must be known with a
single Ω accuracy.
An obvious solution to this issue would be to bias the junction with a DC
current. Unfortunately, in this case the boundary condition (DC current
flowing at the junction edges), would impose that no alternating current
can flow through the device and therefore the suspended nanowire can not
oscillate.
This could be overcome by adding a capacitor, coupled in parallel to the
junction, creating a DC RCSJ (Resistively and Capacitively Shunted Josephson
junction) loop. Here, despite the external boundary, the current could still
have an oscillating component due to a non zero loop current. The circuit is
schematically reported in Figure 17.
Icapacitor
SNSC
IAC + IDC 
DC 
DC 
Itot 
Figure 17.: Sketch of a dc current drive RCSJ circuit.
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Here Icapacitor is the current flowing through the capacitor, while IAC and
IDC are the AC and DC contributions to the current flowing through the SNS
junction, respectively:
IAC = Ic sin(φ), (51a)
IDC =
Vdc
R
(51b)
φ˙ =
2eVdc
h¯
− 4eLB
h¯
u˙ (51c)
where the superconducting phase difference φ is modified by a backaction
term, due to the applied magnetic field.
In order to maximize the efficiency of this circuit, the loop current at the
nanowire mechanical frequency ω0 must be as high as possible. This request
is verified when the characteristic impedances of the capacitor and the junc-
tions are matched.
For the SNS junction, the impedance ZJ is represented by the normal state
resistance R. The latter is given by
ZJ = R = ρ
L
w · th (52)
where the resistivity ρ comes from the Drude model:
ρ =
1
nFe2D
(53)
Here nF is the density of states for unit of energy and volume and D is the
diffusion constant. Taking into account the proper values of nF and D for Cu
and geometrical parameters consistent with simulations of section 1.3, the
order of magnitude of the normal state resistance is 10 Ω.
In the case of a capacitor, the impedance is |ZC| = 1ω0C . Therefore, if the me-
chanical frequency ranges from 500 MHz to 1 GHz, the impedance matching
would require capacitances ranging from 1 nF to 100 nF.
These values of the capacitance are extremely high and difficult to obtain
using an on-chip nanofabrication technique. Moreover, the high values of C
imply a strong hysteretic behavior of the junction.
A better solution would be to maximize the loop current, coupling the SNS
junction in parallel with an element which is as similar as possible to the
junction itself. This can be done by realizing a circuit with two symmetric
SNS junctions coupled in parallel, biased with a DC current. This kind of
device is called SQUID (Superconducting QUantum Interference Device).
SQUIDs consist of two superconducting semi-rings, linked by two SNS or
SIS junctions. Well known to be very sensitive detectors of magnetic flux,
they combine the flow of a supercurrent through a single junction with the
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physical phenomenon of flux quantization.
In the case of a closed superconducting ring, the phase variation must follow
certain rules: once it reaches a complete turn of the ring, the phase cannot be
discontinuous and needs to go back to the initial value. Yet, if a magnetic flux
is applied to the ring, the flux modifies the phase along the ring. In order
for the phase to return to the initial value after a complete turn, only certain
values of magnetic flux are allowed to go through the ring: flux is quantized
in units of the flux quantum
Φ0 ≡ h2e ≈ 2.07 · 10
−15 Wb (54)
Two categories of SQUIDs can be distinguished, DC SQUIDs and RF
SQUIDs. In the following only DC SQUIDs will be considered. The layout of
a possible DC SQUID is shown in Figure 18.
I
.B
I/2I/2
J
V
I
Figure 18.: Schematic design of a SQUID, biased with a dc current I. B is the external
applied magnetic field, while J represents the loop current.
The superconducting ring (in blue) is biased with a DC current I while,
transverse to the ring plane, an external magnetic field B is applied. In each
of the two arms of the SQUID a normal metal wire (in red) is incorporated,
namely forming two SNS junctions. The junctions fix the maximum supercur-
rent Ic which can flow across the ring to a value determined by the sum of the
critical currents of each junction. The value of Ic is periodically modulated
by the magnetic flux enclosed inside the SQUID, with a periodicity of one
flux quantum Φ0. The same modulation phenomenon also occurs for the
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critical current of the junctions, but on a magnetic flux scale much larger than
Φ0, since the area of the junctions is much lower than the internal area of
the SQUID. For this reason only the modulation of the critical current of the
SQUID will be considered.
There are two ways to detect the field-induced modulation of the critical
current. One possibility is to fix the magnetic field and increase the bias
current until the junctions switch to the resistive state and a nonzero DC
voltage develops across the SQUID. Repeating the measurement for different
magnetic fields, the value of the critical current Ic at any applied magnetic
flux is obtained. Another possibility is to work in the resistive regime, biasing
the SQUID with a current I > Ic and reading out the DC voltage across
the SQUID as a function of the applied magnetic flux. By detecting a small
change in the voltage, it is possible to measure a flux variation typically as low
as 10−6 Φ0. This method is mainly used for DC SQUIDs with over-damped
junctions, having a non-hysteretic I-V characteristic. Now the SQUID di-
rectly acts as flux-to-voltage transducer: when Ic is minimum, the voltage is
maximum and vice versa.
1.3.2 Rate equations modeling of a DC SQUID
A DC symmetric SQUID (as the one of Figure 18) is characterized by two
SNS junctions with quite similar geometrical parameters. A quantitative
description of this device is provided within the RCSJ model: the junctions
are supposed to have critical currents Ic1 and Ic2 and are coupled in parallel
with self-capacitances C1 and C2 and resistances R1 and R2, which have a
current noise source IN1 and IN2 associated with them. The RCSJ model as-
sumes point-like junctions, neglecting any spatial dependence of the junction
parameters within the junction cross-section and assumes a linear resistance
R, both below and above the gap voltage. The SQUID inductance has a
geometrical contribution, as well a kinetic contribution. The latter is relevant
only when the linewidth of the superconducting structures is small and the
thickness of the device is comparable or smaller than the London penetration
depth λL. The contributions due to the left and the right arm of the SQUID
can be different and are expressed as L1 and L2, respectively.
The equivalent circuit of a DC SQUID in the RCSJ model is reported in
Figure 19. The device is quantitatively described by three equations: the
first two express the currents flowing through the two junctions, according
to Kirchhoff’s laws, while the last one relates the phase difference of the
junctions, the magnetic flux penetrating the SQUID loop and the current J
circulating around the ring.
The current through the first junction can be written as half the bias current
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Figure 19.: Equivalent circuit of a dc SQUID in the RCSJ model.
plus the loop current, I1 = I/2+ J, while the current through the second junc-
tion can be written as I/2− J. According to the RCSJ model, the equations
describing a DC SQUID are [38]:
I1 =
I
2
+ J = Ic1 sin(φ1) +
Φ0
2piR1
φ˙1 +
Φ0
2pi
C1φ¨1 + IN1 (55a)
I2 =
I
2
− J = Ic2 sin(φ2) +
Φ0
2piR2
φ˙2 +
Φ0
2pi
C2φ¨2 + IN2 (55b)
φ2 − φ1 = 2piΦ0 (Φa + LJ) =
2pi
Φ0
ΦT (55c)
where ΦT is the total flux through the SQUID. This has contributions from
the loop current and the applied magnetic flux Φa = B · Aeff, where Aeff is
the effective internal area of the SQUID.
For a further analysis of Eqs. (55), it is useful to turn to dimensionless units.
Firstly, the average critical current, I0 = (Ic1 + Ic2)/2, the double parallel
resistance of the SQUID, R = 2R1R2/(R1 + R2) and the average capacitance,
C = (C1 + C2)/2 can be introduced. Then, normalizing the currents to I0,
resistances to R, time to τ ≡ Φ0/(2pi I0R), voltage to I0R and magnetic flux
to Φ0, the equations of the DC SQUID transform into:
i
2
+ j = sin(φ1) + φ˙1 + βcφ¨1 + iN1 (56a)
i
2
− j = sin(φ2) + φ˙2 + βcφ¨2 + iN2 (56b)
φ2 − φ1 = 2pi
(
Φa
Φ0
+
1
2
βL j
)
(56c)
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Here i and j denote the dimensionless bias and loop currents, respectively,
βc = 2pi I0R2C/Φ0 is the Stewart-McCumber parameter, while βL = 2LI0/Φ0
is the screening parameter [38].
In the most general case in which an asymmetry in the SQUID is introduced,
Eqs. (56) become:
i
2
+ j = (1− αI) sin(φ1) + (1− αR)φ˙1 + βc(1− αC)φ¨1 + iN1 (57a)
i
2
− j = (1+ αI) sin(φ2) + (1+ αR)φ˙2 + βc(1+ αC)φ¨2 + iN2 (57b)
φ2 − φ1 = 2pi
(
Φa
Φ0
+
1
2
βL j
)
(57c)
where αI, αR and αC parametrize the asymmetries in the junction critical
currents, resistances and capacitances, respectively. In the following, Eqs.
(57) without thermal noise will be analyzed. Let’s start studying the static
solutions of a DC SQUID with symmetric junctions. In this case, the derivates
with respect to normalized time vanish and the Eqs. (57) become:
i
2
+ j = sin(φ1) (58a)
i
2
− j = sin(φ2) (58b)
φ2 − φ1 = 2pi
(
Φa
Φ0
+
1
2
βL j
)
(58c)
Eq. (58c) further simplifies when a negligible SQUID inductance is assumed
(βL  1): φ2 − φ1 = 2piΦa/Φ0. Solving the equation system, the current
flowing through the SQUID reads as:
i = sin(φ1) + sin(φ2) = sin(φ1) + sin(φ1 + 2pi
Φa
Φ0
) (59)
The maximum current, expressed in absolute units is found introducing
φ∗1 = φ1 + piΦa/Φ0 and maximizing i with respect to φ
∗
1 :
Ic
(
Φa
Φ0
)
= 2I0 ·
∣∣∣∣cos(piΦaΦ0
)∣∣∣∣ (60)
Therefore, in the case of symmetric junctions and negligible inductance,
the critical current of the SQUID modulates between 0 and 2I0, with the
period of a flux quantum, as can be seen in Figure 20. A reduction of the
modulation depth occurs when the inductance is no longer negligible or
when an asymmetry in the SQUID is introduced.
For an asymmetric SQUID with negligible inductance, an expression for the
1.3 sns junction with a suspended nanowire 33
Φa/Φ0
-1.5 -1 -0.5 0 0.5 1 1.5
I c/
2I
0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 20.: Modulation of the critical current of the SQUID between 0 and 2I0, with a period
of a flux quantum.
critical current is reached starting from Eqs. (57) and maximizing i with
respect to φ1 and φ2. In absolute units we find that:
Ic
(
Φa
Φ0
)
= I0
√
2+ 2α2I + 2(1− α2I ) cos
(
2pi
Φa
Φ0
)
(61)
where αI is the ratio of the minimum and the maximum critical current.
In this case the modulation depth is reduced proportionally to αI, since the
critical current modulates between αI I0 and 2I0.
So far, the response of a DC SQUID in the superconducting state was illus-
trated. Now the resistive regime of a symmetric SQUID, with a nonzero
DC voltage V across the junctions, will be considered. Solving Eqs. (56) we
see that the modulation in Ic directly transfers into a modulation of V. The
solutions now are strongly dependent on the values of βc and βL. When
βL  1, the equation system becomes:
i
2
+ j = sin(φ1) + φ˙1 + βcφ¨1 (62a)
i
2
− j = sin(φ2) + φ˙2 + βcφ¨2 (62b)
φ˙1 = φ˙2 (62c)
Introducing φ∗1 = φ1 + piΦa/Φ0, the current across the SQUID in absolute
units reads as:
I = 2I0 cos
(
pi
Φa
Φ0
)
sin(φ∗1) +
2Φ0
2piR
φ˙∗1 +
2Φ0
2pi
Cφ¨∗1 (63)
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In the limit of negligible capacitance (βc  1), the current-voltage charac-
teristic for I > Ic is given by:
V =
R
2
√
I2 − I2c (64)
Replacing Ic with the expression reported in Eq. (60), we find:
V =
R
2
√
I2 − 4I20 cos2
(
pi
Φa
Φ0
)
(65)
Therefore, the DC voltage oscillates with magnetic flux, with a period of
one flux quantum, with minima at integer multiples of Φ0 and maxima at half
integer multiples of Φ0, as reported in Figure 21. From the slope ∂V/∂Φa,
we can introduce the transfer function of the SQUID as
VΦ = max
∣∣∣∣ ∂V∂Φa
∣∣∣∣ (66)
where maximization is with respect to bias current and flux.
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Figure 21.: Voltage modulation V(Φa) in the resistive regime, for I > Ic. When the magnetic
flux is an integer multiple of Φ0, the critical current is maximum and the voltage
is minimum; on the other hand, when the magnetic flux is an half integer
multiple of Φ0, the critical current is minimum and the voltage is maximum.
1.3.3 Simulated behaviour of a DC symmetric SQUID with a suspended junction
Let’s now include a mechanical element to the DC SQUID. Using the results
of Sec. 1.3 and Eqs. (55) of Sec. 1.3.2, the equations for this new device can be
derived: we assume that the capacitance is negligible, the resistances and the
critical currents are the same for both junctions and the Nyquist noise current
is negligible at low temperatures. Due to the backaction term, the phase
difference between the two superconducting electrodes of the suspended
junction reads as:
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φ∗2 = φ2 −
4eLB
h¯
u = φ2 − 2piΦ0 2LBu (67)
where u is the displacement. The voltage across the junction is obtained
from the phase difference via the second Josephson relation:
U2 =
Φ0
2pi
φ˙2 − 2LBu˙ (68)
Normalizing the time t to ω0 and introducing the adimensionless vibration
coordinate ζ =
√
meffω0
h¯ u, the voltages read as:
U1 = ω
Φ0
2pi
φ˙1 (69a)
U2 = ω0
Φ0
2pi
φ˙2 − 2LB
√
h¯ω0
meff
ζ˙ (69b)
Therefore, recovering the RSJ model, with Ic1 = Ic2 = I0 and R1 = R2 = R,
Eqs. (55) become:
I1 =
I
2
+ J = I0 sin(φ1) +ω0
Φ0
2piR
φ˙1 (70a)
I2 =
I
2
− J = I0 sin(φ2) +ω0 Φ02piR φ˙2 −
2LB
R
√
h¯ω0
meff
ζ˙ (70b)
φ2 − φ1 = 2piΦ0
(
Φa + LJ + 2LB
√
h¯
meffω0
ζ
)
(70c)
From Eqs. (70) we find the normalized currents i = I/I0 and j = J/I0, as
the sum and the difference of the first two equations, respectively:
i =
I
I0
= sin(φ1) + sin(φ2) +ω0
Φ0
2piRI0
(φ˙1 + φ˙2)− 2LBRI0
√
h¯ω0
meff
ζ˙ (71a)
2j =
2J
I0
= sin(φ1)− sin(φ2) +ω0 Φ02piRI0 (φ˙1 − φ˙2) +
2LB
RI0
√
h¯ω0
meff
ζ˙ (71b)
Introducing φp = φ2 + φ1 and φm = φ2 − φ1 and the parameter ωc = 2piRI0Φ0
and using some trigonometric identities we get:
i = sin
(
φp
2
)
cos
(
φm
2
)
+
ω0
ωc
φ˙p − 2LBRI0
√
h¯ω0
meff
ζ˙ (72a)
−2j = cos
(
φp
2
)
sin
(
φm
2
)
+
ω0
ωc
φ˙m − 2LBRI0
√
h¯ω0
meff
ζ˙ (72b)
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The system can be completed by adding the equation of motion of the
nanowire to Eq. (70c) and Eqs. (72). The final system reads as:
i = sin
(
φp
2
)
cos
(
φm
2
)
+
ω0
ωc
φ˙p − 2LBRI0
√
h¯ω0
meff
ζ˙ (73a)
−2j = cos
(
φp
2
)
sin
(
φm
2
)
+
ω0
ωc
φ˙m − 2LBRI0
√
h¯ω0
meff
ζ˙ (73b)
φ2 − φ1 = 2piΦ0
(
Φa + LJ + 2LB
√
h¯
meffω0
ζ
)
(73c)
ζ¨(t) + Γζ˙(t) + ζ(t) =
I0LB
ω0
√
h¯meffω0
(
i
2
− j(t)
)
(73d)
In the following the behaviour of the mechanically actuable SQUID is
simulated. The purpose is to understand how the I-V characteristic of the
device is modified by the presence of a suspended junction. Eqs. (73) are
numerically solved in a forward sweep from Imin to Imax and in the reverse
direction, from Imax to Imin. At the beginning the suspended wire is assumed
in its resting state: the vibrational displacement and its velocity are null.
Then, for each step the initial conditions are updated with the results of the
previous step.
The symmetric SQUID is assumed to be small, with a loop radius of 1 µm2.
This allows to neglect the geometrical inductance of the device. Two ex-
ternal magnetic fields are applied: the out-of-plane field gives a magnetic
flux through the internal area of the interferometer and is used to select the
operating mode of the SQUID; instead, the in-plane field is responsible for the
oscillation of the suspended nanowire. An applied magnetic flux Φa = Φ0/2
is assumed, therefore the critical current is almost zero and the SQUID works
in the resistive regime. The value of the in-plane magnetic field (B = 200 mT)
is chosen as a compromise between the request of high fields to maximize the
vibration and the need of fields lower than the critical value. Temperature is
fixed at T = 300 mK, while the values of the geometrical parameters for the
junctions are chosen considering a typical device: length (L), width (w) and
thickness (th) are 600 nm, 150 nm and 50 nm, respectively.
The first simulation considers the first flexural mode of the suspended
nanowire, whose frequency is about 383 MHz. Since the width of the wire
is greater than its thickness, the fundamental mode oscillates out-of-plane.
The simulated I-V characteristic is plotted in Figure 22. If no Lorentz force
(B = 0) is applied on the wire, the I-V curve shows a resistive behaviour, with
a zero critical current (reported in the inset); this is in agreement with the
assumptions of perfect symmetry of the junctions and negligible geometrical
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inductance of the SQUID. When an in-plane magnetic field B, orthogonal to
the wire, is introduced, the I-V curve modifies: the blue line refers to the
forward sweep, while the red line describes the return one. The bias current
is increased from 0 to 4.8 µA; when the loop current is resonant with the
mechanical frequency, a voltage plateau can be observed, corresponding to
the oscillation of the nanowire.
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Figure 22.: Case 1: simulated I-V characteristic of a dc symmetric SQUID with suspended
nanowire, working in the resistive regime. The flexural mode under investigation
is the fundamental one. The blue line is referred to the forward sweep, while
the red line describes the return one. At the resonant voltage, the curves are
modified by the vibration of the nanowire. In the inset in the bottom right
corner it’s reported the I-V curve when no in-plane magnetic field is applied.
This result is very promising, because it proves that it is possible to perform
a DC detection of a mechanical oscillation of a suspended wire; moreover,
the oscillation frequency of the wire (∼ 102 MHz) is quite high. The main
issue with this geometry is that the resonant condition occurs for very small
voltages which could not be accessed in presence of asymmetries or not
negligible geometrical inductances. As a possible improvement, we are inter-
ested in understanding if it is possible to increase the oscillation frequency,
maintaining the critical current of the device unchanged. Since the critical
current depends on the length and the cross-sectional area of the wire, it
means that the geometrical parameters cannot be changed. A possibility is to
rotate the copper nanowire by 90 degrees: this time the width of the wire is
lower than its thickness, so that the fundamental vibrational mode is in-plane.
This mode is not a good candidate to couple to the induced Lorentz force,
but we can find an excited, high order flexural mode, oscillating out-of-plane.
In this case, the expression reported in Eq. (39) may not work properly,
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so the mechanical frequency ω0 = 577 MHz and the effective mass of the
nanowire meff = 1.012 · 10−17 Kg are extracted via a more accurate numerical
simulation with the software Comsol Multiphysics.
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Figure 23.: Case 2: simulated I-V curve of a dc symmetric SQUID with suspended nanowire,
working in the resistive regime. The flexural mode under investigation is a
high-order one. The blue line refers to the forward sweep, while the red line
describes the return one. At the resonant current, the curves are modified by
the vibration of the nanowire. The dashed line refers to the resonance of the
previous case.
The plot of the I-V characteristic is showed in Figure 23. Now the bias
current ranges from 0 to 4.2 µA. As seen in the previous case, the oscillation
of the nanowire can be easily detected as a voltage plateau, lying at the
resonance. Despite some improvements, this configuration would have some
additional issues. Being the wire very narrow and thick, the fabrication
process could be much more difficult.
A different, intriguing possibility to increase the mechanical frequency with-
out modifying the metallic wire geometry is to use a mechanically compliant
substrate. By properly patterning a silicon nitride film (Si3N4), it is possible
to obtain high quality factors suspended beams. This is mainly due to the
high Young modulus and tensile stress of Si3N4, which makes it the main
material used in MEMS technology. We can consider a suspended wire made
of copper on Si3N4, as reported in the inset of Figure 24; even if the mass
of the wire is greater, the increased overall Young modulus allows us to get
frequencies in the GHz range. Simulating the case of a copper nanowire,
lying on Si3N4 50-nm-thick substrate with Comsol Multiphysics, for the
fundamental mode of vibration we find a frequency of 1.004 GHz and an
effective mass of 2.53 · 10−17 Kg. Now, an in-plane magnetic field of 300 mT is
chosen, in order to enhance the deflection of the wire. The I-V characteristic,
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for I ranging from 0 to 3 µA, is plotted in Figure 24.
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Figure 24.: Case 3: simulated I-V characteristic of a dc symmetric SQUID with suspended
nanowire, lying on a silicon nitride substrate. The flexural mode under investi-
gation is the fundamental one. The blue line is referred to the forward sweep,
while the red line describes the return one. When the loop current is resonant
with the mechanical frequency, a voltage plateau can be observed, corresponding
to the oscillation of the nanowire. The two dashed lines refer to the resonances
of the two previous cases. In the inset in the top left corner reports a schematic
drawing of the wire.
We reported three different simulated cases. The results are promising,
because it seems possible to obtain a coherent phonon emitter in the GHz
frequency domain. Moreover, the detection of the mechanical oscillation
of the copper wire can be performed in DC, which makes it easier for the
following experimental work. However, this is still not enough: the used
toy-model starts from the estimation of many parameters, such as normal
state resistance, Thouless energy, critical magnetic field. Moreover, the model
does not take into account any variation of the critical current of the devices
due to an applied in-plane magnetic field. The simulations can be refined
by replacing the estimated parameters with more accurate, measured ones.
Therefore, our goal here will be fabricating and testing non suspended
devices; this will give us the means for improving the significance of the
results.

2
D E V I C E N A N O FA B R I C AT I O N
As seen in the previous chapter, theoretical simulations show promising per-
spectives for obtaining emission of coherent phonons from a superconducting
DC system. Although many parameters used for the simulation (reported in
Tab. 1) are reasonable for superconducting devices, it is important to verify
that they are experimentally accessible. In particular, the maximum in-plane
magnetic field and SQUID geometrical inductance and asymmetry have to
be carefully considered to evaluate the performance of the final device. To
this end, we fabricated and tested two classes of superconducting devices:
Al/Cu/Al junctions and Al/Cu/Al SQUIDs. Their geometrical parameters
are consistent with the ones of the simulated devices. From the measure-
ment of the single junction device, the in-plane critical magnetic field can be
estimated; this value is fundamental, since the Lorentz force applied to the
suspended wire is proportional to the external magnetic field. The SQUID
device will be constituted by two symmetric junctions coupled in parallel and
its geometry will be exactly the same of the final device. The measurement
of this sample is useful to characterize its operation and to estimate some
parameters, like the geometrical inductance and the asymmetry coefficient.
The fabrication process flow is showed in Figure 25 and can be summarized
as follows:
1. Substrate preparation;
2. Electron-Beam Lithography (EBL) of a suspended resist mask;
3. Metal deposition with the shadow-mask technique, using an electron-
beam evaporator.
At the end of the process, the best devices were mounted on a dual-in-line
sample-holder and wire bonded via Al wires.
A lithography consists of creating a pattern by exposing with photons or
electrons a polymer (resist), which is spin coated on a substrate. The exposure
changes the morphology of the resist layer. This is defined as positive
(negative) if the solubility of the exposed area in a development solution
increases (decreases) with respect to the unexposed resist. The development
step creates a resist mask which can used to evaporate metals directly on the
substrate. Removing the resist, the desired pattern is achieved.
All fabrication steps were performed in the clean room of the NEST laboratory
in Pisa (class ISO7). In the following sections, each step will be described in
more details.
41
42 device nanofabrication
2.1 substrate preparation
The starting point of the fabrication is a wafer of Si/SiO2 (500 µm/300 nm).
The wafer is at first cleaned in acetone (ACE), rinsed in isopropanol (IPA) and
dried with Nitrogen gas. Then a resist bilayer is spin coated on the substrate.
This consists of a thick (1 µm) ballast layer of Poly(methylmethacrylate/methacrylic
acid) copolymer, topped by a stencil layer of Poly(methylmethacrylate)
(PMMA) EBL resist, 200 nm thick. Both layers are sensitive to electron
exposure and behave as positive resists, with the ballast layer being more
sensitive of the stencil layer. The procedure to spin the bilayer is the following:
1. Wafer pre-baking: 5 minutes on the hotplate at 120◦C, then 2 minutes
to cool-off;
2. Copolymer spin coating: 1000 revolutions per minute (RPM) for 90
seconds;
3. Copolymer curing: 15 minutes on the hotplate at 170◦C, then 2 minutes
to cool-off;
4. PMMA spin coating: 3500 RPM for 45 seconds;
5. PMMA curing: 15 minutes on the hotplate at 170◦C, then 2 minutes to
cool-off;
6. Wafer inspection: look for defects under the lights of the chemical hood.
Under the chemical hood lights two types of defects can be seen: points,
i.e. particles deposited on fresh resist before/during/after the spin coating
and circles, i.e. concentric colour fringes from the center to the edges, which
indicate an uneven thickness, due to bad spin coating. If defects are found,
the wafer must be cleaned with resist remover and the process restarts. If the
wafer is good, we can move on with the fabrication.
It’s important that the wafer is big: the idea is to make a perfect bilayer with
uniform height that will last several months. The low value of RPM during
the copolymer spin coating provides an approximately 1 µm thick ballast
layer, but it is responsible of the roughness of the resist at the wafer edges.
For this reason, only the central part of the wafer will be used.
The wafer prepared via the technique described above can be used for tens of
fabrication processes. A diamond scriber was used to cut typically 5 mm by 5
mm-sized pieces out of the wafer: firstly, the edge of the surface was indented;
then, applying a light pressure on the backside, the wafer splits along the
chosen cleavage axis. The convenience of spin coating before cutting is that
all the area of the chip has a uniform resist and can be successfully used in
the following lithographies. The size of each device, including bonding pads,
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is approximately 400 µm by 400 µm, so that more than 20 devices can be
fabricated on the same chip.
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Figure 25.: Schematic guide of the fabrication process: (a) From a wafer of Si/SiO2
(500 µm/300 nm), onto which a bilayer (copolymer + PMMA) is spin coated, a
chip of about 0.5 mm by 0.5 mm is cut; (b) the bilayer is exposed with highly
energetic electrons (20 KeV). The red and dark green areas correspond to the
exposed zones. The copolymer is more sensitive to electrons and so it is more
influenced; (c) development in a mixture of methylisobutylketone (MIBK) and
isopropanol (IPA) in stoichiometric ratio 1:3 results in a bilayer mask; (d) Metal
evaporated with the shadow-mask technique: on the left the evaporation is
normal to the surface, while on the right is tilted by an angle. The difference
between natural and artificial undercut is reported: the former is due to the
exposure of PMMA, while the latter is caused by a low-dose exposure. Metal
sticks both on the substrate and on the PMMA. In the case of tilted evaporation,
the deposited feature has an angle-dependent offset; (e) lift-off in hot acetone
removes the bilayer mask and also the metal recovering it. Only the substrate
and the metal evaporated onto the substrate remain unchanged.
2.2 electron-beam lithography and metal deposition
Due to its ability to form arbitrary two-dimensional patterns down to the
nanometer scale, electron-beam lithography is one of the most important
techniques in nanofabrication: with respect to photolithography, whose mini-
mum, diffraction-limited features are of the order of the photon wavelength
(∼ hundreds of nm), electron-beam lithography exploits high-energy elec-
trons with very short wavelengths; for an electron with energy E, the De
Broglie associated wavelength is λ = 12.264/
√
E, with λ in A˚ and E in eV. If
the incident electrons have an energy of E = 20 KeV, we obtain λ of the order
of magnitude of picometers. Even if the diffraction limit plays a negligible
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role, the limit of e-beam lithography is constituted by beam focusing, electron
diffusion and back-scattering from the substrate.
When an area of resist is exposed by a dose of highly focused accelerated elec-
trons (20 KeV in all the following processes), the polymer fragments into very
small parts and its solubility in a development solution strongly increases (see
Panel (b) of Figure 25). The exposed polymer can be removed using the prop-
erly remover solution, called AR 600-56, constituted by methylisobutylketone
(MIBK) and isopropanol (IPA), in stoichiometric ratio 1:3. This operation
is called development step and is showed in Panel (c) of Figure 25. In this
step, which takes 1 minute for all our samples, the unexposed polymer is not
affected and so can be used as a mask during the evaporation.
Shadow-mask lithography is a particular technique featuring a mask (or
stencil) suspended at a fixed distance above the substrate. With the use of
angled evaporation, a metallic feature can be deposited on the substrate
with an angle-dependent offset, allowing for the realization of multi-metal
structures without the need of multiple lithographic steps. The suspended
mask is supported by the ballast, a layer of copolymer sandwiched between
the stencil and the substrate. Before the evaporation step, it is necessary to
remove the ballast from the zones in which the metal has to be deposited: in
the case of the Poly(methylmethacrylate/methacrylic acid) copolymer, this
condition is provided by exposing an undercut box with a very low dose
with high-energy electrons and then developing the sample.
Metal deposition is performed using an electron-beam evaporator (Panel
(d)). This allows the deposition of thin metal films on the substrate and the
resist by heating metal targets with an electron beam in high vacuum. The
source of the beam consists in a tungsten filament from which electrons are
extracted by thermoionic emission and then accelerated up to tens of KeV.
Permanent magnets are used to bend the trajectory of the beam towards the
crucible containing the metal to be evaporated. Depending on the metal to
be evaporated, graphite crucibles, as well as ceramic crucibles can be used.
The evaporation takes place in high vacuum conditions (up to 10−10 Torr) to
reduce beam spreading and to avoid contamination in the evaporated materi-
als. The vacuum inside the main chamber of the evaporator is maintained by
a cryo pump, which traps particles from the main chamber on its cold plates,
lowering the pressure inside the chamber.
In the upper part of the main chamber there is a stage for the sample holder,
which can be tilted to enable the shadow-mask technique. Therefore, we can
solve the problem of realizing high quality metal-to-metal contacts with the
use of subsequent evaporations without breaking vacuum. This big advan-
tage, however, comes at the cost of a more challenging mask design process:
care must be taken, so that the extent of inactive metal replicas does not
create unwanted short contacts.
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The final step is constituted by the lift-off. Here the metal sticked onto the
PMMA mask can be removed from the sample by dissolving the bilayer in hot
acetone for 8-10 minutes and then applying a slight pressure with a syringe.
A quick process is important to avoid that the bilayer mask falls down on the
substrate, damaging the device. The result is a clean sample with metallic
structures only at desired positions.
All the lithographies were performed using a ZEISS Ultraplus field-emission-
gun (FEG) Scanning Electron Microscope equipped with interferometric stage
and EBL attachment (RAITH Multibeam). The design of the devices was
realized with the software ELPHY Multibeam.
2.3 sns junction design and fabrication
The first type of device fabricated was a superconducting-normal metal-
superconducting proximity junction. In the following, the choice of materials
and geometrical parameters of the junctions will be motivated and the design
and the fabrication parameters will be reported.
The choice of materials is related mainly to the proximity effect, which is the
transport mechanism allowing the flow of a supercurrent through the junc-
tion. From a theoretical point of view, it is difficult to have a good proximity
effect if the Fermi energies of the two metals are too different. This reduces
the possible candidates. However, a more strict criterium is a practical one:
the chosen metals, once evaporated via e-beam evaporation technique, must
result in clean contacts with each other, without generating metallic alloys at
the interface. Moreover, the length scale of the proximity effect is proportional
to the diffusion constant of the metals. For those reasons, we chose to use
copper, which is characterized by a high electrical conductivity and diffu-
sion constant and provides a very clean contact with a few superconductors.
Moreover, copper is well combined with aluminium and vanadium. The
choice between Al and V was based on the evaporation properties of the two
metals. The main issue in evaporating Al is represented by charging effects
in the crucible: the beam is not quite focused and the heat spreads in a large
area. This effect worsens over time. Nonetheless, aluminium is much easier
to be evaporated with respect to vanadium: the latter gets very hot and bright
during the evaporation and will spoil the vacuum of the main chamber of
the e-beam evaporator if the process is too long. Therefore the evaporation
of V should be done as fast as possible, using very high evaporation rates,
with the risk of explosive streaks of melt vanadium. In order to simplify the
fabrication process, we preferred to use two aluminium electrodes with a
copper nanowire.
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Figure 26.: 600 nm long SNS junction device, designed with ELPHY Multibeam: (a) View
of the four arms (in blue) that connect the junction to the bonding pads (in
red). The arms are about 30 µm long and 2 µm wide; (b) the entire device,
including the bonding pads. These are shaped as 150 µm by 150 µm square
ohmic contacts; (c) the junction, constituted by two 6 µm long electrodes and a
800 nm long nanowire (in blue). The green area between the two electrodes is
the undercut box, which is exposed with a very small dose; this removes the
ballast layer under the PMMA mask without modifying the PMMA and allows
to project the Cu nanowire above the electrodes; (d) shadow-mask technique:
the blue features are evaporated at 0 degrees, while the red ones are evaporated
at 30 degrees.
The design of the single junction devices is inspired by the one of [35] and
is shown in Figure 26. In Panel (b) the entire device is reported: it consists of
four 150 µm by 150 µm square bonding pads (in red colour), connected by
four arms to two electrodes (Panel (a)). The arms are approximately 30 µm
long and 2 µm wide, while the electrodes are about 6 µm long and 400 nm
wide. The link between the two electrodes is constituted by a nanowire,
showed in Panel (c). The nanowire is designed as a rectangle, with a width
of 150 nm and three different lengths, 300 nm, 450 nm, 600 nm. The green
square area between the two electrodes is the undercut box, which is exposed
during the lithography with a dose typically four or five times smaller than
the one used for the rest of the device. This light exposure is not able to
pierce the PMMA, but it allows to remove the copolymer in the zone between
the electrodes. This step is fundamental in order to evaporate the nanowire
above the electrodes.
An important point concerns the thickness of the evaporated aluminium and
copper: for the copper, we chose a thickness of 50 nm, in order to obtain criti-
cal currents for the junctions of the order of magnitude of 10 µA [35]; in the
case of aluminium, we chose to minimize the thickness as much as possible,
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trying to maximize the value of the critical in-plane magnetic field, defined
as the applied magnetic fields that allows to quench the superconducting
state. The selected thickness is 15 nm.
The blue and red areas of Figure 26 were exposed with a dose of 250 µC/cm2
with 20 KeV electrons, then the undercut box (green area) was exposed with
a dose of 60 µC/cm2. After the development step, we used an e-beam evap-
orator to deposit two layers of 99.999 % pure Al and Cu on the surface of
the sample. Firstly, 15 nm of Al were evaporated at 0 degrees (evaporation
normal to the surface); then, the sample holder was tilted by an angle of
30 degrees and 50 nm of Cu were evaporated. Since the ballast layer is
approximately 1.09 µm thick, the offset on the substrate of the deposited
feature is about 1.09 · tan(30) µm = 630 nm. Evaporation rates were about
1.5 A˚/s for both aluminum and copper.
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Figure 27.: Pseudo-colour SEM images of a 600 nm long SNS junction. (a) vertical image
of the device: Al electrodes appear in blue, while the Cu nanowire in orange;
(b) same device, tilted at 45 degrees: the copper island overlaps the aluminium
leads laterally for 100 nm
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The scanning electron microscope images of the fabricated junctions are
reported in Figure 27. Panel (a) shows a vertical view of the device, while
in Panel (b) the same junction is tilted by 45 degrees. Pseudo-colours are
used to make understanding the difference between Al (in blue) and Cu (in
orange) easier.
2.4 squid design and fabrication
The other fabricated devices are DC symmetric SQUIDs, based on two proxim-
ity SNS junctions coupled in parallel. The materials, as well as the geometrical
parameters of the junctions, are chosen in a consistent way with the ones
of the previous section: the two aluminium semirings are linked by two
copper junctions, whose width and length are 150 nm and 300/450/600 nm,
respectively. The thickness of the evaporated Al is 15 nm, while the thickness
of Cu is 50 nm.
50 μm
200 nm
(a) (b)
Figure 28.: symmetric SQUID device, designed with ELPHY Multibeam: (a) the central
part of the interferometer: the ring and the nanowires are blue colored, while
the undercut box is green. The size of the SQUID is very small, resulting in
an internal area of about 0.25 µm2; the undercut box is put between the two
semirings, as well as on the side of the SQUID. (b) the entire device, including the
connections and the bonding pads. The former are 48 µm by 0.4 µm rectangles,
while the latter are shaped as 320 µm by 140 µm ohmic contacts.
The first design of the SQUID is reported in Figure 28. It consists of two
rectangular bonding pads, coupled to the central part of the device via two
arms. The core of the interferometer is showed in Panel (a): it was designed
in order to decrease as much as possible the geometrical inductance of the
SQUID. In order to do so, an internal area of 0.25 µm2 was chosen. Two
undercut boxes are designed: the one in the middle of the ring allows to align
the nanowires with the arms of the SQUID; instead, the one on the side of
the ring avoids to evaporate the copper ring on the walls of the ballast layer.
The ring, the nanowire, the connections and the bonding pads were exposed
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on the bilayer with a dose of 250 µC/cm2 with 20 KeV electrons, then the
undercut box was exposed with a dose of about 70 µC/cm2. Once the sample
was developed, two layers of Al and Cu were evaporated on its surface.
Firstly, Al was evaporated at 0 degrees, then Cu was evaporated at 40 degrees.
Since the ballast layer was approximately 1.02 µm thick, the offset on the
substrate of the deposited feature was about 860 nm. Evaporation rates were
about 1.5 A˚/s for both aluminum and copper.
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Figure 29.: SEM images of a symmetric SQUID, based on two 450 nm long junctions coupled
in parallel. (a) 45 degrees tilted pseudo-colour image of the device: Al ring
appears in blue, while the Cu nanowires in orange; (b) vertical view of the entire
device.
The SEM image of this device is showed in Figure 29: in Panel (a) we
can see the core of the interferometer, while in Panel (b) the entire device
is reported, including bonding pads. The Cu nanowires result to be 160
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nm wide and overlap the ring on both sides for about 100 nm, producing
junctions with a low degree of asymmetry.
Although promising, this kind of device has some issues related to the design.
The first one is due to the small internal area of the SQUID, while the others
concern the design of connections and bonding pads. As mentioned above,
the internal area of the SQUID approximately is A = 0.25 µm2. Therefore, a
flux quantum Φ0 corresponds to an applied magnetic field of:
B =
Φ0
A
≈ 80 Gauss (74)
The effective internal area of the SQUID may be greater than the estimated
one, because the Al layer is very thin and so a part of the ring will be pene-
trated by the magnetic flux. Nonetheless, applied magnetic fields of the order
of magnitude of tens of Gauss are very high, considering that the critical
out-of-plane magnetic field of thick Al is about hundreds of Gauss [39]. Thin
layers of Al behave as type-II superconductors: in their mixed state, the
magnetic flux is able to penetrate them under the form of vortices, carrying a
quantum of magnetic flux. A quantized flux vortex is constituted by a core of
normal metal, surrounded by a region of superconducting material. Vortices
are arranged in a triangular lattice and their density increases proportionally
to the applied magnetic field. With magnetic fields of about 20% of the critical
value, vortices can worsen the operation of the device. For that reason, next
generations of SQUIDs will be designed with a greater internal area, in order
to decrease the magnetic field corresponding to a flux quantum.
Another critical point is the design of connections and bonding pads. In the
case of superconducting, resistanceless pads, a design with only two ohmic
contacts would be formally correct: bonding two wires for each pad, one
could be able to perform a 4-probes measurement. However, in our case
the assumption of superconducting pads is no longer valid: evaporating a
quantity of Cu three times greater than the Al one, we expect that the inverse
proximity effect, caused by Cu to Al, will be much stronger than the direct
proximity effect generated by Al to Cu. For that reason, the superconducting
state of Al will be quenched and the overlap between aluminium and copper
pads will behave as a normal metal. Therefore, the design of bonding pads
must be changed.
A good improvement is achieved with the second generation of SQUIDs,
whose design is reported in Figure 30. The device is constituted by four
square bonding pads (Panel (c)), linked to the ring by four arms (Panel
(b)). Here the bonding pads behave like normal metals, but the 10 µm long
connection between the two arms should be superconducting.
The internal area of the SQUID was enhanced up to 1.35 µm2: in order to
achieve this result, the evaporation angles were modified: firstly 15 nm of
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Al were evaporated, with a 20 degrees angle; then the sample holder was
rotated by 180 degrees and tilted by 40 degrees (it is equivalent to an angle
of -40 degrees) and 50 nm of Cu were evaporated; using this technique, the
effective offset on the substrate is 1.02 [tan(40) + tan(20)] µm ≈ 1.23 µm.
1 μm
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Figure 30.: symmetric SQUID device, designed with ELPHY Multibeam: (a) the central part
of the SQUID: the ring and the nanowires are blue colored, while the undercut
box is green. The internal area of the device is about 1.35 µm2; the undercut
box is put between the two semirings, as well as on the side of the SQUID. Very
important are the two small undercut boxes between the nanowires, in order to
improve the shape of the corners of the wires; (b) design of the arms connecting
the SQUID to the four bonding pads; (c) the entire device, including bonding
pads.
Except from the modified evaporation angles, the other fabrication pa-
rameters were the same of the previous device. The SEM images of the
completed device are showed in Figure 31: in Panel (a) a vertical view of the
interferometer is reported, with the Al ring in light blue colour and the Cu
wires in orange. The quality of the wires is high and the two SNS junctions
appear very symmetric. In Panel (b) the arms connecting the ring to the four
bonding pads are showed.
It is evident that the design of the connections is still not optimal: in fact in
the path between the ring and the bonding pads there is an aluminium arm,
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coupled in parallel to a copper one. As mentioned above for the previous
device, this kind of connection should be avoided. Therefore, the final gen-
eration of SQUIDs is designed in order to remove the copper in the region
which separates the arms going to the bonding pads.
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Figure 31.: Pseudo-colour SEM images of a symmetric SQUID, based on two 600 nm long
junctions coupled in parallel. (a) vertical view of the interferometer: the Al
ring appears in blue, while the Cu nanowires in orange; (b) vertical view of the
device, including the arms connecting the SQUID to the bonding pads.
The last request was satisfied by combining a new evaporation angle for
Cu with a reduced width of the arms starting from the ring: connections
became 150 nm wide and the evaporation angle was increased to 42 degrees.
The pseudo-colours SEM images of the final device are reported in Figure 32:
in Panel (a) and (b) the SQUIDs with 450 nm and 600 nm long junctions are
reported, respectively. The presence of an asymmetry in the two junctions
seems evident; this is probably due to a non optimal design of the undercut
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boxes according to the new evaporation angle. In Panel (c) an image of the
arm coupling the ring to the bonding pads is reported. Now the problem of
the Cu arm coupled in parallel to the Al one is solved and we expect that this
device will work properly, even if with a non negligible asymmetry.
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Figure 32.: Pseudo-colour SEM images of two symmetric SQUID, based on two 450 and
600 nm long junctions coupled in parallel. (a) vertical view of the 450 nm-long-
junctions device: the Al ring appears in blue, while the Cu nanowires in orange;
(b) vertical view of the 600 nm-long-junctions device; (c) macro of the arm,
which separates the connections going to the bonding pads. The copper is no
longer there.

3
E X P E R I M E N TA L R E S U LT S
As seen in Chapter 1.1, superconductivity emerges at cryogenic temperature,
routinely under 1 K for aluminium devices. This requires a proper cryogenic
environment, attainable with a dilution refrigerator. Using this particular
kind of cryostat, we are able to investigate the superconducting properties
of the fabricated devices up to 1 K. The collected information are useful to
improve the simulations about the mechanically actuable SQUID.
3.1 cryogenics
In the following we focus on a particular kind of cryostat, called 3He-4He di-
lution refrigerator. It allows working in the sub-300 mK region by exploiting
the special properties of the liquid 3He-4He solution.
To understand its working principle, let’s start from a mixture of two stable
isotopes of helium, 3He and 4He. The phase diagram of the mixture as a
function of the 3He concentration is showed in Figure 33. At cryogenic tem-
peratures the mixture of 3He and 4He is a liquid. When the solution is cooled
below the critical temperature of 0.87 K, a spontaneous phase separation
is reached. At the top there will be a lighter concentrated phase rich in
3He, while the heavier dilute phase rich in 4He will sink to the bottom. At
sufficiently low temperatures the concentrated phase becomes almost pure;
in contrast, the concentration of 3He in the diluted phase does not go to zero,
but rather stays at a constant value of 6.6% even near the absolute zero.
The cooling mechanism is based on the different enthalpy of 3He in the
two phases and consists in the transport of 3He across the boundary from
the concentrated phase into the diluted phase. The latter can be thought as
an inertial superfluid background, with a negligible heat capacity. The 3He
atoms can be extracted from the diluted phase in order to maintain the 3He
concentration at a constant value of 6.6%. The outgoing cold 3He acts as the
vapour pressure in a standard 3He or 4He refrigerator, ensuring the cooling
through heat exchangers. Since the vapour pressure of this kind of refrigera-
tor does not go to zero at the lowest temperatures, theoretically the cooling
power is still finite at T = 0. However the base temperature achievable with
a dilution refrigerator is limited primarily by the performances of the heat
exchangers.
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Figure 33.: Phase diagram of liquid 3He-4He mixture as a function of 3He concentration. In
the two-phase region the mixture spontaneously separates into a 3He-rich and a
4He-rich phase. Adapted from [40].
The dilution refrigerator used in our experiment is the Triton 200, a closed
loop dilution refrigerator produced by Oxford Instruments. It is classified as
a cryogen-free refrigerator, because the condensation of the incoming mixture
is achieved through a two-stage pulse-tube refrigerator (PTR) combined to a
Joule-Thompson (J-T) stage.
A picture of the core of the Triton system is reported in Figure 34. It hangs
from a top plate, which provides access at room temperature to all system
services, such as thermometry, electrical connections, pumping lines, current
bias of the superconducting magnet. The thermal and mechanical protections
are ensured by several shields, the first of which is the Vacuum Chamber
(VC). The VC keeps an high vacuum level (pressure around 10−5 mbar) inside
the system. This prevents a thermal exchange with the T = 300 K external
environment. Proceeding inwards, there are the PT1 stage (temperature
around 55 K) and the PT2 stage (temperature around 3.5 K). Within the last
shield we find the still, which keeps a temperature of 700 mK, the IAP plate
(T = 100 mK) and finally the mixing chamber (MC) plate, which is cooled
down to the base temperature.
The cooling down procedure follows the following steps: at the beginning
a turbo pump is used to reach a pressure of around 10−5 mbar inside the
VC. Then, the 3He-4He mixture at room temperature is injected into a pre-
cool loop, showed in Figure 35 with a red colour. This circuit cools all
the components inside the VC down to 10 K in 12 hours through a PTR,
composed by a compressor, two pulse tubes and various heat exchangers.
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Figure 34.: Detailed view of the various components of the cryostat. Adapted from [41].
Figure 35.: Schematic description of the main internal parts of the Triton 200; the pre-cool
loop is showed in red, while the dilution circuit is represented in green. Adapted
from [41].
Once the system has been cooled down to 10 K, the pre-cool circuit is
evacuated using a turbo pump and the mixture is collected into the tank. In
order to reach a temperature of 4 K on the PT2 plate, the mixture is then
compressed and cooled by the heat exchangers of the condensing line. The
58 experimental results
condensation is achieved through a Joule-Thompson (J-T) stage: using a very
efficient heat exchanger inside the still pumping line and an impedance, the
3He-4He mixture will undergo isenthalpic expansion.
Finally the mixture enters the MC, filling part of the still as well. Pumping
the still, the 3He atoms are forced to go from the concentrated to the diluted
phase, causing a decrease of the temperature. In a continuously operating
system, the 3He must be extracted from the diluted phase to prevent the
saturation and returned into the concentrated phase keeping the system in a
dynamic equilibrium. So the 3He is pumped away from the liquid surface
in the still, driven by the osmotic pressure difference. At the temperature of
0.7 K the vapour pressure of the 3He is about 103 times higher than that of
4He, so 3He leaves the mixture into the gas phase and will be pumped away.
This keeps the still at low temperature in the same way as a 3He refrigerator
would.
Inside the loop, liquid Nitrogen traps are used to remove contaminants from
the 3He gas. Since these traps are at temperatures below the freezing points
of O2, N2, H2O, the impurities freeze out on the surfaces in the trap, while
helium continues circulating.
The 3He flow leaving the MC is used to cool the incoming mixture down
to mK temperatures through a series of heat exchangers: since the thermal
boundary resistance (Kapitza resistance) between the liquid and the solid
walls scales as T−3, the heat exchangers are designed as spiral coils, in order
to maximize the contact area. The efficiency of the heat exchanger determines
the base temperature achievable with the cryostat.
3.2 electronics
In order to assess the electrical properties of the device, we perform I-V char-
acterization; this requires that the DC lines of the cryostat are connected to the
sample. To reduce the noise level, the lines must be filtered by a combination
of RC and LC filters. The RC filters have a resistance R = 2KΩ and capacity
C = 47 nF; they act as low-pass filters, with a total cutoff frequency of 765
MHz. Due to the presence of parasitic capacitances inside the lines, the noise
reduction provided by the RC filters decreases above 100 MHz. To extend the
noise reduction to higher frequencies, two LC pi-filters are added. Thanks to
their low capacitance (C = 5 nF), they provide a good noise reduction up to
the THz range.
A superconducting magnet is placed around the sample holder: it generates
low magnetic fields, with a field/current ratio of 0.1663 Tesla/Ampere and a
maximum field of 0.4 Tesla.
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Figure 36.: Schematic drawing of the measurement setup used for junctions and SQUIDs.
The copper wires and bonding pads appear in red, the superconducting regions
in blue. (a) Four-probe characterization of the junctions and (b) four-probes
characterization of the SQUIDs (b): I is the bias current, V is the voltage drop
across the junction and B is the external magnetic field; for the junction devices,
B is applied in-plane orthogonal to the samples, while for SQUIDs B is applied
orthogonal to the plane of the samples.
Both junctions and SQUIDs are characterized performing four-probes trans-
port measurements. This method consists in running a current through the
device and measuring the voltage drop. The four-probes technique allows
us to neglect the voltage drop over the resistances of bonding pads and
filters. In this way it is possible to obtain DC current-voltage characteristics
and magnetic flux-voltage characteristics (only for SQUIDs) or, alternatively,
resistance curves by biasing the device with a small AC signal.
The typical electrical configurations applied to junctions and SQUIDs are
schematically depicted in Figure 36. In the case of SNS junctions (Panel
(a)), the DC bias current signal was generated by the series of a DC voltage
source Yokogawa GS200 and a 1 MΩ polarization resistance. This resistance
is at least three orders of magnitude greater than all the other resistances
employed in the experiments. The voltage signal was amplified by a NF
LI75A preamplifier (gain = 100) and read by a digital multimeter Agilent
34410A. In the case of SQUIDs, we used a DC universal source HP 3245A
and a 100 KΩ polarization resistance. In both cases the magnets were driven
by a Keithley 2602 power supply.
3.3 sns junction
Six different devices (of which a typical one is reported in Figure 27) were
mounted on a dual-in-line sample-holder and wire bonded, two for each
length of the copper wire (300, 450, 600 nm). Before characterizing the
junctions, we performed a simple room-temperature electrical transport test,
60 experimental results
using a lock-in amplifier: we biased the devices with a fixed dc voltage and
detected the current through the junction.
The two junctions were characterized from 1 K down to 25 mK. The first
measurement consists of an I-V characteristic for different applied magnetic
fields and temperatures. The temperature on the mixing chamber plate can
be modified in the range between 25 mK and 2 K through a heater, while
the applied magnetic field can be set by changing the bias current of the
Keithley power supply. Once a temperature value has been fixed, we swept
the in-plane magnetic field from 0 to a maximum value in N steps: for each
step we swept the bias current from 0 to a maximum value in M steps and
we detected the voltage drop through the device. At the end of the measure-
ment, a voltage matrix (M × N) is achieved, from which some important
informations about the junctions can be extracted.
Let us start from the case in which the magnetic field is not applied. Fig-
ure 37 shows the current-voltage characteristics of both samples (the 300 nm
long junction in blue and the 450 nm long junction in red) at T = 125 mK.
The curves are horizontally offset for clarity. The characteristic curves show a
distinct resistanceless, supercurrent branch below the critical current Ic. The
value of the critical current depends on the geometrical parameters of the
junctions: for the shorter device Ic is about 9 µA, while for the longer device
Ic is about 5 µA.
Two types of switch can be distinguished, the switch of the junction and the
one of the Al electrodes. This feature is due to the design of the supercon-
ducting electrodes: being very thin, narrow and long, the current which can
flow through them before quenching the superconducting state is of the same
order of magnitude of the critical current of the SNS junction. The critical
current value of the Al electrodes is around 6 µA; when Ic is below this value,
it is possible to distinguish the two switches in the I-V characteristics (as can
be seen for the red curve in Figure 37), while for values of Ic greater than
6 µA the two switches are indistinguishable, because the Al electrodes switch
simultaneously to the junction (blue curve in Figure 37).
The junctions show a marked hysteretical behaviour: once the weak-link
has switched to the resistive state it recovers the dissipationless regime at
a much smaller bias current, called retrapping current (Ir). The retrapping
current is around 2 µA. The origin of hysteresis in mesoscopic junctions with
large critical current stems from electron heating in the N region once the
junction switches to the dissipative branch [42]. This phenomenon decreases
at higher bath temperatures, when the critical current decreases.
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Figure 37.: Current vs voltage (I-V) characteristics measured at T = 125 mK, for the 300 nm
long junction (in blue) and the 450 nm long junction (in red). The curves have
been horizontally offset for clarity. They show a distinct supercurrent branch,
until the critical current Ic. Decreasing the current, the dissipationless regime is
reached at a much smaller current Ir, called retrapping current.
The temperature dependence of the critical current is summarized in Fig-
ure 38: blue and black markers represent the critical and retrapping currents,
respectively, extracted from the current-voltage characteristics taken at zero
applied magnetic field. The errorbars in the current values depend on the
current sampling and the type of detected voltage signal: calling ∆I the bias
current difference between two consecutive sampling points, the minimum
error is determined by ± ∆I/2. Moreover, the sharpness of the switching
depends on temperature: at low temperatures, up to 500 mK, the switch
of the junction to the resistive regime is abrupt, so the value of Ic can be
clearly extracted from the signal first derivative and the measurement error
is constituted by ± ∆I/2; conversely, at temperatures higher than 750 mK,
the I-V characteristic switches much smoothly. In that case, the value of the
critical current is more difficult to estimate; this is due to the fact that the
maximum of the derivative compares with the random noise terms in the
measurement. In Figure 38 the errorbars are not reported, because they are
too small and are included in the size of the markers.
The critical current is larger for the shorter junction (Panel (a)), since it is
proportional to the Thouless energy, which scales as 1/L2 (according to Eq.
(20)). The decay of Ic and the softening of the hysteresis with T is evident.
As expected [28], the decay of Ic with temperature is also faster for the longer
junction (Panel (b)).
In order to make a more quantitative analysis, we tried to fit the critical cur-
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Figure 38.: Critical current Ic and retrapping current Ir as function of temperature for
the 300 nm long junction (a) and the 450 nm long junction (b). Blue markers
represent Ic, while black markers represent Ir; the red line fits the critical current
data for temperatures above 250 mK.
rent data using Eq. (22); the Thouless energy and the normal state resistance
of the junction are taken as free parameters, which can be estimated from the
fit. We remind the reader that the expression reported in Eq. (22) is valid in
the regime ETh  kBT  ∆: the condition ETh  ∆ requires long junctions,
while the condition ETh  kBT is satisfied above a certain temperature.
The fit of the critical current data is reported as a red line in Figure 38: the
formula of Eq. (22) ensures a good fit only for temperatures above 250 mK.
The results for both junctions read as:
R = 4.2 Ω, ETh = 6.1 µeV for device in Panel (a);
R = 5.0 Ω, ETh = 4.9 µeV for device in Panel (b)
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The fits have a good coefficient of determination (R2 = 0.996 and 0.999
for device in Panel (a) and (b), respectively), proving that above 250 mK Eq.
(22) well reproduces the experimental data. The fitted values of resistance
are of the same order of magnitude of the ones predicted by Eqs. (52), (53),
while the values of Thouless energy can be compared with the theoretical
expression h¯D/L2: taking into account for the copper a diffusion constant
of 50 cm2/s, the effective lengths of 735 nm and 820 nm can be extrapolated,
respectively. This could be explained by the phenomenon of inverse prox-
imity effect, played to the thin aluminium elements by the copper wire: as
mentioned before in Sec. 1.1.1, where the two metals are overlapped the
superconducting properties of the aluminium are quenched. Considering
that the weak links overlap the superconducting leads for about 200 nm, the
estimated effective length of the junctions is reasonable.
Let us now introduce an external applied magnetic field. The magnetic
field is applied in-plane (the configuration is the one shown in Figure 10), in
order to provide an out-of-plane Lorentz force on the nanowire. The plot of
the critical current for both samples as function of the applied magnetic field
for different temperatures is reported in Figure 39. For each temperature
and magnetic field, the switching condition is found comparing the voltage
over current first derivative with an imposed threshold value. The critical
current is chosen as the lowest current point at which the derivative exceeds
the threshold.
The graph shows how the critical current of the junctions decreases with
the applied magnetic field, with a quite similar behaviour for both junctions.
Moreover, from the graph we can estimate the maximum value of the critical
in-plane magnetic field, which ranges between 250 and 300 mT for tempera-
tures up to 500 mK, while it decreases for temperatures higher than 750 mK.
Values of the critical magnetic field greater than 200 mT are really high and
provide a high Lorentz force acting on the wire. The simulations about the
mechanically actuable SQUID confirm that such values of Bc allow to observe
a non negligible effect in the I-V characteristic.
The last measurement concerns the zero bias resistance of the junctions
as function of temperature. In principle, the resistance could be evaluated
starting from the I-V characteristics and making the derivative of the voltage
with respect to the bias current, but there is a way of directly measuring the
resistance. The idea is to use a LOCK-IN amplifier, which allows to measure
the linear response of the devices: it generates an AC signal, with a certain
amplitude, a frequency and a phase, which can be used to weakly probe
the device around zero bias. The SNS junction is not a linear element, but
if stimulated with a current much smaller than the other involved currents,
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its response can be linearized: the voltage drop through the device will be
proportional to the normal state resistance of the device. Therefore, increasing
the temperature, we expect three different regimes: a null resistance below
the critical temperature of the junction, a few-Ohm resistance (due to the
copper weak-link) once the junction has switched to the resistive regime
and finally a huge resistance due to the series of the resistances of junction
and aluminium electrodes when the thin aluminium becomes a normal metal.
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Figure 39.: Plot of the critical current as function of the magnetic field, for seven different
temperatures for the 300 nm long junction (a) and the 450 nm long junction (b).
As expected, the critical current decreases with temperature and magnetic field.
The measurement was performed switching the temperature between 1.3
and 1.8 K. The AC current signal had an amplitude of 9.2 nA and a frequency
of 13 Hz. Since the critical current of the junction is of the order of magnitude
of µA, the excitation is very low and the accuracy in the measurement of the
voltage is high. We detected the voltage and the temperature, as function
of time. Sorting the data and dividing the voltage for the bias current, we
obtain the zero bias resistance as a function of temperature.
3.4 squid 65
T (K)
1.3 1.35 1.4 1.45 1.5 1.55 1.6 1.65 1.7 1.75 1.8
R 
(Ω
)
0
10
20
30
40
50
60
70
80
90
100
110
Junction 300 nm
Junction 450 nm
Figure 40.: Measured zero bias resistance as function of temperature in the range between
1.3 and 1.8 K for both junctions. The measurement is performed stimulating
the device with a small AC bias current and reading the voltage output with a
LOCK-IN amplifier.
The result is showed in Figure 40. At 1.3 K the junction is in the resistive
regime, while the aluminium electrodes are superconducting, so the resistance
of the device is given by the one of the copper wire. The R value found
at the switching (slightly less than 10 Ω) is in agreement with Eqs. (52),
(53). Over 1.4 K, the thin aluminium electrodes start switching to the normal
state and the resistance increases. For temperatures greater than 1.5 K, both
electrodes have switched to the normal state and the resistance of the device
increases up to 100 Ω. From Figure 40 is also possible to estimate the critical
temperature of the thin aluminium elements: defining that temperature as the
one at which the electrodes start switching to the resistive regime, its value is
around 1.4 K. Due to the small thickness of the evaporated aluminium, its
critical temperature is higher than the one expected for an aluminium bulk
(1.17 K).
3.4 squid
As seen in Sec. 1.3.3, the oscillating current necessary for coherent phonon
emission can be obtained in a SQUID configuration even with a DC bias.
To verify our capabilities to fabricate SQUIDs with the right geometry for
the final experiment, we realized and tested not-suspended SQUIDs. Two
devices (the scanning electron micrograph is reported in Figure 32), one for
each length, were characterized up to 1 K: now the external magnetic field
was applied perpendicularly to the SQUID plane. As explained in Sec. 1.3.2,
this allows to modulate the current flowing through the device.
Two measurements were performed, from which we obtained the connection
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between current and phase and the voltage-flux modulation. From the
current-phase relation, the normal state resistance, the Thouless energy and
the asymmetry of the device can be estimated. The first two parameters can be
used in a new, accurate simulation of the mechanical actuable SQUID, while
the coefficient of asymmetry is the figure of merit of the SQUID fabrication.
From the flux-voltage modulation, the transfer function of the SQUID can be
obtained. Although not essential for the future experimental works, it allows
to characterize the operation of the device as a magnetometer.
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Figure 41.: Current vs voltage (I-V) characteristics of the 450 nm long device (a) and the
600 nm long device (b) for increasing values of perpendicular magnetic field.
The characteristics were measured at 400 mK for the shorter device and 300 mK
for the longer device. The curves have been horizontally offset for clarify.
The current vs voltage (I-V) characteristics of both devices for different
values of magnetic field applied perpendicularly to the SQUID plane are
presented in Figure 41. For the shorter SQUID (Panel (a)), the measurement
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was performed at 400 mK, while for the other SQUID was performed at 300
mK. As already seen for the single junction device, the critical current of
the aluminium electrodes is of the same order of magnitude of the SQUID
one. Therefore, for each geometry, the temperature is chosen as the lowest at
which the critical current of the device is smaller than the critical current of
the aluminium electrodes, which ranges from 7 to 8 µA.
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Figure 42.: Ic(Φa) dependence for the shorter device (a) at 400 mK and for the longer device
(b) at 300 mK. Values for the critical current Ic have been extracted from the
switching current points in the I-V characteristics. Data points in blue have
been fitted (red line) with the theoretical model displayed in Eq. (61).
The curves show a supercurrent branch, characterized by a dissipationless
current flow. The critical current Ic is modulated by the applied field as ex-
pected from the interference between the split superconducting wavefunction
along the arms of the loop. An hysteresis of thermal origin is present in the
characteristics where the critical current is larger than 1 µA; this phenomenon
becomes more relevant at higher critical current. Also, as the bias current
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I exceeds Ic, the system switches to a resistive state developing a potential
difference across the superconducting loop.
The I-V characteristics measured for different values of the applied mag-
netic flux Φa allow for the investigation of the functional form Ic(Φa) of the
magnetic modulation. Data for both devices, normalized to the maximum
critical current, are reported in Figure 42. The modulation curves can be
readily fit with Eq. (61), where the maximum critical current I0 and the
asymmetry ratio αI are used as free parameters. The flux quantum Φ0 corre-
sponds to an applied perpendicular magnetic field of 8.7 Gauss, from which
an effective SQUID area of 2.3 µm2 can be estimated. The fit curves have a
good coefficient of determination (R2 = 0.940 and 0.993 for device in Panel
(a) and (b), respectively), proving that the SQUID inductance, estimated
as LG = 1.56 pi · 10−6 rSQUID/2 (where rSQUID is the effective loop radius
of the SQUID) does not play a role in the SQUID charge transport. From
the fit parameters, we extract the maximum critical current of the SQUID
I0 = 5.60 µA and 4.95 µA and the asymmetry coefficient αI = 0.21 and 0.18.
This high level of asymmetry could be expected by comparing the different
wire geometries of Figure 32. In the best device (see Figure 31), although not
working for a wrong design of the connections, we would expect this number
to be as low as 0.1.
Increasing the field amplitude up to 415 Gauss (∼ 48 periods), we note that
the modulation of the critical current with the magnetic field decreases, as
reported in Figure 43. This is due to the role played by fluxons, whose density
increases proportionally to the applied magnetic field. The estimated critical
magnetic field, which corresponds to the field at which no supercurrent is
able to flow through the device, is about 400 Gauss.
The temperature dependence of the maximum value of the critical current
at Φa = 0 is presented in Figure 44. The overall decrease of the critical current
with temperature for both devices is similar to what reported for the single
junction device. Fitting the experimental data with the formula in Eq. (22),
we can extrapolate the values of normal state resistance and Thouless energy:
R = 1.5 Ω, ETh = 4.4 µeV for device in Panel (a);
R = 2.2 Ω, ETh = 4.1 µeV for device in Panel (b)
The coefficient of determination for device in Panel (a) and (b) is R2 = 0.996
and 0.998, respectively. These good values prove that Eq. (22) well repro-
duces the experimental data for temperatures above 0.2 K. We can compare
the fitted values of Thouless energy with the theoretical expression h¯D/L2:
taking into account for the copper a diffusion constant of 50 cm2/s, an ef-
fective length of 900 nm can be extrapolated. As mentioned for the junction
devices, this could be explained by the phenomenon of inverse proximity
effect, caused to the thin aluminium elements by the copper wire.
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Figure 43.: Ic(Φa) dependence for high values of applied magnetic field for the shorter
device (a) at 400 mK and for the longer device (b) at 300 mK. Values for the
critical current Ic have been extracted from the switching current points in
the I-V characteristics. The density of fluxons increases proportionally to the
applied magnetic field and this leads to a decrease of the maximum critical
current and the modulation amplitude
The V(Φa) characteristics measured for increasing values of the bias current
for both devices are shown in Figure 45 (Panels (a),(c),(e),(g)): Panels (a),(c)
refer to the shorter device at 400 and 600 mK, respectively, while Panels (e),(g)
refer to the longer device at 400 and 600 mK, respectively. The voltage-to-flux
characteristics are periodic in flux, with period Φ0, and have an approximate
sinusoidal shape when I  2I0. In the opposite limit, the curves show zero
voltage drop V for magnetic flux values such that I < Ic(Φa) and finite V
values after switching to the dissipative regime in an interval bound around
Φa ≈ Φ0(n + 1/2), where n is an integer number. At low temperatures, the
main feature is the asymmetry of the curves with respect to Φ0(n+ 1/2): this
is an effect of the hysteretical behaviour of the device. At higher temperatures,
when the hysteresis becomes null, this asymmetry disappears.
Although not essential for future applications, it is interesting to characterize
the behaviour of the two devices as magnetometers. This is accomplished
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Figure 44.: Temperature dependence of the maximum value of the critical current at Φa = 0,
for the 450 nm long device (a) and the 600 nm long device (b). The red line
shows the best fit of the experimental data with the formula of Eq. (22). That
formula is valid only for T > 200 mK, when ETh  kBT  ∆.
by the flux-to-voltage transfer function |∂V/∂Φa|, which quantifies the volt-
age response to a change in the applied magnetic flux. In the switching
points, the V(Φa) characteristics display a strongly non-linear behaviour,
with high values of the transfer function. These points, in principle, could
allow for highly sensitive magnetometry. However, the switching condition
cannot be used as a stable working point, due to the stochastic nature of the
switching. Therefore, it’s more convenient to use the SQUID in the resistive
regime, when the voltage-to-flux curves show an approximate sinusoidal
shape. The transfer function has been obtained by numerical differentiation
of the V(Φ, I) characteristics measured in high resolution scans of the two-
dimensional (Φ, I) space. The resulting plots for a single bias current value
are reported in Panels (b),(d) for the shorter device and Panels (f),(h) per the
longer device: each panel shows the V(Φa) curve (in black) from which the
transfer function is evaluated (in blue).
The optimal working point for maximizing sensitivity corresponds to the
minimum bias current which allows a complete resistive behaviour of the
SQUID. With these currents, for both devices the transfer function achieves
values as high as 5 µV/Φ0. The maximum of the transfer function is reached
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Figure 45.: V(Φa) characteristics for increasing values of current bias I for the shorter device
at 400 mK (a) and 600 mK (c) and for the longer device at 400 mK (e) and 600
mK (g); voltage-flux modulation (in black) and transfer function (in blue) of the
shorter device for I = 2.48 µA at 400 mK (b) and for I = 2.08 µA at 600 mK (d);
voltage-flux modulation (in black) and transfer function (in blue) of the longer
device for I = 1.72 µA at 400 mK (f) and for I = 0.82 µA at 600 mK (h)
for Φa/Φ0 ' 0.1.
We fully characterized two junctions and two SQUIDs from 25 mK (base
temperature of the cryostat) up to 1 K. Besides describing at B = 0 the
superconducting properties of the junctions, like critical current, retrapping
current, hysteresis and the temperature dependence of the critical current, we
tested the junctions applying an in-plane magnetic field. Both devices support
magnetic fields up to 250 mK before the quenching of the superconducting
properties. This is very promising in order to fabricate and test a mechanically
actuable SQUID. An intermediate step to this goal is constituted by testing
two not suspended SQUIDs. By measuring the current-phase relation and
the voltage-to-flux modulation, we are able to estimate the normal state
resistance, the Thouless energy and the coefficient of asymmetry, which is the
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main parameter to verify our capabilities to fabricate SQUIDs with the right
geometry for the final experiment. Moreover, we proved that the geometrical
inductance of the SQUIDs is negligible.
3.5 updated simulations
In the following we refine the simulations reported in Sec. 1.3.3: to this end
we exploit the results of the experimental characterization of both junctions
and SQUIDs.
Before repeating the simulations, an important thing must be considered.
In the toy model used to simulate the behaviour of the device, we do not
take into account any variation of the critical current of junctions/SQUIDs
with the applied magnetic field; within this assumption, the Lorentz force
acting on the copper wire is directly proportional to the applied magnetic
field. According to this assumption, we engineered our devices in such a
way as to maximize the critical in-plane magnetic field. However, as seen in
Figure 39, the critical current of an SNS junction decreases proportionally to
the applied in-plane field. Therefore, the figure of merit of the Lorentz force
acting on the wire results to be the product BIc.
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Figure 46.: Plot of the BIc product as function of the magnetic field, for different temper-
atures for the 300 nm long junction (a) and the 450 nm long junction (b). As
expected from the theory, Ic decreases proportionally to T. The curves show a
similar shape, with a maximum value around 110 mT.
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The plot of BIc as function of the applied magnetic field for different
temperatures for both junctions is reported in Figure 46. According to the
dependence of Ic on temperature (Eq. (22)), the value of BIc decreases
at higher temperatures. The shape of the curves is quite similar, with a
maximum value around 110 mT.
That graph represents a good figure of merit of the Lorentz force acting on
the copper wire. In order to maximize the Lorentz force, we must choose
an applied magnetic field B around 110 mT. Then, we need to know the
correction factor to the critical current at the magnetic field of interest. That
factor is represented by the ratio between Ic at any applied magnetic field
and Imaxc (critical current at null magnetic field). A plot of the ratio Ic/Imaxc
for both junctions is reported in Figure 47.
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Figure 47.: Plot of Ic/Imaxc as function of the magnetic field, for different temperatures for
the 300 nm long junction (a) and the 450 nm long junction (b). The shape of the
ratio does not depend on the junction length and temperature.
The Ic/Imaxc ratio does not depend on the junction length and temperature.
This allows us to extrapolate the correction factor to the critical current at all
the magnetic fields of interest. In particular, at 110 mT the value of Ic/Imaxc is
0.65.
The first simulation refines the case reported in Figure 22: a DC SQUID is
considered, with a copper nanowire suspended over a Si/SiO2 substrate. The
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wire is 600 nm long, 150 nm wide and 50 nm thick; the flexural mode under
investigation is the first one, whose frequency is 383 MHz.
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Figure 48.: Simulated I-V characteristics of a DC symmetric SQUID. The blue line refers to
the forward sweep, while the red line describes the return one: (a) no silicon
nitride substrate, L = 600 nm, w = 150 nm, th = 50 nm; the frequency of
the fundamental mode of vibration is 383 MHz. (b) the nanowire lies on a
50-nm-thick silicon nitride substrate; the geometrical parameters are the same as
the previous case, while the mechanical frequency is 1.004 GHz; (c) the nanowire
lies on a 25-nm-thick silicon nitride substrate; L = 450 nm, w = 150 nm, th = 50
nm; the mechanical frequency increases up to 1.586 GHz.
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A magnetic flux Φa = nΦ0/2 is chosen, therefore the critical current of the
SQUID is almost zero. A temperature of 0.1 K is fixed, in order to enhance
the critical current of the device. The value of Ic is taken from the data plotted
in Figure 44 and is corrected by the factor 0.65, which is appropriate for an
applied magnetic field of 110 mT. The plot of the I-V characteristic is reported
in Panel (a) of Figure 48: the blue line refers to the forward sweep, while the
red line describes the return one. When the loop current is resonant with
the mechanical frequency, a voltage plateau can be observed, corresponding
to the oscillation of the nanowire. If compared to the I-V characteristic of
Figure 22, the voltage plateau is less noticeable, since the Lorentz force acting
on the wire is reduced.
In Panel (b) of Figure 48 the case reported in Figure 24 is shown: the cop-
per nanowire is supposed to lie on a 50-nm-thick silicon nitride layer. The
effective mass of the mechanical oscillator is meff = 2.53 · 10−17 Kg and the
frequency is 1.004 GHz. Due to the increased effective mass of the oscillator,
this layout is much more affected by the decrease of Lorentz force: the voltage
plateau can be observed only if a small current region is considered.
Since the reduction of the Lorentz force acting on the wire can be problematic
for the detection of the phenomenon, in the final simulation we tried to pump
the vibration of the nanowire, decreasing the effective mass of the mechanical
oscillator: to this end, the silicon nitride layer is thinned up to 25 nm and
a junction length L = 450 nm is chosen. This time the effective mass of the
mechanical oscillator is meff = 1.4 · 10−17 Kg and the frequency is 1.586 GHz.
The I-V characteristic is reported in Panel (c) of Figure 48: the blue line refers
to the forward sweep, while the red line describes the return one. Thanks to
the mass decrease, we obtain the same visibility of the previous case, but at a
higher oscillation frequency.
So far, a symmetric SQUID was considered. In the following we are inter-
ested in understanding if the presence of an asymmetry prevents the detection
of the nanowire vibration. This is somewhat analogous to what happens for a
symmetric SQUID if an applied magnetic flux Φa = nΦ0 is chosen: Panel (a)
of Figure 49 shows the comparison between the simulated I-V characteristics
of a symmetric SQUID (L = 450 nm, w = 150 nm, th = 50 nm) in two
opposite situations at 0.4 K. When Φa = nΦ0/2 (red line), the interference
between the phase differences of the two junctions is completely destructive
and the critical current of the device is almost zero; on the other hand, when
Φa = nΦ0 (blue line), the interference between the phase differences of the
two junctions is constructive and the critical current of the SQUID is given by
the sum of the critical currents of the junctions. The detection of the nanowire
vibration is better performed when the SQUID works in the resistive regime;
for this reason, it is evident that in the Φa = nΦ0 configuration the working
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region is reduced proportionally to the critical current value. This would
constrain us to greatly increase the mechanical frequency of the oscillator.
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Figure 49.: (a) Simulated I-V characteristics of a DC symmetric SQUID, without suspended
nanowire. The blue line refers to the Φa = nΦ0 case, while the red line describes
the Φa = nΦ0/2 case (n is a integer number); the geometrical parameters of the
junctions are L = 450 nm, w = 150 nm, th = 50 nm (b). In the Φa = nΦ0 case,
the working region is reduced. (b) Simulated I-V characteristic of a DC SQUID,
characterized by a 20% asymmetry between the two junctions (blue line); the
applied magnetic flux is Φa = nΦ0/2. If compared to the symmetric SQUID
case, there is no difference at the two resonant frequencies.
The presence of an asymmetry between the geometrical parameters of the
two junctions is taken into account introducing an asymmetry coefficient in
the equations of the symmetric SQUID. The final simulation considers the case
of a 20% asymmetric SQUID (without suspended nanowire), with geometrical
parameters L = 450 nm, w = 150 nm, th = 50 nm at a temperature of 0.4 K.
The applied magnetic flux is Φa = nΦ0/2, in order to maximize the resistive
working region. The behaviour is reported in Panel (b) of Figure 49: the
asymmetry decreases the modulation amplitude of the critical current, so that
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for Φa = nΦ0/2 the critical current of the SQUID is not null. This turns into a
reduction of the resistive region with respect to the symmetric case. However,
if the critical current of the device is not too high and the asymmetry is less
than 20%, the two cases are coincident starting from a resonant voltage of
about 1.5 µV. Therefore, at the two resonant frequencies 1.004 GHz and 1.586
GHz, the asymmetry can be neglected and we refer to the results reported in
Figure 48.

4
S U S P E N D E D S T R U C T U R E S
In the previous chapters we proved that we are able to fabricate two differ-
ent superconducting devices, with particular requirements concerning their
design. The experimental characterization of those devices gave us all the
information we need to carefully analyze the feasibility of the project. Once
this has been verified, the last step to obtain a mechanically actuable SQUID
is to suspend one of the two junctions of the device.
The suspension of the junction can be obtained by a selective etching of the
silica substrate lying under the copper nanowire. An etching process is a
chemical and/or physical attack, which allows to dissolve a material. Dry
etching (performed using plasma) and wet etching can be distinguished;
the first one preferentially removes material in specific directions, while the
second one is a more isotropic process. For that reason, in order to remove
the substrate under the wire and completely suspend the junction, we chose
to use wet etching. This technique removes materials from a wafer using
liquid chemicals or etchants. The specific patterns are defined by masks on
the wafer. Materials which are not protected by the masks are etched away
by liquid chemicals. These masks are deposited and patterned on the wafers
in a prior fabrication step using lithography.
Etching of oxidized materials is usually performed using fluorine-based
chemistries; a very common etchant is the hydrofluoric acid (HF). This is
a good candidate for our tests, because it is effective on silica, but it does
not etch the Cu [43]. Unfortunately, when aluminium is exposed to air, it
oxidizes very quickly. Therefore a resist mask must be used to prevent the
etching of the ring by HF. A widely used photoresist is S1818. However, in
our case, optical lithography cannot be used to pattern the mask, since a very
accurate alignment to the copper wire is required. Such alignment can be
obtained only using electron-beam lithography.
4.1 etching tests
Since the etching step is probably the most difficult one, we started making
tests in parallel with the device fabrication. Although the design of the
SQUIDs was not the final one, testing allows improving our abilities and
finding a working recipe. The design of the SQUIDs under investigation is
reported in Figure 50: the SQUID has a loop radius of about 1 µm and the Al
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ring is 100 nm thick.
1 μm
Figure 50.: SEM image of the SQUID under investigation for the etching tests: the loop
radius is about 1 µm, while the thickness of Al and Cu are 100 and 50 nm,
respectively.
As a first test, we considered the SiO2 versus metal selectivities in HF and
performed an etch without protecting the ring with a mask. The result is
showed in Panel (a) of Figure 51: a great part of the Al ring was destroyed,
since HF is very effective on the oxidized aluminium top layer. Therefore,
we tested polymer masks with two different resists: PMMA and MA-N 2403.
Both these resists are appropriate for electron beam lithography; the only
difference is that PMMA is a positive resist, while MA-N is a negative resist.
Since HF is a very aggressive etchant, we decreased the etching time to 3”.
The SEM images are showed in Panels (b) and (c): it seems that both masks
do not work properly; we are not sure about the reason, but probably HF is
able to get under the mask and peel off the ring. Another issue is that HF
etches silicon dioxide too quickly for good process control; etching times as
low as few seconds can hardly be reproducible.
An alternative possibility is represented by using buffered HF, also known
as buffered oxide etch (BOE). It is a mixture of a buffering agent, such as
ammonium fluoride (NH4F) and hydrofluoric acid, in a stoichiometric ratio
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5:1. BOE is more diluted, so it has an etching rate lower than HF; moreover it
exhibits better etching rate stability over time, because HF does not evaporate
from this solution. Two attempts were performed, both with a MA-N 2403
mask. We tried two different etching times, 20” and 30”; the results can be
seen in Panels (d) and (e), respectively.
1 μm 2 µm
10 µm
1 μm
500 nm
(a) (b) (c)
(d)
(e)
Figure 51.: Some performed etching tests: (a) 5” in HF, without mask; (b) 3” in HF, with
a PMMA mask; (c) 3” in HF, with a MA-N 2403 mask; (d) 20” in BOE, with a
MA-N 2403 mask; (e) 30” in BOE, with a MA-N 2403 mask.
If compared to the HF etching tests, we can note a marked improvement:
the mask avoids the direct etch of the Al ring, while the substrate near the
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wire is etched away. However, it is difficult to estimate the thickness of
the removed substrate, as well as understanding if some part of the wire is
suspended.
Although promising, this kind of etching cannot be applied to the final device.
In fact, this device is much thicker than the one reported in Figure 32 (100
nm vs 15 nm); in the case of a very low thickness, just a weak etching of
the Al ring would be detrimental for the operation of the device. A possible
solution would be increasing the thickness of the evaporated Al and finding
an etching recipe which ensures a final thickness of 15 nm. Unfortunately,
calibrating a wet etching with BOE with a single nm precision is an almost
impossible task, therefore we need to resort to a different approach.
4.2 future perspectives
In this section I will introduce a new fabrication procedure which allows to
overcome the issues concerning the release of the junction. Since the etching
of the substrate resulted to be the most challenging part of the process, the
idea is to reverse the order of the fabrication steps, performing the etching
before the SQUID lithography.
A scheme of the first part of the procedure is reported in Figure 52. The
starting point (Panel (a)) is a substrate of silicon/silicon nitride (Si3N4): the
deposited Si3N4 layer is thinned from 300 nm down to 100 nm, through HF
wet etching. Then, PMMA is spin coated onto the substrate and gold markers
are patterned, via a preliminary lithography followed by thermal evaporation
and lift-off (Panel (b)). Markers are useful for the following lithographies,
because they allow accurate alignment procedures. The substrate etching is
then performed in three steps. Firstly, CSAR resist is spin coated onto the
silicon nitride and two rectangular areas are exposed (Panel (c)). After the
development, two windows are opened in the CSAR mask. Then the sample
is dry-etched with a Reactive-Ion Etching technique (RIE): the rectangular
windows not covered by the CSAR mask are vertically etched by the plasma
(Panel (d)). Therefore, two “pools” are created, which are spatially separated
by a Si3N4 bridge. Finally, the silicon substrate under the bridge is removed
by a KOH wet etching (Panel (e)).
After the release of the Si3N4 bridge, the bilayer should be spin coated
onto the substrate and a shadow mask lithography should be performed,
in analogy to what described in Chap. 2. Gold markers should allow to
align one junction of the SQUID to the silicon nitride bridge, providing a
suspended SNS junction.
Besides a better etching process, this technique is convenient since the shape
of the copper wire is defined by the silicon nitride bridge. All the copper
evaporated at the sides of the bridge is collected in the pools and is lost.
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Therefore, potentially a very high symmetry between the junctions could be
obtained.
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Figure 52.: Schematic guide of the first part of the new fabrication process: (a) (Side view)
the starting point is a wafer of Si/Si3N4 (250 µm of silicon and 300 nm of
silicon nitride). The silicon nitride layer is thinned down to 100 nm through
an HF etching; (b) (Top view) PMMA is spin coated onto the Si3N4 layer and
small and big markers are exposed. After the development, Ti/Au (5/20 nm)
are evaporated. Gold markers allow us to perform a very accurate alignment
procedure in the following lithographies; (c) (Top view) CSAR resist is spin
coated onto the Si3N4 layer and two rectangular areas, close together, are
exposed; (d) (Side view) Reactive-Ion Etching (RIE) of the areas exposed in step
(c). This kind of dry etching removes the silicon nitride in the zones which are
not protected by the CSAR mask; (e) (Side view) in order to release the silicon
nitride bridge, a KOH wet etching is used.
Although promising, this is a long and challenging fabrication procedure,
with a very low yield. In fact calibrating a three-steps etching recipe needs a
lot of work, while spin coating the bilayer on the substrate is difficult, due
to the small size of the chip. As seen in Chap. 2, the SQUID fabrication is
challenging, due to the high evaporation angle of the copper. Moreover, the
lithography must be aligned to the silicon nitride bridge.
We started working on the steps reported in Figure 52 and we succeeded in
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calibrating an etching recipe for the silicon and silicon nitride. The best test
sample is showed in Figure 53.
200 nm
Figure 53.: SEM image of a suspended silicon nitride bridge. This is obtained through the
steps reported in Figure 52.
The result is good and promising for the future. We tried to spin the bilayer
onto the substrate, but the chip was too small and we failed. In the next
attempts, we will choose a bigger chip (at least 2 cm × 2 cm) and we will
start thinking about the lithography.
5
C O N C L U S I O N S
This thesis work, carried out at NEST laboratories in Pisa, was aimed to
design and implement an on-chip coherent phonon source, relying on the
technologies of NEMS and superconducting devices. The unique feature of
this device is that it combines an engineerable solid-state platform on the
nanoscale with the possibility of coherently interacting with a variety of phys-
ical quantum systems. In the context of quantum communication, a coherent
phonon source acts as a quantum transducer, which is able to interconnect
different, independent physical qubits through mechanical modes.
Our idea to implement a coherent phonon source is to incorporate a nanome-
chanical resonator into one arm of a Superconducting QUantum Interference
Device (SQUID); this can be done by suspending one of the two junctions
through an etching process and applying an in-plane magnetic field orthogo-
nal to the junction. The field exerts a Lorentz force on the nanowire itself and
when the force frequency is resonant with the beam out-of-plane eigenmodes,
coherent vibrations can be induced.
The main part of the work concerns the design, fabrication and investi-
gation of the transport properties of two kinds of non-suspended devices:
Superconducting/Normal metal/Superconducting (SNS) junctions and DC
SQUIDs, made of Al and Cu. The devices are designed with the aim of
maximizing the critical in-plane magnetic field: to this end, a very thin alu-
minium layer is chosen (15 nm). For few reasons, explained in Chap. 2, the
small thickness of the Al layer makes the design challenging and involves the
fabrication of both devices (especially for SQUIDs). Junctions and SQUIDs
are fabricated through the combined use of Electron-Beam Lithography and
metal deposition with the shadow-mask technique, performed through an
electron-beam evaporator.
In the case of SNS junctions, we firstly investigated the I-V characteristics
with no applied magnetic field: the devices show a marked hysteretical
behaviour, whose origin stems from electron heating in the N region once
the junction switches to the dissipative regime. From the fit of the critical
current values as function of temperature, the Thouless energy and the nor-
mal state resistance can be extracted. Then an external in-plane magnetic
field was applied and the I-V characteristics were measured: both junctions
show a finite critical current for magnetic field values up to 250 mT, which
are extremely high if compared to the critical magnetic field of an Al bulk.
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The critical temperature of the thin Al electrodes is estimated measuring the
normal state resistance of the junction as function of temperature: this is
performed stimulating the device with a small AC bias current and reading
the voltage output with a LOCK-IN amplifier. A value of around 1.4 K is
found, which is higher than the one of a bulk Al (1.17 K).
In the case of SQUIDs, we were interested to verify our capabilities to fabricate
devices with the right geometry for the final experiment, with a particular
attention paid to the coefficient of asymmetry. From the measurement of the
I-V characteristics for different values of the out-of-plane applied magnetic
field, the modulation of the critical current as function of the applied mag-
netic flux is investigated. The modulation is partially reduced due to a 20%
asymmetry between the two junctions. The modulation of the critical current
as function of magnetic flux, for high values of magnetic field is measured,
from which the value of the critical out-of-plane magnetic field (around 400
Gauss) is estimated. Finally, the behaviour of SQUIDs as magnetometers is
investigated: in the resistive regime, the voltage-to-flux curves of the devices
show an approximate sinusoidal shape. Values of the transfer function as
high as 5 µV/Φ0 are obtained.
The second part of the work concerns the suspension of one of the two
junctions of the SQUID. A lot of wet etching tests were performed, both with
HF and buffered oxide etch (BOE), using PMMA and MA-N 2403 as polymer
masks protecting the device. Although promising, this kind of wet etching
cannot be applied to the final device, since the Al layer is too thin; in this case,
just a weak etching of the Al ring would be detrimental for the operation of
the device.
Finally, an intriguing possibility to overcome the issues concerning the release
of the junction is thought: since the etching of the substrate resulted to be the
most challenging part of the process, the idea is to reverse the order of the
fabrication steps, performing the etching before the SQUID lithography. As a
starting point, a silicon/silicon nitride layer is chosen, due to the particular
mechanical properties of silicon nitride. We started working about this new
fabrication procedure, focusing the attention on the etching process. Through
the combined use of Reactive-Ion-Etching and KOH wet etching, a doubly
clamped suspended silicon nitride bridge is obtained. Our future work will
be to fabricate a SQUID (with the same geometry of the one of Figure 32),
with a junction aligned to the silicon nitride bridge. This step will allow us
to obtain a high quality factor mechanical resonator embedded into a SQUID
arm.
A
B L O N D E R - T I N K H A M - K L A P W I J K ( B T K ) M O D E L
In 1982 G. E. Blonder, M. Tinkham and T. M. Klapwijk developed the first
one-dimensional model able to describe normal and Andreev reflections, as
well as transmission of quasiparticles, at a non-ideal N/S interface [44].
Figure 54.: (a) BTK model of a non-ideal normal-conductor/superconductor interface. A
step-like increase of the pair potential ∆(x) is assumed at the N/S boundary.
The potential U(x) is given by the sum of a step of height U0 and a δ-shaped
barrier lying at the interface. (b) the most general scattering process involving an
electron of wave vector ke: at the N/S interface the electron can be transmitted
as a quasiparticle or can be reflected, both with normal and Andreev reflection.
The orientation of the arrows represents the direction of the group velocity.
Image adapted from [20].
As shown in Panel (a) of Figure 54, a potential barrier (due to an oxide
layer or a Schottky barrier) at the interface is approximated by a δ-shaped
barrier. The potential step U0 at the bottom of the conduction band considers
the case of a semiconductor/superconductor interface and it’s due to the
alignment of the Fermi energies, which can differ significantly for the two
materials. This potential step, combined with the δ-shaped one, leads to an
enhancement of the probability of normal reflections with respect to Andreev
reflections. For convenience, a step-like superconducting pair potential is
assumed at the interface: ∆(x) = Θ(x)∆0.
Taking into account the terms described above, the potential U(x) is defined
as follows:
U(x) = U0Θ(−x) + h¯
2kFS
me
Zδ(x) (75)
where kFS =
√
2meµ/h¯2 is the Fermi wave number in the superconductor.
Z is a dimensionless parameter, which represents the height H of the barrier:
Z = H
me
h¯2kFS
(76)
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Let us now consider the scattering process of an incident electron wave
coming from the N side, as depicted in Figure 54(b). The result will be that
electron-like (u0, v0) and hole-like (v0, u0) quasiparticles are transmitted in
the superconductor, and at the same time a fraction of the incident wave is
reflected as an electron (1, 0) and a hole (0, 1). The incident, transmitted and
reflected electron waves are respectively:
ψin(x) =
(
1
0
)
eikex, (77a)
ψtrans(x) = c+
(
u0
v0
)
eik˜ex + d+
(
v0
u0
)
eik˜hx, (77b)
ψrefl(x) = b+
(
1
0
)
e− ik˜ex + a+
(
0
1
)
eik˜hx (77c)
Here the wave numbers ke, kh in the normal conductor and k˜e, k˜h in the
superconductor are
ke =
√
k2FN + (2m∗/h¯
2)E, (78a)
kh =
√
k2FN − (2m∗/h¯2)E, (78b)
k˜e =
√
k2FS + (2me/h¯
2)(E2 − ∆20)1/2, (78c)
k˜h =
√
k2FS − (2me/h¯2)(E2 − ∆20)1/2 (78d)
where kFN =
√
(2m∗/h¯2)(µ−U0) is the Fermi wave number in the N
conductor.
Imposing the boundary conditions for the wave function and its derivative
at the interface, it is possible to determine the coefficients a+, b+, c+ and d+.
The results are:
a+ =
u0v0
γ
, (79a)
b+ =
(v20 − u20)(iZ + q)
γ
, (79b)
c+ =
u0[(1+ r)/2− iZ]
γ
, (79c)
d+ = −v0[(r− 1)/2− iZ]
γ
(79d)
Here γ = u20(p + 1)− v20 p, q = Z2/r + (1− r2)/4r and p = Z2/r + (r −
1)2/4r. The ratio r = vFN/vFS represents the Fermi velocity mismatch be-
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tween the normal conductor and the superconductor. If |E| < ∆0, the
quasiparticle waves are exponentially damped, since the wave numbers k˜e
and k˜h contain an imaginary component. Thus in that case the transmission
coefficients c+ and d+ are equal to zero.
It’s interesting to note that, if an electron-like or hole-like quasiparticles are
injected from the superconductor into the N conductor, owing to the time
reversal simmetry the corresponding coefficients become:
c′± = c±(u20 − v20)/r, (80a)
d′± = d±(u20 − v20)/r (80b)
From the probability currents, it’s now possible to calculate the electrical
current IS(V) through the N/S interface [44]. Since the current must be
conserved, only the contributions of the normal side (Andreev reflection and
normal reflection) will be considered:
IS(V) =
ekFNW
pi2h¯
∫ ∞
−∞
[ f0(E + eV)− f0(E)][1+ A(E)− B(E)]dE (81)
Here f0(E) is the equilibrium Fermi distribution function, V is the voltage
drop at the interface and W is the contact width between the two metals.
The two fundamental quantities, entering in the current expression, are
A(E) = a∗+a+ and B(E) = b∗+b+, which are the Andreev reflection probability
and the normal reflection probability, respectively. The trends of A and B for
two values of Z are showed in Figure 55.
Figure 55.: (a) Andreev reflection coefficient A as a function of E/∆0 for Z = 0. For E > ∆0
A is strongly reduced, because the quasiparticle transmission is available. (b)
Andreev reflection coefficient A and normal reflection coefficient B for Z = 0.5.
Image from [20].
As explained in section 1.1.1, in the case of ideal interfaces, with no poten-
tial barriers (Z = 0), the Andreev reflection probability A is equal to 1 below
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the gap ∆0 and strongly decreases for E > ∆0, since quasiparticle transmis-
sion is available. Instead, if a potential barrier with Z > 0 is introduced, A is
reduced below the gap, while the normal reflection probability B is increased.
Finally, it’s important to remark that the Andreev reflection process enhances
the total current and, therefore, the conductance of the junction. This en-
hancement leads to an excess current Iexc, which is the current added to the
normal current IN = V/RN at eV  ∆0. IN can be calculated from Eq. (81)
by setting A = 0 and 1− B = T = 1/(1+ Z2).
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