We elaborate a recursive-theoretic method to define real numbers which are random to any jump of the halting problem. This is obtained by generalizing a result of V. Becher and G. Chaitin dealing with the class of cofinite sets. As in the work of V. Becher and S. Grigorieff (but this time in the context of open sets in Cantor space) appeal to completeness phenomena replaces machine arguments.
In this article, we return to the original concern of the first three articles: defining sets P of finite 0-1 sequences in the arithmetical hierarchy which generate open subsets of Cantor space whose measure is n-random, for n ≥ 2. We thus combine the two approaches:
-focusing on open subsets of Cantor space by defining the generating sets P of finite sequences in a generalized Becher-Chaitin style inspired from [Be.Cha.] , -converting arguments of completeness from classical recursion theory as in [Be.Gr.2] and avoiding this way the use of machines. The Becher-Chaitin definition can be understood in topological terms by considering interiors of sets in Cantor space. This shift in viewpoint -from the syntactical definition of a set of finite sequences to the topological analysis of the open set it generates -allows conversion of recursion arguments.
We argue in Baire space ω ω rather than in Scott space P(ω) as in [Be.Gr.2] . To express P(ω) inside Baire space, we use a classical coding: considering for α ∈ ω ω , the subset of N defined as Range −1 (α) = {n ∈ N : ∃i α(i) = n + 1}. Thus the function U ∞ associated with the universal monotone machine takes as inputs infinite 0-1 sequences but outputs now finite or infinite integer sequences.
Given a property Q of subsets of ω, let O Q = {α ∈ ω ω : Q(Range −1 (α))} be the corresponding subset of Baire space. We propose a systematic method which when O Q is Σ 0 n in Baire space, for n ≥ 1, produces a Σ 0 n set P Q of finite 0-1 sequences. When the index set I Q = {e ∈ N : Q(W e )} can be shown Σ 0 n -complete, the idea is to adapt the recursion arguments proving it, in order to obtain a "strong form of Σ 0 n -completeness" for O Q or for the open set generated by P Q . This will imply that this open set admits an n-random measure. For example, denoting by
• A the topological interior of A, we show: Theorem 4.4 let Q(X) be the property "X is finite" and for k ∈ ω, let C k be the set {α ∈ ω ω : Range −1 (α) ⊆ [0, k)} . One has O Q = {α ∈ ω ω : Range −1 (α)) is finite} = k∈ω C k . Then the open set generated by P Q is equal to the union k∈ω • U −1 ∞ (C k ) and its measure is 2-random.
We then prove in a recursion-theoretic manner Becher-Chaitin result, adding the information about interiors:
Theorem 5.1.3 (Becher-Chaitin) Let Q(X) be the property "X is cofinite". Then O Q is the union k∈ω D k where D k = {α ∈ ω ω : [k, ∞) ⊆ Range −1 (α)}. The open set generated by P Q is equal to the union k∈ω
and its measure is 3-random.
By related methods, we obtain the 3-randomness of measures associated with the properties "being recursive", "co-immune" or "recursively enumerable" (Theorems 5.2.3, 5.3.4, 5.4.2) .
In all previous situations, the arguments leading to the n-randomness of the measure, were necessarily specific to each case and could be intricate. In the last section, assuming hardness of the index set, we propose a general transfer method. Q still being a property of sets of integers, we consider as before the set O Q but also the set O Q = {β ∈ ω ω : ∃i Q(range −1 (β i ))}, where β i (k) = β ( i, k ) for , the usual recursive pairing function. We obtain:
Theorem 6.1.4 Let n ≥ 1. If the index set I Q is Π 0 n -hard and if O Q is Σ 0 n+1 , then there is a rule for constructing a subset P Q of 0-1 finite sequences generating an open subset of U −1 ∞ (O Q ) whose measure is n+1-random.
(An expression in terms of interiors is still possible but more involved) one can apply this result to the predicate "X is simple" : the index set is Π 0 3 -complete and O Q is Π 0 3 ∧ Σ 0 3 ; this yields a 4-random real.
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Preliminaries
We first recall some basic notions and notation used throughout the article. We then introduce (for the sake of clarity) a type of reduction function whose domain is Cantor space which (following [Mos] ) we call recursive. These functions were termed semi-computable or effective Wadge reductions in [Be.Gr.1, Be.Gr.2] . The different definitions can be shown to be equivalent. A notion of function universal by adjunction in the spirit of the recursive functions above is also proposed.
Some basic definitions and notation
• Cantor space 2 ω is the set of infinite sequences of 0's and 1's, Baire space ω ω is the set of infinite sequences of integers; they are both endowed with the usual product topology (the topologies on {0, 1} and ω being discrete).
If A is a subset of Cantor space, then
• A and A denote respectively the interior and the closure of A relatively to that space.
• Concerning finite sequences, we use the following notation: -2 <ω and ω <ω are respectively the set of finite 0-1 sequences, and the set of finite sequences of integers.
-If p is a finite sequence, then we denote by |p| the length of p.
-For an integer i ∈ ω and p ∈ ω <ω , p i is the restriction of p to the set {0, 1, . . . , i − 1} -We write p q if p is a prefix of q (i.e. according to previous notation, |p| ≤ |q| and p = q |p| ).
• Let ω ≤ω denote the union ω ω ∪ ω <ω , and similarly 2 ≤ω is 2 ω ∪ 2 <ω .
• If α is an infinite sequence in Cantor or Baire space, then for i ∈ ω, α i denotes the restriction of α to the set {0, 1, . . . , i − 1}. We also write s α if s is a finite sequence and s = α |s| .
We use the notation x i : i ∈ ω for an infinite sequence.
• Given a finite set X, |X| is the number of elements of X
• The function , : ω × ω → ω is the classical recursive bijection from ω × ω onto ω defined as m, n = m + (m + n)(m + n + 1)/2, for m, n ∈ ω. Let ( ) 0 , ( ) 1 : ω → ω denote the inverse functions: for i ∈ ω, (i) 0 , (i) 1 = i.
To be on more familiar ground, we chose to argue in Baire space rather than in Scott space P(ω) as in [Be.Gr.1, Be.Gr.2] (the T 0 non Hausdorff topology on this last space admits as basic open sets the sets {X ∈ P(ω) : A ⊆ X} for A finite). To handle Scott space P(ω) inside Baire space, we use the following continuous surjective map α → Range −1 (α):
We suppose knowledge of the notion of index sets in recursion theory. When considering Σ 0 nhardness (or completeness) in the context of subsets of ω, we refer to many-one reduction via (classical) recursive functions.
Our references in Recursion theory is [Soa] , and in Algorithmic Randomness is [Do.Hi] and [Ni] .
The arithmetical hierarchy in Baire or Cantor space.
We assume the reader is familiar with the arithmetical hierarchy for subsets of ω as introduced in [Soa, chapter IV] : one starts from the recursive sets and then alternates complementation and projection along ω.
Let us now recall the definition of the arithmetical hierarchy in Baire and Cantor spaces.
The topology on Cantor (resp. Baire) space admits as basic open sets the sets B s = s2 ω , for s ∈ 2 <ω (resp. B s = sω ω , for s ∈ ω <ω ). Omitting the recursive encoding of ω <ω (or 2 <ω ) in ω, we shall speak directly of recursive predicates on ω <ω , ω <ω × 2 <ω ... Via this omitted encoding, the spaces ω <ω and 2 <ω are viewed as discrete.
One has a similar characterization when considering Baire space instead of Cantor space.
The arithmetical hierarchy in Cantor space, Baire space or in any product of the above form, is obtained by starting from the Σ 0 1 sets and by alternating projection along ω (or equivalently effective union) and complementation.
We thus obtain that a subset O of Cantor space (resp. Baire space) is Σ 0 n iff the exists a recursive predicate R such that for, α ∈ 2 ω (resp. α ∈ ω ω ),
O is Π 0 n in Cantor space (resp. Baire space) if there is R recursive such that for α ∈ 2 ω (resp. α ∈ ω ω ),
Recursive functions.
As mentioned earlier, following the terminology of [Mos] , we shall call recursive some functions on 2 ω which were refered to as "semi-computable" in [Be.Gr.2] . We thus state the different definitions (omitting proofs which are folklore) and point the connections.
A topology on ω ≤ω .
The space ω ≤ω (resp. 2 ≤ω ) is endowed with a weak (T 0 ) topology admitting as basic open sets, for s ∈ ω <ω , the sets B s = sω ≤ω = {x ∈ ω ≤ω : x |s| = s} (resp. for s ∈ 2 <ω , the sets B s = s2 ≤ω ).
The topology induced on ω ω (resp. 2 ω ) is the Hausdorff topology described above.
Relying on the definition of Σ 0 1 subsets of the space 2 ω × ω <ω we have just established in the previous paragraph, we consider the following definition.
Definition 2.3.1 (adapted from [Mos, p.110 
(Since B s ∩ ω ω = B s , for s ∈ ω <ω ) we note that if F : 2 ω → ω ω is recursive for Definition 2.3.1, then it is recursive in the traditional meaning.
Let us consider now the Turing machine formulation: modulo some coding c : 2 <ω → ω <ω , for example, c(0 n 0 ) = / 0 c(0 n 0 10 n 1 1 · · · 10 n k ) = (n 0 , . . . , n k−1 ), for k ≥ 1, we can view Turing machines on the alphabet {0, 1} as producing sequences of integers. Definition 2.3.2 ( from [Be.Gr.1], replacing P(ω) by ω ≤ω ) A function F : 2 ω → ω ≤ω is semi-computable if there exists a monotone Turing machine M which on any input α ∈ 2 ω and in infinite time, produces F(α) ∈ ω ≤ω .
(Our monotone Turing machines do not erase symbols on the output tape, have no accepting state and the transition function is always defined) Now let ϕ α e : e ∈ ω be an effective enumeration of the partial recursive functions on ω with (varying) oracle α ∈ 2 ω . This provides the third way to view the same object: Proposition 2.3.3 Let F : 2 ω → ω ≤ω (hence for any α ∈ 2 ω , F(α) is a function defined on an initial segment of ω). Then the following are equivalent: (a) G F is Σ 0 1 (F is recursive in the terminology of definition 2.3.1), (b) F is semi-computable, (c) there is e ∈ ω such that for any α ∈ 2 ω , F(α) = ϕ α e . This is folklore. We shall also apply as in [Be.Gr.2] the following: Claim 2.3.4 If F : 2 ω → ω ≤ω is recursive, then for any X ⊆ ω r × ω ω , with r < ω, which is Σ 0 1 , the set
This is classically proved using Definition 2.3.1. 
One can also rely on (c) of Proposition 2.3.3 to provide a universal recursive function: there is a (total) recursive function f : ω → ω such that for any α ∈ 2 ω , e, m ∈ ω
e ∈ ω is an effective enumeration of the partial recursive functions with oracle α whose domain is an initial segment of ω (if Dom(ϕ α e ) is an initial segment, then ϕ α f (e) = ϕ α e ).
Then the recursive function V : 2 ω → ω ≤ω defined by
0. is universal by adjunction for recursive functions from 2 ω into ω ≤ω .
One can define a notion of Σ 0 n -completeness or Σ 0 n -hardness in Baire and Cantor spaces via recursive reductions. We shall not need the definition, but we shall briefly return to this point at the end of the next section.
3 Combining the Becher-Chaitin method with the completeness argument.
We combine here two approaches: the Becher-Chaitin method of [Be.Cha.] with the completeness argument used in [Be.Gr.2] rather than an intricate reasoning based on machines .
We shall focus on the complexity of the generating sets of an open set rather than on the complexity of the open set itself:
Definition 3.1 Let A be an open subset of 2 ω . A is said to be generated by a subset X of 2 <ω if A = X2 ω (that is A = {sα : s ∈ X and α ∈ 2 ω }).
A is Σ 0 n -generated in 2 ω , for n ≥ 1, if there exists a Σ 0 n subset of 2 <ω generating A.
It is not true that every
Then A is open and Σ 0 2 in 2 ω but it cannot be generated by any arithmetical subset of 2 <ω (see [Cho.Yu, ex.1.1.5]).
Let us note the following easy but useful fact (see also the deeper result [Be.Gr.2, 5 .10]).
Fact 3.2
For n ≥ 0, Σ 0 n+1 -generated open subsets of 2 ω are Π 0 n -generated (by convention, Π 0 0 subsets of 2 <ω are recursive sets).
Proof By gluing the first two existential quantifiers :
We define the recursive predicate
For any α ∈ 2 ω , one has the equivalences:
Let U ∞ be a universal recursive function as in Section 2.3 which is fixed for the rest of the paper. If O is a Σ 0 n subset of Baire space, then our goal now is to obtain a (natural) open subset of
which is Σ 0 n -generated. The first candidate is
It can be characterized as follows:
is a Σ 0 n subset of Cantor space, hence for n ≥ 2, a priori P is Π 1 1 and
Nothing insures this complexity can be lowered to Σ 0 n . The clever idea of [Be.Cha.] is to push the quantification "∀α ∈ 2 ω " inside the definition of
This prevents the explosion of complexity. Arguing in Baire space rather than in P(ω) entails some modification of [Be.Cha.] definition, it adds one quantifier: "m ∈ X" is translated into "m ∈ Range −1 (α)", that is "∃i α(i) = m + 1". Definition 3.3 ( Inspired from [Be.Cha., p.332 
])
• Let n ≥ 1 and let O be a Σ 0 n subset of ω ω defined as follows:
where R is a recursive predicate on ω n−1 × 2 <ω .
• Let F : 2 ω → ω ≤ω be a recursive function. Corresponding to the definition ( * ), let P F O = {p ∈ 2 <ω : ∃k 1 ∀k 2 . . . Q n−1 k n−1 ∀α ∈ 2 ω Q n k n R(k 1 , . . . , k n−1 , (F(pα)) k n )}.
• Let P O = P U ∞ O where U ∞ is the fixed universal recursive function from 2 ω into ω ≤ω .
The remark right before the definition explains why we left an integer quantifier Q n k n on the right of the quantification ∀α ∈ 2 ω . If this second order universal quantification is pushed to the extreme right, then one controls complexity but -for n odd -the definition is meaningless.
P F
O depends on the chosen definition of O. The complexity of P F O is as hoped for:
We distinguish two cases:
• n n n is even The quantifier Q n must then be universal. The following set is Π 0 1 in ω n−1 × ω ω :
Hence by Claim 2.3.4, there must exist a recursive predicate S such that for any
Let us write k for (k 1 , . . . , k n−1 ). One deduces that for any p ∈ 2 <ω , k ∈ ω n−1 , one has the equivalences:
Therefore the expression on the left hand side is a Π 0 1 predicate in (k, p), and P F O must be Σ 0 n in 2 <ω .
• n n n is odd. The quantifier Q n is existential. As above, there must exist a recursive predicate S such that for all k ∈ ω n−1 and α ∈ 2 ω ,
For k ∈ ω n−1 , p ∈ 2 <ω , let us consider the following tree:
T (k, p) = {q ∈ 2 <ω : p and q compatible and ∀¬S(k, q )} "q ∈ T (k, p)" is a recursive predicate (about (p, q, k)). One obtains the following equivalences:
Hence we get the equivalences,
The relation "q ∈ T (k, p)" being recursive, the expression (about (k, p)) on the right is Σ 0 1 . (We handle directly finite sequences, but rigorously, as in several other places in the article, one has to code finite 0-1 sequences in ω: all sequences of length n can be coded below 2 n ). Hence P F O is Σ 0 n .
•
Remark 3.5
The addition of an existential quantifier should not be seen as a weakness in Baire approach. There is adequacy between the number of alternations of quantifiers and the complexity of O Q , which is not the case in the P(ω) presentation. For example, let us take Q(X) = "X = ω", the index set I Q is Π 0 2 and so are O Q = {α ∈ ω ω : Range −1 (α) = ω} = {α ∈ ω ω : ∀m ∃i α(i) = m + 1} in Baire space and O Q = {X ∈ P(ω) : ∀m m ∈ X} in the Scott domain for their respective effective topologies.
If n ≥ 3 is odd, then Q n−1 in Definition 3.3 is universal. We can thus permute in the definition of P F O the two universal quantifiers "Q n−1 k n−1 " and "∀α ∈ 2 ω ". For instance, if O = {β ∈ ω ω : ∃k χ(k, β )} where χ is a Π 0 2 predicate on ω × ω ω , then P F O is equal to the set {p ∈ 2 <ω : ∃k ∀α ∈ 2 ω χ(k, F(pα))}. We shall make use of this fact without mention.
Let us relate
Claim 3.6 Let F : 2 ω → ω ω be recursive. By universality of U ∞ , let q F ∈ 2 <ω be such that for all
We thus get, for α ∈ 2 ω , the following equivalences:
We denote by µ the usual (uniform) measure on Cantor space. Let us now recall the relativized version of Chaitin's famous result, the so-called Omega-numbers theorem (see [Do.Hi, 6.1.3, 6.8.5] or [Ni, 3.2 .11]):
One fixes a prefix-free oracle machine U which is universal by adjunction (see [Do.Hi, 3.5.2] ).
is left c.e in / 0 (n−1) and n-random.
The argument of hardness (or almost hardness) which was crucial in [Be.Gr.1, Be.Gr.2] is expressed in the open sets context as follows:
Theorem 3.8 Let n ∈ ω and let O be a Σ 0 n subset of ω ω given by the definition:
where R is a recursive predicate on ω n−1 × 2 <ω . If for all Σ 0 n -generated open subsets A of 2 ω , there exists a recursive function
In most of our examples, we shall obtain the equality A = P F O 2 ω for some adequate F. But when considering the set O r.e = {β ∈ ω ω : Range −1 (β ) is recursively enumerable}, we shall obtain as in [Be.Gr.2, 7.7] , an equality modulo a set of measure 0 (µ(A∆(P F O 2 ω )) = 0).
Proof Let us take A = DomU / 0 (n−1) 2 ω . A is Σ 0 n -generated. By hypothesis of Theorem 3.8, there exists a recursive function F : 2 ω → ω ω such that
We suppose q F ∈ 2 <ω is such that for any
we split the open set P O 2 ω into two disjoint parts:
Now by Claim 3.6, P O ∩ q F 2 ω = q F P F O 2 ω . We thus deduce:
is left c.e in / 0 (n−1) (the set being open, this can also be checked directly).
So finally, µ(P O 2 ω ) is the sum of two reals which are left c.e. in / 0 (n−1) , one of them being nrandom (Theorem 3.7). Hence by [Do.Hi, 9.1.8, 9.1.4] or [Ni, 3.2 .27], µ(P O 2 ω ) is n-random.
(It is possible to argue differently using the original definition of Solovay reducibility in terms of approximation [Do.Hi, Def.9.1 .1] rather than in terms of sum) Theorem 3.8
Given a Σ 0 n subset O of Baire space, we shall informally speak of a "completeness argument" when we check that for any Σ 0
n -generated open subset A of 2 ω , there exists F recursive such that A = P F O 2 ω (or of an "almost completeness argument", if the equality holds modulo a set of measure 0). But in that situation, what is the complete object? An open subset of O?
O was a Σ 0 n -"hard" object. The subsets O of ω ω we shall consider will often be Σ 0 n -complete in Baire space (this means that given any Σ 0 n -subset B of Baire space, there exists a recursive function F : ω ω → ω ω such that B = F −1 (O)). But we are concerned in this article with the class of Σ 0
n -generated open subsets of Cantor space. In this context, P O 2 ω can be viewed as complete among this class. The reduction is quite simple, P O 2 ω is universal: if for any Σ 0
n -generated open subset A of Cantor space, there exists F : 2 ω → ω ω recursive such that A = P F O 2 ω , then there is q F ∈ 2 <ω as in Claim 3.6 such that
We now propose examples of increasing complexity of random reals which are obtained by application of Theorem 3.8.
2-randomness.
A natural candidate is the following one:
Then O fin = k∈ω B k and we shall consider the following Σ 0 2 definition of O fin : for β ∈ ω ω ,
The subset P O fin of 2 <ω associated to (1) by Definition 3.3 is thus:
• Given a recursive function F : 2 ω → ω ≤ω , let P F O fin be defined as:
We first express the open set P F O fin 2 ω in interior terms:
Proof We have the equivalences: for p ∈ 2 <ω ,
The last equivalence holds by compactness of Cantor space (and also because the sequence B k : k ∈ ω is increasing).
Hence we can deduce the equality P F
Claim 4.3
Our goal now is to show:
The measure µ( k∈ω
In order to prove Theorem 4.4, we state the completeness property which will allow us to apply Theorem 3.8:
Claim 4.5 Let A be a Σ 0 2 -generated open subset of 2 ω . Then there exists a recursive function
Remark 4.6
Since A is open, we must have A =
. But a priori, this does not
Proof of Claim 4.5: We adapt classical arguments concerning the Σ 0 2 completeness of the index set I fin = {e ∈ ω : W e is finite} in order to obtain the strong reduction statement of Claim 4.5.
Let A be a Σ 0
2 -generated open set. By Fact 3.2, there must exist a Π 0 1 subset X of 2 <ω so that A = X2 ω . Hence there is R recursive such that for any p ∈ 2 <ω , p ∈ X iff ∀t R(t, p)
We thus consider the Σ 0 1 predicate S on 2 <ω :
Let S t : t < ω be an effective approximation of S. Given α ∈ 2 ω , we define β α ∈ ω ω as follows:
Then F is recursive and one can check that for α ∈ 2 ω , Range −1 (F(α)) = {i ∈ ω : S(α i )}.
We deduce, for α ∈ 2 ω , the implications:
We need a little more, let us now prove:
It suffices to note that if α ∈ A, then there is i 0 ∈ ω such that ∀t R(t, α i 0 ). But then, every β ∈ 2 ω such that β i 0 = α i 0 , satisfies ∀t R(t, β i 0 ). And by the argument in (2), we shall have Range −1 (F(β )) ⊆ [0, i 0 ) and hence β ∈ F −1 (B i 0 ).
We can now end the proof of Claim 4.5:
Claim 4.5
Theorem 4.4 can now be deduced: by Claims 4.3 and 4.5, for any Σ 0 2 -generated open subset A of Cantor space, there exists a recursive function F such that A is equal to P F O fin 2 ω . Hence we are in the conditions of application of Theorem 3.8: µ(P O fin 2 ω ) must be 2-random, and by Claim 4.3,
5 3-randomness.
Cofinite sets
We propose here a different proof of the Becher-Chaitin theorem, stated as Theorem 5.1.3.
Definition 5.1.1 Let O cof = {β ∈ ω ω : Range −1 (β ) is cofinite} and for k ∈ ω, let
Then O cof = k∈ω B k and we consider the following Σ 0 3 definition of O cof : for β ∈ ω ω ,
We now obtain the original definition of [Be.Cha.] (which was formulated with P(ω) rather than ω ≤ω ):
Definition 5.1.2 Given a recursive function F : 2 ω → ω ≤ω , let
= {p ∈ 2 <ω : ∃k ∀n ≥ k ∀α ∈ 2 ω ∃i (F(pα))(i) = n + 1},
The main result is:
The article [Be.Cha.] proved the 3-randomness of µ(P O cof 2 ω ). We noted the following:
Proof of Claim 5.1.4 For p ∈ 2 <ω , one has the equivalences:
(as in the previous section, the last equivalence is obtained by compactness of Cantor space and by monotonicity of the sequence B k : k ∈ ω ).
Here is now the completeness argument. On one hand it is simpler than in [Be.Gr.2] since we restrict ourselves to open sets and hence to their generating sets (that is, we are closer to recursion theory on ω). But on the other, it is more complicated because we aim at the more requiring
. Moreover we do not propose the simplest proof of the Becher-Chaitin theorem since for further application, we present a strengthened result.
Let us introduce the following notion:
Definition 5.1.5 Writing r.e for recursively enumerable and A c for the complement of the set A (relatively to the appropriate space), let
(Range −1 (β )) c is infinite and does not contain an infinite r.e set (Co-im stands for co-immune). We recall some notation:
Notation 5.1.6 Let T and U be Kleene recursive predicate and function such that for all e, m, n ∈ ω, ϕ e (m) = n iff ∃t (T (e, m,t) ∧U(t) = n). Then for e, m, n, s ∈ ω, ϕ e,s (m) = n iff ∃t ≤ s (T (e, m,t)
The completeness result is as follows:
Proposition 5.1.7 Let C be a Σ 0 3 -generated open subset of Cantor space. Then there exists a recursive function F : 2 ω → ω ω such that
Intuitively, this can be understood as follows:
• if α ∈ C, then F(α) is "very much" inside O cof .
• if α / ∈ C, then F(α) belongs to O co-im which is disjoint from O cof .
Proof The general idea is to adapt the proof of the Π 0 3 -completeness of the index set I simple = {e ∈ ω : W e is simple} ( = {e ∈ ω : W e is co-immune}) (see [Soa, Ex.V.1.9] ).
Again by fact 3.2, we can assume C = X2 ω with X a Π 0 2 subset of 2 <ω . Since the index set I fin = {e ∈ ω : W e is finite} is Σ 0 2 -complete [Soa, IV.3.2] , there exists g : 2 <ω → ω (total) recursive such that for any p ∈ 2 <ω , p ∈ X iff W g(p) is infinite.
Hence for any α ∈ 2 ω ,
Given α ∈ 2 ω , let us define a sequence of finite sets A s α : s ∈ ω as follows:
Step s + 1: we suppose A s α has been defined and its complement (A s α ) c is {b s α,i : i ∈ ω} where b s α,i : i ∈ ω is a strictly increasing enumeration of (A s α ) c . We shall add an element to A s+1 α in two situations: (a) for each i ≤ s, if W g(α i ),s = W g(α i ),s+1 (notation 5.1.6), then we put b s α,i into A s+1 α , (b) we search for the least e ≤ s such that (b.1) W e,s ∩ A s α = / 0 and (b.2) there is n ≥ e with b s α,n ∈ W e,s . If such an e exists, we consider the least n ∈ ω satisfying (b.2) and put b s α,n into A s+1 α . We then set A α = s∈ω A s α .
Remark 5.1.8 One can omit condition (b) and still obtain part of Proposition 5.1.7: C = k∈ω
. This suffices to deduce Becher-Chaitin result. The argument is then simpler but we loose the applications to the recursive and co-immune cases (Theorems 5.2.3 and 5.3.4).
We chose to argue in Baire space rather than in P(ω). We must thus exhibit a recursive function F : 2 ω → ω ω such that for all α ∈ 2 ω , Range −1 (F(α)) = A α (we shall omit this type of justification in later examples). n s : s ∈ ω is the recursive sequence of integers such that n 0 = 0 and for s ≥ 0, n s+1 = n s + (s + 2). We define inductively the finite sequences β s α ∈ ω n s by:
2) are satisfied for n least such 0 otherwise
There is h : 2 <ω × 2 <ω → 2 <ω recursive such that β s+1 α = h(α s+1 , β s α ). Hence setting for α ∈ 2 ω , β α = s∈ω β s α , we get that F : α → β α is recursive and that
For further use, let us record the following facts, α ∈ 2 ω being fixed:
Fact 5.1.9 Let j ∈ ω be such that for all i < j, W g(α i ) is finite. Then there must exist a least s j depending on α j such that for all i < j, all s ≥ s j , W g(α i ),s = W g(α i ),s+1 . Hence For e ∈ ω, we set t e = max{m i : i < e and W i ∩ A α = / 0} + 1. Then (3) If s ≥ t e , then no b s α,n is added to A s+1 α by application of rule (b) to some W i , i < e.
Proof of Fact 5.1.10 To show (3), let us suppose that for s ≥ t e , i < e,
and i is least such. Then b s α,n ∈ A s+1 α ∩W i . By definition of t e , there is t < t e such that W i,t ∩A t α = / 0. this contradicts (4).
Fact 5.1.10
Fact 5.1.11 If i 0 < ω is such that W g(α i 0 ) is infinite, then there are infinitely many s ∈ ω such that W g(α i 0 ),s = W g(α i 0 ),s+1 . Hence for infinitely many s ∈ ω, the element b s
In order to prove Proposition 5.1.7, we shall rely on intermediary claims:
Claim 5.1.12 For any α ∈ C, there exist r 0 , k 0 < ω such that α r 0 2 ω ⊆ F −1 (B k 0 ).
Proof of Claim 5.1.12 Let us recall
We now fix α ∈ C. Let i 0 ∈ ω be the least i ∈ ω such that W g(α i ) is infinite. We set some definitions (related to the fixed α and i 0 and obtained by Facts 5.1.9, 5.1.10): • For i ∈ ω and X ⊆ ω infinite, let X i denote the set of the first i elements of X.
We shall check F(α r 0 2 ω ) ⊆ B k 0 . Let us prove first F(α) ∈ B k 0 , that is [k 0 , ω) ⊆ A α . We shall then refine the argument to obtain F(α r 0 2 ω ) ⊆ B k 0 .
• Since for any i < i 0 , W g(α i ) is finite, by (2) in Fact 5.1.9, for s ≥ r 0 and i < i 0 , no b s α,i is added to A s+1 α because of rule (a). But also by (3) in Fact 5.1.10, no b s α,n is added to A s+1 α , for s ≥ r 0 by application of rule (b) to some W i , with i < i 0 . Hence if b s α,n is added, it is necessarily for e ≥ i 0 and then by definition n ≥ e ≥ i 0 . So finally no b s α,i , with i < i 0 , can be added to A s+1 α . Therefore (6) (A Let β r 0 = α r 0 . We argue by induction on s ≥ r 0 .
• By construction, for γ ∈ 2 ω , A s γ depends only on γ s . Hence A r 0 α = A r 0 β .
• We suppose now that s ≥ r 0 , and (A s β ) c i 0 = (A s α ) c i 0 and we check that the equality holds at s + 1.
-Since i 0 ≤ r 0 , for any s ∈ ω, i < i 0 , W g(α i ),s = W g(β i ),s+1 . Hence s i 0 defined for α also works for β : for s ≥ r 0 (≥ s i 0 ) and i < i 0 , no element b s β ,i is added to A s+1 β by application of rule (a).
-Now aiming at a contradiction, let us suppose b s β ,i for i < i 0 , is added to A s+1 β by application of rule (b). Necessarily it concerns some W e , for e < i 0 (if e ≥ i 0 and b s β ,n added, then we would obtain n ≥ e ≥ i 0 ).
We must have Therefore the only remaining possibility is ∀n ≥ e b s α,n / ∈ W e,s . Since by induction hypothesis, for any i < i 0 , b s α,i = b s β ,i , we deduce that for no e ≤ i < i 0 , b s β ,i ∈ W e,s . This contradicts (9). Hence we showed (A We still have to study the situation outside C.
Claim 5.1.14 Let α / ∈ C. Then (Range −1 (F(α))) c is infinite.
Proof Let α / ∈ C. Then for any i ∈ ω, W g(α i ) is finite. Hence by Fact 5.1.9, for any j ∈ ω, there is s j such that for all s ≥ s j , no element b s α,i , for i < j, is added to A s+1 α by rule (a). Now by Fact 5.1.10, for any j ∈ ω, there is t j such that for s ≥ t j , no element b s α,i , for i < j, is added to A s+1 α by rule (b). For j ∈ ω, let n j = max(s j ,t j ). Then (A α ) c = {b n j α, j : j ∈ ω} is infinite.
Claim 5.1.14 Claim 5.1.15 Let α / ∈ C and let W e be infinite. Then W e ∩ Range −1 (F(α)) = / 0.
Proof Since W e is infinite, let m e ∈ ω be such that |W e,m e | > e. We assume aiming at a contradiction that W e ∩ A α = / 0.
By Fact 5.1.10, let t e+1 be such that for s ≥ t e+1 , no element b s α,i , for i ≤ e, is added to A s+1 α by application of rule (b). Since W e,s ∩ A s α = / 0, this implies in particular that one cannot find n ≥ e such that b s α,n ∈ W e,s . Hence |W e,s ∩ (A s α ) c | ≤ e. If s ≥ max(m e ,t e+1 ), then necessarily there is x ∈ W e,s ∩ A s α . Contradiction. Claim 5.1.15
We now conclude the proof of Proposition 5.1.7: for α ∈ 2 ω , by Claim 5.1.12,
by Claims 5.1.14 and 5.1.15, α / ∈ C ⇒ F(α) ∈ O co-im .
Proposition 5.1.7
Theorem 5.1.3 now follows: by proposition 5.1.7, Claim 5.1.4 and Theorem 3.8, we deduce that
Theorem 5.1.3
Recursive sets.
We consider the following:
Definition 5.2.1 Let O rec = {β ∈ ω ω : Range −1 (β ) is recursive} and for k ∈ ω, let
One considers the following Σ 0 3 definition of O rec (we refer to notation 5.1.6): for β ∈ ω ω ,
One checks also that the sequence C k : k ∈ ω is uniformly Π 0 2 . By now usual arguments, one gets the following:
As a consequence of Proposition 5.1.7, we obtain:
Proof In Definition 5.1.1, we had set B k = {β ∈ ω ω : [k, ω) ⊆ Range −1 (β )}, for k ∈ ω. By Proposition 5.1.7, given any Σ 0 3 generated open subset C of Cantor space, there exists a recursive function F such that:
Let k ∈ ω be fixed. Since there are finitely many X ⊆ ω such that [k, ω) ⊆ X, there must exist n k ∈ ω such that B k ⊆ C n k . Hence
We can now conclude by Theorem 3.8 that µ(P O rec 2 ω ) = µ( k∈ω
Theorem 5.2.3
• Let us mention that if O is any of the following Σ 0 3 sets (see [Be.Gr.2, Thm 7.7] ): O co−r.e = {β ∈ ω ω : (Range −1 (β )) c is r.e.} O r.e.not simple = {β ∈ ω ω : Range −1 (β ) r.e. and not co-immune}, then one can prove by similar methods that P O 2 ω can be viewed as a monotone union of interiors, that it is universal for Σ 0
3 -generated open subsets of 2 ω and that its measure µ(P O 2 ω ) is 3-random.
Co-immune sets
We introduced in Definition 5.1.5 the subset O co-im . By playing upon the connection between interior, closure and complement, one can derive from Proposition 5.1.7 new 3-random reals related to O co-im . Let us first check
Range −1 (β ) intersects every infinite r.e. subset of ω.
One has the equivalences:
The expression on the right is Π 0 3 . We now refer to Kleene predicate (see 5.1.6):
Range −1 (β ) intersects every infinite r.e set ⇔ ∀e (W e finite ∨ W e ∩ Range −1 (β ) = / 0)
This is also Π 0 3 . Claim 5.3.1
0ne checks by an argument as in the proof of Claim 5.3.1 that the set C = {(k, β ) :
Let us recall the following:
Fact 5.3.3 Let X be a topological space. If U is a subset of X , then U denotes its topological closure in X . Complements being relative to X , the following equality holds:
One has the inclusion:
. Considering the measure of these two sets, one derives 3-random reals:
are both right c.e in / 0 (2) and 3-random.
Proof Given a recursive function G : 2 ω → ω ω , the following equalities hold :
Let again D be an arbitrary Σ 0 3 -generated open subset of Cantor space. By proposition 5.1.7, let F recursive be such that
We note the following:
Since the sequence C k c : k ∈ ω is uniformly Π 0 2 , one concludes by usual arguments that the measure µ( k∈ω
is 3-random (and left c.e in / 0 (2) ).
By applying (1) to G = U ∞ , we obtain that
is also 3-random (but right c.e in / 0 (2) ).
• To prove that
is 3-random, we exploit the fact that O co-im c is Σ 0 3 in Baire space and that for any Σ 0 3 -generated open subset of 2 ω , there is F recursive such that C = F −1 (O co-im c ) (by (4)). By [Be.Gr.1, Thm 6.1], one deduces the 3-randomness of
In all the previous situations: cofinite, recursive, co-r.e., r.e.not-simple, co-immune, we have obtained total completeness results. One can note that the corresponding index sets were also Σ 0 3 -complete (Π 0 3 -complete for co-immune). The next example is totally different since the index set is ω itself.
Recursively enumerable sets
As we noted above, the corresponding index set {e ∈ ω : W e r.e.} is equal to ω, and thus clearly not Σ 0 3 complete. We set:
Definition 5.4.1 Let O r.e. = {β ∈ ω ω : Range −1 (β ) is r.e.} and for k ∈ ω, let
Then O r.e. = k∈ω C k . The expected result is thus:
= {p ∈ 2 <ω : ∃k ∀α ∈ 2 ω F(pα) ∈ C k } and let P O r.e. = P U ∞ O r.e.
. Then µ(P O r.e. 2 ω ) = µ( k∈ω
Proof Since C k : k ∈ ω is a uniform Π 0 2 sequence, one gets that for any recursive function
is Σ 0 3 in 2 <ω . Also by usual arguments, on has
The next step would be to note that for any k ∈ ω, there is n k ∈ ω such that B k ⊆ C n k and to apply proposition 5.1.7 about cofinite and co-immune sets as in the recursive case. But if the intersection O rec ∩ O co-im was empty, it is no more true of O r.e. ∩ O co-im which is the set {β ∈ ω ω : Range −1 (β ) simple}.
We shall thus follow the method of [Be.Gr.2, Thm 7.6]: given some Σ 0 3 -generated open subset A of 2 ω , we shall define a new recursive function F : 2 ω → ω ω such that A = k∈ω
• F −1 (C k ) modulo a countable set (and hence modulo a set of measure 0). We shall slightly simplify the definition of [Be.Gr.2] because we restrict to open sets and also because we have already obtained the results about recursive sets (there is no need for the jump).
Let us recall that, for k ∈ ω, B k = {β ∈ ω ω : [k, ω) ⊆ Range −1 (β )}.
Lemma 5.4.3 Let A be a Σ 0
3 -generated open subset of Cantor space. Then one can define a recursive function F : 2 ω → ω ω such that for α ∈ 2 ω ,
Proof As previously we get the existence of a recursive function g : 2 <ω → ω such that, for
Given α ∈ 2 ω , we define a new sequence A s α : s ∈ ω of finite subsets of ω with the following properties: for s ∈ ω, (i) A s α is the union of s disjoint intervals (of ω) I s α,i , for i < s, with at least one point between two consecutive intervals:
(ii) For s ∈ ω, i < s, the length of I s α,i the (i + 1)st interval of A s α is even iff α(i) = 0. (iii) For s ≤ t, A s α ⊆ A t α . Let us proceed now with the precise definition: α ∈ 2 ω being fixed,
Step
, then one sets:
, then let i 0 be least such. We set:
where ε s ∈ {0, 1} is chosen so that the length of I Let finally A α = s∈ω A s α . As in the cofinite case, one easily defines a recursive function F such that for any α ∈ 2 ω , A α = Range −1 (F(α)).
As an equivalent of Fact 5.1.9, we have the following:
Fact 5.4.4 Let α ∈ 2 ω and let j ∈ ω be such that ∀i < j W g(α i ) is finite, then by definition of the A s α 's, there exists s j > j (depending only on α j ) such that for all s ≥ s j , the first j intervals of A s
Proof of Lemma 5.4.3(a) Let us suppose α ∈ A. We must find k, m ∈ ω such that
By ( 
• We can obtain more: let β ∈ 2 ω be such that β s i 0 = α s i 0 .
Since A s γ , for γ ∈ 2 ω , depends only on γ s , me must have A 
We showed α s i 0 2 ω ⊆ F −1 (B m ), this gives (a). α, j+1 , for j + 1 < i, this implies that (A α ) c is infinite:
• Moreover, the (i + 1)st interval of A α is the (i + 1)st interval of A Hence α ≤ T Range −1 (F(α)).
Lemma 5.4.3
We can now conclude the proof of Theorem 5.4.2:
As mentioned earlier, for any k ∈ ω, there exists n k ∈ ω such that B k ⊆ C n k . One deduces:
By Lemma 5.4.3(b),
This implies that A c ∩ F −1 (O r.e. ) is countable, and hence A c ∩ k∈ω
A is equal to k∈ω
By usual arguments, one checks that for any recursive G : 2 ω → ω ≤ω
By (3), (4) and Theorem 3.8, one deduces that µ(P O r.e. 2 ω ) = µ( k∈ω
6 n-randomness A natural candidate for the case Σ 0 4 which is treated in [Be.Gr.2, 7.18 ] is the set O = {β ∈ ω ω : / 0 ≤ T Range −1 (β )}. But we have been unable to adapt the proof of [Soa] or [Be.Gr.2] to obtain an open subset of U −1 ∞ (O) whose measure is 4-random. For any Σ 0 4 -generated open subset A of Cantor space, one can define a recursive function F : 2 ω → ω ω such that
(that is on the set {α ∈ 2 ω : / 0 ≤ T α} which by a result of Sacks [?] is of a measure 1).
. But obtaining A = P F O 2 ω -once the syntactical definition of O has been made explicit -seems much harder. Let us only mention that [Soa, lemma 2, case 1, p 133] transposed in Baire context seems a major obstacle: if we must check divergence for an infinite number of steps, we shall need the whole sequence α ∈ A, not a finite initial segment in P F O . Hence instead, we propose a general transfer result for Σ 0 n , n ≥ 2, formulated in a Becher-Chaitin style, and apply it to the case n = 4.
A transfer result
We first recall a classical definition:
Definition 6.1.1 Given β ∈ ω ω and i ∈ ω, let β i ∈ ω ω denote the sequence defined by
We now link index sets on ω to subsets of Baire space:
Definition 6.1.2 -Let Q(X) be a property of subsets X of ω (for example, "X finite", "X co-immune" ...) and let I Q be the corresponding index set: I Q = {e ∈ ω : Q(W e )}. -The associated notions in Baire space are:
Our goal is to convert Π 0 n hardness of I Q into randomness results about O Q .
Theorem 6.1.3 Let n ≥ 1. If I Q is Π 0 n hard (for subsets of ω) and if
Proof If I Q = {e ∈ ω : Q(W e )} is Π 0 n -hard, then it is also the case of the set J Q = {e ∈ ω : Q(Range(ϕ e ))} (because there exist g, h ∈ ω ω primitive recursive such that for any e ∈ ω, W e = Range(ϕ g(e) ) and range(ϕ e ) = W h(e) ).
-Let A be a Σ 0
n+1 -generated open subset of 2 ω . By fact 3.2, there is X, a Π 0 n subset of 2 <ω such that A = X2 ω . The Π 0 n -hardness of J Q gives us the existence of a recursive function f : 2 <ω → ω such that for any p ∈ 2 <ω , p
Let us consider the recursive function F : 2 ω → ω ω defined as follows (we refer to notation 5.1.6): for α ∈ 2 ω , let
Clearly, for i ∈ ω, Range −1 ((F(α) 
One can refine the argument in order to obtain an open subset of
Theorem 6.1.4
• Let I Q be Π 0 n -hard and let O Q be Σ 0 n+1 in ω ω with the following definition: for β ∈ ω ω , β ∈ O Q iff ∃k 1 . . . Q n+1 k n+1 R(k 1 , . . . , k n , β k n+1 ) with R recursive.
• Given a recursive function F : 2 ω → ω ≤ω , let P F Q be the set: {p ∈ 2 <ω : ∃i ∃k 1 . . . Q n k n ∀α ∈ 2 ω Q n+1 k n+1 R(k 1 , . . . , k n , (F(pα)) i k n+1 ) } and let P Q = P U ∞ Q .
• Then P Q 2 ω is an open subset of U −1 ∞ (O Q ) whose measure is n + 1-random.
Proof We keep the notions developed in the proof of Theorem 6.1.3: A is a Σ 0 n+1 -generated open subset of 2 ω and the function F : 2 ω → ω ω is as defined above.
Hence we deduce ∃k 1 ∀k 2 . . .
The implication Q n+1 k n+1 ∀δ ∈ 2 ω S → ∀δ ∈ 2 ω Q n+1 k n+1 S gives:
Dissociating the two i 0 's:
That is α i 0 ∈ P F Q . This gives: α ∈ A ⇒ ∃i α i ∈ P F Q ⇒ α ∈ P F Q 2 ω .
• P F Q 2 ω ⊆ A:
Hence F(α) ∈ O Q and by (2), α ∈ A.
So finally, since for any recursive G : There are several possible choices for Q(X): "X not cofinite", "X co-immune", "X not recursive", "X simple". All corresponding index sets I Q are Π 0 3 -complete. The example Q(X) = "X simple" is the most interesting one, because in this case, we have no result about O Q which is Σ 0 3 ∧ Π 0 3 (all other O Q 's are Π 0 3 ). The result about O Q -which is Σ 0 4 -is the best we can do.
We thus suppose that Q(X) satisfies the following:
From what precedes, we know that the measures µ(U −1 ∞ (O Q )) and µ(P Q 2 ω ) are 4-random. We would like to express P Q 2 ω in terms of interiors as we did for Σ 0 2 and Σ 0 3 . But to do so, we need a definition of O Q with monotone properties. We prove first that for any Σ 0 4 subset of ω ω , there exists such a definition (by increasing, we do not mean strictly increasing):
Claim 6.2.1 Given a Π 0 1 predicate C ⊆ ω 3 × ω ω , one can define a new Π 0 1 predicate D ⊆ ω 3 × ω ω such that the following holds:
• for k, l, m ∈ ω, if D k,l,m = {β ∈ ω ω : D(k, l, m, β )}, then for any fixed l, m ∈ ω, the sequence D k,l,m : k ∈ ω is increasing, similarly for any fixed k, l ∈ ω, the sequence D k,l,m : m ∈ ω is also increasing.
Proof For k ∈ ω, β ∈ ω ω , let E(k, β ) be the predicate ∃ j < k ∀l ∃m C( j, l, m, β ).
For a given k ∈ ω, one has the equivalence: E(k, β ) ⇔ ∀l 0 , . . . , l k−1 ∃ j < k ∃m C( j, l j , m, β )
Contrary to our policy so far, to obtain D on ω 3 × ω ω (and not on ω × ω <ω × ω × ω ω ), we shall consider a recursive predicate Seq coding finite sequences of integers, together with the associated recursive functions: the length | | and the jth component.
In order to let k vary, we reformulate the above equivalence:
E(k, β ) iff ∀s (Seq(s) ∧ |s| ≥ k) → (∃ j < k ∃m C( j, (s) j , m, β ))
iff ∀s ∃m ∃m < m (Seq(s) ∧ |s| ≥ k) → (∃ j < k C( j, (s) j , m , β ))
Let D(k, s, m, β ) be the predicate ∃m < m (Seq(s) ∧ |s| ≥ k) → (∃ j < k C( j, (s) j , m , β )) .
D is a Π 0 1 predicate and for k ∈ ω, β ∈ ω ω ,
(1) E(k, β ) ⇔ ∀s ∃m D(k, s, m, β ).
For any β ∈ ω ω , we obtain the equivalences:
∃k ∀l ∃m C(k, l, m, β ) ⇔ ∃k ∃ j < k ∀l ∃m C( j, l, m, β )
⇔ ∃k E(k, β )
⇔ ∃k ∀s ∃m D(k, s, m, β ) (by (1))
The first requirement of Claim 6.2.1 is thus satisfied.
• Now one can check that for any k, s, m ∈ ω, β ∈ ω ω , m 1 ≤ m 2 , k 1 ≤ k 2 , one has the implications:
This gives the second requirement. Claim 6.2.1 Definition 6.2.2 Let B be a Σ 0 4 subset of ω ω . We say that B is Σ 0 4 monotonously presented if it is given by a definition of the following form: for β ∈ ω ω , β ∈ B iff ∃k ∀l ∃m C(k, l, m, β ) where C is Π 0 1 and the sequences C k,l,m : k ∈ ω and C k,l,m : m ∈ ω are increasing.
By Claim 6.2.1, all Σ 0 4 subsets of ω ω can be Σ 0 4 monotonously presented. We apply this to O Q .
Claim 6.2.3
Let O Q be Σ 0 4 monotonously presented as follows: for β ∈ ω ω β ∈ O Q iff ∃k ∀l ∃m C(k, l, m, β ) Setting C i,k,l,m = {β ∈ ω ω : C(k, l, m, β i )} and P Q = {p ∈ 2 <ω : ∃i ∃k ∀l ∃m ∀α ∈ 2 ω C(k, l, m, (U ∞ (pα)) i )}, one has P Q 2 ω = i,k∈ω The definitions of P Q here and in Theorem 6.1.4 coincide, we simply refer here to the Π 0 1 set C. Proof For i ∈ ω, let P i = {p ∈ 2 <ω : ∃k ∀l ∃m ∀α ∈ 2 ω C(k, l, m, (U ∞ (pα)) i )}.
Then P Q = i∈ω P i . Let us check that for i ∈ ω,
This will prove Claim 6.2.3.
Let i ∈ ω be fixed. We obtain that, for p ∈ 2 <ω , p ∈ P i iff ∃k ∀l ∃m ∀α ∈ 2 ω U ∞ (pα) ∈ C i,k,l,m iff ∃k ∀l ∃m p2
Now since the sequences C k,l,m : k ∈ ω and C k,l,m : m ∈ ω are increasing, this must also be the case of the sequences C i,k,l,m : k ∈ ω and C i,k,l,m : m ∈ ω .
We thus deduce that, for k, l ∈ ω, m 1 ≤ m 2 (3) We can now state:
Theorem 6.2.4 Let I Q be Π 0 3 -hard and let O Q be Σ 0 4 monotonously presented as follows: for β ∈ ω ω , β ∈ O Q iff ∃k ∀l ∃m C(k, l, m, β ) Defining C i,k,l,m and P Q as in Claim 6.2.3, one obtains that the real µ(P Q 2 ω ) = µ( i,k∈ω
Proof By Theorem 6.1.4 and Claim 6.2.3. Theorem 6.2.4
It is possible to generalize this result:
Let us say that a subset O of ω ω is Σ 0 n+1 monotonously presented, for n + 1 ≥ 2, if it is given as follows: for β ∈ ω ω , β ∈ O iff ∃k 1 ∀k 2 . . . ∃k 2m+1 C(k 1 , . . . , k 2m+1 , β )
where n + 1 = 2m + 2 if n + 1 even 2m + 3 if n + 1 odd , C is Π 0 1 if n + 1 even Π 0 2 if n + 1 odd and for j ≤ m, and any fixed k 1 , k 2 , . . . , k 2 j , k 2 j+2 . . . , k 2m+1 ∈ ω, the sequence C k 1 ,...,k 2 j+1 ,...,k 2m+1 : k 2 j+1 ∈ ω is increasing.
One can prove that any Σ 0 n+1 subset of Baire space can be Σ 0 n+1 monotonously presented (one builds on previous arguments, considering for example a recursive coding of finite sequences indexed by k-uples, k ≤ m).
For C ⊆ ω 2m+1 × ω ω , let C i,k 1 ,...,k 2m+1 = {β ∈ ω ω : C(k 1 , . . . , k 2m+1 , β i )}.
We finally obtain: if I Q is Π 0 n hard and O Q is Σ 0 n+1 monotonously presented, then
. . .
∞ (C i,k 1 ,...,k 2m+1 ) is n + 1 random.
