Abstract. In this paper it is argued that continuing advances in computing power present both a challenge and an opportunity to researchers in the social sciences. There are opportunities in at least two areas in the generation of more sophisticated theories about spatial problems: through techniques such as data mining, pattern recognition, and neural network models; and through the application of methods which were previously too difficult to test and utilise. It is the latter challenge which is primarily addressed in this paper. The authors introduce an important problem of network optimisation and discuss the methods by which the problem may be solved. They show how existing solution procedures are hampered by the computational complexity of the problem, and how these barriers can be pushed back by the application of parallal computing technology.
Introduction
In this paper we describe how we have implemented and solved on a parallel computer a complex problem of real-world nonlinear spatial network optimisation. In doing so we examine a number of issues: (a) the potential for the use of high-performance computers in human systems modelling; (b) the design of heuristics for nonlinear optimisation programming problems underpinned by spatial interaction models; (c) the potential and realised acceleration in execution time on parallel versus serial computers.
The work described in this paper is based around a model developed by GMAP Ltd, a company owned by the University of Leeds, for a major auto-manufacturer interested in improving the organisation and performance of its UK dealer network. The auto industry is a major contributor to gross domestic product (GDP) and a large employer. In the European Union, 9% of GDP and 10% of employment is generated by the auto sector, from component suppliers, manufacturers, distributors, retailers, and their agents. In virtually all countries, cars are retailed through a network of franchised dealers who in the main sell a manufacturer's product on an exclusive basis. Dealers are assigned a geographical territory in which they are the single representative of a particular manufacturer. Interestingly, there is a long history of geographical planning in the industry for this reason-manufacturers have had to develop a network of dealers and assign geographical territories to ^each dealer in a defensible way. One interesting facet of the market (and many other retail sectors) is that local market share is influenced to a significant extent by the location of dealers (Clarke, 1994) . As national market share is, in essence, an aggregation of local market shares, it can be influenced to a certain extent by optimising the dealer network as far as possible in relation to demand. This is the task we have been assigned by our client.
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The structure of the paper is as follows. In section 2 we discuss the opportunities presented to human system modellers through the rapid growth in the computational power delivered through massively parallel computers. We argue that there is considerable scope for the development of a new computational geography based around exploiting the extraordinary power of high-performance computers. There is likely to be a paradigm shift away from the models developed by geographers in the 1960s and still in common use today. However, for the purpose of this paper we restrict our analysis to examining a common problem in geographical analysisthe optimal location of facilities-using spatial interaction principles. In section 3 we describe the problem we aim to solve and outline the heuristic we have developed to solve it. For completeness we compare the performance of our solution methodology with brute-force methods. In section 4 we provide a description of how the original serial code was parallelised to run on a Connection Machine 200 at Edinburgh University. Parallelising the code has allowed full UK network optimisation to be performed at speeds up to 3 orders of magnitude higher compared with serial software running on a Sun SPARCstation 2. In a final section we point to some of the future application work we intend to undertake.
2 High-performance computing and spatial analysis: towards a computational human geography There is a revolution taking place in the development of high-performance computers that has the potential for profound change in the way geographers undertake spatial analysis. The benefits of this revolution are being felt in conventional scientific disciplines such as physics and engineering, but to date have not been exploited by geographers. The revolution that is occurring is centred around the development of massively parallel computer hardware. Although parallel computer architecture has been available since the mid-1970s, it is only recently that it has offered the speed improvements in software execution to be exploited seriously by academics. To put matters into context Openshaw (1994) suggests that current super computers can achieve compute speeds of 2 gigaflops (that is 2 thousand million floating point operations per second). A Sun SPARC 2 workstation currently provides 59 megaflops. However, by the end of the decade a compute speed of 10000 gigaflops may be achievable-a 5000 fold increase on today's speeds.
The challenge and opportunity this presents to geographical modellers is profound. We can envisage a world that is only a few years away where the shackles and constraints imposed by methods developed in an age when computational resources were extremely limited (the 1960s and 1970s) are thrown aside. Much of the focus of mathematical and statistical geography over the last thirty years has been in the application of a set of fairly standard methods to a range of partially specified problems. In other words, to make problems tractable we have had to engage in the simplification of the specification of systems of interest and a reduction in the range of interdependencies that have been represented. Ceteris paribus has reigned supreme. Analysts have attempted to use a relatively limited set of methods for a wide range of problems (multiple regression, linear programming, and so on). Even the most successful and appropriate spatial modelling tools (and we would include spatial interaction models in this category) have limitations when applied to complex problems. And in many cases, human geographers have suffered from a paucity of relevant data, although this situation has changed and continues changing dramatically for the better. As a consequence of all this, geographers have made little real progress in solving difficult and complex spatial problems.
One explanation for this failure is offered by Weaver's (1958) systems classification. He suggested that many human systems were systems of disorganised complexity where the linkages between system elements were weak. Consequently, methods such as statistical mechanics could be applied to these systems. However, there may be a need for a rethink. Arguably, many human systems are actually Weaver type 3 systems-systems of organised complexity where the linkages between system elements are stronger and new methods of analysis are needed. Quite what the full set of these methods will be remains an interesting question, but we can speculate on a number of areas, such as: genetic algorithms (Birkin et al, 1994a) , artificial neural nets (Furness, 1992) , intelligent search procedures (NCGIA, 1989) , data mining (Radcliffe, 1993) , genetic programming (Openshaw, 1991) , and automated pattern recognition (Fotheringham, 1993) .
All of these methods currently require massive amounts of computational power to be implemented on traditional mainframes or workstations and there is as yet little experience in their use in geographical analysis. But with a massive increase in computer speeds there is every opportunity for these methods to be in common usage by the end of the decade. What they will undoubtedly offer is the ability to understand and formulate problems in a much more relevant way than in the past. Rather than attempting to restrict our analysis to the types of methods available (Weaver type 2 analysis) we can begin properly to develop methods at the appropriate scale.
In this paper we only begin to scratch the surface on exploiting the potential way forward and our analysis makes use largely of existing methodologies. Yet what we wish to illustrate is the potential for exploiting the opportunities provided by high-performance computing, an application that has high relevance for a large commercial organisation. For a discussion of more speculative applications of highperformance computing we refer the reader to Birkin et al (1994b) .
3 The problem of branch network optimisation 3.1 The ubiquity of the branch network problem The problem of finding optimal locations has a long and distinguished history in geography and regional science. Many people will tend to identify the origins of the problem with Weber's (1909) attempts to analyse the optimal location for an industrial plant given the locations of its raw materials and markets. Weber's own attempts to analyse this problem were based on a physical analogue model-the 'Varignon frame'. Computational versions of the 'Weber problem' began to appear in the early 1960s (see especially Kuhn and Kuenne, 1962) . More authoritative historical sources have stressed the mathematical pedigree of the problem, crediting its origins variously to the Frenchman Fermat, or to either of the ItaUans Cavallieri and Torricelli, all active in the early part of the seventeenth century. There even appears to be a move towards renaming the problem as the Termat-Weber (location) problem' (for example, Chandrasekaran and Tamir, 1990; Durer and Michelot, 1985) .
A key contribution of the computational approach to the problem has been the ability to generalise to multiple facilities and a large number of demand points or zones. In other words, we can take a large region and find the best locations for a number of facilities which provide services to residents who are dispersed around the region. The problem is usually solved by assuming that each demand point can be allocated to the nearest facility-the 'nearest-centre hypothesis'. In practice, the 'facilities' have typically been public services, such as fire stations (Richard et al, 1990) , libraries (Beguin et al, 1992) , schools (Church and Schoepfle, 1993) , and health care (Rushton, 1988) .
Nevertheless the problem is equally applicable to the provision of retail and service facilities within the private sector (see Ghosh and Harche, 1993, for a comprehensive and recent review). One of the problems which is thrown up in private-sector models is that with the greater freedom of consumer choice, the nearest-centre hypothesis is completely inadequate. For example, shoppers choosing between potential retail destinations will not choose simply to go to the nearest destination all of the time. Usually it will be more appropriate to represent consumer behaviour by using some form of spatial interaction model (for example, Haynes and Fotheringham, 1988; Huff, 1964; Wilson, 1974 ; also section 3.2 below). Actually, this feature is not particular to private-sector models, as some researchers have realised (for example, Hodgson, 1978; Martin and Williams, 1992; Mayhew and Leonardi, 1982) . One of the problems with the introducton of more realistic models of consumer choice is that they greatly magnify the complexity of problems which are already computationally expensive to solve. The comments of the editors in the first volume of the new journal Location Science are instructive in this regard:
"location models are often extremely difficult to solve .... Even some of the most basic models are computationally intractable for all but the smallest problem instances" (Church et al, 1993, page 1). So one of the major themes of this paper is to explore how we can use enhanced computing power to solve big optimal location problems with realistic consumer choice (see below, section 4.2). We will be drawing from our experience on a project which looks at the best locations for motor-vehicles dealerships within the United Kingdom. As noted above, however, the problem is equally relevant to the provision of facilities in a wide range of contexts. Within GMAP, these methods are being used actively in the following areas: finding the best locations for sludge disposal following sewage treatment, branch network planning for banks and building societies, finding new locations for Quick Service Restaurants, planning the optimal spread of outlets for the National Lottery in Britain, and planning the best locations for hospitals and the mix of treatments offered. We would therefore hope that the results presented in this paper are of general interest and go beyond the confines of the auto-industry application that is used as the case study.
Problem specification
The problem can be written as
where S~m represents the number of cars sold by a dealer at j to people living in postal sector i (and postal district /), by manufacturer m within competitive sector k. Oj is the demand at i; d tj is the average drive time from i to /'; j8* is a distance deterrence parameter which shows how far people living in a postal sector are prepared to travel to buy motor cars of type k. Q km represents the propensity of residents at i to buy cars of type k from manufacturer m. W km represents the attractiveness of dealers. In reality, we would expect the attractiveness of dealers to vary with the size and state of their facilities, the quality of the management, local accessibility of the dealership, and many other factors. However, when we are trying to determine an idealised distribution of facilities it is sensible to assume that all the dealerships of a particular manufacturer are equally attractive, with that attractiveness given as W km . The objective is to select N dealers of a given size, so that
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where <5 ; is a zero-one variable. The dealer locations of all competing manufacturers are taken as given, and although there is a different attractiveness for each manufacturer by competitive sector, this does not vary between locations. The optimisation problem of equations (l)- (8) represents a complicated mathematical programme which is nonlinear through the effect of the accessibilities in equation (5). Although computational procedures to solve such nonlinear optimisation problems do exist, they are not viable for more than a small number of zones (compare Crouchley, 1984) . Alternatively, the problem may be simplified by assuming that all demand is satisfied through the nearest branch. This assumption underpins most applications of 'location-allocation modelling'. Nevertheless, the difficulty here is that real markets simply do not exhibit such convenient behaviour, as we have argued in section 3.1 above.
We have developed our own heuristic procedure to solve the problem described above. The basis of the procedure may be described informally as follows. We begin by distinguishing two types of dealerships, which we will call 'real' and 'imaginery'. The real dealerships are an order of magnitude larger than the imaginary dealerships, that is,
where W kl (R) is the attractiveness of the real dealers, and W kl (I) the attractiveness of the imaginary dealers.
The first dealer location is identified by opening an imaginary dealer in each zone and calculating the dealer sales patterns, that is
Then calculate dealer revenues in equation (2) subject to equations (3), (4), and (5). Now we select the zone-call it 7(1)-for which sales by imaginary dealers are greatest:
The next step is to open a real dealership at location 7(1) while retaining imaginary dealerships at all of the other locations:
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WSS-W kl (R) .
Now we need to go back and check that the first dealer is still at the optimal location, given that the distribution of outlets has changed. So we reset W/^ so that and find a new /(l) such that
If the optimal location has changed, we need to recompute the best location for dealer number 2 in equations (14) and (15), but if there is no change in the location of dealer 1, this step is clearly redundant. Next we move on to locate a third dealer in the same way, that is we begin by opening imaginary dealers at all locations except for the two real dealerships n = n + 1 2p--. Nonlinear spatial optimisation problems 1055 already identified. We place a third real dealer at the best of the imaginary locations, and check whether each of the dealers is still located optimally with respect to the other two. The same procedure is repeated for increasing numbers of dealerships until the required number has been reached.
We refer to this procedure as the IRP (idealised representation planning) algorithm. It is shown as a flow diagram in figure 1. The procedure has been implemented on a SPARC 10 workstation in the C programming language. An example of the output is provided in figure 2 , where we see the outcome when ten dealers are located within the northwest London region. The ideal dealer locations are Hendon, Finchley, Watford, Borehamwood, Harrow, Pinner, Uxbridge, Brentford, and Central London. In practice, this region of about 100 postal districts and 1.5 million people, is about the largest that can be comfortably handled by the IRP with this hardware (see section 4 below). 
Numerical simulations
A key question arising from the discussion of section 3.2 is how confident one can be about the quality of the solutions obtained from the heuristic procedure. Experience suggests that the nonlinear complexity of the problem will make the global optimum elusive, and local optima will proliferate. In this section, we will present some numerical simulations which provide a greater understanding of the performance of the IRP algorithm. In the next subsection we compare the results it generates with optimal solutions derived by brute-force methods.
For our experiments in this section we will be considering an imaginary region. This region has ninety-one zones whose centroids are arranged on a triangular lattice with thirteen zones across the base (see figure 3) . The distance between each centroid and its nearest neighbours is 10 km, so the base of the region is 120 km, and it is roughly 104 km high. In each of the zones there is a demand for 100 new cars per year. We assume that there are two distributors of motor cars, Ford and one unnamed competitor, both providing an undifferentiated product (that is, there is only one type of vehicle). The competitor is also located uniformly across the region, with one small dealership in each zone. Our problem is to find N locations for Ford dealerships in the region, which generate the maximum possible sales or market share. In figure 4 ({} = 0.05) there are strong patterns. From three dealerships onwards, we see that the same three dealers are always present, at locations 28, 34, and 79. From six dealers onwards, a further three dealers are introduced, at locations 40, 43, and 67. The solutions for one, three, four, six, and seven dealers all have threeway rotational symmetry about the centre of the triangle (zone 51). The solutions for two and eight dealers both have reflectional symmetry, although about different axes. This is all, perhaps, as one might expect. The results for nine and ten dealers are, perhaps, slightly less expected, as here we have two-way reflective symmetry rather than three-way rotational symmetry. Note, however, that the solutions for three, four, six, seven, and (trivially) one dealer also have reflective symmetry about all three possible axes.
The main point of comparison between figure 5 and figure 4 is that for four dealerships onwards, the patterns are always more dispersed in the >8 = 0.1 case. This is very much in accordance with theories of spatial structure (for example, Clarke and Wilson, 1983) . (7), that is, to calculate the number of cars sold by a specified network of dealers. Leeds University's Amdahl mainframe is able to create these sales projections based on 91x91x2 = 16000 nonlinear interactions at the rate of roughly eighty per CPU second. Unfortunately, as the number of dealers increases, the number of possible permutations also increases exponentially. So, for example, to locate five dealers there are 91 _ 91x90x89x88x87 5 " 120 or roughly 50 million possible solutions. The University prefers to sell its mainframe time at a commercial rate of £1 per CPU second, which makes a straightforward brute-force search procedure rather expensive! To make progress, we need to simplify the search procedure. We have decided to try and do this by exploiting the symmetry of our spatial system. Let us assume that any optimal solution for multiples of three dealerships will possess three-way rotational symmetry about the centre. Furthermore, let us assume that any solution for 3n +1 dealers, for integer n, will also possess three-way symmetry with the odd dealer located at the centre itself. Under this assumption, the number of unique solutions is drastically reduced, as we now need to consider only one third of the locations independently and, more importantly, only one third of the dealerships. So to locate nine dealers required not 91 C 9 (or roughly 10 12 ) solutions, but 30 C 3 = 4060 solutions! The procedure can be implemented quite straightforwardly by combining zones into 'triples', so that each zone is 'tripled' with the two other zones with which it shares 120° rotational symmetry about the centre. These triples are shown in table 1. Thus, for example, whenever a dealer is present in zone 4, one is also present in zones 46 and 82. We will call this procedure modified brute-force (MBF) optimisation. 
Results of the MBF procedure
The MBF procedure has been used to generate results for three, four, six, seven, nine, and ten dealers, for f} = 0.05, and ft = 0.1, as shown in figures 6 and 7.
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Notice that we have the same basic pattern of concentration in figure 6 and dispersion in figure 7 . However, casting back to figures 4 and 5 we can see that although there are obvious similarities in the patterns, the two sets of results are not 00*00 00*00 000000 000000 0000000 0000000 00000000 00000000 000000000 0000*0000 0000000000 0000000000 00*00000*00 00*00000*00 000000000000 000000000000 OOOOOOOOOOOOO 0 0 00000000000 (a) Three dealers (b) Four dealers o o oo oo ooo ooo 0*00 0*00 00000 00000 000000 000*00 0000*00 0000000 00000000 00000000 00*000000 0000*0000 0000000000 00*0000000 000000*00*0 0000000*0*0 00*000000000 00*000000000 OOOOOOOOOOOOO OOOOOOOOOOOOO (c) Six dealers (d) Seven dealers o o oo oo 0*0 0*0 0000 0000 00000 00000 000*00 00*000 00*0000 00000*0 00000000 0*000000 000000*00 0000*0000 00*0000000 0000000*00 0000*00*000 000*0000000 0*00000000*0 0*0000*000*0 OOOOOOOOOOOOO OOOOOOOOOOOOO (e) Nine dealers (f) Ten dealers completely identical. We need to address the comparison between the IRP and MBF procedures in terms of two issues: performance analysis and spatial analysis. Table 3 presents a comparison of the sales achieved by the dealer network output from the IRP algorithm with solutions from the MBF procedure. The left-hand side of the table shows the maximum sales achieved in the brute-force procedure, and the mean and standard deviation of the MBF solutions. The right-hand side of the table compares the optimal outcome, as identified by the MBF procedure, with the IRP outcome. This comparison is presented as a straight sales comparison, as an indication of where the IRP solution would rank in comparison with the MBF outcomes, and a measure of the quality of the IRP solution relative to the whole distribution of MBF solutions. Table 3 shows a clear pattern. Only in two cases does IRP identify the 'correct' MBF solution. In six of the other cases the IRP solutions are above the 99th centile. Only the four-dealer solution with fi = 0.1 gives cause for concern, although the quality of this solution is still well above average. (c) Total sales shows the number of cars the model predicts will be sold by dealers in each of the two sets of tripled zones. 
Performance analysis

Spatial analysis
To complement the performance analysis of section 3.6.1, it is useful to compare the spatial distribution of dealerships produced by the IRP and MBF approaches. This has been done in figures 8 and 9 (see over). In the case where ft = 0.05 (figure 8) we can see that the IRP solutions can be 'converted' into MBF optima by a series of moves of dealerships into adjacent zones. The biggest number of moves required is seven, in the ten-dealer case. Observe from table 3 that the IRP solution is quite a high-quality one in terms of dealer sales. It is just possible that there may be an optimal solution in this case which does not meet the criteria imposed in the MBF approach.
In the case where ft = 0.1 (figure 9), the least well-matched solutions are for four and six dealerships. In the six-dealer case, none of the IRP dealerships is at its optimal location, but the two solutions are structurally very similar (that is, two sets of three dealerships, roughly 20 km and 40 km from the centre, respectively). This is reflected in the IRP sales total which is barely less than that of the MBF optimum. In the case of four dealers, we see that three are wrongly located, and by
0 0 OOO 000 OOOO 0000 00#00 00#00 00*000 00*000 0000000 0000000 00000000 00000000 000000000 0000*0000 0000000*00 0000000*00 oo#*oooo#oo oo#*oooo#oo OOO 000 0000 0000 00*00 00*00 000000 000000 0000000 000*000 0000*000 00000000 000*00000 0000*0000 00000*0000 000*00*000 00*00000*00 00*00000*00 OOOOOOOOOOOO 000000000000 ooooooooooooo ooooooooooooo (c) Six dealers (d) Seven dealers o o oo oo 0 0 0 0 0 0 0000 0000 00*00 00*00 000*00 000*00 000#000 000*000 ooo*#ooo ooo##ooo 0000#*000 0000*0000 00*#*0#000 00**##*000 oo*oooo**oo oo*oooo**oo more than a single adjacent cell. This case is rather disconcerting, as here the sales performance of the IRP is much the worst of those considered in table 3. It is also strange in that the 'correct' combination of zones is found in the threie-dealer casethus the IRP is forcing these dealerships into the wrong location at this stage.
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Evaluation
The analysis of section 3.3 shows conclusively that the IRP procedure is not able to produce optimal distributions for a dealer network under idealised circumstances. This is not surprising and need not necessarily concern us overmuch. The important issue is to assess the quality of the outcomes of the IRP procedure. The indications are that generally the solutions are of a very high quality indeed. The outcomes are close to the brute-force optima in terms of both dealer sales and spatial structure.
The one exception appears to be the /? = 0.1, four-dealers case, which is much poorer than the others, though by no means wholly disastrous. We therefore feel reasonably confident that the IRP procedure can be used in practice to identify very-high-quality solutions to the dealer location problem, though rarely will they be optimal in the strict sense. The problem we now face is that implementing the IRP for a real-world situation involves considerable computational resources. For the United Kingdom we might well wish to select several hundred dealer locations from approximtely 8500 postal sectors. As we shall describe in section 4, this requires approximately three months of processing time on a workstation. This is clearly unacceptable and for this main reason we have examined the possibilities offered by parallel computers for substantially improving on these solution speeds.
4 Implementing the idealised representation plan model on a parallel computer 4.1 Introduction In this section we describe some of the principles that have been used to convert the serial representation of the IRP problem into a form suitable for implementation on a parallel computer, in this case the Connection Machine (CM) 200. We provide details of some of the computational tricks that are required to take maximum advantage of the parallel architecture on the CM 200. A full description of the software developed for the CM 200 is provided by George (1993) . Importantly, we report the results of a series of comparative tests running the IRP on the CM 200 and on a SPARC workstation to illustrate the improvement achieved in the solution time.
Parallelising the IRP model
As discussed in section 3 the IRP model has two main components: an iterative search procedure that involves the evaluation of a performance function; and a spatial interaction model that is executed for every iteration. The time-consuming aspect of the IRP is the repetitive solving of the spatial interaction model and it is this component of the IRP we have targeted for parallelising. For example, to run the model for the whole of Great Britain involves the consideration of 8500 postal sectors and approximately 8000 dealers, in effect calculating a matrix of 8500 x 8000 flows and hence 68 million elements. Although we have restricted the number of dealers a postal sector will interact with (because, for example, residents of Aberdeen rarely buys cars in Plymouth) there is a significant number-crunching component in this model. Fortunately, this very aspect of spatial interaction models is ideally suited to parallelisation.
The CM 200 consists of 16 384 processors that run in parallel. To make use of these efficiently requires the allocation of a balanced workload across the processors and the prevention of bottlenecks. A number of strategies were considered for parallelising the spatial interaction model.
(1) Assign each postal district to a processor. This was rejected because the postal districts have varying numbers of postal sectors assigned to them-the average number is three, the maximum ten. Thus distributing one postal district to each virtual processor would result in poor load balancing, as some districts would have a lot more work to do than others.
(2) Assign each dealer and the postal sectors with which they interact to a processor. This would lead to a well-balanced solution with a high degree of parallelism; however, the amount of data to be stored for each dealer would be prohibitively high. (3) Assign each postal sector to a processor. Nearly all the postal sectors interact with a similar number of dealers, making the load balance good. Therefore the decision was taken to parallelise the data at the postal-sector level, each virtual processor within the CM 200 manipulating one postal sector and the dealers with which it interacts.
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This allows af to be computed in parallel and the equations can then be evaluated by the use of a scan operation. This is a process through which an aggregation procedure is invoked across all the virtual processors and the results of the aggregation passed back to each processor.
Performance comparisons
For comparative purposes we present results from a variety of different tests on both the serial code on a Sun SPARCstation 1 and the parallel code on the full 16384 processor CM 200. Table 4 compares the relative performance of the two for an IRP run where the objective was to find the 100 optimal dealer locations within Great Britain. We have broken the timings down into three componentsinput, IRP, and output. Table 5 presents the same results but for an IRP problem where the objective was to find 1000 optimal dealer locations nationally. In this case the serial code execution time is estimated as it proves too long to test on the SPARC 1 machine. Our estimates are based on the number of iteration cycles required on the CM 200 and multiplied by the average cycle speed on the SPARC 1. If anything the 2520 hours (over 3 months) is a conservative estimate. It can be seen from tables 4 and 5 that we are achieving significant increases in performance from the parallel code on the CM 200. The three orders of magnitude improvement represents a major time saving. More importantly, these decreases in execution time allow us to examine problems that it simply was not practical to explore before. Although we have been able to run regional IRPs on the SPARC they suffer from boundary effects in such a way that the national solution does not equal the sum of the regional solutions. Being able to generate true national solutions is therefore a major advance. 
Conclusions
In this paper we have attempted to demonstrate how parallel computers can offer real practical advances in geographical problem solving. The problem we have described is a real and important one of interest to many involved in distribution and network planning. As we stated in the introduction we have only scratched the surface in terms of exploiting the potential of high-performance computing in spatial analysis. On the other hand, we feel we have demonstrated for the first time the real practical benefits that can be gained from their use. We are now exploring some of the interesting application areas that were set out in section 2 and hope to report the results in due course.
