Numerical simulations are being deployed widely for product design. However, the accuracy of the numerical tools is not yet always sufficiently accurate and reliable. This article focuses on the current state and recent developments in different stages of product design: springback prediction, springback compensation and optimization by Finite Element (FE) Analysis. To improve the springback prediction by FE Analyis, guidelines regarding the mesh discretization are provided and a new through-thickness integration scheme for shell elements is launched. In the next stage of virtual product design the product is compensated for springback. Currently, deformations due to springback are manually compensated in the industry. Here, a procedure to automatically compensate the tool geometry, including the CAD description, is presented and it is successfully applied to an industrial automotive part. The last stage in virtual product design comprises optimization. This article presents an optimization scheme which is capable of designing optimal and robust metal forming processes efficiently.
Introduction
Sheet metal forming is a widely used production process, e.g. in the automotive industry (outer panels, inner panels, stiffeners), the packaging industry (pet food containers, beverage cans) and the household appliances industry (housings, razor caps). Although most sheet metal forming processes have been successfully applied for decades, the entire process is still not fully understood. As a result, a costly and time consuming trial and error process must be started to determine the proper process design, leading to the desired product. The lack of understanding is becoming even more pronounced, since industries tend to favor light construction principles, leading to the usage of new materials and new production processes like hydroforming and incremental forming.
Presently, Finite Element (FE) Analyses are used to enhance the understanding of sheet metal forming processes. Although FE Programs are quite sophisticated nowadays, their accuracy and reliability do not yet satisfy the industrial requirements. Amongst others, some of the main reasons are the inaccuracy of the used numerical algorithms (e.g. numerical integration, element formulation) and lack of experience in using the FE Code. As a result, the FE Method is not sufficiently capable of simulating forming processes and subsequently unable to accurately predict the springback behavior. Therefore, research in these fields is necessary to improve the usability of numerical simulations in sheet metal forming. This article focuses on numerics in relation to springback prediction, as explained in Section 2. Various simplifications, introduced for making a simulation of forming more efficient, may have a significant influence on the accuracy of springback prediction and are reanalyzed in this article. Besides, a new integration algorithm is developed to improve the accuracy of a springback analysis at minimal costs.
Springback is a major problem for processplanning engineers. In many cases the shape deviation of the sprung back part and the desired product is so large that springback compensation is needed. The tools of the sheet forming process must be changed such that the product becomes geometrically accurate after springback. In industrial practice, deformations due to springback are compensated manually by doing extensive measurements on prototype parts, and altering the tool geometry by hand, which is a time consuming process. The FE Method can be used for springback compensation. In this article a procedure is described to automatically compensate the CAD tool shape to obtain the desired product shape (Section 3). The potential of this method is successfully demonstrated by an industrial automotive part.
The final step in virtual product design is optimization. Cost saving and product improvement have always been important goals in the metal forming industry. To achieve these goals, metal forming processes need to be optimized. Until recently, trial-and-error methods were used in factories for process optimization. Nowadays, numerical simulations, and the possibility of coupling these numerical simulations to mathematical optimization algorithms, are offering a promising alternative to design optimal metal forming processes instead of only feasible ones, as explained in Section 4. An overview of possible optimization algorithms that can be applied to optimize metal forming processes using time-consuming FE simulations will be given. A promising optimization strategy that assists an engineer to efficiently model an optimization procedure is proposed. It includes an efficient problem solving algorithm and addresses a future trend in metal forming simulation: optimization of robust metal forming processes.
Springback Prediction
Springback may be defined as an elasticallydriven change of shape of a product which occurs when external loads are removed. In many cases the shape deviation of the sprung back part and the desired product is so large that springback compensation is needed to obtain the desired product. In virtual product design, this compensation will be based on the springback prediction provided by an FE Analysis. An efficient springback compensation therefore requires an accurate springback prediction. Various experimental procedures used to study springback revealed that it is a complex physical phenomenon which involves small scale plasticity effects and thus, depends on a deformation path, crystallographic texture and its evolution [1] . Therefore, to accurately model the phenomenon in FE Analysis it is preferable to use physically-based material models, which are fully capable of describing complex material behavior such as the Bauschinger effect and inelastic effects during unloading.
Accuracy of the prediction of springback is also influenced by factors that are responsible for quality of simulation of a forming step. In the past decades, various assumptions were introduced to make forming simulations more efficient at the cost of accuracy. Applicability of most of the assumptions to the springback analysis should be reanalyzed. For example, some studies indicate that simplification of loading and unloading conditions [2, 3] and assumptions underlying a shell elements theory [4] may be contrary to reality and are not applicable to the springback analysis. Spatial discretization introduces another approximation and it is recommended that finer meshes and more integration points in thickness direction are needed for an accurate springback simulation [4, 5] .
Some results of a numerical study, which was performed to develop guidelines on a level of blank discretization in a springback analysis of real industrial components, are discussed in Section 2.1. An adaptive through-thickness integration strategy for shell elements is presented in Section 2.2, which may help to improve springback prediction accuracy at minimal costs.
Mesh Density in Springback Analysis
The theory of FE Analysis suggests that to reduce an error due to discretization, sufficiently fine meshes must be used in places of high stress gradients. In sheet metal forming high stress gradients appear in regions of abrupt changes of geometry, for example at the tool radius. It is often recommended in literature, that accurate springback analysis requires a blank to be discretized so that an element which is in contact with the tool radius covers 5
• -10
• of turning angle. An angle of 5
• per element places high CPU power demands and is not desirable in simulations of industrial components. To define the level of blank discretization that can help to establish a balance between efficiency and accuracy of springback analysis, a numerical study is performed which is based on a test of bending of a beam under tension.
In the test a strip specimen is bent over a tool radius (R = 10mm) and during bending a constant value of tension is applied. A number of simulations is performed with the inhouse FE Code DiekA with a blank discretized using Discrete Kirchhoff triangular elements with 7 integration points through the thickness. A dual phase steel DP965 with a Young's modulus of 205 GPa, a Poisson ratio of 0.3 and a yield stress of 650 MPa is used in the analysis.
A value of internal bending moment is used to quantify springback. The bending moment obtained from a simulation with the finest mesh is chosen to be a reference. A relative difference between the reference bending moment and a moment calculated from the simulations with other mesh densities gives a relative moment error. Hence, the springback error induced by the discretization error is proportional to this relative moment error. Figure 1 shows results of simulations in which the relative moment error is plotted versus the number of elements that are in contact with the tool radius. The tension is equal to 0.1 times the tension needed to initiate material yielding. The figure shows that to have an accuracy of about 1% in this springback analysis it is necessary to minimize the discretization error by using about 10 elements over the tool radius, an angle of 9
• per element. Simulations with other materials under the same process conditions lead to similar results and hence not presented here.
A top-hat section test is used to check the inference, mentioned above. The test resembles the NU-MISHEET'93 benchmark [6] except for the tools' radii. A number of simulations is performed in which blanks with various mesh densities are used. Results of the simulations with aluminum alloy (Young's modulus of 71 GPa, a Poisson ratio of 0.34 and an initial yield stress of 125 MPa) are reported in Figure 2 , where a shape of the blank after unloading is shown. Starting from 9
• per element around the tool radius (the curve with 10 elements) the final shape does not differ significantly, verifying the rule that a discretization density of 10 elements over a tool radius gives accurate results. However, note that the conclusions presented here are applicable to situations when Kirchhoff elements are used for the blank discretization. It is likely that fewer higher-order elements are required to achieve similar accuracy of the springback prediction. In practice, it is beneficial to employ an adaptive mesh refinement procedure that includes a type of posteriori error estimate which will trigger mesh revision in the regions with high stress gradients.
Advanced Integration Scheme for Shell Elements
In FE Analysis characteristic matrices of elements are complex volume integrals that are solved by numerical integration. In shell elements this integration is split into an in-plane integration and a through-thickness integration. In this article the focus is on the latter. Standard integration rules are available to perform the through-thickness integration, e.g. Trapezoidal integration. To describe bending effects, usually more than one integration point in the thickness direction is needed. When a material undergoes plastic deformations there appear points of discontinuity in through-thickness stress profile. None of the standard rules can guarantee accurate results in this case and the number of the integration points required to represent the non-linear stress profile increases [7] . It was shown that depending on a material, process parameters and the integration rule, 10 − 50 integration points are needed through the thickness to minimize influence of numerical integration error on springback prediction [8] . Very likely, the reason for this is the inability of the integration schemes to accurately cope with discontinuities. Such a broad range of the required integration points shows inefficiency of the standard integration rules. Furthermore, using more than 20 integration points places high demands on computational power and is very undesirable.
To overcome this problem one may use a strategy that is based on adaptive integration. An integration rule of the strategy may change its definition and placement of the integration points to adapt itself to a varying stress profile. Ideally, integration points will be placed in the locations where the discontinuities appear, which assure that these discontinuities do not influence the accuracy. Thus a number of the integration points needed to guarantee a certain level of accuracy of springback prediction may be reduced significantly.
A flexible framework for constructing algorithms for adaptive integration is suggested by Rice [9] . Using the framework, an adaptive noniterative integration strategy for shell elements is defined. It consists of two groups of components: an interval manager and an interval processor. The components are described in Figure 3 .
The first task of the interval manager is to locate points of discontinuity in the integrand profile. Several points of discontinuity may be present in a stress profile when a material undergoes cyclic bending and unbending while passing, for example, a die radius. Figure 4 shows a fictive through-thickness stress profile which occurs in a beam after bending and reverse bending without tension. Elastic, per- fectly plastic material is chosen and, due to a symmetry, only half of the stress profiles is shown. While bending, as soon as yielding of the material is initiated, an elastic-plastic boundary or a point of discontinuity (POD1 in Figure 4 ) appears in the stress profile. σ y0 is the initial yield stress and σ t is the trial stress. Yielding of the material during loading in the reverse direction produces a new elasticplastic boundary and a new point of discontinuity (POD2). σ f is a fictitious elastic stress that would exist if the material did not become plastic during the reverse loading. It can be shown that a slope of the fictitious elastic stress (line 1 − 2 in Figure 4 ) intersects the neutral axis at the location of the yield stress during the bending part of the cycle. After some work, the position of the transition points z 1 and z 2 can be calculated [10] .
Following similar considerations and assuming linear stress variation in the region of plastic deformations, it is possible to define equations for locating the points of discontinuity after bending and reverse bending for an elastic-plastic material with hardening. Generalization from the considered uniaxial case to a multiaxial problem is done in [10] .
Having found the location of discontinuities in the stress profile the interval manager divides the complete integration interval [− t 2 , t 2 ] into several parts. After the subdivision the discontinuities coincide with endpoints of the subintervals and the integrand on every subinterval is a smooth function. Integration points are rearranged so that there are several points inside every subinterval and two of the points are lying on its limits. If required, the location and number of the integration points on each subinterval can be adapted depending on used numerical integration scheme and smoothness of the integrand. Applying an integration rule to every subinterval and adding results gives a numerical value of the integral.
For high flexibility, the interval processor may employ numerical schemes that can perform integration using unequally distributed points [11] . Implementation of the adaptive through-thickness integration strategy for real material behavior requires extra attention. As soon as an integration point is relocated or newly introduced, there is no history information available for this point. Therefore, it is necessary to calculate new values of internal variables, such as stress and strain vectors and hardening parameters. These values can be calculated by interpolation using the information of old integration points. If unloading occurs, the adapted integration points will guarantee more accurate stress resultants and, therefore, more accurate change of shape.
To test the performance of the adaptive integration strategy, a moment M resulting from bending of a beam to a radius under in-plane tension T is calculated. A model of bending under tension is schematically represented in Figure 5 . Simplicity of the model allows finding a closed form solution for the bending moment. Details of the analytical calculation of the bending moment are presented in literature, for example in [8] . (iii) adapts location of the integration points on every subinterval. For integration on every subinterval, the interval processor employs a rule that uses a natural cubic spline to approximate the integrand.
To show the performance of the traditional integration schemes the trapezoidal rule is used to calculate the bending moment. A value of the in-plane tension that causes a neutral line shift of −0.4mm is chosen. A set of calculations is performed with a varying number of integration points. An error due to applying the numerical integration is quantified by finding a relative difference between values of the bending moment calculated analytically and numerically. Figure 6 shows the relative moment error plotted versus the number of integration points. Presence of points of discontinuity in the stress profile leads to a considerably high error when using less than 10 integration points. Results of numerical integration with a fixed number of the integration points are shown in Figure 7 , where the relative moment error varies as a function of the in-plane tension. In this figure, the inplane tension is represented by the normalized shift of the neutral line. The numerical integration is performed using the trapezoidal rule with 50 integration points and the adaptive spline integration with only 11 points.
The integration error, obtained when using the trapezoidal rule, oscillates. It occurs because for different in-plane tension the location of the points of discontinuity in the stress profile vary to the location of the integration points; the closer the locations are, the smaller the error [8] . This fact makes it very difficult to develop practical guidelines for selection of the number of integration points. Slight variation of process parameters, the in-plane tension in this case, may lead to a very high or very low error for the same number of points. At the same time, advantages of using the adaptive integration strategy are clearly seen. The adaptive spline integration helps to obtain a very low error using a small number of the integration points. Additionally, tracing the location of the points of discontinuity in the stress profile removes the error oscillation. Therefore it becomes possible to guarantee some level of the error which can occur when using a specific number of the integration points.
Springback Compensation
Applying the methodology described so far will provide an improved accuracy of springback prediction. Then, the FE Method results can be used in the next step of virtual product design: account for product shape deviations after springback. The first step towards a geometrically accurate product is to reduce springback as much as possible, for example by optimizing the blankholder load. However, some springback will always be present. When the geometrical tolerances are exceeded or when, in the case of products with a low stiffness, the forces required to push the part back into the right shape are exceeded, springback compensation is required. This means that the surfaces of the forming tools are modified in such a way that the shape of the formed product is accurate after springback. Recently, there has been a lot of attention for springback compensation [12] . The Displacement Adjustment (DA) method [13] [14] [15] has been proven to be the most successful.
The principle behind the DA method is simple. When the product springs back in a certain direction, the tool surface is displaced into the opposite direction. Generally, springback increases when the tool surfaces are compensated, so to take this into account, the tools have to be over-compensated. For this, the overbending-factor a is used. This principle is captured in Equation 1. D is the desired (reference) product geometry, represented as a set of points or a FE mesh. This geometry is used to create a deep drawing tool-set. A FE simulation is carried out which provides S, the geometry after springback. The compensated geometry C is calculated as follows:
The compensation factor is different for each product and can be as large as 2.5 [16] and it cannot be predicted effectively. However, in Section 3.1 some trends are shown for various process, material and geometrical parameters. The use of a compensation factor is avoided when the DA method is carried out iteratively, as proposed in [13] :
Here, the first compensated geometry is called C 1 , and with this geometry a new FE simulation is started. The resulting springback mesh S 1 is now used to modify C 1 , delivering the second compensated geometry C 2 . This loop is continued until the shape deviation of S t meets the tolerances. In Equations 1 and 2 the geometries D, S and C need to be topologically identical. Therefore, the tool geometry needs to be reconstructed from C after each iteration. The surface of the compensated geometry may become rougher with each iteration, which causes problems for the forming process. These problems are solved in an extended version of the DA algorithm called Smooth DA or SDA [17] . Instead of using the shape deviation field between springback and desired geometry directly, it is approximated with a smooth mathematical function, Section 3.2. Finally, the compensation needs to be transferred from the FE simulation to the tool CAD files. This is discussed in Section 3.3.
Analytical Model
In the stretch-bending process [8] , shown in Figure 5 , an initially straight bar is bent to a certain radius R under the action of a moment M and at the same time it is loaded with a stretching force T . After forming, the bar is unloaded and it springs back into a shape with a radius of r. In a real deep drawing process, increasing the tensile stress by increasing the blankholder load causes a reduction in springback. The same phenomenon occurs for the stretch-bending model. Here, all deformations can be calculated using analytical formulas instead of FE simulations, which makes the model well-suited to analyze the results of springback compensation.
Springback compensation means that in case of the stretch-bending model, the forming radius R is estimated, resulting in a desired bar radius after springback, r. Because R and r are related by a (nonlinear) function, the optimal value of R can be calculated directly, without applying a compensation algorithm [16] . With this optimal forming radius, the overbending factor which would have been required to obtain the same results with the DA method, can be calculated. The results are shown for various tensile forces and for two different materials, low strength Interstitial-Free steel and high strength DP600 steel (Figure 8 ). In order to simplify the comparison, the tensile force was normalized with the force required to achieve plastic deformation under tension only. The figure shows that for different tensile forces, different compensation factors are required. Two situations can be identified: -when the tensile force is relatively low, both elastic and plastic bands are present in the bar. Due to shifting of the neutral line, springback increases considerably when the bar is bent further for compensation. This means that overcompensation has to be applied, and the value of the compensation factor is larger than 1.0; -when the tensile force is large enough to cause the elastic band to disappear (region BC in Figure  5 does not exist anymore), the bar is completely plastically deformed. When the bar is deformed further for springback compensation, the amount of springback hardly changes. Therefore, no overcompensation is required and a factor of 1.0 can be used. In a real product, different tensile stresses occur at different places, and only at local spots the forming stresses are so large that the blank is deformed in the plastic region only, whereas the rest of the product still has an elastic band through the thickness of the blank. This means that the compensation factor has to be different at different locations in the product. This is only the case for iterative compensation, which will be discussed in more detail in Section 3.2.
Another important factor is the geometry of the tools and the product. In the stretch-bending model, this influence can be shown by altering the value of r target /t, where t is the thickness of the bar. For large values the model resembles a shallowly curved geometry, like a body panel. For small values details with sharper edges are modeled. Figure 9 shows that the larger the radius, the smaller the compensation factor [16] . As real deep drawn products generally have very complex shapes, this shows again that the compensation factor needs to be different at different locations in the product. 
Industrial Application
With the SDA algorithm, it is possible to carry out springback compensation on real products and create a new tool-set that not only delivers accurate products, but that also meets practical requirements [16, 17] : -the smoothness of the tool surfaces is retained; -the gap-width between the tool surfaces remains the same; -compensation can be carried out such that the blankholder remains unchanged; -undercuts in the compensated tools can be avoided or automatically repaired. A deep drawn product by DAF is compensated here, based on simulations with the commercial code PAM-STAMP 2G. It is made from mild steel with a thickness of 2 mm and produced in a complex process, including three forming stages and two trimming stages. Figure 10 (a) shows that the product was already rather accurate with the original tools. Note that the bumper is symmetric, so only half of the geometry is simulated. The relative geometrical error is calculated using the maximum initial error. The results of the first iteration (middle) show that even though the shape deviation of a major portion of the product is small, a large error is still present in the middle of the bumper. After 5 iterations (c), the maximum shape deviation was reduced below the tolerance throughout the part. When the original springback shape deviation, and the compensated geometry are compared, a local compensation factor can be derived. Figure 11 shows this value, and as discussed in the previous section, the compensation factor varies heavily over the product. Following the conclusions from Figure  9 , the more shallowly curved areas have a much lower compensation factor. This increase in dimensional quality is confirmed when the results of the one-step compensation are compared with the iterative results. From the values in Figure 11 , a (weighted) mean compensation factor of 1.2 was calculated, which is used as compensation factor in the one-step compensation approach. The resulting shape deviation is depicted in Figure 12 . Although the one-step compensation leads to a low shape deviation in a major portion of the product, the tolerances were exceeded by about 150% in the area indicated in the figure, whereas the iteratively compensated product met the requirements completely. It should be kept in mind that normally, there is no way to calculate the compensation factor in advance, so it is very likely that 5 experiments would be required to obtain good results.
Automatic Adaptation of CAD Tool Geometries
As a final step in the compensation process, the CAD data of the tools needs to be adjusted. The CAD geometry needs to be very smooth in order to produce acceptable (car body) parts.
These geometries are also referred to as 'Class-A' geometries. The narrow tolerances are required because of light reflections on the painted surface. A body panel will appear smooth when both the curvature and the change in curvature are smooth. Errors are made visible by projecting a striped light pattern onto the surface (highlighting), both with real lights and in computer algorithms. In case of a discontinuity in curvature, the stripes will be slightly offset (shown in Figure 13(b) ), when a discontinuity in the second derivative is present, the stripes will be at a slight angle. Class-A parts are generally not entirely smooth; the designers make use of the visual effects of discontinuities in the surface geometry to create 'feature lines' on the body panels. Therefore, the surfaces are connected with complex boundary conditions that need to be retained during compensation. This makes manual modification of CAD surfaces problematic, as either the quality of the surfaces is decreased, or the detailed modification proposed by the compensation algorithm is not achieved. This problem is further aggravated by the frequent use of trimmed surfaces [18] . In some cases it is inconvenient or impossible to model a geometry with the four-sided Bezier or B-spline surfaces that are used in CAD programs. Such a geometry is visualized in Figure 14 . The flat bottom of the cup is created as a four sided surface first, and then the unwanted parts are trimmed off to make the surface fit to the sidewalls. The four sided surface is known as the basis-patch P . It shall be clear that when the shape of the cup is modified globally, it becomes very hard to maintain even geometric continuity and gaps will appear between the sidewalls and the trimmed surface. In fact, small gaps are already present in the unchanged geometry: all CAD systems allow (small) tolerances for these kinds of transitions as they are generally not completely smooth from a mathematical point of view. An algorithm was developed to modify a CAD geometry automatically [18] . Onto the original geometry, a set of so-called sampling-points is projected. These points are modified, using the springback compensation algorithm, and then the surfaces are fitted through the modified sampling points again. Additional features are: -boundary conditions can be applied between regular and trimmed surfaces, in any combination, up to the second derivative; -the boundary conditions are solved using the penalty method. This means that in all cases, a modified geometry can be calculated. The accuracy of retaining the boundary condition can be set by the user; -The surfaces may suffer from geometrical errors in the original geometry. As an example, in Figure 15 , a set of four surfaces with kinks and gaps (a) is modified without boundary conditions (b). Then, the same modification is carried out, with boundary conditions, closing the gaps(c) or even smoothing the kinks (d). This example shows that the principle works, and it shows that imposing more boundary conditions means that the geometry may develop unwanted bulges when the surfaces have a low number of control points. In order to modify industrial CAD geometries, some more detailed tests need to be carried out.
Optimization
The previous section showed that springback compensation is an important stage in virtual product design. When thinking in optimization terminology, springback compensation can be considered as a form of process optimization. However, optimization techniques can be applied in a wider field then only springback compensation. Until recently, the FE Method was used for designing feasible production processes. Recently, coupling the FE Method to mathematical optimization techniques is evolving to address two industrial needs, i.e. (i) Designing optimal metal forming processes instead of only feasible ones (better products, lower costs); and (ii) Solving problems in manufacturing.
The basic concept of mathematical optimization is presented in Figure 16 . Basically, it consists of two major phases: the modeling and the solving of the optimization problem. The modeling phase consists of three items. One item is selecting a number of design variables the user is allowed to adapt. Another item consists of choosing an objective function (the optimization aim) and the third item is to account for possible constraints.
These three items are closely related to each other as depicted in Figure 16 . Both the objective function and the constraints should be quantified by the design variables. The objective function and constraints are also related to each other in the sense that they are often exchangeable.
Next to the modeling phase, mathematical optimization's second phase is solving the optimization problem. This comprises applying an optimization algorithm to the modeled optimization problem. The arrows between the modeling and the solving parts in Figure 16 denote that both phases cannot be seen separately from each other. One should select the right optimization algorithm for a certain modeled optimization problem and one should model the optimization problem cleverly to adjust it to the optimization algorithm one is planning to apply. If the optimization model does not match the algorithm, it is likely that the optimization problem is not solved efficiently or cannot be solved at all [19] . The next section reviews the research performed in the field "Optimization of metal forming processes using time-consuming FE simulations". In Section 4.2 an optimization strategy for metal forming processes is proposed, which is applied to a hydroforming example in Section 4.3.
Literature review
Academic research in the field of optimization of metal forming using time consuming FE simulations has been going on now for several years, yielding a large number of scientific publications. In general, many metal forming processes are considered: deep drawing , hydroforming [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] , superplastic forming [58] [59] [60] , extrusion [61, 62] , forging [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] , as well as several other processes [74] [75] [76] [77] [78] .
Most research performed until now has been related to the solving part of optimization, i.e. the selection and application of a suitable optimization algorithm. In the remainder of this section, four major groups of algorithms are reviewed that can be applied for optimizing metal forming processes using FE simulations: -iterative algorithms; -evolutionary and genetic algorithms; -approximate optimization algorithms; -adaptive optimization algorithms.
One way of optimizing metal forming processes is using classical iterative optimization algorithms (Conjugate gradient, BFGS, etc. ). Using these iterative algorithms, there is a direct coupling between the FE software and the optimization algorithm as depicted in Figure 17 (a): each function evaluation of the algorithm means running a FE calculation. In case of metal forming these FE calculations can be extremely time consuming and need to be sequentially evaluated. Furthermore, many classical algorithms require sensitivities, the efficient calculation of which is not straightforward for FE simulations. A third difficulty concerning iterative algorithms is the risk to be trapped in local optima. Advantages of this group of algorithms comprise the fact that they are well-known and widely spread. Additionally, convergence to a local optimum generally requires relatively few iterations and is hence fairly efficient. Especially due to the former advantage, iterative algorithms are quite often applied to optimize metal forming processes, see [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [44] [45] [46] [47] [48] [49] 58, [61] [62] [63] [64] .
A second group of algorithms for which there is a direct coupling between the algorithm and the FE software (Figure 17(a) ) is genetic and evolutionary optimization algorithms. Genetic and evolutionary algorithms look promising because of their tendency to find the global optimum and the possibility for parallel computing. Furthermore, they do not require the difficult calculation of sensitivities. However, the rather large number of function evaluations that is expected to be necessary using these algorithms is regarded as a serious drawback [79] . Several authors have applied genetic and evolutionary algorithms to optimize metal forming processes [43, 56, 57, [67] [68] [69] [70] [71] [72] [73] .
A third way of optimization in combination with time consuming function evaluations is using approximate optimization algorithms, of which Response Surface Methodology (RSM) is a well-known representative. RSM is based on fitting a low order polynomial metamodel through response points, which are obtained by running FE calculations for carefully chosen design variable settings and finally optimizing this metamodel [80] . Hence, for approximate optimization, the direct coupling between the optimization algorithm and the FE calculations is removed and a metamodel is placed in between as a buffer. This is schematically presented in Figure  17 (b). Metamodels are sometimes also referred to as Response Surface models or surrogate models. Next to RSM, other metamodeling techniques are Kriging (or Design and Analysis of Computer Experiments (DACE)) and Neural Networks. Allowing for parallel computing and lacking the necessity for sensitivities, RSM is appealing to many authors in the field of metal forming, see [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] 65, 66, [75] [76] [77] 81, 82] Disadvantages include an approximate optimum as a result rather than the real global optimum, and the curse of dimensionality: these algorithms tend to become very time consuming if many design variables are present. The fourth group is the so-called adaptive algorithms. Adaptive algorithms are not coupled to FE in the same way as the other three groups of algorithms. Adaptive algorithms are incorporated within the FE code and generally optimize the time dependent load paths of the metal forming process during each increment of the FE calculation. An advantage is that the optimum is obtained in only one FE simulation. However, access to the source code of the FE software is necessary and only time dependent design variables can be taken into account. These disadvantages seriously limit the general applicability of these kinds of algorithms. Literature describes several applications of these algorithms to metal forming [41, 42, 48, [50] [51] [52] [53] [54] [55] 59, 60, 78] , especially to optimize the internal pressure and axial feeding load paths in hydroforming.
All groups of optimization algorithms introduced in this section have been applied to all kinds of optimization problems in metal forming. In general, one can conclude from literature that specific problems for specific metal forming processes are -sometimes quite arbitrarily -modeled, and subsequently solved using an algorithm suitable for that specific application. However, a generally applicable optimization strategy for modeling and solving optimization problems in metal forming problems is lacking. Therefore, an optimization strategy is developed here which can be applied to model and solve all kinds of optimization problems for all kinds of metal forming processes using any simulation code.
Optimization Strategy for Metal Forming Processes
The proposed optimization strategy is published in detail in [83] . This section contains a summary of the strategy which comprises three stages. In the first stage the optimization problem is modeled (Section 4.2.1). Then the most important design variables are determined by screening in stage 2 (Section 4.2.2). The last stage comprises the actual solving of the optimization problem (Section 4.2.3).
Modeling
The first stage is to model the optimization problem. The challenge is to design a structured methodology that is on the one hand generally applicable to any kind of metal forming problem, but on the other hand yields a specific mathematical formulation of the optimization problem.
After collecting a large number of industrially relevant objectives, constraints and design variables, and after structuring this data using the Product Development Cycle [84] , the following 7 step methodology is developed:
(i) determine the appropriate optimization stage; (ii) select only the necessary responses; (iii) select one response as objective function, the others as implicit constraints; (iv) quantify the objective function and implicit constraints; (v) select possible design variables; (vi) define the ranges on the design variables; (vii) identify explicit constraints.
The proposed methodology is demonstrated in Section 4.3 when it is applied to a simple hydroforming example.
Screening
The modeling stage yields a specific optimization model. However, many design variables may be present, which makes the problem time consuming to solve. It is worthwhile to invest some time in reducing the number of design variables before applying the optimization algorithm. This is done in the screening stage.
The importance of the design variables is screened by applying a Design Of Experiments (DOE) plan. Applying DOE, one selects a couple of combinations of the design variables at which one would like to evaluate the responses (objective function and implicit constraint values in case of optimization).
These response measurements can subsequently be used to estimate the effect of the design variables on the responses [80] . The variables with the largest effects may be kept in the optimization model whereas the variables having less effect may be omitted. In such a way, the number of design variables may be significantly decreased while maintaining control over objective function and constraints during optimization. The amount and direction of the effect of each variable on each response can be nicely displayed in Pareto and Effect plots. An example of a Pareto plot is presented in Figure 18 . The bars in the Pareto plot show the effect of a parameter (e.g. R) on the objective function, the solid line shows the cumulative effect. 
Solving
The final stage of the optimization strategy is to solve the optimization problem by a suitable algorithm. Based on the literature study presented in Section 4.1, use of an approximate optimization algorithm is proposed: it is efficient since several calculations can be run at the same time on parallel processors and it converges to the global optimum which mostly results in better results than local algorithms. The disadvantage that this type of algorithms is not efficient in case many design variables are present is overcome by the screening stage of the optimization strategy. Additionally, the algorithm is generally applicable to all kinds of metal forming processes, products and problems since the FE simulations are included as a black-box.
Details on the developed specific algorithm have been presented in several publications [85] [86] [87] . An overview of the algorithm is presented in Figure 19 . The algorithm allows for sequential improvement of the accuracy and can thus be denoted as a Sequential Approximate Optimization (SAO) algorithm. The efficiency of the algorithm has been assessed by applying this and other optimization algorithms to two forging processes, see [88, 89] .
Application to Hydroforming
The proposed optimization strategy -and the potential of optimization in general -is demonstrated by applying it to a simple hydroforming example, shown in Figure 20 . 
Modeling
The proposed 7 step methodology is followed to model the optimization problem: (i) determine the appropriate optimization stage: aim of optimization is to design the manufacturing process in order to produce the part presented in Figure 20 (a); (ii) select only the necessary responses: essential product properties are the wall thickness distribution and the outer shape accuracy of the part; (iii) select one response as objective function, the others as implicit constraints: the uniform wall thickness distribution is the objective, the constraint is the outer shape which has been formulated as the distance between the final product and the die; (iv) quantify the objective function and implicit constraints: final quantification of the responses is based on several properties of the responses and is performed by a table proposed in [83] ; (v) select possible design variables: in this case the Process Variables (PV's) are possible design variables. Amongst others, PV's can be categorized in (see [83] ): -geometrical PV's: the initial tube radius and thickness; -load path PV's: the typical internal pressure and axial feeding load paths for hydroforming are presented in Figure 20 (c) and can be described by four design variables. Another process parameter taken into account is the friction between product and die; -material PV's: no design variables are taken into account from this category. (vi) define the ranges on the design variables: upper and lower bounds have been defined on all design variables; (vii) identify explicit constraints: explicit constraints are defined by impossible combinations of the design variables. The fact that the time when axial feeding stops should be larger than the time when it starts generates an explicit constraint. Another explicit constraint has been defined based on the convergence behavior of the FE calculations for certain combinations of the load path parameters. The 7 step methodology yields a mathematically formulated optimization model with a total of 7 design variables for this example. For a detailed description of the mathematical model, the reader is referred to [83] .
Screening
A total of 7 design variables is not that many, hence it is possible to apply the Sequential Approximate Optimization algorithm immediately. However, for demonstration purposes, a screening step of 8 calculations is performed. The resulting Pareto plot for the objective function is presented in Figure 18 . Based on this plot, one may estimate that keeping u max , R and t, and omitting the other four variables will still result in about 80% control over the objective function. A similar Pareto plot can be generated for the implicit constraint. u max , t 1 and t 2 were the most important variables for the filling of the die. Now, the number of design variables is reduced to 5 variables only.
Solving
The Sequential Approximate Optimization (SAO) algorithm has been applied to the reduced optimization problem. Figure 21 shows the convergence behavior of the algorithm. The simulations have been performed on 16 parallel processors, hence the total calculation time was much shorter than running the 110 simulations sequentially. The optimized values of the design variables are displayed in Table 1 . The optimal objective function value f is 0.615. Note the optimal initial tube thickness of 1.11 mm. Considering the perfect wall thickness of 1 mm and material thinning due to inflation of the tube, this slightly thicker initial tube thickness is indeed the result one would intuitively expect to be optimal. Table 1 Optimized process settings, see also Figure 20 . Figure 22 presents the wall thickness distribution throughout the final product for the perfect product (uniform wall thickness of 1 mm), some arbitrary settings of the design variables (the 8 screening calculations) and the optimized process. The optimized process yields a significantly better product, which demonstrates the high potential of optimization in metal forming in general and specifically the optimization strategy proposed in Section 4.2. 
Discussion and Future Trends
The accuracy of today's springback predictions does not meet the industrial requirements, leading to a time and cost consuming experimental and numerical trial and error process. The accuracy can be improved by developing guidelines and sophisticated algorithms to accurately predict springback. In this article, guidelines are given for the mesh size and the potential of a through-thickness adaptive integration scheme is shown. Using this new integration scheme assures accurate results at minimal computational costs.
Now that the accuracy of the springback prediction is improved, the FE simulation can be used to adapt the geometry of the forming tools and the process parameters to compensate for springback. Two springback compensation algorithms were discussed, the Smooth Displacement Adjustment (SDA) method and the iterative SDA method. The iterative compensation algorithm is favorable since an overcompensation factor is not required. Besides it is shown that in general the overcompensation factor varies over the product, making a compensation method with a fixed overcompensation factor less useable. Finally, a tool is developed to modify the CAD tool geometry automatically, based on the compensation algorithm. The principle of this algorithm is proved to be valid; however, more research in this field is necessary to make this tool industrially applicable.
The combination of mathematical optimization techniques with FE simulations in itself is perhaps the most important trend in advanced materials processing. Two decades ago, metal forming was solely performed by an experimental trial-and-error process. The development of FE codes for metal forming process moved this trial-and-error process from the factory to the computer, which implied a significant decrease of development time and costs. It is foreseen that the next major step in metal forming is the development of optimization techniques to really design optimal (cheaper, better, more robust, etc) processes and products instead of just feasible ones.
Some trends can also be observed within the field of optimization of metal forming. Extensive experience has been gained concerning suitable optimization algorithms. The trend is towards global algorithms rather than local algorithms: global algorithms yield larger improvements than local ones. A major challenge is to limit the total calculation time for these algorithms, since they generally require more time consuming FE simulations than local algorithms. The increase in computer power and the simultaneous decrease of prices of processors, however, has moved many industries to purchase clusters with many parallel processors, which makes the application of global algorithms possible today. With respect to global optimization algorithms, the trend is to focus on making genetic/evolutionary algorithms more efficient and/or making approximate optimization algorithm more accurate by further developing metamodeling techniques.
Many available algorithms are already sufficiently good to solve optimization problems in metal forming. However, more emphasis should be on modeling optimization problems. With the proposed optimization strategy a first attempt is made, but the proposed modeling methodology is by no means the only possible solution. A significant increase in attention for optimization modeling will give insight in the phenomena influencing metal forming processes, their FE models, and the optimization problem the optimization algorithms have to deal with. This will contribute more to optimizing metal forming processes than developing just another slightly more efficient algorithm.
A final trend is related to a very important item in mass production: robustness. A major improvement would be to develop optimization strategies that include noise variables such as material noise in addition to design variables only. These "robust optimization" techniques are expected to significantly contribute to the design of robust and reliable production processes with as a consequence a lower scrap rate, lower production costs and high quality products. More details on optimizing for robust processes can be found in [90] 
