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Abstract 
The time plot of the series NEER shows an overall positive trend with a peak in early 2010 after a deep depression in 
late 2008. No seasonality is discernible by this visual inspection. Seasonal (i.e. 12-month) differencing yields 
SDNEER which exhibits an overall slightly positive trend and a high peak in late 2009. Still the visual inspection of 
the time plot in Figure 2 hardly makes any seasonality obvious. A non-seasonal differencing of SDNEER yields 
DSDNEER with an overall horizontal trend. Though the time plot in Figure 3 does not give an impression of any 
regular seasonality, the correlogram of Figure 4 reveals seasonality of period 12 months. Besides there is indication 
that the product of two moving average components both of order one is involved: one component is seasonal and 
the other non-seasonal. In addition to that a significant spike of the partial autocorrelation function at lag 12 suggests 
the involvement of a seasonal  autoregressive component of order one. Therefore a (0, 1, 1)x(1, 1, 1)12 SARIMA 
model is proposed and fitted. It has been shown to be adequate 
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1. Introduction 
Modelling of Nigerian foreign exchange rates has engaged the attention of some researchers in recent times. A few of 
such publications include Olowe(2009), Etuk(2012), etc. Not much, if at all, has been done in respect of modelling 
Nigerian naira-European euro exchange rates. This work is aimed at fitting a Seasonal Autoregressive Integrated 
Moving Average (SARIMA) Model to the monthly naira-euro exchange rates. 
Many economic and financial time series are known to exhibit some seasonality. In spite of their volatility, foreign 
exchange rates tend to be seasonal. For instance, Etuk(2012) observed that monthly Nigerian naira-US dollar 
exchange rates follow a 12-month seasonal pattern, fitted an (0, 1, 1)x(1, 1, 1)12 SARIMA model to the series and on 
its basis computed the 2012 forecasts. 
SARIMA models are an adaptation of autoregressive integrated moving average (ARIMA) models to specifically fit 
seasonal time series. That is, their construction takes into consideration the underlying seasonal nature of the series to 
be modeled.  Many authors have written on SARIMA models extensively. A few amongst them are Box and Jenkins 
(1976) who proposed them, Priestley(1981), Madsen(2008), Gerolimetto(2010) and Suhartono(2011). A knowledge 
of the theoretical properties of the models is the basis of their identification and estimation.  
 
2. Materials and Methods 
The data for this write-up are 96 monthly averages of Naira-Euro exchange rates from 2004 to 2011 retrievable from 
the Data and Statistics publication of the Central Bank of Nigeria website www.cenbank.org 
 
2.1 SARIMA Models 
A time series {Xt} is said to follow an autoregressive moving average of orders p and q denoted by ARMA(p, q) if 
Xt - α1Xt-1 - α2Xt-2 - … - αpXt-p = εt + β1εt-1 + β2εt-2 + … + βqεt-q      (1) 
where {εt} is a white noise process and the α’s and the β’s constants such that (1) is both stationary and invertible. 
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Suppose (1) is put as 
A(L)Xt = B(L)εt            (2) 
 
where A(L) = 1 - α1L - ... - αpL
p
 and B(L) = 1 + β1L + ... + βqL
q
 and L
k
Xt = Xt-k. Let the d
th
 difference of Xt be 
denoted by ∇
d
Xt where ∇ = 1-L.  A replacement of Xt in (1) by ∇
d
Xt yields an autoregressive integrated moving 
average model of orders p, d and q (denoted by ARIMA(p, d, q)) in {Xt}.  
Suppose that {Xt} is observed to be seasonal of period s.  Let D be the degree of seasonal  (i.e. s-point) differencing, 
{Xt}is said to follow a (p, d, q)x(P, D, Q)s SARIMA model if  
 
A(L)Φ(L
s
)∇
d
∇
D
sXt = B(L)Θ(L
s
)εt          (3) 
 
where Φ(L) and Θ(L) are polynomials in P and Q respectively with coefficients such that the model is stationary and 
invertible respectively.   
 
2.2 Model Estimation 
The determination of the orders must be done before parameter estimation in the model (3). The       correlogram 
which refers to the autocorrelation and the partial autocorrelation plot is the basis for order  determination.  
Seasonality is easily revealed by a spike at the seasonal lag.    
A (0, 1, 1)x(0, 1, 1)12 SARIMA model is the product of two moving average components both of order one: one 
nonseasonal and the other 12-point seasonal. Such a model is given by 
Xt = εt + β1εt-1 + β12εt-12 + β13εt-13            (4) 
and has an autocorrelation function (ACF) with significant values only at lags 1, 11, 12 and 13, with the values at 
lags 11 and 13 equal. (Box and Jenkins (1976), Suhartono(2011)).  
ARMA model estimation is traditionally based on the maximum likelihood criterion, the least squares criterion or the 
maximum entropy criterion. Under each criterion mentioned above the estimation results from the application of 
nonlinear techniques of optimization since the ARMA model involves items of a white noise process. An initial 
estimate of the solution is usually made and employed. The process then involves iterations with each iteration 
expected to be an improvement on its predecessor until the system converges to an optimal solution depending on the 
level of accuracy desired. However for pure autoregressive or pure moving average models there exist linear 
optimization techniques (See for example Box and Jenkins(1976), Priestley(1981), Oyetunji(1985)). There are 
attempts to propose linear optimization techniques for mixed ARMA estimation (See for example Etuk(1987, 1998)). 
After the model must have been estimated it is tested for goodness-of-fit. To do this, its residuals are    analysed. 
Under the hypothesis of model adequacy, the residuals should be uncorrelated with zero mean  and follow a Gaussian 
distribution. Eviews software which is based on the least squares criterion was used for the fitting of the model. 
 
3. Results and Discussion 
A visual inspection of the time plot of NEER in Figure 1 reveals an overall positive secular trend with no observed 
regular seasonality. However a multiplicative model is suggestive given the tendency of the seasonal component to 
increase with time. A 12-month differencing of NEER yields the seasonal difference SDNEER which has an overall 
slightly positive trend with no clear seasonality but still suggestive of a multiplicative model (see Figure 2). 
Nonseasonal differencing of SDNEER yields DSDNEER which exhibits an overall horizontal trend and no 
observable regular seasonality (see Figure 3). Clearly D = d = 1. However the ACF of DSDNEER in Figure 4 has 
significant spikes at lags 1, 12 and 13. Therefore s=12. Moreover, this indicates the involvement of a component of 
the form (4). That is q = 1 = Q. Its partial autocorrelation function (PACF) has a significant spike at lag 12. This 
suggests the involvement of a seasonal autoregressive component of order one. That is, P = 1. The model proposed is 
therefore of order (0, 1, 1)x(1, 1, 1)12. Estimation as summarized in Table 1 yields  
DSDNEERt + 0.3612DSDNEERt-12 = εt + 0.1875εt-1 – 0.7847εt-12 – 0.2660εt-13    (5) 
          (±0-1204)              ( ±0.1143)   (±0.1062)   (±0.1281) 
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The model (5) was subjected to some diagnostic tests for goodness-of-fit. Only the first lag moving average 
coefficient is not statistically significant, being less than twice its standard error. As much as 60% of the variation in 
DSDNEER is accounted for by the model. The fitted model agrees closely with the data (See Figure 5). The 
histogram of the residuals in Figure 6 is normal with zero as the axis of symmetry. The correlogram of the residuals 
in Figure 7 is such that all the autocorrelations are non-significant. All of these attest to the adequacy of the model. 
4. Conclusion 
The foregoing discussion shows that NEER follows a (0, 1, 1)x(1, 1, 1)12 SARIMA model. That means that it follows 
the subset ARMA model in DSDNEER given by equation (5). This model has been shown to adequately explain the 
variation in the monthly Naira-Euro exchange rates. 
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               FIGURE 4: CORRELOGRAM OF DSDNEER 
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TABLE 1: MODEL ESTIMATION 
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FIGURE 6: HISTOGRAM OF THE RESIDUALS 
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FIGURE 7: CORRELOGRAM OF THE RESIDUALS  
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