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Abstract
The sources that accelerate the highest-energy cosmic rays have yet to be identified.
Astrophysical neutrinos are messenger particles because they point back to the sources
which produce them in interactions of cosmic rays with ambient matter or photons. The
observable flavor composition on Earth may constrain possible production scenarios at
these sources. The appearance of tau-neutrinos due to neutrino oscillations over cosmic
baselines is a clear astrophysical signature.
The IceCube Neutrino Observatory is a Cherenkov detector, located at the geographic
South Pole, whose purpose is to measure high-energy neutrinos of astrophysical origin.
About 1 km3 of the ultra-transparent glacial ice located deep below the surface is in-
strumented with 5160 optical photo-sensors. Neutrinos are detected via Cherenkov light
emitted by secondary particles from deep-inelastic neutrino-nucleon interactions. A dif-
fuse flux of astrophysical neutrinos between ∼ 60TeV to ∼ 10PeV energy was discovered
with IceCube. Previously published measurements of the flavor composition are compat-
ible with νe : νµ : ντ ≃ 1 : 1 : 1 expected from pion production and decay at the sources.
However, the electron- and tau-neutrino fractions remain largely unconstrained, because
they cannot be distinguished by the readily identifiable cascade- and track-like events.
The work presented in this thesis aims to identify a tau-neutrino interaction in IceCube
for the first time while measuring the astrophysical neutrino flavor composition and con-
straining the tau-neutrino fraction with unprecedented accuracy. The search is based on
the “double bang” event topology, which is unique to the tau-flavor and characterized by
two consecutive cascades from the charged-current interaction of a tau-neutrino with a
nucleus in the ice and the subsequent decay of the produced tau lepton. A tau-neutrino
identification method is developed by explicitly reconstructing this event topology, for
which the distance between both cascades is an estimator of the tau decay length. The
well-established binary topology ID (cascade, track) is extended to a ternary topology ID
(single cascade, double cascade, track), thereby allowing a neutrino flavor discrimination
that is sensitive to all flavors. Additional observables are the deposited energy, the zenith
angle, and the tau decay length. A previously unexamined systematic error caused by
an anisotropy of the light scattering in the Antarctic ice is incorporated and tested with
experimental data from the in-situ flasher LED calibration system. The astrophysical
neutrino flavor composition is measured via a binned maximum likelihood fit using the
high-energy starting event sample collected between 2010 and 2016.
Above ∼ 200TeV deposited energy, the identification efficiency of tau-neutrinos is
between ∼ 30 − 50% and the background contamination ∼ 5 − 25%. The tau decay
length is resolved to ∼ 2m above the experimental resolution limit of ∼ 10m. The double
cascade event sample is expected to contain ∼ 1−3 identifiable tau-neutrino interactions
and ∼ 1 background event, depending on the assumed neutrino energy spectrum. No such
event is observed in experimental data. The astrophysical tau-neutrino flux is constrained
by φu.l.ντ ≤ 2.68 ·10−18 (Eντ/100TeV)−2.97 GeV−1 cm−2 sr−1 s−1 at 90% confidence level.
The measured flavor composition of νe : νµ : ντ ≃ 0.51 : 0.49 : 0 is compatible with the
production and decay of charged pions at the sources (p = 37.5%).
The results entail the most sensitive search for highly energetic tau-neutrino interac-
tions in IceCube. For the first time, a measurement of the neutrino flavor composition is
able to simultaneously constrain all flavors.
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Zusammenfassung
Die Quellen der höchstenergetischen kosmischen Strahlung sind bislang unbekannt.
Astrophysikalische Neutrinos sind Botenteilchen, da die auf der Erde beobachtete An-
kunftsrichtung auf ihren Ursprungsort deutet. Sie entstehen in der Wechselwirkung kos-
mischer Strahlungsteilchen mit Materie oder Photonen nahe der Quellen. Die auf der Er-
de erwartete Flavor-Zusammensetzung kann mögliche Neutrino Produktionsmechanismen
einschränken. Die Detektion von Tau-Neutrinos wäre aufgrund von Flavor-Oszillationen
über kosmische Distanzen ein Nachweis für einen astrophysikalischen Ursprung.
Das IceCube Neutrino Observatorium befindet sich am geografischen Südpol und ist
ein Cherenkov-Detektor zur Messung hochenergetischer astrophysikalischer Neutrinos.
Ein Volumen von ∼ 1 km3 des tiefen, transparenten Gletschereises ist mit 5160 optischen
Fotosensoren instrumentiert. Neutrinos werden über Cherenkovstrahlung detektiert, die
von Sekundärteilchen aus der tiefinelastischen Streuung von Neutrinos mit Atomkernen
im Eis emittiert wird. Ein astrophysikalischer Neutrinofluss wurde von IceCube bei Energi-
en zwischen ∼ 60TeV und ∼ 10PeV entdeckt. Messungen der Flavor-Zusammensetzung
sind kompatibel mit einem Verhältnis von νe : νµ : ντ ≃ 1 : 1 : 1, wie von Produktion und
Zerfall geladener Pionen an den Quellen erwartet wird. Die Elektron- und Tau-Neutrino
Anteile sind jedoch weitestgehend unbestimmt, weil sie durch die bislang einzig identifi-
zierbaren Ereignistopologien von Kaskaden und Spuren ununterscheidbar sind.
Die in dieser Dissertation präsentierte Forschungsarbeit hat das Ziel, die erste Tau-
Neutrino Wechselwirkung in IceCube nachzuweisen und die astrophysikalische Neutrino
Flavor-Zusammensetzung mit bislang unerreichter Genauigkeit des Tau-Neutrino Anteils
zu messen. Die Suche basiert auf der „Double Bang“ Ereignistopologie, die einzigartig für
den Tau-Flavor ist. Sie ist durch zwei aufeinanderfolgende Kaskaden beschrieben, welche
durch die Wechselwirkung eines Tau-Neutrinos mit einem Atomkern im Eis beziehungs-
weise durch den Zerfall des erzeugten Tau Leptons erzeugt werden. Eine Methode zur
Identifizierung von Tau-Neutrinos wird entwickelt, indem diese Ereignistopologie explizit
rekonstruiert wird. Der Abstand zwischen beiden Kaskaden schätzt die Tau-Zerfallslänge
ab. Die bislang genutzte binäre Topologie ID (Kaskade, Spur) wird zu einer tertiären
Topologie ID (Einzel-Kaskade, Doppel-Kaskade, Spur) erweitert. Dadurch wird eine Un-
terscheidung von Neutrinos aller Flavor ermöglicht. Die Anisotropie der Lichtstreuung im
Antarktischen Eis ist eine zuvor unberücksichtigte systematische Fehlerquelle, die inte-
griert und mit dem in situ LED Kalibrationssystem getestet wird. Die astrophysikalische
Neutrino Flavor-Zusammensetzung wird mithilfe eines gebinnten Maximum-Likelihood
Fits gemessen. Dafür wird der zwischen 2010 und 2016 aufgenommene Datensatz hoch-
energetischer startender Ereignisse verwendet.
Tau-Neutrinos können oberhalb einer deponierten Energie von ∼ 200TeV mit einer
Effizienz zwischen ∼ 30−50% bei einer Untergrundkontamination von ∼ 5−25% identi-
fiziert werden. Oberhalb der experimentellen Auflösungsgrenze von ∼ 10m wird die Tau-
Zerfallslänge auf ∼ 2m genau bestimmt. In Abhängigkeit des angenommenen Neutrino-
Energiespektrums werden ∼ 1 − 3 identifizierbare Tau-Neutrinos und ∼ 1 Untergrunder-
eignis erwartet. Kein solches Ereignis wird in den experimentellen Daten beobachtet. Der
astrophysikalische Tau-Neutrino Fluss wird mit einem Konfidenzniveau von 90% durch
φu.l.ντ ≤ 2.68 ·10−18 (Eντ/100TeV)−2.97 GeV−1 cm−2 sr−1 s−1 beschränkt. Die gemessene
Flavor-Zusammensetzung von νe : νµ : ντ ≃ 0.51 : 0.49 : 0 ist mit der Produktion und
dem Zerfall geladenener Pionen an den Quellen kompatibel (p = 37.5%).
Die Ergebnisse beinhalten die aktuellste und sensitivste Suche nach hochenergeti-
schen Tau-Neutrinos in IceCube. Zum ersten Mal ist eine Messung der Neutrino Flavor-
Zusammensetzung mit simultaner Einschränkung aller Flavor möglich.
v
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Figure 1.1: Comparison of the diffuse fluxes of cosmic rays, gamma rays‚ and neutrinos. The flux φ is
depicted as a function of the energy E and scaled by E2 to enhance the visibility of spectral
features. The measurement of the diffuse extra-galactic gamma-ray flux has been performed
by Fermi LAT [1]. The ultra-high-energy cosmic-ray flux has been measured by the Pierre
Auger Observatory [2] and by Telescope Array [3]. The diffuse neutrino flux is a recently
updated measurement by the IceCube Neutrino Observatory [4]. Figure adapted from [5].
The universe is a mysterious place, and many questions remain unanswered. For centuries,astronomers have used optical telescopes to observe the visible part of the night sky
and study its objects. Great technological advances over the last decades have enabled the
investigation of the universe using a much wider range of electromagnetic frequencies. It has
been extended to radio waves at the lower and to gamma rays at the upper part of the spectrum,
thus spanning many orders of magnitude in energy. The discovery of cosmic rays at the beginning
of the 20th century and the incremental development of the standard model of particle physics
during the latter half of the 20th century set the foundations for a new and supplementary
discipline: Astroparticle physics emerged to observe the universe “with different eyes” through
the use of matter instead of electromagnetic radiation. An important aim is to identify the
sources of cosmic rays at the highest energies and connect the observed flux to gamma rays
and possibly neutrinos. Neutrino astronomy has a key role for this purpose. Until the discovery
of the first resolved neutrino source, the characterization of the astrophysical neutrino spectrum
and flavor composition can constrain potential sources.
2 1 Introduction
In 1912, Victor Hess discovered cosmic rays during multiple balloon ascents by measuring an
increasing ionization rate in the atmosphere with higher altitudes [6]. He also performed a
measurement during a near-total eclipse of the Sun and observed no change. The conclusion
was that the observed radiation can only originate in outer space and that the Sun cannot be
its source. More than a hundred years later, the cosmic-ray flux is characterized much better.
It consists of ionized nuclei (most of which are protons) and spans a wide energy range from
about 109 eV to 1020 eV. High-energy cosmic rays interact with nuclei in the atmosphere and
induce extensive air showers. They are measured with experiments such as the High Resolution
Fly’s Eye Cosmic-Ray Detector (HiRes), which used fluorescence light for detection [7], and the
Pierre Auger Observatory (Auger) [8] and Telescope Array (TA) [9]. The latter two combine
fluorescence techniques with large surface detectors. The cosmic-ray spectrum is described by
multiple power-laws, which can be attributed to different source populations and propagation
effects. The high-energy part of the spectrum between 1017 eV and 1020 eV measured by Auger
and TA is depicted in Figure 1.1. Sources that are capable of accelerating particles up to the
highest energies remain unknown because magnetic fields between the source and Earth deflect
the particles and thus obfuscate their origin. These sources may well only be identifiable by a
combination of gamma-ray and neutrino observatories.
In 1958, Philip Morrison and others hypothesized that sources in the universe should emit
gamma radiation [10]. The first significant detection of gamma rays from within the Milky Way
was achieved with the High-Energy Gamma-Ray experiment aboard the Third Orbiting Solar
Observatory (OSO-3) satellite [11]. Today, the cosmic gamma-ray flux is known much more
precisely. It spans energies ranging from about 105 eV to 1014 eV. Several important space-
based experiments have been continuously measuring the low-energy part of the spectrum up
to ∼ 1012 eV. The International Gamma-Ray Astrophysics Laboratory (INTEGRAL) has been
operational since 2002 [12], the Neil Gehrels Swift Observatory since 2004 [13], and the Fermi
Large Area Telescope and Gamma-Ray Burst Monitor (Fermi LAT/GBM) since 2008 [14]. The
extra-galactic gamma-ray flux measured by Fermi LAT is also shown in Figure 1.1. Ground-based
imaging atmospheric Cherenkov telescopes (IACT) continue measurements of the gamma-ray
flux at energies well above 1012 eV by using the atmosphere as detection medium. In this
energy range, the flux is too low to be detectable with satellite experiments. Major IACTs are
the High Energy Stereoscopic System (H.E.S.S.), which has been operating since 2002 [15], the
Major Atmospheric Gamma Imaging Cherenkov Telescopes (MAGIC) since 2004 [16], and the
Very Energetic Radiation Imaging Telescope Array System (VERITAS) since 2005 [17]. Unlike
the sources of cosmic rays, many galactic and extra-galactic gamma-ray sources have been
identified, because electromagnetic radiation is not deflected between its source and Earth.1
In 1930, Wolfgang Pauli postulated the existence of the neutrino in order to explain the contin-
uous energy spectrum of the electron from the β-decay while obeying the laws of energy and
momentum conservation [18]. It had to be a very elusive particle, as it was initially not detected.
It took more than 20 years before Frederick Reines and Clyde Cowan announced the discovery
of the neutrino in 1953 [19]. They observed electron-antineutrinos from a nuclear reactor via
the inverse β-decay ν¯e +p→ e+ +n by detecting the produced positron and neutron in coinci-
dence. The existence of other neutrino flavors was already inferred from the standard model of
particle physics but not proven until much later. The muon-neutrino was first observed by Leon
Lederman, Mel Schwartz, and Jack Steinberger in a particle accelerator experiment at CERN
in 1962 [20]. The discovery of the tau-neutrino took much longer, as it is less abundant and
more difficult to detect. It was first seen by the Direct Observation Of The NuTau (DONUT)
experiment in 2000 [21]. It took ten more years before a second experiment, the Oscillation
Project With Emulsion-Tracking Apparatus (OPERA), detected its first tau-neutrino [22].
1 An exception is the deflection of electromagnetic radiation due to very massive structures such as black
holes that are close to its propagation path (known as gravitational lensing).
3The first extra-terrestrial neutrinos were discovered by Raymond Davis and John Bahcall at the
Homestake experiment in 1968 [23, 24]. They detected electron-neutrinos produced in nuclear
fusion reactions in the Sun and measured a flux that was significantly lower than predicted. This
became known as the solar neutrino problem. In the same year, Bruno Pontecorvo proposed
a solution that neutrinos may transition between flavors if they have mass [25]. This idea was
the foundation of neutrino oscillations. The Sudbury Neutrino Observatory (SNO) [26] and
the Super-Kamioka Neutrino Detection Experiment (Super-K) [27] significantly contributed to
the understanding of neutrino oscillations, for which Arthur McDonald and Takaaki Kajita,
respectively, were awarded the Nobel Prize in Physics in 2015.
Another extra-terrestrial neutrino source was discovered on February 23, 1987, when the core-
collapse supernova SN1987A exploded in the Large Magellanic Cloud [28]. Protons and electrons
were crushed together during the collapse of the stellar core due to the gravitational force of the
massive progenitor star and produced electron-neutrinos in the process. More than 20 neutrinos
were recorded over a duration of ∼ 12 s in the neutrino experiments Kamiokande-II [29], Irvine-
Michigan-Brookhaven (IBM) [30], and the Baksan Neutrino Observatory [31]. This observation
was a breakthrough for the understanding of core-collapse supernovae.
Neutrinos from the Sun and from core-collapse supernovae both have an energy range of approxi-
mately 105 eV to 108 eV, as they are produced in nuclear reactions. These low-energy neutrinos
are not associated with cosmic-ray acceleration. The high-energy neutrino landscape looks
completely different. Terrestrial neutrinos above 109 eV are predominantly produced in cosmic-
ray-induced air showers. The first experimental detection of atmospheric neutrinos above this
energy was achieved by Frederick Reines with the Case Western Irvine/South Africa Neutrino
Detector (CWI/SAND) in 1965 [32]. However, the competing Kolar Gold Field experiment
in India published their results shortly before Reines [33]. Extra-terrestrial (or astrophysical)
neutrinos at much higher energies were already postulated in 1960 by Kenneth Greisen [34] and
Frederick Reines [35]. They assumed that neutrinos should be produced along with cosmic rays
at highly energetic acceleration sites in the universe, but also deduced that the expected flux of
astrophysical neutrinos would be substantially lower than the atmospheric neutrino flux.
In the same year, Moisey Markov suggested that a kilometer-scale detector would be necessary
to detect such a low astrophysical neutrino flux [36]. His idea was to transform a large volume
of water in an underground lake or deep in the ocean into a Cherenkov detector. In 1976, this
idea was pursued with the first advancements of constructing the Deep Underwater Muon And
Neutrino Detector Project (DUMAND) off the shore of Hawaii [37]. Although the project was
canceled in 1995, there was still progress with the first deployment of a smaller instrument in
Lake Baikal in the same year [38]. Based on the pioneering work of both efforts, the Astron-
omy With A Neutrino Telescope And Abyss Environmental Research experiment (ANTARES)
was constructed in the Mediterranean Sea from 2006 to 2008 [39]. It is the largest water
Cherenkov detector and is still operating today. In 1988, Francis Halzen and John Learned
put forward another approach and suggested using ultra-transparent, deep polar ice instead of
water [40]. The Antarctic Muon And Neutrino Detector Array (AMANDA) was constructed at
the Amundsen-Scott South Pole Station from 1996 to 2000 [41]. It was the first large-volume
Cherenkov detector to use naturally occurring ice as the detection medium and was the precursor
experiment to the IceCube Neutrino Observatory [42].
IceCube is a much larger Cherenkov detector built at the South Pole to measure high-energy
neutrinos from cosmic sources. It was constructed between 2004 and 2010 by drilling 86 holes
into the ice with a depth of ∼ 2500m. A string with 60 digital optical modules (DOMs) is
deployed in each hole. The resulting ∼ 1 km3 volume of Antarctic ice is instrumented with a
total of 5160 DOMs. Neutrinos are detected via Cherenkov light emitted by secondary particles
produced in deep-inelastic neutrino-nucleon interactions.
4 1 Introduction
The IceCube collaboration discovered the first high-energy astrophysical neutrinos in 2013 [43].
This observation was later confirmed in several follow-up searches [4, 44–51]. In Figure 1.1, a
recent measurement of the diffuse astrophysical neutrino flux is shown. It is obtained from an
update to the initial search that led to the discovery [4]. A resulting key question is whether
the diffuse fluxes of gamma rays, neutrinos, and cosmic rays are connected. Cosmic rays
can only be produced in hadronic accelerators, while gamma rays can also be produced by
highly energetic leptonic accelerators. A connection between the two is therefore ambiguous.
Neutrinos are a smoking gun for identifying the sources of cosmic rays. Unlike gamma rays, they
can only be produced in hadronic accelerators. While gamma-ray sources have been mapped
for years, both the origin of cosmic neutrinos and cosmic rays remain unknown. Neutrinos
have the unique property of only interacting weakly. Therefore, their propagation through the
universe is nearly unhindered, and their arrival direction at Earth points back to the sources.
Consequently, the detection of a neutrino point source would allow for the identification of a
hadronic accelerator and thereby reveal the sources of cosmic rays. However, the diffuse flux is
currently a sum of neutrinos emitted by many cosmic sources, none of which is strong enough
to be individually detectable [4, 52–57]. Until the first neutrino point source is identified, it is
still possible to constrain the properties of these sources by examining the energy spectrum and
flavor composition of the currently available measurements of the diffuse flux [58, 59].
The energy spectrum can reveal information about the acceleration process and the environment
at the sources of cosmic neutrinos. In accordance with the cosmic-ray flux, the astrophysical
neutrino flux is expected to follow a power-law spectrum E−γν as well. A variation of the slope
in different energy regions can be caused by different source populations. A potentially softer
galactic contribution to the diffuse flux as observed for cosmic rays has not been identified for
neutrinos so far [56, 60]. It can be seen in Figure 1.1 that the measured energy spectrum has
large uncertainties. However, this result is based on a fairly small number of observed neutrino
events (≲ 100). In a global IceCube analysis, multiple data samples have been combined to
characterize the energy spectrum more precisely [46, 48]. A power-law hypothesis of the energy
spectrum is still compatible with all observed IceCube data. However, a large variation from a
hard E−2.1ν to a soft E−2.9ν spectrum, depending on the observed energy range, hints towards a
more complex spectral shape [4, 43, 45, 46, 48, 49, 51, 61].
The flavor composition measured at Earth may constrain possible production mechanisms of
cosmic neutrinos. A commonly considered scenario is the production of neutrinos in the decay
of charged pions π→ µ+νµ and the subsequent muon µ→ e+νe+νµ (charge omitted), which
leads to a flavor composition of νe : νµ : ντ = 1 : 2 : 0 at the source [62]. Due to neutrino
oscillations over cosmic distances, the composition expected at Earth is ∼ 1 : 1 : 1. However,
other scenarios such as the neutron-beam case with a flavor composition of 1 : 0 : 0 or the muon-
damped case with 0 : 1 : 0 at the source may cause a significantly different flavor composition
at Earth [63, 64]. Previous attempts of measuring the flavor composition with IceCube resulted
in ∼ 0 : 0.2 : 0.8 [65] and ∼ 0.5 : 0.5 : 0 [46]. These seemingly contradicting results are in fact
in good agreement with each other and with the pion-production scenario. This is due to the
limited capability of neutrino flavor discrimination available at the time of the analyses. Two
event topologies in IceCube have been observed numerously. Track-like events are predominantly
generated in charged-current muon-neutrino interactions. Cascade-like events may be produced
in both electron- and tau-neutrino as well as neutral-current interactions of all flavors. In
previous measurements, track-like and cascade-like events have been readily distinguished and,
as a result, the muon-neutrino fraction has been constrained rather well. However, without
separate identification of electron- and tau-neutrino interactions, the corresponding fractions
of the flavor composition are largely degenerate. Consequently, a large fraction of the possible
flavor phase space is not constrained by the aforementioned IceCube analyses, thus rendering
both measured flavor compositions compatible.
5Tau-neutrinos are particularly interesting. They can only be produced in charmed meson de-
cays. Due to the much smaller production efficiency compared to light mesons, a negligible tau-
neutrino production at the source is reasonable. However, the tau-neutrino fraction expected at
Earth must be larger than zero for any production scenario at the source, if standard neutrino
oscillations and no beyond-standard-model theories are assumed. Because the production of at-
mospheric tau-neutrinos in cosmic-ray-induced air showers is strongly suppressed, the detection
of a high-energy tau-neutrino would be an unambiguous astrophysical signature. Furthermore,
only few tau-neutrinos have ever been detected in dedicated accelerator experiments at much
lower energies than is accessible to IceCube. In total, the OPERA experiment observed four
and the DONUT experiment nine tau-neutrino events [66, 67]. Consequently, an observation
of a high-energy tau-neutrino interaction in IceCube would certainly be extraordinary.
Tau-neutrinos induce many signatures in IceCube, of which the “double bang” is the least am-
biguous one: A charged-current tau-neutrino interaction creates a hadronic cascade and a tau
lepton. The tau is unstable and decays after a short period of time. Depending on its energy,
however, the tau may propagate a detectable distance before it decays. Due to relativistic
effects, the decay length scales with energy and is on average ∼ 50m per PeV tau energy. All
but the muonic decay channel of the tau produce a second (decay) cascade, which is causally
connected to the first (interaction) cascade. “Double bang” events account for ∼ 59% of all
tau-neutrino interactions. It was thought that a minimum neutrino energy of ∼ 10PeV would
be required for resolving the corresponding decay length of a few hundred meters in IceCube.
Although such a well-resolved “double bang” event has not been observed yet, it is typically
counted as the third event topology along with the cascade and track event topologies. How-
ever, due to the steeply falling energy spectrum and exponential decay law, a large majority of
events occur at low energies and short decay lengths, respectively. In fact, most of these events
look cascade-like, thus creating an experimental challenge in detecting them. The most recent
search for “double bang” events in IceCube has been based on the double pulse method [68].
This approach searches for two separate peaks in the waveform of any DOM in the event which
may be attributed to the first and second cascade, respectively. However, the phase space of
“double bang” events causing this feature in the waveform is small, and the identification effi-
ciency of this method is therefore low. No tau-neutrino candidate event has been observed using
the double pulse method in three years of detector data. An upper limit on the tau-neutrino flux
has been set to E2ντφντ < 5.1 · 10−18 GeV−1 cm−2 sr−1 s−1. A combination of the double pulse
method with the aforementioned identification of cascade- and track-like events has yielded the
most stringent measurement of the flavor composition with IceCube so far [48].
The aim of the analysis presented in this thesis is to identify tau-neutrino interactions in IceCube
and to measure the astrophysical neutrino flavor composition with unprecedented constraints on
the tau-neutrino fraction. A new identification method of tau-neutrino interactions is introduced.
It is obtained by the explicit reconstruction of a double cascade event topology which assumes
two subsequently linked cascades of the “double bang” signature. No specific event selection is
developed for this purpose. Instead, the high-energy starting event sample collected between
2010 and 2016 is used [4]. Efforts are focused on developing an identification method, enhancing
the resolution of observables that are sensitive to tau-neutrino interactions, and incorporating
important systematic uncertainties of the ice model. A method for neutrino flavor discrimination
is developed which is based on three event topologies (single cascades, double cascades, tracks)
and thus sensitive to all neutrino flavors. An anisotropy of the light scattering in the Antarctic
ice is properly incorporated into reconstruction algorithms and tested with calibration data.
The astrophysical neutrino flavor composition is measured using a binned maximum likelihood
estimation, which varies a sum of Monte Carlo templates until it best describes the observed
data. Constraints on the tau-neutrino fraction are improved due to the new identification
method using the double cascade event topology.
6 1 Introduction
The thesis is structured as follows. In Chapter 2, the high-energy neutrino landscape is de-
scribed. Properties of atmospheric and astrophysical neutrinos are discussed with a focus on
the energy spectrum and flavor composition. In Chapter 3, the IceCube Neutrino Observatory is
introduced. Relevant principles of neutrino detection, detector components and the procedures
of simulating and reconstructing an IceCube event are described. In Chapter 4, the development
of a tau-neutrino identification method is explained. The implementation of the double cascade
event reconstruction is presented and observables sensitive to tau-neutrino interactions are de-
rived. A method for neutrino flavor discrimination and the associated tau-neutrino identification
efficiency are examined. In Chapter 5, the systematic treatment of the ice anisotropy as a
major error source to tau-neutrino identification is described. The non-trivial incorporation into
existing reconstruction methods is solved by the development of a new method. It is based on
the combined use of an effective distance parametrization with photo spline tables. The double
cascade event reconstruction, including the ice anisotropy, is then tested using experimental
flasher LED data. A summary of the systematic treatment and conclusions to tau-neutrino
identification are given at the end of the chapter. The results presented in Chapter 4 include
the correct treatment of the ice anisotropy. In Chapter 6, the analysis method for measuring
the flavor composition is described. The model parameters of the likelihood fit, observables,
and systematic uncertainties are described. The sensitivity is presented separately for the astro-
physical tau-neutrino flux and astrophysical neutrino flavor composition. The last part of the
chapter examines the dependence of the tau-neutrino sensitivity on the imprecisely known spec-
tral shape of the astrophysical neutrino flux. In Chapter 7, the experimental results using the
six-year high-energy starting event sample are presented. Implications and possible explanations
of the results are discussed. Finally, a summary and a brief outlook are given in Chapter 8.
2 The High-Energy Neutrino Landscape
103 106 109 1012 1015 1018 1021
E [eV]
10−40
10−32
10−24
10−16
10−8
100
108
φ
[e
V
−1
cm
−2
s−
1
sr
−1
]
Solar
Terrestrial
SN 1987a
Diffuse SN
Atmospheric
GZK
AGN
GRB
Figure 2.1: Measured and predicted neutrino fluxes from natural sources shown for solar neutrinos [69],
terrestrial neutrinos [70], diffuse supernova neutrinos and from SN 1987a [71], atmospheric
neutrinos [72], neutrinos from active galactic nuclei (AGN) [73–75], from gamma-ray bursts
(GRB) [76], and cosmogenic neutrinos (GZK) [77]. Figure adapted from [5].
Neutrinos are elementary particles that carry no electrical charge, exist in three flavors, andhave a very small mass. They are also elusive particles, as they only interact weakly. For
neutrino astronomers, this is both favorable and hindering at the same time. On the one hand,
the highest-energy cosmic-ray sources in the universe may be discovered via associated neutrinos,
as they are likely neither deflected nor absorbed on their long path to Earth. On the other hand,
it is experimentally challenging to detect neutrinos precisely because they rarely interact. Aside
from particle accelerators and nuclear reactors, neutrinos are produced in many natural sources
(see Figure 2.1). The flux is largest at the MeV-scale and is due to nuclear fusion and decay
in the Sun and naturally occurring β-decay on Earth. A flux at a similar level was observed for
the supernova SN1987a in the Large Magellanic Cloud. However, this transient flux only lasted
a few seconds, while a steady diffuse neutrino flux from many supernova explosions throughout
the universe is estimated to be much lower. Neutrinos at energies above 1TeV are either of
atmospheric or astrophysical origin and the most interesting in the context of this thesis.
In Section 2.1, cosmic rays are introduced, because neutrinos are assumed to be produced in
conjunction at the same acceleration sites. In Section 2.2, atmospheric muons and atmospheric
neutrinos originating in cosmic-ray-induced air showers are described. In Section 2.3, the pro-
duction mechanisms and source candidates of a diffuse astrophysical neutrino flux are discussed
and the expected energy spectrum and flavor composition are examined.
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2.1 Cosmic Rays
An extra-terrestrial flux of high-energy atomic nuclei, known as cosmic rays, is steadily colliding
with Earth. It consists mainly of protons (∼ 79%) and helium nuclei (∼ 15%) but may also
contain small fractions of all heavier elements up to iron as well as electrons and positrons [78].
In Figure 2.2, the all-particle cosmic-ray energy spectrum is depicted from the geomagnetic
cutoff around 1GeV to the highest-energy cosmic rays that have ever been observed at just above
100 EeV. Up to approximately 100TeV, the flux is large enough to be measured directly with
satellite and balloon experiments. At larger energies, cosmic rays are only measured indirectly
with air shower experiments. The differential flux can be approximately described by an energy-
dependent sequence of three power-laws with varying spectral index
dN
dE
∼
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E−2.7 for 10GeV ≲ E ≲ 4PeV,
E−3.1 for 4PeV ≲ E ≲ 400PeV,
E−3.3 for 400PeV ≲ E ≲ 6EeV,
E−2.8 for E ≳ 6EeV,
(2.1)
where E is the energy per nucleus and dN/dE ≃ 1.8 · 104 GeV−1 s−1m−2 sr−1 at 1GeV [78].
The first spectral break point is known as the “knee” near ∼ 4PeV, above which the spectrum
softens from ∼E−2.7 to ∼E−3.1. A more subtle spectral feature is a “second knee” near
∼ 400PeV, above which the spectrum softens even further to ∼E−3.3 [79]. It hardens again
to ∼E−2.8 above the “ankle” around ∼ 6EeV.1 At even higher energies, there are indications
for a spectral cutoff of the cosmic-ray flux. The GZK-cutoff, named after Kenneth Greisen,
Georgiy Zatsepin, and Vadim Kuzmin, is hypothesized to be caused by the resonant interaction
of propagating cosmic rays with the cosmic microwave background (CMB), predominantly via
p + γCMB → ∆+ →
{
p + π0,
n + π+,
(2.2)
for protons near ∼ 50EeV [80, 81]. The proton energy is shifted towards lower energies by this
process, because a large amount of energy is transferred into the decays of the π0 and π+.
Even during extreme flares, the Sun is only capable of accelerating particles up to an energy of
∼ 1GeV [91]. Consequently, it is natural to wonder what mechanisms can accelerate cosmic
rays to much higher energies from 10GeV to 100 EeV and which sources may be involved where
this is possible. Enrico Fermi suggested that particles can be accelerated by stochastic scattering
across a propagating shock front through matter [92]. In first order Fermi acceleration,2 the
relative energy gain ∆E of a particle with energy E per scattering process is proportional to the
shock front velocity u
∆E
E
∼ u
c
, (2.3)
where c is the speed of light [93]. For example, shock fronts of a type II supernova have
u/c ≳ 10−2 which allows for a rather efficient acceleration. The following summary of the
process is based on [93]. The shock front propagates through an unshocked medium (e.g.
ionized gas) with a velocity u and drags the shocked medium with a velocity v . A charged
particle with an initial energy E0 crosses the shock front from the unshocked to the shocked
medium and elastically scatters off magnetic inhomogeneities until it is back in the unshocked
region. During each crossing, the particle gains a net energy of ∆E = αE0 such that the energy
of the particle is En = E0(1 + α)n after n cycles. Averaged over all directions, the fractional
1 A cosmic-ray particle with an energy above 1 EeV is denoted as ultra-high-energy cosmic ray (UHECR).
2 Second order Fermi acceleration is a different process, which is not related to shock fronts and less efficient.
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Figure 1
Overview of the cosmic ray spectrum. Approximate energies of the breaks in the spectrum commonly
referred to as the knee and the ankle are indicated by arrows. Data are from LEAP (4), Proton (5), AKENO
(6), KASCADE (7), Auger surface detector (SD) (8), Auger hybrid (9), AGASA (10), HiRes-I monocular
(11), and HiRes-II monocular (11). Scaling of LEAP proton-only data to the all-particle spectrum follows
(12).
www.annualreviews.org • The Highest-Energy Cosmic Rays 321
An
nu
. R
ev
. N
uc
l. P
art
. S
ci.
 20
09
.59
:31
9-3
45
. D
ow
nlo
ad
ed
 fr
om
 w
ww
.an
nu
alr
ev
iew
s.o
rg
 A
cc
ess
 pr
ov
ide
d b
y W
IB
62
63
 - D
eu
tsc
he
s E
lek
tro
ne
n S
yn
ch
rot
on
 (D
ES
Y)
 on
 03
/02
/18
. F
or 
pe
rso
na
l u
se 
on
ly.
 
Figure 2.2: The all-particle cosmic-ray flux as a function of the energy per nucleus. Data points are from
LEAP [82], Proton [83], AKENO [84], KASCADE [85], the Auger surface detector [86],
Auger hybrid [87], AGASA [88], and HiRes-I/-II monocular [89]. The spectral breaks referred
to as the “knee” and “ankle” are indicated by arrows. Figure reproduced from [90].
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energy gain depends linearly on the velocity of the moving shock front as given in Equation 2.3
with α ≃ 4v/3c. It is only possible for the particle to gain energy if it crosses the shock front
from the unshocked into the shocked medium and back. The number of cycles through which
the particle can go depends on the escape probability pesc = 4(u− v)/c that the particle leaves
the shock region. It is calculated by dividing the flux of particles which escape the acceleration
region by moving away from the shock front through the shocked medium by the flux of particles
which cross the shock front into the unshocked medium. The escape probability is therefore
proportional to the velocity difference of the shock front and the shocked medium. It follows
that the differential energy spectrum of N particles accelerated to an energy E is given by
dN
dE
∼
(
E
E0
)−γ
, (2.4)
where γ ≃ 1 + pesc/α = 1 + 3(u − v)/v . For non-relativistic shocks that move faster than the
speed of sound in the medium, this yields γ ≃ 2.1 [94]. Note that the spectral index only depends
on the velocities of the shock front and the shocked medium. The steeper observed ∼E−2.7
cosmic-ray spectrum can be reasonably explained by energy-dependent diffusion in magnetic
fields [95, 96]. An extension to the first oder Fermi acceleration model is the consideration of
relativistic shock fronts [97, 98]. Other acceleration mechanisms have been proposed in recent
years such as magnetic reconnection [99] and plasma wakefield acceleration [100].
In general, acceleration only works efficiently if the shock region is much larger than the gyro-
radius of the scattered particle which would otherwise escape the acceleration process too
quickly. Anthony Hillas used this requirement to classify possible source candidates of cosmic
rays by relating the necessary extension and magnetic field of a source to the maximum attainable
energy of a particle [101]. The Hillas criterion for this energy is(
Emax
1018 eV
)
=
3
20
βz
(
B
G
)(
R
1017 cm
)
, (2.5)
where R is the extension and B the magnetic field of the source, β = v/c the velocity of the
shock front in units of the speed of light and z the charge number of the cosmic-ray particle. In
Figure 2.3, this relation is depicted in comparison with several source classes. The diagonal lines
indicate a threshold below which a source is not capable of confining a particle with energy E
and charge z . Because the disk of the Milky Way is not thicker than 1 kpc [102] and its magnetic
field strength is of the order of a few µG [103], the Hillas diagram illustrates that UHECRs must
be accelerated in extra-galactic sources. In contrast, galactic supernova remnants (SNR) are
prime source candidates for low-energy cosmic rays. They eject an expanding shock wave from
the explosion of a massive progenitor star which interacts with the interstellar medium. Although
the galactic supernova rate is not well-known, the translation of a few percent of the shock wave
energy to particle acceleration would suffice to explain the flux of cosmic rays up to an energy of
∼ z · 100TeV below the “knee” [94]. While the origin of cosmic rays in the intermediate region
is still uncertain [104], the sources of UHECRs are likely extra-galactic. The acceleration might
occur in large magnetic fields which are generated by massive bulk flows of relativistic charged
particles and powered by immense gravitational forces in the vicinity of neutron stars or black
holes. Conceivable source candidates for these highest-energy cosmic rays are active galactic
nuclei (AGN) [105] and gamma-ray bursts (GRB) [106]. AGNs are very luminous compact
regions in the center of a galaxy and powered by a supermassive black hole. Ambient matter
forms an accretion disk and converts gravitational into electromagnetic energy by emitting a
broad electromagnetic spectrum from radio to gamma radiation. Some AGNs form relativistic
beams of intense radiation (jets), which can terminate in lobes (hot spots). AGN accretion
disk, jets, and hot spots could potentially accelerate cosmic rays up to ∼ 100EeV [107].
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developed in the case of a pulsar wind by Buckley (1977) and by Contopoulos & Kazanas (2002).
A detailed discussion of magnetar winds is also made by Arons (2003).
Other acceleration mechanisms have been proposed and may contribute to the acceleration of
cosmic rays in theGalaxy. These include a variety of second-order processes andmany of them can
be observed to operate in solar physics. However, they are believed to be too slow to be relevant
to the acceleration of UHECRs.
6. CANDIDATE SOURCES AND THEIR SIGNATURES
The requirements for astrophysical objects to be sources of UHECRs are quite stringent. After
reviewing some of the basic requirements in Section 6.1, we briefly discuss plausible sources
such as accretion shocks in large-scale structures (Section 6.1.1), AGN (Section 6.1.2), GRBs
(Section 6.1.3), and neutron stars or magnetars (in Section 6.1.4). For these different classes of
candidate sources, we discuss the possibility of locating the sources with UHECR observations
in Section 6.2 and review possible ways of discovering the sources with secondary photons and
neutrinos in Section 6.3.
6.1. Candidate Source Requirements
The Larmor radius, rL = E/Ze B ∼ 110 kpc Z−1(µG/B)(E/100EeV), of UHECRs in Galactic
magnetic fields is much larger than the thickness of the Galactic disk. Thus, confinement in the
Galaxy is not maintained at the highest energies, motivating the search for extragalactic sources.
Requiring that candidate sources be capable of confining particles up to Emax translates into a
simple selection criterium for candidate sources with magnetic field strength B and extension
R (Hillas 1984): rL ≤ R, i.e., E ≤ Emax ∼ 1EeV Z (B/1µG)(R/1 kpc). Figure 8 presents the
so-called Hillas diagram, where candidate sources are placed in a B−R phase-space, taking into
account the uncertainties on these parameters. Most astrophysical objects do not even reach
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Figure 2.3: Hillas diagram relating the magnetic field strength B and size R of a source. The diagonal lines
indicate the threshold region above which a source would be capable of confining protons up
to a maximum energy of 1021 eV (blue line) and iron nuclei up to 1020 eV (red line). Contours
are shown for the most promising source candidates for cosmic-ray acceleration. See text for
description of source classes. Neutron stars, white dwarfs and, shocks of the intergalactic
medium (IGM) are not considered in this context. Figure reproduced from [108].
GRBs are extremely bright transient flashes of gamma radiation which typically last from mil-
liseconds to several minutes. In their short emission time they are more luminous than any other
steady gamma-ray source in the universe [109]. GRBs are described theoretically by the fireball
shock model [110], which predicts an initial short burst of highly energetic gamma radiation
and a longer lasting after-glow emitting a broad waveband from x-ray to radio. Long GRBs
with a duration above 2 s are thought to be associated with the core-collapse of a supermassive
progenitor star [111], whereas shorter GRBs are likely caused by the merging of two neutron
stars or a neutron star with a black hole [112, 113]. Both scenarios are assumed to form highly
relativistic jets with multiple shock fronts, thereby accelerating cosmic rays.
2.2 Extensive Air Showers
Highly energetic cosmic rays do not reach the surface of the Earth but rather interact in the
atmosphere. While penetrating the atmosphere, the cosmic-ray primary particle collides with an
atomic nucleus in the air. The interaction produces a cascade of countless secondary particles
through subsequent collisions, which share the initial energy of the primary particle. This process
stops when the energy per particle falls below the production threshold for new particles. It is
called an extensive air shower (EAS) and can be several kilometers wide when it reaches the
surface of the Earth. The principle of an EAS and suitable detection techniques are illustrated
in Figure 2.4. The dominant fraction of an air shower contains charged and neutral pions.
The π0 → 2γ decay feeds the electromagnetic component of the shower, which can be readily
detected by radio emission and fluorescence or Cherenkov light. The π± → µ± + (—)νµ decay
produces muons and neutrinos. Muons generally arrive at the surface, where they can be
detected by large arrays of particle detectors. They can also penetrate deep into the ground if
their energy is large enough. The illustrated detection techniques are not sensitive to neutrinos.
However, a large underground detector like IceCube (see Chapter 3) is capable of detecting the
highest-energy atmospheric muons and neutrinos from cosmic-ray-induced air showers.
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Figure 2: Left: Simplified sketch of an air shower and possible detection techniques. Real air showers
contain more particle types than displayed, but most detection techniques (radio, air-Cherenkov and
fluorescence light) are only sensitive to electrons and positrons. Particle detectors also measure muons,
which generally reach further out than the electromagnetic component. Right: Longitudinal shower
profile for different particle types.
forward direction, i.e., at high pseudorapidities, are very relevant for air showers, but not well studied at
accelerator experiments. Therefore, the hadronic interaction models use extrapolations and postulated
assumptions for ultra-high-energy interactions. Until now, no hadronic interaction model has been able
to describe all air-shower measurements consistently. In particular, the models predict fewer muons on
ground than measured [58, 59]. However, the electromagnetic component of air-showers, which is the
one relevant for the radio emission, is described consistently. Thus, it can be assumed that the choice
of a certain hadronic interaction model has little impact on the simulation and interpretation of the
radio emission by air showers, but this has not yet been investigated in detail.
2.4 Detection techniques for air showers
Since the discovery of air-showers several detection techniques have been developed and are still used
(see figure 2). These can be classified into two main categories: First of all the direct detection of
air-shower particles on ground or underground. Secondly the measurement of electromagnetic radiation
generated directly or indirectly by the electromagnetic component of the air shower (with only a minor
contribution by the muonic component), in particular air-fluorescence and air-Cherenkov light at optical
and ultraviolet frequencies, and radio emission. Other emission processes of the electromagnetic shower
component, like molecular bremsstrahlung, have been proposed [60], but could not yet be experimentally
confirmed [61, 62]. In all cases the shower direction is accessible by measuring arrival times of the signal,
and the energy is accessible by integration of the measured signal strengths, i.e., either of the amount of
measured particles on ground or the amount of measured electromagnetic radiation. The composition-
sensitive variables Xmax and electron-muon ratio are usually more difficult to measure, e.g., for radio
measurements Xmax is not directly visible, but can be reconstructed from several properties of the
measured signal (cf. chapter 6).
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Figure 2.4: Sketch of an extensive air shower and suitable detection techniques. A primary cosmic-
ray particle interacts with an atomic nucleus in the atmosphere and produces a cascade of
particles. The d cay of π0 feeds the electromagneti c mponent of the shower whi h can
be readily detected by radio emission and fluorescence or Cherenkov light. The decay of π±
produces muons and muon-neutrinos. Muons generally reach the surface, where they can
be detected by large arrays of particle detectors. Neutrinos cannot be detected with the
displayed techniques but rather with large-volume detectors constructed deep underground,
such as IceCube. The sketch is simplified, because a real shower contains significantly more
particles and involves more complicated processes. Figure reproduced from [114].
2.2.1 Atmospheri Muons
Muons are unstable particles with a lifetime of 2.2µ and a mass of 105.7MeV/c2 [78]. In
air showers, they ar ypically produced at an altitude of 10 − 15 km and generally reach the
surface of the Earth due to relativistic effect . For example, a muon with an energy of 2.4GeV
has a decay length of 15 km, which reduces to 8.7 km if its continuous energy losses due to
ionization in the atmosphere are taken into account [78]. More energetic muons not only reach
the surface of the Earth but also penetrate deep int the ground. They are an important
atmospheric background in underground neutrino detectors.
The atmospheric muon flux depends on the energy and zenith angle of a muon. The flux follows
the parent cosmic-ray spectrum of ∼E−2.7 in the energy range between 10−100GeV, becomes
increasingly steeper towards higher energies, and can be approximated by an ∼E−3.7 spectrum
above 10TeV [78]. The reason is that charged pions are more likely to decay than interact
at lower energies, thus preserving the cosmic-ray spectrum. However, with increasing energy,
pions can interact several times before they decay and transfer a substantially smaller amount
of energy to the muon. Atmospheric muons are less energetic for vertical showers and more
energetic if coming from the horizon. This is mostly explained by the much longer propagation
length of a few hundred kilometers of horizontally arriving muons compared to a few kilometers
for vertical muons. As the decay length of a muon is energy-dependent, most horizontally
arriving muons have already decayed, leaving only the highest-energy muons to be detected. In
addition, nearly horizontal showers produce more high-energy muons, because the atmosphere
is less dense and, consequently, secondary pions are more likely to decay than interact.
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Another important spectral feature is caused by the different production mechanisms of atmo-
spheric muons. The decays of charged pions and kaons, which occur frequently in air showers,
produce conventional atmospheric muons. Because charged pions and kaons have a compa-
rably long lifetime, they likely interact before decaying, thereby steepening the muon spectrum.
Depending on energy, conventional muons can occur in bundles of up to hundreds or even
thousands of muons per shower. In contrast, prompt atmospheric muons are thought to be
produced much less frequently in the decay of very short-lived hadrons. These come either
from the leptonic decays of heavy charmed mesons (D,Ds) or from the di-muon decays of light
vector mesons (η, ρ,ω) [115]. They typically have much shorter lifetimes than charged pions
and kaons (∼ 10−4 times shorter [78]). Consequently, they almost always decay before inter-
acting and transfer a large fraction of the initial primary energy to a single secondary muon.
Therefore, prompt muons do not occur in bundles but rather emerge as a single highly energetic
muon from the air shower and produce a significantly harder spectrum than E−3.7. Due to the
higher production threshold of charmed mesons, the prompt muon flux is also much lower than
the conventional muon flux and only detectable at energies well above a few hundred TeV.
The IceCube detector is located 1.5 − 2.5 km deep below the surface such that the ice sheet
in between absorbs a large fraction of the atmospheric muons. The vertical intensity of muons
is reduced by a factor of ∼ 103 − 104 compared to the surface [116]. Nevertheless, IceCube
is a very large detector and records ∼ 3000 muons per second (see Section 3.2.3). Naturally,
the muon spectrum shifts towards higher energies, because low-energy muons are less likely to
survive propagation through the thick ice sheet than high-energy muons.
The energy spectrum of the atmospheric muon flux has been measured up to ∼ 100TeV with
detectors at sea level, underground, and underwater [116] and up to ∼ 1PeV with IceCube [117].
The result of the latter measurement is shown in Figure 2.5 in comparison to conventional and
prompt muon flux predictions from the GaisserH3a cosmic-ray composition model [118]. As
mentioned above, the flux is well described by an E−3.7 spectrum and shows indication for a
prompt component at the highest energies, albeit with large uncertainties.
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Figure 25: All-sky muon energy spectrum and predictions based on H3a (left) and Global Fit model (right) [13]. Best
fit parameters are listed Table 8.
CR Model Best Fit (ERS)  2/dof 1  Interval (90% CL) Pull (  )  ( Prompt > 0)
GST-Global Fit [13] 2.14 7.96/9 1.27 - 3.35 (0.77 - 4.30) 0.01 2.64
H3a [13] 4.75 9.09/9 3.17 - 7.16 (2.33 - 9.34) -0.03 3.97
Zats.-Sok. [35] 6.23 13.98/9 4.55 - 8.70 (3.59 - 10.68) -0.23 5.24
PG Constant    [33] 0.94 9.07/9 0.36 - 1.63 (< 2.15) 0.03 1.52
PG Rigidity [33] 6.97 5.86/9 4.73 - 10.61 (3.53 - 13.83) -0.06 4.35
Table 8: Result of model-dependent fit to all-sky muon energy spectrum. Note that for muons, the prompt flux
is expected to include a substantial contribution from electromagnetic decays of light vector mesons, which is not
present in neutrino spectra [56].
fprompt(Eµ, cos ✓) ⌘
 prompt(Eµ, cos ✓)
 total(Eµ, cos ✓)
'
 
1 +
E1/2 · cos ✓
Eµ · fcorr(Eµ)
! 1 (14)
In this approximation, the prompt contribution is de-
scribed independent of the muon flux  µ(Eµ). The
repartition between the two components at a given en-
ergy can therefore be measured from the angular distri-
bution alone. The e↵ect of higher order terms, such as
departure of the angular distribution from a pure sec ✓zen
dependence due to the curvature of the Earth and devia-
tions of the nucleon spectrum from a simple power law,
have been estimated as less than 10% using a full DP-
MJET [87] simulation of the prompt component.
In this study, the measurement of the prompt flux was
based on splitting the event sample into two separate
sets according to the reconstructed zenith angle. The
ratios between experimental data and Monte-Carlo sim-
ulation were then combined into a single parameter de-
fined as:
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Figure 2.5: Measurement of the all-sky atmospheric muon spectrum above 10TeV obtained from single
muon events in the IceCube detector. It is compared to the prediction of the conventional
and prompt muon fluxes from the GaisserH3a cosmic-ray composition model [118]. The flux
is scaled by E−3.7µ to enhance the visibility of spectral features. Figure reproduced from [117].
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2.2.2 Atmospheric Neutrinos
Atmospheric neutrinos are generated numerously in cosmic-ray-induced air showers, and mostly
appear in conjunction with atmospheric muons. Relevant production processes vary depending
on energy. The dominant source of conventional atmospheric neutrinos is due to the decays
of charged pions and kaons
π± → µ± + (—)νµ, (2.6)
K± → µ± + (—)νµ, (2.7)
K± → π0 + e± + (—)νe, (2.8)
K0L → π± + e∓ +
(—)
νe. (2.9)
Almost all conventional atmospheric electron-neutrinos are produced in the decay of kaons.3 At
energies well above 100GeV, charged pions no longer significantly contribute to the production
of atmospheric muon-neutrinos (unlike for atmospheric muons) [120]. Consequently, conven-
tional atmospheric neutrinos are predominantly produced in the decay of kaons in the relevant
energy region accessible with IceCube. Due to the different production efficiency and branch-
ing ratios of Equations 2.6 to 2.9, muon-neutrinos are produced in much higher numbers than
electron-neutrinos. The flavor ratio νµ : νe is strongly energy-dependent and ranges between
∼ 20− 30 from ∼ 1TeV − 1PeV for conventional atmospheric neutrinos [120].4
In contrast, prompt atmospheric neutrinos are produced in the decays of charmed mesons
D0, D± → e± + (—)νe + X, (2.10)
D0, D± → µ± + (—)νµ + X, (2.11)
where X stands for anything in the inclusive decay mode.5 Because the branching ratios of the
inclusive decays into electron- and muon-neutrinos are almost identical, the expected flavor ratio
is νµ : νe ≃ 1 : 1 for prompt atmospheric neutrinos alone [78]. The production of atmospheric
tau-neutrinos is strongly suppressed and effectively expected to occur only via
D±s → τ± +
(—)
ντ and the subsequent decay τ± → µ± + (—)νµ + (—)ντ. (2.12)
The tau-neutrino contribution to the total prompt flux is ∼ 5% and is generally negligible [121].
The resulting atmospheric flavor composition is νe : νµ : ντ ≃ 1 : 1 : 0.1 for prompt neutrinos
between ∼ 1PeV and ∼ 100PeV. The energy spectrum of the atmospheric neutrino flux can
be approximately described by two power-laws
dN
dE
∼
{
E−3.7 for conventional atmospheric ν (above ∼ 100GeV),
E−2.8 for prompt atmospheric ν (below ∼ 100TeV). (2.13)
It is steeper for conventional neutrinos, because the parental charged pions and kaons are likely
to interact multiple times before they decay. Prompt neutrinos are produced in the immediate
decay of short-lived hadrons without prior interaction and do not lose energy on their propagation
3 A recent study found a significant contribution of K0S → π± + e∓ +
(—)
νe to the atmospheric electron-neutrino
flux above 100TeV. Although the branching ratio is very small, the lifetime of the K0S is so short that its
negligence underestimated the previously modeled flux by ∼ 30% [119].
4 Note that the muon decay does not contribute to the νe-fraction in this energy range, because it only occurs
after the muon has lost a substantial amount of energy.
5 Unlike for prompt atmospheric muons, the decay of light vector mesons, such as η, ρ,ω, cannot produce
prompt atmospheric neutrinos.
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path from the production point in the shower to the interaction point in the detector. Therefore,
the prompt neutrino flux approximately follows the same spectrum as the primary cosmic-ray
flux. The conventional neutrino flux additionally depends on the zenith angle and is largest
for neutrinos coming from the horizon. As explained in the previous section, this is due to the
longer propagation of air showers through less dense parts of the atmosphere. This increases the
interaction length for charged pions and kaons and thus the probability that they decay before
they interact. Consequently, the vertically down-going conventional neutrino flux is suppressed in
comparison. Because charmed mesons decay immediately and independently of the atmospheric
density, the prompt neutrino flux is constant in zenith angle. See Figure 2.7 in Section 2.3.2
for an illustration of the energy and zenith dependence of the atmospheric neutrino flux, where
it will be discussed in the context of searching for a diffuse astrophysical neutrino flux.
The energy spectrum of the conventional atmospheric neutrino flux has been measured up to a
few hundred GeV with underground neutrino experiments such as Super-K [122] and the Fréjus
Nucleon-Decay Detector [123] and up to a few hundred TeV with IceCube [124]. The result
of the latter measurement is shown in Figure 2.6 for the conventional atmospheric electron-
and muon-neutrino fluxes and agrees well with model predictions [125]. A prompt atmospheric
neutrino flux has yet to be observed, because the predicted normalization resides below the
currently accessible detection threshold [121]. 13
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FIG. 11. For a given astrophysical spectral index (x axis)
in the upper panel, the best fit prompt flux (blue line) and
its errors (band at 68% C.L.) from the profile likelihood scan
are obtained. The bottom panel shows the range of allowed
region of the index parameter from the full fit.
down-going prompt neutrinos will be accompanied by
muons which will cause the event to be rejected. This
will show up as a change in the zenith angle distribution,
with down-going events suppressed, in contrast to the
astrophysical component, which will remain isotropic.
The presence of very high energy events (∼1 PeV) in
the downward region favors the astrophysical component
over the prompt component. It should be noted that the
presence of the cosmic-ray knee introduces a kink into
the prompt component spectrum. As Fig. 12 shows,
at energies above a few hundred TeV, this kink further
reduces the prompt component.
Since the fit results for the conventional components
are not influenced by the prompt or astrophysical com-
ponents, we obtain the conventional νe spectrum inde-
pendent of assumptions about the other components. A
separate fit is performed by introducing conventional νe
components divided into four true energy ranges while
keeping all of the other components unchanged. The re-
sulting best-fit normalizations in each range produce the
neutrino fluxes as shown in Fig. 12 and Table III. The
fit finds good agreement with models of the conventional
νe flux. The other components in the fit show consistent
values when compared to the previous baseline fit.
The relatively high conventional νe flux normalization
measured in the first fit can be further examined by vary-
ing the relative contribution from π and K to the con-
ventional neutrino fluxes. In a third fit, we introduce an
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FIG. 12. The atmospheric νe flux result (shown as red filled
triangles). Markers indicate the IceCube measurements of
the atmospheric neutrino flux while lines show the theoreti-
cal models. The black circles and the blue band come from
the through-going upward νµ analyses [3, 4]. The open tri-
angles show the νe measurement with the IceCube-DeepCore
dataset [2]. The magenta band shows the modified ERS pre-
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TABLE III. The results of the binned (‘second’) fit to the νe
flux for an E−2 spectrum, in four energy bins.
log10 E
min
ν −log10 Emaxν ⟨Eν⟩(GeV) E2νΦν(GeV cm−2s−1sr−1)
2.0 − 2.5 270 (1.0± 0.9) × 10−5
2.5 − 3.0 590 (7.6± 1.9) × 10−6
3.0 − 4.0 2.5 × 103 (6.4± 2.6) × 10−7
4.0 − 5.0 20.7 × 103 (3.5± 3.3) × 10−8
extra fit parameter (ξ) which modifies the K contribu-
tions in Eq. 7 and in Eq. 8 simultaneously.
Φνµ(ξ) = C ·E−2.65νµ · (wπ + ξ · wK) (7)
Φνe(ξ) = C
′ ·E−2.65νe · ξ · wK′ (8)
A value of ξ = 1 corresponds to the standard expec-
tations based on the modified Honda model and a value
of ξ > 1 corresponds to increased kaon production. As
the conventional νµ and νe flux normalizations are fixed
to the baseline model, ξ probes the deviations from the
model due to relative K contribution. The νe normaliza-
tion C′ and the kaon weight wK′ are fixed at the Honda
flux. For the νµ part, while the change in ξ corresponds
to a change in shape of the energy distribution, the total
number of νµ events is fixed to the baseline expectation
Figure 2.6: Measurement of the conventional atmospheric neutrino flux with the IceCube detector. The
muon-neutrino flux was obtained in [126, 127] and the electron-neutrino flux in [124, 128].
Predictions are shown for conventional neutrinos based on the HKKMS model [125] and the
Bartol [129] model and for prompt neutrinos based on the ERS model [121]. The HKKMS
model is s own as baseline and as a modified version whic incorporates corrections of the
“knee”-region in the GaisserH3a cos ic-ray composition model [118, 130] and an additional
contribution of the K0S decay to the νe flux [119]. Figure r produced from [124].
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2.3 Astrophysical Neutrinos
Neutrinos of astrophysical origin are expected to be produced in conjunction with cosmic rays.
Suitable sources must be capable of accelerating particles up to extremely high energies and
have ambient matter or radiation fields nearby. Cosmic rays could then interact before they
escape the source environment and thereby produce neutrinos in the subsequent decay of sec-
ondary particles. Neutrinos are excellent messenger particles, because they propagate from the
acceleration site in the cosmos to the detector on Earth without being deflected. Hence, the
sources of cosmic rays could potentially be identified by finding neutrino point sources and by
characterizing the energy spectrum and flavor composition of a diffuse neutrino flux.
2.3.1 Production Mechanisms and Source Candidates
Production mechanisms of astrophysical neutrinos are typically divided into two classes, which
differ by the environment of source candidates (“beam dump”). In the hadronuclear scenario,
cosmic rays interact with surrounding matter close to the acceleration site. As cosmic rays are
mostly protons (c.f. Section 2.1) and interstellar gas or plasma clouds typically consist of neutral
or ionized hydrogen, this is also called the pp-scenario (or pn-scenario if neutrons are involved).
In contrast, the photohadronic scenario is characterized by the interaction of cosmic rays with
ambient radiation fields and is thus also called the pγ-scenario.
In the pp-scenario, the inelastic scattering of a highly energetic proton from the acceleration
process with a thermal proton from the beam target creates a particle shower similar to cosmic-
ray-induced air showers in the atmosphere (c.f. Section 2.2). Among other particles, numerous
neutral and charged pions are produced in the process. They are also produced in the pγ-scenario
in which a proton interacts with a photon of the ambient radiation field predominantly via
p + γ → ∆+ →
{
p + π0,
n + π+.
(2.14)
The process is similar to Equation 2.2, with the difference that the photon from the source can
be much more energetic than a photon from the cosmic microwave background. Consequently,
the proton can be much lower in energy to reach the production threshold of the ∆+-resonance.
In addition to this resonant production, pions can be generated via inelastic scattering of p + γ
if the center-of-mass energy is larger than the rest mass of the pion.
Neutrinos are generally produced in both the hadronuclear and photohadronic scenarios through
the production of secondary pions. While the decay π0 → 2γ contributes to potentially observ-
able gamma radiation of the source, neutrinos are produced via
π± → µ± + (—)νµ and the subsequent decay µ± → e± + (—)νe + (—)νµ. (2.15)
In contrast to the production of atmospheric neutrinos, the density of the source environment is
generally assumed to be low enough for the muon to decay without losing energy. This implies
that all neutrinos in Equation 2.15 share a similar fraction of the initial energy. On average,
each neutrino receives ∼ 1/20 of the initial energy of the primary cosmic-ray particle if it is a
proton and all secondary particles decay without previous interactions or energy losses [131].
Consequently, the neutrino energy spectrum is expected to follow a power-law similar to the
parent cosmic-ray spectrum, depending on the production mechanism and source class (c.f.
Section 2.1). This production scenario yields a flavor composition of νe : νµ : ντ = 1 : 2 : 0
at the source, however, other flavor compositions that depend on the source environment and
cosmic-ray energy are also conceivable [59]. This will be discussed further in Section 2.3.3.
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There are many conceivable source candidates for astrophysical neutrino emission which have
been increasingly constrained by the IceCube and ANTARES experiments, in particular. A
summary of the current status of neutrino astronomy is given in [132]. The most important
theoretical production mechanisms and experimental results are briefly sketched in the following.
An upper limit on the astrophysical neutrino flux called the Waxman-Bahcall-bound has been
derived by Eli Waxman and John Bahcall [76, 133]. The idea is that the entire UHECR flux
produces the astrophysical neutrino flux and regenerates itself in the process, without exceeding
measurements. The original derivation is based on a few prerequisites. First, the cosmic-ray flux
is generated by Fermi acceleration of protons with an E−2 spectrum (c.f. Section 2.1). Second,
all protons undergo pγ-interactions, thereby producing protons and neutrons as well as gamma
rays and neutrinos from the decay of π0 and π+, respectively (c.f. Equation 2.14). Third, the ac-
celeration site is optically thin for neutrons, allowing their escape and subsequent β-decay, which
produces more neutrinos and regenerates the highest-energy protons of the cosmic-ray spectrum.
Constrained by the observed cosmic-ray spectrum above the “ankle”, the Waxman-Bahcall-bound
for an all-flavor astrophysical neutrino flux is E2νΦ
W.B.
ν ≤ 3.4 · 10−8 GeV cm−2 sr−1 s−1 [76]. This
updated limit also accounts for the possibility that neutrinos are produced in the pp-scenario in
the vicinity of the sources. However, it can be considerably weaker if the observed cosmic-ray
energy spectrum E−2.8 instead of a generic E−2 spectrum is used [134]. A diffuse astrophysical
neutrino flux of the order of the Waxman-Bahcall-bound, albeit with a steeper spectrum, has
been measured in the range of a few TeV to a few PeV with IceCube (see Section 2.3.2).
Neutrinos in this energy range are assumed to be produced near the acceleration sites of cosmic
rays, and therefore have the same source candidates (c.f. Section 2.1).
While galactic neutrino source candidates are conceivable, they are experimentally disfavored.
Although gamma-ray measurements of galactic SNR predict a few sources that are potentially
resolvable in neutrinos, the estimated diffuse flux from the galaxy is well below current mea-
surements [135]. A dedicated search for sources within the galactic plane has seen no excess in
neutrinos [60]. A similar class of sources is a specific type of core-collapse supernovae, which is
expected to produce neutrinos in the collision of the supernova ejecta with massive circumstel-
lar material [136]. However, a recent search has seen no associated clustering of high-energy
neutrinos around the direction of known core-collapse supernovae [57].
In contrast, extra-galactic neutrino source candidates such as AGNs and GRBs are more
favorable. Neutrino emission has been modeled from the accretion disk of AGNs [73–75] and
from associated jets [137]. A dedicated search for neutrino emission from populations of Fermi
blazars found that these sources cannot account for more than 10−20% of the diffuse neutrino
flux observed with IceCube [55]. GRBs have been proposed as prime candidates for cosmic-ray
and associated neutrino production for a long time. Neutrinos may be emitted during different
phases of a GRB, such as the pre-burst of the progenitor star [138], the prompt gamma-ray
emission during the burst [76], and potentially in conjunction with the afterglow [139]. However,
an initial search with IceCube produced no evidence for high-energy neutrinos associated with
gamma-bright GRBs [140], and an extended search tightened these constraints by finding that
they cannot account for more than ∼ 1% of the diffuse neutrino flux detected by IceCube [141].
Hence, the origin of these neutrinos is currently unclear.
Extremely energetic cosmogenic neutrinos are expected due to the GZK-cutoff [142]. They
are hypothesized to be produced in the decay of the π+ through the interaction of propagating
cosmic-ray protons above 50 EeV with the CMB (c.f. Section 2.1). The additional observation
of the diffuse extra-galactic gamma-ray background by Fermi LAT (expected from the associated
decay of π0) tightens the constraints on the cosmogenic neutrino flux and places an upper limit
of the order of E2νΦν ≲ 10−8 GeV cm−2 sr−1 s−1 for neutrinos near 1 EeV energy [77]. However,
no neutrinos close to this energy have been observed with IceCube so far [143].
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The simultaneous production of gamma rays and neutrinos implies a tight connection between
these messengers within the context of studying cosmic-ray acceleration. A coincidental ob-
servation through multi-messenger astronomy and the clear establishment of the connection
between the diffuse gamma-ray and neutrino fluxes would be the key ingredients for identifying
the sources of cosmic rays. However, some of the aforementioned models rely on simplified
assumptions, while the reality may be more complicated. In particular, neutrino emission from
the pγ-scenario is significantly reduced if UHECRs are heavier nuclei than protons. In this case,
photo-disintegration becomes the dominant process in which the interaction with a photon
causes the nucleus to be split into smaller fragments without emitting a neutrino [144]. This
significantly reduces the predicted flux of cosmogenic neutrinos [77]. Furthermore, the neutrino
emission expected from such sources can be significantly altered when not only considering
the full reaction chain of the pγ-scenario but also proton synchrotron radiation, synchrotron
self-Compton scattering, and cascades from electron-positron-pairs [145].
2.3.2 Observation of a Diffuse Astrophysical Neutrino Flux
A diffuse neutrino flux is produced by a sum of neutrino-emitting sources, none of which is strong
enough to be individually detectable. Because neutrinos should be produced in association with
cosmic rays via pp- or pγ-interactions in the “beam dump”-scenario, it is reasonable to assume a
power-law spectrum dN/dE ∼ E−γ for the astrophysical neutrino flux model as well. As long
as no individual point sources or source regions (such as the galactic plane) are resolvable, it is
also reasonable to model the arrival directions of the flux isotropically. The ratio of neutrinos to
antineutrinos is generally fixed to ν : ν¯ = 1 for any flavor. This assumption does not necessarily
hold for each individual source. The ratio is generally dependent on the excess of π+ over π−
(or heavier mesons) produced in the interaction of cosmic rays with the “beam dump”. While
pp-interactions produce charged pions in approximately equal numbers (with a slight overburden
of π+ due to the fact that both cosmic rays and target material are protons), pγ-interactions
produce fewer π−, most of which through multi-pion production. Due to the lack of π−, the
∆+-resonance would predominantly emit νµ and νe but no antineutrinos as can be deduced from
Equation 2.14 and Equation 2.15. Consequently, the model assumption ν : ν¯ = 1 is motivated
by averaging over many conceivable sources. It is not critical, because neutrino and antineutrino
interactions are indistinguishable in the IceCube detector in any case. An exception, however, is
the resonant production of a W− in the interaction of a ν¯e with a shell-electron of the detector
material, named Glashow-resonance (see Section 3.1.1). It is only observable for ν¯e at 6.3 PeV
and is sensitive to the production mechanisms at the source [146], however, has many caveats
and is challenging under realistic assumptions [147]. The last model assumption is that the
flavor composition is fixed to νe : νµ : ντ = 1 : 1 : 1 unless it is an explicit measurement
quantity. This will be discussed in greater detail in Section 2.3.3.
In the search for astrophysical neutrinos, even deep-underground detectors like IceCube need to
manage a large background of atmospheric muons and neutrinos from cosmic-ray-induced
air showers. As mentioned in Section 2.2.1, IceCube detects ∼ 3000 muons per second at
trigger level, whereas typical event selections yield between ∼ 10− 100 astrophysical neutrinos
per year, of which only few are at energies above a few hundred TeV (see e.g. [46]). Hence,
the main aim of any event selection is to reduce atmospheric backgrounds to a level where
astrophysical neutrinos become detectable. This is more efficiently realized for atmospheric
muons than for atmospheric neutrinos. Atmospheric muons leave a detectable signature in
the outer parts of the detection volume, because they are charged particles and always enter
from outside. This is employed in the high-energy starting event selection (see Section 4.2)
in which the outer detector boundary is defined as veto region for the detection of incoming
muons. In contrast, neutrinos may pass the veto region without detection and interact in the
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inner part of the detector. The signature of an atmospheric neutrino is, in principle, identical to
an astrophysical neutrino. However, the combined set of all observed neutrinos can distinguish
the two cases on a statistical basis, when proxies for the neutrino energy and zenith angle are
fully employed. The dependence of the flux on these observables is depicted in Figure 2.7. It
can be seen that the conventional atmospheric neutrino flux is much steeper than the observed
astrophysical neutrino flux. Consequently, neutrinos at particularly high energies cannot be
explained by assuming an atmospheric origin. In addition, the zenith angle distribution differs for
conventional atmospheric and astrophysical neutrinos. While the flux of the latter peaks around
the horizon (c.f. Section 2.2.2), the astrophysical neutrino flux is assumed to be isotropic.
Evidently, the modeled prompt atmospheric neutrino flux is similar to the astrophysical neutrino
flux in both energy spectrum and zenith dependence. This makes it experimentally challenging
to disentangle prompt atmospheric from astrophysical neutrinos. Many searches, such as the
high-energy starting event selection, employ the self-veto effect in which a discarded muon
simultaneously reduces accompanying atmospheric neutrinos from the same air shower [148].
The self-veto efficiency is highest for small zenith angles and large energies. Hence, the down-
going region cos θ ≃ 1 at energies above 100TeV in Figure 2.7 is most sensitive to astrophysical
neutrinos if atmospheric muons can be discarded efficiently. A more conservative upper limit on
the prompt neutrino flux was derived for a maximal intrinsic charm contribution to the forward-
scattering region of an air shower [149]. It might significantly increase the contribution of
the atmospheric neutrino flux in the TeV energy region but cannot explain the highest-energy
neutrinos observed between a few hundred TeV and a few PeV by IceCube.
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Figure 2.7: Dependence of the atmospheric and astrophysical neutrino fluxes on the energy and zenith
angle. In the left plot, the flux is depicted as a function of the neutrino energy while being
averaged over all zenith angles. The conventional atmospheric flux based on the HKKMS
model [125] is shown for muon-neutrinos (blue) and electron-neutrinos (red), along with the
prompt neutrino flux based on the ERS model [121] for the sum of electron- and muon-
neutrinos (magenta) with a composition of νe : νµ = 1 : 1. In addition, the recently updated
measurement of the astrophysical neutrino flux is shown for the sum of all flavors (gray)
with a composition of νe : νµ : ντ = 1 : 1 : 1 [4]. In the right plot, the flux is depicted
as a function of the zenith angle for three different energies at 1TeV (dotted lines), 10TeV
(dashed lines) and 100TeV (solid lines). The conventional electron-neutrino flux is scaled by
a factor of 10 for comparison, and the prompt and astrophysical flux contributions are only
depicted at 100TeV. The flux is scaled by E2 to enhance the visibility of spectral differences.
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Strong evidence for the existence of astrophysical neutrinos was first found with the IceCube
detector in 2013 [43]. The discovery was confirmed with consecutive updates of the initial
search utilizing more detector data [4, 44, 50]. While point source searches [4, 52, 54], specific
source class stacking searches [53, 55–57], and source region searches such as the galactic
plane [60] have not found significant over-fluctuations, the diffuse flux has been measured
with increasing precision [45, 46, 48, 49, 150]. An overview of the most important results
are given in Table 6.4 in Section 6.3.4. A recent measurement yielded a per-flavor flux of
φν+ν¯ = (2.46 ± 0.8) · 10−18(E/100TeV)−2.92+0.33−0.29 GeV−1 cm−2 sr−1 s−1 [4], which is of the
order of the Waxman-Bahcall-bound but has a steeper spectrum. The flavor composition was
assumed to be νe : νµ : ντ = 1 : 1 : 1 in most of these measurements, which will be motivated
and discussed in the context of the measurement goal of this thesis in the next section.
2.3.3 Neutrino Oscillations and Flavor Composition
The phenomenon that neutrinos transition between flavors during the propagation between pro-
duction and detection point is commonly known as neutrino oscillations. It was first suggested
by Bruno Pontecorvo that neutrino oscillations would be possible if neutrinos had mass [25].
This proposal was revolutionary, as it contradicted the standard model of particle physics in two
respects. First, lepton flavor had been thought to be conserved and, second, neutrinos had been
assumed to be massless. While neutrino oscillations have been well-studied for decades [151],
the individual neutrino masses are still unknown [152]. An upper limit on the sum of neutrino
masses of Σimνi < 0.23 eV/c
2 could be derived from the observed cosmological power spectrum
of the large structures in the universe [153]. Future experiments aim at a direct measurement
of the neutrino mass via the electron energy spectrum of single β−decay or neutrino-less double
β-decay, with an estimated sensitivity of the order of ∼ 0.1 eV/c2 [152].
In the following, the theoretical foundation of neutrino oscillations in vacuum is outlined for
the three-flavor scenario as derived in [154].6 Although there are models of sterile neutrinos
which do not actively take part in electroweak interactions (see Section 2.3.4), the existence
of no more than three weakly interacting neutrino families at the aforementioned mass scale is
well constrained by precision measurements of the Z-decay [155]. Furthermore, neutrinos are
assumed to be of Dirac-type, i.e. the neutrino is not its own antiparticle.
A fundamental requirement for neutrino oscillations is that the flavor eigenstates |νe⟩, |νµ⟩, |ντ⟩
are not identical to the mass eigenstates |ν1⟩, |ν2⟩, |ν3⟩, but rather quantum superpositions
|να⟩ =
3∑
k=1
U∗αk |νk⟩ , (2.16)
where α = e,µ, τ and k = 1, 2, 3. The mixing strength between eigenstates is given by the
elements Uαk of the unitary PMNS-matrix, named after Bruno Pontecorvo, Ziro Maki, Masami
Nakagawa, and Shoichi Sakata [156]. It is conventionally parametrized via⎛⎜⎜⎝
Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
⎞⎟⎟⎠=
⎛⎜⎜⎝
c12c13 s12c13 s13e
−iδCP
−s12c23 − c12s23s13eiδCP c12c23 − s12s23s13eiδCP s23c13
s12s23 − c12c23s13eiδCP −c12s23 − s12c23s13eiδCP c23c13
⎞⎟⎟⎠, (2.17)
where cjk := cos θjk and sjk := sin θjk with j , k = 1, 2, 3. With this choice, there are three mixing
angles 0 ≤ θ12, θ23, θ13 ≤ π/2 and one Dirac-type CP phase 0 ≤ δCP ≤ 2π. The measured
6 Note that natural units ℏ = c = 1 are used in the derivation. This means that in the relativistic limit,
frequencies and mass are given in units of energy and time is given in units of distance.
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values of these parameters are listed in Table 2.1. It can be seen that mixing is strongest
between |ν1⟩ and |ν2⟩ as well as between |ν2⟩ and |ν3⟩, whereas δCP is largely unconstrained.
Because U is unitary, the sum of all neutrino eigenstates is conserved.
The temporal evolution of a mass eigenstate is determined by the free Schrödinger equation
i
d
dt
|νk(t)⟩ = H |νk(t)⟩ , (2.18)
where t is the time and H the Hamiltonian operator in vacuum. In this case, the solution is
given by the complex plane wave
|νk(t)⟩ = e−iEk t |νk⟩ , (2.19)
where Ek is the energy of the mass eigenstate |νk⟩. The amplitude for the state |νβ⟩ given an
initial state |να⟩ after a time period t is
⟨νβ|να(t)⟩ =
(
⟨νj |
3∑
j=1
Uβj
)(
3∑
k=1
U∗αke
−iEk t |νk⟩
)
=
3∑
k=1
U∗αkUβke
−iEk t , (2.20)
where the orthogonality ⟨νj |νk⟩ = δjk of the mass eigenstates was used. The corresponding
flavor oscillation probability is defined as the amplitude squared, which yields
Pα→β =
⏐⏐⟨νβ|να(t)⟩⏐⏐2 = 3∑
j=1
3∑
k=1
U∗αjUβjUαkU
∗
βke
−i(Ej−Ek)t . (2.21)
As mentioned above, the neutrino mass scale is below 1 eV, whereas the relevant energy range
for astrophysical neutrinos is above 100TeV. Consequently, the energy Ek =
√
p2k +m
2
k with
momentum pk and mass mk can be approximated as Ek ≃ pk +m2k/2pk in the ultra-relativistic
limit pk ≫ mk . Accordingly, the differences in individual energies can be attributed to the mass
difference with a common energy E ≃ p1 ≃ p2 ≃ p3, which yields Ek ≃ E +m2k/2E. It follows
that the phase in Equation 2.21 can be approximated as
Ej − Ek ≃
∆m2jk
2E
with ∆m2jk := m
2
j −m2k . (2.22)
The squared mass differences are very small and have been measured as ∆m221 ≃ 7.5 · 10−5 eV2
and ∆m232 ≃ ∆m231 ≃ 2.5 · 10−3 eV2 [151]. The ordering of the mass hierarchy is still unknown.
In normal ordering m1 < m2 < m3, it follows that ∆m232 > 0 while the inverted ordering
m3 < m1 < m2 implies ∆m232 < 0. Assuming that all neutrinos travel at the speed of light,
the propagation time t can be expressed by the propagation distance L ≃ t. A substitution of
Equation 2.22 into a rewritten form of Equation 2.21 yields
Pα→β(L,E) =
3∑
k=1
|Uαk |2
⏐⏐Uβk ⏐⏐2 + 2Re
⎛⎝ 3∑
j=1
3∑
k>j
UαjU
∗
βjU
∗
αkUβke
i
∆m2
jk
L
2E
⎞⎠ . (2.23)
The dependence of the oscillation probability on the neutrino energy E and the propagation
distance L appears as a phase factor L/E in the oscillation term in Equation 2.23. The L/E
phase space is important for characterizing precision experiments which are capable of measuring
flavor oscillations using terrestrial neutrino sources. The baseline denotes the distance between
the neutrino source and detector. Ideally, the neutrino source and baseline are chosen such
that the experiment with a specific L/E is capable of measuring the maximal oscillation effects,
either via flavor appearance Pα→β (α ̸= β) or flavor disappearance experiment Pα→α.
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Parameter
Normal Hierarchy (NH) Inverted Hierarchy (IH)
Best-Fit ±1σ 3σ Range Best-Fit ±1σ 3σ Range
θ12 [◦] 33.5+0.8−0.8 31.3 . . . 36.0 33.5
+0.8
−0.8 31.3 . . . 36.0
θ23 [◦] 42.3+3.0−1.6 38.2 . . . 53.3 49.5
+1.5
−2.2 38.6 . . . 53.3
θ13 [◦] 8.5+0.2−0.2 7.9 . . . 9.1 8.5
+0.2
−0.2 7.9 . . . 9.1
δCP [◦] 306+39−70 0 . . . 360 254
+63
−62 0 . . . 360
Table 2.1: Neutrino oscillation parameters from a three-flavor global fit [151]. The best-fit mixing angles
θ12, θ23, θ13 and Dirac-type CP phase δCP are listed with 1σ- and 3σ-uncertainties. The
inverted ordering of the neutrino mass hierarchy (m3 < m1 < m2) is slightly preferred over
the normal ordering (m1 < m2 < m3), although poorly constrained experimentally [151].
Short-baseline experiments such as the Double Chooz experiment [157], the Kamioka Liquid
Scintillator Antineutrino Detector (KamLAND) [158], and the Daya Bay Reactor Neutrino Ex-
periment [159] use neutrinos from nuclear reactors and probe oscillation distances from ∼ 100m
to ∼ 100 km. Neutrino beams produced in particle accelerators are used in long-baseline ex-
periments such as the Main Injector Neutrino Oscillation Search (MINOS) [160], the Tokai to
Kamioka experiment (T2K) [161] and the Neutrinos at the Main Injector Off-Axis νe Appearance
experiment (NOνA) [162], with oscillation distances of hundreds of kilometers. Atmospheric
neutrinos have been measured with detectors such as Super-K [163] and IceCube [164], with
baselines as large as the diameter of the Earth. The baseline for neutrinos from the acceleration
sites of cosmic rays is significantly longer than that. For an energy of 100TeV, the required
distance, which places the phase term L/E at maximal oscillation effect, would be shorter than
the distance to the Sun (L ≲ 1AU). Even the highest-energy neutrinos above 100 EeV would
still require a distance, which is much smaller than the galactic disk (L ≲ 10 pc). Because these
neutrinos are likely of extra-galactic origin, they can be assumed to have propagated across base-
lines much larger than that. In any case, they may be produced incoherently in multiple sources
at different energies. Therefore, Pα→β(L,E) must be averaged over L/E, which eliminates the
oscillation term in Equation 2.23. This yields the averaged flavor oscillation probability
⟨Pα→β⟩ =
3∑
k=1
|Uαk |2
⏐⏐Uβk ⏐⏐2 , (2.24)
which is completely independent of ∆m2jk , E and L. Hence, any expected astrophysical neutrino
flavor composition at Earth is fully determined by the emitted composition at the source and
the mixing parameters θ12, θ23, θ13 and δCP as given in Table 2.1.
The pion-production scenario for astrophysical neutrinos associated with cosmic-ray acceler-
ation was discussed in Section 2.3.1. It was argued that pp- and pγ-interactions yield charged
pions whose subsequent decays produce neutrinos, as stated in Equation 2.15. If the source
environment is such that both charged pions and secondary muons decay before they interact,
the expected neutrino flavor composition at the source would be νe : νµ : ντ = 1 : 2 : 0.
In the vicinity of sources with strong radiation or magnetic fields, charged pions and muons
from pp- and pγ-interactions may suffer energy losses due to synchrotron radiation that are
(mp/mπ,µ)
3 ∼ 103 times stronger than for protons [165]. Muons are more likely to interact
before they decay than are charged pions, as they have a τµ/τπ±∼ 102 times longer lifetime.
These sources are therefore opaque to muons, which eliminates the contribution of muon decay
to the generated neutrino flux. Consequently, this muon-damped scenario alters the flavor
composition at the source to νe : νµ : ντ = 0 : 1 : 0 in the same energy range. Because the
interaction probability of the muon increases with energy, a more realistic source is modeled with
an energy-dependent shifting flavor composition 1 : 2 : 0 → 0 : 1 : 0. The transition occurs
over 1− 2 decades in neutrino energy and is expected at ∼ 100TeV for GRBs [166].
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Sources with dominant pγ-interaction and extremely strong magnetic fields may produce a flavor
composition of νe : νµ : ντ = 1 : 0 : 0 in this neutron-beam scenario [167]. It is determined
by the production of highly energetic neutrons, either through Equation 2.14 or from the photo-
disintegration of heavy cosmic-ray nuclei. The source environment must be optically thin for
neutrons to escape and decay via n → p + e− + ν¯e. The electron-antineutrinos from this
decay are generally lower in energy than neutrinos from the decay of charged pions or muons.
Consequently, the magnetization of the source must be sufficiently strong for charged pions and
muons to be efficiently cooled via synchrotron losses, such that their decays do not contribute
to the high-energy neutrino flavor composition.
At very high energies, sources with dominant pp-interaction may produce much heavier mesons
that pions or kaons. In this charm-production scenario, the expected flavor composition is
νe : νµ : ντ = 1 : 1 : 0 [121], similar to the generation of prompt atmospheric neutrinos (c.f.
Section 2.2.2). The decay of the charmed D-mesons produces electron- and muon-neutrinos
in equal numbers, as stated in Equation 2.10 and Equation 2.11. As argued in Section 2.2.2,
the tau-neutrino contribution is of the order of ∼ 5% and can be neglected. Although heavier
mesons could be included, the production rate for bottomed mesons is ∼ 10 times smaller than
for charmed mesons [59]. A flavor composition of νe : νµ : ντ = 1 : 1 : 0 may also be caused
by an energy-dependent secondary acceleration of muons and pions at the source [168].
As mentioned above, it seems reasonable that more realistic source scenarios have varying
flavor compositions that depend on the energy and source environment [169]. In fact, these
four production scenarios are recovered as specific cases of a more generally constructed model,
in which the flavor composition is parameterized as a function of the size and magnetic field
of the acceleration site in the Hillas phase space [170]. By additionally including synchrotron
cooling and other higher energy processes, this generalized picture consists of strongly varying
flavor compositions, with possible energy-dependent transitions between individual cases.
Due to neutrino oscillations, the flavor composition changes between source and observer.
Astrophysical neutrinos are likely produced incoherently in the aforementioned scenarios, with
varying energies at different positions near the source, and traveling over cosmic baselines before
they are detected on Earth. Hence, the averaged oscillation probability given in Equation 2.24
applies. Using the best-fit oscillation parameters for the inverted mass hierarchy as listed in
Table 2.1, the flavor compositions νe : νµ : ντ change as follows:
Pion-production scenario: 1 : 2 : 0 → 0.31 : 0.35 : 0.34
Muon-damped scenario: 0 : 1 : 0 → 0.19 : 0.43 : 0.38
Neutron-beam scenario: 1 : 0 : 0 → 0.55 : 0.19 : 0.26
Charm-production scenario: 1 : 1 : 0 → 0.37 : 0.31 : 0.32
Although there is a large range of conceivable neutrino flavor compositions that could be pro-
duced in association with cosmic rays, the altered compositions that would be detectable on
Earth is restricted to a very narrow phase space. This is illustrated in Figure 2.8. In fact,
any possible flavor composition νe : νµ : ντ = x : 1 − x : 0 with x ∈ [0, 1] lies within a thin
sliver which is approximately connected by the four depicted production scenarios. The gray
region represents production scenarios with fewer restrictions for any possible flavor composi-
tion νe : νµ : ντ = x : y : 1 − x − y , also allowing tau-neutrino contribution with x , y ∈ [0, 1]
and x + y ≤ 1. In addition, the region covers the uncertainties of the mixing parameters at
3σ confidence level. This result has two striking implications. First, the expected phase space
of detectable flavor compositions at Earth is so small that high-precision measurements are
likely required to exclude specific source models. Second, any production scenario predicts the
astrophysical tau-neutrino fraction detectable at Earth to be significantly larger than zero.
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Note that the derivation is only sketched for neutrino oscillations in vacuum. This is evidently
true for the dominant fraction of the propagation between the source and Earth. However, the
flavor composition at the source can be significantly altered by neutrino propagation through
ambient matter [171]. In this case, a matter potential V changes the Hamiltonian H → Hvac+V
in Equation 2.18 and makes the solution more complicated. This is known as the MSW-effect,
named after Stanislav Mikheyev, Alexei Smirnov, and Lincoln Wolfenstein, which may resonantly
enhance flavor oscillation in the presence of a changing matter density [172–174]. Although this
is a conceivable scenario, the alteration of the flavor composition detectable at Earth is likely
small in comparison to the phase space indicated by the gray region in Figure 2.8.
The pion-production scenario is typically chosen as a benchmark model, with a detectable flavor
composition of νe : νµ : ντ ≃ 1 : 1 : 1 on Earth. Therefore, measurements of the astrophysical
neutrino spectrum with IceCube are obtained by assuming equal flavor contributions and quoted
as per-flavor flux normalizations (c.f. Section 2.3.2). Also in the context of this thesis, a
benchmark flavor composition of νe : νµ : ντ = 1 : 1 : 1 is used to test the performance of the
analysis. The most recent measurement result using multiple IceCube data samples in a global
fit has yielded νe : νµ : ντ ≃ 1 : 1 : 0 [46]. The uncertainties of the electron- and tau-neutrino
fractions are large, as can be seen in Figure 2.8. However, the neutron-beam scenario with
νe : νµ : ντ = 1 : 0 : 0 at the source has been disfavored with a significance of 3.6σ.
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Figure 2.8: Theoretically possible astrophysical neutrino flavor compositions at Earth. Each point in the
triangle plot corresponds to a flavor composition νe : νµ : ντ which is read off the corre-
sponding axes along the direction of the ticks. Different production scenarios as discussed
in the text are marked with ‘□’ using the oscillation parameters for inverted mass hierarchy
from Table 2.1. The colored regions correspond to the variation of each composition within
the 3σ-uncertainties of the mixing parameters. The gray area represents the composition
expected at Earth for any possible production scenario (νe : νµ : ντ = x : y : 1 − x − y)
including the aforementioned uncertainties of the oscillation parameters. The most recent
measurement is shown in comparison, for which the best-fit result is marked with ‘×’ and the
68% and 95% confidence regions are indicated by solid and dashed lines, respectively [46].
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2.3.4 Sterile Neutrinos, Neutrino Decay, and Other More Exotic Phenomena
The explications in the previous section are all based on the standard model of particle physics
with the extension of three-flavor neutrino oscillations. However, various exotic phenomena
collectively known as beyond-standard-model (BSM) theories can also alter the expected astro-
physical neutrino flux at Earth. In this section, a few select BSM-theories are briefly outlined in
the context of the expected flavor composition.
Independent fits of the mixing parameters without invoking the unitarity constraints of the
PMNS-matrix seem to agree well with the existence of only three active neutrino families [175].
However, anomalies were observed with radiochemical neutrino experiments [176, 177] and with
experiments using neutrinos from particle accelerators [178, 179] and nuclear reactors [180].
These could be explained by the addition of sterile neutrinos, which do not participate in weak
interactions but mix with standard active neutrinos. The most simple extension of standard
neutrino oscillations is the 3+1model, in which one additional sterile neutrino is incorporated into
the theoretical framework [181]. This implies that the PMNS-matrix as given in Equation 2.17
is expanded to 4×4 and contains three additional mixing angles 0 ≤ θ14, θ24, θ34 ≤ π/2 (as well
as additional δCP-phases which are not considered here). The averaged oscillation probability
given in Equation 2.24 is extended accordingly and reads
⟨Pα→β⟩ =
4∑
k=1
|Uαk |2
⏐⏐Uβk ⏐⏐2 . (2.25)
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Figure 2.9: Astrophysical neutrino flavor compositions at Earth for select beyond-standard-model scenar-
ios, as discussed in the text. The blue region corresponds to the 3+1 sterile neutrino model,
with constraints on the additional mixing angles from [182, 183]. The green and pink regions
correspond to a neutrino decay model with a single stable mass eigenstate m1 for a normal
hierarchy (NH) and m3 for an inverted hierarchy (IH), respectively, where the other mass
eigenstates have decayed entirely. The colored regions cover any possible production scenario
at the source including the 3σ-uncertainties of the mixing parameters from Table 2.1.
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Using the 90% upper limits on θ14, θ24 from [182] and on θ34 from [183] (assuming an inverted
neutrino mass hierarchy) yields the allowed region depicted in Figure 2.9 for any flavor composi-
tion at the source. It can be seen that it is slightly larger than the corresponding gray region in
Figure 2.8, but not significantly different. Consequently, the 3+1 sterile neutrino model cannot
be constrained by a measurement of the astrophysical neutrino flavor composition.
Another scenario is that some neutrino mass eigenstates could be unstable and thus decay
during propagation over cosmic distances [184–186]. The maximum possible effect expected
due to neutrino decay is illustrated in Figure 2.8 as well. The allowed regions are obtained by
assuming that only the lightest neutrino mass eigenstate is stable, into which all other mass
eigenstates have decayed entirely. The lightest mass eigenstate is m1 in the normal ordering of
the neutrino mass hierarchy and m3 in the inverted hierarchy. It can be seen that the expected
flavor composition accesses a different phase space than that in standard model scenarios.
Hence, various neutrino decay models could be constrained with IceCube, in principle.
Other exotic scenarios include the interaction of neutrinos with dark matter [187], a violation of
Lorentz invariance, and a symmetry breaking of the charge conjugation, parity transformation,
and time reversal (CPT) [188]. An overview of the effect of non-standard neutrino production,
propagation, and detection on the astrophysical neutrino flavor composition at Earth is given
in [189]. While the possible phase space of flavor compositions is much larger than depicted
in Figure 2.9 for some BSM theories, it is particularly interesting that most do not allow a
vanishing astrophysical tau-neutrino fraction [189]. These exotic scenarios are therefore not
relevant within the context of the search for tau-neutrinos presented in this thesis.
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Figure 3.1: Schematic view of the IceCube detector. The main array consists of 5160 digital optical
modules on 86 strings embedded in the Antarctic ice at a depth of 1450m to 2450m. It
includes a more densely instrumented sub-array called DeepCore for low-energy events. A
surface array called IceTop is used for air shower detection. Figure reproduced from [42].
The first suggestion that a kilometer-scale neutrino detector would be necessary to detecta flux of high-energy astrophysical neutrinos was published in 1960 [36]. The idea was
to transform a large volume of water or ice into a Cherenkov detector. Pioneering work in the
design and construction of such a neutrino detector was achieved with the DUMAND experiment
that was supposed to be constructed in the sea off the main island of Hawaii [37] and during the
deployment of a smaller instrument in Lake Baikal [38]. The first large-volume neutrino detector
was the AMANDA experiment, for which a few hundred optical modules were deployed into the
Antarctic ice at the South Pole [41]. It was the precursor to the km3-scale IceCube experiment,
which is also located at the South Pole [42]. IceCube is the largest neutrino detector in the
world and complemented in the Northern Hemisphere by the ANTARES experiment, which is
located in the Mediterranean Sea and is one order of magnitude smaller than IceCube [39].
In Section 3.1, the general detection principle of neutrinos in Cherenkov detectors is covered.
The components of the IceCube detector, including the data acquisition and optical properties
of the South Pole ice, are described in Section 3.2. Last, the different event topologies in
IceCube and the simulation and reconstruction of such events are explained in Section 3.3.
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3.1 Neutrino Detection
Neutrinos are elementary particles that do not carry an electrical charge. They only interact
weakly and cannot be detected directly but rather via charged secondary particles only. Sec-
ondaries emit Cherenkov radiation while propagating through a dielectric medium if they are
energetic enough. The emitted Cherenkov light can then be detected with photomultipliers.
Large-volume neutrino detectors like IceCube require a target mass of the order of gigatons.
Due to resource limitations, only natural target material can be considered for the construction
of such a neutrino detector. Ice is a good detection medium, because it can be found in large
quantities in Antarctica and is mostly transparent to Cherenkov radiation.
3.1.1 Neutrino Interaction Channels
The weak force is mediated by the W-bosons for charged-current (CC) and by the Z-boson for
neutral-current (NC) interactions. At energies above the hadronic binding energy of ∼ 10MeV,
the relevant interaction process is the deep-inelastic neutrino-nucleon scattering
(—)
ν l + N → l± + X for CC (3.1)
and
(—)
ν l + N → (—)ν l + X for NC. (3.2)
Here, N is a nucleon bound in an atom in the ice,
(—)
ν l is the (anti)neutrino of lepton flavor
l = e,µ, τ, and X is a hadronic particle shower. The corresponding Feynman diagrams are
sketched in Figure 3.2. In the CC interaction, the neutrino is transformed into a charged lepton
of the same flavor. In the process, a W-boson is emitted and interacts with a quark. This breaks
up the nucleon and creates a hadronic shower. In the NC interaction, a neutrino scatters off the
nucleon without transforming into a charged lepton. The process is mediated by the Z-boson
which also interacts with a quark inside the nucleon and creates a hadronic shower.
}}
Figure 3.2: Feynman graphs of deep-inelastic neutrino-nucleon scattering for CC (left) and NC (right).
For the charged-current interaction νl(k) + N(p)→ l(k ′) + X, given the initial momenta k and
p and the final momentum k ′, the differential neutrino-nucleon cross section is given by
d2σ
dx dy
=
2GF
2
π
mNEν
(
m2W
Q2 +m2W
)2 (
q(x ,Q2) + (1− y)2q¯(x ,Q2)) , (3.3)
where GF is the Fermi constant, mN is the mass of the nucleon, Eν is the neutrino energy, and
mW is the mass of the W-boson [190]. The invariant momentum transfer of the scattering
process is Q2 = −q2 with q = k − k ′. The Bjorken scaling variable x = Q2/(2p ·q) denotes the
momentum fraction of the scattered quark inside the nucleon. The Bjorken inelasticity variable
y = (p · q)/(p · k) is a measure of the amount of energy transferred to the hadronic shower X.
Last, q(x ,Q2) and q¯(x ,Q2) are the parton distribution functions (PDF) which correspond to
the probability density of a quark or antiquark, respectively, to have a momentum fraction x of
the nucleon at the energy scale Q2 of the interaction.
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If Q2 ≪ m2w, the PDFs are approximately independent from Q2 and the cross section scales
linearly with neutrino energy. For higher energies, the PDFs strongly depend on the momentum
transfer as scattering on sea quarks becomes increasingly dominant in addition to scattering
on valence quarks. The neutrino-nucleon cross sections have been measured at the Hadron-
Electron Ring Accelerator (HERA) up to 54TeV neutrino energy, and they have been extrapo-
lated to higher energies [190–192]. Above 1PeV, the PDFs also include heavy sea quarks and
are calculated using perturbative quantum chromodynamics [193].
Neutrino-Nucleon Interactions
Figure 3.1: Neutrino-nucleon cross sections from 10GeV to 100EeV (data
from [62]). The solid lines are the total cross sections, including CC (dashed)
and NC (dotted) interactions. Anti-neutrino (red) and neutrino (blue) cross
sections di er at energies below 1PeV but are equal above. The resonant
W≠ production in ‹¯ee≠ interactions (black) with a peak at 6.3PeV (Glashow
resonance) is also shown.
Figure 3.2: Mean of the inelasticity parameter of the charged current (solid)
and neutral current (dashed) ‹N (blue) and ‹¯N (red) cross sections as a
function of the neutrino energy (data from [62]).
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Figure 3.3: Neutrino-nucleon cross sections as a function of the neutrino energy for neutrinos (blue) and
antineutrinos (red). The total (solid) and individual cross sections for CC (dashed) and NC
(dotted) interactions are shown separately. The cross section for inelastic ν¯e e− scattering
is shown as well, as it is the dominant neutrino interaction around 6.3 PeV, known as the
Glashow resonance. Figure reproduced from [194].
The cross section for deep-inelastic neutrino-nucleon scattering is depicted in Figure 3.3. The
contributions are shown separately for CC and NC interactions and for neutrinos and antineu-
trinos. It can be seen that the CC cross section is generally larger than the NC cross section
due to a stronger coupling of the W-boson compared to the Z-boson. Furthermore, the cross
sections for neutrinos and antineutrinos are only different up to an energy of ∼ 1PeV, above
which they become equal, as the scattering on sea quarks becomes increasingly likely with higher
energy. In addition, Figure 3.3 contains the cross section for inelastic ν¯e e− scattering in which
an electron-antineutrino scatters off a (practically resting) shell electron of an atomic nucleus
and produces a resonant W-boson. This process is known as Glashow resonance. It is occurs
at ∼ 6.3PeV neutrino energy, where the center-of-mass energy is equal to the rest mass energy
of the W-boson, which decays into leptons (W→ νl + l with l = e,µ, τ) or hadrons.
3.1.2 Lepton Propagation in Ice
The most important secondary particles for the detection of neutrinos are the charged leptons
l = e,µ, τ which are produced in he CC interaction νl+N→ l+X. Depending on the kinematics
of the interaction, these may carry a significant amount of the initial neutrino energy. It is
important to understand how these leptons propagate in ice and how likely they are to either
decay or interact on their path. The different behavior of each lepton in ice is the basis for
flavor discrimination in IceCube.
30 3 The IceCube Neutrino Observatory
Decay The electron is a stable particle and does not decay. Both the muon and the tau are
unstable and have a lifetime of τµ = 2.2 · 10−6 s and ττ = 290.3 · 10−15 s, respectively [78].
The decay time in the lab frame depends on the energy of the lepton due to the time dilation
described in the theory of special relativity. The corresponding propagation length before the
lepton decays (called decay length) is λdec = cβγτ , where c is the speed of light, β = v/c is the
speed of the lepton, γ = 1/
√
1− β2 is the Lorentz factor, and τ is the lifetime of the lepton
in the center-of-mass frame. In the energy range of IceCube, all secondary leptons effectively
travel at the speed of light, thus approximating β ≃ 1. The decay length can then be written
as λdec = (Eτ)/(mc), using E = γmc2 where E is the energy of the lepton and m is its mass.
The decay length gives the distance after which the survival probability of a lepton decreases
to 1/e ≃ 36.8%. This is based on the exponential decay law p(L) = exp(−L/λdec) which gives
the survival probability for a lepton with the decay length λdec after the propagation length L.
For example, a 1TeV muon has a decay length of λdec,µ = 6242 km, whereas a tau of the
same energy has a much smaller decay length of λdec, τ = 4.9 cm using mµ = 105.7MeV/c2
and mτ = 1776.9MeV/c2 for the muon and tau masses, respectively [78].
Interaction Charged leptons undergo constant interactions while propagating in the ice, which
may cause them to change direction and/or lose energy. The energy loss profile dE/dX is a
measure of how much energy dE the lepton loses while traversing the amount of ice dX,
commonly given in units of g/cm2. Four processes are generally considered: continuous energy
losses due to ionization as well as radiative losses due to bremsstrahlung, pair production, and
photonuclear interactions. Ionization is caused by the collision of the traversing lepton with
shell electrons of the target atoms. The corresponding energy loss is continuous and only scales
logarithmically with energy. In the energy range of IceCube, it can be approximated as constant
⟨dE/dX⟩ion ≃ 2MeV/(g/cm2) for leptons with βγ ≫ 1 [94]. Hence, in ice with a density
of ρice ≃ 0.9 g/cm3, a lepton continuously loses ∼ 180MeV/m along its propagation path.
Neglecting radiative losses, it requires at least ∼ 180GeV in order to traverse ∼ 1 km through
the IceCube detector. At energies above 1TeV that are relevant to the analysis presented in
this thesis, radiative interactions dominate and energy losses due to ionization are negligible.
Radiative energy losses occur randomly along the propagation path of the lepton. An important
quantity to describe this process is the radiation length X0
1
X0
=
4α3ℏ2
c2m2
NA
A
(
Z2
(
ln
(
184.15Z−1/3
)− f (Z))+ Z ln (1194Z−2/3)), (3.4)
which is defined as the average propagation length after which the lepton has lost 1/e of its initial
energy due to radiative processes [78]. Here, α is the electromagnetic fine-structure constant, ℏ
the reduced Planck constant, c the speed of light, and NA the Avogadro constant. The formula
is valid for a lepton with mass m traversing matter with an atomic number Z and a mass
number A with a polynomial function f (Z) as given in [78]. Bremsstrahlung is emitted when
the traversing lepton undergoes Coulomb scattering and is deflected by either the shell electrons
or the nucleus of the target atom. The energy loss due to bremsstrahlung is stochastic and
scales linearly with energy. Its average is given by ⟨dE/dX⟩brems ≃ −E/X0 [94]. Pair production
is a secondary process where a photon creates an electron-positron pair in the vicinity of the
nuclear Coulomb field. A requirement is that its energy is above the production threshold of
Eγ ≥ 2me. The energy loss due to pair production is also stochastic and scales linearly with
energy. Above a few GeV, its average is given by ⟨dE/dX⟩pair ≃ −E/(97X0) [94]. Photonuclear
interaction is a process where a high-energy photon interacts with an atomic nucleus and causes
its disintegration into smaller fragments. The energy threshold is above the binding energy of
the nucleus at a few MeV. Energy losses due to photonuclear interactions are ∼ 50% smaller
than bremsstrahlung and pair production [195].
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The processes described above are generally valid in the energy range of IceCube. However, at
very high energies above 10PeV, the LPM-effect, named after Lev Landau, Isaak Pomeranchuk,
and Arkady Migdal [196–198], significantly reduces the cross sections for bremsstrahlung and
pair production. Consequently, leptons may propagate much farther. At even higher energies
above 100 EeV, energy losses are predominantly due to photonuclear interactions [199].
The radiation length as defined in Equation 3.4 depends on the mass of the traversing lepton
via X0 ∼ m2. Consequently, it is very different for each lepton in the same medium. In ice it is
X0 ≃ 36 cm for electrons, X0 ≃ 15 km for muons and X0 ≃ 4353 km for taus. It follows that
electrons lose their entire energy on a very short path (a few meters) whereas muons can on
average propagate much farther (a few kilometers) before losing energy. Although taus could in
principle cover an even greater distance without interacting, they have a much shorter lifetime
than muons and usually decay before they lose a significant amount of energy.
3.1.3 Particle Showers
When an electron passes through matter, it emits photons from bremsstrahlung which in turn
may create electron positron pairs. This is an iterative process where a primary particle creates
secondary particles which create more particles. Hence, this is called a particle shower or
cascade and is important for neutrino detection in IceCube. The main features can be explained
in a simplistic model formulated by Walter Heitler, in which photons, electrons, and positrons
are the only involved particles interacting via the electromagnetic force [200]. A primary electron
with energy E0 interacts via bremsstrahlung after one radiation length X0 and produces a high-
energy photon. In this simple model, the number of particles is doubled after each propagation
length, and the energy is split equally among all particles. This multiplication process stops
when the energy per particle crosses the critical energy Ec, below which the radiative energy
losses due to bremsstrahlung become smaller than the ionization losses. For electrons in ice,
this is Ec ≃ 72MeV, which can be obtained by setting ⟨dE/dX⟩brems = ⟨dE/dX⟩ion.
In this model, the number of particles is given by N(t) = 2t and the energy by E(t) = E0/2t
with t = X/X0. The maximum number of particles is Nmax = E0/Ec at the maximum shower
depth tmax = log2(E0/Ec). Although the Heitler model has simplistic assumptions, it shows
two important features that are phenomenologically true for all particle showers. First, the
maximum number of shower particles increases linearly with the primary energy Nmax ∼ E0.
This is important in IceCube as all charged particles of the shower emit Cherenkov light (in the
limit β ≃ c , see Section 3.1.4). Consequently, the Cherenkov light yield scales linearly with
the primary energy. Second, the maximum shower depth scales logarithmically with the primary
energy tmax ∼ logE0. This is important in IceCube because it means that all particle showers
over a wide energy range are extremely small (a few meters) with respect to the dimensions of
the detector (one kilometer). This feature causes the event topologies in IceCube to be very
different for secondary electrons and muons (see Section 3.3.1).
In a more realistic model than the one by Heitler, the longitudinal energy loss profile of a
particle shower is parametrized by
dE
dt
= E0b
(bt)a−1e−bt
Γ(a)
, (3.5)
describing a steeply rising edge and a slow decrease after the maximum [78]. The shower
maximum can be calculated via tmax = (a − 1)/b. The dimensionless parameters a and b
are determined experimentally and depend on the target material (see below). The transversal
energy loss profile is characterized by theMolière radius RM ≃ 21MeVX0/Ec, which on average
contains 90% of the total deposited shower energy.
32 3 The IceCube Neutrino Observatory
In IceCube, there are two distinct types of particle showers: electromagnetic cascades and
hadronic cascades. An electromagnetic cascade can generally be described more precisely,
because the interactions only involve electrons, positrons, and photons interacting via the elec-
tromagnetic force. In contrast, calculations for hadronic cascades are more complex, because
many different secondary particles can be produced and the cross sections involved have larger
uncertainties. Secondaries can be baryons or mesons and interact via the strong, electromag-
netic, or weak forces. The production of neutral pions is an important feature of hadronic
cascades as the immediate decay π0 → 2γ feeds an electromagnetic subpart of the shower.
Both electromagnetic and hadronic showers can be approximately described in the same way in
IceCube. The longitudinal energy loss profile in Equation 3.5 is used for both electromagnetic
and hadronic cascades with different values for the shower parameters a and b. Originally,
they were determined experimentally for electromagnetic cascades in water [201]. In a more
recent study using GEANT4 simulations, these shower parameters have been fitted for different
primary particles inducing electromagnetic or hadronic showers [202]. For an electromagnetic
cascade induced by an electron, they are a = 2.02 + 0.63 log(E0/GeV) and b = 0.63, and
for a hadronic cascade induced by a charged pion, they are a = 1.81 + 0.39 log(E0/GeV) and
b = 0.34. Note that the electromagnetic radiation length in Equation 3.4 is used for both
showers, although the nuclear interaction length for hadronic showers is generally larger than
that. However, only the parts of the shower that emit Cherenkov light are detectable in IceCube.
The light yield of hadronic cascades is lower than that of electromagnetic cascades. One reason
is that a considerable fraction of neutral particles or slowly moving charged particles do not emit
Cherenkov light. Furthermore, the production threshold of hadrons is higher than of electrons,
positrons, and photons. The amount of energy that is proportional to the Cherenkov light yield
is called the visible energy. It is calculated by convolving the energy of the primary particle
with the relative light yield of hadronic cascades compared to electromagnetic cascades. The
relative light yield is parametrized by
f = 1.− (E0/0.399GeV)−0.130(1.− 0.467), (3.6)
and increases with the primary energy due to the growing ratio of π0. It is between ∼ 60−95%
within the energy range of IceCube [203].
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Figure 3.4: Longitudinal shower profiles for visible energy losses of an electromagnetic cascade (left) and
a hadronic cascade (right). Shown is the relative differential deposition of visible energy for
different primary energies as a function of the distance from the shower vertex using the
radiation length in Equation 3.4, the longitudinal shower parametrization in Equation 3.5,
and the light scale factor for hadronic cascades in Equation 3.6. Note the different scale of
the axes due to the substantially lower light yield of hadronic cascades.
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As an example, the longitudinal energy loss profiles for electromagnetic and hadronic cascades
are shown in Figure 3.4 for different primary energies. It can be seen that the shower maximum is
displaced from its origin by a few meters, depending on energy. The shower elongation extends
with increasing energy, whereas hadronic cascades are more elongated than electromagnetic
cascades. It can also be seen that the relative amount of visible energy in a hadronic cascade
is generally lower than in an electromagnetic cascade due to the neutral particles in the shower
not being visible. However, the visible energy increases with the shower energy due to the light
scale factor that accounts for a larger contribution of electromagnetic subshowers.
3.1.4 Cherenkov Radiation
When a charged particle passes through a dielectric medium, it excites the molecular dipoles of
the medium, which then return to their ground state by emitting light. If the particle is slower
than the phase velocity of light in the medium, then the light emission is isotropic and interferes
destructively (see Figure 3.5). Only when the particle travels at a speed that is faster than
the phase velocity of light does the limited response velocity of the medium cause a coherently
interfering shockwave known as Cherenkov radiation [204].
From simple geometric considerations as depicted in Figure 3.5, it can be deduced that the
Cherenkov radiation is emitted as a light cone with an opening angle given by
cos θCh =
1
nβ
, (3.7)
where n = c/vphase is the refractive index of the medium and β = v/c the particle velocity in
units of the speed of light c. Cherenkov radiation is only emitted if v ≥ vphase or equivalently
nβ ≥ 1. The refractive index depends on the wavelength and has a value of n = 1.31 in
ice for a wavelength of 400 nm [205], which corresponds to the peak sensitivity of the optical
modules in IceCube (see Section 3.2.2). Consequently, the emission threshold for Cherenkov
radiation is βCh ≳ 0.76, which corresponds to a lower energy of 0.28MeV for electrons and
58.09MeV for muons well below the energy threshold of ∼ 200GeV in IceCube. With the usual
approximation β ≃ 1 for high-energy particles in IceCube, the opening angle of the Cherenkov
cone is θCh ≃ 40.2◦ at the peak sensitivity wavelength.
Figure 3.5: A sketch of the Cherenkov effect is depicted for a muon with a velocity v = βc traversing
a dielectric medium with a refractive index n. The phase velocity of light in the medium is
vphase = c/n. The circles represent wavefronts with equal phase shifts and illustrate isotropic
emission if the muon velocity is smaller than the phase velocity (left) and a coherent emission
at an angle θCh if the muon velocity is greater than the phase velocity (right).
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The number of Cherenkov photons that are emitted within a waveband dλ by a particle with
charge ze within the propagation length dx is given by the Frank-Tamm-formula
d2N
dxdλ
=
2παz2
λ2
(
1− 1
β2n2(λ)
)
, (3.8)
where α is the fine-structure constant [78]. For a high-energy particle with β ≃ 1 passing
through ice, this gives approximately 250 photons/cm in the wavelength band of 300 nm to
500 nm, in which the optical modules in IceCube are most sensitive [206].
As discussed in the previous sections, neutrino interactions in IceCube can only be detected
indirectly via Cherenkov radiation emitted by charged secondary particles. These can be single
leptons from the primary interaction, most importantly muons due to their long radiation length,
or electromagnetic or hadronic particle showers. At an energy above 1TeV, the Cherenkov
light emitted directly by a muon is negligible. Such a muon is predominantly detected via light
emitted by secondary particle showers that are initiated by stochastic losses along its propagation
path. All other neutrino interactions at these energies are detected via Cherenkov light from
electromagnetic and hadronic cascades (see Section 3.3.1). The amount of Cherenkov light
emitted by a cascade is proportional to the total propagation length of all charged particles
above the Cherenkov threshold in the shower.
3.2 Detector Components
The IceCube neutrino observatory is located at the Amundsen-Scott South Pole station in
Antarctica. The detector instrumentation is based on the digital optical module (DOM), which
combines a photomultiplier tube (PMT) with digital readout electronics. Thousands of these
DOMs are deployed deep below the surface of the ice, thereby transforming approximately one
gigaton of the ultra-transparent glacial ice into a giant Cherenkov detector. In the following
Sections 3.2.1 to 3.2.3, only the most important detector properties are summarized. The
information is based on [42], where a more detailed description can be found.
3.2.1 IceCube, DeepCore, and IceTop
The layout of the IceCube detector is shown schematically in Figure 3.1. It consists of three de-
tector parts: IceCube, DeepCore and IceTop. The main array comprises IceCube and DeepCore
and consists of 5160 DOMs arranged on 86 strings. Each string has 60 DOMs attached at
a depth between 1450m to 2450m below the ice surface. IceCube is the main detector and
instruments a total volume of ∼ 1 km3 of ice using 78 strings. DeepCore is an infill-array in
the center of IceCube with a much smaller volume but denser instrumentation using 8 strings.
IceTop is a surface detector which consists of 162 ice-filled tanks instrumented with two DOMs
each. The detector was built by drilling 2.5 km deep holes with a customized hot water drill.
After the deployment of a string, the water inside the drill hole refroze and sealed the DOMs
irreversibly inside the ice. Each IceTop station was constructed by filling two tanks with water
and inserting two DOMs into each tank. The water inside the tanks froze and the tanks were
covered up with snow. Construction lasted from January 2005 to December 2010 and data
collection has been ongoing with the full detector configuration ever since.
The strings are arranged on a hexagonal grid as depicted in Figure 3.6. It shows the position of
IceCube and DeepCore strings and IceTop tanks. The vertical spacing of the DOMs is ∼ 125m
and the horizontal spacing is ∼ 17m for the 78 IceCube strings. The instrumentation density
limits the energy threshold to ∼ 200GeV (c.f. Section 3.1.2). The 8 additional DeepCore strings
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have an average vertical spacing of 72m. On each string, 10 DOMs are mounted every 10m
between a depth of 1750m to 1850m, and 50 DOMs are mounted every 7m between 2100m
to 2450m. The intermediate region is not instrumented due to a dust layer which is almost
opaque to light (see Section 3.2.4). The denser instrumentation and higher quantum efficiency
of those DOMs lowers the energy threshold of DeepCore to ∼ 10GeV (see Section 3.2.2).
The main goal of IceCube has been the discovery of astrophysical neutrinos. Current topics of
research span a wide range, including the search for neutrino point sources and the characteri-
zation of the spectral shape and flavor composition of the observed diffuse neutrino flux. The
purpose of DeepCore is the characterization of the atmospheric neutrino flux while making use
of a lower energy threshold. IceTop is used to characterize the cosmic-ray flux by measuring ex-
tended cosmic-ray-induced air showers. In addition, all three detector components can be used
jointly for veto-based searches of neutrino interactions. A signal from a neutrino interaction in
IceCube that is in coincidence with a signal in IceTop from a cosmic-ray-induced air shower is
most likely of atmospheric origin. Furthermore, IceCube strings can be used as a veto region
for incoming events in a search for interactions that start inside DeepCore. Although neither
DeepCore nor IceTop are explicitly used in the work presented in this thesis, the veto-based
approach is an important part of the event selection described in Section 4.2.
Figure 3.6: Schematic view of the hexagonal IceCube detector layout. It consists of 78 IceCube strings
(green) and 8 DeepCore strings (red). The numbers between strings are the corresponding
distances in meters. The average spacing between IceCube strings is∼ 125m, and the average
spacing between DeepCore strings is ∼ 72m with a larger variation. The locations of 162
IceTop tanks (blue) on the surface of the ice are marked. Figure reproduced from [207].
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3.2.2 Digital Optical Modules and Flasher LEDs
The light sensor of IceCube is an autonomous detection unit combining a photomultiplier tube
with digital readout electronics. The digital optical module is shown in Figure 3.7. It contains
a 10 ′′-diameter downward facing Hamamatsu R7081-02 PMT with a peak quantum efficiency
of about 25%. DeepCore DOMs use the same sized model Hamamatsu R7081-02MOD with
a peak quantum efficiency of 34%. The PMTs are sensitive to light in a wavelength range
of 300 nm to 650 nm with the peak quantum efficiency near 390 nm. They are operated at a
maximum high-voltage of 2047V and at a gain of 107. The PMT signal is split into a delay line
and a discriminator, with a trigger threshold set to 0.25 pe (photoelectrons). A signal above
this trigger threshold is called a hit, and the pulse shape is called a waveform. The waveform
of a triggered hit is sampled from the delay line by two digitizers with different sampling speeds
and overlapping dynamic range. The first is an analog transient waveform digitizer (ATWD)
and the second is a continuously sampling fast analog-digital-converter (fADC). Depending
on the amount of light, the digitizers typically record waveforms above 1mV and beyond the
PMT linearity limit at ∼ 2V. The maximum duration is 427 ns at a resolution of 3.3 ns for the
ATWD and 6.4µs at a resolution of 25 ns for the fADC. A system of three ATWDs is operated
at different gains to enhance the resolution of recorded waveforms. All digitizers and readout
electronics are located on the DOM mainboard.
The DOM has a spherical glass vessel with 1.25 cm thick walls and a diameter of 33 cm as an
outer layer. It consists of borosilicate and is resistant to the high pressure and cold temperatures
of the deep glacial ice. Although the potassium content of the glass is purposely low, the β-decay
of the 40K still generates noticeable noise. Along with other noise sources, such as thermionic
emission and electronic noise, the total average dark noise hit rate is 560Hz (780Hz) for IceCube
(DeepCore) DOMs. The cable for the high-voltage supply and the readout of the digitized PMT
signal is connected through a socket in the glass vessel. The cable and the DOM are mounted
on a harness that keeps it fixed on the string. The cable is attached to the outside of a DOM
and covers a small fraction of about 1% of the photo-sensitive area. The PMT is covered
by a mu-metal cage to compensate the Earth’s magnetic field, which increases the collection
efficiency and resolution of a single photoelectron. The photo-sensitive area of the PMT is
optically coupled to the glass pressure housing by matching the refractive indices with a room
temperature vulcanizing (RTV) gel.
Figure 3.7: Schematic view (left) and photo (right) of the digital optical module. The photo-sensitive
area of the PMT is located at the bottom of the DOM and the high-voltage divider and
readout electronics at the top. The DOM is surrounded by a glass pressure housing that is
optically connected to the PMT surface with a gel. The metal grid surrounds the PMT to
compensate for the Earth’s magnetic field. Figures reproduced from [207].
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Each DOM has 12 flasher LEDs that are mounted onto a separate circuit board. They are
used as in-situ light sources for calibration purposes and for measuring the ice properties (see
Section 3.2.4). The LEDs are aligned in pairs of six in a circular pattern. One is tilted downward
at an angle of 10.7◦ and one is tilted upward at an angle of 51.6◦ with respect to the horizontal
plane. After the light is refracted through the glass of the DOM into the ice, the first LED
emits light horizontally into the ice and the second at an upward angle of 48◦. The horizontal
angular spacing between each LED pair is approximately 60◦. They can be flashed individually
or simultaneously in any combination. The wavelength distribution of the light output is very
narrow, with a central value of (405± 5) nm.1 The angular emission profile has a full width at
half maximum (FWHM) of 30◦ in air. After the light refraction into the ice, the emission is
modeled using a Gaussian profile with σ = 9.7◦ (σ = 9.2◦) in the polar direction and σ = 9.8◦
(σ = 10.1◦) in the azimuthal direction for the tilted (horizontal) LEDs. The duration of a
flasher pulse can be adjusted from 6 ns to 70 ns at the FWHM with a 10% afterglow decaying
over 15 ns to 20 ns. The brightness can be adjusted via the driving voltage from 4.5 V to 15V.
The total light output depends on both the width and brightness of a single flasher pulse as well
as the number of flashed LEDs. A single DOM can generate a light output of ∼ 106 − 1011
photons, which corresponds to an electromagnetic equivalent energy of ∼ 10GeV − 1PeV.
3.2.3 Triggering, Data Acquisition, and Event Filtering
In IceCube, DeepCore, and IceTop, it is not feasible to read out every single DOM continuously.
Instead, triggers are defined as algorithms which look for clusters of hit DOMs in time and space.
Unlike randomly distributed hits from dark noise and radioactive decay, clusters of hits indicate
light from a particle interaction in the detector. In its most basic form, this is implemented
as a hard local coincidence (HLC) which is met when at least two neighboring DOMs on the
same string detect hits within a time window of 1 µs. The fundamental trigger in IceCube
requires at least eight HLC hits in a sliding time window of 5 µs without any requirement for
the spatial correlation of the HLC hits. This is called the simple multiplicity trigger (SMT).
Each sub-detector has different values for the number of required HLC hits and for the sliding
time window, which are based on the geometry of the detector and on the travel time of light
in ice. Longer time windows are added before and after the trigger to also read out early and
late hits in the event. In addition, there are other triggers that look for slowly moving particles
or that trigger at a fixed rate, for example. Consequently, multiple triggers run in parallel, and
overlapping time windows are merged for events that fulfill more than one trigger. The total
trigger rate of all sub-detectors varies between 2500Hz to 2900Hz depending on the season.
A triggered event is read out by the data acquisition system (DAQ) which is located in the
IceCube laboratory on the surface of the ice. It handles the recorded information from 86 DOM
hubs, each managing 60 DOMs per string, and uses the digitized waveforms of all DOMs to build
a full event in space and time. Multiple reconstruction algorithms obtain first estimates of event
properties, such as the direction or deposited energy. Depending on the event topology or other
criteria, the algorithms and computing time may vary. Computational resources are very limited
at the South Pole and these algorithms are thus mostly simple in nature and only applied where
necessary. Various event filters run online at the IceCube laboratory to collect all information
and sort events into different data streams. The processed data from the online filtering is saved
and transmitted to the Northern Hemisphere via satellite. With much larger computational
resources available there, the offline filtering uses more sophisticated reconstruction algorithms.
All events from the various data streams are collected at the Level 2 of the offline filtering,
which is the basis for the event selection used in this work (see Section 4.2).
1 There are also a few DOMs which carry LEDs with light output at different wavelengths. This is important
for studying the wavelength dependence of scattering and absorption in ice (see Section 3.2.4).
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3.2.4 Optical Properties of the South Pole Ice
The deep Antarctic ice is the most important detector component as it is the detection target
and light propagation medium in IceCube. Unlike the DOM hardware, which has been calibrated
and studied in the laboratory, the glacial ice can only be measured in-situ and is therefore
more difficult to describe. The optical properties arise from the dust concentration and the
amount of air bubbles in the ice as well as the crystalline and molecular structure of ice. The
first data was obtained using ice cores of the deep regions below a depth of 2000m from drill
sites approximately 1000 km away from the South Pole [208]. The deep South Pole ice was
first measured with the LED calibration system of AMANDA [209]. During the construction of
IceCube, direct measurements of the dust concentration in the glacial ice were obtained by a dust
logger that had been deployed into some drill holes [210]. In addition to the dust-logger data,
the flasher LED calibration system of the IceCube detector has been used for fitting a detailed
South Pole Ice Model (SPICE). It is the default ice model of IceCube, for which multiple
iterations (SPICE1, SPICE2, SPICEMie, SPICELea) have been developed so far [211, 212].
The optical properties described by each ice model are the scattering and absorption of light in
ice. They are quantified by the scattering length ls and absorption length la, respectively, as well
as an average scattering angle. The scattering length is the average propagation distance after
which a photon is scattered and the absorption length after which the survival probability of a
photon decreases to 1/e. In practice, only an effective scattering length leffs = ls/(1−⟨cos θ⟩) is
experimentally accessible, for which the average scattering angle ⟨cos θ⟩ is taken into account.
The effective and geometric scattering lengths are equal (leffs = ls) if the light is scattered
isotropically. Measurements with the in-situ LED calibration system of IceCube have yielded
leffs ≃ 6m . . . 90m and la ≃ 20m . . . 300m, depending on depth [211]. Consequently, the deep
ice is so clear that photons may travel for hundreds of meters before being absorbed. However,
the much shorter scattering lengths cause the light to diffuse relatively quickly, with the result
that a point-like light source looks nearly isotropic at a distance of ∼ 100m.
correlation between Cdust and the contribution from dust to
be(400), were used to derive the dust profile for absorption
(Figure 21, right) from the dust profile for scattering
(Figure 21, left). The third parameter in our model, a, is
used to calculate scattering at any wavelength from be(400)
via a power law:
be l nm½ "ð Þ ¼ l=400ð Þ&abe 400ð Þ: ð25Þ
The remaining three parameters (k, AIR, and l0) are used to
calculate absorptivity from adust(400) through the two-
component model:
a l nm½ "ð Þ ¼ l=400ð Þ&kadust 400ð Þ þ AIRe&l0=l: ð26Þ
Maps of effective scattering coefficient and absorptivity,
generated from our model and summarizing our knowledge
of optical properties of South Pole ice, are shown in
Figure 22 for depths between 1100 and 2300 m.
[79] Our measurements of depth dependences of the
optical properties had a resolution of on the order of ten
meters, and our methods probed up to two hundred meters
of ice between emitter and receiver. The techniques used in
this work could not resolve individual dust layers much
thinner than ten meters, such as highly absorbing layers of
ash deposited by volcanic eruptions. Such thin ash layers
may affect the performance of AMANDA and IceCube as
neutrino telescopes. Building on the remote sensing techni-
ques presented here, a dust logger [Miocˇinovic´ et al., 2001;
Bay et al., 2001] was developed and used in both Antarctic
and Greenland boreholes, where it was able to resolve
centimeter-thick layers of volcanic ash. Analysis of data
from a dust logger operated in the first hot-water-drilled
IceCube hole confirmed that ash layers are also present in
South Pole ice and can be detected with the logger tech-
nique [Bramall et al., 2005]. However, the South Pole ash
layers are weaker and less numerous than those detected at
Siple Dome (West Antarctica) [Bay et al., 2004], which is
partly explained by the higher altitude of the South Pole and
greater distance from Antarctic volcanoes. Highly absorbing
ash layers will affect light propagation, mainly by localized
depletion of photons traveling at an acute angle relative to a
layer, which modifies the angular dependence of the photon
yield. Scattering in thin ash layers should be similar to
scattering by dust and the effect on timing should be small.
Furthermore, unambiguous identification of ash layers in
the depth profiles at boreholes up to one kilometer apart in
the IceCube array would make it possible to measure
deviations of optical properties from the horizontal. In the
present analysis, we assumed that the dust structure is
horizontal over the length scale probed and within the
sensitivity of the measurements. However, isochronal maps
made with deeply penetrating radar at the South Pole
[Blankenship and the Instrument Definition Team for a
Europa Radar Sounder, 2001] show that dust layers can
tilt by up to 50 m over a square kilometer. Given the strong
fluctuations in optical properties over such a depth scale,
tilting dust layers would strongly affect IceCube perfor-
mance and must be fully mapped. This could be achieved
by using dust loggers in several widely spaced boreholes
along the perimeter of the array and matching up features in
Figure 22. Maps of optical scattering and absorption for deep South Pole ice. The depth dependence
between 1100 and 2300 m and the wavelength dependence between 300 and 600 nm (left) for the
effective scattering coefficient and (right) for absorptivity are shown as shaded surfaces, with the bubble
contribution to scattering and the pure ice contribution to absorption superimposed as (partially obscured)
steeply sloping surfaces. The dashed lines at 2300 m show the wavelength dependences: a power law due
to dust for scattering and a sum of two components (a power law due to dust and an exponential due to
ice) for absorption. The dashed line for scattering at 1100 m shows how scattering on bubbles is
independent of wavelength. The slope in the solid line for absorptivity at 600 nm is caused by the
temperature dependence of intrinsic ice absorption.
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Figure 3.8: Effective scattering coefficient (left) and absorption coefficient (right) of light in South Pole
ice as a function of depth and wavelength. Scattering in the shallow ice is large due to bubble
columns. In co tr st, the d ep i e is very clear and absor tion is minim l around a wavelength
of 400 nm. The region of high absorption and scattering around a depth of 2000m is called
dust layer and likely due to volcanic ash. Figure reproduced from [209].
3.3 (Re)construction of an IceCube Event 39
Both scattering and absorption depend on the wavelength of the light and on the depth of the
ice as shown in Figure 3.8. Here, the measured and modeled effective scattering and absorptions
coefficients are shown. They are defined as the reciprocal values of the effective scattering and
absorption length, respectively. These measurements were obtained by the in-situ LED calibra-
tion system of AMANDA [209]. Down to a depth of ∼ 1300m, light scattering is dominated by
residual air bubbles. At larger depths, the increasing pressure leads to a compression of the air
bubbles, and dust becomes the dominant source of scattering. The dust concentration changes
with depth due to variations in climate and volcanic activity as snow accumulates on the South
Pole glacier over time [213]. Near a depth of ∼ 2000m, scattering and absorption is signifi-
cantly increased due to a high dust concentration, potentially from a major volcanic eruption
in the past. This region is called dust layer. Light absorption is caused by dust particles in the
ice and therefore follows the same depth dependence as scattering for the ice below 1400m.
Light scattering decreases with its wavelength. It is larger for ultraviolet light and smaller for
infrared light. Absorption of light is also dependent on its wavelength. The intrinsic properties
of ice cause a strong attenuation of infrared light. The absorption is minimal for light with a
wavelength around 400 nm and, again, larger for light with a shorter wavelength.
The SPICE1 ice model was fitted using full brightness LED flasher data and describes the
effective scattering and absorption coefficients at a wavelength of 400 nm for ice layers between
a depth of 1098m to 2798m in bins of 10m. The width of the ice layers is limited by the vertical
distance between two DOMs. Unlike the newer generation ice models, SPICE1 was completely
symmetric and isotropic within one ice layer. In SPICEMie, the ice model fit was extended to
include numerical calculations based on Mie theory [214]. Also, evidence arose that the ice layers
are not exactly horizontal but rather tilted [211]. This ice tilt most likely related to an uneven
surface of the rock at the bottom of the glacier on which the ice layers accumulated over time.
The effect was parametrized symmetrically along an axis that is approximately perpendicular to
the glacial flow and also dependent on depth. With the extension of an ice tilt, the scattering
and absorption coefficients have effectively become dependent on the full three-dimensional
position in the ice instead of just the depth. In the latest ice model, SPICELea, the isotropy
assumption has been lifted and an ice anisotropy of the scattering coefficient depending on the
direction of the photon propagation has been introduced [212]. The modulation of the nominal
scattering coefficient was fitted to −8% along the horizontal direction of the glacial flow, +4%
along the horizontal direction of the ice tilt and +4% along the vertical direction towards the
surface of the ice. There has been no evidence that the modulation is also dependent on the
position in the glacier. The ice anisotropy is an asymmetry of the model which is important for
tau-neutrino reconstruction in IceCube. This will be discussed in greater detail in Chapter 5.
3.3 (Re)construction of an IceCube Event
A highly energetic particle interaction in the IceCube detector can produce enough Cherenkov
light to trigger hundreds of DOMs. Each DOM records a digitized waveform that carries
information of both the arrival time and the amount of detected light. Together with the position
of the DOM, the four-dimensional distribution of Cherenkov light in the detector is determined.
The entirety of all triggered DOMs make up an event in IceCube. It can be visualized to display
different hit patterns which are classified into various event topologies. Event properties such
as the direction, energy, or interaction type can be derived by reconstruction algorithms and
used to define event selections. In order to study the performance of reconstruction algorithms,
hundreds of thousands of events are simulated in IceCube by Monte Carlo methods, and the
true simulation parameters are compared to the reconstructed results.
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3.3.1 Event Topologies
The visualization of an event in IceCube is commonly shown as in Figure 3.9. It shows the
IceCube detector as an array of strings where each colored sphere corresponds to a triggered
DOM. The size of the sphere scales with the amount of detected light. The color indicates the
arrival time going from early hits marked in red to late hits marked in blue. The hit pattern that
is caused by the light distribution in the ice is a footprint of the particle interaction. In most
cases, it is not possible to directly identify the interaction type itself but only deduce it from
the hit patterns. Similar hit patterns are categorized into event topologies. The three most
important topologies are single cascade, double cascade, and track (see Figure 3.9).
A single cascade is caused by the NC interactions of (anti)neutrinos of all flavors and the CC
interaction of electron-(anti)neutrinos. In any NC interaction, the primary neutrino scatters
off a nucleus in the ice, causes a hadronic cascade from the recoil, and leaves the detector
without further interaction (c.f. Section 3.1.1). In addition to a hadronic cascade, the CC
interaction of an electron-(anti)neutrino also produces an electron (positron). Due to the short
radiation lengths of electrons and positrons, they produce an electromagnetic cascade (c.f.
Sections 3.1.2 to 3.1.3). Both hadronic and electromagnetic cascades are contained within a
few meters. Hence, the Cherenkov light emission is effectively reduced to a point-like source
when comparing it to the kilometer-scale of the detector. Due to the light scattering over longer
distances (c.f. Section 3.2.4), the hit pattern for a cascade looks almost spherical.
A double cascade is only caused by the CC interaction of a tau-(anti)neutrino (“double bang”).
The primary neutrino interaction produces a hadronic cascade and a tau (antitau). Depending
on its energy E, the tau propagates an average distance L ≃ 50m ·E/PeV before it decays (c.f.
Section 3.1.2). Due to its high mass, the tau has little stochastic energy losses and therefore
emits a negligible amount of Cherenkov light along its propagation path. The tau decay produces
another cascade or a track depending on the decay channel. The branching ratios are 17.83%
for τ± → e± + (—)νe + (—)ντ, 17.41% for τ± → µ± + (—)νµ + (—)ντ, and 64.76% for τ± → X + (—)ντ
where X stands for a hadronic cascade [78]. Hence, both the electronic and hadronic decays
produce another cascade. The double cascade topology therefore consists of a first (interaction)
cascade linked by a subsequent second (decay) cascade and makes up approximately 83% of
all CC tau-neutrino interactions. The various other event topologies involving a tau-neutrino
interaction will be discussed in Section 4.1.
Figure 3.9: Event topologies in IceCube: single cascade (left), double cascade (center), and track (right).
Colored spheres indicate hit DOMs. The size of the sphere scales with the amount of detected
light, and the color indicates the photon arrival times going from red (early) to blue (late).
Single cascades are described by a spherical light pattern and are caused by electromagnetic
and hadronic showers which are point-like in comparison to the kilometer-scale size of the
detector. Double cascades are described by the light pattern from two subsequent cascades
linked to the production and decay of a tau lepton. Tracks are described by an elongated
light pattern caused by muons traversing the entire detector.
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A track occurs whenever a highly energetic muon traverses the detector. Most abundantly, these
are atmospheric muons from cosmic-ray-induced air showers that are energetic enough to reach
the detector. Tracks are also caused by the CC interaction of a muon-(anti)neutrino producing
a hadronic cascade and a muon (antimuon). If the neutrino interaction vertex is outside the
detector volume, atmospheric muons and neutrino-induced muons are indistinguishable (without
considering the energy and direction of the track). These events are called through-going
tracks. If the vertex is inside the detector volume, both the hadronic cascade from the primary
interaction and the emerging track from the produced muon are visible. These events are called
starting tracks and can only be caused by neutrino interactions and not by atmospheric muons,
as they cannot enter the detection volume without being visible. This property is exploited in
the high-energy starting event selection used in the context of this thesis (see Section 4.2).
3.3.2 Monte Carlo Event Simulation
The search for astrophysical neutrino interactions in the IceCube detector is conducted in a
blind manner. All expected signal and background components to this search are modeled in
simulation and then used for the development of reconstruction algorithms, event selections, and
analysis designs. If available, every step of this process is validated against a small subset of the
experimentally available data (usually 10%). Event simulation in IceCube is based on commonly
used Monte Carlo methods. The simulation framework contains all steps, starting with the
generation and propagation of a primary particle, the interaction and subsequent production
and propagation of secondary leptons, the emission and propagation of Cherenkov light, and
ending with the digitized waveforms that are recorded by all hit DOMs in IceCube.
Primary particle generation The simulation chain starts with the generation of a primary
particle which can be a neutrino or a cosmic-ray particle. Neutrinos are the only primary particles
that can reach the detector, whereas cosmic rays interact in the atmosphere well above the
surface of the ice and create atmospheric particle showers. Only muons from these cosmic-
ray-induced air showers can propagate through the ice and penetrate the detector volume. The
software that generates atmospheric muon simulation in IceCube is an adaption of CORSIKA
(Cosmic-Ray Simulations for Kascade) [215], where only muons from the shower are propagated
into the deep ice. Because this process is computationally expensive, a parametrized version of
muons from air showers called MuonGun has been developed that allows for atmospheric muons
to be generated more effectively [216]. However, only single muons can be simulated with this
software. In a veto-based event selection, as it is used in the context of this thesis, muon
bundles are rejected extremely efficiently, such that the dominating background is single muons.
The software that generates neutrinos is called NuGen (Neutrino Generator) and is based on
ANIS (All Neutrino Interaction Simulation) [217]. The neutrino generation can be anywhere
inside or below the ice to account for Earth absorption. The interaction is forced into a region
from which charged secondaries can reach the detector volume. In simulation production, there
is no difference between atmospheric and astrophysical neutrinos. It is only when a specific flux
model is used and a generated event is weighted accordingly that the difference is expressed in the
expected event rate (see Equation 3.11 and explanation below). The correlation of atmospheric
neutrinos and atmospheric muons from the same cosmic-ray-induced air shower is taken into
account via a parametrization that characterizes the self-veto effect, in which a discarded muon
simultaneously reduces accompanying atmospheric neutrinos (c.f. Section 2.3.2). Neutrinos
and antineutrinos as well as neutrinos of all flavors are commonly generated in equal amounts,
i.e. in simulation production ν : ν¯ = 1 : 1 and νe : νµ : ντ = 1 : 1 : 1.
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Lepton propagation Both atmospheric muons from air showers and secondary leptons, such
as electrons, muons, and taus from CC neutrino interactions, are propagated through the ice
after they are produced. The software used for lepton propagation is called PROPOSAL (Propa-
gator with optimal precision and optimized speed for all leptons) and is based on the previous
implementation MMC (Muon Monte Carlo) [195, 218]. The lepton production is simplified by
assuming that the emission angle is aligned with the incident angle of the primary particle and
that it travels at the speed of light which are both reasonable assumptions above the energy
threshold of 100GeV. The various propagation effects of different particle types and energies
as described in Section 3.1.2 is taken care of by PROPOSAL. In particular, highly energetic muons
are simulated to have long tracks that are predominantly characterized by stochastic energy
losses. Electromagnetic and hadronic cascades as described in Section 3.1.3 are simulated by
CMC (Cascade Monte Carlo) [194]. It generates individual particle showers by randomly sampling
energy losses from the energy-dependent shower parametrization and also takes the LPM-effect
into account. The shower parametrizations have been determined by fitting the Cherenkov light
yield for a full shower simulation using GEANT4 (Geometry And Tracking) [202, 219].
Light emission and propagation After all primary and secondary particles have been propa-
gated through the detector, their energy losses are recorded in a Monte Carlo tree. The next
step of the simulation chain is the Cherenkov light emission and propagation from all particles
or energy losses that are considered visible (c.f. Section 3.1.2). The number of photons scale
with the total track length of all charged particles and the emission angle varies around 41◦
depending on the refraction index (c.f. Section 3.1.4). The individual photon propagation is ex-
ecuted by an OpenCL-based photon-tracking simulation CLSIM. It propagates a photon through
the ice and tracks its scatter path until it is either absorbed or detected by hitting the PMT of
a DOM. The scattering and absorption lengths are tabulated as a function of the position and
direction of the photon (c.f. Section 3.2.4). The currently used ice models are SPICEMie [211]
and SPICELea [212]. CLSIM uses GPUs for photon propagation, because they are optimal for
running hundreds of simple operations (like photon scattering) in parallel [220].
The light yield of a generalized source is parametrized by photo spline tables, which will be
discussed in greater detail in Section 5.2.1. The idea is to simulate a light source (cascade, track,
or flasher) at a specific depth and direction multiple times and track the photon yield around
the source. The simulation is repeated for all possible combinations of depth and direction and
then recorded in a large table. Photo spline tables can be useful for simulating highly energetic
events for which direct photon propagation would be computationally too expensive. With a
photo spline table, the expected light yield of a source can simply be looked up for any DOM.
Most importantly, however, these tables are required for reconstructing events where multiple
source hypotheses must be tested very quickly (see Section 3.3.3). They were originally produced
with PHOTONICS using CPUs for direct photon propagation [221] and have been generated with
CLSIM using GPUs instead for a few years. Because the resulting tables are binned, they are
fitted with a smooth spline interpolation that has been developed for this purpose [222].
Detector response The last step of the simulation chain is the response of the detector. Aside
from its quantum efficiency, the PMT sensitivity depends on the wavelength and the incident
angle of the photon. Whether a hit PMT is actually triggered therefore varies from photon
to photon, which is considered in simulation. The angular photon acceptance is parametrized
such that local scattering variations of the hole ice are taken into account. The PMT hardware
has been calibrated and studied in the laboratory [223] and the results have been modeled
in simulation. Specifically, the transit time and jitter of the PMT are important to model in
simulation as they affect the time and width of a pulse, respectively. Finally, every trigger
that runs online at the South Pole is also implemented in simulation. It is the last step of the
simulation chain and completes the construction of a simulated event.
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Weighting The majority of Monte Carlo simulation in IceCube is generated with a spectrum
that may not reflect a realistic physical model. For example, if a search is focused on highly
energetic neutrinos, it can be more useful to simulate an E−1 spectrum rather than the softer
observed spectrum between E−2 and E−3. The available number of simulated events required
at the highest energies is thereby artificially increased and the usage of computational resources
is optimized. This procedure is valid as long as the simulated events are later reweighted to
represent a flux that is realized in nature.
Typically, a search for neutrino interactions in IceCube is just a counting experiment of N events
over a certain exposure time ∆t. Commonly, the rate R = N/∆t is of interest and is given by
R =
∫
dΩ
∫
dE Aeff(E, Ω)
dΦ
dE
(3.9)
in its most general form. Here, Ω is the solid angle and dΦ/dE the differential neutrino flux with
energy E. The neutrino interaction probability is described by the effective area Aeff(E, Ω). It
depends on the direction and energy of the neutrino and on the detector properties. Whereas
the effective area characterizes the experiment, the differential neutrino flux
dΦ
dE
=
dN
dt dA dΩdE
(3.10)
with N neutrinos per time t, unit area A, solid angle Ω, and energy E is model-dependent and
the quantity of interest. The generation spectrum is given by a differential fluence which is
the total number of generated events per unit area, solid angle, and energy. The weight of a
simulated event is the ratio
w =
dNexpected/dt dA dΩdE
dNgenerated/dA dΩdE
(3.11)
which is in units of s−1. The expected event rate for a physical model is simply the sum over
all weights and its statistical error the square root of the sum over all weights squared [224]
R =
∑
i
wi and σR =
√∑
i
w2i . (3.12)
The weights can also be used to determine the effective livetime
Teff =
∑
i wi∑
i w
2
i
, (3.13)
which is defined as the detector exposure time after which the statistical error of simulation and
experimental data have become equal. Weighted neutrino simulation usually has an effective
livetime of the order of hundreds of years, because neutrinos rarely interact in reality but can be
forced to interact frequently in simulation. In contrast, atmospheric muon simulation usually has
an effective livetime that is less than the detector exposure time, because thousands of muons
are measured experimentally every second but cannot be simulated in the same frequency due
to limited computational resources. A critical component in a search for neutrino interactions in
IceCube therefore is the limited statistics of available atmospheric muon simulation to properly
describe an important background component. The effective area as given in Equation 3.9 is
directly calculated from the simulation weight of the generated event. It is used to quantify the
signal efficiency of an event selection as will be discussed in Chapter 4.
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3.3.3 Maximum Likelihood Event Reconstruction
An event in the IceCube detector is reconstructed by using the detected number and arrival time
distribution of Cherenkov photons at each DOM in a maximum-likelihood estimation. The
observed data are individual pulses with a charge (given in units of photoelectrons) at a certain
time. Pulses are deconvolved from the digitized waveforms using known single-photoelectron
pulse templates. The likelihood is defined as a product of probabilities, each comparing the
observed data to the expected data of a certain source hypothesis. For each event, the param-
eters of a source hypothesis are varied until they maximize the likelihood. The resulting best-fit
parameters then reflect the best knowledge of the particle interaction. They can be used to
construct observables which estimate properties of the initial neutrino.
The likelihood is generally defined as a product over individual probabilities [225]
L(d|s) =
∏
i
p(di |s), (3.14)
where s is the parameter set that describes the source hypothesis and d is the observed data.
For an IceCube event, a light source is given by s = (xs, ys, zs, ts, θs,φs,Es) with cartesian
coordinates xs, ys, zs, emission time ts, polar angles θs and φs, and energy Es. However, an
event can also be more complex and contain multiple light sources (see below). The observed
data d = {(xo , yo , zo , toi , ∆toi , noi) | i ∈ time bins, o ∈ DOMs} is the entirety of all digitized
waveforms, characterized by the number of photoelectrons noi at the position xo , yo , zo in a time
bin with the central value toi and the width ∆toi . Because each bin of the digitized waveform
is simply a counting experiment of photoelectrons, the Poisson probability p(n|µ) = µnn! e−µ
for observing n ∈ N photoelectrons with an expectation of µ ∈ R+ is used in Equation 3.14.
Including the photon arrival times, the likelihood becomes
L(d|s) =
∏
o ∈ hit
DOMs
∏
i ∈ time
bins
µnoioi
noi !
e−(µoi+ρoi )
∏
o ∈ unhit
DOMs
e−(µo+ρo), (3.15)
where a term µo =
∑
i µoi is included for all DOMs that did not detect any photoelectrons and
ρo =
∑
i ρoi is the time-integrated noise term. The time-dependent noise term ρoi = ν∆toi
is simply given by the approximately constant noise frequency ν ≃ 560Hz (c.f. Section 3.2.2)
multiplied by the width of the time bin. The expected number of photoelectrons µoi for each
arrival time toi is taken from the photo spline table of a source hypothesis (c.f. Section 3.3.2).
While the observed data d remains fixed, the source parameters s are varied numerically until
the likelihood in Equation 3.15 is maximal.2
A generalized multiple source likelihood fit in the millipede framework is used for the work
presented in this thesis [226]. The main idea is that a track must be described by different
source hypotheses depending on its energy. At energies below ∼ 1TeV muons are minimum-
ionizing and a continuous approximation of energy losses is valid. In this case, a track is a single
muon moving through the detector at the speed of light and continuously emitting Cherenkov
light. The expected number of photoelectrons is taken from a photo spline table which is
generated by repeatedly simulating a low-energy muon traversing the entire detector. However,
above ∼ 1TeV, stochastic losses of the muon induce secondary particle showers which dominate
the total Cherenkov light yield of the track. The light emission pattern for showers is different,
as they are approximately point-like and appear in irregular intervals along the track. In this
case, the expected number of photoelectrons is a superposition of multiple showers each taken
from a photo spline table which is generated by repeatedly simulating a cascade.
2 In practice, the negative logarithm of the likelihood is minimized, as it is computationally more feasible.
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Consequently, a high-energy track hypothesis for a millipede reconstruction is segmented into
spatial bins, each containing a single cascade. This is sketched in Figure 3.10. The expected
light yield at each DOM is then given by the linear superposition of all light sources (and noise).
In a first iteration of the fit, the timing information is omitted and only the total number of
observed photoelectrons no =
∑
i noi and expected photoelectrons µo =
∑
i µoi are compared
for each DOM o = 1 . . . m. This is called an amplitude fit. The expectation values µo are
determined by the linear equation system (LES)⎛⎜⎜⎜⎜⎜⎜⎝
B11 . . . B1k . . . B1l
...
. . .
...
. . .
...
Bo1 . . . Bok . . . Bol
...
. . .
...
. . .
...
Bm1 . . . Bmk . . . Bml
⎞⎟⎟⎟⎟⎟⎟⎠
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E1
...
Ek
...
El
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎝
µ1
...
µo
...
µm
⎞⎟⎟⎟⎟⎟⎟⎠ , (3.16)
in which the superposition of all cascade energies Ek per track segment k = 1 . . . l is scaled with
the tabulated light yield Bok [226]. The matrix elements Bok = B(xk , yk , zk , θk ,φk , xo , yo , zo)
are normalized to a cascade of 1GeV energy and account for light scattering and absorption in
the ice between a source k and receiver o. Because l ̸= m in general, the linear equation system
in Equation 3.16 cannot be solved analytically. Instead, the unfolded energy losses {Ek |Ek ≥ 0}
are determined by minimizing |BE− µ| via a non-negative least-squares algorithm [227].
After the first amplitude fit, more iterations of a timed fit are performed. Incorporating the
photon arrival time distributions, the LES in Equation 3.16 becomes
∑
k BoikEk = µoi with
Boik = B(xk , yk , zk , tk , θk ,φk , xo , yo , zo , toi). Inserting into Equation 3.15 yields the millipede
likelihood to be maximized during the event reconstruction
L =
∏
o ∈ hit
DOMs
∏
i ∈ time
bins
1
noi !
⎛⎜⎝ ∑
k ∈ light
sources
BoikEk + ρoi
⎞⎟⎠
noi
e−(
∑
k BoikEk+ρoi)
∏
o ∈ unhit
DOMs
e−(
∑
k BokEk+ρo).
(3.17)
Figure 3.10: Sketch of the millipede unfolding. A muon track is divided into segments, each containing
a cascade with energy Ek to fit the stochastic losses of the muon. The expected number
of photoelectrons µo at every DOM o is determined by the superposition of all sources Ek
along the track scaled with the tabulated light yield as stated in Equation 3.16.
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This framework allows the reconstruction of single cascade, double cascade, and track
source hypotheses (c.f. Section 3.3.1) with the respective algorithms monopod, taupede, and
millipede. They are based on the same likelihood as defined in Equation 3.17 but use different
source parametrizations. The hypothesis which fits the observed data best can be identified by
comparing maximum likelihood values. It is an estimate of the interaction type in the detector.
Monopod is the single cascade source reconstruction algorithm which considers a cascade
hypothesis as a special case of the track hypothesis. Consequently, the sum in Equation 3.17
reduces to a single expectation value µoi = BoiEs. The single cascade source is parameterized
as s = (xs, ys, zs, ts, θs,φs,Es). The vertex (xs, ys, zs) and time ts correspond to the shower
maximum (c.f. Section 3.1.3). The vertex can be used to exclude certain regions like the dust
layer or the outer rim of the detector in which reconstruction works less reliably. The direction
(θs,φs) can be useful to distinguish atmospheric and astrophysical neutrinos (c.f. Section 2.3.2)
but is generally not well constrained. The deposited energy Edep = Es is associated with the
visible energy deposition of the shower. It is an important estimator of the initial neutrino energy.
Taupede is the double cascade source reconstruction algorithm. It is the intermediate case
between a single cascade and a track by causally connecting two cascades. Instead of a fixed
segment spacing, it is implemented to have one more additional free fit parameter which is
the distance L between the two cascades. The double cascade source is fully determined with
s = (xs, ys, zs, ts, θs,φs,L,E1,E2). In this case, E1 and E2 can be associated with the cascade
energy of the neutrino interaction and the tau decay, respectively, and L can be identified with
the tau decay length. The deposited energy is Edep = E1 + E2. The reconstruction of double
cascade events will be discussed in greater detail in Section 4.3 as this is a central part of the
search for tau-neutrino interactions presented in this thesis.
Millipede is the reconstruction algorithm for track sources. As described above, the track
hypothesis is parameterized via multiple subsequent cascade sources and is fully determined by
s = (xs, ys, zs, ts, θs,φs, ∆L, {Ek}), where ∆L is the length of the equally-spaced track segments.
The position, time, and direction of each secondary cascade with energy Ek is fully defined by
knowing an arbitrary starting (or “anchor”) point (xs, ys, zs, ts) in space and time and the length
of the track segments. This is valid under the assumption that the track moves with the speed
of light and that all secondary cascades are aligned with the direction of the track. While the
reconstructed spatial distribution of all energy losses Ek can be an estimate of the muon energy,
the deposited energy Edep =
∑
k Ek is not a well-suited measure of the primary neutrino energy.
In contrast, the commonly well-reconstructed direction (θs,φs) can be used in conjunction with
the time ts to search for neutrino point sources and correlated optical sources.
The parameter set s of any source hypothesis is given with respect to the right-handed Cartesian
IceCube coordinate system. The center is located at 46 500 ft E and 52 200 ft N in the Uni-
versal Transverse Mercator (UTM) coordinate system at an elevation of 2900 ft (corresponding
to a depth of 1948.07m below the surface of the ice). The x-axis points Grid East, the y-axis
points Grid North towards Greenwich, UK, and the z-axis points towards the surface of the ice.
A vertex is given in Cartesian coordinates with respect to the coordinate center. The boundaries
of the instrumented detector volume are approximately (−500m, 500m) in each dimension. A
time is given with respect to the beginning of the detector readout and can be transformed
into the Modified Julian Date (MJD) using the time offset from the detector calibration. A
direction is given as a set of polar angles (θ,φ) or (zenith, azimuth). The former correspond to
the propagation direction of a particle and the latter point back to its origin. The transformation
is zenith = 180◦ − θ and azimuth = φ + 180◦, where zenith and θ are bounded by [0◦, 180◦],
and azimuth and φ are bounded by [0◦, 360◦).
4 Development of Tau-Neutrino Identification
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Figure 4.1: A simulated “double bang” event in the IceCube detector. A charged-current tau-neutrino in-
teraction produces a hadronic cascade and a tau lepton. The tau travels an average distance
of approximately 50m per PeV energy until its decay produces a hadronic or an electro-
magnetic cascade (excluding the muonic decay channel). About 59% of all tau-neutrino
interactions are “double bang” events, which makes it the most promising event topology for
a first detection. However, the identification is only possible at the highest energies where
the tau decay length is long enough for the interaction and decay cascades to be separable.
The simulated event shown here has a neutrino energy of ∼ 10PeV.
The idea of observing tau-neutrino interactions in a large-volume neutrino detector via the“double bang” event topology was initially proposed in [228]. It is characterized by a
charged-current tau-neutrino interaction with a nucleus in the ice which produces a hadronic
cascade and a tau lepton. After propagating a certain distance, the tau decays and produces a
second hadronic or electromagnetic cascade. This double cascade event topology excludes the
muonic decay of the tau and is unique to the tau flavor. The two cascades are only distinctly
resolvable if the distance between them is large enough. The decay length of the tau scales
linearly with its energy due to relativistic effects. The work presented in this chapter focuses on
the explicit reconstruction of the double cascade event topology as a means for direct detection
of tau-neutrino interactions in IceCube. It is a continuation of an initial study presented in [229]
and is concluded such that, for the first time, a search for tau-neutrino interactions via the
double cascade topology is experimentally realizable.
In Section 4.1, an overview of tau-neutrino signatures in IceCube is given and the uniqueness of
the double cascade method is explained. In Section 4.2, the high-energy starting event selection,
which is used in the context of this thesis, is summarized. In Section 4.3, the implementation
of the double cascade event reconstruction and the construction of tau-neutrino-related observ-
ables are described. A method for neutrino flavor discrimination is developed, and the resulting
distributions and resolution of event properties are discussed. In Section 4.4, the tau-neutrino
identification efficiency is studied with respect to the observable phase space.
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4.1 Tau-Neutrino Interactions in IceCube
Tau-neutrino interactions have a variety of signatures in IceCube. Aside from neutral-current
interactions where only the hadronic cascade of the neutrino-nucleon scattering is observable,
the charged-current interaction produces a tau lepton that causes different event topologies.
These are determined by the neutrino interaction vertex, the energy-dependent tau decay length,
the decay vertex, and the decay channel. A summary of all tau-neutrino topologies in IceCube
is sketched in Figure 4.2. They are shown as a function of the tau energy Eτ and the tau decay
length λτ, which are connected via λτ ≃ 50m1PeVEτ (c.f. Section 3.1). Cascades are visualized
as circles and tracks as lines. The line of a tau is drawn thinner than that of a muon, because
a tau track emits much less light than a muon track. A general distinction between different
topologies is the decay channel of the tau. The muonic decay of the tau τ± → µ±+ (—)νµ+ (—)ντ has
a branching ratio of ∼ 17% and produces an outgoing muon track from the tau decay vertex.
All other decay channels of the tau produce another cascade with an inclusive branching ratio
of ∼ 83%. Multiplied by the fraction ∼ 71% of the charged-current cross section over the total
cross section, about 59% of all tau-neutrino interactions are “double bang” events.
The majority of topologies can only be seen at very high energies where the tau is able to
propagate over a sufficiently large distance before it decays. A high-energy tau track that enters
the detector from the outside and decays into a cascade on the inside, or one that starts inside
and stops somewhere outside the detector, is very hard to distinguish from a low-energy muon
that stops or starts in the detector, respectively. It is also difficult to identify a high-energy tau
which enters the detector from the outside and decays into a muon inside the detector, because
the transition from a very dim to a very bright track is extremely challenging to reconstruct.
All three topologies only occur at very high energies above ∼ 10PeV, where the average tau
decay length is above ∼ 500m and therefore long enough to be seen as a track. Events at these
energies are most likely down-going in the detector as the absorption of neutrinos inside the
Earth is strong enough to significantly reduce the flux of up-going neutrinos. Hence, the field of
view for these events is quoted as 2π. At energies below ∼ 100TeV, the tau decay length is too
short to be resolved. Events where the tau decays into a muon cannot be distinguished from
charged-current muon-neutrino interactions, and events where the tau decay produces a cascade
cannot be distinguished from a single cascade produced by charged-current electron-neutrino
interactions and neutral-current interactions of all neutrino flavors.
Figure 4.2: Tau-neutrino topologies in IceCube mainly depend on the energy, decay length, and decay
channel of the tau. See text for explanation. Figure adapted from [230].
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Tau-neutrino interactions may be identifiable via the “double bang” event topology for a tau
energy between ∼ 100TeV−10PeV, for which both vertices of the interaction cascade and the
decay cascade are contained inside the detector volume. Note that there is an upper limit of
the tau energy for this topology, as the decay vertex is less likely to be contained with increasing
energy. The field of view ranges from 2π to 4π depending on the energy, due to Earth absorption.
Historically, the name “double bang” has been used to refer to a highly energetic tau-neutrino
interaction that produces a separation of the interaction and decay cascades that would be
visible to the eye as shown in Figure 4.1. The name double pulse has been used for events that
are lower in energy where no clear separation of the cascades is visible to the eye but might
appear as two distinct pulses in the waveform of a single DOM. In this thesis, however, the
name “double bang” is used to refer to the interaction channel where two subsequent cascades
are produced, independently of the tau energy. The names double pulse and double cascade are
used to describe two different detection methods of “double bang” events.
The double pulse detection method has been used in the most recent search for tau-neutrino
interactions in IceCube [68]. The idea is that a “double bang” event located close to a string
would produce two peaks in the waveform of at least one nearby DOM. The first peak is caused
by the Cherenkov light from the interaction cascade, and the second peak corresponds to the
decay cascade. The time difference between the two peaks corresponds to the propagation time
of the tau (which travels approximately at the speed of light and is faster than the emitted light
in ice) and the distance of each cascade to the receiving DOM. The phase space for observing
“double bang” events via the double pulse method is very small, and irreducible background is
dominated by atmospheric muons that mimic a double pulse due to stochastic losses. In the
tau-neutrino search published in [68], an algorithm has been developed to identify a double pulse
structure in individual waveforms. An event selection based on parameters from this algorithm
has yielded an event expectation of ∼ 0.55 identifiable tau-neutrino events on a total background
of ∼ 0.35 events for three years of data under the assumption that the astrophysical neutrino
flux is described by an E−2 spectrum. No tau-neutrino event has been observed in this search.
The double cascade detection method was initially developed in [229] and has been further
extended in the scope of this thesis. The idea is to use the entirety of all digitized waveforms
and explicitly reconstruct the hypothesis of two subsequent cascades with a maximum-likelihood
fit based on the millipede framework (c.f. Section 3.3.3). The possible phase space of
identifiable “double bang” events is thereby increased, because all available information is used
instead of just one waveform from a single DOM.1 Reconstruction is limited by light scattering
and absorption in the ice and by the geometry of an event. Hence, there is a fundamental
threshold in the energy and decay length of the tau, below which the interaction and decay
cascades become inseparable. This will be discussed in greater detail in Section 4.3.
4.2 High-Energy Starting Event Selection
The data sample used for the work presented in this thesis is obtained by applying the high-energy
starting event selection (HESE) as described in [43] to all triggered events that are processed
to the offline level 2 (c.f. Section 3.2.3). The main idea is to define a veto region on the outer
edges of the detector in order to only select starting events where the first Cherenkov photons
are detected inside the fiducial volume. The veto region is sketched in Figure 4.3 for the top
view (left) and the side view (right) of the detector. It is comprised of the outer strings as well
as a top layer of 90m and a center layer of 80m around the dust layer (c.f. Section 3.2.4),
each containing four to five DOMs per string and a bottom layer of 10m containing one DOM
per string. The veto region is much thicker at the top of the detector, because atmospheric
1 An illustration of this will be discussed in the context of double flasher events in Section 5.3.2.
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FIG. 1. Drawing of the IceCube array. Results here are from
the complete pictured detector for 2011-2012 and from a par-
tial detector missing the dark gray strings in the bottom left
corner for the 2010-2011 season. The side view (right) shows a
cross-section of the detector indicated in the top view (left) in
blue. Events producing first light in the veto region (shaded
area) were discarded as entering tracks (usually from cosmic
ray muons entering the detector). Most background events
are nearly vertical, requiring a thick veto cap at the top of
the detector. The shaded region in the middle contains ice
of high dust concentration [1]. Because of the high degree of
light absorption in this region, near horizontal events could
have entered here without being tagged at the sides of the
detector without a dedicated tagging region.
source [4]. Although that analysis had some sensitiv-
ity to neutrino events of all flavors above 1 PeV, it was
most sensitive to ⌫µ events above 10 PeV from the region
around the horizon, above which the energy threshold in-
creased sharply to 100 PeV. As a result, it had only lim-
ited sensitivity to the type of events found, which were
typical of either ⌫e or neutral current events and at the
bottom of the detectable energy range, preventing a de-
tailed understanding of the population from which they
arose and an answer to the question of their origin.
Here we present a follow-up analysis designed to char-
acterize the flux responsible for these events by conduct-
ing an exploratory search for neutrinos at lower energies
with interaction vertices well contained within the de-
tector volume, discarding events containing muon tracks
originating outside of IceCube (Fig. 1). This event se-
lection (see Materials and Methods) allows the resulting
search to have approximately equal sensitivity to neutri-
nos of all flavors and from all directions. We obtained
nearly full e ciency for interacting neutrinos above sev-
eral hundred TeV, with some sensitivity extending to
neutrino energies as low as 30 TeV; see Fig. 7 in Ma-
terials and Methods. The data-taking period is shared
with the earlier high-energy analysis: data shown were
taken during the first season running with the completed
IceCube array (86 strings, between May 2011 and May
2012) and the preceding construction season (79 strings,
between May 2010 and May 2011), with a total combined
live time of 662 days.
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FIG. 2. Distribution of best-fit deposited energies and decli-
nations. Seven of the events contain muons (crosses) with an
angular resolution of about 1 , while the remainder are either
electromagnetic or hadronic showers (filled circles) with an
energy-dependent resolution of about 15 . Error bars are 68%
confidence intervals including both statistical and systematic
uncertainties. Energies shown are the energy deposited in
the detector assuming all light emission is from electromag-
netic showers. For ⌫e charged-current events this equals the
neutrino energy; otherwise it is a lower limit on the neutrino
energy. The gap in Edep between 300 TeV and 1 PeV does not
appear to be significant: gaps of this size or larger appear in
28% of realizations of the best-fit continuous power-law flux.
RESULTS
In the two-year dataset, 28 events with in-detector
deposited energies between 30 and 1200 TeV were ob-
served (Fig. 2, Table I) on an expected background of
10.6+5.0 3.6 events from atmospheric muons and neutrinos;
see Materials and Methods. The two most energetic
of these were the previously reported PeV events [4].
Seven events contained clearly identifiable muon tracks,
whereas the remaining twenty-one were shower-like, con-
sistent with neutrino interactions other than ⌫µ charged-
current. Four of the low energy track-like events started
near the detector boundary and are downgoing, consis-
tent with the properties of the expected 6.0 ± 3.4 back-
ground atmospheric muons, as measured from a control
sample of penetrating muons in data. One of these—
the only such event in the sample—had hits in the Ice-
Top surface air shower array compatible with its arrival
time and direction in IceCube (event 28). The points at
which the remaining events were first observed were uni-
formly distributed throughout the detector (Fig. 3). This
is consistent with expectations for neutrino events and in-
consistent with backgrounds from penetrating muons or
with detector artifacts, which would have been expected
to trace the locations of either the fiducial volume bound-
ary or the positions of the instrumentation.
As part of our blind analysis, we tested a pre-defined
fixed atmospheric-only neutrino flux model [6] includ-
ing a benchmark charm component [7], reevaluated using
Figure 4.3: Sketch of the veto region and fiducial volume of the high-energy starting event selection.
The veto region is comprised of the outer strings as shown in the top view of the detector
(left) and of three layers at the top, around the dust layer and at the bottom as shown in
the side view (right). An event is discarded if the first light is detected in the veto region,
thereby selecting events that start inside the fiducial volume. Figure reproduced from [43].
muons predominantly enter the detector from above. The veto region at the bottom of the
detector is necessary for discarding muons that are produced in muon-neutrino interactions and
enter the detector from below. As there are no up-going atmospheric muons, it can be much
smaller. Muons that enter the detector through the dust layer at a large zenith angle can mimic
a starting event, because light emitted in the dust layer is heavily absorbed. Therefore, another
veto region around the dust lay r is necessary to discard these event . Starting events are
selected by requiring fe er than 3 p of th first 250 pe observed in the event to be detected
within the veto region. In addition, a total observed charge of at least 6000 pe is required per
event, above which statistical fluctuations in the light yield decrease and highly energetic muons
are less likely to pass the veto region undetected.
The high-energy starting event selection rejects at least 99.999% of the atmospheric muon
background [43]. B cause both atmospheric muons and atmospheric neutrinos are produced
in the same cosmic-ray-induced air showers, the event selection also rejects a large fraction of
atmospheric neutrinos that accompany the vetoed muons. The self-veto effect depends on the
neutrino energy and zenith angle (c.f. Section 2.3.2). The passing fraction of atmospheric
neutrinos in this event selection increases with larger zenith angles, because it becomes more
likely that muons from the same shower die out due to the longer propagation distance through
the atmosphere and the ice. There is no self-veto effect for up-going atmospheric neutrinos. The
passing fraction increases on average with decreasing neutrino energy, because it is correlated
with the muon energy. A generalized calculation of the self-veto probability is used separately
for conventional and prompt atmospheric neutrino fluxes [148].
While rejecting a large fraction of the atmospheric background, the high-energy starting event
selection retains a majority of astrophysical neutrino events within the fiducial volume. It is
similarly efficient for all neutrino flavors, as the selection criteria are independent of the topology
of the event as long as it starts inside the fiducial volume. This can be seen in Figure 4.4, in
which the neutrino effective areas (c.f. Section 3.3.2) of the high-energy starting event selection
are shown. The effective areas increase with neutrino energy, as more visible energy is deposited
inside the fiducial volume. There is a soft lower energy threshold of ∼ 30TeV, which is related
to the selection requirement that the observed charge must be larger than 6000 pe. Above a
few hundred TeV, the effective areas are approximately equal for all flavors, with the exception
of the Glashow resonance for electron-antineutrino interactions at 6.3 PeV (c.f. Section 3.1.1).
In the lower energy range, the effective areas are slightly different for each flavor, because
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the fraction of the neutrino energy that is deposited as visible energy in the charged-current
channel varies. It is highest for electron-neutrino interactions, as almost all of the neutrino
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Figure 4.4: Neutrino effective areas for the
high-energy starting event selection
as a function of the neutrino energy.
Distributions are shown for all fla-
vors and for different zenith bands.
energy is deposited in an electromagnetic and a
hadronic cascade. Muon-neutrino interactions pro-
duce muons which only deposit some of their en-
ergy until they leave the detector. Therefore, the
detection threshold is a little higher. For the same
reason, tau-neutrino interactions have an effective
area that is between electron- and muon-neutrino
interactions, as the decay of the tau produces a
muon in about 18% of the cases (with a higher
detection threshold) and a cascade in the remain-
ing cases (with a lower detection threshold). In
addition, the decay of the tau-neutrino produces
secondary neutrinos which further reduce the de-
posited energy. Looking at the other two plots
for different zenith angle bands, it can be seen
in addition that the effective areas decrease for
all flavors with increasing zenith angle. The ef-
fect is particularly visible in the up-going region
for the highest energies. This is due to Earth ab-
sorption, which becomes significant for neutrino
energies above ∼ 1PeV. The difference between
tau-neutrino interactions compared to the other
flavors at the highest energies is due to an effect
called tau regeneration. A highly energetic tau-
neutrino that travels through the Earth is likely to
interact at some point. The interaction produces
a tau, and its subsequent decay produces a second
tau-neutrino that continues to propagate through
the Earth. Because this secondary tau-neutrino
is lower in energy, it is more likely to reach the
detector. Therefore, primary tau-neutrinos at the
highest energies can still be detected in principle via
these secondary tau-neutrinos at lower energies, as
long as they are above the threshold of ∼ 30TeV.
Experimental results of the high-energy starting
event selection were continuously reported with
an increasing number of IceCube operating years
[4, 43, 44, 50]. The current data sample con-
sists of 82 events in the energy range between
∼ 30TeV and ∼ 3PeV collected between 2010
and 2016. The expected number of atmospheric
muons is 25.2 ± 7.3 and the expected number of
atmospheric neutrinos is 15.6+11.4−3.9 , where the un-
certainty includes the upper limit of an unknown
prompt atmospheric neutrino component [130].
The observation corresponds to an exclusion of the
atmospheric-only hypothesis and the discovery of the astrophysical neutrino flux at a significance
level that is of the order of ∼ 8σ. The results of the spectral fit of the diffuse astrophysical neu-
trino flux will be discussed in comparison with the results presented in this thesis in Section 7.1.
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4.3 Double Cascade Event Reconstruction
The double cascade event hypothesis is unique to tau-neutrino interactions. The primary neu-
trino interaction is represented by the first cascade and the tau decay by the second cascade.
Events are reconstructed using the millipede framework as described in Section 3.3.3. In the
context of this thesis, the three event topologies single cascade, double cascade, and track
are fitted assuming the corresponding hypotheses with monopod, taupede, and millipede,
respectively. The hypotheses for tracks and cascades have been established for years [226],
whereas the double cascade hypothesis has only been developed recently [229]. In an initial
study, the performance of the double cascade event reconstruction was tested using simulation
data where the seed of the minimizer was the smeared simulated value. In the work presented
in this thesis, the reconstruction algorithm is upgraded to work with experimental data and to
optimize the performance without the need for a specific seed. The reconstructed observables
are used to discriminate different neutrino flavors. For the first time, the double cascade event
reconstruction is sensitive to the identification of a tau-neutrino interaction in the experiment.
4.3.1 Implementation and Tau-Neutrino-Related Observables
The double cascade event hypothesis is constructed by extending a single cascade source
described by the vertex (x1, y1, z1), time t1, direction (θ,φ), and energy E1 by two additional
parameters, the length L and the second energy E2. In total, this yields nine fit parameters
s = (x1, y1, z1, t1, θ,φ,L,E1,E2). The length L is the distance between the two cascades and
can be interpreted as the tau decay length for double cascade events. The energy of the second
cascade E2 corresponds to the visible energy that is deposited in the tau decay. Note that the
number of fit parameters is not double the number of a single cascade fit, as the second cascade
is assumed to be causally connected to the first. It is constructed by assuming that the tau
travels at the speed of light and that it has the same direction as the initial neutrino. Both are
reasonable assumptions considering the resolution limit and energy scale in IceCube. The vertex
and time of the second cascade are fully determined by the first cascade and the length via
x2 = x1 + L sin θ cosφ, (4.1)
y2 = y1 + L sin θ sinφ, (4.2)
z2 = z1 + L cos θ, (4.3)
t2 = t1 + L/c . (4.4)
All reconstruction algorithms based on the millipede framework use the same configuration
to make them comparable. The configuration is similar to the prior analysis of the high-energy
starting event selection [43]. DeepCore DOMs and bright DOMs are excluded from the likelihood
fit since they may introduce a bias. These DOMs typically carry a large fraction of the total
observed charge. The PMT of a DeepCore DOM has a ∼ 35% higher quantum efficiency than
an IceCube DOM. A bright DOM may be caused by a source which is highly energetic and/or
close to a string and is empirically defined to contain at least ten times the average observed
charge of the event. The underlying reason for the exclusion of high-charge DOMs is that the
corresponding statistical uncertainty of the digitized waveforms is smaller than the systematic
uncertainty. However, the systematic uncertainty cannot be incorporated into the likelihood fit
because it is not known for individual DOMs. Furthermore, saturated DOMs are excluded, as
the digitized waveform is incomplete. DOMs that are marked as “bad” due to various reasons
and DOMs with an erroneous calibration are also excluded. The time bins of the millipede
likelihood are constructed by requiring each bin to contain a minimum of five pulses. DOMs
without any observed pulses are included in the likelihood as described in Section 3.3.3.
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The single cascade hypothesis is reconstructed with monopod and is used as a seed for the double
cascade hypothesis, which is reconstructed with taupede. The track hypothesis is reconstructed
using a specific track reconstruction algorithm that only takes the first detected photo electron
of each DOM and then iteratively fits a track. In principle, it could also be reconstructed using
the millipede algorithm. However, this is computationally too expensive. Instead, millipede
is only used for the deconvolution of the energy losses along the track obtained by the faster
reconstruction algorithm. The likelihood is thus comparable between all three source hypotheses.
A better scheme of using the taupede fit is developed in order to account for the difficulty in
reconstructing double cascade events. It is effectively turned into a “brute-force” fitter where
multiple hypotheses are tested and compared. The main need for this is based on the fact that it
is hard to find a reliable seed for the length. Different attempts to construct a seed were tested,
but none came close to the results obtained from the “brute-force” approach. The changes and
extension to the taupede fit are:
1. The evaluation of the length phase space of the taupede fit is adjusted by the step size
StepL and the bounds LengthBounds. The former tells the minimizer how densely to
vary the value of the length during the minimization, and the latter are its boundaries.
The default step size is 15m and the default bounds are (0m, 2000m). It was found
that the step size must be configured to a much smaller value to evaluate the rapidly
changing likelihood landscape in a sufficiently dense grid. It is therefore set to 1m, instead.
Furthermore, limiting the length parameter to positive values prohibits the minimizer to
look “behind” the seed cascade, because a negative value of L switches the order (in time)
of the two cascades. Therefore, the bounds are set to (−800m, 800m) in order to allow
negative values. The maximum absolute value is decreased to improve fit performance,
because only a more realistic phase space inside the fiducial volume is considered.
2. The length parameter must be seeded for the fit. In principle, this can be done with the
first guess L = 50m/PeV ·Edep. However, this only holds on average but not for individual
events. Instead of estimating a seed, the parameter space is coarsely scanned by sampling
different length values. They are empirically set to L = 10m, 25m, 50m, 100m.
3. The remaining seed parameters are obtained from the single cascade monopod fit. De-
pending on the kinematics of the interaction, the best-fit single cascade vertex can reside
close to the neutrino interaction or to the tau decay or somewhere between. It depends
on the amount of deposited energy in each cascade, as monopod effectively fits an energy-
weighted mean vertex position. The best-fit vertex of the monopod fit is used to construct
the event hypothesis with varying ordering for each length seed to account for these cases.
It is used as a seed for the first cascade or the second cascade or for a central location
between both cascades, each placed at L/2 in opposite directions.
4. The best-fit result of either cascade energy may be zero. Although this is technically a
permitted solution, it simply returns the single cascade hypothesis. Therefore, zero-energy
solutions are to be avoided during the fit. The quality of the fit result for each constructed
hypothesis is assessed by requiring each cascade to be “softly” contained and to have a
reconstructed energy greater than 1TeV. Soft containment means that the vertex is not
farther away than 50m outside of the detector. The required minimum energy of 1TeV
per cascade corresponds to ∼ 6% of the energy threshold of the high-energy starting event
selection. The three best-fit results of all tested hypotheses are obtained by comparing
the corresponding likelihood values in addition to the aforementioned requirements.
5. The taupede fit is executed in an iterative way. First, all constructed hypotheses are fitted
using only the integrated charge per DOM (amplitude fit). The three best-fit results are
then refitted using the entire digitized waveform of each DOM (timed fit), and out of
those the best-fit result is determined.
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The final best-fit result is accepted as a successful double cascade event reconstruction if
• the taupede fit converged,
• each cascade has a reconstructed energy larger than 1TeV,
• each cascade vertex is not farther away than 50m from the detector,
• and the opening angle between the taupede and millipede results is not larger than 30◦.
The first requirement accounts for the evident exclusion of fits that did not converge. A mini-
mum energy is required to enforce non-zero solutions to be preferred in the likelihood comparison
of different fit hypotheses of a double cascade source. A soft vertex containment is required,
because the reconstruction performance degrades outside the detector volume as the available
amount of observed light decreases. The last requirement is a quality criteria of the reconstruc-
tion in order to decrease the amount of misidentified tracks.
Important observables in a search for a diffuse astrophysical neutrino flux are the zenith angle
and the total deposited energy. They are necessary in order to distinguish atmospheric from
astrophysical neutrinos (c.f. Section 2.3.2). In the analysis presented in this thesis, the zenith
angle and total deposited energy are used similarly as for the previously published spectral
fit using the high-energy starting event selection [43]. In addition, observables sensitive to
tau-neutrino interactions are obtained from the double cascade fit. These are the length L,
the vertices (x1, y1, z1) and (x2, y2, z2), and the deposited energies E1 and E2 of the two
cascades. Furthermore, two topology estimators are constructed: the energy asymmetry EA,
which was introduced in [229], and the energy confinement EC, which is new (see Figure 4.5).
All aforementioned observables are briefly described in the following.
The direction of a particle is given by the zenith angle and the azimuth angle. The zenith angle
gives the direction of particle origin with respect to the vertical axis that points towards the
surface of the ice and upward from the South Pole. A zenith angle of 0◦ means that a particle
is straight down-going in the detector, an angle of 90◦ means that it is propagating horizontally,
and an angle of 180◦ means it is straight up-going. The azimuth angle gives the direction
of particle origin with respect to the horizontal x-axis of the IceCube coordinate system (c.f.
Section 3.3.3). It is usually not interesting in terms of separation power between an atmospheric
and a diffuse astrophysical neutrino flux, as both are expected to be azimuthally isotropic.
However, the azimuth angle is particularly important with respect to systematic uncertainties of
the reconstructed length due to an anisotropy of the light scattering in ice, as will be discussed
in Chapter 5. Both zenith and azimuth angles are implicitly used for modeling the systematic
uncertainty of the reconstructed length due to the ice anisotropy (see Appendix A). The zenith
angle is also used as direct observable in the likelihood fit described in this thesis for measuring
the astrophysical neutrino flavor composition (see Section 6.2.2). The reconstructed direction
is a very good estimate for the initial neutrino direction, because the energy in IceCube is high
enough for the kinematic opening angle to be negligible. The direction can be reconstructed
more precisely for tracks than for cascades and depends on the length for double cascade events,
as will be discussed in Section 4.3.3.
The total deposited energy Etot is the electromagnetic-equivalent energy that is visible in
IceCube. It is obtained by the sum of all “softly” contained energy losses from the millipede
energy deconvolution along the direction of the best-fit hypothesis. As described above, a
“softly” contained energy loss is not farther away than 50m from the detector. The spacing of
secondary cascades along the thought track is 5m (c.f. Section 3.3.3). Zero energy solutions are
possible, which means that the deposited energy is compatible for different source hypotheses.
In particular, the reconstructed energy of a single cascade hypothesis is the same as the sum
of all deconvolved energy losses along its direction as the former is a subset of the latter with
all remaining secondary energy losses being fit to zero. The total deposited energy is used as
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direct observable in the likelihood fit, as well (see Section 6.2.2). It is always a lower limit of
the neutrino energy, because not all energy is deposited in the detector or visible. Some energy
can be carried away by secondary neutrinos (e.g. in the tau decay) or by muons that leave the
detector, and some energy is simply not visible like a fraction of hadronic showers. Hence, the
sensitivity of the total deposited energy to the primary neutrino energy depends on the event
topology. With the single cascade and double cascade topologies, the initial electron- and tau-
neutrino energy, respectively, can be much better constrained with the total deposited energy
than the muon-neutrino energy using the track topology.
The length L is the most important observable that is directly related to tau-neutrino interac-
tions. As described above, it is a fit parameter of the double cascade event reconstruction which
can also be calculated via L =
√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2. The length is used as a
direct observable in the likelihood fit in order to measure the flavor composition as described in
this thesis (see Section 6.2.2). It corresponds to the tau decay length for tau-neutrino interac-
tions that produce a double cascade event. The cascade vertices (x1, y1, z1) and (x2, y2, z2) are
only indirectly used for the containment selection and for constructing the energy confinement.
Similarly, the cascade energies E1 and E2 are also not used as direct observables but only
indirectly for constructing the energy asymmetry and the energy confinement.
The energy asymmetry EA is a measure of how the relative amount of deposited energy in
each cascade is distributed. It uses the cascade energies and is defined by
EA =
E1 − E2
E1 + E2
. (4.5)
This quantity allows a convenient determination of the distribution of the total energy in each
cascade. If EA = 1, it means that all of the energy is in the first (hadronic) cascade, if EA = −1,
it means all of the energy is in the second (decay) cascade, and if EA = 0, it means that both
cascades have an equal amount of energy. A true single cascade event has EA = 1 by definition,
because there is no second cascade. A true double cascade event, however, can have any
value from EA = −1 . . . 1 depending on the kinematics of the deep-inelastic neutrino-nucleon
scattering and the tau decay channel. The energy asymmetry is a good estimator to separate
single cascades from double cascades, as will be shown in Section 4.3.2.
energy asymmetry
E1 E2
EA =
E1   E2
E1 + E2
± 40 m
Etot
E1 E2
± 40 m
E1,C E2,C
energy confinement
EC =
E1,C + E2,C
Etot
Figure 4.5: Sketch of the topology estimators. The energy asymmetry is a measure of how the relative
amount of deposited energy in each cascade is distributed. The energy confinement is a
measure of how much of the total deposited energy is confined to the reconstructed vertex
positions of the double cascade event hypothesis.
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The energy confinement EC is a measure of how much of the total deposited energy is confined
to the reconstructed vertex positions of the double cascade event hypothesis. It uses the cascade
vertex positions and the deconvolution of the energy losses and is defined by
EC =
E1,C + E2,C
Etot
, (4.6)
where E1,C and E2,C are the sum of all energy depositions of the deconvolution that are within
40m distance of the first and second double cascade vertex, respectively. Etot is the total
deposited energy as defined above. Note that Etot = E1,C+E2,C = E1+E2 only holds for a tau-
neutrino-induced double cascade event. Hence, for unambiguous tracks, it always follows that
EC < 1. The distance threshold of 40m is chosen conservatively, because it retains any event
with a tau decay length smaller than 80m. Since the tau is not completely invisible between the
two cascades, this value ensures that no event in the sensitivity region of L < 100m is discarded.
The energy confinement is sensitive to apparent tracks, which have energy depositions outside
the region around the double cascade vertices. It is therefore a suitable estimator to separate
single cascades and double cascades from tracks, as will be discussed in Section 4.3.2.
Themain observables for determining the event topology are the energy asymmetry, the energy
confinement, the length, and the total deposited energy. These observables are the most
sensitive to tau-neutrino interactions in the “double bang” channel. They are discussed in greater
detail in the following. If an observable is named true, it is represented by the known event
properties from the Monte Carlo simulation (c.f. Section 3.3.2). If an observable is named
reconstructed, it is represented by the best-fit result of the reconstruction algorithms without
any knowledge of the true event properties.2 Any figure showing an expected distribution of an
astrophysical neutrino flux is weighted to a benchmark spectrum of E−2.3ν and a benchmark
flavor composition of νe : νµ : ντ = 1 : 1 : 1. The choice of this flux model will be discussed in
Section 6.2.1. It is consistent throughout this thesis except for in Section 6.3.4, where different
spectral shapes will be studied. True and reconstructed topologies are compared in order to
study the performance of the developed method for flavor discrimination. A reconstructed
event topology is estimated using various event properties (see next section). A true event
topology is determined using Monte Carlo information via the following selection criteria.
A true single cascade event is selected by requiring only one cascade to be produced within
the detector volume or in the vicinity of the detector edges.3 This is predominantly caused by
CC electron-(anti)neutrino events and by all NC events. In addition, Glashow resonance events
produce a single cascade if the W-boson decays hadronically or into a positron (electron) and
an electron-(anti)neutrino. Also, tau-(anti)neutrinos can produce a single cascade topology if
the tau-(anti)neutrino interacts inside the Earth and produces secondary neutrinos that interact
within the detector volume accordingly. A tau (antitau) from a CC tau-(anti)neutrino interaction
that leaves the detector and only decays far away is considered a single cascade, because neither
the decay cascade nor the (negligibly small) energy losses of the tau are detectable. This is a
minor contribution to the topology, as it only occurs well above 10PeV neutrino energy.
A true double cascade event is selected by requiring two causally connected cascades to be
produced within the detector volume or in the vicinity of the detector edges. This is exclusively
caused by CC tau-(anti)neutrino events where the secondary tau (antitau) decays hadronically
or into a positron (electron) and neutrinos. No minimum decay length of the tau is required for
an event to be counted towards the double cascade topology.
2 If an observable is not further specified as true or reconstructed (e.g. in plot labels), it corresponds to the
reconstructed observable. If a true observable is depicted, this is always explicitly included in the label. As
the neutrino energy is not reconstructed, it is always given by the simulated value.
3 In this context, the vicinity is defined as a cube around the detector center of length 1300m, which on
average means that a vertex may not be farther away than 100m to 150m outside of the detector.
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Energy Asymmetry and Energy Confinement of True Double Cascade Events
Figure 4.6: Probability density distribution of the true energy asymmetry (left) and true energy confine-
ment (right) for true double cascade events passing the high-energy starting event selection.
A true track event is selected by requiring at least one muon to propagate through the detector
volume. This is predominantly caused by CC muon-(anti)neutrino events and atmospheric
muons. In addition, Glashow resonance events can produce a muon in the leptonic decay of the
W-boson. Furthermore, if a tau lepton is produced (either via a CC tau-neutrino interaction or
a W-boson decay) the muonic decay of the tau produces a muon, as well.
In Figure 4.6, the probability density distributions of the true energy asymmetry and energy
confinement are shown for true double cascade events passing the high-energy starting event
selection. The distribution of the energy asymmetry strongly increases towards EA = −1,
meaning that for a majority of events, the dominant fraction of the total available energy is
deposited in the second (decay) cascade rather than the first (interaction) cascade. The shape
of the distribution strongly depends on the neutrino energy. In particular, for neutrinos below
10TeV energy, the distribution is approximately mirrored around EA = 0, i.e. the dominant
fraction of events increases towards EA = 1. For neutrinos above 100TeV, it is more likely
to have a large energy deposition in the decay cascade, as shown Figure 4.6. This is due to
the decreasing inelasticity of the neutrino interaction at large neutrino energies. The Bjorken
inelasticity variable y is small, because the W-boson from the neutrino interaction couples
to the sea quarks and transfers a smaller amount of energy to the hadronic cascade (c.f.
Section 3.1.1). Therefore, most of the tau-neutrino energy is transferred to the tau lepton,
and the first cascade generally contains less energy than the second cascade for the high-energy
starting event sample. The distribution of the energy confinement sharply peaks at 1. This is
expected due to the construction of the energy confinement, for two reasons. First, the length
distribution follows a steep exponential decay law, which causes a majority of events to have
L < 80m and consequently EC = 1 . Second, the tau lepton rarely undergoes stochastic energy
losses due to its high mass. The probability of stochastic losses increases with energy, and the
median energy for events at L > 80m is much higher than for shorter decay lengths. The
amount of energy deposited by the tau before it decays is very little compared to the amount
of energy deposited in the interaction and decay cascades. Only in very rare cases is the tau
extremely bright, making up more than half of the total deposited energy. This only occurs in
less than ∼ 0.05% of all cases, as can be deduced from Figure 4.6.
The survival probability of a tau lepton follows an exponential decay law p(L) = exp(−L/λτ),
where the decay length λτ is the propagation distance L, after which the survival probability
decreases to ∼ 36.8%. As discussed in Section 3.1.2, the decay length λτ and the energy Eτ of
the tau lepton scale linearly via λτ ≃ 50m1PeVEτ. Consequently, the probability density distribution
as a function of the propagation length of the tau is a convolution over all tau energies, which
strongly depends on the assumed neutrino spectrum (see Section 6.3.4).
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The tau energy Eτ is not a direct observable and can only be estimated as a lower limit via the
second cascade energy. Neglecting minor stochastic losses of the tau propagation, a fraction
of the energy deposited in the tau decay is invisible due to the secondary tau-neutrino, which is
produced in all decays. In addition, the visible fraction of hadronic cascades is energy-dependent
and further reduces the amount of detectable energy deposited in the tau decay cascade (c.f.
Section 3.1.3). Taking the most important decay channels into account,4 the aforementioned
correlation between Eτ and λτ also holds for E2 and λτ, because the dominant fraction of the
tau energy is deposited as visible energy in the decay cascade. This can be seen in Figure 4.7,
where the probability density distribution for the true tau decay length is shown in correlation
with the true second cascade energy. It is clearly visible that the expected correlation Eτ ≃
1PeV
50m λτ between the energy and decay length of the tau is only shifted in energy compared
to the second cascade energy. As described, this is reasonable, because E2 is a lower limit
to Eτ. Furthermore, it can be seen that both the energy and decay length follow steeply
falling distributions. Consequently, a majority of events cluster around low energies and short
decay lengths. In fact, the fraction of tau-neutrino interactions with L ≤ 10m is ∼ 69% of
all true double cascade events, assuming the E−2.3ν benchmark spectrum. It is only ∼ 31% for
L > 10m, ∼ 18% for L > 20m, ∼ 8% for L > 50m, ∼ 4% for L > 100m, and less than 1% for
L > 500m. Evidently, the chance of observing an unambiguous tau-neutrino interaction where
the separation of both cascades is visible to the eye (c.f. Figure 3.9) is extremely low, as this
would correspond to a decay length of a few hundred meters. Hence, an integrated identification
efficiency of ∼ 50% above the lower resolution threshold of the reconstructed double cascade
length of ∼ 10m (see Section 4.3.3) would only allow for the identification of ∼ 15% of all
tau-neutrino interactions in the “double bang” channel.
The probability density distribution for the true tau decay length in correlation with the true
total deposited energy is shown in Figure 4.8. Again, the expected correlation Eτ ≃ 1PeV50m L
is shown in comparison. Similarly, the correlation between the decay length and the total
deposited energy holds, as well. On average, it is only shifted in energy. This can be understood
with respect to the distribution of the energy asymmetry shown in Figure 4.6. As explained
above, neutrinos with sufficiently high energy (∼ 100TeV) transfer most of their energy to the
secondary lepton due to the small inelasticity of the interaction. Consequently, E1 of the first
(interaction) cascade generally makes up a small fraction of the total deposited energy. Hence,
Etot effectively scales with E2 and the correlation between Etot and L is very similar to E2
and L, as can be seen by comparing Figure 4.7 and Figure 4.8. However, this is specific to
the high-energy starting event selection, as these relations rapidly change at neutrino energies
below ∼ 10TeV. In practice, Etot, E2, and L cannot be used simultaneously, as the available
Monte Carlo simulation data is limited in statistics and too sparse to generate the probability
density distribution for a three-dimensional histogram. Instead, it is more feasible to use Etot
instead of E2 for two reasons. First, it does not introduce a disadvantage, as there is no loss
in sensitivity to tau-neutrino interactions due to the similar correlation with the decay length.
Second, Etot is more sensitive to the spectral index γ of the astrophysical neutrino flux than E2
due to a stronger correlation with the neutrino energy.
In summary, only few tau-neutrino events are expected to be identifiable at L ≳ 10− 20m due
to the steep decay distribution of the tau. The approximate scaling E2 ∼ Etot is specific to the
high-energy starting event sample and the resulting correlation Etot ∼ L expected from Eτ ∼ λτ
can be employed in order to identify tau-neutrino interactions. Etot is a preferred choice over
E2, because it is more sensitive to the spectral index as an additional fit parameter of the flavor
composition measurement presented in this thesis (see Section 6.2.1).
4 In the “double bang” channel, the dominating decays are τ± → (—)ντ (—)νe e±, τ± → (—)ντ π±, τ± → (—)ντ π± π± π∓,
τ± → (—)ντ π± π0, τ± → (—)ντ π± π0 π0 and τ± → (—)ντ π± π0 π0 π0, which cover ∼ 75% of the total branching
ratio of the tau decay [78].
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Figure 4.7: Probability density distribution of the true second cascade energy and the true tau decay
length for true double cascade events passing the high-energy starting event selection. The
diagonal line indicates the expectation for the tau energy Eτ = 1PeV50m L. The distribution of
E2 is smeared and shifted compared to Eτ, but the correlation E2 ∼ L remains. The shift is
due to the reduced visible fraction of the tau energy that is deposited in the decay cascade.
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Figure 4.8: Same as in Figure 4.7, but for the true total deposited energy Etot. Unlike the second cascade
energy, the total deposited energy also contains the visible energy of the neutrino interaction
cascade. The correlation Etot ∼ L remains, as discussed in the text.
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4.3.2 Neutrino Flavor Discrimination
The focus of the work presented in this thesis is the development of a tau-neutrino identification
via the observables obtained from the double cascade event reconstruction. A measurement of
the neutrino flavor composition, however, must be based on a discriminator which is sensitive
to all flavors. Therefore, an ad-hoc classification is developed to distinguish between single
cascades, double cascades, and tracks through the use of the same observables.
A particle identifier (PID) is a quantity that assigns a probability to the reconstructed particle
to be of a certain type. It is not possible to construct such a PID for neutrino interactions in
IceCube, because multiple particles may cause the same event topology (c.f. Section 3.3.1).
Instead, a ternary topology identifier on the basis of the three event topologies single cascade,
double cascade, and track is developed, and the contributing fractions of each neutrino flavor
are obtained from the underlying Monte Carlo templates. The optimization of the topology ID
is based on the comparison between reconstructed and true event topologies, as described in
Section 4.3.1. Because the double cascade event topology is unique for tau-neutrino interac-
tions, it is considered the signal. Single cascade and track events are considered background.
Distributions are generated by assuming the benchmark astrophysical E−2.3ν spectrum and flavor
composition νe : νµ : ντ = 1 : 1 : 1, and by including conventional and prompt atmospheric
neutrinos as well as atmospheric muons (see Section 6.2.1).
The topology ID is obtained by a combination of selection criteria using the different tau-
neutrino-related observables as sketched in Figure 4.9. The first level of the topology ID is
based on requirements of the reconstruction quality as described in Section 4.3.1. The taupede
fit should have converged and should be generally consistent with the direction of the millipede
fit. In addition, each cascade is required to have a minimum energy of 1TeV and to be “softly”
contained in the detector volume. The second level of the topology ID is a selection of the
reconstructed length. The minimum required length of 10m corresponds to a threshold, below
which the distinct vertices of an average double cascade event can no longer be resolved due
to light scattering in the ice. The threshold value is found empirically and can be compared
to the resolution of the length, as will be discussed in Section 4.3.3. The distribution of the
reconstructed length above this threshold is also used as a direct observable in the likelihood
fit for measuring the flavor composition (see Section 6.2.2). Further levels of the topology ID
are based on the energy asymmetry and energy confinement topology estimators. The recon-
structed distributions are depicted in Figure 4.10 for events passing the high-energy starting
event selection and the preselection (first and second level) of the topology ID. Each distribu-
tion for true single cascade, double cascade, and track events is a superposition of the individual
astrophysical and atmospheric flux components. The energy asymmetry is useful for distin-
guishing between single cascades and double cascades, and the energy confinement is useful for
distinguishing tracks from everything else. The distributions and selection criteria are explained
in greater detail in the following.
The distribution of the energy asymmetry (Figure 4.10, left) has a few interesting features.
A single cascade can only formally be reconstructed as a double cascade if the reconstructed
energy of either cascade or the reconstructed length is very small. This effect can indeed be seen
for the energy asymmetry distribution of single cascades. They are predominantly reconstructed
towards EA = ±1, which corresponds to a very small energy in either cascade. There is another
accumulation of events around EA = 0. These can be explained by a best-fit solution of the
double cascade event hypothesis with a reconstructed length close to the resolvable threshold. In
this case, the single cascade and double cascade solution are degenerate, and the reconstruction
algorithm can no longer distinguish between one cascade with energy E and two cascades close
together with E1 = E2 = E/2. In fact, this effect is much more pronounced for single cascade
events reconstructed at L < 10m, which is not shown here. In general, a misreconstructed single
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cascade is most likely explained by either a very short reconstructed length or by a very small
energy of either cascade. A double cascade is only successfully reconstructed as such, if the tau
decay length is above the threshold. Therefore, an increase of the distribution towards EA = +1
is caused by misreconstructed events that effectively look like single cascades, because the two
cascades cannot be individually resolved. The increase towards EA = −1, however, is mostly
due to successfully reconstructed events. This can be deduced by comparing the distribution
of double cascades to single cascades for EA ≲ 0 as well as by comparing to the expected true
distribution in Figure 4.6. The distribution for tracks is less important, because the dominant
fraction can be distinguished from single and double cascades by using the energy confinement.
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Figure 4.9: Event classification scheme of the topology ID. The first level is defined by selection criteria
based on the reconstruction quality. If any requirement is not fulfilled, the event is classified
as a single cascade or as a track by comparing the likelihood values Lmonopod and Lmillipede for
the monopod and millipede fits, respectively, reduced by the degrees of freedom (dof). The
second level is a selection based on the reconstructed length. It corresponds to a threshold
below which the distinct vertices of an average double cascade event can no longer be resolved
and effectively look like a single cascade. The third and fourth levels are selections based on
the energy confinement and energy asymmetry, respectively, as described in the text.
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Reconstructed Energy Asymmetry and Energy Confinement
Figure 4.10: Expected event rate distribution of the reconstructed energy asymmetry (left) and recon-
structed energy confinement (right) shown for the true event topologies. Each distribution
is a sum of all astrophysical and atmospheric components passing the high-energy starting
event selection and preselection (first and second level) as sketched in Figure 4.9.
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Reconstructed Energy Asymmetry (after EC cut) and Energy Confinement (after EA cut)
Figure 4.11: Same as Figure 4.10, but after additional selections on the energy confinement EC ≥ 0.99
(left) and energy asymmetry −0.98 ≤ EA ≤ 0.3 (right) on the respective other distribution.
Cut values are indicated by vertical dashed lines.
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The distribution of the energy confinement (Figure 4.10, right) sharply peaks at EC ≃ 1 for
double cascade events, because the dominant fraction with a tau decay length L ≲ 80m is left
invariant by construction. The distribution for single cascades looks very similar, as these events
−1.00 −0.98 −0.96 −0.94 −0.92 −0.90
Energy Asymmetry
10−5
10−4
10−3
10−2
10−1
E
ve
nt
s
pe
r
Y
ea
r
Energy Asymmetry (zoom left, after EC cut)
true single true double true track
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Energy Asymmetry
10−4
10−3
10−2
10−1
100
E
ve
nt
s
pe
r
Y
ea
r
Energy Asymmetry (zoom right, after EC cut)
true single true double true track
0.90 0.92 0.94 0.96 0.98 1.00
Energy Confinement
10−6
10−5
10−4
10−3
10−2
10−1
100
E
ve
nt
s
pe
r
Y
ea
r
Energy Confinement (zoom, after EA cut)
true single true double true track
Figure 4.12: Same as Figure 4.11 but zoomed in near
the boundaries of the energy asymmetry at
EA = −1 (top) and EA = +1 (center) and
near the boundary of the energy confine-
ment at EC = 1 (bottom).
also do not have large energy depositions
far away from the cascade vertex. It can be
seen that the energy confinement is use-
ful to distinguish tracks from other event
topologies, as the distribution is much
broader for tracks. This is reasonable, be-
cause tracks typically have multiple energy
depositions that are located outside the re-
gion of the reconstructed double cascade
vertices. However, there is also a large
fraction of track events that are indistin-
guishable in terms of the energy confine-
ment. This is due to the hadronic cascade
of the neutrino interaction being contained
in the detector volume, as the events start
inside the fiducial volume. Consequently, a
true track event is usually not only a muon
but instead a starting muon emerging out
of a hadronic cascade. Depending on the
kinematics of the neutrino scattering, the
hadronic cascade might contain much more
energy than the muon. However, this ef-
fect becomes less important at higher ener-
gies, as described for tau-neutrino interac-
tions in Section 4.3.1. A true track might
also look like a cascade if the starting ver-
tex is close to the edge of the detector and
the muon propagates outward. In this case,
the track might be too short to be resolv-
able. The small accumulation of events at
EC ≃ 0 are events that are not well recon-
structed, as the millipede energy decon-
volution found dominant energy losses far
away from the cascade vertices which are
in contradiction to the best-fit result of the
double cascade reconstruction.
The energy asymmetry and energy con-
finement are not correlated. The respec-
tive selections are thus applied consecu-
tively. A selection of the energy confine-
ment mostly leaves the energy asymmetry
distributions of single cascade and double
cascade events invariant, and a selection
of the energy asymmetry mostly leaves the
energy confinement distribution of track
events invariant. This can be seen for each distribution after the selection of the respective
other. In Figure 4.11, the full distributions are shown, and in Figure 4.12, they are zoomed in
to the regions around the cut values in order to enhance the visibility of differences.
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As displayed in Figure 4.9, the cut values are chosen such that
• events with EC < 0.99 are classified as track,
• events with EC ≥ 0.99 and −0.98 ≤ EA ≤ 0.3 are classified as double cascade,
• events with EC ≥ 0.99 and EA < −0.98 or EA > 0.3 are classified as single cascade.
There are a few remarks with respect to these values. First, they are not numerically optimized,
but rather manually chosen through the use of the signal-to-background ratio as an estimator.
Second, the cut values are placed rather loosely in order to let more background into the final
sample of double cascade candidate events. The reason is that the analysis presented in this
thesis is not a pure counting experiment. Instead, the shape of the correlation between the
reconstructed length (corresponding to the tau decay length) and the total deposited energy
(scaling with the tau energy) is employed, because it is more sensitive to tau-neutrino inter-
actions (see Section 4.4). Therefore, a sufficiently large amount of background events must
be allowed into the double cascade sample in order to describe the shape of the background in
that parameter space. Third, the dependence of the cut values on the assumed astrophysical
spectrum is weak. The reason is that all atmospheric backgrounds drop quickly with increasing
energy. Consequently, the dominant background is of astrophysical origin, because the sensi-
tivity region for tau-neutrino interactions is at very high energies due to the energy-dependent
resolution threshold. After applying these selection criteria, the construction of the topology ID
as sketched in Figure 4.9 is complete. Note that none of the events in the high-energy starting
event sample are discarded. Instead, they are separated into three different event topology
samples: a single cascade sample, a double cascade sample, and a track sample.
In Figure 4.13, the neutrino effective areas are shown for the reconstructed single cascade,
double cascade, and track samples as a function of the primary neutrino energy. The different
distributions in each sample are shown separately for the true event topologies and neutrino
flavors. It is evident why a unique PID cannot be constructed by comparing the neutrino effective
areas for each topology and flavor. The color code is chosen such that the neutrino flavor is
marked in the same color as the event topology it dominantly causes, i.e. single cascade and νe,
double cascade and ντ, track and νµ. The remaining fraction of events with a certain topology
are caused by a mixture of the other neutrino flavors. For example, the neutrino effective areas
of the reconstructed single cascade sample (top row) look similar for true single cascades and
for νe. The scale difference is explained by the NC interactions of νµ and ντ, which causes
the distribution for true single cascades to shift upward and the distributions for νµ to shift
downward. The distribution of ντ behaves differently, because the double cascade topology is
unique to the tau-neutrino flavor and has a strong dependence of the selection efficiency on the
energy. Another example can be seen for the occurrence of true tracks by comparing the peak of
the Glashow resonance at 6.3 PeV (c.f. Section 3.1.1) for the distributions of the reconstructed
track sample (bottom row). These events are exclusively caused by ν¯e, but they are visible as
true single cascades and as true tracks due to the different decay channels of the W-boson.
The reconstructed single cascade sample (Figure 4.13, top row) dominantly contains true
single cascade events, as desired. The distribution for true tracks is lower by a factor ∼ 10.
These misidentified events are tracks which are either too dim or too short to be distinguishable
from single cascade events. The distribution for true double cascade flattens with increasing
neutrino energy. This is a desired behavior, as it implies that the misidentification fraction of
true double cascades as single cascades decreases with increasing energy. This is expected,
because the average tau decay length scales with energy. Hence, double cascade events are
more efficiently identified at high energies (see Section 4.4). Consequently, the distribution of
misidentified true double cascades misidentified pose an irreducible contribution to the single
cascade sample. These events have a tau decay length that is too short to be resolved. Hence,
they effectively look like single cascade events.
4.3 Double Cascade Event Reconstruction 65
101 102 103 104 105
Neutrino Energy [TeV]
10−3
10−2
10−1
100
101
102
103
N
eu
tr
in
o
E
ff
ec
ti
ve
A
re
a
[m
2
] true single
true double
true track
101 102 103 104 105
Neutrino Energy [TeV]
10−3
10−2
10−1
100
101
102
103
N
eu
tr
in
o
E
ff
ec
ti
ve
A
re
a
[m
2
] νe + ν¯e
νµ + ν¯µ
ντ + ν¯τ
Neutrino Effective Areas of the Single Cascade Sample
101 102 103 104 105
Neutrino Energy [TeV]
10−3
10−2
10−1
100
101
102
103
N
eu
tr
in
o
E
ff
ec
ti
ve
A
re
a
[m
2
] true single
true double
true track
101 102 103 104 105
Neutrino Energy [TeV]
10−3
10−2
10−1
100
101
102
103
N
eu
tr
in
o
E
ff
ec
ti
ve
A
re
a
[m
2
] νe + ν¯e
νµ + ν¯µ
ντ + ν¯τ
Neutrino Effective Areas of the Double Cascade Sample
101 102 103 104 105
Neutrino Energy [TeV]
10−3
10−2
10−1
100
101
102
103
N
eu
tr
in
o
E
ff
ec
ti
ve
A
re
a
[m
2
] true single
true double
true track
101 102 103 104 105
Neutrino Energy [TeV]
10−3
10−2
10−1
100
101
102
103
N
eu
tr
in
o
E
ff
ec
ti
ve
A
re
a
[m
2
] νe + ν¯e
νµ + ν¯µ
ντ + ν¯τ
Neutrino Effective Areas of the Track Sample
Figure 4.13: Neutrino effective areas of the reconstructed event topology samples as a function of the
primary neutrino energy. In the top row of plots, the neutrino effective area is shown for
the reconstructed single cascade sample, in the center row for the double cascade sample,
and in the bottom row for the track sample. In the left column of plots, the effective areas
are shown for the true event topologies and in the right column for the neutrino flavors.
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The distributions for the reconstructed double cascade sample (Figure 4.13, center row) are
most important, as they yield an estimate of the tau-neutrino selection efficiency. It can be
seen that, in fact, true double cascade events have the dominant fraction of the total neutrino
effective area in that sample. The distribution for true single cascades is larger at low energies
where the tau decay length is too short for a resolvable double cascade events, at the Glashow
resonance where the abundance of single cascades is simply large enough, and above 10PeV
to 20PeV where the effective area for true double cascade events decreases again. This is
caused by the requirement that both the first (interaction) and the second (decay) cascade be
contained in the detector volume (c.f. Section 4.3.1). At the aforementioned energy region,
the average tau decay length is of the order of 500m to 1000m which means that the decay
cascade of a (starting) double cascade event is on average no longer contained. A decrease
of the effective area at these energies is acceptable, because no neutrinos above 10PeV have
been observed so far. The fraction of misidentified tracks is much lower across a wide range of
energy. It can be deduced that misidentified single cascade events are the dominant background
and misidentified tracks only have a minor contribution in this analysis.
The reconstructed track sample (Figure 4.13, bottom row) predominantly contains true tracks
as desired. The fraction of misidentified single cascades is lower than in the double cascade
sample, because they are more likely distinguished from tracks. The contamination of true
double cascades is slightly larger around 10PeV, which is caused by extremely energetic taus
with a decay length of a few hundred meters. They may deposit significant energy losses along
their propagation path, although this is very rare. Note that the effective area for ντ in the
reconstructed track sample increases more steeply in comparison, because this distribution also
contains the muonic decay channel of the tau which counts towards the true track distribution.
The integrated (mis)identification fractions of all true event topologies in each reconstructed
event topology sample are summarized in Table 4.1. The purity of a sample is defined as the
integrated rate of the targeted true topology over all contributions. The single cascade sample
has a purity of ∼ 72%, the double cascade sample ∼ 65%, and the track sample ∼ 91%. The
track sample has the lowest contamination due to misidentified events. Note that the purity of
the single cascade sample only seems low, as misidentified true double cascade events mostly
have a tau decay length that is too short to be resolvable. In fact, the purity of the single cascade
sample increases to ∼ 85% if true double cascade events with a tau decay length smaller than
10m are effectively counted as single cascade events. The purity of the double cascade sample
is a direct measure of the tau-neutrino sensitivity, because a true double cascade is exclusively
induced by a tau-neutrino interaction. Consequently, this sample corresponds to a signal-to-
background ratio of ∼ 1.8. This would only reflect an actual estimate of the tau-neutrino
sensitivity if the analysis were a simple counting experiment. Because it is based on a likelihood
fit which employs the correlation of the total deposited energy and the double cascade length
in addition to the topology ID, the sensitivity is significantly higher. The underlying details will
be discussed in Section 4.4, and the final sensitivity will be presented in Section 6.3.
Reco Single Reco Double Reco Track
True Single (72.1± 0.3)% (24.9± 0.5)% (5.5± 0.3)%
True Double (18.3± 0.1)% (64.8± 1.0)% (3.7± 0.2)%
True Track (9.6± 0.2)% (10.3± 0.7)% (90.8± 5.8)%
Table 4.1: Fractions of true event topologies in each reconstructed event topology sample. Each column
adds up to 100%. The purity of each sample is given by the fractions on the diagonal axis
whereas the off-axis values in each column give its misidentification fraction. The values are
calculated for astrophysical and atmospheric neutrinos as well as atmospheric muons passing
the high-energy starting event selection above Etot ≥ 60TeV. The errors are statistical.
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In Figure 4.14, the neutrino effective areas of the double cascade sample and the previously
published double pulse sample are compared (c.f. Section 4.1). An improvement of the signal
effective area is clearly visible over a wide energy range up to ∼ 20PeV. Above this energy, it
is smaller for the double cascade sample due to the required vertex containment. Although the
total effective area of the neutrino background is also larger, it is important to keep in mind
a few differences. First, the overall signal neutrino effective area is larger, which is particularly
important for analyses with very low event expectations. Second, the signal-to-background
ratio (in terms of effective area) is either the same or better in the relevant energy range
between ∼ 100TeV − 10PeV. Third, the energy threshold of the double cascade method
could be lowered in comparison to the double pulse method. In addition, the different analysis
methods (likelihood fit versus counting experiment) and the varying atmospheric background
suppression (veto technique versus observable selections) cause a further increase in sensitivity.
A comparison of the results achieved with both methods will be discussed in Section 7.2.
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Figure 4.14: Neutrino effective areas for the double cascade (solid) and double pulse (dashed) samples
shown as a function of the primary neutrino energy. The former is obtained in the context of
thesis and the latter is based on the previously published method [68]. The CC tau-neutrino
contribution is the signal (green) in both cases. In this analysis, the neutrino background
(red) consists of both electron- and muon-neutrinos, whereas for the double pulse method
only the CC muon-neutrino contribution was considered to be the dominant background.
4.3.3 Distributions and Resolution of Event Properties
The resolution of an event property is obtained by comparing its reconstructed value with the
true value known from Monte Carlo simulation. It is presented as an absolute value, which
means that the median of the cumulative resolution distribution can be interpreted as estimator
of the width of the distribution rather than its bias. The energy resolution is given in terms of
visible energy losses that are deposited inside the detector volume or not farther away than 50m
from the outer detector edge. It is calculated via |Ereco −Etrue|/Etrue, the zenith resolution via
|zenithreco − zenithtrue| and the length resolution via |Lreco − Ltrue|. Note that the resolution
discussed in this section only represents the statistical error of the relevant event properties. The
systematic uncertainties of these observables will be discussed in greater detail in Section 6.2.3
and in particular with respect to the tau-neutrino identification in Chapter 5. The relevant
deposited energy region for the work presented in this thesis is between ∼ 60TeV − 10PeV.
68 4 Development of Tau-Neutrino Identification
The distributions are shown separately for the true event topologies, because the resolution of
an observable depends on the topology. The directional resolution is better for a track than for a
cascade, but the energy resolution of a cascade is better than that of a track [226]. The former
effect is due to the long lever arm of a track, which constrains the direction much better than an
almost spherically-shaped light distribution of a cascade. The latter is due to the relative amount
of visible deposited energy compared to the total energy of the particle. A major fraction of the
initial particle energy is deposited as visible energy in an electromagnetic or hadronic cascade, but
a muon (represented by a track) only deposits some of its energy via continuous and stochastic
energy losses. Consequently, the uncertainty of estimating the muon energy via the observable
deposited energy is much larger. Therefore, the total deposited energy (either by cascades or
by tracks) is considered as energy estimator in the analysis presented in this thesis instead of
estimating the muon energy. The total deposited energy is a good estimator of the neutrino
energy for cascades, but poor for tracks (c.f. Section 4.3.1). Including systematic errors, it was
found that the total deposited energy can be resolved to ∼ 15% for both cascades and tracks
and the direction to ∼ 10◦ − 15◦ for cascades and ≲ 1◦ for tracks [43, 226].
The main observables that were used for the published spectral fit of the diffuse astrophysical
neutrino flux based on the high-energy starting event selection are the total deposited energy and
the zenith angle [4]. These are also used in the analysis presented this thesis, with the addition
of the topology ID and the double cascade length as tau-neutrino sensitive observables. Keep
in mind that each distribution of a true event topology is a superposition of astrophysical and
atmospheric neutrinos as well as atmospheric muons. This causes distinct features to appear in
the distributions which are easily identifiable when dividing them into the different astrophysical
and atmospheric flux components instead of the event topologies.5
The distributions of the total deposited energy and the zenith angle as well as their resolution
are summarized in Figure 4.15 for the entire high-energy starting event sample without any flavor
discrimination. The sample is dominated by single cascades, because these have the largest
effective area. The Glashow resonance is clearly visible at a deposited energy of ∼ 6PeV, as
expected. Note that the Glashow resonance is not visible for tracks, as the deposited energy is
different depending on the stochastic losses of the muon. The track component dominates at
low deposited energies (Etot ≲ 60TeV) and in the down-going region (cos(zenith) ≳ 0.7), as
the majority of these events are atmospheric muons.6 The zenith distribution decreases for all
topologies towards the up-going region (cos(zenith) ≃ −1), where high-energy events are less
frequent due to increasing absorption in the Earth.
The cumulative distribution of the energy resolution shows that events are generally well re-
constructed in energy. The median energy resolution is ∼ 4% for single and double cascades and
∼ 6% for tracks. It can clearly be seen that the energy resolution is generally better for cascades
than for tracks. Energy losses of a track have more degrees of freedom than the more confined
energy depositions of a single or double cascade. Therefore, the energy resolution is slightly
worse for tracks. Another effect is visible when the median energy resolution is depicted as a
function of the true deposited energy. It can be seen that the resolution stays rather constant
until a few PeV above which it deteriorates. This can be explained by different causes. First, the
assumption that a cascade is point-like becomes increasingly inaccurate as the shower extension
increases and the LPM-effect starts to play a role (c.f. Section 3.1.2). Second, at sufficiently
high energies, the light yield is so large that it causes PMTs to saturate. Since DOMs with
saturated PMTs are excluded from the reconstruction, the effective light yield used for the
reconstruction decreases (c.f. Section 3.3.3). This plays a particular role for highly energetic
tracks. These are more likely to pass multiple DOMs near to where they may deposit large
5 For example, compare Figure 4.15 (top row) to Figure 6.2 in Section 6.2.2.
6 Note that the statistical error is particularly large in these bins as the available simulation data for atmospheric
muons is very limited (order of ∼ 50 simulated events). See Section 6.2.3 for details on how this is treated.
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Figure 4.15: Observable and resolution distributions of the total deposited energy (left) and zenith angle
(right) for the total high-energy starting event sample. The observable distributions are
shown in the top row, the cumulative resolution in the center row, and the median resolution
as a function of the true deposited energy in the bottom row. Distributions are shown for
true single cascades, true double cascades, and true tracks separately.
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stochastic losses. In contrast, a cascade deposits its entire energy in a single location. Third,
energy losses that are not deposited inside the detector volume are less reliably reconstructed.
Both true and reconstructed energy depositions are discarded for the calculation of the reso-
lution if they are farther away than 50m from the outer detector edge. This is only relevant
for tracks, because uncontained cascade events are discarded by the high-energy starting event
selection. Therefore, this boundary effect particularly deteriorates the energy resolution of track
events, as the muon may deposit a large fraction of its energy outside the detector volume. The
light yield of such energy losses expected at the closest DOM may be too small to be detected.
The cumulative distribution of the zenith resolution shows that events are generally well recon-
structed in direction. Single cascade and double cascade events have a median zenith resolution
of ∼ 4.5◦ and track events have ∼ 1.5◦. It is better for tracks than for cascades due to the
long lever arm. This effect is illustrated when the median zenith resolution is depicted as a
function of the true deposited energy. It can be seen that the resolution is rather constant
over a wide range of energies for single cascades and tracks, but steadily improves for double
cascades. This is caused by the correlation of the energy with the tau decay length. The larger
the energy deposition, the more likely the tau propagates a longer distance before decaying. If
the reconstructed length of the double cascade increases, the lever arm of the event becomes
longer as well. Consequently, the median zenith resolution between the two extreme event cases
of a single cascade (no lever arm) and a track (long lever arm) is bridged by the double cascade
topology (energy-dependent lever arm). The resolution deteriorates for single cascades at very
high energies, as the assumed point-like light emission pattern is increasingly inaccurate. Note
that the zenith resolution of double cascades is even slightly better at very large deposited ener-
gies than it is for tracks. In these cases, a starting track event is likely to have a dim muon that
is not identified properly by the reconstruction algorithm due to the overwhelming contribution
of the hadronic cascade.
In Figure 4.16 (top row), the distributions of the total deposited energy and the length as well
as their resolution are summarized for events classified as double cascade topology. It is evident
that the largest contribution in the sample is caused by true double cascade events, as desired.
This is in agreement with the results discussed in Section 4.3.2. The dominating background
are single cascades, particularly in the lower energy region and at the Glashow resonance simply
due to the enhanced event rate. Signal events are identifiable above ∼ 100TeV and have
a maximum expected event rate at ∼ 300TeV. Evidently, this must be seen in correlation
with the reconstructed double cascade length. It can be seen that the length distribution
continuously drops for double cascade events, as expected from the exponential decay law. The
same distribution, however, is much steeper for single cascades, as these are not expected to have
a large reconstructed length. It can be seen that already above ∼ 20m, the signal expectation
is well above the background. Note that true tracks generally have a longer reconstructed
length of a few hundred meters. Whereas single cascades by definition have a “true double
cascade length” of zero, it is ill-defined for starting tracks. The length distribution for tracks
can be explained by an artificially constructed “true double cascade length” for tracks. The
first cascade of the double cascade reconstruction is defined by the vertex, time, and energy
corresponding to the first deposited light inside the detector. It generally corresponds to the
hadronic cascade from the neutrino-nucleon interaction or the first major stochastic loss of an
entering muon that passes the veto region undetected. The reconstruction algorithm shifts the
second cascade along the track until it best explains all stochastic energy losses simultaneously.
Due to the detector geometry and the averaged stochasticity of a muon, the resulting length
distribution peaks around a few hundred meters. Note that the track background in this length
region is only at a similar level as the signal distribution in the projected phase space of the
length. Signal and background contributions are more efficiently distinguished in the correlated
phase space of the total deposited energy and the double cascade length (see Section 4.4).
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Figure 4.16: Observable and resolution distributions of the total deposited energy (left) and length (right)
for the reconstructed double cascade sample. The observable distributions are shown in the
top row, a comparison between reconstructed and true observable in the center row, and
the median resolution as a function of the true tau decay length in the bottom row. The
observable distributions are shown for each true event topology. Resolution plots are only
shown for true double cascade events, as the length resolution is not meaningful for other
event topologies (see text for further explanations).
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The energy resolution and the length resolution are shown in greater detail only for signal
events in Figure 4.16 (center and bottom row). The comparison between reconstructed and
true deposited energy, as well as reconstructed and true length, is depicted in these plots. In
agreement with the energy resolution without flavor discrimination (c.f. Section 4.15), it can be
seen that the total deposited energy is also explicitly well reconstructed for true double cascade
events that are identified as such. The plot of the median energy resolution as a function of the
true length also consistently shows that the resolution is constant over a wide range and only
degrades at large decay lengths where the decay cascade is less likely to be contained inside the
detector volume. The comparison of true and reconstructed length illustrates that the relative
spread is much smaller at large distances. Equivalently, for short decay lengths close to the
boundary of ∼ 10m, the relative error is much larger. The absolute length resolution is ∼ 2m
over the entire available phase space.
The individual energy and directional resolution of true double cascade events in the re-
constructed double cascade sample are summarized in Figure 4.17. It can be seen that the
individual cascade energy resolution improves with increasing decay length. This is expected,
as the separation between both cascades becomes more likely to be resolvable with longer dis-
tance. Additionally, it is also clearly visible that both energies are nearly degenerate (resolution
of 15% to 35%) close to the boundary of ∼ 10m, whereas the total deposited energy is still
reconstructed well. Due to the kinematics of the deep-inelastic neutrino-nucleon scattering,
the second cascade is generally brighter and therefore has a more precisely reconstructed energy
(c.f. Section 4.3.1). At decay lengths above a few hundred meters, the fraction of events where
the decay cascade is no longer contained inside the detector volume increases and therefore de-
grades the energy resolution slightly. The opening angle is calculated via arccos(|d⃗true · d⃗reco|)
where d⃗true and d⃗reco are the true and reconstructed normalized directional vectors, respectively.
As explained above, the directional resolution improves significantly with increasing decay length
due to the longer lever arm (c.f. Figure 4.15). In Figure 4.17, this relationship is shown in direct
correlation with the decay length instead of the total deposited energy. It illustrates that the
directional resolution of double cascade events matches the resolution of cascade-like events at
short and track-like events at long decay lengths.
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Figure 4.17: Median energy resolution (left) and directional resolution (right) as a function of the true
tau decay length for true double cascade events in the reconstructed double cascade sample.
The energy resolution is shown for the first and second cascades individually and for the
total deposited energy. The directional resolution is shown for zenith and azimuth angles
separately and in a combined manner represented by the opening angle.
4.4 Tau-Neutrino Identification Efficiency 73
4.4 Tau-Neutrino Identification Efficiency
The (mis)identification fraction of each event topology sample as listed in Table 4.1 was obtained
using the ternary topology ID as sketched in Figure 4.9. The result was a ∼ 65% purity of
successfully identified double cascade events on ∼ 35% misidentified background events. In this
section, the tau-neutrino identification efficiency and the purity in the double cascade sample is
further studied with respect to the length and the total deposited energy as the main observables
that are used in the likelihood fit (see Section 6.2.2).
The correlation between total deposited energy and length is shown in Figure 4.18. The event
rate distributions clearly illustrate how the maxima shift with deposited energy for an increas-
ing central value of the selected length range. Note how the expected event rate decreases
significantly the longer the decay length. The correlation of the length and total deposited
energy is depicted by calculating the median value as well as the 68% and 95% percentiles
of the energy as a function of the length. As expected, it is approximately linear due to the
relation λτ ≃ 50m1PeVEτ (c.f. Section 3.1). It can be read off that an event with an observed
length of L ≃ 100m would correspond to a median total deposited energy of Etot ≃ 1PeV,
which seemingly contradicts the expectation by a factor 2. However, this can be understood by
transforming from the total deposited energy to the tau energy. The median ratio of the energy
transfer from the tau-neutrino to the tau is ∼ 0.85 at these energies. This means that ∼ 15%
of the total deposited energy is contained in the neutrino interaction cascade. The median
ratio of the visible light in the decay cascade compared to the tau energy is ∼ 0.6 at these
energies. This is due to the reduced light yield of the dominating decay into hadronic cascades
compared to electromagnetic cascades. In addition, some of the energy is carried away by the
secondary tau-neutrino produced in the decay. Furthermore, λτ refers to the decay length after
which 1/e ≃ 37% of a set of tau leptons at the same energy have not decayed yet. However,
Figure 4.18 displays the median value of each distribution, i.e. 50%, which gives a conversion
factor of ∼ 0.7. Consequently, transforming the observable Etot to the non-observable Eτ in
the median case is obtained via Eτ ≃ Etot · 0.85 · 1/0.6 · 1/0.7. For a total deposited energy
of Etot = 1PeV, this yields a tau energy of Eτ ≃ 2.02PeV, thereby recovering the original
hypothesis that a tau with Eτ ≃ 2PeV energy is associated with a decay length of λτ ≃ 100m.
The phase space region of the total deposited energy and the length that contains 95% of
all double cascade events is indicated in Figure 4.18. Although the entire phase space is used
in the likelihood fit, the 95% signal containment region can be used to estimate an effective
tau-neutrino sensitivity as a function of these two observables. Therefore, a two-dimensional
selection is defined as the region between two linear fits through the 95% boundaries. All events
that are contained within this region are considered signal-like, and all remaining events are
discarded. Note that this selection is only applied to the distributions and numbers presented in
the following part of this section in order to study the tau-neutrino identification efficiency. It
is not applied anywhere else, in particular not in the analysis presented in Chapter 6.
In Figure 4.19, the identification efficiency and purity of tau-neutrino events in the double
cascade sample are shown as a function of the primary neutrino energy, the total deposited
energy, and the length. They are calculated via
efficiency = (selected signal)/(total signal), (4.7)
purity = (selected signal)/(selected signal + selected background), (4.8)
where total signal is the expected rate for all tau-neutrino interactions inducing a double cascade
event topology, selected signal is the rate of all successfully identified double cascade events,
and selected background is the total rate of all misidentified single cascade and track events of
astrophysical or atmospheric origin.
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Figure 4.18: Correlation of the total deposited energy and length for true double cascade events in
the reconstructed double cascade sample. The event rate is shown as a function of the
reconstructed total deposited energy for different ranges of the reconstructed length (left),
and the reconstructed total deposited energy is shown as function of the reconstructed
length (right). The median value as well as the 68% and 95% percentiles are indicated.
With respect to the primary neutrino energy (Figure 4.19, top row) it can be seen that a
major fraction of all tau-neutrino interactions cannot be identified. In particular, at energies
below a few hundred TeV, the average decay length of the tau is too short to be resolvable.
The integrated efficiency over the entire neutrino energy range is only ∼ 18%. At ∼ 100TeV,
the identification efficiency is ∼ 5%, and towards higher energies it becomes increasingly larger
and reaches a maximum of ∼ 50% at ∼ 2PeV. Above this energy, the efficiency decreases again
due to the requirement that both interaction and decay cascades are “softly” contained within
the detector volume (c.f. Section 4.3.1). The neutrino energy range which contains 90% of all
signal events is given by a lower limit of 126TeV and an upper limit of 3981TeV (for an E−2.3ν
spectrum). The median neutrino energy is 566TeV. The background contamination is dominant
at low energies and the purity reaches a maximum value of ∼ 90% around a few PeV where
the identification efficiency is also largest. Note that the dip in purity around 6PeV neutrino
energy is due to the enhanced single cascade contamination from the Glashow resonance (c.f.
Section 3.1.1). Consequently, the double cascade method is only sensitive to tau-neutrino
interactions above a few hundred TeV neutrino energy.
The distributions of the total deposited energy (Figure 4.19, center row) look similar to those
of the neutrino energy. The purity is larger above a few PeV, because the double cascade
length is resolved more precisely and background events are less likely to be misreconstructed.
Therefore, the misidentification fraction of background events decreases with energy while the
identification efficiency increases. The deposited energy range which contains 90% of all signal
events is given by a lower limit of 79TeV and an upper limit of 1995TeV. The median deposited
energy is 357TeV. Although the identification efficiency has a maximum at ∼ 2PeV, the
underlying E−2.3ν spectrum causes the maximum rate of identifiable tau-neutrino interactions to
be expected around ∼ 400TeV deposited energy. In this energy region, the selection efficiency
is only ∼ 35%. However, the corresponding purity of ∼ 80% is fairly large, which yields a signal-
to-background ratio of ∼ 4. Consequently, a successfully identified tau-neutrino interaction (in
this analysis) likely only deposits a few hundred TeV energy rather than a few PeV.
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Figure 4.19: Tau-neutrino identification efficiency and purity as a function of the neutrino energy (top),
the total deposited energy (center), and the double cascade length (bottom). The expected
event rate (left) is shown for all (total signal) and for successfully identified true double
cascade events (selected signal) as well as for all misidentified single cascade and track
events of astrophysical or atmospheric origin (selected background). The energy ranges
which contain 90% of selected signal events (top and center) and the 68%, 90% and 95%
percentiles of the length distribution for background events (bottom) are indicated. The
efficiency and purity (right) are depicted as a function of the respective quantities. They
are calculated via Equation 4.7 and Equation 4.8, respectively.
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The length distributions (Figure 4.19, bottom row) display the tau-neutrino sensitivity incisively.
They are shown above the 10m threshold of the reconstructed double cascade sample, which
discards ∼ 82% of all true double cascade events, as explained above. The integrated efficiency
over the depicted phase space above 10m is ∼ 50%. It can be seen that the identification
efficiency is just below ∼ 20% at the threshold and increases to a maximum of ∼ 70% at a
length of ∼ 60m. From there on, it decreases steadily as the containment requirement of the
decay vertex discards an increasing number of events with larger decay lengths. Note that the
purity rapidly reaches an almost constant level of ∼ 90% above ∼ 30m length. It can be deduced
from the expected event rate distribution that the background drops by ∼ 68% at ∼ 15m, by
∼ 90% at ∼ 20m and by ∼ 95% at ∼ 50m. The last value is approximately the threshold where
the background is no longer dominated by single cascades but by tracks (c.f. Figure 4.16).
From the event rate distribution it can be seen that an identifiable tau-neutrino interaction is
expected to occur at shorter decay lengths below ∼ 50m. Therefore, single cascades are the
most important background for the analysis presented in this thesis. Although a tau-neutrino
interaction is only half as likely to occur at a decay length of ∼ 50m as it is at ∼ 10m, if
detected, it would be a very clear signature with a purity of ∼ 95% and a corresponding signal-
to-background ratio of ∼ 19.
The correlated probability density distributions of the total deposited energy and length are
shown for signal and background events in Figure 4.20 and Figure 4.21, respectively. The 95%
signal containment and the 68%, 90%, and 95% percentiles of the background distribution are
indicated. It can clearly be seen that energy and length are not correlated for background events,
which therefore occupy a different phase space than signal events. Assuming the astrophysical
and atmospheric benchmark flux models used in this analysis (see Section 6.2.1), a total of
∼ 3.05 tau-neutrino interactions per year are expected for the high-energy starting event selec-
tion. Of these, only ∼ 2.26 interactions per year produce a double cascade event topology and
of those, only ∼ 0.70 and ∼ 0.41 interactions per year have decay length longer than 10m and
20m, respectively. The expected event rate of identifiable tau-neutrino interactions is ∼ 0.43
signal on ∼ 0.29 background events per year for the entire phase space depicted in Figure 4.20
and Figure 4.21. This corresponds to a signal-to-background ratio of ∼ 1.5. In the indicated
95% signal containment region, the expected rates decrease to ∼ 0.41 signal and ∼ 0.18 back-
ground events per year, which increases the signal-to-background ratio to 2.3. In the same
region, but above a length of 20m, the expected rates are further reduced to ∼ 0.25 signal
and 0.03 background events per year. This corresponds to a much higher signal-to-background
ratio of ∼ 8.3. As mentioned above, the indicated signal containment and background exclusion
regions are only to guide the eye and obtain these estimates of the signal-to-background ratio.
They are not used as selection criteria in the likelihood fit.
In conclusion, the tau-neutrino sensitivity is determined by the ternary topology ID and by the
correlation of the total deposited energy and length in particular. An identifiable double cascade
event is expected to occur within ∼ 100TeV and ∼ 2PeV total deposited energy and with a
decay length below ∼ 50m (assuming an E−2.3ν spectrum). In a six-year high-energy starting
event sample, ∼ 2.6 signal and ∼ 1.7 background events are expected in the entire double
cascade sample. In the most sensitive 95% signal containment region above a length of 20m,
the expectation decreases to ∼ 1.5 signal and ∼ 0.2 background events.
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Figure 4.20: Signal probability density distribution for the reconstructed double cascade sample. A signal
event is a tau-neutrino interaction inducing a double cascade. The observables are the total
deposited energy and the double cascade length, which are correlated due to the scaling
Eτ ∼ λτ of the tau energy and decay length. The diagonal lines are for visual guidance and
indicate the 95% signal containment. The vertical lines are the same as in Figure 4.21.
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Figure 4.21: Background probability density distribution for the reconstructed double cascade sample.
A background event is a single cascade or a track induced from a particle interaction of
atmospheric or astrophysical origin. The observables and the diagonal lines are the same as
in Figure 4.20. The vertical lines are for visual guidance and indicate the 68%, 90%, and
95% percentiles. Single cascades are the dominant background near the threshold of 10m.
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Figure 5.1: Sketch of the ice anisotropy and tilt in the top view of the IceCube detector. The ice
anisotropy is a direction-dependent change of the light scattering within an ice layer. It is
characterized by a modulation of the scattering coefficient by −8% along the glacial flow of
the Antarctic ice (126◦), by +4% along the direction that is orthogonal to the flow (36◦)
and by +4% along the positive z-axis that points out of the figure plane. The ice tilt is a
position-dependent change of the light scattering in which entire ice layers are tilted. It is
characterized by a modulation of the scattering coefficient according to an effective depth
along a horizontal axis that is approximately parallel to the minor anisotropy axis (216◦).
The optical properties of the Antarctic ice are described by the light scattering and absorptioncoefficients. For years, these properties have been repeatedly measured and assembled into
different ice models. In the process, the effect of their uncertainties on reconstructed observables
such as the deposited energy has also been studied. A completely new effect in this context was
the introduction of an anisotropy of the scattering coefficient. The expected light pattern in
the detector was suddenly dependent on the propagation direction of the photon. This was not
incorporated in established event reconstruction algorithms which became a significant problem
for tau-neutrino identification via the double cascade method.
In Section 5.1, the ice anisotropy is introduced and its effect on tau-neutrino identification is
described. In Section 5.2, the incorporation of the ice anisotropy into reconstruction algorithms
is explained and tested. In Section 5.3, a novel approach of artificially constructing double
flasher events using in-situ LEDs of the detector is presented. In Section 5.4, the results are
summarized and the implications of the ice anisotropy on tau-neutrino identification concluded.
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5.1 Effect of the Ice Anisotropy on Tau-Neutrino Identification
The Antarctic ice is mainly modeled by the scattering and the absorption coefficients as a
function of the depth below the surface of the ice (c.f. Section 3.2.4). The early ice models
in the first operating years of IceCube assumed that the Antarctic ice can be described well by
horizontal and isotropic layers which are binned with a thickness of 10m, corresponding to the
vertical DOM spacing of ∼ 17m. Within each layer the scattering and absorption coefficients
were assumed to be equal at all positions and in all directions. However, these assumptions
contradict experimental data that has been obtained over time using the in-situ flasher LED
calibration system (c.f. Section 3.2.2). Both assumptions have been abandoned with the
introduction of the ice tilt and the ice anisotropy into recent ice models (see Figure 5.1).
First, it became apparent that the flasher LED data can be better described by introducing a
tilt of all ice layers. It is modeled as an effective shift in depth along an axis of φ = 216◦ which
is approximately orthogonal to the direction of the glacial flow. This shift in depth is equivalent
to a modulation of the scattering coefficients as a function of the position. In the shallow ice,
it can be a few meters and in the deep ice it can reach up to ∼ 40m. The ice tilt was first
introduced with the SPICE2 ice model, which was later superseded by SPICEMie [211]. Second,
it was found that the ice is not isotropic, as the observed charge on different strings around a
DOM that was horizontally flashing in all directions was systematically imbalanced. This was
strong evidence that light scattering depends on the propagation direction of a photon. The
ice anisotropy was modeled with a modulation of the scattering coefficients by −8% along the
glacial flow of the Antarctic ice (φ = 126◦), by +4% along the direction that is orthogonal to
the flow (φ = 36◦) and by +4% along the vertical axis pointing towards the surface of the ice.
In between these axes the modulation is described by a sinusoidal function. The ice anisotropy
was first introduced with the SPICELea ice model [212].
A description of the Antarctic ice should be as precise as possible in order to make valid predic-
tions for observables. For example, a variation of the light scattering and/or absorption changes
the expected light yield from a source to a DOM, which in return affects the energy estimation.
It also influences the ability to reconstruct the time, vertex, and direction of a light source in
the detector. The ice tilt is known to introduce a bias in energy reconstruction of cascades,
which is on average small (few percent). In contrast, the ice anisotropy has not been an im-
portant systematic error for most neutrino searches as it only redistributes the light yield but
does not change the overall amount. However, an initial study of the impact on tau-neutrino
identification found that an incorrect description of the ice anisotropy in the double cascade
event reconstruction increases the rate of misidentified single cascades [229].
The effect is caused by a mismatch between the ice anisotropy assumed during reconstruction
and the ice anisotropy used in simulation (and presumably realized in nature), which is absorbed
by the double cascade length as the only free fit parameter that is sensitive to the ice anisotropy.
So far, reconstruction algorithms that are based on photo spline tables have been limited to
ice models which contained neither the ice tilt nor the ice anisotropy. The reason is that the
incorporation of any asymmetry in the ice is not straightforward due to technical limitations of
photo spline tables. Consequently, the bias of the reconstructed length caused by the incorrect
treatment of the ice anisotropy inevitably deteriorates tau-neutrino identification via the double
cascade event reconstruction because it promotes the misidentification of single cascades. In
contrast, a proper treatment of the ice tilt does not have a significant impact on tau-neutrino
identification and is therefore not considered in the context of this thesis. In order to incorpo-
rate the ice anisotropy into the reconstruction algorithms, a new method was developed which
overcomes the limitations of photo spline tables. The context, implementation, and impact on
tau-neutrino identification will be discussed in the following sections. The results presented in
Chapter 4 have been obtained through the use of this new method.
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5.2 Incorporation of the Ice Anisotropy into Reconstruction
An event is reconstructed assuming a specific light source such as a cascade, a track, or an
LED flasher in the millipede-framework (c.f. Section 3.3.3). Each of these fundamental light
sources can also be used as building blocks for a more complicated source hypothesis, such as a
double cascade or multiple flasher LEDs emitting light simultaneously (c.f. Section 3.2.2). The
light emission of a minimum ionizing muon is negligible for the work presented in this thesis due
to the high energy threshold of ∼ 30TeV. The stochastic losses can be described by secondary
cascades along the track. Therefore, only point-like light sources (cascades and flashers) are
considered for the systematic treatment of the ice anisotropy. The reconstruction algorithm
varies the event parameters (vertex, time, direction, energy) of the assumed light source such
that the expected light yield best describes the digitized waveforms observed by every DOM.
For this purpose, photo spline tables are necessary as they contain the expected light yield from
every tabulated source type, position, and direction at any possible DOM position for any given
time. Because this is a large amount of information to store, these tables are created under
the simplified assumptions that the ice is homogenous and isotropic within each ice layer. The
former symmetry is broken by the ice tilt and the latter by the ice anisotropy. Due to technical
limitations of photo spline tables, it is not possible to simply add more dimensions to include
the ice asymmetries. The incorporation of the ice anisotropy is solved by parametrizing the
modulation of the scattering coefficient as a shift in distance between light source and DOM
as a function of the emission angle. The important aspect is that this description is decoupled
from the light emission of a specific source and generalized for any source direction.
5.2.1 Photo Spline Tables and Technical Limitations
Photo spline tables contain the light yield and photon arrival time distribution for any possible
position and time expected from the emission of any given source. Sources are divided into
cascades (electrons), tracks (muons), and flashers (LEDs). The light emission and propagation
for a specific source is simulated, and the expected light yield is tabulated as a function of the
position and arrival time around the source. The photon propagation and tabulation are realized
with CLSIM, and the resulting binned tables are fitted with a smooth spline interpolation that has
been developed for this purpose (c.f. Section 3.3.2). This allows a prediction of the expected
waveforms for any possible pair of emitting light source and receiving DOM.
The content of a photo spline table for a cascade light source is schematically sketched in
Figure 5.2. A single source is uniquely defined by its depth (z-coordinate) and zenith angle.
A full set of photo spline tables is created by simulating many cascades at different depths and
angles throughout the instrumented volume going from z = −600m . . . 600m and zenith =
0◦ . . . 180◦ in bins of ∆z = 20m and ∆zenith = 10◦, respectively. This means that 60 · 18 =
1080 cascade sources must be simulated. Note that there is no dependence on the x- and y -
coordinates of the vertex position or on the azimuth angle of the source. This is not necessary
due to the assumption that each ice layer is homogenous and isotropic. The impact of the loss
of these symmetries on the creation of photo spline tables is large (see below).
Typically, a source is set to a constant energy of 1GeV and then simulated repeatedly ∼ 1000
times to decrease the statistical fluctuation of the light yield. Because the expected light
yield is proportional to the energy, it can simply be scaled for different source energies during
reconstruction by using the total light yield of 32582 ·5.21 photons emitted by a 1GeV cascade.
The first value corresponds to the number of Cherenkov photons per meter in a wavelength
range of 300 nm to 600 nm assuming β = 1 and a wavelength dependent index of refraction.
The second value is a scaling factor specific to electromagnetic showers [231]. Note that this
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Figure 5.2: Sketch of the content of a cascade photo spline table. Multiple cascade sources at different
depths and angles are simulated, and the light propagation is tracked. The surrounding
volume is binned, and the expected waveform at a hypothetical DOM centered in each table
bin is tabulated. The binned tables are fitted with a smooth spline interpolation yielding
waveform predictions for any possible combination of a cascade and a DOM.
approach neglects the energy-dependent shower elongation (c.f. Section 3.1.3), as the tabulated
light source is effectively point-like. Consequently, the reconstructed vertex position of a realistic
cascade is usually close to the shower maximum. This assumption deteriorates the vertex and
angular resolution but does not introduce a bias. The loss of information is acceptable, as the
necessary number of cascade photo spline tables is greatly reduced by only using a single energy
value of 1GeV instead of tabulating the entire energy-sensitive range of the IceCube detector.
The volume around the cascade source is divided into bins, and every photon is tracked on its
propagation path from the point of emission to the point of absorption. Each bin contains a
hypothetical DOM at its center which includes all PMT effects, such as the quantum efficiency
and the angular acceptance. Hence, a distribution of photoelectrons (instead of photons) is
recorded. The coordinate system of a source table is centered around the source (not the
detector) and aligned with its direction. It uses spherical coordinates (r ,φ, θ), where r is the
distance to the source, φ is the azimuthal angle and θ is the polar angle.1 For each table bin the
resulting waveform is recorded, i.e. the expected charge q as a function of the delay time τ .
If ts is the emission time of a photon at the source, and td its detection time at a DOM at the
distance r , then the delay time is defined as τ = td− ts− r/c . It is the propagation time of the
photon reduced by the geometric time that it would take from the point of emission to the point
of detection without being scattered. The full coordinate set for a bin in the cascade photo spline
table for each combination of a source and a DOM is given by (r ,φ, θ, z , zenith), where (r ,φ, θ)
are the relative table coordinates of the DOM with respect to the source and (z , zenith) are
the depth and zenith angle, respectively, of the source with respect to the detector coordinate
system. The binned photo table is fitted with a smooth spline interpolation over all dimensions.
For computational reasons, the spline fit is divided into an amplitude table, which contains the
expected charge q(r ,φ, θ, z , zenith), and a time profile table, which contains the corresponding
delay time distributions τ(r ,φ, θ, z , zenith). Note that the former is a single number and the
latter is a full (normalized) distribution such that the expected waveform is simply constructed
by multiplying q with τ and shifting the entire distribution in time by ts.
1 Information on transformation between photo table and detector coordinate systems can be found in [221].
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Due to the assumed symmetry of the scattering within an ice layer, a full set of cascade photo
spline tables does not contain sources in different x and y -positions or at different azimuth
angles. Note that an ice model without tilt or anisotropy is only dependent on the depth. This
means that a cascade source must be tabulated as a function of the source depth z but also
as a function of the zenith angle, because it is important whether the light is mostly emitted
upward or downward into ice layers with more or less scattering, respectively. However, the
assumed homogeneity of an ice layer causes the scattering coefficient to remain constant if the
position of a source is moved horizontally (independence of x and y). Furthermore, the assumed
isotropy of the ice causes the expected light pattern relative to a source to remain constant
if its azimuthal orientation is changed (independence of the azimuth). Both symmetries not
only imply that the number of necessary source tables is reduced, but that it is also sufficient
to tabulate only a half-sphere for each source table, i.e. in the range from φ = 0◦ . . . 180◦
instead of φ = 0◦ . . . 360◦. This has the advantage that the tracked photon propagation of the
other half-sphere can be mirrored into the tabulated half-sphere, thereby decreasing the required
amount of simulated events by a factor 2. In addition, the computational resources of the time
profile spline fit are much easier to manage with the reduced table volume.
The introduction of the ice tilt and the ice anisotropy increases the complexity of photo spline
table creation drastically. A naive ansatz would be to simply add all further required dimensions.
The ice tilt could be incorporated by tabulating cascade sources for every three-dimensional
vertex position in the detector (not only depth), and the ice anisotropy could be incorporated by
additionally tabulating every azimuth angle (not only zenith angle) and by extending the table
range from a half-sphere to a full-sphere. This approach would certainly cover all symmetry-
breaking ice properties. However, the required computational resources are immense:
1. processing time: Extending the unique cascade source tables by three more dimensions
(x , y , azimuth) would require 60 · 60 · 36 more source tables. Here, an equivalent binning
of ∆x , y = 20m in the range x , y = −600m . . . 600m and ∆azimuth = 10◦ in the range
of azimuth = 0◦ . . . 360◦ is assumed. Multiplied with the 1080 source tables from each
unique combination of depth and zenith angle, this would yield a total of 139 968 000
source tables. Because the generation of a single source table (including the spline fit)
takes 2− 3 CPU hours, this approach would be too expensive.
2. memory consumption: Extending the range of each source table to a full-sphere con-
sumes vastly more memory during the time profile spline fit of the binned tables. The
required memory easily reaches more than 100GB during a fit, which is highly impractical
for a large number of photo tables. Memory consumption is not only increased while a
table is produced but also while it is used during reconstruction due to the larger file size.
Consequently, the approach of simply including all necessary dimensions to describe an asymmet-
ric ice model is not feasible. Instead, a new method is developed, in which the ice asymmetries
are decoupled from the specific light emission pattern of a cascade source. All other ice prop-
erties are kept in the standard photo spline tables which assume a symmetric ice. The ice
asymmetries are only parameterized as a function of direction and depth while the assumed
translational symmetry in x- and y -position remains. Note that this fully incorporates the ice
anisotropy and effectively includes a local ice tilt but not a global ice tilt. The difference is
due to the coordinate system of the ice asymmetry parametrization moving along the z-axis of
the detector coordinate system. A source which is located on the z-axis (x = y = 0) has a
precise description of the surrounding asymmetry due to the ice tilt (local effect). Elsewhere
(x , y ̸= 0), it effectively stays within the same ice layer and is not shifted in depth due to the
ice tilt (global effect). Mentions of the ice tilt in the following sections refer to the local effect.
An incorporation of the global ice tilt can be realized in principle via a z-shift parameterization.
However, this is not critical in the scope of this thesis (c.f. Section 5.1).
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5.2.2 Effective Distance Parametrization
The ice anisotropy is incorporated by parametrizing the direction-dependent modulation of the
scattering coefficient by an effective distance between source and observer. The variation of
the light yield at a DOM expected from a source due to the ice anisotropy can thereby be
compensated by effectively changing the distance between the source and the DOM. If the
source moves closer to a DOM, the expected charge increases, and if it moves farther away,
it decreases. Hence, a variation of the scattering coefficient can be translated into a variation
of the distance between source and DOM. This effective distance does not mean that either
source or DOM are actually moved. Instead, the distance coordinate is transformed to r ↦→ reff ,
and the expected light yield is obtained from the tabulated value q(reff ,φ, θ, τ , z , zenith) in the
photo spline table for a specific cascade source.
A crucial point is that the effective distance parametrization must be completely independent
from the orientation of the source given by the zenith and azimuth angles. Otherwise, there
would be no benefit as the problem of the missing azimuth table dimension would remain. There-
fore, the effect of the ice anisotropy must be decoupled from the light emission of the source.
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Figure 5.3: Isotropic light source effectively
realized by 512 equally distanced
points on a unit sphere.
In fact, this step is natural, because the Antarctic ice
is modeled by scattering and absorption coefficients
which are evidently independent from the source ori-
entation. The decoupling is achieved by generating
an isotropic light source that has the same proper-
ties of a cascade (point-like light emission in a wave-
length range given by the Cherenkov spectrum of an
electromagnetic shower) but lacks the dependence on
the orientation. Technically, an isotropic light source
is realized by a simple two-step trick. The first step is
to generate 512 unique source directions which cor-
respond to equally distanced points on a unit sphere
(see Figure 5.3). They are obtained by using the al-
gorithm described in [232]. The second step is to
place one cascade source (with a standard Cherenkov
emission profile of ∼ 41◦) at each of the 512 direc-
tions pointing outwards from a single position. Effec-
tively, this is the same as an isotropic light emission
after the photons have propagated for a few meters. A photo spline table of an isotropic source
has the necessary consequence that the tabulated light yield only depends on the orientation of
the ice anisotropy but not on the orientation of the source. The source dependence is thereby
decoupled, and only the ice properties are modeled. As a consequence, the orientation of the
coordinate system used for the photo spline table of an isotropic source is chosen to be equal
to the detector coordinate system. The center of the coordinate system is still placed at the
location of the source on the z-axis, and the table coordinates (φ, θ) are the same as the polar
angles of the detector coordinate system.
In Figure 5.4 and Figure 5.5, the expected charge is shown as a function of the azimuth angle
for two exemplary isotropic sources at depths of z = 0m and z = −400m, respectively.
These sources have been simulated repeatedly using a flat ice model and an anisotropy/tilt
ice model. A flat ice model is homogeneous and isotropic within each ice layer, and the
scattering and absorption coefficients only vary with depth. This is the type of ice model that
has exclusively been used for event reconstruction based on photo spline tables so far, due to
the aforementioned ice model symmetries and table limitations. An ice model with anisotropy
and tilt breaks these symmetries. The expected charge is shown for four specific table bins at
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Charge Distribution for an Isotropic Source at z = 0m
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Figure 5.4: Expected charge as a function of the azimuth angle for an isotropic source at z = 0m. It is
depicted for different distances between source and observer at r = 10m (top left), r = 50m
(top right), r = 125m (bottom left) and r = 250m (bottom right) assuming a flat ice model
(blue) and an ice model with anisotropy and local tilt (green). The observation bin is chosen
to be at the same depth as the source (θ = 90◦). The green dashed lines indicate the mean
expected charge and the variation of ±10% around it.
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Figure 5.5: Same as in Figure 5.4, but for an isotropic source at z = −400m.
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different distances between source and observer (r = 10m, 50m, 125m, 250m) and at a fixed
relative orientation (θ = 90◦). Hence, the distributions correspond to a hypothetical DOM
moving horizontally around a source at a fixed distance. Whereas 10m is much closer to the
source than would be typical for an event considering the geometry of IceCube, a distance of
50m would be fairly average for the first detected light of an event. The last two distances 125m
and 250m correspond to the approximate spacing between neighboring and next-to-neighboring
strings, respectively. It is evident that a flat ice model is indeed isotropic within an ice layer,
as it shows no dependence on the azimuth angle. For an ice model with anisotropy and tilt,
however, the modulation of the scattering coefficient is clearly visible along the two anisotropy
axes as indicated in Figure 5.1. Furthermore, it is noteworthy that the effect of the local ice
tilt is visible in the asymmetry of the sinusoidal form, which is particularly pronounced at large
distances from the source and in the deep ice. This is a geometric effect that can be understood
by imagining an ice model that only contains the ice tilt and no ice anisotropy. In that model,
moving the observation point in a horizontal plane around the source at a large distance still
causes the light yield to change as a function of the azimuth angle. This is not caused by a
direction-dependent variation of the scattering but simply caused by crossing different ice layers
due to the fact that they are tilted. Without an ice tilt, this effect would not be visible, and the
sinusoidal variations in Figure 5.4 and Figure 5.5 would be symmetric.
The effective distance is obtained by a bin-wise comparison of the expected charge for an
isotropic light source in the flat ice model and in the ice model with anisotropy and local tilt
as sketched in Figure 5.6. It is realized by looking up the expected charge qani(r ,φ, θ, z) at
a test point with the direction (φ, θ) and distance r to an isotropic source at depth z in the
photo spline table for an ice model with anisotropy and tilt. It is compared to the corresponding
charge qflat(r ,φ, θ, z) of the same test point and source from the photo spline table for a flat
ice model. The effective distance is obtained by finding a transformation r ↦→ reff such that
qani(r ,φ, θ, z) = qflat(reff ,φ, θ, z), i.e. the distance is shifted along the same direction until
the expected charge in the flat ice model matches the charge in the ice model with anisotropy
and tilt. In a later step, this can be applied by increasing the distance at an angle where the
expected light yield is smaller due to more scattering and by decreasing the distance where it is
larger due to less scattering. The effective distance parametrization is realized over the full
phase space of a regular cascade photo spline table. It is reff(r ,φ, θ, z), where r = 0 . . . 400m
is the relative distance between DOM and source at a depth z = −600m . . . 600m. The
azimuthal angle φ = 0 . . . 360◦ and the polar angle θ = 0 . . . 180◦ are given with respect to
the detector coordinate system. Note that the depth-dependence must also be included, as
the third anisotropy axis is aligned with the z-axis and points towards the surface of the ice.
As mentioned above, it is important whether photons propagate upward into ice layers with
more scattering or downward with less scattering. The parametrization is obtained by a binned
calculation of the effective distance corresponding to the original binning of the photo spline
tables and a subsequent fit of the binned table with a smooth spline interpolation. The full set
of effective distance spline tables is much smaller as only 2 · 60 photo spline tables must be
generated, i.e. 60 isotropic sources (no dependence on the zenith angle of the source) in the
range z = −600m . . . 600m with a binning of ∆z = 20m and two ice models where one is flat
and the other contains the ice anisotropy and tilt.
Two examples of the obtained effective distance parametrization are shown for a source at
z = −400m and a hypothetical DOM at θ = 10◦ and θ = 90◦ in Figure 5.7 and Figure 5.8,
respectively. The effective distance is depicted as a function of the azimuthal angle where
the hypothetical DOM is located. As discussed above, it is shown for the same distances
(r = 10m, 50m, 125m, 250m). The setup can be pictured such that the DOM is almost
vertically above the source for the case where θ = 10◦ and at the same depth for the other case
where θ = 90◦. The three different anisotropy axes can thereby be visualized (c.f. Section 5.1).
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In Figure 5.7, the vertical anisotropy axis aligned with the z-axis is illustrated. It has a +4%
modulation of the scattering coefficient. Evidently, the graph of the effective distance as a
function of the azimuth angle is nearly circular, i.e. independent of the azimuth angle. This
is expected, as the projection of the horizontal anisotropy axes is negligible for nearly vertical
directions. However, it is still clearly visible that reff > r for the entire phase space, as expected
from the increase of the scattering coefficient along the vertical anisotropy axis. Furthermore, it
can be seen that the shift increases with distance, because a variation of the scattering coefficient
has an even stronger impact with an increasing propagation path of a photon. It can be read off
that reff(r = 50m) ≃ 55m, reff(r = 125m) ≃ 135m and reff(r = 250m) ≃ 265m. Although
the effect increases at larger distances, it is important to keep in mind that the expected light
yield drastically decreases with distance due to the reduced photon flux per unit area and the
light absorption in ice. Hence, for the reconstruction of an event, the intermediate distance
range is most critical where the DOMs are close enough that the observed charge makes up a
major fraction of the total charge but far away enough that the effect of the ice anisotropy has
significantly altered the light yield expected from isotropic photon propagation.
In Figure 5.8, the horizontal anisotropy axes aligned with the x-y -plane are illustrated. The
major anisotropy axis with a −8% modulation of the scattering coefficient is approximately
aligned with the direction of the glacial flow, and the minor axis with a +4% modulation is
approximately orthogonal to the flow direction. In this case, it can be seen that the graph
of the effective distance as a function of the azimuth angle is approximately elliptical. This
is expected, as the two horizontal anisotropy axes with different amplitudes translate into two
different axes of the elliptical shape of the effective distance parametrization. It is clearly visible
that reff < r along the major anisotropy axis at φ = 306◦ with less scattering and that reff > r
along the minor anisotropy axis at φ = 36◦ with more scattering. This is in agreement with
the corresponding increase and decrease of the expected light yield, respectively, as shown in
Figure 5.4 and Figure 5.5. Furthermore, the elliptical shape becomes more pronounced with
increasing distance due to the cumulative effect of the ice anisotropy on the photon path.
In summary, the ice anisotropy is parametrized via an effective distance that is completely
independent of the source orientation and can be easily applied to a standard cascade photo
spline table. Note that it may seem more sensible to calculate a charge correction factor by
the bin-wise comparison between the flat ice model and the ice model with anisotropy and tilt,
which is then applied to the light yield expected at a DOM from a source using the standard
cascade photo spline tables. However, it is important not only to correct the integrated light
yield but also to correct the time profile of the photon arrival distribution. This would not be
possible with a simple correction factor but can indeed by realized using an effective distance
where the entire time profile is replaced by the expectation from the shifted position. How this
is achieved will be discussed in the following section.
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Figure 5.6: Sketch of the effective distance. A bin-wise comparison of the expected charge for an
isotropic light source in the ice model without and with anisotropy and local tilt yields the
effective distance reff between a source and a DOM which is obtained via qflat(reff ,φ, θ, z) =
qani(r ,φ, θ, z), where (φ, θ) correspond to the polar angles of the detector coordinate system.
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Figure 5.7: Effective distance parametrization for any cascade source at z = −400m and hypothetical
DOMs at θ = 10◦. The effective distance reff is depicted as a function of the azimuthal angle φ
where the hypothetical DOM is located for different distances r = 10m, 50m, 125m, 250m
in polar coordinates. This setup can be pictured by a hypothetical DOM which is closely
moving around the vertical axis aligned with a cascade source at a fixed distance above it.
The dashed lines indicate the major anisotropy axis, with a scattering modulation of −8%
along the glacial flow of the Antarctic ice (306◦), and the minor anisotropy axis, with a
scattering modulation of +4% along the direction that is orthogonal to the flow (36◦).
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Figure 5.8: Same as in Figure 5.7, but for a hypothetical DOM at θ = 90◦. This setup can be pictured by
a hypothetical DOM which is horizontally moving around a cascade source at a fixed distance.
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5.2.3 Implementation and Simulation Test Results
The effective distance parametrization is a description of the local ice variation due to the ice
anisotropy and tilt as a function of the depth below the surface of the ice. It is independent
from the source as long as its type is a cascade. The effective distance spline table is to be used
in conjunction with a photo spline table of a cascade source, which contains the expectation
of the emitted light pattern for a flat ice model. The combination of both gives an effective
description of the light pattern expected from the same source for an anisotropy/tilt ice model.
The procedure of applying the effective distance parametrization is depicted schematically
in Figure 5.9. During the likelihood maximization of an event reconstruction, the standard
approach to compare a measured to a predicted waveform follows three steps. First, a cascade
source with a position (xs, ys, zs), a direction (zenith, azimuth), a time ts, and an energy Es
is chosen. The z-position and zenith angle of the cascade define the source table. Second,
a DOM at the position (xd, yd, zd) with a measured waveform starting at the time td and the
total charge qd is selected. Both source and DOM coordinates are used to transform to the
relative coordinate system (xs, ys, zs, zenith, azimuth, xd, yd, zd) ↦→ (r ,φ, θ, zs, zenith). Third,
the relative coordinates yield the correct bin to look up the expected normalized charge qˆe in
the amplitude photo spline table and the expected delay time distribution τ in the time profile
photo spline table. Together with the known emission time ts and the aforementioned linear
scaling qe ∼ qˆeEs between light yield and energy, these are used to construct the expected
waveform. During the event reconstruction, the expected waveform with charge qe can then be
compared to the measured waveform with charge qd.
The novel step is introduced before the expected waveform is looked up in the cascade photo
spline table, i.e. the effective distance transformation is introduced as an intermediate third
step. The coordinate transformation (xs, ys, zs, xd, yd, zd) ↦→ (r ,φd, θd, zs) is applied and the
effective distance reff(r ,φd, θd, zs) is looked up in the effective distance spline table. Then,
the waveform is constructed by looking up the charge q(reff ,φ, θ, zs, zenith) and the delay time
distribution τ(reff ,φ, θ, zs, zenith) in the cascade amplitude and time profile photo spline tables,
respectively. Note the important difference that in general φd ̸= φ and θd ̸= θ. The coordinates
of a DOM (r ,φd, θd) and (r ,φ, θ) are given with respect to different coordinate systems that
are both centered in the source but have different orientations. The coordinates (r ,φd, θd) are
defined with respect to the detector coordinate system, where (φd, θd) are measured with respect
to the detector axes (x , z). The coordinates (r ,φ, θ) are defined with respect to the photo spline
table coordinate system, where (φ, θ) are measured with respect to the source axes, i.e. the
direction of the zenith angle is defined as z-axis and the orthogonal projection of the azimuth
angle as x-axis. Only in the case where the source direction aligns with the detector axes, i.e.
zenith = 180◦ pointing upwards along the z-axis and azimuth = 180◦ pointing horizontally along
the x-axis, are both coordinate systems identical and, consequently, φd = φ and θd = θ.how it w rks
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Figure 5.9: Sketch of how the effective distance parametrization is implemented in the standard procedure
of predicting the waveform of a source at a DOM using photo spline tables.
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In Figure 5.10, an example of the expected charge as a function of the azimuthal angle is
shown for two different ice models. One prediction is obtained from the standard cascade photo
spline table generated by assuming a flat ice model. The other prediction is obtained from the
same table in combination with the prior coordinate transformation using the effective distance
parametrization. This effectively corresponds to an ice model including anisotropy and local tilt.
The example is for a cascade source located at a depth of z = −400m, pointing horizontally
along the x-axis of the detector. Here, the depicted azimuth range φ = 0 . . . 360◦ and the
quoted polar angle θ = 90◦ are given with respect to the detector coordinate system such that
a hypothetical DOM goes around the source at the same depth. Note that the boundaries
φmin = 0
◦ and φmin = 360◦ correspond to the forward direction of the cascade and φ = 180◦ to
its backward direction. As discussed in the previous section, the expected charge distribution is
shown at different distances (r = 10m, 50m, 125m, 250m). At the closest depicted distance
of 10m, the Cherenkov cone is prominent for the maximum expected charge at angle of ∼ 41◦.
The charge distribution has a minimum in the backward direction of the cascade, as photons
are less likely to back-scatter. At close distances, there is almost no difference between the flat
ice model and the anisotropy/tilt ice model. This is expected, as most photons have not been
scattered yet at short distances. The charge distribution stays completely symmetric along the
direction of the cascade for the flat ice model. This makes sense, as the emission profile of
the Cherenkov light is a symmetric cone around the cascade direction, and the surrounding ice
is assumed to be homogenous and isotropic within an ice layer. The difference to the charge
distribution using the ice model with anisotropy and local tilt is already visible at short distances.
Its asymmetric shape is due to the ice anisotropy, because the emission profile of the Cherenkov
light from the cascade naturally does not change. The difference becomes more pronounced with
increasing distance from the source, as photons are scattered multiple times before detection.
This occurs more or less often along the minor or major axes of ice anisotropy, respectively.
In Figure 5.11, the delay time distributions are shown for a hypothetical at the same positions
expected from the same source as above. In this case, however, the DOM is fixed at an
azimuth angle of φ = 306◦ along the major anisotropy axis. In this direction, the effect of the
ice anisotropy and thereby the differences between the distributions shown for each ice model
are expected to be largest. The general shape of a delay time distribution can be described
by a leading edge, a maximum, and a trailing edge. Photons that arrive at a DOM after only
few or no scattering processes are described by the leading edge of the distribution. It carries
the most valuable information to reconstruct the time, direction, and vertex of an event. The
larger the distance between source and DOM, the more a photon is scattered. Therefore,
the maximum of the distribution shifts towards larger delay times with increasing distance. At
10m distance the maximum of the distribution is at a delay time of ∼ 0.5 ns, and at 50m
distance it has already increased to ∼ 25 ns. The trailing edge and the long tail, in particular,
are caused by heavily scattered photons that look isotropic and statistically no longer have
directional information of the source. As described above, the difference between the two ice
models increases with distance, as a larger number of scattering processes causes an increased
effect of the ice anisotropy. It can be seen that the delay time distribution for the ice model with
anisotropy and local tilt generally has a steeper leading edge and a slightly earlier maximum. This
means that photons are scattered less than they are in the flat ice model, which is expected,
because source and DOM are aligned with the major anisotropy axis with −8% modulation
of the scattering coefficient. The effect is reversed for a hypothetical DOM that is aligned
with minor anisotropy axis with +4% modulation of the scattering coefficient. In that case,
the leading edge of delay time distribution is more gradual, and the position of the maximum
is shifted towards later times compared to the flat ice model. The delay time distributions
of both ice models approximately match if the orientation of the source and DOM are at an
azimuthal angle that is ±45◦ away from any anisotropy axis. They would only match exactly if
the azimuthal variation were due to the symmetric ice anisotropy without the local ice tilt.
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Figure 5.10: Example of the expected charge as a function of the azimuthal angle for a specific cascade
source at a depth of z = −400m with an orientation of zenith = 90◦ and azimuth = 180◦.
This means that the cascade points horizontally along the x-axis of the detector. The
expected charge is depicted for a hypothetical DOM located at varying azimuthal angles at
the same depth (θ = 90◦) for different distances at r = 10m (top left), r = 50m (top
right), r = 125m (bottom left) and r = 250m (bottom right). The distributions are shown
for a flat ice model (blue) and an ice model with anisotropy and local tilt (green). The
former is obtained from the standard cascade photo spline table generated by assuming a
flat ice model. The latter is obtained from the same photo spline table in combination
with the prior coordinate transformation using the effective distance parametrization. The
Cherenkov cone is clearly visible at 41◦ and 319◦ in the top left plot. The least charge is
observed in the back-scattering region at φ = 180◦.
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Figure 5.11: Example of expected delay time distributions for the same cascade source as in Figure 5.10.
The delay time distributions are depicted for a hypothetical DOM located along the major
anisotropy axis (φ = 306◦) at the same depth (θ = 90◦) for different distances at r = 10m
(top left), r = 50m (top right), r = 125m (bottom left) and r = 250m (bottom right).
As in Figure 5.10, the distributions are shown for a flat ice model (blue), obtained from
the standard cascade photo spline table, and an ice model with anisotropy and local tilt
(green), obtained from the same photo spline table in combination with the prior coordinate
transformation using the effective distance parametrization. The difference between both
distributions is expected to be the largest along the major anisotropy axis as shown here.
Note the different scales of the delay time axis in each plot.
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These two examples consistently show that the combined use of a standard cascade photo
spline table with a prior transformation using the effective distance parametrization indeed yields
a different prediction of the light pattern than for a flat ice model. The corrected charge
and delay time distributions qualitatively agree with the expected modulation due to the ice
anisotropy and local tilt. This is only explicitly shown for two examples but has been tested for
numerous combinations of source-DOM-pairs, all of which gave consistent results. In addition,
tests have been performed in order to determine whether the general description of a flat ice
model and an ice model with anisotropy and tilt is self-consistent (as sketched above), whether
the newly generated photo spline tables for a flat ice model are consistent with previously used
sets of photo spline tables generated in a different way (not shown), and whether the spline
fits to the binned photo tables agree with the bin values and how the fits perform near the
edges of the table phase space (not shown). All tests have been successful within known
error margins. Nevertheless, cross-checks with simulation data generated with direct photon
propagation are necessary to quantitatively ensure the validity of the method. Therefore, a
controlled test environment is developed using simulation data specifically generated for this
purpose. The test is to compare the prediction of the effective distance and cascade photo
spline tables to waveforms obtained from direct simulation of cascade events. Events that are
simulated using direct photon propagation have the unique property that the expected light
patterns can be generated using any ice model – unlike standard photo spline tables which are
only valid under the assumption that the ice is homogenous and isotropic within an ice layer
(c.f. Section 5.2.1). Therefore, an event is simulated once assuming a flat ice model and once
again including the ice anisotropy and tilt, with the goal of performing two comparisons. First,
waveforms of direct simulation assuming a flat ice model are compared to the prediction from
the standard cascade photo spline table (naturally also assuming a flat ice model) as a cross-
check. Second, waveforms of direct simulation assuming an ice model with anisotropy and tilt
are compared to the prediction from the combined use of a standard cascade photo spline table
with the effective distance spline table as the actual test of the method. A variety of cascade
configurations are repeatedly simulated a few thousand times to increase photon statistics.
Furthermore, all events are simulated using two different detector geometries, as shown for
an exemplary cascade event in Figure 5.12. In addition to the standard IC86 geometry (full
detector configuration with 86 strings), an artificial testing geometry is constructed in a
cylindrical way such that the placement of the DOMs recreates a similar structure to the spherical
coordinate system of the photo spline tables.2 Note that the testing detector geometry has a
much denser instrumentation in order to properly evaluate the phase space around the source.
Figure 5.12: Event view of a cascade in the artificial testing detector geometry (left) and the standard
IC86 geometry (right).
2 The artificial construction of a cylindrical detector geometry is chosen because a spherical geometry is not
easily realized, as one technical requirement of the IceCube software is that strings must be vertical.
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Figure 5.13: Example of the expected charge as a function of the azimuthal angle for a source at z = 0m
pointing along the x-axis of the detector and hypothetical DOMs at θ = 90◦ in comparison
to direct simulation using the testing geometry. It is shown for different distances between
source and DOM at r = 10m (top left), r = 50m (top right), r = 125m (bottom left) and
r = 250m (bottom right) assuming a flat ice model (blue) and an ice model with tilt and
anisotropy (green). The expected charge from the photo spline tables is shown as lines and
the observed charge at each hypothetical DOM is shown as marker. The error bars reflect
the statistical error in y -direction and the distance between two DOMs in x-direction.
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Figure 5.14: Same as in Figure 5.13, but for hypothetical DOMs at θ = 10◦.
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In Figure 5.13 and Figure 5.14, the expected charge is shown as a function of the azimuthal
angle of a hypothetical DOM going around the source at θ = 90◦ and θ = 10◦, respectively.
In both cases, the cascade source is located at a depth of z = 0m and points horizontally
along the x-axis of the detector coordinate system. As discussed above, the distributions are
depicted at the same distances r = 10m, 50m, 125m, 250m between source and DOM and
for a flat ice model and an ice model with anisotropy and local tilt. Additionally, the charge
observed at the tightly placed DOMs around the source using the testing geometry is shown
for the same simulated cascade using direct photon propagation for each ice model. It can be
seen that the charge distribution from the photo spline tables and simulation data from direct
photon propagation match very well for most DOMs. In particular, the asymmetric shape of the
expected charge due to the ice anisotropy and local tilt is also well described in direct simulation.
There are, however, a few cases where the shapes differ. This is expected to some extent as the
spline fit through a binned photo table is not always able to simultaneously describe every bin
equally well. The quality of the fit depends on the number of knots and the smoothing of each
dimension of the spline surface. This is optimized in the best possible way but is not expected
to perfectly describe every bin of a photo table. Furthermore, in some cases a constant shift
between photo spline table and direct simulation is visible. Because it is the same for both ice
models, it can be concluded that this is due to general differences between photo spline tables
and direct simulation. The shift may be caused by the construction of photo tables by placing
a hypothetical point-like DOM in the center of an extended bin. The bin volume increases
dynamically with distance to account for the decreasing light yield at larger distances from the
source. The extended volume of the bin limits the precision, and the spline interpolation does
not necessarily describe the transition phase between large bins correctly. In contrast, the light
yield is accurately tracked for a realistic DOM in direct simulation. Therefore, small deviations
between the tabulated value and the observed value for a DOM are expected in cases where the
bin size of the photo table is comparably large. Note that the depicted error bars with respect to
the x-axis reflect the distance between neighboring DOMs in the testing geometry. The original
bin size of the photo table is not visible, as only the spline interpolation is shown.
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Figure 5.15: Sketch of the relative orientation between cascade and DOMs for which detected waveforms
are depicted. The top view represents the x- and y -position of each receiving DOM at the
same depth on surrounding strings. Indicated numbers correspond to the same strings as
for the horizontal waveforms shown in Figure 5.16. The side view represents the z-position
of each receiving DOM on the closest string. Indicated numbers correspond to the same
DOMs as for the vertical waveforms shown in Figure 5.17.
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Figure 5.16: Waveforms of horizontally aligned DOMs around an exemplary source at z = 0m pointing
along the x-axis of the detector in comparison to direct simulation using the standard IC86
geometry. Receiving DOMs are approximately located at the same depth of the source, at
different distances, and along different directions (c.f. Figure 5.15, top view). Waveforms
are shown for a flat ice model (blue) and an ice model with anisotropy and local tilt (green),
and for photo spline tables (lines) and direct simulation (markers). The error bars reflect
the statistical error in y -direction and the time binning in x-direction.
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Figure 5.17: Same as in Figure 5.16, but for vertically aligned DOMs which are located on the closest
string above and below the source (c.f. Figure 5.15, side view).
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In Figure 5.15, the arrangement of receiving DOMs used for the performance test with the
standard IC86 detector geometry is sketched. Horizontally aligned DOMs are at the same
depth as the source but at different distances and along different directions such that both
horizontal anisotropy axes can be probed. Vertically aligned DOMs are on the closest string
below and above the source such that they approximately align with the vertical anisotropy axis.
In Figure 5.16 and Figure 5.17, the expected and observed waveforms of the same simulated
cascade as above are shown for these nearby DOMs. It can be seen that not only the observed
charge but also the time profile of the waveform are correctly described for an ice model with
anisotropy and local tilt through the combined use of the cascade photo spline table and the
effective distance spline table. The waveforms of the vertical DOMs also illustrate how the
difference between ice models is most pronounced in the horizontal plane (DOMs 36-29 and
36-30) due to the horizontal anisotropy axes. The difference is also evident towards the vertical
plane (DOMs 36-27 and 36-32) due to the vertical anisotropy axis pointing along the z-axis.
It can be concluded that the presented method of incorporating the ice anisotropy and the local
ice tilt into reconstruction is successful and consistent within all tests that have been performed
by comparing waveforms and expected charge and delay time distributions. The new method
will be discussed in the following section with respect to double cascade event reconstruction
and tau-neutrino identification, as the application for which it was originally intended. A closing
remark is that the ice anisotropy is properly described everywhere as it depends only on the
direction and not on the position in the ice. As discussed in Section 5.2.1, however, the global
ice tilt is not included as it depends on the position in the ice, and the effective distance
reff(r ,φ, θ, z) is only parametrized for sources along the z-axis. Consequently, the description
of the ice tilt is increasingly inaccurate the farther away a source is from the z-axis. This is not
a strong effect and not important for tau-neutrino identification. However, the description of
the ice tilt can be improved by introducing an effective depth (z-shift), similar to the effective
distance for the ice anisotropy. The effective depth would be a global correction, as it depends
on the position (x , y , z) in the ice and not on the direction. Due to time restraints, this remains
outside the scope of this thesis, but is a proposed future task for the IceCube collaboration.
5.2.4 Double Cascade Reconstruction and Identification
In the previous section, the implementation of the effective distance parametrization was pre-
sented as a measure to incorporate the ice anisotropy into reconstruction algorithms. The
millipede-framework used for event reconstruction in the context of this thesis is based on
cascade photo spline tables and applicable for the combined usage with effective distance spline
tables. The method has been tested by comparing the expected and observed light patterns
and waveforms for different ice models in a controlled test environment. In this section, the
application of the effective distance parametrization is tested on a reconstructed subset of re-
alistic neutrino simulation data. The focus is on double cascade event reconstruction and how
sensitive the related observables used for tau-neutrino identification are to the ice anisotropy.
The test is conducted with different combinations of ice models used in simulation and in
reconstruction. The following cases are compared:
1. SPICEMie-SPICEMie: simulation with SPICEMie, reconstruction with SPICEMie,
2. SPICELea-SPICEMie: simulation with SPICELea, reconstruction with SPICEMie,
3. SPICELea-SPICELea: simulation with SPICELea, reconstruction with SPICELea.
Note that the SPICEMie-SPICEMie case is only used as a cross-check and cannot be used as
a reasonable baseline comparison. This is due to the different type of simulation generation as
the SPICEMie simulation data samples are much older than the SPICELea data samples. They
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were generated using a hybrid mode of the photon propagation software CLSIM. In this mode,
cascades (unlike tracks) are not simulated by direct photon propagation but rather by looking up
the expected waveforms in a photo spline table. As discussed in Section 5.2.1, this necessarily
means that the ice model used for hybrid simulation did not include the ice tilt.3 A side effect
of this type of simulation is that both measured waveform (simulation) and expected waveform
(reconstruction) are sampled from exactly the same probability density functions (PDF). This
deviation is important as DOMs are assumed as point-like in photo spline tables which may
introduce a small bias for simulation using direct photon propagation (c.f. Figure 5.14). This
deviation is important as the cascade vertex resolution is a limiting factor in reducing the single
cascade background of the double cascade topology at very short decay lengths. Consequently,
the SPICEMie-SPICEMie case corresponds to the best possible scenario, as events are simulated
and reconstructed through the use of the exact same photo spline tables. In contrast, the newer
SPICELea simulation data samples have been generated using direct photon propagation for all
light sources. The extension of the DOM and the ice anisotropy and tilt have been taken into
account. It follows that the SPICEMie-SPICEMie and SPICELea-SPICELea cases should only
be used for a qualitative comparison of the expected differences due to the ice model. Note that
due to the more realistic description, only results that are based on SPICELea simulation are used
in the analysis presented in this thesis. The comparison of SPICELea-SPICEMie and SPICELea-
SPICELea is essential for testing how big the effect of the ice anisotropy is in reconstruction
and how well it is compensated using the effective distance parametrization.
In Figure 5.18, the effect of the ice anisotropy on the reconstructed double cascade length
is shown. The median length bias Lreco − Ltrue is depicted as a function of the zenith and
azimuth angle for each of the three ice model combinations. There is no bias expected for a
well-performing reconstruction algorithm with correct assumptions about the light sources and
the ice model. In particular, a potential bias should not depend on the propagation direction
of the source, unless there are asymmetries in the ice that are dependent on direction and not
modeled correctly in the event reconstruction. That is exactly what is seen for the SPICELea-
SPICEMie case in both plots of Figure 5.18. It is clearly visible that the length bias increases
towards a zenith angle of 90◦ as the ice anisotropy is maximal in the horizontal plane. The
length bias as a function of the azimuth angle also shows a striking dependence as it increases
along the major anisotropy axis at 126◦ and 306◦ and decreases along the minor anisotropy axis
at 36◦ and 216◦. The effect can be understood by picturing an exemplary double cascade event
aligned with the major anisotropy axis and located between two strings. The photons from
both light sources are propagated assuming the SPICELea ice model including the anisotropy.
The observed waveforms are obtained from the sum of all detected photons at each DOM
behind and in front of the double cascade. For the event reconstruction, a double cascade
topology is hypothesized, and its parameters are varied until the observed and fitted waveforms
match. In this case, however, the waveform templates used for the fit are taken from a photo
spline table without ice anisotropy. This means that the observed charge at the DOM from
the second cascade in forward direction using the SPICELea ice model is larger than expected
using the SPICEMie ice model, because light scattering in that direction is 8% smaller. If the
reconstruction algorithm has the freedom to move the cascade, it shifts the vertex closer to the
DOM to scale the expected charge up. As the effect is similar for the first cascade and the DOM
behind it4, the intermediate distance is decreased. Consequently, the reconstruction algorithm
compensates the unknown effect of the ice anisotropy by its available freedom to increase the
length. Hence, the length bias is positive along the major anisotropy axis as observed in the
3 The ice anisotropy is not part of the SPICEMie ice model, as it was only introduced with SPICELea.
4 Note that this case is more complicated, because a larger scattering coefficient is necessary in order to
increase the probability of photons being back-scattered. As the photon path to the region behind the first
cascade leads around the minor anisotropy axis with 4% larger scattering, the back-scattering of photons is
actually enhanced.
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distribution for the azimuth angle 126◦ and 306◦. Evidently, this is a simplified example. The
combined effect of both anisotropy axes in the horizontal plane and the resulting change of all
waveforms observed at all DOMs around the source are responsible for the bias. Note the striking
difference of the distribution for the SPICELea-SPICELea case. The direction-dependent length
bias completely vanishes with the incorporation of the ice anisotropy into reconstruction using
the effective distance parametrization. This is also consistent with a flat length bias as expected
from the SPICEMie-SPICEMie case. It can be seen, however, that a small constant bias remains
in both cases. It is reasonably explained by double cascade events with a short decay length,
where the two shower maxima are not fully resolvable and a small bias is introduced as the
second cascade tends to be more energetic (c.f. Section 4.3.1).
A similar effect as the length bias is visible in Figure 5.19, where themisidentification fraction is
shown as a function of the zenith and azimuth angle. It visibly increases towards the horizontal
plane and along the anisotropy axes. This dependence is expected, as the misidentification
fraction strongly correlates with the length bias. A variation of the reconstructed length around
the threshold of 10m causes the event topology ID to switch between single and double cascade
events (c.f. Section 4.3.2). Note that the variation of the event topology ID due to the
ice anisotropy is only determined by the length bias and not by the energy confinement or
energy asymmetry. This is due to the construction of these topology estimators as a ratio
of reconstructed energies. Such a ratio is less susceptible to variations of the ice properties,
as the effect cancels if all reconstructed energies are equally affected. The ice anisotropy,
if treated incorrectly in reconstruction, is significantly compensated by the length bias. This
causes the reconstructed energies, and hence the energy confinement and energy asymmetry
used to define the event topology ID, to remain unchanged. Note that the energy asymmetry
would indeed show a bias to compensate the effect of the ice anisotropy if the length were
fixed in the reconstruction. Again, it is clearly visible how the misidentification fraction is
independent of the source direction for the SPICELea-SPICELea case, which includes the ice
anisotropy in reconstruction. As mentioned initially, a comparison to the SPICEMie-SPICEMie
case is not applicable, as the events are simulated under simplified assumptions which cause the
misidentification fraction to be unrealistically low.
It can be concluded that the length of the double cascade reconstruction is very sensitive to
the ice anisotropy. If not treated correctly, the reconstruction algorithm introduces a length
bias to compensate the skew of the observable light pattern due to the ice anisotropy. It has
been shown that the incorporation of the ice anisotropy into reconstruction using the effective
distance parametrization also works for realistic neutrino simulation. The correct treatment
of the ice anisotropy is significant, as it translates into an increase of the misidentification
fraction in the reconstructed double cascade sample. Note that the described method does not
include any uncertainty of the size of the ice anisotropy itself. This uncertainty is parametrized
with respect to the length bias and included as a nuisance parameter into the likelihood-based
measurement of the astrophysical neutrino flavor composition, as described in Appendix A. Also
note that all results have been obtained using simulation data, as it is not trivial to test the
method using experimental data. An attempt to test the method and probe the uncertainty of
the ice anisotropy using experimental flasher LED data will be presented in the next section.
5.2 Incorporation of the Ice Anisotropy into Reconstruction 101
0 20 40 60 80 100 120
Zenith [deg]
−5
−4
−3
−2
−1
0
1
2
3
4
5
L
re
co
−
L
tr
ue
[m
]
SPICEMie-SPICEMie
SPICELea-SPICEMie
SPICELea-SPICELea
0 60 120 180 240 300 360
Azimuth [deg]
−5
−4
−3
−2
−1
0
1
2
3
4
5
L
re
co
−
L
tr
ue
[m
]
SPICEMie-SPICEMie
SPICELea-SPICEMie
SPICELea-SPICELea
Median Length Bias for Different Ice Models Used in Simulation and Reconstruction
Figure 5.18: Median length bias of reconstructed double cascade events depicted as a function of the
reconstructed zenith (left) and azimuth angle (right) for different ice model combinations
in simulation and reconstruction. It is shown for successfully identified true double cascade
events induced by astrophysical tau-neutrinos assuming an E−2.3ν spectrum. The vertical
dashed lines in the right plot indicate the direction of the major anisotropy axis.
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Misidentification Fraction for Different Ice Models Used in Simulation and Reconstruction
Figure 5.19: Misidentification fraction of reconstructed double cascade events as a function of the re-
constructed zenith (left) and azimuth angle (right) for different ice model combinations in
simulation and reconstruction. It is calculated via background/(signal+background). As de-
scribed in Chapter 4, signal is defined as true double cascade events induced by astrophysical
tau-neutrinos, assuming an E−2.3ν spectrum. In this context, however, background corre-
sponds to the dominant contribution of true single cascade events induced by astrophysical
neutrinos of the same spectrum.
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5.3 Experimental Test with Flasher LED Data
The development of the double cascade reconstruction as described in Section 4.3 and the
incorporation of the ice anisotropy as described in Section 5.2 can be considered successful as
tau-neutrino identification performs well and an important systematic error is treated properly.
However, there is a drawback in that all methods could only be tested using Monte Carlo
methods. Experimentally testing an event topology that has never been observed before is
challenging. It seems natural to test the double cascade topology using experimental flasher
LED data, i.e. the in-situ calibration system of IceCube (c.f. Section 3.2.2). The idea is to
generate a light flash from a single LED on one string and a subsequent flash from another
on a neighboring string. The light flashes must be aligned with the propagation direction of a
hypothetical tau and delayed by the time it would take from one string to the other, assuming
that it travels at the speed of light. Unfortunately, the realization of this idea is not trivial.
It is impossible to generate these double flasher events experimentally, because the driving
current of flasher LEDs cannot be timed accurately enough to generate two subsequent flashes
with the correct time delay.5 However, it is possible to superimpose two suitable single flasher
events to artificially construct an experimental double flasher event. Although flasher events
have a few limitations in general, and conclusions are not easily transferable to tau-neutrino
identification, this construction of a double flasher event is the only possibility of testing the
newly developed reconstruction methods using experimental data. Hence, this is an important
test before the double cascade event reconstruction is applied for an attempted measurement
of the astrophysical tau-neutrino flux.
5.3.1 Single Flasher LED Anisotropy Data Sample
In January 2015, a high-quality calibration data sample of numerous single flasher LED events
was collected to specifically study the ice anisotropy. A total of five flasher runs divided into
481 sub-runs each with different flasher locations, directions, and settings were performed for
approximately 28 hours. The same detector configuration as for physics runs with the standard
IceCube SMT-8 trigger was used (c.f. Section 3.2.3). The decision of which LEDs and DOMs
to select for the purpose of studying the ice anisotropy was based on a few requirements:
1. flashing LEDs should have a consistent light output and no known instabilities,
2. flashing LEDs should be equally surrounded by receiving DOMs,
3. flashing LEDs should be evenly distributed throughout the detector,
4. flashing LEDs should not be located in the dust layer,
5. flashing LEDs should have a well-known direction,
6. the same LED should be configured with multiple flash durations,
7. the same configuration should be repeated many times.
The first requirement is to ensure a minimum quality of the generated light output. In order
to study the optical properties of the ice, it is important to minimize the systematic variation
of similar LEDs as the uncertainties of the generated and detected light patterns are entangled
with the properties of the LEDs and the ice, respectively. The second requirement means that
the position of a flashing DOM should not be at or near a detector edge. This is to ensure
that enough data observed in all directions around the light source is available. Because the ice
5 In fact, flasher data is typically taken by randomly flashing multiple DOMs in the same time window but at
different locations. As long as the flasher rate is low enough (usually a few Hz), individual flasher events do
not overlap, even if not explicitly timed to do so.
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anisotropy is only modeled to be dependent on the direction but not on the depth, the third
requirement allows a test of this assumption through the use of flasher LEDs that are evenly
distributed throughout the detector. The fourth requirement is to ensure a large enough light
yield per flasher event. Because the dust layer heavily absorbs light, flasher LEDs are required to
not be located in the dust layer. Furthermore, during the deployment, strings are free to twist,
causing each DOM to be arbitrarily rotated with respect to the z-axis of the detector. The DOM
rotation is negligible with respect to detecting light, since the angular acceptance of the PMT
is azimuthally symmetric (except for the cable shadow). However, the flasher LEDs are located
at fixed positions on each DOM and, consequently, point in different directions depending on its
rotation. Each DOM can be configured to flash LEDs simultaneously or individually as depicted
in Figure 5.20. Hence, the fifth requirement is that the flasher LEDs should have a well-known
direction, because any directional study of the ice is useless otherwise. The sixth requirement is
an attempt to minimize the experimental uncertainty of a single LED, because the light output
is only known statistically but not for individual LEDs. Therefore, the same LED is configured to
flash for different durations as the comparison of the observed results is useful for constraining
the uncertainties of individual LEDs. The last requirement is necessary in order to generate
enough data for one flasher configuration that the statistical error of the observed waveforms
is low enough to study the ice properties.
A selection of flashing DOMs that fulfill all necessary requirements was obtained from an all
purpose flasher data sample collected over 20 hours in 2012. It contains differently configured
flasher events located on six strings and 60 DOMs each. As marked in Figure 5.21, the flashing
DOMs are located on strings 19, 24, 57, 62, 80, and 81. This data sample provides numerous
single LED flasher events which were used to determine the rotation of each flashing DOM. A
total of 73 out of 360 available DOMs were selected for the anisotropy flasher data sample
using the aforementioned requirements on the basis of the available information. The list
of selected DOMs including their rotation is given in Appendix B. Each of those DOMs was
configured to flash all six horizontal LEDs simultaneously and, in addition, each LED individually.
Furthermore, every LED configuration was used for two flash durations of 10 ns and 70 ns. All
LEDs were configured to flash at the maximum available brightness which corresponds to an
approximate light output of 1.97 · 109 photons for a 10 ns pulse and 1.17 · 1010 photons for a
70 ns pulse as determined from laboratory measurements [42]. This gives a total of 1022 flasher
configurations (73 DOMs×7 LED configurations×2 flash durations). About five to six flashing
DOMs are run simultaneously on different strings without overlapping in time at a rate of 3Hz
for a total duration of ∼ 7min. This corresponds to ∼ 1000 events per flasher configuration.
LEDs 
7-12
LED 7
LED 12LED 11LED 10
LED 9LED 8
Q
Φ
Figure 5.20: Sketch of the different horizontal LEDs and flashing modes used for the anisotropy flasher
data sample. DOMs are sketched from the top view, i.e. the z-axis of the detector coordi-
nate system is pointing out of the figure. LED 7 would ideally be aligned with the x-axis,
however, during deployment strings are twisted causing the DOM to have an arbitrary hor-
izontal rotation. Individual LEDs are spaced 60◦ apart, so the directions of all LEDs align
periodically with every 60◦ a DOM is rotated.
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5.3.2 Construction of an Experimental Double Flasher
It is impossible to generate a double flasher event experimentally, due to technical limitations of
the detector operation. However, a novel method has been developed in the scope of this thesis
by artificially constructing such an event through the superposition of single flasher events.
The approach is to find a pair of independently flashing single LEDs on neighboring strings. The
direction of the LEDs must align with the axis that connects both strings. This axis corresponds
to the propagation direction of a hypothetical tau traveling from one flasher LED to the other.
The individual single flasher events are then superimposed by delaying the second event by the
propagation time of the hypothetical tau, assuming that it travels at the speed of light.
The direction of each LED must be known as precisely as possible, because the light emission
profile is very narrow (c.f. Section 3.2.2). If the deployed LEDs were able to emit light isotrop-
ically, the choice of LED on each DOM would not be important. Because their light emission
is beamed, however, the direction of both LEDs must match and they must align with the axis
that connects both DOMs. As there are only horizontal and upward tilted LEDs, the possible
phase space of double flasher events is limited to two zenith angles at 90◦ for horizontal and
42◦ for upward tilted flashers. The azimuth angle is restricted by the string alignment to ap-
proximately 11◦, 69◦, 127◦, 188◦, 250◦, and 311◦ when flashing LEDs on IceCube DOMs. For
horizontal flasher LEDs, both DOMs on neighboring strings must be at the same depth, and
for tilted flasher LEDs, the second flashing DOM must be ∼ 112m above the first, considering
an average string distance of ∼ 125m. As the vertical spacing between DOMs is 17m and
there is only little variation in depth of same numbered DOMs on different strings, the closest
DOMs on the next string would be 10m below or 7m above the required depth. Therefore, the
construction of a double flasher using tilted LEDs is not applicable.6
pick two  
flasher DOMs
flasher 1: DOM 80-31 
flasher 2: DOM 81-31
take DOM  
rotation into  
account
pick the  
correct LEDs
flasher 1: LED 11 
flasher 2: LED   9
81-31
80-31
11
9
Figure 5.21: Location of selected flasher DOMs in the detector and sketch of the constructed double
flasher event. The direction of each LED must be aligned with the connecting axis of the
flashing DOM pair, as it corresponds to the propagation direction of a hypothetical tau.
6 Although a larger phase space would be useful, the construction of double flasher events with horizontal
LEDs is more important, as the examinable effect of the ice anisotropy is maximal in the horizontal plane.
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The anisotropy flasher data sample as described in the previous section is well suited for the
purpose of artificially constructing double flasher events. It contains numerous single flasher
events with stable light output, accurately known directions, and different locations in the
detector. Unfortunately, out of the 73 available flashing DOMs on six strings, there is only
one pair that meets all requirements. That selected pair is DOM 81-31 and DOM 80-31
(see Figure 5.21), which are located at a depth of z ≃ −300m. The difference in depth
between both flashing DOMs is approximately 2m, and the location is well below the dust layer.
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Figure 5.22: Sketch of two
double flashers lo-
cated on DeepCore
and surrounded by
IceCube strings.
The phase difference of the DOM rotations is approximately
10◦ and each LED has a maximum deviation from the axis con-
necting the two strings of no more than 10◦ (one LED slightly
points to the left and the other to the right of the connecting
axis). Note that finding one matching pair of LEDs implies
that there is another matching pair in the opposite direction
due to the circular pattern of LEDs on each DOM with a spac-
ing of 60◦. Therefore, the selected DOM pair has a total of
four matching horizontal LEDs that allows the construction of
two opposite double flasher events which are called (A) and
(B), as sketched in Figure 5.22. While event (A) is defined
via DOM 80-31 with LED 11 as a first flasher and DOM 81-31
with LED 9 as second flasher, event (B) is defined via DOM
81-31 with LED 12 as first flasher and DOM 80-31 with LED
8 as second flasher. Each double flasher event has a zenith
angle of ∼ 90◦ and an azimuth angle of ∼ 287◦ and ∼ 107◦, re-
spectively. The distance between the two strings is L ≃ 107m
which corresponds to the “length” of the double flasher.
Note that both DOMs are located on DeepCore strings, which
has two advantages. First, the distance between both flasher
strings is slightly shorter than the average spacing of 125m
between IceCube strings. A more realistic phase space of the
reconstructed length can therefore be tested as shorter decay
lengths of a tau are naturally more frequent. Second, the dis-
tance between flashing and receiving DOMs is more suitable,
because events are more likely to start between strings. As
DeepCore strings are located in between IceCube strings (c.f.
Figure 5.21), the closest distance between flashing DeepCore
DOMs and receiving IceCube DOMs is about half the average
spacing between IceCube strings. An average event would not
be well represented if both flashing and receiving DOMs were located on IceCube strings. Re-
ceiving DeepCore DOMs are completely excluded, in particular for the event reconstruction, as
will be described in the next section. Otherwise, the results would be distorted, because the
distance between flashing and receiving DeepCore DOMs would be too small to reflect a typical
event in IceCube.
The construction of a double flasher event is realized using the following steps:
1. calibrate waveforms and deconvolve pulses separately for both single flasher events,
2. shift the pulses from the second flasher by the time a hypothetical tau would take from
one string to the other, i.e. by ∆t = L/c ≃ 357 ns,
3. add the delayed pulses from the second flasher event on top of the pulses of the first
flasher event to obtain superimposed waveforms for all receiving DOMs,
4. rebin the superimposed pulses to match the original single flasher calibration.
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Furthermore, the joint set of “bad” DOMs and the combined amount of noise is taken into con-
sideration for the following event reconstruction. An experimental double flasher event artificially
constructed via this scheme using DOM 81-31 and DOM 80-31 is shown in Figure 5.23. As
mentioned above, DeepCore DOMs are excluded from the visualized hit pattern, which looks
slightly more elongated than a single flasher event might suggest. Two gray spheres indicate
wavefronts of (isotropic) unscattered light originating at the time and position of each flasher.
It is striking that the latest hits on the far right of the event view cannot be causally connected
to the first flasher, as this implies that the emitted photons would have traveled faster than the
speed of light in ice. In fact, the first hits at these DOMs are caused by unscattered photons
from the second flasher as their arrival time perfectly matches the through-going wavefront.
After thorough consideration, no reason has been identified as to why the artificial superposition
of experimental single flasher events should not be a reasonable representation of an exper-
imental double flasher event. Only one issue might bias the result in the case where light
of each single flashing DOM individually causes the PMTs of neighboring DOMs to nearly go
into saturation. The artificial construction using the superimposed waveforms would overesti-
mate the available information as a real double flasher event would probably cause the affected
PMTs to saturate. In order to check whether this effect is observable, double flasher events
are also simulated using two approaches. First, a double flasher is simulated in a direct way,
where two LEDs consecutively flash within one triggered event. Second, the artificial construc-
tion is repeated for two simulated single flasher events. The two different simulation methods
can thereby be compared with each other to conclude whether saturation plays a role for the
superposition of individual waveforms. This check depends on a precise model of the PMT
linearity and saturation which is incorporated in simulation [223]. An additional cross-check is
to compare the simulated waveforms to the experimentally collected waveforms.
first hits from 
second flasher
first flasher
second flasher
wavefronts
Figure 5.23: Event view of an artificially constructed double flasher using experimental single flasher
events. Only triggered IceCube DOMs are shown as DeepCore DOMs are excluded. The
dashed lines around two gray spheres indicate wavefronts of isotropically emitted unscattered
light originating at the time and position of each marked flasher LED. The triggered DOMs
marked on the right can only be causally connected to the second flasher, as photons from
the first flasher would otherwise be faster than the speed of light in ice.
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In Figure 5.24 and Figure 5.25, the waveforms of receiving IceCube DOMs on surrounding
strings at approximately the same depth as the light emission are shown for the double flasher
events (A) and (B), respectively. Waveforms are depicted for experimental data and for the
two aforementioned simulation modes. In general, the amplitude and shape of each waveform
is consistent with two successive LED flashes in the same direction. As expected, the largest
amount of light is collected on strings 45 and 46 for double flasher event (A) and on strings 26
and 27 for double flasher event (B) in the opposite direction (c.f. Figure 5.22). The waveforms
of these DOMs also have the most pronounced peak of the arrival time distribution, as expected
for a large fraction of photons which are only scattered a few times before detection.
Waveforms on strings 35 and 37, which are approximately orthogonal to the direction of each
double flasher event, have an interesting feature. In these waveforms, a double pulse structure
is clearly visible and indicates that the reconstruction of double flashers should be possible. In
fact, the depicted waveforms clearly illustrate for this particular case that the double cascade
method is expected to work much better than the double pulse method (c.f. Section 4.1). The
phase space for a double pulse waveform to be visible is rather small, as can be seen by comparing
the waveforms of all six receiving DOMs. However, waveforms without a double pulse structure
still carry valuable information about the underlying light sources as the leading edge constrains
the vertex of the brighter LED (c.f. Figure 5.23). Keep in mind that the depicted waveforms
are averaged over ∼ 1000 events. Hence, waveforms of individual events have significantly less
information and greater fluctuations of the detected light yield.
The time difference between two peaks of a double pulse waveform varies between 350 ns to
650 ns, as expected from the delay time between both flashes and from the light scattering
between each flashing LED and receiving DOM. The central position of each of those visible
double pulses can be shifted slightly in simulation data compared to experimental data. This
is due to the uncertainty of the LED direction that can significantly change the shape of the
waveform at a receiver DOM in the forward scattering region due to the narrow emission profile
of a flasher LED. The discrepancy of the amplitude between experimental and simulation data
of some waveforms is due to large experimental uncertainties of flasher events (see below). It
is the same for single flasher events and consequently does not pose an obstacle to the artificial
construction of double flasher events. In this respect, the comparison of waveforms obtained
from direct and combined simulations is more interesting. Apart from slight deviations in the
long tails of two waveforms, both simulation modes yield similar results. Hence, there is no
indication that PMT saturation is a problem.
Single Flasher Single Cascade
Light Source LED particle shower
Spatial Profile point-like ∼ 2m . . . 6m
Time Profile ∼ 6 ns (+after − glow) . . . 70 ns ∼ 5 ns . . . 20 ns
Wavelength Profile delta profile at ∼ 405 nm Cherenkov profile ∼ λ−2
Angular Profile
Gaussian profile Cherenkov cone with
with FWHM ≃ 30◦ opening angle ≃ 82◦
Double Flasher Double Cascade
Phase Space
fixed at L = 107m continuous decay law
and E = 22TeV, 136TeV with L ≃ 50m · E/PeV
Table 5.1: Comparison of flasher and cascade light sources as building blocks of the double flasher and
double cascade event topologies.
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Double Flasher Waveforms (A)
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Figure 5.24: Averaged waveforms of the double flasher event (A) at surrounding IceCube DOMs at
the same depth as the flasher LEDs. The observed charge is depicted as a function of the
detection time for experimental data, combined simulation and direct simulation as described
in the text. The receiving DOMs are selected as sketched in Figure 5.22. The waveforms
are averaged over ∼ 1000 events, and the error bars represent the statistical error.
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Figure 5.25: Same as in Figure 5.24, but for double flasher event (B).
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Consequently, the artificial construction of a double flasher event can be reasonably used in order
to test the double cascade event reconstruction with experimental data. Before testing the
reconstruction of these double flasher events using the double cascade reconstruction method,
there are two caveats that must be addressed. First, the comparison between cascades and
flashers is not trivial. Second, flasher LEDs have large experimental uncertainties.
Regarding the first issue, a general comparison between flashers and cascades is summarized
in Table 5.1. Each light source is very different, in particular and most importantly the angular
emission profile. A flasher LED has a two-dimensional Gaussian emission profile with a FWHM
of ∼ 30◦ with respect to the forward direction of an LED in ice (c.f. Section 3.2.2). A particle
shower emits light at the Cherenkov angle of ∼ 41◦, which corresponds to an opening angle of
∼ 82◦ with respect to the light cone in forward direction (c.f. Section 3.1.4). The emission
profile of an LED is therefore much more narrow and beamed compared to a cascade. The
emitted wavelength profile is also very different, as an LED is monochromatic at a wavelength
of ∼ 405 nm and the wavelength profile of a cascade is given by a λ−2 spectrum. However,
the difference is less important, as the detected wavelength profile is folded with the PMT
acceptance which ranges from 300 nm to 650 nm and peaks around 390 nm. The spatial profile of
a cascade is usually only approximated as point-like, but evidently has an extension parametrized
by the shower profile (c.f. Section 3.1.3), whereas an LED is in fact point-like. If the shower
parametrization of a cascade is used to define an equivalent of a FWHM, a spatial profile would
be in the range of 2m to 6m. This directly corresponds to the time profile of a cascade which
would approximate to a range of 5 ns to 20 ns. In contrast, the time profile of a flashing LED
is much longer. The shortest possible light flash is 6 ns with a dim after-glow at the time scale
of 10 ns to 20 ns. The longest possible light flash is 70 ns with a negligible after-glow. The vast
difference of the time profile is important, because the reconstructed event hypothesis of either
a single cascade or flasher is assumed to be point-like in space and time. A cascade can easily
be approximated to be point-like in both space and time, however, a flasher LED is point-like in
space but far from point-like in time. This can significantly decrease the reconstruction result
as the leading edge of the observed waveforms becomes rather wide. Note, however, that event
reconstruction is based on photo spline tables which can be generated for any light source (c.f.
Section 5.2.1). Therefore, a set of photo spline tables has been generated in the scope of this
thesis for single flasher events with a short flash duration of 10 ns and a long flash duration
of 70 ns, specifically to reconstruct the experimental flasher events collected for the anisotropy
flasher data sample. Another important issue of the comparison between double flasher and
double cascade events is the accessible phase space. The constructed double flasher event is
very limited, because the length is fixed by the string distance of ∼ 107m and the energy fixed by
the total light output of the LEDs at ∼ 22TeV for the 10 ns pulses and ∼ 136TeV for the 70 ns
pulses. In contrast, the phase space of double cascade events is continuous, with the average
decay length of the tau scaling with its energy L ≃ 50m ·E/PeV. Therefore, the goal cannot be
to test the physical region where a tau-neutrino interaction is expected, unfortunately, but to test
the performance and reliability of the double cascade event reconstruction using experimental
flasher data for a specific configuration.
Regarding the second issue, it is important to keep in mind that flasher events have large
experimental uncertainties, in particular
• the quoted light output of an LED is an average over many measurements in the laboratory
with an uncertainty of ∼ 30%,
• although the cable of a DOM cannot affect the light output, because it is fixed between
two LEDs, it may alter the detected light by covering the PMT of receiving DOMs,
• the angular emission profile of an LED may deviate significantly from the measurement in
laboratory ice, because it is changed by hole ice surrounding the flashing DOM,
110 5 Systematic Treatment of the Ice Anisotropy
• the DOM rotation in the ice is generally not known with great precision, nor are the exact
orientation and placement of each LED (for well-known LED directions, an average error
of ∼ 5◦ is expected),
• the measured time profile of an LED also may deviate significantly from the quoted average
(in particular, the after-glow for short flash durations is not well described).
All of these uncertainties can explain deviations between experimental and simulated waveforms
as observed in Figure 5.24 and Figure 5.25. Note that most of the quoted uncertainties have
an entangled effect on the observable waveforms. In particular, hole ice can be a problem for
flashing DOMs. It is the part of the ice where holes were drilled with hot water to deploy the
strings. The refreezing of the hole encloses a larger amount of air bubbles than the surrounding
bulk ice. Although the hole ice is modeled in simulation for receiving DOMs (the angular
acceptance profile of the PMT is modulated to account for this effect), it is not modeled for the
light emission of a flasher LED. However, it can in principle cause the angular emission profile to
spread dramatically and therefore redistribute the observable light pattern at surrounding strings.
A similar effect is caused by an imprecisely known rotation of the DOM and consequently the
direction of an LED. Furthermore, the after-glow of a flashing LED is also not simulated, as
they are not described very well. Therefore, the effect of after-glow is expected to be much
more significant for events with a short flashing duration (10 ns) compared to events with a long
flashing duration (70 ns). Consequently, it is useful that each configuration is available for two
different flasher durations and two opposing directions, as it is possible to estimate the effect
of these systematic uncertainties on the reconstruction results.
5.3.3 Double Flasher Reconstruction and Identification
The main goal is to test the double cascade reconstruction method with experimental data to
check if there are any systematic errors that are not considered in simulation. The reconstruction
of the artificially constructed double flasher events is performed in the same way as described in
Section 4.3. In particular, the same settings are applied, and the same set of DOMs are excluded
(in particular bright DOMs and DeepCore DOMs). The only difference is that photo spline tables
for flashers instead of cascades are used in order to account for the inherent differences in the
light sources. Note that the effective distance parametrization is the same, because photo spline
tables for both flashers and cascades are based on a spherical coordinate system. Consequently,
the underlying ice model assumed in reconstruction includes the ice anisotropy and local effects
of the ice tilt. The simulated double flasher events are generated assuming the same ice model
with direct photon propagation. Note that the light emission of each LED is also simulated
under realistic conditions, where the flashing LEDs are not perfectly aligned with the connecting
axis between both strings but point slightly off axis.
Length Bias Length Resolution
Experimental Simulated Experimental Simulated
Double Flasher (A), 10 ns −4.0m −0.6m 3.1m 2.2m
Double Flasher (B), 10 ns −2.9m −0.3m 3.1m 2.5m
Double Flasher (A), 70 ns −2.0m +1.0m 1.6m 1.0m
Double Flasher (B), 70 ns −0.3m −0.1m 1.3m 1.3m
Table 5.2: Reconstructed length bias and resolution of experimental and simulated double flasher events.
The length bias corresponds to the central value µ and the resolution to the width σ of a
Gaussian fit f (L|µ,σ) ∼ exp(−(L− µ)2/2σ2) to the distributions shown in Figure 5.26.
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In Figure 5.26, the reconstructed length of double flasher events (A) and (B) is shown sepa-
rately for two different flasher durations 10 ns and 70 ns. Each distribution is based on ∼ 1000
experimental or simulated events and fitted with a Gaussian f (L|µ,σ) ∼ exp(−(L− µ)2/2σ2).
The central value µ translates to the bias Lreco − Ltrue and compares to the expected length
of 107m. The width σ corresponds to the resolution of the reconstruction length around its
central value. It can be seen that the double flasher length generally reconstructs well. The
width of the distribution for the short flasher duration is wider than for the long flasher dura-
tion. This is expected, as the flasher events with a shorter pulse duration deposit less light in
the detector. Furthermore, the distribution for simulated events is generally more narrow than
for experimental events, because uncertainties of flasher LEDs are not modeled in simulation
(see below). The fit values for the bias and resolution of each configuration are summarized
in Table 5.2. The mean resolution is (2.3± 0.8)m for experimental data and (1.8± 0.6)m
for simulation data. This is in agreement with a median resolution of approximately ±2m for
double cascades, as presented in Section 4.3.3 using tau-neutrino simulation. The mean length
bias is (0.0± 0.6)m for simulation data, which is consistent with the expectation that no bias
should be observed if the same ice model is used for simulation and reconstruction. However, for
experimental data, the mean length bias is (−2.3± 1.4)m. This is considered in greater detail
in the following. In particular, the individual contributions of experimental flasher uncertainties
and of ice anisotropy uncertainties to this bias are estimated.
As discussed in the previous section, there are different sources for experimental uncertainties
of flasher events, such as the driving current of the LED (related to total light output and
timing profile including after-glow for each LED), the position of the LED with respect to the
hole ice (related to the emission profile of each LED), and the direction of both flasher LEDs
with respect to the connecting axis of the two strings (related to both the emission and timing
profile of the combined double flasher source). The latter effect of the deviating direction of a
flasher LED with respect to the connecting axis of the two strings cannot be checked with the
presented data. In principle, the dependence of the length bias on the angular deviation could
be studied systematically for different DOM configurations in both simulated and experimental
data. However, this task is beyond the scope of this thesis, but is in fact proposed as a future
task for the IceCube collaboration. In contrast, the two former effects of the driving current and
position of the LED with respect to the hole ice can be checked with the available data. The
motivation for collecting experimental data using two different flasher durations (10 ns and 70 ns)
and using LEDs pointing in opposite directions (double flasher events (A) and (B) as sketched
in Figure 5.22) was to disentangle the uncertainty of the driving current from the uncertainty
due to the position of the LED in the hole ice. Although such a disentanglement is certainly not
trivial, the argument for an estimate is the following. On the one hand, a comparison of two
flasher durations for the same LED leaves its position in the ice unchanged, and any variation
of the observed waveforms and reconstructed length can therefore be attributed to the different
driving currents of the LED. On the other hand, a comparison of two opposing LEDs with the
same flasher duration approximately leaves the time profile of both LEDs unchanged, and any
variation can therefore be attributed to the position of the LED in the hole ice.
A comparison of the length bias for two flasher durations of the same LEDs yields ±1.0m for
double flasher event (A) and ±1.3m for event (B). Adding in quadrature, an estimated length
bias of ±1.6m due to the uncertainty of the LED driving current is obtained. A comparison of
the length bias for the two different double flasher events (A) and (B) with the same flasher
durations yields ±0.6m for the 10 ns flashers and ±0.8m for the 70 ns flashers. Adding in
quadrature, an estimated length bias of ±1.0m due to the uncertainty of the LED positions in
the hole ice is obtained. Consequently, the combined error of the length bias due to experimental
uncertainties of the flashers can be estimated to ±1.9m. Any remaining error source can most
likely not be attributed to the flasher LEDs but rather to uncertainties of the ice model.
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Figure 5.26: Reconstructed length for double flasher event (A) (left) and (B) (right) using a short flasher
duration of 10 ns (top) and a long flasher duration of 70 ns (bottom). Distributions are
shown for simulation and experimental data on the basis of ∼ 1000 available events for each
configuration. In addition, a Gaussian of the form f (L|µ,σ) ∼ exp(−(L−µ)2/2σ2) is fitted
to each distribution. The true length of 107m is marked with a vertical dashed line.
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As presented in Section 5.2.4, an imprecise knowledge of the ice anisotropy translates into a bias
of the reconstructed length. Hence, the remaining observed bias in experimental double flashers
is indicative of the uncertainty of the ice anisotropy. In fact, the size of the modulation of the
scattering coefficient along the anisotropy axes has an estimated error of ∼ 30%. In Appendix A,
the length bias due to this uncertainty of the ice anisotropy is parametrized as a function of the
propagation direction of the tau and included in the analysis. Interpreting the ∼ 30% uncertainty
of the size of the ice anisotropy as a 1σ variation and using the parametrization for these double
flasher events with a zenith angle of 90◦ and an azimuth angle of 107◦ and 287◦, respectively,
the expected length bias solely due to the ice model is ±1.2m. Adding the uncertainty of the
flasher LED obtained above and this ice model uncertainty in quadrature gives a length bias
of ±2.2m. This is in good agreement with the mean bias of −2.3m observed in experimental
flasher data. A bias and resolution of the order of ∼ 2m is consistent with simulation studies
if experimental uncertainties of flasher LEDs and the ice anisotropy are considered. For the
first time, the performance of the double cascade reconstruction method could be tested using
experimental flasher data with the conclusion that there are no unmodeled systematic error
sources that are more significant than the ice anisotropy. Although this is technically only true
for this specific setup, it is expected to reveal the largest effect of the ice anisotropy, because
events are used that approximately point along the major anisotropy axis.
Another test with experimental data is performed by creating a binary topology ID for single
flasher and double flasher events that is similar to single cascade and double cascade events. The
agreement between experimental data and simulation data can be tested by comparing flasher
identification to tau-neutrino identification, as described in Section 4.3.2. Because only the
light sources (flashers and cascades) are different and the reconstruction method is the same,
the constructed double cascade observables can be applied in an equivalent way. Therefore,
the reconstructed length and the reconstructed energy asymmetry are used to define a flasher
identification aimed at distinguishing single flasher from double flasher events.
The length and energy asymmetry distributions are shown in Figure 5.27 separately for
simulated and experimental single flasher and double flasher events. Here, both double flasher
events (A) and (B) are combined into the double flasher distributions, and the underlying four
different single flasher events are combined into the single flasher distributions. Note that the
varying flash durations for each event are also combined into the respective distributions. The
expected length of 107m is marked in the according distributions. As discussed above, it can be
seen that it is well recovered by the reconstruction algorithm. In comparison, the reconstructed
length of most single flasher events is zero or close to zero, as expected from a single light
source. The distribution has a long tail towards larger reconstructed lengths, similar to what is
observed for single cascade simulation (c.f. Section 4.4). The energy asymmetry is slightly more
complicated than the length. Because all flashing LEDs in a double flasher event are configured
to be equally bright, the expected value of the energy asymmetry is EA = 0, as marked in the
plots. The distribution of simulated events have a maximum at EA ≃ 1 for single and EA ≃ 0
for double flasher events. Both are expected as double flasher events with equally bright LEDs
should be reconstructed to similar energies in each flasher (resulting in EA ≃ 0) and single
flasher events are reconstructed as the specific case where the second flasher energy is close to
zero (resulting in EA ≃ 1). In this case, the reconstructed length is meaningless, and the double
flasher hypothesis is compatible with the single flasher hypothesis, similar to what was described
for single cascade simulation. Note that the distribution of experimental double flasher events
contains two peaks which are not centered at EA ≃ 0, as naively expected. This is due to the
variation of the LED light output and the combined presentation, as one peak corresponds to
double flasher event (A) and the other to event (B). As discussed in the previous section, the
light output of an LED has an uncertainty of ∼ 30%. Because the variation of the LED light
output is not modeled in simulation, the central values of the corresponding distributions are
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Figure 5.27: Reconstructed length (left) and reconstructed energy asymmetry (right) of single and double
flashers shown for simulation data (top) and experimental data (bottom). The distributions
contain the sum of all used LED positions and flashing durations. The vertical dashed lines
at L = 107m and at EA = 0 mark the true length and energy asymmetry, respectively,
expected for these double flasher events. The vertical dashed lines at L = 20m and at
EA = ±0.5 mark cut values on the length and energy asymmetry, respectively, selected to
distinguish single from double flasher events.
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not expected to match. Assuming a relative variation of the brightness of each LED from the
nominal value yields an energy asymmetry of EA = ±0.3. This is consistent with the observed
deviation in the experimental distribution of the energy asymmetry. The important point is that
these distributions can be reconstructed with a very narrow width around the (shifted) central
value. The small peaks of the single flasher distributions at EA ≃ 0 and at EA ≃ −0.8 can be
explained with numerical reasons of the reconstruction algorithm. The peak around zero is also
observed for single cascade simulation. In that case, two cascades are placed closely together
which causes a degeneracy in both energies and the minimizer to return two equal energies as
the best-fit result. The same effect can be observed for single flasher events. The second peak
around EA ≃ −0.8 is another solution of this degeneracy where two sources are placed closely
together. This solution is not visible in single cascade simulation and can be attributed to the
fact that flashers are not point-like in time as cascades (approximately) are. This is supported by
the observation that this effect occurs in both simulation and experimental data. Furthermore,
these single flasher events have very short reconstructed lengths, which means that they are not
classified as double flasher events in any case, due to the selection criteria (see below).
With respect to the development of a binary topology ID for identifying single flasher and double
flasher events, a set of selection criteria using the available phase space must be defined.
The respective cut values using the reconstructed length and energy asymmetry are marked in
Figure 5.27. The selection of the reconstructed length is chosen to be L > 20m for classifying
double flasher events. Although an LED is a significantly different light source than a cascade,
there is no ad-hoc reason to chose an entirely different cut value for an event topology that
consists of two light sources. The cut value of 20m corresponds to a confidence level of ∼ 90%
where background from neutrino simulation is excluded (c.f. Section 4.4). The selection of the
reconstructed energy asymmetry is chosen to −0.5 < EA < 0.5, which is slightly different than
for neutrino simulation. This is motivated by the different phase space of double flashers which
is covered by this region as the experimental uncertainties of LEDs shift the distribution from
the expected central value of EA = 0. A single flasher event is classified as such by the inverse
of these selection criteria.
In Table 5.3, the resulting (mis)identification fractions using the binary topology ID for ex-
perimental and simulated single flasher and double flasher events are shown. A true topology
is simply given by the knowledge of which flasher LED event is chosen and the reconstructed
topology is determined by the aforementioned selection criteria on the reconstructed length
and energy asymmetry. The (mis)identification fractions of single and double flasher events are
quoted in a similar way as for single cascades, double cascades, and tracks in Table 4.1. It can
be seen that the flasher topology ID works very well with a success rate of ∼ 98− 99%. More
importantly, however, there is an excellent agreement between experimental and simulation data
within the quoted errors. It can be concluded that the reconstruction and identification of double
cascade events have been successfully tested using two specific configurations for experimental
double flasher events. The results are consistent with both flasher and neutrino simulation and
support the assumption that the ice anisotropy is modeled correctly within known uncertainties.
Reconstructed Single Reconstructed Double
Experimental Simulated Experimental Simulated
True Single (98.0+2.0−2.6)% (98.8
+1.2
−1.5)% (2.0
+2.6
−2.0)% (1.2
+1.5
−1.2)%
True Double (1.8+1.5−1.6)% (0.9
+0.9
−0.9)% (98.2
+1.6
−1.5)% (99.1
+0.9
−0.9)%
Table 5.3: (Mis)identification fractions of experimental and simulated single flasher and double flasher
events using the binary topology ID as described in the text.
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5.4 Summary and Conclusions to Tau-Neutrino Identification
The model of the Antarctic ice is the most important detector component with the largest
uncertainties. It determines observable waveforms by the statistical description of photon prop-
agation from a light source to a DOM. Waveform templates are generated assuming a specific
ice model and used in the reconstruction of an event hypothesis. Observables that are derived
from the reconstructed event can be susceptible to variations of the ice model. The introduction
of a scattering anisotropy in the ice model and a novel method to identify tau-neutrino inter-
actions via the double cascade event reconstruction have required a combined treatment. It is
based on the finding that the reconstructed double cascade length is sensitive to an uncertainty
of the ice anisotropy. In particular, the reconstruction algorithm uses this degree of freedom to
compensate a mismatch between observed and expected waveforms due to the ice anisotropy.
This is realized by inadvertently decreasing or increasing the distance between a cascade and a
DOM depending on the observed charge being greater or smaller than expected, respectively.
The incorrect treatment of the ice anisotropy thereby introduces a bias in the reconstructed
length. It can be of the order of several meters, in the extreme case where the ice anisotropy is
entirely excluded from the event reconstruction. Because the double cascade length is the most
sensitive observable to tau-neutrino interactions, but also the most susceptible to background
misidentification, a proper treatment of the ice anisotropy has been required.
A major problem of established reconstruction algorithms has been the limited usage of isotropic
ice models, due to the technical constraints of photo spline tables in general. An effective
distance parametrization was developed to include the ice anisotropy into standard photo spline
tables by circumventing these limitations. It is similar in nature to the double cascade length bias.
The idea was therefore to parameterize the direction-dependent modulation of the scattering
coefficient as a transformation of the distance between source and DOM. It was shown that
the combined usage of the effective distance spline tables with standard cascade photo spline
tables for an ice model without anisotropy and tilt is equivalent to the SPICELea ice model that
contains the ice anisotropy and tilt. The method was successfully tested in multiple ways.
With respect to tau-neutrino identification via the double cascade method, three important
results were obtained. First, it was shown that the incorporation of the ice anisotropy into
reconstruction causes the length bias to vanish and the fraction of misidentified background
events to decrease. Second, a test of the double cascade method using experimental flasher
LED data illustrated that the performance is consistent and results obtained from simulation
data are transferable to experimental data. Third, the experimental test suggested that there
are no further systematic errors that have a similar impact on tau-neutrino-related observables
than the ice anisotropy, and that are not modeled in simulation. Furthermore, the comparison
between different ice models in simulation and reconstruction allowed for a parametrization of
the uncertainty of the ice anisotropy, which is described in Appendix A.
There are, however, some caveats to the discussed results. First, the experimental test using
double flasher events is limited to only two specific configurations. In addition, these are in a
phase space that is not very likely to contain a potential tau-neutrino interaction. Although
different configurations using more closely spaced DeepCore strings may be realized in principle
if more flasher data is collected in the future, the present results may be considered a proof of
concept. Second, the global ice tilt is not incorporated into reconstruction algorithms. However,
this does not pose a problem with respect to tau-neutrino identification. Third, the uncertainty
of the direction of the ice anisotropy axes, as well as other model assumptions such as the
sinusoidal shape in the horizontal plane, are not considered. Although these contingencies seem
possible, they are not essential. As long as the size of the anisotropy axes remains constant,
the length bias introduced on average remains unchanged, as well. Hence, a consideration of
the size of the ice anisotropy is sufficient in this context.
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Figure 5. Best-fit neutrino spectra for the single power law model
(all flavors combined). The blue and red shaded areas correspond
to 68% C.L. allowed regions for the conventional atmospheric and
astrophysical neutrino flux, respectively. The prompt atmospheric
flux is fitted to zero, we show the 90% C.L. upper limit on this
component instead (green line).
Figure 6. Best-fit astrophysical neutrino spectra (all flavors com-
bined). The red shaded area corresponds to the 68% C.L. allowed
region for the single power law model (cf. Figure 5). The black
data points show the result of the di↵erential model; the horizontal
bars denote the bin width, the vertical error bars denote 68% C.L.
intervals.
Figure 7. Electron neutrino fraction measured at Earth in the 2-
flavor model. The black point denotes the best-fit value, the filled
bands show the 68% (green) and 90% (red) C.L. intervals. The
dashed lines mark electron neutrino fractions expected for di↵erent
flavor compositions at the source, assuming tribimaximal neutrino
mixing angles.
Figure 8. Profile likelihood scan of the flavor composition
at Earth. Each point in the triangle corresponds to a ratio
⌫e : ⌫µ : ⌫⌧ as measured on Earth, the individual contribu-
tions are read o↵ the three sides of the triangle. The best-fit
composition is marked with “⇥”, 68% and 95% confidence
regions are indicated. The ratios corresponding to three flavor
composition scenarios at the sources of the neutrinos, computed
using the oscillation parameters in Gonzalez-Garcia et al. (2014,
inverted hierarchy), are marked by the square (0 : 1 : 0),
circle (1 : 2 : 0), and triangle (1 : 0 : 0), respectively. The
best-fit composition obtained in an earlier IceCube analysis of
the flavor composition (Aartsen et al. 2015c) is marked with a “+”.
Ruiz et al. (2015) (based on event sample H1, presented
in Aartsen et al. 2014e), and by Palladino et al. (2015),
Pagliaroli et al. (2015), and Aartsen et al. (2015c) (based
on event samples that were extended with respect to H1,
respectively). With respect to these measurements, the
constraints presented here are significantly improved; we
attribute this to the fact that the combined event sam-
ple analyzed here contains a significant number of shower
events as well as track events. Though the best-fit flavor
composition obtained in Aartsen et al. (2015c) (white
“+” in Figure 8) lies outside the 95% C.L. region, the
68% C.L. region obtained here is completely contained
within that obtained in the previous work, demonstrat-
ing the compatibility of the two results. Because neither
analysis was designed to identify tau neutrinos, a degen-
eracy with respect to the ⌫⌧ -fraction is observed in both,
the slight preference towards a smaller ⌫⌧ -contribution
found here is likely connected to the slight di↵erences in
the energy distributions of the three neutrino flavors. In
future, the identification of tau neutrinos will enable us
to place stronger constraints on the flavor composition
of the astrophysical neutrino flux.
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Figure 6.1: Astrophysical flavor c mposition at Earth measured by using multiple IceCube data samples
in a glob l fit [46]. Each point in the ngle plot corresponds to a flavor composition
νe : νµ : ντ which is read off the corresponding axes along the direction of the tick labels.
The best-fit value of 0.49 : 0.51 : 0 is marked with ‘×’. The 68% and 95% confidence regions
are obtained evaluating the likelihood ratio −2∆logL in a profile likelihood scan around the
best-fit. Three different flavor compositions at Earth are indicated, which are produced in
different scenarios at the source (c.f. Section 2.3.3). The best-fit flavor composition of an
earlier IceCube analysis is m rk d with ‘+’ [65]. Figure reproduced from [46].
The astrophysical neutrino flavor composition has been previously measured with IceCubeusing different analysis methods [46, 48, 65]. The tau-neutrino fraction remains mostly
unconstrained, because the methods used for flavor discrimination have been restricted to the
cascade and track event topologies. The analysis presented in this thesis aims to measure the
flavor composition with the additional constraints from the double cascade event topology.
In Section 6.1, the analysis method is d cribed with r pect to the ai features of a profile
likelihood fit and the co struction of confidence regions. In Section 6.2, th mod l parameters
and observables used in the fit are explained and relevant systematic uncertainties are discussed.
In Section 6.3, the sensitivity of the analy is to the astrophysical tau-neutrino flux and the
astrophysical neutrino flavor composition is presented. The expected number of events is sum-
marized for each topology sample a d the dependence of the sensitivity on the spectral shape
of th astrophysical eutrino flux is discussed.
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6.1 Analysis Method
The analysis is based on a binned maximum likelihood estimation where a sum of Monte
Carlo templates, each containing the observables for an astrophysical or an atmospheric flux
component, is varied until it describes the observed data best. Systematic uncertainties are
modeled as nuisance parameters into the likelihood fit and are usually constrained by prior
knowledge. This construction is also known as a profile likelihood [233], and is commonly used
for diffuse astrophysical neutrino flux searches in IceCube [46]. It is characterized by a set of
• M physical parameters θ = {θ1, θ2, . . . , θM} and
• K nuisance parameters ξ = {ξ1, ξ2, . . . , ξK} which define
• N expectation values µ (θ, ξ) = {µ1 (θ, ξ) ,µ2 (θ, ξ) , . . . ,µN (θ, ξ)} for each of the
• N numbers of observed occurrences n = {n1, n2, . . . , nN}.
Because a counting experiment is performed for each bin i = 1 . . . N, the Poisson PDF
p
(
ni |µi(θ, ξ)
)
=
(
µi(θ, ξ)
)ni
ni !
· exp (− µi(θ, ξ)) (6.1)
is a suitable choice for the likelihood, which is defined as the product over all bins
L(n|µ(θ, ξ)) = N∏
i=1
p
(
ni |µi(θ, ξ)
) K∏
j=1
exp
(
− 1
2
(
ξj − ξ¯j
σξj
)2)
. (6.2)
A penalty term for each nuisance parameter ξj is included in the likelihood where deviations from
the central value ξ¯j in terms of the prior known error σξj are modeled with a Gaussian PDF. In
practice, it is computationally more feasible to minimize the negative logarithm of the likelihood
ln
(
L(n|µ(θ, ξ))) = N∑
i=1
(
ni ln
(
µi(θ, ξ)
)− ln(ni !)− µi(θ, ξ))− K∑
j=1
(
1
2
(
ξj − ξ¯j
σξj
)2)
(6.3)
with respect to its fit parameters θ and ξ. The physical parameters θ are free to float within
their physical boundaries and correspond to the measurement quantities that are of interest for
the analysis. The nuisance parameters ξ are constrained by prior knowledge as modeled in the
Gaussian penalty term and correspond to the systematic uncertainties. All model parameters,
observables, and systematic uncertainties of the fit will be discussed in Section 6.2.
A specific model is tested through the use of a likelihood ratio test. For a chosen set of
parameters {θt, ξt} representing the test hypothesis and the set of parameters {θˆ, ξˆ} which
maximizes the likelihood, a test statistic is defined by
−2∆logL := −2 ln
(L(n|µ(θt, ξt))
L(n|µ(θˆ, ξˆ))
)
. (6.4)
The factor −2 is added to the definition of the test statistic for convenience, because it allows
the determination of a confidence level (CL) of a nested hypothesis test through the use of
Wilks’ theorem [234]. It states that −2∆logL approximately follows a χ2-distribution with
k = dof(θˆ, ξˆ)−dof(θt, ξt) degrees of freedom, where dof(θ, ξ) is the number of free parameters
in each fit. The test hypothesis is nested if it represents a special case of the free fit with one or
more parameters being constrained, thus reducing the degrees of freedom accordingly. Wilks’
theorem is powerful for two reasons: First, the calculation of confidence levels for any model test
6.1 Analysis Method 119
is extremely fast, because the generation of the exact test statistic distribution from a Monte
Carlo simulation is not necessary. Second, the knowledge of the true values of the nuisance
parameters is not required as a consequence. However, Wilks theorem is only valid if
1. the sample size is large (
∑
i ni →∞) and
2. the model parameters {θ, ξ} are not bounded.
If either condition is not met, the test statistic −2∆logL may deviate from a χ2-distribution.
In this case, the exact distribution must be obtained from performing a large number of Monte
Carlo pseudo experiments. A pseudo experiment (or trial) is generated by injecting the param-
eter set {θt, ξt} of the test model as the true simulated value. Each trial is fitted twice (once
with the parameters of the test model constrained and once again with all parameters left free
in the fit) in order to calculate the test statistic in Equation 6.4. The distribution of −2∆logL
from all trials is then used to construct confidence levels. Note that the required number of trials
depends on the desired confidence level and must be large enough that statistical fluctuations
of the distribution are at an acceptable level. For example, a chosen confidence level of 90%
should be obtained from at least ∼ 1000 pseudo experiments, which would place the uncertainty
at (90± 1%)CL (obtained from the confidence intervals of a binomial distribution).
Confidence regions of model parameters are obtained by evaluating the test statistic defined in
Equation 6.4 in a profile likelihood scan. For example, the likelihood ratio reads
λ := −2∆logL = −2 ln
(L(n|µ(θ1 = θt, θˆr, ξˆ)
L(n|µ(θˆ, ξˆ))
)
, (6.5)
for one parameter of interest θ1 that is fixed to a test value θt of the profile likelihood scan,
while all other parameters are free. The likelihood in the denominator contains the global best-
fit values {θˆ, ξˆ} of the unconstrained fit with θˆ = {θˆ1, . . . , θˆM} and ξ = {ξ1, . . . , ξK}, and
the likelihood in the numerator contains the conditional best-fit values {θˆr, ξˆ} with the reduced
set θˆr = {θˆ2, . . . , θˆM}. If Wilks’ theorem is valid at θ1 = θt, the confidence interval (e.g. at
68%CL) can simply be obtained from the cumulative distribution of χ2k=1(λ ≤ λc) = 0.68. The
confidence interval of θ1 ∈ [θlowert , θuppert ] is then given by those values (θlowert , θuppert ) which place
the likelihood ratio in Equation 6.5 at the critical test statistic value λc. Note that this profile
likelihood scan is one-dimensional and the χ2-distribution is assumed to have k = 1 degree of
freedom, because one parameter is fixed and all remaining parameters are free in the conditional
best-fit compared to the global best-fit where all parameters are free.
As mentioned above, the exact test statistic distribution is obtained from a large number of
Monte Carlo pseudo experiments if Wilks’ theorem is not valid for θ1 = θt. In this case, the
construction of confidence intervals follows the procedure originally proposed by Gary Feldman
and Robert Cousins [235], with the extension of incorporating nuisance parameters [236, 237].
In particular, the following steps are executed in order to obtain the confidence interval of a
parameter of interest θ1 at the desired confidence level 1− α for a given data sample:
1. The likelihood fit is performed and yields the global best-fit values {θˆ, ξˆ}.
2. The parameter of interest θ1 is evaluated at each of the test points {θt}, and the condi-
tional best-fit values {θˆr(θt), ξˆ(θt)} of the constrained likelihood fit are obtained.
3. The likelihood ratios {λobs(θt)} as in Equation 6.5 are calculated for all test points {θt}.
4. For each of the test points {θt} a large number of pseudo experiments is performed by
sampling from the parent distribution {θt | θˆr(θt), ξˆ(θt)}. Note that the values of the
injected model parameters correspond to the conditional best-fit values. If a nuisance
parameter is constrained by a Gaussian prior, it is sampled from that distribution.
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5. The likelihood ratio λ(θt) as in Equation 6.5 is calculated for each trial, and the distribution
f
(
λ(θt)
)
is obtained from the entirety of all trials. Each distribution has the systematic
uncertainties incorporated and is only limited by statistical fluctuations.
6. A critical test statistic value λc(θt), for which the distribution f
(
λ(θt)
)
covers the desired
confidence level 1− α, is determined via(∫ λc(θt)
0
f
(
λ(θt)
)
dλ
)/(∫ ∞
0
f
(
λ(θt)
)
dλ
)
= 1− α. (6.6)
7. The observed likelihood ratios from the given data sample {λobs(θt)} are compared to
the critical likelihood ratios {λc(θt)} from the Monte Carlo realizations as defined in
Equation 6.6. The confidence interval of the parameter of interest θ1 at the confidence
level 1−α is the set of all physically allowed test points {θt} for which λobs(θt) < λc(θt).
A confidence region for a simultaneous measurement of two model parameters (θ1, θ2) is con-
structed analogously via a two-dimensional profile likelihood scan. Note that the procedure
sketched above is computationally much more demanding in this case, as the total required
number of pseudo experiments for all test points is significantly larger. If Wilks’ theorem holds,
confidence regions can be estimated via a χ2-distribution with two degrees of freedom instead.
A convenient method for estimating the median value of the test statistic distribution is the use
of the Asimov dataset [237]. Instead of generating the distribution from Monte Carlo pseudo
experiments, the entire dataset is used as a single representation for all possible realizations.
The resulting test statistic value for the (conditional and global) best-fit values that maximize
the likelihood of the Asimov dataset is equal to the median test statistic value that is obtained
from the full distribution of pseudo experiments. The Asimov dataset and Wilks’ theorem are
used to estimate the median sensitivity of the analysis, as will be discussed in Section 6.3.
This approach is particularly useful for a qualitative comparison of the change in sensitivity for
different astrophysical flux models, as will be discussed in Section 6.3.4. Note, however, that the
main fit parameter of interest is the astrophysical tau-neutrino flux, which is bounded (φντ ≥ 0)
and constrained by the small double cascade sample (∼ 1−3 events). Therefore, the validity of
Wilks’ theorem is examined where necessary, and the construction method of confidence regions
will be explicitly stated in each case throughout the remaining parts of this thesis.
6.2 Components of the Likelihood Fit
The likelihood L(n|µ(θ, ξ)) as defined in Equation 6.2 is constructed as follows: First, the physi-
cal parameters of interest θ are identified and modeled. The goal is to measure the astrophysical
electron-, muon-, and tau-neutrino fluxes. Background components are the conventional and
prompt atmospheric neutrino fluxes and the atmospheric muon flux. Second, a set of observ-
ables that is most sensitive to each astrophysical neutrino flux is chosen, and the combined
phase space of all observables is binned. Each bin yields an expectation µ(θ, ξ) which is given
by the sum of all astrophysical and atmospheric flux components. Third, all nuisance parame-
ters ξ that can alter the prediction µ(θ, ξ) for a given model hypothesis are incorporated into
the likelihood. Fourth, the experiment is performed and the number of observed events in all
observable bins n is obtained. Last, the likelihood fit is performed by varying all fit parameters
until the sum of all flux components describes the observed data best. The best-fit result for the
per-flavor astrophysical neutrino fluxes is obtained from the values that maximize the likelihood.
Confidence regions are calculated by evaluating a likelihood ratio which compares the best-fit
value to a test value in a profile likelihood scan.
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6.2.1 Model Parameters
The model parameters of the likelihood fit including priors are summarized in Table 6.1. They
are either flux components of astrophysical or atmospheric origin and enter the likelihood as
expectation values. Or, they are nuisance parameters which incorporate systematic uncertainties
into the expectation values and additionally enter the likelihood via Gaussian priors. The baseline
models are described in this section, and the choice of priors will be explained in Section 6.2.3.
The astrophysical neutrino flux is modeled as explained in Section 2.3.2. The parameters of
interest are the per-flavor astrophysical neutrino fluxes φνe , φνµ , and φντ . They are modeled
as a single power-law of the form φν ∼ E−γν with a common astrophysical spectral index γ
for all flavors. The assumption that each flavor has an identical spectral index is required
due to the small size of the six-year high-energy starting event sample (c.f. Section 4.2).
An energy-dependent change of the flavor composition could lead to different spectra (c.f.
Section 2.3.3). However, the measurement of the flavor composition presented in this thesis is
necessarily integrated over energy and does not have the power to constrain individual spectra
for each flavor. Each per-flavor astrophysical neutrino flux is modeled with equal amounts of
neutrinos and antineutrinos (ν : ν¯ = 1) and by assuming isotropic arrival directions at Earth.
The astrophysical model parameters φνe , φνµ , φντ and γ are free to float in the fit (with the
exception of a lower flux boundary at zero) without the addition of a prior. A benchmark per-
flavor astrophysical neutrino flux of φν(Eν) = 1.5·10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1
with an assumed flavor composition of νe : νµ : ντ = 1 : 1 : 1 is used to study the sensitivity.
The chosen normalization and spectral index are based on measurements that were available
when the analysis presented in this thesis was initially conducted [48–50]. The neutrino flavor
composition is chosen based on the theoretical expectation from pion production and decay in a
transparent environment and flavor oscillation between sources and Earth (c.f. Section 2.3.3).
The atmospheric flux components are constrained by priors, because they can be measured more
accurately with other IceCube data samples. The high-energy starting event selection is very
efficient in the reduction of atmospheric muons, due to the veto requirement, and of down-going
atmospheric neutrinos from the same cosmic-ray-induced air shower, due to the self-veto effect
(c.f. Section 4.2). The shape of the atmospheric muon flux is obtained from the pure-proton
extragalactic composition of the GaisserH3a cosmic-ray composition model [118] (abbreviated
as GaisserH4a), using SYBILL 2.1 as hadronic interaction model [238]. The normalization of
the atmospheric muon flux is obtained from experimental data by tagging muon events in the
veto layer and calculating the fraction that pass an equivalent inner veto layer [43]. This method
is less susceptible to model uncertainties and will be discussed in Section 6.2.3.
Model Parameter Prior (ξ¯ ± σξ)
φνe astro. νe normalization free
φνµ astro. νµ normalization free
φντ astro. ντ normalization free
γ astro. spectral index free
φmuon atm. muon normalization (1.0± 0.3)× (GaisserH4a× taggedmuon data)
φconv atm. conv. normalization (1.0± 0.3)× (HKKMS06× CR-kneemod.× self-veto prob.)
φprompt atm. prompt normalization (0.0 + 0.65)× (ERS× CR-kneemod.× self-veto prob.)
ξE energy scale (1.0± 0.15)× (SPICELea× 0.99RDE)
ξA ice anisotropy scale (1.0± 0.3)× SPICELea
Table 6.1: Model parameters of the likelihood fit. See text for a description of the baseline models and
Section 6.2.3 for an explanation of the priors.
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The conventional atmospheric neutrino flux produced by the decay of charged pions and
kaons in cosmic-ray-induced air showers is based on the HKKMS06 model [125]. The prompt
atmospheric neutrino flux from the decay of heavy charmed mesons is estimated using the
ERS model [121]. Note, however, that the baseline of the prompt atmospheric neutrino flux
is chosen to be zero, because it has not been observed yet [51]. The choice of prior reflects
a large uncertainty of the prompt component, as will be discussed in Section 6.2.3. Both
conventional and prompt flux models are modified to account for more recent measurements
in the “knee”-region of the primary cosmic-ray spectrum, which are parametrized by the Gais-
serH3a composition model [118, 130]. In addition, they are folded with the generalized self-veto
probability as described in [148] to account for the reduced rate of atmospheric neutrinos that
accompany vetoed muons from the same cosmic-ray-induced air shower.
Additional nuisance parameters are an energy scale ξE and an ice anisotropy scale ξA, which
quantify the most relevant systematic uncertainties of the detector. Both are relative scale
parameters with respect to different observables. The energy scale modifies the deposited
electromagnetic-equivalent energy, because it accounts for an imprecise knowledge of the DOM
efficiency as well as the scattering and absorption coefficients of the ice model. The relative
DOM efficiency (RDE) is normalized to the 25% baseline quantum efficiency of a standard
IceCube DOM (c.f. Section 3.2.2) and the baseline ice model is SPICELea (c.f. Section 3.2.4).
The ice anisotropy scale incorporates a potential bias of the double cascade length, which
reflects the uncertainty of the magnitude of the ice anisotropy (c.f. Chapter 5). Both nuisance
parameters will be discussed in greater detail in Section 6.2.3.
6.2.2 Observables
The total deposited electromagnetic-equivalent energy and the zenith angle have been used
as observables in previous spectral fits of the diffuse astrophysical neutrino flux with multiple
years of high-energy starting events [4, 43, 44, 50]. This is motivated by the distinct distributions
these observables have for astrophysical neutrinos, atmospheric neutrinos, and atmospheric
muons, as explained in Section 2.3.2. Note that a key difference is the efficient suppression of
down-going atmospheric neutrinos due to the self-veto effect. In contrast, up-going atmospheric
neutrinos are irreducible background that can only be distinguished from astrophysical neutrinos
using the deposited energy. The distinction between astrophysical and atmospheric neutrinos is
not performed on an individual event basis, but rather statistically on the entire data sample.
The observable templates for each flux model are calculated through Monte Carlo simulation.
Neutrino events are simulated with NuGen and muon events with MuonGun (c.f. Section 3.3.2).
Each observable template represents a flux component by weighting the underlying events ac-
cording to the astrophysical or atmospheric flux models described in the previous section. The
observable distributions for the total deposited energy and the zenith angle of all high-energy
starting events are depicted in Figure 6.2 for all flux models. The distributions of the total
deposited energy clearly show distinct slopes, as expected from different primary spectra. The
energy region below 60TeV is excluded from the likelihood fit, as the statistical error of the
available MuonGun simulation is too large to meaningfully constrain the atmospheric muon flux
(see Section 6.3.1). Additionally, the energy region above 10PeV is excluded, because it can-
not be constrained due to the lack of observed events (c.f. Section 4.2). This is chosen in
accordance with previous spectral fits using the high-energy starting event selection. The zenith
angle distributions illustrate the aforementioned distinct properties of each flux component. At-
mospheric muons are exclusively down-going as they cannot penetrate the Earth from below.
Both conventional and prompt atmospheric neutrinos are strongly reduced in the down-going
region due to the self-veto effect. Astrophysical neutrinos are isotropic in the down-going region
and reduced in the up-going region due to Earth absorption at high energies.
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Observable Distributions of the Total High-Energy Starting Event Sample
Figure 6.2: Observable distributions for the total high-energy starting event sample. The expected num-
ber of events in six years of data is depicted as a function of the deposited energy (left) and
zenith angle (right). The energy regions below 60TeV and above 10PeV are excluded from
the likelihood fit. Vertically up-going events have cos(zenith) = −1 and vertically down-going
events have cos(zenith) = +1. Distributions are shown for each flux component using the
baseline models discussed in Section 6.2.1. Indicated errors are statistical only.
Note that each distribution shows the expected number of events in 2078 days, which is ap-
proximately equal to 5.7 years. This is slightly less than six years, because data taking runs for
calibration purposes or with poor quality are excluded. The depicted binning of both observables
is identical to previously published likelihood fits and will be discussed in greater detail with
respect to the systematic uncertainties in Section 6.2.3.
The reconstruction quality of each observable depends on the event topology (c.f. Section 4.3.3).
A total deposited energy is reconstructed more precisely for a cascade event and can constrain
the related neutrino energy much better due to the calorimetric nature of a cascade. A zenith
angle is much better constrained for tracks, due to the longer lever arm of the event, and is
approximately equal to the initial neutrino direction. Therefore, it makes sense to split each
observable distribution into the identifiable event topologies using a
• binary topology ID: cascade and track,
• ternary topology ID: single cascade, double cascade, and track.
While previous IceCube analyses were based on a binary topology ID, the analysis presented
in this thesis is based on the ternary topology ID (c.f. Section 4.3.2). In particular, all prior
spectral fits using the high-energy starting event sample were based on a binary topology ID. It
was determined from the true neutrino interaction for simulation data and from likelihood scans
around the best-fit direction for experimental data. In the context of this thesis, a binary topology
ID is defined by reclassifying double cascade events as single cascade events. This is reasonable,
because the dominant background in the double cascade sample are single cascade events, and
yields a successfully identified fraction of (90.4 ± 0.3)% cascade events and (90.8 ± 5.8)%
track events above a deposited energy of 60TeV. A consistent comparison between binary and
ternary topology ID ultimately allows the assessment of the sensitivity improvements due to the
additional double cascade event topology. The ternary topology ID is used to split the total
high-energy starting event sample into a single cascade, a double cascade, and a track sample.
A different set of observables is used for each topology sample. While the total deposited energy
is used for all of them, the zenith angle is only used for the single cascade and track samples.
The length is employed for the double cascade sample instead, because it is more sensitive to
tau-neutrino interactions as a proxy for the tau decay length.
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Observable Distributions of the Single Cascade Sample
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Observable Distributions of the Double Cascade Sample
101 102 103 104 105
Deposited Energy [TeV]
10−3
10−2
10−1
100
101
102
103
E
ve
nt
s
in
2
0
7
8
D
ay
s
νe astro
conv
νµ astro
prompt
ντ astro
atm muons
−1.0 −0.5 0.0 0.5 1.0
cos(Zenith)
10−2
10−1
100
101
102
103
E
ve
nt
s
in
2
0
7
8
D
ay
s
νe astro
conv
νµ astro
prompt
ντ astro
atm muons
Observable Distributions of the Track Sample
Figure 6.3: Observable distributions for the single cascade, double cascade, and track event samples.
The expected number of events in six years of data is depicted as a function of the deposited
energy (left) and zenith angle (right) for the single cascade sample (top) and the track sample
(bottom) and as a function of the deposited energy (left) and double cascade length (right)
for the double cascade sample (center). Distributions are shown for each flux component
using the baseline models discussed in Section 6.2.1. The choice of binning in each plot is
identical to binning of the likelihood. Only the energy region between 60TeV and 10PeV is
included in the fit. Indicated errors are statistical only.
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The observable distributions are shown in Figure 6.3 for each topology sample. It is clearly
visible how each flux component is divided differently according to the event topology that
contributes most. The single cascade sample is dominated by astrophysical electron-neutrinos.
Tau-neutrino interactions inducing a double cascade event topology have a large contribution to
the single cascade sample for events with tau decay lengths, which are too short to be resolvable.
However, above 10m decay length, these events make up the largest fraction of events in
the double cascade sample. Both astrophysical and atmospheric muon-neutrino interactions
as well as atmospheric muons predominantly contribute to the track sample. Note that all
distributions are only one-dimensional projections of the two-dimensional templates that are
fitted simultaneously (though separately for each topology sample). The correlation between
observables is thereby exploited, and double counting of events is avoided. The omission of the
zenith angle in the double cascade sample is due to technical reasons, as the available amount
of simulation data is not sufficient enough to construct the Monte Carlo templates in three
dimensions. The loss of directional information in the double cascade sample is acceptable as the
zenith angle is particularly important for distinguishing events of astrophysical and atmospheric
origin. However, the dominant contribution in the double cascade sample and background
for tau-neutrino interactions are astrophysical neutrinos of different flavors which cannot be
distinguished using the zenith angle. The atmospheric background in the double cascade sample
is negligible and mostly divided among the single cascade and track samples. The gain in
sensitivity to tau-neutrino interactions from the double cascade sample – although small in
contribution to the total number of expected events – can clearly be seen in both distributions
(Figure 6.3, center row). The length is a powerful additional observable, because the background
for true double cascade events is particularly low above 20m.
6.2.3 Systematic Uncertainties
The treatment of systematic uncertainties in this analysis is based on the most recent spectral
fit of the astrophysical neutrino flux using the six-year high-energy starting event sample [4].
It follows the same arguments and is extended where necessary. Systematic uncertainties can
be divided into two different types. The first is due to imprecisely known detector properties.
Depending on the event selection, these uncertainties may alter the threshold and shape of ob-
servable distributions and thereby change the event rate expected in the sample from different
flux components. The second type of uncertainty is due to the imprecise knowledge of particle
flux and interaction models. These directly alter the expected event rate and thus the mea-
sured neutrino and muon flux components. An overview of systematic uncertainties typically
considered in spectral fits of the astrophysical neutrino flux is given in Table 6.2. They are
quoted with respect to the energy range of the high-energy starting event sample and relative
to the baseline model of each property. This means that the detector property uncertainties do
not reflect the variation of the observables they affect. The given flux and interaction model
uncertainties, however, directly scale with the quoted lepton flux components. The relevance
of each uncertainty for this analysis is discussed in greater detail in the following.
The DOM efficiency combines different effects such as the overall quantum efficiency of the
PMT and a possible shadowing of the photo-sensitive area by the cable and harness that are
attached to the DOM [42]. It is assumed that this cable shadow reduces the relative DOM
efficiency by 1%. The combined uncertainty of the DOM efficiency is estimated to be ±10%.
It affects the reconstructed energy, because a lower DOM efficiency than assumed causes an
underestimation of the photon light yield expected from a source. In the relevant energy range,
this effect scales linearly, i.e. a variation of ±10% in the overall DOM efficiency translates to
a ±10% uncertainty of the reconstructed energy. This effect is relevant in the analysis, as it
shifts the energy distribution across bins and the energy thresholds in particular.
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Type Property Baseline Uncertainty Affects Relevant
Detector DOM efficiency 0.99× RDE ±10% energy yes
Detector
hadronic shower
energy
visible em.
shower energy
+10 . . . 20% energy yes
Detector
light scattering and
absorption in ice
SPICELea +10%− 7% energy, zenith yes
Detector ice anisotropy SPICELea ±30% length, zenith,
topology ID
yes
Detector hole ice H-50cm < 15% zenith no
Flux
cosmic-ray flux
and composition
GaisserH3a ±5 . . . 30% φconv,φprompt,φmuon yes
Flux π/K ratio HKKMS06 < 5% φconv,φmuon no
Flux
hadronic interaction
model
SYBILL 2.1 ±10 . . . 25% φconv,φprompt,φmuon yes
Flux
neutrino-nucleon
cross section
CSMS < 5% φν, φconv,φprompt no
Table 6.2: Systematic uncertainties which are typically considered for a measurement of the diffuse as-
trophysical neutrino flux. They are grouped into two categories, i.e. uncertainties of detector
properties and of flux and interaction models. Each uncertainty is quoted with respect to the
baseline model. It is indicated which observables or flux components are affected and how
relevant the effect is in this analysis. See text for full explanation.
The light yield of electromagnetic and hadronic showers in ice was parameterized using GEANT4
with negligible uncertainties [202, 219]. An important systematic uncertainty, however, is given
by the hadronic shower energy. Due to the contribution of neutral and heavy particles to
the shower, the visible part is systematically lower than for electromagnetic showers (c.f. Sec-
tion 3.1.3). Unfortunately, there is currently no way of distinguishing hadronic and electromag-
netic showers in IceCube, although a recent proposal of using delayed light from muon decay and
neutron capture is currently investigated [239]. Therefore, cascade energies are always recon-
structed by assuming an electromagnetic shower as light source. This introduces a systematic
bias of +10 . . . 20% in the relevant energy range [226] which must be considered in this analysis.
The Antarctic ice is an important detector component and many observables are directly af-
fected by model uncertainties of light scattering and absorption [211]. The baseline model is
SPICELea, and systematic variations of the scattering and absorption coefficients are grouped
into three pairs. Either the scattering or the absorption coefficients are individually increased by
+10% or both are simultaneously decreased by −7%. This is due to the correlated effect that
scattering and absorption have on the observable light pattern. An increase of the scattering
coefficients extends the effective scattering path of a photon and hence increases the probability
that it is absorbed before detection. Systematic variation of the light scattering and absorption
in ice certainly affects energy reconstruction and may also introduce a small bias in directional
reconstruction. For this analysis, it is predominantly important due to the shift in energy.
Another important component is the ice anisotropy, which is a modulation of the nominal
scattering coefficient by +4%−8% depending on the direction of photon propagation. The baseline
model is incorporated in SPICELea [212]. The ice anisotropy affects the double cascade length
and thereby the topology ID, in particular, as discussed in Chapter 5. It may also bias zenith
angle reconstruction in particular due to the vertical anisotropy axis. An uncertainty of the
aforementioned modulation size of the scattering coefficient can conservatively be estimated as
±30%. Note that this is not a well-defined 1σ-interval, but rather reflects the best knowledge
due to different fitting methods of the ice anisotropy.
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The optical properties of the hole ice into which an IceCube string is deployed are different
from the surrounding bulk ice. The holes were drilled with hot water, which remained inside and
froze after a string had been deployed. In the process, dissolved gases were pushed to the center
and trapped there, forming the “bubble column”. Both the ice of the drill hole and the bubble
column are assumed to have a much shorter scattering length than the bulk ice. It is estimated
to be 50 cm in the baseline model, which is used in this analysis. It is effectively incorporated
in simulation and reconstruction by modulating the angular DOM acceptance. Although the
optical properties of the hole ice are not well known, the corresponding variation of the angular
DOM acceptance is estimated to be smaller than 15% [240]. It affects the reconstructed zenith
angle, however, predominantly at energies much lower than the threshold of the high-energy
starting event selection. Hole ice is therefore negligible in this analysis.
The most important uncertainty not related to detector properties is due to the limited knowl-
edge of the highest-energy cosmic-ray flux and composition. The baseline model is the Gais-
serH3a cosmic-ray composition model with a modification in the “knee”-region of the cosmic-ray
spectrum [118, 130]. The uncertainty is calculated from a global spline fit of the cosmic-
ray flux model using measurement data from many different experiments and varies between
±5% . . . 30% depending on energy [241]. It affects the predicted atmospheric muon flux and
both conventional and prompt atmospheric neutrino fluxes. The cosmic-ray model uncertainty
is relevant in this analysis, because it is the largest contribution to the overall uncertainty of the
entire atmospheric background.
The ratio of pions and kaons (π/K ratio) produced in cosmic-ray-induced air showers deter-
mines the individual contribution of νe and νµ to the conventional atmospheric neutrino flux (c.f.
Section 2.2.2). The HKKMS06 model is used as baseline [125]. The π/K ratio is constrained
to below 5% precision [49]. It depends on energy, because the decay length of a charged meson
depends on its energy, whereas its interaction length is approximately constant in comparison.
Due to their longer lifetime, charged pions are more likely to interact before decay than kaons
at the same energy. Above the energy threshold of the high-energy starting event selection,
the conventional atmospheric neutrino flux (of both νe and νµ) is predominantly generated in
kaon production and decay in cosmic-ray-induced air showers, because pions are more likely to
interact instead of decay [120]. Therefore, the π/K ratio is irrelevant for this analysis.
The hadronic interaction model is important for calculating predictions for any atmospheric
flux component produced in cosmic-ray-induced air showers. The SYBILL 2.1 model is used as
a baseline [238]. The uncertainty approximately ranges between ±10% and ±25% depending
on the atmospheric lepton flux [242]. It is best constrained for the atmospheric muon flux,
less for the atmospheric electron-neutrino, and least for the atmospheric muon-neutrino flux
over a wide range of energies. In the relevant energy region, the overall uncertainties of the
atmospheric flux predictions are dominated by the cosmic-ray model rather than the hadronic
interaction model. However, it is still a relevant uncertainty that is considered in this analysis.
The neutrino-nucleon cross section is used to calculate a rate prediction for any neutrino
flux (c.f. Section 3.1.1). The CSMS model is used as a baseline with a given uncertainty
of less than 5% in the relevant energy region for both NC and CC interactions [243]. A
recent measurement of the neutrino-nucleon cross section with the IceCube detector confirmed
the theoretical prediction in this energy range [244]. Note that a variation of the neutrino-
nucleon cross section equally affects all predicted rates from any astrophysical or atmospheric
neutrino flux. It neither affects the ability to distinguish astrophysical from atmospheric neutrino
interactions nor distorts the neutrino flavor composition. In addition, the uncertainty of the
neutrino-nucleon cross section is small compared to other error sources. Hence, it is mostly
negligible in this analysis and only relevant for estimating event rates induced by astrophysical
neutrinos (see Section 6.3.1).
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Relevant systematic uncertainties do not need to be treated individually. Instead, some are
combined into a single nuisance parameter depending on the affected observable. Others are
directly incorporated into the uncertainty of atmospheric flux components. In the following all
model parameters with a prior as listed in Table 6.1 are discussed with respect to the relevant
systematic uncertainties listed in Table 6.2. Nuisance parameters are modeled via a symmetric
Gaussian prior into the likelihood as defined in Equation 6.2. Where a systematic error is
expected to be asymmetrical, the larger value of the two confidence boundaries is used.
Atmospheric Muon Flux The atmospheric muon flux component is constrained by a prior
that is partially derived from experimental data. On the one hand, the spectral shape is deter-
mined by the pure-proton extragalactic composition of the GaisserH3a model. The pure-proton
composition is chosen because it gives the largest contribution of highly energetic single muons
from air showers. On the other hand, the normalization is estimated using the tagging method
described in [43]. The requirement of the veto-based event selection (c.f. Section 4.2) is in-
verted to obtain a set of events that enter the detector from the outside and are tagged in the
veto region. Adjacent to the outer veto region, a (smaller) inner veto region is defined with
the same properties and requirements as used in the event selection. The passing fraction is
estimated by counting events that are tagged in the outer veto region and pass the inner veto re-
gion without detection. The atmospheric muon background is estimated by scaling the number
of tagged events to the full detector size under the assumption that the passing fraction stays
constant for different veto regions. This method yields a total of 25.2±7.3 atmospheric muons
in six years of high-energy starting events. Note that the error is statistical and determined by
the number of tagged events.1 However, as the atmospheric muon normalization is obtained
directly from experimental data it is not dependent on model assumptions. The prior 1 ± 0.3
of the atmospheric muon flux quoted in Table 6.1 refers to this normalization. The systematic
errors of the observable distributions due to the uncertainty of the atmospheric muon flux are
shown in Figure 6.4. Note that this also involves the large statistical error of the Monte Carlo
simulation. Most atmospheric muons have an energy below the 60TeV threshold of the analysis.
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Systematic Uncertainty of the Atmospheric Muon Flux
Figure 6.4: Observable distributions including systematic error due to the uncertainty of the atmospheric
muon flux. The expected number of events in the six-year high-energy starting event sample
is depicted as a function of the total deposited energy (left) and the zenith angle (right).
The expectation of the atmospheric muon flux is shown including systematic uncertainties as
shaded areas. In addition, the sum of all Monte Carlo templates is shown for comparison.
Only the energy region between 60TeV and 10PeV is included in the fit.
1 The quoted error deviates from the naive Poisson expectation of
√
25.2 ≃ 5. The actual number of tagged
events is exactly 12 and scaled up by a factor of 2.1 as the outer veto region makes up approximately half
of the detector volume. The Poisson error must also be scaled up, yielding
√
12 · 2.1 ≃ 7.3.
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Conventional Atmospheric Neutrino Flux The conventional atmospheric neutrino flux pro-
duced by the decay of charged pions and kaons in cosmic-ray-induced air showers is constrained
by a prior that combines three different systematic uncertainties. First, the cosmic-ray flux
and composition model and, second, the hadronic interaction model are taken into account as
they directly alter the expected event rate due to atmospheric neutrino interactions. Third, the
uncertainty of the hadronic shower energy is considered for the upper error calculation. As there
is currently no way to distinguish electromagnetic and hadronic showers, it makes more sense
to incorporate this error into the uncertainty of the conventional atmospheric neutrino flux.
This is reasonable, because the flux has a steeper spectrum than the astrophysical or prompt
atmospheric neutrino fluxes. Therefore, it generates a larger contribution of events at lower
energies where the light yield of hadronic cascades is particularly smaller than of electromagnetic
cascades. This may systematically underestimate the conventional atmospheric neutrino flux
and corresponds to a lower limit of interactions close to the threshold of the event selection.
The combined variation of the conventional atmospheric neutrino flux due to all three afore-
mentioned uncertainties is estimated to be less than 30% as initially discussed in [43]. The
prior of 1 ± 0.3 quoted in Table 6.1 is given in units of the HKKMS06 model as a baseline
that corresponds to the best-fit value of a recent measurement using six years of through-going
muon-neutrino events in IceCube [49]. The systematic errors of the observable distributions due
to the uncertainty of the conventional atmospheric neutrino flux are shown in Figure 6.5.
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Systematic Uncertainty of the Atmospheric Conventional Neutrino Flux
Figure 6.5: Same as Figure 6.4, but for the conventional atmospheric neutrino flux.
Prompt Atmospheric Neutrino Flux The prompt atmospheric neutrino flux generated in the
decay of charmed mesons in cosmic-ray-induced air showers is constrained by an upper limit.
Because no prompt neutrino flux has been observed so far, the central value of the prior is set
to zero. The 1σ-uncertainty of the prior is estimated to be +65% in units of the ERS model,
which corresponds to the 90% upper limit of 1.06×ERS obtained in the six-year through-going
muon-neutrino analysis [49]. In Figure 6.6, the upper limit of the prompt atmospheric neutrino
flux is shown for the observable distributions. Note that the choice of centering the prior to zero
is based on the argument that a lack of observation at the given level is a stronger argument than
its theoretical prediction. Most importantly, however, a prompt atmospheric neutrino flux is not
a significant background for tau-neutrino interactions. This is due to the increasing efficiency of
the self-veto effect with energy and the central sensitivity region to tau-neutrino interactions at
high energies between ∼ 100TeV−10PeV (c.f. Section 4.4). The negligible effect of a prompt
atmospheric neutrino flux on the tau-neutrino sensitivity will be shown in Section 6.3.2.
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Systematic Uncertainty of the Atmospheric Prompt Neutrino Flux
Figure 6.6: Same as Figure 6.4, but for the prompt atmospheric neutrino flux. The distribution is depicted
for the upper limit of 0.65× ERS at 68% confidence level as discussed in the text.
Energy Scale The reconstructed energy is affected by the ±10% uncertainty of the relative
DOM efficiency and the +10%−7% uncertainty of the scattering and absorption coefficients of the
ice model. The energy scale is a nuisance parameter that incorporates both uncertainties. The
combined energy uncertainty is approximately ±15% as could be shown during the development
of a recent measurement of the astrophysical neutrino flux using cascade events [61]. In the
relevant energy region of the high-energy starting event selection, a variation of either the DOM
efficiency or the scattering and absorption in the ice scales linearly with the reconstructed energy.
Therefore, the prior 1 ± 0.15 of the energy scale as listed in Table 6.1 corresponds to a linear
variation of ±15% centered around the nominally reconstructed energy. The systematic errors
of the affected observable distributions due to the uncertainty of the energy scale are shown
in Figure 6.7. Note that boundary effects play a particular role for the low-energy region of
the event selection, in which the dominating atmospheric background may be moved in either
direction across the analysis threshold of 60TeV.
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Figure 6.7: Observable distributions including systematic error due to the uncertainty of the energy scale.
The expected number of events is depicted as a function of the total deposited energy
(left) and the zenith angle (right). The uncertainties are shown separately for the sum of
astrophysical neutrinos and for the sum of atmospheric background events. The zenith angle
distribution is only shown for the energy region between 60TeV and 10PeV as marked for
the distribution of the total deposited energy.
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Ice Anisotropy Scale A variation of the size of the ice anisotropy introduces a bias of the
reconstructed length and hence alters the topology ID by redistributing single cascade-like and
double cascade-like events across the threshold of 10m (c.f. Chapter 5). The uncertainty of
the ice anisotropy is parameterized as a directional-dependent length shift (see Appendix A).
The ice anisotropy scale is a nuisance parameter with a prior of 1± 0.3 as quoted in Table 6.1.
It is given in units of the SPICELea ice model in which the ice anisotropy corresponds to a
modulation of the nominal light scattering of +4% and −8% along the horizontal anisotropy
axes and +4% along the vertical anisotropy axis. The length bias vanishes exactly at these
ice anisotropy values modeled in SPICELea. The uncertainty is estimated as ±30%, which
corresponds to a length bias of a few meters depending on the direction of the event. The
systematic errors of the affected observable distributions are depicted in Figure 6.8.
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Figure 6.8: Observable distributions including systematic error due to the uncertainty of the ice anisotropy
scale. In the left plot, the number of events expected in the double cascade sample is shown
as a function of the length. The uncertainties are shown for astrophysical tau-neutrino
interactions and for the sum of all other astrophysical and atmospheric events. The number
of events expected in each topology sample is depicted in the right plot. For each topology
bin, the expectation is divided into the most relevant flux contributions (astrophysical νe for
single cascade, ντ for double cascade, and νµ for track events) and into the individually
different background contributions (all remaining astrophysical and atmospheric events).
The binning of each observable is chosen such that systematic uncertainties that are not
modeled into the analysis as nuisance parameters do not have a significant impact on the result.
In particular, the binning of the zenith angle is chosen to be very coarse (six bins in total),
because relevant ice model uncertainties that affect the zenith angle are not treated otherwise.
The zenith angle is particularly important for distinguishing atmospheric from astrophysical neu-
trinos, but less important for a measurement of the astrophysical neutrino flavor composition,
in particular with respect to constraining the tau-neutrino fraction. Therefore, the ice model
uncertainties with respect to the zenith angle are not treated differently than in previous pub-
lications [4, 43, 44, 50]. The total deposited energy is divided into five bins per decade. This
much finer choice of binning is possible as the uncertainty of the energy scale is incorporated
into the fit. It is also necessary, because a more precisely modeled spectral shape of the flux
components is important for the fit of the astrophysical spectral index. The double cascade
length is divided into five bins per decade. This choice of binning is a compromise between
optimizing the sensitivity to tau-neutrino interactions and reducing the statistical error of the
Monte Carlo simulation. Furthermore, the resulting bin size is much larger the median resolution
of ∼ 2m, as discussed in Section 4.3.3. The discussed binning of each observable is used in the
likelihood fit and to plot the distributions as shown in Figure 6.3.
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It is important to keep the statistical error of the Monte Carlo simulation as low as possible
for each bin of the likelihood because it is not included in the fit. A method to incorporate the
statistical Monte Carlo error into the likelihood as discussed in [245] is not considered in the scope
of this thesis. Instead, the statistical error is kept well below 10% in the relevant observable phase
space, where a precise background description is important. As mentioned in Section 6.2.2, the
atmospheric muon flux is an exception due to lack of muon simulation data. This is the reason
for excluding the energy region below 60TeV from the likelihood fit, where atmospheric muons
make up the dominant contribution to the observed number of events. Note that this problem
has remained the same since the development of the high-energy starting event selection [43].
However, it is even more relevant to the analysis presented here, because the entire high-energy
starting event sample is split into three topology samples, which further increases the statistical
error. In the double cascade sample, the event expectation is so low that there is not a single
simulated atmospheric muon event left. If this causes the overall Monte Carlo template to
contain empty bins, it would be problematic for the likelihood fit in case of an observed event
in such a bin. However, the overall background template predominantly contains astrophysical
neutrino events for which a sufficient amount of simulation data is available. Empty bins in the
template are thereby avoided in the relevant observable phase space. It is nevertheless important
to estimate an upper limit of atmospheric muons contributing to the background of the double
cascade sample. This can be achieved by calculating the misidentification fraction of track
events induced by conventional atmospheric neutrino interactions and converting this to the
expected background contamination from atmospheric muon events. The implicit assumption
that the track topology caused by atmospheric neutrinos and atmospheric muons is sufficiently
similar is reasonable. The usage of conventional atmospheric neutrino events guarantees that
the underlying spectrum is similar to the atmospheric muon flux. Above a deposited energy of
60TeV, conventional atmospheric neutrino interactions contribute a total of 5.3 track events
(with a negligible statistical error) in the six-year data sample, of which ∼ 0.16 events are
expected to be misidentified as double cascade events. This corresponds to a misidentification
fraction of ∼ 3.1%. Scaling the total atmospheric muon background of 1.7± 0.8 events above
60TeV with this fraction and incorporating the statistical uncertainty yields an upper limit of
∼ 0.08 atmospheric muon events in the double cascade sample. This is well below the dominant
astrophysical neutrino background, as will be discussed in Section 6.3.1.
Another question is the potential contribution of atmospheric tau-neutrino interactions in
the event sample. As discussed in Section 2.2.2, only the prompt atmospheric neutrino flux
can generate tau-neutrinos is the decay of the Ds and the subsequent decay of the tau. The
expected flavor composition is νe : νµ : ντ ≃ 1 : 1 : 0.1 in the relevant energy range. Note
that this is not modeled in the likelihood fit, because it is deemed insignificant. An upper limit
of this contribution can be estimated in the following way. First, the energy-integrated identifi-
cation efficiency of double cascade events induced by astrophysical tau-neutrino interactions is
calculated for an E−2.8ν spectrum. This is similar to the modeled prompt atmospheric neutrino
spectrum and allows for a reasonable estimate. Second, the number of electron-neutrino events
expected from a prompt flux at or below the 90% upper limit of 1.06×ERS as obtained in [49]
is calculated for the same energy range. Third, this expectation is scaled down by the aforemen-
tioned flavor composition to obtain the upper limit of the tau-neutrino fraction of the prompt
flux. Fourth, this value is multiplied by the fraction of tau-neutrinos interacting in the “double
bang” channel and last, with the energy-integrated identification efficiency obtained from the
astrophysical E−2.8ν tau-neutrino flux. This method yields an upper limit of ∼ 0.05 identifiable
tau-neutrino interactions from a prompt atmospheric neutrino flux in the six-year data sample.
Assuming the benchmark E−2.3ν spectrum for the astrophysical neutrino flux, the observation of
a double cascade event would imply that the inducing tau-neutrino is ∼ 50 times more likely to
be of astrophysical than of atmospheric origin (see Table 6.3).
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6.3 Sensitivity
The goal of the analysis is to measure the astrophysical neutrino flavor composition with the
explicit focus of constraining the tau-neutrino fraction. The sensitivity of the analysis is there-
fore discussed with respect to two different aspects of the same measurement. The Asimov
dataset is constructed by using the atmospheric flux components and the benchmark per-flavor
astrophysical neutrino flux of φν(Eν) = 1.5 ·10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 with
a flavor composition of νe : νµ : ντ = 1 : 1 : 1, as discussed in Section 6.2.1. A profile likelihood
fit is performed on this dataset by employing the observables, as discussed in Section 6.2.2, and
the systematic uncertainties, as discussed in Section 6.2.3. The astrophysical neutrino flavor
composition is constrained by evaluating a likelihood ratio in a profile likelihood scan and esti-
mating confidence regions using Wilks’ theorem. The sensitivity to the tau-neutrino fraction is
examined in two ways. First, it is defined as the median confidence level for which φντ = 0 can
be excluded assuming the benchmark model. Second, it is defined as the median upper limit
that can be derived in the absence of a detectable tau-neutrino interaction.
6.3.1 Signal and Background Expectations
In the six-year high-energy starting event sample, a total atmospheric background of 25.2± 7.3
atmospheric muons and 17.4+8.0−4.4 atmospheric neutrinos is expected. Above a deposited energy
of 60TeV these numbers reduce to an atmospheric muon background of 1.7 ± 0.8 and an
atmospheric neutrino background of 7.3+3.9−1.8. The uncertainties include a prompt atmospheric
neutrino flux that has not yet been measured but is only constrained by an upper limit. An
overview of the expected number of events for the baseline models and statistical and systematic
uncertainties as discussed in the previous sections is given in Table 6.3. It is divided into
the different astrophysical and atmospheric flux components as well as the individual topology
samples. Assuming the aforementioned benchmark astrophysical neutrino flux and composition,
it can be seen that the majority of the total ∼ 56 events expected between 60TeV and 10PeV
are induced by astrophysical neutrinos. Most of these are electron-, fewer tau-, and least muon-
neutrino events as expected from the flavor-dependent neutrino effective areas of the event
selection (c.f. Section 4.2). As discussed in Section 6.2.2, electron-neutrino events are the
dominant contribution to the single cascade sample, tau-neutrino events to the double cascade
sample, and muon-neutrino events to the track sample. Note that neutrinos of all flavors
contribute to the single cascade sample due to neutral-current interactions. The fraction of
tau-neutrino events in the single cascade sample is particularly large due to the limited resolution
of the double cascade topology. Also note that there is a significant contribution of tau-neutrino
interactions in the track sample due to the muonic decay channel of the tau. It can be deduced
from the number of events expected from each astrophysical neutrino flux that the ternary
topology ID is able to constrain each flavor fraction.
The expected number of signal and background events in the double cascade sample is most
interesting, as these determine the sensitivity to the tau-neutrino fraction. A total of
2.43+0.13−0.13 signal events and (6.7)
1.05+0.29−0.10 background events (6.8)
are expected in the double cascade sample between 60TeV and 10PeV deposited energy. These
expectation values are calculated by assuming the benchmark astrophysical neutrino flux and
composition. In this context, signal is defined as all astrophysical tau-neutrino interactions and
background is defined as the sum of all remaining events induced by any astrophysical or atmo-
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Flux Expected Events in Each Sample
Component Total Single Cascade Double Cascade Track
φνe 22.14
+1.39
−1.64 20.85
+1.36
−1.64 0.65
+0.25
−0.05 0.64
+0.05
−0.05
φνµ 10.24
+0.50
−0.60 3.70
+0.26
−0.32 0.20
+0.01
−0.02 6.34
+0.42
−0.51
φντ 14.31
+0.81
−1.00 10.50
+0.80
−0.99 2.43
+0.13
−0.13 1.38
+0.09
−0.10
φmuon 1.70
+0.81
−0.80 0.01
+0.01
−0.01 < 0.08 1.69
+0.80
−0.80
φconv 7.32
+1.77
−1.84 3.42
+1.23
−1.23 0.20
+0.07
−0.08 3.70
+1.27
−1.36
φprompt < 3.46 < 2.81 < 0.09 < 0.56
φsum 55.71
+4.31
−2.84 38.48
+3.46
−2.30 3.48
+0.31
−0.16 13.75
+1.67
−1.66
Table 6.3: Number of events expected from different flux components for the total the six-year high-
energy starting event sample and when split into the single cascade, double cascade, and
track samples. Only events with a total deposited energy between 60TeV and 10PeV are
considered. The assumed flux models and 1σ-uncertainties are given in Table 6.1.
spheric flux component.2 The quoted errors include all statistical and systematic uncertainties
as described in Section 6.2.3. Note that the errors of the signal expectation seem comparably
low, because they are not affected by the large uncertainties of the atmospheric background.
However, it is important to realize that the expected number of identifiable tau-neutrino inter-
actions strongly depends on the assumed spectral shape (and trivially on the flavor composition)
of the astrophysical neutrino flux. Those properties are to be measured and are therefore mod-
eled as free fit parameters φνe , φνµ , φντ , and γ (c.f. Table 6.1). Consequently, they are not
incorporated into the quoted uncertainty of the expected signal rate. However, fixing the flavor
composition to νe : νµ : ντ = 1 : 1 : 1 while changing the spectral shape of the astrophysi-
cal neutrino flux drastically increases the variation of the expected number of signal events to
2.43+0.34−1.96. This will be discussed in greater detail in Section 6.3.4.
In addition to the number of expected events in each topology sample as quoted in Table 6.3,
the corresponding observable distributions are shown in Figure 6.9. Each distribution is divided
into the astrophysical neutrino flux components (φνe ,φνµ ,φντ) and the sum of all atmospheric
flux components (φmuon+φconv+φprompt). Statistical and systematic uncertainties are marked as
shaded areas. Note that zenith angle and length are only shown for events with a total deposited
electromagnetic-equivalent energy between 60TeV and 10PeV, as these are the boundaries of
the likelihood fit. A comparison of the energy and zenith angle distributions for the electron- and
tau-neutrino flux components in the single cascade sample reveals the degeneracy between both.
Apart from the Glashow resonance for ν¯e events at ∼ 6.3PeV deposited energy, their shapes
are approximately equal. Consequently, a hypothetical observation of the energy and zenith
angle distributions as depicted in the single cascade sample would not require the presence of
a tau-neutrino flux but could fully be explained with an electron-neutrino flux. It is only the
additional information of the double cascade sample that allows constraining the astrophysical
tau-neutrino flux. It can be seen that the length distributions, in particular, are very different
for signal and background events. Although it is clear that the overall event expectation in the
double cascade sample is rather low, the ternary topology ID is still the most sensitive method
to tau-neutrino interactions that has been developed so far.
2 It could be argued that the signal should only be defined by tau-neutrino interactions which induce a double
cascade event topology, i.e. by excluding NC interactions and muonic tau decays (c.f. Section 4.1). However,
the model parameter of interest is the total tau-neutrino flux and not its fraction of induced double cascade
events. Due to the relatively low misidentification fraction of the double cascade event topology, the expected
number of signal events for each of the two possible definitions differ by less than 5%.
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Figure 6.9: Observable distributions for the single cascade, double cascade, and track event samples
including systematic uncertainties. The expected number of events in six years of data is
depicted as a function of the deposited energy (left) and zenith angle (right) for the single
cascade sample (top) and the track sample (bottom) and as a function of the deposited
energy (left) and double cascade length (right) for the double cascade sample (center). In
all plots, the astrophysical neutrino flux is shown individually for each flavor. In addition, the
sum of atmospheric muons and conventional atmospheric neutrinos is shown as atmospheric
background. The upper limit on the prompt atmospheric neutrino flux is included in the
systematic uncertainties shown as shaded areas.
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6.3.2 Astrophysical Tau-Neutrino Flux Sensitivity
The sensitivity to an astrophysical tau-neutrino flux is defined via a nested likelihood ratio test of
different hypotheses. The likelihood as introduced in Section 6.1 is constructed using the model
parameters, observables, and uncertainties that were discussed in Section 6.2. A realization of
the high-energy starting event sample for six years of data collection is fitted in order to constrain
the astrophysical tau-neutrino flux φντ as the main parameter of interest. The sensitivity of this
method is constructed in two ways:
1. Detection sensitivity: median confidence level αdetντ at which φντ = 0 can be excluded,
assuming the benchmark astrophysical E−2.3ν flux and composition νe : νµ : ντ = 1 : 1 : 1.
2. Upper limit: median upper limit flux φu.l.ντ for which φντ > φ
u.l.
ντ can be excluded at 90%
confidence level, assuming an E−2.3ν flux and a composition of νe : νµ : ντ = 1 : 1 : 0.
Both are calculated using the Asimov dataset and therefore correspond to the median outcome
of a hypothetical set of pseudo experiments. Confidence levels are calculated via likelihood
ratio tests using Wilks’ theorem (c.f. Section 6.1). Note that this may not be strictly correct,
because the astrophysical tau-neutrino flux is bounded (φντ ≥ 0), and the constraining sample
size is small (∼ 1 − 3 double cascade events). The validity of Wilks’ theorem is examined
by performing Monte Carlo pseudo experiments for both the median detection sensitivity and
the median upper limit. Nevertheless, any quoted sensitivity can only to be understood as an
estimate on the median expected outcome of the measurement under the assumption that the
modeled benchmark astrophysical neutrino flux and composition are realized in nature.
Detection sensitivity The detection sensitivity αdetντ is constructed via the likelihood ratio as
defined in Equation 6.5 between the hypothesis where the tau-neutrino flux is fixed to φντ = 0
and where it is free to float to its best-fit value φˆντ , i.e.
(∃αdetντ ) λc = −2 ln(L
(
n|µ(φντ = 0, θˆ, ξˆ)
)
L(n|µ(φˆντ , θˆ, ξˆ))
)
=⇒ f (λ ≤ λc) = 1− αdetντ . (6.9)
The likelihood L is defined in Equation 6.2 and the “observed” data n is given by the Asimov
dataset. Aside from φντ as the parameter of interest, the remaining fit parameters are given
by θ = (φνe ,φνµ , γ) and ξ = (φmuon,φconv,φprompt, ξE, ξA) as defined in Table 6.1. The global
best-fit values are denoted by {θˆ, ξˆ} and the conditional best-fit values for the test hypothesis
by {θˆ, ξˆ}. The test hypothesis where the tau-neutrino flux is fixed to zero is a nested case of the
best-fit hypothesis where all parameters are free. Consequently, the fit of the test hypothesis has
one degree of freedom less than the fit of the test hypothesis. Assuming that Wilks’ theorem
holds, the exact test statistic distribution from Monte Carlo simulation is not required but can
be modeled. In the background-only model where the true injected astrophysical tau-neutrino
flux is φντ = 0, the distribution of the likelihood ratio in Equation 6.9 can be empirically modeled
by a function f (λ) = 0.5 δ(λ)+0.5χ2k=1(λ), where δ(λ) is the Dirac delta function. The reason
is that the test statistic distribution is expected to peak at λ = 0, because the size of the signal
sample is small and, consequently, the best-fit value of the tau-neutrino flux is expected close
to its boundary of φντ = 0. Therefore, the δ(λ)-function describes the large peak at λ = 0 and
the χ2-function describes the tail for λ > 0. The factor 0.5 is based on the assumption that
the underlying parameter distribution is symmetrical and that the bound at φντ = 0 prohibits
the best-fit values from being negative for half of all realizations. The detection sensitivity
αdetντ corresponds to the p-value of the cumulative distribution function f (λ ≤ λc) where a test
statistic value larger than λc as defined in Equation 6.9 is only caused by a fraction αdetντ of
all modeled realizations of the experiment. The detection sensitivity αdetντ is either quoted as a
p-value or as an equivalent significance in units of a one-tailed Gaussian standard deviation.
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Figure 6.10: Median detection sensitivity. A profile likelihood scan of the φντ flux normalization is de-
picted for the Asimov dataset. The black line corresponds to the test statistic (left axis)
which is defined as the likelihood ratio −2∆logL at a fixed value of φντ in comparison to the
best-fit value. The true injected flux normalization of φντ = 1.5·10−18 GeV−1 cm−2 sr−1 s−1
at 100TeV assuming an E−2.3ν spectrum and the composition of νe : νµ : ντ = 1 : 1 : 1 are
recovered. The colored lines correspond to the conditional best-fit values of the remaining
parameters (right axis). The median detection sensitivity αdetντ defined in Equation 6.9 is
obtained from the “observed” test statistic λobs(φντ = 0) ≃ 7.
In Figure 6.10, a profile likelihood scan of the astrophysical tau-neutrino flux is depicted around
its best-fit value. It is obtained by constructing the Asimov dataset with a modeled astrophysical
neutrino flux of φν(Eν) = 1.5 · 10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 per flavor and a
composition of νe : νµ : ντ = 1 : 1 : 1. The best-fit result is identical to the true injected flux
which is the expected outcome for the Asimov dataset. The profile likelihood scan is performed
by setting φντ = φ
s.p.
ντ to the value of every scan point and varying all other parameters such
that the likelihood is maximal. The test statistic of the profile likelihood scan is calculated by
−2∆logL = −2( lnL(n|µ(φντ = φs.p.ντ , θˆ, ξˆ)− lnL(n|µ(φˆντ , θˆ, ξˆ)). The “observed” test statistic
value λobs(φντ = 0) ≃ 7 for excluding a vanishing astrophysical tau-neutrino flux can be read
off the left-hand intercept of Figure 6.10. It translates to a median detection sensitivity of
αdetντ ≃ 2.6σ (p ≃ 0.5%) which is obtained by modeling the background distribution of a true
injected flux of φντ = 0 with f (λ), as described above. Consequently, φντ = 0 can be excluded
at a significance of ∼ 2.6σ for the median realization of the experiment and the assumed
astrophysical neutrino spectrum and composition. Note that this estimate is compatible with
the result of αdetντ ≃ 2.3σ (p ≃ 1.0%) obtained by generating the exact test statistic distributions
from Monte Carlo pseudo experiments (see Appendix C.1).
In addition to the profile likelihood, the conditional best-fit values of the other parameters can
be read off the right axis in Figure 6.10. All atmospheric flux components stay approximately
constant throughout the entire phase space of the conditional fit. In particular, the atmospheric
prompt neutrino flux cannot account for variations of the astrophysical tau-neutrino flux which is
almost entirely compensated by the astrophysical electron- and muon-neutrino flux components.
In fact, it can be seen that φντ has a stronger correlation to φνe than to φνµ . Both observations
are in agreement with the explanation given in Section 6.3.1 that the background for tau-neutrino
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interactions in the constraining double cascade sample has a negligible atmospheric contribution.
Instead, it is mostly dominated by astrophysical electron-neutrino interactions close to the length
threshold of 10m. Consequently, an increase in the astrophysical tau-neutrino flux is mostly
compensated by a decrease of the astrophysical electron-neutrino flux and vice versa. Note that
the injected flavor composition of νe : νµ : ντ = 1 : 1 : 1 is recovered as can be seen at the
intersection where φνe = φνµ = φντ = 1.5 · 10−18 GeV−1 cm−2 sr−1 s−1. It can also be seen
that the best-fit value of the spectral index does not significantly change with a variation of the
astrophysical tau-neutrino flux. It becomes slightly softer with increasing φντ to compensate for
the lack of identifiable double cascade events that such a large flux would need to produce. The
spectral index is best constrained by the single cascade sample. It contains the largest fraction
of all observed events and is therefore statistically dominant (c.f. Table 6.3).
Upper limit The upper limit φu.l.ντ is constructed via the likelihood ratio test
(∃φu.l.ντ ) λc = −2 ln(L
(
n|µ(φντ = φu.l.ντ , θˆ, ξˆ)
)
L(n|µ(φˆντ , θˆ, ξˆ))
)
=⇒ χ2k=1(λ ≤ λc) = 90% (6.10)
by requiring that a true astrophysical tau-neutrino flux larger than φu.l.ντ is excluded at 90%
confidence level for the median realization in which φντ = 0. The median upper limit is obtained
through the use of the Asimov dataset with a flavor composition of νe : νµ : ντ = 1 : 1 : 0 and
a rescaled per-flavor flux of φν(Eν) = 2.25 ·10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1. The
total astrophysical neutrino flux thus stays constant and is not underestimated compared to the
benchmark flavor composition νe : νµ : ντ = 1 : 1 : 1. Wilks’ theorem is used to calculate the
confidence level from the cumulative distribution function χ2k=1(λ ≤ λc) with k = 1 degree of
freedom. Note that a χ2-distribution is used (instead of f (λ) = 0.5 δ(λ) + 0.5χ2k=1(λ) used
for the detection sensitivity), because the upper limit flux φu.l.ντ is expected to be sufficiently far
from the phase space boundary at φντ = 0. The median upper limit is obtained for the flux
φντ = φ
u.l.
ντ for which the “observed” test statistic is λobs(φντ = φ
u.l.
ντ ) = λc, as defined above.
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Figure 6.11: Median upper limit. Same as in Figure 6.10, but for a true injected flux of φντ = 0 assuming
a flavor ratio of νe : νµ = 1 : 1 and a rescaled E−2.3ν flux as explained in the text. The
median upper limit φu.l.ντ defined in Equation 6.10 is obtained from the “observed” test statistic
λobs(φντ = φ
u.l.
ντ) ≃ 2.7 corresponding to χ2k=1(λ ≤ λobs) = 90%.
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In Figure 6.11, a profile likelihood scan of the astrophysical tau-neutrino flux is depicted above its
best-fit value of φντ = 0. As expected for the Asimov dataset, the injected flavor composition
νe : νµ : ντ = 1 : 1 : 0 is recovered. The median upper limit at 90% confidence level
is φu.l.ντ (Eντ) ≤ 1.4 · 10−18(Eντ/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1. It is obtained from the
“observed” test statistic value λobs(φντ = φ
u.l.
ντ ) ≃ 2.7 which corresponds to 90%CL, assuming
that the test statistic distribution for the likelihood ratio as defined in Equation 6.10 follows
a χ2-distribution for a true injected flux of φντ = φ
u.l.
ντ . Keep in mind that the likelihood fit
allows all three flavor components to float independently and that the upper limit is therefore
obtained without any restrictions on the νe : νµ ratio. Furthermore, the upper limit is compatible
with the exact test statistic distribution obtained from performing pseudo experiments, which is
described well by a χ2-distribution (see Appendix C.1). In fact, the coverage of the cumulative
test statistic distribution for values smaller than the “observed” λobs ≃ 2.7 is (89± 1)%, which
agrees well with the desired confidence level of 90%.
In Figure 6.12, the sensitivity to the astrophysical tau-neutrino flux is compared for using the
binary topology ID and the ternary topology ID, as described in Section 6.2.2. Evidently, the
constraints are much weaker using the binary topology ID. This is expected because only an
identification of the double cascade topology is unambiguously sensitive to tau-neutrino inter-
actions. Note that it is nevertheless possible to constrain an upper limit flux to some extent
in this case. This is due to the increase of the cascade-to-track ratio from ∼ 75% : 25% for
νe : νµ : ντ = 1 : 1 : 0 to ∼ 79% : 21% for νe : νµ : ντ = 1 : 1 : 1 caused by the different
tau decay channels. The median detection sensitivity αdetντ = 0.4σ (p = 35%) and the median
upper limit φu.l.ντ (Eντ) ≤ 3.6 ·10−18(Eντ/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 are obtained equiv-
alently by using the binary topology ID. Consequently, the constraints that are obtained using
the ternary topology ID are considerably stronger.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
φντ [10
−18 GeV−1 cm−2 s−1 sr−1]
0
1
2
3
4
5
6
7
8
9
−2
∆
lo
g
L
Comparison of Different Topology IDs and Flux Injections
Binary Topology ID (Injection of φντ = 0)
Ternary Topology ID (Injection of φντ = 0)
Binary Topology ID (Injection of φντ = 1.5 · 10−18 GeV−1 cm−2 s−1 sr−1)
Ternary Topology ID (Injection of φντ = 1.5 · 10−18 GeV−1 cm−2 s−1 sr−1)
Figure 6.12: Comparison of the median profile likelihood scan of the φντ flux normalization for fits using a
binary or ternary topology ID and for different flux injections. The likelihood ratio −2∆logL
is obtained by comparing a fixed value of φντ to the best-fit. The blue lines correspond to
the binary and the red lines to the ternary topology ID (c.f. Section 6.2.2). The solid lines
correspond to an injected flux normalization of φντ = 1.5 · 10−18 GeV−1 cm−2 sr−1 s−1 at
100TeV for an E−2.3ν spectrum and a composition of 1 : 1 : 1. The dashed lines correspond
to an injected flux of φντ = 0 for a composition of 1 : 1 : 0 assuming the same spectrum.
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6.3.3 Astrophysical Neutrino Flavor Composition Sensitivity
The sensitivity of this analysis to an astrophysical tau-neutrino flux is certainly its most important
feature. It is implemented such that the per-flavor astrophysical neutrino flux components are
fitted individually. It was discussed in the previous section that a simultaneous measurement
of all flavor fractions is strongly correlated due to the overlap of event topologies induced
by neutrinos of different flavors. This correlation was illustrated in Figure 6.10, but only the
constraints on the astrophysical tau-neutrino flux were depicted and not on the other flavor
components. In this section, the sensitivity to the astrophysical neutrino flavor composition is
presented by analyzing the possible constraints on all flavor fractions simultaneously.
The fit parametrization listed in Table 6.1 is adapted to scan each flavor fraction around the
best-fit composition. Instead of the flux normalizations (φνe ,φνµ ,φντ), the flavor fractions
fνe =
φνe
φνtot
, fνµ =
φνµ
φνtot
, fντ =
φντ
φνtot
with φνtot = φνe + φνµ + φντ (6.11)
are used to reparametrize the fit parameters as (fνe , fνµ ,φνtot). Note that the number of degrees
of freedom stays constant because the third flavor fraction is fixed to fντ = 1−fνe−fνµ . A profile
likelihood scan of the flavor composition is obtained evaluating a likelihood ratio comparing the
best-fit parameters (fˆνe , fˆνµ) to each scan point (f
s.p.
νe , f
s.p.
νµ ), i.e.
λ := −2∆logL = −2 ln
(L(n|µ(fνe = f s.p.νe , fνµ = f s.p.νµ , θˆ, ξˆ))
L(n|µ(fˆνe , fˆνµ , θˆ, ξˆ))
)
. (6.12)
The remaining fit parameters θ = (φνtot , γ) and ξ = (φmuon,φconv,φprompt, ξE, ξA) are varied for
each hypothesis until the likelihood is maximal. This is a nested hypothesis with two degrees of
freedom fewer than the fit for which all flavor components are free to float. Assuming Wilks’
theorem is valid, the test statistic distribution can be modeled with χ2k=2(λ) for k = 2 degrees of
freedom. As in the previous section, the Asimov dataset is constructed by injecting the bench-
mark astrophysical neutrino flux of φν(Eν) = 1.5·10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1
and a flavor composition of νe : νµ : ντ = 1 : 1 : 1.
In Figure 6.13, the sensitivity to the astrophysical neutrino flavor composition is depicted. As
expected, the injected flavor fractions fνe = fνµ = fντ = 1/3 are recovered by the likelihood fit
when using the Asimov dataset. In comparison to Figure 6.1, the contours are much broader than
for the previously published measurement of the flavor composition using multiple IceCube data
samples in a global fit [46]. This is particularly prominent for fνµ , because these data samples
contain a much larger track sample of through-going muons from the Northern Hemisphere.3
Therefore, the constraints on fνµ are much better for the global fit than the median sensitivity
estimated for this analysis. There is a degeneracy between fνe and fντ observed in both the
global fit and the profile likelihood scan using the binary topology ID. The binary topology ID is
only able to constrain fνµ via the track topology and leaves a large degeneracy between fνe and
fντ via the cascade topology, as expected. The additional double cascade topology of the ternary
topology ID significantly reduces this degeneracy. The stronger constraints on the full flavor
composition are clearly visible along the direction of the fντ-axis. In the median realization, the
flavor fractions are constrained to fνe = 0.33
+0.17
−0.16, fνµ = 0.33
+0.16
−0.17, and fντ = 0.33
+0.24
−0.19 in the
respective projections of the contours. The constraints on fντ are compatible with the median
detection sensitivity estimated in the previous section. Note, however, that the validity of Wilks’
theorem is not examined in this case, as it is computationally too expensive, considering that
the confidence region of the flavor composition is depicted mostly for illustrative purposes.
3 Among others, the data samples also contain the four-year high-energy starting event sample. Note that
the global fit and the analysis presented in this thesis are therefore not statistically independent.
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Figure 6.13: Median sensitivity to the astrophysical neutrino flavor composition using a binary and ternary
topology ID. The 68% (solid lines) and 95% (dashed lines) confidence regions are depicted
around the best-fit flavor composition of 1/3 : 1/3 : 1/3 marked with ‘×’. The best-fit
flavor composition is identical to the true injected flavor composition of the Asimov dataset.
The differently colored contours are obtained from profile likelihood scans using the binary
topology ID (blue) and the ternary topology ID (red), respectively.
6.3.4 Dependence on the Spectral Shape of the Astrophysical Neutrino Flux
There are a few spectral fits of the astrophysical neutrino flux that are based on different event
selections in the IceCube detector. An overview of these fits in which the spectrum is modeled
as a single power-law dφν/dEν ∼ E−γν is given in Table 6.4. It illustrates the large uncertainties
of the spectral shape, as the spectral index γ varies from 2.1 to 2.9. Not all listed analyses are
statistically independent, and some are sensitive to different energy ranges.4 A softer spectrum
is fitted by analyses with a low energy threshold around ∼ 20TeV and a harder one above
∼ 200TeV. For different years of the high-energy starting event selection, the spectral index is
fitted increasingly soft over time, although the uncertainties are large and measurement results
consistent. A spectral cutoff was studied in the global fit, where multiple data samples were
combined. It was found that there was a slight (but insignificant) preference to a single power-
law flux with cutoff [48]. A dedicated search for a spectral cutoff is under development [246].
More complex spectral shapes such as a dual power-law have been recently investigated without
a clear indication of whether the observed data is better explained than by a single power-law flux
model [4]. With the currently available data, the shape of the astrophysical neutrino spectrum
is not well known. Although there are hints that a single power-law flux model might not be the
final answer, it is still the model with the fewest assumptions that is able to consistently explain
the observed data within uncertainties.
4 They are also sensitive to different declination bands, e.g. the through-going track analysis is only sensitive
to the Northern Hemisphere. This will become important if a Galactic neutrino component is detected.
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Diffuse Astrophysical ν Analysis Ethrν [TeV] γ φν [GeV−1 cm−2 sr−1 s−1] Ec [PeV]
2-year HESE [43] ∼ 60 2.2± 0.4 1.2± 0.4 –
3-year HESE [44] ∼ 60 2.3± 0.3 1.5± 0.5 –
4-year HESE [50] ∼ 60 2.6± 0.3 2.2± 0.7 –
6-year HESE [4] ∼ 60 2.9± 0.3 2.5± 0.8 –
2-year starting events [45] ∼ 25 2.5± 0.1 2.1± 0.4 –
4-year cascade [61] ∼ 20 2.5± 0.1 1.6± 0.2 –
6-year through-going tracks [49] ∼ 200 2.1± 0.1 0.9± 0.3 –
Global fit without cutoff [48] ∼ 20 2.5± 0.1 2.3± 0.3 –
Global fit with cutoff [48] ∼ 20 2.3± 0.1 2.7± 0.4 2.7+7.7−1.4
Table 6.4: Overview of different spectral fits of the diffuse astrophysical neutrino flux with the IceCube
detector. The tabulated values are the lower threshold neutrino energy Ethrν of the analysis,
the spectral index γ, the per-flavor normalization φν at Eν = 100TeV, and the spectral cutoff
energy Ec of the astrophysical neutrino flux.
The sensitivity of this analysis to the astrophysical tau-neutrino flux is strongly dependent on
the assumed spectral shape of the neutrino flux.5, which is due to the energy-dependent
identification efficiency. Tau-neutrino interactions at higher energies transfer more energy to
the secondary tau, which increases its average propagation distance before it decays. Double
cascade events with a longer decay length can be more efficiently identified. A softer spectrum
induces more tau-neutrino interactions at lower energies for which they cannot be identified.
A spectral cutoff causes a similar effect by reducing the number of identifiable tau-neutrino
interactions at high energies. This number can also be significantly lower for a dual power-law
flux model if the spectral break (see below) happens to be within the energy range where the
sensitivity is maximal (c.f. Section 4.4). In summary, the ability to constrain the astrophysical
tau-neutrino flux increases with any spectrum that has a large contribution at high energies.
In the previous sections, the number of identifiable tau-neutrino interactions and the corre-
sponding flux sensitivity of the likelihood fit were quoted for a benchmark astrophysical neutrino
flux that is modeled as a single power-law spectrum. Systematic uncertainties were considered
and incorporated, as discussed in Section 6.2.3. It became apparent that the uncertainties of
the expected tau-neutrino signal, unlike the background expectation, are not dominated by an
imprecise knowledge of the detector properties. Instead, the model uncertainties of the astro-
physical neutrino spectrum are much more significant to the estimated tau-neutrino sensitivity.
As the spectrum is a quantity to be measured, it is not treated as a systematic uncertainty.
However, it is important to be aware of this dependence.
In the following, three different astrophysical neutrino flux models are considered in order to
estimate their effect on the tau-neutrino sensitivity. These models are motivated by similar
properties observed in the cosmic-ray flux (c.f. Chapter 2).
1. a single power-law spectrum is defined by
dφν
dEν
= φν ·
(
Eν
100TeV
)−γ
, (6.13)
with a spectral index γ and a flux normalization φν at Eν = 100TeV. It is the standard
astrophysical neutrino flux model with minimal assumptions and based on the correlation
to the cosmic-ray flux. However, an E−2ν spectrum that had been used as a benchmark
model for many years was excluded at a significance of 4.6σ [48].
5 The sensitivity also depends on the assumed astrophysical flavor composition. However, a variation is simply
an energy-independent scaling of the number of identifiable tau-neutrino interactions.
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2. a single power-law spectrum with a spectral cutoff is defined by
dφν
dEν
= φν ·
(
Eν
100TeV
)−γ
· exp
(
−Eν
Ec
)
, (6.14)
with an additional cutoff energy Ec that is modeled with a soft exponential suppression
at high energies. Note that this model is in contrast to a hard cutoff, for which exactly
zero events would be expected above Ec. A spectral cutoff could be caused by a lack of
sources that are capable of producing neutrinos at high energies.
3. a dual power-law spectrum with a spectral break is defined by
dφν
dEν
=
dφν1
dEν
+
dφν2
dEν
=
[
φν1 ·
(
Eν
100TeV
)−γ1 ]
+
[
φν2 ·
(
Eν
100TeV
)−γ2 ]
, (6.15)
which is a simple superposition of two independent single power-law spectra with spectral
indices γ1 and γ2 and flux normalizations φν1 and φν2 at Eν = 100TeV, respectively.
The experimentally relevant case in the context of this thesis is a soft component that is
dominant in the low-energy region and a hard component that is dominant in the high-
energy region. For this case, it follows that φν1 > φν2 and γ1 > γ2. A more convenient
way of parametrizing the dual power-law spectrum under these conditions is to replace
the second normalization by a spectral break energy Eb. It is defined by
dφν1
dEν
(Eb) =
dφν2
dEν
(Eb) =⇒ log
(
Eb
100TeV
)
=
logφν1 − logφν2
γ1 − γ2 , (6.16)
and denotes the neutrino energy above which the harder spectral component dφν2/dEν
becomes dominant over the softer dφν1/dEν. A dual power-law spectrum could be in-
dicative for different neutrino source populations such as a diffuse neutrino emission from
galactic and extra-galactic sources.
Naturally, there are many other possible flux models. However, the focus is on testing the
dependence of the tau-neutrino sensitivity on the shape of some representative astrophysical
flux models and not on testing the models themselves.
Only one parameter of interest is varied for each model while all other parameters are fixed to
a chosen value. For the single power-law model, the parameter of interest is γ, for the cutoff
model it is Ec with fixed γ, and for the dual-power law, the parameter of interest is Eb with fixed
γ1 and γ2. Note that for every model, the respective flux normalization φν is rescaled to exactly
predict the number of observed events that are expected from the benchmark flux model of
φν(Eν) = 1.5 · 10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1. The change in sensitivity is thus
only due to a different spectral shape and not due to a statistical variation of the total expected
number of events. For the single power-law model, the spectral index is scanned in γ = 2 . . . 3
to cover a wide range of measured values (c.f. Table 6.4). The cutoff model is scanned in
Ec = 500TeV . . . 10PeV while the spectral index is fixed to the benchmark value of γ = 2.3.
The lower limit of the chosen cutoff energies is purely for illustrative purposes, as there is no
indication for a sub-PeV cutoff [48]. For the dual power-law model the spectral break energy is
scanned in Eb = 200TeV . . . 5PeV while the spectral indices are fixed to γ1 = 2.9 and γ2 = 2.1.
These choices are representative for a lower and upper bound of the measured spectral index as
listed in Table 6.4. The value region of the spectral break energy covers a wide range, which
is indicative for the lack of knowledge regarding if and where a break in the spectrum could
be located. In a recently updated measurement which combines the result of the high-energy
starting event sample with the result of a through-going track analysis, there are hints (albeit
insignificant) that a spectral break energy could be of the order of a few hundred TeV [4].
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Spectral-Break Dependence of the Double Cascade Observable Distributions
Figure 6.14: Observable distributions of the double cascade sample for different spectral shapes of the
astrophysical tau-neutrino flux. The expected number of signal events in the double cascade
sample of six years is depicted as a function of the total deposited energy (left) and the
double cascade length (right). The distributions are shown for different realizations of a
spectral index γ (top), spectral cutoff energy Ec (center), and spectral break energy Eb
(bottom). See text for a full description of each flux model.
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In Figure 6.14, the double cascade observable distributions of astrophysical tau-neutrino in-
teractions in the respective topology sample are shown for the aforementioned astrophysical
neutrino flux models. Note that these are the distributions of identifiable tau-neutrino interac-
tions, i.e. only a fraction of all tau-neutrino interactions. It can clearly be seen how it decreases
with a softer spectrum. A harder spectral index shifts the maximum of the energy distribution
towards higher energies, and the slope becomes more gradual. More importantly, the length
distribution strongly depends on the spectral index due to the correlation Eντ ∼ Eτ ∼ λτ.
Consequently, a soft spectrum suppresses the number of efficiently identifiable tau-neutrino
interactions for which the tau has a long decay length. For example, a soft ∼E−3ν spectrum de-
creases the number of identifiable double cascade events at L ≃ 100m by a factor ∼ 5 compared
to a hard ∼E−2ν spectrum. A similar effect is caused by a spectral cutoff: the lower in energy
the spectral cutoff, the lower the number of high-energy neutrino interactions. Note that the
change for a cutoff at Ec = 500TeV is both drastic and unlikely because it is incompatible with
the observed PeV neutrinos [4]. A more realistic cutoff of a few PeV still has a significant impact
on the number of identifiable tau-neutrino interactions. However, the relative change weakens
with larger cutoff energies due to the decreasing identification efficiency at energies above a
few PeV (c.f. Section 4.4). The impact of a break in the astrophysical tau-neutrino spectrum
is smaller compared to the variations of the other flux models. In effect, the representation of a
varying spectral break energy is equivalent to changing the spectral index. For a very low break
energy at Eb = 200TeV, the flux is mostly dominated by the hard ∼E−2ν component, and for a
very high break energy Eb = 5PeV it is mostly dominated by the soft ∼E−3ν component. This
parametrization, however, is helpful for studying a potentially more realistic case where the flux
is neither described well by a soft spectrum nor by a hard spectrum. It can be seen that the
mixture of both, as defined by the spectral break energy, has a significant impact of the number
of identifiable tau-neutrino interactions.
In the following, the different astrophysical neutrino flux models defined in Equations 6.13 to 6.15
are incorporated by an extension of the likelihood fit. Only one additional flux parameter is
allowed to be free in the fit, while the others are fixed. The single power-law model corresponds
to the default hypothesis as described in Section 6.2.1 and has γ as a free fit parameter. For
a fit of the single power-law model with cutoff, γ is fixed to its true value and Ec is a free
parameter in the likelihood. The dual power-law hypothesis is fitted by fixing γ1 and γ2 to their
true values and adding Eb as a free parameter.6 Two-dimensional likelihood scans are performed
which depict the dependence of the astrophysical tau-neutrino fraction on the spectral index,
the spectral cutoff energy, and the spectral break energy. Confidence intervals are obtained
using Wilks’ theorem for a likelihood ratio test with two degrees of freedom.
In Figure 6.15, the likelihood scan of the tau-neutrino fraction and spectral index is shown
for four different injected values. As expected, the contours are broader for a soft spectrum.
Note that the constraints on both the tau-neutrino fraction and the spectral index are stronger
for a hard spectrum. In this case, the fit is more sensitive to the tau-neutrino fraction due
to an increase of identifiable tau-neutrino interactions, as explained above. The spectral index
itself can be better constrained for a harder spectrum due to the increase of high-energy events
that make a distinction between astrophysical and atmospheric neutrino flux easier. Note that
the two-dimensional contours are approximately parallel to the axis of the tau-neutrino fraction,
which means that they can be measured independently by the likelihood fit. As discussed in
Section 6.3.2, the spectral index is mostly constrained by the single cascade and track samples
due to the larger number of events, whereas the tau-neutrino fraction is almost exclusively
constrained by the much smaller double cascade sample.
6 Note that the likelihood fit is only changed to study the dependence of the sensitivity on the spectral shape
of the astrophysical tau-neutrino flux. These models are not tested in this analysis, because the high-energy
starting event sample is not well suited for such a fit due to the low statistical power of the data sample.
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Figure 6.15: Likelihood scan of the astrophysical tau-neutrino fraction and the spectral index. In the
central panel, the 68% contours are depicted for different injections of γ around their best-
fit values marked with ‘×’. The one-dimensional likelihood scans are shown in the top panel
for γ and in the right panel for fντ . The test statistic −2∆logL is given in units of Gaussian
standard deviations using Wilks’ theorem.
In Figure 6.16, the likelihood scan of the tau-neutrino fraction and spectral cutoff energy
is shown for four different injected values. As expected, the constraints on the tau-neutrino
fraction are increasingly stronger for a higher spectral cutoff energy. This is due to the weaker
suppression of identifiable tau-neutrino interactions at higher energies. Note that the constraints
on the cutoff energy itself become weaker with increasing values. It can be seen that the contours
do not close in the depicted energy range for a 10PeV cutoff. At these energies, the flux is so
low that the statistical power of the six-year high-energy starting event sample are too weak to
be sensitive to a spectral cutoff. The contours show no correlation between the tau-neutrino
fraction and the cutoff energy for the same reason as discussed above for the likelihood scan of
the spectral index.
In Figure 6.17, the likelihood scan of the tau-neutrino fraction and spectral break energy
is shown for four different injected values. As expected, the contours increase with a higher
spectral break energy. The constraints on the tau-neutrino fraction are increasingly weaker
due to the stronger contribution of the soft spectral component. As discussed above, a soft
spectrum reduces the number of identifiable tau-neutrino interactions significantly. Similar to
the spectral cutoff energy, the constraints on the spectral break energy itself become weaker
with increasing values. The explanation is the same as above, because the neutrino flux at a
few PeV and thereby the number of expected events are too small to be sensitive to a spectral
break in this energy range. The contours show no strong correlation between the tau-neutrino
fraction and the spectral break energy, as observed for the other flux models.
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Figure 6.16: Same as in Figure 6.15, but for the spectral cutoff energy.
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Figure 6.17: Same as in Figure 6.15, but for the spectral break energy.
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Figure 6.18: Median detection sensitivity and ex-
pected number of signal and back-
ground events as a function of the spec-
tral index (top), cutoff energy (center)
and break energy (bottom). The black
line corresponds to the detection sen-
sitivity as defined in Equation 6.9 (left
axis). The colored lines correspond to
the number of signal and background
events in the double cascade sample as
presented in Section 6.3.1 (right axis).
It can already be deduced from the two-
dimensional likelihood scans that the ability
to constrain the tau-neutrino fraction strongly
varies with the spectral shape of the assumed
astrophysical neutrino flux. In Figure 6.18,
this is quantified more precisely in terms of
the median detection sensitivity as defined
in Equation 6.9 and the expected number of
signal and background events as presented
in Section 6.3.1. A strong correlation between
the median detection sensitivity and the spec-
tral shape is visible for all three flux models. A
hard spectrum with ∼E−2.1ν as observed us-
ing the six-year through-going track sample
(c.f. Table 6.4) would correspond to a detec-
tion sensitivity of ∼ 2.9σ. However, for the
much softer spectrum ∼E−2.9ν as observed
using the six-year high-energy starting event
sample, the detection sensitivity would dras-
tically decrease to ∼ 1.8σ. While the num-
ber of background events remains approxi-
mately constant, the number of identifiable
tau-neutrino interactions is reduced by ∼ 40%
in comparison. In the intermediate range for
an ∼E−2.3ν spectrum, the median detection
sensitivity ∼ 2.6σ of the benchmark model
is recovered (c.f. Section 6.3.2). A similar
variation of the sensitivity can be seen for a
spectral cutoff. An unrealistic cutoff energy
of Ec = 100TeV would imply that the tau-
neutrino fraction cannot be constrained. A
more realistic scenario of Ec = 2.7PeV, as
obtained in the global fit, would correspond to
a detection sensitivity of ∼ 2.4σ. This does
not deviate much from the sensitivity for the
assumed benchmark flux model. As discussed
above, the variation due to the spectral break
energy is slightly smaller. A break energy at
a few PeV only corresponds to a superposed
flux that is increasingly dominated by the soft
spectral component but does not reduce the
number of high-energy neutrino interactions
as abruptly as a spectral cutoff. As expected,
the detection sensitivity decreases with an in-
creasing break energy. In the potentially in-
teresting region of a few hundred TeV, the
detection sensitivity varies between ∼ 2.4σ to
∼ 2.6σ. Also, the occurrence of a potential
spectral break does not cause a large deviation
from the sensitivity expected for the bench-
mark flux model. Note that the number of
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expected background events in the double cascade sample is approximately constant for all
spectral shapes. This is due to the unique features of the double cascade topology, for which
the misidentification rate of background events is independent of the energy but the identifica-
tion efficiency of tau-neutrino interactions increases with energy. Consequently, the variation of
the detection sensitivity due to different spectral shapes is entirely caused by a variation of the
expected number of identifiable signal events.
In summary, the diffuse astrophysical neutrino flux has been continuously measured with different
event samples of the IceCube detector. The uncertainties of its spectral shape are large, and
various possible features, such as a spectral cutoff or a spectral break, remain unknown. The
flux model with the least assumptions is a continuous single power-law spectrum, which is also
used in this analysis. The median detection sensitivity of excluding a tau-neutrino flux of zero
particularly depends on the spectral index of the power-law model and varies from ∼ 1.8−2.9σ.
Consequently, the expected outcome of the measurement of the tau-neutrino flux has large
variations. Although its estimation yields a good chance of observing ∼ 1 − 3 double cascade
events, it cannot be ruled out that none are found at all. In this case, the astrophysical tau-
neutrino flux is constrained by an upper limit.
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Figure 7.1: Event displays of all 49 high-energy starting events observed in six years with a deposited
energy above 60TeV. A complete list of the event properties can be found in the respective
publications for two, three, four, and six years of detector data [4, 43, 44, 50].
The high-energy starting event selection yields 82 events in six years, of which 49 have adeposited energy above 60TeV (see Figure 7.1). Using the ternary topology ID presented
in this thesis, 35 events are identified as single cascades, none as double cascades, and 14 as
tracks. The lack of double cascade events implies that the measured astrophysical tau-neutrino
fraction is zero and the corresponding flux can only be constrained by an upper limit.
In Section 7.1, the fit results are summarized and compared to previously published measure-
ments of the diffuse astrophysical neutrino flux using the high-energy starting event sample.
The agreement between experimental data and simulation data is discussed. In Section 7.2 and
Section 7.3, the upper limit on the astrophysical tau-neutrino flux and the measurement of the
astrophysical neutrino flavor composition, respectively, are presented in comparison to previous
measurements as well as the estimated sensitivity. In Section 7.4, the results are discussed and
implications for possible neutrino production scenarios at the cosmic sources are examined.
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7.1 Fit Results and Data-Monte-Carlo Agreement
The best-fit parameter values for the 49 events of the six-year high-energy starting event
sample are summarized in Table 7.1. The nuisance parameters are mostly fitted to their priors
with negligible deviations with respect to the modeled uncertainties. The lack of observed double
cascade events causes the best-fit value of the astrophysical tau-neutrino flux to be zero. This
will be discussed in greater detail in Section 7.2. The best-fit values of the astrophysical electron-
and muon-neutrino fluxes are approximately equal, which places the measured flavor composition
at νe : νµ : ντ ≃ 1 : 1 : 0. This will be discussed in greater detail in Section 7.3.
The best-fit value of the spectral index γ = 2.93±0.21 is softer than the modeled E−2.3ν bench-
mark spectrum used to estimate the sensitivity of this analysis (c.f. Section 6.2.1). Note that
the spectral fit using the three-year high-energy starting event sample was chosen as benchmark
model [44]. An accumulation of events at lower energies and a lack of events at higher energies in
the succeeding three years of detector data cause the spectral index to be softer than previously
observed (although the spectral fit results are still compatible within uncertainties). In addition,
an error in the neutrino cross section calculation caused an overestimation of the astrophysical
neutrino flux in previous measurements [43, 44, 50]. This was corrected in the most recent
iteration, which causes the flux normalization to be ∼ 20% lower [4]. The corrected neutrino
cross section model is also used in this analysis. Both the softer spectral index and the lower
flux normalization reduce the estimated astrophysical tau-neutrino sensitivity of this analysis
(c.f. Section 6.3.4). The best-fit values of the astrophysical neutrino flux normalizations are in
agreement with the published results using the same data sample, in which the flux was fitted as
a sum of all flavors with a fixed composition of νe : νµ : ντ = 1 : 1 : 1 [4]. The resulting best-fit
spectrum was φν(Eν) = (2.46 ± 0.8) · 10−18(Eν/100TeV)−2.92+0.33−0.29 GeV−1 cm−2 sr−1 s−1 per
flavor. The best-fit value of the spectral index is the same in both analyses. The flux sum
φνtot = φνe +φνµ+φντ is slightly different, i.e. φνtot = (6.41
+2.72
−1.97) ·10−18 GeV−1 cm−2 sr−1 s−1
at 100TeV for this analysis and φνtot = (7.38 ± 2.4) · 10−18 GeV−1 cm−2 sr−1 s−1 at 100TeV
for the previously published result. This difference is reasonable due to the different neutrino
effective areas for each flavor and is expected when each flavor component is allowed to be free
in the fit rather than being constrained to νe : νµ : ντ = 1 : 1 : 1.
Model Parameter Best-Fit Unit
φνe astro. νe normalization 3.27
+1.02
−1.08 10
−18 GeV−1 cm−2 sr−1 s−1
φνµ astro. νµ normalization 3.14
+2.30
−1.65 10
−18 GeV−1 cm−2 sr−1 s−1
φντ astro. ντ normalization 0.00
+1.03
−0.00 10
−18 GeV−1 cm−2 sr−1 s−1
γ astro. spectral index 2.93+0.21−0.21 −
φmuon atm. muon normalization 1.01+0.27−0.27 GaisserH4a× taggedmuon data
φconv atm. conv. normalization 1.04+0.28−0.28 HKKMS06× CR-kneemod.× self-veto prob.
φprompt atm. prompt normalization 0.00+0.53−0.00 ERS× CR-kneemod.× self-veto prob.
ξE energy scale 1.00+0.10−0.16 SPICELea× 0.99DOMefficiency
ξA ice anisotropy scale 1.00+0.24−0.30 SPICELea
Table 7.1: Best-fit parameter values using the six-year high-energy starting event sample above 60TeV
deposited energy. The astrophysical flux normalizations are given for a single power-law model
at 100TeV neutrino energy and correspond to the sum of neutrinos and antineutrinos. The
uncertainties are at 68% confidence level obtained from a profile likelihood scan and by using
Wilks’ theorem. Note that Wilks’ theorem is only employed for estimating the uncertainties
in the context of this overview. Proper constraints on φνe , φνµ and φντ are derived from
pseudo experiments through Monte Carlo simulation (see Section 7.2 and Section 7.3).
7.1 Fit Results and Data-Monte-Carlo Agreement 153
As described in Section 5.3, the double cascade event topology and related observables could
only be tested on Monte Carlo simulation data and on experimental flasher LED data. Therefore,
it is vital to test the agreement between simulation and experimental data using the 49 high-
energy starting events. For this purpose, the best-fit parameter values listed in Table 7.1 are used
to calculate the Monte Carlo sum of all flux components. Observables that are fitted directly
(deposited energy and zenith angle) necessarily reflect the best possible agreement between
simulated and experimental data. However, observables that are indirectly used to calculate
the topology ID (energy confinement, energy asymmetry, and double cascade length) are more
important with respect to testing the agreement between experimental and simulated data.
In Figure 7.2, the best-fit Monte Carlo sum is shown in comparison to the experimental data
for the deposited energy and zenith angle. The depicted distributions are combined for all
topology samples. Statistical and systematic uncertainties of the Monte Carlo sum are shown as
shaded areas. Statistical errors of experimental data are calculated using the Feldman-Cousins
approach [235]. It can be seen that simulated and experimental data agree well within errors.
An interesting feature of the deposited energy distribution is visible at high energies. The
under-fluctuation of events at a few hundred TeV and the over-fluctuation at a few PeV might
indicate that the astrophysical neutrino spectrum could be more complex than the assumed
single power-law hypothesis. The statistical power of the currently available data, however, is
too limited to constrain different flux models. The impact of the flux model in the context of the
neutrino flavor composition will be discussed in Section 7.4. Note that a slight mismatch in the
zenith angle distribution might be possible. Though not significant with respect to the depicted
uncertainties, it seems that the contribution of up-going events in the detector is overestimated
and the contribution of down-going events is underestimated. This effect might be linked to the
uncertainty of the optical properties of the hole ice (c.f. Section 6.2.3) and is currently under
investigation in complementary analyses [61, 247].
In Figure 7.3, the agreement between simulated data and experimental data is shown for the
energy asymmetry and energy confinement. These observables are related to tau-neutrino
identification and are used to define the ternary topology ID (c.f. Section 4.3.2). The distri-
butions are shown for events which pass the selection criteria of the first level of the double
cascade classification as depicted in Figure 4.9. It can be seen that simulated and experimental
data agree well within errors. This is particularly important, because these observables are used
to calculate the ternary topology ID which is part of the likelihood fit.
In Figure 7.4, the length separation and ternary topology ID are shown. The length separa-
tion is an additional selection criteria and corresponds to the second level of the double cascade
classification, as depicted Figure 4.9. Events with a length L < 10m contribute to the single
cascade topology sample and events with L ≥ 10m contribute to the double cascade topol-
ogy sample. The ternary topology ID is calculated with the additional selection criteria using
the energy asymmetry and energy confinement (third and fourth level of the double cascade
classification in Figure 4.9). As initially mentioned, 35 events out of all 49 events observed
above 60TeV are classified as single cascades, none as double cascades, and 14 as tracks. It
can be seen that the topology ID of simulated data and experimental data agree well. Note
that the expectation of the double cascade topology sample is substantially determined by the
astrophysical tau-neutrino fraction. Because the distribution is shown for the Monte Carlo sum
of the best-fit parameter values and the best-fit flavor composition is νe : νµ : ντ ≃ 1 : 1 : 0,
the depicted expectation in the double cascade topology bin is a pure background description
for the astrophysical tau-neutrino fraction. As can be seen, an observation of zero events in
the double cascade sample agrees well with the background-only expectation. However, a po-
tential disagreement with flavor compositions that have a tau-neutrino fraction larger than zero
expected at Earth, such as νe : νµ : ντ ≃ 1 : 1 : 1 due to the production and decay of charged
pions at the cosmic sources, will be discussed in Section 7.3.
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Figure 7.2: Observable distributions of the total deposited energy (left) and the zenith angle (right) for
experimental data and the sum of all Monte Carlo best-fit flux templates listed in Table 7.1.
Statistical and systematic uncertainties of the Monte Carlo sum are depicted as shaded areas.
Events with a deposited energy between 60TeV and 10PeV are included in the likelihood fit.
The zenith angle distribution is only shown for these events.
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Figure 7.3: Observable distributions of the energy asymmetry (left) and the energy confinement (right)
for experimental data and the sum of all Monte Carlo best-fit flux templates. The distributions
include events with a deposited energy between 60TeV and 10PeV and which pass the first
level of the double cascade classification as depicted in Figure 4.9.
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Figure 7.4: Observable distributions of the length separation (left) and the topology ID (right) for experi-
mental data and the sum of all Monte Carlo best-fit flux templates. The distributions include
events with a deposited energy between 60TeV and 10PeV and which pass the second (left)
and the final (right) levels of the double cascade classification as depicted in Figure 4.9.
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7.2 Upper Limit on the Astrophysical Tau-Neutrino Flux
The lack of observed double cascade events causes the measured astrophysical tau-neutrino flux
to be zero. However, the non-observation is information that can still be used to derive an upper
limit on the flux. As described in Section 6.3.2, the developed ternary topology ID is a significant
improvement towards tau-neutrino identification compared to the preceding binary topology ID.
Consequently, this allows for much stronger constraints on the astrophysical tau-neutrino flux
than was previously possible using the high-energy starting event sample.
In Figure 7.5, a profile likelihood scan of the astrophysical tau-neutrino flux is depicted. The
test statistic −2∆logL is a likelihood ratio comparing the best-fit result φντ = 0 to a fixed
value φντ ≥ 0. For each scan point, all remaining fit parameters are free to float to their
conditional best-fit values. Assuming Wilks’ theorem is valid, the estimated 90%CL upper limit
flux is φu.l.ντ ≤ 2.68 · 10−18 (Eντ/100TeV)−2.97 GeV−1 cm−2 sr−1 s−1. It is derived from the
critical test statistic value λc = λobs ≃ 2.7 for which the modeled test statistic distribution
yields χ2k=1(λ ≤ λc) = 90%. The validity of this result is assessed by generating 1 000 pseudo
experiments from Monte Carlo simulation, for which a true flux of φντ = φ
u.l.
ντ and the conditional
best-fit values of all remaining model parameters at φντ = φ
u.l.
ντ are injected (see Appendix C.2).
The coverage of the cumulative test statistic distribution for test statistic values smaller than
the observed value λobs ≃ 2.7 is (90 ± 1)%, which means that the estimated upper limit flux
derived from Wilks’ theorem and the more precise upper limit flux derived from performing
Monte Carlo pseudo experiments are in fact equal within uncertainties.
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Figure 7.5: Profile likelihood scan of the astrophysical tau-neutrino flux. The flux normalization φντ is
quoted at 100TeV neutrino energy. The black line corresponds to the profile likelihood (left
axis) which is defined by the likelihood ratio −2∆logL comparing a fixed value φντ ≥ 0 to the
best-fit value φντ = 0. The colored lines correspond to the conditional best-fit values of the
remaining fit parameters (right axis). The 90%CL upper limit is indicated by the dashed line.
The confidence interval is derived from Monte Carlo pseudo experiments (see Appendix C.2).
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Note that this upper limit is not restricted by additional assumptions on the shape and composi-
tion of the astrophysical neutrino flux, i.e. the electron- and muon-neutrino flux normalizations
and the spectral index are free to float in the constrained likelihood fit. The resulting neu-
trino flavor composition at the obtained upper limit of the astrophysical tau-neutrino flux is
νe : νµ : ντ = 0.33 : 0.40 : 0.26 and the spectral index γ = 2.97 is slightly softer than the
global best-fit value γ = 2.93. In contrast, this result is different from a previously published up-
per limit of φu.l.ντ ≤ 5.1 ·10−18 (Eντ/100TeV)−2 GeV−1 cm−2 sr−1 s−1 based on the double pulse
method [68]. In that case, the upper limit was derived assuming a fixed flavor composition of
νe : νµ : ντ = 1 : 1 : 1 and a fixed spectrum of E−2ν . Consequently, the analysis presented in this
thesis does not simply improve the upper limit by a factor ∼ 2, but rather places a significantly
stronger constraint on the astrophysical tau-neutrino flux at a much steeper spectrum.1
The stronger constraints on the astrophysical tau-neutrino flux also entail a potential disagree-
ment between the measured flavor composition νe : νµ : ντ ≃ 1 : 1 : 0 and the benchmark
flavor composition νe : νµ : ντ ≃ 1 : 1 : 1. A first test is realized by constraining the likelihood
fit to only two independent components φνe+νµ and φντ with a fixed ratio νe : νµ = 1 : 1.
Thereby, the flavor composition νe : νµ : ντ = 1 : 1 : 1 can be assessed by a one-dimensional
profile likelihood scan of φντ . In this case, the observed and the benchmark flavor compositions
agree with a p-value of ∼ 13.4%. The measurement of the neutrino flavor composition in which
all flavor fractions are examined simultaneously will be presented in the following section.
7.3 Measurement of the Astrophysical Neutrino Flavor Composition
The measurement of the astrophysical neutrino flavor composition is shown in Figure 7.6. The
best-fit flavor composition is νe : νµ : ντ = 0.51 : 0.49 : 0. Confidence regions are obtained
by evaluating a likelihood ratio in a profile likelihood scan. The test statistic −2∆logL com-
pares the global best-fit values of the unconstrained fit to the conditional best-fit values of
all remaining model parameters at a fixed scan point (fνe , fνµ , fντ = 1 − fνe − fνµ). It may
be modeled by a χ2-distribution with two degrees of freedom if Wilks’ theorem holds. The
confidence regions depicted in Figure 7.6 are calculated using Wilks’ theorem, because a full
Feldman-Cousins-construction of the entire flavor composition phase space is computationally
extremely demanding. Instead, the validity of Wilks’ theorem is only assessed for a few select
flavor compositions by comparing the coverage of the test statistic distribution from Monte
Carlo pseudo experiments to the coverage of a χ2-distribution (see Appendix C.2). It can be
concluded that a large fraction of the flavor composition phase space is slightly over-covered,
i.e. Wilks’ theorem yields a conservative confidence region. Although the central part of the
68% confidence region seems to suffer from a slight under-coverage, the χ2-approximation is
deemed sufficient for the presentation of the measurement result in Figure 7.6. In contrast, the
confidence levels of the source scenario tests are derived from the exact test statistic distribution
of Monte Carlo pseudo experiments in order to be more precise (see below).
The best-fit flavor composition νe : νµ : ντ = 0.51 : 0.49 : 0 agrees well with the previously
published measurement of νe : νµ : ντ = 0.49 : 0.51 : 0 using a combination of multiple IceCube
data samples in a global fit [46]. In comparison, the respective confidence regions depicted in
Figure 7.6 illustrate that fντ is constrained rather tightly by employing the ternary topology ID.
This is due to the additional double cascade event topology and is in agreement with the result
presented in the previous section. In contrast, the global fit yields a large degeneracy between
fνe and fντ because it is based on a binary topology ID which only distinguishes between cascade-
1 As explained in Section 4.3.2, the method of the previously published double pulse analysis has been based
on a pure counting experiment which did not include a fit of the energy spectrum. Note, however, that the
previous upper limit has been derived using only three years of detector data.
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like and track-like events. However, the constraints on fνµ are much stronger for the global fit,
which can be explained by the different underlying data samples. The global fit is based on a
few thousand track events compared to only 14 track events in the high-energy starting event
sample. As tracks are predominantly induced by muon-neutrino interactions, fνµ is constrained
much better by the global fit. Note that the tilt of the contours obtained in this analysis
compared to the contours from the global fit can also be explained by the composition of the
respective data samples. Although no double cascade event is observed, the combination of 35
single cascade and 14 track events cannot be explained by an independently scaling fντ . Because
electron-neutrino interactions do not induce track events (aside from the Glashow resonance),
the few observed track events can only be compensated by an increasing fντ , due to the muonic
tau decay, if fνµ is simultaneously decreased. This effect is significantly less pronounced for the
global fit because the numerous track events cause a decoupling of fντ from fνµ . Evidently, the
incorporation of the ternary topology ID into the global fit would significantly increase the overall
constraints on the astrophysical neutrino flavor composition. However, this effort is outside the
scope of this thesis, but is currently investigated by the IceCube collaboration (see Chapter 8).
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Figure 7.6: Profile likelihood scan of the astrophysical neutrino flavor composition at Earth. Each point
in the triangle plot corresponds to a flavor composition νe : νµ : ντ which is read off the
corresponding axes along the direction of the ticks. The result of this analysis is based on
the six-year high-energy starting event sample using the ternary topology ID. The best-fit
flavor composition of 0.51 : 0.49 : 0 is marked with a white ‘×’. The white solid and dashed
lines represent the 68% and 95% confidence regions, respectively, obtained from the χ2-
approximation. Three flavor compositions expected at Earth from different source scenarios
are marked with differently colored ‘□’ (c.f. Section 2.3.3). The best-fit flavor composition
of a previous measurement is marked with a gray ‘×’, and the 68% and 95% confidence
regions are represented by the gray solid and dashed lines, respectively [46].
158 7 Results
The marked flavor compositions expected at Earth represent different production scenarios at the
neutrino sources (c.f. Section 2.3.3): the pion-production scenario with a flavor composition of
1 : 2 : 0, the neutron-beam scenario with 1 : 0 : 0, and the muon-damped scenario with 0 : 1 : 0.
The flavor compositions expected at Earth are altered to 0.31 : 0.35 : 0.34, 0.55 : 0.19 : 0.26,
and 0.19 : 0.43 : 0.38, respectively, by using the oscillation parameters for an inverted neutrino
mass hierarchy listed in Table 2.1. The compatibility of each source scenario with the observed
flavor composition is assessed by a likelihood ratio test using the test statistic distribution from
Monte Carlo pseudo experiments (see Appendix C.2). This procedure yields p = 37.5% for
the pion-production scenario, p = 23.6% for the muon-damped scenario, and p = 26.1% for
the neutron-beam scenario. Consequently, all tested source scenarios are compatible with the
measured neutrino flavor composition.
7.4 Discussion
It was estimated that ∼ 1−3 tau-neutrino interactions could have been identified via the double
cascade event topology (c.f. Section 6.3.1). However, the sensitivity strongly depends on the
spectral shape of the assumed flux model (c.f. Section 6.3.4). In fact, the median detection
sensitivity varied between ∼ 1.8−2.9σ (p = 0.2%−3.6%), depending on the spectral index. The
accumulation of events at lower energies, and the lack of events at higher energies over recent
years, reduce the expected number of identifiable tau-neutrino interactions significantly. In
Figure 7.7, the energy distributions for signal and background double cascade events are depicted
for the assumed ∼E−2.3ν benchmark spectrum alongside the ∼E−2.9ν best-fit spectrum. The
distribution for the benchmark flux model illustrates that the largest tau-neutrino contribution
expected in the double cascade sample is in an energy region with an observed deficit of events.
This is due to the steeply increasing tau-neutrino identification efficiency from ∼ 200TeV to
∼ 2PeV (c.f. Section 4.4). Consequently, the lack of observed events in the few hundred
TeV to PeV range, and the resulting soft fit of the spectrum, significantly reduce the expected
number of identifiable tau-neutrino events. Note that neither of the spectral slopes appear to
be a precise description of the observed distribution in this energy range. Even the ∼E−2.9ν
best-fit spectrum overestimates the contribution below ∼ 1PeV and underestimates it above.
If the softer spectrum of the observed astrophysical neutrino flux is taken into account, the ex-
pected number of identifiable tau-neutrino interactions reduces to 1.48+0.08−0.08, while the expected
number of background events remains at 0.93+0.26−0.09. The median detection sensitivity becomes
αdetντ ≃ 1.7σ (p ≃ 4.5%). These estimates are derived by assuming the best-fit per-flavor flux
of φν(Eν) = 2.46 · 10−18(Eν/100TeV)−2.92 GeV−1 cm−2 sr−1 s−1 which is obtained under the
assumption of equal flavor fractions. This is compatible with the p-value of ∼ 13.4% when
comparing the benchmark flavor composition νe : νµ : ντ = 1 : 1 : 1 to the observed flavor
composition νe : νµ : ντ = 1 : 1 : 0 in a one-dimensional likelihood ratio test (c.f. Section 7.2).
Another method of describing the astrophysical neutrino flux which is less dependent on the spec-
tral modeling is a differential unfolding of the energy spectrum [44]. The idea is to parametrize
the flux as a piecewise function of constant ∼E−2ν spectra for which independent flux normal-
izations are fitted in each neutrino energy bin instead of fitting a continuous single power-law
spectrum over the entire energy range. The result is shown in Figure 7.8 for the six-year high-
energy starting event sample in comparison to the best-fit result of the single power-law flux
model. It can be seen that both the differential unfolding and the power-law model agree within
uncertainties. Although this ansatz reduces the assumption of the spectral shape, it is still
necessary to assume a flavor composition for the flux.2
2 The remaining model assumptions which require the astrophysical neutrino flux to contain equal amounts of
neutrinos and antineutrinos and to arrive isotropically at Earth are also retained.
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Figure 7.7: Deposited energy distributions expected for the benchmark ∼E−2.3ν (left) and the observed
∼E−2.9ν (right) energy spectra of the astrophysical neutrino flux. The number of events in the
six-year high-energy starting event sample is depicted for experimental data and the sum of
all Monte Carlo best-fit flux templates. Statistical and systematic uncertainties are shown as
shaded areas. Expected astrophysical tau-neutrino signal and background distributions of the
double cascade sample are depicted for both flux models assuming νe : νµ : ντ = 1 : 1 : 1.
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νe : νµ : ντ = 1 : 1 : 1 and for the sum of ν + ν¯.
Figure adapted from [4].
Naturally, it would be desirable to
perform the differential unfolding
separately for each flavor. This
would eliminate the assumption that
each flavor has the same spectral
shape (c.f. Section 6.2.1). In ad-
dition, it would certainly be of in-
terest to measure the flavor com-
position as a function of the en-
ergy, because many neutrino fla-
vor production processes are energy-
dependent (c.f. Section 2.3.3).
However, the statistical power of the
data sample is too weak to obtain
a meaningful result. Instead, the
differential unfolding of the energy
spectrum is performed by assuming
the benchmark flavor composition
of νe : νµ : ντ = 1 : 1 : 1.3 The ob-
tained neutrino spectrum is then
used to refit the data for the per-
flavor astrophysical neutrino fluxes
without the need to include the
3 Note that the result of the differential unfolding does not significantly change if the best-fit flavor composition
νe : νµ : ντ ≃ 1 : 1 : 0 is assumed, which can be explained for two reasons. First, the neutrino effective
areas of the high-energy starting event selection are similar for electron- and tau-neutrino interactions (c.f.
Section 4.2). Hence, the corresponding expected event rate due to each flavor is approximately the same.
Second, electron- and tau-neutrinos predominantly induce single and double cascade events, respectively, for
which the relation between the total deposited energy and the neutrino energy is similar (c.f. Section 4.3.1).
Hence, the contribution of both event topologies to each unfolded neutrino energy bin is about the same.
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spectral index. Although the best-fit astrophysical tau-neutrino flux remains zero, the upper
constraint is marginally stronger. This is due to the increased contribution of events in the
neutrino energy region of a few PeV relative to the decreased contribution in the few hundred
TeV region of the differential energy spectrum. Because the tau-neutrino identification effi-
ciency is maximal near ∼ 1PeV neutrino energy (c.f. Section 4.4), the folding of the differential
energy spectrum with the energy-dependent tau-neutrino identification efficiency happens to
approximately retain the expected number of identifiable tau-neutrino interactions at 1.45+0.08−0.08
while the expected number of background events reduces to 0.73+0.20−0.07. The best-fit result of
the flavor composition for the differential energy spectrum is νe : νµ : ντ = 0.53 : 0.47 : 0
and agrees with the best-fit flavor composition νe : νµ : ντ ≃ 0.51 : 0.49 : 0 based on the
power-law flux model (c.f. Section 7.3). Because the spectral index is removed from the like-
lihood, the conditional fits at fixed neutrino flavor fractions are slightly more constrained than
they are when using a power-law flux model. In comparison, the compatibility of the measured
flavor composition with the tested source scenarios changes only slightly. The assumption of a
differential energy spectrum yields p = 41.0% for the pion-production scenario, p = 21.1% for
the muon-damped scenario, and p = 31.5% for the neutron-beam scenario. Hence, all tested
source scenarios remain compatible with the measured flavor composition.
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Figure 7.9: Comparison of the measured and theoretical astrophysical neutrino flavor compositions at
Earth. The measurement result and the source scenarios are the same as in Figure 7.6.
The best-fit flavor composition 0.51 : 0.49 : 0 is marked with ‘×’. The solid and dashed
lines mark the 68% and 95% confidence regions, respectively. Three flavor compositions
expected at Earth from different production scenarios at the source are marked with ‘□’.
The colored regions correspond to the uncertainty of each composition due to a variation
of the mixing parameters within the 3σ range listed in Table 2.1. The gray area represents
the composition expected at Earth for any possible production scenario (x : y : 1 − x − y)
including the aforementioned uncertainties of the oscillation parameters.
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As discussed above, a measured tau-neutrino fraction of zero is not unexpected. However, it
is worth noting that no production scenario for astrophysical neutrinos is expected to produce
a vanishing tau-neutrino fraction at Earth. Hence, the model uncertainties of the predicted
astrophysical neutrino fractions observable at Earth are of particular interest in this context.
In Figure 7.9, the best-fit flavor composition derived by assuming the power-law flux model
is compared to generalized source scenarios which are possible theoretically if standard three-
flavor neutrino oscillations are assumed. The different regions represent flavor compositions
expected at Earth due to a variation of the neutrino mixing parameters within 3σ uncertainties
(c.f. Section 2.3.3). The corresponding possible phase space of the tau-neutrino fraction is
small compared to the electron- and muon-neutrino fractions. This is illustrated by the shape
of the gray region in Figure 7.9, which happens to be tilted such that it is nearly parallel to the
axis of the tau-neutrino fraction. The resulting variation expected at Earth is fντ = 0.33
+0.01
−0.03
for the pion-production scenario (νe : νµ : ντ = 1 : 2 : 0), fντ = 0.38
+0.02
−0.04 for the muon-
damped scenario (νe : νµ : ντ = 0 : 1 : 0) and fντ = 0.23
+0.08
−0.08 for the neutron-beam scenario
(νe : νµ : ντ = 1 : 0 : 0). The overall variation of the tau-neutrino fraction for any possible
production scenario is fντ = 0.31
+0.16
−0.16. The quoted central values correspond to the mean of
the projected distributions, and the range represents the aforementioned uncertainties at 3σ
confidence level. Therefore, the predicted tau-neutrino fraction at Earth is not expected to vary
by more than ∼ 50% in either direction compared to the benchmark of fντ = 1/3, which is used
to estimate the sensitivity of the analysis. In particular, fντ = 0 is excluded for standard model
particle physics and neutrino oscillations.
Hypothetically, a tau-neutrino fraction of zero could be explained by extreme variations of certain
beyond-standard-model theories (c.f. Section 2.3.4). This, however, is theoretically less moti-
vated and not supported experimentally by the presently available data. A tau-neutrino fraction
of zero could also be explained within the context of standard model physics, if all observed 49
high-energy starting events above 60TeV were of atmospheric origin. This is due to the large
suppression of tau-neutrino production in the atmosphere (c.f. Section 2.2.2). However, the
atmospheric-only hypothesis is excluded at a significance of ∼ 8σ with the six-year high-energy
starting event sample alone. In addition, multiple other IceCube analyses as listed in Table 6.4
have detected a diffuse astrophysical neutrino flux at high significance.
It can therefore be concluded that the most plausible explanation for the lack of observed tau-
neutrino interactions is a statistical under-fluctuation of high-energy events, which may occur
in combination with a more complex spectral shape than the single power-law flux model. The
constraints on the astrophysical neutrino flavor composition are only marginally different for
the power-law and the differential flux model. There is no significant disagreement between
the observed flavor composition and any possible composition expected from different source
scenarios. Considering the currently available amount of data and the improved but limited
efficiency of the tau-neutrino identification method presented in this thesis, even a persisting
lack of double cascade events will not introduce a significant tension between observed and
expected flavor compositions for some time yet. Nevertheless, it is expected that the number
of identified tau-neutrino interactions will not remain zero by adding more detector data in the
next few years. Future experiments in particular, as well as supplementary improvements to the
IceCube detection methods, may further increase the sensitivity to the astrophysical neutrino
flavor composition. These efforts will be briefly discussed in the following chapter.
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Figure 8.1: Projected sensitivity to the astrophysical neutrino flavor composition over 15 years of de-
tector operation time. Each point in the triangle plot corresponds to a flavor composition
νe : νµ : ντ which is read off the corresponding axes along the direction of the ticks.
Contours represent the 68% confidence regions. IceCube constraints are based on the high-
energy starting event sample without and with ντ identification using the binary topology
ID (cascade, track) and the ternary topology ID (single cascade, double cascade, track),
respectively. The IceCube-Gen2 contour is based on the combined operation of IceCube
and the IceCube-Gen2 extension for which only the cascade and track event topologies
are used [248]. Three flavor compositions expected at Earth from different production
scenarios at the source are marked with ‘□’. The injected astrophysical neutrino flux is
φν(Eν) = 1.5 · 10−18(Eν/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 per flavor. The injected flavor
composition corresponds to the pion-production scenario (1 : 2 : 0) at the source.
An unambiguously identified tau-neutrino interaction in the IceCube detector remains undis-covered. The observation of a high-energy tau-neutrino would have been the first of its
kind and a smoking-gun signature of astrophysical neutrinos. As their origin is yet to be revealed,
the energy spectrum and flavor composition of the measured diffuse neutrino flux contain valu-
able information about the production mechanisms at their sources. Any knowledge that can
be gained from studying astrophysical neutrinos naturally supports the pursuit of answering the
century-old question of the origin of the highest-energy cosmic rays.
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The goal of the analysis presented in this thesis has been the identification of tau-neutrino
interactions in the IceCube detector and the measurement of the astrophysical neutrino flavor
composition with hitherto unprecedented constraints on the tau-neutrino fraction. The method
is based on the double cascade event topology that is unique to the tau-flavor. It is characterized
by a highly energetic charged-current tau-neutrino interaction with a nucleus in the ice, which
produces a hadronic cascade and a tau lepton. After an energy-dependent propagation length,
the tau decays and produces another hadronic or an electromagnetic cascade, thereby linking
two subsequent cascades. An identification method for tau-neutrino interactions has been de-
veloped by reconstructing the double cascade event topology. A ternary topology ID of single
cascade, double cascade, and track events has been constructed, thereby allowing a neutrino
flavor discrimination that is sensitive to all flavors. An anisotropy of the light scattering in the
Antarctic ice was determined to be a major source of error for tau-neutrino identification. For
the first time, it has been incorporated into existing reconstruction algorithms and tested using
experimental flasher LED data. The astrophysical neutrino flavor composition has been mea-
sured via a binned maximum likelihood fit using the high-energy starting event sample collected
between 2010 and 2016. Depending on the assumed spectral shape of the astrophysical neu-
trino flux, ∼ 1− 3 identifiable tau-neutrino interactions are expected, and the median detection
sensitivity of excluding φντ = 0 is estimated to ∼ 1.8− 2.9σ (p = 0.2%− 3.6%).
No double cascade candidate event has been observed in the six-year high-energy starting event
sample. Consequently, the astrophysical tau-neutrino flux is constrained by a 90%CL upper
limit of φu.l.ντ ≤ 2.68 · 10−18 (Eντ/100TeV)−2.97 GeV−1 cm−2 sr−1 s−1. This is a significant
improvement compared to a previous result based on the double pulse method, which produced
a considerably weaker upper limit flux at a much harder ∼E−2ν spectrum [68]. The measured
astrophysical neutrino flavor composition νe : νµ : ντ ≃ 0.51 : 0.49 : 0 agrees well with
a previous result obtained by using multiple IceCube data samples in a global fit [46]. All
tested neutrino source scenarios, such as the production and decay of charged pions with a
flavor composition of νe : νµ : ντ = 1 : 2 : 0 at the source, the neutron-beam scenario with
νe : νµ : ντ = 1 : 0 : 0, or the muon-damped scenario with νe : νµ : ντ = 0 : 1 : 0, are
compatible with the observed flavor composition (p ≃ 20% − 40%). The differences between
the power-law and the differential flux model are marginal. It has been concluded that the lack of
observed tau-neutrino interactions is not significant and most plausibly explained by a statistical
under-fluctuation of high-energy events in recent years. The lack thereof may be connected to
a more complex spectral shape than the assumed power-law flux model.
Although no double cascade candidate event has been observed in experimental data, great
improvements have been achieved in the context of this thesis. The reconstruction of double
cascade events has been established and the formerly assumed resolution limit of the tau decay
length has been decreased from a few hundred meters to ∼ 10− 20m. Previous measurements
of the flavor composition were only based on a binary topology ID, which is able to distinguish
cascade- from track-like events. As both electron- and tau-neutrino interactions predominantly
produce cascade-like events, a degeneracy between both flavors left the tau-neutrino fraction
largely unconstrained. The development of a ternary topology ID based on the double cascade
event topology has broken this degeneracy and has significantly improved the constraints on the
tau-neutrino fraction. The ice anisotropy, which had previously not been modeled as a major
systematic error, has been incorporated into reconstruction algorithms. It has been shown that
a correct treatment of the ice anisotropy is necessary to avoid a reconstruction bias of the
tau decay length. The extension of the reconstruction algorithms is not only relevant for the
analysis presented in this thesis, but is also applicable to any cascade-like event search in IceCube.
For the first time, the in-situ LED calibration system of IceCube has been used to construct
experimental double flasher events for testing the novel methods. The search for high-energy
tau-neutrinos will certainly continue and benefit from the work presented in this thesis.
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In the future, a longer detector operation time will naturally increase the expected number of
identifiable tau-neutrino interactions in IceCube. The projected sensitivity over 15 years of detec-
tor operation time is shown in Figure 8.1. Evidently, the constraints improve due to the stronger
statistical power relative to the six-year data sample. Even with more data, the tau-neutrino
fraction remains strikingly unconstrained, unless the ternary topology ID is employed. While the
IceCube detector continues to collect data, multiple efforts are investigated for improving the
constraints on the flavor composition and the tau-neutrino fraction, in particular. A combina-
tion of different event selections, similar to the global fit with the extension of the tau-neutrino
identification presented in this thesis, provides a sensible basis for continued investigation [247].
This will improve the constraints on the muon-neutrino fraction due to the inclusion of a larger
track-like event sample. However, it will not add more high-energy events and will therefore
not change the lack of observed tau-neutrino interactions. Consequently, another approach is
to extend the search for tau-neutrinos to other high-energy event selections that are not based
on a veto technique [249]. Without discarding events in the outer regions of the detector, the
fiducial volume is approximately twice as large. However, this extension is not trivial because the
reconstruction of double cascade events in the outer parts of the detector is less precise due to
the reduced amount of detected light. Studies based on Monte Carlo simulation show that this
approach increases the expected number of identifiable tau-neutrino interactions by ∼ 20−45%
compared to the sensitivity presented in this thesis. Another approach is an improvement of the
double pulse method with a targeted extension to lower energies [250].
An even larger neutrino observatory, IceCube-Gen2, is envisioned for the future [251]. The plan
is to construct it around the IceCube detector using enhanced drilling and detector technologies.
A possible scenario is the deployment of ∼ 120 new strings with an average spacing of ∼ 240m
corresponding to ∼ 10 times the volume of IceCube. Studies based on Monte Carlo simulation
suggest that identifiable tau-neutrino interactions above 1PeV neutrino energy increase by a
factor of ∼ 5− 10 compared to IceCube, depending on energy [251]. The projected constraints
on the flavor composition for IceCube-Gen2 are also depicted in Figure 8.1. Note that they are
obtained by assuming a binary topology ID for the high-energy starting event selection. Hence,
the constraints should be compared to the IceCube contours without tau-neutrino identification.
It can be seen how the shape of the contours remains the same but the area is much smaller due
to the larger detector volume. The incorporation of tau-neutrino identification into IceCube-
Gen2 sensitivity studies is part of future work. Figure 8.1 still illustrates the large potential of a
next-generation experiment combined with improved methods for neutrino flavor discrimination.
A different detection technique is based on radio emission from electromagnetic showers that are
induced by extremely energetic neutrino interactions in the Antarctic ice. It is employed by the
Askaryan Radio Array (ARA) [252], which will be built around the IceCube detector. The goal
is to be sensitive to an energy region above a few hundred PeV, thereby filling the gap between
measurements of the diffuse astrophysical neutrino flux and the extra-galactic cosmic-ray flux
(c.f. Figure 1.1). A new radio detection experiment in Antarctica specifically designed to search
for tau-neutrinos is proposed in [253]. Its aim is to search for highly energetic tau-neutrinos
interacting in a nearby mountain by detecting radio emission from the air shower of the tau decay.
A similar experimental setup to search for Earth-skimming tau-neutrinos by employing Cherenkov
light instead of radio emission has been examined with the MAGIC telescope [254]. Although
experimentally challenging, it may be a promising endeavor for the planned Cherenkov Telescope
Array (CTA) with larger effective areas than current IACTs [255]. The Cubic Kilometer Neutrino
Telescope (KM3NeT), currently under construction in the Mediterranean Sea, may further
contribute to the characterization of the astrophysical neutrino flux [256] and potentially detect
tau-neutrinos [257]. The first identification of a high-energy tau-neutrino interaction in IceCube
is likely to occur within the next few years. Other current and future experiments, many of
which have not been mentioned, may significantly contribute to this pursuit.
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The detection of a high-energy tau-neutrino would only be a small advancement in the search for
the sources of the highest-energy neutrinos and cosmic rays. After decades of research as well as
the design, construction, operation, and enhancement of many experiments, two new windows
to the universe were opened just within the last few years. In 2013, the IceCube Neutrino
Observatory laid the foundation for the discovery of astrophysical neutrinos [43]. This result
was promptly honored with the Breakthrough of the Year 2013 award by the British magazine
Physics World. On September 14, 2015, gravitational waves from a black hole merger event
were discovered by the Laser Interferometer Gravitational-Wave Observatory (LIGO) [258].
For this ground-breaking observation Kip Thorne, Rainer Weiss, and Barry Barish were awarded
the Nobel Prize in Physics in 2017. In combination, both discoveries truly herald the dawn
of multi-messenger astronomy. Today, the highest-energy processes in the universe can be
readily observed via photons, cosmic rays, neutrinos, and gravitational waves with specific types
of observatories. Efforts are increasingly focused on creating a global network of telescopes,
with the aim of exchanging rapid notifications about transient phenomena and increasing the
availability of simultaneously recorded multi-messenger observations. The first gravitational-
wave event in 2015 was followed up by the IceCube and ANTARES experiments and found no
correlated neutrinos [259]. On August 17, 2017, another gravitational-wave event from a binary
neutron star merger was discovered to coincide with a gamma-ray burst observed by Fermi GBM
and INTEGRAL [112]. The first significant detection of a high-energy neutrino to coincide with
a gamma-ray burst is probably only a matter of time [260–262]. Very exciting times are ahead,
and the revelation of the sources of the highest-energy cosmic rays is closer than ever before.
A Parametrization of the Ice Anisotropy as a
Nuisance Parameter
In Chapter 5, the effect of the ice anisotropy in double cascade event reconstruction was il-
lustrated and the solution was described. In summary, it is known that there is an anisotropy
of the scattering coefficient in the Antarctic ice, and it has not been incorporated in the event
reconstruction in the past. This is acceptable for most analyses, but it was shown that a search
for tau-neutrinos via the double cascade event topology is sensitive to this effect. The solution
was to incorporate the ice anisotropy by parametrizing an effective distance, which is used in
combination with standard photo spline tables describing an isotropic and homogenous ice. The
ice anisotropy is thus in fact obeyed during reconstruction, and the misidentified single cascade
background significantly reduced (c.f. Figure 5.19).
Because the ice anisotropy has such a large effect on the analysis presented in this thesis, it
is equally important to quantize the systematic error of the ice anisotropy itself. The newly
developed methods and results presented are based on the assumption that the ice anisotropy
is exactly the same in both simulation and reconstruction. More specifically, it is expected to
be along three axes, horizontally along an azimuthal angle of 126◦ and 36◦ and vertically along
the z-axis pointing upward with a −8%, +4% and +4% modulation of the nominal scattering
coefficient, respectively. An important question is, what the effect on this analysis is if the
anisotropy in the Antarctic ice differs from this model. The direction of the anisotropy axes may
be slightly different. However, this error can be neglected, because it only shifts the entire bias
distribution and does not give a net change (phase shift). More interesting is the question of the
magnitude of the ice anisotropy (amplitude shift). In fact, simply by looking at the azimuthal
dependence in Figure 5.18 and Figure 5.19, it is already clear that the length bias scales with
the magnitude of the anisotropy, because it is clearly visible that the absolute value of the length
bias along the minor axis is ∼ 2 times smaller than along the major axis. In this chapter, the
parametrization of the length bias with respect to the magnitude of the assumed ice anisotropy
is described as a systematic uncertainty of the analysis.
Step 0: Prerequisites
There are two assumptions in the following approach:
1. The length bias introduced by a mismatch of the magnitude of the ice anisotropy in sim-
ulation and reconstruction is reversible, i.e. it is equivalent if an ice model with anisotropy
is assumed in simulation and an ice model without ice anisotropy is assumed in recon-
struction or vice versa. In both cases, the direction-dependent absolute values of the
introduced length bias are the same. Using the same notation as in Section 5.2.4, this
means that the ice model cases SPICEMie-SPICELea and SPICELea-SPICEMie give
the same absolute value of the length bias. This assumption is reasonable as long as the
nominal values of the scattering and absorption coefficients are not changed (which they
are not). Evidently, it would be ideal to simply have an arbitrary ice model with different
scales of the ice anisotropy ready in simulation, reconstruct them using the baseline ice
model SPICELea, then parametrize the length bias as a function of the ice anisotropy
scale. Due to limited computational resources, this could not be realized. The next best
alternative would have been to have SPICEMie and SPICELea simulation data samples
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and then check the difference in reconstruction with SPICELea. However, SPICEMie
simulation data samples produced under the same conditions as the data samples used
in this analysis are not available. Consequently, based on the aforementioned argument,
the third solution is to reasonably assume that the length bias can be parametrized by
comparing the ice model cases SPICELea-SPICEMie as the maximum mismatch and
SPICELea-SPICELea as the error-free baseline. Hence, the method is to compare one
simulation data sample with different reconstruction outcomes (see Figure A.1).
2. The length bias and the ice anisotropy scale linearly with respect to one another, i.e. the
amplitude of the sinusoidal distribution of the length bias in Figure 5.18 would be twice
as large if the modulation of the scattering coefficients along the horizontal ice anisotropy
axes were −16% and +8%. This assumption is not as straight-forward but can at least be
tested for three points where the length bias is compared to the major axis of anisotropy
(−8%), to the minor axis of anisotropy (+4%), and to the nominal value (±0%). This is
tested in step 3.
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simulation reconstruction
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Φ
SPICELea
SPICEMie
Q
Φ
SPICELea
Q
Φ
Q
Φ
SPICELea
SPICEMie
Q
Φ
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what is needed
Figure A.1: Sketch of the starting point for the parametrization. Ideally, there would be two simulation
data samples assuming the SPICEMie and SPICELea ice models in order to obtain the
parametrization between the ice anisotropy and the length bias. However, only one ice model
is available in simulation, whereas two are available in reconstruction. The idea is that this
problem is reversible and the parametrization can be obtained by the available data samples.
Step 1: Defining the Length Bias
The goal of the parametrization is to translate a change of the magnitude of the ice anisotropy
into a length bias that is applied to the respective observable PDFs. The length bias is
parametrized as a function of the zenith and azimuth angles, as it mostly depends on direction.
Other possible dependencies such as the depth of the event, the deposited energy, or the length
itself can be excluded on average. Consequently, the parametrization is only two-dimensional.
Note that it would also be possible to quantify an average length bias which is applied to the
readily binned observable PDF. However, it makes more sense to include the main dependencies
on the direction on an event-by-event basis in case an ambiguous tau-neutrino candidate along
one of the ice anisotropy axes might be observed.
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The length bias is defined by comparing the reconstructed length of an event obtained by
assuming SPICEMie and SPICELea during reconstruction:
∆L = Lmie − Llea. (A.1)
In Figure A.2, the corresponding length bias Lreco − Ltrue is shown for each ice model and for
true single cascades, true double cascades, and true tracks as a cumulative distribution and as
a function of the azimuth angle. A piecewise comparison between the distributions of each ice
model yields the length bias ∆L as defined in Equation A.1. As discussed in Section 5.2.4, it
is clear that the length bias is caused by the ice anisotropy, as it follows the same azimuthal
variation of the scattering coefficient. It can be seen that the effect is different for each event
topology. Note that the length bias of single cascade events is by definition always positive,
because Ltrue = 0 for these events. Hence, the length bias is biggest for single cascades. It is
slightly smaller for double cascades. Note that tracks are a special case because
1. they do not have a well-defined “true” length,
2. the differences between ice models are insignificant,
3. the reconstructed average length is larger than 200m and a bias of ∼ 5−10m is absorbed
by the bin size of the observable PDFs in logarithmic binning.
Therefore, tracks are exempt from this parametrization, because the effect is both ill-defined
and negligible in the important region of ∼ 10− 30m decay length.
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Figure A.2: The length bias Lreco−Ltrue is depicted using the cumulative distribution (top) and the median
as a function of the azimuth angle (bottom) for single cascades (left), double cascades (cen-
ter), and tracks (right). Each plot contains the two ice model cases SPICELea-SPICEMie
and SPICELea-SPICELea. The dashed lines represent the median of the distributions in
the top row and the azimuthal angle of the major anisotropy axis in the bottom row.
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Figure A.3: Distribution and sinusoidal fit of the length bias as a function of the azimuth angle for single
cascades (left) and double cascades (right) for different zenith bins centered around 15◦,
45◦, 90◦, 135◦, and 165◦ (from top to bottom).
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Step 2: Fitting the Parametrization of the Length Bias
The median length bias ∆L = Lmie − Llea is calculated by comparing the reconstructed length
using the SPICEMie and SPICELea ice models. It is depicted as a function of the azimuth
angle in Figure A.3 and fitted by an asymmetric sinusoid:
∆L(azi, zen) =
{−0.5a(zen) sin (2(azi− 9◦)) + b(zen) for azi ∈ {[0◦, 90◦] ∪ [180◦, 270◦]} ,
a(zen) sin (2(azi− 9◦)) + b(zen) for azi ∈ {[90◦, 180◦] ∪ [270◦, 360◦]} .
(A.2)
Note that it has only two free fit parameters, the amplitude a and the offset b, however, both
dependent on the zenith angle. The phase of the sinusoid is fixed to the major axis of ice
anisotropy (i.e. the domain of definition is shifted by 9◦), and the two different amplitudes
(corresponding to the −4% and +8% modulation of the scattering coefficients) are correlated
by a fixed ratio of −0.5 : 1 [212]. The amplitude a corresponds to the modulation along the
major anisotropy axis, thus effectively reducing the two amplitudes to one free fit parameter.
The fit is performed for five different zenith bins centered around 15◦, 45◦, 90◦, 135◦, and 165◦.
The resulting best-fit function and values are also depicted in Figure A.3. The best-fit values
of the amplitude and offset for each zenith bin and event topology are depicted in Figure A.4
as a function of the zenith angle. In order to obtain a continuous parametrization, the zenith
phase space is also fitted by an empirically chosen cosinusoidal function:
a(zen) = c cos4 (zen− 90◦) + d ,
b(zen) = e cos4 (zen− 90◦) + f .
(A.3)
In this case, the domain of definition is shifted by 90◦, because the effect of the ice anisotropy is
maximal in the horizontal plane. Note that the functional form is only motivated empirically and
that it is not the best possible description, but good enough for this purpose. This concludes
the parametrization of the length bias as a function of the zenith and the azimuth angle. The
next step is to introduce a scaling parameter which enables the modeling of arbitrary realizations
of the magnitude of the ice anisotropy using this parametrization.
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Figure A.4: Distribution and fit of the amplitude (top) and offset (bottom) as defined in Equation A.2
as a function of the zenith angle for single cascades (left) and double cascades (right).
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Figure A.5: Distribution and linear fit of the length bias as a function of the magnitude of the ice
anisotropy for single cascades (left) and double cascades (right) for different zenith bins
centered around 15◦, 45◦, 90◦, 135◦, and 165◦ (from top to bottom).
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Step 3: Introducing the Ice Anisotropy Scale
The next step is to characterize the relationship between the length bias and the magnitude
of the ice anisotropy. In the second step, a parametrization of the length bias with respect
to that very particular realization of the ice anisotropy in SPICELea was found. The question
is: How does a change of the magnitude of the ice anisotropy translate into the length bias?
Because there is only this one realization available as a simulation data sample, an educated
guess is that they scale linearly. This can be tested with this one available realization, because
it gives three major points in the horizontal plane: −8% and +4% of anisotropy using the
SPICELea-SPICEMie case and the nominal value of 0% change of the scattering coefficient
by taking the average of the SPICELea-SPICELea case. Because the anisotropy axes are along
the symmetry axes of the detector and the phase is fixed, these three points are sufficient for a
linearity test.
In Figure A.5, the length bias is depicted as a function of these three points of scattering
modulation, again for single cascade and double cascade events in different zenith bins. It can
be seen that the length bias does in fact scale linearly with the magnitude of the ice anisotropy
in good approximation. The extrapolation to smaller and larger values than shown here is
acceptable as long as the variation is close enough to the fitted data. This is in fact the case for
any realistic modulation of the ice anisotropy, because it is known to some constraint. Different
fit methods of the ice anisotropy yielded results that were in agreement within ∼ 20% [212].
Although this is not a well-defined uncertainty, it must suffice as an estimate. The chosen
uncertainty is 30% as a more conservative approach and to incorporate additional uncertainties
of the parametrization presented in the previous step.
Because the linear correlation holds, it is easy to introduce an anisotropy scale
fani =
(anisotropy coefficient)test
(anisotropy coefficient)reco
(A.4)
in order to model different realization of the ice anisotropy. The denominator stays constant as
the SPICELea ice model in reconstruction is fixed. The enumerator can be changed to model
deviations from the SPICELea ice model in simulation. The extreme cases are fani = 0 for the
case where there is no ice anisotropy, fani = 1 where the ice anisotropy is exactly as big as it is
assumed during reconstruction, and fani = 2 where it is twice as large as in reconstruction (i.e.
a modulation of −16% and +8% of the horizontal minor and major axes, respectively). In the
next step, the anisotropy scale fani is used to model different ice anisotropy realizations.
Step 4: Modeling Different Ice Anisotropy Realizations
The anisotropy scale fani can be incorporated into the parametrization of the length bias, ef-
fectively giving it a dependence on three parameters: fani, zenith angle, and azimuth angle.
Different realizations of the ice anisotropy with respect to the length bias can be effectively
modeled by keeping the assumed ice model SPICELea in reconstruction fixed. This is sketched
in Figure A.6. The parametrized length bias is shown for different anisotropy scales in Fig-
ure A.7. Note how the case fani = 1 yields the baseline case of SPICELea-SPICELea by
leaving the reconstructed length invariant. The case fani = 2 can effectively be compared to
the case where the baseline magnitude of the ice anisotropy is assumed in simulation but not
in reconstruction. This would correspond to the status of the analysis if the incorporation of
the ice anisotropy into the reconstruction algorithm as described in Section 5.2 had not been
implemented. The cases fani = 0.7 and fani = 1.3 represent more realistic variations, because
they reflect the estimated ∼ 30% uncertainty of the ice anisotropy (c.f. Section 5.3.3). In the
next step, the effect of different ice anisotropy realizations on the observable PDFs is examined.
174 A Parametrization of the Ice Anisotropy as a Nuisance Parameter
simulation reconstruction
Q
Φ
Q
Φ
fani = 1.0
fani = 0.0
Q
Φ
SPICELea
Q
Φ
fani = 2.0
. 
. 
.
. 
. 
.
Figure A.6: Sketch of the finish point for the parametrization. The baseline ice model SPICELea is fixed
during reconstruction, but many ice models with different scales of the ice anisotropy can be
parametrized in simulation, however, only with respect to the length bias.
Step 5: Applying the Ice Anisotropy Scale to the Observable PDFs
The last step is the application of the length bias to the observable PDFs. Each variation of
the anisotropy scale fani allows the calculation of a length bias from the parametrization. It is
applied to each event individually depending on its direction given by the zenith and azimuth
angles and on its event topology. After the application of the length bias to all events, the
observable PDFs are recalculated. This is shown in Figure A.8 for the reconstructed lengths of
all events that are classified as double cascades. The distribution is shown separately for true
single cascade events and true double cascades and for different ice anisotropy realizations. The
relative change of the integrated signal and background rates in the sample are summarized in
Table A.1. Note that a variation of the ice anisotropy does not only cause the integrated event
rate in the sample to change, but also shifts the shape of the length distribution.
In conclusion, a variation of the magnitude of the ice anisotropy causes a bias in the length
observable that, if not treated correctly, can have a significant effect on the rate of misidentified
single cascade events in the double cascade sample. A parametrization was introduced which
translates the uncertainty of the ice anisotropy into a length bias on an event-by-event basis
depending on the direction and topology of the event. A conservative error of ∼ 30% on the
ice anisotropy scale was estimated. Consequently, it is included as a nuisance parameter in the
likelihood fit with a prior of fani = 1± 0.3 as discussed in Section 6.2.1.
175
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 15 
Single Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 15 
Double Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 15 
Tracks
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 45 
Single Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 45 
Double Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 45 
Tracks
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 90 
Single Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 90 
Double Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 90 
Tracks
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 135 
Single Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 135 
Double Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 135 
Tracks
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 165 
Single Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 165 
Double Cascades
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
0 50 100 150 200 250 300 350
Azimuth [deg]
 30
 20
 10
0
10
20
30
 
L
[m
]
zenith = 165 
Tracks
fani = 0.0
fani = 0.7
fani = 1.0
fani = 1.3
fani = 2.0
Figure A.7: Length bias as a function of the azimuth angle for different ice anisotropy realizations, shown
for single cascades (left) and double cascades (right) for different zenith bins centered around
15◦, 45◦, 90◦, 135◦, and 165◦ (from top to bottom)
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Figure A.8: Reconstructed length of true single cascade events (left) and true double cascade events
(right) in the reconstructed double cascade sample. The length bias is applied as a function
of the ice anisotropy realization characterized by fani.
Anisotropy Scale Background Deviation Signal Deviation
0.0 +29.2% −0.9%
0.7 −2.4% −0.4%
1.0 ±0% ±0%
1.3 +32.7% +1.0%
2.0 +130% +3.2%
Table A.1: Deviation of the integrated event rate from the baseline fani = 1 for misidentified true single
cascade events (background) and successfully identified true double cascade events (signal)
in the reconstructed double cascade sample as a function of the ice anisotropy realization.
B Selected Single LED Flasher DOMs
String OM Angle [deg] Error [deg] String OM Angle [deg] Error [deg]
19 12 30.0 2.6 62 12 173.0 1.9
19 13 277.0 2.7 62 14 54.5 2.6
19 20 287.0 2.1 62 15 67.5 2.5
19 23 50.5 2.0 62 16 15.0 2.1
19 25 182.0 1.8 62 24 229.5 2.3
19 26 191.5 2.6 62 25 8.0 2.8
19 27 245.5 1.2 62 29 339.0 1.1
19 29 263.0 1.6 62 39 164.5 2.5
19 30 177.0 2.8 62 40 64.0 2.9
19 39 32.0 3.0 62 41 88.5 1.4
19 42 212.5 2.6 62 42 336.5 2.2
19 43 162.5 1.4 62 43 194.5 1.6
19 45 184.0 1.6 62 45 316.5 2.6
19 47 274.5 2.7 62 46 171.5 2.6
19 54 87.0 2.4 62 48 251.0 2.7
24 13 264.5 2.3 62 49 340.0 2.3
24 15 193.0 2.6 62 50 219.0 1.2
24 26 331.0 1.7 80 5 13.5 2.2
24 45 69.5 2.3 80 19 106.5 1.1
24 46 48.5 2.9 80 31 345.0 2.0
24 47 34.5 1.3 80 44 341.5 2.8
57 14 234.0 2.2 80 46 111.0 2.4
57 16 96.0 1.7 80 47 32.5 1.9
57 18 7.0 2.9 81 7 120.5 2.5
57 19 341.0 2.8 81 9 67.5 2.3
57 21 241.5 2.2 81 15 284.5 1.1
57 22 85.5 0.8 81 19 175.0 2.5
57 23 255.5 1.6 81 20 176.5 2.0
57 24 330.0 2.9 81 21 44.0 2.4
57 27 36.5 1.9 81 22 72.0 1.4
57 28 52.0 2.9 81 28 297.5 2.3
57 30 265.0 1.1 81 31 235.5 2.0
57 45 273.5 2.1 81 37 344.0 2.7
57 46 239.5 1.9 81 46 73.5 1.1
57 47 114.5 0.8 81 48 1.0 2.3
57 50 14.5 1.2 81 50 1.5 2.5
57 51 351.0 1.9 − − − −
Table B.1: Selected DOMs of the single flasher LED anisotropy data sample collected in January, 2015.
For each flashing DOM, the azimuth angle of LED 7 is given. It was determined by fitting
the leading edge at surrounding DOMs for individually flashing LEDs 7-12. The error of this
fit method corresponds to the uncertainty of the obtained DOM rotation.

C Construction of Confidence Regions via
Monte Carlo Pseudo Experiments
For many cases in Chapter 6 and Chapter 7, confidence regions are calculated by using Wilks’
theorem [234]. As described in Section 6.1, the likelihood ratio compares a conditional best-fit
for a test hypothesis φ = φt to the global best-fit hypothesis φ = φˆ, i.e.
λ := −2∆logL = −2 ln
(L(n|µ(φ = φt, θˆr, ξˆ)
L(n|µ(φˆ, θˆ, ξˆ))
)
, (C.1)
where L is the likelihood defined in Equation 6.2, n is the observed data, µ is the expectation
value for a given hypothesis, {θˆ, ξˆ} are the conditional best-fit values of the constrained fit
at φ = φt, and {φˆ, θˆ, ξˆ} are the global best-fit values of the unconstrained fit. Wilks’ theo-
rem states that the test statistic λ can be approximately modeled by χk=1(λ)2 (or empirically
by f (λ) = 0.5 δ(λ) + 0.5χ2k=1(λ) in some cases) for hypotheses that are nested. The χ
2-
distribution has k = 1 degree of freedom, as the profile likelihood scan is one-dimensional for
the aforementioned case. Deviations from a χ2-distribution are expected, because the sample
size is comparably small and the flux parameters are bounded (φνe ,φνµ ,φντ ≥ 0). Therefore,
the exact distribution of λ is determined for some results by performing a large number of Monte
Carlo pseudo experiments. The generated test statistic distribution is used for calculating the
correct confidence regions of the parameter(s) of interest and for testing the validity of Wilks’
theorem in the process. The procedure for generating pseudo experiments using the conditional
best-fit parameters of the profile likelihood scan is described in Section 6.1.
In Section C.1, the technical details of the estimated sensitivity to the astrophysical tau-neutrino
flux as presented in Chapter 6 is discussed. The median detection sensitivity αdetντ and median
upper limit φu.l.ντ estimated using the Asimov dataset and Wilks theorem are validated by gener-
ating the full test statistic distribution from pseudo experiments. In Section C.2, the technical
details of the measurement results as presented in Chapter 7 are discussed. The construction
of the upper limit on the astrophysical tau-neutrino flux and the confidence levels of the astro-
physical neutrino flavor composition for different source scenarios are presented. Furthermore,
the confidence region of the measured astrophysical flavor composition obtained using Wilks
theorem is assessed by calculating the coverage for several points in the phase space.
C.1 Sensitivity Estimation
The test statistic distributions for calculating the median detection sensitivity and median upper
limit are shown in Figure C.1. The respective distributions are obtained by performing 10 000
(1 000) Monte Carlo pseudo experiments for a targeted confidence level of ∼ 99% (∼ 90%).
Each pseudo experiment is generated by injecting the conditional best-fit parameters of the
median profile likelihood scan at the test value of the astrophysical tau-neutrino flux using the
Asimov dataset for the astrophysical and atmospheric benchmark models (c.f. Figure 6.10 and
Figure 6.11). Note that the likelihood ratio used for the detection sensitivity (c.f. Equation 6.9)
is different from the one used for the upper limit (c.f. Equation 6.10).
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Detection sensitivity The test statistic distribution for the detection sensitivity (Figure C.1,
left plot) is shown as the survival function. The background-only hypothesis is obtained by
injecting φντ = 0 and the signal-injection hypothesis corresponds to the astrophysical benchmark
model where φντ(Eντ) = 1.5 · 10−18(Eντ/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1. Note that the
test statistic distribution of the background-only hypothesis can be modeled empirically with
f (λ) = 0.5 δ(λ) + 0.5χ2k=1(λ), as described in Section 6.3.2. The corresponding graph is
depicted by integrating the δ(λ)-function over the first bin and scaling the survival function of
χ2k=1(λ) by 0.5. It can be seen that the distribution is described well by f (λ) for λ ≳ 2. A
mismatch below this value is expected to some extent due to the boundary of the flux parameter
and the small signal sample size. The test statistic distribution of the signal injection has an
entirely different shape because the test hypothesis used in the likelihood ratio is φντ = 0.
From the definition of the confidence level in Equation 6.6 by integrating over the phase space
to the critical test statistic value λc, it follows that χ2k=1(λ ≤ λc) = 1 − α is equivalent to
f (λ ≤ λc) = 1−2α. That means that the detection sensitivity can be conveniently calculated by
αdetντ =
(
1− χ2k=1(λ ≤ λc)
)
/2 in the present case. From the distribution of the signal injection,
the median value is extracted at λobs ≃ 5.4, and hence the median detection sensitivity is
αdetντ ≃ 2.3σ (p=1%), as can be read off the distribution. Note that the median value λobs ≃ 5.4
obtained from the distribution is slightly lower than the value λobs ≃ 7 obtained from the Asimov
dataset (c.f. Figure 6.10). This can be explained by a small over-fluctuation at λ = 0 for a few
trials, in which the “observed” number of signal events has been too low to constrain φντ > 0.
Consequently, the detection sensitivity obtained from performing pseudo experiments is slightly
slower than estimated in Section 6.3.2.
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Figure C.1: Test statistic distribution for estimating the sensitivity to the astrophysical tau-neutrino flux.
In the left plot, the test statistic distribution is depicted for the likelihood ratio used to define
the detection sensitivity αdetντ (c.f. Equation 6.9). The background hypothesis is a true
injected flux of φντ = 0 (blue), for which the test statistic distribution is expected to follow
f (λ) = 0.5 δ(λ) + 0.5χ2k=1(λ). The signal hypothesis is a true injected flux of φντ(Eντ) =
1.5 · 10−18(Eντ/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 (green), for which the median value is
indicated by a vertical dashed line. In the right plot, the test statistic distribution is depicted
for the likelihood ratio used to define the upper limit φu.l.ντ (c.f. Equation 6.10). The true
injected flux of φντ(Eντ) = 1.4·10−18(Eντ/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 is taken from
the median profile likelihood scan in Figure 6.11, for which the test statistic distribution is
expected to follow a χ2-distribution with k = 1 degree of freedom.
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Upper Limit The test statistic distribution for the upper limit (Figure C.1, right plot) is shown
as the probability density function. The distribution is obtained by injecting the 90%CL upper
limit flux φu.l.ντ (Eντ) = 1.4 · 10−18(Eντ/100TeV)−2.3 GeV−1 cm−2 sr−1 s−1 and the conditional
best-fit values of all remaining model parameters. The upper limit flux is derived from a profile
likelihood scan of the astrophysical tau-neutrino flux using the Asimov dataset for φντ = 0
(with rescaled φνe and φνµ) and Wilks’ theorem (c.f. Figure 6.11). It can be seen that the test
statistic distribution is described fairly well by a χ2-distribution with one degree of freedom. In
fact, the coverage of the test statistic distribution for λ ≤ λc with λc = λobs ≃ 2.7 is (89±1)%.
Because λc is chosen such that χ2k=1(λ ≤ λc) = 90%, the coverage compares favorably with
the desired 90%CL. It can be concluded that the estimated median upper limit is compatible
with the limit obtained from performing pseudo experiments.
C.2 Measurement Results
The test statistic distributions for calculating the upper limit of the astrophysical tau-neutrino
flux and the p-values of the astrophysical neutrino flavor composition for different source scenar-
ios are shown in Figure C.2. The distribution for the upper limit is obtained by performing 1 000
Monte Carlo pseudo experiments, and the distributions for the source scenarios are obtained
from 2 000 Monte Carlo pseudo experiments for each source scenario. Pseudo experiments are
generated by injecting the conditional best-fit parameters of the profile likelihood scans at the
test value of the astrophysical tau-neutrino flux or the astrophysical neutrino flavor composition,
respectively (c.f. Figure 7.5 and Figure 7.6).
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Figure C.2: Test statistic distributions for calculating the upper limit of the astrophysical tau-neutrino
flux (left) and the p-values of the astrophysical neutrino flavor composition for different
source scenarios (right). The depicted likelihood ratios are defined in Equation C.2 and
Equation C.3, respectively. The test statistic distribution in the left plot is generated by
injecting φντ = φ
u.l.
ντ(Eντ) = 2.68 · 10−18(Eντ/100TeV)−2.97 GeV−1 cm−2 sr−1 s−1 into the
Monte Carlo simulation. The distributions in the right plot are generated by injecting different
flavor compositions as described in the text. The depiction of statistical uncertainties is
omitted here in order to enhance the visibility of each distribution. A χ2-distribution with
one and two degrees of freedom, respectively, is shown in comparison for each plot.
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Upper limit The likelihood ratio used in the one-dimensional profile likelihood scan of the
astrophysical tau-neutrino flux for calculating an upper limit is defined by
λ := −2∆logL = −2 ln
(L(n|µ(φντ = φs.p.ντ , θˆ, ξˆ))
L(n|µ(φˆντ , θˆ, ξˆ))
)
. (C.2)
The test statistic is evaluated at each scan point φντ = φ
s.p.
ντ for which the remaining model pa-
rameters θ = (φνe ,φνµ , γ) and ξ = (φmuon,φconv,φprompt, ξE, ξA) assume their conditional best-
fit values {θˆ, ξˆ}, or the global best-fit values {φˆντ , θˆ, ξˆ} in the unconstrained fit. The test statis-
tic distribution for the upper limit (Figure C.2, left plot) is obtained by injecting the estimated
90%CL upper limit flux φu.l.ντ (Eντ) = 2.68 · 10−18(Eντ/100TeV)−2.97 GeV−1 cm−2 sr−1 s−1 and
the conditional best-fit values of all remaining model parameters into the Monte Carlo simula-
tion. The quoted upper limit flux is estimated from a profile likelihood scan of the astrophysical
tau-neutrino flux using the 49 observed events above 60TeV deposited energy and Wilks’ the-
orem (c.f. Figure 7.5). It can be seen that the test statistic distribution is described fairly
well by a χ2-distribution with one degree of freedom. In fact, the coverage of the test statistic
distribution for λ ≤ λc with λc = λobs ≃ 2.7 is (90 ± 1)%, which means that the estimated
upper limit flux derived from Wilks’ theorem and the more precise upper limit flux derived from
performing Monte Carlo pseudo experiments are equal within uncertainties.
Source scenarios The likelihood ratio used in the two-dimensional profile likelihood scan of
the astrophysical neutrino flavor composition for calculating confidence regions is defined by
λ := −2∆logL = −2 ln
(L(n|µ(fνe = f s.p.νe , fνµ = f s.p.νµ , θˆ, ξˆ))
L(n|µ(fˆνe , fˆνµ , θˆ, ξˆ))
)
. (C.3)
The flavor fractions are fνe = φνe/φνtot , fνµ = φνµ/φνtot , and fντ = φντ/φνtot with the total
astrophysical neutrino flux φνtot = φνe + φνµ + φντ . The test statistic is evaluated at each scan
point (fνe = f
s.p.
νe , fνµ = f
s.p.
νµ ) for which the remaining model parameters θ = (φνtot , γ) and
ξ = (φmuon,φconv,φprompt, ξE, ξA) assume their conditional best-fit values {θˆ, ξˆ}, or their global
best-fit values {fˆνe , fˆνµ , θˆ, ξˆ} in the unconstrained fit.
As discussed in Section 2.3.3, the altered neutrino flavor composition expected at Earth due to
neutrino oscillations is considered for three source scenarios:
Pion-production scenario: 1 : 2 : 0 → 0.31 : 0.35 : 0.34
Muon-damped scenario: 0 : 1 : 0 → 0.19 : 0.43 : 0.38
Neutron-beam scenario: 1 : 0 : 0 → 0.55 : 0.19 : 0.26
The test statistic distributions for each of these scenarios (Figure C.2, right plot) is obtained by
injecting the flavor fractions listed above into the Monte Carlo simulation. As described above,
the conditional best-fit values of all remaining model parameters are injected at each point in the
flavor composition phase space. It can be seen that the distributions do not deviate significantly
from a χ2-distribution with two degrees of freedom. Nevertheless, the p-values are obtained
directly from the generated test statistic distributions. The observed test statistic values using
the data sample of 49 events are λobs ≃ 2.25 for the pion-production scenario, λobs ≃ 3.20 for
the muon-damped scenario, and λobs ≃ 2.53 for the neutron-beam scenario. The corresponding
p-values α are derived from the cumulative test statistic distribution for which λ > λobs = α.
This yields p = 37.5% for the pion-production scenario, p = 23.6% for the muon-damped
scenario, and p = 26.1% for the neutron-beam scenario. Hence, all tested source scenarios are
in agreement with the measured flavor composition.
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Figure C.3: Illustration of the selected scan points at 68% and
95% confidence level in the phase space of the as-
trophysical neutrino flavor composition. The profile
likelihood scan for λ = −2∆logL is the same as in
Figure 7.6. The solid and dashed lines represent the
68% and 95% confidence regions, respectively, which
are derived from χ2k=2(λ). Scan points 1−5 are used
to assess the 68% confidence level and scan points
6− 10 are used to assess the 95% confidence level.
In addition to the source scenario
tests, the validity of Wilks’ the-
orem is assessed by comparing
the coverage of the test statis-
tic distribution from Monte Carlo
pseudo experiments to the cov-
erage of χ2k=2(λ). For each of
the 68% and 95% confidence re-
gions, five scan points are selected
(see Figure C.3). The correspond-
ing flavor fractions and observed
test statistic value is listed in Ta-
ble C.1. As described above, for
each scan point 1 000 pseudo ex-
periments are performed. The re-
sulting test statistic distributions
are depicted in Figure C.4. It
can be seen that the distributions
do not deviate significantly from
a χ2-distribution with two degrees
of freedom. The coverage 1 − α
for each scan point is calculated
via the cumulative distribution for
which λ ≤ λobs = 1 − α. The re-
sults are depicted in Figure C.5. It
can be seen that the coverage for
a large fraction of scan points is
well described by a χ2-distribution.
However, the central part of the 68% confidence region seems to suffer from under-coverage,
albeit not significantly with respect to the target confidence level. In contrast, some of the
scan points for the 95% confidence region slightly over-cover, i.e. Wilks’ theorem yields a con-
servative confidence region. It can be concluded that the χ2-approximation is sufficient for the
presentation of the measurement result. The confidence regions depicted in Figure 7.6 can be
approximated by using Wilks’ theorem while the confidence levels of the source scenario tests
(which happen to be in the phase space region where a slight under-coverage is expected) are
derived by generating the exact test statistic distribution from Monte Carlo pseudo experiments.
68% CL Flavor Composition λobs 95% CL Flavor Composition λobs
Scan point 1 0.28 : 0.72 : 0.00 2.19 Scan point 6 0.17 : 0.83 : 0.00 6.11
Scan point 2 0.25 : 0.50 : 0.25 2.26 Scan point 7 0.08 : 0.62 : 0.30 6.20
Scan point 3 0.40 : 0.27 : 0.33 2.29 Scan point 8 0.04 : 0.40 : 0.56 5.99
Scan point 4 0.60 : 0.20 : 0.20 2.24 Scan point 9 0.10 : 0.15 : 0.75 6.04
Scan point 5 0.83 : 0.17 : 0.00 2.21 Scan point 10 0.37 : 0.00 : 0.63 5.97
Table C.1: Astrophysical neutrino flavor compositions νe : νµ : ντ and observed test statistic λobs for
each scan point as depicted in Figure C.3. Note that these values are derived from Wilks’
theorem with λc ≃ 2.28 for χ2k=2(λ ≤ λc) = 0.68 and λc ≃ 5.99 for χ2k=2(λ ≤ λc) = 0.95.
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Figure C.4: Test statistic distributions for each scan point at 68% and 95% confidence level as illustrated
in Figure C.3. The depicted likelihood ratio is defined in Equation C.3. Each distribution is
generated by injecting the respective flavor composition into the Monte Carlo simulation, as
listed in the text. The depiction of statistical uncertainties is omitted in order to enhance
the visibility of each distribution. A χ2-distribution with two degrees of freedom is shown in
comparison for each plot.
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Figure C.5: Coverage of the generated test statistic distribution at each scan point for which λ ≤ λobs
as listed in Table C.1. The horizontal dashed lines indicate the targeted 68% and 95%
confidence levels. The depicted error bars reflect the statistical uncertainty of the coverage
for 1 000 trials obtained from the 68% confidence intervals of a binomial distribution.
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