Abstract. The Schrödinger operator −∆+V , of a compact Riemannian manifold M , has pure point spectrum. Suppose that V 0 is a smooth reference potential. Various criteria are given which guarantee the compactness of all V satisfying spec(−∆+V ) = spec(−∆+V 0 ). In particular, compactness is proved assuming an a priori bound on the W s,2 (M ) norm of V , where s > n/2 − 2 and n = dim M . This improves earlier work of Brüning. An example involving singular potentials suggests that the condition s > n/2 − 2 is appropriate. Compactness is also proved for non-negative isospectral potentials in dimensions n ≤ 9.
Introduction
Let M be a compact Riemannian manifold. The associated Laplace operator is given in local coordinates by
Clearly, this is a second order elliptic differential operator. If V is a smooth potential function, there is an associated Schrödinger operator −∆ + V . Because M is compact, these Schrödinger operators have pure point spectrum consisting of eigenvalues λ i with associated eigenfunctions φ i ,
Suppose that V 0 is a smooth reference potential. The set of smooth potentials satisfying spec(−∆ + V ) = spec(−∆ + V 0 ) is denoted by Is(V 0 ), an abbreviation for isospectral. An outstanding open problem is whether or not Is(V 0 ) is always compact. If the dimension n of M is at most three, then compactness of Is(V 0 ) was proved by Brüning [4] .
In higher dimensions, Brüning proved compactness given the additional hypothesis of a bound for the W s,2 (M ) norm of V , s > 3(n/2) − 2. Here W s,2 (M ) denotes the Sobolev space of functions with s weak derivatives lying in L 2 (M ).
In Theorem 4.1, we show that Is(V 0 ) is compact given a bound for the W s,2 (M ) norm of V ∈ Is(V 0 ), where s > (n/2) − 2. Since one has such a bound for the L 2 (M ) norm of V , this recovers the compactness of Is(V 0 ), when n ≤ 3. The improvement in the lower bound of s is achieved by developing the method of [4] . An example involving singular potentials suggests that the condition s > (n/2) − 2 is appropriate.
A number of alternative compactness criteria are derived in Section 5. We show the compactness of non-negative isospectral potentials in dimensions n ≤ 9. Also, if one assumes isospectrality for more than (n/2)−1 different Schrödinger operators of the form −∆ + γV, γ = 0, the compactness is assured. Finally, in the case of the flat torus, the set of isospectral potentials with non-negative Fourier coefficients is shown to be compact.
All of our proofs are based upon the heat equation asymptotics and the Sobolev embedding theorems. We present two different approaches to the asymptotic expansion of the heat kernel. For the case of the flat torus, the work of Bañuelos and Sa Barreto [2] is developed to give a formula in terms of the Fourier expansion of the potential function V ∈ C ∞ (M ). For more general compact Riemannian manifolds, Duhamel's principle is employed to generate exp(−t(−∆ + V )) as a perturbation of exp(t∆). The Sobolev embedding theorem and generalized Hölder inequality are used to evaluate the successive terms which appear in the asymptotic expansion. A case-by-case inductive argument leads to Theorem 4.1.
Heat asymptotics for tori
, then the Schrödinger operator −∆ + V has pure point spectrum. The purpose of this section is to derive an asymptotic expansion for the trace of the corresponding heat kernel K(t, x, y):
where δ x,y denotes the Dirac delta distribution. The terms in the asymptotic expansion will be specified as polynomials in the Fourier coefficients V k of V (x):
where L * is the dual lattice of L. Our formula is analogous to the result of Bañuelos and Sa Barreto [2] for scattering theory on R n . The Fourier transform is replaced by the Fourier series. Although some details are different, the general outline of the method is the same for both R n and R n /L. The heat kernel K 0 (t, x, y) for the Laplacian −∆ satisfies
Taking the difference between the two heat equations gives
We use (2.1) to set up an iteration scheme expressing K(t, x, y) as a perturbation of K 0 (t, x, y).
Expanding in Fourier series, the heat kernels are represented by
where the sums runs over (n, m) ∈ L * × L * . Since the complex exponentials form an orthonormal basis for the eigenfunctions of −∆, one haŝ
The key step of the perturbation method is provided by Proposition 2.2. The Fourier coefficients of the heat kernels for −∆ and −∆ + V satisfyK
Proof. Taking the product of the Fourier series and rearranging terms gives
Consequently, solving (2.1) eigenspace by eigenspace gives the ordinary differential equations
Proposition 2.2 follows by integration in t and use of the initial conditions
Substituting the formula of Proposition 2.2 into itself yields
Repeating the process again gives
One proves by induction that the typical term produced at the kth stage of the iteration is
The Fourier coefficients are rapidly decreasing because V ∈ C ∞ (M ). Consequently, E k is trace class and
Moreover, one has
where
Proof.
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The desired formula for T r(E 1 ) now follows from the standard heat equation asymptotics for the unperturbed operator
we observe that the diagonality ofK 0 implies that
The change of variables s
By completing the square to rewrite the exponent, we obtain
The standard heat equation asymptotics with coefficients in a flat bundle give
Substitution completes the proof of Proposition 2.5.
If A k (λ, ) are defined as in Proposition 2.5, then set for k ≥ 2 and p ≥ 0,
The asymptotic expansion for the trace of the heat kernel is given by Theorem 2.6. As t ↓ 0,
where a 0 = 1, a 1 = −V 0 , and for m ≥ 2,
, it follows from our perturbation expansion of the heat kernel K that
One now deduces Theorem 2.6 from Proposition 2.5 and the expansion of exp(−tA k (λ, )) in Taylor series.
In Section 5, we will apply Theorem 2.6 to obtain compactness of certain isospectral potentials. This will be based upon proper utilization of the terms I 2,p . A brief calculation verifies that
The coefficient c p is positive.
Heat asymptotics for compact manifolds
Let M be a compact Riemannian manifold and let ∆ be its Laplacian acting on functions. The initial value problem for the heat equation is
There is a fundamental solution K 0 (t, x, y) so that
Suppose that n denotes the dimension of M . One has an asymptotic expansion valid in a neighborhood of the diagonal in M × M , given by [2] :
.).
Here r(x, y) denotes the geodesic distance between x and y. The terms θ i (x, y) are determined by iterative solution of the transport equations. Upon restriction to the diagonal, the coefficients θ i (x, x) are O(n) invariant polynomials in the components of the curvature tensor of M and its covariant derivatives, and thus given by pairwise contraction of indices. Suppose that V is a smooth potential function defined on M . The corresponding heat equation problem is
Again, there is a fundamental solution K(t, x, y) so that
Using Duhamel's principle, one generates a perturbative expansion for K(t, x, y) in terms of K 0 (t, x, y). At the first stage, one has
Substitution for K(t − s, z, y) in the integral leads to
One proves by induction that the typical term at the kth stage of the induction argument is
Cartesian product. By working in normal coordinates centered at x, using the known asymptotic expansion for K 0 (t, x, y), and expanding V in Taylor series, one deduces Proposition 3.1. There is an asymptotic expansion as t ↓ 0: 
Each term a i (x) is given by an O(n) invariant polynomial in the components
Consequently, as t ↓ 0,
.).
We are primarily interested in the dependence of the a i (x)dx upon the potential function V and its covariant derivatives. Some simplifications of the integrals are possible using partial integration. One readily verifies that
where b 1 , b 21 , and b 22 depend upon the metric but not upon the potential.
For the general term, there is the following description:
where each P k αi is a differential operator with coefficients depending only upon the metric of M .
For all k, we have ord
Remark 1. The last sentence refines the corresponding description of the terms given by Brüning [4] . Remark 2. If k = 0, the terms depend upon the metric, but not upon V . If k = 1, then by partial integration, any derivatives applied to V may be moved over to R and its covariant derivatives. So, it may be assumed that ord P 1 α1 = 0. Remark 3. If k ≥ 3, the terms independent of R, and its covariant derivatives,
This agrees with the results of Section 2 concerning the flat metric. For the metric dependent terms, one has The following corollary was established already in [4] :
Compactness and bounds in Sobolev spaces

Remark. If s > 3(
Proof. In Section 3, we observed that the second heat equation coefficient satisfies
where b 21 and b 22 depend only upon the underlying metric of M . Consequently,
Since M a 2 is determined by spec(−∆ + V ), it follows that V 0,2 is bounded for V ∈ Is(V 0 ).
The remainder of this section is devoted to the proof of Theorem 4.1. One proceeds by induction on j, using the following consequences of Proposition 3.2:
The bound for V 2 is given above in the proof of Corollary 4.2. In general, a bound on V j−3,2 is assumed. We first attempt to bound the right-hand side by a function of V j−3,2 . If this does not succeed, we bound the right-hand side by a multiple of V β j−2,2 , β < 2. When we show that V is bounded in all the Sobolev spaces, then the result follows from the Rellich compactness criterion [1] . By taking products with circles, it suffices to treat the case of dimension n ≥ 3.
In addition to the norm of V in W s,2 (M ), we will need to employ the norm of V in L p (M ). It is denoted by V p , 1 ≤ p ≤ ∞. Those versions of the Sobolev embedding theorems, which will be used, are compiled in Section 6. The appendix also includes an interpolation result which follows from Hölder's inequality.
We consider a typical term T in the above summation. It is convenient to drop the double subscript and the superscript, so that P i denotes P k αi . Let us write
where n > 2(j − ordP i − 3) for i ≤ , and n ≤ 2(j − ordP i − 3) for i ≥ + 1. We apply the Sobolev embedding theorem as summarized in Proposition 6.1.
If n is even and i > + 1, there is the weaker estimate
Theorem 4.1 is proved by establishing appropriate bounds on our typical term T . A case-by-case discussion serves to clarify the various ideas involved. We begin with 
and the lemma follows.
It remains to verify that
suffices to establish the inequality (n − 2j + 6)
Because ≥ 3, division by 2( −2) reduces the required estimate to
The case of even-dimensional manifolds is more delicate. If = 2, a similar argument applies. If = 2, more care is required. Details are given in the next two lemmas. Proof. By the generalized Hölder's inequality 
By taking products with circles, the proof of Theorem 4.1 may be reduced to the case n ≥ 3. The inductive argument is completed above for j > n 2 + 3. However, to start the induction a more sophisticated method is required.
The Proof. If = 1, then the result follows from the generalized Hölder's inequality, since r 1 ≥ 2. If = 2, we may apply Lemma 4.5, to get the result with β = 1. So, for the rest of the proof, we assume ≥ 3. Suppose n > 2(j − ordP i − 2), for two values of i ≤ , say i = 1, 2. Let
The generalized Hölder's inequality yields
To satisfy this last inequality, it suffices to have
which may be written as
So, we need to establish the inequality (n − 2j + 6) + 2 i=1 ordP i < 2n + 4. By Proposition 3.2, and the fact that ≤ k, we know
suffices to verify (n − 2j + 6) + 4(j − k) < 2n + 4. This last inequality may be rewritten as ( − 2)n + 6 − 4k − 4 < (2 − 4)j. Since ≥ 3, division by 2( − 2) gives
Because k ≥ ≥ 3,
Since ≥ 3, it only remains to treat the case where n ≤ 2(j − ordP i − 2), for two values of i ≤ , say i = 1, 2. Then, if 2 < s < ∞, Proposition 6.1 gives
For 2 < t < s, we may interpolate using Proposition 6.2 to get
, 0 < α < 1. Applying the Sobolev embedding theorem and the fact that ord(
Because one may take t to be arbitrarily large, the result follows from the generalized Hölder's inequality provided that If n is even, we need to discuss the borderline case s = n 2 − 2. Consider V = r −2− , defined when r > in R n . This gives a family of potentials in W s,2 (B 1 −B ) with norm bounded independent of . We extend these to all of B 1 with bounded Sobolev norms. In the limit as ↓ 0, each term in the heat polynomial is of comparable order. So, the hypothesis s > n 2 − 2, in Theorem 4.1, is also appropriate for even values of n. Proof. We apply Theorem 2.6. Note that the convexity of f (x) = x 2 implies that A k (λ, ) ≥ 0, for all values of k, λ, and . Since the Fourier coefficients of V are non-negative, I k,p ≥ 0 for all k and p. The isospectrality hypothesis fixes the terms a m (V ), for all m. From these last two observations, we deduce that I 2,p is bounded above. It was observed, in section two, that I 2,p is a positive multiple of the integral
Alternative compactness criteria
This bounds all the Sobolev norms, and the result follows.
Appendix
This appendix summarizes certain standard results in a form convenient for reference. Suppose that M is a compact Riemannian manifold of dimension n. 
