Abstract. Suppose a group G is relatively hyperbolic with respect to a collection P of its subgroups and also acts properly, cocompactly on a CAT(0) (or δ-hyperbolic) space X. The relatively hyperbolic structure provides a relative boundary ∂(G, P). The CAT(0) structure provides a different boundary at infinity ∂X. In this article, we examine the connection between these two spaces at infinity. In particular, we show that ∂(G, P) is G-equivariantly homeomorphic to the space obtained from ∂X by identifying the peripheral limit points of the same type.
Introduction
In [Gro87] , Gromov introduced relatively hyperbolic groups. This concept was studied by Bowditch [Bow12] , Osin [Osi06] , Farb [Far98] and others. Many equivalent definitions for this concept were introduced. Gromov defined a relatively hyperbolic group by its action on a proper, hyperbolic space (the cusped space) (see the Definition 1 in [Bow12] ). Bowditch (elaborating on an idea of Farb) viewed a relatively hyperbolic group by its action on a fine, hyperbolic graph (the coned off space) (See Definition 4.2). By investigating the geometry of the cusped spaces and coned off spaces, he introduced the relative boundary of a relatively hyperbolic group. In [Bow99] , Bowditch also proved that the relative boundary of a relatively hyperbolic group is always locally connected if it is connected (under certain hypotheses on the peripheral subgroups).
Many CAT(0) or δ-hyperbolic spaces admit proper, cocompact actions of relatively hyperbolic groups. Such spaces were studied by Hruska-Kleiner [HK05] , Caprace [Cap09] , Kapovich-Leeb [KL95] , Hindawi [Hin05] and others. Suppose a group G is relatively hyperbolic with respect to a collection P of its subgroups and also acts properly, cocompactly on a CAT(0) (or δ-hyperbolic) space X. What is the connection between the boundary of X and the relative boundary of G? The main theorem in this paper answers this question.
Main Theorem. Let (G, S, P) be a relatively hyperbolic group that acts properly and cocompactly on a CAT(0) space or a δ-hyperbolic space X. Then the relative boundary ∂(G, P) of G is G-equivariantly homeomorphic to the space obtained from ∂X by identifying the peripheral limit points of the same type.
We remark that the case of δ-hyperbolic spaces was known before. It follows from the work of Gerasimov [Ger12] and Gerasimov-Potyagailo [GP] on Floyd boundaries, using Gromov's result that the Floyd boundary is the same as the Gromov boundary for word hyperbolic groups ( [Gro87] , 7.2.M) (For an alternate proof, see [MOY] ). However, the case of CAT(0) spaces was still open and it is solved by the main theorem of this paper. Moreover, the technique to prove the main theorem in the case of CAT(0) spaces is different from the technique used in the case of δ-hyperbolic spaces because of the lack of hyperbolicity. However, the technique we use for proving the case of CAT(0) spaces could be applied to the case of δ-hyperbolic spaces with slight modification.
The challenge here is to build a G-equivariant quotient map f from ∂X to ∂(G, P) by investigating the relations between quasigeodesic rays in the Cayley graph and geodesic rays in the coned off Cayley graph. In [Hru10] , Hruska found relations between quasigeodesic segments in the Cayley graph and geodesic segments in the coned off Cayley graph to study the quasiconvexity of subgroups. However, the relations between quasigeodesic rays in the Cayley graph and geodesic rays in the coned off Cayley graph require us to examine many cases and they are not immediate corollaries of Hruska's result. Moreover, the proof of continuity of f is not quite obvious since the topologies on ∂X and ∂(G, P) are not equipped in similar ways.
We now take a look on a particular example to visualize the theorem. Let G be the fundamental group of a complete 3-dimensional hyperbolic manifold of finite volume. The group G is hyperbolic relative to the collection P of its cusp subgroups and G acts on the hyperbolic space H 3 . Moreover, the action satisfies all conditions in Definition 1 of [Bow12] . Thus, the relative boundary of (G, P) is obviously ∂(G, P) = ∂H 3 = S 2 . Ruane [Rua05] considered a metric space X obtained from the hyperbolic space H 3 by deleting a family of disjoint open horoballs of the action and endowing X with the induced length metric. The space X was known to be a complete CAT(0) space and the boundary of X is the Sierpinski carpet. We obtain S 2 by identifying each of the circles inside the Sierpinski carpet and the circle of the outside boundary of the Sierpinski carpet. Thus, we can see the connection between the relative boundary of the group G and the CAT(0) boundary of the space X.
From the main theorem, we could see that we are able to understand the relative boundary of a relatively hyperbolic group if we have enough information about the boundary of the space on which the group acts properly, cocompactly and the peripheral limit points of each peripheral left coset. We take a look at some examples:
Let G be a δ-hyperbolic group and P be a finite malnormal collection of quasiconvex subgroups. Thus, G is not only a hyperbolic group but also relatively hyperbolic with respect to the collection P (see [Bow12] ). By the main theorem, the relative boundary ∂(G, P) is obtained from the boundary of G by identifying the limits points of each peripheral left coset.
In particular, if G is the fundamental group of a hyperbolic surface M and H is the fundamental group of a closed essential curve C of M , then the group G is not only a hyperbolic group but also relatively hyperbolic with respect to H. We know that the boundary of G is a circle S 1 and each peripheral left coset gives us a pair of limit points. By identifying each such pair, we see that the relative boundary is tree-graded over circles (for the definition of tree graded spaces, see [DS05] ). This example was also discussed by Bowditch in [Bow01] . He examined these boundaries from a different point of view using the structure of the splitting as an amalgam.
In [HK05] , Hruska and Kleiner proved that if a group G is relatively hyperbolic with respect to a collection of virtually abelian subgroups of rank at least two and G acts properly and cocompactly on a CAT(0) space X, then X has isolated flats. Moreover, the set of all peripheral limit points is also the set of all points that lie in the boundaries of these flats. Two peripheral points have the same type iff they lie in the boundary of the same isolated flat. We know that each boundary of an isolated flat is a sphere in the boundary of X. Thus, by identifying each such sphere from the boundary of X we obtained the relative boundary of G.
Many relatively hyperbolic groups are also "CAT(0) groups" in the sense that they act properly and cocompactly on CAT(0) spaces. For instances, the fundamental groups of compact, irreducible 3-manifolds with at least one hyperbolic JSJ component [KL95] , CAT(0) groups with isolated flats [HK05] , relatively hyperbolic Coxeter groups [Cap09] , and fundamental groups of certain real analytic, nonpositively curved 4-manifolds [Hin05] and others. The main theorem could be applied to such groups in order to understand the connection between the two different kinds of boundaries at infinity of them.
Another advantage of the theorem is that it helps us to see the connection among the boundaries of the cusped space Y , the coned off space K and the space X the group acts properly, cocompactly on. (In particular, X carries the intrinsic geometry of the group.) In [Bow12] , Bowditch showed the connection between the cusped space Y and the coned off space K as the following:
where ∆ ∞ K is a topological space that contains ∂K, we will define ∆ ∞ K later (see Section 3). In particular, there is a natural embedding of ∂K into ∂Y . Bowditch used ∂Y or ∆ ∞ K to define the relative boundary of a relatively hyperbolic group G and the main theorem deduces that there is a quotient map from ∂X to the ∂Y . As a consequence, there is an embedding from ∂K into ∂X. Therefore, we have the complete connection among the boundaries of three such kinds of spaces.
In this paper, we only focus on the case of CAT(0) spaces. The proof for the case of δ-hyperbolic spaces is nearly identical and we leave it to the reader. Hruska for very helpful comments and suggestions. I also thank the referee for advice that improved the exposition of the paper and Shin-ichi Oguni for helpful correspondence.
2. Some properties of δ-hyperbolic spaces and CAT(0) spaces In this section, we review the concept of CAT(0) spaces and δ-hyperbolic spaces and their well-known properties we need to prove the main theorem. Most of information in this section are cited from [Bal95] and [GdlH90] .
Definition 2.1. We say that a geodesic triangle ∆ in a geodesic space X satisfies the CAT(0) inequality if d(x, y) ≤ d(x, y) for all points x, y on the edges of ∆ and the corresponding points x, y on the edges of the comparison triangle ∆ in Euclidean space E 2 . Definition 2.2. A geodesic space X is said to be a CAT(0) space if every triangle in X satisfies the CAT(0) inequality.
If X is a CAT(0) space, then the CAT(0) boundary of X, denoted ∂X, is defined to be the set of all equivalence classes of geodesic rays in X, where two rays c, c ′ are equivalent if the Hausdorff distance between them is finite.
On ∂X, we could build a topology as follows :
We note that for any x ∈ X and ξ ∈ ∂X there is a unique geodesic ray α x,ξ : [0, ∞) → X with α x,ξ (0) = x and [α x,ξ ] = ξ. We have a topology on ∂X by using the sets
where x ∈ X, ξ ∈ ∂X, R > 0 and ǫ > 0 as a basis. Definition 2.3. A geodesic metric space (X, d) is δ-hyperbolic if every geodesic triangle with vertices in X is δ-thin in the sense that each side lies in the δ-neighborhood of the union of other sides. If X is a δ-hyperbolic space, then we could build the hyperbolic boundary of X, denoted ∂X, in the same way as for a CAT(0) space. That is, the hyperbolic boundary of X is defined to be the set of all equivalence classes of geodesic rays in X, where two rays c, c ′ are equivalent if the Hausdorff distance between them is finite. However, the topology on it is slightly different from the topology on the boundary of a CAT(0) space. (see [BH99] for details.)
Remark 2.4. For each finite path α in a space X, we denote the endpoints of α by α + and α − . For each ray α in a space X, we denote the initial point of α by α + .
Definition 2.5. Let (X, d) be a metric space.
(1) A path p in X is an (L, C)-quasigeodesic for some L ≥ 1, C ≥ 0, if for every subpath q of p the inequality ℓ(q) ≤ Ld(q + , q − ) + C holds.
for some L ≥ 1. (4) Two quasigeodeics are equivalent if the Hausdorff distance between them is finite.
Definition 2.6. Let X and Y be two metric spaces.
(1) A function Φ from X to Y is a K-quasi-isometry for some constant
Here are some well-known properties of δ-hyperbolic spaces and CAT(0) spaces.
Lemma 2.7. Let α and β be two geodesics in a CAT(0) space X such that the endpoints of β lie in N ǫ (α) for some positive number ǫ. Then β ⊂ N ǫ (α).
Remark 2.8. For the case of δ-hyperbolic spaces, we have a similar result:
For each ǫ > 0, δ > 0 there is A = A(ǫ, δ) > 0 such that the following holds. Let α and β be two geodesics in a δ-hyperbolic space X such that the endpoints of β lie in N ǫ (α). Then β ⊂ N A (α).
Lemma 2.9. For each choice of positive constants δ and σ, there is a positive number R = R(δ, σ) such that the following holds. Let α and α ′ be two equivalent geodesic rays in a δ-hyperbolic space such that d(α + , α ′ + ) ≤ σ or α and α ′ be two geodesic segments such that d(α + , α ′ + ) ≤ σ and d(α − , α ′ − ) ≤ σ. Then the Hausdorff distance between them is at most R.
Lemma 2.10. Let X be a δ-hyperbolic space. There is a number M = M (δ) such that the following holds. Let α and α ′ be two equivalent geodesic rays in X with the same initial point z. Let x and y be two points in α and α ′ respectively such that
Some properties of fine graphs and hyperbolic graphs
In this section, we review some concepts related to graphs, hyperbolic and fine graphs, the construction of the hyperbolic closure and infinite hyperbolic closure of a hyperbolic and fine graph. Most of the information in this section is cited from [Bow12] .
Definition 3.1. Let K be a graph with the vertex set V (K) and the edge set E(K). We write V 0 (K) and V ∞ (K) respectively for the sets of vertices of finite and infinite degree. A path of length n connecting x, y ∈ V is a sequence, x 0 x 1 · · · x n of vertices, with x 0 = x and x n = y, and with each x i equal to or adjacent to x i+1 . A ray x 0 x 1 · · · x n · · · is defined similarly. A path x 0 x 1 · · · x n is an arc if the x i are all distinct. A cycle is a closed path x 0 = x n , and a circuit is a cycle with all vertices distinct. We regard two cycles as the same if their vertices are cyclically permuted. We frequently regard arcs and circuits as subgraphs of K. We put a path metric, d K , on V (K), where d K (x, y) is the length of the shortest path in K connecting x and y.
Lemma 3.2 (Proposition 2.1, [Bow12] ). Let K be a graph. The following are equivalent:
(1) For each positive number n, each edge of K is contained in only finitely many circuits of length n. (2) For each positive number n and x, y ∈ V (K), the set of arcs of length n connecting x to y is finite.
Definition 3.3. We say that a graph is fine if it satisfies the properties in Lemma 3.2.
From now, we assume that K is connected, fine and hyperbolic. Let ∂K be the usual hyperbolic boundary of K and we assume that ∂K has more than two points. We define ∆K = V (K)∪ ∂K, we call the hyperbolic closure of K and ∆ ∞ K = V ∞ (K) ∪ ∂K, we call the infinite hyperbolic closure of K. We put a topology on ∆(K) as follows:
For each a ∈ ∆K and A a finite set of V (K) that does not contain a, we define M (a, A) to be the set of points b ∈ ∆K such that there is at least one geodesic α from a to b that does not meet A. We define a set U ⊂ ∆K to be open if for all a ∈ U , there is a finite subset A ⊂ V (K) that does not contain a such that M (a, A) ⊂ U .
We observe that the set V 0 of all finite degree vertices of K is also the set of all isolated points in ∆K. Thus, we could view ∆ ∞ K as ∆K minus the set of all isolated points.
Definition 3.4. For each λ ≥ 1, c ≥ 0, a ∈ ∆K and a finite set A of V (K) that does not contain a, we define M (λ,c) (a, A) to be the set of points b ∈ ∆K such that there is at least one (λ, c)-quasigeodesic arc α from a to b that does not meet A.
Lemma 3.5 (Bowditch, [Bow12] ). Let K be a fine and hyperbolic graph. Then:
(1) For each λ ≥ 1, c ≥ 0, the collection of all sets of the form M (λ,c) (a, A), where a ∈ ∆K and A is a finite set of V (K) that does not contain a, forms the basis for the topology on ∆K as defined above. 
Some properties of the Cayley graph and the coned off Cayley graph of a relatively hyperbolic group
The aim of this section is to explain the concept of relatively hyperbolic groups, the concept of the relative boundary of a relatively hyperbolic group, some properties of the Cayley graph, the coned off Cayley graph of a relatively hyperbolic group and a connection between these two graphs.
Definition 4.1. Given a finitely generated group G with the Cayley graph Γ(G, S) equipped with the path metric and a collection P of subgroups of G, one can construct the coned off Cayley graphΓ(G, S, P) as follows: For each left coset gP where P ∈ P, add a vertex v gP , we call peripheral vertex, to the Cayley graph Γ(G, S) and for each element x of gP , add an edge e(x, gP ), we call peripheral half edge, of length 1/2 from x to the vertex v gP . This results in a metric space that may not be proper (i.e. closed balls need not be compact).
Definition 4.2 (Relatively hyperbolic group).
A finitely generated group G is hyperbolic relative to a collection P of subgroups of G if the coned off Cayley graph is δ-hyperbolic and fine.
Each group P ∈ P is a peripheral subgroup and its left cosets are peripheral left cosets and we denote the collection of all peripheral left cosets by Π.
Definition 4.3 (Relative boundary)
. Suppose (G, P) is relatively hyperbolic, and S is a finite generating set for G. The relative boundary ∂(G, P) is the space ∆ ∞ Γ (G, S, P) .
Remark 4.4. Bowditch has shown that the relative boundary does not depend on the choice of finite generating set. Indeed, if S and T are finite generating sets for G then the spaces ∆ ∞ Γ (G, S, P) and ∆ ∞ Γ (G, T, P) are G-equivariantly homeomorphic (see [Bow12] ).
The subset V ∞ Γ (G, S, P) of ∆ ∞ Γ (G, S, P) consists of the peripheral vertices whose associated peripheral left cosets are infinite which we call the parabolic points.
Remark 4.5. InΓ(G, S, P), we call an edge labelled by an element in the set S of generators a S-edge and we call an edge that consists of two peripheral half edges with some peripheral vertex v gP in the middle a peripheral edge.
From now, we denote the metric in the Γ(G, S) by d S and the metric in Γ(G, S, P) by d.
Lemma 4.6 (Osin, [Osi06] ). If G is a finitely generated group which is hyperbolic relative to the collection P of subgroups of G, then P is finite.
Definition 4.7. Let (X, d) be a geodesic metric space. Let Y (p) p∈P be a collection of subsets of X, indexed by a set P . We say that:
( The proof of the following lemma is obvious, and we leave it to the reader.
Lemma 4.8. The properties in Definition 4.7 are invariant under quasiisometry.
Lemma 4.9 (Druţu-Sapir, [DS05] ). Let G be finitely generated and hyperbolic relative to a collection P of subgroups of G. Then in Γ(G, S), the collection of peripheral left cosets { gP | P ∈ P, g ∈ G } has the properties in Definition 4.7.
Definition 4.10. Ifĉ is a path inΓ(G, S, P) and M ≥ 0, the M-saturation ofĉ, denoted Sat M (ĉ), is the union of all peripheral left cosets gP such that there is at least one G-vertex ofĉ which lies in the M -neighborhood of gP with respect to d S .
Remark 4.11. The definition of M-saturation in this paper is slightly different than in the paper of Druţu-Sapir (see [DS05] ). Druţu-Sapir considered M-saturation of a path in the ordinary Cayley graph but in this paper, we consider M-saturation of a path in the coned off Cayley graph. The M-saturation concept in this paper will be used to describe the connection between some path in the ordinary Cayley graph and some path in the coned off Cayley graph (see Lemma 4.16 and Lemma 4.17).
Lemma 4.12 (Theorem 3.26, [Osi06] ). There is a positive constant a such that the following holds. Let ∆ = (p, q, r) be a geodesic triangle inΓ(G, S, P).
Lemma 4.13. Let π and π ′ be two equivalent geodesic rays inΓ(G, S, P) (i.e. the Hausdorff distance between π and π ′ is finite with respect to d) with the same initial point h 0 . Suppose that (g n ) and (g ′ n ) are the sequences of all G-vertices of π and π ′ respectively. Then the Hausdorff distance between (g n ) and (g ′ n ) is finite with respect to the metric d S . Proof. Let δ be the hyperbolicity constant ofΓ(G, S, P), and let M = M (δ) be the constant in Lemma 2.10. Let a be the number in Lemma 4.12.
For each g n ∈ π, choose a positive integer m > n + M (δ) + a. Let π ′′ be a geodesic inΓ(G, S, P) that connects g m and g ′ m . By Lemma 4.12, there is a G-vertex u in the union
. This is a contradiction. It implies that u ∈ π ′ . Thus, (g n ) lies in the a-neighborhood of (g ′ n ) with respect to the metric d S . Similarly, (g ′ n ) lies in the a-neighborhood of (g n ) with respect to the metric d S . Therefore, the Hausdorff distance between (g n ) and (g ′ n ) is finite with respect to the metric d S .
Lemma 4.14 (Lemma 8.8, [Hru10] Proof. Let A = A(ǫ) be the constant from Lemma 4.14. Since (gP ) gP ∈Π is a uniform neighborhood quasiconvex collection of subsets of Γ(G, S), then there is some A 1 = A 1 (A, ǫ) ≥ 0 such that any ǫ-quasigeodesic segment whose endpoints lie in the A-neighborhood of any set gP must lie in the A 1 -neighborhood of gP .
Choose (z n ) in c such that z 0 is the initial endpoint of c and d S (z 0 , z n ) → ∞. For each n, choose a geodesicĉ n inΓ(G, S, P) with the endpoints z 0 and z n .
For each m ≥ 0 and n > m, each G-vertex ofĉ n lies in the A-neighborhood of some vertex of [z 0 , z n ]. For each G-vertex v ofĉ n , let
For each edge e ofĉ n with G-endpoints v and w, let
We note that e is either an S-edge in Γ(G, S) or e is a peripheral edge that consists of two peripheral half edges with some v gP in the middle. We see that [z 0 , z n ] is covered by the sets c e for all edge e ofĉ n . Thus, z m ∈ c e for some edge e ofĉ n .
If e is an S-edge, the length c e is at most ǫ(2A + 1) + ǫ. If
We claim that the set
Thus, we could find a subsequence (m n ) and gP ∈ { g m P m | m ≥ 0 } such that g mn P mn = gP . It follows that
It implies that c ⊂ N R (gP ) for some R by the uniform neighborhood quasiconvexity of gP . This is a contradiction. Thus, { v m | m ≥ 0 } is infinite. Therefore, there is a geodesic rayĉ inΓ(G, S, P) emanating from z 0 and d m ⊂ĉ for all m.
Each G-vertex u ofĉ lies in some segment d m and we know that d m ⊂ c n when n > m, then u lies in the A-neighborhood of c. We claim that c lies in the B-neighborhood of Sat 0 (ĉ) for some B(ǫ) with respect to the metric d S .
For each G-vertex v ofĉ, let
For each edge e ofĉ with G-endpoints v and w, let c e = Hull c (c v ∪ c w ).
We note that e is either an S-edge in Γ(G, S) or e is a peripheral edge that consists of two peripheral half edges with some v gP in the middle. Again, c is covered by the sets c e for all edges e ofĉ. Thus, for each x ∈ c, x ∈ c e for some edge e ofĉ. If e is an S-edge, the length c e is at most ǫ(2A + 1) + ǫ. It implies that x lies within a distance ǫ(2A + 1) + ǫ of c ∩ B(v, A), where v is a G-vertex incident to e. Thus, x lies within ǫ(2A + 1) + ǫ + A of v. Therefore, x lies within ǫ(2A + 1) + ǫ + A of Sat 0 (ĉ).
If e is a peripheral edge, then the midpoint of e is v gP for some gP and c ∩ B(v, A) lies in the A-neighborhood of gP for each G-endpoint v of e. Since each point in c e lies between two such points, c e lies in the A 1 -neighborhood of gP . In particular, d S (x, gP ) ≤ A 1 . Therefore, c lies in the B-neighborhood of the Sat 0 (ĉ) with respect to d S for some B(ǫ).
Lemma 4.17. For each ǫ > 0 there are constants A = A(ǫ) > 0 and B = B(ǫ) > 0 such that the following holds. Let c be an ǫ-quasigeodesic ray in Γ(G, S) such that c is contained in N R (g * P * ) for some peripheral left coset g * P * and some positive number R. Letĉ be a geodesic inΓ(G, S, P) that connects the initial point of c and v g * P * . Then each G-vertex ofĉ lies in the A-neighborhood of c, and c lies in the B-neighborhood of Sat 0 (ĉ) with respect to the metric d S . Moreover, if z * is a point in c such that d S (z * , g * P * ) ≤ A, then the subray of c that emanates from z * lies in the B-neighborhood of g * P * with respect to the metric d S .
Proof. Let A = A(ǫ) be the constant from Lemma 4.14. Since (gP ) gP ∈Π is a uniform neighborhood quasiconvex collection of subsets of Γ(G, S), then there is some A 1 = A 1 (A, ǫ) ≥ 0 such that any ǫ-quasigeodesic segment whose endpoints lie in the A-neighborhood of any set gP must lie in the A 1 -neighborhood of gP . Choose (z n ) in c such that z 0 is the initial endpoint of c and d S (z 0 , z n ) → ∞. For each n, choose a geodesicĉ n inΓ(G, S, P) with the endpoints z 0 and z n .
By using the same argument as we used in Lemma 4.16, we could assume that for each m ≥ 0, there is a vertex v m inΓ(G, S, P) such that v m ∈ĉ n for all n > m. Since c lies in the R-neighborhood of g * P * , then the length of eachĉ n is at most 2R + 1. This implies that the set { v m | m ≥ 0 } is finite. For each m ≥ 0, if v m is a G-vertex, then we choose some g m P m containing v m , otherwise we choose g m P m = gP where v m = v gP . Thus, the set { g m P m | m ≥ 0 } is also finite. Also d S (z m , g m P m ) ≤ A 2 , where A 2 = max ǫ(2A+1)+ǫ+A, A 1 .
We could find a subsequence (m n ) and g ′ P ′ ∈ { g m P m | m ≥ 0 } such that g mn P mn = g ′ P ′ . This implies that d S (z mn , g ′ P ′ ) ≤ A 2 . Since g ′ P ′ is a uniform neighborhood quasiconvex set, then there is a number A 3 such that N A 3 (g ′ P ′ ) contains an infinite subray of c. In particular, diam N A 3 (g ′ P ′ ) ∩ N R (g * P * ) is infinite. This implies that g ′ P ′ = g * P * by the bounded penetration property.
If v g * P * does not lie in anyĉ n , then v mn must lie in g mn P mn = g * P * and d S (z mn , v mn ) ≤ ǫ(2A + 1) + ǫ + A for all n. It is a contradiction since the geodesicĉ k contain more than two points in g * P * for some k. Thus, v g * P * must lie in someĉ n .
We replace the geodesic segment ofĉ n that emanates from the initial point of c to the point v g * P * byĉ, then the new pathĉ ′ n is also a geodesic with two endpoints in c. This implies that each G-vertex ofĉ ′ n lies in the A-neighborhood of c. In particular, each G-vertex ofĉ lies in the Aneighborhood of c.
If z * is a point in c such that d(z * , g * P * ) < A, then the subray of c that emanates from z * lies in the A 3 -neighborhood of g * P * for some A 3 since d S (z mn , g * P * ) ≤ A 2 and g * P * is a uniform neighborhood quasiconvex set. Therefore, it is obvious that the subray of c that emanates from z * lies in the B-neighborhood of g * P * and c lies in the B-neighborhood of Sat 0 (ĉ) for some B(ǫ) with respect to the metric d S .
5. The connection among the CAT(0) geometry, the Cayley graph and the coned off Cayley graph
In this section, we build the connection between the space that a relatively hyperbolic group acts on and the associated graphs of the group (the Cayley graph and the coned off Cayley graph). This connection is the key step to prove the Main Theorem in Section 6.
From now, we denote the metric in Γ(G, S) by d S , the metric inΓ(G, S, P) by d, and the metric in X by d X . We suppose a finitely generated relatively hyperbolic group G acts properly and cocompactly on a CAT(0) space X. Therefore, we have a G-equivariant map Φ : Γ(G, S) → X that satisfies the inequality
for all u, u ′ ∈ Γ(G, S) and N K Φ(Γ(G, S)) = X for some K ≥ 1. In particular, Φ is a K-quasi-isometry. We note the reader that we will use the inequality (1) many times in the rest of the paper. We define Y gP = Φ(gP ) for each peripheral left coset gP and we call it a peripheral space.
For each peripheral space Y gP , we define its boundary in X, denoted ∂Y gP , to be the set of all [γ] ∈ ∂X where γ ⊂ N R (Y gP ) for some R. Each element in ∂Y gP is said to be a peripheral limit point.
We observe that each Y gP depends on the G-equivariant quasi-isometric map Φ but ∂Y gP does not. Moreover, the group G acts on the CAT(0) boundary of X and the set of all peripheral limit points is invariant under the action of G.
Lemma 5.1. (Y gP ) gP ∈Π is a quasidense, locally finite, bounded penetration and uniform neighborhood quasiconvex collection of subsets in X.
Proof. It is obvious since Γ(G, S) and X are quasi-isometric under Φ, the collection (gP ) gP ∈Π is quasidense, locally finite, bounded penetration and uniformly neighborhood quasiconvex in Γ(G, S), and (Y gP ) gP ∈Π is the image of (gP ) gP ∈Π under the quasi-isometric map Φ.
Lemma 5.2. ∂Y gP is non-empty iff gP is infinite and ∂Y gP ∩ ∂Y g ′ P ′ = ∅ when gP = g ′ P ′ .
Proof. The first statement is obvious and the second statement is implied by the bounded penetration property of (Y gP ) gP ∈Π .
From the result of Lemma 5.2, the following concept is an equivalent relation:
Definition 5.3. Two peripheral limit points are said to be of the same type if they both lie in ∂Y gP for some peripheral left coset gP .
Lemma 5.4. If x and y are two peripheral limit points of the same type and g is any group element in G, then gx and gy are also two peripheral limit points of the same type.
The proof for this lemma is obvious and we leave it to the reader.
Remark 5.5. From the result of Lemma 5.4, we see that the group G acts on the space obtained from ∂X by identifying all peripheral limit points of the same type.
Lemma 5.6. There are constants ǫ > 0, r > 0 such that the following holds. If α is a geodesic in X, then there is an ǫ-quasigeodesic c in Γ(G, S) such that the Hausdorff distance between Φ(c) and α is at most r. Moreover, if α is a geodesic segment with two endpoints Φ(g) and Φ(h), where g, h ∈ G, then c could be chosen with endpoints g and h. If α is a geodesic ray with initial point Φ(g), where g ∈ G, then c could be chosen with initial points g.
Proof.
It is obvious since X and Γ(G, S) are quasi-isometric under the map Φ.
Definition 5.7. A pair of paths (c,ĉ) inΓ(G, S, P) is said to be an (ǫ, A)-nice pair if c is an ǫ-quasigeodesic ray in Γ(G, S),ĉ is a geodesic ray in Γ(G, S, P) and each G-vertex ofĉ lies in the A-neighborhood of c with respect to the metric d S . A pair of paths (c,ĉ) inΓ(G, S, P) is said to be a nice pair if it is an (ǫ, A)-nice pair for some ǫ, A. A pair of paths (c,ĉ) inΓ(G, S, P) is said to be an (ǫ, A, r)-nice pair of some geodesic α in X if (c,ĉ) is an (ǫ, A)-nice pair and the Hausdorff distance between Φ(c) and α is at most r. A pair of paths (c,ĉ) inΓ(G, S, P) is said to be a nice pair of some geodesic α in X if (c,ĉ) is an (ǫ, A, r)-nice pair of α for some ǫ, A, r.
Remark 5.8. If (c,ĉ) is an nice pair inΓ(G, S, P), the Hausdorff distance between them is finite with respect to the metric d.
Lemma 5.9. There are positive constants ǫ, A, r, B such that the following holds. Let α be a geodesic ray in X such that [α] / ∈ ∂Y gP for any gP . Then there is an (ǫ, A, r)-nice pair (c,ĉ) of α such that c lies in the B-neighborhood of Sat 0 (ĉ) with respect to d S . Moreover, if α is a geodesic ray with initial point Φ(g), where g ∈ G, then c andĉ could be chosen with initial points g.
The lemma can be proved by using Lemma 5.6, Lemma 4.16, and the facts X and Γ(G, S) are quasi-isometric under Φ and Y gP gP ∈Π is the image of (gP ) gP ∈Π under the quasi-isometric map Φ.
The following two lemmas will allow us to define a bijection from the set of non-peripheral limit points of ∂X to the Gromov boundary of the coned off Cayley graphΓ(G, S, P). Lemma 5.10 shows this map is surjective and Lemma 5.11 shows it is injective.
Lemma 5.10. For each geodesic ray π inΓ(G, S, P) there is a geodesic ray γ in X such that [γ] / ∈ ∂Y gP for any peripheral left coset gP and the following holds. If (c,ĉ) is an arbitrary nice pair of γ, then the Hausdorff distance between π andĉ is finite inΓ(G, S, P), or π andĉ are equivalent geodesic rays inΓ(G, S, P).
Proof. Let {g n } be the set of all G-vertices of π. For each n ≥ 1 choose a geodesic γ n connecting Φ(g 0 ) and Φ(g n ) in X. By Lemma 5.6, there is an ǫ-quasigeodesic c n with the endpoints g 0 and g n such that the Hausdorff distance between Φ(c n ) and γ n is at most r for some uniform constants ǫ and r. There is a subsequence (γ mn ) of (γ n ) that approaches to a geodesic γ in X.
For each m ≥ 0 and m n > m, there is a point z mn in c mn such that
Since the Hausdorff distance between Φ(c mn ) and γ mn is at most r, then there is w mn ∈ γ mn such that d X Φ(z mn ), w mn ≤ r. This implies that d X Φ(g m ), w mn ≤ KA + r. We could assume that w mn approaches w ∈ γ. Thus, Φ(g m ) lies in the (KA+r)-neighborhood of γ.
For each n ≥ 1, choose α n to be a geodesic that connects Φ(g n−1 ) and Φ(g n ) and we define α = α 1 ∪ α 2 ∪ α 3 · · · . Since the endpoints of each α i lie in the (KA + r)-neighborhood of γ, then α also lies in the (KA + r)-neighborhood of γ by Lemma 2.7. Since d X Φ(g 0 ), Φ(g n ) approaches infinity, then α is an infinite ray. Thus, γ lies in the M 1 -neighborhood of α for some M 1 .
If γ ⊂ N R (Y gP ) for some positive number R and some peripheral left coset gP , then α ⊂ N R+KA+r (Y gP ). In particular, Φ(g n ) lies in the N R+KA+r (Y gP ) for all n. This implies g n lies in the K(R + KA + r) + K -neighborhood of gP for all n by the inequality (1). Thus, d(g 0 , g n ) are bounded. This is a contradiction since π is a geodesic. Thus, [γ] / ∈ ∂Y gP for any peripheral left coset gP .
Let (c,ĉ) be any nice pair of γ. Thus, the Hausdorff distance between γ and Φ(c) is at most r ′ < ∞ and G-vertices ofĉ lie in some A ′ -neighborhood of c with respect to d S . (The existence of (c,ĉ) is guaranteed by Lemma 5.9.)
For each u inĉ there is v in c such that d S (u, v) ≤ A ′ . Since the Hausdorff distance between Φ(c) and γ is at most r ′ , then there is z in γ such that
If g n−1 and g n lie in some peripheral left coset gP , then Φ(g n−1 ) and Φ(g n ) lie in Y gP . This implies w lies in some M 2 -neighborhood of Y gP by the uniform neighborhood quasiconvexity of Y gP . Thus, there is g ′ in gP
Also if g n and g ′ lie in the same peripheral left coset gP , then d(g n , g ′ ) ≤ 1. Therefore,
If there is no peripheral left coset that contains both g n−1 and g n , then g n−1 and g n are two vertices of an S-edge of π.
This implies that
Therefore,ĉ lies in a bounded neighborhood of π with respect to d. Sinceĉ is a geodesic ray, then π also lies in a bounded neighborhood ofĉ. Therefore, in both cases, the Hausdorff distance between π andĉ with respect to d is finite, or π andĉ are equivalent geodesic rays inΓ(G, S, P).
Lemma 5.11. Let α and α ′ be two geodesic rays in X with the same initial point Φ(h 0 ), where h 0 ∈ G. Let (c,ĉ) and (c ′ ,ĉ ′ ) inΓ(G, S, P) be (ǫ, A, r)-nice pairs of α and α ′ respectively. Suppose that the initial points of all c,ĉ, c ′ ,ĉ ′ are h 0 andĉ,ĉ ′ are two equivalent geodesic rays inΓ(G, S, P). Then α, α ′ are two equivalent geodesic rays in X.
Proof. Let (g n ) and (g ′ n ) be the sequences of all G-vertices ofĉ andĉ ′ respectively. Let (x n ) and (x ′ n ) be the sequences of vertices of c and c ′ respectively such that d S (g n , x n ) ≤ A and d S (g ′ n , x ′ n ) ≤ A. By Lemma 4.13, there is a constant v such that the Hausdorff distance between (g n ) and (g ′ n ) is at most v with respect to the metric d S . This implies that the Hausdorff distance between (x n ) and (x ′ n ) is at most v + 2A with respect to the metric d S . Thus, the Hausdorff distance between Φ(x n ) and Φ(x ′ n ) is at most K(v + 2A) by the inequality (1). Let (w n ) and (w ′ n ) be the sequences of vertices of α and α ′ respectively such that d X w n , Φ(x n ) ≤ r and d X w ′ n , Φ(x ′ n ) ≤ r. This implies that the Hausdorff distance between (w n ) and (w ′ n ) is at most Lemma 5.12. Let α be a geodesic ray in X such that [α] / ∈ ∂Y gP for any gP and (c,ĉ) be an (ǫ, A, r)-nice pair of α. Then, for each g ∈ G, (gc, gĉ) is an (ǫ, A, r)-nice pair of gα.
Proof. It is obvious since G acts isometrically on X,Γ(G, S, P), Γ(G, S) and the map Φ is G-equivariant.
The proof for the following lemma is obvious and we leave it to the reader.
Lemma 5.13. Let α be a geodesic ray in X such that [α] ∈ ∂Y gP for some gP and h be any group element in G. Then h[α] ∈ ∂Y hgP .
Main Theorem
In this section, we will show the connection between the CAT(0) boundary of X and the relative boundary of a relatively hyperbolic group G that acts on X properly and cocompactly. Now, we build the map f : ∂X → ∆ ∞Γ between the CAT(0) boundary of X and the infinite hyperbolic closure ∆ ∞Γ ofΓ(G, S, P) as follows:
∈ gP ∈Π ∂Y gP , then there is a nice pair (c,ĉ) inΓ(G, S, P) such that the Hausdorff distance between Φ(c) and α is finite. We define
Lemma 6.1. The map f is well-defined.
Proof. Suppose [α 1 ]= [α 2 ] in ∂X, where α 1 and α 2 are two geodesic rays in X. If one of them belongs to gP ∈Π ∂Y gP then there is a unique peripheral left coset g 0 P 0 such that Proof. It is guaranteed by Lemma 5.11.
Lemma 6.5. The map f is G-equivariant.
Proof. It is guaranteed by Lemma 5.12, Lemma 5.13 and the fact that hv gP = v hgP for any peripheral vertex v gP and any group element h ∈ G.
Remark 6.6. We are now going to show the continuity of the function f . This is the most technical part in this paper. Our strategy is to prove first that f is continuous at each non-peripheral limit point and later at each peripheral limit point. Before starting the proof, we need to fix some constants and some notation for convenience:
Let ǫ, r be the numbers in Lemma 5.9 and Lemma 5.6. Let A 1 and B 1 be the numbers in Lemma 5.9, let A 2 and B 2 be the numbers in Lemma 4.17 (We note that the numbers A 2 and B 2 in Lemma 4.17 depend on the number ǫ we have just chosen above.) Let A = max{A 1 , A 2 } and B = max{B 1 , B 2 }.
Let K be the constant in the inequality (1).
For any x ∈ X and ξ ∈ ∂X we denote [x, ξ) to be the unique geodesic from x to ξ.
We are now ready to prove the continuity of f at each non-peripheral limit point.
Proposition 6.7. The map f is continuous at each non-peripheral limit point.
Proof. Let ξ be an arbitrary point in ∂X − gP ∈Π ∂Y gP . Thus, η = f (ξ) ∈ ∂Γ. Let W be a neighborhood of η in ∆ ∞Γ . We will show that there is a neighborhood U of ξ such that f (U ) ⊂ W . Since ∆ ∞Γ is a subspace of ∆Γ, then there is a finite subset
The idea here is to find U of the form U = U Φ(h 0 ), ξ, t, 1 (see Definition 2.2), where h 0 is some G-vertex and t is a large enough number such that f (U ) ⊂ M (η, D) ∩ ∆ ∞Γ . We construct U as follows: , σ) be the constant in Lemma 2.9, where δ is the hyperbolic constant ofΓ(G, S, P). Let n 1 = K(KA + KB + 2r + 1) + K + 1 n 0 = σ + 2R + n 1 + 1 Let (c,ĉ) be an (ǫ, A, r)-nice pair of α such that c andĉ have the same initial point h 0 . Thus,
We first observe that
We now try to prove
, α(t) ≤ 1. Let π be a geodesic inΓ connectingĉ and f (ξ ′ ). In order to show f (ξ ′ ) is an element in M (η, D), we need to prove π ∩ D = ∅. In order to see this fact, we need to consider two cases: ξ ′ is a non-peripheral limit point and ξ ′ is a peripheral limit point. The following two lemmas will help us finish the proof of this proposition. Since c ′ lies in the B-neighborhood of Sat 0 (ĉ ′ ), then Φ(c ′ ) lies in the KBneighborhood of Φ(Sat 0 (ĉ ′ )). Also the Hausdorff distance between Φ(c ′ ) and α ′ is at most r. Thus, α ′ (t) lies in the (KB +r)-neighborhood of Φ(Sat 0 (ĉ ′ )). Therefore, there is a G-vertex g 1 ofĉ ′ such that α ′ (t) lies in the (KB + r)-neighborhood of some peripheral left space Y g 1 P 1 . We claim that the distance between g 1 and h * inΓ(G, S, P) is bounded by n 1 . Indeed
≤ KB + r + 1 + KA + r and Y g 1 P 1 = Φ(g 1 P 1 ). Thus, d S (g 1 P 1 , h * ) ≤ K(2r + 1 + KA + KB) + K.
Also, the diam(g 1 P 1 ) ≤ 1 in the metric d. Therefore, d(g 1 , h * ) ≤ K(2r + 1 + KA + KB) + K + 1 ≤ n 1 .
Assume that π ∩ D = ∅. We will show that n 0 ≤ σ + 2R + n 1 and it leads to a contradiction for the choice of n 0 . Since σ = max{ d(h 0 , a) | a ∈ D }, then we could choose z in π such that d(h 0 , z) = d(h 0 , π) ≤ σ. We could consider π as the union of two rays π + , π − with the same initial point z such that [π + ] = ξ and [π − ] = ξ ′ . Choose z 1 in π + and z ′ 1 in π − such that d(h * , z 1 ) ≤ R and d(g 1 , z ′ 1 ) ≤ R. Obviously, z lies between z 1 and z ′ 1 (i.e., d(z ′ 1 , z 1 ) = d(z ′ 1 , z) + d(z, z 1 )). This implies that
fact would contradict our choice of t and we finish the proof of the lemma. Since the distance between α ′ (t ′ ), Φ(h 0 ) is t ′ and the distance between α ′ (t ′ ), Φ(a) is at most KA + r, then the distance between Φ(h 0 ), Φ(a) is at least t ′ − KA + r. Also t ′ − KA + r ≥ t − KA + r > ℓ 1 . Thus, distance between Φ(h 0 ), Φ(a) is greater than ℓ 1 . This implies that a ∈ĉ ∩ gP for some gP such that v gP ∈ D 2 . Since α ′ (t ′ Proof. This is obvious since f is continuous, ∂X is a compact space and ∆ ∞ (Γ) is Hausdorff.
From all the above lemmas in this section, the following lemma is obvious and completes the proof of the main theorem.
Lemma 6.14. The map f induces a G-equivariant homeomorphism from the space obtained from ∂X by identifying the peripheral limit points of the same type to ∆ ∞ (Γ).
