where e{t) denotes exp2mt. The purpose of this note is to prove sharp forms of the well-known estimates: A: If f'(x) is nonzero on [a, b] , then / has order of magnitude / = O(l/min I/'OOI).
The constant of proportionality depends on the function g(x).
B: If f'(x) changes sign at x = c with a<c<b, then g(c)e(f(c) +1/8)

Vf{c)
Bombieri and Iwaniec [1] remark that the methods of Hormander [5] give an asymptotic expansion of the integral / when f(x) and g(x) are real-analytic. Such expansions were considered in great detail by van der Corput [2]. Our results correspond to the leading terms of the asymptotic series at the points a, b and c, to an accuracy corresponding to the expected order of magnitude of the second term in the asymptotic series. We do not need to assume the existence of high derivatives. 
for some constant 5 > 1. For assertion (B) we also require that
This notation corresponds to the common situation of the Poisson summation formula [7] applied to 
where Var is the functional defined by the total variation on an interval plus the modulus at either endpoint. We use this test with r = 1 or 2 to estimate residual terms. 
X3
Proof of Theorem 1. We integrate by parts to get
and estimate the integrals by the first derivative test. We have
dxf'{x) The integral from -°° to -m takes the same value.
• 
f'g(x)e(f(x))dx=^2
Proof. We work with the Taylor series d~y~f'( X y
We must invert (8) to express x -c in terms of y. We suppose that 8 in (6) is so small that (8) implies
Now (8) gives x -c in terms of y, (x -c) 2 and higher powers of x -c, and (7) gives (x -c) 2 in terms of y 2 and higher powers of x -c. Substitution gives
We can now substitute in the Taylor series for f(x), f'(x) and f"(x) with remainder term involving / <4) (JC), and the Taylor series for g(x) and g'(x) with remainder term involving g" (x) , to obtain the expansions *%®-* + *,+0<y).
for some coefficient K which we do not need to estimate, with and
We have to calculate the expansions independently, since we cannot differentiate under an order of magnitude sign in (10) . An alternative method is to expand y and its derivatives as power series in x -c, write the left hand side of (12) as and substitute the identities dy 2 to obtain the estimate (12), from which (10) and (11) follow by integration. Some process of series expansion seems to be necessary in evaluating the integral (1); our aim is to simplify the argument by separating the expansion step from the integration. After all this, then we can write 
This choice may or may not satisfy the conditions a < a,, or 6, < b. If either condition is not satisfied, then we reduce the value of m so that a = a u m^c-a, 
The terms in Lemma 3 containing negative powers of m are larger than they would be at the optimum. To cover these cases, we must include in the upper bound the values of these terms with the choices (15) and (16), which give the terms in l / ( c -a ) 3 and 1/(6 -cf in the theorem. Otherwise we use Theorem 1 on the ranges a to a, and b x to 6. 
