ABSTRACT A simple and tractable iterative least squares estimation procedure for censored regression models with known error distributions is analyzed. It is found to be equivalent to a well-defined Huber type M-estimate. Under a regularity condition, the algorithm has excellent convergence properties. The resulting estimate is shown to be 4N-consistent and asymptotically normal.
Introduction
An important virtue of Least Squares (LS) estimates is their desirable large sample properties for a wide variety of error distribution functions. For regression models with incomplete data on the dependent variable (censored regression models) LS methods cannot be directly applied without first correcting for the potential bias inherent in the missing data. Bias correction procedures depend on the pattern of the missing data and on the error distribution. The pattern of missing data is usually assumed known, and the various estimation procedures differ mainly with respect to the level of knowledge assumed about the error distribution. In the simplest case, the complete knowledge of the error distribution is assumed. While this is not a very general situation, it is sometimes encountered: in the physical sciences, for example, the errors are often mainly due to inaccuracies of some measuring device and can be studied in the course of a calibration procedure. In principle, an "optimal" solution to the problem is always available: the Maximum Likelihood Estimator (MLE) is well known to be consistent and efficient. However, depending on the pattern of missing data and on the form of the error distribution, the likelihood function may turn out to be quite complicated and the associated normal equations may possess multiple roots. When this is indeed the case, the task of maximizing the likelihood function may become tedious, requiring an exhaustive search over all possible local maxima until the global maximum is found. In such cases it may be preferable to consider an alternative simple estimation which requires a few fast computations and converges rapidly to a unique solution. In the following, a simple and tractable iterative algonrthm to estimate the coefficients of a censored regression model is analyzed. The algorithm is based on an old and simple idea [Orchard and Woodbury (1972) ]: first, one fills in the missing data using predictors based on the observations and current parameter estimates; using these data, improved parameter estimators are obtained by applying LS methods as if no data are missing. These two steps are iterated until the procedure converges. Interestingly, this algorithm yields the MLE when the errors are normally distributed. This is so because, with normal errors, the present algorithm coincides with the EM algorithm of Demptster, Laird, and Rubin (1977) , which is known to yield the MLE (see Wu [1983] and Louis [1982] for more on the properties of the EM algorithm and Tsur [1983] for an account of the EM in the context of censored regression models). With non-normal errors the present estimator differs from the MLE and the choice between the two entails a trade off between the desirable (finite sample) computation properties of the proposed estimator versus the desirable (large sample) efficiency of the MLE. However, since we show WN consistency, a single Newton-Raphson step will produce efficiency. Any limit point of the algorithm satisfies a fixed point equation. From this, we show that the estimate is also the minimizer of a convex function which is a sum of convex error terms. This is used to uniquely define the estimate. We then show, under a regularity condition on the error distribution, that the sequence of iterates converges geometrically to the limit. Finally, using the fixed point equation we give simple proofs of 4-consistency and asymptotic normality.
A similar method for estimation when the error distribution is unknown was studied by Buckley and James [1979] followed by James and Smith [1984] , and Ritov [1987] , who derive large sample properties. In assuming a known error distribution, we are tackling a simpler problem. The payoff is that the framework is more transparent, the derivations simple and illuminating and the conclusions much stronger. In particular, the connection to the minimization of a sum of convex error functions leading to an M-estimate gives an interesting alternative way of looking at the estimate. Since the general censored regression problem is not yet sorted out, our results for the simpler model may help in understanding the general case. The paper is organized as follows: Section 2 describes the iterative method for computing the estimate. Section 3 gives the equivalence to the minimization of a sum of convex error terms. The convergence of the algorithm is studied in section 4. Section 5 establishes consistency and asymptotic normality.
The Iterative Procedure
We observe data (yi,xi) where yi are observed scalars and the xi are K-dimensional vectors. The value {yI = 0) is taken to indicate that the value of yi is missing, otherwise yi > O. Define M+= {i; yi > O} and M-= {i; yi =O. If the data are generated by the mechanism Yi = max(0,xxi'0+u), i=1,...,N where the {ui} are i.i.d. error terms with known distribution and [o is an unknown Kdimensional parameter, then the following iterative method for estimating ,B is reasonable: Each iteration consists of two steps: an expectation (E) step and a projection (P) step.
The idea is to replace the missing values yi, i E M, by their expectations, using -3 -available information including the estimate for f0 obtained in the previous iteration.
These filled in values for yi are then used to find an improved estimator for P3. 
where Y[1(r)] is the N-dimensional vector whose elements are y,[(1)] of (2.1).
Equation (2.2) is the usual LS formula for uncensored observations. The implementation of the algorithm proceeds as follows:
1. Set p(O), an initial value for the parameter vector 2. Fill in the missing yi values as given by (2.1) using E(ulu < z) with z = -xi' calculated at the current (-estimate (E-step). 3. Calculate a new j-estimate according to (2.2) (P-step). 4. Return to 2 unless the norm of the difference vector l ,(r+1) -5(r) decreases below some predetermined convergence requirement.
5. Once the convergence criterion is satisfied, adopt the last value of 0 as the final estimate.
Assuming this process converges, the limit ON is the estimator and satisfies the fixed
The difficulty is that this is not, at this point, a satisfactory definition. The estimate&,BN is defined only if the iterative process converges to the same limit for all starting values. We fix this up in the following section. The proof is a simple verification that setting the partial derivatives of Q (3) equal to zero gives (2.3). A consequence of this proposition is that if the EP algorithm converges, its limit does not depend on the starting value. Other algorithms, i.e. NewtonRaphson, could be used to directly minimize Q (13), but they do not have the attractive simplicity of the EP method. We can also write Q (1) in the form
where, using I( to denote the indicator function, 0 (yi,xi') = -(yi -xi'1)2 I (y, >0) + G (-xi' ) I(Y =°0).
2
The estimate we want minimizes Q (1) and therefore is an M-estimate of the type proposed and studied by Huber [1981] . At any rate, we can now define 1N either as the unique minimizer of Q (1) or the unique solution of (2.3).
Convergence of the EP Algorithm
The convergence analysis becomes particularly simple when the error distribution F () satisfies the condition
We call distributions satisfying (R) regular cdf and note that a number of well known cdf, including the normal, fall into this category. For a regular cdf the stronger condition 0 . dE(ulu < z}/dz < 2 replaces the inequality 0 . dE{ulu < z)/dz which holds for any distribution. We begin by proving a convergence theorem for regular cdf.
Let X'X+, X'X-be the X'X matrix partitioned by i E M+, i E M-; that is,
Theorem 4.1. (Geometrical convergence): If F is regular and X'X+ is positive definite (pd) then the EP algorithm converges geometrically to a unique fixed point 13N.
Let B be the symmetric positive definite square root of X' X. Take { P(r)}, r = 1,2,... to be the sequence of iterates produced by the algorithm from any starting point. then theorem 4.1 is a direct consequence of I1-yI ' 1, iE Mand I 1 -yi =O, i E M, so that I wL X'bm (Ig-n F) xw X < w' X' X-w . Let X4. be the minimum eigenvalue of X'X+ and X-a. the maximum eigenvalue of X' X-. Then X(r) < max(w'X'X-w/(w'X'X-w + w'X'X+w)) w < X7a/(Xa + X:) = L < 1. Now the proposition implies that there is limit p(o) with 15(o)-f1(r):< a Lr, and proves the theorem. The assumption (R) is sufficient, but far from necessary, for convergence. Since Q (3) is smooth and convex, there are methods that can guarantee convergence to its minimum. If (R) is not satisfied, we cannot prove that EP converges to this minimum, but a counterexample would be interesting.
Asymptotic Behavior
We assume in this section that yi = max (O, xi' 0 + ui) with the {ui) i.i.d. mean zero. We take the 3N to satisfy the fixed point equation (2.3) and look at their large N behavior. Some results could be produced by using the theory of M-estimators, but the structure here is so simple that stronger results can be gotten directly. We make the following assumptions Al. N . 6> 0,, all N sufficiently large where k is the nimum eigenvalue of X' X+/ N. A2. Trace(X'X/N) = 0(1) A3. max 11 Xi 112/ N -0 A4. E IuI13 < oo A5. E (u u < z) has a uniformly continuous bounded derivative. The X-distribution can either be considered non-stochastic satisfying the above assumptions, or stochastic independent of the {ui). In the latter case, all our results are conditional on fixed {xi).
The following notation will be used: z10 = -xi" [o, zi = -xi" f, Ii = I (ui < Zi), E {Ii) = F (z0), Ei = E{u I u < zi%, and Note also that the only unknown in computing the covariance of A [3 is the matrix F* with diagonal elements 7yj*. But by arguments similar to the above, F* can be replaced by FN with diagonal elements yi (N).
