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Se ex one en este articulo la técnica rnultivariable de análisis de datos de- 
nomina$ Moáeio logarítmica lineaI, que se basa en niveles áe medición nominal 
u ordinal. Se subdivide su contenido en tres partes: en la primera se examina la 
lógica y supuestos básicos del modelo, en la segundd sepone el énfasis en lar ope- 
raciones y cáhlos estadísticos necesarios para su utilización y, en la tercera, se 
expone la utilidad interpretativa y lar venitajas frente a los análisis tradicionales 
de tablas de contingencia y frente a 10s Sistema áe ecuaciones y grafis. 
Resum 
Un dels diversos problemes que espre.renten a la Sociologia és el de no dis- 
posar de mktotodes d 'anhlisi estadistica-algebrai'ca tan poderoses en el tractament 
de les variables qualitatives com existeixen en el cas de les quantitatives. En 
els darrers anys, s 'han popularitzat de manera considerable les tkniques vin- 
culades al tractament línial logarítmic a'e les dites variables. L 'article que es 
presenta és un exemple d'aplicació del seu desenvolupament i cdlcul en un cas 
particular de facil accés a un públic no especialitzat en rnatemdtiques. 
Abstract 
One of theproblems in Socioloby is the lack of the algebraic and statistical 
analysis methods as powerfil in qualitative variables as in uantitative 
variables. During recentyears, thepo ularity of techniques linke to the lineal R I logarithm rocesses has increased. T is article, is an example of theprocessing 
and calcu L ting applied to aparticular cme, which should be easily understood 
by non-mathematicians. 
. 1. Este articulo es una parte reducida y reformada de la lección magistral leida en mayo 
de 1987. 
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En el contexto de una investigación social por encuesta la mayoría de las 
variables tienen un nivel de medición nominal u ordinal. Para analizar este 
tip0 de variables se utilizan normalmente las tablas de contingencia. El aná- 
lisis puede ser bivariable (cruce de dos variables), aunque también se intro- 
ducen variables de control; y multivariable (cruce de n variables). Las técnicas 
multivariables en el andisis tabular pueden ser de dos tipos: 
-Sistema de ecuaciones y grafos 
-Modelos logaritmico lineales 
Ambas técnicas permiten estudiar el cruce de varias variables simultáne- 
amente, pero mientras en la primera es necesario determinar las variables de- 
pendientes e independientes, en la segunda, todas las variables son conside- 
radas como independientes. El objetivo en el primer caso, es determinar el 
impacto causal que tienen una? variables sobre otras, y se hallan unos coe- 
ficientes similares a 10s coeficientes de 10s análisis de regresión; el objetivo 
en el segundo caso, es determinar las asociaciones e interacciones que puedan 
existir entre las variables. 
En este articulo limitaremos la exposición a la segunda técnica mencio- 
nada: los modelos logaritmicos lineales. Esta técnica de análisis multivariable 
se ha desarrollado a partir de 10s trabajos de Goodman (1972, 1973, 1979); 
Bishop et al. (1 975); Upton (1978); y en España ha sido expuesta por Alvira 
(1985, 1986), Sánchez Carrión (1984) y Ruiz-Maya (1990). 
Frente al andisis tradicional de tablas de contingencia, donde se deter- 
mina si existe asociación entre dos variables (Gi c ~ a d r a d o ) ~  la fuerza y di- 
. rección de la misma (coeficientes de asociación), el modelo logaritmico lineal 
presenta la notable ventaja de examinar varias variables simultáneamente y 
determina las asociaciones e interacciones que existen entre las mismas. 
Frente al andisis multivariable denominado Sistema de ecuaciones y gra- 
fos, donde hay que definir previamente un modelo causal que especifique 
el tip0 de relación que existe entre las variables, el modelo logaritmico lineal 
presenta la ventaja de que no es necesario establecer el modelo de relación 
entre las variables, ya que su objetivo es precisamente encontrar el mejor mo- 
delo que explique las casillas de la tabla de contingencia. 
La exposición que vamos a hacer a continuación de 10s modelos lineales 
logaritmicos se desglosa en tres apartados: 
-Primero: lógica y supuestos básicos 
-Segundo: operaciones y cdculos estadisticos 
-Tercera: ventajas y utilidad interpretativa 
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No se trata de una exposición minuciosa y profunda sino más bien de 
una panóramica general e introductoria en 10s tres niveles: lógico, operatori0 
e interpretativo. 
SUPUESTOS BASICOS Y L ~ G I C A  DEL MODELO 
La principal característica de este modelo es que no es necesario establecer 
previamente las relaciones causales que existein lentre las variables, porque to- 
das ellas son consideradas independientes. ],a variable dependiente, 10 que 
queremos explicar, son las frecuencias de las casillas observadas en una tabla 
de contingencia. Se trata de explicar la probabilidad de que una persona pre- 
sente una determinada cornbinación de categorias. 
El objetivo de este análisis es precisamerite hallar el mejor modelo, que 
sea capaz de explicar las casillas observadas en la tabla de contingencia. Se 
trata de detectar qué asociaciones y qué interacciones existen entre las va- 
riables y conforman el modelo. 
La lógica del proceso que se sigue es la siguiente: 
1) En una tabla de contingencia, existen vari~os efectos, que pueden influir 
para que aparezcan las casillas observadas: 
-El efecto total, debido al número medio de casos en cada casilla, es de- 
cir, el tamaño de la rnuestra. Asi, el tamafio de una casilla depende, 
en primer lugar, del número total de casos. 
-El efecto de cada una de las variables que componen la tabla, debido 
a la distribución de 10s marginales de cada variable. 
-El efecto de asociación de cada par de variables. 
-El efecto de la interaccidn entre más de dos variables. 
2) Nosotros no sabemos a priori qué efectos son 10s que realmente in- 
fluyen en la tabla. Pero nuestro objetivo es eincontrar un modelo que 10s de- 
termine-y sirva para explicar las casillas originales. 
Existen varios modelos posibles, según el número de variables que com- 
ponen la tabla de contingencia. Asi, en una tabla de dos variables existen cin- 
co modelos posibles, y en una tabla de tres variables, dieciocho. 
Norrnalmente, en el análisis de las tablas se contrasta el modelo de in- 
dependencia (ausencia de relación conjunta entre las variables), por medio 
del X2, pero el sistema logaritmico lineal incluye muchos mis modelos, y el 
de independencia es uno mis. 
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En un extremo, el modelo puede incluir s610 el efecto total (tamafio de 
la muestra), en el otro, puede incluir todos 10s efectos posibles. 
3) A partir de cada uno de estos modelos, que incluye unos efectos y ex- 
cluye otros, se puede construir una tabla de contingencia distinta para cada 
modelo. Esta es la tabla de las frecuencias esperadas bajo 10s supuestos del 
modelo. 
Comparando cada una de estas tablas con las frecuencias observadas, unas 
estarán mis cerca que otras o, dicho de otro modo, obtendremos diferentes 
bondades de ajuste para cada modelo. 
En la práctica, no se prueba la bondad del ajuste de todos 10s modelos 
posibles, sino que se siguen otras estrategias que acortan el proceso y que ex- 
plicaremos mis adelante. 
El modelo que seleccionaremos es aquel que cumpla dos condiciones: 
a) incluya menos efectos. 
b) la tabla de frecuencias esperadas reproduzca la tabla de frecuencias ob- 
servada~ (el modelo ajuste). 
4)Una vez seleccionado el modelo y 10s efectos que influyen, es decir, las 
asociaciones e interacciones que existen entre las variables, cuantificamos 10s 
efectos, mediante el cálculo de 10s parámetros e interpretamos 10s resultados. 
OPERA CIONES Y CAL CUL OS ESTADÍSTICOS 
Con objeto de exponer las operaciones y cálculos estadísticos que hay que 
realizar vamos a usar 10s datos procedentes de una investigación sobre la in- 
fluencia de diversas variables en el abandono de 10s estudios universitarios 
Cruce de Actividad laboral y Abandono 
Abandono 
Actividad laboral no si Total 
Total 367 107 474 
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de Ciencias Políticas y Sociologia. Dicha investigación fue presentada como 
tesina en octubre de 1982 (Latiesa 1982, 1983). 
Para ilustrar el modelo lineal logaritmico vamos a emplear dos ejemplos. 
En elprimero, nos centraremos más en las operaciones y cálculos que hay que 
realizar. Emplearemos por tanto, el caso más sencillo de una tabla de dos va- 
riables. En el segundo, además de 10s cálculos, trataremos de ver la utilidad 
interpretativa del modelo lineal logaritmico, en un ejemplo de tres variables. 
En la Tabla 1 aparece el cruce de las variables Actividad laboral y Aban- 
dono de 10s estudios. 
Para explicar las frecuencias observadas que aparecen en las casillas de la 
Tabla existen cuatro efectos posibles: 
-Efecto medio total. E,fecto debido al número medio de casos en cada 
casilla (p). 
-Efecte de fila. Efecto debido a la distr~ibución de 10s marginales de la 
variable Actividad laboral (hLi). 
-Efecto de columna. Efecto debido a la distribución de 10s marginales 
de la variable Abandono (hAj). 
-Efecte conjunto. Efecto debido a la asociación de las Variables Acti- 
vidad laboral y Abandono (hlAij) 
Podemos construir cinco modelos según el número de efectos que in- 
cluyan: 
1)Equiprobabilidad. Incluye exclusivamente el efecto total. 
2)De columna. Tan solo incluye el efecto columna y total. 
3)De fila. Tan solo incluye el efecto de fila y total. 
4)Independencia. Incluye el efecto total, de fila y de columna. No incluye 
la asociación de las variables. Este es el modelo habitual de contraste de la 
hipótesis nula (ausencia de relación entre las variables) mediante el X2. 
5)Saturado. Incluye 10s cuatro efectos, es decir, todos. 
A continuación vamos a exponer primero, 10s modelos; segundo, las ta- 
blas de frencuencias esperadas, bajo 10s supuestos de 10s modelos; y tercero, 
la prueba de significaci6n X2, para calcular ],a bondad del ajuste. 
1)Equiprobabilidad. Se expresa del siguiente modo: 
Log, Fij = p 
Bajo el supuesto de que s610 exista el efects total, las frecuencias esperadas 
son las siguientes: 
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Actividad laboral 
Abandono 
no s í  
Si comparamos las frecuencias observadas con las esperadas, vemos que 
difieren ostensiblemente, y que X2 es significativo, luego hay que rechazar 
este modelo. La tabla original no queda explicada si incluimos tan solo el 
efecto total. 
Si el modelo ajustara satisfactoriamente con 10s datos empiricos, proce- 
deriamos a calcular 10s parámetros, es decir p, que es igual al log, 119. No 
vamos a calcular 10s parámetros hasta que no encontremos un modelo sa- 
tisfactori~, que ajuste bien. 
2)Efecto fila. Se expresa del siguiente modo: 
Log, Fij = p + hLi 
Bajo el supuesto de que s610 exista el efecto de la variable Actividad la- 
boral y el efecto total, las frecuencias esperadas son las siguientes: 
Actividad laboral 
Abandono 
no s í  
De nuevo rechazamos el modelo que incluye tan s610 10s efectos de fila y total 
(Gi-cuadrado significativo) 
3)Efecto columna. Se expresa del siguiente modo: 
Log, Fij = p + hAj 
Las frecuencias esperadas son las siguientes: 
Actividad laboral 
Abandono 
no sí  
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También rechazamos este modelo. 
4)Independencia. Se expresa del siguiente modo: 
Log, Fij = p + hLi + hAj 
Las frecuencias esperadas bajo el supuesto de que exista efecto total, de 
fila, de columna, pero no conjunto, son las siguientes: 
Actiuidad laboral 
Abandono 
no sí  
El Gi-cuadrado se va haciendo mis pequefio a medida que incluimos más 
efectos en el modelo, pero sigue siendo sii;nificativo, luego tenemos 9"' rechazar el modelo que no incluye el efecto conjunto de las dos variab es 
5)Saturado. Se expresa del siguiente modo: 
Log Fij = p + hLi + hAj + hLAij 
Los valores esperados bajo el supuesto clel modelo saturado, coinciden 
con 10s valores observados, ya que incluye todos 10s efectos posibles. Gi-cua- 
drado, por tanto, es igual a O y no es ~i~nificativo. 
Luego éste es el Único modelo que sirve para explicar las casillas de la tabla 
original. Implica que existe asociación entre las variables Actividad laboral 
y Abandono; que existen 10s efectos de cada una de las variables y el efecto 
total. 
Una vez seleccionado el modelo, se procede al cáiculo de cada uno de es- 
tos efectos (parámetros) para cuantificar su incidencia. 
Cálculo del efecto medio: (p) 
1 I J  CL = - E E Log, Fij 
IJ i=1 j=l 
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Cálculo del efecto de la variable Actividad laboral (hLi) 
J 
hLi = Z log  (FijlFnoi, j) 
IJ j=l 
1 hLno = - ( log, 2451122 + log, 45162 ) = .10 
4 
1 hLsi = - ( log, 1221245 + log, 62145 ) = - .10 
4 
Cálculo del efecto de la variable Abandono (hAj) 
I 
Z log, (FijlFi,noj) 
hAj = O i=l 
1 hAno = - ( log, 245145 + log, 122162 ) = .57 
4 
1 hAsi = - ( log, 451245 + log, 621122 ) = - .57 
4 
Cálculo del efecto conjunt0 de las dos variables 
1 huij = - log, (Fij (Fnoi, noj)lFi, noj (noi,j)) 
IJ 
Luego se cumple: 
hLno = - hLsi hAno = - hAsi 
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I J 
C hLi = O C hAj = O 
i=l j=l 
Y también se cumple: 
hLAnono = hLAsisi = - hLAnosi = - hLAsino 
I J  
C C hLAij=O 
i=l j=l 
El modelo permite predecir 10s valores de las casillas. Para comprobarlo, 
transformamos la Tabla I en sus logaritmos naturales: 
Abandono 
Actividad laboral ' no si 
no 5.5 3.8 
si 4.8 4.1 
Y procedemos al cálculo para cada una d.e Xas casillas: 
- Casilla no trabaja, no abandona = 
p + hLno + hAno + hLAnono = 4.5 + . I0 + .57 + .25 = 5.5 
-Casilla no trabaja, si abandona = 
p  + hLno + hAsi + hLAnosi = 4.5 + .10 - .57 - .25 = 3.8 
-Casilla si trabaja, no abandona = 
p + hLsi + hAno 4- hLAsino = 4.5 -- .10 + .57 - .25 = 4.8 
-Casilla si trabaja, si abandona = 
p +  hLsi + hAsi + hLAsisi = 4.5 - . lO- .57 + .25 = 4.1 
Luego comprobamos que el modelo saturado siempre reproduce exac- 
tamente 10s valores observados en las casillas. 
Los efectos que aparecen como más impsr~:antes son: 
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-Los individuos se distribuyen desigualmente en la variable Abandono 
(.57) 
-Existe asociación entre las variables Actividad laboral y Abandono (.25) 
VENTAJAS Y UTILIDAD INTERPRETA TWA 
En el caso de las tablas de dos variables, el cálculo de las frecuencias es- 
peradas es sencillo, pero cuando existen más variables, el cálculo se complica 
y necesitamos un algoritmo iterativo para la estimación. Es necesario utilizar 
el ordenador para efectuar estos cálculos. El Único modelo en el que si po- 
driamos calcular las frecuencias esperadas sin esta ayuda es el de Indepen- 
dencia, multiplicando 10s marginales y dividiendo por el total. 
También es sencillo, en el caso de dos variables, contrastar la bondad del 
ajuste de 10s 5 modelos. Pero con más variables el número de modelos au- 
menta y seria muy engorroso contrastarlos todos. 
Nuestro interés consiste en encontrar el modelo que ajuste bien y que in- 
cluya el menor número de efectos posibles. El procedimiento que se suele 
utilizar para encontrar el mejor modelo es calcular, en primer lugar, 10s pa- 
rámetros o efectos del modelo saturado (las lambdas) y elegir aquellos que 
sean significativos. A continuación se contrasta la bondad del ajuste del nue- 
vo modelo seleccionado. y la significación de 10s parámetros, con el fin de 
volver a seleccionar, si es posible, un modelo mis sencillo, y asi sucesivamen- 
te. Una vez elegido el modelo, se calculan las frecuencias esperadas y 10s va- 
lores de 10s efectos (parámetros o lambdas). 
TABLA 2 
Cruce de Actividad laboral, Horario y Abandono 
Abandono 
Actividad laboral Horari0 no si Total 
no 
no 
no 
sí 
si 
si 
Total 
mañana 100 10 110 
tarde 70 25 95 
noche 75 10 8 5 
mañana 17 7 24 
tarde 5 O 20 70 
noche 55 3 5 90 
367 107 474 
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Contraste de la bondad del ajuste 
de 10s modelos y 10s parámetros 
Modelo p + 1'- + hH + hA + hLH i- A." + h" + hL" 
x2 = o 
~ o d e l o  p + hL + hH + hA + hHA + h" + hLH 
x2 = 9 p= .o12 
parámetros 
Y ' P  
Modelo p + hL + hH + hA + LLA + hLH 
X2 = 14 p= .O06 
parámetros 
r" f 
hLH 39 .o0 
hLA 21 .o0 
En el ejemplo que vamos a exponer a continuación de tres variables (Ta- 
bla 2) nos detendremos más en estos aspectos de selección del modelo y, so- 
bre todo, pondremos el énfasis en la utilidad del modelo logaritmico lineal 
para interpretar las tablas de contingencia multidimensionales. 
En la Tabla 3 se contrasta la bondad del ajuste de varios modelos y de 
10s parámetros, con el fin de encontrar el mejor modelo que explique la tabla 
de contingencia. 
Para comentar 10s resultados obtenidos en la Tabla 3, comenzaremos por 
el modelo saturado. Este modelo incluye todos 10s efectos (parámetros), Gi- 
cuadrado es igual a O (no significativo) y ajusta bien. 
Como el modelo logaritmico lineal es jerárquico, a continuación contras- 
tamos el modelo que suprime la interacción de las tres variables. 
El contraste entre las casillas esperadas bajo el nuevo modelo y las ob- 
servada~ da un X2 de 9, con una significacihn de .012. Este modelo 10 po- 
demos aceptar o rechazar, según el nivel de confianza que estemos dispuestos 
a exigir. Si el nivel de confianza es del 99%, aceptaríamos el modelo como 
bueno y esto implica que no existe interacci6n entre las tres variables. Si por 
el contrario, exigimos que el nivel de confianza sea del 95%, rechazaríamos 
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el modelo porque las diferencias entre las frecuencias esperadas y observadas 
son significativas. 
Veamos qué ocurre en cada uno de 10s dos supuestos: 
1) Aceptamos el modelo. Esto implica que pasamos a contrastar las lamb- 
das de las tres asociaciones que incluye y, a continuación probariamos con 
otro modelo que incluya menos efectos. 
Los parámetros LLH LLA son significativos con un nivel de confianza 
del 19%, sin embargo L' no 10 es. En elsiguiente modelo que varnos a con- 
trastar se suprime, por tanto, esta asociación (LHA). 
El modelo que resulta incluye tan solo las asociaciones de Actividad la- 
boral y Horario (LLH) y Actividad laboral y Abandono (LLA). Gi-cuadrado 
es igual a 14 y es significativo, luego rechazamos este modelo. 
El modelo más sencillo que reproduce la tabla original es el siguiente: 
p + L L + L H + L A + L L H + L L A + h H A  
Es decir en 10s datos empiricos de la Tabla 2 existen 10s siguientes efectos 
y relaciones entre las variables: 
-Efecto total 
-Los tres efectos de 10s marginales 
-El efecto debido a la asociación de las variables Actividad laboral y 
Abandono 
-El efecto debido a la asociación de las variables Actividad laboral y Ho- 
rario 
-El efecto debido a la asociación de las variables Horario y Abandono 
se encuentra en un limite que permite su inclusión o no en el modelo 
dependiendo de las exigencias del investigador. 
-Y por Último, no existe el efecto debido a la interacción de las tres va- 
riables. 
Estos resultados son idénticos a 10s obtenidos en el articulo sobre el Sis- 
tema de ecuaciones y grafos. También allí 10s impactos causales mis fuertes 
eran: 
-de la variable Actividad laboral sobre el Abandono 
-de la variable Actividad laboral sobre el Horario 
Por el contrario, el impacto causal del Horario sobre el Abandono era dé- 
bil. 
En el análisis del sistema de ecuaciones y grafos, la decisión de introducir 
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el efecto indirecto de la Actividad laboral sobre el Abandono, por medio del 
Horario, dependia de cuin fino hilisemos. También en el análisis logarit- 
mico lineal, la decisión de incluir la asocia.ción de las variables Horario- 
Abandono y la interacción de las variables Actividad laboral-Horario-Aban- 
dono, depende de las exigencias del investigador y de 10s niveles de 
significación estadística que esté dispuesto a aceptar. 
2) Rechazamos el modelo. Esto implica que no seguimos adelante redu- 
ciendo el número de efectos o parimetros volvemos al modelo saturado, 
incluyendo la interacción de las tres variables. 
Esta decisión nos va a permitir incluir totlos 10s efectos y, por tanto, cal- 
cular e interpretar un mayor número de resultados. De esta manera, cum- 
plimos mejor 10s objetivos que nos habiarnos propuesto en este articulo. 
Esta decisión implica admitir como mejor modelo el saturado: 
p.= A L +  ?LH+ ?LA+ ?LLH+ V A +  ?LHA+?LLHA 
Procederemos como hemos indicado en el apartado anterior a cuantificar 
Gr&o I. Efectos del modelo saturado 
f 
NOCHE 
NO TRABAJA *-- -* NO ABANDONA 
.26 
. 
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10s parámetros del modelo con el fin de determinar su impacto. Para facilitar 
la interpretación se presenta el gráfico número 1, donde aparece el valor de 
todos 10s parámetros: 
-Flechas de puntos: Efectos de 10s marginales de cada variable (LL, ?LH, 
?LA). 
-Flechas de rayas continua: Efectos de asociación entre dos variables 
(hLH, ?LLA, ?LHA). 
-Flechas de rayas discontinuas: Efectos de interacción entre tres varia- 
bles (?LLHA). 
En función de 10s resultados que aparecen en el gráfico número 1, ob- 
servamos que existe: 1) el efecto de la distribución desigual de 10s marginales; 
2) asociaciones entre cada par de variables y 3) una interacción de tercer or- 
den entre las variables ((Horario)), ((Actividad laboral)) y ((Abandono)). La in- 
terpretación es la siguiente: 
EFECTOS DE LOS MARGINALES 
El efecto de la distribución desigual de 10s entrevistados en cada variable 
que rnás influye proviene de la variable ((Abandono)) (.63), y la que menos 
influye en el valor que toman las casillas de la tabla de contingencia proviene 
de la variable ((Actividad laboral)) (. 1 5). 
EFECTOS DE LAS ASOCIACIONES 
-Actividad laboral y Abandono: Los alumnos que no trabajan es mis pro- 
bable que no abandonen al finalizar el primer afio universitari0 (.26); o 
a la inversa , 10s trabajadores abandonan más. 
-Horari0 y Abandono: Los alumnos de la mañana es rnás probable que no 
abandonen 10s estudios (. 16), por el contrario 10s de la tarde es rnás pro- 
bable que dejen sus estudios al finalizar el primer afio (-. 15). 
-Actividad laboral y Horario: Los alumnos que no desempefien actividad 
laboral es más probable que se matriculen por la mafiana (.39), que por 
la tarde (-.OI) o por la noche (-.38). 
EFECTO DE LA INTERACCION 
Existe interacción entre las variables, 10 que implica que las relaciones 
que hemos descrit0 varian según las categorias que toman las tres variables. 
Expresado de forma más inteligible, podemos decir que la relación que 
110 
- 
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existe entre la Actividad laboral y el Abandono es diferente en el horari0 
de mafiana y noche al de tarde, según muestran 10s valores de 10s paráme- 
tros (. 10, .13, -.23). 
A 10 largo de este articulo hemos tratado de poner en evidencia la nece- 
sidad de incorporar este análisis multivarial~le en el quehacer de 10s soció- 
logos empiricos. Podemos resumir las ventajas que aporta el modelo lineal 
logaritmico en las siguientes: 
-Permite una mayor claridad en la exposición e interpretación de las ta- 
blas de contingencia nnultidimension,~les. 
-Permite cuantificar la interacción entre las variables. 
-En las Ciencias Sociales, y en concreto en el contexto de una investi- 
gación por encuesta, este tip0 de análisis es muy idóneo ya que: 
-La mayoria de las variables son nominales y ordinales. 
-Es necesario tratar n variables simudtáneamente. 
-No es necesario definir un modelo causal, ni variables dependientes 
e independientes, con la dificultad que estas definiciones previas im- 
plican. 
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