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Abstract
The notion of intrinsic system of coordinates is introduced for the photon from the constraint
of transversality condition. The degree of freedom to specify the intrinsic system is extracted
from the same constraint, which turns out to be responsible for the spin Hall effect of light. It
is shown that the fundamental quantization conditions that break down in the laboratory system
of coordinates restore in the intrinsic system, which make it realizable to canonically quantize the
radiation field. It is also shown that the dependence of the intrinsic system on the momentum
underlies the noncommutativity of photon position in the laboratory system. The commutation
relations of the spin and orbital angular momentum that were found by van Enk and Nienhuis
[J. Mod. Opt. 41, 963 (1994)] in a second quantized theory are re-derived in the present first
quantized theory.
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I. INTRODUCTION
It is well known that the canonical commutation relations
[Xˆi, Xˆj] = 0, (1a)
[Pˆi, Pˆj] = 0, (1b)
[Xˆi, Pˆj] = i~δij, (1c)
between the position Xˆ and the momentum Pˆ form the cornerstone of quantum mechanics
and are called by Dirac [1] the “fundamental quantum conditions”, from which follows the
canonical commutation relation of the orbital angular momentum (OAM) Lˆ = Xˆ× Pˆ,
[Lˆi, Lˆj ] = i~ǫijkLˆk. (2)
Quantities Xˆ and Pˆ satisfying commutation relations (1) are said to be canonically conjugate
to each other. Quantities satisfying commutation relation (2) are rotation generators [2].
However, it was recognized [3–5] that the Cartesian components of the photon position do
not commute,
[Xˆi, Xˆj] 6= 0. (3)
This means that the canonical commutation relation (2) of the OAM does not hold for the
photon. Indeed, van Enk and Nienhuis [6] once showed in a second quantized theory that
the spin Sˆ and OAM Lˆ of the photon satisfy commutation relations,
[Sˆi, Sˆj ] = 0, (4a)
[Lˆi, Lˆj ] = i~ǫijk(Lˆk − Sˆk), (4b)
respectively. These relations show that neither the spin nor the OAM can generate rotations
[6]. The conceptual separation of the spin from the OAM does not contradict [7, 8] the
transversality condition. The usual argument [9–13] against such a separation is incorrect.
In fact, distinct effects of the spin and OAM were experimentally observed [14, 15] in their
interactions with tiny birefringent particles trapped off axis in optical tweezers. The spin
angular momentum makes the particle rotate about its own axis and the OAM makes the
particle rotate about the axis of the optical beam. The conversion from spin to OAM was
also observed in anisotropic [16], isotropic [17], and nonlinear [18] media.
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Commutation relation (4a) reveals that the spin of the photon lies exactly in the propa-
gation direction [6, 19], the same as that of any other massless particles [20]. But it is still
unclear why the commutator (4b) of the OAM depends on the spin. Particularly, what can
we learn from the noncommutativity of the position? The purpose of this paper is to ad-
dress these issues. The main idea is to explore the role that the constraint of transversality
condition plays from a transformation point of view.
It is shown that a notion called the intrinsic system of coordinates follows from the
constraint of transversality condition. What is important is that the position in the intrinsic
system restores the canonical commutation relations (1) with the momentum. The canonical
quantum numbers that they determine are therefore in association only with the intrinsic
system. The intrinsic system per se, denoted by the operator of its origin in the laboratory
system of coordinates, is dependent on the helicity, the intrinsic degree of freedom. This is
the reason why it is called the “intrinsic system”. The noncommutativity (3) of the position
in the laboratory system reveals the dependence of the intrinsic system on the momentum;
and the spin-dependent commutator (4b) of the OAM reveals the dependence of the intrinsic
system on the helicity.
The feasibility to introduce the intrinsic system lies in a quasi unitary matrix [7, 21] that
is buried in the transversality condition. It is this matrix that transforms the laboratory
representation into the intrinsic representation. The wavefunction in the intrinsic represen-
tation is free of any constraints. The constraint of transversality condition in this case is
transferred to the operators. Particularly, the operator of the origin of the intrinsic system
is expressed solely in terms of the quasi unitary matrix and is transverse in the sense that
it is perpendicular to the wavevector. However, the transversality condition per se is not
able to fully determine the quasi unitary matrix and thus the intrinsic system. In order
to do so, complementary degrees of freedom [7, 21] are necessary. Because the canonical
quantum numbers are associated with the intrinsic system, the new degrees of freedom that
are expressible as a unit vector exhibit observable quantum effects.
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II. FROM TRANSVERSALITY CONDITION TO QUASI UNITARY TRANS-
FORMATION
As is known [9, 12], the momentum-space (k-space) operators of the spin and the OAM
about the origin of the laboratory system take the forms
Sˆ = ~Σˆ, (5a)
Lˆ = −Pˆ× Xˆ, (5b)
respectively, where (Σˆk)ij = −iǫijk with ǫijk the Levi-Civita´ pseudotensor, Pˆ = ~k, k is
the wavevector, Xˆ = i∇ is the operator of position in the laboratory system, and ∇ is the
gradient operator with respect to k. The k-space vector wavefunction f(k, t) on which they
act satisfies the Schro¨dinger equation
i
∂f
∂t
= ωf (6)
and is constrained by the transversality condition
wT f = 0, (7)
where the angular frequency ω = ck plays the role of Hamiltonian, k = |k|, w = k/k, the
superscript T stands for the transpose, and the convention of matrix multiplication is used
for the scalar product of two vectors. Schro¨dinger equation (6) together with transversality
condition (7) is strictly equivalent to the free-space Maxwell’s equations [9, 12]. That is to
say, if the intensities of the electric and magnetic fields that solve the free-space Maxwell’s
equations are written as 1√
2
(E+ E∗) and 1√
2
(H+H∗), respectively, then they are uniquely
determined by the vector wavefunction that satisfies Eqs. (6) and (7) as
E(X, t) =
1
(2π)3/2
∫ √
~ω
ε0
f exp(ik ·X)d3k, (8a)
H(X, t) =
1
(2π)3/2
∫ √
~ω
µ0
w× f exp(ik ·X)d3k. (8b)
Previously, it was shown [7, 21] that the transversality condition (7) allows one to convert
the vector wavefunction f into a two-component wavefunction f˜ by a matrix ̟ as follows,
f˜(k, t) =

 uT f
vT f

 ≡ ̟f(k, t), (9)
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where the 2-by-3 matrix ̟ =

 uT
vT

 consists of two time-independent row vectors uT and
vT that are perpendicular to each other and form a local righthand Cartesian system with
w,
vTu = wTv = uTw = 0, (10a)
uTu = vTv = 1, (10b)
u× v = w. (10c)
The two-component wavefunction f˜ is free of any constraints such as Eq. (7). Multiplying
both sides of Eq. (6) by ̟ from the left and making use of Eq. (9), one has the following
Schro¨dinger equation of the two-component wavefunction,
i
∂f˜
∂t
= ωf˜. (11)
The matrix ̟ in Eq. (9) performs a quasi unitary transformation. Firstly, it is not
difficult to show that ̟T̟ = I3 − wwT , where ̟T =
(
u v
)
is a 3-by-2 matrix and I3
denotes the 3-by-3 unit matrix. With the help of Eq. (7), one has
̟T̟f = f .
Remembering that ̟ and therefore ̟T̟ always acts on the vector wavefunction f that is
constrained by the transversality condition (7), one may rewrite the above equation simply
as
̟T̟ = I3. (12)
Multiplying both sides of Eq. (9) by ̟T from the left and considering this relation, one gets
f = ̟T f˜ . (13)
It says that the matrix ̟T transforms a two-component wavefunction into a vector wave-
function. Secondly, it is easy to prove that
̟̟T = I2, (14)
where I2 denotes the 2-by-2 unit matrix. Eqs. (12) and (14) express the quasi unitarity [22]
of the transformation matrix ̟. They guarantee that the norm of the wavefunction remains
unchanged under the transformation, f˜ †f˜ = f †f . ̟T is the Moore-Penrose pseudo inverse
of ̟, and vice versa.
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III. INTRINSIC AND LABORATORY REPRESENTATIONS
Along with the transformation of the vector wavefunction into the two-component wave-
function via Eq. (9), the spin operator (5a) that acts on the vector wavefunction is trans-
formed into [2]
sˆ = ̟Sˆ̟T = ~̟Σˆ̟T , (15)
which acts on the two-component wavefunction. Upon decomposing the vector operator Σˆ
in the local Cartesian system uvw as
Σˆ = (uT Σˆ)u+ (vT Σˆ)v + (wT Σˆ)w
and making use of Eqs. (10), one gets
sˆ = ~σˆ3w, (16)
where the helicity operator
σˆ3 = ̟(w
T Σˆ)̟T =

 0 −i
i 0

 (17)
is one of the Pauli matrices. Eq. (16) reveals an important result that the photon spin lies
entirely along the direction of the wavevector [6, 19, 20]. The present approach to Eq. (16)
demonstrates that it is this property of the spin that underlies the transversality condition.
The inverse transformation of Eq. (15) gives for the spin operator acting on the vector
wavefunction,
Sˆ = ̟T sˆ̟ = ~(wT Σˆ)w, (18)
where Eqs. (12), (14), (16), and (17) are used. Commutation relation (4a) of the spin follows
directly from Eq. (18). Here we arrive at it without resorting to the second quantization.
Next let us turn our attention to the OAM. Acting on the vector wavefunction of three
components, the operators of the position and momentum should be understood as
Xˆ = i∇⊗ I3, Pˆ = ~k⊗ I3, (19)
respectively. Along with the transformation of the vector wavefunction into the two-
component wavefunction, they are transformed into
xˆ = ̟Xˆ̟T = ξˆ + bˆ, (20a)
pˆ = ̟Pˆ̟T = ~k⊗ I2, (20b)
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respectively, where ξˆ = i∇⊗ I2 and
bˆ = i̟(∇̟T ). (21)
The position operator now splits into two parts. The first part ξˆ looks like Xˆ but acts
on the two-component wavefunction. Because no constraints such as Eq. (7) exist for the
two-component wavefunction, the Cartesian coordinates of ξˆ commute,
[ξˆi, ξˆj] = 0. (22)
Noticing that the Cartesian components of the momentum pˆ also commute,
[pˆi, pˆj] = 0, (23)
this part is canonically conjugate to the momentum [12], obeying the following commutation
relation,
[ξˆi, pˆj] = i~δij . (24)
The fundamental quantum conditions (22)-(24) are very important. They indicate that the
two-component wavefunction is defined in such a system of coordinates in which the position
is represented by operator ξˆ. In other words, the two-component wavefunction is defined in
a system in which the fundamental quantum conditions restore. This is to be compared with
the vector wavefunction that is defined in the laboratory system X in which the fundamental
quantum conditions break down.
That the operator ξˆ takes on the same gradient form as the operator Xˆ does indicates
that the axes of system ξ are parallel to those of the laboratory system. So the physical
meaning of system ξ is expressed only by operator bˆ, the second part of xˆ. As can be seen
from Eq. (20a), this part represents the origin of the system ξ in the laboratory system. It
is totally determined by ̟. It is Hermitian,
bˆ† = −i(∇̟)̟T = i̟(∇̟T ) = bˆ,
by virtue of Eq. (14). Moreover, being commutative with the Hamiltonian, it is a constant
of motion. Its Cartesian components commute,
[bˆi, bˆj ] = 0. (25)
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But the problem is that the requirements (10) cannot fully determine ̟ up to a rotation
about the wavevector [19]. In other words, the constraint of transversality condition per se
is not able to fully determine the system ξ. In order to do so, one needs additional degrees
of freedom. It was once shown [7, 21] that a constant unit vector can meet the need. Indeed,
denoting by I any constant unit vector, it is easy to check that the following two unit vectors
do satisfy Eqs. (10),
uI = vI × k
k
, vI =
I× k
|I× k| . (26)
To reflect this I-dependence, we rewrite the transformation matrix explicitly as
̟I =

 uTI
vT
I

 . (27)
In this case, Eqs. (12) and (14) for its quasi unitarity take the forms
̟T
I
̟I = I3, (28a)
̟I̟
T
I
= I2, (28b)
respectively. Accordingly, Eq. (9) for the two-component wavefunction takes the form
f˜I = ̟If . (29)
Substituting Eq. (27) into Eq. (21) and denoting the resultant by bˆI, one gets
bˆI =
I · k
k|I× k|vI ⊗ σˆ3. (30)
The one-to-one correspondence between Eqs. (29) and (30) shows that the degree of freedom
I plays the role of specifying the system ξ in which the two-component wavefunction is
defined.
It is seen from Eq. (30) that the origin of the system ξ in the laboratory system is
dependent on the helicity σˆ3, the intrinsic degree of freedom. Due to this peculiar property,
we will refer to the system ξ as the intrinsic system in order to distinguish it from the labo-
ratory system. Considering that the two-component wavefunction is defined in the intrinsic
system, we will refer to the two-component representation as the intrinsic representation.
Correspondingly, the vector representation will be referred to as the laboratory representa-
tion. Evidently, the degree of freedom to specify the intrinsic system amounts to the degree
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of freedom to specify the intrinsic representation. In so specified intrinsic representation,
Eq. (20a) for the operator of position in the laboratory system takes the form
xˆI = ξˆ + bˆI. (31)
With the help of Eqs. (22) and (25), it is easy to find
xˆI × xˆI = i∇× bˆI, (32)
which says that the noncommutativity of the position in the laboratory system [3–5] origi-
nates in the dependence of the intrinsic system on the momentum.
Different from the laboratory wavefunction, the intrinsic wavefunction is not unique for a
particular radiation field. Here the degree of freedom to determine the intrinsic wavefunction
via Eq. (29) is analogous to the gauge degree of freedom to determine the gauge potentials
in classical theory [23] as we will see below.
IV. QUANTUM ANALOG TO THE GAUGE DEGREE OF FREEDOM
To this end, let us see how the change of I affects the intrinsic wavefunction. When I is
changed into a different value, say I′, the intrinsic wavefunction for the same radiation field
becomes
f˜I′ = ̟I′f , (33)
where ̟I′ =

 uTI′
vT
I′

 and
uI′ = vI′ × k
k
, vI′ =
I′ × k
|I′ × k| .
As remarked earlier, the orthonormal vectors uI′ and vI′ that make up the new transforma-
tion matrix ̟I′ are related to the old orthonormal vectors uI and vI by a rotation about w.
Such a rotation can be expressed as follows,
uI′ = uI cosφ+ vI sinφ, (34a)
vI′ = −uI sinφ+ vI cosφ, (34b)
where φ denotes the relevant rotation angle. These two equations can be integrated in terms
of the transformation matrices ̟I′ and ̟I into
̟I′ = D̟I, (35)
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where D =

 cosφ sinφ
− sinφ cosφ

 is the rotation matrix, which can be expressed in terms of the
helicity operator σˆ3 as
D = exp (iσˆ3φ) . (36)
Substituting Eq. (35) into Eq. (33) and making use of Eqs. (29) and (36), we have
f˜I′ = exp(iσˆ3φ)f˜I. (37)
The rotation angle φ is determined as follows.
The barycenter of the radiation field in the laboratory system should be invariant under
the change of I. This means that
f˜ †
I′
(i∇+ bˆI′)f˜I′ = f˜ †I (i∇+ bˆI)f˜I, (38)
by virtue of Eq. (31), where bˆI′ = i̟I′(∇̟TI′). Upon substituting Eq. (37) into Eq. (38),
we find
f˜ †
I
(bˆI′ − bˆI)f˜I = f˜ †I [(∇φ)⊗ σˆ3]f˜I,
which is equivalent to
bˆI′ − bˆI = (∇φ)⊗ σˆ3, (39)
from the arbitrariness of the laboratory wavefunction f and of the unit vector I. Obviously,
the rotation angle φ satisfying this equation is dependent on the wavevector.
It is well known in classical electromagnetic theory [23] that the electric and magnetic
fields of any radiation field in free space can be expressed in terms of four gauge potentials.
In that expression, there exists a gauge degree of freedom in the sense that the electric
and magnetic fields are invariant under a gauge transformation of the potentials. Because
only two of the four gauge potentials are truly independent [12], the intrinsic wavefunction
given by Eq. (29) can be regarded as the quantum analog to the gauge potentials; the
degree of freedom I as the quantum analog to the gauge degree of freedom; Eq. (37) as the
quantum analog to the gauge transformation of the potentials, where the “gauge function”
φ is determined by Eq. (39).
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V. CANONICAL QUANTIZATION OF RADIATION FIELDS
It is observed that in the intrinsic representation the helicity operator σˆ3 is independent
of the canonical variables ξˆ and pˆ. This fact allows us to canonically quantize a radiation
field in the intrinsic representation. On one hand, commuting with the Hamiltonian, the
helicity is a constant of motion. It has eigenvalues σ3 = ±1, corresponding to normalized
eigenfunctions
α˜+1 =
1√
2

 1
i

 , α˜−1 = 1√
2

 i
1

 , (40)
respectively. On the other hand, a set of three commuting canonical variables, also being
constants of motion, can be deduced from the canonical commutation relations (22)-(24).
So we have a complete set of four quantum numbers to characterize the complete set of
eigenfunctions in the intrinsic representation. One is the helicity quantum number σ3. The
other three, denoted collectively by q and called the canonical quantum numbers, depend on
the choice of the set of three commuting canonical variables. Letting be fq the simultaneous
normalized eigenfunctions of the commuting canonical variables, we may write the complete
orthonormal set of eigenfunctions in the intrinsic representation as
f˜σ3q(k, t) = α˜σ3fq(k) exp(−iωt)
and their orthonormality relation as∫
f˜ †σ′
3
q′ f˜σ3qd
3k = δσ′
3
σ3δq′q, (41)
where the Kronecker δq′q should be replaced with the Dirac δ-function for continuous canon-
ical quantum numbers. The following are three commonly used sets of canonical quantum
numbers.
First of all, the momentum is a constant of motion. According to commutation rela-
tion (23), one can choose the three Cartesian components of the momentum as the com-
muting canonical variables. Denoting by ~k0 the eigen momentum, one has the following
q-dependent factors for the complete set of eigenfunctions,
fq(k) = δ
3(k− k0), (42)
where q = k0. Their orthonormality relation reads∫
f ∗q′fqd
3k = δ3(k′0 − k0), (43)
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where q′ = k′0.
Secondly, now that the position in the intrinsic system is canonically conjugate to the
momentum, the OAM about the origin of the intrinsic system, λˆ = −pˆ × ξˆ, obeys the
canonical commutation relation (2). That is to say, one has
[λˆi, λˆj] = i~ǫijkλˆk. (44)
Since this OAM commutes with the Hamiltonian,
[λˆ, ω] = 0, (45)
one can also choose ω, λˆ2, and λˆ3 as the commuting canonical variables. It is well known [12]
that the simultaneous normalized eigenfunctions of λˆ2 and λˆ3 in k-space are the spherical
surface harmonics ,
Yλµ(w) =
{
2λ+ 1
4π
(λ− µ)!
(λ+ µ)!
}1/2
P µλ (cosϑ)e
iµϕ,
which satisfy the following eigenvalue equations,
λˆ2Yλµ = λ(λ+ 1)~
2Yλµ, λ = 0, 1, 2... (46a)
λˆ3Yλµ = µ~Yλµ, µ = 0,±1,±2...± λ. (46b)
Their orthonormality relation assumes the form∫
Y ∗λ′µ′Yλµ sinϑdϑdϕ = δλ′λδµ′µ.
As a result, the expected q-dependent factors for the complete set of eigenfunctions in this
case take the form
fq(k) =
δ(k − k0)√
k0ω0
Yλµ(w), (47)
where q = {ω0, λ, µ}, ω0 is the eigen energy, and k0 = ω0/c. They have the following
orthonormality relation, ∫
f ∗q′fqd
3k = δ(ω′0 − ω0)δλ′λδµ′µ, (48)
where q′ = {ω′0, λ′, µ′}.
At last, noticing that pˆ3 and λˆ3 commute, a third choice of the commuting canonical
variables can be ω, pˆ3, and λˆ3 as well. pˆ3 and λˆ3 have the following simultaneous normalized
eigenfunctions in circular cylindrical coordinates,
Xk30µ(ϕ, k3) =
1√
2π
δ(k3 − k30)eiµϕ, µ = 0,±1,±2...
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with eigenvalues k30~ and µ~, respectively. The q-dependent factors for the corresponding
complete set of eigenfunctions are given by
fq(k) =
√
ω0
ckρ0
δ(kρ − kρ0)Xk30µ(ϕ, k3), (49)
which describe diffraction-free light beams in position space [24], where q = {ω0, k30, µ) and
kρ0 = (k
2
0 − k230)1/2. They satisfy the following orthonormality relation,∫
f ∗q′fqd
3k = δ(ω′0 − ω0)δ(k′30 − k30)δµ′µ, (50)
where q′ = {ω′0, k′30, µ′}.
The complete set of eigenfunctions in the intrinsic representation has nothing to do with
the degree of freedom I. Nevertheless, the intrinsic wavefunction for a particular radiation
field is dependent on I as is shown by Eq. (29). When one expands this wavefunction in a
complete set, the expansion coefficient must depend on I,
f˜I =
∑
σ3,q
aIσ3qf˜σ3q, (51)
where it is assumed that the summation over q includes the integration over continuous
canonical quantum numbers. To see what is meant by this I-dependence, we convert Eq.
(29) into f = ̟T
I
f˜I with the help of Eq. (28a) and substitute Eq. (51) to get
f =
∑
σ3,q
aIσ3qfIσ3q, (52)
where
fIσ3q = ̟
T
I
f˜σ3q. (53)
Eq. (52) demonstrates that when the quantum numbers σ3 and q run over all their pos-
sible values, any constant unit vector I determines, through Eq. (53), a complete set of
eigenfunctions to span the laboratory representation. That is to way, given a set of four
quantum numbers σ3 and q, we still have a degree of freedom to choose the complete set of
eigenfunctions in the laboratory representation. Inserting Eq. (28b) into the left side of Eq.
(41) and making use of Eq. (53), one has the following orthonormality relation,∫
f
†
Iσ′
3
q′fIσ3qd
3k = δσ′
3
σ3δq′q. (54)
The expansion coefficient is thus obtained from Eq. (52) to be
aIσ3q =
∫
f
†
Iσ3q
fd3k. (55)
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Because a laboratory wavefunction uniquely describes a radiation field via Eqs. (8), Eq. (53)
reveals an important fact that the eigen excitation of the radiation field that it defines is
determined not only by a set of four quantum numbers but also by the degree of freedom I.
The I-dependence of the expansion coefficient (55) just reflects the dependence of the eigen
excitation on this degree of freedom. After second quantization, the expansion coefficient
becomes the annihilation operator. In a word, Eq. (51) or (52) expresses the canonical
quantization of the radiation field.
The dependence of the eigen excitation on the degree of freedom I can be understood as
follows. The canonical commutation relations (22)-(24) in the intrinsic system mean that the
canonical quantum numbers q they determine are associated only with the intrinsic system.
Moreover, the helicity quantum number σ3 is just an intrinsic degree of freedom. In order
to completely determine an eigen excitation, the intrinsic system with which the canonical
quantum numbers are associated must be unambiguously specified in the laboratory system.
This is done by the degree of freedom I. In fact, it is not difficult to show that in any eigen
excitation that has the intrinsic wavefunction f˜σ3q discussed before, the expectation value
of operator ξˆ vanishes,
〈ξˆ〉σ3q ≡
∫
f˜ †σ3qξˆf˜σ3qd
3k∫
f˜ †σ3qf˜σ3qd3k
= 0. (56)
This means that for the eigen excitation the intrinsic system reduces to its barycenter system
[25] and the I-dependent operator bˆI represents its barycenter in the laboratory system. This
is why the degree of freedom I can be used to explain [26] the spin Hall effect of light [27].
Let us see how the change of I affects the eigen excitation of the radiation field.
We know that the eigenfunction f˜σ3q in the intrinsic representation satisfies
σˆ3f˜σ3q = σ3f˜σ3q. (57)
For a particular unit vector I, the eigenfunction in the laboratory representation is given by
Eq. (53). When I is changed into a different value, say I′, the corresponding eigenfunction
in the laboratory representation is given by
fI′σ3q = ̟
T
I′
f˜σ3q. (58)
Substituting Eqs. (35) and (36) into Eq. (58) and noticing the eigenvalue equation (57), we
get
fI′σ3q = exp(−iσ3φ)fIσ3q. (59)
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It shows that when the unit vector I is changed with the quantum numbers σ3 and q
remaining unchanged, the eigenfunction in the laboratory representation will acquire a phase.
Depending on the helicity σ3 as well as the wavevector through the rotation angle φ, this
phase will substantially affect the electric and magnetic fields of the eigen excitation as can
be seen from Eqs. (8).
VI. QUANTUM THEORY OF THE ANGULAR MOMENTUM
In Section III we derived the commutation relation (4a) of the spin angular momentum.
Now we are in a position to derive the commutation relation (4b) of the OAM in the intrinsic
representation. The same as the operator (31) of the position in the laboratory system, the
operator of the OAM about the origin of the laboratory system also splits into two parts,
lˆ = ̟†
I
Lˆ̟I = λˆ+ mˆ. (60)
The first part λˆ is the OAM of the photon about the origin of the intrinsic system. The
second part
mˆ ≡ ~bˆI × k = ~ I · k|I× k|uI ⊗ σˆ3 (61)
is the OAM of the photon concentrated at the origin of the intrinsic system about the origin
of the laboratory system. Obviously, mˆ is dependent on the helicity. This not only explains
why the entire OAM depends on the helicity [7], but also helps us to understand why the
total angular momentum cannot be generally separated into helicity-dependent spin and
helicity-independent OAM [28]. Like bˆI, mˆ is also a constant of motion,
[mˆ, ω] = 0, (62)
and its Cartesian components commute,
[mˆi, mˆj ] = 0. (63)
From Eqs. (45) and (62) it follows that the entire OAM is a constant of motion, too. With
the help of Eqs. (44) and (63), straightforward calculations yield
[lˆi, lˆj] = i~ǫijk(lˆk − sˆk). (64)
It is the commutation relation (4b) of the OAM that was found by van Enk and Nienhuis
[6] when the inverse transformations of (60) and (15) are taken into account. Here we
15
arrive at it without resorting to the second quantization. The present approach to Eq.
(64) demonstrates that it is the helicity dependence of the intrinsic system that makes the
commutator (4b) of the OAM depend on the spin.
VII. CONCLUDING REMARKS
In summary, we introduced from the constraint of transversality condition the notion of
photon’s intrinsic system in which the position is canonically conjugate to the momentum.
Moreover we extracted from the same constraint a complementary degree of freedom that
together with the helicity and the momentum determines the intrinsic system completely.
The newly identified degree of freedom per se plays the role of specifying the intrinsic rep-
resentation. Since the canonical quantum numbers that are determined by the fundamental
quantum conditions (22)-(24) are associated with the intrinsic system, the new degree of
freedom has observable quantum effects [25] and is responsible for the spin Hall effect [26, 27].
Due to the dependence of the intrinsic system on the momentum, the Cartesian components
of the position in the laboratory system do not commute. This noncommutativity in the
laboratory representation is hidden behind the transversality condition on the laboratory
wavefunction.
It is also noted that the OAM of the photon about the origin of the laboratory system is
the OAM of the photon concentrated at the origin of the intrinsic system plus the OAM of the
photon about the origin of the intrinsic system. According to Goldstein [29], the intrinsic
system can be regarded simply as the barycenter system. This is in agreement with the
observation that the intrinsic system of the eigen excitation reduces to its barycenter system.
What deserves emphasizing is that this barycenter is perpendicular to the momentum due
to the constraint of transversality condition.
ACKNOWLEDGMENTS
The author is indebted to Vladimir Fedoseyev and Zihua Xin for their helpful discussions.
This work was supported in part by the National Natural Science Foundation of China
16
(60877055).
[1] P. A. M. Dirac, The principle of quantum mechanics, 3rd ed. (Oxford University Press, Oxford,
1947).
[2] J. J. Sakurai, Modern Quantum Mechanics (Benjamin/Cummings, California, 1985).
[3] M. H. L. Pryce, Proc. R. Soc. Lond. A 195, 62 (1948).
[4] B.-S. Skagerstam, arXiv:hep-th/9210054
[5] A. Be´rard and H. Mohrbach, Phys. Lett. A 352, 190 (2006).
[6] S. J. van Enk and G. Nienhuis, Europhys. Lett. 25, 497 (1994); J. Mod. Opt. 41, 963 (1994).
[7] C.-F. Li, Phys. Rev. A 80, 063814 (2009).
[8] K. Y. Bliokh, M. A. Alonso, E. A. Ostrovskaya, and A. Aiello, Phys. Rev. A 82, 063825 (2010).
[9] A. I. Akhiezer and V. B. Berestetskii, Quantum electrodynamics (Interscience Publishers, New
York, 1965).
[10] J. W. Simmons and M. J. Guttmann, States, waves and photons: A modern introduction to
light (Addison-Wesley, Massachusetts, 1970).
[11] V. B. Berestetskii, E. M. Lifshitz, and L. P. Pitaevskii, Quantum electrodynamics, 2nd ed.
(Pergamon Press, New York, 1982).
[12] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg, Photons and Atoms (John Wiley &
Sons, New York, 1989).
[13] S. M. Barnett, J. Mod. Opt. 57, 1339 (2010).
[14] A. T. O’Neil, I. MacVicar, L. Allen, and M. J. Padgett, Phys. Rev. Lett. 88, 053601 (2002).
[15] V. Garce´s-Cha´vez, D. McGloin, M. J. Padgett, W. Dultz, H. Schmitzer, and K. Dholakia,
Phys. Rev. Lett. 91, 093602 (2003).
[16] L. Marrucci, C. Manzo, and D. Paparo, Phys. Rev. Lett. 96, 163905 (2006).
[17] Y. Zhao, J. S. Edgar, G. D. M. Jeffries, D. McGloin, and D. T. Chiu, Phys. Rev. Lett. 99,
073901 (2007).
[18] S. Mosca et. al., Phys. Rev. A 82, 043806 (2010).
[19] L. Mandel and E. Wolf, Optical coherence and quantum optics (Cambridge University Press,
New York, 1995).
17
[20] J. M. Jauch and F. Rohrlich, The theory of photons and electrons, 2nd ed. (Springer, New
York, 1976).
[21] C.-F. Li, Phys. Rev. A 78, 063831 (2008).
[22] G. H. Golub and C. F. Van Loan, Matrix computations, 3rd ed. (Johns Hopkins, Baltimore,
1996).
[23] J. A. Stratton, Electromagnetic theory (McGraw-Hill, New York, 1941).
[24] T.-T. Wang, S.-Y. Yang, and C.-F. Li, Opt. Lett. 36, 2342 (2011).
[25] S.-Y. Yang and C.-F. Li, J. Opt. 15, 014016 (2013).
[26] C.-F. Li, Phys. Rev. A 79, 053819 (2009).
[27] O. Hosten and P. Kwiat, Science 319, 787 (2008).
[28] S. M. Barnett and L. Allen, Opt. Commun. 110, 670 (1994).
[29] H. Goldstein, Classical Mechanics, 2nd Ed. (Addison-Wesley, Massachusetts, 1980).
18
