Abstract-This paper describes a unified data-driven prognostic framework that combines failure time data, static parameter data and dynamic (time-series) data. The approach employs Cox proportional hazards model (Cox PHM) and soft dynamic multiple fault diagnosis algorithm (DMFD) for inferring the degraded state trajectories of components and to estimate their remaining useful life (RUL). This framework takes into account the cross-subsystem fault propagation, a case prevalent in any networked and embedded system. The key idea is to use Cox proportional hazards model to estimate the survival functions of error codes and symptoms (soft test outcomes/prognostic indicators) from failure time data and static parameter data, and use them to infer the survival functions of components via a soft DMFD algorithm. The average remaining useful life and its higher-order central moments (e.g., variance, skewness, kurtosis) can be estimated from these component survival functions. The proposed prognostic framework has the potential to be applicable to a wide variety of systems, ranging from automobiles to aerospace systems.
INTRODUCTION
The rapid advances in electronics, computing, and communication technologies have resulted in complex embedded and ultra-integrated systems (e.g., automotive, aerospace and nuclear systems). Conventional maintenance strategies, such as reactive and preventive maintenance, are inadequate in fulfilling the needs of high-availability in these systems. Consequently, a continuous monitoring and early warning capability that detects, isolates and estimates the component failures (viz., fault diagnosis and prognosis) over time is required to minimize downtime, operational costs, and improve resource management via condition-based maintenance. Failure prognosis, an add-on capability to diagnosis, involves forecasting system degradation and timeto-failure (remaining useful life) based on "state awareness" gleaned from monitored data, for example, parameters collected from various sensors, such as vehicle speed, individual wheel speeds, yaw rate, master brake cylinder pressure, and so on.
The time-series based approaches to prognostic health management are component-centric and do not make use of widely available data in archived databases of vehicle equipment, such as historical usage patterns, error codes (i.e., codes that are recorded by onboard software units in case of a fault or malfunction of the component), observed failure modes, repair and inspection intervals, environmental factors, skill levels of personnel, and status parameters collected periodically or at the onset of error codes. Examples of status parameters include operating parameter identifier data collected periodically or when an error code is recorded. Consequently, the time-series based prognostic health management approaches are both incomplete and inaccurate for coupled systems with cross-subsystem fault propagation. On the other hand, the classical survival theory-based approaches [1] [2] rely on Weibull and other nonlinear regression models to infer timeto-failure, and these estimates are used to optimize the time-tomaintain or time-to-repair/replace; these techniques do not consider condition indicators of equipment and crosssubsystem fault propagation. Consequently, the survival theory-based techniques result in large variability in the timeto-failure estimates. Evidently, the two disparate methodologies, viz., prognostic health management techniques based on dynamic time series data and survival theory-based techniques using archived data, need to be reconciled and unified under a common modeling framework that can work with all of the three types of data (see Fig. 1 ):
(a) archived failure data (Type I data): age of the vehicle at the time of failure, i.e., age when an error code or symptom is observed, or a component is replaced; In this paper, an integrated approach that seamlessly combines all three types of data to infer the component degradations and to estimate their remaining useful life (RUL) is presented. The framework employs two key techniques: (i) Cox proportional hazards model (Cox PHM) [3] , and (ii) soft dynamic multiple fault diagnosis (soft DMFD) inference algorithm [4] . The Cox PHM computes the survival functions of tests (or error codes), whereas the soft DMFD algorithm is used to infer failing components in coupled systems. The soft DMFD algorithm determines the most likely evolution of component states that best explains the observed soft test failure outcomes (i.e., complementary test survival probabilities). Here, a soft Viterbi algorithm is employed to decode the most likely probabilistic evolution of fault sequence. The prognostic framework is discussed in detail in the subsequent sections and the capabilities of the framework are illustrated in two scenarios: (i) a synthetic dataset with randomly generated test outcomes; and (ii) a dataset derived from an automotive electronic throttle control (ETC) subsystem simulator with failure time data, static parameter data, and simulated test outcomes. The proposed framework is modular, leading to a flexible and evolvable software architecture for prognostic health management.
II. PREVIOUS WORK
Prognosis is a salient component of condition-based maintenance (CBM) of systems. The Prognostic methods can be broadly classified into the following two approaches: model-based and data-driven [5] . The model-based methods assume that an accurate mathematical model (physics-based or physics-of-failure-based model) is available. These methods employ statistical estimation techniques to track residuals generated using observers (e.g., Kalman filters, reduced-order unknown input observers, interacting multiple models, particle filters) and parity relations (dynamic consistency checks among measured variables) in order to provide an estimate of the accumulated damage and assess the remaining life [6] . Adams [7] proposed to model damage accumulation in a structural dynamic system as first/second order nonlinear differential equations. Chelidze [8] modeled degradation as a "slow-time" process, which is coupled with a "fast-time" observable subsystem. Luo et al. [6] developed a prognostic process based on data collected from model-based simulations under normal and degraded conditions; interacting multiple models were used to track the hidden damage.
The data-driven approaches to prognostics are derived directly from routinely monitored system operating data (e.g., vibration and acoustic signals, temperature, pressure, oil debris, currents, voltages). The data-driven approaches are based on statistical and pattern classification techniques, ranging from multivariate statistical methods, linear and quadratic discriminants, partial least squares and canonical variate analysis, support vector machine regression, graphical models (Bayesian networks, hidden Markov models) to blackbox methods based on neural networks (e.g., multi-layer perceptrons, probabilistic neural networks, learning vector quantization), self-organizing feature maps, signal analysis (filters, auto-regressive models etc), and fuzzy rule-based systems. Schwabacher provided a survey of data-driven prognostics in [9] .
Depending on the type of information used, the prognostic techniques may also be categorized into three types: (i) time-tofailure data-based, (ii) stressor-based, and (iii) degradationbased. Time-to-failure data-based methods use failure time data to estimate the lifetime of a component (e.g., Weibull analysis). Stressor-based methods consider the operating conditions, such as temperature, humidity, vibrations, load, input current and voltage. Degradation-based methods estimate and track the degradation parameters and predict when the total degradation (damage) exceeds a predefined threshold of functional failure. These degradation parameters can be independent variables which are directly measured from the system or a fusion of multiple parameters [10] .
In [11] , a dynamic wavelet neural network trained on vibration signals of defective bearings with varying crack depth and width is used to predict the crack evolution and to estimate their remaining useful life. Swanson [12] proposed to use a Kalman filter to track the dynamics of the mode frequency of vibration signals in a tensioned steel band. Garga et al. [13] presented a signal analysis approach for prognostics of an industrial gearbox. The main features used included the root mean square value, kurtosis and wavelet magnitude of vibration data. In [14] , Cox developed proportional hazard models that merge both failure time data and stress data (vibration signals) to estimate the remaining useful life. Kumar et al. [15] described a hybrid prognostic framework utilizing both data-driven and physics-of-failure models to estimate the remaining useful life in electronic systems. The monitored parameters included fan speed, temperature and percentage of CPU utilization.
Most of the prognostic approaches in the literature consider one or two categories of data delineated in Fig. 1 . More significantly, they are component-centric and they primarily focus on predicting the remaining useful life of one particular component in isolation. The approach presented in this paper overcomes these two fundamental limitations by developing a prognostic framework that is capable of tracking degradations of multiple interacting components. The novel contributions of Figure 2 . Cox PHM-based Approach to Prognosis of Coupled Systems this paper are: (i) a unified framework combining failure time data, static parameter data and dynamic parameter data, (ii) Cox proportional hazards model to estimate the survival functions of error codes (tests) using failure time data and static parameter data, (iii) estimating multiple component degradations that are coupled via observations (test outcomes) using a novel inference algorithm, and (iv) simulation results on degradation estimation of multiple components in General Motor's electronic throttle control (ETC) subsystem. Since coupled systems are common in aircraft, automobiles, power systems, nuclear energy systems, and so on, the proposed prognostic framework is readily applicable to these systems.
III. PROGNOSTIC FRAMEWORK FOR COUPLED SYSTEMS
The proposed prognostic framework is shown in Fig. 2 . The prognostic process is divided into two phases: training and validation ("model learning") phase, and testing ("deployment") phase.
A. Training and Validation phases (offline module)
The training phase consists of two steps (see Fig. 2 ): 
where i denotes a component, diagnostic error code, symptom or any failure event of interest, z is a vector of covariates (Type II static data such as freeze frame data), a is a vector of regression parameters, and 0 ( ) t φ is the failure rate without any covariates (i.e., z = 0), i.e., it is the baseline hazard function. The baseline hazard function can be from any of the standard failure time distributions (e.g., exponential, Weibull, normal, log normal, Gamma, etc.) or it can be nonparametric. The baseline hazard function and the regression parameters are estimated via maximum likelihood method [18] [19] .
The survival functions of components, R i (t, z) and the concomitant failure time density functions, f i (t, z) can be computed from the hazard function ( , )
Step 2: Cluster Survival Functions and Learn Dependencies: The survival functions corresponding to an event of interest i are grouped by exploiting the "similarities" among them via clustering techniques such as k-means, learning vector quantization (LVQ), Gaussian mixture models (GMM), or hierarchical clustering [16] [17] . The clustering process has the beneficial effects of revealing the usage patterns of system and the benefit of compressing the data for training. For coupled systems, probabilistic dependencies between the error codes and other observables (i.e., symptoms), and the component failure modes are estimated via maximum likelihood estimation procedure. These probabilistic dependencies are in the form of a matrix of likelihoods of observing an error code or other observables given a failure mode and is given by,
where o j is the error code j, n ij is the number of times o j is associated with failure mode i (FM i ) and n i is the total number of observed cases with FM i . In order to avoid the problem with ML estimates, viz., the possibility of having a zero probability because of an unseen combination of (o j, FM i ) in the training data, Laplacian smoothing [20] is used as follows:
where |FM| is the number of system failure modes.
The dependency matrix can be either binary (hard (0 or 1)) or probabilistic (soft). This dependency matrix captures the causal relationships between failure modes and error codes (or symptoms). In order to illustrate the process of developing the dependency matrix, let us consider an example shown in Table  I 4 is the failure mode and s 2 is the component to be replaced. Since error code o 1 is present twoout-of-three times when s 1 has failed, these occurrence counts among error codes and failure modes are used to derive the soft D-matrix, i.e., the matrix of likelihoods (see Table II ). For example: FM 1 -o 1 association weight 2/3 is derived by dividing the number of times o j is associated with s 1 . A purely binary (hard) D-matrix can also be derived which shows that if there 
is a 1 in the D-matrix, it implies that a specific failure mode can be detected by a specific error code (e.g., FM 2 can be detected by o 2 ). Refer to [21] for other methods of generating dependency matrices.
B. Testing (Deployment) Phase (online module)
When new feature data y(t) (Type III dynamic data) is obtained via online data acquisition systems, the survival probabilities of error codes (see (5) ) are estimated using Cox PHM model as well as the baseline hazard functions obtained from the offline module (from Type I and Type II data). 
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Here j refers to error codes (tests, symptoms). These soft error code outcomes are used to infer the failing components via the soft DMFD based on the D-matrix. The soft DMFD determines the evolution of fault states (complementary survival functions) given the soft error code outcomes at the observed time t. A detailed explanation of the algorithm is given in Section IV.
Once the component survival functions are obtained, the first and second order moments of time-to-failure T can be computed from the survival functions R(t) via (6) and (7), respectively [22] .
Alternately, the remaining useful life (RUL) of a component at any time t can be computed from the survival function by defining a threshold on the survival probability.
Mathematically, it is written as,
where ε 0 denotes the threshold of functional failure.
IV. SOFT DYNAMIC MULTIPLE FAULT DIAGNOSIS
The soft DMFD problem consists of a set of possible fault states in a system and soft evidence on the test states that are observed at each time (observation or decision) epoch. The soft evidence on a test state provides uncertain information on a subset of the fault states. Tests are imperfect in the sense that they have missed-detection/false-alarm processes associated with them. Formally, the soft DMFD problem is represented as The problem is to determine the time evolution of fault states based on the soft evidence of test states that are observed over time. respectively. Also, P = (Pdij , Pfij) represent probability of detection and probability of false alarm associated with each test outcome j and fault class i. 
K=total number of epochs and
Applying the Bayes rule in (9), the objective function is equivalent to ˆa rg max Pr( (0)) Pr(
Using the total probability theorem, with soft evidence on test states being conditionally independent given the status of fault states ("the noisy OR assumption"), and Markov property of fault state evolution, the problem is equivalent to, ( 1) 1, ( ) 0; φ denotes the failure rate of component i and Δ denotes the time step (for e.g., weeks, days, etc). It is assumed that the disappearance probability of a component i is zero i.e., if a component x i has failed at k-1, it remains in that state at time instant k. In other words, state '0' is an absorbing state.
Following the procedure in [23] , the primal function for the problem in (9) can be obtained as,
where, 
Exploiting the concavity of the log function in Eq. (14) and using Jensen's inequality [17] , a lower bound on the primal function can be written as
The optimal * ( ) 
1 This approximation enables us to use the DMFD algorithm in [23] with minor modifications and the exact version will be pursued elsewhere.
where
is the set of Lagrange multipliers.
The dual function can be written as [23] ,
As in Eq. (17), the Lagrangian relaxation algorithm decomposes the original soft DMFD problem into m separable subproblems. The Lagrange multipliers are updated iteratively using the subgradient method; and Viterbi algorithm is used to find the most likely fault sequence [23] . 
V. EXPERIMENTAL RESULTS
The prognostic framework is applied to two different scenarios. (A) Scenario 1: a synthetic dataset with randomly generated test outcomes, and (B) Scenario 2: dataset derived from an automotive electronic throttle control (ETC) subsystem simulator with failure time data, static parameter data and simulated test outcomes. The experimental results are briefly discussed in the following subsections.
A. Scenario 1
In this scenario, the prognostic framework is applied to a small synthetic dataset with a 5x5 D-matrix shown in Table III [24] . Here, each test covers two or more faults, for example, γ 1 detects faults in either or both of s 3 and s 4 , i.e., the component states are coupled via observations (test outcomes). Initially, the complementary component survival functions (component degradations) are assumed to be of sigmoid (S-) shape with degradation/failure probabilities varying between 0 and 1. The degradation curves for components (s 1 -s 5 ) are as shown in Fig.  4 . At any epoch k, the test outcomes are generated from the component state survival probabilities via the noisy-OR model (e.g., [23] 
where R i (k) is the survival probability of component i at time epoch k, (Pd ij ,Pf ij ) are the detection and false alarm probabilities associated with each component and test. These probabilistic test outcomes are then fed to the soft DMFD algorithm to infer the component degradations at any time epoch k. Under a single fault assumption, Fig. 5 shows the estimated component probability when s 2 is faulty and Fig. 6 shows the estimated component probability when s 5 is faulty. In Fig. 6 , although component s 5 is degrading with time, the algorithm infers s 2 , s 4 and s 5 as failing components since faults s 2 and s 4 are hidden faults of s 5 (see Table III ). The estimated component failure probability is close to the true failure component probability with R-square fit of about 99% for all the components. This is an ideal scenario with perfect test outcomes (i.e., tests have high detection probability and low false alarm probability). However, the real data is unlikely to produce this type of accuracies. 
B. Scenario 2
In this scenario, the prognostic approach is applied to a dataset derived from an automotive electronic throttle control (ETC) subsystem simulator. The electronic throttle control, also termed drive-by-wire technology, replaces the conventional mechanical linkage between accelerator pedal and throttle body. Fig. 7 shows the block diagram of electronic throttle control subsystem. It mainly comprises of throttle pedal assembly, electronic throttle body, throttle position sensor (TPS) and vehicle electronic control module or powertrain control module (ECM/PCM). ETC subsystem determines the necessary throttle opening using various input sensors (for e.g., accelerator pedal position, engine RPM, vehicle speed, etc.) and drives the servomotor (actuator) to obtain required throttle position via a closed-loop control algorithm in the ECM. ECM is also responsible for monitoring the health of the subsystem by processing parameter identifier data (PIDs) collected from various sensors and generates diagnostic trouble codes (DTCs or error codes) in case of a failure in any component. For example: PCM generates P0121 (Throttle Position Sensor Performance) when it detects that the throttle angle deviates from the nominal value at a specific RPM or when there is any water or corrosion in the TPS. The remedy is to replace the throttle position sensor (LC5 - (3) and (4)), which is later used in the inference algorithm for inferring the failing components. Table IV shows the diagnostic matrix with 5 LCs and 11 DTCs. It is evident that LC1 and LC3 are ambiguous and hence are grouped into a single repair code (LC1/LC3) throughout the analysis.
As mentioned in Section III, the survival functions for components and tests are initially learned using the Cox PHM model. Then, k-means clustering technique is employed to group the survival functions for LCs as well as DTCs. Figures  8 and 9 show the snapshot of averaged survival function clusters for LC2 and DTC P1682 respectively. Here, there appear to be 3 clusters of survival functions for each repair code. In order to validate the prognostic framework, the detection and false alarm probabilities of tests are initially learned from the averaged DTC survival function and averaged LC survival function by minimizing the objective function (taking negative logarithm and rewriting Eq. 20) given in Eq. (21). implemented for Eq. (21) using MATLAB fmincon function from the optimization toolbox to determine the optimal parameters {pd ij , pf ij }. Once the parameters are learned, continuous test outcomes are generated from each of the LC survival function clusters using (20) . These soft test outcomes are used as input to the soft dynamic multiple fault diagnosis inference algorithm to infer the component degradations at any time epoch k. Under a single fault assumption, Figures 10 and  11 show the estimated component failure probability for repair codes LC2 (cluster 1) and LC1/LC3 (Cluster 3), respectively. The R-square fit is about 95%. Fig. 12 shows the mean square Table IV by defining a threshold on the failure probability.
VI. CONCLUSIONS
The paper presented a novel approach for fault prognosis problem in coupled systems by combining three types of data, i.e., failure time data, static environmental and status parameter data, and dynamic data. The framework employed Cox PHM to infer the survival functions of components and thereby inferred the degradation in components via the soft dynamic multiple fault diagnosis (DMFD) algorithm. The framework is applied to two synthetic datasets to infer the component degradations (complementary survival functions) and the inference algorithm estimated the component failure probabilities with a good R-square fit. The future work includes application of this approach to continuous parameter identifier (PID) data and account for the uncertainty in RUL estimation. 
APPENDIX

