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Abstract
In this paper we consider a Hilbert spaceHð0;1Þ of ð0; 1Þ-forms and a space L2ðmÞ of square
integrable functions with respect to a measure m on a rotation invariant open set O in Cn: We
give necessary and sufﬁcient conditions, in terms of the moments of the measure m; for the
canonical solution operator of the %@-equation to be bounded, compact and in the Schatten p-
class fromHð0;1Þ into L2ðmÞ: Examples ofHð0;1Þ can be chosen to be the space of ð0; 1Þ-forms
with coefﬁcients in one of the classical Hilbert spaces of holomorphic functions such as the
weighted Bergman space, the Hardy space, the Hardy–Sobolev space or the Mo¨bius invariant
space.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let O be a rotation invariant open set in Cn and let m be a rotation invariant
probability measure on O having moments of all orders; that is,
mk :¼
Z
O
jzj2k dmðzÞoN; for all kAN0:
Let L2ðmÞ denote the space of all square integrable functions with respect to the
measure m: Such measures have been studied in [BT].
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We recall that the Fischer inner product /;SF is deﬁned on the space of
holomorphic polynomials by its restriction on the monomials by
/za; zbSF :¼
a! if a ¼ b;
0 if aab:
(
This inner product turns the multiplication operator and the corresponding
differentiation operator to be adjoint to each other. See [NS].
Consider a Hilbert space H of holomorphic functions on O such that there is a
positive integer N such thatH is the direct sum of the subspace of its polynomials of
degree smaller than N and the closure of its subspace spanned by the homogeneous
polynomials inH with degree greater than or equal to N: We also assume that the
homogeneous polynomials in H with different degrees greater than or equal to N
are orthogonal inH: For dXN; we will denote byHd the space of the homogeneous
polynomials of degree d of H: Assume, in addition, that there are a sequence
ðhdÞdXN of nonnegative real numbers and positive constants C1 and C2 such that
C1j/f ; gSHjphd j/f ; gSFjpC2j/f ; gSHj; ð1:1Þ
for all dXN and f ; g in Hd :
LetHð0;1Þ be the Hilbert space of all ð0; 1Þ-forms with holomorphic coefﬁcients in
H: We equip Hð0;1Þ with the inner product
/f ; gSHð0;1Þ :¼
Xn
j¼1
/fj ; gjSH;
for f ¼Pnj¼1 fj d %zj and g ¼Pnj¼1 gj d %zj in Hð0;1Þ:
We shall study the spectral properties of the operator S :DomðSÞ-L2ðmÞ deﬁned
on the dense subspace DomðSÞ of Hð0;1Þ consisting of those ð0; 1Þ-forms whose
coefﬁcients are polynomial elements ofH and S solves the %@-equation %@ðSðgÞÞ ¼ g;
where SðgÞ is the unique element of L2ðmÞ which is continuous on O and orthogonal
to holomorphic polynomials in L2ðmÞ: This operator will be called the %@-canonical
solution operator.
The main purpose herein is to establish necessary and sufﬁcient conditions for the
%@-canonical solution operator to extend to be bounded, compact and in the Schatten
p-class from Hð0;1Þ into L2ðmÞ:
We should point out that under particular choices of ðhdÞ; the space H can be
chosen to be the Bergman space, the Hardy space, the Hardy–Sobolev space or the
Mo¨bius invariant space.
The classical %@-canonical solution operator is the operator that associates to each
ð0; 1Þ-form, with L2-coefﬁcients with respect to the Lebesgue measure, the L2
solution to the %@-equation which is orthogonal to the Bergman space of all square
integrable holomorphic functions. An explicit expression was given in terms of the
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Bergman projection on arbitrary bounded domains in a recent work of Haslinger
[Ha1]. The membership of this canonical solution operator to the Hilbert–Schmidt
class was investigated by Haslinger in [Ha2,Ha3].
Our main results are the following.
Theorem A. The %@-canonical solution operator S :DomðSÞ-L2ðmÞ extends to a
bounded on Hð0;1Þ if and only if
sup
dAN0;hd40
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
oþN: ð1:2Þ
Suppose that (1.2) is satisﬁed and denote again by S the extension of the %@-
canonical solution operator to Hð0;1Þ: Then we have
Theorem B. The operator S :Hð0;1Þ-L2ðmÞ is compact if and only if
lim
d-N;hd40
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
¼ 0: ð1:3Þ
Theorem C. If p40 and
X
dAN0;hd40
dimHd
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
  p
2
oþN; ð1:4Þ
then the operator S is in the Schatten class SpðHð0;1Þ; L2ðmÞÞ:
Conversely, suppose that either n ¼ 1 and p40 or nX2 and pX2 and the operator
S :Hð0;1Þ-L2ðmÞ is in the Schatten class SpðHð0;1Þ; L2ðmÞÞ: Then (1.4) holds.
We do not know whether (1.4) holds also in the remaining case nX2 and 0opo2
under the assumption SASpðHð0;1Þ; L2ðmÞÞ:
2. Preparatory lemmas
In this section we shall express the %@-canonical solution operator and its adjoint in
terms of reproducing kernels and some Hankel operators.
Lemma 2.1. If a; bANn0; then
Z
O
za %z
b dmðzÞ ¼
ðn  1Þ!mjaja!
ðn þ jaj  1Þ! if a ¼ b;
0 if aab:
8><
>: ð2:1Þ
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Proof. To prove identity (2.1), let U be the unitary group consisting of all n  n
unitary matrices and let dU denote the Haar probability measure on U: Let s be the
rotation-invariant probability measure on the unit sphere S in Cn: Due to the
invariance of O and m we see by Fubini’s theorem and Proposition 1.4.7 in [Ru] thatZ
O
za %z
b dmðzÞ ¼
Z
U
Z
O
ðUzÞaðUzÞb dmðzÞ dU
¼
Z
O
Z
U
ðUzÞaðUzÞb dU dmðzÞ
¼
Z
O
jzjjajþjbj dmðzÞ
Z
S
za%zb dsðzÞ
from which (2.1) follows. &
If d is a nonnegative integer, let Bd be the reproducing kernel of the subspace of
L2ðmÞ consisting of the holomorphic polynomials of degree smaller than or equal to
d with respect to the inner product of L2ðmÞ: It follows from Lemma 2.1 that for any
polynomial f ; the limit
ðPmf ÞðzÞ :¼ lim
d-N
Z
O
Bdðz;oÞf ðoÞ dmðoÞ ð2:2Þ
is ﬁnite since the integral in (2.2) is the same for sufﬁciently large integers d: In
addition, Pm is a symmetric projection taking its values in the space of holomorphic
polynomials; that is,
Pm3Pm ¼ Pm and /Pm f ; gSL2ðmÞ ¼ /f ; PmgSL2ðmÞ;
for all polynomials f ; g and Pmh ¼ h for all holomorphic polynomials h: In general,
this projection does not extend to be continuous on L2ðmÞ:
If j is a holomorphic polynomial, then the Hankel operator with symbol %j is the
operator given for all polynomial f by
H %jf :¼ ðI  PmÞð %jf Þ;
where I is the identity operator.
Lemma 2.2. For any homogeneous holomorphic polynomial g of degree d þ 1 we have
the identity
H %zj ðgÞ ¼ %zjg 
mdþ1
ðn þ dÞmd
@g
@zj
: ð2:3Þ
Proof. To prove identity (2.3), observe by (2.1) that the polynomial %zjgðzÞ is
orthogonal in L2ðmÞ to any holomorphic homogeneous polynomial of degree
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different from d: Furthermore, if f is a homogeneous holomorphic polynomial of
degree d; then by Lemma 2.1 and the fact that the multiplication operator by zj and
the differentiation operator @@zj are adjoint of each other with respect to the Fischer
inner product we have
/Pmð%zjgÞ; fSL2ðmÞ ¼/ %wjg; fSL2ðmÞ
¼/g; wjfSL2ðmÞ
¼ ðn  1Þ!mdþ1ðn þ dÞ!
@g
@zj
; f
 
F
¼ mdþ1ðn þ dÞmd
@g
@zj
; f
 
L2ðmÞ
:
This completes the proof of the lemma. &
If dXN; we denote by Hð0;1Þd the subspace of H
ð0;1Þ consisting of those ð0; 1Þ-
forms with coefﬁcients in Hd and let Kd be the reproducing kernel of Hd : It is
given by
Kdðz; wÞ :¼
X
gABd
gðzÞgðwÞ;
where Bd is an orthonormal basis of Hd :
Lemma 2.3. Suppose that nX1: Then the %@-canonical solution operator S is given for
gADomðSÞ by
SðgÞðzÞ ¼ lim
d-N
Xn
j¼1
Z
O
Bdðz; wÞgjðwÞð %zj  %wjÞ dmðwÞ:
In particular, the restriction of S to H
ð0;1Þ
d is given by
SðgÞðzÞ ¼ /g;odðz; 	ÞSHð0;1Þ ; gAHð0;1Þd ;
where od :O O-Hð0;1Þ is the mapping defined by
odðz; xÞ :¼
Xn
j¼1
H%zj ðKdðz; xÞÞ d %xj ð2:4Þ
Proof. Let g ¼Pnj¼1 gj d %zjADomðSÞ: By (2.2) we see that
SdðgÞðzÞ ¼
Xn
j¼1
Z
O
Bdðz; wÞgjðwÞð%zj  %wjÞ dmðwÞ
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is a polynomial independent of dXdg for some sufﬁcient large integer dgXN: In
addition, a little computing shows that SðgÞ :¼ limd-N SdðgÞ is orthogonal to
holomorphic polynomials and satisﬁes the %@-equation %@ðSðgÞÞ ¼ g: Now if the
components gj of g are inHd ; then applying the reproducing formula for each gj; we
see that for kXdg;
SðgÞðzÞ ¼
Xn
j¼1
Z
O
Bkðz; wÞ/gj; Kdð:; wÞSHð%zj  %wjÞ dmðwÞ
¼
Xn
j¼1
Z
O
/gj; Bkðz; wÞKdðw; 	Þð%zj  %wjÞSH dmðwÞ
¼
Xn
j¼1
gj;
Z
O
Bkðz; wÞKdðw; 	Þð%zj  %wjÞ dmðwÞ
 
H
¼
Xn
j¼1
/gj ; H%zj ðKdðz; :ÞSH ¼ /g;odðz; 	ÞSHð0;1Þ :
This completes the proof of the lemma. &
When dXN; we letNd be the subspace ofH consisting of polynomials of degree
smaller than d and denote byN
ð0;1Þ
d the corresponding space of ð0; 1Þ-forms having
coefﬁcients inNd : We also let Rd denote the closure inH of the direct sum of the
subspaces Hk; kXd; and denote by R
ð0;1Þ
d the space of ð0; 1Þ-forms having
coefﬁcients in Rd : Then by hypothesisH andH
ð0;1Þ can be written as the following
topological direct sums:
H ¼Nd"Rd and Hð0;1Þ ¼Nð0;1Þd "Rð0;1Þd : ð2:5Þ
We denote by the same symbol pd the projections fromH ontoNd and fromHð0;1Þ
onto N
ð0;1Þ
d corresponding to both of these two direct sums. Thus, if g ¼Pn
j¼1 gj d %zjAH
ð0;1Þ; then
pdg :¼
Xn
j¼1
pdgj d %zj : ð2:6Þ
Lemma 2.4. The domain DomðSÞ of S contains all polynomials.
Proof. It is sufﬁcient to show that DomðSÞ contains the monomials za %zb: Choose
kXjaj þ jbj þ 2: Thus by (2.6) and Lemmas 2.1 and 2.2, we see that for each g ¼Pn
j¼1 gj d %zjADomðSÞ we have that
/ðS3ðI  pkÞÞðgÞ; za %zbSL2ðmÞ ¼
Xn
j¼1
/H%zj ððI  pkÞgjÞ; za %zbSL2ðmÞ ¼ 0:
ARTICLE IN PRESS
S. Lovera, E.H. Youssfi / Journal of Functional Analysis 208 (2004) 360–376 365
Since the operator S3pk is of ﬁnite rank, this implies that
j/Sg; za %zbSL2ðmÞ ¼ j/ðS3pkÞðgÞ; za %zbSL2ðmÞ
pCjjgjjHð0;1Þ ;
where C does not depend on g: This completes the proof of lemma. &
Next, let SN be the restriction of S to DomðSNÞ :¼ DomðSÞ-Rð0;1ÞN : Then SN is a
densely deﬁned operator in the Hilbert space R
ð0;1Þ
N : In view of Lemma 2.4, we see
that the domain DomðSNÞ of the adjoint SN of SN contains all polynomials. In
addition, we have the following.
Lemma 2.5. Suppose that dXN: Then for all ð0; 1Þ-forms f in Hð0;1Þd we have
ðSNSNÞð f ÞðxÞ ¼
Xn
j¼1
/f ; Zdj ð	; xÞSHð0;1Þ d %xj;
where Zdj ðz; xÞ :¼
Pn
k¼1 Z
d
j;kðz; xÞ d %zk; and
Zdj;kðz; xÞ ¼
Z
O
H %wkðKdðw; zÞÞH %wj ðKdðw; xÞÞ dmðwÞ:
Proof. Let fAHð0;1Þd and gAH
ð0;1Þ
k : Applying Lemmas 2.1 and 2.2 a little computing
shows that /SNð f Þ; SNðgÞSL2ðmÞ ¼ 0; if dak: Otherwise, by (2.2) we have
/SNð f Þ; SNðgÞSL2ðmÞ ¼
Z
O
/f ;odðz; 	ÞSHð0;1Þ/odðz; 	Þ; gSHð0;1Þ dmðzÞ
¼
Z
O
/f ;odðz; 	ÞSHð0;1Þodðz; 	Þ dmðzÞ; g
 
Hð0;1Þ
¼
Xn
j¼1
/f ; Zdj ð	; xÞSHð0;1Þ d %xj; g
* +
Hð0;1Þ
:
This proves the lemma. &
Consider an orthonormal basis Bd ofHd ; dXN: Then the collection of the ð0; 1Þ-
forms ffd %zk; fABd ; k ¼ 1;y; ng is an orthonormal basis of Hð0;1Þd : In addition, we
have
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Lemma 2.6. For all dXN; the operator SNSN maps H
ð0;1Þ
d into itself. More precisely,
if fABd and k ¼ 1;y; n then
SNSNð fd %zkÞðxÞ ¼
ðn  1Þ!mdþ1
ðn þ dÞ!
X
gABd
gðxÞ/f ; gSF d %xk
 
þ
Xn
j¼1
X
gABd
gðxÞ 1 m
2
dðn þ dÞ
md1mdþ1ðn þ d  1Þ
 
@f
@zk
;
@g
@zj
 
F
d %xj
!
:
Proof. We write
Kdðz; wÞ ¼
X
gABd
gðzÞgðwÞ:
In view of Lemma 2.5 we have that
ðSNSNÞð fd %zkÞðxÞ ¼
Xn
j¼1
/ f ; Zdj;kð	; xÞSH d %xj
¼
Xn
j¼1
Z
O
/ f ; H%zkðKdðz; 	ÞÞSHH %zj ðKdðz; xÞÞ dmðzÞ d %xj
¼
Xn
j¼1
Z
O
H%zkð f ÞH %zj ðKdðz; xÞÞ dmðzÞ d %xj
¼
X
gABd
gðxÞ
Xn
j¼1
Z
O
H %zkð f ÞH%zj ðgÞ dmðzÞ d %xj:
On the other hand, for j; k ﬁxed and gABd we have that
Z
O
H%zkð f ÞH %zj ðgÞ dmðzÞ ¼/zjf ; zkgSL2ðmÞ þ
m2d
@f
@zk
;
@g
@zj
 
L2ðmÞ
ðn þ d  1Þ2m2d1
 mdðn þ d  1Þmd1 f ; zk
@g
@zj
 
L2ðmÞ
þ zj @f
@zk
; g
 
L2ðmÞ
 !
¼ðn  1Þ!mdþ1ðn þ dÞ! /zjf ; zkgSF þ
ðn  1Þ!m2d
@f
@zk
;
@g
@zj
 
F
md1ðn þ d  1Þ!ðn þ d  1Þ

ðn  1Þ!m2d zj
@f
@zk
; g
 
F
þ f ; zk @g
@zj
 
F
 
ðn þ d  1Þ!ðn þ d  1Þmd1
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¼ðn  1Þ!mdþ1ðn þ dÞ! /zjf ; zkgSF 
ðn  1Þ!m2d
@f
@zk
;
@g
@zj
 
F
md1ðn þ d  1Þ!ðn þ d  1Þ
¼ ðn  1Þ!mdþ1ðn þ dÞ! 1
m2dðn þ dÞ
md1mdþ1ðn þ d  1Þ
 
@f
@zk
;
@g
@zj
 
F
þ ðn  1Þ!mdþ1ðn þ dÞ! dj;k/f ; gSF;
with the understanding that dj;k :¼ 0 for jak and dj;j :¼ 1: The latter equalities hold
because the multiplication operator by zj and the differentiation operator
@
@zj
are
adjoint of each other with respect to the Fischer inner product. From this it now
follows that
ðSNSNÞð fd %zkÞðxÞ ¼
ðn  1Þ!mdþ1
ðn þ dÞ!
X
gABd
gðxÞ
Xn
j¼1
dj;k/f ; gSF d %xj
 
þ
Xn
j¼1
1 m
2
dðn þ dÞ
md1mdþ1ðn þ d  1Þ
 
@f
@zk
;
@g
@zj
 
F
d %xj
!
:
The proof of the lemma is now complete. &
Lemma 2.7. There is a positive constant C such that
Xn
k¼1
/SNSNð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1ÞXC
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
for all dXN with hd40 and all unit vectors fAHd :
Proof. By Lemma 2.6 and (1.1) we see that
Xn
k¼1
/SNSNð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1Þ
¼ ðn  1Þ!mdþ1ðn þ dÞ!
Xn
k¼1
jj f jj2F þ 1
m2dðn þ dÞ
md1mdþ1ðn þ d  1Þ
 
@f
@zk




2
F
" #
¼ jj f jj2F
ðn  1Þ!mdþ1
ðn þ dÞ! n þ d 
dðn þ dÞm2d
md1mdþ1ðn þ d  1Þ
 
XC1
ðn  1Þ!
hdðn þ d  1Þ!
md1mdþ1ðn þ d  1Þ  dm2d
md1ðn þ d  1Þ
XC
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
: &
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Lemma 2.8. There is a positive constant C such that
/SNSNðuÞ; uSHð0;1ÞpC
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
for all dXN with hd40 and all unit vectors uAH
ð0;1Þ
d :
Proof. As before, we consider the orthonormal basis Bd of Hd and write
u ¼
X
fABd ;k¼1;y;n
af ;k f ðxÞ d %xk;
where the ﬁnite sequence ðaf ;kÞf ;k of complex numbers satisﬁesX
fABd ;k¼1;y;n
jaf ;kj2 ¼ 1: ð2:7Þ
Note by Cauchy–Schwarz inequality that the moments ðmdÞ satisfy the inequality
m2dpmd1mdþ1; for all dX1: ð2:8Þ
If nX2; then by Lemma 2.6, (2.7) and (2.8) we have
/SNSNðuÞ; uSHð0;1Þ ¼
X
f ;f 0;k;k0
af ;kaf 0;k0/S

NSNð f ðxÞ d %xkÞ; f 0ðxÞ d %xk0SHð0;1Þ
¼ ðn  1Þ!mdþ1ðn þ dÞ!
X
f ;k
jaf ;kj2jj f jj2F
0
@
þ 1 m
2
dðn þ dÞ
md1mdþ1ðn þ d  1Þ
  X
f ;k
af ;k
@f
@zk




2
F
1
A
p ðn  1Þ!mdþ1ðn þ dÞ!
X
f ;k
jaf ;kj2jj f jj2F
0
@
þ 1 m
2
d
md1mdþ1
  X
f ;k
af ;k
@f
@zk




2
F
1
A:
Since jjPf ;k af ;k @f@zkjj2FpdPf ;k jaf ;kj2jj f jj2F; it follows that
/SNSNðuÞ; uSHð0;1Þp
ðn  1Þ!mdþ1
ðn þ dÞ! 1þ d 1
m2d
md1mdþ1
  X
f ;k
jaf ;kj2jj f jj2F:
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This, combined with (1.1) and (2.7), implies that
/SNSNðuÞ; uSHð0;1ÞpC
mdþ1
ðn þ dÞ!hd ðn  1Þ þ d 1
m2d
md1mdþ1
  
;
for some positive constant C independent of d:
If n ¼ 1; then by Lemma 2.6, (1.1) and the preceding calculation we obtain
j/SNSNð f ðxÞ d %xÞ; f ðxÞ d %xSHð0;1Þ j ¼
mdþ1
d!
jj f jj2F 1
m2d
md1mdþ1
 
C
mdþ1
hdd!
1 m
2
d
md1mdþ1
 
and hence the lemma is proved. &
3. Proof of the main results
Using the direct sums in (2.5) and the corresponding projection in (2.6)
and writing S ¼ SpN þ SNðI  pNÞ; we see that S is bounded if and only if
SN is, S is compact if and only if SN is and S is in a Schatten class if
and only if SN is. Therefore, we only need show the results when S is replaced
by SN :
Proof of Theorem A. To prove that S :DomðSÞ-L2ðmÞ is bounded we only need to
show that SNSN is bounded. This in turn is equivalent to showing that
sup
dXN;hda0
sup
uAHð0;1Þ
d
;jjujj
Hð0;1Þ¼1
j/SNSNðuÞ; uSHð0;1Þ joN:
Theorem A now follows since by Lemmas 2.7 and 2.8, it is not hard to see that for
dXN such that hd40;
sup
uAHð0;1Þ
d
;jjujj
Hð0;1Þ¼1
j/SNSNðuÞ; uSHð0;1Þ jC
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
:
Proof of Theorem B. It is well known that SN is compact if and only if S

NSN is
compact or equivalently for all e40 there is a ﬁnite codimensional orthogonal
projection Q such that jjQSNSNQjjoe:
Assume that SNSN is compact. Then we have
lim
d-N;hd40
j/SNSNð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1Þ j ¼ 0
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for all unit vectors f in Hd and k ¼ 1;y; n: By Lemma 2.7 this implies that
lim
d-N
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
¼ 0
and the ‘‘only if ’’part of Theorem B is proved. Conversely, suppose that
lim
d-N
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
¼ 0:
Let e40: If dXN and Qd is the orthogonal projection fromHð0;1Þ onto"lXdH
ð0;1Þ
l ;
then by Lemma 2.8 it follows that for some positive constant C;
jjQdSNSNQd jjpC suplXd
mlþ1
hlðn þ lÞ! l 1
m2l
ml1mlþ1
 
þ ðn  1Þ
 
;
for d sufﬁciently large. This shows that SNSN is compact and thereby Theorem B is
proved. &
Proof of Theorem C. Suppose that p40 and (1.4) holds. Lemma 2.6 implies that for
any dXN the subspace Hð0;1Þd is invariant under the compact operator S

NSN :
Therefore, there are positive numbers ðlj;dÞ1pjpdimHð0;1Þ
d
and an orthonormal system
ðuj;dÞ1pjpdimHð0;1Þ
d
in H
ð0;1Þ
d such that
SNSNð f Þ ¼
XþN
d¼N
XdimHð0;1Þd
j¼1
lj;d/uj;d ; fSHð0;1Þuj;d ;
for all fAHð0;1Þ: Indeed, flj;dg is the sequence of eigenvalues of SNSN and we have
/SNSNðuj;dÞ; uj;dSHð0;1Þ ¼ lj;d :
Lemma 2.8 yields
XþN
d¼N
XdimHð0;1Þd
j¼1
l
p
2
j;d ¼
XþN
d¼N
XdimHð0;1Þd
j¼1
/SSðuj;dÞ; uj;dS
p
2
Hð0;1Þ
pC
XþN
d¼N
n dimHd
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
  p
2
oN:
This implies that SN is in the Schatten class SpðRð0;1ÞN ; L2ðmÞÞ and hence S is in the
Schatten class SpðHð0;1Þ; L2ðmÞÞ:
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Suppose n ¼ 1 and p40 and SASpðHð0;1Þ; L2ðmÞÞ: By Lemma 2.6, we see that, for
dXN such that hd40; z
d
jjzd jj d %z is an eigenvector of S

NSN : If ld is the corresponding
eigenvalue, then Lemmas 2.7 and 2.8 give that
ldC
mdþ1
hd d!
1 m
2
d
md1mdþ1
 
and hence (1.4) follows.
Next, suppose that nX2 and pX2 and assume that the %@-canonical solution
operator S is in the Schatten classSpðHð0;1Þ; L2ðmÞÞ: Consider an orthonormal basis
Bd of Hd and denote by E the spectral measure of the operator S

NSN : By the
spectral theorem, we see that for all k ¼ 1;y; n and any fABd ; we have that
j/SNSNð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1Þ jp=2 ¼
Z
R
t d/EðtÞð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1Þ
 p=2
p
Z
R
tp=2 d/EðtÞð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1Þ
¼/ðSNSNÞp=2ð f ðxÞ d %xkÞ; f ðxÞ d %xkSHð0;1Þ :
This implies that X
f ;k
/SNSNð f ðxÞ d %xkÞ; f ðxÞ d %xkSp=2Hð0;1ÞoN:
This, combined with Lemma 2.7, gives that
XþN
d¼N;hd40
dimHd
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
  p
2
oN:
Then (1.4) holds. The proof of Theorem C is now complete. &
4. Applications and concluding remarks
Let dmsðzÞ ¼ ð1 jzj2Þs dVðzÞ; where s4 1 and dV is the normalized Lebesgue
measure on the unit ball B in Cn: If mX0 consider the Hilbert spaceHm consisting
of all holomorphic functions f ¼PaANn0 aaza on B; whose power series expansion
satisﬁes
X
aANn0
jaaj2a!ðjaj þ mÞ
Gðjaj þ m þ 1ÞoN;
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equipped with its inner product /f ; gSHm ¼
P
aANn0
aabaa!ðjajþmÞ
Gðjajþmþ1Þ ; for f ¼
P
aANn0
aaz
a
and g ¼PaANn0 baza and let Hð0;1Þm be the corresponding Hilbert space of all ð0; 1Þ-
forms with holomorphic coefﬁcients in Hm:
In this case, the sequence fhdgdAN0 deﬁned by
hd :¼ 1Gðd þ mÞ; dAN0
satisﬁes (1.1) with respect to the inner product ofHm: The moments of the measure
ms are given by
md :¼
Z
B
jzj2dð1 jzj2Þs dVðzÞ
¼
Z 1
0
r2nþ2d1ð1 r2Þs dr
¼ 1
2
Gðs þ 1Þðd þ n  1Þ!
Gðd þ n þ s þ 1Þ :
In addition we have, for dAN0;
mdþ1
hdðn þ dÞ! ¼
Gðd þ mÞ
Gðd þ n þ s þ 2Þ
and
1 m
2
d
md1mdþ1
¼ s þ 1ðd þ nÞðd þ n þ sÞ
so that by Stirling’s formula we see that
mdþ1
hdðn þ dÞ! d 1
m2d
md1mdþ1
 
þ ðn  1Þ
 
Cdmns2
1
d
þ ðn  1Þ
 
:
Therefore by Theorem A we see that when n ¼ 1 the %@-canonical solution operator S
is bounded from Hð0;1Þm into L
2ðmsÞ if and only if mps þ 4; however when nX2 the
operator S is bounded from Hð0;1Þm into L
2ðmsÞ if and only if mpn þ 2þ s:
Also Theorem B yields that when n ¼ 1 the %@-canonical solution operator S is a
compact operator from Hð0;1Þm into L
2ðmsÞ if and only if mos þ 4; however when
nX2 the operator S is compact from Hð0;1Þm into L
2ðmsÞ if and only if mon þ 2þ s:
In addition, the reduction of Theorem C to this case gives the following.
Corollary 4.1. Assume that mX0 and p40:
(1) If n ¼ 1 and mos þ 4 then the %@-canonical solution operator S is in the Schatten
class SpðHð0;1Þm ; L2ðmsÞÞ if and only if
p4
2
4þ s  m:
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(2) If nX2; pX2 and mon þ 2þ s; then the %@-canonical solution operator S is in the
Schatten class SpðHð0;1Þm ; L2ðmsÞÞ if and only if
pðn  m þ s þ 2Þ42n:
We should point out that the parameters m ¼ n þ 1; m ¼ n and m ¼ 0;
correspond, respectively, to the cases where Hm is the Bergman space, the Hardy
space and the Mo¨bius invariant space on B:
We should remark that when m ¼ n þ 1 and s ¼ 0; the condition in Corollary 4.1
is equivalent to the fact that for nX2; the Schatten class SpðHnþ1; L2ðBÞÞ contains
nonzero Hankel operators with antiholomorphic symbols. See [AFJP,HY,Zh1,Zh2].
We do not know whether the same is true when the parameter man þ 1:
Now, we consider a class of weighted Hilbert spaces Hj consisting of the entire
functions in Cn which are square integrable with respect to the measure mj where mj
is the measure with weight ejðjzjÞ with respect to the Lebesgue measure on Cn and j
is a nonnegative function on ½0;þN½ such that the moments
mdðjÞ :¼
Z þN
0
t2nþ2d1ejðtÞ dt
are ﬁnite for all nonnegative integers d: We have for aANn0 such that jaj ¼ d;
jjzajj2Hj ¼
Z
Cn
jzaj2ejðjzjÞ dVðzÞ
¼
Z N
0
r2nþ2d1ejðrÞ dr
Z
S
jzaj2 dsðzÞ:
In this case, the sequence fhdgdAN0 is chosen to be
hdðjÞ :¼ ðn  1Þ!ðn þ d  1Þ! mdðjÞ; for all dAN0: ð4:1Þ
Applying (4.1) and Theorems A, B and C to this example we obtain
the following.
Corollary 4.2. The %@-canonical solution operator S is bounded if and only if
sup
dAN0
mdþ1ðjÞ
dmdðjÞ d 1
m2dðjÞ
md1ðjÞmdþ1ðjÞ
 
þ ðn  1Þ
 
oþN:
Corollary 4.3. The %@-canonical solution operator S is compact if and only if
sup
dAN0
mdþ1ðjÞ
dmdðjÞ d 1
m2dðjÞ
md1ðjÞmdþ1ðjÞ
 
þ ðn  1Þ
 
¼ 0:
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Corollary 4.4. If p40 and
X
dAN0
dn1
mdþ1ðjÞ
dmdðjÞ dð1
m2dðjÞ
md1ðjÞmdþ1ðjÞÞ þ ðn  1Þ
  p
2
oþN ð4:2Þ
then the %@-canonical solution operator S is in the Schatten class SpðHð0;1Þj ; L2ðmjÞ:
Suppose that either n ¼ 1 and p40 or nX2 and pX2: If the %@-canonical solution
operator S is in the Schatten class SpðHð0;1Þj ; L2ðmjÞ; then (4.2) holds.
Examples of such weights can be taken to be jmðtÞ ¼ tm; where m is a positive real
number. In this case, the moments of the measure are given by
md :¼
Z N
0
t2nþ2d1et
m
dt
¼ 1
m
G
2n þ 2d
m
 
:
Hence,
mdþ1
dmd
¼
G
2n þ 2d þ 2
m
 
dG
2n þ 2d
m
 
C
2n þ 2d
m
 2
m
1
:
Using the following reﬁned Stirling’s formula in [MOS]
GðxÞ ¼
ﬃﬃﬃﬃﬃ
2p
p
exxx
1
2 1þ 1
12x
þ O 1
x2
  
;
we obtain that
m2d
mdþ1md1
¼
G
2n þ 2d
m
 2
G
2n þ 2n  2
m
 
G
2n þ 2d þ 2
m
 
¼ 1 6
mðn þ dÞ þ O
1
d2
 
:
This shows that
mdþ1
dmd
d 1 m
2
d
md1mdþ1
 
þ ðn  1Þ
 
Cd
2
m
1:
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From this and Corollary 4.2 it follows that S is bounded if and only if mX2:
Corollary 4.3 shows that S is compact if and only if m42 and ﬁnally Corollary 4.3
implies that S is in the Schatten class SpðHð0;1Þj ; L2ðCn; mjÞÞ if and only if p42mnm2:
In particular, if m ¼ 2; then S is bounded but not compact this gives as a
consequence Theorem 2 in [Ha4].
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