Financial reimbursement is considered as a cumbersome process of information extraction from actual invoices. Recently, scanner aided intelligent reimbursement methods using scanned images have been developed to reduce the manpower and process time but it lacks flexibility as well portability. Recently, smart phone is becoming more and more general in daily life and hence it is considered a natural way to develop smart phone aided intelligent reimbursement system (IRIS). However, it is difficult to effectively recognize the text information on the distorted and oblique invoices images in natural scene, which are took by smart phone, and the standard formatted output cannot be realized for the offset and misplaced text. In order to solve these problems, we propose an effective smart phone aided intelligent reimbursement method based on deep learning. First, we preprocess distorted images and then propose a hough transform accumulator (HTA) algorithm, which adds an accumulator based on the Hough transform to achieve tilt correction and image recovery operation of the distorted image. Second, in order to remove the redundant information on the invoice image in the natural scene, we apply the you only look once-version 3 (YOLOv3) algorithm to accurately locate, segment and intercept the key information areas on the invoice image. Third, we adopt the connectionist text proposal network (CTPN) to detect the import text information block areas in invoice images, and densely connected convolutional networks (DenseNets) to identify the detected text. The connectionist temporal classification (CTC) algorithm is added to the Densenets network to achieve alignment of the input and output formats of the text, accurate optical character recognition (OCR) is performed on the intercepted block area invoice image. Finally, we proposed a new algorithm Regular Matching and Recursive Segmentation (RMRS) based on recursive segmentation of regular matching, which performs standard formatted output on misaligned or offset information. The average accuracy of the recognition of optical characters in all block areas on the invoice is as high as 0.991 with a minimum of 0.962.
on the CPU and extract the invoice information is slow. Third, because the traditional algorithm is used to match the information on the invoice. It lacks of information after the extraction, which requires manual proofreading and wastes a lot of manpower. In response to the above problems and the widespread use of smartphones, both the offline IRIS software and online IRIS website are emerged. Although the input of the system is no longer limited to the invoice image scanned by the scanner, the invoice image captured by the smartphone can be supported. However, the invoice image in the natural scene has different proportions, sizes and pixels in the whole picture, both of them cannot solve the problem of intelligent positioning [3] of key information in the invoice and they are difficult to effectively recognize the text information on the distorted and oblique invoice images in natural scene [4] , [5] . Recently, deep learning has been applied to various fields and solved problems that cannot be solved in various fields.
Due to the successful applications of deep learning [6] in many fields, such as deep learning aided physical-layer signal processing [7] [8] [9] and wireless communications [10] [11] [12] [13] [14] . It can be also applied in the field of cognitive radio [15] , [16] and directional-of-arrival estimation [17] [18] [19] [20] [21] . Most important of all, deep learning and deep neural networks are also used in the field of internet of things [22] [23] [24] [25] [26] [27] [28] . It is natural to introduce deep learning into the intelligent recognition of text information in invoice images [29] . There are several challenges for identifying and extracting information from invoice images. It is difficult to perform intelligent tilt correction on invoice images with a certain tilt angle. It is also a great challenge to accurately segment [30] the invoice images captured by intelligent terminals and extract the key fields concerned by the financial department and the corresponding information of the key fields. The biggest challenge is to detect the text on the image and convert the text on the image into text format for output.
Aiming at the tilt correction of images, Sun et al. [31] proposed the method of tilt correction based on the uniqueness of QR code [32] in invoices, but this method is only applicable to invoice images with a single background color, and it is difficult to correct the tilt of the invoice image in the natural scene [33] captured by the smart terminal. In order to realize the function of image region [34] segmentation and interception, the existing template matching [35] algorithm will not match the corresponding information when the size of the matched image is changed or text is missing. After detecting the text on the image, it is necessary to use optical character recognition (OCR) [36] technology to convert the characters on the image into text format and output. Yin et al. [37] proposed a lightweight CNN method to prune the network, which improved the accuracy of Chinese uppercase characters. Zhao et al. [38] proposed a novel recognition of Chinese papery medical documents based on convolutional neural network (CNN). However, these methods cannot accurately identify the network model that contains all the characters, including Chinese characters, various characters, Chinese uppercase characters and Arabic numerals, and English.
We have done a lot of tests in the existing financial reimbursement system, and the test results show that they cannot accurately identify this situation, which refers to the phenomenon of location deviation and mismatch between the original key fields and the corresponding information of the key fields on the invoice image. Until now, there is lack of effective solution to solve this problem. Aiming at the invoice images with certain inclination angle captured by intelligent terminals in natural scenes, we propose a Hough Transform Accumulator (HTA) algorithm, which can intelligently correct the inclination of invoice images with different sizes, pixels, resolutions and backgrounds. After the correction, in order to remove the redundant information on the invoice image, it is necessary to conduct regional positioning and extraction of the key information fields. The traditional method has some defects, so we introduce the YOLOv3 model to conduct regional positioning, segmentation [39] and interception of the corrected invoice image. After extracting all segmented [40] regional images, optical character recognition (OCR) [41] is carried out on the information in the invoice image, and the characters are output in the form of text format. In order to solve this problem, we propose a novel algorithm via combining regular matching and recursive segmentation (RMRS), which will output the text information after OCR in standard format. Smart phone aided IRIS runs on the GPU, with high processing speed, and the accuracy of extracting invoice information is extremely high.
II. SYSTEM ARCHITECTURE
In this section, we introduce the overall architecture of the system. The schematic diagram of system architecture is shown in Fig. 1 , which mainly includes four parts. (a) The distorted invoice image captured by the intelligent terminal in the natural scene is used as the input of the system. (b) Preprocessing distortion correction of the input image. An accumulator is added on the basis of Hough transform (HTA) and the tilt angle of distorted image is calculated. (c) Twostep text extraction based on deep learning. This section consists of two steps: Region segmentation and OCR. Region segmentation: Use YOLOv3 deep learning model and cutting tools to extract the block area of the invoice. OCR: use CTPN text detection algorithm, DenseNets and CTC algorithm to realize text conversion. (d) Standard formatted output of text format information by regular matching.
A. DISTORTION CORRECTION
Due to the natural scene invoice image captured by intelligent terminal, the slope angle, size, pixel, resolution and background complexity of the invoice in the whole picture are all different, which will cause certain difficulties in image preprocessing. We propose a Hough Transform Accumulator (HTA) algorithm, which adds an accumulator based on the Hough transform to achieve tilt correction and image recovery operation of the distorted image. This method can realize intelligent tilt correction of invoice images with certain tilt angle captured by intelligent terminals in natural scenes. Reimbursement personnel can take pictures of invoices from any angle. Even if the invoices are damaged at the edges, the system can still perform intelligent tilt correction of the invoice images.
B. TWO-STEP TEXT EXTRACTION BASED ON DEEP LEARNING
An entire invoice image is directly used for OCR. After recognition, the output text structure will be disordered. Therefore, it is necessary to segment and extract key information areas. Due to the shortcomings of template matching methods, we introduced YOLOv3 deep learning model to locate, segment and extract the entire invoice image. The advantage of regional segmentation and extraction of the whole invoice is that, on the one hand, redundant information can be removed, and on the other hand, the accuracy of OCR recognition can be improved.
For the recognition of optical characters, we combine the existing CTPN [42] network with the DenseNets [43] trained model to realize the text detection and text conversion operations. On this basis, the forced conversion method is proposed to improve the accuracy of optical characters. The CTPN and DenseNets models are described in detail in Section III. Accuracy and comparison experiments are detailed in Section IV.
A Text recognition mainly consists of two parts, the premise of character recognition is text detection [44] . For text detection, CTPN text detection algorithm is used in this paper to achieve accurate text detection. After the text is detected, the DenseNets deep learning convolutional neural network model, which is better than ResNet [45] , is used for optical character recognition OCR of the text. The characteristics of DenseNets data set are as follows: 1) The data set contains about 3.64 million images containing text. These images were divided into training set and verification set according to 99 : 1. 2) Data are extracted from news and classical Chinese in Chinese corpus and generated randomly by font, size, grayscale, blur, perspective, stretch and other changes.
3) The data set contains 5, 990 Chinese characters, English letters, Numbers, and punctuation marks. 4) The sample image in the data set is fixed with 10 characters, which are randomly extracted from sentences in the corpus. 5) The resolution of the image is 280 × 32. Because the number of data sets is huge, including Chinese characters, English letters, Arabic numerals and punctuation marks in natural scenes, the text information on the invoice can be accurately identified and extracted.
C. STANDARD FORMATTED OUTPUT OF TEXT INFORMATION
According to the investigation, many invoices will appear when the original keyword segment and the key segment corresponding to the information on the invoice are offset and mismatched. This phenomenon has not been solved in existing systems. We proposed a standard formatted output algorithm for effective text that can be formatted and outputted in a standard format. An algorithm based on regular matching and recursive segmentation (RMRS) is proposed to output the OCR text in a standard format. The output has the characteristics of a dictionary, providing one-to-one correspondence and values for future database storage. Ensure that we can accurately locate and call the corresponding key fields and the information corresponding to the key fields, and also provide strong support for subsequent operations and calculations of specific data.
III. THE PROPOSED METHOD
A discussion of the detailed methodlolgy mentioned in previous sections is provided in this section, including HTA, area segmentation, OCR and RMRS.
A. OUR PROPOSED HTA METHOD
Hough transform detection line algorithm is encapsulated into cv2.houghlines(·) function in OpenCV. We can filter VOLUME 7, 2019 FIGURE 2. Schematic diagram of distortion image correction based on the new HTA algorithm. We give an example to explain, in the coordinate axis is the line detected by the Hough transform, which is all the straight lines of the two angles θ 1 and θ 2 . The straight line with the angle θ 1 has two lines, namely l 1 and l 2 . l 3 , l 4 and l 5 are lines of the angle of θ 2 . Through the accumulator we designed, the lengths of the straight lines at different angles are accumulated, and the longest straight line is selected to find the angle corresponding to the longest straight line, which is the angle to be rotated. Rotate the angle clockwise or counterclockwise.
out the characters on the image by setting the thresholold parameter in the function, and detect and extract the lines on the image. Without the interference of background for straight line, we can use in the Hough transform to detect linear algorithm to detect the image to select the longest of the straight line to represent the direction of the invoice, however, if the intelligent terminal to capture the natural scene of the invoice in the image, in the background may be longer than the original straight line on the invoice line, the line angle and the original straight line on the invoice is not at the same time, will result in tilt correction the consequences of failure.
For the above situation, we propose to design a separate accumulator on the basis of Hough transform to accumulate the length of all lines with the same detected slope. As shown in Fig. 2 , it is a detailed schematic diagram of distortion image correction based on the new HTA algorithm. By calculating the line segments on paper invoices, we found that the total length of all horizontal lines on invoices was 113.8 cm, and the total length of all vertical lines was 63 cm. By using this feature, we can find the straight line of the horizontal direction in the invoice placed in the horizontal direction, which is equivalent to finding the maximum value in the accumulator, then we can determine the direction of the invoice, and calculate the deflection angle of the invoice according to the slope, and then rotate the angle. We specify that the longest line will have two angles from the horizontal direction. Find the smaller angle and rotate the smaller Angle to the horizontal direction clockwise or counterclockwise. The setting principle of accumulator is given as
where lθi represents the length of line segments detected in different inclination directions and L represents the maximum weighted sum of line segments with the same detected inclination angle. The parameter i is the number of line segments detected by the Hough transform, and i ∈ [1, n]. The parameter θ represents the tilt angle, and the range of θ belongs to [0, 180]. The innovation of this algorithm makes it possible to perform intelligent tilt correction on invoice images with a certain tilt angle, which has strong usability and provides the possibility for the next step of regional segmentation and extraction. The result achieved by our proposed HTA algorithm is shown in Fig. 3 .
B. TWO-STEP TEXT EXTRACTION BASED ON DEEP LEARNING
In this section mainly includes region extraction and OCR. Region segmentation includes region localization, segmentation and extraction. Optical character recognition includes text detection and text recognition.
1) AREA EXTRACTION
We chose YOLOv3 deep learning algorithm for intelligent positioning and segmentation of invoice images, because YOLOv3 can locate regional images with similar features on the same image, and each region in the invoice has similar features. It is difficult to realize this positioning function with other deep learning models. The most important step to achieve accurate intelligent positioning is the production of data sets. As shown in Fig. 4 , the network architecture of YOLOv3. Although YOLOv3 model is relatively large, it has a good feature extraction function, and YOLOv3 algorithm itself can automatically distort, stretch and tone enhance the image in the data set, greatly reducing the number of data sets produced. Here, we need to emphasize the following, since the labeling tool can only be a rectangular frame in the horizontal direction, our dataset is an invoice image taken horizontally, in order to achieve an invoice image with a certain tilt angle. We embed the new HTA algorithm for intelligent tilt correction described in the test script. The network structure diagram of YOLOv3 is shown in Fig. 4 . The network structure of YOLOv3 consists of 53 convolutional layers (including 52 convolutionals and 1 connected). A Convolutional structure consists of darknetConv2D, batchNormalization and leakyReLU. Convolutional is connected to residual. Residual consists of zeroPadding2D, convolutional 
where λ coord and λ noobj are used to increase the loss from bounding box coordinate predictions and decrease the loss from confidence predictions for boxes that does not contain objects. λ coord
] is used to predict the coordinates of an object. (C i −Ĉ i ) 2 is used to predict confidence prediction of bounding box that does not contain objects. Using the YOLOv3 deep learning model to localize, segment and intercept invoice images in natural scenes, the most important part is the production of data sets. At first, we manually preprocessed the invoice image captured by the intelligent terminal under the natural scene, removed the background from the image, and manually rotated and corrected the tilted invoice image. Then, the pre-processed invoice image is labeled by the tool of labeling. More than 1000 data sets were made and put into the deep learning model of YOLOv3 for training. The best weight trained was imported into the test script, but the test results were very bad, and the detected areas showed positioning errors and overlaps. Later in order to solve the above problems, we again made a data set, we use intelligent terminal to trap any invoices under the natural scene images, without any artificial pretreatment, best weight after YOLOv3 model training, import the test script, test result is very good, accurate positioning area of the invoice, and no overlapping phenomenon.
The experimental results prove that, no matter how complex the invoice is in the natural scene, the model can accurately and intelligently locate, segment and intercept the key field areas on the invoice image with different pixels and sizes. The result of area segmentation and extraction by the YOLOv3 algorithm is shown in Fig. 5 .
2) OCR
Reading text in natural images has obtained a lot of practical applications in various fields, especially in image OCR. Naturally, we use image OCR for text recognition of invoice image under natural scene, and output the characters on the image in text format. Reading text in natural images mainly consists of two sub-steps, text detection [46] and character recognition. In this system, we use the CTPN deep learning model to detect the text on the image. After detecting the text, the DensNets [47] model and the CTC algorithm are used for text conversion and character recognition. In the next section, we will introduce the CTPN text detection network and the DenseNets text recognition network. The text detection process of CTPN is shown in Fig. 6 . CTPN splits text detection [48] tasks. A proposal of the same width and different height is used to detect text, and then to determine whether it is part of the text. When all the small proposals in a picture are detected and the small text boxes belonging to the same text box are combined, and after the combination, a complete and large text box can be obtained, which completes the task of text detection. Moreover, it added Bidirectional Long Short-Term Memory (BLSTM) to enhance the effect of text detection.BLSTM is a variant of RNN that can learn text in bidirectional sequence. Because the prediction result of a small text box is related not only to the small text box on the left, but also to the small text box on the right, the BLSTM can determine the confidence of the small text box more accurately. Finally, on the border of Siderefinement promotion proposal forecast precision.
The CTPN network architecture is shown in Fig. 6 . N invoice images are used as input of CTPN model. Firstly, VGG16 is used to extract image features, and the number of feature maps of the fifth convolution layer of VGG16 is N × C × W × H . After that, a sliding window of 3 × 3 was made on Conv5 (i.e., every point combined with the features of surrounding 3 × 3 regions) to obtain the feature vector of length 3 × 3 × C. The number of output feature maps is N × 9C × W × H , which is obviously only the spatial feature learned by CNN. Then reshape the feature map is (NH ) × W × 9C. Then, input the data stream of Batch = NH with the maximum time length of T max = W into the Bi-LSTM, learn the sequence features of each row, and the output of Bi-LSTM is (N ×H )×W ×256 and then it is transformed into N ×256×W ×H . This feature contains both spatial features and sequence features learned by LSTM. And then through the Fully Connected (FC) convolution layer, the characteristic becomes N × 512 × H × W . Followed by the output layer of FC, which jointly predicts the number of text/non-text scores is 2k, y-axis coordinates is 2k and side-refinement offsets of k anchors. Finally, text proposals are obtained through the Region Proposal Network (RPN) network. During the training, the loss function is given as
where i is the index of an anchor in a mini-batch, and s i is the predicted probability of anchor i being a true text. * represents the true value. j is the index of an anchor in the set of valid anchors for y-coordinates regression. v j is the prediction of y-coordinates associated with the j th anchor. k is the index of a side-anchor, which is defined as a set of a ground truth text line bounding box. o k is the predicted of x-axis associated to the k th anchor. L cl s s the classification loss which we use Softmax loss to distinguish text and non-text. L reg v and L reg o are the regression loss. λ 1 and λ 2 are loss weights to balance different tasks, which are empirically set to 1.0 and 2.0. N s , N v and N o are normalization parameters, denoting the total number of anchors used by L cl s , L re v and L re o . DenseNets network architecture is provided in Fig. 7 . An RGB block area of invoice image is used as input to the network structure and passes through a convolutional neural network direct connections. The biggest difference between DenseNets and other networks is that each layer of it, the feature-maps of all preceding layers are used as inputs, and its own feature-maps are used as inputs into all subsequent layers. The network comprises L layers, each of which implements a non-linear transformation H l (·), where l is the index of the layer. H l (·) can be a composite function of operations such as Batch Normalization (BN), Rectified Linear Units (ReLU), Pooling, or Convolutional Layer (Conv). We denote the output of the l th layer as x l . Traditional convolutional feed-forward net-works connect the output of the l th layer as input to the (l + 1) th layer, which gives rise to the following layer transition: x l = H l (x l−1 ). ResNets add a skipconnection that bypasses the non-liner transformations with an identity function as in (4).
An advantage of ResNets is that the gradient can flow directly through the identity function from later layers to the earlier layers. However, the identity function and the output of H l are combined by summation, which may impede the information flow in the network. To further improve the information flow between layers a different connectivity pattern: introduce direct connections from any layer to all subsequent layers. Consequently, the l th layer receives the feature-maps of all preceding layers, x 0 , · · · , x l−1 as input
where [x 0 , x 1 , · · · , x l−1 ] refers to the concatenation of the feature-maps produced in layers 0, · · · , l − 1. Because of its dense connectivity they refer to this network architecture as Dense Convolutional Network (DenseNet). For ease of implementation, we concatenate the multiple inputs of H l (·) into a single tensor. Behind Densenets, we added the CTC algorithm to control the dimensions of the input and output and align the text.
In the OCR process, some similar character recognition inaccuracies will occur. For example, the Arabic numeral '0' will be wrongly recognized as the upper case English letter 'O', or the lower case English letter 'o'. The Arabic numeral '1' is incorrectly identified as the lowercase English letter 'l'. We have analyzed the characters on the invoice, and the analysis results show that there is only the Arabic numeral '0' in the invoice. In order to avoid the error of human eye recognition, it is stipulated that there will be no upper case English letter 'O' or lowercase English letter 'o' or lowercase English letter. Based on this feature, we propose a method of forced conversion. Because the text format information is output in the dictionary format, each character corresponds to the storage location in the computer, and the recognized text format information is traversed in turn, traversing to the 
C. OUR PROPOSED RMRS METHOD
None of the existing financial reimbursement systems can accurately identify this situation, which refers to the mismatch between the original key fields and the corresponding information of the key fields on the invoice image. As shown in Fig. 8 , the 'KS_N ' value and the 'KI _N ' value are misaligned. An algorithm based on regular matching and recursive segmentation (RMRS) is proposed to output the OCR text in a standard format. The specific process of the algorithm is shown in the Fig. 9 . Input the image after region segmentation and interception through YOLOv3 deep learning model. After OCR, the 'KS_N ' value and 'KI _N ' value of the recognized text information do not match. We need to format the text in a standard way. The algorithm flow chart of RMRS is shown in the Fig. 9 . The detailed algorithm is described as follows: Create an empty list to store the text information recognized by the OCR. Take the text information stored in the list A in turn, remove the null values, splicing them, and assign the value to the variable B. It can be observed from Fig. 8 that the information 'KI _2', 'KI _4' and 'KI _6' corresponding to 'KS_2'', 'KS_4' and 'KS_6' are composed of Arabic numerals, uppercase English letters, and '−', and the remaining 'KI _N ' values are composed of Chinese characters. Based on the above characteristics, we use python's built-in SUB function and regular expression to delete all the key values in B. The regular expression is then used to match the information in 'KI _2', 'KI _4' and 'KI _6', which is sequentially stored in list C. The information in list C is located between 'KI _1', 'KI _3' and 'KI _5' corresponding to 'KS_1', 'KS_3' and 'KS_5'. Therefore, while using enumerate function to obtain the values in list C, we can obtain an additional ordinal parameter, recursively divide the information in list A, obtain 'KI _1', 'KI _3' and 'KI _5' successively, and store the obtained values in list D. Finally, the text information The result achieved by our proposed RMRS algorithm is shown in Fig. 10 .
IV. EXPERIMENTS
In this section, We introduced the experimental environment and did a comparative experiment. The OCR method used in our system is an improved off-line OCR method. Our method is compared with the online Baidu brain universal word recognition method and the unimproved off-line OCR method. We calculate and compare the accuracy of these three methods in word recognition. The comparison results are shown in Fig. 11 . and Fig. 12 .
A. SETUP
The experimental environment is shown in Tab. 1.
B. TEXT RECOGNITION ACCURACY
In order to remove the redundant information on the invoice, we segmented and extracted the invoice image. We divide a complete invoice image into four regions, namely the buyer corresponding to block area 1 (B 1 ), the goods or taxable services corresponding to block area 2 (B 2 ), the total price and tax corresponding to block area 3 (B 3 ), and the seller corresponding to block area 4 (B 4 ). The accuracy of the block area B 1,2,4 is calculated as follows: the number of all characters of B 1,2,4 are respectively assigned to the variable a, and then the correct number of characters recognized by the OCR is calculated and assigned to the variable b. The calculation formula for calculating the accuracy of different block areas of an invoice image is given as
where Accuracy 1 1,2,4 represents the OCR accuracy of areas B 1 , B 2 and B 4 on an invoice image. The formula for calculating the average accuracy of different block regions of n invoice images is expressed as Accuracy 1,2,4 = n i=1 Accuracy i n (7) where i denote the number of invoice images. The identification of the amount area is the most important part of the smart financial reimbursement, so the result of the accuracy rate of the area is as follows: If there is a character recognition error in B 3 , Accuracy 3 is considered to be 0, and vice versa is 1.
The calculation formula is expressed as
where b denote the correct number of characters recognized by the OCR, a denote the total number of characters in the B 3 .
The comparison results are shown in Fig. 11 and the average accuracy of OCR in four block areas with different methods is shown in Fig. 12 .
V. CONCLUSION
We propose a new HTA algorithm to tilt and restore the distortion invoice image in the natural scene and preprocessing distortion correction of the input image. Great contribution to the field of smart financial reimbursement, and has a profound impact. Then we innovatively introduce the YOLOv3 deep learning model into the intelligent positioning, segmentation and interception of invoice images. The redundant information on the invoice was removed, and the key information areas were accurately extracted. Subsequently, we use CTPN text detection network, DenseNets and CTC algorithm to realize text conversion, and we have added a similar character cast algorithm to maximize the accuracy of text recognition. At last, we proposed a new RMRS algorithm based on regular expression, which outputs the standard format characters on the text information on the invoice image of the phenomenon of misalignment or information mismatch. Great contribution to the field of smart financial reimbursement, and has a profound impact. The average accuracy of the recognition of optical characters in all block areas on the invoice is as high as 0.991 with a minimum of 0.962. Comparative experiments show that text recognition is more accurate than online text recognition websites and offline text recognition software.
