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One of the key challenges in the field of high-temperature superconductivity is
understanding the nature of fermionic quasiparticles. Experiments consistently
demonstrate the existence of a second energy scale, distinct from the d-wave
superconducting gap, that persists above the transition temperature into the
“pseudogap” phase. One common class of models relates this energy scale to
the quasiparticle gap due to a competing order, such as the incommensurate
“checkerboard” order observed in scanning tunneling microscopy (STM) and
resonant elastic X-ray scattering (REXS). In this paper we show that these
experiments are better described by identifying the second energy scale with
the inverse lifetime of quasiparticles. We develop a minimal phenomenological
model that allows us to quantitatively describe STM and REXS experiments
and discuss their relation with photoemission spectroscopy. Our study refocuses
questions about the nature of the pseudogap phase to the study of the origin of
inelastic scattering.
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Understanding the elementary excitations of superconducting cuprates is one of the cen-
tral problems in the field of high-Tc superconductivity. It is widely accepted that the quasi-
particle spectrum involves two distinct energy scales: the superconducting gap and the
“pseudogap” (see for example Refs. [1, 2] and references therein). However, the physical ori-
gin of the pseudogap is still debated. One common interpretation relates the pseudogap to a
distinct long-range order that competes with superconductivity. Supporting evidence for this
order was provided by periodic modulations in scanning tunneling microscope (STM) maps
[3–8] and pronounced peaks in X-ray scattering [9–13]. The simplest interpretation of both
experiments is the presence of an incommensurate charge-density-wave (CDW) order coex-
isting with superconductivity. This competition can be described in terms of first-principles
two-gap theories (see for example Ref. [14, 15]). However, two gap models do not provide an
adequate description of all experimental observations. Motivated by angle-resolved photoe-
mission spectroscopy (ARPES) [16] and electrical conductivity measurements [17], in this
paper we explore a scenario in which the second energy scale characterizing the pseudogap
phase is the finite inelastic relaxation rate of antinodal quasiparitcles. We develop a simple
phenomenological model that accurately describes the experimental observations and, in
particular, accounts for the wavevector and correlation length of the spatial modulations.
Our interpretation of the experimental results relies on a detailed theoretical analysis of
the interplay between finite quasiparticle lifetime and disorder in d-wave superconductors.
Even in the absence of true CDW order, Friedel oscillations around a single impurity can
give rise to short-range incommensurate checkerboard patterns. For materials with a long
quasiparticle lifetime, these oscillations are well described by the “octet model” [18] and
appear as dispersive peaks in the STM spectra [19]. In contrast, when the quasiparticle
lifetime is short, we find that the STM spectra exhibit non-dispersive peaks close to the
antinodal scattering wavevectors. The predicted signal for both STM and REXS agrees
quantitatively with recent experiments on (Pbx,Bi2−x)2(Lay, Sr2−y)CuO6+δ (Pb-Bi2201) [12,
20, 21], Bi2Sr2CaCu2O8+δ (Bi2212) [13, 22–25], and YBa2Cu3O7−x (Y123) [10].
The present analysis does not rule out the existence of competing orders in cuprates. Some
materials (such as La2−xSrxCuO2 at high magnetic field [26] and La2−xBaxCuO4 at 1/8 filling
[9]) display sharp diffraction peaks, accompanied by a suppression of the superconducting
critical temperature Tc. These phenomena indicate the onset of a true long-range order
and require a separate analysis [27, 28]. Moreover, the enhanced inelastic scattering of
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quasiparticles generally observed in underdoped samples can be due to fluctuations of a
competing order [29], associated for example with a point-group symmetry breaking [30].
However we show that Friedel oscillations of quasiparticles with finite lifetime are consistent
with all experimental findings, regardless of the microscopic origin of inelastic scattering.
Thus the key question for future experiments is to understand the physical origin of strong
inelastic scattering of quasiparticles.
The starting point of our analysis of fermionic quasiparticles in cuprates is the retarded
Green’s function G(k, ω). In the absence of disorder, and using the Nambu notation (see
Ref. [31] for an introduction), it satisfies
G−1(k, ω) =
 ω − k + µ+ iΓk ∆k
∆−k ω + −k − µ+ iΓ−k
 . (1)
The four ingredients of Eq. (1) are: (i) a phenomenological band structure k, obtained from
ARPES measurements (we use the single-band model of Ref. [32] for both Bi2212 and Pb-
Bi2201, and the two-band model of Ref. [33] for Y123); (ii) a doping-dependent shift of the
chemical potential µ (measured with respect to the aforementioned models); (ii) a d-wave
pairing gap ∆k = ∆0/2
(
cos(kx)− cos(ky)
)
; (iv) an inverse quasiparticle lifetime Γk, describ-
ing the inelastic scattering of quasiparticles. Microscopically, Γk is due to electron-electron
interactions, but it can also be conveniently described as the inelastic scattering of quasi-
particles on dynamic charge and spin fluctuations [34]. At zero temperature, Γk vanishes
for quasiparticles with k = µ, but it is generically finite and positive elsewhere. Because,
as we will show, STM and REXS signals are dominated by the scattering of quasiparticles
with specific momentum (antinodal quasiparticles), these experiments are well described by
the simplifying assumption of a constant Γk ≡ Γ [35] (see also SI-3, where we consider the
effects of an anisotropic scattering rate).
STM probes the differential conductance g(r, V ) ≡ dI(r, V )/dV = Im [G(r, V )]. In the
presence of weak time-independent scatterers its Fourier transform is given by [18, 36–40],
G(k, k′, V ) = G(k, V )δk,k′ +G(k, V )T (k, k′)G(k′, V ), where T (k, k′) describes the scattering
of quasiparticles from momentum k to momentum k′. In the case of long-range-ordered waves
the elements of T (k, k′) are sharply peaked around the ordering wavevector q = k − k′. In
contrast, for local impurities the scattering amplitude does not depend on the momentum
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difference and, for q 6= 0, we have (see also SI-2)
g(q, V ) = eiqr0
∑
k−k′=q
Im
[
G(k, V )
(
Tk + Tk′
)
G(k′, V )
]
. (2)
Here r0 is the position of the impurity and Tk is a k-dependent 2× 2 matrix describing the
scattering process.
Theoretically, the nature of the scattering matrix Tk can be deduced from the phase
of the Fourier-transformed STM signal [36, 41]. However, in the raw data the phase also
depends on the random position of the impurities r0 and may vary across the sample. To
overcome this problem we introduce a new method of analyzing STM spectra, relying on
the comparison of the Fourier components at different voltages. In the Methods Section we
demonstrate that, for wavevectors ~q along the Cu-O axis, g(q, V ) is mostly symmetric with
respect to V → −V , indicating that the elastic scattering at these wavevectors is mainly due
to local modulations of the pairing gap [4, 36, 41]. As we will show, these local impurities can
induce Friedel oscillations observed as non-dispersive peaks in the STM signal. The same
model also describes localized magnetic vortices (where the pairing amplitude is strongly
suppressed), in whose vicinity the incommensurate order was first observed [3].
By comparing the intensity of the predicted signal, Eq. (2), with the experimental obser-
vations at an arbitrary wavevector we are able to uniquely determine the pairing gap ∆0,
the quasiparticle lifetime Γ, and chemical potential µ throughout the whole superconduct-
ing dome (see Methods Section and Table I). We find that both ∆0 and Γ increase with
underdoping, i.e. as approaching the antiferromagnetic insulating phase, in agreement with
previous theoretical calculations (FLEX approximation [42, 43] and functional RG [44]) and
experimental observations (magneto-resistance of Tl2Ba2CuO6+δ [45] and STM of Bi2212
[23]).
Having extracted the three phenomenological parameters from a single wavevector, we
can compute the STM signal at all wavevectors without any additional fitting parameter.
Figure 1a shows our theoretical predictions for wavevectors aligned along the Cu-O axis,
~q = (q, 0) × 2pi. Our calculations clearly indicate a non-dispersive peak at wavevector
q ≈ 0.2 × 2pi for voltages 5meV <∼ V <∼ 20meV, which was observed in experiments (see
Ref. [20] and Fig. 1b). Figs. 1d-g demonstrate that our model quantitatively predicts
the wavelength and the width of the incommensurate peaks at all dopings. Remarkably,
our model includes only scattering from local impurities, without any long-range density
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or pairing waves. The peaks observed in the STM experiments result from an enhanced
scattering of antinodal quasiparticles (see also SI-3). Because the quasiparticles have a
finite lifetime, their energy does not need to be exactly conserved during a scattering event.
The scattering at wavevectors connecting antinodal quasiparticles is then strongly enhanced
at all voltages, giving rise to broad non-dispersive peaks in the STM signal.
To highlight the effects of a finite quasiparticle lifetime, we repeat the above calculations
for a smaller value of Γ (Fig. 1c). The predicted signal displays dispersive features for
V < ∆0 and sharp non-dispersive features for V > ∆0, in agreement with low-temperature
STM measurements of Bi2212 (See Ref. [25] for a review). Our theoretical calculations
predict the appearance of an intermediate regime in which both types of peaks disappear
and are substituted by broad non-dispersive peaks. As shown in SI-4, the upper and lower
boundaries of this intermediate regime are proportional to ∆0 − Γ and ∆0 + Γ respectively.
With increasing underdoping, both ∆0 and Γ become larger [23] and the two boundaries
move apart: the lower boundary is approximately constant, while the upper one shifts
to higher energies. (See also SI-5 for the appearance of two energy scales in the real-
space spectra.) Accordingly, at higher temperatures [6] and at lower doping values [13],
the non-dispersive peaks were observed to extend down to zero voltage. An analogous
interplay between dispersive and non-dispersive peaks was observed in the autocorrelation
analysis of ARPES data [46, 47]. We propose that Γ may play the role of the second energy
scale detected in the pseudogap phase, approached with increasing underdoping and/or
temperature.
Remarkably, the non-dispersive peaks were observed to persist to the temperature T ∗ 
Tc [48], marking the transition from the pseudogap phase to the normal phase. In our model
the intensity of the non-dispersive peaks is roughly proportional to ∆0, indicating that a
local superconducting gap may be present in the pseudogap phase, even though its long
range coherence is already suppressed. As pointed out by Fischer et al. [49], this argument
is consistent with the observation that the ratio T ∗/∆0 is approximately constant in all
cuprates. Experimental evidence for superconducting fluctuations well above Tc also comes
from recent µSR data by Mahyari et al. [50]. In SI-1 we show that this model is consistent
with ARPES measurements as well [51, 52].
Up to this point, we considered the STM signal along a specific momentum cut (parallel
to the Cu-O axis) only. In order to reproduce the full two-dimensional (qx, qy) dependence,
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we need to take into account two additional factors. First, local modulations of the gap do
not scatter quasiparticles at ~qpi,pi = (0.5, 0.5)× 2pi because at this wavevector the integrand
of Eq. (2) is identically zero (due to the p-wave symmetry of the gap, Tk + Tk+qpi,pi ∼
∆k + ∆k+qpi,pi = 0). In contrast, the experimental signal shows a broad peak around this
wavevector. As shown in SI-6, the peak at ~qpi,pi is due to local modulations of the chemical
potential, which coexist with the local modulations of the gap. Along the Cu-O axis, the
coherence factors appearing in Eq. (2) significantly suppress the scattering from modulations
of the chemical potential, making the modulations of the gap dominant (see SI-3). To explain
the full range of STM results at all wavevectors we need to include both sources of disorder:
the experiments are best reproduced by adding modulations of the chemical potential and of
the gap with the same amplitude and the same phase. Physically, this implies that the local
modulations of µ and ∆0 have a common origin, probably related to the increased density
of holes around the dopants. This finding is in agreement with Ref. [20] who observed a
positive correlation between the gap and the wavelength of the incommensurate modulations
(which is set by the chemical potential).
Second, Eq. (2) refers to a lattice model and predicts a signal that is periodic under
~q → ~q + (n,m) × 2pi, where n and m are integers. In contrast, the experimental signal
globally decreases as function of q. To explain this effect we need to take into account the
overlap function ψ(r), describing the tunneling amplitude of quasiparticles from the tip to
the sample. This leads to a modified version of Eq. (2), which reads [36, 53]:
g′(q, V ) ≡ eiqr0
∑
k
Im
[
ψ(k + q)G(ω = V, k)
(
Tk + Tk+q
)
G(ω = V, k + q)ψ∗(k)
]
(3)
where ψ(k) =
∫
d2r eikrψ(r). In our calculations we assume a Gaussian overlap function
ψ(r) = e−r
2/2δr2 , or ψ(k) = e−δr
2k2/2a2 , where a is the lattice constant. The single fitting
parameter δr = 0.55a is phenomenologically determined by the ratio between the Fourier
components at small and large wavevectors, and allows us to reproduce the experimental
data for all four samples, as shown in Fig. 2.
We now use our understanding of the quasiparticle Green’s function to analyze X-ray
scattering. In resonant X-ray scattering (REXS) electrons are transferred to the vicinity of
the Fermi surface from a core hole, characterized by an energy Eh and an inverse lifetime Γh.
As recently shown in Refs. [54, 55], the response to REXS is given by the convolution of
g(q, ω) with the response function of the core hole, 1/(ω −Eh + iΓh). At zero temperature,
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the intensity of the REXS signal is then given by
IREXS(q, E) =
∣∣∣∣∫ ∞
0
dω′
g(q, ω′)
E − ω′ − Eh + iΓh
∣∣∣∣2 (4)
Here the integral from 0 to +∞ indicates that the X-ray beam can only create electron
excitations above the Fermi surface (with positive energy). Sharp peaks in these experiments
are considered “smoking-gun” evidence of competing charge order.
Combining the above calculations of the STM signal g(q, V ) with Eq. (4), we predict the
REXS signal in underdoped samples of Pb-Bi2201 (p=0.16), Bi2201 (p=0.11), and Bi2212
(p=0.04) and find a pronounced peak even in the presence of local scatterers only (Fig. 3b).
In analogy to the STM signal described above, this peak is due to enhanced coherence factors
in the antinodal regions, amplified by the nearly-nested Fermi surface of cuprates. As shown
in Eq. (2), the predicted signal is determined by a weighted sum over all momenta, leading
to a maximal intensity at a wavevector that is approximately 10% larger than the antinodal
nesting wavevector (see inset of Fig. 3a). The width of the peak (full-width half-maximum
δq ≈ 0.1) corresponds to an estimated correlation length of approximately 10 atoms, or
ξ ≈ 40A˚, and is in quantitative agreement with recent measurements [12, 13]. A similar
effect was observed in X-ray scattering experiments of Y123 [10, 11]. Our calculations for
the bonding (B) band of Y123 exactly reproduce the wavevector q ≈ 0.31 of the observed
signal. The computed width δq ≈ 0.07 is larger than the one extracted from the experiments
(δq = 0.04 ± 0.01 corresponding to ξ = 100 ± 20A˚ [10, 11]). As shown in SI-7, δq strongly
depends on the details of the band structure in the antinodal region, which are generically
hard to determine from ARPES measurements. In Y123 the precision of these measurements
is further impaired by the polarity of the unit cell and the presence of CuO chains [56]. Both
effects are absent in Bi2201 and Bi2212, where we expect our predictions to have a better
accuracy. In Fig. 3c we predict the two-dimensional dependence of the REXS signal for
a sample of Bi2201 with hole doping p = 0.11. We predict that, in addition to the peak
at ~q ≈ (0.25, 0) × 2pi, a pronounced peak at ~q ≈ (0.25, 0.25) × 2pi should be observed,
highlighting the checkerboard nature of Friedel oscillations (see also SI-7). We emphasize
that Eq. (4) has only two free parameters, Eh = 931.5eV and Γh = 400meV, which can be
inferred from the position and width of the x-ray absorption (XAS) peak [10], while all other
parameters are fixed from ARPES and/or STM measurements. The REXS signal shown in
Fig. 3b-c are therefore model-independent consequences of previously-measured quantities.
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To summarize, in this paper we studied the effect of a finite lifetime of quasiparticles on
STM and REXS, and provided a minimal framework to quantitatively describe these exper-
iments. We showed that the inverse lifetime Γ can play the role of a second energy scale
detected by different observations. In particular, we demonstrated that the incommensurate
checkerboard short-range order observed in superconducting cuprates Pb-Bi2201, Bi2201,
Bi2212, and Y123 can be quantitatively described as the scattering of short-lived quasipar-
ticles on local impurities, in close analogy to Friedel oscillations in a Fermi liquid. This is in
contrast to the strongly-coupled unidirectional stripes revealed in the normal phase of other
cuprates, whose long correlation length indicates the onset of a true long-range order. In
the present analysis we employed a perturbative expansion in the disorder strength: from
its success we infer that the effects of the disorder are weak and should not strongly affect
Γ. We therefore suggest that the finite lifetime of quasiparticles at low temperatures is due
to inelastic processes, possibly enhanced by the interplay between charge and spin degrees
of freedom characteristic of cuprates. Both STM and ARPES [57, 58] measurements clearly
indicate that Γ rapidly increases with temperature and underdoping. This finding suggests
that a finite quasiparticle lifetime may have a significant role in the determination of the
dome shape of the critical temperature of cuprates (see also SI-9). In particular, it is possible
that the suppression of the critical temperature in underdoped samples could be due to a
decreased quasiparticle lifetime.
METHODS
In this section we show how to identify the main source of scattering and the three
phenomenological parameters (∆0, Γ, and µ) by comparing Eq. (2) with STM experimental
data. Our method consists in the analysis of a single point in momentum space. As shown
in the text, the full momentum dependence can be predicted without any further fitting
parameter.
The theoretical model presented in the text depends on a yet-to-be-determined 2 × 2
matrix, Tk, describing the effects of a local scatterer. The two main sources of scattering a
local modulations of the pairing gap and of the chemical potential. Clearly, the former are
diagonal in Nambu space and k independent, while the latter are off-diagonal and possess a
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d-wave symmetry. For completeness, we consider here four distinct scattering operators:
T
(1)
k =
 1 0
0 −1
 , T (2)k =
 dk 0
0 −dk
 , T (3)k =
 0 1
1 0
 , T (4)k =
 0 dk
dk 0
 , (5)
where dk = cos(kx)− cos(ky) is a d-wave function. The operators T (1)k and T (4)k correspond
respectively to local modulation of the chemical potential and of the pairing gap. As ex-
plained in the text, the latter dominates the experimental signal on the Cu-O axis and the
former around ~qpi,pi.
In Fig. 4 we isolate the effects of the free parameters of our theory by varying each of
them independently. In Fig. 4a we vary the scattering matrix Tk among the four options
of Eq. (5), and observe dramatic effects on the voltage-dependence of the resulting signal.
In particular, we observe that the predicted signal is mainly anti-symmetric with respect to
V → −V for modulations of the chemical potential (T (1)) and symmetric for modulations
of the pairing gap (T (4)). Fig. 4b shows that ∆0 controls the position of the peaks. Note
however that the maxima are not located at ±∆0 (as often assumed in the literature), but
rather at approximately ±0.75∆0. As explained in SI-3, this is due to the fact that the
STM signal is due to quasiparticles in a broad range of momenta (close to the antinodes),
whose energy is necessarily smaller than ∆0. Figure 4c shows that the inverse quasiparticle
lifetime Γ controls the width of the peaks and the amplitude of the zero-voltage-conductance.
Finally, Figure 4d shows that the chemical potential µ controls the relative intensity of the
two peaks.
We now move to the experimental data. The absolute value of the Fourier transformed
signal |gexp(q, V )| is shown in Fig. 4e at four q-points that are equivalent under the lattice
symmetry group. As usual, the raw data is smoothed by averaging over a small region in
q-space δq ≈ 0.03 × 2pi to increase the signal-to-noise ratio. Note that, for wavevectors
inside the Brillouin zone (green and black curves), the differential conductance is peaked
at V ≈ ±15meV, while for larger wavevectors (red and blue curves) its maximum is at
V ≈ 40meV. A similar behavior was observed in Ref. [48] and to date not explained. As
shown in SI-10, this effect is probably related to the normalization procedure required to
analyze the STM data.
To refine our analysis, we develop a new method that allows us to extract the com-
plex amplitude of the Fourier component of the experimental signal. Here the difficulty
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is due to the arbitrary phase of the different Fourier components, determined by the lo-
cation of impurities in the sample (Eq. 2). Due to this random phase, the smoothing
techniques presented above cannot be straightforwardly applied. To overcome this prob-
lem, we first divide the signal at each wavevector by the corresponding low-voltage phase,
eiφ(q) =
∑
|V |<Vmax g(q, V ) / |g(q, V )|, where Vmax = 10meV is an arbitrary cutoff (see also
SI-6 for a different choice of eiφ(q) leading to similar results). This allows us to subsequently
average over δq and isolate the real and imaginary components of the signal, as shown in
Fig. 4e-g. The imaginary part is small, indicating that the phase of the signal is voltage
independent, in agreement with our model of scattering from time-independent perturba-
tions. The real part is analogous to the signal observed in Bi2212 [4] and is now suitable for
a direct comparison with the theoretical predictions (Fig. 4a-d). The experimental signal
is symmetric with respect to V → −V , demonstrating that the scattering is dominated by
local modulations of the gap (T (4)) [36, 41]. The position of the peaks (V ≈ ±15meV) in-
dicates that the pairing gap is ∆0 ≈ 20meV. From the width of the peaks and their relative
height, we deduce that Γ ≈ 8meV and µ ≈ −5meV. By repeating this approach for the
other three samples (not shown here) we obtain the parameters presented in Table I. The
values of the gaps obtained by the present analysis coincide with the superconducting gaps
found in ARPES measurements on the same material (see Ref. [59] and references therein).
Surprisingly, these experiments showed strong deviations of the gap from a simple d-wave
form, leading to a two-fold-larger gap around the antinodes (∆antinode ≈ 40meV). This larger
gap, which may be related to a competing order, is not observed in STM experiments (see
Fig. 1a). This point deserves further investigation.
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SUPPLEMENTARY INFORMATION (SI)
SI-1. ARPES SPECTRA AND FERMI ARCS
In the section we discuss implications of our model for ARPES experiments. Norman et
al. [51] and Reber et al. [52] have already pointed out that a finite quasiparticle lifetime
provides a natural explanation for the ARPES spectra, including the emergence of Fermi
arcs in underdoped samples. Here we review their arguments and relate them to the Green’s
function formalism used in this paper. At low temperatures ARPES probes the spectral
function, defined as the imaginary part of the diagonal elements of G(q, ω) [61]. For momenta
on the Fermi surface, k = µ, the (symmetrized) ARPES signal is then given by
IARPES(k,E) = Im
[
E − iΓ
(E − iΓ)2 − (∆2k)
]
(S1)
In Fig. S1a, c we directly compare the imaginary part of G(k, ω) with the symmetrized
spectrum observed in ARPES experiments and find a very good agreement. Eq. (S1) behaves
differently depending on the ratio Γ/∆kF . For Γ/∆k <
√
3, it has two maxima at
E = ±
√
2∆k
√
∆2k + Γ
2 −∆2k − Γ2 . (S2)
In Fig. S1b, d we show that this expression qualitatively reproduces the evolution of the
“Fermi arcs”, provided that Γ is assumed to be temperature dependent. For Γ/∆k >
√
3 the
same curve has a single maximum at E = 0. As a consequence, “Fermi arcs” are expected
to be observed in the vicinity of the nodes for all momenta satisfying ∆k = ∆0(cos(kx) −
cos(ky))/2 < Γ/
√
3. The growth of the Fermi arcs with increasing temperature [57] and
underdoping [58] can be explained in terms of a growth of Γ, rather than a closing gap.
Because ARPES directly probes the nodal quasiparticles, while STM is mostly sensitive
to antinodal quasiparticles, a systematic comparison of these two methods on the same
materials and temperatures will deliver valuable information about the anisotropy of the
inelastic scattering, and help to understand its physical origin.
SI-2. THEORETICAL DESCRIPTION OF STM MEASUREMENTS
In this Appendix we present the derivation of Fig. (2), describing the Fourier transformed
STM signal induced by a single time-independent impurity. As mentioned in the text, STM
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measures the differential conductance
g(r, V ) ≡ dI(r, V )
dV
= Im [G(r, r, V )] , (S3)
where G(r, r′, V ) is the dressed Green’s function including the effects of disorder. In the case
of a time-independent scatterer at position r0, first-order perturbation theory gives:
G(r, r, V ) = G(0, V ) +
∫
dr1
∫
dr2 G(r − r1, V )T0(r1 − r0, r2 − r0)G(r2 − r, V ) (S4)
Here G(r − r′, V ) = G(r, r′, V ) is the translational-invariant bare Green’s function (1),
which includes the effects of interactions. Introducing its Fourier transform G(k, V ) =∫
dr eikr G(r, V ) we obtain
G(r, r, V ) =
∑
k
G(k, V ) +
∑
k1,k2
G(k1, V )e
i(k1−k2)(r−r0)T0(k1, k2)G(k2, V ) , (S5)
where T0(k1, k2) =
∫
dr1
∫
dr2 e
ik1r1−ik2r2T0(r1, r2).
For a local impurity T0(k1, k2) = T0(k1) + T0(k2) and
G(r, r, V ) =
∑
k
G(k, V ) +
∑
k1,k2
ei(k1−k2)(r−r0)G(k1, V ) (T0(k1) + T0(k2))G(k2, V ) (S6)
If both the bare Green’s function and the impurity scattering are invariant under inversion
symmetry k → −k, only the cosine component contributes to the integral and
G(r, r, V ) =
∑
k
G(k, V ) +
∑
k1,k2
cos((k1 − k2)(r − r0))G(k1, V ) (T0(k1) + T0(k2))G(k2, V ) .
(S7)
The Fourier transformed STM signal is then
g(q, V ) =
∫
dr eiqr Im [G(r, r, V )] (S8)
=
∑
k
Im [G(k, V )] δq,0 +
∫
dr eiqr
∑
k1,k2
cos((k1 − k2)(r − r0))
×Im [G(k1, V ) (T0(k1) + T0(k2))G(k2, V )] (S9)
Using the identity
∫
dr eiqr cos(q′(r − r0)) = eiqr0 (δq+q′ + δq−q′) /2 we find
g(q, V ) =
∑
k
Im [G(k, V )] δq,0 +
1
2
eiqr0
∑
k1−k2=±q
Im [G(k1, V ) (T0(k1) + T0(k2))G(k2, V )]
(S10)
Due to the above-mentioned symmetry (k ↔ −k) the contributions from terms with k−k′ =
q and k−k′ = −q are identical, and the finite-q components of Eq. (S10) are given by Eq. (2).
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SI-3. COHERENCE FACTORS OF NODAL AND ANTINODAL QUASIPARTI-
CLES
In the text we explained that the non-dispersive peaks observed in STM originate from
enhanced scattering at the antinodes (see also Ref. [21]). This observation is in contradiction
with the well-known “octet model” [18], which predicts that antinodal quasiparticles should
contribute only at a specific voltage, V ≈ ∆0, due to energy conservation. Accordingly, for
small voltages V  ∆0 only nodal quasiparticles are expected to contribute. We now show
that this picture is dramatically changed when the appropriate matrix elements (“coherence
factors”) are taken into account. For convenience, we define the integrand of Eq. (2) as
S(α)(k, k + q, V ) = Im
[
G(k, V )
(
T
(α)
k + T
(α)
k+q
)
G(k + q, V )
]
. (S11)
Eq. (S11) determines the contribution to the differential conductance originating from the
scattering of a quasiparticle from momentum k to momentum k + q. The experimental
observable g(q, V ) is obtained by integrating S over all momenta k.
Let us first consider modulations of the chemical potential (α = 1), in the limiting case
of zero voltage and Γ→ 0. In this limit Eq. (S11) simplifies to
S(1)(k, q, 0) = Γ
((k − µ) + (k+q − µ))
(∆2k + (k − µ)2)(∆2k+q + (k+q − µ)2)
(S12)
The denominator of Eq. (S12) vanishes if both k and k + q correspond to the nodal points
(where k = k+q = µ and ∆k = 0) in agreement with the octet picture. However, pre-
cisely at this point the numerator vanishes as well and the contribution to the differential
conductance is zero. Because on the two sides of the nodal point Eq. (S12) has opposite
sign (dependending on whether k is larger or smaller than µ), the integral over k gives
an almost-vanishing contribution. In this case, the peak predicted by the octet model is
completely washed out.
We now consider the role of the coherence factors (S11) in generating the non-dispersive
peak at q ≈ (0.2, 0) × 2pi. Fig. S2b presents a colorplot of S(1)( k, k + q, V ), associated with
the modulations of the chemical potential. In agreement with our previous argument, we
find that the coherence factors change sign across the Fermi surface, and are strongly sup-
pressed when the sum over all k is taken into account. In contrast, the coherence factors
due to modulations of the pairing gap (subplot c) do not change sign and therefore domi-
nate the predicted STM signal at this wavevector. It is interesting to compare our results
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with the octet model. This model predicts contributions from quasiparticles with a specific
momentum, given by the intersection between the Fermi surface and the line kx = qx/2. For
q = q∗ this momentum is approximately half-way between the nodal and antinodal points.
In contrast to the octet model, our approach shows that the STM signal is determined by
quasiparticles with a broad range of momenta, close to the antinodal points (blue regions in
Fig. S2b).
To further highlight the predominance of antinodal scattering in STM signal we now
consider a momentum-dependent quasiparticle lifetime of the form
Γk = Γn +
|∆k|
∆0
(Γa − Γn) , (S13)
where Γn and Γa are, respectively, the quasiparticle lifetime at the nodes and at the antin-
odes. The resulting predictions for the Fourier-transformed STM signal is shown in Fig. S3.
We find that the predicted differential conductance is strongly dependent on Γa and almost
insensitive to Γn. This finding justifies a posteriori the assumption of a constant Γk = Γ,
used in our analysis of the STM and REXS signals.
SI-4. EMERGENCE OF TWO ENERGY SCALES IN STM EXPERIMENTS
STM measurements of Bi2212 show dispersive features at low voltages and sharp non-
dispersive ones at high voltages. As noted in Refs. [23–25], the transition between these two
regimes is interrupted by an intermediate voltage interval in which neither dispersive nor
sharp non-dispersive peaks are observed. The size of this region increases with underdoping,
giving the impression of two independent energy scales. In Fig. S4 it is shown that the
transition between the different regimes corresponds approximately to 0.8(∆0 − Γ) and
0.8(∆0 + Γ). According to this interpretation, the second energy scale observed in STM
measurements is related to the quasiparticle lifetime, rather than a distinct energy gap.
SI-5. HOMOGENEOUS COMPONENT OF THE STM SIGNAL
In this section we consider the spatially-homogenous conductance dI/dV . In actual
experiments, this component can be measured by averaging the STM signal over a large
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area Ω:
dI
dV
=
1
Ω
∫
Ω
dr
dI(r, V )
dV
≡ g(q = 0, V ) =
∑
k
Im[G(k, ω)] (S14)
The theoretical predictions and experimental observation of this component are compared
in Fig. S5a-b and show a good agreement, within the large error bars of the experimental
observations. These error bars are due to the inhomogenous component due to the scat-
tering from local impurities and can be reduced only by averaging over larger areas. At
positive voltages, the theoretical curves show a maximum in correspondence of the super-
conducting gap, V+ ≈ ∆0. At negative voltages the signal shows a broad maximum at the
doping-dependent voltage V− ≈ −40meV − µ. This maximum, which is simply due to the
particular form of the band structure, could create the impression of gap that increases with
underdoping. For any given point in space, the actual STM spectrum is the sum of the
homogenous component (S14), peaked at V+ and V− and an inhomogenous contribution (2),
whose actual maximum varies in space. The sum of these two terms is expected to give
rise to a “kink”, which was indeed universally observed in experiments (see for example
Ref. [63]).
An alternative method to extract the homogeneous component of the STM signal has been
proposed in Ref. [20]. Assuming that in the normal phase g(x, V ) = const, the homogenous
component of the differential conductance can be obtained from g(x, V, T )/g(x, V, Tnorm),
where Tnorm > Tc is an arbitrary temperature. The experimental signal is reproduced in
Fig. S5c for an overdoped sample of Pb-Bi2201 with Tc = 15meV, using Tnorm = 17meV.
The position of the peaks coincides with our identification of the superconducting gap for
this sample, ∆0 = 8meV. As the temperature increases, the distance between the peaks does
not significantly vary, but their visibility rapidly diminishes. In Fig. S5c we reproduce this
result by assuming a linear dependence between Γ and the temperature. (In our case, we
have established that, at T = 6K, the inverse quasiparticle lifetime Γ = 6meV, leading to
the simple relation Γ/T ≈ 1meV/K, see also Appendix SI-9). Using this assumption and
normalizing the theoretical predictions with respect to the value at Γ = 17meV, we obtain
a good agreement between theory and experiment, as shown in Fig. S5c-d.
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SI-6. ANALYSIS OF THE NON-DISPERSIVE PEAK AT qpi,pi = (0.5,0.5)× 2pi
Figure S6 shows a two-dimensional cut of the data at fixed voltage V = 5meV, for
wavevectors inside the first Brillouin zone. Comparing subplots a and c we find that the
theory quantitatively reproduces the experiment, with one important exception: the experi-
ment shows a broad peak around qpi,pi ≡ (±0.5,±0.5)× 2pi, while the theoretical predictions
exactly vanishes there (due to the symmetry of the coherence factors appearing in Eq. (2)).
To identify the nature of the qpi,pi peak, we study its voltage dependence (Fig.S7) and find
it to be anti-symmetric with r espect to the V → −V . As explained above, this behavior is
characteristic of the scattering from local modulations of the chemical potential. Fig. S6c
shows that, indeed, this type of perturbation leads to a g-map that is peaked around qpi,pi.
Our findings may also explain the experimental observations of Ref. [21], who showed that
the peak at qpi,pi responds to magnetic field and temperature in the opposite way than the
rest of the map, highlighting its different physical origin.
SI-7. EFFECTS OF THE BAND STRUCTURE ON THE REXS SIGNAL
In the main body of the article we found that the predicted width of the REXS peak
in Y123 is larger than the one observed in experiments [10]. One interesting possibility
is that this discrepancy is due to an enhancement of the CDW order caused by electron-
electron interactions. This effect can be described using an random-phase approximation
(RPA) [27, 36] and, in general, acts to sharpen the predicted peak. Here we follow a simpler
interpretation and relate the observed discrepancy in the REXS signal to a deviation of the
actual band structure from the phenomenological model obtained in Ref. [33]. Unlike the
case of Bi2212, the band structure of Y123 is known less accurately, due to surface effects
and to the presence of CuO chains [56]. In Fig. S8 we compare calculations for the REXS
signal using two different phenomenological band structures with similar Fermi surfaces.
The position of the REXS peak q = 0.31 is uniquely determined by the doping, and is
largely model independent. In contrast, the widths of the predicted signals significantly
differ between the two models and vary from ξ = 0.1 to ξ = 0.07. We note that the
phenomenological model with a larger number of parameters (N = 5) displays a sharper
peak and offers a better agreement with experiments. In general, a sharp peak in the
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REXS signal requires a nested band-structure, whose characterization involves many fitting
parameters. Accordingly, we observe that the band structure of Ref. [64], obtained using one
single fitting parameter, does not generate any significant REXS peak. To further explore
this point we consider the effects of an additional momentum-dependent term in the band
structure of Ref. [33], with approximately the same amplitude as the previous ones (see last
column of Table S1). We find that this term leads to a further sharpening of the REXS peak
and an excellent agreement with experiments. We therefore propose that REXS experiments
can be used to probe the band structure of the antinodal regions of cuprates.
SI-8. REXS SIGNAL IN TWO DIMENSIONS
In Fig. S9 we plot the predicted REXS signal as a function of the two-dimensional wave-
vector ~q. Each subplot corresponds to a different type of local scatterer: a, local modulations
of the chemical potential; b, local modulations of the pairing gap; c, the sum of the previous
two; and d, their difference. See Methods section for the definition of the corresponding
scattering matrices T (α). By comparing subplots a and b we observe that REXS experiments
couple more strongly to the modulations of the chemical potential, than to modulations of
the pairing gap. This effect is due to the integration over frequencies appearing in Eq. 4:
as shown in Fig. 4, the differential conductance induced by a modulation of the pairing gap
(T (4)) is very small for any ω > ∆0, while the effects of modulation of the chemical potential
survives far above ∆0. Exploiting the results obtained from the analysis of the STM signal
(Appendix SI-6), we conjecture that subplot c should best reproduce the physical situation.
In addition to the peaks at ~qa = (0.25, 0)×2pi and qb = (0, 0.25)×2pi, we predict a pronounced
peak at ~qa ± ~qb, whose maximal intensity is larger than the one predicted for ~qa and ~qb.
SI-9. IMPLICATIONS FOR THE PHASE DIAGRAM
Our analysis indicates that a finite quasiparticle lifetime is fundamental for understanding
the single-particle properties of cuprates. Here we explore the possibility that Γ may also
play an important role in determining the critical temperature Tc. We observe that, in
Pb-Bi2201, Tc seems to correspond to the point were antinodal quasiparticles become over-
damped, i.e. where their inverse lifetime equals to twice their gap: Γ(Tc) = 2∆0. To obtain
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∆0 Γ µ (p)
OD15K 8 6 -30 (p=0.33)
OPT35K 18 7 -15 (p=0.24)
UD32K 20 8 -5 (p=0.20)
UD25K 22 10 5 (p=0.16)
TABLE I. Phenomenological parameters found by comparing theory and experiment
at q˜ = (0.25,0) × 2pi for four samples of Pb-Bi2201. The name of the sample indicates
whether the sample is overdoped (OD), optimally doped (OPT), or underdoped (UD) and its
critical temperature. The chemical potential is measured with respect to the band structure of
Ref. [32]. The concentration of holes (p) is obtained from the Luttinger count (i.e. counting the
number of states with k < µ) and found in good agreement with ARPES measurements in the
normal phase [60]. All energies are given in meV and the precision of each entry is of about 10%.
Material Bi2212 Y123(A) Y123(B) Y123(B) Y123(B)
Number of fitting paramaters N=5 N=5 N=5 N=4 N=6
Reference [32] [33] [33] [56]
1 0.1305 0.4368 0.1756 0.0500 0.1456
1
2(cos kx + cos ky) -0.5951 -1.0939 -1.1259 -0.4200 -1.1259
cos kx cos ky 0.1636 0.5612 0.5540 0.1163 0.5540
1
2(cos 2kx + cos 2ky) -0.0519 -0.0776 -0.1774 -0.0983 -0.1774
1
2(cos 2kx cos ky + cos kx cos 2ky) -0.1117 -0.1041 -0.0701 -0.0353 -0.0701
cos 2kx cos 2ky 0.0510 0.0674 0.1286 0 0.1286
cos 2kx cos kx + cos 2ky cos ky 0 0 0 0 - 0.1000
TABLE S1. Phenomenological band structure of Bi2212 (used for calculations of Pb-Bi2201 as
well) and Y123 (bonding (B) and antibonding (A)). The first four columns were obtained from
least square fits of ARPES measurements and used without modifications in the present anal-
ysis. Ref. [56] further analyses the effects of intraplane couplings, which are neglected in the
present analysis. The last column is obtained from the model of Ref. [33], by adding an additional
momentum-dependent term to the band structure and correcting the chemical potential to conserve
the area of the Fermi surface.
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this result, we assume a linear dependence of Γ on the temperature, Γ(T ) = αT , found
in both theoretical calculations [42–44] and experiments [45]. Starting from the observed
values of ∆0 and Γ (see Table I, obtained from STM measurements at T = 6K) and requiring
αTc = 2∆0, we obtain Tc = (26± 2)K, (30± 3)K, (31± 3)K, (16± 2)K, consistent with the
actual values Tc = 25K, 32K, 35K, 15K. In optimally-doped Bi2212 the gap is 1.5 times
larger (∆0 ≈ 30meV) and the quasiparticle lifetime 2 times smaller (as can be inferred
from the measured value Γ ≈ 1meV at 1.9K [23]), leading to a critical temperature that is
approximately 3 times larger, Tc ≈ 90K. This phenomenological observation suggests that
the critical temperature could be further increased by decreasing Γ. The opposite effect (i.e.
a decrease of Tc for increasing Γ) has been recently demonstrated in experiments [65].
SI-10. NORMALIZATION OF THE STM DATA
One main technical difficulty in performing STM experiments is related to the unkown
distance between the tip and the sample, which can vary from point to point. To over-
come this problem, the experimental data is usually normalized at each point by the current
at the maximal observed voltage Imax(r) = I(r, Vmax) = ∆V
∑Vmax
0 dI(r, V )/dV . Alter-
native normalization procedures include dividing by the current at the minimal voltage
Imin(r) = I(r, Vmin) = ∆V
∑0
Vmin
dI(r, V )/dV , or by the difference Imax(r) − Imin(r). This
third normalization was used in generating the plots of Fig. 4e-g because it does not in-
troduce spurious asymmetries between positive and negative voltages. The same plots, but
with different normalizations are shown Fig. S11. In subplots a and d we observe that the
normalization procedure does not significantly affect the absolute value of the signal at small
wavevectors (black and green curves), but radically changes the signal at large wavevectors
(red and blue curves). These changes are mitigated by splitting the signal into its real
and imaginary components (subplot b-c, e-f). In particular, we observe that the peak at
V ≈ 50meV, observed in the absolute value of the large-wavector signal (curves red and
blue of subplot d) is actually a local minimum, associated with a change in sign of the real
signal at V ≈ ∆0 = 20meV.
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FIG. 1. Wavevector and voltage dependence of STM signal at q˜ = (q,0) × 2pi. a-b,
Experiment and theory relevant to an underdoped sample of Pb-Bi2201 (UD32K, see Table I). A
non-dispersive peak is observed at q ≈ 0.2 for 5meV <∼ V <∼ 20meV. The dashed lines are guides
for the eyes. The intense line around q = 0 in the experimental result is due to the homogeneous
component which was neglected in the theoretical calculation (see SI-5) . c, Same as b with a
smaller Γ, showing dispersive features at small voltages (|V | < 20meV) and non-dispersive features
at large positive voltages (V > 20meV). d-g, Comparison between theory (lines) and experiment
(dots) for four samples of Pb-Bi2201. The theoretical curves were computed from Eq. (2) using
the values of ∆0, Γ, and µ obtained from the analysis of a single wavevector (see Methods section)
and without any further rescaling. The voltage is expressed in meV.
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FIG. 2. Wavevector dependence of the STM signal at a fixed voltage. a-d, Theoretical
predictions, Eq. (3), using the physical parameters listed in Table I. e-g, Experimental mea-
surements of 4 samples of Pb-Bi2201, reproduced from Ref. [21]. In all subplots the small black
circles are aid for the eyes and indicate the position of the Bragg peaks ~q = (±1, 0) × 2pi and
~q = (0,±1)× 2pi.
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FIG. 3. Fermi surface and REXS signal. a, Fermi surfaces obtained from the phenomenological
band structures of Refs. [32, 33]. The inset presents a detailed view of the antinodal region. b,
Theoretical predictions of the REXS signal for q˜ = (q,0)× 2pi, obtained using Eq.s (2) and (4).
The physical parameters correspond to underdoped samples of five materials: Pb-Bi2201 (p = 0.16)
– see Table I. Bi2201, (p = 0.11); Bi2212, (p = 0.04); Y123 (Bonding (B) and Antibonding (A))
(p = (pB+pA)/2 = 0.12) – with ∆0 = 40−60meV, Γ = 10−20meV. Each curve is normalized to its
maximal value. The position and width of the peak is determined by the quasi-nested shape of the
band structure. In subplot a and b the vertical dotted lines are guides for the eyes and indicate the
wavevector corresponding to the maximal intensity of the REXS signal, which is found to be ∼ 10%
larger than the distance between the antinodes. c, Theoretical predictions of the REXS signal for
Bi2212 (p = 0.11) as a function of the two-dimensional wavevector ~q = (qx, qy)×2pi. A pronounced
peak at (qx, qy) ≈ (0.25, 0.25) is predicted. d, Experimental measurements of underdoped samples
of Y123 (Tc = 61K) reproduced from Refs. [10]. The subindices “a” and “b” refer to the two
principal axis of the CuO2 plane. See also SI-7 for a quantitative comparison between theory and
experiment.
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FIG. 4. Voltage dependence of the STM signal at fixed wavevector q˜ = (0.25,0) × 2pi.
a-d, Theoretical predictions gth(q, V ) ≡ e−iqr0g(q, V ) (see Eq. (2)), obtained by summing over
up to N = 500 × 500 discrete k-points. In each subplot a single parameter is varied: a, Dif-
ferent types of scattering operators (see Eq. (5)); b, Different values of the gap (in meV); c,
Different values of the quasiparticle lifetime (in meV); d, Different values of the chemical po-
tential (in meV). The red curves are identical throughout the plots and refer to the values of
α = 4, ∆0 = 20meV, Γ = 8meV, µ = −5meV, which best reproduce the experimental mea-
surements. e-g, Experimental measurement for an underdoped sample of Pb-Bi2201 with critical
temperature T = 32K (UD32K), at four equivalent wavevectors. e, Absolute value after smoothing
|gexp(q, V )| =
∑
p,|p−q|<δq |g(p, V )|; f-g, Real and imaginary part of the normalized experimental
signal gexp,N(p, V ) =
∑
|p−q|<δq g(p, V )e
−iφ(q), where φ(q) is defined in the text. In all plots each
curve is normalized independently.
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FIG. S1. Energy gap on the Fermi surface as detected by ARPES. a, Predicted spectral
function, Eq.(S1), for different points on the Fermi surface. The angle θ is measured with respect
to the nodal points (θ = 45 corresponds to the antinodes). The phenomenological parameters are
Γ = 12meV, and ∆0 = 40meV, and µ = 20meV (p = 0.11). b, Position of the maximal intensity of
the ARPES signal on the Fermi surface, Eq. (S2), as function of sin(2θ) for increasing values of Γ,
with ∆0 = 50meV, and µ = 30meV (p = 0.08). c-d, Experimental measurements of underdoped
samples of Bi2212 from Refs. [52] (subplot c, Tc = 65K, measured at 75K) and [58] (subplot d,
Tc = 55K).
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FIG. S2. Coherence factors (S11) as function of momentum ~k = (kx, ky) for Pb-Bi2201
(p=0.16). a Band structure of this material. We consider the scattering at wavevector connecting
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from modulations of the chemical potential (S(1)) change sign as a function of momentum and
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FIG. S4. Interplay of dispersive and non-dispersive peaks as function of the inverse
quasiparticle lifetime Γ. Same as Fig. 1a for increasing values of the gap and inverse quasipar-
ticle lifetime (corresponding to increasing underdoping). Sharp non-dispersive features are seen at
voltages V > 0.8(∆0 + Γ0) and dispersive features at V < 0.8(∆0 − Γ0).
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FIG. S5. Homogeneous component of the LDOS in Pb-Bi2201. a-b, Theoretical calcula-
tion and experimental measurement of the homogeneous component of the differential conductance
in four samples of Bi2201. The theoretical calculations were performed using the parameters of
Table I. The large error bars in the experimental measurements are due to the inhomogenous com-
ponent. c, Theoretical predictions of the normalized conductance (see text) for increasing values
of Γ (all energies are given in meV). d, Experimental measurements for an overdoped sample of
Pb-Bi2201 (OD15K), at different temperatures. Adapted from Ref. [62]. Each curve is shifted by
0.3 in the vertical direction for clarity.
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FIG. S6. STM signal at ~q = (qx, qy) × 2pi and fixed voltage V = 5meV. a, Theoretical
predictions, for local modulations of the gap, Eq. (2) with Tk = T
(4)
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local modulations of the chemical potential, Tk = T
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k . c, Experimental signal g(q, V ) for the
an underdoped sample (UD32K). The intensity peak at qpi,pi = (0.5, 0.5) × 2pi observed in the
experiment is due to modulations of the chemical potential.
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FIG. S7. Voltage dependence of the experimental signal at different wavevec-
tors. Same as Fig. 4a-c for the optimally doped sample OPT35K and eiφ(q) =
ρ(q, V=−10meV) / |ρ(q, V=−10meV)|. The Fourier component at small wavevectors is predom-
inantly symmetric (gap modulations), while the Fourier component around the qpi,pi peak is pre-
dominantly antisymmetric (charge modulations).
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FIG. S8. Wavevector dependence of the REXS signal of Y123 at ~q = (q, 0)× 2pi. a, Fermi
surface associated with three different phenomenological models, including N fitting parameter
(see Table S1). The model N = 6 is obtained by adding an additional arbitrary term to the band
structure of Ref.[33] (and adjusting the chemical potential to keep the density fixed). b, Predicted
and observed REXS signal. The discrepancy between theory (see text) and experiment ([10]) is far
below the combined uncertainty of both. The theoretical curves where obtained using the same
parameters as in Fig. 3. To allow a comparison between the different models and experiments, we
have renormalized each curve by subtracting the value at q = 0.22 and dividing by the maximal
intensity.
36
FIG. S9. Predicted REXS signal as a function of the two-dimensional wavevector
q˜ = (qx,qy)× 2pi. The physical parameters refer to an underdoped sample of Bi2212 (see the
inset of Fig. 3). Each subplot describes the effects of a different type of local modulation (see text).
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Evolution of the superconducting gap ∆0, inverse quasiparticle lifetime Γ, and critical temperature
Tc in 4 samples of Pb-Bi2201 (Table I. b, Same as a for 8 samples of Bi2212 analyzed by Dipasupil
et al. [66] and Alldredge et al. [23]. c, Proposed phase diagram of Pb-Bi2201.
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FIG. S11. Effects of the different normalizations on the experimental signal. Same as
Fig. 4e-g but with a different normalization (see text). a-c, The spectrum at each point in real
space is divided by Imax(r). d-f, Each point is divided by Imin(r).
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