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ABSTRACT 
This paper is concerned with the relations between the Euclid algorithm, the 
theory of orthogonal polynomials, and the problem of locating the zeros of a complex 
polynomial with respect to the imaginary axis. In particular, a simple generalized 
Routh-Hurwitz algorithm is proposed, which allows one to determine, in any situation, 
the numbers of zeros of an arbitrary complex polynomial in the right half plane, on 
the imaginary axis, and hence in the left half plane; moreover, it turns out that this 
algorithm yields, as a side result, a well-defined factorization of the considered 
polynomial. Furthermore as a straightfonvard consequence of the adopted approach, 
two presumably original algorithms are put into light, which involve linear arithmetic 
operations only: a polynomial nonnegativity test on the real axis, and a characterization 
of positive real functions. 
1. INTRODUCTION 
For more than 20 centuries, the Euclid algorithm and its mathematical 
environment have been an important research subject in various branches of 
-- 
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applied mathematics (see e.g. [l] and the references therein for a history of 
the topic). In particular, there are numerous publications devoted to its 
applications to the problem of locating the zeros of a polynomial in the 
complex plane. 
For example, it has been known for a long time that a simple application 
of the Euclid algorithm to the (para)even and to the (para)odd part of a 
polynomial P( p) with complex (real) coefficients allows one, in principle, to 
determine the number N(P) of the zeros of P( p> in the right half plane 
Re p > 0 (see Section 4 for definition of “paraeven” and “paraodd”). A 
survey of the literature shows that this standard result can be established in a 
variety of ways (the argument principle approach being perhaps the most 
classical one) [Z-II]. Some of them fail, however, to produce the required 
result in the complex case, typically in some singular algebraic situations that 
can be met by the Euclid algorithm. These degenerate situations are twofold. 
First, the Euclid algorithm may be singular in the sense that some of the 
quotient polynomials that are recursively produced by the algorithm may 
have a degree larger than one: in other words, the algorithm may exhibit 
jumps of one or several degrees. Second, the (para)even and (para)odd parts 
of the considered polynomial may have common factors, in which case a 
simple application of the Euclid algorithm does not provide the full answer to 
the problem: the paraconjugate zeros, i.e. those points p = p, such that 
P( po) = 0 and P( --PO) = 0, are ignored in the location process. This 
situation stems from the fact that the last nonzero polynomial R(p) gener- 
ated by the algorithm is the g.c.d. of the (para)even and (para)odd parts of 
P( p), and hence a divisor of P( p> itself. The property N(R) = N( R + R’) 
with R’(p) the derivative of R(p), a standard argument in the literature, 
leads to showing that a substitution of R(p) + R’(p) for R(p), followed by a 
second application of the Euclid algorithm to the resulting polynomial, is all 
that is needed to get around the difficulty. To the best of the author’s 
knowledge, at least, it turns out, however, that the consequences and the 
properties resulting from such possibly recursive substitutions have not 
been thoroughly investigated and taken advantage of from an algorithmic 
viewpoint. 
The aim of this paper is first to consider and to discuss in detail a 
generalized Euclid algorithm of the Routh-Hurwitz type, capable of counting, 
in any situation, not only the zeros in Re p > 0 of an arbitrary complex 
polynomial P( p), but also its possible zeros on the imaginary axis (Re p = O), 
and hence its zeros in Re p < 0. It appears that the proposed algorithm does 
not exhibit any pathological behavior and that it involves no additional 
numerical complexity with respect to the simplest version of the Routh- 
Hurwitz algorithm. Moreover, the algorithm benefits from the singular cases 
of the second type of the Euclid algorithm to provide spontaneously a 
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factorization of the considered polynomial: the more important is the singu- 
larity, the more elaborate is this resulting factorization. Moreover, it turns out 
that the resulting factors contain all the paraconjugate zeros of P( p> of a 
fixed multiplicity and that the distribution of their zeros with respect to the 
imaginary axis (Re p = 0) can be determined from the outset. 
Furthermore, the detailed study of the approach to the problem dealt 
with puts into light two presumably original algorithms to check whether a 
given polynomial is nonnegative on the whole real axis and whether a given 
complex (real) rational function is positive (real). These new numerical tests 
have the remarkable property of involving linear algebraic operations only. 
It is a well-known fact that the recurrence relations underlying the Euclid 
algorithm are identical to those of the theory of orthogonal polynomials on 
the real line provided that two well-defined constraints of degree and 
positivity are satisfied. In contrast, it seem to be much less known that the 
Euclid algorithm induces a one-to-one correspondence between the set of 
strict sense Hurwitz polynomials (i.e., polynomials devoid of zeros in the 
closed half plane Re p > 0) and the set of finite families of orthogonal 
polynomials on the real line. This remarkable property constitutes another 
theme developed in the present paper. In the same context, the Euclid 
algorithm is shown to be intimatelv related to the classical fast algorithms for 
solving the structured (i.e. Toeplitz or Hankel) linear systems of equations 
related to orthogonal polynomial theory. 
To prevent any misunderstanding, the author readily acknowledges from 
the outset that most of the ideas underlying this contribution have been 
known for a long time, more or less implicitly, especially in the community of 
circuit and system theorists. Therefore, the actual interest of the present work 
is mainly to be found in the detailed elaboration and concrete algorithmic 
consequences of these ideas. It is furthermore a remarkable fact that in spite 
of its long history and although it has been extensively investigated in the 
past, the classical polynomial zero location problem continues to receive 
considerable attention (see e.g. [lo] for significant new results in the field via 
a Bezoutian approach). Actually, this is no big surprise, since a number of 
techniques and methods proposed for its solution have implications which 
extend far beyond the original problem setting. 
From a mathematical viewpoint, the present approach to the problem 
mainly relies on two algebraic ingredients: elementary properties of the 
Euclid algorithm relative to the greatest common divisor of two polynomials, 
and the index theory of pseudo-lossless rational functions. If there is not 
much to say about the first one, the second probably requires a few 
comments. A well-defined index theory [12] has recently been proposed for a 
very general class of functions that satisfy a nonnegativity constraint on the 
i maginarv axis (Re p = 0); such functions are referred to as pseudo- 
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Caratheodory or pseudopositive functions. Roughly speaking, the index of a 
pseudopositive function f(p) is an integer measuring, in an appropriate 
robust way, “the amount of singularity of f( p> in the right half plane.” The 
study of this class of functions is in no way elementary. It becomes almost 
trivial, however, if it is restricted to the subclass of pseudopositive rational 
functions, whose real part vanishes almost everywhere on the imaginary axis. 
By definition, such functions constitute the subclass of pseudo-lossless func- 
tions. The index theory relative to these particular functions can be obtained 
in a straightforward manner from a simple application of the continuity 
theorem relative to the zeros of a polynomial as functions of its coefficients 
[ill. It then reveals itself as being an elementary and robust approach to 
polynomial zero location problems. 
In Section 2, some elementary properties of the Euclid algorithm are first 
recalled: g.c.d. of two polynomials, regular and singular case, associated 
continued fraction, first and second kind polynomials, Bezout theorem, etc. 
In Section 3, appropriate constraints of degree and positivity are imposed 
on the family of polynomials generated by the Euclid algorithm so that they 
constitute a family of orthogonal polynomials on the real line. Within the 
same constraints, the Euclid algorithm is then shown to lead directly to the 
Philips-Lanczos and (split) Levinson algorithms for solving Hankel and 
Toeplitz linear systems respectively [13-161. Finally, a well-known criterion 
to check whether a given polynomial has real zeros only is shown to be 
intimately related to orthogonal polynomial theory, and some of its extensions 
are briefly discussed [4]. 
In Section 4, the Euclid algorithm is applied to the paraeven and paraodd 
parts of an arbitrary polynomial with complex coefficients and shown to yield 
a factorization of the given polynomial directly [3-51. It turns out that the 
ratio of these paraeven and paraodd parts is a pseudo-lossless rational 
function. The index theory relative to this subclass of pseudopositive rational 
functions is then briefly recalled and shown to be intimately related to the 
polynomial zero location problem [ll]. Next, recursive applications of the 
Euclid algorithm are shown to be capable of factorizing any polynomial into 
factors regrouping all the zeros of a fixed multiplicity. The two techniques 
above are then concatenated to produce a generalized Routh-Hurwitz algo- 
rithm for counting the zeros of any complex coefficient polynomial to the 
right of, to the left of, and on the imaginary axis, respectively. Furthermore, 
as a free bonus, the proposed algorithm provides a factorization of the given 
polynomial into a factor having no paraconjugate zeros and factors grouping 
all the paraconjugate zeros of a given multiplicity; moreover, the zero location 
of these elementary factors with respect to the imaginary axis can be obtained 
without any extra computation. It is finally pointed out that the proposed 
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algorithm entails no additional complexity, either theoretical or numerical, 
compared to the simplest version of the standard Routh-Hurwitz algorithm. 
In Section 5, the results of the preceding section are first applied to 
rederive some classical results concerning the zeros of polynomials: strict and 
wide sense Hurwitz polynomial criteria, tests to decide whether a polynomial 
has real (imaginary) zeros only, whether it has any zero of that type, etc. In 
particular, the strict sense Hurwitz polynomials are shown to be in one-to-one 
correspondence with the set of finite families of orthogonal polynomials on 
the real line. Finally, two presumably original algorithms are put into light, 
which are based on recursive applications of the Euclid algorithm and which 
involve linear numerical algebraic operations only: a test of nonnegativity of 
polynomials on the whole of the real (imaginary) axis, and a simple characteri- 
zation of the class of positive (real) functions, numerically more parsimonious 
than the existing methods in the field. 
2. THE EUCLID ALGORITHM 
Let P,(x) and P,(X) be two polynomials with complex coefficients. Let us 
iassume deg I’, > deg P, and consider the Euclid algorithm for dividing 
P&Z> by P,(r): 
pi-l(x) =4i(")pi(x) - ‘t+l(‘) for i = 1,2 ,..., t, (1) 
with deg P,+r < deg Pi, deg vi = deg Pi_l - deg F’,, and P,+r = 0 for an 
integer t < deg P,. 
By construction, P,(x) is the greatest common divisor of polynomials 
P,(r) and P,(x); the given polynomials are coprime if and only if deg P, = 0. 
The Euclid algorithm is said to be regular if all the quotient polynomials 
q,(x) have degree one; it is singular otherwise. 
Let us define the rational function P,(x)/P,(x); from cl), this function is 
seen to admit the continued fraction expansion’: 
PCS x> 1 I 1 I - z.z 
P,(x) 91(x) - j---&J - ... - - h,(x) . 
’ These continued fractions are called P-fractions in the literature [19] and were known 
already to Chebyshev (see remarks in [XI]). 
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Therefore, the given polynomials I’,,( X) and Pr( x) can be recovered from 
the quotient polynomials si(x) except for their possible common divisors. 
The polynomials constituting the sequence P,(X), P,(X), . . . , P,(x) are 
termed first kind polynomials. A sequence of second kind polynomials 
Qa(x), Qr(X>, . . . , Qt(x) is classically associated with the first kind sequence 
from the backward recursive definition 
Qi-l(X) =9i(x)Qi(x> - Qi+l(~) for i = t - 1, t - 2 ,..., 1, (3) 
with the initialization Qt( X) = 0 and Qt_ 1(x) = 1. It is easily verified that 
any solution yi of the recurrence equation yi _ 1 - 9i(~)yi + yi+ i = 0 can 
be written with the help of an appropriate linear combination of P,(X) and 
Qi(x). Moreover, the degree inequality deg Qi < deg Pi is satisfied by 
construction; in particular, 
deg Q. = deg I’,, - deg P,_l, deg Q, = deg P, - deg I’,_i. (4) 
Multiplying (1) by Qi(x> and (3) by P,(x) and taking the difference, one 
obtains Pi(~)Qi_,(x) - Pi-l(x>Qi(~) = Pi+,(x)Qi(x) - Pi(x)Qi+,(x)> 
whence, in particular, the remarkable relation 
PO(X) P,(x) 
Ql(x)pt(,) - Qo(x)p,o = 1, (5) 
which underlies the Bezout theorem. In fact, the polynomials Qa(x> and 
Q~(x>, hence via (3) the sequence of second kind polynomials, can alterna- 
tively be defined as the minimum degree polynomials satisfying the equation 
(3). To see this, let Q:(X), Q:(X) be a solution of the problem; by 
difference, this solution implies the equality [Q:(x) - Q1(x>lPo(x) -
[Q,*(x) - Q,,(x)lPl(x> = 0, whence deg(QT - Qr> = deg P, - deg Pt, 
deg(Qz - Qo> = deg P,, - deg P,, and finally Q:(X) = Q~(x>, Q:(X) = 
Q~(x) in view of (4). 
Let us finally recall that the Euclid algorithm can be rewritten with the 
help of the Jacobi matrix 
9tW -I 
-1 9t-i(X) -I 
It(x) = -1 . . -. (6) 
-1 
-; 91(x) 
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as a linear system of equations 
J,(x)[P,(r), Pt_l(x) ,..., P,(x)lT = [O>O >...> 0, MX)lT. (7) 
As a result, it follows that the eigenmodes of It(r) are equal to the zeros of 
the polynomial Po(x)/P,(x). 
3. ORTHOGONAL POLYNOMIALS 
Let us consider the regular case of the Euclid algorithm in the particular 
situation where the given polynomials P,(X) P,(x) have real coefficients. The 
quotient polynomials are then all real monomials of the form 9,(x) = (Y, x + 
Pi with (Y~ f 0. With n = deg P, - deg P,, let us define for i = 0, 1,. . . , tz 
the polynomials pi(x) of degree i as follows: 
pi( x, = 2 Pj,kXipk = P,_j( X)/P,( X). (8) 
k=o 
By construction, these new polynomials satisfy the recurrence relations 
Pi+,(‘) - tan-ix + Pn-i)Pi(') + Pi-l(') = O 
for i = O,l,..., n - 1, with P-~(X) = 0, P,(X) = 1. 
To progress further, let us introduce the additional constraints 
(Yi > 0 for i=1,2 ,..., n. 




orthogonal polynomials on the real line if and only if the constraints (10) are 
verified. In fact, it is easy to check by induction from (9) that this condition 
implies that the zeros of pi(x) are all real and interlace those of I?, + J X) for 
all i, which is a well-known characterization of a family of orthogonal 
polynomials. Consequently, there exists a positive measure rip.(x) and a 
sequence of positive numbers yi such that 
j+mpj(~)pj(~)dp(~) = -yi6,.] for i = 1,2,...,n, (11) 
--r, 
with Sj, j the Kronecker symbol. 
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As a result, the Hankel matrix H, = Ehk+l; 0 < k, 2 Q sl of order s + 1, 
defined on the moments relative to the measure d,u(x) by 
hi = j+mxidp(r), (12) 
--m 
is positive definite for s = 0, 1,. . . , n; note incidentally that this property 
alone characterizes a finite family of orthogonal polynomials. Furthermore, 
one deduces from (11) that the solution y,, of the linear system of equations 
H, yn = [0, . . . ,O, l]r (13) 
is the vector yn = C,[ p,, n,. . . , P,,~, P,,~], where C, is a constant equal to 
(det H,_ l)/(pn,o det H,). Th is relation is implemented in the Lanczos- 
Phillips algorithm to solve Equation (13) in 0(n2> flops by recursively 
computing yi + r from yi and yi_ r: each iteration step can be shown to 
require only the evaluation of two scalar products of the vector yi with 
appropriate vectors of moments hi [Id, ES]. 
Of special interest is the subset of families of orthogonal polynomials on 
the real line characterized by pi = 0 for all i and by the fact that their 
associated measure d/.~.( x) is concentrated on the interval [ - 1, + l] of the 
real line. Typical of this subset are e.g. the Chebyshev polynomials of the first 
kind p,(x) = sin i arccos x and of the second kind Q,, _i(x> = 
(sin i arccos x>/(sin arccos x). With these hypotheses, the recurrence rela- 
tion (9) simplifies into 
Pi+l(x) - an-ixPi(x) + Pi-l(‘) = O’ (14 
As for the condition relative to the measure support, it can be expressed by 
the constraints [KS] 
4 = Pi+l(l)/Pi(l) ’ O for all i. (15) 
Let us now introduce a new sequence of polynomials ri(z) derived from 
the p,(x) via the transformation 
?Ti( z) = #pi ( 
zl/2 + z-1/2 
i 2 . 
(16) 
GENERALIZED ROUTH-HURWITZ ALGORITHM 139 
Hy construction, these new polynomials are real, of degree i in the variable 2, 
symmetric in the sense that they all verify the identity +ri(z) := zirri(=.-‘) = 
T,(Z) and obey the recurrence relations 
7ri+,(z) - q-i 9 7ri(Z) + XT,_,(z) = 0. ( 17) 
Finally, one can deduce from these polynomials vi(z) a second sequence of 
polynomials t,(z) from the equation 
ti(Z) = (Z - I)-‘[T,+](Z) - hini(z)]. (18) 
With the help of (17), these new polynomials t,(z) are readily verified to 
satisfy the recurrence relations 
with i_,(z) := zi-r (,_Jz-~) and where, due to (15), the numbers p, = 
Chihi_r - l)/(Aihi+r + 1) are smaller than 1 in modulus. As a sequence, it 
follows that the polynomials &(.z> constitute a family of SzegC orthogonnl 
polynomials on the unit circle (1 z] = 1) with respect to an appropriate 
measure do(O); such a measure is obtainable from the original measure 
d/~.(r) on the basis of the equation d&x) = -rlw(O) with x = cos(O/Z). 
As the transformation p,(x) + t,(x) is invertible, the result above estab- 
lishes a one-to-one correspondence between set of families of real orthogonal 
polynomials on the unit circle and the set of families of orthogonal poly- 
nomials on the real interval [ - 1, + 11 defined with respect to a symmetric 
measure [dp( -x) = dp( x)] [Is]. Equivalently, there exists a congruence 
between a well-defined subset of positive definite Hankel matrices of the 
form H = [hi+k;O < i, k < n] with hziil = 0 and the set of positive defi- 
nite real symmetric Toeplitz matrices T = [c~_~; 0 < i, k < n]; this congru- 
ence can explicitly be expressed by the equality 
Let us also point out that (19) and (17) are the recurrence relations 
underlying the Levinson and split Levinson algorithms, two well-known 
algorithms for the numerically efficient solution of Toeplitz linear systems of 
equations [14, 16, 171. 
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The connection between the Euclid algorithm and the theory of orthogo- 
nal polynomials on the real line is susceptible of an interesting application in 
the general context of the polynomial zero location problem. Let P(r) be a 
polynomial with real coefficients, and let P’(x) be its derivative. Let us apply 
the Euclid algorithm to the polynomials P,,(x) = P(x) and P,(x) = P’(x). If 
all the zeros of P,(X) lie on the real axis, these zeros necessarily alternate 
with those of its derivative P,(X). In view of Favard’s theorem, the resulting 
polynomials Pi( x)/P,( X> th us constitute a family of orthogonal polynomials 
on the real axis. Conversely, if P,(x>/P,(x) belongs to a family of orthogonal 
polynomials, all its zeros are known to lie on the real axis; such is then also 
the case for P,(x), since the zeros of the g.c.d. of P(x) and P’(x) form a 
subset of those of P,(r>/P,(x). Th erefore, one has the following result. 
THEOREM 3.1 (Polynomial real zero criterion). All the zeros of a poly- 
nomial P( r> are real if and only if the Euclid algorithm applied to P,(x) = 
P(x) and P,(x) = P’(x) 
1. is regular, 
2. generates quotient polynomials qi(x) = (Y~X + pi, where the cxi are all 
positive numbers. 
The polynomial P(x) has then t distinct real zeros, all simple iff deg P, = 0. 
In fact, this criterion can be viewed as a particular case of the following 
general result [4]. Let us consider a sequence of real polynomials P,(x) 
produced by the Euclid algorithm. Such a sequence of polynomials can be 
proved to form a generalized Sturm chain and thus allows one to determine 
the Cauchy index of the rational function P,(x)/P,(x) on any open interval 
(a, b) of the real axis. When P,,(x) = P(x) and P,(x) = P’(x), this Cauchy 
index reduces to the number of distinct real zeros of P(x) on the considered 
interval [4]. If V( X> stands for the number of sign variations in the sequence 
[ Pj( x); i = 0, 1, . . . , t] for any fixed value of the variable x, one has the 
following result: the number of distinct real zeros of P(x) in the interval 
(a, b1 is equal to the diff erence V(a) - V(b). In particular, when this 
interval extends to the whole of the real axis (a = - ~0, b = + M), this 
difference can be evaluated in terms of the leading coefficients of the qi( x); 
it can easily be verified that its value is given by Ci sgn oi in the regular case, 
where sgn stands for the Signum function, i.e. sgn x = x/lx] for any real 
number X. 
As interesting as it may be, the result above applies to polynomials with 
real coefficients only. It will be shown in the next section how this restriction 
can be lifted, by use of a different approach to the Euclid algorithm. 
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The real axis is the natural reference axis in the framework of the theory 
of orthogonal polynomials; the same role is played by the imaginary axis, 
often identified with the frequency axis, in the context of circuit and system 
theory. Let us reformulate the Euclid algorithm with respect to the imaginarv 
axis. With j = J-i and n the degree of P,(X), let us define new polv- 
nomials P,* ( p) and quotient polynomials 9: ( p) as follows: 
Pi*(p) = Pi*(&) =jn-iPt( X), 9?(p) = 9*(jr) =jy,( x). (21) 
Clearly, the transformation p = jx substitutes the imaginary axis for the real 
axis. For the sake of simplifying tl ie writing of equations and with some abuse 
of notation, the asterisk will be dropped henceforth to write P,(p), yi( p) 
instead of P:(p), 9*(p), th e use of the variable s or p being hopefully 
sufficient to identify the particular formulation of the Euclid algorithm dealt 
with. From (1) and (211, the imuginay axis version of the Euclid algorithm 
takes the form 
Pi- I( P) = 9i( P) 'i( P> + 't+ 1( P) for i = 1,2 ,...) t. (22) 
and its associated continued fraction expansion is 
Po( P> 1 I 1 I - = 
Pd P> 91(P) + ,92(p) + *.. + 19t( P> * 
(23) 
From a polynomial P( p> of degree n with arbitrary coefficients, let us 
construct the two polynomials 
PO(P) = i[P(P) + wn~(-F+]~ 
(24) 
P,(P) = i[P(P) - WY%a]. 
There is no restriction in assuming deg P,, = n > deg P,, since the defini- 
tions of P,( p> and P1( p) can be exchanged. Let us then apply the Euclid 
algorithm (22) to the polynomial pair P,(p), PI(p). Their greatest common 
divisor P,(p) ‘th ei er reduces to a constant or is of degree larger than or equal 
142 YVES V. GENIN 
to 1; in the latter situation, P,(p) is easily verified by induction to have as 
only zeros all the paraconjugate zeros of P(p), i.e. those zeros p = pi of 
P(p) h’ h ‘th 1 w ic ei er ie on the imaginary axis (Re pi = 0) or show up in pairs 
symmetric with respect to the imaginary axis (pi, -pi, with Re pi # 0). As a 
result, it turns out that the polynomial P(p) can be factorized as 
with P(p) = P( p)/P,(p), 9(p) = P,(p), and degP = IZ - deg 9. More- 
over, g( p) contains by construction all the paraconjugate zeros of P(p), and 
P(p) all the others; in particular, one has P(p) # 0 on Re p = 0. 
Let us point out that PO(p) and Pi(p), defined from (24) are often 
called [18] the p_ aruodd and parueven parts of P(p), since P,,(p) = Pa< -p) 
and Pi(p) = -Pi(-F) or conversely, depending on the parity of n. It is 
clear that this property propagates through the Euclid algorithm to any 
subsequent polynomial P,(p); in particular, the polynomials Psi(p) and 
PZi + i( p) have the same paraparity as PO( p) and Pi( p) respectively. Further- 
more, as P,_ i(p) and Pi(p) have opposite paraparity, all the quotient 
polynomials qi( p) are paraodd and can therefore be written in the form 
(26) 
with pi = deg qi and where all the coefjcients qi, s are real numbers. Note, 
in the same context, that any polynomial with real coefficients in the variable 
x becomes a paraeven or paraodd polynomial in the variable p through the 
variable transformation p = jx; also, any paraeven polynomial clearly be- 
comes paraodd if multiplied by j and conversely. 
It turns out that the rational functions F( p) = Pi_ i( p)/P,( p) and 
F(p) = qi( p) are pseudo-lossless, since they satisfy the relation 
F(p) +F(-p) =o, (27) 
so that their real parts vanish almost everywhere on the imaginary axis 
Re p = 0. 
4.1. Zndex of Pseudo-lossless Rational Functions 
The concept of pseudopositive (real) function generalizes that of positive 
(real) function. Under quite general assumptions, a function F(p) is said to 
be pseudopositive (or pseudo-Caratheodory) if its real part is nonnegative on 
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all the imaginary axis: Re F(j o) > 0 for - CC < w < + m [12]. The index2 
Z(f) of such a function is a well-defined integer which measures in an 
appropriate manner the singularity of F(p) in the right half plane Re p > 0. 
It can be viewed as a distance measure between the considered pseudo- 
positive function and the set of positive functions; a pseudopositive function 
F( p) of zero index, Z(F) = 0, can be shown to reduce to a positive function. 
The rational pseudo-lossless functions obviously constitute a subset of 
pseudopositive functions; by definition, it contains all the rational functions 
whose real part vanishes almost everywhere on the imaginary axis Re p = 0. 
Therefore, a rational function F( p) is pseudo-lossless if and only if it satisfies 
the identity (27). Restricted to this subset, the index theory of pseudopositive 
functions can be worked out in a simple manner, since it only relies on the 
continuity of the zeros of a polynomial with respect to its coefficients [I 11. Let 
Z’,(x) and P,(x) be two coprime polynomials such that F(p) = P,(x)/P,(x) 
is pseudo-lossless. By definition, its index Z(F) counts the zeros of the 
polynomial P,(x) + P,(r) in Re p > 0. With N(p) the number of these 
zeros, one thus has the equality 
N(P, + P,) = Z(F). (28) 
The following two properties of pseudo-lossless functions are important. 
First, the definition (28) of Z(F) implies Z(F) = Z(l/F). Next, on the basis 
of the continuity theorem, the additivity property I( F, + F,) = I( F,) + I( F2) 
can easily be established under the sole condition that F,( p) and F2( p) are 
devoid of common poles in Re p > 0 [ll]. 
At the light of these two properties, it appears that the Euclid algorithm 
(22) applied to the pseudo-lossless rational function F(p) = P,(x)/P,(x), 
with P,(r) and P,(x) the paraeven and paraodd parts (24) of the given 
polynomial P( p), yields a continued fraction expansion (23) of F( p), whose 
elements qi( p) are themselves pseudo-lossless functions, more precisely 
paraodd polynomials. Moreover, by construction the pseudo-lossless rational 
functions qi( p) and Pi+ ,(x>/P,(x> do not have common poles, so that 
one has 
Z(F) = k Z(%) (29) 
i=l 
’ To prevent any confusion, let us stress the fact that the Cauchy index theory for Sturm 
sequences and the index theory relative to pseudopositive functions are entirely different topics. 
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and thus, via (24), (28), 
As the index Z(q,) of the quotient polynomials (26) can be proved to take 
the value 
Z(%> = 
Pi/2 for pi even, 
( pi - sgn qi,a)/2 for Pi odd, 
(31) 
with Z-Q the degree and j”i-’ qi,O the leading coefficient of qi(p) [ll], it 
appears that the number of nonparaconjugate zeros of P( p> in Re p > 0 can 
be determined in a straightforward manner. In other words, the polynomial 
P( p> in the factorization (25) of P( p) has exactly 
N(P) = i '(qi) (32) 
i=l 
zeros in the open right half plane Re p > 0. 
4.2. Polynomial Zero Multiplicity 
Another well-known property of the Euclid algorithm, useful in the 
present context, is to provide a simple method to factorize any complex 
polynomial II,( p> into elementary factors containing all the zeros of I&( p> 
of a given multiplicity. To see this, let us initialize (22) with 
Pd P) = &I( P)? P,(P) = 
a( P> 
dP . 
Clearly, the zeros of the g.c.d. II,(p) := Pt( p) of the polynomials (33) are the 
zeros of II,(p) f o multiplicity at least equal to 2. Hence, the zeros of II,& p) 
will all be simple if and only if deg II, = 0. If deg II, > 0, let us substitute 
n,(p) for l&(p) in the definition (33) and apply once more the Euclid 
algorithm (22) with this new initialization. Using the same argument as above, 
one finds that the g.c.d. II,( p> := P,(p) of the polynomials II,(p) and 
d%( p)/dp Y on1 vanishes at the multiple zeros of II,(p), i.e. at the zeros of 
II,(p) of multiplicity larger than or equal to 3. This process can clearly be 
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iterated as many times as desired. It will end naturally after s steps (s >/ I) 
when the last computed g.c.d. II,S(p> will reduce to a constant II,(p) = C. 
By construction, one thus has the property that a zero of multiplicity I_L of 
II,(p) shows up in n,(p) with multiplicity p - k. From the sequence of 
g.c.d. polynomials II,(p), II,(p), . . . , II,(p), let us then derive the family of 
polynomials 
=.s- 1( PI 
?( p) = IIJ p) and rk( p) = 
nk-l( P)rI,+,( P) 
IG( P> 
(34) 
for k = 1,2,. . . , s - 1. The zeros of the polynomials ITS are easily verified 
to be simple and to coincide with the zeros of multiplicity k of II,(p), for 
k = 1,2,. . . , s. As a result, the existence of multiple zeros if II,( p) appears 
to be detected by the condition s > I; when it is the case, the distinct zeros 
of multiplicity k of II,( p> are then counted by deg II k _ 1 + deg IIk + , - 
2degIIk fork = I,&..., s - 1 and by deg II_, for k = s. In other words, 
we have just proved that any polynomial II,( p) can be factorized by repeated 
use of the Euclid algorithm in the form 
where each factor contains all the zeros of II,,( p) of a given multiplicity. 
The successive rational functions P,( p)/P,( p) resulting from the itera- 
tive process just described are in general neither pseudopositive nor pseudo- 
lossless. There exists, however, an important subset of polynomials that yields 
rational pseudo-lossless functions: this is the case when II& p> is a paraeven 
or paraodd polynomial so that all its zeros are of the paraconjugate type. It is 
then clear that the successive polynomials II,( p>, II,(p), . . . , FI,( p) have the 
particular form (k = 0, 1, . . . , s> 
with deg II, = Z{l 1 nl f 2 Cz’= I n,,,, q real, Re p,, # 0, and C, an appro- 
priate complex constant. Let us furthermore consider, for k = 0, 1, . . . , s - 1, 
the rational functions Fk+ i( p> = P,( p)/P,( p) obtained from the initializa- 
tion P,)(p) = n,(p), Pi(p) = dP,,(p)/dp? recursively produced by the s 
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applications of the Euclid algorithm. In view of (36), they can be expressed as 
(37) 
As the Fk+ 1( p) satisfy (27), they are all well-defined pseudo-lossless rational 
functions. Furthermore, the poles of the functions (37) are all distinct, so 
that their index I( Fk+ 1> can be computed easily. Finally, as one obtains 
N(p -jq + nl - k) = 0 and 
N[(P-p,)(P+p,)+(n,-k)(2P-P,+pm)l =1 
by direct computation, it appears that Z(Fk + i) counts the poles of Fk + 1( p) in 
Re p > 0, whence the distinct zeros of n,(p) in Re p > 0. To summarize, 
we have the property 
N(nk) = z(Fk+,) + N(nk+,) for k=O,l,...,s-1 (38) 
and hence, by induction, 
s-1 
N(Ho) = c Z(Fk.,). (39) 
k=O 
In other words, we see that the polynomial I&(p) has c Z(Fk+l) pairs of 
paraconjugate zeros ( p = p,, p = -pm, Re p, # 0) and, consequently, 
deg n,, - 2 c z(Fk+l) imaginary zeros ( p = jti,). 
To compute N(II,) with the help of (391, one has still to evaluate the 
individual contributions Z(F,+ ,>; it turns out that these contributions are 
immediately available. In fact, let us consider the Euclid algorithm stage (22) 
applied to polynomials P,(p) = nk(p) and PI(p) = dP,(p)/dp; it has been 
shown in (29) and (31) that the computation of Z(F,+ i> is straightforward 
from the leading coefficients of the quotient polynomials qi( p), since one has 
Z(F,+ i> = c Z@,). 
The Euclid algorithm thus allows one to count the zeros of any paraeven 
or paraodd polynomial in Re p > 0, on Re p = 0, and in Re p < 0 respec- 
tively. Furthermore, this general result can be refined and extended to each 
of its factors n-,(p) in the factorization (35): from (34) and (38), the factor 
polynomials 7rk( p) are indeed known to have exactly Z(Fk) - Z(F,+ i) pairs 
of paraconjugate zeros off the imaginary axis, whence deg rTTk - 2Z( Fk) + 
2Z(F,+,) zeros on Re p = 0. 
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Let us illustrate all the above with an example, purposely chosen almost 
trivial, so as to clarify the computation process. Consider the even real 
polynomial II,(p) = p2( p2 - lx p2 + 1>3 = p” + 2ps - 2p4 - p2. The 
three successive computation stages are broken down as follows: 
1. 
Po( p) = no( P)l 
P,(p) = 10~’ + 16p7 - 8p3 - 2p, 91( P) = P/10, 
Pz( p) = (2p8 - 6p4 - 4p”)/5, 9P( P) = P/25, 
P3( p) = 16p7 + 30p5 + 12p3 - 2p, 93( P) = P/JO, 
P4( p> = -3( p6 + 2p4 + p2)/4, 94(p) = - @p/3, 
P,( p) = -q p5 + 2p3 + p), 95( P) = 3PA 
‘6( p> = ’ * n,(p) = -.q p5 + 2p3 + p), 
I( F, = PI/P,) = cgcl I( 91) = 1. 
9 A.. Po( P) = w P)l 
P,(p) = - lop4 - 12p” - 2, 91( P) = 2P/10, 
3. 
P2( P> = -8( p3 + p)/5, 92( P) = 25P/4, 
P3( p) = -q p2 + I)> 93( P) = 4P/5, 
P4( P) = 0 ct. b,(p) = -q p2 + I), 
I( F2 = PI/PO) = C;zl I( si) = 0. 
Po( P) = =A P)> 
P,(P) = -4P, 9d P) = P/2, 
Pz( p> = -2, 92(P) = 2P7 
P3( p> = 0 =a lJ,( p> = -2, s=3 
I( F3 = P,/P,) = IL;= 1 I( 9i) = 0. 
148 YVES V. GENIN 
From this array of data, one first deduces the following general result: the 
polynomial II,(p) has Z(F,) + Z(F,) + Z(F,) = 1 pair of paraconjugate 
zeros off the imaginary axis, whence 10 - 2.1 = 8 zeros on Re p = 0. Next, 
using (34) to obtain the elementary factors rk(p) successively yields 
7rJp) = -(p2 - 1)/z, r2( p) = p, and rrs( p) = p2 + 1; moreover, ri( p), 
7~s(p), and rs(p) are known to have respectively Z(F,) - Z(F,) = 1, 
Z(F,) - Z(F,) = 0, and Z(F,) = 0 p airs of paraconjugate zeros off the imagi- 
nary axis; all the others lie on Re p = 0. It thus follows that the factorization 
(35) of II,(p) h as indeed been performed and that the zeros of its elemen- 
tary factors have been localized in the complex plane. 
4.3. Generalized Routh-Hurwitz Algorithm 
Let P(p) be any complex polynomial of degree n. So as to avoid purely 
formal technicalities, the leading coefficient of Pa(p) will be assumed to be 
real (this clearly entails no loss of generality), so that the polynomials Z’,,( p> 
and Pi(p), defined from P(p) via (24), satisfy the strict degree inequality 
deg P,, = n > deg Pi. 
Let us then define the generalized Routh-Hurwitz algorithm as the 
Euclid algorithm applied to polynomials P,(p), P,(p), i.e. 
pi- I( P> = Si( P>‘i( P> + 'i+l( PI for i=1,2 ,.*a, n’, (40) 
with n’ < n and P,,+,(p) = 0, extended in the following manner. If there 
exists some value of i, say i,, for which deg Pi, > 0 and P,,+i(p> = 0, let us 
arbitrarily replace the missing polynomial by Pi + i( p) := dPio( p)/dp and 
carry out the next Euclid iteration (40); note that this operation is required at 
the very first step of the algorithm in case P(p) is paraeven or paraodd so 
that Pi(p) = 0 (one sets i, = 0 by default in this situation). The substitution 
above is made as many times as required, up to exhausting the degree. Let us 
denote by i,, il,...,is_l the sequence of indices for which these substitu- 
tions have been performed and set i, := n’ by convention. If no substitution 
has occurred, we thus will have i, = n’. 
With Z(qi), the index of the pseudo-lossless quotient polynomiaJ q,(p), 
evaluated with the help of (26), (31) and with N(P), iV,( P), and N(P) the 
numbers of zeros of P(p) in Re p > 0, on Rep = 0, and in Re p < 0 
respectively, we can state the following result. 
THEOREM 4.1 (Generalized Routh-Hurwitz algorithm properties). 
1. The zeros of polynomial P(p) are distributed in the complex plane as 
GENERALIZED ROUTH-HURWITZ ALGORITHM 149 
follows: 
n’ 










2. P(p) admits th e a f ct orization P(p) = P( p>Y( p) with 9(p) = Pi,,< p) 
and P(p) = P(p)/Y(p); moreover, 9( p> is paraeven or paraodd, and its 
only zeros are precisely the paraconjugate zeros of P(p). Finally, the zero 
localization properties of these two polynomial factors are given by 
i0 
n - deg P<,, - c sp 9,,. N(p) = 
deg PI, - %(yD) 
i=l 2 ’ 
/I, odd 
N,,(P) = 0, N,(9) = N,(P), 
N(P) = ; 
i 
41 
12 - deg Pj, + c sgn yi,o deg Pi, - No(p) 
i=l 2 . 
CL, odd 
(42) 
3. The paraeven or paraodd polynomial part 9(p) of P( p> is itself 
factorizable as 
T”(P) = Cn,( PM P) .-a $x P) (43) 
with rk( p> = P,,_~(P)P,~+I( p)/Pi:( p> for k = 1,2, . . . , s - 1 and 7~,( p) = 
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pi,- 1( pvq p); moreover, the polynomial factors Vk( p) are pairwise co- 
prime and their zeros are located as follows: 
N(Tk) = N(nk) = deg Tic - No(nk) 
2 ’ 
(44) 
i=ik_,+l i=ir+ 1 
pi odd CL, odd 
These properties of the generalized Routh-Hurwitz algorithm are readily 
verified to result from a direct application of the techniques worked out in 
Sections 4.1 and 4.2 and applied respectively to the polynomials P(p) and 
Hk(p)‘=Pi,(p)fork=O,I ,..., s. 
Let us stress that the generalized Routh-Hurwitz algorithm does not 
imply any additional theoretical or algorithmic complexity with respect to the 
standard Routh-Hurwitz algorithm, which solves the problem in the simplest 
situation only, i.e., regular Euclid algorithm and P(p) devoid of paraconju- 
gate zeros. All the other situations are usually referred to in the literature as 
singular cases and are either ignored or taken care of in a sophisticated 
manner. The proposed algorithm does not meet any pathological situation; in 
particular, the number of required arithmetic operations is the same in all 
cases. 
Let us also observe from Section 4.2 that the Euclid algorithm can be 
applied to detect and to factor out the zeros of a f=ed multiplicity of the 
polynomial P(p); the zeros of the resulting factors can in turn be located in 
the complex plane by the same algorithm as above at some extra cost in 
numerical operations (note that one then has necessarily s = I for this 
specific problem). 
5. POLYNOMIAL PROBLEMS RELATED TO ZERO LOCATION 
The generalized Routh-Hurwitz algorithm allows one not only to rederive 
classical polynomial stability tests in an elementary way, but also to put into 
light new results and properties about related questions. 
A complex polynomial P( p> is said to be Hurwitz in the strict sense if it 
has no zero in the closed right half plane Re p > 0. If this is the case, one 
must have N(P) = N,(P) = 0 in (411, whence pi = sgn qi,o = 1 for i = 
1,2,. . . , n together with i, = n = n’. Consequently, we have the result: 
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THEOREM 5.1 (Strict sense Hurwitz criterion). A complex polynomial 
P(p), of degree n and with real leading coejjkient, is Hurwitz in the strict 
sense if and only if the generalized Rcuth-Hurwitz algorithm applied to its 
paraeven and paraodd parts (24) 
1. is regular, 
2. recursively generates quotient polynomials 9i( p) of the form si( p> = 
cyi p + j pi with LY( > 0 and pi real for all i, and 
3. reveals that P(p) has no paraconjugate zeros, i.e., deg P,,, = 0 or 
equivalently n = n’ = i,. 
If P(p) is a strict sense Hurwitz polynomial, then the recurrence rela- 
tions (40) take the form P,_Jp) = (cyip +jRi)P,(p) + Pi+l(p) for i = 
I, 2,. . . ) n. Coming back to the real axis formulation and setting p = jx, 
E)(x) := -j”-iPi(p) with the same abuse of notation as before, one easily 
sees that the polynomials p,(x) = P,_,(x)/P, satisfy both relations (9) and 
(10): therefore, the family of polynomials [ pi(x); i = 0, 1, . . . , n] is a finite 
family of orthogonal polynomials on the real line. As the variable transforma- 
tion p -+ x is clearly invertible, there exists a one-to-one correspondence 
between the set of strict sense Hurwitz polynomials and the set of finite 
families of orthogonal polynomials on the real line. In other words, if 
[ p,(x); i = 0, 1, . . . , n] is a finite family of orthogonal polynomials on the real 
line, the polynomial P(p) = C[ pn( -jp) - jp,_ ,( -jp>], where C is any 
complex constant, is strict sense Hurwitz, and conversely. 
If polynomial P(p) has real coefficients, one has pi = 0 for all i. If the 
row vectors whose elements are the coefficients of the successive polynomials 
Z’,(p) are stacked in degree decreasing order, then one obtains a triangular 
array of data, known in the literature as the Routh array [4]. The Routh 
stability criterion requires that this array be full and that its first column 
elements have the same sign: this is readily verified to be a trivial reformula- 
tion of the general criterion above. In the real case, let us also observe that 
the above one-to-one correspondence involves the subset of finite families of 
symmetric orthogonal polynomials on the real line [ p,(x); i = 
0, 1,. . . ) n; p,(r) = (- l)“p,( -x)] and the subset of real strict sense Hurwitz 
polynomials. Let us finally mention that the continued fraction expansion (23) 
can be interpreted in the classical network theory framework as the cele- 
brated Cauer synthesis of the lossless impedance PO( p)/PJ p), when P( p) is 
a real strict sense Hurwitz polynomial. 
A polynomial P( p> with complex coefficients is said to be Hurwitz in the 
wide sense if it is devoid of zeros in the open right half plane Re p > 0 and if 
its possible zeros on the imaginary axis Re p = 0 are all simple. For example, 
the numerator and denominator polynomials of a rational positive (real) 
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function are well known to be necessarily wide sense Hurwitz polynomials 
[18]. As these conditions imply N(P) = 0 in (41) and s < 1 in (431, we obtain 
the following criterion. 
THEOREM 5.2 (Wide sense Hurwitz criterion). A complex polynomial 
P(p), of degree n and with real leading coefiicient, is Hurwitz in the wide 
sense if and only if the generalized Routh-Hunuitz algorithm applied to its 
paraeven and paraodd parts (24) 
1. is regular, 
2. recursively generates quotient polynomials qi( p> of the form qi( p) = 
LX, p + j R, with crj > 0 and Pi real for all i, and 
3. reveals that P(p) has at most simple paraconjugate zeros: deg Pi, > 0 
and n = i, or i,. 
Let n - m be the number of imaginary zeros of a wide sense Hurwitz 
polynomial P(p). The set of such polynomials is clearly in one-to-one 
correspondence with the set of finite families of orthogonal polynomials on 
the real line [p,(x); i = 0, 1, . . . , m] through the relation P(p) = 
P*( p>[ pm( -jp> - jp,_ 1( -jp)] with P*(p) a polynomial of degree n - m 
whose zeros are all simple and imaginary. From this observation, one is 
naturally led to consider the necessary and sufficient conditions for a poly- 
nomial to have all its zeros on the imaginary axis or, equivalently through the 
variable transformation p = jx, to have real zeros only. These conditions can 
again be deduced from the generalized Routh-Hurwitz algorithm. They read 
N(P) = 0 and N,,(P) = n in (41), whence pi = sgn qi,O = 1 for i = 2, . . . , n 
together with s > 1 and i, = 0; note that the latter constraint forces P( p> to 
be paraeven or paraodd as expected. Therefore, we have the following result. 
THEOREM 5.3 [Polynomial imaginary (real) zero criterion]. A polynomial 
P( p> of degree n has all its zeros on Re p = 0 if and only if the generalized 
Routh-Hurwitz algorithm applied to P,( p> = P(p) and P,(p) = dP( p)/dp 
1. is regular, 
2. recursively generates quotient polynomials qi( p) of the form qi( p> = 
(Y~ p + j/3{ with cyI > 0 and pi real for all i. 
Moreover, the polynomial P(p) has simple zeros only if s = 1 and has 
deg 7~~ zeros of multiplicity k for k = 1,2, . . . , s for s > 1. 
The latter criterion clearly generalizes the polynomial real zero criterion 
discussed in Section 3, in the context of the relations between orthogonal 
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polynomial theory and the Euclid algorithm, since it detects at the same time 
the number of distinct zeros and their multiplicities. 
Note incidentally that the formulations of criteria in Theorems 5.1, 5.2, 
and 5.3 are nearly the same: the only differences lie in the fact that one has 
10 = n, i, = n with s < 1, and i, = 0, i, = n in the first, second, and third 
cases respectively. 
In contrast with the partial results discussed in Section 3, it appears that 
the generalized Routh-Hurwitz algorithm allows one to count the imaginary 
(real) zeros of any complex polynomial in full generality; in particular, one 
deduces from (41) that an imaginaq zero existence criterion, valid for any 
complex polynomial, is given by the condition 
C ‘9 4i.0 > O’ (45) 
i=io+ I 
& odd 
It is once again clear that this result applies as well to the problem of 
detecting and counting the real zeros of any complex polynomial through the 
variable transformation p = jx. 
Except for some refinement of detail, the polynomial zero criteria dis- 
cussed so far in this section have been known for years in the literature [2-51. 
Ry contrast, we now show that the generalized Routh-Hurwitz algorithm 
paves the way to simple and original (to the best of the author’s knowledge) 
numerical techniques to solve two important standard applied mathematics 
problems. 
In an important class of problems (spectral factorization, positive function 
theory, etc.), it is required to check whether a given polynomial satisfies the 
condition 
G(jw) > 0 for --cc<o< +a. (461 
The most obvious way to solve the problem is probably to compute the 
value(s) w = w0 for which the real polynomial G(jw) reaches its minimum, 
but this clearly involves nonlinear algebraic operations. It turns out that the 
problem can be solved in a much simpler manner with the help of the 
generalized Routh-Hurwitz algorithm. Let us first observe that the condition 
(46) can only be satisfied if G( p) is a paraeven polynomial of even degree II. 
Therefore, all the zeros of G(p) must be of paraconjugate type; another 
obvious necessary condition is (- I)“/‘g, > 0, with g, the leading coeffi- 
cient of G( p>, so that (46) at least holds for w -+ + ~0. It is then clear that 
one will have G( p> > 0 on Re p = 0 if and only if the paraeven polynomial 
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G(p) has no imaginary zeros of odd multiplicity. In terms of the generalized 
Routh-Hun&z algorithm (40-44) applied to P(p) = G(p), this condition 
translates as follows (ia = 0): 
s > 1 and N,(rr,) = 0 for all k odd, k < s. (47) 
To sum up, we are in a position to state the following result. 
THEOREM 5.4 (Polynomial nonnegativity test). A polynomial G( p) satis- 
fies the condition G(p) 3 0 on Re p = 0 if and only if 
1. G( p) is paraeven of even degree n, 
2. its leading coeficient g, satisfies (- 1)“‘2g0 > 0, 
3. the generalized Routh-Hurwitz algorithm applied to P,(p) = G(p), 
I’,( p> = dG( p)/dp g enerates quotient polynomials qi(p) of dzgree pi 
satisfying 
for all k odd, k < s - 1, 
(48) 
for k = s odd. 
The resulting algorithm to solve the problem of checking whether a given 
polynomial is nonnegative on the whole imaginary (real) axis clearly requires 
linear algebraic operations only. 
From the results above, one can directly deduce an algorithm to check 
whether a given rational function is pseudupositive and, if so, to determine its 
index. This algorithm consists of two successive applications of the general- 
ized Routh-Hurwitz algorithm and therefore implies arithmetic operations of 
linear type only. To see this, let A(p) and B(p) be two coprime polynomials 
with complex coefficients, and consider the rational function Z(p) = 
B( p)/A( p). By definition, Z(p) is a pseudopositive function if and only if 
ReZ(p)aOal most everywhere on Re p = 0 ok, equivalently, ifand only if 
the polynomial G(p) defined as G(p) = A(p)B(--p) + B(p)A(-p) satis- 
fies the condition (46). If the polynomial nonnegativity test applied to G(p) 
reveals that Z(p) is indeed pseudopositive, one is left with the problem of 
determining its index Z(Z); as one has the relation Z(Z) = N(A + B), this 
index Z(Z) is calculated by resorting once more to the generalized Routh- 
Hun&z algorithm to compute the number N(P) relative to the polynomial 
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P(, p) = A( p) + B( p). Note that if G(p) = 0, then Z( p) is pseudo-lossless, 
so that the algorithm reduces to its second stage. 
It is interesting to observe that if Z(p) = I?( p)/A( p) is a pseudopositive 
function, then P(p) = A(p) + B(p) is devoid of zeros on Re p = 0; indeed, 
P(jw) = 0 for some real value of o would imply Re Z(jw) = - 1, and this 
is inconsistent with the pseudopositivity assumption. Therefore, one has 
N,(P) = 0 in the generalized Routh-Hun&z algorithm (40) whence I(Z) = 
(n - Q 1. AL, odd sgn qi,a)/2 via (41); as a result, possible simplifications may 
occur in the calculation of I(Z), since the algorithm can be stopped as soon 
as one has i = i,. In particular, this result yields a simple, presumably 
original characterization of a rational positive (real) function in the following 
form. 
THEOREM 5.5 [Characterization of a rational positive (real) function]. A 
rational function Z(p) = B( p)/A( p), with A(p) and B( p> coprkne poly- 
nomials, is positive (real) if and only if 
1. G(p) = A( p)B(-p) + B(p)a-p) is nonnegative almost evey- 
where on Re p = 0, 
2. P(p) = A(p) + B(p) is a strict Sense Hurwitz polynomial. 
In the classical characterization of rational positive (real) functions 1181, 
the second condition above is replaced by the requirement that A(p) be a 
wide sense Hurwitz polynomial and that the residues at the possible imagi- 
nary poles of Z(p) be positive real numbers, which clearly requires the 
determination of the possible zeros of A(p) on Re p = 0. By comparison, 
the present characterization is simpler and more parsimonious in terms of 
arithmetic operations, which, in addition, are all of linear type. 
Let us illustrate this new characterization theorem by a nontrivial 
example. Consider the rational function Z( p) = B( p)/A( p) with 
A(p) = p4 + 4p3 + 13~” + 4p + 12, 
B(p)=3p4+(4+2h)p3+(7+8h)p2+(4+24h)p+4, 
where h is a parameter taking any real value, and let us investigate the 
question of the constraints to be imposed on the parameter h so that Z(p) 
will be a positive real function. According to the characterization above, one 
first has to set the polynomial G( p> = A( p)B(-3) + B( ~)a--$ = 
3( p8 + lop6 + 33p4 + 40~’ + 16) and check whether it satisfies (46). Note 
that h does not show up in G(p), which comes as no surprise, since Z(p) 
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admits the additive decomposition 
Z(P) = 
3p” + 4p + 4 2hP 
p” + 4p + 12 
+- 
p” + 1’ 
SO that one has Re 2hp/( p2 + 1) = 0 on Re p = 0. Applying the general- 
ized Routh-Hurwitz algorithm to P(p) = G( p>, one successively finds: 
q4( p) = p/8, q*(p) = I6p/5, qs( p> = 25p/72, q4( p) = 9p/5, q5( p> = 
p/4, q,&p) = 8p/5, q,(p) = 25p/36, qs( p> = 9p/lO with i, = 0, i, = 4, 
i, = 8 together with P,,(p) = G(p), P,,(p) = P,(p) = 12(p4 + 5p2 + 4), 
and P,,(p) = Pa(p) = 48. Consequently, the constraint (50) reads 
c?= 1, P, odd sgn qi, o = c/=5 j.~ odd sgn 4i.O and appears to be satisfied, since 
one has kui = sgn qi,o = 1 fo; all i. Therefore, G( p) is found to be nonnega- 
tive on the whole imaginary axis Re p = 0. 
Let us now check whether 
P(P) =A(p) +B(p) 
= 4p4 + (8 + 2h)p3 + (20 f 8h)p’ + (8 + 24h)p + 16 
is a strict sense Hurwitz polynomial. The quotient polynomials resulting from 
applying the generalized Routh-Hurwitz algorithm to P( p> are found to take 
the form 
41(P) = A”> q2( P) = 
(4 + h)” 
32 + 2h + 4h2 ” 
q3( P) = 
(16 + h + 2h”)2 h(41 + 4h + 6h2) 
2h(4 + h)(41 + 4h + 6h2) Pa 94(P) = 2(16 + h + 2h2) ” 
From these expressions and (4I), one then deduces the values: 
N(P)=N,(P) = 0 for0 <h, 
N(P) = 2, N,(P) = 0 for -4 < h < 0, 
N(P) = 2, iv,(P) = 0 for h < -4. 
The limit cases h = 0 and h = -4 can easily be resolved. In the first 
case, h = 0, it turns out that A(p) and I?( p> have p2 + 1 as common factor, 
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which cancels out in Z(p), so that A(p) and B(p) reduce to p2 + 4p + 12 
and 3p” + 4p + 4, respectively, and P(p) to the strict Hurwitz polynomial 
4p” + 8p + 16. In the second case, h = - 4, the Euclid algorithm is 
singular and yields qr( p> = ( -p3 + 3p)/22, whence ql,O = & in view of 
(261, and q2(p) = - lip/2, so that one has N(P) = 2, N,,(P) = 0. To sum 
up, P(p) is found to be strict sense Hurwitz for h >, 0 only, so that this 
condition is a criterion for Z( p) to be a positive real function. Note that Z( p) 
is a pseudopositive function of index I(Z) = 2 for h < 0. 
As mentioned before, the standard procedure in the context of classical 
circuit theory would have required to examine the stability properties of the 
pol,ynomial P( p> = I?( p> instead of A(p) + B(p). With the help of the 
generalized Routh-Hurwitz criterion, one easily shows that B(p) is a wide 
sense Hurwitz polynomial with two zeros on the imaginary axis. These two 
zeros p = kj should then have been computed together with the residues of 
Z(p) at these poles: these residues are both equal to h, in agreement with 
the result above. 
Note Added in Proof: Results similar to those of theorems 5.4 and 5.5 
were obtained by Siljak in the early 70’s in the particular case of real 
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