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ABSTRACT 
In this thesis a parallel environment for the execution of a 
multi-pass Pascal compiler is considered. Some possible and appropriate 
ways to speed up each pass of the parallelized compiler are investigated. 
In addition, a new approach, using the concepts of software science, is 
explored for obtaining gross performance characteristics of a multi-pass 
compiler. 
A pipeline architecture is used for the parallel compilation. The 
performance characteristics of the pipelined compiler are determined by 
a trace-driven simulation of the pipelined compiler. The actions in the 
multi-processor system are synchronized by an event-driven simulation of 
the pipeline system. The pipelined compiler and possible improvements 
are analyzed in terms of the location of the bottleneck, queue size, 
overhead factor, and partition policy. The lexical analysis phase is 
found to be the initial bottleneck. The improvement of this phase and 
its effects on the other phases are presented. Also, possible methods 
for improving the non-lexical analysis phases are investigated based 
on a study of the data structures and operations of these phases. 
For obtaining gross performance characteristics of a multi-pass 
compiler, an analysis based only on the intermediate code files is 
performed. One of the key concepts in Halstead's software science, 
called the language level, is applied to this analysis. From the 
experimental results and statistical verification it is found that 
there exists a strong correlation between the stand-alone execution 
time and language level. 
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CHAPTER I. INTRODUCTION 
Many systems, both natural and artificial, are a combination of 
parallel and sequential activities. Among these systems the parallel 
and sequential aspects are harmoniously combined and are not exclusive 
of each other at all. The relationships between parallel and sequential 
operations depend on several factors. Two of these factors are resource 
limits and level of detail. 
Generally speaking, if the number of the resources is equal to 
(or more than) the number of users, the users can act in parallel 
with each other unless there Is some other constraint preventing 
free access to the available resources. An example of such a constraint 
on the resources are those imposed by "reusable" resources. For 
example, when certain information structures are shared by processes, 
such as records in a file, no two or more processes can simultaneously 
access these information structures. This limit is imposed in order 
to guarantee that the structures can be inspected or updated without 
interference from other processes, even if there are different records 
available for multiple processes (Holt, 1972). On the other hand, 
if there is only one resource, then users definitely must operate 
sequentially in using this resource. If the number of the resources 
is more than one but less than the number of users, then users may 
act in a degree of parallelism depending upon the ratio of the number 
of the resources to the number of the users and how the environment 
is arranged for the resources, users and the channels between them. 
The level of detail observed also determines whether we consider 
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actions to be parallel or sequential. For example, a compiler trans­
lating a source program may execute a sequence of vector operations 
on the entire program, but at the machine level in the vector 
machine, each vector operation executes multiple elements in parallel. 
On the other hand, the stages in a pipeline execute in parallel, but 
the data stream is processed sequentially through the unsymmetric 
function stages. Thus, what appears to be a sequential operation at 
one level may be parallel operation at another, and vice versa. 
These situations described above lead to a conclusion that the 
parallel operation may contain sequential steps and some parallelisms 
may exist in the sequential activities. As far as the modern computer 
system is concerned, whether a computer is called parallel or not 
is a matter of degree only. Therefore, there is no way to design an 
absolutely parallel computer system although the term parallel is used 
to describe systems emphasizing a certain level of parallel operations. 
There are a number of techniques which have been developed in order 
to Increase the effective computation speed of a computer system. 
One of them is to Increase the degree of parallel operations in the 
computer system - this is referred to as a parallel processing technique. 
This research will concentrate on the improvement of computer 
system performance by increasing compiling speed and on the analysis 
and modification of a parallel compiler for the sequential Pascal 
programming language. More details will be presented in the latter 
part of this chapter. 
Before dealing with the question of parallel compiling and why it is 
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possible. It is useful to make clear how the terms multiprocessing, 
multiprogramming and parallel processing are defined. According to 
Baer (1973b), multiprocessing is the simultaneous processing of two 
(or more) portions of the same program by two (or more) processing units. 
Among the latter, the overlapping of I/O operations with arithmetic 
or logical instructions is not considered as multiprocessing. Multi­
programming is the time and resource sharing of a computer system by 
two (or more) programs resident simultaneously in primary memory. And 
the term parallel processing is for either of the above or a combination 
of both. 
As explained above, improvements in system performance can be 
achieved through multiprocessing, multiprogramming or a combination 
of both. Using these techniques, these are four principal levels 
at which improvements in system performance can be made: devices 
and circuits, system architecture, system organization, and system 
software (Enslow, 1977). 
The level of devices and circuits deals with the basic hardware 
components. Since the transistor was introduced in the late 1940s 
(Camp, at al., 1979), subsequent development of integrated circuits (ICs), 
small-scale integrated circuits (SSI circuits), medium-scale integrated 
circuits (MSI circuits), and large-scale integrated circuits (LSI circuits) 
has significantly reduced the hardware cost and highly increased the 
reliability of the hardware circuits and the speed of device components. 
At the level of system architecture, attention is focused on the 
algorithms implemented in the functional units - central processors. 
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control units, memory, and input/output processors. In the functional 
unit of memory, for example, to Increase the access rate of main 
memory (or to eliminate processor idle time) several algorithm# have 
been developed. The interleaved memories have been developed to permit 
simultaneous access to several words. The associative memories have 
been used to achieve high-speed retrieval. The cache memories have been 
implemented to make the average memory access time seen by the processor 
as close as possible to that of the cache. A virtual memory (a 
hierarchical memory) has been used to achieve a cost per bit close 
that of the least expensive memory and an access rate close to that 
of the faster memory in the multilevel memory system (Hayes, 1978). 
The level of system organization concerns the topology for the 
interconnection of the functional units. In the multiprocessor 
systems, for example, there have been developed different inter­
connection schemes for different computer systems - time-shared/ 
common-bus system (CDC 6600: for the transfers between main memory 
and the peripheral processors), crossbar switch system (Burroughs 
B-6700, -7700), multiport system (IBM S/370 model 158 and Univac 1108), 
array/vector system (Staran "E"), and pipeline system (Texas Instruments 
Advanced Scientific Computer) (Enslow, 1977). 
The final level, system software, includes the scope, speed, 
and efficiency of operating systems, of translators, and of other 
supporting software (Enslow, 1977). 
Among these four levels, compared to the hardware technology, 
the system software level has improved the least and must take advantage 
5 
of new hardware innovation. Also, the software development is always 
one of the most expensive aspects of modern computer system design. 
This high cost is due to several causes. First, computer hardware 
costs have decreased dramatically and, relatively, the software costs 
have become expensive. Second, software needs to be maintained, 
updated, modified, tuned and enhanced periodically due to changes 
in the users' demands. Third, the costs of vendor-supplied software 
have Increased due to declines in computer company profit from hardware 
alone. Fourth, software development requires a large number of computer 
personnel for whom the costs are rising rapidly. This leads to a 
motivation that we try to achieve some improvements at the level of 
system software. 
In the field of system software, compilers are an important part 
of a computer system and, except for the operating system itself, are 
among the most frequently used pieces of software (Llpkie, 1979). 
Consequently it is worthwhile to consider a parallel environment for 
an existing compiler and to examine its performance characteristics. 
The vehicle used for this study is a seven-pass compiler written in 
sequential Pascal and running on a PDP-11/34 computer. 
Possible Parallel Compiling Techniques 
Intuitively, it seems that in a single step the compiler takes 
as input a source program and produces as output an equivalent sequence 
of machine instructions. Actually, the compiling process is done by 
a serial connection of several subprocesses called phases. As defined by 
Aho and Ullman (1978), a phase is a logically cohesive operation that takes 
6 
as Input one representation of the source program and produces as 
output another representation; and portions of one or more phases 
are combined into a module called a pass. 
A compilation scheme basically falls into two categories -
one-pass and multi-pass compiler. The obvious advantage of the one-pass 
compiler is that its compiling speed is faster than the multi-pass 
compiler in which each pass has to read and write an intermediate file. 
Nevertheless, a one-pass compiler needs more memory space than a 
multi-pass compiler and a problem, forward reference to information, 
arises from the sequential structure of program text. For example, 
consider a program text as a sequence of entities: XI ... Xi ... Xj ... Xn. 
The semantic analysis possibly cannot process Xi before knowing some 
information supplied by XJ (Banatre, et al., 1979). Although the problems 
introduced by using one-pass compiling technique can be solved, the 
compiler complexity also tends to increase. To overcome some of these 
problems, multi-pass compiling technique can be chosen, especially 
when the compiler runs in a computer with small memory. 
A compiler may be viewed as a program which consists of a sequence 
of unsymmetric processes, i.e., the components making up the compiler 
may be qualitatively different. For the purpose of increasing the 
effective computation speed, overlapping of operations is required. 
These unsymmetric processes may be carried out in an overlapped mode. 
Overlap falls into two categories (Hayes, 1978)r 
(1) Overlapping the fetching and execution of individual 
instructions within a single program. This is primarily 
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achieved by special hardware facilities. 
(2) Overlapping the execution of different programs. This can be 
done In a multiprogramming system which is either a uniprocessor 
or a multiprocessor system. 
The first type of overlap is used by data-flow machines and vector 
machines. Data-flow machines execute concurrent operations according 
to the data dependencies which exist in the computation. Operations 
are allowed to execute as soon as their input data are available 
(Allan, 1979). Rapid compiling can be achieved by means of a data-flow 
approach. This kind of data-driven parallel processing technique 
is dependent on the existence of a specialized architecture. So far 
as we know, a production data-flow computer has not been produced 
to date. However, the data-flow approach seems to be an important 
parallel processing technique for the future. 
Most previous work on parallel compiling has emphasized the vector 
machines. The source code is considered a vector of characters 
repeatedly scanned for occurrences of specific conditions. This method 
is readily applied to lexical analysis, and with more difficulty to 
syntax analysis and code generation. This work has been done based 
on a source language without block structure, the nested scopes being a 
nontrlvlal problem for the vector approach (Baer and Ellis, 1977). Also, 
techniques developed for one machine may not be suitable on a machine 
with a different instruction set (Donegan and Katzke, 1975). 
Generally speaking, if a multi-pass compiling technique is imple­
mented, a compiling program may be partitioned unsymmetrlcally into 
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four passes: lexical analysis, syntax analysis, semantic analysis, 
and code generation. Each pass may be treated as an individual 
process. As previously described, the second category of overlap, 
overlapping the execution of different programs, can then be applied 
to the computer. In this research, a seven-pass compiler will be 
used. Each of those passes can be easily isolated as a single program 
and executed concurrently. We will refer to this method as the pipeline 
approach. 
Note that because of the precedence of input-output between 
successive passes, the parallel processing of the partitioned passes 
of a compiler is a constrained form of the concurrent execution of 
independent programs in the multiprogramming system. In order to 
overlap the executions of different passes, pipelining is the most 
appropriate approach. It has been shown by Chen (1971) that pipelining 
is an extreme case of overlap. As far as the information flow graph 
(IPG) is concerned, Lipkle (1979) points out that a pipeline of processes 
(we say passes) might be appropriate as a substitution IFG, if the 
algorithm (we say compiling algorithm) implemented by a process of 
type TASK (we say compilation) can be expressed as a sequence of 
concurrent computations implemented by processes of different type 
(we say scanner, syntax analyzer, etc.). So, it seems to be quite 
reasonable that the pipeline approach is chosen to construct a parallel 
compiler for the existing Pascal compiler. 
When considering the various approach to parallel compilation, 
there are three factors that have to be considered. The first is 
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how well a method takes advantage of current software technology. 
The second is its ability to take advantage of new hardware technology. 
The third is whether the method can effectively utilize a multi-
architecture with specialized units for each action of a compiler. 
We will next discuss three different architecture forms and relate 
them to these three factors. 
Theoretically, the data-flow technique can simulate the pipeline 
operation and can achieve an efficiency at least as good as a pipeline 
method. If the additional speed-up of a data-flow approach is desired, 
then a new software technology may be required, which would enhance the 
power of a compiler to detect the parallelisms which exist in a program 
or by allowing the programmers to indicate the parallelisms explicitly 
in the source program. However, the data-flow approach is still in 
an experimental stage, and how much performance improvement can be 
achieved is not yet well-established. The data-flow approach is 
potentially the most powerful technique to achieve parallel processing 
power. If such a data-flow machine is implemented and shows whether 
the standard compiler techniques work well or not, then it can be 
decided whether it is worthwhile to design a parallel compiler in the 
data-flow architectural form. 
A second architectural form, vector approach, is difficult to 
apply to a block structure language and also not suitable for all of the 
actions of a compiler (Baer and Ellis, 1977). It seems necessary to have 
new software technology, such as to define new language concepts, in 
order to vectorize the compiler itself. Furthermore, when using a 
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vector approach to parallel compilation, the Insertion of a new hardware 
technology into an existing machine to achieve some performance 
improvements may require a costly redesign (or modification) of current 
software systems in order to realize the full potential of the new 
hardware components. 
Since the compiler is a combination of several serial and unsym-
metrical actions, no single architecture may be equally appropriate 
for each such action. To gain the maximum possible compiling efficiency, 
different architectures may be needed corresponding to the functional 
characteristics of the individual passes in a compiler. This idea, 
however, is difficult to apply to the array/vector approach for 
parallel compilation because the vector operations are originally 
Implemented on the special-purpose machines which have architectures 
tailored towards their particular objectives. 
The three factors considered above can be achieved by the pipeline 
implementation. It is not necessary to define new language concepts 
for parallel pipeline compilers because the existing source languages 
(or Intermediate code) and compiling algorithms can be used without 
significant alternation. Also, any new hardware technology can be 
inserted to the pipeline to improve a bottleneck stage's performance. 
This is because each stage in the pipeline can execute as an individual 
process. Therefore, choosing a pipeline approach allows us to take 
advantage of current software and new hardware technology. In addition, 
a multi-architecture idea can be applied for all the action of a 
compiler - it seems necessary because it may be difficult to find a 
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single economical architecture equally suitable for all the actions 
of a compiler. 
The concept of pipelining to increase the throughput, processing 
speed, resource utilization and reliability was reviewed by Rsmaaoorthy 
and Kim (1974). Now, we will briefly describe how the pipeline approach is 
applied to a multi-pass compiler, taking into account the advantages, 
requirements, and limitations of pipelining. 
One of the important performance measures of a system is its 
throughput rate. For a non-pipelined system, the compiling time of 
a program is Tnp - tl + t2 +...+ t7, if seven-pass compiler is assumed. 
This leads to a throughput rate of 1/Tnp. But in a pipelined case, 
the maximum throughput rate could be increased to 1/Tp, where 
Tp " max{tl,t2,...,t7}. This means that the throughput rate of a 
pipelined system is only determined by the slowest pass which is called 
the "bottleneck." 
The execution times of passes of a multi-pass compiler usually 
are different. It is obvious that the bottleneck will reduce the 
throughput and efficiency unless the bottleneck is "removed." Note 
that removing the bottleneck does not mean the bottleneck disappears 
in the pipeline. Actually removing a bottleneck will cause a new 
bottleneck at another stage in the pipeline. Removing the bottleneck 
means minimizing the execution time difference between the most time-
consuming stage and the others to improve the pipeline performance. 
The bottleneck pass in the pipeline can be located by measuring the 
execution time of each pass. Whenever the bottleneck pass is located. 
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It can be removed by decomposing the bottleneck pass Into subpasses 
in series or by replicating it in parallel (Figure 1.1). 
The ideal situation for a pipeline is a steady-state in which 
all passes have the same execution time. Increasing the number of 
passes in series or in parallel due to removing the bottleneck would 
not decrease the throughput rate. This is because the throughput of 
the pipeline depends only on the maximum stage execution time and not 
on the number of stages. One limitation, however, is that if a stage 
in a pipeline is replicated, then the source input to this stage must 
be partitionable. In addition, putting facilities in parallel creates 
more problems in distribution and synchronization of the tasks in the 
pipeline (Ramamoorthy and Li, 1977). For example, reordering the outputs 
from replicated pipelines must be considered. 
Buffering is an Important tool for increasing throughout in many 
practical pipeline designs (Ramamoorthy, 1977). This can be done by 
Inserting pipes as a buffer between passes. One difficulty in this 
approach is in selecting the size of the buffer which is most 
cost-effective. 
According to Chen (1971), the ideal linear pipeline has the same 
efficiency (utilization factor) curve as a parallel processor. Thus, 
a properly constructed compiler offers the promise of high efficiency. 
Beside equalizing execution time of each pass in the pipeline, a long 
source program (or a continuous supply of source progrsms) Is required 
for pipelining to gain high efficiency. In addition, there must be no 
backward information flow (to prevent deadlock) between passes of a 
13 
0^-^ 0-^ 0—> K] 
2t t t 
(a) Pass 2 is the bottleneck 
2t 
"KD—KE)—*©— 
(b) Pass 2 partitioned into two subpasses in series 
2t 
2 
2t 
(c) Pass 2 replicated into two subpasses in parallel 
Figure 1.1. Decompose the bottleneck pass 
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compiler pipeline. If we want to take advantage of the linear pipeline 
method. 
Related Work 
In 1970, Lincoln first pointed out that one of the most attractive 
alternatives to Improve system performance is to develop techniques 
for the parallel processing of sequential code in a multiprocessor 
environment. Lincoln had suggested how a compiler might be designed 
to use the maximum facilities of a multiprocessor. In his method, 
lexical analysis of fixed format input can be performed by using 
vector operations expressed as APL functions. Then, syntactic 
analysis can be done by using a simple "CO-NO" (Current-op-next-op) 
technique (Lincoln 1970). An example from Lincoln's paper illustrates 
the specific techniques he explored. Figure 1.2a shows a fixed format 
input of four cards from a FORTRAN program. This source text is first 
translated into a revised format shown in the leftmost column in 
Figure 1.2b. Then, the APL functions are applied to find the EOLs' 
positions and adjacent bits (Figure 1.2b). Based on these positions, 
the comments and continuation selection vectors are constructed 
(Figure 1.2c). These vectors have to be expanded (Figure 1.2d) in order 
to produce a vector for removing the EOLs, comment cards and the 
column 6 data (Figure 1.2e). Finally, with the reduced vector is used 
to find the alphanumeric and operator streams (Figure 1.2f). 
In 1971, Ellis explored algorithms for compilation which can be 
implemented on a global highly-parallel machine, like Illlmc IV and 
PEPE (Parallel Element Processing Ensemble). PEPE is a SDfD (Single 
Char 
Pos • {  
Î Î 
3 
2 
5 
A = B + C * D 
3 
3 
2 
80 Char, 
card #5 
ÎÎÎ 
4 4 4 
0 0 0 
4 5 6 
COMMENT 
ÎÎÎ 
4 4 4 
8 8 8 
5 6 7 
80 Char, 
card #6 
Continuation 
D = E ** F 
80 Char, 
card #7 
5 5 5 
6 6 6 
6 7 8 
1 
L 1 + E * C L 
Î ^ 11 
5 
7 
3 
80 Char, 
card #8 
6 6 
4 4 
7 8 
Figure 1.2a. Four card images of a FORTRAN program (Lincoln, 1970) 
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Converted 
Source 
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"Selection" Bit-by-bit 
logical OR 
/ J 
"Compression" 
$ ——— EOL 
" " APL function 
Figure 1.2b. Using APL functions to find EOLs' position and 
adjacent bits (Lincoln, 1970) 
From Column 4 
of Figure 1.2b -
(Offset by 
One Byte) + 
Relative 
Displacement 
Comments 
Selection 
Vector 
Continuation 
Selection 
Vector 
405 406 1 1 0 
406 486 80 0 0 
486 494 8 0 0 
494 567 73 0 0 
567 573 6 0 1 
573 648 75 0 0 
648 000 -648 0 0 
000 
>©<- J 
"Selection" search 
for Rel. displacement 
of 1 and set one bit 
in the vector 
"Selection" search for Rel. displacement 
of 6 and set one bit in the vector 
Figure 1.2c. To produce Comments and Continuation selection vectors (Lincoln, 1970) 
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Figure 1.2d. Expansion of Comment and Continuation Cards (Lincoln, 1970) 
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EOL Bits: 100000100000010000000010000000 
C o m m e n t  B i t s :  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
/* RESULT • EOL bits AND NOT comment bits */ 
RESULT 1; 100000100000010000000000000000 
subtracting 
comment bits -0 00000000000000000000010000000 
RESULT 2; 100000100000001111111110000000 
/* RESULT • RESULT 2 AND NOT RESULT 1 (to eliminate extraneous EOL bits) */ 
RESULT 3: 000000000000001111111110000000 
/* A "mask" for the removal of the EOL and every significant byte on the 
comment card has been formed. In order to remove the EOL preceding the 
continuation card and the adjacent column 6 data, all we need do is 
to perform the logical OR of the expanded continuation card selection 
vector with RESULT 3 and the OR of the continuation card stream offset 
by one bit */ 
RESULT 3: 000000000000001111111110000000 
OR expanded 
continuation: 000000 100000000000000000000000 
OR expanded 
continuation 
offset by 
one bit: 000000010000000000000000000000 
RESULT 4: 000000110000001111111110000000 
Figure 1.2e. To produce a vector for removing the EOLs, comment 
cards, and the column 6 data (Lincoln, 1970) 
20 
Converted 
Source 
NOT 
RESULT 4 
Compressed 
Source 
B 334 
M 412 
M 413 
N 415 
Alphanumeric 
Selection 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
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0 
0 
1 
0 
1 
0 
1 
0 
Alphanumeric 
Stream 
E 499 
value è 100 
then set 1 10' extract from 
compressed source 
NOT this vector 
can be used to 
extract the operator 
stream. 
extract from the 
converted source 
20*10 --- 225lO A Z 
other operator = 1 70 
0 9 • lOO^Q 109^0 150 10 
10 
Figure 1.2f. To construct the alphanumeric stream (Lincoln, 1970) 
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Instruction Multiple Data stream) processor computer (Thurber, 1976). 
The control unit decodes and issues instructions to all processing 
elements simultaneously so that the elements are required to execute 
exactly the same instruction at exactly the same time. Using the 
PEPE model, the first parallel parsing algorithm is the horizontal 
approach which allows tokens of a statement to be spread horizontally 
across the elements and to operate on all tokens simultaneously to 
take advantage of intra-statement parallelism. The second parallel 
parsing algorithm is the vertical approach which allows one statement 
per element. In this case, many statements can be processed simultane­
ously to gain speed via inter-statement parallelism. An example of 
parallel parsing (using the horizontal approach) is shown as Figure 1.3 
(Ellis. 1971). 
Gonzalez and Ramamoorthy developed a technique which determines 
the suitability of a program for parallel processing. A model of a 
computer system in which parallel processing could be implemented 
using a detection scheme is shown in Figure 1.4. The compiler plays 
its traditional role of translating source program code into object 
code. After each statement in the source program is determined to 
be syntactically correct, it is transmitted by the compiler to the 
FORTRAN parallel task recognizer which is itself a FORTRAN program 
and consists of a main program and 19 subroutines. The recognizer 
examines each statement only once and stores all the information 
required to generate the output tables which indicate the tasks that 
can be executed in parallel. The feedback line from the recognizer 
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Step 1: Is assumed to be done by the lexical analysis pass. 
Element —> 
Operator . 
tokens 
Free. no. 
of tokens 
#1 
t 
n #3 H #5 //6 
_L A - B * C + D * E 
0 1 3 2 3 
Operand tokens are placed In storage between 
the corresponding elements. 
Step 2: calculates relative precedences In parallel 
A 
0 
B * C 
<• 
Step 3: generates low level operation codes and Is also a parallel step 
_L A - B * C + D * E 
0 <• 1 <• 3 * 2 <• 3 * 0 
ST M A M 
Step 4: outputs codes. 
B.C.** 
D,E,* «t> 
C.D.oo 
A.B,** 
This intermediate code can then be 
optimized and transformed into the 
desired code, or alternatively one 
can take advantage of the parallel 
structure of the expression while 
it is within FEPE and do some local 
optimization in parallel. 
Figure 1.3. Farallel parsing arithmetic statement A"B*C+D*E 
in a FEFE environment (Ellis, 1971) 
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OBJECT 
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COMPILER RECOGNIZER TABLES 
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P 
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K> 
W 
Figure 4.1. The recognizer in a parallel processing system (Gonzales and Ramamoorthy, 1971) 
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to the compiler is necessary because the output tables in effect 
contain pointers to various points in the source program, and the 
compiler must attach these labels at their proper points in the object 
program (Gonzalez and Ramamoorthy, 1971). 
In 1973, Baer presented a methodology for modeling parallel 
computations by graph models. It has been shown that some features 
are particularly appropriate for exploring the possible parallelism 
in the control component of a compilation algorithm. The control 
graph is based upon the Petri Net concept. Baer views compilation 
as a general pipeline process which modeled by extended Petri Net. 
The extensions of Petri Net Include "disjunctive logic" (i.e., EOR) 
to enhance the descriptive power of models, "switches" to allow 
flexibility and short cuts in the modeling of algorithms, and "token 
absorbers" to avoid some justifiable redundancy which might be intro­
duced because of the transformation of a sequential program into 
parallel form. An example of the use of the model to explore the 
possible parallelism in the lexical analysis pass are shorn in Figure 1.5a 
and 1.5b. There is no parallelism shown in Figure 1.5a. As soon as 
place 1 has been reached, we can start searching the pointers to the 
beginning and end of the subtable corresponding to the letter scanned 
in place 1. So, the transition d (search process) can be split into 
transitions d and g allowing the transition b (scanning process) to 
execute concurrently with the search process d. The firing of 
transition e removes any token present on either place 11 or place 12 
via token absorber (Baer, 1973a). 
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r 
O"^  
a 
The places have the following means: 
1 : the first character is a letter 
2 : ready to scan next character 
3 : character is a letter 
4 : separator (i.e., end of lexical entity) 
5 : lexical entity is an identifier 
6 : lexical entity is a key word 
7 : character is a digit 
9 : a switch 
10 ; receives a token ready for look-up the table of reserved words 
The transitions correspond to the following actions: 
a,b ; scan next character (example of the copy rule for reentrant 
subroutines) 
c : dummy procedure to prevent place 2 from being both input 
and output to transition b 
d : look-up the table of reserved words 
e : diverging the token 
f : checking an empty or full switch and send the token. 
Figure 1.5a. Lexical analysis modeled by extended Petri Net 
with disjunctive logic and switch (Baer, 1973a) 
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10 
d 
The added places mean as follows: 
11,12 : Initiate the transitions d and g which are split from the 
original transition d 
13 : the first digit is encountered 
15 : a switch for indicating the first digit 
The added and modified transitions have the following means: 
d : find begin and end pointers 
e : adding a token absorber is sent to transitions 11 and 12 to 
cancel the redundant searching operations in transitions d and 
g : finish the search for the whole lexical entity 
h : checking an empty or full switch and send the token 
Figure 1.5b. Introduction of parallelism to the lexical 
analysis (Baer, 1973a) 
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Zosel also uses vector operations in the compilation of a program. 
The APL-STAR compiler written in APL-STAR was developed to run on 
the CDC-STAR machine. In lexical analysis, the free format input is 
used. The steps involved are locating the beginning and end of all the 
items in some lexical class, forming a bit mask to extract the element, 
and marking their places with single representative tokens. Syntactic 
analysis recognizes all occurrences of a given syntactic construct by 
detecting special symbols or contexts which signal a unique construct. 
Syntactic analysis of executable statements involves preparation of 
infix form and generation of postfix. Two different approaches for 
generating postfix are presented. The process of semantic analysis 
and code generation has been outlined briefly. Zosel's approach to 
parallel compilation is quite successful for lexical analysis and 
symbol table organization. The problems Involved in parsing and code 
generation met with varying degrees of success and frustration 
(Zosel, 1973). 
In 1975, Krohn presented a parallel approach to code generation 
using parallel programming methods developed on the CDC STAR-100. A 
method is presented for handling arithmetic assignment statements, 
DO loops, IF statements, and parenthetical expressions. A CO-NO 
table syntactical analysis is performed using the numeric vector from 
lexical analysis to produce output code for arithmetic expressions. 
Code for DO loops and IF statements is then merged Into the object 
code vector (Krohn, 1975). 
Donegan and Katzke presented techniques to perform the lexical 
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analysis and parsing on a vector machine - the CDC STAR-100. The 
basic Idea Is the same as Lincoln's method - the use of vector 
transformations on the source program to make It ready for later 
parsing. The difference Is that the CDC STAR-100 Instruction set 
Is used Instead of APL (Donegan and Katzke, 1975). 
The parsing of context free language In parallel environment was 
considered by Fischer In 1975. He has shown that a number of well-known, 
serial, bottom-up parsing can be generalized to perform many concurrent 
reductions. For example, a strengthening of a simple precedence 
condition yields the strict precedence grammars. These grammars are 
well-suited to parallel parsing. In this method the precedence 
relation Is ">." (One of the three precedence relations (>., and 
<.)) Is split Into two precedence relations and where delimits 
the end of one simple phrase and the Immediate beginning of another. 
All simple phrases In a sentential form can then be Identified and 
reduced In parallel. An example Is shown In Figure 1.6a and 1.6b. It 
Is proposed that a number of Synchronous Parsing Machines (SPMs) 
be run along the entire length of an Input string rather than using 
a single serial parser. A special parsing technique for operator 
Infix expression is also investigated (Fischer, 1975). 
In 1977, Baer and Ellis examined the possibility of compiling 
in a parallel processing environment. Using a graph model based on 
Petri Nets, a version of a production compiler for the language XPL/S 
was modeled. This is an extension of the work done by Baer in 1973. 
By modeling an existing sequential compiler, they have found that a 
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1. BLK —> BEGIN STL 
2. STL 1 H 
3. STL > ST ST 
4. STL -—> ST ST ST 
5. ST > S ; 
6. ST > BLK ; 
7. STL —> ST 
BLK BEGIN END STL ST S ; $ 
BLK 
BEGIN 
END 
STL 
ST 
S 
f 
$ 
Flgur* 1.6a. Productlona and the strict precadanc# table 
(Fischer. 1975) 
s s 
< < 
s s 
» < < 
s s 8 
S s 
< < > 
s s s 
• < 
s s 
• H > 
8 s s 
> M 
S 8 
Iteration 1: 
Output: 
Iteration 2: 
Output: 
Iteration 3: 
Output : 
Iteration 4: 
Output: 
Iteration 5: 
Output: 
Iteration 6: 
Output: 
Iteration 7: 
BEGIN^ S_ BEGIN^ S_ S_ END^ S_ END^ $ 
s  8 S S 8 8  S S S S 8  8 8 8 8  8  
((3.5), (4,5), (6,5), (7,5), (10,5)) 
$ BEGIN ST ST BEGIN ST ST END ; ST END $ 
<  < • <  < • >  > ' > >  >  
8  8 8 8  8 8 8  8  8  8  8  
((6,3)) 
BEGIN^ ST_ ST^ BEGIN_ STL_ END^ ST^ END^ $ 
8  8 8 8  8 8 8 8 8 8  
((5,1)) 
$ BEGIN ST ST BLK ; ST END $ 
<  < « <  »  > >  >  
8  8 8 8  8 8 8  8  
((5,6)) 
$ BEGIN ST ST ST ST END $ 
<  < • « " >  >  
8 8 8 8 8 8 8 
((3,7,4)) (Note the use of an Iterated production) 
$ BEGIN STL END $ 
< « « > 
8 8 8 8 
((2,1)) 
$ BLK $ and this Is the goal 
u> 
o 
Figure 1.6b. Outline of the parse (Fischer, 1975) 
31 
pipeline approach appears feasible using general-purpose processors 
and buffers of adequate size. The pipeline compiler is evaluated 
through measurements and simulation. A speedup improvement of two to one 
with three processors is encouraging since they started from a sequential 
program and made relatively minor modifications (Baer and Ellis, 1977). 
In 1979, for a one-pass compilation process, Banatre, Routeau 
and Trilling presented an event-driven compiling technique which uses 
processes and events (the information for which processes are waiting) 
concepts» This compiling technique has been applied to the construction 
of an ALGOL 68 compiler. The implementation of this technique reveals a 
new degree of parallelism in the compilation scheme (Banatre, et al., 1979). 
Schell developed an approach for constructing parallel compilers 
from grammar-based specifications. The algorithms for adapting existing 
technologies to achieve parallelism have been presented. Specific 
contributions have been made in the areas of lexical analysis, parsing 
and translation. In the area of attribute translation, new attribute 
evaluators have been Introduced, ones capable of performing multiple 
parallel evaluations. In the area of lexical analysis, two problems 
(lexical element crossing record boundaries and an identifier 
encountered by two different scanners) are identified and solved. In 
the area of parallel parsing, Schell's work has added to the body 
of work developed by Fischer. A syntax error recovery algorithm was 
also presented (Schell, 1979). 
Lipkie developed a directed-graph model for information flow in a 
multiple independent processor computer (MIP). This model is used to 
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present a compiler designed to run well on the MIP computer. The 
compiler Is designed In an orthogonal manner by concurrently doing 
concurrent multipass, through pipelining, and concurrent separate 
compilation of the same program, by replication of the pipeline. 
The MIP compiler design is evaluated by performing trace-driven 
simulations where data for driving the simulations is derived from 
the uniprocessor compiler. Four scheduling techniques were also 
discussed. In order to give Llpkle's basic ideas about XPL/S 
compiler and MIP simulation, the XPL/S compiler routine hierarchy and 
six replicated pipelines for MIP simulation are shown on Figure 1.7a 
and 1.7b (Lipkie, 1979). 
Objectives of Thesis 
Work on parallel compiling may take one of two basic directions. 
One approach is to Increase the compiler's capability to detect the 
parallelisms implicit in the source program and to generate an object 
language which runs efficiently in a parallel environment. The second 
approach, the one followed in this thesis, is how to design the compiler 
so it Itself runs efficiently in the parallel environment. 
The first part of this research is an extension to the work done 
by Lipkie (1979). As with Lipkie this approach includes the following 
features: First, a pipeline approach is used to parallelize the 
compiler Itself for speeding up the compiling time. Second, the 
results are based on measurements from the uniprocessor machine and 
simulations for multiprocessor computer. The significant differences 
are as follows: First, Lipkie chooses XPL/S as source program language 
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Figure 1.7a. XPL/S compiler routine hierarchy (Lipkie, 1979) 
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Single program 
V 
Concurrent 
separate 
compilation 
Concurrent multipass compilation 
— ^ " ^ 5 ) — 4 ^ ) — ^  
>(lN2) ouia > 
>^IN6) ^ 
IN input text 
L lexical analysis 
P syntax analysis 
S semantic analysis 
OUT output code 
Figure 1.7b. Six replicated pipelines, each with five basic 
processes for MIP simulation 
35 
while we use as the input language Per BrInch Hansen's sequential PASCAL. 
According to Baer and Ellis (1977), XPL/S Is a direct descendant of 
XPL (itself a dialect of PL/1) which has undergone modifications of 
control structures (e.g. suppression of the GO TO statement). Second, 
Lipkle constructs the compiler, written in XPL/S, from a one-pass 
compiler and the compiler we are working on, written in sequential 
PASCAL, is a seven-pass compiler. Third, we run the compiler on the 
PDP/11-34 machine Instead of a XEROX SI^fA V computer. Fourth, 
Lipkle views compilation as a three-step, bottom-up, syntax-directed 
transformation of a sequence of characters into a sequence of linker 
object code instructions. The sequential PASCAL compiler uses a 
recursive descent parser which is a special case of top-down parser 
to eliminate the need of backtracking. 
Some of the work presented in this thesis is identified as 
future work by Lipkle, such as applying the methods to another language, 
increasing pipeline stages, examining other compilers, etc. In part 
we will validate the generality of Lipkle's methods and extend his 
results. Beyond these differences we will also address distinct 
and unique topics as summarized below. 
The bottleneck of the pipelined compiler will be determined. To 
achieve a significant performance Improvement, a parallel compiling 
environment will be analyzed. This work will be done through 
measurements which are based on a uniprocessor computer and through 
simulation to examine the behavior of a multiprocessor computer. 
Also, we will examine the possibility of a new partitioning of the 
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existing compiling passes and explore whether new algorithms can be 
applied. 
We will attempt to gain Insight Into the kinds of architecture 
which Is appropriate for each stage. Then we can explore a multi-
architecture suitable for the pipelined compilers. For example, we 
can choose vector operation for the lexical analysis stage if It is a 
bottleneck of the pipeline, or replicate one stage if the input code 
to this bottleneck stage is partitlonable. In addition, another 
basic structure of multiple independent processor (MIP) computers 
will be Investigated. 
The second part of this research is an experiment of performance 
measures based on language level. A new method, relevant only to 
multi-pass compilers, will be explored for obtaining gross performance 
characteristics based only on analysis of the intermediate code files. 
One of the key concepts in Halstead's software science, the language 
level, will be used to analyze the intermediate code files and to 
determine the correlation between the execution time and language 
level (Halstead, 1980). 
The results Introduced by measurements and simulations will be 
shown. Also, the results and discussion of the experiment with 
language level will be presented. Unsolved problems will also be 
given, together with recommendations for future work. 
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CHAPTER II. PIPELINING THE EXISTING COMPILER 
The compiler used In this research project is the seven-pass 
sequential Pascal compiler written by Hartmann for a PDP-11/45 as 
part of the SOLO operating system. The input/output operations of 
the compiler have been modified to interface with the UNIX operating 
system. In this modified compiler, each of seven passes is invoked 
by a C-language driver program running under UNIX called PC.c. The 
major functions of these passes are, respectively: lexical analysis, 
syntax analysis, scope analysis, declaration analysis, body analysis, 
code generation, and error message output. Passl through PassS are 
always invoked. Passé, the code generation phase, is invoked if no 
errors were detected. Pass7, to output error messages, is called 
instead of Pass6 if any errors were detected during execution of the 
first five passes. Therefore, in any compilation only six of the seven 
passes are actually used. Each pass produces a single intermediate 
code file which is used as the input file for the next pass. 
Instrumentation of the Passes 
Because a multiprocessor system is not available, the performance 
of the pipelined compiler will be determined by a trace-driven simulation 
of the pipelined compiler. The important events in this simulation are 
the inputting (outputting) of a token from (to) an intermediate file. 
To determine the times at which these events would have occurred in 
the simulated compiler each pass has been modified so that the times 
of each I/O action are recorded in files. From these recorded time 
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files, the pipelined compilation time can be simulated by adjusting 
the I/O action times. Two different simulations have been performed: 
one assuming that the queue connecting successive passes Is of unbounded 
length, and one assuming a fixed-size, bounded queue. 
The time of each I/O action Is obtained by using the TIMES UNIX 
system call. TIMES returns time-accounting Information for the current 
process In units of 1/60 seconds. Throughout the remainder of this 
thesis, the execution times will be shown with six digits after the 
decimal point. However, only three of these digits are significant 
because of the 1/60 of a second clock resolution. The TIMES system call 
uses a buffer which Is structured as follows (Thompson and Ritchie, 1975): 
struct buffer { 
Int procusertlme; 
int proc_system_time; 
int chlld_user_tlme[2]; 
Int chlld_system_tlme[2] ; } 
Therefore, a new type as shown above is added to the declaration part 
of each pass. Whenever one of the compiler passes performs an I/O 
action the TIMES system call is used to determine the time-accounting 
information. Of the four elapsed times returned by this system call, 
only the proc_user_tlm?, is used. This time is recorded into the time 
file for this pass, proc_system_time Is Ignored because the UNIX 
overhead is not an internal part of the compiler actions. The child 
times are ignored because there are no child processes. 
Passl reads the source program character by character and writes 
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lexical tokens, represented by Integer numbers, to the output file. 
The output procedures may write a single token or multiple tokens 
when they are called. The maximum number of tokens output at a single 
time Is 3. As described above, each output statement Is followed 
by a TIMES appended with system call and an additional output statement. 
For example, the statement cputw(op,ofd), which output the value of 
the variable op to the file whose descriptor Is ofd, expands to: 
cputw(op,ofd): 
times(pbuf); 
cputw(pbuf@.zero,ofdoutl); 
In which pbuf Is the buffer for time-accounting Information and ofdoutl 
is the output file descriptor of time file of the output tokens. There 
is no time file for recording the character's Input time in Passl, 
because it is assumed that the source is always available. 
From Pass2 to PassS, the intermediate files contain only Integer 
tokens. Each of these modified passes has to output two time files 
in addition to the Intermediate file of tokens. One of these files 
records the time at which each token is input, and the other is for 
the output token times. It is important to maintain the relationship 
between the input and output actions within a single pass because 
the input actions do not necessarily correspond one-to-one to the 
output actions (i.e., one input action may cause several output actions 
or vice versa). In order to correctly simulate the pipelined compiler, 
it must be known how many input action(s) has(have) to be taken 
before any output begins, or vice versa, during the simulation. 
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Maintaining the correct Input-output sequence Is achieved In the 
following way. Whenever there Is a token output, not only the time 
but also a negative Integer Is written to the time file. The absolute 
value of the negative Integer Indicates the number of the preceding 
Input tokens since last output token. This token count Is negative 
to avoid confusing It with the positive time values. An example of 
the time file structure Is shown below: 
Input time file Output time file 
8 (-3) 
8 ( 0) 
9 (-1) 
which means that at times 7 and 8 there are three consecutive Input 
actions which happen before two consecutive output actions. These 
two output actions happen at time 8. Also, at time. 8 there Is a single 
Input action which Is followed by an output action at time 9. Note 
the successive I/O actions are Indicated by vertical lines, and the 
sequence relationships between Input and output actions are connected 
by the slash or horizontal lines. To maintain the counter for the 
Input-output sequences, the Input procedure, function cgetw(lfd). Is 
expanded to: 
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cgetw(lfd); 
times(pbuf); 
cputw(pbuf@.zero,o£dln2); 
cntr :• cntr + 1; 
where, ofdlnZ Is output file descrlpt of time file of the input tokens. 
The "cntr" is used to count the number of the successive input actions. 
The maximum number of tokens output through a procedure call in 
Pass2, Pass3, Pass4, and PassS are 4, 5, 5, and 6, respectively. 
The single and multiple token output procedures are modified as shown 
In Figure 2.1. 
Pass6 reads from the Intermediate file and generates object code. 
There are five readargument procedures. Each of them calls getw which 
calls the function cgetw in turn. As It was described in the previous 
paragraph, function cgetw is expanded. The printf, formatted output 
routine of the portable C library on UNIX, is used for the output 
of Pass6. Prlntfl, prlntf2, ..., printfS are routines which output 
one, two, ..., five token(s). In order to output the time and counter 
values, printfn is replaced by an added procedure called prlntfxn. 
Within the prlntfxn, the printfn is then called. If three tokens 
are output, for example, then prlntx3 is called as shown in Figure 2.2. 
An actual example of input and output files Is given as Figure 2.3. 
Figure 2.3(a) Is a line of Pascal source code which Is scanned by Passl. 
Figure 2.3(b) shows the series of Integer numbers recorded In the 
intermediate code file which Is output by Passl. The Interpretation 
of each of these integer-valued tokens Is also shown. Figure 2.3(c) 
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procedure putlw(op: Integer); 
begin 
cputw(op,ofd) 
end; 
procedure putlw(op: integer); 
begin 
cputw(op,ofd); 
times(pfub); 
cputw(pbu£@.zero); 
cputw(cntr,o£dout2); 
cntr 0 
end; 
procedure put2w(op,argI: integer); 
begin 
cputw(op,ofd); 
cputw(argl,o£d) 
end; 
procedure put2w(op,argI: integer); 
begin 
cputw(op,o£d); 
times(pbu£); 
cputw(pbu£@.zero,o£dout2); 
cputw(cntr,o£dout2); 
cntr ;• 0; 
cputw(argl,o£d); 
times(pbu£); 
cputw(pbu£0.zero,o£dout2); 
cputw(cntr,o£dout2) 
end; 
Figure 2.1. Example 1 o£ code added 
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prlntf3(ofd,' n.Zd ; %d.; Zd. 0',ca8ejump2, argl, arg2); 
replaced by 
prlntfx3(ofd,* n.Zd; 
calls 
procedure prlntfx3(fd3: Integer; text3: string; dl,d2,d3: Integer); 
var 1; Integer; 
begin 
printf3(£d3,text3,dl,d2,d3); 
times(pbuf); 
for 1 t" 1 to 3 do 
begin 
cputw(pbuf@.zero,ofdout6); 
cputw(cntr,ofdout6); 
cntr ;• 0 
end 
end; 
Figure 2.2. Example 2 of code added 
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program pass-l(argc: Integer; argv: parm); 
(a) A line of source program 
61 47 41 08 49 13 08 50 48 08 03 42 08 51 48 08 38 43 
T A AT T "T 
new-ln\ \ id I ( 
In-no \ pass-l 
program 
Î  T T T T T T T T T T  I : id ; id I : id 
arcg integer argv 
r ) 
parm 
(b) Intermediate file output from Fassl 
TIN(i) TOUT(i) 
21 21 
I 24 
index 
(-1) Note: 
(-2) The absolute value of 
( 0) index indicates the 
(-2) number of input tokens 
( 0) preceding the corres­
(-1) ponding output token. 
( 0) 
(-2) 
( 0) 
(c) The relationship between the input and output timing files 
that are produced by a pass 
Figure 2.3. Example of the input and output files 
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shows the additional time files, TIN(l) and TOUT(l), output from 
Pa8s(i). The explanation of sequence relationships is the same as 
mentioned before. 
There are six output time files (TOUTs) and five input time 
files (TIMs) produced after a source program is run through the 
non-pipelined compiler. These time files will be used for the analysis 
of the non-pipelined compiler. Also, through these time files a 
pipelined compiler will be simulated and its effects will be analyzed. 
Passl only produces one time file, TOUT(l), which will be used as 
a base to adjust the other measured time files. 
Timing Overhead and Accuracy of Timing Data 
The method of collecting timing information described above 
introduces some measurement overhead in each pass' execution time. 
This overhead results from the execution of the code which has been 
added to record the time of each of the I/O actions. The execution 
time with this timing overhead Included is hereafter just called 
"Instrumented execution time." It is simply called the "execution time" 
if TIMES is called only once at the end of a pass. Based on the 
overhead factor, the instrumented execution time can be converted 
to an approximate execution time which will be called the "computed 
execution time." The overhead factor and the execution time conversion 
will be defined and described shortly. The total amount of the 
Instrumented execution times for all six passes is called the 
"Instrumented compilation time," and it is called "compilation time" if 
the six passes' execution times are added. If the compiler is pipelined, 
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these times are called "pipeline-Instrumented compilation time" and 
"pipelined compilation time" respectively. 
If the same Input file were processed by a pass on two separate 
occasions, we would expect that the I/O times measured by the TIMES 
system call would be Identical. However, experiments on the PDP-11/34 
machine showed that running a pass at a different time or with a 
different number of users on the system affected the timings reported 
by the system call. Two steps were taken In order to minimize this 
error. First, all timing trials were conducted on a dedicated 
(single-user) system. Second, each trial was repeated five times. 
So, the execution time and the Instrumented execution time given 
In the following tables are the average values of five measurements. 
The timing overhead Is very Important. Why It Is so Important 
will be explained in the next paragraph. Some sample source programs 
must be run through each pass to figure out the timing overhead of 
each pass. Then, the I/O overhead per token is calculated based on 
the timing overhead and the number of input and output tokens of 
each pass. The I/O overhead per token Is defined as "overhead factor," 
which is calculated by the formula: 
XO - (EO - E)/N - (Timing Overhead)/N 
where XO is a pass' overhead factor, EO and E are, respectively, the 
instrumented execution time and execution time of a pass, and N is 
the sum of input and output tokens of a pass. Without the information 
of overhead factor, the conversion of time files cannot be done, and 
the results of simulation for pipelined compiler will be wrong. 
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The source code for passes 1, 6, and 7 of the compiler Itself 
were taken as the programs to be compiled In the research experiment. 
The instrumented execution time, execution time, and timing overhead 
of each pass are shown in Tables 2.1, 2.2, and 2.3. The compilation 
times of these three source programs are 208.92, 168.19, and 123.03 
seconds, respectively. Based on the execution times, Passl Is the most 
time-consuming pass, followed in order by Pass5, Pass2, Pass3, Pass4, 
and Passé. The Instrumented compilation times are 337.47, 267.77, and 
198.13 seconds. It is important to note that the ranking of the 
passes with respect to the Instrumented execution time may be different 
from the ranking using the execution time. For example, in Table 2.1, 
PassS is the most time-consuming pass, followed in order by Pass4, 
Passl, Pass2, Pass3, and Pass6. This change in ranking is caused by 
the timing overhead. This change in ranking is the reason mentioned 
above, that the I/O overhead must be carefully accounted for in order 
to correctly identify the bottleneck pass. The Instrumented execution 
time is heavily dependent on the number of tokens processed by a pass. 
Comparing Tables 2.1-2.3, Pass4 has the highest total overhead because 
it has 5,292 output tokens more than its input using Passl.p as the 
source program. 
The overhead factor (i.e., the average overhead per token) of 
each pass is calculated and given in Table 2.4. Because of the 
variation in system load and In the TIMES system call, the values of 
overhead factors are computed by averaging. Therefore, using the 
overhead factors to convert time files, some loss of accuracy in 
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Table 2.1. The execution time and I/O overhead of each pass (measured 
on a 1/60 second clock pulse). These values are the 
average of five measurements. The testing source program 
is Passl.p (21,359 bytes) 
Instrumented 
Pass Execution Time Execution Time Timing Overhead 
1 3244.2 3506.8 262.6 
2 1922.6 3240.2 1317.6 
3 1747 3143.6 1396.6 
4 1738.4 3689 1950.6 
5 2271 3969.6 1698.6 
6 1612 2698.8 1086.8 
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Table 2.2. The execution time and I/O overhead of each pass (measured 
on a 1/60 second clock pulse). These values are the 
average of five measurements. The testing source program 
Is Pass6.p (18,479 bytes) 
Instrumented 
Pass Execution Time Execution Time Timing Overhead 
1 2696 3045.8 349.8 
2 1510.8 2618.2 1107.4 
3 1447.4 2577.8 1130.4 
4 1342.2 2839.4 1497.2 
5 1826 2912.8 1086.8 
6 1269.6 2150.6 881 
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Table 2.3. The execution time and I/O overhead of each pass (measured 
on a 1/60 second clock pulse). These values are the 
average of five measurements. The testing source program 
is Pass7.p (13,175 bytes) 
Instrumented 
Pass Execution Time Execution Time Timing Overhead 
1 2048 2236 188 
2 1139.6 1958.2 818.6 
3 1122.2 1987.4 865.2 
4 954.2 2039.6 1085.4 
5 1190.2 2111.6 921.4 
6 927.4 1554.8 627.4 
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Table 2.4. Overhead factor of the output flies from each pass that 
the testing source programs are Passl.p, Passé.p and Pass7.p 
Pass Passl.p Pass6.p Pass7.p Average 
1 0.000571 0.000913 0.000637 0.000707 
2 0.001349 0.001368 0.001298 0.001338 
3 0.001328 0.001337 0.001341 0.001335 
4 0.001406 0.001380 0.001407 0.001398 
5 0.001289 0.001079 0.001292 0.001220 
6 0.000850 0.000908 0.000831 0.000863 
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the timing data is to be expected. How the overhead factors were 
used to convert the time files will be explained in the next section. 
The magnitude of this loss of accuracy can be estimated in the following 
way. If a source program is compiled using the instrumented version 
of the compiler, then the execution time of each pass can be predicted 
by calculation using the overhead factors listed in Table 2.4. The 
execution time, computed execution time, and their errors are calculated 
as shown in Table 2.5. For each pass, columns 3 and 4 of this table 
are the results of using three different source programs. This degree 
of error is certainly tolerable in the simulation experiments. 
Structure and Operation of the Simulator 
To gain better speed-up in the pipelined architecture, a queue 
between two adjacent passes is installed for buffering. The size 
of the queue can be either bounded or unbounded. The unbounded size 
of the queue is a limiting, or ideal case. By varying the queue size 
the effect of queueing delays on the pipelined compiler performance 
can be studied. In order to perform an accurate simulation, firstly, 
all the time files must be converted into ones without timing overhead. 
A program called NOjOVHD.c was designed to do the conversion of the 
time files. The basic idea is that the real I/O action time is equal 
to the instrumented time minus the product of overhead factor times 
the I/O action's maximum ordinal number. For example, suppose that 
the beginning times of TIN(i) and TOUT(i) are as shown in Figure 2.4(a), 
and the overhead factor of Pass(i) is 0.08028. The result of the 
conversion is shown in Figure 2.4(b). As shown, the maximum ordinal 
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Table 2.5. Using overhead factor per token to calculate each pass' 
predicted stand-alone execution time (seconds) and error 
Computed 
Pass Overhead Factor Execution time Execution Time Error(Z) 
54.07 53.03 1.92 
1 0.000707 44.93 46.25 2.94 
34.13 33.79 1.00 
32.04 32.22 0.56 
2 0.001338 25.18 25.59 1.63 
18.99 18.58 2.16 
29.12 28.99 0.45 
3 0.001335 24.12 24.15 0.12 
18.70 18.76 0.32 
28.97 29.15 0.62 
4 0.001398 22.37 22.04 1.48 
15.90 16.02 0.75 
37.85 39.36 3.99 
3 0.001220 30.43 28.07 7.76 
19.84 20.68 4.23 
26.87 26.59 1.04 
6 0.000863 21.16 21.89 3.45 
15.46 15.05 2.65 
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Ordinal 
numbers 
1 
2 
5 
7 
9 
10 
TIN(l) 
6 
6 
6 
7 
8 
8 
TOUT(i) 
6 (-2) 
6 ( 0) 
7 (-1) 
8 (-1) 
8 (-2) 
9 ( 0) 
Ordinal 
numbers 
3 
4 
6 
8 
11 
12 
(a) The original measured time files 
5.5986 
5.5986 
5.5986 
6.4380 
7.1972 
7.1972 1^' 
5986 (-2.0000) 
5986 ( 0.0000) 
6.4380 (-1.0000) 
7.1972 (-1.0000) 
1972 (-2.0000) 
( 0.0000) 
(b) Time files after conversion 
Figure 2.4. An example of the conversion of the time files 
using overhead factor 
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number of time 6 Is 5, since 5 I/O actions have occurred during the 
6th time interval. Thus, all 6s are converted to 
5.5686(- 6 - 0.08028 * 5), and so on. As seen in this example, 
several events may occur at the "same" time. This happens because the 
system call, TIMES, records the time in units of 1/60 second. 
Therefore, many I/O actions may be recorded as having happened at 
the "same" time (i.e., within the same interval of length of l/60th 
of a second). Since no timer clock resolution is available on the 
PDP-11/34, we will continue to assume that such action did, in fact, 
occur simultaneously. This assumption is used for the conversion of 
the time files. 
Simulator with unbounded queue 
Before the simulator is described in any detail, there are some 
files and terms whose general use it is important to understand. They 
are defined as follows: 
TIN(i) - A time file of when the tokens are input to the Pass(l). 
TOUT(l) - A time file of when the tokens are output from the Pass(i). 
AJTIN(l) - An adjusted time file of TIN(l) assuming that the passes 
are run concurrently. 
AJTOUT(i) - An adjusted time file of TOUT(i) assuming that the 
passes are run concurrently. 
DELY - The time delayed between two consecutive input (or output) 
tokens to (or from) a pass. 
ELPS - The time elapsed between input token (or the last one 
of a group of tokens) input to and output token (or 
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the first one of a group of tokens) output from a 
pass. 
The basic steps In the simulation of the pipelining time Is 
shown as Figure 2.5. In order to adjust TlN(i) to AJTIN(l), the time 
files TIN(l) and AJTOUT(l-l) are input to the simulator called SMLTX. 
AJTIN(i) together with TIN(i) and TOUT(l) are input to the simulator 
called SMLTIO to obtain AJTOUT(l). In turn, AJTOUT(l) will be used 
as an input to adjust TIN(1+1) to AJTIN(1+1), and so on. The number 
of tokens input to Pass(1+1) is the same as the number of tokens output 
from Pass(l). But, the number of tokens output from Pass(l) Is not 
necessarily the same as the input to Pass(i). In computing AJTIN(1+1) 
from AJTOUT(l) and TIN(1+1), DELY is the key factor. When using AJTIN(i), 
TIN(i), and TOUT(i) to compute AJTOUT(l), ELPS is the key factor. The 
pseudocode for the simulators, SMLTIO and SMLTX, are shown in 
Appendices A and B. The key factors DELY and ELPS will be Illustrated 
In the following examples. 
Figure 2.6 shows the role of the DELY factor. This DELY factor 
indicates the elapsed time between the inputting of successive tokens 
by pass(1+1). The time at which a given token is actually input in 
the pipelined compiler depends on three times: 
(1) the time at which the token is produced by pass(i) in the 
pipeline case (AJTOUT(i)), 
(2) the time at which the previous token was input by pass(1+1) 
in the pipeline case (AJTINP), and 
(3) the elapsed processing time between the input of the previous 
token and the current token, DELY. 
Intermediate Intermediate 
File(i) File(i+1) 
Pass(i) Pass(i+1) 
TOUT(i) TOUT(i+l) 
TIN(i) TIN(i+l) 
AJTIN(i) jUL 
-o-
AJTIN(i+l) 
-o-
AJTOUT(i) AJTOUT(i-l) 
SMLTIO SMLTIO SMTLX SMLTX 
Figure 2.5. Simulation of the pipelined execution time with unbounded queue 
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Token# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
AJTOUT(i) 
49 
50 
50 
50 
50 
51 
TIN(H-l) 
4 
5 
5 
6 
6 
6 
7 
8 
8 
9 
9 
10 
DELY 
4 
1 
0 
1 
0 
0 
1 
1 
0 
1 
0 
1 
AJTIN(i-fl) 
7 
8 
8 
9 
47 
47 
49 
50 
50 
51 
51 
52 
Figure 2.6. Example 1 of simulation with unbounded queue 
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For example, for token number 4 In Figure 2.6 the AJTOUT(l) and 
AJTINP are 7 and 8 respectively. AJTINP plus DELY, 1, equals 9, which 
Is larger than AJTOUT(l), so AJTIN(l-fl) Is adjusted to time 9. But, 
for token number 5, AJTINP plus DELY, 0, equals 9, which Is less than 
AJTOUT(l), which Is 47, so AJTIN(1+1) Is adjusted to time 47. 
Figure 2.7 shows the role of ELPS factor. This ELPS factor 
Indicates the elapsed time between the Inputting and outputting of 
token(s) by pass(l). The time at which a given token Is actually 
output In the pipelined compiler depends on the three times: 
(1) the time at which the last one of a group of tokens Is Input 
by passd) In the pipeline case (AJTIN(l)), 
(2) the time at which the previous token was output by pass(l) 
In the pipeline case (ÂJTOUTF), and 
(3) the elapsed processing time between the Input of previous 
token and the output of current token, ELPS. 
For example, for token number 7 in Figure 2.7, the AJTOUTP Is 48 and 
AJTlN(l) is 50, which Is at token number 9. AJTOUTP plus ELPS, 0, 
equals 48, which is less than AJTIN(l), wo AJTOUT(l) is adjusted to 
time 50. 
Simulator with bounded queue 
The simulator for the unbounded queue pipeline could assume that 
the action of pass 1+1 did not affect the timing of the action of pass 1. 
This is not true In the bounded queue case, where pass 1+1, by having a 
slow Input rate, can cause Its input queue to become full which. In 
turn, blocks the further output of pass 1. Such effects will be 
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Token# AJTIN(l) TIN(l) ELPS TOUT(l) AJT>UT(1) 
1 7 4 -
V 
-4 (-1) 7 
8 
0 (-1) 8 2 5 
8 
0 (-1) 8 3 5 -
0 (-1) 9 4 9 6 " 
5 47 6 7 (-2) 48 
6 47 6 7 ( 0) 48 
7 49 7 8 (-3) 50 
8 50 8 8 ( 0) 50 
9 50 8 
10 51 
0 
9 (-1) 51 9 " 
11 51 9 0^1^^ 10 (-2) 52 
12 52 10 11 ( 0) 53 
Figure 2.7. Example 2 of siaulatlon with unbounded queue 
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propagated backward through the pipeline. So, another simulator was 
written to adjust the I/O time of each pass in a "back and forth" way. 
This simulator acts as a schedule which synchronizes the six passes, 
assuming as if there existed a six-processor pipeline system. The 
basic idea is that there is a single simulation clock which records 
the "current" time. After each action, the clock is advanced to the 
time of the next possible action. This is an example of event-driven 
simulation. If the queue size is large enough that no latter pass' 
action will delay the previous pa8s(es), then the adjusted compilation 
time must be equal to the compilation time generated by the unbounded 
queue simulator. This condition was checked to help insure the 
correction of the simulator. The diagram and pseudocode of algorithm 
of this simulator are shown as Figure 2.8 and Appendix C. 
This simulator basically can be partitioned into two major parts. 
The first part is to check the conditions of eleven time files (e.g. number 
of tokens in queue, process, etc) and from the available time files to pick 
the one that has the smallest current time (Including the delay). The time 
files are arbitrarily checked in a backward order, so that the output side 
of the pass is checked before the input side. This rule is used to select 
among several files having the same current time. The second part of the 
simulator is to update the time and conditions of the selected time file 
and adjust the unique simulated clock. If the current time of the 
selected time file is larger than the current clock time, then the clock 
is adjusted to be the same as the current time; otherwise, the time file 
is updated according to the clock. For easy explanation, an example of a 
time updater and 
files scheduler 
time 
Source 
File ninps(O) ninps(l) ninps(4) 
nlnq(O) 
P2 P6 
ninq(l) ninq(2) ninq(A) 
TOUTl T0UT3 > f T0UT5 > f T0UT6 T0UT2 
TIN2 TIN3 TIN4 TIN6 
#file: 0 2 5 8 9 10 3 4 1 
Figure 2.8. Diagram of pipelining simulator with bounded queue 
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compiler pipeline consisting of three passes is given in Figure 2.9. In 
the example, the queue size is 2. Whenever a process has a full output 
queue, it is blocked. Also, a pass will be blocked if the input queue 
of that pass does not contain a sufficient number of tokens to satisfy 
its next input operation. The number of input tokens which a pass needs 
to satisfy its next input operation is referred to in the simulator 
as the "number in process" (NINPS). The number in process is varied 
based on the absolute value of the negative index in the time file. 
The notation used in this figure is as follows. A time with a star 
above it means that this time has been updated to the time with the 
underscore which follows. The number followed by a period indicates 
the processing step of the simulator which caused this change. For 
instance, 
33-25 (-2) 50 
means that the original time 23 preceded by two input actions has 
been updated to time 50 at the 33rd processing step of the simulator. 
The other one side, an output time file (TOUTl), for instance, 
*'7 
means that the original time 7 has been processed at the 4th simulating 
step but has not been updated because it is equal to the clock time. 
In the example, the unique clock has been adjusted nine times 
(0, 7, 8, ...), beneath which the ordinal numbers (1, 5, 7, 11, ...) 
indicate the simulation step at which the clock is adjusted. By 
this example, the instrumented compilation time is 53 (1/60) second. 
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© CLOCK - 0, 7, 8, 21, 47. 49, 50, 51, 52, 53 
1. 5. 7. 11. 21. 23. 34. 42. 45. 
PI P2 P3 
Ô 
TOUTl 
1.-, 
NINQO 
11, 
47 
13. 
21.  
47 
49 
23, 
24. 
26.  
30. 
50 
50 
50 
50 
35. 51 
Q 
TIN2 
'•*5 7-
-J ; 
NINPSO 
Q 
T0UT2 
•^•5(-l) 7 
*"6(-l) 8 
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'•§471/ |17 9( 
-2 )  
0) 47 
^^'8 M 
27-3 50 
34'S 51. 
2®'8(-3) 50 
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37.§ 
42 i5 a/i-
^^•lO(-2) 52 
IK 0) 53 
NINQl NINPSl 
Q Q 
TIN3 T0UT3 
7 ?1 * 21(-1) 
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Figure 2.9. Example of simulation for pipelined compiler with 
bounded queue 
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Also, from Figure 2.9, the effect of parallel processing can be seen 
through the adjusted time files. If the parallelism is represented 
by those I/O actions which occur at the same clock time, then the 
parallel processing in this compiler pipeline example can be determined 
as shown in Figure 2.10. 
Analysis of Pipelined Compiler 
Speed-up factor 
Using the converted time files resulting from three different 
source programs, the pipelined compiler was simulated. The results 
of the simulation with unbounded queue are listed in Tables 2.6, 2.7, 
and 2.8. As mentioned before, the results have a small degree of 
errors (refer to Table 2.5). However, the error is so small and 
tolerable that the major characteristics of the pipelined compiler 
will not be affected at all. The pipelined execution times are a 
little larger than the execution time of Passl, which is the most 
time-consuming pass. The pipelined compilation time is equal to the 
pipelined execution time of Pass6. The time curve is shown in 
Figure 2.11. As a result, the pipelined compiler gains an average 
speed-up factor of 3.76 over uniprocessor compiler, if there are six 
processors in the system. The speed-up factors and pipeline fill-up­
times of compiling different source programs are listed in Table 2.9. 
If the queue size between two adjacent passes is bounded, then 
the pipelined compilation time increases as the queue size is decreased. 
When Pass6.p or Pass7.p is compiled, the pipelined compilation time 
does not increase until the queue size is decreased to a capacity of 
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Time Input Action Output Action 
7 (P2) (P1,P2) 
8 (P2) (P2) 
21 (P3) (P3) 
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52 (P2,P3) (P2) 
53 (P3) (P2,P3) 
Figure 2.10. Example of parallel proceaaing in the 
compiler pipeline based I/O actiona 
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Table 2.6. The computed and pipelined execution time (1/60 sec.) 
when the source program of Passl.p is loaded 
Computed The Pipelined 
Pass Execution Time Execution Time 
1 3181.935303 3181.935303 
2 1936.442993 3182.744873 
3 1753.007080 3199.698730 
4 1745.358765 3205.825928 
5 2362.308350 3212.792480 
6 1595.701416 3216.218018 
Note: In this and following tables, only three digits after the 
decimal point In the execution times are significant because 
of the clock resolution. 
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Table 2.7. The computed and pipelined execution time (1/60 sec.) when 
the source program of Pass6.p Is loaded 
Computed The Pipelined 
Pass Execution Time Execution Time 
1 2745.232910 2745.232910 
2 1568.263550 2746.097168 
3 1404.390991 2752.175781 
4 1284.707764 2758.044189 
5 1652.118408 2760.587891 
6 1321.067505 2772.554199 
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Table 2.8. The computed and pipelined execution time (1/60 sec.) when 
the source program of Pass7.p is loaded 
Computed The Pipelined 
Pass Execution Time Execution Time 
1 2022.251099 2022.251099 
2 1133.337402 2022.849609 
3 1157.327881 2022.849609 
4 979.806458 2024.794800 
5 1252.725220 2035.920776 
6 924.877686 2036.477295 
70 
vl A 
/ 
/ 
.A 
V—— — 
Passl.p 
Passô.p 
Pass7.p 
^ Passl.p 
^ Passô.p 
Pass?.p 
—I— 
4 
Pass 
Pipelined execution time 
Computed execution time 
Figure 2.11. Execution time when the source programs of Passl.p, 
Passô.p, and Pass7.p are loaded 
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Table 2.9. The compilation speed-up and the pipeline flll-up-time when 
the programs of Passl.p, Passô.p, and Pass7.p are compiled 
Passl.p Passé.p Pass7.p 
Compilation 
Speed-up 3.9374 3.6246 3.7037 
The Pipeline 
Fill-up-time 0.37 sec. 0.33 sec. 0.32 sec. 
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32 tokens. If Passl.p, the biggest of the samples, is compiled, 
the pipelined compilation time begins to go up at queue size of 64. 
The results of the simulation with different sizes of queue are given 
in Figures 2.12 and 2.13. As can be seen, the pipelined compilation 
time is not going up in our experiments, and the speed-up factor 
is not going to be affected, if the queue size is set for a reasonable 
size. 
The bottleneck 
In a simple pipeline, the number of tokens input to and output 
from the pipeline (or any stage of the pipeline) are the same. Therefore, 
the bottleneck can be defined as the stage In the pipeline with the 
largest mean service time. 
However, that is not necessarily true for the compiler pipeline, 
in which there is always a difference between the number of input and 
output tokens of a pass. In this situation, we must be careful to 
define and locate the bottleneck. The token input or output rate is 
abbreviated to input or output rate in this thesis. When the compiler 
is pipelined, with an unbounded queue, each pass' output rate is bounded 
by its own input rate, which can only be affected by the previous pass' 
output rate. In a bounded queue pipeline, a pass' output rate might 
be affected by either the previous pass' output rate or the subsequent 
pass* input rate, which in turn might be delayed by the same pass' 
output rate. In either case, the effect of a pass on the pipelined 
compilation time is truly reflected in that pass' output rate. There­
fore, the output rates of passes can be used as key factors to evaluate 
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Figure 2.13. The pipelined compilation time vs. queue size 
when the source programs of Passl.p, Pass6.p, 
and Pass7.p are loaded 
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the pipelined compiler's performance. Using the output rate as the 
key performance index, the pipeline bottleneck can be defined as follows: 
Definition Tp is the pipelined compiler's completion time (e.g. the 
unique clock which is used in the pipelining simulator). 
Definition Let t(i) be pass(i)'s pipelined execution time that includes 
a time D(i) which is the total amount of time pass(i) is 
delayed by the other pass(es). Also let N(i) be the 
number of tokens output from pass(i). Then the output 
rate of pass(i) is given by 
0(1) - N(i)/(t(i) - D(l)). 
Definition If the compiler is pipelined into n passes, then the 
following rules are true: 
(1) t(l) S t(2) a ... a t(i) s t(i+l) S ... s t(n) 
(2) Tp - t(n) 
(3) t(n) - t(i) + At, if 0(1) - min{0(i) | i-l,...,n} 
where At is the time it takes the last token to be 
flushed out of the pipeline. 
Definition In a compiler pipeline, the bottleneck is located at the 
pass which has the smallest output rate (0(1)). 
The input/output rates are calculated as shown in Table 2.10. 
Passl has the smallest output rate. So, the bottleneck of the compiler 
is located at Passl - the lexical analysis phase. If the bottleneck 
did alter due to queue size, then there should be some other pass' 
output rate smaller than Passl's when the queue size is decreased. 
But this does not happen in our experiments. As can be seen in 
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Table 2.10. The input/output rate of each Pass when the source 
programs Passl.p, Pass6.p, and Pass7.p are compiled. 
The rate unit is tokens per (1/60) second 
Pass Input Rate Output Rate 
6.583749 2.362062 
1 6.854228 2.367582 
6.433105 2.402832 
3.985748 4.479351 
2 4.224914 4.702145 
4.318182 4.903475 
4.929594 5.103606 
3 4.908111 4.826586 
4.979505 4.606131 
5.128854 8.173033 
4 5.204887 8.267024 
5.417103 8.053867 
6.256275 3.414795 
5 6.076670 3.117196 
6.456898 3.532179 
4.810794 8.408809 
6 4.483301 8.252993 
4.533103 9.038171 
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Figure 2.12, the pipelining curve* are almost horizontal. Therefore, 
even with the different aise of queue, the location of bottleneck ia 
not changed. In Figure 2.12, the pipelining curves, which ideally 
should be flat, rise slightly because the bottleneck is located at 
the first pass. This means that the curves rise slightly because the 
other passes of the compiler take some small amount of time to process 
the last token output from the Passl. The pipelined compilation time 
is equal to the sum of the pipeline fill-up-time, bottleneck execution 
time, and the last token flushing-time, if a single program is compiled. 
The pipelined compilation time can be defined as the bottleneck 
execution time plus the last token flushing-time, if there is a long 
and continuous job stream input. The pipeline fill-up-time is then 
shared by a large number of Jobs and is so small that it can be ignored. 
Conclusion 
The compiler we have studied has a speed-up factor of 3.76, if the 
pipeline architecture is implemented. The speed-up factor is not 
significantly affected by the size of compiled program. Lipkie (1979) has 
found that a pipeline of three processors can achieve a speed-up of 
2.3. However, it is hard to directly compare these two results, 
because there are differences between the techniques implemented in 
compiler, between the program languages used for both compiled and 
compiling programs, and between the machines used for experimentation. 
The sizes of Passl.p, Pass6.p, and Pass7.p are 21,359, 18,479, 
and 13,175 by tea, respectively. The size of source program does not 
appear to exert a significant Influence on the queue size. As can be 
78 
seen in Table 2.11, in Q34, Q45, and Q56, the maximum queue size is 
not dominated by the source program's size. It is difficult to select 
a single fixed queue size for all passes because of the variation in 
the maximum queue size. However, the previous results indicated that 
a reasonable queue size (>• 64 tokens) would be sufficient. Even with 
smaller queue size, the queueing delays do not appear to be a dominant 
performance factor in this study. 
The compiler bottleneck is located at the first pass. PassS has 
the next smallest output rate, and there is a large maximum queue size 
between PassA and PassS. Thus, PassS will be the bottleneck, if Passl 
Is sufficiently improved. Passl's execution time is almost twice as 
much as the average execution time per pass. Therefore, it is worth­
while to improve Passl. This Improvement is pursued in the next chapter. 
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Table 2.11. The maximum queue length when the source programs 
Passl.p, Pass6.p and Pass7.p are compiled 
Queue Passl.p Pass7.p Pass7.p 
Q12 53 35 33 
Q23 68 53 36 
Q34 65 73 39 
q45 500 183 289 
Q56 60 67 30 
Qlj: means the queue between Pass(l) and Pass(j). 
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CHAPTER 111. IMPROVING THE LEXICAL ANALYSIS PHASE 
This chapter discusses the issues regarding the possibility of 
improving the performance of the lexical analysis phase, which methods 
can be used to achieve this improvement, and what the experimental 
results imply. It has been shown in the previous chapter that the 
existing Pacal compiler could be speeded up by a factor of 3.7 through 
a pipeline architecture. By simulating the pipelined compiler, the 
bottleneck was found to be the first (lexical analysis) pass of the 
compiler. 
How Fast Can the Lexical Analysis Be? 
In improving the performance of the lexical analysis phase, there 
exists a boundary beyond which any further improvements will not make 
significant reductions in the overall compiling time. This boundary 
exists in the pipelined compiler architecture because any pass' effect 
on the pipelined compilation time is bounded by the speed of other 
passes of the compiler. 
Because of this speed-up boundary, the effective limit to the 
speed-up for the bottleneck phase has to be determined before attempting 
any actual improvements. The effect on the pipeline performance of 
a speed-up to any one pass may be estimated through analytical tech­
niques, examined through the measurement of an actual pipelined 
architecture, or predicted through simulation studies. Since the number 
of tokens to be processed varies from pass to pass, the pipelined 
compiler is more complex than the simple pipeline and, thus, the 
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general mathematical model Is difficult to define and analyze. Since 
an actual pipelined architecture is not available, the speed-up effect 
will be predicted by simulating the pipelined compiler. The simulation 
will be performed assuming that Passl could be made to operate from 
two to ten times faster than its original speed. The pipelining 
simulator used in Chapter II can be modified so that the time data 
of the time file of Passl is divided by the speed-up factor when the 
simulation is being performed. In other words, we would assume that 
the lexical analysis would speed up not only at its execution time, 
but also the time distribution of I/O actions. For example, the 
times of 5 5 7 7 10 ... , if the speed-up factor is 2, would become 
the times of 2.5 2.5 3.5 3.5 5 .... 
Using the simulator described above, the original pipelined 
compilation time, 2772.554199(1/60) seconds for compiling the source 
of Passé.p, will be speeded up to, respectively: 2073.344482, 
1951.279907, 1944.642822, 1940.644653, 1937.981934, 1936.160522, 
1934.950439, 1934.075562, and 1933.390137(1/60) seconds. These 
different pipelined compilation times vs. the various speed-up factor 
is given in Figure 3.1. The queue size is set for a capacity of 512 
during the simulation. From the numbers given above the curve 
shown in Figure 3.1, the significant speed-up effect of the lexical 
analysis to the pipeline performance is at a pipelined compilation time of 
about 1951(1/60) seconds (i.e., in an ideal case, the maximum speed-up 
factor for Passl to have its most significant improvement is 3). 
Beyond the speed-up factor of 3, the improvement in overall pipeline 
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performance becomes very small. Therefore, the speed-up factor of 3 Is 
the speed-up boundary for Passl, and any improvement beyond that will 
not only make the work more difficult but also make no significant 
Improvement on the pipelined compilation time. 
If the Passl speed-up is a factor of 2, then the overall pipelined 
compilation time will be reduced by 25.22 percent. If Passl speeds 
up a factor of 3, then the pipelined compilation time will be reduced 
by 29.62 percent. These Improvements will make the pipelined compila­
tion time 4.86 and 5.17 times faster than the existing Pascal compiler 
executing in the uniprocessor environment, respectively. In the 
unbounded queue case, these two speed-up factors also will make the 
pipelined compilation time 4.86 and 5.17 times faster than the 
non-pipelined compiler. The pipelined compilation time will only 
Increase 5.56(1/60) seconds when the queue size is reduced to the 
capacity of 64. Therefore, the queue size is still not a key factor 
in the pipelined compiler as was concluded in the previous chapter. 
Thus, the queue size factor will be ignored hereafter. In the 
rest of this chapter, methods for improving the lexical analysis pass 
will be presented. 
Lexical Analysis in the Existing Compiler 
A Pascal source program appears as a stream of characters to the 
first pass of the compiler. The primary tasks of the first pass, 
lexical analysis, is to read the source program as characters and 
assemble these characters into tokens. The tokens include reserved 
words, identifiers, strings, numbers, operators, and punctuation 
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symbols. Among them only the reserved words and identifiers are hashed 
into the symbol table and stored with their spelling indices. The 
tokens are then mapped onto integer values to construct the intermediate 
code file which is used as the input to the next pass. The intermediate 
file consists of a sequence of output operators, some of which are 
followed by a fixed, known number of additional integer values. For 
example, an identifier token is represented by the output operator 
denoting a token (the integer value 8) followed by the spelling index 
of the identifier. A number is an output operator denoting a numeric 
value followed by the numeric value itself. Similarly, a string is 
output as an operator for a string followed by the integer length of 
the string followed by a sequence of integers each representing two 
successive characters in the string (i.e., two bytes per word). The 
remaining types of tokens are represented simply by their corresponding 
output operators. So, the input and output of the lexical analysis 
are characters and integers respectively. 
The general operation of the lexical analysis phase is as follows. 
In the initialization, the reserved words are hashed into the symbol 
table, and the corresponding negative indices are stored to distinguish 
them from the program defined identifiers. The line number is initialized 
to zero. The main body of the analysis is the scan routine which 
iteratively reads a character, classifies the character by symbol 
group, assembles characters into a token, and writes the output code 
to the intermediate file. 
In many compilers, the symbol table is used to store the complete 
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names. Information which Is collected by the scanner and parser. 
This Information Includes the names string, type, value, and other 
attributes depending on the language. Then the symbol table Is kept 
during the entire compilation for providing the name Information 
which may be used in the semantic analysis, code generation, and error 
handling. Nevertheless, for the existing Pascal compiler, the lexical 
analysis Just collects two types of information and the symbol table 
is thrown away after scanning is done. Each entry in the symbol 
table consists of only three fields, respectively: spelling index, 
name string, and a pointer. The name string field contains the first 
ten characters of the identifier, and the pointer points to the address 
of the additional piece, if the identifier is longer than ten characters. 
There can be a maximum of ten additional pieces. The symbol table is 
an array of 750 entries. The ordinal value of each character of an 
identifier is used to compute the hash key (i.e., the hash key is 
the product of the ordinal values of an identifier's characters modulo 
the table size). Whenever two different Identifiers happen to have 
the same hash key, a cyclical search is taken until an empty entry in 
the table is found. When a new identifier is Inserted, its spelling 
index equals the current spelling index value incremented by one. 
The purpose of the symbol table is just to find a unique Integer 
number representing an identifier. Other characteristics of the 
identifier (e.g. type) must be explicitly determined by subsequent 
passes. 
It is important to note there is no precedence among the actions 
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Involved when the source program Is scanned, except for certain sequen­
tial functions, such as generating the line number and output of the 
Intermediate code. For other functions, such as reading characters, 
collecting tokens, and hashing Identifiers, It makes no essential 
difference which line In the source program Is being operated on, or 
In what order the lines are treated. Except that hashing Identifiers 
must be done with exclusive access to the symbol table, the order 
and location of an Identifier In the source program Is not relevant 
to the hashing function. Therefore, a source program can be scanned 
In parallel. If the sequential and exclusive functions can be removed 
from the scanning. 
Possible Ways to Remove Bottleneck 
The prediction of the speed-up effects described above gives 
us a measure of how much Improvement in the lexical analysis pass is 
required to remove it as the pipeline bottleneck. When we are examining 
ways to increase the speed of the lexical analysis, the factors such 
as availability of environment, complexity of method, and naturalness 
of application have to be taken into account. The naturalness of 
application, for example, means that the approach must be compatible 
with the rest of the functions of the existing compiler. This avoids 
the situation where a great portion of the compiler, or even the whole 
compiler, has to be modified or rewritten in order to fit the architecture 
of the new lexical analysis. 
To remove the lexical analysis bottleneck, there are three 
different ways which can be considered. They are based on the 
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improvement of: 
(1) the hardware technology, 
(2) the scanning algorithm, and 
(3) the scanning parallelism. 
Using the hardware technology to remove the bottleneck means that 
a special hardware architecture Is used to speed up the functions which 
are embedded in the lexical analysis. When dealing with scanning 
functions, a vector architecture appears to be the best approach (Lincoln, 
1970, Zosel, 1973, Donegan and Katzhe, 1975). The scanner has no 
scope or semantic problems to deal with. For the vector architecture, 
the lexical analysis techniques using successive transformations of 
the source program may be considered as a suitable method (Zosel, 1973, 
Donegan and Katzhe, 1975). However, a vector approach Is not available to 
us at the present time and the simulation of such a machine would be diffi­
cult. Therefore, further study of the hardware technology approach Is not 
pursued. 
The algorithm for the lexical analysis is straightforward. There 
Is not much that can be done on the algorithm to speed up the scanner. 
So, the approach based on the improvement of the scanning algorithm 
is omitted. 
The scanning parallelism is defined as the degree to which a program 
can be scanned In parallel by multiple processors. Improvements In the 
scanning parallelism means that the scanner speed-up is achieved through 
the use of a coordinated multi-processor system. Although such a multl-
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processor system Is not available. Its performance effects can be 
studied by expanding the simulator used In the previous chapter. 
Improvement of scanning parallelism 
Increasing the scanning parallelism can be achieved by either 
replicating the scanner in parallel or partitioning the scanner in 
series. Furthermore, a combination of both can be considered. 
Whichever of these three techniques is chosen, it must be able to 
resolve the problems of the sequential and exclusive functions in 
the lexical analysis. 
Partitioning the scanner in a series of two subpasses as shown 
in Figure 3.2(a), for example, is simple and relies on the overlapped 
execution of Pla and Plb to achieve a speed-up effect. The disadvantages 
are more numerous. First, the series approach does not take the 
advantage of parallel scanning of the source program. Second, almost 
all the characters in the source program have to be read twice, 
causing both Pla and Plb to be bounded by the rate of character input. 
We have done an experiment in which Pla eliminates all comments and 
blanks between statements and squeezes the blanks between words to 
a single blank. Then, Plb reads the condensed source and performs 
the scanning functions. As a result, Pla and Plb need, respectively, 
2002 and 2262(1/60) seconds to finish their job. With respect to 
Passl's execution time of 2696(1/60) seconds, this represents only a 
16.1 percent reduction. This is not a significant Improvement. 
Replicating the lexical analysis into two processes in parallel, 
as shown in Figure 3.2(b), allows the source program to be scanned in. 
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I 1 
PassZ 
PI 
1 I 
(b) Replication 
Passl 
POST 
SCAN PassZ 
PI 
PI 
PI 
(c) A combination of partition and replication 
Figure 3.2. Three techniques for improving scanning parallelism 
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at best, half the amount of time required by a single instance of 
the lexical analysis. Of course, the scanner can be replicated as 
many times as needed to increase the degree of the parallel scanning. 
Nevertheless, the replication technique has a major problem in that 
Pass2 is unable to correctly consume the outputs that are produced 
in a random order by the several Pis. To solve this problem, the 
Job of reordering the intermediate code can be included in Pass2 by 
changing its algorithm. By doing so, Pass2's execution time will 
increase by an amount of time which is needed to solve the problems 
of line number conflicts and ambiguous token representations, which 
means that in different replications the same identifier may be 
represented by different index values or different identifiers may 
be represented by the same index value. Overall, the algorithm 
complexity of Pass2 becomes significantly increased. Rather than 
include these reordering functions in Pass2, which runs counter to 
the principle of naturalness of application and possibly induces an 
undesirable bottleneck in Pas82, these functions can be incorporated 
in a separate pass as described next. 
A combination of the replication and partition, as shown in 
Figure 3.2(c), has the advantage the replication has, but is simpler 
than the replication in handling the reordering problems. It is more 
complicated but more efficient than the partition. In this approach, 
the Pis execute in parallel, and the post scan reads the outputs 
from each PI sequentially in turn. This eliminates the token 
sequencing problem at the expense of more intermediate buffer space. 
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The sequential function of line numbering Is left to the post scan. 
All of the Pis can simultaneously perform the scanning function on 
different segments of the source program. Now, there are two problems 
which remain: the partition of the source program and generation of 
unambiguous token representations. In dealing with the partitioning, 
we can partition the source program either In logical or physical 
blocks. Each PI starts at the statement which follows the first 
end-line mark In Its corresponding partition. Each PI Is allowed 
to scan to the next block until an end-line mark Is found. If there 
Is a statement crossing the block boundary. Details about the parti­
tioning policy will be discussed later In this chapter. The second 
problem, generation of unambiguous token representations, can be 
basically solved through two approaches. They are: merge with 
multi-symbol-table and unl-symbol-table with shared memory. 
The first approach, as shown In Figure 3.3, Is named merge with 
multl-symbol-table. Each PI has Its own symbol table (e.g. STa) 
and an additional process, MERGE, Is Inserted between the Pis and 
post scan. The merging process constructs a translation table to 
resolve the ambiguous token representations In the different Intermediate 
files output from the Pis. The merge process generates a unique 
Intermediate file for the Input of post scan. Because the construction 
of the translation table needs not only the token Index, but also 
the token string, the Individual symbol tables have to be passed to 
the merging process from each PI. The translation table Is actually 
another hash table used to generate the unique token representations. 
Source 
File 
fia 
STa 
POST 
SCAN MERGE fm fib 
fie 
PI 
PI 
STb 
STc 
Figure 3.3. Merge with multi-symbol-table 
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To pass the individual symbol table means that the Information of 
names generated by the Pis is made known to the merging process. One 
way to achieve this is to build a message channel between each PI and 
MERGE. Another way is to embed the information of names in the 
intermediate files. The first way increases the complexity of merging 
algorithm and some overhead due to message communication. The second 
way, information of names embedded in the intermediate files, will 
enlarge the size of intermediate code file and cause the merging tine 
to be increased. 
The second approach, shown in Figure 3.4, is the unl-symbol-table 
with shared memory. In this approach, all Pis share a common symbol 
table, and a synchronization mechanism is used to enforce mutually 
exclusive access to the table. The synchronization delays experienced 
by the Pis will be estimated by simulation. This method is conceptually 
clearer than the first method. As far as the complexity of method 
and the naturalness for application are concerned, this method Is 
better than the first one. 
To remove the bottleneck, therefore, the way based on the improvement 
of the scanning parallelism is chosen. A combination of replication 
and partition is chosen to achieve the improvement of scanning parallelism 
and the uni-symbol-table with shared memory is used to solve the problems 
arising from the replication. The steps taken to achieve the pipeline 
simulation are as follows: 
1. partition the source program, 
2. measure the Instrumented execution times. 
Figure 3.4. Unl-symbol-table with shared memory 
> V Source 
File 
fia 
POST 
SCAN filel fib 
Pass2 
flb 
Pi 
PI 
PI 
Shared 
Symbol 
Table 
Figure 3.4. Uni-symbol-table with shared memory 
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3. convert to the computed execution times, 
4. simulate the synchronization delays and generate a single 
time file, 
5. run post scan to generate its input and output time files, 
6. convert to the computed execution times, 
7. adjust the input and output time files of post scan, 
8. simulate the pipelined compiler. 
These steps are shown in Figure 3.5. Strategies for partitioning the 
source program are discussed later in this chapter. The remaining 
steps are described below. 
To measure the Instrumented execution times, Passl was modified 
to generate negative indices (-1 or -2) which are recorded in the 
time files. The negative index of -2 indicates the following two 
Integer numbers are the times of hashing an identifier, and the -1 
indicates the next integer number Is the time of hashing a reserved 
word. The reason that the identifiers and reserved words need 
different index values is that identifiers and reserved words are 
represented by two and one output token(s), respectively. Instead 
of tokens, the times are recorded into the time file in the same way. 
Therefore, the absolute values of -1 and -2 are used to pick the right 
time data for determining the synchronization delays. After these 
Instrumented execution time files are converted to the computed 
execution time files by MOOVHD, the negative indices are inserted 
in the time files for the simulation of the synchronization. Through 
this simulation a merged time file is created. This merged time file 
Instrumented 
Execution 
Time Files 
Computed 
Execution 
Time Files Pipelining 
Synchronization 
Simulator and Merged 
Merge NOOVHD Time File 
Adjusted 
Input 
Time File SMLTX 
Overhead 
Factor 
Overhead Factor 
of Accessing 
Symbol Table 
Adjusted 
Output 
Time File 
Instrumented 
Execution 
Time Files 
Computed 
Execution 
Time Files 
Intermediate POST 
File from Pis SCAN NOOVHD 
SMLTIO 
Overhead 
Factor 
' 
\o 
5. 6 .  7. 
Figure 3.5. The steps taken to achieve the pipeline simulation 
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describes the times of I/O actions of the source program being scanned 
in parallel. Furthermore, the delays due to the conflict of accessing 
to the symbol table are reflected in this time file. On the other 
side, using an intermediate code file generated by Passl without the 
line number as input, post scan generates the instrumented input and 
output time files which are then converted to the computed execution 
time files by NOOVHD. Using the simulating programs of SMLTX and 
SMLTIO, the adjusted input and output times for the post scan are 
produced. Then, the adjusted output time file is used together with 
the other ten time files to simulate the pipelined compilation time. 
The details of the synchronization and merging time files for the 
uni-symbol-table with shared memory will be described in the next 
section. 
Synchronization and merging time files 
First of all, the overhead factor of accessing the symbol table 
must be found, because the synchronization simulation uses symbol 
table conflicts (i.e., the negative indices) and the overhead factor 
to adjust the times. The way to find the overhead factor is to 
construct a source file consisting only of identifiers and reserved 
words. This file was obtained by deleting all non-identifier and 
-reserved words from Pass6.p of the compiler source as a sample which 
contains 1312 identifiers and reserved words. Passl has been modified 
into two versions. One version executes the hashing function and 
the other does not. Each of them was run five times to obtain the 
average execution time. The overhead (actually the average overhead) 
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Is the difference of the execution time between the execution times 
with hashing and without hashing divided by 1312. The overhead factor 
is 0.126372(1/60) seconds. In other words, any identifiers or reserved 
words causes an average time of 0.126372(1/60) seconds to access the 
symbol table. 
The simulator is divided into three major parts, selecting the 
next available time file, updating the time of the selected time file, 
and merging all of the updated time files into a single time file. 
When selecting the available time file, each time file is scanned 
until a time preceded by a negative index is encountered. The time 
file with the minimum sum of time plus file's delay is selected. 
If more than one time file has the same value of this sum, then 
the lowest numbered time file is considered as the one to be selected. 
The reason for such a selection policy is that post scan consumes 
from the lowest numbered intermediate file to the highest so that 
post scan can execute with less delay. 
The logic of updating the times of the selected time file is 
similar to the one used in the pipelining simulation. There is a clock 
which Indicates the current time, and the clock is advanced to the 
time of the next possible action. The difference is that, if the 
selected time plus delay is less than or equal to the current clock 
time, then both the clock and the selected time have to be adjusted 
to the sum of selected time, delay, and the overhead factor (0.126372). 
In pipelining simulation, the selected time is updated to the clock 
time only when the selected time plus delay is less than the clock 
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time; otherwise, the clock is advanced to the sum. This means that 
the concurrency is allowed in the pipeline, but it is not allowed 
during access to the shared symbol table. 
After all the time files are updated, the times in the second 
updated time file are adjusted to be equal to the last time of the 
first updated time file except for those which are greater than the 
last time. This means that by the time post scan finishes consuming 
the last token of the first intermediate file, there are already some 
amount of tokens produced by the second PI ready for the post scan. 
Similarly, taking the last time of the merged time file as the base, 
the third updated time file is adjusted and merged, and so on. 
The pseudo-code of the synchronization and merging time files 
is given in Appendix D. An example of three Pis is shown in Figure 3.6. 
For ease of reading, all times and overhead factors are assumed to 
be Integers. The clock time and the delays are initialized to 0. 
When checking the time flle-c, the next available action is at time 4. 
The mln-clk, minimum time, is set to 4. When checking the time flle-b, 
the first time datum is written to Its corresponding updated time file 
before the negative index (-2) is found. The sum of the time 4, 
following -2, plus the delay of flle-b is not greater than the mln-clk 
so that the time flle-b becomes the suitable file. When checking 
the time flle-a, after writing the two times of 5, the time 6 is found. 
This time of 6 is greater than the current mln-clk of 4. So, the 
time flle-b is selected through the first loop of checking. Then, 
the clock time is advanced to 4 beneath which a circled number indicates 
MjClock time = 0, 4, 5, 6, 7, 9, 10, 11, 12, 14, 15 
© © ® © ® ®  ©  ®  ®  @  
Time file-a Delay-a 
O - 5 5 -1 6 -2 7 7 8 8 -2 9 10 
(T) - 5 5 7 10 10 11 11 13 14 
The updated 
" 4 -2 4 4 -1 5 -2 5 6 
(b) - 4 4 4 6 8 9 
- - 2  4  4  - 1  1 0  - 1  1 0  - 2  1 2  1 2  
(T) 5 5 11 12 15 15 
The updated 
0 
1 
3 
4 
Time file-b Q ® © Delay-b 
0 
1 
3 
The updated 
Time file-c0 © ® ® Delay-c 
0 
1 
2 
3 
Merged time file 
O - 5 5 7 10 10 11 11 13 14 14 14 14 14 14 14 . 14 14 14 14 17 17, 
^ 1^— —4 b—^—c_%| 
* Overhead factor - 1 (1/60) second 
§ 
Figure 3.6. The example of synchronization and merging time files 
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which action caused the clock to be adjusted. These numbered actions 
also appear above the corresponding time in one of the time files. 
Through the second loop of checking, the time flle-c is selected 
and both its updated time file and the clock are adjusted to 5, which 
is the current clock time 4 plus overhead factor of 1. After all the 
time files have been updated, then they are merged Into a single 
time file. 
Post scan 
Post scan Is designed to handle line number generation and the 
output of the initial constants from Passl, so that Passl can be 
replicated Into several Pis for performing the parallel scanning. 
Post scan begins to consume the Intermediate code file produced by 
the first PI, then the one produced by the second PI and so on until 
the one produced by the last PI. The simulators with unbounded 
queue, SMLTX and SMLTIO, were used to adjust the I/O time of post scan. 
The unbounded queue simulators were used for two reasons. First, 
there Is a limitation on the number of open files which can be used 
by a UNIX process (15 files). Simulation of the bounded queue case 
would require more than 15 files because of the feedback effects 
caused by full queues. Second, our previous studies showed that there 
is no significant effect on performance due to queue size. 
The post scan simulator is illustrated in Figure 3.7. The inter­
mediate file, Ftoposcan, is obtained by executing Passl which has 
been modified to generate no line numbers and no initial constants. 
The Instrumented execution time and execution time are 1914 and 
12,766 bytes 
Ftoposcan 
PTIN 11,380 bytes PTINP 
PTOUTP 
PTOUT 
Pass2 
NOOVHD 
POST 
SCAN 
Overhead Factor 
= 0.079 (1/60) Sec. 
Figure 3.7. The post scan simulator 
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960(1/60) seconds, respectively. The total number of I/O tokens Is 
12,073. The overhead factor Is computed as 0.079(1/60) seconds. 
With this overhead factor the Instrumented time files, PTIN and PTODT, 
are converted to PTINP and PTOUTP, which will be adjusted by running 
the simulators of SMLTX and SHLTIO (refer to Figure 3.5). The program 
of post scan Is given In Appendix E. Post scan Is written in Pascal 
so that it is compatible with the pipelined compiler. Basically, 
post scan copies the integer tokens from the input file to the output 
file and generates the line number whenever a new line mark is found. 
Partitioning policy and the results 
In order to take advantage of parallel scanning by replicating 
Passl, the source program to be compiled has to be partitioned 
into several segments. We assume that the Job of partitioning is not 
Included in the compiler. The partitioning can be either equal sise 
partitioning or unequal size. Because source lines may cross the 
partition boundary, the size partition is an approximation. 
No matter what kind of partitioning policy is used, the %fhole 
pipeline performance does not gain any speed-up benefits from the 
scanning of the first segment of the source. The speed-up benefits 
are gained when the post scan begins to process the second segment, 
from which at least some amount of tokens generated by the second PI 
are ready immediately for the post scan. Therefore, the size of the 
first segment should be reasonably small in order to decrease this 
"triggering time." However, the difference of the size between 
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the smallest and largest should not be too great; otherwise, the speed-up 
benefits would be lost by scanning the largest segment. 
We will perform the simulations be replicating the lexical 
analysis into three and six processes. The source program is Pass6.p 
of the compiler itself. Both kinds of replications will be simulated 
based on the equal and unequal size of partitioning. The unequal size 
of partitioning will be done in three ways, according to the following 
equations: 
(1) S - X + 2X + 3X + ... + NX 
(2) S - X + X + 2X + 2^X + ... + 2(N-2)x 
(3) S - XI + (X2)i + (X2)2 + ... + (X2)^_i 
where S is the size of the source program, N is the number of Passl 
being replicated, X, XI, and X2 are the size in bytes. XI is assumed 
much less than X2. According to these three equations, the partitions 
are shown in Figure 3.8. The different size of partitioning may change 
the time distribution of I/O actions in different ways. Therefore, 
it's worthwhile to explore these different cases so that an appropriate 
method of partitioning can be found. 
The size of the source program. Passé.p, is 18,479 bytes 
(683 lines). Based on the given equations, Passô.p has been partitioned 
as shown in Tables 3.1 and 3.2. The results are given in Table 3.3. 
From the simulation results, the following conclusions may be 
drawn. First, the equal size partitioning has the least improvement 
on the pipelined compilation time. Second, the unequal size partitioning 
based on equation (1) seems to be the best. However, it should be 
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X 2X 3X 4X • • • 
(1) S - K + 2X + 3X + ... + NX 
X X 2X 2^X $ # # 
(2) S - X + X f 2X + 2^X + ... + 2 
XI (X2)^ CM 
CM X
 (X2)3 
(3) S - XI + (X2)^ + (X2)2 + ... + (X2)H_i 
Figure 3.8. Three unequal sizes of partitioning 
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Table 3.1. The sizes of Pass6.p partitioning into three segments 
Number 
of Bytes 
Number 
of Lines 
S 
•H O 
CO o 
I s  4J 
s 
(1) 
« 
§ 
% 
i 
(2 )  
(3) 
6166 
6153 
6160 
3081 
6198 
9200 
4613 
4609 
9257 
4013 
7240 
7226 
198 
260 
225 
93 
252 
338 
119 
225 
339 
110 
311 
262 
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Table 3.2. The sizes of Passé.p partitioning into six segments 
Number Number 
or Bytes of Lines 
3081 93 
1 3085 105 
E
q
u
a
l 
t
lt
io
n 
3056 
3066 
146 
113 
g 3094 
3097 
110 
116 
874 35 
1754 40 
(1) 2625 
3551 
4368 
5307 
71 
182 
163 
192 
g 571 24 
§ 
•H 610 17 
«H 
4J (2) 1116 
2316 
22 
56 
1  
4609 225 
9257 339 
496 22 
3591 89 
(3) 3599 
3567 
3620 
3606 
174 
136 
131 
131 
Table 3.3. The results of improvement at the lexical analysis when Pass6.p is compiled 
Output 
Completion Rate of Pipelined Percent 
Time of Speed-up Post Scan Compilation Improvement 
Number of Type of Post Scan Factor (tokens per Time in Compilation 
Replication Partitioning (1/60 Sec. ) of Passl 1/60 sec.) (1/60 sec.) Time 
Equal 1698.7574 1.6 3.7575 2545.0969 8.20 
(1) 1501.7502 1.8 4.2504 2275.6240 17.92 
Three (2) 1557.3608 1.7 4.0986 2500.1465 9.83 
(3) 1505.9244 1.8 4.2386 2385.1831 13.97 
Equal 1337.8486 2.0 4.7711 2295.5396 17.20 
(1) 1209.1273 2.2 5.2795 2138.6509 22.86 
Six (2) 1271.7166 2.1 5.0192 2138.5557 22.87 
(3) 1434.0540 1.9 4.4510 2376.8340 14.27 
The pipelined compilation time is 2772. 5542 (1/60) seconds before the improvement 
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noted that the nature of the source program has some effect on this 
result. For example, a large segment containing a high percentage 
of blanks and comments may need less lexical analysis time than a 
smaller sized segment which contains a high percentage of tokens and 
names which need more time for classifying and hashing. Third, it 
can be seen that six replications of Passl are required to obtain 
an approximate effect of a speed-up factor of 2 (refer to the last 
paragraph of the first section). It is somewhat surprising to have 
such a difference from the effect of the speed-up prediction. The 
reason for this difference will be discussed in the conclusion section. 
Comparing the output rates, which is the number of output tokens 
(6383) divided by ÂJPTOUTPs, with the original output rate of Passl 
(2.3676), the bottleneck can be removed by Implementing any of the 
improving methods we have used. Then the bottleneck is moved to 
Pass5, body analysis, which has an output rate of 3.1172. 
Conclusion 
Based on the research we have done in this chapter, we would 
conclude as follows. 
First, the goal of removing the bottleneck, lexical analysis, 
can be achieved by improving the scanning parallelism based on a 
combination of replication and partition. The actual number of 
processors used for replication is not necessarily equal to the number of 
Passl being replicated. Because the replicated Passl* will not have the 
same execution time, especially with the unequal size partitioning, 
the processors can be allocated dynamically. 
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Second, the conflict In accessing the symbol table does not 
significantly affect the performance of the parallel scanning. The 
speed-up benefits gained in the parallel scanning will be reduced 
when adjusting this time file with the input time file of post scan. 
This reduction results because the elapsed times between input actions 
of post scan will stretch the interval between the scanning actions 
that have been condensed by the parallel scanning. 
Third, the speed-up prediction made by dividing the time file 
values by a fixed amount can only be used as an improvement reference 
and does not reflect the actual degree of speed-up achieved by 
replication. The actual speed-up is less because the predicting 
method we used implied a hardware-level speed-up which cuts equally 
the execution time of each scanning action in Passl, both computation 
and I/O. But the replication of Passl plus post scan does not have 
this kind of effect because the I/O time of the post scan is not reduced. 
This also implies that the effect of a basic hardware Improvement is 
equivalent to substantial and complex software restructuring. 
Fourth, partitioning the source program has a significant Influence 
on the improvement. The concept and principle described in the second 
paragraph of the previous section is a valuable criterion for the 
partitioning policy. 
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CHAPTER IV. NON-LEXICAL ANALYSIS PHASE 
In the previous chapter, the techniques of improving the lexical 
analysis phase were investigated. A combination of replication and 
partition was found to be the most suitable method to remove the 
existing bottleneck, the lexical analysis phase. With the second 
smallest output rate the body analysis phase becomes the bottleneck, 
after Passl has been sufficiently Improved. The second pass, syntax 
analysis phase, will become the bottleneck if Passl and Pass5 both 
are improved. No matter how much the passes are improved, some pass 
will always be a bottleneck and its improvement, beyond some point, will 
cause yet another pass to become the bottleneck. For some passes, it 
may be difficult to envision how they can be dramatically improved 
because their basic function appears to be a strictly sequential 
process. Such passes are defined as the essential bottlenecks. 
Therefore, our research in this chapter is to study the non-lexical 
analysis phases, to investigate the possible methods for improving 
these phases, and to find the essential bottleneck(s). 
The non-lexical analysis phases include the syntax analysis 
phase, semantic analysis phase, and the code generation phase. In 
this compiler, the semantic analysis phase is partitioned into three 
phases which are scope analysis, declaration analysis, and body analysis. 
Each of these non-lexical analysis phases will be studied and discussed 
individually in the following sections. 
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Syntax Analysis Phase 
The syntax analysis phase determines the syntactical structure 
of a string of tokens which are output from the lexical analysis phase. 
This pass produces an intermediate code file for the next pass, scope 
analysis phases. 
Input and output 
The input to the syntax analysis phase is an intermediate code 
file which consists of a maximum number of 62 unique operators and 
their operands. The input operators, both the total number and repre­
sentations, are exactly the same as the output operators of the 
lexical analysis phase. These input operators are used as the key 
symbols for parsing operations. The output is an intermediate code 
file which consists of a maximum number of 104 unique operators and 
their operands. 
If a syntax construct has been parsed correctly, then the parser 
produces a postfix notation. For example, an if-statement of "if B 
then SI else S2" will be converted to "B falsejump LI SI jump L2 LI: 
S2 L2:" output in the intermediate code file. An example of the input 
and output of this pass in compiling the following source function is 
given in Figure 4.1. 
line-no 
226 function dlspl(arg: Integer): integer; 
227 begin 
228 if arg < 0 then dlspl :" arg 
226 
227 
228 
229 
230 
226 
227 
228 
229 
230 
function id dlspl ( id arg : id integer ) : id integer ; 
^ 8 241 13 8 242 ^  8 3 A3 M 1 3 W 
begin 
1 
if id arg It integer then id displ id arg 
2 8 242 33 U 0 53 8 241 52 8 241 
else id displ := id arg plus id fourwords ; 
54 8 241 52 8 242 26 8 215 « 
end ; 
49 42 
Figure 4.1a. Example of the input intermediate code file of parser 
func-id displ parm-id arg parm-type integer cparmlist func-type integer func-def 
12 241 n 242  ^ 3 34 1 15 3 13 
body 
36 
name arg fname value f integer It false jump LI name displ aname name arg 
83 242 77 59 91 0 60 44 14 83 241 38 83 242 
fname store jump-def L2 LI name displ aname name arg fname value name fourwords fname 
77 39 46 15 14 83 241 38 83 242 77 59 83 215 77 
plus store def-label L2 
M 39 ^ 15 
body-end 
37 
Figure 4.1b. Example of the output Intermediate code file of parser 
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229 else dlspl arg + fourwords; 
230 end; 
The numbers with underscores are the input and output operators. The 
rest are the spelling indices of identifiers, constants, and line 
numbers. The words above the numbers are the corresponding Interpre­
tations. As shown, some of the input operators are consumed by the 
parser, such as open, close, colon, etc. The original spelling indices 
and constants are output to the intermediate code file in which some 
new attributes, such as func-id, cparmlist, aname, etc., are produced. 
Basic operations 
This parser uses a recursive-descent parsing technique. A parser 
that uses a set of recursive procedures to recognize its input with 
no backtracking is called a recursive-descent parser (Aho and Ullman, 1978). 
This technique is a special case of top-down parsing. 
The parser uses a collection of mutually recursive routines 
to perform the syntax analysis. If the current input symbol is an 
operator, then a proper routine is invoked. The arguments following 
the operators are ignored and immediately output to the intermediate 
code file, because these arguments will only be used in the semantic 
analysis. Whenever an error occurs, the input is read until one of a 
selected set of key symbols is encountered. The key symbols are used 
to resume the parsing operations. 
During the parsing, no symbol table or stack is required and 
no scope rules are Involved. This decreases some constraints on 
parallel processing. Based on the I/O and basic operations described 
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above, the possible methods for improving the performance of the 
syntax analysis pass will be given in the following subsections. 
Improvement methods 
Parallel parsing strategies for grammar-based syntax analysis 
have been proposed by many authors. Among these strategies, the 
methods of operator precedence and shift-reduce parsing are the most 
frequently used (Fischer, 1975 and Schell, 1979). These two methods 
are bottom-up parsing techniques. The parsing technique used in our 
research is a top-down parsing of which a special case, the recursive-
descent parser, is implemented. The bottom-up parsing methods, 
specifically LR parsing, provides an excellent basis for extension to 
parallel parsing (Schell, 1979). But, for simplicity, we eliminate 
this approach because it completely changes the parsing algorithm 
to achieve the improvement. Instead, the techniques of replicating and/or 
partitioning the parser, and of constructing the macro-parallelism in 
the parser are investigated. The term macro-parallelism will be 
defined shortly. 
Because the routines used in the recursive-descent parser are 
invoked mutually, it is difficult to categorize the routines into 
independent subpasses. Therefore, attempting to obtain the parsing 
parallelism by partitioning the parser is avoided. 
By using the technique of replication, the input file must be 
partitioned. A statement is not allowed to be partitioned into 
different files to be parsed by multiple parsers. To locate the 
ending symbol of a statement in the input file becomes a problem. 
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Also, a partitloner must be inserted between the postscan and the 
replicating parsers. In the Pascal language, the semicolon is a 
statement separator, but not a statement terminator. Also, a statement 
may cross a line boundary. So, the symbols of the semicolon and 
end-line cannot be used as key symbols for partitioning the input 
intermediate code file. 
In order to achieve the parallel parsing by using replication 
without raising the problems mentioned above, it is possible for the 
partitioner to be outside the compiler. In this method, the source 
file is partitioned in logical blocks. By doing so, there is no need 
to insert another partitioner between the post scan and the replicated 
parsers. Such an approach may be used when a fast partitioner is 
available or the logical blocks are prestored in individual files. 
For example, a vector approach can be applied to achieve a fast 
partitioner. Alternatively, the procedures (or a set of related 
procedures) of a program may be naturally prestored in individual 
files through the application of standard software engineering practices, 
such as those encouraged by modern programming languages using modules 
(e.g. ADA). 
Passl is much slower than Pass2. So, the number of the replicated 
scanners can be larger than the number of the replicated parsers, 
if necessary. For example, assuming the numbers of scanners and 
parsers are 4 and 2 respectively, this method can be illustrated as 
shown in Figure 4.2. In this case, the post scans have to generate 
the block number whenever a line number generation is requested. 
Source 
File 
fia 
fpl 
flle2 
fie 
fp2 
PI 
PI 
PI 
P2 
MERGE 
POST 
SCAN 
POST 
SCAN 
Shared 
Symbol 
Table 
Figure 4.2. Example of replicating Passl and Pass2 
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The output becomes block and line numbers instead of just line numbers. 
The line number is used for reporting error messages, if any, when 
Pass? is executed. So, the additional output of the block number will 
not affect the compiler's algorithm, and its overhead will be very 
small. The MERGE process is optional. The MERGE will synchronize the 
outputs from P28 if P3 is not replicated into the same number as P2s. 
Otherwise, the MERGE can be omitted because the outputs from P2s will 
be directly consumed by the corresponding P3s. 
The term macro-parallelism is defined as the parallelism which 
exists between the descent operators in a parsing routine. The simple 
if-statement, for example, can be expressed as follows: 
if expression then statement else statement ; 
or if expression then statement; 
Each of them can be defined as an individual pattern. The ITE 
(If-Then-Else) pattern will be processed concurrently by three pattern-
processes and the IT (If-Then) pattern by two. The pattern-process is 
defined as the additional simple parsing routines which are designed 
for parsing a given pattern. These pattern-processes may be implemented 
by any combination of hardware and software. However, the pattern-
processes built in the hardware would achieve more significant 
improvement than that implemented purely in software. The improvement, 
whether hardware or software, is enhanced if the most frequently used 
statements are selected as the patterns. 
The basic implementation of the pattern-processes uses the input 
operators as the indices of a vector. Every vector cell is linked to 
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a list which is used to store the pattern symbols. Whenever the first 
key symbol is encountered, the pattern parsing starts. If the pattern 
parsing fails, then the ordinary parsing is resumed. This is the 
reason why the most frequently used statements are selected for the 
pattern parsing attack. Of course, this idea may raise some unexpected 
problems which are not revealed by this brief analysis. These potential 
problems are reserved for future research. 
Scope Analysis Phase 
The lexical analysis phase converts all unique identifiers into 
unique spelling indices. The same spelling index may represent an 
identifier which appears in different blocks and of different type. 
So, in this pass the Pascal scope rules are enforced to recognize 
the spelling indices which may be ambiguous. A segment of the input 
file as shown in Figure 4.1b, for example, contains the index 242 
for the parameter name "arg" which has been converted to the index 
103 in the output intermediate code file as shown in Figure 4.3. 
The data structures and basic operations of this pass will be described 
in the following subsections. 
Data structures 
The scope analysis mainly uses five tables to perform the Index 
recognition and conversion. The five tables are: the spelling-table, 
name-table, updates, operand stack, and display. The spelling-table 
is an array of records which consist of three fields. The first field 
is a pointer to name-table entry, and the second and third fields 
ni mode func-mode new-noun noun-index parm-type noun-lndex cparmlist func-def noun-index 
80 226 W 2 12 103 ^ 3 27 1 ^ 3 
noun-index 
102 
ni body 
M 227 29 
ni var noun-index noun-index value index noun-index It falsejump LI routine noun-index 
80 228 73 103 3 ^ 77 0 3 50 % 14 72 102 
result noun-index var noun-index noun-index 
32 3 73 103 3 
ni store jump-def L2 L1 routine noun-index resuit noun-index var noun-index noun-index 
80 229 33 38 15 14 72 102 n 3 73 103 3 ^ 
to 
o 
value index noun-index noun-index plus store def-label L2 
h l  2 1  ^  3  5 9 W 3 7  1 5  
ni bodyend 
80 230 30 
Figure 4.3. Example of the output intermediate code file of the scope analysis phase 
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are the level-index and name-access respectively. The updates consists 
of an array of records of two fields. The first field is the spelling-
index mapping to the spelling-table. The second field is the same 
structure as the spelling-entry. The name-table entries, which 
consist of a fixed part for noun-index and a variant part that may be 
a pointer, an index, or a value, are allocated dynamically during 
execution of this pass. The operand stack is an array of records 
with variants which may be a pointer, an index, or a value. The 
display is an array of records consisting of four fields. The first 
field is the base, and the rest of the fields are pointers to the 
name-table entry and name records which are linked to the name-table 
entry and another name record. The data structures and their relation­
ships are shown in Figure 4.4. The dotted lines indicate possible 
pointers. 
Basic operations 
The scope analysis phase is driven by 104 unique input operators. 
Whenever an operator is encountered, a corresponding analysis routine 
is called. When the called routine returns, the operands, if any, 
following the operator have been processed and the next symbol must 
be an operator again. This process is repeated iteratively until the 
end of the input file. If a range error occurs, then this pass is 
aborted. 
In the Pascal language, all the names must be declared before 
they are referenced in the body parts. Note that nested routines 
are not allowed in this Pascal version. In the input intermediate 
Operand-Stack 
Operand 
Record 
Name Record 
Spelling-
entry 
Name-table / 
^ntry 
^ noun-index 
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Name Record entry-kind 
Updates 
Name-table 
Entry Updates 
Record 
case kind: entry-kind of 
i index-const:( ... ); 
j real-const:( ... ); 
100 
Display 
Record Name Record Name Record 
spelling-index 
Name 
Record 
^ Name 
Record 
access 
level 
base 
spelling-
index 
spelling-
entry 
spelling-index 
4.4. The data structure implemented in the scope analysis phase 
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code file (refer to Figure 4.1b), these declarations of names are 
preceded by the Identifier operators, such as "constld," "parm_ld," 
"varld," "funcld,", and "procld." The names referenced are preceded 
by the operator "name." 
The scope (name) analysis phase Is performed according to these 
operators. All names are Introduced through the spelling-table. 
Whenever a new Identifier operator Is encountered, a name-table entry 
Is created for It. This created entry Is then linked to a spelling-
entry. The information is pushed on the operand stack and the updates 
routine is called to save the old spelling-entry, if any, by pushing 
the entry value on the update stack. The display keeps track of 
updates for each level and contains the information associated with 
the levels. After names are Introduced, the information associated 
with the declared names are stored in their corresponding name-table 
entries. If a name is referenced, the name will be recognized through 
the spelling-table. An error occurs if the name has not been 
introduced through the declaration prior to its first use. 
This pass enforces the scope rules to analyze the structural 
relationships between names. These structural relationships are 
again distributed in the output intermediate code file for the next 
pass. In addition, all constant declarations are consumed and dis­
tributed in the body parts where they are referenced. 
Improvement methods 
From the input intermediate code file, data structures, and 
basic operations described above, some important characteristics 
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are visible. First, the declaration parts have to be introduced 
before analyzing the body parts. Second, the structure relationships 
between names are reflected in the table links which are complicated. 
Third, a logical block cannot be broken because the integrity of its 
names must be preserved, unless the numbers of the block and level 
were distributed in the input intermediate code file. 
Because of these constraints, the simple and easy way, as shown 
in Figure 4.5a, to improve this pass is to partition this pass In 
series. That is, the first subpass performs the introducing of declara­
tion parts, and the second subpass performs the recognization in the 
body parts. This is similar to the method which has been tested in 
the previous chapter. However, the improvement effect would not be 
significant, because the computation for declaration and body analysis 
cannot be overlapped between these two subpasses. 
If a significant improvement is demanded, then a combination of 
replication and partition as shown in Figure 4.5b may be considered. 
As shown, the input files must be partitioned in logical blocks. 
As mentioned earlier, this scope analysis phase is to convert the 
spelling Indices, which may be ambiguous, into unambiguous unique name 
Indices. So, the tables with the shared memory must be incorporated 
in both subpasses. By doing so, the conflict in accessing the common 
tables will not significantly affect the performance of the scope 
analysis phase as shown by the experimented result in the previous 
chapter. The MERGE is optional and dependent on whether the next pass, 
Pass4, is replicated or not. 
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(b) A combination of replication and partition 
Figure 4.5. Partition and/or replication for the improvement 
of Pass3 
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In addition to the methods of replication and/or partition, a 
ring structure may also be considered as a parallel processing archi­
tecture for the scope analysis phase. An example of the ring archi­
tecture is shown in Figure 4.6. In this example, Pass3 may be decomposed 
into six function units which are indicated by P31 to P36. Each of 
these dedicated function processes has its own local memory which is 
indicated by M(i). The function units, which require access to the 
common tables, are allowed to access the shared memory. The data 
is routed in uni-direction manner until it is selected by any function 
processes. If this approach is chosen, then some complicated problems 
have to be solved, such as: the additional information required in 
the input intermediate code file, the algorithm modifications of both 
the previous and this passes, inter-processes communications, 
synchronizations, etc. 
A similar approach, which is based on the implementation of a 
compilation-oriented architecture, has been proposed in the KENSUR 
project which is currently being developed at I.R.I.S.A. (Andre, «tal.,1980). 
This approach includes three major ideas which are as follows: 
(1) the compiler is broken down into four subtasks which are 
lexical analysis, syntax analysis, semantic analysis, and code 
generation, 
(2) these subtasks execute in a pipeline architecture, and 
(3) the semantic analysis component is further decomposed into 
two groups of functions that form a ring architecture. 
These ideas have also been studied in our research except that the 
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Figure 4.6. Example of ring architecture for the improvement 
of Pa8s3 
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single semantic analysis phase In the KENSUR compiler Is partitioned 
into three phases in the seven-pass compiler pipeline. The KENSUR 
project is still under development and its overall system performance 
has not been accurately evaluated. However, according to Andre, the 
underlying architecture can significantly simplify the implementation 
of the compiler. Furthermore, the ring architecture can be used to 
improve the scope analysis phase because: 
(1) the scope analysis can be further decomposed into concurrently 
execution function units, 
(2) according to Andre's report the ring architecture is compatible 
with the pipeline architecture, and 
(3) if the KENSUR system ultimately results in a significant 
improvement, it can be used as a component in our pipelined 
compiler. 
Declaration Analysis Phase 
The scope analysis phase has consumed the constant declarations, 
analyzed the names according to the scope rules, and distributed the 
linked structures in the intermediate code file. This file is used 
as an input file for the declaration analysis phase. An example of this 
file is shown in Figure 4.3. The output intermediate code file is shown 
in Figure 4.7. By comparing these two files, it can be seen that the 
names attributes are output from this pass. For example, the "body" 
at line 227 of Figure 4.7 is followed by four attributes which are 
routine mode, displacement, parameter size, and variable size. The 
declarations are also consumed. For example, the function heading 
ni 
54 226 
ni body mod rdlsp parm-slze var-slze 
54 227 2 1 21 2 0 
ni var vmod vdlsp const-parm Int-klnd noun-Index dlsp value var sconst-mode constant 
54 228 1 2 6 0 3 2 24 W 11 0 11 
int-klnd noun-index dlsp It falsejump LI routine rmod rdlsp parm-slze var-slze resuit 
0  3  2 ^ 1 3  1 4 ^  1  2 1  2  0  5 4  
int-klnd noun-index dlsp var vmod vdlsp const-parm int-klnd noun-index dlsp 
0  3  2 « 1 2  6  0  3  2  
ni store jump-def L2 L1 routine rmod rdlsp parm-slze var-slze resuit int-klnd noun-index dlsp 
54 229 2 15 15 14 48 1 21 2 0 5 4 0 3 2 ^ 
K> 
VO 
var vmod vdlsp const-parm int-klnd noun-index dlsp value var sconst-mode constant 
« 1 2  6  0  3  2 2 4 ^  1 1  8  1 1  
plus store def-label L2 
34 7 16 15 
ni bodyend 
54 230 3 
Figure 4.7. Example of the output intermediate code file of the declaration analysis phase 
130 
at line 226 Is not reflected in the output file. The data structures 
and the operations of this pass are similar to the previous pass. They 
will be briefly described in the following subsections. 
Data structures 
Four tables are used in this phase. Their structures and links are 
simpler than the ones were used in the scope analysis phase. These 
tables are noun-table(name-table), symbol table, operand stack, and 
display. Both the noun-table and operand stack are arrays of pointers 
to the symbol-table entries. A symbol-table entry is allocated 
whenever a new name is encountered. The display is an array of records 
which consist of three fields. These table structures are shown in 
Figure 4.8. 
Basic operations 
The declaration analysis phase basically performs as follows: 
(1) analyze the type, variable,and routine declarations, 
(2) assign the virtual address (relative displacement) to the 
variables, parameters, and routines, and 
(3) distribute the required information in the body parts. 
After this pass is done, all the declarations are consumed and the 
output intermediate code file has all the Information required for 
the next phase. 
The analysis operations are driven by the 85 possible input 
operators. Whenever an operator is encountered, a corresponding 
routine is Invoked to perform the semantic analysis. When a new 
Noun-
table 
Symbol-table 
Entry 
entry = 
record 
case class : entry-class of 
value: ( 
"mode, displacement, and context of 
variable and parameter" ); 
routine; ( 
"mode, displacement, parm-size, and 
var-size of routine" ); 
template: ( 
"type information" ) 
V end; 
Operand 
itack 
Symbol-table] 
Entry 
Level-
index 
0 
1 
15 
Display 
Display 
Record 
last-node 
last -addrest 
last--inlt 
Figure 4.8. The data structure implemented in the declaration analysis phase 
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noun-Index is encountered, a symbol-table entry is created for it. 
Subsequent references to this noun-index are processed indirectly 
through the noun-table. In contrast to the previous pass, Instead of 
the symbol-table entry itself only the pointer to it is pushed onto the 
operand stack. 
Improvement methods 
Just like the scope analysis phase, the declaration of type, vari­
able, and routine must be introduced and analyzed before the analysis 
of the body parts. Also, data structures and operations are similar to 
the previous pass. Therefore, the improving methods suggested for the 
scope analysis phase can also be applied to the improvement of this 
phase. These methods were introduced and discussed in the previous 
section and are not repeated here. 
Body Analysis and Code Generation Phases 
The difficult part of the semantic analysis is the analysis of 
the structural relationships between names and distribution of these 
relationships in the body parts. These difficulties have been handled 
by the previous two passes. 
The body analysis phase mainly performs two operations: First, 
it checks the compatibility of operands with each other and of 
operands with their operators. Second, it generates addressing 
commands for the next pass, code generation. An example of the output 
code is shown in Figure 4.9. This phase's operations are driven by the 
ni 
38 226 
ni enter mode label parm-length var-length temp-length 
3# 227 35 1 21 2 0 0 
ni pushvar type mode displ pushconst value compare type falsjump label 
38 228 11 12 0 0 26 0 1 M 14 
pushaddr mode dlspl 
3 14 
ni pushvar type mode dlspl assign type jump label deflabel label pushaddr mode dlspl 
3& 229 1 112 9 1 30 15 29 14 3 1 4 
pushvar type mode dlspl pushconst value add type assign type deflabel label 
1 1 1 2  0  8 1 7 1 9 1 M 1 5  ^  
w 
w 
ni return mode 
38 230 36 1 
Figure 4.9. Example of the output Intermediate code file of the body analysis phase 
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60 unique Input operators. Each of these operators corresponds to a 
routine. 
The semantic Information has been distributed In the input code 
file where required (refer to Figure 4.7). Each statement can be 
processed independently. Also, no symbol tables are required and no 
scope rules are enforced in this pass. So, this pass can be easily 
speeded up by the combination of replication and partition. The 
Input file must be partitioned in logical blocks, because of checking 
the compatibility of operands and operators which are not allowed 
in the different files. Unlike the previous two passes, there is no 
conflict and overhead in accessing the symbol table, because no symbol 
table is required in this pass. Therefore, a combination of replication 
and partition technique can be implemented for a significant Improvement 
of the body analysis phase. 
The code generation phase has the highest output rate among 
the six compiler phases. Obviously, it is not necessary to have further 
improvement on this phase. Even if this is demanded, this phase can 
be significantly Improved, because this phase mainly performs simple 
processing operations. No scope and semantic rules are Involved. 
Conclusion 
Based on the simple analysis in this chapter, the following 
conclusions are justified. 
First, the method Implemented for improving Passl, a combination 
of replication and partition, can be applied to several passes of 
this multi-pass compiler. Specifically, this method is quite suitable 
135 
for the Improvement of PassZ, PassS, and Pass6. Only one condition, 
the Input file must be partitioned In logical blocks, has to be 
satisfied. Comparing to these passes, PassS and Pass4 are more compli­
cated and not easily Improved by using this method. 
Second, macro-parallelism In the parser may be considered as a 
method to achieve Improvement on Pass2. But, this Idea needs further 
research to verify Its validity. 
Third, the ring architecture can possibly improve Pass3 and 
PassA significantly. Basically, this architecture has been shown, 
by Andre, to be compatible with the pipeline architecture. We would 
consider the use of this architecture for further research. Of 
course, the compiler we have used might need to be substantially 
modified to adopt such an architecture. 
Fourth, according to the result of the analysis in Chapter II, 
PassS and Pass2 will be the next bottlenecks. As mentioned earlier, 
these two passes can be easily Improved by replication. After these 
two passes are sufficiently improved, a substantial amount of work 
appears to be required to improve Pass3 and PassA. Therefore, the 
essential bottleneck of this multi-pass compiler can be either Pass3 
or pass4. These passes are essential bottlenecks in the compilation 
process because of the Inherently sequential nature of the scope rules 
which conflict with the use of parallel processing techniques. 
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CHAPTER V. AN EXPERIMENT WITH LANGUAGE LEVEL 
In Chapter II, the performance characteristics of a multi-pass 
Pascal compiler were observed and analyzed in terms of its execution time 
and output rate. Such performance measures are determined by three 
factors: the compiler itself (i.e., the source language, the target 
language, the translation algorithms, and the function of each pass), 
the software structure (i.e., the possible replication and pipelining 
of each pass and their method of communication), and the hardware 
architecture (i.e., vector/array, pipeline, data-flow, or multi-
architecture machine). If the latter two factors are completely 
excluded, then the compiler can only be evaluated by studying the 
compiler design. A compiler design is usually so large and complicated 
that it may be difficult to evaluate in a reasonable amount of time. 
For a multi-pass compiler, each pass can be viewed as an independent 
process with its own input and output language. The output language 
is a final target language for a suitable abstract machine. Similarly, 
the input language may be considered as a programming language, albeit 
an unusual one. The translation between these two languages is a complete 
reflection of the individual pass' function. In this chapter we will 
explore a new method, relevant only to multi-pass compilers, for 
obtaining gross performance characteristics based only on analysis 
of the intermediate code files. 
To analyze the intermediate code files (languages) the discipline 
proposed by Halstead, called software science, which can be applied 
to both programming and nature languages, will be used (Halstead, 1980). 
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One of the key concepts In Halstead's software science is the concept 
of language level. This level is a measurement of how succinctly 
algorithms can be expressed In a given language. Intuitively, the 
higher the level the more power or abstract the language is considered 
to be. Different languages may be compared by determining their 
language level over the same collection of algorithms. For a multi-pass 
compiler each pass produces a representation of the same algorithm 
(program) in its own unique output language. Our analysis will center 
on a study of the language levels for each of the intermediate languages. 
This chapter will present a brief review of Halstead's method, state 
our definitions and counting rules, validate the generality of Halstead's 
method, and determine the correlation between the execution time and 
language level. Also, a discussion of how the language level measurements 
can be used to analyze the multi-pass compiler will be included. 
Background 
The philosophy of software science can be described by the 
following quotations from Halstead's paper (Halstead, 1980): 
"Any software must consist of an ordered string of operators 
and operands. When a program is translated from one language 
to another, as from FORTRAN to machine language for example, 
the actual operators and operands may indeed change, but 
both versions must still consist of combinations of opera­
tors and operands." 
"We can define an operand as a variable or a constant. An 
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operator is therefore an entity that can either alter the 
value of an operand or the order in which it is altered. 
From these simple definitions, it has been possible to 
obtain quantitative measures for many useful properties 
of program or prose, such as program length, volumn and 
level, potential volume, language level, clarity, imple­
mentation time, and error rates." 
Our goal in this chapter is to find the language level of each intermed­
iate code file and to correlate this level with each pass' execution 
time. So, the definitions, assumptions, and equations which are 
relevant to the language level will be described in the rest of this 
section. 
The role of the operators and operands in software science were 
described above. Three assumptions are made about the definition of 
an operator and operand: 
(1) The operators and operands are mutually exclusive, provided 
no metalinguistic usage occurs. 
(2) The variables or constants among operands are treated equally. 
(3) The operators are not treated according to their power or 
function. All operators contribute equally, if the program 
execution time is not considered. 
There are four basic measures used to characterize the program or 
language. Their symbols and meanings are as follows: 
N1 - the total number of occurrences of operators, 
N2 - the total number of occurrences of operands. 
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ni - the number of unique operators, 
n2 - the number of unique operands In a program. 
These measures are not dependent on the language, but only on a 
program being written in that language. 
The program length and vocabulary are defined as Nl-H)2 and 
nl+n2 respectively. The quantitative measure of a program volume can 
be defined as the fewest number of bits with which the program could 
be represented. The number of bits required to provide a unique 
pointer or designator for each entity (an operator or operand) in a 
program must be equivalent to loggCnl+nZ). Thus, the program volume, V, 
can be expressed as 
V - (Nl+N2)log2(nl+n2) (X) 
A program can be translated from one language to another. 
The program volumes of these two versions may be different. The version 
being expressed in a more powerful (higher level) language would have 
a smaller program volume than the version being expressed in a less 
powerful (low level) language. So, a program volume Inversely reflects 
the language level in which the program is written. 
If there existed a most powerful language, called the potential 
language, then any program written in this potential language would 
have a minimum volume. For such a powerful language it is assumed that: 
(1) The language contains any routines which might be required. 
(2) Any algorithm which is expressed in this language would require 
exactly two operators, the name of the required routine and 
a grouping operator. 
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(3) The number of operands required would depend on the algorithm 
itself, and would equal the number of conceptually unique 
Input and output operands that would require specification. 
Although such a potential language does not exist, the minimum potential 
volume of a program could be defined as an absolute value against which 
the volumes from other languages could be compared. The symbols of the 
four basic measures will have asterisks, if they are used for the 
potential language. 
The second assumption above implies that nl must be 2 and 
it it it ii 
N1 -W2 must be nl +n2 because no repetition of operators or operands 
is required in the potential language. So, the potential volume can be 
expressed by substituting these equalities into equation (1). That is, 
V* - (2+n2*)log2(2-Hi2*) (2) 
The potential volume is completely independent from the language and 
only associated with a given algorithm. This means that the potential 
volume varies in direct proportion to the program (implementation) 
level. But, the program volume varies inversely proportional to the 
program level. If the program level increases, then the program 
length decreases so that the program volume decreases. So, the program 
level, L, is defined as 
L - V*/V (3) 
which can also be expressed as 
V* - LV (4) 
If only the basic measures are considered, then program level 
can be expressed in an approximation as 
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L - (2/nl)(n2/N2) (5) 
This equation Is derived from an estimate of the true level which Is 
defined as follows: 
(1) With respect to unique operators (nl and nl), obviously L 
varies with the ratio of nl*/nl(" 2/nl). 
(2) With respect to the operands, the higher repetition of an 
operand name, the lower the level becomes. So, L also varies 
with the ratio of n2/N2. 
(3) For the Ideal case, V* - V, and an approximation of L must 
be such that a product of the two ratios equals 1. 
Through experimentation Halstead has found that L Is sufficiently close 
to the defined value of L. Therefore, L and 1 can. In practice, be 
used Interchangeably. 
With respect to the same program written In different languages, 
the product LV Is Independent from the language and remains constant. 
For different programs written In the same language, experimentation 
reveals that the product LV* tends to remain nearly constant over a 
wide range of program size. Halstead has, therefore, defined the language 
level, X, as 
X - LV* (6) 
which by substituting equation (3) can be expressed as 
X - (V*)2/V (7) 
Halstead has shown that the mean value of language level increases 
from assembly language through FORTRAN, ALGOL 58, PL/I to technical 
English prose and on to English outlines. The variance in these 
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mean values It not only large, but also Increases as the mean 
Increases. 
Previous work in software science has not explained the relationship 
between the language level and the execution time of the program. We 
will try to explore such a relationship, if any, and to see whether 
the language level of the intermediate code is related to the execution 
time of the pass producing that intermediate code. Some of the 
software science definitions and assumptions have to be classified and 
interpreted in the context of a multi-pass compiler. These will 
be presented in the next section. 
Definitions 
For the multi-pass compiler, an operator is defined to be an 
entity that alters the state or action of a pass. An operand is 
defined to be an entity that is consumed by some action or operation 
in a state which is initiated by an operator. Based on these two 
definitions, the operators and operands will be defined specifically 
for each pass. All the definitions required for our experiment will be 
given in the following subsections. 
The source program file 
This file, a Pascal source program, will be scanned by the lexical 
analysis phase (Passl) on a character-by-character basis. Because the 
logical operators and operands have not yet been identified in this 
source program, the following definitions and derived rules are given 
for Passl: 
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Definition The lexical operator is defined as a character that can 
be used to determine the beginning or/and ending of a 
token or scanning class. 
Definition The lexical operand is defined as a character that is a 
part of some token element and which does not alter the 
scanning action. 
We assume that operator and operand are not required to be mutually 
exclusive. 
According to these definitions the following rules are derived: 
Rule 1: If a character appears in different syntactical operators 
or in the same syntactical operator but different positions, 
then the character is classified as different lexical operators. 
For example, consider the three relational operators '<*, and *<>'. 
The second and third syntactical operators both consist of two 
characters and are counted as two different lexical operators. So, 
'<* is classified into three different lexical operators. As another 
example, the character is classified into five different lexical 
operators, because of Its use in one operator for each dot In 
the range notation ' • • ', and or 
Rule 2: Blanks are ignored except that those being used to separate 
numbers, identifiers, and reserved words, are counted as 
lexical operators. Those blanks appearing within a string 
are counted as operands. 
For example, in the declaration VAR ABC : INTEGER;, only each first 
blank is counted as an operator and the rest of the blanks are Ignored. 
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Rule 3: For the class of string, all the characters between the open 
and close string operators are considered operands. 
Rule 4: For the class of number, the first digit, unary operator 
(+ or -), and exponent 'e' are lexical operators. 
Rule 5: For the class of Identifier, only the first character Is 
counted as lexical operator. 
For this lexical analysis phase, the maximum number of unique operators 
may be 142, which equals the total number (- 128) of 7-blt ASCII code 
plus the number (- 14) of the characters used In the different 
syntactical operators. Actually, part of the 142 characters will 
never be employed as operators. The maximum number of unique 
operands may occur Is 128, the entire ASCII character set. 
The Intermediate code files 
Each Intermediate code file has a corresponding set of operators 
and operands. The operators are predefined In each pass and will be 
counted as operators whenever they are employed. The predefined 
operator sets of the six Intermediate code files are given In 
Appendices F through K. 
The number of operands In each Intermediate code file Is dependent 
on the nature of the source program. Whenever an action Is Initiated 
by an operator, the following, if any, tokens to be consumed are 
counted as operands. The operands are always preceded by the 
operators which are used to Indicate what class, type, or mode the 
operands are. In the first intermediate code file, for example, 
the identifiers may be preceded by operators of id, func, parm__ld. 
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etc. (see Figure 4.1). Therefore, the number of operators is always 
larger than the number of operators. Consequently, the values of the 
language levels being computed from our experimentations will be 
different from the level values which are typical In Halstead's results. 
Note that both the newllne and llne_number are deleted from operator 
and operand counts. 
Experiment Results 
In our experiment, the six Pascal source programs of the compiler 
Itself are used as the samples to be measured. Each of these source 
files will generate six intermediate code files. Including the source 
file there are seven different language levels. As an example of 
the experiment, the measures and computed values of source Pass6.p and 
its intermediate code will be described below. 
Among the 142 characters there are 59 of them employed as operators 
shown in Table 5.1. All integer digits are employed. This means that 
they are used as the first digit of some constants. Only 20 of the 
26 letters are used to begin some identifier. The 'nl' representing 
the operator of carriage control has the highest frequency, 683, which 
means that there is a total of 683 lines in Pass6.p. Recall, however, 
that the line numbers are not counted. The frequencies of the space 
and semicolon are very high because they are used to delimit the end 
of a token. From 50 to 59 are the syntactical operators. The total 
number of occurrences of operators, Nl, is 4521. 
There are 46 of the 128 characters occurring as unique operands 
as shown in Table 5.2. As can be seen the operators and operands 
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Table 5.1. The operators employed if the source Pass6.p is scanned 
Operator Frequency Operator Frequency 
1. nl 683 31. 'b' 78 
2. 1 f 442 32. 'c' 94 
3. 1 fi f 184 33. 'd' 47 
4. f 111 204 34. 'e' 128 
5. 162 35. 'f 54 
6. •)' 162 36. 'g' 30 
7. »*• 1 37. 'i' 93 
8. ' + •  3 38. y 4 
9. 1 1 > 267 39. •1' 17 
10. 3 40. 'm' 44 
11. 1 1 1 41. 'n' 63 
12. •0' 22 42. 'o' 127 
13. '1' 63 43. 'p' 179 
14. •2' 26 44. 'r ' 56 
15. '3* 22 45. 's* 33 
16. '4' 21 46. 't' 65 
17. •5* 10 47. 'u' 1 
18. '6' 9 48. 'v' 11 
19. 6 49. 'w' 26 
20. •8' 10 50. first of '..• 2 
21. •9' 7 51. second of '..' 2 
22. ». t 144 52. ':' of ' 38 
23. f. 1 ; 459 53. of ' 38 
24. f< 1 5 54. V O V 
25. 185 55. of *<"* 
26. •>  •  2 56. •> ' of 
27. 1 57. of •>-' 
28. • E '  7 58. '<• of '<> ' 
29. •r 7 59 
A
 
V
 
O 
A
 
30. •a' 166 
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Table 5.2. The operands counted If the source Pass6, p Is scanned 
Operand Frequency Operand Frequency 
1. 1 1 53 31. 'j* 8 
2. 138 32. 'k' 7 
3. 1 1 9 3 33. •1' 202 
4. t f 132 34. 'm* 48 
5. •0' 159 35. 'n' 583 
6. '1' 328 36. *o' 266 
7. '2' 297 37. 'p' 131 
8. '3' 57 38. ' q '  18 
9. '4' 57 39. 'r ' 667 
10. '5' 23 40. 's' 232 
11. '6' 30 41. •t' 419 
12. •7' 12 42. 'u' 199 
13. •8' 32 43. ' v '  33 
14. •9' 15 44. 'w'  83 
15. 7 45. ' x '  22 
16. t 48 46. •yl 57 
17. •b'  2 
18. ' K '  2 
19. ' L *  8 
20. 201 
21. 17 
22. ' a '  302 
23. •b' 42 
24. 'c' 110 
25. •d' 617 
26. 'e' 708 
27. ' f  281 
28. 'g' 336 
29. 'h' 88 
30. 'i' 284 
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are not disjoint sets. This Is because our definitions were based on 
the scanning actions, not on the character Itself. The total number of 
occurrences of operands, N2, Is 7364. 
Based on the four basic measures, the language level, X, of the 
source file Is computed as 0.0036. It can be understood that a language 
where each character Is a possible operator or operand with little 
semantic content must have a very low language level. In a sense, this 
Implies that such a language In characters Is difficult to recognise. 
The first Intermediate code file, fllel, employs 47 unique 
operators as shown In Table 5.3. The Id operator has the highest 
frequency of 1001 which means that a total number of 1001 Identifiers 
have been declared and referenced. Similar counts are made for the 
operators denoting string. Integer, char, etc. These operators are 
not counted In Halstead's method for ordinary programs and natural 
languages. N1 equals 3166. 
The total number of unique operands Is 312. Because most of the 
operands are Indices for Identifiers, It will not make much sense to 
have a list of them. However, the total number of occurrences of 
operands, N2, is 1851. 
From these basic measures, the language level of fllel Is computed 
as 2.1908. Compared with the source file, the language level has 
dramatically Increased. This implies that the characters have been 
collected and assembled by the scanner into tokens which arc much more 
succinct (abstract). 
For the remaining intermediate code files, file2 to fila6, the 
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Table 5.3. The operators employed and their frequencies In fllel which 
is generated from the source Pass6.p 
eom-1 begln-69 lf-31 caae-14 
repeat-1 for-2 ld-1001 strlng-97 
lnteger-196 char-5 open-162 sub-? 
array-2 arrow-1 perlod-1 star-1 
div-5 and-2 plus-4 mlnuB-3 
eq-185 ne-1 le-1 ge-1 
lt-5 gt-2 const-2 type-1 
var-5 procedure-23 functlon-5 program-1 
semlcolon-459 close"162 up to-2 of-16 
comma-267 bus-? colon-144 end-83 
become"38 then-31 else-17 do-2 
untll-l to"2 lconst-98 
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basic measures and computed values are listed in Table 5.4. Prom this 
table, we can see that the language levels from fileZ to fileA decreases. 
This means that the parsing, scope analysis, and declaration analysis 
phases have included redundant information in their output intermediate 
code files. Consequently, the increase of language volume causes the 
program level to decrease. After the body analysis phase, many of 
the attributes present in file4 are discarded. So, the language level 
of fileS is brought up to a value of 3.27. The code generation phase 
should typically bring the language level down again. In our result, 
the language level of file6 goes up because the target machine is a 
stack machine. The code output to file6 contains operators which are 
not followed by any operands (zero-address instruction) because the 
operands are implied (i.e., on the stack). In such a case, the 
repetition of operand names decreases. In other words, the ratio of 
nl/N2 is high and causes the program level, L, to become the highest 
one (- 0.0119). Therefore, the language level of file6 is brought up. 
In order to use the mean values to find the correlation between 
the language level and execution time, five other source programs have 
been measured. These measures and computed values are listed in 
Appendices L through P. The mean values of language levels from source 
to flle6 are, respectively: 0.0026, 3.5, 1.1, 0.3, 0.2, 1.4, and 2.4. 
By compiling the source programs of Passl.p, Pass6.p, and Pass7.p, 
the mean values of the execution times from Passl to Passé are, 
respectively: 44.4, 25.4, 24.0, 22.4, 29.4, and 21.2 seconds. These 
values are plotted in Figure 5.1. From this figure, it can be seen 
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Table 5.4. The measures and computed values of Pass6.p and its 
intermediate code files 
files ni 12 NI N2 total size 
source 59 46 4521 7364 11885 
filel 47 312 3166 1851 5017 
file2 65 312 3499 2239 5738 
file3 52 336 2206 3414 5620 
file4 38 351 1996 7734 9730 
files 25 351 1324 3002 4326 
files 32 363 1042 1908 2950 
files V L V* X 
source 79798.8068 0. 0002 16.8973 0.0036 
filel 42583.4928 0. 0072 305.4370 2.1908 
file2 49108.2173 0. 0043 210.5578 0.9028 
files 48331.5095 0. 0038 182.9502 0.6925 
file4 83713.2831 0. 0024 199.9603 0.4776 
file5 37007.1996 0. 0094 347.8677 3.2700 
fileô 25445.8407 0. 0119 302.5695 3.5978 
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3.. 
! . .  
1 - -
P6 P4 PI P5 P2 P3 
source F1 F2 F3 F4 F5 F6 
E: Execution time in seconds (represented by the dotted line) 
^: The language level (represented by the solid line) 
Figure 5.1. The execution times and language levels 
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that the language levels truly reflect the execution times of the passes 
of multi-pass compiler except for Pass6. The reason behind the anomalous 
behavior of Passé was described in the previous paragraph. Because 
of the high correlation between language level and execution time, 
Passl is found to be the bottleneck by either the measures of X or E. 
F5 and F2 are the next highest X's, so are the E's of P5 and P2. And, 
as described in earlier chapters, PS will become the bottleneck if PI 
has been improved enough. 
Now, if we compute the language level difference, AX, and compare 
It with E, then the curves of E and à\ are still in a similar shape. 
They are given in Figure 5.2. The language level differences are the 
differences between the levels of two adjacent files. The values are 
3.5, 2.5, 0.8, 0.1, 1.2, and 1.0. From Figure 5.2, we also can find 
Passl to be the bottleneck by the curve of AX. 
The strong relationship between language level (X or AX) and 
pass execution time (E) is intuitively defensible. The source program 
presented to the compiler consists of a series of characters forming 
a language of very low level. The lexical analysis phase must exert 
considerable effort (execution time) to translate the character-oriented 
language into a token-oriented language which has a higher language 
level. Then, through the rest of the passes, the token-oriented 
language is finally translated into an executable machine language 
which has a very low language level. Intuitively, the difference in 
language level between the input and output languages is a measure 
of how much work the pass must perform to achieve the raising (or 
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E; Execution time in seconds (represented by the dotted line) 
AX ; Language level difference (represented by the solid line) 
Figure 5.2. The execution times and language level difference 
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lowering) of level. This Intuitive concept is reflected in the gross 
similarity in the shapes of the curves shown in Figures 5.1 and 5.2. 
The visual relationship between language level and execution time 
shown in Figure 5.1 and 5.2, is verified by the linear correlation 
coefficient. The necessary values for computing the regression line of 
Y (representing execution time) on X (representing either language 
level or language level difference) and the linear correlation coefficient 
between Y and X are listed in Table 5.5. Using the values of Table 5.5a 
and the number of variable pairs which is 6 (six passes), the regression 
line of E on X is found to be Y - 20.6 + 4.8X. Yest represents the 
value of Y for given values of X as estimated from the regression line 
equation. Then, the linear correlation coefficient between E and X is 
computed as 0.7079. They are shown in Figure 5.3. Using the values 
of Table 5.5b and constant 6, the regression line of E on AX is found to 
be Y - 19.3 + 5.6X. The linear correlation coefficient is computed as 
0.8113. They are shown in Figure 5.4. 
In Figures 5.3 and 5.4, when X and AX are zero, the execution times 
should also be zero. However, the regression lines start at the 
execution time 20 seconds. The reason is that the average input/output 
time is required even if the input and output languages are identical. 
This is verified by the measurement which shows that the mean value of the 
total input time if 19.0078 seconds. 
A statistical measure, the coefficient of determination, can be 
used to tell how much the language level affects the performance 
measures. The coefficient of determination, which is equal to the ratio 
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Table 5.5a. The values for computing the regression line of Y(E) on 
X(X) and the linear correlation coefficient between Y and X 
X 3.5 1.1 0.3 0.2 1.4 2.4 
Y 44.4 25.4 24.0 22.4 29.4 21.2 
X^ 12.3 1.2 0.1 0.0 2.0 5.8 
XY 155.4 27.9 7.2 4.5 41.2 50.9 
Yest 37.40 25.88 22.04 21.56 27.32 32.12 
CM 
275.56 5.76 14.44 29.16 2.56 43.56 
(Yest-Y)^ 92.16 3.69 33.18 38.94 0.23 18.66 
Table 5.5b. The values for computing the regression line of Y(E) on X(AX) 
and the linear correlation coefficient between Y and X 
X 3.5 2.5 0.8 0.1 1.2 1.0 
Y 44.4 25.4 24.0 22.4 29.4 21.2 
X^ 12.3 6.3 0.6 0.0 1.4 1.0 
XY 155.4 63.5 19.2 2.2 35.3 21.2 
Yest 38.90 33.30 23.78 19.86 26.02 24.90 
(Y-Y)2 275.56 5.76 14.44 29.16 2.56 43.56 
(Yest-Y)2 123.21 30.25 16.16 63.04 3.17 8.41 
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Y(E) 
40 
20.6 + 4.8X 
0.7079 
X(X) 
4 2 3 1 
t 95% confidence interval in regression 
ZZ'.Z'.Z.'.— } 90% confidence interval in regression 
Figure 5.3. The scatter diagram of the six pairs of values(X,Y) 
of two variables of the execution time and language 
level and the regression line of Y on X 
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Figure 5.4. The scatter diagram of the six pairs of values(X,Y) of 
two variables of the execution time and language level 
difference and the regression line of Y on X 
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of the explained variation to the total variation. Is simply the square 
of the coefficient of correlation. The coefficient of determination 
of the language level (X) Is 0.5036. In other words, 50 percent 
of the changes In the performance measures Is due to the language level. 
The coefficient of determination of the language level difference (AX) 
Is 0.6583. This implies that 66 percent of the performance measures can 
be determined by the language level difference. Therefore, gross 
performance characteristics of a multi-pass compiler can be obtained 
by computing the language levels based only on analysis of the inter­
mediate code files. 
The given statistical results have shown that there exists a 
strong correlation between the execution time and language level. 
Based on the experiment results and statistic verifications given above, 
it is shown that Halstead's discipline can be applied to analyze the 
Intermediate languages of a multi-pass compiler. Although some of the 
software science assumptions and definitions are modified in the 
context of a multi-pass compiler, the experiment results can still be 
used to correctly Interpret the performance characteristics of the 
multi-pass Pascal compiler that were analyzed in the previous chapters. 
Therefore, the generality of Halstead's method is validated to a larger 
extent. On the other hand, the new method, for obtaining gross 
performance characteristics of the multi-pass compilers, can also be 
used as a performance analysis tool. 
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Conclusion 
The software science language level can be computed for the 
Intermediate code files In a multi-pass compiler, if the intermediate 
code can be viewed as different levels of languages for the same 
algorithm (i.e., the program being compiled). However, there are some 
differences in the definitions, assumptions, and results between our 
research and Halstead's original work. First, we defined the operator 
and operand based on each pass' function. The operator and operand 
are not necessarily mutually exclusive. Second, in the intermediate 
code files, some operators may be followed by a number of operands. 
It seems that the operators can be treated as having different power 
or functions. That may be the reason that our measurement language 
level can be related to the execution time. Third, according to 
Halstead's observation, with respect to the same program written in 
different languages, the product LV (i.e., potential volume) is 
independent from languages and remains constant. In our experiment 
results, this is not true. Although the same source program is 
expressed in different intermediate languages (code), the potential 
volumes do not remain constant (see Appendices L through P). 
It has been found that the language level can be used to reflect 
the general characteristics of the execution time of the multi-pass 
compiler. Therefore, we are convinced that the language level method 
is a new approach which can be used to evaluate a multi-pass compiler 
design. 
The generality of Halstead's method is validated to some extent 
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through our experiment and statistic verification. 
However, the language level method cannot be used to evaluate a 
pipelined multi-pass compiler. This limitation arises because the 
actions of processes in the pipelined architecture are affected (or 
bounded) by each other. Replications and the simultaneity of pipelining 
are not features which have visible counterparts in the intermediate 
languages themselves. 
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CHAPTER VI. CONCLUSION AND FUTURE WORK 
Conclusion 
Software development Is one of the most expensive aspects of 
modern computer system design. Except for the operating system itself, 
compilers are an important part, and among the most frequently used 
pieces of system software. So, it is worthwhile to consider a parallel 
environment for the improvement of an existing compiler's performance. 
The research in this thesis to study such an environment is summarized 
below. 
First, among the three possible improvement techniques, which 
are the vector, data-flow, and pipeline, the pipeline technique was 
selected to achieve the speed-up of compilation. Of these three 
methods, the pipeline architecture alone satisfies the following 
conditions: capable of taking advantage of the current software 
technology, capable of utilizing new hardware technology, and effectively 
utilizing a multi-architecture with specialized units for each action 
of the compiler. 
Second, the timing data for the simulation were generated through 
an instrumented version of the compiler which executes on a uniprocessor 
system. Using the timing overhead factor for the execution time 
conversion causes some loss of accuracy of the execution time. But, 
this degree of error is so small that it is tolerable in the simulation 
experiments. 
Third, the simulation experiments were performed in two cases: 
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bounded and unbounded queue. It has been shown that the queue size 
does not affect the pipelined compiler's performance as long as a 
reasonable queue size (>- 64 tokens) Is set. Thin Implies that the 
compilation functions are almost In balance for this multi-pass 
compiler. In such a case, the pipeline approach Is a suitable parallel 
environment for the performance Improvement of the multi-pass 
compiler. This compiler can be speeded up by a factor of 3.76 through 
the pipeline architecture. The maximum queue size Is not dominated 
by the size of the compiled program. 
Fourth, the Initial bottleneck was located at the lexical analysis 
phase which has the lowest output rate. The bottleneck was removed 
by Increasing the scanning parallelism through a combination of 
replication and partition. The uni-symbol-table with shared memory 
is used to avoid the ambiguous token representations. The overhead 
due to the conflict in accessing the common table does not significantly 
affect the performance of parallel scanning. With this Improvement 
to the lexical analysis phase the pipelined compilation time Is a 
factor of 4.86 times faster than the existing compiler which executes 
in the uniprocessor system, if the scanner is replicated into six 
concurrent processes. This result is somewhat different from the 
speed-up prediction which assumes a basic hardware improvement. This 
implies that the effect of a basic hardware improvement is equivalent 
to substantial and complex software restructuring. 
Fifth, the partitioning policy of the input file has a significant 
Influence on the improvement of the lexical analysis phase. To gain a 
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better Improvement, the first partitioned segment must be reasonably 
small, and the size difference between the maximum and minimum segment 
must not be too large. 
Sixth, the technique of replication can also be applied to the 
non-lexical analysis phases for improvement. However, the scope and 
declaration analysis phases are more complicated and not easily 
improved by using this technique, because the scope rules are involved. 
Instead, a ring structure can be considered for the improvement of 
these two phases, because a ring architecture can significantly simplify 
the implementation of the compiler and is compatible with the pipeline 
architecture (Andre, et al., 1980). The macro-parallelism in the parser may 
also be considered as a method to achieve a higher parsing speed. 
Seventh, in order to achieve as closely as possible the effect 
of an ideal linear pipeline, a heterogeneous pipeline architecture 
was considered in this research. Although such an environment was not 
available for experimentation, it appears that a heterogeneous pipelined 
compiler can significantly Improve the performance of a multi-pass 
compiler. 
Eighth, this work includes some parts of Lipkie's (1979) further 
research, such as a pipeline architecture applied to a compiler differing 
from his in the number of passes, techniques Implemented in the compiler, 
compiled and compiling language, and environment. However, both 
research efforts agree that the pipeline architecture is a suitable 
parallel environment for a multi-pass compiler. 
Ninth, the software science language level was used to obtain 
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gross performance characteristics of a multi-pass compiler based only 
on analysis of the Intermediate languages. It Is found that there 
exists a strong correlation between the stand-alone execution time 
and language level and that at least 50 percent of the performance 
measures can be determined by the language level. But, this method 
cannot be used to evaluate the performance characteristics of the 
pipelined compiler. 
Future Work 
This thesis has answered several questions and left some issues, 
which have been treated only briefly, for further research. These 
Issues are as follows. 
First, only the Improvement of the initial bottleneck, the lexical 
analysis phase, has been presented by simulation. The body analysis 
phase, next to be the bottleneck, can be easily Improved by replication 
technique. This Improvement and its effect on the other phases should 
be examined through further simulations. 
Second, the macro-parallelism In the parser seems to be a good 
approach for the Improvement of the parser. This method needs 
further research for validation. How efficient can the pattern parsing 
be? What are the unexpected problems going to be? 
Third, the scope and declaration analysis phases are the essential 
bottleneck. How can those complicated problems be solved, if a ring 
structure is used in these two phases? In addition, is there any 
other simple and efficient approach to handle the scope rules? 
Fourth, in addition to the concept of language level, other 
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concepts in Halstead's software science will be studied. Are there 
any Halstead concepts which can be related to the pipeline action? 
Fifth, if a multi-processor system is available, the pipelined 
compiler, which we have considered, could be implemented, and the 
differences between the performance measurements and the simulated 
results could be studied. How much work does it need to set up the 
pipeline for compilation? What relationship exists between the speed-up 
factor of the bottleneck and Improvement of the pipelined compilation 
time? Also, a comparison of the heterogeneous and homogeneous pipelined 
compiler could be made. 
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APPENDIX A. ALGORITHM FOR ADJUSTING THE INPUT TIME FILE 
Program AMLTX; 
(* From AJTOUT(l) and TOUT(i+l) to compute AJTIN(1+1 *) 
{ Declarations }; 
Begin 
open flies AJTOUT(l) and TIN(1+1); 
create file AJTIN(1+1); 
read the opened files; 
While NOT E0F(AJT0UT(1)) Do 
Begin 
For each clock Do 
Begin 
DELY TIN(1+1) - TINP; (* TINP; the prev. time *) 
U (AJTOUT(l) < TIN(1+1)) Then 
AJTIN(1+1) AJTINP + DELY (* AJTINP: prev. adjusted time *) 
Else 
If (AJTOUT(l) >- (AJTINP + DELY)) Then 
AJTIN(1+1) AJTOUT(l) 
Else 
AJTIN(1+1) AJTINP + DELY: 
update TINP and AJTINP 
End; 
write to the file AJTIN(i+l); 
read the files AJTOUT(l) and TIN(i+l) 
End; 
close all files 
End. 
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APPENDIX B. ALGORITHM FOR ADJUSTING THE OUTPUT TIME FILE 
Program SMLTIO; 
(* From AJTIN(l), TIN(i), and TOUT(i) to computer AJTOUT(l) *) 
{ Declarations }; 
Begin 
open files AJTIN(l), TIN(l), and TOUT(l); 
create file AJTOUT(l); 
read the opened files; 
While NOT EOF (TOUT (D) Do 
Begin 
For every other clock of TOUT(l) Do 
Begin 
read TIN(l) and AJTIN(l) If needed; 
If NOT EOF (TIN (D) Then 
Begin 
ELPS TOUT(l) - TIN(l); 
AJTOUT(i) AJTIN(l) + ELPS 
End 
Else 
Begin 
ELPS TOUT(l) - TOUTP; (* TOUTP: the prev. time *) 
AJTOUT(l) AJTOUTP + ELPS (* AJTOUTP; prev. adjusted time *) 
End; 
update the TOUTP and AJTOUTP 
End; 
write to the file AJTOUT(l); 
read file TOUT(l) 
close all files 
End. 
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APPENDIX C. ALGORITHM OF PIPELINING SIMULATOR WITH BOUNDED QUEUE 
Program PIPELINE; 
Declarations ; 
Begin 
open eleven files; 
input speed-up factors; 
{ Initialization }; 
While NOT( alldone OR deadlock ) Do 
Begin 
get the time ptr. from each time file; 
set the min-clk to a large value; 
set avail-file to nobody; 
For n :• 10 downto 0 Do (* Check and select the available file *) 
Begin 
If ptr(n) < 0 AND NOT donef(n) Then (* set last-clock *) 
Begin 
donef(n) true; 
set alldone to be true if every donef is true; 
last-clk(n) ;• time 
End 
Else (* select the available file and compare its clock to time *) 
If (odd number file AND NOT donef(n)) Then 
Begin (* check the files numbered 1,3,5,7,9 *) 
q (n-l)/2; 
i n + 1; 
If (ninq(q) > 0 AND (ninps(q) <—buf(i,ptr(i)+l) OR 
donef(i))) Then 
If (buf(n,ptr(n))+delay(n) <• min-clk OR nobody) Then 
Begin 
min-clk buf(n,ptr(n)) + delay(n); 
avail-file n 
End 
End 
Else (* check the files numbered 0,2,4,6,8,10 *) 
If (even number file AND NOT donef(n)) Then 
Begin 
If the last file Then notfull true 
Else 
If (ninq(n/2) < q-size) Then notfull :• true 
Else notfull false; 
q (n-2)/2; 
If the first file Then notempty true 
Else 
If (ninps(q) • -buf(n,ptr(n)+l) Then notempty true 
Else notempty false; 
If (notempty AND notfull) Then 
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If (buf (n,ptr(n)+delay(n) <• mln-clk OR nobody) Then 
Begin 
mln-clk buf(n,ptr(n)) + delay(n); 
avail-file n 
End 
End 
End; (* end of checking available file *) 
(* adjust the time and update conditions of file *) 
If NOT donef(avail-file) AND (avail-file <> 11) Then 
Begin 
1 avail-file; 
temp buf(l,ptr(l)) + delay(i); 
d temp - time; 
If d < 0 Then delay(1) :• delay(1) - d 
Else 
If d > 0 Then time ;• temp; 
If odd number file Then (* update conditions of files 1,3,5,7,9 *) 
Begin 
q (i-l)/2; 
ninq(q) ninq(q) - 1; 
ninps(q) ninp8(q) + 1 
End 
Else (* update conditions of files 2,4,6,8,10 *) 
q (l-2)/2; 
If not the first file Then 
Begin 
If not the last file Then 
Begin 
nlnq(l/2) nlnq(i/2) + 1; 
update max. number of tokens in queue(i/2) 
End; 
update max. value of negative index; 
nlnps(q) 0 
End 
Else (* update conditions of file 0 *) 
Begin 
ninq(O) nlnq(O) + 1; 
update max. number of tokens in queue(0) 
End 
End 
End (* end of adjusting time and updating conditions of file *) 
End; 
output results and close all files 
Esi. 
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APPENDIX D. ALGORITHM OF THE SYNCHRONIZATION AND MERGING TIME FILES 
Program SHAREST; 
{ Declaration }; 
Begin 
open N and create N files 
Input cfllct; (* the overhead factor of accessing symbol table *) 
{ Initialization }; 
While NOT(alldone OR deadlock) Do 
Begin 
get the time ptr. from the time files; 
set the mln-clk to a large value; 
set the avail-file to nobody; 
For n N-1 downto 0 Do (* check and select the avail-file *) 
Begin 
While(file(n.ptr(n)) >- 0 OR (file(n,ptr(n)) < 0 AND ptr(N) < 0)) 
AND NOT donef(n) Do 
Begin 
If(ptr(n) < 0 AND NOT donef(n)) Then 
Begin 
donef(n) true; 
set alldone to be true if each donef is true; 
last-clk time; 
write buffer(n) to update-file(n) if buffer(n) is not full 
End; 
If(NOT donef(n) AND (file(n,ptr(n)) >- 0) Then 
if buffer(n) is full, write buffer(n) to update-file(n) 
and reset the buffer ptr.; 
copy the file(n,ptr(n))+delay(n) to buffer(n); 
get ptr(n); 
advance the buffer(n)'s ptr. 
End 
End; 
If(file(n.ptr(n)) < 0 AND NOT donef(n)) Then 
Begin 
set neg(n) to the absolute value of negative index; 
^(flie(n,ptr(n))+delay(n) <- min-clk OR nobody) Then 
Begin 
min-clk file(n,ptr(n))4delay(n); 
avail-file :• n 
End 
End 
End; (* end of check and select the avail-file *) 
If(NOT donef(avail-file) AND avail-file <> N) Then 
Begin (* adjust the clock time and update the time file *) 
i ;• avail-file; 
For n 1 to neg(i) Do 
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Begin 
j ptr(l); 
temp flle(l,j)-hlelay(l) ; 
d :> temp - time; 
If(d <- 0 AND n • 1) Then 
Begin 
delay(1) delay(l) - d + cfllct; 
temp :• file(i,J) + delay(1) 
End; 
time temp; 
If buffer(1) is full, write buffer(1) to update-file(l) 
and reset the buffer ptr.; 
copy time to buffer(1); 
advance the buffer(i)*s ptr.; 
if < neg(l) then get ptr(l) 
End 
End (* end of adjust and update *) 
End; (* end of check, select, adjust, and update *) 
output each file's finishing time and its delay; 
(* merge N update-files into a single time file *) 
close all time files; 
open N update-files and reset the files' ptrs.; 
For n :• 1 ^  N-1 Do 
Begin 
mln-clk last-clk(O); (* update-flle(O) does not change *) 
read update-flle(n); 
compare each time data of update-flle(n) with mln-clk; 
update-flle(n)'s time is updated to be min-clk, if it is 
less than the mln-clk, otherwise, updated to upd*ted-file(n)'s 
time plus delta; 
(* delta equals to ELFS(n) when the first update-flie(n)'s 
time is larger than mln-clk *) 
write the update-file(n) to the single time file; 
last-clk(O) last-clk(slngle time file); 
close update-file(n) 
End; 
output the last-clkCslngle time file); 
close single time file; 
End. 
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APPENDIX E. THE PASCAL SOURCE CODE OF POST SCAN 
" compiler POSTSCAN: post scanner 
Invocation: POSTSCAN Intermediate flleO Intermediate fllel " 
const 
wordlength - 2 " bytes 
setlength • 16 " bytes 
parm_error - 1; " not enough parameters passed Into POSTSCAN " 
lnput_flle "2; " cannot open Input file " 
outputflle "3; " cannot open output file " 
type 
string - array[1..132] of char; 
sptr - @strlng; 
parm - array[0..10] of sptr; 
function copen(flle: sptr; mode: char): Integer; 
function ceof(fd: Integer): boolean; 
function cgetw(fd: Integer): Integer; 
procedure cputw(word: Integer; fd: Integer); 
procedure cexlt(returncode: Integer); 
program POSTSCAN(argc: Integer ; argv: parm); 
const 
eom2"0; ld2-8; strlng2*10; Integer2=11; char2"12; 
perlod2-20; end2-49; lconst2>59; new_llne2"61; 
var 
Ifd, ofd: Integer; " Input/output file descriptors " 
endscan: boolean; 
llneno: Integer; 
symb, symb2: Integer; 
procedure getw(var word: Integer); 
begin 
if ceof(ifd) then word :- eom2 
else word cgetw(lfd) 
end; 
procedure putlw(op: Integer); 
begin 
cputw(op, ofd) 
end; 
procedure put2w(op. argl: Integer); 
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begin 
cputw(op, ofd); 
cpucw(argl, ofd) 
end; 
procedure initialize; " initialization " 
s: integer; 
begin 
if argc < 3 then cexlt(parm_error); 
Ifd copen(argv 1 , 'r'); 
if ifd < 0 then cexlt(inputflie); 
ofd copen(argv 2 , 'w'); 
if ofd < 0 then cexlt(outputflie); 
" empty set " put 2w(lconst2,setlength); 
for s 1 to setlength dlv wordlength do putlw(O); 
endscan false; 
llnejno :• 0; 
getw(symb) 
end; 
procedure scan; " scanning " 
begin 
repeat 
if(symb - id2 OR symb - strlng2 OR symb - Integer2 OR symb - char2 OR 
symb " char2 
then begin 
getw(symb2); 
put2w(symb, symb2); 
getw(symb) 
end; 
if(symb - new_line2) then 
begin 
lineno succ(line_no); 
put2w(symb, llne_no) 
end 
else putlw(8ymb); 
if(symb " end2) then 
begin 
getw(symb); 
if(symb - period2) then 
begin 
putlw(period2); 
end scan true 
end 
end 
else getw(symb) 
until end scan; 
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putlw(eom2) 
end; 
begin "main " 
initialize; 
scan 
end. 
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APPENDIX F. PREDEFINED OPERATORS OF THE FIRST INTERMEDIATE CODE FILE 
eom-0 begln-1 if-2 case-S 
while-4 repeat-5 for-6 wlth-7 
id "8 real-9 strlng-10 lnteger-11 
char>12 open-13 not-14 sub-15 
set-16 array-17 record-18 arrow-19 
perlod-20 star-21 8lash-22 dlv»23 
mod >•24 and-25 plus-26 mlnu8-27 
or-28 eq-29 ne-30 le-31 
ge-32 lt-33 gt-34 ln-35 
const-36 type-37 var-38 procedure-39 
function-40 program-41 8emlcolon-42 close-43 
upto-44 of-45 comma-46 bus-47 
colon-48 end-49 forward-50 unlv-51 
become-52 then-53 el8e-54 do-55 
untll-56 to-57 downto-58 lcon8t-59 
message-ôO new_llne-61 
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APPENDIX G. PREDEFINED OPERATORS OF THE SECOND INTERMEDIATE CODE FILE 
eom>l 
type_def-5 
proc_def-9 
func_def"13 
prog_def-17 
enuin_id"21 
array_def"25 
rec_def"29 
unlv_type"33 
body_end"37 
call-41 
def_label"45 
jump-49 
forllm"53 
wlth_temp"57 
eq-61 
ge-65 
plu8-69 
sla8h>73 
fname-77 
function-81 
8ub"85 
freal-89 
fchar-93 
lconst"97 
part_end»101 
constid-2 
varld-6 
lbl_end"10 
pointer-14 
varnt_end"18 
enum_def"22 
rec-26 
varnt-30 
cparmllst>34 
aname"38 
arg_ll8t-42 
jump_def"46 
endcase-SO 
forup-54 
wlth-58 
gt-62 
ln-66 
minu8-70 
div"74 
not-78 
call_func»82 
arrow"86 
integer-90 
8tring-94 
me88age-98 
tag_def-102 
const_def-3 
var_li8t-7 
£orward"ll 
func_type"15 
type-19 
8ubr_def"24 
fleld_id-27 
pann_id"31 
vpannllst'35 
8tore-39 
arg"43 
def_ca8e"47 
address'Sl 
for_down"55 
value-59 
le-63 
uplu8"67 
or-71 
mod"75 
empty_8et"79 
name-83 
con8tant>87 
flnteger-91 
f8tring"95 
tag_id-99 
label-103 
type_ld-4 
procld-9 
func_id"12 
prog_id-16 
enum-20 
8et_def"24 
fleldll8t-28 
panii_type-32 
body"36 
call_name-40 
falsejump-44 
ca8e-48 
for_8tore-52 
wlth_var"56 
If 60 
n3"64 
ualnus>68 
8tar-72 
and-76 
lnclude"80 
comp-84 
real-88 
char-92 
new_line"96 
tag_type-100 
caee_jump-104 
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APPENDIX H. PREDEFINED OPERATORS 
eom-l proç_def-2 
emim_def~5 8ubr_def"6 
pointer-9 rec"10 
fieldll8t-13 tag_def"14 
varnt_end"17 var_li8t«l8 
procf_def-21 lconst-22 
parm_type"25 univ_type"26 
body-29 body_end"30 
store-33 call_proc"34 
def_label-37 jumpdef-38 
casellst"41 for_8tore"42 
for_down"45 wlth_var"46 
value-49 lt-50 
le-53 ne"54 
uplu8«57 uinlnus>58 
or-61 8tar*62 
mod*65 and-66 
lnclude<*69 function"?0 
var-73 arrow"74 
index"77 real-78 
message>81 call_new-82 
mode-85 
THE THIRD INTERMEDIATE CODE FILE 
type_def"3 type-4 
8et_def"7 array_def-8 
recdef-11 new_noun"12 
part_end"15 case_Jump"16 
forward-19 proc_def"20 
func_def"23 func£_def"24 
cparmllst"27 vparmli8t-28 
address"31 result-32 
pann"35 £al8ejump"36 
jump"39 chk_type"40 
for_liin"43 for_up"44 
with_temp"47 wlth"48 
eq"51 gt-52 
ge"55 in-56 
plu8"59 minus"60 
sla8h"63 div"64 
not"67 empty_8et"68 
call_func"71 routine-72 
vcomp"7 5 8ub"76 
string-79 new_line"80 
unde£"83 variant"84 
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APPENDIX I. PREDEFINED OPERATORS 
eom>l body-2 
result"5 tag_8tore"6 
call_new-9 constparm-lO 
falsejump>13 jump-14 
chk_type-17 ca8e_ll8t»18 
for_up"21 for_dovm"22 
lt-25 eq-26 
ne-29 ge-30 
umlnus-33 plus-34 
8tar"37 8lash=38 
and-41 not"42 
function«45 call func-46 
var-49 arrow-50 
8ub"53 new_llne-54 
initvar-57 undef"58 
THE FOURTH INTERMEDIATE CODE FILE 
body_end"3 addre88"4 
store"? call_proc-8 
varpann"ll 8aveparm"12 
juinp_def-15 def_label"16 
for_8tore"19 forlim"20 
wlth"23 value-24 
gt-27 le-28 
in-31 uplu8-32 
mlnus-35 or-36 
dlv-39 mod-40 
empty_8et"43 include-44 
call^en-47 routine-48 
vcomp"51 varlant-52 
message-5S lcon8t"56 
range-59 ca8e_jump-60 
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APPENDIX J. PREDEFINED OPERATORS OF THE FIFTH INTERMEDIATE CODE FILE 
pushconst'O pushvar-l pu8hind*2 pushaddr"3 
fleld-4 lndex-5 polnter>6 variant"? 
range-8 as8lgn-9 asslgntag-lO copy-11 
new"12 not"13 and"14 or-15 
neg-16 add"17 sub'18 mul-19 
dlv«20 mod-21 "not used" "not used" 
function-24 bulldset"25 compare-26 compstruc-27 
funcvalue»28 deflabel-29 jump-30 falsejump"31 
casejump-32 clrlocal"33 call"34 enter-35 
return"36 pop-37 newline-38 error-39 
constant-40 mesdage"41 lncremenC"42 decrement-43 
procedure-44 inlt"45 pu8hlabel"46 caIlprog-47 
eom-48 
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APPENDIX K. PREDEFINED OPERATORS OF THE SIXTH INTERMEDIATE CODE FILE 
constaddr-2 localaddr-4 
pushlocal-10 pusglob-12 
pushreal*18 pu8hset-20 
polnter-26 varlanc-28 
copyword-34 copyreal-36 
copy8truc-42 new«44 
andset-52 orword-54 
negreal-60 addword"'62 
8ubreal>68 8ub8et-70 
divword"76 divreal-78 
inset-84 l8word"97 
nlword-92 neword"94 
eqreal-100 grreal-102 
ngreal-108 eqset-llO 
ngset=116 l88truct-118 
nl8truct-124 ne8truct-126 
jump-132 fal8ejump-134 
call-140 call8ys-142 
enterprog>148 exitprog-150 
lncrword"180 decrword-182 
absword-196 absreal-198 
convword-204 
globaddr"6 pu8hconst»8 
pu8hlnd"14 pushbyte-16 
fleld-22 index-24 
range-30 copybyte"32 
copy8et-38 copytag-40 
not-48 andword-50 
oraet'Sô negword-58 
addreal"64 8ubword-66 
mulword-72 mulreal-74 
modword-80 bulldset"82 
eqword-88 grword-90 
ngword"96 lsreal-98 
nlreal-104 nereal"106 
nl8et-112 neset"114 
eq8truct>120 gr8truct"122 
ng8truct-128 funcvalue"130 
casejump"136 clrlocal'138 
enter-144 exit"146 
pop-176 newllne*178 
pu8hlabel*190 truncreal-194 
8uccword-200 predword-202 
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APPENDIX L. THE MEASURES AND COMPUTED VALUES OF Passl.p 
AND ITS INTERMEDIATE CODE FILES 
files ni n2 Nl N2 total size 
source 62 61 6553 8437 14990 
filel S7 S29 4066 1963 6029 
file2 8S S29 4570 2408 6978 
files 71 S09 3246 4036 7282 
f ile4 SS S50 2948 9626 12574 
files S7 S48 2110 4011 6121 
fileS 60 S68 1856 2219 4075 
files V L V* X 
source 104068. 2909 0.0002 24.2716 0.0057 
filel S180S. 9227 0.0059 304.6445 1.7915 
file2 6066S. 1511 0.0032 195.0183 0.6269 
files 62405.6877 0.0022 134.5870 0.2903 
file4 10882S. S918 0.0014 149.3133 0.2049 
files 52571.5215 0.0047 246.5502 1.1563 
file6 S5621. 4775 0.0055 196.9161 1.0886 
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APPENDIX M. THE MEASURES AND COMPUTED VALUES OF Pa8s2.p 
AND ITS INTERMEDIATE CODE FILES 
files nl 12 Nl N2 total size 
source 56 37 9628 16507 26135 
filel 47 451 6894 2873 9767 
file2 46 451 8087 3611 11698 
files 53 311 5306 5810 11116 
file4 37 397 4532 14520 19052 
files 26 397 3191 6079 9270 
file6 34 447 3370 2898 6268 
files V t V* X 
source 170900. 9131 0.0001 13.6811 0.0011 
filel 87512. 3376 0.0067 584.5778 3.9049 
file2 105446. 0099 0.0038 399.0849 1.5104 
file] 94572. 6439 0.0020 191.0310 0.3859 
file4 166925. 0717 0.0015 246.7026 0.3646 
files 80876. 2422 0.0050 406.2899 2.0410 
file6 55847.2090 0.0091 506.7126 4.5975 
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APPENDIX N. THE MEASURES AND COMPUTED VALUES OF Pass3.p 
AND ITS INTERMEDIATE CODE FILES 
files nl n2 Nl N2 total size 
source 64 37 11470 21903 33373 
filel S4 612 8236 3393 11629 
flle2 92 612 9196 4287 13483 
files 73 356 7142 8164 15306 
file4 SI 418 6198 20252 26450 
files 36 414 4527 8184 12711 
files 46 499 3766 4020 7786 
files V L V* X 
source 222204. 4887 0. 0001 22.2204 0.0022 
filel 109072. 7894 0. 0067 728.6521 4.8677 
fileZ 127541.S147 0. 0031 395.8145 1.2284 
files 133848.4248 0. 0012 159.9070 0.1910 
fileA 234702. 5934 0. 0008 189.9705 0.1538 
files 112031. 9711 0. 0028 314.8504 0.8848 
files 7077S. 6143 0. 0054 381.9709 2.0615 
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APPENDIX G. THE MEASURES AND COMPUTED VALUES OF PassA.p 
AND ITS INTERMEDIATE CODE FILES 
files nl n2 Nl N2 total size 
source 62 37 8318 14770 23088 
filel SA 490 5953 2511 8464 
file2 93 490 6595 3048 9643 
file] 74 244 5879 5570 10449 
fileA 53 248 4260 13819 18079 
files 37 246 3100 5629 8729 
file6 43 317 2623 2718 5341 
files V L V* X 
source 153058. 5835 0.0001 12.3685 0.0010 
filel 76916.2844 0.0072 555.9092 4.0178 
fileZ 88593.6348 0.0035 306.2885 1.0589 
files 86861. 3128 0.0012 102.8393 0.1218 
file4 148855. 6080 0.0007 100.8079 0.0683 
files 71094.7208 0.0024 167.9459 0.3967 
file6 45354. 9867 0.0054 246.0347 1.3347 
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APPENDIX P. THE MEASURES AND COMPUTED VALUES OF PassS.p 
AND ITS INTERMEDIATE CODE FILES 
files nl n2 Nl N2 total size 
source S4 37 6843 11467 18310 
filel 46 391 4855 2006 6861 
file2 84 391 5452 2495 7947 
files 66 212 3883 4293 8176 
file4 44 245 3403 10741 14144 
files 32 244 2424 4328 6752 
files 37 308 2027 2235 4262 
files V L V* X 
source 119157. 7181 0.0001 14.2400 0.0017 
filel 60181. 1884 0.0085 510.0101 4.3221 
file2 70663. 0041 0.0037 263.6629 0.9838 
file] 66380. 4613 0.0015 99.3348 0.1486 
f ile4 115626. 1472 0.0010 119.8822 0.1243 
files 54748. 7563 0.0035 192.9109 0.6797 
f ile6 35930. 5883 0.0074 267.6491 1.9937 
