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Abstract
A Steiner tree for a set S of vertices in a connected graph G is a connected subgraph of G with a smallest number of edges that
contains S. The Steiner interval I (S) of S is the union of all the vertices of G that belong to some Steiner tree for S. If S = {u, v},
then I (S) = I [u, v] is called the interval between u and v and consists of all vertices that lie on some shortest u–v path in G. The
smallest cardinality of a set S of vertices such that
⋃
u,v∈SI [u, v]=V (G) is called the geodetic number and is denoted by g(G). The
smallest cardinality of a set S of vertices of G such that I (S) = V (G) is called the Steiner geodetic number of G and is denoted by
sg(G). We show that for distance-hereditary graphs g(G)sg(G) but that g(G)/sg(G) can be arbitrarily large if G is not distance
hereditary. An efﬁcient algorithm for ﬁnding the Steiner interval for a set of vertices in a distance-hereditary graph is described
and it is shown how contour vertices can be used in developing an efﬁcient algorithm for ﬁnding the Steiner geodetic number of a
distance-hereditary graph.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a connected graph and u, v two vertices of G. Then the interval between u and v, denoted by I [u, v] is the
union of all vertices that belong to some shortest u–v path. The closure of a set S of vertices in a connected graph G is⋃
u,v∈SI [u, v]. If the closure of a set S of vertices in G is V (G), then S is called a geodetic set. The geodetic number of
G, denoted by g(G), is the smallest cardinality of a geodetic set in G. It was shown in [1] that the problem of ﬁnding
the geodetic number of a graph is NP-hard. The convex hull of a set S of vertices (that is not necessarily convex) is the
smallest convex set of vertices that contains S. A vertex v of a convex set S is an extreme point of S if S\{v} is still
convex.
Suppose S is a set of vertices in a connected graph G. Then a Steiner tree for S is a connected subgraph of G with
a smallest number of edges that contains S. The number of edges in a Steiner tree for S is called the Steiner distance
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of S and is denoted by dG(S) or d(S) if G is understood. The Steiner interval for S, denoted by I (S), is the collection
of all the vertices of G that belong to some Steiner tree for S. Thus if S = {u, v}, then I (S) is the interval, I [u, v],
between u and v. Steiner intervals in graphs were ﬁrst introduced and studied in [13]. Since the problem of ﬁnding the
Steiner distance for a set of vertices is NP-hard (see [10]), it is likely that the problem of ﬁnding Steiner intervals for
sets of vertices in a general graph is difﬁcult. In Section 2 we show that Steiner intervals can be found efﬁciently for
distance-hereditary graphs, i.e., the class of graphs for which the distance between every two vertices is preserved in
every connected induced subgraph of G that contains them. This class of graphs was ﬁrst deﬁned by Howorka [12]
and further characterized in [2,11]. Several NP-hard problems are known to have polynomial solutions for the class
of distance-hereditary graphs; see, for example, [3,7,8]. Distance-hereditary graphs also properly contain the class of
graphs with the Minkowski–Krein–Milman property, i.e., those graphs with the property that each convex set is the
convex hull of its extreme points. These graphs were characterized in [9].
A set S of vertices in a connected graph G is a Steiner geodetic set if I (S)=V (G). The Steiner geodetic number of G,
denoted by sg(G), is the smallest cardinality of a Steiner geodetic set. As noted in [16], the result of [6] that stated that
g(G)sg(G) for all connected graphs G it is not true. In Section 3 we show that it does hold for distance-hereditary
graphs. We also show how a minimum Steiner geodetic set of a distance-hereditary graph G can be constructed.
To conclude this section we state some known results that we need in this paper. A connected graph G is Steiner
distance hereditary if for every set S of vertices of G and every connected induced subgraph H of G that contains S,
dH (S) = dG(S).
Theorem 1 (Day et al. [8]). If G is distance hereditary, then G is Steiner distance hereditary.
Theorem 2 (Howorka [12]). A graph G is distance hereditary if and only if every cycle of length at least ﬁve contains
a pair of crossing chords.
We say a vertex is a pendant vertex if it has degree 1. The closed neighborhood of a vertex v in a graph G is the set
N [v] = {u ∈ V (G) : d(u, v)1}, and the open neighborhood is N(v) = {u ∈ V (G) : d(u, v) = 1}. A vertex v in a
graph G is a true (false) twin of a vertex v′ if v and v′ have the same closed (respectively, open) neighborhood in G. A
twin of a vertex v is a vertex that is either a true or false twin of v.
Theorem 3 (Bandelt and Mulder [2], Hammer and Maffray [11]). A graph G of order n is distance hereditary if and
only if there is a sequence of subgraphs G1,G2, . . . ,Gn−1 such that G1  K2 and for 2 in − 1, Gi is obtained
by adding a new vertex v as pendant, or twin of some vertex v′ of Gi−1.
Notation and terminology not introduced here can be found in [5].
2. Finding Steiner intervals in distance-hereditary graphs
Let G be a distance-hereditary graph and S ⊂ V (G) with |S|2. We develop an algorithm for ﬁnding the Steiner
interval I (S) of S in G. Let I2(S) =⋃a,b∈SI [a, b]. If G is a graph and S ⊆ V (G), then 〈S〉 denotes the subgraph
induced byS.
Proposition 4. If G is a distance-hereditary graph and S a set of vertices of G, then I (S) ⊆ I2(S).
Proof. Let v ∈ I (S). If v ∈ S, then v ∈ I2(S). Suppose thus that v ∈ I (S)\S. Then there is some Steiner tree T of S
that contains v. Let H =〈V (T )〉. Then |V (H)| − 1= dG(S). The vertex v must be a cut-vertex of H; otherwise, H − v
is a connected subgraph of G that contains S and since G is Steiner distance hereditary H − v contains a Steiner tree
for S such that dG(S) = dH−v(S) |V (H)| − 2, which is not possible.
Let x and y be vertices of S that belong to distinct components C1 and C2 of H − v, respectively. Let P be the path
obtained from a shortest x–v path in 〈V (C1) ∪ {v}〉 followed by a shortest v–y path in 〈V (C2) ∪ {u}〉. Then P has no
chords. Since G is distance hereditary, the subgraph induced by the vertices of P must contain a shortest x–y path.
Hence P is necessarily a shortest x–y path. So every vertex of V (G)\S lies on a shortest path between some pair of
vertices in S. The result now follows. 
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Algorithm 1 (For ﬁnding I (S) for a set S ⊆ V (G) where G is a distance-hereditary graph and |S|2).
(1) Let H = 〈I2(S)〉. Since H is connected and induced, H is distance hereditary.
(2) Mark every vertex of H that belong to S with T and all other vertices with F. (We associate with each vertex v of H
a set s(v) of vertices of the original graph H. These sets will be used to construct the Steiner interval for S.) For
each v ∈ V (H) initialize s(v) ← {v} and let I (S) ← ∅.
(3) If |S| = 2, go to Step 7.
(4) While |S|3 and H contains a pendant u, proceed as follows: if u is marked T, let I (S) ← I (S) ∪ s(u), mark the
neighbor u′ of u with T, let H ← H − u and S ← (S − u) ∪ {u′}; otherwise, if u is marked F let H ← H − u.
Now if |S|3 (but H contains no pendants), go to Step 5; otherwise, go to Step 7 (since |S| = 2).
(5) While |S|3 andHhas a pair u, v of twins which have both beenmarkedT (or F, respectively) delete the vertex with
the larger label (say v) from H and S and modify s(u), i.e., H ← H − v, S ← S −{v} and let s(u) ← s(u)∪ s(v).
Now if |S|3 (but no such twins remain), proceed to Step 6; otherwise, go to Step 7 (since |S| = 2).
(6) While |S|3 and H contains a pair of twins, one marked T (say u) and the other F (say v), then delete the vertex
marked F, i.e., deﬁne H ← H − v and return to Step 4.
(7) If |S| = 2, say S = {x, y}, let I (S) ← I (S) ∪ s(u)u∈IH [x,y]. Output I (S) and stop.
Theorem 5. If G is a distance-hereditary graph and S ⊆ V (G), |S|2, then the set I (S) output by the algorithm is
the Steiner interval for S.
Proof. We proceed by induction on |V (G)|.
If |S| = 2, the algorithm immediately proceeds from Step 3 to Step 7, and the output is the Steiner interval between
the two vertices of S.
Note that once a vertex is marked T in the algorithm, then it is never marked F after that point. Moreover, all vertices
marked T are output as part of I (S). Thus if S = V (G), the algorithm outputs V (G), which is the Steiner interval for
S. Thus if |V (G)| = 3, the theorem follows from the preceding two observations.
We now assume that |V (G)| = n> 3, that SV (G) and that the theorem holds for all distance-hereditary graphs
with fewer than n vertices.
If the graph H produced in Step 1 is a proper subgraph of G, the set I (S) output by the algorithm is the Steiner
interval for S. This follows from the inductive hypothesis and the lemma prior to the algorithm. Suppose now that the
graph H produced in Step 1 is G. Then every leaf of H must necessarily be in S and will thus be marked T by the
algorithm. Since |S|3, and as a distance-hereditary graph must contain a pendant or a pair of twins by Theorem 3, at
least one of the three Steps 4–6 is performed. In each case the order of H decreases.
Suppose the ﬁrst time the order of H is smaller than that of G occurs after Step 4 is applied. Then H has a pen-
dant u, which necessarily must be marked T; otherwise, u could not have been in I2(S). Let u′ be the neighbor
of u in G. Then any Steiner tree for S can be obtained from a Steiner tree for S′ = (S\{u}) ∪ {u′} in H − u by
adding the edge u′u. Hence I (S) = I (S′) ∪ {u}. Since the algorithm correctly determines the Steiner interval for
S′ in G − u, and as u is included in I (S) in the ﬁnal output, the algorithm correctly outputs the Steiner interval in
this case.
Suppose now that the ﬁrst time the order of H is smaller than that of G occurs after Step 5 is executed. Then G has
a pair of u, v of twins that are either both marked T or both marked F. Suppose that u and v are both marked T. Since
|S|3, |S\{v}|2, also H − v is connected since u and v have the same neighborhood or same closed neighborhood.
So a Steiner tree for S\{v} in H − v contains a neighbor of u which is necessarily a neighbor of v. So a Steiner tree for
S can be obtained by simply joining v to such a neighbor. So I (S\{v}), which, by the inductive hypothesis, is correctly
determined by the algorithm, together with v, is a subset of I (S).
If J is a Steiner tree for S, then u and v are twins in the subgraph 〈V (J )〉 induced by the vertices of J. Again, since
|S\{u, v}|1, J must contain a common neighbor of u and v. Since J − v is connected and contains S\{v} it follows,
by Theorem 1, that the subgraph 〈V (J − v)〉 must be a Steiner tree for S\{v}. Moreover, such a Steiner tree for S\{v}
must contain all the vertices of J − v; otherwise, J could not have been a Steiner tree for S. So I (S) ⊆ I (S\{v})∪ {v},
and the algorithm correctly outputs I (S).
If u and v are both labelled F, then u is on some Steiner tree for S if and only if v is on some Steiner tree for S, since
u and v have the same neighborhood or the same closed neighborhood. Since, by induction, the algorithm correctly
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Fig. 1. Steiner geodetic sets that are not geodetic sets.
determines if u belongs to a Steiner tree for S in H − v, and as the algorithm outputs u as a part of I (S) if and only if
it outputs v as a part of I (S), the algorithm correctly determines I (S).
Finally suppose that the ﬁrst time the order of H is smaller than that of G occurs after Step 6 is applied. Then G
does not have leaves or twins that are marked the same. So G must have a pair of twins u, v, one marked T and the
other F. Suppose u is marked T and v is marked F. Then u ∈ S and v /∈ S. If J is a Steiner tree for S, then v cannot
be in J, otherwise the subgraph 〈V (J − v)〉 is still connected since u and v have the same neighborhood or the same
closed neighborhood, and a spanning tree for such a subgraph contains S but has fewer edges than J, contrary to the
fact that J is a Steiner tree for S. Hence v is on no Steiner tree for S. So I (S) ⊆ V (G − v), and the result now follows
by induction. 
Remark 6. Step 1 of the Algorithm is not essential but is useful and allows I (S) to be found more efﬁciently if I (S)
represents only a small proportion of the vertices of the graph.
3. Steiner geodetic sets of distance-hereditary graphs
In general there is no relationship between g(G) and sg(G). To see that sg(G) can be much larger than g(G) observe
that g(Km,n) = 4 and sg(Km,n) = m for 5mn. As pointed out in the Introduction, it is claimed in the main result
of [6] that g(G)sg(G) for all graphs G. However it was shown in [16], that this result is not true by providing an
example of a graph G such that g(G) = 4 and sg(G) = 3. In fact, a graph G with g(G) much larger than sg(G) can
be constructed. Consider the graph G of Fig. 1. It is not difﬁcult to see that any geodetic set for G must either contain
v or both x and u, since the only pairs of vertices on whose shortest path v lies are x, u or any pair containing v.
Replace each of v and u by an independent set of vertices of order m for m arbitrarily large. Suppose v is replaced by
the independent set {v1, v2, . . . , vm} and u is replaced by {u1, u2, . . . , um}. Remove the edges {xv, vu, uy, uz} from
G and add the edges vix, uiz, uiy and viui for (1 im). Then the resulting graph has geodetic number m + 2. The
set {x,w, u1, u2, . . . , um}, for example, is a minimum geodetic set. Moreover, this graph has Steiner geodetic number
3, since, for example, {x, y, z} is a minimum Steiner geodetic set. Thus, both g(G) − sg(G)and g(G)/sg(G) can be
arbitrarily large.
We show next that if G is a distance-hereditary graph, then the geodetic number never exceeds the Steiner geodetic
number.
Theorem 7. If G is a distance-hereditary graph, then g(G)sg(G).
Proof. Let S be a Steiner geodetic set. Then |S| = sg(G) and I (S)= V (G). By Proposition 4, I (S) ⊆ I2(S). Hence S
is a geodetic set. So |S|g(G). The theorem now follows. 
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Fig. 2. Geodetic and Steiner geodetic sets in distance-hereditary graphs (numbers denote eccentricities of vertices).
For the remainder of this section we focus on ﬁnding the Steiner geodetic number of any distance-hereditary graph.
We begin by deﬁning some useful terms. The eccentricity, ecc(v), of a vertex v in a connected graph G is the dis-
tance from v to the furthest vertex of G from v. A vertex is a contour vertex if its eccentricity is at least as large
as the eccentricity of each of its neighbors. The collection of all contour vertices of G is called its contour and is
denoted by Ct(G). For convenience we shall also refer to the subgraph induced by the contour vertices as the contour.
A vertex whose neighborhood induces a complete graph is necessarily a contour vertex. Such contour vertices are
called simplicial. We now show how a (smallest) Steiner geodetic set can be constructed using the contour vertices of
a graph.
It was shown in [4] that the collection of all contour vertices in a distance-hereditary graph G forms a geodetic set for
G but that this does not hold for graphs in general. The graph G of Fig. 2(a) shows that the collection of contour vertices
is not necessarily a minimal geodetic set. The set {r, u, v,w} is the contour of G which properly contains the (minimal)
geodetic set {u,w, v}. The graph H of Fig. 2(b) shows that the contour vertices of a distance-hereditary graph do not
necessarily form a Steiner geodetic set. For this graph, the set {a, b, c} is the contour but its Steiner interval does not
contain the vertex s. Indeed if we replace the vertex s in H with a complete graph of arbitrarily large order and join
every vertex of this clique to t, v and u, we see that the number of vertices of G that do not belong to the Steiner interval
of the contour can be arbitrarily large.
The following result was established in [4] and will be useful to ﬁnd minimal Steiner geodetic sets in distance-
hereditary graphs.
Lemma 8. If G is a distance-hereditary graph and x ∈ V (G), then there is an eccentric vertex for x that is a contour
vertex.
We use the next result to ﬁnd minimum Steiner geodetic sets in distance-hereditary graphs.
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Lemma 9. Let G be a distance-hereditary graph and T a Steiner tree for Ct(G). Then every vertex of G not in T is
adjacent to some vertex of T.
Proof. Suppose, to the contrary, that the set A = {x ∈ V (G) : d(x, T )2} = ∅. Let x ∈ A be such that
d(x, T )d(y, T ) for all y ∈ A and ecc(x)ecc(z) for all z ∈ A with d(x, T ) = d(z, T ).
Letv be aneighbor of x inG. Ifd(x, T )=d(v, T ), then, by the choice of x, ecc(x)ecc(v). Supposed(x, T )> d(v, T ).
By Lemma 8, there exists an eccentric vertex ve for v that belongs to Ct(G). So ve ∈ V (T ). Let u ∈ T be such that
d(v, u) = d(v, T ) and such that u is as close as possible to ve in the induced subgraph 〈V (T )〉. Then a shortest v–ve
path P in G can be obtained by taking a shortest v–u path in G followed by a shortest u–ve path in 〈V (T )〉. Now the
path xP is an induced x–ve path. Hence ecc(x)d(x, ve)> d(v, ve) = ecc(v).
Thus, x is a contour vertex of G. This is not possible as T contains all contour vertices of G and since x does not
belong to T. So A = ∅. 
We now state a result that describes a procedure for ﬁnding minimal Steiner geodetic sets in all distance-hereditary
graphs.
Theorem 10. Let G be a distance-hereditary graph and suppose that I = V (G)\I (Ct(G)). Let S = Ct(G) ∪ I . Then
S is a Steiner geodetic set for G that is minimal in the sense that for all v ∈ S, v /∈ I (S\{v}).
Proof. We show ﬁrst of all that S is a Steiner geodetic set by showing that every vertex v of V (G)\S belongs to some
Steiner tree for S. Note that v necessarily belongs to I (Ct(G)). So there is some Steiner tree T for Ct(G) that contains
v. Since every vertex of S′ =V (G)\I (Ct(G)) is adjacent with some vertex of T, the subgraph H induced by S′ ∪V (T )
is connected and contains both Ct(G) and S′. Since G is Steiner distance hereditary, H contains a Steiner tree T ′ for
Ct(G). Since no vertex in S′ can belong to such a Steiner tree, V (T ′) ⊆ V (T ). Since T is a Steiner tree for Ct(G) it
now follows that V (T ′) = V (T ). So v belongs to some Steiner tree for S and hence belongs to I (S).
We now show that if v ∈ S, then v /∈ I (S\{v}). Firstly suppose that v ∈ S\Ct(G). If there is a Steiner tree T for S\{v}
that contains v, then the subgraph H induced by V (T ) is connected, contains Ct(G) and dG(S\{v}) = |V (H)| − 1.
Therefore, H contains a Steiner tree T ′ for Ct(G). Since, by Lemma 9, every vertex of S\Ct(G) is adjacent with a vertex
of T ′, there is a tree in H that contains S\{v} but not v. Hence dG(S\{v}) |V (T ′)|−1+|S\(Ct(G)∪{v})|< |V (H)|−
1 = dG(S\{v}) which is not possible.
Suppose now that v ∈ Ct(G) and that there is a Steiner tree T for S\{v} that contains v as interior vertex. Let
H = 〈V (T )〉. Then, as before, v is a cut-vertex of H. By Lemma 8, there exists a vertex ve ∈ Ct(G) that is an eccentric
vertex for v. Let C1 be the component of H − v that contains ve and C2 a component of H − v different from C1. Let x
be a vertex ofC2 adjacent with v. Since G is distance hereditary and H is a connected subgraph of G containing x and ve
a shortest x–ve path can be obtained by taking xv followed by a shortest v–ve path in 〈V (C1)∪{v}〉 (which is a shortest
v–ve path in G). So eccG(x)dG(v, ve) + 1 = eccG(v) + 1. This contradicts the fact that v is a contour vertex of G.
Hence S is a minimal Steiner geodetic set for G. 
Except for some special cases, the Steiner geodetic set described in Theorem 10, is a minimum Steiner geodetic set
as we now see.
Theorem 11. Suppose G is a distance-hereditary graph and S a minimum Steiner geodetic set for G. If diam(G)3,
then S contains all contour vertices of G.
Proof. We prove this result by establishing a series of claims.
Claim 12. S contains all simplicial vertices.
Proof of Claim 12. If v is a simplicial vertex that does not belong to S, then there is some Steiner tree T for S that
contains v as internal vertex. Since its neighbors inT induce a complete graph, the subgraphH=〈V (T −v)〉 is connected
and contains S. Thus, a spanning tree of H must have size at most d(S). However, d(S)=|E(T )|> |V (H)|−1d(S),
which is not possible. 
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So if v is a contour vertex that does not belong to S, then v is not simplicial. Let ve be an eccentric vertex for v, i.e.,
ecc(v) = d(v, ve).
Claim 13. ve does not belong to S.
Proof of Claim 13. Since v is a contour vertex, it is not a cut-vertex of G. Therefore, since G is distance hereditary, v
does not belong to every Steiner tree for S. We now show that v cannot belong to a Steiner tree for S that contains ve.
Suppose T is a Steiner tree for S that contains both v and ve. Let P be a v–ve path in T. Since G is distance hereditary,
〈V (P )〉 must contain a shortest v–ve path. Moreover, H = 〈V (P ) ∪ NT (v)〉 must contain a shortest x–ve path for all
x ∈ NT (v). Since v is a contour vertex all neighbors of v in G have eccentricity at most ecc(v). In particular every
neighbor x of v in T has eccentricity at most ecc(v). So dH (x, ve)dH (v, ve) = eccG(v). So if x ∈ NT (v), then x is
adjacent in H to some vertex of P other than v. But then 〈V (T − v)〉 is connected and contains S. As in Claim 12 this
contradicts the fact that T is a Steiner tree for S. 
Claim 14. If T is a Steiner tree for S and y ∈ V (G)\V (T ), then y is adjacent with some vertex of T.
Proof of Claim 14. Suppose this is not the case. Then d(y, V (T ))2. Let P be a shortest path from y to T, say P is a
y–x path where x ∈ V (T ). Let x′ be the vertex that precedes x on this path. Then x′ is the only vertex of P–x that is
adjacent to vertices of T. The graph H = 〈V (T ) ∪ {x′}〉 is connected and induced and thus contains a Steiner tree for
S ∪ {x′}. Since S is a Steiner geodetic set such a Steiner tree has the same size as T. Since H ′ = 〈V (T ) ∪ V (P )〉 is a
connected induced subgraph of G it must, by Theorem 1, contain a Steiner tree for S ∪ {y}. Again, since S is a Steiner
geodetic set, d(S ∪ {y}) = d(S). However, a Steiner tree for S ∪ {y} in H ′ must necessarily contain all the vertices of
P − x. Also, y is a leaf in such a tree. So d(S ∪ {x′})< d(S ∪ {y}) which is not possible. Hence y is adjacent with some
vertex of T. 
Claim 15. ecc(v) = 2.
Proof By Claim 14. If T is a Steiner tree for S that contains v (and hence not ve), ve is adjacent with some vertex, x
say, of T. The subgraph induced by the v–x path, P say, in T and ve must contain a shortest v–ve path of length eccG(v).
Since v is a contour vertex it follows, as before, that every neighbor of v in T must be adjacent with some vertex of
V (P − v) ∪ {ve}. If every neighbor of v in T is adjacent with some vertex on P − v, then the subgraph 〈V (T − v)〉 is
connected and contains S. This is not possible since T is a Steiner tree for S. So some neighbor y of v in T is adjacent
with ve. Hence eccG(v)= dG(v, ve)2. Since G has diameter at least 3, no vertex of G can have eccentricity 1. Hence
eccG(v) = 2. 
Thus, every vertex of G − v belongs to N(v) or is adjacent with a vertex in N(v). Lemma 8 guarantees that every
vertex in a distance-hereditary graph has an eccentric vertex that is a contour vertex. So Claim 13 implies, if ve is
an eccentric vertex for v that is a contour vertex, that v and ve do not belong to the same Steiner tree for S. So,
by Claim 15, we may assume that ve also has eccentricity 2. We now describe the structure of G more carefully
and in so doing show that diam(G) = 2. Observe ﬁrst that every vertex in N(v) ∩ N(ve) has eccentricity at most 2
since v and ve are both contour vertices. We can also show, using arguments similar to those employed before, that
every vertex in (N(v)\N(ve)) ∪ (N(ve)\N(v)) is adjacent with every vertex in N(v) ∩ N(ve). For example, suppose
x ∈ (N(v)\N(ve)). Let y ∈ N(v) ∩ N(ve). Then x, v, y, ve is a x–ve path of length 3 and the subgraph induced by
its vertices must contain a shortest x–ve path. Since xve /∈E(G), and as ecc(x)ecc(v), xy ∈ E(G). It is not difﬁcult
to see that no neighbor of ve in H = 〈V (G)\N [v]〉 is adjacent with any vertex in N(v)\N(ve); otherwise, we obtain
a 5-cycle without crossing chords. By using similar arguments one can show that every vertex in the component of H
that contains ve is adjacent with every vertex of N(v) ∩ N(ve) and with no vertex in N(v)\N(ve).
If some vertex z of H is adjacent with a vertex z′ ∈ N(v)\N(ve), then (by the above argument) z does not belong to
the same component of H as ve and z is adjacent with every vertex in N(v)∩N(ve); otherwise, we can construct a z–ve
path of length 3without chords.Also if z′ is nonadjacent to some vertex z′′ ∈ N(v)\N(ve), then zz′′ ∈ E(G); otherwise,
z, z′, v, z′′ is a z–z′′ path of length 3 without chords. So ecc(z′′)3. This is not possible since v is a contour vertex.
Suppose now thatw ∈ V (G)\N [v] is a neighbor of z. Thenw is adjacent with every vertex inN(v)∩N(ve); otherwise,
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there is a w–ve path of length 3 without crossing chords. Moreover, (N(v)\N(ve)) ∩ N(z) = (N(v)\N(ve)) ∩ N(w);
otherwise, there is a 5-cycle without crossing chords. Using similar arguments we can show that every vertex w in the
component of H that contains z satisﬁes N(v) ∩ N(w) = N(v) ∩ N(z). Suppose now that there are vertices in H that
do not belong to the component of H containing ve nor to any component of H having a vertex that is adjacent to some
vertex in N(v)\N(ve). Let U be the collection of all these vertices. If all vertices of U are adjacent with all vertices
in N(v) ∩ N(ve), then diam(G)2, contrary to hypothesis. So some vertex u of U has eccentricity 3. (Note it cannot
be bigger than 3 since this would imply that v has a neighbor whose eccentricity is at least 3, contrary to the fact that
v is a contour vertex.) Then u is adjacent to some but not all the vertices ofN(v) ∩ N(ve). Moreover, every vertex
of N(u) ∩ N(v) ∩ N(ve) is adjacent with every vertex in (N(v) ∩ N(ve))\N(u); otherwise, some neighbor of v has
eccentricity exceeding 2.Also if ue is an eccentric vertex for u, then ue ∈ U and N(u)∩N(ue)=∅.We show that u and
ue belong to distinct components of H. If they belong to the same component of H, there is a shortest u–ue path, say
u, a, b, ue in H. Let u′ and u′e be neighbors of u and ue, respectively, that belong to N(v)∩N(ve). Then b, ue, u′e, u′, u
is a path, and the subgraph induced by its vertices must contain a b–u path of length 2, because dG(b, u)= 2 and since
G is a distance-hereditary graph. Thus, bu′ ∈ E(G). But now b, ue, u′e, v, u′, b is a 5-cycle without crossing chords.
This is not possible. So u and ue belong to distinct components of H. As before one can show that every vertex in the
same component of H as u has the same neighbors as u in N(v) ∩ N(ve).
Since u and ue have eccentricity 3, they are contour vertices and hence, by Claim 15, belong to every Steiner geodetic
set of G and thus to S. There is some Steiner tree T for S that contains v. Since u and ue are in distinct components
of H, T must contain a neighbor u′ of u that belongs to N(v) ∩ N(ve) and a neighbor u′e (= u′) of ue that belongs to
N(v)∩N(ve). Since every neighbor of v in T is adjacent with u′ or u′e and as u′u′e ∈ E(G) it follows that the subgraph
〈V (T − v)〉 is connected and contains S. This is not possible since T is a Steiner tree for S. So G cannot have vertices
of eccentricity 3. So all vertices of G have eccentricity 2. But this contradicts the fact that diam(G)3. 
Let G be a distance-hereditary graph. If G has diameter at least 3 it follows, from Theorem 11, that a minimum
Steiner geodetic set S contains Ct(G). Let I =V (G)\I (Ct(G)). If IS, let u be a vertex in I that does not belong to S.
Then there is a Steiner tree T for S that contains u. Since G is Steiner distance hereditary, the induced subgraph 〈V (T )〉
must contain a Steiner tree H for Ct(G) that does not contain u. Let W = S ∩ I . Then, by Lemma 9, every vertex of
W is adjacent with some vertex in H. So the tree obtained from H by adding an edge from every vertex in W to some
vertex in H is a tree that contains S but not u and thus has size less than the size of T. This is not possible. So every
vertex in Ct(G) ∪ I belongs to every minimum Steiner geodetic set. By Theorem 10, I (Ct(G) ∪ I ) = V (G). Thus,
Ct(G) ∪ I is a minimum Steiner geodetic set. If G has diameter 1, then I = ∅ and a Steiner geodetic set for G must
contain all (contour) vertices. So in this case Ct(G) ∪ I is a minimum Steiner geodetic set. Similarly if diam(G) = 2
and rad(G) = 1, Ct(G) ∪ I is a minimum Steiner geodetic set. The next theorem summarizes these results
Theorem 16. If G is a distance-hereditary graph with
(i) diam(G) = 1; or
(ii) diam(G) = 2 and rad(G) = 1; or
(iii) diam(G)3;
then sg(G)=|Ct(G)|+|V (G)\I (Ct(G))| andCt(G)∪(V (G)\I (Ct(G))) is the uniqueminimumSteiner geodetic set.
The only distance-hereditary graphs for which Theorem 16 does not describe a minimum Steiner geodetic set are
those where diam(G)= rad(G)= 2, i.e., the 2-self-centered (see also [14]) distance-hereditary graphs. Using the next
few results we are able to describe an efﬁcient algorithm for ﬁnding the Steiner geodetic number of these graphs as well.
Lemma 17. Let G be a 2-self-centered distance-hereditary graph. If S is a minimum cut of G, then every vertex of S
is joined by an edge to every vertex of V (G)\S.
Proof. Let v be any vertex of S and w any vertex of V (G)\S. Let w′ be a vertex of G − S that is not connected to w
in G − S. Since S is a minimum cut, G′ = G − (S\{v}) is connected and v is a cut-vertex of G′. Since G is distance
hereditary of diameter 2 and as ww′ is not an edge of G, dG(w,w′) = dG′(w,w′) = 2 and v is a common neighbor of
w and w′. Hence vw is an edge of G. 
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Lemma 18. Let G be a 2-self-centered distance-hereditary graph. If S is a minimum cut of G, then 〈S〉 is not complete.
Proof. This follows immediately from Lemma 17 and the fact that rad(G) = 2. 
Let S0 = V (G) and S1 a minimum cut of G. If G1 = 〈S1〉 is disconnected we stop; otherwise, it follows from
Lemma 17 that G1 is also a 2-self-centered distance-hereditary graph. In this case, let S2 be a minimum cut of G1. If
G2 =〈S2〉 is disconnected we stop; otherwise, let S3 be a minimum cut of G2. We continue in this manner constructing
a sequence S1, S2, . . . of subsets of V (G) such that Si+1 is a minimum cut of Gi = 〈Si〉 for all i. If Gi = 〈Si〉 is
connected (for some i), then Si+1 is a proper subset of Si and, by Lemma 17, Gi is 2-self-centered. Since, by Lemma
18, Gi = 〈Si〉 is not complete and as |V (G)| is ﬁnite there is a smallest k such that Gk = 〈Sk〉 is disconnected. As
(Si−1\Si)∪Si+1 is a vertex cut of Gi−1, it follows from our choice of Si that |(Si−1\Si)∪Si+1| |Si |. Since Si ⊂ Si−1
and as (Si−1\Si)∩Si+1 =∅, |Si−1|− |Si |+ |Si+1| |Si |. So |Si−1|− |Si | |Si |− |Si+1|. Also since Sk−1\Sk is a vertex
cut of Gk−1, |Sk−1| − |Sk| |Sk|. Hence |S0| − |S1| |S1| − |S2| · · ·  |Sk−1| − |Sk| |Sk|. The subgraphs induced
by Si−1\Si and Sk are disconnected. By Lemma 17 every vertex of G − (Si−1\Si) is adjacent with every vertex of
Si−1\Si and every vertex of G− Sk is adjacent with every vertex of Sk . Hence Si−1\Si for 1 ik and Sk are Steiner
geodetic sets. If T = V (G) is a Steiner geodetic set, then T must be contained in Si−1\Si for some i (1 ik) or
in Sk; otherwise 〈T 〉 is connected and the Steiner interval of T cannot be V (G). If T is a minimum Steiner geodetic
set, then it follows from the above string of inequalities and the fact that Sk is a Steiner geodetic set that |T | |Sk|. If
T ⊆ (Si−1\Si), then T = Si−1\Si ; otherwise, w ∈ (Si−1\Si)\V (T ) does not belong to a Steiner tree for S. Similarly
one can argue that if T ⊆ Sk , then T = Sk . Thus, Sk is a minimum Steiner geodetic set. The procedure described above
therefore allows us to ﬁnd minimum Steiner geodetic sets for 2-self-centered distance-hereditary graphs.
4. Closing remarks
In this paper we give an algorithm for ﬁnding the Steiner interval of a set of vertices in a distance-hereditary graph
and establish the relationship g(G)sg(G) for this class of graphs, which does not hold for graphs in general. In [9]
those graphs with the property that every convex set is the convex hull of its extreme points was characterized. The
notion of contour vertices of a (convex) set of vertices was introduced in [4] primarily to extend the set of extreme
vertices for (convex) sets to a set that allows us to reconstruct convex sets from this set using the convex hull operation.
In the ﬁnal section of this paper we obtain further applications of the contour vertices of a graph by showing that they
can be used to ﬁnd the (unique) Steiner geodetic sets for distance-hereditary graphs that are not 2-self-centered. It
would be interesting to see whether the pruning approach for ﬁnding Steiner centers for trees as described in [15] can
be extended to a larger class of graphs using contour vertices (instead of leaves). We have examples that illustrate that
this cannot be done in a straightforward manner for distance-hereditary graphs using only the contour vertices.
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