We consider quadrature formulae for Cauchy principal value integrals Iw4[f] fab fx(X_) w(x)dx, a<<b.
INTRODUCTION
We consider the numerical evaluation of the Cauchy principal value integral b f(x) W(X) dx, Iw, [f] x'" for arbitrary, but fixed [4, p. 184], Diethelm [5, 6, 9] , Elliott and Paget [11] , Gautschi [13] , K6hler (a denotes the modulus of continuity).
The modified quadrature formulae have got a certain weakness because they cannot be applied very well to functions of rather low smoothness properties. In particular, it is known [3, 22] [2] . Furthermore, as soon as we assume that f fulfils a Lipschitz condition of order 1, we can immediately deduce convergence for almost every reasonable choice of the quadrature formula Qn [9] . A very attractive feature ofmodified methods is that, under this Lipschitz assumption, the convergence is automatically uniform for all E (a, b) [9] . It is known that many other classes of quadrature methods for the Cauchy integral do not give uniform convergence at all [7] . Moreover, it is known that the Gaussian (4) with ci independent off, n, and in all the situations mentioned above. Now, it is clear that a potential user of a quadrature formula would like to prefer a method having a small coefficient ci in (4) . Therefore, it is of interest to determine the coefficients corresponding to the various methods as precisely as possible in order to allow a comparison. The first step in this direction was done by K6hler [16] who, using a method similar to that of [9] , determined the precise asymptotic constants for modified compound methods under the assumption w_= 1. Some results of this type concerning quadrature methods not based on the subtraction of the singularity have also been established recently [8, 17] . In the present paper, we want to continue the work in this direction and generalize the results to more general weight functions and, in particular, to include the class of modified interpolatory quadrature formulae. Since, as we mentioned above, for all these methods the uniform and optimal order convergence ofthe error terms has already been established, we 
Then, the following result describes the behaviour of the error constants for the modified quadrature formulae based on these compound methods. (11) for all [a,b] C (a,b).
Having collected these hypotheses, we now state the fundamental theorem that we shall later use for the proofs of Theorems 2.1 and 2.2. Note that in statements where mainly the order is concerned, e.g., IIg , ll it is ofno importance ifn or m is used (because of (7) We consider the cases 1-3, using results of Petras [20] ; the proof of case 4 is essentially the same, using results of Ehrich [10] . Equation (8) follows from the remark on page 218 of Freud [12] [20] , so that also (11) holds. Therefore, we can apply Theorem 3.1, which, since za(z-l(()) 7r(1 2)1/2, completes the proof.
The proof of the corresponding theorem in the case of compound quadrature formulae relies on the construction principle of these formulae. In particular, our regularity assumptions on the Peano kernels are almost immediate consequences of this construction principle. 
for < < r, and again this bound holds uniformly for all ( E (a, b).
