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Abstract 
An ef ic ient  simulation algorithm for  an underwater 
robotic vehicle with a single manipulator was developed 
in [l] which included the hydrodynamic effects due to 
added mass,  viscous drag, fluid acceleration, and buoy- 
ancy forces. This work has since been extended to 
the simulation of more general tree-structured mech- 
anisms having star topologies with a number of dif- 
ferent joint  types while maintaining the O(N)  compu- 
tational complexity (N is the number of links). Us- 
ing this new algorithm, this paper describes the de- 
velopment of a real-time dynamic simulation system 
for  underwater robotic systems. The primary goal is 
the ef ic ient  implementation of this general algorithm 
which has been achieved with C++ through the use of 
object-oriented design techniques of encapsulation, in-  
heritance, and polymorphism. Coupled with realistic 
3 0  graphical models, a powerful tool results f o r  ap- 
plications ranging f rom control system development to 
on-line displays during deployment. The use of this 
software system has been demonstrated f o r  a number of 
systems including Aquarobot, an underwater hexapod 
under development in Japan f o r  seawall construction 
and surveying. 
1 Introduction 
The importance of underwater robotic vehicles 
(URVs) for marine research and subsea development 
continues to grow because their manned counterparts 
are much more expensive to develop and maintain 
[a, 31. This increase in use has brought about a con- 
comitant need for accurate simulations of these sys- 
tems [4]. Specifically, dynamic simulation can re- 
duce the need for costly prototypes by eliminating 
many candidate designs early in the development pro- 
cess. It also provides a tool to  test control algorithms 
before implementation on the actual vehicle. With 
real-time rates, hardware-in-the-loop simulation can 
also by used to  test control system hardware [ 5 ] ,  and 
human-in-loop applications can be used to  train oper- 
ators and enhance the human-machine interaction [6 ] .  
These uses become more important for URVs because 
they must operate in the hazardous and unpredictable 
underwater environment where even minor failures can 
+Department of Electrical Engineering 
The Ohio State University 
Columbus, Ohio 43210 
result in significant losses. 
Shown in Figure 1, the system specifically targeted 
in this work is the underwater hexapod, Aquarobot, un- 
der development at the Port and Harbour Research In- 
stitute in Japan. Use of this robot for seawall construc- 
tion and surveying is being investigated as an alterna- 
tive to human divers because limited dive time at the 
required depths and high tidal currents make progress 
slow and hazardous [7]. A joint research project with 
the Naval Postgraduate School (NPS) is nearing com- 
pletion to develop a more advanced control system to 
improve its operating speed [8 ] .  To aid in this effort, 
our task has been to develop a dynamic and hydro- 
dynamic simulator for this vehicle so that more of the 
control development can take place without requiring 
deployment of the robot. 
An efficient algorithm was developed for dynamic 
simulation of a URV with a single manipulator in [l, 91. 
This was based on the Articulated-Body (AB) method 
developed by Featherstone [lo] and incorporated the 
hydrodynamic effects due to added mass, drag, fluid 
acceleration and buoyancy. In this paper, the exten- 
sion of this approach to systems with multiple chains 
(manipulators and/or legs) is presented. The result 
is a single algorithm that is capable of simulating an 
entire class of tree-structured mechanisms having star 
topologies which account systems with fixed or floating 
bases with any number of serial chains. In addition, it 
maintains the O ( N )  computational complexity where 
N is the total number of links in the system. 
The development of the desired real-time dynamic 
simulation software, called DynaMechs (pronounced 
“dynamics,” and stands for Dynamics of Mechanisms), 
and implementation of this algorithm in C++ is a 
complex programming task. This paper presents the 
object-oriented design (OOD) techniques that are es- 
pecially suited for managing and reducing this com- 
plexity such as information hiding or encapsulation, 
inheritance, and polymorphism. These mechanisms 
also support code reuse so that productivity is in- 
creased, and extensibility so that the code can easily 
be adapted to model new mechanisms. 
Taking an OOD approach has kept the code reason- 
ably clean while providing a fairly general capability. 
The simulator can model zero, one, or many chains; 
varying numbers of links in each chain; fixed and float- 
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Figure 1: The .4quarobot hexapod. 
ing bases; three types of joints with varying degrees 
of freedom; terrestrial, space, or underwater environ- 
ments; and free or contacting end-effectors. Therefore, 
this one algorithm is capable of simulating, for exam- 
ple, a single rigid body, one or more industrial manip- 
ulators on a fixed platform, a free floating ROV with 
one manipulator, or multilegged vehicles. 
In the next section, the hydrodynamic AB algorithm 
is reviewed. Specifically, the additional forces arising 
from the underwater environment, the extension to  
multiple chain systems, and the structure of the AB 
dynamics algorithm are discussed. In Section 3, the 
important techniques used in the object-oriented im- 
plementation of the resulting algorithm are presented. 
Finally, the graphical simulation system developed on 
a Silicon Graphics worlkstation is described in Sec- 
tion 4, along with some performance results. 
2 Hydrodynamic: AB Algorithm 
In this section, the dyna,mic and hydrodynamic simu- 
lation algorithm is reviewed. First, tlhe computation of 
the various hydrodynamic effects as derived in [9] for 
URV systems are reviewled. This leads to  the dynamic 
equation of motion for a single submerged rigid body. 
Then, this is used as the basis for the hydrodynamic 
AB algorithm. While a version of this algorithm for 
a single serial chain was presented in [l, 91, this sec- 
tion describes a more general version for multiple chain 
systems having star topologies. 
2.1 Hydrodynamics 
While the net hydrodynamic force results from incom- 
pressible fluid flow determined by the Navier-Stokes 
(distributed fluid-flow) (equations, it is assumed here 
that it can be represented as a sum of separately iden- 
tifiable components for which “lumped” approxima- 
tions have been used. Using these assumptions, [ll] 
and [12] have identified the most significant hydrody- 
namic forces due to  added mass, viscous drag, buoy- 
ancy, and fluid acceleration which are presented in the 
following discussion. Particular emphasis is placed on 
developing equations that are consistent with the spa- 
tial notation from [l] so that they may be more easily 
incorporated into the AB algorithm. 
When a rigid body accelerates through a fluid, some 
of the surrounding fluid also accelerates with the body. 
For water, this fluid has significant inertia properties 
that can be specified with a 6 x 6 positive definite 
added mass matrix, I t .  A detailed derivation of the 
spatial (6 x 1) reaction force, f t ,  due to  this effect was 
carried out in [9]. The resulting form of the added 
mass force equation is given as follows: 
where a: is the spatial acceleration of the body (in- 
dicated by the subscript b )  that has been biased by 
the gravitational acceleration, bag , for easier incorpo- 
ration into the AB algorithm: 
pf is called the added mass bias force which is a func- 
tion of the known state, fluid velocity and acceleration, 
and gravity. 
When an object translates through a viscous fluid, 
lift and drag forces are also exerted on it. While lift 
and related forces due to vortex shedding are usually 
much smaller for the systems and applications under 
consideration here, large viscous drag forces can be 
exerted on URV systems even for reasonably slow mo- 
tions because water density is significant. Drag can be 
further decomposed into pressure drag which is nor- 
mal to  the surface of the body and shear drag which 
is tangential. For underwater manipulation, the shear 
drag will also typically be small, so that the emphasis 
here is on modeling pressure drag. It arises from non- 
zero normal components of relative velocity between 
the body’s surface and the fluid. For a general body, 
a surface integral over the entire body is required to 
compute the resultant force and moment, f:, which 
is a function of the body’s spatial velocity relative to  
the fluid. As was shown in 191, this computation can 
be significantly reduced for simpler body shapes such 
as cylinders. 
Finally, both buoyancy and fluid acceleration forces 
are translational forces that are exerted through the 
center of buoyancy of the body and are proportional 
to  the mass of the fluid that is displaced by the body, 
m;. The buoyant force is proportional to  gravitational 
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acceleration, ‘ag , and opposite in direction. Likewise, 
the fluid acceleration force is proportional to and ex- 
erted in the same direction as the acceleration of the 
surrounding fluid, b a f .  Combining these yields the 
following equation for the “total buoyancy force” : 
where b is the vector from the body-fixed coordinate 
system to its center of buoyancy, and the leading su- 
perscript, b, on the acceleration vectors indicates that 
the components are expressed in the body-fixed coor- 
dinate system. 
2.2 Multiple Chain AB Algorithm 
The AB dynamics for a single serial chain was first 
developed in [lo]. This has since been extended to in- 
clude a class of tree-structured mechanisms with star 
topologies in [13] for the simulation of legged vehi- 
cles on land. The URV systems under consideration 
also have star topologies which consist of a single, cen- 
tral body, called the reference member, with m serial 
chains attached. The reference member acts as a mo- 
bile base for each chain k that has Nk links numbered 
from ( k ,  l) ,  attached to the body through joint ( k ,  l), 
to ( k , N k ) ,  a t  the tip. 
Derivation of the hydrodynamic AB algorithm for 
URV systems begins with the spatial force balance 
equation (dynamic equations of motion) for each link. 
For the i th link of the kth serial chain, it includes the 
force exerted by the inboard neighbor, the force 
exerted onto the outboard link, fk,i+l, gravity, and the 
hydrodynamic effects just presented. This leads to the 
following equation [9]: 
where ‘+‘Xk,i is a spatial transformation matrix that 
is used to express fk,%+l with respect to link ( k , i ) ’ s  
coordinate system, and 
called the hydrodynamic inertia and hydrodynamic 
bias force, respectively. These are analogous to the 
spatial inertia of the link, I k , i ,  and bias force, 
that are used in land- and space-based simulation. The 
gravitational force exerted on the link is implicitly in- 
cluded when using the biased acceleration of the link. 
From Eq. 4, a new equation was derived in [14] 
which relates 4,; to the dynamic and hydrodynamic 
properties of links ( k , z )  through ( k , N k )  for each 
chain IC. As illustrated in Figure 2, this relationship is 
given as follows: 
(7)  
Contact Force 
Figure 2: Articulated-body dynamics. 
where I;,i is the AB inertia of links (k,i) through 
( k ,  Nk)  which is the inertia, including added mass, 
that is “felt” a t  the coordinate system attached to  
link (k,i) when the actuator torques or forces, T ,  for 
joints ( k ,  i + 1) to  ( k ,  Nk)  are set to  zero. Likewise, the 
vector, pi,,, is the bias force exerted on link ( k ,  i) due 
to the joint, gravitational, and hydrodynamic forces 
exerted on the links in this articulated body. 
Eq. (7) and a kinematics equation for each link of 
the chain are needed to  compute the accelerations 
in the system and results in a three step algorithm 
[IO]. First, the Forward Kinematics step computes 
the velocity, velocity-dependent terms, and p& for 
each body in the system. It begins with the reference 
member and then propagates outward in a forward 
recursion along each chain. In the second Backward 
Dynamics step, the articulated-body inertias, and 
bias forces, pi,,, are computed in a recursion from the 
tips of each chain to the reference member. This step 
begins with the computation of external contact force 
on the last link of each chain, fk,Nk+l, and ends with 
the computation of the AB inertia and bias force for 
the reference member, 1: and p:, that are functions 
of IT.,,,,1 and ,B:,,,m,l , respectively. The final Forward 
Accelerations step begins by computing the the refer- 
ence member’s acceleration from the following equa- 
tion [lo]: 
IT a‘, = fr + P:, ( 8 )  
where f r  corresponds to an external force exerted on 
the reference member, for example, by thrusters. Fi- 
nally, recursions along each chain k compute the ac- 
celerations for joints (IC, 1) through ( I C ,  Nk) .  
Using a kinematic modeling scheme that was pre- 
sented in (151 and very efficient transformation com- 
putations developed in [14], an efficient dynamic simu- 
lation algorithm was developed for systems with mul- 
tiple chains. The computational requirements of this 
algorithm in terms of the number of multiplications 
and divisions (M) and additions and subtractions (A) 
for a system with m serial chains each with N revolute 
joints is [(224mN+59m+99)M1 (205mN+63m+68)A] 
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on land which is resultel in [44851\/1, 4136A] for a hexa- 
pod with three degrees of freedom (DOFs) per leg 
and represents about it 15% improvement over pre- 
vious results in [13]. In comparison, simulation of the 
same system in an underwater environment requires 
[(377mN + 83m + 256)M, (3337nN + 77m + 202)AI 
or [7540M, SSSSA] whiich corresponds to Aquarobot 
(excluding foot pads). Hydrodynamic simulation in- 
creases the amount of computation by approximately 
65%. Nearly all this increase is a result of the compu- 
tation of the velocity of the link relative to the fluid, 
fluid and gravitational accelera1,ion with respect to 
each link’s coordinate system, and the computation 
of pFz in the Forward Kinematics step. 
3 An Object-Oriented Robot Simula- 
tion Package 
The resulting AB algorithm has heen implemented in 
C++ using object-oriented design (OOD) techniques 
as part of a greater goal to develop a real-time graghi- 
cal simulation system for underwatter, land, and space- 
based robotic systems. Among the advantages of OOD 
are improved complexity management, code reuse and 
increased productivity, and easier maintenance and ex- 
pandability. This section presents an overview of the 
design of this software package, called DynaMechs 
[16], with emphasis on the use of the OOD mecha- 
nisms of encapsulation, znheritance, and polymorphism 
to accomplish this goal. 
3.1 Object Hierarchy 
The first step in OOD is to  decompose the task, in a 
top-down fashion, into it part-of :hierarchy of compo- 
nent objects as shown in Figure :3. First the domain 
is divided into two parts, the robotic system and the 
surrounding environment, as indicated by the two top- 
level objects. The latter contains the attributes for the 
environment with which the system interacts such as 
gravity, fluid characteristics, and .terrain models. The 
emphasis in this paper, Ihowever, i.s on the system ob- 
ject which must be capa.ble of representing all robots 
with star topologies. This covers single and multi- 
ple manipulator and multilegged IJRV systems, and it 
also includes fixed-base s;ystems like industrial manip- 
ulators. Therefore, the siystem is further decomposed 
into the reference member (a fixed or mobile base) and 
a number of serial chains. The serial chains are further 
decomposed into a number of links and an end-effector 
that interacts with the environment. 
’ reference member 1 1 
l p p . d  
, i  
Figure 3: Object hierarchy for DynaMechs. 
, MDHLink I BallnSocketLink 1 
Figure 4: Class hierarchy for DynaMechs. 
3.2 Class Hierarchy 
With a proper object decomposition, the second step 
in OOD concentrates on the development of the classes 
to  be used. Booch [17] states that “a class is a set of 
objects that share a common structure and a common 
behavior.” Consequently, class definitions specify the 
“types” of the objects that appear in the object hierar- 
chy. This is accomplished with a kind-of classification 
of these objects, which leads to a second hierarchy 
called the class hierarchy that is shown in Figure 4. 
As implied by the object hierarchy, the System’s 
member variables include an instance of a RefMember 
object and an array of Ser ia lchainobjects  that is dy- 
namically allocated when a System object is created. 
This allows for simulation of an arbitrary number of 
serial chains. Polymorphism (see Section 3.2.3) in the 
RefMember class, as indicated by the dashed box in 
the figure, provides System objects with a uniform in- 
terface for functions whose implementation depends 
on whether the reference member is a FixedBase or 
MobileBase object. 
The S e r i a l c h a i n  classss member variables include 
an EndEff e c t o r  object and a dynamically allocated 
array of Link objects which allows for an arbitrary 
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number of links to  be simulated for each chain. 
Polymorphism in the Link and MDHLink classes pro- 
vide Serialchain objects with a uniform interface 
for functions whose implementation is dependent on 
the type of joint associated with the link: revolute 
(RevoluteLink), prismatic (PrismaticLink), or ball- 
in-socket (BallnSocketLink). The discussion that fol- 
lows presents the pertinent OOD mechanisms that are 
used including encapsulation, inheritance, and poly- 
morphism in the design of this hierarchy. 
3.2.1 Encapsulation 
As Booch’s definition suggests, a class has two distinct 
features: member variables that store data or state, 
and member functions (or methods) which correspond 
to a set of behaviors that operate on the member vari- 
ables. Figure 5 shows excerpts from C++ classes that 
are used in DynaMechs. For example, the member 
variables of the RigidBody class (at the top of the fig- 
ure) include all of its mass and inertia properties, and 
hydrodynamic parameters like the center of buoyancy, 
drag coefficients, and the added mass matrix. Note 
that user-defined Cartesian and spatial vector and ma- 
trix types have been used to  clarify the declarations of 
these variables. In this example, member functions 
include the constructor (given the same name as the 
class) for creating instances of the class and code to 
compute the drag force. 
The user usually only has access to a set of member 
functions in the section of the definition indicated by 
the C++ keyword, public. Encapsulation is enforced 
in two ways. Not only is the implementation of these 
functions hidden from the user, but the variables and 
functions in the private or protected (a  feature of 
the inheritance mechanisms) sections of the class are 
also inaccessible to the user. Normally, all member 
variables and some functions are encapsulated, so that 
limited and controlled access by the user can only be 
gained through calls to the public functions. 
This encapsulation is a key to  achieving the bene- 
fits of complexity management with OOD. From the 
user’s standpoint, the objects of each class have a cer- 
tain functionality provided by the public functions, 
and the emphasis in the top-down design phase fo- 
cuses on the interaction of objects using only these 
functions. At the same time, the implementation of 
the classes’ internal data and methods (a bottom-up 
process) is decoupled from the top-down design deci- 
sions. Should the implementation of the functions and 
variables change at a later date (for example, when 
an improved drag computation based on experimen- 
tal data is developed), users would not be required 
to change their code provided the interface (function 
names and their argument lists) does not change. This 
emphasizes the need for early and complete specifica- 
tion of the classes’ public interfaces during the design 
process, and will significantly reduce the complexity 
of the programming task and make code maintenance 
and updates much easier. 
3.2.2 Inheritance 
A second goal in the design of the classes is to increase 
code reuse with a mechanism called inheritance. This 
is accomplished by moving variables and functions 
that are present in more than one class into a single, 
more general class, called a superclass. Its variables 
and functions are then inherited by subclasses that 
need to use them. For example, the RigidBody class 
is the superclass for the the Link (shown in Figure 5) 
and MobileBase (not shown) classes that are both 
examples of rigid bodies. The “public RigidBody” 
declaration in the first line of the Link class defini- 
tion will give Link objects access to the RigidBody’s 
protected variables, as well as the function to  com- 
pute the drag force on the link. At the same time these 
objects will have access to the variables and functions 
specific to links such as the function, tx-To-Inboard, 
to  transform spatial vectors to  the coordinate system 
of the link’s inboard neighbor. 
Other examples of inheritance in this design can be 
found in the reference member classes. FixedBase 
and MobileBase objects share common attributes that 
are defined in and inherited from the RefMember su- 
perclass. The MobileBase class also inherits the 
RigidBody class which results in multiple inheritance. 
Another form of multiple inheritance can also be 
achieved by inheriting classes that are themselves sub- 
classes, such as the MDHLink and BallnSocketLink 
classes which contain attributes of the Link and 
RigidBody classes. 
The subclass/superclass terminology implies the hi- 
erarchical relationship between classes and is one mo- 
tivation behind the development of the class hierarchy. 
The key to  successful class decomposition is to  move 
attributes to  the most general level possible. As a re- 
sult, the amount of code reuse is maximized because 
the inherited variables and functions are only imple- 
mented once. Productivity increases because this re- 
duces the amount of coding and testing required. 
3.2.3 Polymorph i sm 
Polymorphism is the other important consideration in 
the development of the class hierarchy, which is defined 
in 1171 as the ability to refer to  methods of different 
classes by a common function name, and through this 
name have them “respond to  a common set of opera- 
tions in different ways.” To illustrate this point, the 





CartesianTensor 1ba.r; // 3x3 inertia 
SpatialTensor Spa.tialInerl;ia; 
CartesianVector cgPos; // pos. of c.g. 
float Cd, length, radius; // drag params. 
float dispFluidVo1; // vol. displaced 
CartesianVector cbPos; // pos. of c.b. 
SpatialTensor Add.edMass ; f f 6x6 added mass 
public: 
RigidBody(F1LE *cfg-ptr) ; // Constructor 
void Compute-Drag(Spatia1Vec:tor vrel, 
Spatialvector fd) ; 
1; 
class Link: public RigidBody // inherit R.B. 
public : 
c 
Link(F1LE *cfg-ptr) ; 
virtual void tx-To-Inboard(Spatia1Vector f, 
Spatial.Vector fib) = 0; 
1; 
class MDHLink: public L,ink // inherit Link 
c 
protected: 
float aMDH, alphaMDH, dMDH, thetaMDH; 
public: 
MDHLink(F1LE *cfg-ptr) ; 
void tx-To-Inboard (Spat ialVe!ctor f , 
Spatialvector fib); 
1;  
class BallnSocketLink: public Link 
c 
private : 
EulerAngles q; // orientation and 
CartesianVector p; // pos. wrt inboard link. 
public: 
BallnSocketLink(F1LE *cf g-ptr) ; 
void tx-To-Inboard(Spatia1Vector f, 
SpatialVector fib) ; 
1;  
Figure 5 :  Excerpts of some DynaMechs classes. 
tx-To-Inboard is used as an example. First, the class 
hierarchy related to the Link class is expanded to in- 
clude MDHLink and BallnSocketLink subclasses that 
contain code specialized to different types of joints. 
For efficient transformations, the four modified 
Denavit-Hartenberg (MDH) parameters are needed for 
single DOF (revolute and prismatic) joints as defined 
in the MDHLink class, and three Euler angles and a 
Cartesian position vector are used for the three DOF 
ball-in-socket joints as shown in the BallnSocketLink 
class. As a result, each requires a different version of 
tx-To-Inboard. To hide these details from the user, 
a uniform function interface to  both, using C++’s 
v i r t u a l  keyword, is provided in the Link superclass. 
The “= 0” indicates that this is a pure virtual function 
which is to be defined by its subclasses. Because it has 
undefined methods, the Link class is called an abstract 
class as indicated by the dashed boxes in Figure 4. 
With this framework, the following code shows how 
polymorphism is used in C++: 
I Link *link[2] ; 
2 linkCO] = new MDHLink(cfg-ptr); 
3 l i n k [ l ]  = new BallnSocketLink(cfg-ptr) ; 
4 f o r  ( i = 2 ;  i > O ;  i--> 
5 linkCi-ll->tx-To-Inboard(f [il , f [i-11) ; 
In this example, an array of two Link objects (line 
1) provides the common name through which the spa- 
tial transformation function is called. The first is dy- 
namically allocated as an MDHLink and the second a 
BallnSocketLink using C++’s new command (lines 
2-3). With the common name (Link) and the uniform 
function interface (tx-To-Inboard) polymorphism can 
now be used. This is illustrated with the spatial trans- 
formation of a spatial vector f [2] to  both links’ coor- 
dinate system in a backward recursion (lines 4-5). 
Regardless of the actual type of joint, the 
user’s function call is the same. Internally, how- 
ever, BallnSocketLink’s function was executed for 
l i n k  [l] and MDHLink’s function for l i n k  CO]. This 
mechanism is also called dynamic binding where the 
particular function to  be executed is determined a t  
runtime (when lines 2 and 3 are executed). With poly- 
morphism no extra variables indicating which type of 
joint, case statements or conditionals are needed which 
keeps the code cleaner and more maintainable. Other 
than the instantiation of the link objects themselves, 
this code supports encapsulation because it does not 
depend on the various types of links that may be de- 
fined, and it also does not need to  be modified when 
the system is extended to  include new link subclasses. 
Polymorphism and inheritance, together, in the 
Link class, illustrate the ease with which the soft- 
ware has been extended to  include the new ball-joint 
types. Figure 4 also indicates that polymorphism was 
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Figure 6: AB algorithm distribution among the Dy- 
naMechs classes. 
extended to the MDHLink class, and inheritance from 
that class was used to create the RevoluteLink and 
PrismaticLink classes. Inheritance (code reuse of the 
MDHLink class) reduces the amount of new code that 
must be written while polymorphism through both the 
Link and MDHLink classes still prevents changes to the 
code that calls methods of Link objects. This extensi- 
bility is a key requirement of this simulation package 
since it is targeted to experimental vehicle systems 
where entirely new configurations may be proposed. 
4 AB Algorithm Implementation 
Using the design presented in the previous section, 
the hydrodynamic AB algorithm was implemented ef- 
ficiently. The distribution of the tasks in the algorithm 
across the various classes are illustrated in Figure 6. In 
this figure, each box corresponds to one of the objects 
in the system and contains their class names. The ar- 
rows indicate the order in which the objects execute 
code to complete the three steps of the AB algorithm. 
In addition, the EndEf f e c to r  objects contain code for 
modeling compliant contacts and computing external 
tip forces as described in [13]. 
Note that polymorphism in the RefMember class 
provides a uniform interface so that the same algo- 
rithm can simulate both fixed and mobile base sys- 
tems, in the same way the Link class enables the soft- 
ware to easily compute the dynamics for numerous 
types of joints. In addition, dynamic array alloca- 
tion allows for simulation of an arbitrary number serial 
chains each with an arbitrary number links. 
The runtime performance of the resulting simula- 
tion algorithm has been measured on a Silicon Graph- 
ics (SGI) Indigo’ workstation with IRIX 5.2 and a 
150MHz MIPS R4400 processor. Including foot pad 
and camera boom dynamics, one iteration of the 
Aquarobot simulation (28 rigid bodies/45 DOFs) re- 
Figure 7: Scene from the Aquarobot simulation. 
quires about 2.6 ms. With reasonably stiff contacts 
with the environment, this appears adequate for real- 
time performance, and is undergoing further study. 
The final step, including graphical output, was ac- 
complished using the SGI Performer software package. 
Figure 7 shows a scene from the Aquarobot simulation 
that was rendered on the Indigo2 with the Extreme 
graphics option. Lack of space prevents a presenta- 
tion of simulation results for a specific case of walk- 
ing. In addition, much work is yet to be done to com- 
pare the simulation results with experimental results 
for Aquarobot. First, the derivation of the hydrody- 
namic parameters required by this simulator must be 
accomplished which is a difficult task and must be the 
subject of further study. 
5 Summary and Conclusions 
The development of an object-oriented software pack- 
age, called DynaMechs, for real-time dynamic sim- 
ulation has been described. A primary goal of this 
endeavor was to investigate OOD techniques to im- 
plement an algorithm in C++ for a large class of tree- 
structured mechanisms having star topologies. The 
algorithm is based on the Articulated-Body (AB) 
method [lo], which was extended to include the hydro- 
dynamic effects of added mass, drag, buoyancy, and 
fluid acceleration forces. The resulting algorithm has 
O ( N )  complexity where N is the number links in the 
system. The addition of hydrodynamic effects nearly 
doubles the computational requirements over simula- 
tions of equivalent land-based systems. Nevertheless, 
the implementation of the algorithm is very efficient, 
and real-time performance is achieved for Aquarobot. 
This OOD programming problem was decomposed 
into smaller, decoupled tasks with the development of 
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object and class hierarchies. Through techniques such 
as inheritance, encapsulation, and polymorphism, the 
overall complexity of the programming problem is sig- 
nificantly reduced because interactions between code 
segments are limited and tightly controlled. This 
also significantly reduces the amount of time taken 
to maintain and modify such code. The resulting code 
is capable of simulating systems ranging from single 
chain systems with fixed bases to  multiple chain sys- 
tems with mobile bases. Code for simulation of revo- 
lute, prismatic and ball-in-socket joints is also included 
and can be easily extended to  include other types. 
This software has also been iused to simulate a 
PUMA manipulator, a quadruped jumping robot, and 
the ROV/manipulator system described in [l]. Re- 
cent work on DynaMechs has been aimed a t  improv. 
ing environment and terrain models, the contact algo- 
rithms, and adding DC motor and hydraulic actuator 
models. These tasks are made much easier with the 
use of OOD, resulting in a “plug-and-play” capability 
for code modules. With development of more complex 
contact models, this system will also be used for dex- 
trous hands in studying power grasps. Future plans 
include additions for joint and link flexibility, the full. 
class of tree-structured mechanisms, and systems with 
closed loops. 
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