Introduction
Linear mixed models (Laird and Ware, 1982) and generalized linear mixed models (GLMMs) (Breslow and Clayton, 1993) have been widely used in many research areas, especially in the area of biomedical research, to analyze longitudinal and clustered data and multiple outcome data. In a mixed effects model, subject-specific random effects are used to explicitly model between-subject variation in the data and often assumed to follow a mean zero parametric distribution, e.g., multivariate normal, that depends on some unknown variance components.
A large literature was developed in the last two decades for the estimation of regression coefficients and variance components in mixed effects models. See Diggle, et al (2002) , Molenberghs (2000, 2005) for an overview.
In many situations, however, we are interested in testing whether or not some of the between-subject variation is absent in a mixed effects model. This is equivalent to testing some variance components equal to zero. However, such a null hypothesis places some variance components on the boundary of the parameter space. Hence the commonly used tests, such as the likelihood ratio, Wald and score tests, do not have the traditional chisquared distribution. In this chapter, we will review the likelihood ratio test and the score test for testing variance components in generalized linear mixed models.
A closely related topic is testing whether or not a covariate effect in a GLMM can be adequately represented by a polynomial of certain degree. Using a smoothing spline or penalized spline approach, testing for a polynomial covariate effect is equivalent to testing a zero variance component in an induced GLMM. We will review the likelihood ratio test and the score test for testing a parametric polynomial model versus a smoothing spline model for longitudinal data within the generalized additive mixed models framework (Lin and Zhang, 1999 ).
This chapter is organized as follows. In Section 2, we present the model specification of a GLMM and briefly review model estimation and inference procedures. In Section 3, we review the likelihood ratio test for variance components in GLMMs and illustrate such tests in several common cases of interest. In Section 4, we review the score test for variance components in GLMMs, and compare the performance of the likelihood ratio test with the score test in a simple GLMM. In Section 6, we review the likelihood ratio test and the score test for testing a polynomial covariate effect versus a nonparametric smoothing spline model for longitudinal data. We illustrate these tests in Section 7 through application to data from Indonesian children infectious disease study. The chapter ends in Section 8 with a discussion.
Generalized Linear Mixed Models for Longitudinal/Clustered Data
Suppose there are m subjects in the sample. For the ith subject, denote by y ij the response measured for the jth observation, e.g., the jth time point for longitudinal data or the jth outcome for multiple outcome data. Similarly denote by x ij a p × 1 vector of covariates associated with fixed effects and by z ij a q × 1 vector of covariate values associated with random effects. Given subject-specific random effects b i , the responses y ij are assumed to be conditionally independent and belong to an exponential family with the conditional mean E(y ij |b i ) = µ ij and conditional variance var(y ij |b i ) = V (µ ij ) = φω −1 ij v(µ ij ), where φ is a positive dispersion parameter, ω ij is a pre-specified weight such as the binomial denominator when y ij is the proportion of events in binomial sampling, and v(·) is the variance function.
A generalized linear mixed model (GLMM) relates the conditional mean µ ij to the covariates x ij and z ij as follows
where g(·) is a strictly increasing link function, β is a p × 1 vector of fixed effects (regression coefficients) of x, and b i is a q × 1 vector of subject-specific random effects of z. The model specification is completed by the usual assumption that b i ∼ N{0, D(ψ)}, where ψ is a c × 1 vector of variance components.
Model (1) includes many popular models for continuous and discrete data as special cases.
For example, if the y ij are continuous outcome measurements assumed to have a normal distribution given random effects b i and the link function is the identity link g(µ) = µ, then model (1) reduces to the following linear mixed model (Laird and Ware, 1982 )
where ij iid ∼ N(0, φ) are residual errors. When the y ij are binary responses, a common choice of the link function is the logit link g(µ) = log{µ/(1 − µ)}. In this case, model (1) reduces to the following logistic-normal model
The log-likelihood function (β, ψ; y) given outcome y under Model (1) is
where
is the conditional log-likelihood of y ij given random effects b i .
Estimation and inference in Model (1) are often hampered by the intractable integrations involved in evaluation of likelihood (4) and have been well developed in the past two decades.
Our main focus in this paper is on variance component testing in a GLMM. We hence list here some representative work as references. Zeger and Karim (1991) used a Gibbs sampling approach for model estimation and inference. Breslow and Clayton (1993) approximated the likelihood (4) using Laplace approximation and conducted model estimation and inference by maximizing a penalized quasi-likelihood (PQL). Breslow and Lin (1995) and Lin and Breslow (1996) studied the bias in PQL estimators and developed bias-correction methods. Booth and Hobert (1999) proposed an automated Monte Carlo EM algorithm to maximize the integrated likelihood (4).
As usual, throughout this chapter, we will use X for the design matrix of β and Z the design matrix of b. That is, X = (X
T , and
The Likelihood Ratio Test for Variance Components in GLMMs
The specification of the subject-specific random effects b i in model (1) models the source of between-subject variation in the covariate effects of z, which also determines the withinsubject correlation. The magnitude of this between-subject variation/within-subject correlation is captured by the magnitude of the elements of D(ψ). In practice, investigators may be interested to see if there is no between-subject variation in some covariate effects of z.
Statistically, it is equivalent to testing some or all of the elements of D(ψ) to be zero.
In a regular hypothesis testing setting, a likelihood ratio test (LRT) is the most commonly used test due to its desirable theoretical properties and the fact that it is easy to construct.
Under very general regularity conditions, the LRT statistic asymptotically has a χ 2 null distribution with the degrees of freedom equal to the number of independent parameters being tested under the null hypothesis. However, when the elements of D(ψ) are tested, the null hypothesis usually places some or all of the components of ψ on the boundary of the model parameter space, in which case the LRT statistic does not have the usual χ 2 null distribution.
T , a combined vector of regression and variance-covariance parameters in the model. Self and Liang (1987) formulated the asymptotic null distribution of the LRT statistic −2lnλ m for testing
when the true value θ 0 of θ is possibly on the boundary of the model parameter space Ω.
Assume that the parameter spaces Ω 1 under H A and Ω 0 under H 0 can be approximated at θ 0 by cones C Ω 1 and C Ω 0 , respectively, with vertex θ 0 . Self and Liang (1987) showed that under some regularity conditions the LRT statistic −2lnλ m asymptotically has the same distribution as inf
where C Ω is the cone approximating Ω with vertex at θ 0 , C Ω − θ 0 and C Ω 0 − θ 0 are translated cones of C Ω and C Ω 0 such that their vertices are the origin, I(θ 0 ) is the (Fisher) information matrix at θ 0 , and U is a random vector distributed as N{0, I −1 (θ 0 )}. Alternatively, Self and Liang (1987) expressed (5) as
U is a random vector from N(0, I) and QΛQ T is the spectral decomposition of I(θ 0 ); that is, I(θ 0 ) = QΛQ T , QQ T = I and Λ = diag{λ i }. We can use either (5) or (6) to derive the asymptotic null distribution for the LRT statistic depending on the structure of I(θ 0 ). Stram and Lee (1994) applied the above general results of Self and Liang (1987) to investigate the asymptotic null distribution of LRT statistic −2lnλ m for testing components of D(θ) for linear mixed model (2). Since the results of Self and Liang (1987) are for a general parametric model, they are also applicable to GLMM (1) as long as one can maximize the likelihood (4) under the null and alternative hypotheses of interest. Here we list some cases one commonly encounters in practice. For reviews on LRT for variance components in linear mixed models, see the chapter "Likelihood ratio testing for zero variance components in linear mixed models" by Crainiceanu.
Case 1: Assume the dimension q of the random effects is equal to one, that is, D = d 11 , and we are testing H 0 :
T and I(θ 0 ) = {I jk } corresponding to β and d 11 . Some algebra then shows that inf
whereŨ 2 = (I 22 − I 21 I −1 11 I 12 ) 1/2 U 2 , and
Therefore, (5) reduces toŨ In this case, θ = (θ 
inf
−1 (θ 0 )}, the distribution of the difference between (7) and (8) is a 50:50 mixture of χ 2 1 and χ 2 2 .
For a given significance level α, the critical value c α for the LRT can be solved by the following equation using some statistical software
Alternatively, the significance level α can also be compared to the LRT p-value
where T obs is the observed LRT statistic. This p-value is always smaller than the usual but incorrect p-value P [χ 2 2 ≥ T obs ] in this setting. The decision based on this classical p-value is hence conservative.
Case 3: Assume q > 2 and we test the presence of the qth element of the random effects . Under H 0 , the translated approximating cone at θ 0 is given positive definite matrix D 11 is a smooth surface, the translated approximating cone Case 4: Suppose the random effects part z Case 5: Suppose D 1 (ψ 1 ) in Case 4 takes the form ψ 1 I, and we test H 0 :
and θ 3 , and define matrixĨ as follows:
Given θ 2 and θ 3 , it can be easily shown that
T is the spectral decomposition ofĨ. Therefore, under H 0 , we have inf
Denote by ϕ the angle in the radiant formed by the vectorsΛ
that is, ϕ = cos −1 Ĩ 23 / Ĩ 22Ĩ33 (Self and Liang, 1987 , who incorrectly used I jk ), and set
3 with probability ξ U 2 2 with probability 0.25 U 2 3 with probability 0.25 0 with probability 0.5 − ξ.
Therefore, the asymptotic null distribution of the LRT statistic is a mixture of χ with mixing probabilities ξ, 0.5 and 0.5 − ξ. Note that sinceĨ is a positive definite matrix, the probability ξ satisfies 0 < ξ < 0.5. In particular, ifĨ is diagonal, the mixing probabilities are 0.25, 0.5 and 0.25.
The asymptotic null distribution of the LRT statistic is relatively easier to study for the above cases. The structure of the information matrix I(θ 0 ) and the approximating cones
C Ω − θ 0 and C Ω 0 − θ 0 play key roles in deriving the asymptotic null distribution. For more complicated cases of testing variance components, although the asymptotic null distribution of the LRT is generally still a mixture of some chi-squared distributions, it may be too difficult to derive the mixing probabilities. In this case one may use simulation to calculate the p-value.
The Score Test for Variance Components in GLMMs
Conceptually, the LRT test for variance components in GLMMs discussed in Section 3 is easy to apply. However, the LRT involves fitting GLMM (1) Breslow and Clayton (1993) and others is recommended for a GLMM with complex parameter boundary, such approximation may work poorly in such cases (Hsiao, 1997) . In this section, we discuss score tests for variance components in model (1). One advantage of using score tests is that we only need to fit model (1) under H 0 , often dramatically reducing computational burden. Another advantage is that unlike likelihood ratio tests, score tests only require the specification of the first two moments of random effects and are hence robust to mis-specification of the distribution of random effects (Lin, 1997) .
We first review the score test for Case 1 discussed in Section 3, that is, we assume there is only one variance component in model (1) In Case 1, ψ = d 11 . Assume at the moment that β is known. One can show using L'Hôpital's rule or the Taylor expansion (Lin, 1997) that the score for ψ is
which is zero for the canonical link function g(·), and µ
It can be easily shown that the random variable U ψ defined by (9) has zero mean under H 0 : ψ = 0. As argued by Verbeke and Molenberghs (2003) , the log-likelihood (β, ψ; y) for the linear mixed model (2) on average has a positive slope at ψ = 0 when in fact ψ > 0. The same argument also applies to GLMM (1). This is because under H A : ψ > 0, the MLE ψ of ψ will be close to ψ so that ψ > 0 when the sample size m gets large. If the log-likelihood (β, ψ; y) as a function of ψ only is smooth and has a unique MLE ψ, which is the case for most GLMMs, the slope U ψ of (β, ψ; y) at ψ = 0 will be positive. Indeed, E(U ψ ) generally is an increasing function of ψ. For example, Figure 1 plots the expected score E(U ψ ) vs. ψ for the logistic-normal GLMM (3) where m = 10, n i = 5, x ij = 1, β = 0.25 and z ij = 1. It is confirmed that E(U ψ ) increases as ψ increases. The above argument indicates that a large value of U ψ provides evidence against H 0 : ψ = 0 and we should reject H 0 only if U ψ is large. Since U ψ is a sum of independent random variables, classic results show that it will have an asymptotic normal distribution under H 0 : ψ = 0 with zero mean and variance equal to I ψψ = E(U 2 ψ ), where the expectation is taken at H 0 : ψ = 0.
Denote by κ rij the rth cumulant of y ij under H 0 . By the properties of the distributions in an exponential family, κ 3ij and κ 4ij are related to κ 2ij via κ (r+1)ij = κ 2ij ∂κ rij /∂µ ij (r = 2, 3),
Then I ψψ can be shown to be (Lin, 1997)
where r ii = w In practice, however, β in U ψ and I ψψ is unknown and has to be estimated under H 0 . This is straightforward since under H 0 : ψ = 0, GLMM (1) reduces to the standard generalized linear model for independent data g(µ ij ) = X T ij β and existing software can be used to easily calculate the MLE β of β under H 0 : ψ = 0. In this case, Lin (1997) considered the biascorrected score statistic to account for the estimation of β under H 0 as
where all quantities are obtained by replacing β by β, w 0ij = (1 − h ij )w ij + e ij (y ij − µ 0 ij ), and h ij is the corresponding diagonal element of the hat matrix H = W 1/2 X(XW X) −1 X T W 1/2 , W = diag{w ij }, and showed that U c ψ has variancẽ
with c ij = w 3 ij δ 3 ij κ 3ij − w ij δ ij e ij κ 2ij . Then the bias-corrected score test at level α would
ψψ . The one-sided score test presented above is asymptotically equivalent to the likelihood ratio test (Verbeke and Molenberghs, 2003) . The two-sided score test assumes the score statistic T s = {U c ψ } 2 /Ĩ ψψ follows a χ 2 distribution. Unlike the regular likelihood ratio test, such a two-sided score test has the correct size under H 0 but is subject to some loss of power. As shown in our simulation studies for a single variance component, the loss of power is minor to moderate for most alternatives. The highest power loss is about 10% when the magnitude of the variance component is moderate.
When the dimension of ψ is greater than 1, suppose we can partition ψ = (ψ 1 , ψ 2 ) where ψ 1 is a c 1 × 1 vector and ψ 2 is a c 2 × 1 vector. We are interested in testing H 0 :
Here the inequality is interpreted element-wise. Lin (1997) considered a simple two-sided score test for this multiple variance component test. Specifically, denote by ( β, ψ 2 ) the MLE of (β, ψ 2 ) under H 0 : ψ 1 = 0. We can similarly derive the (corrected) See Lin (1997) for the special case where each element of ψ represents a variance of a random effect. Asymptotically, S ψ has a normal distribution with zero mean and variance equal to the efficient information matrix H ψ 1 ψ 1 = m −1Ĩ ψ 1 ψ 1 under H 0 , whereĨ ψ 1 ψ 1 is defined similarly to (11) except that I φβ and I ββ are replaced by I ψ 1 γ and I γγ and γ = (ψ 2 , β). The simple two-sided score statistic is defined as
and the p-value is calculated by assuming T s follows a chi-square distribution with c 1 degrees of freedom. Silvapulle and Silvapulle (1995) proposed a one-sided score test for a general parametric model and showed that the one-sided score test is asymptotically equivalent to the likelihood ratio test. Verbeke and Molenberghs (2003) extended Silvapulle and Silvapulle's (1995) 
It is easy to see that T * s as defined in (14) Lin's (1997) two-sided score test and their one-sided score test for GLMMs with two-dimensional random effects and found similar power loss to the case of a single variance component (Table   4 in Hall and Praestgaard, 2001 ; the maximum power loss is about 9%).
Simulation Study to Compare the Likelihood Ratio Test and the Score Test for Variance Components
We conducted a small simulation study to compare the size and the power of the one-sided and two-sided score tests with the likelihood ratio test. We considered the logistic-normal GLMM (3) by assuming binary responses y ij (i = 1, 2, ..., m = 100, j = 1, 2, ..., n i = 5) were generated from the following logistic-normal GLMM
where β = 0.25 and b i ∼ N(0, ψ), with equal spaced ψ in [0,1] by 0.2. For each value of ψ, 500 data sets were generated. The likelihood ratio test described in Section 3 and the (corrected) one-sided and two-sided score tests were applied to test H 0 : ψ = 0. We compare the performance of the regular but conservative LRT, the appropriate LRT, one-sided and two-sided score test for testing H 0 : ψ = 0. The nominal level of all 4 tests were set at α = 0.05. Table 5 presents the simulation results. The results show that the size of the (correct) likelihood ratio test is little smaller than the nominal level. This is probably due to the numerical instability caused by numerical difficulties in fitting model (15) when in fact there is no random effect in the model, or the fact that the sample size (number of clusters m = 100) may not be large enough for the asymptotic theory to take effect. As expected, the regular LRT using χ 2 1 is conservative and the size is too small. On the other hand, both one-sided and two-sided score test have their sizes very close to the nominal level. The powers of the likelihood ratio test and the one-sided score test are almost the same, although the one-sided score test is slightly more powerful than the LRT, which may be due to the numerical integration required to fit model (15). The two-sided score test has some loss of power compared to the one-sided score test and the correct LRT. However the p-value of the two-sided score test is much easier to calculate especially for testing for multiple variance components.
6 Polynomial Test in Semiparametric Additive Mixed Models Lin and Zhang (1999) proposed generalized additive mixed models (GAMMs), an extension of GLMMs where each parametric covariate effect in model (1) is replaced by a smooth but arbitrary nonparametric function, and proposed to estimate each function by a smoothing spline. Using a mixed model representation for a smoothing spline, they cast estimation and inference of GAMMs in a unified framework through a working GLMM, where the inverse of a smoothing parameter is treated as a variance component. A special case of GAMMs is the semiparametric additive mixed models considered by Zhang and Lin (2003) :
where f (t) is an unknown smooth function, i.e., the covariate effect of t is assumed to be nonparametric, s ij is some covariate vector, and
data with the identity link, model (16) reduces to a partially linear model. We are interested in developing a score testing for testing f (t) is a parametric polynomial function versus a smooth nonparametric function. Specifically, we set H 0 : f (t) is a polynomial function of degree K − 1 and H 1 : f (t) is a smoothing spline.
Following Zhang and Lin (2003) , denote by t 0 = (t 0 1 , t 0 2 , ..., t 0 r ) T a vector of ordered distinct t ij 's and by f a vector of f (t) evaluated at t 0 (without loss of generality, assume 0 < t
The Kth-order (K ≥ 1) smoothing spline estimator f (t) can be expressed as
is a basis for the space of polynomials of order K − 1 and
Then the smoothing spline estimator of f has the following mixed effect representation
where T is an r × K matrix with the (l, k)th element equal to φ k (t 0 l ), Σ is a positive matrix with the (l, k)th element equal to R(t
T is a vector of fixed effects and
) is a vector of random effects with τ ≥ 0 being the inverse of the smoothing parameter for the smoothing spline estimate f (t).
Let n = m i=1 n i be the total sample size and denote by N the n × r incidence matrix 
where T are independent new random effects. Therefore, the smoothing spline estimator f (t) can be estimated using the estimation procedure for a GLMM, such as maximum penalized quasi-likelihood procedure of Breslow and Clayton (1993) .
We are interested in using this spline and mixed model connection to test whether or not the smoothing spline f (t) in semiparametric additive mixed model (16) can be adequately modeled by a polynomial of order K − 1, i.e., H 0 : f (t) is a polynomial of order K − 1 and . In fact, for independent normal data with the identity link, Crainiceanu et al. (2005) showed that, when f (t) is modeled by a penalized spline (similar to a smoothing spline), the LRT statistic asymptotically has approximately 0.95 mass probability at zero. For this special case, Crainiceanu et al. (2005) Due to the special structure of the smoothing matrix Σ, the score statistic of τ evaluated under H 0 : τ = 0 does not have a normal distribution. Zhang and Lin (2003) showed that the score statistic of τ can usually be expressed as a weighted sum of chi-squared random variables with positive but rapidly decaying weights, and its distribution can be adequately approximated by that of a scaled chi-squared random variable.
Under the mixed model representation (19), the marginal likelihood function L M (τ, ψ; y)
Let M (τ, ψ; y) = log L M (τ, ψ; y) be the log-marginal likelihood function of (τ, ψ). Zhang and Lin (2003) showed that the score U τ = ∂ M (τ, ψ; y)/∂τ | τ =0 can be approximated by
where β is the MLE of β and ψ is the REML estimate of ψ from the null GLMM (22), and Y is the working vector Y = Xβ + Zb + ∆(y − µ) under the null GLMM
where ∆ = diag{g (µ ij )},
.., D} and W is defined similarly as in Section 4 except µ 0 ij is replaced by µ ij . All these matrices are evaluated under the reduced model (22).
Write U τ = U τ −ẽ, where U τ andẽ are the first and second terms of U τ in (21). Zhang and Lin (2003) showed that the mean of U τ is approximately equal toẽ under H 0 : τ = 0. Similar to the score test derived in Section 4, the mean of U τ increases as τ increases. Therefore, we will reject H 0 : τ = 0 when U τ is large, implying a one-sided test. The variance of U τ under H 0 can be approximated byĨ
Define κ =Ĩ τ τ /2ẽ and ν = 2ẽ 2 /Ĩ τ τ . Then S τ = U τ /κ approximately has a χ 2 ν distribution, and we will reject H 0 : τ = 0 at the significance level α if S τ ≥ χ 2 α;ν . The simulation conducted by Zhang and Lin (2003) indicates that this modified score test for polynomial covariate effect in the semiparametric additive mixed model (16) has approximately right size and is powerful to detect alternatives.
Application
In this section, we illustrate the likelihood ratio testing and the score testing for variance components in GLMMs discussed in Sections 3 and 4, as well as the score polynomial covariate effect testing in GAMMs discussed in Section 6 through application to the data from Indonesian children infectious disease study (Zeger and Karim, 1991) . Two hundred and seventy-five Indonesian preschool children were examined for up to six quarters for the sign of respiratory infection (0=no, 1=yes). Totally there are 2000 observation in the data set.
Available covariates include: age in years; Xerophthelmia status (sign for vitamin A deficiency); gender; height for age; the presence of stunning and the seasonal sine and cosine.
The primary interest of the study is to see if vitamin A deficiency has an effect on the respiratory infection adjusting for other covariates and taking into account the correlation in the data.
Zeger and Karim (1991) used Gibbs' sampling approach to fit the following logistic-normal
where y ij is the respiratory infection indicator for the ith child at the jth interview, x ij is the 7 × 1 vector of the covariates described above with corresponding effects β,
is the random effect modeling the between-child variation/between-child correlation. No statistically significant effect of vitamin A deficiency on respiratory infection was found.
We can also conduct a likelihood inference for model (25) Alternatively, we may apply the score tests to test H 0 . The (corrected) score statistic for this data set is 2.678. The p-value from the one-sided score test is 0.0037, and the pvalue from the two-sided score test is 0.0074. Both tests provide strong evidence against
Motivated by their earlier work, Zhang and Lin (2003) 
where s ij are the remaining covariates. The score test statistic described in Section 6 for K = 3 is S τ = 5.73 with 1.30 degrees of freedom, indicating a strong evidence against H 0 :
f (age) is a quadratic function of age (p-value= 0.026). This may imply that nonparametric modeling of f (age) in model (26) is preferred.
Discussion
In this chapter, we have reviewed the likelihood ratio test and the score test for testing variance components in generalized linear mixed models. The central issue is that the null hypothesis usually places some of the variance components on the boundary of the model parameter space, and therefore the traditional null chi-squared distribution of the LRT statistic no longer applies and the p-value based on traditional LR chi-square distribution is often too conservative. Using the theory developed by Self and Liang (1987) , we have reviewed the LRT for some special cases and show the LRT generally follows a mixture of chi-square distribution. In order to derive the right null distribution of the LRT statistic, one needs to know the (Fisher) information matrix at the true parameter value (under the null hypothesis) and the topological behavior of the neighborhood of the true parameter value.
However, as our simulation indicates, the LRT for the variance components in a GLMM may suffer from numerical instability when the variance component is small and numerical integration is high dimensional.
On the other hand, the score statistic only involves parameter estimates under the null hypothesis and hence can be calculated much more straightforward and efficiently. We discussed both the one-sided score test and the much simpler two-sided score test. Both tests have the correct size. The one-sided score test has the same asymptotic distribution as the correct likelihood ratio test. Hence, similar to the LRT, the calculation of the one-sided score test requires the knowledge of the information matrix and the topological behavior of the neighborhood of the true parameter value and also requires computing a mixture of chi-square distributions. The two-sided score test is based on the regular chi-square distribution and has the right size. It is much easier to calculate especially for testing multiple variance components. The simulation studies presented here and in the statistical literature show that the two-sided score test may suffer from some power loss compared to the (correct)
likelihood ratio test and the one-sided score test.
We have also reviewed the likelihood ratio test and the score test for testing whether or not a nonparametric covariate effect in a GAMM can be adequately modeled by a polynomial of certain degree compared to a smoothing spline or a penalized spline function. Although the problem can be reduced to testing a variance component equal to zero using the mixed effects representation of the smoothing (penalized) spline, the GLMM results for likelihood ratio test and the score test for variance components do not apply because the data under mixed effects representation of the spline do not have an independent cluster structure any more.
Since the LRT statistic will be prohibitive to calculate for a GLMM with potentially high dimensional random effects, we have particularly reviewed the score test of Zhang and Lin (2003) for testing the parametric covariate model versus the nonparametric covariate model in the presence of a single nonparametric covariate function. Future research is needed to develop simultaneous tests for multiple covariate effects.
