The aim of this paper is to present sufficient and necessary conditions for generalized Hölder's inequality in generalized Morrey spaces. We also obtain similar results in weak Morrey spaces and in generalized weak Morrey spaces. The sufficient and necessary conditions for the generalized Hölder's inequality in these spaces are obtained through estimates for characteristic functions of balls in R d .
Introduction and Preliminaries
Several authors have made important observations about Hölder's inequality in the last three decades (see [1, 2, 7, 12] ). Recently, Masta et al. [6] obtained sufficient and necessary conditions for the generalized Hölder's inequality in Lebesgue spaces. In this paper, we are interested in studying the generalized Hölder's inequality in Morrey spaces and in generalized Morrey spaces. In particular, we shall prove sufficient and necessary conditions for generalized Hölder's inequality in those spaces. In addition, we also prove similar result in weak Morrey spaces and in generalized weak Morrey spaces.
Let us first recall the definition of Morrey spaces. For 1 ≤ p ≤ q < ∞, the Morrey space * [9] . Also note that if
The following theorem presents sufficient and necessary conditions for Hölder's inequality in Morrey spaces.
Then the following statements are equivalent:
(1)
Let us now move to the weak Morrey spaces. For 1 ≤ p ≤ q < ∞, the weak Morrey space wM 
This lemma will be useful for us to study sufficient and necessary conditions for generalized Hölder's inequality in weak Morrey spaces. 
The relation between the generalized Morrey spaces and their weak type is given in the following lemma.
In Section 2 we state our main results, and in Section 3 we present the proofs.
Statement of The Results
Our main results are presented in the following theorems. The first theorem is more general than Theorem 1.1.
the following statements are equivalent:
For generalized Morrey spaces, we have the following theorems. 
Remark. In [10, 11] , Sugano states that Finally, for generalized weak Morrey spaces, the following theorems hold. 
m, then there exists
C > 0 such that m i=1 φ i (r) ≤ C φ(r) for every r > 0.(1) m i=1 1 p i ≤ 1 p . (2) m i=1 f i wM p φ ≤ m m i=1 f i wM p i φ i for every f i ∈ wM p i φ i (R d ), i = 1, . . . , m.
Proof of Theorems
Now we come to the proof of theorems in Section 2. Here, the letter C denotes a constant that may change from line to line. To prove our results, we shall use Lemma 1.2, Lemma 1.3, and the following lemma.
for every a 0 ∈ R d and R > 0. In particular, we have
for every a 0 ∈ R d and R > 0.
Proof. This fact is proved in [3, 4, 5] ; we rewrite the proof here for convenience. Let
. Next, by Lemma 1.3, we have
Finally, by using the definition of · wM p φ , we have
,
, and the lemma is proved.
The proof of Theorem 2.1
By the generalized Hölder's inequality in Lebesgue spaces [2] , we have
Taking the supremum over B, we obtain 
Hence, by Lemma 3.1, we have
Since R > 0 is arbitrary, we conclude that
Next, choose 0 < ǫ < min{ dp
|B(a, r)|
Meanwhile, for each i = 1, . . . , m, we claim that
To see this, note that f i = g ǫ,K is symmetrical about 0 and has most mass around 0, and so for each a ∈ R d and r > 0, we have |B(a, r)|
Now, as a function of r only, the value of the last expression on the right hand side gets larger and larger as r grows from 0 to 2 + 2 −ǫ but decreases for r > K + K −ǫ . This verifies our claim about the supremum.
With such a value of L, let L 1 := ⌊L⌋ and
Knowing that
, we conclude from the two inequalities
Remark. For m = 2, we obtain the proof of Theorem 1.1.
The proof of Theorem 2.2
Proof. If (1) holds, then by similar arguments as in [8] we can prove that (1) implies (2) . It thus remains to prove that (2) implies (1). To do so, take an arbitrary R > 0 and let
. By the hypothesis, we then have
Since this holds for every R > 0, it follows that
Next, let 0 < ǫ < min{ dp 1 q 1 , . . . , dpm qm } and, for arbitrary
Meanwhile, for i = 1, . . . , m, by using similar arguments as in the proof of Theorem 2.1 one may observe that for 2 < L ≤ K + K −ǫ ,
φ i (r) = φ(r) for every r > 0, we get
which holds for arbitrary K ∈ N. Consequently,
, as desired.
The proof of Theorem 2.5
Proof.
(1) Suppose that , we observe that
