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We introduce a one-dimensional PT -symmetric system, which includes the cubic self-focusing, a
double-well potential in the form of an infinitely deep potential box split in the middle by a delta-
functional barrier of an effective height ε, and constant linear gain and loss, γ, in each half-box. The
system may be readily realized in microwave photonics. Using numerical methods, we construct PT -
symmetric and antisymmetric modes, which represent, respectively, the system’s ground state and
first excited state, and identify their stability. Their instability mainly leads to blowup, except for
the case of ε = 0, when an unstable symmetric mode transforms into a weakly oscillating breather,
and an unstable antisymmetric mode relaxes into a stable symmetric one. At ε > 0, the stability area
is much larger for the PT -antisymmetric state than for its symmetric counterpart. The stability
areas shrink with with increase of the total power, P . In the linear limit, which corresponds to
P → 0, the stability boundary is found in a analytical form.The stability area of the antisymmetric
state originally expands with the growth of γ, and then disappears at a critical value of γ.
I. INTRODUCTION
Although the quantum theory operates complex wave functions, a fundamental principle is that eigenvalues of
physically relevant quantities must be real. Normally, this condition is satisfied if the underlying Hamiltonian is
Hermitian [1]. However, it was discovered that Hamiltonians composed of Hermitian and anti-Hermitian parts,
subject to the constraint of the parity-time (PT ) symmetry, also generate real energy spectra, provided that the
strength of the anti-Hermitian part does not exceed a certain critical value, above which the PT symmetry breaks
down, i.e., the energy spectra ceases to be real [2]-[9]. For one-dimensional single-particle Hamiltonians, which include
a complex potential, U(x) = V (x)+ iW (x), whose imaginary part is the anti-Hermitian term in the Hamiltonian, the
PT symmetry implies that the real and imaginary parts of the potential are, respectively, even and odd functions of
the coordinate [2]:
V (x) = V (−x),W (−x) = −W (x). (1)
While the concept of PT -symmetric Hamiltonians was not experimentally realized in the framework of the quantum
theory, a possibility was proposed to emulate the symmetry in optical media with symmetrically placed gain and loss
elements [10]-[24], making use of the commonly known similarity between the Schro¨dinger equation in quantum
mechanics and the equation governing light propagation in the paraxial approximation. In fact, this setting may be
considered as a specific example of the general class of dissipated structures, the concept of which was developed
by I. Prigogine and his collaborators [25]. This prediction was followed by the experimental implementation of the
PT symmetry in various optical waveguides [26]-[29] and lasers [30, 31], as well as in other photonic settings, such
as metamaterials [32], microcavities [33], optically induced atomic lattices [34], and exciton-polariton condensates
[35]-[37].
The PT symmetry can be emulated in other waveguiding settings too, such as acoustics [38, 39], optomechanical
systems [40], and electronic circuits [41]. It was predicted too in atomic Bose-Einstein condensates (BECs) [42] and
magnetism [43]. In terms of the theory, PT -symmetric extensions were also elaborated for Korteweg - de Vries [44, 45],
Burgers [46], and sine-Gordon [47] equations, as well as in a model combining the PT symmetry with emulation of
the spin-orbit coupling in optics [48].
While the PT symmetry is a linear property, it may be combined with intrinsic nonlinearity of the medium in which
the symmetry is implemented, which is usually as the Kerr self-focusing of optical materials. Usually, such settings are
modelled by nonlinear Schro¨dinger (NLS) equations with complex potentials subject to constraint (1). In particular,
these models give rise to PT -symmetric solitons, which were considered in a large number of works [12], [16]-[22]
(see recent reviewed in Refs. [49] and [50]), and experimentally demonstrated too [29]. A characteristic feature of
PT -symmetric solitons and other nonlinear modes is that they form continuous families, like in conservative systems
[51], although the PT -symmetry is realized in dissipative media. In that sense, PT -symmetric systems represent an
interface between conservative models and traditional dissipative ones, which normally give rise to isolated solutions
in the form of dissipative solitons, which do not form families [52]-[54].
2The objective of the present work is to introduce a one-dimensional model which combines the PT symmetry and
cubic self-focusing at the most basic level. As concerns the spatially even real part of the potential, V (x) in Eq.
(1), its most fundamental version is represented by the double-well structure [61]-DWP4, [66]. In turn, what may
be considered as, arguably, the most basic form of such a potential in one dimension is a infinitely deep potential
box, split in the middle (at x = 0) by an infinitely narrow delta-functional barrier [67, 68]. In this work, we combine
the real split-box potential with the simplest imaginary one, represented by constant gain and loss coefficients in two
half-boxes, at x > 0 and x < 0, respectively. Microwave photonics, which may involve cubic nonlinearity (see, e.g.,
Ref. [70]), offers the most straightforward possibility to implement this complex potential, with the box realized as a
waveguide with metallic walls, and the central splitter induced by a metallic strip partly separating the guiding channel
in two [69]. The symmetric gain and loss may be realized, in the lossy material filling the waveguide, by installing
an amplifier, with an appropriate value of the gain, at x > 0. In principle, the same model may be implemented in
BEC too, assuming that the condensate is loaded into an appropriately shaped trapping potential, with symmetrically
placed amplifying and lossy elements [42], but this may be difficult to achieve in the real experiment.
The model is formulated in detail in Section II. Then, in Section III, we report an analytically derived stability
boundary for the zero state in the linearized version of the model, which is a nontrivial finding in the presence of
the complex potential. The main problem, which is addressed in Section IV, is constructing nonlinear PT -symmetric
and antisymmetric states in this system [alias the ground state (GS), and the first excited state, respectively]. This
is done by means of numerical methods (the imaginary-time integration for the GS, and the Newton’s method for
the antisymmetric modes). Further, we focus on identifying existence and stability boundaries of these states. In
particular, a noteworthy finding is that the stability area is much larger for the antisymmetric state than for the
symmetric one. The paper is concluded by Section V.
II. THE MODEL
We consider a 1D model based on the PT -symmetric NLS equation with the cubic self-focusing nonlinearity term,
a double-well potential, in the form of the infinitely deep box, split in the middle by the delta-functional barrier,
and uniform gain and loss applied in two half-boxes. The NLS equation is written in the normalized form with zero
boundary conditions at edges of the box, x = ±1/2:
i
∂ψ
∂z
= −1
2
∂2ψ
∂x2
− g |ψ|2 ψ + εδ(x)ψ + iγσ(x)ψ, (2)
ψ
(
x = ±1
2
)
= 0. (3)
Here z and x are the propagation distance and transverse coordinate in the waveguide, which take values, respectively,
z ≥ 0 and |x| ≤ 1/2 (i.e., the width of the waveguide is scaled to be 1). Further, ε is the strength of the splitting
barrier, and the self-focusing coefficient is normalized to be g = 1, except for g = 0 in the linearized model. Coefficient
γ in Eq. (2) represents the strength of gain-loss term, with σ(x) being an odd function of x, which we here chose as
the step profile:
σ(x) = sgn(x). (4)
Stationary solutions to Eq. (2) are looked for as
ψ(x, z) = exp (ikz)u(x), (5)
where k is a real propagation constant, and complex function u satisfies equations
−ku+ 1
2
d2u
dx2
+ g |u|2 u = εδ(x)u + iγsgn(x)u, (6)
u
(
x = ±1
2
)
= 0. (7)
Stationary states are characterized by the the total power,
3P =
∫ +1/2
−1/2
|ψ(x)|2dx (8)
To analyze stability of stationary states, we search for perturbed solutions to Eq. (2) as
ψ(x, z) = eikz [u(x) + v1(x)e
−iλz + v∗2(x)e
iλ∗z] (9)
where v1(x) and v2(x) are infinitesimal perturbation eigenmodes, and λ is the respective instability growth rate.
Linearization around the stationary solutions leads to the following equation:
(
Fˆ + iγσ(x) −u2
(u∗)2 −Fˆ + iγσ(x)
)(
v1
v2
)
= λ
(
v1
v2
)
, (10)
where Fˆ = −(1/2)d2/dx2 − 2 |u|2 + ǫδ(x) + k. This equation, with boundary conditions (7), were solved numerically.
The instability is predicted by the existence of eigenvalues with Im(λ) 6= 0.
III. ANALYTICAL RESULTS: STABILITY OF THE ZERO BACKGROUND
The first objective of the analysis is stability of the zero solution in the framework of the present model, which is
a nontrivial issue in the presence of the complex potential. The corresponding eigenmodes and eigenvalues k should
be found from the linearized version of Eqs. (6):
− ku+ 1
2
d2u
dx2
= εδ(x)u + iγsgn(x)u, (11)
the stability implying that k must be real. PT -symmetric solutions to Eq. (11) are singled out by condition
u(−x) = u∗(x), (12)
with ∗ standing for the complex conjugation. Accordingly, the solutions are looked for as
u(x) = v(x) + iw(x), (13)
with the real and imaginary parts subject to the following constraints:
v(−x) = v(x), w(−x) = −w(x). (14)
At x 6= 0, where δ(x) does not appear in Eq. (11), one can eliminate v in favor of w in Eq. (11), after the
substitution of expression (13), and thus derive a single equation for w(x):
v(x) =
sgn(x)
γ
(
−kw + 1
2
d2w
dx2
)
, (15)
1
4
d4w
dx2
− kd
2w
dx2
+
(
k2 + γ2
)
w = 0 (16)
Fundamental solutions to Eq. (16) [which, for the time being, do not take boundary conditions (7) into regard] are
looked for in an obvious form:
u = const · exp (Qx) , (17)
Q2 = 2 (k ± iγ) . (18)
Equation (18) yields four roots:
Q = ±Qr ⊕ iQi, (19)
Qr ≡
√√
k2 + γ2 + k, (20)
Qi ≡ γ√√
k2 + γ2 + k
, (21)
4where ⊕ in front of Qi stands for a ± sign, chosen independently from ± in front of Qr.
A general ansatz for odd eigenmode w(x), which follows from Eqs. (17) and (19), and must satisfy the boundary
conditions at edges of the potential box, is
w(x) = a sin (Qi|x|) sinh (Qrx) + b cos (Qix) sinh (Qrx) + c sin (Qix) cosh (Qrx) , (22)
where coefficient a may be considered as an arbitrary one. In the first term, the presence of |x| in sin (Qi|x|) implies
that the respective term is an odd function of x. A possible additional odd term, ∼ sgn(x) cos (Qix) cosh (Qrx), is
not included in Eq. (22), as it contradicts the continuity of w(x) at x = 0. Then, the substitution of ansatz (22) in
Eq. (15) yields
v(x) =
QiQr
γ
[a cos (Qix) cosh (Qrx) − b sgn(x) sin (Qix) cosh (Qrx)
+c sgn(x) cos (Qix) sinh (Qrx)] . (23)
It is relevant to mention that expression (23) yields
v(x = 0) = a
QiQr
γ
. (24)
This result does not contradict the presence of factor sgn(x) in Eq. (15), because term d2w/dx2 in the same equation
contains contribution 2QiQra sgn(x) cos (Qi|x|) cosh (Qrx), produced by the second derivative of the first term in Eq.
(22), and in the ensuing product of the two factors we use identity (sgn(x))
2 ≡ 1.
Next, we take care of boundary conditions (7), i.e., w(x = 1/2) = v(x = 1/2) = 0, as per Eq. (13). The substitution
of expressions (22) and (23) in these conditions yields a system of linear equations for coefficients b and c:
cos
(
Qi
2
)
sinh
(
Qr
2
)
b+ sin
(
Qi
2
)
cosh
(
Qr
2
)
c
= − sin
(
Qi
2
)
sinh
(
Qr
2
)
a,
− sin
(
Qi
2
)
cosh
(
Qr
2
)
b+ cos
(
Qi
2
)
sinh
(
Qr
2
)
c
= − cos
(
Qi
2
)
cosh
(
Qr
2
)
a.
A solution to these equations is relatively simple:
b =
sinQi
coshQr − cosQi a,
c = − sinhQr
coshQr − cosQi a. (25)
The remaining condition is the jump of the first derivative of the real part, v(x), at point x = 0, induced by the
delta-function in Eq. (11):
dv
dx
|x=+0 − dv
dx
|x=−0 = 2εv(x = 0), (26)
while v(x) must be continuous at x = 0. The substitution of expressions (23) and (24), with coefficients (25), in Eq.
(26) leads to the final equation which determines the spectrum of eigenvalues k (arbitrary coefficient a cancels out
here):
ε = −Qi sinQi +Qr sinhQr
coshQr − cosQi , (27)
which, is, eventually, a relation between the barrier’s strength, ε, and wavenumber of the perturbation eigenmode
which is generated by Eq. (11). It is relevant to mention that Eq. (27) is meaningful too for ε ≤ 0, which implies
placing a narrow potential well at x = 0, rather than the barrier.
5FIG. 1: (Color online) Propagation constant k vs. the gain-loss coefficient, γ, at fixed values ε, produced by a numerical
solution of Eq. (27). Branches corresponding to the ground state, and the first, second, and third excited ones, are labeled
accordingly.
Note that, in the limit of γ → 0, the expansion of Eqs. (20) and (21) yields
Qr ≈ γ√−2k
(
1− γ
2
8k2
)
,
Qi ≈
√
−2k
(
1 +
γ2
8k2
)
. (28)
Setting γ = 0, Eq. (28) yields Qr = 0, Qi =
√−2k, and then Eq. (27) amounts to
ε tan
(√
−k
2
)
= −
√
−2k, (29)
which is precisely Eq. (12) in Ref. [68], where the conservative version of the model was considered (in that paper,
the notation was k ≡ −µ). That equation defines eigenvalues of the propagation constant for linear modes trapped
in the conservative potential box with the barrier (ε > 0) or well (ε < 0) placed at the center.
Equation (27) was solved numerically, fixing ε and gradually increasing γ, see the result in Fig. 1. We aimed to
find eigenvalues k for the ground state (GS), along with the first, second and third excited states, which are identified,
respectively, as the mode corresponding to the smallest value of |k|, and subsequent ones, ordered with the increase of
|k|. These results clearly show that, for fixed ε, there is a maximum value, γmax, up to which a pair of real eigenvalues
exist, corresponding to the GS and first excited state (panels (a)-(c) in Fig. 1). The eigenvalues merge at γ = γmax,
and become complex at γ > γmax, which implies breaking of the PT symmetry, similar to what is known in other
PT -symmetric systems [2]-[9], except for specific nonlinear ones with unbreakable PT symmetry [22]. In addition,
the pair including eigenvalues corresponding to the second and third excited states is displayed too, in panels (d)-(f).
Summarizing these results, in Fig. 2 we identify a stability region in the (γ, ε) plane, where Eq. (27) gives rise to
pairs of real eigenvalues. The stability of the zero state requires that all the eigenvalues must be real, i.e., the stability
boundary is given by the lowest curve, corresponding to the pair of the GS and first excited state.
6FIG. 2: (Color online) Eigenvalues produced by the numerical solution of Eq. (27) for the GS (ground state) and first, second
and third states remain real below the respective boundaries shown in the figure. For the GS and first state, the boundary
starts from point (ε, γ) = (0, 8.95), as indicated by the black arrow.
IV. NUMERICAL RESULTS
A. Symmetric and antisymmetric modes
Numerical solutions of nonlinear equations (2), (3) and (6), (7) were produced with the ideal δ-function replaced
by its regularized version,
δ˜(x) =
1√
πξ
exp
(
−x
2
ξ2
)
, (30)
with ξ ≪ 1. Here, the results are presented for ξ = 0.05 [taking smaller ξ does not cause conspicuous differences in the
results, except for Fig. 9(c), see below, where the agreement between the analytical and numerical stability boundaries
improves if smaller ξ is taken]. Solutions for the GS were generated by applying the imaginary-time method [55]-[57]
to Eqs. (2) and (3). For producing the first excited state, to which the imaginary-time evolution cannot converge, the
Newton’s iteration method was applied directly to Eqs. (6) and (7). The second excited state and higher-order ones
could not be easily found by means of these algorithms. Stability of the stationary solutions was identified through
calculation of the respective eigenvalue spectra, using Eq. (10), and then verified in direct simulations, by means of
the Crank-Nicolson scheme.
Typical examples of stable PT - symmetric and antisymmetric modes are displayed in Figs. 3(a,b). Unstable modes
typically feature exponential growth of perturbations, leading blowup, as shown in Fig. 3(c). Additionally, in very
narrow parameter regions (see Fig. 7 below), some antisymmetric modes exhibit weak oscillatory instability which
transforms them into robust breathers via a supercritical bifurcation (cf. Ref. [71]), as shown in Fig. 3(d). This
We have also considered the model without the central barrier, by setting ε = 0 in Eq. (2). In this case, it
also produces PT -symmetric and antisymmetric modes, typical examples of which are displayed in Figs. 4(a,b).
However, if they are unstable, their instability, shown in Fig. 4(c,d), is different from what is shown above in Figs.
3(c,d). Namely, unstable PT -symmetric modes transform into breathers, while the unstable PT -antisymmetric ones
transform from the excited state into the symmetric GS.
B. Existence and stability boundaries for families of the symmetric and antisymmetric modes
Families of PT -symmetric and antisymmetric modes are characterized by relations between the propagation con-
stant and total power, k and P , which are presented in Fig. 5. It is worthy to note that they all satisfy the known
necessary (but not sufficient) Vakhitov-Kolokolov stability criterion, dP/dk > 0 [58]-[60]. We also notice that, for the
GS (symmetric-mode) family, the stability segment shrinks with the increase of the gain-loss coefficient, γ. On the
other hand, for the antisymmetric mode, the stability segments becomes shorter as one proceeds from γ = 0 to γ = 1,
but this segment expands with the further increase of γ.
Results concerning the existence and stability of the symmetric and antisymmetric states are summarized, severally,
in parameter planes (γ, P ) and (ε, P ) displayed in Figs. 6 and 7. First, a salient feature of these results is that while,
7FIG. 3: (Color online) Typical examples of a stable PT -symmetric mode (a), and antisymmetric one (b), with parameters
(ε, γ, P, k) = (3, 1, 2,−7.2150) and (ε, γ, P, k) = (3, 3, 6.05,−10), respectively. (c) The evolution of an unstable PT -symmetric
mode with (ε, γ, P, k) = (3, 1, 5,−3.07). (d) The evolution of a weakly unstable PT - antisymmetric mode with (ε, γ, P, k) =
(3, 5.55, 3.0202,−12).
at ε = 0, the antisymmetric mode has a smaller stability interval than its symmetric counterpart, its stability area at
ε > 0 is dramatically larger than the one for the symmetric mode. This difference is explained by the fact that the
central barrier, imposed by ε > 0, is favorable for the antisymmetric states, whose wave function nearly vanishes at
x = 0, and is obviously unfavorable for the symmetric states, which tend to have a maximum at x = 0. Eventually,
the antisymmetric states disappear at very larger values of ε, where the central potential barrier (30), multiplied by
a very large ε, suppresses all possible modes in the potential box.
Furthermore, while a trend well-known in many PT -symmetric systems is that the increase of the gain-loss co-
efficient, γ, leads to the breaking of the PT symmetry at a critical value of γ [2]-[9], the stability region for the
antisymmetric mode in Figs. 6(a,b) originally demonstrates slight expansion with the increase of γ, before the mode
disappears at γ exceeding the critical value. On the contrary, the symmetric mode features the usual trend to the
destabilization, following the growth of γ, in Figs. 6(c,d).
Lastly, in the narrow top gray areas in Figs. 7(a,b,d), the antisymmetric mode is subject to the weak instability
shown in Fig. 3(d), which does not destroy the mode, making it a weakly oscillating breather. On the other hand, in
small gray regions at the bottom of Figs. 7(c,d), the antisymmetric mode is destroyed by the blowup instability.
Stability diagrams for both symmetric and antisymmetric modes in the system without the splitting barrier (i.e.,
ε = 0) are separately displayed in Fig. 8. Similar to what was noticed above, the stability region of PT -symmetric
mode shrinks with the increase of γ for fixed ε, while, for the antisymmetric one, it initially expands, and then
disappears at a critical value of γ. The unstable symmetric modes feature, respectively, both the transformation into
a weakly oscillating breather [see Fig. 4(c)] and the blowup, below and above the dashed boundary in the gray area
in Fig. 8(a).
The existence and stability diagrams produced for ε = 0 must continuously extend to ε 6= 0. The continuity is
illustrated by stability diagrams for the GS (symmetric state), plotted for small ε in Fig. 9. In particular, panel (a)
demonstrates that the gray area on the left-hand side of the dashed boundary, populated by the persistent breathers,
shrinks with the increase of ε, and totally disappear at a small value, ε ≈ 0.27. Panel (b) shows that the same area
shrinks with the increase of γ, vanishing at γ ≈ 2.56.
In all the cases, the increase of the total power, P , leads to destabilization of the modes, or to their eventual
disappearance, as in the case displayed in Fig. 7. This trend is common for previously studied nonlinear PT -
8FIG. 4: (Color online) The same as in Fig. 3, but for the system without the central barrier (ε = 0). Typical examples of
stable PT -symmetric mode (a), and antisymmetric mode (b), for parameters (ε, γ, P, k) = (0, 3, 4, 1.0346) and (ε, γ, P, k) =
(0, 3, 3.5593,−14), respectively. (c) The evolution of an unstable PT -symmetric mode with (ε, γ, P, k) = (0, 10, 10, 9.333). (d)
The evolution of an unstable PT -antisymmetric mode with (ε, γ, P, k) = (0, 3, 8.71,−6).
symmetric systems [2]-[9].
Furthermore, Fig. 9(c) compares the prediction for the stability boundary of the PT -symmetric mode, as given
by the analytically derived equation (27), with the numerically found boundary, produced by the computation of
the stability as per Eq. (10). For ε . 10, the analytical result well matches the numerical counterpart. At large
values of ε, the agreement breaks down, the numerically identified stability region being much narrower than predicted
analytically. The discrepancy is explained, as mentioned above in the different context, by the fact that the finite-
width potential barrier (30), multiplied by large ε, strongly changes the model, in comparison with the underlying
one which contains the ideal delta-function. The discrepancy decreases if smaller ξ is used in Eq. (30), but, on the
other hand, the use of the splitting barrier with a finite width corresponds to the physically realistic situation, as the
infinitely narrow barrier cannot be implemented in the experiment.
Lastly, PT -symmetric systems are characterized by the flux of power across the gain-loss interface, defined as
J = i (uxu
∗ − u∗xu) |x=0. (31)
Normally, J is a growing function of the gain-loss coefficient, γ, but there are examples of systems demonstrating a
jamming anomaly, with dJ/dγ < 0. In the present model, typical examples of the J(γ) dependence are displayed in
Fig. 10. The dependences are practically linear (the linear form at small γ can be easily explained by the perturbative
analysis), without any trace of the jamming anomaly.
V. CONCLUSION
The objective of this work is to introduce a basic one-dimensional PT -symmetric model in the potential box, split
into the double-well potential by the central δ-functional barrier, with strength ε. The model includes constant linear
gain and loss in two half-boxes, with strength γ, which lends the system the PT symmetry. The nonlinearity is
represented by the usual cubic self-focusing. The system can be easily realized in guided microwaves and, in principle,
in BEC too.
9FIG. 5: (Color online) Relations between the propagation constant, k, and the total power, P , for ε = 3 and 0, at different
fixed values of the gain-loss coefficient, γ, for the PT -symmetric mode (alias the ground state) (a,c) and the PT -antisymmetric
one (alias the first excited state) (b,d). Subfamilies of stable and unstable solutions are designated by continuous and dashed
lines, respectively.
The stability of the zero state, which is a nontrivial problem for the present PT -symmetric system, was investigated
in the analytical form. Nonlinear PT -symmetric and antisymmetric modes were found numerically, using, severally,
the imaginary-time-integration and Newton-iteration methods, and replacing the ideal delta-functional barrier by a
finite-width one. Their stability was explored through numerical computation of eigenvalues for small perturbations,
and verified in direct simulations. In particular, the analytically predicted stability boundary for the zero state is
confirmed by the numerical results, unless ε is too large. The agreement breaks down at very large values of ε because
of the difference between the ideal delta-function and its regularized version used in the numerical calculations. Most
of the unstable modes are destroyed by the blowup, which is typical for PT -symmetric systems, but at small values of
ε the symmetric and antisymmetric modes spontaneously transform, respectively, into weakly oscillating breathers or
stable symmetric GS (ground state). Unstable antisymmetric states also transform into weakly oscillating breathers
in narrow regions near their existence boundary.
A noteworthy finding is that the stability region at ε > 0 for the antisymmetric (first excited) state is much
larger than for the symmetric GS, which is explained by the fact that the splitting potential favors antisymmetric
configurations, and disfavors symmetric ones. The stability region of the symmetric states shrinks with the increase
of γ too, while for the the antisymmetric states it originally expands, but eventually disappears at a critical value of
γ. As usual, the stability area of all the states shrinks with the increase of their total power.
A challenging possibility for the extension of the present work is to develop a two-dimensional counterpart of the
model considered here.
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FIG. 6: (Color online) Stability diagrams for the PT -symmetric mode in plane (γ,P ) with fixed values of ε = 3 (a) and ε = 10
(b), and in plane (ε, P ), with fixed values of γ = 0.1 (c) and γ = 1 (d). Stable and unstable states exist in the red and gray
areas, respectively. No solutions were found in white areas.
FIG. 7: (Color online) The same as in Fig. 6, but for the PT - antisymmetric mode. In the top narrow gray areas in panels (a),
(b) and (d) the mode transforms into a weakly oscillating breather, as shown in Fig. 3(d), while unstable modes suffer blowup
in small gray areas at the bottom of panels (c) and (d).
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FIG. 8: (Color online) Stability diagrams for PT -symmetric (a) and antisymmetric (b) modes in the system without the box-
splitting barrier (ǫ = 0). In panel (a), the gray area below the dashed boundary is populated by weakly unstable symmetric
modes, which spontaneously transform into breathers, as shown in Fig. 4(c), while above the boundary the unstable models
are destroyed by the blowup. In panel (b), the instability in the gray area leads to the spontaneous transformation of unstable
PT -antisymmetric modes into stable symmetric ones, as shown in Fig. 4(d).
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