In this study, the eigenfilter approach is applied to designing Infinite Impulse Response (IIR) filters having an arbitrary magnitude frequency response. A causal rational transfer function having an arbitrary number of poles and zeros is achieved. The procedure works in the frequency domain. Some numerical examples showing the application of the presented method to the design of multiband filters with different gains and different magnitude shape in each band are presented.
INTRODUCTION
The eigenfilter approach is an appealing way of designing digital filters, mainly because of the simplicity of its implementation. In fact, it can be applied to designing several types of Finite Impulse Response (FIR) or IIR filters [1]-[$I. The method consists in expressing the error between a target and a digital filter response as a real, symmetric, positive-definite quadratic form in the filter coefficients. The error can be referred either to the time, the frequency domain, or both of them. The eigenvector corresponding to the minimum eigenvalue yields the optimum filter coefficients according to the chosen error measure. Applying the eigenfilter approach to the IIR case is more difficult than in the FIR case. Design of IIR eigenfilters in the time domain has been addressed in [5] . A disadvantage of such approach is that it is more difficult to define a frequency weighting function. In [6] [7] the eigenfilter approach is applied to the design of allpass sections with a given phase response. By summing up suitable allpass functions a lowpass or multiband frequency response filter can be designed [7] [8]. In this case, however, the degrees of the numerator and the denominator of the global transfer function are related to the degrees of the allpass sections composing the system and can not be completely arbitrary. In [9] the solution of an eigenvalue problem yields the IIR filter coefficients, even though the classical eigenfilter approach, based on the Rayleigh's principle [l] and on the search for the minimum eigenvalue of a positive-definite matrix, is not used.
In this study the eigenfilter approach is used to design causal IIR filters with an arbitrary number of zeros and poles, whose magnitude frequency response can be arbitrarily shaped. The method and the results that will be shown represent an improvement of the work presented in [lo] . The examples that will be given in the experimental results section will illustrate how the proposed method works to design multiband filters with an arbitrary magnitude frequency response.
EIGENFILTER APPROACH T O DESIGN IIR FILTERS
The main problem in designing IIR eigenfilters is expressing a measure which indicates the difference between a. target function and the filter frequency response as a quadratic form in the filter coefficients. This task is easier in the FIR case, where the transfer function is not rational. 
is minimized in some sense. The function E ( W ) is not linear in the ai's and bi's and therefore 11 E ( W ) 112 is not a quadratic form in the filter coefficients as in the FIR case. Therefore, a new function related to E ( W ) must be used. Consider
and let E k ( w ) be the function E ( w ) in the interval I k , that is where D(w) acts as the weighting function. Lower weight is assigned to regions in correspondence to the poles closer to the unit circle, but, since a nonzero weighting function is used, infinite or a very large value of the error E ( W ) at these frequencies is not expected. Consider the global cost function @ given by where @k is a positive constant that weights the k-th interval cost function i$k given by 
k By using the eigenfilter approach, the optimal filter coefficients that minimize the cost function @ are the elements of the eigenvector of the matrix P corresponding to the minimum eigenvalue. The computation of the matrices Pk can be performed numerically in each band ( w k , w k + l ) .
The procedure that has been described gives the coefficients that minimize the cost function in a weighted least-square sense. However, the designed frequency response may have a behavior not completely satisfactory. The reasons why this happens and suitable countermeasures are now discussed.
In this study we are interested in approximating only the magnitude of H d ( w ) . However, the cost function E ( w ) also depends on p(w), i.e., the phase of H d ( w ) . Therefore, different frequency responses can be obtained according to the choice of p(w). In the absence of any information we could assume p(w) = Kw, where K is a given constant. This choice, hovever, leads to an amplitude frequency response that can considerably differ from the target function I H d ( w ) 1. An iterative procedure we have found to be effective to reach well-behaved filter frequency responses is the following. Let A ( n ) be the coefficient vector at the n-th step and let H ( n ) ( w ) be the corresponding frequency response. Let ' p ( n ) ( w ) be the phase of H d ( w ) at the n-th step. Suppose (14) where env(g(z)) is the envelope of the positive function g(z) (we have used a linear interpolation between the local maxima of g(z)). By using this approach, larger weights are assigned to frequencies where larger magnitude errors occur. The function W,'"'(w) is normalized at each step so that l/(27r) SI, Wln)(u)dw = 1. The choice of the BA's determines the weights to be assigned to the different intervals.
EXPERIMENTAL RESULTS
The effectiveness of the presented method can be shown through some numerical examples. The integrals that appear into the definition of the matrices Pk have been computed numerically by using a grid of 100 points in 
