Abstract We introduce and study extensions and modifications of the GordonWixom transfinite barycentric interpolation scheme (Gordon and Wixom, SIAM J. Numer. Anal. 11(5), 1974). We demonstrate that the modified GordonWixom scheme proposed in Belyaev and Fayolle (Comput. Graph. 51, [74][75][76][77][78][79][80] 2015) reproduces harmonic quadratic polynomials in convex domains. We adapt the scheme for dealing with the exterior of a bounded domain and for the exterior of a disk, where we demonstrate that our interpolation formula reproduces harmonic functions. Finally, we show how to adapt the Gordon-Wixom approach for approximating p-harmonic functions and to derive computationally efficient approximations of the solutions to boundary value problems involving the p-Laplacian.
generalized barycentric interpolation schemes have been known since 1970s [13, 26] , their surge in popularity was initiated by seminal works of Warren [27] and Floater [10] . For more details, see a recent survey by Floater [11] .
Recently transfinite barycentric interpolation schemes have attracted considerable attention [6-8, 19, 20] . While traditional generalized barycentric coordinates interpolate function values given at the vertices of a polygon (polyhedron in the multi-dimensional case), transfinite barycentric interpolation deals with smooth domains.
Our work is devoted to extensions and modifications of the transfinite barycentric interpolation scheme introduced by Gordon and Wixom [13] . Despite the fact that the scheme was proposed more than 40 years ago, it started to receive intensive attention from applied mathematicians and geometric modeling researchers only recently [1, 2, 11, 12, 23] . In this paper, we establish new interesting properties of a modified Gordon-Wixom interpolation scheme and show how the scheme can be extended to exterior domains and adapted for approximating solutions to p-Poisson equations. Besides pure geometrical modeling and computer graphics applications, our results may be useful for a numerical simulation of fluid dynamics effects in external domains (see, for example, the very recent paper [24] , where external barycentric coordinates were used for simulating Hele-Show flows), non-Newtonian fluid flows and turbulence phenomena (see, for instance, [14] , where p-Laplacian regularization techniques are discussed).
The basic idea behind the original Gordon-Wixom interpolation scheme [13] is simple and elegant. Consider a bounded convex domain and a function defined on the boundary of the domain. For each point inside the domain, the value of the function at the point is obtained as the spherical average (circular average in the the twodimensional case) of the one-dimensional linear interpolations of function along all the straight lines passing through the point. The resulting interpolation scheme has a number of attractive properties: it has linear precision and reproduces harmonic functions if the interpolation domain is a ball (a disk in the the two-dimensional case).
In this paper, we start with a modified Gordon-Wixom scheme proposed in [2] and demonstrate that it reproduces harmonic quadratic polynomials on convex domain (Section 2). Then, we show how to adapt the scheme for dealing with the exterior of a bounded domain (Section 3). In particular, for the exterior of a disk, we show that our interpolation formula reproduces harmonic functions. Finally, we adapt the Gordon-Wixom approach for approximating p-harmonic functions (Section 4) and to derive computationally inexpensive approximations of the solutions to boundary value problems involving the p-Laplacian (Sections 5 and 6).
Gordon-Wixom interpolation for bounded domains
Let ⊂ R 2 be a bounded convex domain. Given a point x inside , consider the unit vector e θ , which makes an angle θ with some prescribed direction. Let the straight line through x determined by e θ intersect the boundary ∂ in two points y 1 and y 2 . Denote by ρ 1 and ρ 2 the distances from x to y 1 and y 2 , respectively. See Fig. 1 for the notations used. Fig. 1 The main idea behind the Gordon-Wixom interpolation scheme consists of combining the linear interpolation and circular averaging. Given u(y), y ∈ ∂ , the value u(x) for x ∈ is obtained by circular averaging over all segments y 1 y 2 , y 1,2 ∈ ∂ passing through x, where for each segment the linear interpolation is performed Given u(y), y ∈ ∂ , the original Gordon-Wixom interpolation [13] is given by
In [2] , it was shown that the following modification of (1)
has better interpolation properties. It is interesting to observe that, in some sense, (2) combines together the original Gordon-Wixom interpolation (1) and the mean value interpolation (the so-called mean value coordinates)
introduced in [10] . The interpolation schemes (1), (2) , and (3) mimic properties of harmonic functions. While (3) is derived by combining the mean value property of harmonic functions and linear interpolation [10] , the schemes (1) and (2) reproduce harmonic interpolation if is a disk (a ball in the three-dimensional case) [1, 13] .
Our first result is about reproducing harmonic quadratic polynomials by (2) .
Proposition 1 The interpolation scheme (2) reproduces harmonic quadratic polynomials.
Proof It is straightforward to show that, similar to (1), interpolation scheme (2) has linear precision (see also [1] , where weighted versions of (1) and (2) were considered). Thus, it is sufficient to demonstrate that (2) reproduces homogeneous harmonic quadratic polynomials
where a and b are some coefficients. Without loss of generality, we can assume that x is the origin of the coordinates. Consider now two orthogonal straight lines passing through x and intersecting ∂ in points y 1 , y 2 , y 3 , and y 4 , as shown in Fig. 2 . Without loss of generality, we can assume that these orthogonal directions coincide with the coordinate axes. Indeed, a rotation of the coordinate axes only changes the coefficients a and b in (4). Now we have p( 2 3 , and p(y 4 ) = aρ 2 4 . Thus,
So, for the quadratic polynomial in (4), the integrands of (2) corresponding to orthogonal directions cancel each other out. This completes our proof.
Extending Gordon-Wixom interpolation to exterior domains

Analytical derivations
Let us consider the case when is the exterior of a convex bounded domain: = R 2 \ D, where D is convex and bounded. Assume that D is seen from x ∈ at angle 2γ . For a ray originated at x and intersecting ∂ at two points y 1 and y 2 , denoted by ρ 1 and ρ 2 the distances from x to y 1 and y 2 , respectively. See Fig. 3 for the notations used. At the first glance, a natural way to extend the Gordon-Wixom interpolation scheme to exterior domains consists of using the Hormann-Floater alternating sign approach [15] developed originally for extending generalized barycentric coordinates to non-convex domains. In our case, it leads to (5) does not reproduce quadratic harmonic polynomials in the case when D is a disk. In addition, linear precision of (5) means that in general, (5) is not bounded at infinity. It turns out that abandoning the linear precision property and using
instead of (5) leads to a pseudo-harmonic interpolation in R 2 \ D. The Poisson integral formula for the outer part of the disk of radius R is given by
where the angles α and β are defined as shown in the right image of Fig. 4 . We have
where ds y is the arclength element at y. Thus,
Without loss of generality we can assume that α = π in (7). Let us change the variable in the integral (7) from β which varies from 0 to 2π to θ which varies from −γ to γ .
We have
and we can rewrite (7) as
The intersecting chords theorem which is used in [1] to show that (1) and (2) reproduce harmonic functions in a circle can now be substituted by the intersecting secants theorem (the tangent-secant theorem is another name) for the exterior of the circle:
where c(x) depends only on point x. Now, according to Fig. 5 , we have
and, therefore, Thus
Setting u ≡ 1 in (10) gives
and, therefore, (8) can be rewritten as (6) . Thus, (6) is equivalent to the Poisson integral formula (7). This completes our proof of the proposition.
Numerical experiments
We illustrate with some numerical experiments the behavior of the interpolation schemes (6) and (5) . In all experiments, integrals are evaluated numerically by a simple trapezoidal rule with 100 sampling points. The unit disk, centered at origin, is used as the domain D in all examples.
Harmonic functions bounded at infinity Given the function u(x) = x 1 specified on the boundary of the unit disk, the unique harmonic function bounded at infinity corresponding to u is: x 1 /|x| 2 . From Proposition 2, we expect (6) to reproduce x 1 /|x| 2 exactly. Figure 6 visually illustrates that x 1 /|x| 2 , left, and (6), middle, are indeed very close (up to errors due to numerical evaluation). For indication, the relative error is shown in the right image.
Harmonic functions unbounded at infinity (5) has linear precision, so it reproduces linear functions. For testing (5), we consider a harmonic quadratic polynomial
The results of Fig. 7 indicate that (5) fails to reproduce u(x). 4 The Gordon-Wixom approach for p-harmonic functions
Analytical derivations
In this section, we adapt the Gordon-Wixom interpolation approach for approximating p-harmonic functions in bounded domains. Let be a bounded domain in R 2 and u(x) be a solution to the so-called infinityLaplace equation
which means that the second derivative of u(x) in the gradient direction ∇u/|∇u| is equal to zero. The infinity harmonic functions can be considered as limits of p-harmonic functions
as p → ∞. It is easy to see that Thus, in view of (12), a smooth function u(x) with non-vanishing gradient, ∇u = 0, is p-harmonic if and only if
Let us now apply the Gordon-Wixom approach to (14) . Following [2] , we approximate u(x) by
Indeed, assuming that if ρ 1 and ρ 2 are sufficiently small, the integrand of (15) delivers an approximation of the second-order directional derivative of u(x) in the direction of y 1 y 2 . Circular averaging of the second-order directional derivatives yields the Laplacian. An approximation of ∞ u can be done as follows. Let z 1 ∈ ∂ and z 2 ∈ ∂ be chosen such that z 1 , z 2 , and x lie on the same straight line and
attains a maximal value among all straight lines passing through x. Let d 1 = |x − z 1 | and d 2 = |x − z 2 |, as seen in Fig. 8 . Then the second-order directional derivative of u(x) in the z 1 z 2 direction can be approximated by
Using (15) and (17) in (14), we arrive at the following equation which approximates (14) . Now, given u(y) for y ∈ ∂ , we can use (18) to interpolate u(x) for x ∈ by
where the normalization coefficient A is given by
It is easy to see that (19) reproduces exactly constant and linear functions. In contrary to solutions computed with the finite element method, (19) can be evaluated pointwise without the need to mesh the computational domain. Additionally, for complicated domains or functions were (19) does not deliver a sufficiently accurate solution, it can be used as the initial solution to an iterative scheme (such as Newton-Raphson) typically required for solving the nonlinear p-Laplace equation.
Numerical experiments
Let us test interpolation scheme (19) on the fundamental solution of the p-Laplacian
where |x| denotes the Euclidean norm of x. Figures 9, 10, and 11 compare (20) with p = 5 against the interpolation scheme (19). The first example is given by a unit disk domain. The second example deals with an annular region (a ring) obtained by removing a disk of radius 0.1 from the unit disk. Finally, in the third example, we deal with a more complex domain. This domain is scaled to have approximately the same area as the unit disk. Both the first and third domains were shifted away from the origin, where f is not defined. Surprisingly, (19) delivers a faithful approximation of the exact solution, even for the ring and the more complex domain, as demonstrated by the right images of Figs. 10 and 11.
We evaluate numerically our interpolation scheme (19) and compare it to the fundamental solution f (x) given by (20) for different values of p on a concave shape shown in Fig. 12 . Results corresponding to p = 3, 5, and 20 are illustrated from top to bottom, respectively. The interpolation scheme (19) delivers again a quite accurate approximation to the exact solution.
While the approximations delivered by (19) are good in these examples, it may not always produce a sufficiently accurate approximation. For example, the approximation error for the ring domain (see Fig. 10 ) is bigger than for the other domains tested (Figs. 9, 11, and 12) . In such cases, our scheme can be used as the initial solution to an iterative scheme such as Newton-Raphson. 
Analytical derivations
Instead of the p-Laplace equation (13), let us now consider the p-Poisson equation
We have:
and can use the approximations of u(x) and ∞ u(x) delivered by (15) and (17), respectively. However an approximation of |∇u| p is also needed now and we derive it below. Let us consider the directional derivative
, where e θ = (cos θ, sin θ ) .
It is easy to verify that
and More generally, following [4] , the mean value representation for a directional derivative of f can be obtained from 
Now the term ∂u/∂e θ can be approximated by
where we refer to Fig. 1 for the notations used. This yields
for even integer p. Now, equipped with the approximations of u(x), ∞ u, and |∇u| p , we can use the Gordon-Wixom approach to arrive at an approximation for the p-Poisson equation (21) with given Dirichlet boundary condition.
Of course, it would be naive to expect that the proposed approximation of the pLaplacian can lead to an accurate approximation of the solution to the p-Poisson equation, as very rough approximations are used. On the other hand, results of numerical experiments shown below indicate that our approach can be used for predicting qualitative behavior of the solution.
Numerical experiments
We consider the following problem:
For p = 4, the solution is: u = x 2 + xy. With this function provided on the boundary of a unit disk and a more complicated rider shape, we compare the Gordon-Wixom interpolation (left images) to the exact solution (middle images) in Fig. 13 . The relative error plot in each case is shown on the right images. Similar to the results obtained at the end of Section 4, the computed approximation delivers reasonable estimates.
6 Application to distance function approximations and relation to L p -distance fields
L p -distance fields
Combining the circular means (25) with a rough approximation of the directional derivative n . This corresponds to the L pdistance field formulation from [3] , where it was shown that u(x) delivers a good approximation to the distance function dist(x, ∂ ).
p-Poisson equation and distance function
Let us consider the following p-Poisson equation:
with 2 ≤ p < ∞. It was shown in [5, 18] that
Consider now our previous approximation of ∞ u described in Section 4
where z 1 and z 2 were defined such that
attains a maximal value among all straight lines passing through x. Unfortunately, we are now in the case where u = 0 on ∂ , so it is not possible anymore to select 
This yields the interpolation scheme
Below, we consider particular values of p to achieve a better understanding of the the behavior of (29) .
as an approximate solution of u = −1.
A simple analysis and numerical experiments show that u(x) defined by (30) behaves like the L 1 −dist approximation [3] . 
Numerical experiments
The p-Poisson problem (27) has an exact solution in the particular case where the domain is a unit disk: u = a p (1 − |x| p p−1 ) where a p is a constant that depends only on p. We compare in this particular case the approximation given by (29) to the known solution for p = 4 and 100. To evaluate the integrals in (29), we use a simple trapezoidal rule with 100 sampling points (similar to the previous numerical experiments). Figure 14 shows filled contour plot of the approximation, the exact solution, and the relative error.
In Fig. 15 , we illustrate for p = 4 how approximation (29) works for a more complex domain (the left image). No exact solution is known in this case; however, we can compute an approximation of the solution by the finite element method. The solution obtained by finite element is shown in the middle image. The relative error is shown in the right.
For both examples, the approximation worsens near the medial axis of the domain, where the solution does not necessarily have a derivative.
