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013.04.0Abstract Interval-valued data and incomplete data are two key problems for failure analysis of
thruster experimental data and have been basically solved by the proposed methods in this paper.
Firstly, information data acquired from the simulation and evaluation system formed as interval-
valued information system (IIS) is classiﬁed by the interval similarity relation. Then, as an improve-
ment of the classical rough set, a new kind of generalized information entropy called ‘‘H0-informa-
tion entropy’’ is suggested for the measurement of uncertainty and the classiﬁcation ability of IIS.
There is an innovative information ﬁlling technique using the properties of H0-information entropy
to replace missing data by some smaller estimation intervals. Finally, an improved method of failure
analysis synthesized by the above achievements is presented to classify the thruster experimental
data, complete the information, and extract the failure rules. The feasibility and advantage of this
method is testiﬁed by an actual application of failure analysis, whose performance is evaluated by
the quantiﬁcation of E-condition entropy.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Reliability is widely recognized as a critical design target for
space systems.1 Most of the performance indexes must be
tested and conﬁrmed before operation. As a new type of
ground test equipment, the simulation and evaluation system34204307.
u.cn (S. Han), zhuqiang
u.edu.cn (J. Li), clcyk2002@
orial Committee of CJA.
g by Elsevier
ing by Elsevier Ltd. on behalf of C
29of thruster experimental data is used for measurement and
analysis of micro-thrust in an experimental station. Failure
analysis is one of the major applications in this system.
According to the design requirement, more than 95% failure
data must be detected in time. Failure types and corresponding
solutions also need to be displayed to engineers. Obviously,
this target puts forward higher requirements for information
processing methods.
Many methods of failure analysis are focused on expert sys-
tem, neural network, Bayesian classiﬁer, and fuzzy theory2 to
solve the problem of coupling and nonlinearity caused by
unfavorable operating circumstances, such as high pressure,
high temperature, strong corrosion, and release of high energy
density. Though these methods have several advantages in fail-
ure analysis, they are not good at dealing with some special
complicated information, such as interval-valued data andSAA & BUAA. Open access under CC BY-NC-ND license.
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the research of the simulation and evaluation system of thrus-
ter experimental data. Rough set theory as a favorable
mathematical tool with high performance of information
acquisition and classiﬁcation is taken into account
consequently.3
Rough set theory was ﬁrstly proposed by Pawlak in 1982.4
It is an extension of the classical set theory for the study of
information systems characterized by being inexact, uncertain,
and vague, which has been widely used in the ﬁelds of knowl-
edge discovery, decision fusion, data mining, pattern recogni-
tion, and so on. With the rapid development of rough set,
some new frameworks were proposed to extend its application
range. The tolerance relation, as the ﬁrst model extension of
rough set, was proposed by Kryszkiewicz.5 Then, the valued
tolerance relation and the similarity relation proposed by
Stefanowski and Tsoukia`s,6,7 together with the limited toler-
ance relation proposed by Wang,8 laid a solid foundation for
the progress of generalized rough set. Until now, improve-
ments of frameworks and performance of rough set are still
attracting scholars’ attentions as before.9–12
As to failure analysis, acquired data often involves real-val-
ued attributes which characterize objects of interest. Because
of the imprecision of acquisition, the fuzziness of cognition,
and the limitation of knowledge,13,14 these real-valued attributes
expressed as interval-valued information system (IIS) cannot be
classiﬁed by any binary relation mentioned above absolutely.
The discretization of a large interval by dividing the range into
a certain number of partitioning small intervals and using sym-
bolic values to replace these small intervals before further calcu-
lations is a popular handling method,15,16 but disputes exist
about the cut-off points.17 Furthermore, the classical rough
setmay generate an unacceptably large number of classiﬁcations
from the discretized data resulting in too many classiﬁcation
rules to make ﬁnal decisions. Additionally, data missing called
incompleteness may occur unavoidably and increase difﬁculties
of information processing.18 An output estimator was designed
to replace unknownpast values by estimates when necessary and
obtained perfect results.19,20 However, this method is not suit-
able for IIS unfortunately. Thereupon, the research of solutions
to classiﬁcations in IIS, incompleteness in IIS, and following cal-
culations of rough set is signiﬁcant.21
There are two crucial steps in the research. Firstly, a suit-
able binary relation should be selected to classify objects in
IIS. Secondly, a practical information ﬁlling method should
be improved to complete decision tables and shorten evalua-
tion intervals. The dominance relation was recently selected
to classify objects with attributes of preference-ordered do-
mains, but restricted to applications of product quality, market
share, debt ratio, and so on.13,22 Simultaneously, the inclusion
relation23 was also applied, but still with limitations for its par-
tial ordering property. As for information ﬁlling, the current
methods13,14 are too crude to make optimal decisions. That
is why suitable binary relations and improved ﬁlling methods
are expected.
In this paper, an improved method of failure analysis of
thruster experimental data based on generalized rough set is
introduced to solve the problems of interval-valued data and
missing data emphatically. The notion, properties, and mea-
surement of rough set, as well as its generalized theory, are
reviewed ﬁrstly in Section 2. In Section 3, a solution to inter-
val-valued data is studied. The interval similarity relation is em-ployed as the binary relation to classify information data with
the form of IIS. In Section 4, a novel ‘‘H0-information
entropy’’ is suggested particularly for measurement of uncer-
tainty and classiﬁcation ability of IIS to solve the problem of
missing values in information data, whose performance is eval-
uated by quantiﬁcation ofE-condition entropy. In Section 5, the
advantages and practicability of the improvedmethod of failure
analysis are testiﬁed in an integrated application. Certain rules
of failures are extracted by the calculation of rough set ﬁnally.
2. Classical rough set theory and its generalization
Information systems with the form of decision tables provide a
convenient basis for representation of objects in terms of their
attributes, but uncertainty and incoordination take place in
most of the decision tables. Thereupon, rough set as a powerful
method is used to deal with these issues. With the help of rough
set and its generalization, reliability and practicability of infor-
mation systems are extremely enhanced, and the application
ranges have been expanded to some cutting-edge disciplines,
such as aeronautics, astronautics, chemistry, biomedicine, and
so on.
2.1. Basic concept
Let S = (U,A) be an information system, where U= {u1,
u2, . . ., u|U|} (|U| means the cardinality of U) is a non-empty
ﬁnite set of objects, denoting the whole research objects of
the information system; A= {a1, a2, . . ., an} is a non-empty ﬁ-
nite set of attributes, denoting the whole attributes of the infor-
mation system. f: Uﬁ Va is a mapping for a 2 A, where Va is
called the domain of attribute a. These elements constitute the
basic research contents of rough set.
The classical rough set theory is established on the concept
of ‘‘partition’’ classiﬁed by a binary equivalence relation. How-
ever, the limitation of the equivalence relation is shown clearly.
For example, the equivalence relation cannot be built during
research of incomplete information, interval-valued informa-
tion, fuzzy information, and so on. The generalized rough
set is presented to cover these problems.
Let P ˝ A be a subset of attributes. T is a binary relation
(including but not limited to the equivalence relation). SP(u)
denotes the object set {v 2 U | (u, v) 2 T}, called one classiﬁca-
tion or an information granule. If (ui, uj) 2 T, then SP(ui) „
SP(uj) is in a general condition.
The whole classiﬁcations of U are obtained by T:24
KðPÞ ¼ ðSPðu1Þ;SPðu2Þ; . . . ;SPðujUjÞÞ ð1Þ
At this time, K(P) is the ‘‘covering’’ of U instead of ‘‘parti-
tion’’, namely:
[jUj
i¼1
SPðuiÞ ¼ U ð2ÞDeﬁnition 1. 4Let S = (U,A) be an information system. With
an arbitrary binary relation on U, the lower and upper
approximations of rough set are:RðXÞ ¼ [jUj
i¼1
fSPðuiÞjSPðuiÞ#Xg ð3Þ
RðXÞ ¼ [jUj
i¼1
fSPðuiÞjSPðuiÞ \ X–;g ð4Þ
1184 S. Han et al.The covering-based rough set is the great generalization of
the classical rough set. Thereupon, the application range of
rough set is extended signiﬁcantly.
2.2. Measurement of rough set
The uncertainty in rough set refers to the size of classiﬁcations
called information granules generally determined by speciﬁed
attributes in an information system. It can be measured by
information entropy.25 Small information granules imply a
precise description of rough set.
Deﬁnition 2. 24Let S= (U,A) be an information system and
P ˝ A be a subset of attributes. K(P)= (SP(u1), SP(u2), . . ., -
SP(u|U|)) are the classiﬁcations of U created by some binary
relation according to the attributes P. Information entropy of
P is deﬁned as:HðPÞ ¼ 
XjUj
i¼1
1
jUj log2
jSPðuiÞj
jUj ð5Þ
where | | refers to the number of objects (or called cardinality)
in the set.
This deﬁnition of entropy is called ‘‘H-information entro-
py’’. In other words, H-information entropy quantiﬁes the
classiﬁcation ability of the object set U according to the attri-
bute subset P.
The relationship between different classiﬁcations can be
compared by the partial relation ‘‘’’.
Let P, Q ˝ A be two subsets of attributes.
If K(P)= (SP(u1), SP(u2), . . .,SP(u|U|)) and K(Q)= (SQ(u1),
SQ(u2), . . ., SQ(u|U|)), then the partial relation ‘‘’’ is deﬁned as
KðPÞKðQÞ () 8i ¼ 1; 2; . . . ; jUj;SPðuiÞ#SQðuiÞ ð6ÞTheorem 1. 24If KðPÞKðQÞ, then HðQÞ 6 HðPÞ
This theorem explains thatH-information entropy is mono-
tone increasing with the decrease of elements in each classiﬁca-
tion. Thinner classiﬁcations are obtained by stricter binary
relations. The bigger the H-information entropy is, the smaller
the information granules will be.
Let S= (U,A) be an information system and P, Q ˝ A be
two subsets of attributes. In order to mine the inherent connec-
tion of these two subsets, the research of coordination becomes
signiﬁcant. The result embodies the support degree of one sub-
set of attributes to the other. It is just a major application of
rough set in decision making.
The condition entropy is introduced to measure this sup-
port degree.26 It is proved that E-condition entropy is suitable
for both partition-based and covering-based rough set.24,27
Deﬁnition 3. Let P, Q ˝ A be two subsets of attributes, if
K(P)= (SP(u1), SP(u2), . . ., SP(u|U|)) and K(Q)= (SQ(u1),
SQ(u2), . . ., SQ(u|U|)), then E-condition entropy isFig. 1 Simulation and evaluation system.EðQ=PÞ ¼
XjUj
i¼1
jSPðuiÞj  jSPðuiÞ \ SQðuiÞj
jUj2 ð7Þ
In particular, ifKðPÞKðQÞ, which means the classiﬁcations
obtained byP are totally included in the classiﬁcations obtained
byQ, then E(Q/P) = 0.28 Thus, some attributes ‘‘entirely’’ sup-
port the others. Rough set degenerates to the classical set.It is considered that, if E-condition entropy is small, the
support degree is high. Then, the coordination in rough set
is better.
3. Solution to interval-valued data in failure analysis
Failure analysis used to pick up the factors of failures is a key
technique to conﬁrm the occurrence probability and combina-
tion mode from mass of data during an experiment. Regarded
as one case of information system, this mass of data can be
processed by rough set, including the consideration of uncer-
tainty. Compared with other failure analysis methods, e.g.,
neural network, Bayesian classiﬁer, and fuzzy theory, the
application of rough set ﬁnds a new idea to deal with some spe-
cial complicated information. A solution to interval-valued
data is the focus of the research in this section.
3.1. Interval-valued information system
As a new type of ground test equipment, the simulation and
evaluation system of thruster experimental data is used for
the measurement and analysis of micro-thrust in an experimen-
tal station (as shown in Fig. 1). In order to evaluate the perfor-
mance and reliability of micro-thruster effectively, the system
contains a variety of functions, such as automatic operation,
automatic detection, self-diagnosis, data processing, and so on.
The thruster experimental data is acquired from different
sensors and listed in Table 1. In this decision table, column
‘‘U’’ denotes the times of experiment. Columns ‘‘c1’’ to ‘‘c4’’
denote the acquired data and compose four condition attri-
butes, where ‘‘c1’’, ‘‘c2’’, and ‘‘c3’’ are data acquired by pres-
sure sensors, and ‘‘c4’’ is data acquired by temperature
sensor (as shown in Fig. 2). The acquired data is formed as
interval values including the lower and upper limits from each
sensor without data preprocessing. Column ‘‘d ’’ denotes three
types of failures simpliﬁed as symbolic values and composes
the decision attribute.
In the decision tables composed by thruster experimental
data, the values of attributes may be within certain interval
ranges instead of simple single values. It is now called an IIS.
In addition, the imprecision of acquisition, the fuzziness of
cognition, and the continuity of development are all the causes
of the uncertainties of the values.
Deﬁnition 4. Let S= (U, A) be an IIS. If x 2 U and a 2 A,
then the interval range of f(x, a) is denoted as f(x, a) = [f(x,
a)L, f(x, a)U].
Table 1 Thruster experimental data.
U c1 c2 c3 c4 d
1 [4.071, 4.315] [0.021, 0.030] [4.921, 4.996] [23.321, 25.253] 1
2 [4.682, 4.962] [0.022, 0.031] [4.282, 4.538] [23.582, 28.523] 1
3 [4.553, 4.826] [0.023, 0.032] [4.400, 4.664] [23.433, 25.367] 1
4 [4.091, 4.336] [0.024, 0.033] [4.463, 4.730] [23.264, 25.194] 1
..
. ..
. ..
. ..
. ..
. ..
.
21 [4.812, 4.997] [0.028, 0.038] [4.920, 4.999] [28.029, 30.150] 2
22 [4.713, 4.994] [0.029, 0.034] [4.280, 4.536] [28.582, 32.733] 2
23 [4.515, 4.786] [0.026, 0.035] [4.407, 4.671] [28.397, 30.532] 2
24 [4.783, 4.992] [0.027, 0.036] [4.460, 4.728] [28.175, 30.302] 2
..
. ..
. ..
. ..
. ..
. ..
.
41 [3.191, 4.382] [0.024, 0.035] [4.920, 4.999] [30.161, 31.367] 3
42 [2.762, 3.927] [0.025, 0.038] [4.281, 4.537] [29.512, 30.692] 3
43 [2.993, 4.172] [0.026, 0.032] [4.409, 4.463] [30.186, 31.393] 3
44 [1.010, 2.070] [0.026, 0.033] [4.463, 4.730] [30.274, 31.484] 3
..
. ..
. ..
. ..
. ..
. ..
.
60 [2.190, 3.321] [0.025, 0.038] [4.582, 4.856] [30.281, 31.492] 3
Fig. 2 Sensors used for data acquisition.
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As mentioned in the introduction, it is clear that the classical
binary relations are not suitable for the classiﬁcation of IIS
now. Additionally, it is considered that the length of interval
implies the uncertainty of cognition. Because the intersection
degrees among objects are highly different, the negligence will
enlarge the possibility of intersection factitiously. Finally, the
classiﬁcation ability and the cognition of the system will be
reduced.
Now, the interval similarity relation is employed as the bin-
ary relation to classify the objects of thruster experimental
data in this paper.
Deﬁnition 5. Let S = (U, A) be an IIS. x, y 2 U and a 2 A.
The interval similarity degree of f(x, a) and f(y, a) is deﬁned as
Paxy ¼
jfðx; aÞ \ fðy; aÞj
jfðx; aÞ [ fðy; aÞj ð8Þ
where ‘‘| |’’ means the absolute length of interval.
It is noticed that there exist two other forms of interval sim-
ilarity degree:
Paxy ¼
jfðx; aÞ \ fðy; aÞj
jfðx; aÞj ð9ÞPaxy ¼
jfðx; aÞ \ fðy; aÞj
jfðy; aÞj ð10Þ
However, only Eq. (8) is symmetric, reﬂexive, and local lin-
ear increased. These are important properties for the discus-
sions below. Hence, nothing but the deﬁnition of Eq. (8) is
accepted here.
Then, the interval similarity relation can be obtained:
SðAÞ ¼ x; y 2 UjPaxy P a; 8a 2 A
n o
ð11Þ
where a is the speciﬁed threshold value.
Deduction 1. The interval similarity relation satisﬁes reﬂex-
ivity and symmetry.
Proof. Let x, y 2 U. For arbitrary a 2 A, we have
Paxx ¼ 1 ð12Þ
Paxy ¼ Payx ð13Þ
Hence, (x, x) 2 S(A). If (x, y) 2 S(A), then (y, x) 2 S(A).
At present the interval similarity relation can be used to
classify thruster experimental data formed as IIS and make
calculations effective. The problem of interval-valued data in
failure analysis is solved successfully.
It is clear that if IIS is classiﬁed by the interval similarity rela-
tion, the interval length has direct effect on the classiﬁcation
ability. The interval similarity may affect the information entro-
py of the system. The speciﬁc discussion will be shown in
Section 4.
4. The solution to incompleteness in failure analysis
In this section, the research focus will turn to incomplete IIS
(IIIS).
Data missing and uncertainty called incompleteness occur
commonly in failure analysis. For example, malfunction of
sensors, outrange of measurement, and loss of documents
are all the causes of incompleteness.
At this time, the precise condition attributes in the decision
tables are not known, so a special symbol ‘‘*’’ is used to denote
an unknown value. If the unknown value is assumed ‘‘missing’’
1186 S. Han et al.as a premise, ‘‘*’’ can be compared with any values in the do-
main of the corresponding attribute. That is, the appearance of
‘‘*’’does not affect the application of rough set in a suitable
binary relation.
To be speciﬁc, there are three types of ‘‘*’’ that should be
considered in an IIIS.
Let S= (U, A) be an IIIS, x 2 U and a 2 A.
(1) Unknown interval-valued data with known lower limit
and unknown upper limit is denoted as
fðx; aÞ ¼ fðx; aÞL; 
h i
ð14Þ
(2) Unknown interval-valued data with unknown lower
limit and known upper limit is denoted as
fðx; aÞ ¼ ; fðx; aÞU
h i
ð15Þ
(3) Unknown interval-valued data with both unknown
lower and upper limits is denoted as
fðx; aÞ ¼ ½;  ð16Þ4.1. New information ﬁlling technique
It is obvious that an IIIS contains both incompleteness and
uncertainty of objects. With respect to the unknown lower
and upper limits, many assumptions have been made to com-
plete decision tables.13,14 In this paper, a new information ﬁll-
ing technique is proposed based on generalized information
entropy.
Deﬁnition 6. Let S= (U, A) be an IIS and B ˝ A be a subset
of attributes. K(B)= (SB(u1), SB(u2), . . ., SB(u|U|)) are the
classiﬁcations of U created by the interval similarity relation
according to the attributes B. Pxy is the minimum interval
similarity degree between two objects (x and y).(
Pxy ¼ minfP
k
xyg if Pkxy > 0; 8k 2 B
0 else
ð17Þ
The generalized information entropy called ‘‘H0-information
entropy’’ is deﬁned as
H0ðBÞ ¼ 
XjUj
i¼1
1
jUj log2
XjUj
j¼1
Puiuj
jUj ð18Þ
Let
XjUj
j¼1
Puiuj ¼ Pi for convenience, and then
H0ðBÞ ¼ 
XjUj
i¼1
1
jUj log2
Pi
jUj ð19Þ
According to Deﬁnition 2, H0-information entropy and H-
information entropy are transformable in IIS. The relationship is
jSBðuiÞj ¼
1 Pi ¼ 1
jPuiuj > 0 j1 < Pi < jUj
jUj Pi ¼ jUj
ði; j ¼ 1; 2; . . . ; jUjÞ
8>><
>>:
ð20Þ
Thus,H0-information entropy satisﬁes non-negativity, symme-
try, continuity, monotonicity, and extremum property as well.As the supporting theory of the new information ﬁlling
technique, the variation trend of H0-information entropy is
studied below. Let S= (U, A) be an IIS. "a 2 A, S = (U, a)
is an IIS with a single attribute. u|U+1| is a newly added object.
There are
fðujUþ1j; aÞ ¼ f ujUþ1j; a
 L
; f ujUþ1j; a
 Uh i ð21Þ
jf ujUþ1j; a
 j ¼ f ujUþ1j; a U  f ujUþ1j; a L ¼ d ð22Þ
When u|U+1| is added into the original IIS, the new
H0-information entropy is
H0ðaÞ1 ¼ 
XjUþ1j
i¼1
1
jUþ 1j log2
XjUþ1j
j¼1
Puiuj
jUþ 1j
¼  1jUþ 1j log2
XjUj
j¼1
Pu1uj þ Pu1ujUþ1j
jUþ 1j
0
BBBB@
þ log2
XjUj
j¼1
Pu2uj þ Pu2ujUþ1j
jUþ 1j þ   
þ log2
XjUj
j¼1
PujUjuj þ PujUjujUþ1j
jUþ 1j
þlog2
XjUj
j¼1
PujUþ1juj þ PujUþ1jujUþ1j
jUþ 1j
1
CCCCA ð23Þ
Obviously, PujUþ1jujUþ1j ¼ 1.
PjUj
j¼1
Puiujði ¼ 1; 2; . . . ; jUjÞ is con-
stant, because the newly added object does not affect the inter-
section relations in the original system.
When d is a minimal interval, there is d<< |f(ui,a)| (i= 1,
2, . . ., |U|). Therefore, whether d has an intersection with an-
other interval or not, it is obtained
PuiujUþ1j ¼ 0 ði ¼ 1; 2;    jUjÞ ð24Þ
As a result:
H0ðaÞ1 ¼ 
1
jUþ 1j log2
XjUj
j¼1
Pu1uj
jUþ 1j
0
BBBB@ þ log2
XjUj
j¼1
Pu2uj
jUþ 1j þ   
þ log2
XjUj
j¼1
PujUjuj
jUþ 1j
þlog2
1
jUþ 1j

defH0ðaÞ10 ð25Þ
This equation shows that H0(a)10 has nothing to do with the
interval position of the newly added object f(u|U+1|, a)
L and
f(u|U+1|, a)
U.
Let
PjUj
j¼1
Puiuj ¼ Pi for convenience, and then
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1
jUþ 1j log2
P1
jUþ 1j

þ log2
P2
jUþ 1j þ   
þ log2
PjUj
jUþ 1j þ log2
1
jUþ 1j

¼  1jUþ 1j log2
P1P2   PjUj
jUþ 1jjUþ1j
¼ 1jUþ 1j log2
jUþ 1jjUþ1j
P1P2   PjUj ð26Þ
The H0-information entropy of the original system is
H0ðaÞ0 ¼ 
XjUj
i¼1
1
jUj log2
XjUj
j¼1
Puiuj
jUj ¼
1
jUj log2
jUjjUj
P1P2   PjUj ð27Þ
Hence,
H0ðaÞ10 ¼
1
jUþ 1j log2
jUþ 1jjUþ1j
P1P2   PjUj
¼ log2jUþ 1j 
1
jUþ 1j log2ðP1P2   PjUjÞ
> log2jUj 
1
jUþ 1j log2ðP1P2   PjUjÞ
when jUjP 1 > log2jUj 
1
jUj log2ðP1P2   PjUjÞ
when Pi P 1ði ¼ 1; 2; :::; jUjÞ ¼ H0ðaÞ0 ð28Þ
Deduction 2. In an IIS with a single attribute, it will assu-
redly increase the H0-information entropy when a new object
with a minimal interval is added into the system.
Next, d is increased gradually. It is clear that only the terms
of pidefPuiujUþ1j ¼ PujUþ1jui ¼
jfðui; aÞ \ dj
jfðui; aÞ [ dj are changing during
the increase of d. Firstly, H0(a)1 will be monotone decreasing
because of the continuous increase of pi for all ui 2 U.
The increasing trend of pi will be sustained until the inter-
section of ui (i= 1, 2, . . ., |U|) and u|U+1| is steady, which
means the upper (lower) limit of d reaches the upper (lower)
limit of ui (as shown in Fig. 3).
After that, |f(ui, a)\d| is constant while |f(ui, a)[d| is still in-
creased. Then, pi will turn to decrease. Once this happens to
any ui 2 U, the trend of H0(a)1 may be changed.
This variation trend shows that a newly added object will
have more opportunity to be classiﬁed with other objects with
interval increase by using the interval similarity relation. It will
cause weakness of classiﬁcation ability and reduction of infor-
mation entropy.
Deduction 3. In an IIS with a single attribute, there is a min-
imum value of H0-information entropy with the interval in-
crease of a newly added object.
H0(a)1 is continuous and monotone decreasing within a lim-
it. Consequently, there is a minimum value in the limit.Fig. 3 Intersection of two intervals.Deduction 4. In an IIS with a single attribute, after the
upper (lower) limit of a newly added object reaches the maxi-
mal (minimal) value in the domain of the attribute a, the
H0-information entropy will be monotone increasing with the
interval increase of the newly added object.
Once the upper (lower) limit of the newly added object
reaches the upper (lower) limit of entire objects originally, pi
will turn to decrease with the increase of d for all ui 2 U. Then,
H0(a)1 is increased assuredly.
The deductions above explain that when the interval of the
newly added object is increased from zero to the maximal (min-
imal) value in the domain of the attribute a, there exists at least
one global minimum value of H0-information entropy.
Now, the missing values in an IIIS can be dealt with the
above-mentioned results. The new information ﬁlling technique
follows the assumption that the objects with missing values have
no effect with the classiﬁcations of information. In other words,
regardless of the existence of these incomplete objects, the infor-
mation entropy of the corresponding condition attribute should
remain constant.
The process of information ﬁlling is considered as a new ob-
ject of a minimal interval being added into the complete IIS
attribute by attribute. Then, the H0-information entropy is
surely increased implying rapid improvement of the classiﬁca-
tion ability. According to Deductions 3 and 4, the trend of H0-
information entropy is decreased ﬁrstly and increased ﬁnally.
The ﬁlling interval is expected to make the H0-information en-
tropy close to the original one as much as possible before the
upper (lower) limit reaches the maximal (minimal) value in the
domain of the attribute a. Thus, a smaller ﬁlling interval is
obtained.
In general, the process is listed below.
(1) Calculate the H0-information entropy (H0(a)0) of the ori-
ginal IIS for each condition attribute without incomplete
information.
(2) Add a new object with a minimal interval to the system.
The lower or upper limit of the interval should be known
and ﬁxed just like Eqs. (14) and (15). Speciﬁcally, if the
interval is of unknown lower and upper limits like
Eq. (16), then the minimal and maximal values in the
domain of the corresponding attribute are accepted,
and the calculation is stopped. Otherwise, the initial
position marked as L1 is established. The H
0-informa-
tion entropy is H0(a)1|start and the interval length is
e<<|f(x, a)| (x 2 U) at the beginning.
(3) Forward (backward) increase the lengthof the new interval
by a speciﬁed step size until its upper (lower) limit reaches
themaximal (minimal) value in the domainof the attribute.
Figs. 4(a) and 4(b) show the process of forward increasing
for instance. Calculate the newH0-information entropy for
each step. Record the following data:
a. Mark the position of the interval’s upper (lower)
limit as L2 when the corresponding new H
0-informa-
tion entropy reaches the global minimum value
H0(a)1|min for the ﬁrst time.
b. The position of the maximal (minimal) value in the
domain of the attribute is marked as L3, and the cor-
responding H0-information entropy is H0(a)1|end.
c. Mark the position of the interval’s upper (lower) limit
as L4 when the corresponding new H
0-information
entropy is equal to the originalH0-information entropy
Fig. 5 Variation curve of H0-information entropy (minimal
interval added).
Fig. 4 Variation curve of H0-information entropy.
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some cases.
(4) IfH0(a)1|min 6 H0(a)0, then the estimation interval is |L1–
L4| (as shown inFig. 4(a)). IfH
0(a)1|min > H0(a)0, then the
estimation interval is |L1–L2| (as shown in Fig. 4(b)).
Thus, there are |L1–L4| 6 |L1–L3| and
|L1–L2| 6 |L1–L3|, so the estimation interval is shortened.Example 1. Let S= (U, c4) be an IIIS with a single attribute.
‘‘*’’ denotes a missing value. A piece of thruster experimentalTable 2 A piece of thruster experimental data.
U c4 d
1 [23.321, 25.253] 1
2 [23.582, 28.523] 1
3 [23.433, 25.367] 1
4 [23.264, 25.194] 1
..
. ..
. ..
.
21 [28.029, 30.150] 2
22 [28.582, 32.733] 2
23 [28.397, 30.532] 2
24 [28.175, 30.302] 2
..
. ..
. ..
.
37 [28.835, *] 2
..
. ..
. ..
.
41 [30.161, 31.367] 3
42 [29.512, 30.692] 3
43 [30.186, 31.393] 3
44 [30.274, 31.484] 3
..
. ..
. ..
.
60 [30.281, 31.492] 3data is selected and shown in Table 2. The threshold value is
a= 0.05.
The H0-information entropy of the original system (u37 is
not included) is H0(a)0 = 2.0626.
The inﬂuence of adding a new object with a minimal inter-
val is tested ﬁrstly. Let the length of interval be d= 0.001. The
lower limit of the interval is positioned from 28.835 to 33.835.
The variation curve of H0(a)1 is shown in Fig. 5.
The ﬁgure reveals that wherever the minimal interval is
positioned, the H0-information entropy is almost invariant.
(If d is minimal enough, H0(a)1 will be a constant.) The value
is H0(a)1 = 2.1536 >H0(a)0. It is conformable to Deduction
2.
After that, a new object u37 is added into the system. Be-
cause the lower limit of u37 is given, the upper limit ‘‘*’’ will
be 32.150 by the ﬁlling methods of Refs. 13,14.
Using the new information ﬁlling technique proposed in
this paper, the interval making H0(a)1 = 2.0626 is expected
within the minimal–maximal value in the domain of the attri-
bute c4. After calculation, ‘‘*’’ is 30.469 (as shown in Fig. 6).
This result not only retains theH0-information entropy of the
new system with an added object equal to the original, but also
shortens the estimation interval. It implies that the classiﬁcation
ability is not weakened in the new system. The shortened estima-
tion interval is also beneﬁcial for decision making.
4.2. Performance analysis
In order to check the performance of the proposed informa-
tion ﬁlling technique, a deduction is introduced ﬁrstly.
Deduction 5. In an IIS, the shortening of estimation inter-
vals will improve the coordination of the system.Fig. 6 Variation curve of H0-information entropy (u37 added).
A generalized rough set-based information ﬁlling technique for failure analysis of thruster experimental data 1189Proof. Let S= (U, A) be an IIS. A= C [ D, where C is the set
of condition attributes andD is the set of the decision attributes.
If B ˝ C, then the classiﬁcations obtained by B and D areTable 3 Classiﬁcations of condition attributes.
U SC (U)
u1 u1
u2 u2, u3, u5, u6, u12, u18, u24, . . ., u39
u3 u2, u3, u5, u6, u7, u12, u13, . . ., u19
u4 u4, u8, u10, u14, u16
..
. ..
.
u21 u21, u29
u22 u22, u23, u24, u25, u26, u31, u32, . . ., u39
u23 u22, u23, u27, u33, u34, u37, u38, u39
u24 u2, u22, u24, u25, u26, u27, u28, . . ., u40
..
. ..
.
u41 u41, u49, u51
u42 u42, u43, u52, u57
u43 u42, u43, u52
u44 u44, u45, u54, u55
..
. ..
.
u60 u45, u46, u47, u53, u54, u56, u60KðBÞ ¼ ðSBðu1Þ;SBðu2Þ; :::;SBðujUjÞÞ ð29Þ
KðDÞ ¼ ðSDðu1Þ;SDðu2Þ; :::;SDðujUjÞÞ ð30Þ
With the shortening of estimation intervals in B, there exists a
new classiﬁcation:
KðBÞ0 ¼ ðSBðu1Þ0;SBðu2Þ0; . . . ;SBðujUjÞ0Þ ð31Þ
Obviously, SB(ui)
0 ˝ SB(ui), |SB(ui)0| 6 |SB(ui)| (i= 1, 2, . . .,
|U|).
Hence, SB(ui)
0 \ SD(ui) ˝ SB(ui) \ SD(ui) and |SB(ui)0 \
SD(ui)| 6 |SB(ui) \ SD(ui)|.
E-condition entropy studied in Section 2.2 is used to mea-
sure the coordination in rough set. According to the deﬁnition:
EðD=CÞ ¼
XjUj
i¼1
jSCðuiÞj  jSCðuiÞ \ SDðuiÞj
jUj2 ð32Þ
There is
EðD=BÞ  EðD=BÞ0 ¼
XjUj
i¼1
jSBðuiÞj  jSBðuiÞ \ SDðuiÞj
jUj2

XjUj
i¼1
jSBðuiÞ0j  jSBðuiÞ0 \ SDðuiÞj
jUj2
¼ 1jUj2
XjUj
i¼1
jSBðuiÞj½  jSBðuiÞ0j
 jSBðuiÞ \ SDðuiÞjð  jSBðuiÞ0 \ SDðuiÞj

¼ 1jUj2
XjUj
i¼1
jSBðuiÞjð  jSBðuiÞ0j  jðSBðuiÞ
SBðuiÞ0Þ \ SDðuiÞj

P 0 ð33Þ
The equality holds if and only if (SB(ui)  SB(ui)0) ˝ SD(ui).
Therefore, E(D/B)P E(D/B)0.
It is mentioned that small E-condition entropy implies great
support degree, which means the shortening of estimation
intervals improves the coordination between corresponding
condition attributes and decision attributes. Because of the
generality of this result to the whole condition attributes, the
coordination of the IIS is improved consequently.
Now, the beneﬁts of smaller estimation intervals obtained
in this paper are reﬂected in two aspects.
On one hand, the coordination between condition attri-
butes and decision attributes is improved according to Deduc-
tion 5. It is implied that the positive region in the rough set is
expanded, while the uncertainty is decreased. The reliability of
decision will be increased consequently.
On the other hand, the shortened estimation intervals are
beneﬁcial for decision making. The new decision rules will be
ﬁne and precise with the extending of the covering range.
5. An improved method of failure analysis
Now, an improved method of failure analysis is carried out,
which is synthesized by the solutions to interval-valued data
and missing data as the extended application of generalized
rough set. The thruster experimental data has been shown in
Table 1. An integrated experiment is studied below.
Firstly, the decision table with interval-valued condition
attributes is classiﬁed by the interval similarity relation deﬁnedin Section 3 and makes the classiﬁcations of information data.
Then, several missing values denoted as ‘‘*’’ are set in the table.
The information ﬁlling technique explained in Section 4 is used
to replace ‘‘*’’ by numerical values. As comparison, another
completed table is also obtained by extreme values.13 Follow-
ing that, E-condition entropy is calculated to evaluate the
coordination between condition attributes and decision attri-
butes in the above two systems. Finally, the reduct of condi-
tion attributes and certain failure rules are obtained by
heuristic algorithm based on E-condition entropy.27,29
5.1. Data classiﬁcation
As mentioned in Section 3, the interval similarity relation can
be used to classify thruster experimental data and make calcu-
lations effective. Finally, certain rules of failures will be ex-
tracted favorably.
Example 2. Let S = (U, A) be an IIS. A= C [ D, where
C= {c1, c2, c3, c4} is the set of condition attributes and
D= d is the set of the decision attribute. The decision table
of the thruster experimental data is shown in Table 1 and
the threshold value is a= 0.05.
According to the interval similarity relation, the classiﬁca-
tions of condition attributes in the thruster experimental data
are listed in Table 3.
Meanwhile, three classiﬁcations of decision attributes in the
thruster experimental data are {u1, u2, . . ., u20}, {u21, u22, . . .,
u40}, and {u41, u42, . . ., u60}. According to the deﬁnition of
E-condition entropy, the following results are calculated.
EðD=CÞ ¼ 0:0044
EðD=ðC n fc1gÞÞ ¼ 0:0917
EðD=ðC n fc2gÞÞ ¼ 0:0044
EðD=ðC n fc3gÞÞ ¼ 0:0083
EðD=ðC n fc4gÞÞ ¼ 0:0656
ð34Þ
It is obtained that the reduct of this decision table is {c1, c3,
c4} by heuristic algorithm.
27,29 That is, these three sensors are
indispensable, while c2 is not very important during the analy-
sis and evaluation of failures.
Then, there exist 52 certain rules of failures.
1 : If c1 2 ½4:071; 4:315 ^ c3 2 ½4:921; 4:996 ^ c4 2 ½23:321; 25:323; thend ¼ 1;
2 : If c1 2 ½4:553; 4:826 ^ c3 2 ½4:400; 4:664 ^ c4 2 ½23:433; 25:367; thend ¼ 1;
3 : If c1 2 ½4:091; 4:336 ^ c3 2 ½4:463; 4:730 ^ c4 2 ½23:264; 25:194; thend ¼ 1;
..
.
20 : If c1 2 ½4:812; 4:997 ^ c3 2 ½4:920; 4:999 ^ c4 2 ½28:029; 30:150; thend ¼ 2;
21 : If c1 2 ½4:713; 4:994 ^ c3 2 ½4:280; 4:536 ^ c4 2 ½28:582; 32:733; thend ¼ 2;
22 : If c1 2 ½4:561; 4:834 ^ c3 2 ½4:623; 4:900 ^ c4 2 ½28:675; 30:822; thend ¼ 2;
..
.
33 : If c1 2 ½3:191; 4:382 ^ c3 2 ½4:920; 4:999 ^ c4 2 ½30:161; 31:367; thend ¼ 3;
34 : If c1 2 ½2:762; 3:927 ^ c3 2 ½4:281; 4:537 ^ c4 2 ½29:512; 30:692; thend ¼ 3;
35 : If c1 2 ½2:993; 4:172 ^ c3 2 ½4:409; 4:463 ^ c4 2 ½30:186; 31:193; thend ¼ 3;
..
.
52 : If c1 2 ½2:190; 3:321 ^ c3 2 ½4:582; 4:856 ^ c4 2 ½30:281; 31:492; thend ¼ 3:
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R
R
R
R
R
R
R
R
R5.2. Information ﬁlling
As mentioned in Section 4, the incompleteness of IIS can be
dealt with the new information ﬁlling technique.Table 4 Incomplete thruster experimental data.
U c1 c2
1 [4.071, 4.315] [0.021, 0.030]
2 [4.682, 4.962] [0.022, 0.031]
3 [4.553, 4.826] [0.023, 0.032]
4 [*, 4.336] [0.024, 0.033]
5 [4.783, 4.998] [0.025, 0.034]
..
. ..
. ..
.
12 [4.456, 4.732] [0.028, 0.036]
..
. ..
. ..
.
21 [4.812, 4.997] [0.028, 0.038]
22 [4.713, 4.994] [0.029, 0.034]
23 [4.515, 4.786] [0.026, 0.035]
24 [4.783, 4.992] [0.027, 0.036]
25 [4.831, 4.998] [0.021, 0.034]
..
. ..
. ..
.
28 [4.782, 4.987] [0.024, 0.037]
..
. ..
. ..
.
37 [4.594, 4.869] [0.025, 0.036]
38 [4.445, *] [0.025, 0.037]
..
. ..
. ..
.
41 [3.191, 4.382] [0.024, 0.035]
42 [2.762, 3.927] [0.025, 0.038]
43 [2.993, 4.172] [0.026, 0.032]
..
. ..
. ..
.
51 [2.947, 4.125] [0.022, 0.035]
..
. ..
. ..
.
55 [1.105, 2.075] [0.025, 0.032]
56 [3.319, *] [0.026, 0.030]
..
. ..
. ..
.
60 [2.190, 3.321] [0.025, 0.038]Example 3. Let S= (U, A) be an IIIS. A= C [ D, where
C= {c1, c2, c3, c4} is the set of condition attributes and
D= d is the set of the decision attribute. The thruster experi-
mental data is shown in Table 4, where missing values are de-
noted as ‘‘*’’. The threshold value is a= 0.05.c3 c4 d
[4.921, 4.996] [23.321, 25.253] 1
[4.282, 4.538] [23.582, 28.523] 1
[4.400, 4.664] [23.433, 25.367] 1
[4.463, 4.730] [23.264, 25.194] 1
[4.502, *] [23.975, 25.934] 1
..
. ..
. ..
.
[4.358, 4.619] [*, *] 1
..
. ..
. ..
.
[4.920, 4.999] [28.029, 30.150] 2
[4.280, 4.536] [28.582, 32.733] 2
[4.407, 4.671] [28.397, 30.532] 2
[4.460, 4.728] [28.175, 30.302] 2
[*, 4.770] [28.391, 30.526] 2
..
. ..
. ..
.
[4.525, 4.796] [*, 30.652] 2
..
. ..
. ..
.
[4.568, 4.812] [28.835, *] 2
[4.236, 4.490] [28.826, 30.979] 2
..
. ..
. ..
.
[4.920, 4.999] [30.161, 31.367] 3
[4.281, 4.537] [29.512, 30.692] 3
[4.409, 4.463] [30.186, 31.393] 3
..
. ..
. ..
.
[4.868, *] [30.391, 31.607] 3
..
. ..
. ..
.
[4.623, 4.900] [*, 32.051] 3
[4.068, 4.312] [30.030, 31.231] 3
..
. ..
. ..
.
[4.582, 4.856] [30.281, 31.492] 3
Table 5 Completed thruster experimental data 1.
U c1 c2 c3 c4 d
1 [4.071, 4.315] [0.021, 0.030] [4.921, 4.996] [23.321, 25.253] 1
2 [4.682, 4.962] [0.022, 0.031] [4.282, 4.538] [23.582, 28.523] 1
3 [4.553, 4.826] [0.023, 0.032] [4.400, 4.664] [23.433, 25.367] 1
4 [1.010, 4.336] [0.024, 0.033] [4.463, 4.730] [23.264, 25.194] 1
5 [4.783, 4.998] [0.025, 0.034] [4.502, 4.999] [23.975, 25.934] 1
..
. ..
. ..
. ..
. ..
. ..
.
12 [4.456, 4.732] [0.028, 0.036] [4.358, 4.619] [23.066, 32.150] 1
..
. ..
. ..
. ..
. ..
. ..
.
21 [4.812, 4.997] [0.028, 0.038] [4.920, 4.999] [28.029, 30.150] 2
22 [4.713, 4.994] [0.029, 0.034] [4.280, 4.536] [28.582, 32.733] 2
23 [4.515, 4.786] [0.026, 0.035] [4.407, 4.671] [28.397, 30.532] 2
24 [4.783, 4.992] [0.027, 0.036] [4.460, 4.728] [28.175, 30.302] 2
25 [4.831, 4.998] [0.021, 0.034] [4.062, 4.770] [28.391, 30.526] 2
..
. ..
. ..
. ..
. ..
. ..
.
28 [4.782, 4.987] [0.024, 0.037] [4.525, 4.796] [23.066, 30.652] 2
..
. ..
. ..
. ..
. ..
. ..
.
37 [4.594, 4.869] [0.025, 0.036] [4.568, 4.812] [28.835, 32.150] 2
38 [4.445, 4.999] [0.025, 0.037] [4.236, 4.490] [28.826, 30.979] 2
..
. ..
. ..
. ..
. ..
. ..
.
41 [3.191, 4.382] [0.024, 0.035] [4.920, 4.999] [30.161, 31.367] 3
42 [2.762, 3.927] [0.025, 0.038] [4.281, 4.537] [29.512, 30.692] 3
43 [2.993, 4.172] [0.026, 0.032] [4.409, 4.463] [30.186, 31.393] 3
..
. ..
. ..
. ..
. ..
. ..
.
51 [2.947, 4.125] [0.022, 0.035] [4.868, 4.999] [30.391, 31.607] 3
..
. ..
. ..
. ..
. ..
. ..
.
55 [1.105, 2.075] [0.025, 0.032] [4.623, 4.900] [23.066, 32.051] 3
56 [3.319, 4.999] [0.026, 0.030] [4.068, 4.312] [30.030, 31.231] 3
..
. ..
. ..
. ..
. ..
. ..
.
60 [2.190, 3.321] [0.025, 0.038] [4.582, 4.856] [30.281, 31.492] 3
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and shown in Table 5. Brieﬂy, ‘‘*’’ is replaced by the
minimal (maximal) value in the domain of each condi-
tion attribute.
According to the interval similarity relation, the classiﬁca-
tions of condition attributes are shown in Table 6.Table 6 Classiﬁcations of condition attributes (Completed
data 1).
U SC (U)
u1 u1
u2 u2, u3, u5, u6, u12, u18, u19, . . ., u39
u3 u2, u3, u5, u6, u7, u12, u13, u19, . . ., u28
u4 u4, u8, u10, u14, u16, u55
..
. ..
.
u21 u21, u29
u22 u12, u22, u23, u24, u25, u26, u28, . . ., u57
u23 u2, u12, u22, u23, u24, u27, u28, . . ., u39
u24 u2, u22, u23, u24, u25, u26, u27, . . ., u40
..
. ..
.
u41 u41, u49, u51
u42 u42, u43, u48, u52, u57
u43 u42, u43, u52, u59
u44 u44, u45, u46, u54, u55, u59
..
. ..
.
u60 u45, u46, u47, u53, u54, u56, u60The three classiﬁcations of decision attribute are still {u1,
u2, . . ., u20}, {u21, u22, . . ., u40}, and {u41, u42, . . ., u60}. There-
fore, the result of E-condition entropy is E(D/C1) = 0.0139
and the reduct is {c1, c3, c4}.
(2) Now, the decision table is completed by the information
ﬁlling technique proposed in this paper (as shown in
Table 7).
The classiﬁcations of condition attributes are obtained
according to the interval similarity relation as well and shown
in Table 8.
It is obvious that SCðuiÞ2#SCðuiÞ1. To be intuitive, the
cardinality of each classiﬁcation is compared in Fig. 7. The
histogram indicates that, with the same binary relation, more
than 30% classiﬁcations obtained from the completed deci-
sion table by the new information ﬁlling technique are thin-
ner than before. That is, the new information ﬁlling
technique will lead to better classiﬁcation ability than the
old one. The classiﬁcations are more precise and the uncer-
tainty is lower now.
With the same classiﬁcations of decision attributes, the re-
sult of E-condition entropy is E(D/C)2 = 0.0067 < E(D/C)1.
This result quantiﬁes a better coordination obtained by the
new ﬁlling technique between condition attributes and decision
attributes, which agrees with the performance analysis in
Section 4.2.
R1 : If c1 2 ½4:071; 4:315 ^ c3 2 ½4:921; 4:996 ^ c4 2 ½23:321; 25:323; thend ¼ 1;
R2 : If c1 2 ½4:553; 4:826 ^ c3 2 ½4:400; 4:664 ^ c4 2 ½23:433; 25:367; thend ¼ 1;
R3 : If c1 2 ½3:223; 4:336 ^ c3 2 ½4:463; 4:730 ^ c4 2 ½23:264; 25:194; thend ¼ 1;
..
.
R19 : If c1 2 ½4:812; 4:997 ^ c3 2 ½4:920; 4:999 ^ c4 2 ½28:029; 30:150; thend ¼ 2;
R20 : If c1 2 ½4:831; 4:998 ^ c3 2 ½4:599; 4:770 ^ c4 2 ½28:391; 30:526; thend ¼ 2;
R21 : If c1 2 ½4:561; 4:834 ^ c3 2 ½4:623; 4:900 ^ c4 2 ½28:675; 30:822; thend ¼ 2;
..
.
R30 : If c1 2 ½3:191; 4:382 ^ c3 2 ½4:920; 4:999 ^ c4 2 ½30:161; 31:367; thend ¼ 3;
R31 : If c1 2 ½2:762; 3:927 ^ c3 2 ½4:281; 4:537 ^ c4 2 ½29:512; 30:692; thend ¼ 3;
R32 : If c1 2 ½2:993; 4:172 ^ c3 2 ½4:409; 4:463 ^ c4 2 ½30:186; 31:193; thend ¼ 3;
..
.
R49 : If c1 2 ½2:190; 3:321 ^ c3 2 ½4:582; 4:856 ^ c4 2 ½30:281; 31:492; thend ¼ 3:
1192 S. Han et al.5.3. Rule extraction
Finally, the reduct is {c1, c3, c4} obtained by heuristic algo-
rithm based on E-condition entropy. There exist 49 certain
rules of failures.Table 7 Completed thruster experimental data 2.
U c1 c2
1 [4.071, 4.315] [0.021,0.030]
2 [4.682, 4.962] [0.022,0.031]
3 [4.553, 4.826] [0.023, 0.032]
4 [3.223, 4.336] [0.024, 0.033]
5 [4.783, 4.998] [0.025, 0.034]
..
. ..
. ..
.
12 [4.456, 4.732] [0.028, 0.036]
..
. ..
. ..
.
21 [4.812, 4.997] [0.028, 0.038]
22 [4.713, 4.994] [0.029, 0.034]
23 [4.515, 4.786] [0.026, 0.035]
24 [4.783, 4.992] [0.027, 0.036]
25 [4.831, 4.998] [0.021, 0.034]
..
. ..
. ..
.
28 [4.782, 4.987] [0.024, 0.037]
..
. ..
. ..
.
37 [4.594, 4.869] [0.025, 0.036]
38 [4.445, 4.683] [0.025, 0.037]
..
. ..
. ..
.
41 [3.191, 4.382] [0.024, 0.035]
42 [2.762, 3.927] [0.025, 0.038]
43 [2.993, 4.172] [0.026, 0.032]
..
. ..
. ..
.
51 [2.947, 4.125] [0.022, 0.035]
..
. ..
. ..
.
55 [1.105, 2.075] [0.025, 0.032]
56 [3.319, 4.435] [0.026, 0.030]
..
. ..
. ..
.
60 [2.190, 3.321] [0.025, 0.038]The estimation interval of each attribute is relatively small
in this group of certain decision rules. It is favorable for prac-
tical decision making.
Consequently, the problems of interval-valued data and
missing data in thruster experimental data are solved and the
failure rules are achieved.c3 c4 d
[4.921, 4.996] [23.321, 25.253] 1
[4.282, 4.538] [23.582, 28.523] 1
[4.400, 4.664] [23.433, 25.367] 1
[4.463, 4.730] [23.264, 25.194] 1
[4.502, 4.704] [23.975, 25.934] 1
..
. ..
. ..
.
[4.358, 4.619] [23.066, 32.150] 1
..
. ..
. ..
.
[4.920, 4.999] [28.029, 30.150] 2
[4.280, 4.536] [28.582, 32.733] 2
[4.407, 4.671] [28.397, 30.532] 2
[4.460, 4.728] [28.175, 30.302] 2
[4.599, 4.770] [28.391, 30.526] 2
..
. ..
. ..
.
[4.525, 4.796] [29.053, 30.652] 2
..
. ..
. ..
.
[4.568, 4.812] [28.835, 30.469] 2
[4.236, 4.490] [28.826, 30.979] 2
..
. ..
. ..
.
[4.920, 4.999] [30.161, 31.367] 3
[4.281, 4.537] [29.512, 30.692] 3
[4.409, 4.463] [30.186, 31.393] 3
..
. ..
. ..
.
[4.868, 4.996] [30.391, 31.607] 3
..
. ..
. ..
.
[4.623, 4.900] [30.489, 32.051] 3
[4.068, 4.312] [30.030, 31.231] 3
..
. ..
. ..
.
[4.582, 4.856] [30.281, 31.492] 3
Fig. 7 Cardinality of each classiﬁcation.
Table 8 Classiﬁcations of condition attributes (Completed
data 2).
U SC (U)
u1 u1
u2 u2, u3, u5, u6, u12, u18, u19, . . ., u39
u3 u2, u3, u5, u6, u7, u12, u13, . . ., u19
u4 u4, u8, u10, u14, u16
..
. ..
.
u21 u21, u29
u22 u12, u22, u23, u24, u26, u28, . . ., u39
u23 u2, u12, u22, u23, u24, u27, u28, . . ., u39
u24 u2, u22, u23, u24, u25, u26, u27, . . ., u40
..
. ..
.
u41 u41, u49, u51
u42 u42, u43, u48, u52, u57
u43 u42, u43, u52, u59
u44 u44, u45, u46, u54, u55, u59
..
. ..
.
u60 u45, u46, u47, u53, u54, u56, u60
A generalized rough set-based information ﬁlling technique for failure analysis of thruster experimental data 11936. Conclusions
An improved method of failure analysis based on general-
ized rough set is presented in this paper to solve the prob-
lems of interval-valued data and missing data acquired
from the simulation and evaluation system of thruster exper-
imental data. The interval similarity relation is employed as
the binary relation to classify the information data formed
as IIS. As an improvement of the classical rough set, a
new kind of generalized information entropy called ‘‘H0-
information entropy’’ is provided to solve incompleteness
occurring unavoidably in IIS, so missing values in informa-
tion data can be ﬁlled evidently and favorably. The calcula-
tion procedure of this innovative information ﬁlling
technique is listed in detail. Finally, an integrated example
of failure analysis is given to evaluate the performance
and the certain rules of failures are achieved successfully.
The results prove the superiority and practicality of the pro-
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