In an increasing number of empirical studies, the dimensionality measured e.g. as the size of the parameter space of interest, can be very large. Two instances of large dimensional models are the linear regression with a large number of covariates and the estimation of a regression function with many instrumental variables. An appropriate setting to analyze high dimensional problems is provided by a functional linear model, in which the covariates belong to Hilbert spaces. This paper considers the case where covariates are endogenous and assumes the existence of instrumental variables (that are functional as well). The paper shows that estimating the regression function is a linear ill-posed inverse problem, with a known but data-dependent operator. The first contribution is to analyze the rate of convergence of the penalized least squares estimator. Based on the result, we discuss the notion of "instrument strength" in the high dimensional setting. We also discuss a generalized version of the estimator, when the problem is premultiplied by an instrument-dependent operator. This extends the technology of Generalized Method of Moments to high dimensional, functional data. A central limit theorem is also established on the inner product of the estimator. The studied estimators are easy and fast to implement, and the finite-sample performance is discussed through simulations and an application to the impact of age-specific fertility rate curves on yearly economic growth in the United Kingdom.
Introduction
In an increasing number of economic studies, the dimensionality of the statistical model, measured as the size of the parameter space of interest, can be very large. One canonical example is provided by the multiple linear regression model
where y is a real random variable, z is a vector of p covariates and ε is an exogenous error term. To reflect that the number of covariates p is large, asymptotic inference is usually derived under the condition that p increases with the sample size (e.g. Fan, Fan, & Lv, 2008; Belloni & Chernozhukov, 2009; Belloni, Chernozhukov, & Hansen, 2011) . Standard estimators such as Generalized Least Squares (GLS) thus need to be modified because of the unboundedness of the parameter space. The present paper analyzes linear models with large or infinite dimension under endogeneity in the presence of instrumental variables.
Since the dimension of the endogenous variables is large, so is the number of instrumental variables. Our study is therefore tightly connected to the recent studies on estimation in the presence of "many instrumental variables" (Morimune, 1983; Carrasco & Florens, 2000; Chao & Swanson, 2005; Hansen, Hausman, & Newey, 2008; Swanson, Chao, Hausman, Newey, & Woutersen, 2011) . In these studies, the dimension of the model is kept fixed (not depending on the sample size) while the dimension of the instrumental vector can be very large or depends on the sample size. Our study below considers the situation where both the dimension of the covariates and the instruments are large.
Estimation with many instrumental variable has a long history in econometrics, see e.g. the above references and the references therein. It is recognized that the empirical performance of inference can be imprecise in this context, because of the presence of weak instruments (see e.g. the survey paper by Stock, Wright, & Yogo, 2002) . This issue naturally arises in the high dimensional setting as well. This study provides a new characterization of strong or weak instruments in the statistical model. The strength of an instrumental vector results from an arbitrage among two indices of the statistical model. The first index (denoted β below) is a measure of the regularity of the unknown parameter (which is infinite dimensional) with respect to the eigenvalues of the covariance between the endogenous parameters and the instruments. The second index (denoted γ) can be understood as a measure of the signal-to-noise ratio, that is a ratio between the later eigenvalues onto the eigenvalues of the covariance between the instruments and the error term in the linear model. Strong instruments are such that the regularity of the target parameter (β) is large enough compared to the signal-to-noise ratio (γ). Below we show that, under this condition, the penalized least squares estimator of the parameter has the optimal minimax rate of convergence, that has been derived in Chen and Reiss (2011) in a similar context. On the contrary if the instruments are weak, the optimal rate of convergence is not reached.
Because we are interested in the asymptotic behavior of the estimator, this paper ex-2 plicitly relates the sampling model to a population model that is infinite dimensional. A convenient framework to make the analysis is to rewrite and generalize model (1.1) using an inner product, that is
where ·, · F stands for the inner product between two elements of a Hilbert space F. This model contains the finite dimensional linear model as a particular case if we consider F = R K with a fixed, finite dimension K. However it allows to accommodate high dimensional parameters, for instance when F is the space of squared summable sequences, 2 .
The statistical model (1.2) is also appropriate when covariates are not random vectors but random curves as it is the case in functional regression. In such a case the Hilbert space F is for instance the space of real, square integrable functions over [0, 1] , denoted L 2 [0, 1], equipped with the inner product defined as
Examples of regression with functional covariates can be found in various studies (e.g. Kunitomo, 1980; Ramsay & Silvermann, 2005; Hall & Horowitz, 2007; Ferraty & Vieu, 2006; Cardot & Johannes, 2010; Kokoszka & Horvath, 2012) . We provide below an application to growth theory, in which the dependent variable is the annual growth rate per capita of United Kingdom and the independent variable is the annual fertility rate.
Our study starts from the general model (1.2) in which z is endogenous and it supposes that we observe instruments w allowing to identify the parameter ϕ. The study of inference shows that the problem of estimating ϕ in this statistical model is an ill-posed inverse problem, and inference thus relies on regularization techniques such as the penalized least squares estimation. Two recent surveys on regularization for ill-posed inverse problems in econometrics on which this paper relies on are Carrasco, Florens, and Renault (2007) and Johannes, Van Bellegem, and Vanhems (2011) .
The organization of the paper is as follows. In Section 2 the asymptotic properties of the penalized least-square estimator is studied and the notion of instrument strength is discussed. The estimator can be seen as an extension of the parametric instrumental variable estimator to the high dimensional setting. The two key indices (β and γ) are defined. Section 3 studies the numerical and finite sample properties of the estimator. It shows that how the estimator is computed in practice, using a linear algorithm. This section also contains two discussions on the penalty. The first discussion shows how this penalty can be computed in a data-driven way and the second discussion shows how it is possible to impose smoothness priors such as the existence of derivatives on the solution.
Analogously to the finite-dimensional theory of the efficient estimation by the Generalized Method of Moments (GMM), Section 4 questions the efficiency of the estimator. A generalized version of the estimator is studied, when the model is premultiplied by a datadriven operator. It is proved that for a certain class of operators and under some restrictions on the statistical model, the premultiplication does not affect the rate of convergence of the estimator. A Central Limit Theorem is then derived for the inner product φ, g F , ifφ denoted the generalized penalized least squares estimator and g is a test function in F. The
Theorem also provides lower and upper bounds for the asymptotic variance.
Section 5 evaluates the performance of the estimators in an application in growth theory.
Recent developments in economics have studied the impact of fertility on growth rate. The dependent variable is the age-specific fertility rate that is the density of birth with respect to mother's age. It is a continuous variable by definition, observed yearly and the framework of functional regression allows to study the marginal impact of the age of fertility onto the growth rate per capita. An appendix collects the technical proofs of results that are stated in the paper.
2 The high dimensional model and the regularized estimator
Definition of the estimator
We start by defining the statistical model in the two following assumptions 1 .
Assumption 1. y is a real random variable, z is a random vector in a Hilbert space F and w is a random vector in a Hilbert space W such that there exists a unique ϕ ∈ F that satisfies E({y − z, ϕ F }w) = 0. If we set u = y − z, ϕ , we also denote by Ω the covariance
Assumption 2. We observe (y i , z i , w i ) for i = 1, . . . , n that are independent and with the same distribution as (y, z, w).
In order to derive the normal equations and to find a nonparametric estimator for ϕ ∈ F it is useful to translate the above assumptions in a notation with operators. The above assumptions imply that the unknown function ϕ ∈ F satisfies:
where U n = (u 1 , . . . , u n ) , Y n = (y 1 , . . . , y n ) and K n : F → R n is a linear operator defined
. By definition, the inner product in R n is set to
for any a, b ∈ R n .
1 The assumption includes an identification condition. A primitive condition is found if we consider the covariance operator ΣZW = E{ Z, · F W }. Identification of ϕ follows if the kernel of this covariance operator is the null set. This can be seen as the infinite dimensional extension of the common rank condition on the covariance matrices appearing in the identification theory of finite dimensional linear models.
We also introduce the operator W n : R n → W : θ → n −1 n i=1 θ i w i , where W n stands for the adjoint of W n . Applied to model (2.1), we get
where r n = W n Y n , ε n = W n U n and where T n = W n K n is now an operator from F onto W.
Getting ϕ from the last identity is known to be an ill-posed inverse problem, in the sense that the (generalized) inverse of T n is not a bounded operator. Therefore, due to the error term ε n , a direct inversion of T n does not lead to a consistent estimation of ϕ. In order to find a consistent estimator, a regularization of the operator T n is needed. Several options are possible among the regularization scheme studied in the cited literature (e.g. Engl, Hanke, & Neubauer, 2000) . In this paper, we focus on the Tikhonov regularization, that is the estimator
where α n is a sequence of positive numbers converging to zero as n tends to infinity, I
denotes the identity operator and T n denotes the adjoint operator of T n .
Asymptotic mean square convergence
In this section, we study the asymptotic mean square convergence of the estimator (2.3) under a set of three assumptions that we now introduce. The first assumption is about the limit of the operator T n when n tends to infinity. We assume that the limit of this operator is well defined and also assume some speed of convergence (in the spectral norm) of T n to its limit.
Assumption 3. There exists a compact operator T : F → W such that
where a 2 n is sequence decreasing to zero as n tends to infinity. We also denote by λ 2 j , resp. φ j , the sequence of eigenvalues, resp. eigenfunctions, of the operator T T where T denotes the adjoint of T .
It is possible to provide primitive conditions in order to derive an explicit rate for a 2 n . A deeper discussion can be found in Bagdziunas and Van Bellegem (2014) , where technical conditions are provided in order to get a rate a 2 n = 1/n 1−η for any η > 0. The conditions relate to the moments of the involved random functions and are found from the general exponential bounds for probability of deviation derived by Mendelson and Pajor (2006) .
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The next assumption is a smoothness prior imposed on the solution ϕ. Imposing some smoothness of the solution is a common assumption in nonparametric inference in order to derive the rate of convergence of an estimator. It appears that, in the context of ill-posed inverse problems, a convenient way to express the smoothness assumption is to relate ϕ to the range of T . The rate of convergence is not solely related to the quality of ϕ, but to the relative regularity of ϕ with respect to T . This measure is stated accurately in the following assumption, and then further discussed.
Assumption 4. We assume the existence of and denote by β the largest positive index such that ϕ ∈ Range({T T } β/2 ).
Remind that (λ 2 j , φ j ), j = 1, 2, . . ., is the sequence of eigenvalues and eigenfunctions of the operator T T . The last assumption ensures the existence of a function ψ ∈ F such that ϕ = (T T ) β/2 ψ. In other words, it assumes that (T T ) −β/2 ϕ belongs to F. From the singular value decomposition of the self-adjoint operator T T , the last constraint is equivalent to assume that
Since T is a compact operator, λ 2 j → 0 and this assumption is true either if ϕ, φ j converges fastly to zero or, if not, the index β is sufficiently small. In that sense β measures the relative regularity of ϕ with respect to (the spectrum of) T T .
The next and last assumption is about the relative amplitude of the error term (described by the covariance operator Ω) with respect to the main term of the model (described by
T T ).
Assumption 5. We assume the existence of and denote by γ > 0 the largest positive index such that
In order to understand Assumption 5 it is meaningful to consider the particular case where the eigenfunctions φ j are the eigenfunctions of the operator Ω as well (this is an example and not a general assumption of this paper). In this case, Ωφ j = ω j φ j for all j, where the sequence ω j are the eigenvalues of Ω, and the assumption becomes j (ω j /λ 2γ j ) < ∞. A high value of γ either means that the eigenvalues of Ω converge quickly to zero or the eigenvalues of T do not converge fast to zero. In other words, a high value of the index means that the eigenvalues of the covariance operator between the covariates z and the instruments w are relatively high compared to the eigenvalues of the noise operator Ω. High values of γ therefore corresponds to less degree of ill-posedness in the statistical model.
We are now in position to derive the mean square convergence of the regularized estimator.
Theorem 2.1. Under assumptions 1 to 5, the regularized estimator (2.3) is such that
The proof of this result is in the line of the proof a more advanced results (Theorem 4.1) and therefore is skipped. If we impose some constraints on α n and on the indices β and γ, it is possible to have that the first and the fourth terms dominate the rate of convergence.
This result is stated in the following corollary.
Corollary 2.1. Under the assumptions of Theorem 2.1, if β < 2 and γ < 1 are such that
In particular, with the choice α n ∼ n −1/(β+1−γ) , the rate of convergence of the regularized estimator is given by
This rate is known to be the optimal rate of convergence in the minimax sense over a class of functions satisfying Assumptions 4 and 5 (Chen & Reiss, 2011) . The constraints β < 2 and γ < 1 are imposed in order to simplify the statement of the result. If they do not hold true, min(β, 2) and min(γ, 1) appear in the statement, and the result is no longer optimal. This phenomenon is known as the "saturation effect" of the Tikhonov regularization. It is a limitation of the Tikhonov regularization method. Optimality can be recovered for β > 2 and γ > 1 if another regularization scheme is considered, such as the "iterated Tikhonov regularization" (studied in another context in econometrics e.g. in Johannes et al., 2011) .
In the next section, we further discuss the assumptions of this corollary.
A discussion on instrument strength
Corollary 2.1 shows that minimax optimal rate of convergence is reached under the condition β + 1 − γ > 0. If this condition does not hold true, the regularized estimator is no longer optimal.
The condition β +1−γ > 0 imposes constraints on the indices β and γ that we now want to highlight now. If the degree of ill-posedness is high, γ is low and it is not necessary to have a lot of regularity on the solution ϕ in order to recover the optimal rate of convergence.
On the contrary, if the value of γ is high, the ill-posedness is more severe and we can expect to recover γ with some accuracy if ϕ is regular enough.
The condition is a constraint on the random variables involved in the statistical model.
Since it is a sufficient assumption to get the optimal rate of convergence, we suggest to qualify as "strong" the instruments of the corresponding statistical model.
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The next assumption formalizes this notion of strong instrument in the functional linear model.
Assumption 6 (Strong instruments). The instruments of the statistical model defined in
Assumptions 1 to 5 are strong, meaning that the indices β and γ are such that β + 1 > γ.
Below we will work under the assumption that instruments are strong. If the assumption does not hold, other rates of convergence will be found, and the limit theorems we show below are not valid. We leave the study of inference in this context open for future research.
3 Numerical aspects and smooth priors
Discretized normal equations
In this section we describe how to compute the estimator (2.3) in practice. The estimator involves the operator
and its adjoint
The regularized estimator,φ α,n , satisfies the normal equation
which is equivalent, by definition of the operators, to
where the inner products are understood in their appropriate spaces (W or F). Taking the inner product in F of all elements in (3.1) with respect to z l , we obtain for l = 1, . . . , n
where ζ l = ϕ, z l . This linear system is easily solved with respect to ζ 1 , . . . , ζ l .
In the case where the variables z i and w i are curves, the inner products involved in the last linear system must be discretized in practice. To fix this idea, consider that the Hilbert spaces F and W contains square integrable functions in L 2 [0, 1]. For a given (and large)
T > 0, we replace the inner product z i , z l by
and similarly for w i , w j . If Z denotes the T × n matrix such that Z ti = z i (t/T ) and if W denotes the T × n matrix such that W ti = w i (t/T ), the solution of the linear system (3.2)
is given by
for a given α n , and with ζ = (ζ 1 , . . . , ζ l ) . The regularized estimator is recovered from equation (3.1), namelŷ
where y = (y 1 , . . . , y n ) .
The practical implementation of the estimator therefore only involves simple matrix manipulations.
Illustration
We present in this section a first design of simulation, in which z i and w i are random curves
The unknown target function in this design is ϕ(u) = 16u 3 − 24u 2 + 9u for
. We generate the model
where v i and w i are two brownian bridges, u i is N (0, 1) and the transform R is
In this design the index δ u controls for the level of endogeneity and is set to 1 in our simulations. The transform R is a discretized integration, 2 so that the curves z i are smoother versions of the brownian bridges w i plus some noise terms. Figure 1 illustrates this design and shows the curve ϕ as well as the set of random curves w i and z i .
We now illustrate the estimator, based on a sample of n = 100 observations. Figure   2 shows the result of the estimation using the linear estimator presented in the previous section with T = 1000. Three values of the regularization parameter α n are studied. As expected, for larger values of α n the bias of the estimator is higher, while for smaller values of α n the variance of the estimator is large.
The result is therefore sensitive to the choice of α n and we will now improve the estimation in two ways. The first way is to find a data-driven rule for the selection of the parameter. The second way is to impose more regularity constraints on the solution. We study these two ideas in the next sections. 
Choice of the regularization parameter
As far as we know, there is no adaptive rule for the selection of the regularization parameter in the context of functional instrumental linear regression. It is one possible extension of this paper to construct an adaptive rule, where "adaptive" means that the resulting rate of convergence is still optimal with the data-driven α n .
The following argument is based on an argument taken from Fève and Florens (2010) and appears to work well in practice. First, using the same type of mathematical arguments as in the previous section, the following convergence rate can be proved
if the instruments are strong and if γ 1 and β 2. This rate of convergence motivates to look at
as a function of α, and which is such that the minimum of G is reached for the optimal α given in Corollary 2.1. This method is illustrated in Figure 3 . The figure shows that the curve G(α) has a clear minimum, which can be used to find a data-driven choice of α. The statistical properties of the resulting estimator with data-driven selection of α is a relevant topic for future research, beyond the scope of this paper.
Imposing a smoothness constraint
The regularized estimator (2.
3) also appears to be the function that minimizes the penalized least-square criterion
with respect to ϕ. A common way to impose smoothness constraints on ϕ is to change the form of the penalty, e.g. to replace the norm of ϕ by the norm of derivatives of ϕ.
To this end, we introduce the integral operator M that is such that
It is easy to show that the adjoint of M is M g(t) = and therefore
If we want to impose the solution ϕ to have s existing derivatives, the penalized least-square (3.5) is replaced by
In order to compute the solution in practice, we can proceed analogously to the above section on discretized normal equation. If we denote byM the triangular T × T matrix with entries 1 in the lower triangle, then the solution (3.3-3.4) adapted for the new penalty is now This experiment shows that the use of a smoothness prior has a significant impact on the nonparametric estimation. In Figure 4 , we also notice that the estimated function of course fulfills the border constraints.
4 Generalized instrumental variable estimation 4.1 Asymptotic mean square convergence of a generalized regularized estimator
In this section, we study a generalized version of the regularized estimator, in which the regression model is premultiplied by the inverse of a data-dependent, self-adjoint operator on W. We denote by H n this operator in the section. Given that the inverse of an operator is not always defined, we introduce a sequence of positive numbers (ρ n ) converging to zero as n tends to infinity, and define the operator B n from W to W and such that The functional regression model (2.2) is premultiplied by the operator B n , i.e.
B n r n = B n T n ϕ + B n ε n . (4.1)
and we now want to study the properties of the generalized estimator
In order to get the mean square convergence of the estimator, we need to adapt some of the above assumptions, and to make additional assumptions that are related to the new operators B n and H n . The first assumption is about the convergence of H n that is supposed to have some limit H, and to converge at a certain rate in the spectral norm. The assumption also impose some constraints on the limit operator.
Assumption 7. There exists an operator H : W → W such that
for some positive sequence h n decreasing to zero. The operator is such that tr(H −1/2 ΩH −1/2 ) < ∞ and H −1/2 T is bounded, where inverse are understood as generalized inverses.
The next assumption is an extension of the Assumption 4. It measures the prior regularity of ϕ with respect to the operator T H −1 T where H −1 is a generalized inverse (e.g. Engl et al., 2000) . The discussion is analogous to the above comments on Assumption 4.
Assumption 8. We assume the existence of and denote by β the largest positive index such that ϕ ∈ Range({T H −1 T } β/2 ).
The next assumption is an extension of the Assumption 5 defining the degree of illposedness γ.
Assumption 9. If the operator H satisfies Assumption 7, denote by {(κ j , ξ j ,ξ j ); j = 1, 2, 3, . . .} the singular value decomposition of the operator H −1/2 T . We assume the existence of, and denote by γ > 0 the largest index such that the condition
In order to derive a rate of convergence, we need an additional technical assumption quantifying the behavior of the limit operator H −1/2 T in the singular value decomposition provided by H.
Assumption 10. If the operator H satisfies Assumption 7, denote by {(ν j , ψ j ,ψ j ) j ; j = 1, 2, 3, . . .} its singular value decomposition. We assume the existence of, and denote by θ > 0 the largest index such that the condition
This last assumption simplifies if we assume a link between the operator T and H, for example by imposing that they have common eigenfunctions. We do not need that stronger assumption to derive and discuss the rate of convergence of the estimator, which is stated in the following theorem. 
Again our discussion will focus on the case where the leading rate is given by the first and the last terms in this rate of convergence. This now requires that the factor depending on the regularization parameter ρ converges fastly enough to zero. This last requirement involves sequences a n and h n as well as the index θ.
We illustrate this point in one particular case. We focus on the optimal value of the parameter α (that is n −1/(β+1−γ) , cf Corollary 2.1). Suppose the instruments are strong, and that β < 2 and γ < 1. We also suppose that a 2 n = h 2 n = n − for some > 0. In that case, we select the optimal regularization parameter ρ ∼ n − /(θ+2) and the second term in the rate is negligible if θ is large enough, i.e. such that
.
Of course, the discussion on the parameters in the general case is more complex. The main message is that the rate of convergence can be altered when we consider the generalized estimator. The optimal rate of convergence is obtained if the eigenvalues of H satisfy Assumption 10 with a sufficiently large index θ. How large it is depends on a mixture of indices in the statistical model (a n , h n , etc.). If the operator H has been well selected, the optimal rate of convergence of the estimator can be recovered. We summarize this discussion in the following corollary.
Corollary 4.1. Under the assumptions of Theorem 4.1, if the instruments are strong and
is negligible with respect to 1/(α 1−min(1,γ) n), then the optimal rate of convergence of the generalized regularized estimator is obtained with α n ∼ n −1/(β+1−γ) and is given by
One difficulty for the interpretation of this result is that the indices β and γ now depends on the choice of H. In the next section we further discuss this phenomenon.
Invariance of the convergence rate
The fact that the rate of convergence depends on the choice of H is not a desirable property of the generalized estimator. In this section, we address the following question: Suppose the assumptions of Corollary 4.1 are fulfilled, that is we are working with a generalized estimator that has the optimal rate of convergence, given H. We now consider the class of H leading to that property (with various β and γ) and ask whether the rate of convergence is identical or not for each choice of H in this class.
We are not able to answer that question in general since the class of all possible H is too large. So we restrict the discussion to a relevant class of operators H appearing in Assumption 7 of the generalized estimator. From now on, we will assume that H takes the form Ω δ for some δ 0 (recall that the operator Ω is the covariance operator in the model, cf Assumption 1). If H takes this form, we show below that the rate of convergence does not depend on δ in very general settings.
The first setting in which we will show that property is given by the setting of Hall and Horowitz (2005) , who consider functional exogenous regression as well. This rate of convergence is given by
Proof. We first have to write the rate of Corollary 4.1 with respect to the parameters of Assumption 11 (k, b and c). Consider the index β in Assumption 8. The assumption implies that (Ω −δ/2 T ) −β ϕ belongs to F. In particular, it implies that the series j | ϕ, e j | 2 /λ 2β j is convergent. Note that, under Assumption 8, λ j j δb /j k and | ϕ, e j | 2 1/j 2c . Therefore, Assumption 8 requires that the series j j 2kβ /j 2(βδb+c) is convergent. This constraints β to be at most (1 − 2c)/(2k − 2δb).
Similarly we find γ. From Assumption 9, γ is the largest number such that the series
is convergent. This imposes to take γ at most equal to (b(1 − δ) + 1)/(k − δb). Replacing β and γ in the rate found in Corollary 4.1 leads to the result.
Since the setting of Hall and Horowitz (2005) is very specific, one could ask if the invariance result is a general property of the estimator, or if the result only appears in this setting. In the next proposition, we generalize the result to a milder setting. This setting is written in terms of the Hilbert scales, a general mathematical setting enlarging the setting of Hall and Horowitz (2005) . We refer to Johannes et al. (2011) for a discussion of Hilbert scales that are defined in the next assumption.
Assumption 12 (Compatible Hilbert scale setting). Suppose L : F → F is an unbounded self adjoint and strictly positive operator. Consider the set of spaces H q = Dom(L q/2 ) for q ∈ R, called a Hilbert scale generated by L. We assume that the operators L, Ω and T have the same eigenfunctions are such that 3
3 We write a b is there exists two positive constants c and c that are such that ca b ca.
• The solution ϕ belongs to H p for some p > 0.
•
for all g such that the norms exist.
Proposition 4.2. In the setting of Corollary 4.1 and if the instruments are strong, the mean square error of the estimator 4.2 does not depend on the value of δ.
Proof. First, remind that the eigenvalues of the operator T are denoted by λ j . Let us denote by ω j the eigenvalues of Ω. Assumption 12 implies that ω j λ 2b/k j (to see this, write the assumption for the particular g equals to the eigenfunctions). Moreover, the
The regularity assumption on ϕ given by Assumption 8 implies that ϕ belongs to ϕ = L −aβ ψ for some ψ such that the expression is well defined. This with Assumption 12 implies that β = β(δ) = p/(2a δ ). When δ = 0, the largest γ found in Assumption 9 is denoted by γ 0 and is such that the series
converges. In such a case, a = k and the rate found in Corollary 4.1 is n − p p+k−γ 0 k . If δ > 0, the largest γ found in Assumption 9 is now such that the series
is convergent. This implies that
This proves the result.
Central Limit Theorem
We close this theoretical study of the generalized estimator by a statement of a Central limit Theorem on the inner product φ α,n , g , where g is a fixed function in F. As in the previous section, we restrict the class of generalized estimators to be such that H takes the form Ω δ for some δ 0.
Before stating the theorem, we introduce a notation for the regularized solution, ϕ α which is such that
Theorem 4.2. Under the assumptions of Corollary 4.1 and under Assumption 12, if the instruments are strong, assume that variables u and w are such that E uw ν is finite for some ν > 2. If moreover b 0 and α k/(2k−2bδ) n √ n → 0 as n tends to infinity, then the generalized regularized estimator satisfies the central limit theorem
where β 2 n is such that
for n sufficiently large, where C 1 and C 2 are positive constants.
Empirical application: The impact of fertility on economic growth
This section shows how the functional linear instrumental regression (FLIR) function sheds another light on the relationship between fertility and economic growth. In the context of economic development the role of fertility is of a large interest both in the theoretical and empirical literature (e.g. Barro & Becker, 1989; Blackburn & Cipriani, 2002; Ashraf, Weil, & Wilde, 2013) .
In our analysis we use the FLIR to quantify the relationship between the fertility rate and the growth rate in the United Kingdom. Our dependent variable (y) is given by the annual growth of GDP per capita from 1966 to 2012 and expressed as percentages, see Figure 5 (a). Data are taken from the World Bank database and the time period is limited by the availability of fertility data in the UK. The age specific fertility rate is defined yearly as the density of birth with respect to mother's ages. Data over the time period are available from the UK Office of National Statistics. The fertility rate is provided for each mother's age from 15 years old until 44 years old, and for the category of mothers aged 45 or more.
Therefore, each year the fertility rate is given for T = 31 specific ages or age category, giving a natural discretization of the fertility density. Figure 5 (b) superimposes yearly age-specific fertility rates over the time period considered. The figure shows that more recent fertility rates have a higher mode compared to earlier fertility rate, demonstrating a clear shift in mother's ages over the time period.
Fertility rate is an endogenous functional regressor for the growth rate, since other omitted variables related to human capital are also influential on growth. A common instrument for the fertility rate found in the empirical literature is given by the rate of twin births or multiple births, see e.g. Bronars and Grogger (1994) ; Rosenzweig and Wolpin (1980); Angrist, Lavy, and Schlosser (2010) . Yearly multiple birth fertility data are available from the UK Office of National Statistics only for ranges of mothers age given by [0, 14] , [15, 19] , [20, 24] , . . . , [40, 44] , [45, ∞[. We use those data as instruments and, given the available information, we construct step functions that are constant within a range of ages. Figure 5 (c) shows the instrumental curves superimposed. Observe, first, that the irregularity of the curves are not in contradiction with the above theory or simulations, where the instrumental curves show less regularity than the regressing curves. Note also that oldest mothers show the biggest variation in the multiple birth fertility rate, while the youngest mothers show low variation. This effect is well documented and is due to an improvement in the technology and availability of assisted production, see e.g. Sutcliffe and Ludwig (2007) . A last point is that, due to a registrars strike in 1981, the availability of birth rate is very limited in 1981. Data for the year 1981 has therefore been excluded from our empirical analysis. In this context the economic meaning of the FLIR, ϕ(t), is the marginal effect of the age-specific fertility around the age t, to economic growth. Figure 6 shows two estimators.
The solid line is the estimator (2.3). The dotted line shows the estimator with a smoothness constraint (3.5). The constraint is set up as in Section 3 and is not in contradiction with the common economic sense. In particular ϕ(0) = 0 is obvious, and ϕ (45) = 1 models a decreasing of the impact of fertility from older mothers on economic growth. Empirically, the unconstrained curve is very close to the curve under constraint, which is another sign for the relevance of the constraints.
Three aspects of the estimated curves are of interest. First the maximal, positive effect is given around the age of 25, meaning that the biggest positive effect of fertility on economic growth is found around that age. Then, the biggest negative impact appears around the age of 18. Finally, what happens after the age of 30 has a fewer impact on growth. Given the importance in discussions nowadays on demographic changes and shifts in the age-specific fertility curves, this empirical result and our methodology provide new ways to analyze the impact of those changes on the economy.
To close the discussion we mention that the use of multiple birth as instruments, although it is common an well-established in the literature, is not without criticism, see The functional instrumental regression function, φ, is a function of mother's age and quantifies the marginal importance of the age of fertility on economic growth. The solid is the Tikhonov estimator with α = 0.15, the dotted line is the estimator under smoothness constraint with α = 0.0015. Braakmann and Wildman (2014) . Other models linking fertility and growth might provide less controversial instruments, such as dynamic models with differential fertility (De la Croix & Doepke, 2003) . Differential fertility compares fertility rates between higher educated an lower educated families, conditionally on mother's age. Availability of the data over long periods of time is problematic now, but public data are under construction and the information will be available in the near future. Given the general trend of big data availability, in particular in the field of demography and growth, the FLIR approach can be seen as a very useful tool in modern regression analysis.
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APPENDIX
A Lemmas and proofs
In what follows, we write A B when there exists a positive, finite constant c that does not depend on A, B and is such that A cB. We also write L −1 for the generalized inverse of any operator L, if it exists.
The following gathers useful results on the norm of (a function of) operators. A formal proof of the lemma can be found in the appendix of (Florens, Johannes, & Van Bellegem, 2011 ).
Lemma A.1. Let K : H → G be a linear operator defined between the two Hilbert spaces H and G, and let K be the adjoint operator of K. Then, for all α > 0, the following bounds on the operator norm hold true:
A. 
for some decreasing sequence h 2 n . Let
where ρ > 0 may depend on n, and B = H −1/2 . Suppose the operators T n and T satisfy Assumption 3. Then
Proof. Denote B ρ = (ρI + H) −1 H 1/2 and consider the expansion
In the following we control the square norm of each of the four terms separately. The first term is such that
from Assumption 3 and from (A.2).
From the definition of B n and B ρ the second term is such that
leading to two terms that we control separately. The squared norm of the first part is such
using (A.7) and (A.3). The second part is such that
using (A.7), (A.1), (A.3) and also that H −1/2 T is bounded.
The third term of (A.8) is such that
and therefore, if {(ν j , ψ j ,ψ j ) j } denotes the Singular Value Decomposition of the compact operator H,
from (A.1) and for some θ > 0 given in Assumption 10.
The control of the fourth term of (A.8) is analogous and we skip the details.
Proof of the Theorem.
The proof is based on the decomposition
n and A
n are, respectively, the stochastic term, the estimation bias term and the regularization bias term that are given by
22
Note that the three terms depend on the regularization parameters α and ρ. Below we control the square norm of each term asymptotically.
Bound for A
(1) n (Stochastic term). It is useful to decompose this term as follows:
Remind that the singular value decomposition of BT has been denoted by {(κ j , ξ j ,ξ j ), j = 1, 2, . . .}. Therefore the first term is such that
Since the covariance operator of ε n is n −1 Ω we can write E| Bε n , ξ j | 2 = n −1 | BΩB ξ j , ξ j |.
Using Assumption 9 can write
We now study the second term of (A.9). With L n = T n B n B n T n and L = T B BT this term writes
Using (A.3), Lemma A.2 and using that E Bε n 2 1/n, the first of these two terms has an expected squared norm such that
By definition of L n and L, the second term is such that
Using similar arguments as before, the first of these two terms has an expected squared norm bounded by E (αI + L n ) −1 T n B n 2 BT − B n T n 2 (αI + L) −1 T B Bε n 1 n
We now bound the last term of (A.9). This term is such that S n (B n − B)ε n = S n (ρ + H n ) −1 {H 1/2 n − (ρI + H n )H −1/2 }ε n = −ρS n (ρ + H n ) −1 H −1/2 ε n + S n (ρ + H n ) −1 H 1/2 n {H 1/2 − H 1/2 n }H −1/2 ε n leading to two terms. Using Lemma A.1 as above, the expected square norm of the first term is bounded by α −1 E H −1/2 ε n 2 = (αn) −1 tr(H −1/2 ΩH −1/2 ). This rate is dominated by the rate of convergence of the expected square norm of the second term that is (αρn) −1 h 2 n tr(H −1/2 ΩH −1/2 ). The final rate of convergence in probability of the stochastic term is 1 nα 1−min(1,γ) + 1 α 2 n a 2 n ρ + h 2 n ρ 2 + ρ min(θ,2) .
Bound for A
n (Regularization bias). We can bound the regularization bias using the Assumption 8: n (Estimation bias). If we denote L n = T n B n B n T n and L = T B BT as above in this proof, the estimation bias term writes
Using the identity L n − L = T n B n (B n T n − BT ) + (T n B n − T B )BT the estimation bias term (A.10) leads to two terms. With ϕ = (BT ) β g for some g ∈ F, the first term is
and the expectation of its square norm has rate
The second term is treated analogously and leads to the same rate of convergence. The concatenation of all rates of convergence gives the final result.
A.2 Proof of Theorem 4.2
As in previous proofs, we denote S n = (αI + T n B n B n T n ) −1 T n B n . With T defined in Assumption 3, denote also S = (αI + T B BT ) −1 T B with B = Ω −δ/2 . The inner product of interest is such that φ α,n − ϕ α , g = (S n B n T n − SBT )ϕ, g + S n B n ε n , g A Cauchy Schwarz inequality on the first term and the control of A
n in the proof of Theorem 4.1 show that the first term converges in probability to zero with rate given by (A.11). The second term is itself decomposed as follows:
S n B n ε n , g = SBε n , g + (S n − S)Bε n , g + S n (B n − B)ε n , g
In the proof of Theorem 4.1 the control of A (1) n shows that the two last terms converge in probability under the assumptions of Theorem 4.2.
We now treat the term leading the asymptotic distribution which is SBε n , g . By definition of ε n we can write
X i,n where X i,n = 1 n u i w i , B S g is a zero-mean random variable and such that
We will now show that X i,n fulfills sufficient assumptions to apply the Lindeberg-Feller Central Limit Theorem (e.g. Serfling, 1980) . The condition we are going to check is E i |X i,n | ν = o(β ν n ) for some ν > 2. Using the assumptions of the theorem and by definition of S we can write 
