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We present and experimentally realize a quantum algorithm for efficiently solving the following problem:
given an N × N matrixM, an N -dimensional vector b, and an initial vector x(0), obtain a target vector x(t)
as a function of time t according to the constraint dx(t)/dt =Mx(t) + b. We show that our algorithm exhibits
an exponential speedup over its classical counterpart in certain circumstances. In addition, we demonstrate our
quantum algorithm for a 4× 4 linear differential equation using a 4-qubit nuclear magnetic resonance quantum
information processor. Our algorithm provides a key technique for solving many important problems which rely
on the solutions to linear differential equations.
PACS numbers:
Introduction. – Linear differential equations (LDEs) are an
important framework with which to describe the dynamics of
a plethora of physical models, involving classical as well as
quantum systems. They are playing key roles in many appli-
cations, e.g., predicting climate change and calculating fusion
energy. In fact, many of the main applications of supercom-
puters are in the form of large systems of differential equations
[1]. Generally, solving an LDE is a hard problem for a clas-
sical high-performance computer, in particular when the size
of the configuration space is large, as for example in quantum
systems or fluid dynamics.
A possible way to overcome the above difficulty is to uti-
lize quantum computing. Quantum information processing is
one of the most fruitful fields of research in physics nowa-
days. Besides the famous Shor’s factoring algorithm [2, 3] and
Grover’s search algorithm [4] , a quantum computer is also
capable of solving linear systems of equations [5, 6] expo-
nentially faster than any classical computers. In recent years,
first steps towards solving linear equations have been demon-
strated in optics [7, 8], nuclear magnetic resonance (NMR)
[9, 10], and superconducting circuits [11]. However, extend-
ing the algorithm to differential equations is not straightfor-
ward. Although some quantum algorithms have been pro-
posed [12–14], they are not easily implemented using state-of-
the-art techniques due to the lack of quantum circuits. There-
fore, it is timely to design an implementable quantum algo-
rithm and carry out first experimental demonstrations for solv-
ing LDEs in controllable quantum platforms.
Here, we present a quantum algorithm for solving LDEs
only comprising of universal set of quantum gates. The preci-
sion of our algorithm can be boosted exponentially by adding
the number of ancilla qubits. We further demonstrate it in
a 4-qubit NMR system, which is a quantum platform with a
myriad of successes in the field of quantum technologies [15].
Many of the first demonstrations of quantum algorithms were
achieved in this platform [16–23], which inherits the high-
degree of quantum control in NMR spectroscopy during the
twentieth century. This includes the recent demonstration of
quantum machine learning [24] and linear solvers of equations
[9]. In this work, we carry out a proof-of-principle experiment
to implement an LDE solver in a 4-qubit NMR quantum pro-
cessor.
Problem. – Here is the description of the problem for solv-
ing LDEs. An unknown vector x(t) starts from an initial
point x(0) and follows an evolution described by an LDE
dx(t)/dt = Mx(t) + b, where M is an arbitrary N × N
matrix, while b and x(t) are N -dimensional vectors.
Algorithm. – The analytical solution of the equation can be
written as x(t) = eMtx(0) + (eMt − I)M−1b. If the expo-
nential evolution eMt and the inverse operator M−1 can be
effectively realized, one can easily obtain the solution x(t). In
the following, we present the basic idea of finding x(t) based
on a quantum algorithm. By Taylor expansion, the solution
x(t) is approximately
x(t) ≈
k∑
m=0
(Mt)m
m!
x(0) +
k∑
n=1
Mn−1tn
n!
b, (1)
where k is the approximation order. Vectors x(0) and b can be
described by quantum states |x(0)〉 = ∑j xj(0)/‖x(0)‖|j〉
and |b〉 =∑j bj/‖b‖|j〉, respectively, where xj(0) and bj are
the j-th elements of these vectors, |j〉 is the N -dimensional
computational basis, and ‖ · ‖ is the module operation. Ma-
trix M can be described by operator A defined as A =∑
i,jMij/‖M‖|i〉〈j|. Hence, the k-th order approximate so-
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Figure 1: Quantum circuit for solving LDEs whenA is unitary. |φ〉 denotes
the initial state of the work system, and T = log2(k + 1). The controlled
operations Ux and Ub are used to create |x(0)〉 and |b〉, respectively. The
evolution operator during encoding and decoding is
∑k
τ=0 |τ〉〈τ |⊗Uτ . The
state after each step is denoted as |ψi〉, i = 1, 2, 3. At the end of the circuit,
we measure the state vector of the work system in the subspace where all
ancilla qubits are |0〉.
lution converts to
|x(t)〉 ≈
k∑
m=0
‖x(0)‖(‖M‖At)m
m!
|x(0)〉 (2)
+
k∑
n=1
‖b‖(‖M‖A)n−1tn
n!
|b〉
up to normalization. Our algorithm provides a general frame-
work for computing Eq. (2) employing a quantum system with
the assistance of ancilla qubits. The algorithm works for both
unitary and non-unitary A’s, and in the following we consider
each of the two situations, respectively.
Case I: If operator A is unitary, the powers of A will
be also unitary. Let Um = Am, Un = An, Cm =
‖x(0)‖(‖M‖t)m/m!, and Dn = ‖b‖(‖M‖t)n−1t/n!. By
substituting them into Eq. (2), x(t) can be represented by
|x(t)〉 ≈ 1
N2
( k∑
m=0
CmUm|x(0)〉+
k∑
n=1
DnUn−1|b〉
)
(3)
whereN2 = C2+D2 with C =√∑Cm andD =√∑Dn is
the normalization factor. Thus, the j-th element of x(t) would
be xj(t) = N2〈j|x(t)〉.
We employ a composite quantum system incorporating a
work system and two ancilla registers to perform our algo-
rithm as shown in Fig. 1. The framework is divided into four
steps as follows.
(i) Encoding. log2N work qubits are needed to encode
the N -dimensional vectors. |x(0)〉 and |b〉 are prepared
and stored by the work qubits labeled by the subspace of
the first ancilla register as |0〉|x(0)〉 and |1〉|b〉, respectively.
In addition, a second ancilla register with log2k qubits is
added and transformed into a specific superposition state
|0〉∑km=0√Cm|m〉+ |1〉∑kn=1√Dn|n〉.
Assume the input state of the work qubits is |φ〉 and all
ancilla qubits are |0〉 as shown in Fig. 1. The first operator V
is chosen as
V =
1
N
 C D
D −C
 . (4)
The encoded states |x(0)〉 and |b〉 are realized by performing
controlled-operationsUx andUb on the input state |φ〉 depend-
ing on the state of the first ancilla qubit, respectively. A joint-
controlled operation |0〉〈0| ⊗ VS1 ⊗ Ux + |1〉〈1| ⊗ VS2 ⊗ Ub
is applied subsequently, where Ux and Ub are used to evolve
the work qubits into |x(0)〉 and |b〉, and VS1 and VS2 are
(k + 1) × (k + 1) operations acting on the second ancilla
register. The elements of the first rows in VS1 and VS2 are
chosen as,
VS1(:, 1) = 1/C[
√
C0,
√
C1, ...,
√
Ck−1,
√
Ck], (5)
VS2(:, 1) = 1/D[
√
D1,
√
D2, ...,
√
Dk, 0],
while all other elements are arbitrary as long as VS1 and VS2
are unitary. After computation, the initial state |ψin〉 = |0〉 ⊗
|0〉⊗T ⊗ |φ〉 is evolved into:
|ψ1〉 = 1N
(|0〉 k∑
m=0
√
Cm|m〉|x(0)〉+ |1〉
k∑
n=1
√
Dn|n− 1〉|b〉
)
.
(6)
(ii) Entanglement creation. A series of controlled opera-
tions are applied, to realize the operation
∑k
τ=0 |τ〉〈τ | ⊗ Uτ
on the work qubits which is controlled by the second ancilla
register. The work qubits and the ancilla registers are now
entangled, and the whole state is
|ψ2〉 = 1N
(|0〉 k∑
m=0
√
Cm|m〉Um|x(0)〉 (7)
+ |1〉
k∑
n=1
√
Dn|n− 1〉Un−1|b〉
)
.
(iii) Decoding. All the operations in the encoding stage are
reversely applied. |0〉〈0|⊗WS1+ |1〉〈1|⊗WS2 on the ancilla
registers are applied, where WS1 = V
†
S1 and WS2 = V
†
S2, fol-
lowed by the last operator W = V † on the first ancilla. Only
the subspace where all ancilla qubits are |0〉 is concerned, and
the state of the whole system in this subspace is
|ψ3〉 = 1N2 |0〉|0〉
⊗T ( k∑
m=0
CmUm|x(0)〉+
k∑
n=1
DnUn−1|b〉
)
.
(8)
(iv) Measurement. Measure the final state of the work
qubits in the subspace where all ancilla qubits are |0〉. It is
obvious by comparing with Eq. (3) that |x(t)〉 will be directly
extracted, i.e., the solution to the LDE is obtained up to a fac-
tor N2.
Case II: This case thatA is non-unitary is similar to the first
case, but more complicated. As A can be decomposed into a
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Figure 2: (a) Molecular structure and Hamiltonian parameters of 13C-
labeled trans-crotonic acid. C1, C2, C3 and C4 are used as four qubits in the
experiment, while M, H1 and H2 are decoupled throughout the experiment.
In the table, the chemical shifts with respect to the Larmor frequency and
J-coupling constants (in Hz) are listed by the diagonal and off-diagonal num-
bers, respectively. The relaxation time scales T2 (in seconds) are shown at the
bottom. (b) NMR quantum circuit to realize the solution of a 4-dimensional
LDE with four qubits. A (labeled by C1) and B (labeled by C2) are work
qubits to encode the vectors |x(0)〉 and |b〉. Qubit 1 (labeled by C4) and
qubit 2 (labeled by C3) are used as ancilla qubits. This circuit starts from
|0000〉 which is prepared by the spatial average method. The input state |φ〉
is then created by implementing the rotations RAy (β1) and R
B
y(β2) on the
work qubits. Ux = I ⊗ I and Ub = σx ⊗ σx are applied to realize the
preparation of the vectors |x(0)〉 and |b〉, respectively. Finally, we measure
the state of the work qubits when the ancilla qubits are |00〉. Durations of the
optimized pulses for each step are also given.
linear combination of unitary operators A =
∑
αiAi [25–
29], we need a third ancilla register to label the linear com-
binations Ai’s. Compared with the first case, we need more
ancilla qubits and controlled operations. We leave details in
the Supplemental Material [30].
Complexity. – Here we analyze the complexity of our algo-
rithm for the case that A is unitary (for the non-unitary case
see the Supplemental Material [30]). The complexity involves
two aspects: (1) Ancilla resources. As mentioned above, the
number of total ancilla qubits is 1 + log2(k + 1). The order
k determines the gap  between the ideal and approximate so-
lutions by k ≤ ln(C0/) (proof in Appendix C [30]), where
C0 is a constant. (2) Query complexity. The successful rate of
our method is roughly 1/s2, where s is the amplitude of the
state of the work qubits in the subspace |0〉|0〉k of the ancilla
qubits. This rate can be improved by adopting the amplitude
amplification by repeating the experiment s times before mea-
surement [28]. Hence, the total query complexity of our algo-
rithm is about O(sk) [28, 29]. More details can be found in
the Supplemental Material [30].
Experiment. – In experiment, we demonstrate how to solve
a 4-dimensional LDE with a 4 × 4 non-unitary matrixM (A
is thus also non-unitary). M is chosen as M = I ⊗ I +
2I ⊗ σx, which can be decomposed into a linear combination
of identity M0 = I ⊗ I and pauli matrices M1 = I ⊗ σx.
The initial vector |x(0)〉 and |b〉 are realized by applying two-
qubit operations Ux and Ub on |φ〉, respectively, where |φ〉 is
created using two single-qubit rotations on the input state |00〉.
More specifically, |φ〉 = RAy (β1)RBy (β2)|00〉, whereRjy(β) =
e−iβσ
j
y/2 denotes a local rotation acting on qubit j with angle
β about the y axis.
The accuracy of the solution depends on the order k. We set
the order k = 4, leading to four qubits to implement the quan-
tum circuit (see Fig. 2(c)) for solving the LDE. The forms
of V , W , Uc, VS1, VS2, WS1 and WS2 can be found in the
Supplemental Material [30]. To experimentally realize our
algorithm, we make use of the nuclear spins in a sample of
13C-labeled transcrotonic acid dissolved in d6-acetone [31–
33]. The structure and parameters of the molecule are shown
in Fig. 2(a).
Firstly, we use the spatial averaging technique to prepare
the pseudo-pure state (PPS) [34–36] from the thermal equilib-
rium. The form of our 4-qubit PPS is ρ0000 = (1− )I/16 +
|0000〉〈0000|, where I is the identity operator and the po-
larization  ≈ 10−5. Although the PPS is highly mixed, the
large I does not evolve under unitary operations or contribute
to the NMR signal. Hence, we only focus on the deviated
part |0000〉. The fidelity between the ideal pure state |0000〉
and the experimental PPS is over 98% by performing quan-
tum state tomography [30], which underpins subsequent ex-
periments.
Subsequently, we perform the operations involved in our
algorithm. All the operations are individually realized us-
ing shaped pulses optimized by the gradient method [37–39].
Each shaped pulse is simulated to be over 0.995 fidelity while
being robust to the static field distributions and inhomogeneity
[30].
Finally, we need to measure the state of the work qubits
when the ancilla are |00〉. In experiment, we perform four-
qubit state tomography to extract the desired results from the
final density matrix [30, 40, 41]. It also enables us to evalu-
ate the quality of our implementation by comparing the dis-
tance between the target state ρth and the experimentally re-
constructed density matrix ρexp.
Results. – In experiment, we fix t = 0.4 and β1 = β2 (β1
ranges from 0.1pi to 0.5pi with the increment 0.1pi). In other
words, we demonstrate the solutions to five LDEs with differ-
ent initial vectors |x(0)〉 and offset vectors |b〉 at a fixed time
t = 0.4. For each value of β1, the experiment is repeated by
four times to estimate the uncertainty. After the implemen-
tation of the quantum circuit, we perform the four-qubit state
tomography by applying 17 readout pulses. On average, the
experimental fidelities for all states are about 0.936(5), esti-
mated by
F (ρth, ρexp) = Tr(ρthρexp)/
√
Tr(ρ2th)Tr(ρ2exp). (9)
Taking β = 0.1pi as an example, the comparison between the
experimental and simulated NMR spectra of the work qubits
is given in Fig. 3(a-b), and they are in excellent agreement.
The real parts of the density matrices for ρexp and ρth are also
4β1
0.1pi 0.2pi 0.3pi 0.4pi 0.5pi
theory experiment theory experiment theory experiment theory experiment theory experiment
Results x(t)
2.184 2.136±0.017 2.295 2.398±0.006 2.305 2.276±0.004 2.214 2.110±0.006 2.030 1.916±0.007
1.676 1.570±0.046 1.951 1.962±0.005 2.110 2.186±0.004 2.137 2.252±0.009 2.030 2.176±0.011
0.635 0.389±0.015 1.066 0.804±0.004 1.466 1.209±0.010 1.799 1.525±0.011 2.030 1.821±0.008
0.819 0.693±0.016 1.134 1.069±0.003 1.462 1.482±0.003 1.770 1.899±0.008 2.030 2.181±0.006
Similarity 99.63%±0.06% 99.64%±0.01% 99.75%±0.02% 99.64%±0.03% 99.69%±0.03%
Table I: Experimental results of our algorithm for solving an LDE dx(t)/dt = Mx(t) + b at a fixed time t = 0.4 s. β1 = β2 (see Fig. 2) ranges from
0.1pi to 0.5pi with a 0.1pi increment. Theoretical and experimental solutions x(t) are both shown. To evaluate the performance, we compute the inner product
(normalized) between the theoretical and experimental x(t). Error bars come from the uncertainty in repeated experiments, which is mainly attributed to the
drift of temperature and inhomogeneity of the magnetic field.
C1 
C2 
(𝑎) 
(𝑏) 
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Figure 3: (a-b) NMR spectra of C1 (work qubit A) and C2 (work qubit B)
followed by a readout pulse R12x (pi/2)R
AB
x (pi/2) for β = 0.1pi. The gray
and blue lines show the experimental and simulated spectrum, respectively.
(c) Real part of the density matrices ρexp and ρth for β = 0.1pi.
displayed in Fig. 3(c) to evaluate the performance of our ex-
periment. Furthermore, considering that M, |x(0)〉, and |b〉
are all real in our setting, the solution x(t) should be also real.
We use a maximum likelihood (ML) approach to construct a
real state ρml which is closest to the experimental measured
density matrix ρexp [31, 42]. After obtaining ρml, we calcu-
late the reduced state-vector of work qubits A and B in the
subspace where the ancilla are |00〉, and then reproduce the
solutions to the LDEs by amplifying the result byN2 = 4.059.
Table I summarizes all experimental results of the five LDEs
and the comparison between theory and experiment.
The error in our experiment mainly comes from decoher-
ence, imperfections of the input state preparation, and impre-
cisions of the optimized pulses. We numerically simulate each
of the above factors to estimate the error distribution. For ex-
ample, when β1 = 0.1pi, numerical results indicate that deco-
herence during the experimental running time 80 ms, the input
state preparation, and imprecision of the optimized pulses lead
to 1.5%, 1.3%, and 1.3% infidelity, respectively. The sum of
them (4.3%) is slightly smaller than the total error 6.3% in
Eq. (9). The additional 2% error should be attributed to other
error resources such as imperfection in the readout pulses and
spectra fitting.
Conclusion. – We present a quantum algorithm and the rel-
evant quantum circuit for solving LDEs with a precision  by
the number of ancilla resources growing as O(ln(C0/)) and
the number of queries growing as O(sk). This precision natu-
rally depends on the Taylor order k and the number of ancilla
qubits grows logarithmically with k. As a proof-of-principle
demonstration, we experimentally realize the solution to a set
of LDEs with the dimension 4× 4 in a four-qubit NMR quan-
tum processor. The experimental solutions to these LDEs are
obtained with about 6% error, indicating the accuracy of the
experimental implementation. We anticipate this algorithm to
provide a key technique for many potential applications in the
near future, such as route optimization of unmanned vehicles
in artificial intelligence.
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6SUPPLEMENTAL MATERIAL FOR "A QUANTUM ALGORITHM FOR SOLVING LINEAR DIFFERENTIAL EQUATION:
THEORY AND EXPERIMENT"
Appendix A: Mathematical details of the algorithm
We present a mathematical representation of our algorithm by considering the following two cases.
A is unitary: In order to solve an LDE where matrix A is unitary, we need a composite quantum system with a (1+ T )-qubit
ancilla register and a log2(N)-qubit work system. Suppose the input state of the work system is |φ〉 and all ancilla qubits are
prepared in state |0〉|0〉⊗T . First, the first ancilla qubit evolves to a superposition state after a unitary operation V is performed,
V =
1
N
 C D
D −C
 . (10)
The encoded states |x(0)〉 and |b〉 are realized by performing controlled operations Ux and Ub on the input state |φ〉, respectively.
The initial state |0〉|0〉⊗T |φ〉 is thus:
C
N
|0〉|0〉⊗T |x(0)〉+ D
N
|1〉|0〉⊗T |b〉. (11)
Then, we define a (k + 1)× (k + 1) controlled operations VS1 and VS2 with
VS1 =
1
C

√
C0 Q Q Q Q Q
√
C1 Q Q Q Q Q
· · · Q Q Q Q Q
√
Ck Q Q Q Q Q

(k+1)×(k+1)
, (12)
VS2 =
1
D

√
D1 Q Q Q Q Q
√
D2 Q Q Q Q Q
· · · Q Q Q Q Q
√
Dk Q Q Q Q Q
0 Q Q Q Q Q

(k+1)×(k+1)
. (13)
where Q′s are arbitrary elements that make VS1 and VS2 unitary. Then, Equation (11) is changed to,
1
N
(
|0〉
k∑
m=0
√
Cm|m〉|x(0)〉+ |1〉
k∑
n=1
√
Dn|n− 1〉|b〉
)
. (14)
The controlled operation Uc = |0〉〈0| ⊗ U0 + |1〉〈1| ⊗ U1 + ...+ |k〉〈k| ⊗ Uk is implemented afterwards, where Uk = Ak. The
state of the whole system is
1
N
(
|0〉
k∑
m=0
√
Cm|m〉Um|x(0)〉+ |1〉
k∑
n=1
√
Dn|n− 1〉Un−1|b〉
)
. (15)
Subsequently, we implement the operations WS1 = V
†
S1 and WS2 = V
†
S2 controlled by the state of the first register on the
second register, which leads to
1
N
(
|0〉|0〉⊗T
k∑
m=0
Cm
C Um|x(0)〉+ |1〉|0〉
⊗T
k∑
n=1
Dn
D Un−1|b〉
)
(16)
in the subspace where the second ancilla qubits are all |0〉⊗T . The last unitary operation W = V † is applied on the first register.
Analogously, we focus on the subspace where all ancilla qubits are |0〉, and the final state is
1
N2
|0〉|0〉⊗T
(
k∑
m=0
CmUm|x(0)〉+
k∑
n=1
DnUn−1|b〉
)
. (17)
7That is, if we measure the state of the work qubits in the subspace where ancilla are |0〉|0〉⊗T , the result directly represents the
solution to the LDE amplified by a factor N2. The successful probability of yielding the right answer is
1
(N2)2
(
k∑
m=0
C2m +
k∑
n=1
D2n
)
≈ 1
N4
. (18)
A is non-unitary: First, the non-unitary matrix A can be decomposed into a linear combination of unitary operators A =∑L
i=1 αiAi where the Ai’s are unitary matrices. Thus, the solution can be written as,
|x(t)〉 ≈
k∑
m=0
‖x(0)‖(‖M‖t)m(∑Li=1 αiAi)m
m!
|x(0)〉+
k∑
n=1
‖b‖‖M‖n−1tn(∑Li=1 αiAi)n−1
n!
|b〉. (19)
To obtain the solution, we need to add the third ancilla register compared to the case when A is unitary. The first ancilla register
is still encoded in one qubit. The second ancilla register consists of k qubits, and the third ancilla register consists of k qudits
where each qudit is an L-level quantum system.
A universal quantum circuit to solve any LDE is illustrated in Fig. 4. Initially, all ancilla registers are prepared in the ground
state |0〉|0〉k|0〉kL, where |0〉L denotes the ground state of an L-level quantum system. The work system employs the input state
|φ〉 to subsequently encode the vectors |x(0)〉 and |b〉. First, we implement the following operation V on the first ancilla register,
V =
 G1√G21+G22 G2√G21+G22
G2√
G21+G
2
2
− G1√
G21+G
2
2
 . (20)
where the parameters G1 and G2 are defined as
G1 =
k∑
m=0
‖x(0)‖(‖M‖t)m
m!
(
L∑
i=1
αi)
m, G2 =
k∑
n=1
‖b‖(‖M‖t)n−1t
n!
(
L∑
i=1
αi)
n−1. (21)
In this way, we can encode the vectors |x(0)〉 and |b〉 by the controlled operations Ux and Ub on the work qubits, respectively.
We then perform the controlled operations VS1 and VS2 on the second ancilla register depending on the state of the first ancilla
register. VS1 and VS2 are 2k × 2k matrices. The mth element of the first column has the following definition,
V
(m,1)
S1 =
v
(m,1)
S1√∑
m |v(m,1)S1 |2
, V
(m,1)
S2 =
v
(m,1)
S2√∑
m |v(m,1)S2 |2
(22)
where
v
(m,1)
S1 =

√
‖x(0)‖(‖E‖t)j
j! , m = 2
k − 2k−j + 1, j ∈ {0, 1, . . . , k}.
0, other case.
(23)
v
(m,1)
S2 =

√
‖b‖(‖M‖t)j−1t
j! , m = 2
k − 2k−j + 1, j ∈ {1, 2, . . . , k}.
0, other case.
(24)
Besides, we apply the unitary operation VT on each L-level qudit of the third ancilla register, where VT is an L×L matrix. The
`-th element of the first column in VT is
V
(`,1)
T =
v
(`,1)
T√∑
` |v(`,1)T |2
,with v(`,1)T =
√
αi, (25)
where V T`,0 =
√
αi. After implementing the unitary operations V , VS1, VS2 and VT , the state of all ancilla registers will change
from the initial state |0〉|0〉k|0〉kL to the following state,
G1√
G21 +G
2
2
|0〉
2k−1∑
m=0
V
(m+1,0)
S1 |m〉
(
L∑
`=1
V
(`,1)
T |`− 1〉L
)⊗k
+
G2√
G21 +G
2
2
|1〉
2k−1∑
m=0
V
(m+1,0)
S2 |m〉
(
L∑
`=1
V
(`,1)
T |`− 1〉L
)⊗k
. (26)
8To entangle the ancilla and the work qubits, we perform the controlled operation U on the work system, which is jointly
controlled by the states of the second and third ancilla registers. If we focus on the subspace |0〉|0〉k|0〉kL of all ancilla registers,
the state of the work system can be written as,
|x(0)〉+ |b〉 → G1√
G21 +G
2
2
|0〉
∑
m=2k−2k−j
V
(m+1,1)
S1 |m〉
(
L∑
`=1
V
(`,1)
T A`|`− 1〉L
)⊗j
|x(0)〉 (27)
+
G2√
G21 +G
2
2
|0〉
∑
m=2k−2k−j
V
(m+1,1)
S2 |m〉
(
L∑
`=1
V
(`,1)
T A`|`− 1〉L
)⊗j
|b〉. (28)
For decoding, we need to perform the inverse operations on all ancilla registers. The operations WS1 = V
†
S1 and WS2 = V
†
S2
are implemented on the second register, which is controlled by the state of the first register, and we reverse the the first and third
registers by applying W = V † and WT = V
†
T , respectivey. Finally, we measure the state of work qubits in the subspace where
all ancilla registers stay on the state |0〉|0〉k|0〉kL,
|0〉|0〉k|0〉kL|φ〉 →
1
S
|0〉|0〉k|0〉kL
[(
k∑
m=0
‖x(0)‖(‖M‖At)m
m!
)
|x(0)〉+
(
k∑
n=1
‖b‖(‖M‖A)n−1tn
n!
)
|b〉
]
. (29)
where S = G1 + G2. One can obtain the solution to the LDE by multiplying S. If we directly measure the state of the work
system at the end of circuit, the probability of successfully detecting the auxiliary state |0〉|0〉k|0〉kL is
Ps =
∣∣∣∣∣∣
∣∣∣∣∣∣
 k∑
j=0
‖x(0)‖(‖M‖At)j
j!
 |x(0)〉+
 k∑
j=1
‖b‖(‖M‖A)j−1tj
j!
 |b〉
∣∣∣∣∣∣
∣∣∣∣∣∣ /S2 (30)
which is approximately 1/S2. Considering all the operations performed on the ancilla registers and work system, the total
number of gates in our algorithm is O(kL(log2N + log2L)) [1].
For this case, we can calculate the complexity of our algorithm in two aspects. (1) Ancillary resources. The number of
total ancillary qubits is 1 + k + klog2L. The order k determines the gap  between the ideal and approximate solutions by the
relationship k ≤ ln(C0/), with the constant C0. (2)Query complexity. The successful probability of our method is roughly
1/S2, where S is the amplitude of the state of work system on the subspace |0〉|0〉k|0〉kL of all registers. To improve the
desired amplitude and obtain a near-100% solution, we can adopt the robust obvious amplitude amplification by S times before
measurement. Hence, the total query complexity of our algorithm is about O(kS).
Appendix B: An Alternative approach of our algorithm
When the matrix A is non-unitary, we provide an alternative approach to solve LDEs. The solution can be written as,
x(t) ≈
k∑
m=0
‖x(0)‖(‖M‖At)m
m!
|x(0)〉+
k∑
n=1
‖b‖(‖M‖A)n−1tn
n!
|b〉, (31)
where A is a normalized matrix satisfying ‖A‖ ≤ 1. Then, A = B + iC where B and C are the real and imaginary parts with
B =
1
2
(A+A†), C =
1
2i
(A−A†). (32)
It is known that any real matrix can be decomposed into the linear combination of two unitary matrices. Hence,
B = 1/2(F1 + F2), C = 1/2(F3 + F4) (33)
where the matrices F1, F2, F3, and F4 are all unitary. Their definitions are
F1 = B + i
√
I −B2, F2 = B − i
√
I −B2, F3 = C + i
√
I − C2, F4 = C − i
√
I − C2, (34)
respectively. Then, we can obtain the relationship between the matrices A and F ′is
A =
1
2
(F1 + F2) +
i
2
(F3 + F4). (35)
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Figure 4: Universal quantum circuit for solving any LDEs. The framework includes four parts: first ancilla register with one qubit, second
ancilla register with k qubits, third ancilla register with k qudits where each qudit has L levels and work system. All ancilla registers are
initially prepared in the ground state |0〉|0〉k|0〉kL. |0〉L denotes the ground state of an L-level system, which can be encoded by a log2(L)-
qubit quantum system. Hence, all operations acting on the third ancilla register are L⊗ L matrices. The red squares denote jointly-controlled
operations, with the corresponding circuit shown in the right. At the end of the circuit, we measure the state of the work system in the subspace
where all ancilla registers are |0〉|0〉k|0〉kL.
If the coefficient i is absorbed into F3 and F4,
F3 = iC −
√
I − C2, F4 = iC +
√
I − C2, (36)
we have
A =
1
2
(F1 + F2 + F3 + F4). (37)
The former is a linear combination of only four unitary matrices. In this situation, the solution x(t) can be written as,
x(t) ≈
k∑
m=0
‖x(0)‖(∑4i=1 ‖M‖2 Fit)m
m!
|x(0)〉+
k∑
n=1
‖b‖(∑4i=1 ‖M‖2 Fi)n−1tn
n!
|b〉. (38)
It shows that the number of unitary operators acting on |x(0)〉 is less than 4k+1−13 and the number of unitary operators acting on
|b〉 is less than 4k−13 . Thus, the number of required ancilla qubits is about log2( 4
k+1−1
3 ) + 1 ≈ 2k. The solution |x(t)〉 can be
further expressed as
x(t) ≈
4k+1−1
3∑
m=1
CmUm|x(0)〉+
4k−1
3∑
n=1
DnUn|b〉. (39)
The parameters Cm and Dn satisfy
Cm =
{
‖x(0)‖, m = 1,
‖x(0)‖(‖M‖t/2)j
j! log4(m− 1) ≤ j, j ∈ 1, 2, · · · , k
(40)
Dn =
{
‖b‖t, n = 1,
‖b‖(‖M‖t/2)jt
j! log4(n− 1) ≤ j, j ∈ 1, 2, · · · , k − 1
(41)
Similarly, by defining C =√∑Cm and D =√∑Dn, we obtain
|x(t)〉 ≈ (C2 +D2)
 1(C2 +D2)
C2
(∑ 4k+1−1
3
m=1 CmUm
)
C2 |x(0)〉+D
2
(∑ 4k−1
3
n=1 DnUn
)
D2 |b〉

 . (42)
This alternative approach provides a new way to realize the solution of any-type LDEs.
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Appendix C: Error bounds
In this section, we analyze the infidelity between the exact solution x˜(t) and the approximate solution x(t), and give an upper
bound of the error  =‖ x(t) − x˜(t) ‖. Since every square complex matrix is similar to a Jordan matrix, for an n × n complex
matrixM, there exists an n×n invertible matrix T such thatM = TJT−1, where J = J1⊕ J2⊕ · · · ⊕ Jm, and Ji is a di× di
Jordan block with eigenvalues λi,
Ji =

λi 1 0 · · · 0 0
0 λi 1 · · · 0 0
0 0 λi · · · 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 · · · λi 1
0 0 0 · · · 0 λi

for i = 1, 2, . . .m, and
∑m
i=1 di = n. Thus e
Mt = TeJtT−1. One can compute that
eJt = ⊕mi=1eλitJ ′i ,
where
J ′i =

1 t 12 t
2 · · · 1(di−2)! tdi−2 1(di−1)! tdi−1
0 1 t · · · 1(di−3)! tdi−3 1(di−2)! tdi−2
0 0 1 · · · 1(di−4)! tdi−4 1(di−3)! tdi−3
. . . . . . . . . . . . . . . . . .
0 0 0 · · · 1 t
0 0 0 · · · 0 1

is a di × di complex matrix. It follows that
‖eJt‖ = max{etReλi‖J ′i‖ | i = 1, 2, . . .m},
where ‖J ′i‖ denotes the spectral norm, that is, the largest singular value of J ′i . A Taylor expansion of ez with Lagrange remainder
reads
ez =
k∑
i=1
zk
k!
+
eθz
(k + 1)!
zk+1,
where 0 < θ < 1 is a constant. Let
C =
(
‖x(0)‖+ ‖b‖‖M‖
)
‖T‖‖T−1‖max
{
etReλi‖J ′i‖ | i = 1, 2, . . . ,m
}
.
Then, the error is given by
 = ‖x(t)− x˜(t)‖ ≤ ‖Mt‖
k+1
(k + 1)!
C.
When k is sufficiently large,
(k + 1)! ≈
√
2(k + 1)pi
(
k + 1
e
)k+1
,
it follows that
√
2pi
C
 ≤
(
e‖Mt‖
k + 1
)k+1
1√
k + 1
,
11
and hence,
ln
√
2pi
C
 ≤ (k + 1)[ln‖eMt‖ − ln(k + 1)]− 1
2
ln(k + 1)
so
ln
√
2pi
C
 ≤ (k + 1)[ln‖eMt‖ − ln(k + 1)].
Since
ln(k + 1)− ln‖eMt‖ ≥ k + 1− ‖eMt‖
k + 1
,
we have
k + 1 ≤ ‖eMt‖+ ln C√
2pi
1

.
Therefore, k ≤ ln e‖eMt‖−1C√
2pi
1
 . Let C0 =
e‖eMt‖−1C√
2pi
. Then, k ≤ lnC0 , which implies that the larger the value of k, the smaller
the error .
Appendix D: Experimental molecule and PPS preparation
Experimentally, we demonstrate the quantum algorithm for solving a 4-dimensional LDE with a four-qubit nuclear magnetic
resonance system. We make use of the nuclear spins in a sample of 13C-labeled transcrotonic acid dissolved in d6-acetone. The
internal Hamiltonian of this system can be described as
Hint =
4∑
j=1
piνjσ
j
z +
4∑
j<k,=1
pi
2
Jjkσ
j
zσ
k
z . (43)
where νj is the chemical shift of the jth spin and Jjk is the J-coupling strength between spins j and k. We assigned C1 and C2
as system qubits, and C4 and C3 as ancilla qubits, respectively. All experiments were carried out on a Bruker ADVANCE 400
MHz spectrometer at room temperature.
At thermal equilibrium, an NMR sample stays in the Boltzmann distribution,
ρthermal =
I
16
+ (σ1z + σ
2
z + σ
3
z + σ
4
z), (44)
where I is a 16× 16 identity matrix and the polarization  ≈ 10−5. It is a highly-mixed state which is not suitable for quantum
computing. Starting from this state, we use the spatial averaging technique to realize the preparation of the following PPS,
ρ0000 =
1− 
16
I + |0000〉〈0000|. (45)
The initialization processing usually includes local unitary rotations and z-gradient fields for supressing the undesired coherence.
Considering that the identity part does not evolve under any unitary operations or influences any measurements in NMR, the
deviation density matrix |0000〉〈0000| can serve as the initial state of the quantum circuit. Figure 5 presents experimental spectra
of the PPS for different carbon nuclei and the reconstructed density matrix of the PPS by performing state tomography.
APPENDIX E: EXPERIMENTAL PROTOCOL
In experiment, the parameters of the target LDE are chosen as follows. M is chosen as M = I ⊗ I + 2I ⊗ σx. Starting
from the initial state |φ〉, we encode the vector |x(0)〉 by applying a two-qubit operation Ux on |φ〉, and the offset vector |b〉 by
applying an additional rotation Ub on |φ〉. More specifically,
|φ〉 = RAy (β1)RBy (β2)|00〉, |x(0)〉 = Ux|φ〉, |b〉 = Ub|φ〉. (46)
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Figure 5: Experimental spectra of the nuclei C1 to C4 and the reconstructed density matrix of the PPS. (a) NMR signals of the nuclei C1 to C4 are measured
by applying the corresponding pi/2 readout pulses after the PPS preparation. (b) Top and bottom plots respectively show the real and imaginary part of the
reconstructed PPS matrix. The z axis represents the value of the element in the matrix.
where Rjy(β) denotes a local rotation R
j
y(β) = e
−iβσjy/2 acting on qubit j with angle β about the y-axis. The order k in
the Taylor expansion directly determines the accuracy of the approximate solution x(t). We choose the order k = 4. The
corresponding solution is,
x(t) ≈
[(
1 + t+
5t2
2
+
13t3
6
+
41t4
24
)
U0 +
(
2t+ 2t2 +
7t3
3
+
5t4
3
)
U1
]
|x(0)〉+ (47)[(
t+
t2
2
+
5t3
6
+
13t4
24
)
U0 +
(
t2 +
22
3
+
7t4
12
)
U1
]
|b〉.
As shown in Fig. 2 of the main text, we present a detailed quantum circuit with four qubits for realizing the solution x(t). C and
D in operations V and W are defined as
C =
√(
1 + t+
5t2
2
+
13t3
6
+
41t4
24
)
+
(
2t+ 2t2 +
7t3
3
+
5t4
3
)
(48)
D =
√(
t+
t2
2
+
5t3
6
+
13t4
24
)
+
(
t2 +
22
3
+
7t4
12
)
.
Operations VS1 and VS2 are chosen as
VS1 =
1
C
 √1 + t+ 5t22 + 13t36 + 41t424 N√
2t+ 2t2 + 7t
3
3 +
5t4
3 N
 , VS2 = 1D
 √t+ t22 + 5t36 + 13t424 N√
t2 + 2
2
3 +
7t4
12 N
 . (49)
N ′s are arbitrary elements that make VS1 and VS2 unitary, which can be determined using the Gram-Schmidt method. The
other operations are WS1 = V
†
S1 and WS2 = V
†
S2. The controlled operation Uc is simplified to the controlled-NOT operation
Uc = I ⊗ (|0〉〈0| ⊗ I + |1〉〈1| ⊗ σx)⊗ I .
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