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第 1章 緒論 
 
1.1 本研究の背景 
1957年 10月 4日，ソビエト連邦が人類初の人工衛星「スプートニク 1号」を
打ち上げたことに刺激を受けたアメリカ合衆国は，1958 年にアメリカ航空宇宙
局 NASA (National Aeronautics and Space Administration) を発足させた．NASAは
アポロ計画が月着陸への最終段階へ差し掛かっていた 1960年代末頃には，サタ
ーン V 型ロケットの技術を応用した再使用型の宇宙往還機の開発を考え始めて
おり，これがスペースシャトルの基本的構想となった．同時に，宇宙往還機の
開発は世界各国でも進められ，ソ連の無人宇宙往還機「ブラン」，欧州宇宙機関
ESA (European Space Agency) の有人有翼回収機「エルメス」等研究が行われた[1]． 
 日本は，アメリカが提唱した国際宇宙ステーション ISS (International Space 
Station) 計画で，宇宙ステーション取り付け型実験モジュール JEM (Japanese 
Experiment Module) の製造・保有・運用を担当し，2008年から 2009年の間に 3
度に分けて ISS へ運び，組み立てを行うことで，宇宙活動基盤を開発整備する
とともに有人宇宙活動を展開している．地球と ISS が周回する低軌道との間の
輸送について，船内・船外用物資を輸送する宇宙ステーション補給機 HTV (H-II 
Transfer Vehicle) を開発し，今日までに 4回の輸送実績を重ねてきた． 
ところで，1980 年代から日本独自の再使用型宇宙輸送システムの開発を目指
して，宇宙航空研究開発機構 JAXA (Japan Aerospace eXploration Agency) の前身
である宇宙開発事業団 NASDA (NAtional Space Development Agency of Japan)，宇
宙科学研究所 ISAS (Institute of Space and Astronautical Science)，航空宇宙技術研
究所 NAL (National Aerospace Laboratory of Japan) が各々研究を行ってきた． 
 NASDA及びNALは，無人の再使用型有翼回収機「HOPE (H-II Orbiting PlanE)」，
その後に宇宙往還技術試験機「HOPE-X (H-II Orbiting PlanE eXperiment)」の開発
を進めた．HOPEの特徴は，姿勢制御用と軌道離脱用の小型スラスタを備えては
いるが，推進用のメインエンジンは持っていない．H-II ロケットで垂直に打ち
上げられて軌道上でのミッションを終了後，軌道離脱，大気圏再突入，滑空帰
還，水平着陸を行う予定であった．HOPE開発の技術実証機として，大気圏再突
入時の空力加熱防護技術を実証する OREX（Orbital Reentry EXperiment），Lifting 
Body の極超音速域での誘導制御技術等の飛行実証を目的とした HYFLEX
（HYpersonic FLight EXperiment）及び自動着陸技術の実証を目的とした ALFLEX
（Automatic Landing FLight EXperiment），最後には遷音速での空力特性と姿勢制
御技術の実証を目的とする HSFD (High Speed Flight Demonstration) が実施され
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た． 
 ISAS では，無人で弾道飛行を行う単段式の有翼飛翔体であり，二段式の宇宙
往復輸送システムの一段目に当たるフライバックブースタに発展可能な有翼式
再使用型観測ロケット HIMES (HIghly Maneuverable Experimental Space Vehicle)
の研究を行っていた．HIMES は空間に対して静止可能で中・高層大気の観測等
を行った後，大気圏に再突入し発射点近傍の滑走路に滑空帰還を行って水平に
着陸する．また，弾道軌道から大気圏に再突入するため，大気圏再突入速度が
小さく，本格的な耐熱システムは必要としない設計だった． 
 NALでは，水平離着陸型の一段式有人完全再使用型宇宙往復輸送システム「ス
ペースプレーン」の研究を行っていた．軽量かつ耐熱性のある構造材料の開発，
マッハ 25まで加速可能なエアブリージングエンジンの開発が大きな技術課題と
されていた．このエンジンは酸化剤として空気を用い，機体の水平離陸後に可
能な限りの大推力および高比推力を，高い推力重量比において実現することが
求められており，実験機による飛行実験が必須となっていた． 
 各々の機関で行われていた研究は，概念設計を踏まえて各種飛行実験を実施
するに至るまで進んだものの，実機の開発を待たずに計画は中止されてしまっ
た．しかし，開発のために行われたさまざまな実験により蓄積されたデータや
各種技術は，将来の宇宙往還機の開発に有用である． 
 現在，JAXAの宇宙科学研究所が，鈍頭形状の垂直離着陸式再使用型観測ロケ
ットのスケール機を用いた飛行実験を行っている．しかし，垂直離着陸式より
も，翼による揚力を利用できる有翼形式の方が，ダウンレンジやクロスレンジ
を大きく取れ，着陸時の消費燃料の節減による運用コストの低減等の経済的な
効果についても魅力があると考えられる． 
 
1.2 本研究の目的 
スペースシャトルに代表される再使用型宇宙輸送システムでは，最適な飛行
軌道の生成が重要な研究課題である．極超音速での再突入から亜音速の進入着
陸に至る帰還軌道計算手法には多くの従来研究があるが，運動方程式の近似解
析解を用いて基準軌道を予め設定し，微小な変動分に対して最適化する手法が
一般的である[2，3]．しかしミッションを中断する場合等では，状況に応じた基
準軌道の事前の設定は困難である．その一例として，打ち上げ中の非常事態発
生に伴うアボート飛行が挙げられる．このようなことから，本研究はアボート
飛行のような不測の事態においても安全に宇宙システムを着陸させるために必
要な技術である，基準軌道を用いずに飛行環境に適合した軌道をリアルタイム
かつオンボードで生成可能な誘導システムの開発を目的とする． 
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著者は，再使用型宇宙輸送システムを対象に基準軌道の設定を行わない最適
軌道の生成方法として，遺伝的アルゴリズム GA(Genetic Algorithm)に着目し，飛
行区域制約条件を付加しない場合での滑空フェーズのリアルタイム軌道生成を
研究してきた[4-7]．その成果として，進化計算の世代交代のアルゴリズムを変
えると，得られる最適軌道が異なることがわかってきた．例えば，エリート交
叉アルゴリズムでは小回りの軌道が生成されやすく，他のアルゴリズムでは大
回りの軌道になりやすい等である．このような世代交代アルゴリズムに依存す
るような最適解の出方の差異は，好ましいものではない．世代交代の設計法の
解への影響は本来起こるべきでなく，個体集団の多様性を維持しつつ収束させ
る必要がある．  
このような問題に対して，多様性維持と収束性を両立する GA として，分散
遺伝的アルゴリズム DGA（Distributed Genetic Algorithm）が考案された [5]．こ
れは母集団をサブ母集団（島）に分割し，各島で個別に世代交代を行うもので
ある．DGA の手法を評価するためにいくつかの応用研究がなされている[8-12]．
これらの先行研究では島の数を事前に固定しているものがほとんどであり，最
適な島の分割数に対する考慮がなされていない．唯一の最適軌道のみならず複
数の良好な代替軌道生成をリアルタイム生成可能な誘導システムは，突然の軌
道変更要求に対応することができるため非常に有効であることからDGAをもち
いて複数の軌道に収束させることが考えられる．ようとする場合には目標値に
到達できない局所解に収束する島が発生してしまうことがある．このような時，
個体数や分割数を固定した従来の DGAでは，その島内の個体はそれ以上解探索
に寄与できないため最適化計算全体からみて非効率になってしまう． 
さまざまな飛行状況に応じた最適軌道生成方法として，逐次二次計画法 SQP
（Sequential Quadratic Programming）等の他の数値的な方法に比べると，解が発
散する心配の少ない GA の適用は有効であることが分かってきた．しかし，幾
つかの代替案をもって軌道の最適化を進めるためには，解の多様性維持と収束
性を特徴とする DGA には，島分割や個体数等の設定に課題が多い．また，リア
ルタイムで最適解を得るには，計算コストが大きすぎるという実用性での問題
点がある．このような背景から多様性を維持する最適軌道生成に適した新しい
DynDGA(Dynamically Distributed Genetic Algorithm)の提案とオンボードでリアル
タイム計算が実行可能な実用化への課題解決が本研究の最終目標である． 
 
1.3 本研究の概要 
本研究は，再使用型宇宙輸送システムの代替案を含めた最適軌道生成につい
て，解の多様性維持を図ることを目的として島の数やそれの属する個体数を動
4 
 
的に変化させる新しい分散遺伝的アルゴリズム DynDGA を新たに提案するもの
である．また，この DynDGA をオンボードでのリアルタイム誘導システムとし
て実用化するための技術的実証を行った． 
DynDGA では，まず初期解である母集団に対して個体間の特徴量の差異（非
類似度）を計算し，その非類似度に応じてサブ母集団（島）に分割する．次に
各島で個別に遺伝的アルゴリズムを用いた解探索を行う．解の収束状態を見な
がら，最適解として得られた個体全てに対して再び互いの非類似度を計算し，
新ためて母集団を新しい島に分割または統合し，島毎に解の探索を行う．サブ
母集団である島は，似た特徴量を持った個体の集合になる．こうした島で解の
探索によって，解の多様性を維持することができる．また，このような個体間
の非類似度に基づくため，母集団の分割は固定せずに，解の収束状況に応じて
分割や統合を動的に繰り返すことになり，解の探索に最適な島分割数が得られ
る． 
DynDGA を九州工業大学が再使用型宇宙輸送システム研究の一環として提案
する有翼ロケット実験機について，その帰還軌道の最適軌道生成に適用し，例
えば大回りや小回りというような軌道の特徴から集団の分割統合によって多様
性を維持しつつも効率的に最適軌道の探索が進められることを示す（図 1.3.1）
と共に従来手法や先行研究と解の探索性能を比較した．また，DynDGA に適し
た個体数や世代数，そして遺伝的操作のパラメータの設定方法の指針を加えた． 
  
 
Conventional GA                           Proposed DynDGA 
図 1.3.1 解の多様性を維持する最適軌道生成 
 
また， DynDGAは一般的なマイクロコンピュータでは計算負荷が大きく，リ
アルタイム計算が実現できないため，並列計算が可能な Field Programmable Gate 
Array（FPGA）と呼ばれる LSI に搭載することで計算時間の短縮を図ることを試
みた．DynDGAの前段階として，単一の母集団での GAを FPGA 上に構築した
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誘導システムを試作し，現在開発中の有翼ロケット実験機およびカイトプレー
ンと呼ばれる小型飛行機に搭載し，実飛行での軌道生成を行うことで誘導シス
テムの有効性を評価した．これらの結果を基に，DynDGAのリアルタイム計算
の実現性について考察した． 
 
1.4 本論文の構成 
 本論文の構成を以下に述べる． 
 第 2 章において，柔軟な解探索が可能な GA を用いた有翼ロケットの軌道生
成を提案する．最適化問題を設定し，これを本来計算負荷の高い GA において
計算量が少なくなるように行った工夫について述べる．また，従来の GA およ
び DGAによる軌道生成シミュレーションを行い考察する．  
 第 3 章では，第 2 章において GA が最適軌道生成に耐え得る解の探索方法で
あり，その解の多様性を維持する鍵として DGAの存在があるという知見を得た
ことに基づき提案する新しい動的分散遺伝的アルゴリズム DynDGA の詳細を説
明する．この DynDGA は進化の状況に応じて母集団を適宜分割または統合しな
がら，島に属する個体の進化を促すものである．そして DynDGA による軌道生
成を効率的に行うために母集団の分割方法について検討する．分割には，各個
体の特徴を表した特徴量の選択と分割手法の選択が重要である．これらについ
ていくつかの手法を検討し数値シミュレーションより実際にサンプルデータを
分割し分割性能の比較を行う．また，それらの中から適していると判断した階
層的クラスタリングを用いて DynDGA による軌道生成シミュレーションにより
従来の GA を用いた手法との比較および考察を行う． 
 第 4 章では，オンボードリアルタイム計算の実現性の検証について述べる．
第 3 章で提案した DynDGA のオンボードへの実装の前段階として，現在九州工
業大学が開発中の有翼ロケット実験機を対象とした単一の母集団の GA による
オンボードリアルタイム誘導システムを構築する．計算負荷の大きな GA のリ
アルタイム計算を実現するために，並列計算が可能な FPGA を用いて誘導シス
テムを構築する．そして，有翼ロケット実験機に搭載し実飛行でのオンボード
計算による実証実験について述べる．その結果を踏まえて行ったカイトプレー
ンと呼ばれる小型飛行機を用いた実証実験について述べる．これらの実証実験
の結果より，今回提案した DynDGAのリアルタイム計算の実現性を検討する． 
 第 5章において，本研究によって得られた成果についてまとめる． 
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第 2章 遺伝的アルゴリズムを用いた最適軌道生成 
2.1 はじめに 
従来の宇宙輸送システムの軌道計算は，運動方程式の近似解析解を用いて予
め求めておいた基準軌道について微小な変動分を最適化する手法が一般的であ
る．しかし，アボート飛行のような柔軟なミッションの中断と安全な帰還飛行
を想定する必要がある．従って，どのような事態においても確実な自律航行を
実現するには，従来方法のように基準軌道を用いないものが好ましい．また，
最適軌道生成には逐次二次計画法 SQP（Sequential Quadratic Programming）等さ
まざまな解法が提案されているが，多峰性を有するような問題に対して局所解
に陥りやすいこと，数値的な発散が生じやすいこと等の問題を克服することが
難しいと言われている．このようなことから，どのような事態においても確実
な自律航行の実現のためには，基準軌道だけに頼ること無く柔軟な軌道生成手
法が必要である．また唯一の最適軌道のみならず複数の良好な代替軌道生成を
リアルタイム生成可能な誘導システムは，突然の軌道変更要求に対応すること
ができるため非常に有効である． 
以上のことから本論文では柔軟な解探索が可能な遺伝的アルゴリズム GA を
用いた最適軌道生成を提案する．GAは生命の進化を工学的にモデル化したもの
である．GAは大域的な解探索が可能であり，また数値解法の不安定性の心配が
少ないという利点がある．しかし，GAは生成した個体すべての適応度を計算し
なければならいため計算量が膨大になるという短所がある．このため計算負荷
が大きな GA をオンボードでリアルタイム計算へ適用した例はほとんどない．
そこで，本章では有翼ロケットの軌道生成をリアルタイムで行うための計算量
削減の工夫について述べる． 
また，複数のサブ母集団（島）に分割してそれぞれの島において GA を計算
する分散遺伝的アルゴリズム DGA（Distributed GA）がある．この DGAにより
軌道生成計算を行うことで複数の良好な軌道の同時生成が可能であると期待で
きる．そこで，PC 上で一般的な GA および DGA による軌道生成シミュレーシ
ョンを行い，解探索性能を評価する． 
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2.2 有翼ロケットの軌道生成問題 
2.2.1 軌道生成問題の設定 
有翼ロケットの軌道最適化は，図 2.2.1に示すように揚力を用いて滑空飛行に
より目的地へ飛行する帰還フェーズを対象とする． 
 
 
図 2.2.1 有翼ロケットの飛行経路 
 
この帰還フェーズに対して図 2.2.2のような軌道生成問題を設定する．図 2.2.3
および表 2.2.1に示すような有翼ロケットが推力なしで目標地点へ滑空飛行し帰
還する軌道を生成する問題とする．さらに空間内に内部の飛行を禁止するよう
な区域を設定する．最適化計算は飛行禁止区域を回避し，かつ飛行時間および
終端位置と終端方位角の目標値との誤差を最小化するように軌道生成を行う． 
  
図 2.2.2 軌道生成問題の設定 
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図 2.2.3 有翼ロケット 
表 2.2.1 有翼ロケットの機体諸元 
m Body Mass 231 [kg] 
Sw Wing Area 1.05 [m
2
] 
Sb Speed Brake Area 0.12 [m
2
] 
 
 
2.2.2 有翼ロケットの運動方程式 
軌道生成計算に用いる運動方程式を式(2.2.1)に示す[13]．  
 sin
2
1 2 mgCSV
dt
dV
m Dw   (2.2.1a) 


coscos
2
1 2 mgCSV
dt
d
mV Lw   (2.2.1b) 


 sin
2
1
cos 2 LwCSV
dt
d
mV   (2.2.1c) 
sinV
dt
dh
  (2.2.1d) 


coscosV
dt
d
  (2.2.1e) 


coscosV
dt
d
  (2.2.1f) 
7000
0
h

   (2.2.1g) 
有翼ロケットの運動は質点系とし図 2.2.4に示すような直交座標系で扱う．ま
た，風の影響は考慮しないものとする．地表は平面，重力 g は一定とし，空気
密度  は高度のみに依存した指数関数で定義する． ここで 0 は海面高度での
空気密度である． 
t  ：時間 [s]    ：経路角 [rad] 
DC  ：抗力係数 [-]    ：方位角 [rad] 
LC  ：揚力係数 [-]    ：ダウンレンジ [m] 
g  ：重力加速度 [m/s2]    ：クロスレンジ [m] 
m  ：質量 [kg]  h  ：高度 [m] 
WS  ：主翼基準面積 [m
2
]    ：迎角 [rad] 
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  ：大気密度 [kg/m3]    ：バンク角  [rad] 
0  ：大気密度（海面高度） [kg/m
3
]    ：スピードブレーキ角  [rad] 
V  ：機体速度 [m/s]     
 
 
図 2.2.4 運動を表す直交座標系の定義 
 
ここで空力係数 LC および DC は，宇宙航空研究開発機構の宇宙科学研究本部が
開発を進めたHIMES (HIghly Maneuverable Experimental Space vehicle)のスケール
モデルの風洞試験結果に基づく[14]． 
その空力係数 LC および DC について，図 2.2.5 に示すマッハ数 0.1 における風
洞試験結果から，迎角 0～0.3491[rad] (0～20[deg])の範囲において式(2.2.2)のよう
に迎角 とスピードブレーキ の関数として定義する．  
 
 
(a) LC                             (b) DL CC   
 図 2.2.5 有翼ロケットの空力特性 
 
1621.30763.0 LC  (2.2.2a) 

w
b
LLD
S
S
CCC 7639.00798.00821.03579.0
2
  (2.2.2b) 
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2.3 遺伝的アルゴリズムと分散遺伝的アルゴリズム 
2.3.1 遺伝的アルゴリズム 
遺伝的アルゴリズム GA(Genetic Algorithm)とは生命の進化を工学的にモデル
化したアルゴリズムである[15]．  
 GA では図 2.3.1 のように最適化変数を遺伝子として表現し，さまざまな遺伝
子を持った解の候補（個体と呼ぶ）を複数用意する．それらを交叉や突然変異
等の遺伝的操作を繰り返し行い，適応度と呼ばれる課題に対する評価値が高い
ものを優先的に残していき，解集団の適応度を全体的に高くする．最終的に，
解を 1 つに収束させ，最適解（通常はそれに近い準最適解）を求める．GA は，
解の発散等の心配がない上に大域的な解探索が可能なため，巡回セールスマン
問題等非常に多くの問題に適用することができる．ただし多数の個体すべてに
対し適応度の計算を行う必要があり計算負荷が大きいというデメリットがある．
また乱数を用いているため最適解に収束しない場合が存在する． 
 GAでは遺伝子を 2進数で扱うビットストリングGAと実数値をそのまま遺伝
子として使用する実数値遺伝的アルゴリズム RCGA（Real-coded Genetic 
Algorithm）がある．RCGA は最適化変数をそのまま使用することによりビット
ストリング GA と比較して，効率よく親個体の形質を引き継ぐことができ，最
適化に有利である． 
 
図 2.3.1 個体の表現方法 
  
図 2.3.2に GAの処理の流れを示す． 
GA の処理ではまず初期個体(Initial Individuals)の生成を行い，適応度の計算
(Calculation of Fitness)，選択(Selection)，交叉(Crossover)と突然変異(Mutation)の遺
伝的処理から構成される世代交代を行う．世代交代後を繰り返すことで個体集
団を成長させていく． 
Individuals
Population
Individual
Gene
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図 2.3.2  GAのフローチャート 
 
 
① 初期個体集団(Initial Individual Group)の生成 
GAではまず，初期個体集団の生成を行う．各個体の各遺伝子をランダムに決
定する．ただし本論文では，計算コストを削減するために後述するように定常
滑空近似により求めた解から乱数を用いて初期個体の生成を行う． 
 
② 各個体の適応度(Fitness)の計算 
 各個体に対して評価値である適応度の計算を行う．今回の軌道生成問題では
運動方程式を積分して得た軌道から適応度を計算する．GAの計算ではこの適応
度を最大化もしくは最小化するように個体を成長させていく． 
 
③ 選択(Selection) 
 選択では，計算した適応度等の基準を用いて次世代の個体集団に残す個体を
決定する．適応度の扱い方を指定するため選択の方法は解の収束性や安定性に
大きく影響を及ぼす．GAでは選択方法は世代交代モデルとして定義される．世
代交代モデルとは，図 2.3.3に示すように子個体を生成する親を選ぶための選択
方法と，次世代に生き残る個体を選ぶための選択方法を定めたものである．前
者を複製選択(Selection for Reproduction)，後者を生存選択(Selection for Survival)
と呼ぶ．親個体から子個体の生成を行う交叉については世代交代モデルでは定
START
Generation of Initial
Individual Group
Calculation of Fitness
Selection
Crossover
Mutation
Finish?
No
Yes
END
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義されず，別で定義される． 
 
 
図 2.3.3 世代交代モデル 
 
この他にも世代交代モデルとして Iterated Genetic Search(IGS)，Steady State(SS)，
CHC，Elitist Recombination(ER)，Minimal Generation Gap(MGG)等が挙げられる
[16,17]． 
 
④ 交叉(Crossover) 
 交叉は選択された親個体より新しい個体（子個体）を生成する処理である．
RCGA で用いられる交叉として，ブレンド交叉（BLX），シンプレックス交叉（SPX）
または正規分布交叉（UNDX）等が挙げられる[17]．ブレンド交叉は 2個体の親
個体から子個体を生成する．シンプレックス交叉や正規分布交叉は 3 個体以上
の個体を親個体として用いる． 
 
(1) ブレンド交叉（BLX）[18] 
2 次元の遺伝子の場合のブレンド交叉のイメージを図 2.3.4 に示す．ブレンド
交叉は正のパラメータ BLX を用いて親個体の各変数の区間 iP を両側に iBLX P
だけ拡張した区間から，一様乱数に従ってランダムに子個体を生成する．ブレ
ンド交叉では親個体が状態空間で離れて存在している場合には子個体も広い範
囲から生成され，親個体が互いに近くに存在している場合には親個体の近傍に
生成される． 
子個体の遺伝子 iC は親個体の遺伝子
1
iP ，
2
iP を用いて式(2.3.1)で求められる． 
    iBLXiiiBLXiii PPPPPPrandC   2121 ,max,,min  (2.3.1) 
ここで， ],[ 21 rand は区間 ],[ 21  の一様乱数を示す．また， iP は親個体の遺伝
子より， 
21
iii PPP   (2.3.2) 
で表される． 
Selection for
Reproduction
Generation of
Child Individuals
(Crossover)
Selection for
Survival
Generation Alternation Model
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図 2.3.4 ブレンド交叉 
 
(2) シンプレックス交叉（SPX）[19] 
 以下に示す手続きにより親個体によって張られる単体に相似の単体内に一様
分布に従って子個体を生成する．シンプレックス交叉のイメージを図 2.3.5に示
す． 
 
 
図 2.3.5 シンプレックス交叉 
1. 遺伝子の次元 genen に 1を加えた数の親個体(Parent) 
genenppp ,,, 10  を個体群か
らランダムに選ぶ． 
Parent 1
Child
Parent 2
 1211 , PP
 2221 , PP
1PBLX
2
1
1
11 PPP 
2PBLX
2
2
1
2
2
PP
P


1PBLX
2PBLX
 1211 , CC
Parent
p0
Parent
p2
Child c
Parent 
p1
Centroid g
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2. 親個体の重心(Centroid)を 


genen
i
i
genen 01
1
pg とする． 
3.  最初の子個体について，  gpgv0u  000 , SPX とする． 
4.  引き続き子個体について， jj vu , (
genenj ,,1 )を次式で求める． 
 gpgu  jSPXj   (2.3.4) 
   111
1
]1,0[   jjjjj rand vuuv  (2.3.5) 
ここで， SPX は正のパラメータで推奨値は 2genen である． 
 
5. 子ベクトルcを次式で得る． 
genegene nn vuc   (2.3.6) 
 
 (3) 単峰性正規分布交叉（UNDX）[20] 
 親個体の重心のまわりに主に parentn +2個の親が張る parentn +1次元の部分空間内
で子を正規分布に従って生成する．UNDX のイメージを図 2.3.6 に示す． 
 
図 2.3.6 単峰性正規分布交叉 
 
1.  parentn  +1個の親個体(Parent) 
11 ,,
parentnpp  をランダムに選ぶ． 
Parent
p1
Child c
Centroid
g
Parent
p2
Parent
p3
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2.  親 の 平 均 値  



1
01
1 p a r e n t
n
i
i
p a r e n tn
pg ， ip と g の 差 ベ ク ト ル
 parentii ni ,,1 gpu を計算する． 
3. もう 1つの親個体
2parentnp をランダムに選ぶ． 
4.  Dを gpv 
 22 parentaparent nn の parent
n
uu ,,1  に直交する成分の大きさとする． 
5.  parentgene
nn 
ee ,,1  を parent
n
pp ,,1  に直交する部分空間の正規直交基底とする．  
6. 子個体Cを次式で生成する： 




parentgeneparent nn
i
i
i
n
i
i
i
Dvv
1
2
1
1 eugc  (2.3.7) 
 
ここで
i
v1 ， iv2 はそれぞれ正規分布 ),0(),,0(
2
2
2
1  NN に従う乱数である．ここで
21, は以下の値を用いる． 
1, 1
1
1  UNDX
parent
UNDX
n


  (23.8) 
1,
2
3
2
11
222 



 UNDXUNDX
parent
parent
parentgene n
n
nn
  (2.3.9) 
 
この計算は，Schmidt の直交化を行うため parentn に関しては計算量のオーダーは
)(
2
parentno であり， parentn が大きくなると演算量が膨大になる． 
 
 本研究ではリアルタイム計算を目標としているため，最も単純で実装しやす
い交叉手法であるブレンド交叉を用いることとした． 
 
⑤ 突然変異(Mutation) 
 突然変異では，ある一定の確率で遺伝子を変化させることによって親個体を
用いて行う交叉では生成できない全く異なった個体を生成する．このことより，
個体集団の多様性の維持や局所解からの脱出を行うことができる． 
RCGA では，一様突然変異や境界突然変異等が突然変異の手法として挙げら
16 
 
れる．GA には突然変異の発生する確率である突然変異率を設定して組み込む． 
 
(1) 一様突然変異 
設計変数ごとに一様乱数を用いて，実行可能領域に実数値を生成する．実行可
能領域が[0,10]とした場合の一様突然変異の例を図 2.3.7に示す． 
 
 
図 2.3.7 一様突然変異 
 
(2) 境界突然変異 
一様突然変異とほぼ同様であるが，新しい値は実行可能領域の境界上にとる．
実行可能領域が[0,10]とした場合の境界突然変異の例を図 2.3.8 に示す． 
 
 
図 2.3.8 境界突然変異 
 
 
2.3.2 分散遺伝的アルゴリズム 
遺伝的アルゴリズムで解を成長させるためには解の多様性が重要である．一
般的に母集団を 1 つのグループとして解成長させた場合，局所解に陥ってしま
い個体がその局所解に収束して成長しなくなることがある． 
これを防ぐのは突然変異であるが，そのほかの対策としては母集団を分割し
てそれぞれで解成長させることが考えられる．これは他の島から移住処理によ
り全く異なった特徴をもつ個体を島内に追加することで多様性を維持し局所解
に陥ることを防ぐものである．分散遺伝的アルゴリズム DGA（Distributed Genetic 
Algorithm）とは，GAにおける母集団をいくつかの「島」と呼ばれるサブ母集団
に分割し，それぞれの島で GA の計算を行うものである[8]．また数世代毎に各
島の一部の個体を入れ替える「移住」処理を行うことで，島内の解探索が停滞
する状態を防ぐ．移住する個体の数は移住率と呼ばれる割合により設定する．
図 2.3.9に DGAの概略を示す．  
3.5 6.2 2.2 8.1 9.3 3.5 4.2 2.2 6.3 9.3
3.5 6.2 2.2 8.1 9.3 3.5 0 2.2 10 9.3
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図 2.3.9 DGA アルゴリズム 
 
移住についても幾つかのモデルが考えられている．移住モデルとしては図
2.3.10 に示すような隣接する島間での移住を行う踏み石型モデル(Stepping Stone 
Population Model)やランダムな母集団間で移住を行うランダム移住型モデル
(Randomized Migration Island Model)がある[10,11]．  
 踏み石型モデルは，個体の移住が隣接する島に一方向に移住が行われていく．
このため，ある島内に良好な個体があったとしてもその個体が移住により全体
に広がっていく可能性は非常に低く最適解への収束は遅い．それに対してラン
ダム移住型モデルは全体の島をランダムに順序付けて個体の移住を行う．この
ため，良好な個体は移住によりさまざまな島に広がり易く最適解への収束は早
いがその分局所解への収束に陥る可能性も高くなる． 
 
 
図 2.3.10 DGAの移住モデル  
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2.4 リアルタイム軌道生成実現のための工夫 
 遺伝的アルゴリズムは大域的な解探索が可能ではあるが各個体の適応度計算
等計算負荷の大きな手法である．このため，リアルタイムで計算することを考
え遺伝子の設定，適応度，初期個体の生成および世代交代モデルについて出来
る限り計算負荷を削減するように工夫を行う． 
2.4.1 遺伝子の設定 
本論文では迎角，バンク角およびスピードブレーキ角 の 3つの制御入力
を最適化する．しかし，従来よく用いられるように制御入力を時間についての
離散データとすると最適化変数の数が膨大になり計算コストが大きくなる． 
そこで，本論文では式（2.4.1）のように制御入力をフーリエ級数で表現し，
その係数を遺伝子とすることで設計変数を大幅に削減する．本論文ではフーリ
エ級数を 3次とするため，各個体の遺伝子の数は合計 24個となる． 
 
 


3
1
0 )sin()cos(
2
)(
n
nnnn tnbtna
a
t 
   (2.4.1a) 
 


3
1
0
)sin()cos(
2
)(
n
nnnn
tnbtna
a
t 

  (2.4.1b) 
 


3
1
0 )sin()cos(
2
)(
n
nnnn tnbtna
a
t 
   (2.4.1c) 
 
ただし，各制御入力には式(2.4.2)のようにそれぞれ角度制限を設ける．  
12
   [rad] ( =15 [deg.] )のとき，
12
   [rad] (= 15 [deg.] ) 
(2.4.2a) 
0  [rad] ( =0 [deg.] )のとき， 0  [rad] ( =0 [deg.] ) 
 
3
   [rad] ( =60 [deg.] )のとき，
3
   [rad] ( =60 [deg.] ) 
(2.4.2b) 
3
  [rad] ( =0 [deg.] )のとき，
3
   [rad] ( =0 [deg.] ) 
 
3
   [rad] ( =60 [deg.] )のとき，
3
   [rad] ( =60 [deg.] ) 
(2.4.2c) 
0 [rad] ( =-60 [deg.] )のとき， 0 [rad] ( =-60 [deg.] ) 
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2.4.2 適応度 
軌道の最適化は，飛行時間，および目標位置と運動方程式を積分計算して得た
終端位置との誤差の両方からなる関数を最小化する最適問題とする．ここで最
適化したいパラメータは複数あるので多目的最適化として扱うことも考えられ
るが，単目的最適化に比べ計算負荷が大きくなる．このようなことから本研究
では式（2.4.3）に示すように重み付き和の関数を用いて，最適化したいパラメ
ータの値を 1 つの値にまとめる．ここで添字の T および f はそれぞれ目標地点，
終端地点における値を示す．GA ではこの適応度を最大化するように計算を進め
る．  
 
  ppfTfThfTfTft Fwψψw|h|hw|η|ηwwtw
s
f


2
 
 
(2.4.3) 
ここで 1000s とし，それぞれの項の影響度を一定となるように重みは
1 ht wwww  ， 32w とする．また，ペナルティ関数 pF は飛行禁止区域内
の飛行距離の総和としそれに重み 10pw を掛ける．この値も運動方程式の積分
計算から求める．これにより飛行禁止区域を回避した軌道の方が大きな適応度
を得られる． 
 
2.4.3 初期軌道の設定 
本論文では解の探索範囲をある程度限定して計算量を削減しリアルタイム軌
道生成計算を実現可能とするために，初期個体を完全にランダムに生成せず，
計算条件からある程度到達可能性のある初期軌道を幾何学的に作成しそれを基
に初期個体を生成することを考える． 
初期軌道は，定常滑空近似により障害物を避ける軌道と障害物を無視した軌
道の 2 種類を，円弧と直線を用いて生成する．円弧の半径は有翼ロケットの最
大バンク角での旋回半径とする．初期軌道の作成手順を図 2.4.1 に示す． 
飛行禁止区域を避ける軌道の場合，初期位置，障害物，目標位置の 3 つの地
点に作られた 3 つの円弧と，それを繋ぐ共通接線 2 本から軌道が生成される．
障害物を無視する軌道の場合，初期位置と目標位置の 2 つの円弧とその共通接
線 1 本から生成される．この方法では，障害物を避ける軌道には 8 通り，障害
物を無視する軌道には 4 通りそれぞれ存在し，合計 12 通りの軌道が得られる．
しかし，今回の飛行禁止区域および初期位置の条件では 12個の軌道の内，目的
の共通接線が幾何学的に生成できない場合があるため，最終的に図 2.4.2に示す
9 個が生成可能な初期軌道となる．これらの初期軌道の制御入力を式(2.4.1)で表
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現し，その係数を初期軌道の遺伝子とする．初期個体集団は，その初期軌道の
遺伝子を乱数により一定範囲で変化させることで生成する．詳細は付録 A に示
す． 
 
 
  
図 2.4.1 定常滑空近似を用いた初期軌道（平面上の軌跡）の生成 
 
 
 
図 2.4.2 生成可能な初期軌道（平面上の軌跡）の種類 
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2.4.4 軌道生成に適した世代交代モデル 
世代交代モデルは解の収束に大きく影響する．最も簡単な世代交代モデルで
ある SGA (Simple GA）を図 2.4.3 に示す．SGAは以下のような選択を行う手法
である．ただし，図 2.4.3では子個体の生成に 2個体の親個体を必要とする場合
であり，交叉方法に応じて選択する親個体の数を変更する必要がある． 
 
複製選択：ルーレット選択によって，1つの子個体を生み出すために複数の
親個体を選び出す．親個体の選択は復元抽出であり，一度子個
体の生成に使用された親個体でも別の子個体を生成するときに
も使用される可能性を残す． 
生存選択：無条件で親集団と子集団を入れ替える． 
 
  
図 2.4.3  SGA 
 
ここでルーレット選択とは図 2.4.4に示すように各個体の適応度に比例した確
率で次世代の個体を決定する選択方法である．この図からわかるように適応度
が高い個体ほど次世代に生き残ることのできる確率は大きくなる．ただし適応
度の低い個体も選択される可能性を残している． 
 
Parents Children Next Generation Group
Restorable
Roulette 
Selection
(×Number 
of Individuals)
Generation
of
Children
Without
Conditions
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図 2.4.4 ルーレット選択 
  
 ルーレット選択では，個体 iの選択確率 iR は次式で表される． 



N
j
j
i
i
f
f
R
1
 
(2.4.4) 
ここで， if は個体 iの適応度，N は個体数である． 
 
この最も単純な世代交代モデルである SGAの問題点の 1つとしては選択圧の
変動が大きいことが挙げられる．選択圧とはある個体が複製選択や生存選択に
用いられる確率のことである．SGA においては突出した適応度の個体が存在す
るとその個体への選択圧が非常に大きくなり，個体集団全体がその個体に収束
するようになる．また個体同士の適応度に差がなくなると選択圧が小さくなり，
最適解の方向に探索が進まない現象が起こる．前者は特に世代交代の初期に起
こりやすく初期収束と呼ばれ，後者は進化的停滞と呼ばれる．また，SGA では
親個体は子個体生成後無条件に淘汰されて次世代に残ることができないため，
良好な解でも破棄されてしまうという問題もある． 
 このような問題点を克服するために SGAに対する改良や新しい世代交代モデ
ルが研究されてきている．これらの世代交代モデルでは SGAの問題点を克服す
るために個体集団の多様性維持のために以下のような改善が図られている[16]．  
 
① 適応度の序数的利用 
 SGA のように適応度の値をそのまま親個体の選択に使用してしまうと選
択圧が非常に大きくなり初期収束を起こしてしまう恐れが高くなる． 
 このことから，適応度の値をそのまま使用するのではなく個体の順序付け
1R
2R
3R
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のために序数的に使用し初期収束の回避を図る． 
 
② 世代交代の連続化 
 世代交代の連続化とは，子個体の生成に使用した親個体に対しても生存選
択の対象とする戦略である．SGAでは無条件で親個体は子個体に淘汰されて
しまい次世代に残ることはできない．そこで，個体集団から適応度の比較的
良い解も淘汰されてしまう現象を防ぐ目的で導入する． 
 
③ 世代交代の限定化 
 世代交代の対象を集団の一部に限定することで個体集団内に進化レベル
の異なる個体が共存することになる．こうすることで，個体集団は類似する
個体群からは生成できない個体を作り出せる可能性を持つことができる． 
 
④ 生存選択の局所化 
 生存選択の範囲を限定することで 1つの個体が集団内に急速に広まること
を抑制する． 
 
これらの戦略を持つ代表的なモデルとして Iterated Genetic Search(IGS)，Steady 
State(SS)，CHC，Elitist Recombination(ER)，Minimal Generation Gap(MGG)等が挙
げられるが， 本論文ではその中でも著者らのこれまでの研究[4]により少ない個
体数の条件においてでも最適軌道探索性能が良好であることが分かった ER を
用いる． 
 
ERの処理のイメージを図 2.4.5 に示す．ERでは以下のような処理を行う． 
 
複製選択：適応度を無視して，個体集団からランダムに親個体として２個体選
択する． 
生存選択：親 2個体およびそれより生成された子 2個体より最良 2個体を次世
代に残す． 
 
ER では，親個体集団を 2 個体ずつに分けてそれぞれ子個体を生成するため，
生存選択が局所的になり 1 つの局所解が急速に個体集団全体に広がる現象を防
ぐ効果がある． 
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図 2.4.5 ERのアルゴリズム 
2.5 軌道生成シミュレーション 
 2.4節で述べた工夫の基づきコンピュータ上で軌道生成シミュレーションを行
った． 
計算条件を表 2.5.1に示す．なお，軌道生成シミュレーションは単一の母集団
で行う GA と定常滑空近似により生成された初期軌道毎に生成された島を用い
た DGAの 2種類で行う．計算は 100個体 800世代で行う．交叉手法としてはブ
レンド交叉を用い， BLX 5.0 とした BLX-0.5とする．世代交代モデルに ERを用
いるために島内の個体数を偶数にする必要が有るため，DGAでは個体数 12もし
くは 10の島を作成することとする．また，移住は 20世代毎にランダム移住型
モデルに従い行う． 
表 2.5.1 GA計算条件 
 GA DGA 
Number of Individuals 100 
Number of Evolutions 800 
Crossover Method Blend Crossover (BLX-0.5) 
Mutation Rate 0.01 
Genetic Operator Elitist Recombination (ER) 
Integration Method for Equations 
of Motion 
Heun’s Method 
Integration Time Step 1 s 
Migration Rate - 0.1 
Migration Interval - 20 Generations 
Parents Children Next Generation Group
Random
Extraction
(Not Restoration)
Generation
of
Children
Select 2 Best
Individuals 
Each Groups
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図 2.5.1 および図 2.5.2 に GA による軌道生成結果を，図 2.5.3 および図 2.5.4
に DGAによる軌道生成結果を示す． 
GA，DGA ともに飛行禁止区域を避ける軌道が生成できた．さらに軌道を見て
みるとどちらの軌道においても急降下した後急旋回して目標に到達する様な軌
道が生成されている．この急降下後急旋回するような軌道の生成は SQP 等を用
いた従来の手法では，予めこういった軌道を生成することを想定して初期解を
与える必要があるため生成されにくい．このようなことから，今回提案した手
法が従来の手法よりも柔軟な解探索ができていることを示しているとかんがえ
られる． 
GAは単一の集団のためほぼ単一の軌道に収束していることが分かる． 一方，
DGAを用いると Island①~⑨の 9個の島のうち，いくつかの島は複数の軌道の生
成に成功し局所解に陥らず解の多様性を維持できていることがわかる． 
GAで得られた軌道の最大適応度は 4.208となった．DGAによる各サブ母集団
（島）の最大適用度を表 2.5.2 示す．その最大適応度は 8.068となった．ただし，
目標値に到達できない軌道しか生成できない島も発生していることが分かる．
ここで最大適応度が 2 以下の島を目標値に到達できない島（Bad Island）と定
義すると今回の計算では４つ存在している．  
ただし GA は乱数を用いる最適化手法であるため 1 回の計算では評価が難し
い．このため 20回別の乱数を用いて軌道生成シミュレーションを行い，その結
果の平均をとったものを表 2.5.3 に示す．この結果をみても DGA の方が最大適
応度の高い良い軌道が得られている． ただし，全個体の 4割以上の個体が目標
値に到達できない島内の個体となっている．この島内の個体は良解の解探索に
ほとんど寄与できない． 
このように島の数や個体数を固定してしまうDGAにより複数の軌道を同時に
生成しようとした場合，良解に収束しない島が発生したときにその島の全体の
解探索効率が悪くなってしまうことが分かった．これは移住率を高くすること
で回避することができるものの，多様解を得る目的で複数の軌道に収束させる
ために移住率を大きくするには限界がある．すなわち移住により各々の島が同
じような軌道に収束してしまい，今回の目的である複数の軌道へそれぞれ収束
することができなくなるからである．このようなことから，より解探索性能を
向上させるためには DGAに改良が必要である． 
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図 2.5.1 GAにおける最適軌道生成結果（軌道） 
 
 
 
図 2.5.2 GAにおける最適軌道生成結果（制御入力） 
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図 2.5.3 DGAにおける軌道生成結果（軌道） 
 
表 2.5.2 DGA各島の適応度と個体数 
Island Max. Fitness 
No. of 
Individuals 
Island Max. Fitness 
No. of 
Individuals 
① 0.639 12 ⑥ 0.198 10 
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(a) Island ① ~ Island ③ 
 
(d) Island ④ ~ Island ⑥ 
 
(c) Island ⑦ ~ Island ⑨ 
図 2.5.4 DGAにおける軌道生成結果（制御入力） 
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表 2.5.3  GAと DGAの解探索性能の比較 
 
Max. Fitness 
Number of Individuals in the Islands with 
the Max. Fitness Lower than 2.0 
GA 7.77 － 
DGA 11.73 43.20 
 
 
2.6 おわりに 
本章では，GAおよび DGAによる最適軌道の探索を行い，遺伝的アルゴリズ
ムを用いた軌道生成が柔軟な解探索方法であることを述べた．また，従来の軌
道生成手法では予測が困難であるが目標に到達する軌道も遺伝的アルゴリズム
を用いることにより得られることがわかった．GAおよび DGAの解の比較から，
大きな知見の 1つとして DGAが同時に複数の軌道を同時生成すること，すなわ
ち多様解の探索が可能であることも示した．ただし，一方で DGA を用いる複数
の軌道生成においては，移住率を大きくできないため良い解に収束しない島が
発生してしまい最適化全体からみて非効率な計算になってしまうという課題も
浮き彫りになった．このため DGA の利点を生かしつつ，新たな提案を次章で行
う． 
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第 3 章 母集団を動的に分割統合する動的遺伝的ア
ルゴリズムの提案 
 
3.1 はじめに 
2 章において DGA による最適軌道生成の解探索性能の評価を行った．そして
DGA により島によっては異なる種類の個体が進化する，すなわち解の多様性を
維持して複数の軌道を同時に生成できることが分かった．しかし，島の間で個
体の移住を可能とする操作を行っても，逆に個体の進化が妨げられてしまう場
合があること，島に属する個体数や島の数そのものの設定方法には何も指針が
得られないという遺伝的アルゴリズム適用の根幹にかかわる課題も浮き彫りに
なった．このようなことから，最適軌道生成に耐え得る解の探索方法であり，
その解の多様性を維持する鍵として DGAの存在があるという知見を得た． 
この課題を克服するために，本章では進化の状況に応じて母集団を適宜分割
または統合しながら，島に属する個体の進化を促すという新しい概念として提
案する動的分散遺伝的アルゴリズム DynDGA(Dynamically Distributed Genetic 
Algorithm)について述べる．DynDGA では，従来の DGA のように島の数やその
島に属する個体数を固定しない．その代わりに各個体の特性を端的に表すよう
な特徴量を定義し，その特徴量により個体間の類似性を識別し動的に島の分割
および統合を繰り返しながら DGAの計算を行う． 
次に提案する DynDGA に適した母集団の分割手法について検討する．具体的
には，個体を分類するためにはまずその個体を特徴毎に分類するための特徴量
と呼ばれるパラメータを設定する必要がある．この特徴量として適しているも
のは何かいくつか候補を挙げて検討する．また，母集団の分割のための手法に
ついても，情報科学の分野で使われているデータマイニングの手法から幾つか
のアイデアを得て幾つか候補を挙げる．これらの手法を用いて個体データの分
割シミュレーションを行い性能の比較を行う．そして，実際に良好な分割が可
能である手法を用いた DynDGA により軌道生成シミュレーションを行い従来の
GAおよび DGAと比較し考察する． 
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3.2 DynDGAによる軌道生成アルゴリズムの提案 
前章においてサブ母集団（島）の数や島内の個体数を固定する従来の DGAで
も，複数の多様な最適軌道を同時生成できることを確認することができた．た
だし目的地に到達できない局所解に収束する場合には，その島の計算が全体の
解探索にほとんど寄与できなくなるため非効率になることも分かった．このた
め新しい DGAの手法について検討する必要があると考えた． 
DGAに工夫を加えたいくつかの先行研究がある． 
1 つ目は，2 個体分散遺伝的アルゴリズム DuDGA(Dual Individual Distributed 
Genetic Algorithm)と呼ばれるもので，母集団を 2個体ずつの島に分割し，島の数
を最大まで大きくする方法である[9]．DuDGA の概要を図 3.2.1 に示す．交叉率
は 1.0として必ず交叉処理が行われるものとし，移住率は 0.5 として移住の際に
は個体の片方を移住させる．こうすることで局所解に陥った島も異なる解の個
体が移住してくることによって局所解を脱出しやすい． 
 
 
図 3.2.1 DuDGAアルゴリズム 
 
2 つ目は，環境分散型遺伝的アルゴリズム DEGA(Genetic Algorithm with 
Distributed Environment )と呼ばれるもので，島毎に交叉率や突然変異率といった
パラメータを変更させて解探索を行う手法である[21]．環境分散型遺伝的アルゴ
リズムの概要を図 3.2.2に示す．DGAにおいて交叉率や突然変異率といったパラ
2 Individuals / Island
Migration Rate 0.5
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メータの設定は本来問題依存であり，島内で良い探索性能を得るために問題が
変化する度に設計者が経験的に最適な値に調整する必要がある．これに対し環
境分散型遺伝的アルゴリズムでは島ごとに異なる値にそれぞれ設定することで
設計者が最適な値を設定しなくても良好な解探索性能の得られる島を作ること
ができる． 
 
 
図 3.2.2 環境分散型遺伝的アルゴリズム 
 
 また，もう一例として，村田らによる改善集団と改悪集団の 2 種類の集団を
作り最適化を行うという分散遺伝的アルゴリズムの提案がある[12]．これは適応
度のより高い解を求めるように進化する集団と，適応度のより低い解を求める
ように進化する集団をつくり，移住をさせることで多様性を維持し解探索性能
を維持しようとする手法である． 
以上のような DGAに工夫を加えた先行研究例では，島の数や島内の個体数を
固定するものがほとんどである．そのため解の多様性を維持することを目的と
する軌道生成問題に適した DGA として，島の数も島内の個体数も解の収束状況
によって変化させることが出来る新しい動的分散遺伝的アルゴリズム DynDGA
（Dynamically Distributed Genetic Algorithm）を発想するに至った． 
本研究が提案する DynDGAの概略図を図 3.2.3に示す． 
まず従来の DGAのように初期個体集団を分割するのではなく，最初は単一の
島として初期個体集団を生成する．このことは，島の数の設定という作業を省
略することに繋がる．数世代 GA の計算により解を成長させた後，その収束状
Crossover Rate 0.5
Mutation Rate 0.1
Crossover Rate 0.8
Mutation Rate 0.05
Crossover Rate 0.4
Mutation Rate 0.2
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況（個体の進化状況）により個体集団の分割処理を行う．そして，分割後の集
団を島とした GAの計算を開始する．GAによって各島の最適化を数世代進めた
後，各島において似たような特徴量を持った個体の識別を行う．また全島で似
たような集団を探し，その島同士は再統合して 1 つの島とする．これらの操作
により母集団が似たような特徴を持った個体の集合体としてのサブ母集団（島）
へと動的に分割，あるいは再統合されることで適切な島数が保たれ，それぞれ
の島がそれぞれ異なる解へと収束できると期待できる． 
 母集団の分割を良好に行うためには，分割に適した特徴量の選択と分割手法
の選択を行う必要がある．そのため，次節よりこの DynDGA に適した母集団の
分割手法について，幾つか候補を挙げて検討する． 
 
 
図 3.2.3 DynDGAによる軌道生成アルゴリズム 
 
 
3.3 特徴量の検討 
提案した DynDGA を実現するためには，母集団を似たような特徴を持った個
体の集合体としてのサブ母集団（島）へ分割方法の検討を行う必要がある．す
なわち母集団を分割するためにその個体を示す特徴的なパラメータである特徴
量を定義する．この特徴量を元に個体間の距離（非類似度）を計算することに
より個体の分類を行う．使用する特徴量の選択により分類性能は大きく影響す
る．したがって，この特徴量を何にするかは DynDGA において非常に重要であ
る． 
After few generations
Trajectory B
Trajectory A
Initial Individual 
Group Division
Division
Merging
・・・・・
・・・・・
・・・・・
Migration
Division
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本論文では，1つに個体の遺伝子を用いる場合，もう 1つとして運動方程式を
積分して求めた軌道データを特徴量とした場合の 2 種類について，それぞれ
DynDGA への適否を検討する． 
 
3.3.1 遺伝子を特徴量として用いる場合 
個体の遺伝子そのものを特徴量とする場合は，これにより似たような個体の
識別や分類，そしてサブ母集団への分割あるいは再統合が容易となるため，最
終目標であるオンボードリアルタイム計算に有利である． 
本研究の軌道生成では，個体の遺伝子は迎角，バンク角およびスピードブレ
ーキ各の 3つの制御入力を表現するフーリエ級数の係数である．図 3.3.1に，個
体の遺伝子から計算されるフーリエ級数の時刻歴の例を示す．しかし，実際に
はこれらの制御入力には角度制限が設けられているため，遺伝子としてのフー
リエ級数の係数と実際に得られる軌道の直接的な関係性が少なくなるという問
題がある．したがって，遺伝子である制御入力のフーリエ級数の係数を特徴量
とするには，似たような個体の識別や分類をする上で無理があることが分かっ
た．  
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(a) Angle of Attack 
 
(b) Bank Angle 
 
(c) Speed Brake Angle 
図 3.3.1 制御入力時刻歴と制限値 
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3.3.2 軌道データを特徴量として用いる場合 
各個体は，軌道を生成するに必要な迎角，バンク角とスピードブレーキ角度
の制御入力を表現する時間に関するフーリエ級数の係数である．この制御入力
を用いて式(2.2.1)に示す運動方程式の積分計算を行い，ダウンレンジ，クロスレ
ンジ，高度，速度，方位角および経路角の時間履歴を得ることで，適応度の計
算が可能になる．  
軌道データとして，高度の関数としてダウンレンジとクロスレンジから fn 次
元の特徴量を抽出するイメージを図 3.3.2に示す．ダウンレンジとクロスレンジ
の履歴をそれぞれ高度で 2/fn 個に等分割し，順番に並べることによってその個
体の特徴量と定義する．ここでダウンレンジとクロスレンジを高度の関数とし
たのは，それぞれの個体に対応する軌道における飛行時間が異なるため時間の
関数として扱えないためである． 
同様の考え方でダウンレンジとクロスレンジの他に方位角と経路角を特徴量
とする場合についても検討し，それぞれの特質の比較をする．  
 
 
 
図 3.3.2 ダウンレンジとクロスレンジを高度の関数とする場合の特徴量の作成 
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3.4 母集団の分割方法の検討 
3.4.1 個体間の距離の定義 
母集団を類似の個体によるサブ母集団に分割あるいは再統合するには，図 3.2．
2に定義する特徴量について個体間の距離を定義する必要がある．この個体間の
距離が小さいと類似性が高く，逆に大きいと類似性が小さい（すなわち，非類
似度が高い）ことになる．その類似性を測るための距離の定義式にはいくつか
存在する[14]． 
 
a) ユークリッド距離 
ユークリッド距離とは，ユークリッド空間内で最も基本的な距離定義であり
次式で表される． 
 
2/1
1
2






 

fn
k
B
jk
A
ikij xxl  (3.4.1) 
ただし， 
A
ikx はクラスタ A の個体 i の k 次元目の特徴量，
B
jkx はクラスタ B の個
体 j の k 次元目の特徴量を意味する．また， 
fn は特徴量の次元である．なお，
クラスタとは，特徴量が属する個体の集合体の意味であり，DynGA あるいは
DGAにおけるサブ集合体（島）を意味する． 
 
b) ユークリッド平方距離 
個体間をユークリッド距離ではなく，平方根の計算を省略しても同様の結果
となる．このため計算負荷軽減のために次式で定義されるユークリッド平方距
離が実装時に使用されることもある． 
  
fn
k
B
jk
A
ikij xxl
2
 (3.4.2) 
 
c) マハラノビス汎距離 
 それぞれのクラスタが多次元の正規分布に従うと仮定した場合，次式で定義
されるマハラノビス距離が使用される． 
   
2/1








  BjBij
n
j
n
k
kj
A
k
A
ikij xxwxxl
f f
 (3.4.3) 
ここで， Akx はそれぞれクラスタ A，Bに属する個体の k 番目， j番目の特徴量の
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平均値を表す． 



An
i
A
ik
A
k xx
1
 (3.4.4) 



Bn
i
B
im
B
m xx
1
 (3.4.5) 
また， kjw はクラスタの分散共分散行列Vの逆行列
1 VW の( k , j )要素である． 
 
d) マンハッタン距離 
市街地距離とも呼ばれる距離であり次式で表される． 
 
fn
k
B
jk
A
ikij xxl  (3.4.6) 
 
e) ミンコフスキ距離 
ユークリッド距離およびマンハッタン距離を一般化したものであり次式で表
される． 
q
n
k
q
B
jk
A
ikij
f
xxl
1








   (3.4.7) 
ただし，qは 1以上の任意の値である． 1q とするとマンハッタン距離， 2q と
するとユークリッド距離である． q は L∞距離と呼ばれる値である．2次元の
場合のマンハッタン距離，ユークリッド距離，L∞距離による等距離線を以下に
示す． 
 
図 3.4.1 各距離の等距離線の関係 
 
なお本論文における個体の分類では上記の内一般的に用いられることが多い
ユークリッド平方距離を用いることとする． 
x1
x2
Euclidean Distance Manhattan distance
L∞ Distance
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3.4.2 個体の分類方法について 
データの分類方法としては教師あり分類と教師なし分類がある． 
 
a) 教師あり分類 
教師あり分類とは，外的基準（教師データ）を用いてデータを分類する手法
である． 
その 1つである最近傍法，すなわち NN法(Nearest Neighbor Algorithm)とは，
最も近い教師データのグループに振り分ける手法である[22]．また，これを改良
した k-NN 法といった手法も考案されている．NN 法は最近傍の教師データを基
に振り分けるのに対して，k-NN 法は最近傍から k 個教師データを選び，多数決
でどのグループに属する教師データが多いかで振り分けを行う．  
もう1つの教師あり分類法であるサポートベクターマシンSVM(Support Vector 
Machine)は，教師データを用いて母集団を 2つのグループに分類するための最適
識別境界を作成する手法である[23]．SVM では，境界とマージン最大化基準に
よって境界を表す識別関数を最適化する．識別境界となる関数が線形関数であ
る線形 SVM と非線形関数となる非線形 SVMがある．ただし SVMは，2クラス
を識別する手法であり他クラスの識別に直接適用することができない． 
また，ニューラルネットワークも任意の識別関数を実現できる性能の高い非
線形パターン認識法である．ただし最適化するパラメータが多い等の欠点があ
る[24]． 
b) 教師なし分類 
以上の教師あり分類に対して，教師なし分類とは外的基準なしで分類する手
法である．データクラスタリングもと呼ばれる．教師なし分類は，更に非階層
的クラスタリングと階層的クラスタリングに分けられる． 
非階層的クラスタリングでは，k-means 法が有名である．またこれを改良した
ISODATA(Iterative Self Organizing Data Analysis Technique A)も提案されている
[22]． 
階層的クラスタリングは，母集団の個体データをそれぞれ異なるクラスタに
分類した状態から非類似度とよばれる距離の近いクラスタ同士を結合していく
方法である．この非類似度はクラスタ内の個体データからどのように計算する
かでいくつかの手法が考案されている[25]． 
これらの中で，オンボードで計算することを踏まえてアルゴリズムが単純な
ことを前提に，教師あり分類の NN 法，教師なし分類では，非階層的クラスタ
リングの k-means 法および階層的クラスタリングついて DynDGA への適用性を
検討した．  
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3.4.3 NN法 
 NN法は，「基準」となるデータを教師データ(Training Data)と呼び，その教師
データと各データ(Test Data)の距離を計算して，最も近い教師データのグループ
に個体を分類する方法である．また，最短距離がある値以上であれば「分類不
能」とする場合もある．図 3.4.2に NN法のイメージを示す． 
 
  
図 3.4.2 NN法 
 
3.4.4 k-means法 
k-means 法とは，ランダムに個体をクラスタに割り当てた状態からクラスタ中
心の更新がなくなるまで最も中心の近いクラスタに個体を移動させてクラスタ
リングを行う手法である． 
手順は以下のとおりである．また図 3.4.3にクラスタリングのイメージを示す． 
 
① ランダムに k(固定)個のクラスタに個体を振り分ける． 
② クラスタのクラスタ中心を計算．クラスタ内の個体の各特徴量の平均値をク
ラスタ中心として再計算する． 
③ データを最も近いクラスタ中心に割り当てる． 
④ 割り当ての変更が起こらなくなるまで②と③を繰返す． 
 
k-means 法は，あらかじめ分割数を固定したクラスタリング処理が行われる． 
 
 
Training Data
Test Data
Clustering Boundary
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図 3.4.3 k-means 法 
 
3.4.5 階層型クラスタリング 
階層的クラスタリングとは，非類似度の小さい（すなわち類似性の高い）個
体の集合体としてのクラスタ同士を順番に結合し，さらに大きなクラスタを形
成していく手法である．ここで，非類似度はクラスタ間の距離を示す．手順は
以下のとおりである． 
 
① まず，個体数 N 個分のクラスタを用意し，各クラスタには，1つずつ個体が
割り振られる． 
② クラスタ間の非類似度について，すべての組み合わせの非類似度を計算し表
3.4.1のような非類似度の表（非類似度行列と呼ばれる）を作成する． 
 
表 4.3.1 非類似度行列 
 
Cluster Number 1 i  
1 2 3 4   
Cluster 
Number 2 
j  
1   )( 2112 dd   )( 3113 dd   )( 4114 dd     
2 21d    )( 3223 dd   )( 4224 dd     
3 31d  32d    )( 4334 dd     
4 41d  42d  43d      
            
✖✖
✖
✖
✖
✖
① ②
④
Generation of Centroids of Clusters(✕)Individuals Distribution in Random
Repert Process②③ if Clusters have 
changing by redistributions.
✖✖
✖
③
Clustering Boundary
Individuals Redistribution for the 
Nearest Cluster
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③ この表の中から最小の非類似度となるクラスタの組み合わせ  jidij  を探し，
その 2つのクラスタを結合する（これに従い，クラスタ数は 1N となる）． 
④ クラスタ数が 1になるまで②③を繰り返す． 
 
階層的クラスタリングでは，横軸を個体，縦軸を結合時の非類似度とし，樹
形図（デンドログラム）を構成する．最小の非類似度である結合対象のクラス
タ同士が隣になるように個体を移動させ，グラフを見やすくさせる．母集団を
分割にあたっては，デンドログラムを用いて図 3.4.4に示すように，ある固定し
たクラスタ数に分割する方法，またはある固定した非類似度となるところでク
ラスタに分割するという方法の 2種類がある． 
 
 
図 3.4.4 階層的クラスタリングにおけるデンドログラム 
 
階層的クラスタリングにおいて，非類似度の計算にはいくつかの方法があり
「組み合わせ手法」として定義される．本論文では，最短距離法，最長距離法，
群平均法，重心法および Ward 法の 5つの組み合わせ手法について，軌道生成に
対して最も適切な手法を検討する． 
最短距離法，最長距離法および群平均法は，クラスタに含まれる代表的な個
体間の距離を非類似度とする手法である．また，重心法，Ward 法はクラスタの
重心間の距離から非類似度を計算する手法である． 
個体数 nAのクラスタ A と個体数 nBのクラスタ B を考える．各個体の特徴量
A B C D E
Individual
Merging
Dissimilarity
CASE i) Division to Fixed Number of Cluster
A B C D E
Division to 
3 Clusters
CASE ii) Division by Fixed Dissimilarity
A B C D E
Division to 
2 Clusters
ｄ
Clustering
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を p次元とするとき，それぞれの手法による非類似度 dABは以下のような距離 ijl
を用いた計算式で定義される． 
なお，距離
ijl とは，3.4.1項で定義した個体間の距離を意味する． 
 
a) 最短距離法 (Nearest Method) 
2つのクラスタからそれぞれ選んだ個体間の距離 lijの中で，最も小さい値を非
類似度と定義する．  
 
ijAB ld min ，    BA njni ,2,1,,2,1   (3.4.8) 
最短距離法のイメージを図 3.4.5に示す． 
 
 
図 3.4.5 最短距離法 
 
b) 最長距離法 (Furthest Method) 
2つのクラスタからそれぞれ選んだ個体間の距離 lijの中で，最も大きい値を非
類似度と定義する． 
 ijAB ld max  (3.4.9) 
 最長距離法のイメージを図 3.4.6に示す． 
 
 
図 3.4.6 最長距離法 
 
c) 群平均法 (Group Average Method) 
2 つのクラスタからそれぞれ選んだ個体間の距離 lij のすべての組み合わせの
平均値を非類似度と定義する． 
ｄAB
Cluster A Cluster B
ｄAB
Cluster A Cluster B
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BA
n
i
n
j
ij
AB
nn
l
d
A B

 

1 1  (3.4.10) 
  
d) 重心法 (Centroid Method) 
2つのクラスタの重心間の距離を非類似度と定義する． 
 


p
i
B
i
A
iAB xxd
1
2  (3.4.11) 
 ここで， A
ix および
B
ix はそれぞれクラスタ Aおよびクラスタ Bの重心の i 次元
目の値を示す． 



An
j
ji
A
A
i x
n
x
1
1  (3.4.12) 



Bn
j
ji
B
B
i x
n
x
1
1  (3.4.13) 
重心法のイメージを図 3.4.7 に示す． 
 
 
図 3.4.7 重心法 
 
e) Ward 法 (Ward’s Method) 
2 つのクラスタ A と B を統合したときのクラスタ C 内のデータの平方和の変
化を非類似度として定義する． 
   
 









 

 


B
ABA
n
j
B
i
B
ij
p
i
n
j
A
i
A
ij
nn
j
C
i
C
ijAB
xx
xxxxd
1
2
1 1
2
1
2
 
(3.4.14) 
ここで， 



An
j
ji
A
A
i x
n
x
1
1
 (3.4.15) 



Bn
j
ji
B
B
i x
n
x
1
1
 (3.4.16) 
✕ ✕
Ax Bx
Centroid of Cluster A Centroid of Cluster B
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BA
B
iB
A
iA
n
j
ji
C
C
i
nn
xnxn
x
n
x
C


 
1
1  (3.4.17) 
である． 
この平方和の変化は対象の 2つのクラスタの重心 A
ix ，
B
ix とそれぞれのクラス
タ内の個体数 An ， Bn を用いて以下の式で表すことができる． 
 




p
i
B
i
A
i
BA
BA
AB xx
nn
nn
d
0
2
 (3.4.18) 
  
Ward 法のイメージを図 3.4.8に示す． 
 
 
図 3.4.8 Ward 法 
 
なお各非類似度の定義は上記のようなものであるが，その更新に関しては
すべての組み合わせを上記の定義式に従って再計算する必要はなく，結合前
の非類似度を基に計算することができる[22]． 
いまクラスタ i（個体数 in ）とクラスタ j（個体数 jn ）を統合して新しいク
ラスタ k（個体数
jik nnn  ）を生成したとする．このとき，クラスタ k と新
たなクラスタ hとの非類似度 khd の計算には，結合前の各クラスタ間の距離 dhi，
hid ， hjd および ijd を用いて以下の式を用いることができる．尚，個体間の距
離には，ユークリッド平方距離を用いる． 
 
hjhiijhjhikh dddddd  4321   (3.4.19) 
ここで各パラメータ 1 ， 2 ， 3 および 4 は各組み合わせ手法で表 3.4.2に示す
値となる． 
  
✕ ✕
AA
i xx 
Ax
Bx
✕
BA
B
B
A
AC
nn
xnxn
x



Centroid of Cluster A Centroid of Cluster B
Centroid of Cluster C
CC
i xx 
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表 3.4.2 非類似度の更新時の係数 
Combination Method 1  2  3  4  
Nearest Neighbor 
2
1
 
2
1
 0 
2
1
  
Furthest Neighbor 
2
1
 
2
1
 0 
2
1
 
Group Average 
k
i
n
n
 
k
i
n
n
 0 0 
Centroid 
k
i
n
n
 
k
i
n
n
 
2
k
ji
n
nn
  0 
Ward’s 
kh
ih
nn
nn


 
kh
jh
nn
nn


 
kh
h
nn
n

 0 
  
特にこの表 3.4.1 の係数を当てはめると最短距離法は， ],min[ hjhikh ddd  ，
最長距離法は， ],max[ hjhikh ddd  のことを表す． 
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3.5 分割シミュレーション 
提案する DynDGAによる軌道生成について，3.2節で挙げた特徴量の選択およ
び 3.5.2項で議論した分類方法を用いたサブ母集団（島）への分割手法について
数値シミュレーションを行い検討する． 
その分割評価用として，図 3.5.1に示す個体数 100の軌道データを用いる． 
 
 
図 3.5.1 分割評価用個体の軌道データ 
 
3.5.1 特徴量の違いによる分割性能の違い 
 まず，選択する特徴量の違いによるサブ母集団（島）への分割性能の比較を
行う．分割手法は k-means法を用いる．また分割数による結果の違いを確認する
ため分割数を 6，9，12と変えて比較を行った． 
図 3.5.2に遺伝子を特徴量とした場合のサブ母集団（島）への分割結果を，図
3.5.3に   （ダウンレンジ[m]とクロスレンジ[m]）プロファイルによる軌道デ
ータを特徴量とした場合の分割結果をそれぞれ示す．また図 3.5.4 には，  
（経路角[rad]と方位角[rad]）プロファイルによる軌道データを特徴量とした場合
の分割結果を示す．なお，軌道データの特徴量の数は 40個とした． 
この 3 つの結果を見ると，遺伝子を特徴量とする場合は，どの分割数におい
てもサブ母集団（島）へのサブ母集団（島）へのうまく分割できていないこと
がわかる．  
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.2 遺伝子を特徴量とするサブ母集団（島）への分割結果 
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.3 軌道データを特徴量とするサブ母集団（島）への分割結果 
（   プロファイル） 
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.4 軌道データを特徴量とするサブ母集団（島）への分割結果 
（   プロファイル）  
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遺伝子を特徴量とした場合の個体のサブ母集団（島）への分割結果では，同
じような特徴量の個体が集まり，サブ母集団（島）としてのクラスタを構成し
ているように見えるが，実際には異なった軌道が同じクラスタ内に混在してい
ることがわかる．また，同じような特徴量を持つ個体が別のクラスタに振り分
けられている状態も確認できる．この原因としては，フーリエ級数の高次の係
数か低次の係数かによって軌道生成への感度が違うということが挙げられる．
また前述したとおり遺伝子（フーリエ級数の係数）で表現する制御入力に対し
て，実際には制御入力に角度制限が加わるため，似たような特徴量を持つ個体
の軌道が別のクラスタに分類されていることもわかる． 
ここで，異なる尺度をもつ特徴量の場合，そのデータを標準化した特徴量を
用いることがある．これは n次元の特徴量を持つ個体 k の i 次元目の特徴量 k
ix か
ら以下の式(3.6.1)で平均値 0，分散が 1となるような標準化特徴量 k
ix が計算され
る． 
 
2
i
i
k
ik
i
xx
x


  （3.5.1） 
ここで， ix は全個体の i 次元目の特徴量の平均値，
2
i は全個体の i 次元の特
徴量の分散を示す． 
 
ただし，標準化した特徴量の採用がサブ母集団（島）への分割性能を良くす
るとは限らない．図 3.5.5に標準化した遺伝子を特徴量とした場合について，分
割数 9のサブ母集団（島）への分割結果である．標準化する前と比べると，よ
りサブ母集団（島）への分割性能が悪化してしまっていることがわかる．特徴
量を標準化してしまうと軌道への影響度の小さい次元についての個体間の距離
が大きくなってしまい，影響度の大きな次元に対しては逆に個体間の距離が小
さくなってしまう場合があるからである．このような状態では分割性能が発揮
できないのでむやみに標準化はできない． 
以上の結果から，遺伝子を特徴量に用いてサブ母集団（島）への分割の性能
を向上させるには，影響度の小さな遺伝子を特徴量として用いないことや，特
徴量を軌道への影響度を考慮して重み付することが考えられる．しかしながら，
決定しなければならないパラメータが増加してしまうため逆に好ましくない．
このようなことから運動方程式を積分して求めた軌道に関するプロファイルを
用いる必要があると考えられる．  
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図 3.5.5 標準化した遺伝子を特徴量とする場合のサブ母集団（島）への分割結
果 
 
 
  （ダウンレンジとクロスレンジ）プロファイルを特徴量とするサブ母集
団（島）への分割結果（図 3.5.3）と   （経路角と方位角）プロファイルを
特徴量とするサブ母集団（島）への分割結果（図 3.5.4）について考察する． 
前者後者とも遺伝子を特徴量とする場合に比べて良好な分類ができているよ
うにみえる．ただし，   プロファイルを特徴量とする軌道データの場合，図
3.5.3(b)の下段右のグループ等にみられるように似たような特徴量のグループに
振り分けられているが，実際には異なった軌道である場合もある．したがって
軌道を表現するには特徴として不十分と考えられる． 
以上のようなことから   プロファイルによる特徴量を用いる方が良いと
考える．このダウンレンジとクロスレンジの軌道データを使用した特徴量は，
前述したとおり運動方程式を計算して求める必要があり計算コストの増加が考
えられる．しかし， GA の計算の中で各個体の適応度を求めるために運動方程
式を積分し軌道計算を行う必要がすでにあるため，この適応度計算と同時に軌
道データの特徴量を計算することが可能であり，計算コストの増加量を出来る
限り小さくすることができる． 
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3.5.2 分割手法の違いによる母集団分割性能の比較 
 次に，3.3.2 項で議論した分割手法の違いによるサブ母集団（島）への分割性
能の比較を行う．本項では，前項の結果を踏まえて   プロファイルの軌道デ
ータを特徴量に選ぶこととする． 
 
a) NN法 
 まず，NN 法における 9 個の教師データを使用した母集団分割結果を図 3.5.6
に示す．NN法は教師あり分類であり予め教師データが決まっているので分割数
は固定である．図中左の図の黒い線は，教師データの特徴量である．得られた
最適軌道を見るとサイズが 0のクラスタが 3つ生成されているのがわかる．  
 NN 法は，初期軌道から離れた軌道が生成された場合には，サブ母集団（島）
への分割性能は悪い．これを改善するためには，教師データを増やす必要があ
るが本論文における軌道生成は予め計算した基準軌道を作らないことを目指し
ていることから，必要以上に教師データを生成することは避けたい．ある距離
以上のデータを分類不能クラスタとすれば，各教師データのクラスタの分割性
能は維持されるが，分類不能なクラスタ内にさまざまな軌道が混在してしまう
ことから，結局分類不能グループ内で教師なし分類による分割が別途必要にな
ってしまう．このようなことから NN 法は今回の DynDGA への適用には向かな
いと考えられる． 
 
図 3.5.6 NN法によるサブ母集団（島）への分割結果 
 
b) k-means 法 
次に，NN 法と同じようにサブ母集団（島）の数を固定する k-means 法による
分割性能の結果について述べる．k-means 法による分割結果はすでに図 3.5.3 に
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示している．分割数の条件が同じ分割数 9 の結果をみると NN 法に比べて良好
な分割結果が得られている．分割数 6 においては異なる軌道の個体が 1 つのク
ラスタ内に混在していることから，サブ母集団（島）の数が足りないことがわ
かる．このような場合において k-means 法では個体数を初めから固定しているた
め，後になって自由に分割できない．このため k-means 法にクラスタ内の分散に
よって分割および統合を行う処理を組み合わせた ISODATA(Iterative Self 
Organizing Data Analysis Technique A)が考案されていることは前述の通りである． 
図 3.5.7に ISODATAの流れを示す．ただし，この図からわかるように ISODATA
は結局分割数を変えて再度 k-means 法による分割計算をすることで最適な分割
数を求める方法であり，繰り返し計算することで計算量は膨大になるというデ
メリットがある． 
 
 
図 3.5.7 ISODATAのフローチャート 
 
ところで，k-means 法では始めにランダムに個体をサブ母集団（島）であるク
ラスタに振り分ける作業から開始するのが特徴である．この最初の振り分けが
最終的な分割結果に大きく影響する．このため，同じデータを分割する場合で
も，図 3.5.8の赤丸が示すように同じような特徴量を持つ軌道が同じサブ母集団
（島）に分割されないというような状況も起きる． 
k-means Method
Eliminate Small Cluster
Outlier Individual 
Finish?
START
END
YES
NO
Division / Merging
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(a)成功例 
 
(b)失敗例 
図 3.5.8  k-means 法によるサブ母集団（島）分割例 
 
c) 階層的クラスタリング 
階層的クラスタリングを用いてサブ母集団（島）の分割数を 4，9 および 12
と固定したときの軌道生成結果をそれぞれ図 3.5.9～図 3.5.13 に示す．また，そ
れぞれの分割数におけるデンドログラムを図 3.5.14～図 3.5.16 に示す．  
ただし，デンドログラムの見やすさを確保するため，本来最小値 0 となる非
類似度の値を 1オフセットし，対数目盛のグラフで表現できるようにしている．  
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.9 最短距離法による分割結果 
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.10 最長距離法による分割結果 
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.11 群平均法による分割結果 
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.12 重心法による分割結果 
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(a) Number of Clusters (Islands): 6 
 
(b) Number of Clusters (Islands): 9 
 
(c) Number of Clusters (Islands): 12 
 
図 3.5.13 Ward 法による分割結果 
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(a) Nearest Neighbor Method (b) Furthest Neighbor Method 
  
(c) Group Average Method (d) Centroid Method 
 
(e) Ward’s Method 
 
図 3.5.14 各組み合わせ手法におけるデンドログラム 
（分割数 6） 
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(a) Nearest Neighbor Method (b) Furthest Neighbor Method 
  
(c) Group Average Method (d) Centroid Method 
 
(e) Ward’s Method 
 
図 3.5.15 各組み合わせ手法におけるデンドログラム 
（分割数 9） 
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(a) Nearest Neighbor Method (b) Furthest Neighbor Method 
  
(c) Group Average Method (d) Centroid Method 
 
(e) Ward’s Method 
 
図 3.5.16 各組み合わせ手法におけるデンドログラム 
（分割数 12） 
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これらの結果を見ると，大きく次のような特徴がみられる 
・最短距離法，群平均法および重心法では，1 つのサブ母集団（島）であるク
ラスタに個体が集中する傾向がある 
・ 最長距離法および Ward 法では，各サブ母集団（島）であるクラスタの個体
数の偏りが少ない 
したがって，サブ母集団（島）に対する分割性能としても最長距離法および Ward
法のほうが良好である． 
各サブ母集団（島）であるクラスタの個体数の偏りが大きくなるような最短
距離法や重心法のデンドログラムを見ると，順番に個体または個体数の小さな
クラスタが 1 つのクラスタに統合されていく様子がわかる．これは鎖状効果と
呼ばれている現象である．鎖状効果ではクラスタに別のクラスタが統合されて
非類似度が更新されたとき，統合されたクラスタの近くのクラスタが図 3.5.17
に示すように順番に連なって結合していく．その結果，1個の個体数の偏ったク
ラスタが発生しやすい．この現象は統合されると他のクラスタとの非類似度が
小さくなるような定義である最短距離法において特に顕著に出る．逆に統合さ
れると他のクラスタとの非類似度が大きくなるような定義である最長距離法，
統合されて個体数が増えると非類似度の値が大きくなる定義であるWard法では
鎖状効果は起こりにくい．  
  
 
    最短距離法（鎖状効果あり）   最長距離法（鎖状効果なし） 
図 3.5.17 階層的クラスタリングにおける鎖状効果 
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3.5.3 階層的クラスタリングによる DynDGA 
3.5.2項において各分割手法による母集団分割性能の比較を行った．この結果，
k-means 法および階層的クラスタリングにおける最長距離法および Ward 法にお
いて比較的良好な分割性能が得られた．しかし，k-means 法を用いる場合予め分
割数を求めておく必要があるため，収束状況で母集団分割が困難という問題が
ある．よって階層的クラスタリングを DGA へ適用し，最適計算の過程（個体の
進化の過程）でサブ母集団（島）の数や属する同じ特徴量を持つ個体数が柔軟
に変化していくような軌道生成アルゴリズム DynDGA(Dynamically Distributed 
Genetic Algorithms)を提案する． 
階層的クラスタリングによる DynDGAの概略を図 3.5.18に示す． 
3.2.4 項での母集団分割性能比較では，比較のため固定した分割数に母集団を
分割したが，分割する基準となる分割非類似度を決めておくことにすれば，進
化の過程で同じ特徴量を持つ個体数やサブ母集団（島）の数が柔軟に変化し多
様性のある最適解を生成する DynDGAとなる 
すなわち DynDGA によって分割した各クラスタをサブ母集団である島として
進化計算を開始する．その際に各島でそれぞれ行ったクラスタリングにより生
成されたクラスタに対し，島をまたいで非類似度を計算し，最終的に分割非類
似度以下の場合クラスタを 1つに結合するデンドグラムを形成させる． 
このように非類似度による階層的クラスタリングを行うことで母集団の収束
状況（個体の進化の状況）によって動的にサブ母集団（島）の分割および統合
を可能とするのが DynDGAの特徴である． 
 
図 3.5.18 階層的クラスタリングを用いた DynDGA  
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3.6 階層的クラスタリングによる DynDGA 軌道生成シミュ
レーション 
 
階層的クラスタリングによる DynDGA による軌道生成シミュレーションを行
い，従来の手法との比較および分割性能の考察を行う． 
DynDGA の計算条件は表 3.6.1 のとおりである．個体数は 100個体，世代数は
800 世代である．1 回目の母集団の分割統合処理は 20 世代目に行われ，その後
100 世代ごとに実行される．移住は 20 世代ごとに行われる．また，サブ母集団
である島の数を決める非類似度は 7102 に設定した． 
 
DynDGA の計算にクラスタリングを組み合わせる上で個体数の調整が必要に
なる．今回使用する世代交代モデル ERにおいては，子個体を生成するために島
内の個体数は偶数である必要がある．しかしクラスタリング結果によっては，
個体数が奇数となる場合がある．そのため，スタリングにより個体数が奇数と
なったクラスタには，個体数の最も多いクラスタから最も小さい適応度の個体
を移動させて個体数を調整することとする． 
 
表 3.6.1 DynDGAの計算条件 
Number of Individuals 100  
Number of Evolutions 800 
Crossover Method  Blend Crossover (BLX-0.5) 
Mutation Rate 0.01 [-] 
Migration Rate 0.1 [-] 
Migration Interval Every 20 Evolution 
Genetic Operator Elitist Recombination (ER) 
Integration Method for Equations 
of Motion 
Heun’s Method 
Integration Time Step  1 [s]  
Number of Evolutionary Clustering 
100 Evolution Interval  
from 20th Evolution 
Dissimilarity  2.0×10
7
  [-] 
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3.6.1 分割統合状況の確認 
 提案した DynDGA により母集団が動的に分割および統合できていることを確
認する．分割非類似度は 2.0×107とし，従来の DGAと比較するために最終的な
分割数が 9となるようなものを選んだ．組み合わせ手法は Ward 法を用いた．表
3.6.2 に分割数の変化を示す．ここで分割処理による島の増加と統合処理による
島の削減が動的に行われている様子がわかる．表 3.6.3に計算終了時の各島の個
体数と最大適応度を示す．また，図 3.6.1にそれぞれ 20世代目，220世代目，420
世代目および 620 世代目における分割統合処理後に得られた最適軌道の結果を
示す．図 3.6.2 および図 3.6.3 には，それぞれ 800 世代終了後の軌道とその制御
入力の履歴を示す．これらのデータから，収束状況によって個体集団が動的に
分割統合され，最終的に数種類の適応度の高い良解が得られ，目的地に到達で
きる複数の異なった軌道を同時に生成できたことがわかる． 
 
表 3.6.2 DynDGAによるサブ母集団（島）の分割数の変化 
Generations 
Number of Islands 
Before 
Clustering 
After 
Division 
After Merging 
20 1 21（+20） - 
120 21 25（+4） 12（-13） 
220 12 13（+1） 10（-3） 
320 10 11（+1） 10（-1） 
420 10 10（0） 9（-1） 
520 9 10（+1） 10（0） 
620 10 11（+1） 9（-2） 
720 9 10（+1） 9（-1） 
※（）：Variation in Number of Islands             
      
表 3.6.2 各島の適応度と個体数 
Island Max. Fitness Size Island Max. Fitness Size 
① 10.743 26 ⑥ 1.896 6 
② 2.218 38 ⑦ 0.421 2 
③ 6.133 6 ⑧ 0.355 2 
④ 2.239 8 ⑨ 4.295 2 
⑤ 3.636 10    
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20世代目 
図 3.6.1 DynDGAによる最適軌道のサブ母集団（島）の形成 
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220世代目 
 
420世代目 
 
620世代目 
図 3.6.1 DynDGAによる最適軌道のサブ母集団（島）の形成（続） 
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800世代目 
図 3.6.2  DynDGA による最適軌道の収束結果 
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(a) Island ① ~ Island ③ 
 
(d) Island ④ ~ Island ⑥ 
 
(c) Island ⑦ ~ Island ⑨ 
図 3.6.3  DynDGA による各島の最良個体の制御入力(800 世代目) 
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3.6.2 従来の GAおよび DGAとの比較 
本研究で提案する DynDGA と 2 章で示した従来の GA および DGA による軌
道生成結果を比較する．前述の表 2.5.3 に DynDGA の結果を追加したものを表
3.6.4に示す．  
最大適応度で比較してみると DynDGA による計算は，通常の GA の場合と比
較すると最大適応度が高く，効率的な解探索であった．ただし DGAの方が最大
適応度の高い結果となった．これは初期軌道からサブ母集団としての島を形成
して早くから進化計算を開始している DGA の方が，解探索が限定的になり適応
度の高い個体への収束が早いことが要因として考えられる．  
次に DynDGA において解探索が効率的にできているか確認するため良軌道に
収束できなかった島内の個体数で比較する．その良軌道に収束できなかった島
とは，具体的には最大適応度が 2.0 以下となっているサブ母集団のことである． 
通常の GA，DGAおよび DynDGA について各島内の軌道の収束状態を図 3.6.4
に示す．この図において赤く色付けされている島は最大適応度が 2.0以下の島で
ある．これからわかるように DynGAの方が収束性の悪い島の数が少なく，また
その島内の個体数も全体の 2割程度に過ぎない． 
このように本論文で提案する DynDGA は，目的地に到達できない島が幾つか
存在するものの，それらは個体数が少ない島であることから，多くの個体が良
軌道の探索に寄与できており，効率良く解の探索ができているといえる． 
 
 
 
表 3.6.4 GAおよび従来の DGAと提案する DGAの適応度比較 
 
Max. Fitness 
Number of Individuals in the Islands with 
the Max. Fitness Lower than 2.0 
Normal GA 7.77 － 
DGA 11.73 43.20 
DynDGA 9.45 19.65 
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DGA 
 
DynDGA 
図 3.6.4 従来の DGA と DynDGAによる軌道生成の比較 
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3.6.3 組み合わせ手法と分割非類似度の違いによる性能比較 
組み合わせ手法および分割非類似度を変化させたときの提案手法の性能評価
を行った．個体数は 100とし，分割非類似度は 1.0×107から 7.0×107まで 2.0×107
ずつ変化させた． 
表 3.6.5 に，各組み合わせ手法および分割非類似度による最大適応度の比較結
果を示す．表中の各計算結果は，同じ条件での軌道生成シミュレーションにつ
いて 20回計算した場合の平均値である． 
まずサブ母集団（島）の分割数を分割非類似度 1×107 の条件で見てみると，
その分割数が大きくなるのは最長距離法と Ward 法を用いた場合である．逆に分
割数が最も少なくなるのは最短距離法である．これは，最短距離法がクラスタ
間の最も近い個体間の距離を非類似度と定義しており，非類似度の値そのもの
が小さくなるためである．また全体的に分割非類似度が大きくなり分割数が 3
以下になると最大適応度が下がる傾向にある．しかし Ward 法ではあまり変わら
ず，広い条件で良い探索性能が得られていることがわかる． 
この性能の違いは鎖状効果による個体数の偏りによるものであると考えられ
る．クラスタリングの結果鎖状効果により分割された島の個体数に偏りがある
場合，個体数の大きな島は分割なしの場合の探索範囲が広くなるため，解の成
長が遅くなる．また個体数が極端に小さい場合，局所解に陥ってしまい解探索
が効率よく行われず良い解に収束できない．このため，母集団をサブ母集団（島）
に分割して解探索を行う場合はできるだけ個体数の偏りの少なくすべきである．
以上より最長距離法およびWard法は分割非類似度を大きくして分割数が小さく
なっても良い解探索性能を得たと考えられる．特に本研究で提案する階層的ク
ラスタリングによる動的分散遺伝的アルゴリズム DynDGA による最適軌道生成
に適している組み合わせ手法は，Ward 法という結論が得られた． 
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表 3.6.5 各組み合わせ手法を用いた場合の DynDGAの性能 
Division 
Dissimilarity 
Nearest Neighbor Method Furthest Neighbor Method 
Number 
of 
Islands 
Max. 
Fitness 
Number of 
Individuals in 
theBad Islands 
with the Max. 
Fitness Lower 
than 2.0 
Number 
of 
Islands 
Max. 
Fitness 
Number of 
Individuals in 
theBad Islands 
with the Max. 
Fitness Lower 
than 2.0 
1.0×10
7
 2.30 7.56 1.9 6.60 10.73 11.0 
3.0×10
7
 1.30 6.97 0.4 2.80 9.41 1.1 
5.0×10
7
 1.20 6.93 0.2 1.50 8.91 0.5 
7.0×10
7
 1.10 7.42 0.1 1.35 7.63 0.3 
9.0×10
7
 1.05 7.28 0.1 1.30 7.51 0.3 
 
Division 
Dissimilarity 
Group Average Method Centroid Method 
Number 
of 
Islands 
Max. 
Fitness 
Number of 
Individuals in the 
Islands with the 
Max. Fitness 
Lower than 2.0 
Number 
of 
Islands 
Max. 
Fitness 
Number of 
Individuals in 
theBad Islands 
with the Max. 
Fitness Lower 
than 2.0 
1.0×10
7
 4.55 10.99 4.5 3.70 10.64 5.1 
3.0×10
7
 1.60 7.60 0.7 1.45 7.05 0.4 
5.0×10
7
 1.30 7.46 0.2 1.35 7.34 0.2 
7.0×10
7
 1.25 7.55 0.2 1.25 6.96 0.2 
9.0×10
7
 1.10 7.26 0.1 1.15 7.18 0.2 
 
Division 
Dissimilarity 
Ward’s Method 
Number 
of 
Islands 
Max. 
Fitness 
Number of Individuals in the 
Islands with the Max. Fitness 
Lower than 2.0 
1.0×10
7
 7.10 11.38 9.4 
3.0×10
7
 4.30 10.70 5.4 
5.0×10
7
 3.25 10.38 2.4 
7.0×10
7
 2.60 10.57 0.5 
9.0×10
7
 2.20 10.42 0.5 
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3.7おわりに 
 3章では，同時に複数の最適軌道の良解を生成することを可能とする宇宙輸
送システムの誘導手法の開発を目的として，母集団を動的に分割統合可能な新
しい分散遺伝的アルゴリズム DynDGAを提案した．  
 
そして DynDGA について，サブ母集団（島）に分割するための個体の特徴量
および，特徴量から得られた非類似度にしたがったサブ母集団（島）への分割
手法について，幾つか候補を挙げ数値シミュレーションを行って，分割性能の
比較を行った．その結果，遺伝子を特徴量として用いても分割性能は良くなく，
ダウンレンジとクロスレンジの軌道データを用いた特徴量を選択する方が個体
間の非類似度と軌道の性質の相関関係が明確で，サブ母集団（島）への分割が
上手くいくことがわかった． 
 
またサブ母集団（島）への分割手法としては，分割数を固定しない階層型クラ
スタリングが良好な性能を示した．その中でも分割した島同士の距離，すなわ
ち非類似度の尺度である最長距離法や Ward 法を用いると，サブ母集団（島）に
属する個体数に偏りが出にくいことがわかった． 
 
階層的クラスタリングを用いた DynDGA による軌道生成シミュレーションを
行い，複数の良い軌道を生成できることを示した．従来の DGAに比べ最大適応
度が低くなってしまうことはあるものの，多様解としての複数の最適軌道の候
補が維持されており，得られた母集団全体が解探索に寄与できるような手法で
あることを示した．また，階層的クラスタリングの組み合わせ手法による
DynDGA において，軌道生成の性能比較を行った結果，サブ母集団の分割統合
には Ward 法が最も性能の良い手法であることもわかった． 
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第 4 章 FPGA を用いたオンボードリアルタイム計
算の実現性検証 
4.1 はじめに 
3 章において DynDGA を提案し，唯一の最適軌道のみならず複数の準最適な
代替軌道生成可能な軌道生成を提案した．次に，本章では，この最適軌道生成
のオンボードリアルタイム計算の実現性について検討する．実際に有翼ロケッ
トの誘導として用いる場合には飛行中の柔軟な軌道生成を実現するためにオン
ボードでリアルタイム計算する必要がある．しかし，GAを用いた軌道生成の場
合，適応度を計算するために生成される全ての個体に対して運動方程式の積分
計算を行わなければならず，2 章で述べたような計算量の削減を行っても計算負
荷が膨大になる．このため，従来のマイクロコンピュータではリアルタイム計
算は困難である．そこでリアルタイム計算を実現させるために並列計算が可能
な Field Programmable Gate Array (FPGA)とよばれる特殊な LSIを用いて誘導シス
テムの試作を行う． 
試作する誘導システムは現在九州工業大学が開発を進めている有翼ロケット
実験機を対象とし，単一の母集団での GA による飛行禁止区域無しの条件での
軌道生成を FPGA で構築する．そして，この誘導システムを実機に搭載しオン
ボードでのリアルタイム計算の実証を行う． 
本章では，FPGAを用いたこの誘導システムの試作および実証結果について述
べる．実証実験に関しては，まず有翼ロケット実験機で行った実証実験につい
て述べる．この実験ではオンラインでの飛行実証はできなかったもののオフラ
インでの解析からリアルタイム性が実現可能であることがわかった．このため
オンラインでのリアルタイム計算の実証のために行ったカイトプレーンと呼ば
れる小型飛行機による実証実験について述べる．そしてこれらの結果を基に，3
章で提案した DynDGA による軌道生成計算のオンボードリアルタイム計算の実
現性について検討する． 
 
4.2 Field Programmable Gate Array (FPGA) 
FPGA は内部の配線をユーザが自由に変更することで目的の機能を持った論
理回路を作成できる LSI の 1つである[26]．FPGAはハードウェア演算回路によ
って高速演算や並列計算を実行できることが大きな特長である．この特長を活
かし多数の入出力をもつインターフェース回路，基板サイズ削減や回路開発の
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コスト削減の用途に用いられる． 
FPGAの内部構成を図 4.2.1 に示す．FPGAは Logic Cell，配線・スイッチ，入
出力ブロック（IOB），Block RAM(BRAM)，DSP(Digital Signal Processor)等から
構成される．Logic cell は FPGA のハードウェア素子の最小単位であり Register
と LUT(Look-Up Table)から構成される．Register は値を保持する記憶素子，LUT
はユーザの任意の論理式を実現するために真理値表にしたがって動作を行う素
子である．DSP は乗算等の積和演算を高速で処理する機能を持つプロセッサで
ある． 
開発手順について述べる．まずハードウェア記述言語（Hardware Description 
Language；HDL）により内部で行う機能をソフトウェアのように記述して配線
設計を行う．次にこれをハードウェア素子に変換する論理合成，FPGA内の配線
情報を生成する配置配線といった作業を FPGA 開発専用のソフトウェアで行い
FPGAへの書き込み用データを生成する．最後に生成回路データを FPGAに書き
込み動作させる．FPGA には回路を別に保存しておく不揮発メモリが必要な
SRAM FPGA とメモリが必要ない Flash FPGAがある．SRAM FPGAを使用する
場合，FPGAとは別に不揮発メモリに回路データを保存する必要があり電源投入
後不揮発メモリから FPGAにダウンロードする．  
 
 
図 4.2.1 FPGA内部構成 
 
DSP
BRAM IOB
Logic CellWire/Switch
79 
 
4.3 有翼ロケット実験機のリアルタイム誘導システム 
4.3.1 有翼ロケット実験機 
4.3.1.1 概要 
実飛行による誘導システム実証のため，図 4.3.1 および表 4.3.1 に示す有翼ロ
ケット実験機（WIRES#014）を対象としてリアルタイム誘導システムを構築す
る． 
有翼ロケット実験機は航法誘導制御システムの実証を行う実験機である．こ
の実験機において本論文で述べる GA によるオンボードリアルタイム誘導の他
に INS(Inertial Navigation System)/GPS(Global Positioning System)/ADS(Air Data 
System)複合航法，H∞制御理論や適応制御を用いたロバスト姿勢制御といった研
究成果の実証を行う．機体は炭素繊維強化プラスチック CFRP(Carbon Fiber 
Reinforced Plastics)製ロンジロン型セミモノコック構造で，空力舵面は主翼にエ
レボン，二枚の尾翼にラダーを装備している．また減速シュートおよびメイン
シュートの 2 段式パラシュートシステムとエアバッグを利用し軟着陸回収を行
う． 
推進器としては北海道大学が開発している 2500N 級 CAMUI（Cascaded 
Multistage Impinging-jet，縦列多段衝突噴流）型ハイブリッドロケットエンジン
を使用する．推進剤には，ポリエチレンと液体酸素を使用する．打ち上げ時は，
ヘリウムの圧力で液体酸素を燃焼室に供給し燃焼を開始する．燃焼時間 6[s]であ
り有翼ロケット実験機を到達高度は約 1700[m]程度まで上昇させる能力を持つ． 
 
図 4.3.1 有翼ロケット実験機 
表 4.3.1 有翼ロケット実験機機体諸元 
Body Mass  45 [kg] 
Total Length  1.7 [m] 
Wing Area 0.47 [m
2
] 
Speed Brake Area 0.0 [m
2
] 
   
4.3.1.2 アビオニクス搭載機器 
有翼ロケット実験機は自律帰還飛行を行うため，位置，姿勢情報や飛行速度
等を計測する航法センサ，航法演算と誘導および制御を行う計算機，飛行情報
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を記録する外部メモリ，非常時に燃焼停止と非対称操舵および回収システムの
動作をさせる非常系，飛行時の光学計測用の小型ビデオカメラ等のアビオニク
スからなる図 4.3.2に示すような航法誘導制御システムを搭載する．  
 
 
 
図 4.3.2 有翼ロケット実験機アビオニクスシステム 
 
4.3.2 計算条件 
有翼ロケット実験機の軌道生成の計算条件について検討する．機体にはスピ
ードブレーキを搭載していないため，最適化する制御入力は迎角とバンク角の2
つとなり最適化変数は16個となる． 
また今回の計算では到達高度が低いことおよび一回目の実証実験であること
から飛行禁止区域を付加しない条件とする．このため定常滑空近似により生成
される軌道は図4.3.3の4種類となる．さらにこの中から境界条件より最短の軌道
となるような初期軌道を選び初期個体を生成する． 
ただし，本論文の定常滑空近似では初期位置によっては最短の軌道が生成で
きない場合がある．例えば構成する旋回軌道の2円が重なってしまった場合，2
円の共通内接線は存在しないため共通内接線を用いた軌道が生成できない．こ
の場合は目標位置側の円を変更し共通外接円を用いた軌道を初期軌道とする．
また共通外接円が生成できない場合がある．これは，初期位置と目標位置が近
すぎる場合である．旋回半径は空気密度が小さいほど大きくなるため2円の半径
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は異なるため初期位置での旋回半径の大きな円の中に目標位置での旋回半径の
小さな円が重ならずに存在する場合がある．このとき共通接線が全く生成でき
ないため解が存在しない．この場合は完全にランダムに初期個体を生成するこ
ととする． 
 
 
図4.3.3 定常滑空近似（4種類） 
 
 また，迎角の角度制限を表 4.3.2のように機体速度に応じて変更する．これは
運用上のすべての速度領域において迎角の制限値を 15 [deg.] (π/6 [rad])とした
とき，高速で飛行時に有翼ロケット実験機が耐えることのできる翼面荷重を超
えてしまうからである． 
 
表 4.3.2 有翼ロケット実験機の角度制限 
V [m/s] Limit  [deg.] 
V < 116 15 
116 < V< 122 14 
122 < V < 130 12 
V > 140 10 
 
 その他の条件については表 4.3.3に示す．飛行禁止区域の条件を付加しないこ
とで解探索範囲も縮小できるため，計算コストの削減し個体数・世代数はそれ
ぞれ 40個体・240世代（適応度計算数 10000）とする．世代交代モデルは ERを
採用し最適化を行うこととする． 
 
 
 
 
ξ
η
ξ
η
ξ
η
ξ
η
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表 4.3.3 GA計算条件 
Number of Individuals 24 
Number of Evolutions 250 
Crossover Method Blend Crossover (BLX-0.5) 
Mutation Rate 0.01 
Genetic Operator Elitist Recombination (ER) 
Equations of Motion Calculation 
Method 
Heun’s Method 
Step Width 1 [s] 
 
4.3.3 誘導システム回路構成 
 上記の条件での遺伝的アルゴリズムを用いたWIRES＃014誘導システムの構
成を図4.3.9に示す．使用する誘導システムでは制御用CPUより表4.3.4に示すよ
うな初期値データを入力しGAの計算を行なった結果の遺伝子を再び制御用CPU
に出力する．これら初期値は計測用CPUで取得し，制御用CPUへとCANデータ
バスを用いて送信される．そして制御用CPUと誘導用FPGA間の通信にはRS232C
にて行う． 表4.3.5に示すように最良個体遺伝子およびその個体の最大適応度を
出力するとFPGA全体にリセットを掛けて始めの初期値入力待ち状態に戻る．  
Verilog HDLによって記述される回路を一般にモジュールと呼ぶ．回路を設計
するには，モジュールを複数組み合わせて任意の処理能力を持つ回路を実現す
る．誘導システムでは大きく分けて入力モジュール，出力モジュール，初期個
体生成モジュール，GAモジュール，適応度計算モジュールの5つから図4.3.4に
示すように構成される．  
 
表 4.3.4 誘導システム入力データ 
 Data 説明 
1 I_V Initial Velocity 
2 I_gamma Initial Flight Path Angle 
3 I_psi Initial Direction Angle 
4 I_xi Initial Down Range 
5 I_eta Initial Cross Range 
6 I_alt Initial Altitude 
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表 4.3.5 誘導システム出力データ 
 Data 説明  Data 説明 
1 gene00  _a0 10 gene09  _a1 
2 gene01  _a1 11 gene10  _a2 
3 gene02  _a2 12 gene11  _a3 
4 gene03  _a3 13 gene12  _b1 
5 gene04  _b1 14 gene13  _b2 
6 gene05  _b2 15 gene14  _b3 
7 gene06  _b3 16 gene15  _ω0 
8 gene07  _ω0 17 max_fit Max. Fitness 
9 gene08  _a0    
 
 
 
図4.3.4 有翼ロケット実験機誘導システム構成 
GA Operation
• Mutation
• Selection
• Crossover
Initial Individual Generation
• Equilibrium Gliding Approximation
• Generation of Genes
Gene×16
Input
• Input Data by RS-232C
Output
• Output data by RS-232C
Initial data
Gene×16
Vinit , ξInit , ηInit , 
hInit , ψinit , γInit
Gene×16
Fitness Calculation
• Calculation of 
Equation of Motion
Ψ
ξ
V
η
γ
h
Gene
×16
Fitness
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数値は1s15.16(符号ビット，整数15bit，小数16bit) の固定小数点で扱うことと
する．初期個体生成モジュールや運動方程式計算モジュールでは乗除算，三角
関数，平方根といった計算を多く用いるが，これらのモジュールはそのまま論
理合成すると，それぞれにモジュールが作成されてしまうため全体のサイズが
非常に大きくなってしまう．このためサイズ削減のため，同一処理を行うモジ
ュールの中で待機時間が長いモジュールは共有して逐次処理を行うように設計
する．その他サイズ削減のため具体的に以下のような工夫を行う． 
 
①  乗算 
 乗算器はFPGAに使用されているDSPを使用することでLUTを節約するこ
とができる．しかし誘導システム全体で乗算を50個以上使用するため，その
ままではDSPを大量に消費してしまう．このため繰り返し計算を行う必要が
なく計算時間に大きく影響しない初期個体生成モジュールではひとつの乗
算器を共有して使用するように記述する． 
 
② 除算 
 Verilog-2001では除算がサポートされているが，除算器は非常に多くのLUT
を使用するためできうる限り使用を避ける必要がある．また回路規模が非常
に大きくなり遅延時間が大きくなるため最大動作クロックを大きくできな
い．そこで小さな回路で数clockに分けて計算を行うステートマシンとなるよ
うに設計した． 
 
③ 三角関数 
 三角関数はマクローリン展開を用いる手法も用いられるが乗算を多く使
用することになるため避けたい．そこでCORDIC（COordinate Rotation DIgital 
Computer）を用いて計算する[27]．CORDICを用いるとビットシフト演算と1
回の乗算のみで三角関数，逆三角関数といった軌道生成計算に必要な各計算
を行うことができる． 
CORDICによる三角関数の計算では図 4.3.5に示すような直角三角形を n個
用意する． 
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図 4.3.5 CORDIC による三角関数の計算 
 
予め計算に必要な値を計算する．まず直角三角形 ),1,,1,0( nnii   にお
ける角度
ic
 を計算しておく． 






 
iic 2
1
tan 1  (4.3.1) 
また，以下の式で求められる n 番目の直角三角形の斜辺の長さ
nc
L も予め
計算しておく． 
i
ic
ic
L
L
cos
1  (4.3.2) 
ただし 2
0
hl である． 
三角関数  Tsin ，  Tcos および  Ttan の値を求める場合以下の計算を行い，
i=nのときの nX および nY を求める．なお固定小数点数値における
i21 の計算
は iビットだけ左ビットシフトすることで計算できる． 
i
i
icii
Y
dXX
2
1
1

   (4.3.3) 
i
i
icii
X
dYY
2
1
1

   (4.3.4) 
icicii
d   1  (4.3.5) 
ここで 1, 0000  YXc  である．また， icd は以下の式で決定される． 








)(1
)(1
1
1
iT
iT
ic
d


 (4.3.6) 
これは，図 4.3.6 のように用意した直角三角形を組み合わせて最終的な角度
・ ・ ・
0c
L
1c
L
2c
L
0c

1c

2c

X
Y
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n がに近づくように配置していくことを表す． 
 
図 4.3.6 CORDIC による三角関数の計算手順 
 
最終的な nX ， nY および n番目の三角形の斜辺の長さ nhl から三角関数の値
が計算される． 
nc
n
T
L
X
sin  (4.3.7) 
nc
n
T
L
Y
cos  (4.3.8) 
nh
n
T
X
Y
tan  (4.3.9) 
 XY1tan の計算も同様の直角三角形を用いて計算できる．計算式は式
(4.3.10) ~ (4.3.12)のようなものとなり，最終的な角度
nc
 が求めたい角度とな
る．  
i
i
icii
B
dAA
2
1
1

   (4.3.10) 
i
i
icii
A
dBB
2
1
1

   (4.3.11) 
icicii
d   1  (4.3.12) 
ここで， XYA 0 の値であり， 10 B ， 2/0   [rad]である．また icd の
値は以下の基準で決定される． 








)0(1
)0(1
1
1
i
i
ic
B
B
d  (4.3.13) 
 
④ 平方根 
 Verilog-2001ではべき乗がサポートされているが容量が大きくなってしま
うおそれもあるため，シフト演算のみで平方根を求めることができる開平法
2c

1c

00 c
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X
Y
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1Y
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2Y
0X
0X 0X1
X
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0i 1i 2i
T 00
1
c


21
2
c


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で記述しサイズの節約を図った． 
 
⑤ 定数同士の計算 
 機体重量や重力加速度といった定数同士の計算に関しては搭載前に予め1
つの定数となるように計算しておき必要な乗算・除算の削減を図った． 
 
 
また，今回の計算結果は実際に機体の誘導に用いるため正常に軌道生成でき
なかった場合を考える必要がある．そのため最大適応度の軌道の終端位置が目
標位置と150[m]以上離れていた場合正常に軌道生成できなかったとみなして制
御用CPUに結果を出力しないようにする．そして全体にリセットを掛けて次の
計算の条件入力待ち状態となる．また，途中で計算にエラーが発生し1.5[s]以内
に計算が終了しなかった場合においてもリセットを掛けて始めの初期値入力待
ち状態に戻ることとする．このようなリセット処理を行うモジュールおよび目
視でのステータス確認用のLED駆動モジュールも搭載する（図4.3.7） 
 
 
図4.3.7 誘導システム構成 
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4.3.4 マイクロコンピュータとの性能比較 
 誘導システムの論理合成結果を表4.3.6に示す．使用するFPGAはXilinx社製の
ものとし論理合成はXilinx ISE13.4を用いて行った．この結果，Xilinx社製 
Spartan-6 XC6SLX150 -2FGG484C に搭載可能であることがわかった．またこの
ときの最大動作クロックは19.7 [ns]（50.8 [MHz]）である．次にこのFPGAが搭載
されている表4.3.7に示す市販のFPGAボードに実装し誘導システムの製作を行
なった．製作した誘導システム回路を図4.3.8に示す． 
 性能確認のため製作した誘導システムでの軌道生成計算を行った．その結果，
表4.3.8の境界条件において1.6[s]での計算を行うことができた．これを高性能マ
イコンボードであるBeagle Boardと比較して計算時間の評価を行なった． Beagle 
Boardの諸元を表4.3.9に示す．この結果よりBeagle Boardの計算時間に対し30％程
度の計算時間での処理が可能となったことがわかる． 
 
 
表4.3.6 誘導システム論理合成結果 
 Synthesis Result 
Spartan-6 
XC6SLX150 
Number of Slice Registers 27,640 184,304 
Number of Slice LUTs 63,180 92,152 
Number of Block RAM/FIFO 6 268 
Number of Digital Signal Processors (DSPs) 168 180 
 
 
表4.3.7 FPGAボード諸元 
HuMANDATA XCM-018Z-LX150 
FPGA Xilinx Spartan-6 XC6SLX150-2FGG484C 
On-board Oscillator 30 [MHz]/50 [MHz] 
Board Size 54 × 86 [mm] 
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図4.3.8 リアルタイム誘導システム 
  
表4.3.8 性能確認用境界条件 
  Initial Target 
Down Range   [m] 2000 0 
Cross Range   [m] 0 0 
Altitude h  [m] 2000 400 
Velocity V  [m/s] 60 - 
Flight Path Angle   [rad] 0 - 
Direction Angle 
  [rad] 0 
π 
(180[deg]) 
Time t  [s] 0 Small as Possible 
 
表4.3.9 Beagle Board 
Beagle Board 
CPU ARM Cortex-A8 1.0 GHz 
RAM 512 MB DDR RAM 
Board Size 85.6 ×85.1[mm] 
 
さらに計算の高速化について検討する．GAの計算では適応度の計算において
有翼ロケットの運動方程式の積分計算を行う必要があるため計算負荷が大きい
ため適応度の計算部分の改良が必要である．また対象のFPGAのサイズについて
も余裕があるため，図4.3.9に示すように適応度計算モジュールをもう1つ追加し
2個並列で計算することで計算時間の短縮を図った．この修正による論理合成結
果を表4.3.10に示す．そして同様の境界条件において計算時間を0.9[s]まで削減す
ることができた．これらの計算時間をまとめると表4.3.11になる．ここでFPGA
の計算時間は50 [MHz]のオンボード発振子を使用した場合のものである． 
Guidance Sytem
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図4.3.9 #014誘導システム構成（改良） 
 
 
 
表4.3.10 誘導システム論理合成結果 
 Synthesis Result 
Spartan-6 
XC6SLX150 
Number of slice registers 38,301 184,304 
Number of slice LUTs 69,003 92,152 
Number of Block RAM/FIFO 6 268 
Number of digital signal processors (DSPs) 168 180 
 
GA Operation
• Mutation
• Selection
• Crossover
Initial Individual Generation
• Equilibrium Gliding Approximation
• Generation of Genes
Gene×16
Input
• Input Data by RS-232C
Output
• Output data by RS-232C
Initial data
Gene×16
Vinit , ξInit , ηInit , 
hInit , ψinit , γInit
Gene×16
Fitness Calculation
• Calculation of 
Equation of Motion
Ψ
ξ
V
η
γ
h
Gene
×16
Fitness
Fitness Calculation
• Calculation of 
Equation of Motion
Ψ
ξ
V
η
γ
h
Gene
×16
Fitness
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表4.3.11 計算時間比較 
 
Beagle 
Board 
FPGA 
FPGA 
( Parallel Processing ) 
Calculation Time [s] 5.7 1.6 0.9 
 
 
また，FPGAでは計算量を減らすため固定小数点数を用いている．このため，
特に小さな数を扱うときに相対的に誤差が大きくなり，計算誤差が軌道に影響
していることが考えられる．このため軌道の 1つを Xilinx の FPGAシミュレー
ションソフト ISimを用いて計算し，MATLABによる浮動小数点数による運動方
程式の積分計算のシミュレーションとの比較を行っておく．軌道の初期値は表
4.3.15に示したものを使用し，表 4.3.12に示した FPGA を用いて求めた遺伝子か
ら計算される軌道を比較する． 
 
表 4.3.12 最良個体の遺伝子 
    
0a  
[-] 
0.5076 0a  
[-] 
1.2594 
1a  0.3290 1a  0.3091 
2a  -0.1246 2a  -0.1118 
3a  -0.0177 3a  0.1742 
1b  0.1263 1b  0.6689 
2b  -0.0645 2b  -0.0434 
3b  0.0075 3b  0.2251 
0  0.1561 0  0.1581 
 
 
この結果を表 4.3.13および図 4.3.10に示す．このMATLABの浮動小数点数計
算とFPGAの固定小数点数による軌道計算の結果から終端値に 11.1 [m]の誤差が
発生していることがわかった．  
このように固定小数点数による逐次計算と浮動小数点数での逐次計算で誤差
が蓄積し軌道の終端位置に差異がある．ただし，実飛行では一度生成した軌道
を目標位置に到達するまで続けて使用するのではなくリアルタイムで軌道をオ
ンボードで再計算し更新していくため，目標位置に近づいた状態で再度軌道生
成計算することで誤差の小さい結果を得ることができる．このようなことから
誘導に影響するほど大きな誤差では無いと考える． 
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表 4.3.13 軌道の終端値 
  MATLAB 
(Floating Point) 
FPGA 
(Fixed Point) 
Down Range [m] 16.3 12.7 
Cross Range [m] 18.8 2.5 
Altitude [m] 391.2 391.9 
Distance from Target [m] 26.4 15.3 
 
 
 
 
図 4.3.10 固定小数点数と浮動小数点数による軌道計算結果 
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4.4 有翼ロケット実験機による飛行実証実験結果 
4.4.1 実験概要 
有翼ロケット実験機の実験場所を，図 4.4.1に示す．実験は，北九州国定公園
に指定されている福岡県北九州市小倉南区平尾台で実施する．トランシーバを
持った実験関係者を登山道の要所に配置することにより，警戒域内への関係者
以外の立入り禁止や安全の確認を行う．実験機は，東北東方向に向かって打上
げを行う．実験機は頂点到達後旋回滑空飛行を行い，2段パラシュートシステム
で帰還する． 
 
 
図 4.4.1 北九州国定公園 平尾台 
 
本来この有翼ロケット実験機に使用する CAMUI 型ロケットエンジンは燃焼
時間 6[s]であり実験機の到達高度は 1700[m]程度まで達することができるが，射
場を平尾台とした場合では安全区域の制約から燃焼時間を 4[s]に落とし到達高
度 1200[m]程度とする．図 4.4.2 に平尾台での飛行実験における飛行プロファイ
ルを示す． 
画像 ©2014 TerraMetrics
地図データ ©2014 Google, ZENRIN
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図 4.4.2 飛行プロファイル（平尾台） 
 
 誘導システムは打上げ後 15[s]から計算を開始し，打上げ後 20[s]から誘導計算
結果を用いた姿勢制御を開始する．また，射点付近のランチャ等地上設備や射
点付近にある回収困難な地形への着陸を回避するため，誘導の目標位置は打上
げ方向をダウンレンジ方向として図 4.4.3のようにダウンレンジ方向 200[m]，ク
ロスレンジ方向 400[m]の地点に修正した． 
 
 
図 4.4.3 目標位置の修正  
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4.4.2 実験結果 
4.4.2.1 結果概要 
実験日は 2013 年 6 月 28 日（金）であり，有翼ロケット実験機の打上げ時刻
は午前 10:49 頃であった．天候は曇りで，射点付近は北東の風，風速約 3.8 m/s
であった．射角は 83[deg.]，打上方位は 75[deg.]（北を 0[deg.]として右回りを正
とする）であった． 
有翼ロケット実験機はランチャを脱出後，ロール回転をしながら上昇した．
燃焼終了後はロール回転が燃焼中とは逆になった．上昇でのピッチ角は目標射
角よりやや小さく，頂点高度は 578[m]と目標を下回った．頂点到達後は機首が
下がり，滑空飛行は極めて短時間で終わった．非常系を手動で作動させたもの
の高度不足のため減速シュートのみ開傘し，機体は硬着陸した． しかし，機体
搭載したデータ保存用 SDカード 2枚の内 1枚およびテレメトリで地上に送信し
たデータについてはデータの回収に成功した．図 4.4.4に今回の有翼ロケット実
験機の飛行試験の様子を示す． 
 
 
図 4.4.4 有翼ロケット実験機飛行試験の様子 
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4.5.2.2 誘導システム計算結果と考察 
 SDカードに保存されていたデータがすべてゼロであった，この結果は，FPGA
の停止あるいは計算の失敗等が考えられる．よって，オンラインでの計算がで
きたかについて，以下の 2つの可能性を検証した． 
1つ目は FPGAが誤動作または不動作が考えられる．しかしながら，直前の地
上での飛行模擬試験であるハードウェアインザループシミュレーションにおい
てシステムの正常動作を確認しており，可能性は小さい． 
2つ目として誘導システムは正常だが，良好な計算結果が生成できなかったこ
とが考えられる．誘導システムからの計算結果は実際に有翼ロケット実験機の
制御に用いるため，良好でない計算結果は使用しないようにしなければならな
い．このため今回の誘導システムでは目標位置を中心に半径 150m以内に到達す
る軌道が生成できない場合，FPGA は軌道を破棄しマイコンにデータを送信しな
い．この良好な計算結果が生成できなかった原因としては，図 4.4.5に示すよう
に高度が予定の半分と低すぎたこと，図 4.4.6 に示すように ADS の不具合から
負の速度が計測されたということが考えられる．なおダウンレンジ，クロスレ
ンジについては GPS が正常な位置データを取得しているため問題ない． 
 
 
 
図 4.4.5 高度変化 
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図 4.4.6 速度変化 
 
 
良好な計算結果がなかったという仮定を検証するため，SDカードの保存デー
タよりPCとFPGAを用いてオフラインでの軌道生成計算を行い生成される最適
軌道の確認を行った．実際に保存されたデータから打上げ後 15[s]以降の計算に
必要なデータをまとめたものが図 4.4.7である．そのデータを用いたオフライン
での計算結果を図 4.4.8に示す．この図において黒い丸で表されている地点が各
データにおける初期位置である．赤い線で表されている軌道は初期速度がマイ
ナスとなっているデータであり後ろ向きに飛行してしまった軌道である．また
灰色は目標地点付近（目標地点から 150[m]以下）に到達できなかった軌道を表
す．このように前に飛んでいる軌道も高度が足りず目標地点に到達できる軌道
が生成できていない．つまり飛行試験の状態では目標に到達する軌道は全く得
られないということがわかった． 
次に，もし飛行試験の際に高度が十分あった場合うまく計算できたかを検証
した．図 4.4.9に軌道計算結果を示す．高度が大きいとき（800[m]以上）では青
色の線で示した目標値に到達できる軌道が幾つか生成できているが，速度がマ
イナスになっている条件では軌道がうまく生成できていない． 
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図 4.4.7 オフライン計算用データ  
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(a) Horizontal Plane 
 
(b) Bird’s Eye View 
 
図 4.4.8 飛行実験での高度データと速度データを基にした軌道生成 
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(a) Horizontal Plane 
 
(b) Bird’s Eye View 
 
図 4.4.9 飛行実験での速度データと 400[m]オフセットした高度データを基にし
た軌道生成 
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上記結果より，負の速度が計測され高度が高くても後ろ向きに飛行してしま
い正常な軌道が生成できないという問題が起こることがわかった．今回の飛行
試験では ADSの不具合により速度を正常に測定することができなかった．  
そこで図 4.4.10に示す等加速度運動モデルのカルマンフィルタにより推定し
た速度を使用した場合の軌道生成の様子を確認した．この結果，図 4.4.11 のよ
うに今回の飛行試験の高度では正常と思われる速度を用いたとしても高度が足
りないことがわかった．ただし図 4.4.12に示すようにさらにシミュレーション
通りの 1000[m]程度の高度があればほぼ確実に軌道生成に成功することがわか
った． 
 
 
 
図 4.4.10 速度の推定 
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(a) Horizontal Plane 
 
(b) Bird’s Eye View 
 
図 4.4.11 推定速度データと飛行実験の高度データを基にした軌道生成 
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(a) Horizontal Plane 
 
(b) Bird’s Eye View 
 
図 4.4.12 推定速度データと 400[m]オフセットした高度データを基にした軌道
生成 
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最後に良好な結果を得ることができた推定速度データと 400[m]オフセット高
度データを条件とした場合の各軌道計算の計算時間を計算した．図 4.4.13 にそ
の結果を示す．初期条件によって生成する軌道の長さが異なるため，計算速度
にばらつきがあるが良い軌道を生成できた計算は 0.2～0.8 [s]で計算できている
ことが確認できた．今回の飛行実験ではこの計算時間が誘導に十分な速度であ
るか確認することはできなかったがおよそ想定通りの計算速度であることは飛
行時のデータを基に確認することができた． 
 
 
 
図 4.4.13 FPGAによる軌道生成の計算時間 
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4.5 カイトプレーンを用いた飛行実証実験 
 有翼ロケットの飛行実験において飛行時のデータを基に 1[s]程度の計算速度
をオンボードシステムで達成できることを確認した．さらにデータを取得して
考察を深めるためにカイトプレーンと呼ばれる小型飛行機を用いて飛行実験を
行った．  
 
4.5.1 カイトプレーン 
今回の飛行試験に使用したカイトプレーンを図 4.5.1に，また，基本仕様を表
5.1.1 にそれぞれ示す．今回使用したカイトプレーンは株式会社スカイリモート
が開発したものである．このカイトプレーンは凧型の主翼を持っているため，
揚力・上昇能力が高く離着陸に要する距離が固定翼機に比べて短い．また自律
安定性が高く低速で飛行を行えるため，手動操縦技術の習得も容易な機体であ
る． 
今回のカイトプレーンには GPS を搭載しており，事前に飛行プログラムを登
録することで自律飛行が可能である．今回の試験でも離着陸時以外は自律飛行
によって飛行させた．カイトプレーンに搭載されている自律制御基板の外観を
図 4.5.2に，自律飛行装置の仕様を表 4.5.2にそれぞれ示す． 
 
 
図 4.5.1 カイトプレーン 
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表 4.5.1 カイトプレーン仕様 
Total Length [mm] 2280 
Span [mm] 2780 
Height [mm] 1130 
Mass [kg] 18 
Max. Velocity [m/s] 20 
Max. Altitude [m] 200 
 
 
 
図 4.5.2 自律飛行制御基板 
 
表 4.5.2 自律飛行装置仕様 
Size [mm] 65×100×35 
Mass [g] 130 
Operation Voltage [V] 6~16 
CPU [-] Renesas Electronics  H8/3069 
Sensors [-] GPS，Magnetic Field Sensor，Gyro Sensor 
 
 
カイトプレーンでは GPS の位置情報から飛行中の緯度・高度・進行方向の情
報を取得している．制御方法概略としては，まず事前に目標とするポイントを
設定しておき，GPSの測定値から目標ポイントまでの距離と方向の算出を行う．
その距離から，磁方位センサとジャイロセンサで補正を行いながら方向舵をき
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り，目標ポイントに向けて機体を飛行させる．また，目標高度と機体の高度情
報を比較し，推力の調整を行うことで飛行高度を制御する． 
飛行ポイントの設定は飛行開始前に基地局にて行う．まず基地局位置に機体
を置き GPS 情報を取得，そこを原点としてモニタリングソフトに登録を行う．
目標ポイントはモニタリングソフト上で原点からの方向と距離と相対高度で設
定を行う．また目標ポイントとは別に帰還目標ポイントを 0 番目の目標ポイン
トとして設定する．帰還目標ポイントは通常原点であるが，移動可能である．
その後，データ通信機を介して機体へ送り，記憶させる． 
自律飛行時は登録された目標ポイントの 1 番目から順に通過していく．最後
のポイントを通過すると，目標ポイントは 1 番目に戻り，繰り返し順番通りに
各ポイントを通過していく．飛行高度については目標ポイント通過とは関係な
く，目標となるポイントの飛行高度に達するまで上昇を行い，目標高度より高
い場合は下降するように設定されている． 
また，自律飛行制御装置はラジオコントロール受信機を内蔵しており，地上
にあるラジオコントロール送信機を操作することで，自律飛行装置からの制御
信号（自律制御信号）とラジオコントロール送信機からの制御信号（手動制御
信号）を切り替えることができる．したがって，飛行中に自律制御から手動制
御に変更することも可能である． 
また地上基地局を図 4.5.3に示す．カイトプレーンに搭載された自律飛行制御
装置内の位置情報および制御情報はデータ送信機を介して基地局 PC のモニタ
ソフトに無線送信される．基地局では機体位置，制御状態，電源電圧等をモニ
タソフト上にリアルタイム表示を行い，それらのデータを飛行ログとして保存
する．また，モニタソフトは目標ポイント位置，制御の各種設定値を自律飛行
制御装置に送り，自律飛行の支援も行う．飛行時のモニタシステム画像を図 5.3.4
に示す． 
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図 4.5.3 地上基地局 
 
 
※国土地理院の 2万 5千分 1地図を使用してカシミール 3Dにより作成 
図 4.5.4 モニタリングシステム画像 
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4.5.2 実験装置（プロトタイプデバイス） 
カイトプレーンに搭載し軌道生成計算を行うために，ADS/IMU/GPS複合航法
システムの評価用装置として開発したプロトタイプデバイスを用いた．このプ
ロトタイプデバイスは複合航法計算のために必要なセンサおよび計測データ処
理用コンピュータで構成されている（図 4.5.5）．ADS のうち，気圧高度計によ
る計測データのみ GPS CPUで取得しており，その他の対気速度，迎角，横滑り
角については ADS CPUで取得している．これは，HNS（Hybrid Navigation System）
で行っている航法演算に気圧高度のデータを使用するためである．過去の有翼
ロケット飛行実験から，ADS高度情報が GPS 高度情報より優れた精度であるこ
とが分かっており，今回は気圧高度計を採用する．軌道生成計算用 FPGA は ADS 
CPUに接続して RS232C通信によりデータの送受信を行うこととする． 
 
 
 
 
図 4.5.5 プロトタイプデバイス構成図 
 
 
プロトタイプデバイスを図 4.5.6に示す．このプロトタイプデバイスを図 4.5.7
のようにカイトプレーンへ搭載する．プロトタイプデバイスは HNS，ADS，差
圧センサおよび誘導の 4 つのボックスから構成される．HNS ハードウェアを搭
載したボックスの寸法は 270×145×100[mm]，ADS ハードウェアを搭載したボッ
クスの寸法は 165×120×60[mm]，差圧センサを搭載したボックスの寸法は
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110×75×75[mm]，誘導システムのハードウェアを搭載したボックスは
110×75×75[mm]の大きさである．ピトー管やチューブ等その他の搭載物を含めた
全備重量は 1930gである． 
HNSを搭載したボックスには同期用のスイッチが設置されている．プロトタ
イプデバイスのメインスイッチを入れると全ての CPU に同時に電源が入り，
GPSの衛星補足が始まる．この時点では HNS CPU，ADS CPU 共にデータの取
得は行うが SDへの保存は行わない．GPS が衛星を 4基以上補足後，同期用スイ
ッチを ON にすることで SD保存に関係する HNS CPUおよび ADS CPUのタイ
マが同期され，複合航法演算と誘導計算および各種データ保存が始まる．この
同期スイッチはHNS CPUとADS CPUのタイマスタートを同期する目的と，GPS
の衛星捕捉に数分かかることから，ADS側の保存データを軽減する目的で採用
している． 
 
 
 
 
 
図 4.5.6 プロトタイプデバイス 
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図 4.5.7 カイトプレーンへの搭載状態 
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4.5.3 カイトプレーン飛行実験概要 
試験場所は熊本県熊本市西区新港にある熊本港フェリー乗り場北側の工業用
地内にて行う．試験場所の様子を図 4.5.8に示す．カイトプレーンでの飛行試験
においては最大でも高度 200[m]までしか飛行できないため，軌道作成を可能と
するために測定した気圧高度に 1500[m]のオフセットを設けたものを計算条件
として扱う．また飛行速度も最大で 20[m/s]程度と低速なため，こちらも 50[m/s]
のオフセットを設けて速度の計算条件とする． 
また，今回の実験ではダウンレンジ・クロスレンジの原点を図 4.5.8に示す地
点（北緯 32.763714 [deg.]，東経 130.585053 [deg.]）として，この地点の上空 400[m]
を図 5.5.9のように目標位置とする．ここでダウンレンジ正方向を東，クロスレ
ンジ正方向を北と設定する．軌道生成計算は枠に囲まれた領域をカイトプレー
ンで飛行し軌道の作成を行う．  
 
 
図 4.5.8 カイトプレーン試験場所（熊本新港） 
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図 4.5.9 目標位置（カイトプレーン飛行試験） 
  
また，今回の誘導計算は有翼ロケットのダイナミクスとし軌道の作成のみを
行う．実際に機体制御に使用しないため計算の入出力部分にエラー処理は行わ
ず全データを出力することとする．誘導システムへのデータ出力は 1.5[s]間隔と
する．また，計算に使用した初期値を誘導システム側から返すように修正した． 
 
表 4.5.3 誘導システム出力データ（修正後） 
 Data 説明  Data 説明 
1 gene00  _a0 13 gene12  _b1 
2 gene01  _a1 14 gene13  _b2 
3 gene02  _a2 15 gene14  _b3 
4 gene03  _a3 16 gene15  _w0 
5 gene04  _b1 17 max_fit Max. Fitness 
6 gene05  _b2 18 time Calculation Time 
7 gene06  _b3 19 I_V Initial Velocity 
8 gene07  _ω0 20 I_gamma 
Initial Flight Path 
Angle 
9 gene08  _a0 21 I_psi 
Initial Direction 
Angle 
10 gene09  _a1 22 I_xi Initial Down Range 
11 gene10  _a2 23 I_eta Initial Cross Range 
12 gene11  _a3 24 I_alt Initial Altitude 
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O
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4.5.4 カイトプレーン飛行実験結果 
カイトプレーンによる飛行試験は 2013 年 12 月 1 日（日）に行った．飛行試
験の様子を図 4.5.10 に示す．飛行試験では合計 5 回飛行しオンボードでの軌道
生成計算を行った．この時の試験条件を表 4.5.4に示す．また，このときの GPS
データから計算した飛行経路を図 4.5.11 に示す．この図では飛行試験#1 での飛
行経路を示している． 
 
表 4.5.4 試験条件（2013/12/1） 
  #1 #2 #3 #4，#5 
Start Time [h:m] 11:07 11:53 14:00 14:53 
Temperature [°C] 13.6 16.3 13.4 14.3 
Pressure [hPa] 1020.1 1020.8 1019.7 1019.5 
 
 
 
図 4.5.10 カイトプレーン飛行試験の様子 
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図 4.5.11 飛行試験データ（#1） 
 
次に FPGA によるオンボードでの軌道生成計算結果を表 4.5.4 に示す．また，
生成された軌道を図 4.5.12 から図 4.5.16 に示す．ここで，黒い丸は初期位置，
緑の丸は目標位置を示す．これらの結果から初期高度 1500[m]と想定したとき，
平均 1[s]で良好な軌道をオンボードで生成できるということが実証できた． 
 
表 4.5.5 カイトプレーン飛行試験結果 
Test 
Number of 
Calculations 
Max. Fitness 
(Ave.) 
Calculation Time 
(Ave.) 
Bad Trajectory 
#1 251 16.1 0.872 13 
#2 161 13.0 0.964 32 
#3 93 21.2 0.949 3 
#4 180 15.7 0.917 14 
#5 433 15.74 0.908 30 
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(a) Horizontal Plane 
 
 
(b) Bird’s Eye View 
図 4.5.12 カイトプレーン飛行試験結果（#1） 
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(a) Horizontal Plane 
 
 
(b) Bird’s Eye View 
図 4.5.13 カイトプレーン飛行試験結果（#2） 
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(a) Horizontal Plane 
 
 
(b) Bird’s Eye View 
図 4.5.14 カイトプレーン飛行試験結果（#3） 
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(a) Horizontal Plane 
 
 
(b) Bird’s Eye View 
図 4.5.15 カイトプレーン飛行試験結果（#4） 
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(a) Horizontal Plane 
 
 
(b) Bird’s Eye View 
図 4.5.16 カイトプレーン飛行試験結果（#5） 
 
 
Target
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目標値付近に到達する軌道ができていない不良軌道の場合について考察する．
図 4.5.17に不良軌道の例を示す． 
  
(a) Flight Test #2 
  
(b) Flight Test #5 
図 4.5.17 生成された不良軌道の例 
 
ここで生成された不良軌道は移動していない軌道，目標値に近づいていない
軌道の 2種類に分類できる．表 4.5.6に 2種類に分類した結果を示す． 
 
表 4.5.6 不良軌道の分類 
No. Situation 
Number of  
Failed Trajectories 
① Unmoving 63 
② Unreachable 8 
Total 71 
 
 
①の軌道は初期高度が目標高度よりも低いため軌道計算が終了している状態
である．今回の飛行実験で発生した不良軌道のほとんどを占める．これらの軌
道は FPGA へ渡した初期値が想定した値でないところで発生している．この原
Target
Start
Target
Start
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因としては誘導システム内部ではなく計測エラーや FPGAと通信不良である可
能性が高い． 
 ②の経路について見てみると，初期経路角が大きいことが共通して見られた．
そして図 4.5.18のように軌道は垂直に上昇し後ろ向きに落下を開始するような
軌道となっている．これは経路角が大きいときに迎角を大きくとり揚力係数を
大きくした場合，経路角の運動方程式（式(2.2.1b)）からわかるように経路角が
下がりにくい状態になり，かつ時間刻みが大きいため負の速度となってしまう
ものと考えられる．これを防ぎ正常な軌道を生成するためには経路角が大きい
場合，迎角をゼロとして機首を下げて滑空飛行に移るようにする等の条件を追
加する必要であると考えられる． 
 
 
 
図 4.5.18 発散している軌道における速度と経路角の履歴 
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4.6 DynDGAのリアルタイム計算の検討 
4.4 節および 4.5 節の飛行実験において，飛行禁止区域なしの条件におけるオ
ンボード GA軌道生成計算が 1[s]以下で可能であることを示した．この現状の結
果を基に，3 章で提案した階層的クラスタリングを用いた DynDGA 計算時間に
を簡易的に推算し，リアルタイムの実現性について検討する． 
まず，対象の FPGA について考える．表 4.6.1 に Xilinx 社の Spartan-6 以降の
FPGAファミリについて FPGAチップ 1個当たりのスペックを示す[28]．  
 
表 4.6.1 Xilinx 社の FPGAファミリ 
FPGA Family Max. Logic Cells Max. DSPs 
Spartan-6 147,443 180 
Artix-7 215,360 740 
Kintex-7 477,760 1,920 
Vertex-7 1,160,880 3,600 
 
 
 ここで，今回使用した FPGAボードと同じ大きさの HuMANDATA社製の小型
FPGAボードが存在する Kintex-7 XC7K160T を対象 FPGAとした場合を考える．
このとき，現在使用している Spartan-6 に比べロジックセルの規模は 1.5 倍にな
る．このため，現状の構成から考えるとスピードブレーキのフーリエ級数の計
算を含めても 4 つの運動方程式が 1 つの FPGA に入ると予想できる．またこの
FPGA は最大 3 [Gb/s] のシリアル通信トランシーバを搭載しており高速通信が
可能であるため，複数の FPGA ボードを用いて並列計算するシステムを構築で
きると考えられる．図 4.6.1に DynDGA のための誘導システムの構成案を示す． 
 このシステムでは，メインの FPGA とサブの FPGA の 2 種類の FPGA から構
成される．メインの FPGA では初期個体生成およびクラスタリングによる島の
作成を行う．適応度の計算が計算時間および回路規模も大きくなるのでサブの
FPGAで構成する．こちらは 4 つの適応度の計算を同時に計算できると予想して
いるため，2グループの ERの処理を並列で行うような構成が可能であると考え
る． 
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図 4.6.1 DynDGAを用いたリアルタイム誘導システム構成案 
 
現状の適応度の計算では，1 ステップの運動方程式の積分計算に 100クロック
かかっている．2章で想定した障害物を考慮した計算条件の場合を考えると障害
物内の飛行距離の計算やスピードブレーキの計算が追加される．しかし，これ
らは回路規模が小さく他の運動方程式の計算と並列で処理が可能であると考え
る．このため，1ステップの計算時間を 100クロックとして概算する．運動方程
式の積分は 150ステップ（150[s]間の積分計算）とすると 1個体には 300[μs]かか
る．これを，動作周波数 50[MHz]として 100個体 800世代分の計算を 16個体並
列計算で処理すると考えると 1.5[s]となる． 
つぎに，メイン FPGAとサブ FPGA間の通信にかかる時間について検討する．
まず ER の処理を行うために 1 個体あたり 32[bit]の遺伝子 24 個と適応度 1 個の
合計 800[bit]のデータを通信する必要がある．このデータ 100 個体 800世代分の
データをメイン FPGA からサブ FPGA へ，サブ FPGA からメイン FPGA へと送
受信する必要があるので 128[Mbit]のデータを通信する必要がある．このデータ
を 4 つのサブ FPGA で並列計算することを考え 1Gbit/s の通信で行うとすると
0.032[s]であり，適応度計算に比べて計算時間の影響は小さいことと考える．ま
た今回の DynDGA ではクラスタリングに使用する特徴量の軌道データを運動方
程式の積分計算より求める必要があり，特徴量もサブ FPGA からメイン FPGA
に送信する必要がある．ただし，動的分割処理は間隔を開けて行う処理なので
常に特徴量が必要なわけではない．1 回の 40 個の特徴量の通信は 2 世代分の遺
Guidance
Main
Sub Sub Sub
ER① ER②
Children Generation
＋
Fitness Calculation（2 Children）
＋
Selection
×2
Initial Individual Generation
DynDGA (Clustering)
Serial Communication
Max. 3 G/s
（Gene＋Fitness + Feature）
×2
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伝子の通信量程度なので計算時間に大きく影響することは無いと予想できる． 
最後に階層的クラスタリング自体の処理にかかる時間について考える．3章で
述べたとおり計算自体は階層的クラスタリング計算初期のクラスタ数＝個体数
のときの非類似度を保存しておけば，その後のクラスタ統合後の非類似度は簡
単に求めることができる．このため RAM に格納した非類似度データへのアクセ
スが主な処理になると予想できる．また，前述したとおり階層的クラスタリン
グによる母集団分割処理は毎世代行う処理ではないことから DynDGA の計算全
体からみれば大きな計算量にはならないと考える．  
このようなことから全体を合わせても適応度の計算にかかる 1.5[s]の 2 倍の
3[s]以内で処理は可能ではないかと考える．この 3[s]がリアルタイム誘導として
十分かどうかは今後実証していく必要があるが，複数の FPGA による並列計算
で，DynDGAのリアルタイム計算は十分実現可能であると考えられる. 
 
4.7 おわりに 
 本章では GAによる軌道生成アルゴリズムのオンボードリアルタイム計算の実
現性について検討した．そのためにまず現在開発中の有翼ロケット実験機のた
めの誘導システムを構築した．飛行禁止区域なしの単純な軌道生成問題の計算
を FPGA に搭載することで 1[s]程度の計算時間で軌道を生成することができる
ことを確認した．  
実際に，有翼ロケット実験機の飛行試験でリアルタイム生成の実証を試みた
が到達高度が低いことやADSの不具合等によりオンラインでの確認はできなか
った．しかし，打上げ後オフラインで確認し正常な飛行状態であれば 1[s]程度の
計算時間で軌道生成を行うことができることを示した．また，さらにカイトプ
レーンを用いた飛行実験により，オンラインでの 1[s]程度で軌道生成計算が可能
であることを実証することができた．今後は再度有翼ロケット実験機の飛行試
験を行いこの 1[s]が誘導システムとして十分かどうか確認する予定である． 
また，DynDGA の計算時間であるが，現在の構成では計算負荷が大きいため
リアルタイムでの計算は難しい．しかし対象としているものよりも高性能な
FPGA を用い並列計算することでリアルタイム計算は十分に実現できることを
証明した． 
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第 5章 結論 
 
5.1 本研究でわかったこと 
 本論文では母集団を動的に分割および統合可能な動的分散遺伝的アルゴリズ
ム DynDGA を提案し，これを有翼ロケットの軌道生成問題に適用し複数の良好
な軌道を同時に生成できるシステムを提案した．そして，いくつかの母集団の
分割方法を用いてシミュレーションを行い，このアルゴリズムの有効性および
軌道生成問題に有効な手法について確認した．軌道の分類においては，GAで用
いている遺伝子では直接軌道の形状を表現していないため，特徴量として用い
るのは好ましくない．適応度の計算時に求められるダウンレンジ，クロスレン
ジ，高度のデータから特徴量を作成し分割することで良好な性能が得られた．
また，分割手法としては階層的クラスタリング，特に Ward 法は広い条件で良好
な性能が得られている．これは Ward 法が個体数の偏りが少ないクラスタを作成
するため GAにおける探索範囲が確保できているからであると考えられる． 
 この研究の最終目標は有翼ロケットのオンボードにおいてリアルタイム軌道
生成計算を実現することである．このため DynDGA をオンボードリアルタイム
での計算を実現性の検討を行った．DynDGA の前段階として分割なしの GA に
よる軌道生成アルゴリズムを FPGA に搭載することで現在開発中の有翼ロケッ
トを対象とした飛行禁止区域なしの条件において 1[s]位下での計算が可能であ
ることを有翼ロケット実験機およびカイトプレーンの飛行試験結果より示した．
また，これを基に DynDGA のオンボードでの計算時間を概算しリアルタイムで
の計算が実現可能であることを示した． 
 
5.2 今後の課題 
 DynDGA に関する今後の課題は，今後は提案手法を広範囲の計算条件に対応
できるようにすることである．現在ダウンレンジおよびクロスレンジのプロフ
ァイルをそのまま特徴量として用いている．しかし，この特徴量では初期条件
等によって非類似度が大きく変化してしまうため分割非類似度を決定しづらい．
このため特徴量の標準化を行うことが挙げられる．また特徴量が多くなると分
割性能が低下する場合があるため主成分分析[29]等による特徴量の削減も改善
点として挙げられる．主成分分析は特徴量間の相関が大きい場合有効であり，
今回の特徴量であるダウンレンジおよびクロスレンジの履歴への適用は効果的
であると考えられる．また，最適な分割非類似度の決定方法についても検討を
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進める必要がある．最適な分割数の決定には，Beale’s Pseudo F Test や Cubic 
Cluster Criterion (CCC)といったものが挙げられる[30]．このような手法を基に，
より効率的な解探索となるように母集団を分割する分割非類似度を決定するこ
とが考えられる． 
 また，オンボードリアルタイム計算の実現のために DynDGAの FPGAの実装
を進める．本論文では障害物無しの軌道生成問題を分割なし GA で計算するた
めの誘導システムを FPGAで開発した．これを障害物ありの条件で DynDGAに
より最適軌道を計算するためのシステムを開発する．これを実機に搭載し実飛
行でのリアルタイム誘導システムとして有効であることを実証することが今後
の課題である． 
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付録 A．定常滑空近似 
A.1 定常滑空近似における機体速度，旋回半径，滑空比の計算 
機体を質点とした場合の運動方程式は以下 3式のようになる. 
 sin
2
1 2 mgCSV
dt
dV
m
Dw
  (A.1) 


coscos
2
1
360
2 mgCSV
dt
d
mV Lw   (A.2) 


 sin
2
1
360
cos 2 LwCSV
dt
d
mV   (A.3) 
まず，滑空比を求める．(A.1), (A.2)において，(左辺)=0とすると， 
Dw
CSVmg 2
2
1
sin    (A.4) 
 cos
2
1
cos 2
Lw
CSVmg   (A.5) 
上記２式より， 


cos
tan
L
D
C
C
  (A.6) 
よって滑空比は 
D
L
C
C 

cos
tan
1
  (A.7) 
となる． 
また経路角は， 






 


cos
tan 1
L
D
stb
C
C
 (A.8) 
速度は，(A.8)で求めた を用いて，(A.5)より求めることができる． 


cos
cos2
Lw
stb
CS
mg
V   (A.9) 
次に，旋回半径を求める．水平面で考えた滑空距離を x とすると， 
22













dt
d
dt
d
dt
dx 
 (A.10) 
であり， 
133 
 


coscosV
dt
d
  (A.11) 


sincosV
dt
d
  (A.12) 
であるから， 
   22 sincoscoscos  VV
dt
dx
  
   22 sincoscos  V  
cosV
dt
dx
  
(A.13) 
となる． 
(A.13)と(A.3)より曲率は以下の式で表される． 





cos
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1
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2
1 2
V
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dt
dx
dt
d
dx
d Lw
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

2cos2
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m
CS Lw  
(A.14) 
よって旋回半径 stbr は以下の式で表される． 


 sin
cos21 2
Lw
stb
CS
m
r   (A.15) 
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A.2 障害物を考慮しない場合における定常滑空近似 
まず，障害物を考慮しない場合の計算方法を示す．このとき，図 A.1 に示す
ように 2つの円弧と 1つ直線で構成される．この場合は 2つの円弧部分（区間 0
→1，区間 2→T）と 1 つの直線部分（区間 1→2）から構成される．円弧部分で
は，迎角最大における最大角度のバンクでの右旋回もしくは左旋回とする．旋
回半径は A-1 で示した計算式で求める．直線部分はバンク角 0 の状態で一定の
迎角で飛行するものとする． 
 
図 A.1 定常滑空近似（障害物なし） 
 
計算しやすいように円 01（半径： 01r ，中心：x軸上で x=L）と円 2T（半径： tr2 ，
中心：原点）となるように座標を変換して考える．この時 2 つの円の共通接線
を考えると，それぞれの円との交点座標は以下の連立方程式を解けば良い． 
 
 
図 A.2 座標の変換 
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２つの円の方程式はそれぞれ以下のようになる． 
  201
2
1
2
1 ryLx   (A.16) 
2
2
2
2
2
2 Tryx   (A.17) 
また，直線の方程式は以下のようになる． 
  201
2
111 rLLxyyxLx   (A.18) 
2
222 Tryyxx   (A.19) 
ここで式(A.17)，式(A.18)より 
.
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2
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2
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2
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y
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T




 (A.20) 
式(A.20)の定数を Kとおくと 
LKxx  21  (A.21) 
21 Kyy   (A.22) 
L
rLKr
x T
2
01
22
2
1

  (A.23) 
式(A.21)および式(A.22)を式(A.16)に代入すると 
  20122222222 rrKyxK T   (A.24) 
となり，Kの値が求まる． 
Tr
r
K
2
01  (A.25) 
ここで， 0K のとき共通内接線であり， 0K のとき共通外接線を表す．ただ
し，共通内接線は  trrL 201  であるとき存在する．k の値が求まると接点の座
標が決定する．円 2との接点は以下の式で求めることができる． 
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2
2






  (A.26) 
2
2
2
22 xry T   (A.27) 
円 1との接点は式(A.21)および式(A.22)で求めることができる． 
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次に円弧部分の飛行時間を計算する．円弧 01を考えると図 A.2の関係から
01 をまず求める．飛行距離である弦長 01L を求める． 
010101  rL  (A.28) 
これと降下量，機体速度から円弧部分の飛行時間を計算する． 
120101 tanLh   (A.29) 
01
2
01
2
01
01
V
hL
t

  (A.30) 
同様にして 12h ， Tt2 を求める． 
また，直進部分の降下率 12 の正接（tan）は以下の式で表される． 
L
D
L
D
C
C
C
C
L



1201
12
12
cos
h
tan

  (A.31) 
 ここで DC ， LC は迎角の関数なのでこの区間の迎角 12 が決定される． ただ
し 12h は直線部分での降下量であり，初期高度 0h ，目標高度 Th および円弧部分
での降下量 01h ， Th2 から以下の式で計算される． 
TT hhhhh 201012   (A.32) 
 また 12L  は軌道を水平面に投影した時の距離であり以下の式で表される． 
   212
2
1212 yyxxL   (A.33) 
これより，飛行距離と飛行速度から直線部分の飛行時間 12h を計算する． 
12
2
12
2
12
12
h
V
L
t

  (A.34) 
 
A.3 障害物を考慮する場合の定常滑空近似 
障害物を考慮する場合，図 A.3 に示すように 3 個の円弧と 2 つの直線で構成
される．障害物部分の円弧（区間 2→3）の半径は初期位置での旋回半径とし，
この部分での滑空比は直線部分と同じ値として求める． 
計算方法としては軌道を区間 0→2 と区間 3→T の 2 つに分けて障害物なしの
場合と同様にそれぞれ共通接線を求める．そして区間 0→1，および区間 4→Tの
部分での降下量と飛行時間をそれぞれ計算する． 
次に区間 1→4の降下量と飛行距離から滑空比を求める．次に旋回部分と直線
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部分で それぞれ迎角を計算する．また，区間内の飛行時間をそれぞれ計算する． 
 
 
図 A.3 定常滑空近似（障害物あり） 
 
A.4 矩形入力のフーリエ級数表現 
A-2および A-3で制御入力の矩形波形を求めることができる．最後にこれをフ
ーリエ級数で表現し初期軌道の遺伝子を作成する．初期個体集団はこの値を基
に乱数で一定範囲内をふることで生成する． 
3次のフーリエ級数の式は以下の式である． 
 ,)sin()cos(
2
)(
3
1
00
0 


n
nn tnbtna
a
tF   (A.34) 
ここで図 A.4に示すような矩形入力の各係数を求める． 
 
図 A.4 矩形入力 
ξ
η
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φ : -φlimit/φlimit
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Nを軌道の区間の数とする（障害物を考慮しない場合 3，障害物を考慮する場
合 5）と，a0は以下の式で表される． 

N
j
jjtF
T
a
0
0
1
 (A.35) 
次に an以下の式で表される． 
  








N
j
t
tj
T
T
n
j
j
tnF
T
tdtntF
T
a
1
00
0
2
2
0
0
1
0
0
sin
2
)cos()(
2


 (A.36) 
ここで， 

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1
 (A.37) 
である．さらに角周波数 0 [rad/s]の定義 
0
0
2
T

   (A.38) 
を考えると，以下の式になる． 
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 (A.39) 
同様に，bnは以下の式となる． 
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