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Abstract: An artificial intelligence-assisted low-cost portable device for the rapid detection of se-
vere acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is presented here. This standalone
temperature-controlled device houses tubes designed for conducting reverse transcription loop-
mediated isothermal amplification (RT-LAMP) assays. Moreover, the device utilises tubes illuminated
by LEDs, an in-built camera, and a small onboard computer with automated image acquisition and
processing algorithms. This intelligent device significantly reduces the normal assay run time and
removes the subjectivity associated with operator interpretation of colourimetric RT-LAMP results.
To further improve this device’s usability, a mobile app has been integrated into the system to control
the LAMP assay environment and to visually display the assay results by connecting the device to
a smartphone via Bluetooth. This study was undertaken using ~5000 images produced from the
~200 LAMP amplification assays using the prototype device. Synthetic RNA and a small panel of
positive and negative SARS-CoV-2 patient samples were assayed for this study. State-of-the-art image
processing and artificial intelligence algorithms were applied to these images to analyse them and
to select the most efficient algorithm. The template matching algorithm for image extraction and
MobileNet CNN architecture for classification results provided 98.0% accuracy with an average run
time of 20 min to confirm the endpoint result. Two working points were chosen based on the best
compromise between sensitivity and specificity. The high sensitivity point has a sensitivity value of
99.12% and specificity value of 70.8%, while at the high specificity point, the sensitivity is 96.05%
and specificity 93.59%. Furthermore, this device provides an efficient and cost-effective platform for
non-health professionals to detect not only SARS-CoV-2 but also other pathogens in resource-limited
laboratories, factories, airports, schools, universities, and homes.
Keywords: artificial intelligence; SARS-CoV-2; rapid detection; portable device; image processing; LAMP
1. Introduction
COVID-19, caused by the severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2 virus), has emerged as a highly infectious pandemic disease, rapidly spreading
and severely compromising world health systems. It causes severe acute respiratory
syndrome and has resulted in significant disruption to the lives of the people and economies
worldwide. At the time of writing this paper, more than 3.4 million people have died,
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and over 164 million people are infected with SARS-CoV-2 [1]. The transmission rate is
high compared to other recent diseases as most individuals infected with SARS-CoV-2
are asymptomatic but can still transmit the virus to others [2,3]. Therefore, it is crucial
to identify SARS-CoV-2 infection at the earliest possible opportunity to reduce virus
spread and mitigate the economic impact and burden to healthcare systems [4]. Therefore,
improving testing capacity and enabling rapid SARS-CoV-2 testing outside designated
laboratories are of paramount importance.
Despite the revolutionary technological advances in healthcare and disease tracking,
the existing SARS-CoV-2 clinical tests are expensive and inadequate for rapidly monitoring
the community spread of COVID-19 infection. The current diagnostic solutions are mostly
dominated by the quantitative reverse transcription-polymerase chain reaction (RT-qPCR)
test, which is time-consuming and relies on expensive facilities as well as scientifically
trained staff. Therefore, it is currently not feasible to undertake rapid individual testing
in offices, airports, etc. This bottleneck may be associated with a rapidly rising number
of cases remaining untested, adding pressure on the healthcare systems and national
economies and delaying the plan to return to normality. Moreover, travelling to a testing
centre to obtain an RT-qPCR test is not always practical.
Therefore, it is critical that inexpensive, rapid, and easy-to-use consumer device
are developed that can be used to detect SARS-CoV-2 in resource-limited laboratories,
factories, schools, universities, airports, offices, and homes with excellent sensitivity and
specificity. This study describes the development of a low-cost rapid molecular diagnostic
device integrated with a smartphone application for the rapid detection of SARS-CoV-2
using the artificial intelligence (AI) assisted reverse transcription loop-mediated isothermal
amplification (RT-LAMP) method.
2. Background
Understanding the molecular characteristics and epidemiological distribution of
pathogens provides essential insights into their origins and genetic nature, which may help
to develop more effective diagnostics and associated control strategies. Early diagnosis
will aid in the prevention and control of disease outbreaks in humans and animals.
The use of rapid molecular diagnostics has been significant in the improvement of
human, plant, and animal health. It has great potential for improving, health, welfare,
and economics if implemented efficiently and rapidly and integrated into a surveillance
system. The World Health Organization (WHO) has deemed nucleic acid amplification tests
(NAATs), including RT-qPCR and RT-LAMP, as gold standards for diagnosing SARS-CoV-
2 [5]. The diagnostic solutions are mostly dominated by expensive lab-based qPCR and real-
time PCR devices. Standard molecular test methodologies use RT-qPCR, which has several
drawbacks such as the need for expensive instruments, trained personnel, sophisticated
facilities, and complex thermal cycling for the PCR reaction, and it is time-consuming [2,6].
These constraints make it challenging to miniaturise real-time PCR instruments and real-
time disease monitoring to identify disease outbreaks at an earlier stage.
Isothermal loop-mediated isothermal amplification (LAMP) assays do not require
complex thermocycling equipment, and the presence of the target can be identified by
a simple colour change [2,7]. The LAMP assay is a unique nucleic acid amplification
technique introduced by Notomi et al. [8]. LAMP assays have been demonstrated to
produce diagnostic results with increased sensitivity and specificity [5]. It is a very rapid,
sensitive, and efficient nucleic acid amplification technique that amplifies a few copies of
nucleic acid into millions of copies. This approach is fast compared to PCR and other similar
techniques [2]. Additionally, the robustness of isothermal technologies to tolerate known
PCR inhibitors allows for more straightforward sample preparation methodologies making
these technologies ideal for field use [9,10]. LAMP results detection can be obtained based
on pH changes due to nucleic acid accumulation: colourimetric detection or incorporation
of fluorescent DNA binding dye: fluorometric detection. LAMP can be multiplexed for the
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simultaneous identification of several pathogens, and early information could be obtained
about the presence and distribution of the targeted pathogens.
Several studies have been published describing RT-LAMP assays for the detection of
COVID-19 and other infectious diseases [2,6,9–13]. However, the heating required for the
LAMP process is manually controlled, and results are interpreted manually. These factors
limit the use of these assays in a laboratory setting. The device described here can be used
as a portable device that non-scientific staff can use.
To enable field deployment, we have developed an ultralow-cost handheld molecular
diagnostic device with integrated imaging and artificial intelligence-based image process-
ing capability to expedite diagnosis, as shown in Figure 1. This platform will automatically
control the assay environment and display the results in a mobile app using an algorithm
to automate the image acquisition and identify colourimetric changes in the LAMP assay.
Figure 1. (A) System block diagram of low-cost portable molecular diagnostic device proposed for SARS-CoV-2 detection.
(B) Exterior of the low-cost portable molecular diagnostic device.
3. Portable Molecular Diagnostic Device
A platform was built with a smartphone app, with Raspberry Pi (RPi) as a processing
unit, and an RT-LAMP-based test unit which houses eight temperature-maintained portable
isothermal nucleic acid amplification tubes illuminated by LEDs and an in-built camera,
as shown in Figure 1. The RT-LAMP-based test kit has assays for testing, a heating block
to provide the required heating for the RT-LAMP reactions, and sensors to check the
temperatures and control the heating. Battery-powered Raspberry Pi is connected with a
camera to analyse the results and to control the testing. All the above components were
assembled into a 3D printed enclosure (14.3 × 10.8 × 6 cm) with the USB and TCP/IP ports
having access to the RPi. This system was designed to take commands from smartphones
regarding the test, execute the commands, and return the mobile app results. A detailed
description of the device developed to detect SARS-CoV-2 can be found in Figure 2.
3.1. RT-LAMP-Based Test Unit
In contrast to RT-qPCR, RT-LAMP reactions can occur at a fixed temperature (63 ◦C
to 65 ◦C), simplifying instrumentation and reducing power consumption [14]. In our
platform, the temperature required to carry out the RT-LAMP reaction is maintained
through an aluminium heating block with many off-the-shelf electronic components and
custom flexible resistive heating elements. A detailed description of the device and the
RT-LAMP assay developed to diagnose SARS-CoV-2 can be found elsewhere [15].
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Figure 2. Schematic diagram of the ultralow-cost molecular diagnostic device for SARS-CoV-2 detection.
As shown in Figure 2, two custom resistive heating elements (5W, NEL, Newcastle
upon Tyne, UK) and ten digital temperature sensors (DS18B20, Maxim Integrated, San Jose,
CA, USA) are used to provide the necessary temperature to perform the RT-LAMP assay
and control the temperature within the set range, respectively. A Raspberry Pi Camera
(RPi Camera) is used to image the assay progression, and eight LEDs (LW T733, Osram,
Munich, Germany) are used to provide consistent lighting to aid imaging. The device is
powered by a 20,000 mAh power bank (Anker Power Core, Anker, Shenzhen, China) with
two 5 V, 2 A outputs.
Two custom-designed aluminium heater blocks were used in the device fabrication.
These heater blocks were uniquely designed to enable uninterrupted imaging of the RT-
LAMP assay progression and provide consistent lighting. The heater block, which holds the
reaction tubes, contains cuts to expose equal parts of the reaction tubes to the camera. This
is achieved by matching the angle of the cuts on the heater block to that of the viewing angle
of the camera. This enables equal areas of all the tubes to be captured, which is vital for
image processing. Similarly, the lid heating element contains two aluminium pieces bonded
together with a heat transferring adhesive (TermoGlue, Termopasty Grzegorz Gasowski,
Sokoły, Poland) with the custom resistive heating element sandwiched in between. The
cut-through holes in the three components are aligned and fixed to the lid mounted PCB to
allow the LEDs to shine directly through the cut-out holes into the reaction tubes.
3.2. Raspberry Pi
As shown in Figure 2, Raspberry Pi (RPi) is used to control the device. The one-wire
interface of the RPi was used to connect ten digital temperature sensors positioned directly
on the PCB boards to monitor heater block temperature changes and provide real-time
feedback control. Python-based control software is used to control the heating, image the
progression of the RT-LAMP assay, and store the time-lapse images and temperature data
within a specified folder. These images are then used by the AI-based image processing
algorithm to identify the test results. Once Raspberry Pi starts, it runs autorun, the python
script to start the Bluetooth channel to listen to the commands from the smartphone. The
user can then initiate a test by pairing the device with the mobile app via Bluetooth and
selecting the required diagnostic assay.
3.3. Mobile App
The mobile app is able to connect with the RPi computer to send control commands,
system messages, and software updates, and display test results. A Bluez package [16],
the official Linux Bluetooth stack supporting the core Bluetooth layers and protocols, is
Electronics 2021, 10, 2065 5 of 13
used to communicate between RPi and mobile applications. Once a Bluetooth client is
connected through the mobile app to the server in RPi, the mobile app starts to send
command messages to the RPi to control the SARS-CoV-2 testing environment. Once
testing has started in the RPi, the mobile app will disconnect the connection to the server to
minimize the power consumption in the smartphone and RPi. After 20 min, the connection
is re-established to check the status of the test and wait until all the tests are completed
before closing the connections.
4. Methodology
The RT-LAMP assay was conducted in 8 tubes and remotely instructed to initiate
testing at 65 ◦C. Once the samples (lysates) were introduced into the test tubes and the
start button was activated from the smartphone app, the Bluetooth server running on RPi
received the command message and increased the temperature of the test tubes to 65 ◦C
to commence amplification (RT-LAMP) process and started to capture the images of test
tubes at 20 s intervals. Each image consisted of 8 frames around each tube with a black
background. Once required images were collected for 20–25 min, analysis on those images
was executed within the RPi to detect the colour change from pink to yellow, confirming
that the contents of that tube have a positive sample. If the colour remained pink, it was
then deemed as negative.
These images were then forwarded to an image processing algorithm implemented
using OpenCV to identify the results. As shown in Figure 3, different algorithms were
tested to separately extract test tube images, identify test results, and reduce the testing time.
The results of the image analysis were transmitted to the mobile app available through the
Bluetooth connection. In this way, the test results were displayed on the smartphone and
saved in a database for later use.
4.1. Data Collection
To train the AI model and validate the models, images were acquired from the pro-
totype device, which carried 8 test tubes including a NTC (negative test control) and
PTC (positive test control), every 20 s during the isothermal amplification stage for nearly
200 assays, including a few patient samples for SARS-CoV-2 collected by the University of
Surrey and Lancaster University and synthetic RNA assays with different dilutions which
were the same genetic sequence as that of the N-gene of SARS-CoV-2 [15]. The clinical
samples were individually collected from COVID-19 suspected patients through routine
NHS screening. These samples were then anonymised using a unique (UoS) identifier and
transported in virus transport media (VTM) to the laboratories. For this study, total RNA
was extracted using 140 µL of the spiked VTM and a commercial kit (QIAamp Viral RNA
and mini kit (Qiagen, Valencia, CA, USA) and QIAgen RNeasy). A total of 4 µL of the
extracted RNA was then used in the LAMP reaction as per the manufacturer instructions
(NEB, UK) [15] and inserted in the device for amplification and image analysis. As shown
in Figure 4, 5712 test tubes images were extracted from the images of these experiments,
and 4339 images were used to train the models and 482 images were used to validate
the model. Once validated in the training process, 891 images were used to report the
performance of the selected models in our study.
4.2. Ethics Statement
This study was undertaken across two universities. For the study and validation
undertaken at the University of Surrey, the use of human nasopharyngeal swabs was
approved by the Health Research Authority (HRA) NHS Research and Ethics Committee
(REC) (University of Surrey IRAS project ID: 283201, NHS REC number: 20/EE/0125). For
the study and validation undertaken at Lancaster University, the clinical samples were col-
lected and processed according to the guidelines and approval of the Faculty of Health and
Medicine Research Ethics Committee (FHMREC) of Lancaster University, UK. The study
was approved by the FHMREC on 8 June 2020 under the reference number FHMREC19112.
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Figure 3. Overview of the different colorimetric approaches. (A) Template matching algorithm to
extract test tubes. (B) Histogram-based classification approach. (C) YUV-based sum of absolute
difference (SAD) approach.
Figure 4. Overview of the test, train, and validation split.
As shown in Figure 4, a total of 5712 test tube images were extracted from those
datasets. The study was exempt from requiring specific patient consent as it only involved
the use of anonymised extracted RNA and existing collections of data or records that
contained non-identifiable data about human patients.
4.3. Data Processing with a Template Matching-Based Algorithm
As the area within the tube displaying the colour change was fractionally smaller
than its background in the images collected with this device, each targeted tube frame was
extracted from the image before applying an image processing algorithm. A reference tube
was selected as a template, and a template matching algorithm [17] was applied to extract
all tubes from the first image. The rationale for the template matching was to search and
find the location of tubes in a larger image. It merely moved the template image over the
input image to perform the 2-dimensional convolution and compared values to get the
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maximum overlap on deciding the exact similar areas. As the test tube positions did not
change over time within the given test environment, the template matching algorithm was
only applied to the first timeframe image. After getting the precise locations of the tubes,
the coordinates of the extracted areas were only considered for analysis for the remaining
images. This approach decreased the size of the problem drastically to a manageable size
compared to taking the whole image.
The main challenges of using the RT-LAMP-based colourimetric approach were bub-
bles in the test tubes, a relatively small area to detect the colour change, pixel variations
and data drift due to camera flash, and background reflections, as shown in Figure 5. Dif-
ferent algorithms were applied for the images taken during the experiments to overcome
these challenges.
Figure 5. Different types of noise present in the data set.
4.4. Histogram Comparison
Once the positions of the tubes were extracted, the histogram method was applied as
a method of comparing and classifying the tubes based on their colours. Histograms were
calculated in a few different colour spaces. The histogram represents the frequency of pixel
intensities present within the tubes for all the channels [18]. The number of bins, the range
of intensities, and the channel selection were the three primary parameters for calculating
the histograms. The number of bins selected should be sufficiently broad to capture the
significant features in the data by ignoring fine details due to noise and fluctuations [19].
After experimentation, a bin size of 32 gave better results for our experiments. The range
of intensities was selected as a [30–200] pixels channel in our experiments to reduce the
complexity of calculating histogram range and remove the effect of white colour due to
light and the significant portion of black background pixels.
4.5. Sum of Absolute Difference
Sum of absolute differences (SAD) was another basic image processing algorithm
applied to classify colours in our experiments. SAD is a method for evaluating the similarity
between two regions of images of the same size. As our images were heavily affected by
different light levels, images were converted to the YUV colour space to reduce the effect
of variant light, and then SAD algorithms were applied.
In YUV colour space, the Y channel represents luminance, whereas the U and V
channels represent the chrominance. Separating the luminance from the chrominance
reduced the effect of light changing and shadow noises in each test tube [20]. Finally,
the chrominance (U,V) channels from the YUV image were considered for the next step
of image processing. The chrominance (U,V) values of those extracted test tubes were
compared with reference orange test tubes in positive control and reference pink images
in negative control test tubes to calculate the sum of absolute difference (SAD) for each
pixel value.
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For this pixel comparison approach and colour classification, three different strategies
were investigated.
I. Using negative test control (NTC)/positive test control (PTC) of each timeframe
image as a reference image and comparing other tubes present within the same timeframe.
II. Using NTC/PTC of the first timeframe image as a reference image and comparing
all other tubes in all the timeframes.
III. The sum of two comparisons where the first was a comparison between tubes and
NTC/PTC from the same time frame and the second compared the same tube to
its first timeframe.
The third approach provided the best results out of the three as it not only looked for
local colour changes but also tracked colour changes over time. In addition, this technique
was less affected by colour and brightness variations. The resulting SAD values were then
normalized using a moving average with a window size of 5.
Typical SAD approaches use a reference image block to slide around the image and find
the minimum sum of absolute difference to identify similar images to the reference image.
As these algorithms were run on RPi, the complexity of those SAD calculations needed to
be reduced to make it run as efficiently as possible on the RPi. Therefore, we applied a
decoupled approach where the test tube areas were extracted using a template matching in
the first soft comparison phase, and then colour differences were identified based on the
YUV space of the nearby area of extracted tubes in the hard comparison approach.
4.6. Deep Learning Approach
Even though a SAD-based approach gave a better result for better image sets, this
approach failed to generalize in tests where tubes with bubbles and different background
light conditions were present. In addition to that, the SAD method required manual
intervention in finding the best threshold for each experiment. Therefore, a more dynamic
and robust technique was required. Keeping that in mind, a deep learning-based approach
was used in our experiments to generalize the classification and make the process invariant
to the noise present in the data. As image background and quality change in the images
are captured by this SARS-CoV-2 testing device, a bespoke artificial intelligence (AI)-based
colour detection was proposed to identify colour changes and to reduce the test running
time. As with previous approaches, the first step in the process was extracting 8 test tubes
from each image by applying a template matching algorithm. The main challenges of
using the colourimetric approach were the colour perspective change due to background
change, problems in identifying small changes, bubbles in the test tubes, a relatively
small area corresponding to colour change, and pixel variation due to camera flash and
background reflections.
Deep learning is a subdomain of AI that does not require any domain knowledge
to work; instead, it learns hidden patterns from examples present in the dataset. Deep
learning architecture was proposed with the bespoke eight layers, as shown in Figure 6.
It consisted of four convolutional layers (Con2D) followed by two dense and an output
layer. Binary cross-entropy was used as a loss function as it is a binary classification, 0.001
was used as the initial learning rate, and Adam as an optimizer to compile the model. A
5 × 5 size kernel has been used but the filter size after every two Con2D layers increases.
At the 1st, 2nd, 3rd, and 4th layers of Con2D, 3, 32, 64, and 64 filters have been used,
respectively, to learn from the input. After each Con2D layer, the max-pooling layer with
a 2 × 2 pooling size has been applied to decrease the spatial size of the feature map and
return the important features to avoid overfitting. As the final pooling and convolutional
layer gives a three-dimensional matrix as output, a flattening layer has been applied before
passing the output as input to the dense layers. A rectified linear unit (ReLU) has been
applied in the activation functions with the four convolutional layers and three dense
layers, and a sigmoid activation function has been applied with the output layer to increase
the nonlinearity in the input image, as the images are fundamentally nonlinear in nature.
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Figure 6. Bespoke convolutional neural network architecture.
MobileNet [21] is a CNN architecture model mainly used for image classification
with devices with less computation power such as mobile devices and embedded devices.
MobileNets are based on a streamlined architecture that uses depth-wise separable convo-
lutions to build lightweight deep neural networks [21]. Other than the mentioned CNN
architecture, MobileNet architecture was also used for our experiments to improve the
performance [21]. Although the bespoke AI model worked better than SAD techniques,
MobileNet [21] provided the best performance. MobileNet, being designed for mobile
applications, provided better performance and inferred smoothly on RPi.
A data generator was implemented with bespoke CNN and MobileNet to read the
images in batches and feed them to the model. This data generator implementation helps
to consume less memory and to use real-time data augmentation by adding variation to
the samples by adding small horizontal flips, horizontal and vertical shifts ranging from
10–20 pixels, and random brightness change. To reduce overfitting, early stopping with the
patience of three epochs was used on validation error, which means if validation error does
not drop for three consecutive epochs, training would stop.
4.7. Time Optimization for SARS-CoV-2 Test
With the naked eye, colour changes can be identified after an average time of 20 min.
The trained models were used with a positive test control (PTC) and negative test control
(NTC) in the newly developed device to identify gradual colour changes at an earlier
stage, as shown in Figure 7. During the experiment, one positive control and one negative
control were used. Once the PTC was identified as positive, and the NTC was identified as
negative consecutively three times, the tests were stopped, and the results were returned
to reduce the waiting time and power consumption.
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Figure 7. Overview of algorithm used to reduce the testing time with MobileNet CNN architecture.
5. Results and Discussion
This study is the first to demonstrate the implementation of unique image processing
and AI-based algorithms in a portable, low-cost molecular diagnostic device for SARS-CoV-
2 (COVID-19) detection and to evaluate its performance. The classification performance of
the proposed methodologies with the developed device was demonstrated by measuring
the area under the receiver operating characteristic (AUROC) on the image datasets taken
by the developed devices, as mentioned in Figure 4. AUROC is chosen as it can be used as
a criterion to measure the discriminative ability of the device for COVID-19 positive and
negative. All the algorithms were applied after extracting separate tubes using a template
matching algorithm. Table 1 lists the performances of those algorithms. Receiver operating
curves were plotted by varying the operating threshold. As shown in Figure 8, the results
indicate that MobileNet performs best with 98% AUROC for different background lights to
classify colour amid the bubbles and different background light settings while the bespoke
CNN algorithm gives 91.7% AUROC. Two operating points from the receiver operating
curves were chosen as the best compromise between sensitivity and specificity. The high
sensitivity point has a sensitivity value of 99.12% and specificity value of 70.8%, while
at the high specificity point, the sensitivity is 96.05% and the specificity 93.59% for the
MobileNet model in the test dataset.
Table 1. Comparation of performance of different algorithms applied to the developed device.
Methodologies Performance




Performance is measured in terms of area under the receiver operating characteristic (AUROC).
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Figure 8. Receiver operating characteristic (ROC) with MobileNet algorithm.
During the RT_LAMP-based experiment, gradual colour changes for positive samples
were detectable with the naked eye in a 25 min to 30 min time gap depending on viral load.
The corresponding samples were run on this prototype device with the inbuilt MobileNet
model with a template matching algorithm, and temporal and real-time colour changes
were monitored as described earlier. A clear colour change was detected and calibrated
as early as 20 min on average and the RT-LAMP-based experiments are automatically
stopped once the colour change is detected by the device, thus reducing the waiting time
and power consumption.
Collectively, our results demonstrate that the newly designed portable AI-assisted
device has high sensitivity and specificity for the detection of the SARS-CoV-2 virus causing
COVID-19 and reduces the waiting time and power consumption of the device. In addition,
this device can be operated by a non-scientifically trained user as it removes the subjectivity
associated with operator interpretation of the colourimetric RT-LAMP results and the
testing steps are automatically controlled through mobile app commands.
6. Conclusions
This portable, low-cost SARS-CoV-2 detection device has the potential to have a
significant positive impact on the population at large. Two main challenges in controlling
the effect of the COVID-19 pandemic are identifying infections and tracking the possible
contacted person to stop the disease from spreading. The proposed technology highlights
the power of electronic, AI, and mobile technology to control the SARS-CoV-2 pandemic
by providing rapid and affordable test results in resource-limited laboratories, airports,
and homes and helping the authorities to reduce the spread of the virus.
In this study, we have developed a portable, low-cost system that allows detection
of SARS-CoV-2 viruses in six separate patient samples within an average time of 20 min
with 99.12% and 95.17% sensitivity and 70.80% and 89.75% specificity in the selected
operating points, even by a non-medically trained user. The template matching algorithm
and MobileNet CNN approach in RPi will learn the patterns through the training to classify
colours of the tube amid the noise. The use of this novel RT-LAMP test will be helpful
especially for detecting SARS-CoV-2 with low viral loads when testing upper respiratory
tract specimens from patients.
The developed low-cost portable SARS-CoV-2 detection device will automatically run
an RT-LAMP-based assay and return the results to a mobile app. In the future, we plan to
integrate the device with the cloud, schedule the results through the unified app, upload
the results automatically to the secured location, and connect it to the contact tracing app
to help further mitigate the disease spread. The development of an AI-assisted detection
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device with multiplexed assay capability could simultaneously detect other pathogens and
increase its clinical utility in multiple applications in human, plant, and animal health.
To commercialise this prototype, the device must have CE marking and medical body
approval in the given country (e.g., MHRA approval for the UK). In addition, steps are
required to ensure no sample contamination occurs inside the device and the tested samples
can be safely and easily disposed of. There are limitations to this system, including the fact
that colorimetric RT-LAMP relies on pH changes due to nucleic acids amplification, in the
presence of the target RNA. Therefore, the pH of samples needs to be stable, by using a
standard method of extraction, to avoid false positives. In addition, knowledge of the target
pathogen genome sequence is required in order to design the test primers. In this study,
relatively few patients’ samples were processed to train the algorithm. Therefore, in the
future, additional processing of clinical samples may help to further enhance the system.
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