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Abstract
In this paper, Maxwell’s equations involving generally nonlinear polarization and ﬁeld-
dependent currents are studied. The main objective is the asymptotic behavior of the solution
for t-N if no damping term occurs in the equation governing the polarization ﬁeld.
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1. Introduction
The paper is concerned with a generally nonlinear system consisting of Maxwell’s
equations
e@tE ¼ curlH @t *P Jðx;EÞ  j; m@tH ¼ curl E; ð1:1Þ
on Rþ  O coupled with the equation
@2t Pþ ðrPVÞðx;PÞ ¼ gE ð1:2Þ
on Rþ  G: Here OCR3 denotes the spatial domain and GCO is an open subset. In
(1.1) the function *P is the extension of P on Rþ  O deﬁned by zero on the set
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Rþ  ðO\GÞ: This system, which describes the propagation of electromagnetic waves
in a dielectric medium occupying the set G; is supplemented by the initial boundary
conditions
~n4E ¼ 0 onð0;NÞ  G1; ~n4H ¼ 0 on ð0;NÞ  G2; ð1:3Þ
Eð0; xÞ ¼ E0ðxÞ; Hð0; xÞ ¼ H0ðxÞ ð1:4Þ
and
Pð0; xÞ ¼ P0ðxÞ; @tPð0; xÞ ¼ P1ðxÞ on G: ð1:5Þ
Here G1C@O is the perfectly conducting part of the boundary and G2 ¼def @O\G1: The
unknown functions are the electric and magnetic ﬁeld E;H; which depend on the
time tX0 and the space-variable xAO; and the dielectric polarization P deﬁned on
Rþ  G:
Furthermore, e; mALNðR3Þ denote the dielectric and magnetic susceptibilities
respectively, which are assumed to be positive deﬁnite matrix-valued functions.
Eq. (1.2) (with or without damping term) is often used as a physically pertinent
model for dielectric media if exposed to ﬁelds of high frequency, [1,8,9,15]. As in [7],
where the exterior-domain case is studied, V : G  R3-½0;NÞ is the potential energy
function providing the restoring force and the coefﬁcient gALNðGÞ depending on the
space variables takes into account the possibly variable mass, dipole moment and
density of the oscillating charged particles. In contrast to [7] there is no damping
term in the Eq. (1.2) for the dielectric polarization.
The external current jAL1ðð0;NÞ;L2ðOÞÞ is a prescribed function, whereas J
describes a possibly nonlinear resistor, i.e. an electric current, which may depend
nonlinearly on the electric ﬁeld E as considered in [5,20]. For example
semiconductors show generally nonlinear voltage–current characteristics. The
frequently occurring linear case Jðx; yÞ ¼ sðxÞy with some non-negative function
sALNðOÞ is included.
The main topic of this paper in the investigation of the long-time asymptotic
behavior of the solutions. For the system (1.1)–(1.5) the energy dissipation law
1
2
d
dt
Z
O
ðje1=2Ej2 þ jm1=2Hj2Þ dx þ
Z
G
g1ðj@tPðtÞj2 þ 2Vðx;PÞÞ dx
 
¼ 
Z
O
EðtÞjðtÞ dx 
Z
O
EðtÞJðx;EðtÞÞ dx
pjjEðtÞjjL2ðOÞjjjðtÞjjL2ðOÞ ð1:6Þ
holds. In the autonomous case where j ¼ 0 the energy
1
2
Z
O
ðje1=2Ej2 þ jm1=2Hj2Þ dx þ
Z
G
g1ð1=2j@tPðtÞj2 þ Vðx;PÞÞ dx
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is a non-increasing function of the time t: This dissipation law yields the
boundedness of jjðEðtÞ;HðtÞÞjjL2ðOÞ and jj@tPðtÞjjL2ðGÞ for t-N; but it does not
provide any information about the asymptotic behavior of P and the magnetic ﬁeld
H; since there is no direct damping for these quantities. At least for nonlinear
restoring forces rV a major new technical difﬁculty in comparison with the system
considered in [7] is that it is not clear whether jjcurlEðtÞjjL2ðOÞ and jjcurlHðtÞjjL2ðOÞ
remain bounded for t-N if the initial data E0;H0 are smooth. In [7] such a
regularity property yields (local) compactness properties of the ﬁeld quantities.
In Section 3, the spatial domain Omay be arbitrary and the conductivity is present
only on a certain subset GsCO: It is shown that the electromagnetic ﬁeld converges
for t-N weakly to some asymptotic state which is determined by the prescribed
initial data E0;H0;P0 and the external current j (Theorem 1).
In Section 4, the spatial domain O is bounded and the conductivity is present on
all of O: The main goal of Section 4 is the decay of the electromagnetic ﬁeld with
respect to the energy norm for t-N (Theorem 2). Here, the main idea is to
introduce a modiﬁed energy functional involving a vector potential which provides
an additional dissipative term for the magnetic ﬁeld.
In Section 5, it is shown that the damping caused by the conductivity does not
provide an uniform decay rate for the total energy deﬁned in (1.6) due to the
presence of the polarization ﬁeld, even if Jðx; 
Þ and rPVðx; 
Þ are linear, the
coefﬁcients are positive constants and the domain is bounded.
The energy decay of solutions of the scalar wave equation with nonlinear damping
in bounded domains has been shown in [2,3] by identifying the weak o-limit set. In
[16] decay in the weak topology for the scalar wave equation with non-monotone
nonlinear damping is proved. In [21] decay rates are obtained, which depend on the
behavior of the damping term for y near zero. Decay estimates for nonlinear damped
wave equations, in which the damping term is effective only on a neighborhood of a
suitable subset of the boundary, are proved in [10,17,22].
2. Basic deﬁnitions, assumptions and preliminaries
All assumptions stated in this section shall be fulﬁlled throughout this paper. In
this section the spatial domain O may be arbitrary, G1C@O; G2 ¼def @O\G1 and GCO
non-empty open subset. The dielectric and magnetic susceptibilities
e; mALNðR3;R33Þ are assumed to be uniformly positive matrix-valued functions,
which means that eðxÞ; mðxÞAR33 are symmetric and
y 
 eðxÞy; y 
 mðxÞyXc1jyj2 for all xAR3; yAR3 with some c140: ð2:1Þ
The following assumptions are imposed on V : G  R3-½0;NÞ: First,
Vð
; yÞALNðGÞ for all yAR3;
Vðx; 
ÞAC2ðR3;RÞ; Vðx; 0Þ ¼ 0 and ðrPVÞðx; 0Þ ¼ 0 ð2:2Þ
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for all xAG: It is assumed that ðrPVÞ Lipschitz continuous with respect to y; i.e.
there exits some L0Að0;NÞ; such that
jðrPVÞðx; yÞ  ðrPVÞðx; zÞjpL0jy  zj for all xAG; y; zAR3: ð2:3Þ
The following coercivity assumption is imposed:
gðxÞ1Vðx; yÞXc0jyj  K0 for all yAR3 and xAG: ð2:4Þ
Here gALNðGÞ is as in (1.2), c040 and K0A½0;NÞ: Throughout this section, it is
assumed that the nonlinear function J :O R3-R3 satisﬁes
Jð
; yÞALNðOÞ and Jðx; 
ÞACðR3;R3Þ ð2:5Þ
for all ﬁxed yAR3 and xAO: For the sake of simplicity it is also assumed that J is
Lipschitz continuous, i.e. there exists LAð0;NÞ; such that
jJðx; yÞ  Jðx; zÞjpLjy zj for all y; zAR3 and xAO: ð2:6Þ
In particular, Jðx; 
Þ is of at most linear growth in E: Moreover, it is assumed that
jJðx; yÞj2pK0y 
 Jðx; yÞ for all yAR3 and xAO ð2:7Þ
with some constant K0Að0;NÞ: It is also assumed that there are some pcA½1; 2 and a
non-negative function bALNðOÞ with the following properties: For all d40 there
exist some cd40 and Cd40; such that
y 
 Jðx; yÞXcdbðxÞjyjpc and jJðx; yÞjpCdbðxÞjyjpc1 ð2:8Þ
for all xAO and yAR3 with jyjXd: Roughly speaking this condition means that
y 
 Jðx; yÞ behaves like bðxÞjyjpc for large values of jyj; whereas Jðx; 
Þ may grow
slowly for small values of jyj: For example, Jðx; yÞ ¼ bðxÞjyjpcþpð1þ jyjÞp2y
satisﬁes condition (2.8) for all p40: In the linear case Jðx; yÞ ¼ bðxÞy condition (2.8)
with pc ¼ 2 is also satisﬁed.
Note that Jð
; eð
ÞÞ is supported in the conducting region
Gs ¼deffxAO : bðxÞ40g ð2:9Þ
by (2.7) and the second inequality in (2.8) for all eAL2ðOÞ: It is assumed that
GCGs; ð2:10Þ
which means that at least the set G; on which the polarization is located, is
conducting. Furthermore,
eðxÞ ¼ mðxÞ ¼ 1 on O\G: ð2:11Þ
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The physical meaning of this condition is that the set O\G represents the vacuum
region without polarization.
Next, let gALNðGÞ be a positive function on G; which does not necessarily have a
positive lower bound.
Let WE and WH be the spaces related to Maxwell’s system with boundary
conditions (1.3) introduced in [6,7]. Roughly speaking WE is deﬁned as the set of all
EAL2ðOÞ with curlEAL2ðOÞ and ~n4E ¼ 0 on G1; see [7]. By WE;0; WH;0 we denote
the spaces of all eAWE ; hAWH with curl e ¼ 0 and curl h ¼ 0; respectively.
YE and YH denote the orthogonal complements of WE;0 and WH;0 with respect to
the scalar products
/a; bSe ¼def
Z
O
eab dx and /a; bSm ¼def
Z
O
mab dx for a; bAL2ðO;C3Þ;
respectively. In particular,
divðeeÞ ¼ 0 on O; for all eAYE ð2:12Þ
since rjAWE;0 for all jACN0 ðOÞ: (Here and in what follows the space variable x is
often omitted in the notation for brevity’s sake.) The orthogonal projectors on YE
and YH with respect to the scalar products /
; 
Se and /
; 
Sm are denoted by QE and
QH ; respectively.
From the above deﬁnitions, it follows immediately that e1 curl hAYE for hAWH
and that 1 QH is the orthogonal projector on WH;0; which is a closed subspace of
L2ðOÞ: Hence
QEðe1 curl hÞ ¼ e1 curl h ¼ e1 curl ðQHhÞ for all hAWH ð2:13Þ
and similarly
QHðm1 curl eÞ ¼ m1curl e ¼ m1curl ðQEeÞ for all eAWE : ð2:14Þ
In what follows the ﬁrst three and the last three components of a vector uAC6 are
denoted by u1AC
3 and u2AC
3; respectively. Let
Bðe; hÞ ¼ ðe1 curl h;m1 curl eÞ for ðe; hÞADðBÞ ¼ WE  WH :
This operator is skew adjoint in X ; i.e. B ¼ B and generates an unitary group
fexp ðtBÞgtAR in the Hilbert-space X ¼def L2ðO;C6Þ endowed with the scalar product
/w; *wSX ¼
Z
O
ðew1 *w1 þ mw2 *w2Þ dx for w; *wAX :
Next R : L2ðGÞ-X is deﬁned by
ðRpÞðxÞ ¼defðeðxÞ1pðxÞ; 0Þ if xAG and ðRpÞðxÞ ¼def 0 if xAO\G:
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Furthermore, let Fs : X-X be deﬁned by
Fsu ¼defðe1Jðx; u1Þ; 0Þ:
The assumptions on the initial data E0;H0;P0;P1 and j are
jAL1ðð0;NÞ;L2ðOÞÞ; w0 ¼defðE0;H0ÞAX ; ð2:15Þ
P0AG and P1AG:
Here GCL2ðGÞ is the weighted L2-space introduced in [7].
Next some auxiliary results concerning problem (1.1)–(1.5) will be given. First, it
follows from the contraction mapping principle as in [7] that Problem (1.1)–(1.5) has
a unique weak solution ðE;H;PÞ with the properties ðEðtÞ;HðtÞÞACð½0;NÞ;X Þ and
PAC2ð½0;NÞ;GÞ: In particular (1.1) is satisﬁed in the sense that
ðEðtÞ;HðtÞÞ ¼ exp ðtBÞðE0;H0Þ

Z t
0
exp ððt  sÞBÞ½R@tPðsÞ þ FsðEðsÞ;HðsÞÞ
þ ðe1jðsÞ; 0Þ ds: ð2:16Þ
As in [7] an energy estimate yields the L2-boundedness of the ﬁelds.
Lemma 1. It follows that
ðE;HÞALNðð0;NÞ;X Þ; @tPALNðð0;NÞ;GÞ ð2:17Þ
g1Vð
;Pð
ÞÞALNðð0;NÞ;L1ðGÞÞ ð2:18Þ
and
PALNðð0;NÞ;L1ðKÞÞ for all bounded measurable subsets KCG: ð2:19Þ
Furthermore
Z N
0
Z
O
EðtÞ 
 Jðx;EðtÞÞ dx dtoN ð2:20Þ
and
Jð
;Eð
ÞÞAL2ðð0;NÞ;L2ðOÞÞ; ð2:21Þ
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in particular
FsðEð
Þ;Hð
ÞÞAL2ðð0;NÞ;XÞ: ð2:22Þ
Proof. As in Lemma 2.2 of [7] the energy functional
EðtÞ ¼def jjðEðtÞ;HðtÞÞjj2X þ jj@tPðtÞjj2G þ 2
Z
G
g1Vðx;PÞ dx ð2:23Þ
(with G as in (2.15)) satisﬁes
1
2
d
dt
EðtÞ ¼ 
Z
O
EðtÞ½Jðx;EðtÞÞ þ jðtÞ dx
pC2ðEðtÞÞ1=2jjjðtÞjjL2ðOÞ 
Z
O
EðtÞ 
 Jðx;EðtÞÞ dx ð2:24Þ
by the standard energy estimate for (2.16). This yields the assertions (2.17), (2.18)
and (2.20), since y 
 Jðx; yÞX0 for all yAR3 by (2.8). Next, (2.21) follows from (2.20)
and assumption (2.7). Finally, let KCG be a bounded measurable subset. Then one
has by (2.18) and assumption (2.4)
Z
K
jPðtÞj dxpc10
Z
K
½K0 þ g1Vðx;PðtÞÞ dxpC1
with some constant C1 independent of t; whence (2.19). &
3. Weak convergence for t-N
This section is concerned with the system (1.1)–(1.2) for arbitrary spatial domains
O: In contrast to Section 4 concerning the strong convergence no regularity
assumptions on @O and G1 are required in this section.
Now, let N 0 be the set of all aA ker B ¼ WE;0  WH;0 with a1ðxÞ ¼ 0 for all
xAGs; where Gs is as in (2.9).
Let P be the orthogonal projector on N 0 in X : Note that P is of the form
Pðf; gÞ ¼ ðP1f; ð1 QHÞgÞ for ðf; gÞAX ; ð3:1Þ
where P1 is the orthogonal projector on the space
feAWE;0 : e ¼ 0 almost everywhere on Gsg
with respect to the scalar product /
; 
Se:
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Theorem 1. Suppose that (2.1)–(2.11) and (2.15) are fulfilled. Then
ðEðtÞ;HðtÞÞ !t-NP ðE0;H0Þ 
Z N
0
ðe1jðsÞ; 0Þ ds
 
in X weakly:
By (3.1) it follows from Theorem 1 that
QHHðtÞ !t-N 0 in L2ðOÞ weakly: ð3:2Þ
Corollary 1. Suppose that, in addition to the assumptions of Theorem 1,Z
O
ðD0f þ mH0gÞ dx ¼ 0 for all ðf; gÞAN 0; ð3:3Þ
where D0 ¼def eE0 
RN
0
jðsÞ ds: Then
ðEðtÞ;HðtÞÞ !t-N 0 in X weakly:
This follows directly from Theorem 1, since condition (3.3) in equivalent to
P ðE0;H0Þ 
Z N
0
ðe1jðsÞ; 0Þ ds
 
¼ 0:
Since ðrj;rcÞAN 0 for all jACN0 ðO\GsÞ and cACN0 ðOÞ; condition (3.3) includes
div D0 ¼ 0 on O\Gs div ðmH0Þ ¼ 0 on O
and the boundary conditions
~nD0 ¼ 0 on G2\Gs and ~nH0 ¼ 0 on G1:
By (1.1) the function D ¼def eEþ *P and H obey div ðmHðtÞÞ ¼ div ðmH0Þ and
divDðtÞ ¼ div eE0 
Z t
0
jðsÞ ds
 
!t-Ndiv D0 ¼ 0 in D0ðO\GsÞ
if condition (3.3) is fulﬁlled. The physical meaning of this is that the space charge
r ¼def div D determined by the initial-state ðE0;H0Þ and the prescribed current j
vanishes on the non-conducting region O\Gs as t-N:
In the sequel, L
q
bðKÞ denotes for a measurable subset KCGs and qA½1;NÞ the
weighted Lq-space endowed with the norm
jjujjLqbðKÞ ¼
def
Z
K
jujqb dx
 1=q
;
where b is as in (2.8). For the proof the following lemma will be used.
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Lemma 2. Let T40 and KCGs be a bounded measurable subset. Then one has
Z T
0
jjEðt þ sÞjjpc
L
pc
b ðKÞ
ds !t-N 0
with pc as in (2.8).
Proof. Let d40 be arbitrary and cd be as in condition (2.8). For sAð0;NÞ let
Ad;s ¼deffxAK with jEðs; xÞjXdg:
Then one has by assumptions (2.7) and (2.8)
Z T
0
jjEðt þ sÞjjpc
L
pc
b ðKÞ
ds ¼
Z tþT
t
Z
K
bðxÞjEðs; xÞjpc dx ds
pT jK j jjbjjLNðOÞdpc þ
Z tþT
t
Z
Ad;s
bðxÞjEðs; xÞjpc dx ds
pT jK j jjbjjLNðOÞdpc þ c1d
Z tþT
t
Z
O
Eðs; xÞ 
 Jðx;Eðs; xÞÞ dx ds:
Here, jK j denotes the Lebesgue measure of K : Since d40 is chosen arbitrarily, the
assertion follows from (2.20). &
In the sequel, let o0 denote the o-limit-set of ðE;HÞ with respect to the weak
topology of X ; i.e. the set of all gAX ; such that there exists a sequence tn !n-NN
with ðEðtnÞ;HðtnÞÞ !n-N g in X weakly. Since ðE;HÞALNðð0;NÞ;XÞ by Lemma 1
this set is non-empty.
Lemma 3. Under the assumptions of Theorem 1 it follows that each gAo0
satisfies
ðexp ðtBÞgÞ
1
¼ 0 almost everywhere on Gs for all tAR: ð3:4Þ
Furthermore, one has for every open set UCGs
ðexpðtBÞgÞ
2
¼ g
2
a:e: on U for all tAR; ð3:5Þ
in particular ðexpðtBÞgÞ
2
is independent of t on R U :
Proof. Suppose gAX and tn !n-NN with
ðEðtnÞ;HðtnÞÞ !n-N g in X weakly: ð3:6Þ
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Let uðnÞðtÞ ¼defðEðtn þ tÞ;Hðtn þ tÞÞ for tAðtn;NÞ and uðnÞðtÞ ¼def 0 for tp tn: Next,
let pðnÞðtÞ ¼def Pðtn þ tÞÞ for tAðtn;NÞ and pðnÞðtÞ ¼def 0 for tp tn: After passing to a
further subsequence one has by (2.17)
@tp
ðnÞ !n-N qðNÞ in LNðR;GÞ weak  : ð3:7Þ
Let tAR: By (2.16) one has
uðnÞðtÞ ¼ exp ðtBÞðEðtnÞ;HðtnÞÞ

Z t
0
expððt  sÞBÞ½FsðEðs þ tnÞ;Hðs þ tnÞÞ
þ R@tpðnÞðsÞ þ ðe1jðs þ tnÞ; 0Þ ds
for all nAN with tn þ tX0: (In order to apply Proposition 1 it is necessary also to
consider tp0:) With jAL1ðð0;NÞ;L2ðOÞÞ it follows from (2.22) and (3.6) that
uðnÞðtÞ !n-N uðNÞðtÞ
¼def expðtBÞg
Z t
0
expððt  sÞBÞRqðNÞðsÞ ds in X weakly for all tAR: ð3:8Þ
By its deﬁnition uðNÞACðR;XÞ is a generalized solution of
@tu
ðNÞ ¼ BuðNÞ  RqðNÞ; uðNÞð0Þ ¼ g: ð3:9Þ
For all a; bAR with aob it follows from (3.8) that
Z b
a
uðnÞ1ðtÞ dt !n-N
Z b
a
uðNÞðtÞ
1
dt in L2ðGsÞCL1bðKÞ ð3:10Þ
weakly for all bounded KCGs: On the other hand, it follows from Lemma 2 and
Ho¨lder’s inequality that
Z b
a
uðnÞ1ðtÞ dt




L1bðKÞ
p
Z bþtn
aþtn
jjEðtÞjjL1bðKÞ dtpCK ;1
Z bþtn
aþtn
jjEðtÞjjLpcb ðKÞ ds
pCK ;1ðb  aÞ1=p

c
Z bþtn
aþtn
jjEðtÞjjpc
L
pc
b ðKÞ
dt
 1=pc!n-N 0 ð3:11Þ
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for all bounded measurable subsets KCGs: Now (3.10) and (3.11) yield
uðNÞ1ðtÞ ¼ 0 a:e: on Gs for all tAR: ð3:12Þ
Let UCGs be an open set. Then it follows from (3.9) and (3.12) that
@tðmuðNÞ2Þ ¼ curl uðNÞ1 ¼ 0
on R U in the sense of distributions. This means that uðNÞ2 is independent of t on
R U : Thus, it follows from the initial condition in (3.9) that
uðNÞ2ðtÞ ¼ g2 a:e: on U for all tAR: ð3:13Þ
Next, (3.9), (3.12) and (3.13) yield by condition (2.10)
qðNÞ ¼ curl uðNÞ2  @tðeuðNÞ1Þ ¼ curl g2
on R G in the sense of distributions, which implies that
qðNÞðtÞ ¼ fðNÞ on G for all tAR with some fðNÞAG: ð3:14Þ
The aim of the following considerations is to show that actually qðNÞ ¼ 0: Here, the
(local) L1-bound on P; (2.19) (which follows from assumption (2.4)) is used.
Fix jACN0 ðGÞ: Then it follows from (2.19) thatZ
G
PðtÞj dx

pC1 for all tAð0;NÞ
with some C1 independent of t: On the other hand, (3.7) and (3.14) yield
t
Z
G
fðNÞj dx ¼
Z t
0
Z
G
qðNÞðsÞj dx ds ¼ lim
n-N
Z t
0
Z
G
@tp
ðnÞðsÞj dx ds
¼ lim
n-N
Z
G
½Pðtn þ tÞ  PðtnÞj dxp2C1:
Letting t-N this yields
R
G
fðNÞj dx ¼ 0 for all jACN0 ðGÞ: Thus, fðNÞ ¼ 0; and,
hence, by (3.14) again,
qðNÞ ¼ 0: ð3:15Þ
Going back to (3.8) one obtains from (3.15)
uðNÞðtÞ ¼ exp ðtBÞg for all tAR: ð3:16Þ
Finally, the assertions follow from (3.12), (3.13) and (3.16). &
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Remark 1. By (3.7) and (3.15) the above proof shows that
@tPðtÞ !t-N 0 in G weakly:
However, this does not yield any information on the asymptotic behavior
of P itself.
In [7] the following theorem can be found, which holds for arbitrary,
not necessarily bounded, spatial domains, see also [14] for the scalar wave
equation and Maxwell’s equations with constant coefﬁcients. As in [7] it
will be used for the characterization of the weak o-limit set of the solution of
(1.1)–(1.5).
Proposition 1. Assume (2.10) and (2.11). Then every gAX with ðexpðtBÞgÞ
1
¼
0 on Gs for all tAR satisfies gA ker B:
This is a generalization of the unique continuation principle for the scalar
wave equation in bounded domains, which is used in [2,3,16]. Proposition 1 says
that each solution fACðR;L2ðO;R6ÞÞ of the evolution equation @tf ¼ Bf with
the property that f1ðt; xÞ ¼ 0 for all tAR and xAGs satisﬁes fð0ÞA ker B: In
contrast to the unique continuation principle for bounded domains it is necessary
to require the condition f1ðt; xÞ ¼ 0 on Gs for all tAR and not only for positive
times.
Now, it follows immediately from Lemma 3 and Proposition 1 that
Corollary 2. Under the assumptions of Theorem 1 it follows that o0CN 0:
Remark 2. If the conducting medium occupies the whole domain i.e. Gs ¼ O (as
considered in the next section) Corollary 2 follows from Lemma 3 without using
Proposition 1, since Lemma 3 yields in this case with U ¼ O
expðtBÞg ¼ ð0; g
2
Þ on O for all tAR: ð3:17Þ
In particular, expðtBÞg is constant with respect to t on R O; which is only possible
if gAker B; since B is the generator of fexpðtBÞgtAR:
Recall that P be the orthogonal projector on N 0 in X :
Lemma 4. Under the assumptions of Theorem 1 it follows that:
jjPðEðtÞ;HðtÞÞ  P ðE0;H0Þ 
Z N
0
ðe1jðsÞ; 0Þ ds
 
jjX !t-N 0:
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Proof. Let aAN 0; that means aAker B and a1 ¼ 0 on Gs: Then (2.16) and (2.10)
yield
/PðEðtÞ;HðtÞÞ; aSX
¼ /ðEðtÞ;HðtÞÞ; aSX
¼ exp ðtBÞðE0;H0Þh

Z t
0
exp ððt  sÞBÞ½R@tPðsÞ þ FsðEðsÞ;HðsÞÞ þ ðe1jðsÞ; 0Þ ds; a
	
X
¼ ðE0;H0Þ 
Z t
0
½R@tPðsÞ þ FsðEðsÞ;HðsÞÞ þ ðe1jðsÞ; 0Þ ds; a

 	
X
¼ ðE0;H0Þ 
Z t
0
ðe1jðsÞ; 0Þ ds; a

 	
X
: ð3:18Þ
Hence
PðEðtÞ;HðtÞÞ ¼ P ðE0;H0Þ 
Z t
0
ðe1jðsÞ; 0Þ ds
 
: ð3:19Þ
With jAL1ð0;N;L2ðOÞÞ the assertion follows. &
Completion of the Proof of Theorem 1. Since P is the orthogonal projector on N 0 in
X ; it follows from Corollary 2 that zero is the only possible accumulation point of
ð1 PÞðEðtÞ;HðtÞÞ for t-N with respect to the weak topology of X : Hence,
ð1 PÞðEðtÞ;HðtÞÞ !t-N 0 in X weakly: ð3:20Þ
Finally, the assertion follows from Lemma 4 and (3.20). &
4. Strong decay for bounded domains
In this section, it is assumed that OCR3 is a bounded Lipschitz domain and the
conducting medium Gs ¼ fxAO : bðxÞ40g occupies the whole domain O: More
precisely, it is assumed that
pc ¼ 2 and bðxÞXc2 for all xAO with some c240; ð4:1Þ
where pc is as in (2.8). This condition includes the frequently occurring linear case
Jðx; yÞ ¼ sðxÞy with some uniformly positive function sALNðOÞ:
In this section, the boundary @O and its decomposition @O ¼ G1,G2 satisfy the
assumptions stated in [4] or [6].
The main result of this section is the energy decay of the electromagnetic energy.
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Theorem 2. Under the assumptions (2.1)–(2.11), (2.15) and (4.1) one obtains
jjEðtÞjj2L2ðOÞ þ jjQHHðtÞjj2L2ðOÞ !t-N 0:
This strong convergence of the electromagnetic ﬁeld ðE;HÞ does not follow
directly from Theorem 1 and standard compactness results, since it is not clear
whether jjcurlEðtÞjjL2ðOÞ and jjcurlHðtÞjjL2ðOÞ remain bounded for t-N even if the
initial data E0;H0 are smooth. In Lemma 2.2 (ii) of [7] the presence of the ﬁrst-order
damping term in the equation for P is vital for the global bound on the derivatives.
This estimate does not hold in the undamped case considered here. Furthermore, the
decay in Theorem 2 does not follow directly from (2.24), since EðtÞ contains the
magnetic energy jjm1=2QHHðtÞjj2L2ðOÞ; as well as the kinetic and potential energies
jj@tPðtÞjj2G and
R
G
g1Vðx;PðtÞÞdx; which do not occur in the right-hand side of
(2.24). In order to obtain a dissipative term also for the magnetic ﬁeld, a vector
potential A is introduced.
Lemma 5. (i) The space WE-YE is compactly embedded in L2ðOÞ:
(ii) There exists a constant KAð0;NÞ depending only on O; e and m; such that
jjejjL2ðOÞpKjjcurl ejjL2ðOÞ for all eAWE-YE :
(iii)
YH ¼ fm1curl e : eAWEg ¼ fm1curl e : eAWE-YEg
Proof. (i) Since rjAWE;0 for all jACN0 ðR3\G1Þ; it follows thatZ
O
eerj dx ¼ 0 for all eAYE and jACN0 ðR3\G1Þ; ð4:2Þ
which is the weak formulation for divðeeÞ ¼ 0 on O and e~n 
 e ¼ 0 on G2: By the
result in [4] or [6], a generalization of the results in [12,19,18], the space of all eAWE ;
which obey (4.2) is compactly embedded in L2ðO;C3Þ: Thus, the embedding
WE-YE+L2ðO;C3Þ is compact. More recently, in [13] the above-mentioned
compactness result has been generalized to domains, which are not necessarily
Lipschitz domains, but only if G1 ¼ @O or G2 ¼ @O:
Part (ii) can be proved by a standard indirect argument using WE;0-YE ¼ f0g
and the compact embedding WE-YE+L2ðO;C3Þ:
Now (iii), is proved. (2.13) yields
U ¼deffm1curl e : eAWEg ¼ fm1curl e : eAWE-YEg ð4:3Þ
and it follows easily from (ii) that this space is closed in L2ðOÞ: By the deﬁnition
WH;0 coincides with the orthogonal complement U
> of U with respect to o
; 
4m:
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Hence
YH ¼ W>H;0 ¼ U>> ¼ %U ¼ U
which completes the proof. &
By Lemma 5 (ii) and (iii) there exists a uniquely determined AðtÞAWE-YE with
curlAðtÞ ¼ mQHHðtÞ ð4:4Þ
and
jjAðtÞjjL2ðOÞpC1jjQHHðtÞjjL2ðOÞpC2jjHðtÞjjL2ðOÞ; ð4:5Þ
where C2 depends merely on O; e and m: Let gAWH and deﬁne G ¼defð0;QHgÞADðBÞ:
Then it follows from (4.4) and (2.16) that
Z
O
AðtÞcurl g dx
¼
Z
O
m½QHHðtÞg dx ¼ /ðEðtÞ;HðtÞÞ;GSX
¼ /ðE0;H0Þ;GSX 
Z t
0
½/R@tPðsÞ þ ðe1jðsÞÞ;GSX þ/ðEðsÞ;HðsÞÞ;BGSX  ds
¼
Z
O
mH0 
 QHg dx 
Z t
0
Z
O
EðsÞcurl ðQHgÞ dx ds
¼
Z
O
A0 
Z t
0
QEEðsÞ ds
 
curl g dx;
where A0AWE-YE is uniquely determined by
curlA0 ¼ mQHH0: ð4:6Þ
Hence
Z
O
AðtÞ  A0 þ
Z t
0
QEEðsÞ ds
 

 curl g dx ¼ 0 for all gAWH ;
that means
AðtÞ  A0 þ
Z t
0
QEEðsÞ dsAWE;0: ð4:7Þ
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Since AðtÞ; A0 and QEEðtÞ also belong to YE ; (4.7) implies
AðtÞ ¼ A0 
Z t
0
QEEðsÞ ds: ð4:8Þ
Lemma 6. It follows that
jjAðtÞjjL2ðOÞ !t-N 0:
Proof. By (3.2) and (4.4) one has
AðtÞ !t-N 0 in L2ðOÞ weakly: ð4:9Þ
Next, it follows from (4.4) again, the estimates (2.17) and (4.5) that
AALNðð0;NÞ;WE-YEÞ and, thus,
fAðtÞ : tAð0;NÞg is compactly embedded in L2ðOÞ: ð4:10Þ
Hence, the assertion follows from (4.9) and (4.10). &
Proof of Theorem 2. It follows immediately from (3.1) and (3.19) that
ð1 QHÞHðtÞ ¼ ð1 QHÞH0: ð4:11Þ
By (4.11) one has
jjðEðtÞ;HðtÞÞjj2X ¼ jje1=2EðtÞjj2L2ðOÞ þ jjm1=2QHHðtÞjj2L2ðOÞ
þ jjm1=2ð1 QHÞHðtÞjj2L2ðOÞ
¼ jjðEðtÞ;QHHðtÞÞjj2X þ jjm1=2ð1 QHÞH0jj2L2ðOÞ: ð4:12Þ
By assumption (4.1) (and the boundedness of Gs ¼ O) one obtains from Lemma 2
with K ¼ Gs ¼ O Z T
0
jjEðt þ sÞjj2L2ðOÞ ds !t-N 0: ð4:13Þ
Let
gðtÞ ¼def
Z
O
eEðtÞAðtÞ dx ¼ ðEðtÞ;HðtÞÞ; ðAðtÞ; 0Þh iX : ð4:14Þ
It follows from the estimates (2.17) and Lemma 6 that
gðtÞ !t-N 0: ð4:15Þ
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By using AðtÞAWE as testing function in (1.1) (in a similar way as in the proof of
(4.8)) it follows from (2.17) again, (4.4), (4.8) and (4.14) that
g0ðtÞ ¼
Z
O
HðtÞcurlAðtÞ dx 
Z
G
AðtÞ@tPðtÞ dx

Z
O
½Jðx;EðtÞÞ þ jðtÞAðtÞ dx þ
Z
O
eEðtÞ@tAðtÞ dx
¼
Z
O
ðjm1=2QHHðtÞj2  je1=2QEEðtÞj2Þ dx

Z
O
½Jðx;EðtÞÞ þ jðtÞAðtÞ dx 
Z
G
AðtÞ@tPðtÞ dx
X jjm1=2QHHðtÞjj2L2ðOÞ  jje1=2EðtÞjj2L2ðOÞ  C1jjAðtÞjjL2ðOÞ
X jjðEðtÞ;QHHðtÞjj2X  C2ðjjEðtÞjj2L2ðOÞ þ jjAðtÞjjL2ðOÞÞ ð4:16Þ
with some C2Að0;NÞ independent of t:
Next, a time average is estimated in (4.16).
It follows from (4.12) and the standard energy estimate for (2.16) that
d
dt
jjðEðtÞ;QHHðtÞÞjj2X ¼
d
dt
jjðEðtÞ;HðtÞÞjj2X
¼  2
Z
O
EðtÞ½Jðx;EðtÞÞ þ jðtÞ dx
 2
Z
G
EðtÞ@tPðtÞ dx: ð4:17Þ
Next, (2.17) and (4.17) yield
d
dt
jjðEðtÞ;QHHðtÞÞjj2X

p 2jjEðtÞjjL2ðOÞðjjjðtÞjjL2ðOÞ
þ jjJðx;EðtÞÞjjL2ðOÞ þ jj@tPðtÞjjL2ðGÞÞ
pC3ðjjjðtÞjjL2ðOÞ þ jjEðtÞjjL2ðOÞÞ ð4:18Þ
hence, by (4.13),
sup
sA½0;1
ðjjðEðtÞ;QHHðtÞjj2X  jjðEðt þ sÞ;QHHðt þ sÞjj2X Þ
pC3
Z 1
0
ðjjjðt þ sÞjjL2ðOÞ þ jjEðt þ sÞjjL2ðOÞÞ ds !t-N 0: ð4:19Þ
ARTICLE IN PRESS
F. Jochmann / J. Differential Equations 203 (2004) 232–254248
By (4.16) and (4.19) one has
lim sup
t-N
jjðEðtÞ;QHHðtÞjj2X ds
¼ lim sup
t-N
Z 1
0
jjðEðt þ sÞ;QHHðt þ sÞjj2X ds
p lim sup
t-N
gðt þ 1Þ  gðtÞ þ C2
Z 1
0
ðjjEðt þ sÞjj2L2ðOÞ þ jjAðt þ sÞjjL2ðOÞÞ ds
 
: ð4:20Þ
Finally, the assertion follows from Lemma 6, (4.13), (4.15), and (4.20). &
Corollary 3. Suppose that, in addition to the assumptions of Theorem 2, the initial data
satisfy Z
O
mH0g dx ¼ 0 for all gAWH;0: ð4:21Þ
Then
jjEðtÞjj2L2ðOÞ þ jjHðtÞjj2L2ðOÞ !t-N 0:
Proof. Since 1 QH is the orthogonal projector on WH;0 with respect to the scalar
product /
; 
Sm; it follows from condition (4.21) that ð1 QHÞH0 ¼ 0; and, hence,
by (4.11), ð1 QHÞHðtÞ ¼ 0: Therefore, Theorem 2 yields
jjHðtÞjjL2ðOÞ ¼ jjQHHðtÞjjL2ðOÞ !t-N 0: &
Since rcAWH;0 for all cACN0 ðO\G2Þ; condition (4.21) includes divðmH0Þ ¼
0 on O; i.e. there are no magnetic charges, and the boundary conditions ~nH0 ¼
0 on G1:
Remark 3. The vector potential A can also be used to prove exponential decay of
solutions to Maxwell’s equations without polarization
e@te ¼ curl h Jðx; eÞ; m@th ¼ curl e ð4:22Þ
supplemented by the initial-boundary-conditions
~n4e ¼ 0 on G1 ~n4h ¼ 0 on G2 ð4:23Þ
and eð0;xÞ ¼ e0ðxÞ; hð0; xÞ ¼ h0ðxÞ: ð4:24Þ
Here ðe0; h0ÞAX and J :O R3-R3 satisﬁes in addition to (2.5)–(2.7)
y 
 Jðx; yÞXc0jyj2: ð4:25Þ
ARTICLE IN PRESS
F. Jochmann / J. Differential Equations 203 (2004) 232–254 249
For this purpose, let ðe; hÞACð½0;NÞ;X Þ be the solution to (4.22)–(4.24) and
Ea ¼def 12jjðeðtÞ;QHhðtÞÞjj2X  a
Z
O
eeðtÞaðtÞ dx; ð4:26Þ
where aðtÞAWE-YE is uniquely determined by
curl aðtÞ ¼ mQHhðtÞ: ð4:27Þ
In analogy to (4.8) it follows from the second equation in (4.22) that
aðtÞ ¼ a0 
Z t
0
QEeðsÞ ds; ð4:28Þ
where a0AWE-YE is deﬁned by curl a0 ¼ mQHh0: By Lemma 5(i) one has
jjaðtÞjjL2ðOÞpC1jjQHhðtÞjjL2ðOÞ; ð4:29Þ
where C1 depends merely on O; e and m: Furthermore, ð1 QHÞhðtÞ ¼ ð1 QHÞh0;
and, hence, in analogy to (4.12)
jjðeðtÞ; hðtÞÞjj2X ¼ jjðeðtÞ;QHhðtÞÞjj2X þ jjm1=2ð1 QHÞh0jj2L2ðOÞ: ð4:30Þ
Since aðtÞAYE (4.29) yieldsZ
O
eeðtÞaðtÞ dx

pC0jje1=2eðtÞjjL2ðOÞjjm1=2QHhðtÞjjL2ðOÞ
pC0jjðeðtÞ;QHhðtÞÞjj2X : ð4:31Þ
By (4.26) and (4.31) there exists some a0Að0;NÞ; such that the estimate
1
4
jjðeðtÞ;QHhðtÞÞjj2XpEaðtÞpjjðeðtÞ;QHhðtÞÞjj2X ð4:32Þ
holds for all aAð0; a0Þ: Now, it follows from (4.25)–(4.30) that
Ea0ðtÞ ¼ d
dt
1
2
jjðeðtÞ; hðtÞÞjj2X  a
Z
O
eeðtÞaðtÞ dx
 
¼ 
Z
O
eðtÞ 
 Jðx; eðtÞÞ dx þ a
Z
O
eeðtÞ 
 QEeðtÞ dx
 a
Z
O
½hðtÞcurl aðtÞ  aðtÞ 
 Jðx; eðtÞÞ dx
p  c0jjeðtÞjj2L2ðOÞ þ aðjje1=2QEeðtÞjj2L2ðOÞ  jjm1=2QHhðtÞjj2L2ðOÞÞ
þ ajjaðtÞjjL2ðOÞjjJðx; eðtÞÞjjL2ðOÞ
p ða c0ÞjjeðtÞjj2L2ðOÞ  ajjm1=2QHhðtÞjj2L2ðOÞ þ C1ajjQHhðtÞjjL2ðOÞjjeðtÞjjL2ðOÞ:
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By (4.32) and this estimate a can be chosen so small that
Ea0ðtÞp gEaðtÞ: ð4:33Þ
with some constant g40 which depends only on O; J; e and m: Finally, it follows
from (4.32) and (4.33) that there exists CAð0;N) depending merely on O; J; e and m;
such that
jjðeðtÞ;QHhðtÞÞjj2XpC expðgtÞjjðe0;QHh0Þjj2X :
This yields the exponential decay of the electromagnetic energy jjðeðtÞ;QHhðtÞÞjj2X for
the solutions to (4.22)–(4.24).
In the next section, it is shown by an example that there is no uniform energy-
decay rate in the bounded domain case.
5. Absence of a uniform decay rate
In this section it is shown that, even in the linear case, there is no decay rate, which
is independent of the initial data, for the total energy deﬁned in (1.6) or (2.23). It is
assumed in this section that OCR3 is a bounded spatial domain, and that J :O
R3-R3 and rV : G  R3-R3 are linear.
Throughout this section, let Jðx;EÞ ¼ E; j ¼ 0; g ¼ e ¼ m ¼ 1 and
ðrPVÞðx; yÞ ¼def y; i.e. we consider the linear problem
@tE ¼ curlH @tP E; @tH ¼ curl E; ð5:1Þ
coupled with the equation
@2t Pþ P ¼ E ð5:2Þ
on Rþ  O supplemented by the initial-boundary conditions (1.3)–(1.5). In
particular, the electrical conductivity is given by s ¼ 1 on all of O:
Let b; aAC and fAWE with curl fAWH : Furthermore, let
Eðt; xÞ ¼def Refb expðatÞgfðxÞ; Pðt; xÞ ¼def RefexpðatÞgfðxÞ ð5:3Þ
and
Hðt; xÞ ¼defRefba1 expðatÞgcurl fðxÞ:
Since curlHðt; xÞ ¼  Refba1expðatÞgcurl curl fðxÞ; it follows easily that ðE;H;PÞ
solves problem (5.1)–(5.2) and (1.3)–(1.5) if
ba1 curl curl f ¼ ½ba þ b þ af and a2 þ 1 ¼ b;
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i.e. fAWE must solve the (elliptic) eigenvalue problem
curl curl f ¼ ½a2 þ a þ a2ða2 þ 1Þ1f: ð5:4Þ
Let A : DðAÞ-L2ðOÞ be the operator in L2ðOÞ deﬁned by
Af ¼def curl curl f
with the domain
DðAÞ ¼defffAWE : curl fAWHg:
Since CN0 ðOÞCDðAÞ this operator is densely deﬁned in L2ðOÞ: By the deﬁnition of
WE and WH it is a symmetric, positive-semideﬁnite operator in L
2ðOÞ: For all
fADðAÞ and gADðAÞ one has
/Af; gSL2ðOÞ ¼
Z
O
curl f curl g dx:
This gives ker A ¼ WE;0 ¼ ffAWE : curl f ¼ 0g: From Lemma 5 it follows that
DðAÞ-ðkerAÞ>CW>E;0-WE is compactly embedded in L2ðOÞ: Therefore, the
operator A has a purely discrete spectrum, which means that it has a sequence of
eigenvalues ln !n-NN: Let fnADðAÞCWE be a sequence of nonvanishing
eigenfunctions, i.e.
curl curl fn ¼ lnfn: ð5:5Þ
Since
FðzÞ ¼defð2þ zÞ1½ð1þ zÞ2ð2z þ z2Þ  ð1þ zÞð2z þ z2Þi  ð1þ zÞ2
satisﬁes jFðzÞjpM andjF 0ðzÞjpM for all zAC with jzjp1; where M is a constant
independent of zAC; it follows from a contraction-mapping argument that there is a
sequence znAC with jznjp1 and l1n FðznÞ ¼ zn; in particular jznjpMl1n !n-N 0:
Therefore, an ¼defð1þ znÞi satisﬁes
Refang !n-N 0 ð5:6Þ
and
a2n þ an þ ða2n þ 1Þ1a2n ¼ ln: ð5:7Þ
Let ðEn;Hn;PnÞ be deﬁned as in (5.3) with a replaced by an and f replaced by the
eigenfunction fn: By (5.4), (5.5) and (5.7) ðEn;Hn;PnÞ solves problem (5.1)–(5.2),
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(1.3)–(1.5). In addition, one has
Hð0Þ ¼ Refba1gcurl fAcurl WECW>H;0;
which corresponds to condition (4.21). It follows from (5.3) and (5.6) that there is no
uniform decay rate for the total energy deﬁned in (2.23) even if the damping by the
conductivity is uniform on O: Each mode ðEn;Hn;PnÞ constructed above decays
exponentially for t-N; but the rate is not uniform for n-N: The physical meaning
of the slow decay is that the electromagnetic ﬁeld (causing the damping via the
conductivity) induced by the polarization is small for large n: This follows from the
rapid oscillation of E0 with respect to the space variable, since E0 is an eigenfunction
of A to a large eigenvalue ln for large n:
References
[1] R. Boyd, Nonlinear Optics, Academic Press, New York, 1992.
[2] C.M. Dafermos, Asymptotic behavior of solutions of evolution equations, in: Nonlinear Evolution
Equations, Academic Press, New York, 1978, pp. 103–123 (Proc. Symposium, Univ. Wisconsin,
Madison), Publ. Math. Res. Center Univ. Wisconsin 40.
[3] A. Haraux, Stabilization of trajectories for some weakly damped hyperbolic equations, J. Differential
Equations 59 (1985) 145–154.
[4] F. Jochmann, A compactness result for vector ﬁelds with divergence and curl in LqðOÞ involving
mixed boundary conditions, Appl. Anal. 66 (1997) 198–203.
[5] F. Jochmann, The semi-static limit for Maxwell’s equations in an exterior domain, Comm. Partial
Differential Equations 23 (1998) 2035–2076.
[6] F. Jochmann, Regularity of weak solutions to Maxwell’s equations with mixed boundary conditions,
Math. Methods Appl. Sci. 22 (1999) 1255–1274.
[7] F. Jochmann, Long time asymptotics of solutions to the anharmonic oscillator model from nonlinear
optics, SIAM J. Math. Anal. 32 (4) (2000) 887–915.
[8] J.L. Joly, G. Me´tivier, J. Rauch, Global solvability of the anharmonic oscillator model from
nonlinear optics, SIAM J. Math. Anal. 27 (4) (1996) 905–913.
[9] G.A. Kriegsmann, Microwave heating of dispersive media, SIAM J. Appl. Math. 53 (4) (1993)
655–669.
[10] M. Nakao, Decay of solutions of the wave equation with a local nonlinear dissipation, Math. Ann.
305 (1996) 403–417.
[12] R. Picard, An elementary proof for a compact embedding result in generalized electromagnetic
theory, Math. Z. 187 (1984) 151–164.
[13] R. Picard, N. Weck, K.J. Witsch, Time harmonic Maxwell’s equations in the exterior of perfectly
conducting obstacles, Analysis 21 (2001) 231–263.
[14] J. Rauch, M. Taylor, Penetration into shadow regions and unique continuation properties in
hyperbolic mixed problems, Indiana Univ. Math. J. 22 (1972) 277–285.
[15] A. Sauter, Nonlinear Optics, Wiley, New York, 1983.
[16] M. Slemrod, Weak asymptotic decay via a relaxed invariance principle for a wave equation with
nonlinear non monotone damping, Proc. Roy. Soc. Edinburgh 113 A (1989) 87–97.
[17] L.R. Tcheugoue Tebou, Stabilization of the wave equation with localized nonlinear damping,
J. Differential Equations 145 (1998) 502–524.
[18] C. Weber, A local compactness theorem for Maxwell’s equations, Math. Methods Appl. Sci. 2 (1980)
12–25.
[19] N. Weck, Maxwell’s boundary value problem on Riemannian manifolds with non smooth
boundaries, J. Math. Anal. Appl. 46 (1974) 410–437.
ARTICLE IN PRESS
F. Jochmann / J. Differential Equations 203 (2004) 232–254 253
[20] H.M. Yin, On a singular limit problem for nonlinear Maxwell equations, J. Differential Equations
156 (1999) 355–375.
[21] E. Zuazua, Stability and decay for a class of nonlinear hyperbolic problems, Asymptotic Anal. 1
(1988) 161–185.
[22] E. Zuazua, Exponential decay for the semi-linear wave equation with locally distributed damping,
Comm. Partial Differential Equations 15 (2) (1990) 205–235.
ARTICLE IN PRESS
F. Jochmann / J. Differential Equations 203 (2004) 232–254254
