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Abstract 
Let A be an n x n matrix with non-negative entries and no entry in (0, 1). We prove 
that there exist integers r, s with 0 <~ r < s ~< 2" such that A" <~ AL We prove that 2" 
cannot be replaced with e ~ .  We also give an application to the theory of formal 
languages. © 1999 Published by Elsevier Science Inc. All rights reserved. 
AMS classification: 15A45; 15A36; 15A48; 05B20 
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1. Introduction and definitions 
In this note, we will be concerned with vectors and matrices with non- 
negative entries. For more on this topic, the reader may fruitfully consult the 
books of  Gantmacher [3], Seneta [21], and Minc [14]. 
We adopt the following conventions. For a matrix A = (a~j) and scalar c, by 
the inequality A > c we mean that a,j > c for all i,j, and similarly for the re- 
lations A ~> c and A = c. For matrices A = (aij) and B = (bij) of  the same di- 
mensions, by A ~< B we mean aij <. bij for all i,j, and similarly for A >/B. We 
also adopt similar conventions for vectors. 
If A is an n x n matrix, by diag(A) we mean the vector containing the di- 
agonal entries of  A. By A' we mean the (n - 1) x (n - 1) matrix obtained by 
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deleting the nth row and column of A. We let I denote the identity matrix, 
where the dimension is fixed by the context. The main result of  the paper is the 
following. 
Theorem 1. Let A >~ 0 be an n × n matr ix  with no entry' in the open interval (0, 1). 
Then there exist integers r, s with 0 <<. r < s <~ 2" such that A ~ <~ A s. 
Remark 1. In particular, Theorem 1 holds if A /> 0 has integer entries. The 
significance of the theorem is that the upper bound on r and s depends only 
on n. 
Remark 2. Theorem 1 does not necessarily hold if A has entries in the interval 
(0,1). For example, if A is the 1 x 1 matrix [ 1/2] ,  then 0~<r<s clearly 
implies A ~ > A s. 
Remark 3. IfA" ~< W, then A s - A r/> 0. Hence At(A s - W) /> 0 for all t >/0, and 
so it follows that W +t ~< A ~+t for all t >~ 0. 
2. Related work 
While Theorem 1 appears to be new, there is some related work in the lit- 
erature. 
(a) A non-negative matrix A is called primitive if there exists an integer t ~> 1 
such that A r > 0. The least such t is called the exponent of A and is denoted 
~,(A). I f  A is an n × n primitive matrix, then Wielandt [22] asserted that 
7(A) ~< n 2 -  2n + 2, and this bound is the best possible. Wielandt's assertion 
was proved by Rosenblatt  [19], Hol laday and Varga [7], Perkins [15], Dulmage 
and Mendelsohn [2], and Heap and Lynn [4]. In this case, evidently 
I = A ° <~ A ;(A) . 
(b) Rosenblatt  [19] studied the pattern of  zero and nonzero entries in the 
powers of a non-negative matrix, and proved that there exist integers i , j  such 
that the pattern of  zeros and nonzeros in A t+i is the same as that in A t for all 
t ~>j. Also see Refs. [16,17,5]. 
(c) Marcus and May [10] studied the max imum number of  zero entries in the 
powers of an irreducible matrix (see definition in Section 3). Pul lman [18] 
studied the max imum number of positive entries in the powers of  a non-neg- 
ative matrix, and the least power for which this max imum is assumed. Also see 
Ref. [6]. 
(d) Let A = (aij)l <~/j~, be an n × n matrix with complex entries, and define 
]AI = maxl~<i~<, ~j~<j~, [aijl. Maffk and Pfftk [11] studied the least integer t 
such that ]A I = [A21 . . . . .  ]A'[ = 1 implies ]Arl = 1 for all r. 
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3. Proof of Theorem 1 
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Before we give the proof, we recall some standard terminology and results. 
We can associate a directed graph with a non-negative square matrix A = (a,:i), 
as follows: we put a directed edge from vertex vi to vertex vi iff aij > 0. We call 
the resulting graph G(A). A square, non-negative matrix is said to be irreducible 
if its associated irected graph G(A) is strongly connected, i.e., if, for all pairs of 
vertices (vi, vj) there exists a directed path from v~ to vj. (In the literature, the 
term indecomposable is sometimes used for this concept.) 
A square matrix P = (Pij) over {0, 1} is said to be a permutation matrix if 
each row and column contains exactly one 1. A square matrix A is said to be 
reducible if there exists a permutat ion matrix P such that 
where B and D are square matrices. 
The following two results are classical: 
Theorem 2. A non-negative square matrix A is irreducibh; if]" it is not 
reducible. 
Proof. See, for example, Ref. [14], Theorem 2.3• [] 
Theorem 3. I f  the non-negative matrix A & reducible, then there exists a 
permutation matrix P such that 
P~: AP :- 
Alt 0 . . .  
A21 A22 " " • 
• , " 
I A,I At2 "'" 
0 
0 
Aa 
where the diagonal blocks All,A22,... ,Att are square matrices that are either 
irreducible or equal to [0], the 1 x 1 zero matrix. 
Proof. See Ref. [3], p.75. [] 
We also need two technical emmas. 
For  an irreducible matrix A, let /~(A) be the least integer e >/ 1 such that 
diag(A ~) > 0. For an integer n >/ 1, define [~(n) = sup/3(A), where the supre- 
mum is over all irreducible n × n matrices A. The following lemma gives a 
simple estimate for/~(n). 
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Lemma 4. Let the function f be defined as follows: 
1 i fn= l ,  
f (n )  = n(n -  1) i f  n > 1. 
Then [3(n) <~ f (n ) .  
Proof. The result is clearly true for n = 1, so assume n >/2. If A is irreducible, 
then its associated graph G(A) is strongly connected. Construct a Hamiltonian 
walk (i.e., a closed walk through the graph, possibly repeating vertices and 
edges, that visits every vertex at least once) as follows: start at any vertex vl, 
and choose a path from vl to v2. Such a path exists because G(A) is strongly 
connected, and is clearly of length ~< n - 1 (where length is the number of edges 
traversed). Now choose a path from v2 to v3, etc. Continue until the last vertex 
v, is reached, and now choose a path back to Vl. Clearly the total length of this 
walk is e<<.n(n- 1). Then for each vertex vi, there exists a path of length 
exactly e from vi back to itself. Hence, by classical results on path algebra (see, 
e.g., Ref. [14], p. 78, Cor. 3.1), we have diag(A e) > 0. [] 
Remark. The bound n(n -1)  in Lemma 4 is almost certainly not sharp. 
However, following a suggestion of J. Geelen (personal communication), it is 
possible to construct an infinite family of examples for which 
fl(n) ~ n( logn)( log logn) -l. It would be of great interest o determine a more 
precise upper bound for fl(n). 
Lemma 5. Suppose A >~ 0 is an n x n matrix o f  the form 
where B, D are square matrices with D >1 I. For integers l >1 O, define the matrices 
clby 
o l 
CI D I " 
Then for  all l >~ O, we have CI <~ Cl+l and D I <, D TM . 
Proof. By induction on I. For l = 0 we wish to show that C ~> 0 and D/> I. This 
follows from the hypotheses. Now assume the result is true for l, and we prove 
it for l + 1. Then we find 
A,+I  o]IB, 01= r 0] 
C Ci D t LCB t+DCI  D I+1 " 
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Now D ~> I by hypothesis, so we can write D = I + R, where R >/. 0. Hence, 
D l+l =DJ -=( I+R)D I=D I+RD t>.D I.
Similarly, 
CI-I = CB l + DCI >~ DCt = (I + R)CI = C1 + RCI >~ Cl. [] 
We are now ready to prove Theorem 1. 
Proof. The proo f  is by induction on n. For  n = 1, if A = Ix] with x ~> 1, then 
clearly A ° = I ~< A, while if A = [0] then A = A 2 = [0]. 
Now assume n/> 2 and the result has been proved for all n' < n. There are 
two cases to consider: (1) A is irreducible and (2) A is reducible. 
Case 1: A is irreducible. By Lemma 4, there exists an integer e, 
1 <~ e <~ n(n - 1 ), such that diag(A e) > 0. Since A has no entry in (0, 1 ), it is easy 
to see that every positive diagonal element of  A e is in fact /> 1. Thus 
I =A°<~A ". Since n ~> 2, we have e<~n(n-  1)~<2". 
Case 2: A is reducible. By Theorem 3 we may assume that, up to permuting 
the entries of  A that 001 A2~ A22 ""  A = . . ". , (1) 
kAr l  At2 " ' " n 
where All ,  A22,. . . ,  A ,  are square matrices that are either 0 or irreducible. There 
are now two cases to consider, based on the form of  A, .  
Case 2a: A, -- 0. Then the last column of  A is 0. Lett ing B = A', we can write 
where x is a vector of  dimension n - 1. Now an easy induction gives 
= Lxa ,-, I o] (2) 
for all integers i >I- 1. 
Since B is of  dimension (n - l )  × (n - 1), by induction there exist integers 
r, s with 0 ~< r < s ~< 2 "- l  such that 
B" ~<B ~. 
Hence, using Eq. (2), we find 
A r+ l  = = A s+! 
LxS,- i o ] LxSS i 0]  , 
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and l<~r+l  <s+l~<2 " -1+1~<2 n. 
Case 2b: At, is irreducible. Let k = dim A,,. Then 1 ~< k < n. By Lemma 4, 
there exists an integer e, with 1 ~< e <. f (k ) ,  such that At' ~ >~ I. But it is easy to see 
that f (k )~<2 ~ for a l l k /> 1, so l~<e~<2 k. 
Now let 
I All 
A21 
B = 
LA,-l,I 
so that 
A = 
0 "" 0 
A22 .. 0 
At- l ,2 "'" At- l , t  I 
By induction applied to B e we know there exist r, s with 0 ~< r < s ~< 2" k such 
that 
(Be) r ~ (Be) s. 
Now from Eq. (3) we have 
L• I AT, J 
for some C. The hypotheses of Lemma 5 are satisfied for A e, and so 
(A~) r ~< (Ae) s, 
and 0 ~< er < es <~ 2k2 "-k = 2". The proof  is complete. [] 
Remark. I f  in Eq. (1) the A~i are all irreducible, then the bound 2" may be 
reduced to m = lcmi fl(Aii), since then we have A ° = 1 ~< Am. 
For  a non-negative n x n matrix A with no entry in (0, 1), define e(A) to be 
the least positive integer j such that there exists an integer i with 0 ~< i < j such 
that A i <.A j. Define e (n)= sup:t(A), where the supremum is over all non- 
negative matrices A with no entry in (0, 1). Then Theorem 1 can be rephrased 
as the inequality ~(n)~< 2n. It is natural to wonder if this inequality is best 
possible. Almost certainly it is not. We now provide a lower bound on e(n). 
Theorem 6. For all n >~ 906, we have ~(n) >~ e ~ .  
Proof. Define C, = (cij)l ~ij~. to be the n x n permutat ion matrix given by 
ci.i+l = 1 for l~<i<n,  cn,l = 1, and all other entries 0. It is clear that the 
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inequality C~, ~< G, / does not hold for 0 ~< i < j < n, for the entry in row 1 and 
column i + 1 of C~ is 1, while the corresponding entry in C:, is 0. On the other 
hand, C~ = I, the identity. Hence ~(C,) = n. 
Suppose we are given a partition of the integer n, i.e., an expression of the 
form n = nj + n2 + .' • + nk, where each of the n~ is a positive integer. Now 
form the n x n matrix M = M(n~, n2, . . . ,nk)  where the matrices C,, are ar- 
ranged along the diagonal, i.e., 
M : C,, 1 ® C,, 2 ®. . .  ® C,~. 
As above, ~(M) = l cm(nl ,n2, . . . ,  nk). Thus, to provide a lower bound on ~(n), 
it suffices to estimate g(n) := max lcm(nj ,n~, . . . ,  nk), where the maximum is 
over all partit ions of n. 
Luckily this function g(n) has been studied extensively, starting with Landau 
[9], who showed that logg(n) :-- x /~ logn. (For a nice survey on this topic, see 
the paper of  Miller [13].) It is known (see Ref. [12]) that g(n) /> e ~  for 
n >~ 906. This completes the proof  of the lower bound. 
4. An application to formal languages 
In this section we apply Theorem 1 to prove a result in formal languages. 
For notation, see Ref. [8]. For  a word x E 27", and a symbol a E 27, define Ix], to 
be the number of occurrences of  a in x. 
Theorem 7. Let ~ be a finite alphabet, and let h: Z* --+ 2?* be a morphism, i.e., a 
map satisfying h(xy) = h(x)h(y) Jor all x ,y  E X*. Let n = IE[. Then there exist 
integers r,s, with 0 ~ r < s <~ 2", such that Ih"(x)] ~< Ih~(x)l .for all words x E Z*. 
Proof. Let 27 = {aj, a2 , . . . ,  a,} and let A = (aij) be the n × n matrix defined by 
a. = lh(a/)J.. 
Let 
and 
 -I1 1 ... 1] 
Jx[.l ] 
Ixlo2 /
LIxlo,,J 
Then it is easy to see (for example, Ref. [20], section 1.3) that 
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[h'(x) l = vAiw (4) 
for all i ~> 0. Also, A is a matrix with non-negative integer entries, so it has no 
entries in the open interval (0, 1). By Theorem 1 there exist r,s with 
0 ~< r < s ~< 2" such that A r <~ A s. Hence vArw <~ vASw, and the result follows. [] 
Remark. The integers r, s appear in a proof  of  a theorem of  Cobham ([1], p.54), 
where he asserts that such r, s exist, but does not provide a bound on their size 
or observe that this bound may be chosen independently of  x. 
Finally, we show that the 2" in Theorem 7 cannot be replaced with 
eV ~ log (./3) 
Theorem 8. For infinitely many positive integers t, there exists a morphism 
h:Z*---~ Z*, with t= ISI, such that for all pairs o f  integers i , j  with 
0 <<. i < j <<. e ~ ,  there exists a letter a E S such that hi(a) > hi(a). 
Notice that this result does not follow directly from our proof  of Theorem 6. 
Proof. F rom Eq. (4), it suffices to exhibit a matrix M such that oM i <<. vM j does 
not hold for all i , j  in the specified range, where v is the row vector of all l's. We 
construct M as follows. 
For n an integer ~> 2, let M, = (m,j)~ ~<io~<3, be a square matrix of  dimension 
3n x 3n, whose nonzero entries are as follows: 
ml,n z m2,1 ~ Fn2n+l,3n ~ 1; 
mn+i. l ~ 1, 
mi+ l,i ~ 1, 
m2n_ l ,i + 2n 
All other entries 
"0 0 1 
1 0 0 
0 1 0 
1 0 0 
1 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
for 1 <~i<<.n - 1; 
fo r2<~i~<n-1 ,  n+ l<~i<~2n-2 ,  
i, for 1 <~i<~n - 1. 
of/14, are 0. For  example, here is M3: 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
1 0 0 1 2 0 
0 0 0 0 0 0 
0 0 1 0 0 1 
0 0 0 1 0 0 
0 0 0 0 1 0 
and 2n ~< i <~ 3n - 1 ; 
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Let bi denote the column vector which is all O's, except for a 1 in the ith 
entry. For  integers i ~> 0 define 
f ( i )  = vM,',bl ; 
g(i) = vM,',b2,,_l; 
h(i) = vM,',b2,,. 
A brief computat ion shows that f (0 )  = g(0) = h(0) = 1 and for i >~ 1, 
f ( i )  = n -  ( ( i -  1) mod n); 
g(i) = 0; 
h(i) = 1 + ( ( i -  1) mod n). 
Now suppose vM~ <~ vMJ with i < j. Then it follows that vM~bk <<. vM~bk for 
all k, so in particular we have f ( i )  ~<f(j), g(i) <<, g(j), and h(i) <~ h(j'). Then 
i > 0, since 1 = g(0) > gO') = 0 for j />  1. We claim i = j (mod n). For  from 
f ( i )<~f ( j )  we get n- ( ( i -1 )  modn)<,n - ( ( j -1 )modn) ,  and so 
(i - 1) mod n ~> (j - l )mod n. On the other hand, h(i) <~ hC/), so (i - 1) mod n 
~<0"- l )  modn.  It follows that ( i -1 )modn=( j -1 )modn,  and so 
i - j  (mod n). 
Now let r be an integer 7> 1, and let r = rj + r2 + • • • + rk be a partit ion of  r 
as a sum of positive integers. Form the matrix M with the M,, along the di- 
agonal, i.e., 
M :=M,10Mr ,  ®. . .@M,  ~. 
Then if vM i <~ vM j, we have i - j (mod ri) for 1 ~< i ~< k. By the Chinese re- 
mainder theorem, it follows that i ~ j (rood lcm(rl, r2 , . . . ,  rk)). Since i > 0, it 
follows that j > lcm(rl, r2 , . . . ,  rk). Since the partit ion was arbitrary, it follows 
that j > g(r), where g is Landau's  function discussed in Section 3. 
Now the matrix M has dimension 3r × 3r. Let t = 3r. By the result men- 
tioned above, g(r) > eC 7ig~ for all sufficiently large r. Hence j > eL  ]Og(l//3) 
for infinitely many t. [] 
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