Towards an understanding of neuroscience for science educators by Oliver, Mary
Oliver, Mary (2011) Towards an understanding of 
neuroscience for science educators. Studies in Science 
Education, 47 (2). pp. 211-235. ISSN 0305-7267 
Access from the University of Nottingham repository: 
http://eprints.nottingham.ac.uk/27851/3/Towards%2520an%2520understanding%2520of
%2520neuroscience%2520for%2520science%2520educators.pdf
Copyright and reuse: 
The Nottingham ePrints service makes this work by researchers of the University of 
Nottingham available open access under the following conditions.
· Copyright and all moral rights to the version of the paper presented here belong to 
the individual author(s) and/or other copyright owners.
· To the extent reasonable and practicable the material made available in Nottingham 
ePrints has been checked for eligibility before being made available.
· Copies of full items can be used for personal research or study, educational, or not-
for-profit purposes without prior permission or charge provided that the authors, title 
and full bibliographic details are credited, a hyperlink and/or URL is given for the 
original metadata page and the content is not changed in any way.
· Quotations or similar reproductions must be sufficiently acknowledged.
Please see our full end user licence at: 
http://eprints.nottingham.ac.uk/end_user_agreement.pdf 
A note on versions: 
The version presented here may differ from the published version or from the version of 
record. If you wish to cite this item you are advised to consult the publisher’s version. Please 
see the repository url above for details on accessing the published version and note that 
access may require a subscription.
For more information, please contact eprints@nottingham.ac.uk
Towards an understanding of neuroscience for science educators 
 
Mary Oliver 
 
Abstract 
Advances in neuroscience have brought new insights to the development of cognitive 
functions. These data are of considerable interest to educators concerned with how students 
learn. This review documents some of the recent findings in neuroscience, which is richer in 
describing cognitive functions than affective aspects of learning. A brief overview is 
presented here of the techniques used to generate data from imaging and how these findings 
have the possibility to inform educators. There are implications for considering the impact of 
neuroscience at all levels of education ± from the classroom teacher and practitioner to 
policy. This relatively new cross-disciplinary area of research implies a need for educators 
and scientists to engage with each other. What questions are emerging through such dialogues 
between educators and scientists are likely to shed light on, for example, reward, motivation, 
working memory, learning difficulties, bilingualism and child development. The sciences of 
learning are entering a new paradigm. 
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 Introduction 
In 1848, an explosion caused a large metal rod to enter through the cheek of Phineas Gage. 
As it exited his skull, Gage survived and recovered from the accident, unable to work again 
except as a circus act having sustained permanent damage to his frontal cortex causing his 
physLFLDQWRUHFRUGµKHZDVQRORQJHU*DJH¶2¶Driscoll & Leach, 1998). It is perhaps 
evident to us that exercising specific muscles results in an increase in that particular group of 
muscles. But what of brains and cognition? Is it really a FDVHRIµXVHLWRUORVHLW¶":KDWLV
neuroscience and how is this relevant to education? What can educators learn from a global 
perspective in educational neuroscience? What are the imaging methods used in 
neuroscience? How does the brain develop over the course of a lifetime? How is 
neuroscience of particular interest to science educators and teachers?  
 
:HDUHQRZPDQ\\HDUVRQIURPWKHµEULGJHWRRIDU¶scenario by which Bruer (1997) meant 
that there was an unbridgeable gap between contemporary understandings from brain 
imaging and the mind models derived from cognitive psychology. 
 
This paper has three purposes: 
 
(1) to explore the current state of knowledge with respect to the recent findings in 
neuroscience, providing an overview of brain structure and terminology and the imaging 
techniques used in neuroscience; 
(2) to bring attention to the range of neuroscience myths which pervade education. 
Claims of brain-based learning support a wide range of products for parents and teachers. 
Some of the myths are explored here; and 
(3) finally, to offer suggestions to embrace recent findings from neuroscience about brain 
development and function. These findings have implications for educators, policy makers, 
teachers and researchers in education and neuroscience. 
 
 
1HXURVFLHQFHµinvestigates the processes by which the brain learns and remembers, from the 
molecular and cellular levels right through to brain systems (e.g., the system of neural areas 
and pathways underpinning our ability to speak and comprehend ODQJXDJH¶*RVZDPL004, 
p. 1). In recent years, neuroscience has shed light RQµDWWHQWLRQVWUHVVPHPRU\H[HUFLVH
VOHHSDQGPXVLF¶(Carew & Magsamen, 2010, p. 686). For example, a 15-month musical 
training is correlated with improvements in auditory and motor skills in early childhood 
(Hyde et al., 2009). Research in the field of educational neuroscience is being used to 
understand how the brain develops and functions, for example, in the diagnosis of 
neurological conditions that then allows for early remediation, shedding light on the reward 
system in the brain, the neural impact of ostracism as well the evaluation of intervention 
programmes. 
 
Goswami (2006) called for the gulf between educators and neuroscientists to be bridged more 
effectively in the interest of children¶VHGXFation. Developmental psychology has long 
informed educational theory and constitutes required preparation for pre-service teachers, 
equipping us with insight into, for example, stages of child development, strategies for 
PDQDJLQJFKLOGUHQ¶VEHKDviour and language acquisition. Science educators might deliberate 
RQVWXGHQWV¶PLVFRQFHptions, cognitive and practical skills and curriculum development. 
Education and neuroscience come together when we consider learning: for what greater 
impact does learning have but upon the brain? Educational neuroscientists include educators, 
physiologists, anatomists, cognitive psychologists, imaging specialists and those with interest 
in learning and development. With the growth in research in education and neuroscience 
(Howard- Jones, 2007; OECD, 2007; PMSEIC, 2009), it is timely to reflect on the impact and 
possibilities neuroscience can bring to education. For science educators, it is an opportunity 
to consider the recent advances in the sciences of learning and how we might best engage 
with research findings in neuroscience. 
 
First, we consider the techniques used in neuroscience and what sort of information is yielded 
using different methods. We then review the extent to which the new discipline of 
educational neuroscience has developed globally. Next, we provide a brief overview of the 
structure of the brain and how changes in the brain over a lifetime are associated with 
stimulation, socio-economic status and learning. We present evidence for the prevailing view 
of the determinants of intelligence, discuss working memory (WM) and consider the impact 
of cognitive stimulation programmes. We examine the misuse of neuroscientific findings in 
µEUDLQEDVHG¶learning programs and suggest that (particularly) teachers of science bring a 
sense of rigour to examining the merit and efficacy of such programmes. Finally, we consider 
the potential for future research in educational neuroscience. 
 
Imaging tools 
Imaging uses a range of tools to measure the activity of the brain. Some of these are non-
invasive, such as electroencephalographic (EEG) recordings. These use electrodes on the 
scalp to measure the electrical potentials over different parts of the head, generating an image 
of neuronal activity. More usefully, event related potentials (ERPs), extracted from EEG 
recordings, are the small changes in voltages measured in response to sensory or cognitive 
events. Event-related potentials are the variations in voltage that occur when someone is 
thinking or processing information. Using a hair net embedded with electrodes, the activity of 
brains can be observed as children undertake particular activities or tasks. Event-related 
potentials are most useful in studying both the timing and sequence of response during a task. 
Other imaging tools include magnetic resonance imaging (MRI) and positron emission 
tomography (PET). Both of these methods can be used to measure changes in blood flow in 
WKHEUDLQDQGµPDS¶WKHEUDLQ With PET, radioactively labelled molecules are injected into 
the blood and taken up by tissues and cells preferentially by those with higher metabolic 
demands. Because of the use of radioactive isotopes, there has been little reliance on PET in 
educational neuroscience. 
 
Functional magnetic resonance imaging (fMRI) is a technique that highlights changes in 
region-specific brain metabolic activity via the blood oxygenated level dependant signal due 
to synaptic activity. Spatial resolution of fMRI offers the opportunity to establish networks in 
the brain associated with specific cognitive IXQFWLRQVDQGµLGHQWLI\DVSHFLILFSDUWRIWKHEUDLQ
which plays a key role in a given WDVN¶6ĪĦFV	*RVZDPLS&RJQLWLYHGHPand 
results in increased neural activity and greater metabolic activity. We can measure this 
demand either directly (PET) or indirectly (fMRI) as blood flow through the brain is inferred 
to GHWHUPLQHFRJQLWLYHGHPDQG$YHU\µHIILFLHQW¶EUDLQPLJKWKDYHDORZHUEORRGIOow in 
response to a particular task. 
 
Growth in neuroimaging studies has led to renewed understandings of the brain. Cognitive 
neuroscientists have developed a wealth of knowledge through use of association and 
disassociation studies. As a result, brain functions have been identified with specific areas or 
regions of the brain. Work with individuals with brain lesions or brain damage has helped 
establish just how closely or not cognitive functions and brain structures are related. Whist 
areas of the brain have long been associated with specific functions, such as language 
acquisition, PET has revealed that response to visual stimuli is complex relying on a network 
of neurons across the brain. Not all brain functions are so disparately distributed in the brain, 
for example, circadian rhythms are maintained by localised neurons in the brain. So the 
picture of the brain dominated by either an area or network focus can be over simple and 
conclusions drawn from them misleading for teachers (Varma & Schwartz, 2008). 
 
Educational neuroscience: a global phenomenon 
In 1999, the Organisation for Economic Development (OECD) initiated a cross-disciplinary 
SURMHFWµ%UDLQDQG/HDUQLQJ¶DQGWKLVKDVFRQWLQXHGWRVXSSort the dialogue between 
educators and neuroscientists. Some key messages to emerge from this international 
collaboration have been that: 
 
(1) educational neuroscience is generating new knowledge to inform policy, curriculum and 
practice, 
(2) brain research provides important neuroscientific evidence to support the broad aim of 
lifelong learning and 
(3) adolescents have great cogQLWLYHDELOLW\RUµKLJKKRUVHSRZHU¶coupled with emotional 
ODELOLW\RUµSRRUVWHHULQJ¶2(&'S 
 
Integrating education and neuroscience research has been leading to the formation of trans-
disciplinary work. In Australia, a recent report called for the establishment of Science of 
Learning Centres drawing on research from education, neuroscience, psychology, cognitive 
and social sciences (PMSEIC, 2010), although the recommendations are yet to be realised. In 
the USA, the American Educational Research Association hosts a webpage of resources for 
teachers, researchers and parents, which links to centres across the USA and UK offering 
programs, research papers and information about educational neuroscience (http://www.aera-
brain-education.org/Resources/Resources.aspx). In Europe, the European Association or 
Research on Learning and Instruction promotes research and dissemination of educational 
neuroscience findings. The International Mind, Brain and Education Society (IMBES) was 
UHFHQWO\HVWDEOLVKHGWRµIDFLOLWDWHFURVV-cultural collaboration in biology, education and the 
FRJQLWLYHDQGGHYHORSPHQWDOVFLHQFHV¶(see http://www.imbes.org/). In fostering such 
collaborations and promoting this work, researchers from a range of disciplines can develop 
research questions, investigations and methodologies together. Rather than educational 
practice being informed by cognitive science, the aim is for a synergistic partnership between 
researchers and practitioners. Such transnational and cross-disciplinary collaborations augur 
well for meaningful and fruitful research to occur, where the learning experience is central to 
inquiry. One might argue that we are witnessing the birth of the science of learning. 
 
Global interest in neuroscience and education has led to a number of collaborations across 
disciplines to seek new ways of understanding teaching and learning through the synergy of 
biology, cognitive sciences, psychology, neuroscience and pedagogy. Tantalising for 
educators, a spate of imaging studies has brought the field of neuroscience into our domain: 
what can these tell us about cognitive development in the course of a lifetime? How can 
recent developments in neuroscience inform us as educators? How can children who seem so 
lethargic in the classroom apply themselves to their games with so much enthusiasm? 
(Howard-Jones, 2011).  
 
Brains, development and learning  
The brain, as the rest of the body, is bilaterally symmetrical, with each of the two halves, or 
hemispheres, controlling functions on the opposite side of the body and communicating with 
each other through the corpus callosum. The back of the brain houses the cerebellum, with 
most of the brain comprising the cerebrum. Covering the cerebrum is the cortex, 2±4 mm 
thick, highly folded and grey in appearance. The grey colour arises from the unmyelinated 
neurons, the cell bodies and their dendrites; below the surface of the cerebral cortex, white 
matter contains the myelinated axons of nerve cells and forms the bulk of the brain. The 
white colour arises from myelination of the axons, which carry nerve impulses into, within 
and out of the brain. Myelination, the fatty product of glial cells, increases the speed of 
transmission of the nerve impulses. As individuals mature, myelination occurs in a 
predictable pattern from the back of the brain to the front, so the last part of the brain to be 
functionally mature is the frontal lobe. Loss of myelin is associated with a range of 
neurological disorders, including multiple sclerosis. The cerebral cortex can be described 
spatially in terms of the lobes, each approximately associated with different functions. For 
example, the frontal lobe is associated with planning, problem solving; the parietal lobe with 
spatial processing; the occipital lobe with vision; the temporal lobe with learning and 
memory, within which the hippocampus is located. The hippocampus is one of the few parts 
of the brain which continues to undergo neurogenesis (produce new neurons) throughout life. 
 
Received wisdom is that humans have a disproportionately large brain, although recent 
studies have shown that we have but a scaled up version of the primate brain in terms of 
cellular structure and that the numbers of neurons and non-neuronal (glial) cells are found in 
a one-to-one ratio (Azevedo et al., 2009). Cells in the brain are not uniformly distributed by 
mass, type or number as Table 1 shows: the proportion of neuronal and glial cells differs in 
different parts of the brain. Non-neuronal or glial cells are small, act locally to support, 
nourish, protect and produce myelin. So as the neurons grow in number and length, they are 
supported by an increase in number of glial cells. Yet the balance of the neuron:glial mass in 
the brain appears to be constant across species. Structurally, then, different parts of the brain 
µORRN¶UDWKHUGLVWLQFWDQGLWKDVEHHQVXJJHVted that it is the large number RIµJOLDOFHOOVLQWKH
cerebral cortex that accounts for the expected increase in computational power of larger 
EUDLQV¶+HUFXlano-Houzel, Mota, & Lent, 2006, p.12142). 
 
The newborn brain is metabolically demanding (Eppig, Fincher, & Thornhill, 2010; Meltzoff, 
Kuhl, Movellan, & Sejnowski, 2009) and the early years see rapid growth in both the number 
of neurons and complexity of the connections or synapses between them. During childhood, 
synapse formation (forming connections between neurons) is at its highest rate, as is synaptic 
pruning, where less-frequently used connections are removed. Undernourished children are 
reported to have smaller heads and brains and lower measured intelligence than their 
adequately nourished counterparts (Eppig et al., 2010), suggesting that optimal brain growth 
requires sufficient nutrition in the early years. 
 
The brain undergoes changes over the course of a lifetime and is said to be µSODVWLF¶LQWKH
sense that it can change in response to environmental stimuli. Maturation of the brain to 
DFKLHYHDPRUHHIILFLHQWRUJDQLVEURXJKWDERXWµthrough the weakening of short-range 
functional connections, and the integration of distant regions into functional networks, by 
strengthening of long-range functional connections¶(Dosenbach et al., 2010, p. 1361). In 
adolescents, both synaptic pruning and myelination (to increase transmission speed of nerve 
impulses) occur to strengthen neural connections in the brain. 
 
Table 1. The proportion of neuron, non-neuronal cells in the cerebral cortex, cerebellum and 
rest of the brain. 
 
Part of brain Mass (%) Neurons (%) Non-neurons (glial 
cells) (%) 
 
Cerebral cortex 81.8 19 71.9 
Cerebellum 10.3 80.2 19 
Rest of brain 7.8 0.8 9.1 
 
Source: Azevedo et al., 2009. Source: OECD, 2007, p. 40 (OECD Publishing, 
http://dx.doi.org/10.1787/9789264029132-en, reproduced with permission). 
 
Brain glucose metabolism seems to follow the same pattern as synapse formation and pruning 
with brain glucose metabolism of twoyear- olds equalling adult brains and nine-year-olds 
having twice the adult rate of metabolism (Raichle, 2010). The synaptic pruning that occurs 
during adolescence is accompanied by a reduction in glucose metabolism (see Raichle [2010] 
for a review of brain biochemistry). Recent fMRI studies have shown that brain maturation 
follows a non-linear pattern of growth with an asymptotic shape, µtowards a maximum brain 
DJHRIDERXW\HDUV¶'RVHQEDFKHWDO2010, p. 1361), well into early adulthood and long 
after physical maturation. 
 
:LWKKHDGOLQHVFLWLQJWKHµ0DULO\Q0RQURH¶VLQJOHQHuron effect, whereby individual neurons 
responded to a particular image (Cerf et al., 2010) we might assume that brain mapping is 
nearing completion and that mind control is well understood. ,WLVWLPHO\WRUHPHPEHUµWKH
connection between these structural changes and behavioural changes is only beginning to be 
HOXFLGDWHG¶(Giedd, 2004, p. 83). Imaging studies can provide confirmatory evidence of 
behavioural changes. Piaget and 6WHUQEHUJKDYHERWKIRXQGWKDWFKLOGUHQ¶VFRJQLWLYH
limitations impact on their ability to solve analogy problems. In a study comparing reasoning 
abilities (of analogy and semantic visual reasoning) in adults and children, Wright, Matlen, 
Baym, Ferrer, and Bunge (2008) showed that children made more errors on analogy than 
semantic and were slower on the semantic tests than adults. Magnetic resonance imaging data 
VKRZHGERWKLQFUHDVHGDQGGLIIHUHQWLDODFWLYDWLRQRIFKLOGUHQ¶s brains whilst solving the 
analogy and semantic reasoning problems and that this was age dependent. These data 
support findings from established behavioural research about reasoning and age and a recent 
review has described the growth in reasoning during late adolescence and early adulthood, 
suggesting age-related improvement in reasoning reflects the recruitment of specific areas of 
the brain, the rostrolateral prefrontal cortex (Crone, 2009). 
 
It is thought that the prefrontal cortex, long established for its development in humans, 
contributes the greatest predictive power about brain maturity and that this region is 
associated with cognitive control and reasoning (Dosenbach et al., 2010). This area of the 
brain has been subject to considerable evolutionary selection and is greatly increased in 
humans relative to other primates. Changes to the prefrontal cortex during adolescence may 
be the neurological basis for improvement in reasoning (Wright et al., 2008). Although brains 
lose neurons throughout adulthood, the hippocampus, long associated with long-term 
memory and learning, continues to generate neurons throughout life. Maguire et al. (2000) 
VKRZHGWKHUHVXOWRIµlearning WKHNQRZOHGJH¶RQWKHEUDLQVRIZRXOG-be-taxi drivers in 
London, in which adult brains were shown to respond to particular environmental demands. 
Draganski et al. (2004, 2006) found that as a result of learning to juggle over a three-month 
period, there were measurable changes to grey matter although ceasing to juggle saw a 
UHYHUVLRQWRµQRUPDO¶EUDLQDQDWRP\VXJJHVWing that anatomical changes and plasticity is 
dependent on stimulation. Plasticity comes at a cost, though, as there is not unlimited 
capacity: brains of the London taxi drivers showed an increase in grey matter volume in the 
posterior hippocampus (which was positively correlated with the number of years spent as 
experienced taxi drivers) and reduced grey matter elsewhere in the hippocampus (Maguire, 
Woollett, & Spiers, 2006). 
 
Studies showing the relationship between intelligence and sex, age-related differences in 
brain size, volume and distribution of white matter, cortical thickness during development 
continue to inform neuroscience (Shaw et al., 2006). Males, for example, show greater 
performance on spatial cognitive tasks and imaging confirms greater neuronal efficiency 
FRPSDUHGZLWKIHPDOHV%\FRQWUDVWµfemales seem to be more neuronally efficient during 
WDVNVRIYHUEDOUHDVRQLQJ¶(Deary, Penke, & Johnson, 2010, p. 209). So, males and females 
are indistinguishable in overall performance possible through recruiting different parts of the 
brain. And doing just that, engaging quite different neural networks happens during post-
stroke recovery, where plasticity enables re-learning of old skills. Long-term studies of 
cortical WKLFNQHVVGXULQJFKLOGKRRGVKRZDµQHJDWLYHFRUUHODWLRQEHWZHHn intelligence and 
FRUWLFDOWKLFNQHVVLQHDUO\FKLOGKRRGWRDSRVLWLYHRQHLQODWHFKLOGKRRG¶(Shaw et al., 
2006, p. 676). More intelligent children, as determined by Weschler tests, VHHPWRVKRZµD
SURORQJHGSKDVHRIFRUWLFDOLQFUHDVH¶6KDZHWDO 2006, p. 676) to a much greater extent than 
their peers, suggesting plasticity in structure and plasticity implies malleability. Intelligence 
differences in both children and adolescents KDYHEHHQDWWULEXWHGWRµVLPLODUDUHDVRIWKH
FRUWH[¶.DUDPDHWDO, 2009, p. 152), suggesting the mechanism for cortical thickening is 
somehow correlated with intelligence. Brain efficiency varies: highly intelligent people seem 
to have highly efficient brains and the resting state is lower than less intelligent peers (Deary, 
Penke, & Johnson, 2010). This suggests that resting-state imaging can yield useful data about 
brain efficiency and intelligence. Learning results in changes in the biological function of the 
EUDLQWKURXJKµDVKLIWLQSDWWHUQVRIDFWLYLW\¶as well as gross structural changes (Howard-
Jones, 2008a, p. 365). 
 
The brain and intelligence: cogito ergo sum 
Our ability to function as humans is very much bound up with our capacity to reason, solve 
problems and negotiate our way through the myriad of day-to-day activities. General 
LQWHOOLJHQFHµg¶LVWKRXJKWWR underpin all manifestations of intelligence. A broad definition, 
agreed upon by a group of academics in 1997, is: 
 
Intelligence is a very general capability that, among other things, involves the ability 
to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn 
quickly and learn from experience. It is not merely book learning, a narrow academic 
skill, or test taking smarts. Rather, it reflects a broader and deeper capability for 
comprehending our surroundings ± µFDWFKLQJRQ¶µPDNLQJVHQVH¶RIWKLQJVRU
µILguring RXW¶what to do. Intelligence, so defined, can be measured, and intelligence 
tests measure it well. (Gottfredson 1997, as cited in Deary, Penke, & Johnson, 2010, 
p. 201) 
 
Globally, intelligence is context-dependent in that measured intelligence is correlated with 
measures such as infant mortality, school enrolment, illiteracy, agricultural labour and gross 
national product (Eppig et al., 2010). The use of intelligence WHVWVVXFKDV5DYHQ¶VPDWULFHV
or Piagetian reasoning tasks to determine different aspects of reasoning ability produce data 
that suggest performance are correlated and load onto a general factor, g. Neuroimaging 
studies have suggested that tasks (involving novel problem solving and abstract reasoning) 
which load heavily onto g, are associated with specific brain activations in the lateral frontal 
cortex (Duncan et al., 2000) rather than drawing on disparate brain regions. This is not to 
suggest that intelligence is located in a particular physical place, but that this region of the 
brain is causally activated during specific reasoning tasks. 
 
There are many who caution against a reductionist approach to intelligence and warn of 
confusing correlation with causation when considering data generated from imaging studies 
(Sternberg, 2000). Indeed, attempting to locate the source of g in the brain may not be 
productive at all. We could perhaps say that g exists in the EUDLQµLQWKHVHQVHWKDWGLYHUVH
EUDLQSURFHVVHVDUHFRUUHODWHG¶(Plomin, 2003, p. 1) across a widely distributed but well-
connected network. The concept of g has been further expanded by considering two 
components, fluid gf, which depends on in the- moment processing, or reasoning ability and 
crystallised gc considered to be intelligence-as-product, dependent on experience, acquired 
cultural and educational knowledge. Whilst intelligence tests load onto g, other variance 
arises from domain-specific tests (such as spatial, verbal) these individual components 
µcontribute a small amount of variance compared with g DQGWKHVSHFLILFWHVW¶'HDU\HWDO 
2010, p. 202). While gf declines with age and frontal lobe damage, as do processing speed 
and memory, gc appears to be more resilient to the vagaries of age. 
 
Executive functions (EF) are processes that regulate and control thought and action with a 
strong association with the frontal lobes and performance in intelligence tests. Throughout 
adolescence, there is a marked improvement in EF, with greater mastery over thoughts and 
action, self-control and cognitive gains, although tempered by the exhibition of risk taking, 
for example (Crone, 2009). Indeed, the non-linear and complex changes in the regulation of 
HPRWLRQDQGVRFLDOµFRPSHWHQFH¶in adolescence need to be more clearly understood (Crone, 
2009). A twin study investigated three components of EF: updating (WM); shifting and 
inhibiting ()DQGLQWHOOLJHQFHXVLQJ5DYHQ¶V3URJUHVVLYH0DWrices (a measure of reasoning); 
DQGD:HFKVOHU¶VWHVWDPHDVXUHRILQWHOOLJHQFH in adolescence and adulthood). Updating 
WM showed the strongest correlation with intelligence and given its role in attention, this is 
perhaps unsurprising (Friedman et al., 2006), although the widespread view is that g and WM 
capacity are not the same entity (Bishop, Croucher, & Duncan, 2008). General intelligence, 
then, seems to depend on more than good WM, speed of processing and educational 
opportunities, but nevertheless has some strong correlates with each of these. 
 
Few cognitive training programs have been able to show long-term gains or transfer to other 
learning tasks (Owen et al., 2010). A recent study involved the training of WM and the 
impact of this training on gf (Jaeggi, Buschkuehl, Jonides, & Perrig, 2008) has shown that 
fluid intelligence can be improved by training WM; such improvement was dependent on the 
amount of training and observed across all levels of abilities and resulted from training WM 
in two distinct domains. The educational significance of such findings cannot be overlooked: 
intelligence is not fixed, is modifiable, and suggests that conventional intelligence tests 
SURYLGHµindices WKDWPD\EHG\QDPLFUDWKHUWKDQIL[HG¶6WHUQEHUJ, 2008, p. 6791), although 
this is not accepted by all (see Moody, 2009). It suggests for educators that, rather than 
limiting student achievement, WM and gf are eminently amenable to change. 
 
Standard intelligence tests are sometimes criticised by some researchers, pointing out that 
there is more to intelligence than can be assessed by tests such as those developed by Binet or 
Wechsler. For example, where is a test that can assess creativity to be found? And what of 
µSUDFWLFDO¶LQWHOOLJHQFH"7KHQRWion that discrete intelligences exist, which each require 
particular attention and are independent from each other has not been substantiated. 
1RQHWKHOHVV*DUGQHU¶VWheory of multiple intelligences has permeated school textbooks, 
which address the variety of different intelligences through specific tasks or activities. There 
is no evidence to date of its efficacy or improvement in educational or learning outcomes for 
students. By contrast, in the currently accepted model of general intelligence in the field of 
psychology, g is thought to underpin success across a range of different cognitive activities 
(Duncan et al., 2000). This accounts for the greatest variance in cognitive tests, g is µWKH
source of most of the predictive power of cognitive tests and . . . is the locus of most of the 
JHQHWLFYDULDQFH¶'HDU\HWDOS2). It may well be that a large number of genetic 
variants exert relatively small effects, although the field of molecular and quantitative 
genetics is yielding data on heritability of traits in the cognitive domain from dementia to 
reading disability (Plomin, 2003). This is not to support a deterministic view of intelligence 
or hark back to the days where intelligence was thought to be fixed, immutable. On top of 
this rather hazy picture that is now emerging of what constitutes intelligence and how this 
manifests in classrooms, recent research also reminds us of the role of motivation or other 
affective variables as predicted by the early pioneers of intelligence testing (Duckworth et al., 
2011). 
 
There is yet no consensus on locating genes for intelligence, although more is known about 
where development is different through disease, developmental delay or metabolic 
conditions. For example, the metabolic disorder phenylketonuria (PKU), left untreated can 
cause severe mental retardation associated with structural brain changes. A lifetime of a diet 
low in phenylalanine mitigates the effects of this autosomal recessive genetic condition. In 
essence, the amino acid, phenylalanine, accumulates and is not able to be metabolised to 
tyrosine. Tyrosine is important as a precursor of dopamine, a neurotransmitter which is 
important in WM performance (Klingberg et al., µ2II-GLHW¶DGXOWVZLWK3KU show a 
reduction in dopamine levels with concomitant reduction in processing speed as determined 
by the Weschler tests (Moyle, Fox, Bynevelt, Arthur, & Burnett, 2006). The reduction in 
cognitive performance may be due to the effect phenylalanine has on myelination or directly 
on the dopamine, which impacts frontal lobe anatomy. The dopamine link is interesting for its 
association with reward-seeking and risk-taking behaviours (Crone, 2009) and certainly adds 
to the complexity of understanding brain changes, brain development and behaviour in 
adolescence. 
 
 
 
Figure 1. A diagram showing the major regions of the cerebral cortex. Source: Swanson, 
1999. Source: OECD, 2007, p. 40 (OECD Publishing, 
http://dx.doi.org/10.1787/9789264029132-en, reproduced with permission). 
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Indeed, an inverse relationship exists between the hippocampal volume and memory for 
children (Van Petten, 2004). Gene studies suggest a correlation between brain structures, 
intelligence and brain size but the picture is complex: genetic influence on brain regions is 
not uniform throughout life or on different SDUWVRIWKHEUDLQ)RUH[DPSOHµIRUZKLWHPDWWHU
genetic variance increased over time, whereas environmental variance increased for grey 
PDWWHU¶'eary et al., 2010, p. 205). More intelligent children, as determined by Weschler 
tests, seem to VKRZµDSURORQJHGSKDVHRIFRUWLFDOLQFUHDVH¶6KDZet al., 2006, p. 676) to a 
much greater extent than their less intelligent peers, suggesting plasticity in structure ± and 
plasticity implies malleability. Intelligence differences in both children and adolescents have 
EHHQDWWULEXWHGWRµVLPLODUDUHDVRIWKHFRUWH[¶.DUDPDHWDO, p. 152) suggesting the 
mechanism for cortical thickening is somehow correlated with intelligence. Evidence that 
there are neural differences between individuals of high and low IQ when reasoning has come 
from fMRI studies. Perfetti et al. (2009) investigated the effect of gf on reasoning using an 
DGDSWHG5DYHQ¶s matrices task. As the task complexity increased, high IQ individuals showed 
greater activation in the pre-frontal cortex, whereas low IQ individuals showed decreased 
activity, whereas on a task of moderate difficulty, neural activation in low IQ individuals was 
much greater suggesting differential activation was IQ dependent. The mandate WRµFRPSDUH
brain structure and activity in people with and without experience in VROYLQJFRJQLWLYHWHVWV¶
(Deary et al., 2010, p. 209) is likely to shed light on how intelligence develops and how this 
is manifest. Elucidating the neurological basis of drive, motivation and reward is in its 
infancy and possibly an area where teachers FDQHQJDJHGLUHFWO\ZLWKWKHµZKDW¶DQGµKRZ¶RI
future research. 
 
Working memory 
Working memory can variously be thought of as having two functions: as a temporary 
storage of information and manipulation of information and attention; or the keeping of 
µPRmentarily relevant information in a stable, yet flexibly accessible VWDWH¶%OHGRZVNL
Kaiser, & Rahm, 2010, p. 177). Various components of WM have been described such as 
visual, spatial and attention and are correlated with cognitive development; WM has a limited 
capacity that increases during childhood, reaching a peak at about 30 years and then declining 
thereafter (see Figure 2 and Swanson [1999] for detailed analysis of age-dependent WM). 
 
It may well be that different parts of the brain are recruited in storage and manipulation of 
information. Conway and Getz (2008) confirm that WM training can lead to improved 
cognitive performance improvement (Klingberg, Forssberg, & Westerberg, 2002; Klingberg 
et al., 2005) but raised questions about the constructs of WM, gf,gc, the neural mechanisms 
involved and the long-term effects of such training. Given that attention and WM are so 
closely linked, and that both are critical for learning, improving attention or WM may be 
subject to educational intervention. Few extant assessment tools in schools mean that children 
with poor WM often escape detection. Two such instruments have been described recently: 
the Automated Working Memory Assessment, a recently developed computerised tool with 
aged-related cut offs now enabling screening by teachers for schools (Alloway, Gathercole, 
Kirkwood, & Elliott, 2008), and the Picture Span Test, which measures visual WM capacity 
(Tanabe & Osaka, 2009) and it remains to be seen if they are robust instruments. Working 
with a small number of children with low WM, Holmes, Gathercole, and Dunning (2009), 
showed an improvement in WM and mathematical performance. 
 
An investigation into WM of both younger (20±30 years) and older (70±80 years) adults 
participated in a seven-week training programme based on the spatial n-back task, where n is 
the number of stimuli to be recalled separately (see http://dual-n-back.com/nback.html for an 
example). The training programme was undertaken for 15 minutes per day by adults and 
results showed that both groups improved their performance on the practiced task, with near 
but no far transfer effects (Li et al., 2008). A three-month follow up showed that the younger 
adults were more likely to have maintained this compared with older aged participants. 
Even older people can benefit from training in WM: an extended training period of three 
months twice weekly yielded improvements in WM compared with an age matched control 
group (Buschkuehl et al., 2008), although this did not persist. Age-related changes to the 
striatum, a region of the forebrain interior, may well be responsible for the deterioration in 
performance in older adults and longitudinal studies investigating this part of the brain with 
imaging are likely to be informative. The lack of far transfer suggests that the intervention 
has been limited, although VXFKHYDOXDWLRQRIFRJQLWLYHEHKDYLRXUµLVPHWKRGRORJLFDOO\
GLIILFXOW¶(Klingberg, 2010, p. 318). 
 
Improving cognitive performance 
Even brief periods of training in mindfulness meditation (derived from Eastern traditions of 
meditation) have shown to be effective at improving cognitive function, with improved 
scores in tasks depending on attention and executive processing  efficiency (Zeidan, Johnson, 
Diamond, David, & Goolkasian, 2010). 
 
 
 
 
 
Figure 2. Working memory changes over the course of a lifetime as measured by changes 
in visual-spatial capacity. Source: Swanson, 1999. 
 
Mitigating the 
onset of dementia is likely to have economic benefits and considerable effort is 
expended to maintain healthy older adults in the community. A five-year study of 
older adults examined the effects of a short intervention programme of 10 sessions 
on older adults. Participants were allotted to one of three intervention strategies 
which involved a specific sort of training ± memory, reasoning and processing 
speed ± with the finding that those given intervention in reasoning seemed protected 
against decline compared with participants in the other two groups (Willis et al., 
2006). The data and findings on cognitive intervention are reported in medical and 
health literature and show that cognitive intervention programmes continue to be 
explored as possible therapeutic value to individuals (Busche, Bokde, & Hampel, 
2010). Cognitive intervention programmes clearly have their place in ameliorating 
the effects of cognitive decline in older adults, whether prophylactically or complementary 
to other regimes, but the same degree of rigour has yet to examine the 
PHULWRIPDQ\µEUDLQ-EDVHG¶SURJUDPPHVLQHGXFDWLon. 
Neuroscience confirms the role of intervention 
There exists a large body of well resourced educational and training packages 
claiming to support improvement in cognition, ameliorate cognitive decline in ageing 
and neurological illness and interventions to overcome learning difficulties. 
&ODLPVDERXWµEUDLQWUDLQLQJ¶DUHRIWHQXVHGLQPDUNHWLQJDQGSURPRWLRQDOOLWHUDWXUH 
but not supported by empirical findings, despite their widespread use in schools 
6WHSKHQVRQ7KHUHLVOLWWOHHYLGHQFHWKDWµEUDLQWUDLQLQJ¶JDPHVKDYHDWUDQVIHU 
effect, have a sustained impact or develop cognitive abilities in the general population 
(Owen et al., 2010). There may well be benefit ascribed to such training or 
cognitive testing, particularly in preventing cognitive decline in the ageing population, 
in stimulating the reward system in some individuals or for individuals with a 
neurocognitive condition (Amato et al., 2009). 
Learning to read is of paramount importance in schools and yet between 5 and 
17% of children experience difficulty that is not associated with defects in cognition, 
motivation or instruction (Gabrieli, 2009). In adults, a network involving the 
left hemisphere of the brain is thought to confer the ability to separate words into 
components of sounds. Dyslexia is thought to manifest itself from a neural processing 
impairment, where connectedness between different parts of the brain is reduced 
so making sense of reading is a challenge. Functional differences can be detected in 
newborns using ERPs and warrants further long-term investigation. At a functional 
level there appears to be reduced activation in the frontal and temporo-parietal 
regions of the brains of children and adults with dyslexia (Gabrieli, 2009). 
Schools often detect dyslexia on the basis of a mis-match in reading and general 
academic performance indicators. A number of studies have shown that computer 
training can assist in the remediation provided to children identified with dyslexia 
and many of these children seem able to overcome the initial difficulties experienced 
in learning to read, and imaging studies confirm changes in brain function. 
Intervention strategies that are intensive, directed and systematic to support remediation 
specifically target phonological awareness and decoding strategies are more 
effective in improving younger rather than older children (Gabrieli, 2009). The 
strong heritability of dyslexia and other neurodevelopment conditions suggests 
underlying genetic causes but to date only a few single-nucleotide polymorphisms 
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have been located (Miller, 2005). With dyslexia being a recognisable obstacle to 
learning to read, it might be expected that children share a common brain signal 
and that this is not the case suggests a sensitivity to cultural influences (Grüter & 
Carbon, 2010). Further investigations can shed light on whether there is a visual or 
linguistic basis for dyslexia. A likely scenario is that genetic, environmental and 
epigenetic effects may contribute to the condition, with perhaps, different genes 
increasing the susceptibility for dyslexia (Miller, 2005). 
Dyscalculia presents in children with difficulties in calculating, perhaps even 
numerosity in general (Howard-Jones, 2007, p. 13) and, as for dyslexia, is independent 
of intellectual ability and schooling and has a lifelong economic, health and 
social impact. The acquisition of arithmetical facts is associated with a particular 
region of the brain, the intra-parietal sulci (IPS) and this area is found to be structurally 
GLIIHUHQWRQG\VFDOFXOLFFKLOGUHQ.DXIPDQQHWDO¶VLQYHVWLJDWLRQZDV 
the first to compare neural correlates of children with and without dyscalculia when 
presented with a magnitude processing test. His team reported stronger activations 
in left (intra)parietal regions in dyscalculic children relative to controls and they 
VXJJHVWHGWKDWµWKHVWURQJHUUHFUXLWPHQWRIWKHOHIW,3L observed in [the] group of 
G\VFDOFXOLFFKLOGUHQUHIOHFWHGFRPSHQVDWRU\PHFKDQLVPV¶SWRRYHUFRPHWKH 
processing difficulties as well as drawing on a wider neural network to perform the 
task. Understanding dyscalculia will draw on both area and network models of the 
workings of the brain to explore possible diagnoses and remediation strategies (Butterworth, 
Varma, & Laurillard, 2011; Kaufmann, 2008; Varma & Schwartz, 2008). 
Establishing which areas or regions of the brain are involved in solving problems 
may help establish the neural basis for mathematical reasoning. For example, the 
role of using fingers in counting in developing early arithmetic skills has been confirmed 
by fMRI studies of children and adults: it seems that atypical brain mechanisms 
are correlated with deficiencies in using fingers to count (Kaufmann et al., 
2008). Moreover, specific neurological correlations have been established with particular 
deficits in numerosity, comparison of number symbols and arithmetic. (Butterworth 
et al., 2011, p. 1051). These sorts of findings beg the question of 
neuroscience ± is this just a (highly expensive) diagnostic tool? What more can be 
learned from neuroscience that traditional disciplines have been unable to teach us? 
Are there any practical and educational applications from the findings of neuroscience? 
How early can conditions such as dyscalculia be detected? What sort of effect 
does intervention have? We suggest that neuroscience and education together can 
foster the development of evidenced-based theories, to draw on what is known 
about genetics, imaging, child development and pedagogy. One such targeted intervention 
strategy in the classroom to support students in their early years of learning 
mathematics in Innsbruck (Kaufmann, Handl, & Thöny, 2003) has specifically 
addressed basic conceptual and procedural knowledge, to good effect. The intervention 
over a six-month period, three times a week was a staged process of gradually 
developing numerical knowledge from the concrete to abstract resulting in greater 
proficiency in calculation skills. Another intervention recently reported using adaptive 
software informed by neuroscience and which targets the IPS may be helpful 
in overcoming the challenge of dyscalculia (Butterworth et al., 2011). 
Other neuroimaging studies have centred on individuals with identified clinical 
conditions such as Attention-Deficit/Hyperactivity Disorder (ADHD) (Cherkasova 
	+HFKWPDQ.DUFKHWDODXWLVP(FNHUHWDODQG$O]KHLPHU¶V 
disease (van der Hiele et al., 2007). Attention-Deficit/Hyperactivity Disorder has a 
Studies in Science Education 223 
Downloaded by [University of Western Australia] at 21:16 21 September 2011 
prevalence of about 5±10% of the population and is thought to result from 
executive function deficit, although there is a lack of uniformity in manifestation of 
the impairment (Lambek et al., 2010). Characterised by behavioural traits such as 
inattention, distractibility and hyperactivity, a closer study of the literature suggest 
that reward processing and regulation are also impaired (see Cherkasova & Hechtman 
[2009] for a review of the studies). Lower academic performance in collegeaged 
students with ADHD and impaired WM, particularly the auditory component 
of a WM task, suggest that difficulties persist into adulthood (Gropper & Tannock, 
2009). A recent study using simultaneous EEG and fMRI has shown evidence of 
frontal brain functional deficits (Karch et al., 2010) although the data are generally 
inconsistent in establishing possible neural correlates. Remediating the effects of 
ADHD require educational interventions that address both behavioural and cognitive 
aspects, regardless of whether medication is also used. 
Neuroscience confirms that socioeconomic status impacts cognitive development 
The construct of socioeconomic status (SES) is described elsewhere (Hackman & 
Farah, 2009) and the effects of SES on health, educational and lifetime outcomes 
are well known. Recent findings from cognitive science have sought to address the 
mechanism by which SES positively impacts cognitive achievement from early 
childhood onwards (Hackman, Farah, & Meaney, 2010; Evans & Schamberg, 
2009). A range of electrophysiological and imaging studies (EEG, ERPs and fMRI) 
confirm that 6(6FRUUHODWHVZLWKEUDLQIXQFWLRQµPRGXODWLQJEUDLQUHVSRQVHV 
>DQGVKRZ@GLVSDULWLHVLQQHXURFRJQLWLYHIXQFWLRQZLWKWKHSUHIURQWDOFRUWH[¶ 
(Hackman & Farah, 2009, p. 68) being involved in these disparities. 
Whilst high-SES families can remediate low IQ, the limiting factor for low SES 
seems to be environmental influences. Early adversity seems to be amenable to 
enrichment through cognitive stimulation (Hackman et al., 2010, p. 656). Teacher 
quality has been shown to exert a powerful and long-term impact on students 
7D\ORU5RHKULJ+HQVOHU&RQQRU	6FKDWVFKQHLGHULQµPRGHUDWLQJWKH 
JHQHWLFHIIHFWVRQHDUO\UHDGLQJ¶S 
Teaching and learning science 
2VERUQHDQG'LOORQSRLQWRXWWKDWµWKHWHDFKLQJRIVFLHQFHLVDQHVWDEOLVKHd 
FXOWXUDOSUDFWLFHSDVVHGRQIURPRQHVFLHQFHWHDFKHUWRDQRWKHU¶SDQGWKDWLW 
is difficult to change that culture quickly or easily. Many of our classrooms look as 
they did many years ago, with content-driven curriculum rather than pedagogy for 
developing understanding (Dillon, 2009). To find that college students in the USa 
and China have very similar reasoning abilities, although quite different performances 
on knowledge-based tests, suggests that the current state of assessment in 
many of the STEM subjects rely on content and recall at the expense of improved 
UHDVRQLQJ%DRHWDOµ(GXFDWLRQ¶LVWUDGLWLRQDOO\WKRXJKWRIDVDSURGXFWRI 
disciplines in social sciences as disparate as philosophy, sociology and psychology. 
This includes teaching and learning, applying both to what occurs inside and outside 
of classrooms settings. We educators tend to think of learning as something 
WKDWVWXGHQWVµGR¶ZKLOVWHQJDJHGLQWKHDFTXLVLWLRQRINQRZOHGJHVNLOOVDQGEHKDYLRXUV 
to help inform and produce useful citizens. 
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/HDUQLQJRUGHYHORSLQJPDVWHU\LVµVORZDQGKDUG¶6FKZDUW]S 
with effort having to be expended over years to become expert. In educational 
contexts, learning is computational, social and contextually driven. Few educational 
settings currently attend to the biological processes involved in learning, 
ZLWKRQHWHDFKHUDVNLQJµZK\VKRXOG,EHLQWHUHVWHGLQWKHEUDLQ",WHDFKSK\VLFV¶ 
Across the globe, there are few teacher preparation programs in universities that 
include in their courses the biological basis of learning and we argue that this deficit 
be made good to include both teacher preparation and ongoing professional 
learning opportunities. Understanding the different philosophical bases of neuroscience 
and education needs to be reconciled, or at least clarified, so that discussion 
between educators and neuroscientists can be purposeful from classroom to educational 
policy level. 
The measurement of learning in schools is either norm or criterion referenced. 
In both cases, we look for evidence that students have acquired particular knowledge 
or skills that are often described in a hierarchical structure, such as Blooms 
taxonomy. Recent evidence casts doubt on the assertion that testing only tests 
memory not understanding, with the hypothesis that the process of testing itself 
improves memory through using a mediator or cue that helps explicit scaffolding 
of ideas (Pyc & Rawson, 2010). But in a classroom, where are the measurements 
of cognitive outcomes and how can they be usefully compared across different 
learning areas? How can we use questions in our classrooms that regularly extend 
thinking? 
The more recently developed educational technologies have enabled a range of 
KLJKO\SHUVRQDOLVHGOHDUQLQJRSSRUWXQLWLHVZKLFKPD\µLPSURYHDFFHVVWRWKRVHFXUUHQWO\ 
H[FOXGHGIURPHGXFDWLRQLQDGXOWKRRGDQGLQODWHUOLIH¶5R\DO6RFLHW\ 
p. 9). The casual browser of the Internet can find within his/her reach, and for a 
small fee, a range of products that will stimulate, for example, cognitive growth, 
improve memory, reasoning and speed of processing. To this end, collaboration 
with the developers of digital technologies, educators in classrooms, learners and 
neuroscience may result in the critical evaluation and further development of technologies 
to promote learning. 
Neuroscience paves the way for myths: a little learning can be a dangerous 
thing 
Teachers are necessarily interested in the cognitive and other developments of the 
students they teach. Lack of knowledge about the biological basis of learning can 
be remedied through professional learning and teacher preparation. With the unparalleled 
growth in neuroscience research, the practical application of neuroscience 
findings in education seems to be currently occupied by highly marketed instead of 
evidence-based programmes (Stephenson, 2009) directed at improving cognitive 
performance. As well as playing a role in judicial matters, health management and 
SROLF\QHXURVFLHQFHFDQEHµDWRROIRUVFLHQFH-based education policy, which can 
KHOSDVVHVVWKHSHUIRUPDQFHDQGLPSDFWRIGLIIHUHQWHGXFDWLRQDODSSURDFKHV¶5R\DO 
Society, 2011, p. 9). We therefore suggest that educators at all levels consider how 
the findings from neuroscience can shed light on our practice (see Appendix). 
Rather than wholeheartedly embracing or refuting claims made about the benefits of 
brain-based learning programs, we suggest that science teachers and science 
educators engage with neuroscience findings critically, scientifically and profession- 
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ally. A number of myths have grown up around brains, some of which have permeated 
education. 
These myths include, but are not limited to: 
(1) There are critical periods of learning during which humans can develop cognitive 
reasoning particularly effectively (OECD, 2007). 
(a) This may have its origins in studies of rats maintained in low stimulus 
environment, whose brains showed low synaptic density, or imprinting 
studies in young birds. The application to human from animal studies 
has been to suggest that enriched environments in the early years were 
essential to intellectual growth. Imaging studies have confirmed the plasticity 
of the brain with growth and pruning of synapses throughout life. 
(b) No critical periods of learning have yet been found in humans. There 
may be sensitive rather than critical periods for learning and studies on 
very young children have shown that they are responsive to sounds produced 
by a variety of different language groups. This responsiveness is 
µORVW¶XQOHVVWKHFKLOGKHDUV the sounds regularly as part of his linguistic 
environment. Plasticity also means loss in response to lack of environmental 
cues. 
(2) Individual students have specific learning styles, such as visual, spatial, kinaesthetic 
(VAK). Multiple intelligences (M,µ%UDLQ*\P¶B6WHSKHQVRQ 
2009) and learning styles (Crossland, 2008; Howard-Jones, Franey, Mashmoushi, 
& Liao, 2009). 
(a) The idea that individual students have specific learning styles, such as 
VAK, has currency in educational settings. A survey showed that 82% 
of pre-VHUYLFHWHDFKHUVDJUHHZLWKWKHVWDWHPHQWWKDWµLQGLYLGXDOVOHDUQ 
EHWWHUZKHQWKH\UHFHLYHLQIRUPDWLRQLQWKHLUSUHIHUUHGOHDUQLQJVW\OH¶ 
(Howard-Jones et al., 2009, p. 23). 
(b) There is no evidence to date to support the claim of a preferred learning 
style and, even when the preferred learning style is used, no evidence of 
educational improvement. 
(c) The prevalence of Brain Gym _, MI and VAK in schools calls into 
question the use of evidence in practice: are school administrators persuaded 
E\DµIHHOJRRG¶IDFWRUDQHFGRWDOUHFRPPHQGDWLRQVRUWKHXVHRI 
evidence-based research to determine educational programmes? 
(3) Only about 10% of our brains are used at any time. 
(a) This myth is often attributed to Einstein but more likely have found 
fame with the neurologists in the nineteenth century who found that 
only about 10% of neurons are active at any one time. 
(b) Imaging studies have shown that brain activity is disparate and can be 
very µSUHFLVHO\GHVFULEHG¶2(&'S3KLQHDV*DJHKLPVHOI 
survived a number of years following his accident, albeit with altered 
capacity. Indeed, localised areas damaged through injury, disease, 
strokes, can often result in considerable reduction in function. 
F7KHEUDLQLVGLVSURSRUWLRQDWHO\GHPDQGLQJRIWKHERG\¶VUHVRXUFHVDQG 
when food is scarce, the impact on brain development is evident (Eppig, 
Fincher, & Thornhill, 2010). 
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(4) We are either right-brain or left-brain learners. 
(a) The lateralisation of the brain into two hemispheres with identifiable 
functions has given rise to the popular myth that learners can be classified 
into right or left brain individuals. This is likely to have developed 
as a result of the work of Roger Sperry, awarded the 1981 Nobel Prize 
for the discoveries of functional specialisation of the cerebral hemispheres. 
Sperry (1968) reported that a split-brain LQGLYLGXDOEHKDYHGµDV 
if it had two separate brains ± HDFKZLWKDPLQGRILWVRZQ¶S 
Although the two hemispheres control different parts of the body and 
have discrete functions, both are employed and coordinate activities. 
(b) When the two hemispheres are separated, there follows loss of function 
and capacity. 
(c) Different activities employ different regions of the brain, which are task 
dependent rather than individual dependent. The over simplification of 
classifying people into left or right brain thinkers distracts from the reality 
of brain function: a network across different regions of the brain. 
Other neuromyths that pervade everyday life are the need to drink eight glasses a 
day of water, the benefits of omega-3 supplements and the harmful effect of sugar. 
These claims have no evidence to substantiate them and this lack of evidence adds 
to the confusion for parents, students and all who care for children. Sylvan and 
Christodoulou (2010) provide an evaluative tool to assess the educational merit of 
brain-based learning products commercially available, cautioning that educational 
programmes need to be evidence-based, bring about measurable behavioural 
changes (which in usual terms might mean improved student behaviour, well being 
or achievement) and sustained impact. Neuroplasticity training programmes (Goswani, 
2006) need to be scrutinised for efficacy and impact. 
There is a need for studies to bring scientific evidence to evaluate educational 
interventional strategies (Howard-Jones, 2009) as well as bridge the education neuroscience 
divide that currently exists, in some places more than others. In this 
sense, the application of evidence-based practice could do for education for what it 
has achieved in medicine a century ago. 
Implications for teachers and neuroscientists 
Overcoming inequalities of birth and creating educational opportunities for more 
VWXGHQWVLVVXUHO\DGULYHURIHGXFDWLRQDOUHIRUPDQGSUDFWLFHIRUµZHGRQ¶WZDQW 
talent to be dependent on who your parents are, or where you weUHERUQ¶%HQERZ 
2010 as cited in Mervis, 2010, p. 1583). Research and developments in technology 
have enabled us to understand synaptic plasticity throughout life, suggesting causal 
correlations between brain structure, function and behaviours. Far from being reductionist, 
educational neuroscience seeks to bring together an understanding of the 
complexity that surrounds learning, from social, cognitive and neural levels, their 
interaction and effects. 
Neuroscience is not a panacea for education; it cannot develop teaching strategies 
or direct teaching practice, nor can it offer strategies for teachers to better 
HQJDJHVWXGHQWVLQVFLHQFHFODVVHV+RZHYHUµWKHVFLHQFHEHKLQGWHDFKLQJVWUDWHJLHV 
FDQKHOSHGXFDWRUVDGGUHVVWKHZK\RIZKDWWKH\GR¶6\Ovan & Christodoulou, 
2010, p. 1) and embed the practice of teaching in a new paradigm. In the context 
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of educational research, imaging studies may provide an insight into how we can 
best tap into the reward systems in students, to better engage them in learning, or 
the specific neurological structures that underlie complex cognitive process, such as 
abstract reasoning, which underpin the knowledge structures in science. 
For the near future, we might expect neuroscience to make contributions to 
HGXFDWLRQDOSUDFWLFHDWWKHOHYHORIEHKDYLRXUDOVWXGLHVWRµVXSSRUWRUIDOVLI\ 
HGXFDWLRQDOWKHRULHVUDWKHUWKDQGHULYHWKHP¶'HYRQVKLUH	'RPPHWWS 
354) and to provide evidence for, rather than develop educational theories and practice. 
The IMBES is well placed to champion such avenues of inquiry, to promote 
such collaborative practice, mindful that the evidence about learning will not 
emerge from neuroscience studies alone (OECD, 2007, p. 249). Neuroscience may 
VKHGOLJKWRQTXHVWLRQVVXFKDVµKRZGRFKLOGUHQOHDUQWRDVVRFLDWHOHWWHUVDQG 
VRXQGV"¶ZKHQOHDUQLQJWRUHDG0F&DQGOLVVEXWKDYHOLWWOHWRRIIHUWKH 
research into student readiness, motivation or autonomy in a science classroom. 
Clearly, as partners in the emerging cross-disciplinary research, teachers, parents 
and educators will want to address those sorts of questions. 
We accept the premise that teaching and OHDUQLQJDUHµLQWULFDWHO\LQWHUWZLQHG 
ZLWKEUDLQIXQFWLRQ¶&DUHZ	0DJVDPHQSDQGDUJXHWKDWWHDFKHUV 
need to be better equipped with knowledge about neuroscience and skills to help 
distinguish the science from non-science. Early exposure to the ideas in neuroscience 
for pre-service teachers is likely to be beneficial in guiding and forming their 
ideas about teaching and learning (Howard-Jones et al., 2009). Hence, this paper 
addresses science educators specifically, as science teachers are perhaps more expert 
than their colleagues to consider and evaluate evidential the claims of data generated 
through scientific investigation. While neuroscientists develop new perspectives 
on brain science, it will be teachers that are will be active in translating these findings 
into everyday practice in classrooms and schools. 
Capitalising on what is known about research-based pedagogies to improve 
learning needs to be central to both pre-service and in-service professional learning. 
'LVDSSRLQWLQJO\µPXFKclassroom practice appears to neglect what has been shown 
WREHHIIHFWLYH¶5R\DO6RFLHW\SLQWKHWHDFKLQJRIVFLHQFHDQGPDWKHPDWLFV 
in UK schools and there is no reason to suppose that this represents an isolated 
example. Why are teachers not using methods that have demonstrated best 
practice? Bringing about teacher change in pedagogy seems to be very challenging 
at an individual level and has policy implications for educational practice. Physics 
Nobel Laureate, Carl Wieman, has suggested that reducing the cognitive load (see 
Wieman [2007] for a clear illustration) by slowing down, minimising jargon and 
H[SOLFLWVWUXFWXULQJDQGµFKXQNLQJ¶RIPDWHULDOUHGXFHVWKHFRJQLWLYHORDGDQGKHOSV 
students learn more deeply. For educators, the prospect of being able to support students 
in developing metacognitive skills is compelling and grounded in solid educational 
WKHRUHWLFDOHYLGHQFH+LJJLQV%DXPILHOG	+DOO7KHµSRVVLELOLW\RI 
being DEOHWR³WUDLQ´PHWDFRJQLWLYHDELOLW\E\KDUQHVVLQJXQGHUO\LQJQHXUDOSODVWLFLW\¶ 
(Fleming, Weil, Nagy, Dolan, & Rees, 2010, p. 1543) certainly has merit as 
EHVWHGXFDWLRQDOSUDFWLFHZLWKFRQVLGHUDEOHEHQHILWVWRVWXGHQWV¶WKLQNLQJ 
As science teachers and educators, perhaps it is up to us to embrace scientific 
insights more completely in our teaching and preparation of teachers and attend to 
the findings of neuroscience that are more frequently published in traditional science 
rather than educational journals, to develop a science of teaching and learning. 
There is enthusiasm for a closer partnership between neuroscientists and educators, 
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though some uncertainty as to how this will develop (Pickering & Howard-Jones, 
2007). Such collaborations will need to be focused on improving educational practice 
and understanding the quite different disciplines that each bring to the other. 
We might reflect on some of the advances made in neuroscience that have already 
impacted educational opportunities and experiences; for example, the advent of 
cochlear implants has brought the experience of hearing to many deaf children. The 
need for educators and neuroscientists to work closely together has been highlighted 
in a recent review (Royal Society, 2011). As Kaufmann (2008) has succinctly summarised 
the argument that: 
educational experts must share their expertise in pedagogy, and neuroscience researchers 
must develop ecological paradigms that are capable of investigating cognitive processes 
and learning mechanisms instead of circumscribed skills. (p. 168) 
The collaboration between teachers and neuroscientists needs to address these 
issues: 
_ What do educators need to know about the human brain, the neurology of 
learning? 
_ What insight can neuroscience bring to understanding and improving the 
learning process? 
_ How can we use reward in our teaching and learning programmes? 
_ Should teacher preparation and in-service courses include critical evaluation 
DQGGLVWLOODWLRQRIUHVHDUFKDQGµEUDLQEDVHG¶SURJUDPV"6XPPDN6XPPDN 
& Summak, 2010) 
_ How may the trans-disciplinary vision of research be best fostered to inform 
and guide the practice of teaching and the experimental, diagnostic and evaluative 
work of neuroscience? 
_ How do educators develop a sense of scientific scepticism to assess claims 
made about educational programs? (OECD, 2007) 
_ What is the most effective way in which cross-disciplinary collaborations can 
best communicate with each other, conduct research and inform policy? 
_ What is the optimal timing for different forms of learning? 
_ How do specific materials and environments shape learning? (OECD, 2007, 
p. 6) 
_ Given that literacy and numeracy play such important roles in literate cultures, 
what role does the brain play in learning? (OECD, 2007, p. 6) 
Understanding brain development can inform educational practice: the strongest 
evidence for sensitive periods is in the development of sensory systems, so that language 
DQGPXVLFOHDUQLQJµVNLOOVDUHOLNHO\WREHPRUHHIIHFWLYHO\DFTXLUHGLIOHDUQLQJ 
FRPPHQFHVLQHDUO\VFKRROLQJ¶7KRPDV	.QRZODQGS/HDUQLQJ 
new skills continues throughout childhood, adolescence and adulthood and is 
clearly dependent on more than sensitive periods of brain development. The relatively 
new discipline of educational neuroscience draws from traditional sciences 
and educators: an informed partnership to investigate, to research and to inform 
interventions and educational practice. Science educators are well placed to champion 
the cause for being scientific about teaching, embedding findings from neuroscience 
in pre-service teacher courses and continued professional learning. It is 
churlish to point out the discrepancy in funding for health and education, but per- 
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haps a significant contribution to the science of learning will only eventuate with 
JUHDWHUILQDQFLDOVXSSRUW2IFRXUVHµQHXURVFLHQFHEXLOGVRQWKHFRQFOXVLRQVRI 
H[LVWLQJNQRZOHGJHDQGHYHU\GD\REVHUYDWLRQEXWLW¶VLPSRUWDQWFRQWULEXWLRQLVLQ 
enabling the move from correlation to causation ± understanding the mechanisms 
behind familiar patterns ± WRKHOSLGHQWLI\HIIHFWLYHVROXWLRQV¶2(&'S 
However, neuroscience itself is a new science and will doubtless raise new 
questions to explore and science educators need to be involved at this juncture to 
engage with the literature, the research findings and to set the research agenda. 
Finally, knowing about synaptic plasticity gives us, as teachers, encouragement that 
learning is possible for everyone: every student has the capacity to change their 
brain (Dubinsky, 2010). 
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Appendix. Resources for educators 
http://www.neuroeducational.net/ the Neuro Educational network at the Graduate School of 
Education, 
University of Bristol, coordinated by Paul Howard-Jones. NEnet is a group of scientists, 
educational researchers and educators who are interested in issues at the interface of 
neuroscience and education. Lots of resources for educators, researchers. 
http://brainu.org/ BrainU hosts a wide range of professional development resources and 
materials 
for grades 5±12 science teachers. 
http://education.jhu.edu/nei/ the Neuro-Education Initiative at John Hopkins University 
furthers 
the understanding of how research findings from the cognitive and neurosciences has the 
potential to inform teaching and learning through research, collaboration and advocacy. 
http://www.gse.harvard.edu/academics/masters/mbe/ Harvard Graduate School of Education 
links 
WRLQIRUPDWLRQDERXWPDVWHU¶VSURJUDPPHLQPLQGEUDLQDQGHGXFDWLRQGHVLgned for 
students 
interested in connecting cognition, neuroscience and educational practice, especially 
involving learning, teaching and cognitive and emotional development. 
http://www.cogmed.com/ Cogmed Working Memory Training is an evidence-based training 
programme 
developed by Torkel Klingberg to improve attention in individuals. 
http://www.humanconnectome.org/ The Human Connectome Project (HCP) funded by the 
National Institute of Health in the US to map human brain circuitry in 1200 healthy adults 
using non-invasive neuroimaging. This project aims to generate knowledge about brain 
connectivity, 
its relationship to behaviour, and the contributions of genetic and environmental 
factors to individual differences in brain circuitry. 
http://faculty.washington.edu/chudler/neurok.html Neuroscience for Kids was awarded the 
2010 
Science Prize for Online Resources in Education and was established by Eric Chudler. 
http://thebrain.mcgill.ca/flash/index_d.html The Brain from Top to Bottom is an interactive 
website 
about the brain and human behaviour, is available in French and English and each topic 
has three levels of complexity so suitable for a range of audiences. 
http://www.aera-brain-education.org/Resources/Resources.aspx) Hosted by a Special Interest 
Group of the American Educational Research Association (AERA), the resources on the 
website update news on neuroscience, have links to organisations, website and educational 
programs and promote collaboration and understanding between education and neuroscience. 
http://dual-n-back.com/nback.html. There are examples of n-back tasks with a brief overview 
of 
the rationale and testing. 
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