People were trained to decode noise-vocoded speech by hearing monosyllabic stimuli in distorted and unaltered forms. When later presented with different stimuli, listeners were able to successfully generalize their experience. However, generalization was modulated by the degree to which testing stimuli resembled training stimuli: Testing stimuli's consonants were easier to recognize when they had occurred in the same position at training, or flanked by the same vowel, than when they did not. Furthermore, greater generalization occurred when listeners had been trained on existing words than on nonsense strings. We propose that the process by which adult listeners learn to interpret distorted speech is akin to building phonological categories in one's native language, a process where categories and structure emerge from the words in the ambient language without completely abstracting from them.
Comprehending speech requires mapping the acoustic signal onto mental representations that correspond to linguistic units such as words or morphemes. Much of the complexity associated with this categorization process originates from the "lack of invariance" issue, famously demonstrated by Liberman, Cooper, Shankweiler, and Studdert-Kennedy (1967) : The acoustic realization of phonological units such as phonemes varies greatly across speakers and across contexts. Because no naturally produced speech sound is acoustically identical to any of the sounds a listener has previously encountered, speech perception requires the generalization of past experience to novel instances.
Although people can usually understand the speech of any speaker of their dialect with no prior exposure to this speaker, there is ample evidence that listeners' familiarity with a talker facilitates processing of that talker's speech (e.g., Nygaard & Pisoni, 1998) . This indicates that listeners are continuously learning from exposure to a talker's speech and adjusting their categorization scheme to improve the processing of this speech. A growing body of research has begun to investigate the nature of this adaptation (Clarke & Garrett, 2004; Kraljic & Samuel, 2006; Norris, McQueen, & Cutler, 2003) . Building on this work, the current study examined the phonetic and lexical conditions under which listeners generalize their experience with spoken stimuli to novel ones.
A fruitful approach to examining listeners' adjustment to speech has been to expose listeners to synthesized or artificially distorted speech and to assess their improvement in interpreting this speech with increasing exposure. Different kinds of speech have been used, such as time-compressed speech (e.g., Dupoux & Green, 1997; Peelle & Wingfield, 2005) , synthetic speech (e.g., Greenspan, Nusbaum, & Pisoni, 1988; Schwab, Nusbaum, & Pisoni, 1985) , sine-wave analogues of speech (e.g., Remez, Rubin, Pisoni, & Carrell, 1981) , or noise-vocoded speech (e.g., Davis, Johnsrude, Hervais-Adelman, Taylor, & McGettigan, 2005) . Typically, participants are exposed to utterances and asked to report what they have understood. Improvement in word-identification rates, even for novel utterances, reveals generalization of learning. Feedback provided during training has been shown to speed learning (Davis et al., 2005) .
Other work has exposed listeners to speech in which instances of a single sound category, such as the phoneme /s/, have been artificially altered to be ambiguous between two phonemic categories, e.g., /s/ and /f/ (e.g., Norris et al., 2003) . The use of a single, well-specified phonetic alteration permits close examination of the change in listeners' phonetic categories. Learning in these studies is typically assessed by examining how listeners' categorization of the /s/-and /f/-like sounds changes. The basic result is that listeners use linguistic cues to identify the interpretation of the ambiguous sound that is most likely to be correct, and, having done so, explicitly label instances of the ambiguous sound as being members of that category (Eisner & McQueen, 2005; Kraljic & Samuel, 2006) .
The use of novel forms of speech, whether considering only one phonemic category or the entire sound repertoire, ensures that listeners have no prior experience with the phonetic changes under study. As a result, the similarity structure of the training and test materials can be controlled, with the assurance that participants enter the experiment without specific knowledge of the accent or other distortion. If the procedure that converts ordinary speech into the distorted version is systematic or rule-based, then listeners' implicit discovery of this systematicity can be evaluated by probing for generalizations that accord with the rule but that were not specifically exemplified in training. In this way, perceptual adaptation can be used as a tool for studying not only adaptation per se, but more general questions concerning the units over which perceptual categorization operates.
In the present study, we examined generalization in speechsound identification over different phonetic environments and over different talkers. We exposed listeners to English utterances that had been distorted using a noise-vocoding procedure, a transformation (described in more detail below) that removes much of the spectral information present in speech while preserving temporal cues. The result is often described as sounding like a harsh whisper (Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995) . This form of distortion has been previously used, most notably by Davis et al. (2005) , to investigate perceptual learning and generalization. Because our study was partly motivated by Davis et al. (2005) , it is useful to review their findings. Davis et al. exposed people to multi-word utterances in both original and distorted versions. After this training, listeners' ability to identify words in novel distorted sentences was tested. Trained listeners were able to correctly identify more words than untrained listeners, including some words that they had not heard during training. This led Davis and colleagues to conclude that the locus of the learning is sublexical: People learned to associate the acoustic patterns associated with subparts of the trained words to their respective categories, and were able to apply this knowledge to novel acoustic patterns if they were perceived as similar. A more direct test of generalization to untrained words has since been reported by Hervais-Adelman, Davis, Johnsrude, and Carlyon (2008) , where participants were trained and tested on isolated words. Consistent with their prior conclusion, listeners were able to generalize their learning to novel, untrained words. Evidence for generalization after a short amount of training with a novel form of speech was also reported by Francis and Nusbaum (2000) .
Building on this finding, we asked whether the categories over which listeners generalize their past experience with noisevocoded utterances correspond to phonemic categories. Evidence that people can transfer their knowledge of the distortion acquired from some words to different words indicates that this generalization involves sublexical categories, that is, categories smaller than words. This is because if listeners learned only the distorted forms of individual words as wholes, without decomposing them into smaller elements, they would have no basis for generalizing this knowledge to additional words. However, the nature of these categories has not been investigated, including whether the categories correspond to phonemes. The concept of phonemes is central to capturing a language's phonology because the phonological rules that dictate the sound structure of words in the language are often best expressed in terms of phonemes, thus abstracting from the phonetic realization that the sounds take. As an illustration, consider the morphological rule of the gerund formation in English, in which the verb stem combines with the inflection ing. If words were solely represented by their overt, phonetic realization, the gerund cutting in American English would not comply well with the rule: The sounds depicted by the grapheme t at the end of the stem cut and within the gerund cutting are very different. If, however, the sounds of words are internally represented as members of phonemic categories, cutting and seeing conform equally well to the gerund-formation rule because the often unreleased consonant at the end of cut and the flap in cutting are described as two different realizations of the same underlying phonemic category /t/.
Thus, a language's phonological rules are best expressed if sounds that may be acoustically quite distinct are grouped into a common, functional category. However, whether such categories are involved at all during the perception of speech has been a debated question. Here, we examined whether phonemic categories are recruited when adapting to a novel form of speech. More specifically, when learning to process noise-vocoded speech, listeners may generalize what they have learned from one member of the phonemic category to the entire category. Such a generalization, however, would involve non-trivial computation. As pointed out earlier, the acoustic realization of the same phoneme varies greatly across contexts: The acoustic characteristics of a consonant can be dramatically affected by the vowel that precedes or follows it, syllable internally, and listeners are exquisitely sensitive to these coarticulatory dependencies (Liberman, Delattre, Cooper, & Gerstman, 1954; Warren & Marslen-Wilson, 1987; Whalen, 1991) . The position of a consonant within a syllable (i.e., as the onset or the coda of the syllable) has also well-established effects on its realization (Brownman & Goldstein, 1995; Sproat & Fujimura, 1993) , leading some to question whether allophonic variants of the consonants are represented as belonging to the same category (Bybee, 2001) . There is also ample evidence that listeners can distinguish the allophonic realizations of the same phoneme as a function of its syllable position in order to hypothesize syllable and word boundaries in the speech stream (Christie, 1974; Lehiste, 1960; Nakatani & Dukes, 1977; Shatzman & McQueen, 2006; Spinelli, McQueen, & Cutler, 2003) . Thus, generalization from exposure to one distorted sound to any sound within the same phonemic category would require the modeling of contextual influences on the acoustic realization of the distorted sound in order to learn how the noise-vocoded transformation renders a given phoneme once the influence of its context has been factored out.
If people were to generalize their experience with one member of a phonemic category to any of its members, this would provide compelling evidence that people can retrieve properties that are specifically associated with a phoneme despite contextual variations on its acoustic rendition. This result, in turn, would lead support to the view that the process applies to speech perception more generally. Some recent finding suggests such a process may be taking place: Francis, Nusbaum, and Fenn (2007) showed that people trained to understand synthetic speech have learned to shift weight given to acoustic correlates of phonetic contrasts. Alternatively, listeners' ability to transfer their learning may not apply equally well to any member of the phonemic category; instead, generalization may be affected by the similarity between the phonetic context in which the consonant was heard during training and that in which it occurred at testing. To the best of our knowledge, no study on speech adaptation has directly addressed this question. McQueen, Cutler, and Norris (2006) showed that listeners can extend their experience with an ambiguous sound at the end of [s]-or [f]-ending words to different [s]-or [f]-ending words or to a vowel-consonant syllable containing the same ambiguous sound. However, the ambiguous sound was acoustically the same at training and testing. Thus, while this result demon-strates that people were able to isolate the ambiguous sound from the words in which it appeared and apply the same interpretation across words, these results do not directly address the issue of contextual phonetic dependence in the generalization of category learning. In the present study, we asked if learning to recognize a member of a phonemic category in a distorted utterance generalizes to other members of the same phonemic category when aspects of the realization of these members are known to lawfully vary, either because of their phonetic contexts or because of cross-talker differences.
Cross-talker generalization has been examined in a number of studies involving atypical forms of speech (Bradlow & Bent, 2008; Dupoux & Green, 1997; Kouider & Dupoux, 2005) . Learning to interpret artificially altered or foreign-accented speech appears to generalize quite readily from one talker to another, provided that the talkers have a similar native-language background or have had their speech altered in the same manner (but see Eisner & McQueen, 2005; Kraljic & Samuel, 2006 , for reports of talkerspecific adaptation when the altered sounds contain enough spectral information to be traced as originating from a given speaker). This suggests that the mapping that listeners learned operates on a speaker-independent representation of the sensory input, or only involves aspects of the acoustic signal that are stable across speakers. In the present study, we tested for evidence of both crosstalker and phonemic-category generalization to assess whether these two kinds of generalization can be observed under the same training conditions. There are good reasons to hypothesize that they differ. Generalization across talkers is a necessary component of any flexible speech-perception system. But, as reviewed above, whether the recognition of words in speech requires conversion of the speech signal into a series of phonemic categories has been questioned. For example, listeners might implicitly group instances of /t/ in only some environments as "the same," e.g. in bat and cat, without considering other members of the phoneme class as the same, e.g. in tap and stop. The fact that these sounds are all transcribed with "t" in English orthography (and that they are considered as instances of the phoneme /t/) does not imply that they are categorized as the same in language perception. Likewise, learning to adapt to distorted speech might not generalize equally to all instances within a phonemic category.
Although the question pertaining to generalization of learning was the main focus of the research presented here, we also examined the contribution of a constraint that Davis et al. (2005) reported as critical for learning to take place, namely training using words familiar to the participants. Norris, McQueen, Cutler, and colleagues (Eisner & McQueen, 2005; McQueen et al., 2006; Norris et al., 2003) showed that adjustment of phonetic-category boundaries could happen because of lexical information that helps listeners learn to interpret an ambiguous stimulus. In the basic paradigm they devised, participants were exposed to ambiguous tokens (mid-way between "s" and "f") occurring in the final position of s-ending or f-ending words. For one group of participants, only an "s" interpretation of the ambiguous sound formed an existing word, while for the other group, only an "f" interpretation of the ambiguous sound formed an existing word. Listeners' retuning of their phonemic category "s" or "f" was assessed by a subsequent phonemic categorization test: Listeners who had been exposed to the ambiguous s-f tokens in "s"-ending words were more likely to label an ambiguous s-f stimulus as an "s" than listeners who had been exposed to the same ambiguous s-f tokens in "f"-ending words. Because no such difference was found when listeners were first exposed to ambiguous s-f tokens embedded in strings for which neither an "s" or "f" interpretation formed a real word, the perceptual retuning was attributed to a feedback signal from the lexicon. Davis et al. (2005) made the stronger claim that this lexical knowledge is necessary, and not merely beneficial, to learning, even in conditions where listeners receive explicit feedback about the phonological contents of the stimulus after each distorted utterance. In this study, listeners were trained to interpret noisevocoded speech by hearing 20 8-to-13-word sentences. Each sentence was presented in its distorted form, then in its original undistorted form, then in its distorted form once again. Some participants heard sentences composed of real words, while others heard sentences composed of phonotactically legal nonwords. Following training, new distorted sentences were presented. These sentences were the same across groups and were composed of real words. Listeners were asked to identify as many words as they could in the sentence. Participants correctly reported more words than naïve participants (who had not received any training prior to testing) only when they had been trained on sentences containing real words. Davis et al. concluded that hearing distorted real words (as opposed to nonsense strings) was critical to learning to interpret the distorted form of speech.
Although intriguing, the Davis et al. results raise the question of why lexical knowledge was critical to learning to map acoustic patterns onto phonological categories when listeners were provided with the clear, unaltered version of the sentence after each distorted utterance. An explanation for Davis et al. (2005) 's results hinges on the hypothesis that the feedback was much less effective when the sentences were composed of nonwords because of shortterm memory limitation. Recall that sentences were 8 to 13 words long. Listeners may not have been successful in holding such long nonsense strings in memory while attempting to interpret the noise-vocoded signal. Davis and colleagues have since published data suggesting that training with mono-and bi-syllabic nonword stimuli, for which short-term memory demands are minimal, was just as effective as training with mono-and bi-syllabic word stimuli (Hervais-Adelman et al., 2008) . However, their lexicality manipulation did not control for the phonetic similarity between the subcomponents of the training stimuli with those at testing: While they ensured that phonemes occurred (roughly) the same number of times in their word and nonword stimuli, they did not match these two types of stimuli on the distribution of these phonemes within the stimuli. Because, as the current study will show, generalization from training to testing is strongly influenced by the similarity of the phonetic context in which exemplars of a phonemic category were encountered at training (i.e., the position of a consonant within the word or syllable and the identity of the vowel that flanked that consonant), a test of lexicality on learning requires controlling for phonetic similarity across word and nonword stimuli. The experiments reported here did just that.
Aside from the difference between word and nonword training stimuli on their memory demands, training with word stimuli may be more effective because lexical knowledge constrains the set of possible phonemic strings, and this knowledge could contribute to the decoding of an inherently ambiguous acoustic signal. Following the seminal work by Miller, Heise, and Lichten (1951) , which applied Shannon (1948) 's theory of communication to speech perception (cited in Miller, Bruner, & Postman, 1954) , Boothroyd and Nittrouer (1988) showed that the identification of speech segments under noisy conditions reflects contextual influence: While the segments that compose a nonsense speech string are identified more or less independently from one another, this independence is mitigated when these segments form an existing word (see also Benkí, 2003) . Because a word context restricts the set of possible segmental strings, segment identification is more accurate in words than in nonsense contexts. Here, we examined whether this principle applies to learning to interpret noise-vocoded stimuli when feedback, in the form of the clear versions of each utterance, is provided.
The present study reports the results of four experiments. Experiments 1 and 2 examined the impact of the similarity between the phonemic composition of training and testing stimuli on listeners' ability to generalize the knowledge acquired during training. This similarity was manipulated by assessing listeners' recognition of consonants that they had encountered at training when these consonants occurred in the same syllabic position and/or flanked by the same vowel as in training or not. Experiments 1 and 2 also compared listeners' ability to generalize when they had been exposed to word or nonword stimuli at training. Experiments 3 and 4 directly compared listeners' ability to generalize their experience with particular speech sounds when these sounds were produced in a different phonetic context and by a different speaker.
Experiment 1
Experiment 1 examined the impact of acoustic similarity and lexicality on listeners' ability to interpret noise-vocoded speech. All participants were tested on the perception and identification of the same set of noise-vocoded CVC (Consonant Vowel Consonant) words. However, the characteristics of the training regime they received prior to testing varied. The similarity between the training stimuli and the testing stimuli was varied, and the training stimuli were either existing English words or nonsense syllables. We manipulated the similarity between training and testing stimuli by varying, across participants, the phonetic overlap between training and testing stimuli. Although never identical to the training stimuli, testing stimuli could share with the training stimuli (1) their onset-nucleus or rime components, or (2) their onset or coda consonants only, or (3) their consonants but in different syllable positions. We also examined the role that hearing existing words during training might play in learning to interpret new noisevocoded stimuli. We compared the performance in identifying distorted testing words by participants who had been exposed to noise-vocoded nonword stimuli with feedback to the performance of participants who had been trained with words and to the performance of participants who had had no pre-exposure with noisevocoded speech.
To simplify the design and limit the number of conditions, the lexicality and similarity factors were not fully crossed; only one similarity condition (i.e., the consonant overlap) was used to compare performance between participants trained on words and those trained on nonwords.
Method
Participants. Seventy-five students from the University of Pennsylvania took part in this experiment in exchange for course credit. All were native speakers of English. They provided informed consent prior to the beginning of the experiment. The protocol was approved by the University of Pennsylvania Institutional Review Board.
Materials. The 19 English consonants that can legally appear at syllable onset and coda were divided into two sets, roughly equating the sets in terms of manner of articulation. Nine consonants were assigned to the "onset" set (/b/, /t/, /g/, /f/, /s/, //, /tʃ/, /m/, and /l/), the remaining 10, to the "coda" set (/p/, /d/, /k/, /v/, /z/, /ð/, /dʃ/, n/, /r/, and /ʃ/). Each consonant in each set was used between 1 and 3 times in their respective position (i.e., as onset or coda) to form twenty CVC existing English words. Half of the words had a low frequency of occurrence in the language (with a frequency of less than 4 occurrences per million words, according to the CELEX word form database, Baayen, Piepenbrock, & Gulikers, 1995) , and the other half, a much greater frequency (ranging from 17 occurrences to 941 occurrences per million words). These 20 CVC words were used as testing words. They are listed in Appendix A.
Each of the 20 test words was used to create 8 different training stimuli, two for each of the four training sets (see Table 1 ). Among the training sets, the training stimulus could resemble the test word (e.g., chive) in one of three ways: (1) by having the same onset and vowel, or the same vowel and coda, e.g., chire and tive (the onset-nucleus/rime overlap condition); (2) by having the same onset or the same coda, but a different vowel, e.g., chaz and gav (the onset/coda overlap condition) 1 ; (3) by having the onset displaced to coda position and nothing else matching, or having the coda displaced to onset position and nothing else matching, e.g., neech and vum (the consonant overlap condition). The consonant overlap condition was implemented with both nonword training stimuli and word training stimuli, yielding the four training sets.
An additional constraint on the training stimuli pertained to the particular consonants in the training stimuli that did not match their "source" test word (e.g., the consonants r and z in chire and chaz). The selection of these consonants depended on the training group. In the onset-nucleus/rime overlap group and the onset/coda overlap group, all of the consonants appearing as codas in the test words also appeared as codas in the training words, and likewise the set of consonants appearing as onsets in the test words also appeared as onsets in the training words. In the consonant overlap groups, the coda consonants of the test words were used only as onsets in training, and the onset consonants of the test words were used only as codas in training. Please see Table 1 for an illustration of the stimulus types. The result of this careful assignment of sounds across training and testing conditions was that listeners had heard a given sound within a particular position or context at training or not, depending on the training group they were assigned to. The consequences of this experience were evaluated at test. In each of the training sets, each consonant occurred 4 times on average (varying between 3 and 6). Appendix A lists the complete stimuli.
In addition to the 20 critical testing words, 10 words were included to play the role of practice trials. Such trials seemed especially important for the group of naïve listeners who were not exposed to noise-vocoded utterances at training and who, we suspected, would be at first disconcerted by their initial encounter with noise-vocoded speech. With the exception of one word, the practice testing words contained consonants that were not present at training.
All training and testing stimuli were read by the second author, a female native speaker of American English, and recorded directly onto a computer (sampling at 22 kHz with 16-bit resolution). Each stimulus was edited and a noise-vocoded version of each utterance was generated using the speech editor and synthesizer Praat (Boersma & Weenink, 2005) . The procedure, identical to that used by Davis et al. (2005) , consists of defining 6 logarithmically spaced bands in the frequency domain between 50 and 8000 Hz (with cutoff frequency values of 229, 558, 1161, 2265, and 4290 Hz) and extracting the amplitude envelope from each band. The envelopes are then applied to band-limited white noise in the same frequency ranges. Combining these amplitudemodulated noise bands generates utterances where the temporal and amplitude cues present in the original utterance are preserved, but where the spectral detail within each band is lost (see Davis et al., 2005, page 225 , for further detail). The average amplitude of all stimuli was subsequently normalized to 55 dB Sound Pressure Level.
Procedure. Participants were randomly assigned to one of the five training groups. Participants in the "onset-nucleus rime overlap" group heard training nonword stimuli with consonants occurring in the same position and embedded in the same onset-nucleus or rime as they would be in the testing stimuli. Participants in the "onset-coda overlap" group heard training nonword stimuli with consonants that occurred in the same syllable position as they would be in the testing stimuli, but with no onset-nucleus or rime overlap. Participants in the "consonant overlap" group heard training nonword stimuli with the same consonants as those present in testing stimuli, but in a different syllable position and with no vowel overlap. Participants in the "word" group heard training word stimuli with consonants that would occur in the testing stimuli but in a different syllable position and with no vowel overlap. Finally, participants in the "naïve" group heard the same training nonword stimuli as those in the "consonant overlap" group, but only in their undistorted version. Thus, participants in the naïve group lacked exposure to noise-vocoded speech prior to testing, although they did have some exposure with the talker's undistorted speech.
Participants were individually tested in a quiet room. Instructions described the study as an examination of how people learn to adapt to a novel form of speech, one in which natural utterances have been artificially distorted to sound like a harsh, noisy whisper. Depending on which training group they were assigned to, participants were instructed that they would hear a series of real or made-up words. Their task was simply to listen to each word very carefully. Each word was presented three times, first in its distorted form, then in its original, non-distorted version, and finally in its distorted form again. Participants who were assigned to the naïve group heard the original recordings of the consonant-overlap (nonword) training items three times successively. After the training phase, a series of isolated real English words, produced by the same speaker as the stimuli heard earlier, were presented in their distorted form once. Participants' task was to guess which real word they heard and to type their answer on the keyboard. Participants were encouraged to give their best guess, even if unsure, and to take as much time to answer as needed. Participants moved to the next distorted stimulus by pressing the space bar. The experiment took less than 20 min, including debriefing.
The order with which the training stimuli in each group were presented was varied by randomly dividing the 40 stimuli into four groups of ten stimuli and randomizing the presentation order of these groups across participants. During testing, the same random trial order was used for all five groups.
Results
Participants' responses were coded for the accuracy of each of the test word's consonants and the accuracy of the word as a whole. A consonant response was coded as accurate if it corresponded to that of the stimulus exactly. Responses that contained a consonant cluster, either as onset or as coda, were considered inaccurate, even when the cluster contained the stimulus consonant. (A more lenient coding, for which a response was coded as accurate if the first consonant of the onset consonant cluster or the last consonant of the coda consonant cluster corresponded to the stimulus onset or coda consonant, respectively, yielded comparable results.)
We analyzed the data using multilevel logistic regressions. There is a tradition of analyzing categorical outcomes, such as outcomes coded as correct or incorrect, using analyses of variances over proportions. This approach is problematic, however, as recently reviewed by Jaeger (2008) . Indeed, proportions are bounded 
Note. The subscripts a and b indicate consonant Identity; the subscripts {O} and {C} indicate that the consonants were selected from the onset or coda sets, respectively. The subscript 1 indicates that the same vowel as in the testing stimulus was used at training (see text for details).
(i.e., they vary between 0 and 1), and the variances of two binomially distributed conditions are usually not homogeneous because their variance is directly affected by how distant from .50 the sample means are. Logistic regressions correct for these issues by transforming proportions into log-odds. A perhaps less familiar aspect of the analyses we present here concerns the use of hierarchical (multilevel) modeling. Ordinary logit models assume that observations are independent from one another. However, this assumption is violated when observations are clustered, as they necessarily are when they originated from the same participant or are responses given to the same item. In mixed logit models, variations associated with these clusters are modeled as random effects. This significant advantage of mixed regressions over ordinary linear regressions is contributing to its growing popularity within the linguistic and psycholinguistic communities (see Jaeger, 2008; Baayen, 2008) . Consonant identification. Figure 1A presents the proportion of correct consonant identifications at test as a function of participants' training groups.
2 First, we examined the impact of the similarity between the consonants heard at training and testing on participants' ability to correctly identify them. As apparent on the figure, greater overlap between training and testing stimuli resulted in better performance: Participants in the onset-nucleus rime overlap condition correctly identified the consonants in testing words more frequently than participants in the onset-coda overlap condition, and the latter performed better than those in the consonant overlap condition.
To statistically evaluate these differences, we conducted two logistic regressions on consonant identification accuracy. For each analysis, following Jaeger (2008) and Baayen (2008) , we fitted a number of mixed logit models to the data using the function lmer (from the lme4 library) from the R statistical package (version 2.7.0, see Jaeger, 2008; Baayen, 2008 , for more details). These models differed in terms of their random effects only, and the model that fitted the data best with the fewest degrees of freedom is reported.
Syllable-position match effect. The first analysis contrasted participants' performance when the consonants at testing had been presented in the same position as at training and in the opposite position (i.e., the contrast between the consonant overlap group and both the onset-coda overlap and the onset-nucleus rime overlap groups). For fixed effects, our model included the main effects of the position of the tested consonant (onset or coda), its match with the position the consonant occupied at training (same or different syllable position), the lexical (log) frequency of the testing word, as well as the interaction between the consonant's position at testing and its position match. In terms of random effects, we established that the simplest and best fitting model was the model that estimated different intercepts (i.e., accuracy level) for each participant, each item, and each consonant. In this model, there was a main effect of the syllable-position match between training and testing, with a coefficient of 0.72 ( p ϭ .01). This indicates that the odds of correctly identifying a testing consonant presented in the same position as in training are 2 times greater than the odds of correctly identifying a testing consonant that was heard in a different position at training. No other effect contributed significantly to predicting consonant identification.
Vocalic context effect. The contribution of the vocalic context in which the tested consonants were heard was evaluated by comparing performance of the onset-nucleus rime overlap group with that of the onset-coda overlap group. For both groups, consonants at testing occurred in the same position as at training. However, these consonants were systematically flanked by the same vowel in the onset-nucleus rime overlap group only. To test whether the vowel match had a systematic contribution to consonant identification, we fitted a mixed logit model that included, as fixed effects, the vowel match, the position of the consonant, and the frequency of the testing word. None of these factors were found to significantly predict consonant identification.
We examined whether the lack of a significant difference between the onset-nucleus rime overlap and the onset-coda overlap conditions might have resulted from the presence of four items in the onset-coda overlap training set that shared their vowel with testing items, in effect making the onset-coda overlap group training more like that of the onset-nucleus-rime overlap group. We fitted a mixed logit model to a subset of the data where the four testing items had been removed. In this model, the vowel match had a marginal contribution to predicting consonant identification, with a coefficient of 0.4 ( p ϭ .09). This indicates that the odds of correctly identifying a consonant in the testing word was 1.5 times greater when the consonant had been heard at training flanked with the same vowel as at testing than when it had occurred in a different vocalic environment.
Effect of prior exposure with noise-vocoded speech. Experiment 1 also examined whether training with nonsense syllables (nonwords) led to better consonant identification than no training at all. We compared performance of listeners who received nonword training (i.e., participants in the onset-nucleus rime overlap group, in the onset-coda overlap group, and in the consonant overlap group) with performance of listeners who received no noise-vocoded training (i.e., the naïve group). As apparent in Figure 1A , the performance of participants who heard distorted nonword stimuli (i.e., the onset-nucleus rime overlap group, the onset-coda overlap group, and the consonant overlap group) correctly identified test consonants more frequently that did participants in the naïve group (although the size of the difference varied as a function of the similarity between training and testing stimuli). To confirm this, we fitted a mixed logit model to our data that included, as fixed effects, the training status (nonword training or no training), the position of the test consonant, and the lexical frequency of the tested word. Here again, the simplest model that best fitted the data was one that estimated different intercepts for each participant, item, and consonant (random effects). In this model, training status had a significant contribution to the probability of correctly identifying consonants at test, with a coefficient of 0.84 ( p ϭ .00015). The value of the coefficient indicates that the odds of correctly identifying a testing consonant presented are 2.3 times greater when people were trained with nonword stimuli than when people received no noise-vocoded speech training. No other effect contributed significantly to predicting consonant identification.
Lexicality effect. Finally, we compared participants' performance when they had been trained with nonword stimuli vs. word stimuli when the similarity of the training and testing stimuli was equated between the two groups. Figure 1 indicates that word stimuli training resulted in slightly worse performance than nonword stimuli. As in the other analyses, we fitted a mixed logit model to our data. This model included training (word or nonword stimuli) and lexical frequency of the test word as fixed effects, as well as participants, items, and consonants (intercepts) as random effects. In this model, the nature of the training stimuli (word vs. nonword) made no significant contribution.
Word identification. Performance on word identification was analyzed to assess how the probability of generalizing the knowledge acquired at training to new words varied as a function of the training listeners received. The data are presented in Figure   1B . Apart from a lower level of performance, word identification across training groups patterned similarly with consonant identification: Greater phonetic overlap between training and testing stimuli resulted in better performance, and word identification following exposure to training words was marginally lower than that following exposure to training nonwords. To test for statistical significance, we modeled our data using similar models as those used to evaluate consonant identification.
Syllable-position match effect. First, we examined whether word recognition varied whether the consonants in the testing word had been heard at training in the same position or in the opposite position (i.e., the contrast between both the onset-nucleus rime overlap and the onset-coda overlap groups and the consonant overlap group). By contrast to what was observed on consonant identification, the match in consonant position had no significant contribution in predicting whether or not the entire word was correctly recognized, and neither did the lexical frequency of the testing word.
Vocalic context effect. To evaluate the contribution of the vocalic context in which the tested consonants were heard to word recognition, we compared the performance of the onset-nucleus rime overlap group with that of the onset-coda overlap group. For both groups, consonants at testing occurred in the same position as at training. However, these consonants were systematically flanked by the same vowel in the onset-nucleus rime overlap group only. To test whether the vowel match had a systematic contribution to consonant identification, we fitted a mixed logit model that included, as fixed effects, the vowel match and the frequency of the testing word, to the full data set and the subset that excluded the four testing words that shared their onset and nucleus with some of the training items in the onset-coda overlap group. In both of these models, with participants and items as random effects, the vowel context had a significant contribution to predicting word recognition, with a higher probability of correctly identifying a testing word when it overlapped with training stimuli by its onsetnucleus or rime than when it overlapped only by its onset or coda consonant (coefficient ϭ 1.19, p ϭ .006). The frequency of the testing word did not significantly predict word identification. However, there was a significant interaction between the vowel match and frequency (with a coefficient of Ϫ0.34, p ϭ .050), such that the benefit associated with a vowel overlap decreased as the frequency of the testing word increased. This suggests that past experience with noise-vocoded stimuli becomes negligible to correctly identifying highly frequent testing words.
Effect of prior exposure with noise-vocoded speech. We examined the effectiveness of being trained to interpret noisevocoded speech by listening to nonsense syllables (collapsing the three overlap groups), compared to receiving no training with this form of speech (i.e., the naïve group), by fitting the data to a logit mixed model with participants and items as random effects, and training status and test word frequency as fixed effects. The analysis revealed a significant contribution of training, with a coefficient of 1.54 ( p ϭ .0002). The odds of correctly identifying the testing word were 4.7 times greater when participants had received training with noise-vocoded speech than when they had not, even when this training was limited to hearing distorted nonsense syllables. There was also a significant interaction between training and the frequency of the testing words with a coefficient of Ϫ0.56 ( p ϭ .0006): As the frequency of the testing word increased, the advantage of having received noise-vocoded training (as opposed to no training) decreased. This result highlights the contribution of biases (or priors) to the word recognition in a highly distorted auditory signal, and how the contribution of these biases and that of the knowledge of acoustic-phonetic mapping acquired during training trade with one another.
Lexicality effect. We compared participants' performance when they had been trained with nonword stimuli vs. word stimuli when the similarity of the training and testing stimuli was equated between the two groups (thus, limited to the consonant-overlap groups). The simplest and best fitting logit mixed model included participants and items as random effects. In this model, the lexicality of the training stimuli made a significant contribution to predicting word identification at test (coefficient Ϫ1.35, p ϭ .03): The odds of correctly identifying testing words were 3.9 times smaller for people trained on word than nonword stimuli. A significant interaction between lexicality and the testing stimuli's log frequency was also found (coefficient ϭ .83, p ϭ .0004), which indicated that, as the frequency of the testing word increased, the difference in performance between the listeners trained on word and nonword stimuli decreased.
Discussion
Experiment 1 examined the influence of the phonetic similarity between training and testing noise-vocoded stimuli on listeners' ability to generalize the knowledge acquired during training. We varied whether the testing words contained consonants that had appeared at training in the same syllable position or in the opposite, and whether these consonants were flanked by the same vowel or not. We found that consonants were more accurately identified when listeners had been exposed to them in the same syllable position during training than when they had been exposed to them but in a different position. This suggests that the adjustment to the noise-vocoded distortion is quite specific to the allophonic realization of these consonants and does not readily transfer to other allophones within the same phonemic category. The probability of correctly identifying the test word, however, was not significantly affected by the similarity, in syllable position, between its consonants and those heard during training. This result suggests that word identification may not be as sensitive a measure of listeners' generalization of their experience with noise-vocoded speech as consonant identification is. Indeed, word responses must reflect listeners' evaluation of the speech signal in terms of speech sounds and their knowledge of words and their priors. Evidence for this interaction was found in the apparent trade-off between the information that listeners have acquired during training and the priors they applied to the words they tried to recognize in the acoustic signal. The more frequent the testing word, the less of an impact prior knowledge on noise-vocoded speech had on people's ability to accurately identify the testing words. Although this trade-off was not unexpected, it is interesting to observe it in the context of relatively poor performances: Across all training groups, the testing word that was accurately identified most often was recognized only 44% of the time.
There was some indication that the vowel context in which the trained consonants had been encountered had some impact on subsequent consonant identification, but this effect was more modest. A possible explanation for the modest contribution of vowel context may hinge on its relatively crude manipulation in the present experiment. To assess the contribution of vowel context, we contrasted consonant-identification performance when the test consonant had appeared with the same vowel at training and performance when the test consonant had appeared with a different vowel, without further distinction. Some of these different vowels may have been acoustically quite similar to the training vowels, which in turn may have reduced the contrast between the two groups. We revisit the role of the vowel context in Experiment 4, where the match or mismatch between vowel at training and testing was more tightly controlled.
Before discussing Experiment 1's findings further, it is important to consider an alternative interpretation of the results. The influence of the syllable-position match on participants' performance may not reveal listeners' learning to interpret noise-vocoded position-specific acoustic patterns, but a tendency for participants to guess test words that adhered to the consonant distribution of the training items they received. According to this interpretation, the clear version of the training utterances led to response biases. To evaluate this alternative account of the present results, we focused on participants' incorrect consonant responses and recoded them as corresponding to one of the consonants people heard in the same position during training or not. The proportion of incorrect consonant responses that matched the training stimuli was 37% on average (varying across groups, between 35% and 42%). Thus, more often than not, participants (incorrectly) responded with words whose consonants did not adhere to the consonant distributions they had experienced during training. Furthermore, the small effect of vocalic context is not consistent with an account in which participants' responses were merely constrained by the consonant distribution heard at training. Thus, although we cannot rule out the presence of a bias that would incorporate the entire distribution of sounds from the training material, the data indicates that the influence of any possible bias must have been combined with listeners' analysis of the speech signal.
Experiment 1 also revealed that participants who had been exposed to nonsense distorted stimuli during training and their undistorted counterparts achieved better performance than participants who had not been exposed to the distorted form of speech (i.e., the naïve group), indicating that nonsense stimuli can provide substantial information on the nature of the noise-vocoded distortion. Furthermore, there was no evidence that being trained on word stimuli, as opposed to nonword stimuli, enhanced learning. The fact that listeners' ability to adjust to noise-vocoded speech was not facilitated by having been trained on words as opposed to nonwords is a direct challenge to the Davis et al. (2005) results and is in line with the more recent findings by this research group (Hervais-Adelman et al., 2008) . However, we found a trend toward worse performance when listeners were trained on words than when trained on nonwords. This result raises the possibility that word and nonword training stimuli varied on other dimensions, in addition to their lexicality status. The acoustic similarity between the testing words and the training stimuli may have been greater for the nonword stimuli than for the word stimuli. In HervaisAdelman et al., the two sets of stimuli were characterized by (roughly) the same number of occurrences of specific phonemes, with no attempt to match their position or vowel contexts. In Experiment 1, the two sets of stimuli were matched for the position of the consonants but not for the vowels that flanked the consonants. If the nonword training stimuli were acoustically more similar to the testing items than the word training stimuli were, this difference may have concealed the purported benefits from being exposed to words in training.
To address this concern, we replicated Experiment 1 with sets of word and nonword training stimuli that were tightly controlled for the nature and frequency of occurrence of their subcomponents. As in Experiment 1, training stimuli were CVC sequences that consisted of existing English words or nonsense syllables. Importantly, these word and nonword sequences were matched on segment and bigram frequencies. This new set of stimuli allowed us to assess the effect of the lexicality status of the training stimuli on learning under tightly controlled conditions. Considering the influence of lexicality on learning to adjust to noise-vocoded speech is especially interesting in conjunction with assessing people's ability to generalize their experience with this form of speech. It is possible that being trained with distorted existing words enhances generalization because listeners may recognize the phonological categories to which the subparts of the words they hear belong; this categorization may not take place with one or two exposures to a novel string. Thus, Experiment 2 assessed how the nature of the training stimuli interacts with listeners' ability to correctly recognize testing consonants with various levels of similarity with training stimuli. We assessed the identification of consonants that had been present in training stimuli in the same or different syllable position and the identification of consonants that had not been heard at training.
Experiment 2 Method
Participants. Forty students from the University of Pennsylvania took part in this experiment for course credit. All were native speakers of English, and none had taken part in Experiment 1. They provided informed consent prior to the beginning of the experiment.
Materials. Following a procedure described by Sternberg, Wright, Knoll, and Monsell (1980) , we constructed sets of eight CVC stimuli by selecting two onset consonants, two vowels, and two coda consonants which, when exhaustively combined, formed four existing English words and four nonsense syllables, to be used as training stimuli. Table 2 presents an example of such a set and its resulting words and nonwords.
The procedure used in constructing the stimuli was as follows. A list of the 2,545 monosyllabic, 3-phoneme long, words of English was generated, based on the Internet-accessible English Lexicon Project database (Balota et al., 2007) . This list was handedited to exclude words that began or ended with a vowel, particularly infrequent words, and sequences that did not correspond to a single morpheme (e.g., he's). Six-segment sets (two onset consonants, two vowels, and two coda consonants) were then compiled provided that, when combined, they formed four words present in the edited list of English monosyllabic words, and four nonword sequences, that is, sequences that were not present in the CVC-word list and subsequently confirmed as nonexisting English words.
We selected 15 such six-segment sets. Together, the sets involved seven different onset consonants, 11 different vowels, and four different coda consonants. Each six-segment set generated 4 word and 4 nonword stimuli, for a total of 60 word stimuli and 60 nonword stimuli. When the same word or nonword stimulus was generated by combining the segments from more than one set, extra occurrences of the same stimulus were removed only if the balance in bigram frequencies between word and nonword stimuli was maintained. This procedure yielded 50 word tokens (comprising 39 distinct words) and 50 nonword tokens (comprising 38 distinct nonwords). Because of the stringent constraints on training-stimuli construction, the frequency with which each consonant was heard during training was allowed to vary. Note, however, that the frequency of consonant occurrence was perfectly matched between the word and nonword training sets. Appendix B lists the complete set of training stimuli.
To construct the testing stimuli, we selected, from the set of consonants used in the training stimuli, consonants that are permissible in both onset and coda positions in English. These "critical" consonants were a subset of the trained consonants that occurred at onset (namely, /b/, /d/, /f/, and /d /) and all of the trained consonants that occurred at coda (/k/, /m/, /s/, and /t/). Based on these consonants, we constructed two distinct lists of CVC testing words. In these lists, we varied which of the onset and coda consonants appeared in the same syllable position as, or in a different syllable position from, the position they occupied in the training stimuli. The syllable-position factor was varied within consonants (as opposed to between consonants, as in Experiment 1) because of the small number of consonants involved here. List A consisted of 16 CVC testing words, each one containing one of the critical trained consonants. For half of the 16 testing words, the critical consonant was at onset, and for the other half, at coda. For half of the 8 words with the training consonant at onset, this consonant was in the same position as in training, and the other half, in the other position (see Table 2 ). For example, in List A, the consonant /d/, which was one of the onset consonants in the training stimuli, appeared at onset in two testing words (e.g., dawn, dull) and never at coda. The other consonant of each testing word (e.g., n in dawn and l in dull) was one of the training consonants other than the critical consonants or a new consonant. Thus, each testing word contained only one critical consonant, and only the recognition of this consonant was coded. This circumvented the lack of independence between the recognition of each of the two consonants within the same word.
List B was created to mirror the distribution of the training consonants over the testing words. It consisted of 16 different testing words that contained the same critical consonants as in List A, but in the opposite syllable position. For example, the consonant /d/ appeared at coda in two testing words of List B (i.e., loud, hide) and never at onset. These two lists of 16 testing words with trained consonants were matched on mean word frequency. Except for one item (in List A), testing words never shared the same onset-nucleus or rime with training words. Thus, across the two testing lists, we assessed listeners' ability to recognize a trained consonant when it appeared in the same syllable position as in training (but flanked by a different vowel) or in a different position. The recognition of each consonant was assessed twice, in two different testing words.
Finally, a set of 7 consonants (/g/, /r/, //, /t /, / /, /v/, and /z/) that never appeared in the training stimuli (and were not used as filler consonants in the other testing words) was used to construct 28 additional CVC testing words. Each of these "untrained" consonants appeared in four different words, twice at onset and twice at coda. Here again, the other consonant of each of these 28 testing words consisted of one of the filler consonants at training or a new consonant. Lists A and B and the 28 testing words with untrained consonants are presented in Appendix B.
All training and testing stimuli were read by the second author and recorded directly onto a computer (sampling at 22 kHz with 16-bit resolution). Each stimulus was then edited and a noisevocoded version of each utterance was generated, using the same procedure as in Experiment 1.
Procedure and design. Participants were randomly assigned to one of four groups. In two of these groups, participants were first exposed to the 50-word training stimuli, each one presented twice, yielding 100 training tokens. In the other two groups, participants were exposed to the 50-nonword training stimuli, each one presented twice, yielding 100 training tokens. Instructions to participants explicitly stated that these stimuli were, depending on the group, real, existing English words or made-up words. The order with which the training stimuli were presented was varied by creating four subsets of 25 stimuli and randomizing the order of presentation of each subset across participants. As in Experiment 1, each training token was presented three times successively, first in its distorted version, then in its original version, and finally in its distorted version again. Following the training phase, participants completed the testing phase. Each of the testing words was presented only once, in its distorted version, and participants were instructed to guess which word they heard and to enter it onto the keyboard. They moved to the next testing word by pressing the space bar.
Half of the word-trained participants were tested on the 16 testing words (containing familiar consonants) from List A, the other half, on the 16 testing words from List B. Likewise, half of the nonword-trained participants were tested on the 16 testing 
Results
Consonant-identification accuracy was evaluated only for the critical consonant of each testing word, using the same stringent coding scheme as in Experiment 1.
The role of the training regime was evaluated in two separate analyses. The first analysis focused on the accuracy on trained consonants only, as a function of their syllable-position match between training and testing. The second analysis compared accuracy to trained and untrained consonants. Figure 2 presents the proportion of correct consonant identifications as a function of the consonants' syllable-position match between training and testing, and whether participants were trained on word or nonword stimuli ( Figure 2A ). As apparent on the figure, trained consonants that appeared in the same position as at training were correctly identified more frequently than trained consonants that appeared in the opposite position. There was no influence of the nature of the training stimuli (word vs. nonword).
Figure 2. Experiment 2: Proportion of correct consonant identifications as a function of (A) the match in syllable position between the trained consonants at training and testing and participants' training stimuli (word vs. nonword) and (B) the familiarity of the testing consonants (trained vs. untrained) and participants' training stimuli (word vs. nonword).
To confirm this picture, we fitted a mixed logit model to the data that specified, as fixed effects, training and syllable-position match (their main effects and interaction). The simplest model, i.e., the model with the fewest random terms with the best fit to the data, was the model that estimated different intercepts for each item (i.e., testing word) as random effect. (Adding estimates for intercepts for each participant or consonant as random effects did not improve the fit significantly.) In this simplest model, the syllableposition match between the consonants at training and testing had a significant impact on the probability of correctly identifying the consonants, with a coefficient of 1.80 ( p ϭ .02). This coefficient indicates that the odds of correctly identifying a testing consonant presented in the same position as in training were 6 times higher than the odds of correctly identifying a testing consonant that had been heard in a different position at training. The training regime made no significant contribution to predicting consonant identification. The interaction between training regime and syllableposition match was also not significant. Thus, there was no evidence that recognition of trained consonants was affected by having been trained to process noise-vocoded speech corresponding to existing words or nonsense syllables.
The second analysis compared the identification of trained and untrained consonants as a function of the training stimuli (words vs. nonwords). Figure 2B presents the proportion of correct consonant identifications as a function of the familiarity of the consonants (trained vs. untrained) and the training stimuli participants received. Overall, trained consonants (collapsing across consonants appearing in the same position as at training and in a different position) were correctly identified more frequently than untrained consonants were. The nature of the training stimuli had no impact on the recognition of trained consonants (as the first analysis showed), but did modulate the recognition of untrained consonants: Participants were more likely to correctly identify untrained consonants if they had been trained with word stimuli than with nonword stimuli. As before, we tested this by fitting a mixed logit model to the data. In terms of random effects, the simplest model included estimates of intercepts for each item and for each consonant. Fixed effects were training regime (nonwords vs. words) and consonant familiarity (trained vs. untrained consonant) and the interaction between the two. In this model, there was no main effect of familiarity with the consonant at testing (probably owing to the fact that the position match of the trained consonant, a factor that this analysis could not include, contributed substantially to its recognition), a main effect of training with a coefficient of 0.44 ( p ϭ .01), and more notably, a significant interaction between with a coefficient of Ϫ0.56 ( p ϭ .04). The interaction coefficient indicates that the odds of correctly identifying a consonant were 1.6 times greater if participants had been trained with real words. However, the main effect of training is not very meaningful on its own, given the significant interaction with familiarity. The effect of training was modulated by which type of consonants people identified: While the effect of being trained on words vs. nonwords increased the odds of correctly recognizing untrained consonants, it decreased the odds of correctly recognizing trained consonants, although only modestly so, as observed in the results from the first analysis. Thus, there is some evidence that having being trained to decode noise-vocoded speech with word stimuli enhanced listeners' ability to generalize their knowledge to different, untrained consonants, compared to receiving training with nonsense syllables.
Discussion
Experiment 2's results confirmed the importance of the similarity that training and testing consonants share, expressed in terms of syllable position. Generalizing experience with consonants at training was superior when the consonants were presented in the same position than in a different position. Experiment 2's results also showed an intriguing effect of the training regime. When provided with the clear, undistorted versions of the training stimuli, people learned to recognize trained consonants equally well whether the training stimuli consisted of existing words or nonsense syllables. However, having been trained on existing words appears to have provided listeners with the greater ability to generalize to different, untrained consonants. We return to the implication of this finding in the general discussion.
Experiments 3 and 4 examined how experience with consonants at training later generalizes to a different speaker's productions. As pointed out earlier, the ability to generalize across speakers is a necessary condition for a robust recognition system, but one that has proved difficult to achieve in automatic-speech recognizers (see Huang, Acero, & Hon, 2001) . Despite the remarkable ability of human listeners to understand any speaker of their language, there is good evidence that past exposure with a talker facilitates the ease and speed with which listeners process that talker's utterances (Nygaard & Pisoni, 1998; Nygaard, Sommers, & Pisoni, 1994) . This finding suggests that the acoustic aspects that differ across talkers play a role in speech recognition. Studies that have focused on listeners' adaptation to artificially distorted speech, however, have reported evidence that listeners can generalize their learning to the speech of a novel talker that has undergone similar distortion (Dupoux & Green, 1997) . Results from Experiments 1 and 2 have revealed limitation in listeners' generalization: People's ability to recognize trained consonants was greatly influenced by the phonetic similarity between their past experience with that consonant and the realization of that consonant at test. Here, we ask if speaker generalization is characterized by the same limitation or if it operates more readily. Although much spectral information is lost in noise-vocoded speech, there is some evidence that people can reliably discriminate a male talker from a female talker even when most of the spectral information in the signal has been removed (Fu, Chinchilla, Nogaki, & Glavin, 2005) . Furthermore, speaker identity may be preserved in other acoustic cues that remain relatively intact in noise-vocoded speech. Here, we ask whether the presence of such cues may constrain listeners' subsequent ability to generalize their experience to different stimuli.
Experiment 3 Method
Participants.
Forty-eight students from the University of Pennsylvania took part in this experiment for course credit. All were native speakers of English, and none had taken part in Experiment 1 or 2. They provided informed consent prior to the beginning of the experiment.
Materials.
Two sets of training stimuli were constructed. All stimuli were existing English CVC words. The two sets differed in the position that their consonants held. In set A, the onset consonants were /d/, /k/, /m/, /p/, /r/, and /v/ and the coda consonants were /b/, /f/, /l/, /t/, /n/, and /g/. In set B, the same consonants were used but in opposite syllable positions. The two training sets were further matched on the vowel that flanked each consonant. For example, the word cab in set A, in which /k/ occurs at onset and /b/, at coda, both flanking the vowel /ae/, was matched to the word back in set B, in which /k/ occurs at coda and /b/, at onset and both flanking /ae/. These constraints could be met either within a single word pair (as in cab/back) or within word quadruplets (e.g., with calf and Dan in set A, and fad and knack in set B). Each consonant appeared in four different training words, yielding a total of 24 words in each set. Sets were matched in frequency as closely as possible, although set B's words tended to be more frequent. (Unlike set B, set A contained a proper name, Dan.) Appendix C lists each set's stimuli.
A single set of 96 testing words was constructed. For each of the 12 trained consonants, 8 CVC words that contained that consonant were selected, with the consonant occurring at onset for half of the words and at coda, for the other half. The other consonant of each testing word was never one of the trained consonants, and the vowel that flanked the trained consonant had never co-occurred with that consonant at training. Each set of four words per trained consonant per syllable position was further divided in half, with one half assigned to one speaker and the other half, to the other speaker. Table 3 illustrates how the testing words related to the training words. The complete set of testing words is presented in Appendix C.
All training and testing stimuli were read by two female speakers, one of them being the second author (RM), and directly recorded onto a computer (sampling at 22 kHz with 16-bit resolution). Each word was then edited and a noise-vocoded version of each utterance was generated, using the same procedure as in Experiment 1.
Design and procedure. Participants were randomly assigned to one of four groups, varying which training set they heard and which speaker the recording originated from. The training part of the study proceeded as follows. Each participant was exposed to one of the two training sets of 24 words (set A or set B). To increase the amount of training people received, the entire set was repeated twice. For each presentation of the set, the order of the training words was randomized for each participant. As in the previous experiments, each training word was presented three times successively, first in its distorted version, then in its original version, and finally in its distorted version again. People were instructed that they would hear English words (and, for people exposed to set A, that some of them could be proper names). Their task was to listen carefully. Following the training phase, participants completed the testing phase. Instructions specified that some of the testing words had been produced by the same speaker as in training and others, by a different speaker. Each of the 96 testing words was presented once, in its distorted version only, and participants were instructed to identify the word they heard and to enter it onto the keyboard. They moved to the next testing word by pressing the space bar.
Results and Discussion
From participants' responses to each testing word, the accuracy of the consonant of interest was assessed, using the same criterion as in previous experiments. Figure 3 presents the proportions of correctly identified consonants as a function of their syllableposition status (in the same position at testing as the position they occupied at training or in a different position) and the speaker status (produced by the same speaker as the speaker participants were trained on or by a different speaker). As apparent in the figure, people accurately identified the test consonants more often when the consonants occurred in the same syllable position as the one they occupied at training and when they had been pronounced by the same speaker as the one people had been trained on. We note that, when expressed in proportions, the data seem to reveal an interaction between the two factors, with a greater effect of the speaker match on the identification of consonants that appeared in a different position than the one they occupied at training than on the identification of consonants that appeared the same position. This impression is mistaken, however. Indeed, once the propor- Note. The position status of the underlined consonant in each of the testing words captures whether the consonant had appeared in the same syllable position at training ("same") or in the opposite position ("different"). The speaker status of the underlined consonant in each testing word captures whether the consonant had been heard at training pronounced by the same speaker ("same") or by a different one ("different"). Subscripts "RM" and "SD" refer to the initials of the speaker whose production was used at training or testing.
tions are expressed into odds, the change in consonant identification when the consonants originated from the same speaker, as opposed to a different speaker, results in a 1.1-fold increase whether the consonant was in the same position as at training (from 38.7% to 42.3%) or in a different position (from 46.3% to 47.0%) (see Jaeger, 2008 , for further discussion).
To evaluate the significance of the observed differences and the interaction between these two factors, the data were analyzed by fitting mixed logit models to the data. The fixed effects were the main effects of the syllable-position status of the consonant (same as at training or different) and of the testing word's speaker status (same as at training or different), as well as the interaction between these two factors. The model that fitted the data best included three random effects, accommodating specific intercepts for individual participant, testing word, and consonant. In this model, the syllable-position status of the consonant significantly influenced the probability of correct identification, with a coefficient of 0.54 ( p Ͻ .00001): The odds of correctly recognizing a consonant were 1.7 times greater when the consonant occurred in the same syllable position as in training than when it occurred in the opposite position. The speaker status also had a significant contribution to predicting consonant-recognition performance, with a coefficient of 0.25 ( p ϭ .02): The odds of recognizing a consonant were 1.3 times greater when the consonant had been heard pronounced by the same speaker at training than when it had been heard pronounced by a different speaker. Finally, there was no significant interaction between these two factors, suggesting additivity in each factor's contribution. The probability of demonstrating ability to generalize past experience with a consonant decreases with the number of factors to generalize over. When a consonant at test shared both its syllable position with training stimuli and the speaker that produced them, the least generalization was required and performance was best. When a consonant at test differed from tokens heard at training in terms of both position and speaker, performance was the poorest. When a consonant differed on only one of those dimensions, performance was intermediate. Experiment 3's results confirmed the importance of the similarity between training and testing consonant tokens in predicting consonants' recognition. In addition to replicating the effect of syllable position, Experiment 3 suggests that the acoustic characteristics that distinguish the realizations of the same word from two different speakers influence listeners' ability to correctly identify consonants. This speaks to listeners' limited ability to generalize their learning to decode noise-vocoded speech to acoustically different stimuli. Our finding that speaker identity plays a significant contribution to generalization is all the more remarkable because the noise-vocoded transformation removes a lot of the spectral information that differ between talkers. The voices of our speakers, both female, were characterized by quite similar pitch: The mean F0 value, computed over the training stimuli were 214 Hz for speaker RM and 236 Hz for speaker SD Presumably, the articulatory differences between speakers that affected the temporal characteristics of their speech must have played a major role.
Experiment 4 aimed to confirm the influence of speaker's identity on listeners' ability to generalize their experience with noisevocoded speech to new stimuli by contrasting two speakers that differed in their pitch level more than the two speakers we contrasted in Experiment 3. We examined whether the contribution of the speaker identity to consonant identification is greater if the speakers' voices are more distinguishable once their speech has been noise-vocoded. We selected two speakers whose pitch would fall within two different frequency bands, as defined by the noisevocoded transformation and over which the amplitude envelope is extracted to modulate band-limited noise. Experiment 4 also investigated listeners' ability to generalize their experience with a speaker's vowels to another speaker's vowels. Examining vowel perception is particularly relevant to cross-talker generalization because, to a large part, speakers' identity is encoded in the spectral composition of segments like vowels. Finally, we revisited the question of whether consonant recognition is sensitive to the similarity in the vocalic context in which it was heard at training.
Experiment 4
Experiment 4 examined listeners' generalization of their experience with noise-vocoded speech to the speech of a different talker. Because the talkers' identity is especially salient in the acoustic characteristics of vowels, the recognition of vowels, in addition to that of consonants, was assessed here. We also examined the influence of vowel context on the recognition of consonants: The tested consonant had always been heard at training in the same position. What we varied was whether the consonants had been heard with the same flanking vowels or flanked with vowels that were different and acoustically distant from the present contextual vowel. This manipulation was achieved by exposing participants to training stimuli that contained either front or back vowels. The designation "back" and "front" refers to the position of the tongue in the vocal tract during the articulation of the vowels, and this articulatory configuration has acoustic consequences: In acoustic space, by and large, formant frequencies of front vowels are closer to one another than they are to those of back vowels, and formant frequencies of back vowels are closer to one another than they are to those of front vowels. By controlling the type of vowels people heard at training, we ensured that the vowels at testing were either the same as in training or as different as possible.
Method

Participants.
Forty-four students from the University of Pennsylvania took part in this experiment for course credit. All were native speakers of English, and none had taken part in any of the previous experiments. They provided informed consent prior to the beginning of the experiment.
Stimuli. Two sets of training stimuli were constructed. The sets consisted of existing English CVC words that began with the consonants /r/, /b/, /p/, or /n/ and ended with the consonants /l/, /d/, /k/, or /m/. The sets differed only in the words' vowels, with set A containing back vowels, and set B, front vowels. For example, set A included the words roam and rum, both containing back vowels, and set B included the words rim and ram, both with front vowels. In each set, four different vowels were used and each one occurred once with each onset and coda consonant, yielding a total of 16 training words per set. Appendix D lists the words for each set.
For each of the 32 training word (e.g., roam), we selected as testing words two existing English CVC words, one that shared its onset consonant and vowel with the training word (i.e., rose) and one that shared the training word's vowel and coda consonant (i.e., home) (see Table 4 , for an illustration). The other consonant of each testing word was never one of the consonants that appeared during training. This yielded 64 testing words. Half of them contained an onset or coda consonant that had appeared with the same vowel as in set A (i.e., a back vowel), and the other half, an onset or coda consonant that had appeared with the same vowel as in set B (i.e., a front vowel). Each of the 8 consonants was tested in 8 different testing words, 4 with back vowels and 4 with front vowels. Note that, contrary to the preceding experiments, the tested consonants had always appeared at training, and in the same syllable position. What varied here was whether the (onset or coda) consonant had appeared with the same vowel or not.
The 32 training words and 64 testing words were read by two speakers, one female (RM, the second author) and one male (CN) and recorded directly onto a computer. Each word was then edited. The mean F0 value on the 32 training words was 123 Hz for speaker CN and 233 Hz for speaker RM. Because the first frequency band involved in the noise-vocoded transformation comprises frequencies ranging from 50 and 229 Hz, speaker CN's pitch was likely to fall within the first band while speaker RM's pitch was more likely to fall within the second band. This maximized the chance that differences in pitch between the two speakers would be maintained in the distorted utterances. The recordings of 32 testing words produced by speaker RM and of the remaining 32 produced by speaker CN were selected. These two sets of testing words were balanced for the position of the tested consonants (at onset or coda) Note. The vowel status of the underlined consonant and of the vowel in each of the testing words captures whether the consonant had appeared flanked by the same vowel at Training ("same") or not ("different"). The speaker status of the testing word captures whether the consonant or the vowel had been heard at training Pronounced by the same speaker ("same") or by a different one ("different"). Subscripts "RM" and "CN" refer to the initials of the speaker whose production was used at training or testing.
and for the nature of the vowel (back or front). The frequency with which each consonant occurred within each set was also balanced.
3 Design and procedure. Participants were randomly assigned to one of four groups, depending on which training set they heard and which speaker the recording originated from (see Table 4 ). By varying the set and the speaker participants were trained on, we varied, across participants, the status of each of the testing word's critical consonant. As illustrated in Table 4 , the onset consonant r in the testing word rush produced by Speaker RM contained the same vowel as that present in one of the training words and spoken by the same speaker for participants assigned to the group Set A speaker RM. However, the status of that consonant was different for participants who had been assigned to the other training groups. For instance, for people trained on Set A Speaker CN, the consonant r in rush contains the same vowel as at training but spoken by a different speaker. Thus, each testing word's similarity with the training stimuli in terms of vowel context and speaker varied as a function of the training group participants were assigned to.
The training part of the study proceeded as follows. Each participant was exposed to one of the two training sets of 16 words (set A or set B). To increase the amount of training people received, the entire set was repeated four times. The order of the 16 trials in each block was randomized for each participant. As in the previous experiments, each training word was presented three times successively, first in its distorted version, then in its original version, and finally in its distorted version again. People were instructed that they would hear English words, some of them being proper names. Their task was to listen carefully. Following the training phase, participants completed the testing phase. Instructions specified that some of the testing words had been produced by the same speaker as in training and others, by a different speaker. Each of the 64 testing words was presented once, in its distorted version only, and participants were instructed to identify the word they heard and to enter it onto the keyboard. They moved to the next testing word by pressing the space bar. The order of the testing trials was random and the same for all participants.
Results and Discussion
From participants' responses to each testing word, the accuracy of the consonant of interest was assessed, using the same criterion as in previous experiments. The accuracy of the vowel in participants' responses was also coded. In the rare cases where participants' answer contained more than one vowel (e.g., reporting behave upon hearing the testing word pave), the vowel was coded as correct if the vowel in the stressed syllable was the same as the testing word's vowel. Figure 4 presents the proportion of correct consonant identifications ( Figure 4A ) and correct vowel identifications ( Figure 4B ). As apparent on (A), a given consonant was correctly identified more often when it had been heard at training in the same vowel context than in a different context. Whether the testing word had been pronounced by the same speaker as that trained on or not, however, had little impact on consonant recognition.
As in the previous experiments, these data were analyzed by fitting mixed logit models with speaker status, vowel status, and their interaction as fixed effects. The simplest and best fitting model included participants and consonants as random effects (intercepts). In this model, the vowel-context status significantly influenced the probability of correctly identifying the consonant, with a coefficient of 0.3 ( p ϭ .03): The odds of correctly recognizing a consonant were 1.3 times greater when the consonant had been heard in the same vowel context at training than in a different one. The speaker status, on the other hand, made no significant contribution to predicting consonant recognition, and there was no significant interaction between the two fixed effects.
The same picture emerged from the analysis of vowel identifications. The data are presented in Figure 4B . Vowels were correctly identified more frequently when they had been presented during training than when they were different from those trained on, with little influence of whether those vowels originated from the same speaker or a different speaker from the training speaker. The simplest and best fitting model, which included participants and items as random effects, revealed a significant contribution of vowel status, with a coefficient of .32 ( p ϭ .01): The odds of correctly identifying vowels at testing were 1.4 times greater when the vowel had been heard at training than when it had not. The speaker status, on the other hand, made no significant contribution to predicting vowel recognition, and there was no interaction between the two fixed effects.
Thus, Experiment 4's data revealed no significant benefit associated with processing speech that originated from the same speaker as at training: The probability of correctly identifying consonants and vowels in the testing words was the same whether these testing words had been produced by the same speaker as the one people received training on noise-vocoded speech or by a different speaker. This result is in contrast with Experiment 3's finding, despite having selected two speakers who contrasted more in some of their voice characteristics, namely their pitch and other features associated with speaker's gender.
To help interpret Experiment 4's results in the light of Experiment 3's, we conducted a control study that assessed listeners' ability to recognize the speaker they heard at training when hearing the test distorted utterances for both Experiments 3 and 4's stimuli. Twenty students from the same subject pool were recruited. Eight of them were tested on Experiment 3's stimuli, the other 12, on Experiment 4's stimuli. (Because the number of testing utterances differed between Experiments 3 and 4, the number of students tested on each stimulus set differed to equate the total number of observations collected in each group.) Participants were randomly assigned to one of the training lists. Their task was to listen to each of the training utterance carefully (presented in its distorted, clear, then distorted version) in anticipation of their assignment at testing, namely deciding whether the test utterance (presented once and in its distorted version) had originated from the same speaker as at training or from a different speaker. The procedure was identical to that used in Experiments 3 and 4, except that, after each test utterance, people pressed the key "S" on the computer keyboard when they judged the utterance to have been originally produced by the same speaker as at training, and the key "D", when they judged the utterance to have been produced by a different speaker.
Participants who were exposed to Experiment 3's training stimuli and ask to recognize the speaker out of two female speakers responded correctly 52% of the time. Participants who were exposed to Experiment 4's training stimuli and ask to recognize the training speaker out of one female and one male speaker responded correctly 62% of time. A multilevel logistic regression analysis conducted on the recognition judgments made on Experiment 3's stimuli revealed that participants' performance did not differ from 50%. By contrast, the same analysis conducted on the judgments made on Experiment 4's stimuli revealed a significant intercept (with a coefficient of 0.56, p Ͻ .001), confirming that participants' performance was better than chance at recognizing the training speaker. Data from all participants were entered into a large multilevel logistic regression to compare performances on the two kinds of stimuli. Participants' ability to recognize the training speaker was significantly better when the two speakers involved at testing were of a different gender (i.e., Experiment 4's stimuli) than when they were of the same gender (i.e., Experiment 3's stimuli): People were 1.5 times more likely to correctly recognize the trained speaker when the two speakers to discriminate were of a different gender than when they were of the same gender (coefficient 0.42, p Ͻ .05).
This control study confirms our intuition that noise-vocoded utterances from speakers of different gender were easier to tell apart than utterances from speakers of the same gender. Importantly, the ability to consciously discriminate the speakers had little bearing on listeners' ability to generalize their learning to novel utterances. Indeed, greater cross-speaker generalization was observed on stimuli where speakers were easier to discriminate. We return to this point in the general discussion.
Finally, Experiment 4 showed that vowels that had been heard during training were more readily recognized than untrained vowels. Perhaps more interestingly, whether the testing word's vowel had been trained or not affected the recognition of its adjacent consonant. This result confirms with more tightly controlled stimuli the trend that we observed in Experiment 1. It suggests that people's ability to generalize beyond the training stimuli they received is constrained by the acoustic similarity between these stimuli and novel stimuli that a description in terms of phonetic categories (phonemes, allophones) cannot capture.
General Discussion
The present study examined how exposure to noise-vocoded utterances enables listeners to successfully generalize their experience to novel stimuli, and how phonetic and lexical factors may constrain this generalization. In each of the experiments reported here, participants were trained to interpret noise-vocoded CVC stimuli by hearing the original recording of each utterance along with its distorted counterpart. At testing, different stimuli were presented. The first experiment established that participants who received training were better able to accurately identify testing words and their subcomponents than people who had not had any past experience with noise-vocoded speech. Because testing stimuli were recordings of different words than those used at training, this demonstrates people's ability to generalize beyond the specific tokens they heard. However, this ability was greatly modulated by the degree to which testing stimuli phonetically resembled training stimuli. Testing stimuli that shared the same onset and nucleus or the same rime with the training stimuli were easier to recognize than stimuli that shared only their onsets or codas, and testing stimuli that shared consonants with the training stimuli were easier to recognize when these consonants had occurred in the same syllable position than in the opposite position. Thus, the present study highlights the fact that listeners' ability to successfully generalize their past experience increases as the similarity between the trained utterances and novel instances increases.
Our tests of cross-talker generalization provided an intriguing picture. In the two studies that manipulated whether the utterances had been produced by the same talker at testing as at training or by a different talker, the results pertaining to the contribution of this factor on generalization were inconsistent. In fact, the study that did not show an effect of the speaker match was the one where the two speakers were easier to discriminate, based on their distorted utterances. In that study, listeners generalized their experience with the consonants and vowels they heard at training to the same degree, irrespective of whether these consonants and vowels had been pronounced by the same speaker or a different speaker.
It is important to point out that the designs of the present studies enable us to comment on people's performance in relative terms only. Thus, for instance, Experiment 3's finding showed that having been trained to interpret one of the talker's distorted utterances leads to better performances on utterances from the same talker than from a different talker. These results do not demonstrate that people didn't generalize their training experience to utterances from a different talker, nor can they differentiate between a same-talker benefit and a different-talker penalty (whereby listeners' generalization of their learning experience had a detrimental effect on their performance). Comparison with the performance of a group of listeners who had received no prior exposure with the clear or distorted utterances of either of the talker heard at testing may help evaluate listeners' absolute performance in the same and different-talker conditions.
Before commenting on the theoretical implications of our findings, it is important to evaluate the possibility that the observed differences in the performance of participants who received different training may merely reflect participants' biases to offer responses at testing that resembled the clear stimuli heard at training. Such a bias may account for better consonant identification when the position of the consonant and its vocalic context matched that of the training stimuli than when they did not. However, a bias account fails to explain the speaker-match effect observed in Experiment 3. Participants were more accurate at identifying the consonants of distorted words when these words had been produced by the same talker as the one heard at training than when the words had been produced by a different talker, even though, as demonstrated by our control experiments, participants were not better than chance at deciding whether the distorted test words originated from the same or from a different talker. It is thus difficult to attribute the speaker-match benefit to a response bias. Because the magnitude of the syllable-position match effect in Experiments 1 and 3 was similar as that of the speaker-match effect in Experiment 3, it is reasonable to assume that both types of effects reflect an increased ability to correctly identify the linguistic components of noise-vocoded utterances as their acoustic similarity with the trained utterances increased. This conclusion corroborates other studies where improvement over time with a novel form of speech reflects genuine learning, rather than improved task strategies (Dupoux & Green, 1997; Hervais-Adelman et al., 2008; Peelle & Wingfield, 2005) .
As reviewed in the introduction, a number of studies have documented listeners' ability to rapidly adapt to a novel form of speech (e.g., Bradlow & Bent, 2008; Clarke & Garrett, 2004; Dupoux & Green, 1997) . The present study departs from this past research by systematically controlling the relationship between training and testing stimuli. This enables us to understand the process by which listeners learn to adapt to an unusual form of speech. Our results suggest a process by which listeners, based on their experience with distorted utterances, build knowledge that reflects this experience. Importantly, this knowledge should not be conceived as an ensemble of unanalyzed acoustic images, but as a structured database that can be successfully applied to instances that are not identical to those that served to build the knowledge. Thus, people can show evidence of generalizing their experience to different utterances, but the degree of generalization remains dependent on the nature of this experience. Under this view, as experience with this form of speech increases and the similarity space formed by the set of experience utterances expands, abstraction from the set of experienced utterances should increase. Although the present study did not test this prediction, its findings are consistent with a learning process where generalization emerges from and is constrained by past experience.
Our findings confirm and expand on prior results that variability in the training stimuli improved listeners' ability to adapt to a novel form of speech. For example, Greenspan et al. (1988) trained listeners to understand synthetic speech by exposing them either to a small list of words, each one repeated several times, or to a larger set of words with fewer repetitions of each word, and found greater generalization in the latter group than in the former. This finding is consistent with our conclusion that listeners are not equally successful at transferring their experience with a sound pattern to predict the sound patterns associated with other members of the same category, even when the acoustic-phonetic structure of the distorted speech is lawfully and systematically related to the acoustic-phonetic structure of their native language.
Although the syllable-position effect on consonant generalization observed in the present study may suggest that allophones (as opposed to phonemes) are the categories listeners generalized their experience over, the additional influence of whether or not the consonant had been heard flanked by the same vowel on consonant identification leads us to doubt this conclusion. In the same way that the syllable-position effect indicates that generalization did not equally apply to all members of the same phonemic category, the vowel-context effect indicates that generalization did not equally apply to all members of the same allophonic category. Thus, the categories listeners generalized over are best conceptualized as structures that emerge in the similarity space formed by the memory traces of the noise-vocoded utterances.
This view of structure and categories emerging from language use is increasingly being embraced by many scholars (e.g., Beckman & Edwards, 2000; Bybee, 2001; Nygaard et al., 1994; Pierrehumbert, 2006) . In the domain of phonology acquisition, it is now widely accepted that phonological categories largely result from experience with the ambient language, rather than being fixed by our biological endowment. For instance, studies have documented how languages differ in the way phonological categories divide the same phonetic space (e.g., Cho & Ladefoged, 1999) . Language users, from a very early age, show evidence of having learned this partitioning (Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992) . Beckman and Edwards (2000) argue that the phonological categories that children and adults may possess have arisen from exposure to the words and phrases of their ambient language. A number of studies have suggested that the forces contributing to this categorization include the distributional properties of ambient sounds (Guenther & Gjaja, 1996; Maye, Werker, & Gerken, 2002; Peperkamp, Le Calvez, Nadal, & Dupoux, 2006) .
The present study suggests that the process by which adult listeners learn to adjust to the phonological structure of a dialect or artificially altered speech proceeds in a similar way as that of building phonological categories in one's native language by young language learners. Importantly, functional categories, such as phonemes, played a modest role: Listeners' knowledge of contextual variation in phonemic category structure, that is, their knowledge of how variants of the same phonemes relate to one another in acoustic space, had a limited influence on their ability to generalize their experience with one member of this category to other members. For instance, people were not able to accurately predict, based on their past experience with a consonant in a given syllable position, how the same consonant would sound in the opposite position. We do not take our results to demonstrate that the experience that listeners have had with their language's phonological structure plays no role in their perception and adaptation to noise-vocoded speech. Rather, our results highlight the fact that its influence is limited. We return to this point below.
Our conclusions may appear at odds with those offered by other studies on talker adaptation, where listeners' ability to generalize their experience with a novel form of speech to untrained words was interpreted as evidence that listeners can adjust phonemic categories (Davis et al., 2005; Maye, Aslin, & Tanenhaus, 2008) . However, as demonstrated in the present study, generalization to untrained words does not necessary imply adjustment of an entire category. Many of these studies did not test the degree to which generalization extended beyond the contexts in which tokens of the relevant categories were experienced. For instance, Maye et al. (2008) exposed listeners to a synthesized rendition of a segment from the well-known story "The Wizard of Oz" where front vowels had been categorically lowered. Following this exposure, listeners were more likely to accept a nonsense string as an English word than they were prior to hearing the story if shifting its vowel in a comparable manner formed an existing word. Importantly for current purposes, this effect was observed on words people heard shifted in the story as well as on stimuli that had not been heard. This result led the authors to propose that listeners adjusted their interpretation of any instance of a vowel category. However, it may be that generalization was mainly observed for untrained words in which the critical vowel occurred in a context phonetically similar to those experienced at training. Because Maye et al. did not document the extent to which the vowels' contexts at testing resembled those at training, the scope of the observed generalization is difficult to establish.
Our investigation of listeners' ability to transfer their knowledge on the interpretation of noise-vocoded speech from one speaker to another led to an intriguing finding. In the two studies that manipulated whether the testing utterances had been produced by the same talker as at training or by a different talker, the degree to which listeners successfully generalized the knowledge acquired during training was independent of whether people were able to discriminate the two talkers. This corroborates a previous report by Yonan and Sommers (2000) showing that cross-talker specificity, and thus, limited generalization did not hinge on listeners' ability to discriminate or recognize talkers. The aspect of our data that is harder to explain concerns Experiment 4's cross-talker generalization concurrently to talker discrimination. This result, we propose, illustrates listeners' ability to adjust, or normalize, the talkers' utterances based on their perceived voice differences (e.g., by factoring out the vocal-tract influence on the rendition of speech segments). This interpretation does not question the existence of talker-specificity effects in the processing of clear speech-such effects have been repeatedly demonstrated. But these robust effects are nonetheless subtle compared to humans' capacity to understand speech from any new talker. Experiment 4's results may be mostly capturing listeners' cross-talker generalization, which is possible if talkers' voices can be discriminated despite the noisevocoded distortion.
We now turn to the implications of this work to speech-perception research. Our results have shown that people do not generalize their experience to novel cases as well when these cases are acoustically dissimilar to their experience as they do when novel cases are similar. Assuming that the ability to generalize is directly constrained by category boundary, one interpretation of our findings is that different realizations of the same sounds are grouped by their perceptual, as opposed to functional, similarity. This is, in essence, the approach that proponents of an episodic view of the lexicon advocate for (see Goldinger, 1998 ). An alternative view, the one described in the introduction, is that function plays a major role in organizing or re-organizing listeners' perceptual categories. Thus, acoustically dissimilar sounds may be grouped together because of their functional equivalence. This view cannot be ruled out based on the present data. Indeed, the ability to correctly identify a new instance as a member of a category exemplified at training requires listeners to derive, based on its noise-vocoded rendition, its relationship with the instance that was previously experienced. Even though the distortion imposed by the noise-vocoded transformation is lawful, this computation is necessarily more complex for functional categories (i.e., categories that group instances that may be perceptually distant) than for perceptual categories. Thus, the absence of evidence for functional categories cannot be interpreted as evidence against their existence and role in speech perception because their emergence is necessarily more complex than that of perceptual categories.
The present study also examined the role that lexical knowledge may have on listeners' ability to adapt to a novel form of speech. Listeners were trained to understand noise-vocoded speech by listening to utterances that formed either existing English words or nonsense strings. In both cases, listeners received feedback in the form of the original, undistorted version of each utterance. As reviewed in the introduction, the recognition of sounds embedded in a word context is facilitated because the set of possible sounds is more constrained in a word than in a nonsense string. Experiment 2, wherein the frequency of segments and bigrams was perfectly matched between the two training sets, provided the most definitive test of this question, and the results are intriguing: Listeners were no more likely to correctly identify trained consonants after having been exposed to word stimuli than after having been exposed to nonword stimuli. Thus, there is little evidence that the word contexts provided revealed the identity of the consonants in training stimuli more effectively than nonword contexts did. However, an advantage for word training emerged when assessed on people's ability to correctly identify English consonants that had not been heard during training. This result indicates that people were better able to transfer their experience with noisevocoded speech to novel stimuli when this experience had consisted of hearing familiar strings.
The fact that the training regime was found to affect generalization to untrained consonants provides some evidence that the sound patterns (i.e., the words and frequent phrases) that give rise to the phonological categories and structure of a language continue to exert their influence in listeners' speech perception (cf. Bybee, 2001 ). If phonological categories had entirely abstracted from these sound patterns, no difference in the training regimes would be expected because the two training sets were perfectly balanced in terms of these phonological categories (i.e., their frequency of occurrences and the local phonetic contexts in which their members occurred). Under this view, once a category has emerged, exemplars from this category would be equivalent with one another in all respects, regardless of the lexical context in which they occur. Our result indicates that people were better able to generalize after exposure to words than nonwords. Thus, we must conclude that listeners' past experience with words' sound patterns did contribute, albeit modestly, to their learning to interpret noisevocoded speech. The challenge consists in developing a framework where word knowledge exerts its influence on listeners' generalization. We also acknowledge that our interpretation does not readily explain why no effect of the training regime (word vs. nonword) was observed on trained consonants. Further research is necessary to fully account for this aspect of the results.
To summarize, the present study examined the process by which people learn to comprehend artificially distorted speech. In each of the experiments presented here, people were trained to decode noisevocoded speech by hearing CVC stimuli both in their distorted and unaltered forms. After a relatively brief exposure to noise-vocoded stimuli, listeners could generalize their experience with distorted stimuli to novel words. However, this ability did not result from a complete remapping of listeners' phonemic categories, as evidence of cross-word transfer is sometimes interpreted. Instead, the probability of accurately recognizing words or consonants depended on the phonetic properties of the testing words with respect to the training set. People recognized previously heard consonants better if they had been heard in a similar context (i.e., its syllable position and vocalic context) than in a dissimilar context. Varying the identity of the talkers between training and testing had also an influence on recognition, although not systematically. Thus, even though the noisevocoded transformation involves a systematic and lawful distortion of the acoustic signal, we found that listeners' adaptation involved only a modest transfer to members of the phonological categories other than those experienced. We also found some evidence of better generalization when listeners had been trained on existing English stimuli than nonsense, unfamiliar strings. We take this as evidence supporting a view of phonology where categories and structure emerge from the ambient words and sound patterns without completely abstracting from them.
