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1. INTRODUCTION 
Let F be an algebraically closed field and let U and I’ be finite dimen- 
sional vector spaces over F. Let Y(U, I’) denote the vector space of all 
linear transformations from U to I/. In this paper we are interested in 
those linear subspaces of Z(U, V) all of whose nonzero elements have 
equal rank. If k is the common rank, we will refer to these subspaces as 
k-subspaces. We are particularly interested in the dimensions and possible 
forms of the maximal k-subspaces (maximal with respect to set inclusion). 
For the problem concerning the dimension of those subspaces of transforma- 
tions with rank bounded by k, see [ 11. 
A k-subspace H is said to be essentially decomfiosable if there are 
integers i and i and a direct decomposition U = U, @ U2 such that 
dim( U,) = i, dim((HU,)) = j, and i + i = k. The dimension of a maximal 
essentially decomposable k-subspace is obtained in Theorem 2.2. If a 
k-subspace has large enough dimension relative to k, then it is essentially 
decomposable (see Theorem 5.1). In general however, neither the maximal 
k-subspaces nor even the k-subspaces of largest dimension need be essen- 
tially decomposable. 
The 2-dimensional k-subspaces are essentially decomposable, and their 
form is obtained in Section 3. 
In Section 4 we consider the case when dim(U) = dim(V) = k + 1 
with k arbitrary. Then 4 is an upper bound for the dimension of the 
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k-subspaces. Whether this bound can ever be attained has not been 
settled in this paper. When k is even, we give an example of a S-dimen- 
sional k-subspace. When k = 1 or 3, we show that the k-subspaces have 
dimension at most 2. 
In Section 5 we obtain the possible maximal 2-subspaces when dim(U) 
and dim(V) are arbitrary. 
For notation, we let pL denote the rank of L in 9(U, I’) and NL 
the null space of L. The m x n matrices over F will be denoted by M,,(F). 
2. ESSENTIALLY DECOMPOSABLE k-SUBSPACES OF z(u, v) 
The main theorems of this section concern the essentially decomposable 
k-subspaces of 9( U, V). The proofs are based on the following result 
from algebraic geometry. 
THEOREM 2.1. Let F be an algebraically closed field and let m, n, k be 
positive integers with k < min(m, n>. Then the set of matrices of rank 
< k is an irreducible variety with dimension mn - (m - k)(n - k) in 
M,,(F). 
The proofs given by Mount in [Z] and Room in [3] apply when the 
field has characteristic zero. The proof below makes no assumptions 
concerning characteristic. 
Proof. Let F, be any subfield of F such that the degree of transcend- 
ence of F over F, is at least (m + n)k. Let A E M,,(F) and B E M,,(F), 
where the entries of A and B together form an algebraically independent 
set of (m + n)k elements over Fo. We prove that AB is a generic point 
of the set of matrices of rank < k relative to F,. Clearly p(AB) < k. 
If p(C) < k is arbitrary, then C = A,B, for some A,, E M,,(F) and 
Be E M,,(F). The specialization in F over F, which takes the entries 
of A into the corresponding entries of A, and the entries of B into the 
corresponding entries of B, specializes the entries of A B into the corre- 
sponding entries of C. Therefore AB is generic. 
The degree of transcendence of the set of entries of AB over Fe is 
computed as follows. Let A, be the k x k submatrix of A consisting of 
the first k rows of A, and let K be the field extension of F, which contains 
the entries of A,,. Then A,-l E Mlclc(K) and AA,-l is an n x k matrix 
with block form 
I [I C’ where I is the k x k identity matrix and C is an 
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(n - K) x k matrix. A,$ consists of the first k rows of AB. We show 
that the set r of entries of C and A,B is transcendental over K, and hence 
over F,. The field extension L = K(r) contains the entries of both A 
and B since A = (AA,-l)A, and B = A,-l(A,B). If 
A = (%Ll,...,m and B = (bAl,...,kJ 
then the elements 
j=l,...,k j=l,...,n 
{a,$=k+l,..., m; j=l,..., k}U{b&=l,..., k; i=l,..., a} 
are transcendental over K and therefore the degree of transcendence of 
L over K is at least k(m - k) + nk. The number of elements in P is 
precisely k(m - k) + nk and therefore I is transcendental over K. 
Finally, F,(r) contains the entries of AB, and any field containing F, 
and the entries of AB contains l7 Therefore k(m - k) + nk = mn - 
(m - k)(n - k) is the degree of the extension and consequently is equal 
to the dimension of the variety. 
COROLLARY 2.1. Let U and V be vector spaces over F with n = dim(U) < 
dim(V) = nz. Then the maximal k-subspaces of Z(U, V) and 9(V, U) 
have dimension equal to m - n + I. 
Proof. The dimension of the variety of matrices of rank < n - 1 
in M,,(F) (or M,,(F)) is mn - m + n - 1 (by Theorem 2.1) and, 
consequently an n-subspace has dimension at most m - n + 1. Further- 
more, such a subspace is always contained in some subspace H’ with 
dimension m - n + 1 and such that H’ meets the variety of matrices 
of rank 6 n - 1 in the zero matrix only. But then H’ is an n-subspace 
since M ,,(F) and M,,(F) contain no matrices of rank greater than n. 
The corollary now follows from the usual representation of linear trans- 
formations as matrices. 
THEOREM 2.2. Let H be a maximal essentially decomposable k-subspace 
of =qJ, V). 
(i) If the images hU aye all equal for nonzero h E H, then dim(H) = 
dim(U) - k + 1. 
(ii) If the null spaces Nh are all equal for nonzero h E H, the% dim(H) = 
dim(V) - k + 1. 
(iii) If neither (1) no7 (Z), then 
dim(H) = min(dim(U) - k + 1, dim(V) - k + l}. 
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Proof. Since H is essentially decomposable we can write U = Ui @ 
Us, where dim U, = i, dim((HU,)) = j, and i + j = 12. 
If i = 0, then we have case (i), and by considering H a k-subspace of 
.9( U, (HU)) the conclusion follows from Corollary 2.1. 
If j = 0 we have case (ii), since Us then becomes the common null 
space of the nonzero elements of H. By considering HIU, as a k-subspace 
of _!Z(Ui, V) the conclusion follows from Corollary 2.1. 
Suppose i # 0 and i # 0. Let V = Vi @ V,, where V2 = (HU,) 
and Vi is any complement of V, in I’. Let P,: V + V, and P,: V ---f V, 
be the corresponding projections. For each nonzero h E H, dim(hUi) < i 
and dim(hU,) < j. Since i + j = k is the rank of It, we must have equality 
in both cases and therefore hUz = (HU,) = V, and (hU,) n V, = (0). 
It follows that (P,H)l U1 is an i-subspace of 6p( U,, V,) and (P,H) / U, 
is a j-subspace of 9( U,, V,). Furthermore, dim( (P,H) 1 U,) = 
dim((P,H)IU,) = dim(H). By Corollary 2.1, dim(H) < dim(U,) - j + 
1 = dim(U) - k + 1 and dim(H) < dim(V,) - i _I- 1 = dim(V) -- k + 
1. If both inequalities are strict, then there are maps h, E 9(U1, V1) 
with h, $ (P,H) / U, and h, E Y(U,, V,) with kz, $ (P,H) IUe such that 
(h,, (P,H)lU,) is an i-subspace of 8(U,, V,) and (h,, (P,H)IU,) is a 
j-subspace of 9( U,, V,). Let h E Z(U, V) be such that hi U, = h, and 
hlU, = h,. Then (h, H) is a k-subspace of Y(U, V), for if g E (h, H) is 
nonzero then P,g(U1) is an i-dimensional subspace of Vi, implying that 
g(U,) 0 V2 = (0), while g( U,) = V, has dimension i. Since h $ H we 
have contradicted the maximality of H and therefore dim(H) = 
min{dim(U) - k + 1, dim(V) -- k + l}. 
COROLLARY 2.2. Let n = dim(U) and let H be an essentially decompos- 
able (n - l)-subspace of -Y(U, U). Then dim(H) < 2. 
3. TWO-DIMENSIONAL k-SUBSPACES OF g(U, v) 
We are mainly concerned in this section with the S-dimensional k- 
subspaces of _Y(U, V). We obtain a decomposition theorem, Theorem 3.1, 
and some special detailed information in the theorems that follow. 
Theorem 3.8 provides a useful sufficient condition that a k-subspace H be 
essentially decomposable. 
We require the following simple but useful lemmas. 
LEMMA 3.1. Let H be a k-subspace of Z(U, V) and Eet A, B be nonzero 
elements of H. Then A(NB) G BU. 
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Proof. Suppose A(NB) $ BU. Let yi,. . ., yx E U be such that 
BU = B(y,,. ., yk), and let yk+i E NB with AY,+~ $ BU. Then 
(Byi>. . > BY,> AY,+I} is independent, and since F has infinitely many 
elements (it is algebraically closed) there is an 5 E F, 6 # 0 such that 
{(B - tA)yl,. . ., (B - lA)y,, AY,+~ - ~AY,+~) is independent. But 
then ,o(B - [A) >, k + 1, contrary to the assumption that H is a k- 
subspace. 
LEM~IA 3.2. Let H be a decomposable k-subspace of Z(U, V); that is, 
suppose U = Ur @ U,, V = V, 0 V, and HU, G I’, forp = 1, 2. Then, 
JOY some pair of integers i and j with i + i = k, we have HIU, is an i- 
subspace of _%‘(U,, V,) and HIU, is a j-subspace of 9(U2, V,). 
Proof. For p = 1, 2 choose an 12, E H such that p(h,lU,) is maximal, 
and let i = p(h,~U,), j = p(h,IUz). Th en, for all but finitely many l E F, 
k = p(h, - Ehe) = p((h, - Eh,)lU,) + p((h, - Eh#J,) 
3 max{p(h,IUd, p(h,IUd} + max{dh~IUdJ ,dh,lUdl 
=i+j. 
Since F has infinitely many elements, it follows that k > i + i. Let 
h E H, h # 0. Then k = p(h) = p(hlU,) + p(hlU,) < i + j < k. There- 
fore i = p(h(U,), i = p(h(U,) and i + j = k. 
THEOREM 3.1. Let H be a 2dimensional k-subspace of Z(U, V). Then 
there is an Y > 1 and decompositions U = U, 0. . * @ U, and V = V, @ 
. . . @ V, such that 
(4 HU, = (O), 
(ii) (HU,) = Vi for i = 1,2,. . ., Y, 
(iii) /dim(UJ - dim(V,)) = 1 for i = 1,2,. . .,r, 
(iv) ,4hlUi) = min{dim(UJ, dim(VJ} for each nonzeyo h E H and i = 
1 ,. . .> Y. 
Proof. The proof is by induction on dim(U) + dim(V). When 
dim(U) + dim(V) < 3, there are no 2-dimensional k-subspaces for any 
k. When dim(U) + dim(V) = 3, then _Y( U, V) contains a 2-dimensional 
l-subspace. In the two possible cases (namely, dim(U) = 1, dim(V) = 2, 
and dim(U) = 2, dim(V) = l), we take Y = 1, U, = (0), V. = (0) and 
note that parts (i), (ii), (iii), (iv) of Theorem 3.1 are valid. 
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We proceed with the induction step. We may assume that dim(U) < 
dim(V) since the isomorphism induced between Y( U, V) and Z(P, II) 
by the map of M,,(F) to M,,(F) which takes a matrix into its transpose 
will provide the decompositions in 9( I’, U) once we have them in 9( U, V). 
Let A and B be independent elements of H and let W’ = BU, W = 
A-l(W’). Then 
(H[W) is a k’-subspace of Z(W, W’) for some K’. (3.1) 
Clearly, h E H implies hW _C W’ since H = (A, B). Therefore (3.1) is 
proved if we show that Nh c W for each nonzero h E H. Let h = aA + 
bB. If a = 0, then Nh = NB and, by Lemma 3.1, A(NB) c W’, from 
which it follows that Nh E W. If a f 0, then for any y E Nh we have 
Ay = - ba-IBy so that Ay E BU. Then y E W from which we have 
Nh G W. 
Next we show that 
dim(W) + dim(W’) < dim(U) + dim(V). (3.2) 
If not, then dim(W) + dim(W’) = dim(U) + dim(V) and therefore 
U = W, V = W’, and BU = V. Since dim(U) < dim(V) it follows that 
dim(U) = dim(V) and k = dim(U). Then by Corollary 2.1 with m = n, 
dim(H) < 1, contrary to our hypothesis. 
If W # Nh for the nonzero h E H, then dim(HI W) = 2 and we can 
apply the induction hypothesis to obtain W = U,’ @ * * * @ Ut’ and W’ = 
V. @ * * * @ Vi’, where 
HU,’ = (0), (3.3) 
(HU,‘) = Vi’ for i = 1,. . ., t, (3.4) 
dim( U,‘) - dim( V,‘) = - 1, i = 1,. . .) s, (3.5) 
dim(U,‘) - dim(Vi’) = + 1, i=s+1,...,t, (3.6) 
dim(hUi,‘) = dim( UJ, i= 1,. . .,s, 
(3.7) 
dim(hU<‘) = dim(Vi’), i=s+1,...,t. 
If W = Nh, then we will set U,’ = W and V,’ = W’. In both cases we 
proceed as follows: 
Foreachi= 1,2,..., s select vi E V,‘, vi 6 BUi’, and ui E U such that 
Bui = vi, For convenience we set us+1 = . . * = uUt = 0 E U. We let 
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Y = t + dim Vo’, we select a basis {~l~+i,. . ., uT> of Vo’, and then select 
uiEU for which Bui=vi, i=t+l,...,r. We set 
Iii = (ui, US’), Vi = (Auj, V,‘) for i = 1,. . ., t, 
ui, = t”i>p Vi = (Aq, BZQ) for i = t + 1,. . . , r, 
V, = any complement of V, + . * * + V, in V, 
and prove that (i), (ii), (iii), and (iv) of Theorem 3.1 are valid. 
We begin by showing that the sum U, + * *. + U, is a direct sum. 
Let yi E Ui be such that ye + yi + . . * + yV = 0. Then By0 + . . . + 
By, = 0 and, since y,, E Uo, By1 + -. * + By, = 0. Byi E Vi’ for i = 
1,. . ,, t and BY,+~, . . . , By, EVA’ imply Byi = 0 for i = 1,. . . , t and 
BY t+1 + . . . + By, = 0 (since V,’ + * . . + V,’ is a direct sum). For 
i = t + 1,. . , Y, yi = aiui for some a, E F and therefore at+lvt+l + . * * + 
a,v, = 0. Then a, = 0 and so yt+i = * . ’ = yT = 0. Since B is one-to-one 
on each Ui for i=l,..., s, we have yl=..*=ys=O. Therefore 
y0 + ys+r + *. . + yt = 0. Since y0 E U,’ and yi E Ui = Ui’ for i = 
s+l,...,tandsincethesumU,‘+Uj+,+...+U,’isdirect,wehave 
yi = 0 for i = 0 and i = s + 1,. . , t also. This proves that U, + . . . + 
U, is direct. 
Next we show that VI + . . . + VIT is direct. Let zi E Vi with zi + . . * + 
z, = 0. Then there are a,, b, E F and vi’ E Vi’ such that 
zi = aiAui + vi’, i=1,...,t, 
zi = aiAu, + biBui, i=t+1,...,r. 
Since zi + * - * + z, = 0, we have A(a,u, + . * * + a,%,) E BU and there- 
fore alul + * f - + a,u, E W. Then a, = * . . = a, = 0 and atfl = . . . = 
a, = 0, and we have vi’ + * * . + vt’ + bt,IBut,I + . . . + b,Bu, = 0. 
Since VI’ + * * * + Vt’ + (%+I) + - * * + (vr) is a direct sum, we have 
vi’ = 0 for i = 1,. . . , t and b,Bu, = bivi = 0 for i = t + 1,. . . , r. There- 
fore zi = * . . = .z, = 0 and the sum is direct. 
Finally, we check that properties (i)-(iv) of Theorem 3.1 are satisfied. 
Items (i) and (ii) are immediate; (iii) and (iv) follow from the observations: 
If i= l,..., s, then ui $ Ui’ and Aui I$ Vi’. For, if Aui E Vi’, then 
ui E W and, since Bui = vi E Vi’, we must have Bui E BUi’, contrary to 
our choice of uui. 
If i = s + 1,. . ., t, then Ui = Ui’ and Vi = Vi’. 
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If i=t+1,. . ., Y, then dim((Aui, Bui)) = 2, since H has constant 
rank (equal to 1) when restricted to the subspaces (ui). 
THEOREM 3.2. Let H be a 24imensional k-subspace of Z’(U, V) and 
let (A, B} be a basis of H. If dim(V) = 1 + dim(U) = 1 + k, thefz there 
exist bases {ul,. . ., uk> of U and {q,. . ., v,+~> of V such that Aui = vi 
and Bui = vi+1 for i = 1,. . ., k. 
Proof. If k = 1, then U = (zti) and we may take vi = Au, and 
vs = Bu,. 
Suppose the theorem is true for integers less than k. 
If AU = BU, then H is a k-subspace of Z( U, AU) and, by Corollary 
2.2, dim(H) < 1. Therefore AU # BU and dim((AU) fl (BU)) = k - 1. 
Let V, = BU and U, = A-l(BU). Then dim(U,) = k - 1 and HU, c 
V,. Therefore HIU, is a (k - 1))subspace of Z(U,-,, V,) and we can 
select bases {us,. . ., uk} and {us,. . . , z)~+~} of Uo and V,, respectively, 
such that AUK = vi, Bzti = vi+1 for i = 2,. . , k. NOW ~2 E BU, ~2 $ BU, 
and so we can select ui E U to satisfy Bul = v2 and be assured that 
ui $ U,. Let vi = Au,. Then vi 4 V, (the contrary implies AU = BU) 
and the proof is complete. 
We note that, if dim(U) = 1 + dim(V) = 1 + k, then there exist 
bases {zti,. . . , z++~} of U and {vi,. . , vk) of V such that Aui = vi, 
AU Ic+l = 0, Bu, = 0, and Bu~+~ = vi for i = 1,. . ., k. In terms of 
matrices, the proof is obtained from the above by taking transposes. In 
addition, we note that the H of Theorem 3.2 is indecomposable and, 
consequently, so are the components HIU,: Ui ---, Vi in Theorem 3.1. 
THEOREM 3.3. Let H be a 2-dimensional k-subspace of 9(U, V). Then 
(i) (0) = fl {hUlh E H, h # O> if dim(U) = k, and 
(ii) U = ((Nhlh E H, h # 0)) if dim(V) = k. 
Proof. Let m = dim(V) and suppose first that m = k + 1. Let 
{A, B} be a basis of H. To prove (i) we will prove the stronger statement, 
namely: for any m distinct elements a,, . . , a, E F, n {(a,A + B)UI 
i = 1,. . .) m} = (0). 
Choose bases {ur,. . . , uk} and {vi,. . . , v~+~} of U and V, respectively, 
such that Aui = vi and Bui = vi+1 for i = 1,. . , k. Let v E V be given 
by v = &vi + - * * + &+Iv,+I. Let p(x) = b, - b,x + * . . + (- 1)“. 
b,+lxk E F[x]. If v E (aA + B)U, then v = qi(av, + v2) + . . . + 
Tk(av, + v~+~) and by equating coefficients we obtain vi + aqi+l = bi+l, 
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i = 0,. . ., k, where we let Q = 0 = ~+i. By elimination of vi,. . . , r/k 
we obtain $(a) = 0. Since the degree of p(x) is at most K, we must have 
$(a,) # 0 for some i, from which v + (a,A + B)U. 
If m > k + 1, then there are decompositions U = U, @ * * . @ U, and 
V = I/‘, @ Vi @ * * . @ v, with HU, G Vi, dim(VJ = 1 + dim(UJ, and 
p(hlU$ = dim(UJ for0 # ~EH andi = 1,. . .,Y. If m’ = max{dim(V’i)ji = 
1,. . , Y> and a,, . . , am’ E F are distinct, then fl {(a&f + B)Ujl i = 
1,. . ., m’} = (0) for j = 1,. . ., Y, from which Theorem 3.3(i) follows. 
For Theorem 3.3(ii) we prove only the case m = K + 1 since m > 
k + 1 follows as above. Let {A, B} be a basis of H, and let {Us,. . . , u~+~} 
and {vi,. , Q> be bases of U and V, respectively, such that Au, = 0, 
Au~+~ = vi, Bu,+~ = 0 and Bui=vi for i=l,...,k. If aEF, then 
% + %? + ” ’ + akUkfl ~N(A-uB).If~,i=u,+a,~,+~~~+a~k~k+, 
for i = 1,. . , k + 1 and if a,, . , u,+~ are distinct, then (zJ~, . . ., w~+~) = 
U since the determinant of the coefficients of the wi represented in terms 
of %, . . . , uk+l is nonzero. This proves Theorem 3.3(ii) for m = k + 1. 
We require the following generalization of the Theorem 3.3 in the sequel. 
THEOREM 3.4. Let H be a 2-dimensional k-subspace of Z(U, V). Let 
W=(Nhlh~H,hfO), and let W’ be a complement of W in U. Then 
(HW) = HW = il {hUlh E H, h f 0} and dim(W’) + dim(HW) = k. 
Proof. We adopt the notation of Theorem 3.1 and set W, equal 
to the sum of those subspaces Ui on which the nonzero elements of H 
are not one-to-one. Let W,’ be the sum of the corresponding Vi, omitting, 
however, V,. Then, for each h E H, h # 0, we have Nh G W, and hW1 = 
W,‘. By Theorem 3.3(ii), (Nhjh E H, h # 0) = W1 = W and clearly 
HW = (HW) = W,‘. Furthermore, for any complement W’, dim(W’) + 
dim(HW) = k. 
Let W, be the sum of those Ui on which the nonzero h E H are one-to- 
one and let W,’ be the sum of the corresponding Vi. Then, by Theorem 
3.3(i), fl {hW,lh E H, h # 0} = (0) and, since HW G hU for each nonzero 
h E H, it follows that HW = fl {hUlh E H, h # O}. 
THEOREM 3.5. Let H be a k-subspace of 9(U, V) with dimension 3 2 
and let {A, B) be independent elements of H. 
(i) If NA = NB, then all nonzero h E H have the same kernel. 
(ii) If A U = B U, then all nonzero h E H map U onto the same subspace 
of v. 
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Proof. Suppose NA = NB = Uo, and let U, be any complement 
of U, in U. Then dim( U,) = k and (A, B)IU, is a k-subspace of 9(U1, V). 
Also, (EA + B)U = ([A + B)U, for each E E F. Let R E H, h f 0. Then, 
by Lemma 3.1, h(N(tA + B)) G (EA + B) U, for each [ E F and therefore, 
by Theorem 3.3(i), hU,-, c (0). Then Uo c Nh, and since they have 
the same dimension they are equal. 
Suppose AU = BU = Vo. Let he H, h # 0. Then U = (N&E 
(A, B),g # O)implieshU E (h(Ng)IgE (A, B),g # 0) G (gU/gE (A, B), 
g # 0) = AU + BU = Vo. Therefore hU = V, since they have the same 
dimension. 
THEOREM 3.6. Let H be a k-subspace of 9(U, V), let H, be a 2-dimen- 
sional subspace of H, and let W = (Nhlh E H,, h # 0). If there is an 
A E H such that either 
(i) dim(A(fl {Nhlh E H,})) > dim(H,W) OY 
(ii) dim((AU) fl (H,U)) < dim(HIW), 
then gW G H,W for all g E H (and therefore H is essentially decomposable). 
Proof. Let W’ be a complement of W in U and let i = dim W’, 
j = dim(H,W). Then, by Theorem 3.4, i + i = k. 
Suppose Theorem 3.6(i) holds. Let W, = fl {NhIh E H,) and let W,’ 
be a complement of W, containing W’. Let V, be a complement of 
H,W and let P be the projection of V onto V, along H,W. We show that 
PHI W,’ is an i-subspace of 9( WI’, V,). (3.8) 
LetgE H,g # 0. ThengW, G fl {hUlhz H,, h # 0} = H,W (byTheorem 
3.4), and since pg = k it follows that p( Pgl W,‘) > i. Suppose p( Pgl W,‘) > 
i, and consider g + EA where E E F. For all but finitely many E E F, 
p((g + 6A)IWl) 3 i ( . since Theorem 3.6(i) holds), and p(P(g + EA) / W,‘) 3 
p(PglW1’) > i. Then k = p(g + EA) 3,4(g + 5A)(W,) + ,4P(g + 
lA) 1 W,‘) > k for some 6 E F, an impossibility. This proves Eq. (3.8). For 
each nonzero h E H,, N(Ph1 W,‘) = W,’ fl W since W,’ = W’ + (W,’ Cl W), 
W,’ l-l W G N(PhlW,‘), and Ph is one-to-one on W’. Therefore, by 
Theorem 3.5(i), N(PglW,‘) = W,’ n W for all nonzero g E H. But then 
gW c H,W since W = (W,’ Cl W) + W, and gW, G H,W has already 
been shown. 
Suppose part (ii) of the theorem holds. For each nonzero g E H, 
gW G (g(Nh)Ih E H,) G (hUIh E H,) = (H,U) by Lemma 3.1. In 
particular, AW E (H,U) and, since Theorem 3.6(ii) holds, together with 
dim W’ = i and i + j = k, we must have A W’ n (H,U) = (0). Let 
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Vi be a complement of (HiU) in V containing A@“. Let Q be the projec- 
tion of V onto Vi along (H,U). Now, p(glW) >, j and p(QAIW’) = i. 
We consider g + EA, where 5 E F. For some 5 E F, k = p(g + EA) > 
p((g + 5A)IW) + ,4Qk + WIW') >, ,4#') + p(Q++") >, i + i = k. 
Therefore p(glW) = i for all the nonzero g E H, and we have that (HIW) 
is a j-subspace of S?(W, (H,U)). By Theorem 3.5(ii) it follows that 
gW = H,W for all nonzero g E H since this is so for all nonzero g E H,. 
4. THE CASE 12 = m = k + 1 
We consider the case ?a = m = k + 1 in this section. The dimension 
of the matrices with rank < 12 - 2 as a variety in M,,(F) is n2 - 4, and 
therefore 4 is an upper bound for the dimension of an (n - 1)-subspace 
of S(U, U) for dim(U) = n. The author does not know if this bound is 
attainable. The theorems below show that 3-dimensional (YZ - 1)-subspaces 
exist where n is odd while for n = 2 or n = 4 the maximal possible dimen- 
sion for an (n - 1)-subspace is 2. 
THEOREM 4.1. If n > 3 is an odd integer, then there is an (n - l)- 
subspace H in U(U, U), where dim(U) = n, with dim(H) = 3. 
Proof. Let n = 2m + 1. We construct our example in M,,(F). 
Let a, b, c E F and let A = A(a, b, c) = (a,J E M,,,+l(F), where aii = 
a, ai,i+l = b, ai,i+2 = c, and otherwise a,$ = 0. Let B = B(c) = (bij) E 
M m+l,m+l(F)j where b12 = - b,, = c and bij = 0 otherwise. Let C = 
C(a, b, c) E M,,(F) be the matrix with the block form 
IB -A’~ 
iA Oi’ 
where 0 is the m x m zero matrix and A’ is the transpose of A. 
If a or b is nonzero, then p(A) = p(- A’) = m from which pC > 2m. 
If a = b = 0 and c # 0, then pC = 2m. Therefore pC > 2m whenever 
at least one of a, b, or c is nonzero. Since C is square of odd size, skew 
symmetric, and zero on its main diagonal, its determinant is zero (even 
if the characteristic of F is 2). Therefore p(C) < 2m. Then H = 
{C(a, b, c) [a, b, c E F} is the required subspace, since H is closed under 
addition. 
THEOREM 4.2. If H is a l-subspace of _Y(U, V), then H is essentially 
decomposable. If, in addition, dim(U) = dim(V) = 2, then dim(H) < 2. 
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Proof. Suppose A, B are independent in H. If NA = NB, then by 
Theorem 3.5 we can write U = U, + Us, where dim(lJi) = 1 and HU, = 
(0). If NA # NB, then AU = BU and by Theorem 3.5 we can write 
U = U, + U,, where U, = (0) and dim((HU,)) = 1. In both cases 
H is essentially decomposable. 
When dim(U) = dim(V) = 2 we apply Theorem 2.2 to get dim(H) < 2. 
The following lemma is a special case of the theorem that follows it. 
The special situation covered by this lemma arises twice in the course 
of the proof and so we insert it separately. 
LEMMA 4.1. Let H be a 3-subspace of 2(U, U) where dim(U) = 4. If 
U contains a 3-dimensional mbsfiace U, for which dim((HUO)) < 3, then 
dim(H) < 2. 
Proof. Suppose not and there is an H with dim(H) 3 3 satisfying the 
conditions of the lemma. Let V0 be a 3-dimensional subspace of U contain- 
ing (HU,). Let U, be a complement of U,. For any pair of elements 
h,, h2 of H there is a pair of elements v., /J E F not both zero such that 
(cth, + j?h,) U, E_ V,. It follows that H contains a Z-dimensional subspace 
H, for which H,U c V,. By Theorem 3.5(ii) we have HU c V0 so that 
H is a 3-subspace of 9(U, V,). Then, by Corollary 2.1, dim(H) ,( 2 and 
the lemma follows. 
THEoREnl 4.3. Let H be a 3-subspace of S?(U, U) where dim(U) = 4. 
Then dim(H) < 2. 
Proof. Suppose not and H is a 3-subspace with dim(H) = 3. 
Let {A, B} be independent in H. Let U = U. 0. . . @ U, and V = 
V, @.** @ V, be decompositions provided by Theorem 3.1 for the 
subspace (A, B). If U, f (0), then U, = NA = NB and, by Theorem 
3.5, Nh is constant for nonzero h E H. If V, # (0), then AU = BU and, 
by Theorem 3.5, hU is constant for nonzero h E H. In both cases, by 
Theorem 2.2, dim(H) ,( 2, contrary to our hypothesis on dim(H). There- 
fore U, = V, = (0). 
For any nonzero g E (A, B), pg = dim(U) - 1 implies both; g is 
singular on exactly one of the components U,, , U,; and g is onto 
all except one of the components VI,. . . , VT. Therefore r = 2, since g 
is singular on Ui if and only if gU, = Vi. 
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Both decompositions U, @ U, and Vr @ Vs are nontrivial. We may 
assume that dim(U,) = dim(Us) = 2 and dim(V,) = 3, dim(V,) = 1 
(taking transposes of the matrix representations will take care of the other 
possibility). 
Extend {A, B) t o a basis {A, B, C} of H. Then 
dim(V, + CU,) = 3. (4.1) 
Suppose not and dim(V, + CU,) < 3. Then dim((HU,)) = 2 since 
dim((HU,)) < 2 would imply /zU, = (0) for some nonzero h E H and 
such an h has rank at most 2. Let P be a projection of U onto a comple- 
ment of (HU,). Then either (PH[U,) is a 1-subspace of S(U,, PU) or 
(H1U2) is a 1-subspace of .2’(U,, (HU,)) ; for, if there were k,, h, E H for 
which p(Plz,iU,) = 2 andp(h,lU,) = 2 then, for some [EF, p(h, + [h,) = 
4. Each of these possibilities contradicts Theorem 4.2 since dim(PH1 U,) = 
3 and dim(HlU,) = 3. Therefore Eq. (4.1) follows. 
V, r-l cu = (0). (4.2) 
If not, then V, G CU (since dim(V,) = l), and CU = V, + CU, from 
Eq. (4.1). Then (NC) fl U, = (0) and H(NC + U,) G CU since A(NC) U 
B(KC) s CU while (A, B)U2 E V,. Th’. 1s contradicts Lemma 4.1 since 
dim(H) = 3. 
To complete the proof we form matrix representations of A, B, and 
C with respect to a suitable pair of bases of U. Let z&r E NA, u2 E NB 
be nonzero. Then U, = (q, u2>. Let 0 # ua E NC and let ua = wr + w’, 
where wr E U,, w’ E U,. Since C is one-to-one on Us, we have wr # 0. 
Complete {ze~r} to a basis {wr, ZA’s} of U1. By our choice of z+ and u2 and 
since V = CU + V, (by Eq. (4.2)), there are a, b E F such that for 
zb4 = Zen + au, + bu, we have Au,, Bu, E CU. Let 0 # vr E V2, v2 = 
CUl, 7JuQ = cat,, 04 = cu,. For some nonzero qr, 7s E F we have Au2 = 
qlul and Bu, = rzvl. The matrix representations of ql-lA, q2-lB, and 
C with respect to the pair of bases {Us, u2, ztg, Mu} and {v,, vq, vg, v4) are 
r 0 1 0 o- 
A, = 
0 0 a, a2 
0 0 a, a4 
L _ 0 0 a5 a6 
, B,= 
-1 0 0 o- I 
0 0 b, b, 
0 0 b, b, ’ 
c, = 
0 0 b5 b61 
respectively. Then 
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is an identity in ‘7, [, 6. If a5 = b, = 0, then H(u,, zd2, ug) E (v,, v2, vg) 
which is impossible by Lemma 4.1. Therefore 
v(v~ + 5bd + Ebp, + &) = 0 
are identities in r, 6. Then us = a4 = b, = b, = 0 and al = - b,, a2 = 
- b,. Also, al = u2 = 0 is impossible since, if this were so, then pA < 2. 
Choose r]i, [i not both zero, and il such that 
This can be done, for if 
det 
a5 b5 
[ 1 b = 0 u6 6 
take il = 0, and otherwise take il = 1 and solve for vi, Ei. Then p(qlA + 
&B) < 2, which implies that H is not a 3-subspace. 
5. ESSENTIALLY DECOMPOSABLE k-SUBSPACES H 
The k-subspaces H of large enough dimension are essentially decompos- 
able. The bound given in Theorem 5.1 is not a good one, however; for 
example, when k = 1, no bound is needed; when k = 2, dim(H) > 3 
rather than 8 will do. 
THEOREM 5.1. If H is a k-subspuce of _Y(lJ, V) and dim(H) > 2k2, 
then H is essentially decomposable. 
Proof. Let H, be a S-dimensional subspace of H. By Theorem 3.4 
we can write U = W @ W’, where H,W = (H,W) and dim(W’) + 
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dim(HW) = k. Let V, = (H,U) and let Va be any complement of V, 
in V. Let U, be a complement of U2 = ll {NA IA E H,} and let 
-49, = {LIL E Z(U, V) and LU, G V, + H,W}. (5.1) 
Then 
dim(gI) > dim(_P(U, V)) - 2k2. 
We prove Eq. (5.2) as follows. First note that 
(5.2) 
dim(9r) = dim(Y(U, V)) - [dim(U,)] [dim(V) - dim(Vp + HrW)]. (5.3) 
For any two independent elements A,, A2 of H,, N(A,) tl N(A,) 5 Us 
and therefore dim(U,) > dim(N(A,) fl N(A,)) = dim(N(Ar)) + dim(N(A,)) 
- dim(N(A,) + N(A,)) 3 B(dim(U) - k) - dim(W) = dim(W) - 2 . 
dim(H,W). Then 
dim(U,) < dim(U) - dim(Us) < dim(W’) + 2 dim(H,W). (5.4) 
We note also that 
dim(V) - dim(V, + H,W) = dim(V,) - dim(H,W) 
< dim((H,W’)) 
< 2 dim(W’), (5.5) 
where the last inequality follows from the fact that HrW’ E ArW + A2W’ 
for any pair of independent Al, A, in HI. 
The inequality (5.2) now follows from (5.3), (5.4), and (5.5). Since 
dim(H) > 2k2 we can select h E 9r fl H with h f 0. Then hU, c V2 + 
H,W and hU, G ll {AUIA EH~, A # 0} = H,W by Theorem 3.4. 
ThereforehU c V, + H,WandhUn (H,U) G (V, + H,W) fl (H,U) = 
H,W. Therefore dim(hU fl (H,U)) < dim(H,W) and, by Theorem 3.6, 
H is essentially decomposable. 
THEOREM 5.2. Let H be a 2-subspace of 9( U, V). Then H is essentially 
decomposable except when dim(H) = 3 and there are decompositions U = 
U1 @ U,, V = VI @ V’,such that HUp = (0), HU, E V,, and dim(U,) = 
dim(V,) = 3. 
Proof. Let HI be a 2-dimensional subspace of H. Let A, R be 
independent elements of H,. 
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Suppose H is not essentially decomposable. Then, by Theorem 3.5, 
AU # BU and XA # NB. Therefore dim(AU fl BU) < 1 and n - 4 < 
dim(NA fl NB) < n - 3. 
If dim(AU fl BU) = 0, then A(NZ3) 5 AU fl BU = (0) implies that 
NB c NA, and so NB = NA. Therefore dim(AU fl BU) = 1 and 
dim(A U + BU) = 3. Let V, = A U + BU and let V, be a complement 
of Vi in V. 
If dim(n’A n NB) = n - 4, then NA + XB = U and AU E A(NB) E 
BU. This would imply that AU = BU. Therefore dim(NA fl NB) = n - 
3. Let U, = NA fl NB = fl {Nh!h E H,} and let U, be a complement 
of U, in U. 
Let IV = Nil + NB. Then W + U and H,W = AU fl BU, so that 
dim(H,W) = 1. 
Let h E H, h # 0. If hU Q I’,, then dim((hU) fl (H,U)) < 1, while, 
if .Vh 2 U,, then dim(h(U,)) > 1. Therefore, by Theorem 3.6, neither 
of these cases can hold. Therefore hU G P, and IzU, = (0). Since 
HI U, is a 2-subspace of 9( U,, V,) we must have dim(H) < 3 (see remarks 
at the beginning of Section 4) and, since a Z-dimensional k-subspace is 
always essentially decomposable, dim(H) = 3. 
On the other hand, if dim(H) = 3 and decompositions of U and I’ 
exist as given in the theorem, then, by Corollary 2.2, H is not essentially 
decomposable. Theorem 4.1 provides an example to show that such H 
exist. 
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