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We calculate the electron mobility for a metal-oxide-semiconductor system with a metallic gate,
high- dielectric layer, and III-V substrate, including scattering with longitudinal-optical LO
polar-phonons of the III-V substrate and with the interfacial excitations resulting from the coupling
of insulator and substrate optical modes among themselves and with substrate plasmons. In treating
scattering with the substrate LO-modes, multisubband dynamic screening is included and compared
to the dielectric screening in the static limit and with the commonly used screening model obtained
by defining an effective screening wave vector. The electron mobility components limited by
substrate LO phonons and interfacial modes are calculated for In0.53Ga0.47As and GaAs substrates
with SiO2 and HfO2 gate dielectrics. The mobility components limited by the LO-modes and
interfacial phonons are also investigated as a function of temperature. Scattering with surface
roughness, fixed interface charge, and nonpolar-phonons is also included to judge the relative impact
of each scattering mechanism in the total mobility for In0.53Ga0.47As with HfO2 gate dielectric. We
show that InGaAs is affected by interfacial-phonon scattering to an extent larger than Si, lowering
the expected performance, but probably not enough to question the technological relevance of
InGaAs. © 2010 American Institute of Physics. doi:10.1063/1.3500553
I. INTRODUCTION
The continuation of Moore’s law past the 22 nm node
challenges the conventional scaling methods practiced over
the last few decades.1 Many options exist to continue scaling
within Si technology: different device geometries Tri-gates,2
Fin-field-effect-transistors FETs,3 nanowires,4 and
multibridge FETs Ref. 5, fully depleted SOI,6 strained
substrates,7 high- dielectrics, and the use of different wafer
and device crystallographic orientations.8 In addition, side-
stepping Si technology in part or altogether, III-V compound
semiconductors are considered as possible replacement for
the conventional n-type Si metal-oxide-semiconductor FETs
nMOSFETs because of their higher electron mobility
which suggests increased device performance. InGaAs
single-gate SG MOSFETs with high- gate dielectrics have
been fabricated9 and show a peak mobility of 2200 cm2 /V s
compared to 500 cm2 /V s for strained Si Ref. 7 and
1100 cm2 /V s for Ge.10,11 The mobility enhancement may
lead to overall device performance and faster switching
speeds—making III-V’s and especially InGaAs, a possible
solution to continue Moore’s law.12
While the use of electron mobility as a gauge of the
performance of sub-22 nm devices is questionable,13,14 its
widespread use, its value as an indicator of the strength of
the relevant scattering processes, and its importance in deter-
mining the behavior of the device in the linear regime render
its theoretical study a worthwhile effort. We, therefore, focus
on the calculation of the electron mobility in inversion layers
of III-V substrates, while at the same time recognizing that
the mobility is only one of the many indicators of device
performance.
In this work, we account for scattering with the
longitudinal-optical LO phonons of the substrate, and with
the interfacial-optical modes labeled “SO” for “surface op-
tical,” in the following to be consistent with the historical
notation15,16 resulting from the mixing and coupling of the
transverse-optical TO phonons of the polar insulating layer,
of the substrate, and of the plasmons of the two-dimensional
electron gas 2DED constituting the inversion layer. Scatter-
ing with substrate LO phonons is treated by accounting for
dynamic multisubband screening within the random-phase
approximation—with the dynamic screening parameter ac-
counting for the inelastic process with energy transfer deter-
mined by the energy of the bulk LO-mode. Static screening
is compared to dynamic screening and the results deviate by
less than 5%. Previous work has either ignored
screening,17,18 or included screening through the use of a
reciprocal screening length.19 An effective screening wave
vector reciprocal screening length is defined in this work
and compared to the dynamic and static screening approxi-
mations. Using an effective screening wave vector is found
to only qualitatively reproduce the dynamic screening result.
The LO phonons associated with III-V substrates couple
to interface plasmons and insulator-optical modes and thus,
LO phonons themselves, induce coupled-optical interfacial-
phonon modes at the dielectric/III-V interface. These modes,
as well as those induced by the insulator LO-modes, generate
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a scattering potential in the substrate and reduce the electron
mobility of the 2DEG. In this work we extend the existing
model of Ref. 16 by accounting also for the substrate mode
in obtaining the spectrum of the coupled interfacial TO-
plasmons excitations and calculate the electron mobility for
an ideal metallic gate with high- gate dielectric.
We shall consider GaAs and In0.53Ga0.47As throughout
this paper since the latter semiconductor, similarly to
In0.52Al0.48As, is lattice matched to InP substrates, a combi-
nation of materials that have recently been considered as
barrier layers in III-V nMOSFET design.20 The Schrödinger
and Poisson equations are solved self-consistently and the
mobility is calculated using the Kubo–Greenwood formula
with nonparabolic corrections. In addition to scattering with
LO-phonons and SO-phonons, we also include scattering
with fixed interface charge, bulk phonons intra- and inter-
valley phonons and surface roughness SR.
This paper is organized as follows. In Sec. II, we derive
the LO-phonon momentum relaxation rate and describe dy-
namic screening, static screening, and a simpler effective
screening method. Section III deals with SO-phonon scatter-
ing, the previous theory being extended so to include the
additional SO-mode originating from the substrate TO-
phonon. Section IV briefly considers Coulomb scattering
with fixed interface charge. Nonparabolic corrections and the
mobility calculation are described in Sec. V. Section VI pre-
sents results obtained for the LO-phonon-limited mobility as
a function of electron sheet density, ns, and temperature as
well as a comparison of various approximations which may
be employed to screen the potential of the LO phonons. The
SO-phonon limited mobility is discussed as function of ns
and temperature. The various component-limited mobilities
are shown and compared to experimental data. Finally, we
draw conclusions in Sec. VII.
II. LO PHONONS
The LO-phonon scattering potential is given by Fröhli-
ch’s well-known expression21
Vq
LOr = eLO2q2  1s − 1s0	
1/2
eiq·r, 1
where s
 and s
0 are the optical and static permittivity of the
substrate, respectively, e the electron charge, and LO the
energy of the substrate LO-phonon-mode 35 meV for
GaAs and 32.5 meV for In0.53Ga0.47As.22 Here, q is the
three-dimensional wave vector transfer q=k−k, where k
and k are the initial and final electron wave vectors, respec-
tively. From here on, all capital letters denoting vectors and
magnitudes represent 2D in-plane vectors. For example,
aligning the quantization axis along the z-axis, we have q
= Q ,qz with Q2=qx2+qy2. Now we can write the wave func-
tion of an electron in subband  with wave vector K as
Kr = 	z
1

2

eiK·R, 2
where 	z is the solution of the Schrödinger equation in
this work we use the approximation that 	z vanishes at the
dielectric/substrate boundary. The squared magnitude of the
matrix element between an initial state in subband  and a
final state in subband , is
KVq
LOrK
2
=
e2LO
2q2  1s − 1s0  nLO1 + nLO
Fqz2K − K − Q , 3
where nLO is the Bose occupation of the LO phonons. The
upper value in the curly bracket should be considered in case
of absorption processes, the lower value in case of emission
processes. The form factor Fqz in Eq. 3 is given by
Fqz = 
0

dz	zeiqzz	z , 4
which accounts for the geometry of the device through the
subband wave functions. Using Fermi’s golden rule, the LO-
phonon scattering rate from an initial subband  to a final
subband  is
1
K
=
2


 dq2
3 dK2
2 KVqLOrK2
 EK − EK LO . 5
Now using polar coordinates with ‘radial’ variable E instead
of K, we obtain the general expression for the scattering rate
1
K
=
e2LO
4
2  1s − 1s0 nLO1 + nLO

0
2

d cos2 
mx
+
sin2 
my
	−1
−
 dqz
2

Q,
ex 2,
6
having lumped the dependence on Q or qz in the integrand
into an “external” unscreened matrix element
Q,
ex
=
Fqz

qz2 + Q2
. 7
where  is the angle between KK and the channel
direction aligned along the kx direction, and mx and my are
the electron effective masses along the x and y axes, respec-
tively. For the isotropic -valley, the integration over qz in
Eq. 6 can be performed to obtain
1
K
=
e2mdLO
8
2  1s − 1s0 nLO1 + nLO
 
0
2

d
HQ
Q , 8
with
Q2 = K + K2 − 2KK2 cos , 9
with the “form factor”23
HQ = 
0

dz
0

dz	z	z
 	z	ze−Qz−z. 10
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The momentum relaxation rates needed to evaluate the
electron mobility can be obtained in a similar way, inserting
inside the  integral the additional momentum-transfer fac-
tor
1 − fE
1 − fE 1 − x,K
tot vx,K
x,K
tot vx,K
 , 11
where K
x,tot is the total momentum relaxation time including
all scattering mechanisms, vK
x is the velocity along the
x-direction, fE is the Fermi–Dirac distribution function,
and E=ELO is the final energy after absorption + or
emission  of the bulk LO phonon, LO. For elastic or
isotropic scattering, the term in the square brackets of Eq.
11 simplifies to 1− K /Kcos , where =−. In the
case of LO-phonon scattering, this simplification is not
strictly correct. In principle, a self-consistent iterative proce-
dure can be employed to estimate the relaxation rates in the
more general case of anisotropic and inelastic processes.24,25
Here, however, we simplify the term inside the brackets of
Eq. 11→1−cos , which corresponds to the zeroth order
correction in the iteration scheme.
A. Multisubband screening
In the previous section we considered Fröhlich scattering
with the unscreened potential of the LO phonons. Here, we
follow Ref. 26, giving a summary of the general method to
treat dielectric screening accounting for dynamic effects and
including the response of electrons in all subbands. This will
require the use of a complex dielectric function or, equiva-
lently, of a complex dynamic screening parameter.
Following Ref. 26, we ignore intersubband
polarization—thus considering only the longitudinal dielec-
tric response—so that the net potential for intrasubband scat-
tering can be found by inverting the linear problem


,Q,Q, = Q,ex , 12
where Q,
ex is the matrix element of the unscreened or ‘ex-
ternal’ potential, Q, is the matrix element of the screened
potential, and the dielectric matrix is
,Q, =  +
Q,
Q Q,,, 13
where the real part, imaginary part, and magnitude of the
intraground-state matrix element of the dielectric matrix,
11,11, is shown in Fig. 1. The form factor expressing the
multisubband matrix elements of the Green’s function is
Q,, = 2 dz dzQGQz,z	z	z	z	z, 14
where GQz ,z is the Green’s function. Using the intrasub-
band net matrix elements, the intersubband matrix elements
are obtained directly26
Q, = Q,
ex
− 

,Q,. 15
This method speeds up the computation time and saves
memory by ignoring the off-diagonal terms of the dielectric
matrix which are usually small compared to the diagonal
elements.
In Eq. 13, Q , is the 2D screening wave vector
evaluated in the high temperature limit26,27
ReQ, = DH

1/2
Ql m2kBT1/2Q + Q2m	
− m2kBT
1/2Q − Q2m	 , 16
and
ImQ, = DH


QlkBT
exp− m22kBTQ2 − 
2Q2
8mkBT


sinh/2kBT
/2kBT
, 17
where DH=e2n / 2skBT is the 2D Debye–Hückel limit of
the static screening wave vector, l= 2
2 / mkBT1/2 is
the thermal wavelength of electrons in subband , and
y=2e−y
2o
ydtet
2
is the plasma dispersion function.27 In prin-
ciple, for highly degenerate systems, it is necessary to in-
clude degenerate statistics for the screening wave vector as
is done in Ref. 28 for static screening starting from Malde-
gue’s expression.29 We find that the mobility changes less
than 5% when comparing the nondegenerate dynamic
screening approximation to the degenerate static screening
case—so in this paper we use the nondegenerate limit for
dynamic screening of the LO phonons, settting =LO in
Eqs. 16 and 17. When considering static perturbations
scattering with SR and fixed interface charge, we use the
degenerate-screening wave vector summarized in Ref. 28.
The inclusion of dielectric screening adds the additional
computational cost required to compute the screened poten-
tial setting up and inverting the dielectric matrix as well as
introducing an additional integration step in the calculation
of the scattering rate for the isotropic -valley i.e., Eq. 6
must be used instead of Eq. 8, and instead of tabulating
H we must integrate over qz “on the fly”. A less compu-
tationally expensive, albeit approximate, method to account
for dielectric screening is to define an effective screening
wave vector
1 0
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FIG. 1. Color online The real part, imaginary part, and magnitude of the
intraground-state matrix element of the dielectric matrix, 11,11Q ,LO, for
GaAs =LO35 meV and ns=21012 cm−2.
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qs = 

ReQ,LO; 18
and modify Eq. 7 as
Q,
eff
=
Fqz

qz2 + Q2 + qs2
, 19
where qs is also referred to as the reciprocal screening
length.19 The effective screening parameter, qs, increases
with sheet density through the DH term and the scattering
potential is subsequently decreased—leading to stronger
screening and an increased electron mobility at high sheet
densities.
The general “rule of thumb” is that screening is strong
and can be treated statically when the frequency of the per-
turbation in our case, the frequency of the LO-modes is
much smaller than the plasma frequency, it is weak and can
be ignored in the opposite case, while a full dynamic treat-
ment is needed to treat the “in between” situations. When
dealing with a 2DEG the situation is complicated by the fact
that the plasma frequency is not constant, but 2D plasmons
exhibit dispersion, so that one cannot give a simple rule and
full calculations are required. When optical phonons and
plasmons are coupled, the dispersion of the coupled modes
must be computed for the particular geometry and material
system of interest. In the simpler case of a single Si–SiO2
interface the situation—together with plots showing how the
effect of dielectric screening varies with frequency—has
been discussed at length by in Refs. 26 and 48.
III. INTERFACE-OPTICAL PHONONS
Replacing SiO2 with high- dielectrics, such as HfO2,
dramatically enhances the scattering with optical modes at
the dielectric-substrate interface.16,30,31 The electron mobility
in Si and Ge with various high- dielectrics with polysilicon
and metallic gates has been calculated before.13,16,32–34 Here,
we extend those calculations to two III-V substrates of inter-
est: GaAs and InGaAs. Because of the polar nature of III-V
materials, bulk optical modes are associated with a long-
range dipole field. As it happens in the case of the insulator
TO-modes, this field induces a polarization charge at the sub-
strate dielectric interface. The resulting interfacial mode
couples to other modes present insulator SO modes, interfa-
cial plasmons, thus increasing the complexity of the model
required to extract the dispersion of these coupled modes.
In this work we consider the following physical system:
infinitely thick metallic gate, insulator with a finite thickness,
and a semiconductor substrate represented by a 2DEG. The
SO-mode originating from the substrate is included in the
dielectric function of the substrate as
sQ, = s1 − p,s2 Q2 	 + s0 − s TO32TO32 − 2 , 20
where the first term in Eq. 20 is the substrate plasmon
contribution and the second term is due to the polar-optical
phonon in the substrate. The plasmon frequency of the 2DEG
is p,sQ= e2nQ /2sm1/2, where n and m are the
electron density and conductivity mass of subband , respec-
tively, and TO3 the energy of the substrate TO-phonon-
mode. The notation “TO3” is used to distinguish the sub-
strate mode from the two insulator modes. The dielectric
function in the insulator is
ox = ox
 LO1
2
− 2LO2
2
− 2
TO1
2
− 2TO2
2
− 2
, 21
where ox
 is the optical permittivity of insulator and the en-
ergies taken from Ref. 16 of the two insulator TO phonons
are TO1 and TO2.
For InGaAs, the second term in Eq. 20 could be re-
placed with
s
 LO3
2
− 2LO4
2
− 2
TO3
2
− 2TO4
2
− 2
, 22
to account for two separate substrate modes InAs- and
GaAs-like modes as measured experimentally.35 However,
because only one of these modes is active in scattering
electrons,36 we use Eq. 20 instead.
A. Dispersion
Following Ref. 16, we can obtain the dispersion of the
coupled phonon-plasmons interfacial modes by solving the
Laplace equation for the potential associated with these ex-
citations subject to the proper boundary conditions at the
interfaces expressing the presence of the interfacial polar-
ization charges. The homogeneous linear system expressing
these boundary conditions admits nontrivial solutions only
when the associated determinant vanishes, that is when the
following secular equation is satisfied:
oxcoshQtox + ssinhQtox = 0, 23
where tox is the physical oxide thickness.
Equation 23 yields four solutions, each representing a
mixture of the substrate plasmon, the SO-phonon originating
in the substrate, and two SO modes from the insulator. An
example of these four dispersions, a numerical solution of
Eq. 23 for SiO2 with GaAs at a sheet electron density ns
=21012 cm−2, is shown in Fig. 2.
Landau damping is approximately included by ‘switch-
ing off’ the substrate plasmon i.e., setting sQ ,=s
+ s
0
−s
TO3
2 / TO3
2
−2 when p,sLDs, where
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FIG. 2. Color online Calculated dispersion for the SO-phonon/substrate
plasmon interface modes for the SiO2 /GaAs system. This is the solution of
Eq. 23 yielding four mixed solutions substrate plasmon and 3 TO-modes.
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LDs= Q / 2mtQ+2Kf is the boundary of the single-
particle continuum of the 2DEG in the extreme quantum
limit, Kf = 
ns1/2, and mt is the transverse mass.16 When
Landau damping is included in this way, Eq. 23 admits
three solutions instead of four—basically three unscreened
SO-phonons. We will examine the effect of Landau damping
on the SO-limited mobility later in this paper.
B. Plasmon and phonon content
To define separate phonon contents of each mode, we
consider three solutions Q
−TO3, =1,2 ,3 obtained from
the secular equation, Eq. 23, by ignoring the response of
phonon-3, that is sQ ,→s1−p,s2 Q /2. Extending
the theory of Ref. 16, the relative phonon-3 the TO mode of
the substrate content of each branch i i=1,4 is given by
RTO3Q
i   Qi2 − Q− TO3,12Qi2 − Q− TO3,22Qi2 − Q− TO3,32
Q
i2
− Q
j2Q
i2
− Q
k2Q
i2
− Q
l2
 24
and the TO-phonon-3 content of mode “i” is
TO3Q
i 
RTO3Q
i
RTO1Q
i + RTO2Q
i + RTO3Q
i
 1 −sQ
i , 25
where the substrate plasmon content of mode i is
sQ
i   Qi2 − Q− s,12Qi2 − Q− s,22Qi2 − Q− s,32
Q
i2
− Q
j2Q
i2
− Q
k2Q
i2
− Q
l2
 , 26
and i , j ,k , l are cyclical. The three solutions Q−s, 
=1,2 ,3 are obtained from the secular equation, Eq. 23, by
ignoring the substrate plasmon response, that is, with
sQ ,→s. Following the same logic, similar expressions
are obtained for TO1Q
i and TO2Q
i.
As an example, Fig. 3 shows the relative content of the
phonon mode labeled “3” the substrate optical mode for the
each of the dispersions shown in Fig. 2. For small Q, 3 is
essentially the TO3 mode, while for larger Q there is a cross-
over, with 4 gradually becoming the TO3 mode. Figure 4
shows the substrate plasmon content for the dispersion in
Fig. 2. The substrate plasmon is a mixture of all three SO-
phonons across all four branches of the dispersion. For ex-
ample, focusing on the 4 curves in Figs. 2 and 4, as the
substrate content decreases, the phonon-3-content increases
in proportion. Including the substrate plasmon in the dielec-
tric function of the substrate inherently incorporates the
screening effects of the 2DEG. However, scattering with the
substrate plasmon is ignored because there is no net effect on
the momentum of the 2DEG Ref. 16 which is strictly true
if collisional damping of the plasmons is weaker than Lan-
dau damping—we may slightly overestimate the mobility by
ignoring this scattering process.
C. Scattering strength and momentum relaxation rate
Following again the arguments of Ref. 16, the “total”
effective dielectric function for the metallic gate/high- stack
is
TOTQ, = substrate − sub
insulator
ox
. 27
The scattering strengths for optical modes 1 and 2 are ob-
tained with a semiclassical procedure outlined in Ref. 16. For
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FIG. 3. Color online The relative phonon-3 content of each branch of the
dispersion in Fig. 2. For small Q, 3 is almost entirely composed of the
substrate LO-mode. The substrate plasma frequency mixes the modes and
4 becomes substrate modelike at large Q. The other modes, 2 and 3,
are dominated by the dielectric LO-modes.
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example, for mode 1 and similarly for mode 2, setting
substrateQ ,=sQ ,, and insulator=ox LO22
−2 / TO2
2
−2 phonon-1 does not respond results in the
effective dielectric function TOT,high
TO1
. Again setting
substrateQ ,=sQ ,, and now insulator=ox LO22
−2 / TO2
2
−2LO1 /TO12 phonon-1 fully responds
results in the effective dielectric function TOT,low
TO1
. Then the
scattering strength is
AQ2 = Qi2Q  1TOT,highTO1 − 1TOT,lowTO1 	TO1Qi , 28
and a similar expression for mode 2.
For the TO mode originating in the bulk: setting
insulator=ox, and substrateQ ,=s1−p2 /2 pho-
non does not respond results in the effective dielectric func-
tion TOT,high
TO3
. Again setting insulator=ox, and now
substrateQ ,=s1−p2 /2+ s0−s phonon fully re-
sponds results in the effective dielectric function TOT,low
TO3
.
Then the scattering strength is
AQ2 = Qi2Q  1TOT,highTO3 − 1TOT,lowTO3 	TO3Qi . 29
Having obtained the scattering strength, the momentum
relaxation rate can be expressed as16
1
K,
=
e2
2
30
2

d nQ1 + nQ  1 − fE1 − fE AQ2F2
 1 − cos E − E , 30
where
Fqz = 
0

dz	zeiqzz	z , 31
is the form factor, fE is the Fermi–Dirac distribution func-
tion, −− is the angle between the initial and final wave
vector, x is the step function, and E=EQ is the final
energy after absorption + or emission  of an SO-phonon
of energy Q. The approximation, 1−cos  in Eq. 30, is
the same as discussed for LO phonons after Eq. 11 above.
IV. FIXED INTERFACE CHARGE
In this section we briefly consider Coulomb scattering
with fixed interface charge. The unscreened potential for
scattering with fixed interface charge is37–39
Vitz =
e
ox
0 + scQ
e−qzz, 32
where ox
0 is the static dielectric constant of the insulator and
sc is the semiconductor dielectric constant. Dielectric
screening has been handled using the degenerate static-
multisubband-model described in Sec. II A above.37,38 The
scattering rate is written as follows:26
1
K
=
e4Nit
8
3it
2  
0
2

d cos2 
mx
+
sin2 
my
	−1F˜ it 2,
33
where F˜
it is the dielectrically screened form factor and the
unscreened form factor is
F
it
= 
0

dz	ze−qzzz	z , 34
where it= ox
0 +sc /2 and Nit is the areal density of interface
charges. Below we will use Nit as a ‘fitting parameter’ to
compare our calculations to experimental data.
V. MOBILITY CALCULATION
A. Nonparabolic corrections
The  valley of InGaAs is isotropic and strongly nonpa-
rabolic, making it necessary to include nonparabolicity to
more accurately model the electron mobility. For the disper-
sion of a 2DEG, perturbation is used and the corrected en-
ergy minimum of subband  is26
E  E
0 + 
0

dzE
0
− Uz2	
0z2, 35
where Uz is the potential energy. The problem arises when
the parabolic subband energy, E
0
, becomes larger than 0.5
eV. This problem is encountered when first-order perturba-
tion fails—under strong quantization as in very thin quan-
tum wells in materials with a small mass along the confine-
ment direction and/or strong nonparabolicity parameter 
0.5 eV−1 for Si compared to 1 eV−1 for InGaAs40 which we
discuss further in Sec. V C below. This problem is over-
come phenomenologically in Ref. 41 with the corrected sub-
band energy of subband  given as
E = U +
− 1 + 
1 + 4E0 − U
2
, 36
with
U = dzUz	z2. 37
The phenomenological solution was chosen such that energy
increases monotonically and gives the exact solution in the
infinite square well potential.
To include nonparabolic corrections in calculation of the
LO and SO momentum relaxation rates, the factor
1 − 2E − U 38
must be inserted outside the integral of Eqs. 6 and 8 and
inside the integral of Eq. 30. Similarly, for an electron in
subband , the relation between the magnitude of its wave
vector K and its kinetic energy E becomes
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KE, =
2E − E
0
− E − U21/2
cos 2/m,1 + sin 2/m,21/2
, 39
where  is the angle between the K-vector and the longitu-
dinal axis of the ellipsoidal equienergy surface of the L and
X valleys.
B. Schrödinger–Poisson
This section describes the calculation used to obtain the
self-consistent potential energy profile, subband minima,
wave functions, and quantum mechanical electron density.
The calculation37 begins with the numerical solution to
the Schrödinger equation
− 22mz d
2
dz2
+ Vz		z = E	z , 40
the separation of variables that leads to Eq. 40 is only
generally valid42 for the boundary condition 	 go to zero for
z=0 and z→ where mz is the effective mass along the
direction of quantization. The effective potential energy is
Vz = VH + Vimz + Vxcz , 41
where VH is the Hartree energy obtained self-consistently
with Poisson’s equation
d2VH
dz2
=
e
sc
pz − nqmz − Na , 42
where pz is the classical hole density calculated with
Fermi–Dirac statistics and Na is the constant p-type doping.
The image potential arising from the mismatch of the dielec-
tric constants between the dielectric and the semiconductor
is43
Vimz =
e2˜
16
sz
43
in the limit of infinite semiconductor thickness and ˜= s
−ox / s+ox. The exchange-correlation energy used here
is given by the local-density approximation LDA Refs. 28
and 44
Vxcz = −
e2
4
2sars
1 + 0.7734x ln1 + 1
x
	 , 44
where a=4
s2 / me2 is the effective Bohr radius, 
= 4 /9
1/3, rs=a−14
nqmz /3−1/3, and x=rs /21. The
choice of m Refs. 28 and 45 becomes even more ambigu-
ous because of the occupation of the satellites valleys in
III-V semiconductors. We choose to use the conductivity
mass in the  valley as we only expect to capture the quali-
tative features of the exchange-correlation energy within the
LDA.
Finally, the quantum mechanical electron density with
nonparabolic corrections is calculated as26,41
nqmz =
kT

2


gmd,1 + 2E − UF0
+ 2kTF1	z2, 45
where F0 and F1 are the Fermi–Dirac integrals of or-
der 0 and 1, g and md, are the degeneracy and DOS-
effective mass in subband , respectively, T is the tempera-
ture and EF=0 is the Fermi-level.
Figure 5 shows the effective potential energy and its
components for an In0.53Ga0.47As inversion layer. We see that
Vim0 for a SiO2 gate dielectric, Fig. 5a, while Vim0 for
a HiO2 gate dielectric, Fig. 5b. The sign change in Vim is
due to ˜ which accounts for the mismatch in the gate insula-
tor and semiconductor dielectric constants. For SiO2 the im-
age potential and exchange-correlation energy have opposite
signs—effectively canceling each other for z1 nm. For
HfO2, the image potential and exchange-correlation energy
are negative—lowering the effective potential energy
throughout the inversion layer. The image term also has an
effect on the SR-limited mobility, with high- dielectrics ex-
hibiting a higher SR-limited mobility.28
C. Kubo–Greenwood formula
We can express the mobility tensor from the lineariza-
tion of the 2D Boltzmann transport equation46–48
ij = −
e

p,ivi  fKj 1f  th, 46
where i and j run over the two in-plane Cartesian coordinates
x and y, p,iK is the momentum relaxation rate, fK is the
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FIG. 5. Color online The effective potential energy and its components,
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equilibrium distribution function, and  · th is the thermal av-
erage
Ath = 

g
n
 dK2
2AKfK , 47
where n is the electron density and g the degeneracy of
subband . The transport direction is arbitrarily aligned along
the x-axis. For elliptical subbands, including nonparabolic
corrections as discussed above, we calculate the xx mobility
tensor component of subband  as
xx

=
eg
4
2m,x
2 kBTn

0
2

d
E

dEK2 cos2 p,xK,

fE1 − fE
cos2 /m,1 + sin2 /m,2
E − E
0 + E − U
1 + 2E − U
,
48
and the total mobility as
xx =
1
ns


nxx

, 49
where ns is the electron sheet density, n is the electron sheet
density in subband , K the initial wave vector, E the initial
energy integrating from each subband minimum up to a
maximum energy above the last subband considered, and
other notation defined in Ref. 48.
We have chosen the conventional 110 field direction on
the 001 surface for calculations in this paper. We list, from
Ref. 49, in Tables I and II, for GaAs and In0.53Ga0.47As,
respectively, the values of the longitudinal, ml, and trans-
verse, mt, effective masses for each valley. Also listed are the
energy minima of the three valleys referenced to the top of
the valence band and the nonparabolicity factors, . The 
valley of InGaAs is strongly nonparabolic with =1 eV−1
compared to =0.61 eV−1 for GaAs.50 The InGaAs nonpa-
rabolicity parameter used in the  valley, is a compromise
between the almost parabolic behavior seen for mz along the
100 confinement direction, and the nonparabolic behavior
seen for the DOS-effective-mass in 2D. Because of a lack of
data, the silicon nonparabolicity parameter is used in the sat-
ellite valleys for GaAs and InGaAs, L=X=0.5 eV−1.
VI. RESULTS AND DISCUSSION
From Fig. 6, we see, for GaAs, that the occupation of the
X valley exceeds the occupation of the  valley at sheet
densities above 1013 cm−2 with the L valley accounting for
nearly 18% of the total electron population. This is the result
of the strong quantization—pushing the energy levels asso-
ciated with the  valley to higher energies and compensating
for the higher energies of the satellite valleys, shown in Table
I—and the larger density of states of the satellite valleys.
Figure 7 illustrates that for InGaAs the L valleys become
significantly populated compared to the  valley at large
electron sheet densities. Similarly to GaAs, this is due to
stronger effect quantization has on the energies of the
-valley subbands because of its small quantization mass
0.048m0 compared to 0.32m0 for the L valley. A similar
result has been seen in the case of double-gate structures.51
On the other hand, the X valleys do not become significantly
occupied, mainly because of the large energy offset between
the minima of the X and  valleys. We will see below that as
the X and/or L valleys become significantly populated, the
mobility degrades in InGaAs and GaAs as transport mainly
occurs in the “slower” satellite valleys.
In Fig. 8, we compare the LO-limited mobility when Vim
and Vxc are included and excluded for HfO2 with InGaAs.
The satellite valleys are ignored in this figure so that we may
focus on the change in mobility due to Vim and Vxc. We see
that including Vim and Vxc does not significantly change the
calculated mobility, corresponding to the results in Fig. 5,
where Vtot−VH0.1 meV for x0.5 nm.
TABLE I. GaAs parameters.
Egap eV ml mo mt mo  eV−1
 1.42 0.067 0.067 0.61
L 1.74 1.54 0.13 0.5
X 1.86 1.98 0.23 0.5
TABLE II. In0.53Ga0.47As parameters.
Egap eV ml mo mt mo  eV−1
 0.73 0.048 0.048 1
L 1.49 1.57 0.23 0.5
X 1.98 2.26 0.25 0.5
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FIG. 6. Color online Relative valley-occupation as a function of electron
sheet density for a GaAs SG structure.
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In Fig. 9, we compare the LO-phonon-limited mobility
for GaAs with an HfO2 gate dielectric for the unscreened,
static screened, dynamically screened, and effectively
screened cases. For the unscreened case, we observe a mo-
bility decrease in correlation with the increased occupation
of the “heavier” X valleys. However, screening is stronger in
the X valleys as the heavier mass allows the slower elec-
trons to screen more efficiently resulting in a larger percent-
age mobility increase at large ns. The use of a dynamic and
of a static screening model yields similar results because of
the large range of Q for which the dielectric matrix overlaps
in Fig. 1. Using the effective screening wave vector tends to
underestimate the screening correction at small ns and over-
estimate at large ns. Also shown in Fig. 9 is the dynamically
screened LO-phonon-limited mobility when only the  val-
ley is considered. We see, at large ns, a significant increase in
the LO-limited mobility when the satellite valleys are ig-
nored.
Figure 10 compares the LO-phonon limited mobility for
InGaAs with an HfO2 gate dielectric for the unscreened,
static screened, dynamically screened, and effectively
screened cases. As expected, the LO-phonon-limited mobil-
ity for an InGaAs substrate is larger than for a GaAs
substrate—corresponding to the lighter effective mass in the
 valley of InGaAs. The LO-limited mobility peaks at ns
=1013 cm−2 and then drops in correlation with the L-valley-
occupation seen in Fig. 7. As for GaAs, the effective screen-
ing wave vector tends to underestimate the screening correc-
tion at small ns and overestimate at large ns. We again see an
increase in the LO-limited mobility when the heavier satel-
lite valleys are ignored. The increase is not as significant
because the  valley dominates over a large range of ns.
Figure 11 shows the SO-phonon-limited mobility for a
GaAs and InGaAs substrate with HfO2 and SiO2 gate dielec-
trics. The low-energy phonons associated with HfO2 as com-
pared to SiO2 are ‘easier’ to excite, giving a larger Bose
occupation and stronger scattering strength. Again, as in
Figs. 9 and 10, the mobility decreases with increasing occu-
pation of the L valley for InGaAs and the X and L valley for
GaAs. We also see for HfO2 / InGaAs, above ns=2
1012 cm−2, Landau damping when compared to the no
Landau damping mobility decreases the mobility because of
the screening effect i.e., Landau damping turns off screening
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FIG. 11. Color online SO-phonon limited mobility as a function of elec-
tron sheet density for a metallic gate. The symbols include Landau damping
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16.
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by ‘switching off’ the substrate plasmon. However, below
ns=21012 cm−2, mobility decreases because of the antis-
creening effect16 i.e., when Landau damping is not included,
the substrate plasmon is never “turned off” and we would
expect a higher mobility unless antiscreening takes place.
Figure 12 shows the SO- and LO-phonon-limited, SR-
limited, and total mobility LO, SO, and SR for an InGaAs
substrate and HfO2 gate dielectric as the temperature is var-
ied from 100 K to 500 K for ns=21012 cm−2. The symbols
in Fig. 12 are experimental data from Matsuoka et al.17 for
an InGaAs/InAlAs heterostructure. Matsuoka et al. attribute
the measured mobility primarily to LO and alloy scattering,
while our calculations suggests SO-phonon scattering yields
a similar temperature dependence—albeit for a
HfO2 / InGaAs material system.
Figure 13 compares the SO-limited, LO-limited, SR-
limited, nonpolar-phonon-limited, and total mobility for In-
GaAs Na=317 cm−3 as a function of the ns with HfO2
gate dielectric. The nonpolar-phonon-limited mobility in-
cludes scattering with intravalley and intervalley phonons
see Ref. 26 for example. Ando’s model,26,42 with an expo-
nential correlation spectrum, is used to calculate SR-
scattering with degenerate-static-multisubband screening in-
cluded. We see that SR-scattering dominates at large ns,
where confinement enhances the scattering with the rough
interface. The increase in the SR-limited mobility at ns
1013 cm−2 is attributed to the occupation of the “heavy”
satellite-valleys and an increased mobility in these valleys
because of stronger dielectric screening. At small ns, SO-
phonon scattering is dominant because of the low-energy
phonons associated with HfO2. LO-scattering is a significant
contribution to the total mobility at lower to midrange values
of ns.
To facilitate comparison with experimental data from
Ref. 9, we now consider the Al2O3 / In0.53Ga0.47As structure
with Na=117 cm−3. Figure 14 compares the SO-limited,
LO-limited, SR-limited, nonpolar-phonon-limited, and total
mobility as a function of the effective normal field, Feff
= e /sns /2+Ndep, where Ndep is the depletion charge. In
this figure we also include screened-Coulomb scattering with
fixed interface charge. In Fig. 14a the experimental mobil-
ity is overestimated by the total-calculated mobility if we
assume NIT=512 cm−2 and the rms step height, 
=0.48 nm, in the SR model. In Fig. 14b, we see a much
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dielectric for T=300 K. The scattering-limited mobilities shown are: total
tot, interface-optical-phonon SO, LO-phonon LO, surface roughness
SR, and nonpolar-phonon PH.
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FIG. 14. Color online Comparison to experimental data from Ref. 9 is
shown for an Al2O3 / In0.53Ga0.47As structure with p-type doping Na
=1017 cm−3. Scattering with fixed interface charge, Nit, is also included. In
a, Nit=512 cm−2 and =0.48 nm. In b, Nit=113 cm−2 and 
=1.2 nm. In both a and b the autocorrelation of the step distance in the
SR model is  =1.2 nm.
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better agreement by using NIT=113 cm−2 and 
=1.2 nm. These results suggest the fabricated device is
dominated by scattering with interface charge at low
effective-fields and SR at large effective-fields.
VII. CONCLUSIONS
The LO-limited electron mobility was calculated for
GaAs and InGaAs substrates accounting for multisubband
dynamic screening. We have shown that including screening
is necessary to accurately model the LO-limited mobility.
Dynamic and static screening yield nearly identical results
with dynamic screening adding minimal computational cost
over the static case. Defining an effective screening wave
vector only captured the qualitative aspects of screening and
significantly deviated from the full multisubband approach.
The SO-limited mobility was calculated for GaAs an In-
GaAs substrates with SiO2 and HfO2 gate dielectrics. The
dispersion was calculated with the additional substrate LO-
mode accounted for in the substrate dielectric function. The
existing model was extended to account for scattering with
the SO-mode originating from the substrate LO-mode. The
SO-limited mobility was also calculated as a function of tem-
perature showing good agreement with experimental data.
The calculated total mobility is reduced by about 90% for
InGaAs when switching from SiO2 to HfO2. While this is
significantly more than the 38% predicted for Si,13 we still
expect a 3–4 fold mobility enhancement for HfO2 on InGaAs
compared to SiO2 on Si.
The inclusion of the satellite valleys was shown to be
important at large electron densities. Both the LO- and SO-
limited electron mobilities are degraded as the  valley be-
comes deoccupied and the heavier satellite valleys begin to
determine the transport properties in the inversion layer.
Finally, comparison to experimental data suggests that
the electron mobility is dominated by scattering with inter-
face charge at low effective-fields and SR at high effective-
fields, suggesting the need for an improved high- /
In0.53Ga0.47As interface.
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