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GROUP C∗-ALGEBRAS AS DECREASING INTERSECTION OF
NUCLEAR C∗-ALGEBRAS
YUHEI SUZUKI
Abstract. We prove that for every exact discrete group Γ, there is an intermedi-
ate C∗-algebra between the reduced group C∗-algebra and the intersection of the
group von Neumann algebra and the uniform Roe algebra which is realized as the
intersection of a decreasing sequence of isomorphs of the Cuntz algebra O2. In
particular, when Γ has the AP (approximation property), the reduced group C∗-
algebra is realized in this way. We also study extensions of the reduced free group
C∗-algebras and show that any exact absorbing or unital absorbing extension of
it by any stable separable nuclear C∗-algebra is realized in this way.
1. Introduction
It is well-known that every exact discrete group admits an amenable action on
a compact space [17], and each such action gives rise to an ambient nuclear C∗-
algebra of the reduced group C∗-algebra via the crossed product construction [1].
More generally, it is known that every separable exact C∗-algebra is embeddable
into the Cuntz algebra O2 [11]. Motivated by these phenomena, we are interested
in the following question. How small can we take an ambient nuclear C∗-algebra/
Cuntz algebra O2 for a given exact C
∗-algebra? In the present paper, we give an
answer to the question for the reduced group C∗-algebras of discrete groups with
the AP. The next theorem states that an ambient nuclear C∗-algebra of the reduced
group C∗-algebras with the AP can be arbitrarily small in a certain sense.
Theorem A. Let Γ be a countable discrete exact group. Then there is an intermedi-
ate C∗-algebra A between the reduced group C∗-algebra C∗r(Γ) and the intersection of
the group von Neumann algebra L(Γ) and the uniform Roe algebra C∗u(Γ) satisfying
the following properties.
• There is a decreasing sequence of isomorphs of the Cuntz algebra O2 whose
intersection is isomorphic to A.
• There is a decreasing sequence (An)
∞
n=1 of separable nuclear C
∗-algebras whose
intersection is isomorphic to A and the sequence admits compatible multi-
plicative conditional expectations (En : A1 → An)
∞
n=1. Here the compatibility
means that the equality En ◦ Em = En holds for all n ≥ m.
In particular, when the group Γ has the AP, the statements hold for the reduced
group C∗-algebra C∗r(Γ).
As a consequence of Theorem A, we obtain the following result.
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Corollary B. The decreasing intersection of nuclear C∗-algebras need not have the
following properties.
(1) The OAP, hence nuclearity, the CBAP, the WEP, and the SOAP.
(2) The local lifting property.
They can happen simultaneously. The statements are true even when the decreasing
sequence admits a compatible family of multiplicative conditional expectations.
For the implication stated in (1), recall that for exact C∗-algebras, nuclearity is
equivalent to the WEP [3, Exercise 2.3.14]. Thus the decreasing intersection of
nuclear C∗-algebras can lost most of good properties. Since the decreasing intersec-
tion of injective von Neumann algebras is injective, the analogous results for von
Neumann algebras can never be true.
We also give a geometric construction of a decreasing sequence of Kirchberg alge-
bras whose intersection is isomorphic to the hyperbolic group C∗-algebra. Although
the result follows from Theorem A, this approach has good points. Our decreas-
ing sequence is taken inside the boundary algebra C(∂Γ) ⋊ Γ. Moreover, the proof
does not depend on Kirchberg–Phillips’s O2-absorption theorem and the theory of
reduced free products, both of which are used in the proof of Theorem A. Using
the sequence constructed by this method, we also study absorbing extensions of the
reduced free group C∗-algebra by a stable separable nuclear C∗-algebras, and prove
the following theorem.
Theorem C. Let A be a stable separable nuclear C∗-algebra and let
0→ A→ B → C∗r(Fd)→ 0
be an extension of C∗r(Fd) by A (2 ≤ d ≤ ∞). Assume B is exact and the extension is
either absorbing or unital absorbing. Then B is realized as a decreasing intersection
of isomorphs of the Cuntz algebra O2. In particular, any exact extension of C
∗
r(Fd)
by K is realized in this way.
The proof of Theorem C is based on the KK-theory.
Organization of the paper. In Section 2, we review some notions and facts used
in the paper. In Section 3, we prove Theorem A. We also give few more examples
satisfying the conditions in Theorem A. In Section 4, we deal with the hyperbolic
groups. Based on the study of the boundary action, we construct a decreasing
sequence of nuclear C∗-algebras inside the boundary algebra C(∂Γ) ⋊ Γ whose in-
tersection is the reduced group C∗-algebra C∗r(Γ). In Section 5, using the decreasing
sequence constructed in Section 4, we prove Theorem C. In Section 6, we study some
amenable dynamical systems of the free groups constructed in Section 4.
Notation. The symbol ‘⊗’ stands for the minimal tensor product. The symbol
‘⋊’ stands for the reduced crossed product of C∗-algebras. For a discrete group
Γ and g ∈ Γ, denote by λg the unitary element of the reduced group C
∗-algebra
C∗r(Γ) corresponding to g. For a unital Γ-C
∗-algebra A and g ∈ Γ, denote by ug
the canonical implementing unitary element of g in the reduced crossed product
A⋊ Γ. With the same setting, for x ∈ A⋊ Γ and g ∈ Γ, the gth coefficient E(xu∗g)
of x is denoted by Eg(x). Here E : A ⋊ Γ → A denotes the canonical conditional
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expectation of the reduced crossed product. We denote by K and B the C∗-algebras
of all compact operators and all bounded operators on ℓ2(N) respectively. For a set
X , denote by ∆X the diagonal set {(x, x) : x ∈ X} of X ×X . For a subset Y of a
topological space X , denote by int(Y ) and cl(Y ) the interior and the closure of Y
in X respectively.
2. Preliminaries
2.1. Amenability of group actions on compact spaces and C∗-algebras.
Recall that an action Γy X of a group Γ on a compact Hausdorff space is said to
be amenable if there is a net (ζi : X → Prob(Γ))i∈I of continuous maps satisfying
lim
i∈I
(
sup
x∈X
‖g.ζi(x)− ζi(g.x)‖1
)
= 0 for all g ∈ Γ.
Here Prob(Γ) is the space of probability measures on Γ equipped with the pointwise
convergence topology. More generally, an action of Γ on a unital C∗-algebra A is
said to be amenable if the induced action of Γ on the spectrum of the center Z(A)
of A is amenable. Here we only review a few properties of amenability of group
actions. We refer the reader to [3, Section 4.3] for the details.
Proposition 2.1. Let Γ y A be an amenable action of a group Γ on a unital
C∗-algebra A. Then the following hold.
• The full and the reduced crossed products coincide.
• The (reduced) crossed product A⋊ Γ is nuclear if and only if A is nuclear.
2.2. Approximation properties for C∗-algebras and groups. For C∗-algebras
A, B and a closed subspace X of B, we define a subspace F (A,B,X) ⊂ A⊗ B by
F (A,B,X) := {x ∈ A⊗B : (ϕ⊗ idB)(x) ∈ X for all ϕ ∈ A
∗}.
A triplet (A,B,X) is said to have the slice map property if the equality F (A,B,X) =
A⊗X holds. Here A⊗X denotes the closed subspace of A⊗B spanned by elements
of the form a⊗ x; a ∈ A, x ∈ X . We give a definition of the SOAP (strong operator
approximation property) and the OAP (operator approximation property) in terms
of the slice map property. See [3, Section 12.4] for the detail.
Definition 2.2. A C∗-algebra A is said to have the SOAP (resp. the OAP) if for
any C∗-algebra B (resp. for B = K) and for any closed subspace X of B, the triplet
(A,B,X) has the slice map property.
Obviously, we have the implications
Nuclearity ⇒ CBAP ⇒ SOAP⇒ OAP, Exactness.
All implications are known to be proper. However, for the reduced group C∗-
algebras, the SOAP and the OAP are equivalent. The SOAP and the OAP have
the strong connection with the property of groups called the AP (approximation
property). Here we give the following equivalent condition as a definition of the AP.
Definition 2.3. A discrete group Γ is said to have the AP if there exists a net
(ϕi)i∈I of finitely supported complex valued functions on Γ such that mϕi ⊗ idB
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converges to the identity map in the pointwise norm topology. Here, for a finitely
supported function ϕ on Γ, denote by mϕ : C
∗
r(Γ)→ C
∗
r(Γ) the completely bounded
map defined by the formula mϕ(λg) := ϕ(g)λg for g ∈ Γ.
This property is characterized in the following way.
Proposition 2.4. Let Γ be a discrete group. Then the following are equivalent.
(1) The group Γ has the AP.
(2) The C∗-algebra C∗r(Γ) has the SOAP.
(3) The C∗-algebra C∗r(Γ) has the OAP.
(4) There is an intermediate C∗-algebra between C∗r(Γ) and L(Γ) which has the
SOAP or the OAP.
See [3, Section 12.4] for the proof. Note that the implication (4)⇒(1) follows from
the proof of (2), (3)⇒ (1).
Next recall that the group von Neumann algebra of a group Γ is the von Neumann
algebra L(Γ) generated by the image of the left regular representation of Γ. We also
recall that the uniform Roe algebra of Γ is the C∗-algebra C∗u(Γ) on ℓ
2(Γ) generated
by ℓ∞(Γ) and the reduced group C∗-algebra of Γ. Note that both algebras contain
the reduced group C∗-algebra by definition. A group Γ is said to have the ITAP
(invariant translation approximation property [23]) if we have the equality
L(Γ) ∩ C∗u(Γ) = C
∗
r(Γ).
Here the above equality makes sense by regarding all algebras as C∗-algebras on ℓ2(Γ)
in the canonical way. We remark that under the canonical isomorphism C∗u(Γ)
∼=
ℓ∞(Γ) ⋊ Γ (cf. Proposition 5.1.3 in [3]), the intersection L(Γ) ∩ C∗u(Γ) is identified
with the C∗-subalgebra of ℓ∞(Γ) ⋊ Γ consisting of elements whose coefficients sit
in C. It is shown by Zacharias [30] that every group with the AP has the ITAP.
See also Proposition 3.4. We do not know either the ITAP holds or not for groups
without the AP.
2.3. Reduced free product. We refer the reader to [3, Section 4.7] for the def-
inition of the reduced free product. First we recall a few terminology related to
theorems we will use. Let A be a C∗-algebra and ϕ be a state on A. Recall that
ϕ is said to be non-degenerate if its GNS-representation is faithful. Recall that the
centralizer of ϕ is the set of all elements a ∈ A satisfying the equality ϕ(ab) = ϕ(ba)
for all b ∈ A. An abelian C∗-subalgebra D of A is said to be diffuse with respect to
ϕ if ϕ|D is a diffuse measure on the spectrum of D.
In the proofs of Theorems A and C, we use the reduced free product to make
C∗-algebras simple. The following two theorems are important in our proof. The
first theorem guarantees the nuclearity of the reduced free product under certain
conditions. The second one gives a sufficient condition for the simplicity of the
reduced free product.
Theorem 2.5 (Dykema–Smith [3, Exercise 4.8.2]). Let (A,ϕ) be a pair of a unital
nuclear C∗-algebra and a non-degenerate state on A. Let ψ be a pure state on the
matrix algebraMn (n ≥ 2). Then the reduced free product (A,ϕ)∗(Mn, ψ) is nuclear.
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Theorem 2.6 (Dykema [5, Theorem 2]). Let (A,ϕ) and (B,ψ) be pairs of a unital
C∗-algebra and a non-degenerate state on it. Assume that B 6= C and the centralizer
of ϕ contains a diffuse abelian C∗-subalgebra D containing the unit of A. Then the
reduced free product (A,ϕ) ∗ (B,ψ) is simple.
A good aspect of these theorems is that we only need to force a condition on one of
the states. Thus we can apply these theorems at the same time in many situations.
2.4. Extensions of C∗-algebras. Here we recall basic facts and terminologies re-
lated to the extensions of C∗-algebras. We refer the reader to [2, Sections 15, 17] for
the details. Let A be a unital separable C∗-algebra, B be a separable stable (i.e.,
B ∼= B ⊗K) nuclear C∗-algebra. Let
0→ B → C → A→ 0
be an essential extension of A by B. Here essential means that the ideal B of C is
essential (i.e., cB = 0 implies c = 0 for c ∈ C).
Let σ : A → Q(B) := M(B)/B be the Busby invariant of the above extension.
Here M(B) denotes the multiplier algebra of B. As usual, we identify an extension
with its Busby invariant. To define the addition of two extensions, we fix an iso-
morphism B ∼= B ⊗K. (Note that up to canonical identifications, the choice of the
isomorphism does not affect to the following definitions.) Then any isomorphism
K ∼= M2(K) induces the isomorphism Q(B) ∼= M2(Q(B)). Using this isomorphism,
we can identify the direct sum of two Busby invariants with a Busby invariant.
This is independent on the choice of the isomorphism K ∼= M2(K) up to strong
equivalence (defined below).
An extension σ is said to be trivial (resp. strongly unital trivial) if it has a ∗-
homomorphism (resp. unital ∗-homomorphism) lifting σ˜ : A → M(B). Two exten-
sions σ1 and σ2 are said to be strongly equivalent if there is a unitary element u
in M(B) satisfying ad(π(u)) ◦ σ1 = σ2. An extension σ is said to be absorbing
(resp. unital absorbing) if for any trivial extension (resp. strongly unital trivial ex-
tension) τ , σ⊕τ is strongly equivalent to σ. On the class of extensions of A by B, we
define an equivalence relation as follows. Two extensions σ1 and σ2 are equivalent if
there are trivial extensions τ1 and τ2 such that the direct sums σi ⊕ τi are strongly
equivalent. The quotient Ext(A,B) of the class of all extensions by this equivalence
relation naturally becomes an abelian semigroup.
Kasparov showed that there exists a unital absorbing strongly unital trivial ex-
tension τ of A by B [9, Theorem 6]. Therefore any [σ] ∈ Ext(A,B) has a unital
absorbing representative. Moreover, if [σ] contains a unital extension, then [σ] has
a unital absorbing unital representative. Note that an element [σ] ∈ Ext(A,B)
contains a unital extension if and only if [σ(1)]0 = 0 in K0(Q(B)).
A theorem of Kasparov [9, Theorem 2] shows that for a unital absorbing extension
σ, the direct sum σ ⊕ 0 is an absorbing extension. Thus, by the same reason as
above, any element of Ext(A,B) has an absorbing representative. By definition,
such a representative is unique up to strongly equivalence.
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It follows from [9, Theorem 6] that for any unital C∗-subalgebra C ⊂ A, the
restriction of the absorbing (resp. unital absorbing) extension to C again has the
same property.
Let Ext(A,B)−1 be the subsemigroup of Ext(A,B) consisting of invertible el-
ements. Then there is a natural group isomorphism between Ext(A,B)−1 and
KK1(A,B) [2, Corollary 18.5.4]. Note that thanks to Kasparov’s Stinespring type
theorem [9], an extension σ : A → Q(B) is invertible in Ext(A,B) if and only if it
has a completely positive lifting σ˜ : A→M(B). See Section 15.7 in [2] for details.
3. Proof of Theorem A
Let Γ be a countable exact group. Take an amenable action Γy X on a compact
metrizable space. Define An := C(
∏∞
k=nX) ⋊ Γ for each n ∈ N. Here the action
Γ y
∏∞
k=nX is given by the diagonal action. We regard An+1 as a C
∗-subalgebra
of An in the canonical way. Since the Γ-space
∏∞
k=nX is metrizable and amenable,
each An is separable and nuclear. Put A :=
⋂∞
n=1An. We will show that A is
isomorphic to an intermediate C∗-algebra between C∗r(Γ) and C
∗
u(Γ) ∩ L(Γ). To
see this, take an arbitrary point x ∈
∏∞
k=1X and define ρ : C(
∏∞
k=1X) → ℓ
∞(Γ)
by ρ(f)(s) := f(s.x) for f ∈ C(
∏∞
k=1X) and s ∈ Γ. Then ρ is a Γ-equivariant
∗-homomorphism. Hence it induces a ∗-homomorphism ρ˜ : A1 → ℓ
∞(Γ) ⋊ Γ. Note
that Eg(a) ∈
⋂∞
n=1C(
∏∞
k=nX) for all a ∈ A and g ∈ Γ. We claim that the equality⋂∞
n=1C(
∏∞
k=nX) = C holds. Indeed, any function contained in
⋂∞
n=1C(
∏∞
k=nX)
is independent on each coordinates. Such a continuous function must be constant.
This proves the claim. From this, it follows that ρ˜ is injective on A and that the
image ρ˜(A) is contained in C∗u(Γ) ∩ L(Γ). Thus A is isomorphic to the desired
C∗-algebra.
Next we show that there is a compatible family of multiplicative conditional ex-
pectations (En : A1 → An)
∞
n=1. Define En : A1 → An to be the ∗-homomorphism
induced from the Γ-equivariant ∗-homomorphism
En : C(
∞∏
k=1
X)→ C(
∞∏
k=n
X)
defined by
En(f)(xn, xn+1, xn+2, . . .) := f(xn, . . . , xn, xn+1, xn+2, . . .),
where, in the right hand side, xn is iterated n times. Then it is not difficult to check
that they satisfy the desired conditions.
To make terms isomorphic to the Cuntz algebra O2, we first make terms simple.
To do this, take a faithful state ν on A1. Take a compact metric space Y consist-
ing at least two points and a faithful measure µ on Y . On (
⊗∞
k=1C(Y )) ⊗ A1,
define a faithful state ϕ by ϕ := (
⊗∞
k=1 µ) ⊗ ν. Then define a faithful state
ϕn on Bn := (
⊗∞
k=nC(Y )) ⊗ An to be the restriction of ϕ. Now take a pure
state ψ on M2 and put Cn := (Bn, ϕn) ∗ (∗∞k=n(M2, ψ)). Then by Theorem 2.6,
each Cn is simple. Moreover, since Cn is the increasing union of finite free prod-
ucts ((Bn, ϕn) ∗ (∗mk=n(M2, ψ)))∞m=n, each Cn is nuclear by Theorem 2.5. For each
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n ∈ N, by Theorem 4.8.5 in [3], we have a conditional expectation from C1 onto
(B1, ϕ) ∗ (∗nk=1(M2, ψ)) which maps Cn+1 onto Bn+1. This proves the equalities
∞⋂
n=1
Cn =
∞⋂
n=1
Bn =
∞⋂
n=1
An = A.
Finally, to make terms isomorphic to O2, we apply Kirchberg–Phillips’s O2-
absorption theorem [11]. We define a new sequence (Dn)
∞
n=1 by Dn := Cn ⊗
(
⊗∞
k=nO2) . Then each Dn is isomorphic to O2. Take a state ξ on O2. For each
n ∈ N, set En := idC1 ⊗ (
⊗n
k=1 idO2)⊗
(⊗∞
k=n+1 ξ
)
. Then En maps Dm onto Cm for
m > n and the sequence (En)
∞
n=1 converges to the identity in the pointwise norm
topology. Therefore we have
∞⋂
n=1
Dn =
∞⋂
n=1
Cn = A.

Remark 3.1. There is an isomorphism between the decreasing intersection A =⋂
n∈N (C(
∏∞
k=nX)⋊ Γ) and the C
∗-algebra
B = {b ∈ C(X)⋊ Γ : Eg(b) ∈ C for all g ∈ Γ}
that preserves the reduced group C∗-algebra. To see this, consider the quotient map
π : C(
∏∞
k=1X)⋊Γ→ C(X)⋊Γ induced from the diagonal embedding X →
∏∞
k=1X .
Note that π is compatible with the coefficient maps and preserves the reduced group
C∗-algebra. Since all elements of A take the coefficients in C, we have the injectivity
of π on A. To see the equality π(A) = B, for each n ∈ N, consider the embedding
ρn : C(X) ⋊ Γ → C(
∏∞
k=nX) ⋊ Γ induced from the quotient map from
∏∞
k=1X
onto the nth product component. Then, by comparing the coefficients, we have
ρn|B = ρm|B for all n,m ∈ N. Hence ρ1(B) =
⋂∞
n=1 ρn(B) ⊂ A. By comparing
the coefficients, we further have B = π(ρ1(B)) ⊂ π(A). The converse inclusion is
obvious by the definition of B.
Therefore, the question either the equation⋂
n∈N
(
C(
∞∏
k=n
X)⋊ Γ
)
= C∗r(Γ)
holds or not seems difficult when the group Γ does not have the AP. Indeed, if the
equation holds for every compact metrizable Γ-space X (when Γ is exact, we only
need to consider the amenable one), then Γ has the ITAP. However, we do not know
either a given group has the ITAP or not for groups without the AP.
Now we can prove Corollary B.
Proof of Corollary B. We apply Theorem A to Γ := SL(3,Z). (See [3, Section 5.4]
for the exactness of Γ.) This gives an intermediate C∗-algebra A between C∗r(Γ)
and L(Γ)∩C∗u(Γ) satisfying the conditions in Theorem A. We show that A does not
have the OAP and the local lifting property. Since Γ does not have the AP [13],
Proposition 2.4 yields that A does not have the OAP.
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Next take a subgroup Λ of Γ isomorphic to SL(2,Z). Denote by p the orthogonal
projection from ℓ2(Γ) onto the subspace ℓ2(Λ). Then the compression by p gives a
conditional expectation
EΓΛ : C
∗
u(Γ)→ C
∗
u(Λ).
It is clear from the definition that EΓΛ maps L(Γ)∩C
∗
u(Γ) onto L(Λ)∩C
∗
u(Λ). Since
Λ has the AP [3, Corollary 12.3.5], we obtain the conditional expectation
Φ: A→ C∗r(Λ).
Since C∗r(Λ) does not have the local lifting property [3, Corollary 3.7.12], neither
does A. 
Other examples. We end this section by giving few more examples satisfying the
conditions in Theorem A.
Proposition 3.2. Let A be a unital separable nuclear C∗-algebra, Γ be a group with
the AP. Then for any action of Γ on A, the reduced crossed product A⋊ Γ satisfies
the conditions mentioned in Theorem A.
Let A be a unital C∗-algebra. Let Γ be a group and S be a Γ-set. Consider
the reduced crossed product A⊗S ⋊ Γ where Γ acts on A⊗S by the shift of tensor
components. We say it the generalized wreath product of A with respect to S and
denote it by A ≀S Γ. We assume that Γ and S are countable.
Proposition 3.3. The class of unital C∗-algebras with the SOAP satisfying the
conditions in Theorem A is closed under taking the following operations.
(1) The generalized wreath product with respect to any Γ-set with Γ the AP.
(2) Countable minimal tensor products.
We note that the second condition in Theorem A implies the first one by the
proof of Theorem A. Therefore to prove these propositions, we only need to check
the second condition in Theorem A. To prove Propositions 3.2 and 3.3, we need the
following proposition. The idea of the proof is essentially contained in [30].
Proposition 3.4. Let Γ be a group with the AP. Let A be a Γ-C∗-algebra and let X
be a closed subspace of A. Assume that an element x ∈ A ⋊ Γ satisfies Eg(x) ∈ X
for all g ∈ Γ. Then x is contained in the closed subspace
X ⋊ Γ := span{xug : x ∈ X, g ∈ Γ}.
Conversely, if the above implication always holds for any Γ-C∗-algebra and its closed
subspace, then the group Γ has the AP.
Proof. Since Γ has the AP, there is a net (ϕi)i∈I of finitely supported functions
on Γ satisfying the condition in Definition 2.3. For i ∈ I, define the linear map
Φi : A⋊ Γ→ A⋊ Γ by Φi(y) :=
∑
g∈Γ ϕi(g)Eg(y)ug. We claim that the net (Φi)i∈I
converges to the identity map in the pointwise norm topology. To show this, consider
the embedding ι : A⋊ Γ→ (A⋊ Γ)⊗ C∗r(Γ) induced from the maps a ∈ A 7→ a⊗ 1
and ug ∈ Γ 7→ ug ⊗ λg. (This indeed defines an embedding by Fell’s absorption
principle [3, Prop.4.1.7].) Then the composite ι ◦ Φi coincides with the composite
(idA⋊Γ ⊗mϕi) ◦ ι. This proves the convergence condition. Now let x be as stated.
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Then for any i ∈ I, we have Φi(x) ∈ X ⋊ Γ. Since the net (Φi(x))i∈I converges in
norm to x, we have x ∈ X ⋊ Γ.
To show the converse, for any C∗-algebra A, consider the trivial Γ-action on A.
Then we have an isomorphism ϕ : A⋊Γ ∼= C∗r(Γ)⊗A satisfying ϕ(aug) = λg⊗ a for
a ∈ A and g ∈ Γ. For any closed subspace X of A, the isomorphism ϕ maps X ⋊ Γ
onto C∗r(Γ) ⊗X . Now take an element x ∈ F (C
∗
r(Γ), A,X). To show the AP of Γ,
by Proposition 2.4, it suffices to show x ∈ C∗r(Γ)⊗X . For any g ∈ Γ, let τg be the
bounded linear functional on C∗r(Γ) satisfying τg(λh) := δg,h for h ∈ Γ. Then by the
choice of x, we have (τg⊗idA)(x) ∈ X for all g ∈ Γ. Since Eg(ϕ
−1(x)) = (τg⊗idA)(x),
we conclude that ϕ−1(x) ∈ X ⋊ Γ. Thus we have x ∈ C∗r(Γ)⊗X as desired. 
As a consequence, we obtain a permanence property of the SOAP and the OAP.
Corollary 3.5. The SOAP and the OAP are preserved under taking the reduced
crossed product of a group with the AP.
Proof. We only give a proof for the SOAP. Let A be a Γ-C∗-algebra with the SOAP.
Let B be a C∗-algebra and X be its closed subspace. To show the SOAP of A⋊Γ, it
suffices to prove the inclusion F (A⋊Γ, B,X) ⊂ (A⋊Γ)⊗X . Let x ∈ F (A⋊Γ, B,X).
Then (Eg ⊗ idB)(x) ∈ F (A,B,X) for all g ∈ Γ. Since A has the SOAP, we have
F (A,B,X) ⊂ A ⊗ X . Then from Proposition 3.4, we conclude x ∈ (A ⋊ Γ) ⊗ X .
Here we use the canonical identification of (A⋊ Γ)⊗ B with (A⊗ B)⋊ Γ. 
Remark 3.6. The similar proofs also show the W∗-analogues of Proposition 3.4 and
Corollary 3.5. We note that the W∗-analogue of Corollary 3.5 is shown by Haagerup
and Kraus for locally compact groups with the AP [8, Theorem 3.2].
Proof of Proposition 3.2. Replace C(
∏∞
k=nX) by C(
∏∞
k=nX) ⊗ A with the diago-
nal Γ-action in the proof of Theorem A. Then as in the proof of Theorem A, the
decreasing sequence ((C(
∏∞
k=nX)⊗ A)⋊ Γ)n admits a compatible family of multi-
plicative conditional expectations. By Theorem 2.1, each term (C(
∏∞
k=nX)⊗A)⋊Γ
is nuclear. Their intersection contains A⋊ Γ, and the coefficients of elements in the
intersection are contained in
⋂∞
n=1(C(
∏∞
k=nX)⊗A) = A. Here the last equality fol-
lows from a similar argument to that in the proof of Theorem A. Now by Proposition
3.4, we conclude the equality
∞⋂
n=1
(
(C(
∞∏
k=n
X)⊗A)⋊ Γ
)
= A⋊ Γ.

Proof of Proposition 3.3. (1): First take a decreasing sequence (An)
∞
n=1 of separable
nuclear C∗-algebras whose intersection is isomorphic to A and that admits a compat-
ible family of multiplicative conditional expectations. We will use C(
∏∞
k=nX)⊗A
⊗S
n
instead of C(
∏∞
k=nX) in the proof of Theorem A. To complete the proof, it is enough
to show the equality
∞⋂
n=1
(
C(
∞∏
k=n
X)⊗
(
A⊗Sn
))
= A⊗S.
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Indeed, if the equality holds, then, thanks to Proposition 3.4, the decreasing sequence
((C(
∏∞
k=nX)⊗A
⊗S
n )⋊ Γ)
∞
n=1 gives the desired sequence. The inclusion ‘⊃’ is clear.
Since
⋂∞
n=1C(
∏∞
k=nX) = C, by a similar argument to that in the proof of Theorem
A, we have
∞⋂
n=1
(
C(
∞∏
k=n
X)⊗
(
A⊗Sn
))
=
∞⋂
n=1
A⊗Sn .
Fix a state ϕ on A1. For a subset T of S, consider the conditional expectation
ET := (idA1)
⊗T ⊗ ϕ⊗(S\T ) : A⊗S1 → A
⊗T
1 .
The net (EF)F, where F runs over finite subsets of S, then converges to the identity
in the pointwise norm convergence. Moreover, for any n and T , we have ET (A
⊗S
n ) =
A⊗Tn . Hence, to show the above equality, it suffices to show the following claim. For
any m ∈ N, we have
⋂∞
n=1A
⊗m
n = A
⊗m. We show the claim by induction. The case
m = 1 is trivial. Suppose the claim is true for m. Then for any k ∈ N, we have
∞⋂
n=1
A⊗(m+1)n ⊂ F (A
⊗m
k , A1, A) = A
⊗m
k ⊗A.
Here the last equality follows from the nuclearity of A⊗mk . Then by the SOAP of A
and our inductive hypothesis, we further have
∞⋂
k=1
(A⊗ A⊗mk ) ⊂ F (A,A1,
∞⋂
k=1
A⊗mk ) = A
⊗(m+1).
This completes the proof.
(2): Let An be a sequence of C
∗-algebras whose terms satisfy the conditions in The-
orem A and have the SOAP. For each n, take a decreasing sequence (Bn,m)
∞
m=1 of nu-
clear C∗-algebras with a compatible family of multiplicative conditional expectations
whose intersection coincides with An. For each m ∈ N, set Bm :=
⊗∞
n=1Bn,m. Then
it is not hard to check that each Bm is nuclear and the decreasing sequence (Bm)
∞
m=1
admits a compatible family of multiplicative conditional expectations. Moreover, by
a similar argument to that in the previous paragraph, it can be shown the equality⋂∞
m=1Bm =
⊗∞
n=1An. This completes the proof. 
4. Hyperbolic group case
In this section, we give a geometric construction of a decreasing sequence of Kirch-
berg algebras whose decreasing intersection is isomorphic to the hyperbolic group
C∗-algebra. We construct such a sequence inside the boundary algebra C(∂Γ) ⋊ Γ.
To find such a sequence, we construct amenable quotients of the boundary space.
The proof does not depend on both the reduced free product theory and Kirchberg–
Phillips’s O2-absorption theorem. We also use the sequence constructed in this
section for the free group case in the next two sections.
For the definition and basic properties of hyperbolic groups, we refer the reader to
[3, Section 5.3] and [7]. (For the reader who is only interested in the free group case,
we recommend to concentrate on that case. In this case, some arguments related to
geodesic paths become much simpler.) Here we only recall a few facts. (See 8.16,
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8.21, 8.28, and 8.29 in [7].) For a torsion free element t of a hyperbolic group Γ,
the sequence (tn)∞n=1 is quasi-geodesic. The boundary action of t has exactly two
fixed points. They are the points represented by the quasi-geodesic paths (tn)∞n=1
and (t−n)∞n=1. We denote them by t
+∞ and t−∞ respectively. For any neighborhoods
U± of t
±∞, there is n ∈ N such that for any m ≥ n, tm(∂Γ \ U−) ⊂ U+ holds.
For a metric space (X, d) and its points x, y, z ∈ X , we denote by 〈y, z〉x the
Gromov product (d(y, x) + d(z, x)− d(y, z))/2 of y, z with respect to x.
We recall the following criteria for the Hausdorffness of a quotient space. We left
the proof to the reader.
Proposition 4.1. Let X be a compact Hausdorff space. Let R be an equivalence
relation on X. Assume that the quotient map π : X → X/R is closed. Then the
quotient space X/R is Hausdorff.
The next lemma guarantees the amenability of certain quotients of amenable
dynamical systems. We are grateful to Narutaka Ozawa for letting us know Lusin’s
theorem [26, Theorem 5.8.11].
Lemma 4.2. Let Γ be a group, X be an amenable compact metrizable Γ-space. Let
R be a Γ-invariant equivalence relation on X such that the quotient space X/R is
Hausdorff. Assume that each equivalence class of R is finite. Then X/R is again
an amenable compact Γ-space.
To prove Lemma 4.2, we need the following characterization of amenability due to
Anantharaman-Delaroche [1, Theorem 4.5]. See also [3, Prop.5.2.1] for a generalized
version.
Proposition 4.3. Let α : Γ y X be an action of Γ on a compact metrizable space
X. Then α is amenable if and only if there exists a net (ζi : X → Prob(Γ))i∈I of
Borel maps with the following condition.
lim
i∈I
∫
X
‖g.ζi(x)− ζi(g.x)‖1 dµ = 0 for all µ ∈ Prob(X) and g ∈ Γ.
Here Prob(X) denotes the set of all Borel probability measures on X.
Proof of Lemma 4.2. First note that R must be closed in X × X , otherwise the
quotient spaceX/R cannot be Hausdorff. Then, since each equivalence class is finite,
Lusin’s theorem [26, Theorem 5.8.11] tells us that R is presented as a countable
disjoint union of graphs of Borel maps between Borel subsets of X . Then it is not
hard to check that for each f ∈ C(X), the function f˜ on X/R defined by
f˜([x]) :=
1
♯[x]
∑
y∈[x]
f(y)
is Borel. By the same reason, the similar formula also defines the map Φ from
C(X,Prob(Γ)) to B(X/R,Prob(Γ)). Here C(X,Prob(Γ)) denotes the set of all
continuous maps from X into Prob(Γ) and B(X/R,Prob(Γ)) denotes the set of all
Borel maps from X/R into Prob(Γ).
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Let (ζi : X → Prob(Γ))i∈I be a net of continuous maps that satisfies the condition
in the definition of amenability for Γ y X . Consider the net (Φ(ζi))i∈I . Then for
any g ∈ Γ, x ∈ X , and i ∈ I, we have
‖(g.Φ(ζi))([x])− Φ(ζi)(g.[x])‖1 ≤
1
♯[x]
∑
y∈[x]
‖g.ζi(y)− ζi(g.y)‖1.
Thus, for each g ∈ Γ, the norms ‖(g.Φ(ζi))([x]) − Φ(ζi)(g.[x])‖1 converge to 0 uni-
formly on X/R as i tends to ∞. In particular, the net (Φ(ζi))i∈I satisfies the
condition in Proposition 4.3. 
Lemma 4.4. Let Γ be a hyperbolic group. Let T be a finite set of torsion free
elements of Γ. Then the set
RT := ∆∂Γ ∪
{
(g.t+∞, g.t−∞) : g ∈ Γ, t ∈ T ∪ T−1
}
is a Γ-invariant equivalence relation on ∂Γ. Moreover, the quotient space ∂Γ/RT is
a Hausdorff space.
Proof. Clearly RT is Γ-invariant. Let s and t be torsion free elements of Γ. Then
the two sets {s±∞} and {t±∞} are either disjoint or the same [7, 8.30]. Therefore
the set RT is an equivalence relation. Note that this shows that each equivalence
class of RT contains at most two points.
For the Hausdorffness of the quotient space, it suffices to show that the quotient
map π : ∂Γ→ ∂Γ/RT is closed. Let A be a closed subset of ∂Γ. Then π
−1(π(A)) =
A ∪B, where
B :=
{
g.t−∞ ∈ ∂Γ : g ∈ Γ, t ∈ T ∪ T−1, g.t+∞ ∈ A
}
.
To show the closedness of π(A), which is equivalent to that of π−1(π(A)), it suffices
to show that cl(B) ⊂ A ∪ B. Fix a finite generating set S of Γ and denote by | · |
and d(·, ·) the length function and the left invariant metric on Γ determined by S
respectively. Take δ > 0 with the property that every geodesic triangle in (Γ, d) is δ-
thin [3, Proposition 5.3.4]. Let x ∈ cl(B) and take a sequence (gn.t
−∞
n )
∞
n=1 in B which
converges to x. By passing to a subsequence, we may assume that there is t ∈ T∪T−1
with tn = t for all n ∈ N. Replace gn by gnt
l(n) for some l(n) ∈ Z for each n ∈ N, we
may further assume |gn| ≤ |gnt
k| for all k ∈ Z and n ∈ N. If the sequence (gn)
∞
n=1 has
a bounded subsequence, then it has a constant subsequence. Hence we have x ∈ B.
Assume |gn| → ∞. For each k ∈ Z, take a geodesic path [e, t
k] from e to tk. Since t
is torsion free, the sequences (tn)∞n=1 and (t
−n)∞n=1 are quasi-geodesic. Therefore, by
[3, Prop.5.3.5], there is D > 0 such that the Hausdorff distance between [e, tk] and
(tn)kn=0 is less than D for all k ∈ Z. Now consider a geodesic triangle ∆ with the
vertices {e, g−1n , t
k}. Let f denote the comparison tripod of ∆ (see Section 5.3 of [3]
for the definition.) Let u, v, w be (unique) points in ∆ lying on the geodesic paths
[e, g−1n ], [g
−1
n , t
k], [tk, e] ⊂ ∆ respectively that satisfy f(u) = f(v) = f(w). Put l1 :=
d(e, u) = d(w, e), l2 := d(u, g
−1
n ) = d(g
−1
n , v), and l3 := d(v, t
k) = d(tk, w). Then,
since ∆ is δ-thin, we have l2 + δ ≥ dist(g
−1
n , [e, t
k]) ≥ |gn| −D. Since l1 + l2 = |gn|,
this implies l1 ≤ D+ δ. Then since l1+ l3 = |t
k|, we further obtain l3 ≥ |t
k| −D− δ.
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Combining these inequalities, we have |gnt
k| = l2 + l3 ≥ |t
k|+ |gn| − 2(D + δ). This
yields
〈gnt
k, gnt
−l〉e ≥ |gn| − 2(D + δ) for all n, k, l ∈ N.
Since both (tk)∞k=1 and (t
−k)∞k=1 are quasi-geodesic and the left multiplication action
of Γ on itself is isometric, the paths {(gnt
k)∞k=1, (gnt
−k)∞k=1 : n ∈ N} are uniformly
quasi-geodesic (i.e., there are constants C ≥ 1 and r > 0 such that all paths in the
set are (C, r)-quasi-geodesic). This with the above inequality shows that the limits
of (gn.t
+∞)∞n=1 and (gn.t
−∞)∞n=1 coincide. (Cf. Lemmas 5.3.5, 5.3.8 in [3] and the
definition of the topology on ∂Γ.) Since A is closed, we have x ∈ A as required. 
For a subgroup Λ of a hyperbolic group Γ, we define the limit set LΛ of Λ to be the
closure of the set {t+∞ ∈ ∂Γ : t ∈ Λ torsion free} in ∂Γ. Recall that any hyperbolic
group does not contain an infinite torsion subgroup [7, 8.36]. Therefore the limit set
LΛ is nonempty when Λ is infinite. Since the equality (sts
−1)+∞ = s.t+∞ holds for
any torsion free element t ∈ Γ and any s ∈ Γ, the limit set LΛ is Λ-invariant. Hence
Λ acts on LΛ in the canonical way. Next we give two lemmas on the action on the
limit set, which are familiar to specialists.
We recall a few terminology. Let α : Γ y X be an action of a group Γ on a
compact Hausdorff space X . The action α is said to be minimal if all Γ-orbits are
dense in X . The action α is said to be topologically free if for any g ∈ Γ \ {e}, the
set of all points of X fixed by α(g) has the trivial interior.
Lemma 4.5. Let Λ be an ICC subgroup of a hyperbolic group Γ. Then the action
ϕΛ of Λ on its limit set LΛ is amenable, minimal, and topologically free.
Proof. The amenability of the boundary action shows that the action ϕΛ is amenable.
Since Λ is ICC, it is neither finite nor virtually cyclic. Hence Λ contains a free group
of rank 2 by Theorem 8.37 of [7]. Hence there are two torsion free elements s and
t of Λ which do not have a common fixed point. This shows that any Λ-invariant
closed non-empty subset X of LΛ contains at least four points, i.e., s
±∞ and t±∞.
Therefore, for any torsion free element u of Λ, we can find an element of X which is
not equal to u−∞. This shows that X contains the set {u+∞ : u ∈ Λ torsion free},
which is dense in LΛ. Therefore X = LΛ and we conclude the minimality of ϕΛ.
Assume now that ϕΛ is not topologically free. Take an element g1 ∈ Λ \ {e} such
that the set Fg1 := {x ∈ LΛ : g1.x = x} has a nontrivial interior. Then note that LΛ
does not have an isolated point, since ϕΛ is minimal and LΛ is infinite. (Here the
infiniteness of LΛ follows from the amenability of ϕΛ and the non-amenability of Λ.)
Since any torsion free element of Λ has only two fixed points in LΛ, the order of g1
must be finite. Assume Fg1 = LΛ. This means that the kernel of ϕΛ is nontrivial.
Since any torsion free element of Λ acts on LΛ non-trivially, the kernel is a nontrivial
torsion subgroup. Therefore it must be finite. This contradicts to the ICC condition.
For a subgroup G of Λ, we set FG :=
⋂
g∈G Fg. Note that for a subgroup G of Λ and
g ∈ Λ, we have FgGg−1 = gFG. Set G1 := 〈g1〉. Then int(FG1) = int(Fg1) 6= ∅. We
will show that there is g2 ∈ Λ satisfying
∅ 6= g2(int(FG1)) ∩ int(FG1) ( int(FG1).
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Indeed, if such g2 does not exist, then the family {g(int(FG1)) : g ∈ Λ} makes an
open covering of LΛ whose members are mutually disjoint. (Note that if g ∈ Λ
satisfies int(FG1) ( g(int(FG1)), then g
−1 satisfies the required condition.) This
forces that the subgroup
Λ0 := {g ∈ Λ : g(int(FG1)) = int(FG1)}
has finite index in Λ. Since Λ is ICC, the subgroup G := 〈gG1g
−1 : g ∈ Λ0〉 must be
infinite. Moreover, by definition, we have int(FG) = int(FG1) 6= 0. Hence G must
be an infinite torsion subgroup, a contradiction. Thus we can take g2 ∈ Λ as above.
Set G2 = 〈G1, g2G1g2
−1〉. Then we have ∅ 6= int(FG2) ( int(FG1). This shows that
G2 is still finite and is larger than G1. Continuing this argument inductively, we
obtain a strictly increasing sequence (Gn)
∞
n=1 of finite subgroups of Λ. Then the
union
⋃∞
n=1Gn is an infinite torsion subgroup of Λ, again a contradiction. 
Remark 4.6. Conversely, if Λ is not ICC, then the action on the limit set LΛ is
not faithful. In this case, Λ contains a finite index subgroup Λ0 with the nontrivial
center. Since LΛ0 = LΛ, the center of Λ0 acts on LΛ trivially.
Lemma 4.7. For Λ as in Lemma 4.5, the equivalence relation
R :=
( ⋃
t∈Λ, torsion free
R{t}
)
∩ (LΛ × LΛ)
on LΛ is dense in LΛ × LΛ.
Proof. Let s and t be two torsion free elements in Λ which do not have a common
fixed point. For any neighborhoods U± of s
±∞ and neighborhoods V± of t
±∞ with the
properties U+∩V− = ∅ and U−∩V+ = ∅, take a natural number N satisfying s
N(∂Γ\
U−) ( U+ and t
N(∂Γ\V−) ( V+. Then, for any m ∈ N, we have (s
N tN )m(∂Γ\V−) (
U+ and (s
N tN)−m(∂Γ \U+) ( V−. This shows that the element s
N tN is torsion free,
(sN tN)+∞ ∈ cl(U+), and (s
N tN)−∞ ∈ cl(V−). Thus cl(U+) × cl(V−) intersects with
R. Since both U+ and V− can be arbitrarily small, this proves the density of R. 
Recall that an action Γy X of a group on a compact Hausdorff space is said to
be a locally boundary action if for any nonempty open set U ⊂ X , there is an open
set V ⊂ U and an element t ∈ Γ satisfying cl(t.V ) ( V [12, Definition 6].
Lemma 4.8. Let Λ and Γ be as in Lemma 4.5. Let T be a finite set of torsion free
elements of Λ. Then the action Λ y LΛ/(RT ∩ (LΛ × LΛ)) is a locally boundary
action.
Proof. Let s be a torsion free element of Λ whose fixed points are not equal to g.t±∞
for any g ∈ Λ and t ∈ T . Then π(s+∞) 6= π(s−∞). Hence, on the set π(LΛ \ {s
+∞}),
the sequence (sn.x)∞n=1 converges to π(s
+∞) uniformly on compact subsets. Thus
for any neighborhood U of π(s+∞) whose closure does not contain π(s−∞), there is
n ∈ N such that sn(cl(U)) ( U . From the minimality of Λy LΛ, now it is easy to
conclude that the action is a locally boundary action. 
Theorem 4.9. Let Λ be a subgroup of a hyperbolic group Γ. Then there is a de-
creasing sequence of nuclear C∗-subalgebras of C(LΛ)⋊Λ whose intersection is equal
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to C∗r(Λ). Moreover, if Λ is ICC, then we can find such a sequence with the terms
Kirchberg algebras in the UCT class.
Proof. Let (Fn)
∞
n=1 be an increasing sequence of finite subsets of torsion free elements
of Λ whose union contains all torsion free elements. DefineRn := RFn∩(LΛ×LΛ) for
each n. Note that for each n, the quotient space LΛ/Rn is Hausdorff by Lemma 4.4.
Put An := C(LΛ/Rn)⋊ Λ. Then by Lemma 4.2, each An is nuclear. Moreover, by
Lemma 4.7, we have
⋂∞
n=1C(LΛ/Rn) = C. Since every hyperbolic group is weakly
amenable [18], we have the equality
∞⋂
n=1
An = C
∗
r(Λ).
When Λ is ICC, a similar proof to that of Lemma 4.5 shows the topological freeness
of Λy LΛ/Rn. Now by Lemma 4.8 and Theorem 9 of [12], each An is a Kirchberg
algebra. Since each An is the groupoid C
∗-algebra of an amenable e´tale groupoid,
they are in the UCT class by Tu’s theorem [28]. 
5. Extensions of C∗r(Fd) by nuclear C
∗-algebras
In this section, we prove Theorem C.
We first consider the case d is finite. We deal with the case d =∞ in the end of
this section. Denote by S the set of all canonical generators of Fd. Denote by | · |
the length function on Fd determined by S. To prove Theorem C, first we compute
the K-theory of the crossed product C(∂Fd/RS)⋊ Fd.
We always use the following standard picture of the Gromov boundary ∂Fd.
∂Fd :=
{
(xn)
∞
n=1 ∈
∏
n∈N
S ⊔ S−1 : xn 6= x
−1
n+1 for all n ∈ N
}
equipped with the relative product topology. For w ∈ Fd, we denote by p[w] the
characteristic function of the clopen set{
(xn)
∞
n=1 ∈ ∂Fd : x1 · · ·x|w| = w
}
and set q[w] := p[w]+p[w−1]. Throughout this section, we identify C(∂Fd/RS) with
the Fd-C
∗-subalgebra of C(∂Fd) in the canonical way. Under this identification, it
is not difficult to check that for s ∈ S, q[s] is contained in C(∂Fd/RS). We denote
the action Fd y C(∂Fd) by wf for w ∈ Fd and f ∈ C(∂Fd).
Lemma 5.1. The C∗-algebra C(∂Fd/RS) is generated by the set
P := {wq[s] : w ∈ Fd, s ∈ S}.
In particular, the space ∂Fd/RS is homeomorphic to the Cantor set.
Proof. By the Stone–Weierstrass theorem, it suffices to show that the set P separates
the points of ∂Fd/RS. Let x = (xn)
∞
n=1 and y = (yn)
∞
n=1 be two elements in ∂Fd
satisfying (x, y) 6∈ RS. If x 6∈ {ws
+∞ : w ∈ Fd, s ∈ S ⊔ S
−1}, then take n ∈ N with
xn 6= yn. Let m be the smallest integer greater than n satisfying xm 6= xn (which
exists by assumption). Then the projection (x1 · · ·xm−1)(q[xm]) separates x and y.
Next consider the case x = zs+∞, y = wt+∞, where s, t ∈ S ⊔ S−1 and z, w are
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elements of Fd whose last alphabets are not equal to s
±1, t±1, respectively. Assume
|z| ≥ |w|. Since the last alphabet of z is neither s nor s−1, we have (zq[s]) ≤ p[z] and
(zq[s])(x) = 1. When z 6= w, the above inequality with the assumption |z| ≥ |w|
shows (zq[s])(y) = 0. Otherwise we have z = w and s 6= t±1, which again yield
(zq[s])(y) = 0. Therefore P satisfies the required condition.
The last assertion now follows from the following fact. A topological space is
homeomorphic to the Cantor set if and only if it is compact, metrizable, totally
disconnected, and does not have an isolated point. 
Lemma 5.2. The K0-group of C(∂Fd/RS)⋊ Fd is generated by {[q[s]]0 : s ∈ S}.
Proof. By Lemma 5.1 and the Pimsner–Voiculescu exact sequence [20], theK0-group
is generated by the elements represented by a projection in C(∂Fd/RS). Let r be a
projection in C(∂Fd/RS). Then r can be presented as a sum
∑
w∈F p[w], where F is
a subset of Fd\{e} whose elements have the same lengths. Let w be an element of Fd
whose reduced form is s
n(1)
1 · · · s
n(k)
k , where si ∈ S ⊔ S
−1, n(i) ∈ N, and si 6= si+1 for
all i. We define wˆ ∈ Fd by s
n(1)
1 · · · s
n(k−1)
k−1 s
−n(k)
k . We will show that w ∈ F implies
wˆ ∈ F . Indeed, if w ∈ F , then r(ws+∞k ) = 1. Hence we must have r(ws
−∞
k ) = 1.
This implies wˆ ∈ F as desired. Since w 6= wˆ and [p[w]+p[wˆ]]0 = [q[s
n(k)
k ]]0, it suffices
to show that for s ∈ S and n ∈ N, the element [q[sn]]0 is contained in the subgroup
generated by [q[s]]0, s ∈ S. This follows from the equations
q[s2] = sq[s] + s−1q[s] + q[s]− 2
and
q[sk] = sq[sk−1] + s−1q[sk−1]− q[sk−2]
for s ∈ S and k > 2. 
We denote the triplet (K0, [1]0, K1) by K∗.
Theorem 5.3. The K∗(C(∂Fd/RS)⋊ Fd) is isomorphic to (Z
d, (1, 1, . . . , 1),Zd).
Proof. We first compute the pair (K0, [1]0). By Lemma 5.2, it suffices to show the
linear independence of the family ([q[s]]0)s∈S. Let
η : C(∂Fd,Z)
⊕S → C(∂Fd,Z)
be the additive map defined by (fs)s∈S 7→
∑
s∈S(fs − sfs) and denote by τ the
restriction of η to C(∂Fd/RS,Z)
⊕S. Then the Pimsner–Voiculescu exact sequence
[20] shows that the canonical map
C(∂Fd/RS,Z)→ K0(C(∂Fd/RS)⋊ Fd)
is surjective and its kernel is equal to im(τ). Hence it suffices to show that im(τ)
does not contain a nontrivial linear combination of the projections q[s], s ∈ S. The
isomorphisms ker(η) ∼= K1(C(∂Fd)⋊ Fd) ∼= Z
d (see [4, 20, 25]) show that ker(η) =
{(fs)s∈S : each fs is constant}. Now let r =
∑
s∈S n(s)q[s] be a nontrivial linear
combination of q[s]’s. If
∑
s∈S n(s) 6≡ 0 mod (d − 1), then r 6∈ im(η) by [4, 25].
(See also the second paragraph of [27, Section 4] for the detail.) If
∑
s∈S n(s) =
(d − 1)m for some m ∈ Z, then
∑
s∈S n(s)q[s] = η((gs)s∈S), where gs := (n(s) −
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m)p[s−1] for s ∈ S. Hence η−1({r}) = (gs)s∈S + ker(η), which does not intersect
with C(∂Fd/RS,Z)
⊕S. Thus we have r 6∈ im(τ) in either case.
The isomorphism of the K1-group follows from the Pimsner–Voiculescu exact
sequence [20] and the equality ker(τ) = ker(η). 
Proof of Theorem C: the case d is finite. Let A be a stable separable nuclear C∗-
algebra. Let
ι : C∗r(Fd)→ C(∂Fd/RS)⋊ Fd
be the inclusion map. Then the proof of Theorem 5.3 yields that the homomorphism
ι∗,0 has a left inverse and the homomorphism ι∗,1 is an isomorphism. Consequently,
the homomorphism
Hom(Ki(C(∂Fd/RS)⋊ Fd), K1−i(A))→ Hom(Ki(C
∗
r(Fd)), K1−i(A))
induced from ι is surjective for i = 0, 1. Recall that both C∗r(Fd) and C(∂Fd/RS)⋊Fd
satisfy the universal coefficient theorem [24, Corollary 7.2]. Since Ki(C
∗
r(Fd)) is a
free Z-module for i = 0, 1, the universal coefficient theorem [24] yields that the
canonical homomorphism
Ext(C∗r(Fd), A)
−1 →
⊕
i=0,1
Hom(Ki(C
∗
r(Fd)), K1−i(A))
is an isomorphism. Combining these facts, we see that the homomorphism
ι∗ : Ext(C(∂Fd/RS)⋊ Fd, A)→ Ext(C
∗
r(Fd), A)
−1
induced from ι is surjective.
Now let B be the exact C∗-algebra obtained by an extension σ of C∗r(Fd) by A
which is either absorbing or unital absorbing. Since A is nuclear and C∗r(Fd) is
exact, the Effros–Haagerup lifting theorem [6, Theorem B and Prop. 5.5] shows
that [σ] ∈ Ext(C∗r(Fd), A) is invertible in the semigroup Ext(C
∗
r(Fd), A). Note that
in either case, the direct sum σ ⊕ 0 is absorbing. Thus, by the surjectivity of ι∗
and the unicity of absorbing representative, the direct sum σ ⊕ 0 extends to a ∗-
homomorphism ϕ : C(∂Fd/RS) ⋊ Fd → M2(Q(A)). Then, since ϕ(1) = σ(1) ⊕ 0 ≤
1⊕ 0, the map
σ˜ : C(∂Fd/RS)⋊ Fd ∋ x 7→ ϕ(x)1,1 ∈ Q(A)
defines a ∗-homomorphism which extends σ.
We next show that B is realized as a decreasing intersection of separable nu-
clear C∗-algebras. Take a decreasing sequence (An)
∞
n=1 of nuclear C
∗-subalgebras of
C(∂Fd/RS) ⋊ Fd whose intersection is equal to C
∗
r(Fd). Put Bn := π
−1(σ˜(An)) for
each n, where π : M(A) → Q(A) denotes the quotient map. Then, since nuclearity
is preserved under taking the extension, each Bn is nuclear. Moreover, we have
∞⋂
n=1
Bn =
∞⋂
n=1
π−1(σ˜(An)) = B.
For the unital case, the rest of the proof is similarly done to the proof of Theorem
A. For the non-unital case, let (Bn)
∞
n=1 be a decreasing sequence of separable nuclear
18 YUHEI SUZUKI
C∗-algebras whose intersection is B. Denote by 1 the unit of the unitization B˜1 of
B1. Define C
∗-subalgebras Cn of B˜1 ⊕ ℓ
∞(N) by
Cn := C
∗(Bn, {1⊕ pk : k ∈ N}),
where pk is the characteristic function of the set {l ∈ N : l ≥ k}. Set Dn :=
Cn ⊗
⊗∞
k=nC(X) for each n, where X is a compact metrizable space consisting at
least two points. Take a faithful state φ on C1 and a faithful measure µ on X . Then
define a state ϕ on D1 by ϕ := φ ⊗
⊗∞
k=1 µ. Now take a pure state ψ on M2 and
define
En := qn ((Dn, ϕ|Dn) ∗ (∗∞k=n(M2, ψ))) qn,
where qn := (1 ⊕ pn) ∈ Dn. Then, being as a corner of a simple unital separable
nuclear C∗-algebra, each En also has these properties. Now put Fn := En⊗
⊗∞
k=nO2.
Then each Fn is isomorphic to O2 [11]. Now by a similar argument to that in the
last paragraph of the proof of Theorem A, we have
⋂∞
n=1 Fn = B.
Finally, when A = K, by Voiculescu’s theorem [29], any essential unital extension
is unital absorbing and any essential non-unital extension is absorbing. Moreover,
since C∗r(Fd) is simple [21], the only non-essential extension is the zero extension
C∗r(Fd)⊕K. In this case, the claim follows from the above argument. 
We remark that in the proofs of Theorems A and C, the following is implicitly
proved. Here we record it as a proposition.
Proposition 5.4. Let A be a (possibly non-unital) C∗-algebra which is realized as
a decreasing intersection of separable nuclear C∗-algebras. Then it is realized as a
decreasing intersection of isomorphs of the Cuntz algebra O2.
Now consider the case d =∞.
Proof of Theorem C: the case d =∞. Let Λ be the commutator subgroup of F2.
Then Λ is isomorphic to F∞. Therefore we only need to show the claim for Λ.
Let S be the canonical generator of F2 and consider the restriction α of the action
F2 y ∂F2/RS to Λ. Let
ι : C∗r(Λ)→ C(∂F2/RS)⋊ Λ
denote the inclusion. We will show that the induced homomorphism ι∗ on the K-
theory is left invertible. To show the claim for the K0-group, consider the following
inclusion map
ι˜ : C∗r(Λ)→ C(∂F2/RS)⋊ F2.
Then by Theorem 5.3, the homomorphism ι˜∗,0 is left invertible. This proves the left
invertibility of ι∗,0.
To show the claim for the K1-group, first take a free basis A of Λ ∼= F∞. Define
the homomorphism
η : C(∂F2/RS,Z)
⊕A → C(∂F2/RS,Z)
by η((fa)a∈A) :=
∑
a∈A(fa − afa). Then by the Pimsner–Voiculescu six term exact
sequence, we obtain an isomorphism
K1(C(∂F2/RS)⋊ Λ) ∼= ker(η)
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which maps [ua]1 to (δa,b1)b∈A for each a ∈ A. Since the subgroup generated by 1
is a direct summand of the group C(∂F2/RS,Z), the homomorphism Z
⊕A → ker(η)
given by δa 7→ (δa,b1)b∈A is left invertible. Consequently, the homomorphism ι∗,1 is
left invertible. Now the rest of the proof is similarly done to the case d is finite. 
Remark 5.5. Let σ be a Busby invariant as before. Denote by
ϕi : Ki(C
∗
r(Fd))→ K1−i(A)
the homomorphisms corresponding to σ. Then the six-term exact sequence gives
the formula of the K-groups of the extension B as follows.
Ki(B) ∼= coker(ϕ1−i)⊕ Z
⊕di(i = 0, 1)
where di := rank(ker(ϕi)). Furthermore, when B is unital, the unit element [1]0
corresponds to the element
u =
{
0 if d0 = 0,
0⊕ (1, 0, . . . , 0) otherwise.
Next consider two triplets (G
(j)
0 , u
(j), G
(j)
1 ), j = 1, 2, where G
(j)
i are countable
abelian groups and u(j) ∈ G
(j)
0 . Then, by Theorem 4.1 of [19], every homomorphism
between them is implemented by a unital ∗-homomorphism between unital Kirchberg
algebras in the UCT class. Combining this fact with our results in this section, we
obtain the following consequence.
Corollary 5.6. For any countable free group F, there is a unital embedding of C∗r(F)
into a Kirchberg algebra which implements the KK-equivalence.
6. Consequences to amenable minimal Cantor systems of free groups
Let d be a natural number greater than 1. Again let S denote the set of canonical
generators of Fd. Let F ⊂ S be a nonempty proper subset. Then a similar proof to
Theorem 5.3 shows that the space ∂Fd/RF is the Cantor set andK∗(C(∂Fd/RF)⋊Fd)
is isomorphic to (Zd, (1, 0, . . . , 0),Zd). (The set {[1]0, [p[s]]0, [q[t]]0 : s ∈ S \F, t ∈ F
′}
is a basis of the K0-group for any subset F
′ of F with the cardinality ♯F − 1. We
remark that the equality (d− ♯F− 1)[1]0 = −
∑
s∈F[q[s]]0 holds in the K0-group.)
The classification theorem of Kirchberg and Phillips [10, 19] shows that the crossed
products of the dynamical systems ϕF : Fd y ∂Fd/RF are mutually isomorphic for
nonempty subsets F of S. Moreover, these crossed products are isomorphic to a
Cuntz–Krieger algebra [14, Lemma 3.7].
Recall that two minimal topologically free actions on the Cantor set is continu-
ously orbit equivalent if and only if their transformation groupoids are isomorphic as
e´tale groupoids [27, Def.5.4]. See [16] and [27] for relevant topics. We will show that
they are not continuously orbit equivalent. Hence we obtain examples of amenable
minimal Cantor Fd-systems which are not continuously orbit equivalent but have
isomorphic crossed products.
Let α : Γ y X be an action of a group on the Cantor set. Recall that the
topological full group [[α]] of α is the group consisting homeomorphisms h on X
satisfying the following condition. For any x ∈ X , there is a neighborhood U of x
and g ∈ Γ such that h(y) = g.y for all y ∈ U .
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Theorem 6.1. Let F and F′ be nonempty subsets of S. Then ϕF and ϕF′ are
continuously orbit equivalent if and only if ♯F = ♯F′.
Proof. Let F be a nonempty subset of S and denote by [y] the element of ∂Fd/RF
represented by y ∈ ∂Fd. Set
X := {x ∈ ∂Fd/RF : there is g ∈ Fd \ {e} with g.x = x} .
Notice that the definition of X only depends on the structure of the transformation
groupoid ∂Fd/RF ⋊ Fd. It is clear from the definition that
X = {[w+∞] : w ∈ Fd \ {e}}.
For each x ∈ X , consider the following condition.
(∗) There is F ∈ [[ϕF]] such that x is an isolated point of the set of fixed points
of F , and both (F n)∞n=1 and (F
−n)∞n=1 do not uniformly converge to the
constant map y 7→ x on any neighborhood of x.
Then it is easy to check that
Y := {x ∈ X : x satisfies the condition (∗)} =
{
[gw+∞] : g ∈ Fd, w ∈ F
}
.
Now the cardinality of F is recovered as the number of the Fd-orbits in Y . 
Remark 6.2. It follows from Matui’s theorem [16, Theorem 3.10] and Theorem 6.1
that the topological full groups of ϕF and ϕF′ are not isomorphic when ♯F 6= ♯F
′.
Now consider a one-sided irreducible finite shift σA withK∗(OA) ∼= (Z
d, (1, 1, . . . , 1),Zd).
(Such one exists [14, Lemma 3.7] and is unique up to continuously orbit equiv-
alence [14, Theorem 3.6].) Then, thanks to the classification theorem of Kirch-
berg and Phillips [10, 19], for each nonempty subset F of S, the crossed product
C(∂Fd/RF) ⋊ Fd is isomorphic to the Cuntz–Krieger algebra OA. Thus the Car-
tan subalgebra C(∂Fd/RF) ⊂ C(∂Fd/RF)⋊Fd provides a Cartan subalgebra of OA
whose spectrum is the Cantor set. On the other hand, the transformation groupoid
GA of σA (see [14, Section 2.2] for instance) does not admit a point satisfying the
condition (∗) stated in the proof of Theorem 6.1. Thus our Cartan subalgebras are
not conjugate to the canonical one C(XA) ⊂ OA [22, Prop. 4.13] (see also [15,
Theorem 5.1]).
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