Abstract: The effects of nonlocal and reflecting connectivities have been previously investigated in coupled Leaky Integrate-and-Fire (LIF) elements, which assimilate the exchange of electrical signals between neurons. In this work we investigate the effect of diagonal coupling inspired by findings in brain neuron connectivity. Multi-chimera states are reported both for the simple diagonal and combined nonlocal-diagonal connectivities and we determine the range of optimal parameter regions where chimera states appear. Overall, the measures of coherence indicate that as the coupling range increases (below all-to-all coupling) the emergence of chimera states is favored and the mean phase velocity deviations between coherent and incoherent regions become more prominent. We record that for coupling strengths σ < 1 the synchronous regions have mean phase velocities lower than the asynchronous, while the opposite holds for σ > 1. In the intermediate regime, σ ∼ 1, the oscillators have common mean phase velocity (i.e., are frequency-locked) but different phases (i.e., they are phase-asynchronous). We determine parameter values where the combined effects of nonlocal and diagonal coupling generate chimera states with two different levels of synchronous domains mediated by asynchronous regions.
I. INTRODUCTION
The neuron network of the brain is characterized by complex architecture at many scales of hierarchy, which are still not fully recorded. The complexity of the connectivity gives rise to intricate synchronization phenomena between different parts of the brain, which drive the exchange of information and which are at the basis of common brain functions (cognition, memory etc.) [1] [2] [3] . To unravel the influence of the neuron network connectivity in brain functionality, large scale simulations of neuron networks are undertaken by international collaborations, which model the exchanges of electrical and chemical signals in the brain [4, 5] . The ultimate goal is to establish the missing link between brain structure (anatomy, neuron network connectivity, synchronization patterns) and functionality (perception, cognition, memory) [6] [7] [8] [9] [10] [11] [12] . In this direction specific connectivity schemes, inspired by biological neuron networks, are used to detect the different levels of organization and to identify synchronization patterns which are characteristic of the functional modes of the brain.
A recently discovered [13, 14] complex synchronization pattern is the chimera state; this is a collective state characterized by the simultaneous presence of synchronous and asynchronous domains [15] [16] [17] [18] [19] [20] [21] [22] [23] . Another striking example is the emergence of subthreshold oscillations: the network splits into two coexisting domains, one domain where all elements perform small-amplitude oscillations at subthreshold values and one where incoherent states develop multileveled mean phase velocity distribution [24] .
In previous studies synchronization phenomena have been explored and chimera states have been reported in Leaky Integrate-and-Fire (LIF) ring networks with nonlocal coupling [24] [25] [26] [27] [28] . Depending on the connectivity scheme a number of interesting patterns were revealed, namely:
• The case of negative (repulsive) coupling constant was studied using a nonlocal kernel. This connectivity produced multichimera states whose multiplicity (number of coherent/incoherent domains) depends on the coupling strength [24, 27, 28] .
• In the case of positive (attracting) nonlocal diffusive coupling, travelling waves of synchronous elements with constant phase difference were produced, while chimera states were difficult to identify. Subthreshold oscillations were observed where the number of oscillators staying below the threshold is statistically constant in time and only depends on the coupling strength [24] . Note that in biological neuron networks subthreshold oscillations have been experimentally recorded as rhyth-mic fluctuations of the voltage difference between the interior and exterior of a neuron [6, 7] .
• Hierarchical topology in the coupling was investigated and it was shown to induce nested chimera states and transitions between multichimera states with different multiplicities [28] . The use of hierarchical connectivity was motivated by previous analyses of MRI and fMRI images of the brain which reveal that the neuron axons are distributed fractaly in the brain [10] [11] [12] .
• In ref. [24] the case of reflecting connectivity was studied, where each neuron is coupled with a number of other neurons located perpendicularly opposite on a specific axis of the ring. For this connectivity, novel incoherent domains coexisting with subthreshold elements were found. For large values of the coupling strength the full oscillations are restricted in one half of the ring, while the elements of the other half perform small-amplitude, subthreshold oscillations [24] . The use of the reflecting connectivity was inspired by the work of [1] , where the recorded neuron connectivity patterns are used as fingerprints for identifying individuals.
The results in ref. [1] which motivated the use of the reflecting connectivity in ref. [24] are also on the basis of the present study. The brain neuron network analysis in [1] addresses the connectivity profiles for the identification of an individual, on the basis of eight functional networks. In order to quantify edgewise contributions for the identification of an individual the authors suggested a measure termed Differential Power (DP). The DP value quantifies how "characteristic" a particular edge tends to be. DP connections that characterize a) individuals across conditions or b) across individuals regardless of condition, appear between regions in one hemisphere and regions in the other hemisphere, arranged diagonally opposite to each other. These diagonal edges (connections) are characteristic of each individual and are good candidates for identifying individuals (fingerprints). In the opposite case, the measure Group Consistency (denoted by Φ) was introduced which quantifies the consistency of a connection within a subject and across a group. Φ connections that are consistent across a group, appear to link the two hemispheres perpendicularly to the plane separating them. They are common to all individuals, they constitute the major parts of connections and consequently cannot be used to identify individuals.
Following the study on the reflecting connectivity which gave rise to subthreshold oscillations [24] and which was inspired by the Φ connections of Ref. [1] , we now turn to diagonal and nonlocal coupling schemes, inspired by the DP connections in the same reference. Each neuron will be now connected with 2R diag neurons symmetrically distributed across a standard mirror diagonal of the ring. We also consider combined nonlocal-diagonal linking were each element is linked with a number of neurons R nl on its left and R nl on its right in addition to the diagonal ones. This is inspired by the fact that neurons can be simultaneously interconnected in their structural areas and functionally linked with other regions of the brain as indicated in [29] . We will show that combined nonlocal-diagonal connectivity gives rise to interesting bi-leveled chimeras where two levels of synchronization appear and the incoherent regions are located between them.
This work is organized as follows: In section II we recapitulate the main properties of the single LIF model and we introduce the nonlocal and diagonal coupling. In section III we explore the network synchronization motifs when simple diagonal connectivity is assigned. In section IV A and B we scan the parameter space and discuss the effects of the combined connectivity scheme on the dynamical behavior of the system. In section IV C we scan the parameter region where bi-leveled synchronous domains appear and we discuss the mechanisms responsible for this effect. In the concluding section we propose future steps of this study and we summarize our main results.
II. LEAKY INTEGRATE-AND-FIRE MODEL WITH LINEAR COUPLING
To study the dynamical evolution and the synchronization phenomena in a system of N neurons we use the Leaky Integrate-and-Fire (LIF) model [30, 31] , which describes the dynamics of single neurons. The LIF model exhibits an exponential increase of the potential followed by an abrupt resetting to the rest state. The evolution of the membrane potential u(t) of a single neuron is represented by the following equations:
lim
where µ defines the spiking rate and u th denotes the threshold value of the potential, which when exceeded, u is restored to its ground state u 0 . Assuming, without loss of generality, that at time t = 0 the potential is at u 0 and that the resetting to the ground state is abrupt, the period T s of the single neuron is calculated from Eq. 1 as
For the network of interacting neurons we use linear coupling between neurons j and i and the coupling is defined by the adjacency or connectivity matrix σ(i, j). For a number of N LIF elements, each of them having potential u i (t), i = 1, · · · N and connected on a ring topology the network dynamics is described by the following equations:
where N i ≤ N is the total number of elements that are linked to element i. The parameters N i may be different for each element but in this study we assume that N i = N c is kept constant for all elements. Moreover, in Eq. (2) we assume that all elements have as common parameters (properties) the threshold potential u th , the spiking rate µ, the rest potential u 0 = 0, while they start from different (usually random) initial conditions (potentials). Regarding the connectivity matrix σ(i, j) we consider here the following two cases: simple diagonal connectivity and combined nonlocal-diagonal connectivity. In the first case the matrix element σ d (i, j) linking node j to i takes the form:
where σ is a positive constant and all indices are understood mod (N ). In Fig. 1 every element is only linked to 2R diag + 1 neighbors (red, dark-colored) across the diagonal of the ring. The ratio of the linked elements to the total system size is the coupling ratio which is denoted by d = (2R diag + 1)/N and will be used as one of the system parameters in the sequel. In the case of the combined (nonlocal-diagonal) connectivity the adjacency matrix σ c (i, j) takes the form
Here, similarly to Eq. 3, σ is positive and all indices are understood mod (N ). In this scheme every element is linked to its R nl neighbors on its left, to its R nl neighbors on its right and also to 2R diag + 1 neighbors across the diagonal of the ring, i.e., all red (dark) and yellow (grey) colored elements in Fig. 1 . This means that every element will be linked to a total of (2R diag + 2R nl + 1) nodes. To avoid introducing many parameters we hereafter consider the case where R diag =R nl = R, thus the total elements to which each element is linked is equal to 4R + 1. The coupling ratio in the case of combined connectivity is d = (4R + 1)/N . Synchronization properties are quantitatively described by the mean phase velocity ω i of element i. If the system is integrated for time ∆T, we compute the number of full cycles k i which element i has completed during ∆T. The mean phase velocity, or average frequency ω i of element i is then estimated as [32] :
FIG. 1: (Color online) Nonlocal and diagonal connectivity scheme. In the diagonal connectivity scheme every element i is linked with 2R diag + 1 neighbors across the diagonal of the ring (red, dark nodes), while in the combined connectivity scheme i is linked, additionally, with R nl other elements to its left and R nl elements to its right (yellow, grey nodes). The connectivity range here is R = 3 (with R diag = R nl ).
Qualitatively, synchronization patterns and chimera states are represented by the space-time plots. Spacetime plots are color coded plots that show the evolution of the oscillator potentials in time and in space. These are particularly useful for monitoring transitions between different synchronization patterns or travelling chimeras, when the mean phase velocities do not give meaningful results. We complement our study with the calculation of the relative size of the incoherent parts N incoh and with the extensive cumulative size M incoh which represents the degree of incoherence of the chimera states [19] . The quantities N incoh and M incoh are defined as follows:
In Eqs. 6 and 7, ω i denotes the mean phase velocity of the i−th element and ω coh the common mean phase velocity of the coherent parts. Θ is the step function which takes the value 1 when its argument is positive and zero otherwise. To account for the fluctuations at the level of coherent parts a small tolerance is included in the calculations when computing the measures M incoh and N incoh . This is represented by parameter c which is set to 0.05. Note that the case of complete synchronization is obtained when M incoh = 0 and N incoh = 0. Previous studies have shown that different connectivity schemes result in different dynamical behavior. To motivate the next sections we present in Fig. 2 typical results for a) nonlocal connectivity, b) reflecting connectivity c) diagonal connectivity and d) combined nonlocal and diagonal connectivity. Note that all four cases are simulated under common parameters and only the links are differently placed in the network. This figure demonstrates explicitly how influential is the connectivity in synchronization. In the next sections our focus will be on how simple diagonal and combined nonlocaldiagonal connectivities affect the dynamics of the LIF network. Throughout this work the parameter space of the coupling range and the coupling strength is scanned. Other working parameters are kept to values µ = 1.0, u th = 0.98, u 0 = 0.0, common for all elements. We assume that the elements always start with initial potentials randomly distributed in the interval [0, u th ].
III. EFFECTS OF DIAGONAL COUPLING
Although simple diagonal coupling is not common in natural networks where the elements tend to connect to their neighbors before linking with distant nodes, for reasons of completeness we choose to study first the case of simple diagonal connectivity before investigating the combined one. As in the case of usual, nonlocal connectivity we keep symmetry in the linking arrangement. In a ring network of size N , the elements coupled to a node i are symmetrically placed around the diagonal node N/2 + i (modulo N ), see Fig. 1 (red, dark nodes) . The coupling matrix is given by Eq. 3, with R diag = R common to all elements. In the next two subsections we present the synchronization phenomena induced as we vary the coupling strength, sec. III A and the coupling range, sec. III B.
A. Diagonal connectivity with coupling strength variations
Multi-chimera states are observed for diagonal connectivity whose multiplicity depends on the size of the coupling strength. As an example, for fixed coupling range R = 300 we plot in Fig. 3 the potential profiles (left), the mean phase velocities (middle) and the spacetime plots (right), for three different values of σ = 0.4, 1, 1.4. We recognize a four-headed chimera for σ = 0.4, an asynchronous state for σ = 1.0 and an asymmetric chimera for σ = 1.4. It is remarkable that for σ < 1 the synchronous regions have lower mean phase velocities than the asynchronous ones, while the opposite is true for σ > 1. In the case σ = 1 all oscillators have the same mean phase velocity, but different phases; they are frequency-synchronous but remain phase-asynchronous. The reversion of the synchronous-asynchronous levels is a general property of the LIF model which has been previously reported in Ref. [33] for the 2D connectivity and also holds for the combined connectivity as we will see in sec. IV. The reversion of the synchronization levels is clearly shown in Fig. 4 , where all measures of coherence present transition points around σ ∼ 1. In panel 4a the average < ω coh > of the coherent regions increases as a function of σ for σ < 1. In the vicinity of σ ∼ 1 an extremum is observed, while for σ > 1 the average < ω coh > slightly decreases. Similarly, in Fig. 4c the difference ∆ω between coherent and incoherent regions cross the 0-axis for σ ∼ 1. Around the same transition point the number of incoherent elements < N incoh > vanishes (see Fig. 4b ) and so does the index < M incoh > which accounts for the area (in the σ − ω graph) between coherent and incoherent regions (see Fig. 4d ).
FIG. 4:
(Color online) LIF system with simple diagonal connectivity: Measures of coherence and incoherence for different values of the coupling strength and for R = 200. Other parameters as in Fig. 3 .
B. Diagonal connectivity with coupling range variations
As previously shown in the literature the coupling range plays a special role in controlling the multiplicity of the chimera state [28, 32, 34] . In particular, as we increase the coupling range the number of coherent(incoherent) regions decreases. The same is true here, although the position of the coupled nodes is diagonally opposite to one another. In fact, for small values of R no chimera states are observed, see Fig. 5a . The same is true in the case of classical nonlocal connectivity, when the elements are linked only with a few nearest neighbors in their immediate vicinity [19, 27, 28, 32] . As the value of R increases the coupling causes organization in small regions and a number of coherent/incoherent regions are formed, see Fig. 5b . As the coupling range increases further, the multiplicity of the chimeras decreases as can be seen in Fig. 5c (see also Fig. 3c for comparison) . The appearance of incoherent regions of different sizes is a new effect, which could be attributed due to the delocalization of the interactions (diagonal linking) and to an instability created in the middle of a coherent region giving rise to "rebels" forming gradually incoherent domains. The measures of coherence also indicate here transitive behavior in the parameter region 150 < R < 300. In particular, for small coupling range R, all elements present common ω's and are thus coherent as can be seen from Fig. 6c , indicating that ∆ω 0. As the coupling range increases the average mean phase velocity decreases due to the effort of the elements to organize, see Fig. 6a . Around R ∼ 150 a transition region starts, where all measures increase, while after R ∼ 300 all measures do not show significant change with R.
IV. EFFECTS OF COMBINED NONLOCAL AND DIAGONAL COUPLING
Turning to the case of combined nonlocal-diagonal connectivity which is more relevant in biological processes, in the next subsections we present the synchronization phenomena observed as we vary the coupling range (sec. IV A) and the coupling strength (sec. IV B). In particular, parameter changes induce solitary states and a variety of chimeras which differ mainly in their multiplicity and the size of the (in)coherent domains.
In Fig. 7 we present collectively in the (d − σ) parameter space the quantitative results of our study, while the details of the simulations and discussion of the results are given in secs. IV A and IV B. For different pairs of (d, σ) on the map we indicate the multiplicity of the corresponding chimera. For example, the point (d = 0.05, σ = 0.8) a four-headed chimera is observed and thus the number "4" appears in the corresponding position of the map. In the cases of smaller σ , i. e. σ = 0.2 − 0.4 the patterns are chimera-like; they consist of mostly synchronous elements with spurious isolated unsynchronized elements (or small asynchronous regions) also known as "solitary states" [35] [36] [37] . In Fig. 7 they are denoted with blue color; they are found for σ ≤ 0.4 for all values of R and their multiplicity is 4. All results are based on 14 independent simulations for each pair (d, σ). In some cases, when two numbers appear in the same position of the plot, the different simulations resulted in different states: see for example (d = 0.15, σ = 0.5), where the indication "4/2" appears in the corresponding position. In this case some simulations resulted in two-headed chimeras while others in four-headed ones. Note that these double values appear in the boundaries between domains where multiplicity changes. The character "S" corresponds to complete synchronization, the character "D" to complete desynchronization, while the stars, * , denote unstable chimeras (meaning chimera are formed but do not settle) for these simulation times. More detailed description and quantitative features of the patterns follow in the next two subsections.
A. Combined Connectivity with variation of the coupling range
In this subsection we discuss the results on the morphology of chimera states and other synchronization patterns by systematically changing the coupling range R. For small values of R complete ω-synchronization settles in the system, as in the case of simple diagonal coupling. By gradually increasing the values of the coupling range, we observe a chimera-like state, meaning the simultaneous existence of a dominant synchronization and a few asynchronous "rebels". As the coupling parameter changes these rebels turn into bigger incoherent clusters, gradually giving rise to classical chimera states. Rebels, also known as solitary states have been previously reported in [37] for the Kuramoto model with inertia and for small values of the coupling range (see also [35, 36, 38] ). In the LIF model, as R increases up to R = 170 the number of incoherent elements (solitaries) increase giving rise to classical chimeras. For even larger values of the coupling range, i. e. R = 150, R = 200 chimera states become more prominent or the system returns to a state of complete synchronization. The tendency to follow one or the other scenario is again coupling strength dependent.
The spatiotemporal evolution of the system for a small value of the coupling strength σ = 0.4 and for a variation of the coupling radius in the nonlocal neighborhood and in the diagonal neighborhood R, are demonstrated in Fig. 8 . As previously, for small values of R we observe complete synchronization while for intermediate R values a few desynchronized solitaries appear. These solitaries are organized in four different groups and can be spotted in the spacetime plots (right panels) and the mean phase velocity plots (middle panels). The spacetime plots are depicted for a small time window for image resolution purposes. Looking closer to the mean phase velocity profiles we distinguish that in the region where the solitaries appear the ω's take values in the range ω ∈ (1.8 − 1.9). Figure 9a demonstrates that synchronization settles in the system for very small and for very large values of the coupling range R. The synchronization at large coupling ranges is not surprising, since the system reaches an all-to-all connectivity in this limit. In the region of small R the mean phase velocity of the coherent regions is found approximately constant (around ω = 1.8), while it drops as we approach the all-to-all connectivity. As (4R + 1) → N the system slows down while synchronizing and this is expressed by a smaller value of the mean phase velocity (e.g. for d = 0.801 where ω = 1.6). Figure 9b shows that the population of incoherent elements increases as the coupling diagonal d increases, up to d = 0.801 when it drops back to zero, which reflects the complete synchronization in the large d limit. The difference of the ω's of the coherent and incoherent elements, ∆ω, increases gradually as the coupling diagonal d increases. Since the ω coh remain approximately constant with the increase of d, we conclude that the incoherent domains become more active. As expected, ∆ω is zero for complete synchronization (i.e. d = 0.041, d = 0.801). This is also reflected by the evolution of < N incoh > and < M incoh >. Both < N incoh > and < M incoh > receive their maximum values when ∆ω is also maximum, thus suggesting that the incoherent domains become more pronounced. Overall, the < N incoh > and < M incoh > absolute values are low indicating that the small σ values form "weak-chimeras", consisting mainly of synchronous regions interrupted by few"rebels". Let us now discuss the spatiotemporal evolution of the system for a greater value of the coupling strength, σ = 1.6, demonstrated in Fig. 10 . Again for very small values of the coupling range R the system does not support chimera states, see Fig. 10a . As in the case of Fig. 8a , when the coupling strength is weak and the coupling range is very small the coupled elements do not significantly alter the local dynamics, they all keep common ω's very close to the uncoupled system while their phases remain asynchronous. As the coupling strength increases the coupled elements have a stronger bond and the system is driven into forming chimeras. Furthermore, we note that as the coupling range increases the multiplicity of the chimera states decreases. For example, for R = 100 we observe an eight-head chimera (Fig. 10b) and for R = 150 we observe a four-head chimera (Fig. 10c) .
Returning to the map, Fig. 7 , different (d − σ) pairs result in different multi-headed chimeras. We note that some pairs serve as borderlines between the different multi-head chimera areas or pure synchronous and asynchronous regimes. The steady state of these "borderline" pairs may be affected by the states of surrounding regions and usually result into one or another multi-headed chimera, depending on the initial conditions. An example of this behavior is reported in the case of Fig. 10c , in which according to Fig. 7 the system sets to either a six-head or a four-head chimera (shown in this figure). The measures of coherence and incoherence in this case are demonstrated in Fig. 11 . Overall, we note that the values of the coherent mean phase velocities are higher compared to the ones in Fig. 9 . This along with the plots in Fig. 10 , shows that for higher values of the coupling strength the coherent regimes have higher values of the mean phase velocity. When ω coh receives its maximum and minimum value the same happens accordingly for the ∆ω. < N incoh > and < M incoh > receive higher values than in Fig. 9 . This is expected as the incoherent clusters are bigger in size and chimera states are formed. Furthermore, < N incoh > and < M incoh > increase as the coupling ratio d increases up to d = 0.401 and thenceforth remain approximately constant. This means that the incoherent population do not significantly change after a certain point.
Comparing Figs. 9 and 11, it becomes evident that for smaller values of the coupling strength (Fig. 9 ) the incoherent domains increase in population for the larger values of the coupling radius. Interestingly, this is not the case for greater values of σ such as shown in Fig. 11 . In the latter, the incoherent domains gradually increase in population as the coupling ratio d increases until d ≥ 0.2 after which point the population remains approximately constant. These observations come to agreement with the imprint of the chimera states on the map in Fig. 7 .
Overall, the measures of coherence indicate that as the coupling range increases (below all-to-all coupling) the emergence of chimera states is favored and the mean phase velocity deviations between coherent and incoherent regions become more prominent. This holds for all values of σ greater or less than 1.
B. Combined connectivity with variation of the coupling strength
In this subsection we systematically vary the coupling strength and discuss the effect of this tuning on the synchronization patterns and on the chimera morphology. As before, the neurons are set on a regular ring topology and with the same connectivity scheme, initial conditions and parameters as in subsection IV A. We scan the system over different values of the coupling strength σ and for coupling range R = 120 and present the spatiotemporal evolution in Fig. 12 . We first note that the mean phase velocity ω overall increases with σ. We observe that for small values of the coupling strength the coherent regimes have higher ω values than the incoherent regimes (see 12a,b, middle panels). Surprisingly, this behavior is inverted when σ takes values greater than 1. In this case the elements belonging to the incoherent regimes have higher ω's than the coherent regimes (compare middle panel in Figs. 12a and 12c) .
For values of the coupling strength in the range 1.0 ≤ σ < 1.5 (with R < 200, d < 0.801) complete ω−synchronization is observed where all elements acquire common mean phase velocity, but their phases might be asynchronous. The precise size of the σ-range where complete ω−synchronization is observed depends on the value of R. E.g., for R = 200 complete ω−synchronization is observed for 1 ≤ σ ≤ 1.5, while for other values of R the range of σ which supports complete ω-synchronization might be different.
Looking further to the measures of coherence and incoherence as a function of the coupling strength, Fig. 13 , for both d = 0.481, 0.801 we notice the increase of < w coh > as the coupling strength becomes stronger. For σ = 1.0, σ = 1.2 and σ = 1.4 the ω-values does not change drastically for finite system sizes. In these cases, complete ω-synchronization is observed followed by phase desynchronization. Despite all elements being completely desynchronized (they all have different phases) they do not have significantly distinguishable ω's. Therefore, the state of complete phase desynchronization around σ = 1 is characterized by coherence in respect to the distribution of the ω's.
< ∆ω > and < M incoh > are also increasing as σ increases and receive their highest values at the same point as < ω coh >. < ∆ω > and < M incoh > are equal or almost equal to zero for values of the coupling strength σ = 1.0, σ = 1.2 and σ = 1.4, as a result of the approximately constant values of the ω s in these cases. The number of the incoherent elements, < N incoh >, increases with the increase of σ up to σ = 0.6 and does not significantly change thereafter. For σ = 1.0, σ = 1.2 and σ = 1.4 all elements are ω-synchronous, therefore < N incoh >=< M incoh >= 0 for these areas, even though they are phase asynchronous.
For larger values of the coupling range, e.g. R ≥ 200, and within the same σ-range (1.0 ≤ σ < 1.5) we note that the synchronized regimes are divided into two subgroups with different frequencies. These two subgroups are shown in Fig. 13a ,c, where the two coherent domains are depicted with a black circle and a black triangle for σ = 1.2 and σ = 1.4, respectively. This effect will be discussed in detail in sec. IV C. Another observation is that in the case of (σ = 1.8, R = 200) a four-head chimera appears along with two smaller incoherent regions. Interestingly this four-head chimera consists of wider incoherent/coherent regimes and of additional smaller incoherent regions similar to solitary states. This is further discussed in Appendix A.
Overall, ω-inversion between coherent and incoherent regions takes place when σ crosses the value 1. Around σ = 1 complete ω−synchronization takes place, while the precise σ-range where complete ω−synchronization is observed depends on the value of R. For even larger values of σ the phenomenon of two-level synchronization is observed which also depends both σ and R, and will be further discussed in the next section.
C. Two-level synchronization chimeras
In this subsection we discuss in more detail the twolevel synchronization which has been recorded for relatively large values of σ and R. As working parameters we will use σ = 1.2 − 1.5 and R = 200, N = 1000, µ = 1 and u th = 0.98. As demonstrated in the previous sections for values of the coupling strength σ < 1 the coherent domains of the chimera states have lower values of the mean phase velocity compared to the incoherent ones, whereas for σ ≥ 1.6 the opposite is observed. Figure 14 presents the mean phase velocities and spacetime plots for the previously mentioned parameters. Looking at the spacetime plots in Fig. 14a (right panel) one simply observes the formation of 8 incoherent regions mediated by 8 coherent regions. This is nothing exceptional, however, by looking at the mean phase velocity profiles, one observes that the 8 coherent regions are split in two groups: one group is characterized by high mean phase velocity, ω coh1 while the other one is characterized with low mean phase velocity, ω coh2 . The members of the two groups alternate, while the incoherent elements have ω 's that lay on the sloping line between the two groups. The same observations hold for different values of σ as shown in Fig. 14b , but the difference between the two coherent levels vary with the coupling constant.
For this two-level synchronization it is not possible to use the classical rules described in refs. [19] to calculate the measures of coherence and incoherence. We now introduce a new algorithmic scheme which allows us to distinguish between the two regimes of coherence:
• First we calculate the maximum < ω coh1 > and the minimum < ω coh2 > values of the mean phase velocities. These two values characterize the mean frequency in each of the two synchronization levels.
• For the calculations of the N incoh we set a small tolerance (e.g., a = 0.01), that serves as a border between the coherent and incoherent domains.
• We set the counter N incoh = 0 and we scan all elements, i = 1, · · · N , to calculate the difference of the mean phase velocities between element i and each one of the coherent domains < ω coh1 > −ω i and
] > a then we consider element i as belonging to the incoherent domain and we increase the counter N incoh = N incoh + 1.
• When all elements are scanned we normalize the counter
Results of the two synchronization levels < ω coh1 >, < ω coh1 >, ∆ω coh =< ω coh1 > − < ω coh2 > and < N incoh > are demonstrated in Fig. 15 (top) . We note that the synchronization highest level, < ω coh1 >, does not significantly increase with the coupling strength σ for values 1.2 < σ < 1.55 while it decreases thereafter, see Fig. 15a . On the contrary, the lowest synchronization level, < ω coh2 >, decreases as σ increases. In this interval, 1.2 < σ < 1.55, the difference between the ω's of the two synchronization levels increases with σ, as seen in Fig. 15 (middle row) and by comparison between Figs. 14a and b. The measure < N incoh > does not show a significant change in this parameter area. For values of σ > 1.55 the two synchronization levels tend to approach one another. The latter along with the previous observations on the increase of < ω coh2 >, suggests that the elements following this synchronization scenario merge with the incoherent domains as σ increases. This gradually leads to the chimera states that appear for higher values of σ, i.e. σ = 1.6, where the coherent domains have higher ω values and only one synchronization level is observed. Based on the appearance of two sets of coherent regions with different mean phase velocities we propose here a possible scenario for the creation of chimera states. It is possible that due to the influence of the neighbors and for some parameter regions the coupled elements acquire bistable equilibrium states, i.e., they can be found in two frequency regimes, called ω coh1 and ω coh2 . Under the dynamics and due to the initial conditions some of them tend to the equilibrium frequency ω coh1 forming domains around them, while others tend to the second equilibrium ω coh2 . The elements in-between are influenced by both domains and acquire progressive frequency values, bridging the gap. Therefore, they behave incoherently because they have different frequencies. This scenario of bistable coupled elements can be used as a generic scenario for the formation of chimera states. Even in the case where only one synchronization level is evident while the incoherent regions are viewed as arc-shapes in the mean phase velocity profiles, one may imagine the presence of a second, non-visible (not well formed) level of synchronization at the top of the arc. This scenario may be supported by findings in ref. [24] where even three levels of synchronization are realized, see sec. 4 and figures therein.
V. CONCLUSIONS
In the current study we discuss the influence of a) diagonal connectivity and b) the combination of nonlocaldiagonal connectivity in the dynamics and especially in the appearance of chimera states in a network of LIF elements. We demonstrate that different connectivities influence the dynamics of the system and especially the presence and form of chimera states.
We show that the multiplicity of the chimera states is modulated by the values of the coupling range and the coupling strength and we identify areas in the (d, σ) parameter space where the system develops different behaviors. We show numerically that the mean phase velocity is not significantly affected by the variation of the coupling radius, but the variation of the coupling strength tunes the ω values. More specifically, the ω's increase overall as the coupling strength increases. This is intuitively expected since a high value of the coupling strength amplifies the intensity of the interaction between different elements, which synchronize dragging each other.
We stress the development of two new chimera patterns which emerge for relatively large values of the coupling constant: 1. The two-level chimera states: these are states which consist of two groups of coherent states, one with low mean phase velocity and one with high. The elements of the two groups alternate, while the incoherent regions ensure the continuity of the ω-profiles and serve to bridge the gap between the regions of low and high mean phase velocities.
2. The instability which develops in the middle of the coherent regions giving rise to "rebels" or solitary states. These solitary states build up to become incoherent regions as the coupling constant σ decreases.
Based on the 1st case (bi-leveled coherent domains), we propose a generic scenario on the formation of chimera states based on bistable element interactions.
In previous studies the influence of the refractory period in the nonlocal and reflecting connectivity cases was studied and it was shown that it affects drastically the chimera multiplicity and synchronization patterns in general. Since the refractory period is observed in biological neurons, it would be interesting to investigate its effects in the network with diagonal and combined connectivity. largest mean phase velocity ω coh1 , while the coherent regions with low mean phase velocity ω coh2 are not affected. The ω's in the new incoherent regions decrease gradually with σ and they approach ω coh2 when eight coherent regions of equal sizes are formed, around σ = 1.2 (not shown). The mechanism causing this second instability in large values of the coupling constant is not completely understood.
