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In this paper, we ﬁrst study the analytical property of the ﬁrst
Melnikov function for general Hamiltonian systems exhibiting a
cuspidal loop and obtain its expansion at the Hamiltonian value
corresponding to the loop. Then by using the ﬁrst coeﬃcients of
the expansion we give some conditions for the perturbed system
to have 4, 5 or 6 limit cycles in a neighborhood of loop. As
an application of our main results, we consider some polynomial
Lienard systems and ﬁnd 4, 5 or 6 limit cycles.
© 2008 Published by Elsevier Inc.
1. Introduction and main results
As we know, the study of the number of limit cycles for a perturbed system of the form
x˙ = Hy + εp(x, y, ε, δ),
y˙ = −Hx + εq(x, y, ε, δ) (1.1)
is a main topic in the bifurcation theory of planar systems, where p, q and H are Cω functions, ε is a
small parameter and δ ∈ D ⊂Rm with D a compact set. Usually, we suppose the unperturbed system
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Fig. 1.1. Four possible cases of a homoclinic loop.
x˙ = Hy, y˙ = −Hx (1.2)
has a family of periodic orbits Lh deﬁned by the equation H(x, y) = h. One assumes that the boundary
of the family is a center or a homoclinic or heteroclinic loop. Then one considers the number of limit
cycles of the perturbed system in a neighborhood of a center or a homoclinic or heteroclinic loop
respectively. In this respect, a Melnikov function of the form
M(h, δ) =
∮
Lh
q dx− p dy|ε=0 (1.3)
plays an important role, see Han [2], Li [11] and Schlomiuk [14].
Suppose that the boundary of the family {Lh} ends at a homoclinic loop L0 ∈ {(x, y) | H(x, y) = 0}
passing through a critical point. Let the critical point be at the origin. If the origin is a hyperbolic
saddle, then without loss of generality we may suppose
H(x, y) = 1
2
y2 − 1
2
x2 +
∑
i+ j3
hijx
i y j (1.4)
for (x, y) near the origin. Further, for deﬁniteness, we assume that Lh exists for 0 < −h  1. Then
there are four possible cases as shown in Fig. 1.1.
For the expansion of M at h = 0 and the number of limit cycles appearing in a neighborhood of
L0, Roussarie [13] proved the following important theorem.
Theorem 1.1. (See [13].) Consider the analytic system (1.1)
x˙ = Hy + εp(x, y, ε, δ),
y˙ = −Hx + εq(x, y, ε, δ).
Suppose (1.4) holds. Then we have
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Fig. 1.2. Four possible cases of cuspidal loops.
(i) for 0 < −h  1
M(h, δ) =
∑
j0
(
c2 j + c2 j+1h ln |h|
)
h j,
where c j are functions of δ;
(ii) there are at most k limit cycles in a neighborhood of L0 (see Fig. 1.1) for |ε|+ |δ − δ0| small provided there
exists δ0 ∈Rn such that for some k
c j(δ0) = 0, j = 0, . . . ,k − 1, ck(δ0) = 0.
Remark 1.1. (i) The formulas of the ﬁrst four coeﬃcients c0, c1, c2 and c3 can be found in Han and
Zhang [9] and Han, Yang, Tarta and Gao [7].
(ii) Further conditions are given in Han [5,8] for the existence of at most k limit cycles if the above
condition cannot be satisﬁed.
(iii) The expansion of M similarly holds for the case of L0 being a heteroclinic loop or a double
homoclinic loop provided all critical points on it are hyperbolic saddles, see Jiang and Han [10], Han
and Chen [6], Han and Zhang [9], Li, Llibre and Zhang [12] and Han, Yang, Tarta and Gao [7].
When the critical point on the homoclinic loop L0 is nonhyperbolic, then, instead of (1.4), we have
H(x, y) = 1
2
y2 +
∑
i+ j3
hijx
i y j = 1
2
y2 + h30x3 + O
(
x4 + |y||x, y|2). (1.5)
Let h30 = 0. Then the origin is a cusp for the Hamiltonian system (1.2). In this case, the homoclinic
loop L0 is called a cuspidal loop. One can easily see that there are four possible cases for this kind of
cuspidal loops as shown in Fig. 1.2.
We remark that the cuspidal loop is in general the limit case of a double homoclinic loop. It
follows that in a neighborhood of the loop there are two families of periodic orbits having the loop
as a boundary curve.
For example, the cubic Lienard Hamiltonian system
x˙ = y, y˙ = −x(x− 1)(x− a) (1.6)
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has 3 families of periodic orbits for a < 0. The boundary curve of the 3 families is a double homoclinic
loop given by 12 y
2+ 14 x4− 13 (a+1)x3+ a2 x2 = 0. When a → 0, the loop becomes a cuspidal loop which
satisﬁes 12 y
2 + 14 x4 − 13 x3 = 0. See Fig. 1.3 for the phase portraits of (1.6).
Obviously, the case of a = 0 is the limit case of a < 0. For this limit case of a = 0, the expansion
of M near a cuspidal loop was given in Dumortier and Li [1] and Zhao and Zhang [15].
In this paper we consider the general system (1.1) with parameters, and suppose that the unper-
turbed system (1.2) has a cuspidal homoclinic loop L0 given by H(x, y) = 0 passing through the origin
which is a nilpotent cusp. As in the case (b) of Fig. 1.3, there are two families of periodic orbits of (1.2)
near L0 given by L
±
h : H(x, y) = h, 0 < ±h  1. Then in this degenerate case we have correspondingly
two Melnikov functions as follows
M±(h, δ) =
∮
L±h
q dx− p dy|ε=0.
Our task is to study the problem of limit cycle bifurcation near the cuspidal loop L0 by using the
functions M± answering the following two questions:
(i) What kind of expansions do the functions M± permit in general at h = 0 for 0 < ±h  1?
(ii) What are formulas for the ﬁrst coeﬃcients of the expansions of them and how do we use the
coeﬃcients to ﬁnd limit cycles in a neighborhood of the cuspidal homoclinic loop L0?
Our main results are stated in the following.
Theorem 1.2. Consider the analytic system (1.1)
x˙ = Hy + εp(x, y, ε, δ),
y˙ = −Hx + εq(x, y, ε, δ).
Suppose (1.5) holds with h30 = 0. Let the two families of periodic orbits of (1.2) near L0 be given by
L±h : H(x, y) = h, 0 < ±h  1. Then
M−(h, δ) = |h| 56 ϕ0(h, δ) + |h| 76 ϕ1(h, δ) + ϕ2(h, δ)
= b0 + B0|h| 56 + b1h + B1|h| 76 + B3|h| 116 + O
(
h2
)
(1.7)
for 0−h  1, and
M+(h, δ) = |h| 56 ψ0(h, δ) + |h| 76 ψ1(h, δ) + ψ2(h, δ)
= b∗0 + B∗0h
5
6 + b∗1h + B∗1h
7
6 + B∗3h
11
6 + O (h2) (1.8)
for 0 h  1, where ϕ j and ψ j ( j = 0,1,2) are Cω functions in h at h = 0.
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(i) There are constants B00 > 0, B∗00 < 0, B10 > 0 and B∗10 < 0 such that the coeﬃcients in expansions (1.7)
and (1.8) satisfy
b0 = b∗0 = c0, B0 = B00c1, B∗0 = B∗00c1, b1 = c2 + O (c1),
b∗1 = c2 + O (c1), B1 = B10c3, B∗1 = B∗10c3, B3 = −
B00
11
c4, B
∗
3 =
B∗00
11
c4,
where c0 , c1 , c2 , c3 , and c4 are given in Section 3.
(ii) If there exist δ0 ∈Rm and 2 l 4 such that
cl(δ0) = 0, c j(δ0) = 0, j = 0, . . . , l − 1,
rank
∂(c0, c1, c2, . . . , cl−1)
∂(δ1, . . . , δm)
(δ0) = l,
then (1.1) can have [ 3l+12 ] limit cycles near L0 for some (ε, δ) near (0, δ0).
When h30 = 0, the cuspidal loop L0 is called simple. We will consider more general case which
includes the simple case. We organize the paper as follows. In Section 2 we ﬁrst state and prove
some preliminary lemmas. In Section 3 we give main results for general cuspidal loop which imply
the above two theorems as a special case. Moreover, we also present an application of our main
results to some polynomial systems.
2. Preliminary
In this section we state and prove some lemmas as a preliminary. Suppose that the unperturbed
system (1.2) has a homoclinic loop L0 passing through a nilpotent singular point at the origin. Thus,
the function H satisﬁes Hx(0,0) = Hy(0,0) = 0, and
∂(Hy,−Hx)
∂(x, y)
(0,0) = 0, det ∂(Hy,−Hx)
∂(x, y)
(0,0) = 0.
Then, without loss of generality, we may suppose
Hyy(0,0) = 1, Hxy(0,0) = Hxx(0,0) = 0.
It follows that the expansion of H at the origin has the form
H(x, y) = 1
2
y2 +
∑
i+ j3
hijx
i y j . (2.1)
By the implicit function theorem, a unique Cω function ϕ(x) exists such that Hy(x,ϕ(x)) = 0 for |x|
small. Let
ϕ(x) =
∑
j2
e jx
j . (2.2)
Using (2.1), (2.2) and the identity Hy(x,ϕ(x)) ≡ 0 one can obtain easily
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e4 = −4h212h21 − 3h03h221 + 2h21h22 + 2h12h31 − h41.
By introducing a new variable v = y − ϕ(x) Eq. (1.1) becomes
x˙ = H∗v(x, v) + εp∗(x, v, ε, δ),
v˙ = −H∗x (x, v) + εq∗(x, v, ε, δ), (2.3)
where
H∗(x, v) = H(x, v + ϕ(x)), p∗(x, v, ε, δ) = p(x, v + ϕ(x), ε, δ),
q∗(x, v, ε, δ) = q(x, v + ϕ(x), ε, δ)− ϕ′(x)p∗(x, v, ε, δ). (2.4)
By (2.1) and noting Hy(x,ϕ(x)) = 0, we have
H∗(x, v) = H∗0(x) +
∑
j1
H∗j (x)v
j+1 ≡ H∗0(x) + v2 H˜(x, v),
H∗0(x) = H
(
x,ϕ(x)
)=∑
j3
h jx
j, H˜(0,0) = 1
2
,
H∗j (x) =
1
( j + 1)!
∂ j+1H
∂ y j+1
(
x,ϕ(x)
)
, j  1. (2.5)
By (2.1) and (2.2),
h3 = h30,
h4 = 1
2
e22 + e2h21 + h40 = −
1
2
h221 + h40,
h5 = e2e3 + e22h12 + e3h21 + e2h31 + h50 = h12h221 − h21h31 + h50,
h6 = 1
2
e23 + e2e4 + e32h03 + 2e2e3h12 + e4h21 + e22h22 + e3h31 + e2h41 + h60
= −2h212h221 − h03h321 + h221h22 + 2h12h21h31 −
1
2
h231 − h21h41 + h60. (2.6)
Let k 3 be an integer such that
hk = 0, h j = 0, for j < k. (2.7)
By (2.5) it is easy to see that for the system
x˙ = H∗v , v˙ = −H∗x , (2.8)
the origin is a cusp if k is odd. We have the following notation.
Deﬁnition 2.1. Suppose that the unperturbed system (1.2) has a homoclinic loop L0 given by
H(x, y) = 0 passing through the origin. It is called a cuspidal homoclinic loop of order m provided
(2.1) and (2.7) hold with k = 2m + 1, m 1.
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In the following, we suppose the cuspidal homoclinic loop L0 has an order m with k = 2m+ 1. For
deﬁniteness let hk < 0. In this case there are two families of periodic orbits of (1.2) near L0 given by
L±h : H(x, y) = h, 0 < ±h  1.
See Fig. 2.1. Then correspondingly we have the following two Melnikov functions
M±(h, δ) =
∮
L±h
q dx− p dy|ε=0
=
∫ ∫
H(x,y)h
(px + qy)|ε=0 dxdy
=
∮
L±h
q˜(x, y, δ)dx, (2.9)
where
q˜(x, y, δ) = q(x, y,0, δ) − q(x,0,0, δ) +
y∫
0
px(x, v,0, δ)dv,
q˜ y = (px + qy)|ε=0, q˜(x,0, δ) = 0. (2.10)
Take a small constant x0 > 0 so that for |h| > 0 small the line segment x = x0, |y|  x0 divides L±h
into two parts L±h,1 = L±h |xx0 and L±h,2 = L±h |xx0 .
Then by (2.9) we have
M±(h, δ) = I±1 (h, δ) + I±2 (h, δ), (2.11)
where
I±j (h, δ) =
∫
L±h, j
q˜ dx, j = 1,2.
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to study the expansion of I±1 near h = 0 for h > 0 and h < 0 respectively.
Note that (2.5) holds. Under (2.7) the equation H∗0(x) = h has a unique solution x = a(h) =
(h/hk)
1
k + O (|h| 2k ) with
ha(h) < 0 for 0 < |h|  1,
since hk < 0 with k odd.
Consider the equation H∗(x, v) = h. We have
Lemma 2.1. Let (2.7) hold with hk < 0 and k odd. Then the equation H∗(x, v) = h has exactly two solutions
v1(x,w) and v2(x,w) in v satisfying
v1(x,w) =
√
2w
(
1+ O (|x,w|)), v2(x,w) = v1(x,−w),
where w =√h − H∗0(x), a(h) x x0 , |h|  1. The solutions are analytic in (x,w) near (x,w) = (0,0).
Proof. By (2.5) the equation H∗(x, v) = h is equivalent to
w = |v|(H˜(x, v)) 12 . (2.12)
Introduce an equation of the form
u = v(H˜(x, v)) 12 .
Noting that [H˜(x, v)] 12 ∈ Cω for |x| + |v| small the implicit function theorem implies that the above
equation has a unique solution in v , denoted by v∗(x,u). Obviously, the solution is Cω with v∗(x,u) =√
2u(1+ O (|x,u|)). Let
v1(x,w) = v∗(x,w), v2(x,w) = v∗(x,−w).
Then v1(x,w) and v2(x,w) are the only solutions of (2.12) for v > 0 and v < 0 respectively with
v1(x,w) = v2(x,−w) for |x| + |w| small.
This ends the proof. 
Let yi(x,h) = vi(x,w) + ϕ(x), i = 1,2. Then for a(h) x x0 we have
y2(x,h) ϕ(x) y1(x,h), H
(
x, yi(x,h)
)= h, i = 1,2.
It follows that
I±1 (h, δ) =
∫
L±h,1
q˜ dx =
x0∫
a(h)
[
q˜
(
x, y1(x,h), δ
)− q˜(x, y2(x,h), δ)]dx
=
x0∫
a(h)
[
q¯
(
x, v1(x,w), δ
)− q¯(x, v2(x,w), δ)]dx,
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q¯(x, v, δ) = q(x, v + ϕ(x),0, δ)− q(x,0,0, δ) +
v+ϕ(x)∫
0
px(x,u,0, δ)du
−
[
q
(
x,ϕ(x),0, δ
)− q(x,0,0, δ) +
ϕ(x)∫
0
px(x,u,0, δ)du
]
= q∗(x, v,0, δ) − q∗(x,0,0, δ) + ϕ′(x)[p∗(x, v,0, δ) − p∗(x,0,0, δ)]
+
v∫
0
px
(
x,u + ϕ(x),0, δ)du
= q∗(x, v,0, δ) − q∗(x,0,0, δ) +
v∫
0
p∗x(x,u,0, δ)du. (2.13)
It is obvious that
q¯v =
(
p∗x + q∗v
)∣∣
ε=0 and q¯(x,0, δ) = 0.
By (2.2), (2.4) and (2.13), if
p(x, y,0, δ) =
∑
i+ j0
aijx
i y j, q(x, y,0, δ) =
∑
i+ j0
bijx
i y j, (2.14)
then
q¯(x, v, δ) = v
∑
i+ j0
b¯i j x
i v j =
∑
j1
q j(x)v
j (2.15)
where
q j+1(x) = 1
( j + 1)!
∂ j+1q¯
∂v j+1
∣∣∣∣
v=0
= 1
( j + 1)!
∂ j
∂v j
(
p∗x + q∗v
)∣∣
ε=v=0
= 1
( j + 1)!
∂ j
∂ y j
(px + qy)
(
x,ϕ(x),0, δ
)
=
∑
i0
b¯i j x
i, j  0,
with
b¯00 = a10 + b01, b¯10 = 2a20 + b11, b¯20 = 3a30 + b21 − a11h21 − 2b02h21,
b¯30 = 4a40 + b31 − 2a21h21 − 2b12h21 + 2a11h12h21 + 4b02h12h21 − a11h31 − 2b02h31,
b¯01 = 1a11 + b02, b¯02 = 1a12 + b03. (2.16)
2 3
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v1(x,w) =
∑
j1
a j(x)w
j . (2.17)
By (2.12) and (2.5), we can obtain
w2 = (v1(x,w))2∑
j1
H∗j (x)
[
v1(x,w)
] j−1
= a21(x)H∗1(x)w2 +
(
2a1(x)a2(x)H
∗
1(x) + a31(x)H∗2(x)
)
w3
+ [(a22(x) + 2a1(x)a3(x))H∗1(x) + 3a21(x)a2(x)H∗2(x) + a41(x)H∗3(x)]w4 + · · · .
Thus, we have
a1(x) = 1√
H∗1(x)
, a2(x) = − H
∗
2(x)
2(H∗1(x))2
, a3(x) = − 1
8(H∗1)
7
2
[
4H∗1H∗3 − 5
(
H∗2
)2]
.
By (2.1), (2.2) and (2.5) we have
H∗1 =
1
2
+ h12x+ (3e2h03 + h22)x2 + (3e3h03 + 3e2h13 + h32)x3 + O (x)4,
H∗2 = h03 + h13x+ O (x)2, H∗3 = h04 + h14x+ O (x)2.
Hence, if we write
a j(x) =
∑
i0
a¯i j x
i, j = 1,2,3, (2.18)
we can obtain
a¯01 =
√
2, a¯11 = −
√
2h12, a¯21 =
√
2
2
(
3h212 + 6h03h21 − 2h22
)
,
a¯31 = −
√
2
2
(
5h312 − 6h12h22 + 30h12h03h21 + 2h32 − 6h13h21 − 6h03h31
)
,
a¯02 = −2h03, a¯03 =
√
2
(
5h203 − 2h04
)
. (2.19)
By Lemma 2.1, the function q¯(x, v1(x,w), δ) − q¯(x, v2(x,w), δ) is odd in w . Then we can write
q¯(x, v1, δ) − q¯(x, v2, δ) =
∑
j0
q¯ j(x)w
2 j+1,
where, by (2.15)–(2.19) and Lemma 2.1,
q¯0(x) = 2q1(x)a1(x) =
∑
i0
αi0x
i,
q¯1(x) = 2
[
q1(x)a3(x) + 2q2(x)a1(x)a2(x) + q3(x)a31(x)
]
=
∑
i0
αi1x
i, (2.20)
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α00 = 2a¯01b¯00 = 2
√
2 (a10 + b01),
α10 = 2(a¯11b¯00 + a¯01b¯10) = 2
√
2
(−h12(a10 + b01) + 2a20 + b11),
α20 = 2(a¯21b¯00 + a¯11b¯10 + a¯01b¯20)
= 2√2
[
(a10 + b01)
(
3h03h21 − h22 + 3
2
h212
)
− 2h12a20 − h12b11
+ 3a30 + b21 − a11h21 − 2b02h21
]
,
α30 = 2(a¯31b¯00 + a¯21b¯10 + a¯11b¯20 + a¯01b¯30)
= 2√2
[
(a10 + b01)
(
3h13h21 + 3h03h31 + 3h12h22 − 15h12h03h21 − 5
2
h312 − h32
)
+ (3a11 + 6b02)h12h21 − 2 (b12 + a21)h21 − (a11 + 2b02)h31 + 4a40 + b31
+ (3b11 + 6a20)h03h21 − (2a20 + b11)h22 +
(
3a20 + 3
2
b11
)
h212 − (3a30 + b21)h12
]
,
α01 = 2
(
a¯03b¯00 + 2a¯01a¯02b¯01 + a¯301b¯02
)
= 2√2
[
2
3
a12 + 2b03 − 2h03a11 − 4h03b02 + (a10 + b01)
(
5h203 − 2h04
)]
. (2.21)
Hence, we obtain
I±1 (h, δ) =
∑
j0
x0∫
a(h)
q¯ j(x)w
2 j+1 dx, w =
√
h − H∗0(x).
Further, let ψ(x) = [H∗0(x)]
1
k = h
1
k
k x+ O (x2). Then introduce the new variable u = ψ(x), so that
I±1 (h, δ) =
∑
j0
u0∫
h
1
k
q˜ j(u)w
2 j+1 du, u0 = ψ(x0) < 0,
where w =
√
h − uk and
q˜ j(u) = q¯ j(x)
ψ
′
(x)
∣∣∣∣
x=ψ−1(u)
. (2.22)
Suppose
q˜ j(u) =
∑
i0
r˜i ju
i, (2.23)
and
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u0∫
h
1
k
uiw2 j+1 du
=
u0∫
h
1
k
ui
(
h − uk) j√h − uk du for 0 < ±h  1. (2.24)
Then
I±1 (h, δ) =
∑
i, j0
r˜i j I
±
i j (h,u0) for 0 < ±h  1. (2.25)
Note that the series
∑
i, j0 r˜i ju
iw2 j+1 is convergent for |u| + |w| small. Hence, as its integration, the
series in (2.25) is obviously convergent for 0 < ±h  1. For the property of the functions I±i j we have
the following.
Lemma 2.2. Let (2.24) hold. Then there exist constants Bij and B∗i j independent of u0 , and analytic functions
ϕi j(h,u0) and ϕ∗i j(h,u0) such that
I−i j (h,u0) = Bij |h|
i+kj
k + 12+ 1k + ϕi j(h,u0), 0−h  1, (2.26)
I+i j (h,u0) = B∗i jh
i+kj
k + 12+ 1k + ϕ∗i j(h,u0), 0 h  1. (2.27)
Moreover, Bi j = B∗i j = 0 for i = nk − 1, n 1 and j  0.
Proof. Let h < 0 ﬁrst. Introducing v = h 1k /u we have from (2.24)
I−i j (h,u0) =
1
u0
h
1
k∫
1
−h i+1k |h| j+ 12 (1− vk) j+ 12
v2+i+k( j+ 12 )
dv
= −h i+1k |h| j+ 12 (B˜ i j + I˜ i j(h)), (2.28)
where
B˜ i j =
1
2∫
1
(1− vk) j+ 12 dv
v2+i+k( j+ 12 )
, I˜ i j(h) =
1
u0
h
1
k∫
1
2
(1− vk) j+ 12 dv
v2+i+k( j+ 12 )
.
For 0 < v  12 , we have the convergent series
(
1− vk) j+ 12 =∑
l0
clj v
kl, c0 j = 1.
It then follows that
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∑
l0
1
u0
h
1
k∫
1
2
clj v
k(l− j− 12 )−i−2 dv
=
∑
l0
c(i)l j |h|l− j−
1
2− i+1k − B¯ i j,
where
c(i)l j =
|u0|−k(l− j− 12 )+i+1
k(l − j − 12 ) − i − 1
clj,
B¯ i j =
∑
l0
clj
[k(l − j − 12 ) − i − 1]2k(l− j−
1
2 )−i−1
∈R.
Hence, by (2.28) we can obtain (2.26) with
Bij = (−1) i+1k (B¯ i j − B˜ i j), ϕi j(h,u0) = −
∑
l0
c(i)l j (−h)l ∈ Cω.
For the case h > 0, letting v = u/h 1k we have from (2.24) and similar to (2.28)
I+i j (h,u0) = h
i+kj
k + 12+ 1k [B˜∗i j + I˜∗i j(h)],
where
B˜∗i j =
−2∫
1
vi
(
1− vk) j+ 12 dv,
I˜∗i j(h) =
u0h
− 1k∫
−2
vi
(
1− vk) j+ 12 dv.
Letting further s = 1v , we have
I˜∗i j(h) = −
1
u0
h
1
k∫
− 12
s−i−2
(−sk)− j− 12 (1− sk) j+ 12 ds
= (−1)−i−1
1
u0
h
1
k∫
− 12
(−s)−i−2−k( j+ 12 )
∑
l0
(−1)klclj(−s)kl ds
=
∑
l0
c¯(i)l j h
l− j− 12− i+1k − B¯∗i j,
where
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(−1)kl−iclj
k(l − j − 12 ) − i − 1
|u0|−k(l− j− 12 )+i+1,
B¯∗i j =
∑
l0
(−1)kl−iclj
[k(l − j − 12 ) − i − 1]2k(l− j−
1
2 )−i−1
∈R.
Thus, (2.27) holds with
B∗i j = B˜∗i j − B¯∗i j, ϕ∗i j(h,u0) =
∑
l0
c¯(i)l j h
l ∈ Cω.
Finally, for i = nk − 1, n 1, we have by (2.24)
I±i j =
1
nk
u0∫
h
1
k
(
h − uk) j+ 12 d(unk)= 1
k
uk0∫
h
vn−1(h − v) j+ 12 dv
= 1
k
h−uk0∫
0
(h − u)n−1u j+ 12 du.
Note that (h − u)n−1 is a polynomial in (h,u), and that
h−uk0∫
0
ul+ j+
1
2 du = 1
l + j + 32
(
h − uk0
)l+ j+ 32 ∈ Cω for l 0, |h|  1.
Hence, I±i j is analytic for i = nk − 1, n 1 and j  0. It follows that Bij = B∗i j = 0 for i = nk − 1, n 1
and j  0. The proof is then completed. 
Further, we have
Lemma 2.3. Let k = 3. Then
(1) B00 > 0, B∗00 < 0, B10 > 0, B∗10 < 0, |B∗00| > B00 , |B∗10| > B10 .
(2) B30 = − 211 B00 , B∗30 = 211 B∗00 , B01 = − 911 B00 , B∗01 = 911 B∗00 .
Proof. First taking j = 0 and noting k = 3 we have by (2.26)
I−i0 = Bi0(−h)
2i+5
6 + ϕi0, I+i0 = B∗i0h
2i+5
6 + ϕ∗i0.
Hence,
∂ I−i0
∂h
= −1
6
(2i + 5)Bi0|h| 2i−16 + ∂ϕi0
∂h
,
∂ I+i0 = 1 (2i + 5)B∗i0h
2i−1
6 + ∂ϕ
∗
i0 . (2.29)∂h 6 ∂h
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∂ I±i0
∂h
=
u0∫
h
1
3
ui du
2
√
h − u3 ≡
1
2
J±i (h,u0), u0 < 0. (2.30)
By using the same method as in the proof of Lemma 2.2, we have
J−0 (h,u0) = |h|−
1
6
h
1
3
u0∫
1
dv√
v(1− v3) = |h|
− 16
[ 0∫
1
dv√
v(1− v3) + O
(|h| 16 )
]
= −|h|− 16
1∫
0
dv√
v(1− v3) + O (1),
J+0 (h,u0) = h−
1
6
u0h
− 13∫
1
dv√
1− v3 = h
− 16 lim
N→−∞
[ N∫
1
dv√
1− v3 +
u0h
− 13∫
N
dv√
1− v3
]
= h− 16
[ −∞∫
1
dv√
1− v3 −
h
1
3
u0∫
0
|s|−1/2 ds√
1− s3
]
= −h− 16
1∫
−∞
dv√
1− v3 + O (1).
Then comparing (2.29) and (2.30) with i = 0 gives
B00 = 3
5
1∫
0
dv√
v(1− v3) =
3
5
∞∫
1
du√
u3 − 1 =
3
5
× 2.4286 . . . > 0,
B∗00 = −
3
5
1∫
−∞
dv√
1− v3 = −
3
5
× 4.2065 . . . < 0, |B∗00| > B00.
Similarly, we have
J−1 (h,u0) = −|h|
1
6
h
1
3
u0∫
1
dv
v
3
2
√
1− v3
= −|h| 16
h
1
3
u0∫
1
[
1
v
3
2
(
1√
1− v3 − 1
)
+ 1
v
3
2
]
dv
= −|h| 16
[ h 13u0∫
v
3
2 dv√
1− v3(1+ √1− v3) − 2
(|u0| 12 |h|− 16 − 1)
]
1
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[ 0∫
1
v
3
2 dv√
1− v3(1+ √1− v3) + O
(|h| 56 )+ 2
]
+ 2|u0| 12
= A−|h| 16 + 2|u0| 12 + O
(|h|)
since
h
1
3
u0∫
0
v
3
2 dv√
1− v3(1+ √1− v3) =
1
2
h
1
3
u0∫
0
v
3
2
(
1+ O (v3))dv = O (|h| 56 ),
where
A− =
1∫
0
v
3
2 dv√
1− v3(1+ √1− v3) − 2
satisfying
−2 < A− <
1∫
0
v
3
2 dv√
1− v3 − 2
1∫
0
v dv√
1− v2 − 2= −1.
And,
J+1 (h,u0) = h
1
6
u0
h
1
3∫
1
v dv√
1− v3 = A
+
1 h
1
6 + J11(h),
where
J11(h) = h 16
u0
h
1
3∫
−1
v dv√
1− v3 , A
+
1 =
−1∫
1
v dv√
1− v3 =
1∫
0
v
(
1√
1+ v3 −
1√
1− v3
)
dv < 0.
We have
J11(h) = h 16
h
1
3
u0∫
−1
−u−3 du√
1− u−3 = h
1
6
h
1
3
u0∫
−1
|u|− 32√
1− u3 du
= h 16
h
1
3
u0∫ [
|u|− 32
(
1√
1− u3 − 1
)
+ |u|− 32
]
du−1
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h
1
3
u0∫
−1
(−u)− 32 du = h 16 (A+2 + O (h 56 ))+ 2|u0| 12 − 2h 16
= h 16 (A+2 − 2)+ 2|u0| 12 + O (h),
where
J12(h) =
h
1
3
u0∫
−1
|u|− 32
(
1√
1− u3 − 1
)
du,
A+2 = J12(0) =
0∫
−1
−|u| 32 du√
1− u3(1+ √1− u3) = −
1∫
0
v
3
2 dv√
1+ v3(1+ √1+ v3) < 0.
Thus,
J+1 (h,u0) = h
1
6 A+ + 2|u0| 12 + O (h),
A+ = A+1 + A+2 − 2 < −2.
Then comparing (2.29) and (2.30) with i = 1 yields
B10 = −3
7
A− > 0, B∗10 =
3
7
A+ < 0.
Further, we have
J−3 (h,u0) =
u0∫
h
1
3
h − (h − u3)√
h − u3 du = h J
−
0 (h,u0) − I−00(h,u0)
= −h|h|− 16 · 5
3
B00 − B00|h| 56 + · · · = 2
3
B00|h| 56 + · · · ,
J+3 (h,u0) = h J+0 (h,u0) − I+00(h,u0) =
5
3
B∗00h
5
6 − B∗00h
5
6 + · · ·
= 2
3
B∗00h
5
6 + · · · .
Then, comparing (2.29) and (2.30) with i = 3 yields
B30 = − 2
11
B00, B
∗
30 =
2
11
B∗00. (2.31)
Finally, by (2.24) we have
I±01(h,u0) = hI±00(h,u0) − I±30(h,u0).
Thus, by (2.26) and (2.27), and using (2.31) we have
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5
6 − B30|h| 116 + · · · = −(B00 + B30)|h| 116 + · · ·
= − 9
11
B00|h| 116 + · · · ,
I+01 = hB∗00h
5
6 − B∗30h
11
6 + · · · = (B∗00 − B∗30)h 116 + · · ·
= 9
11
B∗00h
11
6 + · · · .
Then it follows that
B01 = − 9
11
B00, B
∗
01 =
9
11
B∗00. (2.32)
This ends the proof. 
The next lemma gives a representation of the ﬁrst order derivative of the function M .
Lemma 2.4. (See Han [3], Li, Llibre and Zhang [12].)
(i) The closed curve Lh expands (resp., shrinks) with h increasing if Lh is oriented clockwise (resp., counter
clockwise).
(ii) For the Melnikov function M given by (1.3), we have
Mh(h, δ) =
∮
Lh
(px + qy)|ε=0 dt = σ(h, δ).
3. Cuspidal homoclinic bifurcation
In this section we use the lemmas in the above section to study the expansions of M± at h = 0
for any odd number k  3, and then give the formulas for the ﬁrst ﬁve coeﬃcients appearing in the
expansions for the case of k = 3 and study bifurcations of limit cycles near the loop L0.
First, for the expansions of M± at h = 0 we have
Theorem 3.1. Consider the analytic system (1.1). Let (2.7) hold with hk < 0 and k odd. Then
M−(h, δ) = |h| 12+ 1k
∑
l0
Bl|h| lk + ϕ(h, δ)
= |h| 12+ 1k
k−2∑
r=0
|h| rk ϕr(h, δ) + ϕ(h, δ), 0−h  1, (3.1)
M+(h, δ) = h 12+ 1k
∑
l0
B∗l h
l
k + ψ(h, δ)
= h 12+ 1k
k−2∑
r=0
h
r
k ψr(h, δ) + ψ(h, δ), 0 h  1, (3.2)
where ϕ , ψ , ϕr and ψr (r = 0, . . . ,k − 2) are Cω functions in h, and
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∑
m0
Bkm+r(−h)m, ψr(h, δ) =
∑
m0
B∗km+rh
m,
Bl =
∑
i+kj=l
r˜i j Bi j, B
∗
l =
∑
i+kj=l
r˜i j B
∗
i j (3.3)
with Bk(m+1)−1 = B∗k(m+1)−1 = 0 for m 0.
Proof. Let us present a proof of (3.1) for 0−h  1. By (2.11), (2.25) and (2.26), we have
M−(h, δ) =
∑
i, j0
r˜i j Bi j|h|
i+kj
k + 12+ 1k + ϕ(h, δ)
= |h| 12+ 1k
∑
l0
( ∑
i+kj=l
r˜i j Bi j
)
|h| lk + ϕ(h, δ)
= |h| 12+ 1k
∑
l0
Bl|h| lk + ϕ(h, δ),
where
ϕ(h, δ) =
∑
i, j0
r˜i jϕi j(h,u0) + I−2 (h, δ) ∈ Cω.
Since any integer l 0 can be written in the form
l = km + r, 0 r  k − 1, m 0,
we have
∑
l0
Bl|h| lk =
k−1∑
r=0
∑
m0
Bkm+r |h|m+ rk
=
k−1∑
r=0
|h| rk
∑
m0
Bkm+r |h|m
=
k−1∑
r=0
|h| rk ϕr(h, δ).
Since
∑
l0 Bl|h|
l
k is convergent, each function ϕr is analytic. Now we need only to prove ϕk−1(h, δ)
= 0. In fact, by Lemma 2.2, we have Bij = B∗i j = 0 for i = nk − 1,n 1 and j  0. It follows that
Bkm+k−1 =
∑
i+kj=k(m+1)−1
r˜i j Bi j
=
∑
i=k(m+1− j)−1
r˜i j Bi j = 0, m 0,
which gives ϕk−1 = 0. Then (3.1) follows. This ends the proof. 
It is obvious that Theorem 1.2 follows from Theorem 3.1 by taking k = 3.
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l1 =max
{
l 0
∣∣∣ k + 2+ 2l
2k
< 1
}
,
l2 =min
{
l 1
∣∣∣ k + 2+ 2l
2k
> 1
}
,
l3 =max
{
l 1
∣∣∣ k + 2+ 2l
2k
< 2
}
.
Then noting that k 3 is odd, it is easy to see
l1 = k − 1
2
− 1, l2 = k − 1
2
, l3 = 3(k − 1)
2
. (3.4)
Obviously,
0 l1 < l2 = l1 + 1 < l3, l2 < k − 1 < l3.
For given k 3, let αl = k+2+2l2k , l 0. Then expansions (3.1) and (3.2) can be rewritten as
M−(h, δ) = b0 + B0|h|α0 + · · · + Bl1 |h|αl1 + b1h +
l3∑
l=l2
l =k−1
Bl|h|αl + O
(
h2
)
, (3.5)
M+(h, δ) = b∗0 + B∗0hα0 + · · · + B∗l1hαl1 + b∗1h +
l3∑
l=l2
l =k−1
B∗l h
αl + O (h2). (3.6)
We can use (2.23), (2.24), Lemma 2.2 and (3.3) to compute the ﬁrst coeﬃcients Bl and B∗l for l l3
in (3.5) and (3.6) and then discuss the number of limit cycles near L0 by using these coeﬃcients. For
simplicity, we take k = 3. In this case, l1 = 0, l2 = 1 and l3 = 3 by (3.4) and hence (3.5) and (3.6)
reduce to
M−(h, δ) = b0 + B0|h| 56 + b1h + B1|h| 76 + B3|h| 116 + O
(
h2
)
,
M+(h, δ) = b∗0 + B∗0h
5
6 + b∗1h + B∗1h
7
6 + B∗3h
11
6 + O (h2). (3.7)
By (3.3), we have
B0 = r˜00B00, B∗0 = r˜00B∗00, B1 = r˜10B10, B∗1 = r˜10B∗10,
B3 = r˜30B30 + r˜01B01, B∗3 = r˜30B∗30 + r˜01B∗01. (3.8)
Therefore, by (3.4), (2.31) and (2.32), we have
B3 = − 1 B00(2r˜30 + 9r˜01), B∗3 =
1
B∗00(2r˜30 + 9r˜01). (3.9)11 11
M. Han et al. / J. Differential Equations 246 (2009) 129–163 149From (3.1), (3.2) and (2.9) we have
b0 = b∗0 =
∮
L0
qdx− p dy|ε=0 =
∮
L0
q˜ dx.
Next, we deduce a formula for b1 and b∗1. Let (2.14) hold. Then by (2.23) and (2.20)–(2.22), we
have
r˜00 = q˜0(0) = h−
1
3
3 q¯0(0) = h
− 13
3 α00 = 2
√
2h
− 13
3 (a10 + b01). (3.10)
Thus, r˜00 = 0 if and only if a10 + b01 = 0. By Lemma 2.4 and (3.3), we have
∮
L−h
(px + qy)|ε=0 dt = −5
6
B0|h|− 16 + b1 + O
(|h| 16 ), h < 0,
∮
L+h
(px + qy)|ε=0 dt = 5
6
B∗0h−
1
6 + b∗1 + O
(
h
1
6
)
, h > 0. (3.11)
In particular, taking p = 0, q = y, we have by (3.4), (2.41) and (3.11)
∮
L−h
dt = T−(h) = 5
√
2
3
B00|h3|− 13 |h|− 16 + t0 + O
(|h| 16 ),
∮
L+h
dt = T+(h) = 5
√
2
3
|B∗00||h3|−
1
3 h−
1
6 + t∗0 + O
(
h
1
6
)
, (3.12)
where T±(h) denotes the period of L±h , and t0 and t
∗
0 are constants. Thus, by (3.4), (2.41) and (3.12),
we have
−5
6
B0|h|− 16 = 5
√
2
3
B00|h3|− 13 |h|− 16 (a10 + b01)
= T−(h)(a10 + b01) − t0(a10 + b01) + (a10 + b01)O
(|h| 16 )
=
∮
L−h
(a10 + b01)dt − t0(a10 + b01) + (a10 + b01)O
(|h| 16 ).
Similarly,
5
6
B∗0|h|−
1
6 =
∮
L+h
(a10 + b01)dt − t∗0(a10 + b01) + (a10 + b01)O
(
h
1
6
)
.
Substituting the above into (3.11) we obtain
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L−h
(px + qy − a10 − b01)|ε=0 dt = b1 − t0(a10 + b01) + (a10 + b01)O
(|h| 16 ),
∮
L+h
(px + qy − a10 − b01)|ε=0 dt = b∗1 − t∗0(a10 + b01) + (a10 + b01)O
(
h
1
6
)
.
Letting h → 0 we obtain
b1 =
∮
L0
(px + qy − a10 − b01)|ε=0 dt + t0(a10 + b01),
b∗1 =
∮
L0
(px + qy − a10 − b01)|ε=0 dt + t∗0(a10 + b01). (3.13)
In particular,
b1 = b∗1 =
∮
L0
(px + qy)|ε=0 dt if a10 + b01 = 0.
Now, introduce the following coeﬃcients
c0 = b0 =
∮
L0
qdx− p dy|ε=0 = c0(δ),
c1 = r˜00 = 2
√
2h
− 13
3 (a10 + b01) = c1(δ),
c2 =
∮
L0
(px + qy − a10 − b01)|ε=0 dt = c2(δ),
c3 = r˜10 = c3(δ),
c4 = 2r˜30 + 9r˜01 = c4(δ). (3.14)
As in the last section, we can give formulas for r˜10, r˜01 and r˜30 in (3.14) with the help of computers.
In fact, noting ψ(x) = [H∗0(x)]
1
3 for k = 3, we have
ψ(x) =
4∑
i=1
μi x
i + O (x5), ψ−1(u) = 4∑
i=1
μ¯iu
i + O (u5), 1
ψ ′(x)
=
3∑
i=0
n¯i x
i + O (x4),
where
μ1 = h
1
3
3 , μ2 =
1
3
h
− 23
3 h4, μ3 =
1
9
h
− 53
3
(
3h3h5 − h24
)
,
μ4 = 1
81
h
− 83
3
(
27h23h6 − 18h3h4h5 + 5h34
)
,
μ¯1 = μ−11 , μ¯2 = −μ−31 μ2, μ¯3 = −μ−51
(
μ1μ3 − 2μ22
)
,
μ¯4 = −μ−71
(
5μ32 − 5μ1μ2μ3 + μ21μ4
)
,
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(
3μ1μ3 − 4μ22
)
,
n¯3 = −4μ−41
(
2μ32 − 3μ1μ2μ3 + μ21μ4
)
.
By (2.6) we obtain
μ1 = 3
√
h30,
μ2 = − 1
6h2/330
(−2h40 + h221),
μ3 = 1
36h5/330
(−4h240 + 4h40h221 − h421 + 12h30h50 − 12h30h31h21 + 12h30h12h221),
μ4 = − 1
648h8/330
(−40h340 + 60h240h221 − 30h40h421 + 5h621 − 216h230h60 + 108h230h231
− 432h230h31h12h21 + 216h230h41h21 + 432h230h212h221 − 216h230h22h221
+ 216h230h03h321 + 144h30h40h50 − 144h30h40h31h21 + 144h30h40h12h221
− 72h30h221h50 + 72h30h321h31 − 72h30h421h12
)
. (3.15)
Further, by (2.20) and (2.22) we have
q˜ j(u) = q¯ j(x)
ψ
′
(x)
∣∣∣∣
x=ψ−1(u)
=
∑
i0
r˜i ju
i, j = 0,1,
with
r˜10 = n¯1μ¯1α00 + n¯0μ¯1α10 = μ−31 (α10μ1 − 2α00μ2),
r˜30 =
(
n¯1μ¯3 + 2n¯2μ¯1μ¯2 + n¯3μ¯31
)
α00 +
(
n¯0μ¯3 + 2n¯1μ¯1μ¯2 + n¯2μ¯31
)
α10
+ (2n¯0μ¯1μ¯2 + n¯1μ¯31)α20 + n¯0μ¯31α30
= −μ−71
[(
20μ32 − 20μ2μ3μ1 + 4μ4μ21
)
α00 +
(
4μ21μ3 − 10μ22μ1
)
α10
+ 4μ2μ21α20 − α30μ31
]
,
r˜01 = n¯0α01 = μ−11 α01. (3.16)
Using (3.3), (3.4), (3.14) and Lemma 2.3 we can discuss the number of limit cycles near L0 as
follows.
Theorem 3.2. Let (2.1), (2.14) and (2.7) hold with k = 3. If there exist δ0 ∈Rm, 2 l 4 such that
cl(δ0) = 0, c j(δ0) = 0, j = 0, . . . , l − 1,
rank
∂(c0, c1, c2, . . . , cl−1)
∂(δ1, . . . , δm)
(δ0) = l,
then (1.1) can have [ 3l+12 ] limit cycles near L0 for some (ε, δ) near (0, δ0).
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c4(δ0) > 0, c0(δ0) = c1(δ0) = c2(δ0) = c3(δ0) = 0.
By our assumption, we can choose c0, c1, c2, c3 as free parameters. Then by (3.4), (3.13), (3.14) and
(3.9), the formulas in (3.3) can be rewritten as
M−(h, δ) = c0 + B00c1u5 − (c2 + t1c1)u6 + B10c3u7 − B00
11
c˜4u
11 + O (u12)
≡ f1(u, c0, c1, c2, c3),
M+(h, δ) = c0 + B∗00c1u5 +
(
c2 + t∗1c1
)
u6 + B∗10c3u7 +
B∗00
11
c˜4u
11 + O (u12)
≡ f2(u, c0, c1, c2, c3),
where u = |h| 16 , c˜4 = c4(δ0) + O (|c0, c1, c2, c3|) > 0, t1 and t∗1 are constants. Then using Lemma 2.3 it
is easy to see that if
0 < c0  c1  c2  c3  1, or 0 < c0  −c1  −c2  −c3  1
then each of f1 and f2 has 3 zeros in u > 0; if 0 < −c0  c1  c2  c3  1, f1 has 4 zeros, while
f2 has 2 zeros in u > 0; if 0 < −c0  −c1  −c2  −c3  1, f1 has 2 zeros, while f2 has 4 zeros in
u > 0. In each of these cases, the system (1.1) has 6 limit cycles for |ε|  |c0|. The ends the proof. 
It is easy to see that Theorem 1.3 follows from Theorem 3.2 and its proof.
Remark 3.1. From the proof of Theorem 3.2, for the case of l = 4 there are 3 different distributions of
6 limit cycles: (3,3), (4,2) and (2,4), where (i, j) denotes that i limit cycles are outside the loop L0,
while j limit cycles inside L0.
Remark 3.2. Under the condition of Theorem 3.2 we may get one or two more limit cycles by consid-
ering the sign of M− and M+ for h away from zero.
As an application of Theorem 3.2 we have
Theorem 3.3. Consider
x˙ = y, y˙ = x2(1− x) − ε(a0 + a1x+ a2x2 + a3x3 + a4x4 + a5x5)y. (3.17)
Then
(1) If a5 = 0, the system (3.17) can have 6 limit cycles near the loop L0 for some (ε,a0,a1,a2,a3,a4).
(2) If a5 = 0,a4 = 0, the system (3.17) can have 5 limit cycles near the loop L0 for some (ε,a0,a1,a2,a3).
(3) If a5 = a4 = 0,a2 +a3 = 0, the system (3.17) can have 4 limit cycles near the loop L0 for some (ε,a0,a1).
Proof. For (3.17), we have
H(x, y) = 1 y2 − 1 x3 + 1 x4
2 3 4
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M±(h) = −
∮
L±h
f (x)y dx,
where
f (x) = a0 + a1x+ a2x2 + a3x3 + a4x4 + a5x5.
Then, by (3.14), (3.15) and (3.16) we can obtain
c0 = −a0 I0 − a1 I1 − a2 I2 − a3 I3 − a4 I4 − a5 I5,
c1 = 2 32 3 13 a0,
c2 = −a1 J1 − a2 J2 − a3 J3 − a4 J4 − a5 J5,
c3 = −3 23 2 12 (a0 + 2a1),
c4 = −3 13 2 12
(
35
4
a0 + 21
2
a1 + 12a2 + 12a3
)
,
where
Ii =
∮
L0
xi y dx = 2
4
3∫
0
xi+
3
2
√
2
3
− 1
2
xdx, i = 0,1,2,3,4,5,
J i =
∮
L0
xi
y
dx = 2
4
3∫
0
xi− 32√
2
3 − 12 x
dx, i = 1,2,3,4,5,
since L0 is given by y = ±x 32
√
2
3 − 12 x, 0 x 43 . It is easy to see that
I0 = 4
√
2
27
π, I1 = 10
√
2
81
π, I2 = 28
√
2
243
π, I3 = 28
√
2
243
π,
I4 = 88
√
2
729
π, I5 = 286
√
2
2187
π,
J1 = 2
√
2π, J2 = 4
√
2
3
π, J3 = 4
√
2
3
π, J4 = 40
√
2
27
π, J5 = 140
√
2
81
π.
Hence we have
c0 = −
√
2π
(
4
27
a0 + 10
81
a1 + 28
243
a2 + 28
243
a3 + 88
729
a4 + 286
2187
a5
)
,
c1 = 2 32 3 13 a0,
c2 = −
√
2π
(
2a1 + 4
3
a2 + 4
3
a3 + 40
27
a4 + 140
81
a5
)
,
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c4 = −3 13 2 12
(
35
4
a0 + 21
2
a1 + 12a2 + 12a3
)
. (3.18)
Let us suppose a5 = 0 ﬁrst. Then by (3.18) the equations c0 = c1 = c2 = c3 = 0 lead to
a0 = a1 = 0, a2 = −a3 + 55
36
a5, a4 = −61
24
a5
and hence c4 = −3− 23 2 12 · 55a5. Also,
∂(c0, c1, c2, c3)
∂(a0,a1,a2,a3,a4)
=
⎛
⎜⎜⎜⎝
− 4
√
2
27 π − 10
√
2
81 π − 28
√
2
243 π − 28
√
2
243 π − 88
√
2
729 π
2
3
2 3
1
3 0 0 0 0
0 −2√2π − 4
√
2
3 π − 4
√
2
3 π − 40
√
2
27 π
−3 23 2 12 −3 23 2 32 0 0 0
⎞
⎟⎟⎟⎠
which has rank 4. Thus, by Theorem 3.2 we know that there exist 6 limit cycles for some
(ε,a0,a1,a2,a3,a4,a5) near (0,0,0,−a3 + 5536a5,a3,− 6124a5,a5).
Then we consider the case a5 = 0, a4 = 0. By (3.18) we know that c0 = c1 = c2 = 0 yields
a0 = 0, a1 = − 4
27
a4, a2 = −a3 − 8
9
a4
and c3 = 3 23 · 2 12 · 827a4. Also, in this case,
det
∂(c0, c1, c2)
∂(a0,a1,a2)
= det
⎛
⎜⎝−
4
√
2
27 π − 10
√
2
81 π − 28
√
2
243 π
2
3
2 3
1
3 0 0
0 −2√2π − 4
√
2
3 π
⎞
⎟⎠= 64
√
2
243
3
1
3 π2 = 0.
Thus, by Theorem 3.2 the system (3.16) can have 5 limit cycles near L0.
Finally, consider the case a5 = a4 = 0 and a2 + a3 = 0. By (3.18), c0 = c1 = 0 imply a0 = 0, a1 =
− 1415 (a2 + a3) and c2 = 8
√
2
15 π(a2 + a3). Thus, by (3.3), (3.13) and (3.14) we have
M+(h) = c2h + O
(|h| 76 ), 0 < h  1,
which gives
(a2 + a3)M+(h) > 0 for 0 < h  1. (3.19)
We claim that there exists a positive zero of M+(h) with odd multiplicity. It suﬃces to prove
(a2 + a3)M+(h) < 0 for h  1. Let G(x) = − 13 x3 + 14 x4. Noting 12 y2 + G(x) = h, we have y dy + g(x)dx= 0 where g(x) = G ′(x). Hence, we can obtain
∮
H=h
(−x2 + x3)y dx = ∮
H=h
g(x)y dx = −
∮
H=h
y2 dy = 0.
Therefore,
M+(h) =
∮ [
14
15
(a2 + a3)x− (a2 + a3)x2
]
y dx = (a2 + a3)M∗+(h), (3.20)H=h
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M∗+(h) =
∮
H=h
(
14
15
x− x2
)
y dx.
Let F (x) = ∫ x0 ( 1415 x− x2)dx and x1(h), x2(h), α(x) satisfy
G
(
xi(h)
)= h, x2(h) < 0 < 4
3
< x1(h), G
(
α(x)
)≡ G(x), α(x) < 0 < x.
Then
M∗+(h) =
∮
H=h
(
14
15
x− x2
)
y dx = −
∮
H=h
F (x)dy
=
∮
H=h
F (x)g(x)
y
dx = 2
x1(h)∫
x2(h)
F (x)dG(x)√
2(h − G(x))
= 2
x1(h)∫
0
F (x) − F (α(x))√
2(h − G(x)) dG(x), (3.21)
since
0∫
x2(h)
F (x)dG(x)√
2(h − G(x)) =
0∫
x1(h)
F (α(u))dG(u)√
2(h − G(u))
by letting G(x) = G(u) or x = α(u) with x 0 u (see formula (43) in [4]). On the other hand,
G
(
α(x)
)− G(x) = (α − x)[1
4
(
x3 + αx2 + α2x+ α3)− 1
3
(
x2 + αx+ α2)].
Thus, noting α(x) − x = 0, it follows that
1
4
(
α2 + x2)β − 1
3
(
x2 + αβ)= 0,
and
1
4
(
α2 + x2)β − 1
3
(
xβ + α2)= 0,
where β = α(x) + x. Adding the above two equalities gives
1
2
(
α2 + x2)β − 1
3
(
x2 + α2 + β2)= 0,
which yields
β = 2
3
(
1+ β
2
x2 + α2
)
.
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0 <
β2
x2 + α2 =
(α(x) + x)2
x2 + α2 = 1+
2αx
x2 + α2 < 1,
we can obtain 23 < β <
4
3 . Thus limx→+∞
β2
x2+α2 = 0 and limx→+∞ β = 23 .
Further, we have
F (x) − F (α(x))= (x− α)[ 7
15
(x+ α) − 1
3
(
x2 + xα + α2)]
= (2x− β)
[
7
15
β − 1
3
(
x2 + αβ)].
Then
lim
x→+∞
F (x) − F (α(x))
x3
= −2
3
.
It follows that there exists x0 > 0 such that F (x) − F (α(x)) < −1 for x > x0. By (3.21) we have
M∗+(h) = 2
(
t1(h) + t2(h)
)
,
where
t1(h) =
x0∫
0
F (x) − F (α(x))√
2(h − G(x)) dG(x) → 0
as h → +∞, and
t2(h) =
x1(h)∫
x0
F (x) − F (α(x))√
2(h − G(x)) dG(x)
<
x1(h)∫
x0
−1√
2(h − G(x)) dG(x) =
h∫
G(x0)
−1√
2(h − z) dz
= −
√
2
(
h − G(x0)
)→ −∞ (as h → +∞).
Thus, by (3.20) we know (a2 + a3)M+(h) → −∞ as h → +∞. Then by (3.19) the function M+(h) has
a positive zero of odd multiplicity, which yields a limit cycle of system (3.17).
By Theorem 3.2 and Remark 3.2 we know that there exist 4 limit cycles for some (ε,a0,a1) near
(0,0,− 1415 (a2 + a3)), of which 3 limit cycles are near the loop L0.
This ends the proof. 
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In this appendix we give the calculating programs and running results by using Maple-10 for the
coeﬃcients e j , j = 2,3,4, in ϕ(x) given in (2.2), and h j , j = 3,4,5,6, in H∗0(x) given in (2.6), and
formulas in (2.19), (2.21), (3.15) and (3.16). We complete these works by ten subprograms below.
(1) Program and running result for e j in (2.2).
> restart;with(LinearAlgebra):
> n:=4:
> H:=y:
> for i from 3 to n+1 do
> for j from 1 to i do
> H:=H+j*h[i-j,j]*x^(i-j)*y^(j-1):
> od:
> od:
> phi:=0:
> for i from 1 to n-1 do
> phi:=phi+e[i+1]*x^(i+1):
> od:
> temp:=subs(y=phi,H):
> for i from 2 to n do
> temp1:=subs(x=0,diff(temp,x$i)/i!):
> e[i]:=solve(temp1,e[i]):
> print(i,e[i]):
> od:save e, "teste4.m":
e2 = −h21, e3 = 2h12h21 − h31,
e4 = −4h212h21 − 3h03h221 + 2h21h22 + 2h12h31 − h41.
(2) Program and running result for h j in (2.6).
> restart; with(LinearAlgebra):
> n:=6:H:=(1/2)*y^2:
> for i from 3 to n do
> for j from 0 to i do
> H:=H+h[i-j,j]*x^(i-j)*y^j:
> od:
> od:
> phi:=0:
> for i from 1 to n-3 do
> phi:=phi+e[i+1]*x^(i+1):
> od:
> temp:=subs(y=phi,H):
> for i from 3 to n do
> h[i]:=expand(subs(x=0,diff(temp,x$i)/i!)):
> print(i,h[i]):
> od:save h, "testh6.m":
> read "teste4.m";
> for i from 3 to n do
> h[i]:=simplify(h[i]):
> print(i,h[i]):
> od:
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h4 = 1
2
e22 + e2h21 + h40 = −
1
2
h221 + h40,
h5 = e2e3 + e22h12 + e3h21 + e2h31 + h50 = h12h221 − h21h31 + h50,
h6 = 1
2
e23 + e2e4 + e32h03 + 2e2e3h12 + e4h21 + e22h22 + e3h31 + e2h41 + h60
= −2h212h221 − h03h321 + h221h22 + 2h12h21h31 −
1
2
h231 − h21h41 + h60.
(3) Program and running result for b¯i j in (2.16).
> restart;with(LinearAlgebra):n:=3:
> p:=0:
> q:=0:
> for i from 0 to n+1 do
> for j from 0 to i do
> p:=p+a[i-j,j]*x^(i-j)*y^j:
> q:=q+b[i-j,j]*x^(i-j)*y^j:
> od:
> od:
> phi:=0:
> for i from 2 to n do
> phi:=phi+e[i]*x^i:
> od:
> temp[0]:=sort(expand(subs(y=phi,diff(p,x)+diff(q,y))),x):
> for j from 1 to n do
> temp[j]:=expand(subs(y=phi,diff(diff(p,x)+diff(q,y),y$j)/(j+1)!)):
> od:
> for j from 0 to n do
> for i from 0 to n-j do
> tem[i,j]:=coeff(temp[j],x,i):
> read "teste4.m":
> barb[i,j]:=simplify(tem[i,j]):
> print([i,j],barb[i,j]):
> od:
> od:
b¯00 = a10 + b01, b¯10 = 2a20 + b11, b¯20 = 3a30 + b21 − a11h21 − 2b02h21,
b¯30 = 4a40 + b31 − 2a21h21 − 2b12h21 + 2a11h12h21 + 4b02h12h21 − a11h31 − 2b02h31,
b¯01 = 1
2
a11 + b02, b¯02 = 1
3
a12 + b03.
(4) Program and running result for a j in (2.17).
> restart; with(LinearAlgebra): n:=3:
> Eta:=0:
> V:=0:
> for i from 1 to n do
> Eta:=Eta+Hstar[i]*v^(i+1):
> V:=V+a[i]*w^i:
> od:
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> a[1]:=1/(sqrt(Hstar[1])):
> for i from 3 to n+1 do
> temp2:=coeff(temp1,w,i):
> a[i-1]:=solve(temp2,a[i-1]):
> print(i-1,a[i-1]):
> od: save a, "a.m":
a1(x) = 1√
H∗1(x)
, a2(x) = − H
∗
2(x)
2(H∗1(x))2
, a3(x) = − 1
8(H∗1)
7
2
[
4H∗1H∗3 − 5
(
H∗2
)2]
.
(5) Program and running result for H∗j in (2.6).
> restart;with(LinearAlgebra):n:=3:
> H:=(1/2)*y^2:
> for i from 3 to n+2 do
> for j from 0 to i do
> H:=H+h[i-j,j]*x^(i-j)*y^j:
> od:
> od:
> phi:=0:
> for i from 2 to n do
> phi:=phi+e[i]*x^i:
> od:
> for j from 1 to n do
> temp[j]:=sort(expand(subs(y=phi,diff(H,y$(j+1))/(j+1)!)),x):
> od:
> Honestar:=0:
> Htwostar:=0:
> Hthrstar:=0:
> for i from 0 to n do
> Honestar:=Honestar+coeff(temp[1],x,i)*x^i:
> Htwostar:=Htwostar+coeff(temp[2],x,i-1)*x^(i-1):
> Hthrstar:=Hthrstar+coeff(temp[3],x,i-2)*x^(i-2):
> od:
> print(i,Honestar):
> print(i,Htwostar):
> print(i,Hthrstar):
> save Honestar,Htwostar,Hthrstar,"Hstar.m":
H∗1 =
1
2
+ h12x+ (3e2h03 + h22)x2 + (3e3h03 + 3e2h13 + h32)x3 + O (x)4,
H∗2 = h03 + h13x+ O (x)2, H∗3 = h04 + h14x+ O (x)2.
(6) Program and running result for a¯i j in (2.19).
> restart;with(LinearAlgebra):n:=3:
> read "Hstar.m":
> S:=0:
> for i from 1 to n do
> S:=S+2*coeff(Honestar,x,i)*x^i:
> od:
> temp1:=convert(taylor(1/(sqrt(1+s)),s=0,n+1),polynom):
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> read "teste4.m":
> for i from 0 to n do
> bara[i,1]:=simplify(coeff(temp,x,i)):
> print(i,bara[i,1]):
> od:
> bara[0,2]:=coeff(-2*Htwostar,x,0);
> bara[0,3]:=coeff(-sqrt(2)*(4*Honestar*Hthrstar-5*Htwostar^2),x,0);
> save bara, "bara.m":
a¯01 =
√
2, a¯11 = −
√
2h12, a¯21 =
√
2
2
(
3h212 + 6h03h21 − 2h22
)
,
a¯31 = −
√
2
2
(
2h32 − 6h12h22 + 5h312 − 6h03h31 + 30h12h03h21 − 6h13h21
)
.
(7) Program and running result for q¯ j in (2.20).
> restart; with(LinearAlgebra): n:=1:
> v1:=0:
> v2:=0:
> for i from 1 to 2*n+1 do
> v1:=v1+a[i]*w^i:
> v2:=v2+a[i]*(-w)^i:
> od:
> Q:=0:
> for i from 1 to 2*n+1 do
> Q:=Q+q[i]*((v1)^i-(v2)^i):
> od:
> temp1:=sort(expand(Q),w):
> for i from 0 to n do
> qbar[i]:=coeff(temp1,w,2*i+1):
> print(i,qbar[i]):
> od:save qbar, "qbar.m";
q¯0(x) = 2q1a1, q¯1(x) = 2
[
q1a3 + 2q2a1a2 + q3a31
]
.
(8) Program and running result for αi j in (2.21).
> restart; with(LinearAlgebra): n:=3:
> for i from 1 to n do
> q[i]:=0:
> a[i]:=0:
> od:
> for j from 1 to n do
> for i from 0 to n do
> q[j]:=q[j]+barb[i,j-1]*x^i:
> a[j]:=a[j]+bara[i,j]*x^i:
> od:
> od:
> read "qbar.m";
> for i from 0 to n do
> alpha[i,0]:=simplify(coeff(qbar[0],x,i)):
> print(i,alpha[i,0]):
> od:
M. Han et al. / J. Differential Equations 246 (2009) 129–163 161> alpha[0,1]:=simplify(coeff(qbar[1],x,0)):
> print(alpha[0,1]):
> read "bara.m":
> read "barb.m":
> for i from 0 to n do
> alpha[i,0]:=simplify(alpha[i,0]):
> print(i,alpha[i,0]):
> od:
> alpha[0,1]:=simplify(alpha[0,1]);
α00 = 2a¯01b¯00 = 2
√
2 (a10 + b01),
α10 = 2(a¯11b¯00 + a¯01b¯10) = 2
√
2
(−h12(a10 + b01) + 2a20 + b11),
α20 = 2(a¯21b¯00 + a¯11b¯10 + a¯01b¯20)
= 2√2
[
(a10 + b01)
(
3h03h21 − h22 + 3
2
h212
)
− 2h12a20 − h12b11
+ 3a30 + b21 − a11h21 − 2b02h21
]
,
α30 = 2(a¯31b¯00 + a¯21b¯10 + a¯11b¯20 + a¯01b¯30)
= 2√2
[
(a10 + b01)
(
3h13h21 + 3h03h31 + 3h12h22 − 15h12h03h21 − 5
2
h312 − h32
)
+ (3a11 + 6b02)h12h21 − 2 (b12 + a21)h21 − (a11 + 2b02)h31 + 4a40 + b31
+ (3b11 + 6a20)h03h21 − (2a20 + b11)h22 +
(
3a20 + 3
2
b11
)
h212 − (3a30 + b21)h12
]
,
α01 = 2
(
a¯03b¯00 + 2a¯01a¯02b¯01 + a¯301b¯02
)
= 2√2
[
2
3
a12 + 2b03 − 2h03a11 − 4h03b02 + (a10 + b01)
(
5h203 − 2h04
)]
.
(9) Programs and running results for (3.15).
> restart; with(LinearAlgebra): n:=4:
> S:=taylor((1+s)^(1/3),s=0,n+1):
> S1:=1:
> s1:=0:
> for i from 1 to n do
> S1:=S1+subs(s=0,(diff(S,s$i)/i!))*s^i:
> s1:=s1+(h[i+3]/h[3])*x^i:
> od:
> temp1:=sort(expand(h[3]^(1/3)*x*subs(s=s1,S1)),x):
> for i from 1 to n do
> mu[i]:=simplify(coeff(temp1,x,i)):
> print([i],mu[i]):
> od:save mu,"mu.m":
μ1 = h
1
3
3 , μ2 =
1
3
h
− 23
3 h4, μ3 =
1
9
h
− 53
3
(
3h3h5 − h24
)
,
μ4 = 1 h−
8
3
3
(
27h23h6 − 18h3h4h5 + 5h34
)
.81
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> x:=0:
> for i from 1 to n do
> x:=x+barmu[i]*u^i:
> od:
> psi:=0:
> for i from 1 to n do
> psi:=psi+mu[i]*x^i:
> od:
> temp1:=sort(expand(psi-u),u):
> for i from 1 to n do
> temp2:=subs(u=0,diff(temp1,u$i)/i!):
> barmu[i]:=solve(temp2,barmu[i]):
> print(i,barmu[i]):
> od:save barmu, "barmu.m":
μ¯1 = μ−11 , μ¯2 = −μ−31 μ2, μ¯3 = −μ−51
(
μ1μ3 − 2μ22
)
,
μ¯4 = −μ−71
(
5μ32 − 5μ1μ2μ3 + μ21μ4
)
.
> restart; with(LinearAlgebra): n:=4:
> S:=taylor(1/(1+s),s=0,n):
> S1:=convert(S,polynom):
> s1:=0:
> for i from 1 to n do
> s1:=s1+mu[i]*x^i:
> od:
> s2:=expand(diff(s1,x)/mu[1])-1:
> temp1:=sort(expand((1/mu[1])*subs(s=s2,S1)),x):
> for i from 0 to n-1 do
> barn[i]:=simplify(coeff(temp1,x,i)):
> print(i,barn[i]):
> od:save barn,"barn.m":
n¯0 = μ−11 , n¯1 = −2μ−21 μ2, n¯2 = −μ−31
(
3μ1μ3 − 4μ22
)
,
n¯3 = −4μ−41
(
2μ32 − 3μ1μ2μ3 + μ21μ4
)
.
(10) Program and running result for r˜i0 in (3.16).
> restart; with(LinearAlgebra): n:=3:
> q0bar:=0:
> temp1:=0:
> for i from 0 to n do
> q0bar:=q0bar+alpha[i,0]*x^i:
> temp1:=temp1+barn[i]*x^i:
> od:
> temp2:=sort(expand(q0bar*temp1),x):
> W:=0:
> for i from 0 to n do
> W:=W+coeff(temp2,x,i)*x^i:
> od:
> X:=0:
> for i from 1 to n do
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> od:
> temp:=sort(expand(subs(x=X,W)),u):
> W1:=0:
> for i from 1 to n do
> W1:=W1+coeff(temp,u,i)*u^i:
> od:
> for i from 1 to n do
> tilder[i,0]:=coeff(W1,u,i):
> print(i,tilder[i,0]):
> od:
> read "barmu.m";
> read "barn.m";
> for i from 1 to n do
> tilder[i,0]:=simplify(tilder[i,0]):
> print(i,tilder[i,0]):
> od:
r˜10 = n¯1μ¯1α00 + n¯0μ¯1α10 = μ−31 (α10μ1 − 2α00μ2),
r˜30 =
(
n¯1μ¯3 + 2n¯2μ¯1μ¯2 + n¯3μ¯31
)
α00 +
(
n¯0μ¯3 + 2n¯1μ¯1μ¯2 + n¯2μ¯31
)
α10
+ (2n¯0μ¯1μ¯2 + n¯1μ¯31)α20 + n¯0μ¯31α30
= −μ−71
[(
20μ32 − 20μ2μ3μ1 + 4μ4μ21
)
α00 +
(
4μ21μ3 − 10μ22μ1
)
α10
+ 4μ2μ21α20 − α30μ31
]
.
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