





















































































































































































































































































































































































































































































































































































































































































































































































































































































































1	 26	 M	 7	 7	 5	 16	 8	 30	
2	 25	 F	 7	 7	 14	 9	 4	 36	
3	 31	 F	 7.5	 7	 16	 19	 7	 36	
4	 23	 M	 7.5	 7	 14	 10	 3	 26	
5	 20	 F	 6	 5	 18	 22	 8	 54	
6	 27	 M	 8	 8.5	 27	 8	 2	 35	
7	 23	 M	 8	 9	 18	 4	 3	 29	
8	 25	 M	 6	 7	 10	 13	 3	 67	
9	 18	 F	 9	 7	 12	 13	 1	 15	
10	 21	 F	 6.5	 6.5	 15	 17	 2	 73	
11	 20	 M	 6	 6	 13	 9	 3	 72	
12	 20	 F	 6	 7	 25	 17	 7	 47	
13	 21	 F	 8	 7.5	 21	 15	 11	 40	
14	 20	 F	 8	 9	 20	 25	 1	 49	
15	 22	 M	 9	 9	 10	 7	 2	 36	
16	 21	 F	 7	 7	 27	 13	 10	 57	
17	 18	 F	 7	 7	 15	 18	 4	 51	
18	 21	 F	 7	 6	 23	 18	 6	 18	





























































































































































































































































































































































































































































Subject	 CRT	visual	 SRT	visual	 CRT	tactile	 SRT	tactile	
1	 -28.6	 73.1	 -29.1	 8.8	
2	 26.3	 0.3	 4.9	 16.2	
3	 -27.7	 -6.0	 -23.0	 -8.5	
4	 0.7	 -30.1	 -6.1	 -47.4	
5	 -37.2	 -3.0	 -20.6	 -20.1	
6	 15.4	 31.8	 20.0	 13.5	
7	 -21.8	 10.0	 -35.7	 4.7	
8	 -17.6	 7.9	 -2.2	 -26.9	
9	 -37.9	 -37.5	 -55.7	 -59.5	
10	 -8.4	 -17.6	 -5.9	 -50.1	
11	 20.0	 23.2	 45.4	 7.9	
12	 -15.8	 0.7	 -18.0	 -29.0	
13	 -19.3	 -34.7	 -3.6	 -6.7	
14	 -8.1	 -12.3	 -48.6	 -6.9	
15	 33.4	 20.6	 20.9	 33.5	
16	 25.8	 9.8	 -20.7	 -13.8	
17	 -1.1	 4.2	 38.4	 -24.7	
18	 6.6	 10.2	 -73.5	 10.7	
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Subject	 APOE	 COMT	 Conduction	velocity	(m/s)	
1	 3/3	 AG	 59.3	±	5.3	
2	 2/3	 GG	 48.6	±	5.4	
3	 4/4	 AG	 52.8	±	4.4	
4	 3/3	 AG	 51.6	±	5.0	
5	 2/4	 GG	 52.5	±	3.7	
6	 3/3	 AG	 50.3	±	4.4	
7	 2/4	 AG	 42.2	±	3.0	
8	 3/4	 AG	 47.6	±	6.4	
9	 3/3	 AA	 28.7	±	3.5	
10	 3/3	 AG	 47.1	±	3.1	
11	 3/4	 GG	 48.7	±	3.9	
12	 -	 GG	 38.7	±	3.0	
13	 3/3	 GG	 43.8	±	4.5	
14	 3/3	 AA	 32.5	±	1.4	
15	 3/4	 AA	 47.3	±	4.5	
16	 3/3	 AG	 50.7	±	2.3	
17	 3/3	 GG	 38.1	±	2.4	
18	 3/3	 AG	 39.1	±3.1	
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Chapter	4:	Discussion	
4.1	Summary	of	findings	
	 Overall,	this	thesis	looked	to	further	understand	between	subject	differences	as	a	
product	of	two	variables:	stable,	person-specific	characteristics	(trait)	and	transient,	time-
varying	factors	(state).	The	main	findings	suggest:	
1) Reaction	time	results,	expressed	as	the	mean	supports	hypothesis	1	in	that	the	
intraclass	correlation	(ICC)	is	consistent	with	the	findings	of	previous	literature	for	
tactile	and	visual	tasks	as	well	as	simple	and	choice	tasks.	
2) Hypothesis	2	is	not	supported.	While	mean	reaction	time	is	generalizable	when	
comparing	performance	between	task	challenges	within	a	modality	(i.e.	simple	vs.	
choice	reaction	time),	it	does	not	carry	over	across	modalities	(i.e.	visual	vs.	tactile).	
3) Hypothesis	3	is	not	supported	as	there	is	no	present	evidence	for	association	
between	reaction	time	performance	and	the	proposed	genetic	biomarkers	to	
influence	conduction	velocity	or	synapse	time.	
4) In	addition,	the	study	reinforced	the	view	that	other	expressions	for	speed	of	
processing	besides	central	tendency	should	be	considered.	
4.2	Within-subject,	between	day	stability	of	reaction	time	performance		
The	unique	finding	in	the	present	study	demonstrate	that	ICCs	of	reaction	time	over	1	
week	were	within	the	range	of	previous	results	in	the	literature	across	tasks	of	varying	difficulty	
(simple	and	choice)	and	also	across	different	modalities	(visual	and	tactile).	Testing	average	
reaction	times	on	different	days	over	a	1-week	time	period	and	at	different	times	in	the	day	
revealed	stable	reaction	time	performance	within-subjects	compared	against	between	subject	
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differences.	On	average	individuals	maintained	similar	performance	regardless	for	specific	task	
conditions	despite	being	tested	over	multiple	sessions.	This	finding	resulted	in	similar	
consistency	to	previous	experiments	focussed	on		simple	visual	reaction	time	tasks	to	explore	
reliability	across	days	and	months	(Eckner	et	al.,	2011;	Resch	et	al.,	2013;	Saville	et	al.,	2011).		
The	findings	of	the	current	study	are	novel	in	that	it	extends	the	observation	to	other	
modalities	(i.e.	haptic)	and	task	challenges	(choice	reaction	times)	where	the	literature	has	
been	primarily	focused	on	simple	visual	tasks.	
However,	while	the	results	are	encouraging	and	appear	to	reflect	the	stable	nature	of	
reaction	time,	the	interpretation	of	these	results	should	also	consider	the	limitations	of	the	ICC	
calculation,	specifically	the	variables	used	to	estimate	the	ICC’s	magnitude.	In	essence,	as	
described	by	Weir	(2005)	the	ICC	is	an	index	of	relative	consistency,	that	is	a	ratio	of	the	
between	subject	variability	relative	to	the	total	variability	and	the	magnitude	can	be	misleading	
based	on	heterogeneity	of	the	subjects.	Therefore,	a	high	ICC	may	be	a	result	of	larger	between	
subject	variability	in	reaction	time	compared	to	the	variability	within	a	subject.	This	means	that	
while	this	study	observed	ICCs	that	appear	to	suggest	high	reliability	due	to	trait	characteristics,	
there	is	nevertheless	important	contributions	from	state	factors	causing	reaction	time	to	
fluctuate	that	may	go	unnoticed.	For	instance,	breaking	down	the	day	to	day	differences	from	
each	individual	across	all	tasks	provides	insight	into	the	role	of	state	factors.	Table	3.2	shows	
that	the	magnitude	and	direction	of	changes	in	average	reaction	time	performance	between	
days	are	not	always	constant	across	all	tasks.	While	an	individual	may	be	faster	at	a	specific	task	
one	day,	the	opposite	pattern	may	be	seen	in	another	task.	Further	breakdown	of	individual	
reaction	time	trials	(Figure	3.3)	also	indicate	potential	fluctuations	in	the	fastest	and	slowest	
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reactions	can	occur	from	day	to	day.		In	fact,	the	literature	clearly	reveals	the	important	state	
dependent	influences	on	speed	of	processing	including	arousal,	stress,	and	attention	(Lakhani	
et	al.,	2013;	Langner	et	al.,	2010;	Panayiotou	&	Vrana,	2004;	Weissman	et	al.,	2006).		
This	is	not	to	suggest	that	reaction	time	is	determined	exclusively	by	state	factors	or	
that	the	ICC	of	reaction	time	is	not	a	reliable	measurement	but	rather	the	intent	is	to	
acknowledge	the	profound	influence	that	state	factors	have	on	reaction	time.	What	the	ICC	
does	well	is	reveal	that	reaction	times	within	a	participant	are	more	closely	related	than	times	
between	individuals	despite	day	to	day	differences.	In	fact,	additional	ICC	analysis	conducted	on	
the	stability	of	different	measures	of	reaction	time,	including	the	median,	fastest	10	trials,	and	
the	slowest	10	trials	found	that	ICCs	were	similar	to	values	found	using	the	mean	of	all	trials.	
So,	while	mean	reaction	time	can	be	biased	and	is	typically	observed	as	a	non-normal	
distribution	(Whelan,	2008),	the	between	subject	variability	is	present	not	just	through	the	
mean	which	includes	all	trials	and	can	be	biased,	but	also	through	different	expressions	of	the	
data.	
4.3	Generalizability	
It	was	originally	hypothesized	that	relative	performance	would	be	similar	across	tasks	
because	of	a	common	speed	of	processing	trait	shared	by	all	sensory	modality	networks	within	
an	individual.	This	study	implemented	multiple	tasks	that	varied	in	difficulty	(simple	and	2-
choice	tasks)	as	well	as	in	modality	(visual	and	tactile)	to	observe	an	individual’s	relative	
performance.	Therefore,	even	though	there	would	be	absolute	differences	between	tasks	of	
varying	difficulty	or	modality,	it	was	expected	that	individuals	who	were	slow	or	fast	in	one	task	
would	demonstrate	a	similar	level	of	performance	in	a	different	task	and	serve	as	a	reflection	of	
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trait	specific	differences	in	speed	of	processing.	Within	modalities,	simple	and	choice	reaction	
times	were	relatively	consistent	across	subjects	(moderate	to	high	correlations)	suggesting	the	
hypothesis	was	supported	when	comparing	across	task	difficulty.	This	finding	is	in	agreement	
with	Agrawal’s	(1992)	and	Seli	et.	al	(2012)	assessment	of	generalizability	between	reaction	
time	task	difficulty.		It	is	noteworthy	that	these	studies	compared	modalities	as	well	(visual	
versus	auditory)	and	revealed	a	significant	association.		In	contrast,	we		observed	a	lack	of	
association	between	visual	and	tactile	modalities.	It	should	also	be	noted	that	the	previous	
studies	revealed	the	weaker	associations	when	comparing	modalities	as	opposed	to	task	
difficulty.	
There	are	several	possible	explanations	that	may	account	for	the	differences	in	reaction	
times	between	visual	and	tactile	modalities	seen	in	the	present	study		as	compared	to	the	
similarities	seen	in	previous	literature.	First,	the	differences	between	tactile	and	visual	tasks	
may	be	attributable	to	differences	in	relative	stimulus	intensity.	This	experiment	attempted	to	
standardize	stimulus	intensity	by	using	a	voltage	that	was	1.5X	a	subjective,	perceived	threshold	
for	tactile	tasks	and	a	standardized	visual	stimuli	situated	in	identical	locations.	It	was	assumed	
that	the	stimulation	of	sensory	neurons	would	be	the	same	for	each	trial	across	participants.	
However,	there	was	no	way	of	measuring	and	ensuring	the	precise	magnitude	of	the	sensory	
volley	or	number	of	sensory	fibers	activated	of	each	trial,	especially	in	the	tactile	condition.		As	
a	result,	it	is	possible	that	the	absolute	intensity	of	stimulus	was	different	for	subjects	due	to	
differences	in	perceptual	judgements	.		Variation	in	absolute	stimulus	intensity	has	the	
potential	to	impact	reaction	times	due	to	the	inverse	relationship	between	stimulus	intensity	
and	reaction	time	(Lakhani	et	al.,	2011;	Vaughan,	Costa,	&	Gilden,	1966).	To	control	for	this	in	
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the	future	it	may	be	beneficial	to	choose	a	stimulus	intensity	based	on	each	individual’s	
stimulus	response	curve.	As	the	intensity	increases,	reaction	time	decreases	eventually	reaching	
a	plateau	(Luce,	1986)	providing	a	range	of	possible	scores.	Using	this	stimulus-response	curve	
as	a	guide,	a	consistent	stimulus	intensity	comparable	to	all	participants	can	be	selected	based	
on	a	percentage	of	the	entire	range	rather	than	based	on	a	perceptual	judgment	threshold	(e.g.	
the	stimulus	intensity	delivered	to	each	participant	will	correspond	to	the	median	reaction	time	
in	the	stimulus-response	curve).	
A	second	possible	explanation	for	modality	specific	differences	may	link	back	to	stable	
trait	differences	linked	to	person	specific	differences	in	processing	specific	sensory	information.		
Sensory	processing	networks	may	have	the	capability	to	develop	independently	of	one	another,	
resulting	in	specialized	networks.	Indeed,	evidence	that	information	processing	is	not	
equivalent	across	sensory	modalities	can	come	from	ontogenetic	and	phylogenetic	examples.	
While	they	may	not	provide	direct	evidence	to	explain	why	the	speed	of	processing	across	
modalities	is	so	different,	it	does	highlight	the	concept	that	the	development	of	processing	
networks	is	unique.	The	independent	relationship	between	the	speed	of	processing	of	one	
sensory	modality	to	another	is	important	to	understand	because	it	changes	the	predictive	
outcomes	of	speed	of	processing	behaviour	For	instance,	the	Colavita	effect	demonstrates	that	
responses	to	the	simultaneous	presentation	of	visual	and	auditory	or	tactile	stimuli	are	biased	
towards	visual	information	in	adults	(Koppen,	Levitan,	&	Spence,	2009;	Posner,	Nissen,	&	Klein,	
1976;	Rock	&	Victor,	1964).		Furthermore,	use-dependent	plasticity	in	certain	modalities	might	
cause	structural	changes	in	the	development	of	specific	neurons	to	increase	firing	efficiency.	
Thus,	the	speed	of	processing	capabilities	of	neurons	that	are	used	would	be	disproportionately	
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faster	for	that	modality.	Tasks	probing	the	same	sensory	modality	would	see	a	correlation	in	
speed	for	simple	and	choice	reactions	because	they	share	a	common	network	with	the	same	
speed	of	processing	capabilities.	This	is	evident	in	certain	populations	such	as	video	game	
players	and	musicians	who	are	required	to	frequently	respond	to	visual	or	auditory	stimuli	and	
develop	a	‘specialized’	ability	for	processing	visual	stimuli	relative	to	other	modalities	resulting	
in	faster	reactions	(Dye,	Green,	&	Bavelier,	2009;	Landry	&	Champoux,	2017).	Finally,	
adaptation	to	sensory	impairment	also	illustrates	the	unique	development	of	sensory	
processing.	Individuals	with	congenital	deafness	compensate	for	their	lack	of	auditory	stimuli	
processing	by	using	areas	Heschl’s	gyrus	to	process	other	intact	senses	such	as	
somatosensation	or	vision	(Finney,	Fine,	&	Dobkins,	2001;	Karns,	Dow,	&	Neville,	2012).		The	
interpretation	of	performance	on	a	given	task	can	only	be	expected	to	extend	to	other	tasks	of	
the	same	modality	and	the	interpretation	of	performance	of	one	modality	may	tell	a	different	
story	than	performance	on	another	modality.		As	a	result,	despite	efforts	to	correlate	tactile	
and	visual	reaction	times,	direct	comparisons	between	different	modalities	may	be	difficult	to	
assess	because	of	the	independent	development	of	their	respective	processing	networks.	
Further	research	is	required	to	determine	how	specific	trait	variables	may	have	separate	
influences	on	modality-specific	processing.	
4.4	Genetic	variability		
The	within	subject	consistency	of	reactions	times	across	days	and	across	some	task	
conditions	(e.g.	simple	versus	choice)	led	indirectly	to	the	view	that	there	may	exist	important	
trait	specific	determinants	of	reaction	time.		This	was	further	explored	by	conducing	a	
preliminary	investigation	into	the	relationship	between	reaction	time	and	specific	genetic	
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variants	that	may	be	associated	with	neural	speed	of	processing.		The	results	did	not	support	
the	hypothesis	of	the	proposed	relationship	between	APOE	and	COMT	variants	and	reaction	
time	for	this	specific	study	and	sample	population.	In	addition,	the	related	hypothesis	of	the	
association	between	conduction	velocity	of	the	ulnar	nerve	and	APOE	variant	was	not	
supported	in	this	study.	
There	are	several	possible	explanations	for	the	absence	of	a	relationship.	First,	the	small	
sample	size	undoubtedly	limits	the	interpretation	of	the	results	but	may	serve	as	a	guide	for	
future	research	into	the	genetic	contributions	of	speed	of	processing.	Therefore,	non-significant	
results	from	this	work	should	not	be	interpreted	as	an	indication	of	a	reduced	role	of	genetics	in	
driving	reaction	time.	Typically	such	studies	require	samples	on	the	scale	of	hundreds	of	
participants	(Saville	et	al.,	2014;	Stefanis	et	al.,	2005;	Szekely	et	al.,	2011).		A	second	
explanation	for	an	absence	of	association	is	that	these	specific	variants	do	not	relate	to	speed	
of	processing.	The	current	experiment	chose	to	analyze	genes	that	were	1)	known	to	be	
associated	with	cognitive	function	and	2)	related	to	potential	synapse	and	conduction	time	
changes.	It	was	hypothesized	that	APOE’s	function	as	related	to	conduction	velocity	would	
impact	speed	of	processing	where	the	e4	variant	would	result	in	slower	reaction	times	across	
tasks.	It	was	also	proposed	that	COMT’s	function	in	metabolizing	dopamine	would	have	an	
effect	on	synapse	time	and	the	val/val	variant,	which	results	in	increased	dopamine	
metabolization	would	be	associated	with	slower	RTs	compared	to	the	met/met	variant.		While	
there	was	no	statistical	significance	it	is	interesting	to	note	however	that	the	met/met	variant	
was	faster	in	tactile	tasks	compared	to	the	met/val	and	val/val	variants.	This	trend	is	in	line	with	
previous	research	that	suggests	met/met	carriers	perform	better	in	cognitive	tasks	that	do	not	
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test	for	response	inhibition	(Saville	et	al.,	2014;	Stefanis	et	al.,	2005).	Biologically,	more	
dopamine	present	in	the	frontal	cortex	for	met/met	carriers	would	suggest	more	
neurotransmitter	readily	available	at	the	synapse,	increasing	the	membrane	potential	leading	
to	less	time	needed	to	reach	action	potential	threshold.	In	contrast,	this	mechanism	would	lead	
to	more	errors	in	a	response	inhibition	paradigm	where	the	intent	is	to	withhold	a	response.	
Therefore,	it	is	important	to	consider	the	stimulus-response	relationship	of	any	task	when	
attempting	to	relate	processing	performance	to	any	gene.	
Genetic	variation	found	between	individuals	can	facilitate	our	understanding	of	the	
biological	mechanisms	that	determine	an	individual’s	unique	speed	of	processing	capabilities.	
From	a	single	nucleotide	polymorphism,	the	function	and	properties	of	our	central	nervous	
system	can	be	altered.	The	fundamental	physiology	of	conduction	velocity	and	synapse	time	
that	mediate	speed	of	processing	can	be	revealed	behaviourally	as	reaction	time	performance.	
The	role	of	our	genetic	blueprint,	although	not	a	major	objective	for	the	present	work,	was	an	
important	exploratory	interest	in	understanding	the	potential	biological	mechanisms	that	
influence	reaction	time.	The	preliminary	findings	warrant	further	investigation	through	the	
recruitment	of	more	subjects.	
It	was	also	found	that	ulnar	nerve	conduction	velocity	was	not	associated	with	RT,	
suggesting	that	at	least	peripheral	CV	does	account	for	much	of	the	differences	in	between	
subject	differences	in	reaction	time.		The	current	study	relied	on	peripheral	conduction	
velocities	due	to	accessibility	and	speculation	that	peripheral	CV	would	reflect	central	CV.	In	
reality,	some	of	the	processes	linked	to	the	production	and	development	of	myelin	may	differ	
for	oligodendrocytes	and	Schwann	cells	(Brinkmann	et	al.,	2008).	Future	work	may	consider	a	
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more	direct	method	for	measuring	central	conduction	velocities	using	transcranial	magnetic	
stimulation	(TMS)(Fietzek	et	al.,	2000;	Samii,	Luciano,	Dambrosia,	&	Hallett,	1998).	Central	
conduction	velocity	would	be	obtained	by	calculating	the	difference	between	the	latency	of	a	
motor	evoked	potential	elicited	by	TMS	and	the	approximated	peripheral	conduction	time	from	
the	muscle	to	the	spinal	cord	
Furthermore,	it	may	also	be	argued	that	variability	in	processing	speed	may	be	less	
attributed	to	conduction	time	and	more	to	synapse	time.	The	earlier	sections	of	this	thesis	
described	conduction	time	and	synapse	time	as	the	two	fundamental	processes	that	determine	
reaction	time.	However,	the	proportion	of	reaction	time	performance	associated	with	synapse	
time	is	greater	than	conduction	time.	The	conduction	velocity	of	an	alpha	motor	neuron	
measures	at	72-100	m/s	(Kandel	2013).	Therefore,	the	time	it	takes	for	a	motor	neuron	to	
activate	a	muscle	in	the	foot	1	meter	away	takes	approximately	10-13	ms.	While	the	conduction	
velocity	in	the	brain	is	slower	due	to	the	smaller	diameter	of	CNS	axons	(Aboitiz	et	al.	1992,	
Liewald	et	al.	2014),	the	distance	an	electrical	signal	has	to	travel	within	the	brain	is	shorter.	
Furthermore,	connections	between	neurons	require	chemical	synaptic	transmission	that	result	
in	delays	ranging	from	0.3ms	–	2	ms	in	mammals	(Yamada	1992,	Bennett	2004,	Kandel	2013)	
and	relative	would	be	expected	to	be	larger	relative	to	the	conduction	time	of	the	respective	
axon.	
There	are	a	number	of	other	candidate	genes	that	may	be	associated	with	reaction	time	
performance	in	addition	to	ones	proposed	in	this	work.	For	instance,	the	brain	derived	
neurotrophic	factor	gene	(BDNF)	and	the	kidney	and	brain	associated	protein	(KIBRA)	were	also	
genotyped	in	this	study	but	were	not	included	in	the	primary	analysis	because	their	association	
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with	reaction	time	was	not	as	strongly	supported	as	APOE	and	COMT.	Nonetheless,	one	of	the	
roles	of	BDNF	is	to	support	synaptic	plasticity	and	the	development	and	growth	of	neurons	
(Huang	&	Reichardt,	2001).	Its	role	in	cognition	may	be	an	indication	that	it	is	related	to	speed	
of	processing	as	well.	Specifically,	the	Val66Met	polymorphism	has	been	reported	to	be	related	
to	memory	and	learning	where	the	Met	allele	was	associated	poorer	memory	performance	
(Michael	F.	Egan	et	al.,	2003)	and	a	more	rapid	decline	in	cognitive	abilities	for	Alzheimer’s	
patients	(Boots	et	al.,	2017)	and	older	adults	(Ghisletta	et	al.,	2014).	KIBRA’s	interaction	with	
various	other	proteins	in	the	central	nervous	system	has	also	been	reported	to	be	associated	
with	memory	recall.	Studies	investigating	the		single	nucleotide	polymorphism	rs17070145	have	
found	that	the	T	allele	is	related	to	better	performance	on	memory	recall	tasks	(Kauppi,	Nilsson,	
Adolfsson,	Eriksson,	&	Nyberg,	2011;	Papassotiropoulos	et	al.,	2006).	
4.4.1	Epigenetics	influence	
	 In	addition	to	the	influence	of	single	nucleotide	polymorphisms,	the	role	of	epigenetics	
adds	another	layer	to	the	biological	determinants	of	speed	of	processing	behaviour.	The	
epigenome	refers	to	the	modulation	of	DNA	gene	expression	through	histone	modifications	and	
DNA	methylation	that	result	in	a	facilitation	or	suppression	of	gene	transcription.	So	while	the	
specific	DNA	sequence	is	fixed,	the	epigenome	is	much	more	dynamic	and	can	be	altered	based	
on	certain	environmental	factors.	For	instance,	rats	who	were	given	high	frequency	of	licking	
and	grooming	(high	LG)	by	their	mothers	within	the	first	week	of	being	born	were	shown	to	
have	an	altered	epigenome	at	the	glucocorticoid	receptor	in	the	hippocampus	compared	to	rats	
who	received	a	low	frequency	of	licking	and	grooming	(low	LG)	(Weaver	et	al.,	2004).	This	result	
is	linked	to	a	decrease	in	DNA	methylation	of	the	glucocorticoid	receptor	promotor	region.	
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Behaviourally,	high	LG	rats	responded	to	stress	with	lower	hypothalamic-pituitary-adrenal	
activity	compared	to	low	LG	rats,	suggesting	that	that	maternal	behaviour	has	the	ability	to	
modify	behaviour	through	epigenetic	changes.	Similarly,	a	growing	body	of	literature	suggest	
that	gene	expression	as	a	result	of	environmental	factors	through	epigenetic	mechanisms	are	
important	(Franklin	&	Mansuy,	2010;	Zhang	&	Meaney,	2010)	and	may	have	profound	impact	
on	cognitive	development	(Fagiolini,	Jensen,	&	Champagne,	2009;	Gräff	&	Mansuy,	2009).	
Furthermore,	differences	in	speed	of	processing	have	even	been	related	to	the	efficiency	of	
DNA	methylation	in	children	(Voelker,	Sheese,	Rothbart,	&	Posner,	2017).	Future	research	will	
be	challenged	with	exploring	the	link	between	specific	environmental	factors	and	cognitive	
health.	The	implications	of	understanding	the	epigenome	has	the	potential	to	dictate	our	
behaviour	despite	what	our	DNA	sequence	might	say.	Clinically,	the	profile	an	individual,	
including	environmental	interactions	and	diet	choices	can	serve	as	a	biomarker	that	is	equally	
as	important	as	genotyping	DNA	samples	for	speed	of	processing	related	risk	assessment.	
Identification	of	these	biomarkers	are	important	for	informing	preventative	interventions	such	
as	drug	therapy	and	lifestyle	changes.		
4.5	The	utility	of	distribution	analysis		
	 Reaction	time	data	is	commonly	represented	using	central	tendency	measures	that	
describe	the	entire	distribution	of	data	points.	Statistics	such	as	the	mean	and	median	are	
valuable	in	describing	scores	that	occur	near	the	middle	of	the	distribution.	Typical	dispersion	
metrics	such	as	the	standard	deviation	also	aim	to	describe	the	entire	distribution	by	indicating	
the	spread	of	these	scores.	However,	examining	the	different	parts	of	the	distribution	as	
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separate	units	may	be	worthwhile	in	providing	more	in-depth	interpretation	into	speed	of	
processing.		
Despite	the	results	pointing	to	a	high	intra	class	correlation	of	mean	reaction	time,	there	
were	still	certain	individuals	that	appeared	to	perform	inconsistently	day-to-day,	possibly	
masked	by	the	large	between	subject	variability	given	the	limitations	of	ICC	as	described	in	
Section	4.2.	Therefore,	a	secondary	informal	analysis	was	conducted	to	better	understand	why	
these	individuals	appeared	to	vary	more	than	others.		Five	participants	from	each	task	with	the	
largest	difference	between	days	were	analyzed	to	see	how	different	parts	of	the	distribution	
changed.	This	analysis	revealed	that	there	are	various	distributions	that	can	lead	to	changes	in	
central	tendency	each	having	a	different	impact	on	our	interpretation	of	speed	of	processing	
mechanisms.	This	type	of	analysis	allows	for	the	examination	of	the	biological	significance	of	
different	portions	of	the	distribution.	Rather	than	treating	the	entire	distribution	of	individual	
trials	as	coming	from	the	same	source,	the	best	performance	and	worst	performance	may	be	
indicative	of	different	speed	of	processing	mechanisms.	The	first	is	characterized	by	a	larger	
shift	in	the	slowest	trials	driving	the	reaction	times	changes.	This	mechanism	may	be	indicative	
of	moment-to-moment	state	changes	that	more	frequently	alter	the	slowest	reactions	without	
altering	the	best	performance	level.	Therefore,	changes	in	mean	reaction	time	from	day	to	day	
were	due	to	a	few	aberrant	trials.	In	fact,	previous	studies	have	linked	the	worst	performance	
on	cognitive	tasks	as	a	better	predictor	of	variables	such	as	general	intelligence	(Larson	&	
Alderton	1990,	Baumeister	&	Kellas,	1968).	The	neurophysiological	causes	for	changes	in	the	
slowest	reactions	may	be	a	result	of	lapses	in	attention	influencing	reaction	time	performance,	
similar	to	the	mechanisms	described	above	by	Weissmann	(2006).	From	the	perspective	of	the	
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LATER	model	Noorani	and	Carpenter	(2003)	attributes	the	slower	reactions	as	a	change	in	the	
rate	of	rise	for	a	decision	signal.	In	agreement	with	the	model,	evidence	from	single	trial	
magnetoencephalography	signals	from	motor	cortical	areas	relate	the	slope	of	the	signal	
preceding	a	motor	response	as	being	co-varied	randomly	with	the	variability	of	reaction	times	
(Smyrnis	et	al.,	2011).	In	other	words,	the	variability	of	trial	to	trial	reaction	time	was	explained	
by	the	rate	of	rise	of	a	pre-motor	signal.		It	is	possible	that	the	large	increase	in	reaction	time	
from	one	day	to	another	is	explained	by	larger	lapses	in	attention	moment-to-moment	on	a	
particular	session.	The	second	is	characterized	by	a	seemingly	equal	shift	in	both	the	fastest	and	
slowest	trials	driving	these	changes.	This	pattern	indicates	that	the	large	difference	in	mean	
performance	from	day	to	day	were	driven	by	changes	in	reactions	from	both	the	fastest	and	
slowest	parts	of	the	distribution.	Changes	in	both	parts	of	the	distribution	may	be	explained	by	
motivation	of	individuals	to	respond	as	quickly	as	possible.	In	particular,	it	has	been	shown	that	
trial	to	trial	variability	can	be	reduced	by	providing	feedback	on	an	individual’s	performance	
(Garrett,	MacDonald,	&	Craik,	2012).	While	participants	in	the	present	study	were	instructed	to	
respond	as	quickly	as	possible,	there	was	no	consequence	or	feedback	for	delayed	responses	
which	may	lead	to	increased	variability	in	the	fastest	reaction	times.	This	pattern	reinforces	the	
potential	impact	that	state	factors	can	have	on	the	reliability	of	reaction	time.	
4.6	Conclusions	
The	overarching	purpose	of	this	work	looked	to	develop	a	better	understanding	of	the	
factors	that	account	for	between	subject	differences	in	reaction	time.	In	summary,	the	results	
indicate	that	mean	reaction	time	is:	stable	day-to-day	for	a	variety	of	tasks,	generalizable	within	
a	modality.		This	study	did	not	support	an	association	in	performance	with		with	APOE	or	COMT	
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alleles.	However,	it	is	important	to	note	that	there	are	considerable	state	factors	contributing	
to	reaction	time	as	evident	when	looking	at	both	within	subject	day	to	day	differences	and	trial	
to	trial	variability.	Furthermore,	reaction	time	expression	may	reveal	separate	underlying	
sources	of	variability	than	central	tendency	measures.	
Similar	to	previous	findings	in	pilot	results,	this	experiment	shows	considerable	range	of	
between	subject	performance	across	all	tasks	even	after	subjects	have	been	familiarized	with	
the	tasks	in	a	practice	session,	reducing	the	likelihood	of	any	learning	effects	influencing	the	
results.	Relative	to	between	subject	variability	he	stability	of	within	subject	reaction	time	is	
upheld	for	tasks	that	present	stimuli	in	different	modalities	(visual	and	tactile)	as	well	as	for	
tasks	with	varying	difficulty	(simple	and	choice)	indicating	the	involvement	of	person-specific,	
time	stable	factors.	
In	regards	to	the	generalizability	of	reaction	time,	there	appears	to	be	a	strong	
association	between	reaction	time	in	tasks	that	are	of	the	same	modality.	Cross-modal	
comparisons	however,	do	not	display	the	same	relationship	and	is	perhaps	indicative	of	
stimulus	intensity	variability	or	independent	speed	of	processing	characteristics	for	each	
modality.	
A	larger	number	of	participants	is	required	to	more	confidently	interpret	the	
relationship	that	APOE	and	COMT	alleles	may	serve	as	factors	that	influence	conduction	time	
and	synapse	time.	In	addition,	utilizing	peripheral	nerve	conduction	velocity	may	not	provide	an	
accurate	representation	for	conduction	time	of	central	processing	speed.	
Analyzing	different	components	of	the	reaction	time	distribution	(e.g.	slowest	and	
fastest	trials)	helped	to	better	understand	how	certain	individuals	may	vary	greatly	from	one	
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day	to	another	that	was	not	captured	by	central	tendency	measurements.	The	large	range	of	
reaction	times	seen	within	an	individual’s	distribution	may	be	as	revealing	than	traditional	
central	tendency	measurements	in	terms	of	understanding	between	subject	differences.	The	
separate	sources	for	the	variability	in	different	parts	of	the	distribution	may	be	a	topic	for	
future	studies	to	investigate.	
	The	outcomes	of	this	work	indicate	the	ability	for	reaction	time	to	be	used	as	a	
biomarker	that	reflect	the	stable,	person-specific	factors	of	CNS	speed	of	processing.	
Monitoring	reaction	time	performance	across	the	lifespan,	in	addition	to	tracking	relevant	
person-specific	factors	could	potentially	assist	in	the	prediction	of	injury	risk	associated	with	
deficits	in	speed	of	processing.	However,	because	of	the	differences	in	performance	across	
modalities	shown	in	this	work,	deciding	the	characteristics	of	a	task	that	best	predict	the	
intended	outcome	will	be	a	topic	for	future	investigation.	Moving	forward,	it	will	also	be	critical	
for	future	studies	to	examine	strategies	to	‘train’	speed	of	processing	in	individuals	to	improve	
performance	once	deficits	have	been	identified.	Finally,	rather	than	ignoring	variability	
measurements	that	may	be	conventionally	viewed	as	biological	noise,	it	is	important	to	
embrace	the	mentality	that	these	expressions	of	performance	may	deepen	our	understanding	
of	the	nature	of	the	speed	of	stimulus-evoked	behaviour.	
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