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Abstract
We prove a character formula of cohomologies of line bundles on the wonderful completion of an
adjoint semisimple algebraic group in the sense of De Concini and Procesi (in our case, we need the
general construction of De Concini and Springer).
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0. Introduction
We present here a Borel–Weil–Bott type theorem for the wonderful completion X of
a split adjoint semisimple algebraic group G over a field k of characteristic zero. We
roughly explain the situations. Precise definitions are found in Section 1. Let σ ∈ {+,−}r .
Let Lλ be a line bundle on X corresponding to λ ∈ PicX ∼= P (cf. De Concini and Procesi
[6, Section 8]). Let Pσ and Qσ be subsets of the weight and root lattices of Gsc defined by
the pairing with {α∨i } and {ω∨i }, respectively. Let µ+ be the unique weight in W µ such
that µ+ + ρ is dominant. Let lµ be the minimal length of w ∈W such that w  µ = µ+.
Let nσ be the number of − in σ . Then, our result is expressed as follows:
H ∗(X,Lλ)∼=
⊕
σ∈{+,−}r
⊕
µ∈[λ+Qσ ]∩Pσ
V (µ+) V (−w0µ+)[−2lµ− nσ ].
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The proof relies on the Grothendieck–Cousin resolution. Before the application of the
general theory, we need to determine the finite-dimensional part of differential of the
complex.
Rational cohomologies of complete symmetric spaces are completely described by the
works of [2,3,6–8]. However, there seemed to be no work exactly on the Borel–Weil–Bott
type theorem. Questions of Brion [4,5] are the nearest ones to ours. But the author does
not know any material concerning an explicit result on this topic.1
1. Statement of the result
Let G be a semisimple adjoint group of rank r over a field k of characteristic zero. We
assume G is k-split. Let Gsc be its simply connected cover. Put g= LieG. Let T ⊂ B ⊂G
be a maximal torus which is k-split and a Borel subgroup of G. Let Tsc be the pullback
of T to Gsc. Let Q ⊂ P be the root and weight lattices of Gsc, respectively. Let ∆ ⊂Q
be the set of roots of G. Let ∆+ ⊂ ∆ be the set of the positive roots of G with respect
to B . Denote Bopp the opposite Borel group of B with respect to T . Put U = [B,B] and
Uopp = [Bopp,Bopp]. Let W =NG(T )/ZG(T ) be the Weyl group of G. Let l :W → Z0
be the length function of W defined by ∆+. Let w0 ∈ W be the longest element of W .
Let V (λ) be an irreducible representation of Gsc with a highest weight λ. Let X be the
wonderful completion of G in the sense of De Concini and Procesi (cf. [9]). We have
PicX ∼= P by [6, Section 8] or [12, Lemma 2.4]. Let p0 be the unique Bopp ×Bopp-fixed
point of X. For each λ ∈ P , we have a line bundleLλ of X such that Lλ⊗k(p0) has weight
(λ,−w0λ) as a (Tsc × Tsc)-module. Put ρ = 12
∑
α∈∆+ α. For each w ∈W , we define the
star-action w  λ of W on P by w  λ := w(λ + ρ)− ρ. Let λ+ be the unique weight in
W  λ such that λ+ + ρ is dominant. Put lλ := min{l(w) | w  λ = λ+}. Let (α1, . . . , αr )
and (α∨1 , . . . , α∨r ) be the set of positive simple roots and positive simple coroots of G. For
each σ := (σ1, . . . , σr ) ∈ {+,−}r , we define Pσ ⊂ P as follows:
Pσ :=
r⋂
i=1
{
µ ∈ P ∣∣ α∨i (µ) < 0 iff σi =−}.
Put Qσ := {µ =∑rj=1 akαk ∈ Q | ak > 0 iff σk = −}, nσ = #{i | σi = −}, and P+ :=
P(+,...,+).
Theorem 1.1. For any λ ∈ P ∼= PicX, we have the following description of H ∗(X,Lλ):
H ∗(X,Lλ)∼=
⊕
σ∈{+,−}r
⊕
µ∈[λ+Qσ ]∩Pσ
V (µ+) V (−w0µ+)[−2lµ− nσ ].
We understand that the RHS is a sum of complex of vector spaces of degree 2lµ + nσ .
1 During the reviewing period of this article, I have informed that Alexis Tchoudjem [13] also obtained this
result independently. Although his expression looks bit different from that of this article, the assertion is the same.
I heard that he is also preparing the full version [14] of [13].
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2. Proof of theorem
We have natural inclusion ι :O0 := G/Bopp × G/B ↪→ X. O0 is the unique closed
orbit of X. We have p0 = Bopp × w0B ∈ G/Bopp × G/B . W ×W operates on OT×T0 ,
the (T × T )-fixed points of O0, transitively. Note that the set of (T × T )-fixed points
of X is OT×T0 , too. For each (λ1, λ2) ∈ P ⊕ P , we denote the formal character of the
corresponding one-dimensional representation by e(λ1,λ2). For each (Tsc × Tsc)-module V ,
we denote its formal character by chV .
Lemma 2.1. For each (w1,w2) ∈W ×W , we have
chT(w1,w2)p0X =
r∑
i=1
e(w1αi ,−w2w0αi) +
∑
α∈∆+
(
e(w1α,0) + e(0,−w2w0α)).
We have ch(Lλ ⊗ k((w1,w2)p0))= e(w1λ,−w2w0λ).
Proof. For w1 = w2 = id, the weight of natural torus action (t1, t2) :g → t1gt−12 of the
tangent bundle Tp0O0 is given by the second term of the above description. The first term
follows from [6, Corollary 8.2] and adjunction. PicX is a rational linear combination of
boundary divisors in this case. The other cases are immediately obtained by the (W ×W)-
action of P ⊕ P . ✷
Let p ∈ XT×T . Consider a one-parameter subgroup ξ :Gm → T × T such that
ξ(α,0) > 0 and ξ(β,α) > 0 for every α ∈∆+ and β ∈∆ ∪ {0}. We have XT×T = XIm ξ .
For each p ∈XT×T , we put Z(p) := {x ∈X | limt→0 ξ(t)x = p} (attracting set at p ∈X).
By Bialynicki-Birula’s theorem [1, Section 4], each cell Z(p) is affine and gives a paving
of X if k is algebraically closed.
Theorem 2.1 ([12, 2.1 and 2.2], [9, 3.10(d)]). Put p1 := (id,w0)p0. There exists a partial
completion κ : Ar ⊂ X of T ⊂ G ⊂ X such that [Ar ]T×T = p1. We have an affine open
embedding N(p1) :=U ×Ar ×Uopp ↪→X defined by κ and multiplication.
Remark 2.1. This construction seems to be essentially identical to that appeared in
Shinobu Sato’s thesis [11]. The author wants to express his thanks to Prof. Toshio Oshima
to inform me of that article.
Let (w1,w2) ∈W ×W . Let (w˜1, w˜2) ∈ NG×G(T × T ) be an arbitrary representative.
By twisting N(p1) by (w˜1, w˜2), we have an affine open neighborhood (w˜1, w˜2)p1 ∈
w˜1N(p1)w˜
−1
2 . N(p1) is a geometric representation of T ×T in the sense of Kempf [10]. In
particular, w˜1N(p1)w˜−12 only depends on the choice of (w1,w2). We denote w˜1N(p1)w˜
−1
2
by N(p) for p = (w1,w2)p1. We have Z(p)⊂N(p).
For each simple root αi , there exists a (G×G)-stable subvariety Hi of codimension
one such that (αi ,−w0αi) = [Hi] ∈ P ∼= PicX. For each J ⊂ [1, r], we put Z(p)J :=
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Z(p)∩⋂j∈J Hj . By the above arguments, we obtain that every cellZ(p) is defined over k.
Put
Zn :=
⋃
p∈XT×T , J⊂[1,r]
codimZ(p)Jn
Z(p)J .
We use the Grothendieck–Cousin complex associated to the decreasing stratification
{Zn}n∈Z. {Zn}n∈Z is well-defined for arbitrary k. Each Z(p)J is a closure of a (B × B)-
orbit in N(p). Zn is closed for all n ∈ Z. Z(p) is defined by zeros of (T × T )-characters
in N(p). We can apply Kempf’s arguments. We denote the set of weights appearing in
TpN(p) by wt(p).
Theorem 2.2 (Kempf [10, 11.10]). Let p ∈ XT×T , codimZ(p) = i , and λp be the
character of (Tsc × Tsc)-module Lλ ⊗ k(p). We have
chHiZ(p)
(
N(p),Lλ
)= eλp ∏
α∈wt(p)
ξ(α)>0
1
1− e−α
∏
α∈wt(p)
ξ(α)<0
eα
1− eα .
We denote the above formal sum by h(λ,p).
We define d := (id,−w0) :P → P ⊕ P .
Lemma 2.2. Let (w1,w2) ∈W ×W . The following three conditions are equivalent.
(1) w1 =w0w2w0.
(2) (w1,w2)  d(P )= d(P ).
(3) (w1,w2)  d(P )∩ d(P+) = ∅.
Here -action should be considered component-wise.
Proof. (1)⇒ (2) and (2)⇒ (3) are trivial. Let (w1 λ,−(w2w0)λ) ∈ d(P+). If w1 λ ∈
P+, then we have −(w2w0)  λ ∈ P+ only if w1 =w0w2w0. We have (3)⇒ (1). ✷
We denote w0ww0 by w. Put b= LieB .
Definition 2.1. We define the full subcategoryO of the category of (g×g)-modules which
consists of object V with the following properties:
(1) V has a Tsc × Tsc-isotypical decomposition V =⊕γ∈P⊕P Vγ such that dimVγ <∞.
(2) For each v ∈ Vγ , we have dim(U(b)⊕U(b))v <∞.
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(3) There exists some γ ∈ P ⊕P such that
Vµ = {0} ⇒ µ ∈ γ −
r∑
i=1
Z0(αi ,0)−
∑
α∈∆+
β∈∆∪{0}
Z0(β,α).
Let K(O) be the Grothendieck group ofO. Denote the element in K(O) corresponding
to M ∈ O by [M]. Let Of (respectively O∞) be the full subcategory of O consisting
of modules such that every irreducible constituents are finite (respectively infinite)
dimensional. Irreducible constituents of an element of O are completely determined by its
character. We have K(O)∼=K(Of )⊕K(O∞). Let [M]f be the image of [M] in K(Of ).
Note that a (g × g)-module with character h(λ, (w1,w2)p0) is contained in O by a
character computation.
Corollary 2.1. A (g×g)-module with character h(λ, (w1,w2)p0) has a finite-dimensional
irreducible constituent only if w1 =w2.
Proof. Put
Ψ (λ) :=
{
γ ∈ P
∣∣∣∣ γ = λ− r∑
i=1
niαini ∈ Z and ni  0 iff −w2w0αi ∈∆+
}
.
Applying Lemma 2.1 to Theorem 2.2, we have
h
(
λ, (w1,w2)p0
) = e(w1λ,−w2w0λ) ∏
α∈wt(p)
ξ(α)>0
1
1− e−α
∏
α∈wt(p)
ξ(α)<0
eα
1− eα
= e(w1λ,−w2w0λ) ch(M(w1  0)M(w2  0))
×
∏
−w2w0αi∈∆+
1
1− e−(w1αi,−w2w0αi )
×
∏
−w2w0αi∈−∆+
e(w1αi,−w2w0αi )
1− e(w1αi,−w2w0αi )
=
∑
γ∈Ψ (λ)
ch
(
M(w1  γ )M
(−(w2w0)  γ )).
We have [HiZ(p)(N(p),Lλ)] =
∑
γ∈Ψ (λ)[M(w1  γ )M(−(w2w0)  γ )] in K(O). Here
M(λ) is the Verma module of highest weight λ. M(λ) has a finite-dimensional irreducible
constituent only if λ ∈ P+. Applying Lemma 2.2, we obtain the result. ✷
Lemma 2.3. Let w ∈ W . w  P+ ⊂ Pσ if and only if l(sαiw) > l(w) for σi = + and
l(sαiw) < l(w) for σi =−.
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Proof. Let l(sαiw) > l(w). We have l(w−1s−1αi ) > l(w
−1). −w−1α∨i is a negative coroot,
since w−1sαi first brings α∨i to negative coroots and no positive coroot goes through
negative coroot and back to positive coroots under the reduced expression of w−1. If λ
is a strictly dominant weight, we have α∨i (wλ) = w−1(α∨i )(λ) > 0. The above argument
also produces the reverse implication. Moreover, we have l(sαiw) < l(w)⇒w(α∨i )(λ) < 0
by the same argument. Collecting these inequalities for all i = 1, . . . , r , we obtain the
result. ✷
Lemma 2.4. Let w ∈ W and choose τ ∈ {+,−}r such that w−1  P+ ⊂ Pτ . Let denote
H(λ, (w,w)p0) a (g× g)-module with character h(λ, (w,w)p0). Then, we have[
H
(
λ, (w,w)p0
)]
f
=
∑
µ∈[λ+Qτ ]∩w−1P+
[
V (µ+) V (−w0µ+)
]
.
Proof. We have only to determine
w 
{
λ+
r∑
i=1
niαi
∣∣∣∣ ni  0 iff wαi ∈∆+
}
∩ P+.
We have wαi ∈∆+ iff l(wsαi ) > l(w)⇔ l(sαiw−1) > l(w−1). Put σw ∈ {+,−}r such that
σwi =+ iff wαi ∈∆+. By Lemma 2.3, we have w−1  P+ ⊂ Pσw . Applying w−1 to the
above set and setting τ = σw , we obtain the result. ✷
We may use the notation σw introduced in the proof of above lemma hereafter.
Corollary 2.2. We have codimZ((w,w)p0)= 2l(w)+ nσw .
Proof. We count negative eigenvectors (= destabilizing directions) in the character
formula of Lemma 2.1 with respect to the Gm-action via ξ . For the terms {(wα,0)}α∈∆+ ,
we have l(w) negative eigenvectors. For the terms {(0,−ww0α)}α∈∆+ , we have l(w) =
l(w) negative eigenvectors. For the terms {(wαi,−ww0αi)}ri=1, we have nσw negative
eigenvectors. The number of negative eigenvectors are 2l(w)+ nσw . ✷
Proposition 2.1. Let u1, u2,w1,w2 ∈W . If Z((u2,w2)p0)J ⊂ Z((u1,w1)p0)J ′ , then we
have w2 w1. Here  means the Bruhat order.
Proof. Put p = (u1,w1)p0 and q = (u2,w2)p0. For each w ∈ W , we put Iw :=
{i ∈ {1, . . . , r} | wαi ∈ ∆+}. We have {αi}i∈Iw ⊂ w−1∆+ ∩ ∆+. Let B ⊂ PIw be a
parabolic subgroup of G corresponding to {αi}i∈Iw . Put LIw (respectively UIw ) be the
Levi (respectively unipotent) component of the Levi decomposition of PIw . Put MIw :=
[LIw,LIw ]. Put Cw :=
⋂
i /∈Iw ker(αi) ⊂ Ar . By the description of Theorem 2.1 and the
arguments after that, we have
Z(p)∼= (u˜1Uu˜−11 ∩U)u˜1Cw1w˜−11 (w˜1Uoppw˜−11 ∩Uopp)w˜0 ⊂N(p).
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We have Z(p) ⊂⋂i /∈Iw1 Hi . There is a natural fibration πIw1 :⋂i /∈Iw1 Hi → G/P oppIw1 ×
G/PIw1
by [6, 5.2]. We denote MIw1 /Z(MIw1 ) by M
′
Iw1
. The fiber of πIw1 is isomorphic to
the wonderful completion of M ′Iw1 . Put Uw1 := w˜1Uw˜
−1
1 ∩U and Uoppw1 := w˜1Uoppw˜−11 ∩
Uopp. We put
Z˘(p) := (Uu1 ∩ u˜1UIw1 u˜−11 )u˜1M ′Iw1 w˜−11 (Uoppw1 ∩ w˜1UoppIw1 w˜−11 )w˜0.
We have an embedding Z˘(p) ⊃ Z(p). Put p′ = (id,w1)p0. Then Z˘(p′) = Z(p′). Since
πIw1
is a (B ×B)-equivariant fibration, we obtain
πIw1
(
Z˘(p)
)= (Uu1 ∩ u˜1UIw1 u˜−11 )πIw1 (p)(Uw1 ∩ w˜1UIw1 w˜−11 ).
Let WIw1 be a subgroup of W generated by simple reflections associated to {αi}i∈Iw1 .
The Bruhat cells (Bopp-orbits) on G/PIw1 are parametrized by W/WIw1 , where w1 is the
shortest element of w1WIw1 . Consider a projection pr :O0
ι
↪→⋂i /∈Iw1 Hi πIw1−−−→G/P oppIw1 ×
G/PIw1
. Since this is a fibration, we have
Z(q)∩O0 ⊂ pr−1
(
πIw1 (Z(q)J )
)⊂ pr−1(πIw1 (Z(p)J ′) )⊂ Z(p′)∩O0.
Closure relation on O0 is determined by Bruhat order. Therefore, Z(q)J ⊂ Z(p)J ′ only if
w2 w1 by Bruhat order. ✷
Corollary 2.3. Under the assumptions of Proposition 2.1, assume further w1 =w2. Then
we have u2 > u1.
Proof. We use the same notations as in the proof of Proposition 2.1. We put w = w1
(= w2). We prove the assertion case by case. If u1 ∈ u2WIw , then we have πIw (Z(p)) =
πIw(Z(q)). In particular, Z(p) ⊂ Z˘(p) is a dense inclusion iff u1 is the shortest element
of u2WIw . Thus, the assertion follows from the Bruhat decomposition of a fiber M ′Iw of
Z˘(q)→ πIw(Z(q)) in this case. If u1 /∈ u2WIw , we have a closure relation of the orbits
on G/P
opp
Iw
×G/PIw by taking projection πIw . By the assumption w1 = w2, the closure
relation requires u2 > u1 in this case. Thus, we have u2 > u1 in every case. ✷
Corollary 2.4. Under the assumptions of Proposition 2.1, we have dimZ((w1,w1)p0)J ′ 
dimZ((w2,w2)p0)J + 2 if w1 =w2.
Proof. We have l(w1) = l(w1). Each Bruhat cell of type Z((w1,w1)p0) ∩ O0 =
Z((w1,w1)p0)J ∩ O0 is even-dimensional. By Theorem 2.1 and the arguments after it,
we also have the #{i ∈ J ′ | w−11 αi ∈ ∆+}  #{i ∈ J | w−12 αi ∈ ∆+}. By Proposition 2.1,
dimensions must differ by at least two. ✷
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We put Z(p)i := Z(p) ∩ Zi . We have the following natural isomorphism by [10, 12.6
and 12.7]:
HiZi/Zi+1(X,Lλ)∼=
⊕
p∈OT×T
H iZ(p)i\Z(p)i+1
(
N(p)\Z(p)i+1,Lλ
)
.
By [10, Lemma 7.7, 7.9(excision) and Theorem 12.5], we consider it as an isomorphism
of (g× g)-modules. We have
HiZ(p)i\Z(p)i+1
(
N(p)\Z(p)i+1,Lλ
)∼=HiZ(p)i/Z(p)i+1(N(p),Lλ). (1)
Let denote ψp,i :HiZi/Zi+1(X,Lλ) → HiZ(p)i (N(p),Lλ) the natural projection,
φp,i :H
i
Z(p)i
(N(p),Lλ) → HiZi/Zi+1(X,Lλ) the natural inclusion, and di :HiZi/Zi+1(X,
Lλ)→ Hi+1Zi+1/Zi+2(X,Lλ) the differential of the Grothendieck–Cousin complex. For two
factors Z(p)i and Z(q)i+1, we can construct an induced differential dp,qi = ψq,i+1 ◦
di ◦ φp,i ; dp,qi :HiZ(p)i (N(p),Lλ)→ Hi+1Z(q)i+1(N(q),Lλ) is nonzero only if Z ⊂ Z(p)i
for some irreducible constituent Z ⊂ Z(q)i+1 (cf. [10, Remark after Lemma 12.6]). Let
i = codimZ(p). By (1) we can consider the following subcomplex of the Grothendieck–
Cousin complex C•(p):
0→HiZ(p)i/Z(p)i+1
(
N(p),Lλ
)→Hi+1Z(p)i+1/Z(p)i+2(N(p),Lλ)→ ·· · .
We have H •(C•(p)) ∼= H •Z(p)(N(p),Lλ) (we considered the above as a Grothendieck–
Cousin complex of Hi
Z(p)
(Lλ) on N(p)). Collecting these morphisms (and other
morphisms), we have the following spectral sequence:
E
i,j
0 :=
⊕
codimZ(p)=i
H
i+j
Z(p)i+j/Z(p)i+j+1
(
N(p),Lλ
)⇒Hi+j (X,Lλ).
We put Ei,j (p) :=Hi+jZ(p)i+j/Z(p)i+j+1(N(p),Lλ). We have Hl(Ei,•(p))= 0 for l > 0. By
Proposition 2.1 and Corollary 2.3, if dp,qi+j : Ei,j (p)→ Ei,j+1(q) is nonzero and q = p,
then we have dq,pi+j = 0. Thus, the above spectral sequence satisfies Ei,j1 = 0 for j > 0. In
particular, Ei,j∗ is E2-degenerate. We have a direct decomposition of E1-term differential
d1i :=
⊕
D
p,q
i by using D
p,q
i :H
0(Ei,•(p))→H 0(Ei+1,•(q)). By Corollary 2.4, we have
D
(w1,w1)p0,(w2,w2)p0
i = 0 for all w1,w2 ∈W and i ∈ Z. Hence, we have∑
w∈W
[
H 0
(
Ei,•
(
(w,w)p0
))]
f
=
∑
p∈XT×T
[
H
codimZ(p)
Z(p)
(
N(p),Lλ
)]
f
= [H ∗(X,Lλ)]f .
The term of Lemma 2.4 is of the degree 2l(w) + nσw by Corollary 2.2. Every sheaf
cohomology of a line bundle must be finite dimensional. Therefore, we obtain the result.
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