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Abstract. In this short and elementary note we derive a q-generalization of Euler’s decomposition
formula for the q-MZVs recently introduced by Y. Ohno, J. Okuda, and W. Zudilin. This answers a
question posed by these authors in [10].
1. Introduction
Let n1, n2, . . . , nk ∈ N be positive natural numbers, with n1 > 1. In this work the following k-fold
iterated infinite series:
(1) z¯q(n1, . . . , nk) :=
∑
m1>···>mk>0
qm1
(1− qm1)n1 · · · (1− qmk)nk
are studied. The numbers k > 0 and w := n1+ · · ·+nk are defined as its length respectively weight.
Following Rota’s elementary description of the Jackson integral, we derive a formula involving
binomial coefficients, which expresses for arbitrary 1 < a ≤ b ∈ N the product of two such series:
z¯q(a)z¯q(b) =
a−1∑
l=0
a−1−l∑
k=0
(−1)k
(
l + b− 1
b− 1
)(
b
k
)
z¯q(b+ l, a− l − k)(2)
+
b−1∑
l=0
min(a,b−1−l)∑
k=0
(−1)k
(
l + a− 1
a− 1
)(
a
k
)
z¯q(a+ l, b− l − k)
−
a∑
k=1
βa−k z¯q(a+ b− k) +
a−1∑
j=1
αa+b−1−jδz¯q(a+ b− 1− j).
Explicit expressions for the coefficients αi and βj , which depend on a and b, are given further below.
The last summand contains the derivation δ := q ddq .
Date: 11 September, 2013.
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Identity (2) answers a question posed in [10], where the authors asked for such a decomposition
formula – in the differential algebra generated by (1), with respect to the derivation δ := q ddq . In
fact, the q-series defined in (1) were studied in [10] in the light of possible q-analogs of multiple zeta
values (qMZV). From this point of view (2) may be considered as a q-analog of Euler’s decomposition
formula.
Indeed, in the limit q ր 1 the q-number [m]q := (1 − q
m)(1 − q)−1 abridges m ∈ N. In turn the
above k-fold iterated sums multiplied by (1− q)w reduce to the corresponding classical multiple zeta
values (MZVs) of length k and weight w, defined for positive natural numbers n1, . . . , nk ∈ N, n1 > 1:
(3) ζ(n1, . . . , nk) :=
∑
m1>···>mk>0
1
mn11 · · ·m
nk
k
.
MZVs of length one and two were already known to Euler, who showed, for instance, that the
sum
∑
n>0 n
−2 gives pi2/6. A systematic study of MZVs began in the early 1990s with the seminal
works of M. E. Hoffman [7] and D. Zagier [16]. Since then these numbers have emerged in several
mathematical areas including algebraic geometry, Lie group theory, advanced algebra, and combina-
torics. Interestingly enough, MZVs also appear in theoretical physics, in particular in the context
of perturbative quantum field theory. This lead to a fruitful interplay between mathematics and
theoretical physics. See [8, 14, 15, 18] for introductory reviews.
Kontsevich [16] pointed out that the series (3) has a nice and simple representation in terms of
iterated Riemann integrals:
(4) ζ(n1, . . . , nk) =
∫
· · ·
∫
0≤tw≤···≤t1≤1
dt1
τ1(t1)
· · ·
dtw
τw(tw)
,
where τi(x) = 1− x if i ∈ {h1, h2, . . . , hk}, hj = n1 + n2 + · · ·+ nj, and τi(x) = x otherwise.
The Q-vector space spanned by (3) forms an algebra, and there are two ways of writing a product
of MZVs as a Q-linear combination of MZVs. Indeed, the so-called double shuffle relations among
MZVs arise from the interplay between the sum and the integral representations. The product of
MZVs using the sum representation (3) is usually called stuffle, or quasi-shuffle, product. The so-
called shuffle product derives from the integral representation (4) of MZVs. The following simple
example may elucidate this:
ζ(2)ζ(2) =
∑
n>0
1
n2
∑
m>0
1
m2
=
∑
m>n>0
1
n2m2
+
∑
n>m>0
1
n2m2
+
∑
n>0
1
n4
= 2ζ(2, 2) + ζ(4)(5)
=
( ∫ 1
0
dt1
t1
∫ t1
0
dt2
1− t2
) (∫ 1
0
dt1
t1
∫ t1
0
dt2
1− t2
)
= 4
∫ 1
0
dt1
t1
∫ t1
0
dt2
t2
∫ t2
0
dt3
1− t3
∫ t3
0
dt4
1− t4
+2
∫ 1
0
dt1
t1
∫ t1
0
dt2
1− t2
∫ t2
0
dt3
t3
∫ t3
0
dt4
1− t4
= 4ζ(3, 1) + 2ζ(2, 2).
The last equality is a special case of Euler’s decomposition formula, which gives the general expression
for natural numbers 1 < a, b ∈ N:
(6) ζ(a)ζ(b) =
a−1∑
i=0
(
i+ b− 1
b− 1
)
ζ(b+ i, a− i) +
b−1∑
j=0
(
j + a− 1
a− 1
)
ζ(a+ j, b − j).
It can be proven using integration by parts, i.e., the shuffle product. Multiplying (2) on both sides
by (1− q)a+b, and then taking the limit q ր 1 reduces it to (6).
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Note that the third equality in line (5) is an example of the quasi-shuffle product for MZVs, which
yields a rather different expression for the same product, known as Nielson reflexion formula [15]:
ζ(a)ζ(b) = ζ(a, b) + ζ(b, a) + ζ(a+ b).
Finally, we notice that several q-analogs of MZVs have appeared in the literature. Especially the
one proposed by Bradley in [2] has been studied in detail. See e.g. [10, 17, 18]. We will show how
Bradley’s q-analog of MZVs can be related to linear combinations of series (1). The above q-analog
of Euler’s decomposition formula (2) transforms accordingly into the one described in [3].
The paper is organized as follows. In the next section we recall a few facts about Jackson’s q-analog
of the Riemann integral. We follow Rota’s elementary description of Jackson’s integral in terms of
Rota–Baxter algebra. Then we introduce the above series (1) as a possible q-analog of MZVs, and
workout in detail an Euler-type decomposition formula for products of such series of length one in
the differential algebra generated by (1), with respect to the derivation δ := q ddq . This answers
a question posed by the authors in [10]. We compare with an already existing q-generalization of
Euler’s decomposition formula due to Bradley, and show that they are equivalent. Finally we mention
how to use double q-shuffle relations to dispose of the δ-terms in (1).
Acknowledgements: The first author gratefully acknowledges support by the ICMAT Severo
Ochoa Excellence Program. He would like to thank ICMAT for warm hospitality during his visit.
The second author is supported by a Ramo´n y Cajal research grant from the Spanish government.
KEF and DM were supported by the CNRS (GDR Renormalisation).
2. The Jackson-Integral
Recall that the Jackson integral:
J [f ](x) :=
∫ x
0
f(y)dqy
:= (1− q)
∑
n≥0
f(qnx)qnx(7)
is the q-analog of the classical indefinite Riemann integral:
R(f)(x) :=
∫ x
0
f(y) dy.
The latter satisfies the classical integration by parts rule:
(8) R(f)R(g) = R
(
fR(g) +R(f)g
)
,
which can be seen as dual to Leibniz’ rule.
We use Gian-Carlo Rota’s elementary algebraic description of Jackson’s integral [11, 12] to find
a q-analog of the last identity. For this we briefly recall the definition of Rota–Baxter algebra
[1, 4, 6, 11, 12]. It consists of an associative algebra A over a field K of characteristic zero, which is
equipped with a K-linear map T : A→ A satisfying the Rota–Baxter relation of weight θ ∈ K:
(9) T (x)T (y) = T
(
T (x)y + xT (y) + θxy
)
.
Note that the map T ′ := −λT for λ 6= 0 ∈ K satisfies the Rota–Baxter relation (9) for weight
θ′ := −λθ. Integration by parts for the Riemann integral (8) is an example for θ = 0.
Remark 1. In Baxter’s original work [1] one finds identity (9) with the weight θ taking value in the
algebra A.
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Let us define the multiplicative linear (q-dilation) operator:
Eq[f ](x) := f(qx).
Its inverse is given by Eq−1 . The linear map:
Pq[f ] :=
∑
n>0
Enq [f ] = f(qx) + f(q
2x) + f(q3x) + · · ·
may be written formally as [4, 11]:
Pq = Eq(I + Eq + E
2
q + · · · )
= Eq
∑
m≥0
Emq =
Eq
I − Eq
=
I
I − Eq
− I,(10)
where I is the identity operator, that is, I(f) = f . The map Pq satisfies the identity:
Pq[f ]Pq[g] = Pq
[
Pq[f ]g + fPq[g] + fg
]
,
which makes it a Rota–Baxter map of scalar weight θ = 1. Indeed, for two functions f, g we find
that:
Pq[f ]Pq[g] =
∑
n>0
Enq [f ]
∑
m>0
Emq [g]
=
∑
n>m>0
Enq [f ]E
m
q [g] +
∑
m>n>0
Enq [f ]E
m
q [g] +
∑
m=n>0
Enq [f ]E
n
q [g]
= Pq
[∑
n>0
Enq [f ] g
]
+ Pq
[
f
∑
n>0
Enq [g]
]
+ Pq[fg]
= Pq
[
Pq[f ]g + fPq[g] + fg
]
.
Now let us define a multiplication operator Mf :
Mf [g](x) := (fg)(x) = f(x)g(x).
Jackson’s integral (7) may be expressed for fixed q, in terms of Pq and Mid:
J [f ](x) = (1− q)
∑
n≥0
f(qnx)qnx = (1− q)
∑
n≥0
(f id)(qnx)
= (1− q)
∑
n≥0
Enq [Mid[f ]](x)
= (1− q)(I + Pq)Mid[f ] (x) =: (1− q)P˜qMid [f ](x).(11)
In the last equality, we defined the map:
P˜q := (I + Pq) =
I
I − Eq
=
∑
m≥0
Emq ,
which satisfies the Rota–Baxter identity of weight θ = −1:
(12) P˜q[f ]P˜q[g] = P˜q
[
P˜q[f ]g + fP˜q[g]− fg
]
.
Jackson’s integral J = (1− q)P˜qMid satisfies the relation:
(13) J [f ]J [g] + (1− q)JMid[fg] = J
[
J [f ]g + fJ [g]
]
.
Using identity (12), we find indeed:
J [f1](x) J [f2](x) = (1− q)P˜qMid[f1](x) (1− q)P˜qMid[f2](x)
= (1− q)2
( ∑
n,m≥0
(
f1(q
nx)f2(q
n+mx) + f1(q
n+mx)f2(q
nx)
)
x2q2n+m −
∑
n≥0
f1(q
nx)f2(q
nx)q2nx2
)
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= (1− q)2
(
P˜q
[
P˜q[f1 id] f2 id
]
(x) + P˜q
[
f1 id P˜q[f2 id]
]
(x)− P˜q[f1 id f2 id](x)
)
,
which coincides with (13).
Remark 2. i) Observe that we can write (13) as:
J [f ] J [g] = J
[
J [f ] g + f J [g]− (1− q)idfg
]
.
Hence, J may be interpreted as a Rota–Baxter map of algebra valued weight idq := −(1− q)id.
ii) Using equation (13) we arrive at the usual q-shuffle product for the Jackson integral [2].
J [f ] J [g] = J
[
f J [g]
]
+ qJ
[
J
[
Eq[f ]
]
g
]
.
iii) We may compose J with M1/id –where it makes sense–, which leads to the modified q-integral:
Jˆ [f ](x) :=
∫ x
0
f(y)
dqy
y
= (1− q)
∑
n≥0
f(qnx) = (1− q)P˜q[f ](x).
It satisfies a simpler identity of weight θ = −(1− q):
Jˆ [f ]Jˆ [g] = Jˆ
[
Jˆ [f ]g + f Jˆ [g] − (1− q)fg
]
.
3. q-analogs of Multiple Zeta Values
For positive natural numbers n1, . . . , nk ∈ N, n1 > 1, multiple zeta values (MZVs) of length k and
weight w := n1 + n2 + · · · + nk are defined as k-fold iterated infinite series [8, 14, 16, 18]:
ζ(n1, . . . , nk) :=
∑
m1>···>mk>0
1
mn11 · · ·m
nk
k
(14)
=
∫
· · ·
∫
0≤tw≤···≤t1≤1
dt1
τ1(t1)
· · ·
dtw
τw(tw)
,(15)
where τi(u) = 1− u if i ∈ {h1, h2, . . . , hk}, hj = n1 + n2 + · · ·+ nj, and τi(u) = u otherwise.
3.1. Iterated Jackson integrals. For further use, we define the functions x := 1/id, y := 1/(1−id),
and y¯ := id/(1 − id), such that:
x(t) =
1
t
, y(t) =
1
1− t
, y¯(t) =
t
1− t
.
Recall the common notation for q-numbers, [m]q :=
1−qm
1−q .
A natural way to define q-analogs of MZVs consists in replacing each Riemann integral in (15) by
its q-analog (11). Therefore, we define for positive natural numbers ni ∈ N, n1 > 1, w := n1+· · ·+nk,
the following map in terms of iterated Jackson integrals:
(16) Z(n1, . . . , nk)(t) := J
[
ρ1J
[
ρ2 · · · J [ρw] · · ·
]]
(t),
where ρi(t) = y(t) if i ∈ {h1, h2, . . . , hk}, hj = n1 + n2 + · · ·+ nj, and ρi(t) = x(t) otherwise.
By evaluating (16) at t = q, we obtain a q-analog of MZVs, which was proposed in [10]. Indeed,
since the constant function 1 =Mid(x), the iterated Jackson integrals in (16) reduce to iterations of
the map P˜q =
∑
n≥0E
n
q applied to functions y¯, that is, with w := n1 + · · ·+ nk we obtain:
zq(n1, . . . , nk) := Z(n1, . . . , nk)(q)
= (1− q)w P˜q
[
P˜q [· · · P˜q︸ ︷︷ ︸
n1
[y¯ · · · P˜q [P˜q [· · · P˜q︸ ︷︷ ︸
nk
[y¯]]] · · ·
]
(q)
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= (1− q)w
∑
m1>···>mk>0
qm1
(1− qm1)n1 · · · (1− qmk)nk
=
∑
m1>···>mk>0
qm1
[m1]
n1
q · · · [mk]
nk
q
.(17)
Indeed, for length k > 0, and w =
∑k
i=1 ni we calculate:
(1− q)w P˜q
[
P˜q [· · · P˜q︸ ︷︷ ︸
n1
[y¯ P˜q [P˜q [· · · P˜q︸ ︷︷ ︸
n2
[y¯ · · · P˜q [P˜q [· · · P˜q︸ ︷︷ ︸
nk
[y¯] · · · ]
]
(q).
= (1− q)w−nk
∑
m>0
1
[mk]
nk
q
P˜q
[
P˜q [· · · P˜q︸ ︷︷ ︸
n1
[y¯ P˜q [P˜q [· · · P˜q︸ ︷︷ ︸
n2
[y¯ · · · P˜q [P˜q [· · · P˜q︸ ︷︷ ︸
nk−1
[y¯idm] · · · ]
]
(q)
= (1− q)n1
∑
m2>···>mk>0
m>0
1
[m2]
n2
q · · · [mk]
nk
q
P˜q
[
P˜q [· · · P˜q︸ ︷︷ ︸
n1
[idm2+m] · · · ]
]
(q)
= (1− q)n1
∑
m1>m2>···>mk>0
1
[m2]
n2
q · · · [mk]
nk
q
P˜q
[
P˜q [· · · P˜q[id
m1 ] · · · ]
]
(q)
=
∑
m1>···>mk>0
qm1
[m1]
n1
q · · · [mk]
nk
q
.
In the limit q ր 1 the above k-fold iterated sums reduce to the corresponding classical MZV of
length k and weight w defined in (14).
We define now the main object of our study, i.e., the modified qMZV:
(18) z¯q(n1, . . . , nk) :=
∑
m1>···>mk>0
qm1
(1− qm1)n1 · · · (1− qmk)nk
,
for which (1− q)w z¯q(n1, . . . , nk) = zq(n1, . . . , nk).
Remark 3. i) The product of two such qMZVs of length one, using the sum representation (17),
satisfies the quasi-shuffle like identity:
zq(n)zq(m) = zq(n,m) + zq(m,n) + zq(n+m)(19)
−(1− q)
(
zq(n,m− 1) + zq(m,n− 1) + zq(n +m− 1)
)
.
Indeed, we see that:
zq(n)zq(m) = (1− q)
n+m
( ∑
l1>l2>0
ql1+l2
(1− ql1)n(1− ql2)m
+
∑
l1>l2>0
ql1+l2
(1− ql1)m(1− ql2)n
+
∑
l>0
q2l
(1− ql)n+m
)
= (1− q)n+m
( ∑
l1>l2>0
ql1 − ql1(1− ql2)
(1− ql1)n(1− ql2)m
+
∑
l1>l2>0
ql1 − ql1(1− ql2)
(1− ql1)m(1− ql2)n
+
∑
l>0
ql − ql(1− ql)
(1− ql)n+m
)
= zq(n,m) + zq(m,n) + zq(n+m)
−(1− q)
(
zq(n,m− 1) + zq(m,n− 1) + zq(n+m− 1)
)
.
In the limit q ր 1 this product reduces to the usual quasi-shuffle for MZVs.
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ii) Evaluating (16) at t = 1 one obtains the qMZVs proposed by Schlesinger in [13]:
ζSq (n1, . . . , nk) := Z(n1, . . . , nk)(1)
=
∑
m1>···>mk>0
1
[m1]
n1
q · · · [mk]
nk
q
.
They satisfy the usual quasi-shuffle product:
ζSq (n)ζ
S
q (m) = ζ
S
q (n,m) + ζ
S
q (m,n) + ζ
S
q (n+m).
3.1.1. Another q-analog of MZVs. However, in the current literature, see e.g. [2, 3], another q-analog
of MZVs is prevailing. It is defined using the weight one Rota–Baxter operator Pq = Eq(I−Eq)
−1 =∑
n>0E
n
q defined in (10), together with the functions x = 1/id and:
yk :=
q−k
(1− q−kid)
, k ∈ N.
Let us define again a map in terms of k-fold iterated Jackson integrals:
Z(n1, . . . , nk)(t) := J
[
ψ1J
[
ψ2 · · · J [ψw] · · ·
]]
(t),
where n1, . . . , nk, n1 > 1, are positive natural numbers, w :=
∑k
i=1 ni, and Ni := n1 + n2 + · · ·+ ni,
0 < i < k + 1, such that ψNi(t) = yi(t), and ψi(t) = x(t) if i /∈ {N1, N2, . . . , Nk}. Then we find:
ζq(n1, . . . , nk) := J
[
ψ1J
[
ψ2 · · · J [ψw] · · ·
]]
(1)
= (1− q)w Pq
[
Pq [· · ·Pq︸ ︷︷ ︸
n1
[y¯1 Pq [Pq [· · ·Pq︸ ︷︷ ︸
n2
[y¯2 · · ·Pq [Pq [· · ·Pq︸ ︷︷ ︸
nk
[y¯k]] · · ·
]
(1)
=
∑
m1>···>mk>0
q(n1−1)m1+···+(nk−1)mk
[m1]
n1
q · · · [mk]
nk
q
,(20)
where y¯i := yiid. By introducing another modified qMZV:
ζ¯q(n1, . . . , nk) =
∑
m1>···>mk>0
q(n1−1)m1+···+(nk−1)mk
(1− qm1)n1 · · · (1− qmk)nk
,(21)
we can write ζq(n1, . . . , nk) = (1−q)
w ζ¯q(n1, . . . , nk). Observe that we have the following quasi-shuffle
product:
ζq(n)ζq(m) = ζq(n,m) + ζq(m,n) + ζq(n+m) + (1− q)ζq(n+m− 1).
In the following lemma we show how to relate the qMZVs in (17) and (20).
Lemma 4. For k > 0 natural numbers n1, . . . , nk, ni > 1 for all i, and w :=
∑k
i=1 ni:
(22) ζq(n1, . . . , nk) = q
w
zq−1(n1, . . . , nk)+q
w
k−1∑
j=1
(1−q−1)j
∑
l2+···+lk=j
li∈{0,1}, i=2,...,k
zq−1(n1, n2−l2, . . . , nk−lk).
Before we prove the lemma, we recall that zq−1 is defined in terms of the map P˜q−1 =
∑
n≥0E
n
q−1 :
zq−1(n1, . . . , nk) := (1− q
−1)w P˜q−1 [P˜q−1 [· · · P˜q−1︸ ︷︷ ︸
n1
[y¯ · · · P˜q−1 [P˜q−1 [· · · P˜q−1︸ ︷︷ ︸
nk
[y¯]]] · · · ](q−1)
=
∑
m1>···>mk>0
q−m1
[m1]
n1
q−1
· · · [mk]
nk
q−1
.
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Proof. We re-write ζq(n1, . . . , nk) as follows:
ζq(n1, . . . , nk) =
∑
m1>···>mk>0
q(n1−1)m1+···+(nk−1)mk
[m1]
n1
q · · · [mk]
nk
q
= qw
∑
m1>···>mk>0
q−m1···−mk
[m1]
n1
q−1
· · · [mk]
nk
q−1
.(23)
Then we expand q−m1···−mk in terms of q−m1 and (1− qmi), i = 2, . . . , k. The simple first step:
q−m1···−mk = q−m1···−mk−1q−mk = q−m1···−mk−1 − q−m1···−mk−1(1− q−mk),
yields inductively:
q−m1···−mk = q−m1 + q−m1
k−1∑
j=1
∑
l2+···+lk=j
li∈{0,1},i=2,...,k
(−1)j(1− q−m2)l2 · · · (1− q−mk)lk .
Replacing the numerator in (23) by the right hand side of the last equality implies (22). 
For the modified qMZVs the expression is somewhat simpler, and we obtain:
Corollary 5. For k > 0, n1, . . . , nk ∈ N, ni > 1 for all i, and w :=
∑k
i=1 ni:
(24) ζ¯q(n1, . . . , nk) = (−1)
w
z¯q−1(n1, . . . , nk)+
k−1∑
j=1
∑
l2+···+lk=j
li∈{0,1},i=2,...,k
(−1)w−j z¯q−1(n1, n2− l2, . . . , nk− lk).
The general case of k > 0 positive natural numbers n1, . . . , nk with only n1 > 1, i.e., when some
or all of the n2, . . . , nk may be one, is rather involved and left for further work. We only state the
straightforward case of length two.
Corollary 6. For n > 1 we find:
(25) ζq(n, 1) = q
w
zq−1(n, 1) + q
w
∑
l>0
(l − 1)q−l
[l]n
q−1
= qwzq−1(n, 1) + q
w
∑
l>0
lq−l
[l]n
q−1
− qwzq−1(n).
Proof. This follows immediately from the identity:∑
l>m>0
q−l
[l]n
q−1
=
∑
l>0
(l − 1)q−l
[l]n
q−1
.

At length k = 1 the two modified q-analogs of MZVs differ only slightly:
ζ¯q(a) =
∑
n>0
q(a−1)n
(1− qn)a
=
∑
n>0
(−1)aq−n
(1− q−n)a
= (−1)a z¯q−1(a).
Remark 7. Note that we can absorb the signs (−1)w−j in (25) by defining another modified qMZV
z¯
′
q−1(n1, . . . , nk) in terms of the Rota–Baxter map P˜
′
q−1 := −P˜q−1 , which is of weight θ = 1:
(26) z¯′q−1(n1, . . . , nk) = P˜
′
q−1 [P˜
′
q−1 [· · · P˜
′
q−1︸ ︷︷ ︸
n1
[y¯ · · · P˜ ′q−1 [P˜
′
q−1 [· · · P˜
′
q−1︸ ︷︷ ︸
nk
[y¯]]] · · · ](q−1),
such that for n1, . . . , nk ∈ N, ni > 1 for all i:
ζ¯q(n1, . . . , nk) =
k−1∑
j=0
∑
l2+···+lk=j
li∈{0,1},i=2,...,k
z¯
′
q−1(n1, n2 − l2, . . . , nk − lk).
ON EULER’S DECOMPOSITION FORMULA FOR qMZVs 9
This will affect the corresponding q-analog of Euler’s decomposition formula for the ζ¯q(n1, . . . , nk).
3.2. q-analog of Euler’s decomposition formula. In the following we will work mainly with the
modified qMZVs z¯q(n1, . . . , nk) and z¯q−1(n1, . . . , nk).
We now want to understand products of modified q-analogs of MZVs of length one. For this we
use the Rota–Baxter algebra structure underlying the Jackson integral, implied by the map P˜q.
We introduce the notation P˜
(n)
q for the following n-fold iterations:
P˜ (n)q := P˜q ◦ P˜q ◦ · · · ◦ P˜q.
Then we may write the modified qMZV defined in (18) as follows:
z¯q(n1, . . . , nk) = P˜
(n1)
q
[
y¯ P˜ (n2)q
[
y¯ · · · P˜ (nk)q [y¯]
]
· · ·
]
(q).
We start with the simplest case. By invoking identity (12) for P˜q we calculate the product:
z¯q(2) z¯q(2) = (P˜q
[
P˜q[y¯]
]
P˜q
[
P˜q[y¯]
]
)(q)(27)
= (2P˜q
[
P˜q
[
y¯P˜q[P˜q[y¯]]
]]
+ 4P˜q
[
P˜q
[
P˜q
[
y¯P˜q[y¯]
]]]
− 4P˜q
[
P˜q
[
y¯P˜q[y¯]
]]
−2P˜q
[
P˜q
[
P˜q
[
y¯y¯
]]]
+ P˜q
[
P˜q
[
y¯y¯
]]
)(q).
This leads immediately to the identity:
z¯q(2) z¯q(2) = 2z¯q(2, 2) + 4z¯q(3, 1) − 4z¯q(2, 1)
(−2P˜q
[
P˜q
[
P˜q
[
y¯y¯
]]]
+ P˜q
[
P˜q
[
y¯y¯
]]
)(q).
Observe that each time a P˜q disappears we encounter a minus sign.
Remark 8. The above product (27) with z¯q(2) replaced by z¯
′
q(2), defined in (26), leads to a similar
identity for the latter, with P˜q replaced by P˜
′
q, and minus signs turned into plus signs on the right
hand side.
Now, from [10] we learn that:
(28) − 2P˜q
[
P˜q
[
P˜q
[
y¯y¯
]]]
(q) + P˜q
[
P˜q
[
y¯y¯
]]
(q) = 2z¯q(3)− z¯q(2) − δz¯q(2),
where δ := q ddq . Indeed, we can calculate the left hand side:
− 2P˜q
[
P˜q
[
P˜q
[
y¯y¯
]]]
(q) + P˜q
[
P˜q
[
y¯y¯
]]
(q) = −2
∑
l>0
(l − 1)ql
(1− ql)3
+
∑
l>0
(l − 1)ql
(1− ql)2
= −
∑
l>0
(l − 1)ql(1 + ql)
(1− ql)3
,(29)
which, following [10], equals the right hand side in equality (28). Hence, we obtain the q-shuffle
product of z¯q(2) with itself in the differential algebra generated by the modified qMZV in (18) with
respect to δ := q ddq :
z¯q(2)z¯q(2) = 2z¯q(2, 2) + 4z¯q(3, 1) − 4z¯q(2, 1) + 2z¯q(3)− z¯q(2)− δz¯q(2).
Remark 9. Going beyond length one, we calculated:
z¯q(2, 1)z¯q(2) = 6z¯q(3, 1, 1) + 3z¯q(2, 2, 1) + z¯q(2, 1, 2) − 7z¯q(2, 1, 1)
+4z¯q(3, 1) + z¯q(2, 2) − 3z¯q(2, 1) − δz¯q(2, 1),
and
z¯q(3, 1)z¯q(2) = 9z¯q(4, 1, 1) + 4z¯q(3, 2, 1) + z¯q(3, 1, 2) + z¯q(2, 3, 1) − 11z¯q(3, 1, 1)
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−2z¯q(2, 2, 1) + z¯q(2, 1, 1) + z¯q(3, 2) − 5z¯q(3, 1) + 6z¯q(4, 1) − δz¯q(3, 1).
We will explore the full δ-differential algebra structure generated by (18) in a forthcoming work.
We now derive a closed expression, i.e., Euler’s decomposition formula for general products a, b > 1:
z¯q(a)z¯q(b) = P˜
(a)
q (y¯)(q)P˜
(b)
q (y¯)(q).
In [5], the authors gave an explicit formula for products P˜
(n)
q (f)P˜
(m)
q (g). However, note that the
expression displayed in theorem 3 of [5] seems to have problems. Following the idea of the proof in
[5], we calculated it again and arrived at the following formula, which is symmetric in a and b:
P˜ (a)q (y¯)(q)P˜
(b)
q (y¯)(q) =
∑
(i,j)∈D1
(−1)a+b−i−j
(
j − 1
i+ j − b− 1, j − a, a+ b− i− j
)
z¯q(j, i)(30)
+
∑
(i,j)∈D2
(−1)a+b−i−j
(
j − 1
i+ j − b, j − a, a+ b− i− j − 1
)
z¯q(j, i)
+
∑
(i,j)∈D3
(−1)a+b−i−j
(
j − 1
j − b, i+ j − a− 1, a+ b− i− j
)
z¯q(j, i)
+
∑
(i,j)∈D4
(−1)a+b−i−j
(
j − 1
j − b, i+ j − a, a+ b− i− j − 1
)
z¯q(j, i)
+
∑
(j)∈D5
(−1)a+b−j
(
j − 1
j − b, j − a, a+ b− j − 1
)
P˜ (j)q (y¯y¯)(q).
The summation domains Di, i = 1, . . . , 5 are given by:
D1 := {(i, j) ∈ N+ ×N+ | 1 ≤ i ≤ b, a ≤ j, b− i+ 1 ≤ j, j ≤ a+ b− i}
D2 := {(i, j) ∈ N+ ×N+ | 1 ≤ i ≤ b− 1, a ≤ j, b− i ≤ j, j ≤ a+ b− i− 1}
D3 := {(i, j) ∈ N+ ×N+ | 1 ≤ i ≤ a, a− i+ 1 ≤ j, b ≤ j, j ≤ a+ b− i}
D4 := {(i, j) ∈ N+ ×N+ | 1 ≤ i ≤ a− 1, a− i ≤ j, b ≤ j, j ≤ a+ b− i− 1}
D5 := {j ∈ N | a ≤ j, b ≤ j, j ≤ a+ b− 1}.
Note the symmetry of D1,D3 and D2,D4 with respect to a and b. The case a = b = 2 can be easily
verified to coincide with (27).
Let us assume 1 < a ≤ b. We are particularly interested in the sum over domain D5, which can
be written as:
a−1∑
j=0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
P˜ (j+b)q (y¯y¯)(q).
This yields the q-series:
zab :=
a−1∑
j=0
m,n>0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
qm+n
(1− qm+n)j+b
=
a−1∑
j=0
l>0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
(l − 1)ql
(1− ql)j+b
.
It can be rearranged into the handy expression:
(31) zab =
∑
l>0
(l − 1)ql
(1− ql)a+b−1
( a−1∑
j=0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
(1− ql)a−1−j
)
.
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With the goal to express this sum in terms of a linear combination of zq(s) and derivations δzq(t),
let us look in detail at the next two cases, i.e., a = 2, b = 3 and a = b = 3.
We find:
z23 =
∑
l>0
(l − 1)ql
(1− ql)4
( 1∑
j=0
(−1)2−j
(
j + 2
j, j + 1, 1 − j
)
(1− ql)1−j
)
=
∑
l>0
−(l − 1)ql(1 + 2ql)
(1− ql)4
.
Now we show that z23 = −δz¯q(3) + 3z¯q(4)− 2z¯q(3). First we observe that in general for 1 < t ∈ N:
δz¯q(t) = q
d
dq
∑
l>0
ql
(1− ql)t
=
∑
l>0
lql(1 + (t− 1)ql)
(1− ql)t+1
.(32)
Therefore, for t = 3:
−δz¯q(3) = −
∑
l>0
lql(1 + 2ql)
(1− ql)4
.
Next, we verify that:
3z¯q(4)− 2z¯q(3) =
∑
l>0
3ql
(1− ql)4
−
∑
l>0
2ql
(1− ql)3
=
∑
l>0
ql(1 + 2ql)
(1− ql)4
.
Putting this together, gives:
−δz¯q(3) + 3z¯q(4)− 2z¯q(3) = −
∑
l>0
(l − 1)ql(1 + 2ql)
(1− ql)4
.
And this yields:
z¯q(2)z¯q(3) = P˜
(2)
q (y¯)(q)P˜
(3)
q (y¯)(q)
= 3z¯q(3, 2) + z¯q(2, 3) + 6z¯q(4, 1) − 2z¯q(2, 2) − 7z¯q(3, 1) + z¯q(2, 1)
−δz¯q(3) + 3z¯q(4) − 2z¯q(3).
We find the modified q-analogs of the usual shuffle product ζ(2)ζ(3) = 3ζ(3, 2) + ζ(2, 3) + 6ζ(4, 1),
as well as several lower weight terms and a derivation term.
The next case a = b = 3 leads to the q-series:
z33 =
∑
l>0
(l − 1)ql
(1− ql)5
( 2∑
j=0
(−1)3−j
(
j + 2
j, j, 2 − j
)
(1− ql)2−j
)
= −
∑
l>0
(l − 1)ql
(1− ql)5
(
1 + 4ql + q2l
)
.
We now verify that:
z33 = −
3
2
δz¯q(4) +
1
2
δz¯q(3) + 6z¯q(5)− 6z¯q(4) + z¯q(3).
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Indeed, from (32) follows that:
−δz¯q(4) = −
∑
l>0
lql(1 + 3ql)
(1− ql)5
,
and therefore:
3
2
δz¯q(4)−
1
2
δz¯q(3) =
3
2
∑
l>0
lql(1 + 3ql)
(1− ql)5
−
1
2
∑
l>0
lql(1 + 2ql)(1 − ql)
(1− ql)5
=
∑
l>0
lql(32 +
9
2q
l − 12 −
1
2q
l + q2l)
(1− ql)5
=
∑
l>0
lql(1 + 4ql + q2l)
(1− ql)5
.
Putting this together, we find:
6z¯q(5)− 6z¯q(4) + z¯q(3) =
∑
l>0
ql(1 + 4ql + q2l)
(1− ql)5
.
After these calculations, we turn to the general case. In the following theorem we show for
1 < a ≤ b, that zab in (31) can be expressed as a linear combination of:
z¯q(s) =
∑
l>0
ql
(1− ql)s
δz¯q(t) =
∑
l>0
lql(1 + (t− 1)ql)
(1− ql)t+1
.
In a subsequent corollary to this theorem, we answer a question stated in [10], asking for a q-analog
of Euler’s decomposition formula for products z¯q(a)z¯q(b), 1 < a, b ∈ N, in the δ-differential algebra
generated by the qMZVs defined in (18).
Theorem 10. Let 1 < a ≤ b ∈ N.
zab :=
∑
l>0
(l − 1)ql
(1− ql)a+b−1
( a−1∑
j=0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
(1− ql)a−1−j
)
=
a−2∑
k=0
αk+bδz¯q(k + b)−
a−1∑
j=0
βj z¯q(j + b).(33)
with coefficients that depend on a and b:
βj = (−1)
a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
αk =
k∑
j=b
(−1)a+b−j
1− j
(
j − 1
j − b, j − a, a+ b− j − 1
)
.
Proof. We write zab = z
1
ab − z
2
ab, where:
z1ab :=
∑
l>0
lql
(1− ql)a+b−1
( a−1∑
j=0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
(1− ql)a−1−j
)
and
z2ab :=
∑
l>0
ql
(1 − ql)a+b−1
( a−1∑
j=0
(−1)a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
(1− ql)a−1−j
)
.
The goal is to show that:
z1ab =
a−2∑
k=0
αk+bδz¯q(k + b) and z
2
ab =
a−1∑
j=0
βj z¯q(j + b).
with coefficients that depend on a and b.
ON EULER’S DECOMPOSITION FORMULA FOR qMZVs 13
Let us start with the z2ab. Note that for j ≥ 0:
z¯q(j + b) =
∑
l>0
ql(1− ql)a−1−j
(1− ql)a+b−1
.
Then it follows straightforwardly that:
a−1∑
j=0
βj z¯q(j + b) =
∑
l>0
ql
(1− ql)a+b−1
a−1∑
j=0
βj(1− q
l)a−1−j ,
with:
βj := (−1)
a−j
(
j + b− 1
j, j + b− a, a− j − 1
)
.
Now we turn to z1ab. First, we observe that:
δz¯q(k) =
∑
l>0
lql(1 + (k − 1)ql)
(1− ql)k+1
=
∑
l>0
lql
(1− k)(1 − ql)a+b−1−k + k(1− ql)a+b−2−k
(1− ql)a+b−1
.
This yields:
a+b−2∑
k=b
αkδz¯q(k) =
∑
l>0
lql
(1− ql)a+b−1
a+b−2∑
k=b
(
αk(1− k)(1 − q
l)a+b−1−k + αkk(1− q
l)a+b−2−k
)
=
∑
l>0
lql
(1− ql)a+b−1
( a+b−2∑
k=b
αk(1− k)(1− q
l)a+b−1−k
+
a+b−1∑
k=b+1
αk−1(k − 1)(1− q
l)a+b−1−k
)
.
The second sum on the right hand side can be written as:
αb(1− b)(1− q
l)a−1 +
a+b−2∑
k=b+1
αk(1− k)(1 − q
l)a+b−1−k
+
a+b−2∑
k=b+1
αk−1(k − 1)(1 − q
l)a+b−1−k + αa+b−2(a+ b− 2),
such that:
a+b−2∑
k=b
αkδz¯q(k) =
∑
l>0
lql
(1− ql)a+b−1
(
αb(1− b)(1− q
l)a−1 + αa+b−2(a+ b− 2)
a+b−2∑
k=b+1
(αk − αk−1)(1− k)(1 − q
l)a+b−1−k
)
.
This is supposed to equal:
z1ab =
∑
l>0
lql
(1− ql)a+b−1
( a+b−1∑
k=b
ck−b(1− q
l)a+b−1−k
)
,
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with the coefficient:
(34) ck−b := (−1)
a+b−k
(
k − 1
k − b, k − a, a+ b− k − 1
)
.
Comparison leads to the system:
c0 = αb(1− b)(35)
ck−b = (αk − αk−1)(1− k), k = b+ 1, . . . , a+ b− 2(36)
ca−1 = αa+b−2(a+ b− 2).(37)
Starting with (35) we find αb =
c0
1−b . Then (36) leads to the recurrence:
αk =
ck−b
1− k
+ αk−1,
which yields via induction the explicit expression for the coefficients:
αk =
k∑
j=b
cj−b
1− j
.

Note that for reasons of consistency, from (37) it should follow that:
αa+b−2 =
ca−1
a+ b− 2
=
a+b−2∑
j=b
cj−b
1− j
.
The last equality follows from the next
Lemma 11. For 1 < a ≤ b ∈ N:
1
a+ b− 2
(
a+ b− 2
a− 1, b− 1, 0
)
=
1
a+ b− 2
(a+ b− 2)!
(a− 1)!(b − 1)!
=
a−2∑
j=0
(−1)a−j−1
j + b− 1
(
j + b− 1
j, j + b− a, a− j − 1
)
.
Proof. We will show that the coefficients (34) satisfy
∑a−1
j=0
−cj
j+b−1 = 0. Indeed:
a−1∑
j=0
−cj
j + b− 1
=
a−1∑
j=0
(−1)a−j−1
j + b− 1
(
j + b− 1
j, j + b− a, a− 1− j
)
=
(−1)a−1
(a− 1)!
a−1∑
j=0
(−1)j
a−3∏
k=0
(j + b− 2− k)
(
a− 1
j
)
.
Note that the polynomial:
Pab(j) :=
(j + b− 2)!
(j + b− a)!
=
{
1, a = 2∏a−3
k=0(j + b− 2− k), a > 2
is of degree a− 2 < a− 1. From [9] we know that for 0 < i ≤ n and x ∈ R:
a−1∑
j=0
(−1)j(x− j)n−i
(
a− 1
j
)
= 0,
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which implies that:
a−1∑
j=0
(−1)j
a−3∏
k=0
(j + b− 2− k)
(
a− 1
j
)
= 0
and therefore the lemma. 
Expression (30) for the product of length one qMZVs defined in (17) is rather involved. Therefore,
in the next corollary we derive an explicit and compact formula that deserves to be considered as a
q-analog of Euler’s decomposition formula. In the next subsection we then indicate how to arrive at
expression (2) in the introduction.
Corollary 12. Let 1 < a ≤ b ∈ N.
z¯q(a)z¯q(b)(38)
=
a+b−1∑
j=a
a+b−j∑
i=max(b−j+1,1)
(−1)a+b−i−j
(
j − 1
a− 1
)(
a− 1
a+ b− i− j
)
z¯q(j, i)
+
a+b−1∑
j=a
a+b−j−1∑
i=max(b−j,1)
(−1)a+b−i−j
(
j − 1
a− 1
)(
a− 1
a+ b− i− j − 1
)
z¯q(j, i)
+
a+b−1∑
j=b
a+b−j∑
i=1
(−1)a+b−i−j
(
j − 1
b− 1
)(
b− 1
a+ b− i− j
)
z¯q(j, i)
+
a+b−1∑
j=b
a+b−j−1∑
i=1
(−1)a+b−i−j
(
j − 1
b− 1
)(
b− 1
a+ b− i− j − 1
)
z¯q(j, i)
+
a−1∑
j=0
(−1)a−1
(
j + b− 1
j, a− j − 1, j + b− a
)∑
n>0
(n− 1)qn
(1− qn)j+b
Proof. The proof follows by carefully unfolding the domains D1, . . . ,D4 defined below equation (30).
We briefly indicate it for:
D1 = {(i, j) ∈ N+ × N+ | 1 ≤ i ≤ b, a ≤ j, b− i+ 1 ≤ j, j ≤ a+ b− i},
and show that:∑
(i,j)∈D1
(−1)a+b−i−j
(
j − 1
i+ j − b− 1, j − a, a+ b− i− j
)
z¯q(j, i)
=
a+b−1∑
j=a
a+b−j∑
i=max(b−j+1,1)
(−1)a+b−i−j
(
j − 1
a− 1
)(
a− 1
a+ b− i− j
)
z¯q(j, i).
The combinatorial coefficient on each side match. Recall that we assume that 1 < a ≤ b. The
domain:
D1 = {(i, j) ∈ N+ × N+ | 1 ≤ i ≤ b, max(a, b− i+ 1) ≤ j ≤ a+ b− i}.
By exchanging the order of summation in i and j, and taking into account the min. and max. values
for j, together with the resulting dominant constraint on i, we arrive at:
D1 = {(i, j) ∈ N+ × N+ | a ≤ j ≤ a+ b− 1, max(b− j + 1, 1) ≤ i ≤ a+ b− j}.
For the other domains similar arguments apply. 
16 J. CASTILLO, K. EBRAHIMI-FARD, AND D. MANCHON
3.3. Comparison with Bradley’s q-analog of Euler’s decomposition formula. In [3] Bradley
derived a q-analog of Euler’s decomposition formula for the qMZVs defined in (20). Here we state
the formula for the modified qMZV defined in (21). For natural numbers 1 < a, b:
ζ¯q(a)ζ¯q(b) =
a−1∑
n=0
a−1−n∑
m=0
(
n+ b− 1
b− 1
)(
b− 1
m
)
ζ¯q(b+ n, a− n−m)(39)
+
b−1∑
n=0
b−1−n∑
m=0
(
n+ a− 1
a− 1
)(
a− 1
m
)
ζ¯q(a+ n, b− n−m)
−
min(a,b)∑
l=1
(a+ b− 1− l)!
(a− l)!(b− l)!
1
(l − 1)!
∑
k>0
(k − 1)q(a+b−1−l)k
(1− qk)a+b−l
.
Recall that z¯q−1(a) = (−1)
aζ¯q(a). Using (25) in Corollary 5 we can write:
ζ¯q(b+ n, a− n−m) = (−1)
a+b−m
z¯q−1(b+ n, a− n−m)
+(−1)a+b−m−1 z¯q−1(b+ n, a− n−m− 1).
This inserted in (39), and recalling equation (25) in Corollary (6), which gives:
z¯q−1(b+ k, 0) =
∑
l>0
(l − 1)q−l
(1− q−l)b+k
=
∑
l>0
lq−l
(1− q−l)b+k
− z¯q−1(b+ k)
we arrive after some careful adjustments of summation domains at the formula (2) for the product
z¯q(a)z¯q(b), displayed in the introduction. Hence, the link to Bradley’s formula provides a simple way
to deduce a more compact expression for the decomposition formula in (38).
Corollary 13. Multiplying (2) on both sides by (1 − q)a+b, and then taking the limit q ր 1 results
in the classical Euler decomposition formula:
(40) ζ(a)ζ(b) =
a−1∑
i=0
(
i+ b− 1
b− 1
)
ζ(b+ i, a− i) +
b−1∑
j=0
(
j + a− 1
a− 1
)
ζ(a+ j, b − j).
Proof. First we multiply both sides of (2) by (1− q)a+b. On the left hand side we obtain zq(a)zq(b).
On the right hand side in the first sum the modified qMZVs z¯q(b + l, a − l − k) becomes the qMZV
(1− q)kzq(b+ l, a− l− k). In the second sum we obtain the qMZV (1− q)
k
zq(a+ l, b− l− k). In the
last two sums on the right hand side the modified qMZVs are replaced by (1− q)kzq(a+ b− k) and:
(1− q)a+bδz¯q(a+ b− 1− j) = (1− q)
j
∑
l>0
lql(1 + (a+ b− j − 2)ql)
[l]a+b−jq
.
respectively. Now, it is clear that the left had side reduces to ζ(a)ζ(b) in the limit q ր 1. Since
k, j > 0 the last two sums on the right hand side of (2) disappear in the limit q ր 1. In the first
two sums only the k = 0 terms in the inner sums contribute on the right hand side. Which results
in (40). 
Moreover, we may go backward and replace the last term in Bradley’s formula (39).
Corollary 14. For 1 < a ≤ b:
ζ¯q(a)ζ¯q(b) =
a−1∑
n=0
a−1−n∑
m=0
(
n+ b− 1
b− 1
)(
b− 1
m
)
ζ¯q(b+ n, a− n−m)
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+
b−1∑
n=0
b−1−n∑
m=0
(
n+ a− 1
a− 1
)(
a− 1
m
)
ζ¯q(a+ n, b− n−m)
+
a∑
k=1
(−1)kβa−k ζ¯q(a+ b− k)−
a−1∑
j=1
(−1)j+1αa+b−1−jδζ¯q(a+ b− 1− j).
This gives a closed formula in the δ-differential algebra generated by the modified qMZV defined
in (21).
3.4. Without δzq-terms. In the this final part we indicate how double q-shuffle relations may be
used to eliminate the δzq-terms.
Let us first look at a the simplest example. From the quasi-q-shuffle formula (20) for the modified
qMZVs (18) we obtain:
z¯q(2)z¯q(2) = 2z¯q(2, 2) + z¯q(4) − 2z¯q(2, 1) − z¯q(3).
On the other hand, from (2) we obtain:
z¯q(2)z¯q(2) = 2z¯q(2, 2) + 4z¯q(3, 1) − 4z¯q(2, 1) + 2z¯q(3)− z¯q(2)− δz¯q(2).
This yields:
δz¯q(2) = 4z¯q(3, 1) − 2z¯q(2, 1) − z¯q(2) + 3z¯q(3) − z¯q(4)
Apparently this differs from the expression found in [10].
In general, from (20) we find for a = 2 and b > 2:
z¯q(2)z¯q(b) = z¯q(2, b) + z¯q(b, 2) + z¯q(2 + b)
−z¯q(2, b− 1)− z¯q(b, 1) − z¯q(b+ 1).
From (2) for a = 2 and b > 2 we obtain:
z¯q(2)z¯q(b) = z¯q(b, 2) + z¯q(2, b)− bz¯q(b, 1) + 2bz¯q(b+ 1, 1) − 2z¯q(2, b− 1) + z¯q(2, b− 2)
+bz¯q(1 + b)− (b− 1)z¯q(b)− δz¯q(b)
+
b−2∑
l=1
min(2,b−1−l)∑
k=0
(−1)k
(
l + 1
1
)(
2
k
)
z¯q(2 + l, b− l − k)
Which yields for b > 2:
δz¯q(b) = −(b− 1)z¯q(b, 1) + 2bz¯q(b+ 1, 1)− z¯q(2, b− 1) + z¯q(2, b− 2)
+(b+ 1)z¯q(1 + b)− z¯q(2 + b)− (b− 1)z¯q(b)
+
b−2∑
l=1
min(2,b−1−l)∑
k=0
(−1)k
(
l + 1
1
)(
2
k
)
z¯q(2 + l, b− l − k)
The algebraic structure underlying these double q-shuffle relations for the modified qMZVs (18) will
be explored in a forthcoming work.
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