An approach is suggested for analyzing time series by means of the algebraic self-similar renormalization group. An analogy is established between the
In this Letter we advance an approach based on the algebraic self-similar renormalization group [1] [2] [3] to analyzing time series. As examples we study the time series corresponding to the October 1997, October 1987 and October 1929 crashes of the New York Stock Exchange (NYSE).
In theoretical physics, the so-called resummation or renormalization problem consists in the reconstruction of a function for finite values of its argument starting from an asymptotic perturbative expansion in powers of a vanishingly small parameter, say coupling constant. A method of resummation has been recently developed, employing the algebraically invariant self-similar renormalization group. Here we show that this method can be applied to the analysis of time series, with a particular attention being payed to the description of sudden sharp changes in the behavior of time series.
As a starting point, we present a discrete set of data, available from the system past, in the form of a polynomial (i.e. as a formal power series), which is a direct analog of a perturbative expansion, valid as time t → 0. Then, one could apply one or another resummation technique to the asymptotic expansion, where instead of a coupling constant one has time. If only a few points from the system history are known, the degree of the asymptotic expansion will be low, and the most popular Padé summation [4] is very difficult, if possible, to apply. While the recently developed algebraic self-similar renormalization technique [1] [2] [3] can be applied even in this situation. On the other hand, the standard approach to time-series analysis is to try to guess what stochastic dynamical system is behind the data, that is, to attempt to model the events producing the considered data by stochastic differential or finite-difference equations [5, 6] . Such an approach has been proved to be reasonable when applied to a system close to a stationary state, but sudden changes in the behavior of the dynamical system generating the time series cannot be accurately described.
First, let us give the general scheme of the method we suggest. Assume that the values of the sought function, f (t), are known for n equidistant successive moments of time, t k = k∆t , k = 0, 1..., n − 1, where ∆t stands for the time resolution, so that
Let us be interested in the value of the function, f (n), in the following n-th moment of time. We put here, for simplicity, ∆t = 1. To proceed further, it is important to find a compact representation of the set of the data (1) in the form of an explicit function. To this end, we can always use a formal Taylor series of the sought function. Since only a finite set of values (1) is available, one can reconstruct only the finite set of expansion coefficients.
Thus, we obtain an approximate expansion
where the polynomial coefficients, A k = A k (a 0, a 1 , ..., a n−1 ), k = 0, 1, ..., n − 1, are determined from the conditions (1). So, from the finite set of data (1), we pass to the asymptotic expansion (2) for the sought function. The problem of reconstructing the value of a function in some distant moment of time from the knowledge of a finite set of its values in the preceding time moments becomes now equivalent to the reconstruction of the function for the finite value of its argument, t = n, from the knowledge of its asymptotic expansion as t → 0. In theoretical physics such a problem is called renormalization or resummation problem [4, 7] .
Thus, the problem of forecasting the future values from the set of historical data given in the form of time series becomes equivalent to renormalization (summation) of asymptotic series. An analytical tool for the solution of this problem, called algebraic self-similar renormalization, has been recently developed [1] [2] [3] . We describe here only its principal points, which are important within the context of this Letter. The polynomial representation (2) gives for the sought function f (t) the following n approximations p i (t), i = 0, 1, ..., n − 1,
The algebraic self-similar renormalization starts from applying to the approximations (3) an algebraic transformation, defining thus a new sequence,
with s ≥ 0. This transformation raises the powers of the series (2), and allows us to take effectively into consideration more points from the system history. We use below the strongest form of such transformation, when s → ∞, which results in a nice exponential representation for the sought function. The sequence of so transformed approximations,
, is considered as a dynamical system in discrete time i = 0, 1, ..., n − 1. In order to define the system evolution with time, it is convenient to introduce a new variable ϕ and to define the so-called expansion function t(ϕ, s) from the equation P 0 (t, s) = a 0 t s = ϕ, which gives t(ϕ, s) = (ϕ/a 0 ) 1/s . Then we construct an approximation cascade [8] [9] [10] [11] whose trajectory points are y i (ϕ, s) ≡ P i ( t(ϕ, s), s). Embedding this cascade into an approximation flow, one can write the evolution equation in the form of the functional self-similarity
, which is also the necessary condition for the fast convergence of {P i } . Already at this stage we can try to check the effectiveness of the algebraic transformation, calculating for the sequence P i (t, s) the so-called local multipliers,
of the sequence {P i } is guaranteed. For calculations we use the integral form of the selfsimilarity relation,
is the cascade velocity and τ is the minimal number of steps of the approximation procedure needed to reach the fixed point, P * i (t, s), of the approximation cascade. It is possible to find P * i (t, s) explicitly and to perform an inverse algebraic transform after which the limit s → ∞ is to be taken. This procedure can be repeated as many times as it is necessary to renormalize polynomials which appear at the preceding steps. This is the main idea of the self-similar bootstrap [3] . Completing this program, we come to the following sequence of self-similar exponential approximants
In order to check whether this sequence converges, we have to analyze the mapping multipli-
, where f allows us to write the final, self-similar exponential approximation for the sought function,
One should analyze, following the procedure described above, all possible self-similar approximations depending on the number of points from the history taken into consideration,
i.e. to calculate all possible f * j (t), j = 1, 2, . . . , n − 1 and to choose among them the best one corresponding to the smallest mapping multiplier. From conditions (1), the coefficients of the polynomial (2), with i = 0, 1, ..., 4, can be found: that panic pushed the price to its lower bound. We have done calculations also for three, four and five points from the history. The six point forecast appeared to be the best from the viewpoint of the stability conditions.
In conclusion, we have shown that by means of the algebraic self-similar renormalization [1] [2] [3] , applied to analyzing time series, it is possible to understand and to predict the development and features of market crashes. We have applied this approach to the time series corresponding to the October stock market crashes and found a striking analogy between them, when the data are considered within the framework of the algebraic self-similar renormalization. Within the self-similar renormalization scheme, the two famous crashes of October 1929 and October 1987 appear as almost identical with the most recent market crash of October 1997, since the tendencies existing at the market and described by the polynomial coefficients A 0 , A 1 , ..., A 5 , are basically the same. Our study supports the "historical " viewpoint [12] [13] [14] that market crises can be described as a coherent prolonged temporal event. Boom is indeed a necessary part [12] of all October crashes. Crash occurs when the trajectories corresponding to growth become less stable than the decaying ones, or even disappear altogether, not unlike mechanisms leading to phase transitions in condensed matter. Intensity of the crash is determined by a delicate interplay of the polynomial coefficients. The positive or negative signs of these coefficients represent two different tendencies, of grouth or decay, respectively. The interplay between these competing tendencies makes the market heterogeneous and nonequilibrium. Booms and crashes can occur only in such heterogeneous markets, when one of two competing tendencies becomes prevailing. This happens in a manner much similar to the occurrence of phase transitions in heterophase systems [15] . We do believe that market crashes can be anticipated on rational grounds, as a specific dynamical transition of market structure.
