We consider an evolving plane curve with two endpoints that can move freely on the x-axis with generating constant contact angles. We discuss the asymptotic behavior of global-in-time solutions when the evolution of this plane curve is governed by area-preserving curvature flow equation. The main result shows that any moving curve converges to a traveling wave if the moving curve starts from an embedded convex curve and remains bounded in global time.
Introduction
The purpose of this paper is to investigate the geometrical behavior of the areapreserving curvature flow of a planar curve having two endpoints on the x-axis with fixed interior contact angles to this axis. The problem is formulated as follows. Let X(p, t) = (x(p, t), y(p, t)) : [−1, 1] × [0, T ) → R 2 represents the position of the curve γ(t) at time t. Denote by s the arc-length parameter along γ(t) measured from X(−1, t) to X (1, t) . The unit normal vector N and the signed curvature κ are defined by N := − ∂y ∂s , ∂x ∂y , κ := ∂ 2 x ∂s 2 ,
where ·, · is the Euclidean inner product defined on R 2 . The motion is governed by ∂X ∂t , N = κ − γ(t) κ ds L(t) , (1.1) y(±1, t) = 0, (1.2) N (−1, t) = (− sin ψ − , cos ψ − ), N (1, t) = (sin ψ + , cos ψ + ), (1.3) where L(t) is the length of γ(t) and ψ ± ∈ (0, π) are constants. We assume that (A1) X(·, 0) is injective and x(−1, 0) < x (1, 0) In this case, the normal vector N is outward pointing at t = 0. The angles ψ − and ψ + are interior contact angles at the endpoints X(−1, t) and X(1, t), respectively (see Figure   1 ). Our aim is to study the asymptotic behavior of the flow as t → ∞.
Before stating our main results and motivation in detail, we discuss some known results associated with our problem. The family of Jordan curves governed by (1.1) was introduced by Gage [ area-preserving variations. Therefore, the length of γ(t) is non-increasing in time, while the area enclosed by γ(t) is preserved for the area-preserving curvature flow {γ(t)}. This variational structure indicates that if γ(t) exists globally in time, then it converges to a critical point for length under the area constraint, that is, a circle. Indeed, he proved this fact for convex initial curves through the global-in-time existence of the flow. The local exponential stability of the circles without the assumption of the convexity on the initial curves was proved in [11] and the exponential convergence of arbitrary global-in-time flow to a circle was proved in [18] .
On the other hand, the free boundary problem (1.1)-(1.3) can be introduced as a formal L 2 -gradient flow of
under the constraint so that the (signed) area
is preserved, where γ is a simple curve having two endpoints on the x-axis, L(γ) is its length, x + (γ) (resp. x − (γ)) is the x-coordinate of the right (resp. left) endpoint of γ, X γ is the position of γ and N γ is the outward pointing unit normal vector. We note that A γ coincide with the area enclosed by γ and the x-axis if γ is in the upper half space (see [24] , for example). Therefore, we may expect that any global-in-time solution of (1. the free boundary problem (1.1)-(1.3) was studied by Shimojo and the author [21] . In particular, they proved the following statements.
• The curve γ(t) remains uniformly bounded in global time, and γ(t) is a concave graph at any time.
• There exists a traveling wave such that the profile curve W(0) is a concave graph and it is unique up to the scaling and the translation parallel to the x-axis. Here, the traveling wave is defined by a classical global-in-time solution to (1.1)-(1.3)
for which the curve W(t) satisfies
where e 1 = (1, 0) and c ∈ R is some constant. • Any traveling wave is locally exponentially stable. That is, if the curvature of γ(0)
is sufficiently "close" to the curvature of W(0) and if the area enclosed by γ(0) and the x-axis is equal to the area enclosed by W(0) and the x-axis, γ(t) converges exponentially to W(t) + a e 1 under the Hausdorff metric for some a ∈ R.
We note that they only study the case ψ ± ∈ (0, π/2) so that the initial curve γ(0) and the profile curve W(0) can be assumed to represent concave graphs. For the case of more general contact angles, the author and Kohsaka [14] studied the existence of traveling waves and geometric properties of these traveling waves under an assumption associated to the winding number − W(0) κ W ds = ψ + + ψ − , where κ W is the curvature of the profile curve W(0). They proved the existence of a traveling wave for any contact angles ψ ± ∈ (0, π). Furthermore, the traveling wave is concave and unique up to scaling and translation (see Theorem 3.8 for details).
Based on the known results, we are interested in the asymptotic behavior of a solution to our problem without the assumptions that the initial curve is a graph or the "closeness" between the initial curve and a traveling wave. The first result of the present paper is local-in-time existence and uniqueness of a solution to (1.1)-(1.3). We assupme (A1) and X(·, 0) ∈ C 2 ([−1, 1]) and satisfies (1.2) and (1.3) for t = 0, (A2)
and find a unique solution X satisfying
Since the solution can be re-parametrized with respect to p ∈ (−1, 1), the solution X to (1.1)-(1.3) is not unique without the restriction (1.7), while the time evolution of the shape γ(t) is unique.
Theorem 1.1. Assume (A1)-(A3). Let α ∈ (1/2, 1) be an arbitrary constant. Then, there exists a time T > 0 such that a unique smooth solution
to (1.1)-(1.3) satisfying (1.7) exists.
We note that the argument for Theorem 1.1 is based on analytic semigroup theory as in [21] . Since the flow is unique, we can discuss the stability of the traveling waves W(t) obtained by [14] by studying the asymptotic behavior of global-in-time solutions to (1.1)-(1.3). In the present paper, we also assume the following properties to study the asymptotic behavior of solutions:
(A4) The initial curve is concave, i.e., κ(p, 0) < 0 for p ∈ [−1, 1].
(A5) The solution obtained in Theorem 1.1 exists in global time.
(A6) There exists a constant c 1 > 0 such that sup (p,t)∈(−1,1)×(0,∞) |κ(p, t)| ≤ c 1 .
(A7) There exists a constant c 2 > 0 such that sup t∈(0,∞) L(t) ≤ c 2 .
We denote by A(t) and A W the (signed) areas
where X W and N W are the position and the outward pointing unit normal vector of the profile curve W(0), respectively. The area A(t) is preserved with respect to time t (see Lemma 3.1). Because the concavity of γ(t) is preserved (see Lemma 3.3), A(t) coincides with the area enclosed by γ(t) and the x-axis if the curve γ(t) is simple. We note that we do not know whether γ(t) is simple or not for t > 0 even if we assume the simplicity of the initial curve γ(0) as in (A1) (see also Remark 3.4) . The possibility of a loss of embeddedness makes it difficult to prove the global boundedness in (A6) and (A7) in general (see also Remark 3.5) . The main result is stated as follows. Theorem 1.2. Let γ(t) be the family of curve obtained in Theorem 1.1. Assume (A4)-(A7). Let W(t) be the traveling wave obtained by [14] such that A W = A(0). Denote by κ(·, t) and κ * the curvatures of γ(t) and W(0), respectively. Then, κ(·, t) converges exponentially to κ * in C ∞ , and there exists a constant a ∈ R such that γ(t) converges to W(t) + a e 1 under the Hausdorff metric, where e 1 = (1, 0).
As we mentioned, Shimojo and the author [21] proved the uniformly boundedness of the solution under the assumption (A'). That is, (A5)-(A7) hold only if we assume (A').
Therefore the following corollary follows immediately from Theorem 1.2. 3) obtained by [21] and the traveling wave obtained by [14, 21] such that A W = A(0), respectively. Then, κ(·, t) converges exponentially to κ * in C ∞ and there exists a constant a ∈ R such that γ(t) converges to W(t) + a e 1 under the Hausdorff metric, where κ(·, t) and κ * are the curvature of γ(t) and W(0), respectively.
We now recall some results related to our problem. As previously mentioned, Gage [12] proved that any flow starting from a convex Jordan curve and governed by (1.1) converges to a circle. Chao, Ling and Wang [6] gave a detailed proof of the result by Gage [12] by analyzing the the uniformly boundedness of the curvature. We note that their argument for showing the uniformly boundedness of the curvature seems to be difficult to modify for our problem. For the motion of a graph governed by ∂X ∂t , N = κ + 1, (1.2) and (1.3), Guo, Matano, Shimojo and Wu [13] studied the asymptotic behavior of solution. They proved the global-in-time existence of a unique solution for any initial graph (without a concavity assumption on the initial graph) and gave a classification of the asymptotic behavior of the solution, namely, any solution either (A) expands far away as t → ∞, (B) remains bounded and converges to a traveling wave as t → ∞, or (C) shrinks to a point in finite time. In particular, the convergence in the case (B) was proved without any "closeness" assumption between the initial graph and a traveling wave. However, it is difficult to apply their arguments to our problem because the arguments are based on the zero-number principle as in [3] . In general, the zero-number principle does not hold for differential equations such as (1.1) that have a nonlocal term.
We also remark that various geometric flows with contact angle conditions similar to ours have been studied. For example, we refer the reader to [4, 5, 7, 20] for the curveshortening flows, [9] for the area-preserving curvature flows and [1, 15] for the surface diffusion. Area-preserving curvature flows can also be studies for general closed curves. Gage [12] also suggested an example that should exhibit a loss of embeddedness and a blow-up of the curvature for a flow starting from a non-convex embedded curve. These singularities were confirmed numerically by Mayer [17] . The motion of a non-simple closed curve was studied by [10, 22, 23] and, in particular, threshold properties between blow-up and global-in-time existence of the flow were discussed. Escher and Ito [10] proved that the curvature blows up in finite time if the rotation index of the initial curve is 1 and the signed area defined by the integration of the support function as in (1.9) is negative. A criterion similar to that above appears in area-preserving curvature flow with free boundary for convex closed curves [16] , and also possibly appears in our problem (see Remark 3.11).
The present paper is organized as follows. In Section 2, we prove the existence of a unique short time solution as in Theorem 1.1. In Section 3, we study the uniform negativity of the curvature. Some known results are also stated in details to discuss the stability of the traveling waves. The known results relate to the existence theory for traveling waves in [14] and the local stability theory of the traveling waves in [21] . In Section 4, we construct a Lyapunov functional of the curvature and analyze the ω-limit points of the curvature. Because the Lyapunov functional does not depend on the position of a curve, it follows that we will find a different energy structure from the variational structure following from (1.4). We also prove Theorem 1.2 in Section 4.
Short time existence
In [21] , the short time existence of a flow governed by (1.1)-(1.3) starting from a concave graph γ(0) was studied. Our goal is to extend their argument to apply to our problem without the assumption that the initial curve γ(0) is a graph. For the reader's convenience, we summarize the argument from [21] . They first rewrite the evolution equation using the length L(t) and the angle Θ between the tangent vector of a solution X and the x-axis from the evolution equation using the height function y(x, t) of γ(t). If we apply a scaling, then the problem can be converted into a simple semi-linear problem, which makes it possible to apply the well-documented general theory for semi-linear problems. We apply the same argument below. We also note that the original argument comes from [13] .
Let T be the tangent vector for a solution X, that is,
Since the motion is governed by (1.1), there exists some function α :
The angle function Θ is defined by
Denote by υ(p, t) the length element of γ(t), that is,
Therefore, the following equality holds:
We also note that the relation
holds. The following lemma will be applied to introduce a semi-linear problem and to analyze some geometric properties of γ(t). We remark that we do not assume (1.7) in this lemma. 
Therefore, (2.1) can be re-formulated as
For the equalities (2.5), (2.7) and (2.8), we refer to [8, Section 1.3]. We prove only (2.6). By differentiating (1.2) with respect to t, we see that ∂y ∂t (±1, t) = 0. Furthermore, by virtue of (1.3) and the choice of the direction of N , we may see that the y-coordinate of N and T are cos ψ ± and ∓ sin ψ ± at p = ±1, respectively. Therefore, the equality (2.6) follows from the y-coordinate of (2.9).
Using (2.6) and (2.7), we can calculate the derivative of the length L(t) and the xcoordinate of the left endpoint x(−1, t). 
Proof. First, we prove (2.10). By virtue of (2.7), we have
Since − γ(t) κ ds = ψ + + ψ − follows from the assumption (A3), we obtain (2.10) by substituting (2.6) into the above equality.
The equality (2.11) follows from (2.6) and the x-coordinate of (2.9) since the x-coordinate of N and T are − sin ψ − and cos ψ − at p = −1, respectively.
We now use a parameter p satisfying (1.7) to determine α. . Then, α in (2.1) is given by
Proof. Let ·, · be the Euclidean inner product defined on R 2 and V denote by the normal velocity κ + (ψ + + ψ − )/L(t) for simplicity. Differentiating square of the both side of (1.7), we obtain
Here, the relation (2.3) and the Frenet-Serret formula N s = −κT have used. This implies
Integrating ( 
We have applied ( 
This formulation is obtained by integrating (2.2) and (2.11) with respect to s and t,
respectively. Thus, it is enough to study the short time existence of solutions to (2.15) to prove Theorem 1.1. Equation (2.15) has already been studied in [21] , where analytic semigroup theory was applied to obtain a local-in-time solution and show its uniqueness.
In the present paper, we mention some details of the statements of existence, and refer to [13, 21] for the proof.
to (2.15) with v(·, 0) = v 0 and η(0) = η 0 exists. Furthermore, the following estimates hold.
(ii) For any T 0 ∈ (0, T 1 ) and k ∈ N, there exists a positive constant N 2 depending only on N, k and T 0 such that
, respectively, then there exists a positive constant N 3 depending only on N such that 
Substituting (2.11) and (2.18) into (2.10), we have
Therefore, the energy functional (1.4) is a non-increasing function in time t. Furthermore, the area A(t) defined by (1.9) is preserved with respect to time t (see Lemma 3.1). As mentioned in the introduction, these structures indicate that a global-in-time solution to (i) γ is a simple curve having two endpoints on the x-axis.
(ii) The area A γ defined by (1.5) equals some constant A > 0.
However, if we assume the existence of a minimizer (and also a critical point of E under the area restriction), then the curvature of the curve should be constant and the curve will generate the interior contact angles ψ ± on the endpoints. Since the contact angles at the intersections of a circle and a line should be the same, we obtain a contradiction if we assume ψ + = ψ − . Therefore, there is no minimizer (and also no critical point) if
We can also see the nonexistence of minimizers (and also critical points) and the unboundedness of E from a different perspective. Fix a curve γ satisfying (i) and (ii). Then, the translated curves γ + t e 1 also satisfy (i) and (ii) for any t ∈ R, where e 1 = (1, 0). It is easy to see that
Therefore, the energy functional E is changes linearly with respect to the translation of γ if ψ + = ψ − . This shows the nonexistence of minimizers (and also critical points) and the unboundedness of E when ψ + = ψ − .
Preliminaries
This section lists some necessary estimates and known results for proving the convergence of a global-in-time solution of (1.1)-(1.3) for a traveling wave.
3.1. Uniformly negativity of the curvature. In this section, we study the preservation of area and concavity. First, we prove that the area A(t) is preserved.
Lemma 3.1. Assume (A1)-(A4) and let X be the solution to (1.1)-(1.3) obtained by Theorem 1.1. Then,
Proof. Let V be the normal velocity κ + (ψ + + ψ − )/L(t) for simplicity. From (2.8), we obtain
Applying (1.2), (1.3), (2.1), (2.6), (2.7), (3.1), the Frenet-Serret formulas T s = κN , N s = −κT and integration by parts, we see that
Therefore, we obtain the conclusion.
We will need the following isoperimetric inequality to prove the preservation of concavity.
Lemma 3.2. Assume (A1)-(A4) and let X be the solution to (1.1)-(1.3) obtained by Theorem 1.1. Then,
Proof. Letγ(t) denote the mirror image of γ(t) with respect to the x-axis, i.e.,
where (x(p, t), y(p, t)) is the position of γ(t). Then, the outward pointing unit normal vectorÑ can be defined asÑ
where N x and N y is the x-coordinate and the y-coordinate of the unit normal vector N of γ(t). Furthermore, the (singed) area enclosed by γ(t) andγ(t) can be defined as
X ,Ñ ds and it coincide with 2A(t) by virtue of the definition ofγ(t). Since A(t) is preserved in time and the length ofγ(t) equals 2L(t), we obtain by the isoperimetric inequality for closed curves (see, for example, [19] )
This implies the conclusion.
We now prove that the concavity is preserved for any solution. 
Proof. First, we prove (3.3). By virtue of (1.3) and (A4), the angle function Θ satisfies
Furthermore, since Θ satisfies the differential equation (2.8), we can apply the maximum principle to obtain (3.3) by virtue of (2.4).
Next, we prove (3.4). Since (3.3) and (3.5) hold, we see that p = 1 and p = −1 are the minimum point and the maximum point of Θ, respectively. Therefore, applying the Hopf lemma, we obtain (3.6) κ(±1, t) < 0 for t ∈ (0, T ) by virtue of (2.4). Now, let W (p, t) := κ(p, t)e µt , where µ is a constant to be chosen latter. From the equation (2.5), we obtain the following differential equation for W (p, t): W (±1, t)}.
Note that β(t 1 ) < 0 from (A4) and (3.6) . Suppose that at some time t 2 ∈ (0, t 1 ], β(t 1 ) < W max (t 2 ) < 0 to obtain a contradiction. Let t max ∈ (0, t 1 ] be the smallest time such that W (p max , t max ) = W max (t 2 ) for some interior point p max ∈ (−1, 1). Then, we have
x(1, t) 4) is based on the argument in [12] . The preservation of the convexity also holds for the flow of a Jordan curve governed by (1.1). While the simplicity of a closed curve with single rotation index follows immediately from its convexity as in [12] , we do not know whether the curve γ(t) is simple or not in our problem under the assumptions (A1)-(A4). Indeed, by (3.4) , the simplicity of the concave curve γ(t) is equivalent to the condition x(−1, t) < x(1, t) and it seems that x(−1, t) > x(1, t) could possibly hold for some initial curve when ψ + + ψ − > π (see Figure 2 ). At least in the case ψ + + ψ − ≤ π, the condition x(−1, t) < x(1, t) holds for any t > 0 by virtue of the comparison principle. If γ(t) is not simple, then A(t) does not coincide with the area enclosed by γ(t) and the x-axis.
Remark 3.5. For the motion of a Jordan curve governed by (1.1), the length of the curve is uniformly bounded by virtue of the variational structure as mentioned in the introduction. However, the variational structure for our problem is different from that for the motion of a Jordan curve. Therefore, we need some argument to prove the uniform boundedness of the length of the curve in our problem. For the motion of a concave graph, Shimojo and the author [21] proved the uniform boundedness of length. One of the key arguments in [21] for obtaining the boundedness is to compare the area A(t) and the area of an interior triangle between γ(t) and the x-axis. In that problem, the area A(t) is larger than the area of an interior triangle, because A(t) coincides with the area enclosed by γ(t) and the x-axis. However, we cannot compare these areas in our problem because of the possibility of losing the simplicity of γ(t) as in Remark 3.4. The uniform boundedness of length was applied to obtain the uniform boundedness of the curvature in [21] . Therefore, we assume (A6) and (A7) in our problem, noting that the boundedness or otherwise of the length and the curvature should be studied further.
Since the curve γ(t) is concave at any time t, the angle function Θ defined by (2.2) is injective. Therefore, we can re-parametrize γ(t) by the angle θ ∈ [−ψ + , ψ − ] between the tangent vector T and the x-axis. We will use this angle parameter θ from here on. As in [21, Section 4] , we introduce the following differential equation for κ in the variables θ and t:
with the initial condition (3.10)
Note that the length and the position of γ(t) can be represented by the left endpoint
x(−1, 0) at t = 0 and the curvature κ using the variables θ and t as
From the representation (3.13), we see that the condition (3.10) is equivalent to the boundary condition (1.2) at t = 0. Furthermore, it is easy to see that (3.14) ψ − −ψ + sin θ κ(θ, t) dθ = 0 for t ≥ 0 since the derivative of the integral is zero for any solution to (3.9) . This condition is equivalent to (1.2). Moreover, according to (3.13), (3.14) and N = (− sin θ, cos θ), the area A(t) defined by (1.9) can be represented using κ(θ, t) as
In order to prove the global stability of the traveling waves obtained by [14] , we find a Lyapunov functional for the differential equation (3.9) . In this argument, we will need the boundedness of |κ θ | and the uniform negativity of κ. We remark that Lemma 3.3
only shows the negativity of κ at any positive time. Hence we cannot obtain the uniform boundedness of |κ θ | even if |κ s | is uniformly bounded since ∂ ∂θ = 1 κ · ∂ ∂s holds. The proof of the following lemma is based on [2, 6] . Lemma 3.6. Assume (A1)-(A7) and let X be the solution to (1.1)-(1.3) obtained by Theorem 1.1. Then, for any ε > 0, there exists a constant M 1 > 0 such that
Proof. Denote I := [−ψ + , ψ − ] for simplicity. We note that κ θ (·, ε) L ∞ (I) is bounded by some constant depending on ε by virtue of the higher regularity in Lemma 2.4 and the assumptions (A6) and (A7). Here, (3.4) is also used since the relation ∂ ∂θ = 1 κ · ∂ ∂s holds. We prove (3.17) sup
By virtue of the assumption (A6), the isoperimetric inequality (3.2) and the boundary condition of (3.9), we may see that the right hand side of (3.17) is bounded as
Therefore, it is enough to prove (3.17) in order to obtain the conclusion. Let Ψ(θ, t) = κ 2 (θ, t)+κ 2 θ (θ, t) and let T > ε be fixed. Suppose at (θ 0 , t 0 ) ∈ I ×[ε, T ] we have Φ(θ 0 , t 0 ) = sup I×[ε,T ] (κ 2 + κ 2 θ ). Then we may assume θ 0 is an interior point in I and t 0 > ε since otherwise we are done. We claim that κ θ (θ 0 , t 0 ) = 0. If not, we will have
at (θ 0 , t 0 ). On the other hand, by virtue of (3.9), we obtain by a simple calculation
Since κ is negative at finite time t 0 , substituting (3.21) and (3.22) into (3.24), we obtain Φ t < 0. This contracts with (3.23). Therefore κ θ (θ 0 , t 0 ) = 0 and we conclude that sup
Thus, we obtain (3.17 
Next, we prove the uniform negativity of the curvature.
Lemma 3.7. Assume (A1)-(A7) and let X be the solution to (1.1)-(1.3) obtained by Theorem 1.1. Then, there exists a constant M 2 > 0 such that
Proof. In proof by contradiction, suppose that there exists a sequence (
Since [−ψ + , ψ − ] is compact and κ is negative at finite time, we may assume
for someθ ∈ [−ψ + , ψ − ] without loss of generality. First we consider the caseθ = −ψ + .
Let s(θ, t) is the arc-length at (x(θ, t), y(θ, t)) ∈ γ(t). By virtue of ∂ ∂θ = 1 κ · ∂ ∂s and (A7), we may see that
for arbitrary i ∈ N. Now, we prove the left hand side of (3.27) diverges to infinity as
for arbitrary θ ∈ [−ψ + , θ i ] and sufficiently large i ∈ N. Therefore, we obtain
for sufficiently large i ∈ N. By virtue of the convergence (3.26) and lim i→∞ θ i =θ = −ψ + , the right hand side of (3.28) diverges to infinity, and hence the left hand side also diverges to infinity. This contradicts with (3.27 ). In the caseθ = ψ − , we can obtain a contradiction by a similar argument. Therefore, we obtain (3.25).
Traveling waves.
As mentioned in the introduction, the existence of traveling waves was studied by [14, 21] . We recall the existence theory from [14] for convenience. 
where κ W and L W are the curvature and the length of W(0), respectively. Furthermore, the traveling wave is concave (i.e. κ W < 0) and unique except the translation parallel to the x-axis. In addition, the wave speed c and the curvature κ W fulfill
We next study the positivity of the area A W defined by (1.10) for the traveling wave obtained in Theorem 3.8. The positivity is not obvious, because we do not know whether the profile curve W(0) is simple (see also Remark 3.4) . Lemma 3.9. Let W(t) be the traveling wave obtained in Theorem 3.8. Then,
where x −,W is the left endpoint of W(0), x +,W is the right endpoint of W(0) and A W is the area defined by (1.10).
Proof. When ψ + = ψ − , (3.31) obviously holds since W(0) is an arc. Thus, we consider only in the case ψ + = ψ − . According to the representation as (3.13), we can see
Therefore, we obtain by virtue of (3.30)
Here, the negativity of κ W = −c sin θ − (ψ + + ψ − ) have used. From the sign of c as in (3.29), we obtain
Substituting the above inequality into (3.32) and applying (3.29) again, we conclude 
where κ W is the curvature of W(0) and A W is defined by (1.10). Furthermore, the traveling wave is concave and unique except the translation parallel to the x-axis. In addition, the wave speed c and the curvature κ W fulfill (3.29) and
where L W is the length of W(0). 
However, the area A(0) can be non-positive if we do not assume the concavity or simplicity of the initial curve γ(0) (see Figure 3 ). In this case, the asymptotic behavior of a globalin-time solution and its singularities are not obvious.
In the present paper, our aim is to prove the convergence of a global-in-time solution for the traveling wave without the assumption of "closeness" between the initial curve and a traveling wave. The local exponential stability of the traveling wave was proved by [21] when ψ ± ∈ (0, π/2), which is required a "closeness" between the solution and a traveling wave. The proof of the local exponential stability in [21] is based on the spectral analysis of a linearized problem for a generalized differential equation of (3.9) around the stationary solution κ W obtained in (3.33). One of the key properties for proving that the spectrum of the linearized problem consists of non-positive eigenvalues is that the zero level set of sin θ is a simple point in [−ψ + , ψ − ]. This property of the sine function holds for general angle conditions ψ ± ∈ (0, π). Therefore, the local exponential stability in [21] can be expanded to the more general case ψ ± ∈ (0, π) as in the following theorem. The proof of the following theorem is the same as the proof in [21] . 3) and the traveling wave obtained by [14] such that A(0) = A W , respectively. Denote κ(θ, t) and κ W (θ) by the curvature of γ(t) and W(0), respectively.
Assume κ(·, 0) − κ W L ∞ is sufficiently small. Then, there exists a constant a ∈ R such that, as t → ∞, κ(·, t) and γ(t) exponentially converge to κ W in C ∞ and W(t) + a e 1 in the Hausdorff metric, respectively, where e 1 = (1, 0).
The convergence of γ(t) can be easily seen from the convergence of κ in the representations (3.12) and (3.13) . According to Theorem 3.12, it is enough to prove that the curvature of a global-in-time solution is sufficiently close to the curvature of a traveling wave at some time to prove the global stability of the traveling waves.
Global stability of traveling waves
In this section, we prove the global stability of the traveling waves obtained by Corollary 3.10 in the sense of Theorem 1.2. Under the assumptions (A4)-(A7), κ(·, t) is uniformly bounded in C ∞ ([−ψ + , ψ − ]) by virtue of (3.25) and ∂ ∂θ = 1 κ · ∂ ∂s . Therefore, we can apply the Ascoli-Arzelá theorem to κ(θ, t). In the following, we study the ω-limit points of {κ(θ, t)} t≥0 .
We note that the variable θ and the curvature κ does not depend on the translation of γ(t) parallel to the x-axis. As mentioned in Remark 2.5, the functional E(γ) is not bounded from blow because of the dependence of E(γ) on the translation. Therefore, we find a Lyapunov functional of κ(θ, t) to analyze the ω-limit points of {κ(θ, t)} t≥0 . Let F (t) be the sum of F 1 (t) and F 2 (t) and denoteF (t) by We prove −F (t) is a Lyapunov function. Here, we note that Hölder's inequality implies Proof. We obtain by applying (3.9) and integration by parts
We calculate the second term of the right hand side of (4.4). By applying (3.9) and
integration by parts, we have (4.5)
Furthermore, (4.5) and (3.9) imply (4.6)
By substituting (4.5) and (4.6) into (4.4), we obtain
Since F 2 (t) coincides with −2L (t)F 2 (t)/L(t), the equality is equivalent to
This concludes (4.3).
Since the equality holds in (4.2) only if κ t = ακ for some α ∈ R, we need the following lemma to analyze the ω-limit points of {κ(θ, t)} t≥0 . By integrating (4.13) and using the boundary condition (4.9), we have Multiplying ( 
Therefore, since (4.18) is non-negative, (4.18) converges to 0 as t → ∞. Thus, we obtain
by virtue of the convergence (4.17) and the divergence of t i to infinity as i → ∞. From the condition so that Höleder's inequality becomes an equality, we may see that κ = ακ for some α ∈ R. Therefore, we can apply Lemma 4.3 and henceκ coincides with κ W obtained in Corollary 3.10 with (4.11). From the convergence (4.17), sup θ∈[−ψ + ,ψ − ] |κ(θ, t i ) − κ W (θ)| is sufficiently small for large i ∈ N. Thus, Theorem 3.12 can be applied to obtain the conclusion by replacing the initial time by t i .
