An important aspect in defining a path integral quantum theory is the determination of the correct measure. For interacting theories and theories with constraints, this is non-trivial, and is normally not the heuristic "Lebesgue measure" usually used. There have been many determinations of a measure for gravity in the literature, but none for the Palatini or Holst formulations of gravity. Furthermore, the relations between different resulting measures for different formulations of gravity are usually not discussed.
Introduction
Richard Feynman, in the course of his doctoral work, developed the path integral formulation of quantum mechanics as an alternative, space-time covariant description of quantum mechanics, which is nevertheless equivalent to the canonical approach [1] . It is thus not surprising that the path integral formulation has been of interest in the quantization of general relativity, a theory where space-time covariance plays a key role. However, once one departs from the regime of free, unconstrained systems, the equivalence of the path integral approach and canonical approach becomes more subtle than originally described by Feynman in [1] . In particular, in Feynman's original argument, the integration measure for the configuration path integral is a formal Lebesgue measure; in the interacting case, however, in order to have equivalence with the canonical theory, one cannot use the naive Lebesgue measure in the path integral, but must use a measure derived from the Liouville measure on the phase space [2] .
Such a measure has yet to be incorporated into spin-foam models, which can be thought of as a path-integral version of loop quantum gravity (LQG) [3, 4] . Loop quantum gravity is an attempt to make a mathematically rigorous quantization of general relativity that preserves background independence -for reviews, see [8, 6, 7] and for books see [9, 10] . Spin-foams intend to be a path integral formulation for loop quantum gravity, directly motivated from the ideas of Feynman appropriately adapted to reparametrization-invariant theories [4, 5] . Only the kinematical structure of LQG is used in motivating the spin-foam framework. The dynamics one tries to encode in the amplitude factors appearing in the path integral which is being replaced by a sum in a regularisation step which depends on a triangulation of the spacetime manifold. Eventually one has to take a weighted average over these (generalised) triangulations for which the proposal at present is to use methods from group field theory [3] . The current spin foam approach is independent from the dynamical theory of canonical LQG [11] because the dynamics of canonical LQG is rather complicated. It instead uses an apparently much simpler starting point: Namely, in the Plebanski formulation [14] , GR can be considered as a constrained BF theory, and treating the so called simplicity constraints as a perturbation of BF theory, one can make use of the powerful toolbox that comes with topological QFT's [12] . It is an unanswered question, however, and one of the most active research topics momentarily 1 , how canonical LQG and spin foams fit together. It is one the aims of this paper to make a contribution towards answering this question. In LQG one is compelled to introduce a 1-parameter quantization ambiguity -the so-called Immirzi parameter [15, 16] . This enters the action through a necessary extra 'topological' term added to the Palatini action; the full action is termed the Holst action [17] . To properly incorporate the Immirzi parameter into spin-foams, one should in fact not start from the usual Plebanski formulation but rather an analogous generalization, in which an analogous topological term is added to the action, leading to what we call the Plebanski-Holst formulation of gravity [19, 20, 21] .
In [22] we have shown (and partly reviewed) for a rather general theory that different canonical quantisation techniques for gauge theories, specifically Dirac's operator constraint method, the Master Constraint method and the reduced phase space method all lead to the same path integral. A prominent role in establishing this equivalence is played by what is called "the choice of gauge fixing" (from the reduced phase space point of view) or, equivalently, the choice of clocks (from the gauge invariant i.e. relational point of view [24] ). After a long analysis, it transpires that the common basis for the path integral measure, no matter from which starting point it is derived, is the Liouville measure on the reduced phase, which can be defined via gauge fixing of the first class constraints. This measure can be extended to the full phase space and one shows that the dependence on the gauge fixing disappears when one integrates gauge invariant functions 2 . From this point of view, that is, the equivalence between path-integral formulation and the canonical theory, it is obvious that formal path-integrals derived from the various formulations of gravity should all be equivalent, because all of them have the same reduced phase space -that of general relativity. We thus apply the general reduced phase space framework to the Holst action as the starting point for deriving a formal path integral for both the Holst action and the Plebanski-Holst action. It turns out that the resulting path-integral for either the Holst action or the Plebanski-Holst action is not the naive Lebesgue measure integral of the exponentiated action. There are extra measure factors of spacetime volume element V and spatial volume element V s . The presence of a spatial volume element is especially surprising because it breaks the manifest spacetime covariance of the path-integral when we are off shell. The origin of this lack of covariance is in the mixture of dynamics and gauge invariance inherent to generally covariant systems with propagating degrees of freedom and it is well known that the gauge symmetries generated by the constraints only coincide on shell with spacetime diffeomorphism invariance. The quantum theory chooses to preserve the gauge symmetries generated by the constraints rather than spacetime diffeomorphism invariance when we take quantum corrections into account (go off shell).
This kind of extra measure factor (so called local measure) has appeared and been discussed in the literature since 1960s (see for instance [25, 26] ) in the formalism of geometrodynamics and its background-dependent quantizations (stationary phase approximation). The outcome from the earlier investigations appears to be that in background-dependent, perturbative quantizations, these measure factors of V and V s only contribute to the divergent part of the higher loop-order amplitudes. Thus their meanings essentially depend on the regularization scheme used. One can of course try to choose certain regularization schemes such that, either the local measure factors never contribute to the transition amplitude, or that their effect is canceled by the divergence from the action [25, 26] . However, the power of renormalisation and the very reason we trust it is that its predictions are independent of the regularisation technique chosen. Therefore the status of these measure factors is very much unsettled, especially for non perturbative quantisation techniques. We here take the point of view that the measure factors should be taken seriously because they take the off shell symmetry generated by the constraints properly into account. In which sense this so called Bergmann -Komar "group" [33] is preserved in the path integral is the subject of the research conducted in [28] . In this article we confine ourselves to a brief discussion.
In the formalism of connection-dynamics, which is a preparation of background-independent quantization, a similar local measure factor also appears. It was first pointed out in [27] , whose path-integral will be shown to be equivalent to our present formulation up to a discrepancy whose origin we resolve. When we perform background-independent quantization as in spin-foam models, therefore the local measure factor should not be simply ignored, because the regularization arguments in background-dependent quantization have no obvious bearing in the background-independent context anymore. For example, spin-foam models are defined on a triangulation of the spacetime manifold with finite number of vertices, where at each vertex the value of local measure is finite, and the action also does not show any divergence.
However, so far none of the existing spin-foam models implements this non-trivial local measure factor in the quantization 3 . The quantum effect implied by this measure factor has not been analyzed in the context of spin-foam models. But without it there is no chance to link spin foams with canonical LQG which at present is the only method we have in order to derive a path integral formulation of LQG from first principles. In ongoing work [32] we analyse the non-trivial effects caused by this measure factor in the context of spin-foam models, and try to give spin-foam amplitudes an unambiguous canonical interpretation by establishing a link between path-integral formulation and canonical quantization. In this article we also make a few comments on this.
The paper is organized as follows:
In section 2, after defining the reduced phase space path integral for a general theory, we begin with the Hamiltonian framework arising from the S O(η) Holst action 4 [36] (see also [37] ). We then derive the path-integral formula for the Holst action in terms of spacetime field variables, i.e. the so(η) connection ω IJ µ and the co-tetrad e I µ . In section 3, starting from the Holst phase space path integral, we construct a path-integral formula for the Plebanski-Holst action by adding some extra fields and extra constraints.
In section 4, we discuss the consistency with the calculations in [27] . Finally, we summarize and conclude with an outlook to future research. 3 The ambiguities of the path integral measure in spin-foam models have been discussed in the literatures. In the context of spin-foam models, this issue of path integral measure can be translated into an ambiguity of the gluing amplitudes between 4-cells [29] , while the quantum effects are discussed in [30] . And the relevance of the measure factor on the diffeomorphism symmetries of the spinfoam amplitudes is discussed in [31] . However in the present work we are concerning the measure factor which helps to make a connection with the canonical quantization, while the standard spin-foam approach doesn't rely on the canonical framework and 3+1 splitting of the spacetime manifold. 4 Our discussions apply to both Euclidean and Lorentzian signatures.
2 The path-integral measure for the Holst action
Reduced Phase space path integral
To cut a long story short (see e.g. [2, 22] ) the central ingredient for most applications of the path integral is the generating functional
Here (q a , p a ) denotes any instantaneous Darboux coordinates on phase space, S denotes the collection of all second class constraints S Σ , F the collection of all first class constraints F µ , ξ any choice of gauge fixing conditions ξ µ , and j is a current which allows us to perform functional derivations at j = 0 in order to define any object of physical interest. For instance the rigging kernel between initial and final kinematical states ψ i (q), ψ f (q) results by generating these two functions 5 through functional derivation at t = ±∞. In addition, as usual Dq = t∈R,a dq a (t) and δ[F] = t∈R,µ δ(F µ (t)), and likewise for Dp and δ[S ]. We will often write
We will also drop the exponential of the current in what follows since, as long as it is a current multiplied into the tetrad variables, it does not affect any of our manipulations -hence we will mostly deal with the partition function Z = Z [0] . Since what one is really interested in is Z[ j]/Z we can drop overall constant factors from all subsequent formulas. Applied to our situation, we restrict ourself to the case of pure gravity defined by the Holst action. We follow the notation employed in [17, 36] . Note that for the simplicity of the formulae, we skip " x∈M " in almost all following path-integrals, where M is the spacetime manifold. Moreover, we will assume that all the gauge fixing conditions ξ α are functions independent of the connections ω IJ a i.e. they are the functions of tetrad only. This assumption will simplify the following discussion. Then 
where D ab is the secondary constraint with 
where G is the matrix det R where R ab =Ĝ aa,bb is the reduced 3 by 3 matrix. det R has only 2 non-zero terms; evaluating it and substituting in the result gives
Thus, up to an overall factor,
Next we express the delta functions δ(H) and δ(D ab ) in Eq.(2.2) as integrals of exponentials,
Then we follow the strategy used in [27] to eliminate the secondary second class constraint D ab in the path-integral. We consider a change of variables which is also a canonical transformation generated by the functional
The integral measure is the Liouville measure on the phase space and thus is invariant under canonical transformation. 
which also vanishes by the delta functions δ(C ab ) in front of the exponential. So H and D ab are the only terms that change in the canonical transformation generated by F.
we can obtain explicitly the transformation behavior of H(N) and
here the series terminated because of
This is the canonical phase space path integral for the Holst action, with secondary constraints removed as in [38] . The Palatini case is recovered by setting γ = ∞ while holding G constant.
Configuration path integral in terms of spacetime so(η)-connection and tetrad
It is too difficult in concretely performing the integrations in Eq.(2.14) to compute transition amplitudes. However if we transform the Eq.(2.14) to be an integral of the Lagrangian Holst action in terms of original configuration variables, i.e. the spacetime connection field ω IJ µ and tetrad field e I µ , the integral will become easier to handle. To rewrite the the canonical path integral as a configuration path-integral for the Holst action, one proceeds in two steps: (1.) Replace the canonical variables and Lagrange multipliers with space-time variables and the simplicity constraint (2.) Integrate out the simplicity constraint.
Basic relations between variables
In this section we give the definitions of the new coordinates in terms of the old coordinates. These definitions will be motivated and explained, and the bijectivity of the coordinate transformation demonstrated, in the subsequent section.
When the simplicity constraint is imposed, 
Note that the appearance of the degenerated sector shows that the Hamiltonian constrained system derived from the Holst action is not regular, i.e. the rank of the Dirac matrix
is not a constant on the whole phase space. We have to remove the degenerated sector in order to carry out the derivations in the reduced phase space. Therefore all the derivations in the last subsection hold only if the degenerate sector is removed. Now we restrict ourself in sector (II+), and in addition stipulate det e i a > 0, removing the sign ambiguity in the definition of e I a . The derivations for other sectors can be carried out in the same way. With the restriction to (II+), the above relation can be inverted as e
This equation can then be used to define e When the simplicity constraint is satisfied, e I t is equal to the t component of the physical space-time tetrad, so that the above definition is indeed an extension of the usual e I t .
Proof of bijectivity
For the purpose of making apparent the bijectivity of the coordinate transformation, and to aid in later calculations, define
In terms of these, the 'triad' e I a defined in the last subsection can be alternatively introduced via
2. e 
In terms of this, the simplicity constraint is given by
From this one sees that π a IJ → (e I a , C ab ) is bijective.
Rewriting the measure
We have
The inverse of the relation between π 
Final path integral
Inserting (2.39) into (2.14), and integrating out C ab finally gives
Note that the integral in Eq.(2.40) is restricted in the sector (II+). But if we want the integral to be over both the sectors (II+) and (II−), we will obtain
In the existing spin-foam models in the literature [3, 18, 21] , sectors (II+) and (II-) are not distinguished. One can see from the above equation, therefore, why it is generally the Cosine of the action and not the exponential of the action that is expected to appear (and does appear) in the asymptotic analysis of vertex amplitudes [39] , see also the discussions of the issue in some other different perspectives [40] In the follows, we always use Z ± and II± to denote the integral over both sectors, and Z, only to denote the integral over a single sector (II+).
The construction of path-integral measure for Plebanski-Holst, by way of Holst
In this section we would like to relate the previous Holst action partition function with the partition function for the PlebanskiHolst action. Our starting point for the reconstruction is Eq.(2.14) (we first only consider a single sector II+ for simplicity)
where we use new notation for the simplicity constraint C ab ππ := C ab , anticipating the introduction of further simplicity constraints.
To remind the reader,
Basic strategy and some definitions
In order to rewrite this path integral as a (generalized) Plebanski path integral, one needs to change the variables π 
where V := ǫ µνρσ ≺ X µν , X ρσ ≻. This constraint implies X IJ µν takes one of the four forms (3.6) and (3.3) becomes
The first of these constraints was imposed in section 2.2.1; the four sectors appearing there are the same four sectors here in (3.4). As in section 2.2, we restrict to sector (II+). The last two of the constraints (3.7) are new. 
The coordinate transformation and its bijectivity
We begin by decomposing β as defined in (3.9) is clearly an isomorphism. Putting these together, we see that
is a bijection as claimed. 
The change of measure
∂β i c = (det f a j ) 3 = (det e j a ) −3 ,(3.       ∂(C βπ ) b a ∂L i j        ≈ (det
Final path integral
Starting with the canonical path integral (2.14), and inserting DC βπ DC ββ δ(C βπ )δ(C ββ ) = 1, we have
Using (3.48) then gives
We next use the presence of δ(C βπ ) and the fact that this enforcesC ββ = C ββ to replaceC ββ in favor of C ββ ; then we use the presence of δ(C ππ ) and the fact that it enforcesC βπ = C βπ to replaceC βπ in favor of C βπ , yielding
Lemma 3.2. When the simplicity constraints are satisfied,
Proof. With the simplicity constraints satisfied,
The first term here matches the first term on the right hand side of (3.52). The second term on the right hand side of (3.52) is 
matching the second term in (3.53) and completing the proof.
Corollary 3.3. On-shell with respect to the simplicity constraints,
Substituting this into the path integral (3.51), one has finally
Note that this integral is restricted to the solution sector (II+) of the simplicity constraint. We can extend the integral to include both sectors (II+) and (II−) without changing the form of the integrand, i.e. we obtain
In the following subsection, we show another way to construct the Plebanski-Holst path-integral from the Holst path-integral, where we implement both sectors (II+) and (II−).
An alternative way to construct Plebanski-Holst path-integral from Holst
In this subsection we would like to give another derivation from the the Holst action partition function to the partition of Plebanski-Holst action. Such a derivation is made by transforming delta functions in the integral. Our starting point for this alternative derivation is also Eq.(2.14), but with a integral over both sectors (II+) and (II−)
We define a new tensor field X IJ tc by
then the action on the exponential is again expressed as a BF action as it is shown above
Therefore in terms of the new field X IJ tc we can re-express the path-integral as a constrained BF theory:
As a first step for recovering the full Plebanski simplicity constraints, we divide the 18 δ-functions into two collections, each of which has 9 δ-functions. Then we transform the two collections of δ-functions in two different way, i.e.
We define some notations:
then the Jacobian from above δ-function transformation is the determinant of the transformation matrix on the constraint surface
We can see that
Therefore we insert back this result, and further divide the first collection into its symmetric and anti-symmetric parts. After some manipulation, we have 
with the solution π
First of all, we check the first term
And then the second term: 
As a result: 
which is nonzero for non-vanished N.
By this Lemma, we can immediately simplify the expression of Eq.(3.65) to be
Now we are ready to integral over N and N a and obtain
where 
which is resulting path-integral of Plebanski-Holst action on both sector (II±). Considering both sectors is the preparation for the spin-foam construction.
Consistency with Buffenoir, Henneaux, Noui and Roche
On setting γ = ∞, the path integral of the last section becomes a Plebanski path integral. However, at first glance, this path integral is different from the one derived in the paper of Buffenoir, Henneaux, Noui and Roche (BHNR) [27] , having a different measure factor. In this section we will show that this discrepancy is only apparent, and show how the two path integrals are in fact equivalent. Because in this section we set γ = ∞, B = X. The key difference in the analysis of [27] is that B ta is made into a dynamical variable by introducing a conjugate variable P µ IJ constrained, however, to be zero. This leads, in a precise sense, to the presence of "two lapses and two shifts." First, lapse and shift appear as certain components of B ta ; we shall call these 'physical lapse and shift ' and shall In the last section, by contrast, only one lapse and shift appeared. For this reason, the path integral of [27] is not directly comparable with the path integral of the last section, but rather first one of the extra lapse and shift needs to be removed before comparison. We will carry this out in the present section, and see how the path integral of [27] in fact reduces to that of the last section. Of course, we knew that these two path integrals must be equivalent since they are constructed from a single reduced phase space -that of GR. It is nevertheless instructive to see explicitly how the equivalence comes about. This also provides a valuable check against errors, by deriving the final path integral from two independent starting points.
Choice of gauge-fixings and manipulation of constraints
We start from equation (75) in [27] :
where we have used V = N p V s and (
s , and where we have also used the presence of constraint delta functions to remove a weakly vanishing termH that is present in the exponent in equation (75) of [27] . (Indeed, in [27] ,H is introduced into the exponent in this way, using thatH vanishes weakly.) Here
ab are as defined in [27] , and are essentially the scalar constraint, vector constraint, and secondary constraint generated by C ππ , respectively. 
Because of the argument in [22] without loss of generality we may assume for convenience a particular choice of gauge fixing:
With this choice, one can check
We furthermore assume that the gauge-fixing functions ξ S , ξ V , ξ G are chosen to depend only on π a IJ ; this is clearly possible due to the fact that the scalar, vector, and Gauss constraints are also present in the Hamiltonian framework of Barros e Sa [36] derived from the Holst action, and there it is possible to choose pure momentum gauge-fixing conditions, hence depending only on π a IJ . Second, recall that
is invariant under the choice of functions ψ α , ξ α enforcing the chosen gauge-fixed constraint surface. We use this to replace C ′ 0 , C ′ a in favor of the constraints H, H a defined in the foregoing sections. That this replacement is valid can be seen in two steps: [27] . These differ from C ′ 0 , C ′ a by a linear combination of the other constraints (see [27] The assumptions about the gauge-fixing conditions imply that the poisson-bracket matrix {ψ α , ξ β } is of the form
The fact that we are now using H, H a ensures that A is independent of N p , N a p . Thus, we have the factorization
with det A independent of N p , N a p . In fact, if we choose the gauge-fixings in the Holst path integral to be the same as the gaugefixings ξ S , ξ V , ξ G then det A = D Holst 1 . We will write D Holst 1 from now on. This gives us 
(4.12)
Inserting this gives
Using the inverse of the reasoning leading to (3.51), we replace C βπ withC βπ , then C ββ withC ββ , and integrate outC βπ ,C ββ . This yields
which is precisely equation (2.2), which in the last section was in turn shown to be equal to (3.56).
Remark on BHNR
In the above we began with equation (75) in BHNR [27] , and not the final answer (76) in BHNR. This is because in BHNR the Henneaux-Slavnov trick [38] was not applied correctly in passing from (75) to (76). Specifically, as already mentioned earlier in this section, BHNR introduces the Hamiltonian constraint into the path integral exponential 'for free' by using the presence of δ(C 0 ) in the path integral, instead of by 'exponentiating' δ(C 0 ). As a consequence, δ(C 0 ) remains explicitly in the path integral; but δ(C 0 ) is not invariant under the canonical transformation used in the Henneaux-Slavnov trick introduced in [27] , even onshell. ( [27] explicitly calculates the change of C 0 under the canonical transformation.) This was overlooked in [27] and presents an obstacle to using the Henneaux-Slavnov trick.
In section 2.1 of the present paper, however, the Hamiltonian constraint is brought into the exponential by casting the associated delta function in exponential form. As a consequence, no similar problem arises when performing the Henneaux-Slavnov trick, and the trick goes through.
Discussion
The goal of the present work has been to calculate the appropriate formal path integrals for Holst gravity and for Plebanski gravity with Immirzi parameter -which we call Holst-Plebanski gravity -as determined by canonical analysis. This has been done, starting from the S O(η) covariant framework of [36] . The final Holst-Plebanski path integral was shown to be consistent with the calculations of [27] , modulo a slight oversight in [27] which we corrected. We used the well known reduced phase space method [2] in our derivation of which a compact account adapted to the notation employed here can be found in [22] .
The main difference between the formal path integral expression for Holst gravity derived in this paper and the "new spin foam models" [21] that are also supposed to be quantisations of Holst gravity are 11 1. the appearence of the local measure factor, 2. the continuum rather than discrete formulation (triangulation) and the lack of manifest spacetime covariance 12 . The next steps in our programme are therefore clear: In [32] we propose a discretisation of the path integral derived in this paper which does take the proper measure factor into account. We will do this using a new method designed to take care of the simplicity constraints of Plebanski gravity and which lies somewhere between the spirits of [21] and [23] . As we have said before, we interpret the lack of manifest spacetime covariance even in the continuum as an unavoidable consequence of the mixture of dynamics and gauge invariance in background independent (generally covariant) theories with propagating degrees of freedom. In the classical theory it requires some work to establish that spacetime covariance actually does hold on, albeit on shell only. However, the quantum corrections apparently depend on the off shell physics and thus lack of spacetime diffeomorphism invariance may well prevail outside the semiclassical regime. A question is whether there is a different symmetry group of the quantum theory, which coincides with spacetime diffeomorphism invariance on shell in the classical theory. The obvious candidate for this "quantum diffeomorphism group" is the quantisation of the Bergmann -Komar group (BKG) [33] as was proposed in [10] and in [28] it is analysed if and in which sense the BKG is a symmetry of the quantum theory.
A An example for checking the equivalences between the path-integrals of the Holst Hamiltonian, Ashtekar-Barbero-Immirzi Hamiltonian and triad-ADM Hamiltonian formalisms: Imposing the time-gauge
In order to check these equivalences we need to fix the boost part of the internal gauge transformations by imposing the timegauge, i.e. inserting the delta function δ(e 0 a ) and the corresponding Faddeev-Popov determinant into the path-integral formula Eq.(2.2). In order to do that, we need the time gauge condition written in terms of canonical variables of Holst action. But it is not hard to find: 
