1 Abstract-The constraints on the quantizer model are usually related to how complex the model can be designed and implemented. For the given bit rate, it is desirable to provide the highest possible signal to quantization noise ratio (SQNR) with reasonable complexity of a quantizer model. In order to avoid the influence of compressor function nonlinearity and the difficulties appearing in implementing and designing, especially in the Gaussian probability density function case, in this paper we linearize the optimal compressor function within the segments. We take advantage of piecewise linearization of the optimal compressor function, as a convenient solution for less complex designing compared to the asymptotically optimal compandor, and we provide performances close to the ones of the asymptotically optimal compandor. This makes our model useful in applications where the design and implementation complexity is a decisive factor. We propose a piecewise linear compandor (PLC) with an equal number of reproduction levels per nonuniformly spaced segments, where the segment thresholds are allotted to the equidistant optimal compressor function values. We study how the number of segments affects SQNR of the PLC. 
I. PREVIOUS WORK
Speech coding has matured to the point where it now constitutes an important application area of signal processing. Due to the increasing demand for speech communication, speech coding technology has received augmenting level of interest from the research, standardization, and business communities [1] [2] [3] [4] . With the widespread availability of low-cost high performance digital signal processors many of the signals processing tasks done in the old days using analog circuits are predominantly executed in the digital domain. Quantization is the main step in the analog-to-digital conversion process [1] [2] [3] [4] and it is very important in all modern telecommunication systems. In the field of speech coding there is an increasing quantity of research dealing with how to exploit the smallest possible complexity of uniform fixed-rate quantizers to provide performances close to optimum [5] [6] [7] . In particular, although uniform quantizers do not offer the highest available quality of the quantized speech signals [1] [2] [3] [4] , [8] , they are preferred to other sophisticated quantizers, mainly due to their simplicity. Numerous models of quantizers have been proposed aiming at the highest possible quality of the quantized speech signals along with the highest possible compression [4] , [9] [10] [11] [12] [13] [14] . However, some of the proposed solutions are very complex and demand high implementation requirements. In some cases, the high complexity of nonuniform quantizers outweighs the potential performance advantages over the uniform quantizers and thus limits their use in praxis [1] , [4] . 1 This work is supported by Serbian Ministry of Education and Science (Project TR32035 and Project TR32051).
It is well known that with a uniform quantizer a constant maximum quantization error is maintained through its support region, limiting the introduced distortion and the signal to quantization noise ratio (SQNR) [1] [2] , [4] . In a uniform quantizer having a fixed number of reproduction levels, the support region width directly affects the quantization error [1] [2] , [15] . In order to benefit low complexity of uniform quantizers and the above mentioned good control of the SQNR, there have recently been some novel propositions of the piecewise uniform scalar quantizer design [5] [6] [7] . A piecewise uniform scalar quantizer (PUSQ) can be considered as a set of L uniform quantizers, Q u (i) , i = 1,2,…,L, where the number of uniform quantizers L equals to the number of positive segments into which the support region of the PUSQ is divided [2] (see Fig. 1 ). The constituent uniform quantizers are applied for quantization of the signals belonging to the corresponding segments. In [5] , the problem of the PUSQ optimization for the Laplacian source was solved by optimizing distortion with respect to the support region threshold and the scaling factor, which defines the geometric progression of the consecutive segment widths. However, the scaling factor defined by this quantizer model gives some constraint to the model and thus limits its performances. Comprehensive analyses of the PUSQs designed for the Gaussian and Laplacian source having equidistant segment thresholds are presented in [6] [7] . In particular, in [6] [7] , the numbers of reproduction levels per segments differ and are determined by optimizing distortion given the constraint of the total number of reproduction levels.
The design of a PUSQ and a piecewise linear scalar quantizer proposed in this paper is similar and is based on determining the support region partition into segments and uniformly spaced reproduction levels within each segment [2] . In piecewise linear scalar quantizer designing segments are determined by linearizing some nonlinear compressor function, whereas with the PUSQ complete freedom is allowed in determining the segments that define the support regions of L uniform quantizers, Q u (i) , i = 1,2,…,L. In addition, these two quantizer models differ in implementation. Specifically, the piecewise linear compandor we propose in this paper is a compandor with a piecewise linear compressor function (see Fig. 2 ), whereas a PUSQ can be considered as a set of uniform quantizers (see Fig. 1 ).
The robustness of the piecewise linear optimal compandor on the changing variance of the input signal modeled by Laplacian probability density function (PDF) was analyzed in [16] [17] . This paper focuses on the Gaussian PDF case. One of the reasons for considering the Gaussian source is that the first approximation to the short-time-averaged PDF of speech amplitudes is provided by the Gaussian PDF [1] [2] [3] [4] . In the Gaussian PDF case, some difficulties arise in determining the inverse optimal compressor function [18] [19] , limiting the application of nonlinear optimal compandors. In addition, in the Gaussian PDF case, the complex numerical integration and solving integral equations is performed by a compressor and an expandor, which are two basic blocks of each compandor (see Fig. 3 ). Also, from the aspect of hardware, it is very difficult to pair the characteristics of nonlinear elements (diodes) that are used for the implementation of a nonlinear compressor and an expandor [2] . It is worth nothing that the piecewise linear property of the piecewise linear compandor, we propose in this paper, provides overcoming the above mentioned difficulties. In particular, in this paper we propose the piecewise linear compandor (see Fig. 4 ) with an equal number of the representation levels per segments (see Fig.  5 ), where the segments are determined by the equidistant partition of the optimal compressor function (see Fig. 2) . We assume the model where the encoding and decoding procedures are very simple. First, the segment to which the current sample of the input signal belongs is determined and then simple uniform quantization is performed within the selected segment. The simplicity of the model we propose lies in the equal number of the reproduction levels per segments. Observe that in [6] the low number of segments (L = 2) has been assumed in order to limit the complexity of implementation and also due to the complex encoding and decoding procedure of the PUSQ originating from different number of reproduction levels of uniform quantizers composing the PUSQ. There is no such rigorous limitation in the number of segments with the piecewise linear compandor we propose in this paper. Moreover, we will show that the SQNR of the considered piecewise linear compandor increases with the number of segments. A similar observation has been provided in [17] where the PLC is designed for the Laplacian source. Eventually, it is important to highlight that every source can be transformed into a Gaussian one by using appropriate transformation technique [20] , so that the model we propose, designed for a Gaussian source, can also be applied to other sources providing similar performances.
The rest of this paper is organized as follows. Section 2 describes the design of the novel piecewise linear compandor and derives a set of formulas useful in the 
II. DESIGN OF THE NOVEL PIECEWISE LINEAR COMPANDOR
This section gives a detailed description of the novel piecewise linear compandor design procedure for the assumed Gaussian source of unit variance. In companding quantization, before being uniformly quantized, an input signal x is compressed by applying a compressor function c(x) [1] [2] [3] [4] . In general, a compandor is consisted of three building blocks, a compressor c(·), a uniform quantizer Q u (c(·)) and an expandor c -1 (Q u (c(·))) (see Fig. 3 ). For a Gaussian source the optimal compressor performs numerical integration and the optimal expandor solves integral equations, which for the observed source makes difficult the application of the optimal compandor [2] . For that reason, linearization of an optimal compandor can be of great importance. This is due to the ability of decreasing the compandor design complexity and providing a simpler application of the piecewise linear compandor, that is c PL (·) and c PL -1 (Q u (c PL (·))) (see Fig. 4 ) for the cases where the Gaussian PDF is assumed. From hardware point of view, the advantage of piecewise linear compandor over nonlinear compandor is in linear transfer characteristics, herein compressor and expandor characteristics, which provide overcoming the problem observed with nonlinear compandor with respect to accurate implementation of analog nonlinearities [2] . In other words, in order to avoid the influence of compressor function nonlinearity and the difficulties appearing, especially in the Gaussian PDF case, in this paper we intentionally linearize the optimal compressor function within the segments. The quantizer we propose is the piecewise linear compandor with L segments in the positive half of the support region. 
] is partitioned into nonuniformly spaced segments, each of which contains n = N / 2L equidistant reproduction levels and equal in width cells (see Fig. 5 ). Accordingly, the width of the cells within the i-th segment is determined by:
In the case where the current value of an input signal falls in the j-th cell within the i-th segment (x i,j-1 , x i,j ], where
n j ,..., 2 , 1  the quantization rule, that takes reproduction level as the cell's midpoint, provides coping of the current value of the input signal onto the near allowed value defined by:
It is commonly accepted that the Gaussian PDF is a good approximation to the short-time-averaged PDF of speech amplitudes [1] [2] [3] [4] . In this paper, without diminishing the importance of the proposed piecewise linear compandor, we consider its designing for the Gaussian PDF of unit variance. For the assumed Gaussian PDF of unit variance: 
The nonnegative segment thresholds of the proposed model are for i = 0, 1, …, L given by:
Mind the fact that due to the symmetry of the piecewise linear compandor, we define only the nonnegative segment thresholds. Our piecewise linear compressor function is defined by: 
The total mean-square error (MSE) distortion of the considered N-level piecewise linear compandor, composed from the granular D g and the overload distortion D ov , can be computed by [2] :
where in calculation we assume that it holds y L,n ≈ x max . x max is the support region threshold of the piecewise linear compandor defined as in [19] : (12) and P i denotes the probability of belonging of the input sample x to the i-th segment:
In order to compare performances of the proposed piecewise linear compandor and the asymptotically optimal compandor for the equal assumed support region threshold and the same Gaussian source of unit variance, we calculate distortion of both quantizers. In granular distortion calculation of asymptotically optimal compandor we use Bennett's integral [1] and total distortion is computed from: (14) where we assume that it holds y N/2 ≈ x max . Performances of a fixed-rate scalar quantizer for a given bit rate R = log 2 N [bit/sample], along with distortion are often determined by signal to quantization noise ratio (Signal to Quantization Noise Ratio) defined by [1] [2] [3] [4] :
Recall that we have assumed the design of piecewise linear compandor for the unit variance so that we use σ 2 = 1 in SQNR calculation.
One of the benefits of the proposed piecewise linear compandor model arises from the fact that in accordance with the condition of the nearest neighbors, for the quantization of each sample, a search of code book is done only in the selected segment from the set of segments, each having n = N / 2L cells. This results in a smaller delay in the process of quantization when compared to nonlinear compandor with an equal number of reproduction levels, because the nonlinear compandor performs complete search of the code books.
III. NUMERICAL RESULTS
For the analysis of the piecewise linear compandor suitability, i.e., in order to examine the validity of the proposed quantizer model, we use SQNR, as the proper measure of the quantized signal quality. As we have already mentioned, we restrict attention to the Gaussian sources with unit variance, and for the purpose of illustration of the proposed quantizer properties, we compare its performances with the ones of the uniform quantizer (UQ) [8] , asymptotically optimal compandor (AOC) [1] and the piecewise uniform scalar quantizer (PUSQ) [6] . In the positive half of the support region, for the case where L = 4, N = 128 and x max is determined according to (12) , Fig. 2 presents the nonlinear optimal compressor function and the obtained piecewise linear compressor function that defines the proposed piecewise linear compandor (PLC). Obviously, in the observed case, the optimal compressor function and the obtained piecewise linear compressor function are rather different only in the last segment. However, by increasing the number of segments, this difference is smaller and, as it is shown in what follows, the SQNR values of these two quantizer models are closer. Table 1 lists SQNR values of the UQ [8] , the PUSQ [6] , the proposed PLC for the case where L = 16, and the AOC [1] . Obviously, the SQNR of the proposed PLC is higher than the one of the uniform quantizer and the nearest to the one of the AOC shown in the last column of Table 1 . Fig. 8 shows that, with the increase of the number of quantization levels, that is with the increase of R, SQNR obtained with the proposed PLC increases. As we have already observed from Figs. 6 and 7, the performances of the PLC approach to the ones of the AOC with an increase of L. However, since the number of quantization levels N must be a large relative to L so that all of the segments are finely quantized and also since for L = 16 we have managed to obtain performances close to the ones of the AOC, in this paper, we restict our analysis of numerical results to the case L ≤ 16. In brief, we take advantage of piecewise linearization of the optimal compressor function, as a convenient solution for less complex designing and implementation of the proposed quantizer model compared to the AOC model, where, for L = 16, we provide performances close to the ones of AOC. From Table 1 one can also observe that the proposed PLC designed for L = 16 provides higher SQNR than the PUSQ proposed in [6] . Our PLC designed for L = 2 provides lower SQNR in comparison to the PUSQ model designed for L = 2 [6] . However, by assuming the constant number of reproduction levels n per nonuniformly spaced segments, we have managed to obtain the PLC model that is less complex from the aspect of encoding and decoding comparable to the PUSQ model [6] having a different number of reproduction levels per equidistant segments. Further emphasizing that the proposed PLC model has no rigorous restrictions in the number of levels L as the model in [6] , one can justify a reason for accepting the proposed PLC model as an efficient design solution. For the future work we will consider application of the proposed piecewise linear compandor in DPCM system proposed in [21] , [22] , which has been shown as suitable solution for compression of speech signals.
IV. CONCLUSION
In this paper we have presented and analyzed the novel piecewise linear compandor (PLC) model, designed for the Gaussian source of unit variance. We have shown that the proposed quantizer can significantly outperform the uniform quantizer. In addition, we have shown that the increase of the number of segments L of the PLC leads to the increase of SQNR. Eventually, we have revealed that the proposed PLC for L = 16 provides SQNR close to one of the asymptotically optimal compandor having an equal number of levels. By highlighting a low design and implementation complexity of the proposed model and simplicity of its encoding and decoding procedure along with the all aforementioned, we can point out the reasons why our PLC model is suitable for use in many applications for the quantization of signals with Gaussian probability density function. Taking into consideration that signals with Gaussian probability density function arise in numerous applications, it can be concluded that the usage area of our proposal is very wide.
