In this paper, we propose a packet-interleaving scheme (PIS) for increasing packet reliability under burst errors in wireless sensor networks (WSN). In a WSN, packet errors could occur due to weak signal strength or interference. These erroneous packets have to be retransmitted, which will increase network load substantially. The proposed PIS, encoding data using Reed-Solomon (RS) codes, can classify data into two different types: high-reliability-required (HRR) data and non-HRR data. An HRR packet is encoded with a short RS symbol, while a non-HRR packet with a long RS symbol. When an HRR and a non-HRR packet arrive at a sensor, they are interleaved on a symbol-by-symbol basis. Thus, the effect of burst errors (BE) is dispersed and consequently the uncorrectable HRR packets can be reduced. For the purpose of evaluation, two models, the uniform bit-error model (UBEM) and the on-off bit-error model (OBEM), are built to analyze the packet uncorrectable probability. In the evaluation, we first change the lengths of BE, then we vary the shift positions in a BE period, and finally we increase the number of correctable symbols to observe the superiority of the proposed PIS in reducing packet uncorrectable probability.
conclusions are drawn in Section 5.
Reed-Solomon Codes

Forward Error Correction
Forward Error Correction (FEC) codes have been widely used in today's unreliable communication system, such as wireless networks, to reduce bit error rate (BER). The basic principle behind FEC is to generate redundancy code by encoding the user data; the former is then appended to the latter before transmission. At the receiver, user data together with the redundancy code are examined so that a certain pattern of bit errors can be corrected. FEC is composed of two categories, convolution code (CC) and block code (BC) [3] . The former has been applied to the transmission for continuous data, such as video streaming. Encoding process in CC requires relatively larger memory to store the previous, the current, and the upcoming information. As shown in Figure 1 are produced from k symbols. BC, on the other hand, has been used in encoding discrete data on the basis of block by block. Thus, BC is more applicable to a sensor network, where data, such as temperature, moisture, etc., are collected discretely in a block size. The basic idea behind BC is to encode k-symbol information with a division operation. Redundancy codes with n-k symbols, ( )
, , , n k r r r − −  , are generated after the division operation. Before the transmission to an upper stream node, the n-k symbols are attached to the original k symbols, as shown in Figure 1 (b).
RS Encoding
1) It is well known that Reed-Solomon (RS) code is one of the most popular block codes. RS Code is usually represented by
( ) 2 m
GF
, where GF is the Galois Field [19] and m denotes the number of bits in a symbol. Alternatively, RS code can be represented by (n, k), where 2 1 m n = − denotes the total number of symbols encoded, k is number of symbols for user data, and (n-k) denotes the number of redundancy symbols. Hence, 2 n k t − = denotes the number of erroneous symbols that can be corrected.
2) Let us briefly review the operations of RS codes. Before a message is transmitted using RS encoding, the message is segmented into a number of m-bit symbols. The k m-bit symbols can be represented by a polynomial:
( ) 
Parity polynomial is computed as ( ) ( ) ( ) Table 1 , we know the encoded data to be transmitted are 001 010 100 000 000 001 100.
RS Decoding
Due to noise or interference, data may encounter bit errors over wireless link. Let R(X) be the data received, C(X) be the data transmitted, and E(X) be the data in error. Thus, we have, ( ) ( ) ( )
. To determine whether or not R(X) requires any corrections, we have to compute E(X) by their syndromes: ( )
i.e., no bit errors occur. Otherwise, bit errors occur and E(X) is computed.
If bit errors do occur, error locations and error values are required computation. Assume there are v errors appear at the locations, 1 2 , , ,
and their syndromes can be expressed as in Equation (2).
Next, if we can find ( ) 1  1  1  1   1  2  2  2  2  2  2  1   1  2  2  2  2  2 Thus, the polynomial of error locations can be expressed as shown in Equation (4).
( ) ( )
To compute i σ , we let ( ) . From Equation (5), we can derive Equation (6) . 
Expanding Equation (6) , the result is shown in Equation (7).
( ) ( ) ( )
From Equation (3) and Equation (7), we can derive Equation (8).
to Equation (8), we have derive Equation (9).
Equation (9) can be expressed by a matrix equation as shown in Equation (10) . By applying the operation of inverse matrix, we can compute i σ . 
Substituting i σ to Equation (4) ( ) ( ) ( ) ( )
By substituting X to Equation (11), we have derive Equation (12 
Since Equation (12) has v equations and v unknown, it is easy to compute v . Finally, errors can be corrected by adding error values v to their corresponding positions. At last, let us give an example. We assume the received data = 001 010 000 011 000 001 011, which can be represented by a polynomial ( )
We then calculate the 4 syndromes,
S R α α = = , and ( ) 4 4 6 S R α α = =
. By substituting them into Equation (10), we obtain the error locations as shown in Equation (13). 
By multiplying an inverse matrix on both sides in Equation (13), we have derive Equation (14) . Next, if we substitute 2 σ and 1
σ to an error-location polynomial, we have ( )
, and
Hence, the two error locations are found, which show us the third and the fourth symbols are in error. To compute these two error values, we need to compute 1 S and 2 S first, as shown in Equation (15) . Thus, the two error values can be computed from Equation (16) .
Since ( )
, the received data are corrected as, ( ) ( ) ( )
which in binary representation is 001 010 011 000 000 001 011.
Packet Interleaving Scheme
WSN with Multi-Hop Tree Structure
In a wireless sensor network (WSN), a coordinator is the sink which gathers all the data collected from other distant sensor nodes. To facilitate data gathering from all the sensor nodes, it is very constructive that the coordinator and the sensor nodes will collaborate to build a multi-hop tree structure (MTS), as shown in Figure 2 . In an MTS-based WSN, data collected by a sensor node will be forwarded hop-by-hop to the coordinator. Thus, by fully utilizing a branch node of the MTS, in this paper, we propose a packet interleaving scheme (PIS) based on RS codes to reduce the impact of burst errors on packet uncorrectable probability.
Packet Interleaving
In the proposed PIS, packets collected by a sensor node are classified into two different types: high-reliability required (HRR) packet and non-HRR packet. An HRR packet is defined as a packet which requires for retransmission, if uncorrectable burst errors exist. Payload in an HRR packet consists of numerical data, such as temperature, moisture, luminance, etc. This type of packet has relatively shorter data length (usually, a couple of bytes) and each uncorrectable HRR packet requires for retransmission. Hence, it is better to employ a shorter-length symbol (in this paper, we use m = 4) to encode an HRR packet with shorter data length. On the other Figure 2 . WSN with multi-hop tree structure.
:Coordinator :Sensor hand, payload in a non-HRR packet consists of non-numerical data, such as video, audio, etc. This type of packet has relatively longer data length (usually, in the order of kilo bytes) and each uncorrectable non-HRR packet may not require for retransmission. Thus, it is better to employ longer-length symbol (in this paper, we use m = 8) to encode a non-HRR packet with longer data length.
As it is illustrated in Figure 3 , an HRR packet is encoded with a shorter-length RS symbol (i.e., m = 4). First, an M-byte MAC-layer header and payload is converted to ( ) 
, which denotes the number of codeword required for encoding the M-byte packet (header plus payload). The total redundancy code (or FCS) is therefore equal to 2 N t × × symbols, or ( )
bits. Similarly, as it is illustrated in Figure 4 , a non-HRR packet is encoded with a longer-length symbol (m = 8).
An M-byte MAC-layer header and payload is converted to ( ) 
bytes, which is much greater than the maximum length of a packet, which is 127 bytes in a WSN, a codeword is sufficiently enough to encode a MAC-layer packet in a WSN. Thus, the length of redundancy code (or FCS) is equal to 2 t × bytes. When both an HRR and a non-HRR packet are received by a branch node in a tree-structured WSN, these two packets are interleaved on a symbol-by-symbol basis, as shown in Figure 5 . The interleaved packet is then forwarded to an upper stream node, which performs decoding and correction process. However, as shown in Figure 6 , an interleaved packet may not be correctable, if it encounters burst errors where the number of total errors is greater than t. In the proposed PIS, by separating the interleaved single packet back to their original two packets, each individual packet may become correctable. This is because the number of errors in each separated packet is highly possible to be smaller than t.
Mathematical Model and Analysis
In RS codes, whether or not a coded packet is correctable is mainly determined by the number of erroneous symbols. In this section, to study the robustness and the error-correction capability of the proposed PIS, we build two mathematical models for comprehensive numerical simulations. The first one is referred to as uniform bit error model (UBEM), while the second one is referred to as on-off bit error model (OBEM). The first model assumes the errors occur evenly on the coded packets. The second model assumes the errors may occur continuously in a burst length.
UBEM
Let _ UB be P and _ UB se P denote the probability of bit errors and the probability of symbol errors, respectively. Since any bit errors occur in a symbol may result in a symbol error and each symbol has m bits, we can derive 
Next, let us define two more parameters, S N and C N . The first parameter denotes the number of symbols in a codeword and the second parameter denotes the number of codeword in a packet. Hence, the uncorrectable probability of a codeword ( ) _ UB cuc P , can be derived as shown in Equation (18) .
In Equation (18), we know in a codeword if the number of symbol errors is smaller than t, then the codeword is correctable. Thus, the uncorrectable probability of a codeword can be summed up from 0 to i t = , since there as the packet uncorrectable probability.
Since there are C N codeword in a packet, we can derive
as shown in Equation (19) .
( )
OBEM
The on-off bit error model (OBEM) is illustrated in Figure 7 . All the parameters used in the analysis are defined in Table 2 . A burst error (BE) period is defined as two consecutive bit error intervals where high bit errors ap- 
After we found the right-shift position between an IP and a BE, we can categorize the symbol errors into four cases, as illustrated from Figure 8(a) shows whether or not a symbol may occupy one BE or two BE periods, their start bit and stop bit of a symbol all appear at the high-bit-error interval. Case 2 in Figure 8(b) shows only the start bit of a symbol appears at the high-bit-error interval. Case 3 in Figure 8(c) shows whether or not a symbol may occupy one BE or two BE periods, neither the start bit nor the stop bit appear at the high-bit-error interval. Finally, Case 4 in Figure 8(d) shows only the stop bit of a symbol appears at the high-bit-error interval. Actually, the four different cases of symbol errors can be constrained by eight inequalities with four parameters, ij m , ij m Ω , on, and ω . These eight inequalities (two inequalities for each case) are shown in Table 3 . Once we identify the four cases of symbol errors, we can compute the symbolerror probability. Since one codeword consists of 
Now, we can compute N σ and N ρ for case 1 as shown in Equation (27) and (28), case 2 as shown in Equation (29) and (30), case 3 as shown in Equation (31) and (32), and case 4 as shown in Equation (33) and (34), respectively.
Case 1: Case 3: 
By substituting N σ and N ρ back to Equation (26), we can now summarize ( )
α for the four different cases of symbol errors as shown in Table 4 .
After we compute the symbol-error probability for the four different cases, our next step is to derive the uncorrectable probability of a codeword and the uncorrectable probability of a packet. We know there are C N codeword in a packet and the uncorrectable probabilities of the C N codeword are all different. Let 
Numerical Simulations
In OBEM, to study the influences of the four parameters, (i) the length of high bit errors (i.e., the On period), (ii) the length of low bit errors (i.e., the Off period), (iii) the right-shift position (i.e., θ ), and (iv) the number of correctable symbols (i.e., t), on the packet uncorrectable probability (i.e., _ ), we perform comprehensive numerical simulation. Table V shows the parameters and their setting used in the simulation. From Table 5 , we can observe that an On-Off period is fixed to 12 bits. Within the 12 bits, the On period is varied among three different lengths; shorter length (4 bits), equal length (6 bits), and longer length (8 bits). The length of Off period is varied from the other directions (i.e., from longer to shorter length). Prior to studying the influences of the three different On-Off lengths on packet uncorrectable probability, we illustrate three scenarios in Figure 9 . When the length of On period is shorter, as shown in Figure 9(a) , an HRR packet encoded with a shorter length of symbol (m = 4, dark-shaded portion) completely falls in the Off period, while a non-HRR packet encoded with a longer length of symbol (m = 8, light-shaded portion) just has a few bits fall in the Off period. When the length of the On period is increased to 6 bits, which is equal to the length of the Off period, as shown in Figure 9(b) , half of the HRR packet falls in the On period. The error-bit coverage for an HRR packet becomes even worse when the On period is increased to 8 bits, as shown in Figure 9 (c). As it can be seen, a whole symbol of an HRR packet is now covered by the On period, while only half of a symbol of a non-HRR packet is covered by the On period.
Impact of Correctable Symbols
First, we are interested in studying the impact of increasing the number of correctable symbols when the length of high bit errors is shorter than the length of low bit errors; i.e., On = 4 bits and Off = 8 bits. As shown in Figures 10(a) to 10(e), we observe the variations of packet uncorrectable probability ( )
when the right-shift position ( ) θ is increased from 0 to 11 bits and the number of correctable symbols (t) is increased from 1 to 5.
From Figure 10 , we can observe that both the packet uncorrectable probabilities ( )
of HRR and non-HRR curves drop off very quickly, when the number of correctable symbols (t) is increased from 1 to 5. Additionally, we can observe that he curves of _ OB puc P with PIS (the two dashed lines) are much lower than the curves of _ OB puc P without using PIS (the two solid lines). The improvement of _ OB puc P by using PIS is more significant when t is small, which is quite beneficial for reducing packet overhead, since the number of redundancy bits in RS codes can be shorter. Another noticeable phenomenon is that although when θ is smaller than 7, the curves of HRR with PIS are completely inverted to the curves of non-HRR with PIS, the curves of HRR with PIS do drop to zero when θ is larger than 7. In other words, on average we have come out a result; i.e., the packet uncorrectable probability of HRR with PIS is significantly lower than that of non-HRR with PIS.
From Figure 11 (a) to Figure 11 (e), we show the packet uncorrectable probabilities when the on period (6 bits) is equal to the Off period (6 bits). It is not surprising to notice that, for the corresponding t values (t = 1 to 5), the four curves in Figure 11 are much higher than those four curves in Figure 10 . The reason is quite straightforward, since the period of high bit errors (i.e., the On period) is increased from 4 bits to 6 bits. However, on average the proposed PIS can effectively reduce packet uncorrectable probability, as it is compared to the curves without using PIS. In particular, we can observe that, no matter what the value t is, the curves of HRR with PIS can be reduced to near zero when θ is larger than 7. Additionally, we observe that a side effect could occur.
That is, the curves of non-HRR with PIS cannot be reduced very significantly, as they are compared to those curves in Figure 10 . This is because no matter how we adjust the right-shift position ( ) θ , a non-HRR packet will be affected by the on period since the latter has been increased from 4 bits to 6 bits.
From Figure 12 (a) to Figure 11 (e), we show the packet uncorrectable probabilities when the on period (8 bits) is longer than the Off period (4 bits). It is interesting to notice that when t is larger than 3 and θ is smaller than 6, the packet uncorrectable probabilities of HRR with PIS are higher than those curves without PIS. Of course, when t is smaller than 3 and θ is larger than 6, the situations are completely inverted. Hence, from Figure 12 ,
we have discovered that when the period of high bit errors exceeds the length of an HRR symbol (m = 4) and approaches to a non-HRR symbol (m = 8), it is better to encode packets with a small value of t; otherwise, there is no advantage achieved by using the proposed PIS. From Figure 13 (a) to Figure 13(c) , we show the comparisons in packet uncorrectable probabilities between UBEM and OBEM. First, we observe that in UBEM it does not make any big difference whether or not using the proposed PIS, since in UBEM every bit receives the same error probability. Second, we observe that packet uncorrectable probability in UBEM is relatively higher than that in OBEM. Notice that the curves of UBEM and the curves of OBEM vary along with the following two parameters: (i) when the number of correctable symbols (t) increases from 1 to 5, the curves of UBEM dissever very quickly from those of OBEM; and (ii) when the right-shift position ( ) θ increases from zero to 8 bits, the gap between these two models becomes smaller. Since OBEM is more reactive to a real word than UBEM, it is rewarding to know that the proposed PIS can reduce packet uncorrectable probability in OBEM more significantly than that in UBEM. Another noticeable re- sult is that no matter how we increase the period of high bit errors (i.e., we increase the on period from 4 bits in 13(a) to 6 bits in 13(b), and finally to 8 bits in 13(c)), HRR with PIS in OBEM always exhibits the lowest packet uncorrectable probability (near zero, in some cases). The relatively lower packet uncorrectable probability for HRR packets has demonstrated that the proposed PIS can successfully protect HRR packets from burst errors, while at the same time it does not sacrifice non-HRR packets from large uncorrectable bit errors.
Conclusion
In this paper, we have presented a packet interleaving scheme (PIS) using RS code to reduce packet uncorrectable probability under burst errors in wireless sensor networks. In PIS, the collected data are classified into HRR and non-HRR. An HRR packet is encoded with a shorter RS symbol, while a non-HRR packet with a longer RS symbol. One of the contributions of this paper is right in that an HRR and a non-HRR packet are interleaved on a symbol-by-symbol basis, which effectively disperses the burst errors among an interleaved packet. Consequently, the packet uncorrectable probability of an HRR packet can be significantly reduced. In the performance evaluation, we built two mathematical models, UBEM and OBEM. From the thorough numerical simulations, we have demonstrated that, no matter how we adjust the period of high bit errors, the proposed PIS behaves more resilient to burst errors in OBEM than in UBEM. Finally, we have revealed that, by carefully adjusting the period of high bit errors and the right-shift positions, the proposed PIS can reduce the uncorrectable probability of HRR packets to near zero. 
