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Samenvatting
Algemene situering
Alle stellaire structuren in het heelal, van zonnestelsels, bolhopen en galaxiee¨n, tot groepen,
clusters en superclusters van galaxiee¨n, en de donkere materie-halo’s die hen omgeven,
worden vormgegeven door een enkele dominerende kracht: zwaartekracht. De vraag hoe
deze systemen zich gedragen is dan ook een fundamenteel vraagstuk in de theoretische
astrofysica.
In wezen zijn er twee complementaire technieken ontwikkeld om de dynamische struc-
tuur van grote gravitationele systemen te analyseren. De eerste methode behelst numerieke
N -deeltjessimulaties, die ons helpen om de evolutie van structuurvorming in het heelal te
doorgronden. De tweede methode, die de focus zal zijn van deze dissertatie, is stellaire
dynamica, dit wil zeggen de constructie van theoretische modellen door technieken uit de
statistische fysica toe te passen en aldus discrete systemen te beschrijven in termen van
continue grootheden. In het bijzonder wenst men zogenaamde distributiefuncties in de
faseruimte te construeren, en hun eigenschappen te bestuderen.
Hoewel zulke dynamische modellen noodzakelijkerwijs geı¨dealiseerde beschrijvingen
zijn van stellaire structuren – men moet systemen beschouwen die gee¨volueerd zijn naar
een quasi-evenwichtstoestand, met weinig substructuur en met een hoge graad van symme-
trie (sferisch, axiaal symmetrisch, etc) – is ondanks deze beperkingen stellaire dynamica
een essentieel instrument om inzicht te verkrijgen in de dynamische structuur van stel-
laire systemen, bijvoorbeeld door hun baanconfiguratie of hun snelheidsverdeling te tonen.
Bovendien kunnen dynamische modellen dienst doen om begincondities te genereren voor
bijkomende N -deeltjessimulaties. Beide technieken vullen elkaar dus aan in de studie van
gravitationele systemen.
Dynamisch modelleren: algemeen
Een distributiefunctie in de faseruimte beschrijft in essentie de waarschijnlijkheid dat men
een object vindt in het systeem op een bepaalde plaats en met een bepaalde snelheid. Als
ook de totale gravitationele potentiaal gegeven is, dan is de baan van dit object volledig
gedetermineerd; met andere woorden, een distributiefunctie beschrijft de volledige dy-
namische structuur van een stellair systeem, en alle observationele grootheden kunnen
hiervan afgeleid worden. De belangrijkste hiervan zijn de dichtheid en de snelheidsdisper-
vi
sies (die de gemiddelde kwadratische snelheden op een bepaalde plaats en in een bepaalde
richting weergeven).
Het centrale vraagstuk in stellaire dynamica betreft aldus het zoeken naar geschikte
distributiefuncties die consistent zijn met een gegeven verzameling datapunten. Dit kun-
nen ruimtelijke grootheden zijn, bijvoorbeeld data gedistilleerd uit simulaties van donkere
materie-halo’s, maar het kunnen ook geprojecteerde observationele grootheden zijn, zoals
de posities aan de hemel en de Dopplersnelheden van galaxiee¨n in een cluster.
Een belangrijke stelling zegt dat voor een brede klasse van evenwichtssystemen de dis-
tributiefunctie enkel afhankelijk is van hoogstens drie integralen van de beweging. Maar
desondanks blijft het algemene geval te gecompliceerd om op te lossen. We zijn daarom
genoodzaakt om systemen te beschouwen met extra symmetriee¨n. In het bijzonder beperken
we ons tot sferische systemen zonder rotatie. Voor deze klasse van systemen is de distribu-
tiefunctie enkel afhankelijk van twee integralen, de baanenergie en het draaimoment.
Natuurlijk is sferische symmetrie een aanzienlijke vereenvoudiging, maar dit laat ons
toe om op een elegante en geavanceerde manier distributiefuncties te construeren, en hun
eigenschappen op een gedetailleerde manier te analyseren. Bovendien zijn dergelijke mo-
dellen een betekenisvolle benadering voor de systemen die we zullen beschouwen, namelijk
clusters van galaxiee¨n en donkere materie-halo’s. De technieken die we in deze dissertatie
zullen behandelen zijn dan ook een eerste aanzet, die in later werk kunnen uitgebreid wor-
den naar algemenere (axiaal-symmetrische) structuren.
Dynamisch modelleren: probleemstelling
De meest gebruikte techniek in dynamisch modelleren is de zogenaamde Schwarzschild
methode. Deze houdt in dat men een distributiefunctie opbouwt door individuele banen toe
te voegen die een gegeven dataset fitten. Hoewel deze methode zeer algemeen is, heeft ze
ook nadelen: zo cree¨ert een collectie van discrete banen een ietwat onfysische dynamische
structuur, die moeilijk te interpreteren is. Bovendien is het numeriek lastig om uit een
dergelijke distributiefunctie alle relevante observationele grootheden te berekenen.
In onze onderzoeksgroep is er daarom een meer geavanceerde variant van deze me-
thode ontwikkeld. In dit algoritme wordt een distributiefunctie niet opgebouwd uit aparte
banen, maar gecree¨erd als een lineaire combinatie van meer elementaire analytische ba-
sisfuncties van de integralen. De bijbehorende data-fitting vormt hierbij een kwadratisch
programmeervraagstuk.
Deze techniek is in de loop der jaren met succes toegepast op een waaier van syste-
men, zoals bolhopen en galaxiee¨n. Het oorspronkelijke doel van dit onderzoek was om de
methode te gebruiken voor clusters van galaxiee¨n, maar hierbij stootten we op een aantal
tekortkomingen in het algoritme. Onze focus werd daardoor verlegd naar het oplossen van
deze problemen, waarvan deze dissertatie het resultaat is.
We identificeerden drie moeilijkheden. De voornaamste is dat het algoritme een verte-
kening vertoont: het is meer geneigd om modellen te cree¨ren met tangentie¨le banen dan
modellen met radiale banen. De reden hiervoor is dat het eenvoudiger is om basiscom-
ponenten aan de distributiefunctie toe te voegen die banen bevatten met een kleine excen-
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triciteit, omdat zulke banen een vorige fit slechts wijzigen in een beperkte regio en dus
heel gericht kunnen verbeteren. Componenten met meer radiale banen daarentegen hebben
zowel een invloed op kleine als op grote afstanden van het centrum, zodat zulke basis-
functies een bestaande fit significanter wijzigen en dus moeilijker kunnen verbeteren. Het
probleem om aldus modellen te construeren met radiale banen is met name nefast bij grote
structuren zoals clusters van galaxiee¨n, vermits hun buitenste regionen gedomineerd wor-
den radiaal invallende sterrenstelsels.
Een tweede probleem was dat de bestaande basiscomponenten onvoldoende gesofisti-
ceerd waren om snelheidsdispersies te genereren die overeenstemmen met waarnemingen
en simulaties van grote structuren. Met name de snelheidsanisotropie, die de verhouding
uitdrukt tussen tangentie¨le en radiale dispersies, vertoonde in de modellen een te steile
overgang van centrale waarden naar waarden op grote afstand. Dit probleem kwam vooral
tot uiting bij het modelleren van donkere materie-halo’s.
Een derde, meer algemeen probleem dat inherent is aan elke fitting-procedure, is het
feit dat de datapunten doorgaans bestaan uit een mix van grootheden (in het bijzonder
dichtheid en snelheidsdispersies). Daardoor rijst de vraag hoe men deze gemengde data op
een representatieve manier met elkaar kan vergelijken en hen moet laten meewegen in de
fit.
Dynamisch modelleren: oplossing
Geconfronteerd met deze drie moeilijkheden zijn we op zoek gegaan naar een manier om
dit te verhelpen. Onze oplossing bestaat erin om meer geavanceerde basisfuncties te on-
twikkelen, die elk een anisotropie-profiel genereren dat veel algemener is dan de bestaande
basisfuncties. We slaagden hierin door gebruik te maken van vermeerderde dichtheden,
een elegante methode waarmee dynamische systemen kunnen worden beschreven, equiv-
alent met distributiefuncties. De bekomen basiscomponenten kunnen daarbij uitgedrukt
worden in termen van zogenaamde Fox H-functies, een heel algemene familie van spe-
ciale wiskundige functies, die een waaier van meer bekende functies omvat. Daarenboven
kunnen deze functies ontwikkeld worden in machtreeksen. Dit is een bijzonder nuttige
eigenschap, niet alleen omdat ze op die manier efficie¨nt kunnen worden berekend, maar
ook omdat dit toelaat om hun asymptotisch gedrag te bestuderen.
Vermits deze componenten een snelheidsanisotropie kunnen voortbrengen die voldoen-
de algemeen is, hoeven we deze laatste niet langer in een fit proberen te construeren. In
plaats daarvan kunnen we een snelheidsanisotropie reeds op voorhand postuleren, en enkel
de dichtheid te gebruiken als data in de fitting methode; voor elke anisotropie (die we in een
parameterruimte kunnen laten varie¨ren), kunnen we op deze manier een distributiefunctie
genereren die deze exact voortbrengt, en aldus een parameterfamilie van fits construeren.
Hiermee lossen we zowel het bias-probleem op (zodat we modellen kunnen maken met ra-
diale banen) als het probleem van gemengde data. We demonstreren dit door onze techniek
toe te passen op enkele specifieke onderwerpen.
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Overzicht
Na een inleidend hoofdstuk geven we een algemeen overzicht van stellaire dynamica in
Hoofdstuk 2 (grotendeels gebaseerd op werk van andere auteurs), waarbij we eveneens het
modelleringsalgoritme beschrijven en de tekortkomingen die we zonet aangehaald hebben.
Vervolgens introduceren we in Hoofstuk 3 de FoxH-functie die we nodig zullen hebben
voor onze distributiefuncties. Aangezien deze functie weinig bekend is in de theoretis-
che astrofysica, besteden we de nodige aandacht aan haar eigenschappen, en we demon-
streren haar kracht door verschillende eigenschappen van Se´rsic en Einasto dichtheden af
te leiden als Fox H-functies. Met dit wiskundig gereedschap in de hand kunnen we onze
basis-distributiefuncties afleiden in Hoofdstuk 4. Deze functies blijken op zichzelf ook
een algemene familie van modellen te genereren, namelijk de Veltmann modellen, en we
beschrijven eveneens hun eigenschappen.
De volgende drie hoofdstukken zijn gewijd aan diverse toepassingen van onze model-
leringstechniek. In Hoofdstuk 5 tonen we aan dat we distributiefuncties kunnen genereren,
gebaseerd op Dehnen-McLaughlin profielen, die verscheidene ”universele” eigenschap-
pen van gesimuleerde donkere materie-halo’s omvatten: een welbepaalde dichtheid, een
bepaalde verhouding tussen dichtheid en dispersie die als een machtwet verloopt, en een
lineaire relatie tussen het verloop van de dichtheid en de anisotropie.
In Hoofdstuk 6 bestuderen we een bepaalde theoretische eigenschap van sferische sys-
temen, die bekend staat als de GDSAI (’global density slope – anisotropy inequality’). Een
studie van Ciotti & Morganti (2010) toonde aan dat voor een grote familie van modellen het
verloop van de dichtheid steeds groter is dan tweemaal de anisotropie, wat de vraag deed
rijzen of deze eigenschap algemeen geldig was. Onze technieken stelden ons in staat om
te bewijzen dat de ongelijkheid inderdaad geldig is voor een specifieke klasse van syste-
men, namelijk die met een separabele vermeerderde dichtheid, mits de centrale waarde van
de anisotropie kleiner is dan 1/2. Bovendien konden we met onze modelleringsprocedure
systemen construeren die niet voldoen aan de GDSAI, met de opmerking dat deze tegen-
voorbeelden dynamisch instabiel zijn. In onze studie tonen we aan dat de GDSAI in feite
een speciaal geval is van algemenere restricties op de vermeerderde dichtheden. We brei-
den deze studie vervolgens uit om nodige en voldoende voorwaarden af te leiden waaraan
systemen met een positieve distributiefunctie moeten voldoen.
Vervolgens passen we in Hoofdstuk 7 onze techniek toe op observationele data, met
name een groep van dwerggalaxiee¨n in de Fornax cluster. Onze modellen suggereren dat de
gas-arme galaxiee¨n op banen bewegen met een hoge excentriciteit, wat bewijs levert voor
de hypothese dat ze hun gas hebben verloren door zogenaamde ram-pressure stripping,
wanneer ze door het hete intracluster-gas in de centrale regionen van de cluster passeerden.
Een laatste hoofdstuk behandelt een zij-project, waarin we vertrekken van een fami-
lie van distributiefuncties met en zonder een superzwaar centraal zwart gat, en hieruit een
verzameling discrete deeltjes genereren met behulp van een Monte Carlo algoritme (eve-
neens ontwikkeld door de auteur). Deze deeltjes deden vervolgens dienst als begincondities
voor N -deeltjessimulaties, om de stabiliteit van deze modellen te onderzoeken. Het bleek
dat de centrale zwarte gaten een stabiliserend effect hadden op deze systemen.
ix
Alle resultaten van Hoofdstukken 3 tot en met 8 zijn gepubliceerd in een reeks artikels;
een lijst van deze publicaties kan men achteraan deze dissertatie vinden.
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Part I
OVERVIEW
Chapter 1
Introduction
General background
All stellar structures in the universe, from solar systems, globular clusters and galaxies,
to groups, clusters and superclusters of galaxies, and the dark matter haloes that surround
them, are shaped by a single dominating force: gravity (see for example the large galaxy
cluster Abell 1689, shown in the left panel of Fig. 1.1). Hence, the question how these
systems form and behave has always been a fundamental topic in theoretical astrophysics.
Two main techniques have been developped to analyse the dynamical structure of grav-
itational systems. The first method involves the use of numerical N -body simulations,
which enable us to understand the evolution of structure formation in the universe (e.g. the
10 billion particle Millennium-II simulation, shown in the right panel of Fig. 1.1). The sec-
ond is stellar dynamics: the construction of theoretical models, by applying techniques of
statistical physics to approximate discrete systems with continuous ones. In particular, one
wishes to find full phase-space distribution functions, each of which completely determines
a gravitational system, and study their properties.
Both approaches have advantages and limitations. The main strength of N -body sim-
ulations is their versatility. However, in order to obtain a sufficient amount of resolution
one requires substantial computational power. Moreover, one has to set up suitable initial
conditions if one wants to explore particular scenarios or analyse observational data. Also,
it is not straightforward to gain insight into the dynamical structure of N -body systems. On
the other hand, modelling techniques do allow us analyse stellar structures, for example by
revealing their velocity distribution or their orbital configuration. They also can be set up to
generate very specific models, with particular properties. Unfortunately, their main draw-
back is the fact that dynamical models are idealizations that can only be applied to simple
configurations, such as (quasi-)equilibrium states, and systems with limited amounts of
substructure and with a high degree of symmetry (spherical, axisymmetric, etc).
The real strength of both methods comes to light when one uses them in a comple-
mentary way. Together with observational data, the outcome of N -body simulations can
be subsequently modelled and analysed. Conversely, one can generate sets of particles
from a distribution function, which can serve as initial conditions in a follow-up N -body
simulation. However, for this to succeed, one needs to develop algorithms that produce
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Figure 1.1 Left panel: Cluster Abell 1689 (image credit: NASA, N. Benitez (JHU),
T. Broadhurst (The Hebrew University), H. Ford (JHU), M. Clampin(STScI), G. Har-
tig (STScI), G. Illingworth (UCO/Lick Observatory), the ACS Science Team and ESA).
Right panel: Millennium-II Simulation, following 21603 particles in box of side length
100h−1 Mpc (image credit: Boylan-Kolchin et al. 2009).
sufficiently sophisticated models that can be applied to realistic systems. The aim of this
dissertation is to create such an algorithm for spherical equilibrium systems. More specif-
ically, we will construct linear combinations of analytical (in the sense that they can be
expressed as Taylor expansions of elementary functions) distribution functions that can be
fit to a given density and a specific (but quite general) velocity anisotropy profile, and we
explore several applications. As we develop the necessary techniques, we will encounter
a family of very powerful mathematical functions, the so-called Fox H-functions. As a
by-product we will demonstrate the use of these functions as well.
Dynamical modelling: general principles
Let us outline how we can transform an N -body problem into a dynamical model; a more
detailed treatment will be given in Section 2.1. If we can safely idealize the particles
within a gravitational system as point masses with massesm1, . . . ,mN , and considering the
framework of Newtonian physics within three-dimensional Euclidean space, the complete
state of these particles is determined once their positions and velocities are known at a time
t0, {
ri(t0) = ri,0,
vi(t0) = vi,0,
i= 1, . . . ,N. (1.1)
5With these initial conditions, the question of deriving the positions and velocities at any
time t defines an N -body problem, formulated by 6N first-order differential equations
vi = r˙i,
v˙i = − ∂
∂ri
−G ∑
j, j 6=i
mj
|ri−rj |
, i= 1, . . . ,N. (1.2)
In principle, the particles can also be influenced by an additional external force. Evidently,
these equations can only be solved numerically if N > 2. If the number of particles is
sufficiently large, we can smooth the positions of the particles into a total mass density
ρtot(r, t). The gravitational field generated by and acting upon the particles can then be
expressed as a gravitational potential
ψ(r, t) =G
∫∫∫
ρtot(r
′, t)
|r′−r| d
3r′, (1.3)
Note that we defined the potential as a positive function. We can rewrite the above equation
as
∇2ψ(r, t) =−4πGρtot(r, t). (1.4)
known as the Poisson equation. In this manner, every particle can be regarded as a test
particle, for which the orbit is stipulated by the gravitational potential. If its initial position
in six-dimensional phase space (r,v) is known, its motion is determined by the force
r¨(t) =∇ψ(r, t), (1.5)
where∇ denotes the gradient. Following the motion of a particle in time, its position r(t)
traces out an orbit, with an associated velocity v(t).
Instead of all particles, we can also study the motion of a subgroup of particles, with
a density ρ(r, t) 6= ρtot(r, t), whose motions are completely determined by the global po-
tential. Examples of these are the behaviour of luminous matter within dark matter haloes,
such as stars within a galaxy or galaxies within a cluster. In any case, if we want to treat our
particles as test particles, we require that the dynamical systems are collisionless, i.e. they
are systems where interactions between individual particles are negligible. This is a safe
assumption for cold dark matter haloes; for stellar systems on the other hand, we follow
Section 1.2 of Binney & Tremaine (2008) and consider the relaxation time
trelax ≈ 0.1NlnN tcross, (1.6)
with tcross =R/v the crossing time, which is the time needed for a typical particle to cross
the system once. The relaxation time is a measure for the timescale at which particle inter-
actions become significant: more precisely, it is the time after which the average velocity of
a particle has changed by the same order due to cumulative encounters with other particles,
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thereby significantly altering its orbit compared to what it would be in a smooth gravita-
tional field. If either N is large (such as in galaxies) or tcross is large (such as in galaxy
clusters), the relaxation time is indeed sufficiently large to assume a collisionless system.
Such a system satisfies the collisionless Boltzmann equation
dF
dt (r,v, t) =
∂F
∂t
(r,v, t)+v · ∂F
∂r
(r,v, t)+∇ψ(r, t) · ∂F
∂v
(r,v, t) = 0. (1.7)
This means that the evolution of a sample of particles within a gravitational potential is
completely determined by their phase space coordinates at a given time, described by the
so-called distribution function in phase space (hereafter DF) and denoted as F (r,v, t).
In other words, F (r,v, t) d3rd3v, expresses the likelihood of encountering a particle at
time t in the infinitesimal volume element d3rd3v centred around the coordinate (r,v).
Evidently, this function has only a physical meaning if it is nonnegative everywhere in its
entire domain, and the corresponding system is called consistent. Again, such a distribution
does not have to encompass all particles of the system. For instance, it can be used to
describe the state of luminous matter within a dark matter halo.
Dynamical modelling: fitting the data
The general Boltzmann equation is much too complicated to solve. Fortunately, the prob-
lem simplifies significantly if we limit our study to equilibrium systems, wherein the po-
tential and the DF do not depend on the time t. In other words, we will not focus on the
dynamical evolution of astrophysical systems, but instead analyse their structure after they
relaxed into a virialized state. As we will show in Section 2.1, the DF then reduces to a
function of at most three isolating integrals of motion.
In our study, we will study primarily large structures, namely simulated data from large
dark matter haloes and observational data from galaxy clusters. Such structures allow us
the introduction of additional symmetries: we will only consider spherical systems with no
net flow. Naturally, this is a serious restriction; real systems are not the proverbial spherical
cows. However, our limitations to spherical symmetry do give us an ideal test case to
develop our advanced mathematical tools and subsequently study the dynamical structure
of the DFs that we will create. Also, in the case of galaxy clusters and dark matter haloes
the deviations from spherical symmetry are limited enough to justify the use of our models
as useful first approximations. Moreover, instead of studying the complete DFs in great
detail, we can derive from them more useful quantities like the velocity distributions and
their low-order moments. In future work, our techniques can be further extended to create
models with rotation and axial symmetry.
With these considerations in mind, let us now pose the question what data we can
extract from a given structure to create a dynamical model. For spherical systems, it
is natural to express any position-velocity vector {r,v} either in Cartesian coordinates
{(x,y,z),(vx,vy ,vz)} or spherical coordinates {(r,θ,ϕ),(vr ,vθ,vϕ)}. We shall adopt the
convention that the (x,y)-plane coincides with the local celestial sphere around the system,
so that the z-axis represents the line of sight, taken as positive in the direction of increasing
7distance (we will assume that the angular size of the system is sufficiently small so that the
lines of sight for all particles are parallel). The angles θ and ϕ are the standard angles of
spherical coordinates, with θ the angle between the z-axis and the position vector, and ϕ
the angle between the xz-plane and the meridional plane of the particle (see Fig. 2.1).
If we have a collection of N particles for which we the full position vectors (as in the
case of dark matter haloes), we can estimate the spatial particle density at a radius r by
binning a subset of m particles that lie in a shell surrounding this radius:
ρ(r) ≈ 3
4π
m
r3m− r31
, (1.8)
where r1 and rm are the radii of the particles closest to and furthest from the centre.
If we only have observational information about the projected positions of the particles
on the celestial sphere, but not their distance (as in the case of galaxies in a cluster), we can
similarly estimate the projected density at a projected radius R =
√
x2 + y2:
Σ(R)≈ 1
π
m
R2m−R21
. (1.9)
For spherical systems, there is a 1-1 correspondence between the spatial and the projected
density (see Eq. (2.69)), so that Σ can be deprojected into ρ.
The simplest useful velocity information is given by the velocity dispersion at a certain
position and in a direction d, which is the root-mean-square of the velocities in that region:
σ2
d
=
〈(
vd−〈vd〉
)2〉
. Analogously to the density, we can give a simple estimate for a set
of m particles as
σ2d ≈
1
m−1
m∑
i=1
(vd,i−〈vd〉)2 , 〈vd〉= 1
m
m∑
i=1
vd,i, (1.10)
although there exist more sophisticated statistical estimators (e.g. Danese et al. 1980).
Again, we need to discern between systems for which we have full spatial information,
and those for which only projected observational data is available. In the former case, we
can construct the dispersion profiles σr(r), σθ(r) and σϕ(r). In fact, for spherical systems
σθ(r) ≡ σϕ(r). It is also useful to introduce Binney’s anisotropy parameter
β(r) = 1− σ
2
θ(r)
σ2r(r)
. (1.11)
In the case of observational systems, we only have velocity information along the line of
sight (vz) through redshift data. In this case, we can only construct one dispersion profile,
namely the projected line-of-sight dispersion σlos(R). Just as for the density, there is again a
relation with the spatial dispersion (Eq. (2.75)), but this time the correspondence is not 1-1,
since σp depends on a combination of σr and σθ . In other words, different combinations of
the spatial dispersions can yield the same projected dispersion.
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A given set of ρ(r), σr(r), σθ(r), and total potential ψ(r) are related through the Jeans
equation
dρσ2r
dr (r)+
2β(r)
r
ρσ2r(r) = ρ(r)
dψ
dr (r). (1.12)
This equation can be derived from the spherical Boltzmann equation, but we shall give
an alternative derivation in Section 2.3.1. If the density does not trace the potential, then
Eq. (1.12) can be used to find ψ(r), and therefore the total mass distribution of the system.
On the other hand, if both the density and the potential are known (for example, if the given
density also generates the potential through Poisson’s equation), then the Jeans equation
shows that ρ, σr, and σθ are not independent. Similar relations exist between higher-order
moments (Eq. 2.117).
In some cases, it is possible to extract more information from the data. For example, one
can try to constrain the 4th-, 6th- or even 8th-order projected moments, although their statis-
tics become increasingly worse (e.g. Gerhard 1993 ; van der Marel et al. 2000 ; Richardson
& Fairbairn 2013). Alternatively, one can try to constrain the line-of-sight velocity dis-
tributions using a maximum likelihood method (Dejonghe & Merritt 1992 ; Wojtak et al.
2008).
But if we wish to create a full dynamical model, we have to find a way to construct the
entire velocity distribution. A naive approach would be to postulate a multivariate Gaussian
velocity distribution in every direction (Hernquist 1993), with dispersions constrained by
the data. This approach however fails, because the resulting distributions do not obey the
Boltzmann equation, and consequently do not generate equilibrium systems (Kazantzidis
et al. 2004). Instead, we need a more sophisticated method to derive consistent DFs. It is
important to remark though, that even under the restrictions of spherical symmetry, we can
never hope to have enough data to construct unique DFs. In principle, an infinite number
of DFs can be fit to a limited data set of velocity moments.
In Chapter 2 we give a general overview of dynamical modelling, which will act as the
basis for all subsequent chapters. As such, most of the chapter is a summary of concepts
that have been developed in previous work, in particular Dejonghe (1986). However, in the
final section of the chapter we outline the key issues that have prompted the subsequent
work that is presented in the rest of this dissertation.
Dynamical modelling: quadratic programming
A commonly used method to create a dynamical model is to fit individual orbits to the
data with a linear programming algorithm, and build the DF as a sum of delta functions
(smoothed into narrow Gaussians) of the orbital values. This is known as Schwarzschild’s
method (Schwarzschild 1979), and it has been applied in numerous studies (e.g. Merritt
& Saha 1993 ; Gerhard et al. 1998 ; Cappellari et al. 2004 ; Cappellari et al. 2006 ; van de
Ven et al. 2006 ; Chaname´ et al. 2008 ; Vasiliev 2013). A schematic representation of this
technique is shown in Fig. 1.2. While this method is quite general, the drawback is that one
thus essentially obtains discrete systems, wherein the orbits lack an underlying physical
9Figure 1.2 Schematic representation of Schwarzschild’s modelling method (Cappellari
et al. 2004).
relation. Not only are such models somewhat unphysical, but they also make subsequent
integrations (to obtain observable quantities) cumbersome.
In order to create DFs that are smooth functions of the orbital elements, a more sophis-
ticated method was developed at our department. With this algorithm, the DF is gradually
built as a linear combination of a set of base functions, F (r,v) =
∑
Fi(r,v), instead of
individual orbits; in other words, this is an advanced version of the Schwarzschild method.
By adding components, the algorithm then seeks an increasingly better fit with the data
using a quadratic programming (QP) technique (Dejonghe 1989), which means that the
model is fit to a set of data points with a χ2 minimization procedure. This method has been
used for a variety of gravitational systems, and accordingly it has been gradually extended
over the years (e.g. De Rijcke & Dejonghe 1998 ; Baes et al. 2000 ; De Bruyne et al. 2001 ;
Famaey et al. 2002 ; De Bruyne et al. 2004 ; Rindler-Daller et al. 2005 ; De Rijcke et al.
2006 ; see also Dejonghe et al. 2001 for a review).
Originally, we planned to apply the modelling method to clusters of galaxies (prelimi-
nary results were given in Van Hese & Dejonghe 2002). However, this work revealed that
the algorithm did have its shortcomings.
The main issue was that the method was biased towards producing models that are
tangentially anisotropic at their outskirts (i.e. β(r) < 0 for large r). The reason is that it
is easier to add components that generate predominantly circular orbits, because they only
affect the existing fit in a limited range of radii, whereas components with radial orbits
will change the DF over a wide range of radii. Consequently, the algorithm tends to select
the more tangential components, especially when only projected data is available for the
fit. We will address this in more detail in Section 2.4. This is especially problematic for
large structures, since these are formed through radial infall, thus one expects the outer
regions to be dominated by radial orbits. Moreover, there is evidence from simulations and
observations that many galaxies also have a significant radial anisotropy at large radii (e.g.
Kronawitter et al. 2000 ; On˜orbe et al. 2007).
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A second problem, which became apparent when we tried to find DFs for the Dehnen &
McLaughlin (2005) systems (see Chapter 5), was that the existing base components were
too simple to reproduce systems with a realistically increasing anisotropy. Even though
linear combinations of components can in principle produce quite general profiles, it turned
out that the transition from central to outer anisotropy in our models was too abrupt to fit
the data.
A third problem concerns the fitting of mixed data: when combining different quanti-
ties, such as densities and second-order moments, it is not clear what relative importance
should be given to them; also, these data are in general not independent. Naturally, this is
an issue for every fitting procedure, not just our quadratic programming algorithm.
Overview of our main work
In this dissertation, we aim to find a solution to these problems. Our approach is to fix the
velocity anisotropy profile β(r) beforehand, and create a family of base DF components
that each generate this anisotropy profile exactly, with the additional requirement that any
linear combination still produces the same profile. This can be achieved using so-called
augmented moments, explained in Section 2.3; in particular, the augmented moments of
our distributions will be separable functions of their arguments. For a given β(r) and a
corresponding set of base components, the QP technique can then be used to construct a DF
that fits a given spatial density ρ(r) or projected density Σ(R). If necessary, the algorithm
is run for a whole parameter range of anisotropy profiles, thus constructing a collection of
models, from which those DFs are selected whose derived quantities correspond best to
additional data (e.g. projected dispersions). This method eliminates both the bias in the
velocity anisotropy as well as the problem with mixed data. Moreover, it provides us with
a mechanism to test whether a given anisotropy profile is consistent with a set of data.
This method is only effective if we manage to construct DF components that can pro-
duce sufficiently general β(r) profiles. On the other hand, we still want our components
to be analytically tractable, for two reasons: first, all the velocity moments are integrations
of the DF, so the computations should be as efficient and accurate as possible; second, it is
substantially easier to gain insight in the behaviour of DFs that can be expressed as series
expansions. As we show in Chapter 4, we were able to find a satisfactory compromise, by
constructing a family of DF components that produce velocity anisotropy profiles of the
form
β(r) =
β0 +β∞ (r/ra)
2δ
1 +(r/ra)2δ
. (1.13)
This four-parameter family covers a wide range of systems, with anisotropies that change
monotonically from a central value to a value at large radii. In principle, we can generate
even more general systems, by fitting several DFs to a given density, each for different
parameters of β(r), and summing these DFs. The individual DF components that produce
these anisotropy profiles generate systems of their own, governed by Veltmann density-
potential pairs (Veltmann 1979). Our effort to find suitable DF components required the use
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of rather sophisticated analytical tools; as it turns out, the components can be expressed in
the form of a very general family of analytic functions, called Fox H-functions (Fox 1961).
These encompass the vast majority of well-known special functions (elliptic functions,
gamma functions, Bessel functions or hypergeometric functions, to name a few). Since
these general functions are not widely known in astrophysics, we devote a separate chapter
(Chapter 3) to list some of their properties, and we demonstrate their power by deriving
several expressions related to Se´rsic and Einasto potential-density pairs in terms of Fox
H-functions, which can be used e.g. to inspect their asymptotic behaviour.
With all the necessary tools at hand, we apply our QP-method to three case studies,
presented in Chapters 5, 6 and 7. First we examine the dynamical structure of simulated
dark matter haloes. Such simulations have unveiled a number of ’universal’ relations in-
dependent of their scale: a similar density profile (e.g. Navarro et al. 1996 ; Fukushige &
Makino 1997 ; Moore et al. 1999 ; Jing & Suto 2000 ; Navarro et al. 2004 ; Merritt et al.
2005), a power-law behaviour of the ratio ρ/σ3(r) (Taylor & Navarro 2001 ; Rasia et al.
2004 ; Ascasibar et al. 2004) and a linear relation between the density slope γ(r) and β(r)
(Hansen & Moore 2006). Dehnen & McLaughlin (2005) derived a particular family of
{ρ(r),β(r)} that obey these three relations. As these β(r) profiles are of the form (1.13),
we were able to extend their work by creating a family of distribution functions that gener-
ate these profiles. In this manner, it becomes possible to gain more insight into the origin
of these universal relations, in terms of an underlying orbital structure.
In the next chapter, we study a more general theoretical property of spherical systems,
which has become known as the global density slope – anisotropy inequality (GDSAI);
in a paper by An & Evans (2006), it was proven that the central density slope and the
central velocity anisotropy always satisfy the inequality γ0 > 2β0. Subsequent work by
Ciotti & Morganti (2010b) showed that this equality actually held over all radii in a large
class of spherical systems, thereby posing the question whether or not the inequality would
be true in every system. Our mathematical tools allowed us to prove that the inequality in
fact does hold everywhere for systems with separable augmented moments, if β0 6 1/2.
Furthermore, using our QP-method we were able to construct models with β0 > 1/2 that
violate the GDSAI. However, the velocity distributions of these counter-examples revealed
that they are dynamically unstable, which suggests that stable systems do obey the GDSAI.
In our analysis, we demonstrate that the GDSAI is in fact a special case of more general
necessary constraints on the augmented moments in order to obtain nonnegative DFs. We
then extend this study to derive a full set of necessary and sufficient consistency conditions
on separable augmented moments.
In Chapter 7, we apply our modelling technique to observational data, namely a pop-
ulation of dwarf galaxies in the Fornax cluster. Using a study by Mori & Burkert (2000),
who calculated the minimum core mass that a dwarf galaxy must have to retain its gas when
subjected to a given ram pressure, we were able to construct a set of DFs for both the early-
type (gas-poor) and late-type (gas-rich) dwarf galaxies, each with a different a priori fixed
velocity anisotropy profile. Our models indicate that the early-type galaxies have highly
eccentric orbits, which supports the hypothesis that they originated from late-type galaxies
that underwent ram-pressure stripping when they passed through the hot intracluster gas in
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the central region of Fornax.
These three applications demonstrate the versatility of our modelling method in the
theoretical study of gravitational systems. It is worth emphasizing though that one should
be cautious not to over-analyse the DFs at the fine-grained level. Instead, they should be
regarded as a guiding tool to investigate the general structure of gravitational systems.
In a final chapter, we report the results of a side project, wherein we explored the reverse
route, i.e. to start with given DFs that generate Hernquist profiles with and without central
super-massive black holes, and extract from these several data sets of particles by means of
a Monte Carlo algorithm that was also created by the author. These data sets then serve as
initial conditions of N -body simulations in order to examine the radial-orbit instability of
these systems. It was found that the central black holes, if sufficiently massive, do act as
stabilizers of these systems.
With the exception of Chapter 2, the results presented in each chapter has been pub-
lished in peer-reviewed journals:
• For Chapter 3, see Baes & van Hese (2011) and Retana-Montenegro et al. (2012) ;
• For Chapter 4, see Baes & van Hese (2007) ;
• For Chapter 5, see Van Hese et al. (2009) ;
• For Chapter 6, see Van Hese et al. (2011) and An et al. (2012) ;
• For Chapter 7, see De Rijcke et al. (2010) ;
• For Chapter 8, see Buyle et al. (2007).
Chapter 2
Dynamical modelling
In this chapter, we outline the basics of our dynamical modelling procedure.
We define the main properties of dynamical systems, in particular spherical
equilibrium systems. We then introduce the augmented moment framework,
which will play a central role in the construction of our distribution functions.
These sections provide a summary of the key concepts in dynamical modelling.
The last section however will form the basis for the rest of this dissertation. We
discuss the quadratic programming modelling algorithm as it existed prior to
this work, and we discuss the shortcomings it had and the improvements that
we set out to develop and use in the subsequent chapters.
2.1 Dynamical systems: from discrete to contin-
uous models
Let us recall the discrete equations of motion (1.2) from the introductory chapter,
r¨i =− ∂
∂ri
−G ∑
j, j 6=i
mj
|ri−rj |
 , i= 1, . . . ,N. (2.1)
These can be written in the form of a set of Lagrangian equations
d
dt
(
∂L
∂r˙i
)
− ∂L
∂ri
= 0, i= 1, . . . ,N, (2.2)
with
L (ri, r˙i) =
N∑
i=1
1
2
mir˙
2
i +G
∑
j, j 6=i
mimj
|ri−rj |
 . (2.3)
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Figure 2.1 Spatial and projected coordinates for spherical systems. For observational data,
we take the xy-plane as the plane of the sky, and the z-axis as the line-of-sight direction.
The transition to continuous functions can be made apparent by substituting the masses
with the integrals
N∑
i=1
mi =
∫∫∫ N∑
i=1
mi δ
3(r−ri) d3r. (2.4)
In the limit N → ∞, these are replaced by integrals of a density ρtot(r, t), so that the
Lagrangian becomes the integral of a Lagrangian density L
L =
∫∫∫
ρtot(r, t)L(r, r˙, t) d3r, (2.5)
with
L(r, r˙, t) = 1
2
r˙2 +G
∫∫∫
ρtot(r
′, t)
|r′−r| d
3r′. (2.6)
The corresponding equations of motion
d
dt
(
∂L
∂r˙
)
− ∂L
∂r
= 0 (2.7)
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then lead to Eq. (1.5). As we noted in the Introduction, we can consider a subset of particles
with a density ρ(r, t) that doesn’t necessarily generate the total gravitational potential. All
the information about the positions and velocities of these particles at any given time can
then be conveyed by a single phase space distribution function F (r,v, t).
In the remainder of this section, we will summarize several aspects outlined in Chapter
3 & 4 of Binney & Tremaine (2008). First, we require that our particles do not change
or interact (significantly) as they move through the system. This implies a conservation
of probability in phase space, and just like an incompressible fluid, it is described by the
continuity equation
∂F
∂t
+
∂
∂r
(F r˙)+
∂
∂v
(F v˙) = 0. (2.8)
With the aid of Hamilton’s equations
r˙ =
∂H
∂v
, v˙ =−∂H
∂r
, (2.9)
and Eq. (1.5), it is straightforward to show that this continuity equation can be written as
dF
dt (r,v, t) =
∂F
∂t
(r,v, t)+v · ∂F
∂r
(r,v, t)+∇ψ(r, t) · ∂F
∂v
(r,v, t) = 0, (2.10)
which is called the collisionless Boltzmann equation. Note also that the total time derivative
is dF/dt = 0. In other words, the phase space density around a particle throughout its
motion remains constant.
As mentioned in the Introduction, we will only consider equilibrium systems, for which
the Boltzmann equation reduces to
v · ∂F
∂r
(r,v)+∇ψ(r) · ∂F
∂v
(r,v) = 0. (2.11)
The DF will generate any observable quantity as a function µ(r,v) obtained by integrating
a kernel µ¯ over the entire phase space, i.e.
µ(r,v) =M
∫
µ¯(r′,v′)F (r′,v′)d3r′ d3v′, (2.12)
where M can denote the mass of the sample, or any other conversion factor (such as lumi-
nosity). In particular, the density is
ρ(r) =M
∫∫∫
F (r,v) d3v. (2.13)
If the sample density represents the entire system and generates the total mass, then
ρ(r)≡ ρtot(r), M =Mtot, (2.14)
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the model is called self-consistent.
Following the motion of a particle in time, its position r(t) marks out an orbit, with
an associated velocity v(t). Any function Ii of the phase space coordinates that remains
constant along all orbits is called an integral of motion,
Ii (r(t),v(t))≡ Ci. (2.15)
The integrals themselves are clearly steady-state solutions of the collisionless Boltzmann
equation, so that any function that depends on (r,v) only through one or more independent
integrals of motion,
F (r,v) = F (I1(r,v), . . . , In(r,v)) , (2.16)
also satisfies this equation. Indeed,
dF
dt (I1, . . . , In) = v ·
n∑
i=1
∂F
∂Ii
∂Ii
∂r
(r,v)+∇ψ(r) ·
n∑
i=1
∂F
∂Ii
∂Ii
∂v
(r,v) = 0, (2.17)
and is therefore also an integral of motion. Conversely, every steady-state solution of the
Boltzmann equation is itself an integral of motion, which means that any steady-state DF
can be written as a function of a set of independent integrals of motion. This important
property is called the Jeans theorem.
Furthermore, every orbit that has three independent isolating integrals J1,J2,J3 (that
is, integrals that put boundaries on the orbits in phase space) is called a regular orbit.
We can use these integrals as Hamiltonian canonical momenta, with associated conjugate
coordinates ϑ1,ϑ2,ϑ3. This six-coordinate set is called the action-angle variables. We find
˙Ji =− ∂H
∂ϑi
= 0, (2.18)
˙ϑi =
∂H
∂Ji
, i= 1,2,3. (2.19)
Since the Hamiltonian does not depend on ϑi, the latter equations imply that the ϑi(t)
are linear functions of t, i.e. ϑi(t) = ϑi(0)+Cit for some constants Ci. If the orbits are
bound, then the Cartesian coordinates must be periodic functions of the ϑi(t). Indeed, if
we increase one ϑi(t) while keeping all other angles and actions fixed, we must eventually
return to the same point in phase space where we started. We can always scale the ϑi such
that their periods are 2π.
Under these conditions, we can prove the strong Jeans theorem: the DF of a steady-
state stellar system in which almost all orbits are regular with non-resonant frequencies can
be written as a function of only three independent isolation integrals.
Indeed, if almost all orbits are regular, then we can assume that phase space is covered
by a set of action-angle variables (ϑ,J). If we write the DF in terms of these coordinates,
F (ϑ,J) then any steady-state observable quantity can be expressed as
〈Q〉=
∫
Q(ϑ,J)F (ϑ,J) d3ϑd3J . (2.20)
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From the time averages theorem (Binney & Tremaine 2008) it then follows that the proba-
bility F (ϑ,J) d3ϑd3J that a particle has action-angles in d3ϑd3J is equal to d3ϑ/(2π)3
the probability that the particle has actions in d3J . Therefore, the DF is independent of the
angles ϑ, so that every observable quantity is a function
〈Q〉=
∫
Q(ϑ,J)FJ (J) d3ϑd3J , (2.21)
where FJ(J) is a DF of at most three independent isolating integrals of motion.
2.2 Spherical equilibrium systems
In our study of large structures, we will consider only spherically symmetric models. The
orbits of such models have in total 4 isolating integrals (as well as one additional non-
isolating integral), namely the orbital binding energy E and the angular momentum vector
L = r×v. The conservation of the latter immediately leads to the fact that every orbit is
planar, since both the position and velocity vectors are perpendicular to L. Furthermore,
we will limit ourselves to systems with no net rotation, so that the orbits in the system
have no preferred orientation. This means that the DF can only depend on two isolating
integrals, the energy E and the total angular momentum L= |L|. Thus we obtain a DF of
the form F (E,L), with
E = ψ(r)− 1
2
v2r−
1
2
v2T , (2.22)
L= rvT , (2.23)
with
vT =
√
v2θ + v
2
ϕ, (2.24)
the transverse velocity (see Fig. 2.1), and ψ(r) the positive gravitational potential; note that
we defined E such that a positive value corresponds to a bounded orbit. Also note that the
DF does not depend on vθ and vϕ separately. The Poisson equation (1.4) then reduces to
1
r2
d
dr
(
r2
dψ
dr (r)
)
=−4πGρtot(r). (2.25)
In other words, if the total mass inside a radius r of the system is given by
Mtot(r) = 4π
∫ r
0
r′2 ρtot(r
′)dr′, (2.26)
we find that
dψ
dr (r) =−
Mtot(r)
r2
6 0, (2.27)
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which means that the potential is a monotonically decreasing function of the radius, from a
central value ψ0 = ψ(0), to zero at r = +∞. Note that if the system extends to an infinite
radius, its total mass is finite if and only if the total density falls off more steeply than
1/r3. Also, since Mtot(r) is a monotonically increasing function, the (negative) slope of
the potential satisfies the boundaries
0 6−dlnψdlnr (r) 6 1, (2.28)
and ψ(r)∼ 1/r at large radii. Once a DF is known, all dynamical properties of the systems
can be obtained. In the next three sections, we will derive the formulae for the orbital
distributions and the velocity distributions. Examples of DFs plotted in (E,L)-space can
be found in Fig. 5.5.
2.2.1 Orbits
Integral space and turning point space
Each type of orbit of a spherical system corresponds to a single pair of values (E,L).
However, the converse is not generally true: not every value of the integrals corresponds to a
physical orbit. Indeed, since the orbits are constrained by the isolating integrals, the motion
of a particle on an orbit will be confined between two turning point radii, a pericentre r−
and an apocentre r+. At these turning points, the radial velocity vr is zero, so that
2r2±
(
ψ(r±)−E
)−L2 = 0, (2.29)
which has indeed at most two solutions if E > 0: the potential is a positive, monotonically
decreasing function, thus the left-hand side is negative at small and large radii. It can be
positive within one interval of radii, provided that L2 is small enough. Then,
E =
r2+ψ(r+)− r2−ψ(r−)
r2+− r2−
, (2.30)
L2 =
2r2−r2+
r2+− r2−
(
ψ(r−)−ψ(r+)
)
. (2.31)
In other words, an orbit is also determined by the pair (r−,r+). A few special cases deserve
our attention. Firstly, if L= 0, then Eq. (2.29) has only one solution, an apocentre r+, and
vT ≡ 0. This means that a particle will move on a straight line, and pass through the centre,
i.e. it will move on a radial orbit.
Secondly, consider the situation where L has the maximal value for which Eq. (2.29)
still has a solution. In that case, the turning points will be identical, r− = r+ = rc, i.e. a
circular orbit. The angular momentum then becomes
L2c(rc) = limr−→rc
r+→rc
2r2−r2+
r+ + r−
(
−ψ(r+)−ψ(r−)
r+− r−
)
=−r3c
dψ
dr (rc), (2.32)
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Figure 2.2 Orbits in a Herquist potential, displayed in the xy-plane (top left), the (r,vr ,vϕ)
phase space (top right), the turning point space (bottom left) and the integral space (bottom
right). See the text for details.
so that we can define the circular velocity vc at radius rc as
v2c (rc) =−rc
dψ
dr (rc). (2.33)
In this manner, the integrals of motion of a circular orbit can be expressed as
Ec = ψ(rc)− 12 v
2
c (rc), (2.34)
Lc = rcvc(rc). (2.35)
For a given E, no orbits exist if L > Lc(E). In other words, the curve Lc(E), or equiva-
lently Ec(L), marks the boundary in the integral space for physical orbits.
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Finally, if E 6 0, then the apocentre is infinite. Such unbounded orbits are not allowed
in an equilibrium model, so we are constrained to E > 0. In fact, the easiest way to truncate
a system to a finite extent rmax is to limit the DF to a cut-off energy,
F (E,L)≡ 0 if E 6 E0, (2.36)
with E0 = ψ(rmax). Though one loses with this approach some tangential orbits within
rmax, it is a straightforward way to implement finite models. In order to alleviate notation,
we implicitly assume in the remainder of this chapter that in all relevant integrations the
integrands are zero for orbits with energies below a given cut-off E0.
For any given value of E and L, the orbital motion of the particle can be readily derived
(see also Section 3.1 in Binney & Tremaine 2008); without loss of generality, we can
confine our orbit to the (θ = π/2)-plane, so that
E = ψ(r)− 1
2
r˙2− L
2
2r2
, (2.37)
L= rvϕ = r
2ϕ˙. (2.38)
It follows that the radial period of the orbit (i.e. the time required to travel from pericentre
to apocentre and back) is
Tr =
∫ r+
r−
dr√
2[ψ(r)−E]−L2/r2 . (2.39)
In this period, the azimuthal angle ϕ increases by an amount
∆ϕ= 2
∫ r+
r−
dϕ
dr dr = 2
∫ r+
r−
L
r2
dt
dr dr = 2L
∫ r+
r−
dr
r2
√
2[ψ(r)−E]−L2/r2 . (2.40)
In general, the angle does not increase by some fraction of 2π after each orbital period,
so that in the orbits are not closed. An example of such a rosette is given in the top left
panel of Fig 2.2. Here, the orange curve (a) is a segment of the orbit of a particle with
pericentre r1 and apocentre r2 in a Hernquist potential (see Eq. (4.101)). We also plot the
circular orbits with radius r1 (b) and r2 (c) and the radial orbits with apocentre r2 (d) and
r1 (e); finally, we show a tangent velocity vector v on orbit (a) and its radial and azimuthal
components vr and vϕ.
In the top right panel, the orbit (a) traces out a curve in the (r,vr ,vϕ) phase space; the
yellow area indicates the locus of constant energyE associated with this orbit. The circular
orbits (b) and (c) reduce to points, and the radial orbits (d) and (e) are also displayed.
In the bottom panels, the orbits (a) - (e) are represented by points in the turning point
space and the integral space. The blue lines are the locus of all orbits which have r1 as
pericentre (full) or apocentre (dashed); similarly, the green lines are the locus of all orbits
that have r2 as apocentre (full) or pericentre (dashed). The locus of all radial orbits is the
cyan vertical line, and the locus of all circular orbits is the brown line, which is also the
boundary line of possible orbits. Finally, the light yellow area is the locus of all orbits
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with E values above the energy of the orbit defined by (r1,r2); this area corresponds to the
inside of the yellow surface in the top right panel.
Examples of DFs in turning point space can be found in Figs. 4.1, 4.2 and 5.5.
The orbital distributions
It is important to stress that F (E,L) is a distribution of particles in phase space. That is,
it denotes the likelihood of a particle (r,v), expressed in terms of its integrals of motion.
However, it does not give the probability of a particular orbit with integrals (E,L). Indeed,
because of spherical symmetry, phase space will consist of many orbits with the same
integrals of motion. The total integrated phase space is given by
4π
∫ +∞
0
ρ(r)r2 dr = 16π2
∫ +∞
0
r2 dr
∫ √2ψ(r)
0
dvr
∫ √2ψ(r)−v2r
0
F (E,L)vT dvT = 1, (2.41)
where the first identity follows from Eq. (2.59) in Section 2.2.2. It is straightforward to
convert the integration over the velocities into (E,L), to yield
16π2
∫ +∞
0
dr
∫ ψ(r)
0
dE
∫ √2r2(ψ(r)−E)
0
F (E,L)L√
2(ψ(r)−E)−L2/r2 dL= 1. (2.42)
Now, if we change the order of integration, we find∫ ψ0
0
dE
∫ Lc(E)
0
N(E,L)dL= 1, (2.43)
with ψ0 = ψ(0) the central potential (which can be infinite, when the system has a central
black hole), and
N(E,L) = F (E,L)G(E,L), (2.44)
where N(E,L) is the orbital distribution function, and G(E,L) denotes the ’density of
states’, i.e. the orbital density,
G(E,L) = 16π2L
∫ r+(E,L)
r−(E,L)
dr√
2(ψ(r)−E)−L2/r2 . (2.45)
Examples of these orbital distributions can be found in Fig. 5.6. Integrating over L or E,
we obtain respectively the energy and angular momentum distributions
N(E) =
∫ Lc(E)
0
N(E,L)dL= 4π
∫ +∞
0
FE(r,E)r
2 dr, (2.46)
N(L) =
∫ Ec(L)
0
N(E,L)dE = 4π
∫ +∞
0
FL(r,L)r
2 dr, (2.47)
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with
FE(r,E) = 2π
∫ 2(ψ(r)−E)
0
F (E,rvT ) dv2T√
2(ψ(r)−E)− v2T
, (2.48)
FL(r,L) =
4π
r2
∫ ψ(r)−L2/2r2
0
F (E,L)L dE√
2(ψ(r)−E)−L2/r2 . (2.49)
FE(r,E) essentially gives the probability that a given particle at radius r lies on an orbit
with energy E; the meaning of FL(r,L) is analogous. See Figs. 5.4 and 5.8 for examples.
It is also possible to derive the orbital distributions in the turning point space (i.e. the
probability density of orbits with a given peri- and apocentre), by changing in Eq. (2.42) the
integration variables dE dL into dr− dr+ and using the conversions (2.30) - (2.31). After
some algebra, we obtain
N(r−,r+) = F (r−,r+)G(r−,r+), (2.50)
with
G(r−,r+) =
2r2−r2+
(r2+− r2−)3
16π2
∫ r+
r−
dr√
2(ψ(r)−E)−L2/r2 ×∣∣∣∣(r2+− r2−)r+ψ′(r+)+ 2r2− (ψ(r−)−ψ(r+)) ∣∣∣∣ ×∣∣∣∣(r2+− r2−)r−ψ′(r−)+ 2r2+ (ψ(r−)−ψ(r+))∣∣∣∣ . (2.51)
Examples of these distributions can be seen in Fig. 5.6.
2.2.2 Spatial velocity moments
While the orbital distributions offer us insight into the orbital structure of a system, our
input data is usually in the form of positions and velocities. Ideally, we know (or postulate)
some of the so-called true (spatial) velocity moments
µl,m,n(r) =M
∫ +∞
−∞
dvr
∫ +∞
−∞
dvθ
∫ +∞
−∞
F (E,L)vlrv
m
θ v
n
ϕ dvϕ, (2.52)
with E and L expressed in terms of (2.22). The DF of a non-rotational spherical system is
an even function of vr, vθ and vϕ, i.e. there is no net flow in any direction. Consequently,
any moments with odd values of l, m, or n will be zero. The even lowest-order moments
however are of particular significance: the spatial density is simply
ρ(r) = µ000(r) =M
∫∫∫
F (E,L) dvr dvθ dvϕ, (2.53)
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while the second-order velocity moments are
ρ(r)σ2r(r) = µ200(r) =M
∫∫∫
F (E,L)v2r dvr dvθ dvϕ, (2.54)
ρ(r)σ2θ(r) = µ020(r) =M
∫∫∫
F (E,L)v2θ dvr dvθ dvϕ, (2.55)
ρ(r)σ2ϕ(r) = µ002(r) =M
∫∫∫
F (E,L)v2ϕ dvr dvθ dvϕ. (2.56)
Evidently, the velocity dispersions σr , σθ , and σϕ are the root-mean-squares of the radial
and angular velocities, 〈v2r〉1/2, 〈v2θ〉1/2, and 〈v2ϕ〉1/2 respectively. These definitions are the
continuous equivalent of the discrete quantities (1.10) from the introductory chapter.
It follows immediately that ρ(r)σ2θ(r) = ρ(r)σ2ϕ(r), and we can combine them into a
transverse second-order velocity moment
ρ(r)σ2T (r) = µ020(r)+µ002(r) =M
∫ +∞
−∞
dvr
∫ +∞
−∞
dvθ
∫ +∞
−∞
F (E,L)v2T dvϕ.
(2.57)
We can generalize this notion by writing the angular velocities in polar coordinates (see
Fig. 2.1)
vθ = vT cosη, vϕ = vT sinη, (2.58)
so that dvθ dvϕ = vT dvT dη, which allows us to introduce the so-called anisotropic velocity
moments
µ2n,2m(r) = 4πM
∫ √2ψ(r)
0
dvr
∫ √2ψ(r)−v2r
0
F (E,L)v2nr v
2m+1
T dvT . (2.59)
From these, one can easily recover the true velocity moments
µl,m,n(r) =
1
π
B
(
m+
1
2
,n+
1
2
)
µ2l,2(m+n)(r), (2.60)
with
B(x,y) =
∫ 1
0
tx−1(1− t)y−1 dt= 2
∫ π/2
0
(sinη)2x−1(cosη)2y−1 dη, (2.61)
the beta function. Also,
ρ(r) = µ00(r), ρσ
2
r(r) = µ20(r), ρσ
2
T (r) = 2ρσ2θ = 2ρσ2ϕ = µ02(r). (2.62)
In the Introduction, we defined in Eq. (1.11) a very useful shorthand known as Binney’s
velocity anisotropy profile, which we can also write in the form
β(r) = 1− σ
2
T
2σ2r
(r), (2.63)
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which is an indicator of whether the system contains predominantly radial orbits (β(r)> 0)
or more circular orbits (β(r) < 0) at a given radius. Examples can be found in Figs. 4.1,
4.2, 5.3, 6.1 and 7.5.
Finally, we can see that the functions µ2n,0(r) and µ0,2m(r) are the moments of two ve-
locity distributions, the radial and transverse velocity distributions, obtained by integrating
the DF over one velocity component:
Fvr (r,vr) = 2π
∫ √2ψ(r)−v2r
0
F (E,L)vT dvT , (2.64)
FvT (r,vT ) = 4πvT
∫ √2ψ(r)−v2T
0
F (E,L)dvr. (2.65)
Evidently, their integrals are just the density
ρ(r) =M
∫ √2ψ(r)
−
√
2ψ(r)
Fvr (r,vr)dvr =M
∫ √2ψ(r)
0
FvT (r,vT )dvT . (2.66)
We can also derive the velocity distributions in vθ or vϕ. These require an additional
integration:
Fvθ (r,vθ) = 4
∫ q2ψ(r)−v2
θ
0
dvϕ
∫ √2ψ(r)−v2T
0
F (E,L)dvr (2.67)
=
1
π
∫ q2ψ(r)−v2
θ
0
1√
v2θ + v
2
ϕ
FvT
(
r,
√
v2θ + v
2
ϕ
)
dvϕ, (2.68)
and Fvϕ(r,vϕ) has exactly the same form. For examples, see Figs. 5.4 and 6.1.
2.2.3 Projected velocity moments
The spatial velocity distributions give us important information about the intrinsic velocity
structure of the system, but unfortunately we often have much less data at our disposal.
Observationally, such as for clusters of galaxies, we only have information of positions on
the celestial sphere and line-of-sight velocities through redshift data. With these, we can
attempt to construct some of the projected velocity moments as a starting point to find a
suitable DF.
The projected density is related to the spherical density through an Abel integration,
Σ(R) = 2
∫ +∞
R
ρ
(√
R2 + z2
)
dz = 2
∫ +∞
R
ρ(r)r√
r2−R2 dr. (2.69)
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This relation can in fact be inverted, so that the spatial density can be directly derived from
the projected density; we find
ρ(r) =− 1
π
∫ ∞
R
dΣ
dR
dR√
R2− r2 . (2.70)
To obtain the second-order line-of-sight velocity moment, we start with the spatial function
ρσ2los(r) =
∫∫∫
F (E,L)v2z dvr dvθ dvϕ. (2.71)
It can be easily seen that the projected velocity is given by
vz = vr cosθ− vθ sinθ. (2.72)
Consequently,
ρσ2los(r) =
∫∫∫
F (E,L)
(
v2r(r) cos
2 θ+ v2θ(r) sin
2 θ
)
dvr dvθ dvϕ (2.73)
= ρσ2r(r) cos
2 θ+ρσ2θ(r) sin
2 θ, (2.74)
where we used the fact that µ1,1,0(r) ≡ 0. Examples are given in Figs. 4.1, 4.2 and 7.4.
With an additional Abel integration, we then obtain the projected line-of-sight velocity
dispersion σ2los(R) as
Σσ2los(R) = 2
∫ +∞
R
(
σ2r(r) cos
2 θ+σ2θ(r) sin
2 θ
) ρ(r)r√
r2−R2 dr (2.75)
= 2
∫ +∞
R
(
1−β(r)R
2
r2
)
ρσ2r(r)r√
r2−R2 dr. (2.76)
Note that the line-of-sight dispersion depends on both spatial second-order moments. In
principle, one can define higher-order moments in a similar way, but these are usually not
well constrained by the data. There are however instances, using a maximum-likelihood
estimator, where it is possible to get some information about the full line-of-sight velocity
distribution
Flos(R,vz) =
∫∫∫
F (E,L) dvx dvy dz. (2.77)
An example of such a LOSVD is given in Fig. 7.6.
The central question is to seek an appropriate DF that can generate a given data set of
quantities, within a gravitational potential. In the remainder of this chapter, we will de-
velop the necessary tools to tackle this task. First, we introduce a powerful framework that
will alleviate the problem substantially, namely the augmented moments. This approach
was first introduced by pioneering work from Lynden-Bell (1962), and further developed
by various authors (Hunter 1975 ; Nagai & Miyamoto 1976 ; Lake 1981 ;Dejonghe & de
Zeeuw 1988 ; Evans et al. 1990 ; Hunter & Qian 1993). The most extensive treatment how-
ever was presented in Dejonghe (1986), and this study will be our main guide in the next
section; we will follow a similar line of reasoning to arrive at Eq. (2.91), while the rest of
the section is based on our own derivation.
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2.3 The augmented moment concept
An augmented anisotropic velocity moment µ˜2n,2m(ψ,r) is an extension of a velocity mo-
ment into a bivariate function, by treating the potential explicitly as an independent vari-
able. The corresponding velocity moment is then simply
µ2n,2m(r) = µ˜2n,2m
(
ψ(r),r
)
. (2.78)
The advantage of this concept is threefold: first, we shall see that a dynamical system is
completely determined by a single augmented moment, so that it can be used as an alter-
native to the DF. Moreover, the augmented moments can be much easier related to given
data, which will enable us to impose specific properties obtained from observations. And
finally, by making the potential a free variable, the functions we will derive remain the
same regardless of the gravitational potential, so they can be re-used for different forms of
ψ(r). However, this does not mean that we can ignore the corresponding DFs altogether:
a dynamical system is only physical if its DF is nonnegative everywhere, so this condition
still needs to be checked. One can formulate equivalent consistency conditions for the aug-
mented moments, but these are much more complicated; we explore these in Section 6.4,
for systems with separable augmented moments.
Our analysis will be split in two; we will start with the general case, and then simplify
the situation further.
2.3.1 General spherical systems
The distribution function
The relation between an augmented velocity moment and the DF follows directly from
Eq. (2.59) :
µ˜2n,2m(ψ,r) = 4πM
∫ √2ψ
0
dvr
∫ √2ψ−v2r
0
F (E,L)v2nr v
2m+1
T dvT (2.79)
= 2πM
∫ ψ
0
dE
∫ 2(ψ−E)
0
F (E,rvT )
(
2(ψ−E)− v2T
)n−1/2
v2mT dv2T . (2.80)
Since both µ˜2n,2m and the DF are functions of two independent variables, it is intuitively
clear that they provide equivalent descriptions of a dynamical system. For a given potential
ψ(r), a boundary radius rmax and the general cut-off at E0 = ψ(rmax) in mind as defined in
Eq. (2.36), we impose the following constraints on the augmented moments:
• The moments µ˜2n,2m(ψ,r) are defined for 0< r6 rmax and, for a given r, E0 6 ψ 6
ψ(r) ;
• Within the above intervals, the µ˜2n,2m(ψ,r) are C∞ differentiable with respect to ψ
and r ;
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• At and outside of the ψ-boundary,
∂m+nµ˜2n,2m
∂ψm+n
(ψ,r) ≡ 0 for ψ 6 E0. (2.81)
The last equation can be understood from Eq. (2.79), where v2r and v2T both depend on ψ.
There are several methods to derive the DF from a given augmented moment, all of
them involving integral transformations; Lynden-Bell (1962) used two Laplace transforms,
while Hunter (1975) adopted a Stieltjes transform, which requires an analytic continuation
of the density into the complex plane. A third and particularly powerful technique consists
a combination of a Laplace and a Mellin transform (Dejonghe 1986); for a general function
of two variables f(x,y), its Laplace-Mellin transform is given by
F(ξ,λ) = L
x→ξ
M
y→λ
{f(x,y)} =
∫ +∞
0
∫ +∞
0
e−ξx yλ−1 f(x,y)dxdy. (2.82)
Wherever we perform this transform, we will postulate that the function in question is zero
outside its boundaries. The inverse transform can, at least formally, be written as a complex
double integral,
f(x,y) = L
ξ→x
−1M
λ→y
−1 {F(ξ,λ)} =− 1
4π2
∫ ξ0+i∞
ξ0−i∞
∫ λ0+i∞
λ0−i∞
eξx y−λF(ξ,λ)dξ dλ, (2.83)
where the integrations are to be performed along paths parallel to the vertical axis, with
offsets given by the real constants ξ0 and λ0, chosen such that they lie within a convergence
strip in the complex plane that depends on the functional form of F(ξ,λ). Applied to the
DF and the augmented moments, we have
L
E→ξ
M
L→λ
{F (E,L)}=
∫ +∞
0
e−ξE dE
∫ +∞
0
Lλ−1F (E,L)dL, (2.84)
L
ψ→ξ
M
r→λ
{µ˜2n,2m(ψ,r)} =
∫ +∞
0
e−ξψ dψ
∫ +∞
0
rλ−1 µ˜2n,2m(ψ,r)dr. (2.85)
Eq. (2.79) thus becomes
L
ψ→ξ
M
r→λ
{µ˜2n,2m}= 4πM
∫ +∞
0
e−ξψ dψ
∫ +∞
0
rλ−1 dr∫ +∞
0
dvr
∫ +∞
0
F (E,L)v2nr v
2m+1
T dvT . (2.86)
Rearranging the integrations, this can be written as
L
ψ→ξ
M
r→λ
{µ˜2n,2m}= 4πM
∫ +∞
0
v2nr e
−ξv2r/2 dvr
∫ +∞
0
v2m+1−λT e
−ξv2T /2 dvT∫ +∞
0
e−ξE dE
∫ +∞
0
Lλ−1F (E,L)dL, (2.87)
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and with the aid of the formula∫ +∞
0
xp e−qx
2
dx= 12Γ
(
1 +p
2
)
q−(1+p)/2 p >−1, q > 0, (2.88)
the relation between both functions takes the form
L
E→ξ
M
L→λ
{F}= (ξ/2)
m+n+(3−λ)/2
MπΓ(m+ 1−λ/2)Γ(n+ 1/2) Lψ→ξ Mr→λ{µ˜2n,2m} , (2.89)
provided that ℜ{ξ}> 0 and ℜ{λ}< 2(m+1). Naturally, the most useful of all augmented
moments is the augmented density
ρ˜(ψ,r) = 2πM
∫ ψ
0
dE
∫ 2(ψ−E)
0
F (E,rvT )√
2(ψ−E)− v2T
dv2T , (2.90)
in which case Eq. (2.89) reduces to
L
E→ξ
M
L→λ
{F (E,L)} = (ξ/2)
(3−λ)/2
Mπ3/2 Γ(1−λ/2) Lψ→ξ Mr→λ{ρ˜(ψ,r)} . (2.91)
Before we analyse this relation further, we will delve deeper into the connection between
the augmented moments.
The augmented velocity moments
Eliminating the DF from Eqs. (2.89) and (2.91), it follows that
L
ψ→ξ
M
r→λ
{µ˜2n,2m}= Γ(n+ 1/2)√
π
Γ(m+ 1−λ/2)
Γ(1−λ/2)
(
2
ξ
)m+n
L
ψ→ξ
M
r→λ
{ρ˜} . (2.92)
By solving this equation, we can derive any augmented moment from the augmented den-
sity. Given that the augmented moments are only defined in the intervals ]0,rmax] and
[E0,ψ(r)], we need the Heaviside step function
H(x−a) =
{
0 if x < a,
1 if x> a,
(2.93)
to facilitate the calculations. First we write the Mellin transform of ρ˜(ψ,r) as follows
M
r→λ
{ρ˜(ψ,r)} =
∫ +∞
0
rλ−1 ρ˜(ψ,r)dr (2.94)
=
1
2
∫ +∞
0
r2(λ/2−1−m)
(
r2mρ˜(ψ,r)
)
dr2. (2.95)
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Integrating by parts, and with the upper boundary for r in mind, this becomes
M
r→λ
{ρ˜(ψ,r)} = 1/2
λ/2−m
[
rλmax ρ˜(ψ,rmax) −
∫ +∞
0
r2(λ/2−m) ∂r2
(
r2mρ˜
)
dr2
]
, (2.96)
where we used the shorthand notation ∂x for the partial derivative with respect to x. The
first term can be written as
rλmax
λ−2m ρ˜(ψ,rmax) = r
2m
max ρ˜(ψ,rmax) M
r→λ
{
r−2mH(r− rmax)
}
, (2.97)
since ℜ{λ} < 2(m+ 1). Thus, if we limit ourselves to the region 0 < r < rmax, we can
ignore this term. In this manner, we obtain after m integrations by parts
M
r→λ
{ρ˜(ψ,r)} = 1/2
(m−λ/2) · · ·(1−λ/2)
∫ +∞
0
r2(λ/2−1) ∂mr2
(
r2mρ˜(ψ,r)
)
dr2 (2.98)
=
Γ(1−λ/2)
Γ(m+ 1−λ/2) Mr→λ
{
∂mr2
(
r2mρ˜(ψ,r)
)}
. (2.99)
The above trick eliminates the Mellin transforms from Eq. (2.92), leaving only the Laplace
transforms,
L
ψ→ξ
{µ˜2n,2m}= Γ(n+ 1/2)√
π
(
2
ξ
)m+n
L
ψ→ξ
{
∂mr2
(
r2mρ˜
)}
. (2.100)
We can tackle the Laplace transform of µ˜2n,2m(ψ,r) in a similar way. Recalling that the
ψ-dependent parts of the augmented moments are defined in the interval [E0,ψ(r)], we find
L
ψ→ξ
{µ˜2n,2m}=
∫ +∞
0
e−ξψ µ˜2n,2m(ψ,r)dψ (2.101)
=
[
−1
ξ
e−ξψ µ˜2n,2m(ψ,r)
]ψ(r)
E0
+
1
ξ
∫ +∞
0
e−ξψ ∂ψ
(
µ˜2n,2m
)
dψ. (2.102)
The first part reduces to
−1
ξ
µ˜2n,2m(ψ(r),r)e
−ξψ(r) =−µ˜2n,2m(ψ(r),r) L
ψ→ξ
{
H(ψ−ψ(r))} (2.103)
where we used the conditions (2.81). So once again, if we only consider the region ψ <
ψ(r), this term can be omitted. Repeating the above procedure up to m+n integrations by
parts, we find
L
ψ→ξ
{µ˜2n,2m}= 1
ξm+n
L
ψ→ξ
{
∂m+nψ
(
µ˜2n,2m(ψ,r)
)}
, (2.104)
30 Chapter 2: Dynamical modelling
and Eq. (2.100) reduces to the elegant relation
∂m+nψ
(
µ˜2n,2m(ψ,r)
)
=
2m+n√
π
Γ(n+ 1/2) ∂mr2
(
r2mρ˜(ψ,r)
)
. (2.105)
Assuming that these functions are continuous, the relation is also valid at the boundaries
r = rmax and ψ = ψ(r) (and at the origin r = 0, if the functions are finite there). Finally,
after m+n integrations, we find
µ˜2n,2m(ψ,r) =
2m+n√
π
Γ(n+ 1/2)
Γ(m+n)
∫ ψ
0
(ψ−ψ′)m+n−1 ∂mr2
(
r2mρ˜(ψ′,r)
)
dψ′. (2.106)
Using an additional integration by parts, we can write this equation in the alternative form
µ˜2n,2m(ψ,r) =
(1/2)n
(m+n)!
∫ ψ
0
(
2(ψ−ψ′))m+n∂mr2 (r2m ∂ψ′(ρ˜))dψ′, (2.107)
where we also introduced the Pochhammer symbol for the rising factorial,
(x)k = x(x+ 1) · · ·(x+k−1) =
k∏
i=1
(x+ i−1) = Γ(x+k)
Γ(x)
. (2.108)
Relation between the velocity moments
We can show from Eq. (2.105) that the velocity moments of a dynamical system are not
independent. We have
∂m+nψ
(
µ˜2n,2m
)
=
2m+n√
π
Γ(n+ 1/2)∂mr2
(
r2 r2(m−1)ρ˜
)
(2.109)
=
2m+n√
π
Γ(n+ 1/2)
m∑
i=0
(
m
i
)
∂ir2
(
r2
)
∂m−i
r2
(
r2(m−1)ρ˜
)
(2.110)
=
2m+n√
π
Γ(n+ 1/2)
[
r2 ∂mr2
(
r2(m−1)ρ˜
)
+m∂m−1
r2
(
r2(m−1)ρ˜
)] (2.111)
=
2m+n
2m+n−1
[
∂m+n−1ψ
(
r2 ∂r2
(
µ˜2n,2(m−1)
)
+mµ˜2n,2(m−1)
)]
. (2.112)
Furthermore,
∂m+nψ
(
µ˜2n,2m
)
=
2m+n
2m+n−1
Γ(n+ 1/2)
Γ(n−1/2) ∂
m+n−1
ψ
(
µ˜2(n−1),2m
)
. (2.113)
Both equations can be simplified and combined into
∂ψ
(
µ˜2n,2m(ψ,r)
)
= 2mµ˜2n,2(m−1)(ψ,r)+ r∂r
(
µ˜2n,2(m−1)(ψ,r)
) (2.114)
= (2n−1) µ˜2(n−1),2m(ψ,r). (2.115)
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Within a potential ψ(r), the derivative of a velocity moment is given by
dµ2n,2m
dr (r) =
∂µ˜2n,2m
∂r
(ψ(r),r) +
∂µ˜2n,2m
∂ψ
(ψ(r),r)
dψ
dr (r), (2.116)
so that we obtain the general Jeans equations
r
d
drµ2n,2(m−1)(r) = (2n−1)µ2(n−1),2m(r) − 2mµ2n,2(m−1)(r)
+ (2n−1)rµ2(n−1),2(m−1)(r)
dψ
dr (r). (2.117)
These equations are a direct consequence of the collisionless Boltzmann equation. The
best-known of them is the case m = n = 1, which connects the density and the velocity
dispersions.
The augmented dispersions; the Jeans equation
The augmented dispersions are derived from Eq. (2.106),
σ˜2r(ψ,r) =
µ˜20(ψ,r)
µ˜00(ψ,r)
=
1
ρ˜(ψ,r)
∫ ψ
0
ρ˜(ψ′,r)dψ′, (2.118)
σ˜2T (ψ,r) =
µ˜02(ψ,r)
µ˜00(ψ,r)
=
2
ρ˜(ψ,r)
∫ ψ
0
∂r2
(
r2 ρ˜(ψ′,r)
)
dψ′, (2.119)
2 ˜β(ψ,r) = 2− σ˜
2
T (ψ,r)
σ˜2r(ψ,r)
=−r
∫ ψ
0 ∂r
(
ρ˜(ψ′,r)
)
dψ′∫ ψ
0 ρ˜(ψ
′,r)dψ′
, (2.120)
where ˜β(ψ,r) is an augmented version of the velocity anisotropy profile. A useful alterna-
tive formulation are the pair
ρ˜(ψ,r) =
∂µ˜20
∂ψ
(ψ,r), (2.121)
2 ˜β(ψ,r) =−∂ ln µ˜20
∂ lnr
(ψ,r). (2.122)
The derivative of the radial second-order moment follows from Eq. (2.116),
dρσ2r
dr (r) =
∂µ˜20
∂r
(ψ(r),r) +
∂µ˜20
∂ψ
(ψ(r),r)
dψ
dr (r), (2.123)
so that, when ψ(r) is known, Eqs. (2.121) - (2.122) can be combined to
dρσ2r
dr (r)+
2β(r)
r
ρσ2r(r) = ρ(r)
dψ
dr (r). (2.124)
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This special case of Eq. (2.117) is the often-used second-order Jeans equation. If we recall
the definitions of the density slope γ(r) and the circular velocity vc(r), and we introduce
the function κ(r),
γ(r) =−dlnρdlnr (r), κ(r) =−
dlnσ2r
dlnr (r), v
2
c (r) =−r
dψ
dr (r), (2.125)
then we can rewrite the Jeans equation as
σ2r(r)
(
γ(r)−2β(r)+κ(r))= v2c (r). (2.126)
For a given potential, one of the three profiles ρ(r), σr(r) and σT (r) is thus determined by
the other two. However, they do not determine the entire DF. It is important to emphasize
this: a given pair ρ(r) and β(r), for instance, can be generated by infinitely many DFs.
Indeed, if we define for example a function τ(ψ,r) for which τ(ψ(r),r) ≡ 1, and extend a
given µ˜20 to µ˜20(ψ,r,τ), we obtain
ρ˜(ψ,r) =
∂µ˜20
∂ψ
(ψ,r,τ)+
∂µ˜20
∂τ
∂τ
∂ψ
(ψ,r,τ), (2.127)
2 ˜β(ψ,r) =−∂ ln µ˜20
∂ lnr
(ψ,r,τ)− ∂ ln µ˜20
∂ lnτ
∂ lnτ
∂ lnr
(ψ,r,τ), (2.128)
Then simply the condition
∂µ˜20
∂τ
(ψ(r),r,1) ≡ 0, (2.129)
will generate the same ρ(r) and β(r). Examples can be found in Dejonghe (1987). So
how many moments are required to determine the DF? Let us examine the fourth-order
moments from Eq. (2.117),
r
dµ40
dr (r) = 3µ22(r) − 2µ40(r) + 3rµ20(r)
dψ
dr (r), (2.130)
r
dµ22
dr (r) = µ04(r) − 4µ22(r) + rµ02(r)
dψ
dr (r). (2.131)
Clearly, the second-order moments µ20(r) and µ02(r) do not determine the fourth-order
moments: we have two equations for the three unknowns µ40(r), µ22(r) and µ04(r). How-
ever, if in addition one of the fourth-order moments is known, the other two can be derived.
This remains true for higher-order moments: if one velocity moment of every order is
known, then all others can be calculated, so that the entire DF is determined. In the next
paragraph, we show how the radial velocity moments alone generate a dynamical system,
by exploring the radial velocity distribution.
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The radial velocity distribution
The radial velocity distribution (2.64) can be derived directly from the augmented density.
First we define the auxiliary function
F˜v2r (ψ,r,v
2
r) =
1
|vr| F˜vr (ψ,r,vr) =
2π
|vr|
∫ √2ψ−v2r
0
F (E,L)vT dvT , (2.132)
such that∫ +∞
−∞
F˜vr (ψ,r,vr) dvr =
∫ +∞
0
F˜v2r (ψ,r,v
2
r) dv2r
=
∫ +∞
0
2vr F˜v2r (ψ,r,v
2
r) dvr =
∫ +∞
−∞
|vr| F˜v2r (ψ,r,v
2
r) dvr. (2.133)
Its Laplace transform is given by
L
v2r→s
{
F˜v2r (ψ,r,v
2
r)
}
=
∫ +∞
0
e−sv
2
r F˜v2r (ψ,r)dv
2
r (2.134)
= 2
∫ +∞
0
∞∑
n=0
(−s)n
n!
v2nr F˜vr (ψ,r)dvr (2.135)
=
1
M
∞∑
n=0
(−s)n
n!
µ˜2n,0(ψ,r). (2.136)
As expected, all radial velocity moments are needed to determine the radial velocity distri-
bution. With the use of Eq. (2.107), we find
L
v2r→s
{
F˜v2r (ψ,r,v
2
r)
}
=
1
M
∫ ψ
0
∞∑
n=0
(1/2)n
n!n!
(−2s(ψ−ψ′))n ∂ρ˜
∂ψ′
(ψ′,r)dψ′ (2.137)
=
1
M
∫ ψ
0
1F1
(
1/2,1;−2s(ψ−ψ′)) ∂ρ˜
∂ψ′
(ψ′,r)dψ′, (2.138)
where we introduced the confluent hypergeometric function of the first kind,
1F1(a,b;z) =
Γ(b)
Γ(a)Γ(b−a)
∫ 1
0
ezt ta−1(1− t)b−a−1 dt, b > a > 0, (2.139)
with z a complex number. Evidently, its inverse Laplace transform is
L
z→ t
−1{
1F1(a,b ;−z)
}
=

Γ(b)
Γ(a)Γ(b−a)t
a−1(1− t)b−a−1 0 < t < 1,
0 t> 1.
(2.140)
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Also, for a real constant c > 0,
1F1(a,b ;−cz) = Γ(b)Γ(a)Γ(b−a)
1
c
∫ c
0
e−zt
(
t
c
)a−1(
1− t
c
)b−a−1
dt, (2.141)
which leads to the property
L
z→ t
−1{
1F1(a,b ;−cz)
}
=
1
c
L
z→ tc
−1{
1F1(a,b ;−z)
}
. (2.142)
In this manner we can eliminate the Laplace transform in Eq. (2.138),
F˜v2r (ψ,r,v
2
r) =
1
M
∫ ψ
0
1
2(ψ−ψ′) L
s→
v2r
2(ψ−ψ′)
−1 {
1F1(1/2,1;−s)
} ∂ρ˜
∂ψ′
(ψ′,r)dψ′ (2.143)
=
1
Mπ |vr|
∫ ψ−v2r/2
0
1√
2(ψ−ψ′)
(
1− v
2
r
2(ψ−ψ′)
)−1/2
∂ρ˜
∂ψ′
dψ′. (2.144)
Finally, from Eq. (2.132), we obtain the augmented radial velocity distribution,
F˜vr (ψ,r,vr) =
1√
2Mπ
∫ ψ−v2r/2
0
(
ψ− v
2
r
2
−ψ′
)−1/2
∂ρ˜
∂ψ′
(ψ′,r)dψ′. (2.145)
Note also that Fvr does not depend on ψ and vr independently, but on the combination
ψ− v2r/2. This is no surprise, as this term is found solely in the energy-part of the DF. So
if we write, for a given potential, the observational radial velocity distribution as
F˜vr (ψ(r),r,vr)≡ Fvr (u,r), with u= ψ(r)− v2r/2, (2.146)
then we can apply an Abel inversion to Eq. (2.145), leading to
∂ρ˜
∂ψ
(ψ,r) =
√
2M
∫ ψ
0
(ψ−u)−1/2 ∂Fvr
∂u
(u,r)du, (2.147)
and
ρ˜(ψ,r) =
√
8M
∫ ψ
0
√
ψ−u ∂Fvr
∂u
(u,r)du. (2.148)
In other words, the radial velocity distribution Fvr (r,vr) does determine the augmented
density ρ˜(ψ,r), and thus the DF. Similarly, the transverse velocity distribution FvT (r,vT )
also generates a dynamical system, although the terms ∂m
r2
(
r2mρ˜
)
prevent us to write a
similar general formula. We will encounter Eq. (2.147) again when we discuss the global
density slope – velocity anisotropy inequality in Chapter 6.
After this short detour, it is time to further examine the DF.
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Back to the distribution function
As we mentioned, even though an augmented moment contains the same amount of infor-
mation as the DF, we still need to know the latter to verify that it is nonnegative everywhere,
i.e. that the dynamical system is physical. To calculate it, we need to invert the Laplace-
Mellin transform in Eq. (2.91),
F (E,L) =
−1
4Mπ7/2
∫ ξ0+i∞
ξ0−i∞
∫ λ0+i∞
λ0−i∞
eξEL−λ
(ξ/2)(3−λ)/2
Γ(1−λ/2) Lψ→ξ Mr→λ{ρ˜}dξ dλ. (2.149)
In general, this inversion has to be performed numerically. Unfortunately, this procedure is
mathematically unstable. This can be understood by noting that the density, Eq. (2.53), is
an integration of the distribution function over velocity space. As a result, the augmented
density will generally be much smoother than the distribution function. The inversion thus
involves the tricky job to ”unsmooth” the augmented density. For a more precise mathe-
matical demonstration of the unstable character of the inversion formulae, with examples,
we refer to Dejonghe (1986).
So how can we avoid these problems? The solution is to build a dynamical system as a
sum of simpler components, for which Eq. (2.149) can be solved analytically (in the sense
that the functions can be written as power series). The ’base functions’ we will construct
are of a particular, very useful class: their augmented moments are separable functions.
2.3.2 Separable systems
Nearly all self-consistent dynamical models found in the literature are actually analytical
separable systems (e.g. the isochrone sphere of He´non 1960, the Cuddeford-Louis models
of Cuddeford & Louis 1995, the Plummer models of Dejonghe 1987, the Hernquist models
of Baes & Dejonghe 2002, the hypervirial models of Evans & An 2005, and the γ-models
of Buyle et al. 2007). In all these models, the augmented density is a separable function of
ψ and r,
ρ˜(ψ,r) = f(ψ)g(r). (2.150)
Examples of such separable augmented densities are displayed in Fig. 2.3, which shows
three functions that generate the same Hernquist density-potential pair (4.101) - (4.102),
but produce different anisotropy profiles. It immediately follows that every augmented
moment is a separable function,
µ˜2n,2m(ψ,r) =
2m+n√
π
Γ(n+ 1/2)
Γ(m+n)
dmr2
(
r2mg(r)
)∫ ψ
0
(ψ−ψ′)m+n−1f(ψ′)dψ′. (2.151)
This means that, in contrast with general spherical models, a separable system is completely
determined by just two observational moments: from two equations, one can derive the two
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Figure 2.3 Three separable augmented densities of the form (4.111). They intersect in
the orange curve, which means that each of these generate the same Hernquist density-
potential pair (black and purple curves); however, they produce different anisotropy pro-
files: (β0,β∞) = (0,0) (blue), (−0.5,1) (red) and (0.5,−1) (green).
functions f(ψ) and g(r). Again, our main attention goes out to the augmented density and
the dispersion profiles
σ˜2r(ψ) =
1
f(ψ)
∫ ψ
0
f(ψ′)dψ′, (2.152)
σ˜2T (ψ,r) =
(
1 + 1
2
dlng
d lnr
)
2
f(ψ)
∫ ψ
0
f(ψ′)dψ′. (2.153)
Note that the augmented radial dispersion only depends on ψ. An important property of
separable systems is that the corresponding anisotropy profile is only a function of r,
β(r) =−1
2
dlng
dlnr (r). (2.154)
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Because of this, β(r) can be written in terms of any radial velocity moment. Together with
Eq. (2.113), we find
∂µ˜2n,0
∂ψ
(ψ,r) = (2n−1)µ˜2(n−1),0(ψ,r), (2.155)
β(r) =−1
2
∂ ln µ˜2n,0
∂ lnr
(r), (2.156)
which can be combined into a simple form of the general Jeans equations,
dµ2n,0
dr (r)+
2β(r)
r
µ2n,0(r) = (2n−1)µ2(n−1),0(r)
dψ
dr (r). (2.157)
This is a very convenient property: it offers us in principle the opportunity to construct
dynamical models with a given potential ψ(r), a density profile ρ(r) and an anisotropy
profile β(r). First we solve Eq. (2.154) for g(r). Next we invert the gravitational potential
as r(ψ) and we set
g¯(ψ) = g(r(ψ)), (2.158)
ρ¯(ψ) = ρ(r(ψ)), (2.159)
f(ψ) =
ρ¯(ψ)
g¯(ψ)
, (2.160)
so that the augmented density ρ˜(ψ,r) = f(ψ)g(r) defines the desired model. Clearly this
procedure cannot in general be performed analytically. The inversion (2.149) has neverthe-
less become less daunting; it reduces to the form
M
L→λ
{F (E,L)}= 1
2Mπ5/2i
∫ ξ0+i∞
ξ0−i∞
eξE
(ξ/2)(3−λ)/2
Γ(1−λ/2) Lψ→ξ{f(ψ)} Mr→λ{g(r)} dξ.
(2.161)
So, can the DF be recovered without numerical problems? In a few cases, it can. A widely
used example is a DF of the form
F (E,L) =
 h(Q)
(
L
ra
)−2β0
Q= E− L
2
2r2a
> 0,
0 Q6 0,
(2.162)
with ra the so-called anisotropy radius. This model has been defined by Cuddeford (1991),
who in turn derived it as an extension of the system considered by Osipkov (1979) and
Merritt (1985), where β0 = 0. The augmented density for this model is given by
ρ˜(ψ,r) = 2πM
∫ ψ
0
dQ
∫ 2(ψ−Q)
0
h(Q)u−2β0√
2(ψ−Q)−u2
(
r
ra
)−2β0(
1 + r
2
r2a
)β0−1
du2, (2.163)
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with
u2 =
(
1 + r
2
r2a
)
v2T . (2.164)
Thus the system is indeed separable, with
f(ψ) = (2π)3/22−β0M
Γ(1−β0)
Γ(3/2−β0)
∫ ψ
0
(ψ−Q)1/2−β0h(Q)dQ, (2.165)
and
g(r) =
(
r
ra
)−2β0(
1 + r
2
r2a
)β0−1
. (2.166)
From g(r), we can derive the anisotropy profile
β(r) =
β0 +(r/ra)
2
1 +(r/ra)2
. (2.167)
This is a monotonically increasing anisotropy, from a central value β(0) = β0 (justifying
the notation) to purely radial orbits at infinity β∞ = 1. The function h(Q) can be derived
from f(ψ) by means of an Abel-related inversion (Cuddeford 1991),
h(Q) =
2β0
(2π)3/2MΓ(1−α)Γ(1−β0)
(∫ Q
0
dn+1f
dψn+1
dψ
(Q−ψ)α +
1
Qα
dnf
dψn (0)
)
, (2.168)
where we denoted n= ⌊3/2−β0⌋ and α= 3/2−β0−n as the integer floor and fractional
part of 3/2− β0. The Cuddeford models contain a few special cases of the anisotropy
profiles:
1. Models that are isotropic at the centre, i.e. β0 = 0, so that F (E,L) = h(Q). These
are the Osipkov-Merritt models.
2. Models with constant anisotropy, i.e. ra →+∞:
ρ˜(ψ,r) = f(ψ)r−2β0 , β(r) ≡ β0, F (E,L) = h(E)L−2β0 . (2.169)
3. Isotropic models, i.e. both β0 = 0 and ra →+∞. In this case the augmented density
is only a function of ψ, i.e. ρ˜(ψ), and the DF is the Eddington integral
F (E) =
1√
8π2M
(∫ E
0
d2ρ˜
dψ2
dψ√
E−ψ +
1√
E
dρ˜
dψ (0)
)
. (2.170)
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Recall from Eqs. (2.127) - (2.129) that these are not the only spherical models with such
anisotropy profiles. They are the only separable systems of this form, though.
The popularity of Osipkov-Merritt-Cuddeford-type models is easy to see: Kazantzidis
et al. (2004) argued the importance to work with dynamical equilibrium models as their ve-
locity distributions are often highly non-Maxwellian, and Cuddeford models are straight-
forward to implement, they can be applied to any density, and their anisotropy profiles
Eq. (2.167) are general enough to try and model a broad range of gravitational systems.
For instance, structure formation by radial infall and virialization in the central regions
lead to dark matter haloes with central isotropy and more radial orbits at the outskirts (Cole
& Lacey 1996 ; Colı´n et al. 2000 ; Fukushige & Makino 1997 ; Diemand et al. 2005).
Moreover, there is evidence from simulations and observations that many galaxies also
have a significant radial anisotropy at large radii (e.g. Kronawitter et al. 2000 ; On˜orbe
et al. 2007), while their inner regions range from isotropic to tangential, depending on the
dynamical processes that shape their nucleus (Quinlan et al. 1995 ; Quinlan & Hernquist
1997 ; Gebhardt et al. 2003).
However, the Osipkov-Merritt anisotropy profiles are too steep to describe these sys-
tems adequately. For example, Mamon & Łokas (2005) showed that simulated dark matter
haloes are not completely radial at infinity (i.e. β∞ < 1) and the transition from inner to
outer anisotropies is too abrupt; these authors suggested a profile of the form
β(r) =
1
2
r/ra
1 + r/ra
. (2.171)
On a dynamical note, the h(Q)-part of the associated DFs creates unphysical cut-off bound-
ary for orbits with Q < 0. Hence, the Osipkov-Merritt framework is too limited to model
dark matter haloes, and a more extensive method is needed. And lastly, it has been noted
that the tangential velocity dispersion undergoes a jump as r increases past ra.
Because of these issues, we would like to construct models with different anisotropy
profiles that resemble more closely the observational data. Yet, we still need to avoid
the numerical instabilities involved in Eq. (2.149), so we focus on simpler functions that
allow an analytical inversion. More sophisticated models can then be constructed as linear
combinations of simpler components.
A set of very simple components that has been widely used in fitting dynamical models
is the set of Fricke components (Fricke 1952 ; He´non 1973), defined by the augmented
mass density
ρ˜(r,ψ) =
 r
−2β(ψ−E0)p ψ > E0,
0 ψ 6 E0.
(2.172)
Inserting this simple form of the augmented mass density into Eq. (2.168), it translates into
a distribution function that is also a simple double power-law,
F (E,L) =
2β
(2π)3/2
Γ(1 +p)
Γ(1−β)Γ(p+β−1/2)L
−2β(E−E0)p+β−3/2, (2.173)
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provided that p+β−3/2> 0. The corresponding self-consistent models are also called the
generalized polytropes, and were examined by Barnes et al. (1986) and Nguyen & Lingam
(2013). Moreover, the hypervirial models (Evans & An 2005) form a sub-family of them.
A more sophisticated set of components is given by the Plummer models (Dejonghe 1987),
ρ˜(r,ψ) =
3
4π
ψ5−2β∞
(
1 + r
2
r2a
)−2β∞
. (2.174)
These components generate self-consistent Plummer systems with a monotonic, centrally
isotropic β(r) profile. The Fricke and Plummer components have been further generalized
(see De Rijcke 2000) into functions of the form
ρ˜(r,ψ) =
 (ψ−E0)
p
(
r
ra
)−2β0(
1 + r
2
r2a
)β0−β∞
, ψ > E0,
0 ψ 6 E0,
(2.175)
which produce anisotropy profiles that extend the Cuddeford profiles to varying values of
β∞, i.e.
β(r) =
β0 +β∞(r/ra)
2
1 +(r/ra)2
. (2.176)
However, these anisotropy profiles still change more steeply from β0 to β∞ than profiles
found in observations and simulations, like e.g. Eq. (2.171). Also, if the central potential
ψ0 is finite, then the components (2.175) will generate densities with finite central values if
β0 = 0, so that a finite sum of them cannot generate models with a central cusp. Worse, the
central densities becomes zero (thus unphysical) if β0 < 0.
These and other issues raised in the next section prompted us to extend these gener-
alized Plummer components even further, which we describe in Chapter 4. Indeed, as
we stated in the Introduction, our goal is to create DFs that can produce four-parameter
anisotropy profiles of the form
β(r) =
β0 +β∞ (r/ra)
2δ
1 +(r/ra)2δ
, (2.177)
with 0 < δ 6 1. To make this possible, we shall need to develop several tools. The first
step is an algorithm to create sums of components and to fit them to given data, which is
the subject of the next section.
2.4 Quadratic programming
Recall the general observable quantities derived from the DF, Eq. (2.12), applied to spher-
ical systems. Because they are linear functions, we can construct them as sums of simpler
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base functions,
µ(r,v) =
∫
µ¯(r′,v′)F (E,L)d3r′ d3v′, (2.178)
=
n∑
i=1
ai
∫
µ¯(r′,v′)Fi(E,L)d3r′ d3v′ =
n∑
i=1
aiµi(r,v). (2.179)
Now, suppose we want to fit a dynamical model to a given gravitational system (derived
from observations, simulations or theory; see the Introduction), from which we have ex-
tracted a set of Ndata data points,
µ
[m]
obs (rm,vm), m= 1, . . . ,Ndata. (2.180)
We emphasize with the superscript [m] that the data can consist of different quantities.
Furthermore, we postulate a gravitational potential ψ(r). To model these data, we first
construct a library of Nlib separable base functions,
fi(ψ)gi(r)←→ Fi(E,L), i= 1,Nlib, (2.181)
and we calculate the corresponding values (with the aid of the augmented densities),
µ
[m]
i (rm,vm) =
∫
r=rm
v=vm
µ¯[m](r′,v′)Fi(E,L)d3r′ d3v′, (2.182)
for m= 1, . . . ,Ndata and i= 1,Nlib. The library can for example consist of the generalized
Plummer functions of Eq. (2.175), with varying parameter values. Our aim is now to
construct a linear combination ofN components from this library that provides an adequate
fit to the given data. This fit is obtained by the χ2 minimization
χ2N = mina1,...,aN
1
Ndata
Ndata∑
m=1
wm
(
µ
[m]
obs (rm,vm)−
N∑
i=1
aiµ
[m]
i (rm,vm)
)2
, (2.183)
with weights wm > 0 to give more or less importance to certain data points; for example,
their values can be adjusted according to the error bars on the data points. For any set of N
components, we are thus faced with a quadratic function of the coefficients ai,
χ2N = mina1,...,aN
f(a), (2.184)
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with a= (a1, . . . ,aN ) and
f(a) =
(
aTAa−2Ba+C) , (2.185)
Aij =
Ndata∑
m=1
wmµ
[m]
i (rm,vm)µ
[m]
j (rm,vm), (2.186)
Bi =
Ndata∑
m=1
wmµ
[m]
obs (rm,vm)µ
[m]
i (rm,vm), (2.187)
C =
Ndata∑
m=1
wm
(
µ
[m]
obs (rm,vm)
)2
. (2.188)
Of course, we also require that the resulting fit defines a physical model, so we have to
impose the condition
N∑
i=1
aiFi(E,L) > 0 (2.189)
on the DF, for all values of E and L. In practice, this means that we impose on a grid of J
values (Ej ,Lj) the conditions
N∑
i=1
aiFi(Ej ,Lj) > 0 for j = 1, . . . ,J. (2.190)
Finally, we might want to limit the coefficients further with a set of Ncon additional linear
constraints,
lk 6
N∑
i=1
Dki ai 6 uk, k = 1, . . . ,Ncon. (2.191)
Such constraints can for instance be useful to keep the coefficients between some lower and
upper boundaries, so that he resulting linear combination of components can be computed
with sufficient accuracy and without too much computational costs.
The matrix A is positive definite, so that f(a) is a convex function; in this case the
quadratic program has a unique global minimizer if there exists some feasible vector a
(satisfying the constraints) and if f(a) is bounded below on the feasible region. The equa-
tions (2.184) - (2.191) hence define a quadratic programming (QP) problem, which can be
solved by a specialized numerical routine (in particular, we used the code provided by the
NAG Library).
We still need a procedure to select N components out of the Nlib library functions that
provide a good fit. It would be much too time consuming to try all possible combinations;
instead we make use of the algorithm GALS, developed at our department, that builds a
suitable set incrementally in N steps (Dejonghe 1989):
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1. In the first step, every component is selected in turn from the library and used for a
one-dimensional QP fit. From these Nlib fits, the component with the lowest χ21 is
then retained as the permanent first element of our best-fitting set.
2. In the second step, the remaining Nlib− 1 library components are again in turn se-
lected and added to the first element, and Nlib− 1 two-dimensional QP fits are per-
formed. The component that leads to the lowest χ22 becomes the permanent second
element of the best-fitting set.
3. In each next iteration, the best-fitting set is extended by adding the component from
the library that yields the most improvement of the fit, until the set contains N
elements. In other words, suppose we have obtained the best-fitting set of N − 1
base functions. Then, we add in turn the remaining Nlib−N + 1 components from
the library, and calculate the coefficients for each combination by means of N -
dimensional QP fits. The set with the lowest χ2N , and corresponding coefficients
a1, . . . ,aN is the final best-fitting model, generated by
ρ˜(ψ,r) =
N∑
i=1
ai fi(ψ)gi(r), (2.192)
F (E,L) =
N∑
i=1
aiFi(E,L). (2.193)
Note that this procedure does not in general find the best possible fit from a given library,
but that is not important. What matters is that it strives to obtain a satisfactory fit, in a
computationally efficient way.
This method has several other advantages. The resulting DFs will be smooth func-
tions of E and L, unlike for example the results obtained by Schwarzschild’s method
(Schwarzschild 1979), where one ends up with a collection of discrete orbits. Our DFs
also remain analytically tractable, simplifying the computation of all subsequent quantities.
Furthermore, only a limited number of data points are required, rather than entire profiles.
This enables us to apply the technique to theoretical profiles as well as data extracted from
simulations. Moreover, if all data are of the same type, then the χ2-values have a statistical
goodness-of-fit meaning. While on the other hand a variety of different quantities can be
mixed together in the fitting procedure, the resulting χ2s lose their statistical interpretation,
they still indicate the adequacy of the fits. And finally, as long as the base library is large
and diverse enough, then even sums of simple Fricke components allow — in theory at
least — dynamical models with a wide variation of velocity distributions. After all, any
spherical DF can be decomposed into a double-power series of E and L by means of a
two-dimensional Laurent series, so one should be able to approximate it by a finite sum of
Fricke components (or more sophisticated base functions that are specifically designed for
certain modelling tasks).
Over the years, the GALS routine has been applied successfully to a variety of gravita-
tional systems, like globular clusters and galaxies (see the references in the Introduction).
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Unfortunately, the algorithm also has a number of serious caveats. First of all, not all
data lend themselves easily to be molded into functions of the DF. For example, the most
complete observational knowledge of a system usually comes from its projected density
(possibly derived from individual positions) as well as line-of-sight velocities. Ideally,
these should be combined into a LOSVD; and for galaxy photometry and spectra, this can
be done (De Rijcke 2000). For discrete systems however, like galaxy clusters, the positions
and redshifts are too sparse to create an accurate two-dimensional LOSVD. So instead, we
are forced to clump the data together into (projected) velocity moments, consequently not
utilizing the full potential of the available information. Fortunately, we can resolve this by
subjecting the best-fitting QP-models a posteriori to additional goodness-of-fit tests, like
for instance a penalized maximum likelihood algorithm.
Alas, mixing different quantities into the χ2-fitting creates issues of deeper concern. We
already mentioned that such a χ2 has no longer a statistical meaning. More importantly,
it is unclear how to assign suitable weights wm to heterogeneous data: what relative im-
portance should be given to different quantities to obtain an adequate fit? Basically, we’re
comparing apples and oranges. Also, bear in mind that the constructed quantities, and the
error bars on them, are not independent: they are assembled from the underlying (obser-
vational, theoretical) data and thus depend on each other in complex ways. Evidently, this
problem is not specific to the QP-algorithm, it is a general concern in any fitting procedure.
But there is an even bigger Achilles heel. As we said, in theory any suitable library
should be able to produce models of any kind. Practice, however, has taught that when we
try to fit to projected data, it is generally difficult to construct models with a strong radial
anisotropy at large radii; we encountered this difficulty in our early attempts to fit galaxy
distributions in rich clusters (Van Hese & Dejonghe 2002). The reason for this problem is
that one needs to populate the model with radial orbits that reach large radii. Since such
orbits also contribute to the density at small radii, it requires a delicate fine-tuning of the
different components to both satisfy the density and anisotropy constraints at small radii
while still retaining the radial anisotropy at large radii. By contrast, tangential orbits only
affect the density in very limited ranges of the radius. This means that if one only knows
the velocity dispersion in one direction (like e.g. the projected, the radial or the transverse
velocity dispersion), or if one thus know all velocity dispersions yet with significant error
bars, then the GALS fitting procedure will be biased towards models with tangential, rather
than radial outskirts. In fact, the iterative nature of the algorithm worsens the bias in each
successive step, because every new component has to work together with the set of base
functions that is gathered in the previous step; it will in general be easier to incorporate a
tangential component into the existing set than a radial one. This bias is of less concern in
models of globular clusters or galaxies, but it is nefast for large scale structures, which are
thought to develop by means of radial infall.
When we have data on the spatial dispersions σr(r) and σT (r) instead of the projected
dispersions alone, the bias is less problematic. But even so, another issue became apparent:
the existing components (2.175) each produce anisotropy profiles of the form (2.176). The
transition in these profiles from the central value β0 to the value at infinity β∞ is much
steeper than profiles found in observations and simulations, like Eq. (2.171). Even though
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Figure 2.4 Schematic overview of our QP-algorithm.
linear combinations of these components can produce more general anisotropy profiles,
it turned out that they remained too steep to obtain adequate fits. This prompted us to
construct more advanced base components.
What can be done about these concerns? The solution is to predetermine the velocity
moments beforehand, eliminating them from the fitting procedure. Recall that a separable
system is determined by just two moments. We can use this property to our advantage; let
us postulate an anisotropy profile β(r), within a given potential ψ(r), that is realistic, yet
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simple enough to allow the construction of a library of Nlib base functions
ρ˜i(ψ,r) = fi(ψ)g(r), (2.194)
β(r) =−1
2
dlng
dlnr (r), (2.195)
that correspond to analytically tractable DFs Fi(E,L). If we have a set of Ndata density
data points ρobs(rm) available, then we can fit a model using the QP-algorithm
χ2N = mina1,...,aN
1
Ndata
Ndata∑
m=1
wm
(
ρobs(rm)−
N∑
i=1
ai fi
(
ψ(rm)
)
g(rm)
)2
. (2.196)
The procedure can also be performed with projected densities. Note that the resulting
model is still separable, ρ˜(ψ,r) = f(ψ)g(r), with f(ψ) =
∑
i ai fi(ψ). And since all
components have a priori the same g(r), their linear combination will automatically still
generate the desired anisotropy profile β(r). In this manner, we can construct an unbiased
fit for a set of anisotropy profiles. If the data contain more information, we can discriminate
between the obtained fits with further comparisons between every model and the data, e.g.
with a maximum likelihood algorithm as previously mentioned. Thus we have derived a
mechanism to test whether a given anisotropy profile is consistent with a certain data set.
A schematic overview of the procedure is displayed in Fig. 2.4.
This immediately raises two remarks. First, our modelling procedure is now confined to
finding only separable systems, and one can object that this puts severe limits on our results.
True, if the data are detailed enough to impose significant constraints on the higher-order
velocity moments, then our technique might be too restrictive. However, this is rarely the
case; one usually has to deal with the opposite problem of degeneracy.
The second problem is of course that the fitting now no longer works with the simple
components mentioned in the previous section, so that we are forced to design more intri-
cate base functions with general enough anisotropy profiles. This is the topic of Chapter 4,
where we will extend the generalized Plummer systems.
But before that, we note that the above two objections can in principle be — partially —
resolved by constructing linear combinations of models that are fitted to the same density,
but have different anisotropies. Thus one would be able to create a non-separable model
with the same density, but a more general β(r). But such a sum of sums of course increases
the number of components, which makes accurate computations more difficult.
This concludes our introductory part. We have laid out the necessary mathematical
machinery to create spherical dynamical models to a given set of data, which will be the
topic of the next two chapters. In Chapter 4, we shall develop the family of library base
functions for our QP-algorithm. However, these DFs will be expressed as so-called Fox
H-functions, and we discuss these first in the next chapter.
Part II
CONSTRUCTION
Chapter 3
Fox H-functions, applied to
kinematical profiles
Before we construct our distribution functions, we first introduce a very pow-
erful analytical tool, the Fox H-function. We will demonstrate its use by de-
riving several analytical expressions related to very common potential-density
pairs: the Se´rsic, Einasto and double power-law profiles. The main results of
this chapter are found in Baes & van Hese (2011) and Retana-Montenegro et al.
(2012). Section 3.5.1 is based on work by E. Retana-Montenegro and F. Frutos-
Alfaro; Sections 3.4.1, 3.4.4 and 3.5.4 are based on work by M. Baes; the rest
of the material was worked out by the author.
3.1 Definition of the Fox H-function
In the previous chapter, we outlined a method to derive spherical distribution functions
from (separable) augmented densities, where we encountered the Mellin transform (2.82)
F(u) = M
x→u
{f(x)} =
∫ +∞
0
xu−1 f(x) dx. (3.1)
Wherever we perform this transform, we will postulate that the function in question is zero
outside its boundaries. The inverse transform can, at least formally, be written as a complex
integral,
f(x) =M
u→x
−1 {F(u)}= 1
2πi
∫ u0+i∞
u0−i∞
x−uF(u) du, (3.2)
where the integration is to be performed along a vertical line u0 = const in the complex
plane within the strip of analyticity of F(u). As can be seen in Eq. (2.161), the distribution
functions that we seek will indeed be inverse Mellin transforms of certain functions.
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Since our aim is to find DFs that are advanced yet still computationally tractable, it is
worthwhile to explore for which functional forms the integration can be performed. It turns
out that a very broad range of special functions can be written as inverse Mellin integrals
involving a product of gamma functions, known as Mellin-Barnes integrals. The work of
Barnes (1908) focused on hypergeometric functions, but an important generalization was
obtained by Meijer (1946). The broad class of functions that he considered has become
known as Meijer G-functions (see also Mathai 1993 ; Gradshteyn & Ryzhik 1965),
G
m,n
p,q
(
z
∣∣∣∣∣ a1 , . . . ,apb1 , . . . , bq
)
=
1
2πi
∫
C
∏m
j=1 Γ(bj + s)
∏n
j=1 Γ(1−aj− s)∏p
j=n+1 Γ(aj + s)
∏q
j=m+1 Γ(1− bj− s)
z−s ds. (3.3)
Here 0 6 n 6 p, 1 6 m 6 q and z−s = exp{−s ln |z|+ iargz}. The possible contours C
for which the integrals exist can be more general than vertical lines (see below). This fam-
ily does indeed encompass many commonly used special functions, such as exponentials,
Bessel functions, hypergeometric functions, and elliptic integrals. Nonetheless, we will
require for our purposes a further extension, the lesser-known Fox H-functions (Fox 1961 ;
Mathai 1993 ; Kilbas & Saigo 1999 ; Mathai et al. 2009),
H
m,n
p,q
(
z
∣∣∣∣∣ (a1,A1) , . . . ,(ap,Ap)(b1,B1) , . . . , (bq,Bq)
)
=
1
2πi
∫
C
∏m
j=1 Γ(bj +Bjs)
∏n
j=1 Γ(1−aj−Ajs)∏p
j=n+1 Γ(aj +Ajs)
∏q
j=m+1 Γ(1− bj−Bjs)
z−s ds, (3.4)
with Al, Bi positive real numbers. These functions evidently include all special functions
generated by Meijer G-functions, but include also many other special functions, such as
generalized Mittag-Leffler functions and generalized Bessel functions.
Note that if A1, . . . ,Ap and B1, . . . ,Bq are rational numbers, the Fox H-function can
be written as a Meijer G-function, using the multiplication formula for the gamma function
(see Eq. (4.40)). Since every real number can be approximated by a rational number to
arbitrary precision, it is not surprising that Fox H and Meijer G-functions share many
properties.
The integration path C is a contour separating the poles of the gamma functions Γ(bi+
Bis) from the poles of the gamma functions Γ(1− al−Als). We therefore require that
these poles do not coincide, that is
Al(bi+µ) 6=Bi(al− ν−1), i= 1, . . . ,m; l = 1, . . . ,n; µ,ν = 0,1,2, . . . (3.5)
If we further define the quantities
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Figure 3.1 An illustration of the three contour paths C1, C2 and C3 for a simple Fox H-
function, defined in Eq. (3.18).
α=
n∑
j=1
Aj −
p∑
j=n+1
Aj +
m∑
j=1
Bj −
q∑
j=m+1
Bj , (3.6)
β =
 p∏
j=1
(Aj)
−Aj
 q∏
j=1
(Bj)
Bj
 , (3.7)
∆ =
q∑
j=1
Bj −
p∑
j=1
Aj , (3.8)
δ =
q∑
j=1
bj−
p∑
j=1
aj +
p− q
2
, (3.9)
then the functions exist under one of the following conditions:
1. A contour C1 starting at a point γ0− i∞ and going to γ0 + i∞ for some real value
γ0, such that all the poles of Γ(bi +Bis), i = 1, . . . ,m are separated from those of
Γ(1−al−Als), l = 1, . . . ,n. The integral exists if either
α > 0, |argz|< π2α, (3.10)
or
α= 0, γ0 ∆ +ℜ{δ}<−1, argz = 0, z 6= 0. (3.11)
In the special case where all the poles of Γ(bi+Bis) lie to the left of all the poles of
Γ(1−al−Als), or vice versa, then we can choose C1 to be a vertical line, so that the
integral is an inverse Mellin-Barnes transform.
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2. A loop C2 beginning and ending at−∞ and encircling all the poles of Γ(bi+Bis), i=
1, . . . ,m once in the positive direction, but none of the poles of Γ(1−al−Als), l=
1, . . . ,n, provided that
∆ > 0, z 6= 0, (3.12)
or
∆ = 0, 0 < |z|< β, (3.13)
or
∆ = 0, |z|= β, ℜ{δ}<−1. (3.14)
3. A loop C3 beginning and ending at +∞ and encircling all the poles of Γ(1− al−
Als), l = 1, . . . ,n once in the negative direction, but none of the poles of Γ(bi +
Bis), i= 1, . . . ,m, provided that
∆ < 0, z 6= 0, (3.15)
or
∆ = 0, |z|> β, (3.16)
or
∆ = 0, |z|= β, ℜ{δ}<−1. (3.17)
If the integral exists on more than one path, then the result will be the same for each of
those paths. We illustrate these three paths in Fig. 3.1 for the simple example
H
1,1
1,1
(
z
∣∣∣∣∣
( 1
2 ,1
)
(−3,1)
)
=
1
2πi
∫
C
Γ(s−3) Γ
(
1
2
− s
)
z−sds, (3.18)
where the poles {3−µ; µ = 1,2, . . .} are indicated by the blue dots, and {1/2 + ν; ν =
1,2, . . .} are the green dots.
3.2 Illustrative examples
As we mentioned, a very broad range of special functions can be obtained as particular
cases of Meijer G-functions and Fox H-functions (see Chapter 3 in Mathai 1993 and Sec-
tion 1.8 in Mathai et al. 2009 for an overview). They include, for example, exponential
functions,
e−z =
1
2πi
∫
C
Γ(s) z−s ds, (3.19)
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binomial series,
(1− z)−a = 1
Γ(a)
1
2πi
∫
C
Γ(−s) Γ(s+a) (−z)−s ds, (3.20)
confluent hypergeometric functions,
1F1(a,b;z) =
Γ(b)
Γ(a)
1
2πi
∫
C
Γ(s) Γ(a− s)
Γ(b− s) (−z)
−sds, (3.21)
Gaussian hypergeometric functions,
2F1(a,b;c;z) =
Γ(c)
Γ(a)Γ(b)
1
2πi
∫
C
Γ(s) Γ(a− s) Γ(b− s)
Γ(c− s) (−z)
−s ds, (3.22)
generalized hypergeometric functions,
pFq(a1 . . .ap;b1 . . . bq;z) =
∏q
j=1 Γ(bj)∏p
j=1 Γ(aj)
1
2πi
∫
C
Γ(s)
∏p
j=1 Γ(aj − s)∏q
j=1 Γ(bj− s)
z−s ds, (3.23)
and Mittag-Leffler functions,
Eα(z) =
∞∑
k=0
zk
Γ(αk+ 1)
=
1
2πi
∫
C
Γ(s) Γ(1− s)
Γ(1−αs) (−z)
−sds, (3.24)
to name a few. Other functions, like beta functions, Bessel functions and elliptic functions,
are special cases of hypergeometric functions, hence these are included as well.
3.3 Series expansions
The real strength of the Fox H-function is that, under the conditions for the paths C2 or C3
listed in Section 3.1, the integral can be evaluated using the powerful Residue Theorem.
This allows us to evaluate and study it as a series expansion. Let us write the function in
the form
Hm,np,q
(
z
∣∣∣∣ (a,A)(b,B)
)
=
1
2πi
∫
C
ϕ(s)z−s ds, (3.25)
with
ϕ(s) =
∏m
j=1 Γ(bj +Bjs)
∏n
j=1 Γ(1−aj−Ajs)∏q
j=m+1 Γ(1− bj−Bjs)
∏p
j=n+1 Γ(aj +Ajs)
. (3.26)
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First we examine the integration along C2, encircling the poles of the functions Γ(bi +
Bis), i= 1, . . . ,m. With the short-hand notation
βi,ki =−(bi+ki)/Bi, i= 1, . . . ,m, ki = 0, . . . ,+∞, (3.27)
we obtain
Hm,np,q
(
z
∣∣∣∣ (a,A)(b,B)
)
=
m∑
i=1
∞∑
ki=0
Res
s=βi,ki
{
ϕ(s)z−s
}
. (3.28)
If βi,ki is a simple pole, then the corresponding residue is fairly straightforward: we find
Res
s=βi,ki
{
ϕ(s)z−s
}
= lim
s→βi,ki
{
(s−βi,ki)ϕ(s)z−s
}
= ϕi(βi,ki)
(−1)ki
ki!
z−βi,ki
Bi
,
(3.29)
where ϕi(s) is ϕ(s)/Γ(bi +Bis). As a result, if all gamma functions Γ(bi +Bis) have
only single poles, we obtain the series expansion,
Hm,np,q
(
z
∣∣∣∣ (a,A)(b,B)
)
=
m∑
i=1
∞∑
ki=0
(−1)ki
ki!Bi
∏m
j=1,j 6=iΓ
(
bj −Bj bi+kiBi
)∏n
j=1 Γ
(
1−aj +Aj bi+kiBi
)
∏q
j=m+1 Γ
(
1− bj +Bj bi+kiBi
)∏p
j=n+1 Γ
(
aj −Aj bi+kiBi
) z(bi+ki)/Bi
(3.30)
in agreement with Eq. (3.4) in Kilbas & Saigo (1999).
The integration along the path C3, encircling the poles of Γ(1−al−Als), i= 1, . . . ,n
is completely analogous:
Hm,np,q
(
z
∣∣∣∣ (a,A)(b,B)
)
=
m∑
l=1
∞∑
kl=0
(−1)kl
kl!Al
×
∏m
j=1 Γ
(
bj +Bj
1−al+kl
Al
)∏n
j=1,j 6=lΓ
(
1−aj−Aj 1−al+klAl
)
∏q
j=m+1 Γ
(
1− bj−Bj 1−al+klAl
)∏p
j=n+1 Γ
(
aj +Aj
1−al+kl
Al
) z−(1−al+kl)/Al
(3.31)
in agreement with Eq. (3.12) in Kilbas & Saigo (1999).
However, if two or more gamma functions share a pole, then this pole is of higher order,
and the calculation becomes more involved. Kilbas & Saigo (1999) demonstrate that the
Fox H-function can then be expressed as a logarithmic-power series rather than a simple
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power series. They present a generic expression valid for all orders of pole multiplicity.
Here, we present a less general, but more explicit, series expansion for the path C2 in the
case that two gamma functions Γ(bj +Bjs) share some of their poles. Without loss of
generality, we can place these two gamma functions at the front, so that we can write
ϕ(s) = Γ(b1 +B1s)Γ(b2 +B2s)φ(s), (3.32)
with
φ(s) =
∏m
j=3 Γ(bj +Bjs)
∏n
j=1 Γ(1−aj−Ajs)∏q
j=m+1 Γ(1− bj−Bjs)
∏p
j=n+1 Γ(aj +Ajs)
. (3.33)
Now, suppose there is a tuple (k1,k2) of indices so that
β1,k1 = β2,k2 . (3.34)
The residue of this second-order pole is then, after some algebra,
Res
s=β1,k1
{
ϕ(s)z−s
}
= lim
s→β1,k1
{
d
ds
[
(s−β1,k1)2ϕ(s)z−s
]}
, (3.35)
=
[
− lnz+B1ψ(k1 + 1)+B2ψ(k2 + 1)+
φ′(β1,k1)
φ(β1,k1)
]
× (3.36)
φ(β1,k1)
(−1)k1(−1)k2
(k1)!(k2)!
z−β1,k1
B1B2
, (3.37)
with
ψ(s) = Γ
′(s)
Γ(s)
, (3.38)
the so-called digamma function. Moreover, note that φ(s) is a product and quotient of
gamma functions, so that φ′(s)/φ(s) can also be expressed as a sum of digamma functions.
This means that all the machinery is available to express the Fox H-function as the rather
daunting-looking series expansion
Hm,np,q
(
z
∣∣∣∣ (a,A)(b,B)
)
=
∑′
i,ki
(−1)ki
ki!Bi
∏m
j=1,j 6=iΓ
(
bj−Bj bi+kiBi
)∏n
j=1 Γ
(
1−aj +Aj bi+kiBi
)
∏q
j=m+1 Γ
(
1− bj +Bj bi+kiBi
)∏p
j=n+1 Γ
(
aj −Aj bi+kiBi
) z(bi+ki)/Bi
+
∑′′
k1
(−1)k1+k2
k1!k2!B1B2
∏m
j=3 Γ
(
bj−Bj bi+k1Bi
)∏n
j=1 Γ
(
1−aj +Aj bi+k1Bi
)
∏q
j=m+1 Γ
(
1− bj +Bj bi+k1Bi
)∏p
j=n+1 Γ
(
aj−Aj bi+k1Bi
) ×
z(bi+k1)/Bi
(
Ck1 − lnz
)
, (3.39)
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with the constants Ck1 defined as
Ck1 =B1ψ(k1 + 1)+B2ψ(k2 + 1)
+
m∑
j=3
Bjψ
(
bj−Bj b1+k1B1
)
−
n∑
j=1
Ajψ
(
1−aj +Aj b1+k1B1
)
+
q∑
j=m+1
Bjψ
(
1− bj +Bj b1+k1B1
)
−
p∑
j=n+1
Ajψ
(
aj−Aj b1+k1B1
)
. (3.40)
The prime in the first summation in Eq. (3.39) indicates that this sum covers only the single
poles, and the double prime in the second summation indicates that this summation runs
over the second-order poles. In the latter summation, we set k2 = B2(b1 + k1)/B1− b2.
Alternatively, one can use k2 as summation index and set k1 =B1(b2 +k2)/B2− b1.
For the integration path C3, one can obtain completely analogous equations involving
the poles of Γ(1− al−Als), l = 1, . . . ,n, but we shall not need these in our subsequent
work. In principle, one can extend this scheme further, when more gamma functions have
poles in common, although it is clear that the calculations can become substantially elabo-
rate.
For numerical implementations though, one can always ”cheat” when the gamma func-
tions share poles, by changing some of the relevant parameters (a,A,b,B) by small con-
stants in such a way that all the poles become simple and (3.30) - (3.30) can be used. This
is how commercial software packages like Mapler and Mathematicar deal with Meijer
G-functions.
To conclude this section, we list several useful properties of the digamma function:
ψ(s) =−γ− 1
s
+ s
∞∑
k=1
1
k(s+k)
, (3.41)
ψ(s+m) = ψ(s)+ 1
s
+
1
s+ 1
+ · · ·+ 1
s+m−1, (3.42)
ψ(ms) = lnm+ 1
m
m−1∑
k=0
ψ(s+k/m), (3.43)
ψ(1 +m) = 1 + 1
2
+ · · ·+ 1
m
−γ, (3.44)
ψ(1/2) =−γ−2ln2, (3.45)
with γ ≈ 0.57721566 the Euler-Mascheroni constant. Let us now examine how we can put
all that horsepower to use, deriving various quantities related to two widely-used density-
potential pairs. We will start with the Se´rsic model.
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3.4 Analytical expressions for the deprojected
Se´rsic model
3.4.1 Introduction
The Sersic (1968) surface brightness profile has become the preferred model to describe
the surface brightness profile of early-type galaxies and the bulges of spiral galaxies (e.g.
Davies et al. 1988 ; Caon et al. 1993 ; D’Onofrio et al. 1994 ; Cellone et al. 1994 ; An-
dredakis et al. 1995 ; Prugniel & Simien 1997 ; Mo¨llenhoff & Heidt 2001 ; Graham &
Guzma´n 2003 ; Allen et al. 2006 ; Gadotti 2009), and it has also been used to describe disc
galaxy mergers (Aceves et al. 2006). Due to this popularity, many analytical properties of
this model have been discussed in the literature, for certain parameter values (Ciotti 1991 ;
Ciotti & Lanzoni 1997 ; Ciotti & Bertin 1999 ; Trujillo et al. 2001 ; Mazure & Capelato
2002 ; Cardone 2004 ; Graham & Driver 2005 ; Elı´asdo´ttir & Mo¨ller 2007 ; Baes & Gentile
2011).
An important inconvenience of the Se´rsic model is that its deprojected luminosity den-
sity, i.e. the spatial 3D luminosity density ρ(r) that projects on the plane of the sky to the
Se´rsic surface brightness profile, cannot be expressed using elementary functions or even in
terms of standard special functions (for a numerical deprojection using series expansions,
see Bendinelli et al. 1993). It was long thought that no analytical expression could be ob-
tained, when quite unexpectedly, Mazure & Capelato (2002) came up with an analytical
expression for ρ(r) in terms of the Meijer G-function for all integer Se´rsic indices m. Baes
& Gentile (2011) took this analysis one step further and showed that the deprojection of
the Se´rsic surface brightness profile for general values of m can be solved elegantly using
Mellin integral transforms and gives rise to a Mellin-Barnes integral.
The result is that the Se´rsic luminosity density can be written compactly in terms of a
Fox H-function, which reduces to a Meijer G-function for all rational values of m. Using
this property, Baes & Gentile (2011) calculated a number of additional properties of the
Se´rsic model for rational m, including the asymptotic expansion of the luminosity density
at small and large radii, the cumulative light profile and the gravitational potential.
In this section, we extend and complete the analysis that was presented in Mazure &
Capelato (2002) and Baes & Gentile (2011): we will provide compact and elegant ex-
pressions for the density, potential and luminosity profiles in terms of the general Fox
H-function, which are valid for all values of the Se´rsic index m rather than just for integer
or rational m. We also present a completely general series expansion of these functions
that enables both a numerical evaluation and a straightforward analytical study of their
asymptotic behaviour.
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3.4.2 Analytical properties of the Se´rsic model
The Se´rsic model is defined by the intensity profile projected on the plane of the sky,
I(R) = I0 exp
[
−b
(
R
Re
)1/m]
, (3.46)
which generalizes the de Vaucouleurs R1/4 model (de Vaucouleurs 1948). The 3D, depro-
jected luminosity density ρ(r) of a spherically symmetric system can be recovered from
the surface brightness profile I(R) using the standard deprojection formula (2.70)
ρ(r) =− 1
π
∫ ∞
r
dI
dR
dR√
R2− r2 . (3.47)
Substituting the Se´rsic profile (3.46) into (3.47) we obtain an integral that cannot readily
be evaluated using the standard ways or look-up tables. Baes & Gentile (2011) applied
a Mellin integral transform technique to convert this integral to a Mellin-Barnes contour
integral,
ρ(r) =
2mI0√
π
r−1
1
2πi
∫
C
Γ(2mx)Γ
( 1
2 +x
)
Γ(x)
(
bmr
Re
)−2x
dx, (3.48)
or, given the definition (3.4), to the compact expression
ρ(r) =
2mI0 bm√
πRe
u−1H2,01,2
(
u2
∣∣∣∣ (0,1)(0,2m),( 12 ,1)
)
, (3.49)
where we have used the reduced coordinate
u=
bmr
Re
. (3.50)
As a check on this formula, Baes & Gentile (2011) calculated the total luminosity of the
Se´rsic model for rational m by integrating the luminosity density over the entire space. To
obtain the results, they used the integration properties of the Meijer G-function, combined
with several applications of Gauss’ multiplication theorem. As a generalization of this
result, and as a nice example of the power of the Fox H-function, we calculate the total
luminosity from the general formula (3.49), i.e.
L= 4π
∫ ∞
0
ρ(r)r2 dr = 4m
√
πI0R
2
e
b2m
∫ ∞
0
H2,01,2
(
t
∣∣∣∣ (0,1)(0,2m),( 12 ,1)
)
dt. (3.51)
To evaluate this integral, recall that the Fox H-function is an inverse Mellin transform of
a combination of gamma functions. As a result, the Mellin transform of a Fox H-function
reads∫ ∞
0
Hm,np,q
(
z
∣∣∣∣ (a,A)(b,B)
)
zs−1 dz =
∏m
j=1 Γ(bj +Bjs)
∏n
j=1 Γ(1−aj−Ajs)∏q
j=m+1 Γ(1− bj−Bjs)
∏p
j=n+1 Γ(aj +Ajs)
.
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(3.52)
Applying this to (3.51) with s = 1, we obtain
L=
4m
√
πI0R
2
e
b2m
Γ(2m)Γ( 32 )
Γ(1)
=
πI0R
2
e Γ(2m+ 1)
b2m
, (3.53)
in agreement with the value obtained by integrating the surface brightness profile (3.46)
over the plane of the sky.
From the luminosity density, a number of other important quantities can be derived,
most importantly the cumulative luminosity profile L(r) and the gravitational potential
ψ(r),
L(r) = 4π
∫ r
0
ρ(r′)r′2 dr′. (3.54)
ψ(r) =Gϒ
∫ ∞
r
L(r′)dr′
r′2
, (3.55)
where ϒ is the mass-to-light ratio. Mazure & Capelato (2002) and Baes & Gentile (2011)
calculated these quantities for the Se´rsic model for integer and rational values of the Se´rsic
parameter, respectively, using the integration properties of the Meijer G-function. It is,
however, possible to calculate these properties for general m in an elegant way by directly
applying the integrations on the Mellin-Barnes integral form of the luminosity density. We
obtain for the cumulative luminosity profile
L(r) = 8m
√
πI0
∫ r
0
[
1
2πi
∫
C
Γ(2mx)Γ
( 1
2 +x
)
Γ(x)
(
bmr′
Re
)−2x
dx
]
r′ dr′
= 8m
√
πI0
1
2πi
∫
C
Γ(2mx)Γ
( 1
2 +x
)
Γ(x)
(
bm
Re
)−2x [∫ r
0
r′1−2x dr′
]
dx
= 4m
√
πI0 r
2 1
2πi
∫
C
Γ(2mx)Γ
( 1
2 +x
)
Γ(1−x)
Γ(x)Γ(2−x) u
−2xdx
=
4m
√
πI0R
2
e
b2m
u2H2,12,3
(
u2
∣∣∣∣ (0,1),(0,1)(0,2m),( 12 ,1),(−1,1)
)
. (3.56)
For the gravitational potential we find after a similar calculation
ψ(r) =
2m
√
πGϒI0Re
bm
uH2,12,3
(
u2
∣∣∣∣ (0,1),(0,1)(0,2m),(− 12 ,1),(−1,1)
)
. (3.57)
The formulae (3.49), (3.56) and (3.57) form a triplet of formulae that describe three impor-
tant spatial properties of the Se´rsic model in a compact way.
A straightforward way of checking these formulae is to look at the model that corre-
sponds to m = 12 . In this case, all components of the vectors A and B are equal to one,
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such that the Fox H-function reduces to a Meijer G-function. We find
ρ(r) =
I0
√
b√
πRe
u−1G2,01,2
(
u2
∣∣∣∣ 00, 12
)
=
I0
√
b√
πRe
e−u
2
, (3.58)
L(r) =
2
√
πI0R
2
e
b
u2G2,12,3
(
u2
∣∣∣∣ 0,00, 12 ,−1
)
=
πI0R
2
e
b
[
erfu− 2√
π
ue−u
2
]
, (3.59)
ψ(r) =
√
πGϒI0Re√
b
uG2,12,3
(
u2
∣∣∣∣ 0,00,− 12 ,−1
)
=
πGϒI0Re√
b
erfu
u
. (3.60)
These expressions can also be derived by substituting the intensity I(R) = I0 e−bR
2/R2e into
the expressions (3.47), (3.54) and (3.55) and directly evaluating the resulting integrals.
More generally, one can check that the formulae (3.49), (3.56) and (3.57) reduce to the
Eqs. (22), (40) and (44) of Baes & Gentile (2011) for rational values of m.
3.4.3 Explicit series expansions
While the expressions (3.49), (3.56) and (3.57) form an triplet of compact formulae that are
useful for analytical work, they are not readily useful to numerically evaluate the spatial
properties of the Se´rsic model. For rational values of m, the Fox H-functions reduce to
Meijer G-functions, and some numerical software packages have this function now imple-
mented. However, the numerical evaluation of Meijer G-functions with large parameter
vectors (which easily occurs in our case for rational values of m, as can be seen in Baes
& Gentile 2011), proves to be difficult, in particular in cases where second-order poles
are present in the integrand of the inverse Mellin transform. Moreover, for general values
of m, the expressions (3.49), (3.56) and (3.57) cannot be written in terms of the Meijer
G-function or any other special function, and we are not aware of any implementations in
numerical software that can evaluate general Fox H-functions.
In this subsection, we derive explicit series expansions for ρ(r), L(r) and ψ(r), which
both enable a numerical calculation and again highlight the power of Fox H-function as
a useful mathematical tool. Note that for all three profiles we find ∆ = 2m > 0, with ∆
defined in (3.9). This means that we can perform the integrations along the paths C2.
The form of the series expansions depends on the multiplicity of the poles of the gamma
functions Γ(bj +Bjs). For ρ(r) and L(r), the poles of these gamma functions are found at
−k1/2m and −1/2−k2 with k1 and k2 any natural number. The gamma functions corre-
sponding to the expression of the potential ψ(r) contain the same poles with an additional
pole at 1/2. The good news is that each pole can at most occur twice, the bad news is that
this happens quite often: for all integer m and rational m = p/q where the denominator q
of the fraction is odd, double poles do occur.
Let us first consider the case where m is non-rational or rational with an even denom-
inator. The gamma functions then have simple poles, so that the expansions are power
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series, given by Eq. (3.30). We find
ρ(r) =
2mI0 bm√
πRe
[
∞∑
k=1
Γ
( 1
2 − k2m
)
Γ
(− k2m) (−1)
k
k!
uk/m−1
2m
+
∞∑
k=0
Γ(−m−2mk)
Γ
(− 12 −k) (−1)
k
k!
u2k
]
, (3.61)
L(r) =
4m
√
πI0R
2
e
b2m
[
∞∑
k=1
Γ
( 1
2 − k2m
)
Γ
(− k2m) (−1)
k
k!
uk/m+2
k+ 2m
+
∞∑
k=0
2Γ(−m−2mk)
Γ
(− 12 −k) (−1)
k
k!
u2k+3
2k+ 3
]
, (3.62)
ψ(r) =
2m
√
πGϒI0Re
bm
[
∞∑
k=1
Γ
(− 12 − k2m)
Γ
(− k2m) (−1)
k
k!
uk/m+1
k+ 2m
+
∞∑
k=0
2Γ(m−2mk)
Γ
( 1
2 −k
) (−1)k
k!
u2k
2k+ 1
]
. (3.63)
Notice that the term k = 0 in the first sums is omitted, since the factors Γ(0) in the denom-
inator make those terms vanish. In fact, if m is a rational number p/q with q even, then the
terms in the first sums for which k = 0, p, 2p, . . . vanish; if p = 1, these first sums vanish
completely. A particularly interesting case is (again) m= 12 , where we find
ρ(r) =
I0
√
b√
πRe
∞∑
k=0
(−1)k
k!
u2k =
I0
√
b√
πRe
e−u
2
, (3.64)
L(r) =
4
√
π I0R
2
e
b
∞∑
k=0
(−1)k
k!
u3+2k
2k+ 3 =
πI0R
2
e
b
[
erfu− 2√
π
ue−u
2
]
, (3.65)
ψ(r) =
2
√
πGϒI0Re√
b
∞∑
k=0
(−1)k
k!
u2k
2k+ 1
=
πGϒI0Re√
b
erfu
u
, (3.66)
in agreement with formulae (3.58), (3.59) and (3.60).
When the Se´rsic index m is integer or rational with an odd denominator, two of the
gamma functions Γ(bj +Bjs) in ρ(r), L(r) and ψ(r) share some of their poles, and the
expansions of the Fox H-functions become logarithmic-power series of the form (3.
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we define k0 = (q+ 1)/2, one obtains after quite some algebra
ρ(r) =
2mI0 bm√
πRe

∞∑
k=1
kmodp6=0
Γ
( 1
2 − k2m
)
Γ
(− k2m) (−1)
k
k!
uk/m−1
2m
+
∞∑
k=0
(k+k0)modq 6=0
Γ(−m−2mk)
Γ
(− 12 −k) (−1)
k
k!
u2k − 1√
π
∞∑
k=0
(k+k0)modq=0
(−1)p
2m
(2k+ 1)!
(2km+m)!k!k!
(u
2
)2k
×
[
− ln
(u
2
)
+ ψ(k+ 1)+mψ(2km+m)−ψ(2k+ 1)
] , (3.67)
L(r) =
4m
√
π I0R
2
e
b2m

∞∑
k=1
kmodp6=0
Γ
( 1
2 − k2m
)
Γ
(− k2m) (−1)
k
k!
uk/m+2
k+ 2m
+
∞∑
k=0
(k+k0)modq 6=0
2Γ(−m−2mk)
Γ
(− 12 −k) (−1)
k
k!
u2k+3
2k+ 3−
u3√
π
∞∑
k=0
(k+k0)modq=0
(−1)p
2km+ 3m
(2k+ 1)!
(2km+m)!k!k!
(u
2
)2k
×
[
− ln
(u
2
)
+
1
2k+ 3 + ψ(k+ 1)+mψ(2km+m)−ψ(2k+ 1)
] , (3.68)
ψ(r) =
2m
√
πGϒI0Re
bm

∞∑
k=1
kmodp6=0
Γ
(− 12 − k2m)
Γ
(− k2m) (−1)
k
k!
uk/m+1
k+ 2m
+
2Γ(m)√
π
−
∞∑
k=0
(k+k0)modq 6=0
2Γ(−m−2mk)
Γ
(− 12 −k) (−1)
k
(k+ 1)!
u2k+2
2k+ 3 +
u2√
π
∞∑
k=0
(k+k0)modq=0
(−1)p
2km+ 3m
(2k+ 1)!
(2km+m)!k!(k+ 1)!
(u
2
)2k
×
[
− ln
(u
2
)
+
1
2k+ 2
+
1
2k+ 3 + ψ(k+ 1)+mψ(2km+m)−ψ(2k+ 1)
] . (3.69)
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In these expressions, we again used the digamma function (3.38). In ψ(r), the third term
2Γ(m)/
√
π corresponds with the residue of the pole 12 . Again, the terms in the first sums for
which k= 0, p, 2p, . . . vanish, and these first sums vanish completely if p= 1. On the other
hand, if q= 1, i.e. ifm is an integer value, the second sums vanish, since then the integrands
for ρ(r) and L(r) have no simple poles β2,k2 , while for ψ(r) only the pole
1
2 remains as
a single pole. On the crossroad of these two cases we have m = 1: for this model, both
the first and second sums in the expansions (3.67) - (3.69) vanish completely, apart from
a single term for the potential. Astrophysically, the Se´rsic model with m = 1 corresponds
to a model with an exponential surface brightness profile, often used for the description of
low-luminosity elliptical galaxies and pseudo-bulges. Baes & Gentile (2011) calculated the
luminosity density of the exponential model by directly deprojecting the surface brightness
profile and through its representation as a Meijer G-function. For the luminosity density
we get
ρ(r) =
I0 b
πRe
∞∑
k=0
1
k!k!
(u
2
)2k [
− ln
(u
2
)
+ ψ(k+ 1)
]
=
I0 b
πRe
K0(u), (3.70)
with Kν(z) the modified Bessel function of the second kind (Section 8.4 in Gradshteyn
& Ryzhik 1965). This expression is in agreement with equation (24) of Baes & Gentile
(2011). Similarly, we obtain for the cumulative luminosity
L(r) =
4I0R2e
b2
∞∑
k=0
8
(2k+ 3)k!k!
(u
2
)2k+3 [
− ln
(u
2
)
+
1
2k+ 3 + ψ(k+ 1)
]
=
2πI0R2e
b2
u
[
K2(u)L1(u)+K1(u)L2(u)− 43π uK1(u)
]
, (3.71)
with Lν(u) the modified Struve function (Section 8.5 in Gradshteyn & Ryzhik 1965). Fi-
nally, for the potential of the exponential model we get the expansion
ψ(r) =
4GϒI0Re
b
{
1−
∞∑
k=0
2
(2k+ 3)k!(k+ 1)!
(u
2
)2k+2
×
[
− ln
(u
2
)
+
1
2k+ 3 +
1
2k+ 2
+ ψ(k+ 1)
]}
=
2πGϒI0Re
b
[
K2(u)L1(u)+K1(u)L2(u)+
2
3π uK1(u)
]
. (3.72)
These last two expressions can also be obtained by substituting the luminosity density (3.70)
into the recipes (3.54) and (3.55).
3.4.4 Asymptotic behaviour
With all the explicit power series of Section 3.4.3 available, it is fairly straightforward
to examine the asymptotic behaviour of the spatial function of the Se´rsic model at small
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radii, generalizing the results of Baes & Gentile (2011). The density has the following rich
behaviour, depending on the value of m:
ρ(r)∼ I0 b
m
πRe
[
Γ(1−m) + 1
2
Γ(1−3m)u2
]
for 0 <m< 13 or m=
1
2 ,
(3.73a)
ρ(r)∼ I0 b
1/3
πRe
[
Γ
(
2
3
)
− 1
2
(
3ln
(u
2
)
+γ+
3
2
)
u2
]
for m = 13 , (3.73b)
ρ(r)∼ I0 b
m
πRe
[
Γ(1−m) +
√
π
2m
Γ
( 1
2 − 12m
)
Γ
(
1− 12m
) u1/m−1] for 13 <m< 1 and m 6= 12 ,
(3.73c)
ρ(r)∼ I0 b
πRe
[
− ln
(u
2
)
−γ
]
for m = 1, (3.73d)
ρ(r)∼ I0 b
m
√
πRe
1
2m
Γ
( 1
2 − 12m
)
Γ
(
1− 12m
) u1/m−1 for m> 1. (3.73e)
with again γ the Euler-Mascheroni constant. The luminosity behaves as
L(r)∼ 4I0R
2
e
3b2m Γ(1−m)u
3 for m< 1, (3.74a)
L(r)∼ 4I0R
2
e
3b2
[
− ln
(u
2
)
−γ+ 13
]
u3 for m = 1, (3.74b)
L(r)∼ I0R
2
e
b2m
2
√
π
2m+ 1
Γ
( 1
2 − 12m
)
Γ
(
1− 12m
) u1/m+2 for m> 1. (3.74c)
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Finally, the potential approaches r→ 0 as
ψ(r) ∼ GϒI0Re
bm
[
4Γ(1 +m)− 23 Γ(1−m)u
2
]
for m< 1,
(3.75a)
ψ(r) ∼ GϒI0Re
b
[
4 + 23
(
ln
(u
2
)
+γ− 56
)
u2
]
for m= 1,
(3.75b)
ψ(r) ∼ GϒI0Re
bm
[
4Γ(1 +m) +
√
π
2m+ 1
Γ
(− 12 − 12m)
Γ
(
1− 12m
) u1/m+1] for m> 1.
(3.75c)
If we set r = 0 in the expressions (3.75), we recover the central potential
ψ0 =
4GϒI0Re
bm
Γ(m+ 1), (3.76)
for every real value m> 0, in agreement with Eq. (12) of Ciotti (1991).
3.5 Analytical expressions for the Einasto model
3.5.1 Introduction
Einasto models (Einasto & Haud 1989) are closely related to Se´rsic profiles, so that we can
study their analytical properties in a similar way. Einasto profiles have gradually gained
popularity in the description of simulated dark matter haloes (Navarro et al. 2004 ; Merritt
et al. 2005 ; Merritt et al. 2006 ; Graham et al. 2006 ; Gao et al. 2008 ; Duffy et al. 2008 ;
Stadel et al. 2009 ; Navarro et al. 2010), as their central behaviour appears in some cases
to match high-resolution simulations more closely than double power-law models (which
we will study in the next chapters). Nevertheless, there is still tension with observations of
dwarf galaxies, which favour density profiles with a flat central core, a discrepancy known
as the cusp-core problem (see de Blok 2010 for a review).
Some aspects of the Einasto model have been presented by several authors (Mamon &
Łokas 2005 ; Cardone et al. 2005 ; Merritt et al. 2006 ; Dhar & Williams 2010). The most
complete study of the properties of the Einasto model is the work by Cardone et al. (2005),
who provide a set of analytical expressions for quantities such as the mass profile and grav-
itational potential and discuss the dynamical structure for both isotropic and anisotropic
cases. Nevertheless, the Einasto model has not been studied analytically as extensively as
the Se´rsic models, and several properties still have to be further investigated in more detail.
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The most important lacuna concerns the surface density on the plane of the sky, an im-
portant quantity that defines the lensing properties of a dark matter halo. Since gravitational
lensing is an important tool to investigate the differences between theory and observation,
we will also provide analytical formulae that describe the lensing properties of Einasto
models. We published these results as part of a collaboration (Retana-Montenegro et al.
2012), and in the following sections we will focus on our work within this study.
3.5.2 Analytical properties of the Einasto model
Spatial properties
The Einasto profile is characterized by a power-law logarithmic slope,
γ(r)≡−dlnρdlnr (r) ∝ r
1/n, (3.77)
with n, which we call the Einasto index, a positive number defining the steepness of the
power-law. Integrating leads to the general density profile
ρ(r) = ρs exp
{
−dn
[(
r
rs
)1/n
−1
]}
, (3.78)
where rs represents the radius of the sphere that contains half of the total mass, ρs is the
mass density at r = rs, and dn is a numerical constant that ensures that rs is indeed the
half-mass radius. Equivalently, we can write
ρ(r) = ρ0 exp
[
−
( r
h
)1/n]
. (3.79)
Here, we introduced the central density
ρ0 = ρs e
dn , (3.80)
and the scale length
h=
rs
dnn
. (3.81)
The total mass that corresponds with the Einasto density can be found as
M = 4πρ0h3nΓ(3n). (3.82)
If we use this formula to replace the central density ρ0 by the total mass M as a parameter
in the definition of the Einasto models, we get
ρ(r) =
M
4πh3nΓ(3n) e
−s1/n , (3.83)
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with
s = (dn)
n r
rs
=
r
h
. (3.84)
At small radii, the density profile behaves as
ρ(r) =
M
4πh3nΓ(3n)
(
1− s1/n+ · · ·
)
. (3.85)
The cumulative mass profile
M(r) = 4π
∫ r
0
ρ(r′)r′2 dr′, (3.86)
is then, for the Einasto density,
M(r) =M
[
1− Γ(3n,s
1/n)
Γ(3n)
]
, (3.87)
where Γ(α,x) is the incomplete gamma function,
Γ(α,x) =
∫ ∞
x
tα−1 e−t dt. (3.88)
Given the radius of the sphere that encloses half of the total mass, we find that dn is the
(numerical) solution of the equation
2Γ(3n,dn) = Γ(3n). (3.89)
The spherical gravitational potential can be calculated from Eq. (3.87)
ψ(r) =
∫ ∞
r
M(r′)
r′2
dr′, (3.90)
and we obtain the profile
ψ(r) =
GM
h
s−1
[
1− Γ(3n,s
1/n)
Γ(3n) +
sΓ(2n,s1/n)
Γ(3n)
]
. (3.91)
Evidently, the Einasto model has a finite potential well, given by
ψ0 =
GM
h
Γ(2n)
Γ(3n) . (3.92)
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Projected properties
The surface mass density of a spherically symmetric lens is given by integrating along the
line of sight of the 3D density profile:
Σ(R) = 2
∫ ∞
R
ρ(r) rdr√
r2−R2 . (3.93)
Inserting Eq. (3.79) into the above expression, we obtain
Σ(x) = 2ρ0h
∫ ∞
x
e−s
1/n
sds√
s2−x2 , (3.94)
where we have introduced the quantities x=R/h and s = r/h.
As discussed by Cardone et al. (2005) and Dhar & Williams (2010), the integral (3.94)
cannot be expressed in terms of elementary or even the most regular functions for all the
values of n. Only the central surface mass density can be evaluated analytically as
Σ(0) = 2nρ0hΓ(n) . (3.95)
This situation is very similar to the deprojection of the Se´rsic surface brightness profile. The
obvious similarity between these two cases invites us to apply the same Mellin transform
technique as for the Se´rsic profiles. We obtain
Σ(x) = 2n
√
πρ0hx
1
2πi
∫
C
Γ(2ny)Γ
(− 12 + y)
Γ(y)
[
x2
]−y dy. (3.96)
which can be written in the following compact form
Σ(x) = 2n
√
πρ0hx H
2,0
1,2
(
x2
∣∣∣∣ (0, 1)(0, 2n),(− 12 , 1)
)
. (3.97)
An important quantity for gravitational lensing studies is the cumulative surface mass den-
sity, i.e. the total mass contained in a infinite cylinder with radius R,
M (R) = 2π
∫ R
0
Σ(R′)R′ dR′. (3.98)
We find,
M(x) = 2nπ3/2ρ0h3x3H2,12,3
(
x2
∣∣∣∣ (− 12 , 1),(0, 1)(0, 2n),(− 12 , 1),(− 32 , 1)
)
. (3.99)
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Lensing properties
In the context of spherically symmetric lenses, the deflection angle of a gravitational lens
is defined as (Schneider et al. 1992)
α(x) =
2
x
∫ x
0
x′
Σ(x′)
Σcrit
dx′ = 2
x
∫ x
0
x′κ(x′)dx′, (3.100)
where
κ=
Σ(x)
Σcrit
, (3.101)
is the convergence and Σcrit is the critical surface mass density defined by
Σcrit ≡ c
2DS
4πGDLDLS
, (3.102)
with c the speed of light, G the gravitational constant, and DL, DS and DLS are the an-
gular distances from observer to lens, from observer to source, and from lens to source,
respectively. Evidently, the deflection angle is related to the integrated mass as
α(x) =
M(x)
πh2 Σcritx
. (3.103)
Introducing the central convergence, κc, a parameter that determines the lensing properties
of the Einasto profile,
κc ≡ Σ(0)Σcrit =
2ρ0hnΓ(n)
Σcrit
, (3.104)
we can write α(x) in the form
α(x) =
κc
√
π
Γ(n)
x2 H2,12,3
(
x2
∣∣∣∣ (− 12 , 1),(0, 1)(0, 2n),(− 12 , 1),(− 32 , 1)
)
. (3.105)
with a completely analogous behaviour as M(x) in Eq. (3.99).
The deflection potential ¯ψ(x) for a spherically symmetric lens is the integral of the
deflection angle
¯ψ(x) =
∫ x
0
α(x′)dx′. (3.106)
Inserting Eq. (3.99) into (3.106), we obtain again a result that can be re-expressed as a Fox
H-function
¯ψ(x) =
κc
√
π
2Γ(n) x
3H2,23,4
(
x2
∣∣∣∣ (− 12 , 1),(− 12 , 1),(0, 1)(0, 2n),(− 12 , 1),(− 32 , 1),(− 32 , 1)
)
. (3.107)
For other lensing properties of the Einasto profile, such as magnification and shear, we refer
to Retana-Montenegro et al. (2012).
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3.5.3 Explicit series expansions
The derivation of the series expansions for Σ(x), M(x) and ¯ψ(x) is completely analogous
to the Se´rsic case. We find ∆ = 2n> 0, so that we have to choose again the integration path
C2. Likewise, the form of the series expansion depends on the multiplicity of the poles of
the gamma functions Γ(bj +Bjs). These poles are −k1/2n and 1/2−k2, with k1 and k2
any natural number. We encounter again two cases:
Case 1: if n is either non-rational or a rational number p/q with an even denominator
(and p,q coprime), all poles are simple and the expansion is a power series (3.30),
Σ(x) = 2n
√
πρ0h
[
∞∑
k=1
Γ
(− 12 − k2n)
Γ
(− k2n) (−1)
k
k!
xk/n+1
2n
+
∞∑
k=0
Γ(n−2nk)
Γ
( 1
2 −k
) (−1)k
k! x
2k
]
, (3.108)
the mass is
M(x) = 2nπ3/2ρ0h3
[
−
∞∑
k=1
Γ
(− 32 − k2n)
Γ
(− k2n) (−1)
k
k!
xk/n+3
2n
+
∞∑
k=0
Γ(n−2nk)
Γ
( 1
2 −k
) (−1)k
(k+ 1)!
x2k+2
]
, (3.109)
and the deflection potential is
¯ψ(x) =
κc
√
π
2Γ(n)
[
−
∞∑
k=1
Γ
(− 32 − k2n)
Γ
(− k2n) (−1)
k
k!
xk/n+3
3n+k
+
∞∑
k=0
Γ(n−2nk)
Γ
( 1
2 −k
) (−1)k
(k+ 1)!
x2k+2
k+ 1
]
. (3.110)
Case 2: if n is integer or a rational number p/q with an odd denominator, some poles
are of second order, and the expansion is a logarithmic-power series (3.39). If we define
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k0 =
q−1
2 , then we obtain after some algebra,
Σ(x) = 2n
√
πρ0h
 ∞∑
k=1
kmodp6=0
Γ
(− 12 − k2n)
Γ
(− k2n) (−1)
k
k!
xk/n+1
2n
+
Γ(n)√
π
+
∞∑
k=1
(k+k0)modq 6=0
Γ(n−2nk)
Γ
( 1
2 −k
) (−1)k
k!
x2k
 + 2ρ0h ∞∑
k=0
(k+k0)modq=0
(−1)p (2k)!
(2nk−n)!k!k!
(x
2
)2k
×
[
− ln
(x
2
)
− 1
2k
+ ψ(k+ 1)+nψ(2nk−n)−ψ(2k−1)
]
, (3.111)
for the mass we find
M(x) = 2nπ3/2 ρ0h3x2
 − ∞∑
k=1
kmodp6=0
Γ
(− 32 − k2n)
Γ
(− k2n) (−1)
k
k!
xk/n+1
2n
+
Γ(n)√
π
+
∞∑
k=1
(k+k0)modq 6=0
Γ(n−2nk)
Γ
( 1
2 −k
) (−1)k
(k+ 1)!
x2k
 + 2πρ0h3x2 ∞∑
k=0
(k+k0)modq=0
(−1)p (2k)!
(2nk−n)!k!(k+ 1)!
(x
2
)2k
×
[
− ln
(x
2
)
− 1
2k
− 1
2k+ 2
+ ψ(k+ 2)+nψ(2nk−n)−ψ(2k−1)
]
, (3.112)
and the deflection potential becomes
¯ψ(x) =
κc
√
π
2Γ(n)
x2
 − ∞∑
k=1
kmodp6=0
Γ
(− 32 − k2n)
Γ
(− k2n) (−1)
k
k!
xk/n+1
3n+k
+
Γ(n)√
π
+
∞∑
k=1
(k+k0)modq 6=0
Γ(n−2nk)
Γ
( 1
2 −k
) (−1)k
(k+ 1)!
x2k
k+ 1

+
κc
2Γ(n)
x2
∞∑
k=0
(k+k0)modq=0
(−1)p (2k)!
(2nk−n)!(k+ 1)!(k+ 1)!
(x
2
)2k
×
[
− ln
(x
2
)
− 1
2k
+ ψ(k+ 2)+nψ(2nk−n)−ψ(2k−1)
]
. (3.113)
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For particular values of n, these series will simplify and reduce to more elementary func-
tions. Examples for simple cases like n = 1 and n = 1/2 are given in Retana-Montenegro
et al. (2012).
3.5.4 Asymptotic behaviour
The series expansions allow us to directly investigate the behaviour of Einasto models at
small radii. It follows that the central asymptotic behaviour of the surface density Σ(x)
depends on the value of n. If n< 1, we find the following expansion at small radii (x≪ 1)
Σ(x)∼ ρ0h
[
2Γ(n+ 1)+ Γ(1−n)x2] . (3.114)
If n= 1, then the expansion has the form
Σ(x)∼ ρ0h
[
2 +
(
2ln
( 1
2
)−1) x2 ] . (3.115)
Finally, if n > 1, the central surface density behaves as
Σ(x)∼ ρ0h
[
2Γ(n+ 1)−
√
π
n+ 1
Γ
(
n−1
2n
)
Γ
( 2n−1
2n
) x1+ 1n ] . (3.116)
The behaviour of the cumulative surface mass M(x) is more straightforward. At small
radii, we find the asymptotic expression
M(x)∼ 2πρ0h3 Γ(n+ 1)x2. (3.117)
The slope is not unexpected, given that the Einasto models have a finite central surface
mass density. The asymptotic behaviour of the Fox H-function at large radii is described
in Kilbas & Saigo (1999). We obtain the following expansions (x≫ 1)
Σ(x)∼
√
8nπρ0he−x
1/n
x1−
1
2n , (3.118)
and
M(x)∼ 4πρ0h3nΓ(3n) − 2(2πn)3/2ρ0h3 e−x
1/n
x3−
3
2n . (3.119)
3.5.5 Conclusions
As we demonstrated, the Fox H-functions are a powerful tool obtain analytical expression
for various quantities related to well-known theoretical models, in casu Se´rsic and Einasto
profiles. These expressions can be readily implemented in numerical codes for arbitrary-
precision calculations; moreover, they enable us to derive the asymptotic behaviour of these
functions in a straightforward manner, which is very helpful to understand their properties.
In the next chapter, we return to our dynamical modelling problem. As we said, our
aim is to construct a family of sophisticated yet analytically tractable DF components. The
Fox H-functions will prove invaluable for this task.
Chapter 4
A DF family of Fox H-components
We now have all the necessary mathematical tools to construct a family of
distribution functions, which will generate models with a very general 4-
parameter anisotropy profile. These DFs themselves form self-consistent Velt-
mann models, and will serve as base functions to build more general dynamical
models. The results in this chapter are published in Baes & van Hese (2007).
The specific DFs for the Plummer and Hernquist models were worked out by
M. Baes; the rest of the material was developed by the author.
4.1 Motivation
In Section 2.4, we outlined our method to construct DFs as linear combinations of base
components,F (E,L)=
∑N
i=1Fi(E,L), each of which have separable augmented densities
that generate the same a priori given anisotropy profile,
ρ˜i(ψ,r) = fi(ψ)g(r), (4.1)
β(r) =−1
2
dlng
dlnr (r). (4.2)
As we stated, the existing set of components (2.175) that was already implemented, is
not sufficiently general for our purposes. Indeed, we would like our base functions to be
capable of fitting a wide variety of gravitational systems. In particular, we wish to optimize
them to model the large family of double power-law densities, also referred to as the Zhao
models or αβγ-models (Hernquist 1990 ; Zhao 1996),
ρ(r) =
ρs
(r/rs)
γ0 (1 +(r/rs)η)
(γ∞−γ0)/η
. (4.3)
These densities have an central slope γ0, an outer slope γ∞, a transition rate η, a scale
radius rs and a factor ρs defined so that ρs = 2(γ∞−γ0)/ηρ(rs). With the auxiliary notation
χ =
(r/rs)
η
1 +(r/rs)η
, (4.4)
74 Chapter 4: A DF family of FoxH-components
we can write these densities in the form
ρ(r) = ρs
(
χ−γ0/η(1−χ)γ∞/η
)
, (4.5)
or in terms of the logarithmic slope,
γ(r) =−dlnρdlnr (r) =
γ0 +γ∞ (r/rs)
η
1 +(r/rs)η
= γ0(1−χ)+γ∞χ. (4.6)
The corresponding integrated mass can be easily calculated,
M(r) =
4π
η
ρsr
3
s Bχ
(
3−γ0
η
,
γ∞−3
η
)
, (4.7)
where we used the incomplete beta function
Bx(a,b) =
∫ x
0
ta−1(1− t)b−1 dt = xa
∞∑
n=0
(1− b)n
n!(a+n)
xn. (4.8)
As required, systems with γ∞ > 3 have a finite mass at infinite radius. In self-consistent
systems, the double power-law densities are, through Poisson’s equation, equivalent with
the gravitational potentials (Zhao 1996)
ψ(r) =
4πG
η
ρsr
2
s
[
rs
r
Bχ
(
3−γ0
η
,
γ∞−3
η
)
+B1−χ
(
γ∞−2
η
,
2−γ0
η
)]
. (4.9)
These potentials are thus analytically tractable; also note the condition 0 6 γ0 6 2. The
family encompasses a wide variety of profiles, including some of the best-known systems:
(γ0,γ∞,η) Name Reference
(0,5,2) Plummer sphere Plummer (1911)
(1,4,1) Hernquist profile Hernquist (1990)
(2,4,1) Jaffe profile Jaffe (1983)
(1,3,1) NFW profile Navarro et al. (1997)
(2− η,3 + η,η) α-profile Veltmann (1979)
(γ,4,1) γ-profile Dehnen (1993)
(1− η/2 +β0,3 + η,η) Dehnen-McLaughlin profile Dehnen & McLaughlin (2005)
More importantly, we wish to create base functions that generate observationally real-
istic anisotropy profiles. The logical choice is an extension of the profiles generated by the
generalized Plummer functions Eq. (2.176). The obvious generalization is
β(r) =
β0 +β∞ (r/ra)
2δ
1 +(r/ra)2δ
, (4.10)
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with 0 < δ 6 1. These profiles extend the anisotropies described in Eq. (2.171), as well as
the Cuddeford anisotropies (2.167). Furthermore, when combined with the density slopes
Eq. (4.6), they allow the construction of dynamical models where β(r) is a linear function
of γ(r); this occurs when η = 2δ and ra = rs. Numerical simulations have revealed that
dark matter haloes obey this striking relation (Hansen & Moore 2006), and it is one of the
key features of the dynamical models that we will create in Chapter 6.
To summarize, we want to construct separable augmented densities for which the DFs
can be computed analytically, yet are sophisticated enough to
1. generate the β(r) profiles of Eq. (4.10);
2. be able to model densities with either central cusps or cores;
3. be able to model systems with either finite or infinite extent;
4. be optimized to model the family of double power-law profiles of Eq. (4.3).
These requirements lead quite naturally to a family of base functions of the form
ρ˜(ψ,r) = ρ0
(
ψ−E0
ψ0−E0
)p[
1−
(
ψ−E0
ψ0−E0
)s ]q(
r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (4.11)
for ψ > E0, with
βδ =
β0−β∞
δ
. (4.12)
In other words, we have a separable system with
f(ψ) = ρ0
(
ψ−E0
ψ0−E0
)p [
1−
(
ψ−E0
ψ0−E0
)s]q
, (4.13)
g(r) =
(
r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (4.14)
with g(r) derived from (4.2) and (4.10). These functions have a normalizing factor ρ0 and
eight parameters: E0 = ψ(rmax) determines the extent, for a given potential ψ(r), p > 0
controls the behaviour at large radii, q 6 0 controls the inner slope (where we assume that
the potential is finite at the centre), s > 0 defines a transition rate between them, and the
four remaining parameters β0, β∞, δ and ra generate the anisotropy profile. Note that the
central behaviour of the density not only depends on q, but also on β0.
If the functions extend to infinity, i.e. E0 = 0, we have to ensure a finite total mass. On
the other hand, if E0 > 0, we impose that the corresponding DF is zero at the boundary
E = E0. This leads to the following conditions:
p+ 2β∞ > 3 if E0 = 0, (4.15)
p+β∞ > 3/2 if E0 > 0, (4.16)
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where the latter condition can be seen by inspection of the DF series expansion in Eq. (4.54)
in Section 4.2.2. Of course, one can trivially extend these augmented densities to more
general β(r) profiles by taking finite sums
g(r) =
n∑
j=1
cjgj(r), (4.17)
with cj positive constants and gj(r) of the form (4.14) but each with different parameter
values. We will not consider such extensions in the rest of this dissertation.
While the augmented densities (4.11) are particularly suitable to fit double power-law
profiles, they can be used without problems for other densities, as we will demonstrate in
Chapter 7.
In the following sections, we will derive the DF and moments that correspond with
these components. We start with a detailed calculation of the distribution function.
4.2 Derivation of the distribution function
4.2.1 Integral form
Let us first tackle the simpler function
ρ˜(ψ,r) = ρ0
(
ψ−E0
ψ0−E0
)p(
r
ra
)−2β0(
1 +
r2δ
r2δa
)βδ
. (4.18)
We have to consider several cases, depending on the parameter βδ.
Case 1: βδ is a natural number
First we consider the special case where βδ is zero or a natural number. Then the augmented
density is simply a finite sum of positive Fricke components Eq. (2.172),
ρ˜(ψ,r) = ρ0
(
ψ−E0
ψ0−E0
)p βδ∑
k=0
(
βδ
k
)(
r
ra
)−2β0+2kδ
, (4.19)
which leads immediately to
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 ( E−E0ψ0−E0
)p−3/2
×
βδ∑
k=0
(
βδ
k
)
Γ(1 +p)
Γ(1−β0 +kδ)Γ(p−1/2 +β0−kδ)
(
L2
2r2a (E−E0)
)−β0+kδ
, (4.20)
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for E > E0. This series is a special case of Eq. (4.54). It is clear that the conditions
(4.15) - (4.16) guarantee that all the gamma functions are positive, so that the entire DF is
nonnegative everywhere.
Case 2: βδ < 0
When βδ < 0 we can apply the Laplace-Mellin formalism: the connection between the
distribution function and the augmented density is given by Eq. (2.91),
L
E→ξ
M
L→λ
{F (E,L)}= 2
λ/2
M(2π)3/2
ξ(3−λ)/2
Γ
(
1− λ2
) L
ψ→ξ
{f(ψ)} M
r→λ
{g(r)} . (4.21)
Since the augmented density is a separable function of ψ and r, the transforms can be
calculated separately: we find
L
ψ→ξ
{(ψ−E0)p}=
∫ +∞
E0
e−ξψ(ψ−E0)p dψ = Γ(1 +p) e
−ξE0
ξ1+p
, (4.22)
and
M
r→λ
{g(r)} =
∫ +∞
0
rλ−1
(
r
ra
)−2β0(
1 + r
2δ
r2δa
)−(β∞−β0)/δ
dr,
=
rλa
2δ B
(
λ−2β0
2δ ,
2β∞−λ
2δ
)
, (4.23)
which is valid if we choose λ to lie in the convergence strip 2β0 < λ < 2β∞. Thus
L
E→ξ
M
L→λ
{F (E,L)}= ρ0
M(2π)3/2
Γ(1 +p)
(ψ0−E0)p ×
rλa
2δ
2λ/2
Γ
(
1− λ2
) B(λ−2β0
2δ
,
2β∞−λ
2δ
)
e−ξE0 ξ(1−λ)/2−p. (4.24)
The inversion of the Laplace transform is straightforward,
L
ξ→E
−1
{
e−ξE0 ξ(1−λ)/2−p
}
=
1
2πi
∫ ξ0+i∞
ξ0−i∞
eξ(E−E0) ξ(1−λ)/2−p dξ
=
(E−E0)p−(3−λ)/2
Γ
(
p− 1−λ2
) , (4.25)
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leaving us with the inversion of the Mellin transform,
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)δΓ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
M
λ→L
−1
12 Γ
(
λ−2β0
2δ
)
Γ
(
2β∞−λ
2δ
)
Γ
(
1− λ2
)
Γ
(
p− 1−λ2
) (2r2a (E−E0))λ/2
 , (4.26)
=
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)δΓ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
1
2πi
∫ s0+i∞
s0−i∞
Γ
(
s−β0
δ
)
Γ
(
β∞−s
δ
)
Γ
(
1− s)Γ(p− 12 + s)
(
L2
2r2a (E−E0)
)−s
ds, (4.27)
with s = λ/2 and s0 a real constant to be chosen such that the integral exists. At last, we
come to the point where we can put our tools of Chapter 3 to use. Indeed, we recognize in
the last equation a Fox H-function (3.4):
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)δΓ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
H
1,1
2,2
 L2
2r2a (E−E0)
∣∣∣∣∣∣
(
1− β∞δ , 1δ
)
,
(
p− 12 ,1
)
(
−β0δ , 1δ
)
,
(
0,1
)
 , (4.28)
or equivalently,
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)Γ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
H
1,1
2,2
( L2
2r2a (E−E0)
)δ ∣∣∣∣∣∣
(
1− β∞δ ,1
)
,
(
p− 12 ,δ
)
(
−β0δ ,1
)
,
(
0,δ
)
 . (4.29)
Even though the integration path of the inverse Mellin transform is normally defined as in
Eq. (4.27), the integration in the specific case of a Fox H-function can be performed along
three possible paths C, which are equivalent: if the integral converges for more than one of
these three paths, then the result is the same. If the integral converges for only one path,
then that is the only one to be considered. Using the definitions (3.9), which we will give a
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prime to avoid notational confusion, we have
α′ =
2
δ
−2, (4.30)
β′ = 1, (4.31)
∆′ = 0, (4.32)
δ′ =−p− 1
2
−βδ, (4.33)
So that the possible integration contours are
• a path C1 from −i∞ to i∞, such that the poles of Γ
(
s−β0
δ
)
lie on one side and
the poles of Γ
(
β∞−s
δ
)
lie on the other side. The convergence is absolute if δ < 1
or if δ = 1 and p− 12 + βδ > 0. Previous work showed that in addition, if δ = 1
and p+ 12 +βδ > 0 the integral is semi-convergent for L
2 6= 2r2a (E−E0) (Dejonghe
1986).
• a loop C2, starting and ending at−∞, that encircles the poles of Γ
(
s−β0
δ
)
once in the
positive direction and none of the poles of Γ
(
β∞−s
δ
)
. The integral then converges if
p− 12 +βδ > 0 and L2 < 2r2a (E−E0).
• a loop C3, starting and ending at +∞, that encircles the poles of Γ
(
β∞−s
δ
)
once in
the negative direction and none of the poles of Γ
(
s−β0
δ
)
. The integral then converges
if p− 12 +βδ > 0 and L2 > 2r2a (E−E0).
It can easily be seen that the convergence criterion for path C1 ensures a well-defined DF,
i.e. continuous and nonnegative. Indeed, in this case the contour is a line parallel to the
imaginary axis from s0− i∞ to s0 + i∞ with β0 < s0 < β∞. On this path, the real parts of
all the gamma functions are positive; this is trivial to see for Γ((s−β0)/δ), Γ((β∞−s)/δ),
and Γ(1− s). Furthermore, the conditions Eqs. (4.15) - (4.16) ensure that the real part of
p− 12 +s is positive if s0 is chosen sufficiently close to β∞. Hence, the distribution function
is again nonnegative everywhere.
Case 3: βδ > 0 and not a natural number
In the case of βδ > 0 and not a natural number, the Mellin transform does not exist. How-
ever, we can solve this problem by rewriting the augmented density in a similar way as
Eq. (4.19): defining n as the smallest natural number such that n > βδ, we obtain
ρ˜(ψ,r) = ρ0
(
ψ−E0
ψ0−E0
)p n∑
k=0
(
n
k
)(
r
ra
)−2β0+2kδ(
1 + r
2δ
r2δa
)βδ−n
. (4.34)
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For the individual terms the Laplace-Mellin formalism does apply, and the DF becomes
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)δΓ(n−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
n∑
k=0
(
n
k
)
1
2πi
∫
C(k)
Γ
(
s−β0
δ +k
)
Γ
(
β∞−s
δ +n−k
)
Γ
(
1− s)Γ(p− 12 + s)
(
L2
2r2a (E−E0)
)−s
ds. (4.35)
Now, it is easily observed that we can choose each of the integration paths C(k) to be
identical, as the contours C1, C2 or C3 defined above. Therefore, the summation can be
performed inside the integral. Using the Pochhammer symbol from Eq. (2.108) with its
properties
Γ(x+k) = (x)k Γ(x), and Γ(x−k) = (−1)k Γ(x)
(1−x)k , (4.36)
we find
n∑
k=0
(
n
k
)
Γ
(
s−β0
δ
+k
)
Γ
(
β∞− s
δ
+n−k
)
=
Γ
(
s−β0
δ
)
Γ
(
β∞− s
δ
+n
)
2F1
(
−n, s−β0
δ
,
s−β∞
δ
+ 1−n ;1
)
. (4.37)
Finally, with the identity
2F1(−n,b,c ;1) = (c− b)n
(c)n
, (4.38)
the equation for the distribution function also reduces to Eq. (4.28).
If the convergence criterion for path C1 is valid, then every contour C(k) can be taken
as a line sk − i∞ to sk + i∞ with β0− kδ < sk < β∞+ (n− k)δ. Following the same
reasoning as with βδ < 0, one can verify that the real part of the integrand is positive for
each k, so that the distribution function is once again well-defined.
4.2.2 A practical series expansion
For practical purposes, we would like to write these DFs in the form of series expansions.
Following Section 3.3, we can use the Residue Theorem on the paths C2 (if L2 < 2r2a (E−
E0) ) and C3 (if L2 > 2r2a (E −E0) ). Since these loops encircle gamma functions with
simple poles, the series follow immediately from Eqs. (3.30) and (3.31), and we obtain
(4.53) and (4.54), respectively.
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It is also instructive to examine the special case where δ is a rational number. It turns
out that the Fox H-functions then reduce to Meijer G-functions, which can be written as
sums of hypergeometric series. Indeed, if δ = mn , we can write
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 nΓ(1 +p)Γ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
1
2πi
∫
C
Γ
(− nmβ0 +ns)Γ( nmβ∞−ns)
Γ
(
1−ms)Γ(p− 12 +ms)
(
L2
2r2a (E−E0)
)−ms
ds. (4.39)
Now, using the multiplication formula for the gamma function
Γ(kx) = (2π)(1−k)/2kkx−1/2
k−1∏
l=0
Γ
(
x+
l
k
)
, (4.40)
we can write the integral in the form of a Meijer G-function (Gradshteyn & Ryzhik 1965):
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)Γ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
nn(β∞−β0)/m
(2π)n−mmp−1/2
G
n,n
m+n,m+n
((
L2
2r2a (E−E0)
)m ∣∣∣∣∣ a1 , . . . ,am+nb1 , . . . , bm+n
)
, (4.41)
with
ai =− i−1
n
+
m−β∞
m
for i= 1, . . . ,n,
an+i =
i−1
m
+
p−1/2
m
for i= 1, . . . ,m,
bi =
i−1
n
− β0
m
for i= 1, . . . ,n,
bn+i =− i−1
m
+
m−1
m
for i= 1, . . . ,m. (4.42)
Since for a general Meijer G-function
G
m,n
p,q
(
z
∣∣∣∣∣ a1 , . . . ,apb1 , . . . , bq
)
, (4.43)
with p= q and z,a,b real, the integral convergences for path C1 (Mathai 1993) if |argz|<
επ, with
ε=m+n− 1
2
(p+ q)> 0, (4.44)
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or if |argz|= επ > 0, with
ε=m+n− 1
2
(p+ q) = 0, and
q∑
i=0
bi−
p∑
i=0
ai <−1, (4.45)
we indeed obtain the conditions δ < 1 or δ = 1 and p− 12 +βδ > 0.
This Meijer G-function can be calculated as a sum of generalized hypergeometric func-
tions (Gradshteyn & Ryzhik 1965). For z < 1 the following equation is valid:
G
n,n
m+n,m+n
(
zm
∣∣∣∣∣ab
)
=
n∑
i=1
n∏
l=1
′
Γ(bl− bi)
n∏
l=1
Γ(1 + bi−al)
m+n∏
l=n+1
Γ(1 + bi− bl)
m+n∏
l=n+1
Γ(al− bi)
zmbi ×
m+nFm+n−1
(
1 + bi−a1, . . . ,1 + bi−am+n ;
1 + bi− b1, . . . ,∗, . . . ,1 + bi− bm+n ; (−1)m+nzm
)
, (4.46)
where the prime by the product symbol denotes the omission of the product when i = l,
and the asterisk in the hypergeometric function indicates the omission on the ith parameter.
Analogously, the equation for z > 1 reads
G
n,n
m+n,m+n
(
zm
∣∣∣∣∣ab
)
=
n∑
i=1
n∏
l=1
′
Γ(ai−al)
n∏
l=1
Γ(1 + bl−ai)
m+n∏
l=n+1
Γ(1 +al−ai)
m+n∏
l=n+1
Γ(ai− bl)
zm(ai−1) ×
m+nFm+n−1
(
1 + b1−ai, . . . ,1 + bm+n−ai ;
1 +a1−ai, . . . ,∗, . . . ,1 +am+n−ai ; (−1)m+nz−m
)
, (4.47)
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With the coefficients from Eq. (4.42), we obtain for L2 < 2r2aE,
G
n,n
m+n,m+n
((
L2
2r2a (E−E0)
)m ∣∣∣∣∣ab
)
=
n−1∑
i=0
n−1∏
l=0
′
Γ
(
l− i
n
)n−1∏
l=0
Γ
(
β∞−β0
m
+
l+ i
n
)
m−1∏
l=0
Γ
(
1−β0 + l
m
+
i
n
)m−1∏
l=0
Γ
(
p+β0−1/2 + l
m
− i
n
) ×
∞∑
j=0
n−1∏
l=0
(
β∞−β0
m
+
l+ i
n
)
j
m−1∏
l=0
(
1− p+β0−1/2 + l
m
+
i
n
)
j
n−1∏
l=0
(
1− l− i
n
)
j
m−1∏
l=0
(
1−β0 + l
m
+
i
n
)
j
×
(−1)(m+n)j
(
L2
2r2a (E−E0)
)−β0+iδ+mj
. (4.48)
Now, with the aid of the identities
Γ(x)Γ(1−x) = π
sin(πx)
, (4.49)
and
n−1∏
k=1
sin
(
kπ
n
)
=
n
2n−1
, (4.50)
we can simplify this expression to
G
n,n
m+n,m+n
((
L2
2r2a (E−E0)
)m ∣∣∣∣∣ab
)
=
n−1∑
i=0
∞∑
j=0
n−1∏
l=0
Γ
(
β∞−β0
m
+
l+ i+nj
n
)
n−1∏
l=0
Γ
(
1 + l
n
+
i+nj
n
) ×
1
m−1∏
l=0
Γ
(
1−β0 + l
m
+
i+nj
n
)m−1∏
l=0
Γ
(
p+β0−1/2 + l
m
− i+nj
n
) ×
(2π)n−1
n
(−1)i+nj
(
L2
2r2a (E−E0)
)−β0+iδ+mj
, (4.51)
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so that, using again Eq. (4.40), the distribution function reduces to
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 Γ(1 +p)Γ(−βδ)
(
E−E0
ψ0−E0
)p−3/2
×
n−1∑
i=0
∞∑
j=0
Γ
(
β∞−β0
δ + i+ jn
)
Γ(p+β0−1/2− iδ− jm)Γ(1−β0 + iδ+ jm)×
(−1)i+nj
Γ(1 + i+ jn)
(
L2
2r2a (E−E0)
)−β0+iδ+mj
. (4.52)
Finally, the double summation can be grouped into a single index k= i+nj, and we obtain
for L2 < 2r2a (E−E0),
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 ( E−E0ψ0−E0
)p−3/2
×
∞∑
k=0
(
βδ
k
)
Γ(1 +p)
Γ(1−β0 +kδ)Γ(p−1/2 +β0−kδ)
(
L2
2r2a (E−E0)
)−β0+kδ
. (4.53)
Similarly, for L2 > 2r2a (E−E0), we find
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2 ( E−E0ψ0−E0
)p−3/2
×
∞∑
k=0
(
βδ
k
)
Γ(1 +p)
Γ(1−β∞−kδ)Γ(p−1/2 +β∞+kδ)
(
L2
2r2a (E−E0)
)−β∞−kδ
. (4.54)
Although these expressions have been derived for rational values of δ, they remain valid for
any real value, since these functions are continuous in δ; indeed, as we mentioned above,
they follow directly from Eqs. (3.30) and (3.31).
4.2.3 Extension to systems with a central cusp
The set of power-law components presented in the previous subsection is very adequate to
fit a broad class of models. It is however, not fit to construct dynamical models for systems
that have a central density cusp and β0 6 0. For such systems, we need the general form
(4.11),
ρ˜(ψ,r) = ρ0
(
ψ−E0
ψ0−E0
)p [
1−
(
ψ−E0
ψ0−E0
)s]q(
r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (4.55)
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with q < 0. Fortunately, this generalization is trivial, since we can expand the q-dependent
factor as a power series,
ρ˜(ψ,r) = ρ0
∞∑
j=0
(−1)j
(
q
j
)(
ψ−E0
ψ0−E0
)p+js(
r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (4.56)
which is nothing more than a positive sum of terms that all have the form (4.18). Thus,
our condition q 6 0 is sufficient to obtain a well-defined DF, which we can write down
immediately,
F (E,L)=
ρ0
M
(
2π(ψ0−E0)
)3/2
∞∑
j=0
(−1)j
(
q
j
)
Γ(1 +p+ js)
δΓ(−βδ)
(
E−E0
ψ0−E0
)p+js−3/2
×
H
1,1
2,2
 L2
2r2a (E−E0)
∣∣∣∣∣∣
(
1− β∞δ , 1δ
)
,
(
p+ js− 12 ,1
)
(
−β0δ , 1δ
)
,
(
0,1
)
 , (4.57)
or explicitly,
F (E,L) =
ρ0
M
(
2π(ψ0−E0)
)3/2
∞∑
j=0
(−1)j
(
q
j
)
Γ(1 +p+ js)
(
E−E0
ψ0−E0
)p+js−3/2
×
∞∑
k=0
(
βδ
k
)
1
Γ(1−βk)Γ(p+ js−1/2 +βk)
(
L2
2r2a (E−E0)
)−βk
, (4.58)
with
βk =
{
β0−kδ for L2 < 2r2a (E−E0),
β∞+kδ for L2 > 2r2a (E−E0).
(4.59)
These DFs will diverge in the limit E→ ψ0, if q < 0. For practical implementations, the
double summation
∑
j
∑
k can be computed by changing the indices to
∑
l
∑
j+k=l. For
each value of l one then evaluates the inner summation, which consists of the l+ 1 terms
(j = 0,k = l), (j = 1,k = l− 1),. . ., (j = l,k = 0). The index l is increased until the total
(outer) sum alters by less than a required numerical error δF ; due to the double summation,
the computational time is an inverse quadratic function of δF .
4.2.4 Velocity moments
In order to derive the corresponding velocity moments, we develop g(r) in (4.55) into a
series expansion as well. This expansion must be split into two regimes:
ρ˜(ψ,r) = ρ0
∞∑
j=0
(−1)j
(
q
j
)(
ψ−E0
ψ0−E0
)p+js ∞∑
k=0
(
βδ
k
)(
r
ra
)−2βk
, (4.60)
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with
βk =
{
β0−kδ for (r < ra) or (r = ra and β0 > β∞),
β∞+kδ for (r > ra) or (r = ra and β0 < β∞).
(4.61)
When we plug this into the equations (2.106) for the augmented moments, we obtain
µ˜2n,2m(ψ,r) = ρ0
2m+n√
π
(ψ−E0)m+n
∞∑
k=0
(
βδ
k
)
Γ(m+ 1−βk)
Γ(1−βk)
(
r
ra
)−2βk
×
∞∑
j=0
(−1)j
(
q
j
)
Γ(n+ 1/2)Γ(1 +p+ js)
Γ(m+n+ 1 +p+ js)
(
ψ−E0
ψ0−E0
)p+js
. (4.62)
In particular, the radial second-order moment reduces to
µ˜2,0(ψ,r) = ρ0
(
r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ ∞∑
j=0
(−1)j
(
q
j
)
(ψ−E0)
1 +p+ js
(
ψ−E0
ψ0−E0
)p+js
,
(4.63)
and this allows us to derive the augmented velocity dispersions (2.152) and (2.153),
σ˜2r(ψ) =
(ψ0−E0)
s
(
ψ−E0
ψ0−E0
)p[
1−
(
ψ−E0
ψ0−E0
)s ]q
Bχ
(
1 +p
s
,1 + q
)
, (4.64)
σ˜2T (ψ,r) = 2
(1−β0)+ (1−β∞)(r/ra)2δ
1 +(r/ra)2δ
σ˜2r(ψ), (4.65)
where we used the incomplete beta function (4.8), and
χ=
(
ψ−E0
ψ0−E0
)s
. (4.66)
The radial velocity distribution (2.64) can be derived by calculating the integral (2.145).
We obtain
F˜vr (ψ,r,vr) =
ρ0√
2πM
1√
ψ0−E0
(
r
ra
)−2β0(
1 +
r2δ
r2δa
)βδ
×
∞∑
j=0
(−1)j
(
q
j
)
Γ(p+ js+ 1)
Γ(p+ js+ 1/2)
(
ψ−E0− v2r/2
ψ0−E0
)p+js−1/2
. (4.67)
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Note that this function is separable in r andψ−E0−v2r/2. To obtain the transverse velocity
distribution, we need to solve the integral (2.65) with the series expansion (4.58). We find
F˜vT (ψ,r,vT ) =
ρ0
M
vT
(ψ0−E0)
∞∑
j=0
(−1)j
(
q
j
)
Γ(1 +p+ js)
(
ψ−E0− v2T/2
ψ0−E0
)p+js−1
×
∞∑
k=0
(
βδ
k
)
1
Γ(1−βk)Γ(p+ js+βk)
(
r2
r2a
v2T /2
(ψ−E0− v2T/2)
)−βk
. (4.68)
As a sanity check, one can verify that indeed
ρ˜(ψ,r) =M
∫ √2(ψ−E0)
−
√
2(ψ−E0)
F˜vr (ψ,r,vr)dvr =M
∫ √2(ψ−E0)
0
F˜vT (ψ,r,vr)dvT . (4.69)
The velocity distributions Fvθ (r,vθ) and Fvϕ(r,vϕ) can be derived from FvT (ψ,r,vT ) by
the numerical integration (2.67). It is straightforward to check that for isotropic models
βδ = 0 they are identical to Fvr (ψ,r,vr).
Finally, the marginal distributions of E and L (2.48) - (2.49) become
F˜E(ψ,r,E) =
ρ0
M
√
ψ−E
(ψ0−E0)3/2
∞∑
j=0
(−1)j
(
q
j
)
Γ(1 +p+ js)
(
E−E0
ψ0−E0
)p+js−3/2
×
∞∑
k=0
(
βδ
k
)
1
Γ(3/2−βk)Γ(p−1/2 + js+βk)
(
r2
r2a
(ψ−E)
(E−E0)
)−βk
, (4.70)
and
F˜L(ψ,r,L) =
ρ0
M
L/r2
(ψ−E0)
∞∑
j=0
(−1)j
(
q
j
)
Γ(1 +p+ js)
(
ψ−E0−L2/2r2
ψ0−E0
)p+js−1
×
∞∑
k=0
(
βδ
k
)
1
Γ(1−βk)Γ(p+ js+βk)
(
1
r2a
L2/2
2(ψ−E0−L2/2r2)
)−βk
. (4.71)
Note that F˜L(ψ,r,L) is essentially the same as F˜vT (ψ,r,vT ), with L= rvT .
4.3 Self-consistent analytical models
At the beginning of this chapter, we claimed that the family of FoxH-components Eq. (4.11)
is particularly suited to generate the double power-law models. Before we use their full po-
tential with the QP-algorithm, we demonstrate our claim by showing that the individual
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components actually generate an important subfamily of the double power-law models, i.e.
there are self-consistent models such that
ρ(r) = ρ˜(ψ(r),r), (4.72)
with ψ(r) of the form Eq. (4.9), ρ(r) of the form Eq. (4.3), β(r) of the form Eq. (4.10)
and ρ˜(ψ,r) of the form Eq. (4.11). The existence of such analytical dynamical models is a
significant step forward in our quest for simple but realistic dynamical models that can e.g.
be used as a framework in which to initiate detailed numerical simulations.
4.3.1 A family of anisotropic Plummer models
One of the most obvious candidates is the Plummer sphere (Plummer 1911), as this model
has a rather straightforward potential-density pair
ψ(r) =
GMtot√
r2s + r
2
, (4.73)
ρ(r) =
3Mtot
4πr3s
(
1 + r
2
r2s
)−5/2
. (4.74)
This system, like all double power-law models, has infinite extent, so we have to setE0 = 0.
When we further combine these functions with the expressions (4.11) and (4.10), we obtain
the condition
3Mtot
4πr3s
(
1 + r
2
r2s
)−5/2
=
ρ0
(
1 + r
2
r2s
)−p/2[
1−
(
1 + r
2
r2s
)−s/2]q(
r
ra
)−2β0(
1 + r
2δ
r2δa
)−(β∞−β0)/δ
. (4.75)
A straightforward solution is obviously given by
ρ0 =
3Mtot
4πr3s
, (4.76)
p= 5, (4.77)
q = β0 = β∞ = 0, (4.78)
which yields the isotropic Plummer model, defined by
ρ˜(ψ) =
3Mtot
4πr3s
(
rsψ
GMtot
)5
. (4.79)
F (E) =
3
7π3 (GMtotrs)3/2
(
2rsE
GMtot
)7/2
. (4.80)
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Our goal, however, is to determine the most general subspace of the (E0,p,q,s,β0,β∞,δ,ra)
parameter space such that the condition Eq. (4.75) is satisfied for all r. In particular we aim
for a subspace of the parameter space that has no restrictions on β0 and β∞, such that we
obtain a family of dynamical models with an arbitrary anisotropy at small and large radii.
It is obvious from Eq. (4.75) that, in order to find non-trivial solutions, we have to set
E0 = 0, (4.81)
s = 2δ = 2, (4.82)
ra = rs. (4.83)
We then obtain the requirement
3Mtot
4πr3s ρ0
(
r2
r2s
)β0−q(
1 +
r2
r2s
)−5/2+p/2+q+β∞−β0
≡ 1. (4.84)
The left- and right-hand side are identical for all values of r if
ρ0 =
3Mtot
4πr3s
, (4.85)
p= 5−2β∞, (4.86)
q = β0. (4.87)
We now have constructed a general two-parameter family of self-consistent Plummer mod-
els with the augmented density profile
ρ˜(ψ,r) =
3Mtot
4πr3s
(
rsψ
GMtot
)5−2β∞
×[
1−
(
rsψ
GMtot
)2]β0(
r2
r2s
)−β0(
1 + r
2
r2s
)−(β∞−β0)
. (4.88)
From the condition q 6 0 it follows that the central anisotropy has to satisfy β0 6 0. This is
in fact a special case of the cusp slope-central anisotropy theorem of An & Evans (2006):
a model without a density cusp cannot have a radial velocity anisotropy in the centre. The
anisotropy at large radii can take any value β∞ 6 1. By construction, the anisotropy profile
of this family of models reads
β(r) =
β0 +β∞(r/rs)
2
1 +(r/rs)2
. (4.89)
Note that this β(r) is a linear function of the density slope
γ(r) = 5 r
2
r2s + r
2 . (4.90)
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The radial velocity dispersion profile can be written as
σ2r(r) =
GMtot
2rs
(
r2
r2s
)−β0(
1 + r
2
r2s
)5/2−(β∞−β0)
B r2s
r2s +r2
(3−β∞,1 +β0). (4.91)
At large radii, the radial velocity dispersion profile shows a r−1 behaviour for all values of
the parameters β0 and β∞,
σ2r(r) ∼
1
6−2β∞
GMtot
r
, (4.92)
The asymptotic behaviour at small radii is
σ2r(r) ∼

−GMtot
rs
1
1 +β0
r2
r2s
if β0 <−1,
GMtot
2rs
B(3−β∞,1 +β0)
(
r2
r2s
)−β0
if β0 >−1.
(4.93)
Except for the models that are isotropic in the centre, the radial velocity dispersions hence
always tend to zero at small radii. The asymptotic behaviour of the tangential velocity
dispersions σθ(r) = σϕ(r) follows immediately. At large radii we obtain
σ2θ(r) = σ
2
ϕ(r) ∼
1−β∞
6−2β∞
GMtot
r
, (4.94)
whereas at small radii
σ2θ(r) = σ
2
ϕ(r) ∼

−GMtot
rs
1−β0
1 +β0
r2
r2s
if β0 <−1,
1−β0
2
GMtot
rs
B(3−β∞,1 +β0)
(
r2
r2s
)−β0
if β0 >−1.
(4.95)
In the top panels of Fig. 4.1 we plot the radial and tangential velocity dispersions for
a set of anisotropic Plummer models. The three models in this figure all have the same
anisotropy β∞ = 12 at large radii, but a different central anisotropy. Apart from the radial
and transverse velocity dispersion, we also plot the line-of-sight velocity dispersion σlos(R)
on the plane of the sky, derived from Eq. (2.75). The distribution function for our set of
Plummer models can be written as
F (E,L) =
3
2(2π)5/2
1
(GMtot rs)3/2
∞∑
j=0
(−1)j
(
β0
j
)
Γ(6 + 2j−2β∞)
Γ(β∞−β0) ×(
rsE
GMtot
)7/2+2j−2β∞
H
(
−β0,β∞, 92 + 2j−2β∞,1;
L2
2r2sE
)
, (4.96)
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Figure 4.1 Top. Radial (red), tangential (green) and line-of-sight (blue) velocity disper-
sion profiles for three Plummer models with anisotropy values β0 and β∞ displayed in the
figures. Bottom. The distribution function of these models, represented by isoprobability
contours in turning point space. High values are indicated by red contours, low values by
yellow contours. In all plots, we have used normalized units with G=Mtot = rs = 1.
where the function H(a,b,c,d;x) is defined as (Dejonghe 1986)
H(a,b,c,d;x) =G1,12,2
(
x
∣∣∣∣ 1− b,ca,1−d
)
≡H1,12,2
(
x
∣∣∣∣ (1− b,1),(c,1)(a,1),(1−d,1)
)
, (4.97)
with Gm,np,q (x) the Meijer G-function. This H-function can conveniently be expressed as
H(a,b,c,d;x)=

Γ(a+ b)
Γ(c−a)Γ(a+d) x
a
2F1(a+ b,1 +a− c;a+d;x) if x < 1,
Γ(a+ b)
Γ(d− b)Γ(b+ c)
(
1
x
)b
2F1
(
a+ b,1 + b−d;b+ c; 1
x
)
if x > 1.
(4.98)
In the bottom panels of Fig. 4.1 we plot the DF as a contour plot in the turning point
space for the same models as the upper panels. The change in anisotropy from tangentially
anisotropic at small radii to radially anisotropic at large radii can easily be seen in the slope
of these contours.
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An interesting subset of models in our two-parameter family of Plummer models is the
one-parameter family with β0 = 0. These models are isotropic in the inner regions and
become anisotropic at large radii. Their augmented density is given by
ρ˜(ψ,r) =
3Mtot
4πr3s
(
rsψ
GMtot
)5−2β∞(
1 + r
2
r2s
)−β∞
. (4.99)
and in the expression for the distribution function (4.96) only the term corresponding to
j = 0 remains
F (E,L) =
3
2(2π)5/2
1
(GMtot rs)3/2
Γ(6−2β∞)
Γ(β∞)
×(
rsE
GMtot
)7/2−2β∞
H
(
0,β∞,
9
2
−2β∞,1; L
2
2r2sE
)
. (4.100)
This subfamily of our current set of Plummer models was already presented by Dejonghe
(1987). Most of the kinematical properties, including the projected properties such as dis-
persions and higher-order moments of the line profiles, can be calculated completely ana-
lytically.
4.3.2 A family of anisotropic Hernquist models
Another very popular and simple potential-density pair is the Hernquist model (Hernquist 1990),
defined by
ψ(r) =
GMtot
rs + r
, (4.101)
ρ(r) =
Mtot
2π
rs
r(rs + r)3
. (4.102)
Contrary to the Plummer model, this model has a central r−1 density cusp and a more
realistic r−4 behaviour at large radii. We can do the same exercise for the Hernquist model
as we did for the Plummer model. If we combine the potential-density pair (4.101) - (4.102)
with expressions (4.11) and (4.10), we obtain E0 = 0 and
Mtot
2πr3s
(
r
rs
)−1(
1 + r
rs
)−3
= ρ0
(
1 + r
rs
)−p
×[
1−
(
1 + r
rs
)−s]q(
r
ra
)−2β0(
1 + r
2δ
r2δa
)−(β∞−β0)/δ
. (4.103)
4.3 Self-consistent analytical models 93
Similarly as for the Plummer model, it is clear that we will only be able to find a general
non-trivial solution if we set
E0 = 0, (4.104)
s = 2δ = 1, (4.105)
ra = rs. (4.106)
This yields the equation
Mtot
2πr3s ρ0
(
r
rs
)−1−q+2β0(
1 +
r
rs
)−3+p+q+2β∞−2β0
≡ 1, (4.107)
from which we find
ρ0 =
Mtot
2πr3s
, (4.108)
p= 4−2β∞, (4.109)
q = 2β0−1. (4.110)
We have now defined a two-parameter family of self-consistent Hernquist models with
augmented density
ρ˜(ψ,r) =
Mtot
2πr3s
(
rsψ
GMtot
)4−2β∞
×(
1− rsψ
GMtot
)2β0−1( r
rs
)−2β0(
1 + r
rs
)−2(β∞−β0)
. (4.111)
The parameter β∞ can assume all values, whereas the central anisotropy β0 is limited to
β0 6 1/2, in agreement with the cusp slope-central anisotropy theorem of An & Evans
(2006). By construction, the anisotropy profile of this family of Hernquist models reads
β(r) =
β0rs +β∞r
rs + r
, (4.112)
which is again a linear function of the density slope
γ(r) =
rs + 4r
rs + r
. (4.113)
The radial dispersion profile reads
σ2r(r) =
GMtot
rs
(
r
rs
)1−2β0(
1 + r
rs
)3−2(β∞−β0)
B rs
rs+r
(5−2β∞,2β0). (4.114)
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At large radii, the radial velocity dispersion profile falls as r−1,
σ2r(r) ∼
1
5−2β∞
GMtot
r
, (4.115)
whereas the asymptotic behaviour at small radii is
σ2r(r) ∼

−GMtot
rs
1
2β0
r
rs
if β0 < 0,
GMtot
rs
B(5−2β∞,2β0)
(
r
rs
)1−2β0
if β0 > 0.
(4.116)
The radial velocity dispersion hence always disappears in the centre, except for the models
with the largest allowed central anisotropy (β0 = 1/2) where it reaches a finite value. For
the asymptotic behaviour of the tangential velocity dispersions σθ(r) = σϕ(r) at large radii
we obtain
σ2θ(r) = σ
2
ϕ(r) ∼
1−β∞
5−2β∞
GMtot
r
, (4.117)
whereas at small radii
σ2θ(r) = σ
2
ϕ(r)∼

GMtot
rs
β0−1
2β0
r
rs
if β0 < 0,
GMtot
rs
(1−β0)B(5−2β∞,2β0)
(
r
rs
)1−2β0
if β0 > 0.
(4.118)
The distribution function can most conveniently be written as a series of hypergeometric
functions
F (E,L) =
1
(2π)5/2
1
(GMtot rs)3/2
(
rsE
GMtot
)5/2−2β∞
×
∞∑
k=0
(
βδ
k
)
Γ(5−2β∞)
Γ
(
1−β0 + k2
)
Γ
( 7
2 −2β∞+β0− k2
) ( L2
2r2sE
)−β0+k/2
×
2F1
(
5−2β∞,1−2β0; 72 −β∞+
k
2
;
rsE
GMtot
)
(4.119)
if L2 < 2r2sE, and as
F (E,L) =
1
(2π)5/2
1
(GMtot rs)3/2
(
rsE
GMtot
)5/2−2β∞
×
∞∑
k=0
(
βδ
k
)
Γ(5−2β∞)
Γ
(
1−β∞− k2
)
Γ
( 7
2 −β∞+ k2
) ( L2
2r2sE
)−β∞−k/2
×
2F1
(
5−2β∞,1−2β0; 72 −2β∞+β0−
k
2
;
rsE
GMtot
)
(4.120)
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Figure 4.2 Top. Radial (red), tangential (green) and line-of-sight (blue) velocity dispersion
profiles for three Hernquist models with anisotropy values β0 and β∞ displayed in the
figures. Bottom. The distribution function of these models, represented by isoprobability
contours in turning point space. High values are indicated by red contours, low values by
yellow contours. In all plots, we have used normalized units with G=Mtot = rs = 1.
if L2 > 2r2sE. These sums only contain a finite number of terms if βδ is a positive integer
number, i.e. when (β0−β∞) is a positive integer or half-integer number. This particular
subset of models, in which the outer regions are always more tangentially anisotropic than
the central regions, has already been discussed by Baes & Dejonghe (2002).
In a similar manner as for the Plummer model, we plot in Fig. 4.2 the velocity disper-
sions and the distribution function for three Hernquist models with the same anisotropy β∞
but different anisotropy β0.
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4.3.3 Generalization to a family of anisotropic Veltmann
models
It is well-known that the Plummer and the Hernquist potential-density pairs can be gener-
alized to a one-parameter family of models characterized by
ψ(r) =
GMtot
(rηs + r
η)1/η
, (4.121)
ρ(r) =
(1 +λ)Mtot
4π
rηs
r2−η (rηs + r
η)2+1/η
. (4.122)
This potential-density pair was first described by Veltmann (1979) and is a special subset
(the α-models) of the general set of Zhao models (4.3). This potential-density pair has
regained much interest because it supports dynamical models that are hypervirial, i.e. in
which the virial relation is not only satisfied on a global but also on a local level (Evans &
An 2005 ; Iguchi et al. 2006 ; Sota et al. 2006). The parameter η, lying in the range 0 <
η 6 2, determines the slope of the central density cusp. We easily recognize the Plummer
model with η = 2 as the only core-density member of the family and the Hernquist model
as the model with η = 1.
We can now repeat the same exercise as for the Plummer and Hernquist models. After
a little bit of algebra, we find that the parameters
E0 = 0, (4.123)
ρ0 =
(1 + η)Mtot
4πr3s
, (4.124)
p= 3 + η−2β∞, (4.125)
q = 1 + 2(β0−1)
η
, (4.126)
s= 2δ = η, (4.127)
ra = rs, (4.128)
are the general solution for the condition of self-consistency. Notice that the initial con-
dition q 6 0 implies β0 6 1− η/2, which is again in correspondence with the cusp slope-
central anisotropy theorem (An & Evans 2006). In other words, for this family the condi-
tion q 6 0 is also necessary to yield physical models. In this manner we have constructed a
three-parameter family of dynamical models defined by the augmented density
ρ˜(ψ,r) =
(1 + η)Mtot
4πr3s
(
rsψ
GMtot
)3+η−2β∞
×[
1−
(
rsψ
GMtot
)η ]1+2(β0−1)/η(rη
rηs
)−2β0/η(
1 + r
η
rηs
)−2(β∞−β0)/η
. (4.129)
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This augmented density self-consistently supports the one-parameter potential-density pair
(4.121) - (4.122) and has by construction an anisotropy profile
β(r) =
β0r
η
s +β∞r
η
rηs + r
η , (4.130)
which varies smoothly from β0 in the centre towards β∞ at large radii. Once again, the
anisotropy is a linear function of the density slope
γ(r) =
(2− η)rηs +(3 + η)rη
rηs + r
η . (4.131)
The radial velocity dispersion can be written as
σ2r(r) =
GMtot
η rs
(
rη
rηs
)−1+2(1−β0)/η
×(
1 + r
η
rηs
)2+(1−2(β∞−β0))/η
B rηs
r
η
s +r
η
(
1 + 2(2−β∞)
η
,2− 2(1−β0)
η
)
. (4.132)
For general values of η, the distribution function cannot be simplified and should be taken
as in Eqs. (4.57) - (4.58) with the values (4.124) - (4.128). For rational values of η however,
distribution function simplifies to a sum of generalized hypergeometric functions. One such
case is the model with η = 1/2, for which we obtain the potential-density pair
ψ(r) =
GMtot(√
rs +
√
r
)2 , (4.133)
ρ(r) =
3Mtot
8π
√
rs
r3/2
(√
rs +
√
r
)4 . (4.134)
This model has a central density cups with a slope ρ(r) ∝ r−3/2, which has been obtained
by numerical simulations for dark matter haloes in a CDM cosmological model (Moore
et al. 1998).
This concludes our construction and analysis of our DF components. These provide a sig-
nificant extension of previously implemented DFs, and in principle they can be extended
even more (Lingam & Nguyen 2014). We now have all the necessary tools to use our mod-
elling technique in several applications, building general DFs as linear combinations of our
components, fitting given data sets. We will cover this work in the next three chapters: in
Chapter 5, we model Dehnen & McLaughlin (2005) dark matter haloes, in Chapter 6, we
study the global density slope – anisotropy inequality (GDSAI), and in Chapter 7, we exam-
ine the orbits of certain dwarf galaxies in the Fornax cluster and their link to ram-pressure
stripping.
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Part III
APPLICATIONS
Chapter 5
Dark matter haloes with universal
properties
With the DFs derived in the previous chapter, we now demonstrate that we
can construct dynamical models with very general anisotropy profiles, using
the quadratic programming algorithm described in Chapter 2. In particular, we
will construct self-consistent models with Dehnen-McLaughlin haloes. These
models are characterized by three ”universal” properties, commonly encoun-
tered in CDM simulations. The main results in this chapter are published in
Van Hese et al. (2009), but we will also include extra material; all the work
presented here has been carried out by the author.
5.1 Results from cosmological simulations
AsN -body simulations of cold dark matter haloes have become more detailed (see Springel
2005 for an overview), several common characteristics have emerged over a large range of
mass scales. We highlight three of these ”universal” properties.
Firstly, numerous cosmological studies revealed similar density profiles over several
orders of magnitude in halo mass. Many simulations (e.g. Dubinski & Carlberg 1991 ;
Crone et al. 1994 ; Navarro et al. 1996 ; Fukushige & Makino 1997 ; Carlberg et al. 1997 ;
Navarro et al. 1997 ; Moore et al. 1998 ; Moore et al. 1999 ; Jing & Suto 2000) hinted at
densities with a mild central cusp and an a ρ(r)∝ r−3 falloff at large radii, but more recent
studies showed that the central density slope does vary somewhat with halo mass, ranging
from no inner slope for galaxy-sized haloes to ∼ r−0.4 in cluster-sized haloes (Navarro
et al. 2010 ; Del Popolo 2010 ; Del Popolo 2012). Two types of profiles are widely used to
describe these densities: the Einasto models (Einasto & Haud 1989 ; Navarro et al. 2004 ;
Merritt et al. 2005 ; Gao et al. 2008 ; Stadel et al. 2009 ; see also Section 3.5) and the
double power-law profiles (also known as generalized NFW profiles, see citations above),
which are part of the Zhao family that we introduced in Eq. (4.3). The difference between
these two families however is minimal, especially outside the central region (An & Zhao
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2013). As we derived in the previous chapters the appropriate tools to describe the double
power-law profiles, one such model will be the focus of our modelling in the subsequent
sections.
A second relation was found by Taylor & Navarro (2001). These authors identified
that a particular ratio between the density and the (total) velocity dispersion, the quantity
Q(r) = ρ/σ3(r) (which has become known as the pseudo phase-space density), behaves as
a power-law over 2-3 orders of magnitude in radius inside the virial radius,
Q(r)∝ r−α. (5.1)
Other studies (e.g. Rasia et al. 2004 ; Ascasibar et al. 2004 ; Navarro et al. 2010 ; Ludlow
et al. 2010 ; Ludlow et al. 2011) have confirmed the scale-free nature of Q(r), and their
results indicate that its slope lies in the range α = 1.90± 0.05. This property is remark-
able since the density ρ(r) nor the velocity dispersion σ(r) separately show a power-law
behaviour. It should be noted though that Schmidt et al. (2008) called the universality of
this property into question, and suggested a more general ratio ρ/σεd(r), with dispersions
in other directions and with different powers ε.
Finally, the velocity anisotropy profiles β(r) of dark matter systems also evolve towards
a similar shape, steepening gradually from isotropic in the centre to radially anisotropic in
the outer regions. Hansen & Moore (2006) and Hansen & Stadel (2006) discovered a nearly
linear relation between the logarithmic density slope γ(r) and the velocity anisotropy pro-
file; they proposed the β−γ relation
β(γ)≃ 1−1.15(1 +γ/6). (5.2)
Why do dark matter haloes share these properties? How are they connected? Various ideas
have been proposed, such as phase mixing, violent relaxation (Lynden-Bell 1967 ; Kan-
drup et al. 2003), statistical mechanics (Hjorth & Williams 2010), radial orbit instabilities
(Henriksen 2007 ; Henriksen 2009), adiabatic contraction (Dalal et al. 2010), self-similar
collapse (Lapi & Cavaliere 2011 ; Alard 2013), and entropy effects (He 2012). But the puz-
zle remains unsolved. A popular approach to tackle the problem is to investigate whether
solutions of the Jeans equation (2.124) exist that encompass the observed properties of dark
matter haloes (e.g. Zait et al. 2008 ; Hansen et al. 2010). In a very interesting study, Dehnen
& McLaughlin (2005) analysed the anisotropic Jeans equation constrained by a slightly
different form of the pseudo phase-space density, namely Qr(r) = ρ/σ3r with σr(r) the ra-
dial velocity dispersion. They found a special solution, namely an analytical self-consistent
potential-density pair of the form (4.3) with an exactly linear β−γ relation. In other words,
their corresponding anisotropy profile is given by Eq. (4.10)
β(r) =
β0 +β∞(r/ra)
2δ
1 +(r/ra)2δ
, (5.3)
with ra = rs and 2δ = η, the same form for which we developed our DF components. These
Jeans models satisfy the three universal relations mentioned above, but they don’t provide
any additional information.
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With the QP-algorithm and the components derived in the previous chapter, we have
the tools to take the analytical study of dark matter systems a step further, i.e. to look for
full dynamical models that encompass the universal properties found in N -body simula-
tions. In concreto, we will construct DFs with a separable augmented density that generate
the spatial density and anisotropy profiles of the Dehnen-McLaughlin haloes with high ac-
curacy. Naturally, such dynamical models are an idealization; actual DM haloes are more
”grainy” than smooth DFs (Zemp et al. 2009), so we shouldn’t over-analyse these models.
Nevertheless, by mapping their orbital and velocity structure, we provide an additional way
to gain more insight into the properties of DM haloes.
It is also interesting to note that, just prior to our publication, Wojtak et al. (2008)
presented a similar approach to generate dynamical models for potential-density pairs with
a fairly general anisotropy profile. Instead of the augmented density, they proposed to
express the DF as a separable function of the form fE(E)fL(L), with
fL(L) = L
−2β0
(
1 + L
2
2L20
)β0−β∞
, (5.4)
a double power-law function with three parameters β0, β∞, and L0. Once their values
have been determined, they derive the function fE(E) from the observed density profile
by a numerical inversion. This technique yields a three-parameter anisotropy profile that
resembles Eq. (5.3), whereL0 has a similar role as ra, and a fixed transition rate 0.5<δ< 1.
The authors applied their method to an NFW density. This approach is slightly simpler
than ours, but it does have a caveat: they mention a bias towards too high kurtosis values,
indicating that three parameters are not sufficient to produce realistic models. The reason
is likely due to their transition rate, which is lower than that of an Osipkov-Merritt system,
but still higher than the δ ∼ 0.5 value found in simulations and observations (Mamon &
Łokas 2005). Our four-parameter anisotropy profiles, with δ as an extra free parameter, are
able to solve this problem.
5.2 The Dehnen-McLaughlin haloes
In the context of dark matter halo studies, the model derived by Dehnen & McLaughlin
(2005) is of particular interest. We summarize their main results in this section. Instead
of fitting a parametrized density profile to N -body simulations, they investigated the so-
lution space of the Jeans equation to search for models that explicitly obey the power-law
behaviour of the pseudo phase-space density. With the extra condition of a linear β− γ
relation they found a critical solution that satisfies the condition
ρ
σεr
(r) =
ρ
σεr
(rs)
(
r
rs
)−αcrit
, (5.5)
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with rs a scale radius. In the remainder of the chapter, we adopt the common value ε = 3
and use the notation
Qr(r) =
ρ
σ3r
(r). (5.6)
Dehnen & McLaughlin derived for this case the exponent
αcrit = η+
3
2
, (5.7)
η =
4−2β0
9 . (5.8)
The corresponding potential-density pair is part of the Zhao family (4.3) - (4.9), namely
ψ(r) =
GMtot
rs
1
η
B 1
1+xη
(
1
η
,
1−β0
η
+
1
2
)
, (5.9)
ρ(r) =
4 + η−2β0
8π
Mtot
r3s
x−γ0 (1 +xη)−(γ∞−γ0)/η , (5.10)
where x= r/rs, By(a,b) is the incomplete beta function, and
γ0 =
7 + 10β0
9 , (5.11)
γ∞ =
31−2β0
9 . (5.12)
The density can be equivalently written in terms of the slope γ(r), which has the same
elegant form as the velocity anisotropy profile β(r)
γ(r) =
γ0 +γ∞x
η
1 +xη
, (5.13)
β(r) =
β0 +β∞x
η
1 +xη
. (5.14)
Finally, the authors derived the corresponding velocity dispersions
σ2r(r) =
1
4 + η−2β∞
GMtot
rs
x−1
(
xη
1 +xη
)(γ∞−γ0)/η−2
, (5.15)
σ2θ(r) = σ
2
ϕ(r) =
1
2
σ2T (r) =
(
1−β(r))σ2r(r). (5.16)
To summarize, these haloes are determined by five parameters: the exponent in the pseudo
phase space density ε, two scaling constants i.e. the total mass Mtot and a scale-length rs,
and the asymptotic anisotropy parameters β0 and β∞. The authors also noticed the remark-
able property that the shape of the density profile (and hence the gravitational potential)
only depends on β0 and not on β∞.
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While the Dehnen-McLaughlin halo profiles are derived from theoretical considera-
tions, they also closely fit adequately galaxy-sized and certain cluster-sized haloes gener-
ated by N -body simulations (Diemand et al. 2005 ; Merritt et al. 2006). However, the den-
sity and velocity dispersions alone do not determine the complete dynamical state of dark
matter systems. In other words, these profiles need to be incorporated into self-consistent
dynamical models, described by nonnegative DFs.
5.3 The modelling technique
5.3.1 Quadratic programming
As we explained in Section 2.4, we will build our DFs as linear combinations of base
functions, selected from a parameter library of components
F (E,L) =
N∑
i=1
aiFi(E,L), (5.17)
with a corresponding separable augmented density of the form
ρ˜(ψ,r) =
N∑
i=1
ai fi(ψ)g(r). (5.18)
Consider the potential ψ(r) given by Eq. (5.9), the anisotropy profile β(r) stated by Eq.
(5.14) and a set of Ndata data points ρobs(rm), with m = 1, . . . ,Ndata, drawn from the den-
sity profile Eq. (5.10). To model these data, we thus first construct a library of Nlib base
functions of the form (4.55),
ρ˜i(ψ,r) = ρ0,i
(
ψ
ψ0
)pi(
1− ψ
si
ψsi0
)qi ( r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (5.19)
where the normalization constants ρ0,i are chosen such that the total mass of the compo-
nents is unity,
Mi = 4π
∫ +∞
0
ρ˜i(ψ(r),r)r
2 dr = 1. (5.20)
These functions extend to infinity, i.e. E0 = 0. The four parameters that determine the
anisotropy profile (5.3) are fixed, with β0 and β∞ to be chosen freely, and
ra = rs, (5.21)
2δ = η, (5.22)
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to match (5.14). Since all components have a priori the desired β(r), all that remains is
to fit the f(ψ)-part of these functions to the data extracted from the density (5.10). Our
library of base functions will therefore be constructed with three parameters pi, qi and si,
which respectively determine the asymptotic behaviour at infinity, the inner slope and the
transition rate between these two regions. They satisfy the conditions pi+2β∞ > 3, qi 6 0
and si > 0. For each component, we then calculate the corresponding densities in the given
data points,
ρi(rm) = ρ˜i
(
ψ(rm),rm
)
. (5.23)
The DFs are then built in N steps. In each successive step, the previous best-fitting set
is preserved and extended by adding the one component from the remaining library that
yields the most improvement of the fit, minimizing the quantity
χ2N =
1
Ndata
Ndata∑
m=1
wm
(
ρobs(rm)−
N∑
i=1
ai ρi(rm)
)2
, (5.24)
where we set wm = 1/ρ2obs(rm).
5.3.2 The library of components
Every given Dehnen-McLaughlin halo requires a specific component library. In particu-
lar, the parameters pi, qi are constrained by the potential. If we examine the asymptotic
behaviour of the Dehnen-McLaughlin potential (5.9) in more detail, we find
ψ(r) ∼ ψ0−ar(11−10β0)/9 + · · · for r→ 0,
ψ(r) ∼ r−1 for r→∞. (5.25)
Introducing these asymptotic expansions in the expression (5.19) we find for the inner and
outer slopes of the density
ρ˜i(ψ(r),r) ∼ r−2β0+qi(11−10β0)/9 for r→ 0,
ρ˜i(ψ(r),r) ∼ r−2β∞−pi for r→∞. (5.26)
Evidently, the parameters pi stipulate the density slope at large radii. Because the models
fall as r−γ∞ , no components can be used in the fitting routine that fall less rapidly. Using
Eq. (5.12), this puts a boundary on the pi,
pi >
31−2β0−18β∞
9 ≡ pmin(β0,β∞). (5.27)
Conversely, the density slope at small radii depends on the parameters qi. The density
diverges toward the centre as r−γ0 , and we cannot use components in the fitting routine
that have a steeper slope. Thus we obtain from Eq. (5.11)
qi >− 7−8β011−10β0 ≡ qmin(β0). (5.28)
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So if a fit to a halo has at least one component with parameter pmin and one with qmin, this
fit has the same slope as the given density at small and large radii.
Finally, the parameters si have a similar role as δ, in the sense that they control the
transition rate between the inner and outer density slopes. Their value can be chosen freely,
but we found that excellent results are obtained with a single fixed value
si ≡ 2δ = η, (5.29)
for all components. This is the same choice as the Veltmann models. It thus further facili-
tates the fitting process, leaving only pi and qi as free parameters, and it also simplifies the
computation of the DF components
Fi(E,L) =
ρ0,i
Mi(2πψ0)3/2
∞∑
j=0
(−1)j
(
qi
j
)
Γ(1 +pi+ jη)
(
E
ψ0
)pi+jη−3/2
×
∞∑
k=0
(
βδ
k
)
1
Γ(1−βk)Γ(pi+ jη−1/2 +βk)
(
L2
2r2aE
)−βk
, (5.30)
with βk given by Eq. (4.59).
5.4 Results
5.4.1 The minimization
Now that we have derived the necessary mathematical tools, we can present the results for
the Dehnen-McLaughlin haloes. Without loss of generality, we can work in dimensionless
units G = Mtot = rs = ra = 1, and we limit ourselves to ε = 3. Consequently, the models
are determined by the anisotropy parameters β0 and β∞. Although we are able to generate
models with arbitrary values for these parameters, realistic dark matter haloes are nearly
isotopic near the centre and radially anisotropic at large radii, so that we concentrate on six
representative models with β0 = 0 and β∞ = 0, 0.2, 0.4, 0.6, 0.8, 1. We verified that the
modelling procedure works equally well for models with non-zero values of β0. Finally, it
is evident from Eq. (5.8) that β0 = 0 sets the parameters si ≡ 2δ = η = 4/9.
As we demonstrated above, the very specific form of the base functions (5.19) simpli-
fies our QP-algorithm considerably for these models. Only the parameters pi and qi remain
to construct a library of components, and we have found that sets of only 30 components
are sufficient to extract excellent fits from. Recalling Eqs. (5.27) and (5.28), the parameters
pi take five values, ranging from pmin(0,β∞) to 10 or 12, depending on the model, and the
parameters qi take six values from qmin(0),−0.5,−0.4,−0.3,−0.15, 0. The minimum val-
ues for pi lie between pmin(0,0)≃ 3.444 and pmin(0,1)≃ 1.444, while qmin(0)≃ −0.636.
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Table 5.1. Components of the six QP-models: β∞ = 0, 0.2 and 0.4.
β∞ = 0.0 pi = 3.44, 4, 5, 7.5, 10 qi =−0.63, -0.5, -0.4, -0.3, -0.15, 0
a10,i 0.2047 −0.0380 −0.5411 1.6652 0.0414
−3.8806 0.1312 2.5207 −0.2684 1.1652
ρ0i 0.0053 1.9783 0.0009 2.5540 0.4890
3.0677 0.0384 3.6728 6.1920 0.0008
pi 4.0000 10.0000 3.4444 10.0000 7.5000
10.0000 5.0000 10.0000 10.0000 3.4444
qi −0.6364 −0.6364 0.0000 −0.5000 −0.6364
−0.4000 −0.6364 −0.3000 0.0000 −0.6364
χ2N 0.44×100 0.17×100 0.67×10−1 0.33×10−1 0.24×10−2
0.17×10−2 0.53×10−4 0.36×10−4 0.48×10−5 0.82×10−7
β∞ = 0.2 pi = 3.04, 4, 5, 7.5, 10 qi =−0.63, -0.5, -0.4, -0.3, -0.15, 0
a10,i −0.1534 15.5467 −0.0006 0.4549 −0.2707
74.2329 −88.6417 0.5880 −0.7724 0.0165
ρ0i 0.0238 0.0017 3.4087 4.4609 11.3269
0.0014 0.0015 8.6356 5.4102 0.9797
pi 4.0000 3.0444 10.0000 10.0000 10.0000
3.0444 3.0444 10.0000 10.0000 7.5000
qi −0.6364 0.0000 −0.6364 −0.5000 0.0000
−0.6364 −0.5000 −0.1500 −0.4000 −0.6364
χ2N 0.48×100 0.27×100 0.43×10−1 0.93×10−2 0.13×10−2
0.88×10−3 0.10×10−4 0.95×10−5 0.48×10−5 0.32×10−7
β∞ = 0.4 pi = 2.64, 4, 5, 8, 12 qi =−0.63, -0.5, -0.4, -0.3, -0.15, 0
a10,i 8.2375 −1.4318 −0.0467 0.2297 2.2705
−0.0111 0.1299 10.3097 −0.3108 −18.3771
ρ0i 0.0832 0.0032 10.9019 14.9246 0.0028
2.4301 23.3335 0.1015 18.6978 0.0934
pi 4.0000 2.6444 12.0000 12.0000 2.6444
8.0000 12.0000 4.0000 12.0000 4.0000
qi −0.6364 0.0000 −0.6364 −0.5000 −0.6364
−0.6364 −0.3000 −0.4000 −0.4000 −0.5000
χ2N 0.48×100 0.18×100 0.28×10−1 0.93×10−2 0.42×10−2
0.14×10−3 0.36×10−4 0.13×10−4 0.68×10−5 0.24×10−6
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Table 5.2. Components of the six QP-models: β∞ = 0.6, 0.8 and 1.
β∞ = 0.6 pi = 2.24, 3.5, 5, 8, 12 qi =−0.63, -0.5, -0.4, -0.3, -0.15, 0
a10,i 0.3552 2.0738 −0.0094 0.0086 16.3498
−17.4861 0.0731 −0.3019 −0.2109 0.1477
ρ0i 0.1222 0.0063 16.7922 23.2672 0.0053
0.0055 4.3156 0.1372 8.0592 10.5109
pi 3.5000 2.2444 12.0000 12.0000 2.2444
2.2444 8.0000 3.5000 8.0000 8.0000
qi −0.6364 0.0000 −0.6364 −0.5000 −0.6364
−0.5000 −0.6364 −0.5000 −0.3000 −0.1500
χ2N 0.44×100 0.15×100 0.18×10−1 0.67×10−2 0.31×10−2
0.16×10−4 0.13×10−4 0.10×10−4 0.17×10−5 0.20×10−6
β∞ = 0.8 pi = 1.84, 3, 5, 8, 12 qi =−0.63, -0.5, -0.4, -0.3, -0.15, 0
a10,i −0.0321 −6.1421 0.0008 −0.0013 24.5830
−100.0000 −0.0163 −0.0926 40.5233 42.1774
ρ0i 0.1791 0.0121 25.3820 35.5933 0.0101
0.0109 2.3877 0.2367 0.0105 0.0116
pi 3.0000 1.8444 12.0000 12.0000 1.8444
1.8444 5.0000 3.0000 1.8444 1.8444
qi −0.6364 0.0000 −0.6364 −0.5000 −0.6364
−0.4000 −0.3000 −0.3000 −0.5000 −0.1500
χ2N 0.40×100 0.11×100 0.11×10−1 0.46×10−2 0.22×10−2
0.66×10−5 0.26×10−5 0.13×10−5 0.47×10−6 0.24×10−6
β∞ = 1.0 pi = 1.44, 3, 5, 8, 12 qi =−0.63, -0.5, -0.4, -0.3, -0.15, 0
a10,i −5.2047 0.1086 62.6962 40.1800 −0.0002
0.0003 −96.6969 −0.1234 0.0273 0.0128
ρ0i 0.0192 2.9967 0.0201 0.0213 37.6938
44.2497 0.0207 3.7237 7.8118 0.8543
pi 1.4444 5.0000 1.4444 1.4444 12.0000
8.0000 1.4444 5.0000 5.0000 3.0000
qi −0.6364 −0.6364 −0.5000 −0.3000 −0.6364
0.0000 −0.4000 −0.5000 0.0000 −0.1500
χ2N 0.35×100 0.36×10−1 0.10×10−1 0.24×10−3 0.41×10−4
0.16×10−4 0.13×10−4 0.45×10−6 0.89×10−7 0.22×10−8
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Finally, we put additional constraints of the form (2.191) on the coefficients, namely
−100 6 ai 6 100, ∀i. (5.31)
These constraints are not necessary for the fitting, but they greatly reduce the computational
cost in the calculation of the DF. The reason for this is straightforward: if the components
are computed with numerical errors δiFi then the total numerical error of the DF is
δF (E,L)∼
N∑
i=1
|a|i δiFi(E,L). (5.32)
The higher the absolute values of the coefficients |a|i, the smaller the errors δiFi need to
be to obtain a given δF , which increases the computational time. Sensible boundary values
(5.31) enable efficient calculations of the DF, while maintaining satisfactory fits.
Naturally, the resulting DF also needs to be physical, i.e. nonnegative everywhere in
phase space. We found that all our DFs automatically satisfy this condition without impos-
ing explicit constraints.
For each model, we extracted Ndata = 25 values of the density ρobs(rm) (5.10), at radii
rm, distributed logarithmically between 10−3 rs and 104 rs. Evidently, this range is much
larger than the virialized region in N -body simulations, where the profiles are valid. This
larger range is therefore not intended to be realistic, but rather to demonstrate that our
models are accurate up to arbitrary distances. Furthermore, this makes it possible to create
discrete equilibrium systems from the DFs, by means of Monte Carlo simulators, that trace
very closely the Dehnen-McLaughlin haloes. After calculating the densities of every library
component at these radii ρ˜i(ψ(rm),rm) (5.19), we can perform the QP-procedure for the
six values of β∞, constructing iteratively the best-fitting linear combination (2.183).
Our results for the six models are displayed in Tables 5.1 and 5.2. Each header lists β∞
and the values of pi and qi of the 30 library components that are used for the construction of
the specific model. Below each header, the parameters of the subsequently selected fitting
functions are given, from 1 to 10, with corresponding values χ21 to χ210. The coefficients ai
are those of the final fit with 10 components. It can be checked that for each model
10∑
i=1
ai ≃Mtot = 1. (5.33)
Combining this result with Eqs. (5.32) and (5.31), it can be seen that if N = 10, the numer-
ical errors of the base functions δiFi need at most be a factor 103 smaller than a given error
δF , allowing efficient computations of the DF with sufficient accuracy.
The resulting χ2N values for each model are also displayed in Fig. 5.1. Evidently,
N = 10 components are more than sufficient to obtain very accurate dynamical models. As
an example, Fig. 5.2 shows the 10 individual components of the QP-model with β∞ = 0.4.
Although this fit has the highestχ210 of our set, its total density is a very close approximation
to the given data over the entire range in radius.
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Figure 5.1 The obtained χ2N for the six QP-models, explicitly as a function of the number
of components in the fit. The different curves correspond to β∞ = 0, 0.2, 0.4, 0.6, 0.8 and
1, with respective colours red, green, blue, magenta, cyan and yellow.
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Figure 5.2 The 10 individual components of the fitted density for the QP-model with β0 = 0
and β∞ = 0.4. Their sum is the QP-density (blue curve), fitting the 25 data points (blue
dots).
5.4.2 The velocity moments
Fig. 5.3 displays several moments for our six models, with 10 components. The top row
shows the density ρ(r), the pseudo phase-space density Qr(r) and the β−γ relation. Be-
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Figure 5.3 The most important moments for our set of representative models with 10 com-
ponents. Top row: the density ρ(r), the pseudo phase-space density Qr(r) and the β− γ
relation. Below each graph, the relative errors with respect to the theoretical profiles is
shown. Middle row: the radial velocity dispersion σr(r), the tangential velocity dispersion
σθ(r), and the anisotropy β(r), also with the relative errors. Bottom row: the radial kur-
tosis κr(r), the tangential kurtosis κθ(r), and fourth-order anisotropy β4(r). The models
and colouring are the same as in Fig. 5.1.
low each graph, we calculated the residual errors between the QP-fits and the theoretical
curves, i.e. for each profile f(r) we have
∆f(r) = fobs(r)− fQP(r)
fobs(r)
. (5.34)
As can be seen, the relative errors on the densities are less than 10−3 along 7 orders of
magnitude in radius, and the correct asymptotic slopes of the models ensure excellent fits
even beyond this range. The power-law trend of Qr(r) and the β− γ relations are also
reproduced very accurately with errors ∼ 10−3. Note that the small offset between the
pseudo phase-space density profiles for the different models is due to the dependence of σr
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on β∞.
In the central row, we display the velocity dispersion profiles σr(r), σθ(r) and the
anisotropies β(r). It is striking that, while these quantities were not used in the fit, the
deviations of these moments from the theoretical values are even smaller. Evidently, since
the models have the anisotropies (5.14) by construction, the β(r) profiles are exact, without
errors. Note also that all tangential velocity dispersion profiles σθ(r) intersect at a common
radius r = rs (9/11)1/η.
While the density and dispersions are defined by the Dehnen-McLaughlin haloes, the
higher-order moments are determined by the QP-models. The fourth-order moments, de-
rived from Eq. (4.62), allow us to derive the radial and tangential kurtosis,
κr(r) =
〈v4r〉
σ4r
(r)−3, (5.35)
κθ(r) =
〈v4θ〉
σ4θ
(r)−3, (5.36)
and the fourth-order anisotropy
β4(r) = 1− 〈v
4
θ〉
〈v4r〉
(r), (5.37)
Interestingly, as a result of the separable form of the augmented densities, we find that the
β4(r) profiles are only a function of the β(r),
β4(r) =
1
2
β(r)
(
3−β(r))+ 1
2βδ
(
β0−β(r)
)(
β∞−β(r)
)
. (5.38)
These profiles are shown in the bottom row of Fig. 5.3. We can use these kurtosis values to
get a general idea about the non-Gaussianity of the velocity distributions at a certain radius;
in the next section, we will show these distributions in full. Our radial kurtosis values are
very large in the centre, which indicates that the vr-distributions are significantly peaked
(leptokurtic) at small radii. The κr(r) curves decrease rapidly as a function of radius:
they reach zero at radii between 0.26-0.36 and become negative at larger radii, leading
to flat-topped (platykurtic) radial velocity distributions. This behaviour is in accordance
with N -body simulations (Kazantzidis et al. 2004 ; Wojtak et al. 2005). Clearly, the value
of β∞ has little influence on the radial kurtosis, as in the case of Qr(r). In contrast, the
tangential kurtosis κθ(r) curves do depend significantly on β∞. All vθ-distributions are
highly peaked at small radii. For β∞ < 0.4 the tangential kurtosis decreases to slightly
negative values, i.e. at larger radii the tangential velocity distributions become slightly flat-
topped. If β∞ > 0.4, the κθ(r) profiles reach a minimum value and increase again for
larger radii, in other words, the vθ distributions will be peaked at large radii for the radially
anisotropic models.
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Figure 5.4 The distributions of the velocities vr, vθ , vT , and the integrals E, L at different
radii: r = 0.01, 0.1, 1, 10, 100 (rows).
5.4.3 The distributions of the velocities and orbital inte-
grals
In Fig. 5.4, we show the full velocity distributionsFvr (r,vr), Fvθ(r,vθ), andFvT (r,vT ), de-
fined in (2.64), (2.67) and (2.65) respectively and calculated using the augmented functions
(4.67) and (4.68). The velocities at a given r have been normalized to vmax(r) =
√
2ψ(r).
We also display the orbital distributions FE(r,E) and FL(r,L), defined in (2.48) and
(2.49), and calculated from (4.70) and (4.71). These functions are plotted at five differ-
ent radii: r = 0.01, 0.1, 1, 10, 100; all the distributions have been normalized.
Inspection of Fvr (r,vr) and Fvθ (r,vθ) confirms the conclusions we reached based on
the kurtosis values alone: at small radii, both velocity distributions are sharply peaked.
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The vr then broadens as r increases, indicating that orbits with high vr (and thus high
eccentricity) become more prevalent. The vθ distribution also broadens as r approaches rs,
but as r further increases, the distributions narrow again somewhat, especially the models
with high β∞, which show a strong peak at large radii. It would be interesting to examine
more closely whether these distributions are in agreement with those found in simulations
(Hansen et al. 2006 ; Hansen & Sparre 2012).
When we look at the energy distributionsFE(r,E), we see that at large radii the models
with high radial anisotropy (β∞ > 0.6) show a peak towards Emax(r) = ψ(r), which is
the energy of a radial orbit with apocentre r; this is what we expect, as these models are
populated with highly eccentric orbits at their outskirts. Since those orbits have small
pericentres, they also contribute to the population of orbits near the centre. This must be
compensated by a higher abundance of low-energy orbits near the centre, for those models.
SinceL= rvT , the distributionsFvT (r,vT ) andFL(r,L) are essentially equivalent. Note
though that the y-axis for the former is logarithmic, while for the latter the x-axis is log-
arithmic. At small radii, the models with high radial anisotropy contain relatively more
circular orbits (vT or L large) than the other models. Near r = rs = 1, the orbital pop-
ulations become more similar in all models, while at large radii the distributions diverge
significantly: again, models with high values of β∞ are dominated by eccentric orbits at
their outskirts.
5.4.4 The distribution functions
The six top panels of Fig. 5.5 show the DFs F (E,L) of our radially anisotropic systems
with β0 = 0 and β∞ = 0, . . . ,1, expressed as logarithmic isoprobability contours and a
logarithmic colour gradient in the integral space, with L scaled to Ls, denoting the angular
momentum of a circular orbit with radius rs. All models are clearly physical, i.e. the DFs
are nonnegative everywhere. This means that the Dehnen-McLaughlin Jeans models can
indeed be realized by full dynamical models. Moreover, contrary to the Osipkov-Merritt
models, these functions fill the entire integral space. In the isotropic case, the contours are
horizontal (no dependence on angular momentum), and their orientation alters gradually
with increasing β∞ in an intuitive way, as orbits with high eccentricities (i.e. low angular
momentum) become more abundant.
Alternatively, we can express these DFs in (r−,r+) turning point space, with r− and
r+ the respective pericentres and apocentres of the particle orbits. These distributions are
shown by means of logarithmic contours in the bottom panels of Fig. 5.5. Because of the
central isotropy, the DFs are similar near the centre. However, the contours of orbits with
high apocentres become increasingly steeper functions of r− for larger anisotropies β∞. In
particular, the structure of the isotropic model is striking: the isoprobability contours are
equidistant to a high degree of accuracy. Consequently, along the lines of equal eccentricity
e=
r+− r−
r+ + r−
, (5.39)
the isotropic DF has (near) power-law profiles as a function of r− or r+.
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Figure 5.5 The phase space DFs of the six models, expressed as logarithmic isoprobability
contours in the integral space (top panels) and turning point space (bottom panels). The
contour lines are drawn at the same values for all DFs. The energy is scaled to the central
potential and the angular momentum is scaled to the angular momentum Ls of a circular
orbit at radius rs.
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Figure 5.6 The orbital DFs of the six models, expressed as logarithmic isoprobability con-
tours in the integral space (top panels) and turning point space (bottom panels). The contour
lines are drawn at the same values for all DFs. The energy is scaled to the central potential
and the angular momentum is scaled to the angular momentum Ls of a circular orbit at
radius rs.
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A closer inspection of all six models reveals that in fact all contours become nearly
equidistant for r− = r+. In other words, the distribution of circular orbits with radius r,
which we denote as Fc(r), follows closely a power-law. We show these profiles, as well as
their slopes, in Fig. 5.7. While the slopes do vary with radius, this variation is very small,
and for all models the slopes lie in the range 2.1-2.4. We stress that these features are not a
property of the individual components in our modelling library, but an actual characteristic
of the fits. It is unclear how to interpret these intriguing results, and a more systematic
study with different haloes and anisotropy profiles might unravel if this property is linked
to the linear β− γ relation, the power-law behaviour of Qr(r) or the density profiles. It
would also be very interesting to investigate these distributions in N -body simulations.
As we explained in Section 2.2.1, the DFs express the probability distributions of parti-
cles in phase space, but not in the integral space nor the turning point space. It is therefore
instructive to view the true orbital distributions N(E,L), given by Eq. (2.44), that describe
the likelihood to find an orbit with energy E and angular momentum L.
The results are displayed in the top panels of Fig. 5.6 as logarithmic isoprobability
contours and a logarithmic colour gradient in the integral space. Note that the contour
lines are almost parallel in the isotropic case with high probability for near-circular orbits.
For increasing β∞, the contours gradually become steeper functions of L. The number of
circular orbits (high L) with low binding energies E decreases, whereas the the number
of orbits with low E and intermediate L significantly increases. As a result, models with
β∞ > 0.5 form a saddle point in these regions.
Similarly, we can derive the orbital distributions in turning point space, N(r−,r+),
given by Eq. (2.50), which express the probability to find an orbit with pericentre r− and
apocentre r+. As shown in the bottom panels of Fig. 5.6, these functions are very regular,
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Figure 5.7 The phase space distribution of circular orbits for the QP-models, as a function
of the radius. These profiles follow closely a power-law behaviour. The bottom panel
shows the slowly changing slope as a function of the radius.
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Figure 5.8 The energy and angular momentum distributions of the six QP-models with 10
components. The angular momenta are scaled to the values Ls of a circular orbit with
radius rs. The models and grayscaling are the same as in Fig. 5.1.
with high probabilities near the centre, and an increasing number of eccentric orbits for
larger β∞.
5.4.5 The marginal distributions
We conclude the discussion of our Dehnen-McLaughlin DFs with an analysis of the mar-
ginal distributions. The differential energy and angular momentum distributionsN(E) and
N(L) are the integrals of the orbital distributions, given by Eqs. (2.46) - (2.47).
These curves are displayed in Fig. 5.8. The differential energy distributions are all
monotonously decreasing functions of E. It is striking that these profiles are almost iden-
tical, regardless of the anisotropy β∞. This result reinforces previous dynamical studies
(Binney 1982), and suggests that ρ(r), Qr(r) and κr(r) are linked to a universal differen-
tial energy distribution, independent of β∞, caused by the same physical processes.
In contrast, the angular momentum distributions depend on β∞, most notably for high
radial anisotropies. For increasing values of β∞, the fraction of orbits with low angular
momentum increases. Bullock et al. (2001) proposed a universal form for the integrated
angular momentum distribution in dark matter haloes M(L). Alternatively, Sharma &
Steinmetz (2005) found a differential distribution
Nss(L) =
1
Lad Γ(a)
La−1e−L/Ld . (5.40)
Our models indicate a similar profile, with a > 0.9, although the functions (5.40) fall
steeper than ours as L increases.
This concludes our dynamical modelling of dark matter haloes with Dehnen-McLaughlin
profiles. One of the characteristic properties of these models is the linear relation between
the density slope and the velocity anisotropy. This is a special case of a more general
property; indeed, it turns out that most spherical dynamical systems obey the so-called
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global density slope – anisotropy inequality, or GDSAI. With our mathematical tools, we
were able to give a complete analysis of this relation for systems with separable augmented
densities. This will be the topic of the next chapter.
Chapter 6
The global density slope –
anisotropy inequality
In this chapter, we investigate some theoretical properties of spherical dynam-
ical models, namely the relation between the density slope and the anisotropy
profile. Using the augmented density concept, we show that γ(r) > 2β(r) at
all radii, for separable systems with β0 6 1/2. In addition, we investigate the
consistency requirements of spherical models with separable augmented den-
sities. The results of this chapter are published in Van Hese et al. (2011) and
An et al. (2012); all the work presented here has been carried out by the author.
6.1 Introduction
Recalling the definition of the density slope and the velocity anisotropy profile
γ(r) =−dlnρdlnr (r), (6.1)
β(r) = 1− σ
2
θ(r)
σ2r(r)
, (6.2)
several theoretical studies addressed the question whether any general statements can be
made about the relation between these two quantities. It was found that systems with
a steeper density profile can support more radial anisotropy than flatter models. First,
An & Evans (2006) proved that the central inequality γ0 > 2β0 is a necessary condition
for a consistent spherical dynamical model (i.e. a nonnegative DF). More recently, Ciotti
& Morganti (2009), Ciotti & Morganti (2010a) and Ciotti & Morganti (2010b) showed
that γ(r) > 2β(r) at all radii (hereafter called the Global Density Slope – Anisotropy
Relation, GDSAI) is a necessary condition for consistency, if β0 6 1/2, in several fam-
ilies of dynamical models: multi-component Osipkov-Merritt systems (Osipkov 1979 ;
Merritt 1985), Cuddeford systems (Cuddeford 1991), Cuddeford-Louis models (Cudde-
ford & Louis 1995), the Plummer models of Dejonghe (1987), the Hernquist models of
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Baes & Dejonghe (2002), and the models we introduced in Baes & van Hese (2007) (see
Section 4.3). Their proof is based on the fact that all these models are characterized by hav-
ing a separable augmented density (see Section 2.3.2). They also noted that at that time no
counter-examples of the GDSAI were known, but remarked that in the case of Cuddeford
models with a central anisotropy β0 > 1/2 the GDSAI is only a sufficient condition, so that
possible counter-examples could be found in this range of values.
These results pose the question under which conditions the GDSAI holds for all spheri-
cal systems. In this chapter, we make advancements by providing a complete analysis of the
GDSAI for all well-behaved systems with a separable augmented density. This group in-
cludes all aforementioned models, as well as the hypervirial models of Evans & An (2005),
the γ-models of Buyle et al. (2007) and the Dehnen-McLaughlin systems discussed in
Chapter 5 and Van Hese et al. (2009), among others. First, we show that the GDSAI holds
for all separable systems, if β0 6 1/2, by proving an equivalent criterion formulated by
Ciotti & Morganti (2010b). In this manner, we extend their previous results. In fact, the
GDSAI is a special case of more general conditions.
Furthermore, we use our QP-algorithm to show that counter-examples of the GDSAI do
exist for separable systems with β0 > 1/2, in other words, we demonstrate that the GDSAI
is not a universal property. However, the velocity distributions of these models are extreme,
and all counter-examples are very likely dynamically unstable.
Recently, Barber & Zhao (2014) extended our results by constructing models with
non-separable augmented densities that also violate the GDSAI, even if β0 6 1/2. How-
ever, their systems have densities that increase for large radii, which is quite unrealistic
behaviour. This strengthens the impression that stable equilibrium systems do obey the
GDSAI.
In Section 6.2, we briefly repeat some aspects of spherical dynamical systems that we
will use for our proof in Section 6.3. Our analysis shows that the GDSAI is actually a
special case of more general constraints on the ψ-part of the separable augmented density.
In Section 6.4, we extend this study by deriving a full set of necessary and sufficient con-
ditions on the augmented densities for consistent separable models, which we simplify to a
set of sufficient consistency conditions.
6.2 Dynamical systems
Let us recall that from the DF, we can obtain the anisotropic velocity moments (2.59)
µ2n,2m(r) = 2πM
∫∫
F (E,L)v2nr v
2m+1
T dvr dvT . (6.3)
In particular, the density and the second-order moments are
ρ(r) = µ00(r), ρσ
2
r(r) = µ20(r), ρσ
2
T (r) = µ02(r), (6.4)
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and σ2T (r) = 2σ2θ(r). Spherical dynamical models satisfy the Jeans equation (2.124)
dρσ2r
dr (r)+
2β(r)
r
ρσ2r(r) = ρ(r)
dψ
dr (r), (6.5)
which can be written as
σ2r(r)(γ(r)−2β(r)+κ(r)) = v2c(r), (6.6)
with
κ(r) =−dlnσ
2
r
dlnr (r), v
2
c(r) =−r
dψ
dr (r). (6.7)
Evidently, it follows that
γ(r)−2β(r)+κ(r) > 0, ∀r. (6.8)
Ciotti & Morganti (2010a) and Ciotti & Morganti (2010b) showed that several systems
satisfy a stronger condition, the GDSAI
γ(r)−2β(r) > 0, ∀r, (6.9)
and they pose the question whether this condition holds for all spherical systems. Naturally,
the inequality is valid outside the radius r2 where γ(r2) = 2. It is also valid at r= 0, as was
proven by An & Evans (2006). In Section 2.3, we introduced the powerful framework of
augmented velocity moments µ˜2n,2m(ψ,r) as an equivalent way to describe gravitational
systems. In particular, we will consider the augmented density ρ˜(ψ,r),
ρ˜(ψ,r) = 2πM
∫ ψ
0
dE
∫ 2(ψ−E)
0
F (E,rvT )√
2(ψ−E)− v2T
dv2T . (6.10)
The strength of the augmented density framework lies in its direct connection to observ-
able quantities like the velocity moments. For instance, the augmented velocity dispersion
profiles are given by
σ˜2r(ψ,r) =
1
ρ˜(ψ,r)
∫ ψ
0
ρ˜(ψ′,r)dψ′, (6.11)
σ˜T
2(ψ,r) =
2
ρ˜(ψ,r)
∫ ψ
0
Dr2
[
r2 ρ˜(ψ′,r)
]
dψ′, (6.12)
where Dr2 denotes the derivative with respect to r2. The observed density and dispersions
are then simply recovered from
ρ(r) = ρ˜(ψ(r),r), (6.13)
σ2r(r) = σ˜
2
r(ψ(r),r), (6.14)
σ2T (r) = σ˜T
2(ψ(r),r), (6.15)
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and the density slope is
γ(r) =− r
ρ
∂ρ˜
∂r
(ψ(r),r)− r
ρ
dψ
dr (r)
∂ρ˜
∂ψ
(ψ(r),r). (6.16)
As remarked in the Introduction, Ciotti & Morganti have examined the GDSAI in several
systems with a separable augmented density, i.e. systems of the form
ρ˜(ψ,r) = f(ψ)g(r), 0 6 ψ 6 ψ0, (6.17)
with ψ0 = ψ(0) (for convenience, we will assume systems with infinite extent). For such
models, the dispersion profiles simplify to
σ˜2r(ψ) =
1
f(ψ)
∫ ψ
0
f(ψ′)dψ′, (6.18)
σ˜T
2(ψ,r) =
(
1 +
1
2
dlng
dlnr
)
2
f(ψ)
∫ ψ
0
f(ψ′)dψ′, (6.19)
and the velocity anisotropy profile of these systems has the simple form
β(r) =−1
2
dlng
dlnr (r). (6.20)
As we demonstrated in the previous chapters, this property provides a very elegant way to
construct dynamical models with a given potential, density and velocity anisotropy. Indeed,
separable systems are completely determined by ψ(r), ρ(r) and β(r), since g(r) is defined
by Eq. (6.20) and, by inverting ψ(r), the function f(ψ) follows from
f(ψ) =
ρ(r(ψ))
g(r(ψ))
. (6.21)
However, one still needs to verify whether the corresponding DF is nonnegative every-
where. Eq. (6.16) now reduces to
γ(r) =−dlngdlnr (r)−
dlnψ
dlnr (r)
dlnf
dlnψ (ψ(r)), (6.22)
so that we obtain
df
dψ (ψ(r)) =
f(ψ(r))
v2c(r)
(γ(r)−2β(r)) . (6.23)
In other words, as remarked by Ciotti & Morganti, the GDSAI
γ(r) > 2β(r), ∀r > 0, (6.24)
is for separable systems equivalent to the statement
df
dψ > 0, ∀ 0 6 ψ 6 ψ0. (6.25)
The question thus becomes whether this inequality is valid for all separable systems. In the
following section, we will prove that this is indeed the case, if β0 6 1/2.
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Following the reasoning of An & Evans (2006), we assume that any well-behaved DF can
be written in the form
F (E,L) = L−2β0
(
F0(E)+F1(E,L)
)
, (6.26)
with
F1(E,0)≡ 0, ∀ 0 6 E 6 ψ0. (6.27)
The functionL−2β0F0(E) in this Ansatz can be understood as the leading term of a Laurent
series expansion in L at L = 0. Towards the centre r→ 0, the DF is dominated by this
term, which has the form of a system with constant anisotropy (2.169). Consequently, the
central anisotropy of the entire model indeed equals β0. Since the DF has to be nonnegative
everywhere, it follows immediately that F0(E) > 0 ∀E is a necessary condition to obtain
a physically meaningful DF.
If we consider separable systems, the corresponding augmented density then has the
form
ρ˜(ψ,r) = f(ψ)r−2β0
(
1 + g1(r)
)
, with g1(0) = 0. (6.28)
By changing in Eq. (6.10) the integration variable vT to u2 = v
2
T
2(ψ−E) , the relation between
the augmented density and the DF (6.10) can be written as
ρ˜(ψ,r) = 2π21/2−β0r−2β0M
∫ 1
0
u−2β0√
1−u2 du
2×∫ ψ
0
(ψ−E)1/2−β0
(
F0(E)+F1
(
E,ru
√
2(ψ−E)
))
dE. (6.29)
In separable systems, it follows that
f(ψ) =
ρ˜(ψ,r)
g(r)
. (6.30)
Since the left-hand side of this equation is independent of the radius r, the right-hand side
does not depend on r either. The equality is therefore valid for all values r; in particular,
we can take the limit of r towards the centre,
f(ψ) = lim
r→0
ρ˜(ψ,r)
g(r)
= lim
r→0
r2β0 ρ˜(ψ,r). (6.31)
This property is the key element to prove the GDSAI when β0 6 1/2: using (6.27) and
(6.31), it follows from Eq. (6.29) that
f(ψ) = (2π)3/22−β0M Γ(1−β0)
Γ(3/2−β0)
∫ ψ
0
(ψ−E)1/2−β0 F0(E)dE. (6.32)
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Remarkably, the function f(ψ) thus only depends on F0(E) and β0. In other words, for
separable systems the function F1(E,L) has no influence on the GDSAI. Concrete ex-
amples of this behaviour are furnished in the systems considered by Ciotti & Morganti.
For instance, the equivalent function B(ψT) in Ciotti & Morganti (2010b) for generalized
Cuddeford systems does not depend on the anisotropy radius ra (see their Eq. (13)).
The value of β0 splits our further analysis into three cases: β0 < 1/2, β0 = 1/2, and
β0 > 1/2.
6.3.1 Proof for β0 < 1/2
If β0 < 1/2, the derivative of f(ψ) becomes
df
dψ (ψ) = (2π)
3/22−β0M Γ(1−β0)
Γ(3/2−β0)
[
lim
E→ψ
(ψ−E)1/2−β0 F0(E) +(
1
2
−β0
)∫ ψ
0
(ψ−E)−1/2−β0 F0(E)dE
]
. (6.33)
Let us examine the first term inside the brackets: if
lim
E→ψ
(ψ−E)1/2−β0 F0(E)> 0, (6.34)
then
lim
E→ψ
(ψ−E)−1/2−β0F0(E)∼ lim
E→ψ
(ψ−E)−a with a > 1, (6.35)
so that∫ ψ
0
(ψ−E)−1/2−β0F0(E)dE = +∞. (6.36)
In other words, if the limit is nonzero, then the integral in the second term becomes infinite,
and the condition (6.25) holds trivially. If on the other hand the limit term is zero, the
equation simplifies to
df
dψ (ψ) = (2π)
3/22−β0M Γ(1−β0)
Γ(1/2−β0)
∫ ψ
0
F0(E)
(ψ−E)1/2+β0 dE > 0, (6.37)
so again (6.25) holds, and the GDSAI is proven.
The above relation can be generalized further: if n= ⌊3/2−β0⌋ and α= 3/2−β0−n
are the integer floor and fractional part of 3/2−β0, then
dkf
dψk (ψ) = (2π)
3/22−β0M Γ(1−β0)
Γ(3/2−β0−k)×∫ ψ
0
(ψ−E)1/2−β0−kF0(E) > 0, 0 6 k 6 n, (6.38)
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so the inequalities
dkf
dψk (ψ) > 0, ∀ 0 6 ψ 6 ψ0, 0 6 k 6 n = ⌊3/2−β0⌋, (6.39)
are necessary conditions to obtain a separable system with a nonnegative DF. This extends
the results obtained by Ciotti & Morganti (2010a) for multi-component Cuddeford models.
The GDSAI is thus a special case of the more general requirements (6.38).
6.3.2 Proof for β0 = 1/2
When β0 = 1/2, Eq. (6.32) reduces to
f(ψ) = 2π2M
∫ ψ
0
F0(E) dE. (6.40)
The derivative is then simply
df
dψ (ψ) = 2π
2MF0(ψ) > 0, (6.41)
so evidently, the GDSAI is again a necessary condition for a physical dynamical model.
6.3.3 Counter-examples for β0 > 1/2
The proof is not applicable to systems with β0 > 1/2. Indeed, the derivative has the same
form as Eq. (6.33), but now the two terms inside the brackets are respectively +∞ and−∞
when F0(E)> 0, so their sum is undetermined. However, we can rewrite Eq. (6.32) using
integration by parts as
f(ψ) = (2π)3/22−β0M Γ(1−β0)
Γ(5/2−β0)
[
ψ3/2−β0 F0(0)+
∫ ψ
0
(ψ−E)3/2−β0 F ′0(E)dE
]
, (6.42)
where F ′0(E) denotes the derivative of F0(E). After differentiation, we then obtain
df
dψ (ψ) = (2π)
3/22−β0M
Γ(1−β0)
Γ(3/2−β0)
[
ψ1/2−β0 F0(0)+
∫ ψ
0
(ψ−E)1/2−β0 F ′0(E)dE
]
. (6.43)
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Figure 6.1 Three models for which the GDSAI does not hold: δ= 0.3 (red), δ= 0.6 (green),
and δ = 1.0 (blue). In the first panel, the density data points are also displayed.
Thus, separable systems with a monotonically increasing F0(E) (i.e. F ′0(E) > 0 ∀E),
satisfy the GDSAI. Again, this is an extension of the results for generalized Cuddeford
systems found by Ciotti & Morganti (2010b).
Yet, the GDSAI is no longer a necessary condition for a physical model, which raises
the question whether systems can be found for which the global inequality does not hold.
To this aim, we consider the potential-density pair
ψ(r) =
GMtot
(1 +
√
r)
2 , (6.44)
ρ(r) =
3M
8π
1
r3/2 (1 +
√
r)
4 , (6.45)
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with corresponding density slope
γ(r) =
3/2 + 7/2
√
r
1 +
√
r
, (6.46)
which is part of the family of Veltmann models that we studied in Section 4.3.3; this
potential-density pair was also discussed by Moore et al. (1998). If Mtot = M , then the
system is also self-consistent. For this pair, we construct physical DFs that generate our
four-parameter anisotropy profiles
β(r) =
β0 +β∞(r/ra)
2δ
1 +(r/ra)2δ
, (6.47)
with 0 < δ 6 1, so that
ρ˜(ψ,r) = f(ψ)
(
r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (6.48)
with
βδ =
β0−β∞
δ
. (6.49)
Yet this time, we are interested in models with a non-linear γ−β relation, so we put our
QP-machinery to work (Sections 2.4 and 5.3.1). In particular, we created models with
N = 12 components, fitting 25 density data points extracted from Eq. (6.45).
With this technique, we obtain several dynamical models with nonnegative DFs that
violate the GDSAI; three of them are shown in Fig. 6.1. All three share the anisotropy
parameters β0 = 0.75, β∞ = 1 and ra = 0.02, but have different values for δ: 0.3, 0.6 and
1.0 respectively; note that the latter is a Cuddeford-type model. For the model with δ = 0.3,
we find that γ(r) < 2β(r) for radii in the interval ]0,0.021], with a minimum around r =
0.0057 (note that the centre is a local maximum, for which γ0 = 2β0). In the model with
δ = 0.6, the γ−β relation reaches a local maximum around r = 0.0028, and the GDSAI
does not hold in the interval [0.019,0.061], with a minimum around r = 0.036. Finally the
largest γ− β fluctuations occur in the Cuddeford model (δ = 1), with a local maximum
around r = 0.0054, and a GDSAI violation within [0.019,0.100], with a minimum for
r = 0.044.
Evidently, we require rather extreme parameter values to obtain these (modest) vio-
lations, while maintaining nonnegative DFs. The central anisotropy β0 has to be high,
and the profile β(r) has to increase very rapidly. It is therefore safe to assume that the
self-consistent variants of these models are dynamically unstable. This can be seen from
the standard criterion for radial-orbit instability: 2Kr/KT = 2〈v2r〉/〈v2T 〉 = 5.45, 8.26 and
10.42 for the three models, which is much higher than the≃ 2 threshold for similar models
(see Merritt 1999 for an overview). Further evidence of dynamical instability is given by
the radial velocity distributions
Fvr (r) = 2πM
∫ √2ψ(r)−v2r
0
F (E,L)vT dvT . (6.50)
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As shown in the bottom row of Fig. 6.1, these profiles have two or three peaks at small
radii. These are indications of He´non instabilities (see Barnes et al. 1986 ; Merritt 1999).
In theory, if the systems are instead not self-consistent but embedded in a massive dark
matter halo, they might withstand these instabilities; however, one can safely argue that
such equilibrium systems are too extreme to arise in structure formation.
6.3.4 The inverse relation
Finally, we remark that the function F0(E) can be derived from f(ψ) by means of an Abel-
related inversion (see Eq. (2.168), and Cuddeford 1991 ; An & Evans 2006), which holds
for all values of β0 < 1,
F0(E) =
2β0
(2π)3/2MΓ(1−α)Γ(1−β0)
×(∫ E
0
dn+1f
dψn+1
dψ
(E−ψ)α +
1
Eα
dnf
dψn (0)
)
, (6.51)
where again n = ⌊3/2−β0⌋ and α= 3/2−β0−n are the integer floor and fractional part
of 3/2−β0. Thus the additional condition
dn+1f
dψn+1 (ψ) > 0, ∀ 0 6 ψ 6 ψ0, (6.52)
is sufficient to obtain a nonnegative F0(E). As Ciotti & Pellegrini (1992) and Ciotti &
Morganti (2010a) showed, this also implies that the entire DF F (E,L) is nonnegative in
the case of (generalized) Cuddeford systems. If fact, we can define the fractional derivative
(Samko et al. 1993)
dn+αf
dψn+α (ψ) =
1
Γ(1−α)
∫ ψ
0
dn+1f
dψ′n+1
dψ
(ψ−ψ′)α , (6.53)
so that the condition
dn+αf
dψn+α (ψ) > 0, ∀ 0 6 ψ 6 ψ0, (6.54)
together with (6.39), is necessary and sufficient for a nonnegativeF0(E), and a nonnegative
generalized Cuddeford DF. However, these conditions alone are not sufficient to guarantee
consistent DFs for all separable systems, since the behaviour of F1(E,L) might still lead
to negative values of the DF. In fact, there are also additional constraints on g(r), and we
will explore this in the next section.
The function F0(E) can be interpreted in various ways: it can be thought of as the
distribution of particles at purely radial orbits, as the distribution of particles at the centre,
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or as the energy distribution of the constant-anisotropy component of the DF. A remarkable
consequence is that, if a separable system has a given potential ψ(r) and density ρ(r), then
knowledge of F0(E) alone is sufficient to construct the complete DF of the system. Indeed,
we showed that F0(E) is equivalent to f(ψ), and in combination with ρ(r), the function
g(r) = ρ(r)/f(ψ(r)) can also be derived, determining the augmented density f(ψ)g(r)
and thus F (E,L).
The next step would be to investigate the GDSAI for general, non-separable spherical
models. One possible approach would be to consider a spherical systems as a linear com-
bination of separable systems. In fact, an analytic ρ˜(ψ,r) or F (E,L) can be written as a
double sum of power-law functions, by means of a two-dimensional Laurent series expan-
sion. An alternative approach would be to ask the following question: given a spherical
dynamical system with a given ψ(r) and a non-separable dynamical model that generates
ρ(r) and β(r), does there always exist a separable model with a nonnegative DF that gen-
erates the same density and anisotropy? If so, then then same GDSAI analysis applies as
presented here.
Recent work by Barber & Zhao (2014) indicates that the answer is no: they were able
to construct consistent non-separable systems with β0 6 1/2 that do violate the GDSAI.
However, the densities of their systems increase at large radii, so their models are not
physically realistic.
6.4 Conditions on the augmented density for a
consistent separable model
6.4.1 Consistency requirements
An essential requirement for a physical dynamical model is the nonnegativity of the DF
over the relevant phase space. In turn, this consistency requirement puts constraints on the
derived quantities, like the potential, density and velocity anisotropy. In other words, the
underlying DF determines the boundaries wherein the observable quantities can vary, and
which properties they should have to guarantee a physical model.
Our analysis of the GDSAI revealed a set of constraints on f(ψ) that are necessary for
a consistent model. An (2011) demonstrated that there are necessary conditions for g(r) as
well:
dmr2
(
r2mg(r)
)
> 0, ∀m. (6.55)
These conditions are however not sufficient. In this section, we will derive the full set of
necessary and sufficient conditions for consistent separable models. This set is too compli-
cated for practical purposes, but we will be able to simplify them into sufficient conditions.
We now pose the question: which constraints are the augmented moments subjected
to, in order to guarantee a nonnegative DF? This problem is related to the so-called Haus-
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dorff moment problem (Hausdorff 1921 ; Hausdorff 1921) in probability theory: consider a
function F (x) over a closed interval [0,h], with the sequence of moments1
µn =
∫ h
0
xnF (x)dx, (6.56)
then F (x) defines a nonnegative distribution if and only if the difference sequences satisfy
the equations
(−1)k∆kµn > 0, ∀ n,k > 0, (6.57)
with ∆ the difference operator defined as
∆kµn =
k∑
i=0
(
k
i
)
(−h)iµn+k−i =
k∑
j=0
(
k
j
)
(−h)k−j µn+j. (6.58)
In other words, we require that
µn > 0, (6.59)
−µn+1 +hµn > 0, (6.60)
µn+2−2hµn+1 +h2µn > 0, (6.61)
and so forth, for all n. We can apply this to the phase-space DF of a spherical gravitational
system.
6.4.2 Necessary and sufficient conditions
We showed in Section 6.3 that the constraints (6.39) and (6.54) are necessary to obtain a
corresponding nonnegative DF. Now, let us in addition assume that
dlf
dψl (ψ) > 0, 0 6 ψ 6 ψ0, 0 6 l 6 ⌊λ⌋, (6.62)
dλf
dψλ (ψ) > 0, (6.63)
where λ> 3/2−β0. We will also assume the boundary conditions
dlf
dψl (0) = 0, 0 6 l 6 ⌊λ⌋. (6.64)
Now consider the functions
F˜2m(ψ,r,vr) = 2πM
∫ √2ψ−v2r
0
F (E,L)v2m+1T dvT . (6.65)
1The original Hausdorff moment problem applies to distributions in the interval [0,1], but the extension to a
general upper bound h follows simply by changing the integration variables.
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Note that the function with m = 0 is the radial velocity distribution (up to the factor M ).
Also, the functions do not depend on ψ and vr separately, but only on the combination
u= ψ− v2r/2. (6.66)
We can thus write the above equation as
F˜2m(u,r) = πM
∫ 2u
0
F (u− v2T/2,r vT)v2mT dv2T . (6.67)
These functions can be expressed in terms of the velocity moments. Indeed,
µ˜0,2m(ψ,r) = 2
∫ √2ψ
0
F˜2m(ψ,r,vr)dvr (6.68)
=
∫ 2ψ
0
F˜2m(ψ,r,vr)
|vr| dv
2
r (6.69)
=
√
2
∫ ψ
0
F˜2m(u,r)√
ψ−u du. (6.70)
The last equation is evidently an Abel integral, which can be inverted to yield
F˜2m(u,r) =
1√
2π
∫ u
0
1√
u−ψ′ ∂ψ′ (µ˜0,2m(ψ
′,r))dψ′. (6.71)
With the aid of Eq. (2.151), this can be written for separable systems as
F˜2m(u,r) =
2m√
2πΓ(m)
dmr2(r
2mg)
∫ u
0
dψ′
∫ ψ′
0
(ψ′−ψ′′)m−1√
u−ψ′ dψ′′(f)dψ
′′, (6.72)
for m> 0. By changing the order of the integrations, we obtain
F˜2m(u,r) =
2m√
2πΓ(m)
dmr2(r
2mg)
∫ u
0
dψ′(f)dψ′
∫ u
ψ′
(ψ′′−ψ′)m−1√
u−ψ′′ dψ
′′ (6.73)
=
1√
πΓ(m+ 1/2)
dmr2(r
2mg)
∫ u
0
[
2(u−ψ)]m−1/2 dψ(f)dψ, (6.74)
which is also valid for m= 0. We can write this equation in a more general form using the
conditions (6.62) - (6.63) and the inversion of the fractional derivative (6.53)
f(ψ) =
1
Γ(λ)
∫ ψ
0
(ψ−ψ′)λ−1 dλψ′(f)dψ′ (6.75)
dψ(f) =
1
Γ(λ−1)
∫ ψ
0
(ψ−ψ′)λ−2 dλψ′(f)dψ′, (6.76)
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for λ> 1. When we plug this into (6.74) and again change the order of the integrations, we
get
F˜2m(u,r) =
2m−1/2√
πΓ(m+λ−1/2) d
m
r2(r
2mg)
∫ u
0
(u−ψ)m+λ−3/2 dλψ(f)dψ, (6.77)
which also holds if λ> 1/2. For fixed values of ψ, r and vr, the functionsF2m(u,r) are the
moments of the DF F (E,L) with respect to v2T . In other words, we can apply the Hausdorff
conditions to Eq. (6.67) with
x= v2T , (6.78)
F (x) = πM F (E,L), (6.79)
h= 2ψ− v2r = 2u. (6.80)
Thus, if and only if
(−1)k∆kF˜2m(u,r) > 0, ∀m,k > 0, (6.81)
then the DF is nonnegative everywhere. This leads to the following necessary and suffi-
cient conditions for the existence of a nonnegative DF, for spherical systems with separable
augmented densities
k∑
j=0
(−1)j
(
k
j
)
2m+k−1/2uk−j
Γ(m+ j+λ−1/2) d
m+j
r2
(
r2(m+j)g(r)
)
×
∫ u
0
(u−ψ)m+j+λ−3/2 dλψf(ψ) dψ > 0, (6.82)
for all k, m, and a fixed λ> 3/2−β0.
6.4.3 Sufficient conditions
Evidently, the general equations (6.82) are too complicated for practical purposes. We will
therefore look for more stringent yet simpler conditions for a nonnegative DF. We propose
the sufficient conditions
k∑
j=0
(−1)j
(
k
j
)
1
Γ(m+ j+λ−1/2) d
m+j
r2
(
r2(m+j)g(r)
)
> 0. (6.83)
Indeed, together with the constraints (6.62) - (6.63) on f(ψ), this implies Eq. (6.82), as can
be seen in the following way: we can write (6.83) in the form
k∑
j=0
(−1)j
(
k
j
)
µrm+j > 0, (6.84)
6.4 Conditions on the augmented density for a consistent separable model 135
with
µrm+j =
1
Γ(m+ j+λ−1/2) d
m+j
r2
(
r2(m+j)g(r)
)
. (6.85)
This means that the set {µrm} defines a moment sequence of some probability distribution
in the unit interval [0,1]:
µrm =
∫ 1
0
XmF r(X)dX. (6.86)
Now consider the conditions
k∑
j=0
(−1)j
(
k
j
)(
1− ψ
u
)j−k
µrm+j > 0, (6.87)
with ψ 6 u. This is the same moment sequence (up to a constant factor), but now for a
probability distribution in the interval [0,h], with
h=
u
u−ψ > 1. (6.88)
The corresponding probability distribution is simply the same F r(X), extended to the
larger interval [0,h] with a Heaviside step function:
µrm =
∫ h
0
XmF r(X)H(1−X)dX. (6.89)
In other words, Eq. (6.84) immediately implies Eq. (6.87). With additional factors and an
integration, we have∫ u
0
k∑
j=0
(−1)j
(
k
j
)
µrm+j2k+m−1/2uk−j(u−ψ)m+j+λ−3/2 dλψf(ψ)dψ > 0, (6.90)
which is nothing else than Eq. (6.82).
The sufficient conditions (6.83) can also be written into a more compact form. To this
aim, we list the following auxiliary formulae (An 2011):
xn+1
dn
dxn
(
xnf(x)
)
=
(
x2
d
dx
)n (
xf(x)
)
, (6.91)
dn
dxn f(x) =
(
−ω2 ddω
)n
f(ω−1) with ω = x−1, (6.92)
dixα
dxi =
Γ(α+ 1)
Γ(α+ 1− i)x
α−i, (6.93)
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where we used the operator(
x2
d
dx
)n
f(x) =
(
x2
d
dx
(
x2
d
dx · · ·
(
x2
df
dx (x)
)))
︸ ︷︷ ︸
n derivatives
. (6.94)
With x= r2 and ω = r−1, we find
k∑
j=0
(−1)j
(
k
j
)
x−m−j−1
Γ(m+ j+λ−1/2)
(
x2
d
dx
)m+j (
xg(x)
)
> 0, (6.95)
and
k∑
j=0
(−1)m
(
k
j
)
ωm+j+1
Γ(m+ j+λ−1/2) d
m+j
ω
(
g(ω−1)
ω
)
> 0. (6.96)
Multiplying by Γ(m+k+λ−1/2)ωλ−5/2 gives
(−1)m
k∑
j=0
(
k
j
)
Γ(m+k+λ−1/2)
Γ(m+ j+λ−1/2)ω
m+j+λ−3/2 dm+jω
(
g(ω−1)
ω
)
> 0, (6.97)
and now we recognize Eq. (6.93), with i= k− j and α=m+k+λ−3/2. In other words,
(−1)m
k∑
j=0
(
k
j
)
dk−jω
(
ωm+k+λ−3/2
)
dm+jω
(
g(ω−1)
ω
)
> 0, (6.98)
which is nothing more than the Leibniz derivation rule:
(−1)m dkω
[
ωm+k+λ−3/2 dmω
(
g(ω−1)
ω
)]
> 0, (6.99)
which is also equivalent to
(−1)k
(
x2
d
dx
)k [
x−m−k−λ+3/2
(
x2
d
dx
)m (
xg(x)
)]
> 0, (6.100)
and finally, using Eq. (6.91) twice, we get the compact formula
(−1)k dkx
[
x3/2−λ dmx
(
xm g(x)
)]
> 0, (6.101)
for all k,m (where we omitted the factor xk+1). This means that for each m, the functions
x3/2−λ dmx
(
xm g(x)
)
are completely monotonic. According to the Haussdorff-Bernstein-
Widder theorem (Bernstein 1928), this implies that each of these functions can be written
as the Laplace transform of a nonnegative function. This property was further explored in
An et al. (2012).
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6.5 Explicit formulae
To summarize, we found a set of sufficient consistency requirements
dlf
dψl (ψ) > 0, 0 6 ψ 6 ψ0, 0 6 l 6 ⌊λ⌋, (6.102)
dλf
dψλ (ψ) > 0, (6.103)
(−1)k dkx
[
x3/2−λ dmx
(
xm g(x)
)]
> 0, (6.104)
for all k, m, and with λ> 3/2−β0. Note that the constraints on f and g are coupled. Also,
we recover the necessary constraints (6.55) discussed in An (2011) as the k = 0 case.
The conditions (6.83) or (6.101) put rather complicated constraints on g(r). To gain
more insight into them, we will look at some examples. First, let us consider models with
a constant anisotropy, so that g(r) = r−2β0 . Then we require
k∑
j=0
(−1)j
(
k
j
)
1
Γ(m+ j+λ−1/2) d
m+j
r2
(
r2(m+j−β0)
)
> 0, (6.105)
so that
r−2β0
k∑
j=0
(−1)j
(
k
j
)
(1−β0)m+j
Γ(m+ j+λ−1/2) > 0, (6.106)
which leads to
r−2β0(1−β0)m
Γ(m+λ−1/2) 2F1(−k,1−β0 +m,m+λ−1/2;1)=
r−2β0(1−β0)mΓ(k+λ+β0−3/2)
Γ(k+m+λ−1/2)Γ(λ+β0−3/2) > 0. (6.107)
Since λ> 3/2−β0, the inequality indeed holds, as expected. Now, let us examine the low-
order conditions for general β(r). As stated above, the case k = 0 leads to the necessary
conditions (6.55). Furthermore, we find:
k = 1,m = 0 : β(r)+λ−3/2 > 0, (6.108)
k = 1,m = 1 : r
2
dβ
dr +(1−β)(β+λ−3/2) > 0, (6.109)
k = 2,m = 0 : − r
2
dβ
dr +(β+λ−1/2)(β+λ−3/2) > 0. (6.110)
Evidently, the first inequality can fail for anisotropy profiles where β0 > β∞. However,
every inequality will contain a positive term in λk. So, the conditions do hold if we put more
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restrictions on f(ψ), i.e. by further increasing the value of λ for which the derivatives of
f(ψ) are nonnegative. This is a general rule: the conditions with k = 0 put real restrictions
on β(r), but the conditions with k > 0 hold if the first λ derivatives of f(ψ) are nonnegative,
for a sufficiently high value of λ> ⌊3/2−β0⌋.
Chapter 7
Ram-pressure stripping of late-type
dwarf galaxies in Fornax
In this chapter, we apply our quadratic programming algorithm to observa-
tional data; in concreto, we will seek dynamical models for a population of
dwarf galaxies in the Fornax cluster. Thus, we demonstrate that the early-type
galaxies trace very radial orbits, consistent with the hypothesis that they origi-
nated from late-type galaxies that underwent ram-pressure stripping when they
passed through the intracluster gas in the central region of Fornax. The results
here presented are published in De Rijcke et al. (2010). The scientific ratio-
nale and data preparation were worked out by S. De Rijcke; the modelling and
analysis was carried out by the author.
7.1 Introduction
So far, we have used our techniques to model the structure of theoretical systems. In this
chapter, we will turn our attention to observational data. More specifically, we will examine
whether dynamical modelling is able to provide an explanation for the origin of the early-
type dwarf galaxy population in the Fornax cluster.
In concreto, we put to the test the hypothesis that the Fornax cluster dwarf galaxies
are mostly a relatively recently acquired population, of which the star-forming, late-type
members are converted into quiescent, early-type ones by ram-pressure stripping. This
conversion would take place when a galaxy traces a sufficiently radial orbit, such that it
plunges inside the inner few hundred kiloparsecs of the cluster and interacts with the hot
intracluster gas. In other words, we will try to find anisotropic spherical models that are
consistent with the available morphological, positional and kinematical data, especially
with the radially increasing late-to-early-type ratio. As it turns out, we are indeed able to
construct such models, although they necessarily consist of extremely radially anisotropic
orbital distributions. In principle, this corroborates the idea that the Fornax cluster dwarfs
are an infall population and that environmental factors, in this case ram-pressure stripping,
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Figure 7.1 The Fornax cluster. Illustration Credit : NASA, ESA, Z. Levay and L. Frattare
(STScI). Image Credit : A. Karick and M. Gregg (LLNL/UC,D) using the Michigan Curtis
Schmidt Telescope at CTIO: digital colour composite/mosaic in B, V and I bands.
play a prominent role in converting late-type dwarfs into early-type ones.
The fraction of passively evolving, i.e. red and dead, galaxies is a steeply rising func-
tion of local galaxy density. This is all the more true for dwarf galaxies (MB & −18 mag)
(Haines et al. 2007 ; Barazza et al. 2009). Using optical imaging of galaxies in 127 rich
clusters, Lu et al. (2009) conclude that the red-sequence dwarf-to-giant ratio has increased
by a factor of ∼ 3 between redshifts z ∼ 0.2 and 0, with little evolution before that. Com-
paring the luminosity functions of X-ray clusters at redshifts z ∼ 0.5 and z ∼ 0.1, Stott
et al. (2007), on the other hand, find an increase of the red-sequence dwarf-to-giant ratio
by a factor of ∼ 2 over this 4 Gyr interval. Despite large cluster-to-cluster variations, this
is strong evidence for a significant increase of the number of quenched dwarf galaxies in
clusters over the last half of the Hubble time.
This is plausibly related to the accretion of galaxies onto clusters along filaments. Be-
fore entering the clusters, mutual interactions between filament galaxies enhance their star-
formation rates, especially in faint galaxies (Fadda et al. 2008 ; Porter et al. 2008). This oc-
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curs independent of the filament galaxies being group members or not (although it increases
the vigour of the enhancement if they are not), indicating that gas-rich dwarfs accrete onto
clusters despite possible pre-processing in smaller galaxy groups. Other tentative evidence
for the recent accretion and quenching of dwarf galaxies comes from stellar populations
studies of Coma cluster systems by Smith et al. (2009). These authors find the dwarfs in
the south-west region of the Coma cluster to have significantly younger mean ages than
their central counterparts, with the dwarf red sequence having been established between
redshifts z ∼ 0.2 and ∼ 0.1.
Several mechanisms responsible for this conversion from late- to early-type dwarfs in a
cluster environment have been put forward in the literature. Using simulations, tidal stirring
or “harassment” has been shown to be quite effective in converting disky dwarf irregulars
into rounder dwarf spheroidals in a Local Group environment (Mayer et al. 2001 ; Moore
et al. 1996). However, in a cluster environment, tidal heating is probably of less importance.
The tidal radius imposed by a cluster’s tidal forces only becomes smaller than a dwarf
galaxy’s physical size (typically of the order of a few kiloparsecs) for orbital radii smaller
than a few tens of kiloparsecs. Thus, cluster potential tidal heating is expected to affect
only those few dwarfs that come exceedingly close to the cluster centre. A Monte Carlo
simulation of harassment of infalling dwarf galaxies by a harasser population typical for
the Virgo cluster has shown that strong tidal encounters are very rare, involving less than
15 per cent of the infalling dwarfs (Smith et al. 2010).
As a dwarf galaxy orbits through the hot intracluster medium (ICM), its gas experiences
a ram pressure, which depends on the galaxy’s orbital velocity and the ICM density, and
can be stripped away (Mori & Burkert 2000). We show below that, in the Fornax cluster
environment, ram-pressure stripping can remove the gas from dwarf galaxies entering in-
side the inner few hundred kiloparsecs, making this the dominant mechanism that converts
late-type into early-type dwarfs (with tidal heating additionally responsible for the removal
of angular momentum).
We will investigate quantitatively if the idea that the Fornax cluster dwarf galaxies
have mostly been accreted in the not too distant past and subsequently transformed from
late-type to early-type by ram-pressure stripping is compatible with the available morpho-
logical and kinematical data. We therefore assume that dwarf galaxies are born as late-type
systems, containing gas and hosting ongoing star formation, albeit at a fluctuating star-
formation rate (Cole et al. 2007). Given the inefficiency of supernova feedback, they are
expected to retain at least part of their gas and, without external intervention, to remain late-
types until entering the cluster (Valcke et al. 2008). There, they are stripped of their gas
and join the red sequence. In the introductory chapter, we defined the two-body relaxation
time for a galaxy moving in a cluster through a background of N galaxies as
trelax ≈ 0.1NlnN tcross, (7.1)
with N & O (102) and tcross the crossing time. Clearly, the relaxation time for a dwarf
galaxy orbiting in the Fornax cluster, perturbed mainly by the few tens of brightest cluster
members, is longer than the crossing time. This implies that the dwarfs are not a relaxed
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population: if they are an infall population and entered the cluster a few crossing times ago,
they must still have a highly radial orbital distribution. We want to exploit this fact to test
the infall scenario.
In the next section, we give a description of how we model the effects of ram-pressure
stripping, followed by an overview of the available morphological and kinematical data.
The details of the dynamical modelling of the Fornax cluster dwarf population are given in
Section 7.4. We end with a presentation and discussion of the results in Sections 7.5 and
7.6.
7.2 Ram-pressure stripping in the Fornax clus-
ter
The Fornax Cluster mass profile estimates of Paolillo et al. (2002) and Drinkwater et al.
(2001) can be well approximated by the sum of two NFW profiles, one for NGC1399, the
central bright elliptical dominating the Fornax Cluster, and one for the cluster (see the left
panel of Fig. 7.2 and Table 7.4). From this, we immediately obtain the total mass density
ρtot(r) and the gravitational potential ψ(r):
ρtot(r) =
ρbcg
xbcg (1 +xbcg)2
+
ρclus
xclus (1 +xclus)2
, (7.2)
ψ(r) =
ψbcg
xbcg
(
ln(1 +xbcg)− xbcg1 + bbcg
)
+
ψclus
xclus
(
ln(1 +xclus)− xclus1 + bclus
)
,
(7.3)
with
xbcg = r/rbcg, xclus = r/rclus, (7.4)
bbcg = b/rbcg, bclus = b/rclus, (7.5)
ρbcg =
Mbcg
4πcbcg r3bcg
, ρclus =
Mclus
4πcclus r3clus
, (7.6)
ψbcg =
GMbcg
cbcg rbcg
, ψclus =
GMclus
cclus rclus
, (7.7)
cbcg =
(
ln(1 + bbcg)− bbcg1 + bbcg
)
, cclus =
(
ln(1 + bclus)− bclus1 + bclus
)
. (7.8)
The masses Mbcg, Mclus and the scale-lengths rbcg, rclus are given in Table 7.4, and
b= 50 Mpc is an arbitrary cut-off boundary such that the total mass accumulates to Mtot =
Mbcg +Mclus at b. The parameters of these NFW profiles were chosen because they pro-
vided the best fit to the data points.
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Figure 7.2 Left panel: the cumulative total mass function of the Fornax cluster. The mass
profile is parametrized as the sum of two NFW-models; the data points (squares) are taken
from Paolillo et al. (2002) and Drinkwater et al. (2001). Right panel: The ICM density,
parametrized using three profiles (see text).
Based on ROSAT HRI observations, Paolillo et al. (2002) also derived the structure
of the X-ray halo of the Fornax cluster. They showed that the density distribution of this
intracluster medium (ICM), which is the medium stripping gas from the dwarf galaxies
orbiting through it, can be well approximated by the sum of three spherically symmetric
profiles,
ρicm(r) =
3∑
k=1
ρicm,1
[
1 +
(
r
ricm,k
)2]−32Bicm,k
, (7.9)
with the central densities ρicm,k, the scale-radii ricm,k and the exponentsBicm,k again listed
in Table 7.4. Using these parameter values, we reconstruct the spatial density profile of the
hot gas (see the right panel of Fig. 7.2).
Mori & Burkert (2000) calculated the minimum core mass Mcrit(r,vgal) a dwarf galaxy
must have to retain its gas when subjected to a given ram pressure: their equations (13),
Mcrit(r,vgal)≈ 2.52×109
( ρicm
10−4 cm−3
)5/2( vgal
1000 km s−1
)5
M⊙, (7.10)
based on analytical arguments, and (32), based on numerical simulations. These authors
modelled dwarf galaxies as gaseous haloes embedded in a Burkert dark matter potential
and the core mass M0 is the dark matter mass inside one core radius r0 of the Burkert
potential (Burkert 1995). Both critical mass estimates are presented in the left panel of
Fig. 7.3, using (7.9) for the gas density. We show the critical mass curves for three galaxy
velocities: 400 km s−1, 800 km s−1, and the local escape velocity vesc(r) =
√
2ψ(r).
Clearly, both critical mass estimates give similar results: dwarf galaxies on orbits that are
radial enough to bring them inside the inner few hundred kiloparsec of the Fornax cluster
can be stripped of their gas. In the subsequent analysis, we will use Eq. (7.10).
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Figure 7.3 Left panel: The critical mass Mcrit for ram-pressure stripping as a function of
clustercentric radius for the ICM density profile derived by Paolillo et al. (2002) and for
three choices for the velocity of the galaxy with respect to the ICM: vgal = 400km s−1
(black), vgal = 800km s−1 (dark grey), and vgal(r) = vesc(r), the escape velocity (light
grey). The full lines trace the critical mass as calculated by Mori & Burkert (2000) us-
ing analytical arguments; the dash-dotted lines trace the numerical estimate for Mcrit.
Right panel: The cumulative core mass function Φ(M) of the Fornax cluster dwarfs in
the luminosity interval −14 > MB > −18 mag. We used the FCC to construct the lu-
minosity distribution and converted this into a core mass distribution using a constant
M/LB = 5M⊙/LB,⊙.
We have selected dwarf galaxies in the luminosity range −14 >MB >−18 mag from
the Fornax Cluster Catalog (FCC) of Ferguson (1989) and the Fornax Cluster Spectroscopic
Survey of Drinkwater et al. (2000). FCC Galaxies classified as “dE” and “dS0” are assumed
to be “early-types” systems, the others end up in the “late-type” bin. Thus, this is an optical
classification, which discriminates between star-forming late-type dwarfs and quiescent
early-type ones based on the presence or absence of star-forming knots, HII regions, and
optical emission lines.
For late-type dwarf galaxies in the luminosity range that we are considering, between
log(LB) = 8 and 9.5 in solar units, the circular velocities vary between roughly 30 and
85 km s−1 (De Rijcke et al. 2007). Using the scaling relations provided by Burkert (1995),
this corresponds to core masses roughly in the range 4× 108− 1.5× 1010 M⊙ and core
radii of the order r0 ≈ 1− 10 kpc. Consequently, this means that the mass-to-light ratio
is almost constant, M0/LB ≈ 5M⊙/LB,⊙. We will simply use this constant value further
on to convert between observed luminosities and core masses. This allows us to derive
the cumulative function Φ(M0) of the core masses of the dwarfs in the chosen luminosity
interval, shown in the right panel of Fig. 7.3.
The relation between the orbital distribution of the Fornax cluster dwarfs and the ob-
served late-to-early-type ratio now becomes apparent. On an orbit with pericentric dis-
tance r−, only dwarfs with a core mass M0 higher than the critical mass at pericentre
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Mcrit
(
r−,vgal(r−)
)
retain their gas, the others are stripped and quenched. For a given orbit
with binding energy E, angular momentum L, this implies that a fraction
flate(E,L) = 1−Φ
(
Mcrit
(
r−,vgal(r−)
)) (7.11)
of the dwarfs on it are late-types, the others are early-types; here, the corresponding peri-
centre r− is derived from (2.30) - (2.31) and vgal(r−) =L/r−. In other words, if we are able
to find a suitable DF F (E,L) that describes the orbital distribution of the dwarf galaxies,
then the corresponding subsample of late-type dwarf galaxies is given by
¯F (E,L) = F (E,L)flate(E,L). (7.12)
For a very radially anisotropic orbital distribution, many dwarfs are on plunging orbits that
bring them deep into the centre of the Fornax cluster. In that case, the overall late-to-early-
type ratio will be small (even at large radii because of the back-splash effect). If, on the
other hand, the orbital distribution is more tangentially anisotropic, with many dwarfs on
near-circular orbits, the overall late-to-early-type ratio will be large (except in the inner few
hundred kiloparsecs where dwarfs get stripped and quenched anyhow). In the next section,
we describe how we construct dynamical models for the Fornax cluster dwarf population
which reproduce the observed dwarf density profile and which have a prescribed anisotropy
profile.
7.3 The observed properties of the dwarf galax-
ies
As we stated in the previous section, we have selected dwarf galaxies in the luminosity
range−14 >MB >−18 mag from the Fornax Cluster Catalog (FCC) of Ferguson (1989)
and the Fornax Cluster Spectroscopic Survey of Drinkwater et al. (2000), and classified
them as early-type or late-type. We have rejected the dwarfs from the sample that belong
to the Fornax-SW subcluster. Three dwarfs are clearly connected to NGC 1350, both in
position and velocity, and are removed as well. As a final check, we compare the dwarfs’
projected velocities with the escape velocity (see Section 7.2 for our derivation of the es-
cape velocity) at their projected radii and remove three more galaxies with velocities close
to the escape velocity. This leaves us with a final kinematics sample of 113 dwarf galaxies,
shown in the top left panel of Fig. 7.4.
We use the radial velocity data of Thomas et al. (2008) to construct the velocity disper-
sion profile of the dwarf population. The yellow region in the top right panel of Fig. 7.4
traces the velocity dispersion profile of the dwarfs, calculated within a 10-galaxy running
box, and the 1σ uncertainty around the profile.
The bottom panels of Fig. 7.4 show the projected densities of the total sample (yellow
dots, left panel) and the late-type subsample (yellow triangles, right panel). The late-to-
early-type ratio is an increasing function of radius. Near the centre, the late-types make out
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Figure 7.4 Top left: our final sample of 113 early- and late-type dwarf galaxies. Top
right: the line-of-sight velocity dispersion profile of all dwarfs, σlos. The yellow area is
derived from the data, while the curves show the corresponding profiles of our dynamical
models. The curves are colour-coded according to the models’ anisotropy β(r) at a radius
of 200 kpc, as indicated by the legend. Bottom left: the projected density of the entire
sample of Fornax dwarf galaxies (dots), with the fitted model profiles. Bottom right: the
projected density of the late-type dwarf galaxies (triangles), with the models calculated
from Eq. (7.19).
∼ 20 % of the total population (in projection). This increases to ∼ 60 % beyond a radius of
3◦. The total dwarf sample density will serve as the input data for our dynamical models.
7.4 The dynamics of the Fornax cluster dwarfs
The question is then which velocity anisotropy profile gives the best approximation of
the observed late- and early-type density profiles. Given the sparse dwarf sample, we
do not attempt to find the most likely DF. Instead, we construct a set of models with
anisotropy profiles of the form (7.14) for a range of values of β0, β∞, ra, and δ (see Ta-
bles 7.1-7.3). These models explore the relevant parameter space going from tangentially
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Figure 7.5 The spatial moments of our models: ρ(r), σr(r), σθ(r) and β(r).
anisotropic, with anisotropies as low as β = −2.0, over isotropic to radially anisotropic,
with anisotropies as high as β = 0.8.
As can be seen, the projected density profile Σ(all) of the entire sample of Fornax cluster
dwarfs can be well approximated by an exponential with a scale-length of 1.1◦ (with an
adopted distance to the Fornax cluster of 18 Mpc, 1◦ corresponds to 0.31 Mpc). We use
this exponential to extract 100 data values Σ(all)(Ωm) at angular radii between 0.1◦ and 10◦.
As in the previous chapters, we construct a library of augmented densities of the form
(4.11),
ρ˜i(ψ,r) = ρ0,i
(
ψ−E0,i
ψ0−E0,i
)pi [
1−
(
ψ−E0,i
ψ0−E0,i
)si ]qi( r
ra
)−2β0(
1 + r
2δ
r2δa
)βδ
, (7.13)
and corresponding DFs Fi(E,L) given by Eq. (4.57). The ρ0,i are normalizing constants as
in (5.20). Each of these components generates a given four-parameter velocity anisotropy
profile
β(r) =
β0 +β∞ (r/ra)
2δ
1 +(r/ra)2δ
, (7.14)
with fixed values β0,β∞,δ and ra. Our library consists of components for which pi takes
the values 1.6, 1.8, 2.0, 2.2, 2.5, 3.0, 3.5, 4.0, 4.5, and 5.0. The parameters qi and si are set
to 0 and 1, respectively. Finally, the components have a finite extent, with maximum radii
rmax,i = ψ
−1(E0,i) taking the values 5, 10, 20, 50, 100, 250, 500, 1000, and 2000 kpc. For
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each of these library components, the projected densities in the data points are
Σi(Ωm) = 2
∫ +∞
Rm
ρ˜i
(
ψ(r),r
)
r√
r2−R2 dr, m= 1, . . . ,Ndata, (7.15)
where the angular positions on the sky Ωm are converted to physical units Rm using the
cluster distance. The QP-algorithm then builds each DF iteratively as a sum of N compo-
nents,
F (E,L) =
N∑
i=1
aiFi(E,L), (7.16)
extracted from the library, such that the quantity
χ2N =
1
Ndata
Ndata∑
m=1
1(
Σ(all)(Ωm)
)2
(
Σ(all)(Ωm)−
N∑
i=1
aiΣi(rm)
)2
, (7.17)
is minimized, with the conditions thatF (Ej ,Lk) > 0 over a grid {Ej ,Lk} in integral space.
We find that for each model, N = 10 components are sufficient to provide satisfactory fits.
In total, we created 10 models with different β(r)-profiles. Their parameters and the
QP results are listed in Tables 7.1-7.3 (with the rmax,i in Mpc).
Once we have a model’s DF, we can calculate all observational quantities both for the
whole dwarf population, and, using the late-type fraction flate given by Eq. (7.11), for the
early- and late-type subpopulations. The velocity moments of each model are
µ(all)2n,2m(r) = 2π
∫∫
F (E,L)v2nr v
2m+1
T dvr dvT , (7.18)
for the total dwarf population, and
µ(late)2n,2m(r) = 2π
∫∫
¯F (E,L)v2nr v
2m+1
T dvr dvT , (7.19)
for the late-type dwarfs, with ¯F (E,L) defined in Eq. (7.12). The line-of-sight velocity
distributions (or LOSVDs) are given by
F
(all)
los (Ω,vz) =
∫∫∫
F (E,L) dz dvx dvy , (7.20)
F
(late)
los (Ω,vz) =
∫∫∫
¯F (E,L) dz dvx dvy , (7.21)
F
(early)
los (Ω,vz) = F
(all)
los (Ω,vz)−F (late)los (Ω,vz). (7.22)
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Figure 7.6 The line-of-sight velocity distributions (LOSVDs) of the early-type (left panel)
and late-type (right panel) dwarf populations inside the inner 350 kpc of the Fornax clus-
ter. The thick-line histograms are the LOSVDs of the (β0 = 0.8, β∞ = 0.0)-model. The
thin-line histograms indicate the 1σ uncertainty level. The data points are the observed
LOSVDs.
7.5 Results and discussion
In Fig. 7.4, we show the projected density profiles (bottom panels) and the line-of-sight
velocity dispersion profiles (top right panel) of the models, derived from Eqs. (7.18) and
(7.19), and compare them with the observed quantities. The model curves are colour-coded
according to the anisotropy at a radius of 200 kpc. We also derived the spatial densities and
dispersions of the whole population, displayed in Fig. 7.5.
By construction, all models reproduce the projected density profile of the whole dwarf
population. Because of the unavoidable superposition of radial orbits passing very closely
to the cluster centre, the most radially anisotropic models have a central density peak inside
the inner data point (recall the central density slope - anisotropy inequality (An & Evans
2006); see the previous chapter).
All models that are more radially anisotropic than β(200kpc) ∼ 0 reproduce the steep
line-of-sight velocity dispersion profile. Thus, tangentially anisotropic dynamical models
can be ruled out by the kinematical data alone. However, only the most radially anisotropic
models succeed in sufficiently depleting the number of late-type dwarfs. β(200kpc) needs
be as high as∼ 0.6−0.8 to reproduce, within the error bars, the late-type projected density
profile. Only for these extreme radial anisotropies, the late-type density is low enough.
According to our assumptions, early-type dwarfs are selected to be on orbits that pass
close enough to the cluster centre for ram-pressure stripping to be effective. Therefore, we
expect them to have the peaked, broad-winged LOSVD of a radially anisotropic population.
Late-types, on the other hand, are expected to be moving on orbits avoiding the cluster cen-
tre so they should have the flat-topped LOSVD typical for a tangentially anisotropic pop-
ulation. In order to test this corollary of our basic assumptions, we compare the observed
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with the model LOSVDs, given by Eqs. (7.21) - (7.22). In Fig. 7.6, we show the inte-
grated LOSVDs of the early-type (left panel) and late-type (right panel) dwarf populations
inside the inner 350 kpc (≈ 1◦) of the Fornax cluster. This is the region least influenced
by substructure and with a symmetric sampling around the cluster centre. The thick-line
histograms are the LOSVDs of the (β0 = 0.8, β∞ = 0.0)-model. We first calculated the
model’s full LOSVD of the early-type dwarf galaxies within a 350 kpc aperture. Since
there are 45 early-type dwarf galaxies in our sample inside this aperture, we sampled 45
velocities from this theoretical LOSVD and, as for the observed dwarfs, made a histogram
of 10 velocity bins. This was repeated 10.000 times to create an ensemble of 45-galaxy
LOSVDs. The symmetrized ensemble mean, together with the 1σ uncertainty about this
mean, is the quantity presented in the left panel of Fig. 7.6. Given the presence of 45
early-type dwarfs, the model predicts there should be 13 late-type systems inside the inner
350 kpc (the observed number is 14). The predicted and observed late-type dwarf LOSVDs
are shown in the right panel. The agreement between the model and observed LOSVDs is
clearly very satisfactory.
7.6 Conclusions
We have tested the hypothesis that the Fornax cluster dwarf galaxies are a relatively recent
infall population in which late-type systems are converted into early-type ones, predomi-
nantly by the action of ram-pressure stripping. We have assumed that the dwarf galaxies are
born as late-type systems and are converted into early-types if they venture close enough
to the cluster centre for the ICM ram pressure to remove their gas. With these assump-
tions, we have shown that dynamical models for the dwarf population can reproduce (i)
the steeply declining line-of-sight velocity dispersion profile, (ii) the exponential projected
density profile of all dwarfs, (iii) the radially increasing late-to-early-type dwarf ratio, and
(iv) the central line-of-sight velocity distribution only if the dwarf orbital distribution is
extremely radially anisotropic. Only models with β(200kpc) & 0.6 meet the observational
constraints.
This corroborates the idea that the Fornax cluster dwarfs are predominantly an infall
population and that the observed morphology-density relation is a result of environmental
influences (predominantly ram-pressure stripping) on the star-formation histories of dwarf
galaxies.
This chapter concludes our main body of work. We have developed a dynamical mod-
elling technique to create DFs with a given four-parameter velocity anisotropy profile that
fit a set of data points. The flexibility of our anisotropies made it possible to apply our
method to dark matter haloes, the GDSAI, and the dwarf galaxy population of the Fornax
cluster. In a final chapter, we will describe our work in a side-project in which the stability
of certain Hernquist models with and without a supermassive black hole was investigated
by means of N -body simulations.
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Table 7.1. Components of the 10 QP-models (part 1)
β0 =−1 β∞ =−1 δ = 0.5 ra = 0.01 Mpc χ210 = 0.003
a10,i 72.50 7.98 1.24 −9.23 −0.35
−0.36 0.77 1.87 6.73 0.23
pi 6.00 7.00 8.00 5.00 4.00
3.00 3.00 3.50 4.50 6.00
rmax,i 0.50 1.00 0.05 0.25 0.02
0.10 0.05 0.50 0.25 0.10
β0 = 0.0 β∞ =−2 δ = 0.5 ra = 0.01 Mpc χ210 = 0.010
a10,i 74.10 18.84 −13.29 0.21 −1.64
0.21 0.16 2.51 −0.13 0.56
pi 10.00 7.00 10.00 4.50 5.00
4.00 4.00 5.00 4.50 4.00
rmax,i 1.00 0.50 0.50 0.25 0.10
0.02 2.00 0.25 0.02 0.25
β0 = 0.0 β∞ =−1 δ = 0.5 ra = 0.01 Mpc χ210 = 0.016
a10,i 27.68 9.92 43.29 3.18 −0.01
−1.22 −1.33 −0.37 0.61 −0.18
pi 5.00 4.50 6.00 3.00 3.00
4.00 3.00 3.00 3.00 3.50
rmax,i 0.50 0.25 0.50 0.25 2.00
0.10 0.10 0.05 1.00 0.50
β0 = 0.0 β∞ = 0.0 δ = 0.5 ra = 0.01 Mpc χ210 = 0.045
a10,i 85.62 −53.93 −1.47 64.53 −0.83
−14.87 1.41 −10.65 3.59 8.41
pi 3.50 2.00 3.00 2.20 1.60
2.20 3.00 2.50 1.60 1.00
rmax,i 0.50 0.25 0.05 0.25 0.05
0.50 2.00 0.10 0.50 0.25
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Table 7.2. Components of the 10 QP-models (part 2)
β0 = 0.0 β∞ = 0.4 δ = 0.5 ra = 0.01 Mpc χ210 = 0.45
a10,i 100.00 −2.23 7.48 −13.08 −9.95
−39.53 −2.27 −8.33 43.98 5.37
pi 3.00 1.80 1.60 2.50 2.20
3.00 1.60 1.60 2.50 4.00
rmax,i 0.50 0.05 0.25 0.10 0.50
0.25 0.50 0.10 0.25 2.00
β0 = 0.0 β∞ = 0.6 δ = 0.5 ra = 0.01 Mpc χ210 = 108.3
a10,i 17.13 68.74 −15.74 11.31 −1.62
1.41 0.04 0.01 0.01 0.01
pi 2.50 1.60 2.00 1.80 1.60
2.20 2.20 2.50 2.20 1.60
rmax,i 0.50 0.25 0.10 0.50 0.50
0.50 0.02 1.00 2.00 2.00
β0 = 0.4 β∞ = 0.0 δ = 1.0 ra = 0.10 Mpc χ210 = 1.39
a10,i 100.00 2.31 −6.99 68.72 1.00
−33.26 31.64 −0.14 18.03 −100.00
pi 3.00 1.60 2.00 2.50 1.80
2.20 2.50 3.00 1.60 2.20
rmax,i 0.50 0.25 0.05 0.50 0.25
0.10 0.25 0.02 0.50 0.50
β0 = 0.6 β∞ = 0.0 δ = 1.0 ra = 0.10 Mpc χ210 = 135.6
a10,i 19.95 18.60 −10.19 7.88 −4.57
52.36 −7.79 0.01 1.09 0.11
pi 2.50 1.60 1.60 2.20 1.60
1.80 1.80 1.60 2.00 3.00
rmax,i 0.50 0.25 0.05 0.50 0.50
0.25 0.10 2.00 1.00 0.02
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Table 7.3. Components of the 10 QP-models (part 3)
β0 = 0.6 β∞ = 0.4 δ = 1.0 ra = 0.10 Mpc χ210 = 189.7
a10,i 9.60 0.01 87.89 −18.48 0.01
−7.25 6.20 0.01 0.37 0.90
pi 2.20 3.00 1.60 1.60 2.50
1.60 1.60 1.60 2.50 3.00
rmax,i 0.50 2.00 0.25 0.10 1.00
0.05 0.50 1.00 0.50 0.05
β0 = 0.8 β∞ = 0.0 δ = 1.0 ra = 0.10 Mpc χ210 = 111.4
a10,i 3.02 7.21 13.75 −43.47 −5.30
57.99 −9.10 −0.32 42.29 2.22
pi 2.20 3.00 1.60 1.60 1.60
1.80 1.60 2.20 2.50 1.60
rmax,i 0.50 2.00 0.25 1.00 0.50
0.25 0.05 0.01 0.50 1.00
NFW profiles
components scale-length total mass at
(kpc) 50 Mpc (M⊙)
NGC 1399 0.6 2×1012
Cluster 150 2×1014
ICM densities
central density scale-length B
(cm−3) (kpc)
0.3 0.34 0.54
0.0025 183 41
0.00055 778 24
Table 7.4 Parameters used in the NFW profile (7.2)-(7.3) and the ICM densities (7.9).
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Part IV
OTHER WORK
Chapter 8
Stability of Hernquist models with
a supermassive black hole
Instead of fitting models to given data, we will now attempt the converse: given
a set of Hernquist models, we will extract data sets of particles, by means of a
Monte Carlo code. We will investigate the radial-orbit stability of these systems
using N -body simulations; in particular, we discuss the influence of a central
supermassive black hole on the stability of these systems. The results of this
chapter are found in Buyle et al. (2007). The N -body simulations were carried
out by P. Buyle, the Monte Carlo simulations and stability analysis were done
by the author.
8.1 Introduction
Nowadays it is accepted that almost every galaxy hosts a central supermassive black hole
(SBH) at its core. Since the kinematical discovery of the first SBH with the Hubble Space
Telescope (HST), extensive studies have been carried out by many groups that investigate
the demography of SBHs and the effect of the SBHs on their environment. The most pop-
ular discoveries are the correlations between the mass of the SBH (MBH) and respectively
the total blue magnitude LB of the hot stellar component in which it resides (Kormendy
& Richstone 1995), the central velocity dispersion of the hot stellar component (Ferrarese
& Merritt 2000 ; Gebhardt et al. 2000), the central light concentration C(α) or equivalent
the Se´rsic index n (Graham et al. 2001) and the maximum rotational velocity of the galaxy
(Ferrarese 2002 ; Baes et al. 2003 ; Pizzella et al. 2005 ; Buyle et al. 2006). These rela-
tions have been calibrated with the known masses of the SBHs of the nearest galaxies, that
mostly have been derived by means of either stellar or gas kinematics.
Sophisticated axisymmetric 3-integral dynamical models that allow a variation in mass-
to-light ratio and anisotropy as a function of radius have been obtained by fits to the line-of-
sight velocity distributions (LOSVDs) in the galaxies, which were derived primarily from
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high-resolution spectra taken with the HST
Flos(Ω,vz) =
∫∫∫
F (E,L) dz dvx dvy. (8.1)
The accuracy of the applied dynamical models to the observed stellar kinematics is still
improving steadily and is reflected on the complexity of the DFs. Despite this positive
progress on the dynamical front, very few anisotropic dynamical models of a galactic nu-
cleus have been tested for dynamical stability (Ferrarese & Ford 2005). One of the reasons
for this is the complexity of the distribution functions, which are mostly numerically de-
rived. Hence, to simulate these numerical DFs one normally approximates numerically
the solution of the Jeans equation to derive the velocity dispersion profile and then uses
Gaussians to provide local velocity distributions. However, it is known from simulations
of galactic systems that this method causes serious numerical artifacts (Kazantzidis et al.
2004).
Among the few theoretical analytical systems that contain a SBH are the ones derived
by Ciotti (1996), Baes et al. (2003) and Baes et al. (2005), where the attention is drawn
primarily to the Hernquist model since this is the best-known approximation to the Se´rsic
profiles that are observed in bulges and elliptical galaxies, and by Stiavelli (1998) where the
distribution function of a stellar system around an SBH is derived from statistical mechanic
considerations. Ciotti (1996) initially starts with a 2-component system containing the
luminous and dark matter and creates both isotropic and anisotropic (based on the Osipkov-
Merritt strategy, see Eq. (2.168)) systems. The dark matter halo (also represented by a
Hernquist model) can be transformed into a central SBH by setting the core radius to zero.
In this chapter we present the results of a dynamical stability investigation of spheri-
cal systems containing an SBH, as a function of the mass of the SBH and the anisotropy
radius of the system. In Section 8.2 we describe a Monte Carlo algorithm that we devel-
oped to generate the initial conditions for the models, together with our N -body code and
technique for investigating the stability. We present in Section 8.3 the results of a stability
investigation of a family of anisotropic Hernquist models without an SBH, with different
anisotropy behaviours (Baes & Dejonghe 2002). In Section 8.4 we describe the Osipkov-
Merritt Hernquist models with a central SBH, introduced by Ciotti (1996). We investigate
the stability of these systems in detail in Section 8.5, comparing them with the correspond-
ing models without an SBH. We perform this in a 2-parameter space as a function of the
anisotropy radius ra and the mass of the central SBH µ. In Section 8.6 we present our final
results and conclusions.
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8.2 Computational method
8.2.1 Definition of the Hernquist models
First we introduce some general characteristics of the models in our dynamical study. All
systems are based on the spherical Hernquist potential-density pair (Hernquist 1990), in-
cluding a supermassive black hole in the centre. Given this mass profile, we shall inves-
tigate several distribution functions (DFs) consistent with the density outside the centre,
and which we will refer to as the stellar component. If we denote the total stellar mass
by Ms, we can write the total mass as Mtot = Ms(1 +µ), where the fractional quantity µ
determines the SBH mass µMs. In our subsequent analysis we will work in dimensionless
units G=Ms = 1, so that the gravitating binding potential and the density are given by
ψ(r) =
1
1 + r
+
µ
r
, (8.2)
ρ(r) =
1
2π
1
r(1 + r)3
(r > 0). (8.3)
We will also express the time-steps in our N -body code (the time between two successive
calculations) in dimensionless units of half-mass dynamical time, which is defined as the
dynamical time (Section 2.2 in Binney & Tremaine 2008) at the stellar half-mass radius:
Th =
√
3π
16Gρ¯, (8.4)
where
ρ¯ =
3M(r1/2)
4πr31/2
. (8.5)
For a Hernquist model with µ = 0 the half-mass dynamical time and the half-mass radius
are
Th =
√
2
2
π
(
1 +
√
2
)3/2
, (8.6)
r1/2 = 1 +
√
2. (8.7)
We will also use these units for models with an SBH.
A conversion to observational units can be obtained through the close similarity be-
tween the Hernquist and De Vaucouleurs profiles (Hernquist 1990), with r1/2 ≈ 1.33re,
where re is the effective radius. Then a physical length, time and velocity are found by the
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scaling relations
r˜ = r˜ur, (8.8)
˜Th =
√
r˜3u
G ˜Ms
Th, (8.9)
v˜ =
√
G ˜Mtot
r˜u
v, (8.10)
with ˜Ms the stellar mass, ˜Mtot the total mass and r˜u = (1.33re)/(1 +
√
2), expressed in
physical units.
Every model was simulated by means of 105 equal-mass particles that all follow the
distribution function of the system and are contained within a sphere of radius rb = 2000
which encloses about 99.9% of the stellar mass of the system. We performed the simula-
tions for 50 dynamical times, and used the values of the axis ratios c/a and b/a during this
time as (in)stability indicators (see Section 8.2.4).
8.2.2 Constructing the data sets
Since we will investigate our models by means of N -body simulations, the first objec-
tive is to obtain representative discrete data sets from the considered distribution functions
F (E,L). In order to extract discrete data samples from the models, we need to simulate
random particles uniformly in the phase-space enclosed by the DFs. To this aim we used a
Monte Carlo simulator, developed by the author.
The procedure works as follows: we write each DF as F (r,vr ,vT ) and we consider a 4-
dimensional grid space with (r,vr ,vT ) as abscissae and the function values on the ordinate
axis. We start with a single cell in this space, extending from the origin to a boundary
(rb,vr,b,vT ,b), where rb is chosen to be sufficiently large, and vr,b = vT ,b =
√
2ψ(0) ,
and with the ordinate set at the (known or estimated) DF maximum fb. These boundaries
(for infinite values a sufficiently large value is taken, see further) enclose a 7-dimensional
phase-space volume
V1 =
(
4π
3 r
3
b
)(
2vr,b
)(
πv2T ,b
)
fb. (8.11)
In the second step we attempt to split the cell into 8 sub-cells with different ordinates
(i.e. the up to that point known function maxima in each cell). Therefore a co-ordinate
(rs,vr,s,vT ,s) is sought to serve as the common corner point in the abscissae for these sub-
cells: starting in the cell centre, the total phase-space volume of the originating sub-cells
is calculated, and through a number of iterations the cell is scanned for a better splitting
point, i.e. which minimizes this volume. In this manner, the original cell is being split as
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Figure 8.1 Visualization of an isotropic Hernquist system with µ= 0.1 and our approxima-
tion with cells. After 8 subdivisions 991 cells were constructed, with a total phase-space
volume of V8 = 1.533, while the real total stellar DF volume is 1. Thus, the ratio of rejected
to accepted particles is 0.533 and on average ∼ 35% of all randomly chosen test particles
in the cell volume will be rejected, resulting in a highly efficient Monte Carlo simulation.
efficiently as possible into 8 new cells, adding up to a new total volume
V2 =
8∑
i=1
V2;i =
8∑
i=1
8π2
3 (r
3
b;i− r3a;i)(vr,b;i− vr,a;i)(v2T ,b;i− v2T ,a;i)fb;i, (8.12)
which is a better approximation to the real DF volume. Here, for a cell i we denoted
V2;i its volume, (ra;i,vr,a;i,vT ,a;i) and (rb;i,vr,b;i,vT ,b;i) its lower and upper bounds in the
abscissae, and fb;i its maximum DF value.
Next, each cell in our grid is examined according to the procedure above and split
if it leads to a significant decrease in the total volume. Thus, after the examination of
every cell, a new volume V3 is obtained. This loop is repeated until after M steps the
phase-space volume VM has converged sufficiently close to the real volume. Typically, in
our simulations, the cells cover a volume that is a factor 1.5 to 5 larger than the model’s
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Figure 8.2 The relevant profiles ρ(r), σr(r), σT (r) and β(r) of the outcome of a simulation
of a Hernquist system with µ= 0.1 and ra = 1. The continuous lines denote the theoretical
model, the discrete data represent 105 simulated particles, binned and with error bars.
actual phase-space volume; a further refinement is unnecessary, since constructing more
cells would be more time-consuming than actually generating our desired number (105)
of particles (see below). If the grid is successfully constructed, F (r,vr,vT ) is entirely
enveloped by a set of 4-dimensional grid cells.
Now we can proceed to a classical acceptance-rejection Monte Carlo (MC) simulation
(in the remainder, we refer to setting up the initial conditions of a DF as a “MC simula-
tion”). To generate a data point n, first a value Vn is randomly chosen between 0 and VM .
We can associate this value with a unique cell j and an ordinate fn for which
j−1∑
i=1
VM ;i < Vn 6
j∑
i=1
VM ;i, (8.13)
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Figure 8.3 (a) The initial particle positions of a Hernquist model with an increasing
anisotropy with β = 0.5 and λ = 5. 80% of the total mass is shown in the figure. (b)
The density distribution after 10 half-mass dynamical times. A bar is clearly visible. (c)
The axis ratio c/a plotted as a function of time. As can be seen from both the density
distributions and the axis ratio, an elliptical bar is created indicating that the system is
unstable.
and
Vn =
j−1∑
i=1
VM ;i +
8π2
3 (r
3
b;j− r3a;j)(vr,b;j − vr,a;j)(v2T ,b;j− v2T ,a;j)fn. (8.14)
Then, in cell j the coordinates r3a;j 6 r3n 6 r3b;j , vr,a;j 6 vr,n 6 vr,b;j and v2T ,a;j 6 v2t,n 6
v2
T ,b;j are randomly generated. Thus, a point (rn,vr,n,vT ,n,fn) is uniformly chosen in
the 7-dimensional phase-space volume VM . Now, if fn 6 F (rn,vr,n,vT ,n), the coordinate
(rn,vr,n,vT ,n) is accepted as a valid data point, otherwise it is rejected. Furthermore, if
fb;j < F (rn,vr,n,vT ,n), the cell volume is accordingly increased to the new maximum, so
the grid keeps being improved.
In this manner we construct a data set of N accepted coordinates inside the chosen
radius rb which follow the distribution. The MC simulation is regarded successful if the
cell volumes have changed negligibly (if the relative change of the total volume is smaller
than 10−3) during the MC simulation. If not, a new MC simulation with the final grid (with
volume VM+N ) is necessary. Also, if the ratio between rejected and accepted points is very
large, causing the MC simulation to be slow, the grid might have to be refined further (as
aforementioned, we stop refining the grid once the cells cover a volume that is a factor 1.5
to 5 larger than the model’s actual phase-space volume).
Finally, every coordinate (rn,vr,n,vT ,n) has to be converted into a phase-space point
(xn,yn,zn,vx,n,vy,n,vz,n). This is done by uniformly simulating the surface of a sphere
with radius rn (creating (xn,yn,zn)), a circle with radius vT ,n (creating (vθ,n,vϕ,n)) and
the sign of vr,n. The velocities can then be transformed into the appropriate Cartesian
coordinates. For isotropic functions F (E) the grid abscissae simplify to the 2-dimensional
(r,v) space, and the entire procedure is analogous.
Our method has several advantages: the construction of a grid and the subsequent MC
simulation of points is straightforward, fast, accurate and generally applicable. This con-
164 Chapter 8: Stability of Hernquist models with a supermassive black hole
trasts with algorithms that require integrations and inversions of DFs, which can experi-
ence numerical problems when applied to intricate functions. Also, no intermediate steps
are required (e.g. simulating the density first before assigning velocities to each particle)
and once a grid is made for a model, it can be re-used to generate an arbitrary number of
particles. Moreover, since a peak can be adequately isolated by a cell, infinite ranges in
the coordinate space or the DF values can be approximated by choosing appropriate large
boundary values.
As an example, we show in Fig. 8.1 the constructed cells for an isotropic Hernquist
system with a central SBH of µ = 0.1 (see Section 8.4). A simulated data sample (105
accepted particles) for an anisotropic Hernquist system with a central SBH of µ= 0.1 and
an anisotropy radius of ra = 1 is shown in Fig. 8.2. In all our MC simulations, we truncate
the infinite boundary radius at rb = 2000. For the DFs with an infinite maximum, we set
fb = 1015, and for the SBH-models we set the maximum velocity at the arbitrarily large
value vb = 1015 (these values are in fact much larger than needed. In reality, no particle is
ever assigned such a high DF value or initial velocity and never reaches such high velocities
during the subsequentN -body simulations). For another application of our code, see Cloet-
Osselaer et al. (2012).
8.2.3 N -body code
We studied the stability of our models by using an N -body code that is based on the “self-
consistent field” method (Hernquist & Ostriker 1992). This method relies on the series
expansion in a bi-orthogonal spherical basis set for both the density and gravitational po-
tential
ρ(r,θ,φ) =
∑
nlm
Anlm ρnlm(r,θ,φ) =
∑
nlm
Anlm ρ˜nl(r) Ylm(θ,φ), (8.15)
Φ(r,θ,φ) =
∑
nlm
Anlm Φnlm(r,θ,φ) =
∑
nlm
Anlm ˜Φnl(r) Ylm(θ,φ), (8.16)
where Ylm(θ,φ) are the spherical harmonics. Some freedom is considered for this expan-
sion since (ρ˜nl(r), ˜Φnl(r)) can have different forms (e.g. Plummer model, Bessel functions,
spherical harmonic functions), however here we will use a form similar to the Hernquist
model due to its trivial connection with our anisotropic systems that we wish to examine:
ρ˜nl(r) =
Knl√
π
rl
r(1 + r)2l+3
C(2l+3/2)n (ξ), (8.17)
˜Φnl(r) =−2
√
π
rl
(1 + r)2l+1
C(2l+3/2)n (ξ), (8.18)
where Knl is a normalization constant, ξ = (r− 1)/(r+ 1) and C(2l+3/2)n (ξ) are Gegen-
bauer polynomials (e.g. Szego¨ 1939, Sommerfeld 1964). The coefficients Anlm, can be
calculated by means of all the particles that describe the DF of our system (see Hernquist
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& Ostriker 1992 for more details). The spherical accelerations for each particle are found
by taking the gradient of the potential (Eq. 8.16). Finally new positions and velocities
are derived with the use of an integrator which is equivalent to the standard time-centred
leapfrog (Allen & Tildesley 1992 ; Hut et al. 1995),
xi+1 = xi + ∆tvi+
1
2
∆t2ai, (8.19)
vi+1 = vi +
1
2
∆t(ai+ai+1). (8.20)
The indices n, (l, m=−l..l) are indirectly an indication for the accuracy of the simulation
for respectively radial and tangential motion, since they determine the number of terms in
the expansion (see Section 5.2 in Hernquist & Ostriker 1992 for a statistical analysis). For
the systems without the SBH we find that nmax = 4 and lmax = 2 assures a total energy
conservation of better than ∼ 10−6 over 50 half-mass dynamical times Th and still allows
a low CPU time per N -body time-step (the time between two successive calculations) of
∆t = Th/416 ≈ 0.02. For the systems with an SBH, we used nmax = 6, lmax = 2 when
µ6 0.05, and nmax = 8, lmax = 4 for larger values of µ. The gravitational effect of the SBH
is added analytically by an extra radial acceleration proportional to the mass of the SBH. To
avoid numerical divergences when particles pass close to the SBH, we included a softening
length ε = 0.05. At this radius the dynamical crossing time of a particle is Th = 0.37, and
in consequence the chosen time-step of 0.02 assured a energy conservation better than 1%
over 50 half-mass dynamical times.
In order to check the robustness of our results, we performed two kinds of tests. We
(i) re-ran a number of simulations with different, smaller time-steps, and (ii) we performed
simulations with higher nmax and lmax values. A detailed comparison of these extra runs
with the original simulations shows that our results and conclusions do not change: the
variation of the global instability indicators, such as axis ratios or 2Kr/KT , as a function
of time are essentially the same. In a later follow-up study, we also re-ran the simulations
with a multi-step version of the N -body code and more particles. Again, the results were
similar, although we required more than 50 half-mass dynamical times to obtain the same
outcome.
8.2.4 Quantifying the instabilities
When a system is unstable, it tends to create a bar feature at its centre (see Fig. 8.3) which
roughly has an ellipsoidal shape. As noted by other authors (Merritt 1987 ; Palmer &
Papaloizou 1987), the physical cause of instability is similar to that of the formation of
a bar in a disc (Lynden-Bell 1979), where a small perturbation changes the orbits with a
lower angular momentum (initially precessing ellipses) into boxes which are aligned along
the initiated bar. A particle in a box orbit is unable to precess all the way round and will
fall each time back to the bar. This effect will cause the bar to increase in both size and
strength. To measure the radial stability of the systems we fitted the shape of an ellipsoidal
mass distribution by means of an iterative procedure (Dubinski & Carlberg 1991 ; Katz
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1991 ; Meza & Zamorano 1997 ; Meza 2002) at every half-mass dynamical time. This
detected any bar feature that is located within a certain radius. The initial condition of this
method is
ρ= ρ(a) with a=
(
x2 +
y2
q2
+
z2
s2
)1/2
, (8.21)
and with Mij =
∑ xixj
a2
, the principal components of the inertia tensor Mzz ≤Myy ≤Mxx
and the axis ratios q and s equal to 1, assuming a spherical mass distribution within a certain
sphere with a given radius for which we chose ra = 5. For all considered models this radius
encloses approximately 70% of the total mass. To achieve these conditions a transition
to the centre of mass has to be made followed by swapping the coordinate axes into the
correct order. In the next step the eigenvalues and eigenvectors of the inertia tensor Iij are
calculated, transforming it into a diagonal matrix. At this point the new axis ratios can be
calculated
q =
(
Myy
Mxx
)1/2
=
b
a
and s=
(
Mzz
Mxx
)1/2
=
c
a
, (8.22)
which in turn are used as the conditions for the next iteration step. The iteration was stopped
as soon as both axis ratios converged to a value within a pre-established tolerance of 10−3.
Thus at each half-mass dynamical time the values of these axis ratios serve as measures of
the strength of the bar instability, if present. In particular we will focus our attention on
two values of c/a, namely at the moment when these ratios reach a minimum (i.e. when
the instability is strongest) and at the final time t = 50Th.
8.3 Hernquist models without a black hole
In this section we investigate the stability of two different families of anisotropic Hernquist
models without a central supermassive black hole. For the analytical construction of these
models we refer to Baes & Dejonghe (2002), however we will recapitulate the characteris-
tics of each family.
8.3.1 Family I: Decreasing anisotropy
We find Hernquist models with a decreasing anisotropy by assuming an augmented density
of the form
ρ˜(ψ,r) =
1
2π
ψ4−2βn
(1−ψ)1−2β0
(1 + r)2(β0−βn)
r2β0
, (8.23)
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Figure 8.4 Axis ratios as a function of time of the anisotropic systems with a decreasing
anisotropy.
with βn = β0− n2 and n a natural number. After some algebra we find the distribution
function
F (E,L) =
2β0
(2π)5/2
Γ(5−2βn)L−2β0E5/2−2βn+β0
×
n∑
k=0
(
n
k
)
1
Γ( 2+k2 −β0)Γ( 7−k2 −2βn+β0)
(
L√
2E
)k
× 2F1
(
5−2βn,1−2β0; 7−k2 −2βn+β0;E
)
, (8.24)
with 2F1 a hypergeometric function, and the anisotropy
β(r) = 1− σ
2
θ(r)
σ2r(r)
=
β0 +βnr
1 + r
, (8.25)
which decreases as a function of radius. Since for β0 6 0 we only find tangentially domi-
nated systems which are free of radial instabilities, we limit ourselves to the investigation of
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the case β0 = 0.5. For this value, n = 0 corresponds to a system with constant anisotropy.
We plotted the axis ratios c/a for a number of different models with different n in Fig. 8.4.
Here and in the remainder of the chapter, we define those models that keep the axis ratio
c/a& 0.95 over 50 dynamical times as being stable. The only model that does not satisfy
this criterion is that with n = 1, which is everywhere radially anisotropic. For n ≥ 2, the
models become tangentially anisotropic at larger radii and as a consequence are much more
stable. This is evident from Fig. 8.4. It is clear that the minimum of c/a is reached rapidly,
whereafter the systems are in an equilibrium state, but are slightly non-spherical.
8.3.2 Family II: Increasing anisotropy
The models of our second family are Cuddeford (1991) models (see Eq. (2.168)) with an
augmented density and DF of the general form
ρ˜(ψ,r) = r−2β0f(ψ)
(
1 +λr2
)−1+β0
with λ= 1
r2a
, (8.26)
F (E,L) = F0(Q)L
−2β0 with 0 6Q= E− L
2
2r2a
6 1, (8.27)
and E denotes the energy, L the angular momentum and ra the anisotropy radius. The
explicit form of f(ψ) for the Hernquist potential-density pair can be found in Baes &
Dejonghe (2002). As mentioned by them, the DFs can be written analytically for the half-
integer values β0 = 0.5,0,−0.5,−1, so we will limit ourselves to these cases. For every
value of β0, we also computed numerically the maximum anisotropy value λmax(β0), out-
side which the DFs become negative for some values of Q and L. The area of physical
systems is indicated in Fig. 8.5. Our models have the following functional form:
• β0 = 0.5:
F (E,L) =
Q
4π3L
3Q2 +λ(3Q2−5Q+ 2)√
Q2 +λ(1−Q)2 . (8.28)
• β0 = 0:
F (E,L) =
1
8
√
2π3
[
3arcsin
√
Q
(1−Q)5/2
+
√
Q(1−2Q)
(
8Q2−8Q−3
(1−Q)2 + 8λ
) ]
. (8.29)
• β0 =−0.5:
F (E,L) =
Lf(Q)
2π3(1−Q)4
√
Q2 +λ(1−Q)2 , (8.30)
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Figure 8.5 The stability of the Hernquist models without a black hole and with increasing
anisotropy (see Section 8.3.2), expressed as the minima of the axis ratios c/a during the
simulations. The shaded area indicates the region of physical systems, i.e. with a non-
negative distribution function.
with
f(Q) = 6(1 +λ)2Q6−2(16λ2 + 26λ+ 10)Q5
+(70λ2 + 87λ+ 20)Q4−2λ(40λ+ 33)Q3
+λ(50λ+ 19)Q2−16λ2Q+ 2λ2. (8.31)
• β0 =−1:
F (E,L) =
L2
256
√
2π3(1−Q)5× (8.32)[
f1(Q)√
1−Q arctan
( √
Q√
1−Q
)
+
f2(Q)√
Q
]
, (8.33)
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with
f1(Q) = 15
[
(16λ+ 120)Q2− (72 + 32λ)Q+ 15+ 16λ], (8.34)
f2(Q) = 384(1 +λ)2Q6
− (1984λ2 + 3712λ+ 1728)Q5
+(4160λ2 + 7008λ+ 2784)Q4
− (4480λ2 + 6192λ+ 1200)Q3
+(2560λ2 + 2368λ+ 930)Q2
− (704λ2 + 240λ+ 225)Q+ 64λ2. (8.35)
For all models the anisotropy is given by the simple formula
β(r) =
β0r
2
a + r
2
r2a + r
2 , (8.36)
showing an increase in anisotropy as a function of radius. The results of the N -body
investigation for all β0 and λ are summarized in Fig. 8.5, where we plotted the minimal axis
ratios c/a for the DFs in this parameter space. To derive this plot, we simulated systems
with β0 = 0.5,0,−0.5,−1 and λ= 1,2,4,6,10,16,24, all of which are physical. The case
where β0 = 0 corresponds to the traditional anisotropic Osipkov-Merritt Hernquist model
that has been previously investigated in a similar way by Meza & Zamorano (1997). These
authors state the system with ra ≈ 1.1 (or λ ≈ 0.82) as stable. To compare our study with
theirs, we simulated this model in addition to the other systems. For this model we find an
axis ratio c/a≈ 0.95 after 50 dynamical times, and 2Kr/KT ≈ 2.24 during the entire run.
These values are in agreement with their results, therefore we will define c/a= 0.95 as our
stability criterion.
As is to be expected, the anisotropy radius λ strongly affects the formation of radial-
orbit instabilities, so that only models with a low value of λ remain stable. Furthermore,
we note that all models remain in their new equilibrium state after t≈ 10Th, as in case of
the DFs of Family I. As an example, the c/a ratio evolution for one of the systems is given
in Fig. 8.3.
8.4 Hernquist models with a supermassive black
hole
The now established presence of diverse components in a great variety of galaxies calls
for more advanced dynamical models. In this respect a dark matter halo and a central
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Figure 8.6 The distribution functions defined by Ciotti (1996), with different anisotropy
radii ra and SBH mass µ. The value ra =∞ corresponds with the isotropic case; for µ= 0
the DFs reduce to Eq. (8.29).
supermassive black hole are important and can change the galaxy’s properties dramatically.
However, up to now there are few known analytical systems that include e.g. a supermassive
black hole. The only models known so far are presented in Ciotti (1996), Baes & Dejonghe
(2004) and Baes et al. (2005), which are all based on the γ-models with special attention
to the Hernquist model and in Stiavelli (1998) where the distribution function of a stellar
system around an SBH is derived from statistical mechanic considerations.
In this section we investigate the radial stability of both isotropic and anisotropic Hern-
quist models containing a supermassive black hole, as these represent the closest analytical
approach to the observations. For the following sections we will use the representation of
Ciotti (1996) ; again, we are not going into great detail in the derivation of the analytical
distribution function.
In essence the DFs are obtained from an analytical Osipkov-Merritt inversion of the
systems governed by Eq. (8.2) and (8.3). As a consequence, these models can be viewed
as a extension of Eq. (8.29). Subsequently, we will refer to these combined systems as
Osipkov-Merritt models. The DFs can be written as
F (Q) = Fi(Q)+
Fa(Q)
r2a
, (8.37)
where Q has the same definition as in Eq. (8.27). A more natural parameter q is defined
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through
Q= q
(
1 + µ
1− q
)
, 0 6 q 6 1. (8.38)
8.4.1 Family I: Isotropic
We find an isotropic system by letting ra diverge to ∞. Then Eq. (8.37) simplifies to
F (E) = Fi(E) =
1
2
√
8π3
(
dE
dl
)−1
d
dl
[
˜F±i (l)
]
, (8.39)
with the argument l defined as l2 = 1− q. For ˜F±i (l) we refer to Ciotti (1996) as this
involves combinations of elliptic and Jacobian functions. These models only differ from
those of Baes et al. (2005) in the definition of the parameter µ.
Although the systems are isotropic, their DFs have a local maximum when µ > 0 (as
shown in Fig. 8.6). Hence, the sufficient criteria of Antonov (1962) and Doremus et al.
(1973) for isotropic systems cannot be applied. However, in our subsequent analysis of
the systems with and without an SBH in Section 8.5, it will be shown that all models
with ra > 1 are stable. In other words, it becomes evident that the addition of a central
SBH, although it changes the dynamics dramatically, does not influence the stability of an
isotropic system.
8.4.2 Family II: Anisotropic
In a similar way as the isotropic case the distribution function can be written as
F (Q) = Fi(Q)+
Fa(Q)
r2a
, (8.40)
=
1
2
√
8π3
(
dQ
dl
)−1
d
dl
[
˜F±i (l)+
˜F±a (l)
r2a
]
, (8.41)
where again ˜F±a (l) is defined in Ciotti (1996). In Fig. 8.6 we display systems with several
values of µ and ra. Notice that for small values of ra the DFs have a local minimum. As a
consequence, for every µ there exists a smallest possible ra, where this minimum becomes
zero; smaller values of this boundary ra result in negative DFs, thus creating unphysical
systems. For µ= 0, the minimal anisotropy radius is ra ≈ 0.202; for µ= 0.1 the boundary
becomes ra ≈ 0.240. From the viewpoint of a stability analysis these systems are the most
interesting. In the following section we will discuss their evolution in detail, comparing
them with the models without an SBH (Eq. (8.29)).
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8.5 Stability analysis of the Osipkov-Merritt mod-
els
To investigate any trend about the radial stability of these systems, we investigate the 2-
parameter space (ra,µ). In total, we performed 25 simulations, with ra = 0.25 , 0.50, 0.70,
0.85, 1.00 and µ = 0.01, 0.03, 0.05, 0.07, 0.10. In this way we derived a grid of values
of the c/a axis ratios, shown in Fig. 8.7. As stated before, the µ = 0-axis corresponds
to the systems in (Eq. 8.29). The solid lines indicate the minimal values reached during
the simulation (i.e. when the instability is strongest). The rate at which these minima
are reached strongly depends on ra, ranging from a few half-mass dynamical times for
highly radial models to t ≈ 50Th for systems with ra = 1.00. After the point of time
upon which a system obtains its minimal c/a the influence of the SBH causes a diminution
of the bar instability, resulting in the c/a axis ratios at t = 50Th shown by the dashed
lines. Thus, in each system the particles are affected by two counteracting forces: the
(relatively fast) bar formation and the (more gradually) scattering near the centre due to the
spherically symmetric gravitational potential of the black hole. The contour line c/a= 0.95
is highlighted as our stability criterion.
Clearly, an SBH mass of a few percent can prevent or reduce the bar instabilities in
anisotropic systems. This result agrees well with similar studies in disk galaxies (Norman
et al. 1996 ; Shen & Sellwood 2004 ; Athanassoula et al. 2005 ; Hozumi & Hernquist 2005).
The effect is most clearly visible for models with strong radial anisotropies, where the
decrease of the bar strength is proportional to the SBH mass. In other words, while more
radially anisotropic systems develop stronger bars than more isotropic models, the bars of
the former are more easily affected by a supermassive black hole. This is to be expected,
since radial systems host more eccentric orbits, therefore more particles from the outer
regions pass near the centre where their orbits can be altered by the Kepler force of the
SBH.
A full dynamical analysis would require a detailed study of the orbital distribution of
the stellar mass. However, we can gain important insights into the evolution of the models
by visualizing their density and velocity dispersions in the principal planes of the bars. In
order to retain a notion of ’radial’ and ’tangential’ motion in an evolved system (resembling
a triaxial model) at a certain time t, we use the method described in Section 8.2.4 to approx-
imate the mass distribution inside the radius ri of each particle by an ellipsoid. Then, the
velocity of a particle can be written into two components perpendicular resp. parallel to its
surface vi = vi,⊥+ vi,‖. Subsequently, the perpendicular and parallel velocity dispersion
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Figure 8.7 Contour plot of the axis ratio c/a for the Osipkov-Merritt models as a function
of anisotropy radius and mass of the SBH. The shaded area indicates the region of physical
systems, i.e. with a non-negative distribution function. The solid lines indicate the mini-
mal values during the simulation, the dashed lines show the axis ratios at the end of the
simulation (at t = 50Th).
of the m nearest neighbours around a position r are
σ2⊥(r) =
1
m−1
m∑
i=1
(
vi,⊥− v¯⊥
)2
, (8.42)
σ2‖(r) =
1
2(m−1)
m∑
i=1
(
vi,‖− v¯‖
)2
. (8.43)
In a similar manner we define
K⊥ =
1
N
N∑
i=1
v2i,⊥, (8.44)
K‖ =
1
N
N∑
i=1
v2i,‖, (8.45)
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Figure 8.8 The spatial density ρ and the velocity dispersions σ⊥ and σ‖, in the three prin-
cipal planes, of an Osipkov-Merritt Hernquist system without an SBH, and with ra = 0.25.
Dynamical times t= 0, t = 25Th and t= 50Th are displayed.
so that 2K⊥/K‖ can serve as a non-spherical extension of 2Kr/KT .
In Figs. 8.8-8.11 we show the evolution of 4 systems by means of the density ρ(r) and
velocity dispersions σ⊥(r) and σ‖ (r), in at dynamical times t= 0, t= 25Th and t= 50Th.
In each principal plane the moments are calculated on a grid of 2500 points, with 50 nearest
neighbours around every grid position.
Fig. 8.8 displays an Osipkov-Merritt system without an SBH and anisotropy radius
ra = 0.25. This model has a strong bar formation, resulting into a new equilibrium state
after t = 10Th which it retains during the rest of the run (as can be seen at t = 25Th and
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Figure 8.9 The spatial density ρ and the velocity dispersions σ⊥ and σ‖, in the three prin-
cipal planes, of an Osipkov-Merritt Hernquist system with an SBH of µ = 0.05, and with
ra = 0.25. Dynamical times t= 0, t = 25Th and t= 50Th are displayed.
t = 50Th). This bar alters the density distribution into a roughly triaxial symmetry, even
peanut-shaped in the XZ-plane where the radial instability is the most prominent. The
tangential dispersion σ‖ increases significantly. This occurs especially at the edges, where
in contrast the radial dispersion vanishes. This can be explained by the mechanism of the
bar formation: particles that pass through the bar are pulled towards it, and eventually align
their orbit with the bar. Only the orbits along the principal axes remain largely unaffected
by the bar due to the symmetric forces on these particles, hence their motion remains radial.
In Fig. 8.9 a model with ra = 0.25 and µ = 0.05 is shown. Again a bar is formed, but
8.5 Stability analysis of the Osipkov-Merritt models 177
-6
-4
-2
0
2
4
6
y
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
5e-2
1e-2
1e-3
1e-4
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
0.40
0.35
0.30
0.25
0.20
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
0.30
0.25
0.20
0.15
0.10
0.05
-6
-4
-2
0
2
4
6
y
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
5e-2
1e-2
1e-3
1e-4
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
0.40
0.35
0.30
0.25
0.20
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
0.30
0.25
0.20
0.15
0.10
0.05
-6
-4
-2
0
2
4
6
y
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
x
5e-2
1e-2
1e-3
1e-4
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
x
0.40
0.35
0.30
0.25
0.20
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
z
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
x
0.30
0.25
0.20
0.15
0.10
0.05
ρ(r) t=0Th
ρ(r) t=25Th
ρ(r) t=50Th
σ⊥(r) t=0Th
σ⊥(r) t=25Th
σ⊥(r) t=50Th
σ‖(r) t=0Th
σ‖(r) t=25Th
σ‖(r) t=50Th
Figure 8.10 The spatial density ρ and the velocity dispersions σ⊥ and σ‖, in the three
principal planes, of an Osipkov-Merritt Hernquist system with an SBH of µ = 0.1, and
with ra = 0.25. Dynamical times t= 0, t= 25Th and t = 50Th are displayed.
less pronounced than in the absence of an SBH. Clearly, during the run the bar is reduced
by the SBH, causing a gradual increase in the c/a axis ratio (XZ-plane). More striking
however is the evolution in the XY -plane, where the ellipticity has disappeared. Thus, the
model has become an oblate axisymmetric system. This is also reflected in the dispersions:
σ‖ again follows the bar structure, but the cross-form σ⊥ vanishes as particles pass near the
SBH. Since most particles reside in the XY -plane, on eccentric orbits (since ra is small),
the scattering in this plane is strongest. After t = 50Th, we expect a further small increase
in the c/a axis ratio, but as the velocity dispersion becomes more isotropic fewer particles
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Figure 8.11 The spatial density ρ and the velocity dispersions σ⊥ and σ‖, in the three
principal planes, of an Osipkov-Merritt Hernquist system with an SBH of µ = 0.05, and
with ra = 0.50. Dynamical times t = 0, t= 25Th and t= 50Th are displayed.
from the outer regions will pass near the centre (i.e. be affected by the SBH), hence the
model will not change much further.
This can also be seen by comparing the system with µ= 0.05 to a model with µ= 0.1
(Fig. 8.10). This model has essentially the same properties as the former. The larger SBH
mass has above all influence on its efficiency, resulting in a faster bar reduction.
Finally, we consider the effect of the anisotropy radius by analysing a system with
µ = 0.05 and ra = 0.5 (Fig. 8.11). Compared to Fig. 8.9, the initial bar is less strong,
as expected. However, its structure and evolution is different from the system with ra =
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0.25. First, σ⊥ remains spherically distributed during the run, thus less scattering occurs.
This implies less reduction of the bar instability. Moreover, the density does not become
symmetric around the Z-axis. In contrast, the X-axis is now the symmetry axis during the
entire run, resulting in a prolate axisymmetric system. It thus seems that models with an
SBH become oblate or prolate, depending on their velocity anisotropy. It would indeed be
very interesting to compare the orbital structure of both these systems in full detail.
As a final remark we note that inside a radius rK =
√
µ/(1−√µ) the force of the
SBH is stronger than the stellar component, so that all models remain spherical inside
this radius. In conclusion, systems with an SBH become axisymmetric systems with a
spherically symmetric core.
8.6 Conclusions and summary
Most mass estimates of SBHs result from dynamical models of either stellar or gas kine-
matics. The inclusion of strong radial anisotropy is considered in these models (Binney
& Mamon 1982), yet they have never been tested for radial stability. Our goal was to test
the stability of systems with a central SBH and to look for any trend as a function of the
mass of the SBH. We used the same method that was previously introduced by Meza &
Zamorano (1997) and extended it to systems with a central SBH. We first tested the pro-
cedure on Hernquist systems (Baes & Dejonghe 2002) without an SBH and with different
anisotropic behaviour. Our method appeared to be efficient in discriminating the stable
from the unstable systems.
Instead of focusing on complicated numerically derived dynamical models, we opted
for analytical distribution functions that take the effect of a central SBH into account, in
order to be able to look for any trend. Since the isotropic Hernquist models with an SBH do
not have distribution functions that are monotonically increasing functions of the binding
energy (Ciotti 1996 ; Baes & Dejonghe 2004) and hence the sufficient criteria of Antonov
(1962) and Doremus et al. (1973) for isotropic systems cannot be applied, we first investi-
gated the radial stability of these systems. No effect was found by letting the mass of the
SBH vary, giving only stable systems. However, in the case of the anisotropic systems with
an SBH we did find a dependence of the stability of the system on the mass of the SBH.
The more massive the SBH, the more stable a system becomes, but especially the more
the instability is reduced. A trend which is most obvious in very anisotropic systems (thus
with very small anisotropy radius ra). An SBH with a mass of a few percent of the entire
galaxy mass, is able to weaken the strength of the bar, which is in correspondence with sim-
ilar studies in disk galaxies (Norman et al. 1996 ; Shen & Sellwood 2004 ; Athanassoula
et al. 2005 ; Hozumi & Hernquist 2005). Judging from Fig. 8.7, the stability boundary of
c/a& 0.95 over 50 dynamical times, shifts from ra ≈ 1.1 for µ= 0 to ra ≈ 1.0 for µ= 0.1.
This corresponds to 2Kr/KT = 2.2 for µ = 0 and to 2Kr/KT = 2.0 for µ = 0.1. These
values are in very good agreement with previous authors.
Remarkably, systems with an SBH but with different anisotropy radii ra evolve differ-
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ently: highly radial systems first become triaxial whereafter the SBH makes them more
oblate, while less radial models tend to form first into axisymmetric prolate structures, that
then become less elongated due to the influence of the SBH.
It is also interesting to note that the central density distribution of systems with an SBH
remains spherically symmetric during the entire simulation out to a radius of half the effec-
tive radius. This is not the case for systems without an SBH, which become axisymmetric
or triaxial, depending on ra. Interestingly, this includes the region that is considered for the
MBH−σ relation, which predicts such an evolutionary link between the central SBH and
the spheroid where it resides. Similarly, the central anisotropy parameter decreases as a
function of time at a rate proportional to the mass of the SBH, due to more tangential orbits
at the centre.
Our analysis of the influence of a central SBH on the stability of a dynamical sys-
tem supplements previous research that shows that both central density cusps (Sellwood &
Evans 2001 ; Holley-Bockelmann et al. 2001) and isotropic cores (Trenti & Bertin 2006)
also act as dynamical stabilizers.
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