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Abstract
After a brief outline of general aspects of conformal field theories in coordinate space, in a first part
we review the solution of the conformal constraints of 3- and 4-point functions in momentum space in
dimensions d ≥ 2, in the form of conformal Ward identities (CWI’s). We center our discussion on the
analysis of correlators containing stress-energy tensors (T) and scalar operators (O). For scalar 4-point
functions, we briefly discuss our method for identifying dual conformal solution of such equations uniquely
identified by the CWI’s, describing the dual conformal/conformal or dcc symmetry, introduced by us in
previous work. A key issue in such correlation functions with T tensors is the appearance of the conformal
anomaly, which has been investigated both in free field theory and non-perturbatively by solving the
conformal constraints. We present a pedagogical derivation of the non-local anomaly action, its prediction
for 2- and 3-point functions and their matching to free-field theories. Perturbative realizations of CFTs
at one-loop provide the simplest form of the general solutions identified by the CWI’s, for specific scaling
dimensions, by an appropriate choice of their field content. In a technical appendix we offer details on the
reconstruction of the TTO and TTT correlators in the approach of Bzowski, McFadden and Skenderis and
specifically on the secondary Ward identities, in order to establish a complete match with the perturbative
description.
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1 Introduction
The study of Conformal field theories (CFTs) has played a central role in theoretical/ mathematical physics
for over half a century [1, 2], with an impact on several different areas, from the theory of critical phenomena
to string theory and, more recently, the AdS/CFT (AdS, Anti de Sitter) correspondence. The latter allows to
establish a link between gravitational and gauge forces in a specific supersymmetric setup.
In particular, such correspondence [3], also known as gauge/gravity duality, has shown the importance of
conformal symmetry in dimensions d ≥ 2. In d = 2 the symmetry is infinite dimensional, and finite otherwise,
for being defined by the generators of SO(d, 2).
The relevance of the study of conformal correlation functions in d > 2 is remarkable in areas as different as
cosmology, condensed matter theory and particle phenomenology. For instance, recent experimental advances
on Dirac and Weyl semimetals, have spurred a growing activity on the role played by CFT’s and their anom-
alies (chiral, conformal) in the characterization of the fundamental properties of such materials [4, 5, 6, 7, 8].
In our analysis we will consider the case of d > 2, which is of outmost interest in physics. For theories which
are quantum conformal invariant, the general idea is to develop a formalism which allows to characterize
the structure of the corresponding correlation functions without resorting to a Lagrangian description. In
this more general case, a CFT is essentially determined by a set of operators (primary fields) and by their
descendants, which close an algebra via an operator product expansion. This, in principle, allows to bootstrap
correlators of higher point from the lower point ones, by solving for the corresponding conformal blocks.
Although in d > 2 the symmetry is less restrictive, correlation functions of CFT’s up to 3-point functions can
be determined in their tensorial structures and form factors only modulo few constants. These constraints
take the form of conformal Ward identities (CWI’s). We will show how it is possible to match general CFT
results to ordinary Lagrangian formulations, in free field theory, limitedly to 3-point functions. The possibility
of such direct match in momentum space, reproduces previous results of coordinate space [9] but proceeds
in an autonomous way. This approach will allow to investigate this class of theories in a framework which is
quite close to the study of the scattering amplitudes in ordinary perturbation theory. At the same time, as we
are going to elaborate, it allows a completely new perspective on the role played by the conformal anomaly
in the dynamical breaking of such symmetry.
1.1 The transition to momentum space
The solution of the CWI’s in position (coordinate, configuration) space has been addressed long ago for
3-point functions[10, 9]. Most notably, Osborn and Petkou outlined a method to solve such identities in
position space, indicating also the way in which the conformal anomaly could be included in a special and
important class of correlators. Their analysis covered correlators containing up to 3 insertions of stress energy
tensors, beside conserved currents and scalar operators all of generic scaling dimensions (∆i).
The idea of using conformal Ward identities (CWI’s) to determine the structure of 3-point functions in mo-
mentum space was presented independently in [11] and [12], the second of which outlines a method that
includes the tensor case. In [12], Bzowski, McFadden and Skenderis (BMS) have indicated a possible route to
identify the solution of the conformal Ward identities (CWI’s) of 3-point functions of tensor correlators, the
most demanding one being the TTT , with three stress energy tensors (T ). The method builds the solution
of the CWI’s starting from the transverse-traceless components of such correlators and their related 2-point
functions, such as the TT . We will illustrate the method by working out the TTO and TTT cases in a
rather detailed way, clarifying all the intermediate technical steps. We will discuss all the simplifications that
a matched perturbative analysis, performed by us in [13, 14, 15] brings in the computation of the explicit
expression of this and other similar vertices, which remains valid nonperturbatively. Our interest in this ana-
lysis has grown out of previous studies in perturbative field theory, QCD and QED, of similar vertices (TJJ)
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[16, 17, 18, 19] where it has been shown that the breakings of conformal and chiral symmetries are associated
to a specific behaviour, in every case, of one specific form factor of a tensorial 3-point function. It is therefore
of interest to investigate if this phenomenon remains valid beyond perturbation theory. In a final section we
will show how a similar result holds also for the TTT correlator.
There are two main reasons why CFT in momentum space is essential for our understanding of the role of
conformal symmetry in field theory. The first is that it allows to establish a direct connection with ordinary
scattering amplitudes, in the analysis of which there has been significant progress up to very high perturbative
orders. The second is the possibility of investigating the role of the conformal anomalies.
Indeed, the operatorial expansion of two operators in coordinate space for any CFT, in general does not ad-
dress the issue of possible anomalies, since the operators are taken at different spacetime points. In this case
the CWI’s have to be modified with the addition of ultralocal terms obtained by differentiating the anomaly
functional. In other words, the corresponding anomalous CWI’s are solved separately in their homogenous
and inhomogenous forms. At first one solves the equations when the coordinate points of the correlators are
kept separate, and then the contribution to their anomaly is added by hand as un ultralocal term, in the
coincidence limit.
However, there is no physical understanding of how the breaking of a conformal symmetry by a quantum
anomaly occurs, if we stay in coordinate space. In this case the exercise is purely formal, for a phenomenon -
the breaking of an important and possibly fundamental symmetry - which is crucial in so many areas of physics.
1.2 Perturbative breakings in anomaly form factors
As just mentioned, perturbative analysis in momentum space [16, 17, 18], also in supersymmetric theories
[20], have shown that the signature of such a breaking is in the appearance of specific massless poles in the
anomaly correlators with a T insertion. The structure that emerges from such virtual exchanges in the cor-
relation functions can be directly compared to the free field theory prediction, if we are able to match such
correlators in the two cases.
Such a matching has been discussed recently by us [13, 15, 14]. We have shown how the pole structure of
a complex correlator such as the TTT , for instance, emerges from the renormalization of an ordinary free
field theory once we have completely matched its expression, derived from the solution of its CWI’s, to its
perturbative realization. For the TTT one needs 2 sectors, a scalar and a fermion sector, linearly combined
with arbitrary multiplicites, to describe this matching. A third sector, with a spin 1 running inside the loops,
is necessary in order to account for its anomalies.
This mapping of a general, non-perturbative result, to a perturbative one (a simple one-loop matching) allows
to proceed with a drastic simplification of the expressions of such correlators, providing the simplest realiz-
ation of the form factors identified by the BMS decomposition. At this stage, one can identify more clearly
the structure of the anomaly contributions in the several form factors present in a 3-point function.
In the matched perturbative description, the conformal anomaly emerges from the renormalization of the
longitudinal (or semilocal) terms of the correlator, which exhibits a specific pole structure. The distinction
between such massless interactions, clearly related to renormalization, and other possible massless exchanges,
is that they are directly associated to derivatives of the anomaly functional.
The pattern, in this case, generalizes what one obtains in the TJJ case. We have shown in great detail in [15]
that the generation of a massless pole is a consequence of the process of regularization of one specific form
factor - the anomaly form factor - as the spacetime dimensions d tend to 4 (d→ 4).
It is then natural, from this perspective, to investigate whether a specific conformal anomaly action can
account for these (nonlocal) anomaly contributions. For this reason we have turned to a description of the
nonlocal Riegert action, which is expected to generate such terms in a direct manner. This will be addressed
in the second part of this review.
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Obviously, studies of 1-particle irreducible effective actions in gravitational backgrounds are common in the
literature (see for instance [21, 22, 23][24]), for instance in a E/m expansion, in the presence of massive inter-
mediate states. More recent investigations of conformal correlators both for chiral and conformal anomalies
are those of [25] [26, 27].
For our goals, we will review the origin of the nonlocal Riegert action in a pedagogical way, detailing the
variational solution of the anomaly constraint by an integration in field space, which takes to such expression.
1.3 Massless exchanges as dynamical breaking of conformal symmetry
Compared to local actions which introduce extra degrees of freedom - in the form of a dilaton or an axion
- unified in a Stückelberg supermultiplet in the superconformal case - the nonlocal description appears to be
dynamical. The pole is the result of a collinear (particle/antiparticle) exchange in the loop, captured by a
local spectral density (∼ δ(s)) in the dispersion variable (s).
The emergence of composite intermediate massless states characterising the light-cone dynamics of the field
operators in the theory, is also a prediction of the nonlocal action, which is correctly reproduced by the
matched perturbative theory. The equivalence between the perturbative and the nonperturbative realizations
of specific correlation functions, for operators containing insertions of only T’s and J’s, and a careful analysis
of the renormalization in both approaches, shows that the appearance of massless exhanges in the two cases
is not a spurious prediction of perturbation theory, but the signature of the anomaly.
Its relevance both in the context of condensed matter theory [28, 7, 6, 29] [30], in the theory of Dirac and
Weyl semimetals and in gravitational waves [31] is what makes it worthy of a close attention.
1.4 Local duality and dimensional transmutation
The relevance of both local and nonlocal anomaly actions has been addressed repeatedly in the past, with
results and predictions touching a wide range of phenomena, which are gradually being uncovered [6] [31] [28].
In [32] we have proposed that these actions parameterize the same anomaly phenomenon in two different ends
(the UV and the IR) of a renormalizaton group flow, with the possibility that a nonperturbative dynamics
will connect the two. Massless excitations in the UV, captured by the anomaly diagrams, may turn into
asymptotic degrees of freedom in the IR in the presence of nonpertubative interactions. Coherent interactions
may be the cause of such behaviour in condensed matter theory, with the generation of a physical scale. The
phenomenon of a "a massless pole turning into a cut", with the cut associated to a mass scale, noticed in
behaviour the spectral densities of anomaly form factors in the past [20, 16], is a generic phenomenon of
anomalies, likely related to the emergence of a physical scale in a massless theory.
Anomalies come with specific superconvergent sum rules, with remarkable properties of their associated spec-
tral densities. This phenomenon share similarity with local duality (quark/hadron duality) in QCD, due to
the presence, also in this case, of a sum rule and of a dispersion relation connecting the UV and the IR
behaviour of certain cross sections integrated over the energy.
In the case of a conformal theory, this is essentially linked to dimensional transmutation (DT), where a scale
invariant theory developes a dynamical scale.
In QCD, DT is a nonperturbative effect, related to the breaking of classical scale invariance of the theory and
the emergence of ΛQCD, which is identified, in perturbation theory, from the singularity in momentum space
of the running coupling. Obviously, the perturbative predictions has little to say about confinement or chiral
symmetry breaking in the theory, which characterize this phenomenon in a far more complex way compared
to a simple perturbative analysis. In the case of quantum scale invariant theories, broken by anomalies, this
phenomenon could be different, given the fact that the symmetry holds at quantum level, and could even be
simpler.
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1.5 Organization of this review
Our review is organized as follows.
We will start by introducing some general aspects of CFT in coordinate space, investigating 2-point functions,
and moving afterwards to 3- and 4-point functions, including a brief description of the formalism of the
embedding space. This will provide sufficient information in order to describe the construction of tensor 2-
and 3-point functions in coordinate space. In particular, the embedding formalism is particularly appropriate
in order to simplify this process. This is the content of section 2, which can be skipped by experts.
Afterwords, we will begin our discussion of CFT in momentum space, deriving the structure of the conformal
and canonical Ward identities in coordinate and in momentum space. The strategy used to solve the CWI’s
in the method of BMS is exemplified with enough detail in an appendix, in order to allow the reader to follow
most of the intermediate steps in the rather technical derivations. Finally, we will present an analysis of the
trace anomaly and the structure of the correlator as derived from the anomaly effective action, followed by
our conclusions.
2 Conformal symmetry in coordinate space: some key aspects
2.1 The conformal group
We present a brief review of the transformations which identify the conformal group SO(2, d) in d > 2
dimensions and in a Euclidean space [2, 33].
Conformal transformations may be defined as those transformations xµ → x′µ(x) that preserve the infinitesimal
length up to a local factor (µ = 1, 2, . . . d)
dxµdx
µ → dx′µdx′µ = Ω(x)−2dxµdxµ. (2.1.1)
In the infinitesimal form they are given by
x′µ(x) = xµ + aµ + ωµνx
ν + σxµ + bµx
2 − 2b · xxµ, (2.1.2)
where
Ω(x) = 1− λ(x), λ(x) = σ − 2b · x, (2.1.3)
and bµ is a constant d-vector The transformation in (2.1.2) is composed of the parameters aµ for the trans-
lations, ωµν = −ωνµ for boosts and rotations, σ for the dilatations and bµ for the special conformal trans-
formations. The first three define the Poincarè subgroup, obtained for Ω(x) = 1, which leaves invariant the
infinitesimal length. By including the inversion
xµ → x′µ = xµx2 , Ω(x) = x
2, (2.1.4)
we can enlarge the conformal group to O(2, d). Special conformal transformations can be realized by consid-
ering a translation preceded and followed by an inversion.
Notice that an infinitesimal transformation
xµ(x)→ x′µ(x) = xµ + vµ(x) (2.1.5)
is classified as an isometry if it leaves the metric gµν(x) invariant in form. If we denote with g′µν(x′) the new
metric in the coordinate system x′, then an isometry is such that
g′µν(x
′) = gµν(x′). (2.1.6)
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This condition can be inserted into the ordinary covariant transformation rule for gµν(x) to give
g′µν(x
′) =
∂xρ
∂x′µ
∂xσ
∂x′ν
gρσ(x) = gµν(x
′) (2.1.7)
from which one derives the Killing equation for the metric
vα∂αgµν + gµσ∂νv
σ + gσν∂µv
σ = 0. (2.1.8)
For a conformal transformation, according to 2.1.1, the metric condition (2.1.6) is replaced by the condition
g′µν(x
′) = Ω−2gµν(x′) (2.1.9)
generating the conformal Killing equation (with Ω(x) = 1− σ(x))
vα∂αgµν + gµσ∂νv
σ + gσν∂µv
σ = 2σgµν . (2.1.10)
In the flat spacetime limit this becomes
∂µvν + ∂νvµ = 2σ ηµν , σ =
1
d
∂ · v. (2.1.11)
From now on we switch to the Euclidean case, neglecting the index positions. Using the fact that every
conformal transformation can be written as a local rotation matrix of the form
Rµα = Ω
∂x′µ
∂xα
(2.1.12)
we can first expand genericaly R around the identity as
R = 1 + [] + . . . (2.1.13)
with an antisymmetric matrix [], which we can re-express in terms of antisymmetric parameters (τρσ) and
1/2 d (d− 1) generators Σρσ of SO(d) as
[]µα =
1
2
τρσ (Σρσ)µα
(Σρσ)µα = δρµδσα − δραδσµ (2.1.14)
from which, using also (2.1.12) we derive a constraint between the parameters of the conformal transformation
(v) and the parameters τµα of R
Rµα = δµα + τµα = δµα +
1
2
∂[αvµ] (2.1.15)
with ∂[αvµ] ≡ ∂αvµ − ∂µvα.
As an example, let’s consider the action of this symmetry on a vector field. Denoting with ∆A the scaling
dimensions of a vector field Aµ(x)′, its variation under a conformal transformation can be expressed via R in
the form
A′µ(x′) = Ω∆ARµαAα(x)
= (1− σ + . . .)∆A(δµα + 1
2
∂[αvµ] + . . .)A
α(x) (2.1.16)
from which one can easily deduce that
δAµ(x) ≡ A′µ(x)−Aµ(x) = −(v · ∂ + ∆Aσ)Aµ(x) + 1
2
∂[αvµ]Aα(x), (2.1.17)
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which is defined to be the Lie derivative of Aµ in the v direction
LvA
µ(x) ≡ −δAµ(x). (2.1.18)
As an example, in the case of a generic rank-2 tensor field (φI K) of scaling dimension ∆φ, transforming
according to a representation DIJ(R) of the rotation group SO(d), (2.1.16) takes the form
φ′I K(x′) = Ω∆φDII′(R)D
K
K′(R)φ
I′K′(x). (2.1.19)
In the case of the stress energy tensor (D(R) = R), with scaling (mass) dimension ∆T (∆T = d) the analogue
of (2.1.16) is
T ′µν(x′) = Ω∆TRµαR
ν
βT
αβ(x)
= (1−∆Tσ + . . .)(δµα + 1
2
∂[αvµ] + . . .)(δµα +
1
2
∂[αvµ] + . . .)T
αβ(x) (2.1.20)
where ∂[αvµ] ≡ ∂αvµ − ∂µvα. One gets
δTµν(x) = −∆T σ Tµν − v · ∂ Tµν(x) + 1
2
∂[αvµ] T
αν +
1
2
∂[νvα]T
µα. (2.1.21)
For a special conformal transformation (SCT) one chooses
vµ(x) = bµx
2 − 2xµb · x (2.1.22)
with a generic parameter bµ and σ = −2b · x (from 2.1.11) to obtain
δTµν(x) = −(bαx2−2xαb ·x) ∂αTµν(x)−∆TσTµν(x)+2(bµxα−bαxµ)Tαν +2(bνxα−bαxν)Tµα(x). (2.1.23)
It is sufficient to differentiate this expression respect to bκ in order to derive the form of the special
conformal transformation Kκ on T in its finite form
KκTµν(x) ≡ δκTµν(x) = ∂
∂bκ
(δTµν)
= −(x2∂κ − 2xκx · ∂)Tµν(x) + 2∆TxκTµν(x) + 2(δµκxα − δακxµ)Tαν(x)
+2(δκνxα − δακxν)Tµα. (2.1.24)
2.2 From Poincarè to the conformal group
We can merge the action of the special conformal transformation, of the dilatations and the generators of
the Poincarè group to construct the Lie algebra of the conformal group.
The Poincarè subgroup contains the basics set of symmetries for any relativistic system,
i[Jµν , Jρσ] = δνρJµσ − δµρJνσ − δµσJρν + δνσJρµ (2.2.1)
i[Pµ, Jρσ] = δµρP σ − δµσP ρ (2.2.2)
[Pµ, P ν ] = 0 (2.2.3)
where the J ’s are the generators of the Lorentz group, Pµ are the 4 generators of translations. For scale
invariant theories, which contain no dimensionful parameter, the Poincarè group can be extended by including
the dilatation generator D, whose commutation relations with the other generators are
[Pµ, D] = iPµ,
[Jµν , D] = 0.
(2.2.4)
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Finally, we include also the conformal transformations, whose generators are denoted as Kµ. The correspond-
ing Lie algebra is
[Kµ, D] = −iKµ,
[Pµ,Kν ] = 2iδµνD + 2iJµν ,
[Kµ,Kν ] = 0,
[Jρσ,Kµ] = iδµρKσ − iδµσKρ.
(2.2.5)
It is clear from (2.2.4) and (2.2.5) that scale invariance does not require conformal invariance, but conformal
invariance necessarily implies scale invariance.
To summarize, having specified the elements of the conformal group, we can define a primary field Oi(x),
where i runs over the representation of the group which the field belongs to, through the transformation
property under a conformal transformation g belonging to the conformal group SO(2, d) in the form
Oi(x) g−→ O′i(x′) = Ω(x)∆Dij(g)Oj(x), (2.2.6)
where ∆ is the scaling dimension of the field and Dij(g) denotes the representation of O(d) acting on O′i. In
the infinitesimal form we have
δgOi(x) = −(LgO)i(x), with Lg = v · ∂ + ∆λ+ 1
2
∂(µvν)Σ
µν , (2.2.7)
where the vector vµ is the infinitesimal coordinate variation vµ = δgxµ = x′µ(x) − xµ and (Σµν)ij are the
generators of O(d) in the representation of the field Oi. The explicit form of the operators Lg can be obtained
from (2.1.2) and (2.1.3) and are given by
translations Lg = aµ∂µ, (2.2.8)
rotations Lg =
ωµν
2
[xν∂µ − xµ∂ν ]− Σµν , (2.2.9)
scale transformations Lg = σ [x · ∂ + ∆], (2.2.10)
special conformal transformations Lg = bµ[x2∂µ − 2xµ x · ∂ − 2∆xµ − 2xνΣ νµ ]. (2.2.11)
Let us now consider the subalgebra of the four-dimensional conformal algebra, corresponding to dilatations
and Lorentz transformations. This allows us to label different representations of the conformal algebra with
(∆, jL, jR), where ∆ is the scaling dimension and jL, jR are Lorentz quantum numbers. For any quantum field
theory, unitarity implies that all the states in a representation must have a positive norm, imposing bounds
on the unitarity representations. If one considers the compact subalgebra so(2)⊕ so(4) of so(4, 2), its unitary
representations are labelled with (∆, jL, jR) and have to satisfy the constraints
∆ ≥ 1 + jL for jR = 0, ∆ ≥ 1 + jR for jL = 0,
∆ ≥ 2 + jL + jR for both jL, jR 6= 0.
(2.2.12)
In this context, for scalars we have ∆ ≥ 1, for vectors ∆ ≥ 3 and for symmetric traceless tensors ∆ ≥ 4.
These bounds are saturated by a free scalar field φ, a conserved current Jµ and a conserved symmetric traceless
tensor Tµν . In d dimensions, the bound for fields of spin s take the form
∆ ≥ d− 2
2
, s = 0, (2.2.13)
∆ ≥ d− 1
2
, s = 1/2, (2.2.14)
∆ ≥ d+ s− 2, s ≥ 1. (2.2.15)
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In a CFT fields transform under irreducible representations of the conformal algebra. In order to construct
its irreduced representations for general dimensions, it is used the method of the induced representations. We
briefly comment on this point.
First, we analyze the transformation properties of the field φ at x = 0. Then, with the help of the momentum
vector Pµ, we may shift the argument of the field to an arbitrary point x, in order to obtain the general
transformation rule. For Lorentz transformations, we have postulated that
[Jµν , φ(0)] = −Jµν φ(0), (2.2.16)
where Jµν is a finite-dimensional representation of the Lorentz group, determining the spin of the field φ(0).
In addition, for the conformal algebra we postulate commutation relations with the dilatation operator D,
[D,φ(0)] = −i∆φ(0). (2.2.17)
This relation implies that φ has the scaling dimension ∆, i.e. under dilatations x 7→ x′ = λx (for a real λ) it
transforms as
φ(x) 7→ φ′(x′) = λ−∆ φ(x). (2.2.18)
In particular, a field φ, covariantly transforming under an irreducible representation of the conformal algebra,
has a fixed scaling dimension and it is therefore an eigenstate of the dilatation operator D. In a conformal
algebra it is sufficient to consider particular fields, the conformal primary fields, which satisfy the commutation
relation
[Kµ, φ(0)] = 0. (2.2.19)
By applying the commutation relations of D with Pµ and Kµ to the eigenstates of D, one observes that Pµ
raises while Kµ lowers the scaling dimension since
[D, [Pµ, φ(0)]] = [Pµ, [D,φ(0)]] + [[D,Pµ], φ(0)] = −i(∆ + 1)[Pµ, φ(0)] (2.2.20)
[D, [Kµ, φ(0)]] = [Kµ, [D,φ(0)]] + [[D,Kµ], φ(0)] = −i(∆− 1)[Kµ, φ(0)]. (2.2.21)
As discussed in the previous section, since in a unitary CFT there is a lower bound on the scaling dimen-
sions of the fields, this implies that any conformal representation must contain operators of lowest dimension
which, due to (2.2.19), are annihilated by Kµ at xν = 0.
In a given irreducible multiplet of the conformal algebra, conformal primary fields are those fields of low-
est scaling dimension, determined by the relation (2.2.19). All the other fields, conformal descendants
of φ, are obtained by acting with Pµ on such conformal primary fields. We can consider the operator
U(x) = exp
(
−iPˆµ xµ
)
that, acting on φ(0), gives
U(x)φ(0)U−1(x) = φ(x). (2.2.22)
Through this operator, we may deduce the commutation relations for a conformal primary field φ(x), taking
into account the relations of the conformal algebra. In order to show the procedure, we consider the case of
[Pµ, φ(x)]. Expanding the operator U(x) and using the Haussdorf formula
U(x)φ(0)U−1(x) =
∞∑
n=0
in
n!
xν1 . . . xνn [Pν1 , [. . . [Pνn , φ(0)] . . . ]] (2.2.23)
we obtain
[Pµ, U(x)φ(0)U
−1(x)] = [Pµ, U(x)φ(0)U−1(x)]
=
[
Pµ ,
∞∑
n=0
in
n!
xν1 . . . xνn [Pν1 , [. . . [Pνn , φ(0)] . . . ]]
]
= −i∂µφ(x) (2.2.24)
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from which we deduce the commutation relations
[Pµ, φ(x)] = −i∂µφ(x),
[D,φ(x)] = −i(∆ + xµ∂µ)φ(x)
[Jµν , φ(x)] = (−Jµν + ixµ∂ν − ixν∂µ)φ(x)
[Kµ, φ(x)] =
[
i
(−x2∂µ + 2xµxρ∂ρ + 2xµ∆)− 2xνJµν]φ(x).
(2.2.25)
The correlation functions constructed with such primary fields transform covariantly and, in case of scalar
conformal primaries we have
〈O1(x′1) . . .On(x′n)〉 =
∣∣∣∣∂x′1∂x1
∣∣∣∣−∆1/d . . . ∣∣∣∣∂x′1∂x1
∣∣∣∣−∆n/d 〈O1(x1) . . .On(xn)〉. (2.2.26)
In the case of fields of general spin there are extra terms depending on the transformation matrices defined
in (2.2.6). Furthermore, in these theories we assume a unique vacuum state that should be invariant under
all global conformal transformations |0〉, and it is an eigenstate of the dilatation operator with eigenvalue
zero. The theory can be coupled to a background metric gµν , with specific properties under the action of the
conformal group. This is intimately related to an important operator of any CFT which is the stress energy
tensor. This operator, due to the constraints of conformal invariance, has the properties to be symmetric,
traceless and conserved.
Once the theory is coupled to a curved background metric gµν , it is natural to consider the action of the
Weyl group for which the coordinates, the metric and the scalar primary fields transform as
x′µ = eσ(x) xµ (2.2.27)
g′µν(x) = e
2σ(x) gµν(x) (2.2.28)
O′i(x) = e−σ(x) ∆i Oi(x). (2.2.29)
The function σ(x) form a subgroup of the group of local Weyl transformation that is induced by the conformal
transformations, known as the conformal Weyl group. The form of the local function σ(x) is written as
σ(x) = log
(
1
1− 2b · x+ b2x2
)
(2.2.30)
with b any constant vector. For b infinitesimal and using the expression of σ(x), the transformation (2.2.27)
corresponds exactly to the form of the conformal transformations (2.1.2). Every conformal field theory is
Weyl invariant, and the scalar correlation function of primary fields given above transforms under the Weyl
group as
〈O1(x1) . . .On(xn)〉e2σgµν = e−σ(x1)∆1 . . . e−σ(xn)∆n〈O1(x1) . . .On(xn)〉gµν , (2.2.31)
Notice also the appearance in the equation above of x-dependent scalings respect to the general global para-
meters of a conformal transformation, which is typical of the Weyl symmetry. The relation between conformal
and Weyl symmetry can be discussed in physical terms by the procedure of Weyl gauging, which takes to
Weyl gravity, if a certain metric is taken to be a dynamical and ot a compensator field. In this case, in each
free-falling frame identified in a local region of spacetime the local flat symmetry is that of the conformal
group rather than that of the Poincaré group.
It is worth noting that (2.2.31) is valid at non-coincident point only, i.e. for xi 6= xj , i 6= j. This is due to the
choice of the regularisation scheme that one has to consider in order to have a defined quantum field theory.
The (dimensionful) regulator used in the scheme chosen, may break some of the symmetries of the theory that
can not be restored once the regulator is removed. For instance, dimensional regularisation, which preserves
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Lorentz invariance, breaks Weyl invariance and it is manifest in a local manner, i.e., it affects the correlation
functions at coincident points only. The effects of the breaking of Weyl symmetry is manifest in the trace or
Weyl anomaly.
In quantum field theory scale and conformal invariance are treated as equivalent, in the sense that all
the realistic field theories which are scale invariant are also conformal invariant. Such enhancement of the
symmetry (from dilatation invariance to conformal), whether it holds in general or not, has been discussed at
length in the literature [34], with counterexamples which are quite unrealistic from the point of view of a local,
covariant, relativistic field theory. In our case scale and conformal invariance will be taken as equivalent, as
is indeed the case in ordinary Lagrangian field theories.
2.3 Correlation functions in CFT
The presence of conformal symmetry in a quantum field theory is very powerful and restrictive. In fact,
it imposes very strong constraints on the structure of the correlation functions. Up to 3-point functions, the
requirement of the conformal invariance fixes the structure of the correlator up to constants. Looking at the
simplest case of 1-point functions of a scalar operator O, one finds from translational invariance they need to
be constant. Then, scaling invariance requires that the constant has to vanish with the condition
〈O(x)〉 = 0, if ∆ 6= 0. (2.3.1)
The condition on the conformal dimensions of the operator ∆ 6= 0 is satisfied looking at the unitarity bounds
required for a unitarity CFT, for which all the operators, apart from the identity operator, have a strictly
positive conformal dimension. Therefore, in a conformal theory 〈O(x)〉 = 0, assuming that O is not propor-
tional to the identity operator. Moving on to the next non trivial case, we consider 2-point functions of two
scalar operators Oi and Oj of conformal dimensions ∆i and ∆j and we construct their general form. From
Poincarè invariance, these functions depend on the difference of coordinates and imposing scaling invariance
one finds
〈Oi(xi)Oj(xj)〉 = Cij|xi − xj |∆i+∆j . (2.3.2)
We have still to impose the invariance under the special conformal transformations. For such transformations
we recall that ∣∣∣∣∂x′i∂xi
∣∣∣∣ = 1(1− 2b · xi + b2x2i )d . (2.3.3)
Under this transformation the 2-point function transforms as
〈O′1(x′)O′2(y′)〉 =
∣∣∣∣∂x′∂x
∣∣∣∣∆1/d ∣∣∣∣∂y′∂y
∣∣∣∣∆2/d 〈O1(x′)O2(y′)〉 = (γ1γ2)(∆1+∆2)/2γ∆11 γ∆22 C12|x1 − x2|∆1+∆2 (2.3.4)
where γi = (1− 2b · xi + b2x2i ). The invariance of the correlation function under special conformal transform-
ations induces the constraint
(γ1γ2)
(∆1+∆2)/2
γ∆11 γ
∆2
2
= 1 (2.3.5)
which is identically satisfied only if ∆1 = ∆2. This means that two quasi-primary fields are correlated only if
they have identical scaling dimensions
〈O1(x1)O2(x2)〉 = C12|x1 − x2|2∆1 δ∆1∆2 . (2.3.6)
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This result can be obtained also analysing only the transformations of the correlation function under the
inversion. It follows from an important property of the special conformal transformations, i.e. that they can
be written as a composition of two inversions Iµ(x) and a translation by a vector bµ, as follows
Iµ(x) =
xµ
x2
,
x′µ
x2
= Iµ(x) + bµ. (2.3.7)
Therefore, in order to analyse the implications of the action of the special conformal transformation, in many
cases it is enough to consider the action of Iµ(x).
A similar method can be applied to the 3-point functions. Poincaré invariance requires that
〈O1(x1)O2(x2)O3(x3)〉 = f
( |x1 − x2| , |x1 − x3| , |x2 − x3| ), (2.3.8)
and the invariance under scale transformations
f
( |x1 − x2| , |x1 − x3| , |x2 − x3| ) = λ∆1+∆2+∆3f(λ|x1 − x2| , λ|x1 − x3|′ , λ|x2 − x3|′ ) (2.3.9)
imposes another constraint that forces a generic 3-point function to take the following form
〈O1(x1)O2(x2)O3(x3)〉 = C123
xa12 x
b
23 x
c
13
(2.3.10)
where xij = |xi − xj |. C123 is a constant and the coefficients a, b, c must verify the relation
a+ b+ c = ∆1 + ∆2 + ∆3. (2.3.11)
The invariance of (2.3.10) under special conformal transformations implies that
C123
γ∆11 γ
∆2
2 γ
∆3
3
(γ1γ2)
a/2(γ2γ3)
b/2(γ1γ3)
c/2
xa12 x
b
23 x
c
13
=
C123
xa12 x
b
23 x
c
13
. (2.3.12)
To solve this constraint, all the factors involving the transformation parameter bµ must disappear, which leads
to the following set of equations
γ
a/2+c/2−∆1
1 = 1, γ
a/2+b/2−∆2
2 = 1, γ
b/2+c/2−∆3
3 = 1, (2.3.13)
which can be solved in terms of the conformal dimensions of the operators Oj
a = ∆1 + ∆2 −∆3, b = ∆2 + ∆3 −∆− 1, c = ∆3 + ∆1 −∆2. (2.3.14)
Therefore, the correlator of three quasi-primary fields is given by
〈O1(x1)O2(x2)O3(x3)〉 = C123
x∆1+∆2−∆312 x
∆2+∆3−∆−1
23 x
∆3+∆1−∆2
13
. (2.3.15)
C123 and ∆i’s are usually referred to as "the conformal data". The strong constraints on 2- and 3- point
function previously discussed are not enough to fix the correlation function of 4-point functions and higher.
In this case, indeed, one can construct scalar conformal invariants from the set of the external coordinates
{xj}. Poincaré invariance implies that the variables appearing in the correlation function must be of the form
xij = |xi − xj |, but in order for this to be scale invariant one has to construct ratios of such variables. We
recall that, under the special conformal transformation, the distance separating two points xij is mapped to
|x′i − x′j | =
|xi − xj |
(1− 2b · xi + b2x2i )1/2(1− 2b · xj + b2x2j )1/2
. (2.3.16)
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Therefore, the simplest objects that are conformally invariant are
uijkl ≡ xij xkl
xik xjl
, vijkl =
xij xkl
xil xjk
, (2.3.17)
known as anharmonic ratios or cross-ratios. These ratios are well-defined as far as the points are distinct. Every
function of these cross-ratios will be conformally invariant, and for this reason 4- and higher-point functions are
determined up to an arbitrary function of the cross-ratios, and are not uniquely fixed by conformal invariance.
For instance, the 4-point function can be written as
〈O1(x1)O2(x2)O3(x3)O4(x4)〉 = f
(
x12x34
x13x24
,
x12x34
x23x14
) 4∏
1≤i<j≤4
x
∆t/3−∆i−∆j
ij (2.3.18)
where ∆t =
∑4
i=1 ∆i and f is an undetermined function. In the case of 4-point functions there are two in-
dependent conformal ratios. In the case of n-point functions there are n(n−3)/2 independent conformal ratios.
2.4 The embedding space formalism
The nonlinear action of the conformal group becomes simpler and more transparent in the formalism of
the embedding space [35, 36]. In fact, taking a Euclidean CFT in d-dimensions with the conformal group
acting nonlinearly on Rd, it is well known that it is locally isomorphic to SO(d + 1, 1) and therefore it acts
linearly on the space Rd+1,1, called the embedding space. The procedure consists in embedding the target
space Rd into Rd+1,1.
We introduce the light-cone coordinates in Rd+1,1 as
XA = (X+, X−, Xa) ∈ Rd+1,1, (2.4.1)
where a = 1, . . . , d with the inner product
X ·X = ηABXAXB = −X+X− +XaXa. (2.4.2)
Using such coordinates, the condition X2 = 0 defines an SO(d+ 1, 1) invariant subspace of dimension d+ 1,
the null cone. Imposing the gauge condition X+ = 1, that defines the Poincarè section of the embedding, we
identify the projective null-cone with Rd and the null vectors take the form
X = (1, x2, xµ). (2.4.3)
It is worth noting that the transformation of X by SO(d + 1, 1) is just a matrix multiplication, and the
transformation
X → hX/(hX)+, h ∈ SO(d+ 1, 1) (2.4.4)
defines the nonlinear action of the conformal group on Rd. Finally, taking two points Xi and Xj , setting
Xij = Xi −Xj , on the Poincaré section where X2 = 0, one obtains
X2ij = −2Xi ·Xj = (xi − xj)2 = x2ij . (2.4.5)
Now, we want to lift the fields defined on Rd to the embedding space. The first step is to consider a primary
scalar field Od(x) in Rd with dimension ∆, for which one can define a scalar on the entire null-cone, with the
requirement
Od+1,1(λX) = λ−∆Od+1,1(X), (2.4.6)
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with the dimension of Od reflected in the degree of Od+1. For any such fields in Rd+1,1 one can always perform
a projection on Rd as
Od(x) =
(
X+
)∆Od+1,1(X(x)). (2.4.7)
The fieldOd+1(X) then transforms in a simple way under the conformal transformationOd+1(X)→ Od+1(hX).
Conformal invariance requires that the correlators containing Od+1(X) are invariant under SO(d+ 1, 1).
In order to derive the structure of a correlator in the embedding space, one starts by writing down its most
general form, covariant under SO(d+1, 1), satisfying the appropriate scaling conditions, according to to (3.5.4).
Then we substitute (2.4.3) and use (2.4.5) in order to obtain the expression in ordinary coordinate space. For
example, the 2-point function of operators of dimension ∆ is fixed by conformal invariance, homogeneity, and
the null condition X2i = 0, to take the form
〈O(X1)O(X2)〉 = C12
(−2X1 ·X2)∆ . (2.4.8)
We notice that −2X1 ·X2 is the only Lorentz invariant that we can construct out of two points, since on the
projective null-cone the condition X2j = 0 is satisfied. Now, using (2.4.5) we obtain
〈O(x1)O(x2)〉 = C12
(X212)
∆
=
C12
|x1 − x2|2∆ (2.4.9)
which is (2.3.6). The next step is to extend the embedding formalism to tensor operators [37, 38, 39, 40]. We
are going to illustrate the method for totally symmetric and traceless tensors, since such tensors transform
with the simplest irreducible representation of SO(d+ 1, 1).
Considering a tensor field of SO(d+ 1, 1), denoted as OA1...An(X), with the properties
• defined on the null-cone X2 = 0,
• traceless and symmetric,
• homogeneous of degree −∆ in X, i.e., OA1...An(λX) = λ−∆OA1...An(X),
• transverse XAiOA1...Ai...An(X) = 0 j = 1, . . . , n,
it is clear that those are conditions rendering OA1...An(X) manifestly invariant under SO(d + 1, 1). In order
to find the corresponding tensor in Rd, one has to restrict OA1...An(X) to the Poincaré section and project the
indices as
Oµ1...µn(x) =
∂ XA1
∂xµ1
. . .
∂ XAn
∂xµn
OA1...An(X). (2.4.10)
For example, the most general form of the 2-point function of two operators with spin one and dimension ∆
can be derived as
〈OA(X1)OB(X2)〉 = C12
(X1 ·X2)∆
[
ηAB + α
XA2 X
B
1
X1 ·X2
]
, (2.4.11)
according to the rules given above. The transverse condition
XA1 〈OA(X1)OB(X2)〉 =
C12
(X1 ·X2)∆
[
XB1 + αX
B
1
]
= 0, (2.4.12)
implies that α = −1. The projection on Rd using (2.4.10) leads to define the 2-point function in Rd as
〈Oµ(x1)Oν(x2)〉 = ∂X
A
1
∂xµ1
∂XB2
∂xν2
〈OA(X1)OB(X2)〉 . (2.4.13)
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Finally, one needs to compute the terms
ηAB
∂XA1
∂xµ1
∂XB2
∂xν2
, XA2 X
B
1
∂XA1
∂xµ1
∂XB2
∂xν2
, (2.4.14)
that are explicitly given as
ηAB
∂XA1
∂xµ1
∂XB2
∂xν2
= −1
2
(
∂X+1
∂xµ1
∂X−2
∂xν2
+
∂X+1
∂xµ1
∂X−2
∂xν2
)
+ δab
∂Xa1
∂xµ1
∂Xb2
∂xν2
= δµν (2.4.15)
XA2
∂XA1
∂xµ1
= −1
2
(
X+2
∂X−1
∂xµ1
+X−2
∂X+1
∂xµ1
)
+ δabX
a
2
∂Xb1
∂xµ1
= xµ2 − xµ1 (2.4.16)
XB1
∂XB2
∂xν2
= −1
2
(
X−1
∂X+2
∂xν2
+X+1
∂X−2
∂xν2
)
+ δabX
a
1
∂Xb2
∂xν2
= xν1 − xν2 (2.4.17)
which allow to define the following projective rules
XB1 7→ xν1 − xν2 , XA2 7→ xµ2 − xµ1 , ηAB 7→ δµν , X1 ·X2 7→ −1/2x212. (2.4.18)
Therefore, from (2.4.13) we infer the equation
〈Oµ(x1)Oν(x2)〉 = C12 I
µν(x12)
x2∆12
, (2.4.19)
where
Iµν(x) = δµν − 2x
µ xν
x2
(2.4.20)
and C12 is an undetermined constant. The Iµν tensor appearing in (2.4.19) plays an important role in the
definition of the conformal structure. In fact, it is important in realizing the operation of inversion, and
appears in all the correlation functions of tensor operators [9, 10].
Using the same strategy, one can easily construct correlation functions of higher spin, and for a traceless
spin-2 operator of dimension ∆, we find
〈Oµν(x1)Oρσ(x2)〉 = C12
x2∆12
[
Iµρ(x12)I
νσ(x12) + I
µσ(x12)I
νρ(x12)− 2
d
δµνδρσ
]
. (2.4.21)
It is worth mentioning that expressions (2.4.19) and (2.4.21) satisfy the requirement of being traceless and
symmetric, with the possibility, in the case of conserved currents, of further specialization of this result. In
fact, from (2.4.19), in the case of conserved currents Jµ, the conservation Ward identities (C.4.12)
∂
∂xµ11
〈Jµ1(x1)Jµ2(x2)〉 = 0, (2.4.22)
imposes a strong condition on the conformal dimension. We can use in this expression the full form of the
2-point function given in (2.4.19), to derive the relation
0 =
∂
∂xµ1
(
C12 I
µν(x12)
x2∆12
)
= C12
(
−2∆I
µν(x12)
x
2(∆+1)
12
(x12)µ +
1
x2∆12
∂ Iµν(x12)
∂xµ1
)
=
C12
x2∆12
[
−2∆ (x12)µ
x212
(
δµν − 2x
µ
12 x
ν
12
x212
)
− 2(d− 1)x
ν
12
x212
]
= −2(d−∆− 1)C12 x
ν
12
x
2(∆+1)
12
. (2.4.23)
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This shows that a conformal primary operator of spin-1 is conserved if an only if its dimension is ∆ = d− 1.
A similar result holds for conserved energy momentum tensors Tµiνi(xi), by using the condition (C.4.15)
∂
∂xµ11
〈Tµ1ν1(x1)Tµ2ν2(x2)〉 = 0. (2.4.24)
In this case one has to use the relation
0 =
∂
∂xµ1
{
C12
x2∆12
[
Iµρ(x12)I
νσ(x12) + I
µσ(x12)I
νρ(x12)− 2
d
δµνδρσ
]}
= −2∆ C12
x2∆+212
(x12)µ
[
Iµρ(x12)I
νσ(x12) + I
µσ(x12)I
νρ(x12)− 2
d
δµνδρσ
]
+
C12
x2∆12
∂
∂xµ1
[
Iµρ(x12)I
νσ(x12) + I
µσ(x12)I
νρ(x12)− 2
d
δµνδρσ
]
. (2.4.25)
Using the results
∂
∂xµ1
Iµα(x12) = −2(d− 1)x
α
12
x212
, (2.4.26)
(x12)µ I
µα(x12) = −xα12, (2.4.27)
∂
∂xµ1
Iνα(x12) = − 2
x212
(
δνµ x
α
12 + δ
α
µ x
ν
12 − 2 (x12)µ x
ν
12 x
α
12
x212
)
(2.4.28)
we can simplify (2.4.25) in the form
0 = −2∆ C12
x2∆+212
[
−xρ12 Iνσ(x12)− xσ12 Iνρ(x12)−
2
d
δρσxν12
]
− 2 C12
x
2(∆+1)
12
(d− 1) [xρ12 Iνσ(x12) + xσ12 Iνρ(x12)]
− 2 C12
x
2(∆+1)
12
[
Iµρ(x12)
(
δνµ x
σ
12 + δ
σ
µ x
ν
12 − 2 (x12)µ x
ν
12 x
σ
12
x212
)
+ Iµσ(x12)
(
δνµ x
ρ
12 + δ
ρ
µ x
ν
12 − 2 (x12)µ x
ν
12 x
ρ
12
x212
)]
= −2 C12
x
2(∆+1)
12
{
(d−∆) [xρ12 Iνσ(x12) + xσ12 Iνρ(x12)]−
2∆
d
δρσxν12 + 2 I
ρσ(x12)x
ν
12 + 4
xν12 x
σ
12 x
ρ
12
x212
}
= −2 C12
x
2(∆+1)
12
{
(d−∆) [xρ12 Iνσ(x12) + xσ12 Iνρ(x12)]− 2
(
∆
d
− 1
)
δρσxν12
}
. (2.4.29)
In the square bracket of (2.4.29) there are independent tensor terms that do not add to zero. For this reason
the only way to satisfy (2.4.29) is when the coefficients of all the independent tensor structures are zero,
implying that ∆ = d. We conclude that a primary operator of spin-2 is conserved if and only if its dimension
is ∆ = d. These results ensure that the dimensions of Jµ and Tµν are protected in any CFT from any quantum
correction. We will show explicitly the details of these properties in a section below. For the 3-point function
one can proceed in a similar way, and observe that the problem can be greatly simplified by identifying all
the possible tensor structures that can appear in a given correlation function [9, 10, 39].
2.5 Conformal symmetries and Ward identities in coordinate space
In this section we turn to a brief illustration of the derivation of the CWI’s to be imposed on such
correlators. Considering a generating functional Z[φ(j)0 ], defined by
Z
[
φ
(j)
0
]
=
∫
DΦ exp
−S −∑
j
∫
ddxφ
(j)
0 (x)Oj(x)
 , (2.5.1)
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one can define the correlation function by functional differentiation with respect to the sources as
〈O1(x1) . . .On(xn)〉 = (−1)n δ
n Z[φ
(j)
0 ]
δφ
(1)
0 (x1) . . . δφ
(n)
0 (xn)
∣∣∣∣∣
φ
(j)
0 =0
=
∫
DΦO1(x1) . . .On(xn) e−S . (2.5.2)
Assuming that this correlation function is invariant under a symmetry transformation g and the generating
functional as well as the measure are invariant under such a transformation, one obtains the Ward Identities
for correlation functions of the form
n∑
i=1
〈O1(x1) . . . δgOi(xi) . . .On(xn)〉 = 0 (2.5.3)
where for a general infinitesimal conformal transformation defined by g(x) the variation δgOi(xi) is defined as
δgOi(xi) =
(
−g · ∂ − ∆
d
∂ · g − 1
2
∂ [µg ν]Jµν
)
Oi(xi), (2.5.4)
according to (2.2.25). This allows us to reobtain in a slightly more general framework the results of Section
(2.1). For instance, in the case of translations the Ward identity we the relation
0 =
n∑
j=1
∂
∂xµj
〈O1(x1) . . .On(xn)〉 , (2.5.5)
implying that the correlation function depends on the differences xi − xj only. Then the Dilatation Ward
identities can be easy constructed using the dilatation generator for which we find n∑
j=1
∆j +
n∑
j=1
xαj
∂
∂xαj
 〈O1(x1) . . .On(xn)〉 = 0. (2.5.6)
where also here we indicate with ∆1, . . . ,∆n the dimensions of the conformal primaries operators O1, . . . ,On.
Analogously to the previous cases, the special conformal Ward identities, corresponding to special conformal
transformations, can be derived for the scalar case and in particular we have
n∑
j=1
(
2∆j x
k
j + 2x
κ
j x
α
j
∂
∂xjα
− x2j ∂∂xjk
)
〈O1(x1) . . .On(xn)〉 = 0, (2.5.7)
where κ is a free Lorentz index. In the case of tensor operators one needs to add an additional term to the
previous equation, the contribution Jµν in (2.5.4), the finite-dimensional representation of the Lorentz group
determining the spin for the field considered.
For example, if we assume that the tensor Oj has rj Lorentz indices, i.e. Oj = O
µj1 ...µjrj
j , for j = 1, 2, . . . , n,
in this case we need to add the extra term
2
n∑
j=1
rj∑
h=1
[
(xj)αjh δ
κµjh − xµjhj δκαjh
]
〈Oµ11µ12 ...µ1r 1 (x1) . . . Oµj1 ...αjh ...µjrj (xj) . . . Oµn1µn2 ...µnrn (xn)〉 (2.5.8)
to the left-hand side of (2.5.7). Finally, we can consider the Ward identity associated with rotations in
coordinate space by taking for δg a Lorentz transformation in (2.5.4). As in the previous case, we can first
consider the n-point function of scalar operators, giving
n∑
j=1
(
xνj
∂
∂xjµ
− xµj
∂
∂xjν
)
〈O1(x1) . . .On(xn)〉 = 0. (2.5.9)
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For tensor operators one needs to add to the left-hand side of the previous equation the contribution
n∑
j=1
rj∑
h=1
[
δναjh δ
µjh
µ − δµαjh δ
µjh
ν
]
〈Oµ11µ12 ...µ1r 1 (x1) . . . Oµj1 ...αjh ...µjrj (xj) . . . Oµn1µn2 ...µnrn (xn)〉 . (2.5.10)
There are simplifications in the expression of momentum space reconstruction which are a result of this
symmetry.
3 The Conformal Ward identities in momentum space
As already mentioned in the previous sections, most of the current and past analysis in CFT has been
centered around coordinate space. This is the natural domain where primary operators are introduced in
order to discuss the fluctuations of physical systems around a certain critical point, as a function of the
relative distances. The operator algebra of a CFT is endowed with the operator product expansion, which
allows to express the product of two operators at separate points in terms of an infinite series of of local
operators [37, 41, 42, 43]. A problem arises at coincident points, i.e. when two or more primary operators in
the product approach the same spacetime point. For stress energy tensors, this limit introduces an anomaly
in the operator algebra. The stress energy tensor is not traceless any more, as expected in a CFT, and the
conformal anomaly is the manifestation of the breaking of a quantum symmetry.
As we move to momentum space, due to the Fourier transform acting on the spacetime points of a correla-
tion function, the integration includes also domains in which two or more coordinates coalesce. Therefore the
anomaly contribution is naturally included in the expression of a correlator in momentum space [44, 45, 46, 47].
3.1 The dilatation equation
We are now going, as a first step, to reformulate the conformal constraints (i.e. the conformal Ward
identities) in momentum space, proceeding from the scalar case and then moving to the tensor case. We will
be using some condensed notations in order to shorten the expressions of the transforms in momentum space.
We will use the following conventions
Φ(x) ≡ 〈φ1(x1)φ2(x2) . . . φn(xn)〉 eipx ≡ ei(p1x1+p2x2+...pnxn)
dp ≡ dp1dp2 . . . dpn Φ(p) ≡ Φ(p1, p2, . . . , pn). (3.1.1)
with Φ denoting an n-point correlation functions of primary operators φi. It will also be useful to introduce
the total momentum P =
∑n
j=1 pj .
The momentum constraint is enforced via a delta function δ(P ) under integration. For instance, translational
invariance of Φ(x) gives
Φ(x) =
∫
dp δ(P ) eipx Φ(p1, p2, p3). (3.1.2)
In general, for an n-point function Φ(x1, x2, . . . , xn) = 〈φ1(x1)φ2(x2)...φn(xn)〉, the condition of translational
invariance
〈φ1(x1)φ2(x2), . . . , φn(xn)〉 = 〈φ1(x1 + a)φ2(x2 + a) . . . φn(xn + a)〉 (3.1.3)
generates the expression in momentum space of the form (3.1.2), from which we can remove one of the
momenta, conventionally the last one, pn, which is replaced by pn = −(p1 + p2 + . . . pn−1), giving
Φ(x1, x2, . . . , xn) =
∫
dp1dp2...dpn−1ei(p1x1+p2x2+...pn−1xn−1+pnxn)Φ(p1, p2, . . . , pn). (3.1.4)
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We start by considering the dilatation WI.
The condition of scale covariance for the fields φi of scale dimensions ∆i (in mass units)
Φ(λx1, λx2, . . . , λxn) = λ
−∆Φ(x1, x2, . . . , xn), ∆ = ∆1 + ∆2 + . . .∆n (3.1.5)
after setting λ = 1 +  and Taylor expanding up to O() gives the scaling relation
(Dn + ∆)Φ ≡
n∑
j=1
(
xαj
∂
∂xαj
+ ∆j
)
Φ(x1, x2, . . . , xn) = 0. (3.1.6)
with
Dn =
n∑
j=1
xαj
∂
∂xαj
. (3.1.7)
The expression of the dilatation equation in momentum space can be obtained either by a Fourier transform
of (3.1.6), or more simply, exploiting directly (3.1.5). In the latter case, using the translational invariance of
the correlator under the integral, by removing the δ-function constraint, one obtains
Φ(λx1, λx2, . . . , λxn) =
∫
ddp1d
dp2 . . . d
dpn−1eiλ(p1x1+p2x2+...pn−1xn−1+pnxn)Φ(p1, p2, . . . , pn)
= λ−∆
∫
ddp1d
dp2 . . . d
dpn−1ei(p1x1+p2x2+...pn−1xn−1+pnxn)Φ(p1, p2, . . . , pn). (3.1.8)
We perform the change of variables pi = p′i/λ on the right-hand-side (rhs) of the equation above (first line)
with dp1...dpn−1 = (1/λ)d(n−1)ddp′1 . . . ddp′n−1 to derive the relation
1
λd(n−1)
Φ
(
p1
λ
,
p2
λ
, . . . ,
pn
λ
)
= λ−∆Φ(p1, p2, . . . , pn). (3.1.9)
Setting λ = 1/s this generates the condition
s(n−1)d−∆Φ(sp1, sp2, . . . , spn) = Φ(p1, p2, . . . , pn) (3.1.10)
and with s ∼ 1 + , expanding at O() we generate the equation n∑
j=1
∆j − (n− 1)d−
n−1∑
j=1
pαj
∂
∂pαj
Φ(p1, p2, . . . , pn) = 0. (3.1.11)
There are some important comments to be made. The action of any differential operator which is separable
on each of the coordinate xi, once transformed to momentum space, violates the Leibnitz rule, if we want to
differentiate only the independent momenta. This because of momentum conservation, which is a consequence
of the translational invariance of the correlator. This point has been illustrated at length in [14], to which we
refer for further details. Notice that in (3.1.11) the sum runs over the first n − 1 momenta. The equations,
though, must be reduced to a scalar form and at that stage their hypergeometric structure will appear clear
[11] and [12].
3.2 Special Conformal WI’s for scalar correlators
We now turn to the analysis of the special conformal transformations in momentum space. Also in this
case we discuss both the symmetric and the asymmetric forms of the equations, focusing our attention first
on the scalar case. The Ward identity in the scalar case is given by
n∑
j=1
(
−x2j
∂
∂xκj
+ 2xκj x
α
j
∂
∂xαj
+ 2∆jx
κ
j
)
Φ(x1, x2, . . . , xn) = 0 (3.2.1)
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which in momentum space, using
xαj → −i
∂
∂pαj
∂
∂xκj
→ ipκj (3.2.2)
becomes
n∑
j=1
∫
ddp
(
pκj
∂2
∂pαj ∂p
κ
j
− 2pαj
∂2
∂pαj ∂p
κ
j
− 2∆j ∂
∂pκj
)
eip·xδd(P )φ(p) = 0, (3.2.3)
where the action of the operator is only on the exponential. At this stage we integrate by parts, bringing the
derivatives from the exponential to the correlator and on the Dirac δ function obtaining∫
ddpeipxKksΦ(p)δ
d(P ) + δ′term = 0 (3.2.4)
in the notations of Eq. (3.1.1), where we have introduced the differential operator acting on a scalar correlator
in a symmetric form
Kks =
n∑
j=1
(
pκj
∂2
∂pαj ∂p
α
j
+ 2(∆j − d) ∂
∂pκj
− 2pαj
∂2
∂pκj ∂p
α
j
)
. (3.2.5)
Using some distributional identities derived in [14]
Kκs δ
d(P ) =
(
P k
∂2
∂Pα∂Pα
− 2Pα ∂
2
∂Pα∂P k
+ 2(∆− nd) ∂
∂P k
)
δd(P )
= 2d(dn− d−∆)P k δ
d(P )
P 2
= −2(dn− d−∆) ∂
∂Pk
δd(P ), ∆ =
n∑
j=1
∆j , (3.2.6)
we obtain
δ′term =
∫
ddp eip·x
 ∂
∂Pα
δd(P )
n∑
j=1
(
pαj
∂
∂pκj
− pκj
∂
∂pαj
)
Φ(p)
.+ 2
∂
∂P κ
δd(P )
 n∑
j=1
(∆j − pαj
∂
∂pαj
)− (n− 1)d
Φ(p)
 . (3.2.7)
Notice that such terms vanish [14] by using rotational invariance of the scalar correlator
3∑
j=1
(
pαj
∂
∂pκj
− pκj
∂
∂pαj
)
Φ(p) = 0, (3.2.8)
as a consequence of the SO(4) symmetry
3∑
j=1
Lµν(xj)〈φ(x1)φ(x2)φ(x3)〉 = 0, (3.2.9)
with
Lµν(x) = i (xµ∂ν − xν∂µ) , (3.2.10)
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and the symmetric scaling relation, n∑
j=1
∆j −
n−1∑
j
pαj
∂
∂pαj
− (n− 1)d
Φ(p) = 0. (3.2.11)
Using (3.2.6) and the vanishing of the δ′term terms, the structure of the CWI on the correlator Φ(p) then takes
the symmetric form
n∑
j=1
∫
ddpeip·x
(
pκj
∂2
∂pjα∂pαj
− 2pαj
∂2
∂pαj ∂p
κ
j
+ 2(∆j − d) ∂
∂pκj
)
φ(p)δd(P ) = 0. (3.2.12)
This symmetric expression is the starting point in order to proceed with the elimination of one of the momenta,
say pn. Also in this case, one can proceed by following the same procedure used in the derivation of the
dilatation identity, dropping the contribution coming from the dependent momentum pn, thereby obtaining
the final form of the equation
n−1∑
j=1
(
pκj
∂2
∂pαj ∂p
α
j
+ 2(∆j − d) ∂
∂pκj
− 2pαj
∂2
∂pκj ∂p
α
j
)
Φ(p1, . . . pn−1, p¯n) = 0. (3.2.13)
Also in this case the differentiation respect to pn requires the chain rule. For a certain sequence of scalar
single particle operators
Φ(p1, . . . pn−1, p¯n) = 〈φ(p1) . . . φ(p¯n)〉 (3.2.14)
the Leibnitz rule is therefore violated. As we have already mentioned, the system of scalar equations obtained
starting from the tensor one are, however, symmetric. For further details concerning this point and the
arbitrariness in the choice of the independent momentum of the correlator we refer to [14].
3.3 Conformal constraints on 2-point functions
For the two-point functions the differential equations simplify considerably, being expressed in terms of
just one independent momentum p, and take the form(
−pµ ∂
∂pµ
+ ∆1 + ∆2 − d
)
Gij(p) = 0 , (3.3.1)
for the dilatation and(
pµ
∂2
∂pν∂pν
− 2 pν ∂
2
∂pµ∂pν
+ 2(∆1 − d) ∂
∂pµ
)
Gij(p) + 2(Σµν)
i
k
∂
∂pν
Gkj(p) = 0 , (3.3.2)
for the special conformal Ward identities. We have defined Gij(p) ≡ 〈Oi1(p)Oj2(−p)〉. The first of Eq.(3.3.1)
dictates the scaling behavior of the correlation function, while special conformal invariance allows a non zero
result only for equal scale dimensions of the two operators ∆1 = ∆2, as we know from the corresponding
analysis in coordinate space.
For the correlation function GS(p) of two scalar quasi primary fields the invariance under the Poincaré group
obviously implies that GS(p) ≡ GS(p2), so that the derivatives with respect to the momentum pµ can be
easily recast in terms of the variable p2.
The invariance under scale transformations implies that GS(p2) is a homogeneous function of degree α =
1
2(∆1 + ∆2 − d). At the same time, it is easy to show that the second equation in (3.3.1) can be satisfied
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only if ∆1 = ∆2. Therefore conformal symmetry fixes the structure of the scalar two-point function up to an
arbitrary overall constant C as
GS(p
2) = 〈O1(p)O2(−p)〉 = δ∆1∆2 C (p2)∆1−d/2 . (3.3.3)
If we redefine
C = cS12
pid/2
4∆1−d/2
Γ(d/2−∆1)
Γ(∆1)
(3.3.4)
in terms of the new integration constant cS12, the two-point function reads as
GS(p
2) = δ∆1∆2 cS12
pid/2
4∆1−d/2
Γ(d/2−∆1)
Γ(∆1)
(p2)∆1−d/2 , (3.3.5)
and after a Fourier transform in coordinate space it takes the familiar form
〈O1(x1)O2(x2)〉 ≡ F .T .
[
GS(p
2)
]
= δ∆1∆2 cS12
1
(x212)
∆1
, (3.3.6)
where x12 = x1 − x2. The ratio of the two Gamma functions relating the two integration constants C and
cS12 correctly reproduces the ultraviolet singular behavior of the correlation function and plays a role in the
discussion of the origin of the scale anomaly.
Now we turn to the vector case where we define GαβV (p) ≡ 〈V α1 (p)V β2 (−p)〉. If the vector current is
conserved, then the tensor structure of the two-point correlation function is entirely fixed by the transversality
condition, ∂µVµ = 0, as
GαβV (p) = pi
αβ(p) fV (p
2) , with piαβ(p) = ηαβ − p
αpβ
p2
(3.3.7)
where fV is a function of the invariant square p2 whose form, as in the scalar case, is determined by the
conformal constraints. Following the same reasonings discussed previously we find that
GαβV (p) = δ∆1∆2 cV 12
pid/2
4∆1−d/2
Γ(d/2−∆1)
Γ(∆1)
(
ηαβ − p
αpβ
p2
)
(p2)∆1−d/2 , (3.3.8)
with cV 12 being an arbitrary constant. We recall that the second equation in (3.3.1) gives consistent results
for the two-point function in Eq.(3.3.8) only when the scale dimension ∆1 = d− 1.
To complete this short excursus, we present the solution of the conformal constraints for the two-point
function built out of two energy momentum tensor operators which are symmetric, conserved and traceless
Tµν = Tνµ , ∂
µTµν = 0 , Tµ
µ = 0 . (3.3.9)
Exploiting the conditions defined in Eq.(3.3.9) we can unambiguously define the tensor structure of the
correlation function GαβµνT (p) = Π
αβµν
d (p) fT (p
2) with
Παβµνd (p) =
1
2
[
piαµ(p)piβν(p) + piαν(p)piβµ(p)
]
− 1
d− 1pi
αβ(p)piµν(p) , (3.3.10)
and the scalar function fT (p2) determined as usual, up to a multiplicative constant, by requiring the invariance
under dilatations and special conformal transformations. We obtain
GαβµνT (p) = δ∆1∆2 cT12
pid/2
4∆1−d/2
Γ(d/2−∆1)
Γ(∆1)
Παβµνd (p) (p
2)∆1−d/2 . (3.3.11)
As for the conserved vector currents, also for the energy momentum tensor the scaling dimension is fixed by
the second of Eq.(3.3.1) and it is given by ∆1 = d. This particular value ensures that ∂µTµν is also a quasi
primary (vector) field.
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3.4 More about 2-point functions
In this section we provide some details on the solutions of the conformal constraints for the two-point
functions with conserved vector and tensor operators.
In the first case the tensor structure of the two-point function is uniquely fixed by the transversality condition
∂µVµ as
GαβV (p) = f(p
2)tαβ(p) , with tαβ(p) = p2ηαβ − pαpβ . (3.4.1)
For the sake of simplicity, we have employed in the previous equation a slightly different notation with respect
to Eq.(3.3.7), which, anyway, can be recovered with the identification f(p2) = fV (p2)/p2.
In order to exploit the invariance under scale and special conformal transformations it is useful to compute
first and second order derivatives of the tαβ tensor structure. In particular we have
tαβ,µ1 (p) ≡
∂
∂pµ
tαβ(p) = 2 pµηαβ − pαηµβ − pβηµα ,
tαβ,µν2 (p) ≡
∂2
∂pµ ∂pν
tαβ(p) = 2 ηµνηαβ − ηναηµβ − ηνβηµα , (3.4.2)
with the properties
pµt
αβ,µ
1 (p) = 2 t
αβ(p) , tαβ,α1 (p) = −(d− 1)pβ ,
pµt
αβ,µν
2 (p) = t
αβ,ν
1 (p) , t
αβ,µµ
2 (p) = 2(d− 1)ηαβ . (3.4.3)
As we have already mentioned, the invariance under scale transformations implies that
f(p2) = (p2)λ with λ =
∆1 + ∆2 − d
2
− 1 , (3.4.4)
which can be easily derived from the first order differential equation in (3.3.1) using Eq.(3.4.2). Having
determined the structure of the scalar function f(p2), one can compute the derivatives appearing in the second
of Eq.(3.3.1), namely the constraint following from invariance under the special conformal transformations
∂
∂pµ
GαβV (p) = (p
2)λ−1
[
2λ pµtαβ(p) + p2 tαβ,µ1 (p)
]
,
∂2
∂pµ ∂pν
GαβV (p) = (p
2)λ−2
[
4λ(λ− 1)pµpνtαβ(p) + 2λp2ηµνtαβ(p) + 2λp2pµtαβ,ν1 (p)
+ 2λp2pνtαβ,µ1 (p) + (p
2)2tαβ,µν2 (p)
]
, (3.4.5)
where we have used the definitions in Eq.(3.4.2). Concerning the spin dependent part in Eq.(3.3.1), we use
the spin matrix for the vector field, which in our conventions is given by
(Σ(V )µν )
α
β = δ
α
µ ηνβ − δαν ηµβ , (3.4.6)
and obtain
2(Σ(V )µν )
α
ρ
∂
∂pν
GρβV (p) = −(p2)λ−1
[
2λ pαtµ
β(p) + (d− 1)p2pβδαµ + p2t1µβ,α(p)
]
. (3.4.7)
Using the results derived in Eq.(3.4.5) and Eq.(3.4.7), we have fully determined the special conformal constraint
on the two-point vector function. Then we can project the second of Eq.(3.3.1) onto the three independent
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tensor structures, and set λ to the value given in Eq.(3.4.4), obtaining three equations for the scale dimensions
∆i of the vector operators 
(∆1 −∆2)(∆1 + ∆2 − d) = 0 ,
∆1 − d+ 1 = 0 ,
∆2 − d+ 1 = 0 .
The previous system of equations can be consistently solved only for ∆1 = ∆2 = d − 1, as expected. This
completes our derivation of the vector two-point function which, up to an arbitrary multiplicative constant,
can be written as in Eq.(3.3.8).
The characterization of the two-point function with a symmetric, traceless and conserved rank-2 tensor
follows the same lines of reasoning of the vector case. These conditions (see Eq.(3.3.9)) fix completely the
tensor structure of the two-point function as
GαβµνT (p) = g(p
2)Tαβµν(p) (3.4.8)
with
Tαβµν(p) =
1
2
[
tαµ(p)tβν(p) + tαν(p)tβµ(p)
]
− 1
d− 1 t
αβ(p)tµν(p) . (3.4.9)
In order to recover the convention used in section Section 3.3, notice that g(p2) ≡ fT (p2)/(p2)2.
As in the previous case, we give the first and second order derivatives of the Tαβµν(p) tensor structure
Tαβµν,ρ1 (p) ≡
∂
∂pρ
Tαβµν(p) =
1
2
[
tαµ,ρ1 (p)t
βν(p) + tαµ(p)tβν,ρ1 (p) + (µ↔ ν)
]
− 1
d− 1
[
tαβ,ρ1 (p)t
µν(p) + tαβ(p)tµν,ρ1 (p)
]
,
Tαβµν,ρσ2 (p) ≡
∂
∂pρ ∂pσ
Tαβµν(p) =
1
2
[
tαµ,ρσ2 (p)t
βν(p) + tαµ,ρ1 (p)t
βν,σ
1 (p) + t
αµ,σ
1 (p)t
βν,ρ
1 (p)
+ tαµ(p)tβν,ρσ2 (p) + (µ↔ ν)
]
− 1
d− 1
[
tαβ,ρσ2 (p)t
µν(p) + tαβ,ρ1 (p)t
µν,σ
1 (p) + (µν)↔ (αβ)
]
, (3.4.10)
together with some of their properties
pρT
αβµν,ρ
1 (p) = 4T
αβµν(p) , pρT
αβµν,ρσ
2 (p) = 3T
αβµν,σ
1 (p) . (3.4.11)
As we have already stressed, the first of Eq.(3.3.1) defines the scaling behavior of the two-point function,
providing, therefore, that the functional form of g(p2) is given by
g(p2) = (p2)λ with λ =
∆1 + ∆2 − d
2
− 2 . (3.4.12)
On the other hand, the second of Eq.(3.3.1), the constraint from the special conformal transformations, fixes
the scaling dimensions of the tensor operators. In this case the spin connection is given by
(Σ(T )µν )
αβ
ρσ =
(
δαµ ηνρ − δαν ηµρ
)
δβσ +
(
δβµ ηνσ − δβν ηµσ
)
δαρ . (3.4.13)
The algebra is straightforward but rather cumbersome due to the proliferation of indices. Here we give only
the final result, which can be obtained by projecting Eq.(3.3.1) and using of Eq.(3.4.10) in all the different
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independent tensor structures, giving
(∆1 −∆2)(∆1 + ∆2 − d) = 0 ,
∆1 − d = 0 ,
∆2 − d = 0 ,
which implies that η1 = η2 = d, as described in Eq.(3.3.11).
3.5 Conformal Ward identities from the vector to the scalar form
We now come to illustrate the procedure for obtaining the conformal constraints in the form of partial
differential equation with respect to scalar invariants.
We consider first the case of 3-point function of scalar primary operators. Due to the translational invariance,
the correlator can be expressed as a function of three invariants, i.e, the magnitudes of the momenta, defined
as pi =
√
p2i
〈O1(p1)O2(p2)O3(p¯3)〉 = Φ(p1, p2, p3). (3.5.1)
All the conformal WI’s can be re-expressed in scalar form using the chain rules
∂Φ
∂pµi
=
pµi
pi
∂Φ
∂pi
− p¯
µ
3
p3
∂Φ
∂p3
, i = 1, 2 (3.5.2)
where p¯µ3 = −pµ1 − pµ2 and p3 =
√
(p1 + p2)2. By using this equation, the dilatation operator can be written
as
2∑
i=1
pµi
∂
piµ
Φ(p1, p2, p3) =
(
p1
∂
∂p1
+ p2
∂
∂p2
+ p3
∂
∂p3
)
Φ(p1, p2, p3). (3.5.3)
Therefore, the scale equation becomes(
3∑
i=1
∆i − 2d−
3∑
i=1
pi
∂
∂pi
)
Φ(p1, p2, p¯3) = 0. (3.5.4)
It is a straightforward but lengthy computation to show that the special conformal Ward identities in d
dimension take the form
0 = KκscalarΦ(p1, p2, p3) =
(
pκ1 K1 + p
κ
2 K2 + p¯
κ
3 K3
)
Φ(p1, p2, p3)
= pκ1
(
K1 −K3
)
Φ(p1, p2, p3) + p
κ
2
(
K2 −K3
)
Φ(p1, p2, p3), (3.5.5)
where we have used the conservation of the total momentum, with the Ki operators defined as
Ki ≡ ∂
2
∂pi∂pi
+
d+ 1− 2∆i
pi
∂
∂pi
, i = 1, 2, 3. (3.5.6)
The equation (3.5.5) is satisfied if every coefficients of the independent four-momenta pµ1 , p
µ
2 are equal to zero.
This condition leads to the scalar form of the special conformal constraints
∂2Φ
∂pi∂pi
+
1
pi
∂Φ
∂pi
(d+ 1− 2∆1)− ∂
2Φ
∂p3∂p3
− 1
p3
∂Φ
∂p3
(d+ 1− 2∆3) = 0 i = 1, 2, (3.5.7)
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and defining
Kij ≡ Ki −Kj (3.5.8)
Eqs. (3.5.7) can be written in the coincise form
K13 Φ(p1, p2, p3) = 0 and K23 Φ(p1, p2, p3) = 0. (3.5.9)
Notice that in the derivation of (3.5.5) one needs at an intermediate step the derivative of the scaling WI
p1
∂2Φ
∂p3∂p1
+ p2
∂2Φ
∂p3∂p2
= (∆− 2d− 1) ∂Φ
∂p3
− p3 ∂
2Φ
∂p3∂p3
. (3.5.10)
4 Hypergeometric systems: the scalar case
In this section we illustrate the hypergeometric character of the CWI’s, proven in the approach presented in
[11, 13, 14, 48]. An independent analysis performed in [12] has connected the solutions of such equations to 3K
(or triple-K) integrals. The analysis of [11] proved that the fundamental basis for the most general solutions of
such equations are given by Appell functions F4. We present the analysis of scalar 3-point functions and then
we discuss the analogous 4-point functions, elaborating on our extension, which is contained in [48]. Details
of our approach for 4-point functions can be found in our work and have been recently reviewed by us in [49].
4.1 The case of scalar 3-point functions
The hypergeometric character of the CWI’s emerges in various ways. One may proceed fro (3.2.13) and
introduce the change of variables as originally done in [11]
∂
∂pµ1
= 2(p1µ + p2µ)
∂
∂p23
+
2
p23
((1− x)p1µ − x p2µ) ∂
∂x
− 2(p1µ + p2µ) y
p23
∂
∂y
,
∂
∂pµ2
= 2(p1µ + p2µ)
∂
∂p23
− 2(p1µ + p2µ) x
p23
∂
∂x
+
2
p23
((1− y)p2µ − y p1µ) ∂
∂y
. (4.1.1)
with x = p
2
1
p23
and y = p
2
2
p23
, choosing p3 as "pivot" in the expansion, but for our future we are going to take p1
as "pivot" in the expansion, and one can show that the two choices are equivalent. The various choices are
related by analytic continuations.
Consider the case of the scalar correlator Φ(p1, p2, p3), which is simpler, defined by the two homogeneous
conformal equations
K31Φ = 0 K21Φ = 0 (4.1.2)
obtained by subtracting the relations in (3.5.9), and combined with the scaling equation
3∑
i=1
pi
∂
∂pi
Φ = (∆t − 2d)Φ, (4.1.3)
with ∆t = ∆1 + ∆2 + ∆3. As shown in [11], the ansatz for the solution can be taken of the form
Φ(p1, p2, p3) = p
∆t−2d
1 x
aybF (x, y). (4.1.4)
We require that Φ is homogeneous of degree ∆t − 2d under a scale transformation, according to (3.5.4). In
(4.1.4) this condition is taken into account by the factor p∆−2d1 . This procedure will be used extensively in
the search of hyergeometric solutions also of other correlators, even in 4-point functions, as shown by us for
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the dcc solutions that we will discuss below.
The use of the scale invariant variables x and y, now defined as
x =
p22
p21
, y =
p23
p21
, (4.1.5)
reduces the equations to a generalized hypergeometric form
K21Φ(p1, p2, p3) =
= 4p∆−2d−21 x
ayb
(
x(1− x) ∂
∂x∂x
+ (Ax+ γ)
∂
∂x
− 2xy ∂
2
∂x∂y
− y2 ∂
2
∂y∂y
+Dy
∂
∂y
+
(
E +
G
x
))
F (x, y) = 0
(4.1.6)
with the parameters of the equations given by
A = D = ∆2 + ∆3 − 1− 2a− 2b− 3d
2
γ(a) = 2a+
d
2
−∆2 + 1
G =
a
2
(d+ 2a− 2∆2)
E = −1
4
(2a+ 2b+ 2d−∆1 −∆2 −∆3)(2a+ 2b+ d−∆3 −∆2 + ∆1). (4.1.7)
Similar constraints are obtained from the equation K31Φ = 0, with the obvious exchanges (a, b, x, y) →
(b, a, y, x)
K31Φ(p1, p2, p3) =
= 4p∆−2d−21 x
ayb
(
y(1− y) ∂
∂y∂y
+ (A′y + γ′)
∂
∂y
− 2xy ∂
2
∂x∂y
− x2 ∂
2
∂x∂x
+D′x
∂
∂x
+
(
E′ +
G′
y
))
F (x, y) = 0
(4.1.8)
with
A′ = D′ = A, γ′(b) = 2b+
d
2
−∆3 + 1
G′ =
b
2
(d+ 2b− 2∆3), E′ = E.
(4.1.9)
In the mathematical analysis of hypergeometric systems of Appell type, one encounters 4 possible values for
the "indices" a and b of the ansatz that we have introduced above. As shown by us in [14] such values are
exactly those that set the 1/x, 1/y terms of the equations, in the new x, y variables to zero. This gives
a = 0 ≡ a0 or a = ∆2 − d
2
≡ a1. (4.1.10)
From the equation K31Φ = 0 we obtain a similar condition for b by setting G′/y = 0, thereby fixing the two
remaining indices
b = 0 ≡ b0 or b = ∆3 − d
2
≡ b1. (4.1.11)
The four independent solutions of the CWI’s will all be characterised by the same 4 pairs of indices (ai, bj)
(i, j = 1, 2). Setting
α(a, b) = a+ b+
d
2
− 1
2
(∆2 + ∆3 −∆1) β(a, b) = a+ b+ d− 1
2
(∆1 + ∆2 + ∆3) (4.1.12)
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then
E = E′ = −α(a, b)β(a, b) A = D = A′ = D′ = − (α(a, b) + β(a, b) + 1) . (4.1.13)
the solutions take the form
F4(α(a, b), β(a, b); γ(a), γ
′(b);x, y) =
∞∑
i=0
∞∑
j=0
(α(a, b), i+ j) (β(a, b), i+ j)
(γ(a), i) (γ′(b), j)
xi
i!
yj
j!
(4.1.14)
where (α, i) = Γ(α + i)/Γ(α) is the Pochammer symbol. We will refer to α . . . γ′ as to the first,. . ., fourth
parameters of F4.
This hypergeometric function is an Appell function [50, 51, 52, 53]. The 4 independent solutions are then all
of the form xaybF4, where the hypergeometric functions will take some specific values for its parameters, with
a and b fixed by (4.1.10) and (4.1.11). Specifically we have
Φ(p1, p2, p3) = p
∆−2d
1
∑
a,b
c(a, b, ~∆)xayb F4(α(a, b), β(a, b); γ(a), γ
′(b);x, y) (4.1.15)
where the sum runs over the four values ai, bi i = 0, 1 with arbitrary constants c(a, b, ~∆), with ~∆ =
(∆1,∆2,∆3). Notice that (4.1.15) is a very compact way to write down the solution. However, once these
types of solutions of a homogeneous hypergeometric system are inserted into an inhomogenous system of
equations, the sum over a and b needs to be made explicit. For this reason it is convenient to define
α0 ≡ α(a0, b0) = d
2
− ∆2 + ∆3 −∆1
2
, β0 ≡ β(b0) = d− ∆1 + ∆2 + ∆3
2
,
γ0 ≡ γ(a0) = d
2
+ 1−∆2, γ′0 ≡ γ(b0) =
d
2
+ 1−∆3. (4.1.16)
to be the 4 basic (fixed) hypergeometric parameters, and define all the remaining ones by shifts respect to
these. The 4 independent solutions can be re-expressed in terms of the parameters above as
S1(α0, β0; γ0, γ
′
0;x, y) ≡ F4(α0, β0; γ0, γ′0;x, y) =
∞∑
i=0
∞∑
j=0
(α0, i+ j) (β0, i+ j)
(γ0, i) (γ′0, j)
xi
i!
yj
j!
(4.1.17)
S2(α0, β0; γ0, γ
′
0;x, y) = x
1−γ0 F4(α0 − γ0 + 1, β0 − γ0 + 1; 2− γ0, γ′0;x, y) , (4.1.18)
S3(α0, β0; γ0, γ
′
0;x, y) = y
1−γ′0 F4(α0 − γ′0 + 1, β0 − γ′0 + 1; γ0, 2− γ′0;x, y) , (4.1.19)
S4(α0, β0; γ0, γ
′
0;x, y) = x
1−γ0 y1−γ
′
0 F4(α0 − γ0 − γ′0 + 2, β0 − γ0 − γ′0 + 2; 2− γ0, 2− γ′0;x, y) . (4.1.20)
Notice that in the scalar case, one is allowed to impose the complete symmetry of the correlator under the
exchange of the 3 external momenta and scaling dimensions, as discussed in [11]. This reduces the four
constants to just one.
4.2 The case of 4-point functions and the dcc (dual conformal/conformal) symmetry
We are going to extend the analysis presented above to scalar 4-point functions As already discussed
in Section 2.3, the structure of 4-point functions in coordinate space are not completely constrained by the
conformal symmetry. In that case one identifies the two cross ratios
u(xi) =
x212x
2
34
x213x
2
24
v(xi) =
x223x
2
41
x213x
2
24
(4.2.1)
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and the general solution can be written in the form
〈O1(x1)O2(x2)O3(x3)O4(x4)〉 = h(u(xi), v(xi))(
x212
)∆1+∆2
2
(
x234
)∆3+∆4
2
(4.2.2)
where h(u(xi), v(xi)) remains unspecified. In momentum space, the correlator depends on six invariants
that we will normalize as pi = |
√
pi2|, i = 1, . . . , 4, representing the magnitudes of the momenta, and
s = |√(p1 + p2)2|, t = |√(p2 + p3)2| the two Mandelstam invariants redefined by a square root, for which
〈O(p1)O(p2)O(p3)O(p¯4)〉 = Φ(p1, p2, p3, p4, s, t). (4.2.3)
This correlation function, to be conformally invariant, has to verify the dilatation Ward Identity[
4∑
i=1
∆i − 3d−
3∑
i=1
pµi
∂
∂pµi
]
Φ(p1, p2, p3, p4, s, t) = 0 (4.2.4)
and the special conformal Ward Identities
3∑
i=1
[
2(∆i − d) ∂
∂pi κ
− 2pαi
∂2
∂pαi ∂p
κ
i
+ pκi
∂2
∂pαi ∂pi α
]
Φ(p1, p2, p3, p4, s, t) = 0. (4.2.5)
One can split these equations in terms of the invariants of the four-point function written in (4.2.3), by using
the chain rules
∂
∂p1µ
=
pµ1
p1
∂
∂p1
− p¯
µ
4
p4
∂
∂p4
+
pµ1 + p
µ
2
s
∂
∂s
(4.2.6)
∂
∂p2µ
=
pµ2
p2
∂
∂p2
− p¯
µ
4
p4
∂
∂p4
+
pµ1 + p
µ
2
s
∂
∂s
+
pµ2 + p
µ
3
t
∂
∂t
(4.2.7)
∂
∂p3µ
=
pµ3
p3
∂
∂p3
− p¯
µ
4
p4
∂
∂p4
+
pµ2 + p
µ
3
t
∂
∂t
(4.2.8)
where p¯µ4 = −pµ1 − pµ2 − pµ3 . From this prescription the dilatation WI becomes[
(∆t − 3d)−
4∑
i=1
pi
∂
∂pi
− s ∂
∂s
− t ∂
∂t
]
Φ(p1, p2, p3, p4, s, t) = 0, (4.2.9)
with ∆t =
∑4
i=1 ∆i is the total scaling, and the special CWI’s can be written as
3∑
i=1
pκi Ci = 0, (4.2.10)
where the coefficients Ci are differential equations of the second order with respect to the six invariants
previously defined. Being pκ1 , pκ2 , pκ3 , in (4.2.10) independent, we derive three scalar second order equations
for each of the three Ci, which must vanish independently.
At this stage the procedure to simplify the corresponding equations is similar to the one described in [13, 14].
A lengthy computation allows to rewrite the equations in the form
C1 =
{
∂2
∂p21
+
(d− 2∆1 + 1)
p1
∂
∂p1
− ∂
2
∂p24
− (d− 2∆4 + 1)
p4
∂
∂p4
+
1
s
∂
∂s
(
p1
∂
∂p1
+ p2
∂
∂p2
− p3 ∂
∂p3
− p4 ∂
∂p4
)
+
(∆3 + ∆4 −∆1 −∆2)
s
∂
∂s
+
(p22 − p23)
st
∂2
∂s∂t
}
Φ(p1, p2, p3, p4, s, t) = 0 (4.2.11)
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for C1 and similarly for the other coefficients.
It is quite clear that these equations involve a differential operator which is of hypergeometric type, such
as the Kij operators discussed before, combined with other terms. Also, there s, t and p2i variables are not
separable.
4.3 Enhancing the symmetry: the dcc solutions
Now we turn to consider possible solutions of the conformal contraints (4.2.11) which are built around
specific dual conformal ansätze [48].
The number of independent equations in (4.2.10), by using the ansätz that we are going to present below, will
then reduce from three down to two. We choose the ansätz
Φ(pi, s, t) =
(
s2t2
)ns F (x, y) (4.3.1)
where ns is a coefficient (scaling factor of the ansätz) that we will fix below by the dilatation WI, and the
variables x and y are defined by the quartic ratios
x =
p21 p
2
3
s2 t2
, y =
p22 p
2
4
s2 t2
. (4.3.2)
By inserting the ansätz (4.3.1) into the dilatation Ward Identities, and turning to the new variables x and y,
after some manipulations we obtain from (4.2.9) the condition[
(∆t − 3d)−
4∑
i=1
pi
∂
∂pi
− s ∂
∂s
− t ∂
∂t
](
s2t2
)c
F (x, y) =
(
s2t2
)ns[(∆t − 3d)− 4ns]F (x, y) = 0 (4.3.3)
which determines ns = (∆t − 3d)/4, giving
Φ(pi, s, t) =
(
s2t2
)(∆t−3d)/4 F (x, y). (4.3.4)
The functional form of F (x, y) will then be furtherly constrained.
4.3.1 Equal scaling solutions
We start investigating the solutions of these equations by assuming, as a first example, that the scaling
dimensions of all the scalar operators are equal ∆i = ∆, i = 1, . . . , 4. The special conformal Ward identities,
re-expressed in terms of x and y, are given in the form
[
y(1− y)∂yy − 2x y ∂xy − x2∂xx − (1− 2ns)x ∂x +
(
1−∆ + d
2
− y(1− 2ns)
)
∂y − n2s
]
F (x, y) = 0
[
x(1− x)∂xx − 2x y ∂xy − y2∂yy − (1− 2ns)y ∂y +
(
1−∆ + d
2
− x(1− 2ns)
)
∂x − n2s
]
F (x, y) = 0
(4.3.5)
where we recall that ns is the scaling of the correlation function under dilatations, now given by
ns = ∆− 3d
4
(4.3.6)
since ∆t = 4 ∆. One easily verifies that Eqs (4.3.5) correspond to a hypergeometric system and its solutions
can be expressed as linear combinations of four Appell functions F4 of two variables x and y, as in the case
of 3-point functions. The general solution of such system is expressed as
Φ(pi, s, t) =
(
s2t2
)(∆t−3d)/4 ∑
a,b
c(a, b,∆)xaybF4
(
α(a, b), β(a, b), γ(a), γ′(b);x, y
)
, (4.3.7)
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Notice that the solution is similar to that of the 3-point functions given by (4.1.15), discussed before.
The general solution (4.3.7) has been written as a linear superposition of these with independent constants
c(a, b), labelled by the exponents a, b
a = 0, ∆− d
2
, b = 0, ∆− d
2
, (4.3.8)
which fix the dependence of the F4
α(a, b) =
3
4
d−∆ + a+ b, β(a, b) = 3
4
d−∆ + a+ b,
Γ(a) =
d
2
−∆ + 1 + 2a, γ′(b) = d
2
−∆ + 1 + 2b. (4.3.9)
4.3.2 More general conditions
The solution that we have identified in the equal scaling case can be extended by relaxing the conditions
on the scaling dimensions, in the form
∆1 = ∆3 = ∆x, ∆2 = ∆4 = ∆y. (4.3.10)
In this case the CWI’s give the system of equations
[
y(1− y)∂yy − 2x y ∂xy − x2∂xx − (1− 2ns)x ∂x +
(
1−∆y + d
2
− y(1− 2ns)
)
∂y − n2s
]
F (x, y) = 0
[
x(1− x)∂xx − 2x y ∂xy − y2∂yy − (1− 2ns)y ∂y +
(
1−∆x + d
2
− x(1− 2ns)
)
∂x − n2s
]
F (x, y) = 0
(4.3.11)
where now ns is defined as
ns =
∆x
2
+
∆y
2
− 3
4
d. (4.3.12)
whose solutions are expressed as
Φ(pi, s, t) =
(
s2t2
)(∆t−3d)/4 ∑
a,b
c(a, b, ~∆t)x
aybF4
(
α(a, b), β(a, b), γ(a), γ′(b);x, y
)
(4.3.13)
with ~∆t = (∆x,∆y,∆x,∆y), ∆t = 2∆x + 2∆y and the Fuchsian points are fixed by the conditions
a = 0, ∆x − d
2
b = 0, ∆y − d
2
α(a, b) =
3
4
d− ∆x
2
− ∆y
2
+ a+ b, β(a, b) =
3
4
d− ∆x
2
− ∆y
2
+ a+ b,
γ(a) =
d
2
−∆x + 1 + 2a, γ′(b) = d
2
−∆y + 1 + 2b. (4.3.14)
We pause for a moment to discuss the domain of convergence of such solutions. Such domain, for F4, is
bounded by the relation √
x+
√
y < 1, (4.3.15)
which is satisfied in a significant kinematic region, and in particular at large energy and momentum transfers.
Notice that the analytic continuation of (4.3.13) in the physical region can be simply obtained by sending
t2 → −t2 (with t2 < 0) and leaving all the other invariants untouched. In this case we get√
p21p
2
3 +
√
p22p
2
4 <
√
−s2t2. (4.3.16)
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At large energy and momentum transfers the correlator exhibits a power-like behaviour of the form
Φ(pi, s, t) ∼ 1
(−s2t2)(3d−∆t)/4 . (4.3.17)
Given the connection between the function F4 and the triple-K integrals, we will reformulate this solution in
terms of such integrals. They play a key role in the solution of the CWI’s for tensor correlators, as discussed
in [12] for 3-point functions.
The link between 3- and 4-point functions outlined in the previous section allows to re-express the solutions
in terms of a class of parametric integrals of 3 Bessel functions, as done in the case of the scalar and tensor
correlators [12], with the due modifications. We consider the case of the solutions characterized by ∆1 =
∆2 = ∆3 = ∆4 = ∆ or ∆1 = ∆3 = ∆x and ∆2 = ∆4 = ∆y. We will show that the solution can be written in
terms of triple-K integrals which are connected to the Appell function F4 by the relation
∫ ∞
0
dx xα−1Kλ(ax)Kµ(bx)Kν(cx) =
2α−4
cα
[
B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)
]
, (4.3.18)
where
B(λ, µ) =
(a
c
)λ(b
c
)µ
Γ
(
α+ λ+ µ− ν
2
)
Γ
(
α+ λ+ µ+ ν
2
)
Γ(−λ)Γ(−µ)×
× F4
(
α+ λ+ µ− ν
2
,
α+ λ+ µ+ ν
2
;λ+ 1, µ+ 1;
a2
c2
,
b2
c2
)
, (4.3.19)
valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0
with the Bessel functions Kν satisfying the equations
∂
∂p
[
pβKβ(p x)
]
= −x pβKβ−1(px)
Kβ+1(x) = Kβ−1(x) +
2β
x
Kβ(x).
(4.3.20)
In particular the solution can be written as
Iα{β1,β2,β3}(p1 p3; p2 p4; s t) =
∫ ∞
0
dxxα (p1 p3)
β1 (p2 p4)
β2 (s t)β3 Kβ1(p1 p3 x)Kβ2(p2 p4 x)Kβ3(s t x).
(4.3.21)
Using (4.3.20) one can derive several relations, such as
∂2
∂p21
Iα{β1,β2,β3} = − p23 Iα+1{β1−1,β2,β3} + p21 p43 Iα+2{β1−2,β2,β3} (4.3.22)
which generate identities such as
p21 p
2
3 Iα+2{β1−2,β2,β3} = Iα+2{β1,β2,β3} − 2(β1 − 1) Iα+1{β1−1,β2,β3}. (4.3.23)
We refer to Appendix C.7 for more details. Using these relations, the dilatation Ward identities (4.2.9) become
(∆t − 3d)Iα{β1,β2,β3} + 2p21p23 Iα+1{β1−1,β2,β3} + 2p22p24 Iα+1{β1,β2−1,β3} + 2s2t2 Iα+1{β1,β2,β3−1} = 0 (4.3.24)
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where the arguments of the Iα{β1β2β3} function, written explicitly in (4.3.21), have been omitted for the sake
of simplicity. The I integrals satisfy the differential equations
1
s
∂
∂s
(
p1
∂
∂p1
+ p2
∂
∂p2
− p3 ∂
∂p3
− p4 ∂
∂p4
)
Iα{β1,β2,β3} = 0 (4.3.25)
1
t
∂
∂t
(
p1
∂
∂p1
+ p4
∂
∂p4
− p2 ∂
∂p2
− p3 ∂
∂p3
)
Iα{β1,β2,β3} = 0 (4.3.26)
which can be checked using the relations given in the same appendix, and we finally find
(∆t − 3d+ 2α+ 2− 2βt)Iα{β1,β2,β3} = 0 (4.3.27)
where βt = β1 + β2 + β3. In order to satisfy this equation the α parameter has to be equal to a particular
value given by
α˜ ≡ 3
2
d+ βt − 1− ∆t
2
. (4.3.28)
In the particular case ∆i = ∆ the special conformal Ward identities are given by
[
∂2
∂p21
+
(d− 2∆ + 1)
p1
∂
∂p1
− ∂
2
∂p23
− (d− 2∆ + 1)
p3
∂
∂p3
+
(p21 − p23)
st
∂2
∂s∂t
]
Iα˜{β1,β2,β3} = 0[
∂2
∂p22
+
(d− 2∆ + 1)
p2
∂
∂p2
− ∂
2
∂p24
− (d− 2∆ + 1)
p4
∂
∂p4
+
(p22 − p24)
st
∂2
∂s∂t
]
Iα˜{β1,β2,β3} = 0[
∂2
∂p23
+
(d− 2∆ + 1)
p3
∂
∂p3
− ∂
2
∂p24
− (d− 2∆ + 1)
p4
∂
∂p4
+
(p22 − p21)
st
∂2
∂s∂t
]
Iα˜{β1,β2,β3} = 0
(4.3.29)
and using the properties of Bessel functions they can be rewritten in a simpler form. The first equation, for
instance, can be written as
(p21 − p23)
(
(d− 2∆ + 2β1) Iα˜+1{β1−1,β2,β3} − 2β3 Iα˜+1{β1,β2,β3−1}
)
= 0, (4.3.30)
which is identically satisfied if the conditions
β1 = ∆− d
2
, β3 = 0 (4.3.31)
hold. In the same way we find that the second equation takes the form
(p22 − p24)
(
(d− 2∆ + 2β2) Iα˜+1{β1,β2−1,β3} − 2β3 Iα˜+1{β1,β2,β3−1}
)
= 0 (4.3.32)
and it is satisfied if
β2 = ∆− d
2
, β3 = 0. (4.3.33)
One can check that the third equation
p22(d−2∆+2β2) Iα˜+1{β1,β2−1,β3}−p21(d−2∆+2β1) Iα˜+1{β1−1,β2,β3}−2(p22−p21)β3 Iα˜+1{β1,β2,β3−1} = 0, (4.3.34)
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generates the same conditions given by (4.3.30) and (4.3.32). After some computations, finally the solution
for the 4-point function, in this particular case, can be written as
〈O(p1)O(p2)O(p3)O(p¯4)〉 = α¯ I d
2
−1{∆− d2 ,∆− d2 ,0}(p1 p3; p2 p4; s t), (4.3.35)
where α¯ is an undetermined constant.
In the case ∆1 = ∆3 = ∆x and ∆2 = ∆4 = ∆y, the special CWI’s can be written as
[
∂2
∂p21
+
(d− 2∆x + 1)
p1
∂
∂p1
− ∂
2
∂p23
− (d− 2∆x + 1)
p3
∂
∂p3
+
(p21 − p23)
st
∂2
∂s∂t
]
Iα˜{β1,β2,β3} = 0[
∂2
∂p22
+
(d− 2∆y + 1)
p2
∂
∂p2
− ∂
2
∂p24
− (d− 2∆y + 1)
p4
∂
∂p4
+
(p22 − p24)
st
∂2
∂s∂t
]
Iα˜{β1,β2,β3} = 0[
∂2
∂p23
+
(d− 2∆x + 1)
p3
∂
∂p3
− ∂
2
∂p24
− (d− 2∆y + 1)
p4
∂
∂p4
+
(p22 − p21)
st
∂2
∂s∂t
]
Iα˜{β1,β2,β3} = 0
(4.3.36)
whose solution is
〈O(p1)O(p2)O(p3)O(p¯4)〉 = α¯ I d
2
−1{∆x− d2 ,∆y− d2 ,0}(p1 p3; p2 p4; s t) (4.3.37)
which takes a form similar to the one typical of the three-point function.
4.4 Symmetric solutions as F4 hypergeometrics or triple-K integrals. The equal scalings
case
The derivation of symmetric expressions of such correlators requires some effort, and can be obtained either
by using the few known relations available for the Appell function F4 or, alternatively (and more effectively),
by resorting to the formalism of the triple-K integrals [54].
A solution which is symmetric respect to all the permutation of the momenta pi, expressed in terms of 3 of
the four constants c(a, b), after some manipulations, can be expressed in the form
〈O(p1)O(p2)O(p3)O(p4)〉 =
=
∑
a,b
c(a, b)
[
(s2 t2)∆−
3
4
d
(
p21p
2
3
s2t2
)a(
p22p
2
4
s2t2
)b
F4
(
α(a, b), β(a, b), γ(a), γ′(b),
p21p
2
3
s2t2
,
p22p
2
4
s2t2
)
+ (s2 u2)∆−
3
4
d
(
p22p
2
3
s2u2
)a(
p21p
2
4
s2u2
)b
F4
(
α(a, b), β(a, b), γ(a), γ′(b),
p22p
2
3
s2u2
,
p21p
2
4
s2u2
)
+ (t2 u2)∆−
3
4
d
(
p21p
2
2
t2u2
)a (
p23p
2
4
t2u2
)b
F4
(
α(a, b), β(a, b), γ(a), γ′(b),
p21p
2
2
t2u2
,
p23p
2
4
t2u2
)]
(4.4.1)
where the four coefficients c(a, b)’s given in (B) are reduced to three by the constraint
c
(
0,∆− d
2
)
= c
(
∆− d
2
, 0
)
. (4.4.2)
Additional manipulations, in order to reduce even further the integration constants are hampered by
absence of known relations for the Appell functions F4. As already mentioned above, it is possible, though, to
bypass the problem by turning to the triple-K formalism. Equation (4.4.1) can be further simplified using this
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formalism. In order to show this, (4.4.1) can be written in terms of a linear combination of triple-K integrals
as
〈O(p1)O(p2)O(p3)O(p4)〉 = C1 I d
2
−1{∆− d
2
,∆− d
2
,0}(p1 p3, p2 p4, s t)
+ C2 I d
2
−1{∆− d
2
,∆− d
2
,0}(p2 p3, p1 p4, s u) + C3 I d
2
−1{∆− d
2
,∆− d
2
,0}(p1 p2, p3 p4, t u) (4.4.3)
by an explicit symmetrization of the momenta in the parametric integrals. It is now much simpler to show
that the symmetry under permutations forces the Ci to take the same value, and the final symmetric result
is given by
〈O(p1)O(p2)O(p3)O(p4)〉 = C
[
I d
2
−1{∆− d
2
,∆− d
2
,0}(p1 p3, p2 p4, s t)
+ I d
2
−1{∆− d
2
,∆− d
2
,0}(p2 p3, p1 p4, s u) + I d
2
−1{∆− d
2
,∆− d
2
,0}(p1 p2, p3 p4, t u)
]
, (4.4.4)
written in terms of only one arbitrary overall constant C. We can use the relation between the triple-K
integrals and the F4 written in (4.3.18) and (4.3.19), to re-express the final symmetric solution, originally
given in Eq.(4.4.1), in terms of a single constant in the form
〈O(p1)O(p2)O(p3)O(p4)〉 = 2 d2−4 C
∑
λ,µ=0,∆− d
2
ξ(λ, µ)
[(
s2 t2
)∆− 3
4
d
(
p21p
2
3
s2t2
)λ(
p22p
2
4
s2t2
)µ
× F4
(
3
4
d−∆ + λ+ µ, 3
4
d−∆ + λ+ µ, 1−∆ + d
2
+ λ, 1−∆ + d
2
+ µ,
p21p
2
3
s2t2
,
p22p
2
4
s2t2
)
+
(
s2 u2
)∆− 3
4
d
(
p22p
2
3
s2u2
)λ(
p21p
2
4
s2u2
)µ
× F4
(
3
4
d−∆ + λ+ µ, 3
4
d−∆ + λ+ µ, 1−∆ + d
2
+ λ, 1−∆ + d
2
+ µ,
p22p
2
3
s2u2
,
p21p
2
4
s2u2
)
+
(
t2 u2
)∆− 3
4
d
(
p21p
2
2
t2u2
)λ(
p23p
2
4
t2u2
)µ
× F4
(
3
4
d−∆ + λ+ µ, 3
4
d−∆ + λ+ µ, 1−∆ + d
2
+ λ, 1−∆ + d
2
+ µ,
p21p
2
2
t2u2
,
p23p
2
4
t2u2
)]
. (4.4.5)
where the coefficients ξ(λ, µ) are explicitly given by
ξ (0, 0) =
[
Γ
(
3
4
d−∆
)]2 [
Γ
(
∆− d
2
)]2
ξ
(
0,∆− d
2
)
= ξ
(
∆− d
2
, 0
)
=
[
Γ
(
d
4
)]2
Γ
(
∆− d
2
)
Γ
(
d
2
−∆
)
ξ
(
∆− d
2
,∆− d
2
)
=
[
Γ
(
∆− d
4
)]2 [
Γ
(
d
2
−∆
)]2
.
(4.4.6)
The solution found in (4.4.5) is explicitly symmetric under all the possible permutations of the momenta and
it is fixed up to one undetermined constant C. Eq. (4.4.5) gives the final expression of the solution obtained
from the dual conformal ansätz (4.3.4).
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5 The conformal anomaly and the Riegert Action
In a classical conformal invariant theory, such a massless Quantum Electrodynamics (QED), the dilatation
operator generates a symmetry of the Lagrangian. Due to the renormalization procedure, this symmetry is
broken. As a result, the stress energy tensor acquires a non-vanishing trace, a trace anomaly contribution
which can be generated by an effective action which is purely gravitational. In this approach matter is
integrated out, and the action provides a semiclassical description of the interaction of the gravitational field
with ordinary matter. The role played by such effective action in the context of quantum gravity has been
debated for some time, due to the various expressions of such (anomaly) actions.
The nonlocal form of the action was originally introduced by Riegert [55]. Discussions of such action in a
cosmological context can be found in [56, 57]. Local and nonlocal formulations of such actions, with the
possible inclusions of extra degrees of freedom in the form of a dilaton, have been recently reviewed by us in
[32].
In the following sections we will study the origin of the trace anomaly as obtained in [58] with its explicit
form first proposed in [45]. Then using the argument proposed in [59], we will construct a covariant, non-local
action expandable around flat space in such a way that the trace of its metric functional derivative has the
general form of the anomaly. Finally, using this anomaly effective action, we will show that the massless poles
in the three-point correlation function 〈TTT 〉 for a CFT in d = 4 are precisely those obtained by the solution
of the CWI’s directly in flat space, by the methods of [12], subject of the previous chapter. This last point is
covered in [47].
In the next section, to make our discussion self-contained, we are going to review briefly some ordinary features
of the effective action using the Schwinger-DeWitt expansion and the heat-kernel regularization. More detailed
discussions of these points can be found in [58]. Then we are going to provide a full derivation of the nonlocal
anomaly action, presenting the variational solution of the anomaly functional.
We remark that an anomaly action is not unique. It is an action which accounts for the trace/conformal
anomaly but it is defined modulo traceless contributions which remain, obviously, arbitrary, from the point
of view of the solution of variational problem. However, they may differ in the number of degrees of freedom
introduced in the action itself. For instance, all the local forms of such actions introduce one extra degree of
freedom, in the form of a dilaton field. In the context of supersymmetric theories the dilaton field turns into
a mutiplet with a dilaton, an axion and an axino and can be described by a Stückelberg-like Lagrangian [60]
which has implications at phenomenological level in the dark matter sector of supersymmetric extensions of
the Standard Model.
6 Path Integral formulation and the effective action
The steps that take to the conformal anomaly may be quite diverse, for instance one can rely on direct
perturbative computations, which allow to identify on a diagrammatic basis some components of the anomaly
functional. In this approach one can consider correlators with several insertions of stress energy tensors and/or
currents, which are sensitive to different components of the anomaly functional. For instance, the trace of
the TJJ accounts for the F 2 part of the anomaly, where F is the field strength of the gauge field coupled to
the J current, but it is insensitive to other components, which come from gravity. For this reason a complete
picture of the trace anomaly requires other, more complex correlators containing multiple insertions of stress
energy tensors.
One advantage of this approach, which can be perfomed in momentum space, is to bring us close to the core of
an interacting theory, with the emergence of dynamical degrees of freedom. Ultimately, quantum field theory
is a theory of massive and massless particles propagating in spacetime either as real or virtual (interpolating)
states. Such effective interaction can be worked out directly in a traditional Feynman expansion
A complementary/alternative approach is to start from the vacuum persistence amplitude, which takes to the
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DeWitt-Schwinger or heat-kernel method. One important feature of the method is to provide an expression
for the anomaly action which allows to identify the general structure of the anomaly functional, and this is
clearly advantageous compared to the perturbative approach in momentum space, and that we are going to
briefly summarize in this section.
We start from the functional integral in flat space
Z[J ] =
∫
DΦ exp
[
iSm[Φ] + i
∫
ddxJ(x) Φ(x)
]
(6.0.1)
which is physically interpreted as the vacuum persistence amplitude 〈out, 0|0, in〉, with the normalization
condition
Z[0] ≡ 〈out, 0|0, in〉J=0 = 〈0|0〉 = 1. (6.0.2)
for a generic action Sm. In a nontrivial background, considering J = 0 in (6.0.1), one is brought to consider
the variation of Z[0], which can be written as [61]
δZ[0] = i
∫
DΦ δSm exp (iSm[Φ]) = i 〈out, 0| δSm |0, in〉 . (6.0.3)
From the definition of the energy momentum tensor associated to the matter field and from (6.0.3) one
immediately obtains
2√−g
δ Z[0]
δ gµν
= i 〈out, 0|Tµν |0, in〉 , Tµν ≡ 2√−g
δ Sm
δ gµν
, (6.0.4)
If we now express Z[0] in terms of the effective action as
Z[0] = eiSeff , Seff = −i ln 〈out, 0|0, in〉 (6.0.5)
we can re-expressed (6.0.4) in the form
ieiSeff 2√−g
δ Seff
δ gµν
= i 〈out, 0|Tµν |0, in〉 . (6.0.6)
Recalling the definition of Z[0] as the vacuum persistence amplitude, which is intimately related to the effective
action via (6.0.4), the expectation value of the energy momentum tensor can be expressed in terms of the
effective action as
2√−g
δ Seff
δ gµν
=
〈out, 0|Tµν |0, in〉
〈out, 0|0, in〉 = 〈T
µν〉 . (6.0.7)
In a curved spacetime, the generating functional Z[0] is evaluated similarly to the flat spacetime case, with
the obvious replacements of the measure ddx by the covariant measure
√
g(x) ddx and of the delta function
δd(x− y) by (√g(y))−1δd(x− y). The latter property allows to write the equation∫
ddx
√−g δd(x− y) (
√
g(y))−1 = 1. (6.0.8)
As an example, let’s consider a scalar field coupled to gravity
L(x) = 1
2
[
gµν(x)∂µφ(x)∂νφ(x)−
(
m2 + ξ R(x)
)
φ2(x)
]
(6.0.9)
where φ(x) is the scalar field, m the mass of the field and R is the Ricci scalar. The constant ξ is in general
assumed either to be zero, in the minimally coupled case, or ξ = 1/4(d−2)/(d−1), for the conformally coupled
39
case, and in d = 4 gives ξ = 1/6. The equation of motion for the corresponding action S =
∫
ddx
√−gL(x)
is
1√−g
δ S
δ φ
= (+m2 + ξ R)φ, (6.0.10)
where  = gµν∇ν∇µ is the generalized d’Alembert operator in a curved space, expressed in terms of covariant
derivatives. The Feynman propagator GF for this equation has to satisfy the equation[
x +m2 + ξ R(x)
]
GF (x, x
′) = −δ
d(x− x′)√
g(x′)
, (6.0.11)
where
iGF (x, x
′) = 〈0|T (φ(x)φ(x′) |0〉 , (6.0.12)
and (6.0.11) has the formal solution
GF (x, x
′) = − [x +m2 + ξ R]−1 δd(x− x′)√
g(x′)
. (6.0.13)
One can identify a relation between Z[0] and the Feynman Green’s function in the form
Z[0] ∝ [det(−GF )] 12 = exp
[
1
2
Tr ln(−GF )
]
, (6.0.14)
where the proportionally constant is metric-independent and GF has to be interpreted as an operator acting
on a space of vectors |x〉, normalized by
GF (x, x
′) = 〈x|GF |x′〉 (6.0.15)
〈x|x′〉 = (√−g)−1δd(x− x′). (6.0.16)
From the definition of the effective action then it follows that
Seff = −i lnZ[0] = − i
2
Tr[ln(−GF )]. (6.0.17)
As ususal, in the operatorial formalism, the trace of an operator M acting in this space is defined by
TrM =
∫
ddx
√−gMxx =
∫
ddx
√−g 〈x|M |x〉 . (6.0.18)
In order to make sense of the formal definition (6.0.17), we need to use an explicit representation of GF . In
the following section we shall use the DeWitt-Schwinger representation given by an integral over the proper
time.
6.1 Adiabatic expansion of Green’s functions
Details on the Schwinger-De Witt approach is summarized in [62]. This approach is valid for arbitrary
differential operators satisfying the condition of causality and gives at once the Green’s function in an expan-
sion around the light cone. Therefore, it is the most suitable tool for investigating the ultraviolet divergences,
for the calculation of counterterms, of β-function and, in this case, of the anomalies.
We are interested in the short distance behaviour of the Feynman propagator GF (x, x′) in the limit x → x′.
Introducing Riemann normal coordinates yµ for the point x, with origin in x′, one may expand the metric
tensor [63, 64] around y = 0 as
gµν(x) = ηµν +
1
3
Rµανβy
αyβ − 1
6
Rµανβ;γy
αyβyγ +
[
1
20
Rµανβ;γδ +
2
45
RαµβλR
λ
γνδ
]
yαyβyγyδ + . . . (6.1.1)
40
where ηµν is the flat metric. We define GF (x, x′) and its Fourier transform as
GF (x, x′) = (g(x)) 14 GF (x, x′) (6.1.2)
GF (x, x′) = 1
(2pi)d
∫
ddk e−iky GF (k), with ky = ηαβkα yβ. (6.1.3)
We now expand the equation (6.0.11), that defines the Feynman propagator, in normal coordinates, and after
a Fourier transform we solve GF (k) by iteration to any adiabatic order, i.e., to any order in derivatives of the
metric. In this way, we construct the asymptotic expansion of Feynman propagator, which up to order four
is given by
GF (k) ≈ 1
(k2 −m2) −
(
1
6
− ξ
)
R
1
k2 −m2 +
i
2
(
1
6
− ξ
)
R;α∂
α
(
1
(k2 −m2)2
)
− 1
3
aαβ ∂
α∂β
1
(k2 −m2)2 +
[(
1
6
− ξ
)2
R2 +
2
3
aλλ
]
1
(k2 −m2)3 (6.1.4)
where we have defined ∂α = ∂/∂kα, and
aαβ =
1
2
(
ξ − 1
6
)
R;αβ +
1
120
R;αβ − 1
40
R λαβ;λ −
1
30
R λα Rλβ +
1
60
Rκ λα βRκλ +
1
60
RλµκαRλµκβ (6.1.5)
Substituting (6.1.4) into (6.1.3), we determine the corresponding asymptotic expansion of the Feynman
propagator in coordinate space as
GF (x, x′) ≈
∫
ddk
(2pi)d
e−iky
[
a0(x, x
′) + a1(x, x′)
(
− ∂
∂m2
)
+ a2(x, x
′)
(
∂
∂m2
)2]
1
k2 −m2 (6.1.6)
where
a0(x, x
′) = 1
a1(x, x
′) =
(
1
6
− ξ
)
R− 1
2
(
1
6
− ξ
)
R;αy
α − 1
3
aαβy
αyβ
a2(x, x
′) = 1
2
(
1
6
− ξ
)2
R2 +
1
3
aλλ
(6.1.7)
where all the geometric quantities on the right hand side of these last two equations evaluated at point x′.
It is worth mentioning that in order to extract a time-ordered product in (6.1.3), one has to perform the k0
integral along the appropriate Feynman contour, a condition that translates in the substitution m2 by m2−i.
If one uses the integral representation
1
k2 −m2 + i = −i
∫ ∞
0
ds eisk(k
2−m2+i) (6.1.8)
in (6.1.6), then the ddk integration may be performed explicitly leaving the ds (proper time) integration to
be performed as
GF = −i(4pi)−d/2
∫ ∞
0
ids (is)−d/2 exp
[
−im2s+ σ is
2
]
F (x, x′; is), (6.1.9)
where σ(x, x′) = 1/2 yαyα, while the function F () has the following asymptotic adiabatic expansion
F (x, x′; is) ≈ a0(x, x′) + a1(x, x′)is+ a2(x, x′)(is)2 + . . . (6.1.10)
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From the definition (6.1.2), then (6.1.9) gives a representation of GF (x, x′) originally derived by DeWitt
as
GDSF (x, x
′) = −i∆ 12 (x, x′)(4pi)−d/2
∫ ∞
0
ids (is)−d/2 exp
[
−im2s+ σ is
2
]
F (x, x′; is) (6.1.11)
with
∆(x, x′) = −det[∂µ∂νσ(x, x′)][g(x)g(x′)]−1/2, (6.1.12)
the Van Vleck determinant. It is simple to show that in the normal Riemann coordinates around x′, ∆ reduces
to (
√
g(x))−1. According to the treatment by DeWitt, one can extend the asymptotic expansion (6.1.10) of
F to all the adiabatic orders writing
F (x, x′; is) ≈
∞∑
j=0
aj(x, x
′)(is)j (6.1.13)
where a0(x, x′) = 1, and the remaining aj are determined recursively. GDSF (x, x
′) in (6.1.11) is the DeWitt-
Schwinger proper time representation and it is a powerful tools to study the divergences of the effective action
and a formidable tool to obtain the trace anomaly.
6.2 Effective Action and renormalization
We now apply the general construction of the generating function in terms of the Green’s function to the
case of curved spacetime. In analogy with the case of flat spacetime, we define the operator
Kxy ≡
(
x +m2 − i+ ξ R
) δd(x− y)√
g(y)
(6.2.1)
that can be treated as a symmetric matrix K with continuous indices with the properties∫
ddy
√
g(y)KxyK
−1
yz =
δd(x− z)√
g(z)
, (6.2.2)∫
ddy
√
g(y)KxyKyz = Kxz (6.2.3)
GF (x, x
′) = −K−1xx′ , (6.2.4)
where the last property has been derived by a comparison with (6.0.11). The relation between the operator K
and the Green’s function GF is made manifest through (6.2.4). We consider now the integral representation,
previously in the analysis of GF , for the operator K−1 and in particular we get
K−1 = i
∫ ∞
0
e−iKsds. (6.2.5)
This result allows to make a comparison with (6.1.11) when the GF (x, x′) = 〈x|GF |x′〉 is considered. In fact,
〈x|GF |x′〉 = −K−1xx′ = −i
∫ ∞
0
ds 〈x| e−iKs |x′〉 (6.2.6)
and by using the explicit result first given by DeWitt and Schwinger, we derive the representation of the
exponential of the K operator in the form
〈x| e−iKs |x′〉 = i(4pi)−d/2 ∆ 12 (x, x′) e−im2s+is σ/2 F (x, x′; is) (is)−d/2. (6.2.7)
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In order to obtain the effective action Seff we consider
ln(−GF ) = − ln(K) =
∫ ∞
0
e−iKs (is)−1 i ds, (6.2.8)
which is valid up to the addition of a metric-independent infinite constant that can be neglected in our
discussion. This relation is obtained by expanding the integral around Λ = 0∫ ∞
Λ
e−iKs (is)−1 i ds = −Ei(−iΛK), (6.2.9)
with the expansion of the exponential integral function Ei given by
Ei(x) = γ + ln(−x) +O(x), (6.2.10)
and with γ being the Euler’s constant. In the same way we find that the ln(−GDSF ), in the DeWitt-Schwinger
representation (6.2.7), can be expressed as
〈x| ln(−GDSF ) |x′〉 = −
∫ ∞
m2
GDSF (x, x
′) dm2, (6.2.11)
where the integral with respect to m2 given by∫ ∞
m2
−im
2 s dm2 = e−im
2 s (is)−1. (6.2.12)
followed by the use of (6.2.8). Recalling the definition of the effective action in terms of ln(−GDSF ) in (6.0.17),
these expressions given so far yield
Seff = i
2
∫
ddx
√−g lim
x′→x
∫ ∞
m2
dm2GDSF (x, x
′) = i
2
∫ ∞
m2
dm2
∫
ddx
√−gGDSF (x, x), (6.2.13)
where we have interchanged the order of integrations. This expression of Seff is known as the one-loop
effective action because in (6.2.13) the ddx integration is seen to be precisely the expression for the one-loop
contribution to the vacuum energy from matter fields. We may define an effective Lagrangian density Leff ,
as
Leff (x) =
i
2
lim
x′→x
∫ ∞
m2
dm2GDSF (x, x
′). (6.2.14)
which leads to the effective action once the integration with the measure
√−g ddx is performed.
In the following discussion we are going to extract and study the divergences of the effective Lagrangian. This
analysis will be performed in d = 4 and it will be helpful for further comments about the trace anomaly of
the stress energy tensor. The explicit expression of GDSF together with (6.1.10) and (6.1.11) manifest some
divergences of Leff at the lower end of the s integral when the limit x′ → x is considered. The convergence
in the upper limit of the integration instead is guaranteed by the −i that is implicitly added to m2 in the
DeWitt-Schwinger representation of GF . The divergent part of Leff , in the case d = 4, is given by
Ldiveff = − lim
x′→x
∆
1
2 (x, x′)
32pi2
∫ ∞
0
ds
s3
e−i(m
2a−σ/2s) [a0(x, x′) + a1(x, x′) is+ a2(x, x′) (is)2] (6.2.15)
where the coefficients a0, a1 and a2 are given by (6.1.7), and the remaining terms in this asymptotic expansion,
involving a3 and higher, are finite in the limit x → x′. The divergences of Leff reflect those of the stress
energy tensor. Looking at the coefficients ai written in (6.2.15), one can immediately realizes that they are
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entirely geometrical in the limit x → x′ because of the vanishing of the normal coordinates in this limit.
The coefficients then will be given just in terms of local Riemann tensors Rµνρσ and their contractions and it
seems they are completely unrelated to the quantum matter Lagrangian. Even if the divergence arises from
the action of the quantum matter field, it manifests itself as an expression constructed from the gravitational
field only. The content of the quantum action is encoded in the finite contribution of Leff .
When the limit x → x′ is taken, the function σ = 1/2yα yα goes to zero and it generates divergences.
Performing an asymptotic expansion of Leff and taking an analytic continuation of the dimension d throughout
the complex plane, in order to extract the divergences, we find
Leff ≈ (4pi)
−d/2
2
∞∑
j=0
aj(x)
∫ ∞
0
i ds (is)j−1−d/2 e−im
2s =
(4pi)−d/2
2
∞∑
j=0
aj(x) (m
2)d/2−j Γ(j − d/2) (6.2.16)
where aj(x) = aj(x, x).We introduce an arbitrary mass scale µ that takes in account the dimensions of the
effective Lagrangian Leff for which
Leff ≈ (4pi)
−d/2
2
(
m
µ
)d−4 ∞∑
j=0
aj(x)m
4−2j Γ(j − d/2). (6.2.17)
When d → 4 the first three terms of (6.2.17) generate divergences through the Γ functions that can be
expanded around d = 4 as
Γ
(
−d
2
)
=
4
d(d− 2)
(
2
4− d − γ
)
+O(d− 4)
Γ
(
1− d
2
)
=
2
2− d
(
2
4− d − γ
)
+O(d− 4)
Γ
(
2− d
2
)
=
2
4− d − γ +O(d− 4).
(6.2.18)
In this way we have showed that the divergent structure of Leff is related just to the first three terms a0, a1
and a2 and we write
Ldiv = −(4pi)−d/2
{
1
d− 4 +
1
2
[
γ + ln
(
m2
µ2
)]}(
4m2 a0
d(d− 2) −
2m2 a1
d− 2 + a2
)
+O((d− 4)) (6.2.19)
where we have used the expansion(
m
µ
)d−4
= 1 +
1
2
(d− 4) ln
(
m2
µ2
)
+O((d− 4)2). (6.2.20)
The functions a0 ,a1 and a2 are given by taking the coincidence limits of (6.1.7) and (6.1.5)
a0(x) = 1 (6.2.21)
a1(x) =
(
1
6
− ξ
)
R (6.2.22)
a2(x) =
1
180
RαβγδR
αβγδ − 1
180
RαβR
αβ − 1
6
(
1
5
− ξ
)
R+ 1
2
(
1
6
− ξ
)2
R2, (6.2.23)
showing that the divergent part of the effective Lagrangian Ldiveff , as given in (6.2.19), is a purely geometrical
expression. In order to absorb the divergences we recall that the total action contains also the gravitational
part,that is purely geometrical. In fact the gravitational action is expressed by the Einstein-Hilbert form
Sg =
∫
ddx
√−g Lg =
∫
ddx
√−g 1
16piGB
(R− 2ΛB) (6.2.24)
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with the bare cosmological constant ΛB and Newton’s constant GB. Incorporating the divergent part of the
one loop effective action, the total gravitational Lagrangian density now becomes
Lg =
{
−
(
A+
ΛB
8piGB
)
+
(
B +
1
16piGB
)
R− a2(x)
(4pi)d/2
[
1
d− 4 +
1
2
(
γ + ln
m2
µ2
)]}
(6.2.25)
where
A =
4m4
(4pi)d/2d(d− 2)
{
1
d− 4 +
1
2
[
γ + ln
(
m2
µ2
)]}
(6.2.26)
B =
2m2
(4pi)d/2(d− 2)
(
1
6
− ξ
){
1
d− 4 +
1
2
[
γ + ln
(
m2
µ2
)]}
. (6.2.27)
One can observe that the contribution A of Ldiv in (6.2.25) is physically indistinguishable from the contri-
bution from the cosmological bare constant ΛB. The effect of the scalar quantum field is to renormalise the
cosmological constant to
Λ ≡ ΛB + 32pim
4GB
(4pi)d/2d(d− 2)
{
1
d− 4 +
1
2
[
γ + ln
(
m2
µ2
)]}
, (6.2.28)
and this renormalized cosmological constant Λ is exactly the one we would consider for a physical prediction.
Furthermore, by looking at the second term in (6.2.25), we observe that also the Newton’s gravitational
constant is renormalized as
G =
GB
1 + 16piGB B
. (6.2.29)
These procedure will be reflected in the gravitational field equation
Rµν − 1
2
Rgµν + Λ gµν = −8piG 〈Tµν〉 , (6.2.30)
with Λ and G renormalized constants. Finally, the last term in (6.2.25) is something new in the usual Einstein-
Hilbert Lagrangian. Indeed the factor a2(x) is a higher order correction to the general theory of relativity
that contains only second derivatives of the metric. The factor a2(x), as one can see from its definition in
(6.2.23), is of adiabatic order four, i.e. four derivatives of the metric. The gravitational renormalized action
becomes
Sg =
∫
ddx
√−g
{
1
16piG
(
R− 2Λ
)
− a2(x)
(4pi)d/2
[
1
d− 4 +
1
2
(
γ + ln
m2
µ2
)]}
(6.2.31)
giving the left-hand side of the gravitational field equation as
Rµν − 1
2
Rgµν + Λ gµν + α
(1)Hµν + β
(2)Hµν + γ Hµν (6.2.32)
where we the terms take the form
(1)Hµν ≡ 1√−g
δ
δgµν
∫
ddx
√−gR2 = 2R;µν − 2gµνR− 1
2
gµνR
2 + 2RRµν
(2)Hµν ≡ 1√−g
δ
δgµν
∫
ddx
√−g RαβRαβ = 2R αµ ;να −Rµν − 12gµνR+ 2R
α
µ Rαν − 12gµνR
αβRαβ
Hµν ≡ 1√−g
δ
δgµν
∫
ddx
√−gRαβγδRαβγδ
= −1
2
gµνRαβγδR
αβγδ + 2RµαβγR
αβγ
ν − 4Rµν + 2R;µν − 4RµαRαν + 4RαβRαµβν ,
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as also pointed out in [65]. One can observe that the term proportional to R in the gravitational action
(6.2.31) does not contribute to the gravitational field equation, because such a term is a covariant total
divergences and if there are no special boundary effects, like singularities, that could make it contribute to
the result. Furthermore, it is worth noting that in d = 4 we have the relation
Hµν = − (1)Hµν + 4 (2)Hµν , (6.2.33)
since the generalized Gauss-Bonnet theorem states that integral of the Euler density, in d = 4 is a topological
invariant, and then its metric variation vanishes identically
δ
δgµν
∫
ddx
√−g
(
RαβδγR
αβδγ − 4RαβRαβ +R2
)
d=4
= 0. (6.2.34)
The coefficients α, β and γ in (6.2.32) are explicitly given by
α =
1
2(4pi)
d
2
(
1
6
− ξ
)2 [
1
d− 4 +
1
2
(
γ + ln
m2
µ2
)]
, (6.2.35)
β = −γ = − 1
180(4pi)
d
2
[
1
d− 4 +
1
2
(
γ + ln
m2
µ2
)]
, (6.2.36)
and they diverge as d approaches the physical dimension 4. In order to renormalise these divergences, one
has to introduce in the gravitational action, terms of adiabatic order four with some bare coefficients aB, bB,
cB that will be redefined to take care of the divergences. However, because of (6.2.33), in d = 4 only two of
these coefficients are independent and we may choose c = 0.
6.3 The conformal anomaly
We consider the case in which the classical action S is invariant under conformal transformations. The
requirement of conformal invariance at level of the action implies that the classical stress energy tensor is
traceless. The conformal transformations, as pointed out in the previous sections, are essentially a rescaling
of lengths at each spacetime point x and the presence a fixed scale in the theory, like a mass, will break the
symmetry. In order to apply the results of the section above, we have to consider the massless limit. However,
all the higher order (j > 2) terms in DeWitt-Schwinger expansion of the effective Lagrangian are infrared
divergent at d = 4 as m→ 0, but the expansion is still useful in the investigation of the ultraviolet divergent
terms, like aj with j = 0, 1, 2 in (6.2.16). We may set m = 0 immediately in the expansion, but for the terms
related to j = 0, 1, because they are of positive power for n ∼ 4, and will vanish. The only non-vanishing
term is for j = 2
(4pi)−d/2
2
(
m
µ
)d−4
a2(x) Γ(2− d/2), (6.3.1)
which must be handled carefully. Taking the explicit expression of a2 from (6.2.23) with ξ = ξ(d) given in the
conformally coupled case, we may write the divergent term in the effective action arising from (6.3.1) as
S (div)eff = (4pi)
−d/2
2
(
m
µ
)d−4
Γ(2− d/2)
∫
ddx
√−g a2(x)
=
(4pi)−d/2
2
(
m
µ
)d−4
Γ(2− d/2)
∫
ddx
√−g [bC2(x) + b′E(x)]+O(d− 4) (6.3.2)
where
C2 = RαβγδR
αβγδ − 2RαβRαβ + 1
3
R2
E = RαβγδR
αβγδ − 4RαβRαβ +R2,
(6.3.3)
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while the coefficients are
b =
1
120
, b′ = − 1
360
. (6.3.4)
In obtaining (6.3.2) we have dropped the R and R2 terms from a2(x): the first because it is a total
divergence, and so it will not contribute to the action, the second because its coefficient is proportional to
(d−4)2 when the conformal coupling ξ = ξ(d) = d− 2
4(d− 1) is inserted. In the limit d→ 4 this coefficient removes
the (d− 4)−1 singularity from the Γ function in (6.2.18), causing the term to vanish. The appearance of the
square Weyl tensor C2 and the Euler density, that remain invariant under conformal transformation, leads
to the property that, at d = 4, S (div)eff in the massless conformally coupled limit is invariant under conformal
transformations. We compute the contribution of Seff(div) to the trace of the stress-tensor by considering one
functional variation with respect to the metric and using the identities
2√−gg
µν δ
δgµν
∫
ddx
√−g E = −(d− 4)
(
E − 2
3
R
)
,
2√−gg
µν δ
δgµν
∫
ddx
√−g C2 = −(d− 4)C2,
(6.3.5)
we immediately obtain
〈T µµ 〉div =
2√−gg
µν δS (div)eff
δgµν
=
(4pi)−d/2
2
(
m
µ
)d−4
(4− d)Γ(2− d/2)
[
b′
(
E − 2
3
R
)
+ bC2
]
+O(d− 4). (6.3.6)
When the expansion around d = 4 is taken we see that this expression becomes
〈T µµ 〉div =
1
(4pi)2
[
b′
(
E − 2
3
R
)
+ bC2
]
. (6.3.7)
Since this result is independent of m/µ, which has been retained essentially as an infrared cut-off, we can
finally set m = 0, without changing the finite result (6.3.7). The feature of 〈T µµ 〉div to be local and a
geometrical object comes directly from the properties of the S (div)eff . Now, because Seff is conformally invariant
in the massless and conformally coupled limit, the expectation value of the trace of the total stress tensor is
zero
〈T µµ 〉
∣∣
m=0,ξ=1/6
= 0. (6.3.8)
It follows that, if the divergent portion 〈Tµν〉div has acquired the trace (6.3.7), the finite, renormalized residue
〈Tµν〉ren must also have a trace, i.e. the negative of (6.3.7)
〈T µµ 〉ren = −
1
(4pi)2
[
b′
(
E − 2
3
R
)
+ bC2
]
= − a2
(4pi)2
(6.3.9)
This result is known as a conformal, or trace, anomaly. What it is written in (6.3.9) is the main part of
the trace anomaly and it is present in any quantum theory that in d = 4 incidentally breaks the conformal
symmetry. Other terms are present in this relations and are related to the specific field content of the theory.
For instance, if we consider a four-dimensional system of massless fields in interaction only with an external
gravitational field and an external spin-1 gauge field, the divergences in the effective action will depend on
the metric and its derivatives will involve terms like R(d−4)/2R, F aµν (d−4)/2 F
µν
a , . . . . In this case the only
possible counterterm that can remove the infinities and will give a finite renormalized effective action is
∆Seff = µ
d−4
d− 4
∫
ddx
√−g [bC2 + b′E + c F 2] , (6.3.10)
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where b, b′ and c are constants, while E and C2 are given by (6.3.3). It is clear now that the trace anomaly
will have a contribution coming from the field strength of the gauge field as F 2 = F a, µνF aµν .
We have to clarify the role of the µ parameter in (6.3.10), because it is an arbitrary parameter having the
dimensions of a mass. It is analogous to the choice of renormalization point in the usual momentum space
perturbation theory calculation. Seff will then involve terms like R ln(/µ2)R that stress the above statement
about the µ parameter. The presence of such a dimensional parameter in the quantum theory is one way of
understanding the appearance of conformal anomalies. Secondly, we have discarded total divergences in the
integrand of ∆Seff , but since we are at arbitrary dimension we must retain G, even though it is a topological
invariant and hence yields a zero metric variation when d = 4. Then, no other contributions to ∆Seff are
compatible with our requirement that ∆Seff has to be conformally invariant at d = 4, that is saying to be
proportional to ∫
d4x
√−g[bC2 + c F 2] =
∫
d4x
√−g [bCµνρσCµνρσ + c e2 F aµνFµνa ]d=4 (6.3.11)
where Cµνρσ is the Weyl tensor. Finally, the constants b, b′ and c may be d-dependent. However, any
such ambiguity will result only in finite terms which are conformal invariant at d = 4 and hence make no
contribution to the anomaly. The regularized tensor will be finite at d = 4 and now using also the identity
2√−ggµν
δ
δgµν
∫
ddx
√−g F 2 = (d− 4)F 2, (6.3.12)
we find that
Tµµ = b
′
(
E − 2
3
R
)
+ bC2 + cF 2. (6.3.13)
The R term appearing in (6.3.13), may be expressed as the metric variation of a local four-dimensional
action, namely
√−gR = −1
6
gµν
δ
δgµν
∫
d4x
√−g R2. (6.3.14)
By contrast, there exists no local four-dimensional action which when functionally differentiated and traced
would yield the quadratic terms in the Riemann tensor, and thus no way of removing these anomalies by finite
local additions to the Lagrangian. We have seen that a conformally invariant four dimensional theory
SCFT = S0 +
1
d− 4
∫
d4x
√−g [bCµνρσCµνρσ + c e2F aµνFµνa ] (6.3.15)
leads to a unique value of the R anomaly given by (6.3.13). One is free, of course, to consider some other
theory obtained by ad hoc addition of a finite non conformal invariant term of the form R2, i.e.
S = SCFT +
δ′
12
∫
d4x
√−gR2. (6.3.16)
The parameter δ′ could then be adjusted to yield extra R contributions to Tµµ over and above the anomaly
or even to cancel out the R term altogether by setting δ′ = δ. In the present context of external gravitational
fields, there is no great virtue un breaking the conformal invariance by hand in this fashion, but a completely
satisfactory answer to this problem cannot be given so long as we confine our attention to the somewhat
artificial theory of quantum fields in a curved spacetime. Eventually, we must face up to the quantum
dynamics of the gravitational field itself and the problem of constructing the correct Lagrangian for gravity
plus matter. It is worth noting that any such theory is unlikely to exhibit conformal invariance anyway, but
the anomalies will still survive to produce results which deviate from one’s naive classical expectations. We
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assume that no such conformal non invariant additions have been made, and the trace of the stress tensor is
given by (6.3.13). From the explicit calculations [66], we may now fix the constants b and b′ to be
b′ = 1
120(4pi)2
[NS + 6NF + 12NV ], b = − 1
360(4pi)2
[NS + 11NF + 62NV ], (6.3.17)
where NS , NF and NV are the numbers of scalars, spin-1/2 fermions and vectors in the theory, respectively.
7 The anomaly effective action
In this section we are going to derive and discuss the non-local anomalous effective action in d = 4
proposed in [46]. We have showed in the previous section that, in a four-dimensional system of massless fields
in interaction with external gravitational and gauge fields, the quantum corrections induce on the trace of the
energy-momentum tensor Tµν an anomaly of the general form
TA =
(
bC2 + b′E + b′′R+ dR2 + cF 2
)
, (7.0.1)
where the coefficients b, b′, b′′, c, d depend on the specific particle content (fermion, scalar, vector) and
interactions of the theory, as described by the corresponding Lagrangian. The main idea in [46] is to extract
information about the exact effective action Seff that is related to the trace of Tµν as
2√−g gµν
δSeff
δgµν
= T (7.0.2)
using only the form of the trace anomaly equation (7.0.1). This is a general argument and it does not depend
on the explicit form of the coefficients in (7.0.1). We define the part of the effective action which generates
the anomalous trace TA as Sanom named as anomaly effective action. Looking at (7.0.1) we know that term
proportional to R can be produced as a variation of
− 2√−g gµν
δ
δgµν
∫
d4x
√−g R2 = −12R, (7.0.3)
for which the anomaly effective action will contain the contribution c/(192pi2)
∫
d4x
√−gR2. However, the
other terms in (7.0.1) can not be obtained from the trace of the functional variation of an integral of simple
scalar geometric quantities. For this reason, we proceed first by using a non-covariant approach in order to
find such a terms and then we will see how to recast the covariant non-local form of the anomaly effective
action. We use the property of the Weyl group and we consider local conformal parametrization of the metric
as gµν = e2σ g¯µν for arbitrary σ(x) and where g¯µν has fixed determinant. Inserting this expression into the
anomaly trace equation yields
δSanom
δσ
=
√−g¯ e4σ TA. (7.0.4)
The trace anomaly, by using the identity E = C2 − 2(RαβRαβ − 13R2), can be rewritten in the form
TA =
[
(b+ b′)C2 − 2b
(
RαβRαβ − 1
3
R2
)
+ b′′R+ dR2 + cF 2
]
(7.0.5)
and this simplifies the further discussion. In fact, by conformal invariance, Cλσµν(g) = Cλσµν(g¯) ≡ C¯λσµν and
the gauge field F iµν are metric independent. Therefore, in the local form of the metric we have the C2 and F 2
become
C2 ≡ gαµgβνCλγαβCγλµν = e−4σ g¯αµg¯βνC¯λγαβC¯γλµν ≡ e−4σC¯2
F 2 ≡ gαµgβνF iαβFiµν = e−4σ g¯αµg¯βνF iαβFiµν ≡ e−4σF¯ 2
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and the equation to solve for these terms is given by (7.0.4)
δSC2+F 2anom
δσ
=
√−g¯
[
(b+ b′)C¯2 + cF¯ 2
]
. (7.0.6)
that admits the solution
SC2+F 2anom =
∫
d4x
√−g¯ [(b+ b′)C¯2 + eF¯ 2]σ, (7.0.7)
modulo an arbitrary functional independent of σ, which may in any event be included in the non-anomalous
part of the effective action. The remaining piece of the anomaly to study is RαβRαβ− 13R2 that, under a local
conformal parametrization of the metric, behaves like
√−g
(
RαβRαβ − 1
3
R2
)
=
√−g¯
(
R¯αβR¯αβ − 1
3
R¯2 − 4R¯αβ (∇¯α∇¯βσ − ∇¯ασ∇¯βσ)+ 2R¯¯σ
− 4(¯σ)2 − 4¯σ∇¯ασ∇¯ασ + 4∇¯α∇¯βσ∇¯α∇¯βσ − 8∇¯α∇βσ∇¯ασ∇¯βσ
)
(7.0.8)
where the barred notation indicates the dependence on the fixed determinant metric g¯µν . In the next section
we will illustrate a constructive method through which one can build an action for a given equation of motion
and we will apply it to (7.0.8) in order to find the last missing piece of the anomaly effective action in the
local form.
7.1 Reconstruction of the local anomaly effective action
Consider aa action A[φ] depending on a set of fields φκ(x), then the equations of motion are obtained
through the stationary action principle with the variation of the action written as
δA =
∫
dx
δA
δφκ(x)
δφκ(x). (7.1.1)
Suppose now that δA/δφκ(x) is a given function of the fields and their derivatives. We can use the information
about δA/δφk(x) to reconstruct the action A[φ]. First of all we have to choose a reference configuration φ¯κ(x)
of the fields. Then, in order to evaluate A[ψ] for an arbitrary choice of fields φκ(x) = ψκ(x), we choose a
“path” φκ(x, λ), 0 ≤ λ ≤ 1, that begins at the reference point φκ(x, 0) = φ¯κ(x) and leads to the desired final
point, φκ(x, 1) = ψκ(x). For instance, a straight line path
φκ(x, λ) = λψκ(x) + (1− λ)φ¯κ(x)
may be a convenient choice. Now consider the action A[φ(λ)] evaluated along the path; its derivative with
respect to λ is
d
dλ
A[φ(λ)] =
∫
dx
δA
δφκ(x)
∣∣∣∣
φ=φ(λ)
∂φκ(x, λ)
∂λ
(7.1.2)
Integration of this equation from λ = 0 to λ = 1 gives
A[ψ] =
∫
dx
∫ 1
0
dλ
δA
δφκ(x)
∣∣∣∣
φ=φ(λ)
∂φκ(x, λ)
∂λ
+ A[φ¯] (7.1.3)
This equation determines A[ψ], up to an arbitrary additive constant A[φ¯]. It is worth mentioning that it may
be impossible to find an action that identically reproduces a given set of equations of motion as its Euler-
Lagrange equations. Nevertheless, one can sometimes change the form of the equations without changing
their content in such a way that the modified equations do follow from an action principle. We apply this
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method to find the corresponding term of (7.0.8) in the anomaly effective action. The equation of motion to
consider is written as
δSC2−Eanom
δσ
=
√−g¯
(
R¯αβR¯αβ − 1
3
R¯2 − 4R¯αβ (∇¯α∇¯βσ − ∇¯ασ∇¯βσ)+ 2R¯¯σ
− 4(¯σ)2 − 4¯σ∇¯ασ∇¯ασ + 4∇¯α∇¯βσ∇¯α∇¯βσ − 8∇¯α∇βσ∇¯ασ∇¯βσ
)
. (7.1.4)
Following the method explained, in order to solve the equation (7.1.4) and find SC2−Eanom [σ], we choose a path
σ(x, λ), 0 ≤ λ ≤ 1 that begins from a reference point σ(x, 0) = 0 and goes to the final point σ(x, 1) = σ˜. The
most simple choice we are going to consider is a straight line that in a parametric form is σ(x, λ) = λσ˜. The
variation of the action SC2−Eanom [σ] along this path is given by
d
dλ
SC2−Eanom [σ(λ)] =
∫
d4x
δSanom
δσ
∣∣∣∣
σ=σ(λ)
∂σ(x, λ)
∂λ
. (7.1.5)
Integrating in the validity range of the parameter 0 ≤ λ ≤ 1 the action becomes
SC2−Eanom [σ˜] =
∫
d4x
∫ 1
0
dλ
√−g¯
(
R¯αβR¯αβ − 1
3
R¯2 + 4R¯αβ
(
λ∇¯α∇¯βσ˜ − λ2∇¯ασ˜∇¯βσ˜
)− 2λR¯¯ σ˜
− 4λ2(¯ σ˜)2 − 4λ3¯ σ˜∇¯ασ˜∇¯ασ˜ + 4λ2∇¯α∇¯βσ˜∇¯α∇¯βσ˜ − 8λ3∇¯α∇βσ˜∇¯ασ˜∇¯βσ˜
)
σ˜ (7.1.6)
and the integration over λ is simple to achieve and produces constants. We integrate by parts and by using
the properties
∇¯µ¯ σ˜ ≡ ¯ ∇¯µσ˜ + R¯µν∇¯ν σ˜, ∇¯µR¯µν ≡ 1
2
∇¯νR¯ (7.1.7)
we find the final form of the action for the term C2 − E in the trace anomaly as
SC2−Eanom [σ] =
∫
d4x
√−g¯
[(
R¯αβR¯αβ − 1
3
R¯2
)
σ − 2
(
R¯αβ − 1
2
gαβR¯
)
∇¯ασ∇¯βσ + 2∇¯ασ∇¯ασ¯σ + (∇¯ασ∇¯ασ)2
]
.
(7.1.8)
It is straightforward to very that the variation with respect to σ of SC2−Eanom [σ], obtained in (7.1.8), produces
exactly the trace relation (7.1.4).
The remaining piece of the trace anomaly TA to consider is the R2 term in (7.0.5). Following the same
procedure discussed above, one can obtain the form of the action as
SR2anom =
∫
d4x
√−g¯
{
R¯2σ + 12R¯
(σ
2
¯σ + σ
3
∇¯ασ∇¯ασ
)
+ 36
[σ
3
(¯σ)2 + σ
2
¯σ∇¯ασ∇¯ασ + σ
5
(∇¯ασ∇¯ασ)2
]}
.
(7.1.9)
However this action, once is functional differentiated, does not reproduce the R2 contribution in (7.0.5) and
this issue is related to the fact that the functional derivative of (7.1.9) is not a symmetric kernel. Hence, we
conclude that there exists no action, local or non-local, which has R2 as its trace.
Finally, we have found an action that reproduces all parts of the trace anomaly except the R2 piece, and
it is written in a local non-covariant form. In the following discuss we will describe the procedure to obtain
the non-local and covariant form of the anomaly action. First of all, we consider the Weyl transformation
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gµν = e
2σ g¯µν of
√−gE and √−gR, written explicitly as
√−g E = √−g¯
[
E¯ + 8R¯αβ
(∇¯α∇¯βσ − ∇¯ασ∇¯β)− 4R¯¯σ − 8(¯σ)2
− 8¯σ∇¯ασ∇¯ασ + 8∇¯α∇¯βσ∇¯α∇¯βσ − 16∇¯α∇¯βσ∇¯ασ∇¯βσ
]
(7.1.10)
√−gR = √−g¯
[
¯ R¯− 12Rαβ∇¯ασ∇¯βσ − 2R¯¯σ − 2∇¯αR¯∇¯ασ − 6¯2σ
+12(¯σ)2 + 12¯σ∇¯ασ∇¯ασ + 24∇¯α∇¯βσ∇¯ασ∇¯βσ − 12∇¯α∇¯βσ∇¯α∇¯βσ
]
, (7.1.11)
and we observe that the combination
1
4
√−g
(
E − 2
3
R
)
=
√−g¯
[
1
4
(
E¯ − 2
3
¯ R¯
)
+ ∆¯4σ
]
(7.1.12)
is not anymore of order σ3, but it is linear in σ and ∆4 is a fourth order differential operator that behaves
under Weyl transformations as
∆4 ≡ 2 + 2Rµν∇µ∇ν − 2
3
R + 1
3
(∇µR)∇µ (7.1.13)
√−g∆4 =
√−g¯ ∆¯4, (7.1.14)
as one can see in [59, 67, 68, 69]. Consequently, the operator ∆4, is the (unique) fourth-order conformally
covariant differential operator when it acts on a field of zero scale dimension. Furthermore, ∆4 has the
property to be self-adjoint ∫
d4x
√−g ψ(∆4ξ) =
∫
d4x
√−g (∆4ψ)ξ. (7.1.15)
where ξ and ψ are scalar fields of zero scaling dimensions. The latter property implies the existence of an
action
S[ξ] =
∫
d4x
√−g
[
1
2
( ξ)2 +Rµν ∇µξ∇νξ − 1
3
R∇µξ∇µξ
]
. (7.1.16)
whose variation gives ∆4ξ. The keystone in the construction of the non-local and covariant form of the
anomaly effective action is in this operator. We define the Green’s function D4(x, y) inverse to ∆4 by
(
√−g∆4)xD4(x, y) = δ4(x− y), (7.1.17)
that is conformally invariant, by virtue of independence of δ4(x − y) with respect to the metric. We invert
(7.1.12) using the properties of the operator ∆4 to find the explicit form of the function σ(x) and we obtain
σ(x) =
∫
d4y D4(x, y)
[
1
4
√−g
(
E − 2
3
R
)]
y
+ σ independent terms. (7.1.18)
Using the explicit expression of σ we finally find the non-local but manifestly covariant anomaly effective
action as
SNLanom[g] =
1
4
∫
d4x
√−gx
(
E − 2
3
R
)
x
∫
d4x′
√−gx′ D4(x, x′)
[
b′
2
(
E − 2
3
R
)
+ bC2
]
x′
(7.1.19)
with the condition b′′ = −2/3b′ in (7.0.5), and we have used the superscript NL to indicate that this is
the non-local form of the anomaly effective action. Finally, we can impose the condition on the coefficient
c = 0 in (7.0.5) since a non-zero R2 in this basis can not be obtained from any effective action (local or not)
[67, 70, 69].
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7.2 Anomalous Trace Ward Identities
In this and the next sections we will focus just on the gravitational part of the anomaly effective action. As
we previously saw, the renormalization procedure give rise to a non-vanishing trace of the energy momentum
tensor. If one consider any correlation function involving at least two stress energy tensor in d = 4, the trace
Ward identities (C.1.3) has to be modified in order to consider the anomalous trace contributions. As in
the case of the conservation Ward Identities, the trace identities for the n-point functions may be derived by
successive variation of the fundamental trace identity of the one-point function. In fact, considering only the
b and b′ terms, and rewriting (7.0.2) in the form
2 gµν(x)
δS[g]
δgµν(x)
= A ≡ √−g
{
bC2 + b′
(
E − 23 R
)}
(7.2.1)
by varying again with respect to the metric, and finally evaluating at the flat space Minkowski metric ηµν
gives
ηµ1ν1 〈Tµ1ν1(x1)Tµ2ν2(x2)〉 = 2
δA(x1)
δgµ2ν2(x2)
∣∣∣∣∣
flat
(7.2.2)
for the two-point function, and
ηµ1ν1 〈Tµ1ν1(x1)Tµ2ν2(x2)Tµ3ν3(x3)〉 = −2
{
δ4(x1 − x2) + δ4(x1 − x3)
}
〈Tµ2ν2(x2)Tµ3ν3(x3)〉
+ 4
δ2A(x1)
δgµ2ν2(x2)δgµ3ν3(x3)
∣∣∣
flat
(7.2.3)
for the three-point function. The corresponding results in momentum space are obtained by Fourier trans-
forming the previous relations giving
ηα1β1 〈Tα1β1(p)Tµ2ν2(−p)〉 = 2 A˜µ2ν21 (p) (7.2.4)
for the two point function and
δα1β1 〈Tα1β1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉
= −2 〈Tµ2ν2(p1 + p2)Tµ3ν3(p3)〉 − 2 〈Tµ2ν2(p2)Tµ3ν3(p1 + p3)〉+ 4 A˜µ2ν2µ3ν32 (p2, p3) (7.2.5)
for the three-point function, where
(2pi)4 δ4(p1 + · · ·+ pn+1) A˜µ2ν2...µn+1νn+1n (p2, . . . , pn+1)
≡
∫
d4x1 . . . d
4xn+1 e
ip1·x1+···+ipn+1·xn+1 δ
nA(x1)
δgµ2ν2(x2) . . . δgµn+1νn+1(xn+1)
∣∣∣∣
flat
(7.2.6)
is the Fourier transform of the nth variation of the anomaly in the flat space limit. The locality of A(x1)
implies that A˜µ2ν2...µn+1νn+1n is a polynomial with only positive powers of the pj , containing no 1/p2j pole terms
or logarithms. We note also that if b′′ 6= 0, the b′′ R term may easily be included in A, giving an additional
local contribution to A˜n.
The trace identity (7.2.5) for the three-point function contains two terms involving the 2-point function
which would usually be considered ‘non-anomalous,’ since they are present even if A˜2 = 0, notwithstanding
the fact that the 2-point correlation function itself implicitly depends upon the first variation A˜1 through
(7.2.4). In addition (7.2.5) contains the explicitly anomalous last term involving the second variation A˜2.
Clearly one may take additional variations of the fundamental trace identity (7.2.1) with respect to the metric
in order to obtain trace identities for higher n + 1-point functions, and this pattern will continue with the
hierarchy of trace identities, each implicitly dependent upon the (n−1)th and lower variations of the anomaly
through the n-point and lower point functions in the ‘non-anomalous’ part of its trace Ward Identities, and
at each order an explicit new anomalous term involving the nth variation of the trace anomaly A˜n.
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7.3 The Total Effective Action
It is worth mentioning that the anomaly effective action found in (7.1.19) satisfies the Wess-Zumino
consistency condition, for which the action satisfies
Sanom[e2σ g¯] = Sanom[g¯] + ΓWZ [g¯;σ] (7.3.1)
for an arbitrary Weyl transformation of the metric gµν(x) = e2σ(x) g¯µν(x), and whose variation is the anomaly,
i.e. (7.2.1). The latter equation can be written in the equivalent form
δΓWZ [g¯;σ]
δσ(x)
=
√−g
{
bC2 + b′
(
E − 23 R
)}∣∣∣
g=e2σ g¯
. (7.3.2)
Moreover, the general form of the anomaly is the consequence of locality of the underlying QFT, and the
Wess-Zumino consistency condition exposed above. As showed in the previous secion, one constructs the
Wess-Zumino functional in (7.3.1), quartic in σ, as
ΓWZ [g¯;σ] = 2b
′
∫
d4x
√−g¯ σ ∆¯4 σ +
∫
dxAσ
= b′
∫
d4x
√−g¯
[
2σ ∆¯4 σ +
(
E¯ − 23 R¯
)
σ
]
+ b
∫
d4x
√−g¯ C¯2 σ. (7.3.3)
We have seen that inverting the equation (7.1.12) in order to find σ in terms of the Green’s function of the
fourth differential operator ∆4, we can write the Wess-Zumino functional in the form
ΓWZ [g¯;σ] = S
NL
anom[g = e
2σ g¯]− SNLanom[g¯], (7.3.4)
with SNLanom[g] the non-local form of the exact quantum 1PI effective action of the anomaly defined in (7.1.19).
This part of the anomaly is the essential Weyls non-invariant part and cannot be removed by any addition of
local terms in the effective action, such as the
∫
R2 associated with b′′ term in (7.0.1) by (7.0.3). Moreover,
there is the choice to add an arbitrary Weyl invariant terms (local or not) in the effective action, producing
no changes in the structure of (7.2.1) but dropping out of the difference in (7.3.4). In addition, these kind of
terms cannot remove the non-locality in the essential Weyl non-invariant part of the anomaly action (7.1.19).
For instance, adding the non-local Weyl invariant term
b2
8b′
∫
d4x
√−gx
(
C2
)
x
∫
d4x′
√−gx′ D4(x, x′)
(
C2
)
x′ (7.3.5)
to (7.1.19), we will obtain an anomaly effective action written as
SNLanom[g] + b
2
8b′
∫
d4x
√−gx
(
C2
)
x
∫
d4x′
√−gx′ D4(x, x′)
(
C2
)
x′ =
1
8b′
∫
d4x
∫
d4x′A(x)D4(x, x′)A(x′).
(7.3.6)
that still satisfy the trace relation and it is symmetrical in the invariants E and C2. As presented in [71, 72],
one can recast the local form of the effective action by introducing a single new scalar field ϕ, to get
Sanom[g;ϕ] ≡ −b
′
2
∫
d4x
√−g
[
( ϕ)2 − 2(Rµν − 13Rgµν)(∇µϕ)(∇νϕ)]
+
1
2
∫
d4x
√−g
[
b′
(
E − 23 R
)
+ bC2
]
ϕ, (7.3.7)
where ϕ has canonical mass dimension zero. One can observe that, by using the form of Sanom[g;ϕ], linear
shifts in the spacetime scalar ϕ are related to conformal transformations of the spacetime metric, and indeed
the Wess-Zumino consistency condition (7.3.4) implies the non-trivial relation
Sanom[g;ϕ+ 2σ] = Sanom[e−2σg;ϕ] + Sanom[g; 2σ]. (7.3.8)
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Note that although ϕ is closely related to and couples to the conformal part of the metric tensor, ϕ is an
independent spacetime scalar field and the local action (7.3.7) is fully coordinate invariant, unlike ΓWZ in
(7.3.3) which depends separately upon g¯µν and σ, and is therefore conformal frame dependent. So far we have
studied different part of the effective action and finally we can assert that the exact 1PI quantum effective
action for a CFT is written as
S = Slocal[g] + Sinv[g] + Sanom[g;ϕ] (7.3.9)
where Slocal[g] contains the local term
∫
R2 term, whose conformal variation (7.0.3) is associated with the
b′′ R term in (A.3.3), Sinv[g] is an arbitrary Weyl invariant term
Sinv[e2σg] = Sinv[g] (7.3.10)
analogous to (7.3.5) previously used to have a symmetric form of the anomaly effective action. In general,
this term is non-local and its expansion around flat space is responsible for the CWI’s, absent any anomalous
trace terms, instead of Sanom[g;ϕ] given by (7.3.7) that is responsible for the anomalous trace (7.3.2). The
form (7.3.9) of the decomposition of the quantum effective action was arrived at in [69] by consideration of
the abelian group of local Weyl shifts, and its cohomology. The local and Weyl invariant terms are elements
of the trivial cohomology of the local Weyl group, while (7.1.19) or Sanom[g;ϕ] is an element of the non-trivial
cocycles of this cohomology, which is uniquely specified by the b and b′ anomaly coefficients [70, 67, 73, 74, 69].
A non-trivial test of the effective action (7.3.9) and the correctness of the anomaly action (7.3.7) is afforded by
the reconstruction algorithm of [12] for 〈TTT 〉 in CFTs in flat spacetime, in that the anomalous trace Ward
Identities obeyed by 〈TTT 〉, must come entirely from variations of Sanom[g;ϕ], as pointed out in [75, 13].
7.4 Expansion of the effective action at third order
In this section we discuss the anomaly part of the correlator 〈TTT 〉 in CFTs in flat spacetime as computed
directly from the effective action (7.3.9). In the next section we will show that this is exactly what is obtained
from the explicit calculation in perturbation theory [13] and from the method proposed by [12]. In order to
obtain the contributions of the anomaly effective action to the three-point function we require the expansion
of Sanom[g;ϕ] to third order in deviations from flat space. The expansion can be performed by using the local
form of the action (7.3.7) or equivalently the non local (7.1.19) as proposed in [47]. The final covariant result
does not depend on this choice as expected. In this case we use the local form (7.3.7) and the consistent
expansion of Sanom[g;ϕ] around flat space is defined by the simultaneous expansion of the metric gµν and ϕ
gµν = g
(0)
µν + g
(1)
µν + g
(2)
µν + · · · ≡ ηµν + hµν + h(2)µν + . . . (7.4.1)
ϕ = ϕ(0) + ϕ(1) + ϕ(2) + . . . (7.4.2)
in (7.3.7). The expansion of the scalar field ϕ can be express order by order through the expansion of its
equation of motion
√−g∆4 ϕ =
√−g
[
1
2
(
E − 2
3
R
)
+
b
2b′
C2
]
, (7.4.3)
for which we have the equations
2ϕ(0) = 0 (7.4.4)
(
√−g∆4)(1)ϕ(0) + 2ϕ(1) =
[√−g(E
2
− R
3
+
b
2b′
C2
)](1)
= −1
3
R(1) (7.4.5)
(
√−g∆4)(2)ϕ(0) + (
√−g∆4)(1)ϕ(1) + 2ϕ(2) =
[√−g(E
2
− R
3
+
b
2b′
C2
)](2)
=
1
2
E(2) − 1
3
[
√−g R](2) + b
2b′
[C2](2) (7.4.6)
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where is the d’Alembert wave operator in flat Minkowski spacetime, and we have used the fact that E
and C2 are second order in curvature invariants while the Ricci scalar R starts at first order. The equation
of motion at zero order (7.4.4), has the trivial solution ϕ(0) = 0 that corresponds to a choice of the boundary
conditions appropriate for the standard Minkowski space vacuum. This condition is the equivalent choice
of taking 〈Tµν〉η = 0 in flat Minkowski spacetime with no boundary effects. In this manner one solves the
equations (7.4.5) and (7.4.6) recursively to get ϕ(1), ϕ(2) and ϕ(n) at all the orders in the expansion. We have
now all the building clocks to express the expansion of the anomaly action at the third order,related to the
anomaly part of the 〈TTT 〉, given implicitly in the form
S(3)anom = −b
′
2
∫
d4x
{
2ϕ(1) 2ϕ(2) + ϕ(1)
(√−g∆4)(1) ϕ(1)}
+
b′
2
∫
d4x
{(
−2
3
R(1)
)
ϕ(2) +
(
E(2) − 2
3
√−g R
)(2)
ϕ(1)
}
+
b
2
∫
d4x (C2)(2) ϕ(1), (7.4.7)
where (√−g∆4)(1) = (√−g 2)(1) + 2 ∂µ (Rµν − 1
3
ηµνR
)(1)
∂ν . (7.4.8)
After a length but straightforward calculation we end up with the final expression
S(3)anom = b
′
9
∫
d4x
∫
d4x′
∫
d4x′′
{(
∂µR
(1))x
(
1
)
xx′
(
R(1)µν− 1
3
ηµνR(1)
)
x′
(
1
)
x′x′′
(
∂νR
(1))x′′
}
− 1
6
∫
d4x
∫
d4x′
(
b′E(2) + b [C2](2)
)
x
(
1
)
xx′
R
(1)
x′ +
b′
18
∫
d4xR(1)
(
2R(2) + (
√−g)(1)R(1)
)
(7.4.9)
where the last term is purely local. We observe that in spite of the presence of a double coincident pole (¯2)−1
in ϕ(2) once (7.4.6) is inverted, the final expression of the anomaly contribution of the 〈TTT 〉 has no double
propagator terms. The last term in (7.4.9) may be recognized as the expansion up to to third order of the
covariant local action
b′
18
∫
d4x
√−g R2 (7.4.10)
which if subtracted from Sanom in (7.3.7) would cancel the −2b′3 R contribution to the conformal anomaly
resulting from Sanom, upon using (7.0.3), leaving just b′E + bC2 for the trace. As previously mentioned the
result (7.4.9) may be derived equally well from the non-local form of the anomaly action (7.1.19), where we
remand to [47] for more details.
7.5 The prediction of the anomaly action for the TTT
We have obtained the expansion at the third order of the anomaly action in (7.4.9), and we are going to
calculate now the anomaly contribution for the 〈TTT 〉 cdirectly from (7.4.9). Since by (6.3.3), both E and
C2 are second order in curvature tensors, it suffices in (7.4.9) to compute the Riemann tensor to first order
R
(1)
µανβ =
1
2
{
− ∂α∂βhµν − ∂µ∂νhαβ + ∂α∂νhβµ + ∂β∂µhαν
}
(7.5.1)
in the metric variation hµν . All contractions may be carried out with the use of the lowest order flat space
metric ηµν . In momentum space∫
d4x eip·xR(1)µανβ(x) ≡
[
R
(1)
µανβ
]µ1ν1(p) h˜µ1ν1(p) (7.5.2)
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which serves to defines the tensor polynomial[
R
(1)
µανβ
]µ1ν1(p) = 1
2
{
δ(µ1α δ
ν1)
β pµ pν + δ
(µ1
µ δ
ν1)
ν pα pβ − δβ(µ1 δν1)µ pα pν − δ(µ1α δν1)ν pβ pµ
}
(7.5.3)
which has the contractions[
R(1)µν
]µ1ν1(p) = δαβ [R(1)µανβ]µ1ν1(p) = 12 {δµ1ν1 pµ pν + δ(µ1µ δν1)ν p2 − p(µ1 δν1)µ pν − p(µ1δν1)ν pµ} (7.5.4)
and [
R(1)
]µ1ν1(p) = δµν[R(1)µν ]µ1ν1(p) = p2δµ1ν1 − pµ1pν1 = p2 piµ1ν1(p)x (7.5.5)
defined in an analogous fashion to (7.5.2). We also require the squared contractions[
R
(1)
µανβR
(1)µανβ
]µ1ν1µ2ν2(p1, p2) ≡ [R(1)µανβ]µ1ν1(p1)[R(1)µανβ]µ2ν2(p2)
= (p1 · p2)2 ηµ1(µ2ην2)ν1 − 2 (p1 · p2) p1(µ2ην2)(ν1p2µ1) + pµ21 pν21 pµ12 pν12 (7.5.6)
and [
R(1)µνR
(1)µν
]µ1ν1µ2ν2(p1, p2) ≡ [R(1)µν ]µ1ν1(p1)[R(1)µν]µ2ν2(p2)
=
1
4
p21
(
pµ12 p
ν1
2 η
µ2ν2 − 2 p2(µ1ην1)(ν2p2µ2)
)
+
1
4
p22
(
pµ21 p
ν2
1 η
µ1ν1 − 2 p1(µ1ην1)(ν2p1µ2)
)
+
1
4
p21 p
2
2 η
µ1(µ2ην2)ν1 +
1
4
(p1 · p2)2 ηµ1ν1ηµ2ν2 + 1
2
p
(µ1
1 p
ν1)
2 p
(µ2
1 p
ν2)
2
+
1
2
(p1 · p2)
(
p1
(µ1 ην1)(ν2p2
µ2) − ηµ1ν1 p(µ21 pν2)2 − ηµ2ν2 p(µ11 pν1)2
)
. (7.5.7)
With these expressions in hand, together with the simpler[
(R(1))2
]µ1ν1µ2ν2(p1, p2) ≡ [R(1)]µ1ν1(p1)[R(1)]µ2ν2(p2) = p21 p22 piµ1ν1(p1)piµ2ν2(p2) (7.5.8)
we may express the third order anomaly action and its contribution to the three-point correlator in momentum
space in the form
〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉anom =
8
3
{
piµ1ν1(p1)
[
b′E(2) + b(C2)(2)
]µ2ν2µ3ν3
(p2, p3) + (cyclic)
}
− 16b
′
9
{
piµ1ν1(p1)Q
µ2ν2(p1, p2, p3)pi
µ3ν3(p3) + (cyclic)
}
+
16b′
27
piµ1ν1(p1)pi
µ2ν2(p2)pi
µ3ν3(p3)
{
p23 p1 · p2 + (cyclic)
}
+ (local) (7.5.9)
having taken into account a 23 = 8 normalization factor in the definition of the correlator for n = 3, and
having summed over the 3 cyclic permutations of the indices (1, 2, 3). In (7.5.9)
Qµ2ν2(p1, p2, p3) ≡ p1µ [Rµν ]µ2ν2(p2) p3ν
=
1
2
{
(p1 · p2)(p2 · p3) ηµ2ν2 + p22 p(µ21 pν2)3 − (p2 · p3) p(µ21 pν2)2 − (p1 · p2) p(µ22 pν2)3
}
(7.5.10)
by (7.5.4), and[
E(2)
]µiνiµjνj = [R(1)µανβR(1)µανβ]µiνiµjνj − 4 [R(1)µνR(1)µν]µiνiµjνj + [(R(1))2]µiνiµjνj (7.5.11a)[
(C2)(2)
]µiνiµjνj = [R(1)µανβR(1)µανβ]µiνiµjνj − 2 [R(1)µνR(1)µν]µiνiµjνj + 13 [(R(1))2]µiνiµjνj (7.5.11b)
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are given by (7.5.6)-(7.5.8), with the corresponding momentum dependences (pi, pj) suppressed, and (local)
refers to the third variation of (7.4.10), the purely local last term in (7.4.9). At this point, we show how to
express (7.5.9) in a form that will be useful for its comparison with the perturbative one. It is a straightforward
exercise in tensor algebra using (7.5.4)-(7.5.8) to verify that
ηα1β1 〈Tα1β1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉anom
∣∣∣
p3=−(p1+p2)
= A˜µ2ν2µ3ν3(p2, p¯3)
= 8b
[
(C2)(2)
]µ2ν2µ3ν3(p2, p¯3) + 8b′ [E(2)]µ2ν2µ3ν3(p2, p¯3) (7.5.12)
where p¯3 = −p1−p2, giving on the right hand side the second variation of the trace anomaly. This is consistent
with the explicitly anomalous contribution to the trace identity presented in (7.2.5), provided again that the
R contribution from the local term (7.4.10) is neglected. Taking an additional trace of (7.5.12), we find
ηα1β1ηα3β3 〈Tα1β1(p1)Tµ2ν2(p2)Tα3β3(p3)〉
∣∣
p3=−(p1+p2) = ηα3β3A˜
µ2ν2α3β3(p2, p¯3)
= 16b′Qµ2ν2(p1, p2, p¯3) + 8b′ p22
(
p21 + p1 · p2
)
piµ2ν2(p2). (7.5.13)
Finally we calculate the triple trace of (7.5.12) to obtain
ηα1β1ηα2β2ηα3β3 〈Tα1β1(p1)Tµ2ν2(p2)Tα3β3(p3)〉anom
∣∣
p3=−(p1+p2) = ηα2β2ηα3β3A˜
α2β2α3β3(p2, p¯3)
= 16b′
[
p21 p
2
2 − (p1 · p2)2
]
. (7.5.14)
Using these relations we can write the anomaly contribution (7.5.9) to the 〈TTT 〉 as
〈Tα1β1(p1)Tµ2ν2(p2)Tα3β3(p3)〉anom =
1
3
piµ1ν1(p1) ηα1β1 〈Tα1β1(p1)Tµ2ν2(p2)Tα3β3(p3)〉anom
+ [(p1, µ1, ν1)↔ (p2, µ2, ν2)] + [(p1, µ1, ν1)↔ (p3, µ3, ν3)]
− 1
9
piµ1ν1(p1)pi
µ3ν3(p3) ηα1β1ηα3β3 〈Tα1β1(p1)Tµ2ν2(p2)Tα3β3(p3)〉anom
+ [(p1, µ1, ν1)↔ (p3, µ3, ν3)] + [(p2, µ2, ν2)↔ (p3, µ3, ν3)]
+
1
27
piµ1ν1(p1)pi
µ2ν2
2 (p2)pi
µ3ν3(p3) ηα1β1ηα2β2ηα3β3 〈Tα1β1(p1)Tµ2ν2(p2)Tα3β3(p3)〉anom . (7.5.15)
and we will show that is exactly what expected from the reconstruction method in [12] and from the explicit
perturbative calculation in [13].
It is worth noting that the result in (7.5.15) generalizes the one obtained in several perturbative analysis
in free-field theories for specific correlators such the TJJ . The latter defines the most significant gravitational
correction to a two-point function (in this case the photon propagator), at phenomenological level. The
structure of the anomaly action, in this case, corresponds to the F 2 part -or gauge part - of the nonlocal
anomaly functional and it is given by the expression
Spole = − e
2
36pi2
∫
d4xd4y (h(x)− ∂µ∂νhµν(x))−1x yFαβ(y)Fαβ(y). (7.5.16)
More details concerning this result can be found in the original works [16, 17, 18, 19] in the QED and QCD
cases and in [20] for supersymmetry, where the same pattern emerges from the analysis of the superconformal
anomaly multiplet [32].
8 Perturbative results in CFT
In this section we show the correspondence between the perturbative realizations of CFT correlators and
the general solution obtained by solving the CWI’s [13, 15, 14]. Moreover, we consider the correlation functions
〈TTT 〉 and 〈TJJ〉, and also study the behaviour of these correlators in d = 4, where a breaking of conformal
invariance appears, made manifest by the trace anomaly.
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8.1 The TTT case
Our analysis of the matching is performed in dimensional regularisation and adopt theMS renormalization
scheme. We search for a free field theory with a field content that can be matched to the general solutions of
the CWI’s. While this could be expected on general grounds, the details of the matching are very important,
since the general solution is rather complex and requires a renormalization procedure on the triple-K integrals
which is far from being straighforward. Beside the obvious simplification of the final result, which shows that
the TTT of a general CFT is, ultimately, just an expression in terms of standard scalar one-loop integrals
B0, C0, corresponding to self-energies and scalar triangle diagrams, it will tell us of the field content of this
match.
C0 is the only dilogarithmic expression appearing in d = 4, which is given by
C0(p
2
1, p
2
2, p
2
3) =
1
p23
Φ(x, y), (8.1.1)
where the function Φ(x, y) is given by [76]
Φ(x, y) =
1
λ
{
2[Li2(−ρx) + Li2(−ρy)] + ln y
x
ln
1 + ρy
1 + ρx
+ ln(ρx) ln(ρy) +
pi2
3
}
, (8.1.2)
with
λ(x, y) =
√
∆, ∆ = (1− x− y)2 − 4xy, (8.1.3)
ρ(x, y) = 2(1− x− y + λ)−1, x = p
2
1
p33
, y =
p22
p23
. (8.1.4)
We consider scalar and fermion sectors in the actions
Sscalar =
1
2
∫
ddx
√−g [gµν∇µφ∇νφ− χRφ2] (8.1.5)
Sfermion =
i
2
∫
ddx e eµa
[
ψ¯γa(Dµψ)− (Dµψ¯)γaψ
]
, (8.1.6)
where χ = (d− 2)/(4d− 4) for a conformally coupled scalar in d dimensions, and R is the Ricci scalar. eaµ is
the vielbein and e its determinant, with the covariant derivative Dµ given by
Dµ = ∂µ + Γµ = ∂µ +
1
2
Σab eσa∇µ eb σ. (8.1.7)
The Σab are the generators of the Lorentz group in the spin 1/2 representation. Latin indices are related to the
flat space-time and the Greek indices to the curved space-time by the vierbein eσa∇µ In d = 4. A third sector
is also possible, and corresponds to the spin 1. In the case of the TTT , however, two integration constants
allow to characterize the nonperturbative solution and the corresponding anomalies. The role of the spin-1
sector is relevant in other diagrams, such as the TJJ . We have
Sabelian = SM + Sgf + Sgh (8.1.8)
where the three contributions are the Maxwell action, the gauge fixing contribution and the ghost action
SM = −1
4
∫
d4x
√−g FµνFµν , (8.1.9)
Sgf = −1
ξ
∫
d4x
√−g (∇µAµ)2, (8.1.10)
Sgh =
∫
d4x
√−g ∂µc¯ ∂µ c. (8.1.11)
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Figure 1: Vertices used in the Lagrangian realization of the TTT correlator.
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Figure 2: One-loop scalar diagrams for the three-graviton vertex.
We have included the explicit expressions of the vertices for convenience in Fig. 1 and in Appendix C.8. Since
we are interested in the most general Lagrangian realization of the 〈TTT 〉 correlator in the conformal case,
this can be obtained only by considering the scalar and fermion sectors in general d dimensions.
Consider, for instance, rthe scalar sector. In the one-loop approximation, the contributions are given by
the diagrams in Fig. 2, with
〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉S = −V µ1ν1µ2ν2µ3ν3S (p1, p2, p3) +
3∑
i=1
Wµ1ν1µ2ν2µ3ν3S,i (p1, p2, p3) (8.1.12)
where VS is related to the triangle diagrams in Fig. 2 and WS,i terms are the three bubble contributions
labelled by the index i, with i = 1, 2, 3. We act with the projectors Π on (8.1.12) in order to write the form
factors of the transverse and traceless part of the correlator, as in (C.1.5)
〈tµ1ν1(p1)tµ2ν2(p2)tµ3ν3(p3)〉S = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Π
µ3ν3
α3β3
(p3)
×
[
− V α1β1α2β2α3β3S (p1, p2, p3) +
3∑
i=1
Wα1β1α2β2α3β3S,i (p1, p2, p3)
]
. (8.1.13)
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In the fermion sector we obtain
〈tµ1ν1(p1)tµ2ν2(p2)tµ3ν3(p3)〉F = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Π
µ3ν3
α3β3
(p3)
×
[
−
2∑
j=1
V α1β1α2β2α3β3F,j (p1, p2, p3) +
3∑
j=1
Wα1β1α2β2α3β3F,j (p1, p2, p3)
]
, (8.1.14)
where we have two type of triangle diagrams depending on the verse of the fermion running into the loop. Also
in this case the number of fermion families is kept arbitrary and we will multiply the result by a constant nF
to account for it. It will be essential for matching this contribution to the general non-perturbative one. As
already mentioned, to match the entire anomaly functional, which includes the F 2 term after renormalization
in d = 4, we add the third sector
〈tµ1ν1(p1)tµ2ν2(p2)tµ3ν3(p3)〉G = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Π
µ3ν3
α3β3
(p3)
×
[
− V α1β1α2β2α3β3G (p1, p2, p3) +
3∑
i=1
Wα1β1α2β2α3β3G,i (p1, p2, p3)
]
, (8.1.15)
where we have also considered the contributions from the ghost. A direct computation shows that the ghost
and the gauge fixing contributions cancel each other. Also in this case the number of gauge fields are kept
arbitrary by the inclusion of an overall factor nG.
8.2 The d = 3 and d = 5 cases
In d = 3 there are significant simplifications and we get
B0(p
2
1) =
pi3/2
p1
(8.2.1)
where p1 = |p1| =
√
p21, and analogous relations hold for p2 and p3. The explicit expression of C0 can be
obtained using the star-triangle relation∫
ddx
[(x− x1)2]α1 [(x− x2)2]α2 [(x− x3)2]α3
∑
i αi = d=
ipid/2ν(α1)ν(α2)ν(α3)
[(x2 − x3)2] d2−α1 [(x1 − x2)2] d2−α3 [(x1 − x3)2] d2−α2
(8.2.2)
where
ν(x) =
Γ
(
d
2 − x
)
Γ(x)
(8.2.3)
that holds only if the condition
∑
i αi = d is satisfied. In the case d = 3 the LHS of (8.2.2) is proportional to
the three point scalar integral, and in particular
C0(p
2
1, p
2
2, p
2
3) =
∫
dd`
pi
d
2
1
`2(`− p2)2(`+ p3)2 =
∫
ddk
pi
d
2
1
(k − p1)2(k + p3)2(k + p3 − p2)2
=
[
Γ
(
d
2 − 1
)]3
(p21)
D
2
−1(p22)
d
2
−1(p23)
d
2
−1
d = 3
=
pi3/2
p1 p2 p3
. (8.2.4)
We obtain
Ad=31 (p1, p2, p3) =
pi3(nS − 4nF )
60(p1 + p2 + p3)6
[
p31 + 6p
2
1(p3 + p2) + (6p1 + p2 + p3)
(
(p2 + p3)
2 + 3p2p3
)]
(8.2.5)
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Ad=32 (p1, p2, p3) =
pi3(nS − 4nF )
60(p1 + p2 + p3)6
[
4p23
(
7(p1 + p2)
2 + 6p1p2
)
+ 20p33(p1 + p2) + 4p
4
3
+ 3(5p3 + p1 + p2)(p1 + p2)
(
(p1 + p2)
2 + p1p2
)]
+
pi3 nF
3(p1 + p2 + p3)4
[
p31 + 4p
2
1(p2 + p3) + (4p1 + p2 + p3)
(
(p2 + p3)
2 + p2p3
)]
Ad=33 (p1, p2, p3) =
pi3(nS − 4nF ) p23
240(p1 + p2 + p3)4
[
28p23(p1 + p2) + 3p3
(
11(p1 + p2)
2 + 6p1 p2
)
+ 7p33
+ 12(p1 + p2)
(
(p1 + p2)
2 + p1p2
)]
+
pi3nF p
2
3
6(p1 + p2 + p3)3
[
3p2(p1 + p2) + 2
(
(p1 + p2)
2 + p1p2
)
+ p23
]
− pi
3(ns + 4nF )
16(p1 + p2 + p3)2
[
p31 + 2p
2
1(p2 + p3) + (2p1 + p2 + p3)
(
(p2 + p3)
2 − p2p3
)]
(8.2.6)
Ad=34 (p1, p2, p3) =
pi3(nS − 4nF )
120(p1 + p2 + p3)4
[
(4p3 + p1 + p2)
(
3(p1 + p2)
4 − 3(p1 + p2)2p1p2 + 4p21p22
)
+ 9p23(p1 + p2)
(
(p1 + p2)
2 − 3p1p2
)− 3p53 − 12p43(p1 + p2)− 9p33((p1 + p2)2 + 2p1p2)]
+
pi3 nF
6(p1 + p2 + p3)3
[
(p1 + p2)
(
(p1 + p2)
2 − p1p2
)
(p1 + p2 + 3p3)− p43 − 3p33(p1 + p2)
− 6p1p2p23
]
− pi
3(ns + 4nF )
8(p1 + p2 + p3)2
[
p31 + 2p
2
1(p2 + p3) + (2p1 + p2 + p3)
(
(p2 + p3)
2 − p2p3
)]
Ad=35 (p1, p2, p3) =
pi3(nS − 4nF )
240(p1 + p2 + p3)3
[
− 3(p1 + p2 + p3)6 + 9(p1 + p2 + p3)4(p1p2 + p2p3 + p1p3)
+ 12(p1 + p2 + p3)
2(p1p2 + p2p3 + p3p1)
2 − 33(p1 + p2 + p3)2p1p2p3
+ 12(p1 + p2 + p3)(p1p2 + p2p3 + p1p3)p1p2p3 + 8p
2
1p
2
2p
2
3
]
+
pi3nF
12(p1 + p2 + p3)2
[
− (p1 + p2 + p3)5 + 3(p1 + p2 + p3)3(p1p2 + p2p3 + p1p3)
+ 4(p1 + p2 + p3)(p1p2 + p2p3 + p1p3)
2 − 11(p1 + p2 + p3)2p1p2p3
+ 4(p1p2 + p2p3 + p1p3)p1p2p3
]
− pi
3(nS + 4nF )
16
[
p31 + p
3
2 + p
3
3
]
(8.2.7)
This is in agreement with the expression given by BMS in their work [12] in terms of the constant α1, α2
and cT . The explicit match is given by the relations (see [12])
α1 =
pi3(nS − 4nF )
480
, α2 =
pi3 nF
6
, cT =
3pi5/2
128
(nS + 4nF ), cg = 0 (8.2.8)
cg is a constant introduced in [12] to account for a nonzero functional variation of the stress energy tensor
respect to the metric (∼ δTµν(x)/δgαβ(y)) and corresponds to an extra contact term not included in our
discussion.
In d = 5 case instead we have
C0(p
2
1, p
2
2, p
2
3) =
pi3/2
p1 + p2 + p3
. (8.2.9)
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The B0 is calculated in d = 5 as
B0(p
2
1) = −
pi3/2
4
p1. (8.2.10)
We give only the expression of the A1 form factor which takes the form
Ad=51 (p1, p2, p3) =
pi4(nS − 4nF )
560(p1 + p2 + p3)7
[
(p1 + p2 + p3)
2
(
(p1 + p2 + p3)
4 + (p1 + p2 + p3)
2(p1p2 + p2p3 + p1p3)
+ (p1p2 + p2p3 + p1p3)
2
)
+ (p1 + p2 + p3)
(
(p1 + p2 + p3)
2 + 5(p1p2 + p2p3 + p1p3)
)
p1p2p3 + 10p
2
1p
2
2p
2
3
]
.
(8.2.11)
All the form factors are in agreement with those given in [12] as far as the general constants (denoted by α1
and α2) are matched by the relations
α1 =
pi4(nS − 4nF )
560× 72 , α2 =
pi4 nF
240
, cT =
5pi7/2
1024
(nS + 8nF ), (8.2.12)
as given in [13].
8.3 Divergences in d = 4
In d = 4 the complete correlation function can be written as
〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 =
∑
I=F,G,S
nI 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉I (8.3.1)
also valid for the transverse traceless part of the correlator. In this case we encounter divergenes in the forms
of single poles in 1/ ( = (4 − d)/2). In this section we discuss the structures of such divergences and their
elimination in DR using the two usual gravitational counterterms.
8.4 Renormalization of the TTT in d = 4
Coming to the renormalization of the 3-graviton vertex, this is obtained by addingof 2 counterterms in
the defining Lagrangian. In perturbation theory the one loop counterterm Lagrangian is
Scount = −1
ε
∑
I=F,S,G
nI
∫
ddx
√−g
(
βa(I)C
2 + βb(I)E
)
(8.4.1)
corresponding to the Weyl tensor squared and the Euler density, omitting the extra R2 operator which is
responsible for the R term in (7.0.1), having chosen the local part of anomaly (∼ βcR) vanishing (βc = 0).
[24] addresses in detai this point and the finite renormalization which is needed to get from the general βc 6= 0
to the βc = 0 case. The counterterm vertices are
〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉count =
= −1
ε
∑
I=F,S,G
nI
(
βa(I)V
µ1ν1µ2ν2µ3ν3
C2
(p1, p2, p3) + βb(I)V
µ1ν1µ2ν2µ3ν3
E (p1, p2, p3)
)
(8.4.2)
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where
V µ1ν1µ2ν2µ3ν3
C2
(p1, p2, p3) = 8
∫
ddx1 d
dx2 d
dx3 d
dx
(
δ3(
√−gC2)(x)
δgµ1ν1(x1)δgµ2ν2(x2)δgµ3ν3(x3)
)
flat
e−i(p1 x1+p2 x2+p3 x3)
≡ 8[√−g C2]µ1ν1µ2ν2µ3ν3(p1, p2, p3) (8.4.3)
V µ1ν1µ2ν2µ3ν3E (p1, p2, p3) = 8
∫
ddx1 d
dx2 d
dx3 d
dx
(
δ3(
√−gE)(x)
δgµ1ν1(x1)δgµ2ν2(x2)δgµ3ν3(x3)
)
flat
e−i(p1 x1+p2 x2+p3 x3)
≡ 8[√−g E]µ1ν1µ2ν2µ3ν3(p1, p2, p3) (8.4.4)
which satisfy the relations
δµ1ν1 V
µ1ν1µ2ν2µ3ν3
C2
(p1, p2, p3) = 4(d− 4)
[
C2
]µ2ν2µ3ν3(p2, p3)
− 8
(
[C2]µ2ν2µ3ν3(p1 + p2, p3) + [C
2]µ2ν2µ3ν3(p2, p1 + p3)
)
(8.4.5)
δµ1ν1 V
µ1ν1µ2ν2µ3ν3
E (p1, p2, p3) = 4(d− 4)
[
E
]µ2ν2µ3ν3(p2, p3) (8.4.6)
p1µ1 V
µ1ν1µ2ν2µ3ν3
C2
(p1, p2, p3) = −4
(
pν12 [C
2]µ2ν2µ3ν3(p1 + p2, p3) + p
ν1
3 [C
2]µ2ν2µ3ν3(p2, p1 + p3)
)
+ 4 p2α
(
δµ2ν1 [C2]αν2µ3ν3(p1 + p2, p3) + δ
ν2ν1 [C2]αµ2µ3ν3(p1 + p2, p3)
)
+ 4 p3α
(
δµ3ν1 [C2]µ2ν2αν3(p2, p1 + p3) + δ
ν3ν1 [C2]µ2µ2µ3α(p2, p1 + p3)
)
(8.4.7)
p1µ1 V
µ1ν1µ2ν2µ3ν3
E (p1, p2, p3) = 0. (8.4.8)
8.5 Reconstruction of the TTT in d = 4
We now come to review the renormalization procedure for this vertex and the way the massless exchanges
emerge from the longitudinal sector.
We start from the bare local contributions in the decomposition of the TTT correlator of (C.1.4) in d dimen-
sions which take the form
〈tµ1ν1loc Tµ2ν2Tµ3ν3〉 =
(
Iµ1ν1α1 (p1) p1β1 +
piµ1ν1(p1)
(d− 1) δα1β1
)
〈Tα1β1Tµ2ν2Tµ3ν3〉
= −2pi
µ1ν1(p1)
(d− 1)
[
〈Tµ2ν2(p1 + p2)Tµ3ν3(p3)〉+ 〈Tµ2ν2(p2)Tµ3ν3(p1 + p3)〉
]
+ Iµ1ν1α1 (p1)
{
− pα12 〈Tµ2ν2(p1 + p2)Tµ3ν3(p3)〉 − pα13 〈Tµ2ν2(p2)Tµ3ν3(p1 + p3)〉
+ p2β
[
δα1µ2 〈T βµ2(p1 + p2)Tµ3ν3(p3)〉+ δα1ν2 〈T βµ2(p1 + p2)Tµ3ν3(p3)〉
]
+ p3β
[
δα1µ3 〈T ν2µ2(p2)T β3ν3(p1 + p3)〉+ δα1ν3 〈Tµ2ν2(p2)Tµ3β(p1 + p3)〉
]}
(8.5.1)
which develop a singularity for  → 0, with  = (4 − d)/2, just like all the other contributions appearing in
(C.1.4).
All the tensor contractions are done in d dimensions and in the final expression we set d = 4+ . For example,
if a projector such as Π(d), we will be using the relation
Πµ1ν1µ2ν2(p) = Π(4)µ1ν1µ2ν2(p)− 2
9
ε piµ1ν1(p)piµ2ν2(p) +O(ε2), (8.5.2)
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which relates Π(d) to Π(4), and so on. For instance, a projector such as piµ1ν1 with open indices remains
unmodified since it has no explicit d-dependence, unless it is contracted with a δµν . It is apparent from
a quick look at the right hand side of (8.5.1) that the regulated expression of this expression involves a
prefactor 1/(d− 1), which is expanded around d = 4 and the replacements of all the two point functions with
the regulated expression given by
〈Tµ1ν1(p)Tµ2ν2(−p)〉reg = −
pi2 p4
60 ε
Π(4)µ1ν1µ2ν2(p) (6nF + 12nG + nS)
+
pi2 p4
270
piµ1ν1(p)piµ2ν2(p) (6nF + 12nG + nS)− pi
2 p4
300
B¯0(p
2)Πµ1ν1µ2ν2(p) (30nF + 60nG + 5nS)
− pi
2 p4
900
Πµ1ν1µ2ν2(p) (36nF − 198nG + 16nS) +O(ε), (8.5.3)
with the insertion of the appropriate momenta.
The corresponding counterterm is given by
〈tµ1ν1loc Tµ2ν2Tµ3ν3〉count =
(
Iµ1ν1α1 (p1) p1β1 +
piµ1ν1(p1)
(d− 1) δα1β1
)
〈Tα1β1Tµ2ν2Tµ3ν3〉(count)
= −1
ε
(d− 4)
(d− 1)pi
µ1ν1(p1)
(
4[E]µ2ν2µ3ν3(p2, p3) + 4[C
2]µ2ν2µ3ν3(p2, p3)
)
+
1
ε
2
(d− 1)pi
µ1ν1(p1)
(
4[C2]µ2ν2µ3ν3(p1 + p2, p3) + 4[C
2]µ2ν2µ3ν3(p2, p1 + p3)
)
− 1
ε
Iµ1ν1α1 (p1)
{
− 4pα12 [C2]µ2ν2µ3ν3(p1 + p2, p3)− pα13 [C2]µ2ν2µ3ν3(p2, p1 + p3)
+ 4p2β
[
δα1µ2 [C2]βν2µ3ν3(p1 + p2, p3) + δ
α1ν2 [C2]µ2βµ3ν3(p1 + p2, p3)
]
+ 4p3β
[
δα1µ3 [C2]µ2ν2βν3(p2, p1 + p3) + δ
α1ν3 [C2]µ2ν2µ3β(p2, p1 + p3)
]}
. (8.5.4)
where the dependence on the total contributions has been accounted for by the beta functions βa and βb
βa,b ≡
∑
I=f,s,G
βa,b(I) (8.5.5)
into [E] and [C2].
All the divergent contributions of the local term given in (8.5.1) are cancelled by the local parts of the
counterterm (8.5.4).We obtain the renormalized expression
〈tµ1ν1loc Tµ2ν2Tµ3ν3〉Ren = 〈tµ1ν1loc Tµ2ν2Tµ3ν3〉+ 〈tµ1ν1loc Tµ2ν2Tµ3ν3〉(count)
= Vloc 0 0 + 〈tµ1ν1loc Tµ2ν2Tµ3ν3〉(4)extra (8.5.6)
where
Vloc 0 0 = −2pi
µ1ν1(p1)
3
[
〈Tµ2ν2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren + 〈Tµ2ν2(p2)Tµ3ν3(−p2)〉Ren
]
+ I(4)µ1ν1α1 (p1)
{
− pα12 〈Tµ2ν2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren − pα13 〈Tµ2ν2(p2)Tµ3ν3(−p2)〉Ren
+ p2β
[
δα1µ2 〈T βµ2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren + δα1ν2 〈T βµ2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren
]
+ p3β
[
δα1µ3 〈T ν2µ2(p2)T βν3(−p2)〉Ren + δα1ν3 〈Tµ2ν2(p2)Tµ3β(−p2)〉Ren
]}
(8.5.7)
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with 〈TT 〉ren given by
〈Tµ1ν1(p)Tµ2ν2(−p)〉Ren = 〈Tµ1ν1(p)Tµ2ν2(−p)〉+ 〈Tµ1ν1(p)Tµ2ν2(−p)〉count
= −pi
2 p4
60
B¯0(p
2)Πµ1ν1µ2ν2(p) (6nF + 12nG + nS)
− pi
2 p4
900
Πµ1ν1µ2ν2(p)
(
126nF − 18nG + 31nS
)
. (8.5.8)
The remainder is an extra contribution coming from the local parts of counterterms given by
〈tµ1ν1loc Tµ2ν2Tµ3ν3〉(4)extra =
pˆiµ1ν1(p1)
3 p21
(
4[E]µ2ν2µ3ν3(p2, p3) + 4[C
2]µ2ν2µ3ν3(p2, p3)
)
, (8.5.9)
having defined
pˆiµν(p) = (δµ1ν1p2 − pµpν) (8.5.10)
which shows the emergence of an anomaly pole, similarly to the TJJ cases [16, 17, 15].
The procedure can be extended to all the other contributions of the correlator. In particular, the contribution
with two tloc projections takes the form
〈tµ1ν1loc tµ2ν2loc Tµ3ν3〉Ren = Vµ1ν1µ2ν2µ3ν3loc loc 0 + 〈tµ1ν1loc tµ2ν2loc Tµ3ν3〉
(4)
extra
(8.5.11)
where
Vµ1ν1µ2ν2µ3ν3loc loc 0 =
(
I(4)µ2ν2α2 (p2) p2β2 +
piµ2ν2(p2)
3
δα2β2
)
×
{
− 2pi
µ1ν1(p1)
3
[
〈Tα2β2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren + 〈Tα2β2(p2)Tµ3ν3(−p2)〉Ren
]
+ I(4)µ1ν1α1 (p1)
[
− pα12 〈Tα2β2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren − pα13 〈Tα2β2(p2)Tµ3ν3(−p2)〉Ren
+ p2β
(
δα1α2 〈T ββ2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren + δα1β2 〈T βα2(p1 + p2)Tµ3ν3(−p1 − p2)〉Ren
)
+ p3β
(
δα1µ3 〈T β2α2(p2)T βν3(−p2)〉Ren + δα1ν3 〈Tα2β2(p2)Tµ3β(−p2)〉Ren
)]}
(8.5.12)
in which we define
I(4)µνα (p) ≡
1
p2
[
2p(µδν)α −
pα
3
(
δµν + 2
pµpν
p2
)]
(8.5.13)
and with an extra term of the form
〈tµ1ν1loc tµ2ν2loc Tµ3ν3〉(4)extra =
piµ1ν1(p1)
3
piµ2ν2(p2)
3
δα2β2
(
4[E]α2β2µ3ν3(p2, p3) + 4[C
2]α2β2µ3ν3(p2, p3)
)
. (8.5.14)
We should also consider the term with three insertions of tloc
〈tµ1ν1loc tµ2ν2loc tµ3ν3loc 〉Ren = Vµ1ν1µ2ν2µ3ν3loc loc loc + 〈tµ1ν1loc tµ2ν2loc tµ3ν3loc 〉
(4)
extra
(8.5.15)
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with
Vµ1ν1µ2ν2µ3ν3loc loc loc =
(
I(4)µ2ν2α2 (p2) p2β2 +
piµ2ν2(p2)
3
δα2β2
)(
I(4)µ3ν3α3 (p3) p3β3 +
piµ3ν3(p3)
3
δα3β3
)
×
{
− 2pi
µ1ν1(p1)
3
[
〈Tα2β2(p1 + p2)Tα3β3(−p1 − p2)〉Ren + 〈Tα2β2(p2)Tα3β3(−p2)〉Ren
]
+ I(4)µ1ν1α1 (p1)
[
− pα12 〈Tα2β2(p1 + p2)Tα3β3(−p1 − p2)〉Ren − pα13 〈Tα2β2(p2)Tα3β3(−p2)〉Ren
+ p2β
(
δα1α2 〈T ββ2(p1 + p2)Tα3β3(−p1 − p2)〉Ren + δα1β2 〈T βα2(p1 + p2)Tα3β3(−p1 − p2)〉Ren
)
+ p3β
(
δα1α3 〈T β2α2(p2)T ββ3(−p2)〉Ren + δα1β3 〈Tα2β2(p2)Tα3β(−p2)〉Ren
)]}
(8.5.16)
where
〈tµ1ν1loc tµ2ν2loc tµ3ν3loc 〉(4)extra =
piµ1ν1(p1)pi
µ2ν2(p2)pi
µ3ν3(p¯3)
27
δα2β2δα3β3
(
4[E]α2β2α3β3(p2, p¯3) + 4[C
2]α2β2α3β3(p2, p¯3)
)
.
(8.5.17)
In conclusion, the renormalization procedure for 〈TTT 〉 leaves us with an extra term of the form
〈Tµ1ν1Tµ2ν2Tµ3ν3〉(4)extra =
(
piµ1ν1(p1)
3
(
4[E]µ2ν2µ3ν3(p2, p¯3) + 4[C
2]µ2ν2µ3ν3(p2, p¯3)
)
+ (perm.)
)
−
(
piµ1ν1(p1)
3
piµ2ν2(p2)
3
δα2β2
(
4[E]α2β2µ3ν3(p2, p¯3) + 4[C
2]α2β2µ3ν3(p2, p¯3)
)
+ (perm.)
)
+
piµ1ν1(p1)
3
piµ2ν2(p2)
3
piµ3ν3(p¯3)
3
δα2β2δα3β3
(
4[E]α2β2α3β3(p2, p¯3) + 4[C
2]α2β2α3β3(p2, p¯3)
)
.
(8.5.18)
This extra contribution is exactly the anomalous part of the TTT . In the flat limit the result takes the form
〈T (p1)Tµ2ν2(p2)Tµ3ν3(p¯3)〉(4)anomaly =
(
4[E]µ2ν2µ3ν3(p2, p3) + 4[C
2]µ2ν2µ3ν3(p2, p¯3)
)
(8.5.19)
〈T (p1)T (p2)Tµ3ν3(p¯3)〉(4)anomaly = δα2β2
(
4[E]α2β2µ3ν3(p2, p3) + 4[C
2]α2β2µ3ν3(p2, p¯3)
)
〈T (p1)T (p2)T (p¯3)〉(4)anomaly = δα2β2δα3β3
(
4[E]α2β2α3β3(p2, p3) + 4[C
2]α2β2α3β3(p2, p¯3)
)
(8.5.20)
(with T (p) ≡ δµνTµν). To make it more explicit in momentum space, we need to use the expressions[
E
]µiνiµjνj (pi, pj) = [Rµανβ Rµανβ]µiνiµjνj − 4 [RµνRµν]µiνiµjνj + [R2]µiνiµjνj
=
{[
Rµανβ
]µiνi(pi)[Rµανβ]µjνj (pj)− 4 [Rµν]µiνi(pi)[Rµν]µjνj (pj) + [R]µiνi(pi)[R]µjνj (pj)}
+ {(µi, νi, pi)↔ (µj , νj , pj)} (8.5.21)[
C2
]µiνiµjνj (pi, pj) = [RµανβRµανβ]µiνiµjνj − 2 [RµνRµν]µiνiµjνj + 1
3
[
R2
]µiνiµjνj
=
{[
Rµανβ
]µiνi(pi)[Rµανβ]µjνj (pj)− 2 [Rµν]µiνi(pi)[Rµν]µjνj (pj) + 1
3
[
R
]µiνi(pi)[R]µjνj (pj)}
+ {(µi, νi, pi)↔ (µj , νj , pj)}, (8.5.22)
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(a)
Figure 3: Anomaly interactions mediated by the exchange of one, two or three poles. The poles are generated
by the renormalization of the longitudinal sector of the TTT .
for which we obtain
〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p¯3)〉(4)extra =
(
piµ1ν1(p1)
3
〈T (p1)Tµ2ν2(p2)Tµ3ν3(p¯3)〉(4)anomaly + (perm.)
)
−
(
piµ1ν1(p1)
3
piµ2ν2(p2)
3
〈T (p1)T (p2)Tµ3ν3(p¯3)〉(4)anomaly + (perm.)
)
+
piµ1ν1(p1)
3
piµ2ν2(p2)
3
piµ3ν3(p¯3)
3
〈T (p1)T (p2)T (p¯3)〉(4)anomaly , (8.5.23)
noting that this is exactly the anomaly contribution (7.5.15) predicted by the anomaly effective action.
8.6 The perturbative structure of the TTT and the poles separation
The structure of the poles in the TTT is summarized in Fig. 3 where we have denoted with a dashed line
the exchange of one or more massless (∼ 1/p2i ) interactions. In configuration space such extra terms, related
to the renormalization of the correlator, are the natural generalization of the typical anomaly pole interaction
found, for instance, in the case of the TJJ , where the effect of the anomaly is in the generation of a nonlocal
interaction of the form [16, 17, 19]
San ∼ β(e)
∫
d4x d4yR(1)(x)
(
1

)
(x, y)FF (y) (8.6.1)
with F being the QED field strength and β(e) the corresponding beta function of the gauge coupling. In the
TTT case, as one can immediately figure out from (B.6.8), such expressions can be rewritten as contribution
to the anomaly action in the form
San ∼
∫
d4x d4yR(1)(x)
(
1

)
(x, y)
(
βbE
(2)(y) + βa(C
2)(2)(y)
)
(8.6.2)
and similar for the other terms extracted from (B.6.8). Notice that each pˆi projector in (B.6.8) is accompanied
by a corresponding anomaly (single) pole of the external invariants, generating contributions of the form 1/p2i ,
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1/(p2i p
2
j )(i 6= j) and 1/(p21p22p23), where multiple poles are connected to separate external graviton lines. Each
momentum invariant appears as a single pole. One can use the correspondence
1
p2
pˆiµν ↔ R(1) 1 (8.6.3)
to include such nonzero trace contributions into the anomaly action. This involves a multiplication of the
vertex by the external fields together with an integration over all the internal points. As shown in [47] such
nonzero trace contributions are automatically generated by the nonlocal conformal anomaly action, which
accounts for the entire expression (B.6.8).
The diagrammatic interpretation suggests a possible generalization of this result also to higher point functions,
as one can easily guess, in a combination similar to that shown in Fig. 3.
Notice that the numerators of such decompositions, which correspond to single, double and triple traces are,
obviously, purely polynomial in the external invariants, being derived from the anomaly functional, which is
local in momentum space.
8.7 An example: the TJJ case and the CWI’s in QED
The matching to free field theory provides a significant simplifications of the general results for 3-point
functions in terms of simple 2- and 3-point master integrals, from which it is possible to extract significant
information on the behaviour of the correlators using the Feynman expansion. The approach, therefore,
is nonperturbative, but such a matching allows to use perturbation theory, at the last stage, in order to
reconstruct the form factors Ai in their simplest forms.
It is natural to ask whether this simplification is possible for all the correlators, and the answer is obviously
negative.
This procedure is possible for correlators involving stress energy tensors, conserved currents and others, whose
scaling dimensions can be generated by simple free field theories. The reason is quite straightforward, since
the scaling dimensions of a T or a J are d and d− 1 respectively, which are integers. In this case we will be
needing a number of independent sectors - for instance, scalars, spin 1, spin 1/2 fermions - running in the
loops and interpolating with the gravitational sector by their stress energy tensors. Therefore, we need to find
a number of independent free field theory sectors to match the number of independent constants identified by
the solutions of the CWI’s.
If we turn to correlators involving T, J and, for instance, scalar operators of generic scaling dimensions, this is
not possible on general grounds in free field theory. In this respect, the CWI’s provide new information which
is not available otherwise. In the remaining cases where we deal with correlators containing only T and J
and/or scalars of integer dimensions, the free field theory results are equivalent to the most general ones and
we don’t need to go any further. As such they provide the simplest match to the non-perturbative solutions.
Given the important role played by the stress energy tensor in gravity, the value of such simplification can
be hardly underestimated. Especially the anomalous behaviour of theories, can be addressed by the analysis
of simple Feynman integrals. For instance, one derives significant and non perturbative information on the
structure of the spectral densities of the anomaly form factors in a straightforward way, as originally done in
the TJJ case.
Having clarified this point, the perturtbative analysis of a correlators in QED or QCD such as the TJJ , which
is responsible for the most important coupling of gravity to the fields of the Standard Model, remains valid
nonperturbatively [16][77, 19, 24, 78].
With these considerations in mind, let’s consider the case of the TJJ correlator in d = 4, expanded in the
transverse traceless and longitudinal components in the form
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〈Tµ1ν1 Jµ2 Jµ3〉 = 〈tµ1ν1 jµ2 jµ3〉+ 〈Tµ1ν1 Jµ2 jµ3loc〉+ 〈Tµ1ν1 jµ2loc Jµ3〉+ 〈tµ1ν1loc Jµ2 Jµ3〉
− 〈Tµ1ν1 jµ2loc jµ3loc〉 − 〈tµ1ν1loc jµ2loc Jµ3〉 − 〈tµ1ν1loc Jµ2 jµ3loc〉+ 〈tµ1ν1loc jµ2loc jµ3loc〉 , (8.7.1)
with the transverse traceless sector extracted by acting with the Π and pi projectors on T and J respectively
〈tµ1ν1(p1)jµ2(p2)jµ3(p3)〉 = Π1µ1ν1α1β1pi2µ2α2pi3µ3α3
(
A1 p
α1
2 p
β1
2 p
α2
3 p
α3
1 +A2 δ
α2α3pα12 p
β1
2 +A3 δ
α1α2pβ12 p
α3
1
+A3(p2 ↔ p3)δα1α3pβ12 pα23 +A4 δα1α3δα2β1
)
(8.7.2)
and parameterised in terms of four form factors Ai. A direct analysis shows that the unrenormalized CWI’s
take the expression [12]
0 = C11 = K13A1
0 = C12 = K13A2 + 2A1
0 = C13 = K13A3 − 4A1
0 = C14 = K13A3(p2 ↔ p3)
0 = C15 = K13A4 − 2A3(p2 ↔ p3),
(8.7.3)
which can be solved in terms of triple-K integrals in the form
A1 = α1J4[000]
A2 = α1J3[100] + α3J2[000]
A3 = 2α1J3[001] + α3J2[000]
A4 = 2α1J2[011] + α3J1[010] + α4J0[000], (8.7.4)
0 = C21 = K23A1
0 = C22 = K23A2
0 = C23 = K23A3 − 4A1
0 = C24 = K23A3(p2 ↔ p3) + 4A1
0 = C25 = K23A4 + 2A3 − 2A3(p2 ↔ p3).
(8.7.5)
Variants of these equations are obtained by taking the T operator as a singlet under the action of the spin
matrices [14].
In this case, the renormalization procedure involves the operator FF , with F the abelian field strength, for
removing the singularity of the 2-point function of the two vector currents JJ . If we indicate with AR the
renormalized form factors, the anomalous scaling WIs take the form
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(
3∑
i
pi
∂
∂pi
+ 2
)
A1 = 0 = −µ ∂
∂µ
A1 (8.7.6)(
3∑
i
pi
∂
∂pi
)
AR2 =
8pi2 e2
3
= −µ ∂
∂µ
AR2 (8.7.7)(
3∑
i
pi
∂
∂pi
)
AR3 (p2 ↔ p3) = 8pi
2 e2
3
= −µ ∂
∂µ
AR3 (8.7.8)(
3∑
i
pi
∂
∂pi
− 2
)
AR4 = −43pi
2 e2(s− s1 − s2) = −µ ∂
∂µ
AR4 , (8.7.9)
while for the primary CWI’s we obtain
K13A1 = 0
K13A
R
2 = −2A1
K13A
R
3 = 4A1
K13A
R
3 (p2 ↔ p3) = 0
K13A
R
4 = 2A
R
3 (p2 ↔ p3)− 16pi
2e2
3
K23A1 = 0
K23A
R
2 = 0
K23A
R
3 = 4A1
K23A
R
3 (p2 ↔ p3) = −4A1
K23A
R
4 = −2AR3 + 2AR3 (p2 ↔ p3).
(8.7.10)
In all the equations e is the renormalized charge and can be traded for β(e) by the relation β(e)/e = e2/(12pi2).
For the secondary CWI’s the renormalized CWI’s one obtains
L4A1 +RA
R
3 −RAR3 (p2 ↔ p3) = 0
L2A
R
2 − s (AR3 −AR3 (p2 ↔ p3)) = 169 pi
2e2
[
3s1BR0 (s1, 0, 0)− 3s2BR0 (s2, 0, 0)− s1 + s2
]
+
24
9
pi2e2s0
L4A
R
3 − 2RAR4 = 329 pi
2 e2s2
[
1− 3BR0 (s2, 0, 0)
]
+
48
9
pi2 e2 s0
L4A
R
3 (p2 ↔ p3) + 2RAR4 − 4 sAR3 (p2 ↔ p3) = 329 pi
2 e2s1
[
3BR0 (s1, 0, 0)− 1
]
L′3A
R
1 − 2R′AR2 + 2R′AR3 = 0
L′1A
R
3 (p2 ↔ p3) + p22(4AR2 − 2AR3 ) + 2R′AR4 = 163 pi
2 e2 s1,
(8.7.11)
where we have set p21 = s0, p22 = s1 and p23 = s2
LN = p1(p
2
1 + p
2
2 − p23)
∂
∂p1
+ 2p21 p2
∂
∂p2
+
[
(2d−∆1 − 2∆2 +N)p21 + (2∆1 − d)(p23 − p22)
]
(8.7.12)
R = p1
∂
∂p1
− (2∆1 − d) . (8.7.13)
and
L′N = LN , with p1 ↔ p2 and ∆1 ↔ ∆2, (8.7.14)
R′ = R, with p1 7→ p2 and ∆1 7→ ∆2. (8.7.15)
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Figure 4: The fermionic contributions with a graviton hµν in the initial state and two gluons Aaα, Abβ in the final state
in QCD.
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Figure 5: The gauge contributions with a graviton hµν in the initial state and two gluons Aaα, Abβ in the final state in
QCD.
These expressions depend on the conformal dimensions of the operators involved in the 3-point function under
consideration, and additionally on a single parameter N determined by the Ward identity in question.
The equations above define the anomalous CWI’s for QED at one-loop and take a very simple structure. They
remain valid nonperturbatively in a generic CFT, for being equations which are matched to the nonperturb-
ative solutions, as we have explained. Beyond one-loop classical conformal invariant theories such as QED
or QCD acquire radiative corrections. This is the point where realistic non conformal invariant theories and
CFT’s which preserve the structure of such equations at quantum level start diverging.
Conclusions
We have reviewed the momentum space approach to the solution of the CWI’s of CFT’s in higher dimen-
sions. The goal of our work has been to illustrate the essential steps which are needed in order to build tensor
correlators starting from the scalar solutions, for 3-point functions.
In the case of 4-point functions, our attention has been centered around scalar correlators for which the CWI’s
are sufficient to isolate the unique solution, if we enhance the symmetry with the addition of a dual conformal
symmetry. Dual conformal symmetry in momentum space is obtained once the momentum variables are re-
written in a dual form, as difference of coordinate-like variables and treated as ordinary correlators in such
variables, mirroring the action of coordinate space. This enhancement of the symmetry is sufficient to fix the
solutions also for such correlators. The solution of the conformal constraints are given in terms of triple-K
integrals and are expressed in terms of a set of constants, specific for each correlator and spacetime dimension.
We have presented a discussion of the intermediate steps in the description of two nontrivial correlators,
the TTO and the TTT , in a more pedagogical way, offering details that could help extend such methods to
higher point function.
Several parallel studies have widened the goal of this activity, addressing issues such as the use of conformal
blocks/CP symmetric blocks (Polyakov blocks) [79, 80, 81] [82], the operator product expansion in momentum
space [83], as well as light-cone blocks [84, 85, 86], analytic continuations to Lorentzian spacetimes [87] spinning
correlators, and Yangian symmetry [88, 89] just to mention a few, motivated by CFT in momentum space.
Related analysis have explored the link to Witten diagrams within the AdS/CFT correspondence [90, 91].
72
(a) (b)
Figure 6: Fig. (a): Singularity of the spectral density of the TJJ in the anomaly form factor as a spacetime process.
Fig. (b): The exchange of a pole as the origin of the conformal anomaly in the TJJ , derived in QED and QCD.
At the same time, the extension of these investigations to de Sitter space has laid the foundations for new
applications in cosmology [92, 93, 94, 95, 96, 97] [98, 99? ] and in gravitational waves [100]. Finally,
investigations of such correlators in Mellin space [101, 102] [103, 104] offer a new perspective on the bootstrap
program both in flat and in curved space [105, 106], providing further insight into the operatorial structure
of a given CFT, and connecting in a new way momentum space and Mellin variables.
Undoubtedly, CWI’s play a crucial role in this effort, with widespread applications both at zero and at finite
temperature [107]. Among all the possible correlators that one may investigate, those containing stress-energy
tensors (T ) play a special role, due to the presence of the conformal anomaly [24]. Analysis of 4-point functions
have so far been limited to scalar correlators in flat [48] [108] and curved backgrounds [93, 94]. Interestingly,
this analysis can be performed in parallel with the ordinary Lagrangian field theory approach, allowing to
provide a particle interpretation of the breaking of the conformal symmetry.
In the second part of our review, we have concentrated on the important isssue of the identification of the
fundamental structure of the anomaly effective action, which has been widely debated in the former literature.
We have shown that the anomaly structure of the 3-point function of stress energy tensors is correctly described
by the nonlocal version of such action.
The specific analytic structure and massless poles predicted by the effective action are precisely what obtained
by the reconstruction of the trace parts from the CWI’s. This indicates that the anomaly poles in momentum
space are a necessary feature of the full 〈TTT 〉 correlator in CFT. The addition of local or Weyl invariant
terms to the effective action cannot eliminate such contribution.
By matching general solutions of the CWI’s to free field theories, one obtains the general expressions of
correlators containing stress energy tensors, conserved currents and scalar operators of integer dimensions.
For correlators containing scalar operators of arbitrary scaling dimensions, the nonperturbative solutions of
3-point functions, obviously, cannot be matched by such free field theories.
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A Details on the BMS method. Representation of tensor structures
In this appendix we present the general method of decomposition of 3-point functions involving tensorial
operators. This method, presented in [109, 110, 111, 112], is based on the reconstruction of the full 3-
point functions involving stress-energy tensors, currents, and scalar operators starting from the expressions of
transverse and traceless part only. In order to show all the steps of the method, we will present a fully worked
out example, the 〈Tµ1ν1Tµ2ν2O〉 correlation function.
A.1 The example of the TTO
As an example consider a 3-point function of two transverse, traceless, symmetric rank-2 operators Tµν
and a scalar operator O. By using the transverse and traceless projectors (C.6.2), it is possible to write the
most general form of the transverse and traceless part as
〈tµ1ν1(p1) tµ2ν2(p2)O(p3)〉 = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)X
α1β1α2β2 , (A.1.1)
where Xα1β1α2β2 is a general tensor of rank-4 built from the metric and the momenta. By using the conser-
vation of the total momentum and the properties of the projectors, one ends up with the general form of our
3-point function
〈tµ1ν1(p1) tµ2ν2(p2)O(p3)〉 = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)
[
A1 p
α1
2 p
β1
2 p
α2
3 p
β2
3 +A2 p
α1
2 p
α2
3 δ
β1β2 +A3 δ
α1α2δβ1β2
]
(A.1.2)
where we also use the symmetry properties of the projectors in µ↔ ν, α↔ β, and the coefficient A1, A2 and
A3 are the form factors, scalar functions of momenta. By Lorentz invariance, these form factors are functions
of the momentum magnitudes
pj =
√
p2j , j = 1, 2, 3 (A.1.3)
and in (A.1.2) we suppressed the dependence of form factors on the momentum magnitudes, writing simply
Aj despite of Aj(p1, p2, p3). The symmetry condition under the exchange (p1, µ1ν1) ↔ (p2, µ2ν2) reflects in
the behaviour of the form factors under this permutation and in particular they have the following symmetric
properties
Ai(p1 ↔ p2) = Ai, i = 1, 2, 3. (A.1.4)
A.2 Reconstruction Method
In this appendix we explain how the BMS reconstruction method works for the entire correlation functions
and in particular for the TTO case. We have introduced the transverse and traceless part of TTO, that can
be defined, in terms of operators as
tµν(p) ≡ Πµναβ(p)Tαβ(p), (A.2.1)
then we define the local part of Tµν as the difference
tµνloc ≡ Tµν − tµν = Iµναβ Tαβ, (A.2.2)
where
Iµναβ(p) =
pβ
p2
[
2p(µδν)α − pαd− 1
(
δµν + (d− 2)p
µpν
p2
)]
+
piµν(p)
d− 1 δαβ. (A.2.3)
This procedure can be done also for spin-1 conserved currents Jµ as illustrated in [12]. We now observe that
in a CFT, all terms involving tloc can be computed by means of the transverse and trace Ward identities. One
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can therefore divide a 3-point function into two parts: the transverse-traceless part, and the semi-local part
(indicated by subscript loc) expressible through the transverse Ward Identities. This translates, for the case
of TTO, into considering the decomposition
〈Tµ1ν1Tµ2ν2O〉 = 〈tµ1ν1tµ2ν2O〉+ 〈tµ1ν1loc Tµ2ν2O〉+ 〈Tµ1ν1tµ2ν2loc O〉 − 〈tµ1ν1loc tµ2ν2loc O〉 (A.2.4)
where the definition of the transverse and traceless part 〈tµ1ν1tµ2ν2O〉 has been given in (A.1.2). As previously
mentioned, all terms on the right-hand side, apart from the first may be computed by means of Ward Identities,
but more importantly, all these terms depend on 2-point functions only. Thus, the unknown information about
the 3-point function is encoded just in the transverse traceless part. In the following sections we will obtain
more information about the form factors in the tensorial decomposition using the conformal Ward identities.
In particular we shall obtain constraints on the form factors in terms of differential equations that will be
solved in terms of the triple-K integrals or hypergeometric functions.
A.3 Transverse and trace Ward Identities
We show in Appendix C.4 how to obtain the Ward identities starting from the general requirement that
the generating functional is invariant under some symmetry transformations. The relevant Ward identities in
the presence of external sources are
∇ν 〈Tµν〉+ ∂νφ0 〈O〉 = 0,
gµν 〈Tµν〉+ (d−∆)φ0 〈O〉 = 0,
(A.3.1)
that correspond to the transverse and trace Ward identities respectively. Recall that ∇ν denotes the covariant
derivative with respect to the background metric gµν . Multiplying these relations by
√−g/2, we can rewrite
them in the form
∂µ
(
δZ
δgµν(x)
)
+ Γνµλ
δZ
δgµλ(x)
+
1
2
∂νφ0(x)
δZ
δφ0(x)
= 0 (A.3.2)
gµν
δZ
δgµν(x)
+
1
2
(d−∆)φ0(x) δZ
δφ0
= 0, (A.3.3)
where Γ is the usual Christoffel connection where we have introduced the expectation value of the energy
momentum tensor (〈T 〉). In order to derive the transverse and trace Ward identities for the TTO correlator,
we vary twice (A.3.2) and (A.3.3) with respect to the metric gµ2ν2(x2) and the scalar field source φ0(x3).
After the functional variations, if one switches off the sources, the result will be
∂µ
(
δ3Z
δgµν(x)δgµ2ν2(x2)δφ0(x3)
)∣∣∣∣
gµν=δµν
+
1
2
(
∂νδ(x− x3)
) ( δ2Z
δφ0(x)δgµ2ν2(x2)
)∣∣∣∣
gµν=δµν
+
[(
δν(ν2δ
µ2)
λ ∂µ −
1
2
δ(µ2µ δ
ν2)
λ δ
ν∂
)
δ(x− x2)
](
δ2Z
δgµλ(x)δφ0(x3)
)∣∣∣∣
gµν=δµν
= 0 (A.3.4)
and restoring the correlation function through the definitions
〈Tµν(x)Tµ2ν2(x2)O(x3)〉 = 4
(
δ3Z
δgµν(x)δgµ2ν2(x2)δφ0(x3)
)∣∣∣∣
gµν=δµν
(A.3.5)
〈Tµν(x)O(x3)〉 = 2
(
δ2Z
δφ0(x3)δgµν(x2)
)∣∣∣∣
gµν=δµν
(A.3.6)
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we obtain the transverse Ward identities in position space
∂µ 〈Tµν(x)Tµ2ν2(x2)O(x3)〉 = −2 δν(ν2δµ2)λ ∂µδ(x− x2) 〈Tµλ(x)O(x3)〉
+ ∂νδ(x− x2) 〈Tµ2ν2(x)O(x3)〉 − ∂νδ(x− x3) 〈Tµ2ν2(x2)O(x)〉 . (A.3.7)
Using the same procedure we obtain the trace Ward identities in position space for the same correlation
function
gµν(x) 〈Tµν(x)Tµ2ν2(x2)O(x3)〉 = (∆− d)δ(x− x3) 〈Tµ2ν2(x2)O(x)〉 − 2δ(x− x2) 〈Tµ2ν2(x)O(x3)〉 . (A.3.8)
Multiplying (A.3.7) and (A.3.8) with exp(ip1x+ ip2x2 + ip3x3) and integrating over all x, x2 and x3, we
obtain the Ward identities in momentum space
p1µ1 〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉 = −2pν12 〈Tµ2ν2(p1 + p2)O(p3)〉+ 2pν13 〈Tµ2ν2(p2)O(p1 + p3)〉
+ 2δν1ν2 p2µ1 〈Tµ1µ2(p1 + p2)O(p3)〉+ 2δν1µ2 p2µ1 〈Tµ1ν2(p1 + p2)O(p3)〉
(A.3.9)
gµ1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉 = 2(d−∆) 〈Tµ2ν2(p2)O(p1 + p3)〉+ 4 〈Tµ2ν2(p1 + p2)O(p3)〉 (A.3.10)
where ∆ is the conformal dimension of the scalar operator O.
Notice that any conformal two point function involving two operators of different spin or different scale
dimensions is zero. For this reason the transverse and trace Ward identities can be expressed in the final form
p1µ1 〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉 = 0
gµ1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉 = 0.
(A.3.11)
In this particular case, the definition the 3-point function 〈TTO〉 in (A.3.5) brings to a correlation function
that is already transverse-traceless and does not contain longitudinal contributions.
A.4 Dilatation Ward identities
It is simple to rewrite the dilatation Ward identities for the 3-point function 〈Tµ1ν1Tµ2ν2O〉 as 3∑
j=1
∆j − 2d−
2∑
j=1
pαj
∂
∂pαj
 〈Tµ1ν1(p2)Tµ2ν2(p2)O(p3)〉 = 0. (A.4.1)
We can consider the decomposition of the correlation function in terms of the transverse and traceless part
and the semi-local part for which the previous equation can be read as 3∑
j=1
∆j − 2d−
2∑
j=1
pαj
∂
∂pαj
{ 〈tµ1ν1(p2)tµ2ν2(p2)O(p3)〉+ 〈tµ1ν1loc (p2)tµ2ν2(p2)O(p3)〉
+ 〈tµ1ν1(p2)tµ2ν2loc (p2)O(p3)〉+ 〈tµ1ν1loc (p2)tµ2ν2loc (p2)O(p3)〉
}
= 0. (A.4.2)
We are free to apply transverse-traceless projectors (C.6.2) to (A.4.2), in order to isolate equations for
the form factors appearing in the decomposition of 〈tµ1ν1tµ2ν2O〉. Evaluating the action of the differential
operator in (A.4.2) on the semi-local terms via the formulae in Appendix C.6, we find
Πρ1σ1µ1ν1(p1)
(
pλ1
∂
∂pλ1
Iµ1ν1α1p1β1
)
= 0 (A.4.3)
Πµναβ(p) Iαβρσ (p) = 0 (A.4.4)
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where the I tensor is defined in (A.2.3) and is used to define the semi-local part of the correlation function.
This expression implies that any correlation function with one and more than one insertion of tloc vanish when
the dilatation operator and the projectors are applied. For this reason (A.4.2) can be easily written as
Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)
 3∑
j=1
∆j − 2d−
2∑
j=1
pαj
∂
∂pαj
 〈tµ1ν1(p2)tµ2ν2(p2)O(p3)〉 = 0. (A.4.5)
In order to write down the equations of form factors we substitute in (A.4.5) the decomposition of the 3-point
function (A.1.2)
Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)
 3∑
j=1
∆j − 2d−
2∑
j=1
pαj
∂
∂pαj

×
{
Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)
[
A1 p
α1
2 p
β1
2 p
α2
3 p
β2
3 +A2 p
α1
2 p
α2
3 δ
β1β2 +A3 δ
α1α2δβ1β2
]}
= 0 (A.4.6)
and using the relations in Appendix C.6 we find
Πρ1σ1α1β1(p1)Π
ρ2σ2
α2β2
(p2)
 3∑
j=1
∆j − 2d−
2∑
j=1
pαj
∂
∂pαj
[A1 pα12 pβ12 pα23 pβ23 +A2 pα12 pα23 δβ1β2 +A3 δα1α2δβ1β2] = 0.
(A.4.7)
We can act with the differential operator in (A.4.7) observing that there is no change in the independent
tensor structures. Once that all the calculations are expressed, it is possible to obtain a set of equation for
all the form factors. These equations result from the vanishing of the coefficient of the independent tensor
structures in (A.4.7). In these equation there will be terms like
2∑
j=1
pαj
∂
∂pαj
An(p1, p2, p3), n = 1, 2, 3 (A.4.8)
but the form factors are purely functions of the momenta magnitude by the Lorentz invariance. The action
of momentum derivatives on form factors may be obtained using the chain rules,
∂
∂p1µ
=
∂p1
∂p1µ
∂
∂p1
+
∂p2
∂p1µ
∂
∂p2
+
∂p3
∂p1µ
∂
∂p3
=
pµ1
p1
∂
∂p1
+
pµ1 + p
µ
2
p3
∂
∂p3
∂
∂p2µ
=
pµ2
p2
∂
∂p2
+
pµ1 + p
µ
2
p3
∂
∂p3
(A.4.9)
noting that p3 is fixed by the conservation of the total momentum p
µ
3 = −pµ1 − pµ2 . Using these relations we
may re-expressed (A.4.8) purely in terms of the momentum magnitudes
2∑
j=1
pαj
∂
∂pαj
An(p1, p2, p3) =
3∑
j=1
pj
∂
∂pj
An(p1, p2, p3), n = 1, 2, 3. (A.4.10)
Therefore it is possible to rewrite the dilatation Ward identity (A.4.1) for a three point function of three
conformal primary operator of any tensor structure in terms of its form factors as[
2d+Nn −
3∑
i=1
∆i +
3∑
i=1
pi
∂
∂pi
]
An(p1, p2, p3) = 0, (A.4.11)
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where Nn is the number of momenta that An multiply in the decomposition (A.1.2), and as previously ∆j
denote the conformal dimensions of the operator in the 3-point function: in this case ∆1,2 = d for a stress-
energy tensor and ∆3 depending on the particular scalar operator chosen. From (A.4.11) it is clear that the
form factor An has scaling degree
deg(An) = ∆t − 2d−Nn, (A.4.12)
where ∆t = ∆1 + ∆2 + ∆3, as also pointed out in [12].
A.5 Special conformal Ward identities
We now extract scalar equations for the form factors in the same way of the previous section but use
the special conformal Ward identities (SCWI’s). Considering the SCWI’s for the 3-point function 〈TTO〉 we
obtain
0 =
2∑
j=1
[
2(∆j − d) ∂
∂pκj
− 2pαj ∂∂pαj
∂
∂pκj
+ (pj)κ
∂
∂pαj
∂
∂pjα
]
〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉
+ 4
(
δκ(µ1
∂
∂pα11
− δκα1δλ(µ1
∂
∂pλ1
)
〈T ν1)α1(p1)Tµ2ν2(p2)O(p3)〉
+ 4
(
δκ(µ2
∂
∂pα22
− δκα2δλ(µ2
∂
∂pλ2
)
〈T ν2)α2(p2)Tµ1ν1(p1)O(p3)〉 ≡ Kκ 〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉 (A.5.1)
where we have defined the Kκ operator for simplicity. As previously we can consider the decomposition of the
3-point function to obtain
0 = Kκ 〈Tµ1ν1(p1)Tµ2ν2(p2)O(p3)〉
= Kκ 〈 tµ1ν1tµ2ν2O〉+Kκ 〈 tµ1ν1loc tµ2ν2O〉+Kκ 〈 tµ1ν1tµ2ν2loc O〉+Kκ 〈 tµ1ν1loc tµ2ν2loc O〉 . (A.5.2)
In order to isolate equations for the form factors appearing in the decomposition, we are free to apply
transverse-traceless projectors. Using the properties in Appendix C.6 and through a direct calculation we
find that
Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)Kκ 〈 tµ1ν1loc tµ2ν2O〉 =
4d
p21
Πρ1σ1κµ1(p1)
(
p1ν1 〈Tµ1ν1(p1)tρ2σ2(p2)O(p3)〉
)
(A.5.3)
Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)Kκ 〈 tµ1ν1tµ2ν2loc O〉 =
4d
p22
Πρ2σ2κµ2(p2)
(
p2ν2 〈tρ1σ1(p1)Tµ2ν2(p2)O(p3)〉
)
(A.5.4)
Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)Kκ 〈 tµ1ν1loc tµ2ν2loc O〉 = 0 (A.5.5)
and (A.5.2) takes the form
0 = Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)
{
Kκ 〈 tµ1ν1(p1)tµ2ν2(p2)O(p3)〉
+
4d
p21
δκµ1 p1ρ1 〈T ν1ρ1(p1)Tµ2ν2(p2)O(p3)〉+
4d
p22
δκµ2 p2ρ2 〈Tµ1ν1(p1)Tµ2ρ2(p2)O(p3)〉
}
. (A.5.6)
The last two terms may be re-expressed in terms of 2-point functions via the transverse Ward identities, but
by using (A.3.11) these terms vanish. The remaining task is to rewrite the transverse and traceless component
in terms of form factors and extract the conformal Ward identities for this particular scalar function of the
magnitues of the momenta.
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By a direct but lengthy calculation we find that the first term of (A.5.6), Kκ 〈 t tO〉, is transverse and traceless
in the covariant indices with respect to the corresponding momenta, i.e.
δµ1ν1 [Kκ 〈 tµ1ν1(p1)tµ2ν2(p2)O(p3)〉] = 0, δµ2ν2 [Kκ 〈 tµ1ν1(p1)tµ2ν2(p2)O(p3)〉] = 0
p1µ1 [Kκ 〈 tµ1ν1(p1)tµ2ν2(p2)O(p3)〉] = 0, pµ2 [Kκ 〈 tµ1ν1(p1)tµ2ν2(p2)O(p3)〉] = 0.
(A.5.7)
Using this result, and following the discussion in Appendix A, we can write the most general form of Kκ 〈 t tO〉
as
Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)Kκ 〈 tµ1ν1(p1)tµ2ν2(p2)O(p3)〉
= Πρ1σ1µ1ν1(p1) Π
ρ2σ2
µ2ν2(p2)
[
pκ1 (C11 p
µ1
2 p
ν1
2 p
µ2
3 p
ν2
3 + C12 p
µ1
2 p
µ2
3 δ
ν1ν2 + C13 δ
µ1µ2δν1ν2)
+ pκ2 (C21 p
µ1
2 p
ν1
2 p
µ2
3 p
ν2
3 + C22 p
µ1
2 p
µ2
3 δ
ν1ν2 + C23 δ
µ1µ2δν1ν2)
+ δκµ1 (C31p
ν1
2 p
µ2
3 p
ν2
3 + C32δ
µ2ν1pν23 ) + δ
κµ2 (C41p
ν1
2 p
µ1
2 p
ν2
3 + C42δ
µ1ν2pν12 )
]
(A.5.8)
where now Cij are scalar differential equations involving the form factors Ai, i = 1, 2, 3, written in terms
of the momentum magnitudes pj . The coefficients Cjk in (A.5.8) are not all independent, indeed, C1j and
C2j , as well as C3j and C4j , are pairwise equivalent, due to the symmetry under the exchange of the stress
energy tensors in the correlator. The difference in the coefficients is manifest in the order of the corresponding
differential equations. In all the cases of 3-point function, the coefficients multiplying the momentum pκi (κ
is the special index related to the conformal operator Kκ) are second order partial differential equations, and
they are called primary conformal Ward identities (CWI’s). The coefficients of the structure δκµi are always
first order partial differential equations, called secondary CWI’s in [12]. We observe that the other terms in
(A.5.6), differently from (A.5.8), involve the δκµi structure, then they will contribute to the secondary CWI’s.
Furthermore, the primary CWI’s are equivalent to the vanishing of the coefficients C1j and C2j .
A.6 Primary conformal Ward identities
In order to write the primary CWI’s in a simpler form, we have to rearrange the expression of Cjk using
the dilatation Ward identities and some differential identities. We will show the explicit procedure for the
first coefficient C11 and the others coefficients follow the same prescription. In an explicit form the coefficient
C11 is expressed as
C11 = − 2
p3
[
p1
∂2
∂p1∂p3
+ p2
∂2
∂p2∂p3
]
A1 +
d− 1
p1
∂
∂p1
A1 − ∂
2
∂p21
A1 +
d− 9
p3
∂
∂p3
A1 − ∂
2
∂p23
A1 . (A.6.1)
Taking the dilatation Ward identities (A.4.11) for the A1, and deriving it with respect to the magnitue of
the momentum p3 we obtain
∂
∂p3
(
3∑
i=1
pi
∂
∂ pi
An
)
= deg(A1)
∂ A1
∂p3
(A.6.2)
where the degree of the form factor is defined in (A.4.12) and for A1 is deg(A1) = ∆t − 2d − 4 = ∆3 − 4.
Then, after some simplification, we get[
p1
∂2
∂p1∂p3
+ p2
∂2
∂p3∂p2
+ p3
∂2
∂p3∂p3
]
An =
(
deg(A1)− 1
)
∂ A1
∂p3
. (A.6.3)
By using (A.6.3), we can re-expressed the first term in (A.6.1) as
− 2
p3
[
p1
∂2
∂p1∂p3
+ p2
∂2
∂p3∂p2
]
A1 =
(2− 2 deg(A1))
p3
∂
∂p3
A1 + 2
∂2
∂p23
A1 , (A.6.4)
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and inserting this result into (A.6.1) we simplify the form of the differential equation C11 as
C11 =
[
− ∂
2
∂p21
+
d− 1
p1
∂
∂p1
]
A1 +
[
∂2
∂p23
+
d+ 1− 2∆3
p3
∂
∂p3
]
A1 . (A.6.5)
In order to write the primary CWI’s in a simple way, we define the following fundamental differential operators
Ki =
∂2
∂p2i
+
d+ 1− 2∆i
pi
∂
∂pi
i = 1, 2, 3
Kij = Ki −Kj ,
(A.6.6)
where ∆j is the conformal dimension of the j-th operator in the 3-point function under consideration. Through
this definition the C11 is re-expressed as
C11 = (K3 −K1)A1 = K31A1 . (A.6.7)
The procedure presented above allows to obtain a simple second-order differential equations and it can be
applied in the same way to all the C1j ’s, j = 1, 2, 3.
Usually, while performing the lengthy computations, one may encounter the term
− 2
p3
[
p1
∂2
∂p1∂p3
+ p2
∂2
∂p3∂p2
]
An =
(2− 2 deg(An))
p3
∂
∂p3
An + 2
∂2
∂p23
An , (A.6.8)
where also in this case deg(An) = ∆1 + ∆2 + ∆3 − 2d−Nn . Here, Nn represents the tensorial dimension of
An, i.e. the number of momenta multiplying the form factors An and the projectors Π.
In the 〈TTO〉 case, for instance, ∆1 = ∆2 = d, whereas ∆3 remains implicit because of the unknown
nature of the generic scalar operator O(p3) (e.g. if O = φ2 one has ∆3 = d− 2). In this case we have
− 2
p3
[
p1
∂2
∂p1∂p3
+ p2
∂2
∂p3∂p2
]
An =
(2− 2(∆3 −Nn))
p3
∂
∂p3
An + 2
∂2
∂p23
An , (A.6.9)
where
N1 = 4 for A1(p1, p2, p3) pα12 p
β1
2 p
α2
3 p
β2
3 (A.6.10)
N2 = 2 for A2(p1, p2, p3) pα12 p
α2
3 δ
β1β2 (A.6.11)
N3 = 0 for A3(p1, p2, p3) δα1α2δβ1β2 . (A.6.12)
In this way we can simplify all the primary coefficients Ci,j , i = 1, 2 and j = 1, 2, 3. The primary CWI’s are
obtained, as previously discussed, when the coefficients C1j and C2j are equal to zero. One obtains
K31A1 = 0, K13A2 = 8A1, K13A3 = 2A2,
K23A1 = 0, K23A2 = 8A1, K23A3 = 2A2.
(A.6.13)
Note that, from the definition (A.6.6), we have
Kii = 0, Kji = −Kij , Kij +Kjk = Kik (A.6.14)
for any i, j, k ∈ {1, 2, 3}. One can therefore subtract corresponding pairs of equations and obtain the following
system of independent partial differential equations
K13A1 = 0, K13A2 = 8A1, K13A3 = 2A2,
K12A1 = 0, K12A2 = 0, K12A3 = 0.
(A.6.15)
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A.7 Secondary conformal Ward identities
As previously mentioned, the secondary conformal Ward identities are first-order partial differential equa-
tions. In order to write them compactly, we define the two differential operators
LN = p1(p21 + p
2
2 − p23)
∂
∂p1
+ 2p21p2
∂
∂p2
+
[
(2d−∆1 − 2∆2 +N)p21 + (2∆1 − d)(p23 − p22)
]
(A.7.1)
R = p1
∂
∂p1
− (2∆1 − d) (A.7.2)
as well as their symmetric versions
L′N = LN , with p1 ↔ p2 and ∆1 ↔ ∆2, (A.7.3)
R′ = R, with p1 7→ p2 and ∆1 7→ ∆2. (A.7.4)
In the 〈TTO〉 case one finds for the coefficients C31 and C32 the results
C31 =
[
− 1
p1
(
p21 + p
2
2 − p23
) ∂
∂p1
− 2p2 ∂
∂p2
+
d
p21
(p22 − p23) + (d− 2)
]
A1 +
[
d
p21
− 1
p1
∂
∂p1
]
A2
= − 1
p21
(L2A1 + RA2) (A.7.5)
C32 =
[
1
4p1
(
p21 + p
2
2 − p23
) ∂
∂p1
+
1
2
p2
∂
∂p2
+
d
4p21
(p23 − p22) +
(2− d)
4
]
A2 +
[
1
p1
∂
∂p1
− d
p21
]
A3
=
1
4p21
(L2A2 + 4RA3) (A.7.6)
and for the last two coefficient C41 and C42
C41 =
[
− 1
p2
(
p21 + p
2
2 − p23
) ∂
∂p2
− 2p1 ∂
∂p1
+
d
p21
(p21 − p23) + (d− 2)
]
A1 +
[
d
p22
− 1
p2
∂
∂p2
]
A2
= − 1
p22
(L’2A1 + R’A2) (A.7.7)
C42 =
[
1
4p2
(
p21 + p
2
2 − p23
) ∂
∂p2
+
1
2
p1
∂
∂p1
+
d
4p22
(p23 − p21) +
(2− d)
4
]
A2 +
[
1
p2
∂
∂p2
− d
p22
]
A3
=
1
4p22
(L’2A2 + 4R’A3) . (A.7.8)
The secondary CWI’s are equivalent to the vanishing of these coefficient because in (A.5.6) the only term that
is not zero is the transverse traceless part. This can be seen by using the transverse and trace Ward identities
(A.3.11), and one finds two independent secondary CWI’s, namely
L2A1 + RA2 = 0
L2A2 + 4RA3 = 0.
(A.7.9)
In fact, due to the symmetry properties of the form factor in (A.1.4), one realizes that the coefficients C4i are
equivalent to the C3i, with i = 1, 2.
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B Solutions of the CWI’s
We have shown in Section 4 how to solve the conformal constraints for the scalar 3-point functions. In
particular, the solutions can be equivalently given either in terms of hypergeometric functions or of triple-K
integrals, as discussed in [11, 12] respectively. For tensorial 3-point functions, the solutions can be found,
equivalently, by both methods [12] [13, 14, 113].
B.1 Triple-K integrals
In this appendix we use the formulation of the triple-K integrals, because they reflect naturally the
symmetry properties of the correlation functions and also because of their analytical properties. We recall the
definition of the general triple-K integral
Iα{β1β2β3}(p1, p2, p3) =
∫
dxxα
3∏
j=1
p
βj
j Kβj (pjx), (B.1.1)
where Kν is a modified Bessel function of the second kind defined as
Kν(x) =
pi
2
I−ν(x)− Iν(x)
sin(νpi)
, ν /∈ Z Iν(x) =
(
x
2
)ν ∞∑
k=0
1
Γ(k + 1) Γ(ν + 1 + k)
(
x
2
)2k
. (B.1.2)
with the property
Kn(x) = lim
→0
Kn+(x), n ∈ Z. (B.1.3)
The triple-K integral in (B.1.1) depends on four parameters: the power α of the integration variable x, and
the three Bessel function indices βj . The argument of this integral are magnitudes of momenta pj , j = 1, 2, 3.
One can notice the integral is invariant under the exchange (pj , βj) ↔ (pi, βi), and we will see that this
properties will reflect the symmetry properties of the correlation functions. We will use also the reduced
version JN{k1,k2,k3} of the triple-K integral defined as
JN{kj} = I d
2
−1+N{∆j− d2 +kj}, (B.1.4)
that are mapped to the expression (B.1.1) via the substitutions
α =
d
2
− 1 +N, βj = ∆j − d
2
+ kj , j = 1, 2, 3, (B.1.5)
where we have used the condensed notation {kj} = {k1 k2 k3}. These triple-K integrals may also be re-
expressed using the Feynman parametrization as
Iα{β1β2β3}(p1, p2, p3) = 2
α−3Γ
(
α− βt + 1
2
)
Γ
(
α+ βt + 1
2
)∫
[0,1]3
dX D
1
2
(βt−α−1)
3∏
j=1
x
1
2
(α−1−βt)+βj
j (B.1.6)
where βt = β1 + β2 + β3 and the integration extends over the unit interval [0, 1] for each of the xj , j = 1, 2, 3
with the standard measure dX = dx1 dx2 dx3 δ(1− x1 − x2 − x3) and with
D = p21 x2 x3 + p
2
2 x1 x3 + p
2
3 x1 x2 (B.1.7)
being the usual denominator appearing in the Feynman representation. Furthermore, the expression of the
triple-K integral is linked to the hypergeometric functions through (4.3.18).
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In order to study the convergences of the triple-K integral we assume that all parameters in (B.1.1) are real.
At large x, the Bessel functions have the asymptotic expansions
Iν(x) =
1√
2pi
ex√
x
+ . . . , Kν(x) =
√
pi
2
e−x√
x
+ . . . , ν ∈ R, (B.1.8)
and observe that with this substitution in (B.1.1), it converges at large x for physical configurations of the
momenta with p1 +p2 +p3 > 0. However, there may still be a divergence at x = 0. Considering the asymptotic
expansion of the Bessel functions at small x as
Iν(x) =
xν
2ν Γ(ν + 1)
+ . . . , Kν(x) =
2ν−1Γ(ν)
xν
+ . . . (B.1.9)
in (B.1.1), one observes that the triple-K integral converges at small x only if
α >
3∑
j=1
|βj |+ 1, p1, p2, p3 > 0. (B.1.10)
If α does not satisfy this inequality, the integrals must be defined by an analytic continuation. The quantity
δ ≡
3∑
j=1
|βj | − 1− α (B.1.11)
is the expected degree of divergence. When
α+ 1± β1 ± β2 ± β3 = −2k (B.1.12)
for some non-negative integer k and any choice of the ± sign, the analytic continuation of the triple-K integral
generally has poles in the regularization parameter. From the representation (B.1.6) these poles may either
be present in the gamma function or the Feynman parameterized integral multiplying them, or both. As one
can see from (B.1.6) the Feynman integrals are finite if
1
2
(α− 1− βt) + βj > 1 (B.1.13)
as d→ 4 for all j = 1, 2, 3, but generally diverge otherwise. More details about the convergence of these kind
of integrals and on their regularization procedure, can be found in [54, 110, 112, 113].
B.2 Dilatation Ward identities
We will provide the solution to the dilatation Ward identities in terms of triple-K integrals. First notice
that using the relations (C.7.9) we obtain
3∑
j=1
pj
∂
∂pj
Iα{βk} = −
3∑
j=1
p2j Iα+1{βk−δjk} = −
3∑
j=1
p2j Iα+1{βk+δjk} + 2
3∑
j=1
βj Iα{βk}
= −
3∑
j=1
p2j Iα+1{βk+δjk} + 2βt Iα{βk} (B.2.1)
and by using ∫ ∞
0
dxxα+1
∂
∂x
 3∏
j=1
p
βj
j Kβj (pj x)
 = − 3∑
j=1
p2j Iα+1{βk+δjk} + βt Iα{βk} (B.2.2)
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we can re-expressed (B.2.1), after an integration by parts as
3∑
j=1
pj
∂
∂pj
Iα{βk} =
∫ ∞
0
dx
∂
∂x
xα+1 3∏
j=1
p
βj
j Kβj (pj x)
− (α+ 1− βt) Iα{βk} (B.2.3)
The first term on the right-hand side leads to a boundary term at x = 0. In the region of convergence (B.1.10),
all integrals in this expression are well-defined and the boundary term vanishes. Then the triple-K integral
satisfies an equation analogous to the dilatation equation with scaling degree
deg
(
Iα{βk}
)
= βt − α− 1, (B.2.4)
and for JN{kj} we obtain
deg
(
JN{kj}
)
= ∆t + kt − 2d−N. (B.2.5)
It is worth mentioning that these results are valid in the case α+1±β1±β2±β3 6= −2k for some non-negative
k and independent choice of signs.
From this analysis it is simple to relate the form factors to the triple-K integrals. In the 〈TTO〉 case, we
know from (A.4.11) that the form factors have degrees deg(An) = ∆t−2d−Nn. In general, if An = αν JN{kj},
where αN ∈ R is a constant value, then we can determine the value of N = N(An) just through a comparison
of the degree, i.e.
deg
(
An
)
= ∆t − 2d−Nn
deg
(
JN{kj}
)
= ∆t + kt − 2d−N
=⇒ N(An) = Nn + kt, (B.2.6)
where kt = k1 + k2 + k3. The dilatation Ward identities will fix the values of N in the triple-K integral and
then can write a first general expression for the form factors as
A1 = α1 J4+kt{kj},
A2 = α2 J2+kt{kj},
A3 = α3 Jkt{kj}.
(B.2.7)
These relations will be more constrained by imposing the primary and secondary CWI’s.
B.3 Primary CWI’s
We have analysed the basic properties of the triple-K integral. We now want to use the results in the
previous section in order to write a solution of the primary CWI’s. Using the relation (C.7.20) in Appendix C.7
we show that for any m,n = 1, 2, 3
Knm JN{kj} = −2kn JN+1{kj−δjn} + 2km JN+1{kj−δjm} (B.3.1)
for k1, k2, k3, N ∈ R, and where Knm is the conformal scalar operator defined in (A.6.6) and δjn is the
Kronecker delta. To make the above equation clearer, we consider the case with K13
K13 JN{kj} = −2k1 JN+1{kj−δj1} + 2k3 JN+1{kj−δj3}
= −2k1 JN+1{k1−1,k2,k3} + 2k3 JN+1{k1,k2,k3−1}, (B.3.2)
from which one can write the two following equations
K13 JN{0,k2,0} = 0,
(B.3.3)
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for any k2, then also k2 = 0. We can generalize this result as
Knm JN{0,0,0} = 0, (B.3.4)
for any n,m = 1, 2, 3. Let us consider the primary CWIs for the 〈TTO〉 given in (A.6.15) and we are going to
solve these equations in terms of triple-K integrals. The approach that allows us to find the general solutions
to these constraints, is to construct a set of primary CWIs homogeneous using (A.6.15), and applying on them
recursively operators Knm as follows
K12A1 = 0, K13A1 = 0,
K12A2 = 0, K
2
13A2 = 0, K12K13A2 = 0
K12A3 = 0, K
3
13A3 = 0, K12K
2
13A3 = 0, K12K13A3 = 0.
(B.3.5)
Using the results (B.2.7) we can obtain some constraints on the form factors by the homogeneous primary
CWIs, and for A1 we find
K12A1 = α1K12 J4+kt{kj} = 0
K13A1 = α1K13 J4+kt{kj} = 0
=⇒ k1 = k2 = k3 = 0 (B.3.6)
giving the solution A1 = α1 J4{000}. Observe that if we impose only one homogeneous equation, sayK13A1 = 0,
then the most general solution in terms of the triple-K integrals is αJN{0,k2,0} for any α, N, k3 ∈ R. For the
second form factors A2 we can resolve the first equation
0 = K12A2 = α2K12 J2+kt{kj} = −2αk1 J3+kt{k1−1,k2,k3} + 2αk2 J3+kt{k1,k2−1,k3} (B.3.7)
that give the constraint k1 = k2 = 0. Using this information we can resolve the second homogeneous equation
for A2 as
0 = K213A2 = α2K
2
13 J2+k3{00k3} = 4αk3(k3 − 1) J4+k3{00,k3−2} (B.3.8)
given two solutions k3 = 0 and k3 = 1. The last equation
K12K13A2 = α2K12K13 J2+k3{00k3} = 0 (B.3.9)
is identically satisfied and does not give us further informations. Finally we can write the most general solution
for the second form factor A2 in terms of the triple-K integrals
A2 = α2 J2{000} + α21 J3{001} (B.3.10)
where we have introduced another constant α12 ∈ R related to the solution k3 = 1, k1 = k2 = 0. In the same
way we can resolve the equations for the A3 form factor as follows
K12A3 = 0 =⇒ k1 = k2 = 0, (B.3.11)
K313A3 = 8α3 k3(k3 − 1)(k3 − 2) Jk3+3{00,k3−3} = 0, =⇒ k3 = 0, k3 = 1, k3 = 2 (B.3.12)
and the other equations are identically satisfied. Therefore in summary we can write the most general solutions
obtained in our approach as
A1 = α1 J4{000} (B.3.13)
A2 = α2 J2{000} + α21 J3{001} (B.3.14)
A3 = α3 J0{000} + α31 J1{001} + α32 J2{002} (B.3.15)
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where all the α are numerical constants. Finally, the inhomogeneous parts of (A.6.15) fix some of these
constants. When the solution above is substituted into the primary CWI’s (A.6.15)
K13A2 = 8A1 =⇒ 2α21J4{000} = 8α1 J4{000} (B.3.16)
K13A3 = 2A2 =⇒ 2α31 J2{000} + 4α32 J3{001} = 2α2 J2{000} + 2α21 J3{001} (B.3.17)
requires that
α21 = 4α1, α31 = α2, α32 = 2α1 (B.3.18)
We have analyzed the primary CWI’s for the 〈TTO〉 correlation function and finally we find the solution
A1 = α1 J4{000}
A2 = α2 J2{000} + 4α1 J3{001}
A3 = α3 J0{000} + α2 J1{001} + 2α1 J2{002}
(B.3.19)
depending on three undetermined constants α1, α2, α3 ∈ R. The method to solve the primary CWI’s is
applicable to all 3-point functions and we will see that the secondary CWI’s in this case (TTO) will reduce
the number of undetermined constants to just one.
B.4 The analysis of the secondary CWI’s
We have shown that the primary CWI’s fix the functional structure of the form factors and allow to write
the solutions as a linear combinations of triple-K integrals with some undetermined constants. The role of
the secondary CWI’s, that are first order partial differential equations, is to fix the algebraic relation between
the undetermined constants in order to give a final solution given as a linear combination of minimal and
independent number of constants.
We can now impose the secondary CWI’s for the solutions obtained in (B.3.19). If we substitute the full
solutions to the primary CWI’s into the secondary in order to extract more information about the constants,
we may encounter some troubles in the computation that is purely algebraic. However, we can examine the
relations in the zero-momentum limit and this procedure can simplify our algebraic equations.
In the zero-momentum limit p3µ → 0, p1µ = −p2µ = pµ, there are different expansion for the Bessel function.
In particular, depending on the parameter ν one can expand as
K0(p3x) = log
(
2
p3 x
)
− γE (B.4.1)
pν3 Kν(p3x), =
[
2ν−1Γ(ν)
xν
+O(p23)
]
+ p2ν3
[
2−ν−1Γ(−ν)xν +O(p23)
]
, ν /∈ Z (B.4.2)
pn3 Kn(p3x), =
[
2n−1Γ(n)
xn
+O(p23)
]
+ p2n3
[
(−1)n+1
2n Γ(n+ 1)
xn log p3 + f(log(x)) +O(p
2
3)
]
, n ∈ N. (B.4.3)
obtained from the expression of the modified Bessel functions K given in [114], indeed for the case ν = n ∈ N
the Bessel function assumes the following form
Kn(x) = lim
ν→n Kν(x) = (−1)
n+1 In(x) log
x
2
+
1
2
n−1∑
k=0
(−1)k (n− k − 1)!
k!
(x
2
)2k−n
+
(−1)n
2
∞∑
k=0
ψ(k + n+ 1) + ψ(k + 1)
(n+ k)!k!
(x
2
)n+2k
, (B.4.4)
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where In(x) is the modified Bessel function of the first kind. For the further discussion, we will assume that
β3 > 0 that translates, in terms of scaling dimensions, in the condition ∆3 >
d
2
. The latter is always satisfied
when the correlation function is constructed with conserved currents and stress-energy tensor. It is worth
noting that the relation K−ν(x) = Kν(x) is valid in any case. With the assumptions discussed above, we can
compute the zero-momentum limit of the triple-K integrals as
lim
p3→0
Iα{βj}(p, p, p3) = 2
β3−1Γ(β3)pβ1+β2
∫ ∞
0
dxxα−β3 Kβ1(px)Kβ2(px) (B.4.5)
and using the relation in [114]∫ ∞
0
dxxα−1Kν(cx)Kµ(cx) =
2α−3
Γ(α) cα
Γ
(
α+ µ+ ν
2
)
Γ
(
α+ µ− ν
2
)
Γ
(
α− µ+ ν
2
)
Γ
(
α− µ− ν
2
)
with Re(c) > 0, Re(α) > |Re(µ)|+ |Re(ν)|, (B.4.6)
we obtain the final result
lim
p3→0
Iα{βj}(p, p, p3) = p
βt−α−1 `α{βj} (B.4.7)
where
`α{βj} =
2α−3Γ(β3)
Γ(α− β3 + 1) Γ
(
α+ βt + 1
2
− β3
)
Γ
(
α− βt + 1
2
+ β1
)
Γ
(
α− βt + 1
2
+ β2
)
Γ
(
α− βt + 1
2
)
(B.4.8)
which is valid away from poles of the gamma function with the conditions α > βt − 1, p > 0.
B.5 Solving the secondary equations
As previously mentioned, the secondary CWI’s allow to establish a relation among all the constants in the
solutions of the primary CWI’s. For this reason, we perform the zero momentum limit in order to extract these
algebraic equations involving all the constants. In this section we illustrate this procedure for the 〈TTO〉.
First of all we have to explicit the secondary CWI’s (A.7.9) using the expression of the form factors given by
the primary (B.3.19), and making use of the relations (C.7.16)-(C.7.20) we obtain
0 = L2A2 + 4RA3 = α2
[
− p21(p21 + p22 − p23) I d
2
+2{ d2−1, d2 ,∆3− d2} − 2p
2
1p
2
2 I d
2
+2{ d2 , d2−1,∆3− d2}
+ d(p23 − p22 − p21) I d
2
+1{ d2 , d2 ,∆3− d2} + 2p
2
1 I d
2
+1{ d2 , d2 ,∆3− d2}
]
+ 4α1
[
− p21(p21 + p22 − p23) I d
2
+3{ d2−1, d2 ,∆3− d2 +1}
− 2p21p22 I d
2
+3{ d2 , d2−1,∆3− d2 +1} + d(p
2
3 − p22 − p21) I d
2
+2{ d2 , d2 ,∆3− d2 +1} + 2p
2
1 I d
2
+2{ d2 , d2 ,∆3− d2 +1}
]
+ 4α3
(
− p21 I d
2 { d2−1, d2 ,∆3− d2} − d I d2−1{ d2 , d2 ,∆3− d2}
)
+ 4α2
(
−p21 I d
2
+1{ d2−1, d2 ,∆3− d2 +1} − d I d2 { d2 , d2 ,∆3− d2 +1}
)
+ 8α1
(
−p21 I d
2
+2{ d2−1, d2 ,∆3− d2 +2} − d I d2 +1{ d2 , d2 ,∆3− d2 +2}
)
, (B.5.1)
where we have used the definition of the reduced version of the triple-K integral
JN{kj} = I d
2
−1+N{∆j− d2 +kj}. (B.5.2)
Equally, one can write the other secondary CWI’s will have the form
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0 = L2A1 +RA2
= α1
[
− p21(p21 + p22 − p23) I d
2
+4{ d2−1, d2 ,∆3− d2} − 2p
2
1p
2
2 I d
2
+4{ d2 , d2−1,∆3− d2} + d(p
2
3 − p22 − p21) I d
2
+3{ d2 , d2 ,∆3− d2}
+ 2p21 I d
2
+3{ d2 , d2 ,∆3− d2}
]
+ α2
(
−p21 I d
2
+2{ d2−1, d2 ,∆3− d2} − d I d2 +1{ d2 , d2 ,∆3− d2}
)
+ 4α1
(
−p21 I d
2
+3{ d2−1, d2 ,∆3− d2 +1} − d I d2 +2{ d2 , d2 ,∆3− d2 +1}
)
. (B.5.3)
We now consider the zero-momentum limit (B.4.7) of these equations, obtaining the relation
0 = lim
p3→0
L2A2 + 4RA3
= −2p∆3
{
4α1
[
d ` d
2
+1{ d2 , d2 ,∆3− d2 +2} + ` d2 +2{ d2−1, d2 ,∆3− d2 +2} + ` d2 +3{ d2−1, d2 ,∆3− d2 +1} + ` d2 +3{ d2 , d2−1,∆3− d2 +1}
+ (d− 1) ` d
2
+2{ d2 , d2 ,∆3− d2 +1}
]
+ α2
[
2 ` d
2
+1,{ d2−1, d2−1,∆3− d2 +1} + ` d2 +2{ d2−1, d2 ,∆3− d2} + ` d2 +2{ d2 , d2−1,∆3− d2}
+ (d− 1) ` d
2
+1{ d2 , d2 ,∆3− d2} + 2d ` d2 { d2 , d2 ,∆3− d2 +1}
]
+ 2α3
[
d ` d
2
−1{ d2 , d2 ,∆3− d2} + ` d2 { d2−1, d2 ,∆3− d2}
] }
(B.5.4)
0 = lim
p3→0
L2A1 +RA2
= p∆3−2
{
− 2α1
[
2d ` d
2
+2{ d2 , d2 ,∆3− d2 +1} + 2 ` d2 +3{ d2−1, d2 ,∆3− d2 +1} + (d− 1) ` d2 +3{ d2 , d2 ,∆3− d2}
+ ` d
2
+4{ d2−1, d2 ,∆3− d2} + ` d2 +4{ d2 , d2−1,∆3− d2}
]
− α2
[
d ` d
2
+1{ d2 , d2 ,∆3− d2} + ` d2 +2{ d2−1, d2 ,∆3− d2}
] }
.
(B.5.5)
The two secondary CWI’s in (B.5.4) and (B.5.5) scale homogeneously as p∆3 and p∆3−2 respectively. Thus,
expanding the result, by using the definition (B.4.8), we derive the relations
0 = lim
p3→0
L2A2 + 4RA3 = p
∆3 2
d
2
−4 Γ
(
−∆3
2
) [
Γ
(
d−∆3
2
)]2
Γ
(
d− ∆3
2
)
Γ
(
∆3 − d
2
)
1
Γ (d−∆3)
×
{
− 2α3(2d−∆3)− 2α1(2d−∆3)(∆3 + 2)(d−∆3 − 2)(d− 2∆3) + α2
(
d− ∆3
2
) (
d(∆3 + 4)−∆3(∆3 + 8)
)}
(B.5.6)
0 = lim
p3→0
L2A1 +RA2 = p
∆3−2 2
d
2
−4 Γ
(
1− ∆3
2
)[
Γ
(
d−∆3
2
)]2
Γ
(
d− ∆3
2
+ 2
)
Γ
(
∆3 − d
2
)
(d−∆3)2
Γ(d−∆3 + 2)
×
{
α1(∆3 + 2)(d−∆3 − 2)− α2
}
(B.5.7)
In order to satisfy the above equations, the only way is to set the coefficient in curly brackets to vanish,
obtaining
α2 = α1(∆3 + 2)(d−∆3 − 2) (B.5.8)
α3 =
α1
4
∆3(∆3 + 2)(d−∆3 − 2)(d−∆3). (B.5.9)
From this analysis we observe that the final solution depends only on a single constant factor α1.
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B.6 Regularisation and renormalization
In this section we briefly discuss the procedure of regularisation of the triple-K integrals when some
divergences occur. For more details about this procedure see [54, 110, 111].
We will now focus on the special cases where the triple-K integral is singular, i.e., when the dimensions of
operators satisfy one or more of the conditions
α+ 1± β1 ± β2 ± β3 = −2k (B.6.1)
for some non-negative integer k. In this region of the parameters, the general triple-K integral defined in
(B.1.1) diverges and we have to take in account a regularization procedure. In order to do that, we introduce
the regulated parameters
α 7→ α¯ = α+ u, βj 7→ β¯j = βj + vj, (B.6.2)
where u and vj , j = 1, 2, 3 are fixed but arbitrary numbers that specify the direction of the shift. In this way
we regard the regulated triple-K integral
Iα{βk}(p1, p2, p3) 7→ Iα¯{β¯k}(p1, p2, p3) (B.6.3)
as a function of the regulator  with all the momenta fixed. The divergences of the integrals manifest as a
pole at  = 0. It is worth mentioning that not all the choices of the shifts u, vj actually regulate the integral,
but some useful choices exist. For instance, if we consider the scheme u = v1 = v2 = v3, this is equivalent to
perform a shift of the physical dimensions of the same quantity 2u. In fact, the general mapping (B.6.2) can
be a viewed as shift of the spacetime and conformal dimensions as
d 7→ d+ 2u, ∆j 7→ ∆j + (u+ vj), j = 1, 2, 3 (B.6.4)
where with the choice mentioned above we have an equal scaling of d and ∆j . Another particular and useful
choice is to consider vj = 0 for all j = 1, 2, 3. This scheme preserves the βj and hence the indices of the Bessel
functions in the triple-K integral, and then the expansion to extract the pole structures in  will be easier to
perform.
We now consider the case of the 〈TTO〉 correlation function. The solutions for the form factors from the
conformal Ward identities are written in terms of triple-K integrals as in (B.3.19). Looking at the first form
factor A1, given just in terms of J4{000}, we observe that it can diverge, by using (B.6.1), if one or more of
the conditions
d
2
+ 4± d
2
± d
2
±
(
∆3 − d
2
)
= −2k, k ∈ Z+ (B.6.5)
are satisfied. One can use a special notation in order to refer to all the cases in which a singularity shows up.
If denote by (±±±) the possible choices of the sign in (B.6.5), the are six cases in total. However, in order
to have a negative even number on the LHS of (B.6.5), there are just two possible choices of signs, which are
(+ +−) and (+ + +), with
δ+ = 4− d+ ∆3, δ− = 4−∆3 (B.6.6)
where δ is the left-hand side of (B.6.5) and the subscript ± indicate the sign choice of the ∆3− d/2 term. We
observe that in the case ∆3 = 4+2k or ∆3 = d−4−2k the particular triple-K integral J4{000} has divergences
and needs to be regulated. One needs to repeat this analysis for all the integrals appearing in the final form
of all the form factors.
To present a practical example, we consider the scalar operator in the 3-point function 〈TTO〉 with conformal
dimension ∆3 = 1 and in a d = 3 dimensional CFT. Under these conditions, one can immediately see that
the form factor A1 does not contain divergences and indeed by using (B.6.6) we find δ± 6= −2k, with k ∈ Z+.
The same does not happen for the other two form factors A2 and A3 in (B.3.19). Using the results in [54, 12]
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we see that the only convergent integrals are J4{000} = I 9
2{ 32 , 32 ,− 12} and J3{001} = I 72{ 32 , 32 , 12}. The remaining
integrals require a regularisation procedure. To do this, we choose the particular scheme u = 1 and vj = 0,
j = 1, 2, 3 for which we can calculate all the shifted integrals of the form JN+{kj} using (C.7.4), and we can
expand the result around  = 0. For instance, if we take the integral
J2+{000} = I 5
2
+{ 32 , 32 ,− 12} =
(pi
2
) 3
2 1
 p3
+O(0) (B.6.7)
since the regulator  in the triple-K integrals cannot be removed, we cannot easily take the zero-momentum
limit to resolve the secondary CWI’s. In order to obtain a finite expression of the form factors, one has to
assume that the constants αj in (B.3.19) depend on the regulator  as well. We make explicit the  dependence
of the coefficient αj by the definition
αj =
∞∑
n=−∞
α
(n)
j 
n, j = 1, 2, 3. (B.6.8)
However, the constant α1 does not depend on the regulator because it multiplies an integral which is already
finite, and for this reason we will choose α1 = α
(0)
1 . In the next section we will present all the details of the
analysis of the secondary CWI’s for the case 〈TTO〉 when there are divergences.
B.7 Secondary CWI’s with divergent triple-K integral
We analyse in details the method to extract information from the secondary CWI’s when the relation
(B.6.1) holds and the triple-K integrals manifest a singular behaviour. Consider the solution to the primary
CWI’s for the 〈TTO〉 point function
A1 = α1 J4{000} (B.7.1)
A2 = α2 J2{000} + 4α1 J3{001} (B.7.2)
A3 = α3 J0{000} + α2 J1{001} + 2α1 J2{002} (B.7.3)
and the secondary CWI’s
L2A1 +RA2 = 0, L2A2 + 4RA3 = 0. (B.7.4)
We consider the case previously mentioned with ∆3 = 1, d = 3, recalling that the secondary CWI’s are
0 = L2A1 +RA2 (B.7.5)
0 = L2A2 + 4RA3. (B.7.6)
These form factors contain the integrals J2{000}, J1{001}, J0{000}, J1{−100} that are divergent and can be
regulated by using the prescription in Appendix B.6. Then, expanding in power of  we find
J2+{002} = I 5
2
+{ 32 , 32 , 32} = −
(
pi
2
) 3
2 p31 + 2p
2
1(p2 + p3) + 2p1(p
2
2 + p2 p3 + p
2
3) + (p2 + p3)(p
2
2 + p2p3 + p
2
3)
(p1 + p2 + p3)2
+O()
J2+{000} = I 5
2
+{ 32 , 32 ,− 12} =
(
pi
2
) 3
2 1
p3
+O(0)
J1+{001} = I 3
2
+{ 32 , 32 , 12} = −
(
pi
2
) 3
2 p3

+O(0)
J0+{000} = I 1
2
+{ 32 , 32 ,− 12} = −
(
pi
2
) 3
2 p21 + p
2
2 − p23
2p3
+O(0).
.
(B.7.7)
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All the other integrals in the form factors are convergent and are explicitly given by
J4{000} = I 9
2{ 32 , 32 ,− 12} =
(
pi
2
) 3
2 3p31 + 4p1(3p2 + p3) + (p2 + p3)(3p2 + p3)
(p1 + p2 + p3)4
(B.7.8)
J3{001} = I 7
2{ 32 , 32 , 12} =
(
pi
2
) 3
2 (p1 + p2 + p3)(p1 + 2p2 + p3) + p1(p1 + 3p2 + p3)
(p1 + p2 + p3)3
. (B.7.9)
Using the explicit expressions written above, the secondary CWI’s turn into
0 = L2A1 +RA2
= −α1
(
pi
2
) 3
2 9
p3
− α2
(
pi
2
) 3
2 p21(p1 + 3p2 + p3)
p3 (p1 + p2 + p3)3
− 3
(
pi
2
) 3
2 α2
p3
(
(p1 + p2)(p1 + p2 + p3) + p1p2)
(p1 + p2 + p3)2
− log (p1 + p2 + p3) + 1

− γE
)
+O() (B.7.10)
0 = L2A2 + 4RA3
= 36α1
(
pi
2
) 3
2
p3 +
α2
p3
(
pi
2
) 3
2
[
(15p23 − 3p22 − p21)

+ f1
(
p1, p2, p3, γE
)]
+ α3
(
pi
2
) 3
2
[
2(p21 + 3p
2
2 − 3p23)
p3 
+ f2
(
p1, p2, p3, γE
)]
+O(), (B.7.11)
where f1 and f2 are two analytic functions of the momenta in the physical region p1 + p2 + p3 > 0, with
γE denoting the Euler constant. Notice that the f ′s will not be relevant in the discussion that will follow,
since they will be multiplied by positive powers of the regulator . In order to take care of the divergences we
make explicit the  dependence of the coefficients αj through the definition (B.6.8). Referring to the solution
(B.7.3) of the form factors, we observe that they must not depend on the regulator . Therefore we impose
the conditions [12]
α1 = α
(0)
1 ,
α
(n)
2 = 0,
α
(n)
3 = 0,
n = −1,−2,−3, . . . . (B.7.12)
Then, collecting all the terms in (B.7.10) with respect to the powers of  and imposing that they are zero
order by order we find the conditions
α
(0)
2 = 0, 
−1 order (B.7.13)
α
(1)
2 = −3α(0)1 , 0 order (B.7.14)
. . . , (B.7.15)
where we have defined p123 = p1 + p2 + p3. The same procedure may be applied to the remaining secondary
CWI’s (B.7.11) giving the conditions
α
(0)
3 = 0, 
−1 order (B.7.16)
α
(1)
3 = −
3
2
α
(0)
1 , 
0 order (B.7.17)
. . . , (B.7.18)
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where we have used the results in (B.7.13)-(B.7.15). It is worth mentioning that the coefficients α(k)2 , α
(k)
3 ,
k = 2, 3, . . . , do not contribute to the final regularized expression of the form factors when the regulator  is
set to zero. Finally, we can give the regulated expression for the form factors in d = 3 and ∆ = 1 as
A1 = α
(0)
1 J4{000} (B.7.19)
A2 = −3α(0)2 JReg2{000} + 4α
(0)
1 J3{001} (B.7.20)
A3 = −3
2
α
(0)
1 J
Reg
0{000} − 3α
(0)
1 J
Reg
1{001} + 2α
(0)
1 J
Reg
2{002} (B.7.21)
where J4{000} and J3{000} are given by (B.7.8) and (B.7.9) respectively, and the other regularized integrals are
written explicitly as
JReg2{002} = −
(
pi
2
) 3
2 p31 + 2p
2
1(p2 + p3) + 2p1(p
2
2 + p2 p3 + p
2
3) + (p2 + p3)(p
2
2 + p2p3 + p
2
3)
(p1 + p2 + p3)2
, (B.7.22)
JReg2{000} =
(
pi
2
) 3
2 1
p3
, (B.7.23)
JReg0{000} = −
(
pi
2
) 3
2
p3, (B.7.24)
JReg1{001} = −
(
pi
2
) 3
2 p21 + p
2
2 − p23
2p3
. (B.7.25)
Also in this case all the form factors are completely fixed modulo an overall constant α(0)1 . We notice that
these results are in agreement with the relations between the constants obtained in the general case
α2 = α1(∆3 + 2)(d−∆3 − 2) (B.7.26)
α3 =
α1
4
∆3(∆3 + 2)(d−∆3 − 2)(d−∆3). (B.7.27)
With the conditions ∆3 = 1 and d = 3 + , they are written as
α2 = −3 α(0)1 , α3 = −
3
2
 α
(0)
1 , (B.7.28)
which, order by order in , give the same constraints (B.7.13)-(B.7.14) and (B.7.16)-(B.7.17) discussed in this
section. We have illustrated a method [12] for extracting the algebraic dependencies among the integration
constants, using the information of the primary and secondary CWI’s. The analysis has been performed in the
general case, where the regulator can be removed from all the triple-K integrals involved since we are simply
avoiding unphysical singularities. In the following section we will discuss the case in which the regulator
cannot be removed, which takes to the ordinary regularization of the integrals and to the generation of the
conformal anomaly.
As we have just discussed, the primary CWI’s can be solved using triple-K integrals and the solutions are
substituted into the secondary CWI’s. In general, the secondary CWI’s lead to linear algebraic equations
between the various constants appearing in the solutions of the primary conformal Ward identities. The
precise form of the secondary CWI’s depends on the information provided by the transverse Ward identities.
In the case of the 〈TTO〉 we have shown that the transverse Ward identity does not contribute to the secondary
CWI’s. In general this is not the case in the 〈TTT 〉.
Furthermore, we have also illustrated how to extract a set of algebraic equations for the constants, obtained
from the secondary CWI’s. This set of equations may be extracted through an analysis of the zero-momentum
limit of the same equations when the regulator can be removed from all triple-K integrals. Finally, we have
also shown how to regulate the integrals when the zero-momentum limit generates divergences. This procedure
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brought to another set of equations that, once solved, give relations among the constants. At the end, the
final result of the 3-point function is unique up to one overall constant, which can be matched to a free field
theory with a particular particle content. This approach is fully addressed in the case of the TTT correlator
in Appendix C.
C The TTT
C.1 Reconstruction method and Primary CWI’s
We start with the analysis of the transverse and trace Ward identities. These relations follow from the
analysis in Appendix A.3. By taking two functional derivatives of (A.3.2),(A.3.3) and then in the limit
gµν = δµν we obtain the canonical Ward identities for the 〈TTT 〉 in position space
∂ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 =
[
∂ ν1δ(x1 − x2)
]Bµ1ν1µ2ν2αβ 〈Tαβ(x1)Tµ3ν3(x3)〉
+
[
∂ν1δ(x1 − x3)
]Bµ1ν1µ3ν3αβ 〈Tαβ(x1)Tµ2ν2(x2)〉
δµ1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 = −2 〈Tµ2ν2(p2 + p1)Tµ3ν3(x3)〉 − 2 〈Tµ2ν2(p2)Tµ3ν3(p3 + p1)〉 ,
where B is a constant tensors defined as
Bµ1ν1µjνjαβ ≡ −2 δµ1(µjδνj)(αδν1β) + δµ1ν1 δ(µjαδνj)β. (C.1.1)
By Fourier transforming we obtain these canonical Ward identities in momentum space as
p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 = p2 ν1Bµ1ν1µ2ν2αβ 〈Tαβ(p1 + p2)Tµ3ν3(p3)〉
+ p3ν1Bµ1ν1µ3ν3αβ 〈Tαβ(p1 + p3)Tµ2ν2(p2)〉 (C.1.2)
δµ1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 = −2 〈Tµ2ν2(p2 + p1)Tµ3ν3(x3)〉 − 2 〈Tµ2ν2(p2)Tµ3ν3(p3 + p1)〉 , (C.1.3)
We can now apply the general method presented in order to solve the 〈Tµ1ν1Tµ2ν2Tµ3ν3〉 correlation function.
For the decomposition of the transverse and traceless part of this correlation function we follow the analysis
of Appendix A. The decomposition of the TTT can be written as
〈Tµ1ν1 Tµ2ν2 Tµ3ν3〉 = 〈tµ1ν1 tµ2ν2 tµ3ν3〉+ 〈Tµ1ν1 Tµ2ν2 tµ3ν3loc 〉+ 〈Tµ1ν1 tµ2ν2loc Tµ3ν3〉
+ 〈tµ1ν1loc Tµ2ν2 Tµ3ν3〉 − 〈Tµ1ν1 tµ2ν2loc tµ3ν3loc 〉 − 〈tµ1ν1loc tµ2ν2loc Tµ3ν3〉
− 〈tµ1ν1loc Tµ2ν2 tµ3ν3loc 〉+ 〈tµ1ν1loc tµ2ν2loc tµ3ν3loc 〉 , (C.1.4)
where the transverse traceless part consists of five form factors,
〈tµ1ν1(p1)tµ2ν2(p2)tµ3ν3(p3)〉 = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Π
µ3ν3
α3β3
(p3)
×
[
A1 p
α1
2 p
β1
2 p
α2
3 p
β2
3 p
α3
1 p
β3
1 +A2 δ
β1β2pα12 p
α2
3 p
α3
1 p
β3
1 +A2 (p1 ↔ p3) δβ2β3pα23 pα31 pα12 pβ12
+A2 (p2 ↔ p3) δβ3β1pα31 pα12 pα23 pβ23 +A3 δα1α2δβ1β2pα31 pβ31 +A3(p1 ↔ p3) δα2α3δβ2β3pα12 pβ12
+A3(p2 ↔ p3) δα3α1δβ3β1pα23 pβ23 +A4 δα1α3δα2β3pβ12 pβ23 +A4(p1 ↔ p3) δα2α1δα3β1pβ23 pβ31
+A4(p2 ↔ p3) δα3α2δα1β2pβ31 pβ12 +A5δα1β2δα2β3δα3β1
]
, (C.1.5)
and all the local parts depend on the two point functions TT via the canonical Ward Identities. One can
observe that the form of the transverse traceless part in (C.1.5) is manifestly invariant under the permutation
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group of the set {1, 2, 3}. In this case the special conformal Ward identities reads
0 =Kκ 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉
=
2∑
j=1
(
2(∆j − d) ∂
∂pj κ
− 2pαj
∂
∂pαj
∂
∂pj κ
+ (pj)
κ ∂
∂pαj
∂
∂pj α
)
〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉
+ 4
(
δκ(µ1
∂
∂pα11
− δκα1δ
(µ1
λ
∂
∂p1λ
)
〈T ν1)α1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉
+ 4
(
δκ(µ2
∂
∂pα22
− δκα2δ
(µ2
λ
∂
∂p2λ
)
〈Tµ2)α2(p2)Tµ1ν1(p1)Tµ3ν3(p3)〉 . (C.1.6)
Considering the decomposition Tµν = tµν + tµνloc, we find that the action of the special conformal operator
Kκ on the transverse and traceless part of the correlator is still transverse and traceless. For this reason we
are free to apply the transverse-traceless projectors in order to isolate equations for the form factors appearing
in the decomposition of 〈tµ1ν1tµ2ν2tµ3ν3〉. Using the relations in Appendix C.6 one finds
0 = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Π
µ3ν3
α3β3
(p3)Kκ 〈tα1β1(p1)tα2β2(p2)tα3β3(p3)〉
+
4d
p21
Πµ1ν1α1β1(p1)
[
δα1κp1γ1 〈T β1γ1(p1)tµ2ν2(p2)tµ3ν3(p3)〉
]
+
4d
p22
Πµ2ν2α2β2(p2)
[
δα2κp2γ2 〈tµ1ν1(p1)T β2γ2(p2)tµ3ν3(p3)〉
]
+
4d
p23
Πµ3ν3α3β3(p3)
[
δα3κp3γ3 〈tµ1ν1(p1)tµ2ν2(p2)T β3γ3(p3)〉
]
(C.1.7)
The last three terms are semi-local and may be re-expressed in terms of 2-point functions via (C.1.2). From
the previous relation one can extract the CWI’s as in Appendix A.5 and it is possible to write the most general
form of the result as
0 = Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Πµ3ν3α3β3(p3)Kκ 〈〈tα1β1(p1)tα2β2(p2)tα3β3(p3)〉〉
= Πµ1ν1α1β1(p1)Π
µ2ν2
α2β2
(p2)Π
µ3ν3
α3β3
(p3)×
{
pκ1
(
C1,1 p
α1
2 p
β1
2 p
α2
3 p
β2
3 p
α3
1 p
β3
1 + C1,2 p
α1
2 p
α3
1 p
β3
1 p
α2
3 δ
β1β2
+ C1,3 p
β1
2 p
α1
2 p
α3
1 p
α2
3 δ
β2β3 + C1,4 p
α1
2 p
α2
3 p
α3
1 p
β2
3 δ
β1β3 + C1,5 p
β3
1 p
β1
2 δ
α1α2δα3β2
+ C1,6 p
β3
1 p
α3
1 δ
α1α2δβ1β2 + C1,7 p
β3
1 p
α2
3 δ
α3α1δβ1β2 + C1,8 p
β1
2 p
α1
2 δ
α2α3δβ2β3
+ C1,9 p
β2
3 p
α2
3 δ
α1α3δβ1β3 + C1,10 δ
α1β2δα2β3δα3β1
)
+
(
pκ1 ↔ pκ2 ; C1,j ↔ C2,j
)
+
(
pκ1 ↔ pκ3 ; C1,j ↔ C3,j
)
+ δκα1
(
C3,1 p
α2
3 p
β2
3 p
α3
1 p
β3
1 p
β1
2 + C3,2 δ
α2β3pβ23 p
α3
1 p
β1
2 + C3,3 δ
α2β1pα31 p
β2
3 p
β3
1 + C3,4 δ
α3β1pα23 p
β2
3 p
β3
1
+ C3,5 δ
α2β1δα3β2pβ31 + C3,6 δ
α2β3δα3β1pβ23 + C3,7 δ
α2β3δα3β2pβ12
)
+ [(α1, β1, p2)↔ (α2, β2, p3)] + [(α1, β1, p2)↔ (α3, β3, p1)]
}
(C.1.8)
where the coefficients Cj,k are differential equations involving the form factors A1, A2, A3, A4, A5. Each
CWI’s can the be presented in terms of the momentum magnitudes pj . The primary CWI’s appear as the
coefficients of transverse ore transverse-traceless tensors containing pκ1 , pκ2 . The remaining equations, following
from all other transverse or transverse-traceless terms, are then the secondary CWI’s. Using the definitions
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of the operators LN and R from (A.7.1) and (A.7.2) we can write the primary Ward identities
K13A1 = 0
K13A2 = 8A1
K13A3 = 2A2
K13A4 = −4A2(p2↔3)
K13A5 = 2 [A4 −A4(p3↔1)]
K32A1 = 0
K32A2 = −8A1
K32A3 = −2A2
K32A4 = 4A2(p3↔1)
K32A5 = 2A4(p3↔2)− 2A4
K12A1 = 0
K12A2 = 0
K12A3 = 0
K12A4 = 4 [A2(p1↔3)−A2(p2↔3)]
K12A5 = 2 [A4(p2↔3)−A4(p3↔1)]
(C.1.9)
The solution follow from the analysis in Appendix B.3,
A1 = α1 J6{000} (C.1.10a)
A2 = 4α1 J5{001} + α2 J4{000} (C.1.10b)
A3 = 2α1 J4{002} + α2 J3{001} + α3 J2{000} (C.1.10c)
A4 = 8α1 J4{110} − α2 J3{001} + α4 J2{000} (C.1.10d)
A5 = 8α1 J3{111} + 2α2
(
J2{110} + J2{101} + J2{011}
)
+ α5 J0{000}, (C.1.10e)
where aj , j = 1, . . . , 5 are constants. If the integrals diverge we should regularize the integral. The independ-
ent secondary Ward identities are written in the form
C31 = − 2
p21
(
L6A1 + R
[
A2 −A2(p3 ↔ p2)
])
= −4d
p21
coeff. of pµ23 p
ν2
3 p
µ3
1 p
ν3
1 p
µ1
2 in p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 (C.1.11)
C32 =
2
p21
(
L4A2(p3 ↔ p1) + R
[
A4(p3 ↔ p2)−A4
])− 4 (A2 −A2(p3 ↔ p2))
=
4d
p21
coeff. of δµ2µ3pν23 p
ν3
1 p
µ1
2 in p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 (C.1.12)
C33 =
1
p21
(
L6A2 + 2R
[
2A3 −A4(p3 ↔ p1)
])
=
4d
p21
coeff. of δµ2µ1pµ31 p
ν3
1 p
ν2
3 in p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 (C.1.13)
C35 = − 1
p21
(
L4A4(p3 ↔ p2)− 2RA5
)
+ 8A3 − 2A4(p3 ↔ p1)
= −4d
p21
coeff. of δµ2µ1δµ3ν2pν31 in p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 (C.1.14)
C36 =
1
p21
(
L4A4 − 2RA5(p3 ↔ p2)
)
+ 8A3(p3 ↔ p2)− 2A4(p3 ↔ p1)
=
4d
p21
coeff. of δµ3µ1δµ2ν3pν23 in p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 (C.1.15)
C37 = − 2
p21
L2A3(p3 ↔ p1)− 2A4 + 2A4(p3 ↔ p2)
= −4d
p21
coeff. of δµ2µ3δν3ν2pµ12 in p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 (C.1.16)
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The equations C31 and C32 are trivially satisfied in all the cases and do not impose any additional conditions
on primary constants. In order to show this statement we can now explicit the contributions on the right-hand
sides of the secondary CWI’s. We need the expression of the transverse Ward identities to do so. Starting
from (C.1.2) and writing explicit the tensor coefficient B one can find
p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 = pµ12 〈Tµ2ν2(p1 + p2)Tµ3ν3(p3)〉+ pµ13 〈Tµ2ν2(p2)Tµ3ν3(p3 + p1)〉
− 2δµ1(µ2p2α 〈T ν2)α(p1 + p2)Tµ3ν3(p3)〉 − 2δµ1(µ3p3α 〈T ν3)α(p1 + p3)Tµ2ν2(p2)〉 (C.1.17)
and using the explicit form for the TT 2-point function we find
p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 = pµ12
[
Πµ2ν2µ3ν3(p3)ATT (p3)−Πµ2ν2µ3ν3(p2)ATT (p2)
]
− 2[δµ1(µ2p2αΠν2)αµ3ν3(p3)ATT (p3)− δµ1(µ3p3αΠν3)αµ2ν2(p2)ATT (p2)] (C.1.18)
where ATT (pi) depends on the normalization coefficient of the 2-point function TT and it is defined as
ATT (p) = cT
{
pd if d = 3, 5, 7, . . .
pd(− log(p2) + local) if d = 2, 4, 6, . . . . (C.1.19)
In (C.1.8) the transverse Ward identities multiply three projection operator. Taking in mind this information
we can drop out from (C.1.18) those terms that vanish once the contraction with the projector is considered.
In this way we can expressed
p1ν1 〈Tµ1ν1(p1)Tµ2ν2(p2)Tµ3ν3(p3)〉 = 2 pµ12 δν2µ3δµ2ν3
[
ATT (p3)−ATT (p2)
]
+ 4
[
pν31 δ
µ1µ2δν2µ3ATT (p3) + p
ν2
3 δ
µ1µ3δν3µ2ATT (p2)
]
. (C.1.20)
From the previous expression we can give an explicit form of the secondary Ward identities as
L6A1 + R
[
A2 −A2(p3 ↔ p2)
]
= 0 (C.1.21)
L4A2(p3 ↔ p1) + R
[
A4(p3 ↔ p2)−A4
]
+ 2p21 [A2(p3 ↔ p2)−A2] = 0 (C.1.22)
L6A2 + 2R
[
2A3 −A4(p3 ↔ p1)
]
= 0 (C.1.23)
L4A4(p3 ↔ p2)− 2RA5 + 2p21 [A4(p3 ↔ p1)− 4A3] = 8dATT (p3) (C.1.24)
L4A4 − 2RA5(p3 ↔ p2) + 2p21 [A4(p3 ↔ p1)− 4A3(p3 ↔ p2)] = 8dATT (p2) (C.1.25)
L2A3(p3 ↔ p1) + p21 [A4 −A4(p3 ↔ p2)] = 4d
[
ATT (p3)−ATT (p2)
]
(C.1.26)
From the definition of ATT in (C.1.19) one observes that the secondary CWI’s simplify in zero-momentum
limit p3 → 0, p1 = −p2 = p.
C.2 Divergences
We discuss the divergences of the solutions (C.1.10) for the form factors that satisfy the primary CWI’s
(C.1.9). We have discussed the cases in which the triple-K integrals are divergent and in the TTT we obtain(
d
2
+N
)
±
(
d
2
+ k1
)
±
(
d
2
+ k2
)
±
(
d
2
+ k3
)
= −2n, n ∈ N (C.2.1)
where the parameters N, k1, k2, k3 are those appearing in the solutions of the form factors written as reduced
triple-K integrals JN,{k1,k2,k3}. As pointed out in [111], the triple-K integrals appearing in (C.1.10) satisfy
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the divergent condition (C.2.1) in two different ways, represented as (−−−) and (−−+) (and permutation
thereof), where the signs ± are those in (C.2.1). The difference between these two types of singularities lies
in the proper way of removing them, and in particular for the (−−+) there are no counterterms which allow
to obtain a finite result. The only form factor in (C.1.10) affected by this kind of divergences is A5 and in
particular through the integrals
J2{110} : (−−+), J2{101} : (−+−), J2{011} : (+−−), (C.2.2)
J0{000} : (+−−), (+−−), (+−−) (C.2.3)
which manifest these types of divergences independently of the specific dimensions d. These divergences
emerge as poles in 1/(u − v) or 1/(u − v) where u and v are the parameters that regularize the integrals.
Furthermore, in the case of odd dimensions, from (C.2.7), the form factors do not have any physical ultralocal
singularities (− − −) but only semilocal ones of the type (− − +) that can be removed by a choice of the
parameters αi. In particular, we observe that after an expansion in the zero momentum limit of the divergent
part of A5, we obtain
2α2
(
J2{110} + J2{101} + J2{011}
)
+ α5 J0{000}
= 2
d
2
+u−3 pd−u+3vΓ
(
d
2
+ v
)
Γ
(
d
2
+
(u− v)
2
)
Γ
(
1 +
(u− v)
2
)
Γ
(
−d
2
+
(u− 3v)
2
)
Γ
(
(u− v)
2
){
α5
[
(u− v) + 1
]
+ α2
[
2d2 + 
(
5d2
2
(u− v) + 3du+ 5dv
)
+ 2
(
(3d+ 1)u2 + 4(d+ 1)uv + (3− 7d)v2)+O(3)]}. (C.2.4)
Notice that the pole 1/((u − v)), coming from the gamma function Γ[(u − v)/2], is present independently
of the choice of the dimensions. In the case of odd dimensions d = 2n + 1, 1/((u − v)) is the only spurious
pole that, once the expansion of the coefficients (B.6.8) is taken in account, can be removed by the choice
α
(0)
5 = −2d2 α(0)2
α
(1)
5 = −2d
(
4v α
(0)
2 + dα
(1)
2
)
+ (u− v)α′ (1)5
(C.2.5)
where α′(1)5 redefines the undetermined constant, that will be determined by the secondary CWI’s. With this
choice, the limit u → v is well defined and does not produce any divergence, leaving A5 with its physical
divergences expressed only in terms of 1/.
Conversely, in the case of even spacetime dimensions d = 2n, other divergences arise from the gamma
function Γ(−d/2 + (u− 3v)/2) for which the redefinition of the constants will be
α
(0)
5 = −2d2 α(0)2
α
(1)
5 = −2d
(
4v α
(0)
2 + dα
(1)
2
)
+ (u− v)α′ (1)5
α
(2)
5 = −8v2 α(0)2 − 8v dα(1)2 − 2d2α(2)2 + (u− v)α′(2)5
(C.2.6)
allowing the cancellation of the semilocal divergences. In the next appendix we study the secondary CWI’s
in the two cases of even and odd spacetime dimensions, in order to deal with the two different types of
divergences that arise. The other type of divergence (− − −), as previously mentioned, can be removed by
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adding counterterms constructed out of the metric in a covariant way. In particular, by inspection of (C.2.1),
we list the possible cases in which the form factors manifest (−−−) divergences as
A1 diverges for d = 6 + 2n,
A2 diverges for d = 4 + 2n,
A3, A4 diverge for d = 2 + 2n,
A5 diverges for d = 2n,
n ∈ N (C.2.7)
which clearly depend on the dimensions d.
C.3 The secondary CWI’s for the TTT correlator
We have previously discussed redefinitions of the constants in order to remove the semilocal divergences.
In this appendix, we discuss the solution of the secondary CWI’s in two different cases, for odd and for even
spacetime dimensions respectively. We will be using the zero momentum limit in the correlators, in which the
triple-K integral behaves as
lim
p3→0
Iα{β1,β2,β3}(p1, p2, p3) = p
βt−α−1`α{β1,β2,β3} (C.3.1)
where βt = β1 +β2 +β3 and with (B.4.8). It is worth nothing that the three independent differential equations
L6A2 + 2R
[
2A3 −A4(p3 ↔ p1)
]
= 0 (C.3.2)
L4A4(p3 ↔ p2)− 2RA5 + 2p21 [A4(p3 ↔ p1)− 4A3] = 8dATT (p3) (C.3.3)
L2A3(p3 ↔ p1) + p21 [A4 −A4(p3 ↔ p2)] = 4d
[
ATT (p3)−ATT (p2)
]
, (C.3.4)
reduce the number of undetermined constants from five to two. By applying the approach previously illustrated
for the 〈TTO〉 to this case, and with the redefinitions (C.2.5) or (C.2.6), the secondary CWI’s give the condition
α
(0)
3 = −d
[
2(d+ 2)α
(0)
1 + α
(0)
2
]
−
(pi
2
)− 3
2 2d(−1)n cT
(d− 2)!! , (C.3.5)
α
(0)
4 = 2α
(0)
3 + (3d+ 2)α
(0)
2 , (C.3.6)
α
′(1)
5 = −d
[
2d(d+ 2)α
(0)
1 +
1
2
(d+ 6)α
(0)
2
]
−
(pi
2
)− 3
2 2d(−1)ncT
(d− 2)!! , (C.3.7)
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for odd spacetime dimensions d = 2n+ 1, (n = 1, 2, 3, . . . ), and
α
(0)
3 = −d
[
2(d+ 2)α
(0)
1 + α
(0)
2
]
− 2
3−n(−1)n cT
(n− 1)! , (C.3.8)
α
(0)
4 = 2α
(0)
3 + (3d+ 2)α
(0)
2 , (C.3.9)
α
(1)
3 = −2u
(
4(d+ 1)α
(0)
1 + α
(0)
2
)− d(2(d+ 2)α(1)1 + α(1)2 )+ (−1)n23−nu(n− 1)!
[
ct(Hn−1 + ln 2− γe)− c(0)T
]
,
(C.3.10)
α
(1)
4 = 2a
(1)
3 + 6uα
(0)
2 + (3d+ 2)α
(1)
2 , (C.3.11)
α
′ (1)
5 = −d
[
2d(d+ 2)α
(0)
1 +
1
2
(d+ 6)α
(0)
2
]
−
(pi
2
)− 3
2 24−n(−1)ncT
(n− 1)!! , (C.3.12)
α
′ (2)
5 = −2u
(
2d(3d+ 4)α
(0)
1 + (d+ 3)α
(0)
2
)
− d
(
2d(d+ 2)α
(1)
1 +
d+ 6
2
α
(1)
2
)
, +
(−1)n24−nnu
(n− 1)!
[
cT
(
Hn−1 − 1
n
+ ln 2− γe
)− c(0)T ] (C.3.13)
for even spacetime dimensions d = 2n, (n = 2, 3, . . . ), as dicussed in [111]. In this case we have also expanded
the contributions proportional to the constant cT of the 2-point function, because of the appearance of
divergences in the two point function. Hn =
∑n
k=1 1/k is the n-th harmonic number.
As a final consideration, by looking at the solutions of the secondary CWI’s, we notice that the three-
point function 〈TTT 〉 both for even and odd dimensions (d > 2) depends only on two undetermined constants.
This property is the keystone to prove the correspondence between the general approach and the perturbative
realizations in Section 8.
C.4 Transverse Ward Identities
In this appendix we illustrate the procedure for obtaining the canonical Ward identities related to the
three local symmetry that one can have in the calculation of correlation functions of scalar, conserved current
and conserved and traceless stress energy tensor operators. The first step is to couple the system to some
background fields, and then require that the resulting generating functional is invariant under diffeomorphisms,
gauge and Weyl transformations.
In particular, we know that under a diffeomorphism ξµ the sources in the generating functional transform as
δgµν = −(∇µξν +∇νξµ), (C.4.1)
δAaµ = ξ
ν∇νAaµ +∇µξν Aaν , (C.4.2)
δφI0 = ξ
ν∂νφ
I
0, (C.4.3)
where ∇ is a Levi-Civita connection. Under a gauge symmetry transformation with parameter αa, the sources
transform as
δgµν = 0, (C.4.4)
δAaµ = −Dacµ αc = −∂µαa − fabcAbµαc, (C.4.5)
δφI0 = −iαa(T aR)IJφJ0 , (C.4.6)
where T aR are matrices of a representation R and f
abc are structure constants of the group G. The gauge
field transforms in the adjoint representation, while φI may transform in any representation R. The covariant
derivative is DIJµ = δIJ∂µ − iAaµ(T aR)IJ .
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The Ward Identities follow from the requirement that the generating functional Z is invariant under these
transformations and in particular under the variation
δξ =
∫
ddx
[
−(∇µξν +∇νξµ) δ
δgµν
+ (ξν∇νAaµ +∇µξν Aaν) δδAaµ + ξ
ν∂νφ
I
0
δ
δφI0
]
, (C.4.7)
δα = −
∫
ddx
[
(∂µα
a − fabcAbµαc) δδAaµ + iα
a(T aR)
IJφJ0
δ
δφI0
]
, (C.4.8)
so that the canonical Ward Identities for the diffeomorphism and gauge transformations are respectively given
by
δξZ = 0, δαZ = 0. (C.4.9)
Using the definitions of the 1-point functions
〈Tµν(x)〉 = − 2√−g(x) δZgµν(x)
∣∣∣∣∣
g=δ
, 〈Jaµ(x)〉 = − 1√−g(x) δZAaµ(x)
∣∣∣∣∣
A=0
, 〈OI(x)〉 = − 1√−g(x) δZφI0(x)
∣∣∣∣∣
φ=0
,
(C.4.10)
the arbitrariness of the parameter αa, integrating by parts and also using the property 1√−g∂µ
√−g = Γλλµ we
find
δαZ = 0 = −
∫
ddx
[
(∂µα
a − fabcAbµαc) δδAaµ + iα
a(T aR)
IJφJ0
δ
δφI0
]
Z
=
∫
ddx
√−g
[
(∂µα
a − fabcAbµαc) −1√−g
δ
δAaµ
+ iαa(T aR)
IJφJ0
−1√−g
δ
δφI0
]
Z
=
∫
ddx
√−g αa
[
−Γλµλ〈Jµa(x)〉 − (∂µδab + facbAcµ)〈Jµb(x)〉+ i(T aR)IJφJ0 〈OI(x)〉
]
, (C.4.11)
from which we get the first Ward Identity related to the gauge symmetry, expressed as
0 = Dabµ 〈Jµa〉+ Γλµλ〈Jµa(x)〉 − i(T aR)IJφJ0 〈OI〉
= ∇µ〈Jµa〉+ fabcAbµ〈Jµc〉 − i(T aR)IJφJ0 〈OI〉. (C.4.12)
The other Ward identities related to the diffeomorphism invariance will be
0 = δξZ =
∫
ddx
[
−(∇µξν +∇νξµ) δ
δgµν
+ (ξν∇νAaµ +∇µξν Aaν) δδAaµ + ξ
ν∂νφ
I
0
δ
δφI0
]
Z
=
∫
ddx
√−g
[
1
2
(∇µξν +∇νξµ) −2√−g
δ
δgµν
− (ξν∇νAaµ +∇µξν Aaν) −1√−g
δ
δAaµ
− ξν∂νφI0 −1√−g
δ
δφI0
]
Z
=
∫
ddx
√−g
[
1
2
(∇µξν +∇νξµ) 〈Tµν(x)〉 − (ξν∇νAaµ +∇µξν Aaν)〈Jµa(x)〉 − ξν∂νφI0〈OI(x)〉
]
=
∫
ddx
√−gξν [−∇µ 〈Tµν(x)〉 − ∇νAaµ〈Jµa(x)〉+∇µ (Aaν〈Jµa(x)〉)− ∂νφI0 〈OI(x)〉] (C.4.13)
that leads to
0 = ∇µ 〈Tµν(x)〉+∇νAaµ 〈Jµa(x)〉 − ∇µAaν 〈Jµa(x)〉 −Aaν ∇µ 〈Jµa(x)〉+ ∂νφI0 〈OI(x)〉
= ∇µ 〈Tµν(x)〉 − F aµν 〈Jµa(x)〉 − fabcAaνAbµ〈Jµc〉 −Aaν ∇µ 〈Jµa(x)〉+ ∂νφI0 〈OI(x)〉. (C.4.14)
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Using the Ward Identity related to the gauge symmetry we obtain the final result
0 = ∇µ 〈Tµν(x)〉 − F aµν 〈Jµa(x)〉 − fabcAaνAbµ〈Jµc〉 −Aaν ∇µ 〈Jµa(x)〉+ ∂νφI0 〈OI(x)〉
= ∇µ 〈Tµν(x)〉 − F aµν 〈Jµa(x)〉 − fabcAaνAbµ〈Jµc〉+Aaν
[
fabcAbµ〈Jµc〉 − i(T aR)IJφJ0 〈OI〉
]
+ ∂νφ
I
0 〈OI(x)〉
= ∇µ 〈Tµν(x)〉 − F aµν 〈Jµa(x)〉+DIJν φI0 〈OJ(x)〉 (C.4.15)
The equations (C.4.12) and (C.4.14) are the Ward Identities for 1-point functions with sources turned
on. These equations may then be differentiated with respect to the sources, with the aim of obtaining the
corresponding Ward Identities for higher point functions.
C.5 Trace Ward Identities
We have shown that the Lagrangian of a conformally invariant theory cannot contain dimensionful coupling
constants. This constraint can be circumvented if we allow position dependent couplings, i.e., background
fields and if we prescribe the correct transformation properties under Weyl transformation. Assume the
operator O has a conformal dimension ∆. For the term∫
ddx Oµ1...µmν1...νn φν1...νnµ1...µm (C.5.1)
to be invariant under the scalings, we must have
φν1...νnµ1...µm = (d−∆ +m− n)φν1...νnµ1...µm σ. (C.5.2)
For the metric, the gauge field and the scalar source we have the ordinary transformation rules,
δσgµν = 2gµνσ, (C.5.3)
δσA
a
µ = 0, (C.5.4)
δσφ0 = (d−∆)φ0 σ. (C.5.5)
Let’s then consider the case when the generating functional is free of the Weyl anomaly, for which
δσZ = 0. (C.5.6)
The variation of the generating functional is realised by the following operator,
δσ =
∫
ddx σ
[
2gµν
δ
δgµν
+ (d−∆)φI δ
δφI0
]
, (C.5.7)
and to be more specific, we can expand (C.5.6) as
0 = δσZ =
∫
ddx σ
[
2gµν
δ
δgµν
+ (d−∆)φI δ
δφI0
]
Z
=
∫
ddx
√−g σ [−gµν〈Tµν(x)〉 − (d−∆)φI 〈OI(x)〉] . (C.5.8)
In this case we find the following trace, or Weyl, Ward identity in the presence of sources
〈Tµµ(x)〉 = (∆− d)φI0〈OI(x)〉. (C.5.9)
Also in this case, we can differentiate with respect to the sources in order to obtain the trace Ward identities
for n-point functions.
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C.6 Identities with projectors
The projectors are defined as
piµα(p) = δ
µ
α − p
µpα
p2
, (C.6.1)
Πµναβ(p) = pi
(µ
α pi
ν)
β −
1
d− 1pi
µνpiαβ, (C.6.2)
Πµνρσ(p) = δραδσβ Πµναβ(p) (C.6.3)
where we define pi(µα pi
ν)
β = 1/2(pi
µ
αpiνβ + pi
ν
αpi
µ
β). One derives the following identities
pµpi
µν(p) = pµΠ
µν
αβ(p) = 0, (C.6.4)
δµνpi
µν(p) = piµµ(p) = d− 1, (C.6.5)
Πµνρ ρ(p) = δρσΠ
µνρσ(p) = piρσ(p)Π
µνρσ(p) = 0, (C.6.6)
Πµρν ρ(p) = δρσΠ
µρνσ(p) = piρσ(p)Π
µρνσ(p) =
(d+ 1)(d− 2)
2(d− 1) pi
µν(p), (C.6.7)
Πµνρσ(p)Π
ρσ
µν(p) =
1
2
(d+ 1)(d− 2), (C.6.8)
piµα(p)pi
α
µ(p)pi
µ
ν (p), (C.6.9)
Πµναβ(p)Π
αβ
ρσ (p) = Π
µν
ρσ(p), (C.6.10)
Πµνρ α(p)pi
ασ(p) = Πµνρσ(p), (C.6.11)
Πµναβ(p)Π
αρβσ(p) =
d− 3
2(d− 1)Π
µνρσ(p). (C.6.12)
(C.6.13)
Denoting with ∂µ the derivative respect to the p momentum we find
∂κ piµν(p) = −pµ
p2
piνκ(p)− pν
p2
piµκ(p), (C.6.14)
∂κΠµνρσ = −pµ
p2
Πκνρσ − pn
p2
Πµκρσ − pρ
p2
Πµνκσ − pσ
p2
Πµνρκ, (C.6.15)
piµα∂κpi
α
ν = −pνp2 pi
µ
κ , (C.6.16)
piµκ∂αpi
α
ν − piµα∂αpiκν = −(d− 2)pνp2 pi
µκ +
pκ
p2
piµν , (C.6.17)
Πµναβ∂κΠ
αβ
ρσ = −pρp2 Π
µν
κσ − pσp2 Π
µν
ρκ , (C.6.18)
Πµνκβ∂αΠ
αβ
ρσ −Πµναβ∂αΠβ κρσ = −
1
2
d− 1
p2
[pρΠ
µν
κσ + pσΠ
µν
ρκ ] +
pκ
p2
Πµνρσ , (C.6.19)
Πµναβ p
λ∂λΠ
αβ
ρσ = 0 (C.6.20)
Analogous expressions with two derivatives are
piµα∂
2piαν = − 2p2pi
µ
ν , (C.6.21)
pαpiµβ∂α∂κpi
β
ν =
pν
p2
piµκ , (C.6.22)
Πµναβ∂
2Παβρσ = − 4p2 Π
µν
ρσ , (C.6.23)
pγΠµναβ∂γ∂κΠ
αβ
ρσ =
pρ
p2
Πµνκσ +
pσ
p2
Πµνρκ . (C.6.24)
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For the semi-local operators we find
Πµναβt
αβ
loc = 0, (C.6.25)
Πµναβ∂κt
αβ
loc =
2
p2
Πµνακ pβT
αβ, (C.6.26)
Πµνκκ∂αt
αβ
loc −Πµναβ∂α tκβloc =
d− 2
p2
Πµνκαpβ T
αβ +
pβ
p2
Πµνκα∂β(pρT
αρ)− p
κ
p2
Πµναβ∂α(pρT
βρ), (C.6.27)
Πµναβ∂
2tαβloc =
4
p2
Πµναβ∂α(pρ T
ρβ), (C.6.28)
pγΠµναβ∂γ∂κ t
αβ
loc = −
4
p2
Πµνακpβ T
αβ +
2
p2
Πµνακ p
β∂β(pρT
αρ), (C.6.29)
(C.6.30)
C.7 Properties of triple-K integrals
The modified Bessel function of the second kind is defined by
Kν(x) =
pi
2 sin(νx)
[I−ν(x)− Iν(x)], ν ∈ Z. (C.7.1)
If ν = 12 + n, for n integer, the Bessel function reduced to elementary functions
Kν(x) =
√
pi
2
e−x√
x
b |ν|−1/2c∑
j=0
(|ν| − 1/2 + j)!
j!(|ν| − 1/2− j)!
1
(2x)j
, ν + 1/2 ∈ Z, (C.7.2)
where we have used the floor function. In particular
K 1
2
(x) =
√
pi
2
e−x√
x
, K 3
2
(x) =
√
pi
2
e−x√
x3
(1 + x),
K 5
2
(x) =
√
pi
2
e−x√
x5
, (x2 + 3x+ 3), K 7
2
(x) =
√
pi
2
e−x√
x5
(x3 + 6x3 + 15x+ 5), (C.7.3)
Using this expressions the triple-K integrals can be calculate in a very simple way. We can derive a useful
expression in order regularise the triple-K integral in the region of non convergence. Considering βi half-
integers the triple-K integral read
Iα{β1 β2,β3} =
∫ ∞
0
dxxα pβ11 p
β2
2 p
β3
3 Kβ1(p1x)Kβ2(p2x)Kβ3(p3x)
=
|β1|− 12∑
k1=0
|β2|− 12∑
k2=0
|β3|− 12∑
k3=0
p
β1− 12−k1
1 p
β2− 12−k2
2 p
β3− 12−k3
3 Ck1(β1)Ck2(β2)Ck3(β3)
∫ ∞
0
dxxα−kt−
3
2 e−pt x
=
|β1|− 12∑
k1=0
|β2|− 12∑
k2=0
|β3|− 12∑
k3=0
p
β1− 12−k1
1 p
β2− 12−k2
2 p
β3− 12−k3
3 p
kt−α− 12
t Ck1(β1)Ck2(β2)Ck3(β3) Γ
(
α− kt − 1
2
)
(C.7.4)
where kt = k1 + k2 + k3 and pt = p1 + p2 + p3 and we have define Cki(βi) as
Cki(βi) ≡
√
pi
22ki+1
(|βi| − 1/2 + ki) !
ki ! (|βi| − 1/2− ki) ! , (C.7.5)
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and we have used the definition of the gamma function in order to write the integral∫ ∞
0
dxxα−kt−
3
2 e−pt x = pkt−α+
1
2
t
∫ ∞
0
dy yα−kt−
3
2 e− y = pkt−α+
1
2
t Γ
(
α− kt − 1
2
)
(C.7.6)
Using (C.7.4) we can calculate for instance the integrals
I 9
2{ 32 , 32 ,− 12} =
(
pi
2
)3/2 3(p21 + p22) + p23 + 12p1 p2 + 4p3(p1 + p2)
p3(p1 + p2 + p3)4
(C.7.7)
I 7
2{ 32 , 32 , 12} =
(
pi
2
)3/2 2(p21 + p22) + p23 + 6p1 p2 + 3p3(p1 + p2)
p3(p1 + p2 + p3)3
(C.7.8)
and any integrals with half-integer βj , j = 1, 2, 3.
We now analyse the basic properties of the triple-K integrals. We have
∂
∂pn
Iα{βj} = −pn Iα+1{βj−δjn},
Iα{βj+δjn} = p
2
n Iα{βj−δjn} + 2βn Iα−1{βj},
Iα{β1β2,−β3} = p
−2β3
3 Iα{β1β2,β3}
(C.7.9)
for any n = 1, 2, 3, as follows from the basic Bessel function relations
∂
∂a
[aνKν(ax)] = −x aνKν−1(ax), (C.7.10)
Kν−1(x) +
2ν
x
Kν(x) = Kν+1(x), (C.7.11)
Kν−1(p x) +
2ν
p x
Kν(p x) = Kν+1(p x), (C.7.12)
K−ν(x) = Kν(x), (C.7.13)
∂
∂x
[aνKν(ax)] = −1
2
aν+1(Kν−1(ax) +Kν+1(ax))
= −aν+1Kν+1(ax) + ν a
ν
x
Kν(ax) (C.7.14)
The properties of the reduced triple-K integral is directly obtained from (C.7.9), in fact noticing that its
definition given in Appendix B
JN{kj} = I d
2
−1+N{∆j− d2 +kj}, (C.7.15)
is just a redefinition of the indices, we can obtain similar equations to (C.7.9). It is not difficult to show that
∂
∂pn
JN{kj} = −pn JN+1{kj−δjn} (C.7.16)
JN{kj+δjn} = p
2
n JN{kj−δjn} + 2
(
∆n − d
2
+ kn
)
JN−1{kj} (C.7.17)
JN+2{kj} = p
2
n JN+2{kj−2δjn} + 2
(
∆n − d
2
+ kn − 1
)
JN+1{kj−δjn} (C.7.18)
∂2
∂p2n
JN{kj} = JN+2{kj} − 2
(
∆n − d
2
+ kn − 1
2
)
JN+1{kj−δjn}, (C.7.19)
Kn JN{kj} ≡
(
∂2
∂p2n
+
(d+ 1− 2∆n)
pn
∂
∂pn
)
JN{kj} = JN+2{kj} − 2 kn JN+1{kj−δjn}. (C.7.20)
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C.8 Vertices
We have shown in Fig. 1 a list of all the vertices which are needed for the momentum space computation
of the TTT correlator. We list them below.
We use the letter V to indicate the vertex, the subscript denotes the fields involved and the Greek indices
are linked to the Lorentz structure of the space-time. Referring to Fig. 1, we take all the graviton momenta
incoming as well as the momentum indicated as k1, while k2 is outgoing. In order to simplify the notation,
we introduce the tensor components
Aµ1ν1µν ≡ δµ1ν1δµν − 2δµ(µ1δν1)ν (C.8.1)
Bµ1ν1µν ≡ δµ1ν1δµν − δµ(µ1δν1)ν (C.8.2)
Cµ1ν1µ2ν2µν ≡ δµ(µ1δν1)(µ2δν2)ν + δµ(µ2δν2)(µ1δν1)ν (C.8.3)
C˜µ1ν1µ2ν2µν ≡ δµ(µ1δν1)(µ2δν2)ν (C.8.4)
Dµ1ν1µ2ν2µν ≡ δµ1ν1δµ(µ2δν2)ν + δµ2ν2δµ(µ1δν1)ν (C.8.5)
Eµ1ν1µ2ν2µν ≡ δµ1ν1Bµ2ν2µν + Cµ1ν1µ2ν2µν , (C.8.6)
Fα1α2µν ≡ δα1[µδν]α2 (C.8.7)
F˜α1α2µν ≡ δα1(νδµ)α2 (C.8.8)
F˜α1α2µν ≡ δ(α1ν δα2)µ (C.8.9)
Gµ1ν1α1α2µν ≡ δµ[νδα2](µ1δν1)α1 + δα1[α2δν](µ1δν1)µ (C.8.10)
Hµ1ν1µ2ν1α1α2µν ≡ Aµ1ν1µα1F˜µ2ν2να2 −Aµ2ν2µα1F˜µ1ν1να2 (C.8.11)
Iµ1ν1µ2ν2α1α1µν ≡ δµ1ν1Dµα1να2µ2ν2 − 1
2
δα1µδα2νAµ1ν1µ2ν2 (C.8.12)
where the round brackets denote symmetrization and the square brackets anti-symmetrization of the corres-
ponding indices
δµ(µ1δν1)ν ≡ 1
2
(
δµµ1δν1ν + δµν1δµ1ν
)
(C.8.13)
δµ[µ1δν1]ν ≡ 1
2
(
δµµ1δν1ν − δµν1δµ1ν
)
. (C.8.14)
In the scalar sectors we obtain
V µ1ν1Tφφ (k1, k2) =
1
2
Aµ1ν1µν k1ν k2µ + χB
µ1ν1µν (k1 − k2)µ (k1 − k2)ν (C.8.15)
V µ1ν1µ2ν2TTφφ (p2, k1, k2) =
(
1
4
Aµ1ν1µ2ν2δµν + Cµ1ν1µ2µ2µν − 1
2
Dµ1ν1µ2ν2µν
)
k1ν k2µ
+
χ
2
[
1
2
(
Eµ1ν1µ2ν2µν −Dµ2ν2µνµ1ν1
)
p2µp2ν +
1
2
(
Eµ1ν1µ2ν2µν −Dµ1ν1µνµ2ν2
)
p2µ(k2 − k1)ν
+
(
Cµ1ν1µ2ν2µν −Dµ1ν1µνµ2ν2
)
(k2 − k1)µ(k2 − k1)ν
]
. (C.8.16)
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In the fermion sector the relevant vertices are
V µ1ν1
T ψ¯ψ
(k1, k2) =
1
4
Bµ1ν1µν γν (k1 + k2)µ (C.8.17)
V µ1ν1µ2ν2
TT ψ¯ψ
(p2, k1, k2) =
1
8
[
δµνAµ1ν1µ2ν2 −Dµ1ν1µ2ν2µν + Cµ1ν1µ2ν2µν + C˜µ2ν2µ1ν1µν
]
γν (k1 + k2)µ
+
1
32
C˜µ1ν1µ2ν2νµ pσ2 {γν , [γµ, γσ] } (C.8.18)
where we the last term in the expression above is related to spin connection. However, one can prove that
this term does not contribute to the pinched 2-graviton diagrams.
In the gauge sector we separate the gauge fixing contributions (GF) from the others, denoted with a
subscript M , obtaining
V µ1ν1α1α2TAA,M (k1, k2) =
(
δµ1ν1Fα1µνα2 + 2Gµ1ν1α1α2µν
)
k1µ k2ν (C.8.19)
V µ1ν1µ2ν2α1α2TTAA,M (k1, k2) =
[
− 1
2
Aµ1ν1µ2ν2Fµα1να2 + δµ2ν2 Gµ1ν1α1α2µν + δµ1ν1 Gµ2ν2α1α2µν
− (δα1α2Cµ1ν1µ2ν2µν + δµνCµ1ν1µ2ν2α1α2 − δα1νCµ1ν1µ2ν2α2µ − δα2µCµ1ν1µ2ν2α1ν)
− (F˜µνµ1ν1F˜µ2ν2α1α2 + F˜µνµ2ν2F˜µ1ν1α1α2 − F˜µα2µ1ν1F˜µ2ν2α1ν − F˜µα2µ2ν2F˜µ1ν1να1) ] k1µ k2ν
(C.8.20)
V µ1ν1α1α2TAA,GF (k1, k2) = −
1
2ξ
[
− δµ1ν1δα1µδα2ν k1µ k2ν +
(
δµ1ν1F˜α1α2µν − 2C˜µ1ν1µνα1α2) k2µ k2ν
+
(
δµ1ν1F˜α1α2µν − 2C˜µ1ν1µνα2α1) k1µ k1ν ]. (C.8.21)
V µ1ν1µ2ν2α1α2TTAA,GF (p2, k1, k2) = −
1
2ξ
[
Iµ1ν1µ2ν2α1α2µν k1µ k2ν +H
µ2ν2µ1ν1α2α1µν p2µk1ν
+Hµ1ν1µ2ν2α1α2µν p2µk2ν −
(
Iµ1ν1µ2ν2α1α2µν +Aµ2ν2α2νF˜µ1ν1µα1 − 2δα2νCµ1ν1µ2ν2µα1) k2µ k2ν
− (Iµ1ν1µ2ν2α2α1µν +Aµ2ν2α1νF˜µ1ν1µα2 − 2δα1νCµ1ν1µ2ν2µα2) k1µ k1ν + (4 F˜µ1ν1ν(α1F˜α2)µµ2ν2
− 2δµ1ν1C˜α1α2µ2ν2νµ − 2δµ2ν2C˜α1α2µ1ν1µν + δµ1ν1δµ2ν2F˜µνα1α2) p2µ (p2 − k2 + k1)ν]. (C.8.22)
In the ghost sector we obtain
V µ1ν1T c¯c (k1, k2) =
1
2
Aµ1ν1µν k1µ k2ν (C.8.23)
V µ1ν1µ2ν2TT c¯c (k1, k2) =
(
1
4
δµ2ν2 Aµ1ν1µν − 1
2
Dµ1ν1µνµ2ν2 + Cµ1ν1µ2ν2µν
)
k1µ k2ν (C.8.24)
In these expressions one should include a complex factor of i coming from the generating functional. In
the Fourier transforms, for instance, we conventionally introduce in these expressions a factor exp[−i(px−qy)]
if p is an incoming and q an outgoing factor.
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