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1. Introduction
All spaces are assumed to be Hausdorff and all considered mappings are continuous.
We follow the notations from [11] and [12]. Our starting point is the famous theorem by W. Hurewicz stating that for a
closed mapping h : S → T from a separable metrizable space S onto a separable metrizable space T we have
dim S  dimh + dim T .
(We refer the reader to [12] for the theorem and some of its generalizations.)
Let d be an integer (resp. transﬁnite) topological invariant admitting integer (resp. ordinal) values or ∞, and
d(a point) = ∞. Let also X, Y be spaces, f : X → Y a mapping from X onto Y such that d( f −1 y) = ∞ for each y ∈ Y
and A a non-empty family of subsets of Y . Put d(A) f = sup{d( f −1A): A ∈ A}.
We are interested in the following questions.
Question 1.1.
(A) Let A1, A2 be different families of subsets of Y . What is the relationship between d(A1) f and d(A2) f ?
(B) Let d and A be given. Is there an integer valued function F (α,β) deﬁned for integers α,β  0 (resp. an ordinal valued
function deﬁned for ordinals α,β  0) such that
d(X) F
(
d(A) f ,d(Y ))? (∗)
We notice the following trivial answers to questions (A) and (B).
(A)1 If A ⊂ A∗ then d(A) f  d(A∗) f .
(B)1 If Y ∈ A then d(X) = d( f −1Y ) d(A) f (so F (α,β) = α).
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one-point subsets of Y as A we have the following.
(B)1 In general there is no function F for which the inequality (∗) is valid: There are separable, ﬁrst countable, locally
compact and locally countable spaces U and V with dimU = dim V = 0 such that dim(U × V ) = ∞ (as X we can
consider the product U × V and as f the projection of the product onto the factor V considered as Y ) [24].
(B)2 If F (α,β) = α +β then the inequality (∗) holds for any closed mapping f from a normal space X onto a paracompact
space Y [23].
(B)3 If F (α,β) = max{α,β} then the inequality (∗) holds for any fully closed mapping f from a normal space X onto a
space Y [13].
In this paper we suggest some additional answers to the question (A) for general transﬁnite topological invariants d. Then
we consider the question (B) for the large inductive dimension Ind and for the dimension Ind0 introduced independently
by Filippov (cf. [19]) and Charalambous [1], and for their transﬁnite extensions trInd and trInd0 as well, and to the end for
a generalization I of Ind and Ind0 due to Iliadis (cf. [17]).
2. Question (A)
Let d be a transﬁnite topological invariant. The following properties of d will be considered below.
(P1) d(
⊕n
i=1 Xi)max{d(Xi): i  n}.
(P2) d(
⊕∞
i=1 Xi) = ∞ whenever d(Xi) i for each positive integer i.
(P3) For every integer n 0, d(
⊕{Xγ : γ ∈ Γ }) n whenever d(Xγ ) n for each γ ∈ Γ .
Let A0 = {{y}: y ∈ Y }, A1 = {F : F is a closed discrete subset of Y } and A2 = {D: D is a discrete subset of Y }.
(Here a subset A in a space Z is discrete if A is a discrete space as a subspace of Z .)
For any mapping f : X → Y such that d( f −1(y)) = ∞ for each y ∈ Y , put di f = d(Ai) f , where i = 0,1,2.
Proposition 2.1. For any mapping f we have d0 f = ∞ and d0 f  d1 f  d2 f .
The following statement can be obtained by the standard way.
Lemma 2.1. For each inﬁnite countable set Y1 in a space Y there is an inﬁnite subset Y2 of Y1 such that Y2 is a discrete subset of Y .
Remark 2.1. If Z is a discrete subset of Y then the subspace f −1 Z of X is the topological sum of subspaces f −1z, z ∈ Z ,
of X .
Proposition 2.2. Let Y be a compact space and d possess (P1). Then d1 f = d0 f .
Proof. Let Z be a closed discrete subset of Y . Since Y is compact, the set Z is ﬁnite. Let Z = {z1, . . . , zn}. So f −1 Z is the
topological sum
⊕n
i=1 f −1zi of subspaces f −1zi, i  n of Y . By (P1) we have d( f −1 Z) max{d( f −1z): z ∈ Z}  d0 f . This
implies d1 f  d0 f and so we get d0 f = d1 f . 
Lemma 2.2. Let d possess (P2). Then the following statements are valid.
(i) If there exists a closed countable inﬁnite discrete subset Y1 = {y1, y2, . . .} of Y such that d( f −1 yi) i for each positive integer i
then d1 f = ∞.
(ii) If there exists a countable inﬁnite subset Y1 = {y1, y2, . . .} of Y such that d( f −1 yi) i for each positive integer i then d2 f = ∞.
Proof. (i) It is evident. (ii) By Lemma 2.1 there exists a countable inﬁnite subset Z = {z1, z2, . . .} of Y1 such that Z is discrete
in Y . We can assume that d( f −1zi) i for each positive integer i. Recall that f −1 Z is the topological sum
⊕∞
i=1 f −1zi of
spaces f −1zi , i = 1,2 . . . . So by the property (P2) we have d( f −1 Z) = ∞. This implies that d2 f = ∞. 
Lemma 2.3. Let d possess (P2). Then the following statements are valid.
(i) If d1 f = ∞ then for each inﬁnite closed discrete subset Z of Y there exist an integer N  1 and a ﬁnite subset Z(N) of Z such that
d( f −1 y) N for each y ∈ Z \ Z(N).
(ii) If d2 f = ∞ then there exist an integer N  1 and a ﬁnite subset Y (N) of Y such that d( f −1 y)  N for each y ∈ Y \ Y (N).
Moreover, there is a point y ∈ Y such that d( f −1 y) = d0 f .
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i  1 we can ﬁnd yi ∈ Z such that d( f −1 yi)  i and yi = yk for every k < i. Put Z1 = {yi: i = 1,2, . . .}. Note that the set
Z1 is inﬁnite countable closed and discrete in Y . Moreover, d( f −1 yi) i for each integer i  1. The existence of a such set
implies the equality d1 f = ∞ by Lemma 2.2(i). This is a contradiction. So there exist an integer N  1 and a ﬁnite subset
Z(N) of Z such that d( f −1 y) N for each y ∈ Z \ Z(N).
(ii) Assume that the statement does not hold. Then for each integer i  1 we can ﬁnd yi ∈ Y such that d( f −1 yi) i and
yi = yk for every k < i. Put Y1 = {yi: i = 1,2, . . .}. Note that the set Y1 is inﬁnite and countable. Moreover, d( f −1 yi) i for
each integer i  1. The existence of a such set implies the equality d2 f = ∞ by Lemma 2.2(ii). This is a contradiction. So
there exist an integer N  1 and a ﬁnite subset Y (N) of Y such that d( f −1 y) N for each y ∈ Y \ Y (N). The existence of a
point y ∈ Y such that d( f −1 y) = d0 f is now evident. 
Example 2.1. Let Sα be the Smirnov’s compactum, α < ω1 (cf. [12]), and d be a topological invariant such that d(Sα) = α
for each α < ω1. Consider the projection prα : Sα+1 → I of Sα+1 = Sα × I onto the second factor in the product. Note that
α = d0prα = d(pr−1α y) for each point y ∈ I and each α < ω1. Moreover,
(i) if d possess (P1) then d1prα = α for each α < ω1 by Proposition 2.2,
(ii) if d possess (P2) then d2prα = ∞ for each α with ω0  α < ω1 by Lemma 2.2(ii),
(iii) if d possess (P3) then d2prα = d1prα = d0prα = α for each α < ω0.
Example 2.2. Let Xn be a space such that d(Xn) = n, where n = 1,2, . . . , and Xn ∩ Xm = ∅ if n = m. Consider the one-
point extension X∗ of the topological sum
⊕∞
n=1 Xn of the spaces Xn , n = 1,2, . . . with the extension point p, i.e. X∗ ={p} ∪⊕∞n=1 Xn is the union of the topological sum of spaces Xn , n = 1,2, . . . , and a point p /∈
⊕∞
n=1 Xn; then X∗ is topol-
ogized as follows: a set U ⊂⊕∞n=1 Xn is open in X∗ if and only if U is open in the topological sum
⊕∞
n=1 Xn , and a set
U ⊂ X∗ with p ∈ U is open in X∗ if and only if X∗ \ U is closed in the topological sum ⊕∞n=1 Xn and there is k such that⊕∞
n=k Xn ⊂ U (cf. [7]).
Let us shrink each subspace Xn of X∗ to a point, n = 1,2, . . . . Let Y∗ be the quotient space obtained from X∗ by the
shrinkage, f∗ be the quotient mapping and q = f∗(p). Note that Y∗ is the one-point compactiﬁcation of the countable
inﬁnite discrete space D with the compactifying point q, and f∗ is fully closed (see the next section for the deﬁnition of a
fully closed mapping). It is easy to see that d0 f∗ = max{ω0,d({p})}. Note also that
(i) if d({p}) is an integer then there is no point y ∈ Y∗ such that d0 f∗ = d( f −1∗ y),
(ii) if d possesses (P1) then d1 f∗ = d0 f∗ = max{ω0,d({p})} by Proposition 2.2, and
(iii) if d possesses (P2) then d2 f∗ = ∞ by Lemma 2.2(ii).
Consider now the restriction ψ = f∗| f −1D : f −1∗ D =
⊕∞
n=1 Xn → D of f∗ on the set f −1∗ D . Note that ψ is fully closed and
d0ψ = ω0. Moreover, if d possesses (P2) then d1ψ = ∞ by Lemma 2.2(i).
Proposition 2.3. Let d possess (P1), (P2) and (P3). Then the following statements are valid.
(i) If d1 f = ∞ then d1 f = d0 f .
(ii) If d2 f = ∞ then there exists a point y ∈ Y such that d( f −1 y) = d0 f = d1 f = d2 f .
Proof. (i) Let Z be a closed discrete subset of Y . Assume that Z is inﬁnite. Then by Lemma 2.3(i) there exist a positive
integer N and a ﬁnite subset Z(N) of Z such that d( f −1 y) N for each y ∈ Z \ Z(N). We may assume that N  d0 f . Note
that the discrete space Z is the topological sum of Z \ Z(N) and Z(N), and so f −1 Z is the topological sum of f −1(Z \ Z(N))
and f −1(Z(N)). It follows from (P1) that
d
(
f −1Z
)
max
{
d
(
f −1
(
Z \ Z(N))),d( f −1(Z(N)))}. (#)
Furthermore, since the sets Z \ Z(N) and Z(N) are discrete in Y , the sets f −1(Z \ Z(N)), f −1(Z(N)) are the topological
sums
⊕{ f −1 y: y ∈ Z \ Z(N)}, ⊕{ f −1 y: y ∈ Z(N)} respectively. Now we have
d
(⊕{
f −1 y: y ∈ Z \ Z(N)}
)
max
{
d
(
f −1 y
)
: y ∈ Z \ Z(N)} N  d0 f
by (P3), and by (P1)
d
(⊕{
f −1 y: y ∈ Z(N)}
)
max
{
d
(
f −1 y
)
: y ∈ Z(N)} d0 f . (#)2
It follows from (#) and (#)2 that d( f −1 Z) d0 f .
Assume that Z is ﬁnite. Then f −1 Z is the topological sum
⊕{ f −1 y: y ∈ Z} and by (P1) we have d( f −1 Z) 
max{d( f −1 y): y ∈ Z} = d( f −1 y) for some y ∈ Z . Hence again d( f −1 Z)  d0 f . Summarizing the results of the both cases
we get d1 f  d0 f and thus d1 f = d0 f .
V.A. Chatyrko, Y. Hattori / Topology and its Applications 159 (2012) 1536–1544 1539(ii) By Lemma 2.3(ii), there exist a positive integer N and a ﬁnite subset Y (N) of Y such that d( f −1 y)  N for each
y ∈ Y \ Y (N). We may assume that N  d0 f . Note that if d0 f > N then d0 f = d( f −1 y) for some y ∈ Y (N); otherwise we
have N  d0 f = d( f −1 y) for some y ∈ Y .
Consider a discrete subset Z of Y . Note that the discrete space Z is the topological sum of Z \ Y (N) and Y (N) ∩ Z , and
so f −1 Z is the topological sum of f −1(Z \ Y (N)) and f −1(Y (N) ∩ Z). It follows from (P1) that
d
(
f −1Z
)
max
{
d
(
f −1
(
Z \ Y (N))),d( f −1(Y (N) ∩ Z))}. (#)3
Furthermore, since the sets Z \ Y (N) and Y (N) ∩ Z are discrete in Y , the sets f −1(Z \ Y (N)), f −1(Y (N) ∩ Z) are the
topological sums
⊕{ f −1 y: y ∈ Z \ Y (N)}, ⊕{ f −1 y: y ∈ Z ∩ Y (N)}, respectively. Now by (P3) and (P1), we have
d
(⊕{
f −1 y: y ∈ Z \ Y (N)}
)
max
{
d
(
f −1y
)
: y ∈ Z \ Y (N)} N  d0 f , and
d
(⊕{
f −1 y: y ∈ Z ∩ Y (N)}
)
max
{
d
(
f −1 y
)
: y ∈ Z ∩ Y (N)} d0 f . (#)4
It follows from (#)3 and (#)4 that d( f −1 Z)  d0 f . This implies that d2 f  d0 f and thus d( f −1 y) = d0 f = d1 f = d2 f ,
where y is some point in Y . The proposition is proved. 
Let A3 = {Z : Z is a closed subset of Y with dZ  0}, and d3 f = d(A3) f .
Let us notice that by (A)1, d1 f  d3 f for any mapping f and any (transﬁnite) topological invariant d admitting the
value 0 on discrete spaces.
Example 2.3. In [20] Krzempek showed that for every pair of natural numbers m n 1 there is a compact space Km,n such
that dim Km,n = n and Ind Km,n =m. Moreover, the space Km,n can be mapped by a (not fully closed) mapping fm,n onto a
compact space Ym,n with Ind Ym,n = 0 in such a way that all point inverses f −1m,nx, x ∈ Ym,n , are n-dimensional cubes In . It is
easy to see that (dim)i fm,n = n, for each i = 0,1,2,3 but (Ind)2 fm,n = n < (Ind)3 fm,n =m.
A space with the similar dimensional properties as the space K1,2 was earlier constructed in [6].
3. Question (B)
Let X be a normal space. Recall that the dimension Ind (resp. Ind0) of the space X is deﬁned inductively as follows.
Ind X = −1 (resp. Ind0 X = −1) if and only if X = ∅. For X = ∅, Ind X (resp. Ind0 X ) is the smallest non-negative integer n
for which between any pair of disjoint closed sets A and B of X there is a partition C (resp. a zero set partition C , i.e. C is
a partition being also a zero set of X ) with IndC (resp. Ind0 C )  n − 1, if such an integer exists. If no such integer exists,
we set Ind X (resp. Ind0 X ) = ∞.
It is evident that for a perfectly normal space X we have Ind0 X = Ind X . The dimension Ind0 is successfully used for
studying the dimension Ind (see for example [21,3]).
Transﬁnite extensions trInd and trInd0 of the above dimensions are deﬁned in the standard fashion. Note that trInd X 
trInd0 X for any normal space X , and trInd, trInd0 possess the properties (P1), (P2) and (P3).
Recall that a closed mapping f : X → Y of a space X onto a space Y is fully closed if for every disjoint closed sets A and
B of X the set f (A) ∩ f (B) is discrete. Let us note that this deﬁnition of a fully closed mapping is not canonical and it is
one of several equivalent forms, see [13] for the canonical one. An extensive survey [14] contains the proof of the fact and
other information on the theory of fully closed mappings and their applications.
Some series of fully closed mappings are the following.
Example 3.1. In [5, announced in [4]] Chatyrko constructed for each positive integer n a ﬁrst countable separable snake-like
compact space Cn such that indp Cn = n for every point p ∈ Cn . Moreover, for each positive integer n there exists a fully
closed mapping rn : Cn+1 → Cn of Cn+1 onto Cn such that the preimage r−1n p of every point p ∈ Cn is the closed interval[0,1].
Example 3.2. Under [CH] Oditsov [22] suggested for each positive integer n a perfectly normal hereditary separable snake-
like compact space On such that Ind On = n. Moreover, for each positive integer n there exists a fully closed mapping
ρn : On+1 → On of On+1 onto On such that the preimage ρ−1n p of every point p ∈ On is the closed interval [0,1].
Example 3.3. In [2] Charalambous and Chatyrko presented for each positive integer n a hereditarily normal compact space
Sn such that Ind Sn = 1 and Ind0 Sn = n. The spaces Sn , n 1, are constructed by induction as follows. For n = 1 the space S1
is the long line [0,ω1] and p1 = ω1 ∈ S1. For n 2 put Sn = S1  (Sn−1, pn−1) \ {ω1} × (Sn−1 \ {pn−1}) and pn = (ω1, pn−1),
where X  (Y , p) is the free product of given spaces X and Y with a ﬁxed point p ∈ Y in the sense of Fedorchuk (see for
example [2] or [19] for the deﬁnition of the free product).
Let us consider the canonical projection πn : Sn → S1 of Sn on the ﬁrst factor S1 and its restriction π ′n = πn|π−1n [0,1]:
S ′n = π−1n [0,1] → [0,1] on the subspace S ′n of Sn . Note that
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(2) (π ′n)−1t = Sn−1 for each t ∈ [0,1], so (Ind0)0π ′n = (Ind0)1π ′n = n − 1, and
(3) Ind0 S ′n = n.
The space S ′2 was constructed and its dimensional properties were discussed in [19].
In [21] Krzempek (developing the technique from [14]) showed that the formula (∗) from Introduction, where A = A0
and F (α,β) = α + β , holds for d = Ind0 if f is a fully closed mapping from a non-empty normal space X onto a space
whose every discrete closed subspace is a Gδ-set. As an application of this formula he got by induction that for each integer
n  1 we have Ind0 Cn = IndCn = n, where Cn , n  1, are compacta from Example 3.1. Note that the function F cannot be
replaced by a smaller one in the statement for α = 1 and any integer β  1 (Examples 3.1 and 3.2) and for any integer
α  1 and β = 1 (Example 3.3).
In [21] Krzempek observed that his result implies also the following statement: The formula (∗), where A = A0 and
F (α,β) = α +β , holds for d = Ind if f is a fully closed mapping from a non-empty normal space X onto a perfectly normal
space, and every point-inverse of f is perfectly normal. Example 3.2 shows that the function F cannot be replaced by a
smaller one in the statement for α = 1 and any integer β  1. (Note that the same formula for Ind when X is hereditarily
normal, Y is strongly hereditarily normal and f is fully closed was earlier proved in [14] by Fedorchuk.)
Let us notice that for the mapping ψ : ⊕∞n=1 Xn → D , where Xn = In for each positive integer n, from Example 2.2
we have trInd(
⊕∞
n=1 Xn) = trInd0(
⊕∞
n=1 Xn) = ∞ and (trInd)0ψ + Ind D = (trInd0)0ψ + Ind0 D = ω0. So one cannot extend
literally the Krzempek’s results to transﬁnite dimensions.
We say that a mapping f : X → Y possesses the property Z if for every disjoint closed sets A and B of X the set
f (A) ∩ f (B) is a zero set of Y .
In [3, Proposition 1] Charalambous and Krzempek proved that if f : X → Y is a fully closed mapping of a non-empty
normal space X onto a space Y with Ind0 Y < ∞ and f possesses the property Z then
trInd0 X  (trInd0)1 f + Ind0 Y . (∗∗)
Remark 3.1. Let us observe that the fully closed mapping ψ above possesses also the property Z . So we cannot replace in
the inequality (∗∗) the term (trInd0)1 f by (trInd0)0 f . This was one of the reasons why we started to study Question 1.1.
The following two corollaries of (∗∗) can be obtained from the discussion on p. 6 in [3]. We will supply them with short
proofs.
Proposition 3.1. Let f : X → Y be a fully closed mapping, X a normal space and Y a space with Ind0 Y < ∞. Additionally suppose
that f possesses the property Z and (trInd0)1 f = ∞. Then
trInd0 X  (trInd0)0 f + Ind0 Y .
Proof. Since (trInd0)1 f = ∞, by Proposition 2.3(i) we have (trInd0)1 f = (trInd0)0 f . This proves the statement. 
Proposition 3.2. Let f : X → Y be fully closed, X a normal space and Y a compact space with Ind0 Y < ∞. Additionally suppose that
f possesses the property Z . Then
trInd0 X  (trInd0)0 f + Ind0 Y .
Proof. By Proposition 2.2, (trInd0)0 f = (trInd0)1 f . This implies the statement. 
Remark 3.2. Let f∗ : X∗ → Y∗ be the mapping from Example 2.2, where Xn = In for each positive integer n. Note that the
fully closed mapping f∗ possesses the property Z . Let us also notice that (trInd0)0 f∗ = (trInd0)1 f∗ = ω0, (trInd0)2 f∗ = ∞,
trInd0 X∗ = ω0 and Ind0 Y∗ = 0. Hence, (trInd0)1 f∗ + Ind0 Y∗ < (trInd0)2 f∗ + Ind0 Y∗ .
So the replacement of (trInd0)1 f by (trInd0)2 f in the inequality (∗∗) would lead to a weaker result.
Example 3.4. It is well known due to Filippov (see [15]) that there are two compact spaces E, F such that Ind E = 2, Ind F =
1 and Ind(E × F ) 4. Let g : E × F → F be the projection of the product E × F onto the factor F . Since Ind(S × T ) = Ind S
whenever S, T are compacta and Ind T = 0 ([25]), (Ind)3g = 2. (Note that (Ind)i g = 2 for i = 0,1,2.) Hence Ind(E × F ) 
4 > (Ind)3g + Ind F = 3. Let us observe that g is not fully closed.
In [18] (see also [17] for a short survey of the subject and [8] for further details) Iliadis suggested to deﬁne a dimension-
like function I(X, F) of type Ind on a space X by a normal base F on the space X . The values Ind X and Ind0 X as well
as the values of relative inductive dimensions by Chigogidze [9] on the space X may be considered as I(X, F) by the
corresponding normal bases F on X .
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Let us recall some necessary deﬁnitions and facts about the function. A base F for the closed subsets of a space X is
said to be normal (see [16]) if:
(i) F is a ring of sets on the set X , i.e. ∅ ∈ F , X ∈ F and F is closed under ﬁnite unions and ﬁnite intersections.
(ii) F is disjunctive: For a given closed set G of X and any point x /∈ G , there exists an element F ∈ F which contains x
and is disjoint from G .
(iii) F is base-normal: For a given pair (F1, F2) of disjoint elements of F there exists a pair (G1,G2) of elements of
F such that F1 ∩ G2 = ∅, F2 ∩ G1 = ∅, and G1 ∪ G2 = X or, equivalently, there exist disjoint elements O 1, O 2 of F c =
{X \ F : F ∈ F} such that F1 ⊂ O 1 and F2 ⊂ O 2. (The sets G1 ∩ G2 and L = X \ (O 1 ∪ O 2) are evidently partitions between
F1 and F2 in X , which are elements of F . Such partitions will be called F -partitions. The pair (G1,G2) is called a screening
of the pair (F1, F2).)
Note that for each element F ∈ F the family F |F = {F ′ ∩ F : F ′ ∈ F} is a normal base on the space F .
The family Z(X) of all closed subsets of a normal space X , the family Z(X) of all zero sets of a Tychonoff space X , and
the family Z(X, Y ) = Z(Y )|X of closed subsets of a subspace X of a Tychonoff space Y are natural examples of normal bases
on X .
Deﬁnition 3.1. ([17]) Let F be a normal base on a space X . The base dimension I(X, F) of the space X by the normal base F is
deﬁned by induction:
(a) I(X, F) = −1 if and only if X = ∅.
(b) I(X, F)  n, where n is a non-negative integer, if and only if for every pair (F1, F2) of disjoint elements of F there
exists a screening (G1,G2) of (F1, F2) such that I(G1 ∩ G2, F |G1∩G2 ) < n or, equivalently, there are disjoint elements
O 1, O 2 of F c such that F1 ⊂ O 1, F2 ⊂ O 2, and I(L, F |L) < n, where L = X \ (O 1 ∪ O 2).
Furthermore, I(X, F) = ∞ if and only if the relation I(X, F) n is not true for every non-negative integer n.
Note that I(F , F |F )  I(X, F) for every element F ∈ F . Observe also that Ind X = I(X, Z(X)), Ind0 X = I(X, Z(X)) and
I(X, Y ) = I(X, Z(X, Y )), where I(X, Y ) is the relative inductive dimension of Chigogidze [9].
Recall also ([17]) that a normal base F on a space X is called
(a) multiplicative if the countable intersections of elements of F belong to F ,
(b) hereditarily normal if for each subspace E of X the family F |E = {F ∩ E: F ∈ F} is a normal base on E , and
(c) perfectly normal if F is hereditarily normal and every element O ∈ FC is the union of countably many elements of F .
It is easy to see from [10, Proposition 1.1] that a normal base F on a Tychonoff space X is multiplicative and perfectly
normal if and only if F = Z(X, Y ) for some Tychonoff space Y ⊃ X . Let us also note that if E is a subspace of X and a
normal base F on a space X is multiplicative and perfectly normal then F |E is also a multiplicative perfectly normal base
on E .
Proposition 3.3. ([17, Theorem 3]) Let F be a multiplicative perfectly normal base on a space X. Then
(i) for each subspace E of X we have I(E, F |E) I(X, F) (see also [10, Theorem 3.9]);
(ii) if X = ⋃∞i=1 Ei , where Ei ∈ F and I(Ei, F |Ei )  n for each i and some integer n  0, then I(X, F)  n (see also [10, Theo-
rem 3.11]).
We call a normal base F on a space X hereditarily separating if for each element O ∈ FC the family F |O is a separating
normal base on O (recall [8] that a normal base F on a space X is called separating if for any disjoint closed subsets G1,
G2 of X there are disjoint elements F1, F2 of F such that G1 ⊂ F1 and G2 ⊂ F2).
It is evident that if F is a hereditarily separating on a space X and E ∈ F then F |E is a hereditarily separating normal
base on E . Simple examples of a hereditarily separating normal base on a space X are Z(X) and Z(X).
Question 3.1. Are there hereditarily separating bases on a space X different from Z(X) and Z(X)?
Let us ﬁx for each normal space S a class CS of closed subsets of S such that for any closed subspace T of S we have
CS ∧ T = {C ∈ CS : C ⊂ T } = CT .
Theorem 3.1. Let f : X → Y be a closed mapping of a non-empty normal space X onto a normal space Y , and FX , FY are multiplica-
tive perfectly normal bases on the spaces X, Y , respectively, such that
(i) f −1F ∈ FX for each element F ∈ FY ;
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C = f (A) ∩ f (B) ∈ CY ∩ FY , and there exist elements F ,G of FY such that the sets F ∩ (Y \ C) and G ∩ (Y \ C) are disjoint,
f (A) \ C ⊂ F ∩ (Y \ C) and f (B) \ C ⊂ G ∩ (Y \ C) (note that this condition holds when, for example, the base FY is hereditarily
separating).
Then
I(X, FX ) I(FX , CY ) f + I(Y , FY ) + 1, (∗∗∗)
where I(FX , CY ) f = sup{I( f −1C, FX | f −1C ): C ∈ CY ∩ FY }.
Proof. We can assume that I(FX , CY ) f < ∞, and I(Y , FY ) < ∞. Put k = I(FX , CY ) f and m = I(Y , FY ). Apply induction on
m  0. Consider two disjoint elements A1 and B1 of FX . Let O 1, V1 be elements of FCX and A,B be disjoint elements of
FX such that A1 ⊂ O 1 ⊂ A, B1 ⊂ V1 ⊂ B . Set C = f (A) ∩ f (B) and Y1 = Y \ C . By (ii) C ∈ FY and so Y1 ∈ FCY . Since the
base FY is perfectly normal, Y1 is an Fσ -set of Y . In particular, the subspace Y1 of Y is normal. The multiplicative perfect
normality of FY implies by Proposition 3.3(i) (or (ii)) the inequality I(Y1, FY |Y1 ) I(Y , FY ) =m. By (ii) there exist elements
F , G of FY such that the sets F ∩ Y1 and G ∩ Y1 are disjoint elements of FY |Y1 and f (A) \ C ⊂ F ∩ Y1 and f (B) \ C ⊂
G ∩ Y1. Then it is possible to choose disjoint elements O 2 and V2 of (FY |Y1)C (and so also of FCY ) such that F ∩ Y1 ⊂ O 2,
G ∩ Y1 ⊂ V2 and I(L, FY |L)m − 1, where L = Y1 \ (O 2 ∪ V2). Put now L1 = f −1L, O 3 = f −1O 2 and V3 = f −1V2. Let us
notice that O 3 and V3 are elements of FCX (see (i)). Hence O 4 = (O 1 ∪ O 3), V4 = (V1 ∪ V3) are also elements of FCX and
A1 ⊂ O 4, B1 ⊂ V4. The set L2 = X \ (O 4 ∪ V4) is an FX -partition between the sets A1 and B1 in X . Observe that L2 is the
disjoint union E ∪ L1 of the sets E = L2 ∩ f −1C and L1, where E ∈ FX (recall that C ∈ FY and so by (i) f −1C ∈ FX ) and
I(E, FX |E) I( f −1C, FX | f −1C ) k. Note that if m = 0 then L = ∅. So L1 = ∅ and L2 = E . Hence I(X, FX ) k + 1 and so the
inequality (∗ ∗ ∗) holds in the case.
Let us suppose that m > 0 and the statement is valid for each space Y and each normal base FY on Y with I(Y , FY ) <m.
Let now I(Y , FY ) =m. We will show that I(L2, FX |L2) k+m. Recall that Y1 is the countable union
⋃∞
i=1 Y i , where Y i ∈ FY
for each i, and thereby L is the countable union
⋃∞
i=1(L∩Y i), where L∩Y i ∈ FY for each i. Note that for the closed mapping
f | f −1(L∩Y i) : f −1(L ∩ Y i) → L ∩ Y i of the normal space f −1(L ∩ Y i) onto the normal space L ∩ Y i we have the following:
(1) The bases FX | f −1(L∩Y i) and FY |L∩Y i on the spaces f −1(L ∩ Y i) and L ∩ Y i , respectively, are multiplicative perfectly
normal,
(2) f −1F ∈ FX | f −1(L∩Y i) for each F ∈ FY |L∩Y i ,
(3) For every disjoint elements A′, B ′ ∈ FX | f −1(L∩Y i) (note that A′, B ′ ∈ FX ) we have C ′ = f (A′) ∩ f (B ′) ∈ FY |L∩Y i , C ′ ∈
CY ∧ (L∩Y i) = CL∩Y i and there exist elements F , G of FY |L∩Y i for which the sets F ∩ ((L∩Y i)\C ′) and G∩ ((L∩Y i)\C ′)
are disjoint and f (A′) \ C ′ ⊂ F ∩ ((L ∩ Y i) \ C ′) and f (B ′) \ C ′ ⊂ G ∩ ((L ∩ Y i) \ C ′).
Moreover, by Proposition 3.3(i), I(L ∩ Y i, FY |L∩Y i )  I(L, FY |L)  m − 1. Since CL∩Y i ∩ FY |L∩Y i ⊂ CY ∩ FY and
( f | f −1(L∩Y i))−1(D) = f −1(D) for every D ∈ CL∩Y i ∩ FY |L∩Y i , we have I(FX | f −1(L∩Y i), CL∩Y i ) f | f −1(L∩Y i)  I(FX , CY ) f . So by
the inductive assumption we have
I
(
f −1
(
L ∩ Y i), FX | f −1(L∩Y i)
)
 I
(FX | f −1(L∩Y i), CL∩Y i
)
f | f −1(L∩Y i) + I
(
L ∩ Y i, FY |L∩Y i
)+ 1
 k + (m − 1) + 1 = k +m.
Note that L2 = E ∪ L1 = E ∪ f −1L = E ∪⋃∞i=1 f −1(L ∩ Y i) and f −1(L ∩ Y i) ∈ FX |L2 for each integer i  1. Now by the
countable sum theorem for I which holds due to the multiplicative perfect normality of the base FX , see Proposition 3.3(ii),
we get that I(L2, FX |L2 )  k +m. Since L2 is a FX -partition between A1 and B1 in X we have I(X, FX )  k +m + 1. The
theorem is proved. 
Let us formulate some applications of Theorem 3.1.
Corollary 3.1. Let f : X → Y be a closed mapping of a non-empty normal space X onto a normal space Y such that for every disjoint
elements A, B of Z(X) we have f (A) ∩ f (B) ∈ C0Y , where C0Y = CY ∩ Z(Y ). Then
Ind0 X  Ind0
(C0Y
)
f + Ind0 Y + 1. (∗∗∗)
Proof. It suﬃces to show that the second condition of (ii) in Theorem 3.1 is satisﬁed. Let A and B be disjoint zero sets of X .
Since C = f (A)∩ f (B) ∈ Z(Y ), Y \ C is normal. Then there are disjoint zero sets Z ′1 and Z ′2 of Y \ C such that f (A) \ C ⊂ Z ′1
and f (B) \ C ⊂ Z ′ . We put Zi = Z ′ ∪ C for i = 1,2. Then Z1 and Z2 are desired. 2 i
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an non-negative integer such that r  Ind0 Y . Assume also that f (A) ∩ f (B) ∈ Z(Y ) and Ind0( f (A) ∩ f (B)) r whenever A, B are
disjoint elements of Z(X). Then Ind0 X  fr + Ind0 Y + 1, where fr = sup{Ind0 f −1D: D is a zero set of Y with Ind0 D  r}.
Corollary 3.3. Let f : X → Y be a closed mapping of a non-empty normal space X onto a normal space Y with Ind0 Y < ∞. Assume
also that f (A) ∩ f (B) ∈ Z(Y ) and f (A) ∩ f (B) is countable (resp. compact, Lindelöf, paracompact, etc.) whenever A, B are disjoint
elements of Z(X). Then Ind0 X  fcount + Ind0 Y + 1 (resp. Ind0 X  fcomp + Ind0 Y + 1, Ind0 X  f Lin + Ind0 Y + 1, Ind0 X 
fpar + Ind0 Y + 1, etc.), where
fcount = sup
{
Ind0 f
−1D: D is a countable zero set of Y
}
(
resp. fcomp = sup
{
Ind0 f
−1D: D is a compact zero set of Y
}
,
fLin = sup
{
Ind0 f
−1D: D is a Lindelöf zero set of Y
}
,
fpar = sup
{
Ind0 f
−1D: D is a paracompact zero set of Y
}
, etc.
)
.
Corollary 3.4. Let f : X → Y be a closed mapping of a non-empty normal space X onto a perfectly normal space Y with Ind Y < ∞
such that for each C ∈ CY the space f −1C is perfectly normal. Assume also that f (A)∩ f (B) ∈ CY whenever A, B are disjoint elements
of Z(X). Then Ind X  Ind(CY ) f + Ind Y + 1.
Proof. Since the space Y is perfectly normal we have Ind Y = Ind0 Y < ∞ and the mapping f possesses the property Z . By
Corollary 3.1 we get Ind0 X  Ind0(CY ) f + Ind0 Y +1. Recall that Ind0(CY ) f = sup{Ind0 f −1C : C ∈ CY }. Since for each C ∈ CY
the space f −1C is perfectly normal we have sup{Ind0 f −1C : C ∈ CY } = sup{Ind f −1C : C ∈ CY } = Ind(CY ) f . So Ind X 
Ind0 X  Ind(CY ) f + Ind Y + 1. 
Corollary 3.5. Let f : X → Y be a closed mapping of a non-empty normal space X onto a perfectly normal space Y with Ind Y < ∞
such that for each y ∈ Y the space f −1 y is perfectly normal. Assume also that f (A) ∩ f (B) is countable whenever A, B are disjoint
elements of Z(X). Then Ind X  (Ind)0 f + Ind Y + 1.
Proof. Since the space Y is perfectly normal we have Ind Y = Ind0 Y < ∞ and the mapping f possesses the property Z . By
Corollary 3.3 we get Ind0 X  fcount + Ind0 Y + 1, where fcount = sup{Ind0 f −1D: D is a closed countable subset of Y }. We
can assume that (Ind)0 f = n for some integer n 0, otherwise the inequality is evident. Consider a closed countable subset
D of Y . Since the space f −1D is normal and it is the countable union of its zero sets f −1 y, y ∈ D , then by the countable
sum theorem for Ind0 we have Ind0 f −1D = sup{Ind0 f −1 y: y ∈ D} = sup{Ind f −1 y: y ∈ D}  n. Hence, fcount  (Ind)0 f
and so Ind X  Ind0 X  fcount + Ind0 Y + 1 (Ind)0 f + Ind Y + 1. 
Question 3.2. Is it possible to remove “1” from the inequality (∗∗∗)?
Remark 3.3. Let f : X → Y be a closed mapping of a space X onto a space Y and A, B be families of closed subsets of X, Y
respectively. The mapping f is called an (A, B)-mapping if for any disjoint elements F ,G of A we have f (F ) ∩ f (G) ∈ B.
Note that if A is the family of all closed subsets of X , B is the family of all closed discrete subsets of Y then every
(A, B)-mapping is fully closed. So the notion of (A, B)-mappings generalizes the notion of fully closed mappings. There is
a developed theory on the fully closed mappings (see [14]). So it is natural to ask the following.
Question 3.3. What can we say about the (A, B)-mappings for classes (A, B)?
Example 3.5. In [6] Chatyrko constructed a compact space XCh and a mapping fCh : XCh → Ac onto the compact space Ac
with the only accumulation point μ and |Ac| = c, which satisﬁes the following conditions:
(1) dim XCh = 1 < 2 = Ind XCh = Ind0 XCh;
(2) all point-inverses f −1Ch x, μ = x ∈ Ac , are single points, and Ind f −1Ch μ = 1 < 2 = Ind0 f −1Ch μ.
Note that for any disjoint closed subsets A and B of XCh the set fCh(A)∩ fCh(B) is equal to either {μ}or ∅. So fCh is a fully
closed mapping between compacta for which the Hurewicz formula for Ind does not hold. More examples of this kind one
can get from Remark 2 [20].
We have the last comment on Question (B).
Remark 3.4. It follows from Example 2.3 that for the dimension Ind (and Ind0 as well) and the class A2 there is no function
F (x, y) which satisﬁes the inequality (∗) for mappings between compacta.
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