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Stochastic differential equations (SDEs) in the sense of Itô, which are formulated
by using stochastic integrals with respect to semimartingales, are certainly impor-
tant objects in probability theory. From both theoretical and practical importance,
many researchers have been studying approximations of solutions of SDEs and
developing some approximating schemes; for example, the Euler scheme, the Mil-
stein scheme and the Crank-Nicholson scheme. Main interests in this study are
whether an approximating scheme converges to the solution (convergence), how
fast the error of the scheme converges to zero (convergence rate), and whether the
error normalized by the convergence rate has a non-zero limit (asymptotic error
distribution).
Although these studies in the framework of semimartingales are successful,
there are important stochastic processes which are not included in the class of
semimartingales; for example, fractional Brownian motion (fBm). FBm is a cen-
tered Gaussian process determined by the Hurst parameter 0 < H < 1; if H = 1/2
then it is a standard Brownian motion, otherwise it is not even a semimartin-
gale. Consequently, it is not clear even to give a suitable meaning to differential
equations driven by such processes. Recently we can deal with SDEs driven by
Gaussian processes including fBm rigorously with the help of rough path theory
and symmetric integrals. In addition, useful criteria for the weak convergence of
random variables in the Wiener chaos, known as “fourth moment theorem”, have
been proved and applied to various problems recently. In this thesis, we study the




We consider the Euler scheme for SDEs in the sense of Itô and describe results of
approximations of the solutions in the framework of semimartingale. For the sake
of simplicity, we consider a one-dimensional SDE driven by a standard Brownian
motion Y . Let X be a solution to an SDE{
dXt = σ(Xt) dYt , t ∈ (0, 1],
X0 = x0,
where dY denotes the Itô integral. The Euler scheme X̄ (m) to the solution X is
defined by  X̄
(m)
0 = x0,









, t ∈ (0, 1],
where η(m)(t) = sup{l2−m : 0 ≤ l2−m < t}. In this setting, we see the following
results:
• Convergence and convergence rate: there exists a positive constant K inde-









• Asymptotic error distribution: there exists a stochastic process U character-
ized by a certain SDE such that
lim
m→∞
2m/2(X̄ (m) − X) = U(1.2)
as a stochastic process.
The convergence of {X̄ (m)}∞m=1 was shown by Maruyama [Mar55, Theorem 1].
His original proof is based on independent increments of a standard Brownian
motion and is slightly more complicated than modern proofs. Nowadays we can
show (1.1) easily by using the Burkholder-Davis-Gundy inequality [Bur66, BG70,
Dav70, GS72].
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After decades, Kurtz-Protter proved the asymptotic error distribution (1.2) for
a martingale driver Y [KP91c, Theorem 3.5, Remark 3.6 (c)] and Jacod-Protter
gave necessary and sufficient conditions for (1.2); the conditions are stated in
terms of the quadratic variation of a martingale Y [JP98, Theorem 1.2]. These
results are consequences of deep analysis on weak convergence of stochastic inte-
grals and solutions to SDEs. In general, for a sequence {(Hn , Mn)}∞n=1 of a couple
of a suitable stochastic process Hn and a martingale Mn, weak convergence of the
sequence does not imply weak convergence of stochastic integrals {
∫
Hn dMn}∞n=1
and weak convergence of {Mn}∞n=1 does not imply weak convergence of a sequence
of solutions {Xn}∞n=1 to SDEs dXn = σ(Xn) dMn. Many researchers seek condi-
tions for martingales that ensure these weak convergences and find some condi-
tions [JMP89, Sło89, MS91, KP91a, KP91b, KP91c]. By checking the conditions
for a certain SDE which the normalized error 2m/2(X̄ (m) − X) fulfills, we obtain
the convergence (1.2).
As we have seen in the above, we have an enormous amount of knowledge
about approximating schemes in the case of martingales. However, we know only
a few findings about approximating schemes in the case of non-martingales and
all of them are results in the case of fBms. The first one is a result about the
Euler scheme for SDEs driven by fBm with the Hurst parameter 1/2 < H <
1; Neuenkirch-Nourdin [NN07] find the limit of the normalized error in one-
dimensional case and Mishura-Shevchenko [MS08] study error bounds in multi-
dimensional case. Since it is known that the Euler scheme does not converge if the
Hurst parameter is smaller than 1/2, Gradinaru-Nourdin [GN09] and Friz-Riedel
[FR14] study the Milstein type scheme. They find the limit of the normalized error
in one-dimensional case and the sharp error bound in multidimensional case, re-
spectively. Next we state preceding results about the Crank-Nicholson scheme. In
[GN09], it is pointed out that the normalized error of the Crank-Nicholson scheme
for a one-dimensional SDE driven by a standard Brownian motion converges to
some random variable. Nourdin [Nou08b] considers the Crank-Nicholson scheme
associated to SDEs driven by fBm with a special coefficient and find the barrier
of convergence of it. In [NN07], the authors find the upper bound of convergence
rates of the scheme. They also obtain the convergence rate and the limit of the
normalized error in a special case. Based on their results, they conjectured that
the error with some rate converges. In the present thesis, we give an affirmative
answer to their conjecture.
3
1.2 Main results
We state our main results. Let B be a fBm with the Hurst parameter 0 < H < 1
defined on a probability space (Ω, F , P).
1.2.1 Error distributions of the Crank-Nicholson scheme
We consider the solution of the following simplest one-dimensional SDE driven
by fBm with 1/3 < H < 1/2:{
dXt = σ(Xt) d◦Bt , t ∈ (0, 1],
X0 = x0,
(1.3)
where σ is a smooth bounded function, x0 ∈ R and d◦B is the symmetric integral
in the sense of Russo-Vallois. For the symmetric integral and the SDE (1.3), see
[GNRV05] and [Nou08b], respectively.
Roughly speaking, the Crank-Nicholson scheme {X̂ (m)}∞m=1 is defined by the
solution to the equation:
X̂ (m)0 = x0,




















, t ∈ (0, 1],
(1.4)
where η(m)(t) = sup{l2−m : 0 ≤ l2−m < t}. In order to explain this scheme,
we consider it in the case t = ( j + 1)2−m for simplicity. Notice Bt − Bη(m)(t) =
△B j2−m := B( j+1)2−m − B j2−m . By applying the Taylor formula to the right-hand
side of (1.4), we see that the Crank-Nicholson scheme contains terms △B j2−m ,
(△B j2−m )2, . . . . In this sense, we interpret the Crank-Nicholson scheme as a simi-
lar one to the Milstein scheme; the Milstein scheme order N given by [GN09, eq.
(1.13)] contains the terms △B j2−m , . . . , (△B j2−m )N and the Milstein scheme order
one is the Euler scheme. However, the convergence rates and the limits of them
are different.
Here we state our main result.
Assumption 1.2.1. (A1) σ ∈ C∞bdd(R; R), (A2) inf |σ | > 0.
In the above assumption (A1), C∞bdd(R; R) denotes the totality of smooth func-
tions which are bounded together with all their derivatives. The assumption (A1)
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is just for stating the assertion easily. It is enough to require some order of the
differentiability which depends on H and which is higher if H is closer to 1/3; for
detail, see Remark 4.3.5. The assumption (A2) is necessary to obtain an expres-
sion of the Crank-Nicholson scheme; see Proposition 4.2.2.
















weakly in the Skorohod topology, where σ3,H is a positive constant defined by
(3.3) and W is a standard Brownian motion independent of B.
We are going to compare our result with the result [GN09, eq. (1.11)] in case
of a standard Brownian motion. The authors interpret the equation (1.4) as a SDE
in the Stratonovich sense and assert that the real-valued random variable 2m(X̂ (m)1 −
X1) converges to some random variable weakly; however the expression of the
limit random variable stated in [GN09] leaves out the term σ(X1) and contains
the wrong constant
√
15 instead of the correct one
√



















weakly, where ◦ dB denotes the Stratonovich integral. From (1.5) and (1.6), we
see that, though the convergence rates vary continuously with respect to H , the
limits in each cases are different greatly. We cannot explain easily why the limits
have different forms here; however we can understand it by carefully reading the
proof of Proposition 4.3.3 (we deal with the convergence of the main term of the
error in the proposition).
Next, we compare our main result on the Crank-Nicholson scheme with the
result on the Milstein type scheme [GN09, Theorem 4.1]. From both results in the
case 1/3 < H < 1/2, we see that the Crank-Nicholson scheme converges faster
than the Milstein type scheme with order N = 2, 3 and the former converges
slower than the latter with order N ≥ 4.
In order to obtain our main result, we rely on not martingale properties but
Gaussian properties. Since fBm does not have martingale property, which is an
extension of independent increments, we have to overcome difficulties which do
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not arise in the case of Brownian motion. We have three steps in our proof. The
first step is devoted to dividing 2m(3H−1/2)(X̂ (m) − X) into a main term and a re-
mainder (Proposition 4.3.2). In the second step, we consider the convergence of
the main term by studying asymptotic behavior of “symmetric” weighted Hermite
variations. If we know behavior of them, we can obtain the convergence of the
main term easily (Proposition 4.3.3). In the third step, we show that the remainder
converges to 0 with the help of Malliavin calculus (Proposition 4.3.4). In this step,
we need some idea. Since the Crank-Nicholson scheme is an implicit scheme, we
need to solve the equation (1.4) on some measurable set Ω(m) ⊂ Ω and treat the
remainder containing the term 1Ω(m) , which is not differentiable in the sense of
Malliavin. We divide it into differentiable parts and an undifferentiable part. We
see the convergence of the undifferentiable part easily, therefore we can concen-
trate on the differentiable parts. Using the duality relationship of the Malliavin
derivative operator and the product formula of the multiple Wiener integral, we
estimate the expectation of square of the differentiable parts and obtain the con-
vergence of them.
1.2.2 Asymptotics of weighted Hermite variations
We explain the “symmetric” weighted Hermite variations used in the second step
have interesting properties. They are defined by




f (B( j+1)2−m ) + f (B j2−m )
2
Hq(2mH△B j2−m ),
where ⌊ξ⌋ denotes an integer part of ξ > 0, f is a real-valued smooth function,
△B j2−m = B( j+1)2−m − B j2−m and Hq denotes the q-th Hermite polynomial with
the highest order coefficient one. Many researchers have been studied this type
functionals. They work on “forward” weighted Hermite variations as real-valued
random variables and obtain asymptotic behavior of them; see [Nou08a, NN10,
NNT10]. In a way similar to that of their result, we have asymptotics of symmetric
weighted Hermite variations:
Theorem 1.2.3. Let q ≥ 2 and f be a smooth function satisfying some growth














weakly in the Skorohod topology, where σq,H is a positive constant defined by
(3.3) and W is a standard Brownian motion independent of B.
This theorem is a simplified version of Theorem 3.2.1. In Theorem 3.2.1, we
deal with “forward”, “symmetric” and “backward” weighted Hermite variations
and provide convergence as stochastic processes. The proof of Theorem 3.2.1
heavily relies on the fourth moment theorem [NOL08, NP05, PT05]. In fact,
we see G(m)q for f = 1 (the Hermite variations) converges to σq,HW in the case
0 < H < 1 − 1/2q with the help of the fourth moment theorem. The convergence
of G(m)q for general f follows from the convergence of the Hermite variation and
estimates of some errors. The restriction 1/2q < H < 1−1/2q is due to the errors.
1.2.3 The Itô formula
We state the Itô formula for the symmetric integral. Once Theorem 1.2.3 is shown,
the following Itô type formula is proved in the same way as [NNT10, Theorem 4].
This theorem is a simplified version of Theorem 3.3.1.





f ′(B( j+1)2−m ) + f ′(B j2−m )
2
△B j2−m = f (B·) − f (B0)
holds in probability with respect to the uniform norm.
This Itô type formula is proved by [NNT10, Theorem 4] in discrete settings
and by [GNRV05, Theorem 4.4] and [CN05, Theorem 5.3] in continuous settings;
however, they are results on real-valued random variables at some fixed time. A
result on convergence as stochastic process is given in [GN03, Corollary 2.3] and
it states that, if 1/3 ≤ H < 1, then∫ ·
0





converges, as ϵ → 0, almost surely, on each compact interval. Comparing Theo-
rem 1.2.4 with this result, we obtain the Itô formula for small H .
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1.3 Structure of the thesis
This thesis is organized as follows. In Chapter 2, we collect well-known results
used in this thesis. In Chapter 3, we review the fourth moment theorem and
give proofs of Theorems 1.2.3 and 1.2.4. Chapter 4 is devoted to proving The-





We prepare notation to use in this paper.
Throughout this paper we mainly use s, t , u, v and j, k , l ,m, n to denote real
numbers belonging to [0, 1] and N ∪ {0}, respectively. We denote by Λ the set of
sequences λ = (λ1, λ2, . . . ) ∈ (N∪ {0})∞ such that all the elements vanish except
a finite number of them. For λ ∈ Λ, we set λ! =∏∞j=1 λ j! and |λ | = ∑∞j=1 λ j . The
symmetric group on {1, 2, . . . , N } is denoted bySN .
We use some function spaces. For α ∈ {0} ∪ N ∪ {∞}, Cα(Rd; R) denotes the
set of all α-times continuously differentiable R-valued functions defined on Rd .
Furthermore Cαpoly(R
d; R) denotes the totality of functions f ∈ Cα(Rd; R) which
are polynomial growth together with their derivatives up to the α-th order, and
Cαbdd(R
d; R) denotes the totality of bounded functions f ∈ Cαpoly(R
d; R) whose
derivatives are also bounded.
For a continuous stochastic process X = {Xt }0≤t≤1 and 0 ≤ j ≤ 2m − 1, we
put △X j2−m = X( j+1)2−m − X j2−m and △X = sup0≤ j≤2m−1 |△X j2−m |.
2.2 Criterion of the weak convergence
We prepare results on the weak convergence following [BS10, NRS10]. Let
D([0, 1]; Rd) denote the space of càdlàg functions from [0, 1] to Rd endowed
with the Skorohod topology. Let X (m) = (X (m),1, . . . , X (m),d), m = 1, 2, . . . , and
X = (X1, . . . , X d) be D([0, 1]; Rd)-valued random variables. Note that the rela-
tive compactness of {X (m),α}∞m=1 in D([0, 1]; R) for each 1 ≤ α ≤ d implies the
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relative compactness of {(X (m),1, . . . , X (m),d)}∞m=1 in (D([0, 1]; R))d; however, it
does not imply the relative compactness in D([0, 1]; Rd) in general. In order to
obtain the relative compactness in D([0, 1]; Rd), we need to impose an additional
assumption:
Proposition 2.2.1. If, for each 1 ≤ α ≤ d, the sequence {X (m),α}∞m=1 converges
to a continuous process Xα weakly inD([0, 1]; R), then {(X (m),1, . . . , X (m),d)}∞m=1
converges to (X1, . . . , X d) weakly in D([0, 1]; Rd).
The following criterion of relative compactness is a special case of [BS10,
Corollary 2.2].
Proposition 2.2.2. Put γ(ξ) = min{1, |ξ |} for ξ ∈ Rd . Let {X (m)}∞m=1 be a se-
quence of processes in D([0, 1]; Rd). Suppose that there exist α > 0, β > 0,












for 0 ≤ s < t ≤ 1. Then {X (m)}∞m=1 is relatively compact.
2.3 The Malliavin calculus
We recall basic results about Malliavin calculus. For detail, see [Nua06].
Let H be a real separable Hilbert space endowed with the norm ∥ · ∥H and
the inner product (·, ·)H. Take an orthonormal basis {e j }∞j=1 of H and fix it. Let
X = {X(h)}h∈H be an R-valued isonormal Gaussian process on a probability space
(Ω, F , P), that is, X is a centered Gaussian family of random variables such that
E[X(h)X(k)] = (h, k)H for every h, k ∈ H.
Here we recall the notion of Wiener chaos. For every q ∈ N, define the q-th
Hermite polynomial Hq as Hq(ξ) = (−1)qeξ
2/2(dq/dξq)e−ξ
2/2 and the q-th Wiener
chaos Hq as the closed subspace spanned by {Hq(X(h)) : h ∈ H, ∥h∥H = 1} in







Hλ j (X(e j)).
Then, {Hλ : |λ | = q, λ ∈ Λ} is an orthonormal basis of Hq. We denote by ⊗ the
tensor product and by H⊗q the tensor product space for q ≥ 2. For q = 0, 1, we
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set H⊗0 = R and H⊗1 = H by convention. We define the symmetrization h̃ ∈ H⊗q
for h ∈ H⊗q as follows: if h is written as h = h1 ⊗ · · · ⊗ hq for h j ∈ H, we put





hσ(1) ⊗ · · · ⊗ hσ(q);
we also define the symmetrization for general elements in H⊗q by the linearity.
For notational simplicity, we set h1 ⊙ · · · ⊙ hq = (h1 ⊗ · · · ⊗ hq)∼. An element
h ∈ H⊗q is said to be symmetric if h̃ = h. We denote by H⊙q the set of symmetric
elements of H⊗q. The space H⊙q forms a Hilbert space with respect to the scaled
norm
√







2 ⊙ · · · .
Then, {eλ : |λ | = q, λ ∈ Λ} is an orthonormal basis of H⊙q. The mapping
Iq : H⊙q → Hq defined by Iq(eλ) = Hλ provides a real linear isometry between
H⊙q andHq.
Let S be the totality of all smooth functionals which have the form of F =
f (X(h1), . . . , X(hα)), where hβ ∈ H and f ∈ C∞poly(Rα; R). The Malliavin deriva-






(X(h1), . . . , X(hα))hβ .






∂ξ β1 · · · ∂ξ βn
(X(h1), . . . , X(hα))hβ1 ⊗ · · · ⊗ hβn .
As usual, for n ∈ N, we define the Sobolev space Dn,2(Ω; R) by the completion






Since the operator D is a continuous operator from Dn,2(Ω; R) to Dn−1,2(Ω; R),
there exists its adjoint operator δ, which is called the divergence operator or the
Skorohod integral. Notice the duality relationship
E[Fδ(u)] = E[(DF, u)H]
for any F ∈ D1,2(Ω; R) and u belonging to the domain of δ. By the iteration, we
see that there exists an operator δn such that
E[Fδn(u)] = E[(DnF, u)H⊗n ](2.1)
for any F ∈ Dn,2(Ω; R) and u belonging to the domain of δn. Notice that h ∈ H⊙q
belongs to the domain of δq and δq(h) = Iq(h). From the Itô-Wiener expansion














for every h, k ∈ H.
2.4 Properties of fractional Brownian motions
Let B = {Bt }0≤t≤1 be a fractional Brownian motion with the Hurst parameter
0 < H < 1 defined on a probability space (Ω, F , P), that is, B is a continuous




(s2H + t2H − |s − t |2H).
It is well known that fBm has a modulus of continuity of trajectories: for any
ϵ > 0, there exists a nonnegative random variable Gϵ such that E[G
p
ϵ ] < ∞ for
any p ≥ 1 and
|Bt − Bs | ≤ Gϵ |t − s |H−ϵ a.s.(2.3)
for any s, t ∈ [0, 1].
From fBm B, we obtain an isonormal Gaussian process {B(h)}h∈H over some
Hilbert space H by the following steps. Let E be the set of step functions on
[0, 1], and H the Hilbert space defined as the closure of E with respect to the inner
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product (1[0,s], 1[0,t])H = E[Bs Bt] for 0 ≤ s, t ≤ 1. Since the map E ∋ 1[0,t] 7→
B(1[0,t]) = Bt ∈ L2(Ω; R) is an isometry, if {hn}∞n=1 ⊂ E converges to h ∈ H,
then {B(hn)}∞n=1 converges to some element B(h) ∈ L2(Ω; R). Once we obtain an
isonormal Gaussian process {B(h)}h∈H, we can use the Malliavin calculus.
In what follows, we put
ϵ t = 1[0,t], δ j2−m = 1[ j2−m ,( j+1)2−m]




(|ξ + 1|2H + |ξ − 1|2H − 2|ξ |2H).
Then, we see E[△B j2−m△Bk2−m ] = (δ j2−m , δk2−m )H = 2−2mH ρH( j − k) for 0 ≤
j, k ≤ 2m − 1.
The following three propositions proved in [NNT10, Lemma 5,6] are fre-
quently used in this paper.
Proposition 2.4.1. For any 0 ≤ s < t ≤ 1 and 0 ≤ u ≤ 1, we have
|E[(Bt − Bs)Bu]| ≤
(t − s)2H , 0 < H < 1/2,2H(t − s), 1/2 ≤ H < 1.
Proposition 2.4.2. Let r ∈ N. Then there exists a positive constant Kr,H depend-
ing only on r and H such that
2m−1∑
l=−(2m−1)
|ρH(l)|r ≤ Kr,H ·

1, 0 < H < 1 − 1/2r,
m, H = 1 − 1/2r,
2−2rm(1−H)+m , 1 − 1/2r < H < 1,
for any m ∈ N.





|(δ j2−m , δk2−m )H |r
≤ Kr,H(⌊2mt⌋ − ⌊2ms⌋) ·

2−2mrH , 0 < H < 1 − 1/2r,
m2−2mrH , H = 1 − 1/2r,
2−2rm+m , 1 − 1/2r < H < 1,
where Kr,H is a positive constant given in Proposition 2.4.2.
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Chapter 3
The fourth moment theorem and
weighted Hermite variations
In this chapter, we prove Theorems 1.2.3 and 1.2.4. Before doing so, we state the
fourth moment theorem.
3.1 The fourth moment theorem and the Hermite
variations
We devote this section to explaining the fourth moment theorem and related top-
ics. The fourth moment theorem is first proved by Nualart and Peccati [NP05] and
it provides necessary and sufficient conditions for weak convergence of random
variables in some fixed Wiener chaos. We use the multidimensional fourth mo-
ment theorem by Peccati and Tudor [PT05]. The following proposition is taken
from Theorems 5.2.7 and 6.2.3 in [NP12].
Proposition 3.1.1. Let C = (Cαβ) be a d-dimensional symmetric non-negative
definite matrix and let q1,. . . ,qd be positive integers. Assume that a sequence of




m=1 whose components {F
(m)
α }∞m=1 ⊂
Hqα (i.e. there exists { f
(m)
α }∞m=1 ⊂ H⊙qα such that F
(m)







β ] = Cαβ(3.1)
for every 1 ≤ α, β ≤ d. Then the following conditions are equivalent:
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1. for every 1 ≤ α ≤ d and 1 ≤ r ≤ qα − 1,
lim
m→∞
∥ f (m)α ⊗r f (m)α ∥H⊗2qα−2r = 0,
2. {F(m)}∞m=1 converges weakly to a d-dimensional Gaussian vector F with
distribution N(0,C),
3. for every 1 ≤ α ≤ d, {F(m)α }∞m=1 converges weakly to a one-dimensional
Gaussian random variable Fα with distribution N(0,Cαα),
4. for every 1 ≤ α ≤ d,
lim
m→∞
E[(F(m)α )4] = 3C2αα .
By using Proposition 3.1.1, we consider the asymptotic behavior of the Her-
mite variation











First, we prove the convergence of continuous stochastic processes {V (m)q }∞m=1
in the sense of finite-dimensional distribution.
Proposition 3.1.2. For fixed 0 ≤ s1 < t1 ≤ · · · ≤ sd < td ≤ 1, we put
F(m)α = V
(m)




F(m) = (F(m)1 , . . . , F
(m)
d ).
Assume q ≥ 2 and 0 < H < 1 − 1/2q. Then the sequence {F(m)}∞m=1 converges
weakly to a d-dimensional Gaussian random vector with distribution N(0,C).
Here d-dimensional matrix C = (Cαβ) is expressed by Cαβ = δαβ · σ2q,H(tα − sα).
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Proof. We follow the proof of [NP12, Theorem 7.2.4] and prove that F(m) satisfies
the assumption and condition 1 in Proposition 3.1.1.
First we show that F(m)1 , . . . , F
(m)
d satisfy (3.1). Noting
E[Hq(2mH△B j2−m )Hq(2mH△Bk2−m )] = q!E[(2mH△B j2−m )(2mH△Bk2−m )]q
= q!ρH( j − k)q ,
we obtain






E[Hq(2mH△B j2−m )Hq(2mH△Bk2−m )]





ρH( j − k)q
for 0 ≤ s < t ≤ 1 and 0 ≤ u < v ≤ 1. This equality yields















1{|l |≤⌊2m tα⌋−⌊2m sα⌋−1}(l)
and, for α < β,











From Proposition 2.4.1 and the dominated convergence theorem, we see that
F(m)1 , . . . , F
(m)
d satisfy (3.1).
Next we show that condition 1 in Proposition 3.1.1 is fulfilled. By using






we can express F(m)α = Iq( f
(m)
α ). In order to prove that f
(m)
1 , . . . , f
(m)
d satisfy











• for r = 1, . . . , q − 1


















for r = 1, . . . , q − 1, which is our desired result.





































Noting Proposition 2.4.2, we obtain
lim sup
m→∞
a(m)p,q ≤ lim sup
m→∞







Letting δ → 0, we see (3.4).
Next we prove (3.5). From the definition of f (m)α , we obtain




(2mHδ j2−m , 2mHδk2−m )rH · (2




ρH( j − k)r · (2mHδ j2−m )⊗q−r ⊗ (2mHδk2−m )⊗q−r .
Hence
∥ f (m)α ⊗r f (m)α ∥2H⊗2q−2r
= 2−2m
⌊2m tα⌋−1∑
j,k , j′ ,k′=⌊2m sα⌋
ρH( j − k)r ρH( j′ − k′)r ρH( j − j′)q−r ρH(k − k′)q−r
= 2−2m
⌊2m tα⌋−1∑
j,k , j′ ,k′=⌊2m sα⌋




ρH( j′ − k′)r ρH( j − j′)q−r .
Noting r = 1, . . . , q − 1 and using the Young inequality, we have
2m−1∑
j′=0
|ρH( j′ − k′)|r |ρH( j − j′)|q−r ≤
2m−1∑
j′=0
{|ρH( j′ − k′)|q + |ρH( j − j′)|q}
≤ 2a(m)q,q
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for every 0 ≤ j, k , k′ ≤ 2m − 1. We obtain
2m−1∑
j,k ,k′=0







These two inequalities imply




|ρH( j − k)|r |ρH(k − k′)|q−r
2m−1∑
j′=0
|ρH( j′ − k′)|r |ρH( j − j′)|q−r
≤ 2−2m · 22ma(m)r,q a(m)q−r,q · 2a
(m)
q,q ,
which implies (3.5). □
Proposition 3.1.3. Assume q ≥ 2 and 0 < H < 1 − 1/2q. Then we have
lim
m→∞
(B,V (m)q ) = (B, σq,HW )
weakly inD([0, 1]; R2), where σq,H is defined by (3.3) and W is a standard Brow-
nian motion independent of B.
Proof. We are going to show relative compactness and convergence in the sense
of finite-dimensional distribution.
From the proof of Proposition 3.1.2 and the equality E[(Btα − Bsα )F
(m)
β ] = 0,
we see {(B,V (m)q )}∞m=1 converges to (B, σq,HW ) in the sense of finite-dimensional
distribution. Next we show the relative compactness of {(B,V (m)q )}∞m=1. Noting
Proposition 2.2.2, we have an estimate
E[(V (m)q (t) − V (m)q (s))2] ≤ q! · 2−m
⌊2m t⌋−1∑
j,k=⌊2m s⌋





 ⌊2mt⌋ − ⌊2ms⌋2m .
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From this estimate and an equivalence of norms on the Wiener chaos Hq, we
conclude






which implies the relative compactness of {(B,V (m)q )}∞m=1.
Hence we obtain the desired result. □
3.2 Weighted Hermite variations
The purpose of this section is to give a proof of Theorem 1.2.3. We shall prove it
in a more general form. To state the result, we prepare notation. Fix a real-valued
function f ∈ C2qpoly(R; R) and a probability measure µ on [0, 1]. For f , µ and
0 ≤ s < t ≤ 1, define F f ,µs,t : D([0, 1]; R)→ R as
F f ,µs,t (x) :=
∫ 1
0
f (ξxt + (1 − ξ)xs) µ(dξ).
Using F f ,µs,t , we define a stochastic process G
(m)
q, f ,µ = {G
(m)
q, f ,µ(t)}0≤t≤1 by




F f ,µj2−m ,( j+1)2−m (B)Hq(2
mH△B j2−m ).(3.6)
When there is no risk of confusion, we write Fs,t(B) and G
(m)
q (t) simply. Our main
theorem including Theorem 1.2.3 is as follows. Putting µ = (δ0 + δ1)/2, where δ0
and δ1 denote the Dirac measures, we obtain Theorem 1.2.3.













weakly in D([0, 1]; R2), where σq,H is a positive constant defined by (3.3) and W
is a standard Brownian motion independent of B.
Theorem 3.2.1 readily follows from the next two propositions:
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Proposition 3.2.2. Let 0 ≤ t1 < · · · < td ≤ 1. Under the assumption of Theo-


















weakly in D([0, 1]; R) × Rd .
Proposition 3.2.3. Under the assumption of Theorem 3.2.1, {(B,G(m)q )}∞m=1 is rel-
atively compact in D([0, 1]; R2).
First we investigate basic properties of G(m)q in Section 3.2.1 and understand a
methodology frequently used in this paper. We give proofs of Propositions 3.2.2
and 3.2.3 in Sections 3.2.2 and 3.2.3, respectively.
Throughout this section, we put, for 0 ≤ r ≤ q − 1,
Θ
(r,m) =
2−4m(q−r)H , 0 < H < 1/2,2−2m(q−r), 1/2 ≤ H < 1,(3.7)
and, for r = q, Θ(q,m) = 1.
3.2.1 Basic properties
This subsection is devoted to proving basic results on the process G(m)q defined by
(3.6).
Proposition 3.2.4. Let µ and ν be probability measures on [0, 1] and f , g ∈
C2qpoly(R; R). Then there exists a positive constant K2 such that∣∣∣∣E [I2(q−r)(δ⊙q−rj2−m ⊙ δ⊙q−rk2−m )F f ,µs,t (B)Fg,νu,v (B)] ∣∣∣∣ ≤ K2Θ(r,m)
for any 0 ≤ s < t ≤ 1, 0 ≤ u < v ≤ 1 and 0 ≤ j, k ≤ 2m − 1. Here Θ(r,m) is
defined by (3.7).
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It remains to estimate the summands. In what follows, we assume a + b =
2(q − r). First, we see that


















µ(dξ)ν(dη) f (a)(ξBt + (1 − ξ)Bs)g(b)(ηBv + (1 − η)Bu)
























k2−m , (ξϵ t + (1 − ξ)ϵ s)






























k2−m , (ξϵ t + (1 − ξ)ϵ s)





Using Proposition 2.4.1, we have, for some positive constant K′2 depending only
on q and H ,∣∣∣∣(δ⊙q−rj2−m ⊙ δ⊙q−rk2−m , (ξϵ t + (1 − ξ)ϵ s)⊙a ⊙ (ηϵv + (1 − η)ϵu)⊙b)H⊗2(q−r ) ∣∣∣∣
≤ K′2Θ(r,m).
From f , g ∈ C2qpoly(R; R), we see that there exists a positive constant M such that
E[| f (a)(ξBt + (1 − ξ)Bs)|2]1/2, E[|g(b)(ηBv + (1 − η)Bu)|2]1/2 ≤ M.
Combining these, we have the conclusion. □







|(δ j2−m , δk2−m )H |r ,
where Θ(r,m) is defined by (3.7). Put λ = min{2q(1 − H) − 1, 1 − H }.
Assume q ≥ 2 and 1/2q < H < 1 − 1/2q. Then we have the following:





2. For 0 ≤ r ≤ q − 1,
Υ










, 1/2 ≤ H < 1 − 1/2q,






where Kr,H is a positive constant given in Proposition 2.4.2.
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Proof. We use Proposition 2.4.3.








From the assumption 1/2q < H < 1/2, we see the assertions 1 and 2. For 1 ≤
r ≤ q, we see
Υ
(r,m) ≤ 2−4m(q−r)H · 2m(2qH−1) · Kr,H











which implies the conclusion for 1/2q < H < 1/2.








If 1 ≤ r ≤ q − 1, then
Υ
(r,m) ≤ 2−2m(q−r) · 2m(2qH−1)
× Kr,H
(⌊2mt⌋ − ⌊2ms⌋) ·

2−2mrH , 1/2 ≤ H < 1 − 1/2r,
m2−2mrH , H = 1 − 1/2r,






2−2m(q−r)(1−H), 1/2 ≤ H < 1 − 1/2r,
m2−2m(q−r)(1−H), H = 1 − 1/2r,








2−m(1−H), 1/2 ≤ H < 1 − 1/2r,
m2−m(1−H), H = 1 − 1/2r,








If r = q, then
Υ




The proof is completed. □
From Propositions 3.2.4 and 3.2.5, we obtain the following moment estimate
of G(m)q defined by (3.6):
Proposition 3.2.6. Assume q ≥ 2 and 1/2q < H < 1 − 1/2q. Then there exists a
positive constant K3 such that
E[|G(m)q (t) − G(m)q (s)|2] ≤ K3
⌊2mt⌋ − ⌊2ms⌋
2m
for any m and 0 ≤ s < t ≤ 1.
Proof. Using the identity Hq(2mH△B j2−m ) = Iq(2mqHδ⊙qj2−m ) and the product for-
mula (2.2), we have
























(δ j2−m , δk2−m )rHb
(r,m)
j,k ,




k2−m )Fj2−m ,( j+1)2−m (B)Fk2−m ,(k+1)2−m (B). This
equality and Proposition 3.2.4 yield













































|(δ j2−m , δk2−m )H |r ,
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where K2 is a positive constant given in Proposition 3.2.4 and Θ(r,m) is defined by
(3.7). Combining this inequality and Proposition 3.2.5, we have the conclusion.
□
3.2.2 Convergence in the sense of finite-dimensional distribu-
tion
In this subsection, we show Proposition 3.2.2. The proof is done in a sequence
of lemmas. Our methodology used in the proof is the same as that of [NNT10,
Theorem 1].



















Fj2−m ,( j+1)2−m (B) − f (Bη(n)( j2−m))
)
×Hq(2mH△Bj2−m ), 1 ≤ α ≤ d.
Then we can decompose (B,G(m)q (t1), . . . ,G
(m)
q (td)) as





1 , . . . ,Ψ
(m,n)




1 , . . . , R
(m,n)
d ).
It remains to show the following two lemmas. □




















weakly in D([0, 1]; R) × Rd .
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E[|R(m,n)α |2] = 0
for all 1 ≤ α ≤ d.
Proof of Lemma 3.2.7. Defining Φ(n)α : D([0, 1]; R2)→ R for 1 ≤ α ≤ d by
Φ
(n)
α (x , y) =
⌊2n tα⌋−1∑
k=0
f (xk2−n )(y(k+1)2−n − yk2−n )











where V (m)q is defined by (3.2). Putting Φ
(n)




1 , . . . ,Φ
(n)
d ) is a map from D([0, 1]; R
2) to D([0, 1]; R) × Rd and con-
tinuous on {(x , y) ∈ D([0, 1]; R2) : t 7→ (xt , yt) is continuous}. The continuity of












weakly in D([0, 1]; R) × Rd . Finally,
Φ
(n)





f (Bk2−n )1[k2−n ,(k+1)2−n)(s) dWs
converges to σq,H
∫ tα
0 f (Bs) dWs in L
2(Ω; R) as n → ∞. The proof is completed.
□























k2−m )(Fj2−m ,( j+1)2−m (B) − f (Bη(n)( j2−m)))
× (Fk2−m ,(k+1)2−m (B) − f (Bη(n)(k2−m))).
The expectation of b(r,m,n)j,k can be estimated as follows:
|E[b(r,m,n)j,k ]| ≤ KΘ
(r,m) ·
1, 0 ≤ r ≤ q − 1,2−2nH , r = q,(3.8)
where K is a positive constant independent of j, k, m and n, and Θ(r,m) is defined
by (3.7). Combining (3.8) and Proposition 3.2.5, we have
lim sup
m→∞
E[|R(m,n)α |2] ≤ q!KKq,H2−2nH ,
which implies the assertion.
Finally, we prove (3.8). The estimation in the case r = q follows from the
mean value theorem and the Hölder continuity of fBm. In the case 0 ≤ r ≤ q − 1,
we have
|E[b(r,m,n)j,k ]| ≤
∣∣∣∣E [I2(q−r)(δ⊙q−rj2−m ⊙ δ⊙q−rk2−m )Fj2−m ,( j+1)2−m (B)Fk2−m ,(k+1)2−m (B)] ∣∣∣∣
+
∣∣∣∣E [I2(q−r)(δ⊙q−rj2−m ⊙ δ⊙q−rk2−m )Fj2−m ,( j+1)2−m (B) f (Bη(n)(k2−m))] ∣∣∣∣
+
∣∣∣∣E [I2(q−r)(δ⊙q−rj2−m ⊙ δ⊙q−rk2−m ) f (Bη(n)(k2−m))Fk2−m ,(k+1)2−m (B)] ∣∣∣∣
+
∣∣∣∣E [I2(q−r)(δ⊙q−rj2−m ⊙ δ⊙q−rk2−m ) f (Bη(n)(k2−m)) f (Bη(n)(k2−m))] ∣∣∣∣
≤ 4K2Θ(r,m).
The last inequality follows from Proposition 3.2.4 and K2 is a positive constant
given in Proposition 3.2.4. The proof is completed. □
3.2.3 Relative compactness
In this subsection, we prove Proposition 3.2.3.
Proof of Proposition 3.2.3. From Proposition 2.2.1, it is sufficient to prove the
relative compactness of {G(m)q }∞m=1. We prove it with the help of Proposition 2.2.2;
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we prove that there exist a positive constant K and θ > 1 such that
sup
1≤m<∞
E[|G(m)q (1)|2] < ∞,






The first inequality has been proved in Proposition 3.2.6. We focus our attention
on proving the second inequality.





Fj2−m ,( j+1)2−m (B) − F⌊2m s⌋2−m ,(⌊2m s⌋+1)2−m (B)
)




F⌊2m s⌋2−m ,(⌊2m s⌋+1)2−m (B)Hq(2mH△B j2−m ).
Since γ(ξ2 + ξ4)4 ≤ K′(ξ22 + ξ44) for some positive constant K′, it is sufficient to
estimate E[Ξ22] and E[Ξ
4
4].
























k2−m )(Fj2−m ,( j+1)2−m (B) − F⌊2m s⌋2−m ,(⌊2m s⌋+1)2−m (B))
× (Fk2−m ,(k+1)2−m (B) − F⌊2m s⌋2−m ,(⌊2m s⌋+1)2−m (B)).
In the same way as in the proof of (3.8), we obtain









, r = q,
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where K′′ is a positive constant independent of j, k and m. Using this inequality

























, 1/2 ≤ H < 1 − 1/2q,
where λ = min{2q(1 − H) − 1, 1 − H }. The estimate of E[Ξ22] is completed.
Finally, we estimate E[Ξ44]. Note
|Ξ4 | =













Since there exists a positive constant C such that E[|F |8]1/8 ≤ CE[|F |2]1/2 for








































The proof is completed. □
3.3 The Itô formula
In this section, we prove the following theorem.
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Theorem 3.3.1. Let f ∈ C∞bdd(R; R) and a probability measure µ on [0, 1] be








f ′(B j2−m + ξ△B j2−m ) µ(dξ) = f (B) − f (B0)
holds in probability with respect to uniform norm.
This is a generalization of Theorem 1.2.4. In fact, we obtain Theorem 1.2.4
by setting µ = (δ0 + δ1)/2, where δ0 and δ1 denote the Dirac measures.
Proof. Using the Taylor formula, we see that, for a, b ∈ R,
(3.9) f (b) − f (a) − (b − a)
∫ 1
0
f ′(a + ξ(b − a)) µ(dξ)



































and R is a bounded continuous function such that R(a, a) = 0. Put B̄ j2−m =
(B j2−m + B( j+1)2−m )/2. We have






f ′(Bj2−m + ξ△B j2−m ) µ(dξ)













R(B( j+1)2−m , Bj2−m )(△B j2−m )6.
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For showing the assertion, it is sufficient to prove that the right-hand side con-
verges to 0 uniformly in t. It follows from the Hölder continuity that J(m)6 con-
verges to 0 for 1/6 < H < 1 and that so do I(m)3 and I(m)5 for 1/3 < H < 1.
Hence, we see the assertion is valid in the case 1/3 < H < 1.




f (3)(B̄ j2−m )(△B j2−m )3
= 2−(3H−1/2)mG(m)
3, f (3) ,δ1/2
(t) + 3 · 2−2mH
⌊2m t⌋−1∑
j=0
f (3)(B̄ j2−m )△B j2−m .
This equality and (3.10) yield
⌊2m t⌋−1∑
j=0
f (3)(B̄ j2−m )(△B j2−m )3
= 2−(3H−1/2)mG(m)
3, f (3) ,δ1/2
(t)
+ 3 · 2−2mH




f (5)(B̄ j2−m )(△B j2−m )3 +O(2m(△B)5)

= o(1) − 3c3 · 2−2mH
⌊2m t⌋−1∑
j=0
f (5)(B̄ j2−m )(△B j2−m )3.
In the last line, we used 1/6 < H ≤ 1/3 and Proposition 3.2.6. By repeatedly
applying this equality, we obtain
⌊2m t⌋−1∑
j=0
f (3)(B̄ j2−m )(△B j2−m )3
32
= o(1) − 3c32−2mH
o(1) − 3c3 · 2−2mH ⌊2
m t⌋−1∑
j=0
f (7)(B̄ j2−m )(△B j2−m )3

= o(1) − (3c3)22−4mH
⌊2m t⌋−1∑
j=0
f (7)(B̄ j2−m )(△B j2−m )3,
which implies that I(m)3 converges to 0 uniformly.
Next, we consider I(m)5. The identity ξ5 = H5(ξ) + 10H3(ξ) − 15ξ shows
I(m)5t = 2
−(5H−1/2)mG(m)
5, f (5) ,δ1/2
(t) + 10 · 2−(5H−1/2)mG(m)
3, f (5) ,δ1/2
(t)
+ 15 · 2−4mH
⌊2m t⌋−1∑
j=0
f (5)(B̄ j2−m )△B j2−m .
We see that the first two terms converge to 0 from Proposition 3.2.6, and the




SDEs driven by fBm and the
Crank-Nicholson scheme
4.1 The symmetric integral in the sense of Russo-
Vallois
In this section, we sketch a theory of the symmetric integral in the sense of Russo-
Vallois by following [GNRV05].
In [RV93a] and [RV93b], Russo and Vallois introduce a notion of the forward,
backward, symmetric stochastic integral and covariation process via regulariza-
tion in order to investigate SDEs with anticipating initial conditions. After their
works [RV95, RV96, RV00], Errami and Russo [ER03] prove that the Itô formula
holds for the symmetric integrals with respect to any processes with cubic vari-
ation processes. The Itô formula they prove contains a correcting term and the
correction is written in terms of a cubic variation process. In [GRV03], the au-
thors show that the correction appeared in [ER03] vanishes in the case of fBm
with the Hurst 1/4 < H < 1 and obtained the Itô formula. Finally, Gradinaru and
coauthors show the Itô formula for fBm with 1/6 < H < 1 and they also define
the Newton-Cotes integral, which is an extension of the symmetric integral, with
respect to fBm for general 0 < H < 1 in [GNRV05].
Let us start with the definition of the symmetric integral via regularization:
Definition 4.1.1. Let Y and Z be two real-valued continuous processes. We use
the convention Yt = Y1 and Zt = Z1 for t > 1 below.
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• The symmetric integral in the sense of Russo-Vallois is defined by∫ t
0









in probability, provided the limit exists.
• Let m be a positive integer and µ a symmetric probability measure on [0, 1].
For g : R→ R, the m-order µ-integral is defined by∫ t
0






ds (Zs+ϵ − Zs)m
∫ 1
0
g(Ys + ξ(Ys+ϵ − Ys)) µ(dξ)
in probability, provided the limit exists.
The m-order µ-integral is an extension of the symmetric integral, that is, the
m-order µ-integral for m = 1 and µ = (δ0 + δ1)/2 is the symmetric integral, where
δa denotes the Dirac measure.
Proposition 4.1.2 ([GNRV05, Theorem 4.4]). Let 1/6 < H < 1 and µ a symmet-




′(Bs) dµ,1Bs exists and satisfies the Itô formula
f (Bt) = f (B0) +
∫ t
0
f ′(Bs) dµ,1Bs .
Especially, the symmetric integral in the sense of Russo-Vallois exists and satisfies
the Itô formula.
A proof of Proposition 4.1.2 given in [GNRV05] is complicated. For the sake
of conciseness, we give a proof for only the case that 1/3 < H < 1 and f ∈
C6bdd(R; R), which we use later.







f (Bs+ϵ ) − f (Bs) − (Bs+ϵ − Bs)
∫ 1
0
f ′(Bs + ξ(Bs+ϵ − Bs)) µ(dξ)
}


























ds (Bs+ϵ − Bs)6R(Bs+ϵ , Bs).















ds (Bs+ϵ − Bs)
∫ 1
0
f ′(Bs + ξ(Bs+ϵ − Bs)) µ(dξ)
and the first and the second terms in the above converge almost surely to f (Bt)
and f (B0) as ϵ tends to 0, respectively. From the modulus of continuity (2.3) and
the boundedness of f (q), we see that J(ϵ)6t converges to 0 almost surely and in
mean square if 1/6 < H < 1 and so does I(ϵ)qt if 1/3 < H < 1. These facts imply
that the third term in (4.1) converges to f (Bt) − f (B0) for 1/3 < H < 1. Since we
cannot expect the almost sure convergence in the case 1/6 < H ≤ 1/3, we show
that I(ϵ)qt converges to 0 in mean square. The proof is too long to state here. For
detail, see [GNRV05, Theorem 4.1]. □
4.2 SDEs driven by fBm and the Crank-Nicholson
scheme
For the readers’ convenience, we give more precise definition of the solution of
the SDE (1.3) and the Crank-Nicholson scheme (1.4). The details are discussed
in [Nou08b]
Proposition 4.2.1 ([Nou08b, Theorem 2.10]). Let 1/6 < H < 1. Assume that
σ ∈ C5(R; R) is Lipschitz continuous. Then the equation (1.3) admits a unique
solution X in the following sense:
• there exists f ∈ C5([0, 1]; R) such that Xt = f (Bt) a.s. for every t ∈ [0, 1];
• X satisfies Xt = x0 +
∫ t
0 σ(Xs) d
◦Bs a.s. for every t ∈ [0, 1].
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In this case, the solution is given by Xt = ϕ(x0, Bt), where ϕ is the unique solution
to the equation  ∂∂yϕ(x , y) = σ(ϕ(x , y)), y ∈ R,ϕ(x , 0) = x.(4.2)
Proof. Using Proposition 4.1.2, we can easily check that ϕ(x0, Bt) is a solution
to the equation (1.3). To prove the uniqueness, we need some discussion; see the
proof of [Nou08b, Theorem 2.10]. □
Proposition 4.2.2 ([Nou08b, Lemma 3.4]). Put ϵ0 = ∞ if sup |σ′| = 0, otherwise
ϵ0 = 1/ sup |σ′|. For m ∈ N, we put
Ω
(m) :=
ω ∈ Ω : sup0≤s,t≤1,|s−t |≤2−m |Bt(ω) − Bs(ω)| < ϵ0

and define the Crank-Nicholson scheme X̂ (m)t by (1.4) on Ω
(m) and by X̂ (m)t = x0
on (Ω(m))∁. Then, under Assumption 1.2.1, the Crank-Nicholson scheme is well-
defined and satisfies






















, Bt − Bη(m)(t)
))
on Ω(m), where ϕ is the unique solution to the equation (4.2), f3 = (σ2)′′/24,
f4 = σ(σ2)′′′/48 and R is a real-valued continuous function on R × (−ϵ0, ϵ0)
which satisfies
|R(ξ, h)| ≤ M |h|5
for some positive constant M independent of ξ.
Here we give a sketch of a proof of this proposition to clarify meaning of
assumptions.
Proof. In the case that sup |σ′| = 0, we have the conclusion immediately. Thus,
we assume that sup |σ′| > 0. For a fixed ξ0 ∈ R, we put two-variable func-
tion F(ξ, h) = ξ − {ξ0 + (1/2)(σ(ξ0) + σ(ξ))h}. Since (∂F/∂ξ)(ξ, h) = 1 −
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(1/2)σ′(ξ)h > 0 for |h| < ϵ0, by the implicit function theorem, there exists a
smooth function f such that F( f (h), h) = 0 and f (0) = ξ0. Under the assump-
tion (A2), the function ϕ(ξ0, ·) is monotone and admits a function φ(ξ0, ·) such
that ξ′ = ϕ(ξ0, φ(ξ0, ξ′)) for any ξ′ ∈ R. Using the Taylor formula, we see
φ(ξ0, f (h)) = h + f3(ξ0)h3 + f4(ξ0)h4 + R(ξ0, h), where R satisfies |R(ξ0, h)| ≤
M |h|5 for some positive constant M independent of ξ0. These imply that the solu-
tion ξ = f (h) to the equation F(ξ, h) = 0 satisfies ξ = f (h) = ϕ(ξ0, φ(ξ0, f (h))) =
ϕ(ξ0, h + f3(ξ0)h3 + f4(ξ0)h4 + R(ξ0, h)).
From the discussion above, we see that the equation (1.4) defines X̂ (m)t (ω) for
ω ∈ Ω(m) and that X̂ (m)t (ω) satisfies the identity (4.3). □
4.3 Weak limit of the weighted error of the Crank-
Nicholson scheme
In this section, we prove Theorem 1.2.2. Since the proof is a little bit complicated,
it is done in a sequence of propositions.
4.3.1 Asymptotic behavior of the error distribution
In this subsection, we show Theorem 1.2.2 using the following Proposition 4.3.1.
In order to state the proposition, for a fixed h ∈ C∞bdd(R; R) and sequence
{{R(m)j (B)}2
m−1
j=0 }∞m=1 of functionals of fBm B, we define a sequence of stochastic
process {U (m)}∞m=1 as follows. First we put U
(m)
0 = 0. In the case that 0 < t ≤ 1
has the form of j2−m, we inductively define
U (m)j2−m = U
(m)
















(△B( j−1)2−m )4 + R(m)j−1(B).
For general 0 ≤ t ≤ 1, we put U (m)t = U
(m)
⌊2m t⌋2−m . In what follows, we assume that
there exists a positive constant M such that |R(m)j (B)| ≤ M(△B)5 and always write
R(m)j (B) = O((△B)5).
Proposition 4.3.1. If 1/3 < H < 1/2, then
lim
m→∞








weakly in D([0, 1]; R2), where σ3,H is a positive constant defined by (3.3) and W
is a standard Brownian motion independent of B.
First we show Theorem 1.2.2 by using Proposition 4.3.1. Next, we give a proof
of Proposition 4.3.1 with the help of some propositions. Finally, we comment on
the assumption of Proposition 4.3.1; see Remark 4.3.5.
Proof of Theorem 1.2.2. We use the notation ϕ, f3, f4 and R in Proposition 4.2.2.
For h = f3(ϕ(x0, ·)) and R(m)j (B) = R(X̂
(m)




X̂ (m)j2−m = ϕ
(




on Ω(m) for 0 ≤ j ≤ 2m by induction on j. The assertion in the case j = 0 follows
from the definition of U (m). Now we suppose that the assertion is true for the case



























These equalities and Proposition 4.2.2 lead to
X̂ (m)j2−m = ϕ
(




























Substituting the inductive assumption X̂ (m)( j−1)2−m = ϕ(x0, B( j−1)2−m +U
(m)
( j−1)2−m ) for
X̂ (m)( j−1)2−m in the above equality and using the semigroup property ϕ(x , y + z) =
ϕ(ϕ(x , y), z), we have




















which completes the induction.
For general t, we use Proposition 4.2.2 and the semigroup property once again
and obtain
X̂ (m)t = ϕ
X̂ (m)η(m)(t), Bt − Bη(m)(t) +O
 sup
|u−v |≤2−m
|Bu − Bv |3

= ϕ
x0, Bt +U (m)η(m)(t) +O
 sup
|u−v |≤2−m





= U (m)t +O
 sup
|u−v |≤2−m
|Bu − Bv |3
 ,
we have
X̂ (m)t = ϕ
x0, Bt +U (m)t +O  sup
|u−v |≤2−m
|Bu − Bv |3

on Ω(m).
Finally, applying the Taylor formula to the above expression and noting that ϕ
satisfies (4.2), we have
X̂ (m) = ϕ(x0, B) + ∂2ϕ(x0, B)
U (m) +O  sup
|u−v |≤2−m
|Bu − Bv |3

+O
U (m) +O  sup
|u−v |≤2−m
|Bu − Bv |3
2
= X + σ(X)U (m) +O
 sup
|u−v |≤2−m
|Bu − Bv |3




























|Bu − Bv |3
 +O(2m(3H−1/2)(U (m))2) 1Ω(m) .
40









|Bt | + 2m(3H−1/2) sup
0≤t≤1












|x0 − Xt |2
]1/2
.
By using the Chebyshev inequality and the modulus of continuity (2.3), we have,








|Bt − Bs |p

≤ (sup |σ′|)pE[Gpϵ ] · 2−pm(H−ϵ),
where Gϵ is a random variable used in (2.3). This estimate in the case p = 6 and






















|x0 − Xt |2
]1/2
× (sup |σ′ |)3E[G6ϵ ]1/2,
which implies the convergence of the first term of (4.4). The last term of (4.4) also
converges to 0. These facts and Proposition 4.3.1 lead to the conclusion. □
The rest of this subsection is devoted to providing three propositions and prov-
ing Proposition 4.3.1. These propositions are proved in the following four subsec-
tions.
First, we need to prepare notation. We denote by P the totality of sequences
p = (p1, p2, . . . ) ∈ (N ∪ {0})∞ whose elements p1, p2, . . . are equal to 0 except a




α=1 pα!. Under the notation, we define {Φ(m,α)}∞α=1 inductively as follows:
Φ
(m,α)













h(s(p))(B j2−m ) +
1
2
h(s(p)+1)(B j2−m )△B j2−m
)
(△B j2−m )3
for 2−m ≤ t ≤ 1, where
(Φ(m,·)t )
p =
1, s(p) = 0,(Φ(m,1)t )p1(Φ(m,2)t )p2 · · · , 1 ≤ s(p) < ∞.
Next we state the relation between U (m) and {Φ(m,α)}∞α=1 and the asymptotic







h(B j2−m ) +
1
2
h′(B j2−m )△B j2−m
)
(△B j2−m )3
is the main term of U (m)t and that {Φ(m, β)}αβ=2 are the remainders.








for every α ≥ 1.










weakly in D([0, 1]; R2), where σ3,H is a positive constant defined by (3.3) and W
is a standard Brownian motion independent of B.
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in probability with respect to the uniform norm.
Proposition 4.3.1 readily follows from these propositions.
Proof of Proposition 4.3.1. Take α ≥ 1 such that 1/3 + 1/6α < H and expand
U (m) as













with the help of Proposition 4.3.2. Using Propositions 4.3.3 and 4.3.4, we have
the conclusion. □
Remark 4.3.5. In the above proof of Proposition 4.3.1, we have used Proposi-
tions 4.3.2, 4.3.3 and 4.3.4. Hence, if we relax the assumptions of them, we have
the conclusion of Proposition 4.3.1 under weaker conditions.
For example, we use Proposition 4.3.4 in order to show that 2m(3H−1/2)Φ(m, β)
in (4.6) converges to 0 for every 2 ≤ β ≤ α. To obtain this convergence, it is
not necessary that h ∈ C∞bdd(R; R) and it is enough that h ∈ C
β+7
bdd (R; R). In the
case that h ∈ C6bdd(R; R), the term 2
m(3H−1/2)Φ(m,1) also converges. Hence if we
assume that h ∈ Cα+7bdd (R; R), then we have the conclusion in Proposition 4.3.1.
However, we cannot replace the condition 1/3 < H < 1/2 with 1/6 < H <
1/2 in Propositions 4.3.2 and 4.3.4. Combining these two propositions, we see
that U (m)t −Φ
(m,1)






we see it easily. In fact, U (m)t − Φ
(m,1)















where V (m)j2−m is a functional of B j2−m , U
(m)
j2−m and △B j2−m and R
(m)
t is a functional
of B satisfying 2m(3H−1/2)R(m)t = O(2
m(1/2−2H)). From the equality above, if we
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enough in the case 1/4 < H < 1/2. However, since U (m) is not differentiable in
the sense of Malliavin, we cannot employ the method using the product formula
(2.2) and the duality relationship (2.1) in order to calculate E[(Ψ(m)t )2]. Hence we
divide U (m)t −Φ
(m,1)
t into differentiable and undifferentiable parts by using the fact
U (m)j2−m = O(2
m(△B)3) and obtain the fact U (m)t − Φ
(m,1)
t is small. This estimate is
rough, so that we cannot obtain the result for 1/6 < H < 1/2.
4.3.2 Expression of some Wiener functional
We give an expression of (Φ(m,·))p and study its behavior. For the notational con-
venience, we write
Shj2−m := h(B j2−m ) +
1
2
h′(B j2−m )△B j2−m ,
T hj2−m :=
(
h(B j2−m ) +
1
2
h′(B j2−m )△B j2−m
)
(△B j2−m )3.













where {cs1 ,...,sα ,pj1 ,..., jα }0≤s1 ,...,sα≤α−1,j1 ,..., jα∈N∪{0}




∣∣∣∣cs1 ,...,sα ,pj1 ,..., jα ∣∣∣∣ < ∞.(4.8)
Proof. We construct {cs1 ,...,sα ,pj1 ,..., jα } by induction on α. We consider the case α = 1.
If p satisfies t(p) = 1, then p = (1, 0, . . . ). Putting c0,(1,0,... )j1 = 1, we see that the
right-hand side of (4.7) is the definition of Φ(m,1)j2−m . Therefore, we obtain (4.7) for
α = 1. The inequality (4.8) is also valid.
Now we suppose that the assertion is true for the case of (α − 1) and prove
(4.7) in the case of α. Since t(p) = α, the α-th element pα of p is equal to 1 or 0
and the elements after the α-th element are 0. We first consider the case pα = 1.
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In this case, p1, . . . , pα−1 are equal to 0. Hence we need only consider Φ
(m,α)
j2−m .





















































































cs1 ,...,sα−1 ,qj1 ,..., jα−1 .
The inequality (4.8) is also valid.
Finally we consider the case that p satisfies t(p) = α and pα = 0. In this case,
at least one element of p1, . . . , pα−1 is not 0. We denote by α′ the greatest index
of these; that is, α′ = max{1 ≤ β ≤ α − 1; pβ , 0}. We put
p1 = (p1, . . . , pα′ − 1, 0, . . . ), p2 = (0, . . . , 0,
α′
∨
1 , 0, . . . ).




p2 , we have
(Φ(m,·)j2−m )



























































From this, we see that (4.7) holds for
cs1 ,...,sα−α′ ,t1 ,...,tα′ ,pj1 ,..., jα−α′ ,k1 ,...,kα′







The inequality (4.8) is also valid. The proof is completed. □
Proposition 4.3.7. Let p ∈ P satisfy t(p) = α ≥ 1. If 1/3 < H < 1/2, we have
(Φ(m,·)j2−m )
p = O(2mα(△B)3α).
Especially Φ(m,α)j2−m = O(2
mα(△B)3α). We also have
(Φ(m,·)j2−m )
p − (Φ(m,·)( j−1)2−m )
p = O(2m(α−1)(△B)3α).
Proof. The first assertion follows from Proposition 4.3.6 readily. The second as-
















Expanding the above equality, we obtain the desired result. □
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4.3.3 Expansion formula
In this subsection, we prove Proposition 4.3.2.
Proof of Proposition 4.3.2. The proof is done by induction on α. First we con-
sider the case α = 1. Noting the Taylor formula and the asymptotic behavior


















= h(B j2−m ) +
1
2
h′(B j2−m )△B j2−m
+
(







= h(B j2−m ) +
1
2
h′(B j2−m )△B j2−m +O(2m(△B)3) +O(22m(△B)6)
= h(B j2−m ) +
1
2
h′(B j2−m )△B j2−m +O(2m(△B)3).
In the last line, we used 1/3 < H < 1/2. Multiplying the equality by the term





h(B j2−m ) +
1
2








which implies the conclusion for α = 1.
Now we suppose that the assertion is true for α − 1. Noting that Φ(m, β)j2−m =
O(2m(△B)3) for every 1 ≤ β ≤ α − 1 (Proposition 4.3.7), we raise both sides of















p1! · · · pα−1!
(Φ(m,1)j2−m )




From Proposition 4.3.7, we see that (Φ(m,1)j2−m )
p1 · · · (Φ(m,α−1)j2−m )
pα−1 = O(2mα(△B)3α)
for p1, . . . , pα−1 with 1 · p1 + · · · + (α − 1)pα−1 ≥ α. This implies that the first




p1! · · · pα−1!
(Φ(m,1)j2−m )




















































ph(s(p))(B j2−m ) +O(2mα(△B)3α) +O(2m(△B)5).
In the last line, we used the fact s(p) ≤ t(p). Expanding h′(B j2−m +U (m)j2−m ) as in
































































which implies the conclusion in the case of α. □
4.3.4 Convergence of the main term
In this subsection, we prove Proposition 4.3.3.







h(B j2−m ) +
1
2







h(B( j+1)2−m ) + h(Bj2−m )
2
−






















Expanding the monomials ξk in terms of the Hermite polynomials, we obtain
⌊2m t⌋−1∑
j=0






h(B( j+1)2−m ) + h(B j2−m )
2
H3(2mH△B j2−m )
+ 3 · 2mH
⌊2m t⌋−1∑
j=0


















h′′(B( j+1)2−m ) + h′′(B j2−m )
2
H3(2mH△B j2−m )
+ 15 · 2mH
⌊2m t⌋−1∑
j=0
h′′(B( j+1)2−m ) + h′′(B j2−m )
2
△B j2−m .






h(B( j+1)2−m ) + h(B j2−m )
2
H3(2mH△B j2−m )
 + (0,O(1)) ,
which implies the conclusion. □
4.3.5 Convergence of the remainder terms
In this subsection, we prove Proposition 4.3.4. The following two propositions
and the equality ξ3 = H3(ξ) + 3H1(ξ) imply Proposition 4.3.4.
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mH△B j2−m ) = 0
in probability with respect to the uniform norm.













h(s(p))(B j2−m ) +
1
2





















































p = (Φ(m,·)( j−1)2−m )






p − (Φ(m,·)( j−1)2−m )
p
)












which completes the proof. □
To prove Proposition 4.3.9, we need the following proposition.
Proposition 4.3.10. We prepare notation for α ≥ 2.
• We define Wiener functional Fj2−m and Gk2−m in the same way.
For a bounded sequence {c j1 ,..., jα−1 } j1 ,..., jα−1∈N∪{0} ⊂ R, f ∈ C∞bdd(Rα; R)




c j1 ,..., jα−1 f (B j12−m , . . . , B jα−12−m , B j2−m )
× (△B j12−m )κα+1 · · · (△B jα−12−m )κ2α−1(△B j2−m )κ2α .
We also set Gk2−m for {d j1 ,..., jα−1 } j1 ,..., jα−1∈N∪{0} ⊂ R, g ∈ C∞bdd(Rα; R) and
λα+1, . . . , λ2α ∈ N ∪ {0}.
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• We define ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j and ϕ
(b1 ,...,b2α )
k1 ,...,kα−1 ,k
in the same way.
For a1, . . . , a2α ∈ N ∪ {0}, we set
ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j
= ϵ⊙a1j12−m ⊙ · · · ⊙ ϵ
⊙aα−1
jα−12−m
⊙ ϵ⊙aαj2−m ⊙ δ
⊙aα+1
j12−m
⊙ · · · ⊙ δ⊙a2α−1jα−12−m ⊙ δ
⊙a2α
j2−m .
We also set ϕ(b1 ,...,b2α )k1 ,...,kα−1 ,k for b1, . . . , b2α ∈ N ∪ {0}.
• For a1, . . . , a2α , b1, . . . , b2α ∈ N∪{0} with a1+· · ·+a2α+b1+· · ·+b2α = 2ℓ,
we define
Θ







∣∣∣∣(ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j ⊙ ϕ(b1 ,...,b2α )k1 ,...,kα−1 ,k , δ⊙ℓj2−m ⊙ δ⊙ℓk2−m )H⊗2ℓ ∣∣∣∣ .
Then, there exist positive constants K3 and K4 independent of j, k, m such that
the following are valid:
1. For ℓ ≥ 0, we have∣∣∣∣∣E [(D2ℓ(Fj2−mGk2−m ), δ⊙ℓj2−m ⊙ δ⊙ℓk2−m )H⊗2ℓ ] ∣∣∣∣∣




2mH(aα+1+···+a2α+bα+1+···+b2α )Θ(a1 ,...,a2α ),(b1 ,...,b2α ),ℓj,k ,
where the sum
∑
♯ runs over all non-negative integers a1, . . . , a2α, b1, . . . ,
b2α such that{
a1 + · · · + a2α + b1 + · · · + b2α = 2ℓ,
0 ≤ aβ ≤ κ β , 0 ≤ bβ ≤ λ β for α + 1 ≤ β ≤ 2α.
(4.9)
2. If a1, . . . , a2α , b1, . . . , b2α satisfy (4.9) and 0 < H < 1/2, then
Θ
(a1 ,...,a2α ),(b1 ,...,b2α ),ℓ
j,k ≤ K42
m(δaα+1 ,0+···+δa2α−1 ,0+δbα+1 ,0+···+δb2α−1 ,0)2−4mHℓ .
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for every 0 ≤ s < t ≤ 1. This implies the relative compactness and the con-
vergence to the process 0 in the sense of finite-dimensional distribution. Using
Propositions 2.2.1 and 2.2.2, we have the conclusion.
























(δ j2−m , δk2−m )rHb
(r,m)
j,k ,














k2−m . From Propo-
sitions 4.3.6 and 4.3.10, we see that there exists a positive constant K′ such that
|E[b(r,m)j,k ]| ≤ K
′2−2m(3H−1)2−4mH(3−r)2m(0∨(2(3−r)H−1))(4.11)
for every j, k and m. We give a proof of (4.11) at the end of this proof. Using















2−12mH2m(6H−1)(⌊2mt⌋ − ⌊2ms⌋)2, r = 0,
2−8mH2m(4H−1)Kr,H(⌊2mt⌋ − ⌊2ms⌋)2−2mH , r = 1,















, r = 2, 3,
≤ K′(Kr,H ∨ 1)2−2m(3H−1)
⌊2mt⌋ − ⌊2ms⌋
2m







Finally, we prove (4.11). For 0 ≤ s1, . . . , sα−1 ≤ α − 2, sα = s(p) and
t1, . . . , tα−1, tα ∈ {0, 1}, we put
f (s1 ,...,sα−1 ,sα ,t1 ,...,tα−1 ,tα )(ξ1, . . . , ξα−1, ξα)
= h(s1+t1)(ξ1) · · · h(sα−1+tα−1)(ξα−1)h(sα+tα )(ξα).
For notational simplicity, we write f (s,t) instead of f (s1 ,...,sα−1 ,sα ,t1 ,...,tα−1 ,tα ). Using




cs1 ,...,sα−1 ,pj1 ,..., jα−1 f
(s,t)(B j12−m , . . . , Bjα−12−m , B j2−m )
× (△B j12−m )t1+3 · · · (△B jα−12−m )tα−1+3(△B j2−m )tα .















The duality relationship (2.1) and this expression lead to

























2(3−r) {F(s,t)j2−m F(u,v)k2−m })H⊗2(3−r )] .





k2−m })H⊗2(3−r )]. From
Proposition 4.3.10, we obtain∣∣∣∣∣E [(δ⊙3−rj2−m ⊙ δ⊙3−rk2−m , D2(3−r) {F(s,t)j2−m F(u,v)k2−m })H⊗2(3−r )]
∣∣∣∣∣










2mH(a2α−tα )2mH(b2α−vα )2m·i(H,aα+1 ,...,a2α−1 ,bα+1 ,...,b2α−1),
where
∑
♯ runs over all non-negative integers a1, . . . , a2α, b1, . . . , b2α such that
a1 + · · · + a2α + b1 + · · · + b2α = 2(3 − r),
0 ≤ aα+β ≤ 3 + t β , 0 ≤ bα+β ≤ 3 + vβ for 1 ≤ β ≤ α − 1,
0 ≤ a2α ≤ tα , 0 ≤ b2α ≤ vα ,
(4.12)
and
i(H, aα+1, . . . , a2α−1, bα+1, . . . , b2α−1)
= H(aα+1 + · · · + a2α−1 + bα+1 + · · · + b2α−1)
+ δaα+1 ,0 + · · · + δa2α−1 ,0 + δbα+1 ,0 + · · · + δb2α−1 ,0.
Under the condition (4.12), we have 2mH(a2α−tα ) ≤ 1, 2mH(b2α−vα ) ≤ 1 and
2m·i(H,aα+1 ,...,a2α−1 ,bα+1 ,...,b2α−1) ≤ 2m{2(α−1)+0∨(2(3−r)H−1)} .
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which implies (4.11). The proof is completed. □
We conclude this subsection with proof of Proposition 4.3.10.





a1! · · · a2α! κα+1





♯{a1 ,...,a2α } runs over all non-negative integers a1, . . . , a2α such that a1 +
· · ·+a2α = a and 0 ≤ aβ ≤ κ β for α+1 ≤ β ≤ 2α and x Py = x(x−1) · · · (x−y+1).
For such a1, . . . , a2α, we define
F(a1 ,...,a2α )j2−m =
j−1∑
j1 ,..., jα−1=0
c j1 ,..., jα−1
∂a1+···+aα
∂ξa11 · · · ∂ξ
aα
α
f (B j12−m , . . . , Bjα−12−m , B j2−m )
× (△Bj12−m )κα+1−aα+1 · · · (△Bjα−12−m )κ2α−1−a2α−1(△B j2−m )κ2α−a2α
× ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j .
We also define G(b1 ,...,b2α )k2−m in the same way as F
(a1 ,...,a2α )
j2−m . We use the Leibniz rule
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a1! · · · a2α!
b!
b1! · · · b2α!
× κα+1 Paα+1 · · · κ2α−1 Pa2α−1 κ2α Pa2α · λα+1 Pbα+1 · · · λ2α−1 Pb2α−1λ2α Pb2α







a1! · · · a2α!b1! · · · b2α!
× κα+1 Paα+1 · · · κ2α−1 Pa2α−1 κ2α Pa2α · λα+1 Pbα+1 · · · λ2α−1 Pb2α−1λ2α Pb2α





♯ runs over all non-negative integers a1, . . . , a2α , b1, . . . , b2α
satisfying (4.9). This leads to
E
[(










a1! · · · a2α!b1! · · · b2α!
× κα+1 Paα+1 · · · κ2α−1 Pa2α−1 κ2α Pa2α · λα+1 Pbα+1 · · · λ2α−1 Pb2α−1λ2α Pb2α
× E
[(




































c j1 ,..., jα−1 dk1 ,...,kα−1
× ∂
a1+···+aα
∂ξa11 · · · ∂ξ
aα
α
f (B j12−m , . . . , B jα−12−m , B j2−m )
× ∂
b1+···+bα
∂ξb11 · · · ∂ξ
bα
α
g(Bk12−m , . . . , Bkα−12−m , Bk2−m )
× (△B j12−m )κα+1−aα+1 · · · (△B jα−12−m )κ2α−1−a2α−1(△Bj2−m )κ2α−a2α
× (△Bk12−m )λα+1−bα+1 · · · (△Bkα−12−m )λ2α−1−b2α−1(△Bk2−m )λ2α−b2α
×
(
ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j ⊙ ϕ
(b1 ,...,b2α )
k1 ,...,kα−1 ,k









∣∣∣c j1 ,..., jα−1 ∣∣∣ , d = sup
k1 ,...,kα−1∈N∪{0}
∣∣∣dk1 ,...,kα−1 ∣∣∣ ,




E[|(△B j12−m )κα+1−aα+1 · · · (△B jα−12−m )κ2α−1−a2α−1(△B j2−m )κ2α−a2α
× (△Bk12−m )λα+1−bα+1 · · · (△Bkα−12−m )λ2α−1−b2α−1(△Bk2−m )λ2α−b2α |]
≤ C(2−mH)κα+1−aα+1 · · · (2−mH)κ2α−1−a2α−1(2−mH)κ2α−a2α
× (2−mH)λα+1−bα+1 · · · (2−mH)λ2α−1−b2α−1(2−mH)λ2α−b2α .
Then we can evaluate the expectation of the summands in (4.13) by
cdM f MgC
× (2−mH)κα+1−aα+1 · · · (2−mH)κ2α−1−a2α−1(2−mH)κ2α−a2α
× (2−mH)λα+1−bα+1 · · · (2−mH)λ2α−1−b2α−1(2−mH)λ2α−b2α
×
∣∣∣∣(ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j ⊙ ϕ(b1 ,...,b2α )k1 ,...,kα−1 ,k , δ⊙ℓj2−m ⊙ δ⊙ℓk2−m )H⊗2ℓ ∣∣∣∣
= cdM f MgC
× 2−mH(κα+1+···+κ2α )2−mH(λα+1+···+λ2α )2mH(aα+1+···+a2α+bα+1+···+b2α )
×
∣∣∣∣(ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j ⊙ ϕ(b1 ,...,b2α )k1 ,...,kα−1 ,k , δ⊙ℓj2−m ⊙ δ⊙ℓk2−m )H⊗2ℓ ∣∣∣∣ ,
59
where M f and Mg are positive constants depending only on f and g, respectively.
From this evaluation, we have∣∣∣∣∣E [(F(a1 ,...,a2α )j2−m ⊙ G(b1 ,...,b2α )k2−m , δ⊙ℓj2−m ⊙ δ⊙ℓk2−m )H⊗2ℓ ]
∣∣∣∣∣
≤ cdM f MgC
× 2−mH(κα+1+···+κ2α )2−mH(λα+1+···+λ2α )
× 2mH(aα+1+···+a2α+bα+1+···+b2α )Θ(a1 ,...,a2α ),(b1 ,...,b2α ),ℓj,k .
Taking the sum over (4.9), we have the conclusion.
Proof of Claim 2. We put ψℓ′ = δ j2−m for 1 ≤ ℓ′ ≤ ℓ and ψℓ′ = δk2−m for
ℓ + 1 ≤ ℓ′ ≤ 2ℓ. Then we have(
ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j ⊙ ϕ
(b1 ,...,b2α )
k1 ,...,kα−1 ,k
















· · · d(σ,a2α−1)jα−12−m d
(σ,a2α )
j2−m






































































































ϵ k12−m , ψσ(a1+···+a2α+1)
)
H




ϵ k22−m , ψσ(a1+···+a2α+b1+1)
)
H




ϵ kα−12−m , ψσ(a1+···+a2α+b1+···+bα−2+1)
)
H
· · · (ϵ kα−12−m , ψσ(a1+···+a2α+b1+···+bα−2+bα−1))H ,
e(σ,bα )k2−m =
(
ϵ k2−m , ψσ(a1+···+a2α+b1+···+bα−1+1)
)
H

























· · · (δk2−m , ψσ(a1+···+a2α+b1+···+b2α−1+b2α ))H .
From Proposition 2.4.1, we have |e(σ,aβ )jβ2−m | ≤ 2
−2mHaβ and |e(σ,bβ )kβ2−m | ≤ 2
−2mHbβ
for 1 ≤ β ≤ α − 1 and also have |e(σ,aα )j2−m | ≤ 2
−2mHaα , |d(σ,a2α )j2−m | ≤ 2
−2mHa2α ,
|e(σ,bα )k2−m | ≤ 2
−2mHbα and |d(σ,b2α )k2−m | ≤ 2
−2mHb2α . These inequalities yield∣∣∣∣(ϕ(a1 ,...,a2α )j1 ,..., jα−1 , j ⊙ ϕ(b1 ,...,b2α )k1 ,...,kα−1 ,k , δ⊙ℓj2−m ⊙ δ⊙ℓk2−m )H⊗2ℓ ∣∣∣∣





|d(σ,aα+1)j12−m | · · · |d
(σ,a2α−1)
jα−12−m




Using Proposition 2.4.2 and putting K = 1 ∨ Kr,H , where Kr,H is a positive con-
stant given in Proposition 2.4.2, we have
j−1∑
jβ=0





|d(σ,bα+β )kβ2−m | ≤ K2
mδbα+β ,02−2mHbα+β
for 1 ≤ β ≤ α − 1. From these inequality, we obtain
Θ
(a1 ,...,a2α ),(b1 ,...,b2α ),ℓ
j,k






× Kα−12m(δbα+1 ,0+···+δb2α−1 ,0)2−2mH(bα+1+···+b2α−1)
≤ K2(α−1)2m(δaα+1 ,0+···+δa2α−1 ,0+δbα+1 ,0+···+δb2α−1 ,0)
× 2−2mH(a1+···+a2α+b1+···+b2α )
= K2(α−1)2m(δaα+1 ,0+···+δa2α−1 ,0+δbα+1 ,0+···+δb2α−1 ,0)2−4mHℓ ,
which completes the proof. □
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