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ABSTRACT Cluster analysis is one of the major data analysis method in data Mining. It is the art of detecting groups of
similar objects in large datasets without having specified groups by means of explicit features. K Means algorithm is a
popular approach to finding clusters due to its simplicity of implementation and fast execution. In this paper the K Means
clustering algorithm for bank data is studied and the "bank data" available in comma-separated format bank-data.csv
here appropriate data preprocessing has been performed and various distance function such as Euclidean distance and
Manhattan distance function is used for analyzing the result of number of iterations, run time  and within sum of squared
error on Bank dataset .
Index term: Simple K Means, Euclidean Distance, Manhattan Distance, Sum of Squared Errors.
I. INTRODUCTION :
1.1 K Means Clustering :
The process of grouping a set of physical or
abstract object into classes of similar objects is called
clustering. A cluster is a collection of data object that
are similar to one another within the same cluster and
are dissimilar to the object in other cluster. The most
well know and commonly used partitioning method is
K Means. The K Mean partitions a set of N objects
into K cluster. Cluster similarity is measured in regard
to the mean value of the object in a cluster, which can
be viewed as the cluster centroid or center gravity.
ALGORITHM:  K MEANS
The k-means clustering algorithm
Require: D = {d1, d2, d3, ..., di, ..., dn } // Set of
n data points.
k // Number of desired clusters
Ensure: A set of k clusters.
Steps:
1. Arbitrarily choose k data points from D as
initial centroids;
2. Repeat
Assign each point di to the cluster which has the
closest
Calculate the new mean for each cluster;
Until convergence criteria is met.
1.2. DISTANCE FUNCTION
Distance measures that are commonly used for
computing the dissimilarity of object.
A. Euclidean distance function
In mathematics, the Euclidean distance or
Euclidean metric is the "ordinary" distance between
two points that one would measure with a ruler, and is
given by the Pythagorean formula. By using this
formula as distance, Euclidean space becomes a
metric space.
Euclidean distance defined as
d( i , j ) = ( xi1 – xj1)2 +    ( xi2 – xj2)2 + ……..+  ( xin
– xjn)2
where i = (xi1 , xi2 , ….. xin) and  j= ((xj1 , xj2 ,….. xjn) are two n dimensional object .
B. Manhattan distance function
The Manhattan distance function computes the
distance that would be travelled to get from one data
point to the other if a grid-like path is followed. The
Manhattan distance between two items is the sum of
the differences of their corresponding components.
Manhattan distance defined as
d( i , j ) =  | xi1 – xj1| +    | xi2 – xj2| + ……..+  |
xin – xjn|.
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II. PRE- PROCESSING OF DATA ( Bank data .csv )
The sample dataset used for this example  based
on the  “ bank data “ which was available in comma
separated format bank- data .csv. In this paper
appropriate data preprocessing has been performed. in
this case the version of the initial dataset has been
created in which the ID field has been removed and
the : children “ attribute has been converted to
categorical.
The result data file is “bank.arrf “and it includes
600 instance and 11 attribute.
Some implementation of  K Means only allow
numeric value for attribute. In this case it may be
necessary to convert the dataset into the standard
spread sheet format and convert categorical attributes
to binary .
III. TOOL
In the implementation of data mining algorithms
mostly Weka toolkit is used. Weka is developed by
University of Waikato in New Zealand weka . Weka
is popular open source machine learning software and
it provides Graphical user interface. Weka is mainly
consists of four interfaces like Explorer,
Experimenter, Knowledge flow and Simple CLI . In
the implementation of any algorithm .arff file format
data is used. Weka’s main user interface is the
explorer, but essentially the same functionality can be
accessed through the component based Knowledge
Flow interface and from the command line. By using
weka we can implement all standard algorithms.
IV. IMPLIMENTATION AND RESULTS
As an illustration of performing clustering in
WEKA we will use its implementation of the K
Means algorithm to the cluster in the bank dataset and
to characterize the resulting customer segments.
Implementation of  K Means Using  WEKA tool
on Bank Dataset.
A dataset of bank information was taken and
subjected to the k - means clustering algorithm. The
value of k was user defined  (default value = 2), value
of 6 and 5 were selected for this experiment.
there are a total of 600 instances and 11 attributes
in total .
Shows the experiment result the number of
iteration  Run time and sum of squared error  in
Manhattan distance function are greater as compared
to Euclidean distance function.
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Result when k= 2
4.1. Visualizing Clusters
V. CONCLUSIONS
The purpose of this experiment is to find the effect
of distance functions on clustering. Euclidean distance
function and Manhattan distance function were used
to see this effect. The run time in Manhattan distance
as greater as compared to Euclidean distance function
and  the number of iteration and sum of squared errors
in Manhattan distance function are greater as
compared to Euclidean distance function.  Different
approaches were used to measure the distance among
various data objects which is the most significant step
of creating cluster. So special consideration should be
given to choose distance function and it should be
chosen according to dataset and number of cluster.
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