One of the main benefits of a wrist-worn computer is its ability to collect a variety of physiological data in a minimally intrusive manner. Among these data, electrodermal activity (EDA) is readily collected and provides a window into a person's emotional and sympathetic responses. EDA data collected using a wearable wristband are easily influenced by motion artifacts (MAs) that may significantly distort the data and degrade the quality of analyses performed on the data if not identified and removed. Prior work has demonstrated that MAs can be successfully detected using supervised machine learning algorithms on a small data set collected in a lab setting. In this paper, we demonstrate that unsupervised learning algorithms perform competitively with supervised algorithms for detecting MAs on EDA data collected in both a lab-based setting and a real-world setting comprising about 23 hours of data. We also find, somewhat surprisingly, that incorporating accelerometer data as well as EDA improves detection accuracy only slightly for supervised algorithms and significantly degrades the accuracy of unsupervised algorithms.
INTRODUCTION
With the increasing popularity of wearable computers on the wrist, including fitness bands and smart watches, there has been tremendous interest on analyzing data collected from these wearables, particularly physiological data. Electrodermal activity (EDA) is readily measured by a wearable wristband and reflects the emotional and sympathetic responses of a person [3] . EDA has been used in many applications including stress detection [7] , measuring human engagement [8] , and classifying autonomic nervous system activity [10] .
EDA is commonly measured via the skin conductance (SC). When a person is under stress or at a high level of emotion, the sympathetic nervous system is activated and causes the person to sweat, increasing the SC in a series of skin conductance responses (SCRs) where the SC rapidly increases then gradually decays. EDA data have traditionally been collected using stationary equipment in a laboratory setting; however, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. ISWC '17, September 11-15, 2017 recent wearable wristbands, such as the Affectiva Q sensor [1] , offer the ability to non-invasively measure EDA in realworld environments. One of the main challenges when analyzing EDA data collected from such wearables is the presence of motion artifacts (MAs) in the data. Such artifacts may result from changes in the amount of pressure on the sensor as well as movements or rotations of the wrist that affect the amount of contact between the electrodes and the skin. Some examples of SCRs and MAs are shown in Figure 1 .
MAs in EDA data can significantly degrade the quality of analyses performed on the data; thus, MAs should first be suppressed or detected. MA suppression attempts to clean the portions of data with MAs by passing the entire SC time series through some type of smoothing filter [4, 7, 8] . The main downside to MA suppression is that it distorts the SC even outside of the portions with MAs, including the informative SCRs. MA detection, on the other hand, aims to identify portions of the data with MAs so they can be removed from further analysis. Taylor et al. [12] formulated MA detection as a supervised machine learning problem and demonstrated that supervised learning algorithms can automatically detect MAs on a small EDA data set collected in a lab environment. The downside to supervised algorithms is that they require lots of labeled data to train, which requires significant human effort. Additionally, to the best of our knowledge, prior work on suppressing and detecting MAs in EDA has not taken advantage of data collected from an accelerometer, which is also typically present on wearable wristbands.
In this paper, we apply 8 different machine learning algorithms, 5 supervised and 3 unsupervised, to two EDA data sets comprising about 23 hours of data in both lab and realworld settings, to automatically detect MAs in EDA. We also evaluate the usefulness of accelerometer data for improving MA detection. Our main findings are as follows:
• The accuracy of unsupervised learning algorithms is competitive with that of the supervised algorithms for both insample (within a particular data set) and out-of-sample prediction (when training and testing on different data sets).
• Inclusion of the accelerometer data only slightly improves the accuracy of supervised learning algorithms and significantly degrades the accuracy of unsupervised algorithms.
The comparatively strong performance of unsupervised algorithms is very promising because they potentially enable MA detection on a large scale without significant human effort in labeling training data, which addresses a significant problem in analyzing EDA data collected using wearables.
DATA DESCRIPTION
We use two publicly available data sets with EDA and 3-axis accelerometer data, both collected using an Affectiva Q sensor [1] worn on the wrist, totaling about 23 hours of data.
UT Dallas Stress (UTD) Data
This data set was collected at the University of Texas at Dallas [2] . A total of 20 college students (14 males and 6 females) were asked to perform a sequence of tasks subjecting them to three types of stress: physical stress (standing, walking, and jogging), cognitive stress (mental arithmetic and the Stroop test), and emotional stress (watching a horror movie clip). Each task was performed for 5 minutes, and tasks were separated by 5 minute relaxation periods. Altogether, about 13 hours worth of data were collected. Over all 20 subjects, 3.8% of the data was determined by three human experts to contain MAs (see Expert Labeling section for details). On the low end, three subjects' data contained no MAs; on the high end, one subject's data contained 14% MAs.
Alan Walks Wales (AWW) Data
This data set was collected by Alan Dix while he walked around Wales from mid-April to July 2013 [5] . He collected 64 days of data and also wore a GPS and kept a diary of his activities. We extracted segments of data over 10 different days resulting in 10 hours of data in total. We split the segments into two categories of activities: walking and resting. The walking data contain 5 hours of data collected as Alan was walking or hiking, and the resting data contain 5 hours of data collected when he was resting, eating, reading, or interacting with others. The reason we divided the data in this way is that the walking data contain more physical movements, which in turn have more MAs, while the resting data contain less physical movements (and less MAs) but more cognitive and emotional activities. 33% and 15% of the walking and resting data, respectively, were determined to contain MAs, making it a more challenging data set than UTD.
METHODS

Feature Construction
Following the analysis in [12] , we divide the data into 5second time windows. For each time window, we construct statistical features on both the EDA and simultaneously collected 3-axis accelerometer data. For the EDA data, we consider 6 different signals: the SC amplitude, its first and second derivatives, and the coefficients of a Discrete Wavelet Transform (DWT) with the Haar wavelet applied to the SC at 3 different time scales: 4 Hz, 2 Hz, and 1 Hz. Wavelet transforms are able to capture both frequency and time information, and the Haar wavelet is excellent at detecting sudden changes in signals, which frequently occur during MAs. The 6 signals we consider were found to be informative for MA detection in EDA by Taylor et al. [12] . For each of the 6 signals, we construct 4 statistical features: the mean, standard deviation, maximum, and minimum over the 5-second windows, resulting in 24 total EDA features.
We construct the same set of features as for EDA on each of the 3 axes of accelerometer data, as well as on the acceleration magnitude (root-mean-square). This results in 24 features for each of the 3 axes and 24 features for the magnitude for a total of 96 accelerometer features. We arrived at this set of features after examining a significant amount of prior work on classification using EDA [7, 8, 10, 12] and accelerometer [6, 9] data. The final selection of features is admittedly somewhat ad-hoc; however, we believe it is a fair representation of commonly used features in the literature.
Machine Learning Algorithms
We examine 5 supervised algorithms: support vector machines (SVMs), k-nearest neighbor (kNN) classifiers, random forests, logistic regression, and multi-layer Perceptrons (MLPs). We also examine unsupervised variants of the first 3 supervised algorithms: 1-class SVMs, kNN distances, and isolation forests, respectively. The kNN distance algorithm differs from the kNN classifier in that it uses the distance between a test sample and its k-th nearest training sample as its test statistic, whereas the kNN classifier performs a majority vote over the labels of the k nearest training samples.
The supervised algorithms are used for binary classification, where the two classes are MA and clean. The unsupervised algorithms are used for anomaly detection, where it is assumed that the training data consists of mostly clean data. We interpret the time windows predicted by the unsupervised algorithms as anomalies to be predicted MAs.
We optimize the parameters of each algorithm by using a grid search with exponential grid and retain the parameters with the highest cross-validation accuracy (see Results section for details). We use the Gaussian kernel for the SVM, which was found to be most accurate in [12] , and ReLU activations for the MLPs with up to 2 hidden layers. For the unsupervised algorithms, we also use the grid search cross-validation approach to select parameters in order to provide a fair comparison to the supervised algorithms. Since this approach is likely not possible in practice with unlabeled data, we also experiment with different choices of parameters to determine the sensitivity of results to the parameter choices.
EXPERIMENT SET-UP
The experiments involve evaluating the predictions of the machine learning algorithms compared to hand-labeled MAs by three EDA experts. Code to reproduce the experiments is available at https://github.com/IdeasLabUT/ We have three EDA experts hand label each 5-second time window as clean or containing an MA using the EDA Explorer software [11, 12] . All experts used a common set of criteria to define an MA in the SC: a peak that does not have an exponential decay, except when two peaks are very close to each other in a short time period so that the decay of the first peak is interrupted by the second peak; a sudden change in SC correlated with motion; or a sudden drop of more than 0.1 µS in SC. The first two criteria were used in [12] ; we added the third criterion based on the physiology of EDA. SC can increase suddenly due to sweat glands releasing sweat, but there is no physiological mechanism for SC to decrease suddenly [3] .
The labels from all three experts were in agreement for 95% and 87% of the time windows for the UTD and AWW data, respectively. The only two possibilities for disagreement are two experts labeling as MA and one as clean or vice-versa. When there was disagreement, 2 MA/1 clean occurred 38% and 44% of the time in the UTD and AWW data, respectively.
In-sample Prediction
For the UTD data, we evaluate the in-sample prediction accuracy for each learning algorithm using a leave-one-subjectout cross-validation (CV) approach, which was found to be preferable to k-fold CV for time series data due to dependence of time windows [6] . For the AWW data, we have only one single subject, but we have 10 hours of labeled time segments spaced out across 10 different days in the data trace, so we adopt a leave-one-segment-out approach. For both data sets, we use the Area Under the Curve (AUC) of the Receiver Operator Characteristic as the accuracy metric.
We split the Alan Walks Wales data into two separate data sets containing only resting data and only walking data prior to performing the CV to evaluate the prediction accuracy for both categories of activities. To test the value of the accelerometer data, we test the learning algorithms on three different feature sets: ACC only, containing only the 96 features constructed from the accelerometer; EDA only, containing the 24 features constructed from EDA; and all 120 features.
Out-of-sample Prediction
For out-of-sample prediction, we train each learning algorithm on all of the time windows in one of the two data sets, then test the algorithm's predictions on all of the time windows in the other data set. In this experiment, we treat the Alan Walks Wales data as a single data set so that the two data sets are of roughly the same size. This should be a tougher prediction task than in-sample prediction because the two data sets contain different activities and were collected in very different settings with different test subjects. For all 8 algorithms, we use the same parameter tuning method on the training data set as in the in-sample prediction task.
RESULTS
In-sample Prediction
The results of the in-sample prediction task are shown in Table 1. The first observation from all three data sets is that using only the accelerometer-derived features (ACC only) provides a significantly worse predictor than the other two feature sets. Additionally, in all three data sets, we do not observe a significant benefit in using all of the features rather than just the EDA-derived features (EDA only). The inclusion of accelerometer-derived features appears to have minimal effect on the supervised learning algorithms, which only improve by 0.4% on average, and the AUCs of the unsupervised algorithms actually decrease by 4.3% on average. Additionally, when comparing the AUCs of the supervised and unsupervised algorithms, we notice that the unsupervised algorithms (on EDA features only) perform very competitively with and sometimes even better than the supervised algorithms. We expand on these points in the Discussion section.
Out-of-sample Prediction
The results of the out-of-sample prediction task are shown in Table 2 . In this task, using EDA only features resulted in better performance in both data sets than using the other feature sets, so we show results with EDA only features. Notice that the results are worse for all algorithms when training on the lab-based UTD data and testing on the real-world AWW data, as one might expect when attempting to generalize from data collected in a lab setting. Notice also that the unsupervised algorithms are again competitive with the supervised.
In practice, choosing parameters for the unsupervised algorithms is very difficult without labeled data, in which case CV is not possible. We find that the kNN distance algorithm does not appear to be very sensitive to the choice of the number of neighbors. For example, by sweeping the number of neighbors from 1 to 30, the AUC varies by at most 0.01 when training on the AWW data and testing on the UTD data. Isolation forests are slightly more sensitive, with AUC varying by up to 0.05 for different parameter choices, and 1-class SVMs are the most sensitive with AUC varying by up to 0.2.
DISCUSSION
In all of our experiments, we found, somewhat surprisingly, that the accelerometer-derived features added little value to supervised learning algorithms (0.4% improvement on average). This does not necessary imply that the accelerometer data itself has little value-it could be that the features we adopted, which are commonly used for activity recognition, are not ideal for MA detection. The experts noticed that, on some occasions, even though the acceleration changes, the EDA doesn't get affected at all. Perhaps such movements do not cause any change in the contact between the EDA electrodes and the skin and thus don't affect the EDA signal. An example of such a time window is shown in the left pane of Figure 2 . Conversely, the right pane of Figure 2 shows an example of a time window where the accelerometer data is helpful. Since the accelerometer data only slightly improve the supervised algorithms, it is reasonable to expect that they would degrade the unsupervised algorithms, which cannot distinguish between important and irrelevant features without labeled data. This aligns with our experimental findings. We also observed that the overall performance of the unsupervised learning algorithms can be very competitive with the supervised ones. We believe this finding has profound consequences, enabling automatic MA detection on a large scale without the need for significant human effort in labeling data! One component in a typical data analytics pipeline that we have neglected is feature selection, which is important given that we have constructed up to 120 features. Adopting a feature selection approach would likely increase the accuracy of each algorithm, but it is unclear how the benefits would be distributed between the supervised and unsupervised algorithms. The evaluation of algorithms for other more complex machine learning settings that lie in between supervised and unsupervised settings, especially semi-supervised learning and transfer learning, would also be of tremendous value for EDA motion artifact detection, as would evaluation of algorithms such as deep neural networks capable of automatically learning features directly from the raw data.
