In this article we consider iterative operator-splitting methods for nonlinear differential equations with respect to their eigenvalues. The main feature of the proposed idea is the fixed-point iterative scheme that linearizes our underlying equations. Based on the approximated eigenvalues of such linearized systems we choose the order of the the operators for our iterative splitting scheme. The convergence properties of such a mixed method are studied and demonstrated. We confirm with numerical applications the effectiveness of the proposed scheme in comparison with the standard operator-splitting methods by providing improved results and convergence rates. We apply our results to deposition processes.
Introduction
Our study is motivated by complex models with coupled processes, e.g. transport and reaction equations with nonlinear parameters. These models arose from the simulation of a heat transport in an engineering apparatus, e.g. crystal growth, see [17] , or the simulation of a chemical reaction and transport, e.g. in bioremediation or waste disposals, see [14] .
We contribute an efficient decomposition method for nonlinear differential equations by applying the decomposition idea based on the eigenvalue problem, see [2] , [8] , and [15] .
We propose an algorithm to compute such pre-eigenvalues for the scale separations. To apply the scale separations we have to discuss a Runge-Kutta method as a higher-order time-discretization to approximate the coarser scales and the finer scales. The efficiency of different scales due to each operator allows to optimize the iterative operator-splitting method.
The paper is organized as follows. A mathematical model based on the nonlinear convection-diffusion equation is introduced in Section 2. The iterative splitting method for the nonlinear equation is given in Section 3. The eigenvalue problem is discussed in Section 4. The error analysis is treated in Section 5. We introduce the numerical results in Section 6. Finally we discuss our future works in the area of splitting and decomposition methods.
Mathematical model
When gas or fluid transport is physically more complex because of combined flows in three dimensions, the fundamental equations of fluid dynamics become the starting points of the analysis.
Three basic equations describe the conservation of mass, momentum, and energy, that are sufficient to describe the gas transport in the reactors, see [34] .
1. Continuity: The conservation of mass requires the net rate of the mass accumulation in a region to be equal to the difference between the inflow and outflow rate.
2. Navier-Stokes: Momentum conservation requires the net rate of momentum accumulation in a region to be equal to the difference between the in and out rate of the momentum, plus the sum of the forces acting on the system.
Energy:
The rate of accumulation of internal and kinetic energy in a region is equal to the net rate of internal and kinetic energy by convection, plus the net rate of heat flow by conduction, minus the rate of work done by the fluid.
We will concentrate on the momentum equation, see [19] , which can be modelled by a viscous Burgers equation:
c(x, 0) = c 0 (x), on Ω, (2) c(x, t) = c 1 (x, t), on ∂Ω × [0, T ],
where c is the molar concentration and F the flux of the species. D is the diffusivity matrix and R g is the reaction term. The initial value is given as c 0 and we assume a Dirichlet boundary with the function c 1 (x, t) being sufficiently smooth.
The iterative splitting method
The previously defined sequential operator-splitting methods have several drawbacks besides their benefits. For instance, for non-commuting operators there might be a very large constant in the splitting error which requires the use of an unrealistically small time step. Also, splitting the original problem into the different subproblems with one operator, i.e. neglecting the other components, is physically questionable. In order to avoid these problems, one can use the iterative operator-splitting method on an interval [0, T ]. This algorithm is based on the iteration with fixed splitting discretization step size τ . On every time interval [t n , t n+1 ] the method solves the following subproblems consecutively for i = 1, 3, . . . 2m + 1.
∂ t c i (x, t) = Ac i (x, t) + Bc i−1 (x, t), with c i (x, t n ) = c n (4)
∂ t c i+1 (x, t) = Ac i (x, t) + Bc i+1 (x, t), with c i+1 (x, t n ) = c n ,
and c i+1 (x, t) = c i (x, t) = c 1 on ∂Ω × (0, T ), where c n is the known split approximation at time level t = t n (see [12] ). This algorithm constitutes an iterative method which involves in each step both operators A and B. Hence, there is no real separation of the different physical processes in these equations.
Iterative operator-splitting method as fixed-point scheme
The iterative operator-splitting method is used as a fixed-point scheme to linearize the nonlinear operators, see [16] and [25] .
We concentrate again on nonlinear differential equations of the form
where A(c), B(c) are matrices with nonlinear entries and densely defined, where we assume that the entries involve the spatial derivatives of c, see [41] . In the following we discuss the standard iterative operator-splitting method as a fixed-point iteration method to linearize the operators. We split our nonlinear differential equation (6) by applying
where the time step is τ = t n+1 − t n . The iterations are i = 1, 3, . . . , 2m + 1. c 0 (x, t) = c n is the initial solution, where we assume that the solution c n+1 is near c n , or c 0 (x, t) ≡ 0. Thus we have to solve the local fixed-point problem. c n is the known split approximation at time level t = t n . The split approximation at time level t = t n+1 is defined as c n+1 = c 2m+2 (x, t n+1 ). We assume that the operators A(c i−1 (x, t n+1 )), B(c i−1 (x, t n+1 )) are constant for i = 1, 3, . . . , 2m + 1. Here the linearization is done with respect to the iterations, such that A(c i−1 ), B(c i−1 ) are at least non-dependent operators in the iterative equations, and we can apply the linear theory. For the linearization we assume at least in the first equation A(c i−1 (x, t)) ≈ A(c i (x, t)), and in the second equation B(c i−1 (x, t)) ≈ B(c i+1 (x, t)), for small t. We have
Remark 3.1 The linearization with the fixed-point scheme can be used for smooth or weak nonlinear operators, otherwise we loose the convergence behavior, while we did not converge to the local fixed point, see [25] .
Decoupling ideas based on eigenvalue problems
We apply the linearized system of differential equations for stiff or non-stiff operators.
We deal with the approximated eigenvalues of the operators and use them as reciprocal time scales.
We assume the following eigenvalue problem:
where the operators A(c i−1 ) and B(c i−1 ) result from the spatial discretization and c i−1 is the solution of at the iteration step i − 1 and known. We assume, that the fixed point c i → c for i → ∞. The eigenvalues are detected in the decoupled equations:
where c i−1 is the known solution of the last iterative step. Based on the eigenvalues λ Ai−1 and λ Bi−1 we can propose the time steps ∆t A ≈ 1/λ A and ∆t Ai−1 ≈ 1/λ Bi−1 .
We propose the vector iteration based on the Rayleigh quotient for the computation of the eigenvalues of the operators A and B:
where k, m = 0, 1, 2, . . . and the eigenvalues are given as
where λ A,1 and λ B,1 are the maximal eigenvalues. The values are given as
The following algorithm is used for separating the different scales of the operators A and B.
Algorithm 4.1 We have the operators A, B.
1. We compute pre-eigenvalues with a given norm · :
where u is a possible solution vector of the equations (4)- (5). 2. We compare the pre-eigenvalues:
Au ≥ Bu : B is stiff.
3. We initialize our splitting method. In the first step the stiff operator is treated implicitly using a higher-order method, the non-stiff method is treated explicitly. In the second step, the operators are treated the other way around.
Remark 4.2
The efficiency of the method is given with the correct decomposition, which means the correct ordering of the underlying operators. With respect to the local error, the starting operator B in the first iterative equation dominates the error. Therefore the pre-processing to obtain the underlying eigenvalues is important and accelerates the solver process. Here we propose the vector iterations to compute the eigenvalues as a method that is embedded in our iterative splitting method. The declaration of the operators to be stiff or non-stiff results in the use of the correct splitting operators.
Error analysis
Subsequently we demonstrate the error analysis for the linear and nonlinear decomposition methods. We concentrate on the bounded operators and the assumption to obtain maximal eigenvalues for the eigenvalue problems. For the nonlinear problem, we assume a linearization of the nonlinear operator and a formulation of a linearized eigenvalue problem.
Error analysis for the linear method
In this section, we taken into account the A(0)-stability analysis, which can be used to derive the stability of methods for ordinary differential equations, see [20] . We only consider spatial discretized systems, where the boundary conditions of the partial differential equations are embedded in the operators, see [4] .
We consider the linear problem
where the initial condition is c n = c(t n ). The operators A and B are spatially discretized operators, e.g. they correspond to the discretization in space of convection and diffusion operators (matrices). We assume, that they can be considered as bounded operators in moderate refined meshes, see [4] .
In the following we discuss the improved and stable iterative method, given in (4)-(5).
Theorem 5.1 Let us consider the iterative method with the starting solution
, which is of m-th order exact. We assume to estimate our operators A and B with the maximum eigenvalues λ 1 and λ 2 . Further we define z 1 = λ 1 τ , z 2 = λ 2 τ , where τ is the local time step.
Then we can prove, that all successive iterative solutions are stable, see proof idea [25] . It holds
where c 1 (t) ∈ U and U is the solution space for the iterative solutions, with c i → c for i → ∞.
Proof . We can proof the stability of an analytical solution, that is exact or has at least order m and get the solution
Further we have the stability, and we denote z 1 = λ 1 τ and z 2 = λ 2 τ .
For the stiff case, z 2 → −∞, we have
and therefore we have the stability, since
is fulfilled. The value c 1 is a start-value of the iterative method.
For the iterative method we have the following stability:
We insert the operators A = λ 1 and B = λ 2 . We can derive the analytical solution for c i+1 and get the solution:
We compute c 2 by inserting c 1 and get:
Now we compute the non-commutative case until order two and get
with τ = t − t n . The stability result for the c 2 is given by
and therefore we have the stability. The same proof can be done recursively for a starting solution c 1 (t) of order m.
Remark 5.2
The iterative operator-splitting method is invariant to the analytical solution and therefore stable. So it is enough to guaranty that a prestepping method exists, that could have at least order m.
Stability analysis in the discretized formulation
The analysis for the noncommutative part is much more complicate and often the help of full-discretized formulations are important.
Here, we consider the time-discretization with a θ-method, that is a CrankNicolson method for θ = 0.5. Time-and space-discretizations help to balance the errors.
To obtain an accurate starting solution for the iterative splitting method, we can assume A-B splitting, Strang-splitting methods or IMEX methods (implicitexplicit methods) of m-th order, see [1] .
To model different methods for our equation (16), we may take different values of the method parameter θ in the stage. So consider m = 1, and let θ 1 , θ 2 ≥ 0.5.
Assume that the two stages for the iterative method in (16) are discretized as (33) where c
For the linear system we denote Z 1 = τ A and Z 2 = τ B and set θ 1 = θ 2 . We get the following stability equation, cf. [24] , for θ = 1/2. We compute the first iteration with i = 1 and get the equation
The problem is that the stability function R 1 (Z 1 , Z 2 ) is not stable for Z 2 , hence it is a combination of implicit Euler for Z 2 , CN for Z 1 , and explicit Euler for Z 2 . We can only have the stability for Z 2 in the explicit case, i.e. we don't have an A-stable method.
To improve this method we suggest to do a prestepping for c n 0 , which means that we define c n 0 from the known value c n with a suitably chosen stable method. Namely, we suggest the following algorithm.
• We apply the sequential splitting for the problem (16) on interval [t n , t n+1 ], two times on the half interval, consecutively.
• To both sub-problems in the first splitting we apply the implicit Euler method.
• In the second splitting for the first sub-problem (with operator Z 1 ) we apply the explicit Euler and to the second sub-problem (with operator Z 2 ) we apply the implicit Euler method.
We get c n 0
Hence,
where R IE and R CN are the stability functions of implicit Euler and CrankNicolson method.
To improve this method we can do a prestepping for c n with a stable method and complete Z 2 to a stable CN-method, we start with c n−1/2 , with starting point 1/2τ .
Hence, we get:
where R impl.Euler and R CN are the stability functions of implicit Euler and Crank-Nicolson method. For these prestepping we therefore have a stable method with implicit Euler and Crank-Nicolson methods.
Error analysis for the nonlinear method
Here we assume a linearization technique with iterative formulations. The transformation to a linear problem helps to consider the eigenvalue formulation for small time steps and weak nonlinear problems, see [25] .
Linearization by iterative splitting method
Let us consider the following problem
where A, B are nonlinear differentiable bounded operators A, B in a Banach space X. We assume a convergent fixed-point-iterative scheme, which is used to linearize equation (43):
where we stop with ||c i − c i−1 || ≤ err, err ∈ IR + . We assume thatÃ = A(c i−1 ),B = B(c i−1 ) : X → X are given, linear bounded operators for small time steps
]. In the following we discuss the improved and stable iterative method, given in (7)- (8).
Theorem 5.3 Let us consider the iterative method (43) with starting solution
, which is of m-th order exact. We assume to estimate or operators A,B with the maximum eigenvalues λ 1 and λ 2 . Further we define z 1 = λ 1 τ , z 2 = λ 2 τ , where τ is the local time step.
Then we can prove, that all successive iterative solutions of the iterative splitting method (7)-(8) are stable, see proof idea [25] . It holds
Proof . We can prove the stability of the linearized scheme following proof 5.1.
Remark 5.4
Here we have assumed moderate nonlinear operators and have taken into account the boundedness of the operators. For weaker assumptions, e.g. unbounded operators, we can apply the exponential integrators, see [21] .
6 Numerical examples
Test example 1: Viscous Burgers equation
We deal with a 2D example where we can derive an analytical solution.
where
, and µ is the viscosity. The analytical solution is given as
where f (x, y, t) = 0.
The operators are given as:
We apply the nonlinear Algorithm 7 to the first equation and obtain
and we obtain linear operators, because c i−1 is known from the previous time step.
In the second equation we obtain by using Algorithm 8:
and we have also linear operators.
The maximal error at end time t = T is given as
the numerical convergence rate is given as ρ = log(err h/2 /err h )/ log(0.5). Table 2 : Numerical results for the Burgers equation with viscosity µ = 0.005 using IOS method respecting eigenvalues, initial condition c 0 (x, y, t) = c n , and four iterations per time step.
We have the following results, see Tables 1 to 6 , for different steps in time and space and different viscosities. Figure 1 presents the profile of the 2D nonlinear Burgers equation. 0.62452 0.61348 Table 4 : Numerical results for the Burgers equation with viscosity µ = 5 using standard IOS method, initial condition c 0 (x, y, t) = c n , and four iterations per time step.
Test example 2: mixed convection-diffusion and Burgers equation
We deal with a 2D example which is a mixture of a convection-diffusion and Burgers equation. We can derive an analytical solution.
with c(x, y, t) = c anal (x, y, t) on∂Ω
where Ω = 0.77441 0.76773 Table 6 : Numerical results for the Burgers equation with viscosity µ = 5 using IOS and η-method respecting eigenvalues for η = 0.25, initial condition c 0 (x, y, t) = c n , and four iterations per time step.
The analytical solution is given as c anal (x, y, t) = (1 + exp(
where we compute f (x, y, t) accordingly. We split the convection-diffusion and the Burgers equation. The operators are given as:
A(c)c = −1/2c∂ x c − 1/2c∂ y c + 1/2µ(∂ xx c + ∂ yy c), hence A(c) = −1/2c∂ x − 1/2c∂ y + 1/2µ(∂ xx + ∂ yy )) (the Burgers term), and Bc = −1/2∂ x c − 1/2∂ y c + 1/2µ(∂ xx c + ∂ yy c) + f (x, y, t) (the convectiondiffusion term). 
and we have linear operators.
We deal with different viscosities µ as well as different step sizes in time and space. We have the following results, see Tables 8 to 13 Table 9 : Numerical results for the mixed convection-diffusion and Burgers equation with viscosity µ = 0.5 using IOS method respecting eigenvalues, initial condition c 0 (x, y, t) = c n , and four iterations per time step. 3.4521·10 −6
1.4717 1.3889 6.8215·10 3.4521·10 −6
1.4717 1.3889 Table 12 : Numerical results for the mixed convection-diffusion and Burgers equation with viscosity µ = 5 using IOS method respecting eigenvalues, initial condition c 0 (x, y, t) = c n , and four iterations per time step.
Remark 6.2
In the examples, we deal with more iteration steps to obtain higher-order convergence results. In the first test we have four iterative steps but a smaller viscosity (µ = 0.5), such that we can reach at least a secondorder method. In the second test we use a high viscosity about µ = 5 and get the second-order result with two iteration steps. Here we see the loose of differentiability.To obtain the same results, we have to increase the number of 4.4566·10 −6
1.2126 1.1721 Table 13 : Numerical results for the mixed convection-diffusion and Burgers equation with viscosity µ = 5 using IOS and η-method respecting eigenvalues for η = 0.25, initial condition c 0 (x, y, t) = c n , and four iterations per time step. iteration steps. So we could show an improvement of the convergence order with respect to the iteration steps.
Test example 3: momentum equation (molecular flow)
We deal with an example of a momentum equation, that is used to model the viscous flow of a fluid. We can derive the analytical solution with respect to the first two test examples with the functions:
For the splitting method our operators are given as:
A(c)c = −c∇c + 2µ∇D(c) (the nonlinear operator), and Bc = 2/3µ∆c (the linear operator). We first deal with the one-dimensional case, 6.2463·10 Table 16 : Numerical results for the one-dimensional momentum equation with viscosity µ = 50 and v = 0.001 using IOS and η-method respecting eigenvalues for η = 0.25, initial condition c 0 (x, t) = c n , and four iterations per time step.
behavior and obtain at least first-order convergence with 2 iteration steps. In the 2D experiments we obtain nearly second-order convergence results with 2 iteration steps, if we increase the parabolic behavior, e.g. use larger µ and v values. For such methods, we have to balance the usage of the iteration steps, refinement in time and space with respect to the hyperbolicity of the equations. At least we can obtain a second-order method with more than 2 iteration steps. 1.1286·10
−5
1.2032 1.2154 Table 17 : Numerical results for the two-dimensional momentum equation for the first component with µ = 50 and v = (100, 0.01) T using standard IOS method, initial condition c 0 (x, y, t) = c n , and four iterations per time step.
The stiffness influence the number of iterative steps.
Conclusions and Discussions
We present a new method to solve complicated mixed coupled partial differential equations. Based on a standard method we derive different new methods and reorder the operators for different scales. Such a reordering reduces the decomposition error. The more hyperbolic behavior of the equations leads to an increasement of the iteration steps of our method. At least we obtain a secondorder method. Such iterative splitting method can balance the different behavior of the underlying operators. So the one operator smoothes the solution process, while the other operator decreases the smoothness. Further a balance between the implicit and explicit discretization with the iterative splitting method is a 1.4898 1.5451 Table 18 : Numerical results for the two-dimensional momentum equation for the second component with µ = 50 and v = (100, 0.01) T using standard IOS method, initial condition c 0 (x, y, t) = c n , and four iterations per time step. 3.1873·10 −6 0.81143 0.94727 Table 19 : Numerical results for the two-dimensional momentum equation for the first component with µ = 50 and v = (100, 0.01) T using IOS method respecting eigenvalues, initial condition c 0 (x, y, t) = c n , and four iterations per time step. 
