Two common problems in applications of two-stage least squares (2SLS) are nonrandom measurement error in the endogenous variable and weak instruments. In the presence of nonrandom measurement error, 2SLS yields inconsistent estimates. In the presence of weak instruments, confidence intervals and p-values can be severely misleading. This article introduces a rank-based estimator, grounded in randomization inference, which addresses both problems within a unified framework. Monte Carlo studies illustrate the deficiencies of 2SLS and the virtues of the rank-based estimator in terms of bias and efficiency. A replication of a study of the effect of economic shocks on democratic transitions demonstrates the practical implications of accounting for nonrandom measurement error and weak instruments.
Introduction
In situations where ordinary least squares performs poorly, instrumental variable techniques are a popular alternative, with two-stage least squares (2SLS) being the most commonly used estimator (Sovey and Green 2011) . This article introduces a rank-based instrumental variables estimator, grounded in randomization inference, which provides a unified framework to address two problems for the use of 2SLS. The first is nonrandom measurement error, such that the instrument is correlated with the measurement error in an explanatory variable. In this case, coefficient estimates obtained from 2SLS are inconsistent. The second is the presence of weak instruments, in which case 2SLS yields incorrect measures of statistical uncertainty.
The estimator presented in this article is robust with respect to both problems. The estimator was first developed by Rosenbaum (1996 Rosenbaum ( , 2002 ; Imbens and Rosenbaum (2005) demonstrate that the estimator is robust to weak instruments. This article expands on Imbens and Rosenbaum by showing that variants of the estimator can also accommodate nonrandom measurement error. At the same time, this article provides the instrumental variables estimator for the techniques described in Keele, McConnaughy, and White (2012) , who advocate the use of randomization inference in political science. 1 The article proceeds in three parts. The first part briefly describes the problems for 2SLS arising from nonrandom measurement error and weak instruments. The second part introduces randomization inference and a rank-based instrumental variables estimator. Monte Carlo studies illustrate the deficiencies of 2SLS in the presence of nonrandom measurement error and show the superiority of the rank-based estimator. The third part presents a replication of Bru¨ckner and Ciccone (2011) , who evaluate the effects of economic shocks on democratization. The comparison between the rank-based estimates and 2SLS suggests that the latter overestimates the size of the causal relationship as well as its statistical significance. As the conclusion emphasizes, the results in this article underscore the necessity of considering the possibility of both nonrandom measurement error and weak instruments in applications of 2SLS.
Nonrandom Measurement Error and Weak Instruments
Measurement error is a common problem in political science. Estimators robust to various forms of measurement error have been suggested, among others, for linear models (Western 1995) , probit models (Hug 2010) , the Cox proportional hazards model (Desmarais and Harden 2012) , and overdispersed binomial (Wand et al. 2001) as well as multinomial models (Mebane and Sekhon 2004) .
None of these estimators accommodates endogenous variables, which are ubiquitous in political science and often addressed by instrumental variables estimators, 2SLS especially (Sovey and Green 2011) . Measurement error is not a problem for 2SLS if it exists in the instrumented variable exclusively and is uncorrelated with the instrument. Indeed, classical measurement error is a common justification for the use of 2SLS (Angrist and Pischke 2009; Sovey and Green 2011 ). Yet, if measurement error in the explanatory variable is correlated with the instrument, 2SLS yields inconsistent coefficient estimates. 2 The possibility of such nonrandom measurement error is not far-fetched, but often neglected in applications. In particular, measurement error that is a function of the endogenous variable is likely to be correlated with the instrument as well, since the instrument must be correlated with the endogenous variable to be a valid instrument. For instance, poor countries tend to receive more foreign remittances than rich countries, yet are also more prone to misreport remittance flows (Ahmed 2012 ). An instrument for remittance flows, therefore, is likely to be correlated with the measurement error. 2SLS does not yield consistent estimates in the presence of such systematic measurement error.
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Another example can be found in studies of the effect of foreign direct investment (FDI) on various economic and political variables. Kerner and Lawrence (forthcoming) show that data on FDI based on balance of payments data are plagued by a myriad of problems and mismeasured in systematic ways. One of these problems is that it is "entirely possible that failure to conduct the required surveys or report data that conforms with the IMF's guidelines is correlated with some of the same political and institutional factors that are thought to affect political risk, suggesting [. . .] a source of both random and systematic error" (Kerner and Lawrence forthcoming, 8) in FDI data. Consequently, studies using domestic political institutions as instruments for FDI flows are likely to rely on instruments that are correlated with the measurement error in FDI flows, resulting in inconsistent 2SLS estimates.
This problem arising from nonrandom measurement error is confounded by the sensitivity of the mean-based 2SLS to even a few mismeasured observations. In the extreme case, incorrect data on a single observation can ruin the estimate, since the asymptotic breakdown point of the mean is zero. Estimators based on ranks, such as the one introduced in this article, are much less subject to this problem. 4 Another set of problems is introduced by the presence of weak instruments. Weak correlation between the instrument and the endogenous variable reinforces the small sample bias of 2SLS (Angrist and Pischke 2009) . Moreover, with weak instruments, the asymptotic theory to derive 2 Formally, this point is most easily shown by writing the 2SLS coefficient estimate as a function of sample covariances and comparing the expression using the true data with the expression using the mismeasured data. The two expressions are equivalent, such that 2SLS is consistent, only if the measurement error in the endogenous variable is uncorrelated with the instrument. 3 I use the terms systematic and nonrandom measurement error synonymously throughout the article to describe measurement error that is correlated with the instrument, possibly because the measurement error is a function of the instrumented variable. This definition does not necessarily imply that the instrumented variable is measured with bias. 4 An alternative rank-based instrumental variables estimator is developed by Honore´and Hu (2004) . These authors propose a "robust" estimator, but they are primarily concerned with robustness to nonnormal distributions of the dependent variable and not with robustness to systematic measurement error. As shown by Imbens and Rosenbaum (2005) , the randomization-based estimator introduced in this article is robust to nonnormally distributed data as well. In fact, and in contrast to the estimator developed in Honore´and Hu, it is distribution free, and Imbens and Rosenbaum provide a proof that all distribution-free instrumental variable tests are permutation tests, that is, are based on randomization inference. the distribution of the 2SLS estimate breaks down, as pointed out by Bound, Jaeger, and Baker (1995) and Staiger and Stock (1997) . Then, 2SLS yields incorrect measures of statistical uncertainty, which may result in unwarranted rejections of null hypotheses (Stock, Wright, and Yogo 2002) . Weak instruments are pervasive (Staiger and Stock 1997, 557) , and especially the most credible instruments are often generated by some form of natural experiment and only weakly correlated with the endogenous variable. The rank-based estimator presented in the following yields accurate confidence intervals when instruments are weak.
Randomization Inference
Randomization inference is based on random assignment of treatments.
5 Denote this assignment by z i and the treatment by x i . The treatment elicits some outcome, y i , and the goal is to estimate the effect of the treatment on the outcome captured by a coefficient . Absent treatment, such that x i ¼ 0, the response is y c , some constant. Assuming constant, linearly additive treatment effects, the relationship between treatment and outcome is described by
This setup follows the potential outcomes framework as introduced in Rubin (1974) . Holland (1986) provides an excellent discussion, and Angrist, Imbens, and Rubin (1996) emphasize the links between this framework and structural equation models.
Randomized Treatment
In the simplest case, the treatment itself is randomized. A first question to ask is whether there is any effect of the treatment on the response. If there is an effect, then the treatment and the response should exhibit some statistical relationship; in the absence of an effect, treatment and response should be independent. One way to evaluate the null hypothesis of no effect, H 0 : 0 ¼ 0, is to describe the data by some test statistic, t(x i ,y i ), such as the difference in means or a correlation coefficient. The value of the test statistic computed from the data can then be compared to the distribution of the test statistic under the null hypothesis of no effect. Since for many test statistics, the (exact or approximate) distribution under the null hypothesis of no effect is known, a wide range of test statistics is amenable to this method. Hodges and Lehmann (1963) provide a method to obtain a point estimate for . To arrive at the Hodges-Lehmann (HL) estimator, rewrite equation (1) as
The difference on the right-hand side is the adjusted response (Rosenbaum 2002) : It is the response net of the treatment effect. Since the left-hand side is a constant, for the true value of , the adjusted response does not vary with the treatment x i . To obtain a coefficient estimate, instead of testing H 0 : 0 ¼ 0, one tests H 0 : 0 ¼ . If the null hypothesis is true, then 0 ¼ , and the adjusted response would not exhibit any relationship with x i . A test statistic t(x i ,y i Àx i ) can be used again. As before, suppose the expected value of this test statistic under the null hypothesis is known. Then, a coefficient estimate for can be obtained by solving the estimating equation
Using the variance of the test statistic and its exact or asymptotic distribution allows constructing a confidence interval for the point estimate. Rosenbaum (2002, 48-49) provides further discussion. Keele, McConnaughy, and White (2012) offer a more thorough introduction to randomization inference with applications from political science.
Randomized Instrument
The previous discussion assumed that x i is assigned randomly. When this assumption is violated, x i is labeled endogenous. As in the 2SLS framework, suppose an instrument z i exists, which is assigned randomly, which does not elicit a response directly (has no independent effect on y i , i.e., satisfies the exclusion restriction), and which has some nonzero effect on x i on average (z i may be a weak instrument, but not an irrelevant one). As before, define the adjusted responses as y i Àx i . Then, the hypothesis H 0 : 0 ¼ can be tested in a similar way as above, only now the adjusted responses are not compared to the treatment x i , but to the instrument z i : While the treatment is used to calculate the adjusted response, the computation of the test statistic is based on the instrument. The HL estimator thus finds the value of that equates t(z i ,y i Àx i ) to its expected value under the null hypothesis of no effect. When z i is a binary instrument and tðÁ,ÁÞ is the difference in means, the HL estimate is algebraically identical to 2SLS, which provides a convenient link between 2SLS and the HL estimator. The HL estimator is much more flexible than this, however, and allows for a wide range of test statistics other than the difference in means. To obtain an estimator more robust to measurement error than the mean-based 2SLS, test statistics based on ranks are particularly useful. While means can fall prey to even a single wrong data point, medians are resilient to wrong data on up to one half of the observations, but their robustness comes at the cost of ignoring a large amount of information. Rank statistics provide a middle ground for most practical applications, as they are situated between the mean and the median in terms of sensitivity to measurement error, but are still relatively efficient. This does not imply that rank statistics return unbiased estimates; rather, the bias is smaller than that of mean-based estimators (Coakley and Hettmansperger 1994; Huber and Ronchetti 2009; Croux and Dehon 2010). 7 Before turning to a general treatment, consider a binary instrument and the Wilcoxon rank sum for an illustration of how to construct a confidence interval. Let m be the number of treated observations (those with z i ¼ 1), let N be the total number of observations, and let rnkðy i À x i Þ be a function that ranks the adjusted responses from 1 to N. The Wilcoxon rank sum then is calculated as
and its expectation, variance, and asymptotic distribution under the null hypothesis of no relationship between z i and rnkðy i À x i Þ are (see, e.g., Lehmann 1975, 14) :
Var½W
To obtain a 95% confidence interval, the Wilcoxon rank sum W and its standardized value ðW À W Þ= W are computed from the data. For a 95% confidence interval, the critical value for a standard normal distribution is 1.96. Thus, all values of associated with test statistics 7 Depending on the data at hand, different rank statistics are preferable. With a binary instrument, the Wilcoxon rank sum is readily calculated. Rank sums can be applied to stratified data by using aligned ranks, subtracting the stratum-specific mean from the adjusted responses before calculating the Wilcoxon rank sum from the aligned data. Notice that for the aligned ranks, the means are calculated for the adjusted responses, y i À x i , not for y i or x i alone. Notice also the similarity to fixed effects regressions, where the data are demeaned by the inclusion of unit-specific dummy variables. Continuous instruments can be accommodated by Spearman's rank correlation coefficient. For all of these statistics, the first and the second moments under the null hypothesis of no effect are readily obtained from standard statistical texts, such as Conover (1999) or Lehmann (1975) , which allows for the calculation of the HL estimate of .
satisfying jðW À W Þ= W j < 1:96 are included in the confidence set, and a confidence interval can be defined as the shortest interval covering the confidence set. It is straightforward to apply the same steps to other scenarios and test statistics. Most rank test statistics are asymptotically normally distributed (Ha´jek and Sidak 1967, chap. 5) , and for several rank statistics the exact distribution is known for small sample sizes (see, e.g., Conover 1999) and can be simulated for larger samples, which allows for the calculation of exact confidence sets. Most generally, Imbens and Rosenbaum (2005) show that the HL estimate of and confidence intervals robust to weak instruments can be obtained for any test statistic
where qðÁÞ scores the adjusted responses and ðÁÞ scores the instrument settings. 8 Under the null hypothesis, the instrument is independent of the adjusted response, which facilitates the computation of the expectation and variance of the test statistic. These are
Var½T
where
. Stratified data can be accommodated by calculating the stratum-specific expressions and then summing over strata. Using the above first and second moments, Imbens and Rosenbaum (2005, 117) show that the standardized test statistic is asymptotically normally distributed, such that
Then, the 95% confidence set and confidence interval are defined as
A statistic comparable to the standard error of a least squares coefficient estimate can be obtained by dividing the length of the confidence interval by 2 Á 1:96. This approach inverts the procedure of 2SLS, where a standard error is calculated for the coefficient estimate and then confidence intervals are constructed, relying on assumptions about the asymptotic distribution of the coefficient estimate. Weak instruments may invalidate these assumptions, resulting in confidence intervals with wrong coverage. In contrast, confidence intervals for HL point estimates are derived from the distribution of the test statistic. Since the confidence interval for the point estimate is calculated from the distribution of the test statistic, rather than the distribution of the parameter estimate, the rank-based randomization inference confidence intervals maintain correct coverage regardless of the strength of the instrument. Imbens and Rosenbaum (2005) show that the confidence intervals derived from the rank-based test statistic have correct coverage regardless of the distribution of the data, and provide a proof that all distribution-free instrumental variable tests are based on randomization inference. When nonrandom measurement error is present in the data, the confidence intervals may no longer maintain exact coverage, but, due to the more accurate point estimates, in general have better coverage than the confidence intervals obtained from 2SLS.
Monte Carlo Simulations
To compare the performance of the rank-based HL estimator and 2SLS in the presence of nonrandom measurement error, this subsection presents a series of Monte Carlo simulations. 9 The true model is
where ¼ 3 is the coefficient of interest. u i and v i are bivariate normal random variables with mean zero and covariance 0.7. This correlation between the two error terms induces endogeneity of x i and is a typical justification for invoking 2SLS. To evaluate the performance of the estimators in various settings, z i is either binary or a continuous random variable drawn from a standard normal distribution. Table 1 shows average coefficient estimates and standard errors from estimating the system in equation (14), when there is no measurement error. The simulations are based on data sets with 250 and 10,000 observations, respectively. The difference between the average coefficient estimate and the true coefficient ¼ 3 indicates the amount of bias. The range of coefficient estimates is also reported. Ideally, not only will the distribution of coefficient estimates be unbiased, but it should also be closely centered around the true coefficient , such that each single coefficient estimate is a reliable estimate of the true coefficient.
The upper panel of Table 1 shows the results for a binary instrument. In the lower panel, the instrument is continuous. In all the four scenarios, the average 2SLS and the HL coefficient estimates are identical to the fourth digit, and their standard errors and the range of the distribution of coefficient estimates are very similar. Although the HL estimator is slightly less precise in data sets of 250 observations (as evidenced by the larger standard error), the differences to 2SLS are marginal. Absent systematic measurement error, therefore, the HL estimator appears to be on par with 2SLS.
To evaluate the consequences of systematic measurement error for the 2SLS and HL estimators, Fig. 1 compares 2SLS and HL point estimates as a function of the share of the data being affected by measurement error, again for a binary and a continuous instrument, respectively, in data sets with 250 observations. The solid lines show the bias. The dashed lines show the deviation of the largest and the smallest point estimates from the true parameter value. To introduce nonrandom measurement error, a variable w i is created as
where m i is drawn from a standard normal distribution. 10 After x i and y i are calculated as above, a subset of the data x i is changed to
On average x 0 i is unbiased, since by construction E½w i ¼ 0. However, the measurement error in x 0 i is, also by construction, correlated with the instrument z i .
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Figure 1 allows for up to 30% of the data to be affected by measurement error. 12 For 2SLS, the results are particularly worrisome with a binary instrument, as shown in the upper panel. When less than a quarter of the observations are affected by measurement error, the bias of 2SLS is positive and substantial-as shown in Fig. 1 , the bias reaches >600% of the true parameter value. 9 Replication files are available at the Political Analysis dataverse at http://hdl.handle.net/1902.1/18952. See Imbens and Rosenbaum (2005) for simulations that demonstrate the superior performance of the HL estimator when instruments are weak and under departures from normality. 10 If z i is a binary variable, w i is constructed from the latent variable that was used to create z i . 11 While this model of measurement error is of a fairly general form, the ratio of noise to real data is rather large.
Modifications to other data structures and models of measurement error are straightforward with the replication materials. 12 When >30% of the data are affected by measurement error as in equations (15) and (16), the 2SLS estimates are biased by >1000%. The performance of the HL estimator decreases as well, albeit not nearly as sharply.
When more than a quarter of the observations are mismeasured, the bias of 2SLS oscillates and is as large as 130 times the true parameter value. 13 The HL estimator, in contrast, performs well. It displays a narrow spread in the distribution of coefficient estimates and relatively little bias (the bias is never larger than 0.6). While not shown in the graph, the spread in the coefficient estimates increases substantially for HL only once more than a third of the data are affected by measurement error; and even then, the HL estimator is always less biased than 2SLS. A similar picture emerges from the lower panel of Fig. 1 , where the instrument is continuous. While the HL estimator is never biased by more than 0.4, the bias of 2SLS is as large as 5. The distribution of the 2SLS estimates is characterized by an immense spread with some of the coefficient estimates being as large as 10 times the true parameter value. The HL estimates, in contrast, are tightly centered on the average coefficient estimate.
The HL estimator outperforms 2SLS also in terms of the coverage of the 95% confidence intervals. With a binary instrument and data sets of 250 observations, even when as little as 5% of the observations are affected by measurement error, only 35.9% of the confidence intervals obtained from 2SLS include the true parameter value. In contrast, 86.1% of the HL confidence intervals include the true parameter value. With a continuous instrument, only 15.1% of the 2SLS confidence intervals cover the true parameter value, whereas 84.9% of the HL confidence intervals include the true parameter value. Thus, even though with nonrandom measurement error the confidence intervals of the HL estimator no longer have correct coverage, the coverage is far better than that of the 2SLS confidence intervals.
Judging from the simulations in this section, the rank-based HL estimator clearly outperforms the 2SLS estimator in the presence of systematic measurement error, both in terms of bias and reliability. Moreover, in the absence of measurement error, the differences in terms of efficiency are marginal, whereas there is virtually no difference in terms of bias.
Rainfall and Democratization: An Application
This section replicates some of the results in Bru¨ckner and Ciccone (2011) (henceforth BC), who examine the effect of income shocks on democratic transitions.
14 The effect of income shocks is not Note. 5000 iterations of estimating equation (14).
13 For better readability, in Fig. 1 , the maximal bias was capped at 25 and -5. 14 BC also provide reduced-form regressions, linking rainfall to democratic transitions, which are not discussed in the following. In a separate paper, I provide a more extended discussion as well as a replication of Miguel, Satyanath, and Sergenti (2004) , who use rainfall as an instrument to evaluate the effect of economic shocks on the onset of civil conflict. Their main findings from 2SLS are corroborated by the rank-based HL estimates. See, however, Ciccone (2011) , who points out several problems with the specification of Miguel, Satyanath, and Sergenti (2004) . easily identified, in part, because democratization itself, and expectations thereof, may drive economic performance. To address this problem, BC rely on rainfall shocks, which are plausibly random, as instrument for income shocks in 2SLS regressions. The link between rainfall and income is most plausible for sub-Saharan African countries to which their sample is restricted.
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BC rely on four different measures of democratization from Polity IV (Marshall and Jaggers 2006) : changes in polity scores (Polity2), in executive constraints (Exconst), in competitiveness of political participation (Polcomp), and in openness and competitiveness of executive recruitment (Exrec). Lagged per capita income, the endogenous explanatory variable, is obtained from the Penn World Tables. The instrument is rainfall as measured by the National Aeronautics and Space Administration's Global Precipitation Climatology Project. All models include dummies to control for year-and country-specific effects as well as country-specific time trends. Thus, the variables measuring (log) GDP per capita and rainfall are capturing deviations of GDP per capita and rainfall, respectively, from country-specific and common time trends, and are interpreted as income and rainfall shocks. Table 2 replicates Table V in BC, where the explanatory variable is log GDP per capita in the previous time period, net of common time trends, country-specific time trends, and country-specific effects. 2SLS and rank-based HL coefficient estimates are reported, together with standard errors and 95% confidence intervals. Since BC are concerned about the strength of their instrument (with first-stage F-statistics between 6 and 7), they report p-values based on an Anderson-Rubin Wald test, which in the presence of weak instruments are more accurate than p-values based on an asymptotic normal distribution.
Two results in Table 2 are noteworthy. First, the rank-based point estimates are of the same sign as the 2SLS estimates, but substantially smaller. The reduction in the size of the coefficient estimates is tremendous and essentially wipes out the practical significance of the results obtained by BC. This finding suggests that nonrandom measurement error may have biased the 2SLS estimates upward (in absolute terms), as was the case in the Monte Carlo simulations conducted in the previous section.
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BC briefly consider the possibility of systematic measurement error, but proceed under the assumption that any potential measurement error is classical and hence unproblematic for the 2SLS estimates. Yet, as Deaton (2005, 4) notes, nonrandom measurement error is pervasive in income data from sub-Saharan countries, the sample used by BC. Indeed, in their study of the effect of economic shocks on civil conflict, Miguel, Satyanath, and Sergenti (2004, fn 22) use rainfall as an instrument for economic shocks and attribute some theoretically unexpected findings to the possibility of "extensive nonclassical measurement error in national accounts data."
More specifically, the argument linking rainfall and economic conditions implies that large values in the rainfall data are associated with large values in the income data. Such outlier conditions are notoriously hard to measure. Similarly, if countries with smaller rainfall shocks tend to have higher levels of income, and wealthier countries tend to report their economic data more accurately, then nonrandom measurement error is a concern. The differences between the rank-based HL estimates and the 2SLS estimates indicate that such nonrandom measurement error is plausibly present in the data.
Second, from the Anderson-Rubin test, BC find a statistically significant effect of economic shocks on institutional change. For instance, they obtain a p-value of 0.049 when the dependent variable is the change in polity scores. Given that the confidence intervals based on the normal 15 BC also evaluate and rule out several alternative causal mechanisms through which rainfall could affect democratic transitions, other than through economic conditions. See their note 16, in particular. 16 An alternative explanation for the differences between the 2SLS and the HL point estimates would be the presence of unusually high outcomes on the dependent variable. If the "unusual" outcomes are considered aberrant, then the rank-based estimate is still preferable. However, Keele, McConnaughy, and White (2012, 489) point out that, if one has reason to believe that the "unusual" outcomes are accurately reflecting the relationship in the data (and hence are due to "unusual" values of the treatment), then a mean-based estimate might be preferable to a rank-based estimate, since the "unusual" observations may contain particularly valuable information. In the sample of BC, the difference between the rank-based HL estimates and the mean-based 2SLS cannot be explained by dropping the most extreme observations. approximation include zero, this finding underscores the importance of accounting for weak instruments in 2SLS-the more accurate Anderson-Rubin Wald test yields a statistically significant effect, where the normal-based approximation does not. However, the HL estimates suggest that even these results should be viewed with caution. The confidence intervals for all four HL estimates are asymmetric, wide, and include zero, such that none of the coefficients is different from zero at the 5% significance level. 17 
Conclusions
This article discussed two problems for applications of 2SLS. The first is the presence of nonrandom measurement error in an explanatory variable and its implications for point estimates. The second is the presence of weak instruments and the implications for measures of statistical uncertainty. Both of these problems can have substantively important consequences for inferences drawn from econometric results. Building on the work of Rosenbaum (2002) and Imbens and Rosenbaum (2005) , this article introduced a rank-based HL estimator that addresses the problems arising from systematic measurement error and weak instruments within a unified framework. Monte Carlo simulations demonstrated the superior performance of the rank-based estimator, and the replication in the previous section underscored the importance of addressing these problems in applied research. The results in this article suggest that rank-based estimates should be used at the very least as a robustness check on 2SLS whenever systematic measurement error or weak instruments are of concern. Researchers should carefully consider the quality of their data when the two estimates differ.
