Abstract: This study pays attention to robust stability of a class of uncertain neutral systems in a critical case, where the spectral radius of the principal neutral term (matrix H in this study) is equal to 1. It is shown that usual methods cannot deal with such systems with uncertainties. Thus, a novel method is developed, whose idea is to examine whether or not an existing stability criterion still holds when the uncertainties are sufficiently small. More specifically, it is to examine whether or not the existing stability criterion in terms of a linear matrix inequality (LMI) still has a solution with the sufficiently small uncertainties. By analysing the structure of the solution, a new robust stability criterion is derived in terms of the existence of solutions to an equation. An application shows the effectiveness of the proposed method by dealing with a problem caused by numerical methods when solving LMIs.
Introduction
Neutral systems in the critical case are in fact related to a class of repetitive control systems [1, 2] . Stability analysis of such systems is receiving more and more attention in recent years [3 -7] . It is difficult to use frequency-domain methods to determine the stability of neutral systems in the critical case, because their characteristic equations may have an infinite sequence of roots with negative real parts approaching zero. Taking this into account, Quan et al. [7] first proposed a linear matrix inequality (LMI) approach to analyse stability of a class of linear neutral systems in the critical case.
It is noted that the mentioned works above do not consider robust stability of uncertain neutral systems in the critical case, which is of both practical and theoretical importance. On this account, this paper investigates robust stability of a class of uncertain neutral systems in the critical case and this work is based on a stability criterion in terms of LMIs proposed in [7] . Unfortunately, it is shown that usual methods cannot deal with uncertainties in the critical case. In view of this, we propose a novel method to analyse robust stability of a class of uncertain neutral systems in the critical case. To begin with, structure of solutions of the existing stability criterion is analysed in detail. Based on this result, robust stability analysis in the critical case finally focuses on determining whether or not a certain equation has a solution.
An application shows the effectiveness of the proposed method by dealing with a problem caused by numerical methods when solving LMIs. Generally, verifying criteria in the form of LMIs is converted to generalised eigenvalue minimisation under LMI constraints. For example: solving V ≤ 0 is converted to a problem that min m, subject to V ≤ mI. Suppose m min is the optimal value. If m min ≤ 0, then V ≤ 0. However, it is proved that stability criteria in the critical case are often in the form of V ≤ 0 rather than V , 0, namely m min = 0. Consequently, by numerical methods, calculation programs will stop when m is a sufficiently small positive number, even if there exists a solution to V ≤ 0 in theory. Therefore stability of linear neutral systems cannot be determined. In this paper, we convert this problem to a robust stability problem, then use a theorem proposed in this paper to handle it.
The symbol R n is Euclidean space of dimension n. The symbol . stands for Euclidean vector norm or induced matrix norm. In this paper, we define the norm
The symbol l(X ) and r(X ) denote the eigenvalue and the spectral radius of matrix X, respectively. X T denotes the transpose of matrix X and X * denotes the conjugate transpose of matrix X. The symbol X . 0 (X ≥ 0, X , 0, X ≤ 0) denotes that matrix X is a positive definite (positive semidefinite, negative definite, negative semidefinite) matrix. Direct product ⊗ and vec( . ) operation are defined in [8, p. 180 ]. I n is the identity matrix with dimension n. 0 n 1 ×n 2 [ R n 1 ×n 2 denotes a zero matrix in this paper. '#' in matrices denotes the term that is not important for the analysis and ' * ' in matrix denotes the entries of matrices implied by symmetry.
Problem formulation and preliminary results
Consider a class of uncertain neutral systems as followṡ
with the initial condition
are known system matrices with r(H ) ¼ 1 and DA 0 , DA 1 [ R n×n are unknown matrices representing parameter uncertainties. f(t) is a continuously differentiable smooth vector valued function representing the initial condition function for the interval of [2t, 0]. In this paper, we only consider that H is non-singular as in [5, 7] . It is proved in [5] that if matrix H has a Jordan block corresponding to s 1 , where s 1 is used to denote the set of eigenvalues whose modules are equal to 1, then system (1) is unstable no matter what A 0 + DA 0 and A 1 + DA 1 are. Therefore for simplicity H is considered to be in the form of
without Jordan blocks corresponding to s 1 , where
Remark 1: If H is not in the form of (2), then it can always be transformed into a real Jordan canonical form as follows [9] 
Thus (1) can be transformed intȯ
Since T is nonsingular, stability of system (4) is equivalent to that of (1).
Problem formulation
Quan et al. [7] have proposed the following theorem to determine the stability of system (1) 
The trivial solution of system (1) is said to be asymptotically KN-stable if the trivial solution is KN-stable, and for any 
The latter depends on the derivative of the initial condition. To distinguish the two definitions, we say that 'stable' in the sense of Kolmanovskii-Nosov is 'KN-stable' here.
Theorem 1 [7] : The solution x(t, f) of (1) is globally asymptotically KN-stable with DA 0 = 0 and DA 1 = 0, if H is non-singular and there exist matrices 0 ,
where
2.1.1 Usual method to handle parameter uncertainties: At the beginning, based on Theorem 1, we will follow an usual method as shown in [12 -18] to deal with the uncertainties DA 0 and DA 1 . Then show that the usual method cannot be used for robustness analysis in the critical case, namely the case r(H ) ¼ 1. In the presence of parameter uncertainties, namely DA 0 = 0 and DA 1 = 0, matrix inequality (5) accordingly becomes
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such that inequality (6) holds, then neutral system (1) is globally asymptotically KN-stable by Theorem 1.
The following inequality technique is often used in existing literature to handle parameter uncertainties.
Lemma 1 [12] [13] [14] [15] [16] [17] [18] : Let S 1 and S 2 be real constant matrices of compatible dimensions. Then the following inequality holds
for any r . 0.
To measure the effect of the uncertainties, one often uses Lemma 1 to give a bound on DV in (6) such that DV ≤ DV (7) for any r . 0, where
Up to now, one only needs to consider whether or not the following inequality
is satisfied. If inequality (8) holds, then (6) holds. It further implies that neutral system (1) is globally asymptotically KN-stable with given DA 0 and DA 1 by Theorem 1. This is the usual idea to handle parameter uncertainties. However, the method above is practically infeasible here. Note that DV . 0 for any r . 0, then inequality (8) implies V , 0. This further implies (5)]. However, it is proved in [7] that H T QH − Q , 0 cannot hold with r(H ) ¼ 1. For example, H T QH − Q = 0 n×n for any Q when H = I n . Therefore when r(H ) ¼ 1, the usual method of dealing with the uncertainties will lead to V + DV Ü 0. Such dilemma occurs not only for determining the stability of uncertain neutral systems in the critical case as mentioned above, but for most of stability criteria in terms of LMI for the critical case, because it is proved that stability criteria for the critical case are often in the form of V ≤ 0 rather than V , 0 [19] . Therefore one cannot follow the usual method to determine the stability of uncertain neutral systems in the critical case no matter how small the uncertainties are. Consequently, a question arises whether the uncertainty matrices DA 0 and DA 1 destroy stability of the original systems no matter how small DA 0 and DA 1 are.
Question:
To make the question above tractable, we convert the robust stability problem into the following question. For neutral system (1) in the critical case, we say that it is robust stability here if it is stable when subjected to sufficiently small DA 0 and DA 1 . (5) holds, then, for any sufficiently small parameter uncertainties DA 0 and DA 1 , whether or not there exist matrices 0 , P + DP = (P + DP)
The objective of this paper is to answer this question. If inequality (9) holds, then, by Theorem 1, neutral system (1) is still globally asymptotically KN-stable in the presence of sufficiently small uncertainties DA 0 and DA 1 .
Remark 3:
Since W is independent of the other elements in (5), it is usually chosen to be a sufficiently small positive definite matrix. Thus, we do not change W to be W + DW in (9) for simplicity here.
Preliminary results
Before proceeding further with the development of this paper, we have the following preliminary results, where the proofs of Lemmas 3 -5 are shown in Appendixes 8.1-8.3.
Lemma 2 [7] : For any negative semidefinite matrix www.ietdl.org
(ii) Given a p and a q , if cos(a p ) = cos(a q ) or sin(a p ) = − sin(a q ), and a matrix
Lemma 4: Suppose H is in the form of (2). If
with
Definition 2:
and DX is sufficiently small, then rank G( X ) = rank G( X + DX ).
Robustness analysis
Stability of uncertain neutral systems in the critical case is so fragile that the usual method mentioned in Section 2.1 is infeasible. On the other hand, take a marginally stable systemẋ(t) = Ax(t) for example, where one of the eigenvalues of A is on the imaginary axis. In this case, systemẋ(t) = (A + DA)x(t) may be instable no matter how small DA is. Therefore we can deduce that stability of neutral systems in the critical case is very fragile as well. By recalling the analysis process in Section 2.1, the use of an inequality technique (Lemma 1) finally leads to the usual method infeasible. Therefore we will analyse the robust stability problem with more 'caution', and will not use any inequality techniques during the analysis. Finally, the robust stability analysis in the critical case focuses on determining whether a certain equation has a solution.
Structure of Q
To begin with, the structure of Q is analysed in detail when H T QH − Q ≤ 0 with Q . 0. This will simplify the following robust stability analysis.
Theorem 2:
Suppose H is in the form of (2). If Q 22,1 , Q 22,3 , Q 33,11 , . . . , Q 33,mm ) . 0 (12) 0 ≥ J T S Q 11 J S − Q 11 (13) Q 33,kk = diag(p 33,kk,11 I 2 , . . . , p 33,kk,n k n k I 2 ), p 33,kk,11 [ R,
then
and
Proof: See Appendix 8.4.
Remark 4: From Appendix 8.4, we can observe that the structure of Q mentioned in Theorem 2 almost 'approaches' a necessary and sufficient condition on the structure of Q, when H T QH − Q ≤ 0 with Q . 0. For example, if H is in the form of (2) with n k = 1, k = 1, . . . , m, moreover, for any p, q there does not exist an integer i such that a p = a q + ip, then the conditions on Q in Theorem 2 are sufficient and necessary, namely iff H T QH − Q ≤ 0 holds, then Q satisfies (12) -(14).
Answer question 1
Based on the obtained structure of Q, Question 1 is decomposed into five simpler restrictions in Lemma 6 first. Based on this result, Theorem 3 then answers Question 1. Define S 1 = I n−r 1 −r 2 −r 3 0 (r 1 +r 2 +r 3 )×(n−r 1 −r 2 −r 3 ) , 
(R2) Matrices DP and DQ are symmetrical.
(R3) Matrices DP and DQ are sufficiently small.
(R4) Inequality
Then there exist matrices 0 , P + DP = (P + DP)
T [ R n×n and 0 , Q + DQ = (Q + DQ) T [ R n×n such that inequality (9) holds.
Proof: See Appendix 8.5.
By using direct product of matrices, the equation V ′ 12 S 2 = 0 in (R5) is further equivalent to
Since DP is a symmetric matrix, only n(n + 1)/2 elements in P are independent. The matrix DQ is in the form of (15) and is symmetrical as well, hence the number of independent elements is less than n(n + 1)/2. Let DP I denote the independent parameters of DP. We have the relationship that GDP I = DP Substituting the equation above into (17) results in
Based on Lemma 6 and (18), we have
which satisfy (5) . Then the neutral system (1) is still globally asymptotically KN-stable in the presence of sufficiently small uncertainties DA 0 and DA 1 , if (16) and
T ⊗ I n = rank(P S G) (19) are satisfied.
Proof: The proof is mainly composed of two propositions:
Proposition 1 is to show
when DS is sufficiently small, and Proposition 2 is to show that (P S+DS G) † is bounded when DS is sufficiently small. The outline of the proof is as follows.
By Proposition 1, one solution to (18) is
where the symbol † denotes the Moore-Penrose inverse. Then, from the definition of DP I , (R1), (R2) and (R5) are satisfied. Taking . on both sides of (20) yields
Since (P S+DS G) † is bounded when DS is sufficiently small by Proposition 2, the solution DP * I is sufficiently small when DS is sufficiently small. Since DP I denotes the independent parameters of DP, we can conclude that (R3) is satisfied. If (16) holds, that is, (R4) holds, then by Lemma 6 and Theorem 1 the neutral system (1) is still globally asymptotically KN-stable in the presence of a sufficiently small uncertainties DA 0 and DA 1 . In Appendix 8.6, the two propositions above are proved one by one in detail. A
Application
For simplify, consider the linear neutral system (1) in the critical case with
In this case, we can easily obtain
The solution to the LMI (5) www.ietdl.org
Note that H T QH − Q , 0 does not hold with r(H ) ¼ 1, then m min = 0 rather than m min , 0. Since the solution is solved by numerical methods, the calculation programs will stop when m is a sufficiently small positive number. In this paper, the LMI Control Toolbox in MATLAB 6.5 is used to obtain the solution to LMI (5) 
The software gives a result report that 'best value of m: 7.245569e-013. Marginal infeasibility: these LMI constraints may be feasible but are not strictly feasible'. According to this report, the best value of m in theory may be a positive number or zero, even if the best value of m obtained by numerical methods is sufficiently small. Therefore stability of the linear neutral system hence cannot be determined by Theorem 1. It is still a question whether or not the neutral system (1) with parameters (21) is globally asymptotically KN-stable. In the following, this problem is converted to a robust stability problem, then, with Theorem 3 in hand, we obtain
, where m min is a sufficiently small positive number. Then the neutral system (1) is still globally asymptotically KN-stable, if (16) and
T ⊗ I n = rank(P S G) (24) are satisfied.
Proof: See Appendix 8.7
Now, we will use Theorem 4 to analyse stability of the linear neutral system (1) with parameters (21). (16) Since any
It is easy to verify that
can make H T DQH − DQ = 0, then the independent parameter vector DP I = p 1 p 2 p 3 q 1 q 2 q 3 T [ R 6 and
Therefore equation (24) holds. Consequently, the linear neutral system (1) with parameters (21) is globally asymptotically KN-stable by Theorem 4. Furthermore, this neutral system is also globally asymptotically KN-stable in the presence of sufficiently small uncertainties DA 0 and DA 1 by Theorem 3. To illustrate the system evolution for
. The evolution of states x 1 (t) and x 2 (t) is shown in Fig. 1 . From Fig. 1 , the solution x(t, f) of system (1) with parameters (21) tends to zero.
Conclusions
This paper investigates robust stability of a class of uncertain neutral systems in the critical case based on the LMI approach. The major contributions of this paper are: (i) a novel method is developed to analyse the stability of a class of uncertain neutral systems in the critical case; (ii) the theory proposed in this paper can also handle the numerical error caused by numerical methods when solving LMIs; (iii) it is pointed out that usual methods dealing with the uncertainties cannot be applied to such a case; and (iv) when H T QH − Q ≤ 0 with r(H ) ¼ 1, the structure of positive definite matrix Q is analysed in detail. www.ietdl.org
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The singular value decomposition of P S+DS G can be written as [20, pp. 62-64 ] 
Therefore (P S+DS G) † is bounded when DS is sufficiently small.
Proof of Theorem 4
Since the structure of Q is selected according to Theorem 2, matrix V becomes by Lemma 5 when DS 1 is sufficiently small. Moreover, we have U , 0. Therefore system (47) is robust stable by Theorem 3. Hence, we can conclude this proof.
