Abstract. This paper studies the problem of estimating geographical locations of images. To build reliable geographical estimators, an important question is to find distinguishable geographical clusters in the world. Those clusters cover general geographical regions and are not limited to landmarks. The geographical clusters provide more training samples and hence lead to better recognition accuracy. Previous approaches build geographical clusters using heuristics or arbitrary map grids, and cannot guarantee the effectiveness of the geographical clusters. This paper develops a new framework for geographical cluster estimation, and employs latent variables to estimate the geographical clusters. To solve this problem, this paper employs the recent progress in object detection, and builds an efficient solver to find the latent clusters. The results on beach datasets validate the success of our method.
Introduction
Geotagged images are receiving more and more research attentions in recent years. A geotagged image is associated with a two dimensional vector, latitude and longitude, representing a unique location on the Earth. The goal of this paper is to use the visual information to estimate the geographical locations even when they are not provided. As evidenced by the success of Google Earth, there is great need for such geographic information among the mass. Many web users have high interests on not only the places they live but also other interesting places around the world. Geographic annotation is also desirable when reviewing the travel and vacation images. For example, when a user becomes interested in a nice photo, he or she may want to know where exactly it is. Moreover, if a user plans to visit a place, he or she may want to find out the points of interest nearby. Recent studies suggest that geo-tags expand the context that can be employed for image content analysis by adding extra information about the subject or environment of the image.
Estimating the geolocation of images is not an easy task. As the earlier work shown in [10] [6] , only a quarter of the test images can be located subject to a rough region (approximately 750 km) near their true location. At the metropolitan scale, visual feature based annotations perform no better than chance.
As argued by [4] , it is difficult to estimate the exact location at which a photo was taken. Instead, the work in [4] proposes to estimate only the coarse location in terms of geographical clusters. The goal of this paper is to find meaningful geographical clusters corresponding to different geographical regions. The use of geographical clusters can provide group wisdom for trip planing and photo organization applications. It also gathers more training samples to build more reliable classifiers.
In this paper, we focus on estimating rough geo-locations of images in terms of their geographical clusters. In particular, we use beach images in our experiments. Note that our problem is different from that of landmark recognition [23] . A landmark usually corresponds one view or one subject with a unique appearance, while a beach scene may contain a lot of clues including water, boats, people dresses, buildings and plants. Moreover, a landmark is usually limited to a point on the earth, while a beach usually covers a region. It is often inaccurate and also unnecessary to estimate the exact GPS coordinate and we only need to estimate a coarse location for a beach image.
Finding geographical clusters can lead to many applications. If we can correctly assign geolocations to image, we will be able to produce tourist maps using geographical annotation techniques [5] . We can also compare the distribution of different topics, such as cars, food, or landscapes in the world [20] . However, in practice, it is not easy to find meaningful geographical clusters. Country borders that separate the geographical regions are too coarse for large countries but too fine for small ones. [3] proposed to initialize meaningful geographical clusters by spatial clustering refine the cluster by post processing. In this paper, we will discuss a new method to find the geographical clusters using an efficient latent SVM learning.
Previous Work
Geographical annotation provides a rich source of information which can link millions of images based on the similarity of their geographical locations. There have been a growing body of work in visual research community investigating geographical information for image understanding [15] [2] . Many applications are motivated by Jim Gray's idea to build a personal Memex which can record everything a person sees and hears, and quickly retrieve any item on request. Moreover, It is more interesting to aggregate information from a large number of users, so that group wisdom can be mined from these media. As suggested by [2] , if we know a number of user favored images, we can provide effective tourism recommendation under the premise "If you like this picture, you will also like these places". However, such a personal Memex requires a huge amount of geo-tagged information, which is still not practical given the fact that 99% of Flickr photos do not have related geographical information associated with them.
To address the challenges, one group of research work is devoted to estimating the geographical information from general images. Hays and Efros [10] are among the first to consider the problem of estimateing the location of a single image using only its visual content. They collect millions of geo-tagged Flickr images. Using a comprehensive set of visual features, they employ nearest neighbor search in the reference set to locate the image. Motivated by [10] , Gallagher et al. [9] incorporate textual tags to estimate the geographical locations of images. Their results show that textual tags perform better than visual content and the combination of textual and visual information performs better than either alone. Cao et al. [4] also recognize the effectiveness of tags in estimating the geolocations. They propose a novel model named logistic canonical correlation regression which explores the canonical correlations between geographical locations, visual content and community tags. Unlike [10] , they argue that it is difficult to estimate the exact location at which a photo was taken and propose to estimate only the coarse location. Similarly, Crandall et al. [6] only estimate the approximate location of a novel photo. Using SVM classifiers, a novel image is geolocated by assigning it to the best cluster based on its visual content and annotations. In a recent research work [23] supported by Google, Zhen et al. built a web-scale landmark recognition engine named "Tour the world" using 20 million GPS-tagged photos of landmarks together with online tour guide web pages. The experiments demonstrate that the engine can deliver satisfactory recognition performance with high efficiency.
Despite of these research efforts, recognizing the location of a non-landmark image reliably is still an open question. For those non-landmark locations, visual information based classifiers only perform comparable to chance. A recent study [3] propose to discover "geographical clusters" to build classifiers. The use of geographical clusters benefits the problem of localization in two aspects: On the training stage, geographical clusters provide more training samples and hence lead to better recognition accuracy; on the testing stage, estimation of the most possible region for each query photo will be relatively easier than the estimation of exact GPS coordinates, while the information of geographical cluster will be good enough for trip planing and photo organization applications. However, the geographical clusters in [3] are discovered by refined mean-shift clusters, which are not representative enough for visual recognition. In this paper, we aim to develop a more principled approach to find geographical clusters. This paper is motivated by the some recent progress in object detection [8] and max-margin clustering [18] . In the object detection method of [8] , the locations of object parts are unknown, and are treated as latent (hidden) variables in a learning framework called the latent SVM. A latent SVM is an extension of regular SVMs to handle latent variables. A latent SVM is semi-convex and the training problem becomes convex once latent information is specified for the positive examples. This leads to an iterative training algorithm that alternates between fixing latent values for positive examples and optimizing the latent SVM objective function. Similar ideas can also be found in [18] which finds maximum margin hyperplanes through data. In this paper, we treat the geographical clusters of training images as hidden labels, and develop a principled learning method that recognizes the geographical clusters of images.
Our Approach
The work in [3] finds geographical clusters by clustering the GPS coordinate vectors of training images. Then a SVM classifier based on image features is learned for each cluster. For a new test image, the SVM classifier can be used to assign this image to a corresponding cluster based on its image feature. A limitation of this approach is that clustering and SVM learning are treated as two independent tasks. However, we believe these two tasks should be coupled together. In this paper, we propose a new approach that considers image clustering and model learning in a single unified framework.
Geo-location Regularized Clustering
Our method is based on the max-margin clustering (MMC) [18] . Naively applying MMC to our dataset is troublesome, since MMC is a generic clustering algorithm and does not take into account of the geo-location information of the data. We propose an extension of MMC that clusters training images so that images in the same cluster are both visually similar and have close GPS locations.
We assume that we are given a training dataset with N instances. Each instance is in the form of (x i , y i ), where x i is the i-th image, and y i is its corresponding geo-location. Our goal is to cluster the training images into C groups in some sensible manner. We would also like to have a discriminative model that can assign an unseen image to one of the clusters. If we ignore the geolocation information y i in the training data and only consider the image feature x i , we can use standard clustering algorithms to partition the training images into C clusters. But now the challenge is how to incorporate the GPS location information into the clustering process.
Let us assume that the number of clusters is know to be C. Clustering the training data is equivalent to assigning a binary vector z i to each image x i . Here z i is a vector of length C, where its c-th component z ic is defined as:
Note that if z i is observed on training data, we can use this information to learn a multi-class SVM classifier to assign the cluster membership of an unseen image by solving the following optimization problem:
where w and φ(x i , z i ) is a feature vector, ξ i is the slack variable for handling soft margins in SVM classifiers.
Now since z i is not observed, we need to simultaneously partition the training data into C groups and learn the multi-class SVM. Using the same reasoning of unsupervised SVM [18, 19] , we can try to solve the following optimization problem:
Note that in Eq. 3, we need to optimize over the variables {z i }, since they are unknown on the training data. The optimization problem in Eq. 3 tries to find {z i } so that the resultant SVM has the maximum margin (please refer to [18, 19] for details). Unfortunately, without additional constraints or regularization, Eq. 3 has a degenerate solution. Basically we can assign all training data to the same cluster and learn w to achieve arbitrarily large margin. In [18, 19] , this problem is addressed by adding a constraint that tries to make sure that the clusters are balanced.
For our application, we have the addition information (i.e. GPS locations) in addition to images. In the following, we will use this additional information to regularize Eq. 3. Intuitively, we would like the clusters to have the following property. If two images are close in terms of their geo-locations, they are more likely to be in the same cluster. One natural way to formalize this intuition is to solve the following optimization problem:
where d ij is the distance of two images x i and x j in terms of their geo-locations (which can be obtained from y i and y j ). Note that |z i − z j | = 0 if i and j are in the same cluster. So Eq. 4b will try to make the distance (in terms of GPS locations) between images in different clusters to be large.
The optimization problem in Eq. 4 can be solved using an iterative approach:
, optimize over w and ξ. -Fix w and ξ, optimize over
The first step of this iterative approach is straightforward since it is equivalent to solving a standard multi-class SVM problem. The second step is more challenging. It involves solving a combinatorial problem which can be shown to be NP-hard.
One possible solution is to use linear program relaxation to get an approximate solution. But the resultant linear program is still too large to be practical. In the following section, we introduce a new formulation that is more amenable to efficient algorithms.
More Efficient Formulation
The main observation that enables our new formulation is the following. Suppose we know the cluster centers {g c } C c=1 (in term of geo-locations), a natural way to solve our problem is to use the following optimization:
Note that Eq. 5b computes the distance (in term of geo-locations) between images and their corresponding cluster centers. When those cluster centers are known, the optimal clustering is obtained by choosing cluster membership that minimizes this distance (i.e. minimizing over {z i }). Now the challenge is that the cluster centers {g c } are also unknown. Using the same reasoning in Sec. 3.1, we propose to treat the cluster centers as yet another set of latent variables in the formulation and use the following iterative method to solve it:
and {g c } C c=1 , optimize over w and ξ: this step is equivalent to solving a regular multi-class SVM. We use liblinear [7] for it.
: it is easy to show that if we use the l 2 distance, the optimal value of the c-th cluster center g c is the average of the geo-locations of images assigned (based on {z i }) to this cluster. 
Experiments
We test our approach on a dataset containing images downloaded from Flickr with the tags of "beach" or "coast". Each photo is associated with a twodimensional GPS coordinate vector. Similar to [3] , we use 34558 images for training and 1185 images for testing. We use GIST features to represent images. In Fig. 1 , we plot the distribution of training images and their clusters in roughly different colors. In Figs. 2 3 4 , we visualize some representative images in some clusters. 
Conclusion
We have introduced a new framework for geographical cluster estimation. Our approach treats the geographical cluster of an image as a latent variable. Our method jointly clusters training images and learns discriminative classifiers for each cluster in a single framework.
