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Introduction générale
Dans le contexte de compétitivité économique mondiale, un enjeu majeur est celui de l’op-
timisation de la performance globale des entreprises et en particulier dans les secteurs clés
(militaire, aéronautique, aérospatiale, nucléaire, etc). Pour ce faire, ce sont de nouvelles straté-
gies de développement à concevoir en vue de l’augmentation de la disponibilité des systèmes
dynamiques considérés (procédé de production, machines, etc). L’objectif principal est de mi-
nimiser les coûts et/ou d’assurer la sécurité des personnes et des biens. Ainsi, et tout au long de
l’exploitation d’un système, un processus de surveillance doit être mis en oeuvre afin d’assurer
cet objectif.
Dans le cadre de la surveillance des systèmes, la communauté des automaticiens a déve-
loppé, durant les quarante dernières années, des méthodologies en vue de détecter, de localiser
et d’identifier des défaillances pouvant survenir sur un processus. D’une façon générale, les mé-
thodologies du diagnostic sont conçues pour des situations après apparition de la défaillance.
Cependant, certains résultats ont été dédiés au problème du diagnostic prédictif. Ce type de
diagnostic est basé sur la prédiction de la défaillance avant son occurrence sans contrainte tem-
porelle. Plus récemment, le nouveau concept de pronostic a émergé au sein de la communauté
et se définit comme étant une nouvelle problématique de l’automatique moderne. En général,
dans la littérature, le but est de prédire le temps restant avant défaillance. Ainsi, ce nouveau
concept permet de mieux satisfaire les challenges socio-économiques en assurant la disponi-
bilité des systèmes pour l’optimisation des coûts d’exploitation et/ou pour garantir la sécurité
des personnes et des biens. Le développement des méthodologies du pronostic sera à la base
de la conception des nouveaux processus de surveillance, destinés à anticiper l’apparition des
défaillances. L’un des intérêts potentiels du pronostic est son champ d’application, d’un point
de vue économique, au domaine de la maintenance industrielle.
1
Table des matières
Dans ce travail, et pour donner toute la pertinence à la prédiction réalisée, une notion de
contrainte temporelle est introduite. Le pronostic se définira alors comme la prédiction du temps
de vie restant sous contrainte temporelle. Il s’agit d’anticiper l’apparition des défaillances sur
des horizons de temps de prédiction étendus 1.
Dans le cadre de la surveillance à base de pronostic, le suivi de l’état de santé du système en
fonction des sollicitations et de l’environnement est fondamental. Ce suivi est fondé sur les pré-
dictions du temps restant avant d’éventuelles défaillances. Pour assurer une grande efficacité,
les prédictions nécessitent d’être associées à des indicateurs d’évaluation de performance afin
d’estimer la confiance qui leur est accordée. Les prédictions et les indicateurs de performance
pourraient être l’entrée d’un processus de décision. Ainsi, la problématique de surveillance
comme démarche globale est une activité de recherche en soi et ne sera que peu évoquée dans
ce travail.
Actuellement dans la littérature, les résultats proposés sur la problématique du pronostic
peuvent être regroupés en trois catégories. La première catégorie est celle basée sur l’expérience
et la connaissance experte acquise, par exemple, sur l’historique des pannes ou sur les méca-
nismes de dégradation des systèmes considérés. Il s’agit alors d’exploiter ces connaissances
d’une façon pertinente. La deuxième catégorie est guidée par les données du fonctionnement
contenues dans une base. La stratégie consiste alors à traiter les données afin de dégager des in-
dicateurs pertinents pour l’analyse. Les résultats de la troisième catégorie sont obtenus à travers
des modèles mathématiques établis, par exemple, à partir des lois de la physique. Cependant, il
convient de préciser que, de nos jours, peu de travaux ont été consacrés à la problématique du
pronostic par utilisation de modèles.
Les travaux de la présente thèse se situent dans le cadre de la troisième catégorie et les
modèles utilisés sont sous forme de systèmes d’équations différentielles. Il s’agit de modèles
permettant la description simultanée de l’état du système et de la dégradation. Ces modèles sont
interconnectés et sont à échelle de temps multiple. Plus précisément, un modèle à échelle de
temps multiple traduit une différence d’évolution entre les dynamiques rapide du modèle de
comportement du système et lente du modèle d’évolution de la dégradation.
Tout au long de ce travail, nous considérons la classe de systèmes non linéaires à échelle de
temps multiple (SNLETM) définie par :


x˙ = f(x, λ(φ), u, t)
φ˙ = ǫg(φ, x, t)
y = h(x, φ, u)
(1)
1. Par le terme "horizon de temps de prédiction", on entend l’intervalle de temps s’étendant de l’instant où une
prédiction est réalisée jusqu’à l’instant d’apparition d’une défaillance.
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où x ∈ Rn désigne l’état du système, une variable supposée à dynamique rapide. φ ∈ Rq est
une variable à dynamique lente caractérisant la dégradation. u ∈ Rm désigne la commande et
y ∈ Rp décrit la sortie du système. ǫ représente le ratio des échelles entre les dynamiques rapide
et lente avec 0 < ǫ ≪ 1. λ(φ) désigne la déviation des paramètres physiques par rapport à
l’évolution de la dégradation. f , g et h sont des fonctions régulières de bonne dimension.
Le modèle (1) offre l’avantage de décrire le comportement d’un système en tenant compte de
l’influence de la dégradation sur l’état du système. Cependant, une première difficulté principale
de l’utilisation de ce type de modèles réside dans le fait que seule la structure du sous-modèle,
décrivant l’évolution de la dégradation peut être connue alors que les paramètres sont en général
inaccessibles.
Les contributions de la présente thèse peuvent être résumées de la façon suivante.
Tout d’abord, une première contribution est une tentative de définition mathématique précise de
ce nouveau concept : le pronostic. Notre motivation est due essentiellement à l’absence, à notre
connaissance, d’une définition claire et universelle qui soit admise par la communauté. Pour ce
faire, nous ferons appel à la théorie du système. Le but est d’établir une définition mathématique
qui soit générale et indépendante des approches considérées.
La deuxième contribution consiste à lier ce nouveau concept, qu’est le pronostic, à une notion
classique de la théorie du contrôle ; à savoir l’accessibilité.
Finalement, la troisième contribution, et la principale, est constituée de résultats de synthèse
d’observateurs qui peut être exploitée, en vue de répondre à la problématique du pronostic. Il
convient de préciser que dans la littérature sur le diagnostic, la synthèse d’observateurs a déjà
été utilisée pour la détection et la localisation de défauts. Cependant, les deux concepts sont dif-
férents et dans le cadre du pronostic, la connaissance du modèle considéré n’est que partielle.
Ainsi, les stratégies classiques de synthèse d’observateurs en vue du diagnostic ne peuvent pas
être appliquées directement.
Plus précisément, dans ce travail, nous allons montrer comment la théorie de synthèse d’ob-
servateurs à entrée inconnue et celle des observateurs à convergence en temps fini peuvent être
combinées pour répondre à la problématique du pronostic. Par ailleurs, nous allons associer
la notion des observateurs par intervalle aux méthodes de construction des espaces accessibles,
afin d’établir une stratégie pour le pronostic des systèmes assujettis à des perturbations, et quand
les modèles considérés comportent des paramètres inconnus. Pour illustrer la pertinence des
différentes méthodologies, des résultats de simulations sur un système d’oscillateur électromé-
canique seront proposés.
La présente thèse est organisée en quatre chapitres.
Le premier chapitre présente des généralités sur le pronostic. Le développement de proces-
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sus de surveillance nécessite le suivi de l’état de santé d’un système et de prédire le temps de
vie restant. Pour cela, différentes architectures décrivant la structure de ce processus de sur-
veillance ont été proposées. Une de ces architectures sera détaillée ainsi que les connaissances
dans le domaine des sciences de l’ingénieur qu’elles impliquent pour sa réalisation. Le pro-
nostic et l’évaluation des performances de prédictions obtenues sont clés et font l’objet d’un
développement précis. Par ailleurs, l’exemple d’une application potentielle du concept de pro-
nostic pour la maintenance dite "intelligente" sera explicité.
Le deuxième chapitre est dédié aux définitions mathématiques des concepts de base liées au
pronostic. Ces définitions sont données dans le formalisme de la théorie des systèmes. Le but
est de disposer d’une définition claire et générale des concepts. Puis, deux grandes approches de
modélisation de la dégradation existantes dans la littérature seront présentées. Enfin, un exemple
académique constitué d’un système électromécanique est introduit. Ce système offre l’avantage
que la dégradation est complètement accessible et permettra, tout au long de ce travail, d’illus-
trer la pertinence des différentes méthodologies de pronostic proposées.
Le troisième chapitre est consacré au développement d’une stratégie de pronostic pour les
systèmes dont le comportement peut être décrit par le modèle dynamique considéré (1). L’objec-
tif de ce chapitre est double. Premièrement, une nouvelle stratégie basée sur la synthèse d’obser-
vateurs, sera présentée pour le pronostic de systèmes. Cette stratégie est fondée sur l’utilisation
d’observateurs à entrée inconnue et à convergence en temps fini, puis, sur des techniques nu-
mériques d’identification. Deuxièmement, une étude comparative de différentes méthodologies,
dédiées à la synthèse d’observateurs sera proposée. Il s’agit de trois approches classiques sur la
synthèse d’observateur ; à savoir, l’approche basée sur les modèles linéaires, la technique fon-
dée sur les modèles non linéaires à grand gain et celles à modes glissants. Les performances des
différentes approches seront illustrées au travers de résultats de simulations.
Le quatrième chapitre étend la stratégie de pronostic présentée dans le troisième chapitre
au cas de la présence de perturbations et de paramètres incertains. En effet, la prise en compte
des incertitudes de modélisation et des perturbations dans la prédiction des temps de vie res-
tant est clé pour le pronostic. Plus précisément, la stratégie sera fondée sur l’association de
la synthèse d’observateurs par intervalle et la construction, par des méthodes numériques, des
espaces accessibles en temps fini. L’intérêt d’associer des observateurs à la construction des
espaces accessibles est dû au fait que les méthodes numériques proposées dans la littérature sur
l’accessibilité ne sont pas adaptées aux systèmes à échelle de temps multiple considérés. Des
résultats de simulations, basées sur des méthodes numériques, seront également présentés.
Finalement, une conclusion et des perspectives seront données dans la dernière partie de la
thèse.
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Généralités sur le pronostic
"Le véritable voyage de découverte ne consiste pas à chercher de nouveaux paysages, mais à
avoir de nouveaux yeux."
Marcel Proust
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I.1 Introduction
Ce chapitre est constitué de généralités sur le pronostic. Le but est de donner des défini-
tions de base liées au diagnostic/pronostic et de situer le pronostic dans son environnement à
la croisée de plusieurs domaines des sciences de l’ingénieur. Une architecture de pronostic et
de gestion de l’état de santé d’un système sera présentée, en détaillant les étapes la constituant.
L’étape du pronostic et du choix de ses métriques d’évaluation de performance sera évoquée.
Finalement, l’exemple d’une application potentielle du concept de pronostic à la maintenance
intelligente sera explicité.
I.2 Terminologie de base liée au diagnostic/pronostic
Dans ce qui suit et pour des raisons de clarté, la terminologie de base liée au diagnos-
tic/pronostic est introduite.
La notion de défaut 1 est centrale dans les opérations de surveillance des systèmes indus-
triels. Elle se définit comme étant l’écart entre la caractéristique observée sur le dispositif et
celle théorique attendue. Cet écart est idéalement nul en l’absence de défaut. Il convient de pré-
ciser que les défauts peuvent apparaître au niveau des capteurs, des actionneurs ou au niveau
du système lui-même. Ces défauts apparaissent suite à la naissance et à l’évolution dynamique
d’une dégradation dans un système.
Une dégradation 2 est un processus d’altération causée par des changements dans les pro-
priétés structurelles inhérentes d’un système, affectant les performances présentes et futures de
manière irréversible.
Une défaillance 3 correspond à une cessation de l’aptitude d’une entité à accomplir des fonc-
tions requises. Une défaillance partielle correspond à une dégradation de l’aptitude d’un sys-
tème à accomplir des fonctions requises, par opposition à une défaillance complète représentée
par une cessation de l’aptitude d’un système à accomplir l’ensemble des fonctions requises [4].
Une défaillance implique obligatoirement l’apparition d’un défaut au préalable. Par contre, un
défaut n’implique pas nécessairement une défaillance car le système peut-être exploité en assu-
rant sa fonction principale.
1. "Fault" en anglais
2. "Damage" en anglais
3. "Failure" en anglais
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Une panne 4 est l’inaptitude d’un système à accomplir une fonction requise. Une panne ré-
sulte toujours d’une défaillance.
Un indicateur de défaillance 5 est une quantité d’information pertinente permettant de dé-
tecter l’apparition d’une défaillance.
Un système est dit dans un état de fonctionnement normal lorsque ses variables le caractéri-
sant (variables d’état, variables de sortie, variables d’entrée, paramètres du système) demeurent
au voisinage de leurs valeurs nominales.
I.3 "Prognostic and Health Management" (PHM)
Le PHM 6 est une discipline de science de l’ingénieur focalisée sur la détection, la prédiction
et le management de l’état de santé des systèmes complexes. Cette discipline est transversale
aux domaines de l’instrumentation, du traitement de données et des signaux, de la surveillance
des systèmes jusqu’au développement d’un processus d’aide à la décision. L’objectif de cette
discipline est d’optimiser le compromis de disponibilité d’un système tout en assurant la sé-
curité des biens et des personnes par une utilisation de la maintenance industrielle de manière
adéquate.
I.3.1 Architecture du PHM
L’une des architectures développées les plus connues est appelée OSA/CBM 7 (voir [13],
[98], [143] et [159]). Cette architecture intègre la transversalité des domaines intervenant dans
la discipline PHM. Elle établit un cadre de communication entre le système, le système de sur-
veillance et les différents experts concernés au travers de la maintenance industrielle (voir [76]).
Diverses architectures basées sur l’OSA/CBM ont été développées et appliquées à l’aéro-
spatial, l’aéronautique, aux systèmes militaires, à l’électronique ou au nucléaire (voir [78], [99],
[100], [149], [162] et [167]).
Une vision globale de cette architecture PHM est donnée par la Figure I.1. La connaissance
nécessaire à priori de cette architecture dépend des mécanismes des relations de cause à effet
menant à la dégradation et de leurs influences sur l’apparition des défaillances. Le deuxième
4. "Break-down" en anglais
5. "Failure feature" en anglais
6. "Pronostic et Gestion de la Santé" en français
7. Open System Architecture for Condition-Based-Maintenance
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Figure I.1 – L’architecture Prognostic and Health Management
élément concerne l’acquisition de données d’entrée 8, de données de sortie 9, ainsi que poten-
tiellement des données sensibles à l’évolution de l’état de santé ou de dégradation d’un système.
L’étape suivante consiste à extraire des indicateurs de qualité de l’état de santé ou de dégrada-
tion, précurseurs de l’apparition de défaillances à partir des données acquises. Ces indicateurs
peuvent être traités séparément ou encore être fusionnés 10 avec d’autres indicateurs, afin de
concevoir de nouveaux indicateurs possédant certaines propriétés recherchées.
L’étape de surveillance, de diagnostic et de pronostic consiste à fusionner intelligemment
ces indicateurs, de sorte à obtenir une estimation de l’état global de santé ou de dégradation
d’un système. Puis, deux stratégies peuvent être envisagées suivant l’état de santé du système.
Dans le cas de présence de défaillances sur le système, un processus de diagnostic est alors mis
en place afin de détecter, de localiser et d’identifier le ou les composants en défaillance. Dans
le cas d’absence de défaillances, un processus de pronostic est mis en place en vue d’estimer
8. Conditions opérationnelles
9. Données de comportement
10. "Data fusion" en anglais
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le temps de vie restant suivant les conditions opérationnelles 11, à partir d’un horizon de temps
d’observation donné sur un système.
Enfin, les deux dernières étapes concernent l’aide à la décision pour maintenir la disponi-
bilité d’un système, tout en assurant un compromis entre la sécurité et les coûts d’exploitation.
Certaines actions peuvent être entreprises comme la planification/réalisation d’actions de main-
tenance suivant les impératifs d’exploitation associés au système.
I.3.2 Impact de la stratégie PHM
Figure I.2 – Retour d’information PHM sur les cinq étapes du cycle de vie du système
Par le passé, une quantité de systèmes était utilisée et étudiée pour des profils pré-établis
de conditions opérationnelles jusqu’à l’apparition de défaillances. Un comportement moyen de
dégradation était déduit afin de prédire l’instant où un système risquait de subir une défaillance.
L’approche de la discipline PHM permet d’obtenir une base de données à partir de l’instrumen-
tation présente dans le système, de sorte à déterminer le comportement spécifique de ce système
se dégradant suivant l’historique des sollicitations. Ceci permet de mieux analyser l’évolution
11. Conditions de sollicitation et d’environnement
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des différents types de mécanismes de dégradation et de fournir un retour d’information, tant
sur l’ensemble du cycle de vie d’un système comme décrit dans la Figure I.2 que sur le déve-
loppement de méthodologies de pronostic plus performantes. Cette démarche participe à une
meilleure gestion du cycle de vie et de ses coûts associés.
I.4 Description des étapes de l’architecture PHM
Cette sous-section a pour objectif de décrire plus précisément l’ensemble des étapes consti-
tuant l’architecture PHM.
I.4.1 Connaissance à priori des défaillances
La connaissance à priori des relations de causes à effets de la dégradation est regroupée sous
forme de modèles causaux qualitatifs décrivant l’influence de la dégradation sur l’apparition de
défaillances sur un système. La construction de ces modèles est basée sur des méthodes d’ana-
lyses fonctionnelles et structurelles. Certaines méthodes d’analyse des modes de défaillance,
de leurs effets et de leurs criticités 12, fournissent une compréhension structurée des modes de
défaillances, en analysant et en isolant les effets de chaque mode de défaillance, en se basant sur
une logique inductive. D’autres méthodes à logique inductive comme l’arbre d’évènements, per-
mettent, à partir d’une séquence logique d’occurrence d’évènements ou d’états, d’identifier les
conséquences et potentiellement la probabilité d’occurrence de la naissance d’une défaillance.
Enfin, un arbre de défaillance détaille les relations d’interactions entre chaque élément d’un
système afin de mettre en évidence l’apparition d’une défaillance sur la base d’une logique
déductive.
I.4.2 Acquisition de données
Les données collectées au sein de l’architecture PHM peuvent être de deux natures diffé-
rentes : soit basées sur les évènements ou soit issues du processus de surveillance d’un système.
Le premier type de données inclut les informations relatives à l’historique d’évènements 13 sur-
venus sur un système, et les actions réalisées pour dépasser l’apparition de ces évènements 14. Le
deuxième type de données est issu du processus de surveillance incluant les mesures sensibles à
l’état de santé, ou de dégradation du système. Ces deux types d’informations sont complémen-
taires. Il convient de noter que les données basées sur les évènements apparaissent de nature
plus subjective et sont liées à l’interprétation d’experts pour leur exploitation. Toutefois, l’inté-
12. AMDEC
13. Installation, révisions, pannes et leurs causes potentielles
14. Actions de maintenance
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rêt reste principalement d’utiliser cette base de connaissance, pour faciliter le choix de mesures
sensibles à l’état de santé au cours du développement d’un processus de surveillance.
Trois sous-catégories sont distinguées selon les auteurs de [81] : données de type valeurs,
de type forme d’onde ou encore de type multidimensionnel. Les données de type valeurs 15 sont
des données collectées à des instants spécifiques dans le temps, comme de simples variables sur-
veillées. Les données de type forme d’onde 16 sont des données disponibles sous forme de séries
temporelles. Enfin les données de type multidimensionnel sont issues, par exemple, d’images à
rayons X, d’images visuelles, de thermographies infrarouges, etc).
Le traitement de ces données est à présent exposé.
I.4.3 Traitement des données
Une fois les données collectées, un traitement est réalisé en vue d’extraire des indicateurs 17
pertinents. Il est possible d’utiliser, soit directement les données brutes pré-traitées, soit d’ex-
traire d’autres indicateurs de l’état de santé. Pour ce faire, cette section présentera différents
types de traitements existant dans la littérature.
Une étape de pré-traitement est en général considérée afin de mettre en forme les données
acquises. La mise en forme permet de traiter les données acquises 18 en diminuant l’effet du
bruit, en corrigeant les inconsistances et en réduisant leur taille, etc. Se référer à [73] pour plus
de détails. Puis, des indicateurs de l’état de santé sont extraits. Dans le cas de données de type
valeurs, l’extraction d’indicateurs consiste à traduire les données constituant l’espace d’obser-
vation, dans d’autres espaces possédant des propriétés mathématiques spécifiques recherchées.
Le but est de faciliter la détection et l’isolation de nouveaux indicateurs plus spécifiques de
l’état de santé. Parmi les approches existantes dans la littérature pour les données de type forme
d’onde, on pourra citer l’analyse du domaine temporel et/ou du domaine fréquentiel d’un signal.
Chaque type d’analyse est à présent brièvement relaté.
L’analyse au travers du domaine temporel [90] permet d’extraire, à partir des données, des
indicateurs statistiques. Pour ce faire, des algorithmes de lissage de données, de calculs d’indi-
cateurs de statistiques descriptives peuvent être utilisés. D’autres algorithmes de calculs pouvant
15. Par exemple la température, la pression, l’humidité, etc
16. Par exemple les données de vibration, les émissions acoustiques, les signaux ultrasoniques, le courant d’un
moteur, etc
17. "Features" en anglais
18. "Data cleaning" en anglais
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être des distributions 19, des mesures temporelles, ou des moyennes à temps synchronisé 20, sont
également couramment considérés.
L’analyse au travers du domaine fréquentiel (voir [61] et [138]) possède l’avantage d’ex-
traire des indicateurs présents dans les composantes fréquentielles de certaines données. Pour ce
faire, la transformée de Fourier rapide, bien que couramment appliquée, ne permet pas de traiter
des signaux de type impulsions, caractéristiques de l’évolution de défauts. Dans ce cas, certains
algorithmes d’analyses du spectre de puissance, d’enveloppe, ou à structures de bandes 21 sont
couramment utilisés. D’autres formes d’analyse comme la transformation Hilbert-Huang ou en-
core la décomposition en modes empiriques peuvent être aussi considérées.
L’analyse au travers du domaine temporel-fréquentiel [109] permet de traiter les cas de si-
gnaux non stationnaires, caractérisant l’évolution de défauts dans le temps. Les indicateurs spé-
cifiques d’un défaut sont localisés sur certaines composantes fréquentielles particulières évo-
luant dans le temps. Pour cela, des algorithmes [75] de calculs de la transformée de Fourier
courte, de spectrogramme, de distributions 22 sont utilisés. La transformation en ondelette peut
également être considérée. Elle est basée sur le principe d’analyse multi-échelles d’un signal 23.
Différentes formes de transformations par ondelettes 24 permettent d’extraire ces indicateurs par
une mesure de similarité entre le signal et la forme de transformation par ondelette considérée.
Dans le cas de données multi-dimensionnelles [86], l’extraction d’indicateurs sera réalisée
par une analyse en composantes principales. Cette analyse est basée sur une transformation or-
thogonale permettant de réduire la dimension d’un ensemble de signaux mesurés par un nouvel
espace réduit de dimension inférieure, orientée par des composantes principales 25. Plusieurs
transformations 26 sont utilisées afin de maximiser les variances pour chacune des composantes
principales.
I.4.4 Diagnostic et pronostic
I.4.4.1 Concepts de diagnostic et de pronostic
Le diagnostic permet la détection, l’isolation et l’identification d’un défaut ayant atteint un
seuil critique. La détection de ce défaut consiste à indiquer si une défaillance apparaît sur le
19. Par histogrammes ou paramétriques
20. "Time Synchronous Average" en anglais
21. "Side band structure" en anglais
22. Distributions de Wiener-Ville ou bilinéaires
23. Par les propriétés de dilatation ou de translation d’un signal
24. Morlet, Mexican hat, Haar, etc
25. Composantes non corrélées dues à la propriété d’orthogonalité si l’ensemble des signaux est à distribution
normale.
26. Karhunen-Loève, de Hotelling ou encore décomposition orthogonale propre
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système surveillé. L’isolation d’une défaillance permet de localiser le composant du système
en défaillance. Enfin, l’identification d’une défaillance consiste à déterminer la nature de la dé-
faillance à partir de l’instant où elle a été détectée.
Depuis quarante ans, de nombreuses méthodologies ont été développées dans la littérature
(voir par exemple [81], [164], [165] et [166] ainsi que leurs références) afin de réaliser un diag-
nostic sur un système en panne. Le choix de l’une de ces techniques dépend essentiellement
de la connaissance dont on dispose sur le système. L’idée générale réside dans une comparai-
son entre le fonctionnement courant du système 27 et le fonctionnement normal 28. La connais-
sance liée au modèle de référence est issue soit d’un historique d’évènements passés, soit de
la connaissance d’experts liée à leur expérience du système, soit de données prélevées sur le
système en fonctionnement nominal, ou encore issue d’un modèle connu du système.
I.4.4.2 Définition du concept de pronostic
Dans [60], des définitions du pronostic ont été regroupées et comparées. De manière géné-
rale, le pronostic consiste à prédire l’évolution de l’état futur de santé d’un système et d’estimer
le temps vie restant d’un système avant qu’une ou plusieurs défaillances n’apparaissent sur ce
dernier.
I.4.4.3 Causalité et diagnostic/pronostic
Le diagnostic est postérieur à l’apparition d’une défaillance sur le système, tandis que le
pronostic est antérieur à l’apparition d’une défaillance. Dans ce travail, le pronostic se posi-
tionne par rapport à l’étude de l’effet direct ou indirect du phénomène qui donne naissance aux
défauts au travers d’une analyse de dégradation. Il convient de noter que l’analyse de dégrada-
tion ne représente toutefois pas l’ensemble des approches existantes pour la problématique du
pronostic.
L’ensemble diagnostic/pronostic relie les concepts "causes-conséquences" de la chaîne de
causalité "dégradation-défaut-panne". Les Figures I.3 et I.4 illustrent ce principe de chaîne de
causalité et introduisent les deux types de maintenance permettant de ramener un système à un
fonctionnement normal.
Aussi, les indicateurs de l’état de santé utilisés pour le diagnostic ou le pronostic de sys-
tème sont généralement de natures différentes. L’utilisation d’indicateurs de dérive des états
27. Comportement en présence de défauts ayant atteint un seuil critique
28. Comportement nominal sans défaut
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Figure I.3 – Causalité et modes de fonctionnement d’un système
Figure I.4 – Évolution de la dégradation
de comportement du système par rapport au système en fonctionnement nominal est plus ré-
pandue pour le diagnostic ou le diagnostic prédictif, et les indicateurs d’évolution dynamique
de la dégradation sont plutôt retenus pour le pronostic. Ces derniers indicateurs comportent
une notion d’information en "avance de phase" dans la chaîne de causalité dégradation-défauts-
défaillances, à la différence des indicateurs précédents.
Pour illustrer ces deux types d’indicateurs, considérons l’exemple d’un roulement à bille
comme décrit en Figure I.5. Pour ce système, l’indicateur de l’évolution dynamique de la dé-
gradation est la propagation d’une fissure évoluant suivant les sollicitations de charges exercées
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sur ce système en rotation. Tandis que la dérive de l’état du comportement du système pour-
rait être les vibrations engendrées par la propagation de la fissure, ou encore une cartographie
thermique due aux échauffements mécaniques qui en résultent.
Fissure
Figure I.5 – Roulement à billes
I.4.4.4 Les trois principales approches du pronostic
Les différentes approches pour le pronostic peuvent être regroupées en trois catégories ; à
savoir, les méthodes basées sur l’expertise, les techniques guidées par les données et celles fon-
dées sur les modèles.
Comme il a été noté auparavant, le pronostic consiste à estimer le temps de vie restant
d’un système avant qu’une défaillance n’apparaisse. L’évolution de la dégradation par rapport
aux conditions opérationnelles, la manière dont elle influence le comportement du système,
et la possibilité de mesurer directement ou indirectement l’état de dégradation ou l’image de
ses effets, sont des connaissances clés pour le pronostic. Plus grandes sont ces connaissances,
meilleure sera la performance de la prédiction du temps de vie restant.
Le choix d’une approche de pronostic est basé principalement sur le type de connaissance
disponible sur le système. La Figure I.6 illustre la classification des approches de pronostic par
rapport à leur domaine d’applicabilité, à leur complexité, à leur précision et à leur coût.
Dans le cas où une connaissance experte est majoritairement disponible sur un système,
au travers de l’observation et de la réalisation d’études empiriques, alors le pronostic basé sur
l’expérience de l’expert est considéré. Ce type de pronostic est basé sur la formalisation des mé-
canismes physiques de détérioration, en utilisant des modèles dont les paramètres sont ajustés,
à partir du retour d’expérience de l’expert et de sa connaissance du système.
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Figure I.6 – Classification des approches liées au pronostic [98]
L’approche, fondée sur les données, repose sur deux grandes hypothèses, à savoir que les
caractéristiques statistiques des données sont relativement inchangées, à moins qu’un défaut de
fonctionnement ne soit la cause de l’apparition d’un changement, et que les données intègrent
les relations subtiles de cause à effet de l’apparition de ce défaut.
Enfin, si la connaissance des principes physiques de naissance et d’évolution de la dégrada-
tion permettant l’établissement de modèles de dégradation et une instrumentation sont dispo-
nibles, alors l’approche du pronostic à base de modèle peut être considérée. Ce type de pronostic
est basé sur la formalisation des relations causales issues de la physique pour traduire l’évolu-
tion de la dégradation sur le système.
A. Pronostic basé sur l’expertise
Cette approche est fondée sur l’exploitation de la connaissance experte. La connaissance ex-
perte regroupe un ensemble de connaissances empiriques acquises à partir de l’observation et
de l’étude de systèmes. A partir de ce type de connaissance, une modélisation de cause à effet
du comportement de la dégradation ou du comportement de la détérioration de fonctionnalités
d’un système est obtenue. Cette modélisation peut se représenter par exemple comme un tracé
d’abaques de dégradation pour différents modes de sollicitation et d’environnement. Ou encore,
on pourrait considérer la détermination de paramètres des lois de probabilité afin de modéliser
les observations du comportement de la détérioration d’un système. Ces modélisations sont en-
suite assemblées afin d’établir une prédiction du temps de vie restant d’un système.
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Cette approche de pronostic convient particulièrement pour le cas de systèmes faisant inter-
venir plusieurs mécanismes complexes interconnectés de dégradation, de détérioration sur un
système. Toutefois, la variabilité des conditions opérationnelles peut s’avérer difficile à intégrer
dans les modèles de connaissances expertes, nécessitant un retour d’expérience important pour
être considéré. Dans ce qui suit, trois approches de pronostic basées sur l’expertise sont présen-
tées ; à savoir les pronostics basés sur l’approche fiabiliste, sur les processus stochastiques et
sur les systèmes experts.
A1. Pronostic basé sur l’approche fiabiliste
Dans l’approche fiabiliste, une connaissance à priori issue de l’exploitation de l’historique de
données et d’évènements disponibles sur un ensemble de systèmes étudiés est supposée dis-
ponible. A partir de cette connaissance, le principe de l’approche repose sur la modélisation
probabiliste de l’instant d’apparition d’une défaillance sur ces systèmes. Pour cela, une fonc-
tion de fiabilité R(t) peut ainsi être introduite par :
R(t) =
Nombre de systèmes défaillants à l’instant t
Nombre de systèmes encore en fonctionnement , ∀t ≥ 0 (I.1)
La densité de probabilité de l’instant de défaillance f(t) caractérise alors la probabilité d’appa-
rition de l’instant de défaillance entre l’instant [t, t+ dt]. Elle est décrite par :
f(t) = −
dR(t)
dt
, ∀t ≥ 0 (I.2)
La durée moyenne de vie 29 (DMV) d’un système avant l’instant d’apparition d’une défaillance
parmi une population de systèmes étudiés peut être calculée par
DMV =
∫ ∞
0
tf(t)dt =
∫ ∞
0
R(t)dt (I.3)
La prédiction du temps de vie restant d’un système est réalisée en utilisant l’évolution du taux
de défaillance λ(t) = 1/DMV jusqu’à l’instant considéré. Dans le but de modéliser la fonction
de fiabilité R(t) d’un système, la distribution de Weibull peut être utilisée. Cela permet de
modéliser l’évolution du taux de défaillance λ(t) comme suit :
λ(t) =
β
η
(
t− γ
η
)β−1
, ∀t ≥ 0 (I.4)
où β est un paramètre de forme, η est un paramètre d’échelle et γ est un paramètre de décalage.
Suivant les valeurs de β, trois périodes de la vie d’un système peuvent être décrites, à savoir la
période de jeunesse si β < 1, la période de d’exploitation si β ≈ 1 et la période de vieillesse si
β > 1.
29. "Mean Time To Failure" en anglais
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D’autres distributions peuvent également être utilisées pour modéliser le taux de défaillance
comme la loi binomiale, la loi de Poisson, la loi exponentielle, la loi normale, la loi log-normale
ou encore la loi gamma, etc.
Dans les conditions normales d’utilisation d’un système, l’évolution de la fiabilité liée à
la dégradation est influencée par deux facteurs principaux : les conditions de sollicitations (ou
modes de fonctionnement) et les conditions environnementales. Pour cela, d’autres modèles
sont utilisés pour tenir compte de ces facteurs. On pourra citer le modèle de vie accélérée 30
et le modèle à risque proportionnel 31, où un vecteur d’entrées exogènes z(t) est introduit dans
l’expression de R(t) ou λ(t).
Le modèle de vie accélérée ([52]) est décrit par la relation suivante :
R(t) = R0(t)
Ψ(z(t)), ∀t ≥ 0 (I.5)
où Ψ(z(t)) est une fonction de z(t) et R0 est la fiabilité de défaillance dans les conditions no-
minales. Ici le processus d’évolution de la fiabilité R(t) est simplement accéléré au travers de
l’insertion du vecteur z(t).
Le modèle à risque proportionnel ([36]) est, quant à lui, décrit par la relation suivante :
λ(t) = Ψ(z(t))λ0(t), ∀t ≥ 0 (I.6)
où Ψ(z(t)) est une fonction de z(t) et λ0(t) est le taux de défaillance dans les conditions nomi-
nales. Ici le taux de défaillance λ(t) est augmenté au travers de l’insertion du vecteur z(t).
Certaines applications de ces méthodes peuvent être trouvées dans [34] et [80].
Une autre approche de pronostic, basée sur la connaissance de modèles de dégradation sous
forme d’abaques, a été développée dans [137] pour le cas déterministe et dans [131] et [132]
pour le cas probabiliste.
A2. Pronostic basé sur les processus stochastiques
Dans cette approche, le processus de dégradation, de détérioration est modélisé par un processus
stochastique. En général dans la littérature, les processus stochastiques peuvent être modélisés
par des processus semi-markoviens ([63] et [92]). L’expert détermine dans ce cas, à partir de
son expérience, les probabilités de transition entre l’état de fonctionnement normal et l’état de
30. "Accelerated Life Model" expression anglaise associée
31. "Proportional Hazard Model" expression anglaise associée
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fonctionnement défaillant d’un système.
Ce processus décrit l’évolution d’une variable aléatoire, ici l’état du système à un instant
considéré, à partir des états aux instants précédents, en fonction du temps d’occupation passé
dans chacun de ses états. De plus, dans l’objectif de tenir compte de l’évolution du processus
de dégradation pouvant être influencée par les conditions opérationnelles, des processus mar-
koviens à changements de régimes peuvent être introduits. Pour plus d’informations, le lecteur
pourra se référer à [127]. L’estimation des paramètres de ces processus peut être réalisée au
travers de deux approches : fréquentielle et bayésienne. La démarche fréquentielle est privilé-
giée dans le cas de volumes de données ou de paramètres importants. La démarche bayésienne
permet d’incorporer une partie de la connaissance experte, comme par exemple l’historique de
données des évènements.
Des applications de ces techniques peuvent-être trouvées dans [32], [42], [43], [96] et [178].
A3. Pronostic à base de systèmes experts
L’approche à base de connaissances expertes est fondée sur la connaissance explicite des re-
lations de cause à effet menant à l’apparition d’une défaillance sur un système. Elle est uti-
lisée lorsque les connaissances sur les phénomènes sous-jacents de naissance et d’évolution
des défauts menant à la défaillance ne sont pas directement disponibles. La conception de tels
systèmes est divisée en trois étapes de conception : acquisition et structuration d’une base de
connaissance, développement de règles d’expert et développement d’un moteur d’inférence.
L’acquisition d’une base de connaissance est réalisée à partir d’un ensemble de faits obser-
vés sur un système et en choisissant une structure de représentation et d’organisation de cette
connaissance. Puis, un ensemble de règles de raisonnement est développé afin de créer un lien
entre la base de faits disponible et la connaissance basée sur l’expérience du comportement
du système. Enfin, un moteur d’inférence utilise la base de faits et de règles pour produire de
nouvelles données. Ces règles sont basées sur un agencement de faits reliés par des opérateurs
logiques et des règles de test. Le moteur d’inférence produit ainsi de nouvelles données qui
sont insérées dans la base de faits au cours du temps. Le pronostic est alors réalisé en prédisant
le temps de vie restant à partir de la base de faits produits. Pour un exemple d’application, se
référer à [40].
Cette approche nécessite un retour d’expérience d’un expert pour être considérée, et les lois
de raisonnement pour le processus de pronostic restent spécifiquement développées pour un
système donné. Une remise à jour des règles de l’expert au fur et à mesure de l’évolution de la
base de faits peut s’avérer nécessaire.
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B. Pronostic guidé par les données
Basé sur un ensemble de séries temporelles d’entrées/sorties d’un système traduisant l’évolu-
tion d’indicateurs de l’état de santé d’un système, le pronostic guidé par les données peut être
considéré. Dans la littérature, il existe deux principales approches [18] : le pronostic par analyse
de tendance et le pronostic par l’apprentissage.
B1. Pronostic par analyse de tendance
L’objectif consiste à estimer la dérive des indicateurs temporels ou fréquentiels de l’état de
santé d’un système par rapport au cas du fonctionnement nominal. Pour cela, les méthodologies
d’analyse de séries temporelles et de classification multivariable sont appliquées afin d’estimer
un modèle par régression de ces indicateurs et de prédire leur évolution future. Les prédic-
tions sont réalisées au travers de régressions de type linéaire, de type exponentiel lisse [12] et
[17], auto-régressifs ou auto-régressifs à moyenne glissante (voir [91] et [173]). Cependant, les
techniques décrites ne semblent pas permettre de prendre en compte la variabilité des condi-
tions opérationnelles. D’autres méthodes de classifications multivariables peuvent être utilisées
comme l’analyse en composante principale et la discrimination linéaire quadratique [11].
Des applications de ce type de pronostic ont été réalisées en développant un système de
pronostic embarqué par analyse de tendance sur les moteurs de turbine à gaz de chars [64], ou
concernant les boîtes de vitesse d’hélicoptère [87].
B2. Pronostic par l’apprentissage
Le pronostic par l’apprentissage est basé sur la construction de modèles d’intelligence artifi-
cielle. L’une des techniques d’apprentissage les plus couramment utilisées reste les réseaux de
neurones artificiels. L’objectif est de déterminer le modèle de comportement d’un système par
rapport à la connaissance des vecteurs d’entrées et de sorties donnés. La convergence de l’ap-
prentissage du modèle d’intelligence artificielle est réalisée au travers d’un algorithme d’op-
timisation. Le but est de faire tendre le comportement du réseau de neurones au plus près du
comportement souhaité, par rapport à la sortie connue. Puis, en utilisant un autre jeu de don-
nées, ce réseau de neurones est ensuite utilisé pour détecter et classifier le type de scénario sous
lequel le système évolue couramment, et aussi de prédire l’évolution des indicateurs de l’état
de santé du système.
Cette approche nécessite un grand nombre de jeu de données intégrant l’évolution des di-
vers scénarios jusqu’aux défaillances pouvant apparaitre sur le système suivant les conditions
opérationnelles. Car, si un scénario de défaillance n’est pas utilisé dans le jeu de données d’ap-
prentissage, le réseau de neurones ne sera pas en mesure de le classifier et encore moins d’an-
ticiper le comportement du système jusqu’à l’apparition d’une défaillance. Ce type d’approche
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reste néanmoins lié au système considéré et tout changement sur le système nécessite un nouvel
apprentissage.
Parmi ces méthodologies, on peut citer les neurones à ondelettes dynamiques [170], les
neurones à fonction de bases radiales [176] ou encore le réseau neuro-flou [169]. Les réseaux
de neurones à ondelettes possèdent plusieurs avantages à leur utilisation dont la possibilité de
combiner des types d’informations d’entrées différents (temporel-fréquentiel) permettant une
utilisation croisée d’indicateurs d’état de santé afin d’améliorer le pronostic. La logique neuro-
flou a été intégrée afin de permettre une meilleure convergence de l’apprentissage du réseau de
neurones.
A titre d’exemples d’applications de ce type de techniques, on peut citer l’utilisation de ré-
seau neuro-flou se pour l’analyse de fissure se propageant au travers des engrenages [169], ou
encore l’application de neurones à fonction de bases radiales sur un four à gaz [177].
Plus récemment, de nouvelles techniques basées sur le Relevance Vector Machine ou le
Support Vector Machine ont été explorées en vue du pronostic guidé par les données. L’objectif
est de construire un modèle à partir des données du comportement d’un système en dégradation.
Pour plus de détails, le lecteur pourra se référer à [136].
C. Pronostic fondé sur les modèles
Cette approche est basée sur la compréhension des principes et des mécanismes physiques de
dégradation se produisant sur un système. Cette connaissance permet de construire un modèle
de comportement d’un système intégrant l’évolution dynamique de la dégradation. Dans ce cas,
la dégradation est une variable continue dont l’évolution est décrite par un processus détermi-
niste ou stochastique. Les modèles les plus utilisés sont composés d’équations aux différences,
d’équations différentielles ou encore de modèles d’équation aux dérivées partielles.
Ces types de modèles physiques utilisés pour le pronostic permettent d’intégrer la connais-
sance de l’ensemble des conditions opérationnelles ainsi que l’effet de leur variabilité sur le
comportement du système (voir [2], [37] et [102]). De plus, ils intègrent également l’évolution
dynamique de la dégradation ainsi que son effet sur la dérive de comportement du système. Ici,
le pronostic est alors réalisé au travers de l’analyse de dégradation (voir [25] et [108]).
C1. Représentation multi-échelles
Le domaine le plus avancé dans la compréhension des mécanismes de dégradation est bien ce-
lui de la dégradation des matériaux. En effet, des méthodologies d’analyse structurelle (analyse
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de stress, de déformation de structures et de composantes) ont été développées et intègrent un
cadre d’analyse pour l’initialisation et la localisation de la dégradation, le choix d’un modèle de
dégradation pertinent, le choix d’un critère de défaillance et enfin la prédiction de l’apparition
de défaillances. Les modèles considérés dans la mécanique de dégradation sont des modèles dé-
terministes paramétrés dans la plupart des cas dont les paramètres sont donnés dans des tables
de référence.
Au travers d’une analyse structurelle, la variable de dégradation est en général une variable
scalaire dans le cas d’une dégradation isotropique 32 ou une variable de dégradation tensorielle
lorsque la dégradation est anisotropique 33. Pour une explication détaillée, le lecteur est référé
à [102] ou [168]. La première étape de l’analyse structurelle concerne la détection, la localisa-
tion de microfissures dans un matériau par rapport aux sollicitations de type stress/contrainte
exercées sur ce dernier. Ce type d’analyse s’effectue à une échelle intermédiaire entre l’échelle
microscopique 34 et l’échelle macroscopique 35, appelée mésoscopique 36. Concernant la détec-
tion et la localisation des microfissures, un critère d’accumulation de contraintes locales fournit
une valeur seuil d’initiation de propagation de ces fissures ainsi que leurs directions.
Puis, le choix d’un modèle de dégradation est effectué. L’objectif est de décrire l’évolu-
tion des fissures selon le type de mécanisme de dégradation considéré. Dans le cas de charge
proportionnelle, les modèles de dégradation isotropique décrivent de manière fidèle et simple
l’évolution d’une fissure dans un matériau. Dans le cas de charges non proportionnelles, les
modèles anisotropiques sont utilisés. Le but est de refléter au mieux l’accumulation de dégra-
dation et la propagation des fissures, dues aux conditions de sollicitation et d’environnement.
Dans l’analyse de fatigue mécanique, les modèles tenant compte de la proximité des micro-
défauts pourraient être choisis afin de refléter la réalité de plus près. La difficulté principale lors
de l’utilisation de ce type de modèle est liée à des problèmes numériques de simulation et de
résolutions d’équations.
Les modèles de dégradation sont en général implémentés sous un logiciel de résolution
par éléments finis permettant de simuler l’évolution géométrique de la fissure et de l’évolution
conjointe de la structure sous les charges de sollicitation [120]. Puis, une prédiction du temps
est estimée à partir duquel la fissure atteindra une taille critique, engendrant un mécanisme de
fracture au sein du matériau. Les temps de simulation associés peuvent parfois s’avérer élevés
selon la complexité du système et du mécanisme de dégradation considéré. Des méthodologies
32. Fissure se propageant dans le plan perpendiculaire à la composante de stress principale
33. Fissure ne se propageant pas uniquement dans le plan perpendiculaire à la composante de stress principale
34. Échelle des plans d’atomes
35. Échelle de l’évolution des fissures
36. Échelle où se produisent les naissances de micro-fissures
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d’analyse structurelle pour des mécanismes de dégradation plus localisées ont été développées
en ajoutant un étage supplémentaire d’analyse locale à une micro-échelle de l’initialisation de
micro-fissures et de sa propagation à une échelle mésoscopique [102].
La difficulté d’utiliser des modèles aussi complexes a été contournée pour certaines appli-
cations embarquées, en ne considérant uniquement que des modèles simplifiés d’évolution de
dégradation, notamment comme l’utilisation de la loi de Paris Erdogan [154], pour une vision
simplifiée de la propagation de fissure sur des systèmes mécaniques (engrenages, des roule-
ments, etc). Ce type de modèle est étudié par rapport à des cycles de fonctionnement d’hys-
térésis complet de stress par rapport à la contrainte exercée. Des méthodologies [1] ont été
développées de sorte à déterminer, à partir d’une fonction de sollicitation, le nombre de cycles
constitutifs qui le compose et ainsi pouvoir faire évoluer les variables internes des lois de dé-
gradation basées sur cette approche. Le modèle de propagation de fissure de Paris Erdogan est
régi par :
dD
dN
= C(∆K(N))m (I.7)
où D est la variable de dégradation (ici la largeur de la fissure), N étant les cycles de fonc-
tionnement, ∆K(N) est un facteur dépendant de la géométrie de la fissure sur un cycle de
fonctionnement. C et m sont des constantes caractérisant le matériau constitutif de la pièce mé-
canique étudiée avec 0 < C ≪ 1 et m ∈ [2, 4]. Une application [135] couplant l’approche de
l’analyse structurelle par éléments finis et la loi de Paris Erdogan sur un système de transmis-
sion d’hélicoptère est présentée dans la Figure I.7.
D’autres modèles d’évolution de dégradation peuvent être utilisés comme celui de Palmgren-
Miner [118]. Ce modèle repose sur la description de l’évolution de l’accumulation de la dégra-
dation, en fonction du rapport entre le nombre de cycles considéré, et le nombre maximum de
cycles avant rupture. Plus précisément, pour une succession de i profils de charges différents, la
loi de Palmgren-Miner est donnée par :
dD
dN
=
∑
i
ni
Ni
(I.8)
où Ni correspond au nombre de cycles de charge de profil i pour atteindre le niveau maximum
de dégradation, ni est le nombre de cycles subi par le matériau considéré.
D’autres modèles de dégradation sont présentés dans la littérature (voir [51]). Par exemple,
un modèle de dégradation stochastique non linéaire de propagation de fissures dynamiques dues
à la fatigue mécanique, est introduit dans [145] pour l’implémentation temps réel du taux d’ac-
cumulation de dégradation dans les études de structures.
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Figure I.7 – Analyse structurelle d’une boite de transmission d’hélicoptère [135]
C2. Modèles discrets
La construction d’un estimateur de l’état de santé est particulièrement adaptée au cas des mé-
canismes de dégradation assez lents. L’évolution de l’état est supposée modélisable par un pro-
cessus stochastique discret pouvant s’écrire sous la forme :
{
xk+1 = fk(xk, uk, ωk)
zk = gk(xk, vk)
(I.9)
où xk est un vecteur contenant l’état de dégradation et les paramètres de l’environnement qui
influencent l’évolution de la dégradation. uk est le vecteur de commande et zk est le vecteur de
sortie. ωk et vk désignent des bruits. fk et gk sont des fonctions non linéaires. Dans le cas où les
fonctions fk et gk sont linéaires alors le modèle devient :{
xk+1 = Akxk +Bkuk +Dxωk
zk = Ckxk +Dzvk
(I.10)
où Ak, Bk sont respectivement les matrices d’état et de commande. Ck représente la matrice de
sortie. Dx et Dz désignent respectivement les matrices de propagation des bruits ωk et vk sur les
états x et z.
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Le pronostic est réalisé en estimant des prédictions des séquences de l’état {xk+i}, i ∈
{1, ..., n} jusqu’à atteindre un seuil critique. Pour résoudre le problème de la prédiction de
cette séquence en milieu bruité, certains auteurs utilisent des techniques de filtrage (voir [157]
et [175]) comme un filtre de Kalman ou des filtres particulaires (voir [31], [129] et [130]).
C3. Représentation par modèles continus
Dans ce sous-paragraphe, la représentation de processus par modèles continus est donnée par


x˙ = f(x, λ(φ), u, t)
φ˙ = ǫg(φ, x, t)
y = h(x, φ, u)
(I.11)
où x ∈ Rn désigne l’état du système, une variable supposée à dynamique rapide. φ ∈ Rq est
une variable à dynamique lente caractérisant la dégradation. u ∈ Rm désigne la commande et
y ∈ Rp décrit la sortie du système. ǫ représente le ratio des échelles entre les dynamiques rapide
et lente avec 0 < ǫ ≪ 1. λ(φ) désigne la déviation des paramètres physiques par rapport à
l’évolution de la dégradation. f , g et h sont des fonctions régulières de bonne dimension.
Dans [22] (voir aussi [21], [25] et [37]), on propose une méthode pour estimer l’état de
dégradation non mesuré (I.11), entrainant une dérive lente du comportement de l’état du sys-
tème. Cette dérive traduit l’évolution indirectement de la dégradation et constitue un indicateur
à étudier. Plus précisément, cet indicateur est basé sur la comparaison de l’espace des phases du
système courant, intégrant les effets de la dégradation, avec l’espace des phases du système de
référence sans influence de la dégradation, à partir des observations disponibles sur le système.
L’estimation de cet indicateur est ensuite utilisée en entrée d’un filtre non-linéaire récursif de
type "unscented filter", permettant d’estimer l’état de dégradation du système dans le futur et de
prédire le temps de vie restant d’un système. Cette méthodologie a été illustrée entre autres sur
un oscillateur électromécanique, représenté par la Figure I.8. Pour ce procédé, la dégradation
est représentée par la tension de décharge de la batterie alimentant le système électromécanique.
En appliquant cette méthodologie, la variable de dégradation estimée se comporte comme décrit
dans la Figure I.9.
La méthode proposée précédemment a été étendue à l’identification de processus de dé-
gradation multidimensionnelle dans [23], [24], [26] et [27]. Pour ce faire, les décompositions
orthogonale lisse et orthogonale propre ont été introduites afin d’identifier les modes de dégra-
dations dominants. Puis des prédictions du temps de vie restant sont estimées. Dans [30], une
méthode d’identification de la dégradation est basée sur la décomposition orthogonale lisse et
permet d’extraire les modes normaux linéaires et les fréquences naturelles de systèmes vibra-
toires à plusieurs degrés de liberté et à paramètres distribués. Une autre approche de pronostic
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Figure I.8 – Représentation de l’oscillateur électromécanique [22]
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Figure I.9 – Estimation de l’état de décharge de la batterie [22]
est explorée au travers de l’estimation de la variation du flux locale dans [28] et [107]. La fonc-
tion de distribution de probabilité de la trajectoire du système à dynamique rapide dans l’espace
des phases est considérée comme une fonction de l’état de dégradation. Les estimations at-
tendues autour de cette trajectoire à différents endroits de l’espace des phases permettent de
caractériser le processus de dégradation. L’identification de la dégradation est réalisée par une
décomposition orthogonale lisse et est utilisée pour le pronostic.
Une autre méthode de pronostic pour le système (I.11) a été proposée dans [108]. L’approche
repose sur la connaissance complète du modèle (I.11), cependant l’état de dégradation n’est pas
mesuré. Le principe de moyenne est appliqué afin d’ouvrir la structure d’interconnexion entre
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la partie du système à dynamique lente et rapide. Ainsi, la partie du système à dynamique lente
devient constante sur un certain intervalle de temps, et est réinjectée dans la partie à dynamique
rapide. Un modèle de dégradation est déduit pour chaque mode de sollicitation. L’état de dé-
gradation n’étant pas mesuré, un indicateur de mesure indirecte de son effet est considéré. Le
but est de prédire en finalité l’état de dégradation et sa variance. Pour ce faire, un filtre de mo-
dèles multiples en interaction est utilisé pour le pronostic selon les différents modes considérés
de sollicitation. Cette méthodologie a été appliquée sur la suspension d’un demi-véhicule pour
différents profils de route et est représentée par la Figure I.10. L’état de dégradation non mesuré
a été estimé au travers d’un indicateur, représenté par la Figure I.11 pour différents profils de
route. Puis, la dégradation représentant la longueur d’une fissure se propageant sur le ressort
de la suspension est illustrée par la Figure I.12. La dérive associée au paramètre physique de
raideur de la suspension est donnée dans la Figure I.12.
Figure I.10 – Schéma d’une suspension d’un demi-véhicule [108]
Dans [103], on propose des modèles numériques traduisant l’accumulation de dégradation
pour les matériaux et une méthode de simulation des systèmes à échelle de temps multiple
pour le pronostic. Dans [104], les auteurs proposent une méthodologie de pronostic basée sur
un modèle de propagation de défaillance déterministe pour estimer le temps de vie restant de
roulement à bille. Dans [105], la méthodologie précédente a été étendue au travers du dévelop-
pement d’un modèle stochastique de propagation de défaillance pour les roulements à bille, afin
de tenir compte de la nature incertaine même de la propagation de défaillance. Dans [139], les
auteurs présentent un modèle de pronostic basé sur l’évolution de la raideur d’un système mé-
canique pour les roulements à billes. Ce modèle est basée sur l’analyse de la réponse vibratoire
et de la mécanique de dégradation pour le pronostic. Dans [49], on traite de la problématique
de la précision, de la confiance et de la fiabilité des estimations du temps de vie restant sur une
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Figure I.11 – Évolution de l’indicateur de dégradation pour trois profils de routes [108]
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Figure I.12 – Évolution de la dégradation et dérive du paramètre de raideur du ressort [108]
boîte de vitesse d’hélicoptère. Au travers de [2], les auteurs proposent une méthodologie pour
extraire des indicateurs caractéristiques de dégradation, à partir de données modales d’entrées
sorties de structures avec des matériaux hétérogènes et à plusieurs composants. Dans [128], des
filtres sont utilisés sur des modèles physiques pour caractériser l’état d’une machine. Ils sont
couplés à la loi de propagation de fissure de Forman afin de déterminer le nombre de cycles
restant avant apparition d’une défaillance. Dans [88], les auteurs proposent une méthodologie
de pronostic d’une boite de vitesse d’hélicoptère au travers de l’étude d’un modèle stochastique
de dégradation de structure.
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D. Synthèse des approches de pronostic
Les principaux avantages et inconvénients de l’utilisation de ces trois types d’approches sont
présentés dans le tableau I.1. Le lecteur pourra trouver aussi des éléments comparatifs d’avan-
Approche de
pronostic Avantages Inconvénients
Basée sur
l’expérience
Connaissances disponibles dans
de nombreux domaines
d’expertise
Nécessite un bon retour
d’expérience. Intégration
simplifiée des variations de
conditions opérationnelles
Guidée par
les données
Connaissance des mécanismes de
dégradation directement inclue
dans les données
Nécessite des scénarios de
dégradation pour différentes
conditions opérationnelles
Fondée sur les
modèles
Meilleures performances de
pronostic obtenues. Flexibilité de
l’approche due à l’intégration de
connaissance de la structure des
mécanismes de dégradation
Nécessite une connaissance liée
au mécanisme de dégradation
Tableau I.1 – Avantages et inconvénients des trois approches de pronostic
tages et d’inconvénients relatifs à chacune des méthodologies de pronostic développées pour
les trois approches dans [74] et [81].
I.4.4.5 Métriques de la performance du pronostic
L’évaluation de la performance des prédictions est une étape importante dans l’analyse. En
effet, la performance définit la précision de l’estimation obtenue et la confiance que l’on peut
attribuer à cette prédiction, en tenant compte des incertitudes et des perturbations, inhérentes à
la réalité de tout système. Dans cette sous-section, l’évaluation des performances du pronostic
sera présentée au travers de l’introduction de deux ensembles de métriques liés soit à la dispo-
nibilité d’un système, soit à l’évaluation de l’apport économique de l’application du pronostic.
A. Métriques liées à la disponibilité
Quatre métriques présentées dans [150] et [151] sont considérées comme les plus adaptées pour
l’évaluation de la performance du pronostic et se déclinent comme suit.
A1. Horizon de pronostic
L’horizon de pronostic se définit comme la différence entre l’instant d’apparition d’une dé-
faillance Td, soustrait à l’instant Tcf auquel la précision de l’indice de santé estimé est inférieure
à un seuil donné. Ce seuil est défini par un paramètre α. Une illustration de cette métrique est
donnée par la Figure I.13.
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Figure I.13 – Horizon de pronostic
A2. Performance
Cette métrique est destinée à évaluer si le pronostic réalisé reste dans des niveaux de perfor-
mance (erreur de prédiction inférieure à une valeur donnée) désirés à un instant donné, selon
deux critères. Le premier critère concerne la précision de la prédiction réalisée qui doit rester
inférieure à un seuil donné, défini par un paramètre α × 100%. De plus, un second critère est
associé à la notion de temps. Il est défini à partir de l’instant de détection d’un défaut tad sur
un horizon de temps, paramétré par λ, jusqu’à l’apparition de la défaillance à l’instant Td. Cette
métrique est illustrée au travers de la Figure I.14.
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Figure I.14 – Performance α− λ
A3. Exactitude relative
Il s’agit d’une métrique destinée à évaluer l’erreur de prédiction réalisée lors d’un pronostic.
Elle se définit à chaque instant par la différence entre la prédiction estimée et sa valeur de réfé-
rence.
A4. Convergence
La convergence est une métrique destinée à évaluer si l’algorithme de pronostic converge à
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partir de l’augmentation de l’horizon d’observation disponible sur un système. La convergence
quantifie l’évolution de la précision croissante au cours du temps de la prédiction du temps de
vie restant.
D’autres métriques (voir par exemple [19], [150], [151] et [161]) peuvent être considérées en
vue de respecter des critères que sont la robustesse, l’application en temps réel et la sensibilité
des prédictions réalisées. Des travaux ont été proposés pour maîtriser les erreurs de prédictions
par réseau neuro-flou [163] et en intégrant la confiance à un modèle prédictif neuro-flou [46].
B. Métriques liées à l’aspect économique
Des métriques plus adaptées à l’évaluation des bénéfices apportés par le pronostic ont été propo-
sées. En effet, la recherche sur le pronostic est en partie conditionnée par la capacité d’évaluer
l’apport potentiel de ce nouveau concept. Dans ce qui suit, trois métriques sont présentées pour
évaluer l’apport du pronostic.
B1. Ratio MTBF 37/pronostic
Cette métrique mesure le ratio de temps entre la durée d’utilisation moyenne avant remplace-
ment d’un système, et la durée de vie restant estimée par un processus de surveillance d’un
système.
B2. Coût du cycle de vie avec/sans pronostic
Cette métrique évalue le coût du cycle de vie 38 d’un système équipé d’un processus de sur-
veillance d’un système, avec une fonction de pronostic. Un bénéfice économique de l’utilisation
du pronostic est évalué par comparaison des coûts de cycle de vie d’un système équipé avec et
sans fonction de pronostic intégrée dans le processus de surveillance.
B3. Retour sur investissement
Le gain est le bénéfice financier réalisé entre le coût de développement, d’installation et de
maintien du système de surveillance avec une fonction de pronostic et les bénéfices écono-
miques dégagés par l’utilisation de ce processus de surveillance.
I.4.4.6 Pronostic de niveau composant et de niveau système
Le pronostic peut-être considéré au niveau composant ou à l’échelle d’un système global.
On peut définir un système comme un ensemble de composants (voir Figure I.15). Ainsi, le
pronostic au niveau composant est principalement réalisé sur des composants critiques pour
le système. Par critique, on entend les composants assurant les fonctions principales pour les-
37. Mean Time Between Failure
38. Coût de construction, d’acquisition et coût de maintenance
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Figure I.15 – Système comme un ensemble de composants
quelles un système (issu de l’aéronautique, l’aérospatiale, du nucléaire) est conçu au regard de
la disponibilité. Sur un système complexe, il apparaît difficile de réaliser un pronostic sur cha-
cun de ses composant. Généralement, dans la littérature, une grande partie des travaux sur le
pronostic est conçue au niveau composant (voir [88], [104], [108], [135] et [139]).
Des travaux récents de pronostic appliqués à l’échelle d’un système global ont été proposés
(voir [136]). Cette méthodologie est basée sur la décomposition d’un système complexe selon
trois axes : le Process, la Mission et l’Environnement et tient compte de l’influence des condi-
tions opérationnelles sur la dynamique des trajectoires de dégradation. Le pronostic est réa-
lisé à partir de la connaissance à priori des trajectoires de dégradation, disponibles sous forme
d’abaques de dégradation, suivant des conditions opérationnelles considérées. Dans [41], on in-
troduit une architecture distribuée de pronostic de Systèmes Techniques Complexes de Grande
Dimension. Cette approche est basée sur une analyse fonctionnelle, structurelle, comportemen-
tale et topologique d’un système complexe. Enfin, l’auteur de [35] a présenté un formalisme
de pronostic générique au niveau système évaluant la dégradation future des composants d’un
système.
I.4.5 Aide à la décision
Le processus d’aide à la décision facilite les actions à entreprendre afin d’assurer la dispo-
nibilité d’un système. L’une des actions possibles consiste à réaliser une action de maintenance
sur le système. Le but est de rétablir le niveau de performance du système à un degré acceptable
pour son exploitation. Cette prise de décision est basée sur un ensemble de critères prédéfinis
comme ceux donnés dans [45] et [127]. Des travaux proposent également des modélisations et
des outils d’évaluation de stratégies de maintenance [179]. L’objectif est de développer un for-
malisme d’aide à la décision de maintenance. Dans [147], on s’intéresse à l’optimisation de la
maintenance des systèmes industriels complexes, en mettant en place une architecture de super-
vision dotée de la fonction du pronostic. L’objectif est de faciliter l’aide à la prise de décisions
d’actions de maintenance.
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I.5 Pronostic et maintenance intelligente
L’objectif de cette section est de présenter plus précisément l’application du pronostic au
domaine de la maintenance 39. Pour ce faire, la notion de performance globale d’un système est
introduite, afin de préciser en quoi l’application du pronostic constitue un apport aux stratégies
de maintenance existante jusqu’à l’émergence de la maintenance intelligente.
I.5.1 Performance globale d’un système
L’évolution des systèmes complexes nécessite le développement de stratégies de mainte-
nance coûteuses et sophistiquées pour assurer la disponibilité des systèmes. Ainsi, pour les
usines américaines, il a été estimé dans [74] que le pays dépensait 600 milliards de dollars pour
assurer la disponibilité de ces systèmes en 1981, et ce chiffre aurait doublé au cours des vingt
années qui ont suivi. Il est également établi qu’entre un tiers et la moitié de ces dépenses sont
considérées comme inappropriées avec une stratégie de maintenance inefficace. Au travers de
ce constat, l’amélioration constante de la performance globale des systèmes reste une nécessité.
Ainsi, le concept de performance globale d’un système a été introduit dans [153] comme
l’obtention conjointe de la pertinence (adéquation des objectifs et des moyens), l’efficience
(adéquation des moyens et des résultats) et de l’efficacité (adéquation des résultats et des objec-
tifs), appréciée en terme de coût et de valeurs, sur l’intégralité du cycle de vie d’un système. En
général, la performance globale des systèmes est recherchée d’un point de vue économique sur
des horizons de temps, pouvant s’étendre du court terme au long terme, en optimisant les coûts
d’exploitation, tout en assurant la sécurité des biens et des personnes. De plus, une recherche
d’optimisation de la maîtrise des coûts d’exploitation est recherchée sur l’ensemble de son cycle
de vie (voir [10]).
En effet, la maintenance industrielle a une influence transversale à l’ensemble du cycle de
vie des systèmes en exploitation. Par conséquent, c’est au coeur de celle-ci qu’existe un le-
vier d’augmentation de performance globale des systèmes qui n’a pas été exploité jusqu’alors
pleinement et où le pronostic pourra trouver toute son application. L’intérêt d’anticiper l’appa-
rition de défaillance sur un système permet d’assurer une bien meilleure maitrise des coûts sur
l’ensemble du cycle de vie de ce système.
39. Par "maintenance", il est sous-entendu l’ensemble des actions permettant de maintenir ou de rétablir un bien
dans un état spécifié ou en mesure d’assurer un service déterminé, [4].
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I.5.2 Vision globale de l’évolution des stratégies de maintenance
Cette sous-section a pour objectif de mettre en perspective l’émergence de la stratégie de
maintenance intelligente par rapport aux stratégies de maintenance existantes. Parmi les diffé-
rentes stratégies de maintenance (voir [93], [158] et [171]), il existe deux principales familles :
la maintenance corrective et la maintenance préventive. La première famille caractérise les mé-
thodologies de maintenance où l’on subit la panne sans aucune action de prédiction ou d’anti-
cipation de défaillances. La seconde famille est la maintenance préventive possédant une action
de prédiction et d’anticipation plus ou moins précoce avant l’apparition de défaillances. L’arti-
culation des différentes stratégies de maintenance est détaillée dans la Figure I.16.
Figure I.16 – Les différentes stratégies de maintenance
L’une des stratégies les plus simples de la maintenance consiste à exploiter un système
industriel sans aucune action d’anticipation de l’apparition d’une ou plusieurs défaillances,
pouvant être partielles ou complètes. Une stratégie de maintenance corrective 40 pouvant être
curative 41 ou palliative 42 sera déployée afin de permettre de nouveau l’exploitation du système.
40. La maintenance corrective est une action exécutée après détection d’une panne et destinée à remettre un bien
dans un état dans lequel il peut accomplir une fonction requise, [4]
41. La maintenance curative est une action de réparation qui modifie l’état du système de sorte à lui permettre
d’assurer de nouveau les fonctions pour lesquelles celui-ci a été conçu avec un niveau de performance acceptable.
42. La maintenance palliative consiste à dépanner et modifier l’état d’un système temporairement de sorte à
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Le coût associé est élevé car le système en exploitation n’est plus disponible durant toute la
période de maintenance.
Afin de réduire les coûts et les conséquences liés à l’apparition d’une ou de plusieurs dé-
faillances non anticipée(s), une stratégie de maintenance préventive 43 est à présent considérée.
Elle se décline en trois stratégies de maintenance : la maintenance systématique, la maintenance
conditionnelle et la maintenance prévisionnelle.
La maintenance systématique est une action de maintenance préventive exécutée à des in-
tervalles de temps préétablis mais sans contrôle préalable de l’état du bien. Ces intervalles de
temps préétablis sont estimés à partir de la distribution du taux de défaillance (voir [141]), pour
des types de sollicitations préétablies. Toutefois, ces intervalles de temps ne tiennent pas compte
des conditions opérationnelles réelles, impliquant des majorations excessives dans les estima-
tions et entraînant des actions de maintenances non justifiées.
La maintenance conditionnelle est basée sur la surveillance d’un ensemble de paramètres
spécifiques d’un système en les comparant par rapport à des valeurs de référence. En fran-
chissant un certain seuil prédéterminé, une défaillance est prédite de manière imminente en
supposant que les conditions opérationnelles sont constantes. Or, un système est soumis à un
ensemble de perturbations et de variations de conditions opérationnelles, causant des déviations
des paramètres surveillés non considérées avec cette approche de maintenance.
La maintenance prévisionnelle permet de remonter des conséquences de l’apparition de
défauts aux causes les engendrant, en fournissant une meilleure compréhension du mécanisme
de dégradation suivant la variation des conditions opérationnelles. L’ajout de cette connaissance
dans les processus de surveillance permet de prédire et d’anticiper l’apparition des défaillances
sur des horizons de temps de prédiction étendus. L’objectif est d’optimiser et de planifier les
actions de maintenance à réaliser en temps masqué, augmentant la disponibilité et la sécurité
d’un système. L’application du concept de pronostic prend ici tout son intérêt.
I.5.3 Émergence de la maintenance intelligente
L’optimisation du coût de la maintenance repose sur un équilibre entre le choix des stra-
tégies de maintenance corrective et de maintenance préventive. Cette démarche caractérise la
ce qu’il puisse assurer tout ou partie des fonctions pour lesquelles il a été conçu avec un niveau de performance
acceptable.
43. La maintenance préventive est une maintenance exécutée à des intervalles prédéterminés ou selon des cri-
tères prescrits et destinée à réduire la probabilité de défaillance ou la dégradation du fonctionnement d’un bien,
[4].
35
Chapitre I. Généralités sur le pronostic
stratégie de maintenance intelligente. En effet, l’équilibre de l’optimisation du coût de la main-
tenance repose sur un critère triple : limiter les coûts de maintenance, assurer la disponibilité et
la sécurité d’un système.
Disponibilité du 
système en %
0 100
Coûts directs de 
la maintenance
Coûts de la 
défaillance
Maintenance 
corrective
Maintenance 
préventive
Maintenance 
intelligente
Coût moyen 
optimum
Figure I.17 – Coûts en fonction de la disponibilité du système
La Figure I.17 illustre cet équilibre. En effet, la courbe rouge indique une augmentation des
coûts directs de la maintenance en déployant une maintenance préventive afin d’assurer le taux
le plus élevé de disponibilité du système. En parallèle, la courbe verte représente le coût élevé
engendré par les défaillances non anticipées, faisant diminuer la disponibilité du système. Plus
une action de maintenance est anticipée et planifiée plus son coût de développement est élevé, et
plus son coût direct de maintenance diminue. Plus on subit une défaillance non anticipée, plus le
coût de la maintenance corrective sera élevée. L’équilibre des coûts se trouve dans un compro-
mis entre les deux courbes. Cette stratégie de maintenance est appelée maintenance intelligente.
La maintenance intelligente est basée sur l’ensemble des stratégies de maintenance exis-
tantes, les combinant de sorte à assurer la recherche d’une performance globale des systèmes
exploités. La fonction de pronostic se trouve intégrée au coeur de la maintenance intelligente, en
fournissant des méthodologies, destinées à anticiper avec précision l’apparition de défaillances
sur des horizons de temps de prédiction les plus étendus possibles. Ceci facilite une prise de
décisions de planification et de réalisation d’actions de maintenance plus adaptées et participe
activement à l’amélioration de la recherche de performance globale des systèmes sur l’ensemble
de leur cycle de vie.
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I.6 Challenges liés au PHM
Cette section est consacrée plus spécifiquement à la présentation des besoins pour le pro-
nostic de demain.
Depuis plus d’une décennie, de nombreux travaux ont permis de développer des méthodo-
logies de pronostic. Cependant, un certain nombre de challenges subsistent afin de contribuer à
une théorie du pronostic suffisamment avancée pour envisager son application sur les systèmes
complexes. Le développement de méthodologies de pronostic génériques reste nécessaire. Il est
à noter que très récemment, certains travaux s’orientent dans cette direction [35], [41], [136] et
[147].
Dans [74], les auteurs proposent sept orientations de recherche, résumées au travers des
propositions suivantes et synthétisées dans la Figure I.18.
Figure I.18 – Les challenges du pronostic [74]
A. Intégration de la fiabilité et des données d’observation
Les modèles de fiabilité reposent sur des données d’évènements produits pour l’estimation du
temps de vie, à partir d’un échantillon de population d’un même système. Cette approche est ba-
sée sur une utilisation moyenne d’une population entière d’unités identiques, afin d’en déduire
un comportement moyen de la détérioration sur le système et de planifier des maintenances sys-
tématiques. Cependant, le comportement d’un système isolé et l’évolution de sa détérioration
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est dépendant des changements de conditions opérationnelles et de l’interaction des défaillances
entre chaque composant. C’est pourquoi les conditions opérationnelles doivent être enregistrées
dans des bases de données également en vue de leur exploitation. Les données issues de l’ob-
servation contiennent l’information de l’évolution spécifique d’un système. Ces prédictions ne
sont pas toujours exploitables pour l’aide à la décision si elles sont trop tardives. La possibilité
de croiser les données reflétant le comportement d’une population caractéristique pour une uti-
lisation moyenne, et les données issues de la surveillance du système pourraient faire évoluer la
qualité des prédictions du temps de vie restant réalisées sur un système.
B. Données d’évènements et d’observations
Le pronostic guidé par les données nécessite l’utilisation de base de données contenant des
scénarios jusqu’à l’apparition de défaillance. L’objectif est de pouvoir réaliser des prédictions
du temps de vie restant pour d’autres systèmes identiques dont les conditions d’exploitation
sont basées sur ces mêmes scénarios. Cependant, dans de nombreux cas, cette base de données
n’est pas complètement disponible. En effet, certains systèmes ne peuvent pas être exploités et
le comportement enregistré jusqu’à l’apparition de défaillance. La possibilité de concevoir des
méthodologies de pronostic performantes à partir d’une base de données de scénarios incom-
plets serait une amélioration.
C. Effets des actions de maintenance
Un autre objectif concerne l’optimisation de la planification et la réalisation des actions de main-
tenance. Cependant, il apparaît nécessaire de surveiller les changements opérés dans une unité
de systèmes exploités après une action de maintenance et d’estimer le changement de la fiabilité
au sein de cette unité. L’intérêt est d’évaluer les différentes évolutions du taux de détérioration
après les actions de maintenance entreprises. Ces effets devraient être pris en considération lors
du développement de modèles de pronostic, en intégrant la modélisation de la fiabilité des sys-
tèmes réparés.
D. Effets des conditions opérationnelles
Un système en exploitation est soumis à des conditions opérationnelles variantes dans le temps.
Cette forme de variation se retrouve au travers d’une modification de l’énergie mesurée dans
les signaux surveillés sur le système. Un pronostic efficace serait seulement sensible aux chan-
gements dans les mesures causées par la détérioration du système surveillé et insensible aux in-
fluences de sources de non-détérioration. Les modèles de pronostic dans la littérature ne tiennent
pas compte en général de la variation des conditions opérationnelles. L’évaluation de l’influence
de la variabilité des conditions opérationnelles sur la performance de pronostic constituerait
donc une amélioration intéressante.
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E. Effet de l’interaction de défaillances
Un système est composé d’une interaction entre composants. La capacité de surveiller et de
prédire l’évolution de la dégradation d’un composant ne permet pas nécessairement de prédire
l’état de santé, de dégradation à l’échelle d’un système global. L’initiation d’une dégradation
peut initier ou accélérer l’évolution d’autres dégradations sur d’autres composants. La littérature
sur ce sujet est quasi inexistante. Seuls certains travaux existent dans le domaine de la fiabilité
pour modéliser l’interaction de défaillances. Le pronostic nécessiterait de prendre en compte
cette interaction de dégradation entre différents composants d’un système.
F. Exactitude des hypothèses et faisabilité des exigences
Le pronostic implique la réalisation de prédictions qui sont, par définition, même incertaines.
L’une des approches de pronostic dont les résultats de prédiction semblent être les plus perfor-
mants correspond à l’approche fondée sur les modèles. La possibilité d’émettre des hypothèses
simplificatrices lors de l’étude de systèmes complexes est parfois nécessaire. En effet, les rela-
tions spécifiques entre les composants d’un système et l’influence de son environnement sont
parfois trop complexes pour être complètement modélisées. Toutefois, de petites variations pa-
ramétriques dans la modélisation de l’évolution de la dégradation peuvent engendrer des dévia-
tions non négligeables dans l’estimation du temps de vie restant d’un système complexe. C’est
pourquoi l’introduction de modèles stochastiques permettrait de mieux capturer et d’adapter les
caractéristiques stochastiques de l’évolution incertaine de la dégradation pour le pronostic.
G. Évaluation des performances du pronostic
La standardisation de métriques d’évaluation de la performance d’un pronostic a fait l’objet
d’une présentation dans la sous-section I.4.4.5. Des efforts supplémentaires afin de développer
d’autres métriques d’évaluation plus spécifiques et adaptées aux systèmes complexes restent
nécessaires.
I.7 Conclusion
La présentation de généralités sur le pronostic a fait apparaître un certain nombre de voies
de recherche restant pour le pronostic de systèmes. Premièrement, parmi les définitions exis-
tantes du pronostic, il ne semble pas qu’une définition mathématique du concept de pronostic
ait été proposée dans la littérature et soit communément admise par la communauté. De plus,
de nombreux travaux ont proposé des contributions pour la problématique du pronostic, prin-
cipalement pour les approches du pronostic basées sur l’expertise et guidées par les données.
Le développement de méthodologies de pronostic fondées sur les modèles reste un besoin, no-
tamment pour l’analyse des systèmes à échelle de temps multiple. La présente thèse proposera,
entre autres, des contributions par rapport à ces besoins.
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CHAPITRE II
Concept et modèles pour le pronostic
et procédé d’application
"Un concept est une invention à laquelle rien ne correspond exactement, mais à laquelle
nombre de choses ressemblent."
Friedrich Nietzsche
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II.1 Introduction
Le pronostic est un concept nouveau de l’automatique moderne. Il peut être considéré
comme une extension du diagnostic. En effet, l’introduction de la prédiction est tout à fait per-
tinente pour la surveillance des systèmes. Cependant, il convient de lui donner une définition
mathématique claire, précise, et qui soit partagée par une grande partie de la communauté.
La première partie de ce chapitre sera dédiée à des généralités sur la théorie des systèmes
et à l’introduction de la notion d’accessibilité. Des définitions mathématiques des concepts du
diagnostic, du diagnostic prédictif et du pronostic seront proposées à partir de la théorie des
systèmes. En particulier, les problématiques de prédictions seront liées à la notion d’accessibi-
lité qui est bien définie dans la théorie des systèmes. Par ailleurs, et en vue de situer clairement
le pronostic vis-à-vis du diagnostic ou du diagnostic prédictif et de donner toute la pertinence à
la prédiction, une contrainte de temps est introduite.
La deuxième partie de ce chapitre sera consacrée à la modélisation de l’évolution de la dé-
gradation. Ainsi, deux approches importantes de la littérature seront introduites. Il s’agit de la
modélisation de la dégradation considérée à une échelle macroscopique et à un niveau multi-
échelles. La différence entre ces deux approches sera explicitée.
La troisième partie de ce chapitre concerne le procédé considéré en vue d’illustrer les résul-
tats théoriques obtenus dans la présente thèse. Il s’agit d’un oscillateur électromécanique (voir
Figure I.8). L’intérêt de considérer ce procédé est double. D’une part, son modèle d’évolution,
et même s’il est non linéaire, reste relativement simple. D’autre part, la variable de dégradation
est accessible. Deux modèles selon la configuration du procédé considéré seront présentés.
II.2 Concept de pronostic
Cette section est dédiée aux définitions mathématiques des concepts du diagnostic, du diag-
nostic prédictif et du pronostic. Ces définitions sont données dans le cadre de la théorie des
systèmes. L’intérêt est de donner des définitions mathématiques claires et qui soient indépen-
dantes des méthodologies considérées. Pour ce faire, des rappels de la notion de système et du
concept d’accessibilité sont donnés.
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II.2.1 Notion de système
II.2.1.1 Définition
Soit T un sous-ensemble de R. Un intervalle se définit de la manière suivante :
[a, b[ = {t ∈ T ; a ≤ t < b}
Par extension, on définit T+ par
T+ = {t ∈ T ; t ≥ 0}
Pour un sous-ensemble E et un intervalle I , nous définissons EI par :
EI = {ω | ω : I → E}
Entrées Sorties
Figure II.1 – Notion de système
Un système est défini schématiquement comme dans la Figure II.1 et se caractérise par :
Σ = (T ,M,U ,F ,Y ,H) (II.1)
où T est défini comme précédemment et représente le temps. M (ensemble non vide) désigne
l’espace d’état d’un systèmeΣ. U (ensemble non vide) introduit l’espace des entrées du système
Σ. F : DF →M est une cartographie du système Σ où
DF ⊂ D =
{
(τ, σ, x, ω) | σ, τ ∈ T , σ ≤ τ, x ∈M, ω ∈ U [σ,τ [
}
Y est l’espace de valeurs des sorties Σ. H : T ×M→ Y est une cartographie de mesure.
Remarque 1. Le système Σ est supposé vérifier les propriétés classiques de non-trivialité, de
restriction, de semi-groupe et d’identité (voir par exemple [155], page 26).
II.2.1.2 Entrée du système
L’entrée du système est supposée être une fonction qui prend ses valeurs dans U et possède
comme argument des valeurs prises dans un ensemble C.
43
Chapitre II. Concept et modèles pour le pronostic et procédé d’application
Une contrainte sur l’ensemble peut être définie par :
f :
{
C → P(U)
c → f(c) ∈ P(U)
(II.2)
où P(E) désigne l’ensemble des parties de E.
Si I ⊂ T , on dit que u ∈ U IC,f (ou plus simplement u ∈ U IC ) si u vérifie la contrainte f ,
définie par rapport à C sur l’intervalle I .
Dans ce qui suit, on présente quelques exemples pour illustrer les concepts de contraintes
liés aux entrées.
Exemple 1 : Système continu
On pose u = R. Si C = T , on pourra définir un système en boucle ouverte. Maintenant, en pre-
nant C =M, on peut définir un système avec retour d’état. Finalement, en posant C =M×E ,
où E est un ensemble de valeurs environnementales. On définit un retour d’état dépendant de
l’environnement.
Exemple 2 : Système à évènements discrets
Evènements Etats
Figure II.2 – Système à évènements discrets
Un système à évènements discrets, représenté par la Figure II.2, peut être modélisé par (voir
par exemple [134]) :
G = (X , E , fe, g, Ev)
où X est un ensemble d’états. E désigne l’ensemble des évènements. fe : X → X décrit les
transitions. g : X → P(E) − {∅} est la fonction associant un état à un ensemble d’états pos-
sibles. E ⊂ EN est l’ensemble des suites d’évènements valides. EN ⊂ E est l’ensemble des
évènements valides.
Ce modèle peut être représenté dans le présent formalisme. En effet, il suffit de prendre
C = X , f = g, T = N, M = X , U = E
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F est la cartographie générée par fe et
DF =
{
(k1, k2, x0, Ek) | k1, k2 ∈ N, k1 < k2, x ∈ X , Ek ∈ E [k1,k2+1[∩Ev
} (II.3)
II.2.2 Notion d’accessibilité
Dans cette sous-section, la notion d’espaces accessibles est introduite ainsi que la construc-
tion numérique de ces derniers.
II.2.2.1 Espaces accessibles
Soit les sous-ensembles d’espaces d’état et de commandes admissibles définis respective-
ment par M0 ⊂ M, U0 ⊂ U et l’intervalle [a, b[⊂ T . On définit l’ensemble des états atteints
à l’instant t ∈ [a, b[ sous la commande admissible ω0 ∈ U [a,b[0 , à partir de la condition initiale
x0 ∈M0 par :
Fω0t (x0) = F(a, t, x0, ω0) (II.4)
Pour I = [a, b[, on définit l’ensemble des états atteints sur l’intervalle de temps I sous la
commande admissible ω0 ∈ U [a,b[0 , à partir de la condition initiale x0 ∈M0 par :
Fω0I (x0) = {F(a, t, x0, ω0) | t ∈ I} (II.5)
Pour le sous-ensemble des commandes admissibles Ua ⊂ U [a,b[0 , on définit l’ensemble des
états atteints sur l’intervalle de temps I sous la commande admissible ω0 ∈ U [a,b[0 , à partir de la
condition initiale x0 ∈ M0 par :
FUaI (x0) = {F(a, t, x0, ω0) | t ∈ I, ω0 ∈ Ua} (II.6)
Finalement, on définit l’espace accessible à partir de M0 sous l’action de U0 durant la pé-
riode I comme étant l’ensemble des états atteints sur l’intervalle de temps I sous la commande
admissible ω0 ∈ U [a,b[0 , à partir du sous-ensemble de conditions initialesM0 par :
FU0I (M0) = {F(a, t, x, ω) | t ∈ I, ω0 ∈ Ua et x ∈M0} (II.7)
D’une manière identique, on définit la cartographie de mesures des états atteints liée à l’es-
pace de sortie par :
HU0I (M0) = {H(a, t,F(a, t, x, ω0), ω0) | t ∈ I, ω0 ∈ Ua et x ∈M0} (II.8)
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Dans la théorie mathématique du contrôle, le problème d’accessibilité a suscité l’intérêt de
plusieurs auteurs. Les résultats sont intéressants, cependant restent théoriques et ne sont pas
exploitables pour la problématique étudiée dans ce travail. Un des résultats les plus connus est
le théorème de Chow [20]. Le résultat caractérise topologiquement les ensembles accessibles
mais ne fournit pas une forme explicite de l’évolution de l’espace accessible au cours du temps.
En fait, ce type de résultat utilise explicitement la solution du système, ce qui impliquerait la
connaissance de la solution analytique du système, ce qui est, d’une façon générale, difficile-
ment réalisable pour les systèmes non linéaires. Afin de contourner cette difficulté, ce problème
est ramené dans la littérature à la problématique de résolution numérique d’un espace acces-
sible, calculé par approximation et majoration de solutions analytiques connues de systèmes
linéaires.
II.2.2.2 Construction numérique des espaces accessibles
Le calcul d’espace atteignable en temps fini est réalisable dans le cas de systèmes linéaires
commandés et ceci dans des conditions spécifiques (voir [97]). Dans ce cas, une solution ana-
lytique pour le système existe et peut être utilisée pour le calcul d’espace accessible. Pour un
système non linéaire incertain, l’estimation de l’espace accessible est obtenue par majoration
de l’espace accessible. Le système est linéarisé par une méthode de linéarisation conservative 1.
L’objectif est de ramener l’erreur de linéarisation comme une entrée incertaine additionnelle
pour le système, en utilisant la propriété de superposition inhérente à un système linéaire. Par
ailleurs, la démarche de linéarisation peut entraîner une propagation de l’erreur de linéarisa-
tion 2, à cause de majorations itérées de l’espace atteignable. Un algorithme a été proposé dans
la littérature afin de s’affranchir de cet effet (voir [59]).
La majoration de l’espace atteignable pour les systèmes non linéaires incertains nécessite
l’utilisation de représentation appropriée de ces espaces. Ces espaces peuvent être représentés
par des polytopes [33], des ellipsoïdes [95], des zonotopes [7] ou une combinaison entre des
zonotopes et des polytopes [8]. Dans le cas où les entrées sont considérées comme incertaines
pour le système, les zonotopes et les fonctions de support possèdent la représentation de l’es-
pace accessible la plus optimale [57], [58] en terme de précision et de volume de calculs pour
leur estimation. Ces représentations d’espace accessible sont données dans la Figure II.3 (voir
[5] et [9]). Dans ce travail, les techniques de construction numérique seront exploitées afin de
répondre au problème du pronostic.
1. Terminologie anglaise "On the fly partitioning linearization"
2. Terminologie anglaise "Wrapping effect"
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Polytope 1D
Ellipsoïde 2D
Polytope 2D Polytope 3D
Ellipsoïde 1D Ellipsoïde 3D
Zonotope à 
1 générateur
Zonotope à 
2 générateurs en 2D
Zonotope à 
3 générateurs en 2D
Zonotope à 
2 générateurs en 3D
Zonotope à 
3 générateurs en 3D
Figure II.3 – Représentation d’espace accessible
II.2.3 Concepts de base liés au diagnostic et au pronostic
Dans cette partie, on se propose de définir les concepts liés au diagnostic et au pronostic que
peuvent être la défaillance, le fonctionnement normal et la disponibilité. Plus précisément, le
procédé étudié sera considéré comme un système Entrée/Sortie (voir II.1). L’objectif principal
est de définir mathématiquement, et d’une façon précise, les concepts fondamentaux en vue
du pronostic (voir [133]), en se basant sur la théorie des systèmes (voir par exemple [89]). Il
convient de noter que le but principal est de proposer des définitions qui soient générales et
indépendantes des approches considérées.
II.2.3.1 Défaut, panne, tâche et performance
Un défaut est quantifiable comme un espace d’état où les performances sont dégradées mais
restent à un niveau acceptable. Une panne est l’état critique d’un système où les performances
dégradées sont inacceptables.
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Une tâche est l’utilisation d’un système Σ pour une sollicitation donnée, dans un environ-
nement donné durant un intervalle de temps donné. SoitM1 ⊂M, E1 ⊂ E , T1 ⊂ T , une tâche
est définie par un ensemble C1 ⊂ C par :
C1 =M1 × E1 × T1 (II.9)
où E1 est l’ensemble des valeurs environnementales.
La performance d’un système Σ peut être définie par la capacité à réaliser une tâche (ou un
ensemble de tâches) sous des contraintes spécifiques fixées. Soit P une fonction définissant la
performance comme suit :
P : P(M)×P(U)×P(F)× P(T )→ P(M) (II.10)
où P(E) désigne l’ensemble des sous-ensembles de E.
Un état x¯ est dit défaillant au regard de la performance P , si il existe U¯ ⊂ U , F¯ ⊂ F et
T¯ ⊂ T tel que :
F¯ U¯
T¯
(x¯) /∈ P ({x¯} , U¯ , F¯ , T¯ )
Remarque 2. La définition ci-dessus concerne les défaillances associées aux états du système.
Il convient de préciser qu’il est également possible de définir la notion de défaillance relative
aux actionneurs ou aux capteurs (voir II.4).
Actionneurs Système Capteurs
Figure II.4 – Ensemble Système-Actionneurs-Capteurs
En effet, et concernant les capteurs, on peut introduire la notion de performance comme une
fonction PM définie par
PM :M→ P(Y) (II.11)
pour lier les mesures à l’état du système. On peut supposer que la défaillance des capteurs
survient à un instant donné T si
H(T, x) 6⊂ PM(x) (II.12)
D’une façon analogue, il serait possible de définir la performance relative par rapport aux
actionneurs. Par exemple, on pourrait se doter d’une fonction PA définie par
PA : P(U)× P(M)→ P(M) (II.13)
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pour quantifier le fonctionnement normal. Dans ce cas, le système est dit dans un état de dé-
faillance actionneur pour le sous-ensemble de commande admissible U0 si il existeM0 et T0 tel
que :
FU0T0 (U0,M0) 6⊂ PA(U0,M0) (II.14)
Remarque 3. Il est facile d’étendre cette définition au cas de plusieurs défaillances (ou dé-
fauts) en relation avec les performances Pi, (i = 1, ..., p) à respecter.
II.2.3.2 États de fonctionnement normal et défaillant
Soit Mn et Md deux sous-ensembles de M tels que :
M =Mn ∪Md et Mn ∩Md = ∅
Il est à noter que les ensembles Mn et Md peuvent être définis avec la notion de perfor-
mance où Md est constitué des états dits défaillants et où Mn est composé des états dits en
fonctionnement normal.
Exemple 3 : État défaillant
Supposons que x = (z, φ) désigne l’état du système global où φ désigne la dégradation. Dans ce
cas, l’état de défaillance peut être défini, par exemple, relativement à la performance ‖φ‖ ≤ φ0.
Alors,
Md = {x = (z, φ) | ‖φ‖ > φ0} (II.15)
Dans ce qui suit, on utiliseMjd (j = 1, ..., n), n ∈ N pour désigner l’ensemble des états corres-
pondant à une défaillance j et on suppose que Md =
⋃
j=1,...,n
Mjd.
Par ailleurs, on notera M0 ⊂ Mn l’ensemble des conditions initiales supposées être des
états en fonctionnement normal. On utilisera aussi U0 pour représenter l’ensemble des contrôles
admissibles.
II.2.3.3 Disponibilité
Soit CT = {Ci, i = 1, ..., q} ⊂ C un ensemble de tâches et on associe à chaque tâche
Ci, (i = 1, ..., q) une sollicitation Ui (i = 1, ..., q). Soit aussi, pour i = 1, ..., q,
Ii = [ai, bi[⊂ Ti ⊂ T
des intervalles de temps. Pour un ensemble de tâches CT , l’ensemble des états atteignables est
défini à partir de l’ensemble des conditions initiales M0 sur un intervalle Ii. On définit une
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performance Pi pour la tâche Ci (i = 1, ..., q) sur un intervalle Ii de manière analogue à (II.10).
La disponibilité peut être définie comme une notion basée sur la performance. Ainsi, un
système peut être considéré comme disponible au regard de la performance Pi si(
FUiIi ⊗F
Ui−1
Ii−1
⊗ ...⊗ FU1I1
)
(M0) ⊂ Pi(Mi,Ui,F
Ui
Ii
, Ti) (II.16)
où ⊗ est l’opérateur de concaténation.
II.2.4 Définitions des concepts
Dans cette sous-section, les concepts de diagnostic, de diagnostic prédictif et de pronostic
sont définis mathématiquement en considérant le formalisme introduit précédemment. Pour ce
faire, un découpage de l’horizon de temps est introduit pour définir ces différents concepts.
II.2.4.1 Découpage de l’horizon de temps
Les concepts de diagnostic, de diagnostic prédictif et de pronostic sont tous les trois des
concepts liés au temps, mais dont l’application est considérée sur des horizons de temps diffé-
rents. Une nuance est introduite à ce propos dans la Figure II.5. Les horizons de temps d’histo-
Flèche du temps t
Th T0 Tp Td
Début 
d'historique
Temps initial Temps  de 
prédiction
Temps  
d'apparition 
de défaillance
Historique
Horizon de 
temps 
d'analyse
Horizon de 
temps de vie 
restant 
Figure II.5 – Découpage temporel pour le pronostic
rique sur [Th, T0[, d’analyse sur [T0, Tp] et de temps de vie restant sur ]Tp, Td] sont considérés.
Le premier cas représente l’ensemble des connaissances et les tâches de maintenance effectuées
sur le système. Le second cas comprend l’ensemble des observations disponibles sur le système
jusqu’à l’instant fixé de la contrainte temporelle Tp. Le dernier cas correspond à un horizon de
temps de prédiction avant apparition d’une défaillance.
Différents cas suivants peuvent être considérés pour le découpage de l’horizon de temps :
– Th = −∞ : Disponibilité de l’historique de connaissance complète.
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– Th = T0 : Aucun historique de connaissance disponible.
– Td ≤ Tp : Analyse et prédiction avant l’apparition de défaillances.
– Td = T0 : Analyse et prédiction à l’apparition de défaillances.
– Tp ≥ Td : Analyse et prédiction après l’apparition de défaillances.
– T0 = Tp : Prédiction instantanée.
– Td = +∞ : Aucune défaillance.
A présent, on introduit les définitions des concepts de diagnostic, de diagnostic prédictif et
de pronostic.
II.2.4.2 Diagnostic
Le diagnostic peut être défini comme étant la détection, la localisation et l’identification des
défaillances sur un système.
A. Détection
SoitMh étant l’espace des états initiaux à l’instant Th. ConnaissantHU0[Th,Td](Mh), l’objectif est
de déterminer si x ∈Md.
B. Localisation et identification
En supposant que x ∈ Md et en connaissant HU0[Th,Td](Mh), l’objectif est de déterminer j tel
que x ∈Mjd.
Remarque 4. Dans le diagnostic, on suppose que T0 = Td et Tp ≥ Td. Ici, aucune contrainte
sur Tp n’est imposée. Plus petit est ce temps, meilleure sera l’efficacité du diagnostic. Si Th = T0
ce qui signifie qu’aucun historique n’est disponible, il semble difficile d’imposer Tp = T0.
II.2.4.3 Diagnostic prédictif
Le diagnostic prédictif peut être défini comme étant la détection, la localisation et l’identifi-
cation des défaillances qui vont survenir sur un système.
A. Détection
Il existe Tp ∈ [T0, Td[ tel qu’en connaissant HU0[Th,Tp](Mh), il est possible de déterminer si
x(Td) ∈Md.
B. Localisation et identification
En supposant que x(Td) ∈ Md et en connaissant HU0[Th,Tp](Mh), l’objectif est de déterminer j
tel que x(Td) ∈Mjd.
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II.2.4.4 Pronostic
Le pronostic consiste à estimer le temps de vie restant d’un système sous une contrainte
temporelle de temps de prédiction.
A. Détection
Étant donné Tp ∈ [T0, +∞[, l’objectif est de déterminer le temps de vie restant seulement à
partir de la connaissance de HU0[Th,Tp](Mh).
Le temps de vie restant est décrit par la relation suivante :
TRUL = Td − Tp
= Min
Td∈]Tp,+∞[
(
FU0[Th,Tp](Mh) ∩Md 6= ∅
)
− Tp
(II.17)
B. Localisation et identification
L’objectif est de déterminer j sous la connaissance seulement de HU0[Th,Tp](Mh) tel que
TRUL = Min
Td∈]Tp,+∞[
(
FU0[Th,Tp](Mh) ∩M
j
d 6= ∅
)
− Tp (II.18)
Remarque 5. La notion de contrainte temporelle a été introduite dans le concept de pronostic
pour donner toute pertinence à la prédiction réalisée. Une prédiction réalisée trop tardivement
et ne permettant pas d’anticiper l’apparition d’une défaillance bien en amont, ne représente
pas un grand intérêt.
Remarque 6. Un aspect probabiliste dans la prédiction peut être défini par une confiance
relative. Dans ce cas, Tp serait relié à un taux de confiance.
Remarque 7. Une manière d’exploiter le pronostic adapté aux tâches de maintenance pourrait
être illustrée comme suit. Étant donné (β, Tβ), l’objectif est de déterminer Uβ sur un horizon
de temps fini [T0, Tβ] tel que Td − Tβ > β où β désigne une période de temps nécessaire afin
de réaliser une action de maintenance sur un système. Cette période est définie à partir de la
connaissance experte. Tβ est une période d’exploitation désirée par l’utilisateur du système.
L’objectif est de garder le système disponible au moins pendant la période Tβ . Le problème
consiste à déterminer Uβ l’ensemble des modes admissibles et de contrôles les plus larges tels
que :
FUβ
[T0,Tβ+β]
(M0) ∩Md = ∅ (II.19)
Il est à noter que les définitions données ne préjugent pas de la faisabilité de prédiction du
temps de vie restant. Plus précisément, la "pronosticabilité" est, à notre avis, une question en
soi et n’est pas abordée dans ce travail.
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II.2.4.5 Estimation du temps de vie restant
Soit U0 ⊂ U et Ip = [T0, Tp] un horizon de temps. Le but est de réaliser une prédiction à
partir des observations sur Ip ; à savoir HU0[T0, Tp](M0). L’ensemble atteignable sur l’horizon Ip
est défini par FU0[T0, Tp](M0). Il s’agit donc d’estimer la plus petite valeur de Tp telle que
FU0[T0, Tp](M0) ∩Md 6= ∅ (II.20)
en se basant uniquement surHU0[T0, Tp](M0).
Il convient de préciser que l’analyse dépendra fortement de U0. En effet, si par exemple,
l’entrée U du système est supposée connue sur [T0, +∞[, l’analyse diffère du cas où l’entrée
est seulement supposée appartenir à un ensemble.
II.3 Modélisation du comportement de la dégradation
Pour analyser le comportement de la dégradation, on dispose d’au moins deux approches.
Dans la première approche, on procède par une analyse à travers des modèles décrivant l’évolu-
tion à l’échelle de l’observation macroscopique. Ces modèles peuvent s’avérer être moins précis
et ne représenter que globalement des phénomènes physiques. Cependant, ils peuvent être pré-
cieux pour des applications sur la problématique du pronostic. La deuxième approche est fondée
sur l’étude d’un mécanisme de dégradation pouvant s’étendre d’une échelle microscopique liée
aux atomes, à une échelle macroscopique associée à l’échelle de propagation d’une fissure, par
exemple. Ce type de modèle traduit le comportement de l’évolution géométrique et structurelle
des matériaux par rapport à des sollicitations de charge. Ces modèles peuvent être très précis et
pertinents en vue de la modélisation et de l’analyse des dégradations. Cependant, ils sont trop
complexes pour être exploités en automatique. Ils sont plutôt utilisés pour des travaux en phy-
sique ou éventuellement pour la simulation. En automatique, les modèles utilisés pour l’analyse
ou la synthèse (commande ou observateur) doivent être réalistes mais simples. En effet, il faut
qu’ils soient suffisamment réalistes pour représenter ces phénomènes étudiés, mais doivent res-
ter simples pour leurs exploitations.
II.3.1 Modèles de dégradation macroscopiques
Dans ce travail, on s’intéresse aux modèles interconnectés (1) qui décrivent simultanément
les comportements de l’état et de la dégradation et illustrent les influences réciproques sur les
dynamiques. Généralement, la description du comportement de l’état du système est déduit
53
Chapitre II. Concept et modèles pour le pronostic et procédé d’application
des lois de la physique ou de lois empiriques. L’influence de la dégradation est introduite pour
rendre le modèle plus réaliste. Dans de nombreux cas, le sous-modèle décrivant l’état du sys-
tème peut être adapté à partir des modèles existants dans la littérature. Il n’en est pas de même
pour l’évolution de la dégradation. En effet, si le comportement de la dégradation peut être
représenté par la Figure II.6, on ne dispose généralement pas de lois physiques directement ex-
ploitables. En général, les auteurs considèrent les dynamiques polynomiales (voir [2], [37] et
[108]) et procèdent à une identification quand la dégradation est accessible afin d’approcher en
modélisant le comportement donné par la Figure II.6.
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Figure II.6 – Comportement de la propagation d’une fissure
Dans la suite de ce sous-paragraphe, on présente un exemple, en mécanique, utilisant une
forme polynomiale particulière pour décrire le comportement de la dégradation (voir [2]). Dans
ce cas, il est supposé que le comportement de l’accumulation de la dégradation se décline en
trois phases : initiation de la fissure, croissance brusque avec arrêt de la plasticité et propagation
catastrophique d’une fissure entraînant une rupture. Ces trois phases sont décrites par les équa-
tions différentielles non linéaires qui sont différentes afin d’exprimer chacun des phénomènes
respectivement.
• Initiation d’une fissure
φ˙ = γ1φ− φ
2 (II.21)
• Croissance de fissure brusque avec arrêt de plasticité
φ˙ = γ1 − γ2φ− φ
3 (II.22)
• Propagation catastrophique d’une fissure entraînant une rupture
φ˙ = γ1φ+ φ
3 (II.23)
Dans les trois modèles, γ1 et γ2 sont des fonctions de l’état de comportement à dynamique rapide
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x. Ces termes traduisent les déviations en position, en vitesse ou encore une combinaison des
deux. En outre, il est supposé que γ1 et γ2 sont des paramètres dont la dynamique d’évolution
est lente et quasi constante. Par ailleurs, si l’on considère une condition initiale de dégradation
non nulle, alors un changement de variable peut être réalisé par ∆φ = φ−φ0, et peut ramener le
problème en zéro. Il est à noter que l’ensemble des paramètres γ1 et γ2 décrit les différents types
de bifurcations considérés et traduit le comportement des modèles de croissance de fissure.
Le système (II.21) décrit le comportement d’une initiation de fissure à une échelle macro-
scopique. En réalité, en amont de ce phénomène d’initiation de fissure, des modifications pro-
gressives de la structure du matériau se produisent à l’échelle microscopique au cours des pre-
miers cycles de stress. Puis, leurs accumulations donnent naissance à la fissure. Ce phénomène
peut être considéré comme un aspect "tout ou rien", modélisé par une bifurcation transcritique.
L’analyse du comportement global peut être effectuée en fonction du signe de γ1. En effet, si
γ1 < 0, il existe un point d’équilibre double φe = 0, dans le cas où la naissance de la fissure
ne s’est pas effectuée. Maintenant, si γ1 = 0 ou γ1 > 0, la fissure s’initie et se traduit par un
changement dans la stabilité des points d’équilibre comme décrit dans la Figure II.7.
0
Figure II.7 – Bifurcation transcritique modélisant la naissance d’une fissure
Une fois la dégradation initiée, le système (II.22) décrit l’évolution de la croissance d’une
fissure avec arrêt de plasticité. Ce type de comportement est modélisé par une bifurcation décrite
par l’évolution des paramètres γ1 et γ2 dans (II.22). Pour γ2 fixé, un ou trois points d’équilibre
φe différents peuvent exister. Pour γ2 > 0, un changement brusque de φe s’effectue lorsque
γ1 décroît vers 0. Une bifurcation s’opère et est illustrée dans la Figure II.8. Ce changement
s’aplanit lorsque γ1 continue de se réduire.
Le système décrit par (II.23) traduit le mécanisme de rupture d’un système suite à une crois-
sance d’une fissure, sans mécanisme d’arrêt de plasticité. Ce type de comportement est modélisé
par une bifurcation, traduisant la transition entre un état de dégradation stable à un état de dé-
gradation instable. Cette bifurcation produit ainsi une fissure avec un taux de croissance élevé.
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Figure II.8 – Bifurcation influençant la croissance d’une fissure avec arrêt de plasticité [2]
II.3.2 Modèles de dégradation multi-échelles
II.3.2.1 Notion de multi-échelles
Les modèles de dégradation multi-échelles [102] sont issus de l’analyse et de la modélisa-
tion des mécanismes de dégradation intervenant au sein de la structure des matériaux, soumis à
des sollicitations de charges. Les mécanismes de dégradation sont assez divers et variés suivant
la nature du matériau considéré, le type de charges appliquées et la température à laquelle le ma-
tériau est sollicité. Néanmoins, malgré une diversité de la complexité des structures physiques
rencontrées suivant les matériaux considérés, les mécanismes qualitatifs de dégradation restent
toutefois assez similaires dans leur fondement et leur comportement générique. Ainsi, certaines
propriétés de la dégradation sont régies et expliquées par quelques mécanismes d’énergie qui
sont communs à tous les matériaux.
La modélisation du comportement de la dégradation d’un matériau soumis à une charge
est réalisée à des échelles différentes. En effet, trois échelles [101] sont considérées : l’échelle
microscopique 3, l’échelle mésoscopique 4 et l’échelle macroscopique 5. Au niveau microsco-
pique, l’accumulation de microstress au voisinage de microdéfauts ou d’imperfections présents
dans un matériau, ainsi que la détérioration des liens entre les atomes 6 sont caractéristiques
d’un matériau en dégradation. A l’échelle mésoscopique, la coalescence de microfissures ou de
micro-vides dans le matériau traduit la naissance d’une fissure. A une échelle macroscopique,
3. Échelle de représentation d’un ensemble d’atomes
4. Échelle de représentation d’un ensemble de cristaux ou de molécules d’un matériau
5. Échelle de représentation de la propagation d’une fissure
6. Formant les cristaux ou les molécules
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la fissure croît et s’étend au sein du matériau, soumis à des sollicitations de charges.
Les variables d’état de dégradation peuvent être étudiées par des moyennes de microfissures
ou de micro-vides sur un certain volume de matériau représentant l’échelle mésoscopique. Une
représentation par élément de volume doit être adoptée. Ce volume doit être fixé suffisamment
petit pour éviter de lisser les phénomènes de haut gradient des microprocessus de dégradation
et suffisamment grand pour représenter une moyenne de ces microprocessus. A l’échelle ma-
croscopique, la variable d’état de la dégradation est la croissance de la fissure.
II.3.2.2 Mécanismes de dégradation
Les mécanismes impliqués dans l’évolution de la dégradation sont l’élasticité, la plasticité,
les microcontraintes et les microstress (voir [101]). En effet, à l’échelle microscopique se si-
tuent l’agencement des atomes et les liens entre ces derniers, résultant de l’interaction de leurs
champs magnétiques. L’élasticité est liée au mouvement relatif des atomes à cette échelle sou-
mis à des contraintes de stress. Lorsque des liens "se brisent" suite à des contraintes exercées
sur l’agencement d’atomes à cette échelle, le processus de dégradation s’initie.
Les imperfections et les microdéfauts sont présents dans tout matériau au travers d’atomes
manquants, entraînant à des phénomènes de dislocations. Autour de ces lieux de dislocations
apparaissent des zones de concentrations de microstress et de microcontraintes, donnant lieu
à la naissance ou à l’arrêt de nouvelles dislocations, suivant l’équilibre de l’agencement des
plans d’atomes. Ces mécanismes créent des microcontraintes plastiques. La plasticité est direc-
tement relative aux glissements, apparaissant au travers d’escalade ou de jumelage de mouve-
ments de dislocation. Ces phénomènes de dégradation présents à l’échelle microscopique jus-
qu’à l’échelle mésoscopique influencent les contraintes plastiques irréversibles puisque l’aire
élémentaire de résistance décroît au fur et à mesure que les liens entre les atomes se rompent.
La dégradation n’influence pas directement le mécanisme de glissement par lui-même mais
augmente le stress effectif subi par le matériau.
Pour résumer, à l’échelle microscopique, les mécanismes de contraintes associés au mé-
canisme de dégradation du matériau sont considérés. A l’échelle mésoscopique, les équations
constitutives de l’analyse du mécanisme de dégradation sont considérées. Enfin, à une échelle
macroscopique, les structures sont étudiées par l’analyse de la propagation des fissures.
II.3.2.3 Classification des mécanismes de dégradation
Les principaux mécanismes de dégradation sont nommés dégradation cassante, dégrada-
tion ductile, dégradation de fluage, dégradation sous un faible nombre de cycles de fatigue et
57
Chapitre II. Concept et modèles pour le pronostic et procédé d’application
dégradation sous un fort nombre de cycles de fatigue. Le classement de ces mécanismes de
dégradation est caractérisé par les formes que prennent les diagrammes de stress/contraintes du
matériau étudié [101].
Après avoir classifié les mécanismes de dégradation, leur modélisation est présentée plus en
détails.
II.3.2.4 Choix d’un modèle de dégradation
D’un point de vue général, deux types de variable de dégradation sont considérés au sein
d’une représentation par élément de volume, suivant que l’on considère les cas de dégradation
isotropique ou anisotropique. En effet, dans le cas d’une dégradation isotropique 7, une variable
scalaire normalisée est utilisée pour décrire l’évolution de la dégradation. Dans le cas tridimen-
sionnelle d’une dégradation anisotropique 8, une variable tensorielle est utilisée (voir [101]).
De plus, la méconnaissance de la condition initiale de la dégradation au sein de l’étude d’une
structure est traitée dans [102].
Le choix d’un modèle de dégradation dépend de la fidélité de description du mécanisme de
dégradation recherchée par rapport à une simplicité d’implémentation et de coût de calculs as-
sociés. Dans le cas de charge proportionnelle, les modèles de dégradation isotropique décrivent
de manière fidèle et simple l’évolution d’une fissure au travers d’un matériau. Dans le cas de
charges non proportionnelles, les modèles anisotropiques sont préférés, de sorte à refléter au
plus près l’accumulation de dégradation et la propagation des fissures, dues aux sollicitations de
charges. Pour les modèles liés au phénomène de fatigue mécanique, les modèles tenant compte
de la proximité des microdéfauts sont à utiliser préférablement. L’ensemble de ces modèles
est détaillé dans [102]. Ces modèles traduisent le comportement des systèmes non linéaires à
échelle de temps multiple et à échelle d’espace multiple.
II.3.2.5 Exemple d’un modèle de loi unifiée de dégradation isotropique
Dans cette sous-section, un exemple de modèle particulier de dégradation isotropique est
donné. L’effet des microdéfauts liés à la dégradation est négligé à des fins de simplicité. Dans
cet exemple, il est supposé que le comportement de l’accumulation de la dégradation se décline
en trois phases : incubation de défauts donnant naissance à la dégradation, naissance d’une fis-
sure et sa propagation au sein du matériau.
7. Fissures se propageant perpendiculairement aux sollicitations de charges
8. Fissures ne se propageant pas perpendiculairement à la plus grande composante de sollicitations de charge
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Les variables ωs, ωΦ désignent respectivement l’énergie emmagasinée dans un élément de
la représentation par élément de volume et le seuil d’énergie emmagasinée dans un matériau
donné. Il convient de noter que l’initiation de la dégradation est relative à la quantité d’énergie
nécessaire pour "incuber" ces défauts. Le seuil dépend du matériau considéré et dépend aussi
du type de charge considéré.
A présent, le modèle de dégradation (voir [102]) est présenté pour les trois phases.
• Si max ωs < ωΦ, on a
Φ˙ = 0 (II.24)
où Φ désigne la variable de dégradation, ici considérée comme la propagation d’une fissure à
l’échelle macroscopique.
• Si max ωs = ωΦ , on a
Φ = Φc "Initiation d’une mésofissure" (II.25)
où Φc est un paramètre dépendant du matériau considéré.
• Si max ωs > ωΦ, on a
Φ˙ =
(
Y
S
)s
p˙ (II.26)
où S, s sont des paramètres liés au matériau, fonction de la température. Y désigne le taux libéré
de densité d’énergie et p˙ décrit le taux de contrainte plastique accumulée. Leurs expressions
respectives sont données par

Y =
σ˜eqRν
2E
Rν =
2
3
(1 + ν) + 3 (1− 2ν)
(
σH
σeq
)2 (II.27)
où E est le module d’élasticité déduit à partir du tracé d’un diagramme de stress/contrainte, σ˜eq
désigne le stress effectif de von Mises, fonction de la variable Φ. ν décrit le ratio de Poisson.(
σH
σeq
)
traduit la triaxialité des contraintes de stress 9.
p˙ est régi par le phénomène de plasticité, par la loi de viscosité ou de plasticité cyclique sui-
vant le type de dégradation considéré. Par exemple, pour le cas le plus simple d’un phénomène
9. Voir la définition de la triaxialité donnée dans [101]
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élastoplasticité, on a
p˙ =
λ˙
1− Φ
(II.28)
où λ˙ est le multiplicateur plastique lié à une fonction de critère de rendement f lorsque f = 0
et f˙ = 0.
II.3.2.6 Implémentation des modèles par les éléments finis
Étant donné qu’il est très difficile, voire impossible d’exploiter la solution analytique du
modèle de dégradation multi-échelles pour tout point d’une structure considérée, alors la re-
cherche d’une approximation de la solution est ramenée à la résolution d’un problème numé-
rique par éléments finis (voir [102]). L’analyse numérique de défaillance d’une structure sous
contraintes de charges considérées est réalisée par une décomposition de la structure au tra-
vers d’un maillage à éléments finis. Le but est de propager les contraintes de stress au travers
de la structure. Le maillage permet de créer une représentation par éléments de volume. En
chaque sommet de ces éléments de volume sont implémentés les modèles de dégradation multi-
échelles. Par ailleurs, la croissance d’une fissure macroscopique modifie la géométrie de la
structure considérée. L’évolution de cette géométrie nécessite d’être prise en compte en calcu-
lant un nouveau maillage. Ce maillage est affiné au voisinage de la présence de la fissure 10.
II.3.3 Discussion
La complexité de modélisation des mécanismes de dégradation dans une représentation
multi-échelles peut difficilement être intégrée dans un processus embarqué de surveillance de
systèmes. En effet, le volume de calculs nécessaires à la simulation de ces modèles par éléments
finis reste élevé. L’utilisation de modèles de dégradation dans une représentation macroscopique
apparaît plus pertinente par rapport à l’aspect temps réel soulevé. Cependant, la modélisation du
comportement global de la dégradation reste décrit uniquement à une échelle macroscopique.
Une précision suffisante et une simplicité d’utilisation étant ici recherchées principalement. Il
reste néanmoins faisable de considérer la possibilité d’établir des modèles précis à mi-chemin
entre les deux types de représentation examinés auparavant. Ces modèles fourniraient une plus
grande précision tout en restant compatibles avec les contraintes du temps réel. Une discrétisa-
tion spatiale des modèles d’équations aux dérivées partielles de la dégradation multi-échelles
pourrait permettre d’obtenir des modèles approximés basés sur des équations différentielles
pour le pronostic.
10. Lieu où se trouve les contraintes plastiques les plus fortes pour la structure
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II.4 Système électromécanique considéré
Cette section a pour objectif de présenter le système électromécanique considéré ainsi que
les modèles de comportement pour une ou deux batteries alimentant ce système. Le modèle de
ce système sera utilisé pour illustrer les résultats obtenus dans les chapitres suivants de cette
thèse.
II.4.1 Motivation du choix de l’application considérée
Cette application a été choisie pour deux raisons principales. D’une part, son modèle de
comportement, qui même s’il est non linéaire, reste relativement simple. D’autre part, la variable
de dégradation est accessible. Par ailleurs, les paramètres de ce modèle ont été identifiés dans
[24] et [37] sur un système réel. Ainsi, les simulations proposées pour illustrer la pertinence des
résultats obtenus dans ce travail relatent un comportement proche de la réalité.
II.4.2 Modèle de comportement du système
Figure II.9 – Système électromécanique : cas d’une seule batterie
Le système décrit dans la Figure II.9 est un système d’oscillateur électromécanique non
linéaire. Ce système est composé de deux sous-systèmes interconnectés : un sous-système mé-
canique couplé à un sous-système électromagnétique. Le mouvement d’oscillation du pendule
est réalisé au travers d’un système d’agitateur électromécanique commandé en fréquence et en
amplitude. Le pendule oscille entre deux électroaimants qui sont alimentés en tension par une
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batterie. Lorsque la batterie se décharge, la diminution du coefficient de raideur, dans le poten-
tiel du puits des électroaimants entraîne une diminution également de la fréquence d’oscillation
du sous-système mécanique. De la même manière, le déplacement du balancier du pendule avec
sa masse excite les électroaimants en retour. Deux capteurs sont utilisés pour mesurer l’angle
du pendule par rapport à la verticale et le courant de la batterie alimentant les électroaimants.
II.4.2.1 Système composé d’une batterie
Le comportement de l’oscillateur électromécanique est à présent modélisé (voir [37]) sur
la base d’un oscillateur de Duffing à un degré de liberté, à partir du théorème des moments
cinétiques pour le sous-système mécanique et des lois de conservation d’énergie pour la partie
électromagnétique. Deux hypothèses ont été émises pour l’élaboration de ce modèle. Les effets
de la gravité et les pertes d’énergie par courants de Foucault, dans le pendule avec sa masse,
sont négligés. Ainsi, les étapes de modélisation du modèle de comportement du système ont été
détaillées en annexe A. Le modèle du système considéré est donné par


θ¨ + µθ˙ + L(φ)θ + α3θ
3 +
K(θ − λ)
(1 +K(θ − λ)2)2
ψ2 = u
1
1 +K(θ − λ)2
ψ˙ +
[
2K(λ− θ)θ˙
(1 +K(θ − λ)2)2
+ r
]
ψ = φ
φ˙ = −ǫψ(1 + γ(φ− η)2)
(II.29)
où l’état du système est décrit par le vecteur d’état du sous-système de comportement à dyna-
mique rapide (θ, θ˙, ψ) ∈ R3, correspondant respectivement à l’angle de l’oscillateur mécanique,
de la vitesse angulaire de l’oscillateur mécanique et du courant s’écoulant au travers des élec-
troaimants. La variable d’état du sous-système de comportement à dynamique lente φ ∈ R,
décrit la tension à vide de la batterie, alimentant le circuit électrique composé des deux élec-
troaimants. On suppose pouvoir mesurer les grandeurs x1 et ψ.
Les paramètres physiques du modèle (II.29) sont décrits par le paramètre d’amortissement
effectif µ, le coefficient α3, l’amplitude d’inductance K, l’échelle de temps de relaxation r de la
période d’oscillation du sous-système électromécanique, et γ > 0 et η > 0 sont deux constantes
positives liées aux caractéristiques de la batterie. Le ratio entre les dynamiques de comporte-
ment lente et rapide est défini par 0 < ǫ≪ 1. Enfin, u décrit le contrôle appliqué sur le système.
Le système possède trois phases de comportement suivant l’état de décharge de la batterie,
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comme décrit dans la Figure II.10. φN désigne la valeur de la tension à vide de la batterie.
Φ
Φc1 c2 ΦN
-(1-α1)
(1-α1)
0
Déconnexion de 
la batterie du 
système 
électromécanique 
avant décharge 
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Evolution  des 
paramètres du 
système au fur et 
à mesure de la 
décharge de la 
tension de la 
batterie
Légère 
décharge de la 
tension de la 
batterie
Figure II.10 – Évolution du paramètre L(φ)
Les valeurs de φc1 , φc2 sont spécifiques à la caractérisation empirique du comportement non
linéaire de la batterie. Les trois phases de comportement sont décrites au travers de l’évolution
du comportement non linéaire du paramètre L(φ) comme suit
L(φ) =


α1 − 1 pour φ ∈ [φc1 , φN [
(α1 − 1)
2φ− φc1 − φc2
φc1 − φc2
pour φ ∈ [φc2, φc1[
1− α1 pour φ ∈ [0, φc2[
(II.30)
où α1 est un coefficient supérieur à 1.
A partir de (II.29), une représentation dans l’espace d’état est introduite. En appliquant la trans-
formation définie par (x1, x2) = (θ, θ˙) dans (II.29), le modèle d’état suivant est obtenu


x˙1 = x2
x˙2 = −µx2 + L(φ)x1 + u− α3x
3
1−
K(x1 − λ)
(1 +K(x1 − λ)2)2
ψ2
ψ˙ = (1 +K(x1 − λ)
2)
(
φ−
[
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
+ r
]
ψ
)
φ˙ = −ǫψ(1 + γ(φ− η)2)
y1 = x1
y2 = ψ
(II.31)
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L’analyse des points d’équilibre du sous-système mécanique, composé des variables d’état
de comportement à dynamique rapide, permet de décrire trois types de comportement. Pour
ce faire, on pose x˙1 = x2 = x˙2 = 0, et la commande du système est défini par u = 0. En
négligeant le terme K(x1 − λ)
(1 +K(x1 − λ)2)2
ψ2 traduisant l’image de l’effet de la variable à dyna-
mique lente sur le sous-système mécanique, on détermine l’existence de trois points d’équilibre
(xei1 , x
ei
2 ), i = 1, 2, 3 suivant les valeurs de L(φ).
Cas A : L(φ) = −(1− α1), on a
(xe11 , 0) = (0, 0), (x
e2
1 , 0) =


√
(α1 − 1)
α3
, 0

 , (xe31 , 0) =

−
√
(α1 − 1)
α3
, 0

 .
Cas B : L(φ) = (1− α1), on a
(xe11 , 0) = (x
e2
1 , 0) = (x
e3
1 , 0) = (0, 0).
Dans le cas A, (xe11 , 0) est une selle (instable) et (xe21 , 0), (xe31 , 0) sont deux puits (stables)
correspondant au cas où le pendule oscille d’un électroaimant à un autre. La commande u
sur le système permet de commander l’agitateur électromécanique. Le but est de générer des
oscillations agissant sur le pendule afin de maintenir l’oscillation entre les deux attracteurs que
constituent les puits des électroaimants. Dans le cas B, un point d’équilibre triple stable est
positionné en (0, 0) et décrit le système dans le cas où la batterie n’est plus alimentée. Le cas C
intermédiaire décrit par L(φ) dans (II.30) traduit l’évolution des points d’équilibre entre le cas
A et B.
II.4.2.2 Système composé de deux batteries
Figure II.11 – Système électromécanique : cas de deux batteries
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A présent, le modèle décrivant le comportement de l’application considérée est présenté
dans le second cas où il est alimenté par deux batteries. Chacune des batteries fournit une ten-
sion d’alimentation à chaque électroaimant. Dans ce cas, la dimension du vecteur d’état de
dégradation est égale à 2.
Le modèle de comportement de l’application considérée en Figure II.11 est décrit par le
modèle d’état suivant [23] :

x˙1 = x2
x˙2 = −µx2 + L(φ)x1 + u− α3x
3
1−
K(x1 − λ1)
(1 +K(x1 − λ1)2)2
ψ21
−
K(x1 + λ2)
(1 +K(x1 + λ2)2)2
ψ22
ψ˙1 = (1 +K(x1 − λ1)
2)
(
φ1 −
(
2K(λ1 − x1)x2
(1 +K(x1 − λ1)2)2
+ r
)
ψ1
)
ψ˙2 = (1 +K(x1 + λ2)
2)
(
φ2 −
(
2K(−λ2 − x1)x2
(1 +K(x1 + λ2)2)2
+ r
)
ψ2
)
φ˙1 = −ǫ1ψ1(1 + γ1(φ1 − η1)
2)
φ˙2 = −ǫ2ψ2(1 + γ2(φ2 − η2)
2)
y1 = x1
y2 = ψ1
y3 = ψ2
(II.32)
II.4.3 Valeurs numériques associées aux paramètres du modèle
Variable Valeur numérique
µ 0.088
α1 2.6558
α3 0.8805
λ = λ1 = λ2 1.7367
K 0.07
r 8
γ = γ1 = γ2 1
η = η1 = η2 10.539
ǫ = ǫ1 = ǫ2 5.5× 10
−4
Tableau II.1 – Valeurs numériques des paramètres des modèles [24], [37]
Les valeurs numériques associées à (II.31) et (II.32) nécessaires à la simulation du com-
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portement de l’application considérée sont données dans le tableau II.1. Ces paramètres ont
été identifiés sur un système réel (voir [24], [37]). Ainsi, le modèle de comportement obtenu
décrit un comportement proche du système réel. Par ailleurs, le contrôle appliqué au système
électromécanique est donné par u(t) = fcos(Ωt) où f = 1 et Ω = 1.7608.
II.5 Conclusion
Ce chapitre a été dédié aux définitions mathématiques des notions fondamentales liées au
diagnostic et au pronostic. Le concept de pronostic a été défini en introduisant la notion de
contrainte temporelle et a été lié à la notion d’espace accessible en temps fini. Les différents
types de modèles de dégradation ont été présentés, leurs avantages et leurs inconvénients ont
été discutés. L’utilisation du modèle de dégradation macroscopique est fondamentale en vue du
développement de méthodologies du pronostic à travers l’approche considérée dans ce travail.
Par ailleurs, l’application considérée ainsi que son modèle ont été présentés afin d’illustrer la
pertinence des résultats obtenus dans les chapitres suivants.
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"Mieux vaut s’attendre au prévisible que d’être surpris par l’inattendu."
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III.1 Introduction
Dans ce chapitre, on considère le système décrit par


x˙ = f(x, λ(φ), u, t)
φ˙ = ǫg(φ, x, t)
y = h(x, φ, u)
(III.1)
où x ∈ Rn désigne l’état du système, une variable supposée à dynamique rapide. φ ∈ Rq est
une variable à dynamique lente caractérisant la dégradation. u ∈ Rm désigne la commande et
y ∈ Rp décrit la sortie du système. ǫ représente le ratio des échelles entre les dynamiques rapide
et lente avec 0 < ǫ ≪ 1. λ(φ) désigne la déviation des paramètres physiques par rapport à
l’évolution de la dégradation. f , g et h sont des fonctions régulières de bonne dimension.
L’objectif de la démarche est double. Premièrement, une nouvelle stratégie de pronostic de
systèmes est introduite, basée sur la synthèse d’observateurs. Deuxièmement, une étude com-
parative de différentes méthodologies, dédiées à la synthèse d’observateurs est présentée ([67],
[66], [68] et [69]).
Sous l’hypothèse que l’état à dynamique lente n’est pas mesuré et que l’état à dynamique
rapide n’est que partiellement mesuré, la stratégie de pronostic est considérée en deux étapes.
Premièrement, différents types d’observateurs à entrée inconnue et à convergence en temps fini
sont synthétisés. Le but est d’estimer l’état à dynamique rapide. Puis, le problème de la déter-
mination de l’état de comportement à dynamique lente et les paramètres de sa dynamique sont
exprimés comme un problème de reconstruction d’entrée inconnue en temps fini et de dériva-
tion numérique.
Le problème des observateurs à entrée inconnue a attiré l’intérêt de plusieurs auteurs (voir
[39], [50], [55], [65], [77], [84], [106], [113], [160], [172] et [174]) et un grand nombre de
résultats ont été proposés. Cependant, peu d’observateurs à entrée inconnue permettent une
estimation conjointe de l’état et de l’entrée inconnue. Par rapport aux méthodologies de syn-
thèse d’observateurs à entrée inconnue développées dans la littérature, une classification de
trois approches principales peut être proposée. Dans la première approche, des hypothèses par-
ticulières sont supposées sur la nature de la structure des entrées inconnues (voir [84], [113]).
Ces connaissances particulières sur la nature de structure des entrées inconnues ne sont pas
disponibles facilement pour tout système et représentent finalement une condition restrictive
d’application. Une autre approche est basée sur la transformation de coordonnées telle que le
système dynamique obtenu dans la nouvelle base ne soit pas perturbé par l’entrée inconnue
(voir [39], [65], [77], [172] et [174]). Le système dynamique obtenu est ensuite utilisé pour
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la synthèse d’observateurs classiques. Toutefois, peu de conceptions d’observateurs permettent
généralement d’estimer l’entrée inconnue. Dans une troisième approche, les observateurs à en-
trée inconnue permettent simultanément l’estimation conjointe de l’état et de l’entrée inconnue
(voir [55] et [106]) comme nécessaire pour la conception de notre méthodologie. Deux catégo-
ries d’observateurs non linéaires sont considérées : l’observateur à grand gain et l’observateur à
mode glissant.
La notion de convergence en temps fini d’un observateur est une notion relativement moins
répandue dans la littérature que la convergence asymptotique. Elle a nécessité le développement
de nouvelles conditions de stabilité et de stabilisation en temps fini dans la théorie de Lyapunov,
dont les résultats ont été présentés dans [15], [16], [125] et [126]. Des méthodologies de syn-
thèse d’observateurs à convergence en temps fini ont été proposés dans [48], [79] et [116] pour
les systèmes linéaires, et dans [114], [115], [117] et [122] pour les systèmes non linéaires. Plus
précisément, des techniques de synthèse d’observateurs à entrée inconnue et à convergence en
temps fini, ont été développées dans [140] pour le cas linéaire, et dans [55] pour les observateurs
par mode glissant.
Dans ce chapitre, une étude comparative a été réalisée sur un système électromécanique.
Plus précisément, trois observateurs à entrée inconnue en vue du pronostic ont été considérés et
le but a été d’obtenir l’estimateur le plus précis.
III.2 Hypothèses de travail
Cette section a pour objectif de présenter les hypothèses de travail adoptées.
(H1) f , h et la structure de g sont supposées parfaitement connues.
(H2) Les variables d’état à dynamique lente sont supposées non mesurables sur le système.
(H3) Les variables d’état à dynamique rapide sont supposées partiellement mesurées sur le
système.
(H4) Les conditions opérationnelles sont supposées parfaitement connues quelle que soit
l’instant considéré.
Remarque 8. Généralement, dans la littérature, la dynamique de l’état à dynamique lente
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est supposée être une fonction polynomiale. De plus, la condition initiale de la variable de
dégradation est supposée inconnue.
Sous les hypothèses (H1) à (H4), nous allons synthétiser un observateur pour le modèle
(III.1), afin d’estimer l’état du système à partir des observations sur l’horizon de temps [T0, Tp],
et de réaliser une prédiction du temps de vie restant sur l’horizon de temps ]Tp, +∞[. Pour ce
faire, on considère un modèle estimé sous la forme :


˙ˆx = fˆ(xˆ, λ(φˆ), u)
˙ˆ
φ = gˆǫˆ(xˆ, φˆ)
yˆ = h(xˆ, φˆ, u)
(III.2)
où xˆ ∈ Rn est l’état estimé du système de comportement à dynamique rapide. θˆ ∈ Rr dénote le
vecteur de paramètres supposé être une fonction de φˆ ∈ Rq, défini comme étant l’état de com-
portement à dynamique lente. u ∈ U ⊂ Rm désigne le vecteur d’entrée où U est l’ensemble
des commandes admissibles. yˆ ∈ Rp est le vecteur des sorties de l’observateur. fˆ , h et la struc-
ture de gˆǫˆ sont supposées connues. gˆǫˆ dépend du ratio estimé des dynamiques de comportement
lente/rapide, défini par ǫˆ supposé vérifié 0 < ǫˆ≪ 1.
III.3 Méthodologie du pronostic
La stratégie de pronostic pour les systèmes décrits par des modèles SNLETM est présentée
dans cette section. La présente méthodologie de pronostic est constituée de trois principales
étapes. Sous l’hypothèse que l’état de dégradation n’est pas mesuré et que l’état du système
n’est que partiellement mesuré, la première étape consiste à synthétiser un observateur à entrée
inconnue et à convergence en temps fini. Le but est d’estimer conjointement l’état et l’entrée
inconnue. Puis, on procède par dérivation numérique afin d’estimer les paramètres et de consti-
tuer un modèle dynamique de la dégradation. On déduit ainsi la dynamique du modèle global.
Finalement, le temps de vie restant peut être estimé. Les étapes de la méthodologie sont résu-
mées dans la Figure III.1.
Dans cette méthodologie, l’estimation conjointe de l’état et de l’entrée inconnue nécessite
d’être réalisée avec précision et en un temps fini. Dans ce qui suit, des observateurs de trois
types seront synthétisés dans le cas du système électromécanique. Le but est de comparer la
précision et donc la pertinence de leurs éventuelles utilisations en vue du pronostic.
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Figure III.1 – Méthodologie de pronostic
III.3.1 Synthèse de trois observateurs à entrée inconnue
Dans cette sous-section, trois méthodologies de synthèse d’observateurs à entrée inconnue
issues de la littérature sont présentées. Ces observateurs sont synthétisés pour la partie du mo-
dèle de comportement à dynamique rapide de (III.1). A la différence de l’utilisation classique de
la littérature, où la convergence est asymptotique, dans ce travail, la convergence en temps fini
est considérée. Le but est de rendre les observateurs synthétisés exploitables pour le pronostic.
Dans le reste de ce paragraphe, trois méthodologies de synthèse d’observateurs à entrée in-
connue sont introduites : un observateur linéaire, un observateur non linéaire à grand gain et un
observateur non linéaire à mode glissant. Le choix de ces types d’observateurs est motivé par le
fait qu’ils soient adaptés à l’estimation conjointe de l’état et de l’entrée inconnue.
Le reste de ce paragraphe est constitué essentiellement de trois parties. Chaque partie corres-
pond à la description d’un observateur et sera suivie d’une partie discussion sur les avantages et
les inconvénients de leur utilisation respective.
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III.3.1.1 Observateur linéaire à entrée inconnue
A. Méthodologie
Sous l’hypothèse de la linéarité de la sortie et de son indépendance, au regard de l’entrée et de
l’état de comportement à dynamique lente, une sous-classe pour f est considérée :
{
x˙ = A(φ)x+B(φ)u
y = Cx
(III.3)
où x ∈ Rn désigne l’état du système. φ ∈ Rq est une variable à dynamique lente caractérisant la
dégradation. u ∈ Rm désigne la commande et y ∈ Rp décrit la sortie du système. Les matrices
A, B, C représentent respectivement les matrices d’état, de commande et d’observation.
Sous l’hypothèse que A(φ) et B(φ) peuvent être développées sous les formes linéaires
A(φ) = A0 +
q∑
i=1
Aiφi
et
B(φ) = B0 +
q∑
i=1
Biφi
Ces hypothèses conduisent à réécrire (III.3) sous la forme suivante :
{
x˙ = A0x+B0u+∆(x, u, φ)
y = Cx
(III.4)
Dans la suite, l’hypothèse suivante est assumée.
(H5) ∆ = D∆1 où D est une matrice constante vérifiant Rang(D) = q ≤ p.
Dans cette analyse, la partie ∆ est considérée comme étant l’entrée inconnue pour le sys-
tème. La synthèse de l’observateur est similaire à celle décrite dans [77].
Sous (H5), le système (III.4) peut se réécrire sous la forme :
{
x˙ = A0x+B0u+D∆1(x, u, φ)
y = Cx
(III.5)
et il existe q colonnes indépendantes dans la matrice D. Soit D1 une matrice ∈ Mn,q com-
posée de ces q vecteurs colonnes indépendants. Pour le reste de cette section, nous assumons
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aussi l’hypothèse suivante.
(H6) La matrice CD1 est de rang plein colonne.
Soit N ∈ Mn,(n−q)une matrice, et en vertu du théorème de la base incomplète, telle que la
matrice T =
[
N D1
]
est inversible. Posons x = T−1x.
Soit aussi P une matrice de transformation non singulière telle que :
D = T−1DP−1
=
[
0n−q,n−q 0n−q,q
0q,n−q Iq,q
]
,
On pose
v(x, u, φ) = P∆1(Tx, u, φ) (III.6)
Alors
Dv(x, u, φ) =
[
0
vq
]
(III.7)
Le système (III.5) peut être réécrit sous la forme compacte suivante :


x˙1 = A11x1 + A12x2 +B1u1
x˙2 = A21x1 + A22x2 +B2u2 + vq
y = Cx
(III.8)
où x =
[
x1
x2
]
avec x1 ∈ Rn−q et x2 ∈ Rq. u =
[
u1
u2
]
est le contrôle dans les dimensions
appropriées et 

A0 = T
−1A0T
=
[
A11 A12
A21 A22
]
,
B0 = T
−1B
=
[
B1
B2
]
,
C = CT.
Sous (H6), il existe Q ∈ Mp,(p−q), la matrice U =
[
CD1 Q
]
est non singulière, alors on
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définit la transformation de sortie non singulière
y =
[
y1
y2
]
= U−1y
(III.9)
où y1 ∈ Rn, y2 ∈ Rp−q et on pose
U =
([
U1 U2
]T)−1
(III.10)
où U1 ∈Mq,p, U2 ∈ Mp−q,p.
Suite à un raisonnement simple, une partie du système (III.8) peut alors s’écrire :
{
x˙1(t) = A˜1x1(t) +B1u(t) + E1y(t)
y2(t) = C˜1x1
(III.11)
où les matrices utilisées dans (III.11) sont définies par


A˜1 = A11 − A12U1CN
E1 = A12U1
C˜1 = U2CN
A présent, sous les hypothèses que
Rang(D1) = Rang(CD1)
Rang
([
sIn−q − A¯11 −A¯12
CN CD1
])
= n, ∀s ∈ C, Re(s) ≥ 0,
(III.12)
le système défini par


˙ˆx1(t) = (A˜1 − LC˜1)xˆ1(t) +B1u(t) + (LU2 + E1)y(t)
xˆ(t) = T
[
xˆ1(t)
U1y(t)− U1CNxˆ1(t)
]
(III.13)
est un observateur à entrée inconnue pour (III.4), où L est le gain de l’observateur.
Ce type d’observateur possède une propriété de convergence asymptotique. Or, pour des
applications au pronostic, il est nécessaire d’estimer l’état de comportement à dynamique rapide
en temps fini. Ce temps fini est prédéfini comme étant t0 + τ où t0 est l’instant du début de
l’analyse et τ est la durée d’analyse.
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Ainsi, l’observateur à entrée inconnue (III.13) est adapté afin d’obtenir la propriété de
convergence en temps fini. En fait, nous considérons plutôt l’observateur suivant (voir [140]),
qui est à convergence en temps fini, et donc adapté à l’application au pronostic


z˙(t) = Fz(t) +Hy(t) +Gu(t)
q(t) = K˜
[
z(t)− eFτz(t− τ)
]
xˆ = T
[
q(t)
U1y(t)− U1CNq(t)
] (III.14)
où les matrices de l’observateur sont définies par
F =
[
A˜1 − L1C˜1 0n−q,n−q
0n−q,n−q A˜1 − L2C˜1
]
, H =
[
L1U2 + E1
L2U2 + E1
]
, S =
[
In−q
In−q
]
G =
[
B¯1
B¯1
]
, K˜ =
[
In−q 0n−q,n−q
] [
S eFτS
]−1
.
(III.15)
L’entrée inconnue est définie par :
vˆ = U1y˙ + (U1CNA11 + U1CNA12U1CN − A21 + A22U1CN)q
+(−U1CNB1 − B2)u+ (−U1CNA12U1 − A22U1)y
(III.16)
et est estimée en temps fini t0+τ . Notez que son expression contient la dérivée de la sortie y˙. On
déduit alors explicitement sa valeur en précédent par un calcul de dérivée numérique de la sortie.
D’après (III.6) et (III.16), nous avons
vˆ = P∆1(T xˆ, u, φˆ) (III.17)
Le vecteur d’état de comportement à dynamique lente de dimension q est obtenue en résolvant
un problème inverse :
vˆq = (P∆1)q,1(T xˆ, u, φˆ) (III.18)
Finalement, on en déduit le résultat suivant.
Proposition 1. φˆ est solution de l’équation (III.18) où u est connue et xˆ, vˆq sont estimés.
B. Commentaires sur l’observateur synthétisé
L’avantage de ce type d’observateur réside dans la facilité de sa synthèse. Cependant, l’estima-
tion de l’entrée inconnue nécessite un calcul de dérivée numérique de la sortie. L’estimation de
la partie de l’état à dynamique lente est ici obtenue en résolvant un problème inverse. En cas de
présence de bruit sur la sortie, cette résolution numérique pourrait poser un problème quant à la
précision du résultat obtenu, ce qui peut être une limite de l’approche présentée.
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Pour s’affranchir de la résolution d’un problème inverse, pour l’estimation de l’état de com-
portement à dynamique lente, à partir de l’entrée inconnue, le problème de l’observation est
posé différemment en synthétisant deux types d’observateurs non linéaires à entrée inconnue.
III.3.1.2 Observateur à grand gain
A. Méthodologie
Dans cette section, la méthodologie de synthèse d’observateur est décrite dans [106], basée sur
l’observateur non linéaire à grand gain [56]. Pour des raisons de clarté, les principales étapes
et les hypothèses seront rappelées. Ici, l’état de comportement à dynamique lente φ dans (III.1)
est ramené à une entrée inconnue, désignée par v.
Un modèle multi-entrées/multi-sorties pour la partie du modèle de comportement à dyna-
mique rapide du système (III.1), est supposée être décrit par :
{
x˙ = f(x, u) +G(u, s)v
y = Cx = x1
(III.19)
où x ∈ Rn désigne l’état du système. s est un signal connu borné à dérivée première bornée.
u ∈ U , ici U est défini comme l’ensemble des fonctions continues absolument 1 bornées avec
des dérivées bornées. y ∈ Rp décrit la sortie du système. C est la matrice d’observation. v ∈ Rq
est une entrée inconnue. Notez que dans ce cas, v désigne directement la dégradation.
Il est supposé que le champ de vecteurs f utilisé dans (III.19) admet la structure triangulaire
suivante :
f(x, u) =


f 1(u, x1, x2)
f 2(u, x1, x2, x3)
.
.
.
fQ−1(u, x)
fQ(u, x)


avec x =


x1
x2
.
.
.
xQ

, où xk ∈ Rnk , k = 1, . . . , Q et p = n1 ≥ n2 ≥ . . . ≥ nQ avec
∑Q
k=1
nk = n.
1. Soit A = [a, b] un intervalle et f une fonction continue sur cet intervalle dont l’intégrale est définie par
F (x) =
∫ x
a
f(t)dt. On dit que la fonction F est absolument continue sur A si, pour tout réel ǫ > 0, il existe δ > 0
tel que, pour toute suite ([an, bn]), n ∈ N de sous-intervalles de A d’intérieurs disjoints, ∑n≥0(bn − an) < δ ⇒∑
n≥0(|F (an)− F (bn)|) < ǫ
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v ∈ Rq, q ≤ p, est une entrée inconnue dont la dérivée est supposée être bornée uniformément.
Cette partition induit la structure suivante pour la matrice G :
G(u, s) =


G1(u, s)
G2(u, s)
.
.
.
GQ(u, s)


où chaque sous-matrice Gk(u, s) est de dimension nk × q. Il est supposé que G1 peut être
décomposée de la façon suivante :
G1 =
(
G11(u, s)
G12(u, s)
)
où G11(u, s) est une sous-matrice de rang plein colonne de dimension q0 × q avec q ≤ q0 ≤ p et
est telle que
(H7) G1(u, s(t)) est une matrice de rang plein colonne pour tout u ∈ U et pour tout t ≥ 0.
Et on a
Rang(CG(u, s)) = Rang(G1(u, s)) = q, ∀u ∈ U, ∀t ≥ 0.
(H8) Les fonctions fk(u, x1, x2, . . . , xk+1) sont supposées satisfaire une hypothèse (voir
[106]) qui garantit l’observabilité uniforme.
(H9) ∀(x, u) ∈ Rn × U, t ≥ 0,
Rang
(
∂f 1
∂x2
(u, x1, x2) G1(u, s)
)
= n2 + q
Sous (H7) à (H9), un observateur à grand gain conventionnel est synthétisé dans les coor-
données originelles comme suit
{
˙ˆx = f(u, xˆ) +G(u, s)vˆ +H(u, s, xˆ, x1, θ˜)(xˆ1 − x1)
˙ˆv = −θ˜2(G1(u, s))‡(xˆ1 − x1)
(III.20)
où H est une fonction régulière dépendant du système (III.19), de différentes transformations
appliquées sur (III.19) et est détaillée dans [106].
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B. Commentaires sur l’observateur synthétisé
Il est à noter que l’observateur (III.20) n’est pas à convergence en temps fini. Cependant, pour
tout ǫ > 0, un choix judicieux de θ˜ permet d’assurer que l’erreur est inférieure à ǫ et donc
"presque" en temps fini. Cet observateur permet d’estimer l’état de comportement à dynamique
rapide, avec la propriété de convergence exponentielle, dans une boule de rayon dépendant du
choix du paramètre θ˜. Théoriquement, le rayon de la boule est choisi aussi petit que désiré, il
suffit de choisir θ˜ grand. Cependant, un compromis sur le choix θ˜ est nécessaire afin d’éviter une
amplification trop forte du bruit présent sur la sortie. La relation entre le choix de la valeur θ˜ et
son effet sur la détermination de τ reste néanmoins difficile à établir. De plus, la dynamique φ˙ de
l’état de comportement à dynamique lente est directement estimée au travers de l’observateur et
seule une intégration numérique est nécessaire afin d’obtenir φ. Cet observateur peut souffrir du
phénomène de pic durant l’étape de convergence de l’observateur. Des travaux ont été consacrés
au problème de diminution de ce phénomène de pic (voir par exemple [47]).
III.3.1.3 Observateur à mode glissant
A. Méthodologie
Dans cette section, un observateur à mode glissant et à entrée inconnue est introduit ([55]). Les
principales étapes et hypothèses de synthèse de cet observateur seront rappelées.
Un modèle multi-entrées/multi-sorties pour la partie du modèle de comportement (III.1) est
supposé être décrit par : {
x˙ = f(x) +G(x)v
y = h(x)
(III.21)
où x ∈ Rn. f : Rn → Rn, G =
[
g1, g2, . . . , gp
]T
: Rn → Rn×p et h : ∈ Rn → Rp sont
des fonctions régulières sur Ω un ouvert de Rn. y, v ∈ Rp. Notez que dans ce cas, v désigne
directement la dégradation.
L’observateur est synthétisé en deux étapes. Premièrement, une transformation de coordon-
nées est appliquée de sorte à ce que la propriété et la forme canonique d’observabilité soient
obtenues par le modèle dans la nouvelle base. Deuxièmement, un observateur à mode glissant
est synthétisé dans cette nouvelle base.
Dans cette partie, les hypothèses suivantes (voir [55]) sont considérées.
(H10) Au voisinage de tout point x ∈ Ω où la distribution Γ = Span {g1, g2, . . . , gp} est
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involutive 2.
(H11) Le système décrit par (III.21) est supposé avoir un degré de vecteurs relatifs r =
(r1, r2, ..., rp), c’est-à-dire
LgjL
k
fhi(x) = 0, ∀j = 1, . . . , p, ∀k < ri − 1, ∀i = 1, . . . , p
LgjL
ri−1
f hi(x) 6= 0, pour au moins un j = 1, ..., p
(H12) La matrice
E(x) =


Lg1(L
r1−1
f h1) Lg2(L
r1−1
f h1) . . . Lgq(L
r1−1
f h1)
Lg1(L
r2−1
f h2) Lg2(L
r2−1
f h2) . . . Lgq(L
r2−1
f h2)
.
.
.
.
.
.
.
.
.
.
.
.
Lg1(L
rp−1
f hp) Lgp(L
rp−1
f hp) . . . Lgp(L
rp−1
f hp)


est non singulière.
Sous les hypothèses (H10) à (H12), et en supposant que le degré relatif total r = ∑p
i=1
ri
soit strictement inférieur à n, une transformation de coordonnées appropriées Φ(x) dans Rn
(voir [55]) peut être appliquée. La forme du changement de coordonnées est donnée par :
Φ(x) =
[{
ζ11(x), . . . , ζ
1
r1(x), . . . , ζ
p
1 (x), . . . , ζ
p
rp(x), ζr+1(x), . . . , ζn(x)
}]
(III.22)
Cela conduit à exprimer le système dans la nouvelle base de la façon suivante :
{
ξ˙i = Λiξ
i + ψi(ξ, η) + λi(ξ, η, v(t)), ∀i = 1, . . . , p
η˙ = ϕ(ξ, η)
(III.23)
où
Λi =


0 1 0 . . . 0
0 0 1 . . . 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
0 0 0 . . . 1
0 0 0 . . . 0


∈Mri×ri ,
2. La distribution Γ est dite involutive si, et seulement si, pour tout couple de champs de vecteurs gi, gj de Γ,
où i, j ∈ {1, . . . , p} et i 6= j, on a [gi, gj ] ∈ Γ
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ψi(ξ, η) =


0
.
.
.
0
Lrif hi(Φ
−1(ξ, η))vj(t)

,
et
λi(ξ, η, v(t)) =


0
.
.
.
0∑p
j=1LgjL
ri−1
f hi(Φ
−1(ξ, η))vj(t)


Étant donné que Γ est involutive, alors il est toujours possible de trouver des fonctions
ζr+1(x), . . . , ζn(x), afin de déduire la fonction ϕ(.) telle que
Lgjζi(x) = 0, ∀i = r + 1, . . . , n ∀j = 1, . . . , p (III.24)
dans un voisinage de tout point x ∈ Ω.
Il est supposé dans [55] que toutes les dynamiques internes relatives à la deuxième partie
du modèle de (III.23) sont localement asymptotiquement stables. En appliquant le difféomor-
phisme local inverse Φ−1(ξ, η), le système est réécrit dans les coordonnées originelles, soit
x = Φ−1(ξ, η) (III.25)
Finalement, l’observateur à mode glissant d’ordre supérieur pour le système (III.21), dans
les nouvelles coordonnées est décrit par :


˙ˆ
ξi1 = v
i
0
vi0 = −λ
i
0
∣∣∣ξˆi1 − yi(t)∣∣∣
ri
ri+1 sign(ξˆi1 − yi(t)) + ξˆ
i
2
˙ˆ
ξi2 = v
i
1
vi1 = −λ
i
1
∣∣∣ξˆi2 − vi0∣∣∣ ri−1ri sign(ξˆi2 − vi0) + ξˆi3
.
.
.
˙ˆ
ξiri−1 = v
i
ri−1
viri−1 = −λ
i
ri−1
∣∣∣ξˆiri−1 − viri−2∣∣∣
1
2
sign(ξˆiri−1 − v
i
ri−2
) + ξˆiri
˙ˆ
ξiri = −λ
i
ri
sign(ξˆiri − v
i
ri−1
), ∀i = 1, . . . , p
où λi0, . . . , λiri sont les gains de l’observateur et ri désigne le vecteur de degré relatif pour la
sortie yi.
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Puis les estimés exacts de l’état (en cas d’absence de bruit sur la sortie) sont disponibles en
temps fini : 

ξˆi =


ξˆi1
ξˆi2
.
.
.
ξˆiri

 , ξˆ =


ξˆ1
ξˆ2
.
.
.
ξˆp

 ∈ Rr
˙ˆη = ϕ(ξˆ, ηˆ)
(III.26)
Puis, le difféomorphisme local inverse (III.25) est appliqué, afin d’exprimer l’observateur dans
les coordonnées originelles, la forme suivante est ainsi déduite :
xˆ = Φ−1(ξˆ, ηˆ) (III.27)
Le type de convergence de l’observateur dépend du vecteur de degré relatif r. Si r =
∑p
i=1 ri <
n, la convergence de l’observateur est réalisée asymptotique. Dans le cas où r = n, la conver-
gence de l’observateur se traduit par une convergence en temps fini.
Enfin, l’estimé vˆ(t) de v(t) converge avec le même type de raisonnement pour la conver-
gence que celui introduit pour le vecteur de degré relatif :
vˆ(t) = E−1(Φ−1(ξˆ, ηˆ))




˙ˆ
ξ1r1
˙ˆ
ξ2r2
.
.
.
˙ˆ
ξprp

−


Lr1f h1(Φ
−1(ξˆ, ηˆ))
Lr2f h2(Φ
−1(ξˆ, ηˆ))
.
.
.
L
rp
f hp(Φ
−1(ξˆ, ηˆ))



 (III.28)
B. Commentaires sur l’observateur synthétisé
Cet observateur possède, et en vue de l’application au pronostic, une caractéristique intéres-
sante. Plus précisément, l’estimation exacte de l’état est effectuée en temps fini. De plus, il
possède une insensibilité au regard de l’effet de l’entrée inconnue. Cependant, le phénomène
de "chattering" classique inhérent à la méthodologie du mode glissant est présent, nécessitant
le déploiement d’une stratégie de filtrage afin de diminuer l’effet de ce phénomène. Enfin, l’ap-
plication de cet observateur pour le pronostic nécessite un filtrage pour atténuer les effets de
"chattering" ainsi que le calcul d’une dérivée numérique de l’entrée inconnue.
III.3.2 Technique d’identification
L’objectif de cette sous-section est d’identifier les paramètres inconnus du modèle du sys-
tème à dynamique lente dont la structure est supposée connue à priori.
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Sous l’hypothèse que la dynamique de la dégradation possède une forme polynomiale, il
vient que
ǫg(xˆ, φˆ) = P (xˆ, φˆ). (III.29)
Plus précisément, nous avons P = (P1, . . . , Pq)T où Pj , j = 1, . . . , q sont définis par :
Pj(xˆ, φˆ) =
∑
∑q
j=1 pj ≤Mφˆ∑n
i=1 li ≤ Mxˆ
b
p1,...,pq,j
l1,...,ln
xˆl11 , ..., xˆ
ln
n φˆ
p1
1 , ..., φˆ
pq
q
(III.30)
où bp1,...,pq,jl1,...,ln ∈ R et Mxˆ, Mφˆ sont deux entiers représentant les puissances maximales du poly-
nôme relativement à xˆ et φˆ.
La détermination des paramètres inconnus bp1,...,pq,jl1,...,ln de la dynamique de dégradation est
réalisée à travers la résolution d’un problème d’optimisation par minimisation de l’erreur qua-
dratique, définie par
b
p1,...,pq,j
l1,...,ln
= Argmin
(
˙ˆ
φ− P (φˆ, xˆ)
)2
(III.31)
Pour calculer le temps de vie restant, on procède comme décrit dans la section II.2.4.5.
III.3.3 Évaluation des performances
L’évaluation des performances de la méthodologie de pronostic est basée sur cinq critères
de précision. Ces critères concernent la précision :
– de l’estimé de l’état de comportement à dynamique rapide xˆ en temps fini par rapport à
sa référence.
– de l’estimé de l’état de comportement à dynamique lente φˆ en temps fini par rapport à sa
référence.
– de l’estimé de la dynamique ˙ˆφ par rapport à sa référence en temps fini.
– des paramètres du modèle de comportement estimé de la dégradation.
– des prédictions du temps de vie restant. Pour évaluer les performances de ces prédictions
parmi les quatre métriques développées dans la sous-section I.4.4.5 pouvant être utilisées,
la performance α− λ est retenue.
Remarque 9. La performance α−λ nécessite d’être simplement définie et calculée par rapport
à la notion de contrainte temporelle Tp, notion introduite dans ce travail pour définir le concept
de pronostic.
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III.4 Application à l’oscillateur électromécanique
Cette section est dédiée à l’application de la méthodologie décrite dans la section III.3 sur
un oscillateur électromécanique décrit par :


x˙1 = x2
x˙2 = −µx2 − (1− α1)x1 + u− α3x
3
1−
K(x1 − λ)
(1 +K(x1 − λ)2)2
ψ2
ψ˙ = (1 +K(x1 − λ)
2)
(
φ−
[
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
+ r
]
ψ
)
φ˙ = −ǫψ(1 + γ(φ− η)2)
y1 = x1
y2 = ψ
(III.32)
Dans ce chapitre, le cas où L(φ) = −(1 − α1) décrit dans (II.30) est considéré pour illustrer la
méthodologie de pronostic. Les deux autres cas de L(φ) pourront être déduits par un raisonne-
ment analogue.
La première étape consiste à synthétiser les trois observateurs à entrée inconnue (III.14),
(III.20) ou (III.26) et à comparer les résultats d’estimation obtenus. Puis, à partir des estimés
et pour chaque observateur, les paramètres de la dynamique de dégradation seront identifiés.
Enfin, une prédiction du temps de vie restant pour chaque modèle de comportement est réalisée
et les résultats de prédiction seront comparés selon les critères d’évaluation des performances
définis précédemment.
III.4.1 Observateur linéaire
III.4.1.1 Synthèse
Sous (H5) et (H6), un observateur linéaire à entrée inconnue est synthétisé comme décrit
dans le paragraphe III.3.1.1. Dans le cas présent, la méthodologie est appliquée seulement sur
l’état réduit (x1, x2) représentant la partie linéaire du modèle considéré. L’expression de l’entrée
inconnue est donnée par :
∆(x, u, φ) =

 0
−α3x
3
1 −
K(x1 − λ)
(1 +K(x1 − λ)2)2
ψ2

 (III.33)
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Les matrices définies dans (III.5) sont données par :
C =
[
1 0
0 1
]
, D =
[
0 0
0 1
]
.
D est directement obtenue sous la forme recherchée, alors les matrices T et P sont par consé-
quent définies par des matrices identités de dimensions appropriées.
Après avoir réalisé un placement de pôles approprié, les matrices de synthèse de l’observa-
teur (III.14) sont données par :
U−1 =
[
1 1
1 0
]
, F =
[
−5 0
0 −4
]
, H =
[
5 1
4 1
]
, G =
[
0
0
]
, S =
[
1
1
]
et K˜ =
[
10.5 −9.5
]
.
L’estimation de l’entrée inconnue est calculée numériquement à partir de (III.16). L’état
estimé ψˆ est déduit à partir de la résolution du problème inverse à partir de (III.18), comme
suit :
ψˆ =
(
|
(1 +K(xˆ1 − λ)
2)2
xˆ1 − λ
(
α3xˆ
3
1 + vˆq
)
|
)1/2
(III.34)
III.4.1.2 Résultats de simulation
La résolution de problème inverse soulève des problèmes de précision en cas de présence
de bruit sur la sortie, de perturbation ou d’incertitude. Pour des raisons de simplicité, aucune
présence de bruit n’est considérée.
Le choix de la commande u(t) = fcos(Ωt) créé des points de singularité en nombre fini
lorsque xˆ1(t)− λ = 0, qui se retrouve dans l’estimé de l’entrée inconnue. Ces points de singu-
larité sont remplacés ainsi que leur voisinage par de nouveaux points calculés par un algorithme
d’interpolation.
La convergence de l’observateur en temps fini est fixée par τ = 0.1. Les estimations de l’état
du système et de l’entrée inconnue convergent en temps fini τ , comme décrit dans les Figures
III.2, III.3 et III.4. Après résolution du problème inverse, l’estimé de l’état de comportement
à dynamique rapide ψ converge en temps fini τ comme illustré dans la Figure III.5. Ensuite,
une dérivée numérique ψ˙ est calculée avec un degré de précision élevé. L’expression de l’état
de comportement à dynamique lente φˆ est déduite à partir de (III.16) et est représentée dans la
Figure III.6. Enfin, la dérivée numérique de ˙ˆφ est calculée et est illustrée dans la Figure III.7.
A partir de ces estimés, les paramètres du modèle de comportement à dynamique lente sont
identifiés et un pronostic est réalisé (voir III.4.5), pour l’ensemble des estimés au travers des
différents observateurs.
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Figure III.2 – Estimé xˆ1 de l’état x1
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Figure III.3 – Estimé xˆ2 de l’état x2
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Figure III.4 – Estimé vˆ de l’entrée inconnue v
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Figure III.5 – Estimé ψˆ de l’état ψ
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Figure III.6 – Estimé φˆ de l’état φ
Figure III.7 – Estimé ˙ˆφ de φ˙
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III.4.2 Observateur à grand gain et à entrée inconnue
III.4.2.1 Synthèse
Sous (H7) et (H9), un observateur non linéaire à grand gain à entrée inconnue est synthétisé
comme décrit dans III.3.1.2. Les états (x1, ψ) sont supposés être mesurés, donc p = 2 et la
dimension de la variable de dégradation est égale à q = 1.
La condition de
Rang(G1) = Rang
(
0
1 +K(x1 − λ)
2
)
= 1
est vérifiée et la matrice G est définie dans (III.19) par
G =


0
0
1 +K(x1 − λ)
2

 ,
ce qui induit les partitions suivantes pour (III.19).
x =
(
x1
x2
)
, x1 =
(
ψ
x1
)
, x2 = x2 (III.35)
et
f(x) =
(
f 1(x1, x2)
x2
)
,
f 1(x1, x2) =


−µx2 − (1− α1x1 + u− α3x
3
1−
K(x1 − λ)
(1 +K(x1 − λ)2)2
ψ2
(1 +K(x1 − λ)
2)
(
φ−
[
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
+ r
]
ψ
)


(III.36)
Tout d’abord, on procède à la vérification des hypothèses (H7) à (H9). Un raisonnement simple
montre que (H7) à (H8) sont vérifiées, il reste à vérifier (H9).
Nous avons
Rang
(
∂f 1(x, u)
∂x2
)
= Rang
(
−µ
−(1 +K(x1 − λ)
2)2
)
= 1
(III.37)
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Maintenant,
Rang
(
∂f 1(x, u)
∂x2
G1(u, s)
)
= Rang
(
−µ 0
−(1 +K(x1 − λ)
2)2 (1 +K(x1 − λ)
2
)
= 2
(III.38)
Finalement, l’hypothèse (H9) est bien vérifiée.
Puisque les hypothèses (H7) à (H9) sont vérifiées alors, et en utilisant (III.20), un observa-
teur à grand gain et à entrée inconnue est donné par

˙ˆx1 = xˆ2 − 2θ˜1(xˆ1 − y1)
˙ˆx2 = (α1 − 1)xˆ1 − µxˆ2 + u−
K(xˆ1 − λ)ψˆ
2
(1 +K(xˆ1 − λ)2)2
−α3xˆ
3
1 − θ˜
2
2(xˆ1 − y1)
˙ˆ
ψ = (1 +K(xˆ1 − λ)
2)(φˆ−
(2K(λ− xˆ1)xˆ2)
(1 +K(xˆ1 − λ)2)2
+ r)ψˆ
−2θ˜1(ψˆ − y2)
˙ˆ
φ =
−θ˜21(ψˆ − y2)
(1 +K(y1 − λ)2)
(III.39)
III.4.2.2 Résultats de simulation
Les valeurs utilisées pour les résultats de simulation sont données dans le Tableau III.1.
En cas de présence de bruit sur la sortie, les estimés de l’état de comportement à dynamique
Signal ou paramètre Valeur associée
Absence de bruit sur la sortie
θ˜1 1000
θ˜2 1000
Présence de bruit sur la sortie
Caractéristique du bruit sur y1 N(0, 10−2)
Caractéristique du bruit sur y2 N(0, 10−3)
θ˜1 100
θ˜2 100
Tableau III.1 – Valeurs numériques liées à l’observateur à grand gain
rapide sont présentés dans les Figures III.8, III.9, III.10. On constate que ces estimations sont
de bonne qualité. Les paramètres donnés dans le Tableau III.1 sont fixés de sorte à obtenir la
convergence de l’état approximativement au temps τ . La dynamique de l’erreur d’observation
décroît ici de manière exponentielle. Après avoir réalisé un traitement numérique de lissage,
l’état de comportement à dynamique lente ainsi que sa dynamique sont estimés et présentés dans
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les Figures III.11 et III.12. A partir de ces estimés, les paramètres du modèle de comportement
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Figure III.8 – Estimé xˆ1 de l’état x1
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Figure III.9 – Estimé xˆ2 de l’état x2
à dynamique lente sont ainsi identifiés.
III.4.3 Observateur à mode glissant
III.4.3.1 Synthèse
Dans cette sous-section, le raisonnement de synthèse d’un observateur à mode glissant à en-
trée inconnue, présenté en III.3.1.3, est suivi. Deux états de comportement à dynamique rapide
sont mesurés ; à savoir h1(x) = x1 et h2(x) = ψ.
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Figure III.10 – Estimé ψˆ de l’état ψ
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Figure III.11 – Estimé φˆ de l’état φ
Figure III.12 – Estimé ˙ˆφ de φ˙
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Les degrés relatifs pour chaque sortie sont donnés par


h1(x) = x1
Lgh1(x) = 0
LgLfh1(x) = 0
LgL
2
fh1(x) 6= 0
h2(x) = ψ
Lgh2(x) = 0
LgLfh2(x) 6= 0
(III.40)
Le degré relatif r1 associé à la sortie h1(x) = x1 est égal à 3. Le degré relatif r2 associé à la
sortie h2(x) = ψ est égal à 2.
De plus, les hypothèses (H11) et (H12) sont vérifiées. Sous ces hypothèses, la transformation
de coordonnées suivantes existe et est donnée par :


ξ1
ξ2
ξ3

 =


h1(x)
Lfh1(x)
h2(x)

 =


x1
x2
ψ

 (III.41)
c’est à dire que dans ce cas, il n’y a pas de transformation.
Enfin, l’observateur à mode glissant à entrée inconnue est synthétisé sous la forme :


˙ˆx1 = v
1
0
v10 = −λ
1
0 |xˆ1 − y1(t)|
2
3 sign(xˆ1 − y1(t)) + xˆ2
˙ˆx2 = v
1
1
v11 = −λ
1
1
∣∣xˆ2 − v10∣∣ 12 sign(xˆ2 − v10) + ˙ˆx2
¨ˆx2 = −λ
1
2sign(
˙ˆx2 − v
1
1)
˙ˆ
ψ = v20
v20 = −λ
2
0
∣∣∣ψˆ − y2(t)∣∣∣ 12 sign(ψˆ − y2(t)) + ˙ˆψ
¨ˆ
ψ = −λ21sign(
˙ˆ
ψ − v20)
φˆ =
1
1 +K(xˆ1 − λ)2
(
(
˙ˆ
ψ + (1 +K(xˆ1 − λ)
2)
(
2K(λ− xˆ1)xˆ2
(1 +K(xˆ1 − λ)2)2
+ r
)
ψˆ
)
(III.42)
III.4.3.2 Résultats de simulation
Les valeurs utilisées pour les résultats de simulation sont données dans le Tableau III.2.
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Signal ou paramètre Valeur associée
Présence de bruit sur la sortie
λ10 10
λ11 10
λ12 25
λ20 10
λ21 25
Caractéristique du bruit sur y1 N(0, 10−2)
Caractéristique du bruit sur y2 N(0, 10−3)
Tableau III.2 – Valeurs numériques liées à l’observateur à mode glissant
En cas de présence de bruit sur la sortie, les estimés de l’état de comportement à dynamique
rapide sont présentés dans les Figures III.13, III.14, III.15. Ces estimations sont de bonne qua-
lité. Les paramètres utilisés pour la simulation sont donnés dans le Tableau III.2. Dans le cas de
présence de bruit sur les sorties, les estimés de l’état de comportement à dynamique lente et le
calcul de sa dérivée numérique sont présentés dans les Figures III.16 et III.17.
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Figure III.13 – Estimé xˆ1 de l’état x1
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Figure III.14 – Estimé xˆ2 de l’état x2
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Figure III.15 – Estimé ψˆ de l’état ψ
Figure III.16 – Estimé φˆ de l’état φ après traitement numérique
Figure III.17 – Estimé ˙ˆφ de l’état φ˙ après traitement numérique
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III.4.4 Dérivée numérique : outil et problème
Dans ce travail, et comme généralement en automatique, il est supposé que l’on dispose
de certaines mesures. Cependant, dans notre démarche en vue du pronostic, il est nécessaire
de connaître les dérivées des mesures. Pour ce faire, et comme on ne dispose pas de la forme
analytique des mesures, on procède par une dérivée numérique.
Ce type de calculs peut faire apparaître un certain nombre de problèmes de précision non
négligeable sur l’estimé. Ainsi, cette problématique a attiré l’intérêt de certains auteurs [53]
et [112]. Ces auteurs ont proposé une méthodologie pour calculer avec précision la dérivée
numérique d’un signal bruité. Le dérivateur numérique proposé est basé sur un calcul itératif
d’intégrales possédant les propriétés d’un filtre passe-bas, atténuant ainsi l’effet du bruit. Dans
le reste de cette sous-section, le dérivateur numérique présenté dans [112] est appliqué dans le
cadre de simulation. Plus précisément, cette dérivation numérique est du premier ordre. Dans la
suite, on rappelle la forme principale.
Considérons y(t) un signal supposé être bruité. L’estimation de la dérivée numérique du
premier ordre de ce signal est calculée sur une fenêtre temporelle de longueur T . Il est à noter
que son calcul introduit un délai de traitement τ > 0. Dans ce qui suit, on note cette estimation
par ˆ˙y(τ ; κ, µ), où κ, µ représentent des paramètres à ajuster.
Dans ce travail, et afin d’éviter des problèmes de causalité et de proposer une solution en
vue d’application temps réel, l’estimation de la dérivée numérique du premier ordre est définie
par :
ˆ˙y(τ ; κ, µ) = ((κ+ 3)− (µ+ κ+ 5)τ1)¯˙y(τ, κ, µ+ 1)
+(1− ((κ+ 3)− (µ+ κ + 5)τ1))¯˙y(τ, κ+ 1, µ)
(III.43)
où
¯˙y(τ ; κ, µ) =
µ+ 2
T
(µ+ κ + 3)!
(µ+ 2)!(κ+ 1)!
∫ 1
0
p(τ)τκ(1− τ)µy(Tτ)dτ
avec
p(τ) = (µ+ κ+ 2)τ − (κ+ 1).
En outre, un choix optimal des paramètres τ1, κ, µ peut être obtenu ([112]).
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III.4.5 Estimation des paramètres de la dynamique lente
Le modèle de comportement à dynamique lente est décrit par l’équation différentielle sui-
vante :
˙ˆ
φ = −ǫˆψˆ(1 + γˆ(φˆ− ηˆ)2)
En développant, on obtient
˙ˆ
φ = aψˆφˆ2 + bψˆφˆ+ cψˆ (III.44)
avec 

a = −ǫˆγˆ
b = 2ǫˆηˆγˆ
c = −ǫˆ(1 + ηˆ2γˆ)
(III.45)
où a, b, c sont trois coefficients inconnus à identifier.
Un algorithme des moindres carrés permet d’identifier les coefficients a, b, c en résolvant le
problème de minimisation de l’erreur d’estimation définie par III.3.2.
En discrétisant et en considérant le temps à l’instant k, on définit la matrice suivante
M =


ψˆ(1)φˆ(1)2 ψˆ(1)φˆ(1) ψˆ(1)
.
.
.
.
.
.
.
.
.
ψˆ(k)φˆ(k)2 ψˆ(k)φˆ(k) ψˆ(k)

 (III.46)
et en déduisant que 
 ab
c

 = (MTM)−1MT


˙ˆ
φ(1)
.
.
.
˙ˆ
φ(k)

 (III.47)
Puis, les paramètres ǫˆ, γˆ, ηˆ du modèle de comportement à dynamique lente sont déduits à partir
des relations suivantes : 

ηˆ =
−b
2a
ǫˆ = aηˆ2 − c
γˆ = −
c+ ǫˆ
ǫˆηˆ2
(III.48)
Étant donné que l’état de comportement à dynamique lente est estimé au travers des me-
sures de la dérive de l’état de comportement à dynamique rapide, il est nécessaire de procéder
à un rééchantillonnage des estimés de xˆ, φˆ et ˙ˆφ, afin d’identifier les paramètres du modèle de
comportement à dynamique lente.
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En supposant que le ratio des échelles dynamiques ǫ ne soit pas connu, à priori, pour estimer
le taux auquel il est nécessaire d’échantillonner de nouveau les estimés, une méthode statistique
introduite dans [54] peut être appliquée pour résoudre ce problème. Basée sur l’analyse de série
temporelle d’un signal, une mesure de corrélation statistique est calculée entre chaque donnée
échantillonnée, pour calculer le degré de dépendance des échantillons entre eux. Ainsi, un nou-
veau taux d’échantillonnage peut ainsi être déterminé afin de ne conserver que des échantillons
ayant un degré de dépendance inférieur à un seuil donné.
A présent, les résultats de l’identification des paramètres du système sont présentés pour les
deux observateurs non linéaires, sans présence de bruit sur la sortie, pour un horizon de temps
d’analyse Ip = [0, 15mn] 3. Les estimations des paramètres ǫ, η, γ obtenues avec l’observateur
à grand gain sont données dans le Tableau III.3.
Paramètre Valeur
ǫˆ 5.5946.10−4
ηˆ 10.5523
γˆ 0.9901
Tableau III.3 – Identification des paramètres pour l’observateur à grand gain
Les estimations des paramètres, obtenues avec l’observateur à mode glissant, sont données
dans le Tableau III.4. Pour conclure, les paramètres du modèle SNLETM sont estimés sur l’ho-
Paramètre Valeur
ǫˆ 5.0559.10−4
ηˆ 10.4775
γˆ 1.0462
Tableau III.4 – Identification des paramètres pour l’observateur à mode glissant
rizon de temps d’analyse [T0, Tp] qui sera utilisé pour réaliser une prédiction du temps de vie
restant sur l’intervalle ]Tp,+∞[.
III.4.6 Prédictions du temps de vie restant
A partir des observations et des estimés obtenus sur l’horizon de temps d’analyse [T0, Tp],
une prédiction du temps de vie restant est réalisée sur l’horizon de temps ]Tp,+∞[. Cette pré-
diction est réalisée sur la base de la connaissance, à priori, d’un modèle de conditions opé-
rationnelles futures, sur ce dernier horizon. L’objectif est de déterminer le temps d’apparition
d’une défaillance Td sur le système. Ces prédictions ont été calculées en simulation à partir des
estimés des trois types d’observateurs et sont représentées dans les Figures III.18, III.19, III.20.
3. mn désigne minutes
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Dans ces figures, différents horizons de temps d’analyse Ip et leurs influences sur les prédictions
ont été représentés.
Dans le reste de ce sous-paragraphe, il est supposé que le seuil de tension critique soit
défini à +5V. Lorsque la tension d’alimentation atteint +5V, le système entre dans un état de
fonctionnement anormal et une défaillance survient à l’instant Td. Le temps de vie restant est
calculé sur l’horizon de temps de vie restant TRUL = Td − Tp où Tp est le temps auquel une
prédiction est réalisée. Les résultats de pronostic sont présentés dans des tableaux et calculés à
partir de cette définition. Les pronostics à base de l’observateur linéaire à entrée inconnue sont
présentés dans la Figure III.11, pour différents horizons de temps d’analyse Ip. Un tableau de
synthèse du pronostic obtenu est donné III.5, pour l’horizon de temps d’analyse Ip = [0, 25mn].
Les pronostics obtenus relativement lors de l’utilisation des autres observateurs sont présentés
dans les Figures III.19 et III.20. Un tableau récapitulatif des résultats de prédiction est présenté
respectivement dans les Tableaux III.6 et III.7 pour Ip = [0, 15mn].
Figure III.18 – Pronostic à base de l’observateur linéaire à entrée inconnue
En règle générale, l’augmentation de l’étendue de l’horizon de temps d’analyse améliore
l’identification des paramètres du modèle de comportement à dynamique lente, et la perfor-
mance des pronostics obtenus. Les pronostics réalisés à partir de l’observateur linéaire à entrée
inconnue sont moins performants que ceux fournis par les pronostics basés sur les observateurs
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Figure III.19 – Pronostic à base de l’observateur à grand gain à entrée inconnue
Figure III.20 – Pronostic à base de l’observateur à mode glissant à entrée inconnue
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Absence de bruit sur la sortie
TRUL de référence TRUL estimé % Erreur relative
64.2-25=39.2 67.5-25=42.5 8.4
Tableau III.5 – Résumé des prédictions du temps de vie restant Ip = [0, 25mn]
Absence de bruit sur la sortie
TRUL de référence TRUL estimé % Erreur relative
64.2-15=49.2 63.4-15=48.4 1.6
Présence de bruit sur la sortie
TRUL de référence TRUL estimé % Erreur relative
64.2-15=49.2 66.5-15=51.5 4.7
Tableau III.6 – Résumé des prédictions du temps de vie restant pour Ip = [0, 15mn]
Absence de bruit sur la sortie
TRUL de référence TRUL estimé % Erreur relative
64.2-15=49.2 69-15=54 10
Présence de bruit sur la sortie
TRUL de référence TRUL estimé % Erreur relative
64.2-15=49.2 53.5-15=38.5 21
Tableau III.7 – Résumé des prédictions du temps de vie restant pour Ip = [0, 15mn]
non linéaires à entrée inconnue, au regard de la précision des prédictions réalisées.
Par rapport aux résultats présentés dans les Tableaux III.6 et III.7, pour chaque observateur,
la meilleure performance du pronostic a été obtenue à horizon de temps d’analyse équivalent,
au travers des estimés issus de l’observateur à grand gain à entrée inconnue. En effet, la pré-
cision des prédictions réalisées par rapport à l’horizon de temps d’analyse est plus élevée. La
prédiction du temps de vie sur l’application considérée permet d’anticiper l’apparition d’une
défaillance sur un horizon de temps de 48.2 minutes. Ces performances de pronostic sont liées
au fait, que le calcul d’une dérivée numérique pour estimer la dynamique de l’état à compor-
tement à dynamique lente ˙ˆφ, n’est pas requise avec l’utilisation de l’observateur à grand gain
et à entrée inconnue, comme explicité dans III.3.1.2. Les pronostics réalisés à partir des esti-
més de l’observateur à mode glissant sont moins performants, car le phénomène de "chattering"
décrit dans III.3.1.3, notamment en présence de bruit, diminue la qualité de l’estimation de la
dynamique de la dégradation ˙ˆφ. Ce qui a pour conséquence, de diminuer ainsi la précision de
l’identification des paramètres du modèle de dégradation.
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III.5 Vecteur de dégradation d’ordre supérieur
Le but de cette section est de discuter sur l’application de la méthodologie de pronostic,
dans le cas où la dimension du vecteur de dégradation est supérieure à 1. Ici, l’exemple de
l’oscillateur électromécanique alimenté par deux batteries est considéré :


x˙1 = x2
x˙2 = −µx2 − (1− α1)x1 + u− α3x
3
1−
K(x1 − λ1)
(1 +K(x1 − λ1)2)2
ψ21
−
K(x1 + λ2)
(1 +K(x1 + λ2)2)2
ψ22
ψ˙1 = (1 +K(x1 − λ1)
2)
(
φ1 −
(
2K(λ1 − x1)x2
(1 +K(x1 − λ1)2)2
+ r
)
ψ1
)
ψ˙2 = (1 +K(x1 + λ2)
2)
(
φ2 −
(
2K(−λ2 − x1)x2
(1 +K(x1 + λ2)2)2
+ r
)
ψ2
)
φ˙1 = −ǫ1ψ1(1 + γ1(φ1 − η1)
2)
φ˙2 = −ǫ2ψ2(1 + γ2(φ2 − η2)
2)
y = [x1 ψ1 ψ2]
T
(III.49)
L’application de la méthodologie ne sera réalisée qu’en synthétisant un observateur à grand
gain à entrée inconnue, ayant fourni les meilleures performances (cf. III.4.6).
III.5.1 Synthèse de l’observateur
Sous (H7) à (H9), un observateur à grand gain à entrée inconnue est synthétisé sous la forme

˙ˆx1 = xˆ2 − 2θ˜2(xˆ1 − y1)
˙ˆx2 = (α1 − 1)xˆ1 − µxˆ2 + u−
K(xˆ1 − λ)ψˆ1
2
(1 +K(xˆ1 − λ)2)2
−
K(xˆ1 + λ)ψˆ2
2
(1 +K(xˆ1 + λ)2)2
− α3xˆ
3
1 − θ˜
2
2(xˆ1 − y1)
˙ˆ
ψ1 = (1 +K(xˆ1 − λ)
2)(φˆ1 −
(2K(λ− xˆ1)xˆ2)
(1 +K(xˆ1 − λ)2)2
+ r)ψˆ1−2θ˜1(ψˆ1 − y2)
˙ˆ
ψ2 = (1 +K(xˆ1 + λ)
2)(φˆ2 −
(2K(−λ− xˆ1)xˆ2)
(1 +K(xˆ1 + λ)2)2
+ r)ψˆ2−2θ˜1(ψˆ2 − y3)
˙ˆ
φ1 =
−θ˜21(1 +K(y1 − λ)
2)(ψˆ1 − y2)
(1 +Ky21 − 2Ky1λ+Kλ
2)2
˙ˆ
φ2 =
−θ˜21(1 +K(y1 + λ)
2)(ψˆ2 − y3)
(1 +Ky21 + 2Ky1λ+Kλ
2)2
(III.50)
100
III.5. Vecteur de dégradation d’ordre supérieur
III.5.2 Prédictions obtenues du temps de vie restant
Par un raisonnement analogue à la méthodologie de pronostic présentée précédemment,
l’observateur fournit des estimés nécessaires aux prédictions du temps de vie restant. Puis, ces
dernières sont évaluées et sont représentées sur les Figures III.21 et III.22. A partir de ces
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Figure III.21 – Estimation de la tension de la batterie 1
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Figure III.22 – Estimation de la tension de la batterie 2
estimés, l’état φ2 atteint en premier le niveau de tension d’alimentation critique. Le résultat du
pronostic pour ce cas est donné dans le Tableau III.8. Finalement, la méthodologie de pronostic
TRUL de référence TRUL estimé % Erreur relative
63.6-15=48.6 63.3-15=48.3 0.6
Tableau III.8 – Résumé des prédictions du temps de vie restant pour Ip = [0, 15mn]
proposée s’applique pour les cas où la dimension du vecteur de dégradation est supérieure à 1.
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III.5.3 Remarque
La prédiction du temps de vie restant d’un système est réalisée par des simulations numé-
riques. Cela implique des masses de données à traiter et des temps de traitement élevés. La
masse de données peut être réduite en utilisant des approches statiques d’analyse de série tem-
porelle, comme par exemple [54]. Le pronostic nécessiterait le développement d’algorithmes
d’analyse de séries temporelles, destiné à optimiser la capacité de stockage d’information et le
temps de traitement nécessaire pour estimer le temps de vie restant.
III.6 Conclusion
Ce chapitre a permis d’introduire une méthodologie de pronostic à base d’observateurs à en-
trée inconnue. Pour ce faire, trois types d’observateurs à entrée inconnue ont été synthétisés. Les
estimés de ces observateurs ont été utilisés pour l’estimation des paramètres de la dynamique de
dégradation. Puis, des prédictions du temps de vie restant ont été réalisées en comparaison des
résultats obtenus sur la simulation d’un modèle d’oscillateur électromécanique. Les prédictions
les plus performantes ont été obtenues au travers de l’observateur non linéaire à grand gain et à
entrée inconnue. En effet, un calcul de dérivée numérique n’étant pas nécessaire pour l’estima-
tion de l’entrée inconnue, a permis d’améliorer les prédictions du temps de vie restant.
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CHAPITRE IV
Pronostic par utilisation de modèles
incertains
"La connaissance progresse en intégrant en elle l’incertitude, non en l’exorcisant."
Edgar Morin
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IV.1 Introduction
Ce chapitre est dédié au pronostic, à base de modèles, en tenant compte des incertitudes
de modélisation et des perturbations inhérentes à la réalité. L’intérêt de la prise en compte des
incertitudes et des perturbations concerne l’amélioration des performances du pronostic. Plus
précisément, l’objectif de ce chapitre est de proposer une stratégie de pronostic, par utilisation
de systèmes non linéaires incertains à échelle de temps multiple (SNLIETM) :


x˙ = f(x, φ, u, p)
φ˙ = ǫg(φ, x, θ)
y = Cx+ ω
(IV.1)
où x ∈ Rn désigne l’état du système, une variable supposée à dynamique rapide. φ ∈ Rq est
une variable à dynamique lente caractérisant la dégradation. u ∈ Rm désigne la commande et
y ∈ Rr décrit la sortie du système. p est le vecteur des paramètres incertains. θ désigne les
paramètres de g. ǫ représente le ratio des échelles entre les dynamiques rapide et lente avec
0 < ǫ≪ 1. C désigne la matrice d’observation. ω est une perturbation. f , g sont des fonctions
régulières de bonne dimension.
Pour ce faire, l’analyse sera fondée sur la synthèse d’observateurs par intervalle (voir par
exemple [70]). Pour illustrer la pertinence de cette méthodologie de pronostic, des résultats de
simulation seront présentés.
Cette nouvelle stratégie de pronostic est établie sous l’hypothèse que les incertitudes et les
perturbations sont bornées. Le but de ce travail est d’estimer des bornes supérieure et inférieure
de la partie de l’état non mesurée et de l’entrée inconnue, représentant dans cette analyse la
dégradation. Ainsi, deux modèles de la borne supérieure et inférieure de l’état de dégradation
sont estimés par intervalle. Finalement, les prédictions du temps de vie restant sont calculées
en exploitant le modèle SNLIETM identifié par intervalle et en utilisant une méthode de calculs
d’espace atteignable.
Dans la littérature, des méthodologies de synthèse d’observateurs par intervalle ont été dé-
veloppées pour les systèmes incertains (voir par exemple [123] et [124]). Des observateurs
par intervalle ont été conçus pour les systèmes possédant la propriété de monotonicité et sont
synthétisés pour les modèles de systèmes biologiques ([14] et [124]). Finalement, la synthèse
d’observateurs par intervalle peut être fondée sur des estimations d’ensemble ellipsoïdal ([94]),
sur des estimations d’ensemble parallèlotopiques ([62] et [142]), sur l’analyse par intervalle
([82] et [83]), ou encore par construction de deux observateurs pour chacune des bornes supé-
rieure et inférieure de l’état à estimer ([123] et [144]).
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D’une façon générale, les observateurs par intervalle sont conçus avec les propriétés conjointes
de stabilité et de coopérativité [152]. L’objectif est de fournir des enveloppes du comportement
de l’état non mesuré. Ces enveloppes sont déterminées à partir de la connaissance à priori des
bornes de la condition initiale, des incertitudes de modélisation et des perturbations du système.
La principale limite de la synthèse d’observateurs par intervalle est l’obtention des propriétés
conjointes de stabilité et de coopérativité. Des travaux récents (voir par exemple [110], [111])
proposent des résultats sur la détermination d’un changement de coordonnées dépendant du
temps, pour assurer ces deux propriétés.
Ce chapitre est organisé de la façon suivante. Le premier paragraphe introduit la méthodolo-
gie de pronostic pour les SNLIETM. Dans un second paragraphe, l’estimation des paramètres de
la dynamique de dégradation est réalisée. Puis, le temps de vie restant est estimé par intervalle.
Pour cela, le calcul d’espace atteignable est utilisé. Enfin, un dernier paragraphe illustre la perti-
nence des résultats obtenus, à travers des simulations sur un modèle décrivant le comportement
d’un oscillateur électromécanique.
IV.2 Description de la méthodologie
IV.2.1 Résumé de l’approche
La méthodologie de pronostic proposée se décline en trois étapes. Premièrement, un obser-
vateur à entrée inconnue par intervalle est conçu, afin de fournir des enveloppes du compor-
tement de l’état et de l’entrée inconnue. La reconstruction de la partie inconnue par intervalle
permet d’obtenir les bornes de la trajectoire de l’état de comportement à dynamique lente. Puis,
à partir de ces estimés, deux modèles traduisant le comportement séparément des bornes supé-
rieure et inférieure de l’état de comportement à dynamique lente sont construits. Il est à noter
que les paramètres de ces modèles sont estimés par intervalle. Finalement, les prédictions du
temps de vie restant sont estimées par intervalle et en utilisant une méthode de calculs d’espace
atteignable. Les étapes de la méthodologie proposée sont résumées dans la figure IV.1.
La démarche consiste à combiner la synthèse d’observateur et l’estimation des espaces ac-
cessibles. L’estimation de l’espace accessible est réalisée en temps fini. Il s’agit de déterminer
l’instant où la trajectoire atteint l’ensemble des états à fonctionnement normal. Il est à no-
ter que cet ensemble est défini à partir du comportement de la variable de dynamique lente.
Dans cette démarche, l’espace accessible est calculé uniquement pour la partie non estimée.
Le but est d’optimiser l’estimation de l’espace accessible qui, de par les calculs effectués par
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Figure IV.1 – Description de la stratégie de pronostic
des algorithmes d’accessibilité, peut rapidement saturer. Il convient de préciser, et à cause des
algorithmes d’estimations numériques des espaces accessibles, que la démarche peut conduire
à des prédictions pessimistes, dans le sens où l’estimation du RUL est forcément inférieure à sa
valeur réelle.
L’objectif de la synthèse d’observateurs est de construire des enveloppes des bornes supé-
rieure et inférieure du comportement de l’état et de l’entrée inconnue. Cette démarche est rendue
possible par l’application du théorème de Müller (voir [110], [119]). En effet, ce théorème per-
met la synthèse d’un observateur par intervalle pour un système monotone de dimension n, en
immergeant ce système dans un système de dimension 2n, possédant la propriété de coopérati-
vité (voir aussi [121]). Dans ce travail, deux modèles de comportement de l’état à dynamique
lente sont estimés. L’objectif final est d’estimer les bornes de l’espace d’état atteignable de
dégradation en temps fini, et de déduire ainsi l’intervalle du temps de vie restant.
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IV.2.2 Synthèse d’observateur
Cette sous-section a pour objectif de détailler la synthèse d’un observateur à entrée inconnue
par intervalle.
IV.2.2.1 Lemme technique
Dans le reste de ce chapitre, le résultat suivant sera utilisé.
Lemme 1 Considérons le système non autonome défini sur Rn par
x˙(t) = Ax(t) +B(t) (IV.2)
où A est coopérative 1 et B(t) > 0. Nous avons la propriété de coopérativité suivante : si
x(0) ≥ 0 alors x(t) ≥ 0, ∀t > 0.
IV.2.2.2 Positionnement du problème
Dans le sous-paragraphe précédent, la démarche en vue du pronostic est discutée et se com-
pose de trois étapes. Dans la première étape, il s’agit de déduire un encadrement de l’état. Pour
ce faire, on considère le système non linéaire suivant
{
x˙ = Ax+ ψ(x, u, p, v)
y = Cx+ ω
(IV.3)
où x ∈ Rn est le vecteur d’état, u ∈ Rm désigne le vecteur d’entrée, y ∈ Rr représente le vec-
teur de sortie, ω est la perturbation supposée vérifiée, pour tout t, ω ∈ [−b1, b1]. ω˙ ∈ [−b2, b2]
où b1, b2 ∈ Rr sont des vecteurs constants positifs connus. v ∈ Rq désigne le vecteur des en-
trées inconnues, p ∈ [p, p] est le vecteur des paramètres incertains où p et p sont des vecteurs
constants de Rk. A ∈Mn×n et C ∈M+r×n.
Concernant l’application au pronostic, l’entrée inconnue v désigne directement la dégrada-
tion.
Il est à noter, de par la présence de perturbations et de paramètres incertains, qu’il paraît très
difficile, voire impossible, de reconstituer l’état du système (IV.3). On cherche alors à définir un
encadrement.
Un des objectifs principaux de ce travail est d’estimer les bornes inférieure et supérieure de
1. Une matrice carrée A = (aij) ∈Mn×m est dite être coopérative si aij ≥ 0, ∀i 6= j.
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l’état dans (IV.3). Plus précisément, étant donné ρx > 0 et un compact K, le but est de conce-
voir un encadrement défini par x∗, x∗ : R+ → Rn c’est-à-dire que x(t) ∈ [x∗, x∗] pour tout
x(0) ∈ K et d’assurer la propriété lim
t→∞
|x∗(t)−x∗(t)| ≤ ρx. Notez que dans le cas où le modèle
est sans perturbation et sans paramètres incertains, ρx est égale à 0.
Pour ce faire, un observateur par intervalle à entrée inconnue, similaire à celui dans [39],
est synthétisé. En fait, dans ce travail, on propose une adaptation du résultat, établie originale-
ment pour les systèmes linéaires [39], pour la classe de systèmes non linéaires décrit par (IV.3).
En outre, et en se basant sur les résultats de [123], la synthèse d’observateur s’effectuera en
présence d’une entrée inconnue. Il s’agit de déduire des bornes inférieure et supérieure pour
l’entrée inconnue présente dans (IV.3). Plus précisément, le but est d’estimer v, v ∈ Rq tel que
v ∈ [v, v] et où |v − v| soit bornée. Il est à noter que, dans les modèles considérés en vue du
pronostic, l’entrée inconnue représente l’état de dégradation. Ainsi, l’estimé de l’entrée incon-
nue par intervalle peut être exploité afin de prédire le temps de vie restant d’un système.
Dans ce qui suit, on utilisera les notations suivantes :


y = y − b1
y = y + b1
y˙ = y˙ − b2
y˙ = y˙ + b2
(IV.4)
et on pose
Y =
[
y
y
]
et Y˙ =
[
y˙
y˙
]
(IV.5)
Tout au long de ce chapitre, on considère les hypothèses suivantes :
(H13) 2.
• ψ(x, u, p, v) = ψ1(x, u, p) +Wψ2(x, u, p, v)
• Rang(CW ) = Rang(W )
• ‖Cψ‖ est coercive par rapport à v
(IV.6)
où ψ1 : Rn × Rm × [p, p] → Rn et ψ2 : Rn × Rm × [p, p] × Rq → Rd sont deux champs
de vecteurs réguliers et où ψ1 est connu explicitement et est lipschitzien en x. W ∈ Mn×d est
supposée être de rang plein colonne.
(H14) Il existe une matrice D ∈ Mn×r telle que In + CD est non singulière et la paire
2. Une fonction f : Rn → R est dite coercive si lim
‖x‖→+∞
f(x) = +∞
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(PA,C) vérifie la condition de Kalman 3 où P = (In − FC) avec
F = W (CW )† +D(Ir − CW (CW )
†). (IV.7)
On définit ψ1 et ψ1 par : 

ψ1(x, u) = Sup
p∈[p, p]
(ψ1(x, u, p))
ψ
1
(x, u) = Inf
p∈[p, p]
(ψ1(x, u, p))
(IV.8)
et on suppose que
∀(x, u) ∈ Rn × Rm, ψ1(x, u)− ψ1(x, u) ≤ η (IV.9)
où η est un vecteur réel positif.
Il convient de préciser que dans [39] et [71], des hypothèses similaires sont assumées.
Sous (H13) et en vertu d’un résultat proposé dans [123], il existe ψ∗1 une fonction différen-
tiable de Lipschitz globalement telle que :
ψ∗1(x, x, u, p) = ψ1(x, u, p) (IV.10)
où ψ∗1 vérifie la propriété suivante :
Étant donné x, x ∈ Rn vérifiant x ≤ x alors
x ∈ [x, x]⇒ ψ∗1(x, x, u, p) ≤ ψ1(x, u, p) ≤ ψ
∗
1(x, x, u, p). (IV.11)
On en déduit que
ψ∗
1
(x, x, u) ≤ ψ1(x, u, p) ≤ ψ
∗
1(x, x, u) (IV.12)
où ψ∗
1
, ψ
∗
1 sont définies par


ψ
∗
1(x, x, u) = Sup
p∈[p, p]
(ψ∗1(x, x, u, p)
ψ∗
1
(x, x, u) = Inf
p∈[p, p]
(ψ∗1(x, x, u, p))
(IV.13)
On pose
Ψ(x, x, u) =
[
ψ
∗
1(x, x, u)
ψ∗
1
(x, x, u)
]
(IV.14)
3. On dit que la paire (A,B) ∈ Mn×n × Mn×m vérifie la condition de Kalman si
Rang
(
B AB . . . An−1B
)
= n
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et
Ψ˜(x, x, x, u) =
[
ψ
∗
1(x, x, u)− ψ
∗
1(x, x, u, p)
ψ∗1(x, x, u, p)− ψ
∗
1
(x, x, u)
]
(IV.15)
Puisque ψ∗1 est une fonction de Lipschitz et d’après (IV.15), on obtient
Ψ˜(x, x, x, u, p) ≤ G
(
x− x
x− x
)
+ η (IV.16)
où G ∈M+2n×2n et η est le vecteur réel positif défini dans (IV.9).
IV.2.2.3 Synthèse de l’observateur
D’après (H14), il existe K˜ ∈Mn×r telle que la matrice N est définie par
N = PA− K˜C (IV.17)
est de Hurwitz. En outre, dans la suite, on suppose sans perte de généralité que les valeurs
propres sont réelles et simples.
Soit T une matrice de passage telle que
H = T−1NT (IV.18)
soit sous forme canonique de Jordan et soit coopérative et de Hurwitz (voir [110], [111] pour la
construction explicite de H).
Dans le reste de ce paragraphe, on suppose aussi que l’hypothèse suivante est vérifiée.
(H15) Pour tout ǫ > 0, il existe Gǫ ∈ M+2n×2n et K˜ǫ ∈Mn×r, vérifiant (IV.16)-(IV.17) et une
matrice de passage Tǫ telles que :
N˜ǫ = H + ((T
−1
ǫ P )
∗)|.|Gǫ (IV.19)
est de Hurwitz et ‖T
∗
ǫ ‖
λǫ
< ǫ où λǫ désigne la plus petite valeur propre, en valeur absolue, de N˜ǫ.
A présent, on présente notre résultat sur la synthèse d’observateur par intervalle.
Proposition 2. Soient ρx > 0 et K un ensemble compact. Sous (H13) à (H15), il existe deux
fonctions régulières x∗, x∗ : R+ → Rn telles que x∗(t) ≤ x∗(t), ∀t ≥ 0 et qui vérifient pour
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tout x(0) ∈ K
x(t) ∈ [x∗(t), x∗(t)] , ∀t ≥ 0 (IV.20)
et
lim
t→∞
|x∗(t)− x∗(t)| < ρx (IV.21)
Démonstration. La preuve est réalisée en deux étapes. Pour des raisons de clarté, la notation
faisant référence à ǫ sera omise.
Étape 1
Soient xK et xK deux vecteurs tels que si x ∈ K alors x ∈ [xK, xK]. On considère z la variable
définie par le changement de coordonnées
z = T−1x (IV.22)
où T est donnée par (IV.18) et on définit z0 et z0 par[
z0
z0
]
= (T−1)∗
[
xK
xK
]
(IV.23)
Dans la suite, Z =
[
z
z
]
désigne la solution du système définie sur R2n par
Z˙ = HZ + T ∗
[
K˜∗ F ∗ P ∗
]YY˙
Ψ

 (IV.24)
avec Z(0) =
[
z0
z0
]
.
Notez que, d’après (IV.23), si x(0) ∈ [xK, xK] alors z0 = T−1x(0) ∈ [z0, z0].
Dans la suite de la démonstration, on pose
[
x∗
x∗
]
= T ∗
[
z
z
]
(IV.25)
et on prouve que x∗ et x∗ définis par (IV.25) vérifient les propriétés (IV.20) et (IV.21) de la
proposition.
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Pour ce faire, on définit les erreurs d’observation supérieure et inférieure par
{
e = x∗ − x
e = x− x∗
(IV.26)
et on pose
E =
(
e
e
)
. (IV.27)
D’une façon similaire, on définit
{
ez = z − z
ez = z − z
(IV.28)
et on pose
Ez =
(
ez
ez
)
. (IV.29)
Alors l’erreur d’observation dynamique est formulée en comparant (IV.24) et la dérivée de
(IV.22) avec (IV.3) sous l’hypothèse (H13).
E˙z = HEz + ((T
−1P )∗)|.|Ψ˜(z, z, z, u) + J1T
−1(−PA+ K˜C +N)Tz
−J1T
−1PWψ2(z, u, p, v) + In(T
−1)|.|(K˜ |.|(b1 + ω) + F
|.|(b2 + ω˙))
(IV.30)
où la matrice J1 est définie par J1 =
[
In
−In
]
.
Supposons que les matrices N , K˜, E soient solutions des contraintes algébriques suivantes :
{
−PA+ K˜C +N = N + K˜C + FCA−A = 0
PW = 0
(IV.31)
Un raisonnement simple montre que
[
N K˜ F
]
Σ = Θ (IV.32)
avec
Σ =

 In 0C 0
CA CW

 (IV.33)
et
Θ =
[
A W
]
(IV.34)
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Sous (H13), l’ensemble des solutions de (IV.32) est paramétré avec la matrice
Z =
[
Z1 K˜ D
]
de la façon suivante :
[
N K˜ F
]
= Θ(Σ)† + Z(In+2r − Σ(Σ)
†) (IV.35)
où Σ et Θ sont définies respectivement par (IV.33) et (IV.34).
Nous avons
(Σ)† =
[
In 0 0
−(CW )†CA 0 (CW )†
]
(IV.36)
alors les solutions (IV.35) sont{
F = W (CW )† +D(Ir − CW (CW )
†)
N = (In − FC)A− K˜C.
(IV.37)
Sous les contraintes algébriques (IV.31), l’erreur d’observation dynamique (IV.30) peut
s’écrire
E˙z = HEz + ((T
−1P )∗)|.|Ψ˜(z, z, z, u) + In(T
−1)|.|(K˜ |.|(b1 + ω)
+F |.|(b2 + ω˙))
(IV.38)
ou encore
E˙z = HEz + Φ(z, z, z, u) (IV.39)
avec
Φ(z, z, z, u) = ((T−1P )∗)|.|Ψ˜(z, z, z, u) + In(T
−1)|.|(K˜ |.|(b1 + ω)
+F |.|(b2 + ω˙))
(IV.40)
D’après Lemme 1, si (IV.24) est initialisée comme décrit dans (IV.23), alors pour tout t ≥ 0,
nous avons Ez(t) ≥ 0 et donc
z(t) ∈ [z(t), z(t)] pour tout t ≥ 0. (IV.41)
Ainsi à partir de (IV.25) et (IV.26), l’égalité suivante est déduite
E(t) = (T ∗)|.|Ez(t) (IV.42)
Finalement, d’après (IV.41) et (IV.42) on conclut que E(t) ≥ 0 et donc x(t) ∈ [x∗(t), x∗(t)]
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pour tout t ≥ 0.
Ceci termine la preuve que la propriété (IV.20) est vérifiée.
Étape 2
Dans cette partie, on prouve la propriété (IV.21). Il s’agit de montrer la stabilité de l’observateur
par intervalle et à entrée inconnue (IV.24).
A partir de (IV.16) et (IV.9), l’inégalité différentielle suivante est déduite de (IV.39) :
E˙z ≤ N˜Ez + ω˜
où N˜ est défini par (IV.19) et ω˜ =
[
ω˜1
ω˜2
]
dont les composantes sont définies par :
ω˜1 = ω˜2 = (T
−1)|.|
[
K˜ |.| F |.| P |.|
]
2b1
2b2
η

 (IV.43)
Sous (H15), le comportement de ‖Ez‖ est décrit par l’inégalité suivante
d
dt
‖Ez‖ ≤ −|λ|‖Ez‖+ ‖ω˜‖ (IV.44)
Donc l’erreur Ez converge dans la boule donnée par
B˜ =
(
0,
‖ω˜‖
|λ|
)
A partir de (IV.44), dans les coordonnées originelles, on déduit que E converge dans
B =
(
0, ‖(T ∗)|.|‖
‖ω˜‖
|λ|
)
donc la propriété (IV.21) est vérifiée.
Ceci termine la démonstration de la proposition.
Remarque 10. Lorsque ω˜ est un vecteur nul, alors le résultat classique [39] pour un observa-
teur à entrée inconnue avec une convergence asymptotique, est obtenu.
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IV.2.3 Encadrement de l’entrée inconnue
L’objectif dans ce sous-paragraphe est de proposer un encadrement pour v. Plus précisé-
ment, il s’agit de construire deux fonctions v, v : R+ → Rq qui vérifient
v(0) ∈ [v(0), v(0)]⇒ v(t) ∈ [v(t), v(t)], pour tout t ≥ 0. (IV.45)
D’après (IV.3) et (IV.6), on a
y˙ = CAx+ Cψ(x, v, u, p) + ω˙. (IV.46)
Soit ydn : R+ → Rr une fonction obtenue par dérivation numérique de y. On déduit alors,
d’après (IV.46), que
F (x, u, p, v, ydn, ω˙) = CAx+ Cψ(x, v, u, p) + ω˙ − ydn
= 0
(IV.47)
Soit V(t), l’ensemble dépendant du temps défini par
V(t) =
{
v ∈ Rq | ∃p ∈
[
p, p
]
, θ ∈ [−b2, b2] et x ∈ [x(t), x(t)] tels que
F (x, u(t), p, v, ynd(t), θ) = 0
} (IV.48)
On pose
MVi (t) = Sup
v∈V(t)
vi (IV.49)
et
mVi (t) = Inf
v∈V(t)
vi (IV.50)
Il est à noter qu’en vertu de l’hypothèse (H13), c’est-à-dire que ‖Cψ‖ est coercive alors MVi (t)
et mVi (t) sont bornées sur [0, τ ] pour tout réel positif τ fixe.
Finalement, pour toutes fonctions régulières v, v : R+ → Rq vérifiant, pour tout t ≥ 0,
v(t) ≥MVi (t) et v(t) ≤ m
V
i (t) (IV.51)
la propriété (IV.45) est vérifiée.
En outre, les fonctions v et v peuvent être choisies dérivables. En effet, toute fonction bornée
sur un compact peut être majorée (respectivement minorée) par une fonction dérivable (voir
Figure IV.2).
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Fonctions
Temps
Fonction en escaliers
Fonction régulière 
majorante
Fonction bornée
Figure IV.2 – Majoration par une fonction dérivable
Dans la suite, on utilisera Cτ et Cτ pour désigner les ensembles de fonctions dérivables qui
majorent (respectivement minorent) MVi (t) (respectivement mVi (t))
Cτ =
{
f ∈ C1(R, Rq) | f(t) ≥ MV(t) pour t ∈ [0, τ ]
} (IV.52)
et
Cτ =
{
f ∈ C1(R, Rq) | f(t) ≤ mV(t) pour t ∈ [0, τ ]
} (IV.53)
Maintenant, considérons le système
ϕ˙ = P (ϕ, x, x, θ) (IV.54)
où ϕ ∈ Rq, x ∈ Rn et θ ∈ RN . P est un polynôme défini par P = (P1, . . . , Pq)T où Pj ,
j = 1, . . . , q sont données par
Pj(ϕ, x, x, θ) =
∑
∑q
j=1 pj ≤Mϕ∑n
i=1 li ≤Mx∑n
i=1 li ≤Mx
b
p1,...,pq,j
l1,...,ln,l1,...,ln
x
l1
1 , ..., x
ln
n x
l1
1 , ..., x
ln
n ϕ
p1
1 , ..., ϕ
pq
q
(IV.55)
où θ = bp1,...,pq,j
l1,...,ln,l1,...,ln
∈ RN et Mx, Mx, Mϕ sont trois entiers représentant les puissances maxi-
males du polynôme relativement à x, x et ϕ.
Ici, le but est d’identifier deux dynamiques, sur l’intervalle [0, τ ], afin d’encadrer l’évolution
de la dégradation. Il est noté que, concernant l’application au pronostic, l’entrée inconnue v
désigne directement l’état de dégradation. Pour ce faire, on cherche θ, θ deux vecteurs de RN et
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deux trajectoires qui vérifient [0, τ ].
{
φ˙(t) = P (φ, x, x, θ)
φ(t) ≥MV(t)
(IV.56)
et {
φ˙(t) = P (φ, x, x, θ)
φ(t) ≤ mV(t)
(IV.57)
Un raisonnement simple, basé sur la bornitude de MV(t) et mV(t) et la compacité de [0, τ ]
montre qu’il existe θ, θ pour lesquels (IV.56) et (IV.57) peuvent être vérifiées.
Cependant, pour aboutir à une estimation pertinente du temps restant, il convient d’utiliser
des valeurs pour φ, φ optimales, dans le sens très proches de MV(t) et mV(t) réciproquement.
Pour ce faire, on procède de la manière suivante. On définit f ∈ Cτ et f ∈ Cτ comme étant des
fonctions qui soient solutions aux problèmes
Min
f∈Cτ
∫ τ
0
|f(t)−MV(t)|dt (IV.58)
et
Min
f∈Cτ
∫ τ
0
|f(t)−mV(t)|dt (IV.59)
On définit aussi
Sf, τ =
{
φ ∈ Cτ | ∃ θφ pour lequel φ est solution de (IV.56) et φ(0) ≥ f(0)
} (IV.60)
et
Sf, τ =
{
φ ∈ Cτ | ∃ θφ pour lequel φ est solution de (IV.57) et φ(0) ≤ f(0)
} (IV.61)
Pour obtenir un choix pertinent, il suffit de résoudre les deux problèmes suivants :
Min
φ∈S
f, τ
∫ τ
0
|φ(t)− f(t)|dt. (IV.62)
et
Min
φ∈Sf, τ
∫ τ
0
|φ(t)− f(t)|dt. (IV.63)
Dans la suite, on désignera φ et φ les solutions respectivement des deux critères (IV.62) et
(IV.63) auxquelles on associe deux paramètres θφ et θφ. Ainsi, on pourra leur attribuer deux
dynamiques de la forme (IV.54) qui pourront être exploitées en vue du pronostic (voir Figure
IV.3).
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Dégradation
Temps
0 Tm TMTd
Dynamique 
inconnue
Majorant
Minorant
= Tp
Figure IV.3 – Prédiction du temps de vie restant par utilisation de l’encadrement
IV.2.4 Estimation du temps de vie restant
L’objectif de cette sous-section est d’estimer le temps de vie restant. Plus précisément, nous
allons considérer deux situations. La première est celle où la loi de commande est assumée
être connue tout au long de l’exploitation du système. La deuxième situation est celle où la
commande est, après analyse, assumée être inconnue mais appartenant à un ensemble Ua de
commandes admissibles.
IV.2.4.1 Système soumis à une commande connue
Dans ce qui suit, on suppose que la trajectoire de dégradation est solution du système
φ˙ = P (φ, x, θ) (IV.64)
On désigne par φ(t, φ0, x, θ) la trajectoire de dégradation obtenue pour un comportement x
de l’état et un paramètre θ donnés et qui vérifie φ(0, φ0, x, θ) = φ0. Soit A ⊂ Rq, on définit
pour A ⊂ Rq, l’ensemble des états accessibles à l’instant t ∈ R+, par
Aφt (A) = {ϕ ∈ R
q | ∃ φ0 ∈ A telle que ϕ = φ(t, φ0, x, θ)} (IV.65)
Ici, le but est d’estimer le temps de vie restant. Cette prédiction sera liée à la notion d’attei-
gnabilité des états défaillants.
Soit Ip = [0, Tp] un temps d’analyse tel que Tp < Td. On rappelle que Mn désigne des
états en fonctionnement normal du système et Md est l’ensemble des états en fonctionnement
dégradé. Dans ce travail, on considère que le fonctionnement normal (respectivement dégradé)
se caractérise par l’appartenance à un ensemble Dn (respectivement Dp). En outre, on suppose
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que la dégradation initiale
φ0 ∈ D
0
n ⊂ Dn (IV.66)
Dans la section précédente, un encadrement de la dégradation a été établi. Cet encadrement
est réalisé à travers un couple φ, φ solution de (IV.57) et (IV.56), dépendant de x, x.
D’après (IV.64) et (IV.66), on peut définir le temps d’apparition de la défaillance comme
étant
Min
t∈[Tp, +∞[
(
At(D
0
n) ∩ Dp 6= ∅
) (IV.67)
Cependant, la dynamique de (IV.64) n’est pas connue et donc (IV.67) n’est pas exploitable.
Maintenant,
D0n ⊂ Dn ⊂
[
φ
0
, φ0
]
(IV.68)
et par construction
At(Dn) ⊂
[
φ
t
, φt
]
, pour tout t (IV.69)
Alors
At(Dn) ∩ Dp ⇒
[
φ
t
, φt
]
∩ Dp 6= ∅ (IV.70)
On pose
TRUL = Min
t∈[Tp, +∞[
([
φ
t
, φt
]
∩ Dp 6= ∅
)
− Tp (IV.71)
et
TRUL = Min
t∈[Tp, +∞[
([
φ
t
, φt
]
⊂ Dp
)
− Tp (IV.72)
Notez que TRUL peut être interprété comme étant une estimation "pessimiste" et TRUL une
estimation "optimiste". Le TRUL réel est une valeur incluse dans l’intervalle
[
TRUL, TRUL
]
.
Ainsi le temps restant peut s’exprimer comme
TRUL = αTRUL + βTRUL
où α, β ∈ [0, 1] désigne des pondérations avec α+ β = 1. Leurs valeurs peuvent être choisies
selon l’application. Par exemple, pour assurer un maximum de sécurité, on choisirait α = 1 et
β = 0.
IV.2.4.2 Système soumis à une commande admissible
A. Introduction
Le but de cette partie est d’estimer le temps de vie restant dans la situation où la seule informa-
tion concernant la commande sur ]Tp, +∞[ est un ensemble d’appartenance. Dans ce cas, on
peut procéder différemment en adoptant la démarche proposée dans le paragraphe IV.2.3. En
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effet, on peut considérer une dynamique pour la dégradation de la forme
ϕ˙ = P (ϕ, u, x, x, θ) (IV.73)
Puis d’identifier une dynamique pour les bornes φ et φ sur la période [0, Tp]. Maintenant,
pour estimer le temps de vie restant, on effectue une projection sur le futur en calculant l’espace
accessible de (IV.73) pour u ∈ Ua. Ce calcul est réalisé d’une façon numérique.
B. Description de l’espace accessible numériquement
Dans la théorie du contrôle, le problème d’accessibilité a suscité l’intérêt de plusieurs auteurs
(voir par exemple [20]). Cependant, et au début du développement de la théorie d’accessibilité,
les résultats, même s’ils sont pertinents, restaient théoriques. Plus récemment, des activités ont
donné lieu à des résultats sur l’estimation des ensembles accessibles qui ont été proposées. Ces
résultats se fondent sur des stratégies numériques (voir par exemple [7], [9], [33], [58]).
Dans la suite, la stratégie de calcul numérique d’espace accessible décrite dans [7] est consi-
dérée pour notre problématique. Elle est appliquée sur les modèles de la forme (IV.73), pour
estimer le temps de vie restant. Cette stratégie est basée sur le principe de linéarisation conser-
vative des systèmes non linéaires incertains. Son approche est résumée dans la Figure IV.4. A
des fins de clarté, les principales étapes de l’estimation de l’espace accessible pour ces modèles
sont présentées en annexe B.
IV.2.5 Critères de performances de la méthodologie de pronostic
L’évaluation des performances de la méthodologie de pronostic est basée sur trois critères
de précision. Ces critères concernent la précision
– de l’estimé des bornes supérieure x∗ et inférieure x∗ de l’état de comportement à dyna-
mique rapide x.
– de l’estimé des bornes supérieure φ et inférieure φ de l’état de comportement à dynamique
lente φ au travers de l’entrée inconnue.
– des prédictions du temps de vie restant pour un horizon d’analyse considéré. Pour évaluer
les performances du pronostic parmi les quatre premières métriques développées dans la
sous-section I.4.4.5, la performance α− λ est ici retenue.
Remarque 11. De la même manière qu’au chapitre III, la performance α−λ est redéfinie par
rapport à la notion de contrainte temporelle Tp.
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Linéarisation du système
Calcul de l'espace atteignable
entre l'instant k-1 et k 
sans erreur de linéarisation
Figure IV.4 – Stratégie du calcul de l’espace atteignable
IV.3 Application à l’oscillateur électromécanique
La méthodologie de pronostic décrite dans la section précédente est à présent appliquée sur
l’oscillateur électromécanique considéré. Plus précisément, le problème est traité dans le cas
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d’une connaissance parfaite de la commande.
IV.3.1 L’observateur par intervalle
IV.3.1.1 Synthèse
Un observateur par intervalle et à entrée inconnue est à présent synthétisé comme celui
décrit par (IV.24) pour le système (IV.3), les étapes de synthèse sont à présent détaillées plus
précisément.
Le domaine d’espace d’état physique dans lequel le système évolue est défini sur l’ensemble
x ∈ [xmin, xmax] où xmin =


−1.95
−1.67
0

 et xmax =


1.95
1.67
1.73

.
Les conditions initiales sont définies par (IV.23) par :
{
z(0) = (T−1)+xmax + (T
−1)−xmin,
z(0) = (T−1)+xmin + (T
−1)−xmax.
(IV.74)
Les constantes de Lipschitz Γj de la fonction (ψ1)j(x, u, p), j = 1, . . . , 3 sont données par

Γ1Γ2
Γ3

 =

 01.119 10−1
1.105 10−1

.
On donne la fonction ψ∗1(x, x, u, p) associée à ψ1(x, u, p), définie par (IV.10) :
ψ∗1(xa, xb, u, p) = f(xa, u, p)− g(xb, u, p) (IV.75)
où
f(xa, u, p) = Γj
n∑
i=1
(xa)i
et
g(xb, u, p) = Γj
n∑
i=1
(xb)i − (ψ1)j((xb), u, p), j = 1, . . . , 3
avec Γj est la constante de Lipschitz de la jeme composante de la fonction (ψ1)j .
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A partir de (IV.75), une borne inférieure ψ∗
1
(x, x, u) est déterminée pour x ∈ [x, x] au
travers du raisonnement suivant.
(ψ∗
1
)j(x, x, u) = Γj
3∑
i=1
xi −
(
Γj
3∑
i=1
xi − (ψ1)j(x, u)
)
(IV.76)
où les composantes (ψ
1
)j , j = 1, . . . , 3 sont déduites pour l’analyse des cas suivants :
– (ψ
1
)1(x, u) = 0
– si x1 ≥ λ alors
(ψ
1
)2 = −α3x
3
1 + u−
K(x1 − λ)x
2
3
(1 +K(x1 − λ)2)2
– si x1 < λ alors
(ψ
1
)2(x, u) = −α3x
3
1 + u−
K(x1 − λ)x
2
3
(1 +K(x1 − λ)2)2
– si (x3 ≥ 0) et (x2(λ− x1) ≥ 0) alors
(ψ
1
)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
)
x3
– si (x3 ≥ 0) et (x2(λ− x1) < 0) alors
(ψ
1
)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
)
x3
– si (x3 < 0) et (x2(λ− x1) ≥ 0) alors
(ψ
1
)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
)
x3
– si (x3 < 0) et (x2(λ− x1) < 0) alors
(ψ
1
)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)2)2
)
x3
A partir de (IV.75), une borne supérieure ψ∗1(x, x, u) est déterminée x ∈ [x, x] au travers du
raisonnement suivant.
(ψ
∗
1)j(x, x, u) = Γj
3∑
i=1
xi −
(
Γj
3∑
i=1
xi − (ψ1)j(x, u)
)
(IV.77)
où ψ1i, i = 1, . . . , 3 sont déduites pour l’analyse des cas suivants :
– (ψ1)1(x, u) = 0
– si x1 ≥ λ alors
(ψ1)2(x, u) = −α3x
3
1 + u−
K(x1 − λ)x
2
3
(1 +K(x1 − λ)
2)2
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– si x1 < λ alors
(ψ1)2(x, u) = −α3x
3
1 + u−
K(x1 − λ)x
2
3
(1 +K(x1 − λ)
2)2
– si (x3 ≥ 0) et (x2(λ− x1) ≥ 0) alors
(ψ1)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)
2)2
)
x3
– si (x3 ≥ 0) et (x2(λ− x1) < 0) alors
(ψ1)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)
2)2
)
x3
– si (x3 < 0) et (x2(λ− x1) ≥ 0) alors
(ψ1)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)
2)2
)
x3
– si (x3 < 0) et (x2(λ− x1) < 0) alors
(ψ1)3(x, u) = −K(x1 − λ)
2rx3 − (1 +K(x1 − λ)
2)
(
2K(λ− x1)x2
(1 +K(x1 − λ)
2)2
)
x3
Basé sur le changement de coordonnées (IV.23), on déduit l’expression des fonctions ψ∗
1
et ψ
∗
1
dans les nouvelles coordonnées.
Puis, on cherche à déterminer la matrice G donnée par (IV.16). Pour ce faire, à partir de
(IV.75) et (IV.77), on peut écrire que
|(ψ
∗
1)j(x, x, u)− (ψ
∗
1)j(x, x, u, p)| = |Γj
3∑
i=1
(xi − xi)− Γj
3∑
i=1
(xi − xi)
+(ψ1)j(x, u)− (ψ1)j(x, u)|
≤ Γj
3∑
i=1
(|xi − xi|) + η
(IV.78)
Par un raisonnement analogue, on pourra montrer à partir de (IV.75) et (IV.76) que
|(ψ∗1)j(x, x, u)− (ψ
∗
1
)j(x, x, u, p)| ≤ Γj
3∑
i=1
(|xi − xi|) + η (IV.79)
Ainsi, on en déduit que G = J2 où
J2 =


Γ1 Γ2 Γ3
Γ1 Γ2 Γ3
Γ1 Γ2 Γ3

 (IV.80)
Par ailleurs, Rang(W ) = Rang(CW ) alors (H13) est vérifiée. Les matrices définies dans
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(IV.24) sont définies par
F =


0 0
0 0
0 1

 ,
P = I3 − FC
=


1 0 0
0 1 0
0 0 0

 .
(IV.81)
Le rang de la matrice d’observabilité de la paire (PA,C) est égale à 3 alors l’hypothèse (H14)
est vérifiée.
On considère la forme de la matrice de gain K˜ telle que K˜ =

k˜1 0k˜2 0
0 k˜3

 et on en déduit que
N =

 −k˜1 1 0−(1− α1)− k˜2 −µ 0
0 0 −k˜3

.
Le polynôme caractéristique est donné
det(λI3 −N) = (λ+ k˜3)
(
(λ+ µ)(λ+ k˜1 + ((1− α1) + k˜2))
)
La relation entre le placement de pôle et la matrice de gain K est donnée au travers des égalités
suivantes : 

k˜1 = −(λ2 + λ3)− µ
k˜2 = λ2λ3 − µk˜1 − (1− α1)
k˜3 = −λ1
(IV.82)
Remarque 12. On peut définir λ1, λ2, λ3 comme placement de pôles désirés afin d’obtenir n
valeurs propres simples réelles négatives et ainsi déduire la matrice de gain K˜ correspondante.
A partir de (IV.82) et en considérant que le placement de pôles désiré est
(λ1, λ2, λ3) = (−1.5,−2.5,−3.5)
alors
K˜ =


5.92 0
9.93 0
0 1.5

, N =


−5.92 1 0
−8.27 −0.08 0
0 0 −1.5


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La propriété de coopérativité pour (IV.24) est obtenue au travers du changement de coor-
données
T =

−0.38 −0.28 0−0.92 −0.96 0
0 0 1


telle que
H = T−1NT =


−3.5 0 0
0 −2.5 0
0 0 −1.5

.
On déduit la matrice définie par N˜ donnée dans (IV.19) et dont l’ensemble des valeurs
propres associées est donné par
{−0.366,−3.919,−3.111,−2.241,−1.5,−1.5}
La stabilité de l’observateur est ainsi prouvée.
Ceci finit la synthèse de l’observateur par intervalle (IV.24). Les enveloppes supérieure x∗
et inférieure x∗ de l’état x de (IV.3) sont données par (IV.25). Les propriétés (IV.20) et (IV.21)
sont ainsi vérifiées.
Par un raisonnement simple, on encadre l’entrée inconnue comme suit
{
φ = (1 +Kmax((x∗1 − λ)
2, (x∗1 − λ)
2))−1(y˙dn2 + rx
∗
3 − (ψ
∗
1)3(x
∗, x∗, u))
φ = (1 +Kmin((x∗1 − λ)
2, (x∗1 − λ)
2))−1(y˙dn2 + rx
∗
3 − (ψ
∗
1
)3(x
∗, x∗, u))
(IV.83)
où y˙dn2 désigne la dérivée numérique de y2.
IV.3.1.2 Résultats de simulation
Dans la suite, les résultats de simulation sont présentés afin d’illustrer la pertinence de la
méthodologie proposée. Pour ce faire, la fréquence d’échantillonnage est fixée à 500Hz pour la
simulation. L’intervalle d’appartenance du paramètre K est donné par
K =
[
K, K
]
= [0.0630, 0.077] .
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Par ailleurs, on considère
b1 = b2 =
[
0
0
]
.
Après simulation, les enveloppes supérieure x∗ et inférieure x∗ de l’état x sont illustrées dans
les figures IV.5, IV.6 et IV.7. On remarque que l’observateur synthétisé fournit des enveloppes
précises pour l’encadrement de x. Puis, les enveloppes inférieure φ et supérieure φ de l’entrée
inconnue φ sont représentées dans la figure IV.8. Finalement, les dynamiques φ˙ et φ˙ sont cal-
culées grâce à l’algorithme introduit dans le paragraphe III.4.4 et sont illustrées dans la Figure
IV.9.
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Figure IV.5 – Enveloppes inférieure et supérieure de l’état x1
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Figure IV.6 – Enveloppes inférieure et supérieure de l’état x2
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Figure IV.7 – Enveloppes inférieure et supérieure de l’état x3
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Figure IV.8 – Enveloppes inférieure et supérieure de l’entrée inconnue φ
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Figure IV.9 – Enveloppes inférieure et supérieure de la dynamique de l’entrée inconnue φ˙
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IV.3.2 Estimation des paramètres
Dans ce paragraphe, les paramètres des modèles de dégradation sont estimés. Pour des rai-
sons de simplicité, on suppose que ces deux modèles peuvent être décrits par
{
φ˙ = aψ φ
2
+ bψ φ+ cψ
φ˙ = aψ φ2 + bψ φ+ cψ
(IV.84)
où a, a, b, b, c et c sont les paramètres à estimer.
Pour ce faire, on utilise un algorithme des moindres carrés pondérés pour approximer les
solutions des problèmes d’optimisation
‖φ˙− aψ φ
2
+ bψ φ+ cψ‖2 (IV.85)
et
‖φ˙− aψ φ2 + bψ φ+ cψ‖2 (IV.86)
où φ˙ et φ˙ sont les dérivées numériques calculées à partir de (IV.83). En discrétisant et en consi-
dérant le temps à l’instant k, on définit les matrices suivantes
M =


ψ(1)φ(1)2 ψ(1)φ(1) ψ(1)
.
.
.
.
.
.
.
.
.
ψ(k)φ(k)2 ψ(k)φ(k) ψ(k)

 (IV.87)
et
M =


ψ(1)φ(1)2 ψ(1)φ(1) ψ(1)
.
.
.
.
.
.
.
.
.
ψ(k)φ(k)2 ψ(k)φ(k) ψ(k)

 (IV.88)
Les paramètres a, b et c sont estimés par

 ab
c

 = (M)TV −1(M)−1MTV −1φ˙ (IV.89)
et les paramètres a, b et c sont donnés par


a
b
c

 = (MTW−1M)−1MTW−1φ˙ (IV.90)
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où W−1 est la matrice de covariance de M .
En considérant un horizon de temps d’analyse Ip = [0, 30mn], les paramètres a, a, b, b, c et
c sont donnés en synthèse dans le Tableau IV.1.
Paramètres estimés
a a
−6.0909.10−4 −5.7297.10−4
b b
0.0117 0.0131
c c
-0.0569 -0.0757
Tableau IV.1 – Résultat de l’identification des paramètres par intervalle
Finalement, les paramètres des modèles des bornes inférieure et supérieure de l’état de dé-
gradation ont été estimés à partir des observations obtenues sur l’horizon de temps d’analyse
[0, Tp].
IV.3.3 Prédictions du temps de vie restant
Dans la suite, l’objectif est d’estimer le temps de vie restant par intervalle sur l’horizon de
temps ]Tp,+∞[ pour l’application considérée, à partir du modèle de dégradation estimé dans le
paragraphe précédent.
Les résultats obtenus sont illustrés dans la Figure IV.10 et les prédictions du temps de vie
restant sont présentées dans le Tableau IV.2 4.
TRUL de référence TRUL TRUL
64.2-30=34.2 54.2-30=24.1 67.9-30=37.9
Tableau IV.2 – Prédiction du temps de vie restant pour Ip = [0, 30mn]
Finalement, la prédiction du temps de vie restant par intervalle obtenue a nécessité de consi-
dérer un horizon de temps d’analyse Ip plus étendu que pour le cas des SNLETM (considéré
au chapitre III). Cette prédiction du temps de vie restant par intervalle est de bonne qualité et
permet d’anticiper de 24 minutes l’apparition d’une défaillance sur l’application considérée,
pour le cas le plus pessimiste.
4. TRUL de référence est donné comme élément de comparaison pour un exemple de trajectoire du système
incertain
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Figure IV.10 – Prédiction du temps de vie restant basée sur Ip = [0, 30mn]
IV.4 Conclusion
Dans ce chapitre, nous avons introduit une méthodologie de pronostic pour les systèmes
non linéaires incertains à échelle de temps multiple. Cette méthodologie est basée sur les ob-
servateurs non linéaires par intervalle et à entrée inconnue. Une extension des résultats de la
littérature pour la synthèse de ces observateurs a été proposée. Les estimés obtenus sont uti-
lisés afin d’identifier les paramètres des dynamiques de l’enveloppe de l’état de dégradation.
A partir de ces modèles, une prédiction du temps de vie restant a été réalisée au travers d’une
stratégie de calcul numérique d’espace accessible. Puis, la pertinence de cette méthodologie a
été illustrée par des simulations réalisées sur un modèle d’oscillateur électromécanique. Il est
à noter que l’obtention d’une prédiction performante du temps de vie restant nécessite néan-
moins de considérer un horizon de temps d’analyse plus étendu que pour le cas des SNLETM.
Ainsi, les résultats de prédiction du temps de vie restant par intervalle obtenus sont de bonne
qualité. Ils permettent d’anticiper de 24 minutes, l’apparition d’une défaillance sur l’application
considérée, pour le cas le plus pessimiste.
131

Conclusion générale et perspectives
Conclusion
Les travaux présentés dans cette thèse sont des contributions au problème du pronostic des
systèmes complexes. Une première contribution a été dédiée aux définitions mathématiques des
notions fondamentales utilisées pour le pronostic. Puis, le concept de pronostic a été défini en
introduisant la notion de contrainte temporelle et a également été lié à la notion d’espace ac-
cessible en temps fini. Finalement, des définitions des concepts de diagnostic et de diagnostic
prédictif ont été proposées.
Au cours de cette thèse, les travaux ont été dédiés à la problématique du pronostic à base
de modèles. Pour ce faire, deux méthodologies du pronostic ont été proposées respectivement
pour les SNLETM et les SNLIETM. Ainsi, dans la première méthodologie de pronostic, trois
types d’observateurs à entrée inconnue ont été synthétisés. Les estimés obtenus par ces obser-
vateurs ont été utilisés afin d’identifier les paramètres de la dynamique de la dégradation. Puis,
pour chacun des modèles obtenus, une prédiction du temps de vie restant a été estimée. La
pertinence de la méthodologie de pronostic a été illustrée par des simulations sur un modèle
d’oscillateur électromécanique. Parmi les trois observateurs synthétisés et les résultats obtenus,
l’observateur à grand gain a fourni la meilleure performance de prédiction du temps de vie res-
tant. Le résultat de prédiction a permis d’anticiper bien an amont l’apparition de la défaillance
sur l’application considérée.
Par ailleurs, une deuxième méthodologie de pronostic pour les SNLIETM a été proposée.
Cette méthodologie est basée sur la synthèse d’observateurs non linéaires par intervalle et à en-
trée inconnue. Une extension des résultats de la littérature pour la synthèse de ces observateurs
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a été proposée. Les estimés obtenus sont utilisés afin d’identifier les paramètres des dynamiques
de l’enveloppe de l’état de dégradation. A partir de ces modèles, une prédiction du temps de vie
restant a été réalisée au travers d’une stratégie de calcul numérique d’espace accessible. Puis, la
pertinence de cette méthodologie a été illustrée par des simulations sur un modèle d’oscillateur
électromécanique. Ainsi, les résultats de prédiction du temps de vie restant par intervalle obte-
nus sont de bonne qualité. Ils permettent d’anticiper bien amont également l’apparition d’une
défaillance sur l’application considérée, pour le cas le plus pessimiste.
Perspectives
Les perspectives de travaux futurs pourraient se situer selon quatre orientations.
Dans la première méthodologie de pronostic proposée, le développement d’un observateur
à grand gain adaptatif pourrait être envisagé, fournissant une estimation conjointe de l’état et
de l’entrée inconnue, en temps fini. L’objectif serait de diminuer l’amplitude de l’erreur d’es-
timation, durant le phénomène transitoire de convergence. De plus, le développement de cet
observateur pourrait être considéré dans un cas plus générique, que celui où l’entrée inconnue
est affine par rapport à la fonction non linéaire de l’état du système, pour généraliser l’ap-
proche. Par ailleurs, l’identification des paramètres du modèle de comportement à dynamique
lente pourrait être améliorée, en utilisant d’autres méthodes d’identification, fournissant une es-
timation non biaisée des paramètres à variance minimale (par exemple au travers de la méthode
SRIVC 5).
La seconde méthodologie de pronostic peut être également améliorée en optimisant les ré-
sultats obtenus à chaque étape. Ainsi, le développement d’un observateur non linéaire à grand
gain par intervalle, dont la convergence est réalisée en temps fini, serait une amélioration inté-
ressante. L’objectif pourrait être double. Premièrement, il s’agirait de généraliser l’application
de la méthodologie de pronostic à d’autres classes de systèmes non linéaires incertains. Puis,
la propriété de convergence en temps fini permettrait de connaître le temps à partir duquel les
estimés sont précis et utilisables pour le pronostic. Par ailleurs, l’étape d’identification des para-
mètres par intervalle des bornes de comportement de la dégradation pourrait être améliorée, par
l’utilisation de techniques d’identification à temps continu, basée sur l’erreur de sortie par opti-
misation non linéaire. L’intérêt pourrait être de s’affranchir du calcul des dérivées numériques
des enveloppes de comportement de la dégradation. De plus, l’augmentation de la précision et
de la finesse de l’estimation d’espace atteignable pourrait avoir un effet positif sur les perfor-
mances du pronostic.
5. Simplified Refined Instrumental Variable method for Continuous-time models
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Par ailleurs, il pourrait être intéressant de relaxer l’hypothèse selon laquelle l’état de com-
portement à dynamique lente n’est pas mesuré. Puis de considérer que cet état est à présent
partiellement mesuré. Le développement de nouvelles méthodologies de pronostic, intégrant
cette nouvelle connaissance serait une contribution à la problématique du pronostic. L’utilisa-
tion d’autres types d’observateurs pourrait ainsi être explorée, afin d’estimer l’état non mesuré.
Finalement, le développement de nouvelles métriques d’évaluation des performances du
pronostic pourrait être considéré. L’objectif serait de déterminer des métriques précises de
convergence, et de précision des prédictions obtenues du temps de vie restant, au regard de
l’horizon de temps d’observations disponible sur un système. Par ailleurs, un autre aspect serait
de considérer la possibilité d’aborder le critère de la contrainte de l’implémentation en temps
réel des algorithmes de pronostic dans un processus de surveillance de système.
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ANNEXE A
Modélisation du système
électromécanique
L’objectif de cette annexe est de présenter les étapes conduisant au modèle décrivant l’évo-
lution du système électromécanique présenté dans la section II.4.
Le système est modélisé (voir [37]) sur la base d’un oscillateur de Duffing à un degré de
liberté, à partir des équations de Lagrange. Deux hypothèses ont été émises pour l’élaboration
de ce modèle. Les effets de la gravité et les pertes d’énergie par courants de Foucault dans le
pendule avec sa masse, sont négligés à des fins de simplicité. En négligeant les effets de la
gravité, ceci introduit un terme d’erreur non linéaire faible qui est intégré dans le coefficient
de ressort de torsion k. Les pertes par courant de Foucault sont intégrées dans le coefficient
d’amortissement de torsion c, et dans les résistances du circuit de la partie électromagnétique.
Figure A.1 – Sous-système électromagnétique [37]
La modélisation du système électromécanique est illustrée dans la Figure A.1 où Φ(ǫt) dé-
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signe la tension de la batterie se déchargeant lentement, Ri représente la résistance interne de la
batterie, Re indique la résistance externe du circuit et L désigne l’inductance de l’électroaimant.
Cette inductance L est une fonction de la position du pendule et est décrite par
L(θ) =
L0
1 +K(θ − λ)2
(A.1)
où L0, K et λ sont des constantes positives.
Pour modéliser le sous-système électromagnétique, on considère le potentiel standard de
Duffing donné par
P (θ) = b4θ
4 + b3θ
3 + b2θ
2 + b1θ + b0 (A.2)
et une formulation de la charge décrite dans [37]. Puis, on établit l’expression du Lagrangien
pour le système complet qui est donné par
L =
1
2
m(z˙ + lθ˙)2 +
1
2
L(θ)q˙2 −
1
2
kθ2 − P (θ) (A.3)
où m désigne la masse du pendule, z définit l’excitation du système et q est la charge qui
s’écoule de la batterie dans le circuit électromagnétique.
Le travail virtuel associé aux forces généralisées non conservatives (amortissement méca-
nique, résistance électrique et tension de la batterie) est donné par
δW = −cθ˙δθ + (Φ− Rq˙)δq (A.4)
où R = Ri +Re est la résistance totale du circuit.
A partir de (A.3)-(A.4), on déduit des équations de Lagrange la relation suivante


ml2θ¨ + cθ˙ + kθ +
∂P
∂θ
−
1
2
∂L
∂θ
q˙2 = −mlz¨,
Lq¨ +
(
∂L
∂θ
θ˙ +R
)
q˙ = Φ.
(A.5)
Dans la suite, et vu la nature du système considéré, on supposera que P est symétrique et
donc b1 = b3 = 0 dans (A.1). La force Q à l’extrémité du pendule est modélisée par une forme
polynomiale cubique
∂P
∂θ
= −Q = −a3θ
3 − a1θ (A.6)
où a1 = −2b2 et a3 = 4b4 sont des constantes positives.
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Dans (A.1), on pose λ =
√
a1/a3 tel que L = L0 lorsque l’extrémité du pendule se situe
directement au dessus d’un électroaimant, on a
mlz¨ = Fcosωt (A.7)
avec les nouveaux paramètres associés définis par


ω2n =
k
ml2
, µ =
c
ml2wn
, αi =
ai
k
(i = 1, 3),
f =
F
k
, Ω =
ω
ωn
, et r =
R
L0ωn
.
(A.8)
Puis, à partir de (A.8) et en procédant à un changement de variable lié à l’échelle de temps,
on a 

t¯ = ωnt
φ =
√
ml2
L0
Φ
k
ψ =
√
L0
ml2
dq
dt¯
(A.9)
Finalement, à partir de (A.9), (A.5) s’écrit alors comme étant


θ¨ + µθ˙ + (1− α1)θ + α3θ
3 +
K(θ − λ)
(1 +K(θ − λ)2)2
ψ2 = fcosΩt
1
1 +K(θ − λ)2
ψ˙ +
(
2K(λ− θ)θ˙
(1 +K(θ − λ)2)2
+ r
)
ψ = φ
(A.10)
Le modèle de comportement de la batterie est régi par un processus électrochimique complexe
qui n’est pas modélisé ici à des fins de simplicité. Un modèle dynamique de comportement
empirique de tension de décharge d’une batterie est considéré pour la modélisation du système
électromécanique et est donné par
φ˙ = −ǫψ(1 + γ(φ− η)2) (A.11)
où γ et η sont des constantes positives et ǫ désigne le ratio entre l’échelle à dynamique lente et
rapide tel que 0 < ǫ≪ 1.
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ANNEXE B
Stratégie de calcul d’espaces
accessibles
L’objectif de cette annexe est de présenter les étapes de la stratégie [7] de calcul de l’espace
accessible, introduite dans la section IV.4. Cette stratégie sera appliquée sur la fonction P défi-
nie par (IV.64).
A1) Linéarisation du système
On introduit la notation de l’intervalle par I = [a, b], avec a < b et a, b ∈ R. On définit
également u =
[
xT xT
]
et le vecteur z =
[
φT uT
]
. z est restreint à un ensemble convexe.
Pour z et z∗ fixés, on note
ξ ∈ {z∗ + α(z − z∗)|α ∈ [0, 1]} (B.1)
La linéarisation du système (IV.64) est réalisée au travers d’un développement de Taylor
d’ordre 1 pour le vecteur de paramètre θ ∈
[
θφ, θφ
]
comme suit
φ˙ ∈ P (z∗, θ) +
∂P (z, θ)
∂z
|z=z∗ (z − z
∗) + L,
= A(φ− φ∗) +B(u− u∗) + P (φ∗, u∗, θ) + L
(B.2)
où 

L =
1
2
(z − z∗)T
∂2P (ξ, θ)
∂z2
(z − z∗),
A =
∂P (φ, u, θ)
∂φ
|φ=φ∗∈ I
q×q,
B =
∂P (φ, u, θ)
∂u
|u=u∗∈ I
q×2n
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A2) Calcul de l’espace atteignable sans erreur de linéarisation
On définit l’ensemble des états exactement atteints Re(kr) à l’instant t = kr, k = 1, . . . , i
tel que
∑i
k=1(k − 1)r = Td, à partir de la condition initiale φ(0)(k−1)r pour l’entrée u avec le
vecteur de paramètre θ
Re(kr) = {φ | φ(t) est solution de (IV.64), t = kr}
La majoration de l’ensemble atteignable pour l’intervalle de temps complet est définie par
R([(k − 1)r, kr]) =
⋃
t∈[(k−1)r, kr]R(t) telle que R(t) ⊇ Re(t), t ∈ [(k − 1)r, kr].
L’estimation majorée de l’espace atteignable de Re(t) sur un intervalle de temps t ∈ [(k −
1)r, kr] pour le système linéarisé (B.2) dans le cas ou L = 0 a été décrit dans [6]. Les trois
étapes principales de cette étape sont :
– le calcul de l’ensemble atteignable Rˆ(t), sans tenir compte des entrées pour les temps
t = (k − 1)r, t = kr.
– la génération d’un ensemble convexe 1 englobant les solutions aux instants t = (k − 1)r,
t = kr.
– l’élargissement de l’ensemble convexe afin de contenir l’ensemble des trajectoires sur
t ∈ [(k − 1)r, kr] pour l’ensemble des entrées admissibles.
Une représentation de l’espace atteignable basée sur les zonotopes 2 est utilisée pour décrire
l’évolution d’un espace atteignable.
A3) Calcul de l’ensemble des erreurs de linéarisation admissible
L’ensemble des erreurs de linéarisation admissible est défini par
L¯ = |(eAr − I)−1A|θr (B.3)
où θ ∈ Rn est le vecteur d’expansion qui est défini par l’utilisateur. La valeur absolue est obte-
nue élément par élément.
1. Un ensemble A est dit convexe si pour tous éléments x et y de cet ensemble λx + (1 − λ)y ∈ A pour
λ ∈ [0, 1]
2. Un zonotope est défini par :
Z =
{
x ∈ Rn : x = c+
∑p
i=1
β(i)g(i), −1 ≤ β(i) ≤ 1
}
où c, g(1), . . . , g(p) ∈ Rn. Les vecteurs g(1), . . . , g(p) sont appelés générateurs du zonotope et c est noté comme
le centre de ce dernier. La notation suivante est adoptée pour un zonotope
(
c, g(1), . . . , g(p)
)
.
164
A4) Calcul de l’ensemble des erreurs de linéarisation L
La valeur absolue du reste du lagrangien peut être majorée pour z(t), t ∈ [(k − 1)r, kr] par
|Li| ⊆ [0, Lˆi] (B.4)
avec Lˆi =
1
2
γTmax
(
|
∂2P (ξ, θ)
∂z2
|
)
γ, θ ∈
[
θφ, θφ
]
,
et γ = |c− z∗|+
p∑
i=1
|g(i)|
(B.5)
où ξ(z) est défini dans (B.1), c et g(i) sont les générateurs du zonotope décrivant l’espace attei-
gnable R([(k − 1)r, kr]) .
Le terme max
(
|
∂2P (ξ, θ)
∂z2
|
)
est calculé via l’utilisation d’intervalles arithmétiques [83].
Pour cela, une majoration de z dans un intervalle convexe est réalisée comme décrit dans [7].
La borne estimée du reste de Lagrange Lˆi peut être minimisée en choisissant z∗ = c comme
point de linéarisation. Néanmoins, le centre c du zonotope de R([(k−1)r, kr]) n’est pas connu
à priori, car il est normalement calculé après linéarisation. Toutefois, le point de linéarisation
peut être approximé par
z∗ = cˆ +
r
2
P (cˆ, mid(θ)) ≃ c (B.6)
où cˆ est le centre de R((k − 1)r) et mid(p) est le centre de l’intervalle du vecteur.
A5) Calcul de l’espace atteignable dû à l’erreur de linéarisation L
Dans le cas où L ⊆ L¯, après avoir obtenu l’erreur de linéarisation L, l’ensemble atteignable du
système linéarisé Rerr(t), t ∈ [(k − 1)r, kr] est calculé en suivant les mêmes étapes que pour
B2 et en considérant L comme une entrée du système.
A6) Calcul de l’espace atteignable final
L’utilisation de la propriété de superposition d’un système linéaire permet de calculer une ma-
joration de l’espace atteignable final R(t), défini ici comme étant la somme de Minkowski des
espaces
R(t) = Rlin(t) +Rerr(t), t ∈ [(k − 1)r, kr]
A7) Découpage de l’espace atteignable en deux espaces
Dans le cas où L * L¯, l’espace accessible R(kr) est découpé en deux espaces. Dans ce cas, un
zonotope Z peut être divisé en deux zonotopes Z1 et Z2 en coupant le jieme générateur tel que
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Z1 ∪ Z2 = Z et Z1 ∩ Z2 = Z∗ où
Z1 = (c−
1
2
g(j), g(1...j−1), 1
2
g(j), 1
2
g(j+1...p)),
Z2 = (c+
1
2
g(j), g(1...j−1), 1
2
g(j), 1
2
g(j+1...p)),
Z∗ = (c, g(1...j−1), g(j+1...p))
(B.7)
Le choix optimal du jieme générateur est possible grâce à un indice de performance, basé
sur le reste du Lagrangien. En considérant qu’un espace atteignable décrit par un zonotope sur
l’intervalle de temps [(k− 1)r, kr] est divisé selon le jieme générateur, on obtient deux espaces
accessibles dont les bornes de linéarisation sont notées Lˆ1,j et Lˆ2,j respectivement. L’indice de
performance associé est noté
ρj = max
(
Lˆ1,j/L¯j
)
max
(
Lˆ2,j/L¯j
)
(B.8)
où Lˆ1,j/L¯j et Lˆ2,j/L¯j sont divisés par élément et max(.) fournit la valeur maximum du vecteur
résultant.
La composante j de la plus petite valeur d’indice de performance de ρ sera le jieme généra-
teur du zonotope à diviser. Si la plus petite valeur de l’indice de performance est supérieure à 1,
alors la division du zonotope sera réalisée de manière récursive deux fois de suite.
Puis les étapes de calcul des espaces atteignables de A1 à A4 sont répétées de nouveau pour
chacun des zonotopes.
A8) Annulation d’espaces atteignables redondants
Après avoir réalisé i divisions sur un [(k − 1)r, kr], les espaces atteignables nécessitent d’être
calculés sur [(kr, (k + 1)r] pour chacun des zonotopes considérés. Afin de réduire le volume
de calculs, les ensembles atteignables sont regroupés en annulant les ensembles atteignables
qui ont déjà été atteints. L’annulation d’ensemble atteignable conduit à une majoration de l’en-
semble atteignable final. Pour plus de détails, se référer à [7].
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CONTRIBUTION AU PRONOSTIC DES SYSTÈMES NON LINÉAIRES À BASE
DE MODÈLES : THÉORIE ET APPLICATION
Cette thèse est une contribution au problème du pronostic des systèmes complexes. Plus pré-
cisément, elle concerne l’approche basée modèles et est composée de trois contributions prin-
cipales. Tout d’abord, dans une première contribution une définition du concept de pronostic est
proposée et est positionnée par rapport aux concepts de diagnostic et de diagnostic prédictif.
Pour cela, une notion de contrainte temporelle a été introduite afin de donner toute pertinence
à la prédiction réalisée. Il a également été montré comment le pronostic est lié à la notion d’ac-
cessibilité en temps fini.
La deuxième contribution est dédiée à l’utilisation des observateurs à convergence en
temps fini pour la problématique du pronostic. Une méthodologie de pronostic est présentée
pour les systèmes non linéaires à échelle de temps multiple. Puis, une troisième contribution
est introduite par l’utilisation des observateurs par intervalle pour le pronostic. Une méthodo-
logie de pronostic est proposée pour les systèmes non linéaires incertains à échelle de temps
multiple. Pour illustrer les différents résultats théoriques, des simulations ont été conduites sur
un modèle de comportement d’un oscillateur électromécanique.
Mots-clefs : Concept et méthodologie de pronostic, pronostic basé sur les modèles, analyse et
modèle de dégradation, observateurs non linéaires, convergence en temps fini, observateurs
non linéaires par intervalle, atteignabilité en temps fini, système à échelle de temps multiple.
CONTRIBUTION TO NONLINEAR SYSTEMS PROGNOSIS BASED ON
MODELS : THEORY AND APPLICATION
This thesis is a contribution to the problem of a complex system prognosis. More precisely, it
concerns the model-based prognosis approach and the thesis is divided into three main contri-
butions. First of all, a definition of prognosis concept is proposed as a first contribution and is
positionned in reference to the diagnosis and predictive diagnosis concepts. For that, a notion
of temporal constraint is introduced to give all pertinence to the prediction achieved. It is also
shown how prognosis is linked to the finite time reachability notion.
The second contribution is dedicated to the use of finite time convergence observer for the
prognosis problem. A prognosis methodology is presented for nonlinear multiple time scale
systems. Then, a last contribution is introduced through the use of interval observer for the
prognosis problem. A pronognosis methodology is proposed for nonlinear uncertain multiple
time scale systems. To illustrate the theorical results, simulations are achieved based on a mo-
del of an electromechanical oscillator system.
Mots-clefs : Concept and methodology of prognosis, model based prognosis, damage ana-
lysis and models, nonlinear observers, finite time convergence, interval nonlinears observers,
reachability in finite time, multiple time scale system.
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