Abstract. Estimating the classification error rate of a classifier is a key issue in machine learning. Such estimation is needed to compare classifiers or to tune the parameters of a parameterized classifier. Several methods have been proposed to estimate error rate, most of which rely on partitioning the data set or drawing bootstrap samples from it. Error estimators can suffer from bias (deviation from actual error rate) and/or variance (sensitivity to the data set). In this work, we propose an error rate estimator that estimates a generative and a posterior probability models to represent the underlying process that generates the data and exploits these models in a Monte Carlo style to provide two biased estimators whose best combination is determined by an iterative solution. We test our estimator against state of the art estimators and show that it provides a reliable estimate in terms of mean-square-error.
Introduction
In a typical supervised learning setting, a classifier is trained on a set of patterns with the goal being to give accurate classification for future unseen patterns. To obtain the best possible model, one has to test a number of classifiers and select the best, as typically different classifiers suit different problems. The misclassification probability is the main performance measure used to select the best classifier, and it is very important to have an accurate estimator of this measure. An inaccurate error rate estimator can lead to selecting the wrong classification model or, for the same classification model, selecting detrimental parameter values. The problem is particularly aggravated by the small sample sizes [1] . Small sample sizes are encountered in many applications, such as microarray classification [2] [3] and domain-specific information extraction [4] .
In ideal circumstances, to get an exact estimate of the error rate, one could obtain an exact model of the process that generates the patterns and then use this model to obtain the error rate estimate either analytically or through Monte Carlo simulations. However, in realistic situations the pattern generation process is unknown and only a representative data set is available. Thus, the error rate estimation method aims at estimating the error rate solely using this available data set. Moreover, this same data set has to be used for designing the classifier too. Most of the existing error rate estimators rely on evaluating the classifier using portions of the data obtained either by partitioning or bootstrapping. The estimation error for a misclassification rate estimator can be decomposed into the two conflicting components of bias and variance. An estimator that is insensitive to the precise locations of the sampled patterns will typically have a low variance and high bias, and the converse is true too. Obtaining an accurate error rate estimator amounts to mastering the right trade-off between bias and variance.
Error Rate Estimators
Consider a classification data set (X, Y ) = (x i , y i ) ∼ G, i = 1, 2, ..., N , where x i is a p-dimensional feature vector, y i is its classification label, and G is the distribution from which (X, Y ) is drawn. It is required to estimate the error rate of a classification rule C : X → Y derived from the provided data set, where X is the domain of features and Y is the set of possible labels.
The most straightforward estimator is the resubstitution estimator, which is obtained by training the classifier on the whole data set and testing it on the same data. Because the same patterns are used for training and testing, resubstitution estimate suffers from severe negative bias (i.e. it severely underestimates the error rate), especially for complex classifiers, and is of little use by itself.
To combat this bias, researchers have typically used the hold-out method. It is based on dividing the data into a training set and a test set (as a rule of thumb the test set is typically taken as one third of the available dataset). The classifier is trained on the training set and evaluated on the test set. The advantage of such estimator is that it bases its estimate on patterns unseen in the training phase. The disadvantage is that it uses only a fraction of the data for training, leading to a disadvantaged classifier and hence a positive bias. Nevertheless, the hold-out method is widely used, especially for larger datasets.
An approach that attempts to make use of most of the data for training is the K-fold cross-validation (CV). It is based on splitting the data into K parts of equal sizes. Then we perform K different training/testing sessions. In the i th session we train the classifier on all parts except the i th part and test the classifier on the i th part. The estimated misclassification rate is the average of the misclassification rates obtained in the K testing sessions. A special case of CV is the leave-one-out cross-validation (LOOCV) where we have N partitions each consisting of a single pattern. The main disadvantage of CV is its large variance. In general, lower values of K have less variance at the expense of upward bias.
The leave-one-out bootstrap (LOOBS) takes B bootstrap samples of the data. Each bootstrap sample is obtained by sampling N patterns with replacement. The misclassification rate for each pattern x is estimated by classifiers trained on bootstrap samples in which x does not appear. The estimated misclassification rate is averaged over all patterns. LOOBS has less variance than CV at the expense of upward bias.
Efron [5] proposed the .632 method to handle the positive bias of the leaveone-out bootstrap by combining it with the negatively biased resubstitution estimate as follows:Ê .632 = 0.632 * Ê LOOBS + 0.368 * Ê resub (1) The weights are derived from the fact that the expected number of unique patterns in a bootstrap sample of size N is approximately (1 − e −1 )N = 0.632N . The .632 suffers from a negative bias if the classifier is (nearly) a perfect memorizer, such as the nearest neighbor classifier (1NN). In this case E resub can be extremely negatively biased (for exampleÊ resub = 0 for 1NN) thus biasing the whole estimate.
The .632+ method [6] attempts to alleviate the bias problem of the .632 method in case of perfect memorizers, by having variable combination weights, w, 1 − w where w is a function of the estimated degree of overfitting for the considered classifier instead of being fixed at 0.632. More recently, Sima and Dougherty [7] have shown that the optimal combination between LOOBS and resubstitution depends on the classification rule, sample size and data distribution. They have shown, for example, that the optimal value of w increases with increasing Bayes error rate.
A newly proposed method, the so-called bootstrap cross-validation (BCV), proposed by Fu, Carroll and Wang [2] , takes B bootstrap samples of size N . The misclassification rate is estimated for each sample using leave-one-out cross validation and then averaged over all samples. An issue with BCV is that the bootstrap samples contain repeated patterns. Consequently, the LOOCV estimate would be negatively biased due to the overlap between training and testing data. Thus, BCV can suffer from downward bias, especially with perfect memorizers.
Jiang and Simon [3] proposed the adjusted bootstrap (ABS) method which is based on assuming an inverse power law relationship between error rate and number of unique patterns in the training set. The method calculates multiple leave-one-out bootstrap estimates with different bootstrap sample sizes and consequently different expectations of the number of unique patterns. These estimates are used to fit the parameters of the inverse power low curve. The error estimate is then calculated as the error rate at N unique patterns, as predicted by the inverse power law. Experiments conducted by Jiang and Simon show that ABS is moderately conservative (it tends to be upward biased).
In the methods described above each pattern is typically evaluated by an indicator function I(C(x i ) = y i ) where C(x i ) is the classifier's output for the i th pattern. This is usually adequate for a large number of patterns. However, as the number of patterns becomes small, the discrete nature of this evaluation function will have a detrimental effect on the estimator's performance due to variance. In such situation, each pattern becomes a valuable source of information that has to be used to its utmost. Replacing the indicator function with a continuous evaluation function improves the overall accuracy and, in particular, reduces the variance.
Most continuous evaluation functions proposed in the literature (see [8] for a review) assume a classification method where the output is obtained by thresholding a discriminant function f (x) : X → R. These methods utilize the actual value of the discriminant f (x) instead of thresholded value. Fukunaga and Kessel [9] proposed the posterior probability misclassification rate estimator, where the discriminant function is nothing but posterior probability estimatesP (y|x). This approach has been also analyzed in detail by [10] and [11] ). In this approach the
The posterior probability error estimator does not need the labels (except for designing the classifier) and consequently can make use of unlabeled test patterns. To further reduce variance, Hand [12] [13] proposed the utlization of the marginal probability G(x) = y∈Y G(x, y), which can also be estimated using unlabeled data. The average conditional error rate can then be estimated as
Typically,P (y|x) is different from the true posterior probability given by
This makes the posterior error estimation biased and this bias becomes more severe as the data set size decreases because the error in estimatingP becomes larger [8] .
Proposed Estimator
The proposed misclassification rate estimator is based on two different proposed estimators that have favorable complementary features. Subsequently, the two estimators are combined in a certain way so as to emphasize their strong aspects. First, given a random sample (X,Ŷ ) ∼Ĝ of size N G N , the generative error rate is defined as follows:
SinceĜ is typically only an approximation of G, we expect E G to be biased. IfĜ is estimated using a method that has enough degrees of freedom to fit the dataset, such as Parzen windows, the generated set (X,Ŷ ) will be similar to the provided set (X, Y ) and consequently,Ê G will be downward biased.Ê G can thus be thought of as a reduced-bias version of the resubstitution estimate. The other estimate we develop is the Monte Carlo posterior estimate which is calculated as shown in algorithm 1. The rationale for the Monte Carlo posterior approach is that we would like to replicate the whole process of drawing patterns from the distribution and designing a classifier. Relying on just the original patterns (like in the proposed generative method above or like other estimators in the literature), will get us "stuck" with the specific positions the original patterns happen to fall in.
In this work, we estimate the posterior probabilityP using a Gaussian process classifier [14] , we choose Gaussian processes for three main reasons. First, the Gaussian process classifier we use is a discriminative estimator. Discriminative methods are more reliable than generative methods for estimating posterior probabilities especially in small samples, since they do not need to estimate the joint Algorithm 1. Monte Carlo posterior error rate estimation , y) . Second, Gaussian processes are kernel-based, which means they can easily be applied on non-Euclidean spaces. Third, Gaussian processes are based on a formal probabilistic framework.
To derive a good combination ofÊ G andÊ MCP we need to observe how they are related to the actual error rate which depends on the degree of separation between patterns belonging to different classes based on available features. In a problem where the features clearly separate classes, the true error rate E andÊ G tend to be minimum and in this caseÊ G tends to be unbiased. On the other hand, in a problem with almost non-informative features, E tends to the error rate of a totally random classifier (0.5) while the E G estimate will typically be less than 0.5 since the test is similar to the set fitted by the classifier. Consequently,Ê G will be significantly down-biased in low class separation problems.
The relation between the bias ofÊ MCP and the degree of class separation can be explained by the effect of replacing the indicator evaluation function z i = I(C(x i ) = y i ), where z i ∈ {0, 1}, with the posterior estimate p i = 1 −P (C(x i )|x i ), where p i ∈ [0, 1]. Since p i is more smoothed than z i , we expect that p i < 1 if z i = 1 and p i > 0 if z i = 0. In other words, p i is more optimistic about misclassified patterns and more pessimistic about correctly classified patterns. Consequently, at low error rates (high separation),Ê MCP becomes upward-biased. This bias decreases as error rate increases and reaches its minimum at error rates near 0.5, where the effects of misclassified and correctly classified patterns balance out.
To test the validity of the above argument, we conducted Monte Carlo simulation experiments on different data sets and classifiers. For each data set, we tried different degrees of class separation by translating and/or scaling each pattern depending on its class. For each degree of class separation we select a set S of N patterns (N = 20) from the transformed data set, train the classifier on them and estimate the true error rate E by counting the number of misclassified patterns when testing the classifier on the patterns not selected in S. We use S to estimate E G and E MCP . This process is repeated K times (K = 100). Figure 1 shows the results of one of these simulations, where a Naive Bayesian classifier is tested on patterns generated from a 10-variate Gaussian distribution with = I, µ 1 = 0 and µ 2i = d ∀ i : 1 ≤ i ≤ 10. Degree of separation is controlled by changing d, which is shown as the x-axis. The figure shows that both E MCP and E G tend to be more pessimistic (or less optimistic) as the degree of separation increases. It shows that E MCP is a good estimator when there is low separation and the error rate is high while E G is a good estimator when there is high separation and the error rate is low.
This suggests a linear combination of the form
where
and E is the error rate which depends on the degree of class separation. Thus w tends to 1 as E tends to 0.5 (low separation) and tends to 0 as E tends to 0 (high separation). Since E is unknown a priori we replace it in 6 witĥ E GMCP and iteratively apply 5 and 6 starting with w = 0.5. Figure 1 shows that w converges to nearly 2E. It is worth noting that the combination of E G and E MCP reduced the resultant bias at the expense of increased variance, a clear example of the bias/variance tradeoff. Similar behavior was consistently observed in the experiments performed on other data sets and other classifiers.
Experimental Setup
To test the comparative performance of the proposed estimator, we have performed extensive numerical simulations on four 2-class real-world data sets different from those used to develop our estimator. For each data set we performed K runs (we set K to 100), where in each run we randomly sample N patterns from the data set. These represent the training set, and they will be used to estimate the classifier error rate for each competing estimator. Table 1 shows the details of the data sets used
1 . The estimators we tested are given in Table 2 . For the estimation ofP (y|x), we used Gaussian processes with the neural network covariance function since our development experiments showed that it has more discriminative power for small samples compared to other functions such as the standard error isotropic covariance function. For the estimation of G(x, y) we used Parzen windows with kernel width estimated using Silverman's rule [16] .
For each setup we estimate bias, variance and mean square error (MSE), which are calculated as follows
where E i andÊ i are the true and estimated misclassification rate in the i th run respectively. The true error rate is estimated by training the classifier on the N sampled data and testing it on the remaining patterns of the dataset. For each dataset we tested three different classifiers: the K-nearest neighbor (KNN) with K = 3, the diagonal linear discriminant analysis (DLDA), and the classification and regression trees (CART). Tables 3, 4 and 5 show the results for 3NN, DLDA and CART classifiers respectively. Table 6 shows the ranks of tested estimators (based on MSE) averaged over Table 3 . Results for 3NN Classifier. For each setup, the first row shows the bias, the second shows the variance and the third shows the MSE. 
Experimental Results

Conclusions
In this work we developed a complementary pair of error rate estimators that utilize a generative estimator and a posterior estimator. We proposed an iterative combination of the two estimators. The iterative solution was based on the fact that the best combination depends on a hidden parameter (true error rate).
We are planning to study the possibility of integrating more visible and hidden parameters such as number of samples and amount of overfitting to get a more reliable estimator.
