Since their first appearance in 1997 in the prestigious journal Science, algorithm portfolios have become a popular approach to solve static problems. Nevertheless and despite that success, they have not received much attention in Dynamic Optimization Problems (DOPs). In this work, we aim at showing these methods as a powerful tool to solve combinatorial DOPs. To this end, we propose a new algorithm portfolio for this type of problems that incorporates a learning scheme to select, among the metaheuristics that compose it, the most appropriate solver or solvers for each problem, configuration and search stage. This method was tested over 5 binary-coded problems (dynamic variants of OneMax, Plateau, RoyalRoad, Deceptive and Knapsack) and compared versus two reference algorithms for these problems (Adaptive Hill Climbing Memetic Algorithm and Self Organized Random Immigrants Genetic Algorithm). The results showed the importance of a good design of the learning scheme, the superiority of the algorithm portfolio against the isolated version of the metaheuristics that integrate it, and the competitiveness of its performance versus the reference algorithms.
Introduction
An optimization problem can be considered as "dynamic" when any of its components, namely objective function, constraints, size, variables domain, etc., change with time. Dynamic optimization problems (DOPs) are as follows: DOPs = {optimize f (x,t); x ∈ F(t) ⊂ S;t ∈ T } where:
• S is the search space • t represents time • f : S × T −→ R is the objective or cost function whose definition depends on t.
•
F(t), is the set of feasible solutions at time t, F(t) ⊂ S.
Most of the academic research in DOPs has been done using artificial problems, because they allow to properly studying several factors related with the changes, as severity, frequency or dynamism type. Examples of artificial problems are the wellknown moving peaks benchmark [28, 29] ; dynamic versions of static continuous functions like Sphere, Griewank, Rastrigin, Ackley, etc. [23] ; or dynamic versions of combinatorial problems as knapsack problem [3, 21, 35] , moving parabola [1] , bitwise comparison problems [10, 41] , and planning problems [8, 11, 26, 37, 38] .
When dealing with DOPs, some aspects are assumed: the changes are gradual; it is not possible to solve the problem from scratch after a change; and the current information should be useful to produce a faster adaptation to the change.
The last years showed an increasing interest on solving them using metaheuristic methods [2, 7, 30, 49, 51] . One can find evolutionary algorithms [50] , multiswarm techniques [2] , ant colony optimization [19, 27] , cooperative strategies [17, 18, 25] and so on.
When solving static problems with metaheuristics, parameter setting is not a trivial task. As a consequence, researchers enhance their methods with some learning features to change the parameters during the run. This is also being done in the context of DOPs, where there is a growing tendency on using learning mechanism to change the parameters, operators, etc. of the method during the search [17, 18, 24, 27, 46, 51] .
Another non trivial aspect is the selection of the metaheuristic to solve the problem at hand. In the context of static problems, one of the most common approaches for this issue is the algorithm portfolio [20, 31, 32] . It consists in a set of algorithms that are executed iteratively or in parallel, in order to solve the problem. A learning scheme is used to select the most suitable algorithm at every stage of the search or to distribute the available execution time among them. This decision is typically based on the algorithm's performance. This type of methods have shown to be very competitive in problems as supply chain optimization [48] , numerical optimization [32] , vehicle routing [39] or satisfiability [47] , among others.
Despite this success in static problems, algorithm portfolios have not received much attention in DOPs. For this reason, in this paper we intend to deepen in this topic, to show algorithm portfolios as a powerful alternative to solve DOPs. Concretely, we propose a new algorithm portfolio for combinatorial DOPs emphasizing the role of the learning scheme.
First, we will analyze if learning makes sense, what learning scheme is the most appropriate and how the learning works along the search process. Then we will study if the portfolio obtains better results than their composing algorithms, and finally, we will compare the best portfolio variant against two reference algorithms: Adaptive Hill Climbing Memetic Algorithm and Self Organized Random Immigrants Genetic Algorithm. The computational experiments are done over five combinatorial optimization problems and the results are analyzed using statistical testing. It is important to remark that we will consider DOPs with dynamism only in the fitness function.
The article is organized as follows. Section 2 discusses the literature related to our proposal. The algorithm portfolio, its learning scheme and the different learning variants considered are presented in Section 3. In Section 4, experimental framework, we show the combinatorial DOPs used to test the method, the details of the experimentation, the reference algorithms with which our proposal is compared, the composition of the portfolio, the performance measures and the non-parametric tests employed for the statistical assessment of the results. The next part of the paper is devoted to analyze the results of the experimentation and the comparison versus the reference algorithms. Finally, we provide the conclusions of this work in Section 6.
Related Work
The idea of algorithm portfolios was proposed by Huberman and coauthors in 1997 [20] . Inspired by basic economic concepts of risk management, these authors presented an approach to allocate a limited amount of resources (CPU time) among a set of algorithms according to its expected "benefit" (average fitness) and "risk" (fitness variance). The allocation is done in such a way that the benefit is maximized and the risk minimized.
The original concept has evolved along these years and nowadays, one of the most accepted definitions is the next one [16] : a collection of different algorithms and/or copies of the same algorithm that are run in one or more CPUs. We can classify algorithm portfolios in different categories depending on: 1) how the algorithms are run and 2) when the available running time is distributed among them [16, 33] . Regarding the first criterion, there are three classes [16] : parallel, where all the algorithms are run concurrently in different processors [32] ; interleaved on a single processor, where the algorithms are run alternatively, simulating parallelism in one processor [14] ; and sequential with restart, where at each iteration, a randomly selected algorithm is executed for a fixed amount of time (every run of the same algorithm uses a different random seed) [14] . Respect to the second criterion, the algorithm portfolios can be classified in two categories [14, 33] : static, if the distribution of the available CPU time among the algorithms is fixed before the run [32, 48] , or dynamic, if it is done along the search process [14] .
We can find in the literature some references about the application of algorithm portfolios to solve DOPs. For example, in [40] , the authors propose a static portfolio to solve the Inventory Routing Problem with stochastic demands. In this case, the algorithms are run in parallel without information feedback, and the portfolio is composed by variants of the genetic algorithm. Another work on this topic is found in [39] , where an algorithm portfolio is used to solve the Dynamic Vehicle Routing Problem with stochastic demands. The paper presents a static algorithm portfolio that combines trajectorybased and population-based algorithms that are run in parallel with no information exchange.
A similar approach to algorithm portfolios that has been used in DOPs are the hyperheuristics [5] . They can be defined as search methods or learning mechanisms for the selection and generation of heuristics in order to solve a particular optimization problem. They can also be seen as high-level methods that given a set of low-levels heuristics for a particular problem, are able to automatically produce a proper combination of these low-level heuristics to solve the instance at hand. Among the high-level methods for the selection/generation/combination of heuristics we can find tabu search, variable neighborhood search, genetic algorithms or data mining techniques [5] . In the context of static problems, these methods have been applied to graph coloring, production planning, work-force scheduling, constraint satisfaction or vehicle routing [5, 6] .
Regarding DOPs, its application is fairly recent. In [45], Gonul et al. proposed a framework for DOPs that hybridizes hyperheuristics and Population Based Incremental Learning. The selection of low-level heuristics is done through a scoring system and reinforcement learning. They tested two variants of their proposal on dynamic binary functions with successful results. Topcuoglu and coauthors present a hyperheuristic to solve DOPs in [43] whose high-level heuristic selection method is an evolutionary technique known as memory/search algorithm. The experimentation done over the Dynamic Generalized Assignment Problem and the Moving Peaks Benchmark showed the better performance of this method versus the canonical memory/search algorithm. In [22] , the authors test, using also the Moving Peaks Benchmark, several hy-perheuristics that combine five high-level heuristic selection methods (simple random, greedy, choice function, reinforcement learning, random permutation descent) with seven move acceptance criteria (all moves, only improving, improving and equal, exponential Monte Carlo with counter, great deluge, simulated annealing, simulated annealing with reheating). The best performing variant (choice function -improving and equal) improved the results obtained by state-of-the-art algorithms for this problem.
As we have seen, the use of algorithm portfolios and hyperheuristics is becoming more popular in DOPs. In this sense, although algorithm portfolios and hyperheuristics share a similar approach (they combine a set of heuristics), it is important to highlight that they present two important differences. On one hand, hyperheuristics usually work with low-level heuristics whereas algorithm portfolios do it with higher-level methods as metaheuristics. On the other hand, and in our opinion the main difference, hyperheuristics works over a single solution of the problem (they can be seen as trajectorybased methods) while algorithm portfolios works over a set of independent solutions at the same time. Taking into account these two aspects, the characteristics of our proposal, which we describe in the next section, fits better to the category of algorithm portfolios, since our method deals with metaheuristics that works over their own and independent solutions.
Algorithm Portfolio
The main motivation to build an algorithm portfolio is to avoid deciding on a single algorithm to solve the problem at hand [20] . In this contribution, our portfolio is made of a set of metaheuristics. Using a credit based approach, the portfolio selects which metaheuristic to run at every stage of the search. Then, a credit assignment is done based on the performance of the selected metaheuristic. According to the categories of algorithm portfolios showed in the last section, our proposal can be classified as a dynamic algorithm portfolio that interleaves the run of the metaheuristics on a single processor. More formally, our portfolio is composed by a set of metaheuristics A = {a 1 , . . . , a n }, being each a i a trajectory or population-based metaheuristic. Every a i has a single current solution x a i curr (if we consider a trajectory-based method) or a current population p a i curr (in population-based metaheuristics). Algorithm 1 shows the inner working of the portfolio. After the initialization of the algorithms, the method goes into the main loop. Firstly, if a change is detected, x a i curr or p a i curr are re-evaluated, and the new global best solution (x best ) is calculated.
Subsequently, an a i is selected and run for one iteration (the definition of what we consider by an iteration is given at the end of this section). The selection strategy employed in this step is the wellknown roulette-wheel method, where the portion or selection probability of each a i is assigned according to its credit w i . This probability is calculated as:
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Step The solution generated by the algorithm selected in one iteration, x c , is then compared versus the current global best x best . If x c is better than x best , the algorithm portfolio refreshes it and then, it updates the current solution or population of the rest of algorithms (a j = a i ) with the new x best (the details of the obtaining of x c and the updates of the current solutions and populations are also described at the end of the section).
In the last stage of the main loop, the method assigns a certain credit to a i and recalculates the selections probabilities of the algorithms according to Equation 1. The amount of credit assigned to a i depends on the quality of the solution x c and the credit scheme employed. The details of this part of the algorithm portfolio will be described in the next subsection.
Some of the steps mentioned above are accomplished in a different way depending on whether the considered algorithm is trajectory-based or population-based. Table 1 shows how the algorithm portfolio carries out these steps in each case. The most important differences appears in how an iteration is performed, how x c is obtained and how the current solution or population is updated. Regarding the iteration process and the obtaining of x c , in trajectory-based algorithms, one iteration corresponds to one application of the neighborhood operator to x a i curr and the evaluation of the acceptance criterion for the move (e.g., tabu and aspiration criteria in Tabu Search, acceptance probability in Simulated Annealing, etc.). x c represents the solution resulting from the application of the neighborhood operator. In population-based methods, one iteration corresponds to the sequential application of their operators (e.g., selection → crossover → mutation → replacement, in Genetic Algorithms). When a crossover operator is applied, only one of the two individuals obtained (randomly selected according to a uniform distribution) is considered for the next step of the sequence of operator applications. In case the method considers replacement, the individual generated replaces the worst parent. x c corresponds to the individual generated in this process.
The update of x a i curr for trajectory-based algorithms, performed in the step 17 of Algorithm 1, consists on replacing x a i curr by x best . Regarding population-based algorithms, in this step, x best replaces the worst individual of the population.
Learning scheme
The credit assignment mechanism implemented by the portfolio is, in fact, a learning scheme whose objective is to learn which the best performance method/s for the problem at hand is/are. For this reason, we will also refer to the credit assignment mechanism as learning scheme.
The credit assigned to a metaheuristic a i at time t + 1 is calculated as:
where:
• t is the current time.
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• w i (t + 1) is the credit obtained by a i at time step t + 1.
• w i (t) is the current credit of a i .
• r i (t) is the reward assigned to a i . It is a value greater or equal to zero that is determined as a function of the quality of the solution generated by a i (x c ) and the quality of x best .
• l i (t) is the penalization assigned to a i if the generated solution (x c ) is worse than x best . It is defined as follows:
where: Q is a penalty term and Q ∈ [0, 1]. We assume here that every possible definition or variant for the reward, penalization and credit update, lead to a different learning scheme.
Learning scheme variants
When facing dynamic optimization problems, it is critical to decide what to do with the learning gained (credit assigned) by the portfolio. The potential definitions of the three components of the learning scheme, namely w i (t), r i (t) and l i (t), lead to variations that will be analyzed next in order to detect the best alternatives. The potential definitions are described next:
Current credit (w i (t)):
• Restart (RS): current credit is set to zero when a change is detected. The rationale behind this idea is that we need to face a new problem and we need to detect from scratch which are the good methods for the new situations (we forget everything we learnt).
• Keep it or no-restart (NRS): we assume that the new situation is similar to the previous one and if a method was good in the past, it will be good in the future.
Penalization (l i (t)):
• Active Penalization (AP): Q = 0.9 if a i generates worse solutions than x best , and Q = 0 otherwise. In this way, we lower the credit of a method if it is not allowing the improvement of the best found solution. The value Q = 0.9 was chosen after empirical observations.
• Inactive Penalization (IP): Q = 0 during the whole run.
Reward (r i (t)):
• Better (RB): r i (t) = 1 if the fitness of the generated solution (x c ) is strictly better than f (x best ).
• Equal or Better (REB): r i (t) = 1 if the fitness of the generated solution (x c ) is equal or better than
We analyze the eight possible variants derived from the combination of the previous alternatives (shown in Table 2 ). As we stated above, every combination can be considered as a "learning scheme". 
Experimental Framework
We describe here the problems, performance measure, comparison techniques and the details of the experimentation we will follow to evaluate our proposal.
Problems
The portfolio will be tested on dynamic versions of static binary-coded problems constructed using the XOR-DOP generator [51] . The generator operates generating masks that are applied to the solution using a bitwise XOR operator. The objective function is changed every τ evaluations of the fitness function. In the k th change, a new XOR mask M(k) is generated as follows:
where ⊕ is the XOR operator (a ⊕ b = 1 ⇐⇒ a = b, and a ⊕ b = 0 otherwise) and T (k) is an intermediate binary mask randomly generated with ρ × m values set to 1 at change k (being m the dimension of the problem).
The cost of a solution x at evaluation e is done as follows:
where k = e/τ is the current change and is the integer part operator. Figure 1 shows an example of the evaluation process. Through changes in the mask, the generator produces changes in the optimum position, and using different values for τ y ρ, we can control the frequency and severity of the changes, respectively. High values of ρ imply more severe changes, while low values of τ mean more frequent changes.
As stated before, using this idea of masking, any binary encoded static problem can be converted to its dynamic version. In what follows, the base static problems used here are described. 
Knapsack problem
The knapsack problem is a well-known NP-Hard combinatorial optimization problem [21] . Given a set of m elements the knapsack problem is described as follows:
where x = (x 1 , ..., x m ) and x i = 1 if object i is selected or x i = 0, otherwise. Values p i and w i represent the profit and weight of object i, respectively, and C is the capacity of the knapsack. It is believed that knapsack is one of the easiest NP-Hard problems. Several exact algorithms are available and for them, the hardness of random instances, increases with the correlation between weights and profits [34] .
Our test instance has m = 100 objects, and the weights, benefits and capacity are defined as: Possible unfeasible solutions arising in the search are penalized as in [51] :
being C = ∑ 
Problems using base binary functions
We use four additional problems and all of them consist on finding solutions that match all the bits of a target optimal solution. This target solution is initially considered to be the solution where all its bits are set to 1. To evaluate a solution, we consider blocks of 4 bits where each block contributes a given amount to the final objective value. The contribution of every block of 4 bits depends on the considered functions that are described below:
• OneMax: Each matched bit adds 1 to the fitness.
• Plateau: Three matched bits add 2 to the fitness while four matched bits add 4 and any other amount of bits matched leads to a 0 contribution.
• RoyalRoad: Each perfectly matched block adds 4 to the fitness. Partially matched blocks have fitness 0.
• Deceptive: Fitness is 4 if all the 4 bits are matched. If not, the fitness for the block is 3 minus the number of matched bits. Figure 2 shows the contribution of every 4-bits block to every function in terms of the number of correctly matched bits.
Additional information
The dimension of all the problems was defined as 100 (25 blocks of 4-bits for functions described in Section 4.1.2). We considered five different change frequencies (τ ∈ {1200, 3000, 6000, 9000, 12000} fitness function evaluations) , and four different severities (ρ ∈ {0.1, 0.2, 0.5, 0.9}). The selected (τ) should be understood as the number of fitness function evaluations allowed between consecutive changes, in other words, it accounts for the number of evaluations that the algorithm has in order to "catch" the optimum until the next movement.
We performed 30 independent runs for every algorithm, problem and combination of τ and ρ, where every run consisted of 100 changes of the fitness function.
Reference algorithms
To better assess the performance of our portfolio, we will perform comparisons against some reference algorithms. In a recent review [7] , two algorithms are shown to be competitive in the DOPs considered here: Adaptive Hill Climbing Memetic Algorithm (AHMA) [46] and Self Organized Random Immigrants Genetic Algorithm (SORIGA) [42] . Although there exist more recent methods for the same problems used in this work [13, 44] , AHMA and SORIGA are still used in comparisons [9, 25, 44] , there is a general agreement on their quality, they are easy to understand and more important, their source code is available, thus running them on our benchmarks is much easier. We consider that in this way the comparison is fairer than taking values from published tables.
Adaptive Hill Climbing Memetic Algorithm (AHMA)
AHMA, firstly proposed in [46] , is essentially a genetic algorithm coupled with a local search that has two neighborhood operators available: Greedy Crossover Hill Climbing (GCHC) and Steepest Mutation Hill Climbing (SMHC). GCHC applies a crossover operator using the elite solution and an individual from the population (chosen by the roulette wheel selection). It returns the best child obtained. SMHC operator flips a number of bits in the elite solution (a sort of macro-mutation). The original solution is replaced if the new one is better. These operators are selected with a probability distribution that is adjusted during the run. After a change, the probability values are kept. AHMA also includes two mechanisms to manage population diversity during the run: Adaptable Dual Mapping (ADM) and Triggered Random Immigrants (TRI).
SORIGA
SORIGA (Self Organized Random Immigrants Genetic Algorithm), proposed in [42] , is a Genetic Algorithm in which, after the initialization, its population is split into two sub-populations: the main and the secondary one. The best individuals are moved to the main subpopulation whereas the worst individuals are replaced by randomly generated ones ("Random Immigrants") and moved to the secondary subpopulation. Both sub-populations are co-evolved independently until the worst individual considering the two sub-populations belongs to the main one. In this moment, both sub-populations are joined again, evolved for one generation and split in the same way explained before. This process is repeated iteratively until the stopping condition is reached.
Porfolio Composition
To implement the algorithms that compose the portfolio we use the Java library BiCIAM [12] which contains standard versions of the most common metaheuristics. For the evaluation of the algorithm portfolio we selected the next methods: BestFirst Hill Climbing, Random Search, Simulated Annealing, Tabu Search, Genetic Algorithm, Evolutionary Strategy and Univariate Marginal Distribution Algorithm. It is important to note that we chose the methods basing just on theirs features (trajectory/population based, search pattern, evolutionary/non-evolutionary method, etc.) and without knowing a priori their performance in the DOPs showed above. We aimed at having a diverse set of algorithm with heterogeneous searching behaviors. Table 3 displays the parameter settings of the methods that integrate the algorithm portfolio. The current version of the Java library BiCIAM, which includes the metaheuristics mentioned above and the implementation of the algorithm portfolio presented in this paper, is available in the next link: http://modo.ugr.es/algorithmportfolio/ index.html 
Performance measure
The algorithms will be evaluated using the "offline performance" [4] which is defined as follows: (12) where N is the number of runs; in the original definition, G stands for the number of generations (which has perfect sense when talking about evolutionary algorithms) but here, G = 100 · τ is the number of fitness function evaluations allowed for the portfolio in one run; the value k = e/τ , k ∈ {0 . . . 100} is the current change period; and F k B ie is the fitness of the best solution found in the k-th change period of the i-th run up to the e-th evaluation (or (e − (k − 1)τ)-th evaluation of the k-th change period).
Statistical assessment of results
Nowadays, it is widely assumed that any comparison among a set of algorithms over a set of problems should be supported by statistical testing. In this article we follow the guidelines proposed in [15] where non-parametric statistical testing is suggested in situations like the one faced in this contribution (several problems, algorithms and configurations).
Firstly, we will apply Friedman's test to check if significant differences exist among a set of algorithms. Besides this, Friedman's average rank allows to sort the algorithms in terms of performance. Secondly, if such significant differences are detected, we use Wilcoxon's test for pairwise comparisons of algorithms, and Holm's and Finner's posthoc tests for one-to-many comparisons between the best algorithm (as indicated by Friedman's rank output) and the rest.
Commercial software SPSS was used for Friedman's and Wilcoxon's tests and KEEL tool [15] for Holm's and Finner's post-hoc tests.
Results
The computational experiments are oriented to analyze the following questions:
• Does the portfolio obtain better results when using a learning scheme than when not? Which variant of the learning scheme leads to better results? How does the learning scheme influence the selection of the algorithms?
• Does the best portfolio learning variant obtain better results than the individual components when they are run isolated?
• How the performance of the algorithm portfolio is with respect to good reference algorithms (i.e. SORIGA and AHMA)?
Every algorithm in this contribution is analyzed over 5 problems (One-Max, Plateau, Royal-Road, Deceptive and Knapsack), 4 levels of severity (ρ) and 5 different change frequency (τ), that is, it is tested over a total of 100 problem configurations. For the sake of simplicity and understanding, the offline performance obtained by the different methods, in each problem configuration considered in this experimentation, is not displayed during the analysis of the results. The interested reader can refer to Appendix 1 to check this information.
Analysis of the learning scheme
In this subsection we will analyze the learning schemes presented in Section 3.1 to check if their use makes sense (if they lead to better results than an algorithm portfolio without learning scheme), which of them obtains the best performance and how the learning scheme influences the selection of the algorithms.
Learning vs No Learning
The aim of this first analysis is to verify whether or not, the learning schemes proposed lead the portfolio to obtain better results than a strategy without learning (AP-NoLearn), i.e. a portfolio where the constituent methods have the same selection probability along the whole run.
In first place we compare, using Wilcoxon's test at a significance level α = 0.05, every learning scheme against AP-NoLearn and the results are shown in Table 4 . The first column indicates the learning scheme under consideration. The second column "Global" states the result of the comparison over all the problems and configurations. The rest of the columns correspond to the results in every problem. The '>' sign states that the considered scheme is statistically better than AP-NoLearn, '<' means the opposite, and '−' indicates the difference in performance is not significant.
Considering the "Global" column, just half of the learning schemes tested lead to significantly better performance against AP-NoLearn, thus making relevant the need of a careful design of the learning strategy. In other words, a bad learning strategy may lead Table 4 . Learning vs. no learning. Results of the pairwise comparisons, using the Wilcoxon's nonparametric test at a significance level of α = 0.05, between the learning schemes proposed and the variant of the algorithm portfolio without learning scheme (AP-NoLearn). The first column indicates the credit assignment scheme under consideration. The second column states the result of the comparison over all the problems and configurations. The rest of the columns correspond to the results in every problem. The '>' sign states that the considered scheme is statistically better than AP-NoLearn, '<' means the opposite, and '−' indicates that the difference in performance is not significant.
Learning scheme Global OneMax Plateau RoyalRoad Deceptive Knapsack
to worse results than having no learning. It is not clear which component of the learning scheme have a higher impact on the performance, although those schemes using 'RB' (giving reward when the generated solution is strictly better than the reference one) provide better results. Considering the results disaggregated by problem, the cases for OneMax, Plateau and RoyalRoad are quite similar to those in the Global case. Besides, the signs in the table are almost equal among the three problems, probably meaning that the portfolio behaves similarly on them. Deceptive is perhaps the most complex problem and its intrinsic structure "confuses" the learning scheme. Only RS-AP-RB is able to obtain better results than AP-NoLearn. When considering the Knapsack problem, perhaps the one closer to real life problems, the learning feature starts to be very relevant. Just in one case out of eight (NRS-AP-REB) the use of learning returned worst results than no learning. The other seven cases allowed obtaining better or equal results than AP-NoLearn. It has to be noted that RS-AP-RB is the only variant that consistently outperforms AP-NoLearn over all the cases considered.
Analysis of learning schemes
We will compare here the different learning schemes proposed to determine what it is the best one. We have analyzed the best scheme both globally (over all problems) and on each specific problem. Firstly, and using the Friedman test, we compared all learning strategies over all problems and on each problem separately. In all cases the test returned a p − value = 0, thus indicating that there are significant differences among the portfolios when using different learning schemes.
As we stated before, Friedman's test also outputs a mean ranking for each compared method. These results are shown in Figure 3 where each series represents the mean raking for a specific learning scheme on each of the cases mentioned before (Global, OneMax, Plateau, RoyalRoad, Deceptive and Knapsack). In order to assess whether the best learning strategy on each case has a performance significantly different to the others, we applied the Holm's and Finner's post-hoc tests at a significance level of α = 0.05. Table 5 shows the results of these tests, where the symbol '*' indicates the learning scheme considered as control method (the method with the best mean ranking according to Friedman's test), whereas '>' and '-' indicates the existence or not, respectively, of significant differences between the control method and the corresponding learning scheme. In case both tests do not provide the same result (e.g., Holm's test does not rejects the hull hypothesis and Finner's does), the result of the Finner's post-hoc test is displayed within parenthesis. Figure 3 shows that the best ranked scheme globally is RS-AP-RB (credit is restarted after a change, penalization is active and credit is gained if the new solution is strictly better than the best one available). Furthermore, the difference in performance with respect to all the other schemes is significant (Table 5) . Therefore, RS-AP-RB is statistically the best learning scheme over all problems.
If we consider each problem separately, RS-AP-RB is the best portfolio variant in four out of the five problems, that is, all but the Knapsack problem. Looking at Table 5 , it improves significantly the rest of methods in three of these four problems (OneMax, Plateu and RoyalRoad), whereas in Deceptive the null hypothesis cannot be rejected for two learning schemes, RS-AP-RB and NRS-IP-REB (or only NRS-IP-REB if we consider the Finner's post-hoc test). In the Knapsack problem, despite not being the best learning scheme, RS-AP-RB is not significantly worse than RS-IP-RB, the control method in this case. In short, the performance of RS-AP-RB is better or similar to the other learning schemes, so we can conclude that it is the best portfolio variant.
Analyzing the influence of the learning scheme in the selection of the algorithms
So far, we have focused on the performance of the different learning schemes. In this section we aim at studying how the learning scheme influences the behavior of the algorithm portfolio. More specifically, we want to analyze how the selection of the algorithms varies from one learning scheme to another by studying the evolution of the selection probabilities P a i selec of the algorithms that compose the portfolio: Hill Climbing (HC), Random Search (RndS), Simulated Annealing (SA), Tabu Search (TS), Genetic Algorithm (GA), Evolutionary Strategy (ES) and Estimation of Distribution Algorithm (EDA). For the sake of the simplicity and space, we have limited our analysis to two representative learning schemes and problem configurations. Concretely, we have chosen the best learning scheme, RS-AP-RB, and its non-restarting counterpart, NRS-AP-RB, in order to have a clear view of the effects of restarting the credit after each change. Regarding the problem configurations, we considered the two
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Copyright: the authors Table 5 . Results returned by the Holm's and Finner's post-hoc tests at a significance level of α = 0.05 when the best learning scheme globally (over all problems) and on each specific problem is compared against the others. The symbol '*' indicates the learning scheme considered as control method (the method with the best mean ranking); '>' means that the control method improves significantly the corresponding learning scheme; and '-' indicates no significant differences between the two learning schemes. In case both tests do not provide the same result (e.g., Holm's test does not rejects the hull hypothesis and Finner's does), Finner's post-hoc test result is displayed within parenthesis. Learning scheme Global OneMax Plateau RoyalRoad Deceptive Knapsack
most representative problems from a practical point of view, RoyalRoad and Knapsack, with intermediate values for severity and frequency of change, concretely, 0.5 and 6000, respectively. Figure 4 displays the evolution of the mean selection probability for each algorithm, measured every 600 evaluations and aggregated over 30 runs, in the first five changes of the objective function. Rows and columns corresponds to learning schemes (RS-AP-RB and NRS-AP-RB) and problem configurations (RoyalRoad and Knapsack), respectively. In each plot, the horizontal line marks the probability value for a uniform distribution where all individual algorithms have the same selection probability, whereas the vertical lines show when the changes take place.
First, we focus our analysis on the Royal Road configuration. For a better understanding of the analysis, it is important to highlight that in this problem configuration, RS-AP-RB is significantly better than NRS-AP-RB (Mann-Whitney's U nonparametric test α < 0.05) and the performance of the isolated algorithms in descent order (better → worse) according to their offline performance is HC, ES, GA, SA, RS, TS and EDA. Looking at the plot we can clearly observe the differences between restarting or not the credit after changes. In the NRS-AP-RB scheme, the probabilities converge after the first change to a virtually uniform distribution, where all the algorithms have the same chances of being selected. However, in the RS-AP-RB scheme, the probabilities vary right after each change and converge approximately after 3000 evaluations, that is, at half of the period between changes. Focusing on the individual methods, in the period before the first change, HC presents the highest probability for both credit assignment schemes. In the next stages, we observe very interesting behaviors in RS-AP-RB. The selection probability for HC becomes closer to the uniform distribution value but experiences abrupt changes for ES, SA and EDA, with high values at similar moments of the stationary periods of the function. Taking into account that SA and EDA are not among the best performing methods for this problem configuration when run individually, this behavior shows that although a solver may not have a good isolate performance, it can be very useful in some moments of the search when it is combined with other methods. This also explains why "forgetting" the learning gained after each change (by restarting the credit) is beneficial in this case. It allows taking advantage of those algorithms that only have a good performance in specific parts of the search but bad in the others.
The evolution of the selection probabilities for the Knapsack configuration is different but it keeps some similarities. In this case, RS-AP-RB is also significantly better than NRS-AP-RB (MannWhitney's U non-parametric test α < 0.05), and the performance of the algorithms in descent order according to their offline performance is SA, HC, RS, TS, GA, EDA y ES. The first issue to highlight here is the higher variation of the selection probabilities along the whole stationary periods, unlike in Royal Road where probabilities tended to converged. This is due to the greater difficulty of the Knapsack problem, which slows the convergence of the methods and spread the improvements, and thus the credit rewards, along the whole search process. Analyzing the individual methods, we observe that TS and SA are the algorithms that present a higher selection probability for both learning schemes. Again, it is interesting to see that TS is one of the two algorithms with the highest selection probability despite being the fourth best performing method when it is run individually. This suggests again that bad individual methods could be useful in some part of the search when combined with other algorithms.
Comparisons with isolated methods
In last section we determined the best learning scheme (RS-AP-RB). Here, we will check if the portfolio is able to obtain better results than their individual metaheuristics separately. To this end, we compare RS-AP-RB against the methods that compose the portfolio.
We will follow the same methodology employed in the former section. Figure 5 displays the mean ranking returned by the Friedman's non-parametric test for all methods both globally and on each problem. The p − value obtained in all cases was equal to 0 so we can reject the null hypothesis. We also applied Holm's and Finner's post-hoc tests, at a significance level of α = 0.05, in order to check if the difference in performance between the best method against the remaining algorithms is significant or not. These results are shown in Table 6 (the notation is the same explained above).
Globally over all problems, RS-AP-RB improves significantly all the isolated methods except HC (see Figure 5 and Table 6 ). Analyzing the problems separately, the first issue to highlight is the performance variability of the isolated metaheuristics, especially when the difficulty of the problems increases. Three good examples are HC, RndS and SA, the only Table 6 . Results returned by the Holm's and Finner's post-hoc tests at a significance level of α = 0.05 when the best learning scheme (RS-AP-RB) and the individual metaheuristics are compared globally and on each specific problem. The symbol '*' indicates the learning scheme considered as control method (the method with the best mean ranking); '>' means that the control method improves significantly the corresponding learning scheme; and '-' indicates no significant differences between the two learning schemes. In case both tests do not provide the same result (e.g., Holm's test does not rejects the hull hypothesis and Finner's does), Finner's post-hoc test result is displayed within parenthesis.
Method
Global OneMax Plateau RoyalRoad Deceptive Knapsack 
Comparisons against SORIGA and AHMA
To finish the analysis of the results, we will compare RS-AP-RB against SORIGA and AHMA (both described in Section 4.2), to check whether its results are competitive with high-performance algorithms for these problems. We used the same benchmarks as before and the parameter setting of both methods was done according to the guidelines given in their original works ( [42] and [46], respectively).
We will follow the same comparison scheme used in the two former sections, that is, we will use the mean ranking provided by the Friedman's non-parametric test, which rejects the null hypothesis in all cases (p − value = 0), and the Holm's and Finner's post-hoc tests at a confidence level of α = 0.95 to check the significance of the difference in performance among the three methods. These results are displayed in Figure 6 and Table 7 , respectively.
When considering all the problems and configurations (Global), the portfolio coupled with the RS-AP-RB learning scheme achieves significantly better performance than AHMA and SORIGA. Separating the results by problem, we observe that RS-AP-RB is the best alternative in OneMax, Plateau and RoyalRoad, as shown in Figure 6 . Furthermore, the null hypothesis of similar performance can be rejected for both AHMA and SORIGA in the three cases (Table 7) . For Deceptive, AHMA is significantly the best method, whereas for Knapsack, AHMA and RS-AP-RB achieved similar performance. Overall, (and setting apart Deceptive, maybe the one most distant to real problems), it becomes clear that RS-AP-RB is better or equal than the reference algorithms considered. Table 7 . Results returned by the Holm's and Finner's post-hoc tests at a significance level of α = 0.05 when the best learning scheme (RS-AP-RB), SORIGA and AHMA are compared globally and on each specific problem. The symbol '*' indicates the learning scheme considered as control method (the method with the best mean ranking); '>' means that the control method improves significantly the corresponding learning scheme; and '-' indicates no significant differences between the two learning schemes. In case both tests do not provide the same result (e.g., Holm's test does not rejects the hull hypothesis and Finner's does), Finner's post-hoc test result is displayed within parenthesis.
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Conclusions
In this work we have presented an Algorithm Portfolio to solve combinatorial Dynamic Optimization Problems. This method consists of a set of metaheuristics that are run iteratively. At each stage of the search, the portfolio selects which metaheuristic to apply using a credit based approach that acts as a learning scheme. The algorithm portfolio was tested over five test problems (OneMax, Plateau, RoyalRoad, Deceptive and Knapsack) to which we induced dynamism by means of XOR-DOP generator. For each problem we considered 4 and 5 different severities and frequencies of change, respectively. To compare the methods, we employed the offline performance, as performance measure, and paired non-parametric tests to check the significance of the differences among algorithms.
The experimentation was oriented to check: whether the algorithm portfolio obtained better results when using a learning scheme than when not; what learning scheme provided better results; how the learning scheme influenced the selection of algorithms; if the portfolio with the best learning scheme improved the performance of the individual metaheuristics that compose it; and how the performance of the portfolio was with respect to two reference methods in the literature, AHMA and SORIGA.
After analyzing the results of the experimentation we can draw the next conclusions:
• The right design of the learning scheme for the algorithm portfolio is a crucial task in DOPs, since only 4 out of 8 learning schemes provided better result than the non-learning version of the algorithm portfolio.
• Different learning schemes lead to different patterns of algorithm selection.
• Algorithms with bad performance when run individually may be useful in specific moments of the search when combined with other methods.
• RS-AP-RB was the only learning scheme that consistently outperformed the non-learning version of the algorithm portfolio in the five problems considered.
• RS-AP-RB was significantly the best credit assignment scheme both globally and in the majority of the problems, except for Knapsack. We understand the lower performance of RS-AP-RB in knapsack problem, as an indication that the structure of the problem may influence the performance of the learning scheme, making some features more appropriate than others (e.g., penalization performs better for OneMax, Plateau, RoyalRoad and Deceptive, while worse for the Knapsack problem).
• When considering the results over all problems, RS-AP-RB improved all the individual metaheuristics that integrate it, with all the difference in performance significant but one, Hill Climbing. Hill Climbing is the best standalone method for OneMax, Plateau and RoyalRoad. As a consequence, RS-AP-RB selects this method with a higher frequency, making it, at the end, to reach a Hill Climbing-like behavior. The situation is different in Deceptive and Knapsack problems, where the differences in performance are lower among the individual methods. Thus RS-AP-RB shows a behavior that can be understood as a "hybrid" among its constituent methods, taking the "best" of each one.
• RS-AP-RB offered very robust results in all problems, in contrast to the performance variability of the individual metaheuristics.
• Over all problems, RS-AP-RB obtained significantly better results than AHMA and SORIGA.
In general terms, the results showed that the old idea of the portfolio of algorithms can also provide good results in DOPs. An important aspect to highlight it is the extreme simplicity of the learning scheme of the portfolio and the metaheuristics that integrate it. We have seen how very general and basic versions of common metaheuristics working together under a simple learning scheme can provide competitive results with respect to ad-hoc highperformance methods for DOPs. In our opinion, these results show that algorithm portfolios could be a good paradigm for designing solvers not only for static problems but also for dynamic ones and therefore, they deserve a greater attention in this field. 
