I. Introduction
Eye detection has been widely studied for use in diverse applications including drowsiness detection for intelligent vehicle systems, gaze detection for human-machine interfaces, and face normalization (or alignment) for automatic face recognition systems [1] . A support vector machine (SVM), which is a binary classification method, has been successfully applied to the detection and verification of human eyes [2] - [5] . The SVM determines the presence/absence of eyes using an input vector consisting of gray values in a moving window. In the case of rotated face images, the method often fails to detect eyes because such images are inconsistent with the training image set. This does not present a problem for authentication applications with the constraint that a human face must be in an upright position. However, in order to be widely applicable to photo albums [6] and automatic video management systems [7] , eye detection methods must be able to detect human eyes even in rotated faces.
This paper presents an eye detection method for facial images using Zernike moments [8] and the SVM. Specifically, the method exploits the rotation-invariant characteristics of the magnitude of Zernike moments in order to represent eye/noneye patterns. This rotation-invariant feature allows the proposed method to detect eyes even if a face is rotated. The magnitudes of Zernike moments, extracted from an eye/non-eye training dataset, are learned by the SVM in order to successfully determine the presence/absence of eyes in a facial image.
II. Eye Detection 1. Eye-Candidate Detection
An efficient way to detect an eye region in a facial image is to find the dark regions. To find these regions, a 7×7 minimum filter is first applied to the facial image. The filtered image is then binarized using half of the average intensity of the filtered image as a threshold. Figure 1 shows the process of detecting eye-candidate regions. In order to reduce the undesirable effect from hair or background, only pixels of the facial image corresponding to black regions within a circle (as shown in Fig. 1(c) ) are considered as eye candidates. 
Eye Detection
The magnitude of Zernike moments is used as a rotationinvariant feature to represent eye/non-eye patterns (see [8] for further explanation of Zernike moments). Zernike moments are complex numbers by which an image is mapped onto a set of two-dimensional complex Zernike polynomials. The orthogonal property of Zernike polynomials enables the contribution of each moment to be unique and independent of the information in an image.
To cope with faces of different sizes in an image, a hierarchical approach has been adopted. That is, the facial image is scaled down by a factor of 1.2 consecutively. Then, Zernike moments are computed on a 15×15 window centered at each eye-candidate pixel from the scaled down images. For fast computation of Zernike moments, a lookup table of Zernike basis functions is created beforehand utilizing their symmetric/anti-symmetric characteristics [8] . The extracted Zernike moments are then normalized by (1) to render them less sensitive to illumination changes [9] :
where |Z n,m | is the magnitude of the Zernike moment of order n with repetition m satisfying n-|m|=(even) and |m|≤n. The highest order n is empirically set to 15, and 72 Zernike moments are used. Using the normalized moments as input vectors, excluding X 0,0 , the SVM determines whether each window is an eye. Let 
Determination of Eye Positions
It is necessary to precisely determine the location of an eye because often more than one eye region is detected for each real eye, as shown in Fig. 2(a) . To determine eye positions, an eye probability map (EPM) is employed. The EPM p k for the k-th scaled image is the sum of the Gaussian function weighted by , ,
, andα is empirically set to 4. Then, the EPM p for the given facial image is the sum of all p k s, that is, ( , ) ( , ). An example of the EPM p is shown in Fig. 2(c) . From the EPM p, all of the local maximums are found by gradient descent, and finally, the positions of the left and right eye are determined by selecting the two positions having the highest values among the found local maximums.
III. Experimental Results
In training the SVM, 1,382 eye images and 1,314 non-eye images of 15×15 pixels were used, as shown in Fig. 3 . For the eye image set, the eye regions were cropped from 691 faces in 317 images gathered from the Internet. Bootstrapping was applied to build the non-eye image set [2] .
First, the performance of the method was evaluated using 400 92×112 facial images contained in the ORL database. To demonstrate the method's robustness to rotation, four sets of images, rotated by 10, 30, 60 and 90 degrees, were prepared. Table 1 shows the performance of the method (denoted by Zernike/SVM) compared with the method that uses 225 (=15×15) gray values as the input vector for the SVM (denoted by Gray/SVM) [5] . The numbers in parentheses indicate the average error between the detected eye position and the ground truth. Due to the rotation-invariant characteristics of Zernike moments, the Zernike/SVM method showed better performance at all angles than the Gray/SVM method, but with a slightly larger error with some rotated-image sets.
Second, the method was tested on 606 352×240 frame images captured from TV drama videos. Of these images, 677 faces were detected by Viola's face detection method [10] implemented in Open CV [11] . Although Viola's method was trained only for frontal face detection, it was able to detect slightly rotated faces. The Zernike/SVM eye detection method was applied to the same 677 detected faces. Table 2 shows that the proposed method achieved a higher detection rate with a faster processing time. The detected results are shown in Fig. 4 , where the crosses and rectangles indicate the location of the detected eyes and faces, respectively.
IV. Conclusion
An eye detection method exploiting Zernike moments with an SVM was presented. The method utilizes the magnitude of Zernike moments to represent eye/non-eye patterns, employing the SVM as a classifier. Due to the rotation-invariant characteristics of the magnitude of Zernike moments, the proposed method can detect eyes well, even if a face has been rotated. The experimental results confirm that the proposed method, in comparison with the method using gray values with an SVM, offers superior performance.
