Bayesian networks model conditional dependencies among the domain variables, and provide a way to deduce their interrelationships as well as a method for the classification of new instances. One of the most challenging problems in using Bayesian networks, in the absence of a domain expert who can dictate the model, is inducing the structure of the network from a large, multivariate data set. We propose a new methodology for the design of the structure of a Bayesian network based on concepts of graph theory and nonlinear integer optimization techniques.
Introduction
A Bayesian network is a graphical representation of an n-dimensional probability distribution. It is a directed acyclic graph (DAG) in which each node represents a variable of interest, and the arcs represent dependencies between the variables. The strengths of the dependencies are quantified by conditional probabilities. Thus, the architecture of a Bayesian network involves two components: (1) the structure of the network, which describes the direct association pairs of variables, and (2) the parameters of the network that represent the probability distribution. In some contexts, the structure of the network may have a causal interpretation, i.e., the ending node of an arc may be a direct effect of the node at the beginning of the arc. In such cases, a Bayesian network is known as a causal network [33] . To represent causal relations, we identify the parents of each node (nodes incident to the tails of all arcs into the node) that are the direct causes of the node. Bayesian networks have been used in a wide variety of domains, including biology [18], computer games [42] , data mining [29, 4] , diagnosis of failures [5, 37] , medicine [38, 3, 2, 28, 43] , prediction [1, 44] , reliability analysis [41] , students advising [13, 35] and weather forecasting [24] .
There are several advantages in representing a probability distribution by a Bayesian network. Bayesian networks allow a fast and intuitive understanding of the relations (dependence vs. independence) between the variables. The chain-rule allows joint distributions to be represented as a product of conditional distributions. In order to use a Bayesian network, it is necessary to have at least a subset of the conditional distributions available. However, in general, it is less difficult to derive those conditional distributions than it is to specify the joint distribution. The probability distribution represented by a Bayesian network can be used, for example, to do Bayesian inference, i.e., if values of some of the variables are known and they are introduced in the network, it is possible to use the network to compute other probabilities, given partial evidence.
Two approaches are available for determining the structure of a Bayesian network. One, a human expert who is an expert in the domain dictates the arcs that connect the nodes in the network. Two, a computerized induction method is used to derive a structure directly from a relevant data set. Construction of Bayesian networks using the former method is time consuming and both benefits from, and is limited by, the subjective judgment of the expert consulted. For those reasons, there has been substantial recent interest in identifying a computerized, objective methodology for inducing the graphical structure of the Bayesian network from a multivariate data set. We propose a new approach, using a mathematical program, to create the network structure. In order to formulate the objective function of that mathematical program, we define coefficients of dependence between variables. The coefficients are used to define a measure of the global dependence in the network, which is then maximized over the space of structures of Bayesian networks.
Background
A large number of algorithms have been proposed to learn Bayesian network structures. They can be classified according to the nature of the modeling into Score + Search methods and Detection of Conditional (In)Dependencies.
1. Score + Search methods. These methods use a metric to measure the goodness-of-fit of every candidate Bayesian network with respect to a database of cases, and a search procedure to move through the space of possible network structures. According to the score metrics, the models are classified into: (a) Bayesian Scoring: In this case a Bayesian approach is considered. Thus, given a database over a set of n variables, the model that maximizes the posterior probability is selected [15, 21, 25, 30, 16, 9, 20] . (b) Information theory Scoring: In this case the scores are based on the entropy of the network. The Kullback-Leibler cross-entropy measure is the score most frequently used [12, 23, 36] . 2. Detection of Conditional (In)Dependencies method. This approach is known as constraint-based learning. The algorithms attempt to recover the structure of the Bayesian network by detecting the conditional (in)dependencies among the variables in the data [19, 8, 6 ].
The search for the best network with respect to some criterion is performed in the space of all possible networks, and the number of elements in this space increases exponentially with the number of nodes (or variables) [34] , finding the best structure is NP-hard [10, 11] . Thus, the use of search heuristics that look for a network structure that is good is justified [31, 39] . However, it has not been demonstrated that the solution found by these algorithms is the optimal one, and/or the degree of closeness of the generated solution to the optimal one, i.e., the heuristic worst-case performance ratio.
On the other hand, conditional (in)dependency is a concept to deal with probability distributions, P (·) that admit a representation by a graph G that is a perfect map of P (·), i.e., G entails only conditional independencies in P and all conditional independencies in P are entailed by G, based on the Markov condition. In general, the proposed algorithms following this methodology have as input some conditional (in)dependencies that can be obtained from the data, and not a list of all the conditional (in)dependencies that admit a representation by means of a perfect map, because some of the structures obtained may not be directed acyclic graphs. In this paper we depart from both methodologies in an attempt to correct some of their disadvantages.
Coefficients of dependence
Consider a finite set of variables V = (V 1 , . . . , V n ), one or more of which is distinguished as being dependent, to be predicted by the remaining independent variables. For example, in marketing, the dependent variables might be demographic characteristics of a television viewer such as age, family income, and educational level, and the independent variables might be whether or not the person watched each of the 240 most popular broadcast programs over the previous week. In such a domain, the purpose of the Bayesian network is to build a model that could be used
