ABSTRACT Robust optimization seeks designs with optimized performance and low sensitivity to possible variations in a product's life-cycle. As a popular robust design scheme in industry, Taguchi method uses the signal-to-noise ratio (SNR) as a metric of robustness. However, the Taguchi experimental design includes an inner orthogonal arrays (OA) for control factors and an outer OA for noise factors in estimating SNR-based robustness, raising a serious cost concern, especially if expensive samples are involved. Furthermore, rigorous control of noise factors to prespecified levels in the outer OA is impractical in engineering applications. This paper presents a novel approach, robust optimization using evolving reliable Kriging surrogate (ROERKS) that uses an evolving surrogate model to approximate the actual system, and uses a soft outer array to estimate the robustness. Both control variables and noise factors are merged into a combined experimental design served as the training samples to construct a Kriging-based surrogate model. An evolutionary optimizer is applied to search of the subspace of the design variables for a robust optimal solution, and a soft outer array is introduced to estimate the fitness function consisted of the mean and the variance response of evolving individual. To accommodate reduced accuracy of the surrogate model owing to an inadequate sample size, an issue that commonly arises in expensive optimization, the proposed algorithm uses a reliable region to constrain the genetic algorithm search. The verification result of the quasi-optimum is then added to the training samples to refine the evolving surrogate and to adjust the reliable region. A hybrid infilling strategy is then introduced to prevent the early convergence of the quasi-optimum. If the predicted optimum is in close proximity to current samples, the infilling strategy switches to an alternative sample with maximum expected improvement to improve sample efficiency. The iteration process continues until it converges to a robust optimum. The robust optimization of a numerical example for minimization and the robust optimization of a micro accelerometer design with a nominal-the-best sensitivity are presented to demonstrate the effectiveness of the proposed method. ROERKS outperforms Taguchi method and the RSM-based robust optimization, and derives a superior robust optimum using many fewer experiments.
I. INTRODUCTION
Engineering designs/processes are subject to the variations of design factors and noise variables which lead to fluctuations of system response. Noise variables as the uncertainties can be from changing environmental and operating conditions, production tolerances, deterioration of properties during product life-cycle, imprecision in evaluating the system performance, and feasibility uncertainties due to constraints of design variables. The optimization methods coping with uncertainties can be distinguished into reliability based design optimization and robust optimization [1] - [3] . Reliability based design optimization has mostly been applied to problems with strictly decreasing or increasing performance under some design constraints. The aim of reliability based design optimization is to optimize the design performance while guaranteeing to meet the design constraints, which can be classified in three major classes: (1) simulation methods; (2) numerical integration; and (3) analytical method. First and Second Order Reliability Methods (FORM and SORM, respectively) are popular in the class of analytical method [4] . FORM evaluated the probability of failure using linear approximation, while SORM used a quadratic approximation to accommodate the highly non-linear limit state function.
In contrast, robust optimization aims to minimize the sensitivity of performance to parameter and variable variations during the search of design optimum, rather than controlling the sources. Robust optimization is often referred as the framework of quality engineering. Quality designs must perform to specification throughout the intended product life despite these variations. It has become increasingly important to incorporate life-cycle variations in the search of robust optimal design instead of performance optimal design [5] . Taguchi method is recognized as one of most popular methods in in the literature of robust optimization.
Inspired from statistical factorial experiments, Taguchi's robust design features signal-to-noise ratios (SNR), crossed orthogonal arrays (OA), and analysis of mean (ANOM) to estimate the effects of design variables [6] . Taguchi proposed SNR as a robustness measurement that is derived from average quality loss and formulated as a function of mean and variance of system response. Several definitions of SNR are provided such that a design with higher SNR will not only ensure the performance goal that could be nominalthe-best (NTB), larger-the-better (LTB), and smaller-thebetter (STB), but also reduce the performance deviation due to noise variables.
Taguchi's parameter design assumes a linear model and uses the analysis of means (ANOM) to find the optimal factorial combination with maximum SNR, which has been successfully used in various areas [7] - [10] . Taguchi's experimental design suggested a crossed array design in which an inner array for control factors is crossed with an outer array for noise factors. The performance mean and standard deviation of a design treatment are estimated from the outer OA to derive the quality measure, SNR.
However, many important works have also criticized the limitations and inefficiencies of the Taguchi method [11] , [12] . Some works have shown that the Taguchi method does not necessarily find accurate solutions to nonlinear problems [13] , and some have argued that crossed OA is often unnecessary [14] . Taguchi's orthogonal arrays often suggest highly fractional factorial experiments that constrain an investigation of interactions among control factors. The total number of Taguchi's crossed OA experiments will be the product of the sizes of the inner array and the outer array, which imposes serious cost concerns if engineering experiments or time-consuming simulations are involved [11] . Also, although symmetrical sampling using an outer array provides an efficient estimation of the output distribution, the control of noise factors to a specific preset level will be costly and impractical.
Another critique concerns the two-stage optimization approach for the nominal-the-best problems. Taguchi proposed a search for the parameter combination that yields the highest SNR at the first stage, and adjusted the mean response to the target at the second stage using a scaling factor that is insensitive to SNR. However, an ideal scaling factor to adjust the mean response without changing the SNR is often unavailable in practice.
Some suggested an approximate surrogate model, such as Response Surface Method (RSM), Kriging, and Artificial Neural Network, trained from the design of experiment such as Latin Hypercube Sampling (LHS), Orthogonal Arrays, and Uniform Design (UD) to replace the engineering system [15] . Response surface methods had been widely applied to surrogate-based robust optimization. Dual response surface methods [16] , [17] constructed one model for the mean and another for the variance of the system response from crossed OA experiments. In contrast, single response surface methods establish a surrogate model to estimate the robustness metrics directly [18] - [20] . The robust optimum can then be derived by applying an optimizer to the surrogate model without direct interaction with engineering system.
Taguchi advocated the use of SNR as the robustness measure and applied two-stage optimization for nominal-the-best problems. Vining and Myers [17] applied the dual RSM and minimized the variance response while treating the mean response as a constraint on the desired target. For largerthe-better and smaller-the-better problems, optimal mean response is searched while maintaining the variance at the target. Some preferred optimizing the robustness index consisted of a weighted sum of mean and standard deviation directly using a single RSM [19] . Lin and Tu [21] criticized the hard subjection of the primary response, such as the mean output to a specific value, followed by minimization or maximization of the other response, such as the output variance, may rule out better designs. They argued that, admitting a little bias in the response might considerably reduce response variability, and proposed the robustness metrics using the mean squared error (MSE) as in (1), (2) , and (3) for NTB, STB, and LTB problems respectively [21] , [22] .
where T is the target value of the mean response, and µ andŝ 2 are the estimated mean and variance obtained from the response surface models. The MSE shares the similar concept as Taguchi's average quality loss. The search for a design with the minimum MSE will lead to a robust optimum.
Lee [23] and Zhuang et al. [24] introduced robustness in reliability-based design optimization, and utilized the probability density function of the solution to determine the distribution lying in the tolerance interval as a robustness index, VOLUME 5, 2017 given by (4) .
where f is the response function; µ f is the mean of the response; σ f is the standard deviation of the response, and f lob and f upb are the lower and upper bounds on the tolerance limits, respectively. Among available metamodels, second-order polynomial response surface methods are commonly used for robust optimization, especially for estimating the variance around the optimal design [25] , [26] . Lin and Tu [21] reported that more realistic and complex models than polynomial models can be used to estimate the mean and variance of the response. Elsayed and Lacor [22] showed that Kriging, Radial Basis Function (RBF), and Radial Basis Function Neural Network (RBFNN) provide better predicting accuracy than the quadratic polynomial model in the dual RSM. Recent publications have reported successful applications in using Kriging modeling in robust optimization [18] , [23] , [24] .
The evaluation of robustness measures is crucial but expensive in robust optimization. Taguchi's crossed OA experiments are often applied to estimate the mean and variance of training samples used for surrogate models. To cope with the excessive sample concern of Taguchi's experimental design, Welch et al. [20] and Köksoy [27] suggested combining both control and noise factors into a single planned experiments, and established a quadratic approximation model. The means and variances of designs can then be estimated using the propagation of error modeling.
Since large initial samples are not viable for expensive optimization, several literatures preferred progressive modeling and iterative search [28] , [29] . Design of experiments such as Taguchi's orthogonal array is first applied to establish the initial surrogate followed by sequential infilling sampling [15] , [30] to distribute new sample(s) at promising area in iteration to improve the regional accuracy of progressive surrogate model. Among the sequential infilling sampling strategies, maximizing expected improvement (EI) predicted using Kriging modeling has been proven to be an efficient infilling criterion in search of global optimum [15] , [31] . The concept of maximum EI, under certain assumptions, guarantees global convergence since an untried point always indicates a positive value of EI. However, the model optimum is not searched and verified during the iteration until the convergence of sampling. In case of the search has to be terminated prematurely due to the number constraint of samples which is not uncommon in real engineering applications, the initial improvement of optimum is not secured. A surrogate model from a small initial sample is liable to insufficient generality. How to make the most out of the inadequate surrogate in iteration to predict a reliable quasi-optimum become crucial issues.
An iterative surrogate-based robust design scheme for expensive optimization is proposed in this study. An initial Kriging-based surrogate model is constructed from a combined experimental design of control variables and noise factors, and an evolutionary optimizer is applied to the search of the subspace of design variables for a robust optimal solution. A soft outer array is introduced to estimate the fitness function consisted of the mean and the variance response of evolutionary individual. To accommodate the reduced generality of the surrogate model from an inadequate sample size, an evolving reliable region defined by the estimation error provided by Kriging is proposed to constrain the iterative search of quasi-optimum. The iteration process continues until it converges to a robust optimum.
II. ROBUST OPTIMIZATION USING AN EVOLVING REGIONAL KRIGING SURROGATE
The proposed robust optimization scheme, ROERKS, features a surrogate-based robust optimization combining the iterative reliable design regions and the soft outer array for sampling efficiency and search reliability. Instead of a large initial training sample for a globally accurate surrogate model, this work suggests an initial surrogate model from a small combined experimental design of control and noise factors. The reliable region of the inadequate surrogate due to small training samples is defined using the Kriging standard error to account for the limited generality. An evolutionary optimizer is applied to search for the robust design of control variables in the subspace of the reliable regional surrogate. The soft outer orthogonal array is introduced to the Kriging surrogate to estimate the MSE of a design that served as the fitness in the optimization process. The verification results of the searched optimum will intelligently update the regional model according to the prediction accuracy. A hybrid infilling sampling strategy switches between the quasi-optima and the predictions with maximum expected improvement to increase sampling efficiency. The infilling sample serve as additional training samples to refine the surrogate. The process iterates until the convergence of a robust optimum. The complete flow chart of the proposed scheme is shown in Fig. 1 and the detailed procedures will be introduced in the following sections.
A. KRIGING SURROGATE FROM A COMBINED EXPERIMENTAL DESIGN
The accuracy of a surrogate is directly related to the number and distribution of training samples. Even and dense distributions of sample are desirable but not viable for engineering optimization. This study suggests a smaller set of initial training samples and distributes additional samples to the promising area identified during the optimum search to progressively refine the surrogate. The robustness measure is estimated from the distribution of noise factors. As the perturbations of response can be estimated from a surrogate, both control and noise factors are merged into a combined experimental design served as training samples to set up a Kriging surrogate. For the example of four three-level control factors: A, B, C, D and six two-level noise factors including four manufacturing tolerances of control factors: N A , N B , N C and N D , an outer noise factor T , and a variation of a system parameter P, a typical Taguchi experimental design requires at least an L18 inner OA and an L8 outer OA, which will account for 144 experiments in total. The combined experimental design will consider only six independent factors of three-level: A, B, C, D, T , and P, which can be deployed into a smaller fractional factorial such as L18, L27, and L81 orthogonal arrays.
Kriging modeling, which is also known as Gaussian process modeling, assumes that the response of a function is composed of a regression model and a stochastic process, as in (5).
where
T is a vector of unknown coefficients, and Z (x) is a stochastic process with zero mean and nonzero covariance σ 2 R(x, x ). Fig. 2 shows a one dimensional example that the regression model, f (x), globally approximates the design space while a stochastic process, Z (x), represents local deviations. The regression model f (x) can be either a constant or low-order polynomials. Preliminary experiments showed that first order polynomial is sufficient for most numerical benchmark test functions. Thus, f (x) assumes first order polynomial in this study. R(x, x ) is the correlation function that is assumed as the Gaussian correlation function in this study. 
B. RELIABLE REGION OF THE KRIGING SURROGATE
The Kriging surrogate from a small set of training samples is liable to poor generality, which leads to a false optimum from the global search of the inadequate surrogate. However, the predictions closer to the training samples will provide better accuracy than those farther away. A constrained search in the neighboring regions of the training samples will deliver a quasi-optimum with better reliability. The unique feature of Kriging modeling is the provision of estimation error of prediction. The Kriging error variance of the predictor [31] is shown as in (6),
where 1 is a vector that is filled with ones, and R and r are the correlation matrix and the correlation vector, respectively. The Gaussian correlation function is most widely used [18] , [32] - [34] with the form of (7).
where θ k are the correlation parameters from the maximum likelihood estimation [15] ; n is the number of design variables, and x k − x k is the Euclidean distance between any two sites x and x . The estimated error provided by Kriging modeling is in proportional to the proximity from the sampled points. The example shown in (8) and Fig. 3(a) is a twodimensional Branin function that is highly non-linear with VOLUME 5, 2017 two minima.
where a = 1, b = 5.1/(4π 2 ), c = 5/π, r = 6, s = 10, and t = 1/(8π ). Fig. 3(b) is a sample contour plot of a Kriging surrogate established from 4 LHS distributed samples. Obviously, the prediction generality of this surrogate is far from satisfactory. Searching the inadequate surrogate for an optimum dooms a large prediction error. Before we scrap the model and simply add more training samples to reestablish a refined surrogate, is it possible to derive an improved quasi-optimum from the current model? Fig. 4(a) presents the contour plot of the standard error provided by the current Kriging estimation, and Fig. 4(b) shows the true prediction error for the surrogate of the Branin function. If we can locate a reliable region surrounding the training samples, a constrained search of the regional surrogate will provide a quasi-optimum with acceptable error. The standard error provided by the Kriging estimation serves as a good reference for the reliable region of the surrogate. The Kriging standard error can be estimated using (6) for a given design. This study defined a reliable region as the space with a Kriging standard error smaller than a predefined threshold. Fig. 4(b) demonstrates that the true prediction error inside the overlaid contours selected form the Kriging prediction tends to be smaller and acceptable compared with the space outside the contours. Although the selection of the error threshold requires further investigation, the quasi-optimum provided from the current inadequate surrogate is more reliable in applications. A self-adjusting scheme of the error threshold will be introduced in section E. 
C. SEARCH FOR QUASI-ROBUST OPTIMUM
The surrogate model can estimate the response of a given treatment of control and noise factors. Since the parameter design considers only the control factors, an evolutionary optimizer such as genetic algorithm is applied to search the subspace of control variables of the regional surrogate for a robust design. The response of a design will have a statistical distribution due to the noise factors. This study proposes a 'soft outer array' to estimate the MSE as shown in (1), (2) , and (3) of a parameter design that served as the design fitness in the search for the robust optimum. The response perturbations due to the noise factors are estimated from the recall of the surrogate model rather than actual experiments. The evaluation of the robustness measure using the soft outer array also reduces the controlling costs in actual outer array sampling.
To cope with the inadequate generality of the surrogate from a small sample, the evolutionary search is constrained to the reliable region for a quasi-optimum. The Kriging standard error can be estimated using (6) for a given design. During the evolution of population, the Kriging standard errors of the offspring will be evaluated and compared with the error threshold. If the predicted error of a given instance is larger than the threshold, the instance is deemed outside the reliable region, and will be discarded and regenerated to make sure a constrained search inside the reliable region for a quasioptimum. The quasi-optimum will be updated as the refinement of surrogate using additional training samples and the iterative search in the adaptive reliable region. A real number genetic algorithm (GA) is applied in this study to locate the quasi-optimum. The parameters of the genetic algorithm are shown as follows.
Initialization:
• Number of population: 10 × number of problem variables
• Number of new offspring: 0.8 × number of population
• Maximum generation: 1000
• Parents selection method: roulette wheel selection 2. Crossover: single point crossover 3. Mutation: one point mutation with 0.3 mutation rate 4. New generation: Elitism method -preserve the best two instances from the parent population.
D. HYBRID INFILLING SAMPLING STRATEGY
Infilling sampling strategy is crucial in surrogate-based engineering optimization. This study starts from a smaller set of training samples and distributes additional samples identified during the iteration of optimization to selectively refine the surrogate. In engineering applications, a quick and significant performance improvement is preferred to the theoretical optimum after numerous iterations. The proposed infilling scheme adopts a phased improvement balancing exploiting and exploring sampling to secure a reliable quasi-optimum in case premature termination is required due to the constraint of the number of samples. The actual response of the searched quasi-optimum is verified by running the true system, which is then added to the training samples to exploit the regional surrogate. If the quasi-optimum falls inside the reliable region, the accuracy of the regional model in the vicinity of the searched optimum will further improve in the next iteration. If the quasi-optimum is at the boundary of the reliable region, the regional model will expand by including the neighboring region of the additional sample.
A fuzzy modification scheme of the size of the reliable region based on the prediction accuracy of the quasi-optimum will be presented in the following section. If the predicted quasioptimum converges to the current samples, an alternative sequential sampling scheme will then be carried out to allocate a new sample with the maximum expected improvement (EI) to explore the searching area. Fig . 5 shows the definition of expected improvement for a minimizing problem. The Kriging model assumes that the prediction y(x) is a stochastic distribution centered at y(x) with mean squared error s 2 (x). If the Kriging prediction is normally distributed, the probability of improvement I (x) = y min −y(x) upon the best observed objective y min is the area that is enclosed by the Gaussian distribution below y min . The expected improvement of prediction x, E[I (x)], is given as (9) [32] .
E[I (x)] will be zero at all sample sites because of the nature of Kriging modeling. The maximum EI can be obtained using an optimizer, such as genetic algorithm in this study, using E[I (x)] as the fitness function. The additional samples from the quasi-optimum refine and exploit the regional surrogate to provide a reliable improvement of the searched optimum, while the additional samples from the maximum expected improvement explore and expand the regional surrogate to the less populated but promising area to prevent premature convergence to the local optimum of the inadequate surrogate. The proposed hybrid infilling sampling strategy will ensure searching efficiency and design optimality.
E. EVOLUTION OF RELIABLE REGION
The reliable region of the Kriging surrogate is defined as the space with a Kriging standard error smaller than a predefined value that is a weighted function of the maximum Kriging standard error as shown in (10) . The coverage coefficient C varies from 0 to 1. A small coverage coefficient C leads to a conservative search, while a large C explores a larger portion of the surrogate but might lead to a false prediction if the surrogate is inadequate. The selection of C depends on the complexity of the system and accuracy of the model.
Reliable Regional Kriging Surrogate
Considering an inadequate surrogate due to scares initial samples, the initial selection of the coverage coefficient C is arbitrarily set to 0.2 herein. However, the prediction accuracy provides a feedback mechanism to adjust the coverage coefficient C. If the verification result closely conforms to the model prediction, then the generality of the model is good, and the reliable region can be expanded to explore a larger space in the next iteration. Otherwise, the reliable region should be shrunk to enable a conservative search. This section presents a heuristics-based fuzzy inference method for dynamically modifying the reliable region on the basis of the model reliability that is quantified as the relative prediction error of the new sample, as in (11) .
Relative error of prediction = abs y verified − y prediction y verified (11) The reliable region is adjusted by changing the value of C using the following method of fuzzy inference. Fig . 6 shows the definition of the membership functions for the condition levels of the relative error of prediction: Small, Moderate, and Large, and the assessment levels of adjustment: Increase, Maintain, and Decrease. A simple center average defuzzifier is used to derive the adjusting factor (AF) to update the coverage coefficient C, as described in (12) . The self-adjusting mechanism of the reliable region using the fuzzy inference will automatically update the size of the reliable region and constrain the searching range of GA on the basis of the accuracy of the surrogate, and reduce the uncertainty of the initial selection of C.
. Progressively updated surrogate model of Branin function and the corresponding evolution of the reliable region (the hollow dots are the current samples, solid triangle dot is the additional sample quasi-optimum, and solid square dot is the additional sample max(EI)). Fig. 7 shows how the proposed scheme progressively refine the Kriging surrogate of the 2-D Branin function by introducing additional training sample, and shows how the fuzzy inference dynamically updated the reliable regions. The hollow dots represent the current samples, and the triangular red dot stands for the searched quasi-optimum. The solid square red dots stand for the additional sample using the maximum expected improvement if the searched quasi-optimum converges to the current samples in this iteration.
F. ITERATION FOR ROBUST OPTIMUM
The evolutionary search of the robust optimum will be confined to the subspace of control variables of the reliable region for a quasi-optimum using the Kriging surrogate and the soft outer orthogonal array. The hybrid infilling sampling strategy will select from the quasi-optima and the predictions of the maximum expected improvement to be the additional training sample to adaptively refine the regional Kriging surrogate. The locational convergence criterion of the quasi-optimum is 0.1%. The training and search process iterates until the maximum EI is less than 1% of the current optimum for two consecutive runs.
G. NUMERICAL EXAMPLE: ROBUST OPTIMIZATION OF BRANIN FUNCTION
The robust minimization of the Branin function [19] is presented to illustrate the application of ROERKS. Branin function is a two-dimensional benchmark function as in (8) . The corresponding MSE as in (2) is formulated as in (13) .
where f (x) is Branin function, µ and s 2 are the average and the variance of the response f (x) respectively under the given tolerances of variables x 1 and x 2 . The initial training samples for the Kriging model is 4 LHS samples. L4 orthogonal array is introduced as the soft outer array in evolutionary algorithm search to estimate the robustness measure. To evaluate the consistency of the proposed method, five optimization runs are conducted as presented in Table 1 . ROERKS used in average 22.8 function calls including 4 initial samples to obtain the robust optimum of Branin function. The MSE of the two global optima of Branin function are also shown in Table 1 . The two global optima of Branin function have the same nominal function value of 0.3979 but different MSEs. The proposed method, ROERKS, can search for a robust optimum with the minimum MSE. Five optimization runs of ROERKS in Table 1 show consistency and effectiveness of the proposed method in finding the robust solution.
III. ROBUST OPTIMIZATION OF MICRO-ACCELEROMETER
The effectiveness of the proposed method is demonstrated using an engineering example of the robust design of a piezoelectric micro-accelerometer which is well described on [35] . The design optimization of an accelerometer maximizes the sensor gain under the frequency bandwidth requirement. Robustness of performance is essential in the parameter design of accelerometers to ensure production quality. The design variables and parameters that determine the accelerometer gain include the geometry of beam suspension, seismic mass, the ratio of transverse piezoelectric charge to stress, and the electric subsystem. Taguchi method and the Dual RSM are applied to compare with the proposed method in terms of their effectiveness in finding a quality solution and sampling efficiency. E pzt , the dielectric constant ε, the piezoelectric constant of PZT thin film d 31 , the thickness of PZT thin film t p , and the operating frequency ω of acting acceleration. The design example is formulated as follows:
where x L and z L are the lower bounds, and x U and z U are the upper bounds, on the control factors and the design parameters.
A. ROBUST DESIGN USING THE TAGUCHI METHOD
A 3-level factorial design is chosen for the five control factors. Herein L18 orthogonal array is selected for the control factors as shown in Table 2 . Table 3 shows that a modified L16 orthogonal array of mixed level design is adopted as the outer array for ten noise factors of two-level and one noise factor of four-level. The noise factors of manufacturing and material property tolerances are selected as two-level, while the operating frequency is set to four-level to accommodate the nonlinear sensitivity in the required bandwidth. Taguchi's SNR for nominal-the-best problem is shown in (14) , where β is the sensor gain, and n is the number of experiments of the outer array for a parameter design.
where s 2 is the sample variance andβ is the mean sensitivity.
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The sensor sensitivities for the experimental design of L18×L16 are simulated using ANSYS as shown in Table 2 . The effect plot of sensitivity and SNR are shown in Fig. 9 . Taguchi method adopts a two-step optimization process for NTB problems. In step 1, use the SNR effect plot to identify the parameter combination that minimizes variability. In step 2, identify scaling factors that move the mean to target and have a small or no effect on the SNR.
FIGURE 9.
Effect plots of (a) sensitivity response, and (b) SNR. Fig. 9(b) suggests that the parameter combination l b3 − w b3 − t b3 − l m1 − h m1 provides the highest SNR. However, the corresponding sensitivity is only 1.81 × 10 −2 (mV/G) that is far below the target 24 × 10 −2 (mV/G). From effect plots of Fig. 9 , all except control factor t b are possible candidates of scaling factors due to the small effects on the SNR. But even all the possible scaling factors are adjusted to the levels with largest sensitivity l b3 − w b1 − t b3 − l m3 − h m3 , the sensitivity 17.881 (10 −2 mV/G) still falls short of the target. In order to satisfy the target requirement, factor t b has to be modified at the cost of lower SNR, although t b is not suitable to be a scaling factor because of the high effect on SNR. This example illustrates the difficulty of Taguchi's two-step optimization process for NTB problems. The final parameter design using Taguchi method is l b3 = 500 (µm), w b1 = 150 (µm), l m3 = 800 (µm), h m3 = 300 (µm), and t b = 29.78 (µm) with average sensitivity (β) of 23.980 (10 −2 mV/G) and SNR of 16.528 (dB) as shown in the step2b of Table 4 . The total number of experiments required using Taguchi method is 336 which consist of 288 initial samples from the crossed orthogonal array and 48 additional samples used in the second step to adjust the mean to the design target.
B. ROBUST DESIGN USING ROERKS
A combined experiment is used as the training samples of the Kriging model. Table 5 lists the three levels of each of the control factors and the noise factors. The noise factors due to the tolerances of control factors, including l b , w b , t b , l m , and h m , are neglected as they can be perturbed from the Kriging surrogate. Levels 1 and 3 of each factor are also treated as the lower bound and upper bound, respectively, on the corresponding variable. Table 6 shows the L27 orthogonal array that is used as the DoE in constructing the Kriging model.
The MSE as in (15) The modified L16 orthogonal array of mixed level design is adopted as the soft outer array for the noise factors as in Taguchi method. The distribution of response can then be estimated from the surrogate to determine the MSE.
The sensitivity of the micro-accelerometer is simulated using the ANSYS platform. The iteration of the optimization process is presented in Fig. 10 . The MSE of the predicted final robust optimum is verified by running ANSYS simulations using the L16 outer array of noise factors. Table 7 presents the results of five optimization runs using ROERKS. The average engineering experiments required to meet the convergent criteria are 121.6 with an average MSE of 12.74.
C. ROBUST DESIGN USING KRIGING AND MAXIMUM EI SEQUENTIAL SAMPLING
To illustrate the salient features of the proposed reliable region and the hybrid infilling sampling strategy in ROERKS, the optimization search adapted from Jones et al. [31] using Kriging modeling and the maximum EI sequential sampling is applied to compare the results. The same training samples of the combined experimental design as in Table 6 are used to establish the initial Kriging surrogate. The same robustness measure, the MSE, is estimated using the soft outer array to be the design fitness using GA search. The only difference from ROERKS is the sequential sampling strategy using the maximum EI directly. The max(EI) sequential sampling tends to spread the samples to improve the global generality. The iterative training and search without the reliable region has not converged even after 1080 iterations. The final model is used to predict the robust optimum. The robustness index is verified using L16 outer array and ANSYS as shown in Table 7 . The MSE of the derived optimum is 16.65 that is higher than ROERKS's optimum of 12.74, even at the cost of ten times of experiments, which demonstrate the effectiveness of the proposed reliable region and the hybrid infilling sampling strategy.
D. ROBUST DESIGN USING DUAL RSM
Elsayed and Lacor's dual RSM approach [22] is applied to compare with the result of the proposed scheme. Two different sets of training samples are used. The first set of training sample is the experimental design, L18×L16 used in Taguchi method. The second set applies 50 samples distributed using the LHS strategy, and each sample is perturbed using three-level composite noise factors to estimate the mean and the standard deviation of the response. Two Kriging models are established from the training samples for the response mean and variance. Genetic algorithm is applied to search for the robust optimum. The optimization results are shown in Table 7 . Table 7 compares the various optimums in terms of the robustness measure and the numbers of samples that are required in the robust optimizations. The outer array L16 is used to estimate the MSE of the derived optimums from various methods to provide a fair comparison. A smaller MSE stands for a smaller difference between the mean response and the target and a smaller standard deviation of the response distribution as in (15) . The proposed scheme ROERKS outperforms Taguchi method and the dual RSM in average of five optimization runs. The average engineering experiments required to meet the convergent criteria are 121.6 with an average MSE of 12.74. Although Taguchi method provides a similar design, the required number of experiment is 336 which is many more the number used by ROERKS. The first application of the dual RSM uses 288 training samples for Kriging models and 16 additional samples to verify the derived optimum. The second application of the dual RSM uses 150 samples for Kriging models and 16 additional samples for the verification. The MSE of the derived optimum using Kriging modeling and the maximum EI sequential sampling is 16.65 that is higher than ROERKS's optimum, even at the cost of ten times of experiments. The proposed method provides a better robust optimum than Taguchi method and the dual RSM, as shown in the MSE in Table 7 , and saves up to 67% of samples, which makes it very attractive for expensive optimization.
E. COMPARISON OF RESULTS

IV. CONCLUSIONS
This work proposes an efficient robust optimization method, ROERKS, for engineering applications with expensive samples. The proposed method uses a combined experimental design of control and noise factors to construct an evolving Kriging-based surrogate model. The experimental design reduces not only the number, but also the controlling cost, of samples since the exact parameter values in the experiments can be used to train the surrogate, and a rigorous control of the parameters to specific levels is not required. The MSE is used as the robustness measure that is estimated by introducing the soft outer array to the GA search of the subspace of design variables. Since the response perturbations due to the noise factors are estimated using the surrogate model rather than actual experiments, the sampling cost to determine the design robustness can be greatly reduced. To accommodate the reduced generality of an inadequate surrogate, the proposed algorithm applies a reliable region to constrain the search for the quasi-optimum. A hybrid infilling strategy incorporating the exploiting sampling using the searched quasi-optimum and the exploring sampling using the maximum expected improvement enhances the sampling efficiency and the robust optimality of design iteration. The hybrid infilling strategy provides a sequential improvement of the searched optimum and reaches the global robust optimum more efficiently comparing with the infilling sampling using the maximum expected improvement directly. The design of a piezoelectric micro-accelerometer is used to demonstrate the merits of the proposed method. ROERKS yields a more robust optimum than Taguchi method and the dual RSM, using significantly fewer samples. The comparison shows the advantage of ROERKS in the robust optimization of industrial applications.
