We propose multiple description (MD) video coders which use motion compensated predictions. Our MD video coders utilize MD transform coding and three separate prediction paths at the encoder, to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received. We p r o vide three di erent algorithms to control the mismatch b e t ween the prediction loops at the encoder and decoder.
Introduction
Multiple description (MD) coding addresses the problem of encoding a source into two (or more) bitstreams such that a high-quality reconstruction is decodable from the two bitstreams together, while a l o wer, but still acceptable, quality reconstruction is decodable if either of the two bitstreams is lost. This is possible by i n troducing a structured correlation between the two descriptions such that if one of This work was conducted in AT&T Labs-Research, where the last three authors were consultants. the descriptions is not received at the decoder, it can be estimated from the other one. Of course, such a correlation results in a redundancy (extra bit rate) if both descriptions are received.
There has been extensive w ork in the information theory community, including 1], on nding achievable regions for multiple descriptions, and a recent revival in the signal processing community on building compression systems that can approach these bounds While MD coding originally was a mathematical curiosity, the possibility of designing new MD quantizers provides a framework to design practical source coders, e.g. speech and image coders. Most of these source coders are designed for an MD channel which consists of two, or more, independent channels. For each channel, the data is either completely lost or is received intact. It is conjectured that if system issues are considered wisely, such a model can capture the characteristics of a packet switching network. Note that in contrast to a priority-coding scheme such as the methods used in temporal, spatial and SNR scalability coding, multiple description coding generates separate streams of equally-important information to represent the video. Receipt of any one of these streams can provide a basic level of quality, and receipt of more than one can provide an enhanced level of quality. For this reason, multiple description coding provides graceful degradation in the presence of packet loss.
Previously, we developed an MD encoding scheme that uses pairwise transforms to introduce a controlled amount o f correlation (and hence redundancy) between the two bitstreams to improve t h e quality when only a single description is received 4, 6 ] . This general framework has been applied to image coding, and yields acceptable images from a single description with only a small amount of redundancy 11, 1 2 ] . Also, other image coding schemes have been proposed in the literature 13, 1 4 , 1 5 , 1 6 ] .
However, MD video coding is more than just applying an MD image coder to a prediction error. In this paper, we consider the issues involved in designing a multiple description video coder that uses motion-compensated temporal prediction, including the use of multiple coding modes and redundancy allocation among them.
Most of today's video coder standards use block-based motion compensated prediction. Because of its success in achieving a good balance between coding e ciency and implementation complexity, we are motivated to develop an MD video coder using this basic framework. In this framework, each video frame is divided into non-overlapping blocks which are coded in one of two modes. In the I-mode, the color values of the block are directly transformed using DCT and the quantized DCT coe cients are then entropy coded. In the P-mode, a motion vector is rst found and coded, which describes the displacement b e t ween the spatial position of the current block and the best matching block. The prediction error is then coded, also using the DCT. Additional side information describing the coding mode and relevant coding parameters also needs to be coded.
The key challenge to developing an MD approach to video coding lies in the coding of prediction errors. The di culty arises from the variety of di erent predictions that might b e u s e d a t t h e d e c o d e r of an MD system. If the data from both channels are received, the best predictor would be formed from information on both channels. If the data from either single channel is received, two other predictors would be formed. Without motion, it is possible to design the information on the two c hannels to impose a known relationship between the two-channel predictor and the two one-channel predictors. However, when motion-compensation is used, no such design is known. Consequently, three distinct prediction error signals (one corresponding to each predictor) might b e a vailable at the decoder. If at any t i m e t h e decoder uses a predictor whose corresponding prediction error is not available, a mismatch condition exists between the encoding and decoding loops. Mismatch errors are never corrected until the encoding and decoding loops are cleared by a n i n tra-coded frame.
One way t o a void such a mismatch i s t o h a ve t wo independent prediction loops, one based on each single-channel reconstruction. If both descriptions are received by the decoder, a method is needed to incorporate both predictions to improve the joint quality. While avoiding the mismatch for the side decoders, this results in a poorer prediction (lower prediction coding gain) when the outputs of both channels are available. The MD video coder in 17, 18] and the multiple-state coder in 19] are both designed using this approach. In this paper, we t a k e the alternate approach of allowing mismatch, but controlling it.
A complete MD video system should consider jointly optimal multiple descriptions for (i) the side information, (ii) motion vectors, and (iii) the DCT coe cients. Here, we take the straightforward strategy of duplicating side information and motion vectors on both channels. More sophisticated MD coding of motion vectors has been considered in 20]. In our work, we f o c u s on coding the DCT coe cients for both the original blocks and the prediction error blocks using a nontrivial MD. In the intra-mode, we use MD transform coding, which i n troduces controlled correlation between coe cients. In the predictive mode, we recognize the possibility of mismatch and design our encoder to control the mismatch to be at an acceptable level.
Another challenging issue for an MD video encoder is how to allocate redundancy among the various possibilities: side information, motion vectors, coe cient data, and also the redundancy introduced when coding a macroblock using the intra-mode rather than the predicted mode to enable recovery from any past errors. Because the current implementation duplicates all side information and motion vectors, the paper only discusses allocation of redundancy among the DCT coe cients.
In Section 2, we describe a general framework for multiple description video coding using three prediction loops in the encoder (a central loop and two side loops). In Section 3, we describe the basic building block of our algorithm, applying the Pairwise Correlating Transform (PCT) 4] to the centralloop prediction images. Then in Section 4, we describe three speci c implementations that generalize the PCT and provide di erent l e v els of mismatch c o n trol. The rst completely eliminates mismatch, the second does partial mismatch control, and the third does no mismatch c o n trol. In Section 5 we compare our three algorithms using the one-channel distortion. In Section 6 we examine the performance of our MD video coding algorithm in a packet loss environment to more traditional approaches of packet loss resilience 24]. We p r o vide concluding remarks in Section 7. With the exception of the packet loss results presented in Section 6, throughout this paper we assume that each description is either lost in its entirety o r r e c e i v ed completely with no error.
General framework
In general, there are two sources for distortion in an MD video coder. One source of distortion is the quantization of prediction errors. This is common between a single description and an MD video coder although the MD coder may h a ve more than one prediction loop. The second source of distortion is the mismatch b e t ween the prediction loops at the encoder and decoder. In the general framework of Fig.   1 , F k can be considered as the prediction error and G i k i = 1 2, as a representation of the mismatch. (Note that in Fig. 1 the time dependency, indicated by the subscript k, is suppressed for readibility.) This structure allows complete or partial mismatch c o n trol, depending on the coding strategy applied to the side-loop prediction errors.
Our general approach to video coding using MD transform coding (MDTC) uses three separate prediction paths at the encoder, to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received. Speci cally, the encoder has three frame bu ers, storing the previously reconstructed frames from both descriptions ( 0 k;1 ), Description One ( 1 k;1 ), and Description Two ( 2 k;1 ). Here, k represents the current frame time. For each b l o c k X k , the encoder generates a predicted block P i k i = 0 1 2 based on the reconstructed motion vector and the previous frame i k;1 . (More generally, the encoder might make use of all three previous frames, i k;1 i = 0 1 2 to produce P 0 k :) We refer to the prediction P 0 k as the central prediction, and P 1 k and P 2 k as the side predictions. In the following with the exception of section 3.2, we suppress the time index k for notational convenience.
The prediction error assuming both descriptions are available, F = X ; P 0 , is coded into two descriptionsF 1 andF 2 using an MD coder (labeled EMDC). This can be accomplished by, e.g., MDTC. If both descriptionsF 1 andF 2 are available to the decoder, it can recoverF 0 , the reconstructed prediction error from both descriptions. If the decoder receives only decription i, it generatesF i and, in the absence of any additional information, the reconstruction from Description i alone will be P i +F i . However, to reduce the future mismatch between the prediction at the encoder and decoder, the encoder also generates and codes the side prediction error G i = X ; P i ;F i . Note that in this framework, the bits used forG i i = 1 2 are primarily redundancy, because a typical decoder will not use them when both descriptions are received. This portion of the total redundancy, e 2 , c a n b e c o n trolled directly by v arying the quantization accuracy of G i : Another source of redundancy is that introduced when coding F using an MD coder, and is denoted e 1 . Using the MDTC coder, this redundancy is easily controlled by v arying the transform parameters.
In next section, we apply MDTC to form the two descriptionsF 1 andF 2 . In Section 4, we describe three generalizations, which use di erent approaches to characterize G i .
Video coding using MDTC
In this section, we consider the application of MDTC 4] for the EMDC block in Fig. 1 . This forms the basic building block of the subsequent implementations described in Section 4. The same strategy in the central loop is used for both I-and P-blocks, although the parameters of the applied PCT may di er.
Block diagram
For the central loop ( Fig. 2) , we apply the DCT to the 8 8 central prediction error block, F, and quantize the output based on the desired two-channel distortion. We then form N/2 pairs of quantized DCT coe cients. We currently use a xed pairing strategy for all frames, basing the number of paired coe cients, N, and the pairing strategy on the statistics of the I-frame DCT coe cients 1 . The coe cient with the n-th largest variance is paired with the coe cient with the (N ; n)-th largest variance. Each pair undergoes its own PCT with parameter k (which is denoted tan 1 in 6]). The PCT operation has the e ect of re-introducing a controlled amount of correlation between pairs of coe cients that had been uncorrelated by the DCT. The coe cients from each pair are split into two sets,F 1 andF 2 . Unpaired coe cients are split even/odd and appended to the PCT coe cients. The coe cients in each set are then runlength and Hu man coded. At the decoder, if both descriptions are received, the exact single-description video (i.e., that produced by a t ypical block-based video coder) can be recovered, because the PCT is implemented using an invertible integer-to-integer transform 6]. If only one description is received, the coe cients in the other description are estimated using linear prediction 4], and the inverse transform is applied via matrix multiplication.
Transform design
For redundancy allocation among the coe cients in F k , it can be shown that the algorithm for assigning transform parameters for optimal redundancy allocation across pairs 4] can be extended to incorporate optimal redundancy allocation across time. This allocation of redundancy for F k is common among the three di erent generalizations in the next section.
In particular, suppose we have a pair of sequences of Gaussian random variables fA k B k g with variances E(A 2 k ) = 2
A and E(B (
The transform T controls the correlation between C and D, which in turn controls the redundancy introduced by the PCT. This transform represents the two original variables using a new basis that is, in general, non-orthogonal. 1 The transform and estimation parameters depend on the coe cient v ariances estimated from selected training data. We order the coe cients based on their estimated variances. Those coe cients whose variances are smaller than the square of the quantizer step size, divided by t welve, are not paired 12].
Here, we w ould like to apply the PCT with parameter k to the pair of prediction errors, namely
Then C k is sent on Channel One as C k , a n d D k is sent on Channel Two a s D k .
Assuming only Channel One is working and only the sequence of f C k g are received, the optimal (minimum mean-squared error) single-channel reconstruction is to form the best linear prediction of A k and B k using
The reconstruction when only f D k g are received follows from symmetry. Alternately, w e can form the best linear predictor of D k from C k and pre-multiply the vector C k D k by t h e i n verse transform, T ;1 We denote this best linear predictor coe cient k .
Under these conditions, it can be shown that the resulting single-channel distortion for the rst N frames can be written 
where j is the redundancy allocated to this pair for the j-th frame. If we de ne the \pseudo-variances" Therefore, the optimal redundancy allocation across N frames for M pairs is equivalent to the optimal redundancy allocation for M N pairs. More redundancy should be applied to earlier frames, because they are used to predict later frames. Thus, the I-frames have the most redundancy, and the nal P-frame before the next I-frame has the least.
In our video implementation, the A k and B k are the paired DCT coe cients of F k , which are nearly uncorrelated. It is useful in the discussions below to denote C(F) as the C-component of the signal F, where we have dropped the \ " for brevity. We note that C(F) = C(F 1 ) =F 1 . Similarly, D(F) =F 2 , and D(F 1 ) = F 1 . Using this notation, the central loop of section 3.1 sends C(F) = C(X ; P 0 ) on Channel One and D(F) = D(X ; P 0 ) on Channel Two.
If no motion compensation is applied, and the k are identical across time, then it can be shown that the error in each frame is limited to a xed subspace (for example, the C subspace). Motion compensation, which is not considered in this analysis, may spread the error outside this subspace in subsequent frames.
Generalizations of MDTC for video
The block diagram in Figure 2 considers only the coding of the two-channel prediction error, F, using MDTC. If only one channel is received, the decoder forms a prediction di erent t h a n t h a t f o r m e d b y t h e encoder, creating a mismatch condition. Further, MDTC, when applied alone, creates a single-channel distortion that is bounded away from zero as the redundancy increases. Therefore, in this section, we consider three approaches at the encoder to improve upon using only MDTC. Each is a generalization of the simple MDTC system described in Section 3, and is an implementation of the general video coder described in Section 2. All three approaches decrease the single-channel distortion as the redundancy increases. However, the three approaches di er in their degree of mismatch control. The rst completely eliminates mismatch (subject to quantization error), the second partially controls the mismatch, and the third has no mismatch c o n trol at all.
In the rst implementation, the strategy is to reduce the amount of mismatch between the twochannel reconstruction used for prediction and the single-channel reconstruction by using the additional prediction loops described in Section 2. The EMDC is the straightforward PCT initially described in 4] (and again in Section 3), and the single-channel prediction errors G 1 and G 2 are sent as purely redundant information by Enc1 and Enc2, each using a single-description coder (i.e., one which c o d e s the DCT directly). In the second implementation, the EMDC block is the same as that of the rst implementation. However, instead of using a single-description coder for Enc1 and Enc2, we use a generalized PCT introduced in 6] and only transmit the orthogonal complement information. In the third implementation, the strategy is to omit the additional prediction loops, but to use some additional redundancy in coding the central prediction error to reduce the single-channel reconstruction. In this approach the EMDC block is the generalized PCT introduced in 6] where four variables are used to represent the initial pair of coe cients. We do not code the single-channel prediction errors G 1 and G 2 in this case.
Redundancy allocation among the coe cients in F has been discussed in section 3. We discuss below the redundancy allocation between F and G, w h i c h is speci c to each algorithm.
Algorithm 1
In the rst algorithm, we use all three prediction paths described in Section 2 to limit the amount o f mismatch b e t ween the two-channel frame memory and the single-channel frame memory. The \EMDC" block of Fig. 1 is the PCT applied to the two-channel prediction error, F as described in Section 3. We use a conventional inter-mode DCT coder for the \Enc1" and \Enc2" blocks in Fig. 1 . Figure 3 shows the resulting block diagram for full mismatch c o n trol. The central loop is identical to Figure 2 . Note that Fig. 3 o n l y s h o ws the side prediction loop for G 1 . We also only describe this side prediction loop. The side prediction loop for G 2 can be determined by symmetry.
Using the coe cients sent on Channel 1, we mimic the Channel-1-only decoder by estimating the coe cients that would have been sent on Channel 2, and multiply by i n verse transform matrix to obtain F 1 . We f o r m G 1 by subtractingF 1 from the original image, X, and also subtracting the prediction block P 1 from Frame Memory 1 (FM1), which w as formed using the same motion vector as the central loop. (FM1 contains 1 k;1 , the previously reconstructed frame from Description One only.) Given G 1 , w e now apply the DCT, and quantize with Q 2 , w h i c h is coarser than the central quantizer Q 1 .
In the current implementation, we do not consider optimal redundancy allocation across F and G. Rather, we use a xed quantizer step-size on the G coe cients that is coarser than the quantizer used on the F coe cients. In addition, we recognize from 6] that the performance of the PCT begins to degrade as the redundancy incurred by the PCT gets too large. Therefore, we use the heuristic of allocating redundancy to the PCT until it reaches the point of degraded performance, and then we begin to allocate redundancy to the single-channel prediction errors G.
One drawback o f the current structure is that theF i each contain only 32 coe cients, while the G i each c o n tains 64 coe cients. Therefore, to use a standard video coding algorithm (like MPEG or H.263) to code these data, we m ust send one set of overhead information (macroblock t ype, coded block pattern) for both F and G. This additional overhead can become costly. 
Algorithm 2
In the second algorithm, shown in Fig. 4 , we again use the block diagram of Figure 2 for the main prediction loop. (Note again that Fig. 4 only shows the side prediction loop for G 1 . The side prediction loop for G 2 can be determined by symmetry.) To reduce the future mismatch b e t ween the two-channel prediction at the encoder and possible reconstructions at the decoder, we again consider the residual information (G 1 and G 2 ) in the side loops. However, rather than completely coding G 1 and G 2 , w e try to extract the more important part of the signal, so that it can be sent in 32 coe cients, in the same block as the F information. This is a tradeo between the mismatch created by partial transmission of G 1 and G 2 and the saving in the redundancy rate. Redundancy allocation between G and F is the same as that of Algorithm 1 however, it can be shown that the redundancy allocation is optimal in this case. For redundancy allocation, we control the redundancy in F by varying the parameters of the PCT. For very low redundancies, we only allocate redundancy to F. As the correlation among the coe cients in F becomes high, allocating more redundancy to F has diminishing returns, and so it is better to begin allocating redundancy to the G components. We currently do this by using a xed quantizer step-size on the G i coe cients that is coarser than the quantizer used on the F coe cients.
Algorithm 3
The third algorithm uses only the main prediction loop of Fig. 1 , but its EMDC coder uses the generalized transform-based coder introduced in 6]. Thus, instead of using redundancy to code G 1 and G 2 , this algorithm allocates redundancy to F ? 1 and F ?
2 , the orthogonal complements ofF 1 andF 2 in the Hilbert space spanned by ( F 1 F 2 ) . However, like G i , the bits used to code F ? i are primarily redundancy because a typical decoder will not use them when both descriptions are received.
Speci cally, this generalized transform-based EMDC coder organizes N quantized DCT coe cients into N=2 pairs using a xed pairing for all frames. Now, each pair undergoes a generalized PCT Thus, in comparison to Algorithm 2, here for Channel One, we send C(X ; P 0 ) as the rst 32 coe cients, and D(X ; P 0 ) ; C(X ; P 0 ) as the second 32 coe cients. For Channel Two, we send D(X ; P 0 ) as the rst 32 coe cients, and C(X ; P 0 ) ; D (X ; P 0 ) as the second 32 coe cients. The block of 64 coe cients is then runlength and Hu man encoded.
Single-channel reconstruction performance
We examine rst the performance of our MD video coders using the single-channel reconstruction performance. We begin by comparing among our video coders proposed in Section 4, and then compare to several MD coders that can be generated using the existing H.263 standard syntax and sematics. The rst comparison is based on an MPEG-2 implementation. The second is based on an H.263 implementation of our MD video coders.
Comparison among our MD video coders
In this comparison, our coder implementation is built on top of the MPEG2 MP@ML coder 22]. The coding mode decision for each macroblock follows the original MPEG2 coder. Presently, the side information and motion vectors are duplicated in both descriptions. We select the coding parameters for the MD coe cients according to the discussion in section 3.2. We compare only the performance of our own coders in this subsection, using the single-channel distortion of the coders as the basis for comparison. All coders have identical two-channel distortion. The redundancy is de ned as the additional bits required by the MD coder compared to the bits required by the original MPEG2 coder generating a single bit stream with the same overall distortion as the central coder. Fig. 6 shows the RRD curves 4] obtained for two CIF sequences, \ owergarden" and \ferwheel". There are 14 P-frames between each I-frame. The distortion is the average luminance PSNR across time, and the redundancy is expressed in terms of the percentage over the reference luminance bit rate. As can be seen from Fig. 6 , Algorithm 2 outperforms all other methods in terms of average PSNR. Algorithm 1 outperforms Algorithm 3 with the exception of one point. These results indicate that some mismatch control is important however, a complete mismatch c o n trol (as in Algorithm 1) is not necessary. Based on this conclusion, we consider only Algorithm 2 from this point f o r w ard.
Comparison between our MD video coder and existing MD coders
We n o w compare Algorithm 2, the best performer above, to two MD coders that use the existing H.263 syntax and semantics, again using the single-channel distortion as the basis for comparison when the two-channel distortion is equivalent. For this comparison, Algorithm 2 is now implemented using an H.263 coder as its basis.
The rst method of creating two video descriptions using the existing H.263 syntax is denoted MD-SNRS. MD-SNRS compresses the video using SNR scalability, duplicates the base layer so that it appears in both descriptions, and alternates blocks (i.e., GOBs) of the enhancement l a yer between the two descriptions. To obtain the best trade-o between additional redundancy and the quality when only one description is received, we use only EP pictures in the enhancement l a yer (after the rst picture). 2 At the decoder, if both channels are received, the enhancement-layer information can be used to re ne the base-layer information. If only one channel is received, the enhancement layer is usually more detrimental than helpful, and it should be discarded. (Using EI pictures creates an enhancement l a yer that is useful when only one description is received however, it is very costly in terms of extra bit-rate (a) In the second method (denoted here as MD-Alt-GOB), we consider a method based on 24], in which two descriptions are created from a single frame by alternating GOBs (or structured slices). At the decoder, if both descriptions are received, the video can be completely decoded. If only one description is received, the missing GOBs are concealed using the motion information from the above GOB. Because of the deterministic loss of an entire description, the method of random I-blocks 24] i s n o t e ective h e r e . Therefore, we use periodic I-frames, and duplicate the I-frames in each description. The redundancy we consider here is only due to this duplication, not packetization overhead. We examine I-frame rates of one every 15 frames (consistent w i t h our MD I-frame rate), one every 10 frames, and one every 5 frames.
We use a xed frame rate and a constant q u a n tizer stepsize for each sequence. To compare among the three multiple description coders described above, we a s s u m e a n e n tire description is lost and we require each coder produces equivalent distortion when both channels are received. (This sometimes requires the MD-SNRS codec to use a ner quantizer stepsize in the enhancement l a yer than indicated in Table 1 . This table indicates the sequences and quantizer stepsizes we u s e , as well as the loss-free PSNR and the bit-rate of the non-MD coder which is used as the reference for computing redundancy.) GOB headers are included where it makes sense for error resilience. Speci cally, GOB headers are included in both descriptions of our MD coder, in the base layer of the MD-SNRS coder, and in the MD-Alt-GOB coder. GOB headers are not included in the enhancement l a yer of the MD-SNRS coder. We use annexes D, F, and J, of H.263 25] and present t h e o verall redundancy (additional bit-rate) as a function of the quality when only a single description is received. The GOP length is 15. The distortion is the average luminance PSNR across time, and the redundancy is expressed in terms of the percentage over the reference total bit rate. Table 2 : Sequences and bit-rates for packet loss studies. All sequences are QCIF. Figure 7 shows the RRD curves for \Foreman" with Q=8 and Q=12. Figure 8 shows the performance for Container with Q=8 and Q=12. Figure 9 shows the performance for Hall and Silent, with Q=12. In all cases, our MD coder outperforms the MD-SNRS coder for low redundancy, since our coder requires 10% less redundancy than MD-SNRS to produce the same single-description reconstruction quality. Further, because of the restriction imposed by the H.263 syntax that the enhancement q u a n tizer be no more than 31, the MD-SNRS has a minimal achievable redundancy that is much larger than our MD coder. The MD-Alt-GOB is only competitive for the Hall sequence and for Silent a t a p p r o ximately 35% redundancy. In all other cases, MD-Alt-GOB does not perform as well as the other methods.
Packet loss performance
We n o w compare the performance of our MDTC system to that of a single-description (SD) H.263 video coder, in a packet loss scenario. We use the packet loss statistics of 26], corresponding to 3%, 5%, 10%, and 20% packet loss rates. Both the MD and SD video are coded using annex J, and byte-aligned GOB headers. Both coders use a random update of I-blocks, with the rate of I-blocks equal to the reciprocal of the packet loss rate. We use 2500 frames per simulation sequence, and assume 2 audio and 2 video packets per frame.
Whereas the previous comparison used a constant quantizer step-size for each sequence, in this experiment w e adjust the quantizer step-size to keep the overall bit-rate xed, using the typical TMN8 rate control. For the MD case, the sum of the bit-rates produced in each c hannel is used for the rate control algorithm. In addition, we increase the target bu er fullness value by 1 0 % . The resulting output bit-rate summed across both channels typically is within about 1% of the target bit-rate.
For the single description (SD) coder (which is a one-layer H.263 coder), we use the method of 24]. We send two R TP packets per frame, with duplicated picture header. Even GOBs are sent i n o n e packet, and odd GOBs are sent in the other. If only one packet from a frame is received, the SD decoder uses motion-compensated concealment (using motion vectors from the above GOB) to ll in the missing GOBs. For the multiple description (MD) coder (which is Algorithm 2 described in section 4), we again send two p a c kets per frame, with one description in each packet. If only one packet from a frame is received, the MD decoder estimates the missing description from the received one, using linear prediction and the side-loop information sent in the additional 32 coe cients.
Identical losses are injected into each o f t h e p a c ketized streams, according to the loss patterns. In both cases, if both packets of a frame are lost, the frame is completely lost. Because identical packet losses are injected for both SD and MD, identical frames will be completely lost. PSNR is computed for all decoded frames. Tables 3 and 4 show the performance for Foreman at 64 and 144 kbps, respectively. Table 5 shows the PSNR of reconstructed frames for Hall at 32 kbps. Table 6 shows the PSNR of reconstructed frames for Silent at 144 kbps. The column \frames" indicates how many frames were encoded, and in parentheses how many frames were decoded after packet loss. In all cases, we u s e d Q 2 = 4Q 1 for the MD coder. For all sequences, the number of coe cients paired in Y, Cb, and Cr are 16, 4, and 4, respectively. To simplify the implementation, the PCT uses a 45-degree rotation, rather than that determined by the method in section 3.2 this has minimal e ect on the single-channel reconstruction quality.
Using the average sequence PSNR given loss indicated in Tables 3{6, our MD PSNR is typically 3.5 { 6 dB higher for the Foreman sequence, 0.9 dB better to 0.7 dB worse for the Hall sequence, and 1.1 { 2.8 dB higher for the Silent sequence. We note that particularly for the Foreman sequence, MD raises the PSNR from the generally unacceptable level below 2 5 d B t o a b o ve that level. However, particularly in the case of packet loss, average PSNR is not always an accurate measure of video quality. We can see from Figure 10 that the PSNR uctuates rapidly with time, more for the SD case than the MD case. It is well known that constant quality is perceived as being better than uctuating quality. Therefore, we considered some alternate measures of video quality: variance of PSNR, minimum, and maximum PSNR, and the minimum of the short-term average PSNR over 5 consecutively received frames. We calculated these and discovered that in all cases, the variance of the PSNR for the MD coder is signi cantly lower than that for the SD coder, often by a factor of 10. The minimum PSNR is always higher for the MD coder than the SD coder, although the maximum PSNR is always higher for the SD coder than the MD coder. Finally, the minimum of the short-term averages over 5 frames is always higher for MD than for SD. Thus, MD produces more consistent video quality than SD, and has a better worst-case video. Figures 11 and 12 show a frame of the Foreman and Hall sequences, for both MD and SD with 10% packet loss. The artifacts in the frames result mostly because of temporal propapation of previous errors. In both cases, the SD image has substantially more artifacts than the MD image, although there are more compression artifacts in the MD image most visible in the lower left of the Hall sequence. When the sequences are viewed in real time, the people in the SD Hall sequence tend to leave body parts behind when there are losses, while they maintain their integrity in the MD sequence with losses. In general, the SD video has more artifacts that are temporally annoying than the MD video.
Conclusions
We h a ve proposed MD video coders which use motion compensated predictions. Our MD video coders utilize MD transform coding and three separate prediction paths at the encoder, to mimic the three possible scenarios at the decoder: both descriptions received or either of the single descriptions received. Simulation results show that it is important t o h a ve side prediction loops and transmit some redundancy information about the mismatch. Further, when the multiple-description video is subject to packet loss, it performs signi cantly better than traditional single-description video coders.
Currently, redundancy is allocated to all portions of the image equally in our MD coder. Sequenceand content-speci c optimization of redundancy allocation would be an interesting avenue for future research. Redundancy could also be adapted based on observed packet losses, using feedback RTCP reports.
Another interesting direction for future research w ould be to examine the interaction between MD techniques for coding motion information (as in 20]) and MD techniques for coding the prediction error (as in this paper). 
