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If the data produced by a digital imaging system is univariate, i.e. if just one scalar measure-
ment (temperature, density, etc.) is made at each pixel, then standard image processing methods for 
extracting information from this univariate data are well known and relatively simple to apply [1]. 
Indeed, most of these methods ultimately reduce to information extraction via a visual inspection 
of an enhanced or restored image of the data displayed in shades of gray or in pseudocolor. What if 
the imaging system produces multivariate data i.e. what if an array (or vector) of data is measured 
at each pixel? In this case some information can be extracted with a visual inspection of each image 
component. However, it is intuitive that such an approach is fundamentally limited because it is uni-
variate and does not account for the inherently high component-to-component correlation typically 
found in multivariate images. Instead, what is needed is a more comprehensive approach in which 
the multivariate data is processed in a space whose dimension matches that of the data. Information 
extraction via a visual inspection of the data can then take place after some arithmetic processing 
and statistical decisions have been applied to estimate and remove the multivariate correlation and 
thereby effectively reduce the dimensionality of the data without significantly reducing its informa-
tion content. 
Over the past 15 years several approaches to multivariate image processing have been developed, 
primarily for remote sensing applications, and applied successfully to selected multivariate images 
(see [2] through [8]). However, these techniques have yet to enjoy the popularity they deserve, prob-
ably because they are based upon relatively advanced multivariate statistical analysis concepts like 
maximum-likelihood estimation, Bayesian classification, and orthogonal eigenvalue decomposition. In 
this paper we will present an overview of several multivariate image processing techniques and, by so 
doing, attempt to illustrate that they are not difficult to understand or apply. In particular, we will 
emphasize techniques which are based upon the principal component transformation. 
Multi-images 
Multi-images (i.e. multivariate digital images) can occur in a variety of formats, however three 
are most common: multi-spectral, multi-temporal, and multi-spatial. In all formats the images have 
similar characteristics; associated with each pixel location is a multivariate pixel value which we can 
assume has been scaled and quantized, usually during data acquisition, into a gray level vector (i.e. 
a gray level array of non-negative integer components). 
Four parameters L, M, N, and J characterize the size of a multi-image; L is the number of possi-
ble gray levels (i.e. quantization levels) in each component, the pixel dimension of each component 
image isM by N, and the number of components is J. In practice, Lis frequently 256 (corresponding 
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to 8-hit gray lrvrl quantization). Y! and ~ could he as small as several hundred or much larger. and 
typically J is small. (For examplr. L is 256. ~ is approximately 6000 . ." is approximately 7000 and J 
is 7 for multi-spectral Landsat Thematic Mapper Images.) In the equations that follow. we will con-
sistently use I to index gray lrvds. (m. n) to drnotr pixel indices and j to indPx imagr components. 
Thus a multivariate digital image G is a 3-D (M by:\' by J) array of (integer) values I = G(m. n. j). 
Consistent with usual image procf'ssing notation. thr pixel indices (m. n) and thr gray level index I 
are assumed to rangf' from 0 to ~1 - 1. 0 to ~ - 1. and 0 to L - 1 respectivE'ly. However. j typically 
ends up being an index into a covariance matrix. and it is more appropriate for j to range from 1 to 
.J. 
In a multi-spectral image each component image reprt>s!.'nts the amount of radiancr prrsrnt in a 
particular spectral band and all component images arc refcrrncrd (i.l'. registPred) to common spatial 
locations. Similarly. in a multi-temporal image. the components represrnt the temporal variations 
of gray levels at common pixel locations. In a multi-spatial image. the component images have 
differpnt spatial rrsolution but are all registered to the same spatial area. Multi-spectral cornporwnt 
images are typically indexrd by incrrasing wavelength. multi-temporal components by increasing 
time. and multi-spatial images by increasing spatial resolution. The usual conceptual model of a 
multi-image is a 1-D array (of size J) of 2-D cornponmt images (of size M by N) stacked onp after 
another. When vi!.'wed this way. the multivariate corrPlation mentioned in thf' Introduction is an 
intrr-compont>nt corrdation and is r!.'ft!.'cted in the fact that each component image is unique and y<'t 
many components have a similar app!.'arance. 
Multivariate Gray Level Distribution 
Standard single-image statistics (e.g. average gray ]pvel. contrast. de.) can he calculated for 
Pach component image. Howewr. these univariate statistics arr not sufficiPut to characterize the 
multivariat!.' naturl' of a multi-image. Instead. what is needed is a statistical characterization of the 
componrnt-to-compon!.'nt gray level interrelation e.g. how many multi-image pixels have a 17 in thP 
first component and a 91 in thl' second component and a 53 in the third etc. The multivariate gray 
lew] distribution of the multi- image provides this characterization. 
Consider thl' multivariate image data in figure 1. 
6 6 5 5 6 7 7 5 6 6 7 6 1 0 3 4 1 0 
7 0 1 1 1 6 7 1 3 4 3 6 0 7 7 7 7 1 
6 4 6 6 7 5 2 6 7 7 7 1 6 5 1 0 0 
5 6 5 5 6 6 3 6 5 6 7 3 7 3 3 
6 3 2 3 5 7 5 4 3 5 7 1 7 6 6 5 3 
7 5 4 6 6 7 5 6 7 3 6 0 3 4 1 7 1 
6 6 5 5 2 7 6 7 6 7 3 7 2 2 3 3 6 0 
6 2 0 6 7 4 2 3 1 7 5 7 6 7 1 
7 5 5 6 5 6 7 5 5 7 6 7 0 3 2 4 0 
6 5 6 6 5 6 4 4 5 6 4 5 2 2 0 
j=1 j=2 j = 3 
Fig. l. A simple 3-component. 6 by 10 multi-image. 
Although this multi-image is unrealistically small (L = 8. ~ = 10. ~ = 6. J = 3). it is useful 
for illustrating concepts. In order to form the multivariate gray level distribution, it is necessary to 
,;ystPmatically count the occurrence of all possible gray lev€'! vectors (of ]pngth .J = 3 in this case). 
For example. the gray level vector (5, 6. 3) occurs at pixds (m. n) = (0. 2). (3. 0). (3. 4) and (6. 2) and 
thus the count for this gray level vector is c(5. 6. 3) = 4. On the other hand. the gray lev!.'! vector 
(2. 4. 7) does not occur at any pixel and so c(2. 4. 7) = 0. 
In general. a total of LJ gray level vectors (1 1. lz . .... I J) are possible. where IJ denotes the value 
of G(m. n. j) at a fixed but arbitrary pixel (m. n). The corresponding number of actual occurrences 
of each gray level wctor is stored in the L by L by ... by L integrr array c(/1.12 ..... IJ). and the 
sum of this array ovrr all possible gray level vectors is the number of pixels. ~1:\. The associated 
nndtiYariate gray level distribution f(/J.I2 ..... IJ) is df'fined as 
(l) 
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It follows that f is a non-negative real array normalized so that it sums to 1 i.e. f is a multivariate 
relative frequency distribution. Thus for the multi-image in figure 1, f(5, 6, 3) = 4/60 = .067 consis-
tent with the fact that 6.7% of the multi-image pixels have a (vector) value of (5, 6, 3). Equivalently, 
f can be interpreted as a probability density function. Thus f(5, 6. 3) = .067 is the probability that 
a pixel selected "at random" has the corresponding component values l1 = 5, l2 = 6, l3 = 3. 
The multivariate gray level distribution is an extremely important theoretical concept which 
forms the basis for the development of multivariate clustering and classification techniques [9]. How-
Pver. if the multi-image has more than two components, f is rarely, if ever, actually tabulated. Tab-
ulating c (and thus f) amounts to determining a gray level vector count for each possible gray level 
vector. Since the total number of counts is MN and the total number of possible gray level vectors is 
1J. it is evident that if J is larger than 2, then 1J will typically be much larger then MN and most 
of the possible gray level vectors will not actually occur. For example, if the multi-image is 512 by 
512 by 3 and if 1 is 256, then MN is 218 . 1 3 is 224 , and at least 98.4% of the gray level vector rela-
tive frequencies must be zero. If J is larger than 3, there must be an even larger percentage of these 
zero valued relative frequencies. Thus, when faced with a multi-image consisting of more than 2 im-
age components, it is generally a waste of effort (and computer storage) to calculate the full multi-
variate gray level distribution. However. if the multi-image has just two components, 1 2 is typically 
smaller than MN and it is meaningful to construct the (bivariate) gray level count and the associ-
ated relative frequency distribution. Moreover. if the multi-image has more than 2 components, it is 
meaningful to pair the components two at a time and generate bivariate statistics for each pair. 
Bivariate Image Statistics 
If J = 2, the bivariate gray level count c(l1, l2) is a 2-D array of non-negative integers which sum 
to MN and the associated bivariate histogram (i.e. the bivariate gray level distribution) is the real 
array J(l1.l2) generated by dividing c by MN. The bivariate histogram is already in digital image 
format and can be easily displayed to provide a graphical illustration of the extent to which two 
images are correlated. That is, image-to-image correlation is a statistical measure of visual similarity 
and two digital images are highly correlated if an observer could use a knowledge of the pixel values 
in one image to predict with great confidence the corresponding pixel values in the other. If two 
images are highly correlated, this correlation will be reflected in the appearance of their bivariate 
histogram. Reference [9] provides a good discussion and graphics to further illustrate this point. 
(Sec also reference [1].) 
A statistical measure of the correlation between two component images, say j and j', can be 
derived from the inter-component covariance defined by 
cov(j,j') = (1/MN) L L G(m, n,j)G(m, n,j')- avg(j)avg(j') 
m n 
where the average gray level of component j is 
(2&) 
avg(j) = (1/MN) L L G( m, n, j) (Zb) 
m n 
and avg(j1) is defined analogously. The covariance is not, by itself, a good measure of the visual 
similarity of two images because it is not invariant to linear contrast stretching. That is, contrast 
stretching the gray level distribution of one component image will change the numerical value of 
cov(j. j'). However. an invariant multi-image statistic which does correlate well with the idea of 
,;visual similarity" can be obtained from the covariance if it is normalized by the contrast (i.e. 
standard deviation) of the two images. The resulting expression is the inter-component correlation 
defined as 
( • •1) cov(j, j') 
cor J, J = ( .) ( .1) (3a) con J con J 
where the contrast of component j is 
con(j) = Jvar(j) (3b) 
419 
and the image variance is 
var(J) = cov(J. j) (3c) 
with analogous equations for image component]'. The inter-component corwlation is bounded be-
twcrn -1 and 1 and the extreme values ( -1 or 1) are approached if and only if one component is a 
linPar contrast stretched version of the other. (Also, if the correlation is close to -1. one component 
will appear to be a contrast reversed version of the other.) On the other hand. if the correlation is 
close to 0 there is no (linear) relation between the gray levels in the two image components and gen-
erally the two images will not appear to be similar. 
Multi-image Statistics 
In the general case of a multi-image with more than two components, the component images 
can be pairPd two at a time. There are J(J - 1)/2 such pairs. If the inter-component covariance 
is calculated for each possible pairing, the result is a J by J inter-component covariance matrix 
with elements given by cov(j.j'). The diagonal elements of this matrix are the variances of the 
component images and the matrix is both symmetric and positive semi-definite. Moreover. the 
covariance matrix has non-negativP eigenvalues and thl' sum of the eigenvalues is equal to the sum 
of the variances of the individual component images. (These eigenvalue properties can be found in 
many texts. for example. [10].) Figure 2 illustrates the covariance matrix of the simple multi-image 
in figure 1. 
[ 4.414 3.068 -4.919] [ 1.000 .871 -0.953] 
3.068 2.810 -3.198 .871 1.000 -0.777 
-4.919 -3.198 6.036 -0.953 -0.777 1.000 
Fig. 2. Covariance matrix. Fig. 3 0 Correlation Matrix. 
As an alternative to the covariance matrix, the inter-component correlation matrix is the J by J 
matrix with elements given by cor(j.J'). There is a simple matrix equation which relates the corre-
lation matrix to the covariance matrix: the covariance matrix is equal to the correlation matrix mul-
tiplied on both the right and left by a diagonal matrix whose elements arP con(1). con(2) .... con(J). 
The diagonal elements of the correlation matrix are all 1. the matrix is symmetric and positive semi-
definitf'. and the eigenvalues are all non-negative and sum to J. Figure 3 is the correlation matrix 
corresponding to the covariance matrix in figure 2. 
Rather than tabulate the (non-zero) elements of the multivariate gray level distribution f, it is 
frequently sufficient to use a parametric approach, i.e. to use the J average gray levels of the com-
ponent images, the J contrasts of the component images, the J(J- 1)/2 inter-component correlation 
matrix elements and some statistical assumption about the multivariate shape of f. Specifically, the 
assumption that f is multivariate Gaussian is common (although not always appropriate). 
The Principal Component Transformation 
An inspection of the correlation matrix provides considerable insight into the multivariate struc-
ture of a multi-image. For example, figure 3, which is the correlation matrix for the simple multi-
image in figure 1, illustrates that components 1 and 2 have a high (.871) positive correlation, com-
ponents 1 and 3 have a very high (-.953) negative (contrast reversed) correlation, and components 
2 and 3 are also negatively correlated (-. 777) but less strongly. If the magnitude of all the off-
diagonal elements is small (relative to 1) then there is little inter-component correlation. However, 
this will rarely ever be the case (for an unprocessed multi-image). If instead some off-diagonal ele-
ments are not smalL it is intuitively desirable to "decorrelate" the multi-image in an attempt to ef-
fectively reduce its dimensionality and simultaneously reveal its inter-component dependencies. The 
principal component transformation of a multi-image provides this capability. 
The principal component transformation (PCT) - sometimes also known as the Hotelling or 
Karhunen-Loeve (discrete) Transform- is a standard statistical tool which is applicable when 
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dealing with highly correlated data sets. (There are many basic PCT references, [11] is particularly 
readable.) In multivariate image processing, these data sets are the component images and the PCT 
is applied, pixel-by-pixel, to produce a new set of J uncorrelated component images. 
The PCT is a multi-image transformation of the form 
g1(m,n) = Ag(m,n) for all (m, n) 
where A is a J by J (real) matrix, g(m, n) represents the gray level (column) vector of Gat pixel 
(m, n), and g1(m, n) is the gray level (column) vector into which g(m, n) is transformed i.e. 
[
G(m:n,1)] 
g(m,n) = : 
G(m,n,J) 
and 
1 [G'(m, n, 1)] 
g(m,n) = : 
G'(m, n, J) 
(4a) 
(4b) 
Equation 4 defines a transformation of the original multi-image G into a new multi-image G'. The 
matrix A is determined by the statistics of the multi-image G. If J = 1, equation 4 reduces to simple 
linear contrast stretching; however in the multi-image context, equation 4 is implemented pixel-by-
pixel as a matrix-vector multiplication. Thus each component image in the transformed multi-image 
G' is a linear combination of all the component images in the original image G and the coefficients 
of this linear combination are the rows of the matrix A. 
To simplify notation, let C and C' denote the inter-component covariance matrices of G and G' 
respectively. The question then is, how are C and C' related? By using equations (2) and ( 4) it can 
be shown that 
C' = ACAt 
where At is the matrix transpose of A. This equation illustrates exactly what must be done if we 
want the component images of G' to be uncorrelated. Namely, the matrix A must be constructed 
so that the off-diagonal elements of C' are zero. Fortunately, the construction of A is a standard 
technique in numerical linear algebra involving the eigenvector decomposition of C [10]. 
(5) 
The eigenvalues of C are non-negative and we will use the (nonstandard) eigenvalue notation 
s(j)2 to reflect this non-negativity. Because C is real and symmetric, the corresponding eigenvec-
tors, denoted u(j), are real and orthonormal (i.e. orthogonal with unit magnitude). Therefore, u(j) 
is a column vector (of dimension J) and 
Cu(j) = s(j)2u(j) forj=1,2, ... J 
It is conventional in the construction of the PCT to assume that the eigenvalues are indexed by 
decreasing magnitude i.e. s(1) 2 > s(2) 2 > ... > s(J) 2 . The reason for this will soon be clear. 
The eigenvector decomposition of C can be summarized as follows. Let U be the J by J ma-
trix whose columns are the eigenvectors u(1), u(2), ... , u(J) (i.e. u(1) is the first column, u(2) 
is the second, etc.). Also, let S 2 be the diagonal matrix whose elements are the eigenvalues s(1) 2 , 
s(2)2 , ... , s( J) 2 . Figure 4 illustrates U and S 2 for the covariance matrix in figure 2. 
[
-0.5934 
u = -0.4235 
0.6845 
-0.0304 
-0.8380 
-0.5448 
0.8043] 
-0.3440 
0.4884 
[ 
12.28 
g2 = 0 
0 
Fig. 4. The eigenvector and eigenvalue matrices. 
0 
.8421 
0 
The orthonormality of the eigenvectors is equivalent to the matrix equation 
uut = utu =I 
(() 
(7a) 
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when' I is thP .] by .] identity matrix. and equation 6 is equivalent to 
cu = us2 (7b) 
If equation 7b is multiplied on the left by ut. it follows from equations 5 and 7a that if wp choose 
A = ut then C' = S 2 This res\]lt. in conjunction with equation 4. dPiines the principal componmt 
transformation. That is. the following four stl•ps are rpquired to calculate the PCT of an M by :\" by 
.J multi-image G: 
(i) calculate the .J by .J covariance matrix C: 
(ii) calculate the (ordered) eigenvector-decomposition of C: 
(iii) construct the eigenvector matrix U: 
(iv) kt A= ut and apply equation 4 for all pixels. 
Interpretation and Display 
Because of equation 7a. it should be evident that the PCT is invertible. In other words. the orig-
inal multi-image G can be completely recoverPd from G' by using equation 4 and the fact that the 
inversp of A is U. Thus the PCT is similar to a more common image processing tool. the Discrete 
Fourier Transform. in that both provide alternate (orthogonal) "spaces" into which image data can 
be transformed with no loss of information. 
As an alternative to equation 4. we can write 
[
G(m.n.l)l 
G'(m.n.j)=u(j)t ; 
G(rn. n . .J) 
for all (m. n.j) (8) 
This equation provides an explicit represPntation for G' which makes clear that each of the principal 
component images is a linear combination of all the component images of G. Specifically. the weights 
used to form the jth principal component image are the elements of u(j). Moreover, the variance of 
the jth principal component imagP is s(j) 2 • and the contrast is s(j). 
By definition. any two (different) principal component images arr uncorrelated and the principal 
component images are ranked by decreasing contrast. Figure 5 illustrates the results of applying the 
PCT to the simple multi-image in figure 1. .:\'otice that the contrast of the first principal component 
image (s(l) = 3.50) is much higher than that of thr second (s(2) = .92) and that the contrast of the 
third is very small (s(3) = .37). Moreover. the contrast of the first is significantly higher than thr 
contrast of any of the original component images. 
For the purpose of display. the principal component images must be postprocessed into multi-
imagr "format" i.r. G'(m.n,j) must be converted from a rral number (possibly negative) into an 
integrr in the rangr 0 to L - 1. One way to accomplish this quantization is to replace G' ( m, n, j) 
with 
quant(G'(m. n.j) + b(j)) for all (m.n.j) 
where the offset term is 
[
avg(l) l 
b(J) = (L/2)- ut(j) ; 
avg(J) 
(9a) 
(9b) 
and the function quant(x) represents integer truncation and clipping (as necessary) of x into the 
range 0 to L - 1. Offset addition and intPgrr truncation will not change the contrast of the principal 
compm1Pnt images. and vrry littlr clipping will occnr if the following inPquality is satisfied 
L var(j) <:::: (L/4) 2 Clo) 
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1.13 1.29 3.52 4.20 1.13 0.27 3.56 5.78 3.34 2.79 3.56 4.91 
-0.15 11.34 9.90 9.47 9.90 1.55 4.07 5.50 3.79 2.95 3.79 4.40 
1.98 9.64 5.47 1.13 0.45 -0.15 5.23 5.18 2.28 3.56 4.10 4.07 
3.52 9.90 1.55 3.94 3.52 1.13 3.34 3.79 4.40 4.17 3.34 3.56 
1.13 7.86 8.20 9.21 6.50 3.09 3.56 2.06 3.47 4.34 3.15 2.50 
-0.15 3.94 4.79 1.13 9.90 1.55 4.07 4.17 2.82 3.56 3.79 4.40 
2.24 1.82 3.52 3.09 8.62 -0.15 3.85 3.01 3.34 2.50 4.31 4.07 
1.13 7.51 10.32 9.21 11.34 1.13 3.56 4.01 4.63 4.34 5.50 3.56 
-0.15 3.94 3.26 1.13 4.20 0.45 4.07 4.17 4.72 3.56 2.80 4.10 
2.40 3.68 2.66 1.55 2.99 1.29 6.07 5.56 4.69 4.40 6.10 5.78 
j = 1 j=2 
3.67 3.87 4.18 4.66 3.67 4.33 
3.99 3.81 3.93 3.59 3.93 4.01 
4.36 3.79 4.34 3.67 3.18 3.99 
4.18 3.93 4.01 4.52 4.18 3.67 
3.67 4.85 3.91 3.45 3.88 3.83 
3.99 4.52 3.86 3.67 3,93 4.01 
4.50 4.15 4.18 3.83 4.25 3.99 
3.67 3.42 4.27 3.45 3.81 3.67 
3.99 4.52 4.04 3.67 4.66 3.18 
4.70 4.38 4.84 4.01 3.90 3.87 
j=3 
Fig. s. The 3 principal component images before quantization. 
If this inequality is not satisfied, excessive clipping may occur in the first several components of G'. 
However, if necessary the contrast of one or more of the component images of G (not G') can be 
suppressed slightly prior to applying the PCT in order to satisfy this inequality. 
The offset defined by equation 9 has been applied to produce the data in figure 5 and, as a 
result, the average of each component image is (exactly) L/2 = 4. Quantization has not been 
applied. After quantization, figure 5 becomes 
1 1 3 4 1 0 3 5 3 2 3 4 3 3 4 4 3 4 
0 7 7 7 7 1 4 5 3 2 3 4 3 3 3 3 3 4 
1 7 5 1 0 0 5 5 2 3 4 4 4 3 4 3 3 3 
3 7 1 3 3 1 3 3 4 4 3 3 4 3 4 4 4 3 
1 7 7 7 6 3 3 2 3 4 3 2 3 4 3 3 3 3 
0 3 4 1 7 1 4 4 2 3 3 4 3 4 3 3 3 4 
2 1 3 3 7 0 3 3 3 2 4 4 4 4 4 3 4 3 
1 7 7 7 7 1 3 4 4 4 5 3 3 3 4 3 3 3 
0 3 3 1 4 0 4 4 4 3 2 4 3 4 4 3 4 3 
2 3 2 1 2 1 6 5 4 4 6 5 4 4 4 4 3 3 
j=1 j=2 j=3 
Fig. 6. The 3 principal component images after quantization. 
Note in figure 6 that some clipping has occurred in the first component image because inequality 10 
was not satisfied- the sum of the variances is 13.26 and (L/4)2 is just 4. 
It is important to recognize that all published PCT images have been postprocessed. However, 
thP postprocessing algorithm is rarely, if ever, documented. In addition, some authors have chosen 
to contrast stretch the principal component images and thereby destroy the natural contrast order-
ing provided by the PCT. This stretching can produce misleading results if not carefully interpreted. 
Also, the normalized eigenvectors of the covariance matrix (the columns of U) are sign ambiguous 
i.e. if u(j) satisfies equation 6 then -u(j) does also. The net effect of this sign ambiguity is that 
the principal component images are only determined to within a contrast reversal. For example, it 
would have been equally valid in figure 4 to change the sign of all three elements in the first column 
of U. If we had done so. the first principal component in figures 5 and 6 would have been contrast 
423 
reversed. 
Computational Considerations 
The computational complexity (and therefor!' execution time) of the four PCT steps is deter-
mirlf'd by the sizP of M. :\.and J. Specifically. the complexity of steps (i) and (iv) is proportional to 
thP number of pixels, MN and the complexity of step (ii) is proportional to J2 Step (iii) is computa-
tionally trivial. 
Because the number of pixels can b!' huge, particularly in remote sensing applications, it is 
common to find software which .. cheats·· in step (i) by subsampling the multi-image to estimate 
C. There is nothing wrong with that approach -provided the subsampling is random. However. it 
rarely ever is. and therein lies a potential problem. If the subsample is not random, the resulting 
covariance matrix may not be representative of th!' entire multi-image statistics. In any case, there 
are no shortcuts possible in step (iv); equation 4 must be applied for all pixels. 
Although it is true that eigenvalue decomposition is a computationally intensive task, the effort 
is proportional to a quantity, J2 . which is orders of magnitude less than MN. Thus, while it is 
sonwtirnes assumed that the most time consuming part of the PCT is step (ii), that is rarely the 
case unlPss J is quite largP. However, the accuracy of the PCT depends on the accuracy of the 
method used in step (ii) and the selection of an inappropriate method can produce misleading 
results. This is particularly true if J is large or if several Pigenvalues are nearly equal. 
An efficiPnt and accurate algorithm for step (ii) will take advantage of the symmetry and positive 
dPfinitenPss of C. We recommend the approach advocated in [12] which consists of applying J - 2 
Householder transformations to C followed by an application of the QR algorithm. The Householder 
transformations are elementary orthogonal matrices which transform C to a symmetric tri-diagonal 
matrix and the QR algorithm then decomposes this matrix (quite efficiently) into the product of a 
unitary matrix (Q) and an upper triangular matrix (R). The diagonal elements of Rare the desired 
eigenvaluPs: the corresponding eigenvectors are obtained by applying the Householder transforma-
tions in reverse order to Q. Computer software based upon this approach is available in two FOR-
TRAN subroutine libraries, EISPACK [13] and IMSL [14]. 
One assumption that we have made in this paper is that the eigenvalues of thP covariance matrix 
are distinct. This is not a necessary assumption but it simplifies the math significantly. If this 
assumption is in question, it can be subjected to a statistical hypoth!'sis test and confidence interval 
Pstimates for thP Pigenvalues can be determined [15]. 
Applications 
The principal component analysis (PCA) of a multi-image is a statistical analysis based upon 
the PCT. The primary application of PCA is to determine the intrinsic .. component dimensionality'" 
of thP multi-image i.e is there an integer J' < J with the property that s(j) 2 is ignorably small 
for all j > J1? If so, one can argue that only J' (rather than J) principal component images are 
rPquired to represent the multi-image. The appeal of this argument is that s(i) is the contrast of the 
J.th principal component image and thus a principal component will be ignored if (and only if) its 
contrast is negligible. This type of image compression has been frequently applied in the processing 
and analysis of Landsat data [9]. 
The determination of J' is based upon the fact that the PCT preserves the "total multi-image 
variance'· s2 i.e. 
(lla) 
j j 
and thus if 
(llb) 
then (1- a) x 100% of the total multi-image varianc!' is packed into th!' first J' principal componpnt 
imagPs. For Pxamph>. for the multi-imag!' in figure 1, if J' = 1 then a = .07 and the first principal 
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component imagP reprcs('Jlts 93% of thP total mult.i-image variance. A statistical analysis of the 
distribution of a and tests of tlw hypothesis that a = 0 can be found in [16]. 
A second approach to I'CA is the estimation of the multi-image signal-to-noise ratio (SNR). It 
is intuitive that thP first principal component image will have a much higher SNR than any of the 
original componmt images. It is also intuitive that just the opposite will be true for the last princi-
pal component imagP and that s(J) 2 should provide a good estimate of the multi-image noise vari-
ance. These results have been verified theoretically (albeit based upon a very simple noise model) 
and experimentally [2]. Thr application of these two results is immediate. To produce a good uni-
variate display of a multi-image, use the first principal component image; it has high contrast and 
high SNR. To estimate multi-image noise, for the purpose of subsequent image restoration or noise 
suppression, usc the statistics of the last (Jth) principal component image. 
Figure 7 illustrates the results of the PCT applied to a 512 by 512 Landsat Thematic Mapper 
(TM) image of the Washington DC area. The original image (figure 7a) is a seven component (i.e. 
seven band) multi-spectral image with visible, IR, and thermal bands. It is evident that the inter-
component correlation is high; this is typical of TM images. Figure 7b illustrates the PCT applied 
to figure 7a; the postprocessing technique discussed previously was used to produce this figure. The 
high contrast and SNR of the first two principal components is evident as is the significantly reduced 
contrast of the remaining principal components. Some gray level clipping is also evident in the first 
principal component image. For this image, 96% of the total multi-image variance is in the first 
three principal components. 
Figure 7c illustrates the same principal component images as figure 7b except that in figure 7c 
the gray level distribution of each component has been linearly stretched to maximize contrast. 
The spatial detail in each component image is now evident as is the low SNR in the last several 
components. Note that certain spatial features are much more evident in some principal components 
than others. Note also the noise evident in principal components 5, 6, and 7 and in particular 
the horizontal striping. The TM imaging system is a whiskbroom scanner [9] and, in a sense, this 
striping is inherent in the design. Postprocessing algorithms are applied to TM images to suppress 
striping but, obviously, some residual remains. 
There is one special application of the PCT which relates to multi-spectral processing. Suppose 
that the original image is multi-spectral and that we can assume 
( 12) G(m,n,j) =I E(m,n;>.)tj(>.)d>. for all (m,n,j) 
where>. denotes wavelength, E(m, n, >.) is the spectral distribution of irradiance at pixel (m, n), and 
tj(>.) represents the (non-negative) spectral filter for component j. Typically the spectral filters have 
rather well defined spectral bandwidths which may or may not overlap one another. 
From equation 8, it follows that 
(13a) G1(m,n,j) =I E(m,n,>.)t~(>.)d>. for all (m,n,j) 
where 
(13b) 
represents the effective spectral filter for principal component j. Since the elements of u(j) can be 
positive or negative, t~.(>.) will typically be negative at some wavelengths and in that sense these 
principal component spectral filters are synthetic. However, by graphing tj(>.) versus >., one can gain 
valuable insight into how the PCT adds and subtracts spectral information to produce the principal 
component images. It is particularly interesting to study the effective bandwidth of the principal 
component spectral filters if the original spectral filters are broadband with significant overlap. 
A very important potential application of PCA is as a preprocessing step for multivariate image 
classification. In other words, rather than classify the multi-image in terms of highly correlated 
"feature vectors" of dimension J, classify instead in terms of uncorrelated feature vectors of lower 
dimension .J'. This dimensionality reduction typically improves both the speed and accuracy of 
multivariate classification [9]. 
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Fig. 7 . 
PCT appliPd to a 512 by 512 Landsat multispPd ral imap;p: (top) th<' original sPvm <'OIIlpmwnts; 
(midd!P) tlw s<'V<'ll principal c·onlponPnts; (bottom) t lw n •snlt of st.rPtching Pach of thr principal 
C'Oil lpOII<'ll!. iHmgPS. 
Conclusion 
As imaging systems become increasingly better at making multivariate measurements, it becomes 
more important to be able to accurately and efficiently extract information from this data. In 
this paper we have surveyed a variety of concepts and techniques which are useful for multivariate 
information extraction. Hopefully we have demonstrated that the techniques are not difficult to 
understand and that they should be routinely applied as part of any investigation of multivariate 
image data. The reader is encouraged to consult references [2] through [8] for additional applications 
and examples. Several of these references, particularly [8], also illustrate the very effective use of 
color as an additional aid to information extraction. 
(The authors would like to express their appreciation to Bob Schowengerdt for his technical 
contributions to this paper, to Mary-Anne Kaczynski for her image processing assistance, and to 
Linda Woessner for her help in formatting the final manuscript.) 
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DISCUSSION 
Chairman Heyman: Thank you, Steve, for a very enlightening talk. I 
think many of us have not seen that method of extracting essential 
information from a multivariate image. 
We have a few questions. 
Mr. D. 0. Thompson: In the principal component transformation, is there 
an analogy with the bandwidth of an interrogation device? 
Mr. Park: Yes, there is a very strong analogy. This is particularly 
true in the case of multispectral images. In the slide that I 
showed which illustrates how G' is related to G, the elements of the 
eigenvectors are the weights whereby the spectral filters of the 
image acquisition system are added to produce the synthetic spectral 
filters which, in effect, generate the G' image. I will try to 
address some of the details of this in the accompanying paper. 
Mr. Richard Elsley: Is the mapping from G to G' the same at each pixel 
in a given image? 
Mr. Park: That's correct; generally the PCT is applied globally. However, 
it is possible to generate a local version by suitably restricting 
the range of pixel indices. 
Mr. Satish Upda (Colorado State): I was wondering if you would achieve a 
significant computational reduction by introducing an additional 
plane at the back, treating the component images as a periodic sequen~e, 
and then doing the discrete Fourier transformation? 
Mr. Park: I think I understand. You are talking about appending a copy 
of the first component image to the end of the component image sequence 
in an attempt to create periodicity in the j direction? 
Mr. Upda: That's correct. 
Mr. Park. What you are suggesting may be a possibility. However, I've 
never seen it done and I suspect there is little to be gained unless 
the number of component images is large, which generally isn't the case. 
Mr. Tom Derkacs (TRW): In the images that you showed, there was a high 
degree of correlation because we were looking at spectral copies of the 
same scene from the same perspective. Is that technique (PCT) useful 
if you are looking at the same scene from different perspectives and 
you don't have such a high degree of correlation? 
Mr. Park: The extent to which the PCT is useful is directly proportional to 
how much correlation there is between the image components. Indeed, 
since the output of the PCT is an uncorrelated data set, if the orig-
inal data set is uncorrelated, or nearly so, there is no reason to 
apply the PCT in the first place. However, you raise another important 
issue. If you are trying to analyze a multivariate image where you 
are looking at, say, a common spatial area from different perspectives, 
then there is an important preprocessing step, and that is the pixel-by-
pixel registration of the data sets onto some common coordinate system 
before you can even attempt to apply the PCT or classification. 
Mr. Heyman: Thank you, Steve. 
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