Abstract. In this paper, we give out a Parameter. By this Parameter,we get a series of conjugate gradient methods. We give the Algorithm of the Parameteric conjugate gradient. The efficiency of the method can be got by the numerical result of the examples .
Introduction
Optimization problem is widely used in management and engineering. Many numerical problem can be transformed into mathematical model. Using the mathematical method, we can solve the question. So, in our paper, we consider this unconstraint optimization problem:
( ), ,
where :
n f R R  is a smooth function, The general idea for this series problem has the following formula:
Where k  is the step-size along the search direction. For the search direction k d ,we have the form
Where k  is a scalar,
,the gradient of the function f(x) at k x .while
Nowadays , the key question is how to define the scalar k  for the search direction k d . In many literatures [1] , [2] , [3] , we have the well-known formula as follows.
where . ‖‖ denotes Euclidean norm ,
For the concept of k  we have the following form:
 is the inverse of the Raleigh quotient
which lies in the largest and the smallest eigenvalue of the Hessian average
With the suggestion of [4] [5],we give a new form of k  ,which has the form as follows.
, , , ,
For the direction ,We have the following form.
Here, we give the example of
,and we also give the proof of the convergence. For Other formula ,we can have the similar conclusion. 
Main note
We give the Assumption condition.
M1. The level set
M2. In some neighborhood U of L , f is continuously differentiable, and its gradient g is Lipschitz continuous; namely, there exists a constant L such that
Under the above assumptions on M1, M2, there exists a constant 0
For the choice of step-size k  , we use the general Wolfe line search condition. That is to say that
Our methods and the numerical experiment
With the result of the discussion, we give the mail method as follows.
g  terminate the algorithm, else goto the next step； Step2: calculate the step-size k 
   , terminate the algorithm and putout 1 k x  , else goto the next step;
Step4: find
Next, we give the proof of the convergence.
Lemma 3.1 Suppose that the function satisfies the Assumption condition M1 and M2, Lipschitz constant is ( )
is a decent direction at x ,then the Wolfe line search condition
Is satisfied for all the
2( 1) ( ) . ( )
‖ ‖ This lemma give the existence of the step-size  ,next, we give the proof of the convergence in the condition of uniformly convex function. Next ,we give the numerical examples. We also calculate the examples in [6] . In order to give the advantage of our method, we compare our result with the result in [6] , [7] in the form of a table. The five test function is as follows.
1.
The choice of the parameters are: 0.6, 0.8 
,we give the advantage in the number of iteration. In the table 3, we compare the result in our paper with the result in [6] .
By the observation of the three tables , we found that , our method is a good method for the large scale problem. For most of the problem, we found that our methods is better than BFGS and the result in [6] in the number of iteration. Table 1  Problem  dimension  Amijo  Nonmonotone-method  Our result  2  2  22  12  12  10  39  30  34  20  52  44  48  3  4  40  31  32  4  4  34  34  31  5  2  28  11  14 2nd International Conference on Advances in Energy, Environment and Chemical Engineering (AEECE 2016) 
