I. INTRODUCTION
In recent years, with the intensive development of information technologies, huge amounts of data have been accumulated in different fields. Due to the availability of large amounts of data in science, business and government, analysis and statistics are facing new challenges. Research in various fields must be based on data. On the one hand, scientific discoveries in many disciplines are based on data, aiming at new data discovery, being supplemented by mining tools and analysis tools, and integrating data with important discoveries. On the other hand, data become the basis for repeating scientific experiments and ensuring the authenticity and reliability of research results [45] . Data have played and will continue to play an important role in all areas and will make more prominent contributions in the future. People are paying increasingly more attention to data, and accordingly, many data publishing projects and journals are appearing, such as China Science Data. However, data often have the following characteristics: data are geographically distributed; different data sources are heterogeneous in system, grammar and structure; and there are complex semantic relationships The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo . among data from multiple sources. These characteristics make the interoperability between data sources complex and difficult, leading to the low utilization rate of valuable data resources. Data integration has become one of the focuses of data research.
Currently, due to the high level of data distribution, it is frequently impossible to generate a unified representation of heterogeneous data sources in a single step [1] . Even after more than forty years of database research, data integration is still one of the main challenges. Data integration has been one of the most relevant problems of applied informatics during the last few decades [2] .
Data integration is the process of combining data residing in different sources and of providing the user with a unified view of these data [3] - [5] . The question of how to realize a flexible transformation of data and integrated access to data from distributed, autonomous and heterogeneous data sources to provide high-quality data services to the outside world is a major issue facing data integration at present [6] , [7] . The existing solutions mainly include the pattern integration method, data replication method, and integrated integration method, which combines the two methods. The quality of the information generated by big data depends on the quality of the data collected and the robustness of the metrics or indicators used. The lack of standardized quality measures and indicators makes generating high-quality information more difficult. In addition, the quality of big data is often influenced by biased information, which may include false data and fabricated news stories [38] .
Data integration is the key to meeting these challenges, especially when data appear in structured and unstructured formats and when data from different sources stored in systems managed by different departments need to be integrated. In most cases, the effective aggregation and association of multiple datasets with large dimensions can be very complex [9] .
The need for integration in any system results from the need for specialization, compartmentalization and replication of system elements [8] . For example, in the enterprise field, integration systems pay more attention to different data of various enterprises. Some experts and scholars [39] - [44] abstract disaster data from social media, and these works and methods have inspired us. We integrate data from only some earthquake disaster agencies and do not involve other aspects of disaster data integration, such as social media. Discovering and organizing disaster data are very time consuming, especially after disasters such as earthquakes, and every minute of disaster relief is very important. It is especially crucial to quickly integrate earthquake disaster data from different data sources to provide useful information to policy makers and to support decision making. For this reason, we focus on the disaster dataset integration domain.
When an earthquake occurs, earthquake data will be generated in large quantities to provide more useful data in a short period of time, and such data need to be managed. Data will emerge in various departments or websites, such as the USGS (United States Geological Survey) Earthquake Hazards Program, the CENC (China Earthquake Network Center), and GEOFON, which is supported by Germany and is the largest earthquake data center in Europe. In the data integration process, there will be several problems. (1) Some websites have published N records of earthquake events, while others have published M records of earthquake events. Some websites published E, while others did not. (2) A and B issued the same earthquake event at the same time, but the descriptions are different, the parameters are different, and some data are different, such as different time zones, different latitude and longitude information, and different values. How can these data be integrated into one place to provide data services for various users? For better data integration, we have chosen some common attribute parameters: depth, magnitude, latitude and longitude and time. Table 1 shows 8 records with magnitudes of approximately 5.8 identified by r ij . The records with IDs r 11 , r 12 and r 13 refer to the earthquake event denoted e1; records r 21 , r 22 and r 23 refer to earthquake event e2; and records r 31 and r 32 refer to earthquake event e3. Thus, identifying e1, e2 and e3 using the information given in Table 1 is a task for similarity join. Because the information is released by different agencies, the values for the same earthquakes will be different. This also increases the difficulty of similarity joins since the reported events have similar magnitudes but different latitudes and longitudes and different times in different records.
Although there are many similarity comparison functions for strings [31] - [36] , the similarity comparison methods for numeric data are still primitive [48] , [49] . In this paper, the main data processed are numeric based, and we will combine numeric-based data into a string for data integration to use string-based similarity join algorithms.
We make the following contributions. (1) We are the first to use the similarity join method for earthquake event data integration, which is numeric based. (2) We propose a special framework for earthquake event data integration for different website data. (3) We report some findings obtained from our experiments and indicate the strengths and weaknesses of these methods; our discussion can guide researchers in choosing appropriate methods for the data integration of earthquake events.
The remaining part of this paper is organized as follows: section 2 presents related work on data integration; in section 3, we introduce the main methods used in data integration and provide an overview of the framework of earthquake event data integration; the results and discussion following in section 4; finally, in section 5, we conclude, summarizing the experiences in earthquake event data integration.
II. RELATED WORK
For decades, most integration tasks were solved manually, with rather limited formal or tool support. Recent practice surveys have claimed that approximately 40 % of database-related work in industry is spent on data integration issues, issues that are so important that they have captured the attention of top management, based on 68 % of CEOs surveyed by IBM Haas 2007 [10] . Data integration has been a significant focus of the enterprise market, business analytics products, internet search, and life sciences [11] . Integrating existing data, including data from more informal sources, has tremendous commercial value when such data are used together, as discussed in the context of big data [12] .
Discussions of data quality must be considered together with discussions of data model (or schema) quality. However, much work exists on technical solutions for the data integration of similar data sources [13] .
Link design is an international project aimed at improving engineer productivity by providing integrated, holistic views of data, participants and processes throughout the product life cycle. To that end, it is necessary to assess the appropriateness of the selected number of existing data sources as a basis for supporting collaborative engineering, so-called Virtual Obeya [14] .
Zhu et al. [15] and Widom [16] argued that traditional data integration architectures, such as data warehouses and federated schema systems, cannot meet the requirements of changing and adaptive environments. Drack et al. show that according to the aerospace design framework, several data format types are extracted and saved in a database using a uniform data format [17] . One of the most widely studied architectures for data integration is mediators [18] . Initially, in the early 1990s, the data integration approach implicitly considered a phased software architecture, which was called the intermediary architecture. Data from different sources are integrated through intermediaries, which may follow materialized or virtual integration methods.
In the materialized integration scenario, in the early 1990s, Jarke et al. [19] proposed a data warehouse, and Zhou et al. [20] stored data in a data-centric repository. In the virtual integration scenario, Pelagatti [21] first proposed in the distributed database context that the mediator must redesign the query of the application and dynamically integrate the data from the source. Halevy et al. [22] proposed some data integration architectures, such as peer-to-peer data management systems, which require a combination of LAV(Local As View) and GAV(Global As View) mappings, called GLAV (Global-Local As View). Cali et al. first showed that in the case of incomplete and constrained sources, answering queries requires more complex reasoning [23] .
However, with the progress of technology, the emergence of the internet has also brought new challenges to data integration because Web-based data lack a unified data structure and data plan. Therefore, internet-based data integration requires a more flexible data management method. With the rapid development of the internet, Web-based data integration has become an important requirement for Web data management. Ma et al. [24] proposed a new method based on the fuzzy XML tree model to efficiently integrate fuzzy XML documents from different data sources. The demand for data integration from different online applications is rapidly increasing with collaboration between agencies [25] , [26] .
However, there is a trend in which new applications require high availability and scalability for the Web because the restrictions of relational and XML database systems are too tight [6] , [7] . Therefore, new data management systems will be introduced with another set of modeling languages [27] , requiring mappings and transformations of existing data models. Consequently, for future data integration projects, the management of heterogeneous data models will be an ongoing challenge, and model management systems must be flexible and extensible to support future modeling languages [19] . Data integration frameworks that already exist or have already been developed have their limitations of use. In other words, there is currently no universal data integration system for all kinds of data. This also confirms a statement in the materialist dialectic of the specific analysis of specific issues.
A framework for enterprise-wide data integration was proposed by Olugbenga to link elements within complex and largescale organizations. The framework recognized the integration requirements imposed by an increasingly dynamic environment, which thus demands dynamic integration schemes [8] . Big data consists of datasets that are extremely huge in size and that move extremely fast, thus exceeding the processing capacity of conventional database systems [28] .
In this paper, we describe a framework for managing earthquake data from different sources. There has been a considerable amount of prior work on data integration. Our work is mostly related to similarity joins and data integration.
A major aim of the earthquake event data integration framework is the integration of data from different websites and data systems [29] . Here, data and information integration are a central aspect [10] . Abstraction has been used successfully to express flexibility problems in data integration processing [30] . There are two main problems: (1) how to construct the data model transformation rules and how to express these rules in a formal yet accessible and maintainable way; and (2) how integration can be facilitated through service composition to enable interoperability through connector and relationship modeling. This is central in any attempt to adapt. A crucial task is to distinguish the same earthquake event records between individual data sources and to obtain a unified view of these sources.
III. METHODS
In this section, we show our framework for earthquake event data integration, which consists of 3 major parts: raw data acquisition from websites, similarity joins and natural disaster event code, as shown in Figure 1 .
Different websites will publish some earthquake events, and when there is a large earthquake, each website will publish. However, for small earthquakes, some websites will release or not release information. For example, regarding small earthquakes near the United States, the USGS will release information, GEOFON may release information, and the CENC will not release information. Therefore, there are several problems in the integration of earthquake event data. First, the simultaneous publication of the same earthquake event is identified and integrated into a record; second, the different events published by different websites are integrated into the database. The question of how to judge the earthquake events published by different websites as the same event poses a problem. Initially, the datasets must be downloaded and converted into the same format to eliminate technical heterogeneity. Additionally, because there are many attributes describing earthquake events, to be able to integrate data, it is important to select which attributes to identify, making different attributes the same. Finally, the records of different sources representing the same real-world entity are integrated, and links between the integrated records are established to create the integrated data set.
A. NATURAL DISASTER EVENT CODE
The platform needs to develop a classification system for all kinds of data sources, such as environmental data, disaster monitoring data, disaster distribution and risk assessment, and it must design a unique global code to achieve a permanent identification of disaster data resources. Mixed code can be used to synthesize chain code and tree code, and the disaster data can be coded in the mode of ''main code + extended code''. The platform should establish data standards and standardize and restrict the quality of aggregated data, and all kinds of data resources integrated into the platform should have corresponding metadata, resource entities, description documents, thumbnails and other information. To better manage earthquake event data, we have developed a set of classification codes. To identify a unique earthquake event, we use the similarity join algorithm.
Disaster event code consists of the disaster type code + occurrence time + country code + serial number. For example, 201-20170611-CHN-000005 can be found from the disaster type code. Table 201 is an earthquake disaster event, 20170611 indicates June 11, 2017, CHN indicates a disaster event that occurred in China, and 000005 indicates that the disaster was recorded on the same day. The sequence number of the event library does not represent the order in which the events occurred.
B. SIMILARITY JOINS
The question of how to determine which data are the same earthquake event is a critical problem of data integration in this paper. If the similarity between two records from different data sources is larger than a certain threshold, it is considered to be the same event. Similarity join is an important method in data integration and cleaning that finds similarity records from different sources [31] . Several similarity join algorithms are applied in this paper, such as AllPair [32] , EDJoin [33] , PPJoin [34] , PPJoin+ [35] and MPJoin [36] , to solve a numeric-based data similarity join problem. As shown in Table 2 , the differences in algorithms are mainly due to the different filtering techniques used in the filtering phase. PPJoin extends AllPairs with position filtering on the candidate generation. The method of position filtering has already been described above. PPJoin+ extends PPJoin with suffix filtering. However, MPJoin extends PPJoin with removal filtering.
In this paper, we propose an algorithm based on the Euclidean distance. As shown in Table 1 above, the data are almost numeric based; thus, we use the Euclidean distance to determine whether two records are similar. The distance is defined as follows.
The Euclidean distance between points a and b is the length of the line segment connecting them (ab).
In Cartesian coordinates, if a = (a 1 , a 2 . . . a n ) and b = (b 1 , b 2 . . . b n ) are two points in the Euclidean n-space, then the distance (d) from a to b is given by the Pythagorean formula:
. . + (a n − b n ) 2 Our algorithm, EuJoin, is also based on a filter verification framework. Next, we will explain EuJoin.
In the filter step, we use the computability of numerical values to obtain the distance of the attributes between two records. We use |a n -b n | to denote the distance between two numbers. Each record has several attributes. In the filter step, suppose that the threshold is d = 2. We do not need to calculate the distances between all attributes. In our algorithm, it is easy to prove that if the distance of any one of the attributes is larger than the threshold, such as |a n -b n | > 2, then the distance between two records is larger than the threshold, denoted by d(a, b)>2. Then, the pair can be pruned by the Euclidean distance. Taking Table 1 as an example, we first sort the records by magnitude; if the threshold is 1, the pair (r 12 , r 22 ) will be a candidate. However, the distance in latitude between (r 12 , r 22 ) is |53.24 − 78.64| = 25.4 > 1. Therefore, this pair can safely be pruned. Additionally, regarding the pair (r 11 , r 12 ), the distance in latitude is |53.23 − 53.24| = 0.01 < 1. Thus, we will calculate the other distances of the attributes. If all distances are smaller than the threshold, the pair will be a candidate. The record and all its candidates will be verified in the next step.
Then, in the verification step, we use the threshold to determine whether two records are similar. Suppose the edit distance is 2. The distance of every attribute of one pair is smaller than 2. In the step, we will calculate the distance d of the pair according to the Pythagorean formula. If d is smaller than 2, the pair will have a real similarity.
We illustrate the framework of the method by integrating three different website data sources of earthquake event data collected from online websites. The method of the data integration framework described in the paper provides information to users that provides a one-stop earthquake event data query service.
C. DATA SOURCES
All records used to test these methods were gathered from websites. The data were real-world data. The first real-world resources were generated by the USGS Earthquake Hazards Program, which provides information about real-time earthquakes, an online searchable catalog of its archives, earthquake maps and statistics. The second set of resources was generated by the CENC, which collects monitoring data, processing and services. The third set of resources was generated by GEOFON, which is supported by Germany and is the largest earthquake data center in Europe. Table 3 presents the basic information on our experimental data. We can see the number of duplicates for the four datasets. The average length of records is 27. Before the records were matched, there were some problems arising from the fact that the data were obtained from different agencies. One of these problems concerned the units in which the attributes were reported. For example, for depth, some records used units of km, while others used m. In the time fields, some records used the time of UTC+8, while others used UTC time. Before next operation, these attributes need to be pre-processed by unifying unit. We first combine the attribute information of each earthquake event into a string and then use string-based algorithms in our experiments. Taking r 11 and r 12 as an example, we combine the attributes of r 11 , magnitude, longitude and latitude and time, into the string S1 = ''5.853.2365.3220171028191103''; for r 12 , S2 = ''5.753.2465.3320171028191102''. Therefore, the edit distance between S1 and S2 is 4.
D. EXPERIMENTAL EVALUATIONS
To evaluate the effectiveness of the algorithms we mentioned in the previous sections, we used real-world datasets. All the algorithms were implemented using Java. These experiments were performed on a computer with the following specifications: 3.19 GHz Intel Core i7-8700, 16 GB RAM and 120 GB hard disk. The operating system used was Windows 10.
In the literature, it is possible to find some measures that make it possible to calculate the effectiveness of the integration [37] , for example, completeness, precision or optimality. The first measure makes it possible to check how much knowledge is lost after the integration. Precision estimates how many elements are duplicated and how many new elements are introduced after the integration. The last measure tells how close the output of the integration is to its inputs in terms of some accepted distance measures [1] .
To evaluate the effectiveness of the similarity join algorithms, we used R (recall), P (precision), the running time and the candidate number. The time was the time required for the entire process of computing the join results, including sorting tokens, generating and indexing signatures, filtering and verifying. The candidate number was generated in the filtering step. We use N O to identify the number of duplicates in the dataset, and N D denotes the number of duplicates detected by algorithms. Then, R = N D /N O , and P = |N D ∩ N O | /N D .
IV. RESULTS

A. TEST ON THE q
These string-based algorithms need to debug parameters to obtain the best performance. In our experiments, the algorithms are based on a token-based metric using q-gram, which is required to tune parameter q. Therefore, different q values result in different levels of performance. In [31] , q should be neither too small nor too large. Figure 2 shows the results. PPJoin, PPJoin+ and MPJoin are based on the Jaccard distance. AllPair and EDJoin are based on the edit distance. The Euclidean distance is not used here. Figure 2 (a) shows the running time-based Jaccard distance for different q values; the threshold t was 0.85, and the 2015 dataset was used. The performance for q = 2 was worse than that for q = 3. We can see that the three algorithms had the same trend. As q increases, the running time decreases. For the same q value, the running time performance of PPJoin+ and MPJoin is better than that of PPJoin. However, AllPair and EDJoin are based on the edit distance. This threshold of the edit distance is different from the threshold of the Jaccard distance. Figure 2(b) shows the running time for AllPair and EDJoin for the 2015 dataset, where the edit distance is 2. The running time performance for q = 2 was worse than that for q = 1. To achieve the best performance, the appropriate parameters should be carefully chosen.
B. EVALUATION OF JACCARD DISTANCE-BASED ALGORITHMS
In this paper, we used six algorithms to resolve the problem of real-world earthquake event data similarity joins. We used these algorithms for each dataset. MPJoin, PPJoin and PPJoin+ are based on the Jaccard distance; AllPair and EDJoin are based on the edit distance; however, EuJoin is based on the Euclidean distance. Figure 3 shows the results for numeric-based data obtained using string-based algorithms. Figure 3 (a), Figure 3 (b), Figure 3 (c) and Figure 3(d) represent the results of the 2015, 2016, 2017 and 2018 data sources, respectively. From these figures, we can make some observations. First, the use of the same similarity metric had different effects on the running time performance of different algorithms. In other words, all three algorithms used the Jaccard distance, but they achieved different levels of performance. PPJoin achieved the worst performance due to the time required. Second, PPJoin+ and MPJoin achieved nearly the same results as the large similarity threshold (>0.8).
To evaluate the effect of the algorithms on the number of candidates, we set q to 2 and t to 0.85. Figure 3 (e) shows the results for the four datasets. We can see that regardless of which dataset is used, the number of candidates is the smallest for PPJoin+. In other words, PPJoin+ had greater potential for numeric-based data than both PPJoin and MPJoin.
C. EVALUATION ON EuJoin
We validated our proposed algorithm EuJoin; Figure 4 shows the experimental results. We can see that when the distance was large, the running time and the number of candidates were large. Compared to the Jaccard-based algorithms, the scope of the running time is not too large. The number of candidates is smaller than that for the Jaccard-based algorithms. This method pruned a large number of candidate pairs, and the accuracy of this method was similar to the previous method from the results of R and P in this section below. Figure 5 shows the results of AllPair and EDJoin based on the edit distance. Figure 5(a) shows the number of candidates based on AllPair, while Figure 5 (b) shows the number of candidates based on EDJoin. Figure 5(d) shows the running time based on AllPair, while Figure 5 (c) shows the running time based on EDJoin. We used t to denote the edit distance. We can see that the greater the t, the greater the number of candidates and the greater the running time. As shown in Figure 5 , as q increases, both the running time and the number of candidates decrease. The running time performance for t = 5 was worse than that for the others. Thus, if there is similar work in the future, t = 5 should be avoided. Overall, the performance of q = 2 is better.
D. EVALUATION OF EDIT DISTANCE-BASED ALGORITHMS
E. EVALUATION ON R AND P
To evaluate the accuracy of these algorithms, R and P were used. We test six algorithms, and Figure 6 shows the different levels of performance of the different algorithms. We used the best performance of every algorithm to evaluate accuracy. For example, for the Jaccard distance, we set q to 2 and t to 0.85. For the edit distance, we set q to 2 and t to 2. Figure 6(a) shows the R of every algorithm. We can see that EDJoin achieved the highest recall out of all the algorithms. However, the P of all algorithms is nearly. From Figure 5 (c), the running time of EDJoin is more than that of the algorithms based on the Jaccard distance and the Euclidean distance. Overall, EDJoin is not a preferred algorithm; the same is true for AllPair. For R, EuJoin is better than PPJoin and AllPair. For P, EuJoin is better than EDJoin and MPJoin. Based on our experiments, EuJoin performs quite well. The running time is acceptable. Its R and P are also good.
We take the 2015 dataset as an example and the data integration entities after algorithm processing, as shown FIGURE 3. Evaluation of the running time and the number of candidates for different datasets using the Jaccard distance: (a)-(d) the performance of three algorithms based on the Jaccard distance for 4 datasets; (e) the number of candidates for different algorithms for different datasets.
in Table 4 . According to Table 3 , the number of duplicates in the 2015 dataset is 4465. According to Table 4 and parameters R and P, EDJoin had the highest recall; however, PPJoin+ had the highest precision. Table 4 shows the number after using different algorithms. These results also confirm the recall effect of EDJoin. We report some findings and discuss how to select an algorithm. If better recall is desired, then EDJoin should be chosen; if higher precision is desired, then PPJoin+ should be chosen. When choosing an algorithm, all R and P must be considered, as well as the running time. We just explained the running time of each algorithm, in this section, A, B, C, D, but we cannot directly decide which algorithm to choose. After data integration, these integrated data from different data sources will be stored in a database and can be queried using the unified disaster code mentioned above. 
V. CONCLUSION
In this paper, a framework for earthquake event data integration is proposed. The framework uses similarity joins and is applied to integrate earthquake event data from different websites. The above experiments show that the similarity join is an important method of data integration. We propose a new method, EuJoin, for data integration that combines online earthquake event data from three different websites. This method is derived from using numeric-based data similarity joins that are used for data integration. Using examples, we present how the integration of earthquake event data from different websites is carried out.
As our contribution, we deal with complex website earthquake event data. For the first time, we applied the similarity join method to the data integration of earthquake events and achieved good results.
However, even within similarity joins for the numericbased earthquake event data approach, there is still a long way to go to truly overcome the challenge of data integration. Future research should continue to investigate the similarity join algorithms to deal with data integration problems, and it can also consider combining distributed computing and cloud computing [46] , [47] .
