Abstract-Most existing zero-forcing equalization algorithms rely either on higher than second-order statistics or on partial or complete channel identification. We describe methods for computing fractionally spaced zero-forcing blind equalizers with arbitrary delay directly from second-order statistics of the observations without channel identification. We first develop a batch-type algorithm; then, adaptive algorithms are obtained by linear prediction and gradient descent optimization. Our adaptive algorithms do not require channel order estimation, nor rank estimation. Compared with other second-order statistics-based approaches, ours do not require channel identification at all. On the other hand, compared with the CMA-type algorithms, ours use only second-order statistics; thus, no local convergence problem exists, and faster convergence can be achieved. Simulations show that our algorithms outperform most typical existing algorithms.
I. INTRODUCTION

I
N MODERN data communication systems such as the digital mobile systems and digital TV systems, data is often transmitted through unknown channels that may introduce intersymbol interference (ISI). ISI results from linear amplitude and phase dispersion in the channel, mainly due to multipaths. In order to improve system performance, it is important for receivers to remove ISI through equalization or sequence estimation. Because the input training signal may be too short or even not available in many applications, blind equalization plays an important role.
In blind equalization, higher (than second-) order statistics of the symbol rate sampled (T-spaced) outputs were first used to estimate the channel and to calculate the equalizer because second order statistics are not sufficient in T-spaced case. A typical example is the constant modulus algorithm (CMA) [11] . A main drawback of this class of algorithms is the possibility of local convergence [17] , [18] . Recently, it has been shown that the second-order statistics contain sufficient information for the identification and equalization of FIR channels using cyclostationarity of the channel output with fractionally spaced equalizers [5] - [7] . Based on the seminal work in [5] , many effective blind methods have been proposed for estimating channels from output-only second-order statistics. Each of these methods provides a blind estimate of the channel that can then be used to Manuscript received December 21, 1998 ; revised February 9, 2000 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Jose R. Casar.
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find the transmitted sequence. However, channel order estimation is always a difficult task. It may be more efficient and practical to directly estimate a linear filter that can remove the ISI and/or suppress the additive noise [1] , [16] . The direct estimation of the equalizer is computationally efficient and lends itself easily to the development of adaptive methods for tracking time-varying channels. In [2] , it shows that this approach is robust to overestimating the channel order.
The algorithms in [1] - [4] still calculate zero-forcing (ZF) equalizers based on channel identification (partially or completely). Some are even only for zero delay ZF equalizer estimation. Non-zero delay ZF equalizer estimation is addressed in [1] , [2] , and [16] . All of the above approaches require estimation of (part or all) channel coefficients as a first step. If the channel coefficients happen to be too small, performances then degrade greatly as in [1] , [2] , and [16] . As a consequence, the so-obtained equalizers will also degrade due to channel estimation errors.
The CMA-type algorithms are very robust against channelorder estimation errors and other mismatches [19] . One possible reason is that these algorithms estimate zero-forcing equalizers directly from the observations without channel estimation. However, since higher than second-order statistics are usually involved, these algorithms may suffer from slow convergence due to the existence of saddle points in fractionally spaced case [20] . Can we then estimate zero-forcing equalizers without channel estimation from only second-order statistics of channel output data? If it can be done, we will obtain algorithms that may be robust against (channel) order estimation error and against channel estimation error (since there will be no channel estimation) and yet will have fast convergence without any saddle point problem. In this paper, we will show that it is indeed possible.
The organization of this paper is as follows. In Section II, we will formulate the problem. In Section III, we will develop a batch-type algorithm for direct ZF equalizer estimation. Then, the algorithm is modified into adaptive versions in Section IV. Simulation results and comparison of our algorithms with some typical existing algorithms are presented in Section V.
II. PROBLEM FORMULATION
A. System Model in Fractional Space
Consider a continuous-time communication system where denotes the symbol emitted by the digital source at time with being the symbol duration. denotes the continuous-time channel, which is assumed to have finite support.
is additive noise that is assumed to be stationary as well as uncorrelated with .
The corresponding fractionally spaced discrete time model can be obtained either by sampling the signal received on several sensors at the emission duration , by oversampling the signal received on a single sensor, or by combining both techniques [6] .
First The model (2.6) can also be obtained by sampling signals from several sensors, where is now the number of sensors. For the th sensor, , are the subchannel coefficients [6] .
We assume throughout this paper that i) the input sequence is stationary with zero mean and ; ii) the noise is stationary with zero mean and white with variance ; iii) and are uncorrelated.
B. Zero-Forcing Equalizer
Consider an FIR linear equalizer shown in Fig. 1 , where for is the order equalizer of the th subchannel. In the absence of noise, one natural choice is to require for some integer delay . This type of equalizer is known as zero-forcing (ZF) [9] . A ZF equalizer whose subchannels are order is described by
Delay is usually in the interval . Let , and then, (2.9) can be written in matrix form as (2.10) where is the -dimensional column vector of equalizer taps corresponding to delay . . . . . .
is a -dimensional column vector with a 1 as the st element and zeros elsewhere. The existence of the ZF equalizer is proved in [1] - [4] as the following theorem.
Theorem 1: Assume the subchannels have no common roots. An FIR ZF equalizer with subchannels of order exists, provided .
III. DIRECT ZF EQUALIZER ESTIMATION
A. Multichannel Linear Prediction
Consider the noiseless case first. From (2.6), define
where is of dimension , the vector is the st column of , and the last part of is denoted by with dimension . The symbol vector is divided into the corresponding subvectors. Then, from (2.10) and (2.11), the ZF equalizer satisfies
where 1 is the st entry with . Our basic idea is to estimate some matrices that have the same row space as so that some optimization methods can be applied to find the optimal that satisfies (3.2). We will find that the estimation can be performed either by linear prediction or by second-order correlation matrix computation.
Let us begin from linear prediction. Consider the following linear prediction problem:
where the prediction error is an vector, is an matrix, and is an identity matrix. is defined in (2.8), and is defined as
Minimizing the prediction error variance leads to the following optimization problem: tr tr (3.5) where the correlation matrix is given by (3.6) From (3.9), we find that the first columns of are zero, and its other columns consist of a submatrix of full column rank under the assumptions of the theorem. Hence, except for the first columns, the other columns of matrix are all zero. Therefore Therefore, we obtain (3.7). Equation (3.8) can be obviously deduced from (3.7).
The variance of the prediction error (3.3) can also be represented by the correlation matrices. Denote Then, the rank of the matrix is one. Let denote the singularvector corresponding to the largest singular value of this matrix.
Proposition 7:
is an estimation of up to a constant factor. iff or . Proof: From (3.27) and (3.28), the proof is obvious. Note that each column or row of the matrix is an estimation of up to a constant factor. Therefore, we can simply choose as the average of all columns or as the column with the largest norm, instead of performing SVD. In other words, it is only the subspace of but not the channel vector itself that is estimated by . However, if the delay equals the channel length , then this becomes a possible approach for channel identification since is just the channel coefficient vector.
To estimate the ZF equalizer without channel estimation. Define An alternative approach is to transform the estimation problem into an equality constrained least squares problem [21] . Define (3.33) Then, from (3.31), the ZF equalizer is the solution to the following equality constrained least squares problem:
The standard algorithm for solving (3.34) involves two factorizations (see [21, p. 585 ].
C. Block-Style Algorithm
The above development is under the noiseless assumption. In the noise case, we are required to modify the correlation matrix estimations as (3.35)
All other matrices and deductions need not change. In the case where the noise power is not known, an SVD decomposition of or can be used to find the signal subspace and noise subspace in order to estimate the noise power.
A block-style algorithm for ZF equalizer estimation is outlined below. can be calculated recursively [1] . In any case, the total computation is on the order of , similar to the subspace algorithm in [6] .
1) Batch Algorithm for Direct ZF Equalizer Estimation
IV. ADAPTIVE ALGORITHMS FOR DIRECT ZF EQUALIZER ESTIMATION
The previous section describes a batch method for finding the ZF equalizer taps from the output correlations without first explicitly finding the channel estimates. In calculating the pseudoinverse of or , we still need to separate the signal subspace and the noise subspace. Therefore, a sensitive order estimation problem is still encountered. In this section, we develop adaptive (recursive) algorithms that completely circumvent this order estimation problem. Therefore, these adaptive algorithms are much more robust, which is similar to the CMA [19] . However, the cost functions will be quadratic since only second-order statistics are used. Thus, fast and guaranteed convergence can be achieved. This is unlike the CMA. Although global convergence can be guaranteed in the fractionally sampling case for the CMA, the shape of the cost functions is little known, and saddle points may exist [20] , which may slow down convergence. In addition, our recursive methods are computationally efficient and are useful for tracking time-varying situations. In this section, we modify the previous batch type algorithm to recursive versions. From (3.3) and (3.17) , adaptive linear prediction algorithms can be used to estimate the prediction error and . Then, and can be obtained by (3.23) and (3.27). The prediction error correlation matrices , , and can be updated recursively to reduce the computation to the order of in each recursion (4.1)
For the matrix , we need only one column with the largest norm,
, and therefore, the whole matrix updating is not required. The computation is reduced to in this case. According to (3.2), Proposition 2, Proposition 5, and Proposition 7, we optimize the following function:
to estimate the ZF equalizer . denotes complex conjugate. This task can be performed using the gradient descent algorithm [8] . The equalizer coefficients is updated by (4.3) where is a scaling factor that adjusts emphasis. is the step size to adjust convergence speed and steady error. Because of the forgetting factor in (4.1), this algorithm can track time-varying systems.
The computation of this algorithm is on the order of per iteration. At the very least , the computation of (4.1) can be much reduced if we consider a stochastic gradient version.
Recall from (4.2), we minimize
by the steepest descent algorithm using the determinant correlation matrices. A simple way is to use the instantaneous estimation of the correlation matrices (4.5)
In this case, it is called the stochastic gradient algorithm with the equalizer coefficients updated by
The computation of (4.6) is on the order of .
V. SIMULATION RESULTS
In this section, we use simulations to examine the performance of the equalization methods described in the previous sections. We compare the performance of the proposed methods with some typical existing algorithms:
• subspace algorithm [6] for channel identification and equalization; • adaptive constant modulus algorithm (CMA) [11] ; • RLS-type recursive ZF equalizer estimation algorithm in [1] , • linear prediction-based algorithms of [2] and [4] . As a performance measure, we estimate the residual ISI over 100 Monte Carlo runs. Let the "overall" channel impulse response be
The residual ISI is defined as
For all simulations, the signal-to-noise ratio (SNR) is defined to be at the input to the equalizer
For each experiment, we use an i.i.d. input sequence drawn from a 16-QAM constellation. The noise is drawn from a white Gaussian distribution at a varying SNR. For our own adaptive algorithms developed in Section IV, we denote Our Adaptive 1 as the one with the RLS predictor and the steepest descent algorithm (4.3), whereas Our Adaptive 2 is the one with the LMS predictor and the stochastic gradient algorithm (4.6).
Experiment 1: In this experiment, we compare the batch-type algorithms and the adaptive-type algorithms using a short channel. The channel matrix is shown at the bottom of the next page. For all algorithms, we choose equalizer order equal to the channel order.
We first investigate the equalization result of our batch algorithm. We sent 1000 symbols at SNR 25 dB. Fig. 2 shows a very good equalization result.
Next, we compare our batch algorithm with other two batch algorithms based on channel identification: the subspace algorithm [6] and the linear prediction based algorithm in [2] . We compare their performance (ISI) under different amount of symbols [see Fig. 3(a) ] and different SNR situations [see Fig. 3(b) ]. These two figures show that our algorithm outperform the existing algorithms.
The performance comparison of our adaptive algorithm with the CMA and the RLS type recursive algorithm in [1] is shown in Fig. 4 . The CMA is initialized with a central spike, and other algorithms are zero initialized. It shows that our algorithm converges faster and can achieve lower ISI. 
Experiment 2:
In this experiment, we use a practically measured channel from the signal processing information base (SPIB). We use the first file chan1.mat, which contains FIR models of digital microwave radio channel impulse responses. The address of this file is http://spib.rice.edu/spib/microwae.html. The sampling rate is twice the symbol rate. The channel impulse response spans 300 symbol intervals with very small magnitude in the beginning and at the end. The magnitude of the channel coefficients is shown in Fig. 5 .
Because of the computational complexity for the long channel and the channel order estimation problem, the batch-type algorithms do not perform well at all. For the adaptive type, algorithms in [1] and [2] rely on the identification of the first two channel taps, which in this case are unfortunately very small. Therefore, they can not achieve any satisfactory results either. We compare the two versions of our adaptive algorithm with the CMA and the none-zero delay equalizer estimation algorithm (LMS) in [4] . Note that we need to assume that we know exactly the position of the largest channel RLS-type algorithm in [1] . Three thousand symbols used, SNR = 25 dB. coefficient for [4] . Otherwise, the method in [4] will not work properly.
The ZF equalizer estimation results are shown in Fig. 6 . All algorithms are initialized to have approximately similar ISI starting points. We use the whole channel to generate data for simulation. However, in order to reduce computation and to achieve possibly better results, we use for all algorithms. The equalizer order is also 50. Fig. 6 shows that our algorithms outperform the CMA and the algorithm in [4] , both in convergence speed and in steady-state ISI. Although our adaptive algorithm 1 outperforms our adaptive algorithm2 in Example 1, it is not as good as the latter in this example. The reason may be that for long channels, RLS algorithms may have larger computation errors than the LMS type.
VI. CONCLUSION
While most existing second-order statistics-based equalization methods require channel identification (partially or completely) as a first step, we present algorithms for direct estimating zero-forcing equalizers from the second-order statistics of the channel output with no channel identification. A batch algorithm is first developed using the correlation matrices of the sampled data. Then, two adaptive algorithms are developed by applying multichannel linear prediction. The difference between our algorithms and other linear prediction-based algorithms is that ours do not require channel coefficient estimation. Hence, our algorithms are not affected by the channel identification errors or small channel coefficients effect. Our adaptive algorithms do not require exact channel order estimation and, thus, are as robust to channel order misestimation as other linear prediction-based algorithms. Compared with other direct equalizer estimation algorithms such as the CMA, ours are based on second-order statistics; thus, faster convergence can be achieved. Simulations show that our algorithms outperform many typical existing algorithms.
