We consider the following chemotaxis model 
Abstract
We consider the following chemotaxis model (N ≥ 3), (1.4) has a unique global classical solution (see Zheng and Wang [33] ), which improves the results of [19] . Apart from the aforementioned system, a source of logistic type is included in (1.4) to describe the spontaneous growth of cells. The effect of preventing ultimate growth has been widely studied [9, 13, 34] . For instance, in three dimensional case and D(u) ≡ 1, Zheng and Mu ( [34] ) proved that the system (1.1) admits a unique global classical solution if the initial datum of v is small; while if µ is appropriately large, Lankeit and Wang ( [13] ) obtained the global boundedness classical solutions of (1.1) for any large initial data, and for any µ > 0, they also established the existence of global weak solutions.
Recently, if N = 3, Jin ([9] ) showed that for any m > 1, µ > 0 and for any large initial datum, the problem (1.1) admits a global bounded solution. Note that the global existence and boundedness of solutions to (1.1) is still open in higher dimensions (N > 4). It is the purpose of the present paper to clarify the issue of boundedness to solutions of (1.1) without any restriction on the space dimension. Our main result is the following: 
(1 [28, 30, 32] ).
Preliminaries
In order to prove the main results, we first state several elementary lemmas which will be needed later.
Lemma 2.1. ( [5, 8, 28, 29] ) Let s ≥ 1 and q ≥ 1. Assume that p > 0 and a ∈ (0, 1) satisfy
Then there exist c 0 , c
. Lemma 2.2. ( [16, 32] ) Let T > 0, τ ∈ (0, T ), A > 0 and B > 0, and suppose that
is absolutely continuous such that
. Let v be a solution of the following initial boundary value
Then there exists a positive constant
bounded domain with smooth boundary. Moreover, assume that
where
Then there exists
The following local existence result is rather standard, since a similar reasoning in [4, 18, 20, 22, 26] . We omit it here. 
3) has a unique local-in-time non-negative classical functions
where T max denotes the maximal existence time. Moreover, if T max < +∞, then
is fulfilled.
Now, collecting Lemma 2.4 and Lemma 2.6, we derive that:
}. Then there exists a positive constant κ 0 such that the solution of (1.1) satisfies
Proof. Let ϕ = v and λ = 2β + 2 in Lemma 2.4, then by using 2(λ−N ) (2β−N +2)λ λ = 2 and (2.9), we can obtain the result.
A priori estimates
In this section, we are going to establish an iteration step to develop the main ingredient of our result. Firstly, employing almost exactly the same arguments as in the proof of Lemma 2.1 in [23] (see also Lemma 3.2 of [9] ), we may derive the following Lemma:
Lemma 3.1. Under the assumptions in theorem 1.1, we derive that there exists a positive constant C such that the solution of (1.1) satisfies
where τ is given by (2.11).
Lemma 3.2.
Under the conditions of Theorem 1.1, there exists C > 0 such that the solution of (1.1) satisfies
for all t ∈ (0, T max ). Moreover, for each T ∈ (0, T max ), one can find a constant C > 0 such
as well as
Proof. First, testing the first equation in (1.1) by ln u yields
On the other hand, with some basic calculation and using the Young inequality and (3.1),
with some positive constant C 1 . Here we have use the fact that y ln y ≥ − 1 e for any y > 0.
Next, once more integrating by parts and using the Young inequality, we derive
Putting the estimates (3.7) and (3.8) into (3.6) and using (3.1), then there exists a positive
which, together with Lemma 2.2 and (3.2), gives (3.3)-(3.5). The proof of Lemma 3.2 is completed.
and N ≤ 2. Let (u, v) be a solution to
Proof. Firstly, let us pick any s 0 ∈ (0, T max ) and s 0 ≤ 1. Then by Lemma 2.5, we can conclude that for any given
Assume that 1 < p < 2. Multiplying the first equation of (1.1) by u p−1 , integrating over Ω and using (1.3), we get 12) which implies that,
Next, we derive from the Young inequality that
Now, integrating by parts to the first term on the right hand side of (3.12) and using the Young inequality, we conclude that
Thus, inserting (3.15) into (3.13), we conclude that
For any t ∈ (s 0 , T max ), employing the variation-of-constants formula to the above inequality, we obtain
Let t ∈ (s 0 , T max ) and rewrite the second equation as
Now, by Lemma 2.3 and (2.9), we have 17) where λ 0 is the same as Lemma 2.3. By substituting (3.17) into (3.16), we get
> 1 in (3.18) and using p < 2, then we
Thus, picking ε 1 appropriately small such that
then in light of (3.18), we derive that there exists a positive constant C 3 such that
Next, we fix p < such that p < 1
Now, involving the variation-of-constants formula for v, we have
Hence, it follows from (3.11), (2.9) and (3.21) that
(
Hence, due to (3.20) and (3.22), we have
Finally, in view of (3.11) and (3.23), we can get
with some positive constant C 7 .
Next, for any p > 1, multiplying both sides of the first equation in (1.1) by u p−1 , integrating over Ω, integrating by parts and using (1.3), we arrive at 25) which together with the Young inequality implies that
for some positive constant C 8 . We choose 1 < q 0 < 2p 0 2(2−p 0 ) + which is close to 2p 0 2(2−p 0 ) + . In light of the Hölder inequality and (3.24), we derive at
where C 9 is a positive constant. Due to q 0 > 1, p > max{1 − m, m
which together with the Gagliardo-Nirenberg inequality implies that
with some positive constants C 10 , C 11 and
On the other hand, by
, we derive that
Hence, in view of the Young inequality, we have
Inserting (3.30) into (3.26), we conclude that
Therefore, integrating the above inequality with respect to t yields
for some positive constant C 14 . The proof Lemma 3.3 is complete. Then for all p > 1, there exists a positive constant C := C(p, |Ω|, µ, χ) such that Observing that ∇v · ∇∆v = 1 2 ∆|∇v| 2 − |D 2 v| 2 , in light of a straightforward computation using the second equation in (1.1) and several integrations by parts, we conclude that
for all t ∈ (0, T max ). Now, we will estimate the right hand of (3.35). To this end, firstly, we conclude from Lemma 2.1 that
(3.36)
Let us take r ∈ (0, 1 2 ). By the embedding W
.
(3.37)
In order to apply Lemma 2.1 to estimate the right-hand side of (3.37), let us pick a ∈ (0, 1)
Noting that γ ∈ (0, 1 2 ) and β > 1 imply that γ + 
(3.38)
Combining (3.36) and (3.37) with (3.38), we obtain
On the other hand, by |∆v| ≤ √ N |D 2 v| and the Young inequality, we can get
Next, due to the Cauchy-Schwarz inequality, we have
Now, collecting (3.35), (3.39)-(3.41) and using the Young inequality yields
Next, in light of the Young inequality and using Lemma 2.7, we derive
where κ 0 is the same as (2.12). Inserting (3.43) into (3.42), we conclude that
(3.44)
Let p > 1. Now, testing the first equation in (1.1) with u p−1 and integrating over Ω and using (1.3), we derive
Next, integrating by parts to the first term on the right hand side of (3.45), using the Young inequality and Lemma 2.7, we obtain
which together with (3.45) and the Young inequality implies that
(3.47)
Collecting (3.44) and (3.47) yields to
Next, on the other hand, by (3.34), we derive that (p + 1 − m) β + 1 β < p + 1 and β + 1 < p + 1.
Thus, with the help of the Young inequality, we conclude that be the solution of (1.1). Then there exists a constant C > 0 independent of T such that the component v of (u, v) satisfies
is bounded for any large p, we infer from the fundamental estimates for Neumann semigroup (see Lemma 4.1 of [7] ) or the standard regularity theory of parabolic equation (see e.g. Ladyzenskaja et al. [12] ) that (3.51) holds. 
Then there exists a constant C > 0 independent of T such that
Proof. Throughout the proof of Lemma 3.6, we use C i (i ∈ N) to denote the different positive constants independent of p, T and k (k ∈ N).
Case m ≥ 1 : For any p > 1, multiplying both sides of the first equation in (1.1) by u p−1 , integrating over Ω, integrating by parts and using the Young inequality and (3.51), we derive that
Here we have used the fact that m ≥ 1. Due to (3.53), we conclude 
Hence, by the Gagliardo-Nirenberg inequality,
Therefore, an application of the Young inequality yields
Here we have use the fact that
. Thus, in light of m ≥ 1, by means of (3.55)-(3.57),
with some λ > 1. Here we have use the fact that
Integrating (3.58) over (0, t) with t ∈ (0, T ), we derive
0 for any large k ∈ N, then we obtain (3.52) directly. Otherwise, by a straightforward induction, we have
(3.60)
Taking p k -th roots on both sides of (3.60), using the fact that ln(1 + z) ≤ z for all z ≥ 0, we can easily get (3.52).
Case N ≤ 2 and 1 −
< m < 1: Due to Lemma 3.3, we may choosẽ
Next, testing the first equation in (1.1) by u p−1 , integrating over Ω, integrating by parts and applying the Young inequality and (3.51), we derive that
Here we have use the fact that 1 − 
wherep 0 is given by (3.61). Thus, Gagliardo-Nirenberg inequality yields to
), (3. , by means of (3.61), (3.65)-(3.67), ) := κ k .
Here we note that κ k = 2(1 + ε k ) for k ≥ 1, where ε k satisfies ε k ≤ C 17 2 k for all k with some C 17 > 0. Next, we integrate (3.68) over (0, t) with t ∈ (0, T ), then yields to On the other hand, due to the fact that ln(1 + x) ≤ x (for all x ≥ 0),
for all k ≥ 1 and j = {1, . . . , k}.
In light of the above inequality, with the help of (3.70), we conclude that
which after taking k → ∞ readily implies that (3.52) holds.
The proof of Theorem 1.1 Theorem 1.1 will be proved if we can show T max = ∞.
Suppose on contrary that T max < ∞. In view of (3.52), we apply Lemma 2.5 to reach a contradiction. Hence the classical solution (u, v) of (1.1) is global in time and bounded.
