INTRODUCTION
The neural processes that lead to visual perception and memory, thus subserving the identification of objects, have been assigned to the multisynaptic occipito-temporo-limbic projection that interconnects the striate, prestriate, inferior temporal, and hippocampal cortices (Gross 1972; Maunsell & Newsome 1987; Mishkin et al 1983) . Recent advances in our understanding of the organization of the extrastriate cortex revealed a mosaic of more than 25 visual areas beyond the striate cortex (Felleman & Van Essen 1991; Van Essen 1985; Zeki & Shipp 1988) . The physical properties of a visual object (such as its size, color, texture, and shape) are analyzed in the multiple subdivisions of the prestriate-posterior temporal complex. The anterior part of inferior temporal cortex has been hypothesized not only to synthesize the analyzed attributes into a unique configuration, but also to work as the storehouse for central representations of the objects (Mishkin 1982; Weiskrantz & Saunders 1984) . The supporting evidence tier this hypothesis has mainly been given by neuropsychological approaches (Milner 1990; Squire & Zola-Morgan 1991; Weiskrantz 1990) . Recently, neuronal correlates of the visual long-term memory were found: The temporal-lobe neurons could reflect learned associative relations among stimuli (Miyashita 1988; . The findings this associational mechanism, together with that on the feature selectivity of single cells and functional architectures in the temporal cortex, provide new insight into how the memory-related capacity of this cortex leads to other perceptual properties (Miyashita et al 1991b; Stryker 1991) , such the ability to recognize an object despite different views that result from movement of the observer or the object (Hasselmo et al 1989; Perrett et al 1985) . The experimental results reviewed here support the hypothesis that the inferior temporal cortex is a brain region in which visual perception meets memory and imagery.
Because of space limitation, I am unable to cover such important topics as selective attention and related extraretinal input into temporal cortical neurons (reviewed by LaBerge & Brown 1989; Posner & Petersen 1990; Wise & Desimone 1988) , although they are inseparable from visual perception. I also restrict my discussion to the results from primates, unless otherwise mentioned, because of the extensive physiological data available for the relevant cognitive functions.
FUNCTIONAL ASPECTS FROM ANATOMICAL AND BEHAVIORAL EVIDENCE
Early evidence that the temporal cortex has a crucial role in memory and perception of objects came largely from anatomical and behavioral experiments (reviewed by Felleman & Van Essen 1991; Milner 1990; Mishkin 1990; Squire & Zola-Morgan 1991) .
Neural Connections of Inferior Temporal Cortex
The inferior temporal cortex receives visual input from areas V4, V4t, DP, VOT in the prestriate cortex; areas TF and TH on the parahippocampal gyrus; area TG at the temporal pole; and areas FST at the fundus and STP at the dorsal bank of the superior temporal sulcus, as well as massive connections within the cortex (Felleman & Van Essen 1991; Rockland Pandya 1979; Shiwa 1987) . Among them, V4 was considered to provide major source of retinal information. However, inferior temporal neurons could clearly respond to visual stimuli after lesioning of V4, although their response was less discriminative and weaker than normal (Desimone et al 1990) . Relative contributions from other input have not yet been quantitatively examined. The inferior temporal cortex, in turn, projects to the limbic systems, such as the amygdaloid nuclei (Amaral & Price 1984; Turner et al 1980) , and to the hippocampus via the entorhinal cortex (Insausti et al 1987; Van Hoesen & Pandya 1975) , as well as to areas and 8a in the frontal cortex (Goldman-Rakic 1988; Seltzer & Pandya 1989a ).~ The anatomical position of inferior temporal cortex is thus referred to as the final link from visual cortices to limbic systems and frontal lobe.
Hypotheses Based on Neuropsychological Evidence
The inferior temporal cortex participates in both visual perception and memory in humans and monkeys. Patients with right anterior temporal lobectomy are mildly impaired in perceptual tasks in which the normal redundancy of the stimuli has been reduced, as in Mooney's Closure Face Test (Milner 1990) . They are also markedly impaired in recognition memory for complex visual patterns (such as faces and irregular abstract designs), which cannot be easily coded verbally (Kimura 1963; Milner 1968) . These deficits are unrelated to the extent of hippocampal removal in temporal lobectomy (Burke & Nolan 1988; Milner 1990 ). Thus, the temporal neocortex is itself critically involved in such representational memory. This result closely parallels the well-established findings in monkeys that bilateral excision of the anterior inferior temporal cortex produces a severe and lasting deficit in visual object recognition (Mishkin 1982) . Visual pattern discrimination is also impaired in the anterior temporal lesion, but the more posterior, temporo-occipital lesions produce the most severe perceptual deficits in the monkey (Cowey & Gross 1970; Iwai & Mishkin 1969) . Two aspects further characterize the role of this cortex. First, the anterior portion of the inferior temporal cortex was hypothesized to be involved in storing the "prototype" of a visual object (Weiskrantz 1990; Weiskrantz & Saunders 1984) . Earlier research showed impairments in size constancy in monkeys with lesions of inferior temporal cortex (Humphrey & Weiskrantz 1969; Ungerleider et al 1977) . More recently lesions of this cortex impaired the discrimination of objects transformed by size, orientation, or shadow configuration after learning in untransformed Inferior temporal cortex has been subdivided mainly along the anteroposterior axis, the dorsoventral axis, or a mixture of both (reviewed by Felleman & Van Essen 1991) . The distinction between posterior and anterior subdivisions is useful functionally (see below). However, tl~e cytoarehitectonic subdivisions in the Macaque monkey ,~ary from author to author; for example, in the banks of the superior temporal sulcus, Seltzer & Pandya (1978 , 1989b distinguished several subrcgions, but other authors' schemes differ from this (Felleman & Van Essen 1991) . Areas between the rhinal sulcus and the anterior middle temporal sulcus are also classified differently by Van Hoesen & Pandya (1975) , Turner et al (1980) , Pandya & Yeterian (1985) and Suzuki & Amaral (1990) . In this articlc, I rcfer to Fellcrnan & Essen (199 I) unless otherwise mentioned. However, further modifications of the subdivisions are likely necessary, according to the progress in functional characterization (see below).
www.annualreviews.org/aronline Annual Reviews mode (Weiskrantz & Saunders 1984) . The concept of "object-centered representation" is a counterpart in the computational approach (Marr Nishihara 1978) . Single-unit recording data support the hypothesis, as we see in later sections.
Second, there is now compelling evidencetthat the temporal neocortex contributes to the visual recognition process differently than the limbic cortex does (reviewed by Miyashita et al 1991b; Squire & Zola-Morgan 1991) . The distinction can best be interpreted in terms of the hypothesis that memory has at least two components. One is the recently acquired, labile memory that can be readily disrupted by head injury, as retrograde amnesia demonstrates clinically (Russcll 1971) . The othcr is the remote, fully consolidated memory (Squire et al 1975) . Drug applications selectively depress or facilitate the labile component (McGaugh 1989) .
Bilateral damage to the medial temporal region, which includes the hippocampus, amygdala, and adjacent cortex , or only hippocampal CA1 field (Zola-Morgan et al 1986), accompanied a limited, short-span retrograde amnesia in humans. In monkeys, effects of hippocampal lesions (including the entorhinal and parahippocampal cortex) were tested on the retention of 100-object discrimination problems (ZolaMorgan & Squire 1990 ). The monkeys were severely impaired at remembering recently learned objects, but they remembered objects learned long ago as well as normal monkeys did. These data suggest that the labile component of the long-term memory is localized in the hippocampus and/or adjacent cortex, or is strongly influenced by these structures. Presumably, a later and more consolidated stage of long-term memory is represented in anterior temporal cortex (Miyashita et al 1991b) . I discuss recent evidence for the hypothetical memory function of temporal cortex in later sections.
STIMULUS-CODING OF SINGLE CELLS
To know how objects are represented in the neural network of inferior temporal cortex, we must first examine the stimulus-coding properties of single neurons. Early evidence that single inferior temporal neurons respond to visual stimuli came largely from expcrinaents by Gross and colleagues (Gross 1972) . Several subsequent studies focused on perceptual, rather than memory, functions and revealed many interesting features of single cells, especially the selective responses to complex objects, such as hands (Desimone et al 198~-; Gross et al 1972) and faces (Bruce et all 981; Perrett et al 1982 Perrett et al , 1985 Rolls & Baylis 1986) . Here, I summarize progress in the last few years.
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Generality of Complex Feature-Coding Cells
Although the presence of cells that selectively respond to the sight of faces and hands was well documented, evidence for other classes of selectivity was meager. Miyashita & Chang (1988) found anterior temporal cortical cells that responded highly selectively to computer-generated fractal pictures (Miyashita et al 1991a) in monkeys who were trained to perform delayed matching-to-sample task. When the responses to a large set (usually 100) of fractal stimuli were measured, individual neurons commonly responded well to only a small fraction of the stimuli. Different cells responded to different selections from among the stimuli. This result agrees with the findings that some cells were selectively activated by Fourier descriptors (Gochin et al 1991; Schwartz et al 1983) .
A different approach was taken by Tanaka et al (1991) , who used anesthetized and paralyzed monkey preparation to examine responses of a single cell with an extensive set of stimuli, including real objects and bars and disks. They then carefully determined the stimulus features necessary for maximal activation of the cell. They found that 53 % of the cells in the anterior inferior temporal cortex required more complex features than simple bars or disks. The critical features for maximal activation varied from a star-or T-like shape to a complicated combination of shape, color, and texture. Only 12% of tested cells could be maximally activated by the simple bars or disks.
In an earlier study, Desimone et al (1984) stated, "Many IT cells responded equally to nearly every stimulus tested, and most of the stimulusselective cells gave at least a small response to virtually every stimulus tested, especially visually complex stimuli." Recent results favor the view that the perceptual alphabets represented in single inferior temporal neurons are more selective to certain critical features, although the discrepancy with the previous views may mostly result from a difference in emphasis.
Invariance with Size, Orientation, and Retinal Position
Response invariance across retinal position within the receptive field has been reported since the early discovery that inferior temporal cells have a large receptivc field (Gross 1972) . Effects of stimulus size, retinal position, or contrast upon single-cell responses were quantitatively described with Fourier descriptor stimuli (Schwartz et al 1983) . For two-thirds of the tested cells, the optimum frequency of the Fourier descriptor and the tuning curve along the frequency remained similar over the range of size, although the absolute levels of the response varied. Similar invariance was www.annualreviews.org/aronline Annual Reviews MIYASH1TA obtained over retinal translation and constant reversal. Tanaka et al (1991) reported the variety of tolerance to size change and the sharp selectivity for the stimulus orientation. These results were mainly obtained in the anterior part of middle temporal gyrus. When the neurons that were related to a delayed matching-to-sample task were tested with the fractal patterns in the anterior part of inferior temporal gyrus, a higher degree of invariance was found (Miyashita & Chang 1988) . Not only the relative stimulus selectivity, but also the absolute levels of the response, remained the same in the majority of tcsted cells, when sample pictures were manipulated by size reduction, rotation by 90° in a clockwise direction, and transformation of color stimuli into monochrome. Similarly high degrees of response invariance were also found for the face neurons in the superior temporal sulcus (Perrett et al 1985 (Perrett et al , 1987 Rolls & Baylis 1986) . These results support the hypothesis that the anterior portion of inferior temporal cortex is involved in storing the prototype of a visual object (Weiskrantz 1990; Weiskrantz & Saunders 1984) .
Functional Architecture
In contrast to striate cortex, columnar organization has not been demonstrated in inferior temporal cortex. However, recent results suggest its occurrence. First, a pair of neurons that were recorded simultaneously on a single electrode (within about 100 #m) had more related feature selectivity than those recorded on different electrodes (Fujita et al 1990; Gochin et al 1991; Higuchi et al 1991) . The cells recorded on a single electrode shared selectivity to geometrical shapes or a memory-related property (Higuchi et al 1991) . Cross-correlation analysis also showed that occurrence of shared input was more frequent for neuron pairs recorded on the same electrode (Gochin et al 1991) . Second, recording a succession of cells along closely spaced microelectrode penetrations revealed a compact cluster of cells that responded selectively to the fractal patterns, running across cortical layers (Higuchi et al 1991) . Fujita et al (1991) showed that electrodes were advanced nearly at a right angle to the cortical surface, they obtained neurons with related stimulus selectivity over a distance of 0.6~1.4 mm, whereas they did so only over 0.2-0.5 mm when electrodes were advanced at an angle of 45°. In the latter type of penetrations, there were two or three separate clusters of neurons that showed similar selectivity, with the gap between adjacent clusters being 0.4-1 mm. All of these results support the conclusion that anterior inferior temporal cortex consists of modules in which neurons with rclatcd selcctivity cluster across cortical layers. In the cat visual cortex, oscillatory firing patterns in the frequency range of 40-60 Hz can synchronize across orientation columns with a spatial www.annualreviews.org/aronline Annual Reviews separation of up to 7 mm (Gray et a11989) . The synchronization of featuredetecting neurons may serve as a mechanism for the binding of different features of an object. This feature-binding mechanism, especially the possible synchronization across cell clusters described above, might be relevant to inferior temporal cortex. Gawne et al (1991) used spectral analysis local field potentials. With stationary Walsh patterns as the stimuli, the frequency of the peak between 20 and 74 Hz was not significantly related to the pattern of the stimulus at the majority of recording sites, and the pattern accounted for only 8.1 +2.3% of the variance of the frequency. Young et al 0992) used Tanaka's method to activate inferior temporal neurons in anesthetized monkeys effectively, but multi-unit activity autocorrelograms showed no oscillations. On the other hand, Nakamura et al (1991) found neurons with oscillatory activity coupled to colored photographs, especially to familiar objects., in the ventral part of temporal cortex in the monkey performing a visual discrimination task. However, the most common oscillation frequencies were 5-6 Hz. Although the role, or even the existence, of oscillatory activity in temporal cortex is controversial, it remains a challenge how activities in spatially separate modules with related stimulus selectivity correlate themselves.
Reyional Differences of Coded Features
The inferior temporal cortex occupies a large area of the primate brain (7.7% of neocortex) (Felleman & Van Essen 1991) , and the cortex probably divided into several subareas with different response selectivity. The region in the fundus of the superior temporal sulcus (area TPO) well documented to contain a high density of face-selective cells (Bruce et al 1981; Perrett et al 1982 Perrett et al , 1985 Perrett et al , 1987 . Face cells are also found in the ventral bank of the sulcus (TEa and TEm), but few are observed in TE2-TEl (Baylis et al 1987; Perrett 1987) . The cells selectively responsive complex fractal patterns were found more in the anterior part of inferior temporal gyrus than in the middle temporal gyrus (Miyashita et al 1991 b) . Baylis et al (1987) related neural response properties in temporal cortex to cyto-and myelo-architectural subdivisions (Seltzer & Pandya 1978) . According to Baylis et al's hierarchical cluster analysis, TE3-TEm had little similarity with TE2-TEI. However, a potential qualification to this distinction is that the percentage of selectively tuned neurons in these areas is too low (Figure 6 , Baylis et al 1987), compared with the results Tanaka et al (1991) . Tanaka et al (1991) found that in the posterior third or one-fourth of inferior temporal cortex (corresponding to TEO of Iwai & Yukie 1987; or PIT of Felleman & Van Essen 1991) 
NEURAL CODE OF ASSOCIATIVE LONG-TERM MEMORY
None of the neurophysiological experiments reviewed above tested whether the selectivity of these neural responses is innately determined or developed during the early critical period (as in some neurons in the striate cortex), or acquired through learning during adulthood. A well-designed experimental strategy was necessary .to identify neurons serving visual long-term memory.
One effective strategy was to have monkeys memorize an artificial associative relation among pictures and then to examine whether pictureselective activities of temporal cortical neurons reflect stimulus-stimulus association imposed during learning (Miyashita et al 1991b) . If the artificial associative relation among pictures tends to affect the stimulusselectivity of neurons, the neural selectivity is acquired through learning and represents a neuronal correlate of the associative long-term memory of pictures. So far, two series of such experiments have been successful. First, a visual delayed matching-to-sample task was used, and the effect of a fixed-order presentation of the patterns during the training session was examined (Miyashita 1988) . Second, a visual pair-association learning task (Murray et al 1988) was used, and the effect of association was directly examined (Figure 1 ). Lesion studies have demonstrated that monkeys with bilateral removal of the medial temporal region could lcarn neither the delayed matching-to-sample task (Mishkin 1982; Squire & Zola-Morgan 1991; Zola-Morgan et al 1989) nor the pair-association task (Murray et al 1988) . The type of memory these tasks employed would, therefore, correspond to one that relies on the integrity of these structures.
Long-Term Memory Neurons in a Matching#to-Sample Task
In a trial of the visual delayed matching-to-sample task, sample and match stimuli were successively presented on a video monitor, each for 0.2 sec at a 16 sec delay interval. A set of 97 color patterns was generated by a fractal algorithm with a 32-bit seed of random numbers (Miyashita et al 1991a) ; the set (learned stimuli) was repeatedly used during a training session in fixed sequence according to an arbitrary attached number (serial position www.annualreviews.org/aronline Annual Reviews 1 number, SPN). While extracellular discharges of a neuron were recorded, a sample stimulus was selected not only from the 97 learned patterns, but also from a new set of 97 patterns (new stimuli). Different sets of new stimuli were created for each neuron by using the same algorithm but a different seed. If the consecutively presented patterns tended to be associated together, and if the association was fixed in the choice of effective patterns for a cell, the effective patterns would be correlated along the SPN, in spite of a random presentation of the stimuli during the unitrecording session. The experimental results supported this idea (Miyashita 1988) . The effective responses to the learned stimuli indeed cluster along the SPNs, and the clustering was not caused by an artifact in the testing procedure, because the responses simultaneously obtained from the new stimuli were not clustered. Therefore, these neurons are a good candidate for the visual associative long-term memory stores, or at least reflect longterm storage. It is interesting to ask how many times the monkey should see and/or memorize the fractal pattern that eventually develops the neural reprewww.annualreviews.org/aronline Annual Reviews sentation of the stimulus-stimulus associations. Although a single-cell activity was held by the microelectrode for several hours in this experiment, selectivity to new patterns exhibited no systematic changes (Miyashita et al 1992, unpublished) . This may support the view that the cortical memory represents a relatively stable component (see the section on Neuropsychological Hypothesis), or may indicate that we need a more sensitive method to detect the effects of association in the early learning phase. With a longer time scale, no direct answer is available from the experimental procedure described above, because two factors were confounded in the training: One factor was learning the rule of the delayed matching-tosample task; the other was learning the association. Rough estimation of the upper limit was about a few hundred trials (500 trials/day/100 patterns × 30 days).
MEMORY FUNCTIONS OF TEMPORAL CORTEX

Lony-Term Memory Neurons in a Pair-Association Task
In this task, 24 computer-generated pictures were prepared for each monkey, and geometrically distinct patterns were sorted into pairs ( Figure  1 , . The combination of the paired associates is not predictable, unless they are memorized beforehand. In each trial, a cue stimulus was presented on a video monitor for 1 s. After the 4 s delay period, a choice of two stimuli, the paired associate of the cue and one from a different pair, was shown. Monkeys obtained fruit juice as a reward for correctly touching thc paircd associate within 1.2 s. Picture-selective neural responses during the cue period were found in the anterior inferior temporal cortex. Many neurons responded reproducibly to only a few pictures. The cell might have responded to geometrically similar patterns, but in many cases, the strongest and secondstrongest responses were ascribed to a particular pair that had no apparent geometrical similarity.
Some other cells showed broader tuning and responded to more than three pictures. Nevertheless, paired pictures were among the most effective stimuli for these cells. This type of cell was called a "pair-coding neuron," which manifests selective cue responses to both pictures of the paired associates. These responsive cells tended to be located near one another (1-2 mm in width).
The associational property was analyzed by calculating two coupling indices for each neuron as follows: where xi denotes a mean discharge rate during the cue period for the ith picture (the ith and i'th pictures belong to a pair), b is a spontaneous discharge rate, Xbcst and X2nd.best are mean discharge rates for the best and second-best cue-optimal pictures in each cell, and Np and Nr are the total number of combinations for two cases. One coupling index (denoted as CIp) measures correlated neural responses to paired associates, whereas the other coupling index (C/r) estimates responses to other random combinations among 24 pictures. The latter index CIr serves as an experimental control for untrained association between two pictures. For each cell, a pair index (PI) was defined as equal (CIp-CI~). The analysis of frequency distribution of PI values demonstrated that the paired associates elicited significantly correlated responses. It was therefore hypothesized that the selectivity of these neurons was acquired through learning of the pair-association task. The cellular mechanisms for these phenomena are not yet clear, but a possible basis for the memory coding lies in the change of synaptic connections through repetitive learning (see below).
Associational
Mechanism and Perception
The visual recognition of three-dimensional objects on the basis of their shape poses many difficult problems (Marr & Nishihara 1978) , some which were proposed as being solved in inferior temporal cortex (see the section on Neuropsychological Evidence). Here, I only address the problem of the object view relative to the viewer. The visual image of an object varies not only with the distance, but also with the angle at which it is observed. In the former situation, only the size, not the shape, of the object image changes. The computational problem for this situation is rehitively simple, and the invariance of the neural response for this requirement has already been discussed. However, in the latter situation, the twodimensional shapes of the object themselves change. How can our visual system recognize an object under such a situation? If the central representation of objects is encoded with a viewer-centered coordinate, the visual system would require the storage of a separate appearance for different viewing angles as separate conjunctions of trigger features, obviously a highly inefficient representation. Another proposal was a construction of object-centered three-dimensional representation (Marr Nishihara 1978) . In the investigation of face-selective neurons, some www.annualreviews.org/aronline Annual Reviews neurons responded differentially to the faces of different individuls, irrespective of the viewing angle (Hasselmo et al .1989; Perrett et al 1985) . Some other neurons that responded only when a head underwent rotatory movements were activated by a particular movement independent of the orientation of the moving head (Hasselmo et al 1989) . These data indicate existence of thc object-centered encoding in temporal cortex. But how can a neuron acquire such selectivity, in spite of dramatic changes in the appearance of the object?
The experiments on visual long-term memory neurons established the idea that the temporal-lobe neurons can reflect learning to associate stimuli on the basis of temporal contiguity, as discussed above. In our expcricnce of the visual world, the different views of an object are nearly always presented in succession, transformed by the movement of the object or the observer. If the temporal cortex contains a general associational mechanism as described, then these views would automatically become associated. This obviates the need for complicated computational processes for performing geometrical transformations or for hierarchically associating conjunctions of trigger features. This hypothesis might be supported by the fact that the local clusters of face neurons contain both view-angledependent neurons and independent neurons; thus, the latter neurons emerge locally (Perrett et al 1985) . "Pair-coding" neurons are also likely to emerge locally . Other supporting evidence came from psychophysics and computational theory. A recent computational theory provided powerful associational algorithms that can learn from a limited number of two-dimensional views of an object and that can interpolate to decide whether new different views are of the same scene (Poggio & Edelman 1990 ). This proposal was compared with one that needs alignment of internal three-dimensional object models for viewpoint normalization (Ullman 1989) . A psychophysical experiment involving computer-generated three-dimensional objects revealed anisotropic generalization to novel views, which supports the two-dimensional view interpolation mechanism (Bulthoff& Edelman 1992). Careful comparison of physiological, psychophysical, and computational data may provide further support for or evidence against the hypothesis.
NEURAL MECHANISMS UNDERLYING RETRIEVAL PROCESS
Elcctric stimulation of the temporal lobe induces visual experiential response and hallucinations in humans (Penfield & Perot 1963) . Although many researchers confirmed evoked complex hallucinations, the original Penfield hypothesis that an anatomical site was related to a specific, repeatwww.annualreviews.org/aronline Annual Reviews able imagery, and thus to a specific "memory record," has been controversial (Halgren et al 1978) . No other clues to the memory retrieval process have been reported. In the pair-association task, found another type of neuron with picture-selective activities during the delay period (Figure 2) . One picture elicited the strongest response during the cue period from a single neuron. In the trial in which the paired associate of this cueoptimal picture was used as a cue, the same cell exhibited the highest tonic activity during the delay period, in contrast to a weak response during the cue period. This delay activity gradually increased, until the choice of stimuli appeared. Furthermore, the paired associate of the second-best cue-optimal picture still elicited a sustained activity during the delay www.annualreviews.org/aronline Annual Reviews period. Other pictures evoked weak or no response. The delay activities were confined to a few cue stimuli in the set. This type of cell was called a "pair-recall neuron," in which the paired associate of a cue-optimal picture elicited the highest delay activity. The delay activity of the pair-recall neurons does not represent mere sensory after-discharge, because it is stronger than the cue response. Significant augmentation of discharge rates was observed for the highest delay activity, whereas delay activity elicited by a cue-optimal picture itself was significantly reduced during the delay period.
Anticipatory neural activities that precede the initiation of movements and increase during the preparatory period have been reported in the primate frontal cortex (Bruce & Goldberg 1985; Funahashi et al 1989) . the pair-association task, the increasing delay activity of pair-recall neurons is not related to motor response, because the monkey could not predict which position should be touched. As noted above, this delay activity is not only picture-selective, but also closely coupled with the paired associate that is not actually seen but retrieved. The neural mechanism for the retrieval process remains to be identified, but it may well involve the pair-recall neurons.
CONSOLIDATION
Retrograde amnesia was thought to be indicative of the existence of consolidation process (see the section on Neuropsychological Evidence), which certain evanescent information obtains an enduring representation in long-term memory (McGaugh 1989; Milner 1968 Milner , 1990 Squire & ZolaMorgan 1991) . Although little is known on the neural basis of the process, two issues deserve discussion here. First is the nature of the signal for association. Structural changes in synapses from which long-lasting memory engrams must result (McGaugh 1989) may be regulated by molecular machinery that is shared with the process of growth and development (Kandel 1993) . There is compelling evidence that temporal correlations in the action potential patterns of young visual synapses determine their relative positions within local regions of neuropile and their convergence onto the same sets of post-synaptic cells (Constantine-Paton et al 1990) . This can be shown by the experimentally induced reorganization of inputs produced when two eyes innervate a single rectum in amphibians. The mechanism is strikingly similar to that of the ocular dominance column segregation in mammalian visual cortex (Stryker Harris 1986) . Because the primate temporal cortical neurons can learn to associate stimuli on the basis of temporal contiguity, as discussed above, I propose the possibility that such an associational mechanism based www.annualreviews.org/aronline Annual Reviews on temporal contiguity may be a general property for consolidation of structural changes in synapses, thus encompassing both memory and development.
Second, consolidation was most simply assumed as a transformation or fixation of short-term memory into long-term memory, which, in visual memory of objects, is represented in the stimulus-selectivity of inferior temporal neurons. The neural basis of short-term memory has been characterized only partially. Evidence has suggested that short-term memory required on-going patterns of activity (Fuster & Jervey 1982; Gnadt Andersen 1988; Miyashita & Chang 1988) . Convergence of elevated activities from different items in the short-term store may lead to temporally correlated synaptic activation and resultant associative structural changes in synapses. On the other hand, another line of evidence suggested that the formation of short-term memory consisted of the modification of synaptic weights, such that familiar, expected, or recently seen stimuli cause the least activation of the cell (Baylis & Rolls 1987; Miller et al 1991; Rolls et al 1989) . It will be of critical importance to examine the functional roles of the feedback afferents from the hippocampus to inferior temporal cortex via entorhinal cortex (Insausti et al 1987) in integrating these fragmentary observations into an understanding of the neural proceses of consolidation.
CONCLUSIONS
This review covered new findings on the role of inferior temporal cortex, especially in associative long-term memory and in the integration of perceptual and memory capacities. Three neural bases are crucial to an understanding of this role. First is to know how objects are encoded in single cells. The experimental results indicate that the anterior inferior temporal cortex consists of modules in which neurons with related selectivity cluster across cortical layers. The single-cell selectivity in modules is more sharply tuned than previously believed. The question of how activities in different, but related, modules can be correlateo remains open, despite increasing interest and experimentation on the possible contribution of 40-60 Hz oscillatory activity to feature binding. Another challenging question is whether microstimulation or selective pharmacological manipulation of these modules can affect monkey behavior, as successfully demonstrated in area MT (Salzman et al 1990) .
Second, the experiments that revealed neuronal correlates of visual longterm memory established the idea that the temporal-lobe neurons can reflect learning to associate stimuli on the basis of temporal contiguity. This idea has many implications. Computational theories had raised the www.annualreviews.org/aronline Annual Reviews 
