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ITERATED EISENSTEIN τ-INTEGRALS AND MULTIPLE
EISENSTEIN L-SERIES
ZHONGYU JIN
Abstract. In this paper we study iterated Eisenstein τ -integrals and multiple
Eisenstein L-series, they are functions on the complex upper half plane and form
two Q-algebras. They reduce to iterated Eisenstein integrals and multiple Hecke
L-functions with respect to Eisenstein series respectively after analytic extension
when τ → 0. We give the relations among them and prove the linear independence
of their elements. Finally, we explain the connections among double Eisenstein
L-functions and holomorphic double modular values.
1. Introduction
In this paper we study a special kind of iterated integrals, they are first studied by
Manin [14]. The main objects considered there are iterated integrals of cusp forms
for the full modular group SL2(Z) from 0 or τ to i∞, where τ is on the complex
upper half plane. These iterated integrals satisfy some special properties coming
from modular properties and they generalise the period polynomials of cusp forms.
After that, Brown [2] defined regularized iterated integrals and further studied the
regularized iterated integrals of all holomorphic modular forms for SL2(Z), including
holomorphic Eisenstein series. By using this, Brown defined holomorphic multiple
modular values, they are closely related to universal mixed elliptic motives defined
by Hain and Matsumoto [11].
Also Matthes [17] studied regularized iterated integrals of quasi-modular forms,
which include general modular forms, and he studied the structure of the algebra
spanned by such integrals.
In this paper we mainly consider general iterated integrals of cusp parts of Hecke
normalized Eisenstein series, they are closely related to the regularized ones. Denote
by
E2k(τ) = −
b2k
4k
+
∑
n>0
σ2k−1(n)q
n
the Hecke normalized Eisenstein series, where b2k is the Bernoulli number and
σ2k−1(n) =
∑
d|n d
2k−1 is the divisor sum function. For convenience we will also
denote by E02k(τ) =
∑
n>0 σ2k−1(n)q
n the cusp part of the Hecke normalized Eisen-
stein series and by E∞2k(τ) = −
b2k
4k
the constant term. The iterated integral we will
study is a function of τ on the complex upper half plane in the following form:
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
=
∫
τ<τ1<···<τn<i∞
E02k1(τ1)τ
α1−1
1 · · ·E
0
2kr(τr)τ
αr−1
r dτr · · · dτ1,
1
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where r ≥ 0, ki ≥ 2 and αi ≥ 1 are all integers. We call such an integral an iterated
Eisenstein τ -integral and denote by IEIτ the Q-vector space spanned by all of them.
Inspired by Choie and Ihara [5], we will also consider a Q-vector space related to
IEIτ . It is generated by elements
L(t)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
= (2πi)−α1−···−αrτ t
∑
n1,··· ,nr>0
σ2k1−1(n1)σ2k2−1(n2) · · ·σ2kr−1(nr)
(n1 + · · ·+ nr)α1(n2 + · · ·+ nr)α2 · · ·nαrr
e2πi(n1+···+nr)τ ,
where r ≥ 0, t ≥ 0, ki ≥ 2 and αr ≥ 1 are all integers. Any series in this form is
also a function of τ on the complex upper half plane. Denote this vector space by
MELτ .
If we take t = 0 and τ → 0, a multiple Eisenstein L-series reduces to a multi-
ple Hecke L-function which is well-defined after analytic extension. Multiple Hecke
L-functions are studied by Matsumoto and Tanigawa [16], Choie [4] and Choie and
Ihara [5], they are natural extensions of the classical L-functions associated to mod-
ular forms.
There are length, upper weight and lower weight filtrations on the Q-vector spaces
MELτ and IEIτ , which will be introduced in detail in Section 3. By studying the
integral transformation, we have the following theorem in a rough version:
Theorem 1.1. The vector spaces MELτ and IEIτ are Q-algebras, and there is an
algebra equation
MELτ = IEIτ [τ ].
Furthermore, this equation is compatible with the filtrations on them.
More precisely, we will show explicitly how to express an element in one side of
the above algebra equation as a linear combination of elements in the other side, and
this result gives us two sets of generators of the vector space MELτ . We will also
explain the relationship among iterated Eisenstein τ -series and regularized iterated
integral of Eisenstein series studies in [13]
The studies of multipel zeta values, elliptic multiple zeta values and holomorphic
multiple modular values also inspire us a lot and they are closely related to our work.
They can all be defined by iterated integrals. We hope that multiple Eisenstein L-
series and iterated Eisenstein τ -integrals could help us find the relations among
them. In this introduction we give a brief review of them, more details can be found
in [10], [8] and [2] respectively.
For positive integers ki ≥ 1, i = 1, · · · , r − 1, kr ≥ 2, the multiple zeta value
ζ(k1, · · · , kr) is defined by the convergent series
ζ(k1, · · · , kr) =
∑
0<n1<···<nr
1
nk11 · · ·n
kr
r
.
It is a special kind of multiple Dirichlet L-function and we call r the depth and
N = k1 + · · ·+ kr the weight of this multiple zeta values. In particular, when r = 1
it is a classical Riemann zeta value, and a classical result says that the L-function
of a Hecke normalized Eisenstein series is a product of two Riemann zeta values.
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Multiple zeta values have been studied a lot. Gangle, Kaneko and Zagier [9]
studies period polynomials of modular forms for SL2(Z) and their connections with
double zeta values, i.e. the multiple zeta values of depth 2. There are many other
results which also tell us that multiple zeta values are closely connected to modular
forms. Another fact, which is first observed by Kontchevich, is that multiple zeta
values can be defined by iterated integrals of differential 1-forms ω0(t) =
dt
t
and
ω1(t) =
dt
1−t
. This fact means that multiple zeta values are periods. Denote by
Z the Q-vector space spanned by all multiple zeta values, there are depth and
weight filtrations on it. According to the shuffle product of iterated integrals, Z is
a Q-algebra and the product is compatible with the filtrations on it. Deligne and
Goncharov [6] defined the category of mixed Tate motives over Z, based on this,
Brown [1] defined motivic multiple zeta values, whose images under the period map
are multiple zeta values.
Elliptic multiple zeta values are defined by Enriquez [8], they are functions on
the complex upper half plane. As showed by Lochak, Matthes and Schneps [13],
every elliptic multiple zeta value can be written as a sum of an element in Z and
a linear combination of several regularized iterated integrals of Eisenstein series.
Besides, every multiple zeta values can be written as a linear combination of elliptic
multiple zeta values after modula the ideal generated by 2πi. One key tool to prove
the results in [13] is that regularized iterated integrals of Eisenstein series are linear
independent complex functions. Inspired by this, we get the following result in a
rough version:
Theorem 1.2. For integers r ≥ 1, ki ≥ 2, αi ≥ 1, i = 1, · · · , r, the set of elements
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
in the vector space IEIτ are linear independent as functions of τ .
Combining with the first theorem, we can also give the linear independence prop-
erty of elements in MELτ . Furthermore it shows that the natural generators of the
Q-vector space MELτ form a set of basis, and similar result holds for IEIτ .
At last, Hain and Matsumoto [11] defined the category of universal mixed elliptic
motives. Its elements are mixed Tate motives together with some other structures.
Brown [2] defined holomorphic multiple modular values, which are closely related
to universal mixed elliptic motives. By Brown’s observation, multiple zeta values
should occur in multiple modular values. In Section 5, we will give a tedious calcula-
tion using modular properties of multiple Eisenstein τ -series and prove the following
theorem in a rough version:
Theorem 1.3. Elements in MEL of length 2 are multiple modular values after
multiplying a power of 2πi.
It suggests that multiple Eisenstein L-series are closely related to multiple zeta
values. With similar calculation in the proof of the above theorem, we can also get
a special symmetry property of holomorphic double modular values.
This paper is in four main parts. In Section 2 we will give a brief introduction
to iterated integrals and holomorphic multiple modular values. In Section 3 we
will give the precise definitions and fundamental properties of multiple Eisenstein
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L-series and iterated Eisenstein τ -integrals. After these we describe more about the
algebra structures of MELτ and IEIτ , and prove the first and second theorems
above in Section 4. Finally, in Seciton 5 we do some calculation and show the
connection between double Eisentein L-functions and holomorphic double modular
values.
2. Iterated Integrals and Holomorphic Multiple Modular Values
In this section, we introduce some basic notations and tools, including iterated
integrals, regularized iterated integrals and holomorphic multiple modular values.
2.1. Iterated integral.
Iterated integral were studied in detail by Chen [3], it is a useful tool for us to study
periods. In this subsection, we give a brief introduction to general iterated integrals
and Brown’s regularized iterated integrals, and we will show some fundamental
properties of them.
First consider the general iterated integral. Let M be a differential manifold and
ω1, · · · , ωn be smooth differential 1-forms on M . Given any piecewise smooth path
γ : [0, 1]→ M , the iterated integral of ω1, · · · , ωn along γ is defined to be the integral∫
γ
ω1 · · ·ωn =
∫
0<t1<···<tn<1
γ∗(ω1)(t1) · · ·γ
∗(ωn)(tn),
where γ∗(ωi)(ti) is the pull back of ωi along γ, and when n = 0 let this integral
equal to 1. For two path γ1 and γ2, denote by γ1γ2 the path γ1 followed by γ2, and
by γ−11 the inverse path of γ1.
Definition 2.1. A permutation σ of the set {1, 2, · · · , r + s} is called a shuffle of
type (r, s) if the following two conditions are satisfied:
σ(1) < σ(2) < · · · < σ(r),
σ(r + 1) < σ(r + 2) < · · · < σ(r + s).
Denote by (r, s) ∃ the set of all shuffles of type (r, s).
Here are some fundamental properties of the iterated integrals according to [10]:
Proposition 2.2. With notations as above, the following formulas hold:
1.
∫
γ1γ2
ω1 · · ·ωn =
∑n
i=0
∫
γ1
ω1 · · ·ωi
∫
γ2
ωi+1 · · ·ωn.
2.
∫
γ−1
ω1 · · · , ωn = (−1)
n
∫
γ
ωn · · ·ω1.
3. Shuffle product:∫
γ
ω1 · · ·ωr
∫
γ
ωr+1 · · ·ωr+s =
∑
σ∈(r,s)∃
∫
γ
ωσ−1(1) · · ·ωσ−1(r+s).
Next consider the regularized iterated integral of modular forms, denote by Γ the
group SL2(Z), andM(Γ) the space of modular forms for Γ. Assume that B = ∪kBk
is a rational basis of M(Γ), and that Bk is a basis of the weight k modular form
subspace Mk. Besides, we assume that Bk is compatible with the action of Hecke
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operators. For every k, define the Q-vector space with a basis consisting of certain
symbols indexed by Bk as
Mk = 〈af , f ∈ Bk〉Q.
Its dual is
M∨k = 〈Af , f ∈ Bk〉Q,
where 〈af , Ag〉 = δf,g and δ is the Kronecker delta. We also assume Bk consists of
the Hecke normalised Eisenstein series E2k(τ) of weight 2k and write
e2n = aE2n , E2n = AE2n .
Denote by V2k−2 the Q-vector space of homogeneous polynomials P (X, Y ) with
two variables X, Y of degree 2k − 2, consider the graded right Γ-module
M∨ =
⊕
k>0
M∨2k ⊗ V2k−2,
where the group Γ acts on it by
γ
(
X
Y
)
=
(
aX + bY
cX + dY
)
, ∀γ =
(
a b
c d
)
∈ Γ.
We would like to write P (X, Y )|γ instead of γ(P (X, Y )) for convenience. For any
commutative unitary Q-algebra R, denote by R〈〈M∨〉〉 the ring of formal power
series in M∨. It is a complete Hopf algebra with the coproduct which makes every
element of M∨ primitive, and its elements can be represented by infinite R-linear
combinations of
Af1 · · ·Afn ⊗X
i1−1
1 Y
k1−1−i1
1 · · ·X
in−1
n Y
kn−1−in
n ,
where fj ∈ Bkj and 1 ≤ ij ≤ kj − 1.
Denote by h = {τ ∈ C; ℑ(τ) > 0} the complex upper half plane, the group Γ
acts on h by
γ(τ) =
aτ + b
cτ + d
, ∀γ =
(
a b
c d
)
∈ Γ.
For any f ∈ Bk, we define a smooth 1-form on h by
f(τ) = (2πi)k−1f(τ)(X − τY )k−2dτ.
Furthermore, define
Ω(τ) =
∑
f∈B
Aff(τ).
The differential form Ω(τ) is integrable since dΩ(τ) = 0 and Ω(τ) ∧ Ω(τ) = 0. Also
it has modular property as Ω(γ(τ))|γ = Ω(τ) for any γ ∈ Γ. Let γ : [0, 1] → h
be a piecewise smooth path with endpoints γ(0) = τ0 and γ(1) = τ1, consider the
iterated integral
Iγ = 1 +
∫
γ
Ω(τ) +
∫
γ
Ω(τ)Ω(τ) + · · · ∈ C〈〈M∨〉〉.
Because h is simply connected and Ω(τ) is integrable, the integral Iγ only depends
on τ0 and τ1 and thus we may write I(τ0, τ1) instead of Iγ, it has the following
properties as showed in [15]:
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Proposition 2.3. For τ0, τ1, τ2 ∈ h, we have:
1. dI(τ0, τ1) = I(τ0, τ1)Ω(τ1)− Ω(τ0)I(τ0, τ1).
2. I(τ0, τ2) = I(τ0, τ1)I(τ1, τ2).
3. I(τ0, τ1) ∈ C〈〈M
∨〉〉 is invertible and group-like.
4. Modular property: I(γ(τ0), γ(τ1))|γ = I(τ0, τ1), ∀γ ∈ Γ.
Because the existence of Eisenstein series in B, we cannot extend the definition
of Iγ to h ∪ Q ∪ ∞ directly. In order to solve this problem we need to do the
regularization.
For f ∈Mk, suppose that f =
∑∞
i=0 ai(f)q
i , q = e2πiτ , is the Fourier expansion
of f and f∞(τ) is the tangential component of f(τ) as
f∞(τ) = (2πi)k−1a0(f)(X − τY )
k−2dτ.
Consider the following differential form and the iterated integral:
Ω∞(τ) =
∑
f∈B
Aff
∞(τ),
I∞(τ0, τ1) = I
∞
γ = 1 +
∫
γ
Ω∞(τ) +
∫
γ
Ω∞(τ)Ω∞(τ) + · · · .
Note that Ω∞(τ) does not satisfies Ω∞(γ(τ))|γ = Ω
∞(τ) for γ ∈ Γ. As in [11] we
can define the tangent base point
−→
1 ∞ of the moduli space M1,1, and as in [2] we
have:
Theorem 2.4. The limit
I(τ, i∞) = lim
ε→i∞
I(τ, ε)I∞(ε, 0) ∈ C〈〈M∨〉〉
converges. We call it the iterated Eichler integral from τ to the tangent base point
−→
1 ∞. The coefficient of Af1 · · ·Afk in I(τ, i∞) is called be the iterated Eichler integral
of modular forms f1, · · · , fk.
The iterated Eichler integral defined above is a formal power series of X, Y , and
its coefficients are regularized iterated integrals of modular forms times a power of
τ (we will introduce further below). It is obvious to see when f1, · · · , fk are cusp
forms, the iterated Eichler integral of f1, · · · , fk is just
1 +
∫ ∞
τ
k∑
i=1
fi(τ) + · · · ,
which is the same as the one defined by Manin [15]. Choose any τ1 ∈ h, we can also
define the iterated Eichler integral for τ ∈ Q as
I(τ, i∞) = I(τ, τ1)I(τ1, i∞).
According to the following proposition in [2], it is independent of the choice of τ1
and thus well-defined.
Proposition 2.5. The iterated Eichler integral satisfies the following properties:
1. d
dτ
I(τ, i∞) = −Ω(τ)I(τ, i∞).
2. For any τ1, τ2 ∈ h, we have I(τ1, i∞) = I(τ1, τ2)I(τ2, i∞).
3. I(τ, i∞) ∈ C〈〈M∨〉〉 is invertible and group-like.
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Actually, there is an explicit way to calculate the coefficients of the iterated Eichler
integral I(τ, i∞) ∈ C〈〈M∨〉〉. For any ω1, · · · , ωn ∈ M(Γ), use the notation of bar
complex, we define a map as
R : [ω1| · · · |ωn] =
n∑
i=0
(−1)n−i[ω1| · · · |ωi]
∃
[ωn
∞| · · · |ωi+1
∞].
In the above formula,
∃
means the shuffle product defined in Proposition 2.2. Then
the coefficient of Aω1 · · ·Aωn in I(τ, i∞) is:
n∑
i=0
(−1)n−i
∫ i∞
τ
R[ω1| · · · |ωi]
∫ τ
0
[ωn
∞| · · · |ωi+1
∞].
Lemma 2.6. For any ω1, · · · , ωn, the map R satisfies
R[ω1| · · · |ωn] =
n∑
i=1
[[ω1| · · · |ωi−1]
∃
[ωn
∞| · · · |ωi+1
∞]|ω1
0].
As a consequence we can calculate the coefficient of Aω1 · · ·Aωn of I(τ, i∞) by general
iterated integrals.
The above lemma is proved in [2], in particular, when n = 1 and n = 2 we have:
Proposition 2.7. For ω1, ω2 ∈M(Γ) and τ ∈ h, the following formulas hold:
1.
∫ −→1 ∞
τ
ω1(τ) =
∫∞
τ
ω1
0(τ)−
∫ τ
0
ω1
∞(τ).
2.
∫ −→1 ∞
τ
ω1(τ1)ω2(τ2) =
∫
τ<τ1<τ2<∞
[ω1(τ1)ω2
0(τ2)− ω2
∞(τ2)ω1
0(τ1)]
−
∫∞
τ
ω1(τ1)
∫ τ
0
ω2
∞(τ2) +
∫
0<τ2<τ1<τ
ω2
∞(τ2)ω1
∞(τ1).
where integral from τ to
−→
1 ∞ means the coefficients in the iterated Eichler integral.
With the help of the map R defined above, we can define and calculate regularized
iterated integrals for general functions.
Definition 2.8. Let ωi(τ), i = 1, · · · , r be holomorphic 1-forms on h satisfying
ωi(τ) = τ
αi−1
∞∑
n=0
an(ωi)q
ndτ, q = e2πiτ ,
where an(ωi) = O(n
Mi) for some Mi > 0 and αi are positive integers. Denote by
ω∞i = a0(ωi)τ
αi−1dτ , the regularized iterated integral of ω1(τ), · · · , ωr(τ) is defined
to be: ∫ i∞
τ
ω1 · · ·ωr =
r∑
i=0
(−1)r−i
∫ i∞
τ
R[ω1| · · · |ωi]
∫ τ
0
[ω∞r | · · · |ω
∞
i+1].
2.2. Holomorphic Multiple Modular Values.
In this subsection, we briefly introduce the holomorphic multiple modular values.
Denote by I(τ, i∞) the iterated Eichler integral as above, Brown [2] proved:
Proposition 2.9. For any γ ∈ Γ, there exists a series Cγ ∈ C〈〈M
∨〉〉 such that
I(τ, i∞) = I(γ(τ), i∞)|γCγ .
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The series Cγ does not depend on the choice of τ , and it satisfies the cocycle relation
Cgh = Cg|hCh, ∀g, h ∈ Γ.
Thus C is a cocycle in Z1(Γ,C〈〈M∨〉〉).
Definition 2.10. Define the ring of holomorphic multiple modular values MMVhol
for Γ to be the Q-algebra generated by the coefficients of Cγ for any γ ∈ Γ.
Remark 2.11. We call the coefficients of Cγ holomorphic because they come from
the iterated integrals of holomorphic functions, and we want to distinct it from the
multiple modular values defined in algebraic way [2]. In this paper we only consider
the holomorphic ones, thus we will call them multiple modular values for short and
write MMV instead of MMVhol in the rest part of this paper.
Since the group Γ is generated by two matrix S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
,
the ringMMV only depends on the coefficients of CS and CT because of the cocycle
properties of C. We can calculate CT directly by
CT = I
∞(−1, 0)
and thus the coefficients of CT belong to Q[2πi]. They can be regarded as periods
of the motivic fundamental group of Gm.
As for CS , take τ = i and γ = S, we have
CS = I(i, i∞)|
−1
S I(i, i∞).
Its coefficients contain lots of information and Brown [2] constructed a set of rational
cocycles to describe its length 1 term. For any f ∈ B, denote by CS(f) the coefficient
of Af in CS. Let c(x) =
1
ex−1
, define a set of rational cocycles e2k ∈ Z
1(Γ;V2k−2) via
the generation sereis:
e0 =
∑
k≥2
2
(2k − 2)!
e02k,
where e0 is the unique cocycle in V∞ defined on Γ by
e0(S) = c(X)c(Y ), e0(T ) =
1
Y
(c(X + Y )− c(X))−
1
12
.
Notice that these e02k satisfy the abelian cocycle relations, and explicitly, for k ≥ 2,
we have:
e02k(S) =
(2k − 2)!
2
k−1∑
i=1
b2i
(2i)!
b2k−2i
(2k − 2i)!
X2i−1Y 2k−2i−1,
e02k(T ) =
(2k − 2)!
2
b2k
(2k)!
(X + Y )2k−1 −X2k−1
Y
.
In length 1, we have the following classical result, the second statement first observed
by Haberland and its proof can be found in [2]:
Theorem 2.12. The following formulas hold for CS :
1. For any cusp form f of weight k,
CS(f) = (2πi)
k−1
∫ i∞
0
f(τ)(X − τY )k−2dτ.
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Thus it is the period polynomial of f .
2. For Hecke normalized Eisenstein series E2k, we have:
CS(E2k) = (2πi)
2k−1e02k(S) +
(2k − 2)!
2
ζ(2k − 1)(X2k−2 − Y 2k−2).
Remark 2.13. This theorem shows the connection between multiple modular values
of length 1 and Riemann zeta values.
As for multiple modular values of length 2, the story becomes much more difficult.
Let a, b ≥ 0 and k ≥ 0, define
I2k2a,2b = ∂
kIm(Ce2a22b + b2a ∪ e
0
2b − e
0
2a ∪ b2b),
where Ce2ae2b is the coefficient of e2ae2b in C, it defines a map from Γ to the space of
homogeneous polynomials of X, Y . The notation Im means the imaginary part, ∪
means the cup product of cocycles and
b2k =
(2k − 2)!
2
ζ(2k − 1)Y 2k−1; e02k = (2πi)
2k−1e02k,
∂k : Q[X1, X2, Y1, Y2]→ Q[X, Y ], ∂
k = πd(∂
k
12),
here
πd : Q[X1, X2, Y1, Y2]→ Q[X, Y ]; (Xi, Yi)→ (X, Y ), i = 1, 2
∂12 =
∂
∂X1
∂
∂Y2
−
∂
∂X2
∂
∂Y1
.
Brown [2] proved the following theorem:
Theorem 2.14. Fix a, b, k as above, let w = 2a + 2b− 2k − 2, the cochain I2k2a,2b is
a cocycle, it means I2k2a,2b ∈ Z
1(Γ, V2a+2b−2k−4), and we have
I2k2a,2b(S) ≡
∑
{g}
(2πi)kΛ(g, w + k)P ǫg (X, Y ) (mod δ
0(Vw−2 ⊗ C)S),
where the sum ranges over a basis of Hecke normalised cusp eigenforms of weight
w, P εg ∈ Pw−2 ⊗ Kg are Hecke-invariance period polynomials, ε ∈ {+,−} denotes
the conjugate-invariance if k is odd and conjugate-anti-invariant if k is even, and
Kg is the field generated by the Fourier coefficients of g.
This theorem tells us that multiple modular values include special values of L-
functions with respect to cusp forms for SL2(Z), and these L-functions occur out-
side the coboundary term of I2k2a,2b(S), in where we will find multiple Eisenstein
L-functions as showed in Section 5.
3. Iterated Eisenstein τ-integrals and Multiple Eisenstein L-series
In this section, we give the definition of iterated Eisenstein τ -integrals, multiple
Eisenstein L-series and study their fundamental properties.
For integers r ≥ 0, k1, · · · , kr ≥ 2 and α1, · · · , αr ≥ 1, define the iterated Eisen-
stein τ -integral as
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
=
∫
τ<τ1<···<τn<i∞
E02k1(τ1)τ
α1−1
1 · · ·E
0
2kr(τr)τ
αr−1
r dτr · · · dτ1.
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Since αi ≥ 1 and E
0
2k(τ) is holomorphic on h∪ i∞∪Q, this iterated integral is well
defined. When r = 0 we let the integral equal to 1.
Remark 3.1. Lochak, Matthes and Schneps [17] studied regularized iterated integrals
of Eisenstein series, in where the Eisnestein series of weight 0, i.e. E0(τ) = −1, is
also considered. In that case we can see that the iterated Eisenstein τ -integrals can
be written as a Q-linear combination of regularized iterated integrals of Eisenstein
series. We will explain the difference in Section 4 if we do not consider E0(τ), which
is the case in our paper.
Definition 3.2. Define IEIτ to be the Q-vector space as
IEIτ = 〈Int(E
0
2k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ); ki ≥ 2, αi ≥ 1, r ≥ 0〉.
There are length, upper weight and lower weight filtrations on it:
Ln(IEIτ ) = 〈Int(E
0
2k1
, · · · , E02kr ;α1, · · · , αr)(τ) ∈ IEI(τ); r ≤ n〉,
Mn(IEIτ ) = 〈Int(E
0
2k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈ IEI(τ);
n∑
i=1
ki ≤ n〉,
W n(IEIτ ) = 〈Int(E
0
2k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈ IEI(τ);
n∑
i=1
αi ≤ n〉.
There is a natural operator ∂
∂τ
= (2πi)q ∂
∂q
acting on iterated Eisenstein τ -integrals,
it is obvious to see
∂
∂τ
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
= −E02k1(τ)τ
α1−1Int(E02k2 , · · · , E
0
2kr ;α2, · · · , αr)(τ),
where Int(E02k2 , · · · , E
0
2kr
;α2, · · · , αr)(τ) is assumed to be 1 when r = 1. Because of
the shuffle product among iterated integrals, IEIτ is a Q-algebras.
It is convenient to write FilL,M,Wl,j,k (IEIτ ) = L
l ∩M j ∩W k(IEIτ ), and denote by
grLn(IEIτ ) = L
n(IEIτ )/L
n−1(IEIτ ).
Similarly there are gradings of the upper and lower weight filtrations. We will see
in the next section that
∂
∂τ
F ilL,M,Wl,j,k (IEIτ ) ⊆ Fil
L,W
l,j,k−1(IEIτ ).
Also we will see in the next section that it is well-defined after analytic extension
when we take τ = 0 in the iterated Eisenstein τ -integrals. In this case denote by
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr) = Int(E
0
2k1
, · · · , E02kr ;α1, · · · , αr)(0).
We call it an iterated Eisenstein integral and denote by IEI the Q-vector space
spanned by all of them.
Remark 3.3. Notice that our definition of iterated Eisenstein integrals is different
form the one in [17], in where it is the regularized iterated integrals of Eisenstein
series.
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Next, we define multiple Eisenstein L-series. For τ ∈ h, and integers r ≥ 0,
k1, · · · , kr ≥ 2, α1, · · · , αr ≥ 1 and t ≥ 0, define the multiple Eisenstein L-series by
L(0)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
= (2πi)−α1−···−αr
∑
n1,··· ,nr>0
σ2k1−1(n1)σ2k2−1(n2) · · ·σ2kr−1(nr)
(n1 + · · ·+ nr)α1(n2 + · · ·+ nr)α2 · · ·nαrr
e2πi(n1+···+nr)τ ,
L(t)(E02k1, · · · , E
0
2kr ;α1, · · · , αr)(τ) = τ
tL(0)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ),
when r = 0 let it equal to 1. Since Im(τ) > 0 and αi ≥ 1, this series is convergent
and thus a well-defined function of τ ∈ h. Besides, it is an element in the ring
Q(2πi)[[e2πiτ ]][τ ], sometimes we may also regard it as a function of q = e2πiτ with
τ = log(q)
2πi
.
The natural operator ∂
∂τ
= (2πi)q ∂
∂q
also acts on the multiple Eisenstein L-series
L(t)(E02k1, · · · , E
0
2kr
;α1, · · · , αr)(τ) as
∂
∂τ
L(t)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
= tL(t−1)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) + L
(t)(E02k1 , · · · , E
0
2kr ;α1 − 1, · · · , αr)(τ),
here it is assumed that α1 ≥ 2, and L
(t−1)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) = 0 when
t = 0.
Definition 3.4. Denote by MELτ the Q-vector space
MELτ = 〈L
(t)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ); ki ≥ 2, αi ≥ 1, r ≥ 0, t ≥ 0〉.
There are length, upper weight and lower weight filtrations on it:
Ln(MELτ) = 〈L
(t)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈MELτ ; r ≤ n〉,
Mn(MELτ) = 〈L
(t)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈MELτ ;
r∑
i=1
ki ≤ n〉,
W n(MELτ) = 〈L
(t)(E02k1, · · · , E
0
2kr ;α1, · · · , αr)(τ)∈ MELτ ; t+
r∑
i=1
αi ≤ n〉.
By the calculation above we have:
∂
∂z
F ilL,M,Wl,j,k (IEIτ ) ⊆ Fil
L,M,W
l,j,k−1 (IEIτ ).
There is an easy example of the relations among multiple Eisenstein L-series of
length 2. For any positive integers i, j ≥ 1, i + j = k and m,n ≥ 1, the following
formula is well-known and will be used again in Section 4:
1
minj
=
∑
r+s=k
(
r−1
i−1
)
(m+ n)rns
+
(
r−1
j−1
)
(m+ n)rms
.
Notice that
L(0)(E02k1 , E
0
2k2 ;α1, α2)(τ) = (2πi)
−α1−α2
∑
n1,n2>0
σ2k1−1(n1)σ2k2−1(n2)
(n1 + n2)α1n
α2
2
qn1+n2 ,
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L(0)(E02k2 , E
0
2k1
;α1, α2)(τ) = (2πi)
−α1−α2
∑
n1,n2>0
σ2k1−1(n1)σ2k2−1(n2)
(n1 + n2)α1n
α2
1
qn1+n2 .
Thus for any positive integers i, j and i + j = k we have the following obvious
relation in L2(MELτ):
∑
α1+α2=k
(
α1 − 1
i− 1
)
L(0)(E02k1 , E
0
2k2 ;α1, α2)(τ) +
(
α1 − 1
j − 1
)
L(0)(E02k2 , E
0
2k1 ;α1, α2)(τ)
= L(0)(E02k1 ; i)(τ)L
(0)(E02k2 ; j)(τ).
This is an explicit example of Theorem 4.4 in the next section.
In the vector space MELτ , we ask Im(τ) > 0. If we take τ = 0 and t > 0, it
is obvious to see this series equals to 0. The interesting case is τ = 0 and t = 0,
thanks to the work of Matsumoto and Tanigaw [16], in this case it is well-defined
after analytic extension. Denote by
L(E02k1 , · · · , E
0
2kr ;α1, · · · , αr) = L
(0)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(0),
which we call a multiple Eisenstein L-function, it is the multiple Hecke L-function
with respect to Eisenstein series, and denote by MEL the Q-vector space spanned
by all multiple Eisenstein L-functions.
Similar to multiple zeta values, we want to use iterated Eisenstein τ -integrals
to express and study multiple Eisenstein L-series. This is what we do in the next
section.
4. Main Properties of MELτ and IEIτ
In this section we consider the relations between the vector spaces MELτ and
IEIτ , we will see MELτ is a Q-algebra. Also we will talk about the relations be-
tween iterated Eisenstein τ -integrals and regularized iterated integrals with respect
to Eisenstein series. Finally we show the linear independence property of them.
4.1. Relations between MELτ and IEIτ .
First we talk about the relations between MELτ and IEIτ . The proposition
below is actually a result of Manin [14]. Since our notations here are not the same as
Manin’s, the expression of the result is a little different and we give a new statement
and proof here.
Proposition 4.1. For any integers r ≥ 1, k1, · · · , kr ≥ 2 and α1, · · · , αr ≥ 1, the
following formula holds:
Int(E02k1 , · · · , E
0
2kr
;α1, · · · , αr)(τ)
=
αr∑
ir=1
αr−1+αr−ir∑
ir−1=1
· · ·
α1+···+αr−i2−···−ir∑
i1=1
αr !
(αr−ir+1)!
· · · (α1+···+αr−i2−···−ir)!
(α1+···+αr−i1−···−ir+1)!
(−1)i1+···+irL(α1+···+αr−i1−···−ir)(E02k1 , · · · , E
0
2kr
; i1, · · · , ir)(τ).
Proof: We prove the proposition by induction. Denote by
(1 + ∂u)
−1 =
∞∑
n=0
(−1)n∂nu .
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Notice that for any a, b ∈ C and positive integer α,
∫ b
a
euuαdu = eu(1 + ∂u)
−1uα|ba.
Thus when r = 1, we have:
Int(E02k1 ;α1)(τ) =
∑
n>0
σ2k1−1(n)(2πin)
−α1
∫ i∞
2πinτ
euuα1−1du
=
∑
n>0
σ2k1−1(n)(2πin)
−α1 [eu(1 + ∂u)
−1uα1−1]|i∞2πinτ
=
α1∑
i=1
α1!
(α1−i+1)!
(−1)iL(α1−i)(E02k1 ; i)(τ).
Now we assume the proposition holds for r − 1, for r we have:
Int(E02k1 , · · · , E
0
2kr
;α1, · · · , αr)(τ)
=
∫
τ<τ1<···<τr<i∞
E02k1(τ1)τ
α1−1
1 · · ·E
0
2kr(τr)τ
αr−1
r dτr · · · dτ1
=
∫ i∞
τ
E02k1(τ1)τ
α1−1
1 [
∫ i∞
τ1
E02k1(τ1)τ
α1−1
1 · · ·E
0
2kr(τr)τ
αr−1
r dτr · · · dτ2]dτ1.
By reduction we have:
Int(E02k1 , · · · , E
0
2kr
;α1, · · · , αr)(τ)
=
αr∑
ir=1
αr−1+αr−ir∑
ir−1=1
· · ·
α2+···+αr−i3−···−ir∑
i2=1
αr !
(αr−ir+1)!
· · · (α2+···+αr−i3−···−ir)!
(α2+···+αr−i2−···−ir+1)!
(−1)i2+···+ir
∫ i∞
τ
E02k1(τ1)τ
α1−1
1 L
(α2+···+αr−i2−···−ir)(E02k2 , · · · , E
0
2kr
; i2, · · · , ir)(τ1)dτ1
=
αr∑
ir=1
αr−1+αr−ir∑
ir−1=1
· · ·
α2+···+αr−i3−···−ir∑
i2=1
αr !
(αr−ir+1)!
· · · (α2+···+αr−i3−···−ir)!
(α2+···+αr−i2−···−ir+1)!
(−1)i2+···+ir
∫ i∞
τ
∑
n1>0
σ2k1−1(n1)e
2πin1τ1τα1−11 τ
α2+···+αr−i2−···−ir
1
×
∑
n2,··· ,nr>0
σ2k2−1(n2)···σ2kr−1(nr)
(n2+···+nr)i2 ···n
ir
r
e2πi(n2+···+nr)τ1dτ1
=
αr∑
ir=1
αr−1+αr−ir∑
ir−1=1
· · ·
α1+···+αr−i2−···−ir∑
i1=1
αr !
(αr−ir+1)!
· · · (α1+···+αr−i2−···−ir)!
(α1+···+αr−i1−···−ir+1)!
(−1)i1+···+irL(α1+···+αr−i1−···−ir)(E02k1 , · · · , E
0
2kr
; i1, · · · , ir)(τ).
This completes our proof. ✷
Proposition 4.1 implies that we can express any iterated Eisenstein τ -integral as
a Q-linear combination of multiple Eisenstein L-series, thus as Q-vector spaces we
have IEIτ ⊆MELτ . The following lemma is from [5]:
Lemma 4.2. For integers k1, · · · , kr ≥ 2, α1, · · · , αr ≥ 1 we have:
(−1)α1+···+αr(α1 − 1)! · · · (αr − 1)!L
(0)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)
=
∫
τ<z1<···<zr<i∞
E02k1(z1)(z1 − τ)
α1−1 · · ·E02kr(zr)(zr − zr−1)
αr−1dzr · · · dz1.
Proof: We will also prove it by induction on r. When r = 1, we have∫ i∞
τ
E02k1(z)(z − τ)
α1−1dz
=
∑
n>0
σ2k1−1(n)(2πin)
−α1
∫ i∞
0
eu+2πinτuα1−1du
=
∑
n>0
σ2k1−1(n)(2πin)
−α1(−1)α1 [eu+2πinτ (1 + ∂u)
−1uα1−1]|i∞0
= (−1)α1(α1 − 1)!L
(0)(E02k1 ;α1)(τ).
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Thus the formula holds for r = 1. Now assume that this lemma holds for r < n.
Let r = n and α1 = 1, we have
∂
∂τ
∫
τ<z1<···<zr<i∞
E02k1(z1)(z1 − τ)
α1−1 · · ·E02kr(zr)(zr − zr−1)
αr−1dzr · · ·dz1
= −E02k1(τ)
∫
τ<z2<···<zr<i∞
E02k2(z2)(z2 − τ)
α2−1 · · ·E02kr(zr)(zr − zr−1)
αr−1dzr · · · dz2
= −E02k1(τ)(−1)
α2+···+αr(α2 − 1)! · · · (αr − 1)!L
(0)(E02k2 , · · · , E
0
2kr ;α2, · · · , αr)(τ)
= (−1)α1+···+αr(α1 − 1)! · · · (αr − 1)!
∂
∂τ
L(0)(E02k1 , · · · , E
0
2kr
;α1, · · · , αr).
Thus their difference is just a constant, let τ → i∞ we can see this constant is 0
and the lemma holds for r = n, α1 = 1. Now assume that the formula holds for
α1 − 1. In the case of α1, by induction we have:
∂
∂τ
(α1) ∫
τ<z1<···<zr<i∞
E02k1(z1)(z1 − τ)
α1−1 · · ·E02kr(zr)(zr − zr−1)
αr−1dzr · · · dz1
= (−1)α1(α1 − 1)!E
0
2k1
(τ)∫
τ<z2<···<zr<i∞
E02k2(z2)(z2 − τ)
α2−1 · · ·E02kr(zr)(zr − zr−1)
αr−1dzr · · · dz2
= (−1)α1+···+αr(α1 − 1)! · · · (αr − 1)!L
(0)(E02k1 , · · · , E
0
2kr
;α1, · · · , αr).
Similar as above, take τ → 0 we immediately have∫
τ<z1<···<zr<i∞
E02k1(z1)(z1 − τ)
α1−1 · · ·E02kr(zr)(zr − zr−1)
αr−1dzr · · · dz1
= (−1)α1+···+αr(α1 − 1)! · · · (αr − 1)!L
(0)(E02k1 , · · · , E
0
2kr ;α1, · · · , αr).
Thus the lemma holds. ✷
As a consequence of the above lemma, by binomial decomposition and direct
calculation the following proposition holds:
Proposition 4.3. For integers k1, · · · , kr ≥ 2, α1, · · · , αr ≥ 1 and t ≥ 0, we have
L(t)(E02k1 , · · · , E
0
2kr
;α1, · · · , αr)(τ)
= (−1)
α1+···+αr
(α1−1)!···(αr−1)!
α1−1∑
i1=0
· · ·
αr−1∑
ir=0
(
α1−1
i1
)
· · ·
(
αr−1
i1
)
τ t+i1Int(E02k1 , · · · , E
0
2kr
;α1 − i1 + i2, · · · , αr − ir + ir+1)(τ)
where ir+1 = 0 in the above equation.
If we give the length, upper weight and lower weight filtrations on IEIτ [τ ] as
Ln(IEIτ [τ ]) = 〈τ
tInt(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈ IEIτ [τ ]; r ≤ n〉,
M j(IEIτ [τ ]) = 〈τ
tInt(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈ IEIτ [τ ];
r∑
i=1
ki ≤ j〉,
W k(IEIτ [τ ]) = 〈τ
tInt(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ) ∈ IEIτ [τ ]; t +
r∑
i=1
αi ≤ k〉.
Then combine the above two Propositions, we have the following theorem:
Theorem 4.4. The vector space MELτ is a Q-algebra under the normal series
product, and there is an algebra equation:
MELτ = IEI(τ)[τ ].
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This equation is compatible with the filtration on MELτ and IEIτ [τ ] and further-
more we have:
FilL,M,Wl1,j1,k1 (MELτ) · Fil
L,M,W
l2,j2,k2
(MELτ) ⊆ Fil
L,M,W
l1+l2,j2+j2,k1+k2
(MELτ).
Proof: As pointed above, IEIτ and furthermore IEIτ [τ ] are Q-algebras. By Propo-
sition 4.1 we can express any element in IEIτ [τ ] as a Q-linear combination of multi-
ple Eisenstein L-series, and the expression is compatible with the filtration of them.
By Proposition 4.3 the converse statement also holds. Thus MELτ is the same
Q-algebra as IEIτ [τ ]. The last statement holds since the shuffle product of iterated
integrals is compatible with all the filtrations. ✷
Corollary 4.1. The natural operator ∂
∂τ
satisfies
∂
∂τ
F ilL,M,Wl,j,k (IEIτ ) ⊆ Fil
L,W
l,j,k−1(IEIτ ).
Corollary 4.2. For integers ki ≥ 2, αi ≥ 1 and i = 1, · · · , r, the iterated Eisenstein
integral
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr) = Int(E
0
2k1
, · · · , E02kr ;α1, · · · , αr)(0)
is well-defined after analytic extension.
Next we consider the following Q-subspace of MELτ :
MEL0τ = 〈L
(0)(E2k1 , · · · , E2kr ;α1, · · · , αr)(τ)〉.
We give a sketch proof thatMEL0τ is a subalgebra ofMELτ , and thus give another
way to prove thatMELτ is a Q-algebra sinceMELτ =MEL
0
τ [τ ]. The fundamental
tool is the formula again:
1
minj
=
∑
r+s=k
(
r−1
i−1
)
(m+ n)rns
+
(
r−1
j−1
)
(m+ n)rms
,
where m,n ≥ 1, i, j ≥ 1 are positive integers and i + j = k. Thus for any positive
integers n1, · · · , nr+s and α1, · · · , αr+s, we can express
1
(n1 + · · ·+ nr)α1 · · ·nαrr
·
1
(nr+1 + · · ·+ nr+s)αr+1 · · ·n
αs
r+s
as a Q-linear combination of
∑
nj1 ,··· ,njr+s>0
1
(nj1 + · · ·+ njr+s)
k1 · · ·n
kr+s
jr+s
,
where k1 + · · ·+ kr+s = α1 + · · ·+ αr+s and {j1, · · · , jr+s} is a permutation of the
set {1, · · · , r + s}. Besides there are totally N factors in the linear combination,
N = |(r, s) ∃ | is the rank of the set (r, s) ∃ . Thus the following result holds:
Proposition 4.5. The vector space MEL0τ is Q-algebra under the normal product,
and thus a subalgebra of MELτ .
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Remark 4.6. The detailed calculation of the proof can be found in Lemma 1.24 and
Lemma 1.25 in [10]. The argument there is for multiple zeta values but still works
well in our condition.
At the last part of this subsection, we talk about the relations between the two
algebras generated by iterated Eisenstein τ -series and regularized iterated integrals
of Eisenstein series respectively.
Take ωi(τ) = E2ki(τ)τ
αi−1dτ , i = 1, · · · , r, denote by E(2k1, · · · , 2kr;α1, · · · , αr)
the regularized iterated integral associated to ω1(τ), · · · , ωr(τ) defined in Section 2,
when r = 0 we let it equal to 1. Consider the following Q-vector space:
EEIτ = 〈E(2k1, · · · , 2kr;α1, · · · , αr); ki ≥ 2, αi ≥ 1, r ≥ 0〉.
The following lemma shows that the spaces IEIτ and EEIτ only differ from powers
of τ . The advantage of considering IEIτ is that its elements are much easier to
calculate than the ones in EEIτ .
Lemma 4.7. The vector space EEIτ is a Q-algebra and we have:
EEIτ ⊆ IEIτ [τ ] ⊆ EEIτ(τ).
Proof: Because of the shuffle relations of regularized iterated integrals showed in
Section 2, EEIτ is a Q-algebra. Notice that E2k(τ) = E
0
2k(τ) + E
∞
2k(τ), E
∞
2k(τ)
is a constant and
∫ b
a
E∞2k(τ)τ
α−1dτ = E∞2k(τ)
bα−aα
α
, by Lemma 2.6, any regularized
iterated integral from τ to i∞ with respect to Eisenstein series can be written as a
product of a power of τ and a linear combination of iterated Eisenstein τ -series.
Conversely, by the same reason any iterated Eisenstein τ -integral can be written
as a linear combination of the integrals
∫ i∞
τ
R[ω1| · · · |ωr],
where R is the map defined in Section 2 and ωi = E2ki(τ)τ
αi−1dτ are differential
forms for integers ki ≥ 2, αi ≥ 1. By the definition of regularized iterated integrals,
we have IEIτ [τ ] ⊆ EEIτ (τ). Thus the lemma holds. ✷
4.2. Reduction to τ = 0.
By the above discussion, now we consider the reduced Q-vector space MEL and
IEI, there are reduced filtrations on them. We have:
Corollary 4.3. The vector space MEL and IEI are Q-algebras, we have MEL =
IEI and this algebra equation is compatible with the filtrations on it. Furthermore
we have:
FilL,M,Wl1,j1,k1 (MEL) · Fil
L,M,W
l2,j2,k2
(MEL) ⊆ FilL,M,Wl1+l2,j2+j2,k1+k2(MEL).
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Proof: The fist statement is obvious. Let τ = 0, t = 0 in Proposition 4.1 and
Proposition 4.3, we have:
Int(E02k1 , · · · , E
0
2kr
;α1, · · · , αr)
=
αr∑
in=1
αr−1+αr−ir∑
ir−1=1
· · ·
α1+···+αr−i3−···−ir∑
i2=1
∑
i1+···+ir=α1+···+αr
αr !
(αr−ir+1)!
· · · (α1+···+αr−i2−···−ir)!
(α1+···+αr−i1−···−ir+1)!
(−1)i1+···+irL(E02k1 , · · · , E
0
2kr
; i1, · · · , ir)
and
L(E02k1 , · · · , E
0
2kr
;α1, · · · , αr)
= 1
(α1−1)!···(αr−1)!
α2−1∑
i2=0
· · ·
αr−1∑
ir=0
(
α1−1
i1
)
· · ·
(
αr−1
i1
)
Int(E02k1 , · · · , E
0
2kr
;α1 − i1 + i2, · · · , αr − ir + ir+1).
Thus the proposition holds. ✷
Remark 4.8. The corollary is compatible with the work of Choie and Ihara [5].
The following lemma follows from the modular property of Eisenstein series:
Lemma 4.9. For any τ ∈ h and integer r ≥ 2, ki ≥ 2 and 1 ≤ αi ≤ 2ki − 1 for
i = 1, · · · , r, we have:
Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(τ)+(−1)
rInt(E02kr , · · · , E
0
2k1
; 2kr−αr, · · · , 2k1−α1)(−
1
τ
)
= Int(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)(0),
where Int means the natural image of the iterated Eisenstein τ -integral in grLr (IEIτ ).
Proof: Notice that E2k(τ) = E
0
2k(τ)+E
∞
2k(τ) and E
∞
2k(τ) is a constant, the iterated
integral satisfies∫ i∞
τ
Eǫ12k1(τ1)τ
α1−1
1 · · ·E
ǫr
2kr
(τr)τ
αr−1
r dτr · · · dτ1 ∈ L
n(IEIτ ),
where ǫi ∈ {0,∞}, ǫr = 0 and n equals to the total occurrence of ǫ0 among ǫi. Thus∫ i∞
τ
E02k1(τ1)τ
α1−1
1 · · ·E
0
2kr(τr)τ
αr−1
r dτr · · · dτ1
=
∫ i∞
τ
E2k1(τ1)τ
α1−1
1 · · ·E2kr(τr)τ
αr−1
r dτr · · ·dτ1 + LLT,
where LLT is a term in IEIτ of length less than r. By the modular property of
Eisenstein series and Proposition 2.2, we have∫ i∞
τ
E2kr(τr)τ
2kr−αr−1
r · · ·E2k1(τ1)τ
2k1−α1−1
1 dτ1 · · · dτr
= (−1)r
∫ − 1
τ
0
E2k1(τ1)τ
α1−1
1 · · ·E2kr(τr)τ
αr−1
r dτr · · · dτ1 + LLT
′
,
where LLT
′
is also a term in IEIτ of length less than r. Thus our lemma holds. ✷
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Finally, we need to point out that most definitions and results in the above part
of this paper hold not only for Eisenstein series. When we take the following fi(τ)
instead of Eisenstein series, these results still hold. Here the fi(τ) are holomorphic
functions on h, there exists Mi > 0 such that
fi(τ) =
∑
n>0
an(fi)q
n, an(fi) = O(n
Mi),
and we may write f 0i (τ) = fi(τ)−a0(fi), f
∞
i = a0(fi) instead of E
0
2k, E
∞
2k respectively.
Obviously, results coming from the modular property do not hold any more if we
take these general fi(τ) instead of the Eisenstein series.
4.3. Linear independence.
In this subsection, we consider the linear independence of elements in IEIτ as
complex functions of τ , this is a generalisation of Theorem 2.8 in [13]. Our main
tool is also the following theorem in [7]:
Theorem 4.10. Let (A, d) be a differential algebra over a field k of characteristic
0, ker(d) = k. Assume B is a subfield of A such that dB ⊆ B, and X is any set with
associated free monoid X∗. Suppose that S ∈ A〈〈X〉〉 is a solution to the differential
equation
dS =M · S,
where M =
∑
x∈X exx ∈ B〈〈X〉〉 is a homogeneous series of degree 1, and the
coefficient of the empty word in the series S is equal to 1. Then the following
statements are equivalent:
1. The family of coefficients {Sω}ω∈X∗ of S is linearly independent over B, where
Sω is the coefficient of the word ω in S.
2. The family {ex}x∈X is linearly independent over k, and
dB ∩ Spank{ex; x ∈ X} = {0}.
In order to simplify our expression, we may regard E02k(τ)τ
α−1 as both functions
of τ and q = e2πiτ .
Theorem 4.11. The set of iterated Eisensten τ -integrals
{Int(E2k1 , · · · , E2kr ;α1, · · · , αr)(τ) ∈ IEIτ , ki ≥ 2, αi ≥ 1, r ≥ 0}
are Frac(Z[[e2πiτ ]][τ ])-linear independent functions of τ .
Proof: We take
k = Q, A = k[τ ]((e2πiτ )), d =
∂
∂τ
, B = Frac(Z[[e2πiτ ]][τ ])
and
X = {x2k,α}k>1,α>0, ex2k,α = −E
0
2k(τ)τ
α−1, M =
∑
x2k,α∈X
ex2k,αx2k,α.
It is obvious to see these assumptions satisfy our requirement in Theorem 4.10. In
order to prove our theorem we need to show that {e2k,α}k>1,α>0 is a set of linear
independent elements and dB ∩ Spank{ex; x ∈ X} = {0}.
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It is well-known that the set of Hecke normalized Eisenstein series {E2k(τ)}, and
furthermore {E02k(τ)} are Q-linear independent. Assume that
a1E
0
2k1(τ)τ
α1−1 + · · ·+ anE
0
2kn(τ)τ
αn−1 = 0, αi ∈ Q
where at least one of αi > 1, then we have
a1E2k1(τ)τ
α1−1 + · · ·+ anE2kn(τ)τ
αn−1 = a1E
∞
2k1
(τ)τα1−1 + · · ·+ anE
∞
2kn(τ)τ
αn−1
take τ = − 1
τ
, by the modular property of Eisenstein series, we have:
n∑
i=1
(−1)αi−1aiE2ki(τ)τ
2ki−αi+1 =
n∑
i=1
(−1)αi−1aiE
∞
2ki
(τ)τ−αi+1.
We may assume that α1 is the biggest one among {αi}, multiply τ
α1−2 on both
sides of the above equation, if a1 6= 0, then the left-hand side function becomes
a holomorphic function but the right-hand side one is not. Thus we must have
a1 = 0. By induction, we have all these ai = 0, thus {e2k,α}k>1,α>0 is a set of linear
independent elements.
Now we use the parameter q instead of τ to prove the second statement. Assume
that
∑r
i=1 aiE
0
2ki
(q)( log(q)
2πi
)αi−1 ∈ dB. We may furthermore assume ai ∈ Z, if there
is a series f ∈ B such that
df =
r∑
i=1
aiE
0
2ki
(q)(
log(q)
2πi
)αi−1 ∈ dB.
According to our assumption, there exists an positive integer m ∈ Z such that
f ∈ Z[m−1]((q, log(q))). It means
r∑
i=1
ai
∫ 0
q
E02ki(q)(
log(q)
2πi
)αi−1
dq
q
∈ Z[m−1]((q, log(q))).
On the other hand, we have ∫ 0
q
E02k(q)(
log(q)
2πi
)αi−1
dq
q
= (2πi)−αi+1
∑
n>0
σ2k−1(n)
α∑
j=1
(−1)j
(α− 1) · · · (α− j + 2)
nj
qnlog(q)α−j,
when j = 1, let (α − 1) · · · (α − j + 2) = 1 in the above formula. Denote by
G
(α)
2k =
∫ 0
q
E02k(q)(
log(q)
2πi
)αi−1 dq
q
, we may further assume α1 = · · · = αr = α since the
power of log(q) in G
(αi)
2ki
is no more than αi and q is Q(2πi)-algebraic independent of
log(q). In this case, for any prime p, consider the coefficient of qp( log(q)
2πi
)α−1 in G
(α)
2k ,
we have
σ2k−1(p)
p
=
p2k−1 + 1
p
≡
1
p
mod(Z)
Thus for any prime p, 1
p
∑r
i=1 ai ∈ Z[m
−1], which means
∑r
i=1 ai = 0.
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There is no doubt to assume k1 is the smallest number among {2ki; i = 1, · · · , r}
and a1 6= 0. Consider the coefficient of q
p2k1 ( log(q)
2πi
)α−1 in G
(α)
2k , we have
σ2k−1(p
2k1)
p2k−1
=
1
p2k−1
2k1∑
j=0
pj(2k−1) ≡ {
1
p2k1
mod(Z)
1
p2k1
+ 1
p
mod(Z)
Thus a1
p
+ 1
p2k1
∑r
i=1 ai ∈ Z[m
−1]. Since
∑r
i=1 ai = 0, we have
a1
p
∈ Z[m−1] for any
prime p. This is impossible unless a1 = 0, which is a contradiction. ✷
As a direct consequence, we have:
Corollary 4.4. The set of elements
{Int(E2k1 , · · · , E2kr ;α1, · · · , αr)(τ) ∈ IEIτ , ki ≥ 2, αi ≥ 1, r ≥ 0}
are C-linear independent functions of τ .
Combining with Theorem 4.4, we have the algebra equation MELτ = IEIτ [τ ],
comparing the length and weight filtration gradings between them, similar results
also hold for elements in MELτ . Precisely we have:
Corollary 4.5. The set of elements
{L(t)(E2k1 , · · · , E2kr ;α1, · · · , αr)(τ) ∈MELτ , ki ≥ 2, αi ≥ 1, t ≥ 0, r ≥ 0}
are Frac(Z[[e2πiτ ]][τ ]), and furthermore C-linear independent functions of τ .
By the definition of the Q-vector spaces MELτ and IEIτ , we have:
Corollary 4.6. The following statements hold:
1. The set of elements
{Int(E2k1 , · · · , E2kr ;α1, · · · , αr)(τ) ∈ IEIτ , ki ≥ 2, αi ≥ 1, r ≥ 0}
form a basis of the Q-vector space IEIτ .
2. The set of elements
{L(t)(E2k1 , · · · , E2kr ;α1, · · · , αr)(τ) ∈MELτ , ki ≥ 2, αi ≥ 1, t ≥ 0, r ≥ 0}
form a basis of the Q-vector space MELτ .
5. Double Modular Values and Double Eisenstein L-functions
In this section, we calculate two kinds of differences between two double modular
values, i.e. multiple modular values of length 2. The first difference we will calculate
shows us the connection between double modular values and double Eisenstein L-
functions, and the second one shows a kind of symmetry property of double modular
values.
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5.1. Notations.
First, let us do some preparatory work. For i = 1, · · · , r and positive integers
k1, · · · , kr ≥ 2, 1 ≤ αi ≤ 2ki − 1, consider the polynomial with 2r variables
X2k1−α1−11 Y
α1−1
1 · · ·X
2kr−αr−1
r Y
αr−1
r
which we write by P (X, Y ) for convenience. Denote by
S(2k1, · · · , 2kr;α1, · · · , αr)
the coefficient of P (X, Y ) ⊗ E2k1 · · ·E2kr in CS , where C is the canonical cocycle
defined in Section 2, and by
I(2k1, · · · , 2kr;α1, · · · , αr)
the coefficient of P (X, Y )⊗E2k1 · · ·E2kr in the iterated Eichler integral I(i; i∞).
For any functions f1, · · · , fr and integers α1, · · · , αr, denote by:
T (f1, · · · , fr;α1, · · · , αr) =
∫
0<τ1<···<τr<i
f1(τ1)τ
α1
1 · · ·fr(τr)τ
αr
r
dτr
τr
· · ·
dτ1
τ1
,
R(f1, · · · , fr;α1, · · · , αr) =
∫
i<τ1<···<τr<i∞
f1(τ1)τ
α1
1 · · · fr(τr)τ
αr
r
dτr
τr
· · ·
dτ1
τ1
,
if they are well-defined. Besides, we will use a nonstandard notation as
T (f ; [
α
β
]) =
∫ i
0
f(τ)(τα − τβ)
and similarly for R and the cases of r > 1 to simplify the expressions of formulas in
this section.
Most of our calculations in this section are formal, they are well-defined since the
iterated Eichler integral, canonical cocycle C and multiple Eisenstein L-functions are
well-defined after analytic extension.
By the definition of the multiple modular values, for any γ ∈ Γ and τ ∈ h,
I(τ ; i∞) = I(γ(τ); i∞)|γCγ ,
where Cγ is independent of the choice of τ . In particular, take γ = S and τ = i, we
have
I(i; i∞) = I(i; i∞)|γCS .
It follows that
S(2k;α) = I(2k;α)− (−1)α−1I(2k; 2k − α),
S(2k1, 2k2;α1, α2) = I(2k1, 2k2;α1, α2)− (−1)
α1+α1−2I(2k1, 2k2; 2k1 − α1, 2k2 − α2)
−(−1)α1−1I(2k1; 2k1 − α1)S(2k2;α2).
According to Proposition 2.7, we have:
I(2k;α) = (−1)α(2πi)2k−1
(
2k − 2
α− 1
)
[R(E02k;α)− T (E
∞
2k ;α)]
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and
I(2k1, 2k2;α1, α2) = (−1)
α1+α1(2πi)2k1+2k2−2
(
2k1−2
α1−1
)(
2k2−2
α2−1
)
[R(E02k1 , E
0
2k2
;α1, α2)
+R(E∞2k1 , E
0
2k2
;α1, α2)− R(E
∞
2k2
, E02k1;α2, α1)
−R(E02k1 ;α1)T (E
∞
2k2
;α2) + T (E
∞
2k2
, E∞2k1 ;α2, α1)].
Lemma 5.1. With notations as above, after analytic extension we have:
R(E02k;α) = (−1)
α[T (E02k; 2k − α) + T (E
∞
2k ; 2k − α)] + T (E
∞
2k ;α)
and
R(E∞2k1 , E
0
2k2
;α1, α2)
= (−1)α1+α2 [T (E02k2, E
∞
2k1 ; 2k2 − α2;−α1) + T (E
∞
2k2, E
∞
2k1 ; 2k2 − α2;−α1)]
+T (E∞2k2 , E
∞
2k1;−α2;−α1).
Proof: We have:
R(E02k) =
∫ i∞
i
(E2k(τ)− E
∞
2k(τ)− E
∞
2k(τ)τ
−2k + E∞2k(τ)τ
−2k)τα
dτ
τ
.
Let τ = − 1
τ
, using the modular property of the Eisenstein series and results in
the first part, we have
R(E02k) = −(−1)
α−1[
∫ i
0
(E2k(τ)− E
∞
2k(τ))τ
2k−α dτ
τ
+
∫ i
0
E∞2k(τ)(τ
2k−α − τ−α)dτ
τ
]
= (−1)α[T (E02k; 2k − α) + T (E
∞
2k ; 2k − α)− T (E
∞
2k ;−α)]
= (−1)α[T (E02k; 2k − α) + T (E
∞
2k ; 2k − α)] + T (E
∞
2k ;α).
Similarly the second formula holds. ✷
This lemma is a clearer expression of Lemma 2.6 in the case of τ = i and r = 2.
5.2. The first difference.
In this subsection we will calculate the following difference of two double modular
values
S(2k1, 2k2;α1, α2)− S(2k2, 2k1;α2, α1).
Denote by
A = R(E02k1 , E
0
2k2
;α1, α2) + (−1)
α1+α2R(E02k2 , E
0
2k1
; 2k2 − α2, 2k1 − α1)
−[R(E02k2 , E
0
2k1 ;α2, α1) + (−1)
α1+α2R(E02k1 , E
0
2k2 ; 2k1 − α1, 2k2 − α2)],
B = 2[R(E∞2k1 , E
0
2k2
;α1, α2)− (−1)
α1+α2R(E∞2k1 , E
0
2k2
; 2k1 − α1, 2k2 − α2)]
−2[R(E∞2k2 , E
0
2k1;α2, α1)− (−1)
α2+α2R(E∞2k2 , E
0
2k1; 2k2 − α2, 2k1 − α1)],
C = −R(E02k1 ;α1)T (E
∞
2k2 ;α2) + (−1)
α1+α2R(E02k1 ; 2k1 − α1)T (E
∞
2k2; 2k2 − α2)
+R(E02k2 ;α2)T (E
∞
2k1
;α1)− (−1)
α1+α2R(E02k2 ; 2k2 − α2)T (E
∞
2k1
; 2k1 − α1),
D = T (E∞2k2 , E
∞
2k1
;α2, α1)− (−1)
α1+α2T (E∞2k2 , E
∞
2k1
; 2k2 − α2, 2k1 − α1)
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−T (E∞2k1 , E
∞
2k2
;α1, α2) + (−1)
α1+α2T (E∞2k1 , E
∞
2k2
; 2k1 − α1, 2k2 − α2),
E = (−1)α1I(2k1; 2k1 − α1)S(2k2;α2)− (−1)
α2I(2k2; 2k2 − α2)S(2k1;α1)
= (−1)α1I(2k1; 2k1 − α1)I(2k2;α2)− (−1)
α2I(2k2; 2k2 − α2)I(2k1;α1).
Then we have:
S(2k1, 2k2;α1, α2)− S(2k2, 2k1;α2, α1)
= (−1)α1+α1(2πi)2k1+2k2−2
(
2k1 − 2
α1 − 1
)(
2k2 − 2
α2 − 1
)
(A+B + C +D + E).
We will calculate each part of the above formula.
Lemma 5.2. With the above notations, the following statement holds:
R(E02k1 , E
0
2k2
;α1, α2) + (−1)
α1+α2R(E02k2 , E
0
2k1
; 2k2 − α2, 2k1 − α1)
= Int(E02k1 , E
0
2k2 ;α1, α2) + A
0
2k1,2k2 + A
′
2k1,2k2 + A
∞
2k1,2k2,
where
A02k1,2k2 = −T (E
0
2k1
;α1)R(E
0
2k2
;α2)
A
′
2k1,2k2
= −T (E02k1 , E
∞
2k2
;α1, [
α2 − 2k2
α2
])− T (E∞2k1, E
0
2k2
; [
α1 − 2k1
α1
], α2)
A∞2k1,2k2 = T (E
∞
2k1
, E∞2k2 ; [
α1 − 2k1
α1
], [
α2 − 2k2
α2
)].
Proof: Obviously we can divide the iterated integral as:
Int(E02k1 , E
0
2k2
;α1, α2)
= T (E02k1, E
0
2k2
;α1, α2) +R(E
0
2k1
, E02k2 ;α1, α2) + T (E2k1;α1)R(E2k2 ;α2).
With the help of modular property of Eisenstein series, we have:
T (E02k1 , E
0
2k2
;α1, α2)
= T (E2k1 , E
0
2k2
;α1, α2)− T (E
∞
2k1
, E02k2 ;α1, α2)
= (−1)α1+α2R(E02k1 , E
0
2k2
; 2k1 − α1, 2k2 − α2) + T (E
∞
2k1
, E02k2 ; [
α1 − 2k1
α1
], α2)
+T (E02k1 , E
∞
2k2
;α1, α2 − 2k2)− T (E
0
2k1
, E∞2k2;α1, α2)
−T (E∞2k1 , E
∞
2k2
; [
α1 − 2k1
α1
], [
α2 − 2k2
α2
])
= (−1)α1+α2R(E02k1 , E
0
2k2
; 2k1 − α1, 2k2 − α2)−A
′
2k1,2k2
− A∞2k1,2k2.
Thus we have:
R(E02k1 , E
0
2k2
;α1, α2) + (−1)
α1+α2R(E02k2 , E
0
2k1
; 2k2 − α2, 2k1 − α1)
= Int(E02k1 , E
0
2k2
;α1;α2) + A
0
2k1,2k2
+ A
′
2k1,2k2
+ A∞2k1,2k2
and the lemma holds. ✷
With the help of this lemma, we can write
A = Int(E02k1 , E
0
2k2
;α1, α2)− Int(E
0
2k2
, E02k1;α2, α1) + A
0 + A
′
+ A∞,
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where A∗ = A∗2k1,2k2 − A
∗
2k2,2k1
for ∗ ∈ {0,′ ,∞}. The question reduces to calculate
the sum
A0 + A
′
+ A∞ +B + C +D + E.
According to Lemma 5.1, we can rewrite A0 and E as
A0 = −(−1)α2T (E02k1 ;α1)[T (E
0
2k2
; 2k2 − α2) + T (E
∞
2k2
; [
2k2 − α2
α2
])]
+(−1)α1T (E02k2 ;α2)[T (E
0
2k1
; 2k1 − α1) + T (E
∞
2k1
; [
2k1 − α1
α1
])],
E = (−1)α2 [T (E02k1 ;α1) + T (E
∞
2k1 ;α1)][T (E
0
2k2 ; 2k2 − α2) + T (E
∞
2k2 ; 2k2 − α2)]
−(−1)α1 [T (E02k2 ;α2) + T (E
∞
2k2
;α2)][T (E
0
2k1
; 2k1 − α1) + T (E
∞
2k1
; 2k1 − α1)].
Then we have
A0 + E
= −T (E02k1 ;α1)T (E
∞
2k2
;α2) + T (E
0
2k2
;α2)T (E
∞
2k1
;α1)
−(−1)α1T (E02k1; 2k1 − α1)T (E
∞
2k2
;α2) + (−1)
α2T (E02k2 ; 2k2 − α2)T (E
∞
2k1
;α1)
+(A0 + E)∞
where
(A0+E)∞ = −(−1)α1T (E∞2k1; 2k1−α1)T (E
∞
2k2
;α2)+(−1)
α2T (E∞2k2; 2k2−α2)T (E
∞
2k1
;α1).
Use Lemma 5.1 again, we can rewrite
B = 2(−1)α1+α2 [T (E02k2 , E
∞
2k1
; 2k2 − α2,−α1) + T (E
∞
2k2
, E∞2k1 ; [
2k2 − α2
−α2
],−α1)
−T (E02k1 , E
∞
2k2
; 2k1 − α1,−α2)− T (E
∞
2k1
, E∞2k2 ; [
2k1 − α1
−α1
],−α2)]
−2[T (E02k2 , E
∞
2k1 ;α2, α1 − 2k1) + T (E
∞
2k2 , E
∞
2k1; [
α2
α2 − 2k2
], α1 − 2k1)
−T (E02k1 , E
∞
2k2
;α1, α2 − 2k2)− T (E
∞
2k1
, E∞2k2; [
α1
α1 − 2k1
], α2 − 2k2)],
and
A
′
= −T (E∞2k1 ; [
α1 − 2k1
α1
])T (E02k2;α2) + T (E
∞
2k2
; [
α2 − 2k2
α2
])T (E02k1 ;α1)
−2T (E02k1 , E
∞
2k2
;α1, [
α2 − 2k2
α2
]) + 2T (E02k2, E
∞
2k1
;α2, [
α1 − 2k1
α1
]).
Thus we have:
A
′
+B
= −T (E∞2k1 ; [
α1 − 2k1
α1
])T (E02k2 ;α2) + T (E
∞
2k2
; [
α2 − 2k2
α2
])T (E02k1;α1)
+2η(2k1, 2k2;α1, α2)− 2η(2k2, 2k1;α2, α1) +B
∞,
where
η(2k1, 2k2;α1, α2) = T (E
0
2k1
, E∞2k2 ;α1, α2)− (−1)
α1+α2T (E02k1 , E
∞
2k2
; 2k1 − α1,−α2)
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and B∞ is the rest part of B as follows:
B∞ = 2(−1)α1+α2 [T (E∞2k2, E
∞
2k1
; [
2k2 − α2
−α2
],−α1)−T (E
∞
2k1
, E∞2k2 ; [
2k1 − α1
−α1
],−α2)]
−2[T (E∞2k2 , E
∞
2k1
; [
α2
α2 − 2k2
], α1 − 2k1)− T (E
∞
2k1
, E∞2k2 ; [
α1
α1 − 2k1
], α2 − 2k2)].
Lemma 5.3. We have the following formula:
η(2k1, 2k2;α1, α2)
= T (E∞2k2 ;α2)[T (E
0
2k1
;α1) + (−1)
α1T (E02k1 ; 2k1 − α1)]
−
E∞
2k2
(τ2)
α2
[T (E02k1 ;α1 + α2) + (−1)
α1+α2T (E02k1; 2k1 − α1 − α2)].
Proof: We just need to notice the following two facts:
T (E∞2k ;α) = E
∞
2k(τ)
iα
α
and
T (E02k1, E
∞
2k2
;α1, α2) =
∫
06τ16τ26i
E02k1(τ1)
α1E∞2k2(τ2)τ
α2
2
dτ2
τ2
dτ1
τ1
=
E∞
2k2
(τ2)
α2
∫ i
0
E02k1(τ1)
α1(iα2 − τα21 )
dτ1
τ1
=
E∞
2k2
(τ2)
α2
[iα2T (E02k1 ;α1)− T (E
0
2k1
;α1 + α2)].
Then the lemma holds from direct calculation. ✷
On the other hand, the term C can be written as
C = −(−1)α1T (E02k1; 2k1 − α1)T (E
∞
2k2
;α2) + (−1)
α2T (E02k2 ; 2k2 − α2)T (E
∞
2k1
;α1)
+(−1)α2T (E02k1 ;α1)T (E
∞
2k2
; 2k2 − α2)− (−1)
α1T (E02k2 ;α2)T (E
∞
2k1
; 2k1 − α1) + C
∞
where
C∞ = −(−1)α1T (E∞2k1 ; [
2k1 − α1
−α1
])T (E∞2k2 ;α2)+(−1)
α2T (E∞2k2; [
2k2 − α2
−α2
])T (E∞2k1 ;α1)
+(−1)α2T (E∞2k1; [
α1
2k1 − α1
])T (E∞2k2 ; 2k2−α2)−(−1)
α1T (E∞2k2 ; [
α2
2k2 − α2
])T (E∞2k1 ; 2k1−α1).
Now let us sum all the above up, combining with Lemma 5.3, we have:
A0 + A
′
+B + C + E
= −2[T (E02k1 ;α1) + (−1)
α1T (E02k1; 2k1 − α1)]T (E
∞
2k2
;α2)
+2[T (E02k2 ;α2) + (−1)
α2T (E02k2 ; 2k2 − α2)]T (E
∞
2k1
;α1)
+2η(2k1, 2k2;α1, α2)− 2η(2k2, 2k1;α2, α1) + (A
0 + E)∞ +B∞ + C∞
= −2
E∞
2k2
(τ2)
α2
[T (E02k1 ;α1 + α2) + (−1)
α1+α2T (E02k1; 2k1 − α1 − α2)]
+2
E∞
2k1
(τ1)
α1
[T (E02k2 ;α1 + α2) + (−1)
α1+α2T (E02k2 ; 2k2 − α1 − α2)]
+(A0 + E)∞ +B∞ + C∞
= −2
E∞
2k2
(τ2)
α2
[Int(E02k1 ;α1 + α2) + (−1)
α1+α2T (E∞2k1 ; [
−α1 − α2
2k1 − α1 − α2
])]
+2
E∞
2k1
(τ1)
α1
[Int(E02k2 ;α1 + α2) + (−1)
α1+α2T (E∞2k2; [
−α1 − α2
2k2 − α1 − α2
])]
+(A0 + E)∞ +B∞ + C∞.
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Thus in order to calculate the difference, we only need to calculate the rest part
of the sum, it is a constant as follows:
(A0 + E)∞ + A∞ +B∞ + C∞ +D
= 2T (E∞2k2 , E
∞
2k1
;α2, α1 − 2k1)− 2T (E
∞
2k1
, E∞2k2 ;α1, α2 − 2k2)
+2T (E∞2k1, E
∞
2k2
;α1, α2)− 2T (E
∞
2k2
, E∞2k1;α2, α1).
Remark 5.4. The calculation is trivial but tedious, if we can notice that
T (E∞2k1, E
∞
2k2
;α1, α2) = T (E
∞
2k2
, E∞2k1 ;α1, α2),
it will help solve a lot of problems.
As a summary, we have:
Theorem 5.5. With the above notations, we have
S(2k1, 2k2;α1, α2)− S(2k2, 2k1;α2, α1)
= (−1)α1+α1(2πi)2k1+2k2−2
(
2k1−2
α1−1
)(
2k2−2
α2−1
)
{Int(E02k1 , E
0
2k2
;α1, α2)−
b2k2
2k2α2
Int(E02k1 ;α1 + α2)
−[Int(E02k2 , E
0
2k1
;α2, α1)−
b2k1
2k1α1
Int(E02k2 ;α1 + α2)] +
b2k1b2k2 (α2−α1)
8k1k2α1α2(α2+α2)
}.
Proof: We just need to notice that
T (E∞2k1 , E
∞
2k2
;α2, α2) =
iα1α2E∞2k1(τ1)E
∞
2k2
(τ2)
α1(α1 + α2)
and that E∞2k(τ) =
b2k
4k
, where b2k is the 2k-th Bernoulli number. Then the theorem
follows from the above discussion. ✷
As we have shown in Section 2, for any positive integer k ≥ 2, α ≥ 1
(2πi)αL(E02k;α) ∈MMV.
If we denote by
MEL∼ = 〈(2πi)α1+···+αr+2k1+···+2kr−rL(E02k1 , · · · , E
0
2kr ;α1, · · · , αr)〉
and define reduced length, upper and lower weight filtration from MEL on it. It is
obvious to see MEL∼ is also a Q-algebra and we have the following corollary:
Corollary 5.1. The space L2(MEL∼) is a subspace of MMV.
Proof: According to the shuffle relation of iterated integrals, we have
Int(E02k1 , E
0
2k2
;α1, α2) + Int(E
0
2k2
, E02k1 ;α2, α1) = Int(E
0
2k1
;α1)Int(E
0
2k2
;α2).
Thus
(2πi)α1+α2+2k1+2k2−2[Int(E02k1 , E
0
2k2 ;α1, α2) + Int(E
0
2k2 , E
0
2k1 ;α2, α1)] ∈MMV.
Combining with the above theorem, which show the difference also lies in MMV
after multiplying the power of (2πi), for any positive integers k1, k2 ≥ 2 and α1, α2 ≥
1 we have:
(2πi)α1+α2+2k1+2k2−2Int(E02k1 , E
0
2k2
;α1, α2) ∈MMV.
Thus the corollary holds by Corollary 4.3. ✷
ITERATED EISENSTEIN τ -INTEGRALS AND MULTIPLE EISENSTEIN L-SERIES 27
5.3. The Second difference.
In this subsection we calculate another difference of two double modular values:
S(2k1, 2k2;α1, α2)− (−1)
α1+α2S(2k2, 2k1; 2k2 − α2, 2k1 − α1).
It is actually the difference between the coefficients of P (X, Y ) ⊗ E2k1E2k2 and
P (X, Y )|S ⊗ E2k2E2k1 in the cocycle C. The technology is almost the same as the
one in the above subsection, thus we will omit some details.
First, we have
S(2k1, 2k2;α1, α2)− (−1)
α1+α2S(2k2, 2k1; 2k2 − α2, 2k1 − α1)
= I(2k1, 2k2;α1, α2) + I(2k2, 2k1;α2, α1)
−(−1)α1+α2 [I(2k1, 2k2; 2k1 − α1, 2k2 − α2) + I(2k2, 2k1; 2k2 − α2, 2k1 − α1)]
+(−1)α1+α2I(2k1; 2k1 − α1)I(2k2; 2k2 − α2)− I(2k1;α1)I(2k2;α2).
By abuse of notations, we still denote by
A = Int(E02k1 ;α1)Int(E
0
2k2
;α2) + A
0 + A
′
+ A∞ −K,
where
A0 = −T (E02k1 ;α1)R(E2k2 ;α2)− T (E
0
2k2;α2)R(E2k1 ;α1)
A
′
= −T (E02k1 ;α1)T (E
∞
2k2 ; [
α2 − 2k2
α2
])− T (E02k2 ;α2)T (E
∞
2k1 ; [
α1 − 2k1
α1
])
A∞ = T (E∞2k1 ; [
α1 − 2k1
α1
])T (E∞2k2; [
α2 − 2k2
α2
])
K = 2(−1)α1+α2R(E02k1 ; 2k1 − α1)R(E
0
2k2 ; 2k2 − α2),
and
C = −R(E2k1 ;α1)T (E2k2 ;α2) + (−1)
α1+α2R(E2k1 ; 2k1 − α1)T (E2k2; 2k2 − α2)
−R(E2k2 ;α2)T (E2k1 ;α1) + (−1)
α1+α2R(E2k2 ; 2k2 − α2)T (E2k1; 2k1 − α1)
D = T (E2k1 ;α1)T (E2k2 ;α2)− (−1)
α1+α2T (E2k1 ; 2k1 − α1)T (E2k2 ; 2k2 − α2)
E = (−1)α1+α2I(2k1; 2k1 − α1)I(2k2; 2k2 − α2)− I(2k1;α1)I(2k2;α2)
= (−1)α1+α2 [R(E2k1 ; 2k1−α1)−T (E
∞
2k1 ; 2k1−α1)][R(E2k2 ; 2k2−α2)−T (E
∞
2k2 ; 2k2−α2)]
−[R(E2k1 ;α1)− T (E
∞
2k1;α1)][R(E2k2 ;α2)− T (E
∞
2k2 ;α2)].
Notice that the term B similar to the one in the above subsection vanishes, thus
we have:
S(2k1, 2k2;α1, α2)− (−1)
α1+α2S(2k2, 2k1; 2k2 − α2, 2k1 − α1)
= (−1)α1+α2(2πi)2k1+2k2−2
(
2k1 − 2
α1 − 1
)(
2k2 − 2
α2 − 1
)
(A+ C +D + E).
Let us rewrite A0 as
A0 = −[R(E02k1 ;α1) + T (E
0
2k1 ;α1)][R(E
0
2k2 ;α2) + T (E
0
2k2 ;α2)]
+R(E02k1 ;α1)R(E
0
2k2
α2) + T (E
0
2k1
;α1)T (E
0
2k2
;α2)
= −Int(E02k1 ;α1)Int(E
0
2k2
;α2) +R(E
0
2k1
;α1)R(E
0
2k2
α2) + T (E
0
2k1
;α1)T (E
0
2k2
;α2).
Do some calculation similar as above, we have:
A0 + A
′
+ A∞ + C +D + E = −Int(E02k1 ;α1)Int(E
0
2k2
;α2)
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+2(−1)α1+α2R(E02k1 ; 2k1 − α1)R(E
0
2k2 ; 2k2 − α2).
Theorem 5.6. The following equation holds:
S(2k1, 2k2;α1, α2) = (−1)
α1+α2S(2k2, 2k1; 2k2 − α2, 2k1 − α1).
Proof: We have
S(2k1, 2k2;α1, α2)− (−1)
α1+α2S(2k2, 2k1; 2k2 − α2, 2k1 − α1)
= (−1)α1+α2(2πi)2k1+2k2−2
(
2k1 − 2
α1 − 1
)(
2k2 − 2
α2 − 1
)
(A + C +D + E)
and
A0 + A
′
+ A∞ + C +D + E = −Int(E02k1 ;α1)Int(E
0
2k2
;α2) +K.
Thus by the expression of A
S(2k1, 2k2;α1, α2)− (−1)
α1+α2S(2k2, 2k1; 2k2 − α2, 2k1 − α1) = 0
and the theorem holds. ✷
Remark 5.7. There is a similar property satisfied by iterated integrals of cusp forms
defined in [15]. Also we can prove the above result in a more algebraic way, but it
will not be much simpler.
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