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POSITIVE DEFINITE SUPERFUNCTIONS AND UNITARY
REPRESENTATIONS OF LIE SUPERGROUPS
KARL–HERMANN NEEB, HADI SALMASIAN
Abstract. For a broad class of Fre´chet–Lie supergroups G, we prove that there exists a
correspondence between positive definite smooth (resp., analytic) superfunctions on G and
matrix coefficients of smooth (resp., analytic) unitary representations of the Harish–Chandra
pair (G, g) associated to G.
As an application, we prove that a smooth positive definite superfunction on G is analytic
if and only if it restricts to an analytic function on the underlying manifold of G.
When the underlying manifold of G is 1-connected we obtain a necessary and sufficient
condition for a linear functional on the universal enveloping algebra U(gC) to correspond to
a matrix coefficient of a unitary representation of (G, g).
The class of Lie supergroups for which the aforementioned results hold is characterised
by a condition on the convergence of the Trotter product formula. This condition is strictly
weaker than assuming that the underlying Lie group of G is a locally exponential Fre´chet–Lie
group. In particular, our results apply to examples of interest in representation theory such
as mapping supergroups and diffeomorphism supergroups.
1. Introduction
The study of unitarizable modules of infinite-dimensional Lie superalgebras has a long
history. Both physicists and mathematicians have obtained several interesting examples and
classification results for these Lie superalgebras. Examples include the N = 1 and N = 2 super
Virasoro algebras [BFD86], [FQS85], [GKO86], [Io10, Io08], superconformal current algebras
[KaTo], and affine Lie superalgebras [JaKa], [JaZh88].
In [CCTV] the authors initiate harmonic analysis on Lie supergroups by laying a pre-
cise mathematical foundation to study unitary representations of finite-dimensional Lie su-
pergroups, and use it to classify irreducible unitary representations of translation (and in
particular, Poincare´) Lie supergroups. Their main idea is to use the equivalence between
the category of Lie supergroups and the category of Harish–Chandra pairs [KoB], [KoJ]. A
Harish–Chandra pair is a pair (G, g) where G is a Lie group, g = g0 ⊕g1 is a Lie superalgebra,
g0 = Lie(G), and there is an adjoint action of G on g (see Definition 4.13). To justify the
robustness of the category of representations of Harish–Chandra pairs, one needs a nontrivial
stability result which, when g is a finite-dimensional Lie superalgebra, is proved in [CCTV,
Prop. 2].
Several technical issues arise in the extension of the stability result of [CCTV] to the infinite-
dimensional case. These technical issues are resolved in [MNS12] when g is a Banach–Lie
superalgebra. Nevertheless, many infinite-dimensional Lie supergroups which are interesting
from the point of view of representation theory, such as mapping supergroups and diffeomor-
phism supergroups, are not Banach-Lie groups. In [NeSa12] we succeeded in extending the
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stability theorem to Harish–Chandra pairs (G, g) where g is a Fre´chet–Lie superalgebra and
G has the Trotter property, that is, for every x, y ∈ Lie(G),
exp(t(x+ y)) = lim
n→∞
(
exp
( t
n
x
)
exp
( t
n
y
))n
holds in the sense of uniform convergence on compact subsets of R. The latter class of Harish–
Chandra pairs is broad enough to include the examples of interest in representation theory
(see Example 6.15).
Lie supergroups such as mapping and diffeomorphism supergroups are infinite dimensional
supermanifolds modeled on Fre´chet spaces. In [DeMo99, Rem. 2.6], it is pointed out that
the Berezin–Kostant–Leites theory, which defines a supermanifold as a locally ringed space,
is not suitable in the infinite-dimensional context. Thus, infinite dimensional Lie supergroups
should be considered as group-objects in a different category. The definition and properties of
this category were initially outlined in a preprint by Molotkov and later studied extensively
in Sachse’s thesis [Sa09] (see [AlLa12] as well). The idea behind the definition of the latter
category is the functor of points approach adapted to the framework of the DeWitt topology.
In this approach, a supermanifold is uniquely determined by its Λn–points, where Λn denotes
the Graßmann algebra with n generators. Therefore a supermanifold can be thought of as
a functor F : Gr → Man together with an atlas which is induced by a Grothendieck (pre-
)topology on the category ManGr. Here Gr is the category of finite-dimensional Graßmann
algebras and Man is the category of smooth or analytic manifolds modeled on locally convex
spaces.
1.1. Our main results. In this article we investigate the relationship between smooth (and
analytic) positive definite superfunctions on a (possibly infinite-dimensional) Lie supergroup
G, unitary representations of the Harish–Chandra pair (G, g) associated to G, and positive
linear functionals on the universal enveloping algebra U(gC).
Our first main result (Theorem 5.12) identifies the C–superalgebra of smooth superfunctions
on G with a natural subalgebra of Homg0 (U(gC), C∞(G,C)). This is a well known result for
Berezin–Kostant–Leites Lie supergroups [KoJ] but its proof in the infinite dimensional setting
requires new ideas because the supermanifold structure is not given by a sheaf of superalgebras
anymore. Another issue in infinite dimensions is the lack of standard charts obtained by the
exponential map. In order to prove Theorem 5.12, we need to use several basic facts about the
structure of infinite dimensional Lie supergroups and their left invariant differential operators.
We were unable to find a reference for these facts and therefore we have included detailed
proofs. The reader who is familiar with Harish–Chandra pairs but not interested in the
technical details of the functorial approach to Lie supergroups can continue reading the paper
from Section 6.
Our second main result (Theorem 6.16) is that a smooth (resp., analytic) positive defi-
nite superfunction on G is the matrix coefficient of a cyclic smooth (resp., analytic) unitary
representation of (G, g) and vice versa. This result is an extension of the well known Gelfand–
Naimark–Segal (GNS) construction to Lie supergroups. In a sense it means that to describe
unitary representations of Lie supergroups it is sufficient to study unitary representations of
their Harish–Chandra pairs. From the GNS construction we also obtain the following inter-
esting corollary (see Corollary 6.17): if f is a smooth positive definite superfunction on G
which restricts to an analytic function on the underlying Lie group GΛ0 , then f restricts to an
analytic function on the Lie group GΛ for every Λ.
Our method to prove Theorem 6.16 is similar in spirit to the classical GNS construction,
but several technical issues arise. For instance, unlike the classical GNS construction, in
our framework one has to work with unbounded representations of semigroups, such as the
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“semidirect product” G ⋉ U(gC), so that we are actually dealing with structures similar to
crossed product algebras. The stability result of [NeSa12] plays a crucial role in our argument.
Our third main result (Theorem 7.3) is about an extension of the noncommutative moment
problem to Lie supergroups. For an elaborate discussion of the history of the noncommutative
moment problem see [Ne11, Sec. 1]. If (π, ρπ,H ) is an analytic unitary representation of (G, g)
and v ∈ H ω, then one can construct a C–linear map λv : U(gC) → C defined by λv(D) :=
〈ρπ(D)v, v〉. The noncommutative moment problem is to characterize the C–linear maps
λv : U(gC) → C which are obtained from unitary representations by the above construction.
We obtain a necessary and sufficient condition when g is a Fre´chet–Lie superalgebra and G is
a 1-connected Fre´chet BCH–Lie group. This is achieved by modifying the method of [Ne11]
using the ideas that were developed in [MNS12].
In future work, which will rely on this article and [NeSa12], we will study global realizations
of unitarizable super Virasoro algebras ([Io10]), superconformal current algebras ([KaTo]), and
mapping superalgebras ([JaZh88]).
1.2. Structure of this article. Section 2 will review the background material concerning
calculus on locally convex spaces. Section 3 will review the definition of the category of
supermanifolds. In Section 4 we show how one can associate a Harish–Chandra pair to a
supermanifold. In Section 5 we study left invariant differential operators on Lie supergroups
and prove Theorem 5.12. Section 6 is devoted to the GNS construction. The necessary and
sufficient condition for integrability of functionals is proved in Section 7.
2. Calculus on locally convex spaces
Unless stated otherwise, all vector spaces will be over R. If E and F are vector spaces and
m ≥ 1 then Altm(E,F ) will denote the vector space of alternating m-linear maps f : Em → F.
For convenience we set Alt0(E,F ) := F . If E = E0 ⊕ E1 is a Z2–graded vector space, then
the parity of a homogeneous element v ∈ E will be denoted by |v| ∈ {0 , 1 }.
2.1. Smooth maps between locally convex spaces. Throughout this paper, by a locally
convex space we mean a Hausdorff locally convex topological vector space.
We quickly review basic definitions and properties of differentiable maps between locally
convex spaces. For further details see [Ha82], [Mi84], and [Ne06].
Definition 2.1. Let E and F be locally convex spaces and U ⊆ E be an open set. A map
h : U → F is called differentiable at p ∈ U if the directional derivatives
dh(p)(v) := dvh(p) := lim
t→0
1
t
(h(p + tv)− h(p))
exist for all v ∈ E. The map h is called C1 if it is continuous, differentiable at every p ∈ U ,
and the map
dh : U × E → F , (p, v) 7→ dvh(p)
is continuous. If k > 1 is an integer then a continuous map h : U → F is called Ck if the limit
d
jh(p)(v1, . . . , vj) := lim
t→0
1
t
(
d
j−1h(p+ tvj)(v1, . . . , vj−1)− dj−1h(p)(v1, . . . , vj−1)
)
exists for every 1 ≤ j ≤ k and every (u, v1, . . . , vj) ∈ U × Ej , and the maps
d
jh : U ×Ej → F , (p, v1, . . . , vj) 7→ djh(p)(v1, . . . , vj)
are continuous. We call a map h : U → F smooth when it is Ck for every k ≥ 1.
Remark 2.2. The above notion of smooth maps naturally leads to smooth manifolds, Lie
groups, etc. For more details see [Gl02].
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It is known that if h : U → F is Ck then for every p ∈ U the map
Ek → F , (v1, . . . , vk) 7→ dkh(p)(v1, . . . , vk)
is a continuous symmetric k-linear map. The Chain Rule holds in the following form: if E,F,G
are locally convex spaces, U ⊆ E and V ⊆ F are open, and f : U → F and g : V → G are C1
maps such that f(U) ⊆ V , then g ◦ f : U → G is also C1 and
dv(g ◦ f)(p) = dg
(
f(p)
)(
dvf(p)
)
for every p ∈ U and every v ∈ E.
The following lemma is sometimes called the Faa` di Bruno formula. Its proof is by induction
on n. We omit the proof because the argument in the locally convex setting is the same as
the one for finite-dimensional spaces.
Lemma 2.3. Let E and F be locally convex spaces, U ⊆ E be open, and V ⊆ Rn be an open
0-neighborhood. Let Pn denote the collection of partitions of the set {1, . . . , n}. If f : U → F
and g : V → U are smooth maps then
∂
∂t1
· · · ∂
∂tn
f ◦ g(t1, . . . , tn)
∣∣∣
t1=···=tn=0
=
∑
{A1,...,Ak}∈Pn
d
kf
(
g(0, . . . , 0)
)
(vA1 , . . . , vAk)
where
vA :=
∂
∂ta1
· · · ∂
∂taℓ
g(t1, . . . , tn)
∣∣∣
t1=···=tn=0
for every A := {a1, . . . , aℓ} ⊆ {1, . . . , n}.
We briefly mention the definition of analytic maps between locally convex spaces. For a
discussion of different notions of analyticity as well as pertinent references, see [Ne11, Sec. 2].
Definition 2.4. Let E and F be locally convex spaces and U ⊆ E be an open set. A
continuous map h : U → F is called analytic if for every p ∈ U there exists an open 0-
neighborhood Vp in EC := E ⊗R C and continuous homogeneous polynomials hn : E → F of
degree n such that h(p + v) =
∑∞
n=0 hn(v) for every v ∈ Vp ∩ E.
2.2. Left invariant differential operators on Lie groups. In this paper we assume that
all Lie groups are smooth manifolds modeled on locally convex spaces. The exponential map
of a Lie group, if it exists, will be denoted by x 7→ ex.
Let H be a Lie group and h := Lie(H) be its Lie algebra. Assume that the exponential
map
h→ H , x 7→ ex
is smooth. Let U ⊆ H be open, F be a locally convex space, and h : U → F be a smooth
map. For every x ∈ h set
Lxh : U → F , Lxh(g) := lim
t→0
1
t
(
h(getx)− h(g)).
Lemma 2.5. Let H be a Lie group with a smooth exponential map, F be a locally convex
space, h : H → F be a smooth map, and v1, . . . , vn ∈ Lie(H). For every g ∈ H consider the
map
ug : R
n → F , ug(t1, . . . , tn) := h(get1v1+···+tnvn).
Then
∂
∂t1
· · · ∂
∂tn
ug(t1, . . . , tn)
∣∣∣
t1=···=tn=0
=
1
n!
∑
σ∈Sn
Lvσ(1) · · ·Lvσ(n)h(g).
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Proof. Fix x1, . . . , xn ∈ R and set y :=
∑n
i=1 xivi. Consider the map
γ : R→ H , γ(s) := gesy.
Then h ◦ γ(s) = ug(x1s, . . . , xns) and therefore for every s◦ ∈ R we can write
n∑
i=1
xiLvih(ge
s◦y) = Lyh(ge
s◦y) =
∂
∂s
(h ◦ γ)
∣∣∣
s=s◦
=
n∑
i=1
xi
( ∂
∂ti
ug(t1, . . . , tn)
∣∣∣
t1=x1s◦,...,tn=xns◦
)
.
To complete the proof we use the above relation repeatedly to compute (Ly)
nh(ges◦y), set
s◦ = 0, and compare the coefficient of x1 · · · xn on both sides. 
3. Supermanifolds as functors
A locally convex space E is called Z2–graded if E = E0 ⊕E1 where E0 and E1 are locally
convex spaces and the direct sum decomposition of E is topological.
Throughout this section E = E0 ⊕ E1 and F = F0 ⊕ F1 will denote Z2–graded locally
convex spaces.
3.1. The category Gr. Let Gr denote the category of finite-dimensional real Graßmann al-
gebras, i.e., unital associative R-algebras Λn, n ≥ 0, generated by elements λ1, . . . , λn which
satisfy the relations λiλj + λjλi = 0 for every 1 ≤ i, j ≤ n. Every Λ ∈ Gr has a canonical
Z2–grading Λ := Λ0 ⊕ Λ1 , i.e., it is an associative superalgebra. The identity element of any
Λ ∈ Gr will be denoted by 1Λ. Given an integer n ≥ 0 and a set I = {i1, . . . , iℓ} ⊆ N where
1 ≤ i1 < · · · < iℓ ≤ n, we define λI ∈ Λn by λI := λi1 · · · λiℓ .
The morphisms between objects of Gr are homomorphisms of Z2–graded unital algebras.
For every m,n ≥ 0 the set of morphisms from Λm into Λn will be denoted by MorGr(Λm,Λn).
Observe that Λ0 ≃ R and therefore for every Λ ∈ Gr there exist unique morphisms εΛ ∈
MorGr(Λ,Λ0) and ιΛ ∈ MorGr(Λ0,Λ). The kernel of εΛ is called the augmentation ideal of Λ
and will be denoted by Λ+. We set Λ+
0
:= Λ+ ∩ Λ0 .
For every m ≥ n ≥ 0 let εm,n ∈ MorGr(Λm,Λn) and ιn,m ∈ MorGr(Λn,Λm) be the homomor-
phisms uniquely identified by
εm,n(λk) :=
{
λk if k ≤ n,
0 otherwise
and ιn,m(λk) := λk for all 1 ≤ k ≤ n. In particular εm,0 = εΛm and ι0,m = ιΛm .
3.2. The category ManGr. Let Man denote the category of smooth manifolds modeled on
locally convex spaces (see Remark 3.17). For every two functors F ,G : Gr → Man, the set
of natural transformations from F to G will be denoted by Nat(F ,G). The category whose
objects are functors F : Gr → Man and whose morphisms are natural transformations will be
denoted by ManGr. If F ∈ ManGr and ̺ ∈ MorGr(Λ,Λ′) then the morphism in Man from FΛ
to FΛ′ that is induced by ̺ will be denoted by F̺ : FΛ → FΛ′ .
Remark 3.1. Let G ∈ ManGr. For every m ≥ n ≥ 0 the map Gιn,m : GΛn → GΛm is injective
and identifies GΛn with a subset of GΛm. We will use this natural identification to simplify our
notation. For instance if f ∈ Nat(G,F) for some F ∈ ManGr, then for every p ∈ GΛn we write
fΛm(p) instead of fΛm(Gιn,m(p)).
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Let F ,G ∈ ManGr and f ∈ Nat(G,F). We write G ⊑f F if for every Λ ∈ Gr, the map
fΛ : GΛ → FΛ is a diffeomorphism onto an open subset of FΛ. We write G ⊑ F if for every
Λ ∈ Gr the set GΛ is an open subset of FΛ and fΛ : GΛ → FΛ is the canonical injection. If
H ⊑ G and f ∈ Nat(G,F) then we define f
∣∣∣
H
∈ Nat(H,F) by(
f
∣∣∣
H
)
Λ
:= fΛ
∣∣∣
HΛ
.
3.3. Superdomains and supermanifolds. Let EE ∈ ManGr be defined by
EEΛ := (E ⊗ Λ)0 for every Λ ∈ Gr.
The zero vector in EEΛ will be denoted by 0Λ. Every ̺ ∈ MorGr(Λ,Λ′) induces a map
EE̺ : EEΛ → EEΛ′ , v ⊗ λ 7→ v ⊗ ̺(λ).
Definition 3.2. A functor U ⊑ EE is called a superdomain.
The next proposition characterizes superdomains.
Proposition 3.3. If U ⊑ EE then there exists an open set U ⊆ E0 such that
UΛ = U + (E ⊗ Λ+)0
for every Λ ∈ Gr.
Proof. Set U := UΛ0 . Clearly
UΛ ⊆ {p ∈ EEΛ : EEεΛ(p) ∈ U} = U + (E ⊗ Λ+)0
for every Λ ∈ Gr. Next we prove that UΛ ⊇ U + (E ⊗ Λ+)0 . Let Λ := Λn. Fix u ∈ U . Then
UιΛ(u) ∈ UΛ, i.e., u⊗ 1Λ ∈ UΛ. Since UΛ ⊆ EEΛ is open, there exists an open neighborhood V
of 0Λ ∈ EEΛ such that (u⊗ 1Λ) + V ⊆ UΛ.
Set V + := V ∩ (E ⊗ Λ+)0 . For every s > 1 let ̺s ∈ MorGr(Λ,Λ) be the homomorphism
uniquely defined by ̺s(λi) := sλi for 1 ≤ i ≤ n. Then
UΛ ⊇ U̺s
(
(u⊗ 1Λ) + V +
)
= (u⊗ 1Λ) + U̺s(V +)
and
⋃
s>1 ((u⊗ 1Λ) + U̺s(V +)) = u⊗ 1Λ + (E ⊗ Λ+)0 . 
Definition 3.4. Let U ⊑ EE, V ⊑ EF , and f ∈ Nat(U ,V). We call f a smooth morphism
from U to V if for every Λ ∈ Gr and every p ∈ UΛ the differential map
EEΛ → EFΛ , v 7→ dvfΛ(p)
is Λ0 –linear.
Definition 3.5. Let U ,V,M ∈ ManGr, f ∈ Nat(U ,M), and g ∈ Nat(V,M). Assume that
V ⊑g M. The fiber product of U and V over M is the functor U ×M V ⊑ U defined by
(U ×M V)Λ := f−1Λ (gΛ(VΛ)) for every Λ ∈ Gr.
We set (U ×M V)̺ := U̺
∣∣∣
(U×MV)Λ
for every ̺ ∈ MorGr(Λ,Λ′).
Remark 3.6. Let U ⊑ EE , V ⊑ EF , f ∈ Nat(U ,M) and V ⊑g M. From the definition
of fiber product it is easily seen that U ×M V ⊑ EE . However, the canonical projection
pV ∈ Nat(U ×M V,V) given by
pVΛ := g
−1
Λ ◦ fΛ
∣∣∣
(U×MV)Λ
for every Λ ∈ Gr
might not necessarily be a smooth morphism.
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Definition 3.7. A supermanifold modeled on a Z2–graded locally convex space E = E0 ⊕E1
is a pair (M,A ) where M ∈ ManGr and A is a set of pairs (U , f) satisfying the following
properties.
(i) If (U , f) ∈ A then U ⊑ EE, f ∈ Nat(U ,M), and U ⊑f M.
(ii) A is an open covering of M, i.e.,
MΛ =
⋃
(U ,f)∈A
fΛ(UΛ) for every Λ ∈ Gr.
(iii) For every two elements (U , f) and (V, g) of A the canonical projection
pV : U ×M V → V
is a smooth morphism.
The set A is called an atlas of M. An element of A is called an open chart of M.
Remark 3.8. In the rest of this article, when there is no ambiguity about the atlas of a
supermanifold (M,A ), we write M instead of (M,A ).
Lemma 3.9. Let M be a supermanifold and U ⊑f M. Then
fΛ(UΛ) =M−1εΛ (fΛ0(UΛ0)) := {p ∈MΛ : MεΛ(p) ∈ fΛ0(UΛ0)}
for every Λ ∈ Gr.
Proof. Follows from Proposition 3.3. The proof is straightforward and left to the reader. 
The notion of a smooth morphism between two supermanifolds can now be defined using
open charts. Let (M,A ) and (N ,B) be two supermanifolds and h ∈ Nat(M,N ). For
every (U , f) ∈ A and every (V, g) ∈ B the natural transformations h ◦ f ∈ Nat(U ,N ) and
g ∈ Nat(V,N ) define a fiber product U ×N V. We say h is a smooth morphism from M to N
if for every (U , f) ∈ A and every (V, g) ∈ B the canonical projection pV : U ×N V → V is a
smooth morphism.
3.4. Λ–smooth maps. The next definition will simplify our presentation.
Definition 3.10. Let E = E0 ⊕E1 and F = E0 ⊕F1 be Z2–graded locally convex spaces. Let
M be a supermanifold modeled on E and N be a supermanifold modeled on F . Fix Λ ∈ Gr
and let p ∈ MΛ. A smooth map hΛ : MΛ → NΛ is called Λ–smooth at p if for every open
chart (U , f) ofM where p ∈ fΛ(UΛ), and every open chart (V, g) of N where hΛ(p) ∈ gΛ(VΛ),
the map
EEΛ → EFΛ , v 7→ dv
(
g−1Λ ◦ hΛ ◦ fΛ
)
(p)
is Λ0 –linear. If hΛ is Λ–smooth at every p ∈ MΛ then hΛ will simply be called Λ–smooth.
Remark 3.11. Let M and N be supermanifolds and h ∈ Nat(M,N ). Then h is a smooth
morphism if and only if hΛ :MΛ → NΛ is Λ–smooth for every Λ ∈ Gr.
3.5. The category SMan. The category of supermanifolds and their smooth morphisms will
be denoted by SMan and the set of smooth morphisms from M to N will be denoted by
MorSMan(M,N ). It is proved in [AlLa12, Thm 3.36] that the category of finite-dimensional
supermanifolds (in the sense of Berezin, Kostant, and Leites) is equivalent to a full subcategory
of SMan.
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3.6. The superalgebra C∞(M, EC1|1). As usual, we denote the Z2–graded vector space
C⊕ C by C1|1. For every supermanifold M set
C∞(M, EC1|1) := MorSMan(M, EC1|1).
The next proposition follows from [AlLa12, Prop. 3.4].
Proposition 3.12. Let U ⊑ EE and set U := UΛ0 . There exists a bijection between smooth
morphisms h ∈ C∞(U , EC1|1) and families of maps {hm : m ≥ 0} satisfying the following
properties:
(i) hm : U → Altm(E1 ,C) for every m ≥ 0, and the map
U × Em
1
→ F , (u, v1, . . . , vm) 7→ hm(u)(v1, . . . , vm)
is smooth.
(ii) For every Λ ∈ Gr we have
hΛ(u+ v0 + v1 ) =
∑
k,m≥0
1
k!m!
d
khm(u)(v0 , . . . , v0︸ ︷︷ ︸
k times
)(v1 , . . . , v1︸ ︷︷ ︸
m times
) (3.1)
where u ∈ U , v0 ∈ E0 ⊗ Λ+0 , and v1 ∈ E1 ⊗ Λ1 .
In (3.1) the multilinear functions dkhm(u) are extended by linearity to Grassmann variables,
i.e.,
d
khm(u)(x1λI1 , . . . , xkλIk)(y1λJ1 , . . . , ymλJm)
:= dkhm(u)(x1, . . . , xk)(y1, . . . , ym)
k∏
i=1
λIi
m∏
j=1
λJj .
Remark 3.13. The superspace EC1|1 is a ring object in ManGr and induces a multiplication
on C∞(M, EC1|1). Therefore C∞(M, EC1|1) is the superalgebra of smooth superfunctions on
the supermanifold M. In this article, we will not need this multiplication.
Definition 3.14. Let M be a supermanifold and h ∈ C∞(M, EC1|1). The family of maps
{hm : m ≥ 0} which satisfies (3.1) is called the skeleton of h.
Lemma 3.15. Let U ⊑ EE, h ∈ C∞(U , EC1|1), and {hm : m ≥ 0} be the skeleton of h. If
x1, . . . , xn ∈ E1 then
d
nhΛn(u)(x1λ1, . . . , xnλn) = hn(u)(x1, . . . , xn) · λ1 · · ·λn for every u ∈ UΛ0 .
Proof. If we set v0 := 0Λn and v1 := t1x1λ1 + · · · + tnxnλn in (3.1) then it follows that
hΛn(u+ t1x1λ1 + · · ·+ tnxnλn) is a vector-valued polynomial in t1, . . . , tn with coefficients in
EC1|1Λn . The leading term of this polynomial is
hn(u)(x1, . . . , xn) · λ1 · · ·λn · t1 · · · tn.
It follows that
d
nhΛn(u)(x1λ1, . . . , xnλn)
=
∂
∂t1
· · · ∂
∂tn
hΛn(u+ t1x1λ1 + · · ·+ tnxnλn)
∣∣∣
t1=···=tn=0
= hn(u)(x1, . . . , xn) · λ1 · · ·λn. 
Lemma 3.16. Let U ⊑ EE, h ∈ MorSMan(U , EF ), Λ ∈ Gr, and p ∈ UΛ.
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(i) If ̺ ∈ MorGr(Λ,Λ′) for some Λ′ ∈ Gr then
d
nhΛ′
(U̺(p))(EE̺ (v1), . . . , EE̺ (vn)) = EF̺ (dnhΛ(p)(v1, . . . , vn))
for every v1, . . . , vn ∈ EEΛ .
(ii) The map
EEΛ × · · · × EEΛ → EFΛ , (v1, · · · , vn) 7→ dnhΛ(p)(v1, . . . , vn)
is Λ0 –linear in v1, . . . , vn.
Proof. (i) The case n = 1 follows from differentiating the relation hΛ′ ◦U̺ = EF̺ ◦hΛ and using
the fact that dvU̺(0Λ) = EE̺ (v) for every v ∈ EEΛ . The case n > 1 follows by induction on n.
(ii) The case n = 1 is an immediate consequence of Λ–smoothness of hΛ and the case n > 1
follows by induction on n. 
Remark 3.17. If Man denotes the category of analytic manifolds, then after minor modifi-
cations the definitions and results of this section will remain valid and therefore lead to the
category of analytic supermanifolds.
4. Lie Supergroups
Throughout this section E = E0 ⊕E1 will be a Mackey complete Z2–graded locally convex
space. For more information on the notion of Mackey completeness see [KrMi97, Sec. 2]. Note
that every sequentially complete locally convex space is Mackey complete.
4.1. Lie supergroups as group objects in SMan. In view of our categorical approach to
supergeometry, a Lie supergroup will be a group object in the category SMan. For background
on group objects in categories see [GeMa88, Sec. II.3.10].
Definition 4.1. A supermanifold G ∈ SMan is called a Lie supergroup if it is a group object
in SMan and the Lie group GΛ0 has a smooth exponential map.
In the rest of Section 4 we assume that G is a Lie supergroup modeled on E = E0 ⊕ E1 .
If Λ ∈ Gr then GΛ is a Lie group modeled on the locally convex space (E ⊗ Λ)0 . For every
Λ ∈ Gr, the identity element of GΛ will be denoted by 1Λ.
Let µ : G × G → G denote the multiplication morphism of G. For every Λ ∈ Gr, if g ∈ GΛ
then we define the left and right translation maps (lg)Λ : GΛ → GΛ and (rg)Λ : GΛ → GΛ by
(lg)Λ(x) := gx := µΛ(g, x) and (rg)Λ(x) := xg := µΛ(x, g).
Note that (lg)Λ and (rg)Λ are Λ–smooth. If g ∈ GΛ0 then based on Remark 3.1 we obtain
smooth morphisms lg, rg ∈ MorSMan(G,G).
4.2. A local Lie supergroup. Fix an open chart (V, f) of G such that V ⊑ EE . After a
suitable translation we can assume that 0Λ0 ∈ VΛ0 , and fΛ0(0Λ0) = 1Λ0 . It follows immediately
that 0Λ ∈ VΛ and fΛ(0Λ) = 1Λ.
The multiplication and inversion of G can be pulled back to V as follows. Fix Λ ∈ Gr. For
every v1, v2 ∈ VΛ if µΛ(fΛ(v1), fΛ(v2)) ∈ fΛ(VΛ) then we set
v1 • v2 := f−1Λ
(
µΛ(fΛ(v1), fΛ(v2))
)
. (4.1)
Similarly, for every v ∈ VΛ, if fΛ(v)−1 ∈ fΛ(VΛ) then we set
v−1 := f−1Λ
(
fΛ(v)
−1
)
. (4.2)
Note that the product v1 • v2 and the inverse v−1 are not necessarily defined for all choices of
v1, v2, v ∈ VΛ. Nevertheless, the following statement holds.
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Lemma 4.2. There exists a U ⊑ V which satisfies the following properties:
(i) 0Λ ∈ UΛ and 0Λ • u = u • 0Λ = u for every u ∈ UΛ.
(ii) If u ∈ UΛ for some Λ ∈ Gr then u−1 is defined and belongs to UΛ. Moreover, u•u−1 =
u−1 • u = 0Λ.
(iii) The product u1 • u2 • u3 is defined for every Λ ∈ Gr and for every u1, u2, u3 ∈ UΛ.
Proof. Since GΛ0 is a Lie group, it is possible to choose UΛ0 ⊆ VΛ0 suitably such that properties
(i)-(iii) hold in the special case Λ = Λ0. For every Λ ∈ Gr set
UΛ := V−1εΛ (UΛ0) := { p ∈ VΛ : VεΛ(p) ∈ UΛ0 }.
Properties (i)-(iii) for general Λ follow from naturality of f and Lemma 3.9. 
4.3. The exponential map for GΛ. Let (U , f) denote the open chart of G obtained by
Lemma 4.2. Lemma 3.9 implies that the set
f−1Λn+1
(
ker(Gεn+1,n)
)
=
(
E ⊗ (Λn · λn+1)
)
0
⊆ UΛn+1
is closed under the multiplication and inversion defined in (4.1) and (4.2). Thus, with the
latter operations,
(
E ⊗ (Λn · λn+1)
)
0
is a Lie group. The next lemma explicitly describes the
multiplication of
(
E ⊗ (Λn · λn+1)
)
0
.
Lemma 4.3. If x, y ∈ (E ⊗ (Λn · λn+1))0 , then x • y = x+ y.
Proof. Write x = x1 · λn+1 and y = y1 · λn+1 where x1, y1 ∈ (E ⊗ Λn)1 . Set ̺ := εn+2,n+1,
x′ := Uιn+1,n+2(x) ∈ UΛn+2 , and y′ := y1 · λn+2 ∈ UΛn+2 . Then
U̺(x′ • y′) = U̺(x′) • U̺(y′) = U̺(x′) • 0Λn+1 = U̺(x′)
and therefore x′ •y′ = x′+w ·λn+2+w′ ·λn+1λn+2 where w ∈ (E⊗Λn)1 and w′ ∈ (E⊗Λn)0 .
Similarly if we take ̺′ ∈ MorGr(Λn+2,Λn+1) defined by
̺′(λi) :=

λi if 1 ≤ i ≤ n,
0 if i = n+ 1,
λn+1 if i = n+ 2
then w·λn+1 = U̺′(x′•y′) = U(x′)•U(y′) = 0Λn+1•U̺′(y′) = y1 ·λn+1. It follows that w·λn+2 =
y′ and therefore x′•y′ = x′+y′+w′ ·λn+1λn+2. Finally, consider ̺′′ ∈ Mor(Λn+2,Λn+1) defined
by
̺′′(λi) :=
{
λi if 1 ≤ i ≤ n,
λn+1 if n+ 1 ≤ i ≤ n+ 2.
Then
x • y = U̺′′(x′) • U̺′′(y′) = U̺′′(x′ • y′) = U̺′′(x′ + y′ + w′ · λn+1λn+2) = x+ y
which completes the proof of the lemma. 
Proposition 4.4. For every n ≥ 0 the Lie group GΛn has a smooth exponential map.
Proof. We use induction on n. The case n = 0 follows from Definition 4.1. Next assume n > 0.
Since E is Mackey complete, Lemma 4.3 and [Ne06, Prop. II.5.6] imply that ker(Gεn+1,n) is
regular in the sense of [Mi84, Def. 7.6]. See [Ne06, Def. II.5.2] for a more detailed discussion.
If 1 → A → B → C → 1 is a smooth extension of Lie groups such that A is regular and C
has a smooth exponential map, then B also has a smooth exponential map. We do not give
a proof of the latter statement because the argument is very similar to [KrMi97, Thm 38.6].
See also [GlNe]. To complete the proof of the proposition we use the above statement with
the sequence 1 −−−→ ker(Gεn+1,n) −−−→ GΛn+1
εn+1,n−−−−→ GΛn −−−→ 1. 
POSITIVE DEFINITE SUPERFUNCTIONS AND UNITARY REPRESENTATIONS 11
4.4. The exponential map of (U , f). Let (U , f) be the open chart of G obtained by Lemma
4.2. Next we show how to pull back the exponential map of G to U . For every Λ ∈ Gr, the
map
EEΛ → Lie(GΛ) , v 7→ dvfΛ(0Λ)
is a continuous invertible linear transformation with a continuous inverse. For every v ∈ EEΛ
we set
ev := f−1Λ (e
dvfΛ(0Λ))
whenever edvfΛ(0Λ) ∈ fΛ(UΛ). The next lemma implies that the exponential map is well-defined
on some W ⊑ EE .
Lemma 4.5. There exists a W ⊑ EE which satisfies the following properties.
(i) 0Λ0 ∈ WΛ0.
(ii) edvfΛ(0Λ) ∈ fΛ(UΛ) for every Λ ∈ Gr and every v ∈ WΛ.
Proof. Since GΛ0 has a smooth exponential map, there exists an open 0-neighborhood W ⊆
Lie(GΛ0) such that {ew : w ∈W} ⊆ fΛ0(UΛ0). Set
WΛ0 := { v ∈ EEΛ0 : dvfΛ0(0Λ0) ∈W }
and WΛ :=
(EEεΛ)−1 (WΛ0) := { v ∈ EEΛ : EEεΛ(v) ∈ WΛ0 } for every Λ ∈ Gr.
Next we prove that if v ∈ WΛ then edvfΛ(0Λ) ∈ fΛ(UΛ). By Lemma 3.9 it suffices to prove
that if v ∈ WΛ then GεΛ
(
edvfΛ(0Λ)
) ∈ fΛ0(UΛ0). To prove the latter statement note that if
v ∈ WΛ then EEεΛ(v) ∈ WΛ0 and therefore
GεΛ
(
edvfΛ(0Λ)
)
= edGεΛ (1Λ)(dvfΛ(0Λ)) = edfΛ0 (0Λ0 )(E
E
εΛ
(v)) ∈ fΛ0(UΛ0). 
Lemma 4.5 implies that for every Λ ∈ Gr the following diagram commutes:
UΛ fΛ // GΛ
WΛ
v 7→ev
OO
v 7→dvfΛ(0Λ)
// Lie(GΛ)
x 7→ex
OO
Our next goal is to prove that the induced exponential map is in Nat(W,U).
Lemma 4.6. Let Λ,Λ′ ∈ Gr and ̺ ∈ MorGr(Λ,Λ′). Then the following diagram commutes:
UΛ
U̺
// UΛ′
WΛ
v 7→ev
OO
W̺
// WΛ′
v 7→ev
OO
Proof. Let w ∈ WΛ. Then
fΛ′
(
eW̺(w)
)
= fΛ′
(
eE
E
̺ (w)
)
= edfΛ′ (0Λ′ )(E
E
̺ (w)) = edG̺(1Λ)(dwfΛ(0Λ))
= G̺
(
edwfΛ(0Λ)
)
= G̺
(
fΛ(e
w)
)
= fΛ′(U̺(ew)).
Since fΛ′ : UΛ′ → GΛ′ is an injection, it follows that eW̺(w) = U̺(ew). 
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Fix Λ ∈ Gr. The map
SΛ : EEΛ → Lie(GΛ) , v 7→ dvfΛ(0Λ) (4.3)
is a continuous invertible linear transformation with a continuous inverse. Therefore the Lie
bracket of Lie(GΛ) can be pulled back to EEΛ , that is, we can define a Lie bracket
EEΛ × EEΛ → EEΛ , [x, y]Λ := S−1Λ
(
[SΛ(x), SΛ(y)]Lie(GΛ)
)
for every x, y ∈ EEΛ ,
where [ ·, · ]Lie(GΛ) denotes the Lie bracket of Lie(GΛ). Observe that esx, ety ∈ WΛ for sufficiently
small s, t ∈ R, and therefore
[x, y]Λ =
∂
∂s
∂
∂t
(
esx • ety • e−sx)∣∣∣
s=t=0
for every x, y ∈ EEΛ . (4.4)
Lemma 4.7. Let Λ ∈ Gr and x, y ∈ EEΛ .
(i) If λI , λJ ∈ Λ0 then [x · λI , y · λJ ]Λ = [x, y]Λ · λIλJ .
(ii) If Λ′ ∈ Gr and ̺ ∈ MorGr(Λ,Λ′) then
[EE̺ (x), EE̺ (y)]Λ′ = EE̺
(
[x, y]Λ
)
.
Proof. Note that
[x, y]Λ =
∂
∂s
∂
∂t
hΛ ◦ gΛ(s, t)
∣∣∣
s=t=0
where h : U × U → V is the smooth morphism defined by
hΛ(a, b) := a • b • a−1 for every a, b, c ∈ UΛ
and
gΛ : (−r, r)× (−r, r)→ UΛ × UΛ , gΛ(s, t) := (esx, ety)
for r > 0 sufficiently small. Lemma 2.3 implies that
[x, y]Λ = d
2hΛ
(
(0Λ,0Λ)
)(
(x,0Λ), (0Λ, y)
)
.
Therefore (i) and (ii) follow from Lemma 3.16. 
4.5. A Lie superalgebra structure on E. Our next goal is to obtain a Lie superalgebra
structure on E = E0 ⊕ E1 which is compatible with the Lie brackets [·, ·]Λ on EEΛ for every
Λ ∈ Gr.
Lemma 4.8. There exists a continuous bilinear map c1 : E0 × E1 → E1 such that
[x, y · λ1]Λ1 = c1(x, y) · λ1 for every x ∈ E0 and every y ∈ E1 .
There exists a continuous symmetric bilinear form c2 : E1 × E1 → E0 such that
[x · λ1, y · λ2]Λ2 = c2(x, y) · λ1λ2 for every x, y ∈ E1 .
Proof. This is a consequence of Lemma 4.7(ii). For c1 we use ̺ := ιΛ1 ◦ εΛ1 ∈ MorGr(Λ1,Λ1).
For c2, we use ̺ := ̺i ∈ MorGr(Λ2,Λ2), where i ∈ {1, 2}, defined by ̺i(λj) := δi,jλj . To show
that c2 is symmetric we use ̺ ∈ MorGr(Λ2,Λ2) given by ̺(λ1) := λ2 and ̺(λ2) := λ1. 
Consider the continuous skew-symmetric bilinear map
c0 : E0 × E0 → E0 , c0(x, y) := [x, y]Λ0 .
Using c0, c1, and c2 we define a Lie superalgebra structure on E = E0 ⊕ E1 . For every
x0 , y0 ∈ E0 and every x1 , y1 ∈ E1 we set
[x0 + x1 , y0 + y1 ] := c0(x0 , y0 ) + c1(x0 , y1 )− c1(y0 , x1 )− c2(x1 , y1 ). (4.5)
Bilinearity and continuity of [·, ·] are obvious. Example 4.9 below explains how to prove the
super Jacobi identity for [·, ·] using the Jacobi identity of [·, ·]Λ.
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Example 4.9. Assume x, y ∈ E1 and z ∈ E0 . In this case we should prove that
[x, [y, z]] − [y, [z, x]] + [z, [x, y]] = 0. (4.6)
Using (4.5) we can write (4.6) as
− c2(x, c1(z, y)) − c2(y, c1(z, x)) + c0(z, c2(x, y)) = 0. (4.7)
From Lemma 4.8 and Lemma 4.7(ii) it follows that
[y · λ1, z]Λ2 = −[z, y · λ1]Λ2 = −c1(z, y) · λ1.
Again from Lemma 4.8 and Lemma 4.7(ii) it follows that
[x · λ2, [y · λ1, z]Λ2 ]Λ2 = [x · λ2,−c1(z, y) · λ1]Λ2 = c2(x, c1(z, y)) · λ1λ2.
In a similar way, it can be shown that [y · λ1, [z, x · λ2]Λ2 ]Λ2 = c2(y, c1(z, x)) · λ1λ2 and
[z, [x · λ2, y · λ1]Λ2 ]Λ2 = −c0(z, c2(x, y)) · λ1λ2. Therefore (4.7) is a consequence of the Jacobi
identity of [·, ·]Λ2 for the elements x · λ2, y · λ1, and z.
For every Λ ∈ Gr, the Lie superbracket on E = E0 ⊕ E1 defined in (4.5) induces a Lie
superbracket
[ ·, · ]′Λ : (E ⊗ Λ)× (E ⊗ Λ)→ E ⊗ Λ
as follows. For homogeneous v1, v2 ∈ E and λI1 , λI2 ∈ Λ we set
[v1 · λI1 , v2 · λI2 ]′Λ := (−1)|λI1 |·|v2|[v1, v2] · λI1λI2 .
Proposition 4.10. Let Λ ∈ Gr. Then [x, y]Λ = [x, y]′Λ for every x, y ∈ EEΛ .
Proof. Follows from Lemma 4.7 and Lemma 4.8. 
4.6. The Harish–Chandra pair associated to G. For every Λ ∈ Gr, we define an action
of GΛ0 on EEΛ as follows:
GΛ0 × EEΛ → EEΛ , (g, v) 7→ g ⋆Λ v := S−1Λ
(
AdΛ(GιΛ(g))(SΛ(v))
)
.
where SΛ is the linear transformation defined in (4.3) and AdΛ(a)(x) denotes the adjoint
action of a ∈ GΛ on x ∈ Lie(GΛ). Note that by the Chain Rule,
g ⋆Λ v = S
−1
Λ
(
d(lg ◦ rg−1)Λ(1Λ)(SΛ(v))
)
= d(f−1 ◦ lg ◦ rg−1 ◦ f)Λ(0Λ)(v). (4.8)
Lemma 4.11. Let g ∈ GΛ0 , Λ ∈ Gr, and v ∈ EEΛ .
(i) If ̺ ∈ MorGr(Λ,Λ′) for some Λ′ ∈ Gr then g ⋆Λ′ EE̺ (v) = EE̺ (g ⋆Λ v).
(ii) g ⋆Λ (v · λI) = (g ⋆Λ v) · λI for every λI ∈ Λ0 .
Proof. (i) Differentiating fΛ′ ◦ U̺ = G̺ ◦ fΛ yields SΛ′ ◦ EE̺ (w) = dG̺(1Λ′)(SΛ(w)). Similarly,
differentiating (lg ◦ rg−1)Λ′ ◦ G̺ = G̺ ◦ (lg ◦ rg−1)Λ yields
d(lg ◦ rg−1)Λ′(1Λ′)
(
dG̺(1Λ)(w)
)
= dG̺(1Λ)
(
d(lg ◦ rg−1)Λ(1Λ)(w)
)
.
Therefore
g ⋆Λ′ EE̺ (v) = S−1Λ′
(
d(lg ◦ rg−1)Λ′(1Λ′)
(
SΛ′ ◦ EE̺ (v)
))
= S−1Λ′
(
d(lg ◦ rg−1)Λ′(1Λ′)
(
dG̺(1Λ)(SΛ(v))
))
= S−1Λ′
(
dG̺(1Λ)
(
d(lg ◦ rg−1)Λ(1Λ)
(
SΛ(v)
)))
= EE̺ ◦ S−1Λ
(
d(lg ◦ rg−1)Λ(1Λ)
(
SΛ(v)
))
= EE̺ (g ⋆Λ v).
(ii) Follows from (4.8) and Λ0 –linearity of v 7→ dv(f−1 ◦ lg ◦ rg−1 ◦ f)Λ(0Λ). 
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Theorem 4.12. Let G := GΛ0 . Let g0 := Lie(GΛ0) and
A0 : E0 → g0 , A0 (e0 ) := de0 fΛ0(0Λ0).
Let g1 := ker
(
dGεΛ1 (1Λ1)
)
⊆ Lie(GΛ1) and
A1 : E1 → g1 , A(e1 ) := dfΛ1(0Λ1) (e1 · λ1) .
Set g := g0 ⊕ g1 and
A : E → g , e0 ⊕ e1 7→ A0 (e0 )⊕A1 (e1 ).
Let [ ·, · ]g : g× g→ g be a Lie superbracket induced by the Lie superbracket [ ·, · ] : E ×E → E
given in (4.5) as follows:
[x, y]g := A
(
[A−1(x), A−1(y)]
)
for every x, y ∈ g.
Define
Ad : G× g→ g , Ad(g)(x0 ⊕ x1 ) := AdΛ0(g)(x0 )⊕AdΛ1
(
GιΛ1 (g)
)
(x1 ).
(i) The superbracket [ ·, · ]g : g × g → g is continuous and the map Ad : G × g → g is
smooth.
(ii) The map Ad(g) : g→ g is an automorphism of g for every g ∈ G.
(iii) Let y ∈ g and cy : G→ g be the map defined by cy(g) := Ad(g)(y). Then
dcy(1Λ0)(x) = [x, y]g for every x ∈ g0 .
Proof. (i) Continuity of [ ·, · ]g follows from the fact that A is a bijective continuous linear
transformation with a continuous inverse. Smoothness of Ad follows from smoothness of AdΛ0
and AdΛ1 .
(ii) The inclusion Ad(g)(g1 ) ⊆ g1 follows from
g ⋆Λ0 EEεΛ1 (v) = E
E
εΛ1
(
g ⋆Λ1 v
)
which is a consequence of Lemma 4.11(i). Next we prove that
[Ad(g)(x),Ad(g)(y)]g = Ad(g)([x, y]g)
for every x, y ∈ g. It suffices to assume that x, y are homogenous. Depending on the parity of
x and y there are four cases to consider, but the arguments are similar, and we will only give
the argument when x, y ∈ g1 . Set xˇ := A−1(x) and yˇ := A−1(y). From Lemma 4.11 it follows
that
g ⋆Λ2 (xˇ · λ1) = A−1
(
Ad(g)(x)
) · λ1 and g ⋆Λ2 (yˇ · λ2) = A−1(Ad(g)(y)) · λ2.
Now on the one hand by Proposition 4.10,
[A−1(Ad(g)(x)) · λ1, A−1(Ad(g)(y)) · λ2]Λ2
= −[A−1(Ad(g)(x)), A−1(Ad(g)(y))] · λ1λ2
and on the other hand from Lemma 4.11 it follows that
[A−1(Ad(g)(x)) · λ1, A−1(Ad(g)(y)) · λ2]Λ2 = [g ⋆Λ2 (xˇ · λ1), g ⋆Λ2 (yˇ · λ2)]Λ2
= g ⋆Λ2
(
[xˇ · λ1, yˇ · λ2]Λ2
)
= g ⋆Λ2 (−[xˇ, yˇ] · λ1λ2)
= −(g ⋆Λ2 [xˇ, yˇ]) · λ1λ2 = −A−1 (Ad(g)([x, y])) · λ1λ2.
(iii) It suffices to prove the statement for y ∈ g1 . In this case,
dcy(1Λ0)(x) = [dGιΛ1 (1Λ0)(x), y]Lie(GΛ1 ) = A
(
[A−1(x), A−1(y)]
)
= [x, y]g
which completes the proof. 
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Theorem 4.12 links the abstract notion of a Lie supergroup to the more concrete notion of
a Harish–Chandra pair.
In the next definition, Aut(g) denotes the group of automorphisms of g (not necessarily
continuous) which preserve the Z2–grading.
Definition 4.13. A Harish–Chandra pair is a pair (G, g) satisfying the following properties.
(i) g := g0 ⊕ g1 is a Z2–graded locally convex space endowed with a continuous Lie
superbracket [·, ·] : g× g→ g.
(ii) G is a Lie group and g0 = Lie(G).
(iii) There exists a group homomorphism Ad : G→ Aut(g) such that the map
G× g→ g , (g, x) 7→ Ad(g)(x)
is smooth.
(iv) If cy : G→ g is the map defined by cy(g) := Ad(g)(y) then
dxcy(1G) = [x, y] for every x ∈ g0 and every y ∈ g
where 1G ∈ G denotes the identity element of G.
Corollary 4.14. The pair (G, g) associated to G in Theorem 4.12 is a Harish–Chandra pair.
Remark 4.15. A result analogous to Corollary 4.14 holds for analytic Lie supergroups, i.e.,
group objects in the category of analytic supermanifolds. The Harish–Chandra pair (G, g)
associated to an analytic supermanifold satisfies two extra properties: G is an analytic Lie
group and the adjoint action G× g→ g is analytic.
Definition 4.16. An analytic Harish–Chandra pair is a Harish–Chandra pair (G, g) where G
is an analytic Lie group and the adjoint action G× g→ g is analytic.
Remark 4.17. From the results of this section it follows that GΛ ≃ G⋉NΛ for every Λ ∈ Gr,
where NΛ is a nilpotent simply connected Lie group with Lie algebra (g⊗Λ+)0 . If we identify
NΛ with its Lie algebra via the exponential map then the action of G on NΛ is the canonical
extension of the adjoint action of G to (g⊗ Λ+)0 .
5. Left invariant differential operators on Lie supergroups
To simplify our notation, in this section we assume that G is a Lie supergroup modeled on
a locally convex space g = g0 ⊕ g1 (that is, g0 = E0 and g1 = E1 ) and [ ·, · ] : g × g → g is
the Lie superbracket defined by (4.5). Set G := GΛ0 . We will denote the identity element of
G by 1G.
Throughout this section (U , f) will denote the open chart of G obtained by Lemma 4.2 (note
that U ⊑ Eg).
Let hΛ : GΛ → EC1|1Λ be a smooth map. Recall that for every v ∈ Lie(GΛ) the left invariant
differential operator Lv on GΛ is defined by
LvhΛ(g) := lim
s→0
1
s
(
hΛ(ge
sv)− hΛ(g)
)
.
The chain rule implies that LvhΛ(g) = dhΛ(g)
(
dv(lg)Λ(1Λ)
)
.
5.1. Some technical lemmas. Our next goal is to prove some basic properties of left invari-
ant differential operators.
Lemma 5.1. If Λ ∈ Gr then every g ∈ GΛ can be written as g = g0fΛ(u0) where g0 := GιΛ◦εΛ(g)
and u0 ∈ U−1εΛ (0Λ0) ⊆ UΛ.
Proof. Follows immediately from Lemma 3.9. 
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Lemma 5.2. Let Λ ∈ Gr and hΛ : GΛ → EC1|1Λ be Λ–smooth.
(i) For every v ∈ Lie(GΛ) the map LvhΛ : GΛ → EC1|1Λ is Λ–smooth.
(ii) Let x1, . . . , xk ∈ EgΛ and λI1 , . . . , λIk ∈ Λ0 . Set x˜i := dxi·λIifΛ(0Λ) for 1 ≤ i ≤ k. If
g ∈ GΛ then
Lx˜1 · · ·Lx˜khΛ(g) =
(
Ldx1fΛ(0Λ) · · ·LdxkfΛ(0Λ)hΛ(g)
) · λI1 · · ·λIk .
Proof. (i) Fix g ∈ GΛ. By Lemma 5.1 we can write g = g0fΛ(u0) where g0 := GιΛ◦εΛ(g) and
u0 ∈ UΛ. It suffices to prove that the map
UΛ → EC1|1Λ , x 7→ (LvhΛ)(g0fΛ(x))
is Λ–smooth at u0. Fix w ∈ EgΛ. Set Hw(s, t) := hΛ(g0fΛ(u0 + sw)etv) for s, t ∈ R sufficiently
close to 0. Observe that for every s ∈ R,
∂
∂t
Hw(s, t)
∣∣∣
t=0
= (LvhΛ)(g0fΛ(u0 + sw)).
Thus we need to prove that ∂
∂s
∂
∂t
Hw(s, t)
∣∣∣
s=t=0
is Λ0 –linear in w. The map
UΛ → EC1|1Λ , x 7→
(
hΛ ◦ (lg0)Λ ◦ (retv)Λ ◦ fΛ
)
(x)
is Λ–smooth and therefore ∂
∂s
Hw(s, t)
∣∣∣
s=0
= dw
(
hΛ ◦ (lg0)Λ ◦ (retv)Λ ◦ fΛ
)
(u0) is Λ0 –linear in
w. Consequently, if λ ∈ Λ0 then
∂
∂s
∂
∂t
Hw·λ(s, t)
∣∣∣
s=t=0
=
∂
∂t
( ∂
∂s
Hw·λ(s, t)
∣∣∣
s=0
)∣∣∣
t=0
=
∂
∂t
( ∂
∂s
Hw(s, t)
∣∣∣
s=0
)∣∣∣
t=0
· λ = ∂
∂s
∂
∂t
Hw(0, 0) · λ.
(ii) First assume k = 1. By the Chain Rule we have
Ldx1·λfΛ(0Λ)
hΛ(g) = dhΛ(g)
(
d(lg)Λ(1Λ)
(
dfΛ(0Λ)(x1 · λ)
))
= dx1·λ(hΛ ◦ (lg)Λ ◦ fΛ)(0Λ) =
(
dx1(hΛ ◦ (lg)Λ ◦ fΛ)(0Λ)
) · λ
and again by the Chain Rule the right hand side is equal to Ldx1fΛ(0Λ)hΛ(g) ·λ. This completes
the proof for the case k = 1. The case k > 1 follows from (i), (ii), and induction on k. 
Lemma 5.3. Let Λ,Λ′ ∈ Gr, ̺ ∈ MorGr(Λ,Λ′), h ∈ C∞(G, EC1|1), and w1, . . . , wk ∈ EgΛ. For
every 1 ≤ i ≤ k set w˜i := dfΛ′(0Λ′)(Eg̺ (wi)). If g ∈ GΛ then
Lw˜1 · · ·Lw˜khΛ′
(G̺(g)) = EC1|1̺ (Ldw1fΛ(0Λ) · · ·LdwkfΛ(0Λ)hΛ(g)).
Proof. We only give the argument for k = 1, as the case k > 1 follows by induction on k.
Observe that G̺ ◦ fΛ = fΛ′ ◦ U̺ and dwU̺(0Λ) = Eg̺(w). Thus
dfΛ′(0Λ′)
(Eg̺(w1)) = dfΛ′(0Λ′)(dU̺(0Λ)(w1)) = dG̺(1Λ)(dfΛ(0Λ)(w1))
and for every s ∈ R we have
esdfΛ′ (0Λ′ )(E
g
̺(w1)) = esdG̺(1Λ)(dfΛ(0Λ)(w1)) = G̺
(
esdfΛ(0Λ)(w1)
)
.
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It follows that
Lw˜1hΛ′
(G̺(g)) = lim
s→0
1
s
(
hΛ′
(G̺(g)esdfΛ′ (0Λ′ )(Eg̺(w1)))− hΛ′(G̺(g)))
= lim
s→0
1
s
(
hΛ′
(G̺(gesdfΛ(0Λ)(w1))) − hΛ′(G̺(g)))
= lim
s→0
1
s
(
EC1|1̺
(
hΛ
(
gesdfΛ(0Λ)(w1)
)− hΛ(g)))
= EC1|1̺
(
lim
s→0
1
s
(
hΛ
(
gesdfΛ(0Λ)(w1)
)− hΛ(g)))
= EC1|1̺
(
Ldw1fΛ(0Λ)hΛ(g)
)
. 
5.2. Left invariant differential operators on G. Our next goal is to define left invariant
differential operators
Lx : C
∞(G, EC1|1)→ C∞(G, EC1|1)
for every x ∈ g (see Remark 5.8). First we define Lx when x is homogeneous and then we
extend it to all of g by linearity.
Lemma 5.4. Let h ∈ C∞(G, EC1|1), x ∈ g1 , and n ≥ 0 be an integer. For every m > n set
x˜m := dx·λmfΛm(0Λm). If g ∈ GΛn then there exists a unique wg ∈ EC
1|1
Λn
such that
λm ·
(EC1|1ιn,m(wg)) = limt→0 1t (hΛm(getx˜m)− hΛm(g)) for every m > n.
Proof. (i) For every m > n set
wg,m := lim
t→0
1
t
(
hΛm(ge
tx˜m)− hΛm(g)
)
.
For every m′ > m > n let ̺m,m′ ∈ MorGr(Λm,Λm′) by defined by
̺m,m′(λi) :=
{
λi if 1 ≤ i ≤ m− 1,
λm′ if i = m.
If m′ > m > n then dx˜mG̺m,m′ (1Λm) = x˜m′ and therefore
G̺m,m′ (etx˜m) = e
dx˜mG̺m,m′ (1Λm ) = etx˜m′ for every t ∈ R.
It follows that hΛm′ (ge
tx˜m′ ) = EC1|1̺m,m′
(
hΛm(ge
tx˜m)
)
for every g ∈ GΛ and thus wg,m′ =
EC1|1̺m,m′ (wg,m). To complete the proof of the Lemma it is enough to show that EC
1|1
εn+1,n
(wg,n+1) =
0. To prove the latter statement note that
Gεn+1,n(etx˜n+1) = etdGεn+1,n (1Λn+1 )(x˜n+1) = etdGεn+1,n (1Λn+1 )(dx·λn+1fΛn+1 (0Λn+1 ))
= e
dfΛn (0Λn )
(
EC
1|1
εn+1,n
(x·λn+1)
)
= 1Λn
and thus for every t ∈ R we have
EC1|1εn+1,n
(
hΛn+1(ge
tx˜n+1)− hΛn+1(g)
)
= hΛn(gGεn+1,n(etx˜n+1))− hΛn(g) = 0. 
Definition 5.5. Let h ∈ C∞(G, EC1|1) and Λ ∈ Gr. If x ∈ g0 then set x˜ := dxfΛ(0Λ) and
define
(Lxh)Λ(g) := lim
t→0
1
t
(
hΛ(ge
tx˜)− hΛ(g)
)
for every g ∈ GΛ.
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For x ∈ g1 we define
(Lxh)Λn(g) := wg
where wg ∈ EC1|1Λn is given by Lemma 5.4.
Proposition 5.6. Let h ∈ C∞(G, EC1|1).
(i) If x ∈ g then Lxh ∈ C∞(G, EC1|1).
(ii) If x ∈ g and g ∈ GΛ0 then Lx(h ◦ lg) = (Lxh) ◦ lg for every g ∈ GΛ0 .
Proof. (i) We can assume x is homogeneous. If x ∈ g0 then the statement follows from Lemma
5.2(i) and Lemma 5.3. If x ∈ g1 then the statement follows from Lemma 5.2(i), Lemma 5.3,
and the definition of Lx.
(ii) Straightforward from the definition. 
Lemma 5.7. Let x1, . . . , xk ∈ g be homogeneous. Let Λ ∈ Gr and λI1 , . . . , λIk ∈ Λ satisfy
|λIi | = |xi|. Let x˜i := dxi·λIifΛ(0Λ) for 1 ≤ i ≤ k. Let m ≥ 0 be an integer. Assume that
Ii ∩ {r ∈ N : r ≤ m} = ∅ for 1 ≤ i ≤ k.
If g ∈ GΛm then
Lx˜1 · · ·Lx˜khΛ(g) = λIk · · ·λI1 ·
(
(Lx1 · · ·Lxkh)Λm(g)
)
.
Proof. By Lemma 5.2(ii) the proof is reduced to the case where each Ii has at most one
element.
Let i1 < · · · < iℓ be such that Ii = {mi} if and only if i ∈ {i1, . . . , iℓ}. There are two cases
to consider.
Case 1. The mij ’s are pairwise distinct numbers. Using Lemma 5.3 with a homomorphism
̺ : Λ→ Λ which suitably permutes the generators of Λ, we can assume that mi1 < · · · < miℓ .
The case k = 1 follows from the definition of the differential operator Lx. Next we prove the
case k > 1 by induction on k. Assume that I1 6= ∅. (The argument for the case I1 = ∅ is
similar.) It follows that Ii ∩ {r ∈ N : r ≤ mi1} = ∅ for 2 ≤ i ≤ k. Set h˜ := Lx2 · · ·Lxkh.
Then
Lx˜1 · · ·Lx˜khΛ(g) = lim
s→0
1
s
(
Lx˜2 · · ·Lx˜khΛ(gesdx˜1fΛ(0Λ))− Lx˜2 · · ·Lx˜khΛ(g)
)
= lim
s→0
1
s
(
λmiℓ · · ·λmi2 ·
(
h˜Λi1 (ge
sdx˜1fΛ(0Λ))− h˜Λi1 (g)
))
= λmiℓ · · · λmi1 · (Lx1h˜)Λmi1 (g) = λmiℓ · · · λmi1 · (Lx1h˜)Λm(g)
= λmiℓ · · · λmi1 · (Lx1 · · ·Lxkh)Λm(g).
Case 2. There exist 1 ≤ a < b ≤ ℓ such that mia = mib . In this case we prove that(
Lx˜1 · · ·Lx˜k
)
hΛ(g) = 0. This follows from Case 1 and taking ̺ : Λm+ℓ → Λ defined by
̺(λj) =
{
λj if 1 ≤ j ≤ m,
λmij otherwise
in Lemma 5.3. 
Remark 5.8. Since the definition of Lx is local, for every Y ⊑ G one can restrict Lx to a
differential operator Lx : C
∞(Y, EC1|1)→ C∞(Y, EC1|1). Our statements regarding properties
of Lx can be adapted suitably to hold for the restriction of Lx to C
∞(Y, EC1|1).
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5.3. Extending Lx to the universal enveloping algebra. Let gC := g ⊗R C and U(gC)
denote the universal enveloping algebra of gC. The next lemma shows that the definition of
Lx can be extended to every x ∈ U(gC).
Lemma 5.9. If x, y ∈ g are homogeneous then(
LxLyh− (−1)|x|·|y|LyLxh
)
Λ
(g) = (L[x,y]h)Λ(g) for every g ∈ GΛ.
Proof. We only give the argument for the case x, y ∈ g1 . The remaining cases are similar. Let
Λ := Λn and set
x˜ := dx·λn+1fΛn+2(0Λn+2) and y˜ := dy·λn+2fΛn+2(0Λn+2).
Thus x˜, y˜ ∈ Lie(GΛn+2) and [x˜, y˜] = dfΛn+2(0Λn+2)(−[x, y] · λn+1λn+2). From Lemma 5.7 it
follows that
Lx˜Ly˜hΛn+2(g) = λn+2λn+1 · (LxLyh)Λ(g) = −λn+1λn+2 · (LxLyh)Λ(g).
Similarly, Ly˜Lx˜hΛn+2(g) = λn+1λn+2 · (LyLxh)Λ(g). Therefore
λn+1λn+2·
(
(LxLyh)Λ(g) + (LyLxh)Λ(g)
)
= −(Lx˜Ly˜ − Ly˜Lx˜)hΛn+2(g) = −L[x˜,y˜]hΛn+2(g)
= −L−[x,y]hΛ(g) · λn+1λn+2 = L[x,y]hΛ(g) · λn+1λn+2
= λn+1λn+2 · L[x,y]hΛ(g)
which implies that (LxLyh)Λ(g) + (LyLxh)Λ(g) = L[x,y]hΛ(g). 
5.4. Differentiating the exponential map. The next lemma will be used in the proof of
Theorem 5.12.
Lemma 5.10. Let Λ ∈ Gr, v1, . . . , vn ∈ g be homogeneous, and λI1 , . . . , λIn ∈ Λ satisfy the
following properties.
(i) |λIi | = |vi| for all 1 ≤ i ≤ n.
(ii) Ii ∩ Ij = ∅ for every 1 ≤ i 6= j ≤ n.
Then there exists a smooth map η : UΛ0 → g such that
∂
∂t1
· · · ∂
∂tn
(uet1v1λI1+···+tnvnλIn )
∣∣∣
t1=···=tn=0
= η(u) · λI1 · · ·λIn (5.1)
for every u ∈ UΛ0 . On the left hand side of (5.1) we use the identification of u ∈ UΛ0 with
UιΛ(u) ∈ UΛ (see Remark 3.1).
Proof. First observe that differentiation with respect to the ti’s commutes with Eg̺ for every
̺ ∈ MorGr(Λ,Λ). Therefore by Lemma 4.6 it is enough to prove that, if a ∈ Ii for some
1 ≤ i ≤ n, and ̺ ∈ MorGr(Λ,Λ) is defined by
̺(λk) :=
{
λk if k 6= a,
0 otherwise,
then for all sufficiently small tj, j 6= i, we have
Eg̺
(
∂
∂ti
(uet1v1λI1+···+tnvnλIn )
∣∣∣
ti=0
)
= 0. (5.2)
Without loss of generality we can assume i = 1. By Lemma 4.6
U̺
(
uet1v1λI1+···+tnvnλIn
)
= ueE
g
̺ (t1v1λI1+···+tnvnλIn )
= ueE
g
̺ (t2v2λI2+···+tnvnλIn ) = U̺
(
uet2v2λI2+···+tnvnλIn
)
.
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Equality (5.2) now follows immediately. 
5.5. The algebra of smooth superfunctions revisited. Let C∞(G,C) (resp., Cω(G,C))
be the space of smooth (resp., analytic) complex-valued functions on G. For every x ∈ g0 set
x˜ := dxfΛ0(0Λ0). The space C
∞(G,C) is a g0 –module via the action
x · ψ(g) := Lx˜ψ(g) (5.3)
for every x ∈ g0 , every ψ ∈ C∞(G,C), and every g ∈ G.
Let Homg0 (U(gC), C
∞(G,C)) denote the complex vector space of C–linear maps
h : U(gC)→ C∞(G,C)
which satisfy (
h(xy)
)
(g) = Lx˜(h(y))(g) (5.4)
for every x ∈ g0 , every y ∈ U(gC), and every g ∈ G.
If h ∈ Homg0 (U(gC), C∞(G,C)), then for every n ≥ 1 we set
h[n] : gn ×G→ C , h[n](x1, . . . , xn, g) :=
(
h(x1 · · · xn)
)
(g). (5.5)
Set
C∞(G, g) :=
{
h ∈ Homg0 (U(gC), C∞(G,C)) : h[n] is smooth for every n ≥ 1
}
.
Similarly, we define
Cω(G, g) :=
{
h ∈ Homg0 (U(gC), Cω(G,C)) : h[n] is analytic for every n ≥ 1
}
.
Remark 5.11. Let Y ⊆ G be an open set. Then the space C∞(Y,C) (resp., Cω(Y,C)) is also
a g0 –module via the action given in (5.3). In the definition of C
∞(G, g) (resp., Cω(G, g)), if
we substitute C∞(G,C) (resp., Cω(G,C)) by C∞(Y,C) (resp., Cω(Y,C)), then we obtain the
space C∞(Y, g) (resp., Cω(Y, g)).
Theorem 5.12. Let Y ⊑ G and Y := YΛ0. The map
Φ : C∞(Y, EC1|1)→ C∞(Y, g) , Φ(h)(x) := (Lxh)Λ0
is a C–linear isomorphism.
Proof. Throughout the proof we assume that Y = G. Slight changes render the proof appli-
cable to arbitrary Y ⊑ G.
The proof will be given in several steps.
Step 1. Let h ∈ C∞(G, EC1|1). From the definition of Lx for x ∈ g0 , Proposition 5.6, and
Lemma 5.9 it follows that Φ(h) ∈ Homg0 (U(gC), C∞(G,C)). Lemma 5.7 and smoothness of
the exponential map of GΛ (see Proposition 4.4) imply that Φ(h)[n] is smooth for every n ≥ 1,
i.e., Φ(h) ∈ C∞(G, g). It remains to prove that Φ is a bijection.
Step 2. Fix Λ ∈ Gr. By Lemma 5.1 every g ∈ GΛ can be written as g = g0fΛ(u0) where
g0 = GιΛ◦εΛ(g). We can identify G with im(GιΛ) (see Remark 3.1) and consequently we will
denote GεΛ(g) by g0 as well. For every h ∈ C∞(G, EC
1|1
) we set hˇ〈g〉 := h ◦ lg0 ◦ f . Observe
that hˇ〈g〉 ∈ C∞(U , EC1|1). Proving that Φ is an injection amounts to showing that if Φ(h) = 0
then hˇ〈g〉 = 0 for every g ∈ GΛ.
Step 3. Let h ∈ C∞(G, EC1|1) such that Φ(h) = 0. Fix g ∈ GΛ. For every v1, . . . , vn ∈ EgΛ
and every u ∈ UΛ0 set
A(u; v1, . . . , vn) :=
∂
∂t1
· · · ∂
∂tn
hΛ
(
g0fΛ(u)e
t1dv1fΛ(0Λ)+···+tndvnfΛ(0Λ)
)∣∣∣
t1=···=tn=0
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where u is identified with UιΛ(u) ∈ UΛ. From the definition of A(u; v1, . . . , vn) it follows
immediately that the map
UΛ0 × EgΛ × · · · × EgΛ → EC
1|1
Λ , (u, v1, . . . , vn) 7→ A(u; v1, . . . , vn)
is smooth. Moreover, A(u; v1, . . . , vn) is linear in v1, . . . , vn. If we set v˜i := dvifΛ(0Λ) for
1 ≤ i ≤ n then Lemma 2.5 implies that
A(u; v1, . . . , vn) =
1
n!
∑
σ∈Sn
Lv˜σ(1) · · ·Lv˜σ(n)hΛ(g0fΛ(u)). (5.6)
Since Φ(h) = 0, Lemma 5.7 implies that A(u; v1, . . . , vn) = 0 for every u ∈ UΛ0 and every
v1, . . . , vn ∈ EgΛ.
Step 4. Given a set A = {m1, . . . ,mk} ⊆ N, for every u ∈ UΛ0 and every vm1 , . . . , vmk ∈ EgΛ
set
B(u; vA) :=
∂
∂tm1
· · · ∂
∂tmk
(
uetm1vm1+···+tmkvmk
)∣∣∣
tm1=···=tmk=0
.
Note that the smooth map
UΛ0 × EgΛ × · · · × EgΛ → EgΛ , (u, vA) 7→ B(u; vA)
is k-linear in vm1 , . . . , vmk . Moreover, if A = {m1} then B(u; vA) = dvm1 (lu)Λ(0Λ). By
Lemma 2.3 we can write
A(u; v1, . . . , vn) =
∂
∂t1
· · · ∂
∂tn
hˇ
〈g〉
Λ (ue
t1v1+···+tnvn)
∣∣∣
t1=···=tn=0
=
∑
{A1,...,Ak}∈Pn
d
khˇ
〈g〉
Λ (u)
(
B(u; vA1), . . . ,B(u; vAk )
)
and therefore
A(u; v1, . . . , vn) = d
nhˇ
〈g〉
Λ (u)(w1, . . . , wn) (5.7)
+
∑
k<n
∑
{A1,...,Ak}∈Pn
d
khˇ
〈g〉
Λ (u)
(
B(u; vA1), . . . ,B(u; vAk )
)
where wi = dvi(lu)Λ(0Λ) for every 1 ≤ i ≤ n. The map
EgΛ → EgΛ , v 7→ dv(lu)Λ(0Λ)
is a bijective continuous linear map with a continuous inverse v 7→ dv(lu−1)Λ(u). Thus, vi =
dwi(lu−1)Λ(u). If we start from any w1, . . . , wn ∈ EgΛ and then recursively apply (5.7), we
obtain a linear system with finitely many equations with an invertible triangular coefficient
matrix. Since A(u, v1, . . . , vn) = 0 for every n and every v1, . . . , vn ∈ EgΛ, the linear system
is homogeneous. Therefore the unique solution to the linear system is the trivial solution. It
follows that
d
nhˇ
〈g〉
Λ (u)(w1, . . . , wn) = 0 for every u ∈ UΛ0 and every w1, . . . , wn ∈ EgΛ.
In particular, if Λ = Λn and we set wi = xiλi where xi ∈ g1 for every 1 ≤ i ≤ n, then Lemma
3.15 and Proposition 3.12 imply that hˇ〈g〉 = 0. This completes the proof of injectivity of Φ.
Step 5. We now proceed towards the proof of surjectivity of Φ. Lemma 5.10, the linear
systems obtained by (5.7), and (5.6) lead to the following statement:
Statement A. Let n ≥ 1 and Pn denote the collection of partitions of {1, . . . , n}. Then, for
every S := {A1, . . . , Ak} ∈ Pn, there exists a family
CS := {
(
DS,i(u;xA1), . . . ,DS,i(u;xAk)
)
: i = 1, . . . , c(S) }
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of k-tuples of smooth maps
UΛ0 × g|Aj |1 → g , (u, xAj ) 7→ DS,i(u;xAj )
where |Aj | denotes the cardinality of Aj , such that the following statements hold:
(i) DS,i(u;xAj ) is linear in {xs : s ∈ Aj}.
(ii) If h ∈ C∞(G, EC1|1), then for every x1, . . . , xn ∈ g1 and every u ∈ UΛ0 we have:
(−1)n(n−1)2 dnhˇ〈g〉Λ (u)(x1λ1, . . . , xnλn) (5.8)
=
∑
S∈Pn
S={A1,...,Ak}
c(S)∑
i=1
(
LDS,i(u;xA1 ) · · ·LDS,i(u;xAk )h
)
Λ0
(g0fΛ(u)) · λ1 · · · λn.
(iii) Let k = n, i.e., S = {A1, . . . , An} such that Aj = {j} for every 1 ≤ j ≤ n. Then
c(S) = 1 and DS,1(u;x{j}) = f(u;xj) for every 1 ≤ j ≤ n where the smooth map
UΛ0 × g1 → g1 , (u, x) 7→ f(u;x)
is defined by the equality f(u;x) · λ1 = dx·λ1(lu−1)Λ1(u). Moreover, for every u ∈ UΛ0
the map
g1 → g1 , x 7→ f(u;x)
is a bijective continuous linear transformation with a continuous inverse.
The proofs of (i)-(iii) are fairly straightforward. Part (i) follows from Lemma 5.10 and the
fact that the DS,i(u;xA)’s are obtained by superpositions of the B(u, xB)’s. Part (ii) follows
from (5.7) and (5.6). Part (iii) follows from (5.7) and the fact that v 7→ dv(lu−1)Λ1(u) is a
bijective continuous linear transformation with a continuous inverse (see Step 4 above).
Step 6. For every g0 ∈ GΛ0 let U 〈g0〉 ⊑ G be defined by
U 〈g0〉Λ := (lg0 ◦ f)Λ(UΛ) for every Λ ∈ Gr.
Fix h ∈ C∞(G, g). Our goal is to prove that h = Φ(h) for some h ∈ C∞(G, EC1|1). Lemma 5.7,
equality (5.4), and a standard glueing argument show that it is enough to prove the following
statement:
Statement B. For every g0 ∈ GΛ0 there exists a unique smooth morphism
hg0 ∈ C∞(U 〈g0〉, EC1|1)
which satisfies (Lx1 · · ·Lxnhg0)Λ0(g1) = (h(x1 · · · xn))(g1) for every n ≥ 0, every x1, . . . , xn ∈
g1 , and every g1 ∈ U 〈g0〉Λ0 .
The proof of the uniqueness part of Statement B is similar to Steps 1–4 above. Next we
give the proof of the existence part of Statement B.
Fix g0 ∈ GΛ0 . For every u ∈ UΛ0 , every n ≥ 1 and every x1, . . . , xn ∈ g1 define
k
〈g0〉
n (u)(x1, . . . , xn) as follows:
k〈g0〉n (u)(x1, . . . , xn) (5.9)
:=
∑
S∈Pn
S={A1,...,Ak}
c(S)∑
i=1
(−1)n(n−1)2 h(DS,i(u;xA1) · · ·DS,i(u;xAk))(g0fΛ0(u)).
Set k
〈g0〉
0 (u) := h(1U(gC))(g0fΛ0(u)) for every u ∈ UΛ0 , where 1U(gC) denotes the identity
element of U(gC). By Proposition 3.12 the family {k〈g0〉n : n ≥ 0} corresponds to a smooth
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morphism k〈g0〉 : U → EC1|1 . Let hg0 : U 〈g0〉 → EC1|1 be the unique smooth morphism which
satisfies
k〈g0〉 = hg0 ◦ lg0 ◦ f.
Statement A and Lemma 3.15 imply that
(−1)n(n−1)2 k〈g0〉n (x1, . . . , xn) =
(
Lf(u;x1) · · ·Lf(u;xn)hg0
)
Λ0
(g0fΛ0(u)) (5.10)
+
∑
S∈Pn
S={A1,...,Ak}
k<n
c(S)∑
i=1
(
LDS,i(u;xA1) · · ·LDS,i(u;xAk )h
g0
)
Λ0
(g0fΛ0(u))
and (5.9) implies that
(−1)n(n−1)2 k〈g0〉n (x1, . . . , xn) = h
(
f(u;x1) · · · f(u;xn)
)
(g0fΛ0(u)) (5.11)
+
∑
S∈Pn
S={A1,...,Ak}
k<n
c(S)∑
i=1
h
(
DS,i(u;xA1) · · ·DS,i(u;xAk)
)
(g0fΛ0(u)).
Since the map x 7→ f(u;x) is an invertible linear map (see Statement A), from (5.10), (5.11),
and Lemma 3.15, and by induction on n we can prove that
(Lx1 · · ·Lxnhg0)Λ0(g0fΛ0(u)) = (h(x1 · · · xn))(g0fΛ0(u))
for every u ∈ UΛ0 and every x1, . . . , xn ∈ g1 . The proof of Statement B is now complete. 
Remark 5.13. Note that C∞(Y, g) is an associative C-superalgebra with the multiplication(
h · h′)(x)(g) := (m ◦ (h⊗ h′) ◦ c(x))(g)
where m : C∞(Y,C) ⊗ C∞(Y,C) → C∞(Y,C) denotes the standard pointwise multiplication
and c : U(gC)→ U(gC)⊗U(gC) denotes the standard co-multiplication. It can be shown that
the map Φ of Theorem 5.12 is an isomorphism of C-superalgebras. We will not need this fact
and therefore we omit its proof.
6. The GNS construction
Theorem 5.12 allows us to substitute a Lie supergroup G by its associated Harish–Chandra
pair. Therefore in the rest of this article we will not need the functorial formalism of the
previous sections and we can concentrate on Harish–Chandra pairs. Throughout this section
(G, g) will denote a Harish–Chandra pair.
6.1. Smooth and analytic unitary representations. We recall the definition of smooth
and analytic unitary representations of a Harish–Chandra pair (see [CCTV], [MNS12], and
[NeSa12]).
Definition 6.1. Let (G, g) be a Harish–Chandra pair (resp., an analytic Harish–Chandra
pair). A smooth unitary representation (resp., an analytic unitary representation) of (G, g) is
a triple (π, ρπ,H ) satisfying the following properties.
(i) (π,H ) is a smooth (resp., analytic) unitary representation of G on the Z2–graded
Hilbert space H = H0 ⊕H1 such that for every g ∈ G, the operator π(g) preserves
the Z2–grading.
(ii) ρπ : g → EndC(B) is a representation of the Lie superalgebra g, where B = H ∞
(resp., B = H ω).
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(iii) For every x ∈ g0 , if dπ(x) denotes the infinitesimal generator of the one-parameter
group t 7→ π(etx), then ρπ(x) = dπ(x)∣∣
B
.
(iv) e−
πi
4 ρπ(x) is a symmetric operator for every x ∈ g1 .
(v) Every element of the component group G/G◦ has a coset representative g ∈ G such
that π(g)ρπ(x)π(g)−1 = ρπ(Ad(g)x) for every x ∈ g1 .
Lemma 6.2. Let (G, g) be a Harish–Chandra pair, (π, ρπ,H ) be a smooth unitary represen-
tation of (G, g), and v ∈ H ∞. Assume that g is a Fre´chet–Lie superalgebra. Then for every
n ≥ 1 the map
gn → H , (x1, . . . , xn) 7→ ρπ(x1) · · · ρπ(xn)v
is continuous.
Proof. The proof is by induction on n. For n = 0 there is nothing to prove. Let n ≥ 1. First
we prove that the map
g0 × gn−1 → H , (x, x1 . . . , xn−1) 7→ ρπ(x)ρπ(x1) · · · ρπ(xn−1)v (6.1)
is continuous. For every nonzero t ∈ R define a map ft : g0 × gn−1 → H by
ft(x, x1, . . . , xn−1) :=
1
t
(
π(etx)ρπ(x1) · · · ρπ(xn−1)− ρπ(x1) · · · ρπ(xn−1)
)
v.
The maps ft are continuous from a Baire space into a metric space. Moreover,
lim
t→0
ft(x, x1, . . . , xn−1) = ρ
π(x)ρπ(x1) · · · ρπ(xn−1)v.
It follows from [Bo74, Ch. IX, §5, Ex. 22(a)] that the set of discontinuity points of the map
(6.1) is of first category, and therefore its set of continuity points is nonempty. Since the map
(6.1) is n-linear, [NeSa12, Lemma 4.8] implies that it is continuous.
To complete the proof it is enough to show that the map
g1 × gn−1 → H , (x, x1, . . . , xn1) 7→ ρπ(x)ρπ(x1) · · · ρπ(xn−1)v (6.2)
is continuous at (0, . . . , 0) ∈ g1 × gn−1. If (x, x1, . . . , xn−1) ∈ g1 × gn−1 then
‖ρπ(x)ρπ(x1) · · · ρπ(xn−1)v‖2
= 〈ρπ(x)ρπ(x1) · · · ρπ(xn−1)v, ρπ(x)ρπ(x1) · · · ρπ(xn−1)v〉
= |〈ρπ(x1) · · · ρπ(xn−1)v, ρπ(x)2ρπ(x1) · · · ρπ(xn−1)v〉|
≤ 1
2
‖ρπ(x1) · · · ρπ(xn−1)v‖ · ‖ρπ([x, x])ρπ(x1) · · · ρπ(xn−1)v‖.
Therefore continuity of (6.2) follows from the the induction hypothesis, continuity of (6.1),
and continuity of the superbracket of g. 
Lemma 6.3. Let (G, g) be an analytic Harish–Chandra pair. Assume that g is a Fre´chet–Lie
superalgebra. Let (π,H , ρπ) be a smooth unitary representation of (G, g). If v ∈ H ω then
ρπ(x)v ∈ H ω for every x ∈ g.
Proof. The argument appears in the proof of [NeSa12, Thm 6.13], but for the reader’s conve-
nience we explain the details. Since H ω is g0 –invariant, it suffices to prove that ρ
π(x)v ∈ H ω
for every x ∈ g1 . Set w := ρπ(x)v. By [Ne11, Thm 5.2] it suffices to prove that the map
G→ C , g 7→ 〈π(g)w,w〉 (6.3)
is analytic. Note that 〈π(g)w,w〉 = √−1〈π(g)v, ρπ(g · x)w〉. Since w ∈ H ∞, Lemma 6.2
implies that the linear map z 7→ ρπ(z)w is continuous, and therefore the map g 7→ ρπ(g · x)w
is analytic. Since the map g 7→ π(g)v is analytic, the map (6.3) is also analytic. 
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6.2. The involutive monoid associated to (G, g). The anti-linear map
gC → gC , x 7→ x∗
defined by
x∗ :=
{
−x if x ∈ g0 ,
−√−1x if x ∈ g1 .
is an anti-automorphism. It extends to an anti-linear anti-automorphism
U(gC)→ U(gC) , D 7→ D∗ (6.4)
in a canonical way. Consider the monoid S with underlying set G×U(gC) and multiplication
(g1,D1)(g2,D2) = (g1g2, (g
−1
2 ·D1)D2)
where g · D denotes the adjoint action of g ∈ G on D ∈ U(gC). The neutral element of S is
1S := (1G, 1U(gC)). The map
S→ S , s 7→ s∗
defined by
(g,D)∗ := (g−1, g · (D∗))
is an involution of S.
Recall that U(gC) is an associative superalgebra. An element (g,D) ∈ S is called odd (resp.
even) if D is an odd (resp. even) element of U(gC).
6.3. Smooth and analytic superfunctions on Harish–Chandra pairs. Similar to Sec-
tion 5.5, let C∞(G, g) (resp., Cω(G, g)) denote the set of C–linear maps
f : U(gC)→ C∞(G,C)
which satisfy the following two properties.
(i) f(xD)(g) = Lx(f(D))(g) for every x ∈ g0 , every D ∈ U(gC), and every g ∈ G.
(ii) For every n ≥ 0 the map
f [n] : gn ×G→ C , f [n](x1, . . . , xn, g) :=
(
f(x1 · · · xn)
)
(g) (6.5)
is smooth (resp., analytic).
Remark 6.4. Because of Theorem 5.12, the spaces C∞(G, g) and Cω(G, g) deserve to be
called the spaces of smooth and analytic superfunctions on the Harish–Chandra pair (G, g).
For every f ∈ C∞(G, g) we set
f˘ : S→ C , f˘(g,D) := f(D)(g)
for every g ∈ G and every D ∈ U(gC).
Lemma 6.5. Let f ∈ C∞(G, g), (g,D) ∈ S, and x ∈ g0 . Then
lim
t→0
1
t
(
f˘(getx, e−tx ·D)− f˘(g,D)
)
= f˘(g,Dx).
Proof. By linearity of the map D 7→ f(D) we can assume that D is a monomial of degree n.
By the Chain Rule we have
lim
t→0
1
t
(
f˘(getx, e−tx ·D)− f˘(g,D))
=
d
dt
∣∣∣
t=0
f(e−tx ·D)(getx) = f(−xD +Dx)(g) + Lx
(
f(D)
)
(g)
= f(−xD +Dx)(g) + f(xD)(g) = f(Dx)(g) = f˘(g,Dx). 
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Observe that S acts on CS (the space of complex-valued functions on S) by right translation,
that is, (s · ψ)(t) := ψ(ts) for every s, t ∈ S and every ψ ∈ CS. The next lemma shows that
C∞(G, g) is an invariant subspace of CS under this action.
Lemma 6.6. Let f ∈ C∞(G, g) and (g◦,D◦) ∈ S. Then the map
h : U(gC)→ C∞(G,C) , h(D)(g) := f
(
(g−1◦ ·D)D◦
)
(gg◦)
belongs to C∞(G, g).
Proof. The only nontrivial statement is that Lx(h(D))(g) = h(xD)(g) for x ∈ g0 and D ∈
U(gC). This can be checked as follows:
Lx(h(D))(g) = lim
t→0
1
t
(
h(D)(getx)− h(D))
= lim
t→0
1
t
(
f
(
(g−1◦ ·D)D◦
)
(getxg◦)− f
(
(g−1◦ ·D)D◦
)
(gg◦)
)
= lim
t→0
1
t
(
f
(
(g−1◦ ·D)D◦
)
(gg◦e
t(g−1◦ ·x))− f((g−1◦ ·D)D◦)(gg◦))
= Lg−1◦ ·x
(
f((g−1◦ ·D)D◦)
)
(gg◦) = f
(
(g−1◦ · (xD))D◦
)
(gg◦)
= h(xD)(g). 
6.4. Positive definite smooth superfunctions. We can now define positive definite smooth
superfunctions on a Harish–Chandra pair using the involutive monoid S introduced in Section
6.2.
Definition 6.7. An f ∈ C∞(G, g) is called even if f˘(g,D) = 0 for every odd element (g,D) ∈
S. An f ∈ C∞(G, g) is called positive definite if f is even and f˘ is a positive definite function
on S, i.e., ∑
1≤i,j≤n
cicj f˘(s
∗
i sj) ≥ 0 for n ≥ 1, c1, . . . , cn ∈ C, and s1, . . . , sn ∈ S.
6.5. Matrix coefficients of unitary representations. For smooth and analytic unitary
representations of a Harish–Chandra pair (G, g), the matrix coefficients are defined as follows.
Definition 6.8. Let (π,H , ρπ) be a (smooth or analytic) unitary representation of (G, g).
For every v,w ∈ H ∞ the function
ϕv,w : S→ C , ϕv,w(g,D) := 〈π(g)ρπ(D)v,w〉
is called the matrix coefficient of the vectors v,w.
Proposition 6.9. Let (G, g) be a Harish–Chandra pair such that g is a Fre´chet–Lie superal-
gebra.
(i) Let (π, ρπ,H ) be a smooth unitary representation of (G, g) and v,w ∈ H ∞ be ho-
mogeneous vectors such that |v| = |w|. Then there exists an even f ∈ C∞(G, g) such
that f˘ = ϕv,w.
(ii) Assume that (G, g) is an analytic Harish–Chandra pair. Let (π, ρπ,H ) be an analytic
unitary representation of (G, g) and v,w ∈ H ω be homogeneous vectors such that
|v| = |w|. Then there exists an even f ∈ Cω(G, g) such that f˘ = ϕv,w.
Proof. (i) It is fairly straightforward to check that the map
f : U(gC)→ C∞(G,C) , f(D)(g) := ϕv,w(g,D)
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is in Homg0 (U(gC), C
∞(G,C)). To complete the proof, we need to show that for every n ≥ 0
the map
ϕn,v,w : g
n ×G→ C , ϕn,v,w(x1, . . . , xn, g) := 〈π(g)ρπ(x1 · · · xn)v,w〉 (6.6)
is smooth. Note that ϕn,v,w(x1, . . . , xn, g) = 〈ρπ(x1 · · · xn)v, π(g−1)w〉. By Lemma 6.2 the
n-linear map (x1, . . . , xn) 7→ ρπ(x1 · · · xn)v is continuous, hence smooth. Since w ∈ H ∞, the
map g 7→ π(g−1)w is smooth. Therefore the map (6.6) is also smooth.
(ii) The proof is similar to (i), as a continuous multilinear map is analytic. 
In Theorem 6.16 we prove a converse for Proposition 6.9.
Remark 6.10. Assume g1 = {0}. Then the condition of Definition 6.7 a priori seems to be
stronger than the condition which is classically used to define positive definite functions on a
Lie group: classically, a map f : G→ C is called positive definite if∑
1≤i,j≤n
cicjf(gig
−1
j ) ≥ 0 for n ≥ 1, g1, . . . , gn ∈ G , and c1, . . . , cn ∈ C.
However, for smooth maps f : G→ C, the classical definition and Definition 6.7 are equivalent.
In fact, if f ∈ C∞(G,C) is positive definite in the classical sense, then by the GNS construction
[Ne00, III.1.22] we have f(g) = 〈π(g)v, v〉 for some unitary representation (π,H ) of G. Since
f is smooth, from [Ne10, Thm 7.2] it follows that v ∈ H ∞, and therefore the map
S→ C , (g,D) 7→ 〈π(g)ρπ(D)v, v〉
is well-defined. It is easy to check that the latter map is positive definite in the sense of
Definition 6.7.
6.6. The reproducing kernel Hilbert space. To every smooth unitary representation
(π, ρπ,H ) of (G, g) we can associate a representation ρ˜π of the monoid S as follows:
ρ˜π : S→ End(H ∞) , ρ˜π(g,D) := π(g)ρπ(D) for every (g,D) ∈ S. (6.7)
Observe that (ρ˜π,H ∞) is a ∗-representation, i.e., 〈ρ˜π(s)v,w〉 = 〈v, ρ˜π(s∗)w〉 for every s ∈ S
and every v,w ∈ H ∞. It is easy to check that for every v ∈ H ∞ the matrix coefficient ϕv,v
is positive definite.
Conversely, one can associate a ∗-representation of S to a positive definite function ϕ : S→ C
as follows. Set
Dϕ := SpanC{ϕs : s ∈ S} ⊆ CS (6.8)
where ϕs : S → C is defined by ϕs(t) := ϕ(ts). Observe that Dϕ has a pre-Hilbert space
structure given by
〈ϕs, ϕt〉 := ϕ(t∗s).
Set K(s, t) := ϕ(st∗) and define Ks : S → C by Ks(t) := K(t, s) = ϕs∗(t). The completion
Hϕ of Dϕ is a reproducing kernel Hilbert space with kernel K(s, t). In other words, one can
identify Hϕ with a space of complex valued functions on S such that
h(s) = 〈h,Ks〉 for every h ∈ Hϕ and every s ∈ S. (6.9)
The monoid S acts on Dϕ by right translation, yielding a ∗-representation (ρ˜ϕ,Dϕ) of S.
More precisely, (
ρ˜ϕ(s)ψ
)
(t) = ψ(ts) for every s, t ∈ S and every ψ ∈ Dϕ.
Remark 6.11. If an element s ∈ S satisfies ss∗ = s∗s = 1S, then ρ˜ϕ(s) : Dϕ → Dϕ is
an isometry and therefore extends to an isometry ρ˜ϕ(s) : Hϕ → Hϕ, yielding a unitary
representation of the abstract group {s ∈ S : ss∗ = s∗s = 1S}.
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6.7. Cyclic representations and the GNS construction. Our next goal is to prove The-
orem 6.16 below, which is the analogue of the GNS construction for Lie supergroups.
Definition 6.12. A smooth (resp. analytic) unitary representation (π, ρπ,H ) is called cyclic
if there exists a vector v◦ ∈ H ∞0 (resp. v◦ ∈ H ω0 ) such that the set
SpanC{π(g)ρπ(D)v◦ : g ∈ G and D ∈ U(gC)}
is dense in H . The vector v◦ is called a cyclic vector of (π, ρ
π,H ).
Remark 6.13. To indicate that a unitary representation (π, ρπ,H ) is cyclic with a cyclic
vector v◦, we write (π, ρ
π,H , v◦).
Definition 6.14. We say a Lie group G has the Trotter property if for every x, y ∈ Lie(G)
the equality
et(x+y) = lim
n→∞
(
e
t
n
xe
t
n
y
)n
holds in the sense of uniform convergence on compact subsets of R.
Example 6.15. We now mention some examples of Lie supergroups G for which GΛ0 has the
Trotter property. Proofs are given in [NeSa12].
(i) Every locally exponential Lie group (and in particular every Banach–Lie group) has
the Trotter property. Therefore if G is a Lie supergroup modeled on a Z2–graded
Banach space, then GΛ0 has the Trotter property.
(ii) From (i) it follows that if M is a compact smooth manifold and K is a finite dimen-
sional Lie group, then the mapping group C∞(M,K) and its central extensions have
the Trotter property. These Lie groups appear as GΛ0 of mapping Lie supergroups
G := C∞(M,K), where M is a compact manifold and K is a finite-dimensional Lie
supergroup, or mapping Lie supergroups G := C∞(M,K), where M is a compact
supermanifold and K is a finite-dimensional Lie group.
(iii) IfM is a compact smooth manifold then the group Diff(M) of smooth diffeomorphisms
of M and its central extensions have the Trotter property. This implies that if G is
the Lie supergroup of smooth diffeomorphisms of certain compact supermanifolds,
such as the supercircle S1|1, then GΛ0 has the Trotter property. We expect the latter
statement to hold for other classes of compact supermanifolds.
Theorem 6.16. Let (G, g) be a Harish–Chandra pair such that g is a Fre´chet–Lie superalgebra
and G has the Trotter property. Let f ∈ C∞(G, g) be positive definite.
(i) There exists a cyclic smooth unitary representation (π, ρπ,H , v◦) of (G, g) such that
f˘ = ϕv◦,v◦.
(ii) Let (σ, ρσ ,K , w◦) be another cyclic smooth unitary representation of (G, g) such that
f˘ = ϕw◦,w◦. Then (π, ρ
π,H ) and (σ, ρσ ,K ) are unitarily equivalent via an inter-
twining operator
T : (σ, ρσ,K )→ (π, ρπ,H )
which maps w◦ to v◦.
(iii) Assume that (G, g) is an analytic Harish–Chandra pair and the map
G→ C , g 7→ f(1U(gC))(g)
is analytic. Then the representation (π,H , ρπ, v◦) obtained in (i) is an analytic rep-
resentation of (G, g).
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Proof. (i) Set ϕ := f˘ . Let H := Hϕ be the Hilbert completion of Dϕ defined in (6.8), and
v◦ := ϕ ∈ H . For every s := (g,D) ∈ S = G× U(g) we have
ϕv◦,v◦(s) = 〈ϕs, ϕ〉 = ϕ(s) = f˘(s).
By Remark 6.11, if g ∈ G then ρ˜ϕ
(
g, 1U(gC)
)
extends to an isometry of Hϕ. Setting π(g) :=
ρ˜ϕ
(
g, 1U(gC)
)
we obtain a representation π of G on H by unitary operators.
Our next goal is to prove that (π,H ) is a smooth unitary representation of G and Dϕ ⊆
H ∞, where H ∞ is the subspace of smooth vectors of (π,H ). By [Ne10, Theorem 7.2] it
suffices to prove that for every s ∈ S the map
G→ C , g 7→ 〈π(g)ϕs, ϕs〉 (6.10)
is smooth. Fix s = (g◦,D◦) ∈ S and let g˜ := (g, 1U(gC)) ∈ S for every g ∈ G. Note that
〈π(g)ϕs, ϕs〉 = 〈ϕg˜s, ϕs〉 = ϕ(s∗g˜s) = f
(
(g−1◦ g
−1g◦ ·D∗◦)D◦
)
(g−1◦ gg◦)
and therefore smoothness of (6.10) follows from smoothness of the map (5.5).
Next we prove that if x ∈ g0 and v ∈ Dϕ then dπ(x)v = ρ˜ϕ
(
1G, x
)
v. It suffices to
take v = ϕs for some s := (g◦,D◦) ∈ S. Let s′ := (g,D) ∈ S. Then ϕs(s′) = ϕ(s′s) =
f
(
(g−1◦ ·D)D◦
)
(gg◦). Lemma 6.6 implies that ϕs = h˘ for some h ∈ C∞(G, g). From (6.9) and
Lemma 6.5 it follows that(
dπ(x)ϕs
)
(s′) = 〈dπ(x)h˘,Ks′〉 = 〈lim
t→0
1
t
(π(etx)h˘− h˘),Ks′〉
= lim
t→0
1
t
〈π(etx)h˘− h˘,Ks′〉 = lim
t→0
1
t
(h˘(getx, e−tx ·D)− h˘(g,D))
= h˘(g,Dx) = ϕs(g,Dx) = ϕs
(
(g,D)(1G, x)
)
=
(
ρ˜ϕ
(
1G, x
)
ϕs
)
(s′).
Finally, to complete the proof of existence of (π, ρπ,H , v◦) set ρ
Dϕ(x) := ρ˜ϕ(1G, x) for every
x ∈ g. From linearity of ϕs(g,D) in D it follows directly that the Z2-grading of U(gC) induces
a Z2–grading on Dϕ (and hence on Hϕ) and the actions of G and g are compatible with the
Z2–grading. From [MNS12, Lem. 2.2(a)] it follows that for every x ∈ g0 , the operator ρDϕ(x)
is essentially skew-adjoint. Consequently, the 4-tuple (π,H ,Dϕ, ρ
Dϕ) is a pre-representation
of (g, G) in the sense of [NeSa12, Def. 6.4]. Therefore the existence of (π, ρπ,H ) follows from
[NeSa12, Thm 6.13].
(ii) In principle, the proof is similar to the standard uniqueness proofs of the GNS con-
struction (e.g., see [Ne00, Thm III.1.22]). Nevertheless, [Ne00, Thm III.1.22] is not directly
applicable because for example the representation of the semigroup S is not bounded. The
new technical issues that arise in the super context will be addressed below.
Let H ∞ (resp., K ∞) denote the set of smooth vectors of (π,H ) (resp., (σ,K )). As in
(6.7) we obtain ∗-representations (ρ˜π,H ∞) and (ρ˜σ,K ∞) of S. Set
Dv◦ := SpanC{ρ˜π(s)v◦ : s ∈ S} and Dw◦ := SpanC{ρ˜σ(s)w◦ : s ∈ S}.
Define a C-linear map T : Dw◦ → Dv◦ by
T ρ˜σ(s)w◦ := ρ˜π(s)v◦ for all s ∈ S.
It is straightforward to check that T is well-defined and extends to an isometry T : K → H .
From the definition of T it follows that
T ρ˜σ(s)u = ρ˜π(s)Tu for every u ∈ Dw◦ and every s ∈ S. (6.11)
Since Dw◦ is dense in K , from (6.11) it follows that
Tσ(g)u = π(g)Tu for every u ∈ K and every g ∈ G.
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Consequently, TK ∞ = H ∞. Next we prove that
Tρσ(x)u = ρπ(x)Tu for every u ∈ K ∞ and every x ∈ g.
It suffices to prove the latter statement for x ∈ g1 . Set
P1 := e
−πi
4 ρπ(x), P2 := e
−πi
4 Tρσ(x)T−1
∣∣∣
H ∞
and L := TDw◦ = Dv◦ .
The linear operators P1 and P2 are symmetric with common domain H
∞ such that
P1
∣∣∣
L
= P2
∣∣∣
L
.
Since L is G–invariant, from [MNS12, Lem. 2.2(a)] it follows that (P1
∣∣∣
L
)2 is essentially
self-adjoint, and therefore by [MNS12, Lem. 2.4] the operator P1
∣∣∣
L
is essentially self-adjoint.
Consequently, by [MNS12, Lem. 2.5] we have P1 = P2.
(iii) Let (π, ρπ,H ) be the smooth unitary representation obtained in (i). By [NeSa12, Thm
6.13(b)] it is enough to show that Dϕ ⊆ H ω. Since 〈π(g)ϕ,ϕ〉 = f(1U(gC))(g), from [Ne11,
Thm 5.2] it follows that ϕ ∈ H ω. From Lemma 6.3 it follows that ρπ(D◦)ϕ ∈ H ω for every
D◦ ∈ U(gC). Finally, for every s := (g◦,D◦) ∈ S we have
ϕs = ρ˜ϕ(s)ϕ = ρ˜ϕ(g◦, 1U(gC))ρ˜ϕ(1G,D◦)ϕ = π(g◦)ρ
π(D◦)ϕ ∈ H ω
because H ω is G–invariant. 
The next corollary, which is of independent interest, is in a sense an automatic analyticity
criterion for smooth superfunctions in odd directions.
Corollary 6.17. Let G be an analytic Lie supergroup modeled on a Z2–graded Fre´chet space
and (G, g) be the Harish–Chandra pair associated to G. Let f ∈ C∞(G, g) be positive definite.
If Assume that G has the Trotter property. If f(1U(gC)) ∈ Cω(G,C) then f ∈ Cω(G, g).
Proof. From Theorem 6.16(iii) it follows that f˘ = ϕv,v , where v is an analytic vector. Thus,
by Proposition 6.9, we have f ∈ Cω(G, g). 
7. A characterisation of integrable linear functionals
Let (G, g) be an analytic Harish–Chandra pair such that G is 1-connected (that is, con-
nected and simply connected). In this section we give a characterisation of C–linear functionals
λ : U(gC)→ C which are integrable in the sense that there exists an analytic unitary represen-
tation (π, ρπ,H ) of (G, g) such that λ(D) = 〈ρπ(D)v, v〉 for some v ∈ H ω. For Lie groups,
this question is addressed in detail in [Ne11, Sec. 6].
7.1. Weak and strong analyticity of linear functionals. We begin by defining the notion
of analyticity of a linear functional on U(gC).
Definition 7.1. Let λ : U(gC) → C be a C–linear map. We say λ is even if λ(D) = 0 for
every D ∈ U(gC)1 . We say λ is positive if λ is even and λ(D∗D) ≥ 0 for every D ∈ U(gC),
where D 7→ D∗ is the map given in (6.4). We say λ is continuous if for every n ≥ 0 the map
gn → C , (x1, . . . , xn) 7→ λ(x1 · · · xn)
is continuous. A continuous C–linear map λ : U(gC)→ C is called weakly analytic if for every
D1,D2 ∈ U(gC) there exists a 0-neighborhood UD1,D2 ⊆ gC,0 := g0 ⊗R C such that the series
∞∑
n=0
1
n!
|λ(D1xnD2)|
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converges for every x ∈ UD1,D2 . A continuous C–linear map λ : U(gC) → C is called strongly
analytic if there exists a 0-neighborhood U ⊆ g
C,0 such that the series
∞∑
n=0
1
n!
|λ(D1xnD2)|
converges for every D1,D2 ∈ U(gC) and every x ∈ U .
7.2. Characterisations of integrability. We recall the definition of a BCH–Lie group.
Definition 7.2. An analytic Lie group G is called a BCH–Lie group if the exponential map
is an analytic diffeomorphism in an open 0-neighborhood.
Every Banach–Lie group is a BCH Lie group. For a detailed study and several interesting
examples of BCH–Lie groups see [Gl02] and [Ne06, Sec. IV].
Theorem 7.3. Let (G, g) be an analytic Harish–Chandra pair such that g is a Fre´chet–Lie
superalgebra and G is a 1-connected BCH–Lie group. Let
λ : U(gC)→ C
be a C–linear map. The following statements are equivalent.
(i) λ is positive and strongly analytic.
(ii) There exists an analytic unitary representation (π, ρπ,H ) of (G, g) and a homoge-
neous vector v ∈ H ω such that λ(D) = 〈ρπ(D)v, v〉 for every D ∈ U(gC).
Proof. (i)⇒(ii): Let U(gC)∗ denote the algebraic dual of U(gC) and
ρ : gC → EndC(U(gC)∗) ,
(
ρ(x)µ
)
(D) := µ(Dx) for every D ∈ U(gC)
be the right regular representation of gC on U(gC)
∗. Set Dλ := ρ(U(gC))λ. We denote the
restriction of ρ to Dλ by (ρλ,Dλ). We endow Dλ with a pre-Hilbert structure as follows:
〈ρλ(D1)λ, ρλ(D2)λ〉 := λ(D∗2D1) for every D1,D2 ∈ U(gC).
It is easily checked that 〈ρλ(D)µ1, µ2〉 = 〈µ1, ρλ(D∗)µ2〉 for every µ1, µ2 ∈ Dλ, i.e., (ρλ,Dλ)
is a ∗-representation. Since λ is even, the Z2–grading of U(gC) induces a Z2–grading on Dλ
with perpendicular homogeneous components. The rest of the proof is given in the following
four steps:
Step 1. Since λ is continuous, (ρλ,Dλ) is a strongly continuous representation of g0 , i.e.,
for every µ ∈ Dλ the map
g0 → Dλ , x 7→ ρλ(x)µ
is continuous.
Step 2. We claim that Dλ is equianalytic in the sense of [Ne11, Def. 6.4], that is, there
exists a 0-neighborhood V ⊆ g0 such that for every µ ∈ Dλ the series
∞∑
n=0
1
n!
‖ρλ(x)nµ‖
converges for all x ∈ V . Let U ⊆ g0 be a 0-neighborhood such that the series
∞∑
n=0
1
n!
|λ(D1xnD2)|
converges for every D1,D2 ∈ U(gC) and every x ∈ U . Assume that µ = ρλ(D◦)λ for some
D◦ ∈ U(gC). Then
||ρλ(x)nµ||2 = 〈ρλ(xnD◦)λ, ρλ(xnD◦)λ〉 = |λ(D∗◦x2nD◦)|.
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Set V = 1
r
U := {x ∈ g0 : rx ∈ U} where r > 2. If x ∈ V then by the Cauchy–Schwarz
inequality
∞∑
n=0
1
n!
‖ρλ(x)nµ‖ =
∞∑
n=0
1
n!
|λ(D∗◦x2nD◦)|
1
2
≤
(
∞∑
n=0
1
(2n)!
|λ(D∗◦(rx)2nD◦)|
) 1
2
(
∞∑
n=0
(2n)!
n!n!r2n
) 1
2
<∞.
Step 3. By [Ne11, Thm 6.8] there exists a unitary representation (πλ,Hλ) of G, where Hλ
is the completion of Dλ, such that dπλ(x)
∣∣∣
Dλ
= ρλ(x) for every x ∈ g0 .
Step 4. From the previous steps and [MNS12, Lem. 2.2(b)] it follows that (πλ,Hλ,Dλ, ρλ)
is a pre-representation of (G, g). By [NeSa12, Thm 6.13(b)], the latter pre-representation
corresponds to an analytic unitary representation of (G, g).
(ii)⇒(i): To check that λ is positive is routine. Next we prove that λ is strongly analytic.
Let P denote the set of seminorms that define the topology of g
C,0 . For every p ∈ P and every
r > 0 we set
Up,r := {x ∈ gC,0 : p(x) < r}
and
H
ω,p,r :=
{
w ∈ H ∞ :
∞∑
n=0
1
n!
dπ(x)nw converges for every x ∈ Up,r
}
.
Choose p◦ ∈ P and r◦ > 0 such that the restriction of the exponential map of G to Up◦,r◦ ∩ g0
is an analytic diffeomorphism, the Baker–Campbell–Hausdorff product defines an analytic
function Up◦,r◦ × Up◦,r◦ → gC,0 , and the map
g0 × g→ g , (x, y) 7→ Ad(ex)(y)
extends to a complex analytic map
Up◦,r◦ × gC → gC. (7.1)
If p ∈ P then we write p ≥ p◦ if Up,r ⊆ Up◦,r for some (equivalently, every) r > 0. The rest of
the proof is given in the following four steps:
Step 5. Let p ≥ p◦, 0 < r < r◦, and v ∈ H ∞. Then v ∈ H ω,p,r if and only if the orbit
map
g0 7→ H , x 7→ π(ex)v
extends to an analytic function on Up,r. The proof of the latter statement is similar to the
proof of [MNS12, Lem. 3.3]. (Here the main point is that Up,r is a balanced 0-neighborhood.)
Step 6. Let p ≥ p◦, 0 < r < r◦, v ∈ H ω,p,r, and a ∈ g0 . Then
∞∑
n=0
1
n!
dπ(x)nv ∈ H ω for every x ∈ Up,r
and the map
ua : Up,r → H , ua(x) := dπ(a)
(
∞∑
n=0
1
n!
dπ(x)nv
)
is an analytic function. The latter statement is an extension of [MNS12, Lem. 3.4] to Fre´chet–
Lie groups. The proof of [MNS12, Lem. 3.4] is still valid because we are assuming that the
BCH product formula locally defines an analytic function.
Step 7. If 0 < r < r◦ and p ≥ p◦, then H ω,p,r is gC–invariant. The latter statement is an
extension of [MNS12, Prop. 4.9] and its proof is an adaptation of the proof of [MNS12, Prop.
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4.9]. For the reader’s convenience we briefly explain the necessary modifications. Instead of
[MNS12, Lem. 3.3] and [MNS12, Lem 3.4] one uses Steps 5–6 above. In order to prove that
the map given in [MNS12, Eq. (30)] is analytic, one can substitute the norm estimates given
in [MNS12] by the analyticity of the map (7.1).
Step 8. Choose 0 < r < r◦ and p ≥ p◦ such that v ∈ H ω,p,r. By gC–invariance of H ω,p,r
the series
∞∑
n=0
1
n!
ρπ(x)nρπ(D2)v
converges for every x ∈ Up,r and every D2 ∈ U(gC). Therefore the series
∞∑
n=0
1
n!
|λ(D1xnD2)| =
∞∑
n=0
1
n!
|〈ρπ(x)nρπ(D2)v, ρπ(D∗1)v〉|
converges for every D1,D2 ∈ U(gC) and every x ∈ Up, r
2
. 
Corollary 7.4. Let (G, g) be an analytic Harish–Chandra pair such that g is a Banach–Lie
superalgebra and G is 1-connected. Let λ : U(gC) → C be a C–linear map. The following
statements are equivalent.
(i) λ is positive and weakly analytic.
(ii) λ is positive and strongly analytic.
(iii) There exists an analytic unitary representation (π, ρπ,H ) of (G, g) and a homoge-
neous vector v ∈ H ω such that λ(D) = 〈ρπ(D)v, v〉 for every D ∈ U(gC).
Proof. (iii)⇒(ii) follows from Theorem 7.3 and (ii)⇒(i) is trivial. For (i)⇒(iii) the proof of
Theorem 7.3 still remains valid, because for Banach–Lie groups the conclusion of [Ne11, Thm
6.8] remains true without assuming equianalyticity. 
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