This paper proposes a new mutual independence test for a large number of high dimensional random vectors. The test statistic is based on the characteristic function of the empirical spectral distribution of the sample covariance matrix. The asymptotic distributions of the test statistic under the null and local alternative hypotheses are established as dimensionality and the sample size of the data are comparable. We apply this test to examine multiple MA(1) and AR(1) models, panel data models with some spatial crosssectional structures. In addition, in a flexible applied fashion, the proposed test can capture some dependent but uncorrelated structures, for example, nonlinear MA(1) models, multiple ARCH(1) models and vandermonde matrices. Simulation results are provided for detecting these dependent structures. An empirical study of dependence between closed stock prices of several companies from New York Stock Exchange (NYSE) demonstrates that the feature of cross-sectional dependence is popular in stock markets.
Introduction
A prominent feature of data collection nowadays is that the number of variables is comparable with the sample size. This is the opposite of the classical situations where many observations are made on low-dimensional data. Specific examples of such high dimensional data include microarray expression, images, multiuser detection, climate data and financial data (see, for example, Donoho (2000) , Fan, Lv and Qi (2011) , Johnstone (2001) , Johnstone and Titterington (2009) ).
This type of data trend poses great challenges because traditional multivariate approaches do not necessarily work, which were established for the case of the sample size n tending to infinity and the dimension p remaining fixed (See Anderson (1984) ). There have been a substantial set of research works dealing with high dimensional data (see, for example, Bai and Saranadasa (1996) , Fan and Lv (2010) , Huang, Horowitz and Ma (2008) , Fan and Li (2001) ). Measuring mutual dependence is important in time series analysis and cross-sectional panel data analysis.
While serial dependence can be characterized by the general spectral density function (see Hong (1998); Hong (1999) ), mutual dependence is difficult to be described by a single criteria. This paper proposes a new statistic to test mutual dependence for a large number of high dimensional random vectors, including multiple time series and cross-sectional panel data.
Suppose that {X ji , j = 1, . . . , n; i = 1, . . . , p} are real-valued random variables. For 1 ≤ i ≤ p, let x i = (X 1i , · · · , X ni ) T denote the i-th time series and x 1 , · · · , x p be a panel of p time series, where n usually denotes the sample size in each of the time series data. In both theory and practice, it is not uncommon to assume that each of the time series (X 1i , X 2i , · · · , X ni ) is statistically independent, but it may be unrealistic to assume that x 1 , x 2 , · · · , x p are independent or even uncorrelated. This is because there is no natural ordering for cross-sectional indices.
There are such cases in various disciplines. In economics and finance, for example, it is not unreasonable to expect that there is significant evidence of cross-sectional dependence in output innovations across p countries and regions in the world. In the field of climatology, there is also some evidence to show that climatic variables in different stations may be cross-sectionally dependent and the level of cross-sectional dependence may be determined by some kind of physical distance. Moreover, one would expect that climatic variables, such as temperature and rainfall variables, in a station in Australia have higher-level dependence with the same type of climatic variables in a station in New Zealand than those in the United States.
In such situations, it may be necessary to test whether x 1 , x 2 , · · · , x p are independent before a statistical model is used to model such data. In the econometrics and statistics literature, several papers have basically considered testing for cross-sectional uncorrelatedness for the residuals involved in some specific regression models. Such studies include Pesaran (2004) for the parametric linear model case, Hsiao, Pesaran and Pick (2007) for the parametric nonlinear case, and Chen, Gao and Li (2009) for the nonparametric nonlinear case. Other related papers include Su and Ullah (2009) for testing conditional uncorrelatedness through examining a covariance matrix in the case where p is fixed. As the main motivation of this paper, we will propose using an empirical spectral distribution function based test statistic for cross-sectional independence of x 1 , x 2 , · · · , x p .
The aim is to test
H 0 : x 1 , · · · , x p are independent; against H 1 : x 1 , · · · , x p are not independent, (1.1) where x i = (X 1i , . . . , X ni ) T for i = 1, . . . , p.
In time series analysis, mutual independence test for multiple time series has long been of interest. Moreover, time series always display various kinds of dependence. For example, an autoregressive conditional heteroscedastic (ARCH(1)) model involves a martingale difference sequence (MDS); a nonlinear moving average (MA) model is not a MDS, but its autocorrelations are zero; a linear moving average (MA) model and an autoregressive (AR) model are both models with correlated structures. In this paper, we also employ the proposed statistic to test dependence for multiple time series.
Section 8.5 of Anderson (1984) also consider a similar problem but with fixed dimensions.
His problem and approach are as follows. Let the pm-component vector x be distributed according to N (µ, Σ). Partition x into m subvectors with p components respectively, that is, 
2)
The null hypothesis to be tested is that the subvectors h 1 , h 2 , . . . , h p are mutually independently distributed. If h 1 , h 2 , . . . , h p are independent subvectors,
Thus, the null hypothesis is equivalent to testing H 0 : Σ ij = 0, ∀i = j. This can be stated alternatively as the hypothesis that Σ is of the form 6) in which Q ik is the sample covariance matrix of the random vector h i and h k .
Our approach essentially uses the characteristic function of the empirical spectral distribution of sample covariance matrices in large random matrix theory. When x 1 , · · · , x p are mutual independent, the limiting spectral distribution (LSD) of the corresponding sample covariance matrix is the Marcenko-Pastur (M-P) law (see, for example, Marcenko and Pastur (1967) , Bai and Silverstein (2009)) . From this point, any deviation of the LSD from M-P law is evidence of dependence. Indeed, Silverstein (1995) and Bai and Zhou (2008) report the LSD of the sample covariance matrix with correlations in columns and it is different from the M-P law.
In dependent but uncorrelated cases, the LSD may also be the M-P law, e.g. ARCH(1) model.
However, the proposed test can still capture the dependence by utilizing the nonzero correlation between high-order series. Unlike the Anderson's test, we need not re-draw observations from the set of vectors of x 1 , · · · , x p due to the high dimensionality.
The rest of the paper is organized as follows. Section 2 introduces the proposed test statistic and some related large dimensional random matrix results. We present the asymptotic distributions of the test statistic under both the null and local alternative hypotheses in Section 3.
Moreover, its applications to some panel data models with spatial dependent structures are also illustrated. Section 4 studies a general panel data model whose dependent structure is different from that investigated in Section 3 and develops the asymptotic distribution of the proposed statistic under the null hypothesis for this model. Several simulated results which demonstrate the effectiveness of the proposed test under the two dependent structures are shown in Section 5. Furthermore, this section illustrates simulation results for some dependent but uncorrelated structures, though we have not developed asymptotic theory for these kinds of models. An empirical analysis of daily closed stock prices from NYSE is provided in Section 6. We conclude with a discussion in Section 7. All mathematical proofs are relegated to an appendix available from a supplementary document. The full version of this paper is available as a working paper at http://www.jitigao.com.
Theory and Methodology
Before we establish the main theory and methodology, we first make the following assumptions: 
n being a Hermitian square root of the nonnegative definite Hermitian matrix T n .
We stack p time series x i one by one to form a data matrix X = (x 1 , · · · , x p ). Moreover denote the sample covariance matrix by
where X * is the Hermitian transform of the matrix X. The empirical spectral distribution (ESD) of the sample covariance matrix A n is defined as
where
It is well-known that if x 1 , · · · , x p are independent and p/n → c ∈ (0, ∞) then F An (x) converges with probability one to the Marcenko-Pastur Law F c (x) ( see Marcenko-Pastur (1967) and Bai and Silverstein (2009) ) whose density has an explicit expression
and a point mass 1 − 1/c at the origin if c > 1, where a = (1 − √ c) 2 and b = (1 + √ c) 2 .
When there is some correlation among x 1 , · · · , x p , denote by T p the covariance matrix of the first row, y T 1 , of X. Then, under Assumption 1, when
, F A n converges with probability one to a non random distribution function F c,H whose Stieltjes transform satisfies (see Silverstein (1995) )
where the Stieltjes transform m G for any c.d.f G is defined as
and G can be recovered by the inversion formula
where x 1 and x 2 are continuity points of G.
Moreover, equation (2.3) takes a simpler form when F c,H is replaced by 5) which is the limiting ESD of A n = 1 n XX * . Its Stieltjes transform
has an inverse
The construction of our test statistic relies on the following observation: the limit of the ESD of the sample covariance matrix A n is the M-P law by (2.2) when x 1 , · · · , x p are independent and satisfy Assumption 1, while the limit of the ESD is determined from (2.3) when there is some correlation among x 1 , · · · , x p with the covariance matrix T p different from the identity matrix. Moreover, preliminary investigations indicate that when x 1 , · · · , x p are only uncorrelated (without any further assumptions), the limit of the ESD of A n is not the M-P law (see Ryan and Debban (2009) ). These therefore motivate us to employ the ESD of A n , F An (x), as a test statistic. There is no central limit theorem for (F An (x) − F c,H (x)), however, as argued by Bai and Silverstein (2004) . We instead consider the characteristic function of F An (x).
The characteristic function of F An (x) is 8) where λ i , i = 1, . . . , p are eigenvalues of the sample covariance matrix A n .
Our test statistic is then proposed as follows:
where s(t) := s(t, c n ) is the characteristic function of F cn (x), obtained from the M-P law F c (x) with c replaced by c n = p/n, and U (t) is a distributional function with its support on a compact
To develop the asymptotic distribution of M n under a local alternative, the following assumption is needed. 
The assumption that all the diagonal elements of T p are equal to 1 is used to guarantee that EX 2 ji = 1. Roughly speaking, this constraint is to ensure that the data are weakly stationary. However, we would like to remark that such a constraint could be removed if we knew that T p was not a diagonal matrix. Under Assumption 3, when T p = I p , the random vectors x 1 , . . . , x p are independent and when T p = I p , they are not independent. For convenience, we name this dependent structure as 'linear dependent structure'.
To develop the asymptotic distribution of the test statistic, we introduce
Then, p(s n (t) − s(t)) can be decomposed as a sum of the random part and the non-random part as follows:
where F cn,Hn is obtained from F c,H with c and H replaced by c n = p/n and H n = F Tp . 
where e * i is the n-dimensional row vector with the i-th element being 1 and others 0. Then, the scaled proposed test statistic p 2 M n converges in distribution to a random variable R of the form:
14)
where (V (t), Z(t)) is a vector of Gaussian processes and δ j (t), j = 1, 2 are defined as
The mean and variance of (V (t), Z(t)) are specified as follows. If X 11 is real, then
Replacing cos(tz) in EV (t) by sin(tjz) yields the expression of EZ(t). Also
If X 11 is complex with EX 2 11 = 0, then
and the covariance
The covariances Cov(V j , V h ) and Cov(Z j , Z h ) are similar to Cov(V j , Z h ) except replacing (cos(t j z), sin(t h z)) by (cos(t j z), cos(t h z)) and (sin(t j z), sin(t h z)) respectively. 17) where the distribution of (Ṽ (t),Z(t)) can be obtained from (V (t), Z(t)) with H(τ ) becoming the degenerate distribution at the point 1, m(z) being the Stieltjes transform of the M-P law, 
A careful checking on the arguments of Theorem 1.1 of Bai and Silverstein (2004) and Theorem 1.4 of Pan and Zhou (2008) Conditions (2.12) and (2.13) can be removed if E W 4 11 = 3 in the real-number case or E W 2 11 = 2 in the complex-number case (see, for example, Bai and Silverstein (2004) ). The second part of the above theorem is concerned with asymptotic distributions of the test statistic under a local alternative hypothesis, i.e., Assumption 3. With respect to Assumption 3, we would make the following comments, which are useful in the subsequent application section.
If y T j =w T j C, where C is any q × p nonrandom matrix andw j , j = 1, . . . , n are i.i.d. q × 1 random vectors with their respective entries being i.i.d random variables, then Theorem 1 is still applicable. This is because This subsection is to explore some applications of the proposed test.
Example 3.1. Consider a multiple moving average model of order 1(MA(1)) of the form:
of which has zero mean and unit variance; and
respectively the j-th rows of V = (V jt ) n×p and Z = (Z jt ) n×(p+1) .
For each j = 1, . . . , n, the MA(1) model (3.1) can be written aŝ
From Assumption 3, the last paragraph of the preceding subsection and Theorem 1, our test is able to capture the dependence of v 1 , · · · , v p as n and p go to infinity in the same order.
Example 3.2. Consider a multiple autoregressive model of order 1(AR(1)) of the form:
where |φ| < 1; for any t = 0, 1, . . . , p, z t = (Z 1t , . . . , Z nt ) T is an n-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance; and
Denote the j-th rows of V = (V jt ) n×(p+1) and Z = (Z jt ) n×(p+1) asV T j andẐ T j respectively. For each j = 1, . . . , n, the AR(1) model (3.4) can be written aŝ
By Theorem 1, we can also apply the proposed test M n to this AR(1) model as well.
Example 3.3. We now consider a panel data case. Let {v ji : i = 1, . . . , p; j = 1, . . . , n} be the error components in a panel data model. They may be cross-sectionally correlated. In panel data analysis, it is of interest to consider the cross-sectional independence hypothesis, i.e. Under the assumption that {v ji : i = 1, . . . , p; j = 1, . . . , n} are normal distributed, this hypothesis is equivalent to the independence hypothesis that
Modern panel data literature has mainly adopted two different approaches to model error cross-sectional dependence: the spatial approach and the factor-structure approach. For the spatial approach, there are three popular spatial models: Spatial Moving Average (SMA), Spatial Auto-Regressive (SAR) and Spatial Error Components (SEC) processes. They are defined respectively as follows:
where ω ik is the i-specific spatial weight attached to individual k; {ε ji : i = 1, . . . , p; j = 1, . . . , n} and {ξ ji : i = 1, . . . , p; j = 1, . . . , n} are two sets of i.i.d. random components with zero mean and unit variance, and {ξ ji : i = 1, . . . , p; j = 1, . . . , n} are uncorrelated with {ε ji , i = 1, . . . , p; j = 1, . . . , n}.
Denote the j-th row of
respectively. Set ω = (ω ik ) p×p . Model SMA (3.9) may be rewritten asv T j =ε T j (ω T + I p ), ∀j = 1, . . . , n and hence T p = (ω+I p )(ω T +I p ). For model SAR (3.10), assume that ω−I p is invertible.
We then writev
. Therefore the test statistic M n can be used to identify whether v 1 , · · · , v p of models (3.9) and (3.10) are independent. Hence it can capture the cross-sectional dependence for the SMA model and SAR model As for the SEC model defined in (3.11), whether the statistic M n can detect the dependence structure of the SEC model relies on the properties of a sample covariance matrix of the form:
Under the null hypothesis H 0 , Dozier and Silversten (2007) provides the LSD of the matrix B n whose Stieljes transform iŝ
With this result, we know that the LSD of the matrix B n is not the M-P law. In view of this, the proposed test M n should capture the dependence of the SEC model (3.11) in theory.
However, the asymptotic distribution of the proposed test statistic M n for this case will need to be developed in future work.
A general panel data model
Note that the proposed test is based on the idea that the limits of ESDs under the null and local alternative hypotheses are different. Yet, it may be the case where there exists some dependence among the set of vectors of v 1 , · · · , v p but the limit of the ESD associated with such vectors is the M-P law. Then a natural question is whether the statistic M n works in this case. We below investigate a panel data model as an example.
Consider a panel data model of the form
where {ε ij , i = 1, . . . , p; j = 1, . . . , n} is a sequence of i.i.d. real random variables with Eε 11 = 0
and Eε 2 11 = 1, and {u i , i = 1, . . . , p} are real random variables, and independent of {ε ij , i = 1, . . . , p; j = 1, . . . , n}.
For any i = 1, . . . , p, set
The aim of this section is to test the null hypothesis specified in (3.8) for model (4.1).
Model (4.1) can be written as
T and e is p × 1 vector with all elements being one.
Consider the sample covariance matrix
By Lemma 5 in the appendix and the fact that rank(ue T ) ≤ 1, it can be concluded that the limit of the ESD of the matrix S is the same as that of the matrix 1 n εε T , i.e. the M-P law. Even so, we still would like to use the proposed statistic M n to test the null hypothesis of mutual independence. However, this model does not necessarily satisfy Assumption 1 because the elements of each vector v i are not independent and they include the common random factor u i . As a consequence, Theorem 1 thus can not be directly applied to this model. Therefore, we need to develop a new asymptotic theory for the proposed statistic M n for this model.
Theorem 2. For model (4.1), in addition to Assumptions 1 and 2, we assume that
whereū is a positive constant.
Then, the proposed test statistic p 2 M n converges in distribution to the random variable R 2
given by
where (W (t), Q(t)) is a Gaussian vector whose mean and covariance are specified as follows:
and
and Cov(Q(t j ), Q(t h )) are similar except replacing sin(t h z) and cos(t j z) by cos(t h z) and sin(t j z) respectively. The contours in (4.7) and (4.8) both enclose the interval
Moreover, the contours γ 1 and γ 2 are disjoint.
Remark 2. When u 1 , · · · , u p are independent and hence v 1 , · · · , v p are independent, condition (4.5) is true.
In view of Theorem 2, we see that the proposed test statistic M n still works mainly due to the involvement of the last term on the right hand of (2.11).
Small sample simulation studies
This section provides some simulated examples to show the finite sample performance of the proposed test. In addition, we also compare the performance of the proposed test with that of a likelihood ratio test proposed by Anderson (1984) . Simulations are used to compute and find the empirical sizes and powers of the proposed test and hence evaluate the performance of the test. To show the efficiency of our test, the two kinds of dependence structures investigated in Section 3 and 5 are detected, such as multiple MA(1) and AR(1) model, SMA and the general panel data model.
Empirical sizes and power values
First we introduce the method of calculating empirical sizes and empirical powers. Let z 1 2 α and z 1− 1 2 α be the 100( 1 2 α)% and 100(1 − 1 2 α)% quantiles of the asymptotic null distribution of the test statistic M n respectively. With K replications of the data set simulated under the null hypothesis, we calculate the empirical size aŝ
where M H n represents the values of the test statistic M n based on the data simulated under the null hypothesis.
In our simulation, we choose K = 1000 as the number of repeated simulations. The significance level is α = 0.05. Since the asymptotic null distribution of the test statistic is not a classical distribution, we need to estimate the quantiles z 1 2 α and z 1− 1 2 α . Naturally, we do as follows: generate K replications of the asymptotic distributed random variable and then select the (K α under the null hypothesis, the empirical power is calculated asβ
where M A n represents the values of the test statistic M n based on the data simulated under the alternative hypothesis.
Comparisons with the classical likelihood ratio test
For the proposed independence test, we generate n numbers of p-dimensional independent and identical distributed random vectors {y j } n j=1 , each with the mean vector 0 p and the covariance matrix Σ. Under the null hypothesis, {y j } n j=1 are generated in two scenarios:
1. Each w j is a p-dimensional normal random vector with the mean vector 0 p and the co-
2. Each w j consists of i.i.d. random variables with standardized Gamma(4,2) distribution, so they have zero means and unit variances; for j = 1, . . . n, y j = T p w j with T p = I p .
Under the alternative hypothesis, we consider the case:
1 p is a p-dimensional vector with 1 as entries. In this case, the population covariance matrix of
, which is called the compound symmetric covariance matrix.
For normal distributed data, the fourth moment of each element is E|X 11 | 4 = 3; for standardized Gamma(4,2) distributional data, E|X 11 | 4 = 4.5. This can be calculated by a formula as follows: the k-th moment of X 11 which is Gamma(α, λ) is
Anderson (1984) provides a likelihood ratio criterion (LRT) to test independence for a fixed number of fixed dimensional normal distributed random vectors. We compare it with the proposed test.
Furthermore, for any k = 2, . . . , p, as n → ∞, −(n − Tables 1 and 2 , we can see that the LRT test does not work when p and n are both large while the proposed test possesses good performance when p and n go to infinity at the same order. The LRT test is only applicable to the case where p is fixed and n tends to infinity. From Table 2 , it can be seen that the LRT fails when p is comparable with n. When the difference between p and n are large, the sizes and the powers of the proposed test become worse. This is because our test is proposed under the case that p and n are in the same order when they approximate to infinity. The proposed test also works well for gamma random vectors while the LRT test is not applicable to gamma case, since, in theory, LRT test is provided for normal random vectors. Table 3 provides the empirical sizes and empirical powers of the proposed test for the gamma case. In our simulation, we choose p, n = 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 for the proposed test and the LRT test.
The significant level α is chosen as 0.05. In each case, we run K = 1000 repeated simulations.
Reports for empirical powers show that the proposed test can check independence for both normal and gamma vectors well. Moreover, the empirical powers converge to 1 as n, p → ∞. 
(5.4)
We choose ψ = 0.5 and the simulation results in Table 4 show that the proposed test performs well for this model.
Consider multiple AR(1)
Let φ = 0.5. The empirical powers for this model are provided in Table 5 . As n and p increase in the same order, the empirical power tends to 1.
As for the Spatial Moving Average (SMA) model, i.e.
Applying the proposed statistic M n for the sample matrix 1 n V * V, the empirical power values given in Table 6 show that M n performs well for capturing the cross-sectional dependence for SMA model.
The general panel data model
We examine the finite sample performance of the proposed test for the general panel data model (4.1), i.e.
where {ε ij , i = 1, . . . , p; j = 1, . . . , n} is a sequence of i.i.d. random variables with Eε 11 = 0 and Eε 2 11 = 1, and {u i , i = 1, . . . , p} are independent of {ε ij , i = 1, . . . , p; j = 1, . . . , n}.
Under the null hypothesis, we generate u i i.i.d
∼ normal(1, 1), i = 1, . . . , p and under the alternative hypothesis, we generate the data from u = (
where Σ = TT T and T is a p × p matrix with its elements being generated by t ik
The simulation results for the empirical sizes and power values given in Table 7 show that the proposed test can capture the dependence for the general panel data model (4.1).
Some other time series models and Vandermonde matrix
Dependent structures of a set of random vectors are normally described by non-zero correlations among them, such as the linear dependent structure developed in Section 3. However, there are some data that are not independent but uncorrelated. We consider three such examples and test their dependence by the proposed test although we have not developed an asymptotic theory for each of such local alternatives.
Nonlinear MA model
Consider a nonlinear MA model of the form
where z t = (Z t1 , . . . , Z tn ) is an n-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance, and r t = (R t1 , . . . , R tn ).
For any j = 1, . . . , n, the correlation matrix of (R j1 , R j2 , . . . , R jp ) is a diagonal matrix. This model has been discussed by Kuan and Lee (2004) for testing a martingale difference hypothesis.
Our proposed independence test can be applied to this nonlinear MA model, and the power values listed in Table 8 show that the proposed test performs well for this model.
This discussion also indicates that the limit of the empirical spectral distribution of the nonlinear MA model (5.8) is not the M-P law since the proposed test statistic is established on the characteristic function of the M-P law.
Multiple ARCH(1) model
Consider a multiple autoregressive conditional heteroscedastic (ARCH(1)) model of the form:
where z t = (Z t1 , . . . , Z tn ) is an n-dimensional random vector with i.i.d. elements, each of which has zero mean and unit variance, and ω t = (W t1 , . . . , W tn ).
For each j = 1, . . . , n, ARCH(1) model (W 1j , W 2j , . . . , W pj ) is a martingale difference sequence. ARCH(1) model has many applications in financial analysis. There exists no theoretical results stating that the LSD of the sample covariance matrix for ARCH(1) model is M-P Law, but from Figure 1 , we can see that the LSD of the sample covariance matrix for ARCH (1) model is indeed M-P Law. A rigorous study is under investigation. For the ARCH(1) model, the proposed test can not capture the dependence of (ω 1 , ω 2 , . . . , ω p ) directly, but we can test the dependence of (ω 2 1 , ω 2 2 , . . . , ω 2 p ). Since this test can tell us that (ω 2 1 , ω 2 2 , . . . , ω 2 p ) are not independent, naturally it can be concluded that (ω 1 , ω 2 , . . . , ω p ) are not independent either.
Here, we take α 0 = 0.9 and α 1 = 0.1. Table 9 shows the power values of our test for testing dependence of ARCH(1) model.
Vandermonde matrix
Consider the n × p vandermonde matrix V of the form
where ω i for i = 1, . . . , p are called phased distributions and are assumed to be i.i.d on [0, 2π).
Then, the entries of V lie on the unit circle. Obviously, all the entries of the rows of V are not independent while the columns are independent. Denote the sample covariance matrix of V by
Vandermonde matrices play an important role in signal processing and wireless applications, such as direction of arrival estimation, pre-coding or sparse sampling theory. Ryan and Debban (2009) have established that as both n, p go to ∞ with their ratio being a positive constant, the limiting spectral distribution of D = V H V is not the M-P law. This result reminds us that the proposed test should be applied to capture the dependence structure of the rows of the matrix V. It is easy to see that, for any k = 1, . . . , n − 1 and j = 1, . . . , p, E(e −ikω j ) 2 = 0 and E|e −ikω j | 4 = 1. The empirical power values given in Table 10 show that the proposed test works well in detecting dependence of Vandermonde matrices.
Empirical analysis of financial data
As an application of the proposed independence test, we test whether there is any cross-sectional independence among the daily closed stock prices of some relevant companies from New York Stock Exchange (NYSE) during the period 1990. ). The construction of x i , i = 1, . . . , p is based on the idea that the prices tend to be independent as the length of the time between them is large. Hence for each company i, the elements of stock price time series x i are independent.
The proposed test M n is applied to test cross-sectional independence of x 1 , x 2 , . . . , x p . For each (p, n), we randomly choose p companies from the database, construct the corresponding vectors x 1 , x 2 , . . . , x p , and then calculate the P-value of the proposed test. Repeat this procedure 100 times and plot the P-value graph to see whether the cross-sectional 'dependence' feature is popular in NYSE.
From Figure 2 , we can see that, as the number of companies p increases, more experiments are rejected in terms of the P-values below 0.05. When p = 30, n = 35, all the 100 experiments are rejected. This phenomenon is reasonable since as p increases, the opportunity that we choose dependent companies increases as the number of total companies is invariant. It shows that cross-sectional dependence exists and is popular in NYSE. This suggests that the assumption that cross-sectional independence in such empirical studies may not be appropriate.
As comparison, we select 40 companies from the transportation section of NYSE and investigate the dependence of daily stock prices of these companies from the same industry sectiontransportation section. We also perform the same experiments as above for those total 40
companies. The P-value graphs of n = 10, p = 5, n = 15, p = 10 and n = 20, p = 15 are provided in Figure 3 . Compared with the corresponding P-value graphs n = 10, p = 5, n = 15, p = 10 and n = 20, p = 15 in Figure 2 , the daily closed stock prices of companies from the same section are more likely to be dependent.
Conclusions
This paper provides an approach for testing independence among a large number of high dimen- 
Appendix
A.1 Some useful lemmas Lemma 1 (Theorem 8.1 of Billingsley (1999) ). Let P n and P be probability measures on (C, ϕ).
If the finite dimensional distributions of P n converge weakly to those of P , and if {P n } is tight, then P n ⇒ P .
Lemma 2 (Theorem 12.3 of Billingsley (1999)). The sequence {X n } is tight if it satisfies these two conditions (I)
The sequence {X n (0)} is tight.
(II) There exists constants γ ≥ 0, α > 1, and a nondecreasing, continuous function F on
holds for all t 1 , t 2 , and n.
Lemma 3 (Continuous Theorem). Let X n and X be random elements defined on a metric space 
where Re(z) and Im(z) are the real and imaginary parts of z respectively; and L(a, b) {a + t(b − a) : t ∈ (0, 1)}.
Lemma 5 (Theorem A.44 of Bai and Silverstein (2009) ). Let A and B be two p × n complex matrices. Then,
A.2 Proofs of main theorems Bai and Silverstein (2004) (2008) and (2.11) we can directly obtain the following lemma.
Lemma 6. Under Assumptions 1 and 2, we have, for any positive integer k,
converges in distribution to the Gaussian vector of the form
where δ 1 (t), δ 2 (t) are, respectively, defined as
The means and covariances of V (t j ) and Z(t j ) are specified in Theorem 1.
Remark 3. When T n = I, the mean and variance of the asymptotic Gaussian distribution for power functions f (x) = x r , ∀r ∈ Z + is calculated in Pan and Zhou (2008) and Bai and Silverstein (2004) . Hence the corresponding means and covariances for f 1 (x) = sintx and f 2 (x) = costx can be derived by Taylor series of sintx and costx.
Proof of Theorem 1. Let t belong to a closed interval I = [T 1 , T 2 ]. To finish Theorem 1, in view of Lemma 1 and Lemma 6, it suffices to prove the tightness of { φ n (t), ψ n (t) : t ∈ I}.
Thus it suffices to prove the tightness of p(s n (t) − s(t)). Repeating the same truncation and centralization steps as those in Bai and Silverstein (2004) , we may assume that
. By the Cauchy theorem
we have, with probability one, for all n large, e itx dp(
The contour C involved in the above integral is specified as follows. Let (8.11) where v 0 > 0, x r is any number greater than lim sup n λ max (T n )(1 + √ c) 2 , x l is any negative number if c ≥ 1 and otherwise choose x l ∈ (0, lim sup n λ min (T n )(1 − √ c) 2 ). Then the contour C is defined by the union of C + and its symmetric part C − with respect to the x-axis, where
From Lemma 1 and the argument regarding equivalence in probability of M n (z) and its truncation version given in Page 563 in Bai and Silverstein (2004) and Lemma 3 we have (8.13) where M (z) is a Gaussian process, the limit of M n (z).
We conclude from Lemma 4 that for any δ > 0 (8.14) where t 3 and t 4 lies in the interval [T 1 , T 2 ], the last inequality uses (8.13) and the fact that Re(ize it 3 z ), Im(ize it 4 z ) are bounded on the contour C and K (and in the sequel) is a constant number which may be different from line to line.
By (8.14), we have for any ε > 0, 
By Theorem 7.3 of Billingsley (1999) , e itx dp(F An (x) − F cn,Hn (x)) is tight. Moreover from the assumption we see that e itx dp(F cn,Hn (x) − F cn (x)) is tight by Lemma 4.
To prove Theorem 2, we first need to establish Lemma 7 below. To this end, write
where S n is defined in (4.4).
Lemma 7. Under the assumptions of Theorem 2, we have for any positive integer k,
converges in distribution to a Gaussian vector (W (t 1 ), . . . , W (t k ), Q(t 1 ), . . . , Q(t k )) whose mean and covariance function are given in Theorem 2.
Proof of Lemma 7. Using the same truncation and centralization steps as those used in the paper by Bai and Silverstein (2004) , we may assume that (8.20) For the panel data model (4.1) proposed in Section 4, let
The model can be written in the vector form as
We then define the sample covariance matrix by (8.23) and
Note that S n = D n . The sample covariance matrix S n can be then expressed as (8.25) By the conditions of Theorem 2 and the Burkholder inequality we have
which, together with Borel-Cantelli's Lemma, implies that u Tε a.s.
Also, the conditions of Theorem 2 imply that
Therefore, by the conditions of Theorem 2 and Theorem 2 of Pan and Zhou (2011), we have, Jiang (2004) proves that
and Xiao and Zhou (2010) implies that, when c ≤ 1
By (8.27) (8.28) and (8.29), the maximal and minimal eigenvalues of S n satisfy with probability one lim sup
As in the proof of Theorem 2, we obtain from Cauchy's formula, with probability one, for n large, (8.32) where m cn (z) is obtained from m(z) with c replaced by c n . The contour γ is specified as follows:
Let v 0 > 0 be arbitrary and set γ µ = {µ + iv 0 , µ ∈ [µ ℓ , µ r ]}, where µ r > c +ū + (1 + √ c) 2 and 0 < µ ℓ < I (0,1) (c)(1 − √ c) 2 or µ ℓ is any negative number if c ≥ 1. Then define 8.33) and let γ − be the symmetric part of γ + about the real axis.
Then we have
where we have used the identity
where C and (C + rr T ) are both invertible; and r ∈ R p . The first term on the right hand of (8.35) was investigated in Pan (2011) . In what follows we consider the second term on the right hand of (8.35).
One may verify that
where C and (C + qrv T ) are both invertible, q is a scalar and r, v ∈ R p . This, together with (8.22) and (8.36), yields
It is proved in Section 2.5 and (4.3) of Pan (2011) that as n → ∞,
where we have also used an argument similar to (2.28) of Pan (2011)).
By Lemma 2 of Bai, Miao and Pan (2007) , (3.4) and (4.3) in Pan (2011)), and (4.5) we have,
The next aim is to prove that (8.44) and that
Consider (8.44) first. By the formula (8.36), we have an expansion
For any given z ∈ γ, we conclude from Theorem 1 of Pan (2011) and Helly-Bray's theorem that
By the expansion of u T D −2 n (z)u and (8.40)-(8.42), to prove (8.44), it suffices to prove the tightness of K (1)
To this end, as in Bai and Silverstein (2004) , below introduce the truncated version of
Let γ + n = γ ℓ ∪ γ µ ∪ γ r and γ − n denote the symmetric part of γ + n with respect to the real axis. We then define the truncated process u T D −2 n (z)u of the process u T D −2 n (z)u for z = α + iv by
It is proved in Section 3 of Bai and Silverstein (2004) that, for any positive integer k and
It follows from independence between u and ε j , j = 1, · · · , n that
which ensures Condition (1) of Lemma 2. Similarly, we can derive E|u T D −2 n (z)ε| 2 ≤ K. Next, we prove condition (2) of Lemma 2, i.e. sup n,z 1 ,z 2 ∈γ
Note that (8.54) where A and B are any two nonsingular matrices. We then conclude that
As in (8.52), we can obtain
is a continuous function when z 1 , z 2 ∈ γ, the integral f (λ)dF M P (λ) is bounded. This, together with (8.57), implies
By (3.17) in Pan and Zhou (2011) and an argument similar to (8.55)-(8.58) we may verify that u T D −2 n (z)ε is tight for z ∈ γ. Summarizing the above we obtain (8.44). Consider (8.45) now. From the last paragraph we see that it is enough to consider the pointwise convergence of u T D −2 n (z)ε. As in (8.49) and (8.50) we may define the truncated process u T D −2 n (z)ε of the process u T D −2 n (z)ε and then prove that their difference tends to zero in probability. As in (4.3) of Pan and Zhou (2011) one may prove that for given
From (8.38) to (8.45) we have (8.59) and
We then conclude from Slutsky's theorem that
The arguments of Theorem 1 of Pan (2011) show that the truncation version of trD −1 n (z) − pm cn (z) converges in distribution to a two-dimensional Gaussian process and that the difference between trD −1 n (z) − pm cn (z) and its truncation version goes to zero in probability (see Page 563 of Bai and Silverstein (2004) and (2.28) of Pan (2011) ). Theorem 3 then follows from (8.61), (8.32) and (8.35), Slutsky's theorem and Lemma 3 (one may refer to Page 563 of Bai and Silverstein (2004) ).
Proof of Theorem 2. As in the proof of Theorem 1, in view of Lemma 7 it suffices to prove the tightness of {p(s n (t) − s(t)) : t ∈ I}. As before, write (8.62) where the contour γ is specified in Lemma 7.
From the formula (8.36), we have (8.63) This, together with (8.35), yields
(8.64) By (8.32) and noting that M n (z) = trD −1 n (z) − pm cn (z), it is sufficient to prove the tightness of the following three terms:
The tightness of {g n1 (t) : t ∈ I = [T 1 , T 2 ]} has been proved in Theorem 1. Next, via the same method adopted by Theorem 1, we prove the tightness of {g ni (t) : 
We conclude from (8.68), (8.61) and Lemma 3 that, as n → ∞, 
