We prove that the Riemann zeta-function is not universal on the critical line by using the fact that the Hardy Z-function is real, and some elementary considerations. This is a related to a recent result of Garunkštis and Steuding. We also prove conditional and partial results for non universality on the lines Re(s) = σ for 0 < σ < 1/2 and together with our recent result for non universality on the line Re(s) = 1 it will mostly answer the question of on what lines the zeta-function is universal.
Introduction
Voronin [28, 29] Bagchi [6] generalized this result to any compact set D with connected complement lying entirely within 1/2 < Re(s) < 1. These results have resulted in massive international interest and an entire sub-field of analytic number theory concerned with"universality of L-functions". For good introductions to this field, see the monographs of Laurinčikas [20] , or Steuding [25] .
By choosing the special case D = [σ, σ + iH] for 1/2 < σ < 1 in Theorem 1 we obtain: The fact that we do not need to assume that f is nonvanishing as in Theorem 1, is proved in [1] whenever D is without interior points 1 A related result of Voronin [27] that predates his universality result is the following: Theorem 3. Suppose 1/2 < σ ≤ 1. Then the set of n-tuples {(ζ(σ + it), ζ ′ (σ + it), . . . , ζ (n−1) (σ + it)) : t ∈ R} is dense in C n .
For 1/2 < σ < 1 this can also be proved quite easily from Theorem 1, which by the power series expansion of an analytic function can be viewed to be an infinite-dimensional version of Theorem 3. Theorem 3 for σ = 1/2 was recently proved to be false by Garunkštis and Steuding [8 
, Theorem 1 (ii).]:
Theorem 4. The set of pairs
is not dense in C 2
They remarked that this implies that the Voronin universality theorem cannot be extended to any region that covers the line Re(s) = 1/2. While it is true that it means that Theorem 3 does not extend to the line Re(s) = 1/2 it does not follow that Theorem 2 does not extend to the line Re(s) = 1/2. Since an interval in the complex plane has an empty interior it does not contain any neighborhood of any point on the critical line. In fact it is quite easy to prove that any complex valued function f (t) on an interval can be estimated up to ǫ in sup-norm by a complex valued polynomial P (t) such that |P ′ (t)| ≥ 1. By the mean-value theorem this is not true for a real-valued function.
It is also clear that Theorem 3 on a line does not imply Theorem 2 on a line, an example is the Riemann zeta-function, where we proved that Theorem 2 is false on Re(s) = 1 [2, Theorem 2] 2 or, while Voronin proved that Theorem 3 is true.
A natural question to ask is the following: On what lines is the Riemann zeta-function universal? This is answered in [2] assuming the Riemann hypothesis. However the the main line considered in that paper is its abscissa of convergence Re(s) = 1. In this paper we prove the required result for the critical line Re(s) = 1/2. Also we manage to relax the condition of the Riemann hypothesis to that of the Lindelöf hypothesis.
We prove that Theorem 2 does not extend to the line Re(s) = 1/2, by a similar argument as in Garunkštis-Steuding's paper, by using the functional equation of the Riemann zeta-function. However, instead of working with the logarithmic derivative we will work with the logarithm of the zeta-function directly. It should be remarked that this proof method of Garunkštis-Steuding has found other applications in this theory. For example, Kalpokas-Steuding [17] proved that the zeta-function takes arbitrarily large real values on the critical line. For these type of results, see also Christ-Kalpokas-Steuding [7] .
2 Non universality on the critical line -first argument
It has long been known 3 conditionally that Theorem 2 does not extend to the critical line since the Riemann hypothesis implies that the zeroes will lie to densely. Littlewood [22] (see [26, Theorem 14.13] ) proved that the Riemann hypothesis implies the estimate
Hence there will be a zero in every interval of fixed length for ζ(1/2 + iT + it) provided T is large enough. Thus, these translates of the zeta-function can not approximate for example the function f (t) = 1 on the interval in sup-norm.
There are some problems with this argument: Firstly, of course we would like to have an unconditional result. In order for the estimate (1) to be known to be true we need the Riemann hypothesis. Also we need to prove that some good proportion of these zeros lies on the critical line. This would of course also follow from the Riemann hypothesis, however it is not known unconditionally.
Secondly: While sup-norm is the traditional norm used in universality, this follows from the fact that universality in L 2 sense in some neighborhood of D implies universality in sup-norm on D. This is a simple consequence of the classical theory of complex functions, for example Cauchy's theorem. In fact in the proofs of universality, Hilbert space arguments are used and the natural norm used is L 2 -norm. When considering universality on lines and curves, we do not know anything about universality properties in some neighborhood of these lines and curves, and the arguments that shows that L 2 -norm universality implies sup-norm universality do not apply. Therefore we believe that the natural norm in these cases should be L 2 -norm.
Main Theorems

Non universality on the critical line
We will state our two theorems that proves that the Riemann zeta-function is not universal in a strong sense on the critical line:
This proves that either f (t) = ζ(1/2 + iT + it) for some t, or f (t) can not be approximated by translates of the Riemann zeta-function. In the case when f (t) = ζ(1/2 + iT + it) it can furthermore not be approximated by any other T ′ = T . Now it is easy to show that the Riemann zeta-function can not be real valued in any interval on the critical line (we prove this rigorously later in this paper) and by this we immediately obtain:
This shows that no real valued function can be approximated by the translates of the Riemann zeta-function on the critical line.
Remark 1.
It is not difficult to show that G(t) can be allowed to be complex valued in Theorem 5, although obviously not in Theorem 6.
On what lines is the zeta-function universal?
In our paper [2] we use this result and a lower bound for the Riemann zetafunction in short intervals to classify the lines where we have universality. Unfortunately we did not manage to prove this result unconditionally, but needed to use the Riemann hypothesis. We will here show how we can relax the condition to assume the Lindelöf hypothesis instead. We have the following Lemma: Lemma 1. Let δ > 0 be a positive constant. Assuming the Lindelöf hypothesis we have that
It is clear that the lower bound in Lemma 1 can not be improved to a positive constant, since by using Theorem 2 with f (t) = 0 shows that lim inf
The Riemann hypothesis will yield a somewhat sharper lower bound. It would be interesting to understand the true lower bound in Lemma 1. Proof. For the case 1/2 < σ < 1 where we have universality, the sup-norm case is exactly Theorem 2. Universality in L 1 -norm means that any function f (t) in L 1 (0, H) should be possible to be approximated by the Riemann zeta-function [24, Theorem 3.14] , this also follows from Theorem 2.
Regarding when we do not have universality: The only difficult remaining lines to consider are the lines Re(s) = σ for 0 < σ < 1/2. Here we will need the Lindelöf hypothesis. From Lemma 1, together with the functional equation and Stirling's formula for the Gamma-factors we obtain that
Since this will tend to infinity as T → ∞ we see that we do not have universality in L 1 -norm on the line Re(s) = σ for 0 < σ < 1/2. That we do not have universality on the lines Re(s) = σ with σ ≤ 0 and the lines that are not parallel to the imaginary axis follows trivially from the functional equation and the definition of the Riemann zeta-function.
We would like to restate our problem [2, Problem 1]:
Problem 1. Prove Theorem 7 unconditionally.
While we can not manage this, at least we have weakened the condition from that of the Riemann hypothesis to that of the Lindelöf hypothesis. In addition, we will prove two propositions that gives us unconditional, albeit somewhat weaker results in the case 0 < σ < 1/2.
Proof of Lemma 1
We will use the following convexity theorem of Ramachandra [23 
Proof. First we will choose σ 0 = σ, σ 1 = 2, and
With this choice
and the expression in Theorem 7 simplifies since the powers can be replaced by square roots. Furthermore without loss of generality we may assume that
By also using the fact that
which follows from Eq. (3) and the assumption σ ≥ 1/2. The inequality in Theorem 7 now simplifies to the inequality
By moving the last term on the right hand side of the inequality to the other side, and dividing the inequality with 4 I(σ 2 ) + M −A × e 3Cr/8 , we obtain
Now we assume that f (s) = ζ(s).
On the line Re(s) = 2 we have
By Eq. (3) and σ ≥ 1/2 we have σ 2 ≥ 7/2 and it follows that
These inequalities, together with the definition of J(σ 1 ) and I(σ 2 ) implies that
We obtain that
e and r = ⌈(A + 3) log M − (log δ)/2⌉. We obtain that
We have that
since by the Lindelöf hypothesis we can choose
From this it follows that
Our result follows by squaring this inequality.
5 Non universality for Re(s) = σ with 0 < σ < 1/2
By the same method, as in the proof of Lemma 1 it follows unconditionally that given ǫ > 0 and σ > 1/2, then there exist some absolute constant H > 0 such that
See Theorem 1.1.1. and the remark at the end of page 7 of Ramachandra [23] . From this we obtain the following proposition 
Infact by Eq (4) the constant H in Proposition 1 depending on σ can be made explicit (a variant of Ramachandra's result with an explicit A should be used). In order to obtain optimal estimates for H, a more careful choice of σ 1 and σ 2 are also needed. For example σ 1 = 1 and σ 2 = 2 − σ will give better constants. Then however we would need to use the lower bounds of [2, Theorem 2] instead of the trivial bounds (5) to estimate J(σ 1 ).
There is a special feature of the classical universality theorems, namely that of "positive density". More precisely in Theorem 1 it is proved that lim inf
The same holds true for Theorem 2. These results follows from the proofs of universality but should in our opinion not be regarded as an essential part of the definition of universality. In the case of lines Re(s) = σ for 0 < σ < 1/2 it is in fact much easier to prove that we do not have positive density universality, than regular universality. In fact from classical zero-density estimates, for example, from the following result of Ingham [11] (see also [12, Chapter 11] ):
it follows that 
It follows from the method of proof that Proposition 2 can be sharpened by replacing < ǫ with < ǫT 1/2−σ−ε .
Hardy's Z-function
The Hardy Z-function 4 is defined by
where θ(0) = 0 and θ(t) is a continuous function, that is chosen such that Z(t) is a real valued function. 
Hence
By the fact that the Hardy Z-function is real valued the argument of Z(t) must therefore be n × π for some integer n. From this we see that
for each t and some n depending on t. It is clear that
Hence assuming that f (t) = e iη(t) |f (t)| we obtain that
From this equation we will obtain a proof of our theorems. We first prove the following Lemma:
Proof. By Stirling's formula we have that
By the substitution x = t log T + D + C we see that
by the fact that |sin x| has period π and 
Proof of Theorem 5
The proof essentially follows by estimating the integral with respect to the function f into Riemann sums. By dividing the integral
into N sub-intervals, we obtain
Since f (t) is continuous on the compact interval [0, H], we can choose N so that
We obtain
Let us define C k such that f (kH/N ) = e iC k |f (kH/N )|. By (8) we get
By using Lemma 2 on the integrals on the right hand side we see that lim inf
By estimating the Riemann sum on the right by its integral and using (9) we obtain that lim inf
Our result follows by letting ǫ → 0.
Proof of Theorem 6
By Theorem 5 we have lim inf
In particular it means that for any non-zero function there exist a T 0 and an
Thus it is sufficient to consider |T | ≤ T 0 . Let us now choose |T | ≤ T 0 that minimize the integral.
Since f (t) is a real valued continuous function we have that the argument of f (t) is constant in some small interval. However since θ(t) defined by (7) is an analytic non-constant function it can not be constant in any interval. This means that the function ζ(1/2 + iT + it) can not equal the function f (t) on any small interval, and we have that the integral (10) is strictly positive.
9 Possible universality on the critical line 9.1 Universality of the Hardy Z-function?
Once we know that the Riemann zeta-function is not universal on the critical line, and the reason is that the argument of the Riemann zeta-function is to regular, we might ask what happens when we remove this regularity. A natural question is therefore to ask whether the Hardy Z-function admits some universality property:
The problem can be asked with L 1 norm replaced by L 2 -norm, and with some weight on the Hardy function, for example with Z(t + T ) replaced by Z(t + T )/ log(t + T ). However, from the same arguments that we used in Section 2, that the zeroes of the Riemann zeta-functions are "too dense" it follows that no nonzero function can be approximated by the Hardy Z-function in sup-norm. Thus we know that we do not have universality (at least if the Riemann hypothesis is assumed) in sup-norm.
It might be easier to solve the problem if the absolute value of the Hardy Z-function, or equivalently the absolute value of the Riemann zeta-function is considered: Similarly to the case of the Hardy Z-function proper we can consider weighted version of universality and other norms (although not sup-norm).
Universality of related functions
Selberg (unpublished) proved that |ζ(1/2 + it)| 1/ √ log log t admits a limit distribution. For the first published proof, see Joyner [15] . Hejhal [10] proved a somewhat sharper and more explicit variant of this statement.
Related work has been done by Laurinčikas ( [19] , [21] and [20, Chapter 7] ). For example he disproved a conjecture of Bagchi [6] that ζ(1/2 + it) admits a limit distribution in the space of continuous functions, and conjectured that ζ(1/2 + it) 1/ √ log log t does admit this limit distribution. These results suggest to us that on the critical line the natural function to consider might be
instead of ζ(1/2 + it) proper. We remark here that this function is not uniquely defined and must be defined through analytic continuation through a path. Natural paths γ(t) might be the ones that can be parametrized by γ(t) = t + i(1/2 − σ(t)), such that 1/2 + iγ(t) stays on the right hand side of the zeros (and the pole) of the zeta-function in the complex plane. This class of paths will give a precise definition of the function in (11), except for values of t where ζ(σ + it) = 0 and σ > 1/2 (zeroes violating the Riemann hypothesis) where the function might have a discontinuity. We therefore ask the following question regarding universality:
Problem 4. Is it true for any complex valued continuous function f on the
