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We investigate the stability of theories in which Lorentz invariance is spontaneously broken by fixed-
norm vector ‘‘aether’’ fields. Models with generic kinetic terms are plagued either by ghosts or by
tachyons, and are therefore physically unacceptable. There are precisely three kinetic terms that are not
manifestly unstable: a sigma model ð@AÞ2, the Maxwell Lagrangian FF, and a scalar Lagrangian
ð@AÞ2. The timelike sigma-model case is well defined and stable when the vector norm is fixed by a
constraint; however, when it is determined by minimizing a potential there is necessarily a tachyonic
ghost, and therefore an instability. In the Maxwell and scalar cases, the Hamiltonian is unbounded below,
but at the level of perturbation theory there are fewer degrees of freedom and the models are stable.
However, in these two theories there are obstacles to smooth evolution for certain choices of initial data.
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I. INTRODUCTION
The idea of spontaneous violation of Lorentz invariance
through tensor fields with nonvanishing expectation values
has garnered substantial attention in recent years [1–12].
Hypothetical interactions between standard model fields
and Lorentz-violating (LV) tensor fields are tightly con-
strained by a wide variety of experimental probes, in some
cases leading to limits at or above the Planck scale [4,7,13–
17].
If these constraints are to be taken seriously, it is neces-
sary to have a sensible theory of the dynamics of the LV
tensor fields themselves, at least at the level of low-energy
effective field theory. The most straightforward way to
construct such a theory is to follow the successful para-
digm of scalar field theories with spontaneous symmetry
breaking, by introducing a tensor potential that is mini-
mized at some nonzero expectation value, in addition to a
kinetic term for the fields. (Alternatively, it can be a
derivative of the field that obtains an expectation value,
as in ghost condensation models [18–20].) As an additional
simplification, we may consider models in which the non-
zero expectation value is enforced by a Lagrange multiplier
constraint, rather than by dynamically minimizing a po-
tential; this removes the ‘‘longitudinal’’ mode of the tensor
from consideration and may be thought of as a limit of the
potential as the mass near the minimum is taken to infinity.
In that case, there will be a vacuum manifold of zero-
energy tensor configurations, specified by the constraint.
All such models must confront the tricky question of
stability. Ultimately, stability problems stem from the basic
fact that the metric has an indefinite signature in a
Lorentzian spacetime. Unlike in the case of scalar fields,
for tensors it is necessary to use the spacetime metric to
define both the kinetic and potential terms for the fields. A
generic choice of potential would have field directions in
which the energy is unbounded from below, leading to
tachyons, while a generic choice of kinetic term would
have modes with negative kinetic energies, leading to
ghosts. Both phenomena represent instabilities; if the the-
ory has tachyons, small perturbations grow exponentially
in time at the linearized level, while if the theory has
ghosts, nonlinear interactions create an unlimited number
of positive- and negative-energy excitations [21]. There is
no simple argument that these unwanted features are nec-
essarily present in any model of LV tensor fields, but the
question clearly warrants careful study.
In this paper we revisit the question of the stability of
theories of dynamical Lorentz violation and argue that
most such theories are unstable. In particular, we examine
in detail the case of a vector field A with a nonvanishing
expectation value, known as the ‘‘aether’’ model or a
‘‘bumblebee’’ model. For generic choices of kinetic term,
it is straightforward to show that the Hamiltonian of such a
model is unbounded from below, and there exist solutions
with bounded initial data that grow exponentially in time.
There are three specific choices of kinetic term for which
the analysis is more subtle. These are the sigma-model
kinetic term,
L K ¼ 12@A@A; (1)
which amounts to a set of four scalar fields defined on a
target space with a Minkowski metric; the Maxwell kinetic
term,
L K ¼ 14FF; (2)
where F ¼ @A  @A is familiar from electromag-
netism; and what we call the ‘‘scalar’’ kinetic term,
L K ¼ 12ð@AÞ2; (3)
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featuring a single scalar degree of freedom. Our findings
may be summarized as follows:
(i) The sigma-model Lagrangian with the vector field
constrained by a Lagrange multiplier to take on a
timelike expectation value is the only aether theory
for which the Hamiltonian is bounded from below in
every frame, ensuring stability. In a companion pa-
per, we examine the cosmological behavior and ob-
servational constraints on this model [22]. If the
vector field is spacelike, the Hamiltonian is un-
bounded and the model is unstable. However, if the
constraint in the sigma-model theory is replaced by a
smooth potential, allowing the length-changing
mode to become a propagating degree of freedom,
that mode is necessarily ghostlike (negative kinetic
energy) and tachyonic (correct sign mass term), and
the Hamiltonian is unbounded below, even in the
timelike case. It is therefore unclear whether models
of this form can arise in any full theory.
(ii) In the Maxwell case, the Hamiltonian is unbounded
below; however, a perturbative analysis does not
reveal any explicit instabilities in the form of tachy-
ons or ghosts. The timelike mode of the vector acts
as a Lagrange multiplier, and there are fewer prop-
agating degrees of freedom at the linear level (a
‘‘spin-1’’ mode propagates, but not a ‘‘spin-0’’
mode). Nevertheless, singularities can arise in evo-
lution from generic initial data: for a spacelike
vector, for example, the field evolves to a configu-
ration in which the fixed-norm constraint cannot be
satisfied (or perhaps just to a point where the effec-
tive field theory breaks down). In the timelike case,
a certain subset of initial data is well behaved, but,
provided the vector field couples only to conserved
currents, the theory reduces precisely to conven-
tional electromagnetism, with no observable viola-
tions of Lorentz invariance. It is unclear whether
there exists a subset of initial data that leads to
observable violations of Lorentz invariance while
avoiding problems in smooth time evolution.
(iii) The scalar case is superficially similar to the
Maxwell case, in that the Hamiltonian is un-
bounded below, but a perturbative analysis does
not reveal any instabilities. Again, there are fewer
degrees of freedom at the linear level; in this case,
the spin-1 mode does not propagate. There is a
scalar degree of freedom, but it does not correspond
to a propagating mode at the level of perturbation
theory (the dispersion relation is conventional, but
the energy vanishes to quadratic order in the per-
turbations). For the timelike aether field, obstacles
arise in the time evolution that are similar to those
of a spacelike vector in the Maxwell case; for a
spacelike aether field with a scalar action, the be-
havior is less clear.
(iv) For any other choice of kinetic term, aether theories
are always unstable.
Interestingly, these three choices of aether dynamics are
precisely those for which there is a unique propagation
speed for all dynamical modes; this is the same condition
required to ensure that the generalized second law is re-
spected by a Lorentz-violating theory [23,24].
One reason why our findings concerning stability seem
more restrictive than those of some previous analyses is
that we insist on perturbative stability in all Lorentz
frames, which is necessary in theories where the form of
the Hamiltonian is frame dependent. In a Lorentz-invariant
field theory, it suffices to pick a Lorentz frame and examine
the behavior of small fluctuations; if they grow exponen-
tially, the model is unstable, while if they oscillate, the
model is stable. In Lorentz-violating theories, in contrast,
such an analysis might miss an instability in one frame that
is manifest at the linear level in some other frame
[15,25,26]. This can be traced to the fact that a perturbation
that is ‘‘small’’ in one frame (the value of the perturbation
is bounded everywhere along some initial spacelike slice),
but grows exponentially with time as measured in that
frame, will appear ‘‘large’’ (unbounded on every spacelike
slice) in some other frame.
As an explicit example, consider a model of a timelike
vector with a background configuration A ¼ ðm; 0; 0; 0Þ
and perturbations a ¼ ei!tei ~k ~x, where  is some
constant polarization vector. In this frame, we will see that
the dispersion relation takes the form
!2 ¼ v2 ~k2: (4)
Clearly, the frequency ! will be real for every real wave
vector ~k, and such modes simply oscillate rather than
growing in time. It is tempting to conclude that models
of this form are perturbatively stable for any value of v.
However, we will see below that when v > 1, there exist
other frames (boosted with respect to the original) in which
~k can be real but ! is necessarily complex, indicating an
instability. These correspond to wave vectors for which,
evaluated in the original frame, both ! and ~k are complex.
Modes with complex spatial wave vectors are not consid-
ered to be ‘‘perturbations,’’ since the fields blow up at
spatial infinity. However, in the presence of Lorentz viola-
tion, a complex spatial wave vector in one frame may
correspond to a real spatial wave vector in a boosted frame.
We will show that instabilities can arise from initial data
defined on a constant-time hypersurface (in a boosted
frame) constructed solely from modes with real spatial
wave vectors. Such modes are bounded at spatial infinity
(in that frame), and could be superimposed to form wave
packets with compact support. Since the notion of stability
is not frame dependent, the existence of at least one such
frame indicates that the theory is unstable, even if there is
no linear instability in the aether rest frame.
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Several prior investigations have considered the ques-
tion of stability in theories with LV vector fields. Lim [9]
calculated the Hamiltonian for small perturbations around
a constant timelike vector field in the rest frame, and
derived restrictions on the coefficients of the kinetic terms.
Bluhm et al. [27] also examined the timelike case with a
Lagrange multiplier constraint, and showed that the
Maxwell kinetic term led to stable dynamics on a certain
branch of the solution space if the vector was coupled to a
conserved current. It was also found, in [27], that most LV
vector field theories have Hamiltonians that are unbounded
below. Boundedness of the Hamiltonian was also consid-
ered in [28]. In the context of effective field theory,
Gripaios [29] analyzed small fluctuations of LV vector
fields about a flat background. Dulaney, Gresham, and
Wise [11] showed that only the Maxwell choice was stable
to small perturbations in the spacelike case assuming the
energy of the linearized modes was nonzero.1 Elliot,
Moore, and Stoica [14] showed that the sigma-model
kinetic term is stable in the presence of a constraint, but
not with a potential.
In the next section, we define notation and fully specify
the models we are considering. We then turn to an analysis
of the Hamiltonians for such models, and show that they
are always unbounded below unless the kinetic term takes
on the sigma-model form and the vector field is timelike.
This result does not by itself indicate an instability, as there
may not be any dynamical degree of freedom that actually
evolves along the unstable direction. Therefore, in the
following section we look carefully at linear stability
around constant configurations and isolate modes that
grow exponentially with time. In the section after that we
show that the models that are not already unstable at the
linear level end up having ghosts, with the exception of the
Maxwell and scalar cases. We then examine some features
of those two theories, in particular.
II. MODELS
We will consider a dynamical vector field A propagat-
ing in Minkowski spacetime with signature ð þþþÞ.
The action takes the form
SA ¼
Z
d4xðLK þLVÞ; (5)
where LK is the kinetic Lagrange density and LV is
(minus) the potential. A general kinetic term that is qua-
dratic in derivatives of the field can be written2
LK ¼ 1ð@AÞð@AÞ  2ð@AÞ2
 3ð@AÞð@AÞ  4 A
A
m2
ð@AÞð@AÞ: (7)
In flat spacetime, setting the fields to constant values at
infinity, we can integrate by parts to write an equivalent
Lagrange density as
LK ¼  121FF
  ð@AÞ2
 4 A
A
m2
ð@AÞð@AÞ; (8)
where F ¼ @A  @A and we have defined
 ¼ 1 þ 2 þ 3: (9)
In terms of these variables, the models specified above with
no linear instabilities or negative-energy ghosts are
(i) Sigma model: 1 ¼ ,
(ii) Maxwell:  ¼ 0, and
(iii) Scalar: 1 ¼ 0,
in all cases with 4 ¼ 0.
The vector field will obtain a nonvanishing vacuum
expectation value from the potential. For most of the paper
we will take the potential to be a Lagrange multipler
constraint that strictly fixes the norm of the vector:
L V ¼ ðAA m2Þ; (10)
where  is a Lagrange multiplier whose variation enforces
the constraint
AA ¼ m2: (11)
If the upper sign is chosen, the vector will be timelike, and
it will be spacelike for the lower sign. Later we will
examine how things change when the constraint is replaced
by a smooth potential of the form LV ¼ VðAÞ /
ðAA m2Þ2. It will turn out that the theory defined
with a smooth potential is only stable in the limit as !
1. In any case, unless we specify otherwise, we assume
that the norm of the vector is determined by the constraint
(11).
We are left with an action
SA ¼
Z
d4x

 1
2
1FF
  ð@AÞ2
 4 A
A
m2
ð@AÞð@AÞ þ ðAA m2Þ

: (12)
The Euler-Lagrange equation obtained by varying with
respect to A is
1@F
 þ @@A þ 4G ¼ A; (13)
where we have defined
1This effectively eliminates the scalar case.
2In terms of the coefficients, ci, defined in [8] and used in
many other publications on aether theories,
i ¼ ci
16	Gm2
; (6)
where G is the gravitational constant.
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G ¼ 1
m2
½Að@A
ÞF
 þ A
ð@A@
A þ A@@
AÞ:
(14)
Since the fixed-norm condition (11) is a constraint, we can
consistently plug it back into the equations of motion.
Multiplying (13) by A and using the constraint, we can
solve for the Lagrange multiplier,
 ¼  1
m2
ð1@F þ @@A þ 4GÞA: (15)
Inserting this back into (13), we can write the equation of
motion as a system of three independent equations:
Q 

 
AA
m2

ð1@F þ @@A þ 4GÞ
¼ 0: (16)
The tensor  m2AA acts to take what would be the
equation of motion in the absence of the constraint, and
project it into the hyperplane orthogonal to A. There are
only three independent equations because AQ vanishes
identically, given the fixed-norm constraint.
Validity of effective field theory
As in this paper we will restrict our attention to classical
field theory, it is important to check that any purported
instabilities are found in a regime where a low-energy
effective field theory should be valid. The low-energy
degrees of freedom in our models are Goldstone bosons
resulting from the breaking of Lorentz invariance. The
effective Lagrangian will consist of an infinite series of
terms of progressively higher order in derivatives of the
fields, suppressed by appropriate powers of some ultravio-
let mass scale M. If we were dealing with the theory of a
scalar field , the low-energy effective theory would be
valid when the canonical kinetic term ð@Þ2 was large
compared to a higher-derivative term such as
1
M2
ð@2Þ2: (17)
For fluctuations with wavevector k ¼ ð!; ~kÞ, we have
@ k, and the lowest-order terms accurately describe
the dynamics whenever j ~kj<M. A fluctuation that has a
low momentum in one frame can, of course, have a high
momentum in some other frame, but the converse is also
true; the set of perturbations that can be safely considered
‘‘low-energy’’ looks the same in any frame.
With a Lorentz-violating vector field, the situation is
altered. In addition to higher-derivative terms of the form
M2ð@2AÞ2, the possibility of extra factors of the vector
expectation value leads us to consider terms such as
L 4 ¼ 1
M8
A6ð@2AÞ2: (18)
The number of such higher dimension operators in the
effective field theory is greatly reduced because AA
 ¼
m2 and, therefore, A@A ¼ 0. It can be shown that an
independent operator with n derivatives includes at most
2n vector fields, so that the term highlighted here has the
largest number of A’s with four derivatives. We expect that
the ultraviolet cutoff M is of order the vector norm, M 	
m. Hence, when we consider a background timelike vector
field in its rest frame,
A ¼ ðm; 0; 0; 0Þ; (19)
the L4 term reduces to m2ð@2AÞ2, and the effective field
theory is valid for modes with k < m, just as in the scalar
case.
But now consider a highly boosted frame, with
A ¼ ðm cosh;m sinh; 0; 0Þ: (20)
At large , individual components of A will scale as ejj,
and the higher-derivative term schematically becomes
L 4  1
m2
e6jjð@2AÞ2: (21)
For modes with spatial wave vector k ¼ j ~kj (as measured
in this boosted frame), we are therefore comparing
m2e6jjk4 with the canonical term k2. The lowest-order
terms therefore only dominate for wave vectors with
k < e3jjm: (22)
In the presence of Lorentz violation, therefore, the realm of
validity of the effective field theory may be considerably
diminished in highly boosted frames. We will be careful in
what follows to restrict our conclusions to those that can be
reached by only considering perturbations that are accu-
rately described by the two-derivative terms. The instabil-
ities we uncover are infrared phenomena, which cannot be
cured by changing the behavior of the theory in the ultra-
violet. We have been careful to include all of the lowest-
order terms in the effective field theory expansion—the
terms in (8).
III. BOUNDEDNESS OF THE HAMILTONIAN
We would like to establish whether there are any values
of the parameters 1, , and 4 for which the æther
model described above is physically reasonable. In prac-
tice, we take this to mean that there exist background
configurations that are stable under small perturbations.
It seems hard to justify taking an unstable background as a
starting point for phenomenological investigations of ex-
perimental constraints, as we would expect the field to
evolve on microscopic time scales away from its starting
point.
‘‘Stability’’ of a background solution X0 to a set of
classical equations of motion means that, for any small
neighborhood U0 of X0 in the phase space, there is another
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neighborhood U1 of X0 such that the time evolution of any
point in U0 remains in U1 for all times. More informally,
small perturbations oscillate around the original back-
ground, rather than growing with time. A standard way
of demonstrating stability is to show that the Hamiltonian
is a local minimum at the background under consideration.
Since the Hamiltonian is conserved under time evolution,
the allowed evolution of a small perturbation will be
bounded to a small neighborhood of that minimum, ensur-
ing stability. Note that the converse does not necessarily
hold; the presence of other conserved quantities can be
enough to ensure stability even if the Hamiltonian is not
bounded from below.
One might worry about invoking the Hamiltonian in a
theory where Lorentz invariance has been spontaneously
violated. Indeed, as we shall see, the form of the
Hamiltonian for small perturbations will depend on the
Lorentz frame in which they are expressed. To search for
possible linear instabilities, it is necessary to consider the
behavior of small perturbations in every Lorentz frame.
The Hamiltonian density, derived from the action (12)
via a Legendre transformation, is
H ¼ @LA
@ð@0AÞ@0A LA (23)
¼ 1
2
F2ij þ 1ð@0AiÞ2  1ð@iA0Þ2 þ ð@iAiÞ2
 ð@0A0Þ2 þ 4 A
jAk
m2
ð@jAÞð@kAÞ
 4 A
0A0
m2
ð@0AÞð@0AÞ; (24)
where Latin indices i, j run over {1, 2, 3}. The total
Hamiltonian corresponding to this density is
H ¼
Z
d3xH
¼
Z
d3xð1ð@Ai@Ai  @A0@A0Þ
þ ð1  Þ½ð@0A0Þ2  ð@iAiÞ2
þ 4
AjAk
m2
ð@jAÞð@kAÞ  4 A0A0
m2
ð@0AÞð@0AÞÞ:
(25)
We have integrated by parts and assumed that @iAj van-
ishes at spatial infinity; repeated lowered indices are
summed (without any factors of the metric). Note that
this Hamiltonian is identical to that of a theory with a
smooth (positive semidefinite) potential instead of a
Lagrange multiplier term, evaluated at field configurations
for which the potential is minimized. Therefore, if the
Hamiltonian is unbounded when the fixed-norm constraint
is enforced by a Lagrange multiplier, it will also be un-
bounded in the case of a smooth potential.
There are only three dynamical degrees of freedom, so
we may reparametrize A such that the fixed-norm con-
straint is automatically enforced and the allowed three-
dimensional subspace is manifest. We define a boost vari-
able  and angular variables  and c , so that we can write
A0  m cosh; (26)
Ai  m sinhfið; c Þ (27)
in the timelike case with AA
 ¼ m2, and
A0  m sinh; (28)
Ai  m coshfið; c Þ (29)
in the spacelike case with AA
 ¼ þm2. In these expres-
sions,
f1  cos cosc ; (30)
f2  cos sinc ; (31)
f3  sin; (32)
so that fifi ¼ 1. In terms of this parametrization, the
Hamiltonian density for a timelike aether field becomes
H ðtÞ
m2
¼ 1sinh2@fi@fi þ 1@@
þ ð1  Þ½ð@0Þ2sinh2
 ðcoshfi@iþ sinh@ifiÞ2
þ 4sinh2½ðfi@iÞ2 þ sinh2ðfi@iflÞðfj@jflÞ
 4cosh2½ð@0Þ2 þ sinh2ð@0fiÞ2; (33)
while for the spacelike case we have
H ðsÞ
m2
¼ 1cosh2@fi@fi  1@@
þ ð1  Þ½ð@0Þ2cosh2
 ðsinhfi@iþ cosh@ifiÞ2
 4cosh2½ðfi@iÞ2  cosh2ðfi@iflÞðfj@jflÞ
þ 4sinh2½ð@0Þ2  cosh2ð@0fiÞ2: (34)
Expressed in terms of the variables , , c , the
Hamiltonian is a function of initial data that automatically
respects the fixed-norm constraint. We assume that the
derivatives @Aðt0; ~xÞ vanish at spatial infinity.
A. Timelike vector field
We can now determine which values of the parameters
f1; ; 4g lead to Hamiltonians that are bounded below,
starting with the case of a timelike aether field. We can
examine the various possible cases in turn.
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Case one: 1 ¼  and 4 ¼ 0.
This is the sigma-model kinetic term (1). In this case the
Hamiltonian density simplifies to
H ðtÞ ¼ m21ðsinh2@fi@fi þ @@Þ: (35)
It is manifestly non-negative when 1 > 0 and nonpositive
when 1 < 0. The sigma-model choice 1 ¼  > 0
therefore results in a theory that is stable. (See also
Sec. 6.2 of [10].)
Case two: 1 < 0 and 4 ¼ 0.
In this case, consider configurations with ð@0fiÞ  0,
ð@ifjÞ ¼ 0, @ ¼ 0, sinh2
 1. Then we have
H ðtÞ m21sinh2ð@0fiÞ2: (36)
For 1 < 0, the Hamiltonian can be arbitrarily negative for
any value of .
Case three: 1  0,  <1, and 4 ¼ 0
We consider configurations with @fi ¼ 0, fi@i  0,
@0 ¼ 0, cosh2
 1, which gives
H ðtÞ m2ð  1Þcosh2ðfi@iÞ2: (37)
Again, this can be arbitrarily negative.
Case four: 1  0,  >1, and 4 ¼ 0.
Now we consider configurations with @fi ¼ 0, fi@i ¼
0, @0  0, sinh
2
 1. Then,
H ðtÞ m2ð1  Þsinh2ð@0Þ2; (38)
which can be arbitrarily negative.
Case five: 4  0.
Now we consider configurations with @fi  0, @ ¼ 0
and sinh2
 1. Then,
H ðtÞ m24½sinh4ðfi@iflÞðfk@kflÞ
 sinh2cosh2ð@0fiÞ2; (39)
which can be arbitrarily negative for any nonzero 4 and
for any values of 1 and . For any case other than the
sigma-model choice 1 ¼ , it is therefore straightfor-
ward to find configurations with arbitrarily negative values
of the Hamiltonian.
Nevertheless, a perturbative analysis of the Hamiltonian
would not necessarily discover that it was unbounded. The
reason for this is shown in Fig. 1, which shows the
Hamiltonian density for the theory with 1 ¼ 1,  ¼
1:1, in a restricted subspace where @y ¼ @z ¼ 0 and
 ¼  ¼ 0, leaving only , @t, and @x as independent
variables. We have plotted H as a function of @t and
@x for four different values of . When  is sufficiently
small, so that the vector is close to being purely timelike,
the point @t ¼ @x ¼ 0 is a local minimum.
Consequently, perturbations about constant configurations
with small  would appear stable. But for large values of
, the unboundedness of the Hamiltonian becomes appar-
ent. This phenomenon will arise again when we consider
the evolution of small perturbations in the next section. At
the end of this section, we will explain why such regions of
large  are still in the regime of validity of the effective
field theory expansion.
B. Spacelike vector field
We now perform an equivalent analysis for an aether
field with a spacelike expectation value. In this case all of
the possibilities lead to Hamiltonians (34) that are un-
bounded below, and the case 1 ¼  > 0 is not picked
out.
Case one: 1 < 0 and 4 ¼ 0.
Taking ð@Þ ¼ 0, @jfi ¼ 0, @0fi  0, we find
H ðsÞ m21cosh2ð@0fiÞ2: (40)
Case two: 1 > 0,   1, and 4 ¼ 0.
Now we consider @fi ¼ 0, @i  0, @0 ¼ 0, giving
H ðsÞ m2½1@i@iþ ð  1Þsinh2ðfi@iÞ2:
(41)
Case three: 1  0,  >1, and 4 ¼ 0.
In this case we examine ð@0Þ  0, @fi ¼ 0, @i ¼ 0,
which leads to
FIG. 1 (color online). Hamiltonian density (vertical axis) when
1 ¼ 1,  ¼ 1:1, and  ¼ c ¼ @y ¼ @z ¼ 0 as a function
of @t (axis pointing into page) and @x (axis pointing out of
page) for various ranging from zero tocrit ¼ tanh1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=
p
,
the value of  for which the Hamiltonian is flat at @x ¼ 0, and
beyond. Notice that the Hamiltonian density turns over and
becomes negative in the @t direction when >crit.
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H ðsÞ m2ð1  Þcosh2ð@0Þ2: (42)
Case four: 4  0.
Now we consider configurations with @fi  0, @ ¼ 0,
and sinh2
 1. Then,
H ðsÞ m24ðcosh4ðfi@iflÞðfk@kflÞ
 cosh2sinh2ð@0fiÞ2Þ: (43)
In every case, it is clear that we can find initial data for a
spacelike vector field that makes the Hamiltonian as nega-
tive as we please, for all possible 1, 4, and .
C. Smooth potential
The usual interpretation of a Lagrange multiplier con-
straint is that it is the low-energy limit of smooth potentials
when the massive degrees of freedom associated with
excitations away from the minimum cannot be excited.
We now investigate whether these degrees of freedom
can destabilize the theory. Consider the most general,
dimension four, positive semidefinite smooth potential
that has a minimum when the vector field takes a timelike
vacuum expectation value,
V ¼ 
4
ðAA þm2Þ2; (44)
where  is a positive dimensionless parameter. The precise
form of the potential should not affect the results as long as
the potential is non-negative and has the global minimum
at AA
 ¼ m2.
We have seen that the Hamiltonian is unbounded from
below unless the kinetic term takes the sigma-model form,
ð@AÞð@AÞ. Thus we take the Lagrangian to be
L ¼  1
2
ð@AÞð@AÞ  4 ðAA
 þm2Þ2: (45)
Consider some fixed timelike vacuum A satisfying
A A
 ¼ m2. We may decompose the aether field into
a scaling of the norm, represented by a scalar , and an
orthogonal displacement, represented by vector B satisfy-
ing AB
 ¼ 0. We thus have
A ¼ A 
A
m
þ B; (46)
where
B ¼

 þ
A A
m2

A and  ¼
AA

m
þm: (47)
With this parametrization, the Lagrangian is
L ¼ 1
2
ð@Þð@Þ  12 ð@BÞð@
BÞ
 
4
ð2mþ BB 2Þ2: (48)
The field  automatically has a wrong-sign kinetic term,
and, at the linear level, propagates with a dispersion rela-
tion of the form
!2 ¼ ~k2  2m2: (49)
We see that in the case of a smooth potential, there exists a
ghostlike mode (wrong-sign kinetic term) that is also ta-
chyonic with spacelike wave vector and a group velocity
that generically exceeds the speed of light. It is easy to see
that sufficiently long-wavelength perturbations will exhibit
exponential growth. The existence of a ghost when the
norm of the vector field is not strictly fixed was shown in
[14].
In the limit as  goes to infinity, the equations of motion
enforce a fixed-norm constraint and the ghostlike and
tachyonic degree of freedom freezes. The theory is equiva-
lent to one of a Lagrange multiplier if the limit is taken
appropriately.
D. Discussion
To summarize, we have found that the action in (12)
leads to a Hamiltonian that is globally bounded from below
only in the case of a timelike sigma-model Lagrangian,
corresponding to 1 ¼  > 0 and 4 ¼ 0. Furthermore,
we have verified (as was shown in [14]) that if the Lagrange
multiplier term is replaced by a smooth, positive semi-
definite potential, then a tachyonic ghost propagates and
the theory is destabilized.
If the Hamiltonian is bounded below, the theory is
stable, but the converse is not necessarily true. The
sigma-model theory is the only one for which this criterion
suffices to guarantee stability. In the next section, we will
examine the linear stability of these models by considering
the growth of perturbations. Although some models are
stable at the linear level, we will see in the following
section that most of these have negative-energy ghosts,
and are therefore unstable once interactions are included.
The only exceptions, both ghost-free and linearly stable,
are the Maxwell (2) and scalar (3) models.
We showed in the previous section that, unless   1
and 4 are exactly zero, the Hamiltonian is unbounded
from below. However, the effective field theory breaks
down before arbitrarily negative values of the
Hamiltonian can be reached; when   1 and/or 4 
0, in regions of phase space in which H < 0 (schemati-
cally),
H m2e4jjð@Þ2; where  2 f; ; c g: (50)
The effective field theory breaks down when kinetic terms
with four derivatives (the terms of next highest order in the
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effective field theory expansion) are on the order of terms
with two derivatives, or, in the angle parametrization, when
m2e4jjð@Þ2  e8jjð@Þ4: (51)
In other words, the effective field theory is only valid when
e2jjj@j<m: (52)
In principle, terms in the effective action with four or more
derivatives could add positive contributions to the
Hamiltonian to make it bounded from below. However,
our analysis shows that the Hamiltonian (in models other
than the timelike sigma model with fixed norm) is neces-
sarily concave down around the set of configurations with
constant aether fields. If higher-derivative terms intervene
to stabilize the Hamiltonian, the true vacuum would not
have H ¼ 0. Theories could also be deemed stable if there
are additional symmetries that lead to conserved currents
(other than energy-momentum density) or to a reduced
number of physical degrees of freedom.
Regardless of the presence of terms beyond leading
order in the effective field theory expansion, due to the
presence of the ghostlike and tachyonic mode (found in the
previous section), there is an unavoidable problem with
perturbations when the field moves in a smooth, positive
semidefinite potential. This exponential instability will be
present regardless of higher-order terms in the effective
field theory expansion because it occurs for very long-
wavelength modes (at least around constant-field
backgrounds).
IV. LINEAR INSTABILITIES
We have found that the Hamiltonian of a generic aether
model is unbounded below. In this section, we investigate
whether there exist actual physical instabilities at the linear
level—i.e., whether small perturbations grow exponen-
tially with time. It will be necessary to consider the behav-
ior of small fluctuations in every Lorentz frame,3 not only
in the aether rest frame [15,25,26]. We find a range of
parameters i for which the theories are tachyon free;
these correspond (unsurprisingly) to dispersion relations
for which the phase velocity satisfies 0  v2  1. In
Sec. V we consider the existence of ghosts.
A. Timelike vector field
Suppose Lorentz invariance is spontaneously broken so
that there is a preferred rest frame, and imagine that
perturbations of some field in that frame have the following
dispersion relation:
v2!2 ¼ ~k  ~k: (53)
This can be written in frame-invariant notation as
ðv2  1ÞðtkÞ2 ¼ kk; (54)
where t is a timelike Lorentz vector that characterizes the
4-velocity of the preferred rest frame. So, in the rest frame,
t ¼ f1; 0; 0; 0g. Indeed, in the appendix, we find disper-
sion relations for the aether modes of exactly the form in
(54) with t ¼ A=m and (A27)
v2 ¼ 1
1  4 (55)
and (A28)
v2 ¼ 
1  4 : (56)
Now consider the dispersion relation for perturbations of
the field in another (‘‘primed’’) frame. Let us solve for
k00 ¼ !0, the frequency of perturbations in the new frame.
Expanded out, the dispersion relation reads
!02ð1þ ðv2  1Þðt00Þ2Þ þ 2!0ðv2  1Þt00t0ik0i  ~k0  ~k0
þ ðv2  1Þðt0ik0iÞ2 ¼ 0; (57)
where i 2 f1; 2; 3g. The solution for !0 is
!0 ¼ ðv
2  1Þt00t0ik0i 
ﬃﬃﬃﬃﬃﬃﬃﬃ
DðtÞ
p
1þ ðv2  1Þðt00Þ2 ; (58)
where
DðtÞ ¼ ~k0  ~k0 þ ðv2  1Þððt00Þ2 ~k0  ~k0  ðt0ik0iÞ2Þ: (59)
In general, t00 ¼ cosh and t0i ¼ sinhn^i, where n^in^i ¼ 1
and  ¼ cosh1 is a boost parameter. We therefore have
DðtÞ ¼ ~k0  ~k0f1þ ðv2  1Þ½cosh2 sinh2ðn^  k^0Þ2g;
(60)
where k^0 ¼ ~k0=j ~k0j. Thus DðtÞ is clearly greater than zero if
v  1. However, if v > 1 thenDðtÞ can be negative for very
large boosts if ~k0 is not parallel to the boost direction.
The sign of the discriminantDðtÞ determines whether the
frequency !0 is real or complex valued. We have shown
that when the phase velocity v of some field excitation is
greater than the speed of light in a preferred rest frame,
then there is a (highly boosted) frame in which the excita-
tion looks unstable—that is, the frequency of the field
excitation can be imaginary. More specifically, plane
waves traveling along the boost direction with boost pa-
rameter  ¼ cosh have a growing amplitude if 2 >
1=ð1 v2Þ> 0.
In the appendix, we find dispersion relations of the form
in (54) for the various massless excitations about a constant
timelike background (t ¼ A=m). Requiring stability and
thus 0  v2  1 leads to the inequalities,
3The theory of perturbations about a constant background is
equivalent to a theory with explicit Lorentz violation because the
first-order Lagrange density includes the term,  AA, where
A is effectively some constant coefficient.
CARROLL, DULANEY, GRESHAM, AND TAM PHYSICAL REVIEW D 79, 065011 (2009)
065011-8
0  1
1  4  1 (61)
and
0  
1  4  1: (62)
Models satisfying these relations are stable with respect to
linear perturbations in any Lorentz frame.
B. Spacelike vector field
We show in the appendix that fluctuations about a space-
like, fixed-norm, vector field background have dispersion
relations of the form
ðv2  1ÞðskÞ2 ¼ kk; (63)
with s ¼ A=m and (A27)
v2 ¼ 1 þ 4
1
(64)
and (A28)
v2 ¼ 1 þ 4

: (65)
In frames where s ¼ f0; s^g, v is the phase velocity in the s^
direction.
Consider solving for k00 ¼ !0 in an arbitrary (primed)
frame. The solution is as in (58), but with v2 ! 2 v2
and t0 ! s0. Thus,
!0 ¼ ðv
2  1Þs00s0ik0i 
ﬃﬃﬃﬃﬃﬃﬃﬃ
DðsÞ
p
1þ ð1 v2Þðs00Þ2 ; (66)
where
DðsÞ ¼ ~k0  ~k0  ðv2  1Þ½ðs00Þ2 ~k0  ~k0  ðs0ik0iÞ2: (67)
In general, s00 ¼ sinh and s0i ¼ coshn^i, where n^in^i ¼ 1
and  ¼ cosh1 is a boost parameter. So,
DðsÞ ¼ ~k0  ~k0f1 ðv2  1Þ½sinh2 cosh2ðn^  k^0Þ2g;
(68)
which can be rewritten
DðsÞ ¼ ~k0  ~k0fv2 þ ð1 v2Þcosh2½1 ðn^  k^0Þ2g: (69)
It is clear thatDðsÞ is non-negative for all values of  if and
only if 0  v2  1. The theory will be unstable unless 0 
v2  1.
The dispersion relations of the form (63) for the mass-
less excitations about the spacelike background are given
in the appendix. The requirement that 0  v2  1 implies
0  1 þ 4
1
 1 (70)
and
0  1 þ 4

 1: (71)
Models of spacelike aether fields will only be stable with
respect to linear perturbations if these relations are
satisfied.
The requirements (62) or (71) do not apply in the
Maxwell case (when  ¼ 0 ¼ 4), and those of (61) or
(70) do not apply in the scalar case (when 1 ¼ 0 ¼ 4),
since the corresponding degrees of freedom in each case do
not propagate.
C. Stability is not frame dependent
The excitations about a constant background are mass-
less (i.e. the frequency is proportional to the magnitude of
the spatial wave vector), but they generally do not propa-
gate along the light cone. In fact, when v > 1, the wave
vector is timelike even though the cone along which ex-
citations propagate is strictly outside the light cone. We
have shown that such excitations blow up in some frame.
The exponential instability occurs for observers in boosted
frames. In these frames, portions of constant-time hyper-
surfaces are actually inside the cone along which excita-
tions propagate.
Why do we see the instability in only some frames when
performing a linear stability analysis? Consider boosting
the wave four-vectors of such excitations with complex-
valued frequencies and real-valued spatial wave vectors
back to the rest frame. Then, in the rest frame, both the
frequency and the spatial wave vector will have nonzero
imaginary parts. Such solutions with complex-valued ~k
require initial data that grow at spatial infinity and are
therefore not really ‘‘perturbations’’ of the background.
But even though the aether field defines a rest frame, there
is no restriction against considering small perturbations
defined on a constant-time hypersurface in any frame.
Well-behaved initial data can be decomposed into modes
with real spatial wave vectors; if any such modes lead to
runaway growth, the theory is unstable.
V. NEGATIVE-ENERGY MODES
We found above that manifest perturbative stability in all
frames requires 0  v2  1. In the appendix, we show that
there are two kinds of propagating modes, except when
 ¼ 4 ¼ 0 or when 1 ¼ 4 ¼ 0. Based on the disper-
sion relations for these modes, the 0  v2  1 stability
requirements translated into the inequalities for , 1,
and 4 in (61) and (62) for timelike aether and (70) and
(71) for spacelike aether. We shall henceforth assume that
these inequalities hold and, therefore, that! and ~k for each
mode are real in every frame. We will now show that, even
when these requirements are satisfied and the theories are
linearly stable, there will be negative-energy ghosts that
imply instabilities at the nonlinear level (except for the
sigma-model, Maxwell, and scalar cases).
INSTABILITIES IN THE AETHER PHYSICAL REVIEW D 79, 065011 (2009)
065011-9
For timelike vector fields, with respect to the aether rest
frame, the various modes correspond to two spin-1 degrees
of freedom and one spin-0 degree of freedom. Based on
their similarity in form to the timelike aether rest frame
modes, we will label these modes once and for all as ‘‘spin-
1’’ or ‘‘spin-0,’’ even though these classifications are only
technically correct for timelike fields in the aether rest
frame.
The solutions to the first-order equations of motion for
perturbations A about an arbitrary, constant, background
A satisfying A
 A m2 ¼ 0 are (see the appendix):
A ¼
Z
d4kqðkÞeikx ; qðkÞ ¼ qðkÞ; (72)
where either
qðkÞ ¼ ik
A

m

 and
1kk
þ4
ð AkÞ2
m2
¼ 0 and  A ¼ 0 ðspin-1Þ;
(73)
where  are real-valued constants or
q ¼ i


A A
m2

k and

þð4ð 1ÞÞ
A A
m2

kk ¼ 0 ðspin-0Þ;
(74)
where  is a real-valued constant.
Note that when 1 ¼ 4 ¼ 0, corresponding to the
scalar form of (3), the spin-1 dispersion relation is satisfied
trivially, because the spin-1 mode does not propagate in
this case. Similarly, when  ¼ 4 ¼ 0, the kinetic term
takes on the Maxwell form in (2) and the spin-0 dispersion
relation becomes Ak
 ¼ 0; the spin-0 mode does not
propagate in that case.
The Hamiltonian (25) for either of these modes is
H ¼
Z
d3kf½1ð!2 þ ~k  ~kÞ þ 4ðð a0!Þ2
þ ð aikiÞ2Þqq þ ð1  Þð!2q0q0 þ kiqi kjqjÞg;
(75)
where k0 ¼ ! ¼ !ð ~kÞ is given by the solution to a disper-
sion relation and where a  A=m. One can show that, as
long as 1 and 4 satisfy the conditions (61) or (70) that
guarantee real frequencies ! in all frames, we will have
qq  0 (76)
for all timelike and spacelike vector perturbations. We will
now proceed to evaluate the Hamiltonian for each mode in
different theories.
A. Spin-1 energies
In this section we consider nonvanishing 4 and show
that the spin-1 mode can carry negative energy even when
the conditions for linear stability are satisfied.
1. Timelike vector field
Without loss of generality, set
A ¼ mðcosh; sinhn^Þ; (77)
where n^  n^ ¼ 1. The energy of the spin-1 mode in the
timelike case is given by
H ¼
Z
d3kð ~k  ~kÞqq

2X  4 sinhð2Þðn^  k^Þ
ﬃﬃﬃﬃ
X
p
1  4cosh2

;
(78)
where
X ¼ 1f1 þ 4½ðn^  k^Þ2sinh2 cosh2g: (79)
Looking specifically at modes for which n^  k^ ¼ þ1, we
find
H ¼
Z
d3kð ~k  ~kÞqq

21ð1  4Þ  4 sinhð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ð1  4Þ
p
1  4cosh2

: (80)
The energy of such a spin-1 perturbation can be negative
when j4 sinhð2Þj> 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ð1  4Þ
p
. Thus it is possible
to have negative-energy perturbations whenever 4  0.
Perturbations with wave numbers perpendicular to the
boost direction have positive semidefinite energies.
2. Spacelike vector field
Without loss of generality, for the spacelike case we set
A ¼ mðsinh; coshn^Þ; (81)
where n^  n^ ¼ 1. The energy of the spin-1 mode in this
case is given by
H ¼
Z
d3kð ~k  ~kÞqq

2X  4 sinhð2Þðn^  k^Þ
ﬃﬃﬃﬃ
X
p
1  4sinh2

;
(82)
where
X ¼ 1f1 þ 4½ðn^  k^Þ2cosh2 sinh2g: (83)
Looking at modes for which n^  k^ ¼ þ1, we find
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H ¼
Z
d3kð ~k  ~kÞqq

21ð1 þ 4Þ  4 sinhð2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ð1 þ 4Þ
p
1  4sinh2

: (84)
Thus, the energy of perturbations can be negative when
j4 sinhð2Þj> 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ð1 þ 4Þ
p
. Thus it is possible to
have negative-energy perturbations whenever 4  0.
Perturbations with wave numbers perpendicular to the
boost direction have positive semidefinite energies. In
either the timelike or spacelike case, models with 4  0
feature spin-1 modes that can be ghostlike.
We note that the effective field theory is valid when k <
e3jjm, as detailed in Sec. II. But even if  is very large,
the effective field theory is still valid for very long-
wavelength perturbations, and therefore such long-
wavelength modes with negative energies lead to genuine
instabilities.
B. Spin-0 energies
We now assume the inequalities required for linear
stability, (62) or (71), and also that 4 ¼ 0. We showed
above that, otherwise, there are growing modes in some
frame or there are propagating spin-1 modes that have
negative energy in some frame. When   0, the energy
of the spin-0 mode in (74) is given by
H ¼ 212
Z
d3kð akÞ2ð!2ð ~kÞ½1 ð1 1=Þ a20
þ!ð ~kÞ a0ð1 1=Þ aikiÞ (85)
for A A
 m2 ¼ 0 and a  A=m.
1. Timelike vector field
We will now show that the quadratic order Hamiltonian
can be negative when the background is timelike and the
kinetic term does not take one of the special forms (sigma-
model, Maxwell, or scalar). Without loss of generality we
set a0 ¼ cosh and ai ¼ sinhn^i, where n^  n^ ¼ 1. Then
plugging the frequency !ð ~kÞ, as defined by the spin-0
dispersion relation, into the Hamiltonian (85) gives
H ¼ 12
Z
d3kð akÞ2


2X  ð1 1=Þ sinh2ðn^  k^Þ
ﬃﬃﬃﬃ
X
p
1þ ð1=  1Þcosh2

; (86)
where
X ¼ 1þ ð1=  1Þ½cosh2 ðn^  k^Þ2sinh2: (87)
If n^  k^  0, the energy can be negative. In particular, if n^ 
k^ ¼ 1 we have
H ¼ 12
Z
d3kð akÞ2


21=  ð1 1=Þ sinh2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=
p
1þ ð1=  1Þcosh2

: (88)
Given that 1=  1  0, H can be negative when
j sinh2j> 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1=p =ð1=  1Þ.
We have thus shown that, for timelike backgrounds,
there are modes that in some frame have negative energies
and/or growing amplitudes as long as 1  , 1  0,
and   0. Therefore, the only possibly stable theories of
timelike aether fields are the special cases mentioned ear-
lier: the sigma-model (1 ¼ ), Maxwell ( ¼ 0), and
scalar (1 ¼ 0) kinetic terms.
2. Spacelike vector field
For the spacelike case, without loss of generality we set
a0 ¼ sinh and ai ¼ coshn^i, where n^  n^ ¼ 1. Once
again, plugging the frequency !ðkÞ into the Hamiltonian
(85) gives
H ¼ 12
Z
d3kð akÞ2

2X  ð1 1=Þ sinh2ðn^  k^Þ ﬃﬃﬃﬃXp
1þ ð1 1=Þsinh2

; (89)
where
X ¼ 1þ ð1 1=Þ½sinh2 ðn^  k^Þ2cosh2: (90)
Upon inspection, one can see that there are values of n^  k^
and  that make H negative, except when  ¼ 0
(Maxwell) or 1 ¼ 0 (scalar). Again, the Hamiltonian
density is less than zero for modes with wavelengths
sufficiently long (k < e3jjm), so the effective theory is
valid.
VI. MAXWELL AND SCALAR THEORIES
We have shown that the only version of the aether theory
(12) for which the Hamiltonian is bounded below is the
timelike sigma-model theory LK ¼ ð1=2Þð@AÞ
ð@AÞ, corresponding to the choices 1 ¼ , 4 ¼ 0,
with the fixed-norm condition imposed by a Lagrange
multiplier constraint. (Here and below, we rescale the field
to canonically normalize the kinetic terms.) However,
when we looked for explicit instabilities in the form of
tachyons or ghosts in the last two sections, we found two
other models for which such pathologies are absent: the
Maxwell Lagrangian
L K ¼ 14FF; (91)
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corresponding to  ¼ 0 ¼ 4, and the scalar Lagrangian
L K ¼ 12ð@AÞ2; (92)
corresponding to 1 ¼ 0 ¼ 4. In both of these cases, we
found that the Hamiltonian is unbounded below,4 but a
configuration with a small positive energy does not appear
to run away into an unbounded region of phase space
characterized by large negative and positive balancing
contributions to the total energy.
These two models are also distinguished in another way:
there are fewer than three propagating degrees of freedom
at first order in perturbations in the Maxwell and scalar
Lagrangian cases, while there are three in all others. This is
closely tied to the absence of perturbative instabilities; the
ultimate cause of those instabilities can be traced to the
difficulty in making all of the degrees of freedom simulta-
neously well behaved. The drop in number of degrees of
freedom stems from the fact that A0 lacks time derivatives
in the Maxwell Lagrangian and that the Ai lack time
derivatives in the scalar Lagrangian. In other words,
some of the vector components are themselves Lagrange
multipliers in these special cases.
Only two perturbative degrees of freedom—the spin-1
modes—propagate in the Maxwell case (cf. (73) and (74)
when  ¼ 0 ¼ 4). The ‘‘mode’’ in (74) is a gauge
degree of freedom; at first order in perturbations the
Lagrangian has a gaugelike symmetry under A !
A þ @ðxÞ, where A@ ¼ 0. As expected of a
gauge degree of freedom, the spin-0 mode has zero energy
and does not propagate. Meanwhile, the spin-1 perturba-
tions propagate as well-behaved plane waves and have
positive energy. We note that the Dirac method for count-
ing degrees of freedom in constrained dynamical systems
implies that there are three degrees of freedom [27].5 The
additional degree of freedom, not apparent at the linear
level, could conceivably cause an instability; this mode
does not propagate because it is gaugelike at the linear
level, but there is no gauge symmetry in the full theory.
In the scalar case, there are no propagating spin-1 de-
grees of freedom. The spin-0 degree of freedom has a
nontrivial dispersion relation but no energy density (cf.
(73), (74), (86), and (89) when 1 ¼ 0 ¼ 4) at leading
order in the perturbations. Essentially, the fixed-norm con-
straint is incompatible with what would be a single prop-
agating scalar mode in this model; the theory is still
dynamical, but perturbation theory fails to capture its
dynamical content.
Each of these models displays some idiosyncratic fea-
tures, which we now consider in turn.
A. Maxwell action
The equation of motion for the Maxwell Lagrangian
with a fixed-norm constraint is
@F
 ¼ 2A: (93)
Setting AA
 ¼ m2, the Lagrange multiplier is given by
 ¼  1
2m2
A@F
: (94)
For timelike aether fields, the sign of  is preserved along
timelike trajectories since, when the kinetic term takes the
special Maxwell form, there is a conserved current (in
addition to energy-momentum density) due to the
Bianchi identity6:
0 ¼ @ð@FÞ ¼ 2@ðAÞ: (95)
In particular, the condition that  ¼ 0 is conserved along
timelike A [5,27]. In the presence of interactions this will
continue to be true only if the coupling to external sources
takes the form of an interaction with a conserved current,
AJ
 with @J
 ¼ 0.
If we take the timelike Maxwell theory coupled to a
conserved current and restrict to initial data satisfying  ¼
0 at every point in space, the theory reduces precisely to
Maxwell electrodynamics—not only in the equation of
motion, but also in the energy-momentum tensor. We can
therefore be confident that this theory, restricted to this
subset of initial data, is perfectly well behaved, simply
because it is identical to conventional electromagnetism
in a nonlinear gauge [28,32,33].
In the case of a spacelike vector expectation value, there
is an explicit obstruction to finding smooth time evolution
for generic initial data. In this case, the constraint equations
are
 A20 þ AiAi ¼ m2 and @i@iA0  @0@iAi ¼ 2A0:
(96)
Suppose spatially homogeneous initial conditions for the
Ai are given. Without loss of generality, we can align axes
such that
Aðt0Þ ¼ ðA0ðt0Þ; 0; 0; A3ðt0ÞÞ; (97)
where A20 þ A23 ¼ m2. If AiAi  m2, the equations of
motion are
@F

 ¼ 0: (98)
The  ¼ 3 equation reads
@F

3 ¼ 
@2A3
@t2
¼ 0; (99)
4Boundedness of the Hamiltonian was considered in [30].
5For a discussion of constrained dynamical systems see [31].
6If  > 0 initially, then it must pass through  ¼ 0 to reach
 < 0—but  ¼ 0 is conserved along timelike trajectories, so 
can at best stop at  ¼ 0.
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whose solutions are given by
A3ðtÞ ¼ A3ðt0Þ þ Cðt t0Þ; (100)
where C is determined by initial conditions. A0 is deter-
mined by the fixed-norm constraint A0 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A23 m2
q
. If
C  0, A0 will eventually evolve to zero. Beyond this
point, A3 keeps decreasing, and the fixed-norm condition
requires that A0 be imaginary, which is unacceptable since
A is a real-valued vector field. Note that this never hap-
pens in the timelike case, as there always exists some real
A0 that satisfies the constraint for any value of A3. The
problem is that A3 evolves into the ball A
2
i < m
2, which is
catastrophic for the spacelike, but not the timelike, case.
An analogous problem arises even when the Lagrange
multiplier constraint is replaced by a smooth potential.
It is possible that this obstruction to a well-defined
evolution will be regulated by terms of higher order in
the effective field theory. Using the fixed-norm constraint
and solving for A0, the derivative is
@A0 ¼ Aiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
AjAj m2
q @Ai: (101)
As AjAj approaches m
2, with finite derivatives of the
spatial components, the derivative of the A0 component
becomes unbounded. If higher-order terms in the effective
action have time derivatives of the component A0, these
terms could become relevant to the vector field’s dynami-
cal evolution, indicating that we have left the realm of
validity of the low-energy effective field theory we are
considering.
We are left with the question of how to interpret the
timelike Maxwell theory with initial data for which   0.
If we restrict our attention to initial data for which  < 0
everywhere, then the evolution of the Ai would be deter-
mined and the Hamiltonian would be positive. We have
H ¼ 1
2
Z
d3x

1
2
F2ij þ ð@0AiÞ2  ð@iA0Þ2

(102)
¼ 1
2
Z
d3x

1
2
F2ij þ F0iF0i  2ð@iA0ÞFi0

(103)
¼ 1
2
Z
d3x

1
2
F2ij þ F0iF0i þ 2A0@iFi0

(104)
¼ 1
2
Z
d3x

1
2
F2ij þ F0iF0i  4A20

; (105)
which is manifestly positive when  < 0. However, it is not
clear why we should be restricted to this form of initial
data, nor whether even this restriction is enough to ensure
stability beyond perturbation theory.
The status of this model in both the spacelike and time-
like cases remains unclear. However, there are indications
of further problems. For the spacelike case, Peloso et. al.
find a linear instability for perturbations with wave num-
bers on the order of the Hubble parameter in an exponen-
tially expanding cosmology [34,35]. For the timelike case,
Seifert found a gravitational instability in the presence of a
spherically symmetric source [36].
B. Scalar action
The equation of motion for the scalar Lagrangian with a
fixed-norm constraint is
@@A
 ¼ 2A: (106)
Using the fixed-norm constraint (AA
 ¼ m2), we can
solve for the Lagrange multiplier field,
 ¼  1
2m2
A@
@A
: (107)
In contrast with the Maxwell theory, in the scalar theory it
is the timelike case for which we can demonstrate obstacles
to smooth evolution, while the spacelike case is less clear.
(The Hamiltonian is bounded below, but there are no
perturbative instabilities or known obstacles to smooth
evolution.)
When the vector field is timelike, we have four con-
straint equations in the scalar case,
A20  AiAi ¼ m2 and @ið@AÞ ¼ 2Ai: (108)
Suppose we give homogeneous initial conditions such that
A0ðt0Þ>m. Align axes such that,
Aðt0Þ ¼ ðA0ðt0Þ; 0; 0; A3ðt0ÞÞ; (109)
where A3ðt0Þ2 ¼ A0ðt0Þ2 m2. Note that, since A3ðt0Þ 
0, we have that  ¼ 0 from the  ¼ 3 equation of motion.
The  ¼ 0 equation of motion therefore gives
d2A0
dt2
¼ 0: (110)
We see that the timelike component of the vector field has
the time evolution,
A0ðtÞ ¼ A0ðt0Þ þ Cðt t0Þ: (111)
For generic homogeneous initial conditions, C  0. In
this case, A0 will not have a smooth time evolution since A0
will saturate the fixed-norm constraint, and beyond this
point A0 will continue to decrease in magnitude. To satisfy
the fixed-norm constraint, the spatial components of the
vector field Ai would need to be imaginary, which is
unacceptable since A is a real-valued vector field. This
problem never occurs for the spacelike case since there
always exist real values of Ai that satisfy the constraint for
any A0.
Again, it is possible that this obstruction to a well-
defined evolution will be regulated by terms of higher order
in the effective field theory. The time derivative of A3 is
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@A3 ¼ A0ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A0A0 m2
p @A0: (112)
As A0A0 approaches m
2, with finite derivatives of A0, the
derivative of the spatial component A3 becomes un-
bounded. If higher-order terms in the effective action
have time derivatives of the components Ai, these terms
could become relevant to the vector field’s dynamical
evolution, indicating that we have left the realm of validity
of the low-energy effective field theory we are considering.
Whether or not a theory with a scalar kinetic term and
fixed expectation value is viable remains uncertain.
VII. CONCLUSIONS
In this paper, we addressed the issue of stability in
theories in which Lorentz invariance is spontaneously
broken by a dynamical fixed-norm vector field with an
action
S ¼
Z
d4x

 1
2
1FF
  ð@AÞ2
 4 A
A
m2
ð@AÞð@AÞ þ ðAA m2Þ

; (113)
where  is a Lagrange multiplier that strictly enforces the
fixed-norm constraint. In the spirit of effective field theory,
we limited our attention to only kinetic terms that are
quadratic in derivatives, and took care to ensure that our
discussion applies to regimes in which an effective field
theory expansion is valid.
We examined the boundedness of the Hamiltonian of the
theory and showed that, for generic choices of kinetic term,
the Hamiltonian is unbounded from below. Thus for a
generic kinetic term, we have shown that a constant
fixed-norm background is not the true vacuum of the
theory. The only exception is the timelike sigma-model
Lagrangian (1 ¼ , 4 ¼ 0, and AA ¼ m2), in
which case the Hamiltonian is positive-definite, ensuring
stability. However, if the vector field instead acquires its
vacuum expectation value by minimizing a smooth poten-
tial, we demonstrated (as was done previously in [14]) that
the theory is plagued by the existence of a tachyonic ghost,
and the Hamiltonian is unbounded from below. The time-
like fixed-norm sigma-model theory nevertheless serves as
a viable starting point for phenomenological investigations
of Lorentz invariance; we explore some of this phenome-
nology in a separate paper [22].
We next examined the dispersion relations and energies
of first-order perturbations about constant background con-
figurations. We showed that, in addition to the sigma-
model case, there are only two other choices of kinetic
term for which perturbations have non-negative energies
and do not grow exponentially in any frame: the Maxwell
( ¼ 4 ¼ 0) and scalar (1 ¼ 4 ¼ 0) Lagrangians. In
either case, the theory has fewer than three propagating
degrees of freedom at the linear level, as some of the vector
components in the action lack time derivatives and act as
additional Lagrange multipliers. A subset of the phase
space for the Maxwell theory with a timelike aether field
is well- defined and stable, but is identical to ordinary
electromagnetism. For the Maxwell theory with a space-
like aether field, or the scalar theory with a timelike field,
we can find explicit obstructions to smooth time evolution.
It remains unclear whether the timelike Maxwell theory or
the spacelike scalar theory can exhibit true violation of
Lorentz invariance while remaining well behaved.
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APPENDIX: SOLUTIONS TO THE LINEARIZED
EQUATIONS OF MOTION
We start by finding the solution to the equations of
motion, linearized about a timelike, fixed-norm back-
ground, A. Then, showing less details, we find the solu-
tions to the equations of motion linearized about a
spacelike background. Finally, we put the solutions in
both cases into the compact form of (A26)–(A28). Our
results agree with the solutions for Goldstone modes found
in [29].
The equations of motion for a timelike (þ ) or spacelike
( ) vector field are (16)
Q 

 
AA
m2

ð1@@A
þ ð  1Þ@@A þ 4GÞ ¼ 0; (A1)
where G is defined in (14) and AQ ¼ 0 identically.
1. Timelike background
Consider perturbations about an arbitrary, constant (in
space and time) timelike background A ¼ A that satis-
fies the constraint: A A
 ¼ m2. Define perturbations by
A ¼ A þ A. Then, to first order in these perturba-
tions, AQ ¼ 0 identically, and  AA ¼ 0 by the
constraint. We can define a basis set of four Lorentz 4-
vectors n, with components
n0 ¼ A=m; ni; i 2 f1; 2; 3g; (A2)
such that
nn

 ¼ : (A3)
The independent perturbations are a  nA
for  ¼ 1, 2, 3. (a0 is zero at first order in perturbations
due to the constraint.) It is then clear that there are three
independent equations of motion at first order in perturba-
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tions (assuming the constraint) for the three independent
perturbations,
Qi  nið1@@A
þ ð  1Þ@@A þ 4n0n0@@AÞ ¼ 0;
(A4)
where i 2 f1; 2; 3g. We look for plane wave solutions for
the A:
A ¼
Z
d4kqðkÞeikx : (A5)
Since n0A ¼ 0, at first order,
q ¼ cjnj; where j 2 f1; 2; 3g: (A6)
The equations of motion become the algebraic equations:
0 ¼ ð1kkninj þ ð  1Þniknjk
þ 4n0n0kkninjÞcj (A7)
¼ ð1kkij þ ð  1Þniknjk
þ 4n0n0kkijÞcj (A8)
 Mijcj: (A9)
The three independent solutions to these equations are
given by setting an eigenvalue of the matrixM to zero and
setting ci to the corresponding eigenvector. Setting an
eigenvalue of M equal to zero gives a dispersion relation,
1kk
 þ 4ðn0kÞ2 ¼ 0; (A10)
with two linearly independent eigenvectors,
ðe2Þi ¼ 2ijnjk; ðe3Þi ¼ 3ijnjk: (A11)
The second eigenvalue of M gives the dispersion relation
kk þ ð  1 þ 4Þðn0kÞ2 ¼ 0; (A12)
with corresponding eigenvector
ci ¼ nik: (A13)
2. Spacelike background
The first-order linearized equations of motion about a
spacelike background are
Qa  nað1@@A þ ð  1Þ@@A
þ 4n3n3@@AÞ ¼ 0; (A14)
where a 2 f0; 1; 2g and where, similarly to the timelike
case, we have defined the set of four Lorentz 4-vectors, n,
to be
n3 ¼ A=m and na; a 2 f0; 1; 2g (A15)
such that
nn

 ¼ : (A16)
The independent perturbations are a  nA for
 ¼ 0, 1, 2. (a3 is zero at first order in perturbations due
to the constraint.)
Again we look for plane wave solutions of the form in
(A5). But now, since n3A ¼ 0, at first order,
q ¼ cana; where a 2 f0; 1; 2g: (A17)
The equations of motion become the algebraic equations:
¼ ð1kknanb þ ð  1Þnaknbk
þ 4n3n3kknanbÞcb (A18)
¼ ð1kkab þ ð  1Þnaknbk
þ 4n3n3kkabÞcb (A19)
 Mabcb a; b 2 f0; 1; 2g: (A20)
Two independent solutions correspond to the dispersion
relation (a 2 f0; 1; 2g)
1kk
 þ 4ðn3kÞ2 ¼ 0; (A21)
with corresponding eigenmodes
ðe1Þa ¼ a1b3nbk; ðe2Þa ¼ ab23nbk: (A22)
The third solution corresponds to the dispersion relation
kk  ð  1  4Þðn3kÞ2 ¼ 0; (A23)
with corresponding eigenmode
ca ¼ abnbk: (A24)
3. General expression
We can express the solutions in the timelike and space-
like cases in a compact form by using the orthonormality of
the n, (A3), along with (A2) and (A15), and the fact that
7

n

n

 ¼ nn
: (A25)
Then plugging (A6) and (A17) into (A5) yields the solu-
tions,
A ¼
Z
d4kqðkÞeikx ; (A26)
where either
7This follows from the invariance of the Levi-Civita tensor,
n

n

n

n
 ¼ 

plus orthonormality, (A3).
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qðkÞ ¼ ik
A

m

 and
1kk
þ4
 Ak
m

2 ¼ 0 and  A ¼ 0; (A27)
where  are real-valued constants or
q ¼ i

 
A A
m2

k and
kk  ð  1  4Þ
 Ak
m

2 ¼ 0;
(A28)
where  is a real-valued constant. The reality of the ’s
follows from the condition, qðkÞ ¼ qðkÞ, that holds if
and only if A in (A5) is real. In (A28), the ‘‘þ’’ sign
corresponds to the timelike background and the ‘‘’’ sign
to a spacelike background.
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