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I n d e r W u¨ s t e d e r W i s s e n s c h a f t – Dem wissenschaftlichen
Menschen erscheinen auf seinen bescheidenen und mu¨hsamen Wanderungen, die oft genug
Wu¨stenreisen sein mu¨ssen, jene gla¨nzenden Lufterscheinungen, die man ”philosophische
Systeme“ nennt: sie zeigen mit zauberischer Kraft der Ta¨uschung die Lo¨sung aller Ra¨thsel
und den frischesten Trunk wahren Lebenswassers in der Na¨he; das Herz schwelgt und der
Ermu¨dete beru¨hrt das Ziel aller wissenschaftlichen Ausdauer und Noth beinahe schon mit
den Lippen, so dass er wie unwillku¨rlich vorwa¨rts dra¨ngt. Freilich bleiben andere Natu-
ren, von der scho¨nen Ta¨uschung wie beta¨ubt, stehen: die Wu¨ste verschlingt sie, fu¨r die
Wissenschaft sind sie todt. Wieder andere Naturen, welche jene subjectiven Tro¨stungen
schon o¨fter erfahren haben, werden wohl auf’s Aeusserste missmuthig und verﬂuchen den
Salzgeschmack, welchen jene Erscheinungen im Munde hinterlassen und aus dem ein ra-
sender Durst entsteht – ohne dass man nur Einen Schritt damit irgend einer Quelle na¨her
gekommen wa¨re.
Friedrich Nietzsche [64]
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Kapitel 1
U¨berblick
Die vorliegende Arbeit bescha¨ftig sich mit der Arithmetik von abelschen Zahlko¨rpern.
Mit dem Begriﬀ Arithmetik (”Rechenkunst“) verbindetet man im allgemeinen die, einem
mathematischen Objekt innewohnenden Gesetzma¨ßigkeiten. Die Untersuchung dieser
Gesetzma¨ßigkeiten bildet die Grundlage fu¨r eﬃziente Verfahren. Die ”Kunst“ besteht
darin, durch mo¨glichst geschickte Anwendung bestehender Relationen, eine eﬃziente
Realisierung einer gegebenen Operation durchzufu¨hren.
Ein einfaches Beispiel fu¨r so eine Operation wa¨re etwa die Multiplikation zweier
Gaußscher Zahlen:
(a + bi)(c+ di) = (ac − bd) + (ad+ bc)i.
Diese la¨ßt sich bekanntermaßen, aufgrund der Distributivgesetze, durch drei nicht-skalare
Multiplikationen realisieren,
(ac − bd) + ((a + b)(c + d) − ac − bd)i,
was, im allgemeinen Fall, eine Verbesserung im Vergleich zu obiger Methode darstellt.
Die in dieser Arbeit vorgestellten Probleme sind u¨berwiegend algebraischer Natur –
die hergeleiteten Verfahren arbeiten, im Gegensatz zu numerischen Verfahren, exakt.
Diese geforderte Genauigkeit hat ihren ”Preis“, wie das folgende Beispiel verdeutlicht.
So la¨ßt sich etwa zeigen, daß fu¨r die Realisierung einer Multiplikation in der Algebra
C[x]/(xn) mindestens 2n − 1 nicht-skalare Multiplikationen in C notwendig sind. Wenn
man hingegen einen kleinen Fehler  = 0 akzeptiert, d. h. die Algebra C[x]/(xn − )
zugrunde legt, so kann man schon mit n solcher Operationen auskommen.
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Die Bausteine einer ”schnellen Faltung“ in einer Algebra A bestehen in der Regel
aus einem Isomorphismus
ϕ : A −→ B1× · · · × Bk,
sowie eﬃzienten Verfahren fu¨r die ”kleineren Teile“ Bj. Im Falle der Algebra C[x]/(x
n−1)
kann beispielsweise auf den, durch den Chinesische Restesatz gegebenen Einsetzungsho-
momorphismus
C[x]/(xn− 1) −→ C[x]/(x− 1)× C[x]/(x− e2πi/n)× · · · × C[x]/(x− e2πi(n−1)/n)
zuru¨ckgegriﬀen werden. Man spricht in diesem Zusammenhang auch von der Diskreten
Fourier Transformation (DFT). Letztere la¨ßt sich, genau wie ihre Inverse, mit einem
Aufwand von O(n log n) Operationen in C realisieren – zzgl. der n nicht-skalaren
Multiplikationen in den einzelnen Komponenten, ergibt sich also ein Gesamtaufwand von
O(n log n) Operationen in C.
Ein gewisser Nachteil besteht darin, daß sich Operation in C im allgemeinen nur
approximativ behandeln lassen. Insbesondere stellt sich die Frage, wie man mit Algebren
umgeht, deren Grundko¨rper nicht genu¨gend ”Wurzeln“ bereithalten. Zu diesem Zweck
wird im zweiten Kapitel das Konzept der sog. Grundko¨rpertransformation, und im
speziellen das, auf Beth et al. (vgl. [8]) zuru¨ckgehende Konzept der Algebraischen
Diskreten Fourier Transformation (ADFT) untersucht.
Ein Beispiel fu¨r so eine ADFT ist etwa durch die Matrix⎛
⎜⎜⎝
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
⎞
⎟⎟⎠ =
(
1 1
1 −1
)
⊗
(
1 1
1 −1
)
gegeben. Diese realisiert den Isomorphismus
Q[x]/(x4− 1) −→ Q[x]/(x− 1)×Q[x]/(x+ 1)×Q[x]/(x2+ 1),
wobei das Bild der Abbildung in dem Ko¨rper Q[x]/(x2 + 1)  Q(i) nun bzgl. der Nor-
malbasis {(1 + i)/2, (1 − i)/2} dargestellt ist. Es fa¨llt auf, daß die Matrix, mit Ausnahme
von Vorzeichenwechsel keine weiteren skalaren Faktoren entha¨lt. Durch die Darstellung in
Tensorschreibweise auf der rechten Seite wird zudem der Algorithmus fu¨r die Berechnung
gleich ”mitgeliefert“.
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Fu¨r einen Ko¨rper K ⊆ C, n ∈ N und ζn := e2πi/n ist die ADFTn,ϑ als Komposi-
tum einer DFTn, sowie einer weiteren Abbildung durch folgendes Diagramm beschrieben:
Kn
ADFTn,ϑ 
DFTn






 K
n
K(ζn)
n
Φϑ∗

Bei dem Element ϑ handelt es sich um einen Normalbasiserzeuger der Erweiterung
K(ζn)/K. Die Abbildung Φϑ∗ transformiert das Spektrum der DFT in eine Darstellung
bzgl. dieser Normalbasis.
Ein wesentliches Ziel des folgenden Kapitels wird sein, Normalbasen zu konstruie-
ren bzgl. derer die entsprechenden Matrizen eine mo¨glichst einfache Gestalt besitzen,
d. h. deren Eintra¨ge wenige oder sogar keine zusa¨tzlichen Skalare beinhalten. Einer der
entscheidenden Sa¨tze wird sein, daß solche sog. schlanken Basen, zumindest im rationalen
Fall immer existieren. Fu¨r die korrespondierenden Transformationen bedeutet das, daß
sich diese unter ausschließlicher Verwendung der Addition realisieren lassen. Das ist
insofern beachtlich, da die Betra¨ge der Koeﬃzienten der Teilerpolynome (u¨ber Q) von
xn−1 unbeschra¨nkt sind, also fu¨r wachsendes n beliebig groß werden ko¨nnen. Das Kapitel
schließt mit einer schnellen Variante der ADFT fu¨r den Zweierpotenzfall.
Kapitel 3 beginnt mit einer Diskussion zur Normalbasenarithmetik von abelschen
Zahlko¨rpern. Um auf das weiter oben angesprochene Beispiel zuru¨ckzukommen, so stellt
sich hier zuna¨chst die Frage nach einem eﬃzienten Verfahren fu¨r eine Faltung in Q(i)
bzgl. der Normalbasis {ϑ, ϑ¯}, mit ϑ := (1 + i)/2:
(a+ϑ+ a−ϑ¯)(b+ϑ + b−ϑ¯) = c+ϑ+ c−ϑ¯.
Die Koeﬃzienten c+, c− ergeben sich dabei durch
c± = (a+, a−)W
(±)
ϑ (b+, b−)
T,
mit den Faltungsmatrizen W(+)ϑ ,W
(−)
ϑ , welche in diesem Fall von der einfachen Form
W
(+)
ϑ =
1
2
(
−1 1
1 −1
)
+
(
1
)
, bzw. W(−)ϑ =
1
2
(
−1 1
1 −1
)
+
(
1
)
sind. Insgesamt erha¨lt man also auch hier, via
c± = (1/2)(a− − a+)(b+− b−) + a±b±
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einen Algorithmus, welcher mit lediglich drei nicht-skalaren Multiplikationen auskommt.
Das Studium der Struktur derlei Faltungsmatrizen im allgemeinen Fall ist das vor-
rangige Ziel dieses Kapitels. Dabei werden die, in Kapitel 2 hergeleiteten Methoden
zum Einsatz kommen. Fu¨r einen abelschen Zahlko¨rper K mit Galoisgruppe G, sowie
σ,ϕ, ρ ∈ G sind diese Matrizen im allgemeinen von der Form
W
(ρ)
ϑ =
1
|G|2
⎛
⎝∑
χ,χ′
κ(χ, χ′)ϑω(χ, χ′)χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
,
wobei, fu¨r Charaktere χ, χ′ der Galoisgruppe, die Elemente κ(χ, χ′)ϑ von dem Normalba-
siserzeuger ϑ abha¨ngen, bzw.
ω(χ, χ′) :=
τ(χ)τ(χ′)
τ(χχ′)
die Elemente des Faktorensystems der korrespondierenden Gaußschen Summen darstellen.
Die Gewichte
αK(χ, χ
′; ϑ) := κ(χ, χ′)ϑω(χ, χ′)
sind nun dafu¨r verantwortlich, inwieweit sich obige Matrizen von der optimalen, aber eben
”leider“ auch utopischen Faltung
1
|G|2
⎛
⎝∑
χ,χ′
χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
=
(
δσ,ρδϕ,ρ
)
σ,ϕ
entfernen1. Die ”Gu¨te“ eines Verfahrens ha¨ngt also einerseits von variablen Gro¨ßen, auf
der anderen Seite aber auch von den Invarianten ω(χ, χ′) des entsprechenden Zahlko¨rpers
ab.
Das Studium dieser Invarianten, in ausgewa¨hlten Fa¨llen, wird den Rest des Kapi-
tels in Anspruch nehmen. Dabei werden einige, z. T. unerwartete Querverbindungen zu
anderen Disziplinen der Informatik, bzw. Mathematik zutage treten.
1Hierbei bezeichne δ das Kroneckerdelta.
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Kapitel 2
Fourier
2.1 Die Diskrete Fourier Transformation
Grundlegend fu¨r die weiteren Betrachtungen ist die Diskrete Fourier Transformation
(DFT). Dazu seien die wichtigsten Eigenschaften noch einmal zusammengestellt. Fu¨r C,
den Ko¨rper der komplexen Zahlen, n ∈ N und ζn := e2πi/n eine analytisch normierte n-te
Einheitswurzel, ist die DFTn deﬁniert als lineare Transformation
DFTn : Cn −→ Cn (2.1)
des n-dimensionalen C-Vektorraums Cn mit Transformationsmatrix
An :=
(
ζkln
)
k,l
, (2.2)
k, l ∈ {0, 1, . . . , n − 1}. Faßt man dabei die Komponenten des Eingangsvektors c :=
(c0, . . . , cn−1) als Koeﬃzienten eines Polynoms C(z) := cn−1zn−1 + . . . + c1z + c0 auf, so
berechnet die DFTn den Vektor cˆ := (c^0, . . . , c^n−1), mit c^k = C(ζkn). Anders ausgedru¨ckt
realisiert die DFTn also den, durch den Chinesischen Restesatz gegebenen Isomorphismus
C[z]/(zn− 1) −→
n−1⊕
k=0
C[z]/(z− ζkn). (2.3)
Die Umkehrfunktion, also die Transformationsmatrix der Inversen Diskreten Fourier
Transformation (IDFT), ist gegeben durch
In := A
−1
n =
1
n
(
ζ−kln
)
k,l
, (2.4)
d. h., in anderen Worten, die Matrix 1√
n
An ist unita¨r.
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Zu den grundlegenden Eigenschaften der DFTn resp. ihrer Matrix za¨hlen:
Quasiinversion: Fu¨r c = (c0, c1, . . . , cn−1) ∈ Cn sei die Matrix Sn deﬁniert via
(c0, c1, . . . , cn−1)Sn = (c0, cn−1, cn−2, . . . , c1). (2.5)
Dann ist
A2n = nSn, und damit DFT
4
n = n
2 · idn. (2.6)
Es genu¨gt daher, eine im algorithmischen Sinne geeignete Realisierung der DFT zur
Verfu¨gung zu stellen, da es sich implizit stets auch um die Realisierung ihrer Inversen
handelt.
Faltungseigenschaft: Der zyklischen Faltung im Deﬁnitionsbereich entspricht die
(punktweise) Multiplikation im Bildbereich. Genauer gilt fu¨r Vektoren c, s, t ∈ Cn, mit
cj =
∑
k+l≡j(n) sktl, die Beziehung c^j = s^j · t^j; in symbolischer Schreibweise:
DFTn(s ∗ t) = DFTn(s) ·DFTn(t). (2.7)
Vom algorithmischen Standpunkt za¨hlt dies zu den wichtigsten Eigenschaften der DFT.
Phaseneigenschaft: Eine (zyklische) Verschiebung des Eingangsvektors um k Stellen
(etwa nach rechts) korrespondiert im Wertebereich mit der Multiplikation eines sog.
Phasenfaktors. Die Absolutbetra¨ge der Komponenten des transformierten Vektors bleiben
dabei unvera¨ndert. Ist Rkn eine solche Schiebematrix, so gilt
RknAn = An · diag(1, ζkn, . . . , ζk(n−1)n ), (2.8)
wobei letztere Matrix als Diagonalmatrix zu verstehen ist.
Parseval-Identita¨t: Das Fourierspektrum ermo¨glicht Aussagen u¨ber die Korrelati-
on der Eingangsdaten. Mit obigen Bezeichnungen hat man
1
n
n−1∑
j=0
c^jd^j =
n−1∑
j=0
cn−1−jdj. (2.9)
Plancherel-Identita¨t: Eine weitere Eigenschaft, auf welche wir spa¨ter noch Bezug neh-
men, ist die folgende:
n−1∑
j=0
|cj|
2 =
1
n
n−1∑
j=0
|c^j|
2, (2.10)
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mit den inzwischen schon u¨blichen Bezeichnungen. Diese Beziehung legt eine Interpreta-
tion als eine Art Leistungserhaltungssatz nahe.
Unscha¨rfeprinzip: Eng verknu¨pft mit letzterem ist die diskrete Variante eines
bekannten Pha¨nomens der kontinuierlichen Fourier Transformation. Bezeichne dazu fu¨r
c ∈ Cn, suppc := {j | cj = 0} die Menge der Stellen der von Null verschieden Komponenten
des Vektors c, so gilt stets
|supp c| |supp cˆ|  n. (2.11)
Insbesondere besitzt also ein sog. peak (|supp c| = 1) immer das volle Spektrum.
Produktzerlegung: Fu¨r Matrizen A = (akl) ∈ Cn×n und B = (bst) ∈ Cm×m sei
das Kroneckerprodukt wie u¨blich deﬁniert durch A ⊗ B := (aklB) ∈ Cnm×nm. Die
Tatsache, daß A und B, im Falle von n = m, durch Zeilen- und/oder Spaltenpermutation
auseinander hervorgehen, sei im weiteren durch A ∼ B bezeichnet. Fu¨r n =
∏
pp
ep ergibt
sich nun als unmittelbare Folge des Chinesischen Restesatzes die Beziehung
An ∼
⊗
p
Apep . (2.12)
Die Realisierung einer DFTn reduziert sich damit also im wesentlichen auf die Realisierung
der Transformation fu¨r Primpotenzen pep .
Vor diesem Hintergrund wollen wir uns nun dem Zweierpotenzfall etwas genauer
widmen. Betrachten wir dazu als Beispiel zuna¨chst den Fall n = 4. Fu¨r i := ζ4 geht die
Matrix A4 durch Vertauschung der mittleren beiden Spalten u¨ber in eine Matrix A˜4 von
der Form⎛
⎜⎜⎝
1 1 1 1
1 −1 i −i
1 1 −1 −1
1 −1 −i i
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
1 1
1 1
1 −1
1 −1
⎞
⎟⎟⎠
⎛
⎜⎜⎝
1
1
1
i
⎞
⎟⎟⎠
⎛
⎜⎜⎝
1 1
1 −1
1 1
1 −1
⎞
⎟⎟⎠ ,
bzw. in Tensorschreibweise
A˜4 = (A2⊗ E2)
(
E2
T2
)
(E2⊗A2) ,
wobei E die Einheitsmatrix entsprechender Gro¨ße bezeichne, sowie T2 := diag(1, i). Diese
Zerlegung liefert nun einen Algorithmus, welcher mit 9 arithmetischen Operationen die
Komponenten des Vektors cˆ berechnet – wenn auch in permutierter Reihenfolge; im
Vergleich dazu werden 16 Operationen bei der ”naiven“ Berechnung via A4 beno¨tigt.
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Allgemein ergibt sich fu¨r n = 2k und ζ := ζn das folgende Schema. Durch eine
geeignete Spaltenpermutation geht die Matrix An u¨ber in die Matrix
A˜n =
(
A2⊗ En/2
)⎛⎝ En/2
Tn/2
⎞
⎠(E2⊗An/2) . (2.13)
Hierbei ist Tn/2 := diag(1, ζ, ζ2, . . . , ζn/2−1) die sog. Drehmatrix ; ihre von Null verschie-
denen Eintra¨ge heißen Drehfaktoren (engl.: twiddle factors).
In Abb. 2.1 ist das Flußdiagramm des resultierenden Algorithmus, die sogenannte
Fast Fourier Transform (FFT), fu¨r den Fall n = 8 dargestellt. Das Diagramm (resp.
obige Zerlegung) ist dabei wie folgt zu interpretieren. In der ersten Stufe wird die
n-dimensionale Algebra C[z]/(zn− 1) in zwei Teilalgebren halber Dimension zerlegt:
C[z]/(zn− 1) −→ C[z]/(zn/2− 1)×C[z]/(zn/2+ 1). (2.14)
Die, der rechten Teilalgebra zugeho¨rigen Komponenten werden dann via Tn/2 ”gedreht“
Tn/2 : C[z]/(z
n/2+ 1) −→ C[z]/(zn/2− 1), (2.15)
woraufhin der Algorithmus auf jeder Teilalgebra mit der Berechnung einer DFT halber
Dimension nach obigem Schema fortsetzt. Abschließend werden die Komponenten bzgl.
der Bina¨rdarstellung ihrer Indizes spiegelverkehrt ausgelesen, d. h. es wird ein sog.
bit-reversal vorgenommen um die urspru¨ngliche Reihenfolge wieder herzustellen.
Fu¨r den Gesamtaufwand Υ(n), also die mit obigem Verfahren beno¨tigte Anzahl
arithmetischer Operationen zur Berechnung von cˆ = DFTn(c), gilt somit
Υ(n) = 2 · Υ(n/2) +O(n) ∈ O(n log n). (2.16)
Eine ausfu¨hrliche Diskussion des hier betrachteten Verfahrens und weiterer Methoden,
sowie eine verallgemeinerte, auf der Darstellungstheorie endlicher Gruppen basierende
Sichtweise, ﬁndet sich in [9].
2.2 Die Algebraische Diskrete Fourier Transformation
Bevor wir nun zum eigentlichen Studienobjekt dieses Kapitels, der Algebraischen Diskreten
Fourier Transformation (ADFT) kommen, wollen wir uns einem bekannteren Spezialfall,
der sog. Diskreten Hartley Transformation (DHT) zuwenden. Fu¨r R, den Ko¨rper der reellen
Zahlen und einer natu¨rlichen Zahl n, ist die DHTn deﬁniert als lineare Transformation
DHTn : Rn −→ Rn, (2.17)
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Abbildung 2.1: Flußdiagramm zur FFT8
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mit Transformationsmatrix
Yn := (cos(2πkl/n) + sin(2πkl/n))k,l , (2.18)
k, l ∈ {0, 1, . . . , n−1}. An der Deﬁnition von Yn ist schon zu erkennen, daß es sich um eine
Art ”reelle DFT“ handelt, bei der gewissermaßen das ”i“ vergessen wurde; im Falle von n =
1, 2 sind die Matrizen An und Yn sogar identisch. Fu¨r n  3 ist der genaue Zusammenhang
mit der DFTn der folgende. Zuna¨chst beschra¨nken wir den Deﬁnitionsbereich der DFTn
auf den Vektorraum Rn. Fu¨r den Wertebereich bedeutet das, daß die Komponenten des
Spektralvektors cˆ = DFTn(c), mit c ∈ Rn, nun in komplex-konjugierter Form vorliegen,
d. h. es gilt
c^k = c^−k, (2.19)
wobei die Indizes modulo n zu verstehen sind (dies ist leicht einzusehen, wenn man sich die
Deﬁnition von c^k als Wert des Polynoms C(z) an der Stelle ζkn in Erinnerung ruft). Diesen
Raum bezeichnen wir fortan mit [Cn]R. Fu¨r α ∈ C deﬁnieren wir nun eine Linearform
φα(c) := cα+ cα (2.20)
auf (dem R-Vektorraum) C, welche wir in natu¨rlicher Weise auf den Wertebereich fortset-
zen:
Φα(cˆ) := (φα(c^0), . . . , φα(c^n−1)) ∈ Rn. (2.21)
Aus der Konjugationseigenschaft des Spektrums folgt nun sofort, daß diese Abbildung
genau dann invertierbar ist, wenn es sich bei {α,α} um eine Basis des R-Vektorraums C
handelt, bzw. anders ausgedru¨ckt, wenn das Element α eine Normalbasis der Galoiserwei-
terung C/R erzeugt. Fu¨r α = (1 − i)/2 ergibt sich das folgende kommutative Diagramm:
Rn
DHTn 
DFTn






 R
n
[Cn]R
Φ1−i
2

(2.22)
Wie wir in Ku¨rze ganz allgemein feststellen werden, ist die (Spur-)Dualbasis der Normal-
basis {(1 − i)/2, (1 + i)/2}, in diesem Falle die Basis {(1 + i)/2, (1 − i)/2}, wieder normal.
Bei einer Darstellung der Komponenten c^k bzgl. letzterer gilt somit
φ(1−i)/2(c^k) = φ(1−i)/2(ck,1(1 + i)/2 + ck,−1(1 − i)/2) = ck,1,
und da sich, mit Blick auf die Deﬁnition von [Cn]R und der Normalbaseneigenschaft, die
Konjugation als Vertauschung darstellt,
c−k,1 = ck,−1,
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la¨ßt sich zusammenfassend sagen, daß die DHTn das Spektrum der DFTn bzgl. der
Normalbasis {(1 + i)/2, (1 − i)/2} berechnet.
Aus dem Gesagten ergibt sich auch unmittelbar eine Beschreibung der Inversen.
Dazu genu¨gt es einzusehen, daß das folgende Diagramm kommutiert:
[Cn]R
DFTn 
Φ1−i
2

Rn
Rn
DFTn
 [Cn]R
Φ1+i
2
 (2.23)
Insgesamt ergibt sich
[Cn]R
Φ1+i
2








Rn
DHTn 
DFTn







 R
n
DHT∗n 
DFTn

Rn
[Cn]R
DFTn
		
Φ1−i
2

(2.24)
wobei DHT∗n, wie aus dem Diagramm ersichtlich, die Projektion des Fourierspektrums auf
die (duale) Basis {(1− i)/2, (1+ i)/2} darstellt; diese Vertauschung entspricht aber gerade
der Operation der Spiegelmatrix Sn, sodaß letztendlich
DHT2n = n · idn. (2.25)
Wir wollen nun sehen, wie sich obiges Prinzip fu¨r beliebige Teilko¨rper K ⊆ C verallge-
meinert. Vorab einige Bezeichnungen. Sei L/K eine endliche Galoiserweiterung mit Ga-
loisgruppe G := G(L/K). Ein Element ϑ ∈ L nennen wir G-regula¨r, wenn die Menge
ϑG := {ϑσ;σ ∈ G} eine Basis des K-Vektorraums L bildet. Wir sprechen in diesem Zusam-
menhang von einer Normalbasis ϑG der Ko¨rpererweiterung L/K; das Element ϑ heißt dabei
der Normalbasenerzeuger (NBE). Ein solcher NBE existiert nach dem sog. Normalbasen-
Theorem (vgl. [49], Th. VI 13.1) in jeder Galoiserweiterung. Da es sich bei L/K um eine
separable Erweiterung handelt, ist die folgende Bilinearform
L× L −→ K, (α,β) −→ Sp(αβ),
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mit Sp(α) := SpL/K(α) =
∑
σ∈Gα
σ, nicht ausgeartet (vgl. [12], S. 4.7.7). Insbesondere
existiert zu einem G-regula¨ren ϑ ∈ L ein eindeutig bestimmtes ϑ∗ ∈ L, mit
Sp(ϑσϑ∗ρ) = δσ,ρ, (2.26)
fu¨r alle σ, ρ ∈ G; dieses heißt das Spurdual zu ϑ und ist notwendigerweise selbst G-regula¨r.
Fu¨r festes ϑ liefert also die resultierende Linearform
φϑ(α) := Sp(ϑα) (2.27)
im Falle eines NBEs die Komponenten von α =
∑
σaσϑ
∗σ ∈ L bzgl. der Spurdualbasis
ϑ∗G:
φϑρ (α) =
∑
σ
aσφϑρ(ϑ
∗σ) = aρ. (2.28)
Fu¨r n ∈ N betrachten wir nun in Analogie zu [Cn]R den Vektorraum
[K(ζn)
n]K := DFTn(Kn). (2.29)
Dieser n-dimensionale K-Vektorraum besteht gerade aus den Elementen c =
(c0, c1, . . . , cn−1) ∈ K(ζn)n, mit der Eigenschaft
cσk = cσk, (2.30)
fu¨r k = 0, 1, . . . , n−1 und alle σ ∈ G := G(K(ζn)/K), wobei wir σ auf der rechten Seite bzgl.
der natu¨rlichen Einbettung G ↪→ (Z/nZ)× mit einem Vertreter aus Z/nZ identiﬁzieren
und der Index modulo n zu verstehen ist1. Bei einer Darstellung der ck =
∑
σ ck,σϑ
σ bzgl.
der Normalbasis ϑG gilt also insbesondere fu¨r alle σ, ρ ∈ G
ck,σρ−1 = cρk,σ = cρkσ−1,1. (2.31)
Bezeichne abschließend noch
Φϑ(c) := (φϑ(c0), . . . , φϑ(cn−1)) ∈ Kn (2.32)
die Fortsetzung von φ auf [K(ζn)n]K, so gilt der
Satz 2.1 Fu¨r ein G-regula¨res ϑ ∈ K(ζn) kommutiert das folgende Diagramm:
[K(ζn)
n]K
DFTn 
Φϑ

Kn
Kn
DFTn
 [K(ζn)
n]K
Φϑ∗
 (2.33)
1Mit anderen Worten: jedes σ ∈ G gibt wegen σ(ζn) = ζrσn Anlaß zu einem rσ ∈ Z und dieses ist
modulo n eindeutig bestimmt.
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Beweis: Sei (c0, c1, . . . , cn−1) ∈ [K(ζn)n]K. Wir zeigen, daß fu¨r alle l gilt∑
k
ckζ
kl
n =
∑
k
φϑ(ck)φϑ∗(ζ
kl
n ). (2.34)
Denn mit ck =
∑
σck,σϑ
∗σ und ζkln =
∑
ρ zkl,ρϑ
ρ ergibt sich
Sp(
∑
k
ckζ
kl
n ) =
∑
σ,ρ,k
ck,σzkl,ρSp(ϑ∗σϑρ)
= |G|
∑
k
ck,1zkl,1,
und das ist, mit Blick auf (2.28), gerade die Spur der rechten Seite von (2.34). 
Die Diagonale in obigem Diagramm gibt nun Anlaß zur Deﬁnition der Algebraischen
Diskreten Fourier Transformation (ADFT):
Definition 2.1 Fu¨r einen Ko¨rper K ⊆ C, n ∈ N und ein G(K(ζn)/K)-regula¨res Element
ϑ ∈ K(ζn) ist die ADFTn,ϑ deﬁniert u¨ber das kommutative Diagramm:
Kn
ADFTn,ϑ 
DFTn









Kn
[K(ζn)
n]K
Φϑ∗

(2.35)
In Verbindung mit dem letzten Satz ergibt sich sofort das
Korollar 2.1 In dem folgenden Diagramm kommutiert jedes Dreieck:
[K(ζn)
n]K
Φϑ
		
			
			
			
			
			
			
			
Kn
ADFTn,ϑ 
DFTn
		
			
			
			
			
			
			
			
Kn
ADFTn,ϑ∗ 
DFTn

Kn
[K(ζn)
n]K
DFTn
























Φϑ∗

(2.36)
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Die Transformationsmatrix der ADFTn,ϑ bezeichnen wir im folgenden mit
An,ϑ :=
(
φϑ∗(ζ
kl
n )
)
k,l
=
(
Sp(ϑ∗ζkln )
)
k,l
; (2.37)
ihre Inverse ergibt sich unmittelbar aus (2.36):
In,ϑ := A
−1
n,ϑ =
1
n
An,ϑ∗Sn =
1
n
(
Sp(ϑζ−kln )
)
k,l
. (2.38)
In Worten bedeutet das, daß die Inverse der ADFTn,ϑ im wesentlichen, d. h. bis auf
Vorfaktor und Permutation, durch die duale Transformation ADFTn,ϑ∗ beschrieben ist.
Insbesondere folgt, in Anlehnung an den DFT-Fall:
Satz 2.2 Sei K ein Zahlko¨rper und ϑ ein NBE der Erweiterung K(ζn)/K. Gilt dann fu¨r
α ∈ K(ζn) und σ ∈ G(K(ζn)/K) stets
(α¯)σ = (ασ), (2.39)
so ist die Matrix 1√
n
An,ϑ genau dann unita¨r, wenn ϑ∗ = ϑ¯.
Wir reden von Quasiinversion, falls die Mengen ϑG und ϑ∗G, wie etwa im Falle der DHT,
identisch sind. Die Basis ϑG heißt in diesem Zusammenhang quasiselbstdual; gilt sta¨rker
ϑ = ϑ∗, so sprechen wir von einer selbstdualen Basis ϑG. Letztere existiert allerdings nur
bei ungerader Gruppenordnung; vgl. [6].
Um das Bild der ADFTn,ϑ zu verstehen, genu¨gt es zu bemerken, daß mit ρ ∈ G(K(ζn)/K)
und den vereinbarten Konventionen gilt
φϑ∗(c^kρ−1 ) = φϑ∗ρ(c^k), (2.40)
was mit Blick auf (2.31) den folgenden Satz rechtfertigt:
Satz 2.3 (Beth, [9]) Die ADFTn,ϑ berechnet das Spektrum der DFTn bzgl. der Normal-
basis ϑG(K(ζn)/K).
Betrachten wir als Beispiel K := Q und n := 6. Die Elemente der Menge {ζ6, ζ56} bilden dann
eine Normalbasis des 6-ten Kreisteilungsko¨rpers Q(ζ6) u¨ber Q. Wegen 1 = −ζ36 = ζ6+ ζ
5
6,
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sowie ζ6+ ζ46 = ζ
2
6+ ζ
5
6 = 0, besitzt die Transformationsmatrix der ADFT6,ζ6 die Gestalt⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1
1 1 0 −1 −1 0
1 0 −1 1 0 −1
1 −1 1 −1 1 −1
1 −1 0 1 −1 0
1 0 −1 −1 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Dabei fa¨llt zuna¨chst einmal auf, daß sich diese Transformation unter ausschließlicher Ver-
wendung der Addition realisieren la¨ßt2. Normalbasen mit dieser Eigenschaft bezeichnen
wir fortan als schlanke Basen. Die Frage nach Existenz und Aussehen solcher Basen ru¨ckt
hier in natu¨rlicher Weise in den Vordergrund. In diesem Kapitel zeigen wir u. a. den
Satz 2.4 Im Falle des n-ten Kreisteilungsko¨rpers Q(ζn)/Q existiert eine schlanke Basis
fu¨r alle n.
Dieser hat als unmittelbare Folge das
Korollar 2.2 Sei n eine natu¨rliche Zahl und K ⊆ C ein Ko¨rper. Gilt dann
G(K(ζn)/K)  (Z/nZ)×, (2.41)
so besitzt die Erweiterung K(ζn)/K eine schlanke Basis.
Fu¨r den Beweis bedarf es noch einiger Vorbereitung. Wir werden ihn im u¨berna¨chsten
Abschnitt fu¨hren; er wird konstruktiv sein, d. h. wir werden Basen angeben, welche die
notwendigen Bedingungen erfu¨llen und, in Verbindung damit, eine explizite Konstrukti-
onsmethode fu¨r die resultierenden Transformationen erhalten.
Zuna¨chst aber zuru¨ck zu unserem Beispiel. Bei genauer Betrachtung der Matrix
2Einen Vorzeichenwechsel betrachten wir hier, wie allg. u¨blich, im Hinblick auf eine mo¨gliche Realisie-
rung nicht als skalare Multiplikation.
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A6,ζ6 stellt sich heraus, daß diese sich via Zeilen- und Spaltenpermutation in folgende
Matrix u¨berfu¨hren la¨ßt:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1
1 −1 1 −1 1 −1
1 1 0 0 −1 −1
1 −1 0 0 −1 1
1 1 −1 −1 0 0
1 −1 −1 1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎝
1 1 1
1 0 −1
1 −1 0
⎞
⎟⎟⎟⎠⊗
⎛
⎝ 1 1
1 −1
⎞
⎠ = A3,−ζ23 ⊗A2,1.
In der vorliegenden Situation u¨bertra¨gt sich also – in gewisser Weise – die Produktzerle-
gungseigenschaft der DFT. Wir behandeln den allgemeinen Fall von zwei Seiten. Bezeichne
dazu, fu¨r natu¨rliche Zahlen n1, n2 und j = 1, 2, ϑj einen NBE der Erweiterung K(ζnj)/K.
Satz 2.5 Gilt (n1, n2) = 1 und K(ζn1) ∩ K(ζn2) = K, so ist
An1,ϑ1 ⊗An2,ϑ2 ∼ An1n2,ϑ1ϑ2 . (2.42)
Bevor wir den Beweis fu¨hren wollen wir noch die Frage stellen, ob fu¨r einen NBE ϑ des
Kompositums K(ζn1 , ζn2)/K auch stets eine Zerlegung in obigem Sinne existiert. Schreiben
wir abku¨rzend Spj(·) := SpK(ζn1 ,ζn2 )/K(ζnj )(·) fu¨r die Spurabbildung auf die entsprechenden
Zwischenko¨rper, so liefert der folgende Satz das Kriterium:
Satz 2.6 Unter der Voraussetzung K(ζn1)∩K(ζn2 ) = K gilt: ein NBE ϑ der Erweiterung
K(ζn1 , ζn2 )/K besitzt genau dann eine Zerlegung der Form
ϑ = ϑ1ϑ2, (2.43)
mit ϑj ∈ K(ζnj), wenn gilt
Sp(ϑ)ϑ = Sp1(ϑ)Sp2(ϑ). (2.44)
Im Falle von Sp(ϑ) = 1 = (n1, n2) ist dann also insbesondere
An1n2,ϑ ∼ An1,Sp1(ϑ)⊗An2,Sp2(ϑ). (2.45)
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Beweis: Die Bedingung K(ζn1) ∩ K(ζn2) = K liefert uns, nach der Galoistheorie, eine
Zerlegung der Galoisgruppe G(K(ζn1 , ζn2)/K) in der Form
G(K(ζn1 , ζn2 )/K)  G(K(ζn1)/K)×G(K(ζn2)/K);
insbesondere ist also ϑ1ϑ2 ein NBE der Erweiterung K(ζn1 , ζn2 )/K und daru¨ber hinaus
gilt
(ϑ1ϑ2)
∗ = ϑ∗1ϑ
∗
2 (2.46)
aufgrund der Eindeutigkeit des Spurduals. Die Teilerfremdheit der Zahlen n1, n2 garantiert
uns neben K(ζn1 , ζn2) = K(ζn1n2) noch s1, s2 ∈ Z mit s1n1 + s2n2 = 1, sodaß insgesamt
gilt
Sp((ϑ1ϑ2)∗ζn1n2) = Sp2(ϑ
∗
1ζ
s2
n1)Sp1(ϑ
∗
2ζ
s1
n2)
= SpK(ζn1 )/K(ϑ
∗
1ζ
s2
n1)SpK(ζn2 )/K(ϑ
∗
2ζ
s1
n2).
Der Rest steht in Analogie zum DFT-Fall. Was die Aussage des zweiten Satzes angeht, so
ist zuna¨chst einmal klar, daß das Element Spj(ϑ) einen NBE der Erweiterung K(ζnj) dar-
stellt. Gilt umgekehrt ϑ = ϑ1ϑ2, so ist Sp1(ϑ) = ϑ1Sp1(ϑ2), und wegen K(ζn1 )∩K(ζn2) = K
gilt Sp1(ϑ2) ∈ K; insbesondere ist also Sp(ϑ) = Sp2(Sp1(ϑ)) = Sp1(ϑ2)Sp2(ϑ1). Insgesamt
ergibt sich
Sp1(ϑ)Sp2(ϑ) = ϑ1ϑ2Sp1(ϑ2)Sp2(ϑ1) = ϑSp(ϑ),
und damit der Satz. 
Ferner entnehmen wir dem Beweis, daß unter den gegebenen Voraussetzungen be-
reits alle mo¨glichen Zerlegungen durch
ϑ = ((a/Sp(ϑ))Sp1(ϑ))((1/a)Sp2(ϑ)), (2.47)
mit a ∈ K×, charakterisiert sind. Die Existenz einer solchen Zerlegung ist allerdings
nicht immer gewa¨hrleistet: so erzeugt z. B. das Element ζ3ζ5 + 1 eine Normalbasis der
Erweiterung Q(ζ15)/Q – es besitzt aber, wegen 9(ζ3ζ5 + 1) = (4 − ζ3)(2 − ζ5), keine
Darstellung der gewu¨nschten Form.
Mit Hilfe der letzten beiden Sa¨tze erhalten wir unmittelbar die ”zahme“ Variante
von Satz 2.4. Bezeichne dazu µ die Mo¨biusfunktion, so gilt der
Satz 2.7 Sei n eine natu¨rliche und quadratfreie Zahl, dann erzeugt das Element
ϑ := µ(n)ζn (2.48)
eine schlanke Basis der Erweiterung Q(ζn)/Q.
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Beweis: Wegen Satz 2.6 und der schwachen Multiplikativita¨t der Mo¨biusfunktion du¨rfen
wir uns auf den Primzahlfall beschra¨nken. Das Element ϑ := −ζp, p prim, ist dann
oﬀensichtlich ein NBE der Erweiterung Q(ζp)/Q und der Eintrag der Matrix Ap,−ζp an
der Position (k, l) entspricht 1 bzw. −1, je nachdem ob kl ≡ 0modp oder kl ≡ 1modp;
in allen anderen Fa¨llen ist er 0. 
Das Vorzeichen µ(n) ist fu¨r obige Existenzaussage nicht von Bedeutung; es ist so
gewa¨hlt, daß sich die Anzahl der beno¨tigten Vorzeichenwechsel bei einer Realisierung
der ADFTn,ϑ auf ein Minimum reduziert. Nach dem Gesagten gilt fu¨r die Anzahl der
notwendigen arithmetischen Operationen Υϑ(n) mit obigen Parametern die Abscha¨tzung:
Satz 2.8 Im Falle von µ(n) = 0 gilt
Υϑ(n)  2n
∑
p|n
(
1−
1
p
)
, (2.49)
wobei das p in der Summe die Primteiler von n durchla¨uft.
Notabene: Das in Satz 2.7 deﬁnierte Element ϑ := µ(n)ζn erzeugt auch eine Basis der
Hauptordnung Z[ζn] von Q(ζn); eine sog. Ganzheitsnormalbasis. Eine notwendige Bedin-
gung fu¨r die Existenz einer solchen Basis einer endlichen (Galois-) Erweiterung K/Q ist,
daß die Erweiterung an jeder (endlichen) Stelle ho¨chstens zahm verzweigt. Im Falle des
Kreisteilungsko¨rpers Q(ζn) ist das gleichbedeutend mit µ(n) = 0. Ohne na¨her auf die
Begriﬄichkeiten einzugehen (vgl. [62]), skizzieren wir hier kurz das Argument: fu¨r einen
Erzeuger θ einer Ganzheitsnormalbasis von K/Q mit Galoisgruppe G := G(K/Q) gilt
zuna¨chst einmal notwendigerweise Sp(θ) = ±1, und damit insbesondere fu¨r jede (endli-
che) Stelle p von K, mit pe|p,
∑
σ∈G
θσ ≡ ±1mod p.
Bezeichne Ip die Tra¨gheitsgruppe von p u¨ber K, dann folgt daraus
|Ip|
∑
σ′∈G/Ip
θσ
′ ≡ ±1mod p,
und damit (p, |Ip|) = (p, e) = 1.
21
2.3 Normalbasen und Gaußsche Summen
Um auch im allgemeinen Fall schlanke Basen zu konstruieren, werden wir uns nun einer
speziellen Darstellung algebraischer Zahlen bedienen, welche auf H.-W. Leopoldt (vgl.
[52]) zuru¨ckgeht. Vorab vereinbaren wir die folgenden Bezeichnungen.
Wir beginnen mit einer endlichen abelschen (multiplikativen) Gruppe G. Als Cha-
raktere von G bezeichnen wir die (Gruppen-) Homomorphismen
χ : G −→ C× (2.50)
von G in die Einheitengruppe des Ko¨rpers der komplexen Zahlen. Diese bilden bzgl. der
Multiplikation χψ(a) := χ(a)ψ(a) selbst wieder eine, zu G isomorphe Gruppe, die Cha-
raktergruppe G∧ von G. Das neutrale Element χ0 dieser Gruppe heißt der Hauptcharakter.
Fu¨r ihn gilt also χ0(a) = 1, fu¨r alle a ∈ G. Da G endlich ist, gilt zudem fu¨r alle χ ∈ G∧:
χ|G| = χ0; (2.51)
das Bild eines Charakters liegt also in der Menge der |G|-ten Einheitswurzeln. Fu¨r χ−1
schreiben wir aus diesem Grund auch χ¯. Die Charaktere von G erfu¨llen u. a. die folgenden
Relationen:
∑
a
χ(a) =
⎧⎨
⎩
|G|, χ = χ0
0, χ = χ0
(2.52)
∑
a
χ(a)ψ¯(a) =
⎧⎨
⎩
|G|, χ = ψ
0, χ = ψ
(2.53)
und, wenn wir (G∧)∧ wieder mit G identiﬁzieren, entsprechend
∑
χ
χ(a) =
⎧⎨
⎩
|G|, a = 1
0, a = 1
(2.54)
∑
χ
χ(a)χ¯(b) =
⎧⎨
⎩
|G|, a = b
0, a = b
(2.55)
Den Werteko¨rper eines Charakters χ bezeichnen wir kurz mit Q(χ) := Q(χ(a), a ∈ G).
Fu¨r ihn gilt, wie schon erwa¨hnt, Q(χ) ⊆ Q(ζ|G|). Entsprechend deﬁnieren wir fu¨r
ρ ∈ G(Q(χ)/Q): χρ(a) := (χ(a))ρ fu¨r alle a ∈ G.
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Wir betrachten nun einen abelschen Zahlko¨rper K/Q. Als Charaktere von K bezeichnen
wir die Charaktere der Galoisgruppe G(K/Q). Nach dem Satz von Kronecker-Weber (vgl.
[82] Th. 14.1) existiert in Abha¨ngigkeit von K eine natu¨rliche Zahl n := n(K), sodaß gilt:
K ⊆ Q(ζn). Die Charaktere
χ : (Z/nZ)× −→ C× (2.56)
der Galoisgruppe der Erweiterung Q(ζn)/Q haben einen speziellen Namen: sie heißen
Restklassen- oder auch Dirichletcharaktere. Die Zahl n nennt man einen Erkla¨rungsmodul
des Charakters χ. Er (der Charakter) heißt eigentlich oder primitiv, wenn er nicht schon
als Kompositum χ : (Z/nZ)× → (Z/mZ)× → C× mit einem echten Teiler m von n
entsteht. Den Erkla¨rungsmodul, bzgl. dessen der Charakter χ primitiv ist (resp. der
gro¨ßte gemeinsame Teiler aller Erkla¨rungsmoduln) bezeichnen wir im folgenden mit fχ
und nennen ihn den Fu¨hrer von χ. Der Hauptcharakter χ0 (und nur dieser) hat den
Fu¨hrer fχ0 = 1 (Beachte: einen Charakter mit Fu¨hrer 2 kann es nach Deﬁnition nicht
geben).
Aus Notationsgru¨nden denken wir uns die Dirichletcharaktere als Funktionen auf
den ganzen Zahlen, indem wir fu¨r a ∈ Z festsetzen:
χ(a) := χ(amod fχ), (2.57)
falls (a, fχ) = 1 und χ(a) = 0, sonst. Ein Charakter χ heißt in diesem Zusammenhang
gerade (resp. ungerade), falls χ(−1) = 1 (resp. χ(−1) = −1). Die ganze Zahl
dK :=
∏
χ
χ(−1)fχ, (2.58)
wobei χ die Charaktere von K durchla¨uft, heißt die Diskriminante des (abelschen)
Zahlko¨rpers K.
Nach dem Chinesischen Restesatz korrespondiert zu einer Zerlegung m = m1 · · ·mr
eines Erkla¨rungsmoduls m von χ in paarweise teilerfremde Faktoren, eine (eindeutige)
Zerlegung
χ = χm1 · · ·χmr , (2.59)
wobei χmi (a) := χ(ai), mit ai ≡ amodmi und ai ≡ 1mod mmi . Entsprechend gilt fu¨r den
Fu¨hrer
fχ = fχm1 · · · fχmr . (2.60)
Die zum Restklassencharakter χ mit Erkla¨rungsmodul m geho¨rigen Gaußschen Summen
sind nun deﬁniert durch
τ(χ|ζam) :=
∑
x∩m
χ(x)ζaxm , (2.61)
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a ∈ Z, wobei ”x ∩m“ bedeute, daß x ein primes Restesystem modulo m durchla¨uft.
τ(χ) := τ(χ|ζfχ ) (2.62)
heißt die zu χ geho¨rige normierte eigentliche Gaußsche Summe. Fu¨r sie gilt u. a.
τ(χ)τ(χ¯) = χ(−1)fχ, (2.63)
insbesondere also τ(χ) = 0. Fu¨r den allgemeinen Fall setzen wir ζam = ζa0m0 mit (a0,m0) =
1, und erhalten τ(χ|ζam) = 0, falls fχ |m0. Gilt fχ|m0, so haben wir (vgl. [33])
τ(χ|ζam) =
ϕ(m)
ϕ(m0)
µ(
m0
fχ
)χ(
m0
fχ
)χ¯(a0)τ(χ), (2.64)
wobei ϕ die Eulerfunktion und µ wieder die Mo¨biusfunktion bezeichne; τ(χ|ζam) ver-
schwindet also nur dann nicht, wenn fχ|m0, m0fχ quadratfrei und zu fχ teilerfremd ist.
Zur Zerlegung des Erkla¨rungsmoduls m = m1 · · ·mr in paarweise teilerfremde Fak-
toren korrespondiert eine Zerlegung der entsprechenden Summen:
τ(χ|ζam) =
r∏
i=1
χmi (
m
mi
)τ(χmi |ζ
a
mi
). (2.65)
Die Werte der eigentlichen Summen τ(χ) und insbesondere die der Elemente
ω(χ, χ′) :=
τ(χ)τ(χ′)
τ(χχ′)
(2.66)
des Faktorensystems der Gaußschen Summen werden wir im na¨chsten Kapitel noch
genauer betrachten.
Wir kommen nun zu der oben angesprochenen Darstellung:
Satz 2.9 (Leopoldt, [52]) Sei K ein abelscher Zahlko¨rper mit Galoisgruppe G. Dann besitzt
jedes ϑ ∈ K eine eindeutige Darstellung
ϑ =
1
|G|
∑
χ
yK(χ|ϑ)τ(χ), (2.67)
wobei χ die Charaktere von K durchla¨uft.
Die Koordinaten yK(χ|ϑ) sind Elemente des Werteko¨rpers von χ, also
yK(χ|ϑ) ∈ Q(χ) (2.68)
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und zu konjugierten Charakteren geho¨ren konjugierte Koordinaten, d.h. fu¨r ρ ∈ G(Q(χ)/Q)
ist
yK(χ
ρ|ϑ) = yK(χ|ϑ)
ρ. (2.69)
Umgekehrt deﬁniert jedes die Bedingungen (2.68),(2.69) erfu¨llende System y(χ) in ein-
deutiger Weise ein Element aus K.
Aufgrund der zentralen Bedeutung fu¨r dieses Kapitel soll der Beweis des Satzes an
dieser Stelle noch einmal skizziert werden. Wir orientieren uns dabei u¨berwiegend an der
neueren Arbeit [54].
Die Darstellung (2.67) ergibt sich durch Anwendung des zu χ geho¨rigen primitiven
Idempotents
1χ :=
1
|G|
∑
σ∈G
χ(σ)σ (2.70)
des (zerfallenden) Gruppenrings von G auf das Element ϑ via
1χϑ =
1
|G|
∑
σ
χ(σ)ϑσ =
1
|G|
yK(χ|ϑ)τ(χ) (2.71)
(das in der Originalarbeit [52] angegebene Idempotent projiziert hingegen auf die
konjugierte Summe τ(χ¯)).
Entsprechend unterscheidet sich der folgende Satz von [52]:
Satz 2.10 Die oben deﬁnierten χ-Koordinaten sind auf folgende Weise quasiinvariant
unter G:
yK(χ|ϑ
σ) = χ¯(σ)yK(χ|ϑ), (2.72)
fu¨r alle σ ∈ G.
Die Eindeutigkeit der Darstellung (2.67) ergibt sich nun wie folgt. Sei
0 =
1
|G|
∑
χ
y(χ)τ(χ)
eine Darstellung der Null, wobei die y(χ) den Bedingungen (2.68) und (2.69) genu¨gen.
Desweiteren sei m ∈ N ein Vielfaches von |G| und dK, der Diskriminante von K. Fu¨r
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(z,m) = 1 bezeichne σz ∈ G(Q(ζm)/Q) den Automorphismus, welcher durch ζσzm := ζzm
gegeben ist. Nach der Automorphieregel fu¨r Gaußsche Summen gilt dann
τ(χ)σz = χ¯z(z)τ(χz), (2.73)
vgl. (2.64). Fu¨r einen Ausdruck A := 1|G|
∑
χy(χ)τ(χ), wie oben, folgt demnach
Aσz =
1
|G|
∑
χ
χ¯(z)y(χ)τ(χ) (2.74)
und somit 0 = 1χ0 = 1|G|y(χ)τ(χ), also y(χ) = 0.
Falls z ∈ ⋂χKernχ folgt außerdem Aσz = A, d. h. der Ausdruck ist tatsa¨chlich
ein Element von K.
Wir wa¨hlen nun einen festen Charakter χ von K und deﬁnieren Kχ als denjenigen
Teilko¨rper von K, welcher invariant unter dem Kern von χ bleibt, also Kχ := KKernχ. Fu¨r
yK(χ|ϑ) =
1
fχ
∑
σ
χ(σ)ϑσ τ(χ) (2.75)
folgt dann wegen
τ(χ) =
∑
x∩fχ
χ¯(x)ζ−xfχ =
∑
zmodKernχ
χ¯(z)SpQ(ζfχ )/Kχ(ζ
−1
fχ
)σz ,
sowie ∑
σ
χ(σ)ϑσ =
∑
zmodKernχ
χ¯(z)SpK/Kχ(ϑ)
σz ,
mit Hilfe elementarer Umformung:
Satz 2.11 (Leopoldt, [52]) Fu¨r die χ-Koordinaten gilt mit obigen Bezeichnungen:
yK(χ|ϑ) =
1
fχ
∑
zmodKernχ
χ(z)SpKχ/Q
{
SpK/Kχ(ϑ)
σz SpQ(ζfχ )/Kχ(ζ
−1
fχ
)
}
. (2.76)
Zum einen folgen also die Aussagen (2.68) und (2.69), zum anderen ist zu erkennen, daß
yK(χ|ϑ) nur von SpK/Kχ (ϑ) abha¨ngt.
Im allgemeinen hat man die folgende Reduktionsregel:
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Satz 2.12 (Leopoldt, [52]) Ist L ein beliebiger Teilko¨rper von K und χ bereits ein Charak-
ter von L, so gilt
yK(χ|ϑ) = yL(χ|SpK/L(ϑ)). (2.77)
Soweit zum Beweis von Satz 2.9.
Das Element ϑ ∈ K ist bekanntlich genau dann ein NBE, wenn die zugeho¨rige
Diskriminante von Null verschieden ist:
d(ϑσ, σ ∈ G) := det((ϑσρ))2 = det(Sp(ϑσϑρ)) = 0. (2.78)
Der folgende Satz liefert den Zusammenhang mit den χ-Koordinaten:
Satz 2.13 (Leopoldt, [52]) Sei dK die Diskriminante von K, dann gilt
d(ϑσ, σ ∈ G) =
(∏
χ
yK(χ|ϑ)
)2
dK. (2.79)
Insbesondere ist das Element ϑ also genau dann G-regula¨r, wenn die yK(χ|ϑ) sa¨mtlich von
Null verschieden sind.
Dieses Kriterium gibt uns nun die Mo¨glichkeit der expliziten Konstruktion von Normal-
basen. Desweiteren haben wir fu¨r das Spurdual den folgenden
Satz 2.14 Sei ϑ = 1|G|
∑
χyK(χ|ϑ)τ(χ) ∈ K ein NBE von K/Q, dann gilt fu¨r die χ-
Koordinaten des Spurduals ϑ∗:
yK(χ|ϑ
∗) =
χ(−1)
fχyK(χ¯|ϑ)
. (2.80)
Beweis: Zuna¨chst einmal stellen wir fest, daß die Elemente χ(−1)/fχyK(χ¯|ϑ) die Bedin-
gungen (2.68) und (2.69) erfu¨llen, da konjugierte Charaktere den gleichen Fu¨hrer haben.
Der Satz ergibt sich nun durch einsetzen von ϑ, ϑ∗ in die folgende Gleichung:
Sp(ασβρ) =
1
|G|
∑
χ
yK(χ|α)yK(χ¯|β)χ¯(σ)χ(ρ)χ(−1)fχ, (2.81)
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mit α,β ∈ K und σ, ρ ∈ G. Letztere gilt wegen
ασβρ =
1
|G|2
∑
χ,ψ
χ¯(σ)ψ¯(ρ)yK(χ|α)yK(ψ|β)τ(χ)τ(ψ)
und damit, nach Spurbildung und Umgruppierung der Terme,
Sp(ασβρ) =
1
|G|
∑
χ,ψ
χ¯(σ)ψ¯(ρ)yK(χ|α)yK(ψ|β)τ(χ)τ(ψ)
1
|G|
∑
π
χ¯(π)ψ¯(π).
Daraus folgt (2.81) durch Anwendung von (2.53), sowie Gleichung (2.63). 
Korollar 2.3 Ein Normalbasiserzeuger ϑ eines abelschen Zahlko¨rpers K ist genau dann
selbstdual, wenn fu¨r alle Charaktere χ von K gilt
|yK(χ|ϑ)|
2 =
χ(−1)
fχ
. (2.82)
Hingegen ist fu¨r alle Charaktere χ von K
|yK(χ|ϑ)|
2 =
1
fχ
(2.83)
genau dann, wenn ϑ∗ = ϑ¯.
An Gleichung (2.82) la¨ßt sich u. a. ablesen, daß unter den abelschen Zahlko¨rpern ho¨chstens
die reellen Zahlko¨rper selbduale Normalbasen besitzen. Eine hinreichende Bedingung fu¨r
die Existenz dieser Basen ist, wie schon erwa¨hnt, daß der Ko¨rpergrad zudem ungerade ist;
vgl. [6].
2.4 Schlanke Basen fu¨r die rationale ADFT
Mit den Hilfsmitteln des letzten Abschnitts sind wir in der Lage den Beweis von Satz 2.4
zu fu¨hren. Zuna¨chst bringen wir die Transformationsmatrix An,ϑ der rationalen ADFT in
eine, fu¨r unsere Zwecke geeignete Darstellung:
Satz 2.15 Fu¨r die Transformationsmatrix der rationalen ADFT gilt mit den vereinbarten
Bezeichnungen:
An,ϑ =
1
ϕ(n)
(∑
χ
y(χ|ζkln )
y(χ|ϑ)
)
k,l
. (2.84)
28
Beweis: Die Darstellung (2.84) ergibt sich wegen An,ϑ =
(
Sp(ϑ∗ζkln )
)
k,l
nach Einsetzen
von ϑ∗ bzw. ζkln in (2.81), sowie durch Anwendung von (2.80). 
Als na¨chstes bestimmen wir die Werte der χ-Koordinaten der Einheitswurzeln. Wir
setzen ζkln = ζ
a0
n0 , wobei (n0, a0) = 1 und erhalten nach (2.75) bzw. (2.64)
y(χ|ζkln ) = y(χ|ζ
a0
n0 ) =
⎧⎨
⎩
ϕ(n)
ϕ(n0)
µ(n0fχ )χ(
n0
fχ
)χ¯(a0), fχ|n0
0, sonst
. (2.85)
Nach dem Gesagten du¨rfen wir n0 = pe, p prim, annehmen. Bezeichne abku¨rzend
c = ca0,n0 = ck,l :=
1
ϕ(n)
∑
χ
y(χ|ζkln )
y(χ|ϑ) , so erhalten wir nacheinander die Fa¨lle:
n0 = 1: Also c = 1y(χ0 |ϑ). Wir setzen
y(χ0|ϑ) = 1 (2.86)
und damit c = 1.
n0 = 2: Nach dem letzten Fall gilt c = −1y(χ0 |ϑ) = −1.
n0 = p = 2: Es folgt c = 1ϕ(p)
(
−1 +
∑
χ,fχ=p
χ¯(a0)
y(χ|ϑ)
)
. Fu¨r die Charaktere χ, mit
fχ = p, wa¨hlen wir
y(χ|ϑ) = −1 (2.87)
und damit c = −1p−1
∑
χχ(a0), also c = −1, falls a0 ≡ 1modp, ansonsten c = 0.
n0 = 2
s, s > 1: In diesem Fall folgt c = 1ϕ(2s)
∑
χ,fχ=2s
χ¯(a0)
y(χ|ϑ). Nach Wahl von
y(χ|ϑ) =
1
2
, (2.88)
fu¨r die Charaktere vom Fu¨hrer 2s  4, erhalten wir wegen
∑
χ,fχ=2s
χ¯(a0) =∑
χ χ¯(a0) −
∑
χ,fχ<2s
χ¯(a0) nacheinander c = 1, falls a0 ≡ 1mod 2s, c = −1, falls
a0 ≡ 1+ 2s−1mod 2s, und c = 0 sonst.
n0 = p
s, s > 1, p = 2: Fu¨r die Charaktere χ mit fχ = ps machen wir den Ansatz
y(χ|ϑ) =
1
p
p−1∑
i=1
(
i
p
)
χ¯(1 + ips−1), (2.89)
29
(
i
p
)
das Legendresymbol, und da χ¯(1 + ips−1) wegen fχ = ps stets eine primitive p-te
Einheitswurzel und
(
i
p
)
ein quadratischer Charakter ist, folgt y(χ|ϑ)y(χ|ϑ) = 1p; und
damit
c =
1
ϕ(ps)
∑
χ,fχ=ps
χ¯(a0)
y(χ|ϑ)
=
1
ϕ(ps)
∑
χ,fχ=ps
χ¯(a0)
∑
i
(
i
p
)
χ(1 + ips−1),
bzw. nach Umordnung der Terme
c =
1
ϕ(ps)
∑
i
(
i
p
) ∑
χ,fχ=ps
χ¯(a0)χ(1 + ip
s−1).
Da
∑
χ,fχ=ps
χ¯(a0)χ(1 + ip
s−1) nur dann von Null verschieden ist, falls a0 ≡
1 + jps−1modps, (j, p) = 1, folgt wegen
∑
i
(
i
p
)
= 0: c =
(
j
p
)
, in diesem Fall,
und c = 0 sonst.
Schließlich u¨berzeugt man sich noch davon, daß die so deﬁnierten y(χ|ϑ) die Bedingungen
(2.68) und (2.69) erfu¨llen. Damit ist Satz 2.4 bewiesen. 
2.5 Die Schnelle Algebraische Fourier Transformation
Nachdem die Existenz schlanker Basen gezeigt ist, wollen wir uns nun der Struktur der
Transformationsmatrizen An,ϑ im Zweierpotenzfall widmen und ein Analogon zur FFT,
die Schnelle Algebraische Fourier Transformation (SADFT) entwickeln.
Sei also n := 2k > 1. Bezeichne
ϑn :=
1
ϕ(n)
⎛
⎝1+ 1
2
∑
χ=χ0
τ(χ)
⎞
⎠ (2.90)
die, im letzten Abschnitt deﬁnierte (schlanke) Normalbasis der Erweiterung Q(ζn)/Q,
sowie Nn,ϑn :=
(
Sp(ϑ∗σn ζln)
)
l,σ
, mit l = 0, . . . , n/2−1 und σ ∈ G(Q(ζn)/Q), die zugeho¨rige
Basiswechselmatrix. Schreiben wir noch abku¨rzend An := An,ϑn , bzw. Nn := Nn,ϑn so gilt
der
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Satz 2.16 Durch geeignete Spaltenpermutation geht die Matrix An u¨ber in die Matrix
A˜n = (A2⊗ En/2)
⎛
⎝ An/2
Nn
⎞
⎠ . (2.91)
Beweis: Die Zerlegung ergibt sich durch Anordnung der Spalten wie folgt: zuna¨chst die
geraden 0, 2, . . . , n − 2 und dann die Inversen der ungeraden Spaltennummern (modn)
1, 3−1, . . . , (n − 1)−1. Fu¨r n  4 und einen zuna¨chst beliebigen NBE θ ∈ Q(ζn), gelangt
man dadurch zu einer Zerlegung der Form
A˜n,θ =
⎛
⎝ An/2,θ′ Nn,θ
An/2,θ′ −Nn,θ
⎞
⎠ = (A2⊗ En/2)
⎛
⎝ An/2,θ′
Nn,θ
⎞
⎠ .
Desweiteren ist zu beachten, daß der Eintrag an der Stelle (l, s), wegen ζlsn = ζ
a0
n0 ,
nur von dem Tupel (n0, a0) abha¨ngt; vgl. den letzten Abschnitt. Der neue Erzeuger
θ′ ∈ Q(ζn/2) entsteht also aus θ durch Weglassen der ho¨chsten χ-Koordinaten, d. h.
durch y(χ|θ′) := y(χ|θ) fu¨r fχ  n/2. Die Wahl θ := ϑn liefert schließlich (2.91) 
Der Gesamtaufwand zur Realisierung der Transformation ergibt sich also als Sum-
me aus einer Transformation halber La¨nge, einem Basiswechsel und einem Rest; in
Zeichen:
ΥA(n) = ΥA(n/2) + ΥN(n) + n. (2.92)
Fu¨r die Basiswechselmatrix Nn haben wir den folgenden
Satz 2.17 Fu¨r n  4 und ϑn wie oben, geht die Matrix Nn durch geeignete Zeilenpermu-
tation u¨ber in die Matrix
N˜n =
⎛
⎝ Nn/2
En/4
⎞
⎠ (A2⊗ En/4). (2.93)
Beweis: Die Zeilenpermutation ordnet erst die geraden und dann die ungeraden Zeilen-
nummern. Damit hat man, zuna¨chst wieder fu¨r einen beliebigen NBE θ ∈ Q(ζn), unter
Beachtung von (2k−1+s)−1 ≡ 2k−1+s−1mod 2k, fu¨r k  2 und ungerade s, eine Zerlegung
der Form
N˜n,θ =
⎛
⎝ Nn/2,θ′ Nn/2,θ′
Rn,θ −Rn,θ
⎞
⎠ =
⎛
⎝ Nn/2,θ′
Rn,θ
⎞
⎠ (A2⊗ En/4),
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mit einer Matrix
Rn,θ :=
(
Sp(θ∗ζls
−1
n )
)
l,s
, (2.94)
l, s = 1, . . . , n/2 − 1; l, s ungerade. Der Erzeuger θ′ ∈ Q(ζn/2) ergibt sich auf die gleiche
Weise wie oben. Dem letzten Abschnitt zufolge gilt nun nach Wahl von θ := ϑn zuna¨chst
Rn,ϑn = En/4 (2.95)
und damit der Satz. 
Als Folgerung aus dem letzten Satz ergibt sich also damit, wegen der Abscha¨tzung
ΥN(n) = ΥN(n/2) + n/2  n− 2, (2.96)
fu¨r die Transformation von Polynomial- in Normalbasis das
Korollar 2.4 Der Aufwand fu¨r die Realisierung des Basiswechsels (ζjn)j→ (ϑσn)σ ist mit
obiger Methode linear.
Eingesetzt in (2.92) erhalten wir als Aufwand fu¨r die SADFT im Zweierpotenzfall:
Satz 2.18 Fu¨r n := 2k und ϑn wie in (2.90), erlaubt das dargestellte Verfahren eine
Realisierung der ADFTn,ϑn mit Hilfe von O(n) Additionen.
In Abb. 2.2 ist das Flußdiagramm des resultierenden Algorithmus fu¨r den Fall n = 8
dargestellt.
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Abbildung 2.2: Flußdiagramm zur SADFT8
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Kapitel 3
Fermat
3.1 Normalbasenarithmetik
Nachdem wir im letzten Kapitel gesehen haben, wie sich im abelschen Fall Normalbasen
konstruieren, bzw. manipulieren lassen, wollen wir nun einen genaueren Blick auf die,
diese Basen betreﬀende Arithmetik werfen.
Sei dazu im Folgenden K ein abelscher Zahlko¨rper, G die zugeho¨rige Galoisgrup-
pe, sowie ϑG eine Normalbasis der Erweiterung K/Q. Fu¨r Elemente α,β ∈ K, mit
α =
∑
σaσϑ
σ, β =
∑
ϕbϕϑ
ϕ, aσ, bϕ ∈ Q, besitzt dann das Produkt die Darstellung
αβ =
∑
ρ
{α,β}ϑ,ρϑ
ρ, (3.1)
wobei es sich bei der Abbildung
{·, ·}ϑ,ρ : K× K −→ Q (3.2)
um eine nichtausgeartete, symmetrische Bilinearform des |G|-dimensionalen Q-
Vektorraums K handelt. Entsprechend sind die zugeho¨rigen Matrizen W(ρ)ϑ ∈ Q|G|×|G|
deﬁniert via
{α,β}ϑ,ρ = (aσ)σW
(ρ)
ϑ (bϕ)
T
ϕ. (3.3)
Genauer:
Definition 3.1 Sei K ein abelscher Zahlko¨rper mit Galoisgruppe G und ϑ ein Erzeuger
einer Normalbasis der Erweiterung K/Q. Dann heißt die Matrix
W
(ρ)
ϑ =
(
SpK/Q(ϑ
σϑϕϑ∗ρ)
)
σ,ϕ
(3.4)
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die Faltungsmatrix von K zu ρ ∈ G.
Ein Ziel dieses Kapitels soll sein, die Struktur dieser Matrizen genauer zu betrachten.
Insbesondere soll der Frage nachgegangen werden, inwieweit diese Struktur durch die
gegebene Normalbasis auf der einen, und auf der anderen Seite durch die, allein von dem
Zahlko¨rper abha¨ngigen Invarianten bestimmt ist.
Zuna¨chst fa¨llt auf, daß sich die Faltungsmatrizen W(ρ)ϑ , wegen
SpK/Q(ϑ
σϑϕϑ∗ρ) = SpK/Q(ϑ
σρ−1ϑϕρ
−1
ϑ∗), (3.5)
durch Zeilen- bzw. Spaltenvertauschungen ineinander u¨berfu¨hren lassen. Das ist insofern
versta¨ndlich, da sich eine Konjugation bzgl. einer Normalbasis als eine Permutation der
Koeﬃzienten darstellt.
Mit den Bezeichnungen des vorherigen Kapitels erhalten wir desweiteren den
Satz 3.1 Die Matrix W(ρ)ϑ besitzt bzgl. der χ-Koordinaten die Darstellung:
W
(ρ)
ϑ =
1
|G|
(∑
χ
y(χ|ϑσϑϕ)
y(χ|ϑρ)
)
σ,ϕ
. (3.6)
Beweis: Die Gleichung (3.6) erha¨lt man aus (3.4) mit Hilfe von (2.81), sowie unter
Ausnutzung von (2.80). 
Aus obiger Darstellung ergibt sich beispielsweise fu¨r den Fall K := Q(ζp), p > 2
prim, mit ϑ := −ζp und unter Beachtung des Isomorphismus G(Q(ζp)/Q)  (Z/pZ)×:
W
(ρ)
−ζp
=
(
[σ +ϕ ≡ 0modp] − [σ +ϕ ≡ ρmodp]
)
σ,ϕ
, (3.7)
wobei die Konvention [TRUE] = 1, bzw. [FALSE] = 0 gelten soll. In diesem Fall handelt es
sich also bei den Eintra¨gen der Matrix W(ρ)−ζp um Eintra¨ge der Matrix Ap,−ζp aus dem
letzten Kapitel.
Genau wie die Transformationsmatrizen der ADFT besitzen die Faltungsmatrizen,
unter gewissen Voraussetzungen eine Produktzerlegungseigenschaft. Seien dazu K1, K2
abelsche Zahlko¨rper mit Normalbasen ϑG11 , ϑ
G2
2 und Diskriminanten d1, d2. Gilt dann
35
(d1, d2) = 1, so ist oﬀensichtlich ϑ := ϑ1ϑ2 ein NBE der Erweiterung K/Q, mit K := K1K2.
Fu¨r ρ ∈ G := G(K/Q)  G1×G2 schreiben wir ρj fu¨r die Projektion auf Gj, j = 1, 2.
Satz 3.2 In obiger Situation, d.h. im Falle teilerfremder Diskriminanten gilt
W
(ρ)
ϑ ∼ W
(ρ1)
ϑ1
⊗W(ρ2)ϑ2 . (3.8)
Beweis: Fu¨r einen Charakter χ von K gilt mit Blick auf (2.71) zuna¨chst einmal
y(χ|ϑ) =
1
fχ
∑
σ
χ(σ)ϑστ(χ). (3.9)
Nach Voraussetzung ist χ von der Form χ = χ1χ2, mit Charakteren χj von Kj. Damit
ergibt sich nach (2.65)
y(χ|ϑ) =
1
fχ1 fχ2
∑
σ1,σ2
χ1(σ1)χ2(σ2)ϑ
σ1
1 ϑ
σ2
2 χ¯1(fχ2 )χ¯2(fχ1 )τ(χ1)τ(χ2)
= χ¯1(fχ2 )χ¯2(fχ1 )y(χ1|ϑ1)y(χ2|ϑ2).
Entsprechend zeigt man
y(χ|ϑσϑϕ) =
1
fχ1fχ2
∑
ρ1,ρ2
χ1(ρ1)χ2(ρ2)ϑ
σ1ρ1
1 ϑ
σ2ρ2
2 ϑ
ϕ1ρ1
1 ϑ
ϕ2ρ2
2 χ¯1(fχ2 )χ¯2(fχ1 )τ(χ1)τ(χ2)
= χ¯1(fχ2 )χ¯2(fχ1 )y(χ1|ϑ
σ1
1 ϑ
ϕ1
1 )y(χ2|ϑ
σ2
2 ϑ
ϕ2
2 ).
Durch Einsetzen in (3.6) ergibt sich schließlich der Satz. 
Ganz analog zu Satz 2.6 beweist man auch die andere Richtung:
Satz 3.3 Der abelsche Zahlko¨rper K = K1K2 mit NBE ϑ sei das Kompositum zweier
abelscher Zahlko¨rper Kj mit teilerfremden Diskriminaten dj. Genau dann ist ϑ von der
Form
ϑ = ϑ1ϑ2, (3.10)
mit ϑj ein NBE der Erweiterung Kj/Q, wenn gilt
SpK/Q(ϑ)ϑ = SpK/K1 (ϑ)SpK/K2 (ϑ). (3.11)
Bis auf rationale Konstanten sind dadurch alle Zerlegungen von ϑ gegeben.
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Beweis: Es genu¨gt sich zu vergewissern, daß unter den gegebenen Voraussetzungen
bereits K1 ∩ K2 = Q gilt. Die weitere Argumentation verla¨uft nun entsprechend der des
Beweises von Satz 2.6. 
Wir wollen noch einen Schritt weitergehen und den Zusammenhang der Matrix
W
(ρ)
ϑ mit den χ-Koordinaten y(χ|ϑ) genauer untersuchen. Betrachten wir dazu zuna¨chst
beliebige α,β ∈ K, mit Darstellungen α = 1|G|
∑
χy(χ|α)τ(χ) und β =
1
|G|
∑
χy(χ|β)τ(χ).
Das Produkt
αβ =
1
|G|2
∑
χ,χ′
y(χ|α)y(χ′ |β)τ(χ)τ(χ′)
la¨ßt sich dann in folgender Form schreiben:
αβ =
1
|G|
∑
ψ
⎧⎨
⎩
1
|G|
∑
χχ′=ψ
y(χ|α)y(χ′ |β)ω(χ, χ′)
⎫⎬
⎭ τ(ψ), (3.12)
wobei ω(χ, χ′), wie schon erwa¨hnt, durch
ω(χ, χ′) :=
τ(χ)τ(χ′)
τ(χχ′)
(3.13)
gegeben ist. Der Ausdruck in geschweiften Klammern erfu¨llt dabei die Bedingungen (2.68)
und (2.69), denn nach der Automorphieregel fu¨r Gaußsche Summen (2.73) folgt einerseits
ω(χ, χ′) ∈ Q(χ, χ′), sowie ω(χ, χ′)σ = ω(χσ, χ′σ), (3.14)
fu¨r σ ∈ G(Q(χ, χ′)/Q). Auf der anderen Seite bleibt er invariant unter Morphismen
ϕ ∈ G(Q(χ, χ′)/Q(χχ′)) und ist damit Element des Werteko¨rpers Q(χχ′). Damit ist der
folgende Satz bewiesen:
Satz 3.4 Fu¨r α,β ∈ K ergeben sich die χ-Koordinaten des Produkts zu
y(ψ|αβ) =
1
|G|
∑
χχ′=ψ
y(χ|α)y(χ′ |β)ω(χ, χ′), (3.15)
fu¨r alle Charaktere ψ von K.
Man sieht deutlich, daß es sich hierbei um eine ”gewichtete“ Faltung handelt. Schreiben
wir noch abku¨rzend
κ(χ, χ′)ϑ :=
y(χ|ϑ)y(χ′ |ϑ)
y(χχ′ |ϑ)
, (3.16)
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so ergibt sich mit dieser Vorbemerkung die folgende Darstellung:
Satz 3.5 Die Faltungsmatrix W(ρ)ϑ ist von der Form
W
(ρ)
ϑ =
1
|G|2
⎛
⎝∑
χ,χ′
κ(χ, χ′)ϑω(χ, χ′)χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
. (3.17)
Diese Darstellung beschreibt nun, wie das Produkt der Faktorensysteme
αK(χ, χ
′; ϑ) := κ(χ, χ′)ϑω(χ, χ′) (3.18)
der χ-Koordinaten bzw. der Gaußschen Summen des Zahlko¨rpers die ”Entfernung“ von
der, ohne Zweifel wu¨nschenswerten komponentenweisen Multiplikation
1
|G|2
⎛
⎝∑
χ,χ′
χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
=
(
δσ,ρδϕ,ρ
)
σ,ϕ
(3.19)
bestimmt. Wa¨hrend bei der ”Wahl“ der Elemente κ(χ, χ
′)ϑ noch gewisse Freiheitsgrade
existieren, so wird sich spa¨testens im na¨chsten Abschnitt herausstellen, daß es sich bei der
expliziten Bestimmung der ω(χ, χ′), schon in vermeintlich ”einfachen Fa¨llen“ um einen
komplexen Vorgang handelt. So wird allein schon die Frage, in welchen Fa¨llen diese trivial
sind, d. h.
ω(χ, χ′) ∈ Z, (3.20)
weitreichende Konsequenzen haben.
Betrachten wir zuna¨chst aber zur Veranschaulichung einen quadratischen Zahlko¨rper K,
sowie einen NBE ϑ = (1/2)(y(χ0|ϑ) + y(χ|ϑ)τ(χ)) der Erweiterung K/Q. Nach Deﬁnition
gilt dann ω(χ0, χ) = 1, bzw. ω(χ, χ) = χ(−1)fχ, und damit
W
(ρ)
ϑ =
y(χ0|ϑ)
4
⎧⎨
⎩
⎛
⎝ 1 1
1 1
⎞
⎠+ 2χ(ρ)
⎛
⎝ 1
−1
⎞
⎠+ λϑ
⎛
⎝ 1 −1
−1 1
⎞
⎠
⎫⎬
⎭ ,
mit λϑ := (y(χ|ϑ)/y(χ0|ϑ))2χ(−1)fχ. Unter Beachtung von y(χ0|ϑ) = Sp(ϑ) und einer
weiteren Umformung ergibt sich schließlich
W
(+)
ϑ = Sp(ϑ)
⎧⎨
⎩
1 − λϑ
4
⎛
⎝ −1 1
1 −1
⎞
⎠+
⎛
⎝ 1
⎞
⎠
⎫⎬
⎭ , (3.21)
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bzw.
W
(−)
ϑ = Sp(ϑ)
⎧⎨
⎩
1 − λϑ
4
⎛
⎝ −1 1
1 −1
⎞
⎠+
⎛
⎝
1
⎞
⎠
⎫⎬
⎭ , (3.22)
wobei wir die Elemente der Galoisgruppe G(K/Q) nun symbolisch mit {+,−} bezeichnet
haben. Wegen
(a+, a−)W
(±)
ϑ (b+, b−)
T = Sp(ϑ) {((1 − λϑ)/4)(a−− a+)(b+− b−) + a±b±}
beno¨tigt das resultierende Verfahren dabei drei nicht-skalare Multiplikationen, und ist
damit in diesem Sinne optimal.
Als letztes Beispiel wollen wir uns noch den Fall eines Zwischenko¨rpers von Q(ζp)/Q
anschauen. Sei dazu H eine Untergruppe von G(Q(ζp)/Q)  (Z/pZ)×, sowie K der
zugeho¨rige Fixko¨rper. Der Einfachheit halber wa¨hlen wir als NBE der Erweiterung K/Q
das Element
ϑ := SpQ(ζp)/K(−ζp) =
1
(K : Q)
⎛
⎝1− ∑
χ=χ0
τ(χ)
⎞
⎠ , (3.23)
wobei die letzte Gleichheit aus (2.77) folgt.
Im Gegensatz zum letzten Beispiel, ergibt sich an dieser Stelle die Frage der ω(χ, χ′) im
nichttrivialen Fall. Einer bekannten Tatsache zufolge (vgl. [7]), stellen sich diese hier als
Jacobisummen dar:
Satz 3.6 Im Falle von fχ = fχ′ = p und χχ′ = χ0 gilt
ω(χ, χ′) =
p−1∑
a=2
χ(a)χ′(1 − a). (3.24)
Durch Einsetzen in Gleichung (3.17) folgt dann
W
(ρ)
ϑ =
1
|G|2
(W1−W2) ,
wobei die Matrizen Wi durch
W1 =
(
|G|[σ = ρ] + |G|[ϕ = ρ] + p|G|[σ ≡ −ϕ mod H] − (p − 1) − 2
)
σ,ϕ
,
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bzw. durch
W2 =
⎛
⎝p−1∑
a=2
∑
(χ,χ′)∈T
χ(a)χ′(1 − a)χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
gegeben sind. Die Menge T besteht dabei aus den, im Sinne von Satz 3.6, nichttrivalen
Tupeln, also T := {(χ, χ′)|χ, χ′, χχ′ = χ0}. Indem wir die fehlenden Glieder hinzufu¨gen,
kommen wir zu der Darstellung W2 = W3−W4, wobei die Matrix
W4 = −
(
|G|[σ = ρ] + |G|[ϕ = ρ] + |G|[σ ≡ −ϕ mod H] − p− 1
)
σ,ϕ
die trivialen Terme sammelt, und W3 durch
W3 =
⎛
⎝p−1∑
a=2
(∑
χ
χ(a)χ¯(σρ−1)
)⎛
⎝∑
χ′
χ′(1− a)χ¯′(ϕρ−1)
⎞
⎠
⎞
⎠
σ,ϕ
beschrieben ist. Nach einer weiteren Umformung und Zusammenfassung der einzelnen
Komponenten ergibt sich schließlich der
Satz 3.7 Sei H eine Untergruppe von G(Q(ζp)/Q), K der zugeho¨rige Fixko¨rper und ϑ wie
in (3.23) ein NBE der Erweiterung K/Q. Dann beschreibt
W
(ρ)
ϑ =
(
|H|[σ ≡ −ϕ mod H] −
∑
h,h′∈H
[σh+ϕh′ ≡ ρ mod p]
)
σ,ϕ
(3.25)
die Faltungsmatrix von K.
Bei den, von ρ abha¨ngenden Summanden der Eintra¨ge von W(ρ)ϑ , handelt es sich um sog.
Kreisteilungszahlen. Allgemein ist fu¨r eine Primzahl p = kf+ 1 mit Primitivwurzel g und
ganze Zahlen s und t die Kreisteilungszahl
(s, t)k (3.26)
der Ordnung k deﬁniert als die Anzahl der Zahlen n (mod p), fu¨r welche die Werte n/gs
und (n + 1)/gt von Null verschiedene k-te Potenzreste darstellen.
Entsprechend (vgl. [7]) ist die Anzahl der Lo¨sungen 0  u1, u2 < f der Kongru-
enz
1 + gku1+s + gku2+t ≡ 0 mod p (3.27)
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durch die Zahl
(s, t + (1/2)kf)k =
⎧⎨
⎩
(s, t)k, f ≡ 0 mod 2
(s, t + (1/2)k)k, f ≡ 0 mod 2
(3.28)
gegeben. Mit dieser Vorbemerkung und aufgrund der leicht einzusehenden Tatsache
(s, t)k = (−s, t − s)k erhalten wir das
Korollar 3.1 In der gegebenen Situation sind die k := |G(K/Q)| Faltungsmatrizen von K,
im Falle von |H| ≡ 0 mod 2 zu den Matrizen
|H|Ek −
(
(s − r, t− r)k
)
s,t
, (3.29)
sowie im Falle von |H| ≡ 0 mod 2, zu den Matrizen
|H|Ek −
(
(t− s, s− r)k
)
s,t
, (3.30)
mit r, s, t = 0, . . . , k− 1, a¨quivalent.
Das Studium der Faltungsmatrizen ”reduziert“ sich damit in diesem Beispiel auf die Un-
tersuchung der sog. Kreisteilungsmatrizen ((s, t)k)s,t. Fu¨r kleine Ordnungen ﬁnden sich
diese etwa in [7].
3.2 Mirimanoﬀpolynome
Das letzte Beispiel gibt schon einen Hinweis auf den Zusammenhang zwischen der
Arithmetik einer abelschen Erweiterung K/Q auf der einen, und dem Faktorensystem
Gaußscher Summen auf der anderen Seite. Um eine Vorstellung von den ω(χ, χ′) im
allgemeinen Fall zu erhalten, verschaﬀen wir uns zuna¨chst einen U¨berblick u¨ber die Werte
der Gaußschen Summen.
Die Summen mit ho¨heren Fu¨hrern sind, im Gegensatz zu dem Fall fχ = p (vgl. [7]
Th. 1.6.1), immer von der Form ”
√
fχ mal Einheitswurzel“. Genauer gilt (vgl. [7] Th.
1.6.2):
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Satz 3.8 Sei p eine ungerade Primzahl, 2  r ∈ N und k := pr. Desweiteren sei χ ein
primitiver Charakter (mod k), mit χ(1 + p) = ζ−1k/p. Dann gilt fu¨r die korrespondierende
Gaußsche Summe
τ(χ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
√
kζk, falls r = 2√
kζki
(1−p)/2ζ
(p2−1)/8
p , falls r = 3√
kζλk, fu¨r gerade r > 3√
kζλki
(1−p)/2, fu¨r ungerade r > 3
, (3.31)
mit einer ganzen p-adischen Zahl
λ :=
p
log(1 + p)
(
1− log
(
p
log(1 + p)
))
, (3.32)
wobei es sich bei der Funktion log um den p-adischen Logarithmus handelt.
Auf eine Darstellung der p-adischen Analysis ko¨nnen wir an dieser Stelle verzichten; wir
werden sie im Folgenden nicht brauchen. Desweitern sei bemerkt, daß ein a¨quivalenter
Satz auch fu¨r Zweierpotenzen existiert, vgl. dazu [7], Th. 1.6.3.
Nach (2.73) und der Produktformel (2.65) sind durch diesen Satz alle Werte ω(χ, χ′),
zumindest fu¨r Charaktere mit ungeradem Fu¨hrer vollsta¨ndig beschrieben. Wir betrachten
nun den Fall der reellen Erweiterung K/Q vom Grad p > 2, deren Diskriminante
ausschließlich durch p teilbar ist1. Diese ergibt sich beispielsweise als Teilerweiterung von
Q(ζp2 )/Q, durch K := Q(Γ), mit
Γ := SpQ(ζ
p2
)/K(ζp2 ). (3.33)
Die nichttrivialen Charaktere von K haben demnach alle den Fu¨hrer p2 und sind zudem
gerade. Wir wa¨hlen einen festen Erzeuger χ der Charaktergruppe von K, welcher wie in
Satz 3.8, durch χ(1 − p) = ζp normiert sein soll. Fu¨r k, l ∈ Z, mit k, l, k + l ≡ 0 mod p,
folgt dann
ω(χk, χl) = p
χk(k)χl(l)
χk+l(k+ l)
. (3.34)
Um fu¨r eine ganze Zahl k ≡ 0 mod p den Wert von χ(k) zu bestimmen, deﬁnieren wir den
Fermatquotient qp(k) als die kleinste positive ganze Zahl, welche der Gleichung
kp−1 ≡ 1 + qp(k)p mod p2 (3.35)
1In dieser Erweiterung ist also p die einzige endliche (rein-)verzweigte Stelle.
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genu¨gt. Aufgrund der Normierung von χ ergibt sich damit
χ(k) = ζ
qp(k)
p . (3.36)
Desweiteren la¨ßt sich an dieser Gleichung ablesen, daß sich die Funktion qp(·) modulo p
wie eine Logarithmusfunktion verha¨lt:
qp(ab) ≡ qp(a) + qp(b) mod p. (3.37)
Um auf Gleichung (3.34) zuru¨ckzukommen, so ergibt sich, nach Auswertung des Charakters
χ gema¨ß (3.36), nunmehr der
Satz 3.9 Mit den vereinbarten Bezeichnungen gilt, fu¨r k, l, k+ l ≡ 0 mod p,
ω(χk, χl) = pζ
−(k+l)γp(
k
k+l
)
p , (3.38)
wobei es sich bei dem Polynom
γp(t) :=
p−1∑
j=1
1
j
tj ∈ Fp[t] (3.39)
um das (p − 1)-ste Mirimanoﬀpolynom handelt.
Beweis: Unter Beachtung der Kongruenz
1
p
(
p
s
)
≡ (−1)
s+1
s
mod p, (3.40)
fu¨r s = 1, . . . , p− 1, folgt zuna¨chst
γp(t) ≡ 1− t
p − (1 − t)p
p
≡ (t − 1)qp(t− 1) − tqp(t) mod p (3.41)
und damit, unter Zuhilfenahme von (3.37), der Satz. 
Die Aussage des letzten Satzes macht ein Studium der Werte, und insbesondere
der Nullstellen besagter Polynome, resp. der Fermatquotienten unumga¨nglich. Vom
Standpunkt der Zahlentheorie aus handelt es sich jedoch um ”alte Bekannte“, mit
z. T. kurios anmutenden arithmetischen Eigenschaften. So existiert beispielsweise eine
Beziehung zu der, ku¨rzlich von P. Miha˘ilescu bewiesenen Catalanschen Vermutung,
Abha¨ngigkeiten zur Teilbarkeit der Klassenzahl bestimmter Zahlko¨rper, Beziehungen
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zu den Bernoullizahlen, und damit zur Riemannschen Zetafunktion – um nur einige zu
nennen.
Der Fermatquotient hat im Jahr 1909 durch das sog. Wieferichkriterium eine ge-
wisse Beru¨hmtheit erlangt; es besagt, daß fu¨r eine ungerade Primzahl p und ganze Zahlen
x, y, z, mit p | xyz, welche die Gleichung
xp + yp+ zp = 0 (3.42)
erfu¨llen, stets gilt
2p−1 ≡ 1 mod p2. (3.43)
Anders ausgedru¨ckt, in diesem Fall ist also qp(2) = 0.
Bis zum heutigen Tag sind nur zwei Primzahlen bekannt, welche der Bedingung
(3.43) genu¨gen: die Zahl 1093, gefunden von W. Meissner im Jahr 1913, sowie 3511,
endeckt im Jahr 1921/22 durch N. Beeger (vgl. [69]).
Ein Jahr nach Wieferich konnte Mirimanoﬀ bereits zeigen, daß, im Falle der Gu¨ltigkeit
von Gleichung (3.42), auch
3p−1 ≡ 1 mod p2 (3.44)
gelten muß. Es folgte eine Reihe von Arbeiten (vgl. [69]), deren gemeinsames Ergebnis das
folgende Kriterium beinhaltet: falls die oben deﬁnierten Zahlen p, x, y, z die Bedingungen
p | xyz und (3.42) erfu¨llen, so gilt fu¨r alle natu¨rliche l  113 auch qp(l) = 0.
Obwohl Fermats Letzter Satz, wie er oft genannt wird, inzwischen als bewiesen
gilt, ist bis zum jetzigen Zeitpunkt nicht bekannt, ob eine ungerade Primzahl p existiert,
welche der Bedingung
qp(2) = qp(3) = 0 (3.45)
genu¨gt. Allgemeiner formuliert stellt sich hier also die Frage nach einer oberen Schranke
fu¨r die Zahl
κp := min{q ∈ N |qp(q) = 0}. (3.46)
Aufgrund von (3.37) folgt, daß es sich bei κp um eine Primzahl handelt, welche trivialer-
weise durch κp < p beschra¨nkt ist.
Art und Anzahl der Werte des Polynoms γp(t), und insbesondere die Nullstellen
werden schon seit la¨ngerer Zeit, nicht zuletzt wegen des oﬀensichtlichen Zusammenhangs
mit Fermats Letztem Satz, genauer untersucht; um nur ein Beispiel aus diesem Bereich
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zu nennen: Mirimanoﬀ konnte zeigen, daß im Falle der Gu¨ltigkeit der Gleichung (3.42),
wie immer unter der Nebenbedingung p | xyz, fu¨r s := y/(x+ y) ≡ −y/z mod p auch
γp(s) ≡ 0 mod p (3.47)
gelten muß (vgl. [69]). Ebenso la¨ßt sich, wie leicht an (3.41) abzulesen ist, die oben deﬁ-
nierte Zahl κp wie folgt charakterisieren:
κp = min{q ∈ N |γp(q) ≡ 0 mod p}. (3.48)
Da nun jede Nullstelle z, z ≡ 0, 1 mod p, von γp(t) auch Nullstelle der Ableitung γ′p(t) =
1+ t+ . . .+ tp−2 ist, also stets eine doppelte Nullstelle darstellt, ergibt sich, aufgrund der
Charakterisierung (3.48), bereits die Abscha¨tzung
κp 
p+ 1
2
. (3.49)
Die Anwendungen derlei Untersuchungen sind jedoch keineswegs auf rein zahlentheoreti-
sche Fragestellungen beschra¨nkt. So basiert beispielsweise der erste deterministische poly-
nomiale Algorithmus zur Primzahlerkennung (vgl. [3]) auf einer Variante des Kriteriums:
n ist prim, gdw.
1 − tn ≡ (1 − t)n mod n; (3.50)
das ist aber gerade, mit Blick auf (3.41) die, das Mirimanoﬀpolynom deﬁnierende
Gleichung.
Diese letzte Gleichung besagt außerdem, daß sich der Wert des Polynoms γp(t) an
jeder beliebigen Stelle eﬃzient berechnen la¨ßt, oder in Zeichen der Komplexita¨tstheorie
ausgdru¨ckt, daß fu¨r die Menge Wγ := {(p, γp(ap)) |p > 2, p prim, ap ∈ Fp} gilt
Wγ ∈ NP. (3.51)
Die Menge des Wertebereichs ist also nichtdeterministisch-polynomial entscheidbar. Die
Frage nach der Umkehrung dieser Aussage ist zum jetzigen Zeitpunkt noch vo¨llig oﬀen:
Wγ ∈ co − NP ? (3.52)
Tatsa¨chlich liegt die Vermutung ”nahe“, daß es sich bei dem Polynom γp(t) um eine Art
”Einwegfunktion“ handeln ko¨nnte.
Als letztes Beispiel fu¨r eine mo¨gliche Anwendung in der Kryptographie betrachten
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wir den Zusammenhang des Mirimanoﬀpolynoms mit dem Diskreten Logarithmus Pro-
blem in der Einheitengruppe des endlichen Ko¨rpers Fp. Fu¨r einen Erzeuger ω von F×p
und ein beliebiges Element α dieser Gruppe schreiben wir
dLogω(α) := min{k ∈ N0 |ωk = α} (3.53)
fu¨r den diskreten Logarithmus von α zur Basis ω. Dann la¨ßt sich zeigen, daß gilt
p−2∑
k=1
γp(ω
k)αk ≡ (dLogω(α) + 1)−1 mod p. (3.54)
Wir beginnen nun mit der Untersuchung der Nullstellen des Polynoms γp(t). Dazu
notieren wir zuna¨chst die zwei folgenden elementaren Eigenschaften, welche sich leicht an
der Darstellung (3.41) ablesen lassen:
γp(a) ≡ γp(1 − a) mod p, (3.55)
sowie, fu¨r a ≡ 0 mod p,
γp(a) ≡ −aγp( 1
a
) mod p. (3.56)
Fu¨r die nichttrivialen Nullstellen z von γp(t), also z ≡ 0, 1 mod p, bedeutet das, ihre
Existenz vorausgesetzt, daß diese, abgesehen von zwei Ausnahmefa¨llen stets in ”Sechser-
gruppen“ auftreten:
z
1



1
z
1−z
1
z−1
z
1
1−z



z
z−1
(3.57)
Die Ausnahmen bestehen, im Falle von γp(2) ≡ 0 mod p, aus der ”Dreiergruppe“
2


1
2 −1
(3.58)
sowie, im Falle von p ≡ 1 mod 3, aus den Nullstellen α6, α56, des Polynoms t2−t+1 ∈ Fp[t]:
α6 α56 . (3.59)
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Desweiteren la¨ßt sich leicht nachpru¨fen, daß ein ”Vierer“ unter den gegebenen Vorausset-
zungen nicht existeren kann.
An der Eigenschaft (3.55) kann man, in Verbindung mit der bisherigen Abscha¨tzung
(3.49) zudem ablesen, daß ho¨chstens die Ha¨lfte der Nullstellen von γp(t) zu einer oberen
Schranke von κp beitragen. Wir ko¨nnen diese damit noch einmal verbessern:
κp 
⌊
p+ 5
4
⌋
. (3.60)
3.3 Relationen fu¨r γp
Das Polynom γp(t) erfu¨llt eine Reihe bemerkenswerter Relationen. Um nur ein Beispiel
zu nennen: Aus
γp(a) ≡ γp(a + 1) ≡ 0 mod p (3.61)
folgt stets auch
γp(a
2) ≡ 0 mod p. (3.62)
Derlei Relationen resultieren meist aus dem direkten Zusammenhang mit dem Faktoren-
sytem der Gaußschen Summen und damit aus dem folgenden Satz:
Satz 3.10 Fu¨r a, b ≡ 0, 1 mod p, sowie ab ≡ 1 mod p, gilt
(1 − ab)γp(
1− b
1 − ab
) + (1 − b)γp(a) ≡ (1 − ab)γp( 1− a
1 − ab
) + (1 − a)γp(b). (3.63)
Beweis: Zuna¨chst stellen wir fest, daß mit obigen Bezeichnungen, fu¨r beliebige Charaktere
χ, χ′, χ′′ stets
ω(χ, χ′χ′′)ω(χ′, χ′′) = ω(χχ′, χ′′)ω(χ, χ′) (3.64)
gilt. Dies la¨ßt sich direkt an der Deﬁnition der ω(χ, χ′) ablesen. Nach Anwendung von
Satz 3.9 ergibt sich damit, fu¨r k, l, j, mit k, l, j, k + l, l + j, k+ l + j ≡ 0 mod p,
(k+ l + j)γp(
k
k+ l+ j
) + (l + j)γp(
l
l + j
) ≡ (k+ l + j)γp( k+ l
k+ l+ j
) + (k+ l)γp(
k
k+ l
).
Nach Durchfu¨hrung der Substitutionen 1 − a := l/(l + j) und b := k/(k + l), sowie
elementarer Umformungen folgt, unter Beachtung der obigen Nebenbedingung, schließlich
die Aussage. 
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Der letzte Satz gestattet also durch Vorgabe bestimmter Nullstellen des Polynoms,
neue zu ”produzieren“. Die Aussage des anfangs betrachteten Beispiels ergibt sich etwa
durch Einsetzen von a und b := 1/(a + 1) in Gleichung (3.63).
Ein fu¨r unsere Fragestellung ganz wesentlicher Satz ist nun der folgende.
Satz 3.11 Fu¨r 1  u, v < κp gilt
γp(
u
v
) ≡ 0 mod p. (3.65)
Beweis: Nach Division von (3.63) durch (1 − a)(1 − b) und anschließender Substitution
e := 1/(1 − a), sowie d := 1/(1 − b), ergibt sich zuna¨chst, fu¨r e, d ≡ 0, 1 mod p und
e + d ≡ 1 mod p, die Relation
(e + d − 1)
(
γp(
d− 1
e + d− 1
) − γp(
d
e + d− 1
)
)
≡ γp(e) − γp(d). (3.66)
Die Aussage des Satzes folgt nun induktiv, unter Beachtung von (3.55), (3.56), sowie der
bisherigen Abscha¨tzung (3.60). 
Wir erhalten unmittelbar eine signiﬁkante Verbesserung der bisherigen oberen Schranke
von κp. Bezeichne dazu, fu¨r 0  a < p,
ηa,p := |{c | 0  c < p, γp(c) ≡ a mod p}| (3.67)
die entsprechende Anzahlfunktion des Polynoms γp(t), so gilt der
Satz 3.12 Mit obigen Bezeichnungen ist
κp ∈ O(√η0,p) (3.68)
Beweis: Die Schranke folgt mit Hilfe von Satz 3.11, sowie der Tatsache, daß fu¨r natu¨rliches
q und
sq := |{(u, v) | 1  u, v  q, ggT(u, v) = 1}|
stets gilt
sq 
q∑
k=1
q − q
⎛
⎝∑
l|k
1
l
⎞
⎠  q2
⎛
⎝1−∑
lq
1
l2
⎞
⎠  q2(2− π2
6
)
.
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Wir behaupten nun, daß fu¨r genu¨gend großes p gilt:
κp  √p.
Angenommen das wa¨re falsch, so ha¨tten wir zuna¨chst mehr als
(√p)2
(
2 −
π2
6
)
>
p
3
Nullstellen von der Form a/b, mit (a, b) = 1 und 1  a, b  √p. Nun ist mit a/b aber
auch 1− a/b eine Nullstellen von γp. Das folgende Lemma zeigt, daß noch einmal knapp
die Ha¨lfte dieser Nullstellen dazukommt:
Lemma 1 Fu¨r p prim und Zahlen a, b, mit 1  a, b  √p und a > b, existieren keine
Zahlen c, d, mit 1  c, d  √p, sodaß gilt:
1−
a
b
≡ c
d
modp.
Mit Hilfe dieses Lemmas haben wir also fu¨r genu¨gend großes p und unter der Annahme
κp > √p mindestens ⌈
p
3
⌉
+
⌈
1
2
(⌈
p
3
⌉
− 1
)⌉
=
p+ 1
2
Nullstellen von γp produziert, was aber, da wir die 0 nicht mitza¨hlen und jede Nullstelle
(außer der 1) doppelt vorkommt, nicht sein kann. Daher gilt also κp  √p und somit
existieren Ω(κ2p) viele Nullstellen von γp.
Beweis des Lemmas: Aus der Gleichung
bd− ad ≡ bc modp
folgt zuna¨cht, wegen a > b die Existenz eines k > 0, sodaß gilt
bd− ad+ kp = bc.
Desweiteren teilt b die Zahl kp − ad, also etwa kp − ad = sb mit s > 0 und damit
insbesondere d+ s = c, d. h. es gilt c > d, sowie
1  s  √p.
Aus der letzten Ungleichung folgt unter den Voraussetzungen des Lemmas:
kp = sb+ ad < 2p,
also k = 1, und damit bd− ad+ p = bc, bzw. d = (p− bc)/(a − b). Wegen c > d ergibt
sich daraus aber ac > p, was im Widerspruch zu den Voraussetzungen steht. 
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3.4 Explizite Formeln
Bei Satz 3.12 handelt es sich wohl um die derzeit sta¨rkste obere Schranke von κp. Ein
genaueres Bild verspricht die weitere Untersuchung der Anzahlfunktion ηa,p des letzten
Abschnitts. Zu diesem Zweck kehren wir zu den anfangs deﬁnierten Matrizen W(ρ)ϑ zuru¨ck
und betrachten diese fu¨r den Ko¨rper K := Q(Γ), wobei Γ wie in (3.33) deﬁniert ist.
Als Normalbasis der Erweiterung K/Q wa¨hlen wir das Element
ϑ :=
1 − Γ
p
=
1
p
⎛
⎝1− 1
p
∑
χ=χ0
τ(χ)
⎞
⎠ . (3.69)
Die letzte Gleichung folgt aus (2.77); desweiteren erkennt man an (2.80), daß es sich bei
der so deﬁnierten Basis ϑG(K/Q) um eine selbstduale Basis handelt.
Zur Berechnung von W(ρ)ϑ teilen wir diese wieder in zwei Teile:
W
(ρ)
ϑ =
1
p2
(W1+W2) ,
wobei die Matrix W1 durch
W1 = (p[σ = ρ] + p[ϕ = ρ] + p[σ = ϕ] − 2)σ,ϕ (3.70)
beschrieben ist, sowie
W2 =
⎛
⎝ ∑
(χ,χ′)∈T
κ(χ, χ′)ϑω(χ, χ′)χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
,
mit T := {(χ, χ′)|χ, χ′, χχ′ = χ0}. Wir wa¨hlen einen festen Erzeuger χ der Charaktergruppe
von K, welcher wieder durch χ(1 − p) = ζp normiert sein soll. Fu¨r σ ∈ G(K/Q) deﬁnieren
wir die ganze Zahl σ′ via χ(σ) = χ(1 − σ′p) = ζσ′p . Mit Hilfe von Satz 3.9, sowie einer
einmaligen Anwendung von (3.56), ergibt sich dann
W2 = −
p−2∑
j=1
(
p−1∑
k=1
ζ
k(γp(1+j)−(σ′−ρ′)−j(ϕ′−ρ′))
p
)
σ,ϕ
.
Da es sich bei der inneren Summe um eine Spur handelt, folgt schließlich
W2 =
⎛
⎝p− 2 − p p−2∑
j=1
[γp(1 + j) ≡ (σ′ − ρ′) + j(ϕ′ − ρ′) mod p]
⎞
⎠
σ,ϕ
. (3.71)
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Bedingt durch diese Vorbemerkung, ergibt sich nun die folgende explizite Formel fu¨r die
Anzahl der Nullstellen von γp(t):
Satz 3.13 Es gilt
η0,p = 2 +
1
p
(
SpK/Q(Γ3)
p
+ p− 2
)
. (3.72)
Beweis: Wie an (3.71) zu erkennen ist ”za¨hlt“ der Eintrag der Matrix W
(id)
ϑ , bis auf
Konstanten, an der Stelle (σ = id, ϕ = id) die nichttrivialen Nullstellen des Polynoms
γp(t). Diesen Eintrag erha¨lt man aber, wegen ϑ∗ = ϑ, durch den Ausdruck Sp(ϑ3), vgl.
(3.4). Wegen Sp(Γ) = 0, sowie
SpK/Q(Γ
2) = p(p− 1), (3.73)
wie leicht an (2.81) zu erkennen ist, folgt schließlich der Satz. 
Mit der gleichen Technik zeigt man auch die folgenden Gleichung:
Satz 3.14 Fu¨r σ = id ist
ησ′,p =
1
p
(
SpK/Q(ΓσΓ2)
p
+ p− 2
)
. (3.74)
Beweis: Hier za¨hlt der Eintrag der Matrix W(id)ϑ an der Stelle (σ, id), bis auf Konstan-
ten, die Anzahl der a, mit γp(a) ≡ σ′ mod p. Dieser Eintrag ist aber, mit der gleichen
Argumentation wie oben, durch den Ausdruck Sp(ϑσϑ2) beschrieben. Unter zusa¨tzlicher
Beachtung von
Sp(ΓσΓ) = −p, (3.75)
fu¨r σ = id, ergibt sich damit die Aussage des Satzes. 
Auch das ”4. Moment“ Sp(Γ
4) birgt Informationen u¨ber γp(t). Sei dazu
νp := |{(a, b) | 1 < a, b < p, γp(a) ≡ γp(b) mod p}|, (3.76)
so gilt fu¨r diesen Wert der
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Satz 3.15 Die oben deﬁnierte Anzahl νp erfu¨llt
νp =
1
p
(
SpK/Q(Γ4)
p
− 2p+ 3
)
. (3.77)
Beweis: Zuna¨chst gilt fu¨r ψ = χ0, wegen (3.15) und Satz 3.9
yK(ψ|Γ
2) =
p−1∑
j=2
ζ
−ψ′γp(j)
p , (3.78)
wobei die Zahl ψ′ via ψ(1 − p) = ζψ
′
p deﬁniert ist, und damit, vgl. (2.81),
SpK/Q(Γ
4) =
1
p
∑
χ
yK(χ|Γ
2)yK(χ¯|Γ
2)χ(−1)fχ
= p((p− 1)2 − (p− 2)2) + p2νp,
wegen y(χ0|Γ2) = Sp(Γ2) = p(p− 1). 
Dieses ”Spiel“ la¨ßt sich natu¨rlich fortsetzen. Wir betrachten ein letztes Beispiel zu
diesem Thema. Sei dazu
ν′p := |{(a, b, c) | 1 < a, b, c < p, γp(a) + aγp(b) ≡ γp(c) mod p}|. (3.79)
Wie oben folgt dann zuna¨chst, fu¨r ψ = χ0,
yK(ψ|Γ
3) = p− 1 +
p−1∑
r,s=2
ζ
−ψ′(rγp(s)+γp(r))
p (3.80)
und damit
SpK/Q(Γ
5) = −p4+ 2η0,pp
3+ (ν′p − 2(η0,p + 1))p
2 + 4p. (3.81)
Aus dieserart Relationen ergeben sich nu¨tzliche Kongruenzen, wie beispielsweise, wegen
Sp(Γ5) ≡ Sp(Γ) ≡ 0 mod 5,
−p4+ 2η0,pp
3+ (ν′p − 2(η0,p + 1))p
2 + 4p ≡ 0 mod 5, (3.82)
und daraus, im Falle von p ≡ 1 mod 5, das kuriose
ν′p + 1 ≡ 0 mod 5. (3.83)
52
3.5 Mirimanoﬀpolynome und Quantenalgorithmen
Bei na¨herer Betrachtung der zuletzt beschriebenen Relationen, fa¨llt der Zusammenhang
zwischen der Anzahl der Nullstellen η0,p, des Polynoms γp(t), und des Maximums
Γmax,p := max
σ
{|Γσ|}, (3.84)
der Konjugierten von Γ ins Auge. So gilt etwa wegen
η20,p νp
Γ4max,p
p
 Γ3max,p, (3.85)
was leicht an der Deﬁnition von νp und dem anschließenden Satz 3.15 abzulesen ist, schon
die Abscha¨tzung
η0,p ∈ O(Γ3/2max,p). (3.86)
Entsprechend ergibt sich, wegen Γmax,p  √p, aus der Deﬁnition der Zahl ν′p sowie der
darauﬀolgenden Spurgleichung (3.81):
η30,p ν′p
Γ5max,p
p
 Γ4max,p, (3.87)
und damit bereits
η0,p ∈ O(Γ4/3max,p). (3.88)
Durch die konsequente Fortfu¨hrung dieser Argumentationskette gelangt man schließlich
zu der Abscha¨tzung
η0,p ∈ Γ1+o(1)max,p . (3.89)
Tatsa¨chlich gilt sta¨rker:
Satz 3.16 Fu¨r die Anzahl der Nullstellen des Polynoms γp(t) gilt die obere Schranke:
η0,p ∈ O(Γmax,p). (3.90)
Beweis: Der Satz ist eine direkte Folgerung aus Satz 3.13 in Verbindung mit Theorem 15
aus [48]. Der Autor bestimmt dort das Maximum der Funktion
f(x1, . . . , xk) :=
k∑
i=1
x3i ,
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unter gewissen Nebenbedingungen, und erha¨lt daraus
1
p2
SpK/Q(Γ
3) < Γmax,p.
Mit Blick auf Satz 3.13 folgt damit die Abscha¨tzung fu¨r η0,p. 
Fu¨r das Maximum der Konjugierten von Γ haben wir nun:√
p− 1 < Γmax,p < p− 1. (3.91)
Beide Schranken folgen aus den Gleichungen Sp(Γ2) = p(p − 1), bzw. Sp(Γ) = 0. Jede
Bewegung in Richtung der unteren Schranke wu¨rde, wegen κ2p  η0,p  Γmax,p, eine
unmittelbare Verbesserung der Abscha¨tzung von κp bedeuten.
Obwohl numerische Experimente darauf hindeuten, konnte bisher kein Satz der
Form:
Γmax,p ∈ Ω(p) (3.92)
gezeigt werden. Wir werden nun ein Argument betrachten, welches ”wahrscheinlich“ fu¨r
die Gu¨ltigkeit von (3.92) spricht.
Da im Folgenden das ”p“ variieren wird, schreiben wir von nun an Γp statt Γ . Desweiteren
bezeichne, wie weiter oben schon geschehen, die Zahl σ′ die kleinste, nichtnegative ganze
Zahl, welche fu¨r σ ∈ G(Q(Γp)/Q)) und den via χ(1 − p) = ζp normierten Charakter χ
durch χ(σ) = χ(1 − σ′p) = ζσ′p gegeben ist.
Im weiteren Verlauf sollen nun die Auswirkungen der folgenden Annahme untersucht
werden:
Annahme 3.1 Es existieren s, p0 ∈ N, sodaß fu¨r alle primen p > p0 gilt:
Γmax,p >
p
(log p)s
. (3.93)
Wenn diese nicht zutriﬀt, liegt schon in unendlich vielen Fa¨llen eine Verbesserung der
bestehenden oberen Schranke von κp vor:
Satz 3.17 Fu¨r den Fall, daß die Annahme 3.1 falsch ist, existieren fu¨r alle  > 0 unend-
lich viele Primzahlen p, mit κp < 
√
p.
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Wir betrachten nun, fu¨r t ∈ N, die Menge
MAXΓp,t := {σ′ | 0  σ′ < p, |Γσp/Γmax,p| > 1− 1/(log p)t}, (3.94)
und stellen zuna¨chst einmal fest, daß unter der Annahme 3.1, fu¨r festes p, wegen
Sp(Γ2p) = p(p−1), nur eine polynomiale (d. h. polynomial in logp) Anzahl von Elementen
in MAXΓp,t enthalten ist.
Die Frage lautet nun: existiert ein Algorithmus, welcher nach Eingabe einer Prim-
zahl p, mit polynomialem Aufwand eine Zahl a berechnet, mit a ∈ MAXΓp,t ?
Die Beantwortung dieser Frage scheint nicht einfach. Zwar la¨ßt sich, mit Hilfe ei-
ner polynomialen Anzahl von Schritten die Eingabe, d. h. die Primzahlfrage kla¨ren, vgl.
[3], doch schon bei der, die Menge deﬁnierenden Bedingung ist nicht klar, wie diese in
”polynomialer Zeit“ u¨berpru¨ft werden soll. Davon abgesehen geht es im wesentlichen
darum, unter 2logp Kandidaten, in (log p)c Schritten einen zu ﬁnden, welcher ”in der
Na¨he“ von Γmax,p liegt. Das scheint zudem, wie oben gesehen, um so schwieriger, je gro¨ßer
das Betragsmaximum der Konjugierten von Γp wird.
Erstaunlicherweise gilt der folgende
Satz 3.18 Unter der Annahme 3.1 gilt: fu¨r alle t ∈ N existiert eine Konstante ct und ein
Quantenalgorithmus, welcher nach Eingabe einer Primzahl p, in (log p)ct Schritten, und
mit einer Wahrscheinlichkeit nahe bei 1, ein Element der Menge MAXΓp,t berechnet.
Beweis: Sei p eine genu¨gend große Primzahl. Fu¨r 0  x < p2 deﬁnieren wir die Funktion
f durch f(x) := p, falls x ≡ 0 mod p, sowie, im Falle von x ≡ 0 mod p, durch f(x) := sx,
wobei sx die kleinste, nichtnegative ganze Zahl bedeute, mit
sx ≡ qp(x) + qp(xp) mod p. (3.95)
Nach Deﬁnition des Fermatquotienten qp, ist die Funktion f dann mit Hilfe einer
polynomialen Anzahl von Schritten realisierbar.
Der Algorithmus la¨uft wie folgt. Zuna¨chst ”pra¨parieren“ wir den Zustand
1
p
p2−1∑
x=0
|x〉|f(x)〉. (3.96)
55
Nach Anwendung einer Quantenfouriertransformation auf das erste Register ergibt sich
1
p2
p2−1∑
a,x=0
ζaxp2 |a〉|f(x)〉, (3.97)
was im Anschluß einer ”Messung“ den Zustand |a〉|s〉, mit einer Wahrscheinlichkeit von
1
p4
∣∣∣∣ ∑
f(x)=s
ζaxp2
∣∣∣∣
2
(3.98)
hervorbringt. Als Ergebnis der Berechnung notieren wir die kleinste, nichtnegative ganze
Zahl σ′, welche der Gleichung
σ′ ≡ qp(a) + s mod p (3.99)
genu¨gt.
Wir zeigen als na¨chstes, daß unter Beachtung der oben vereinbarten Konvention,
die Wahrscheinlichkeit dafu¨r, daß |Γσ| = Γmax,p gilt,
Pr(”|Γ
σ| = Γmax,p“) =
(
1 −
1
p
)(
Γmax,p
p
)2
(3.100)
erfu¨llt, was unter der Annahme 3.1 zu
Pr(”|Γ
σ| = Γmax,p“) >
(
1 −
1
p
)
1
(log p)2s
(3.101)
fu¨hrt.
Um das einzusehen bemerken wir, daß, fu¨r ϕ ∈ G(Q(Γp)/Q), nach Deﬁnition von
Γp, sowie nach Satz 2.12, gilt
Γϕp =
1
p
∑
χ=χ0
χ¯(1 −ϕ′p)τ(χ), (3.102)
und damit, nach Anwendung von Satz 3.8
Γϕp =
1
p
p−1∑
k=1
χ¯k(1 −ϕ′p)pχk(k)ζkp2 =
p−1∑
k=1
ζ
k(1+p(qp(k)−ϕ′))
p2
. (3.103)
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Da die Charaktere die Ordnung p haben, kann das ”k“ im Exponent durch ”k+ jp“ ersetzt
werden; d. h. es gilt
(k+ jp)(1 + p(qp((k+ jp)) −ϕ
′)) ≡ k(1 + p(qp(k) −ϕ′)) mod p2, (3.104)
was zur Folge hat, daß
f(k(1 + p(qp(k) −ϕ
′))) = ϕ′. (3.105)
Desweiteren besitzt, fu¨r jedes a ≡ 0 mod p, die Restklasse a mod p2 einen Vertreter der
Form
a ≡ ωa(1 − qp(a)p) mod p2, (3.106)
mit ωp−1a ≡ 1 mod p2, und nach Deﬁnition von Γp folgt damit in diesem Fall
∑
f(x)=ϕ′
ζaxp2 =
∑
f(x)=ϕ′
ζ
ωa(1−qp(a)p)x
p2
=
∑
f(x)=ϕ′
ζ
(1−qp(a)p)x
p2
= Γσp , (3.107)
mit σ′ ≡ qp(a) + ϕ′ mod p. Die Tatsache, daß nun |Γσ| = Γmax,p gilt, ergibt sich also in
p(p− 1) Fa¨llen und damit auch die Gleichung (3.100).
Fu¨r ϕ ∈ G(Q(Γp)/Q) deﬁnieren wir nun die Zahl αϕ via |Γϕ| = αϕΓmax,p; außer-
dem bezeichne σmax das Element der Galoisgruppe, fu¨r welches |Γσmax | = Γmax,p gelte.
Nach (log p)k Durchla¨ufen des Algorithmus betrachten wir die Diﬀerenz der Erwar-
tungswerte von σ′max und ϕ′ und fordern, daß diese oberhalb einer bestimmten Schranke
liegt:
(log p)k
(
1 −
1
p
)(
Γmax,p
p
)2
− (log p)k
(
1−
1
p
)
α2ϕ
(
Γmax,p
p
)2
> (log p)5+k/2. (3.108)
Aufgelo¨st nach αϕ folgt, unter der Annahme 3.1 und fu¨r k > 12 + 4s,
αϕ < 1−
1
(log p)k−10
. (3.109)
Zusammengefaßt folgt, daß, fu¨r t ∈ N, k − 10 > t und k > 12 + 4s, der Algorithmus,
sofern er nach (log p)k Durchla¨ufen den am ha¨uﬁgsten gezogenen Kandidaten ausgibt,
mit hoher Wahrscheinlichkeit ein Element der Menge MAXΓp,t gefunden hat. Daß diese
Wahrscheinlichkeit nahe bei 1 liegt, ergibt sich, da es sich um eine Binomialverteilung
handelt, mit Hilfe der Standardmethoden der Wahrscheinlichkeitsrechnung. 
Als eine Zusammenfassung der Ergebnisse formulieren wir den, von der getroﬀenen
Annahme unabha¨ngigen Satz:
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Satz 3.19 Mindestens eine der beiden folgenden Aussagen ist wahr:
1. Fu¨r alle t ∈ N existiert eine Konstante ct und ein Quantenalgorithmus, welcher nach
Eingabe einer Primzahl p, in (log p)ct Schritten, und mit einer Wahrscheinlichkeit
nahe bei 1, ein Element der Menge MAXΓp,t berechnet.
2. Fu¨r alle  > 0 existieren unendliche viele Primzahlen p, mit κp < 
√
p.
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Kapitel 4
Ausblick
Wir wollen an dieser Stelle noch einige Bemerkungen zu Fragestellungen anfu¨gen, welche
in dieser Arbeit nicht behandelt werden konnten, deren weitere Erforschung sich aber als
durchaus fruchtbar erweisen ko¨nnte.
Zuna¨chst wurde zu Beginn des zweiten Kapitels die ADFT sowie ihre Inverse bzgl.
eines Teilko¨rpers des Ko¨rpers der komplexen Zahlen deﬁniert. Es sei bemerkt, daß
weder die archimedischen Eigenschaften, noch die Charakteristik von C notwendige
Voraussetzungen bilden; die Deﬁnitionen ko¨nnen fu¨r beliebige Ko¨rper K, sofern die
Existenz von Einheitswurzeln ζn gesichert ist (d. h. char K teilt nicht n) verallgemeinert
werden. Auch die Aussage von Satz 2.1 bleibt erhalten. Am einfachsten sieht man das,
indem man die Gleichung
ADFTn,ϑ · ADFTn,ϑ∗ = DFT2n
mit den gegebenen Deﬁnitionen elementar nachrechnet. Gleiches gilt fu¨r die Aussagen
u¨ber das Spektrum der ADFT.
Den Beweis von Satz 2.4 u¨ber die Existenz schlanker Basen hatten wir gefu¨hrt, in-
dem wir fu¨r alle Dimensionen explizit einen Vertreter jener Basen angegeben haben.
Es sei an dieser Stelle darauf hingewiesen, daß diese weder eindeutig bestimmt, noch
in irgendeiner Weise kanonisch wa¨ren. Tatsa¨chlich steht eine exakte Klassiﬁkation aller
schlanken Basen noch aus. Allgemein stellt sich hierbei die Frage nach einem bezeichnen-
den Charakteristikum all jener y(χ|ϑ), welche die Eigenschaften von Satz 2.9 erfu¨llen und
fu¨r welche der Ausdruck
1
ϕ(ps)
∑
χ,fχ=ps
χ¯(a0)
y(χ|ϑ)
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die Werte 0,±1 annimmt.
Eventuell kann es sinnvoll sein, diesen Wertebereich zu erweitern, in dem Sinne,
daß man auch Werte wie ±√2,±1/2, etc. zula¨ßt. Solche ”quasi-schlanken Basen“ sind
etwa dann notwendig, wenn die Transformation zusa¨tzlichen Bedingungen genu¨gen soll.
So kann es beispielsweise fu¨r manche Anwedungen wu¨nschenswert (oder sogar notwendig)
sein, daß die entsprechende Matrix unita¨r ist.
Eine der folgenden Aufgaben, welche sich aus den Betrachtungen des dritten Kapi-
tels u¨ber die Normalbasenarithmetik ergeben, verlangt nach einer Beschreibung all jener
(Normal-)Basen, bzgl. derer sich die, durch die Matrizen
W
(ρ)
ϑ =
1
|G|2
⎛
⎝∑
χ,χ′
κ(χ, χ′)ϑω(χ, χ′)χ¯(σρ−1)χ¯′(ϕρ−1)
⎞
⎠
σ,ϕ
gegebenen Bilinearformen simultan und eﬃzient realisieren lassen. Hierbei steht nun, wie
gesagt, nicht die Struktur der einzelnen Matrizen im Vordergrund, sondern die Realisie-
rung der Matrizenfamilie als Ganzes. Als hilfreich ko¨nnte sich in diesem Zusammenhang,
wie etwa in Korollar 3.1 angedeutet, das Studium der Kreisteilungsmatrizen unter
algorithmischen Aspekten erweisen. Zudem sei an dieser Stelle noch auf die Arbeiten
von H. de Groote ([25], [26], [27]) verwiesen, welche sich intensiv mit den theoretischen
Grenzen der Realisierung von Bilinearformen auseinandersetzen.
Desweiteren besteht ein direkter Zusammenhang zwischen den hier dargestellten
Faktorensystemen der Gaußschen Summen und den aus der lokalen Klassenko¨rpertheorie
bekannten Hilbertsymbolen (vgl. [32], [62]). Tatsa¨chlich erfu¨llen die Elemente ω(χ, χ′),
unter Vorlage einer entsprechenden Kohomologie, die Bedingungen eines 2-Kozykels, und
die Frage, wann diese trivial sind ist gleichbedeutend mit der Frage, wann diese bereits
2-Kora¨nder bilden. Eine mo¨gliche Antwort ko¨nnte, wie so ha¨uﬁg, in der Struktur der
entsprechenden Brauergruppe liegen.
Eine weitere interessante Problemstellung ergibt sich aus der Beziehung des (p − 1)-sten
Mirimanoﬀpolynoms und des diskreten Logarithmus eines Elements α der Einheitengrup-
pe eines endlichen Ko¨rpers,
p−2∑
k=1
γp(ω
k)αk ≡ (dLogω(α) + 1)−1 mod p,
sowie der Tatsache, daß sich das Polynom γp eﬃzient realisieren la¨ßt. Allgemein stellt sich
hier die Frage, ob eine Beziehung zwischen der ”algorithmischen Gu¨te“ einer Funktion f
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und der ihrer transformierten Variante
F(t) =
∑
k
f(ωk)tk
besteht, und in welcher Art sich eine derartige Beziehung formulieren la¨ßt. Umgekehrt
wa¨re es interessant zu wissen, welche arithmetischen Konsequenzen sich fu¨r die Miri-
manoﬀpolynome, und damit eventuell auch fu¨r die Faltung an sich, unter der Annahme
ergeben, daß das Problem des diskreten Logarithmus in dieser Gruppe nicht in polyno-
mialer Zeit lo¨sbar ist.
Am Ende dieser Liste sei noch eine Bemerkung zu dem im letzten Abschnitt des
vorangegangenen Kapitels vorgestellten Algorithmus gestattet. Dieser geho¨rt zu den
wenigen derzeit bekannten Quantenalgorithmen, welche keine Instanz des sog. ”Hidden
Subgroup Problems“ (HSP) lo¨sen. Stattdessen tra¨gt der Ansatz der Tatsache Rechnung,
daß dieser u¨berhaupt nur dann funktioniert, falls entsprechend wenige (d. h. nur poly-
nomial viele) Lo¨sungen existieren. Selbst wenn das hier betrachtete Problem, bzw. das
daraus resultierende Entscheidungsproblem vermutlich noch nicht einmal in NP liegt, so
liefert das Verfahren doch ein weiteres (kleines) Indiz fu¨r eine Idee, welche sich in einigen
Jahren vielleicht schon als echte Vermutung pra¨sentieren ko¨nnte. Diese Idee, welche schon
von mehreren Autoren aufgegriﬀen wurde, beschreibt einen Zusammenhang zwischen den
Komplexita¨tsklassen FewP und BQP in der Form:
FewP ⊂ BQP.
Bis eine derartige Vermutung allerdings ernsthaft formuliert werden kann, muß die Da-
tenbasis noch vergro¨ßert werden.
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