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Ein Beitrag zur Numerik von  
Polynomen und Polynommatrizen
Sigurd Falk
Echternstr. 46, D-38100 Braunschweig
Zusammenfassung
Es werden einige auch für mehrfache Nullstellen bzw. Eigenwerte quadratisch 
konvergierende Algorithmen bereitgestellt. Dabei dienen die von MATLAB ausge-
worfenen Näherungen als Startwerte. Acht numerische Beispiele demonstrieren die 
Zuverlässigkeit dieser Vorgehensweise.
1. Aufgabenstellung
Vorgegeben ist die Matrizen-Eigenwertgleichung
                      (1.1) 
mit der Polynommatrix der Ordnung n vom Grade ρ
                    (1.2)
mit im allgemeinen komplexwertigen Koeffizientenmatrizen A0 bis Aρ.
Ihre Eigenwerte
                     (1.3)
werden im Folgenden als Nullstellen des charakteristischen Polynoms
                   (1.4)
berechnet mittels einer Padé-Funktion1
Eingegangen: 27.04.2013.





                   (1.5)
wo z(λ) ein Polynom vom Grad ≤ m ist.
 
Bild 1: Typischer Verlauf einer Padé-Funktion im Reellen.
Die spezielle Padé-Funktion mit z(λ) = −f'(λ), somit
                   (1.6)
zeichnet sich durch die folgende Eigenschaft aus. Das Polynom f(λ) besitze eine 
Nullstelle a der Vielfachheit v, damit gilt die Darstellung
                   (1.7)
 
Es folgt
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                   (1.9)
wo
                     (1.10)
ist.
Damit wird die Padé-Funktion
                 (1.11)
Es gilt demnach die Aussage:
Die Padé-Funktion (1.6) besitzt ausschließlich einfache Nullstellen.
2. Die Algorithmen
Für den Anwender kommen nur solche Algorithmen in Betracht, die auch bei mehr-
fachen Nullstellen sicher zum Ziel führen. Das auf Newton zurückgehende Tangen-
tenverfahren scheidet daher von vornherein aus. In praxi bewährt haben sich dagegen 
die drei folgenden Typen.
2 a) Grundlage ist die Padé-Funktion (1.6). Damit wird
                   (2.1)
2 b) Grundlage ist die nach Halley benannte Funktion
                   
                   (2.2)
wo
                   (2.3)
ist. Damit wird




2 c) Grundlage ist die Familie von Testpoynomen
                    (2.5)
mit
    k = 1,2, . . . v,               (2.6)
wo v die Vielfachheit der angesteuerten Nullstelle ist.
Es besitze das vorgegebene Polynom f0(λ) eine Nullstelle  ˜λ der Vielfachheit v, dann 
besitzt jede der Padé-Funktionen
                    (2.7)
diese als einfache Nullstelle. Mit
                   (2.8)
lautet der Algorithmus
                                 (2.9)
oder auch
                    (2.10)
Alle drei Algorithmen konvergieren quadratisch.
3. Sondierung
Die Sondierung dient der Bereitstellung von Näherungswerten, mit denen die Algo-
rithmen gestartet werden.
Hier sind drei Fälle zu unterscheiden.
3 a) Die Koeffizienten des vorgegebenen Polynoms (1.4) sind ebenso wie die Null-
stellen reell. Grundlage ist die Padé-Funktion p(λ) (1.6).
3 a1) Die herkömmliche Regula falsi.
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                   (3.1)
Dann liegt zwischen λ1 und λ2 eine Nullstelle der Funktion p(λ) und damit auch eine (womöglich mehrfache) Nullstelle von f (λ).
Die Regula falsi mit dem Differenzenquotienten
                   (3.2)
liefert eine erste (im allgemeinen recht grobe) Näherung
                   (3.3)
3 a2) Die beschleunigte Regula falsi
Die Näherung λ3 lässt sich verbessern durch Hinzunahme eines weiteren Differen-
zenquotienten
                    (3.4)
sowie den beiden Quotienten
                   (3.5)
Damit wird
                   (3.6)
und dies lässt sich iterativ fortsetzen auf folgende Weise.
Erster Schritt.
Ersetze in (3.2) bis (3.6) die Indizes 1,2 und 3 durch 2,3 und 4, und berechne damit 
das Wertepaar λ5; p(λ5).
Zweiter Schritt.
Ersetze in (3.2) bis (3.6) die Indizes 1,2 und 3 durch 3,4 und 5, und berechne damit 
das Wertepaar λ6; p(λ6).




                   (3.7)
geworden ist oder
b) unter Verzicht auf ein Abbruchkriterium ein Index μ vorgegeben wird.
Nun zur Sondierung. Nach Wahl einer Schrittweite δ werden auf der λ−Achse von 
Null beginnend die Wertepaare
                   (3.8)
berechnet bis ein erster, zweiter, dritter usw. Vorzeichenwechsel gefunden wurde.
3 b) Um auch die negativen Nullstellen einzuschließen, wird mit der Ko-Funktion
                   (3.9)
gleichzeitig die Folge (3.4) durchgeführt bis alle m Nullstellen ermittelt sind.
3 c) Sehr viel aufwendiger gestaltet sich die Sondierung innerhalb der komplexen 
Zahlenebene, da hier kein Vorzeichenwechsel nach Art von (3.1) zur Verfügung steht.
3 d) Diagonaldominante Polynommatrizen
Bei hinreichend ausgeprägter Diagonaldominanz sind die m = ρ · n Nullstellen der 
Gleichungen
                 (3.10)
brauchbare Startwerte für die im Abschnitt 2 aufgeführten Algorithmen. Im Sonderfall 
ρ = 2 sind somit n quadratische Gleichungen zu lösen, siehe dazu auch das zweite 
Beispiel.
4. Eigenvektoren einer Polynommatrix
Es geht im Folgenden um die Gleichungen (1.1)
                   (4.1)
mit der Polynommatrix (1.2).
Es sei λk ein einfacher Eigenwert, dann besitzt die Matrix
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a) Transformation nach Gauß
Spaltenpivotsuche in der Reihenfolge 1, 2, ..., m−1 und Vertauschung zweier Zeilen, 
sofern dies erforderlich wird. Auf diese Weise geht die Matrix (4.2) über in
                   (4.3)
mit einer regulären oberen Dreiecksmatrix        der Ordnung n−1 und einer Spalte 
wk der Länge n−1.
b) Transformation nach Jordan2 in der Reihenfolge
                   (4.4)
Damit geht die Matrix (4.3) über in
                   (4.5)
mit einer regulären Diagonalmatrix Dk der Ordnung n-1.
Der gesuchte Eigenvektor ist dann
                    (4.6)
wovon man sich leicht überzeugt.
Da das Gleichungssystem (1.1) homogen ist, ist auch
                   (4.7)
ein Eigenvektor, wo der Faktor αk geeignet zu wählen ist, etwa zum Zweck der 
Normierung gemäß
                     (4.8)
doch wird man im allgemeinen
                     (4.9)
setzen.





Es sei λk eine Nullstelle der Vielfachheit vk und rk der Rangabfall der Matrix F(λk), 
wo bekanntlich
                 (4.10)
gilt.
Die Matrix (4.3) ist jetzt allgemeiner als dort
                 (4.11)
wo die Nullmatrix unten rechts die Ordnung rk besitzt.
Es folgt analog zu (4.3) bis (4.6)
                  (4.12)
und daraus
                   (4.13)
und dies sind rk linear unabhängige Eigenvektoren zum Eigenwert λk, wo jeder von 
ihnen nach (4.7) bis (4.9) normiert werden kann.
Falls rk < vk ist, können bei Bedarf die rk Eigenvektoren (4.13) durch Hauptvektoren 
ergänzt werden, siehe dazu [10, Seite 253].
Nun zu den Linkseigenvektoren. Aus der Gleichung
                 (4.14)
folgt durch Transposition
                  (4.15)
und damit kann alles vorige sinngemäß übernommen werden.
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5. Die ECP-Transformation
Dieser in [10, S. 411] beschriebene Algorithmus basiert auf der Bereitstellung von m 
paarweise verschiedenen (disjunkten) Stützwerten
                    (5.1)
die geeignet zu wählen sind. Mit diesen sind definiert die Stützpolynome
                   (5.2)
und damit die Padé-Funktionen
                   (5.3)
Für λ = σk entsteht daraus der (in [1] und [2] auch als Knoten bezeichnete) Defekt
                   (5.4)
und damit der dem Defekt zugeordnete sogenannte Hauptwert
                   (5.5)
Alle diese Werte werden zusammengestellt in einer Liste
                   (5.6)
welche die gesamte Information der Polynommatrix (1.2) enthält. Die Reihenfolge 
der einzelnen Zeilen ist dabei beliebig. Die Kontrollgleichung
                   (5.7)





Nach [3, Seite 42] gilt die Eigenwertgleichung
                   (6.1)
mit der ECP-Begleitmatrix
                   (6.2)
Der mit dem Vektorpaar
                   (6.3)
gebildete Rayleigh-Quotient
                   (6.4)
führt mit den Summen
                    (6.5)
                   (6.6)
                   (6.7)
nach einer elementaren Rechnung auf
                   (6.8)
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und damit ist definiert der Algorithmus
                   
(6.9)
Der Start erfolgt mit einem Hauptwert Hk.
7. Die verkürzte Eigenwertgleichung
Neben der Eigenwertgleichung (6.1) existiert nach [3, Seite 46] die verkürzte Eigen-
wertgleichung
                   
(7.1)
Mit der Ableitung
                    
(7.2)
lautet somit die Padé-Funktion
                              
(7.3)
und damit der nach dem Muster von (2.1) abgeleitete Algorithmus
                   
(7.4)
Der Start erfolgt mit einem Hauptwert Hk.
8. Die Evolution
8 a) Dieser in [3, Seite 44] eingeführte Algorithmus ist in wenigen Worten beschrie-
ben. Ersetze in der Liste (4.8) die Stützwerte durch die Hauptwerte und fertige mit 
diesen eine neue Liste an. Dieses Vorgehen wird so oft wiederholt, bis einige oder 
alle Defekte einen vorgegebenen Schwellwert unterschritten haben. Die Hauptwerte
der letzten Liste dienen dann als Startwert für den Algorithmus im Abschnitt 2.
9. Numerische Durchführbarkeit. Ergänzungen
9 a) Ermittlung der Vielfachheit für den Algorithmus (2.9).
Man lässt den Algorithmus für v = 1,v = 2 usw. parallel laufen. Konvergenz erfolgt 




Der Taylor-Test mit dem charakteristische Polynom (1.4)
                   (9.1)
und analog für v > 2 kann als Kontrolle dienen.
9 b) Die Matrix (6.2) lautet ausmultipliziert
                   (9.2)
und damit wird
                   (9.3)
womit die Gleichung (5.7) bewiesen ist.
9 c) Einschließungssätze nach Gerschgorin mittels der Matrix
                   (9.4)
Es liegt vor ein Kreis mit dem Mittelpunkt
                   (9.5)
und dem Radius
                   (9.6)
Wenn dieser Kreis von den übrigen n−1 Kreisen getrennt liegt, so sind zwei Fälle zu 
unterscheiden.
9 c1) Der Hauptwert Hk ist reell. Dann ist auch der eingeschlossene Eigenwert λk 
reell, und es gilt
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                   (9.7)
9 c2) Für den komplexen Eigenwert
                    (9.8)
dagegen gelten die Einschließungen
                   (9.9)
und
                  (9.10)
Bei mehrfachen Eigenwerten oder Eigenwerthaufen existieren simultane Einschlie-
ßungen, siehe dazu [3. Seite 52].
9 d) Ordnungserniedrigung
9 d1) Skalares Polynom. Abspalten einer Nullstelle mittels HORNER-Schema.
9 d2) Matrizenpolynom (1.2). Abspalten von jeweils n Eigenwerten en bloc nach [5].
10. Numerische Beispiele
Erstes Beispiel
Sondierung nach Abschnitt 3 mittels Padé-Funktion p(λ) (1.6).
Vorgegeben ist das Polynom
                 (10.1)
mit den Nullstellen
                 (10.2)
Sondierung mit δ = 0,3 führt auf die Wertepaare




Es folgt die Regula falsi (3.5) gerundet auf
                 (10.4)
und damit nach (2.9)
                   (10.5)
Keine Konvergenz für v = 1.
                 (10.6)
Konvergenz für v = 2, somit ist
                 (10.7)
Der Ersatz von λ durch −λ führt auf das Kopolynom
                  (10.8)
Sondierung
                 (10.9)
Es folgt die Regula falsi (3.5) gerundet auf
                (10.10)
und damit der Algorithmus (2.9).
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Für v = 1, v = 2, v = 3 tritt keine Konvergenz ein.
Dagegen wird für v = 4
                  (10.11)
     
Somit vier Mal + 1 im Kopolynmom. Folglich
                              (10.12)
MATLAB liefert die Nullstellen
                 (10.13)
Zweites Beispiel
Diagonaldominante Matrix nach Abschnitt (3.7).
               (10.14)
mit
               (10.15)
Die quadratischen Gleichungen (6.4)





                  (10.17)
Wir wählen die dritte Zeile aus (10.17) als Startwert und erhalten die folgenden 
Ergebnisse.
a) Algorithmus (2.1).        
               (10.18)
b) Algorithmus (2.9).
                (10.19)
Beide Algorithmen konvergieren quadratisch und liefern nahezu identische Werte. 
Auf die gleiche Weise werden parallel und unabhängig voneinander die übrigen neun 
Nullstellen berechnet.
Drittes Beispiel
Evolution nach Abschnitt 8.
Das nach Wilkinson benannte Polynom
               (10.20)
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oder ausmultipliziert
               
(10.21)
besitzt die Nullstellen 1, 2, . . . , 10.
MATLAB liefert die Näherungen.
                (10.22)
Diese benutzen wir als Stützwerte (5.1) und bekommen damit die Liste
               
(10.23)
Es folgen die beiden Evolutionen





               (10.25)
Summenkontrolle (3.7)
               (10.26)
Viertes Beispiel
Korrektur von mehrfachen Eigenwerten nach (2.9).
Vorgegeben ist die Matrix
                 (10.27)
mit
                (10.28)
Ihre Eigenwerte sind
               (10.29)
MATLAB liefert die Näherungen
               (10.30)
Es folgen die Korrekturen nach (2.9).
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00056550
                                                                                  245Ein Beitrag zur Numerik von Polynomen und Polynommatrizen
Start mit ˜λ5.
                (10.31)
Keine Konvergenz für v = 1.
               (10.32)
Konvergenz für v = 2.
Somit λ4 = λ5 = 1.
Start mit ˜λ1.
               (10.33)
Somit λ1 = −2.





               (10.34)
Keine Konvergenz für v = 1.
                (10.35)
Konvergenz für v = 2.




                  (10.36)
ergibt ausmultipliziert
               (10.37)
f(λ) = 6 + 18λ + 48λ2 + 78λ3 + 114λ4 + 120λ5 + 114λ6 + 78λ7 + 48λ8 + 18λ9 + 6λ10.
          
Die Nullstellen sind
                 (10.38)
mit
                (10.39)
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MATLAB liefert die Näherungen
               (10.40)
Korrektur von ˜λ5 nach (2.9).
               (10.41)
Keine Konvergenz für v = 1.
               (10.42)
Keine Konvergenz für v = 2.
               (10.43)
Konvergenz für v = 3, somit dreifache Nullstelle λ5 aus (10.38) Das Polynom (10.37) 
ist (unbeabsichtigt) hermitesch, aber von gerader Ordnung m = 10, somit ist −1 keine 
Nullstelle. Man vergleiche dazu das zehnte Beispiel.
Sechstes Beispiel
Verkürzte Eigenwertgleichung nach (7.3) mit





               (10.45)
Start mit dem Hauptwert H3
                (10.46)
Zum Vergleich der Algorithmus (2.1)
               (10.47)
Siebtes Beispiel
Singuläre Leitmatrix nach (4.10).
Vorgegeben ist die Polynommatrix
               (10.48)
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mit den Koeffizientenmatrizen
               (10.49)
wo die Leitmatrix A4 regulär ist, somit existieren weniger als m = ρ · n Eigenwerte.
Wir unterscheiden zwei Vorgehensweisen.
a) über die Matrix
                 (10.50)
b) über das charakteristische Polynom
                (10.51)




Wir beginnen mit einer Sondierung mittels der Padé-Funktion (1.6) und wählen δ = 0.1:
                (10.52)
daraus nach der Regula falsi
                (10.53)
und weiter nach (3.7) mit σ = 5
               (10.54)
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Es folgt der Padé-Algorithmus (2.1)
                (10.55)
a) MATLAB liefert mit der Matrix (10.50) die Eigenwerte
                 (10.56)
b) MATLAB liefert mit dem Polynom (10.51) die Nullstellen
                    (10.57)
Beide stimmen mit hinreichender Genauigkeit untereinander wie mit Λ3 aus (10.55) 
überein.
Achtes Beispiel
Vorgegeben ist das Polynom
                (10.58)
oder ausmultipliziert
                  (10.59)
Die Sondierung mit δ = 0.3 führt auf die Wertepaare




Daraus die Regula falsi
               (10.61)
Wir testen den Algorithmus von Halley nach (2.4).
               (10.62)
In der Theorie heißt es nach [6] dazu: die Konvergenz des Halleyschen Algorithmus 
ist kubisch für einfache, quadratisch für mehrfache Nullstellen, doch ist (zumindest 
in diesem Beispiel) eine kubische Konvergenz nicht zu erkennen.
Zum Vergleich: die beschleunigte Regula falsi im Anschluss an (10.61) führt in fünf 
Schritten auf die exakte Lösung.
               (10.63)
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