Abstract. We present a data set of images of the gravitationally lensed quasar Q2237+0305, that was obtained at the Apache Point Observatory (APO) between June 1995 and January 1998. Although the images were taken under variable, often poor seeing conditions and with coarse pixel sampling, photometry is possible for the two brighter quasar images A and B with the help of exact quasar image positions from HST observations. We obtain a light curve with 73 data points for each of the images A and B. There is evidence for a long ( ∼ > 100 day) brightness peak in image A in 1996 with an amplitude of about 0.4 to 0.5 mag (relative to 1995), which indicates that microlensing has been taking place in the lensing galaxy. Image B does not vary much over the course of the observation period. The long, smooth variation of the light curve is similar to the results from the OGLE monitoring of the system (Woźniak et al. 2000a) .
Introduction
The quadruple quasar Q2237+0305 was discovered during the Center for Astrophysics (CfA) redshift survey (Huchra et al. 1985) . In high-resolution images of the system, four quasar images at a redshift of z = 1.695 are seen in a crosslike geometry around the core of a barred spiral galaxy with a redshift of z = 0.0394. Due to its geometry this system is known as the Einstein cross (Schneider et al. 1988; Yee 1988) . The quasar images have a separation of about 0.9 arcsec from the galaxy centre.
Very quickly after its discovery it was realized that this system is an ideal case for microlensing studies. The challenge in this system is to measure the brightness of the four images individually with high accuracy. In observations with seeing of larger than about an arcsecond, it is very difficult to disentangle the four quasar images, the galaxy core, and other features of the galaxy (such as the bar-like structure that is situated across the galaxy centre, see Yee 1988 , or Schmidt et al. 1998 ).
The record of semi-regular observations of this system began with the announcement of the first microlensing event by Irwin et al. (1989) . Corrigan et al. (1991) published the "initial light curve", that was later augmented by other individual and systematical observations (Pen et al. 1993; Houde & Racine 1994) . In Wambsganss (1992) it was emphasized that without frequent sampling, it would be difficult to extract useful information from the mi-crolensing observations. The sample of early observations with good seeing is rather heterogeneous regarding the filters chosen, so that the interpretation is made difficult since the filter differences have to be calibrated out. Østensen et al. (1996) presented five years of observations of Q2237+0305 from the Nordic Optical Telescope (NOT). In all four images, microlensing variations had then been detected. A rather striking drop of about one magnitude in 1992 (with very large error bars) within ≈ 20 days had been found by Pen et al. (1993) on the basis of observations made at the Apache Point Observatory. In addition to this photometric evidence, Lewis et al. (1998) found spectroscopic signatures for microlensing of the broad line region of this quasar.
Recently, the OGLE team has presented a light curve (Woźniak et al. 2000a,b) covering about 1200 days between 1997 and 2001. Updated versions of this photometric data set can be looked at at www.astro.princeton.edu/~ogle/ogle2/huchra.html. This data set provided a major step forward, and allows qualitatively new approaches in the analysis of the light curves. The OGLE light curves are very densely sampled and show amazing brightness variations in all four quasar images with high amplitudes of more than one magnitude. Especially image C shows a dramatic brightness peak of about 1.2 mag in 1999 that was resolved by the OGLE data in beautiful detail.
In Sect. 2 our data set is described. In Sect. 3 we explain and describe the details of the data reduction. In Sect. 4 we present our results. We conclude in Sect. 5 with a discussion.
Q2237+0305 at Apache Point Observatory
We describe here the reduction and analysis of data that were taken with the 3.5 m telescope at Apache Point Observatory (APO) from June 1995 to January 1998 as part of the Princeton-APO lens monitoring program. We restrict ourselves to the r-band data. The corresponding CCD has a pixel size of 0.60 ′′ . In Table 1 , the observation log is given.
The images were taken under variable, often poor seeing conditions between 1.2 ′′ and several arcseconds. We have filtered out frames with seeing worse than 2.4
′′ . The distance between two quasar images is only about three pixels. In these frames, the four quasar images, the galaxy core, and the remaining light from the galaxy are contained within only a dozen or so pixels, which is a fairly coarse sampling compared to the number of sources in this area. In Fig. 1 , the centre of a frame obtained on 20 November 1996 under 1.2 ′′ seeing is shown. Except for the overall central light concentration, the detailed quasar image-and galaxy structure of this system is not visible.
However, we know the exact quasar image positions relative to the galaxy centre from HST observation in the UV (Blanton et al. 1998 ) with an accuracy of 5 mas. Moreover, a detailed model of the galaxy light distribution is available (Schmidt 1996 ) that was obtained from the analysis of HST images as well. With the help of these strong constraints, we are able to measure the brightness of the two brighter quasar images A and B.
Data reduction
A total of 530 frames of Q2237+0305 were obtained at Apache Point Observatory in the r-filter in 73 nights between June 1995 and January 1998 (27 nights in 1995 , 33 in 1996 , 11 in 1997 and 2 in early 1998 . The frames are processed using an automated procedure with the following five steps of the data reduction:
1. Four reference stars in the vicinity of the galaxy were chosen as reference points (see Fig. 2 ). We picked only the brightest stars in order to be able to determine reliable centroids. These reference stars are registered on each frame using an automated routine. 2. Once the four reference stars are localized, the seeing is determined by fitting a circular Gaussian brightness profile to the reference stars with the IRAF task "imexamine". These four determinations are occasionally different from each other by up to ten percent. We use the seeing of the star closest to the quasars (star #3) as reference. The distances of stars #2, #3 and #4 from the centre of the galaxy are measured. These distances will be refined in step 5, but we need an approximate input to start the quasar and galaxy fitting procedure in step 4. The brightest reference star #2 is used for the absolute flux calibration. In Fig. 3 , the difference between the measured magnitudes of stars #2 and #3 is depicted Except for a few outliers, the data are consistent with our assumption that the two stars are not variable. If one or both of the stars were variable, our photometry would still be accurate to less than 0.02 mag in 65% of the cases, and 0.04 mag in 95% of the cases. We use the r−magnitude determined by Corrigan et al. (1991, their star α) for star #3 (m 3 = 17.28 mag) and the magnitude difference m 3 − m 2 determined above (with the described uncertainty) to obtain the r−band magnitude of star #2 as m 2 = 15.65 mag. The frames of each night are added into a single image. The offsets between different frames are calculated from all reference stars. The frames are then aligned using the IRAF task "imalign". In this process, all frames are bilinearly interpolated to the positions of one reference frame. 3. The light distribution of the galaxy is modelled numerically using a model (Schmidt 1996) that was obtained from the analysis of an archival HST I-band image of the galaxy (Westphal 1992 b(r) = 2.5 log i 0 − 3.33 r r bulge
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1.6 1300 1400 1700 1800 where i 0 is the central intensity (in counts per pixel) and r bulge = (4.1 ± 0.4) arcsec is the half-light radius. Since the galaxy is inclined with respect to the line of sight, we use an elliptical surface brightness distribution for the bulge with a constant axis ratio of 0.69 and a position angle, indicating the galaxy inclination axis, of 77 • (measured from north through east). The exponential disk brightness profile in magnitudes per pixel is given by
with r disk = (11.3 ± 1.2) arcsec and ∆b 0 = (1.0 ± 0.1) mag arcsec −2 . Due to the galaxy inclination, the surface brightness distribution of the disk is seen with an axis ratio of 0.5. Although the Apache Point data were taken in the r-band, we only left the amplitude b 0 a free parameter and, for simplicity, kept the offset ∆b 0 as measured using the HST image. The galaxy light distribution was subsampled by a factor ten in each direction before mapping it to the pixel grid of the detector. The decomposition of the galaxy brightness profile into different components is not unique. It is, for example, also possible to use two exponential profiles, which could in general even be a preferable solution (Andredakis & Sanders 1994) . However, any well-fitting description of the light distribution in the inner 3 arcseconds of the lensing galaxy will be good enough for us because the differences are washed out by the coarse sampling of the data, the seeing at Apache Point of more than an arcsecond, and noise.
In Fig. 4 , the central pixels of the frame from Fig. 1 are shown after the galaxy model has been subtracted. The remaining quasar images A and B (marked in the figure) are seen. Images C and D cannot be detected with any significance. Some very faint remaining structure is seen around the quasar images that is due to the bar-like spiral arm structure that extends into the galaxy centre (Yee 1988; Schmidt et al. 1998 ) and that had not been included in the galaxy surface brightness model. 4. Given the seeing of our images, we consider the 5 mas accuracy of the Blanton et al. (1998) HST coordinates of the four quasar images relative to the galaxy centre as "exact". In the first fitting run, the galaxy position and amplitude, as well as the four quasar images are now fitted with the nonlinear minimization routine AMOEBA (Press et al. 1992) . The quasar images are represented by four circular Gaussian brightness profiles with a full width at half maximum as determined from the seeing of the reference star. The Gaussian profiles were subsampled by a factor ten in each direction before mapping them to the pixel grid of the detector. The analytical galaxy model is also convolved with this Gaussian seeing model. AMOEBA is used to search for the best-fit solution in the parameter space of galaxy position, galaxy amplitude, and quasar fluxes (as determined by the amplitudes of the Gaussians) using a χ 2 goodness of fit estimator over the central 9 × 9 pixels:
9×9 inner pixels ′′ seeing. The raw image (before subtraction of the galaxy) is shown in Fig. 1 . The plus signs mark the quasar image positions as determined from HST (Blanton et al. 1998 ). The two point sources in the middle are the quasar images A and B. Images C and D are not detected with any significance because their amplitudes are not larger than the noise. North is down and east is to the left.
In order to constrain the parameter search to relevant parts of the parameter space, we introduced additional constraints (priors) such that trespassings across certain limit values were added quadratically to eq. (3). This is used to enforce the constraints that all fluxes are positive, and that the fluxes of image C and D are smaller than the fluxes of A and B. The latter assumption became wrong in 1998 and 1999 where image C "overtook" image B during a brightness peak beautifully resolved by OGLE. However, our data record stops in 1997, and until then there is no evidence for a significant rise of either image C or D towards the fluxes of A or B. As will be reported in Sect. 4, our flux estimates have also been quantitatively confirmed at a few points by independent observations. 5. In step 4 we have already produced a light curve with flux estimates for all quasar images. In this final step we use the results determined in step 4 for all 73 nights and determine the median galaxy amplitude and the median distances of the reference stars #2, #3, and #4 from the centre of the galaxy. The fitting procedure is then repeated with a fixed value for the galaxy amplitude. The galaxy position is also fixed by the distances to the three reference stars #2, #3, and #4. Thus, only the four quasar fluxes are still free parameters. The distances of stars #2, #3, and #4 from the galaxy centre are r 2 =(95.09±0.19) arcsec, r 3 =(64.55±0.12) arcsec, r 4 =(81.59±0.12) arcsec (1σ error bars). The result of the fitting process is a best-fit model with parameters and uncertainties that can be estimated from the depth and steepness of the χ 2 -surface dip (Press et al. 1992) .
We estimate additional uncertainties of the fluxes by varying the galaxy position within the range allowed by the separations of galaxy centre and reference stars. This is done by using 10 random positions for the galaxy allowed by the 1σ-error bars of r 2 , r 3 and r 4 and by carrying through the whole analysis procedure. The error bars given in Table 1 and Fig. 5 are determined with this method.
Results
We obtain r-band light curves for images A and B as shown in Fig. 5 , and detailed in Table 1 . The fluxes of images C and D are not measurable with our data since the images are lost in the noise.
Despite the large error bars of the order of ≈ 0.15 mag for the individual data points in Fig. 5 , there is evidence for a significant brightness peak in the light curve of image A in 1996 with an amplitude of about 0.4 to 0.5 mag (relative to 1995). Theoretical models of the system predict that intrinsic fluctuations of the quasar appear in images A and B with a time-delay of a few hours (Schneider et al. 1988; Wambsganss & Paczyński 1994) . Since image B does not vary much -there is some indication for a slight smooth decrease -the uncorrelated flux variation in image A can safely be interpreted as microlensing in the lensing galaxy.
Since we had to carry out an involved data reduction process to obtain photometry for the quasar images from the APO data, we used the V-band data points by Vakulik et al. (1997, crosses) , Burud et al. (1998, stars) and the OGLE group (Woźniak et al. 2000a , triangles) for a comparison. Since the APO data have been taken in the rband, these data points were plotted in Fig. 5 by making the assumption that the r-band magnitude of quasar image A on JD-2449000=1800 is m r = 17.3 mag. Assuming a simple additive colour correction, we derive the relation m r = m V − 0.05 from the OGLE data for image A. For image B, we used m r = m V − 0.01 in order to roughly account for the colour difference between the two quasar images. This value was determined using the R-band results from Vakulik et al. (1997) (Maidanak Observatory, 17/19 September 1995, JD-2449000=978/980) and Burud et al. (1998) (Nordic Optical Telescope (NOT), 10/11 October 1995, JD-2449000=1000/1001).
Overall there is rather good agreement between our data and these independent observations. In 1995, our re- sults seem to favour a slightly fainter image B. However, those of our data points that are nearest in time to the independent measurements, agree within the error bars. It is unclear whether this could be due to short-duration small-scale microlensing, or a very small systematic offset. In 1996, both the NOT (Østensen 2001, priv. comm.) and Maidanak Observatory (Shalyapin 1999, priv. comm.) observed that image A had become much brighter than the other images. We conclude that within the error bars we have quantitative confirmation for our measurements in 1995 and 1997 for a few selected epochs. In 1996 there is independent qualitative evidence for a brightness rise of image A.
Discussion
We have presented monitoring data of Q2237+0305 over a period from 1995 to early 1998. Although the error bars on individual data points are relatively large, the coverage of 73 nights clearly enables us to see some significant trends in the microlensing behaviour. In agreement with the results from the OGLE group (Woźniak et al. 2000a,b) , we find that Q2237+0305 shows large magnitude variations of several tenths of a magnitude on timescales of less than hundred days.
It has become evident that the microlensing variations in Q2237+0305 can happen rather smoothly over time spans of several months to years. The Irwin et al. (1989) event (also in its interpretation by Racine (1992) as the first half of a double peak) seems to be an example of a short-duration microlensing variation. The Pen et al. (1993) drop is an example of a high-magnitude short-term process, but with very low signal-to-noise at that time.
All in all, it is fair to say that the observations of Q2237+0305 have started to resolve microlensing variations in great detail, and they look very much like the variations that were predicted already in the early 80s for the microlensing effect. By filling up the gaps in the light curves, long-term monitoring programs pave the way for the statistical analysis of microlensing observations using, e.g., higher-order statistics of difference light curves (e.g., Kofman et al. 1997) .
The OGLE light curve started where the data discussed in this paper stopped and thus shows the continuation of our light curve. At Apache Point, and at several other observatories (Maidanak Observatory, NOT), data are still being taken. A new detector is being used at APO that makes it possible to obtain much more accurate magnitude measurements for the quasar images (see, for example, the images at www.astro.princeton.edu/ elt/2237.html).
