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Introdution
Devant l'augmentation du nombre de douments eletroniques, il est indispen-
sable de mettre au point des outils permettant de gerer l'aes a l'information qu'ils
ontiennent. Cette phrase d'introdution est devenue un lieu ommun tant il est vrai
que depuis l'avenement d'Internet, la prodution et le volume de douments disponibles
ont augmente de maniere exponentielle. Ainsi, le nombre de pages indexees sur le Web
par le moteur de reherhe repute le plus omplet (Google) depasse a e jour les 3,3
milliards ; en 1999, son pendant (Northen Light) n'en omptait
1
seulement que 115
millions.
Cette explosion du nombre de douments disponibles s'aompagne d'une explosion
du nombre des utilisateurs. Il s'agit bien su^r de partiuliers herhant des douments
sur Internet, mais egalement de membres ou de lients d'entreprises ayant informatise
leurs doumentations tehniques et administratives. Pour repondre aux exigenes de
qualite des resultats de es utilisateurs, ertains systemes d'information se tournent
vers des representations plus rihes des douments manipules et des informations qu'ils
ontiennent. Cette rihesse doit ainsi permettre a es systemes d'ameliorer a la fois leur
pertinene et leur eÆaite, voire egalement leur adaptabilite a de nouvelles ta^hes.
L'un des moyens d'obtenir es representations rihes est d'utiliser des ressoures
semantiques qui vont permettre, a travers le sens des mots ontenus dans un texte,
de representer et gerer plus nement les informations qu'il renferme. Ces ressoures
peuvent e^tre externes, 'est-a-dire issues d'une onnaissane autre que les douments
(expertises, ditionnaires ou autres ressoures preexistantes), ou bien internes. Dans
e dernier as, e sont don les douments eux-me^mes qui vont, a travers des teh-
niques d'aquisition d'elements semantiques, fournir les informations neessaires a la
onstrution de es bases de onnaissanes sur le sens des mots. C'est dans e adre
| l'aquisition d'informations lexiales semantiques a partir de textes | que se situent
les travaux presentes dans e memoire.
Dans la plupart des etudes eetuees dans e domaine, la donnee prinipale sur
laquelle repose l'aquisition d'informations semantiques lexiales est un ensemble de
textes, onstitues en orpus. La ta^he d'aquisition peut avoir pour but, a partir de e
orpus, de olleter les unites semantiques propres au domaine (par exemple des termes
1
Ces hires sont tires des estimations eetuees par Searh Engine Showdown, disponibles a l'URL
http ://www.searhengineshowdown.om.
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tehniques) mais egalement les relations existant entre es unites (omme des liens de
synonymie). Il est alors possible d'organiser, si besoin, es unites et es relations sous
forme de lexiques.
La diÆulte majeure reside dans le fait de devoir passer d'une simple sequene de
symboles | les textes au format eletronique | a une base de onnaissanes struturee
manipulant le sens des mots. De plus, lorsque ette transformation d'une representation
de bas niveau en une representation de haut niveau ognitif est appelee a e^tre eetuee
de nombreuses fois, l'aent doit egalement e^tre mis sur son eÆaite.
En pratique, ette eÆaite se traduit par deux proprietes distintes, parfois diÆ-
iles a onilier : la qualite des resultats et l'automatiite. La preferene est donnee soit
a l'une, soit a l'autre, selon l'utilisation qui doit e^tre faite des informations semantiques
aquises. Cette preferene se reperute sur les hoix adoptes pour mener la ta^he d'a-
quisition. L'expertise humaine, par exemple, est tres ou^teuse, mais produit bien su^r
des resultats de tres bonne qualite. Dans le as ou le proessus d'aquisition doit e^tre
souvent repete, on opte toutefois pluto^t pour des tehniques plus automatiques ; elles
permettent de traiter ave un minimum d'intervention humaine tout nouveau orpus
mais, en ontrepartie, peuvent produire des resultats de moins bonne qualite. Enn,
une derniere propriete attendue des tehniques d'aquisition est leur interpretabilite. En
eet, ertaines approhes donnent de bons resultats, mais leur aspet < bo^te noire > a
plusieurs desavantages. D'une part, elles ne permettent pas d'interpreter les resultats ; il
est des lors impossible de omprendre le proessus ayant amene tel element a e^tre aquis
ou non. D'autre part, elles n'orent pas de denitions operationnelles des informations
semantiques qu'elles aquierent. Celles-i sont pourtant interessantes dans les as ou
les elements reherhes ne sont denis que de maniere theorique ou par l'intermediaire
d'exemples.
Dans e memoire, nous presentons la methode d'aquisition sur orpus d'informa-
tions semantiques (unites ou relations semantiques) que nous avons developpe, qui tente
de satisfaire es dierentes exigenes. Cet outil logiiel, asares
2
, doit don repondre
au triple objetif suivant :
1. assurer une bonne qualite des resultats d'extration en aquerant de maniere
omplete et preise l'ensemble des informations semantiques voulues presentes
dans un orpus ;
2. produire des resultats linguistiquement interpretables ;
3. e^tre le plus generique et automatique possible et don le plus failement portable
d'un orpus a un autre.
Nous avons hoisi, dans le adre des travaux presentes ii, d'appliquer et outil a
l'aquisition en orpus d'un type partiulier de relations entre des noms et des verbes
semantiquement lies (omme le nom outeau et le verbe ouper). Ces relations, appe-
lees relations qualia, sont denies dans le modele du Lexique generatif (Pustejovsky,
1995), mais de maniere purement theorique. Leur aquisition reve^t deux intere^ts prin-
ipaux. D'une part, la propriete d'interpretabilite d'asares doit permettre de mieux
2
Cet aronyme signie Aquisition Symbolique Automatique de REssoures Semantiques.
Introdution 15
omprendre le fontionnement de es relations et de denir leurs modes de realisations
en ontexte. D'autre part, es relations semantiques aquises automatiquement orent
la possibilite de verier l'intere^t de leur exploitation dans des appliations de reherhe
d'information.
Pour verier e seond point, nous examinons la portee de l'apport des relations
qualia a l'extension de reque^tes dans un systeme de reherhe doumentaire. Dans e
domaine, dont le prinipe est de trouver un ou plusieurs douments a partir d'une
reque^te, il para^t essentiel de pouvoir manipuler aisement le sens des mots ontenus a
la fois dans les douments et dans la reque^te.

A e titre, les unites repertoriees dans un
lexique semantique peuvent permettre d'aeder aux informations renfermees par les
douments ; les relations entre es unites, telles que les relations qualia, servent quant
a elles a naviguer entre es dierentes informations en autorisant la prise en ompte de
formulations dierentes d'un me^me me^me onept.
L'approhe suivie pour le developpement de notre methode d'aquisition et son
evaluation dans un adre appliatif preis se situe au arrefour de plusieurs grands
domaines de reherhe. Nos travaux s'insrivent bien su^r dans le adre du traitement
automatique des langues (TAL) et sont a mettre en parallele ave les etudes existant
en aquisition d'informations lexiales semantiques sur orpus. Ils s'en distinguent e-
pendant par la tehnique que nous avons adoptee. Le omposant prinipal d'asares
est en eet une methode d'apprentissage artiiel symbolique : la programmation lo-
gique indutive. Celle-i nous permet de deouvrir (d'inferer) les patrons generiques
denissant en ontexte les informations lexiales semantiques visees. Ces patrons sont
ensuite utilises pour deouvrir et extraire es informations lexiales au sein du orpus.
Ils nous permettent de repondre a notre exigene d'interpretabilite, rarement satisfaite
par les outils existants, en orant une denition operationnelle du onept regissant
les elements semantiques reherhes. L'utilisation de ette tehnique plae don ega-
lement nos travaux dans le adre de l'apprentissage artiiel et plus generalement de
l'intelligene artiielle. Notre approhe repond egalement a une logique propre a la
linguistique de orpus dans laquelle les onnaissanes linguistiques sont exlusivement
derivees d'exemples reels tires de orpus. En eet, la programmation logique indutive
est une methode supervisee : les patrons sont don inferes a partir d'exemples, 'est-a-
dire a partir de quelques ourrenes des informations desirees dans le orpus. Enn, le
dernier domaine de reherhe que nous abordons est la reherhe d'information (RI),
et plus speiquement la reherhe doumentaire, que nous abordons a travers l'utili-
sation des onnaissanes lexiales semantiques aquises sur orpus pour l'extension de
reque^tes.
L'originalite de nos travaux reside en plusieurs points onernant aussi bien l'ap-
prohe adoptee dans asares que notre adre appliatif d'aquisition de relations qualia
et l'exploitation de es relations en RI. Tout d'abord, l'utilisation de tehniques d'ap-
prentissage symbolique, telles que la programmation logique indutive employee au sein
d'asares, en TAL et plus speiquement pour l'aquisition d'informations sur or-
pus, est rare. Les approhes statistiques sont en eet tres largement dominantes. Nous
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montrons ependant que l'utilisation de es tehniques d'apprentissage symbolique et
plus speiquement de la programmation logique indutive est parfaitement adaptee
a de telles ta^hes d'aquisition. Nous mettons egalement en evidene les possibilites
de ombinaison des tehniques numeriques et symboliques permettant d'en onjuguer
les avantages distints. En partiulier, nos travaux prouvent que l'automatiite des ap-
prohes numeriques et l'interpretabilite des symboliques peuvent e^tre assoiees au sein
d'un me^me outil d'aquisition.
La grande expressivite de la programmation logique indutive a pour ontrepartie
un ou^t alulatoire important. Nos travaux nous ont don amene a adapter les ara-
teristiques de ette tehnique d'apprentissage a nos besoins speiques de maniere a
diminuer ette omplexite. Notre ontribution sur e point, aussi bien theorique que
pratique, permet ainsi a asares un temps d'aquisition plus faible, mais garantit aussi
l'interpretabilite des resultats d'un point de vue linguistique.
Nous attestons par ailleurs que l'approhe symbolique onsistant a inferer des pa-
trons d'extration a partir d'exemples peut donner de tres bons resultats, me^me lorsque
les informations exploitees sont de bas niveau. Nous montrons par exemple que des
patrons n'exploitant que des informations sur les ategories des mots (nom, verbe, pre-
position, et.) donnent des resultats d'extration a la fois preis et omplets. Cette
approhe < knowledge-poor > permet de rendre notre tehnique d'aquisition aisement
portable d'un orpus a un autre puisque peu de pre-traitements sur les donnees sont
requis. De par sa portabilite, elle se veut don generique et peut ainsi repondre a la
diversite des besoins en aquisition d'informations semantiques a partir de orpus.
Notre adre appliatif, 'est-a-dire l'aquisition de relations semantiques entre noms
et verbes, est egalement original puisqu'il a fait l'objet de peu de travaux omparative-
ment aux relations nom-nom. Plus enore, les relations de type qualia n'ont quasiment
pas ete etudiees dans une perspetive d'aquisition. Cela est ertainement du^ a la rela-
tive jeunesse de e modele lexial, mais egalement au fait que, omme nous l'avons deja
dit, es relations ne sont denies que d'une maniere theorique e qui rend diÆile la
mise en uvre de leur extration.

A e titre, l'interpretabilite de notre tehnique ore
au linguiste de nombreux indies onernant les phenomenes linguistiques qui entrent
en jeu dans la realisation eetive des relations qualia dans un texte.
L'appliation de es relations nom-verbe a la reherhe doumentaire est egalement
un theme de reherhe peu aborde. Bien que plusieurs auteurs aient mentionne l'intere^t
des liens nom-verbe en RI, les experienes utilisant des ressoures semantiques se sont
prinipalement foalisees sur des extensions de reque^tes (voire des representations des
douments) intra-ategorielles (reformuler un nom a l'aide d'un autre), mais peu sur
des extensions inter-ategorielles omme elles que nous proposons. Nous examinons
don dans e memoire dans quelle mesure le lien nom-verbe qualia est pertinent pour
et usage.
Le triple objetif expliite i-dessus | a savoir developper un outil d'extration
a la fois portable, produisant des resultats de bonne qualite, et dont les resultats et
le proessus soient linguistiquement interpretables | onstitue le l onduteur de e
memoire. Dans le premier hapitre, nous presentons la problematique de l'aquisition
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d'informations lexiales semantiques sur orpus et nous examinons les dierentes ap-
prohes employees dans les tehniques d'aquisition existantes. En s'appuyant sur les
onlusions qui ressortent de e panorama, le hapitre 2 motive les objetifs xes et les
hoix adoptes dans notre outil asares ; les adres tehniques et appliatifs de nos tra-
vaux y sont egalement derits a travers les presentations generales de la programmation
logique indutive et du Lexique generatif denissant les relations qualia. Le hapitre 3
est quant a lui dedie a la presentation detaillee de l'utilisation que nous faisons de
la programmation logique indutive au sein d'asares. Nous nous attahons notam-
ment a derire les ontraintes imposees pour permettre l'inferene eÆae de patrons
linguistiquement interpretables. Nous presentons egalement les resultats obtenus pour
l'aquisition de relations qualia. Nous examinons ensuite dans le hapitre 4 plusieurs
adaptations possibles de notre outil, notamment en ombinant tehniques d'extra-
tion numeriques et symboliques, pour ameliorer son automatiite et sa portabilite en
maintenant la qualite des resultats d'aquisition. Le dernier hapitre de e memoire
est onsare a l'exploitation des ressoures semantiques aquises automatiquement par
asares dans une appliation de reherhe d'information. Nous montrons que l'utili-
sation de telles ressoures pour etendre des reque^tes permet d'ameliorer sensiblement
la pertinene des douments retournes a un utilisateur interrogeant le systeme. Nous
terminons en mettant en exergue les prinipales ontributions de nos travaux et en
proposant quelques pistes de reherhe ouvertes a l'issue de es derniers.
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Chapitre 1
Aquisition d'informations
lexiales semantiques :
problematique et etat de l'art
Comme nous l'avons mentionne en introdution, donner les moyens a un utilisateur
d'aeder au ontenu d'une vaste base de douments eletroniques, pour des besoins
aussi divers que la veille tehnologique, la reherhe doumentaire mono ou interlingue,
et., neessite d'avoir une onnaissane ne des informations ontenues dans les do-
uments, et plus partiulierement des informations semantiques. Il est don neessaire
de developper des ressoures lexiales semantiques suÆsamment rihes pour repondre
aux speiites des appliations visees. Cependant, es ressoures etant a priori propres
au domaine etudie, il onvient plus partiulierement de mettre au point des methodes
permettant de failiter ou me^me d'automatiser leur onstrution.
Selon les besoins de l'appliation et du domaine etudies, deux types d'informa-
tions lexiales semantiques sont reherhes : les unites lexiales semantiques, et pour
les struturer, les relations semantiques entre es unites. Les travaux herhant a ex-
traire les unites relevent prinipalement de l'aquisition de terminologie, les termes
etant les elements privilegies pour porter le sens d'un texte dans un domaine speialise.
Ceux visant a aquerir les relations semantiques s'interessent essentiellement a des liens
< lassiques > tels que la synonymie ou l'hyperonymie.
Ce hapitre est dedie a un tour d'horizon des travaux existants dans le domaine
de l'aquisition d'informations semantiques lexiales sur orpus. Nous presentons dans
un premier temps la problematique et les enjeux ouverts par e theme de reherhe.
Nous nous interessons ensuite plus speiquement a l'aquisition de termes puis a elle
de relations lexiales semantiques ; nous nous attahons, a travers un panorama des
travaux existants dans haun de es domaines, a faire ressortir les grandes familles
de tehniques utilisees. En partiulier, l'opposition des methodes exploitant l'aspet
numerique des donnees ou leur aspet struturel est mise en avant, et les avantages et
inonvenients de haune sont detailles.
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1.1 Problematique et enjeux
Les ressoures semantiques lexiales sont neessaires a de nombreuses appliations
du TAL, que e soit pour la prodution, la diusion, la gestion, la reherhe, l'exploi-
tation ou la tradution de douments (Bourigault & Jaquemin, 2000). Cependant,
les informations semantiques utilisees pour haune de es ta^hes sont speiques et
rarement mutualisables.

A ette speiite relevant de l'utilisation devant e^tre faite
des ressoures semantiques s'ajoute une speiite du domaine traite. En eet, haque
domaine de speialite se traduit par l'emploi d'un voabulaire propre et plus genera-
lement d'un langage partiulier, appele sous-langage ou langage speialise (Pearson,
1998 ; Lerat, 1995).
Nous presentons dans un premier temps les enjeux que reouvrent l'utilisation de
ressoures semantiques lexiales. Nous identions en partiulier quelques appliations et
domaines de reherhe dans lesquels de telles bases de onnaissanes semantiques sont
deja exploitees. Nous examinons ensuite deux approhes opposees visant a satisfaire
es besoins d'informations semantiques ; il s'agit de l'utilisation de bases generalistes
preexistantes ou de elle de tehniques d'aquisition. Les premieres tentent de repondre
aux besoins speiques par leur tres large ouverture, alors que les seondes visent a
n'aquerir que les informations propres a la ta^he et au domaine ibles.
1.1.1 Enjeux appliatifs
Bien qu'il soit vain de vouloir lister l'ensemble des appliations qui beneieraient
de onnaissanes lexiales semantiques, nous en proposons neanmoins quelques grandes
familles pour lesquelles e besoin d'apport de semantique a ete onstate et reonnu.
Parmi elles-i nous presentons plus partiulierement la reherhe d'information qui
sert de adre appliatif a nos travaux.
La reherhe d'information peut e^tre vue omme la ta^he onsistant a fournir une
ou plusieurs reponses a une ou plusieurs reque^tes d'un utilisateur a partir d'une base
doumentaire. Ce adre tres general omprend de nombreux domaines de reherhe tres
atifs. Par exemple, dans le as de la reherhe doumentaire, la reponse fournie par le
systeme sera un ensemble de douments, omme des pages Web ; dans le as de systemes
QA
1
(aronyme anglais de question answering), la reponse a une question preise de
l'utilisateur est un extrait de doument, ou une phrase generee a partir d'informations
extraites des douments.
Typiquement, un systeme de reherhe de douments fontionne de la maniere sui-
vante.

A haque doument onstituant la base sont attahes des termes d'indexation
1
Certains ne onsiderent pas les systemes QA omme entrant dans la denition des systemes de
reherhe d'information. Ainsi, C. van Rijsbergen (van Rijsbergen, 1979) reprend a son ompte la
denition de Lanaster (1968) : < Information retrieval is the term onventially, though somewhat
inaurately, applied to the type of ativity disussed in this volume. An information retrieval system
does not inform (i.e. hange the knowledge of) the user on the subjet of his inquiry. It merely informs
on the existene (or non-existene) and whereabouts of douments relating to his request. >
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(indexing terms) representant au mieux son ontenu. On assigne souvent a es termes
un poids indiquant leur adequation ave le ontenu du doument. Les reque^tes des
utilisateurs subissent un traitement analogue ; des termes de reque^tes (query terms)
eventuellement ponderes en sont don extraits. Une proedure de mise en orrespon-
dane permet de retrouver les douments dont les termes d'indexation sont les plus
prohes des termes de reque^te.
Dans e adre, l'utilisation de ressoures semantiques permet, a travers les unites
qu'elles ontiennent, de hoisir des termes d'indexation pertinents. Ces termes sont en
eet souvent extraits a partir des douments (voir setion 1.2.1) ; il est don impor-
tant d'avoir une onnaissane pointue de la semantique vehiulee par es mots. Les
relations semantiques entre les unites lexiales donnent quant a elles aes a dierentes
formulations d'une me^me idee (utilisation de synonymes par exemple). Certains sys-
temes d'indexation automatique exploitent ainsi des thesaurus ou des reseaux lexiaux
speialises, ou bien enore des outils omme fastr (Jaquemin, 2001) qui permettent
d'identier les dierentes variantes d'un me^me terme.
Outre la reherhe d'information, de nombreuses autres appliations peuvent bene-
ier, soit diretement, soit omme premiere etape de traitements plus omplexes, de
l'apport de ressoures terminologiques ou plus generalement semantiques lexiales (Bou-
rigault & Jaquemin, 2000). Par exemple, les systemes d'aide a la redation peuvent
utiliser des terminologies de referene ; de me^me les systemes de gestion de donnees
tehniques exploitent ave intere^t des referentiels terminologiques. Dans les entreprises,
les onnaissanes terminologiques sont utilisees lors de la onstrution d'ontologies pour
les memoires d'entreprises et au sein de systemes d'aide a la deision. Elles servent egale-
ment pour la onstitution de glossaires de referene et de listes de termes pour les outils
de ommuniation inter-entreprise ou lient-entreprise. Les bases de onnaissanes ter-
minologiques, et les unites ou relations semantiques qu'elles ontiennent, peuvent e^tre
egalement exploitees dans des systemes de resume automatique. On peut egalement
iter le ltrage d'information (Turenne, 2000), la lassiation de textes (Sebastiani,
2002), la veriation de texte (Faure, 2000), la tradution automatique (voir la desrip-
tion de termight i-dessous) ou enore la veille tehnologique (Polano et al., 1998).
1.1.2 Bases generalistes versus aquisition automatique
Pour repondre a e besoin de ressoures lexiales, deux approhes ont vu le jour
simultanement et ontinuent a s'opposer aujourd'hui. Il s'agit, omme nous l'avons
deja preise, soit d'utiliser des bases generalistes soit d'aquerir des elements de lexiques
semantiques speialises pour ensuite les exploiter.
Nous presentons i-dessous les motivations qui nous ont amene a opter pour le
deuxieme hoix, en detaillant ertaines limites inherentes au modele me^me des bases
generalistes. Nous rappelons ensuite l'origine des travaux dans le domaine de l'aquisi-
tion automatique d'informations semantiques lexiales.
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1.1.2.1 Limites des bases generalistes
Le domaine de la onstrution de lexiques semantiques en TAL a onnu un ertain
essor depuis les annees 1990, ave l'apparition de grandes bases de onnaissanes ayant
pour but de repondre a une demande roissante en ressoures semantiques lexiales
elaborees. Pour tenter de ouvrir le maximum de domaines, es bases generalistes sont
toutefois amenees a grossir sans esse. La base WordNet (Miller et al., 1989) a par
exemple atteint une taille tres importante, ave plus de 150 000 mots (dont 115 000
noms) regroupes en 115 000 synsets. Cette ourse a la ompletude est ependant perdue
d'avane : la ouverture de e type de base reste trop restreinte par rapport a l'ensemble
des domaines dans lesquels s'expriment des besoins en ressoures semantiques. D'une
part, se voulant independantes de tout domaine, elles sont en fait peu adaptees pour
traiter les domaines speialises. Ces derniers manipulent en eet un voabulaire par-
tiulier, pre^tant des sens speiques a ertains mots de la langue < generale > ; dans
le me^me ordre d'idee, un mot non polysemique dans un ertain domaine peut par
exemple e^tre note omme polysemique dans de telles bases. D'autre part, la struture
me^me de es bases peut ne pas repondre de maniere adequate a des besoins parti-
uliers, propres a une appliation visee. Comme nous le rappelons en setion 2.1.1.2,
on reprohe par exemple a WordNet de ne pas indiquer systematiquement les rela-
tions entre des termes d'un me^me domaine, entre des termes morphologiquement lies...
De telles attentes speiques ne peuvent don trouver de reponse autre que le deve-
loppement de ressoures propres aux domaines et aux besoins. Ces onsiderations se
retrouvent dans les resultats experimentaux des systemes exploitant de telles bases de
onnaissanes generalistes
2
et de nombreux auteurs en soulignent les limites (voir par
exemple (de Loupy & El-Beze, 2002)).
1.1.2.2 Origines de l'aquisition automatique
Les problemes inherents aux bases generalistes, speialement dans les domaines spe-
ialises, ont naturellement onduit a envisager d'autres alternatives pour repondre aux
besoins en ressoures semantiques. Le developpement de telles ressoures par des ex-
perts n'etant pas envisageables pour de grandes masses de donnees et des demandes
multiples, il a don ete examine la possibilite de onstruire des outils d'aide a l'aqui-
sition, voire d'aquisition automatique.
Des neessites industrielles sont en grande partie a l'origine de l'aquisition de res-
soures semantiques (Bourigault & Jaquemin, 2000). De nombreux outils d'extration
(entre autres ana, aabit, lexter, termight, et.) ont ainsi ete developpes dans e
ontexte pour repondre a des attentes preises telles que la tradution automatique,
la gestion des onnaissanes, l'indexation automatique. Du fait de ette naissane en
milieu industriel, es besoins d'aquisition se sont exprimes pour des langages speiali-
ses et non pas pour la langue < generale >. Cela a onduit les travaux de semantique
lexiale a se porter sur l'etude du domaine onnexe de la terminologie.
2
WordNet a en partiulier ete utilisee dans un grand nombre d'appliations du TAL (desambi-
gu

sation de sens, annotation semantique de texte, extration d'information et bien su^r en reherhe
doumentaire, voir (Fellbaum, 1998)).
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Cependant, d'autres domaines de reherhe ont egalement ontribue aux develop-
pements de tels outils pour satisfaire leurs propres besoins. C'est notamment le as
de la reherhe d'information dans laquelle la reherhe d'une representation adaptee
des douments a onduit ertains herheurs a s'interesser a la semantique lexiale et
plus partiulierement a la terminologie. Le domaine de l'ingenierie de onnaissanes a
egalement ontribue, a travers la onstrution d'ontologies, au developpement de l'a-
quisition de terminologie, le terme etant generalement onsidere omme porteur d'un
onept et don de la onnaissane.
L'aquisition d'informations lexiales semantiques sur orpus peut se deouper arti-
iellement en deux types de travaux. Les premiers, que nous presentons dans la setion
suivante porte sur l'extration des unites semantiques, les seonds, que nous verrons en
setion 1.3, se onentrent sur les relations entre es unites.
1.2 Unites des lexiques semantiques
Beauoup de travaux en aquisition d'unites semantiques relevent de l'extration
de terminologie. Outre les raisons historiques evoquees i-dessus, ela s'explique par le
fait que es travaux se sont souvent foalises sur des domaines speialises, et don des
langages de speialite. Or, dans e ontexte, les unites semantiques porteuses de sens
sont prinipalement des termes.
Cependant, les tehniques utilisees dans e domaine ne preisent pas toujours le sta-
tut linguistique exat des unites aquises, leur utilisation a l'aquisition de termes etant
prinipalement le fait de leur appliation aux textes speialises. On peut don utiliser
es me^mes tehniques pour aquerir d'autres unites linguistiques ; nous les presentons
don omme des methodes generiques d'aquisition d'unites de lexiques semantiques.
Apres une breve presentation de e que reouvre, traditionnellement et de nos jours,
la notion de terme, nous passons en revue quelques-uns des nombreux travaux eetues
dans le domaine. Pour e faire, nous les regroupons en trois grandes familles suivant les
dierents aspets du texte que es tehniques exploitent : frequentiel, struturel ou les
deux ensemble.
1.2.1 Qu'est-e qu'un terme
Pour repondre a la question de e qu'est un terme, la terminologie traditionnelle se
heurte de nos jours a la linguistique de orpus. Les fondements theoriques lassiques se
revelant peu adaptes a ette pratique se trouvent revus. Dans la setion suivante, nous
montrons en eet que la denition lassique du terme a ete reemment ritiquee et des
denitions plus pragmatiques proposees. Nous nous interessons ensuite aux dierents
modes de reation des termes et terminons en rappelant quelques variantes de forme
reonnues de es unites semantiques.
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1.2.1.1 Denitions
La terminologie en tant que disipline est denie par l'ISO (Organisation internatio-
nal de normalisation) omme l'< etude sientique des notions et des termes en usage
dans les langues de speialites > (ISO 1087, 1990). Ainsi au sein de es langages de
speialites, le terme est generalement deni omme un objet linguistique a part entiere
(Lerat, 1995) utilise prinipalement dans la litterature tehnique et sientique, visant
a faire referene a des onepts de faon onsensuelle.
Plus preisement, selon E. W

uster, fondateur de la theorie generale de la terminolo-
gie, le terme designe un onept sientique, lui-me^me lie a d'autres onepts dans une
organisation prinipalement taxinomique. Il est ainsi postule que le terme est univoque
et mono-referentiel (il y a don une orrespondane un a un entre termes et onepts)
et universellement aepte omme tel parmi les utilisateurs de la langue de speialite.
La terminologie est don la representation parfaite du systeme oneptuel sous-jaent
au domaine de onnaissane.
L'approhe w

usterienne, ave sa notion de label unique, est largement ompatible
ave le modele aristoteliien represente par le triangle semiotique signe/onept/objet
(Lerat, 1995 ; Rastier, 1995). D'autres linguistes, omme Rondeau, onsidere le terme
omme un signe linguistique au sens saussurien (de Saussure, 1916), ave un signiant
(appele enore denomination) et un signie (ou notion). Contrairement a la denition
de W

uster, un terme designe don en me^me temps la denomination et la notion. Quel
que soit le point de vue adopte, la fontion de denomination du terme semble impliquer
naturellement l'utilisation de noms ou de syntagmes nominaux omme base du terme
(voir (Rastier, 1995) pour une disussion sur e point).
Cependant, en marge de ette denition traditionnelle, ertains phenomenes inat-
tendus, omme la variabilite de la terminologie me^me au sein d'un domaine, ont ete
onstates lors de travaux sur de grandes masses de donnees et ontredisent la neessaire
xite posee par la theorie. Il est notamment fait le onstat qu'il n'y a pas une termi-
nologie, qui representerait le savoir sur le domaine, mais autant de terminologies que
d'appliations dans lesquelles es terminologies sont utilisees (Bourigault & Slodzian,
1999). De plus, es appliations operant le plus souvent sur des douments textuels (a
des ns de tradution, d'indexation, et.), et les onnaissanes d'un domaine s'expri-
mant generalement sous forme de douments erits, la onstitution de terminologies
semble se denir desormais omme une ta^he d'analyse de orpus textuels. Ces onsi-
derations ontredisent don la notion referentielle et unique du terme en l'insrivant
dans un adre beauoup plus pragmatique qu'est elui de l'utilite pour une appliation
donnee. Par voie de onsequene, le nom, privilegie dans le adre lassique pour porter
le terme, n'est plus forement le seul element de texte a prendre en ompte dans ette
nouvelle terminologie qualiee de textuelle.
Unites des lexiques semantiques 25
1.2.1.2 Dierentes formes de termes
Distintion terme simple et terme omplexe
On fait generalement la distintion entre termes simples et termes omplexes. Les
premiers sont omposes d'un unique mot plein, omme un nom par exemple. Ils sont
de e fait plus suseptible d'e^tre ambigus, mais en revanhe ont un omportement
syntaxique plus simple a modeliser, permettant de les aquerir et de les interpreter plus
failement. Les termes omplexes sont quant a eux onstitues d'au moins deux unites
lexiales pleines. Ils ont des arateristiques opposees a elles des termes simples : ils
sont peu ambigus mais requierent une analyse syntaxique plus ne pour e^tre modelises.
Ils sont egalement plus diÆiles a reperer, leurs dierents onstituants pouvant e^tre
separes au sein de la phrase, et plus diÆiles a interpreter. Les termes omplexes,
rendant mieux ompte de la tehniite d'un texte, sont plus ouramment renontres
dans un orpus speialise (Bourigault, 1992).
Variations de termes
La variation terminologique est un phenomene onnu et tres present dans les textes
et pluto^t le fait des termes omplexes. Les variantes d'un terme doivent bien su^r en par-
tager la semantique et don renvoyer au me^me referent pour e^tre valide. B. Daille (2002)
propose une typologie des variations diretement derivee de ses travaux en aquisition
de termes :
1. la variation graphique onernant prinipalement les hangements de graphie
(asse, absene ou presene d'un trait d'union...) ;
2. la variation exionnelle (mise au pluriel d'un ou de plusieurs onstituants d'un
terme omplexe) ;
3. la variation syntaxique faible, aetant les mots grammatiaux (omme xation
d'azote pour xation de l'azote) ;
4. la variation syntaxique forte, modiant la struture interne du terme (telle que
lait ru de brebis pour lait de brebis) ;
5. la variation morphosyntaxique, modiant la struture du terme et les mots qui le
ompose (omme aidite du sang et aidite sanguine) ;
6. la variation paradigmatique, ehangeant un mot par un synonyme sans modia-
tion de la struture morphosyntaxique (epuisement du ombustible pour appauvrisse-
ment du ombustible) ;
7. la variation anaphorique, faisant referene a une mention prealable dans le texte
(proede alimentaire pour proede de onservation alimentaire).
La prise en ompte de la variation de termes, et plus generalement d'unites lexiales
semantiques, est un enjeu important de l'aquisition automatique. Il est en eet essentiel
de pouvoir distinguer les variantes d'un me^me element pour pouvoir, le as eheant, les
regrouper omme une seule unite.
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1.2.2 Aquisition de termes
La plupart des denitions du terme donnees i-dessus, me^me pragmatiques, sont
non operatoires. Elles ne permettent don pas de deriver une tehnique d'aquisition
qui serait universelle. Cela explique sans doute la diversite des travaux eetues et des
approhes utilisees, ainsi que des ommunautes sientiques s'interessant a ette ta^he
d'aquisition (reherhe d'information, ingenierie des onnaissanes...).
Nous tentons dans e qui suit de denir un adre uniateur a es dierentes ap-
prohes. Nous examinons en partiulier les presupposes ommuns a toutes es teh-
niques et denissons quelques notations utilisees par la suite. Nous presentons ensuite ,
sous un adre formel ommun, les grandes familles d'outils existants, en diereniant les
approhes numeriques, struturelles et elles manipulant es deux types d'information.
La ta^he d'aquisition d'unites semantiques lexiales (par exemple les termes d'un
domaine) peut se representer formellement par une fontion f telle que f : D ! T
D
ou D est le domaine etudie et T
D
l'ensemble des unites semantiques lexiales de D.
Cette fontion f peut representer le travail d'un expert du domaine, un proessus
automatique, ou bien enore un proessus semi-automatique allie a un expert humain.
Dans es deux derniers as, la fontion f est en realite utilisee sur un orpus C
D
representatif du domaine. Me^me dans le as ou f represente une expertise humaine,
elle-i ne se faisant generalement pas ex nihilo, l'expert s'appuie sur un orpus. Il a
en eet ete onstate que l'hypothese selon laquelle l'expert d'un domaine est le seul
depositaire d'un systeme oneptuel qu'il suÆt de mettre au jour est non produtive
(Bourigault & Slodzian, 1999). Par ailleurs, la variabilite de terminologie au sein d'un
me^me domaine evoquee i-dessus semble ontredire l'existene me^me d'une terminologie
d'un domaine qui ne soit pas diretement reliee a un orpus de e domaine. Le probleme
de l'aquisition se rerit don en f : C
D
! T
C
D
et, si la representativite du domaine par
le orpus est averee, on espere avoir T
C
D
= T
D
.
Enn, la fontion f parfaite est en realite impossible a atteindre, et e me^me dans
le as ou l'on fait appel a un expert humain. On approxime don en pratique ette
fontion d'aquisition par
^
f . Finalement, la problematique de l'aquisition est don :
^
f : C
D
!
^
T
C
D
ave, on l'espere enore,
^
T
C
D
' T
C
D
' T
D
.
Cette pseudo-egalite montre les deux soures de problemes auxquels on se heurte
lorsque l'on souhaite onstruire une base d'informations semantiques d'un domaine. Il
faut dans premier temps onstituer un orpus representatif du domaine, 'est-a-dire
ouvrant exhaustivement le domaine ible et seulement e domaine. Selon la methode
employee pour onstruire
^
f , le orpus C
D
peut neessiter des arateristiques supple-
mentaires omme par exemple la redondane (la me^me information est presente plu-
sieurs fois dans le orpus sous des formes prohes ; voir la setion 1.2.2.1). Dans un
deuxieme temps, pour aquerir les informations voulues sur e orpus, il faut trouver
une methode able, 'est-a-dire extrayant toutes les informations iblees mais seulement
elles-i. Nous examinons i-dessous plusieurs des diverses approhes utilisees pour la
onstrution de
^
f . La phase nale de la ta^he d'aquisition est neanmoins ommune a
toutes es approhes : il s'agit de l'examen des propositions de
^
f , appeles andidats-
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termes, par un expert qui les valide ou non en tant que termes.
On peut imaginer plusieurs faons de lasser les dierentes tehniques d'aquisition
d'informations, auune d'elles n'orant un deoupage parfait. Nous hoisissons pour
notre part de onsiderer la nature des informations exploitees par les tehniques pour
les regrouper. Ainsi, nous examinons dans un premier temps les approhes que l'on
peut appelees numeriques dans le sens ou elles exploitent la nature frequentielle des
objets a aquerir et utilisent le plus souvent pour e faire des tehniques statistiques.
Nous proposons ensuite un tour d'horizon des approhes utilisant au ontraire des
informations struturelles ou symboliques pour aquerir les objets ibles. Enn nous
presentons les tehniques ombinant expliitement es deux approhes.
Bien entendu, e deoupage du panorama des approhes de l'aquisition, entiere-
ment artiiel, ne saurait rendre ompte de maniere parfaite du aratere ontinu et
omplexe de e spetre, ertaines methodes melangeant de maniere indissoiable die-
rentes methodes et natures d'informations. Par ailleurs, ette setion n'a pas voation
a presenter une liste exhaustive de tous les outils developpes dans e domaine, mais
tente d'illustrer par des representants pionniers ou elebres les dierentes tehniques
onsiderees.
1.2.2.1 Approhe numerique
Les approhes numeriques d'aquisition de termes sur orpus ont ete largement uti-
lisees depuis de nombreuses annees et elles ontinuent de onna^tre un grand sues.
Elles sont aidees en ela par leur grande robustesse et par le fait que les douments
informatises sont de plus en plus failement disponibles, rendant en ela la onstitution
de orpus volumineux | point de depart obligatoire de es tehniques purement quan-
titatives | plus aisee. Dans es approhes,
^
f est en eet onstruite en exploitant la
redondane de l'information terminologique. L'aspet frequentiel utilise est don d'au-
tant plus able et performant que le orpus est volumineux. Nous presentons i-dessous
deux familles de tehniques tres prohes tirant parti de et aspet frequentiel : l'ap-
prohe par oourrenes et l'approhe par segments repetes.
Approhe par oourrenes
De nombreux travaux herhent a assoier les mots apparaissant ensemble dans un
texte de maniere statistiquement signiative. Les assoiations binaires ont notamment
fait l'objet de travaux dans des buts lexiographiques (Churh & Hanks, 1989 ; Churh
& Hanks, 1990 ; Churh et al., 1991). Les tehniques utilisees reposent pour la plupart
sur l'evaluation de la probabilite que les deux mots etudies apparaissent ensemble dans
une ertaine fene^tre de texte plus souvent que le hasard ne l'aurait permis. Les enti-
tes trouvees par e type de methode sont d'ailleurs souvent denommees olloations
3
3
Il existe de nombreuses denitions de olloation, parfois ontraditoires ; nous proposons pour
notre part de garder elle volontairement vague de J. Sinlair (1991) : < olloation is the ourrene of
two or more words within a short spae of eah other in a text >.
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pour mettre en relief ette notion d'apparition onjointe des omposants dans le texte.
L'hypothese sur laquelle repose ette approhe est que le ontexte d'un mot apporte
des informations sur le sens du mot, e que J. R. Firth, ite par K. Churh & P. Hanks
(1989), exprime par : < You shall know a word by the ompany it keeps >.
Le prinipe operatoire de es tehniques est relativement simple :
1. il faut aluler pour haque ouple de mots un indie statistique | un sore |
mesurant la fore du lien unissant es deux mots ;
2. les ouples nalement retenus sont eux dont le sore depasse un seuil xe.
Si la methode est simple, les indies statistiques peuvent en revanhe e^tre extre^mement
sophistiques et varies. Parmi eux utilises dans e adre, un des plus elebres est ertai-
nement elui de l'information mutuelle, adapte au besoin de l'aquisition de olloations
par K. Churh & P. Hanks (1989).
En reprenant les notations denies i-dessus, es tehniques peuvent don se forma-
liser sous la forme :
^
f(C
D
) =
^
T
C
D
= fhxyi 2 C
D
jAS(P (x); P (y); P (x; y):::) > seuilg, ou
AS est un indie statistique mesurant l'assoiation entre les onstituants du andidat-
terme binaire hxyi et les P (x), P (y), P (x; y) sont les probabilites d'apparition de x, de
y et de x et y ensemble
4
dans une ertaine fene^tre sur C
D
. Ces probabilites d'appari-
tion etant a priori inonnues, elles sont generalement estimees a partir des frequenes
relatives et onjointes des mots sur C
D
ou un extrait de C
D
. Nous presentons dans la
setion 4.2.1.1 quelques indies usuellement utilises pour l'extration de oourrenes.
Me^me si tous les andidats extraits sont eetivement de bons termes |
^
f a alors
une preision parfaite | on a neanmoins l'inlusion suivante :
^
T
C
D
 T
C
D
(et plus
ertainement
^
T
C
D
 T
C
D
) puisqu'auun des termes du domaine omposes d'un mot ou
de plus de deux mots ne peut e^tre repere par e type de tehnique. Par ailleurs, des
assoiations lexiales autres que les termes omposes sont trouves par ette approhe,
notamment les sequenes repetitives telles que les loutions adverbiales ou preposition-
nelles. Deux parametres sont partiulierement inuents dans es tehniques : le seuil
a partir duquel un ouple sera onsidere pertinent, et la taille de la fene^tre hoisie.
Le premier parametre est important puisqu'il determine la qualite des resultats : on
reprohe souvent a es tehniques de ne pas reussir a deteter les phenomenes rares (as-
soiations pertinentes mais dont le nombre d'ourrenes est trop faible pour depasser
le seuil du bruit). La taille de la fene^tre est egalement importante puisqu'il est en eet
montre (Brown et al., 1992) qu'une fene^tre petite (2 a 5 mots) favorise la detetion de
omposes alors qu'une fene^tre plus grande (superieure a 5 mots) permet d'observer des
assoiations d'ordre paradigmatique ou semantique entre les deux onstituants. Ce der-
nier resultat explique que e genre de methodes soit egalement utilise pour l'aquisition
de relations semantiques sur orpus.
4
Suivant les as, P (x; y) representera la probabilite d'apparition des deux mots ensemble quel que
soit leur ordre, ou bien la probabilite d'apparition de x suivi de y au sein d'une fene^tre de texte (Churh
& Hanks, 1990).
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Approhe par segments repetes
Les tehniques preedentes ont le defaut de n'extraire que des andidats-termes
binaires. Pour ontourner e probleme, l'approhe dite des segments repetes (Lebart
& Salem, 1994), developpee en premier lieu dans un ontexte lexiometrique, peut
e^tre utilisee. Son fontionnement onsiste a identier dans le texte toute suite d'unites
textuelles (segments repetes) reproduite sans variations a plusieurs endroits d'un orpus.
Ainsi, ette approhe se formalise de la maniere suivante :
^
f(C
D
) =
^
T
C
D
=
fhx
1
x
2
:::x
n
i 2 C
D
j freq(hx
1
; :::; x
n
i) > seuilg ou hx
1
x
2
:::x
n
i est un segment repete
de n omposants, freq(L) est la fontion indiquant la frequene de la sequene L dans
le orpus C
D
, et seuil est une valeur numerique hoisie par l'utilisateur. La forte simili-
tude ave la formalisation des approhes par oourrenes souligne la parente evidente
de es deux familles ; on notera ependant que la notion de sequene, et don d'ordre
des mots, est expliitement formulee dans l'utilisation des segments repetes alors qu'elle
n'est pas forement prise en ompte pour les oourrenes.
Sans autre raÆnement, omme notamment des restritions sur les ategories de
mots pouvant appartenir a un segment, ette methode permet de reperer des objets
linguistiques tres heterogenes omme des moreaux de syntagmes nominaux plus ou
moins ges ou des fragments de texte reurrents mais peu interessants (par exemple,
le fragment est un) (Habert & Jaquemin, 1993). Les resultats sont don trop bruites
pour e^tre utilises diretement dans un adre de detetions de termes, mais peuvent
fournir un point de depart a d'autres tehniques (voir par exemple l'approhe utilisee
par mantex page 33).
1.2.2.2 Approhe symbolique
Nous l'avons vu, les denitions traditionnelles ou plus atuelles des termes sont non
operatoires et ne peuvent don diretement e^tre utilisees pour aquerir des andidats-
termes. Neanmoins, un ertain nombre de travaux s'appuient pour mener l'aquisition
sur des indies struturels. Ces indies portent soit sur les onstituants du terme, soit
sur leur ontexte, et peuvent e^tre de nature dierente : informations lexiales, morpho-
logiques, syntaxiques ou semantiques.
Les tehniques d'aquisition struturelles exploitent prinipalement deux soures
d'obtention de denitions des strutures porteuses des termes. La premiere, la plus
ommune, est l'expertise linguistique ; des denitions operationnelles des termes, ou
d'objets linguistiques prohes, sont etablies par des linguistes puis utilisees pour trouver
les andidats-termes repondant a es denitions. La seonde soure de strutures est
moins utilisee ; il s'agit de tehniques d'apprentissage artiiel, qui proposent, en se
basant souvent sur l'analyse d'exemples, des patrons d'extration manipulant divers
indies struturels.
Par expertise linguistique
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Termino (David & Plante, 1990 ; David & Plante, 1991) est un outil pionnier de
l'aquisition sur orpus de terminologie. Il est base sur les travaux de

E. Benveniste
sur les synapsies, strutures omposees binaires (ou reursivement binaires) onstituees
d'un determine (te^te) et d'un determinant (expansion) qui se denissent selon un en-
semble de traits (Benveniste, 1974) :
{ la nature syntaxique (non morphologique) de la liaison entre les membres om-
posant la synapsie ;
{ l'emploi de jonteurs a et eet, notamment de et a ;
{ l'ordre determine et determinant des membres ;
{ leur forme pleine, et le hoix libre de tout substantif ou adjetif ;
{ l'absene d'artile devant le determinant ;
{ la possibilite d'expansion pour l'un ou l'autre membre ;
{ le aratere unique et onstant du signie.
Ainsi, a la dierene de garde-malade, qui est un ompose, gardien d'asile est une
synapsie, ainsi que gardien d'asile de nuit (dont la deomposition synaptique en arbre
binaire est ambigu

e).
Termino aquiert dans un premier temps tous les syntagmes nominaux d'un texte
a l'aide d'une analyse syntaxique des phrases. Ces syntagmes sont ensuite examines
pour en extraire les synapsies ave une grammaire dediee operant sur les ategories
morphosyntaxiques des mots et sur les informations syntaxiques fournies (notamment
les dependanes entre determines et determinants). Enn, un deuxieme jeu d'heuris-
tiques est utilise pour supprimer, le as eheant, ertains omplements non pertinents
au sein de es synapsies.
Dans le prototype terms, J. Justeson et S. Katz (Justeson & Katz, 1995) utilisent
une tehnique symbolique prohe pour l'anglais. Ils proposent d'extraire les omposes a
partir d'une expression reguliere sur les etiquettes ategorielles des mots. Cette me^me
approhe de patrons ategoriels a egalement ete utilisee par I. Dagan et K. Churh pour
onstruire le module d'extration de andidats-termes de leur outil termight (Dagan
& Churh, 1997). L'expression araterisant les termes peut egalement parfois porter
sur d'autres types d'informations que les ategories. C'est le as par exemple dans les
travaux de U. Heid et al. (1996 ; 2000), qui proposent a l'utilisateur de speier lui-
me^me l'expression reherhee gra^e a leur systeme qp, ou de A. Voutilainen (1993).
L'outil d'aquisition mis au point par e dernier, NPtool, utilise une approhe a bases
de regles pour extraire des syntagmes nominaux. Ces regles s'appuient sur l'analyse
morphologique et la desription syntaxique des phrases obtenues gra^e a une tehnique
a base de grammaires a ontraintes (erites a la main). Les regles sont des expres-
sions regulieres portant sur es informations, les syntagmes obtenus sont les sequenes
maximales repondant a es regles.
Lexter (Bourigault, 1992 ; Bourigault, 1994) extrait lui aussi des andidats-termes
sur des orpus etiquetes morphosyntaxiquement (a haque mot est assigne sa ategorie :
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nom, verbe, adjetif, et.). Il utilise pour e faire une approhe duale des preedentes
puisque les termes sont denis en negatif, 'est-a-dire en speiant les ategories de
mots ne pouvant pas entrer dans la omposition d'un terme. On a don la enore une
approhe a base de regles dont la plupart sont xees sur des onsiderations linguistiques
mais aussi, pour quelques-unes, generees au besoin a partir du orpus. C'est une ap-
prohe similaire qui est employee dans syntex (Bourigault & Fabre, 2000) qui etend
la ouverture des dependanes prises en ompte par lexter aux syntagmes verbaux et
adjetivaux. Ces travaux sur lexter sont aussi a rapproher de eux de J. Royaute et
al. (1992) developpes dans une perspetive d'extration de desripteurs textuels pour
l'indexation de douments.
Ces dierentes approhes ont pour point ommun d'exploiter une sorte de langage,
pour arateriser e qu'est ou n'est pas un terme ; e langage (note L
G
) est la plupart
du temps deni par une ensemble de regles G. Elles peuvent don se formaliser par des
formules du type :
^
f(C
D
) =
^
T
C
D
= fhx
1
:::x
n
i 2 C
D
j info(hx
1
:::x
n
i) 2 L
G
g, ou info(S)
est la fontion donnant les informations exploitees dans G (par exemple, les ategories
des mots dans terms) d'une suite de mots S.
Par apprentissage
Dans ses travaux de these,

E. Naulleau (1997 ; 1999) propose une approhe ori-
ginale pour extraire automatiquement d'un texte des syntagmes nominaux pertinents
pour l'indexation de douments. Le prinipe de sa methode est de generaliser par une
tehnique d'apprentissage artiiel des ltres positifs (exemples de syntagmes interes-
sants) et negatifs (exemples de syntagmes non pertinents) fournis par l'utilisateur. Ces
ltres et leurs generalisations exploitent des informations lexiales, morphologiques,
ategorielles et semantiques ajoutees au texte, et, appliques au texte, doivent ainsi per-
mettre de proposer des syntagmes onformes aux ltres positifs et ne repondant pas au
ltres negatifs.
La tehnique de generalisation des ltres est assez rudimentaire et tres ontrainte
pour limiter les problemes de ombinatoire. Elle se situe en eet dans un adre pro-
positionnel (les exemples sont derits par des ensembles d'attributs-valeurs
5
), et l'ex-
pressivite des generalisations est restreinte. L'absene de formalisation de l'espae de
reherhe des generalisations ainsi deni onduit a ertaines redondanes et a un ou^t
alulatoire heureusement reduit par de fortes ontraintes sur la forme de es generali-
sations.
Cette relative faiblesse de la tehnique d'apprentissage employee se traduit par des
resultats seulement moyens alors que le nombre d'exemples (ltres) positifs et nega-
tifs utilises est gigantesque : ertaines experienes omptent en eet pres de 20 000
ltres positifs et autant de negatifs. Ces derniers hires semblent don interdire toute
portabilite aisee de ette approhe.
5
Un exemple de e type de desription est donne en setion 2.2.1.4.
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Ce type d'approhe symbolique par apprentissage artiiel se formalise de la
me^me faon que les autres approhes symboliques :
^
f(C
D
) =
^
T
C
D
= fhx
1
:::x
n
i 2
C
D
j info(hx
1
:::x
n
i) 2 L
G
g a ei pres que les regles G denissant le langage L
G
sont apprises a partir d'exemples (des mots de L
G
) et non plus denies manuellement
par un expert.
1.2.2.3 Approhe mixte
Certains outils ombinent les deux approhes presentees preedemment pour en
onjuguer les avantages respetifs. Cette ombinaison peut e^tre realisee par une simple
juxtaposition des deux tehniques | soit struturelle puis numerique, soit l'inverse |
ou bien par un ouplage plus intime.
Ces tehniques sont de e fait plus diÆiles a modeliser simplement a l'aide de nos
notations. On peut neanmoins onsiderer que dans le premier as, on se trouve dans un
phenomene de onjontion de deux fontions d'aquisition f
1
et f
2
, soit :
^
f =
^
f
1
^
^
f
2
ave
^
f
1
: C
D
!
^
T
^
f
1
C
D
,
^
f
2
: C
D
!
^
T
^
f
2
C
D
et
^
T
C
D
=
^
T
^
f
1
C
D
\
^
T
^
f
2
C
D
. Dans le seond as, il s'agit
pluto^t d'une omposition des fontions :
^
f =
^
f
1
Æ
^
f
2
ave
^
f
2
: C
D
! E et
^
f
1
: E !
^
T
C
D
et
^
f
1
Æ
^
f
2
(x) = f
1
(f
2
(x)), ou E est un espae de representation intermediaire.
Approhe struturelle suivie d'une approhe statistique
Aabit de B. Daille (Daille, 1994) est un outil d'aquisition terminologique sur
orpus dont le proessus se deompose en deux etapes :
{ un reperage linguistique des termes a l'aide de regles simples (par exemple, la regle
N(Prep(Det)

)

N , ou N a V inf) appliquees par des transduteurs au orpus
etiquete ; des meanismes de variation permettent aussi d'extraire des variantes
(f. setion 1.2.1.2) des termes (Daille, 1999 ; Daille, 2001) ;
{ un ltrage statistique des andidats-termes retenus a l'etape preedente.
Plusieurs indies statistiques usuels ont ete testes pour ette deuxieme phase, et leurs
performanes ont ete omparees et rapportees dans (Daille, 1994).
Formellement, en utilisant les notations denies preedemment, l'approhe se mo-
delise alors de la faon suivante :
^
f(C
D
) =
^
T
C
D
= fhx
1
:::x
n
i 2 C
D
j (at(hx
1
:::x
n
i) 2
L
G
) ^ freq(hx
1
; :::; x
n
i) > seuilg, ou at(S) indique la sequene d'etiquettes atego-
rielles orrespondant a la sequene de mots S.
Ana (pour Aquisition Naturelle Automatique) est un systeme d'extration de
andidats-termes (Enguehard, 1992 ; Enguehard & Pantera, 1995) reposant ouver-
tement sur une proedure exluant toute analyse linguistique. Il n'utilise en eet ni
lexique, ni informations syntaxiques, et se veut don independant de la langue. La re-
onnaissane en orpus des termes est eetuee a l'aide d'une observation de repetitions
de patrons, identies au depart a partir d'un petit ensemble de termes omplexes, et
d'un alul d'egalites souples (base sur la distane d'edition ou distane de Levenshtein)
entre mots permettant ainsi de se passer de lemmatisation.
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Mantex (Oueslati, 1999) s'insrit egalement dans une utilisation d'une approhe
numerique suivie d'une tehnique struturelle. Plus preisement, il emploie la methode
d'extration des segments repetes presentee preedemment mais seules les sequenes
de mots ne ontenant pas de mots grammatiaux, de pontuations ou de verbes sont
retenues. Il s'agit don la d'un ltrage prealable sur des informations struturelles des
segments andidats qui sont ensuite repertories, ave leur frequene d'apparition, dans
une liste proposee a un expert du domaine si ette frequene depasse 2. Cette legere
amelioration de l'approhe de L. Lebart et A. Salem a malheureusement le me^me defaut
de reposer en grande partie sur la frequene d'apparition, e qui elimine toute possibilite
de deouverte de phenomenes rares dans le orpus.
Approhe statistique suivie d'une approhe struturelle
L'outil d'extration Xtrat (Smadja, 1993a ; Smadja, 1993b) emploie une teh-
nique inverse a elles que nous venons de voir. Il eetue en eet dans un premier
temps un reperage statistique de mots oourrents puis un etiquetage de es olloa-
tions gra^e aux informations syntaxiques fournies par l'etiqueteur ass (Abney, 1990).
Plus preisement, le proessus omporte les trois etapes suivantes :
1. extration des olloations par une tehnique semblable a elle exposee en 1.2.2.1 ;
2. expansion des olloations en repetant iterativement l'etape preedente ave les
olloations deja trouvees ;
3. etiquetage des olloations reperees a l'aide des informations syntaxiques donnees
par l'analyseurCass et de patrons speies par l'utilisateur (du type verbe-objet).
Un ouple dont les ourrenes sont majoritairement dans une ertaine relation
(e seuil est xe a 80% dans Xtrat) est retenu omme representant de ette
relation.
Bien que Xtrat soit prinipalement un extrateur de olloations et non pas seule-
ment de termes, son fontionnement est prototypique des approhes me^lant, dans et
ordre, les tehniques statistiques aux tehniques symboliques.
Imbriation omplexe des approhes struturelles et numeriques
Developpe en premier lieu dans un but d'indexation de douments, le systeme la-
rit (Evans & Zhai, 1996) herhe a aquerir des sequenes de mots derivant au mieux
le ontenu d'un doument.

A e titre, il tente d'extraire des unites telles que des termes
omplexes et presente de nombreux points ommuns ave des tehniques plus spei-
quement dediees a l'aquisition de terminologie.
Le prinipe de larit est le suivant :
1. extration de tous les syntagmes nominaux et etiquetage ategoriel des onsti-
tuants ;
2. analyse en dependanes des syntagmes en s'appuyant sur les ategories des mots
et sur les formes attestees trouvees par ailleurs dans le orpus ;
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3. generation des termes possibles a partir de l'analyse des syntagmes.
Durant l'etape 1, un proessus iteratif permet de reperer e que les auteurs nomment
des atomes lexiaux (omme hot dog, part of speeh) en omparant les frequenes d'ap-
parition de leurs onstituants. De plus, seules ertaines suessions de ategories sont
autorisees dans es atomes lexiaux (nom-nom, adjetif-nom, atome lexial-nom...). Des
qu'une paire est detetee omme atomique, elle est ensuite onsideree omme un seul
mot et le proessus est relane ; ela permet de trouver des atomes lexiaux de taille
de plus en plus importante. L'analyse en dependanes de l'etape 2 a pour but de re-
grouper deux a deux les mots adjaents d'un syntagme pour trouver la onguration
la plus restritive et informative au vu du orpus. Enn, l'etape 3 genere, en se basant
sur l'analyse du syntagme, les termes d'indexation repondant a ertains shemas juges
interessants par les auteurs dans leur adre de reherhe d'information. Les resultats
obtenus sont de bonne qualite et evalues diretement par rapport a leur besoin applia-
tif ; ils montrent ainsi que les performanes de leur systeme sont ameliores par l'emploi
de es termes d'indexation omplexes.
Ce melange entre nature struturelle et numerique des donnees textuelles se re-
trouve dans les travaux de K. Churh (Churh, 1988). Ce dernier derit une methode
permettant de trouver les frontieres des syntagmes nominaux a partir de textes en
utilisant une tehnique similaire a elle employee pour onstruire des etiqueteurs mor-
phosyntaxiques stohastiques. Ces travaux sont a rapproher de eux de L. Ramshaw
et M. Marus (1995), qui se proposent egalement de faire le reperage de syntagmes
nominaux en le ramenant a un exerie d'etiquetage. Cependant, la tehnique utilisee
dans leur as s'appuie sur l'utilisation des regles de transformation omme ela est fait
dans l'etiqueteur de E. Brill (Brill, 1992 ; Brill, 1994). Les travaux de K. Frantzi et
al. (1996 ; 2000) s'insrivent aussi dans e type d'approhe hybride puisque leur outil
d'aquisition de termes exploite a la fois des informations struturelles et numeriques
sur le orpus.
1.3 Relations semantiques
Un lexique semantique est ompose d'unites lexiales, dont nous venons de presenter
les prinipales approhes d'extration, mais aussi de relations entre es unites. Celles-
i struturent le lexique (Czap & Nedobity, 1990 ; Skue & Meyer, 1991) et exhibent
les liens semantiques entre les dierentes unites lexiales. Ces relations semantiques
permettent don egalement d'aeder au sens d'une unite lexiale en la omparant, a
travers es relations, a d'autres unites (Cruse, 1986).
Nous proposons i-dessous de denir les relations semantiques et leurs proprietes,
linguistiquement dans un premier temps, puis plus formellement. Nous examinons en-
suite les dierentes approhes existantes utilisees pour l'aide a l'aquisition ou l'aqui-
sition automatique de es relations, en nous attahant notamment a mettre en valeur
leurs avantages et defauts.
Relations semantiques 35
1.3.1 Denition des relations semantiques
Les relations semantiques, et plus partiulierement ertaines d'entre elles, ont ete
largement etudiees, tant d'un point de vue formel que dans une optique de linguistique
de orpus. Nous en proposons i-dessous une denition usuelle, mettant en partiulier en
exergue la dierene entre relations syntagmatiques et paradigmatiques (Cruse, 1986).
Nous presentons ensuite, a travers la notion mathematique de relations entre ensembles,
le formalisme permettant de modeliser les relations semantiques et leurs proprietes.
1.3.1.1 Types de relations semantiques
Il existe plusieurs types de relations semantiques, orant ainsi dierents liens pour
struturer les bases de onnaissanes lexiales. On distingue en partiulier les relations
semantiques portees dans le texte par un prediat | elui-i pouvant e^tre expliite ou
impliite | et elles dont le prediat n'est pas exprime (Cruse, 1986). Le premier type
de lien, reposant sur les proprietes syntaxiques des onstituants du ouple en relation
ou de leur ontexte, est qualie de syntagmatique. Dans le seond as, on parlera pluto^t
de relations paradigmatiques.
Relations syntagmatiques
Au sein des textes, ertaines formes syntaxiques suggerent l'existene d'un lien se-
mantique entre deux mots. Ainsi, les verbes aompagnes des elements de leurs stru-
tures argumentales peuvent e^tre onsideres omme des prediats dotes d'arguments
denotant don d'une relation partiuliere. D'autres strutures syntaxiques sont egale-
ment l'indie de relations syntagmatiques. Par exemple, une phrase ontenant l'eet de
X sur Y indique lairement une relation entre les entites X et Y. On retrouve e me^me
lien dans des variantes syntaxiques impliquant des verbes support (X a un eet sur Y ),
ou d'autres shemas syntaxiques. Il y a ainsi plusieurs patrons equivalents pour denoter
une me^me relation prediative entre mots.
Dans ette optique, H. Robison (Robison, 1970) a etudie pres de 8 000 relations
syntagmatiques expliites (qu'il appelle patrons primaires) et leurs variantes (patrons
seondaires). Les patrons primaires indiquent les prediats reliant les mots onsideres
mais peuvent e^tre ambigus ; l'etude du patron seondaire sert alors a lever l'ambigu

te
sur le sens de e prediat.
Le prediat reliant plusieurs mots n'appara^t pas toujours aussi lairement dans un
texte. Une relation semantique peut par exemple s'etablir entre les onstituants d'un
ompose multinominal. L'expliitation du prediat requiert alors une analyse ne des
onstituants du ompose.
C'est dans e adre que se plaent les travaux de C. Fabre (Fabre, 1996 ; Fabre
& Sebillot, 1999) qui a developpe une tehnique permettant l'interpretation automa-
tique des omposes de la forme nom-nom pour l'anglais et nom-preposition-nom pour
le franais. Plus preisement, l'analyse du ompose doit fournir le prediat et les ro^les
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semantiques de haun des onstituants. Dans le as le plus simple, le prediat appara^t
sous forme d'un deverbal omme dans tondeuse a gazon, ltre a air ou deteteur de ho.
Pour e dernier exemple, l'analyse produit alors une representation de la relation de
e type : deteter(instrument : deteteur , objet : ho). Si le prediat n'est pas direte-
ment aessible, il faut alors disposer d'une onnaissane semantique supplementaire
pour pouvoir interpreter le ompose. Considerons par exemple le ompose bread knife ;
l'interpretation naturelle que l'on voudrait lui assoier est ut(instrument : knife, objet :
bread). Cela n'est possible que si l'on sait que la fontion typique de knife est to ut.
C. Fabre propose d'utiliser les onnaissanes semantiques odees dans le Lexique ge-
neratif (Pustejovsky, 1995) pour avoir aes a es informations prediatives impliites
(voir setion 2.3.1).
Relations paradigmatiques
Certaines relations semantiques entre mots n'apparaissent pas sous forme de lien
syntaxique standard au sein des textes, mais relevent d'une assoiation paradigmatique
(Grefenstette, 1994a) (omme la synonymie par exemple). Dans es relations, la notion
preedente de prediat n'est pas pertinente ; elles sont don parfois egalement appelees
relations non prediatives (Morin, 1999).
A. Cruse (1986) s'appuie sur une interpretation ensembliste pour denir des rela-
tions primaires qu'il nomme ongruenes permettant de arateriser ertaines relations
paradigmatiques. Ainsi, la synonymie orrespond a la relation d'identite entre ensembles
de mots ; l'hyponymie orrespond quant a elle a une relation d'inlusion.
Il existe bien su^r beauoup de relations paradigmatiques, operant essentiellement
sur des unites de me^me ategorie (de nom a nom par exemple). Le modele de A. Cruse
permet de les representer en ombinant les operations ensemblistes ; il les appelle va-
riantes de ongruene. Parmi es dernieres, notons que les quasi relations permettent de
modeliser des relations entre unites lexiales de ategories dierentes. Ainsi, le partiipe
passe olore est quasi hyperonyme de rouge et jaune.
Les relations paradigmatiques induisent le plus souvent une struture partiuliere
sur l'espae des unites semantiques (Cruse, 1986). Ainsi, une relation hierarhique telle
que l'hyperonymie, l'hyponymie, la meronymie (relation partie-de) sur des termes im-
pose une representation sous forme de taxinomie des unites lexiales. On parle parfois
pour e type de relation de liens vertiaux. Ces relations hierarhiques sont d'ailleurs
parfois onsiderees omme les plus interessantes (Condamines & Amsili, 1993). Elles
permettent en eet, gra^e a l'organisation arboresente qu'elles induisent, de ree-
ter l'organisation hierarhique des onepts portes par les unites semantiques que l'on
retrouve dans les ontologies (Rastier, 1995). D'autres relations sont au ontraire sy-
metriques (ou quasi-symetriques), omme par exemple la synonymie et l'antonymie.
Les liens qu'elles permettent d'etablir dans l'espae des unites semantiques sont alors
qualies de transversaux ou d'horizontaux.
L'aquisition de e type de relations est diÆile : il faut non seulement les deteter,
mais aussi les identier, 'est-a-dire preiser le lien semantique existant entre les divers
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onstituants. Comme nous le montrons i-apres en setion 1.3.2, un tel travail peut
soit exploiter les similitudes de ontextes de ertains mots, soit reourir a des patrons
lexiaux, morphosyntaxiques ou semantiques.
1.3.1.2 Representation formelle d'une relation
On peut representer la notion de relation, notamment de relation semantique, par un
formalisme issu des mathematiques. Nous proposons i-dessous une denition abstraite
de et objet mathematique.
Denition 1 Soient A et B deux ensembles. On appelle relation sur AB tout prediat
deni sur A  B. Si (x; y) 2 A  B et si R est un prediat a valeur dans A  B, on
notera R(x; y) ou plus simplement xRy pour signier que x est en relation R ave y.
Une relation denit don un sous-ensemble de A  B. Dans le as ou l'on s'interesse
aux relations entre termes d'un domaine, les ensembles A et B sont egaux a l'ensemble
des termes T . La relation R se denit alors sur T
2
; une telle relation sur T
2
est dite
binaire.
Une relation sur AB denit un graphe inlus dans AB, formellement presente
dans la denition 2.
Denition 2 On appelle graphe d'une relation R le sous-ensemble G
R
de A  B,
determine par :
G
R
= f (x; y) 2 AB j xRy g
'est-a-dire l'ensemble des ouples dont les omposantes sont en relation.
Il est important de noter que se donner un sous-ensemble de AB revient exatement
a denir une relation. Ainsi, dans le adre des relations semantiques, se xer le graphe
d'une relation orrespond a denir ette relation en extension ('est-a-dire uniquement
par l'exemple) sans avoir besoin d'expliiter le lien ible (e qui orrespondrait a la
denir en intention).
On denit i-dessous quelques proprietes lassiques des relations appliquees a notre
adre de relations semantiques.
Propriete 1 Soient R une relation entre unites semantiques et T l'ensemble des unites
semantiques ; on denit les proprietes suivantes :
{ R est symetrique si 8(x; y) 2 T
2
; xRy ) yRx
{ R est antisymetrique si 8(x; y) 2 T
2
; xRy ^ yRx) x = y
{ R est reexive si 8x 2 T; xRx
{ R est antireexive si 8x 2 T;:(xRx)
{ R est transitive si 8(x; y; z) 2 T
3
; xRy ^ yRz ) xRz
2
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Parmi la variete des relations possibles, deux types de relations partiulieres sont
tres utilises :
{ R est une relation d'equivalene si elle est reexive, symetrique et transitive ;
{ R est une relation d'ordre si elle est reexive, antisymetrique et transitive.
Lorsque R est une relation d'equivalene, on denit par ailleurs les lasses d'equi-
valene de x modulo R par : x = fy 2 T jxRyg = fy 2 T jyRxg. Par exemple, si la
relation R represente la synonymie, x est l'ensemble des synonymes d'un terme x.
On denit egalement, pour une relation binaire d'equivalene, les ensembles quo-
tients T=R, ave P(T ) l'ensemble des parties de T par : T=R = fC 2 P(T ) j 9x 2
T tel que C = xg. Si R designe omme dans l'exemple preedent la synonymie, les en-
sembles quotients de R representent une partition de T en lasses (lusters) de termes
synonymes.
Les relations hierarhiques omme l'hyperonymie ou la meronymie orrespondent
dans e adre pluto^t a des relations d'ordre (partiel) sur T . En eet, si R est une
relation d'hyperonymie, en supposant que l'on ait vegetal R arbre (un arbre est une
sorte de vegetal) et arbre R h^ene (un he^ne est une sorte d'arbre), alors on sait que
vegetal R he^ne (transitivite), que l'on n'a pas arbre R vegetal (antisymetrie) et que arbre
R arbre (reexivite).
1.3.2 Aquisition de relations semantiques
Nous presentons dans ette setion les dierentes familles de travaux portant sur
l'aquisition de relations semantiques sur orpus, en nous eorant omme preedem-
ment d'utiliser un adre formel ommun a leur desription. Nous reprenons egalement
l'approhe utilisee en setion 1.2.2, en distinguant les methodes exploitant l'aspet fre-
quentiel du orpus et elles s'appuyant sur des indies struturels pour deteter les
relations semantiques.
1.3.2.1 Approhe numerique
Beauoup de travaux exploitant des tehniques statistiques ont ete menes en aqui-
sition de relations semantiques (pour une vue de domaine, voir (Grefenstette, 1994b ;
Pihon & Sebillot, 1997 ; Habert et al., 1997)). L'idee sur laquelle reposent es me-
thodes est de deteter les assoiations statistiquement signiatives, 'est-a-dire plus
frequentes que du fait du hasard. Ces assoiations permettent soit de mettre au jour
diretement des mots en relation semantique | 'est l'approhe statistique derite i-
dessous |, soit d'etudier les mots partageant les me^mes assoiations | ette approhe
est alors qualiee de distributionnelle et est derite en setion 1.3.2.1.
Statistique
Comme nous l'avons souligne en setion 1.2.2.1, ertains indies statistiques d'as-
soiation sont parfois utilises pour la detetion non plus de termes omplexes mais de
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relations semantiques. Le prinipe methodologique est le me^me que elui preedem-
ment expose, a ei pres que les fene^tres utilisees pour aluler les oourrenes sont
de tailles souvent plus importantes. Les relations mises au jour par e type de methodes
sont generalement syntagmatiques ; on les note R
S
i-apres.
Par e type d'approhe, on estime don la relation R
S
par
^
R
S
que l'on denit par
x
^
R
S
y si f(P (x); P (y); P (x; y):::) > seuil ; es probabilites sont elles-me^mes estimees
a l'aide des frequenes d'apparition dans le orpus :
^
P (x) = freq(x). On fait ensuite
le postulat que 8(x; y) 2 T
2
; x
^
R
S
y ) xR
S
y. Il faut noter que suivant les indies
statistiques utilises, la relation R
S
sera symetrique ou non. Ce type d'approhe produit
generalement des resultats bruites et heterogenes puisqu'il ne permet pas de typer les
relations obtenues.
Analyse distributionnelle

A partir de l'hypothese harrissienne (Harris et al., 1989) selon laquelle une analyse
distributionnelle des proprietes ontextuelles (nous preisons i-apres e que es pro-
prietes peuvent e^tre) des mots fait appara^tre des lasses de onepts (regroupant les
mots partageant les me^mes proprietes) et des relations entre elles, beauoup de travaux
ont vu le jour (voir (Grefenstette, 1994b)). Ces travaux s'attahent don a faire ressor-
tir des textes des relations dites paradigmatiques (que l'on note R
P
par opposition au
relations syntagmatiques preedentes).
La plupart de es methodes s'appuient sur une proedure en trois temps (que nous
adaptons a partir de elle proposee par G. Grefenstette (1994a)) :
1. reherhe des proprietes ontextuelles de haque mot du orpus ;
2. mise en relation deux a deux de mots partageant les me^mes proprietes ontex-
tuelles ;
3. onstrution de lasses a partir des relations deouvertes a l'etape 2.
Cette denition volontairement large ne preise ni les proprietes ontextuelles etudiees,
ni la faon dont elles sont reherhees, ni la mise en relation des mots partageant les
me^mes proprietes, ni enn e qui est preisement entendu par la onstrution de lasses.
Conernant les deux premiers points, les proprietes onsiderees varient selon les
travaux. Ce peut e^tre le ontexte syntaxique des mots (Faure & Nedelle, 1999) ou
les relations de dependane te^te-expansion au sein de syntagmes nominaux (Bouaud
et al., 1997 ; Habert & Fabre, 1999) ou de tout syntagme (Bourigault, 2002), ou d'une
relation quelonque speiee par l'utilisateur (Grefenstette, 1992). Cela peut egalement
e^tre les mots oourrant dans une ertaine fene^tre (Grefenstette, 1994b ; Pihon &
Sebillot, 1999 ; Rossignol & Sebillot, 2002) ou les segments repetes (Rousselot et al.,
1996) ou enore les mots d'un me^me domaine semantique (de Chalendar & Grau, 2000 ;
de Chalendar, 2001).
L'appariement deux a deux des mots suivant leurs proprietes partagees (et aussi
elles non partagees) est une phase omplexe inuenant ensuite la phase de onstru-
tion de lasses homogenes. En eet, si l'on note Prop(x) l'ensemble des proprietes
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onsiderees du mot x (par exemple l'ensemble des dependanes syntaxiques dans les-
quelles il appara^t), alors on denit la relation R
P
sur base d'analyse distributionnelle
par la formule
6
: xR
P
y () (Prop(x) = Prop(y)). Ainsi denie, la relation trouvee
par analyse distributionnelle serait une relation d'equivalene ('est-a-dire symetrique,
reexive et transitive). La phase 3 onsiste don a onstruire les lasses d'equivalene
et a produire ainsi l'ensemble quotient ense representer la partition de l'espae des
termes en lasses oneptuelles.
Malheureusement, la denition preedente, trop ontraignante sur le partage om-
plet des proprietes ontextuelles, n'est pas elle utilisee en pratique ar elle aurait pour
eet de n'assembler que tres peu de termes. Generalement, on emploie une denition
plus la^he indiquant qu'une majorite des proprietes ontextuelles doit e^tre partagee
pour que deux mots soient delares en relation ; ela peut se traduire plus formellement
par : xR
P
y () jProp(x) \ Prop(y)j > seuil ave j  j indiquant le ardinal d'un en-
semble. Cette denition plus souple a bien su^r pour eet de mettre en relation plus de
mots mais la transitivite de la relation est perdue (i.e. on peut avoir xR
P
y et yR
P
z et
pas xR
P
z). Le regroupement en lasses ne peut don plus se faire par lasses d'equiva-
lene ; 'est pourquoi ont ete proposees des strutures plus faibles que es dernieres pour
modeliser les lasses oneptuelles attendues (liques, omposantes onnexes, et.).
Chaune de es formes de regroupements semble faire ressortir des informations de
nature dierente (Bouaud et al., 1997 ; Bourigault, 2002) mais auune ne permet de
n'obtenir que des lasses homogenes ni d'isoler un type de relation semantique xe.
L'interpretation des lasses obtenues est dans la plupart des as laissee au soin de
l'utilisateur. Notons enn que les dierents regroupements obtenus peuvent egalement
se faire sous forme d'arbres ou de pyramides a l'aide de tehniques de lassiation
hierarhique (Assadi, 1998 ; Rossignol & Sebillot, 2002 ; Agarwal, 1995 ; Faure &
Nedelle, 1999) : la raine ontient une unique lasse oneptuelle (ertainement tres
heterogene) et a l'inverse les feuilles sont des lasses tres speialisees.
1.3.2.2 Approhe symbolique
Par opposition aux tehniques numeriques preedentes, nous presentons i-dessous
des approhes symboliques d'aquisition de relations semantiques. Ces approhes
peuvent elles-me^mes se lasser en deux grandes familles : les approhes linguistiques,
ou les indies struturels exploites sont donnes a priori (par une analyse linguistique
par exemple) et les approhes basees sur une notion d'apprentissage (artiiel ou non).
Il faut noter, omme pour l'aquisition d'elements terminologiques, que e type d'ap-
prohe travaille le plus souvent au niveau des ourrenes des ouples de mots en re-
lation. Chaque ourrene est don individuellement lassee omme porteuse d'une
relation ; on note o
i
(x; y) la i
e
ourrene d'un ouple (x; y) dans un orpus.
6
On remarque que dans le as ou Prop(x) represente l'ensemble des oourrents de x (l'ensemble
fz j xR
S
zg en reprenant les notations preedentes), xR
P
y () (8z(xR
S
z () yR
S
z)). La relation
reherhee par l'analyse distributionnelle se onstruit don a partir d'une premiere relation syntagma-
tique. C'est ette approhe en deux temps qui justie l'appellation d'aÆnites du deuxieme ordre donnee
par G. Grefenstette (1994a) a e type de relation.
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Approhe linguistique
Le systeme d'aquisition seek (Jouis, 1995) est prototypique des systemes fondes
sur une expertise linguistique. Il fontionne a partir d'un orpus lemmatise et neessite
une grande intervention humaine.

A l'aide de regles dites d'exploration ontextuelle
(Jouis, 1993), le systeme detete des ouples de mots en relation binaire. Ces relations
sont variees (plus d'une vingtaine au total) | elles representent par exemple la notion
d'inlusion, d'identiation, d'appartenane, de loalisation ou de tout a partie | mais
statiques. Les ouples detetes sont ensuite proposes a l'utilisateur. Ce dernier les rejette
ou les valide omme representant de la relation proposee ; dans e dernier as, il doit
manuellement indiquer quels sont les arguments de ette relation. Le systeme propose
enn un graphe representant l'ensemble des relations ainsi aquises.
Les regles d'exploration ontextuelles reposent sur l'identiation de marqueurs lin-
guistiques (prinipalement lexiaux) et sont onstruites manuellement. Ce sont ainsi
plus de 220 regles de la forme si <ondition de o-presene de marqueurs linguistiques>
alors <ations> ou <onlusions>, manipulant plus de 3 300 marqueurs linguistiques
qui sont utilisees par seek.
Plus reemment, D. Garia propose a travers son systeme oatis (Garia, 1998 ;
Garia et al., 2000) une approhe similaire mais en se foalisant sur la relation de
ausalite. Ave aterm, R. Oueslati (1999) propose egalement une tehnique prohe
pour la detetion de ouples en relations semantiques. Seul le degre d'interativite de son
outil le dierenie de seek ou oatis. En eet, aterm est une interfae permettant au
linguiste de speier a tout moment les patrons qu'il souhaite voir utilises. Ces patrons
sont exprimes dans un langage dedie, lexia, manipulant les lemmes, ategories ou
formes ehies des mots du orpus. Enn, les travaux de C. Jaquemin (Jaquemin,
1996 ; Jaquemin, 1997 ; Jaquemin, 2001) sur fastr peuvent egalement s'insrire
dans ette approhe. Ce dernier aquiert des variantes morphosyntaxiques de termes
(la variation peut don e^tre vue omme une relation d'equivalene) a l'aide de plusieurs
niveaux de regles (les regles operant sur d'autres regles sont appelees meta-regles).
Dans l'ensemble de es travaux, on estime la relation R par
^
R denie omme un
ensemble de regles donnees par un expert. Plus generalement,
^
R est souvent la reunion
de n regles R
1
,... R
n
, denissant haune un aspet de la relation et manipulant des
indies pouvant e^tre de dierente nature (marqueurs lexiaux, ategories morphosyn-
taxiques...). Ainsi, un ouple de mots (x; y) est onsidere en relation si une (ou un
nombre minimal) de ses ourrenes repond a une des regles denies. En notant Des(o)
la desription d'une ourrene o (par exemple la sequene d'etiquettes ategorielles de
ette ourrene), ela peut se transrire par :
x
^
Ry () 9i Des ( o
i
(x; y) ) 2 L
R
ave L
R
=
[
1ln
L
R
l
:
Il faut remarquer par ailleurs que suivant la relation etudiee, R n'est pas forement
symetrique.
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Le postulat de base de es outils est de supposer que les relations statiques de-
rites sont suÆsamment generiques pour ne pas dependre d'un domaine en partiulier.
Malheureusement, les experienes rapportees dans (Jouis et al., 1997) montrent que les
resultats d'extration sur un plus gros volume de textes sont entahes de bruit (rela-
tions detetees et non pertinentes). Il semble don que ertains de es travaux soient
en realite diÆilement portables d'un domaine a un autre sans operer de lourdes mo-
diations manuelles dans la base de regles. De la me^me faon, l'ajout d'un nouveau
type de relation neessite de deouvrir et d'inserer dans e type de systeme omplexe
de nouvelles regles ontextuelles derivant ette relation. La portabilite et l'utilisation a
grande ehelle sur des textes varies de es tehniques semblent don tres problematiques
et ou^teuses. Enn, dans es travaux, auune disussion n'est faite de l'expressivite des
regles a base de marqueurs lexiaux et de leur pouvoir de representation des relations.
Approhe par apprentissage symbolique
L'aquisition de relations semantiques par apprentissage de patrons d'extration
lexio-syntaxiques (ou LSPE en anglais pour lexio-syntati pattern extration ) est
l'une des tehniques les plus onnues. L'idee prinipale de ette approhe est d'identier
dans un orpus les marqueurs ou indies d'une relation semantique sur un petit ensemble
d'exemples pour ensuite les reutiliser pour extraire de nouvelles unites en relation. Cette
approhe a ete initiee par M. Hearst (Hearst, 1992 ; Hearst, 1998) et formalisee en inq
etapes :
1. hoisir une relation ible R ;
2. reunir une liste de paires en relation R (par exemple les extraire d'un thesaurus,
d'une base de onnaissanes) ;
3. retrouver les phrases du orpus ontenant es paires et enregistrer leurs ontextes
lexial et syntaxique ;
4. trouver les points ommuns entre es ontextes et supposer que ela forme un
shema lexio-syntaxique de R ;
5. appliquer les shemas pour obtenir de nouvelles paires et retourner en 3.
Elle se dierenie de la methode exposee preedemment par le fait que les marqueurs
de la relation (ii les informations lexiales et ategorielles) sont issus d'une analyse
d'exemples et non plus d'une onnaissane linguistique a priori.
La relation R n'est don pas denie expliitement au depart mais par la donnee
d'exemples. Cela permet de s'interesser a des relations onnues partiellement en ex-
tension (par des instanes) mais pas en intention (non formalisee par une regle). L'al-
gorithme, et en partiulier la phase 4 qui reste la plus vague, propose d'estimer une
denition
^
R expliite de R en generalisant les exemples. On fait ensuite le postulat que
8(x; y) 2 T
2
; x
^
Ry ) xRy.
Cette tehnique a ete utilisee ave sues pour la relation d'hyponymie. Pour ela,
M. Hearst s'est servi de WordNet pour generer une liste de paires andidates en
relation d'hyponymie (etape 2). En revanhe, l'etude d'autres types de relations (omme
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la meronymie) semble avoir donne de moins bons resultats du fait de l'obtention de
patrons trop generaux.
La phase 4 est entierement manuelle dans (Hearst, 1992) ; la generalisation des
strutures lexio-syntaxiques des phrases en patrons d'extration est don faite par
l'utilisateur. M. Hearst suggere une automatisation de ette etape (Hearst, 1998) par
dierentes tehniques dont l'apprentissage artiiel mais qui ne sont pas mises en uvre.
C'est ette phase de generalisation que E. Morin se propose d'automatiser (Morin,
1999 ; Morin, 1997) ave son systeme prom

eth

ee. Pour e faire, il s'appuie sur un
alul de similarite (Morin, 1998) deux a deux entre les ontextes lexio-syntaxiques de
deux ourrenes de paires. Plusieurs mesures de similarite sont proposees, mais toutes
s'appuient sur une desription lexiale de la phrase. Des lasses de ontextes lexio-
syntaxiques sont ainsi onstituees. Un shema representatif de haque lasse est ensuite
hoisi (il s'agit d'un des ontextes lexio-syntaxiques de la lasse que l'on generalise en
supprimant tous les attributs non ommuns aux autres ontextes de la me^me lasse).
Cette generalisation est ependant assez mal ontro^lee et induit trop de bruit dans
les resultats, notamment du fait de l'absene de denitions formelles de notions de
generalite qui aideraient a stopper le proessus lorsque les patrons ne sont plus assez
preis. Pour resoudre e probleme, E. Morin & E. Martienne (1999) emploient une
tehnique d'apprentissage pour tenter d'inferer des restritions sur les patrons trop
generaux.
Dans son logiiel ameleon (Seguela & Aussena-Gilles, 1999 ; Seguela, 2001),
P. Seguela propose une approhe a l'intersetion de elles de M. Hearst et C. Jouis
puisqu'il suggere de reutiliser, en les adaptant si besoin, ertains marqueurs de relations
dits generiques, et d'aquerir d'autres marqueurs speiques au orpus etudie. Me^me si
l'idee de la reutilisabilite des patrons et de leur adaptation est interessante, e travail
soure du me^me manque d'automatiite que la methode de M. Hearst. L'utilisateur
intervient en eet de faon entrale dans le proessus : 'est lui qui examine la pertinene
des marqueurs generiques pour le orpus, et au besoin 'est lui qui les adapte ; enn,
'est egalement lui qui doit onstruire l'ensemble des marqueurs speiques. Ces travaux
s'insrivent de e fait pluto^t dans une approhe d'aide a l'extration de relations que
d'une extration entierement automatique.
Il faut noter que le deoupage en inq etapes propose par M. Hearst sur lequel repose
tous es travaux est en realite le proessus habituel d'un apprentissage supervise (i.e. a
partir d'exemples) : trouver un onept a apprendre, trouver un ensemble d'exemples
repondant a e onept, derire les exemples par des attributs, inferer une denition du
onept a l'aide des exemples et de leur attributs, trouver d'autres objets repondant a
la denition du onept. La relation R a apprendre est alors estimee par un lassieur.
Ce dernier est genere par inferene a partir d'exemples. Dans le as de M. Hearst
ou de ameleon ette inferene est manuelle alors qu'elle est automatisee (quoique
< rudimentaire >) hez E. Morin.
Ce type d'approhe par apprentissage se formalise don de la me^me maniere que pre-
edemment : haque ourrene de ouple (et son ontexte) est examinee pour onstater
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si elle repond ou non a l'une des regles. On a don enore pour un ouple (x; y) et ave les
me^mes notations que preedemment : x
^
Ry () 9iDes ( o
i
(x; y) ) 2 L
R
ave L
R
=
[
1ln
L
R
l
. La dierene ave l'approhe preedente est que es regles sont inonnues a
priori (ou du moins ertaines) et derivees d'exemples de ouples dont les onstituants
sont en relation. Cette tehnique d'aquisition permet don d'apprendre de nouvelles
regles pour tout nouveau orpus qui sont pertinentes ar adaptees au orpus.
1.4 Bilan
Nous l'avons vu, de nombreuses tehniques d'aquisition d'informations lexiales
semantiques existent et reposent sur des approhes tres diverses. Certaines de es ap-
prohes sont d'ailleurs egalement utilisees pour extraire sur orpus d'autres sortes d'in-
formations que les unites semantiques et les relations les struturant. Ainsi, le reperage
d'entites nommees, de dates, de lieux, et., fait aussi l'objet de travaux d'aquisition
relevant du domaine de l'extration d'informations. Parmi les tehniques developpees
dans e adre, une grande plae est notamment faite aux methodes d'aquisition stru-
turelles s'appuyant sur des patrons. Nous ne presentons pas les nombreuses realisations
de e theme de reherhe que le leteur interesse pourra etudier en se reportant par
exemple aux ates des onferenes MUC (MUC-7, 1998).
Les travaux d'aquisition que nous avons presentes, aussi bien de relations seman-
tiques que d'unites lexiales, peuvent se grouper (approximativement) selon deux fa-
milles : les methodes exploitant l'aspet numerique des donnees textuelles et elles
exploitant leur aspet struturel.
Les avantages des approhes numeriques sont prinipalement leur automatiite et
leur portabilite : elles sont relativement failes a mettre en plae ar elles ne neessitent
souvent auune donnee autre que le orpus. Elles sont de e fait adaptees aux traite-
ment de nouveaux textes, et les resultats produits sont propres au domaine etudie.

A
l'inverse, les tehniques d'aquisition symboliques neessitent des onnaissanes sup-
plementaires pour fontionner. Elles doivent par exemple disposer en plus du orpus
d'un ensemble de patrons d'extration, ou bien, si es patrons sont appris automati-
quement, d'exemples d'apprentissage. La onstitution de es donnees supplementaires
demandent don un investissement humain qu'il est le plus souvent neessaire de re-
produire a haque nouveau domaine que l'on souhaite traiter.
En retour, les methodes numeriques sourent d'un manque d'interpretabilite. Il est
en eet souvent diÆile de omprendre pourquoi un ertain element semantique a ete
retenu et pas un autre, le seul indie fourni a e sujet etant generalement un sore
statistique. La detetion se passe au niveau du orpus et non pas de l'ourrene ; il
n'est don pas possible de < revenir > au texte pour l'expliquer. C'est egalement pour
ette raison que es methodes produisent parfois des resultats tres heterogenes, la seule
nature frequentielle des objets linguistiques n'etant pas toujours a me^me de les die-
renier (voir setion 1.2.2.1). Enn, toujours a ause du manque d'interpretabilite du
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proessus, es methodes n'orent auun retour sur la denition de l'information re-
herhee. Elles ne permettent pas d'en avoir une omprehension plus preise ou d'en
donner une denition operationnelle. Les approhes struturelles sont en revanhe plus
failement interpretables a plusieurs titres. La granularite de detetion des elements se-
mantiques interessants est tres ne puisqu'elle s'opere au niveau de l'ourrene. Cela
permet de omprendre plus naturellement pourquoi une information semantique a ete
retenue ou non. Par ailleurs, les regles ou patrons employes au sein de es tehniques
permettent egalement de denir de maniere tres pragmatique l'information reherhee.
Cette denition peut s'averer interessante lorsque les elements que l'on tente d'aque-
rir, et plus preisement leurs realisations en orpus, sont mal onnus. Cette derniere
propriete d'interpretabilite est enore plus interessante lorsque les patrons sont appris
automatiquement a partir d'exemples dans le orpus, omme dans l'approhe par ap-
prentissage presentee preedemment.
C'est dans le adre des approhes struturelles, et plus preisement elui de l'ap-
prentissage artiiel symbolique de patrons, que nous avons hoisi de nous plaer pour
developper le systeme asares. Ce positionnement, qui doit nous permettre de repondre
aux besoins multiples et varies en ressoures lexiales semantiques, est realise en pra-
tique par l'utilisation d'une tehnique eprouvee d'apprentissage supervise : la program-
mation logique indutive. Celle-i permet a asares la prodution (on parlera alors
d'inferene) de patrons derivant et denissant l'unite ou la relation (le onept) iblee
a partir d'exemples. Ce mode de fontionnement permet ainsi de repondre en partie a
notre triple objetif expose en introdution puisqu'il nous assure, omme toute methode
struturelle, l'interpretabilite des resultats, mais aussi des performanes d'extration sa-
tisfaisantes et une bonne generiite de notre outil. Ce dernier point s'explique en eet
par l'aspet supervise de la tehnique d'apprentissage qui permet a asares de produire
des patrons d'extration onformes aux exemples fournis par un expert (f. hapitre 3)
et don a l'information herhee par e dernier. Cette etape de onstitution d'exemples,
qui peut sembler penalisante, est ependant plus faile a eetuer par un expert qu'une
formalisation direte de l'information semantique reherhee sous forme de patrons ;
nous proposons d'ailleurs une methode pour l'automatiser (f. hapitre 4) nous permet
de parahever l'ensemble de notre triple objetif.
Le hapitre suivant presente plus avant les adres methodologique, tehnique et ap-
pliatif dans lesquels se plae le developpement de notre outil. Les dierents hoix pre-
sidant au fontionnement d'asares sont notamment expliites et motives, les prinipes
de la tehnique d'apprentissage artiiel utilisee et l'appliation hoisie pour evaluer
notre outil | l'aquisition sur orpus de relations qualia | sont egalement exposes.
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Chapitre 2
Le systeme asares :
positionnement et adre
appliatif
L'objetif des travaux presentes dans e memoire est de repondre aux besoins en
ressoures semantiques speiques de nombreuses appliations du TAL. en onstruisant
un systeme generique d'aquisition sur orpus d'informations lexiales semantiques ai-
sement portable d'un orpus a un autre et produise des resultats de bonne qualite et
interpretables. Pour e faire, nous avons developpe asares, un outil d'aquisition s'ap-
puyant sur une tehnique d'apprentissage symbolique supervise | la programmation
logique indutive (PLI) |, ette approhe semblant la plus a me^me de repondre a notre
triple objetif.
Pour evaluer la validite de notre methode, nous l'avons appliquee a un type de re-
lations semantiques entre noms et verbes denies au sein du Lexique generatif appelees
relations qualia. Cette ta^he d'aquisition est partiulierement interessante puisqu'il
n'existe pas de denition operationnelle ('est a dire permettant une aquisition) de
es relations qualia ; on ne sait don pas quelles sont en orpus les strutures mor-
phosyntaxiques et semantiques suseptibles de les porter. L'interpretabilite des patrons
produits doit don permettre de repondre en partie a ette question.
L'objetif de e hapitre est de presenter en detail les hoix et les tehniques presi-
dant au developpement d'asares ainsi que le adre appliatif auquel nous le onfron-
tons. Nous detaillons dans la premiere partie les motivations et le positionnement de
nos travaux, et nous expliquons l'arhiteture globale de notre systeme. Nous presen-
tons ensuite le adre de l'apprentissage artiiel supervise, et plus speiquement la
programmation logique indutive qui est au ur de notre systeme d'aquisition. Nous
terminons enn par une desription suinte du modele du Lexique generatif, et plus
partiulierement des relations semantiques qualia et par la presentation des intere^ts
appliatifs qu'elles orent.
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2.1 Positionnement et motivations de nos travaux
Nos travaux se plaent dans un adre d'apprentissage artiiel. La souplesse de e
adre nous permet d'orir la possibilite pour un but appliatif quelonque d'aquerir
des elements de lexiques semantiques qui lui sont neessaires. C'est don une approhe
generique que nous avons tente de mettre en uvre dans asares , ave ependant les
ontraintes exposees preedemment onernant l'automatiite du proessus, la qualite
et l'interpretabilite des resultats.
Nous detaillons dans la premiere partie les motivations sous-tendant le triple obje-
tif que nous nous sommes xe pour le developpement d'asares. Nous indiquons ensuite
le positionnement de notre approhe par rapport aux tehniques prohes existantes et
preisons le ro^le de la theorie linguistique denissant les elements semantiques a aque-
rir. Nous terminons en presentant l'arhiteture globale de notre systeme et detaillons
son fontionnement.
2.1.1 Triple objetif
Nous revenons dans ette partie sur le triple objetif qualite-interpretabilite-automa-
tiite, expose des l'introdution, que nous xons pour nos travaux. Ces trois riteres
inuenent les hoix operes a haque etape de la onstrution de notre systeme d'aqui-
sition et sont a priori diÆilement oniliables. Nous nous attahons ii a les developper
et les motiver suessivement, et nous presentons pour haun d'eux le positionnement
d'asares.
2.1.1.1 Automatiite et portabilite
Des obstales a la portabilite
La perennite des outils developpes en TAL, omme dans tout autre domaine, est
fortement liee a leur portabilite. Une tehnique developpee pour une appliation preise
dans un domaine partiulier ne sera pas utilisee dans un autre ontexte si sa phase
d'adaptation et son utilisation depassent un seuil de tolerane. Ce seuil de tolerane est
propre a l'utilisateur (le herheur, le partiulier ou enore l'entreprise) et fontion de
la qualite attendue des resultats.
Par ailleurs, la viabilite d'un tel produit est egalement onditionnee par sa failite de
maintenane pour des raisons similaires. En eet, me^me dans le adre d'une appliation
donnee et xee, les onnaissanes du domaine, ou le domaine lui-me^me, peuvent evoluer
sensiblement et neessiter une mise a jour ou une adaptation de l'outil.
Il para^t don important de mettre en uvre des tehniques dont la portabilite
soit etudiee. La apaite d'adaptation de es tehniques et leur degre d'automatisation
doivent en onsequene e^tre evalues au me^me titre que la qualite des resultats qu'elles
produisent
1
.
1
Nous rejoignons par ette remarque les onlusions d'Y. Wilks (1999) onernant les outils deve-
loppes dans le domaine onnexe de l'extration d'informations.
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On peut distinguer trois familles prinipales d'obstales a la portabilite des outils.
Tout d'abord, les mises au point et les reglages de parametres neessaires a leur bon
fontionnement peuvent e^tre fastidieux, demandant beauoup de temps a l'utilisateur,
mais peuvent egalement depasser ses ompetenes et ses onnaissanes. Il onvient don,
lors de la onstrution de tels outils, de favoriser les approhes < presse-bouton >. Cela
peut se faire soit en utilisant des tehniques ne neessitant pas de reglages omplexes
et ns, soit en prevoyant un module dedie a l'automatisation du hoix des dierents
parametres du systeme. Il faut noter qu'opter pour une approhe < presse-bouton > ne
signie pas pour autant que l'outil fontionne omme une bo^te noire. Il peut e^tre en
eet interessant de proposer a l'utilisateur averti une lisibilite omplete de l'ensemble
du proessus. Libre a lui ensuite d'exploiter ette onnaissane de l'outil pour l'adapter
a une nouvelle ta^he ou de nouveaux besoins.
Un deuxieme obstale majeur a l'automatiite, tres present dans le domaine du
TAL, est l'utilisation de ressoures externes. Ces ressoures peuvent e^tre de dierentes
natures : ontologie, thesaurus ou plus simplement orpus d'un volume minimum. Cela
peut egalement s'exprimer en termes de format ou d'informations sur les donnees trai-
tees par le logiiel. Par exemple, de nombreuses tehniques d'aquisition d'informations
semantiques emploient des onnaissanes syntaxiques. L'utilisation de es methodes re-
quiert don d'etiqueter les textes du nouveau domaine a traiter, soit manuellement, e
qui est une ta^he ou^teuse en temps et en ompetenes, soit par l'emploi d'outils spei-
ques, pas toujours disponibles surtout dans ertaines langues, parfois peu performants,
voire nanierement non abordables.
Enn, un dernier type d'obstale a la portabilite est l'intervention humaine. Beau-
oup d'outils ont ete developpes dans une perspetive d'aide a l'aquisition d'informa-
tions semantiques. Ils s'appuient de e fait sur l'expertise humaine. Celle-i peut inter-
venir a dierents niveaux : en amont de l'utilisation de l'outil (par exemple seletionner
des phrases interessantes), durant son utilisation (guider le proessus en editant des
regles d'extration), ou en aval (ltrer ou valider les resultats). Si e type d'approhes
permet de se premunir ontre des resultats de trop mauvaise qualite | 'est d'ailleurs
la raison prinipale de e hoix d'arhiteture |, il est aussi un frein evident a leur
utilisation a grande ehelle. Ainsi, la portabilite de es outils est-elle liee a la disposition
d'un expert du domaine et de la tehnologie employee. Enn, me^me si le niveau d'ex-
pertise requise est a la portee de l'utilisateur, son intervention empe^he l'appliation
entierement automatique (don peu ou^teuse et souvent plus rapide) a n'importe quel
domaine.
Les hoix retenus dans asares
Ces diverses remarques justient pleinement l'approhe que nous avons adoptee pour
la onstrution de notre systeme d'aquisition. Notre souhait est en eet de pouvoir
traiter le plus aisement possible n'importe quel orpus, ave un minimum d'intervention
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humaine et de ressoures externes. Nous avons don tente a haque etape du systeme de
diminuer voire supprimer les dierentes soures de ou^ts telles que les reglages manuels
de parametres et l'alimentation en donnees.
Ainsi, ertains reglages de parametres d'asares sont realises automatiquement.
C'est notamment le as pour les parametres utilises lors de la phase d'inferene des
patrons d'extration par le logiiel de programmation logique indutive (voir la se-
tion 3.3.1 onernant la quantite de bruit autorisee dans les patrons produits).
D'autres soures de ou^ts sont inherents a notre tehnique : e sont les donnees
qui lui sont neessaires. La prinipale ressoure utilisee par notre systeme est bien
su^r le orpus. Ce dernier doit evidemment repondre aux riteres de representativite
du domaine et d'homogeneite. Notre approhe etant prinipalement symbolique, elle
ne neessite toutefois pas d'utiliser un orpus d'une taille importante omme dans
les tehniques statistiques. Cette ondition est un avantage dans les domaines ou les
ressoures textuelles sont peu nombreuses ou diÆiles d'aes.
Les informations derivees de e orpus sont issues d'un etiquetage ategoriel (mor-
phosyntaxique) et, pour l'experiene derite au hapitre 3, d'un etiquetage semantique.
L'etiquetage ategoriel est une proedure entierement automatique, ne neessitant ni
ressoures propres au domaine, ni intervention humaine (voir setion 2.1.3.2 pour une
desription des outils utilises lors de nos experienes).

Etape preliminaire a la majo-
rite des appliations du TAL, l'etiquetage ategoriel a ete largement etudie et ore
d'exellentes performanes dans une grande variete de langues. Elle ne onstitue don
pas un frein a l'utilisation de l'ensemble de notre systeme. L'etiquetage semantique
que nous utilisons est une proedure originale dont le fontionnement est alque sur
elui de ertains etiqueteurs ategoriels (voir la presentation de ette tehnique en se-
tion 4.1.1). Contrairement a l'etiquetage ategoriel, il neessite toutefois la denition
de ressoures propres au orpus etudie et onstitue don potentiellement un frein a une
omplete automatisation du systeme. Ce ou^t supplementaire et son inuene sur la
qualite des resultats ont don ete etudies et sont presentes en setion 4.1. Le systeme
asares, onstruit de maniere a beneier de toute information supplementaire de e
type, n'en est neanmoins pas dependant ; il fontionne de maniere tres performante sans
es etiquettes semantiques (et est d'ailleurs utilise de ette faon dans les experienes
rapportees au hapitre 5). Asares suit don une approhe que l'on pourrait qualiee de
knowledge-poor | le systeme pourrait me^me e^tre utilise sans auune autre information
que les formes ehies des mots | qui doit permettre une portabilite plus aisee ; nous
rejoignons en ela la philosophie a la base de ertains outils d'aquisition tels que ana
(Enguehard, 1992 ; Enguehard & Pantera, 1995). Cependant, notre approhe n'exlut
pas que d'autres types d'informations (syntaxiques par exemple) puissent failement
e^tre inlus dans le systeme pourvu qu'ils respetent ertaines onditions enonees en
setion 3.1.1.3.
Le dernier type de ressoures utilisees par notre systeme est l'ensemble d'exemples
des elements a aquerir. Cela onstitue indubitablement une importante intervention
humaine. Il faut neanmoins noter que ette faon d'introduire de la onnaissane lin-
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guistique dans le systeme d'aquisition releve d'un niveau de ompetene assez bas au
regard des systemes d'aquisition bases sur des ensembles de regles donnees par un lin-
guiste. Il est en eet plus faile de fournir des exemples de realisations d'un phenomene
linguistique que de formaliser dans un premier temps e phenomene et, dans un seond
temps, de rendre ette formalisation operationnelle dans un systeme. Cette approhe
est le propre de systemes d'apprentissage supervise, qui a partir d'exemples vont in-
duire une denition du onept qui les relie. C'est egalement le prinipe fondateur de
notre systeme. Ce prinipe est d'autant plus indique lorsqu'auune denition pratique
d'un phenomene linguistique n'est onnue, omme 'est le as pour les relations qualia,
l'exemple d'aquisition que nous presentons dans e memoire. La phase de supervi-
sion, inherente a l'emploi de la programmation logique indutive, peut neanmoins e^tre
reduite voire supprimee en utilisant onjointement a ette tehnique d'apprentissage
symbolique une tehnique d'aquisition reposant ette fois-i sur une approhe nume-
rique. Nous presentons en setion 4.2 deux modiations de notre systeme mettant en
pratique ette idee. Les systemes hybrides ainsi obtenus ne neessitent don plus auune
intervention de l'utilisateur et sont don entierement automatiques.
2.1.1.2 Qualite des resultats
Obtenir des resultats de bonne qualite est le but aÆhe de toute ta^he d'aquisition.
En pratique, ette qualite se traduit prinipalement par deux proprietes :
{ la ompletude du resultat, 'est-a-dire que la totalite (ou presque) des elements
devant e^tre aquis le sont eetivement ; ela se manifeste don par un bon taux
de rappel ;
{ la preision du resultat, 'est-a-dire que seuls (ou presque) les elements devant
e^tre aquis le sont eetivement ; ela se manifeste par un bon taux de preision.
Ces deux proprietes sont ependant diÆiles a obtenir ensemble, puisque la reherhe
de l'exhaustivite entra^ne souvent une perte de la preision et inversement. Il n'est
pas rare que des outils privilegient ouvertement l'une de es deux proprietes pour leurs
resultats, inuenant par la leurs hoix de oneption. Par exemple, ertaines tehniques
fontionnant ave l'aide d'un expert omme derniere etape de validation peuvent se
permettre de mettre l'aent sur la ompletude puisque l'expert humain sert de ltre ;
les resultats sont don au nal omplets et preis. Malheureusement, outre le fait que e
type d'approhe n'est pas ompatible ave notre objetif d'automatiite, il n'est guere
envisageable a grande ehelle. En eet, l'examen de donnees bruitees par un expert ne
peut se onevoir que si leur volume n'exede pas une taille limite.
Par ailleurs, le besoin onjoint de preision et de ompletude dans les ta^hes d'a-
quisition peut e^tre primordial. Les performanes des appliations exploitant ensuite les
ressoures lexiales aquises dependent en eet de leur qualite. Cela appara^t a travers
les resultats mediores de systemes utilisant des ressoures bruitees ou inadequates
(de Loupy & El-Beze, 2002). Il est par exemple souvent reprohe a une base generaliste
omme WordNet d'e^tre inadaptee a une appliation sur un domaine preis ar les
synsets sont juges trop heterogenes, ou ertains liens is a impossibles dans le domaine
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etudie ou enore des distintions de sens non pertinentes (Palmer, 1998) | il s'agit
don la d'un probleme de preision. Mais l'on ritique aussi le fait que es bases ne
fassent pas de liens inter-ategoriels (rien ne relie to ook et ooking par exemple) (Gon-
zalo et al., 1998), ou ne relient pas ertains termes d'un me^me domaine (omme tennis,
raket, ball et tennis player) (Fellbaum et al., 1996) | il s'agit dans e as d'un probleme
de ompletude.
Qualite des resultats et asares
Il semble don qu'il soit impossible de privilegier la preision aux depends de la
ompletude ou le ontraire sous peine de produire des resultats nalement inexploitables
dans le adre d'appliations reelles. Par ailleurs, si l'on souhaite developper des outils
devant e^tre utilises de nombreuses fois et sur des gros volumes de donnees, omme
'est le as pour nous, il semble egalement indispensable qu'ils produisent des resultats
suÆsamment bons pour ne pas neessiter une phase de validation manuelle ou une
phase d'enrihissement par un expert qui serait trop ou^teuse en pratique. Finalement,
notre soui d'automatiite semble don aller a l'enontre de notre exigene onernant
la qualite attendue des resultats. Cependant, omme nous le montrons au travers des
resultats exposes en setion 3.3.2.2, notre systeme, gra^e notamment a l'emploi de
tehniques symboliques performantes, reussit a parvenir a un tres bon ompromis entre
le taux de rappel et de preision, sans qu'auun post-traitement humain ne soit eetue.
2.1.1.3 Interpretabilite des resultats
Le dernier objetif que nous nous xons pour la realisation de notre systeme d'a-
quisition est l'interpretabilite. Apanage des approhes symboliques, ette derniere doit
notamment se traduire dans le systeme par les trois proprietes suivantes :
{ la granularite de la detetion, qui permet de deider ourrene par ourrene si
un element reherhe doit e^tre aquis ;
{ la omprehension des resultats qui permet d'expliquer pourquoi tel element est
extrait et pas tel autre ;
{ l'expliativite du systeme qui permet de donner une denition intentionnelle et
operationnelle du onept ible par l'aquisition.
Granularite de la detetion
La premiere propriete, la granularite de la detetion, est liee a la nature des informa-
tions generalement exploitees dans les approhes struturelles. En eet, ontrairement
a l'aquisition numerique ou l'element est extrait a partir d'informations olletees sur
le orpus pris dans son integralite, les approhes struturelles examinent souvent les
elements ourrene par ourrene. Ainsi, une ourrene sera onsideree omme re-
levant du onept reherhe ou non sur la base d'indies reueillis dans son ontexte,
independamment de e qui est deide pour les autres ourrenes du me^me element.
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Les approhes struturelles disposent dans un premier temps d'un ensemble d'o-
urrenes jugees pertinentes ou non. Dans un deuxieme temps, un element est deni
omme pertinent si une ondition sur ses ourrenes est remplie. Par exemple, ette
ondition sera que le nombre d'ourrenes pertinentes ('est-a-dire detetees par le
systeme) doit depasser un ertain seuil, ou enore que le taux d'ourrenes pertinentes
par rapport a l'ensemble des ourrenes depasse un sore minimal. En n de proessus,
e type de systeme a alors deux hoix pour la presentation des resultats : soit ils sont
detailles, 'est-a-dire que haque ourrene valide est proposee a l'utilisateur, soit ils
sont resumes et seuls les elements, hors de toute ourrene, sont presentes.
En jouant sur la ondition permettant de juger un element omme pertinent a partir
des ourrenes detetees par le systeme d'aquisition, on a ainsi la possibilite de pouvoir
s'attaher a la detetion de phenomenes rares. Dans les approhes numeriques, es
phenomenes, n'orant que peu de realisations en orpus ou oultes par des phenomenes
beauoup plus massifs, sont le plus souvent < noyes > sous le niveau du bruit et don
non detetes. Ils peuvent pourtant se reveler d'intere^t dans une appliation neessitant
des ressoures semantiques de tres bonne qualite (f. setion preedente).
Comprehension des resultats
La propriete de omprehension des resultats est intimement liee a la preedente.
On reprohe en eet souvent le fontionnement < bo^te noire > des methodes purement
statistiques, donnant des resultats hors de tout ontexte permettant de les interpreter.
Les approhes struturelles, de par les indies symboliques qu'elles manipulent, per-
mettent au ontraire de omprendre pourquoi le systeme a aepte ou rejete telle ou
telle ourrene. Cette propriete importante en TAL permet don d'interpreter plus
failement les resultats et de omprendre les limitations du systeme, les auses de ses
erreurs et surtout les phenomenes linguistiques sous-jaents.
Expliativite : vers une denition linguistiquement interpretable, operation-
nelle et fondee sur des realisations reelles
Enn, la derniere propriete attendue, l'expliativite, est ertainement la moins om-
mune des systemes d'aquisition. En eet, alors que les deux proprietes preedentes
sont le fruit de l'utilisation d'une approhe struturelle, l'obtention d'une denition du
onept reherhe ne peut e^tre que le fait de l'emploi d'une tehnique d'apprentissage
symbolique artiiel. Comme nous l'avons dit preedemment, une telle tehnique per-
met, a partir d'exemples (et eventuellement de ontre-exemples) de e que l'on herhe
a aquerir, d'inferer une denition du onept represente par es exemples. Cette de-
nition, utilisee ensuite pour deouvrir de nouvelles instanes repondant au onept,
manipule des symboles, 'est-a-dire des indies struturels, interpretables par l'utilisa-
teur.
Cette denition obtenue par indution a trois arateristiques essentielles :
{ elle est linguistiquement interpretable ;
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{ elle est operationnelle ;
{ elle est fondee sur des realisations reelles du phenomene linguistique que l'on
herhe a arateriser.
Ces trois avantages font des tehniques d'apprentissage symbolique artiiel un outil
partiulierement interessant dans le domaine du TAL ou les denitions des onepts
linguistiques peuvent manquer, e^tre inadaptees a une implementation eÆae, ou enore
ne pas e^tre fondees sur les donnees langagieres reelles et don peu produtives.
Inter^et de l'interpretabilite dans asares
Notre systeme s'insrit pleinement dans e adre symbolique. Nous inferons, gra^e
a la programmation logique indutive, des patrons semantiques et morphosyntaxiques
qui servent de support a une analyse linguistique des realisations en orpus des elements
semantiques aquis. Dans les travaux presentes dans e memoire, es elements sont les
relations qualia pouvant exister entre un nom (N) et un verbe (V) ; on appelle par la
suite ouples N-V qualia ou ouples qualia ou enore ouples en relation qualia les paires
nom-verbe telles que le nom et le verbe soient en relation qualia. La denition existante
de es relations dans le Lexique generatif est purement theorique est non operationnelle.
L'examen des patrons generes est don tres instrutif d'un point de vue linguistique,
puisqu'il permet de preiser le modele theorique.
2.1.2 Positionnement de nos travaux
Comme nous l'avons vu preedemment, beauoup de travaux d'aquisition d'infor-
mations lexiales semantiques existent. Nos travaux s'appuient quant a eux sur une
tehnique d'apprentissage supervise, la programmation logique indutive, pour generer
des patrons d'extration a partir d'exemples. Ces patrons permettent ainsi d'aquerir
de nouveaux elements semantiques repondant aux me^mes riteres que eux regissant les
exemples. Nous nous positionnons don i-apres par rapport aux autres travaux d'a-
quisition s'appuyant sur des patrons appris pour extraire des informations semantiques,
et par rapport au ro^le du adre linguistique dans es travaux.
2.1.2.1 Extration par patrons
Notre approhe est tres similaire a elles de M. Hearst ou de E. Morin (f. se-
tion 1.3.2.2). Elle s'en distingue neanmoins sur deux points. Tout d'abord, omme nous
l'avons deja signale, nous nous plaons ompletement dans le adre d'un probleme
d'apprentissage. L'inferene des patrons d'extration est don menee par une tehnique
d'apprentissage etablie (la programmation logique indutive) et non pas manuellement
(Hearst, 1998) ou par une tehnique ad ho (Morin, 1999). Ensuite, les informations
prises en ompte dans les patrons produits par asares sont morphosyntaxiques et
semantiques. Bien que d'autres types d'informations pourraient e^tre failement inlus
dans notre methode, e hoix s'explique par la volonte de produire des patrons donnant
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des indiations generales. Cela explique pourquoi es patrons n'utilisent pas d'informa-
tions de nature lexiale.
2.1.2.2 Ro^le du adre linguistique
Le adre linguistique que dans lequel s'opere une ta^he d'aquisition joue un ro^le
important dans le developpement me^me d'un systeme d'aquisition, me^me s'il est trop
rarement mis en avant. Il permet a la fois de guider le proessus d'aquisition, d'une
maniere plus ou moins direte, et de valider les resultats produits et ainsi de mesurer
les performanes du systeme. Ces deux ro^les prinipaux du adre linguistique, que nous
detaillons i-dessous, sont ouvertement exploites dans asares.
On peut distinguer deux faons dont une theorie linguistique intervient dans le de-
veloppement d'un systeme d'aquisition. Soit la theorie donne une denition operation-
nelle de l'objet que l'on tente d'aquerir ; ette denition peut alors e^tre implementee
dans un systeme d'aquisition omme 'est le as pour l'aquisition de synapsies par
termino. Soit la theorie linguistique ne fournit auun indie diretement exploitable
par une tehnique d'aquisition| 'est le as le plus ommun|mais un expert de ette
theorie peut identier des exemples de e que l'on tente d'aquerir. Il est alors possible
d'exploiter es exemples pour onstruire ou du moins guider le proessus d'aquisition.
C'est dans e deuxieme as de gure que se plaent nos travaux.
Il est important d'evaluer le plus nement possible les resultats d'un systeme d'a-
quisition, d'autant plus s'il se veut automatique, 'est-a-dire sans intervention humaine
pour ltrer les resultats.

A e titre, la theorie linguistique denissant l'objet linguistique
que l'on herhe a aquerir joue un ro^le essentiel. En eet, elle permet d'examiner les
resultats selon des riteres rigoureux et etablis prealablement a la ta^he d'aquisition.
En ontrepartie, l'analyse en orpus et l'etude en grandeur nature eetuee lors du
proessus d'aquisition peuvent amener a preiser des points de la theorie, notamment
si, omme nous l'avons vu, la tehnique d'aquisition est interpretable. L'appliation
d'asares a l'aquisition d'elements du Lexique generatif (les ouples N-V qualia) se
plae dans e adre puisque les elements aquis sont examines et ompares a eux obte-
nus manuellement par un expert. Les patrons generes, permettant de preiser les modes
de realisations en ontexte de es elements, sont egalement etudies dans une perspetive
linguistique.
2.1.3 Arhiteture du systeme
Nous presentons dans ette setion les dierents modules omposant le systeme
asares. Apres un desriptif shematique de son organisation generale, nous derivons la
phase d'etiquetage preliminaire a l'emploi d'asares, puis detaillons le fontionnement
de haun des modules.
2.1.3.1 Survol d'asares
Le deoupage en module de notre systeme d'aquisition orrespond aux die-
rentes phases du proessus d'aquisition de shemas d'extration de M. Hearst (f.
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setion 1.3.2.2). Le premier module est dedie a l'aquisition (automatique ou manuelle)
d'ourrenes dans le orpus (etiquete) d'elements reherhes qui serviront d'exemples.
Ces exemples sont ensuite exploites par le deuxieme module qui va inferer, a l'aide
d'un algorithme de programmation logique indutive, un ensemble de regles derivant
le onept reherhe sous forme de lauses de Horn. Le dernier module utilise les regles
produites omme des patrons d'extration, qui, appliques au orpus, vont permettre
de deteter des ourrenes de nouveaux elements. Ces elements sont nalement reunis
dans un < lexique > de ouples qualia ou bien a leur tour reutilises omme exemples
pour aÆner la reherhe des ouples dans le orpus.
La gure 2.1 resume ette arhiteture generale. Les io^nes representant un ordi-
nateur indiquent que le module est entierement automatique, e qui est le as de tous
les modules a l'exeption de elui de generation des exemples qui peut e^tre soit manuel
(voir hapitre suivant) soit automatique (f. setion 4.2).
2.1.3.2

Etiquetage
La premiere phase neessaire a l'utilisation d'asares est l'etiquetage du orpus
textuel sur lequel on doit eetuer la ta^he d'aquisition. Cette phase, ommune a la
plupart des appliations du TAL, est preedee d'un nettoyage onsistant a supprimer
du orpus tous les elements non textuels (gures, tableaux, table des matieres) et d'une
segmentation du texte en dierentes unites (paragraphes, phrases, mots). Ensuite, trois
etapes, non neessairement distintes, realisent l'etiquetage morphosyntaxique : l'assi-
gnation des etiquettes, la lemmatisation, et la desambigu

sation des mots ayant reu
plusieurs etiquettes.
Assignation des etiquettes morphosyntaxiques
L'etiquetage morphosyntaxique assigne a haque mot, sous forme d'etiquette (tag),
sa ou ses ategories possibles. Ainsi, pour le mot souris, les deux etiquettes possibles
sont nom et verbe. Il peut egalement adjoindre a es etiquettes des informations mor-
phologiques issues de l'etape preedente telles que le genre (masulin ou feminin), le
nombre (singulier ou pluriel), ou pour les verbes leur mode, temps et personne.
Lemmatisation
La phase de lemmatisation, souvent ouplee a la phase d'etiquetage morphosyn-
taxique, onsiste a assigner a haque mot une forme de referene (l'innitif pour un
verbe, le masulin singulier pour un adjetif, et.). Si plusieurs lemmes sont possibles,
ils sont tous retenus. Ainsi, pour le mot souris, au moins deux lemmes peuvent e^tre
retenus : souris et sourire. C'est generalement pendant ette etape que sont identiees
les informations morphologiques sur les mots.
Desambigu

sation
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Fig. 2.1 { Arhiteture globale du systeme asares
La derniere etape est elle de la desambigu

sation. Les etapes de lemmatisation et
d'etiquetage pouvant retenir plusieurs alternatives par mots, la desambigu

sation doit
permettre de hoisir parmi elles la bonne solution. Plusieurs approhes sont possibles
mais reposent toutes sur un examen des sequenes de mots preedant ou suivant le
mot ambigu. Les deux tehniques les plus ourantes sont l'approhe par regles ou par
ha^nes de Markov ahees.
2.1.3.3 Generation d'exemples
La phase de generation d'exemples a pour but de trouver des phrases dans le orpus
de referene ontenant des ourrenes des informations (unites ou relations) seman-
tiques reherhees. Dans le as etudie dans e memoire, il s'agit par exemple de reperer
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des phrases ontenant des ouples nom-verbe en relation qualia.
Cette phase peut elle-me^me se derouler en deux etapes. La premiere onsiste alors
a identier un ensemble d'elements reherhes dans le orpus. Cette onnaissane peut
e^tre obtenue par un expert du domaine ('est ette tehnique qui est employee dans
l'experiene rapportee au hapitre 3) ou automatiquement (voir les experienes en se-
tion 4.2). Dans un seond temps, on reherhe dans le texte les ourrenes des elements
obtenus. Lors de ette deuxieme phase, on verie eventuellement que les ourrenes
sont eetivement onformes a e que l'on reherhe.
Ce sont don nalement les ourrenes et leur ontexte qui onstituent la base
d'exemples. Des ontre-exemples, ou exemples negatifs, peuvent egalement e^tre trouves
de la me^me maniere ou en olletant les ourrenes d'exemples potentiellement positifs
qui sont rejetes a la phase de veriation mentionnee i-dessus. Ces exemples et ontre-
exemples sont formates de maniere a e^tre aessibles a notre tehnique d'inferene
utilisee pour la prodution de patrons (voir i-dessous) et don transformes en un
ensemble de prediats (f. setion 3.1.1.2).
2.1.3.4 Inferene de patrons
Cette phase de prodution de patrons est bien su^r la plus importante du systeme.
L'approhe que nous avons adoptee est de onsiderer ette etape omme un probleme
d'apprentissage artiiel symbolique. Nous tentons don d'inferer a partir des exemples
(les ourrenes d'elements reherhes en ontexte) et de ontre-exemples (elements
non pertinents egalement en ontexte) un ensemble de regles qui serviront ensuite de
patrons d'extration.
La proedure d'apprentissage que nous avons hoisie dans e adre est la program-
mation logique indutive. Gra^e a son formalisme base sur la logique du premier ordre,
elle nous permet de derire aisement notre probleme d'aquisition et de generer des
patrons linguistiquement interpretables. Nous presentons en setion 2.2 les prinipes
de la programmation logique indutive et au hapitre suivant son utilisation dans le
systeme asares pour l'aquisition de ouples N-V qualia.
2.1.3.5 Appliation de patrons
Les patrons obtenus a l'etape preedente sont des lauses logiques. Leur appliation
au orpus neessite don de derire e dernier par des ensembles de prediats et de faits
logiques a partir desquels les lauses inferees vont permettre de deteter de nouveaux
elements onformes a eux donnes en exemples. Cette etape est don en realite identique
a la phase de desription des exemples (voir en setion 3.1.1.2).
2.2 La programmation logique indutive
Comme nous l'avons dit preedemment, le ur de notre systeme d'aquisition
repose sur l'utilisation de la programmation logique indutive (PLI). Elle nous permet
d'inferer des regles denissant en intention le onept que l'on herhe a aquerir et qui
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est derit en extension (au moins partiellement) a l'aide d'exemples. Les regles | des
lauses de Horn | sont ensuite utilisees omme patrons d'extration pour deouvrir
au sein du orpus du domaine tous les elements repondant au onept derit.
Apres une presentation generale de l'apprentissage symbolique supervise, nous don-
nons dans ette setion quelques fondements et notions de la programmation logique
indutive. Pour une introdution plus omplete a ette tehnique d'apprentissage, le
leteur interesse peut se reporter aux artiles introdutifs de (Dzeroski et al., 2000)
et aux hapitres orrespondants des ouvrages de referene sur l'apprentissage artiiel
(Cornuejols & Milet, 2002 ; Mithell, 1997). Nous presentons ensuite quelques parti-
ularites inherentes a l'utilisation en pratique de la PLI, notamment dans le domaine
du TAL. Les elements et notions de logique utilises dans ette partie sont derits dans
l'annexe A.
2.2.1 Apprentissage symbolique supervise
La programmation logique indutive que nous nous proposons d'utiliser est une des
nombreuses tehniques existantes permettant d'apprendre automatiquement a partir
d'exemples, 'est-a-dire de maniere supervisee. Nous presentons i-dessous le adre ge-
neral de e domaine de reherhe a travers la denition de l'apprentissage de T. Mithell
puis nous exposons la notion sur laquelle repose la plupart des tehniques d'apprentis-
sage : l'indution. Nous denissons ensuite quelques prinipes et notations utilises dans
la suite de e hapitre. Enn, nous developpons un exemple mettant en evidene l'inte-
re^t de la PLI pour l'apprentissage dit relationnel (voir page 64) et justions le hoix de
ette tehnique partiuliere d'apprentissage dans le adre de notre travail d'aquisition
d'informations lexiales semantiques a partir de orpus.
2.2.1.1 Denition
T. Mithell (1997) donne une denition preise de l'apprentissage : un programme
informatique apprend la ta^he T a partir de l'experiene E et de la mesure de perfor-
mane P, si sa apaite a exeuter la ta^he T , mesuree par P, augmente ave E . Par
exemple, la reonnaissane d'eriture manusrite peut se formaliser omme ei :
{ la ta^he T est la reonnaissane et la lassiation de mots manusrits a partir
d'images ;
{ la mesure de performane P est le pourentage de mots orretement lasses ;
{ l'experiene E est une base de donnees ontenant des images de mots manusrits
deja lasses.
Toute ta^he d'apprentissage neessite don de preiser plusieurs points. Tout
d'abord, il faut soigneusement denir la ta^he (T ) a apprendre ; il s'agira par exemple,
dans les experienes presentees aux hapitres suivants, d'apprendre a arateriser en
fontion de leur ontexte les ouples N-V en relation qualia. Il faut ensuite onstituer
un ensemble d'exemples d'apprentissage (E) sur lequel le programme d'apprentissage se
base pour apprendre ; dans notre as, es exemples sont formes a partir de phrases du
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orpus annotees par etiquetage ontenant des ouples de noms et de verbes en relation
qualia (exemples positifs) ou non (exemples negatifs). Enn, il faut denir une mesure
de performane (P) qui permet a l'algorithme de se guider dans l'espae de reherhe
des solutions possibles (voir le hapitre suivant sur e point).
2.2.1.2 Notion d'indution
L'indution est souvent presentee omme le proessus inverse de la dedution. Son
prinipe est eetivement de < remonter > des faits aux lois qui les regissent. Ce type
d'inferene, ainsi que la dedution et l'abdution, peuvent s'illustrer a l'aide du e-
lebre syllogisme donne en gure 2.1 (Mayer, 1999) ; haune des trois propositions est
aompagnee de sa representation Prolog standard.
Langage naturel Prolog
(a) Tous les hommes sont mortels mortel(X) :- homme(X).
(b) Or Sorate est un homme homme(sorate).
() Don Sorate est mortel mortel(sorate).
Tab. 2.1 { Exemple d'indution a partir d'un syllogisme
Nous disposons de trois elements : (a) est une regle representant une impliation,
(b) est un fait, de me^me que la onlusion (). On a l'impliation suivante :
(a) ^ (b) j= ():
Examinons les dierents types d'inferenes possibles a partir de e syllogisme :
1. Si l'on onna^t (a) et (b), on peut trouver () par dedution, en appliquant par
exemple le modus ponens. C'est e type d'inferene, assez naturel hez un humain,
qui est utilise dans les demonstrateurs automatiques.
2. Si l'on onna^t (a) et (), on trouve (b) par abdution ; ela orrespond a retrou-
ver a partir d'une observation et onnaissant les lois d'un systeme, l'hypothese
manquante expliquant l'observation. C'est don e type d'inferene qui est prin-
ipalement utilise dans le domaine du diagnosti automatique.
3. Enn, si l'on onna^t les faits (b) et (), on dit que l'on infere la regle (a) expliquant
es faits par indution.
C'est don ette derniere operation qui est utilisee dans les tehniques d'apprentis-
sage artiiel supervise : les exemples sont des propositions de type (b) et les lasses
qui leur sont assignees representent les faits (). Dans le adre de la programmation
logique indutive, (b) et () sont exprimes par des faits Prolog et les regles inferees
sont, omme dans notre exemple, des lauses de Horn.
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2.2.1.3 Prinipes et notations
L'apprentissage artiiel a pour but d'expliquer au travers de generalisations, que
l'on appelle lassieurs, un ensemble d'observations. Ce proessus d'indution doit don
manipuler deux lasses d'objets distints : l'espae des exemples (ou instanes ou obser-
vations) E et l'espae des generalisations (ou hypotheses, ou enore regles) E
H
. Les ob-
servations peuvent parfois se deouper en plusieurs lasses ; en partiulier, dans nombre
de problemes, on onsidere souvent le as d'un ensemble E ompose d'exemples positifs
E
+
et d'exemples negatifs E
 
du onept que l'on herhe a aquerir. La desription
d'un probleme d'indution neessite don de denir deux langages pour manipuler es
deux lasses, le langage des exemples (L
E
par la suite) et le langage des hypotheses
(L
H
).
Pour permettre de trouver l'hypothese la plus plausible etant donnees les observa-
tions, il faut pouvoir faire le lien entre les deux espaes E et E
H
, 'est-a-dire pouvoir faire
orrespondre une hypothese h derite dans le langage L
H
a des elements de E derits
aveL
E
. Cette < tradution> deL
H
aL
E
se fait par une relation overs : E
H
!P(E)
(P(E) est l'ensemble des parties de E) indiquant l'adequation d'une hypothese ave
les exemples. Cette fontion est souvent appelee relation de ouverture. La gure 2.2
illustre ette notion de lien entre l'espae des exemples et elui des hypotheses.
h
1
h
2
h
3
h
4
overs(h
1
)
overs(h
4
)
overs(h
3
)
overs(h
2
)
Espae des hypotheses E
H
Espae des exemples E
Fig. 2.2 { Representation de la problematique en apprentissage artiiel
La problematique de l'apprentissage artiiel peut don se resumer, a la maniere de
problemes lassiques en intelligene artiielle, a la reherhe d'un ou plusieurs elements
(les hypotheses) dans un espae (E
H
) (Mithell, 1982). Pour se guider plus failement
dans l'exploration de et espae E
H
, on peut souvent le doter d'une relation de generalite
permettant de omparer ses elements entre eux. Cette relation, que l'on note : E
H
!
E
H
(h
1
 h
2
se lit < h
1
est plus generale que h
2
>), doit bien su^r e^tre ompatible
ave la relation de ouverture overs pour e^tre utile. On voudra en partiulier qu'une
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hypothese h
1
plus generale qu'une hypothese h
2
ouvre plus d'exemples que h
2
, soit :
h
1
 h
2
, overs(h
1
)  overs(h
2
)
Ainsi, le shema preedent peut en fait e^tre enrihi omme illustre dans la gure 2.3.
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Fig. 2.3 { Representation de la problematique en apprentissage artiiel sahant une
notion de generalite dans E
H
Gra^e a ette notion de generalite, la reherhe de solutions dans l'espae E
H
peut
e^tre menee intelligemment, dans une approhe que l'on qualiera de desriptive, en
exploitant la struture induite par la relation d'ordre retenue. Par exemple, on pourra
explorer E
H
en utilisant une strategie < du plus general au plus speique >, et exploiter
le fait que l'ensemble des exemples ouverts par un suesseur d'un element de E
H
est
neessairement un sous-ensemble des exemples ouverts par et element.
Dans une approhe plus onstrutive, ette notion de generalite peut me^me e^tre uti-
lisee pour onstruire l'ensemble E
H
a partir d'un ou plusieurs de ses elements. L'espae
de reherhe est ainsi onstruit au fur et a mesure de son exploration en se servant de
 pour generer ses elements. Cela est notamment utilise lorsque l'espae E
H
est trop
gros pour e^tre donne extensivement a priori, e qui est le as general en apprentissage
artiiel.
2.2.1.4 Intere^t de l'apprentissage en logique du premier ordre
Comme nous venons de le voir, outre la donnee d'exemples, un probleme d'appren-
tissage se denit aussi par la donnee de langages de desription, en partiulier elui des
exemples (L
E
). C'est un parametre important puisqu'il doit permettre la representa-
tion la plus adaptee possible des exemples, et est intimement lie au hoix de la methode
d'apprentissage utilisee. En eet ertaines tehniques sont plus a me^me de manipuler
ertains langages de desription que d'autres.
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Considerons les trois exemples adaptes du probleme <Bongard
2
> numero 47, repre-
sentes en gure 2.4. Avant de s'interesser a resoudre le probleme, il faut le modeliser.
Exemple 1 Exemple 3Exemple 2
Fig. 2.4 { Trois exemples tires du probleme Bongard n
Æ
47
Pour ela, une faon de le faire est de derire haque exemple par des ensembles de
ouples attribut-valeur. C'est ette modelisation qui est utilisee par la plupart des algo-
rithmes d'apprentissage artiiel. Un autre langage de desription ouramment utilise,
la logique propositionnelle, peut-e^tre vu omme une sous-lasse du langage attribut-
valeur : les attributs sont des propositions logiques et leurs valeurs sont soit vrai, soit
faux.
En langage attribut-valeur, les dierentes informations peuvent e^tre rassemblees
dans un tableau tel que le tableau 2.2 : les exemples sont donnes en ligne, les olonnes
representant les attributs derivant les deux premiers exemples. On remarque d'ores et
forme taille orientation forme taille orientation
objet 1 objet 1 objet 1 objet 2 objet 2 objet 2
exemple 1 triangle petit haut erle grand sans objet
exemple 2 triangle grand haut erle petit sans objet
Tab. 2.2 { Desription en langage attribut-objet
deja que ette modelisation n'est pas ideale puisque ertains attributs (orientation 2) ne
sont pas renseignes. Cela est du^ au fait que la representation attribut-valeur impose que
l'ensemble d'attributs soit le me^me pour tous les exemples. Ce n'est don pas adapte a
la desription d'objets ayant un nombre variable de arateristiques omme 'est le as
ii pour le triangle et le erle.
Si l'on veut rendre ompte des relations existant entre les dierents objets, omme
par exemple leur position relative, il est neessaire d'ajouter autant d'attributs que de
types de relations existantes (f. tableau 2.3).
Par ailleurs, l'exemple 1 est derit omme possedant une forme 1 qui est un triangle
et une forme 2 qui est un erle. Une autre desription parfaitement valable de et
exemple pourrait e^tre de onsiderer que la forme 1 est le erle et la forme 2 le triangle, et
2
Les problemes Bongard sont des problemes de reonnaissane de patrons visuels inventes par le
sientique russe M. Bongard en 1967. Chaun de es problemes est onstitue de deux lasses represen-
tees par 6 images haune. Le but est de trouver la dierene entre les deux lasses, 'est-a-dire quelle
arateristique essentielle dierenie les shemas appartenant a une lasse des autres.
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... 1 dans 2 1 a gauhe de 2 ...
exemple 1 ... oui non ...
exemple 2 ... non oui ...
Tab. 2.3 { Desription de relations par attribut-valeur
don d'inverser les positions des dierents attributs qui leur sont lies (voir tableau 2.4).
Cela peut onduire a un probleme lors de la phase d'apprentissage si une des regles
forme taille orientation forme taille orientation
objet 1 objet 1 objet 1 objet 2 objet 2 objet 2
exemple 1 triangle petit haut erle grand sans objet
exemple 1 erle grand sans objet triangle petit haut
Tab. 2.4 { Ambigu

te des desriptions attribut-valeur
generees est du type : si forme 1 = triangle ... ou enore si une des regles manipule un
attribut relatif a un de es objets geometriques. Enore une fois, la desription attribut-
valeur se revele don peu adaptee a la desription d'exemples manipulant plusieurs
objets.
Considerons maintenant l'exemple 3 donne en gure 2.4. Il ontient un objet geo-
metrique de plus que les deux preedents ; il est don neessaire d'ajouter de nouveaux
attributs pour rendre ompte de et objet. Les deux exemples preedents n'ayant pas de
troisieme objet, les valeurs des attributs orrespondants ne sont don pas renseignees.
Outre le manque de ommodite de es ajouts d'attributs grossissant la desription de
l'ensemble des exemples de la base, le fait que leur valeur ne soit pas renseignee peut
auser des problemes lors de l'exploitation de es donnees par des algorithmes d'ap-
prentissage.
Lorsque la desription d'un probleme d'apprentissage se heurte aux limitations de la
modelisation attribut-valeur soulignees i-dessus, on se tourne souvent vers une modeli-
sation plus rihe s'appuyant par exemple sur la logique du premier ordre et ses variantes
ou vers d'autres logiques aussi expressives. Cette modelisation permet notamment de
derire failement les exemples ayant des nombres variables d'objets, es objets pou-
vant eux-me^mes avoir un nombre variable d'attributs. Elle permet egalement de rendre
ompte plus naturellement des relations entre les objets ; 'est d'ailleurs pourquoi les
tehniques d'apprentissage exploitant es modelisations sont dites relationnelles.
Parmi es tehniques, nous presentons dans la setion suivante la programmation
logique indutive. Elle exploite la logique des prediats (voir l'annexe A) omme langage
de desription des exemples (L
E
), mais egalement omme langage de desription des
hypotheses (L
H
), et ore ainsi un adre logique unie a la ta^he d'indution. Dans
e adre, les exemples sont derits omme dans le tableau 2.5, et le onept induit est
represente par un ensemble de regles sous forme de lauses de Horn.
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modelisation logique
triangle(o1,petit,haut).
exemple 1 erle(o2,grand).
in(o1,o2).
triangle(o3,grand,haut).
exemple 2 erle(o4,petit).
a gauhe(o3,o4).
triangle(o5,grand,haut).
erle(o6,petit).
exemple 3 erle(o7,petit).
in(o7,o5).
a gauhe(o5,o6).
a gauhe(o7,o6).
Tab. 2.5 { Desription en logique des prediats
Asares et l'apprentissage relationnel
Comme nous venons de le voir, l'apprentissage relationnel est neessaire lorsque les
exemples onsistent en un nombre variable d'objets et lorsque les relations entre es
objets sont importantes.
Dans notre as, le systeme doit e^tre apable de generer des patrons a partir de
toutes les informations disponibles sur l'element a aquerir (par exemple les mots en
relation semantique) et son ontexte. Cela signie en partiulier qu'il doit pouvoir
prendre en ompte tous les mots apparaissant dans une phrase ave l'ourrene de
l'element semantique reherhe. Ce nombre de mots est suseptible de varier d'une
phrase a l'autre, ainsi que le nombre d'informations sur haun de es mots. Enn, les
relations qu'entretiennent les mots au sein de la phrase, ne serait-e que leur position
relative, est importante pour produire des patrons d'extration pertinents.
La modelisation par ensembles attributs-valeurs (ou en logique propositionnelle)
s'avere don inadequate pour rendre ompte de es speiites de nos donnees d'ap-
prentissage. Cela nous amene par onsequent a onsiderer pour notre ta^he d'aquisition
en orpus des tehniques d'apprentissage relationnel telles que la PLI.
2.2.2 Indution en logique des prediats
La programmation logique indutive est une tehnique d'apprentissage artiiel per-
mettant de mettre en uvre l'indution en logique des prediats. Cette indution repose
sur ertains prinipes qui sont regroupes sous le nom de semantique ; nous les presentons
dans la sous-setion suivante. En pratique, le proessus d'indution se ramene a une
reherhe dans un espae ordonne. La sous-setion 2.2.2.2 est dediee a la presentation
des ordres les plus ouramment utilises dans e ontexte. Nous introduisons ensuite les
dierents biais permettant de delimiter et espae de reherhe. Nous terminons en pre-
sentant en sous-setion 2.2.2.4 quelques-unes des strategies d'exploration de l'espae de
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reherhe eetivement utilisees au sein de systemes de PLI. Les hoix retenus dans le
adre de notre appliation a l'aquisition de relations qualia sont omme preedemment
preises pour haun de es points.
2.2.2.1 Prinipes et semantiques
Le prinipe de la programmation logique indutive est tres similaire a la plupart
des tehniques d'apprentissage supervise. Il s'agit, etant donne un ensemble d'obser-
vations (des exemples positifs et negatifs), un ensemble de onnaissanes (bakground
knowledge) B, un langage d'hypotheses L
H
et une relation de ouverture, de trouver
une hypothese (ou un ensemble d'hypotheses) H 2 L
H
telle que, sahant B, H ouvre
tous les exemples positifs et auun negatif. Dans le adre de la PLI, H est soit une
lause, soit un programme logique, 'est-a-dire un ensemble de lauses (on note alors
h
i
ses elements).
On impose par ailleurs que les deux onditions suivantes soit veriees par les donnees
d'apprentissage :
{ la onsistane (ou satisabilite) a priori est assuree si les exemples negatifs, re-
presentes par des lauses de Horn sans te^te, ne sont pas en ontradition ave les
onnaissanes donnees dans le bakground knowledge, e qui se note : B^E
 
6j= 2 ;
{ la neessite a priori est la tradution du besoin d'une onnaissane autre que
B, d'une hypothese, pour expliquer les exemples positifs, e que l'on traduit par
B 6j= E
+
.
L'hypothese trouvee doit ensuite verier deux autres onditions :
{ la onsistane (ou satisabilite) a posteriori impose qu'auune ontradition ne
soit trouvee entre B, H et E
 
, e que l'on note : B ^H ^E
 
6j= 2 ;
{ la ompletude onsiste a s'assurer que l'hypothese, ombinee au bakground know-
ledge, permet bien d'expliquer tous les exemples positifs, soit B ^H j= E
+
.
Les quatre onditions preedentes, denissant la problematique de la PLI, sont
enonees pour des programmes normaux ; on parle alors de semantique normale. Les
algorithmes de PLI se plaent pour la plupart dans le adre de la logique des lauses
denies. Les quatre onditions preedentes se traduisent dans e formalisme, en seman-
tique denie, sous la forme suivante (Muggleton & De Raedt, 1994) :
{ 8e
 
2 E
 
; e
 
est faux dans M(B) ;
{ 9e
+
2 E
+
; e
+
est faux dans M(B) ;
{ 8e
 
2 E
 
; e
 
est faux dans M(B ^H) ;
{ 8e
+
2 E
+
; e
+
est vrai dans M(B ^H).
ou M() est le plus petit modele de Herbrand assoie au programme deni  dans
lequel toute formule logique est soit vraie soit fausse et ou les exemples negatifs sont
maintenant representes par des faits faux.
D'autres semantiques presentant la problematique de la PLI sous d'autres aspets
ont ete proposees. Parmi es alternatives, on peut iter la semantique non monotone
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proposee par N. Helft (1989) et P. Flah (1992) ou les exemples font partie integrante du
bakground knowledge (les negatifs sont denis impliitement par l'hypothese du monde
los). Dans es onditions, les trois ontraintes suivantes doivent e^tre respetees :
{ la validite : 8h 2 H, h est vraie dans M(B) ;
{ la ompletude : si la lause generale g est vraie dans M(B), alors H j= g ;
{ la minimalite : auun sous-ensemble strit de H n'est a la fois valide et omplet.
Le leteur interesse peut se reporter aux artiles ites ainsi qu'a (Muggleton & De Raedt,
1994) pour une desription detaillee de ette semantique et une omparaison a la seman-
tique normale. Dans la suite de e memoire nous nous plaons, sauf s'il est expliitement
preise le ontraire, dans le adre de la semantique denie.
2.2.2.2 Notion de generalite dans l'espae des hypotheses
La problematique de la PLI peut se ramener a une reherhe de lauses dans un es-
pae satisfaisant un ertain nombre de proprietes. Malheureusement, en ontrepartie de
l'expressivite du langage employe, et espae d'hypotheses est generalement trop grand
pour e^tre explore extensivement. Cependant, il peut e^tre organise hierarhiquement, a
l'aide d'une notion de generalite entre lauses. L'exploration peut ainsi e^tre menee plus
eÆaement, guidee par ette generalite.
Comme pour les autres tehniques d'apprentissage, la relation attendue pour rendre
ompte de la generalite (notee ) doit e^tre oherente ave la relation de ouverture des
exemples (voir setion 2.2.1.3).
Dans le as des logiques derivees du premier ordre, trouver un tel ordre de generalite
est bien plus diÆile que dans le as propositionnel ou l'inlusion des attributs pouvait
servir d'ordre. L'impliation logique serait ertainement la solution ideale mais des
resultats d'indeidabilite en empe^he l'utilisation dans le as general (Shmidt-Shau,
1988 ; Nienhuys-Cheng & de Wolf, 1996), et me^me si, omme generalement en PLI,
l'on se restreint aux lauses de Horn (Marinkowski & Paholski, 1992).
Un autre ordre, largement utilise dans les systemes de PLI et deni i-dessous, est
la -subsomption (Plotkin, 1970).
Denition 3 (-subsomption) Une lause C
1
-subsume une lause C
2
(C
1


C
2
)
si et seulement si (ssi) il existe une substitution  telle que C
1
  C
2
(en onsiderant
les lauses omme des ensembles de litteraux). 2
Par exemple, la lause p(a; b)  r(b; a) est subsumee par la lause C = p(Y
1
; Y
2
)  
r(Y
2
; Y
1
). En eet, on a bien fp(Y
1
; Y
2
);:r(Y
2
; Y
1
)g
1
 fp(a; b);:r(b; a)g ave 
1
=
fY
1
=a; Y
2
=bg. La lause p(X
1
;X
2
)  r(X
2
;X
1
); q(X
1
) est egalement subsumee par la
lause C, ave par exemple la substitution 
2
= fY
1
=X
1
; Y
2
=X
2
g.
La -subsomption est reexive, transitive et mais pas antisymetrique ; 'est don un
quasi-ordre. On peut neanmoins denir une relation d'equivalene sous -subsomption :
si C
1


C
2
et C
2


C
1
, on notera ette equivalene C
1


C
2
. On a ainsi un ordre
partiel (antisymetrique) sur les lasses d'equivalene. Ces dernieres possedent un unique
representant, appele lause reduite, qui le plus petit ensemble de litteraux equivalent
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aux autres lauses sous -subsomption (Nienhuys-Cheng & de Wolf, 1997). Les lasses
d'equivalene ainsi formees sont organisees en treillis.
Cet ordre induit est plus faible que l'impliation (C
1


C
2
) C
1
j= C
2
mais
l'inverse n'est toujours vrai (Plotkin, 1971)) mais deidable (Robinson, 1965), et don
plus failement manipulable bien qu'il soit enore NP-diÆile (Kapur & Narendran,
1986). Il est ependant montre au travers des lemmes de Gottlob (Gottlob, 1987) et
de Lee (Lee, 1967 ; Muggleton, 1992) que es deux ordres sont tres prohes, et me^me
equivalents si l'on onsidere des lauses non reursives ('est-a-dire n'intervenant pas
pour leur propre resolution).
Dierentes notions de generalite ont ete proposees. Certaines visent a pallier les
dierenes entre impliation et -subsomption (par exemple la T-impliation (Idestam-
Almquist, 1995)). D'autres ont ete denies dans le but d'ameliorer la faisabilite du
parours de E
H
(omme la subsomption empirique (Champesme et al., 1995a ; Cham-
pesme et al., 1995b)), ou bien de rendre la omplexite de la omparaison de deux
hypotheses polynomiale (e.g. la subsomption stohastique (Rouveirol & Sebag, 1997)),
ou enore de ontraindre les substitutions possibles (e.g. la subsomption sous identite
objet (Esposito et al., 1996 ; Badea & Staniu, 1999), f. setion 3.1.2.2).
La relative absene de prise en ompte des informations ontenues dans le bak-
ground knowledge par la -subsomption a egalement mene a des notions de generalite
telles que la (-)subsomption relative de G. Plotkin (1971) ou enore la subsomption
generalisee de W. Buntine (1988) (voir setion 3.1.2.2). Une denition operationnelle
de la generalite entre lauses denies et permettant naturellement la prise en ompte
de B est la SLD-subsomption. Elle repose sur le prinipe de resolution de Robinson
(1965) : h
1
 h
2
ssi B ^ h
1
`
SLD
h
2
.
Organisation de l'espae de reherhe dans asares
Il est important d'utiliser une relation de generalite qui soit adaptee au probleme
traite. Dans le adre de notre appliation, les hypotheses manipulees utilisent des in-
formations linguistiques (les etiquettes des mots) qui sont struturees : par exemple,
un nom ommun pluriel est une sorte de nom ommun. Il est don neessaire que ette
struture d'informations se retransrive hierarhiquement dans l'espae de reherhe.
De plus, les lauses obtenues doivent ensuite servir de patrons d'extration et permettre
d'identier les shemas linguistiques portant la relation iblee. De e fait, leur forme est
ontrainte, e qui a une inidene egalement sur l'organisation de l'espae de reherhe.
Ces deux onditions nous amenent don a denir un ordre de generalite partiulier
a notre ta^he melangeant subsomption sous identite objet et subsomption generalisee
(voir setion 3.1.2.2).
2.2.2.3 Biais de langage
En PLI, l'espae de reherhe E
H
manipule est dans la plupart des as pratiques
gigantesque et peut me^me e^tre inni (ontrairement aux espaes des problemes attribut-
La programmation logique indutive 69
valeur). Il est don important pour la faisabilite de la ta^he d'apprentissage d'imposer
des ontraintes sur E
H
pour en reduire la taille et ainsi rendre possible son exploration.
Ces ontraintes portent le plus souvent sur les elements qui le omposent, 'est-a-dire sur
les hypotheses suseptibles d'e^tre proposees par l'algorithme de PLI et sur la faon de les
herher. Ces restritions sont appelees biais puisqu'elles vont en eet biaiser le resultat
en privilegiant ertaines hypotheses par rapport a d'autres sur des onsiderations autres
que leur simple adequation ave les exemples. Il existe de nombreux types de biais
(Nedelle et al., 1996) ; la denition donnee par T. Mithell (1980) est d'ailleurs tres
large : < the term bias refers to any basis for hoosing one generalization over another,
other than strit onsisteny with the observed training instanes >.
Outre l'aspet ombinatoire de es biais, leur autre eet majeur est de permettre
d'ameliorer la qualite des hypotheses en ajoutant au systeme de la onnaissane sur le
onept reherhe. Il est d'ailleurs bien onnu que loin d'e^tre une entrave a l'appren-
tissage, es biais en assurent au ontraire la faisabilite puisqu'un systeme fontionnant
absolument sans auun biais est inapable de generaliser les exemples et don de pro-
duire l'indution neessaire a la generalisation (Mithell, 1980).
Parmi les dierents types de biais, les biais delaratifs s'attahent a denir la forme
attendue des hypotheses, 'est-a-dire a preiser le langage L
H
. Ainsi, seules les regles
reellement pertinentes sont proposees. En PLI, on distingue usuellement au sein des
biais delaratifs deux grandes familles : les biais syntaxiques et les biais semantiques
(Muggleton & De Raedt, 1994). Une hypothese de E
H
repondant aux desriptions des
biais est alors dite bien formee.
Biais syntaxiques
Les biais syntaxiques permettent de restreindre la taille des lauses produites, 'est-
a-dire de limiter le nombre de litteraux qui y apparaissent. Le systeme a ainsi tendane
a produire des hypotheses ourtes et generales. On peut de la me^me maniere imposer
des restritions sur l'utilisation des variables dans les lauses : il peut e^tre interessant de
limiter le nombre de variables apparaissant dans les lauses, ou leur ordre d'apparition
ou la faon dont elles sont reliees les unes aux autres a travers les litteraux.
Tous les systemes de PLI, depuis les tous premiers, utilisent e type de biais de
maniere plus ou moins sophistiquee. Certains utilisent me^me des langages dedies pour
leur desription, omme Dlab (Delarative LAnguage Bias) (Dehaspe & De Raedt,
1995) ou les shemas d'hypotheses de mobal (Kietz & Wrobel, 1992).
Biais semantiques
L'autre type de biais delaratif largement utilise sont les biais semantiques.

Egale-
ment utilises des les premiers systemes de PLI (omme mis (Shapiro, 1981)), ils sont
desormais utilises par la quasi-totalite des algorithmes de PLI (notamment progol
(Muggleton, 1995) et ses suesseurs). Ils permettent plus speiquement de preiser
le fontionnement attendu des litteraux d'une lause. C'est le ro^le des delarations de
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types et de modes. Les premiers indiquent de quels types sont les variables apparais-
sant dans les prediats. Ainsi, si dans une hypothese, un litteral utilise une variable
d'un ertain type t, les autres litteraux ne peuvent utiliser ette me^me variable que s'ils
sont delares omme pouvant fontionner ave des variables de type t. Les delarations
de modes permettent quant a elles de preiser le fontionnement attendu des predi-
ats utilises en termes de variables d'entree et de sortie. Cela autorise a se restreindre
aux lauses dont les litteraux utilisent en variables d'entrees les variables de sortie des
litteraux preedents par exemple.
Biais de reherhe
Outre les deux types de biais preedents, d'autres formes d'informations peuvent
e^tre utilisees pour inuener la ta^he d'apprentissage. C'est notamment le as des heu-
ristiques de reherhe, appelees aussi biais de preferene, qui vont diriger le parours
de E
H
et ainsi favoriser ertaines hypotheses par rapport a d'autres.
Ce type de biais est bien su^r intimement lie au hoix de parours de E
H
(voir la se-
tion suivante). Une heuristique largement employee, notamment dans foil (Quinlan &
Cameron-Jones, 1995) est l'utilisation d'une mesure de gain de ompression s'appuyant
sur la theorie de l'information.
Langage d'hypotheses dans asares
L'algorithme de PLI que nous utilisons au sein de notre systeme d'aquisition d'ele-
ments semantiques est aleph (Srinivasan, 2001), un suesseur de progol. Nous be-
neions don de toutes les possibilites de biais delaratifs tels que les delarations de
types et de modes. Ces biais et d'autres permettent de denir tres preisement le langage
L
H
que nous utilisons pour que les hypotheses produites soient non seulement valides
vis-a-vis des exemples mais aussi pertinentes d'un point de vue linguistique. Tous les
hoix de biais restreignant le langage d'hypotheses, denissant les regles que l'on dira
bien formees au regard de notre ta^he, sont derits et motives en setion 3.1.2.1.
Comme les biais sont omnipresents en PLI, on suppose par la suite que, me^me si
ela n'est pas expliitement preise, les hypotheses onsiderees sont bien formees au
regard de es biais.
2.2.2.4 Strategies de reherhe
Les biais presentes i-dessus permettent de denir preisement la forme des hypo-
theses reherhees. La notion de generalite retenue entre es dernieres autorise quant
a elle l'espae de reherhe E
H
a e^tre organise hierarhiquement. Dierentes strategies
pour parourir et espae des hypotheses bien formees sont possibles. La mise en uvre
de es strategies est bien su^r intimement liee a la notion de generalite entre hypotheses
retenue et egalement au langage L
H
preise par le biais, 'est-a-dire a la forme des
hypotheses attendues.
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Nous presentons quelques-unes des approhes utilisees en pratique au sein des dif-
ferents systemes de PLI existants. Le leteur interesse par une desription ne de es
systemes ou a leur omparaison suivant d'autres riteres peut se rapporter aux artiles
ites et a (Muggleton & De Raedt, 1994).
Reherhe desendante
Un premier type de strategie pour l'exploration de l'espae de reherhe des hypo-
theses peut e^tre une approhe desendante (ou top-down en anglais). Une telle approhe
peut se deomposer en deux niveaux :
1. trouver une regle h par speialisation (voir i-apres) a partir des ensembles
d'exemples E
+
et E
 
;
2. trouver un ensemble de regles H en reiterant l'etape 1 et en mettant a jour les
ensembles d'exemples autant de fois que neessaire.
La mise a jour de E
+
et E
 
onsiste par exemple a o^ter les exemples deja ouverts par
une regle h trouvee preedemment.
L'etape 1 orrespond a une exploration de l'espae des hypotheses du plus general
au plus speique. Le prinipe utilise est don elui de l'inferene dedutive puisqu'il
s'agit d'obtenir une formule S a partir d'une formule G ave G j= S. Le point de depart
de ette reherhe est la denition la plus generale du onept, par exemple 2 (la lause
vide), ou bien de maniere plus pratique, la lause (pt(X
1
; :::;X
n
)  ) ou pt est le
prediat representant le onept.
L'exploration se fait de maniere onstrutive : a haque hypothese, un operateur
propose toutes les lauses qui lui sont plus speiques (selon la notion de generalite
retenue). L'operateur produisant es speialisations de lauses est appele, selon le terme
propose par E. Shapiro (1981), operateur de raÆnement (voir setion 3.2.1). Ainsi,
dans un espae organise par la -subsomption, l'operateur de raÆnement eetuera
basiquement deux operations sur une hypothese pour en generer des hypotheses plus
speialisees :
1. appliquer une substitution, et ainsi transformer des variables de la lause de depart
en onstantes ou unier plusieurs variables ;
2. ajouter des litteraux a la lause de depart.
Les hypotheses ainsi generees sont don ensuite testees, 'est-a-dire que l'on examine
leur ouverture des ensembles E
+
et E
 
. Pour repondre aux speiations etablies en
semantique denie, on voudra en partiulier qu'auun e
 
2 E
 
ne soit ouvert par
l'hypothese h testee, mais on voudra egalement que h ouvre le maximum d'exemples
positifs pour faire onverger au mieux l'etape 2. Enn, le hoix des speialisations
eetivement suivies (raÆnees a leur tour) peut se faire a l'aide d'heuristiques, souvent
alulees a l'aide des taux de ouverture de E
+
et E
 
. Ce type d'approhe de la
PLI appartient don a la famille des algorithmes dits generate-and-test (generer et
tester), dont le systeme HAIKU (Nedelle & Rouveirol, 1994) represente un adre
unie puisqu'il peut s'identier a haun de es algorithmes selon les parametrages
hoisis.
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Ce type de fontionnement a onnu beauoup de sues, et de nombreux algorithmes
de PLI ont ete developpes en s'appuyant sur une philosophie prohe. Outre le preurseur
mis (pour Model Inferene System) de E. Shapiro (1981), on peut iter flipper (Cohen,
1995), linus (Lavra & Dzeroski, 1994), ml-smart (Bergadano et al., 1988), et le
tres elebre foil (Quinlan & Cameron-Jones, 1995) et ses nombreuses variantes et
adaptations (Pazzani et al., 1991 ; Cohen, 1994 ; Dzeroski & Bratko, 1992)
Se plaant dans un adre prohe, mobal (Kietz & Wrobel, 1992) utilise une ex-
tension de la -subsomption ompatible ave ses modeles de regles (voir setion pre-
edente) pour generer ses hypotheses des plus generales aux plus speiques. Notons
egalement que d'autres logiiels, se positionnant dans une semantique autre que la se-
mantique normale, utilisent egalement une approhe desendante pour parourir leur
espae de reherhe sous -subsomption. C'est le as de laudien (De Raedt & Bruy-
nooghe, 1993 ; Dehaspe et al., 1994 ; De Raedt & Dehaspe, 1996), de tilde (Blokeel
& De Raedt, 1998 ; Blokeel, 1998), et d'ICL (De Raedt & van Lear, 1995).
Reherhe asendante
De nombreux systemes de PLI reposent egalement sur une exploration asendante
(bottom-up) de l'espae de reherhe. Le point de depart de la reherhe est don un
sous-ensemble des exemples positifs (souvent des paires d'exemples) que l'on herhe a
generaliser en une lause. Symetriquement au as preedent, les regles utilisees pour e
faire sont don des regles d'inferene indutive qui se denissent formellement omme
permettant d'obtenir un ensemble de formules G a partir de S telles que G j= S.
Ces methodes utilisent la notion de moindre generalise, 'est-a-dire le plus petit
pas indutif dans E
H
, pour explorer etape par etape et espae. Plus formellement, le
moindre generalise se denit omme i-dessous (Torre, 2000).
Denition 4 (Moindre generalise) Un moindre generalise G de H
1
, H
2
, ..., H
n
sous un ordre de generalite note  doit verier les deux onditions suivantes :
{ pour tous les H
i
, on a G  H
i
;
{ s'il existe G
0
tel que (8H
i
: G
0
 H
i
) ^ (G  G
0
)) alors G  G
0
. 2
Comme dans la reherhe desendante, 'est un operateur qui a pour fontion de pro-
duire a partir d'une lause ses generalisations. Cet operateur est egalement appele
operateur de raÆnement bien que les lauses produites ne soient en auun as plus
speiques que l'hypothese d'origine.

A la base de la plupart des algorithmes asendants se trouvent les moindres ge-
neralises orrespondant a la relation de -subsomption. Ces moindres generalises sont
appeles de leur aronyme anglais lgg (least greater generalization) et ont ete proposes
par G. Plotkin (1970 ; 1971) en me^me temps que la -subsomption (il propose egalement
un algorithme polynomial pour les aluler).
L'utilisation des lgg en PLI se fait au travers de leurs variantes permettant de
prendre en ompte le bakground knowledge. Ces variantes sont don qualiees de rela-
tives (au bakground knowledge), et notees rlgg (Plotkin, 1971). La rlgg de deux lauses
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e
1
et e
2
se denit par : rlgg(e
1
; e
2
) = lgg(e
1
 M(B); e
2
 M(B)), ou M(B) est
un modele du bakground knowledge B. C'est l'approhe utilisee dans un des logiiels
pionniers de la PLI, golem (Muggleton & Feng, 1990), suivi par de nombreux autres.
Une disussion sur la omplexite de es moindres generalises suivant les speiites des
systemes de PLI est proposee par J.-U. Kietz (1993).
L'utilisation des rlgg pose ependant un ertain nombre de problemes. Tout d'abord,
les modeles du bakground knowledge B (et plus partiulierement le plus petit modele
de Herbrand) peuvent e^tre innis. Dans e as, la rlgg de deux lauses pourra don
e^tre egalement innie. Me^me dans le as ou un sous-ensemble ni d'un modele de
B est utilise, la rlgg de deux lauses peut e^tre de taille tres importante et ro^tre
exponentiellement ave le nombre d'exemples. Enn, les onepts ontenant plusieurs
lauses ne peuvent pas e^tre appris par des algorithmes dont la phase d'indution repose
exlusivement sur l'utilisation des rlgg puisque ette derniere ne produit qu'une seule
regle a partir d'un ensemble d'exemples.
Une autre approhe utilisant des regles d'inferene indutive pour explorer E
H
du
plus speique au plus general repose sur l'idee qu'il est possible d'inverser le prinipe
de resolution de Robinson (1965). Cette approhe, appelee inverting resolution, repose
don sur la SLD-subsomption vue preedemment. Elle a donne lieu a de nombreux
logiiels, exploitant haun dierentes regles d'indution : due (Muggleton, 1987),
igol (Muggleton & Buntine, 1988), marvin (Sammut & Banerji, 1986). Certains se
sont notamment attahes a restreindre le non determinisme de l'operation de resolution
inverse | veritable obstale ombinatoire de ette approhe |, ou a renverser en un pas
plusieurs etapes de resolution (lfp2 (Wirth, 1989), ires (Rouveirol & Puget, 1990)).
D'autres (Rouveirol, 1992 ; Rouveirol, 1994) permettent de gerer plus failement le as
des lauses ontenant des fontions (Nienhuys-Cheng & de Wolf, 1997 ; Hirata, 1999).
Strategie de reherhe mixte
Enn, des strategies hybrides peuvent e^tre utilisees pour trouver plus eÆaement
les hypotheses interessantes au sein de l'espae de reherhe. Les systemes developpant
e type de strategie ombine don des approhes bottom-up et top-down similaires a
elles exposees preedemment.
Par exemple, le logiiel hillin (Zelle et al., 1994) onduit suessivement une
reherhe bottom-up puis top-down. La premiere fontionne omme golem par rlgg :
deux exemples sont hoisis, et une lause C = rlgg(e1; e2) est onstruite. Si ette lause
est jugee trop generale au regard des exemples negatifs, elle est raÆnee par ajout de
litteraux a la maniere de foil. Enn, si apres les ajouts de tous les litteraux valides, la
lause est enore jugee trop generale, un prediat est invente et lui est ajoute.
L'approhe retenue dans progol (Muggleton, 1995) et ses suesseurs ombine elle
aussi, suessivement et dans et ordre, une approhe asendante ave une approhe
desendante. Dans la premiere, l'inferene indutive s'appuie non pas sur la resolu-
tion inverse mais sur e que S. Muggleton appelle l'impliation (entre modeles) inverse
(inverting entailment). Cette approhe etant elle utilisee par aleph, le programme
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d'inferene adopte au sein d'asares, nous en detaillons en onsequene quelque peu le
fontionnement.
Le prinipe de l'impliation inverse repose sur la onstatation que pour un exemple
e, on veut trouver une lause h telle que B ^ h j= e, e qui est equivalent a B ^ e j= h
en notant x la negation de x. Puisque h et e sont de simples lauses, leurs negations
sont des lauses unitaires skolemisees, 'est-a-dire un programme logique los. Soit ?
la onjontion (potentiellement innie) de litteraux sans variables qui sont vrais pour
tous les modeles de B ^ e. Puisque h doit e^tre vraie dans tous les modeles de B ^ e, elle
doit e^tre un sous-ensemble de ? ; ainsi B ^ e j= ? j= h. Soit enore pour tout h, on a
h j= ?.
Dans le as general, ? peut e^tre de taille innie ; progol (et ses variantes) utilise
don un ensemble de biais syntaxiques (limitation de la taille des hypotheses) et surtout
des biais semantiques (delarations de modes) pour denir L
H
. On denit la lause la
plus speique repondant a L
H
, notee ?
L
H
, omme etant la lause la plus speique
de L
H
telle que ?
L
H
 ? (voir (Muggleton & De Raedt, 1994 ; Muggleton, 1998)
pour le detail de sa onstrution). Une reherhe desendante peut alors e^tre utilisee
pour trouver un sous-ensemble des solutions pour h en onsiderant les lauses qui -
subsument ?
L
H
. Pour e faire progol applique un algorithme A

ave pour ritere la
ompression maximale de la theorie resultante.
Enn, d'autres strategies d'exploration plus omplexes peuvent e^tre utilisees pour
parourir E
H
. Citons par exemple les travaux reents de A. Tamaddoni-Nezhad &
S. Muggleton (2000 ; 2002) qui proposent d'exploiter le formalisme des algorithmes
genetiques pour representer les operations d'exploration possibles dans le treillis de
lauses sous -subsomption. Les operateurs de raÆnement genetiques qui en sont de-
duits permettent de parourir le treillis eÆaement par generalisation ou speialisation.
2.2.3 La PLI en pratique
Les tehniques de PLI, bien que relativement reentes, ont ete appliquees a un grand
nombre d'appliations reelles (Lavra & Dzeroski, 1994), dans des domaines varies : la
deouverte de onnaissanes dans des bases de donnees, la deouverte sientique (Mug-
gleton, 1999b), la modelisation biomoleulaire... De e fait, omme nous le voyons en
setion suivante, ertaines des denitions theoriques presentees i-dessus se trouvent
assouplies pour repondre de maniere plus adequate aux problemes traites et aux parti-
ularites des donnees. Nous presentons ensuite quelques-unes des familles d'appliations
du TAL exploitant le adre formel et les apaites d'inferene de la PLI.
2.2.3.1 Gestion de bruit et donnees imparfaites
Dans des appliations reelles d'apprentissage, les onditions experimentales sont ra-
rement aussi parfaites que e qui est attendu en theorie. Il est don important que les
tehniques d'apprentissage puissent s'adapter a es onditions degradees et preserver au
mieux leurs arateristiques theoriques. L'une des auses les plus evidentes de es ondi-
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tions d'apprentissage degradees est l'imperfetion des donnees d'apprentissage (Lavra
& Dzeroski, 1992). Ces imperfetions peuvent e^tre dues a un manque de donnees, ou a
des erreurs dans les donnees : le bruit.
En apprentissage supervise, le bruit dans les donnees peut e^tre prinipalement de
trois natures dierentes. Il peut soit s'agir d'erreurs dans la lasse attribuee a un
exemple, 'est-a-dire une erreur de supervision due a l'expert. Cela peut egalement
e^tre une erreur dans la desription d'un exemple, omme assigner une mauvaise va-
leur a un attribut dans le as d'un langage de desription attribut-valeur. Enn, ela
peut e^tre une desription erronee des onnaissanes externes manipulees par le systeme
d'apprentissage (par exemple une erreur dans le bakground knowledge), ou simple-
ment inadaptee (par exemple, un langage d'hypotheses trop ontraint pour permettre
l'expression et don l'apprentissage du onept).
Comme beauoup de tehniques d'apprentissage symbolique, la PLI s'interesse a des
phenomenes struturels trouves dans les exemples sans prendre en ompte a priori d'in-
formations numeriques sur la frequene de es phenomenes. Elle est don plus sensible
au bruit que les methodes d'apprentissage statistique par exemple. La denition don-
nee en setion 2.2.2.1 impose notamment, que e soit en semantique normale ou denie,
que tous les exemples positifs soient ouverts par l'hypothese et que tous les negatifs
soient rejetes. Une telle assertion n'est bien su^r pas appliquee en pratique puisqu'elle
interdit toute erreur dans les donnees d'apprentissage. Un unique exemple mal lasse
par l'expert peut ainsi empe^her toute indution du onept herhe. On adopte, dans
le adre d'appliations reelles, une denition du prinipe de fontionnement plus faible
mais plus adaptee a la gestion de donnees bruitees. Une telle denition peut s'exprimer
de la maniere suivante ; etant donnes :
{ un ensemble d'observations (exemples positifs E
+
et exemples negatifs E
 
) ;
{ un ensemble de onnaissanes prealables B (le bakground knowledge) ;
{ un langage d'hypotheses L
H
;
{ une relation de ouverture ;
{ un ritere de qualite (une fontion de sore) S ;
trouver l'ensemble d'hypothesesH 2 L
H
tel que (sahant B)H est optimal par rapport
au ritere S alule a partir de la ouverture de H sur E
+
et E
 
.
Le ritere de qualite peut e^tre utilise pendant la reherhe d'hypotheses (omme
le gain de ompression dans foil ou linus (Gamberger & Lavra, 1996 ; Quinlan,
1990 ; Muggleton et al., 1992)) ou bien intervenir apres la reherhe pour elaguer les
hypotheses non pertinentes (omme dans fol (Pazzani & Brunk, 1991)). Le leteur
interesse peut se reporter a (Lavra & Dzeroski, 1994) pour un panorama la gestion
des donnees imparfaites en PLI.
Donnees imparfaites dans asares
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Les outils du TAL travaillant sur orpus se doivent d'e^tre resistants aux donnees
bruitees. Notre systeme est de e point partiulierement expose. En eet, outre les er-
reurs < lassiques > telles que les fautes (d'orthographe, grammatiales) potentiellement
presentes dans le orpus et les erreurs d'etiquetage des mots, notre methode depend
d'exemples. Ces derniers peuvent e^tre egalement soures de bruit puisque l'expert peut
assigner une mauvaise lasse a une ourrene. C'est ainsi a la fois la desription des
exemples et leur lassement au sein des ensembles E
+
et E
 
qui peuvent e^tre errones.
Nous verrons dans le hapitre suivant que ela est prinipalement gere par une notion
de sore des lauses permettant a quelques exemples negatifs d'e^tre ouverts par une
hypothese.
2.2.3.2 Traitement automatique des langues et PLI
Le traitement automatique des langues beneie de plusieurs realisations impliquant
la PLI ou plus largement l'exploitation d'indutions dans des formalismes logiques. Ce
domaine, a la roisee de la logique, du TAL et de l'apprentissage artiiel, est appele
en anglais Learning Language in Logi (LLL).
La PLI a notamment ete appliquee ave sues a des problemes du TAL dans les-
quels une representation logique est naturelle ; la plupart d'entre eux sont derits dans
(Cussens & Dzeroski, 2000 ; Cussens, 1998 ; Mooney, 1997). Nous en distinguons i-
dessous quelques-uns parmi eux-i selon leur hamp d'appliation :
{ l'etiquetage syntaxique (Cussens & Pulman, 2000) et l'apprentissage de gram-
maires ategorielles ;
{ l'apprentissage de adres de sous-ategorisation de verbes (Faure & Nedelle,
1999) ;
{ l'etiquetage morphosyntaxique ou phonologique (Cussens, 1996 ; Eineborg &
Lindberg, 2000) ;
{ la segmentation de mots (Kazakov & Manandhar, 2001) ;
{ la representation semantique (logique) (Zelle, 1995 ; Mooney, 1999) ;
{ l'extration d'informations (Thompson & Cali, 2000) ;
{ la ategorisation de texte (Junker et al., 2000).
L'utilisation de la PLI pour de tels problemes du TAL a de multiples intere^ts (Mug-
gleton, 1999a ; Dzeroski et al., 2000) :
{ les regles inferees sont interpretables par un linguiste ;
{ l'integration de onnaissanes externes est realisee tres naturellement par l'utili-
sation du bakground knowledge ;
{ la representation des problemes beneie du formalisme de logique du premier
ordre.
D'une maniere generale, l'emploi de la PLI est partiulierement interessant pour les
problemes manipulant des informations struturees omplexes (voir setion 2.2.1.4).
Il est ependant neessaire de disposer d'exemples en nombre suÆsant, e qui repre-
sente souvent un frein a l'utilisation de telles tehniques supervisees (Brill, 2000). Les
Cadre appliatif 77
exemples negatifs notamment, me^me s'ils ne sont pas indispensables, ne sont pas tou-
jours disponibles pour ertains problemes. Il est heureusement possible d'utiliser des
tehniques permettant de ontourner es diÆultes : redution du nombre d'exemples
neessaires, adjontion de tehniques externes (voir l'approhe que nous adoptons en
setion 4.2), ou ollaboration interative ave un expert.
Pour notre part, nous utilisons la PLI pour la generation de patrons morphosyn-
taxiques et semantiques derivant les realisations en orpus d'informations semantiques
lexiales. L'aspet struturel exploite dans notre approhe est don prinipalement
la struture de la phrase (la suession des mots de la phrase). Les travaux les plus
prohes sont don eux eetues dans le domaine de l'extration d'informations (voir
par exemple le systeme rapier (Cali & Mooney, 1997)). Dans eux-i, la PLI est en ef-
fet utilisee pour produire des patrons permettant d'extraire les informations neessaires
au remplissage de adres predenis (templates) a partir de phrases etiquetees. Outre
une nalite dierente, es travaux se distinguent de notre approhe par les exigenes
que nous imposons sur la forme des patrons attendus et leurs impliations sur la phase
d'inferene.
2.3 Cadre appliatif
Comme nous l'avons dit preedemment, la ta^he a laquelle nous avons hoisi de
onfronter notre systeme asares est l'aquisition sur orpus de relations qualia de-
nies au sein du modele du Lexique generatif (Pustejovsky, 1995). Ces relations seman-
tiques entre noms et verbes relativement peu etudiees permettent de valider l'approhe
suivie lors du developpement de notre outil, notamment en e qui onerne le besoin
d'interpretabilite.
Nous presentons dans un premier temps e modele et ses motivations, et nous de-
taillons plus partiulierement la notion de ouples qualia. Nous mettons ensuite en
evidene quelques-uns des intere^ts appliatifs que e type de lexique peut reve^tir, no-
tamment en reherhe d'information, domaine dans lequel nous utilisons eetivement
les ouples qualia aquis (voir hapitre 5).
2.3.1 Le Lexique generatif
J. Pustejovsky a propose un modele de representation de donnees lexiales nomme
Lexique generatif (Generative Lexion, (Pustejovsky, 1995)). Nous presentons dans un
premier temps e qui a motive son travail et en partiulier les insuÆsanes des lexiques
existants tels eux de type SEL (Sense Enumeration Lexion : lexique a enumeration
de sens), puis nous detaillons les prinipales arateristiques de son modele.
2.3.1.1 Limites des lexiques traditionnels
Le langage naturel regorge de phenomenes linguistiques intuitivement omprehen-
sibles mais extre^mement diÆiles a formaliser ave preision. Nous allons en presenter
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quelques-uns et voir omment les lexiques de type SEL, jusqu'alors ommunement uti-
lises, en tenaient diÆilement ompte.
Le SEL est un modele de lexique ontenant une entree pour haque sens des mots.
Ainsi le mot banque est referene une fois en tant qu'institution naniere et une autre
fois omme loal. Cependant un tel lexique se heurte a l'usage reatif de sens. Il semble
en eet diÆile de prevoir a priori toutes les utilisations possibles d'un mot en ontexte,
omme ela est illustre par l'adjetif rapide dans les phrases de l'exemple 2.1. Un lexique
traditionnel imposerait une entree pour haun de es sens pour apturer les dierentes
faettes semantiques de et adjetif.
Exemple 2.1 (Dierenes aspetuelles)
{ une voiture rapide fait referene au fait que le onduteur onduit vite ou que la voiture
en elle-me^me est puissante ;
{ le tennis est un jeu rapide veut dire que le tennis implique de bouger vite ;
{ une route rapide designe une route ou les voitures roulent vite.
Un autre defaut important des lexiques de type SEL est qu'ils ne prennent pas
en ompte la permeabilite des sens d'un mot. En eet, ils n'indiquent pas omment
les sens des dierentes entrees ommuniquent. Par exemple, dans la phrase Il s'evada
par la fene^tre, le mot fene^tre fait referene a la fois a l'ouverture et a l'objet. Cei est
insaisissable ave les lexiques usuels.
De plus, les dierentes onstrutions argumentales possibles pour un sens d'un mot
neessitent plusieurs entrees dans les lexiques de type SEL alors que le sens est le me^me,
omme le verbe tuer dans l'exemple suivant.
Exemple 2.2 (Alternane argumentale)
{ Jean tua Marie
{ le pistolet tua Marie
{ la guerre tua Marie
Enn, et 'est peut-e^tre le plus important, e genre de lexique ne tient absolument
pas ompte du aratere ompositionnel du langage, 'est-a-dire qu'on ne onsidere
pas que les sens des mots interagissent les uns sur les autres au sein d'une phrase.
Cela empe^he don toute analyse orrete de metaphores par exemple. Ces quelques
remarques ont don motive J. Pustejovsky a onstruire un modele de lexique plus adapte
a es phenomenes.
2.3.1.2 Le modele de Pustejovsky
Dans le formalisme du Lexique generatif, les mots sont presentes sous plusieurs as-
pets simultanement. La representation est don plus omplexe que pour les lexiques
traditionnels, mais elle est aussi plus omplete. Nous presentons dans un premier temps
les strutures apturant les dierentes proprietes des mots, puis les meanismes per-
mettant d'expliquer le sens d'un mot en ontexte a l'aide de es strutures.
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La representation d'un mot
Les entrees du Lexique generatif sont onstituees d'ensembles strutures de prediats
types denissant un mot. Ces representations lexiales peuvent don e^tre onsiderees
omme des reserves de types sur lesquelles dierentes strategies peuvent e^tre utilisees
pour interpreter un mot en ontexte. Cette theorie generative du lexique inlut trois
niveaux de representation d'une entree lexiale : la struture argumentale (ArgStr), la
struture evenementielle (EventStr), et la struture des qualia (QualStr) omme nous
l'illustrons en gure 2.5 pour un mot generique M.
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Fig. 2.5 { Entree lexiale generique du Lexique generatif
Toutes les ategories syntaxiques reoivent le me^me type de desription. Comme leur
nom l'indique, les strutures argumentale et evenementielle ontiennent les arguments et
les evenements neessaires a la denition d'un mot. Ces elements peuvent e^tre derits
soit expliitement de maniere syntaxique, soit impliitement | dans e dernier as,
ils sont appeles arguments par defaut (d-arg) ou evenements par defaut (d-e). La
struture des qualia met en relation es dierents arguments et evenements et denit
la faon dont ils prennent part a la semantique du mot derit.
Plus preisement, dans la struture des qualia (ou struture qualia ou enore plus
simplement la qualia), les mots sont derits en termes de ro^les semantiques :
1. le ro^le telique indique le but ou la fontion de l'item (par exemple, ouper pour
outeau) ;
2. le ro^le agentif son mode de reation (onstruire pour maison) ;
3. le ro^le onstitutif ses parties onstitutives (poignee pour tasse) ;
4. le ro^le formel derit la faon dont l'item se denit au sein du ou des onepts
auxquels il se rapporte ((objet physique) ontenir (de l'information) pour livre).
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La struture des qualia d'un nom est don prinipalement omposee d'assoiations
verbales, odant des informations relationnelles, notamment en e qui onerne les ro^les
telique, agentif et formel. Le ro^le onstitutif est quant a lui plus generalement porte par
des relations ave d'autres noms. Ces quatre ro^les orrespondent ainsi a des attributs
interpretes qui forment le voabulaire de base de la desription d'un mot. Ce sont es
ouples formes d'un nom et des verbes apparaissant dans sa struture des qualia que
nous nommons ouples N-V qualia, ou plus simplement ouples qualia.
La gure 2.6 presente la representation lexiale de livre, donnee omme exemple
par Pustejovsky (Pustejovsky, 1995), dans lequel l'item appara^t a la fois omme un
objet physique et omme un objet ontenant de l'information (e que l'on note par
info.physobj-lp ou lp signie lexial oneptual paradigm). Cette representation peut
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Un reseau de relations est ainsi deni pour haque nom, par exemple livre-erire,
livre-lire, livre-ontenir pour livre. Ces relations ne sont pas denies empiriquement mais
sont linguistiquement motivees : elles sont neessaires pour expliquer le omportement
semantique du nom en ontexte.
Les meanismes generatifs
Ces strutures des qualia ne seraient rien sans les operateurs permettant d'en tirer
parti. Ce sont notamment es operateurs qui doivent assurer l'aspet generatif de e
modele de lexique en exploitant les informations presentes dans les representations lexi-
ales, et plus partiulierement dans la struture des qualia, pour permettre d'interpreter
les mots en ontexte. On distingue :
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la oerition de types qui permet de dealer le type d'un item pour analyser
orretement une expression. Cela sert par exemple pour le sous-typage : en supposant
que le verbe onduire prenne omme argument un objet de type vehiule et que le nom
twingo est de type voiture, l'enone onduire une twingo sera orretement interprete ar
le type de twingo est voiture et le type de voiture est vehiule. C'est un exemple tres
simple, mais la oerition permet aussi d'expliquer que la phrase Jean ommene un
livre signie Jean ommene a lire un livre, voire Jean ommene a erire un livre en allant
herher les elements permettant l'interpretation dans les ro^les (telique et agentif ii)
de la struture des qualia. Bien su^r, pour eviter des reonnaissanes abusives d'enones
faux, il onvient de ontraindre tres fortement ette oerition (Bouillon & Pustejovsky,
1995) ;
la o-omposition qui permet de resoudre la polysemie en omposant les strutures
qualia du verbe et de son omplement. Par exemple, le verbe ouper a des sens dierents
dans ouper une pomme (transformation de l'etat de la pomme) et ouper des quartiers de
pomme (reation de quartiers par l'ation de ouper). Ce phenomene est apture par le
fait que la qualia agentive de quartier ontient le verbe ouper pour indiquer que 'est
son mode de reation (e qui n'est pas le as de pomme) ;
le liage seletif qui est partiulierement adapte pour resoudre la polysemie due
aux adjetifs. Il s'agit en eet de herher, etant donne un nom et un adjetif, le ro^le
qualia du nom auquel s'applique l'adjetif. Ainsi, en rappelant que le ro^le telique de
outeau est ouper , l'expression un bon outeau est interprete omme un outeau qui oupe
bien.
Critiques du Lexique generatif
Le Lexique generatif a fait l'objet de plusieurs ritiques, portant prinipalement sur
l'hypothese de generiite. Plusieurs auteurs ont en eet remarque que, ontrairement
a e que semble indiquer les ouvrages de J. Pustejovsky, les meanismes generatifs ne
permettent pas d'interpreter le sens de ertains mots en ontexte.
D'un point de vue linguistique, A. Copestake (2001) note que le modele de J. Pus-
tejovsky ne permet pas de prendre en ompte ertains as de metonymie logique. Elle
en donne le ontre-exemple reproduit i-dessous. Dans le as 1, les meanismes genera-
tifs fontionnent omme attendu, et gra^e au verbe read ontenu dans la struture des
qualia, la phrase sera interpretee omme Kim began reading the book. En revanhe, dans
le seond as, la seule interpretation possible serait Kim began building the tunnel a partir
de l'agentif ; mais rien ne permet d'interpreter ette phrase omme Kim began driving
through the tunnel .
Exemple 2.3 (Metonymie logique)
1. Kim began the book
2. Kim began the tunnel
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D'autres phenomenes non pris en ompte a travers le Lexique generatif, tels que les
olloations, sont egalement presentes et disutes dans es me^mes travaux.
Plus pragmatique, A. Kilgari (2001) tente de verier et de mesurer le nombre de
fois ou les meanismes generatifs permettent reellement de trouver le sens d'un mot
utilise d'une maniere non standard (se reporter a l'artile pour les details du protoole
utilise). Les resultats sont tres faibles : seulement 2% de es usages sont eetivement
interpretables selon le Lexique generatif.
Ces ritiques, bien que fondees, ne remettent pas en ause l'intere^t de la struture
des qualia. Elles semblent montrer au ontraire que plus d'informations semantiques
ou de meanismes generatifs seraient neessaires pour prendre en ompte de nouveaux
phenomenes linguistiques.
2.3.1.3 Aquisition d'elements du Lexique generatif
Du fait de la relative nouveaute du modele du Lexique generatif, peu de travaux
ont ete entrepris pour onstruire a grande ehelle des bases lexiales (pour des appli-
ations reelles) repondant aux riteres enones par J. Pustejovsky (1995). Neanmoins,
la struture des qualia a fait l'objet de quelques travaux d'aquisition dans un but tres
similaire au no^tre.
J. Pustejovsky et al. (1993) proposent ainsi d'aquerir les elements des strutures de
qualia a partir d'un texte etiquete syntaxiquement. Pour e faire, les auteurs utilisent
tout d'abord une tehnique d'extration statistique de oourrenes qui est ensuite
ouplee a un jeu d'heuristiques sous forme de patrons syntaxiques. C'est don une
approhe mixte me^lant tehniques numeriques et struturelles.
Malheureusement, es travaux ne sont pas lairement evalues, et auune india-
tion sur la qualite des resultats obtenus n'est donnee. Par ailleurs, la question de la
portabilite de la methode d'un texte a un autre n'est pas abordee, notamment en e
qui onerne l'etiquetage syntaxique. Enn, les auteurs utilisent des heuristiques syn-
taxiques porteuses des liens qualia denies a priori alors me^me que de telles strutures
syntaxiques ne sont pas onnues et sont suseptibles de varier selon les orpus.
Se servant des verbes qualia des noms pour denir un adre a l'interpretation de de la
metonymie logique, A. Lapata & A. Lasarides (2003) proposent une tehnique d'aqui-
sition de ouples N-V qualia. Cette tehnique repose sur un apprentissage probabiliste
derive du Bayesien na

f (Mithell, 1997), mais les probabilites d'apparition onjointe
des noms et des verbes sont estimees a partir des ourrenes ou es omposants sont en
relation verbe-sujet ou verbe-objet (es liens syntaxiques sont obtenus par l'analyseur
ass de S. Abney). Il s'agit don omme preedemment d'une approhe mixte utilisant
des informations struturelles et numeriques. Le orpus utilise est un orpus generaliste
en anglais, mais l'absene d'informations speiques a la langue autres que elles issues
de l'analyseur syntaxique laisse a penser que ette tehnique pourrait aisement e^tre
adaptee a d'autres langues.
Ces travaux n'orent toutefois pas de resultats hires onernant la apaite du sys-
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teme a trouver des ouples N-V en relation qualia. Les auteurs proposent en revanhe
une evaluation de la plausibilite d'interpretation de metonymies a l'aide des ouples
extraits. Les performanes obtenues, evaluees a l'aide d'un ensemble de soixante per-
sonnes, montrent la tres bonne adequation des ouples extraits ave l'interpretation
< naturelle > des metonymies. Ces resultats valident don a la fois le modele theo-
rique de l'utilisation des verbes de la qualia pour l'interpretation d'enones et aussi la
tehnique statistique utilisee pour trouver les verbes qualia.
Les travaux que nous venons de derire soulevent tous deux la me^me ritique, a
savoir que les auteurs se foalisent sur une relation syntaxique pour trouver les ouples
N-V en relation qualia. Or, s'il semble evident que des ouples dont les elements sont
en relation qualia peuvent se trouver lies syntaxiquement, tous les ouples lies syn-
taxiquement ne sont pas des ouples qualia et inversement, auun indie theorique ni
experimental n'assure que les ouples qualia soient toujours relies syntaxiquement. Ces
hypotheses sont d'ailleurs en partie invalidees par les resultats de l'analyse omparee
des ouples N-V en relation qualia et des ouples lies syntaxiquement dans le orpus
utilise lors de nos propres experimentations (f. setion 3.3.3.2).
2.3.2 Inter^ets appliatifs du Lexique generatif
L'intere^t majeur du Lexique generatif reside ertainement dans sa apaite a mo-
deliser aisement de nombreux phenomenes linguistiques ontenant de l'information im-
pliite (Bouillon & Kanzaki, 2001 ; Bouillon & Kanzaki, 2003). Cette propriete est
notamment exploitee dans les deux familles d'appliation exposees i-dessous.
2.3.2.1 Interpretation des omposes
Comme nous l'avons vu en page 1.3.1.1, ertaines sequenes omplexes resistent
a une interpretation direte par simple examen de leurs onstituants. En eet, alors
qu'il est relativement aise de mettre sous forme prediative un ompose ontenant un
deverbal, d'autres neessitent de faire appel a une onnaissane semantique qui semble
externe.
C. Fabre (Fabre, 1996) a montre que dans le as de sequenes binominales franaises
ou anglaises, ette onnaissane semantique etait en fait ontenue dans la struture
des qualia des onstituants. Ainsi, le ompose gas pipeline peut e^tre interprete omme
ondut(instrument : pipeline, objet : gas) gra^e au ro^le telique de pipeline. De la me^me
maniere pour les autres ro^les de la struture des qualia, milk disease s'interprete en
ause(objet : disease, agent : milk) ave le ro^le agentif de disease, pea soup en partie-de(objet :
soup, agent : pea) a l'aide du ro^le onstitutif de soup et livre de ontes en ontient(agent :
livre, objet : onte) gra^e au ro^le formel de livre.
L'interpretation des omposes est ruiale dans de tres nombreuses appliations du
TAL omme par exemple la tradution automatique, ou de telles sequenes supportent
rarement une tradution separee de leurs onstituants, ou enore la reherhe d'infor-
mation sur laquelle nous revenons i-apres.
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2.3.2.2 La reherhe d'information
La reherhe d'information est un domaine ou l'apport de semantique onstitue
lairement un atout.

A e titre, un Lexique generatif peut e^tre exploite pour donner
aes a des informations qu'il serait impossible d'obtenir sans la desription rihe des
mots.
Plus preisement, la struture des qualia denit par des formules prediatives essen-
tiellement verbales les dierentes faettes de la semantique des noms. Certains auteurs
ont deja souligne l'intere^t de tels liens nomino-verbaux pour la RI (Grefenstette, 1997 ;
Bouillon et al., 2000b). Les relations qualia sont a e titre partiulierement indiquees
pour permettre l'aes a des variantes des termes d'indexation inhabituelles et peu usi-
tees. Par exemple, le lien telique entre le N jaugeur et le V mesurer permet d'aeder
a des extensions inter-ategorielles des termes du type jaugeur de arburant ) mesurer
du arburant. Par ailleurs, sur le plan theorique, le Lexique generatif est une theorie
des mots en ontexte. Les informations qu'il ontient rendent don ompte des emplois
reels des mots dans les douments manipules par un systeme de reherhe d'informa-
tion. Nous examinons plus ompletement l'intere^t du lien N-V qualia en setion 5.2.2,
ou nous evaluons egalement la tehnique d'extension de reque^tes a partir de ouples
qualia.
2.4 Synthese de notre approhe
Pour obtenir le plus automatiquement possible des resultats a la fois de bonne
qualite et interpretables, notre systeme d'aquisition d'elements lexiaux semantiques
s'appuie prinipalement sur la PLI. Celle-i permet gra^e a sa souplesse d'utilisation de
modeliser relativement aisement notre ta^he d'aquisition, mais aussi, a l'aide du bak-
ground knowledge, les onnaissanes externes sur ette ta^he omme les informations
morphosyntaxiques et semantiques issues de l'etiquetage.
Pour tester l'eÆaite de notre approhe, nous appliquons ette tehnique a l'aqui-
sition d'elements du Lexique generatif, les ouples qualia. Le systeme asares apprend
don, dans un premier temps, le onept de ouples qualia a partir d'exemples de es
ouples gra^e a la PLI, 'est-a-dire trouve une denition ontextuelle en termes d'in-
formations ategorielles et semantiques. Puis, dans un seond temps, asares applique
ette denition pour retrouver en ontexte d'autres ouples.
L'utilisation que nous souhaitons faire de es ouples qualia inuene la ta^he d'a-
quisition. En eet, il serait possible d'aquerir les elements de la struture des qualia
separement, 'est-a-dire faire la distintion entre les ro^les telique, formel et agentif des
verbes. Cela impliquerait de mener un apprentissage multi-lasses ; un ouple ne serait
don pas seulement qualia ou non qualia, mais telique, agentif, formel ou non qualia.
Cependant, ette distintion entre les dierents ro^les qualia n'est pas pertinente pour
l'emploi que nous souhaitons faire des ouples aquis. Ces derniers doivent en eet ser-
vir pour etendre des reque^tes au sein d'un systeme de reherhe d'information ; or dans
e ontexte, il n'est pas neessaire de onna^tre le ro^le exat des verbes utilises pour e
faire. C'est pourquoi nous nous ontentons dans e memoire de presenter l'aquisition
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de ouples qualia et don de mener un apprentissage du onept de ro^le qualia dans sa
globalite.
Cet apprentissage, qui onstitue le ur d'asares, est presente en details dans le
hapitre suivant. Nous y montrons omment les dierentes proprietes souhaitees pour
notre outil que nous avons presentees dans e hapitre sont formalisees et mises en
uvre dans l'algorithme d'inferene par PLI. Nous y exposons egalement les resultats
obtenus par asares dans notre adre appliatif d'aquisition de relations qualia.
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Chapitre 3
Apprentissage de patrons
d'extration par programmation
logique indutive
Notre systeme asares repose sur la programmation logique indutive (PLI) pour
inferer des patrons d'extration. Il est ependant neessaire d'adapter a notre ta^he
ette tehnique d'apprentissage. Il faut en partiulier qu'elle genere des patrons qui
soit linguistiquement pertinents, 'est-a-dire reetant un phenomene linguistique iden-
tiable par un expert. Pour ela, de nombreuses ontraintes sont xees sur le format
des patrons attendus. Par ailleurs, omme beauoup de tehniques d'apprentissage, la
PLI a un ou^t alulatoire eleve qu'il onvient de ma^triser. Il faut don adapter les
arateristiques internes de ette methode pour qu'elle tire parti au mieux des infor-
mations disponibles sur les exemples et que l'inferene de patrons soit realisee en un
minimum de temps.
Ce hapitre derit la formalisation et la mise en uvre du module d'inferene qui
est au entre d'asares et onstitue une part essentielle des travaux developpes dans
e memoire. Les prinipes generiques regissant asares sont ii appliques a notre adre
appliatif d'aquisition de ouples qualia, mais les formalismes exposes sont bien su^r
valides pour l'aquisition d'autres types d'informations lexiales semantiques. Nous pre-
sentons dans la premiere setion le adre operationnel dans lequel doit se derouler le
proessus d'indution. Nous y detaillons les etapes de onstitution des exemples ne-
essaires a l'apprentissage et les ontraintes qui sont imposees sur la forme attendue
des patrons a travers le langage d'hypotheses. Nous etudions ensuite en setion 3.2 les
problemes de omplexite et de ou^ts alulatoires. Nous presentons notamment la teh-
nique utilisee pour parourir eÆaement l'espae de reherhe et les moyens d'eviter
l'exploration de portions de et espae ne pouvant pas onduire a de bonnes solutions.
Nous terminons enn par l'evaluation de notre approhe sur la ta^he d'aquisition de
ouples qualia. Nous examinons notamment les performanes du systeme d'un point de
vue quantitatif, mais aussi qualitatif en analysant dans une perspetive plus linguistique
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les ouples aquis et les patrons produits.
3.1 Inferene de patrons pertinents
Cette setion est dediee a la desription du proessus d'apprentissage par PLI et
plus partiulierement aux adaptations de l'algorithme d'inferene utilise, aleph (Srini-
vasan, 2001), neessaires a la prodution de lauses pertinentes. Cette pertinene doit
se traduire en pratique par trois proprietes des patrons produits :
{ la performane pour l'extration qui assurera la onstrution d'un lexique onte-
nant l'ensemble des elements reherhes et sans erreurs ;
{ l'interpretabilite et le bien-fonde des shemas morphosyntaxiques et semantiques
mis en valeur par es patrons ;
{ la pertinene du point de vue de l'apprentissage, 'est-a-dire la qualite du proes-
sus d'indution.
Nous examinons par ailleurs la gestion du dilemme expressivite/eÆaite de l'indu-
tion en derivant les ontraintes denissant le langage L
H
, l'operateur de raÆnement
et les tehniques d'elagage de l'espae de reherhe E
H
.
3.1.1 Constitution des donnees d'apprentissage
Comme nous l'avons vu, la programmation logique indutive est une tehnique
d'apprentissage supervisee. Cela signie qu'elle neessite la onstitution d'ensembles
d'exemples et de ontre-exemples du onept que l'on herhe a inferer. Dans notre as,
nous herhons a apprendre omment reperer en ontexte des ourrenes de ouples
nom-verbe en relation qualia. Il est don neessaire de fournir a notre algorithme d'ap-
prentissage ertaines ourrenes de es ouples, ave une desription de leur ontexte,
et, pour les ontre-exemples, des ourrenes de ouples n'etant pas en relation qualia.
Nous derivons dans ette setion les dierentes donnees neessaires a l'inferene de
patrons d'extration. La premiere sous-setion presente a e titre le orpus dont nous
nous servons lors de nos experienes et les dierentes informations qui doivent e^tre
exploitees pour onstruire es patrons. La sous-setion 3.1.1.2 expose quant a elle le
mode de onstitution des exemples et ontre-exemples qui sont extraits de e orpus, et
la sous-setion 3.1.1.3 detaille le ontenu du bakground knowledge utilise en onjontion
de es exemples lors du proessus d'inferene.
3.1.1.1 Desription du orpus
Le orpus utilise lors de nos experimentations est un manuel de maintenane d'heli-
opteres, en franais, qui nous a ete fourni par matra-r Aerospatiale. Il ontient
environ 104 000 mots, soit une taille de pres de 700 Kotets. Ce orpus tehnique
presente des arateristiques se pre^tant bien a notre ta^he d'aquisition : il est tres
homogene (aussi bien pour ses strutures syntaxiques que pour son voabulaire) ; il
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ontient egalement de nombreux termes onrets apparaissant frequemment au sein
des phrases ave des verbes indiquant leur ro^le telique ou agentif.
Ce orpus a tout d'abord subi un etiquetage ategoriel automatique.

A l'aide des
outils developpes dans le projet multext (Armstrong, 1996 ; Ide & Veronis, 1994 ;
Petitpierre & Russell, 1994), il a don ete segmente en phrases et en mots, puis lem-
matise et analyse, et enn desambigu

se ave tatoo
1
, un outil base sur des ha^nes de
Markov ahees. Chaque mot a ainsi reu une etiquette (ou tag) indiquant sa ategorie
morphosyntaxique, son genre, son nombre. La preision de et etiquetage, evaluee a
l'aide d'un extrait de 4 000 mots etiquetes a la main est tres bonne : moins de 2%
d'erreurs ont ete detetees.
Le orpus a egalement subi un etiquetage semantique. Chaque mot a ainsi reu une
etiquette semantique le derivant, ave un taux de reussite tres eleve mais neanmoins
non totalement parfait. Nous derivons le proessus omplet de et etiquetage en se-
tion 4.1.1, en examinant son inuene sur la qualite des resultats et les ou^ts qu'il induit
sur l'ensemble du proessus d'aquisition.
Il est important de noter que es informations, aussi bien semantiques que atego-
rielles, sont organisees de maniere hierarhique. Chaque mot peut don e^tre derit par
une serie d'etiquettes de la plus speique a la plus generale. Ainsi un verbe etiquete
omme un partiipe passe peut e^tre onsidere omme un simple partiipe ou enore plus
simplement omme un verbe. Il en va de me^me pour l'etiquetage semantique ; un extrait
de la hierarhie semantique de la lasse des noms est donnee en gure 3.1. D'apres ette
struture arboresente, un nom ayant reu l'etiquette d'artefat peut aussi e^tre inter-
prete omme un objet ou enore plus generalement une entite. La hierarhie omplete
des informations semantiques est detaillee en setion 4.1.1.2.
Ainsi, la phrase < L'installation se ompose : de deux atterrisseurs proteges par
des arenages, xes et artiules. . . > est transformee en :
11123/1
11123/3
11123/16
11123/19
11123/27
11124/1
11124/4
11124/9
11124/35
11124/44
11124/48
11124/52
11124/62
11125/1
11125/7
11125/10
LSPLIT
TOK
TOK
TOK
PUNCT
TOK
TOK
TOK
TOK
TOK
TOK
TOK
PUNCT
TOK
TOK
TOK
L'
installation
se
ompose
:
de
deux
atterrisseurs
proteges
par
des
arenages
,
xes
et
artiules
BOS
le#det sg/ddef
installation#noun sg/pro
se#pron/ppers
omposer#verb sg/posv
:#wpunt)/pont
de#prep/rde
deux#num/quant
atterrisseur#noun pl/art
proteger#verb adj/ap
par#prep/rman
un#det pl/dindef
arenage#noun pl/art
,#wpunt/virg
xer#verb adj/ap
et#onj oord/ronj
artiuler#verb adj/ap
1
Disponible a l'URL http://www.isso.unige.h/sta/robert/tatoo/tatoo.html.
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common_noun
entity (ent)
abstraction
attribute (atr)
measure (mea)
relation (rel) social relation
body part (prt)
causal agent (agt)
artefact (art)
part (por)
substance (sub)
object (pho)
location (loc) point (pnt) position (pos)
property (pty)
form (frm)
Fig. 3.1 { Extrait de la hierarhie des lasses semantiques des noms
ou la premiere olonne donne un identiant unique a haque mot, et ou la derniere
olonne preise le lemme, la ategorie et la lasse semantique de haque mot (arenages
est ainsi renseignes omme un nom ommun au pluriel (noun pl) designant un artefat
(art)).
3.1.1.2 Constrution des exemples
Notre premiere ta^he onsiste a onstruire les ensembles d'exemples positifs E
+
et
negatifs E
 
neessaires a aleph pour inferer des lauses generalisees representant le
onept de ouple qualia en ontexte, 'est-a-dire expliquant e qui distingue en termes
de ontexte morphosyntaxique et semantique les paires N-V qualia des non qualia.
Voii la proedure suivie pour onstruire es deux ensembles de supervision. Tout
d'abord, on onsidere haque nom ommun du orpus matra-r. Plus preisement,
on se foalise sur un sous-ensemble du orpus de 81 314 mots forme de toutes les
phrases ontenant au moins un nom et un verbe. Ce sous-orpus ontient 1 489 noms
dierents (29 633 ourrenes) et 567 verbes dierents (9 522 ourrenes). Pour haque
nom, les 10 verbes les plus fortement assoies au sens du 
2
sont seletionnes
2
. Cette
2
Le 
2
est une mesure d'assoiation statistique alulee a partir des frequenes relatives des mots,
f. la setion 4.2.1.1.
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premiere etape produit des paires dont les omposants sont eetivement lies par une
relation de type qualia (telles que roue{goner par exemple) mais egalement des paires
non pertinentes, 'est-a-dire non liees pas une relation qualia (telles que roue{presrire).
Chaque paire ainsi obtenue est don ensuite manuellement annotee omme per-
tinente ou non selon les prinipes denissant la struture des qualia dans la theorie
du Lexique generatif. Un programme Perl est ensuite utilise pour retrouver toutes les
ourrenes de es paires dans le orpus.
La totalite des ourrenes des ouples annotes negatifs (non qualia) par l'expert
servent a onstituer les exemples negatifs. En revanhe, pour les ouples annotes glo-
balement positifs (qualia), haune des ourrenes est veriee pour s'assurer qu'elle
orrespond eetivement, dans la phrase onsideree, a la relation attendue. Apres e
ontro^le, un seond programme Perl produit un exemple positif en ajoutant a l'en-
semble E
+
une lause de la forme : is qualia(identiateur du nom,identiateur du verbe).
ou identiateur du nom est une onstante denissant de maniere univoque l'ourrene
du nom onsidere (idem pour le verbe). Des informations supplementaires sont egale-
ment ajoutees au bakground knowledge derivant haque mot de la phrase ontenant
l'ourrene ainsi que la position relative du ouple N-V. Par exemple, pour une phrase
de 5 mots dont les identiateurs seraient w 1 ... w 5, et le ouple N-V w 4-w 2, les
lauses suivantes seraient ajoutees :
sentene beginning(w 1).
tags(w 1,tag ategoriel,tag semantique).
tags(w 2,tag ategoriel,tag semantique).
pred(w 2,w 1).
tags(w 3,tag ategoriel,tag semantique).
pred(w 3,w 2).
tags(w 4,tag ategoriel,tag semantique).
pred(w 4,w 3).
tags(w 5,tag ategoriel,tag semantique).
pred(w 5,w 4).
sentene end(w 5).
distanes(w 4,w 2,distane en mots,distane en verbes).
ou pred(x,y) indique que le mot y appara^t juste avant le mot x dans la phrase, le prediat
tags/3 donne les etiquettes ategorielle et semantique d'un mot, sentene beginning/1 et
sentene end/1 marquent les mots apparaissant en debut ou en n de la phrase, et
distanes/4 speie le nombre de mots et de verbes entre N et V (une distane negative
indique que N appara^t avant V, une valeur positive que V appara^t avant N ; es valeurs
sont dealees d'une unite pour reeter l'ordre entre N et V lorsque les distanes sont
nulles).
Pendant ette etape, ertaines ategories de mots ne sont pas prises en ompte. C'est
notamment le as des determinants et de ertains adjetifs, qui ne sont pas onsideres
pertinents pour arateriser la nature qualia d'une paire N-V au sein d'une phrase ;
es mots sont soulignes dans l'exemple i-dessous. Par exemple, la phrase ontenant le
ouple N-V qualia en gras < L'installation se ompose : de deux atterrisseurs proteges
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par des arenages, xes et artiules. . . > est transformee
3
en
is qualia(m11124 52,m11124 35).
et
sentene beginning(m11123 3).
tags(m11123 3, t noun sg, ts pro). installation
tags(m11123 16, t pron, ts ppers). se
pred(m11123 16, m11123 3).
tags(m11123 19, t verb sg, ts posv). ompose
pred(m11123 19, m11123 16).
tags(m11123 27, t wpunt pf, ts pont). :
pred(m11123 27, m11123 19).
tags(m11124 1, t prep, ts rde). de
pred(m11124 1, m11123 27).
tags(m11124 4, t num, ts quant). deux
pred(m11124 4, m11124 1).
tags(m11124 9, t noun pl, ts art). atterriseurs
pred(m11124 9, m11124 4).
tags(m11124 35, t verb adj, ts ap). proteges
pred(m11124 35, m11124 9).
tags(m11124 44, t prep, ts rman). par
pred(m11124 44, m11124 35).
tags(m11124 52, t noun pl, ts art). arenages
pred(m11124 52, m11124 44).
tags(m11124 62, t wpunt, ts virg). ,
pred(m11124 62, m11124 52).
tags(m11125 1, t verb adj, ts ap). xes
pred(m11125 1, m11124 62).
tags(m11125 7, t onj oord, ts ronj). et
pred(m11125 7, m11125 1).
tags(m11125 10, t verb adj, ts ap). artiules
pred(m11125 10, m11125 7).
... ...
distanes(m11124 52, m11125 35, 2,1).
Les exemples negatifs subissent le me^me traitement a l'aide du me^me programme
Perl. Ils sont don automatiquement onstruits a partir des paires N-V fortement
assoiees au sens du 
2
manuellement annotees omme non pertinentes, auxquelles
s'ajoutent les paires rejetees lors de la onstrution de E
+
. Par exemple, la paire non
qualia en gras dans la phrase suivante : < Au montage : goner la roue a la pression
presrite, . . . > est ajoutee a l'ensemble E
 
en tant que is qualia(m7978 15,m7978 31).
et les informations suivantes sont ajoutees au bakground knowledge :
3
Pour failiter la omprehension, nous avons note a droite les mots de la phrase derits par les
prediats tags/3.
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sentene beginning(m7977 1).
tags(m7977 1,t prep,ts ra). Au
tags(m7977 3,t noun sg,ts ay). montage
pred(m7977 3,m7977 1).
tags(m7977 11,t wpunt pf,ts pont). :
pred(m7977 11,m7977 3).
tags(m7978 7,t verb inf,ts ap). goner
pred(m7978 7,m7977 11).
tags(m7978 15,t noun sg,ts ins). roue
pred(m7978 15,m7978 7).
tags(m7978 20,t prep,ts ra). a
pred(m7978 20,m7978 9).
tags(m7978 22,t noun sg,ts phm). pression
pred(m7978 22,m7978 20).
tags(m7978 31,t verb adj,ts a). presrite
pred(m7978 31,m7978 22).
tags(m7978 41,t wpun,ts virg). ,
pred(m7978 41,m7978 31).
... ...
distanes(m7978 15,m7978 31,-3,-1).
Ce sont ainsi 3 099 exemples positifs et 3 176 negatifs qui sont produits automati-
quement selon e proessus a partir du orpus matra-r.
3.1.1.3 Connaissanes prealables
Des lauses derivant les relations hierarhiques entre les etiquettes semantiques
ou ategorielles sont aussi ajoutees au bakground knowledge d'aleph. Ces relations
indiquent par exemple que l'etiquette t verb pl orrespond a un verbe onjugue au
pluriel (onjugated plural), qui peut e^tre onsidere omme un verbe onjugue (onjugated)
ou simplement un verbe (verb). Ces prediats derivent en quelque sorte la nature
linguistique des mots en s'appuyant sur les informations fournies par leurs etiquettes
ategorielles et semantiques. Voii un exemple de es prediats et des relations qu'ils
entretiennent :
verb( W ) :- onjugated( W ).
verb( W ) :- innitive( W ).
. . .
onjugated( W ) :- onjugated plural( W ).
onjugated( W ) :- onjugated singular( W ).
onjugated plural( W ) :- tags( W, t verb pl, ).
. . .
Le bakground knowledge derivant l'ensemble de es relations et toutes les denitions
de prediats est donne dans l'annexe B.1.
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Nous denissons i-apres ertains termes utilises dans la suite dans e hapitre :
{ Nous appelons par la suite < litteraux les plus generaux> les litteraux derivant les
mots qui n'apparaissent pas dans le orps d'une lause du bakground knowledge
(par exemple, ommon noun/1, verb/1). Tous les mots peuvent e^tre derits par au
moins un litteral plus general.
{ Nous appelons < litteraux ategoriels > (resp. < litteraux semantiques >) les lit-
teraux derivant la nature morphosyntaxique (semantique) d'un mot.
{ Pour deux litteraux l
1
et l
2
tels qu'il existe une lause l
1
:- l
2
. dans le bakground
knowledge, l
1
est appele la < generalisation immediate > de l
2
et l
2
est la < spe-
ialisation immediate > de l
1
. La generalisation immediate de tout litteral est
unique.
{ Le litteral l
1
est dit plus general que le litteral l
2
s'il existe une suite de spe-
ialisations immediates de l
1
amenant a l
2
; l
2
est alors dit plus speique que
l
1
.
Ces prediats de < desription des mots >, tous unaires, sont denis de telle ma-
niere que tous eux derivant un mot donne peuvent e^tre organises sous forme d'une
fore^t, 'est-a-dire sous forme de plusieurs arbres reetant les relations hierarhiques des
dierentes soures d'informations. Par exemple, dans la gure 3.2, un nom ommun
designant un artefat et apparaissant en debut de phrase peut-e^tre derit par plusieurs
prediats portant soit sur sa position dans la phrase (arbre 1) soit sur ses etiquettes
ategorielles et semantiques (arbre 2) et eventuellement par d'autres prediats. L'arbre
2 de et exemple retransrit notamment la struture hierarhique de nos informations
apportees par les etiquetages.
Mot en début de phrase représenté par la variable M
décrit par les étiquettes tc_nc_sg et ts_art
sentence_beginning(M)
arbre 1
arbre 2
arbre 3
common_noun(M)
entity(M)
object(M)
artefact(M)
singular_common_noun(M)
...
Fig. 3.2 { Arbres de prediats s'appliquant a une variable
Cette struture partiuliere de nos informations est exploitee dans le proessus me^me
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d'inferene pour ameliorer l'eÆaite de la reherhe dans l'espae E
H
et l'interpreta-
bilite des regles produites.
D'autres prediats utiles sont egalement stokes dans le bakground knowledge. Par
exemple, le prediat su/2 est deni par su(X,Y) :- pred(Y,X). ; su/2 est uniquement
utilise pour une leture des lauses plus aisee mais est onsidere, speialement lors de
la reherhe de la meilleure hypothese (voir setion suivante), omme l'equivalent de
pred/2. Ainsi, les deux lauses is qualia(A,B) :- su(A,B). et is qualia(A,B) :- pred(B,A). sont
onsiderees omme une unique hypothese.
3.1.2 Espae de reherhe de patrons pertinents
Beauoup de ta^hes d'apprentissage artiiel peuvent e^tre onsiderees omme de
simples problemes de reherhe dans un espae. Dans le adre de la PLI, le pro-
gramme logique que l'on herhe a apprendre doit verier les onditions donnees en
setion 2.2.3.1. En partiulier, haque lause inferee doit repondre a un ritere de qua-
lite S, alule en fontion des exemples positifs et negatifs qu'elle ouvre.
Dans notre as, H, l'ensemble resultant de l'apprentissage, peut e^tre ompose de
plusieurs lauses representant haune un patron morphosyntaxique et semantique por-
tant une relation nom-verbe qualia. Chaque element de et ensemble de lauses H est
herhe a priori a travers l'espae des lauses de Horn selon l'algorithme 1.
Algorithme 1 Algorithme d'aleph
Iteration jusqu'a E
+
= ;
1. hoisir aleatoirement un exemple positif e
+
dans E
+
;
2. onstruire la lause la plus speique ? ouvrant e
+
par impliation inverse ;
3. parourir l'espae de reherhe E
H
base sur ? a la reherhe de la lause h maxi-
misant une fontion de sore S ;
4. ajouter h a l'ensemble H et o^ter de E
+
les exemples ouverts par h.
Fin iteration
L'espae de reherhe E
H
est generalement tres grand voire me^me inni. Une re-
herhe exhaustive des hypotheses possibles, et leur test de ouverture, a travers tout
l'espae est don exlue. Des biais sont don generalement utilises a la fois pour reduire
et espae de reherhe mais egalement pour assurer un bon proessus d'indution (voir
setion 2.2.2.3). Comme nous l'avons vu preedemment, parmi les dierents types de
biais existants, l'un des plus naturels et des plus utilises est le langage d'hypotheses qui
permet de denir des ontraintes syntaxiques sur les lause reherhees (Nedelle et al.,
1996). Nous presentons i-dessous eux que nous imposons a notre ta^he d'apprentis-
sage. L'espae de reherhe deni par e langage d'hypotheses peut e^tre organise gra^e
un ordre de generalite, et ainsi permettre une reherhe des hypotheses plus eÆae.
Nous detaillons en setion 3.1.2.2 et ordre de generalite et la struture qu'il induit sur
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notre espae de reherhe.
3.1.2.1 Langage d'hypotheses
Le biais de langage impose lors de la phase d'apprentissage limite onsiderable-
ment le nombre de solutions potentielles, previent les phenomenes de sur-generalisation
(overtting) et assure que seules des hypotheses bien formees (au regard de la ta^he
d'aquisition visee) seront generees.
Dans notre adre d'apprentissage de patrons d'extration de ouples qualia, une
hypothese bien formee est denie omme etant une lause donnant des informations
(semantiques ou ategorielles) sur les mots (N,V ou n'importe quel autre mot apparais-
sant dans son ontexte) ou des informations sur les positions respetives de N ou de V
dans la phrase. Par exemple, is qualia(A,B) :- artefat(A), pred(B,C), su(A,C), auxiliary(C). {
qui signie qu'un ouple N-V (ii represente par les variables A et B) est qualia si N est
un artefat, V est preede d'un verbe auxiliaire et N est suivi par e verbe { est une
hypothese bien formee. Il nous faut don indiquer dans les parametrages d'aleph que
les prediats artefat/1, pred/2, su/2, auxiliary/1. . . peuvent e^tre utilises pour onstruire
une hypothese.
Critere de onision
Une ontrainte importante que nous imposons sur le langage d'hypotheses est qu'il
ne peut pas y avoir deux informations (prediats unaires) sur un mot telles que l'une des
deux soit plus generale que l'autre. Cela signie qu'une hypothese telle que is qualia(A,B)
:- pred(B,C), partiiple(C), past partiiple(C). n'est pas onsideree omme etant bien formee
puisque deux informations ategorielles sont donnees sur le mot C. De telles informa-
tions redondantes sur un mot sont superues du fait de l'organisation hierarhique
des prediats : l'un des litteraux est en eet par denition plus speique que les
autres et don suÆsant pour derire le mot de maniere preise ; les autres litteraux
sont don sans intere^t. Il est en eet inutile dans notre exemple d'indiquer que C
est un partiipe (partiiple(C)) si l'on sait par ailleurs qu'il s'agit d'un partiipe passe
(past partiiple(C)).

A l'inverse, les hypotheses is qualia(A,B) :- pred(B,C), partiiple(C), a-
tion verb(C). ou is qualia(A,B) :- pred(B,C), past partiiple(C), physial ation verb(C). ou en-
ore is qualia(A,B) :- pred(B,C), su(A,C). sont onsiderees omme bien formees au regard
de notre ta^he. Cette ondition sur les litteraux s'appliquant aux mots est appelee par
la suite ritere de onision.
Critere d'utilisation des variables
De plus, nous voulons eviter d'obtenir des lauses ontenant des variables non
ontraintes. Par exemple, l'hypothese is qualia(A,B) :- innitive(B), pred(A,C). peut e^tre
plus simplement exprimee par is qualia(A,B) :- innitive(B). puisque pred(A,C) n'apporte
auune information linguistique jugee interessante. Cependant, is qualia(A,B) :- su(A,C),
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su(C,D), objet(D). est onsideree omme bien formee puisqu'il y a une ontrainte se-
mantique sur le mot D, et C est ontraint par les deux su/2. Cette ondition que nous
imposons est tres similaire a la ontrainte bien onnue de liaison (linkedness) : selon
(Helft, 1987), une lause est dite liee (linked) si toutes ses variables sont liees ; une va-
riable V est liee dans une lause C si et seulement si V appara^t dans la te^te de C, ou s'il
existe un litteral l de C ontenant V et une autre variableW (V 6=W) telle queW soit liee
dans C. Cela orrespond egalement a la ontrainte de onnexion (Quinlan, 1990), aux
lauses i1-determinees dans le adre de l'ij-determination (Muggleton & Feng, 1990)
ou au onept de lause-ha^ne (Rieger, 1996) mais, dans notre as, toutes les variables
doivent non seulement e^tre onnetees aux variables de te^te (ave les prediats pred/2
et su/2), mais doivent aussi e^tre utilisees autre part dans le orps de la lause. C'est
ette ontrainte qui est appelee par la suite ritere d'utilisation des variables.
Une hypothese reunissant es deux onditions, onision et utilisation des variables,
est dite bien formee au regard de notre ta^he. Sauf mention ontraire, les lauses que
nous manipulons dans la suite de e hapitre sont supposees e^tre bien formees.
3.1.2.2 Espae des hypotheses et ordre de generalite
Malgre e biais de langage, notre espae d'hypotheses demeure immense. Heureu-
sement, les hypotheses qui le omposent peuvent e^tre organisees par une relation de
generalite (a l'aide d'une relation de quasi-ordre entre les hypotheses) qui permet de
parourir intelligemment et espae de solutions. Plusieurs quasi-ordres ont ete etudies
dans le adre de la PLI ; nous en avons presente ertains au hapitre preedent. Parmi
eux-i, la -subsomption (voir setion 2.2.2.2) est ertainement le plus utilise dans les
systemes de PLI.
Subsomption sous identite objet
La -subsomption demeure ependant trop forte, 'est-a-dire trop generale, pour
notre appliation. En eet, onsiderons h
1
 is qualia(X
1
,Z
1
) :- su(X
1
,Y
1
), pred(Z
1
,W
1
),
verb(Y
1
), verb(W
1
). et h
2
 is qualia(X
2
,Z
2
) :- su(X
2
,Y
2
), pred(Z
2
,Y
2
), verb(Y
2
).. Nous avons
alors h
1


h
2
ave  = [ X
1
/X
2
,Y
1
/Y
2
,Z
1
/Z
2
,W
1
/Y
2
℄ et, puisque dans notre appliation
les variables representent des mots, ei signie que la -subsomption permet de onsi-
derer un me^me mot omme deux dierents au sein d'une lause, omme 'est le as ave
le mot Y
1
/W
1
dans h
1
. Cela est don equivalent a donner un patron d'extration pour
le ouple X1-Z1 de la forme X1 + verbe + (tout mot)* + verbe + Z1 ou le verbe suivant X1
peut designer egalement le verbe preedant Z1. De tels phenomenes rendent les patrons
diÆilement interpretables et empe^hent une bonne omprehension des manifestations
linguistiques qu'ils devraient traduire. Cette propriete n'est don pas jugee pertinente
pour notre ta^he d'apprentissage ; nous nous interessons de e fait a une forme plus
oeritive de la -subsomption : la -subsomption sous identite objet (
OI
-subsomption
par la suite) (Esposito et al., 1996) denie i-dessous.
98 Apprentissage de patrons d'extration par programmation logique indutive
Denition 5 (d'apres (Badea & Staniu, 1999)) Une lause C
1

OI
-subsume
une lause C
2
(C
1

OI
C
2
) ssi il existe une substitution  telle que C
1
  C
2
et
que  soit injetive ('est-a-dire que  n'unie pas des variables de C
1
).
La 
OI
-subsomption est lairement plus faible que la -subsomption (C
1

OI
C2)
C
1


C
2
mais l'inverse n'est pas toujours vrai) mais preserve la propriete attendue que
h
1
6
OI
h
2
ave h
1
et h
2
denies i-dessus. Cette ontrainte supplementaire est geree
par aleph par la generation d'hypotheses ontenant un ensemble d'inegalites imposant
que deux variables d'une lause ayant des noms dierents ne puissent e^tre uniees.
Par exemple, h
1
est representee au sein du systeme de generalisation par is qualia(X,Z)
:- su(X,Y), pred(Z,W), verb(Y), verb(W), X6=Z, X6=Y, Z6=Y, X6=W, Y6=W, Z6=W. Pour des
raisons de lisibilite, dans la suite de e hapitre et dans les hapitres suivants nous
n'erivons pas es ensembles d'inegalites et nous supposons don de maniere impliite
que deux variables nommees dieremment representent des mots distints. Par ailleurs
nous supposons dans le reste de e hapitre, omme 'est le as en Prolog, que deux
lauses distintes possedent des variables distintes.
Cette restrition de la -subsomption a quelques proprietes interessantes, presentees
i-dessous, que nous exploitons lors de l'exploration de notre espae d'hypotheses. La
propriete suivante montre par exemple que l'appliation des substitutions telles que
elles ayant ours au sein dans un espae ordonne par 
OI
-subsomption n'unie pas de
litteraux d'une me^me lause.
Propriete 2 Soit C une lause et  une substitution injetive remplaant toutes les
variables de C par de nouvelles variables ('est-a-dire n'apparaissant pas deja dans C),
alors C ontient autant de litteraux que C ; on a don jCj = jCj. 2
Preuve
Supposons qu'il existe une substitution injetive remplaant les variables de C par
de nouvelles variables et deux litteraux l
1
et l
2
de C tels que l
1
6= l
2
mais l
1
 = l
2
.
Puisque l
1
et l
2
ne dierent que par leurs variables, il existe don au moins une variable
X dans l
1
et Y dans l
2
telles que X 6= Y . Or l
1
 = l
2
, et omme  s'applique a toutes
les variables de C, ela signie que  a unie X et Y sous une me^me variable. Cela
ontredit le fait que  soit injetive. 2
Nous demontrons deux orollaires de ette propriete i-dessous. Ils traduisent le fait
qu'en pratique et ordre de generalite repose uniquement sur l'ajout ou la suppression de
litteraux, 'est-a-dire qu'une hypothese peut e^tre onstruite en utilisant des litteraux
de l'un de ses subsumants strits (a un renommage de variables pres) une seule fois
haun.
Corollaire 1 Soient C et D deux lauses telles que C 
OI
D, alors il existe une
substitution injetive telle que C  D, et don jCj < jDj. 2
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Preuve
Soient C et D telles que C 
OI
D, alors il existe une substitution injetive 
1
telle que C
1
 D, et il n'existe auune substitution injetive 
2
telle que D
2
 C.
Supposons que l'on ait C
1
= D. Puisque les lauses C et D ne partagent auune
variable ommune, 
1
s'applique a toutes les variables de C et les transforme de maniere
unique (injetivite) en variables de D. Il est don possible de onstruire 
 1
1
qui soit
egalement injetive et telle que C = D
 1
1
. Cela ontredit le fait que C 
OI
D. 2
Corollaire 2 Soient C et D deux lauses telles que C 
OI
D, alors C peut e^tre
onstruite en utilisant des litteraux de D (a un renommage de variables pres) une seule
fois haun. 2
Preuve
Soient C et D telles que C 
OI
D, alors il existe une substitution injetive  telle
que C  D. Supposons qu'il existe dans C deux litteraux (dierents) l
1
et l
2
issus du
me^me litteral de D, 'est-a-dire tels que l
1
 = l
2
. Les lauses C et D sont supposees
ontenir des variables distintes ; or d'apres la propriete 2, une substitution injetive
n'unie pas de litteraux, soit enore jCj = jCj, e qui rend impossible le fait que
l
1
 = l
2
. 2
Subsomption generalisee
La notion de generalite que nous utilisons (que nous appelons 
NV
-subsomption)
est derivee de la 
OI
-subsomption et adaptee aux besoins de notre appliation. La

OI
-subsomption, telle que denie i-dessus, ne apture pas exatement la notion de
generalite que nous voulons utiliser pour notre espae d'hypotheses. Nous voudrions en
eet prendre en ompte l'organisation hierarhique des informations disponibles sur les
mots (telles que les informations semantiques et ategorielles). Nous souhaitons don
que notre notion de generalite exploite au mieux la theorie du domaine derite dans
le bakground knowledge, suivant les idees developpees dans le adre de la subsomption
generalisee (Buntine, 1988). Par exemple, nous souhaitons que l'hypothese is qualia(A,B)
:- entity(A). soit onsideree omme plus generale que is qualia(A,B) :- objet(A). qui elle
me^me doit e^tre onsideree omme plus generale que is qualia(A,B) :- artefat(A). (voir
setion 3.1.1.1).
Ainsi, nous denissons i-dessous la relation de generalite adaptee a nos besoins.
Denition 6 Une lause C
1

NV
-subsume une lause C
2
(C
1

NV
C
2
) relative-
ment au bakground knowledge B ssi il existe une substitution ssi il existe une sub-
stitution injetive  et une fontion f
D
telle que f
D
(C)  D, ou f
D
est telle que
8l 2 C; B; f
D
(l) j= l, ave f
D
(fl
1
; l
2
; :::; l
m
g) signiant ff
D
(l
1
); f
D
(l
2
); :::; f
D
(l
m
)g.
Intuitivement, ela signie qu'une lause D peut e^tre plus speique que C si :
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1 { D ontient des litteraux en plus de eux de C ;
2 { D ontient des litteraux plus speiques (en fontion des hierarhies d'informa-
tions derivant les mots) sur les me^mes variables que C.
Tout omme la -subsomption et la 
OI
-subsomption, la 
NV
-subsomption induit
une relation de quasi-ordre sur l'espae des hypotheses bien formees telles que denies i-
dessus et de notre bakground knowledge, omme l'attestent les deux resultats suivants :
{ C 
NV
C (reexivite)
{ C
1

NV
C
2
et C
2

NV
C
3
) C
1

NV
C
3
(transitivite)
Ce quasi-ordre peut e^tre lassiquement etendu a un ordre partiel gra^e a l'antisymetrie
sur les lasses d'equivalene des lauses sous 
NV
:
{ C
1

NV
C
2
et C
2

NV
C
1
) C
1
et C
2
sont equivalentes (e que l'on note
C
1

NV
C
2
) ; dans notre as (de me^me que pour la 
OI
-subsomption), C
1

NV
C
2
signie C
1
= C
2
au renommage des variables pres.
Preuve
1 { Reexivite : trivial.
2 { Antisymetrie : C
1

NV
C
2
et C
2

NV
C
1
, don il existe f
1
, f
2
, 
1
et 
2
telles que
f
1
(C
1
)
1
 C
2
et f
2
(C
2
)
2
 C
1
, ave 8l 2 C
1
; B; f
1
(l) j= l et 8l 2 C
2
; B; f
2
(l) j=
l. Ainsi, 8l 2 C
1
; B; f
2
(f
1
(l)) j= f
1
(l) et don 8l 2 C
1
; B; f
2
(f
1
(l)) j= l ave
f
2
(f
1
(l)) 2 C
1
. D'apres notre bakground knowledge et puisque C
1
est onsideree
bien formee, nous avons 8l 2 C
1
; f
2
(f
1
(l)) = l et f
1
(l) = l ; de la me^me maniere,
8l 2 C
2
; f
2
(l) = l. Cela signie que C
1

1
 C
2
et C
2

2
 C
1
et puisque 
1
et 
2
sont injetives, C
1
et C
2
sont simplement des variantes alphabetiques.
3 { Transitivite : C
1

NV
C
2
et C
2

NV
C
3
, il existe don f
1
, f
2
, 
1
et 
2
telles que
f
1
(C
1
)
1
 C
2
et f
2
(C
2
)
2
 C
3
. Nous avons f
2
(f
1
(C
1
))
1

2
 C
3
, et f
2
Æ f
1
(omposition de f
2
et f
1
) et 
1

2
sont injetives, don C
1

NV
C
3
.
2
Gra^e a la representation de nos exemples et au bakground knowledge utilise, tous
les litteraux pouvant appara^tre dans les hypotheses sont deterministes ; de telles hy-
potheses sont dites lauses deterministes. Ave es lauses liees et deterministes, le
quasi-ordre de la 
NV
-subsomption implique que l'espae des hypotheses est struture
en treillis (la demonstration en est donnee en appendie B.2 pour la 
OI
-subsomption
et la 
NV
-subsomption). Au sommet de e treillis se trouve la lause la plus generale
(>) et au bas la lause la plus speique (appelee MSC pour most spei lause ou
bottom et notee ? par la suite). Dans notre as, > est la lause is qualia(A,B). indiquant
que toutes les paires N-V sont qualia, et ? est une lause sans onstante ontenant tous
les litteraux pouvant e^tre utilises pour derire l'exemple en ours de generalisation (voir
(Muggleton, 1995) pour les details de la onstrution de ?) a l'exeption des litteraux
superus (litteraux donnant des informations plus generales que d'autres litteraux deja
presents dans ?).
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is qualia(A,B) :- objet(A), singular ommon noun(A),
pred(B,C), goal preposition(C).
is qualia(A,B) :- artefat(A),
singular ommon noun(A).
is qualia(A,B) :- objet(A).
1
1
is qualia(A,B) :- entity(A).
is qualia(A,B) :- pred(B,C), goal preposition(C).
2
is qualia(A,B) :- objet(A), singular ommon noun(A).
is qualia(A,B).
2
is qualia(A,B) :- pred(B,C), preposition(C).
is qualia(A,B) :- ommon noun(A).
1
2
2
is qualia(A,B) : - singular ommon noun(A).
1
1
1
2
Fig. 3.3 { Treillis d'hypotheses sous la 
NV
-subsomption
La gure 3.3 montre un exemple simple d'un treillis ordonnant des lauses bien
formees sous 
NV
-subsomption. Les numeros presents sur les ars indiquent a laquelle
des deux interpretations intuitives donnees en page 99 se rapporte la notion de generalite
entre les deux lauses reliees par et ar.
3.2 Exploration de l'espae des hypotheses
La reherhe d'hypotheses au sein de l'espae presente i-dessus est une ta^he tres
ou^teuse. En eet, pour trouver la meilleure hypothese de et espae, il est neessaire de
tester haque hypothese renontree par rapport aux exemples positifs et negatifs. C'est
e test qui est le point le plus ou^teux du proessus d'inferene. Il est don neessaire de
parourir intelligemment et espae, en tirant notamment parti de sa struture, et de
ne pas poursuivre l'exploration de partions de et espae que l'on sait ne pas ontenir
de solutions interessantes.
Le premier point, le parours de l'espae de reherhe, est realise par un operateur
de raÆnement que nous presentons dans la setion suivante. Le seond point releve
quant a lui de l'elagage ; nous derivons l'approhe que nous utilisons en setion 3.2.2.
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3.2.1 Operateur de raÆnement
La faon dont le treillis est parouru est extre^mement importante pour trouver la
meilleure hypothese (relativement a une fontion de sore hoisie) en un minimum de
temps. Notre bakground knowledge ontenant des informations struturees en fore^t (un
ensemble d'arbres) et les prediats relationnels introduisant de nouvelles variables dans
une lause (pred/2 et su/2) etant deterministes, nous montrons i-dessous que l'on peut
onstruire un operateur de raÆnement parfait (Badea & Staniu, 1999) permettant un
parours eÆae de et espae d'hypotheses.
3.2.1.1 Proprietes des operateurs de raÆnement
Un operateur de raÆnement denit la faon dont l'espae des solutions est explore.
Cet espae etant generalement gigantesque, l'operateur doit realiser son parours le
plus eÆaement possible, mais sans oublier de solutions potentielles. Cette derniere
propriete de ompletude est ertainement l'une des plus importantes des operateurs de
raÆnement.
Un operateur de raÆnement peut e^tre formellement deni omme une fontion de
L
H
, le langage d'hypotheses, vers P(L
H
), l'ensemble des parties de L
H
. On peut
shematiquement regrouper les operateurs en deux familles : les operateurs asendants,
qui produisent des hypotheses plus generales qu'une hypothese donnee, et les opera-
teurs desendants qui produisent des speialisations d'une hypothese. L'operateur que
nous avons deni, appele 
nv
, que nous presentons en setion 3.2.1.3, est un operateur
desendant, 'est-a-dire que pour toute lause C, 
nv
(C)  fD j C 
NV
Dg.
Nous denissons quelques notations qui sont utilisees par la suite. Si  est un
quasi-ordre (par exemple 

, 
OI
ou 
NV
), et si C  D, C est dite plus generale ou
equivalente a D. D est don un raÆnement desendant de C et C est un raÆnement
asendant de D. On note C  D lorsque C  D mais que D 6 C ; ela signie que C
est stritement plus generale que D (D est stritement plus speique que C) et D est
un raÆnement desendant strit de C (C est un raÆnement asendant strit de D). D
est appelee subsume immediat (downward over) de C si et seulement si C  D et il
n'existe pas de E satisfaisant C  E  D.
Certaines proprietes importantes des operateurs de raÆnement assurent d'obtenir
les meilleures hypotheses aeptant (ouvrant) les exemples positifs et rejetant les ne-
gatifs. On denit plusieurs d'entre elles omme suit (Badea & Staniu, 1999) :
{  est un operateur de raÆnement (loalement) ni ssi (C) est ni et alulable
pour toute lause C.
{  est operateur de raÆnement strit pour tout C ssi (C) ne ontient pas de D
telle que D  C.
{  est un operateur de raÆnement faiblement omplet ssi, en notant 

= ÆÆ:::Æ,


(>) = l'ensemble des lauses de l'espae.
{  est un operateur de raÆnement omplet ssi pour toutes C et D, C  D ) 9E 2


(C) telle que E  D.
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{  est un operateur de raÆnement non redondant ssi pour toutes C
1
, C
2
et D,
D 2 

(C
1
) \ 

(C
2
)) C
1
2 

(C
2
) ou C
2
2 

(C
1
).
{  est un operateur de raÆnement ideal ssi il est ni, strit et omplet.
{  est un operateur de raÆnement optimal ssi il est ni, non redondant et faible-
ment omplet.
{  est un operateur de raÆnement minimal ssi pour toute C, (C) ontient seule-
ment des subsumes immediats de C et tous ses elements sont inomparables (D
1
,
D
2
2 (C)) D
1
6 D
2
et D
2
6 D
1
).
{  est un operateur de raÆnement parfait ssi il est minimal et optimal.
Puisque generalement la reherhe est realisee dans un ensemble ordonne ou un
treillis, une hypothese peut a priori e^tre atteinte par plusieurs hemins. Cela implique
qu'une telle hypothese sera evaluee plusieurs fois. Pour des raisons d'eÆaite, les ope-
rateurs de raÆnement optimaux sont don souvent preferes aux ideaux (un operateur
ne pouvant e^tre a la fois omplet et non redondant, il ne peut don pas e^tre parfait
et ideal). De tels operateurs n'existent pas forement pour les espaes ordonnes par -
subsomption (van der Laag & Nienhuys-Cheng, 1994a) ou l'impliation logique (van der
Laag & Nienhuys-Cheng, 1994b), mais existent dans le adre de la 
OI
-subsomption
(Esposito et al., 1996 ; Semeraro et al., 1997).
3.2.1.2 Exploration du treillis sous 
OI
-subsomption
L'exploration de notre treillis d'hypotheses est un point ruial pour l'eÆaite de
notre proessus d'inferene de patrons. Nous avons developpe pour e faire un operateur
de raÆnement parfait. Cet operateur s'appuie prinipalement sur la struture partiu-
liere de l'espae de reherhe ordonne par 
OI
-subsomption ; omme nous le voyons en
sous-setion 3.2.1.3, la subsomption generalisee est prise en ompte en pratique omme
une ontrainte sur et espae partiulier. Nous onsiderons don dans un premier temps
le treillis des hypotheses ordonne par la 
OI
-subsomption sans la ontrainte d'e^tre bien
formees pour notre ta^he, 'est-a-dire sans besoin de subsomption generalisee. Par soui
de lisibilite, nous notons dans ette setion ,  et  les relations d'ordre induites par
la 
OI
-subsomption. Nous denissons i-dessous un operateur permettant le parours
de e treillis, puis nous le modions pas a pas pour prendre en ompte divers riteres,
jusqu'a obtenir un operateur parfait adapte a notre espae de lauses bien formees
ordonne par 
NV
-subsomption.
Operateur de raÆnement optimal
Dans le adre de notre appliation, haque variable represente un mot d'une phrase.
Or, le nombre de mots ontenus dans une phrase et le nombre de prediats pouvant s'ap-
pliquer a es mots sont nis. Il s'en suit que le nombre de litteraux ontenus dans toute
lause du treillis ordonne par la 
OI
-subsomption est ni et est un sous-ensemble des
litteraux de ? a un renommage des variables pres. Cela est traduit dans le orollaire 2
presente preedemment.
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On peut onstruire un operateur de raÆnement exploitant ette propriete pour
parourir l'espae de reherhe. Pour omprendre le prinipe de et operateur, observons
d'abord la struture du treillis des hypotheses ordonne par la subsomption sous identite
objet. Ce dernier a une struture partiuliere permettant une exploration aisee. Plus
preisement, nous etablissons dans la propriete suivante que e treillis des hypotheses
est isomorphe a une algebre de Boole et don equivalent a un treillis des parties d'un
ensemble.
Propriete 3 Le treillis des hypotheses liees et deterministes (sans la ontrainte d'e^tre
bien formees pour notre ta^he) ordonnees par la 
OI
-subsomption est isomorphe a un
treillis de Boole. 2
Preuve
D'apres le orollaire 2, toute hypothese du treillis peut e^tre onstruite (a un re-
nommage des variables pres) a partir d'un sous-ensemble des litteraux d'une lause
qu'elle subsume sous identite objet. Or par denition, toutes les lauses subsument
?, qui ontient don le nombre maximum de litteraux pouvant appara^tre dans une
hypothese ; on note e nombre n.
Il est possible de onstruire une fontion f qui soit un isomorphisme de l'ensemble de
litteraux de ? dans f1; :::; ng, 'est-a-dire qui numerote haun des litteraux. D'apres le
theoreme de Stone, notre treillis d'hypotheses est don isomorphe au treillis de l'algebre
de Boole (f1; :::; ng;). 2
{}
{2} {4}{3}{1}
{1,2} {1,3} {1,4} {2,3} {2,4} {3,4}
{1,2,3} {1,2,4} {1,3,4} {2,3,4}
{1,2,3,4}
Fig. 3.4 { Treillis de l'algebre de Boole (f1{4g,)
On peut aisement onstruire un operateur de raÆnement parourant e type de
treillis de haut en bas. Il suÆt pour ela de onsiderer un operateur  ajoutant un
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singleton a un ensemble tel que e singleton soit un numero plus petit que le minimum
des numeros de l'ensemble a speialiser. Un tel parours est illustre en gure 3.4 sur
un treillis des parties de f1{4g (i.e. f1, ..., 4g) muni de l'inlusion ensembliste ; les
ars (pleins ou en pointilles) representent la relation de generalite entre les elements du
treillis et les ars pleins sont eux eetivement exploites pour explorer le treillis.
On peut don explorer de la me^me maniere le treillis des hypotheses liees et deter-
ministes muni de la 
OI
-subsomption puisqu'il est isomorphe au treillis (f1{ng,) ave
n le nombre de litteraux de ?. Dans notre as, un operateur de raÆnement s'appuyant
sur ette me^me tehnique onsiste alors a hoisir un litteral dans ? dont le numero par
un isomorphisme f est plus petit que le minimum des litteraux de la lause a raÆner.
Par soui de lisibilite, on note min(C) pour min
l
i
2C
?
(f(l
i
)) ave 
?
la substitution
injetive telle que C
?
 ?. Plus formellement, en notant 
r
un renommage de toutes
les variables par de nouvelles variables, le raÆnement D d'une lause C peut e^tre deni
par : D 2 (C) ssi D = (C
?
[ flg)
r
ave le litteral l 2 (? n C
?
) et f(l) < min(C)
ou plus simplement l 2 fl
i
2 ?jf(l
i
) < min(C)g.
L'operateur ainsi onstruit est lairement loalement ni puisque n est ni et (fai-
blement) omplet, puisque toutes les ombinaisons de litteraux sont essayees. Il est
en revanhe redondant. Considerons en eet le as ou ? = fp(A), p(B), q(C), :::g ave
f(p(A)) = 1, f(p(B)) = 2 et f(q(C)) = 3. Le raÆnement de fq(V)g peut produire
D
1
= fq(W), p(X)g (ajout du litteral 1) et D
2
= fq(Y), p(Z)g (ajout du litteral 2). Or
D
1
et D
2
sont equivalentes : D
1
 D
2
.
Examinons maintenant au travers des proprietes 4 et 5 s'il repond au ritere de
minimalite.
Propriete 4 L'operateur  deni preedemment ne produit que des subsumes imme-
diats. 2
Preuve
Supposons que D 2 (C) et qu'il existe E telle que C  E  D. Alors, d'apres
le orollaire 1 et la propriete 2, on a le jeu d'inegalites : jCj < jEj < jDj. En utilisant
les me^mes notations que preedemment, on a egalement D = (C
?
[ flg)
r
et don
jDj = jCj+1. Finalement, on aboutit a la ontradition suivante : jCj < jEj < jCj+1.
2
On montre par ailleurs dans la propriete 5 que deux lauses produites par le raÆ-
nement d'une me^me hypothese ne peuvent se subsumer stritement l'une l'autre.
Propriete 5 Pour toutes lauses C, D
1
et D
2
telles que D
1
;D
2
2 (C), alors D
1
6 D
2
et D
2
6 D
1
. 2
Preuve
Supposons que D
1
;D
2
2 (C) et que D
1
 D
2
. Par denition de , on a D
1
=
(C
?
[ fl
1
g)
r1
et D
2
= (C
?
[ fl
2
g)
r2
. Comme D
1
 D
2
, alors jD
1
j < jD
2
j, e qui
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ontredit la denition de D
1
et D
2
. Me^me demonstration pour D
2
 D
1
. 2
Malgre es deux proprietes, l'operateur  n'est pas minimal. En eet, il est possible
qu'il genere, lors du raÆnement d'une hypothese, deux lauses equivalentes. Ce as
partiulier se produit lorsque e sont des lauses non liees qui sont manipulees, omme
le montre l'exemple utilise preedemment pour montrer la redondane de l'operateur.
L'absene de non redondane et de minimalite est due a la prodution de lauses non
liees (f. page 97). Or, dans notre appliation, es lauses sont jugees non pertinentes. Il
est don possible de proposer un operateur de raÆnement 
o
ne produisant pas de telles
lauses, 'est-a-dire travaillant dans l'espae des lauses liees, mais toujours en restant
dans le adre de la 
OI
-subsomption. Pour e faire, nous utilisons une information
supplementaire qui est assoiee a haque lause, d'une maniere similaire a e qui est
appele ontexte par L. Badea (2000). L'idee est de ne pas autoriser la seletion des
litteraux onduisant a une lause non liee mais, pour preserver la ompletude, de les
onserver pour les employer lors d'un raÆnement ulterieur, s'ils repondent a e moment
au ritere de liaison. Ce ritere de liaison peut s'exprimer a l'aide des fontions vars(C),
vars
+
(l) et vars
 
(l) indiquant respetivement l'ensemble des variables ontenues dans
une lause C, l'ensemble des variables d'entree du litteral l et l'ensemble des variables
de sortie de e me^me litteral. L'ensemble des litteraux Eligible(C) ontient les litteraux
qui n'ont pas ete appliables a un moment de la onstrution de C. Sa denition est
donnee de maniere reursive i-dessous ; on suppose que Eligible(>) = ;.

A l'aide de es nouvelles notations et de elles utilisees preedemment, on peut
denir plus formellement le raÆnement D d'une lause C par : D 2 
o
(C) ssi
D = (C
?
[ fl
i
g)
r
ave l
i
2 (fl 2 ?jf(l) < min(C)g [ Eligible(C)) et vars
+
(l
i
) 2
vars(C
?
). On denit egalement dans le me^me temps :
Eligible(D) = fl 2 ?jf(l
i
) < f(l) < min(C) et vars
+
(l) 62 vars(C
?
)g [Eligible(C) n
fl 2 Eligible(C)jf(l)  f(l
i
) et vars
+
(l) 2 vars(C
?
)g.
Cela equivaut en fait a un reordonnanement dynamique des litteraux de ?. De e
fait, toutes les hypotheses liees sont eetivement atteintes par raÆnement. L'operateur
est don omme preedemment loalement ni et faiblement omplet.
Cet operateur est de plus non redondant si on se limite a des litteraux deterministes
omme l'atteste la propriete 6 que nous demontrons i-dessous.
Propriete 6 L'operateur 
o
deni preedemment est non redondant pour l'espae des
lauses liees et deterministes. 2
Preuve
Supposons qu'il existe deux lauses C et D identiques mais obtenues par deux
sequenes de raÆnement dierentes. D'apres la propriete 8 donnee en annexe B.2, il
n'existe qu'une seule substitution  telle que C  ? et D  ?. C et D ont don
ete obtenues par ajout d'un me^me ensemble de litteraux de ? mais dans des ordres
dierents. Comme 
o
n'ajoute qu'un litteral a haque raÆnement, ela signie qu'il
existe dans C et D deux litteraux l
i
et l
j
tels que l
i
ait ete ajoute a la lause par un
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raÆnement et l
j
par un des raÆnements suivants dans C et tels que l
j
ait ete ajoute
avant l
i
dans D. Considerons la lause C ; dans ette derniere, l
j
a pu e^tre ajoute par
raÆnement de l'ensemble de litteraux A[ fl
i
g [B soit pare que f(l
j
) < min(A), soit
pare que l
j
2 Eligible(A [ fl
i
g [B).
Supposons que l'on soit dans le as ou f(l
j
) < min(A [ fl
i
g [B) ; ela signie que
f(l
j
) < f(l
i
). Cela est ontredit par l'ajout de l
i
dans D.
Supposons que l'on soit dans le as ou l
j
2 Eligible(A [ fl
i
g [B). Alors, omme l
j
est appliable a A ('est-a-dire A [ fl
j
g est liee), on a 8l 2 fl
i
g [B, f(l) > f(l
j
) et en
partiulier f(l
i
) > f(l
j
). Cette derniere inegalite est impossible puisque l
i
ne pourrait
e^tre ajoute dans D. 2
L'operateur est don non redondant, loalement ni et faiblement omplet, 'est-a-dire
optimal. Par ailleurs, il ne produit que des subsumes immediats (me^me raisonnement
qu'en page 105) et deux lauses issues du raÆnement d'une me^me hypothese sont
inomparables (voir propriete 7) ; il est don minimal. La ombinaison de toutes es
proprietes fait de 
o
un operateur parfait.
Propriete 7 Pour toutes lauses C, D
1
et D
2
telles que D
1
;D
2
2 
o
(C), alors D
1
6
D
2
et D
2
6 D
1
. 2
Preuve
Supposons que D
1
;D
2
2 
o
(C) et que D
1
 D
2
. Soit on a D
1
 D
2
; on aboutit
alors a la me^me ontradition que pour la propriete 5 (me^me raisonnement pour D
2

D
1
). Soit on est dans le as ou D
1
 D
2
, 'est-a-dire qu'il existe  injetive telle que
D
1
 = D
2
. CommeD
1
;D
2
2 
o
(C), alorsD
1
= (C
?
[fl
1
g)
r1
et D
2
= (C
?
[fl
2
g)
r2
.
On peut alors erire D
1

 1
r2
= D
2

 1
r2
 ?, soit enore d'apres la propriete 8 donnee en
annexe B.1 D
1

 1
r1
= D
2

 1
r2
. Ainsi, on a C
?
[ fl
1
g = C
?
[ fl
2
g, soit enore l
1
= l
2
.
Chaque litteral ne pouvant e^tre hoisi qu'une fois lors d'un raÆnement, on aboutit a
une ontradition. 2
3.2.1.3 Exploration du treillis sous 
NV
-subsomption
Le treillis preedent ontient des hypotheses qui ne sont pas bien formees au regard
de notre ta^he et ne prend pas diretement en ompte la notion de generalite entre les
litteraux derivant les mots. C'est ependant e treillis qui forme la base de l'espae
explore par notre operateur de raÆnement. Nos deux riteres (onision et utilisation
des variables) neessitent l'adaptation de la strategie de reherhe derite i-dessus,
et en partiulier la prise en ompte de la subsomption generalisee. Nous proposons i-
dessous de onsiderer ette derniere omme une ontrainte ajoutee a l'espae des lauses
ordonne par 
OI
-subsomption.
Critere d'utilisation des variables
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Pour prendre en ompte notre ritere d'utilisation des variables, nous devons em-
pe^her la prodution de lauses ontenant des variables inutilisees. Il faut don de
nouveau adapter l'operateur de raÆnement pour y inlure ette nouvelle ontrainte.
Pour e faire, nous proedons dans un premier temps omme le propose L. Badea &
M. Staniu (1999), 'est-a-dire nous allons utiliser l'operateur 
o
iterativement pour
generer les raÆnements d'une lause jusqu'a e que l'un de es raÆnements soit valide
(i.e. reponde a notre ritere). Ainsi, un pas de raÆnement ave e nouvel operateur or-
respond en realite a plusieurs pas ave 
o
. On a don : 
nv
(C) = fD
n
jD
1
2 
o
(C);D
2
2

o
(D
1
); :::;D
n
2 
o
(D
n 1
) tel que D
n
est valide mais D
1
; :::;D
n 1
ne le sont pas g.
L'operateur obtenu est optimal, mais lairement non minimal du point de vue de la

OI
-subsomption, puisqu'il peut ajouter plusieurs litteraux en une seule fois (Badea &
Staniu, 1999). Il n'est pas non plus minimal du point de vue de la 
NV
-subsomption
puisque le raÆnement d'une lause peut produire deux hypotheses D
1
et D
2
telles que
D
1

NV
D
2
, omme 'est le as pour les lauses D
1
= C [ fpred(A,C), verb(C)g et
D
2
= C [fpred(A,C), pred(C,D), verb(C), ommon noun(D)g si on suppose que les litteraux
ont ete ajoutes par 
o
dans l'ordre dans lequel ils sont erits ii.
Pour eviter e phenomene nous proedons dans un seond temps omme preedem-
ment pour le ritere de liaison. On interdit don lors du raÆnement d'une lause l'ajout
d'un litteral unaire sur une variable si ela produit une lause ne repondant pas au ri-
tere d'utilisation des variables. Pour preserver la ompletude, de tels litteraux doivent
ependant pouvoir e^tre hoisis ulterieurement ; 'est le ro^le de l'ensemble Eligible. On
redenit don le raÆnement par 
o
d'une lause par : D 2 
o
(C) ssi D = (C
?
[fl
i
g)
r
ave l
i
2 (fl 2 ?jf(l) < min(C)g [ Eligible(C)) et vars(l
i
) 2 vars
+
(C
?
) si
jvars(l
i
)j = 1, et vars
+
(l
i
) 2 vars(C
?
) sinon. On denit egalement dans le me^me
temps :
Eligible(D) = fl 2 ?jf(l
i
) < f(l) < min(C) et vars(l) 62 vars
+
(C
?
) si jvars(l)j =
1 et vars
+
(l) 62 vars(C
?
) sinon g [ Eligible(C) n fl 2 Eligible(C)jf(l) 
f(l
i
) et vars(l) 2 vars
+
(C
?
) si jvars(l)j = 1 ou vars
+
(l) 2 vars(C
?
) sinon g.
Comme preedemment, e reordonnanement des litteraux n'a pas d'inuene sur
les proprietes de minimalite, de ompletude faible, de non redondane de 
o
, et il est
bien su^r loalement ni. Il permet ainsi a l'operateur de raÆnement 
nv
d'e^tre minimal
pour l'espae des lauses respetant le ritere d'utilisation des variables.
Critere de onision et subsomption generalisee
Considerons maintenant les lauses repondant au ritere d'utilisation des variables
mais telles que pour toutes les variables derites ('est-a-dire apparaissant dans au
moins un litteral unaire), les litteraux de haque arbre presents dans la lause soient
aompagnes de tous leurs litteraux parents jusqu'a la raine. Par exemple, dans une
lause C de e type, s'il appara^t le litteral artefat(M), il doit egalement y avoir dans C
les litteraux objet(M), entity(M) et ommon noun(M), et de me^me pour les autres litteraux
et les autres variables. Ces lauses ne repondent don pas au ritere de onision,
mais si l'on suppose que l'on ne onsidere dans es lauses que les litteraux les plus
speiques, et si l'on supprime du treillis les lauses ne repondant pas a ette ondition,
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on peut se ramener, par ette proedure < d'allegement>, a notre treillis des lauses bien
formees. Par exemple, une lause dont le orps est pred(A,C), ommon noun(C), entity(C),
objet(C) sera onsideree, d'un point de vue externe omme la lause pred(A,C), objet(C) ;
en revanhe, pour la suite de la reherhe, l'operateur de raÆnement prendra bien
en ompte tous ses litteraux et pourra don produire une lause de orps pred(A,C),
ommon noun(C), entity(C), objet(C), artefat(C) qui sera elle-me^me interpretee omme
pred(A,C), artefat(C). On a ainsi une equivalene entre l'espae des lauses ordonne sous

OI
-subsomption et l'espae des lauses bien formees sous 
NV
-subsomption omme
l'illustre la gure 3.5 dans laquelle les lauses en italiques sont les etapes intermediaires
de 
o
.
is qualia(A,B)
is qualia(A,B) :- pred(A,C)
is qualia(A,B) :- pred(A,C),
is qualia(A,B) :- pred(A,C), pred(C,D)
is qualia(A,B) :- ommon noun(A),
is qualia(A,B) :- ommon noun(A)
entity(A)
verb(C)
pred(C,D)
is qualia(A,B) :- ommon noun(A),
entity(A), objet(A)
Espae de reherhe sous 
OI
-subsomption
is qualia(A,B)
is qualia(A,B) :- pred(A,C), pred(C,D),
is qualia(A,B) :- objet(A)
is qualia(A,B) :- ommon noun(A)
is qualia(A,B) :- entity(A)
Espae de reherhe sous 
NV
-subsomption
verb(C)
Fig. 3.5 { Espaes d'hypotheses sous 
OI
et 
NV
-subsomption
Comme pour les riteres de liaison et d'utilisation des variables, ette ontrainte
est prise en ompte dans l'operateur intermediaire 
o
en empe^hant l'ajout de litteraux
unaires sur une variable a une lause qui ne ontient pas tous ses litteraux plus generaux.
Pour assurer la ompletude, omme preedemment, les litteraux qui ne repondent pas a
e ritere sont ajoutes a Eligible pour e^tre seletionnables dans un raÆnement ulterieur.
On peut demontrer de la me^me maniere que preedemment que e reordonnane-
ment dynamique des litteraux onserve les proprietes de non redondane et de om-
pletude. L'operateur 
nv
resultant de l'appliation suessive de 
o
est ainsi minimal,
non redondant, faiblement omplet et loalement ni, 'est-a-dire parfait, pour la 
OI
-
subsomption, mais il l'est egalement pour la 
NV
-subsomption si les lauses sont inter-
pretees dans leur forme < allegee > derite i-dessus.
3.2.2 Proprietes privees et elagage
Notre operateur de raÆnement, gra^e a sa (faible) ompletude, nous permet d'ex-
plorer potentiellement l'espae d'hypotheses omplet. Cependant, une telle exploration
est trop ou^teuse alulatoirement. Nous evitons don volontairement de parourir er-
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taines parties de et espae ('est-a-dire des raÆnements d'hypotheses) si nous savons
par avane qu'elles ne ontiennent auune bonne solution potentielle.
Cela se traduit don par un elagage de l'espae de reherhe des lauses ne veriant
pas une ertaine propriete P . Un tel elagage ne peut ependant se faire que s'il n'y a
auun risque < d'oublier> une bonne hypothese. Or si une hypothese viole une propriete
P quelonque, rien n'assure a priori que ses raÆnements violent egalement P . La setion
suivante presente un adre formel garantissant un elagage su^r ; la setion 3.2.2.2 applique
e adre a notre as.
3.2.2.1 Proprietes privees
Certaines proprietes, dites proprietes privees (Torre & Rouveirol, 1997 ; Torre &
Rouveirol, 1997b ; Torre & Rouveirol, 1997a), assurent un elagage su^r en fontion d'un
operateur de raÆnement donne. Elles permettent l'arre^t du raÆnement d'une hypothese
donnee ne satisfaisant pas une ertaine propriete privee sans raindre de manquer une
solution potentielle. On est en eet dans e as assure qu'auun des raÆnements de
l'hypothese ne verie ette propriete.
Denition 7 (d'apres (Torre & Rouveirol, 1997)) Une propriete P est dite pri-
vee au regard de l'operateur de raÆnement  dans l'espae de reherhe E
H
ssi :
8h; h
0
2 E
H
: 8(h
0
2 

(h) ^ P (h)) P (h
0
))
ou X indique la negation de X et 8F , ave F une formule, denote la lo^ture universelle
de F , qui est la formule lose obtenue en ajoutant un quantiateur universel a toutes
les variables ayant une ourrene libre dans F.
Examinons une propriete privee tres simple et onnue (utilisee omme exemple par
(Torre & Rouveirol, 1997)) qui permet d'elaguer l'espae de reherhe de maniere su^re :
la longueur d'une lause. Formellement, la propriete qui limite la longueur des lauses
a k litteraux peut e^tre exprimee par jhj  k (jCj indique le nombre d'elements dans la
lause C en tant qu'ensemble de litteraux, 'est-a-dire sa longueur). Cette propriete est
privee pour l'operateur de raÆnement  et l'espae de reherhe E
H
ssi 8h; h
0
2 E
H
:
8k 2 N : (h
0
2 

(h)^jhj > k ) jh
0
j > k). Cette ondition est remplie par les operateurs
usuels qui raÆnent par ajout de litteraux.
3.2.2.2

Elagage du treillis
Nous utilisons e formalisme de proprietes privees pour eetuer de nombreux ela-
gages de notre espae de reherhe et sommes don assure de ne pas supprimer de
bonnes hypotheses potentielles.
Notre operateur onsiste basiquement a ajouter des litteraux (h
0
2 
nv
(h) ^ jh
0
j >
jhj) ou a en remplaer par de plus speiques (alors h
0
2 
nv
(h)^jh
0
j = jhj). La propriete
de longueur de lause est don privee au regard de 
nv
et permet un elagage su^r des
qu'une hypothese depasse un nombre maximum de litteraux.
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Plusieurs autres proprietes privees sont exploitees pour elaguer l'espae des hypo-
theses. Nous utilisons par exemple un nombre minimum d'exemples positifs a ouvrir ;
ainsi, une lause n'expliquant pas assez d'exemples de ouples qualia n'est pas jugee
suÆsamment representative et est don supprimee. Cette propriete est lairement pri-
vee d'apres notre operateur de raÆnement 
nv
puisque le nombre d'exemples positifs
(et egalement negatifs) dero^t au fur et a mesure des speialisations.
Dans les systemes de PLI, des proprietes sur la fontion de sore sont souvent
utilisees pour elaguer l'espae de reherhe. Cette fontion permet de deider quelle
hypothese est la meilleure pour la ta^he d'apprentissage visee et s'appuie souvent sur
la ouverture des exemples par l'hypothese. Nous notons par la suite E
+
h
et E
 
h
les
ensembles d'exemples et ontre-exemples ouverts par une hypothese h. La fontion de
sore que nous utilisons est S(h) = (P  N; jhj) ou P = jE
+
h
j est le nombre d'exemples
positifs ouverts par l'hypothese h et N = jE
 
h
j le nombre de negatifs. Ainsi, h
1
est dite
meilleure hypothese que h
2
(ave S(h
1
) = (P
1
 N
1
; jh
1
j) et S(h
2
) = (P
2
 N
2
; jh
2
j))
ssi P
1
 N
1
> P
2
 N
2
ou P
1
 N
1
= P
2
 N
2
^ jh
1
j < jh
2
j. Malheureusement, puisque
P  N n'est pas monotone, il est en general impossible de dire quoi que e soit sur une
hypothese h qui ne satisferait pas un ertain ritere de sore tel que S(h) < k, ou k peut
e^tre le meilleur sore trouve a e moment de la reherhe. Cette propriete permettrait
un elagage tres interessant mais puisqu'elle n'est pas privee, elle pourrait onduire a
supprimer abusivement de bonnes hypotheses. La propriete privee que nous utilisons
pour elaguer en fontion du sore est don plus faible : S
opt
(h)  S
best
ou S
best
est la
plus grande dierene P  N trouvee durant la reherhe et S
opt
(h) = P
urrent
 N
?
.
P
urrent
est le nombre d'exemples positifs ouverts par l'hypothese ourante, N
?
est
le nombre d'exemples negatifs ouverts par ? (evalue au moment de sa onstrution).
8h; h
0
2 E
H
: 8S
best
2 N : (h
0
2 

(h) ^ S
opt
(h) < S
best
) S
opt
(h
0
) < S
best
)
puisque P dero^t par raÆnement et N
?
est onstant.
Tous es elagages su^rs nous assurent de trouver la meilleure solution, au regard du
ritere de sore S, en un minimum de temps pour haque treillis explore. Nous testons
dans la setion suivante la validite et l'eÆaite de toutes es adaptations apportees
a la phase d'inferene d'asares a travers l'utilisation du lassieur (l'ensemble des
patrons d'extration inferes) produit a l'aquisition de relations qualia sur notre orpus
matra-r.
3.3

Evaluation
Cette setion est dediee a l'examen des performanes de notre systeme pour notre
ta^he d'aquisition de ouples qualia a partir d'un orpus. Ces performanes doivent
se traduire par plusieurs points, que nous examinons dans les sous-setions suivantes.
Tout d'abord, le proessus d'inferene doit s'e^tre bien deroule et avoir produit des
patrons ni trop generaux, sous peine de ne pas produire des resultats assez preis,
ni trop speiques, pour deteter un grand nombre de ouples. Ensuite, les resultats
de l'extration doivent e^tre a la fois preis et omplets. Pour les evaluer, nous avons
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don onstruit un jeu de test empirique ; nous exposons les performanes obtenues par
asares sur elui-i en setion 3.3.2. Enn, dans une perspetive plus linguistique, les
resultats produits doivent e^tre pertinents, a la fois en termes de ouples qualia trouves
et en termes de patrons generes ; ette analyse est presentee en setion 3.3.3.
3.3.1

Evaluation de la qualite de l'apprentissage
Comme toute tehnique d'apprentissage artiiel, il est important de ontro^ler le
niveau de generalisation des regles (hypotheses) obtenues. Une trop grande genera-
lisation engendrerait une faible preision de l'extration, et une faible generalisation
(apprentissage par ur) un faible rappel.
3.3.1.1 Validation roisee
Ce ontro^le et le reglage des parametres qui en deoule | prinipalement le bruit
autorise (proportion d'exemples negatifs pouvant e^tre ouverts par une hypothese) |
se font de maniere automatique gra^e a une validation roisee en 10 blos (Kohavi,
1995) : l'ensemble des exemples et ontre-exemples d'apprentissage (E
+
et E
 
) est
divise aleatoirement en 10 sous-ensembles ; haque sous-ensemble sert alternativement
de jeu de test pour evaluer l'apprentissage eetue a partir des 9 autres sous-ensembles.
Les resultats de haque evaluation sont resumes dans une matrie de onfusion similaire
a elle de la gure 3.1
4
.
qualia reel non qualia reel Total
predit qualia TP FP PrP
predit non qualia FN TN PrN
Total AP AN S
Tab. 3.1 { Matrie de onfusion
On peut ainsi aluler le oeÆient  qui traduit en une seule grandeur toutes les
informations de ette matrie de onfusion :
 =
(TP  TN)  (FP  FN)
p
PrP  PrN  AP  AN
3.3.1.2 Ajustement des parametres
Pour haque valeur possible du bruit, une validation roisee est don eetuee et
un  moyen alule a partir des 10 matries obtenues sur les 10 sous-ensembles de test.
4
La signiation des variables est donnee par la ombinaison des lettres : A signie atual (reel), Pr
prediated (predit), T true (vrai), F false (faux), P positive (positif), N negative (negatif) ; S (Sum) est
le total.
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Les valeurs de bruit retenues sont elles qui maximisent e  moyen. Le tableau 3.2
5
presente les resultats obtenus ave ette valeur optimale.
Temps Preision Rappel CoeÆient
(seondes) (%) (%) 
Moyenne 2 198 81.09 88.81 0.70

Eart-type 830 2.34 1.74 0.01
Tab. 3.2 { Resultats de la validation roisee
L'emploi de la validation roisee nous apporte don deux preieuses indiations. Elle
permet d'une part d'evaluer la qualite intrinseque de l'apprentissage eetue, et d'autre
part de regler automatiquement ertains des parametres neessaires a l'algorithme de
PLI. Ces parametres, diÆiles a apprehender par un utilisateur non averti, se trouvent
ainsi pris en ompte de maniere transparente d'un point de vue exterieur. Cela repond
a notre soui aÆhe de onevoir un outil le plus automatique possible, et don le plus
failement portable d'un orpus a un autre par un utilisateur quelonque. Dans les
experienes presentees, seul le taux de bruit autorise est ainsi regle, mais d'autres para-
metres pourrait l'e^tre de la me^me faon (par exemple du nombre minimal d'exemples
positifs devant e^tre ouverts par une lause pour qu'elle soit aeptee).
Un dernier apprentissage est enn relane, ave es me^mes reglages, et ette fois-i
la totalite des exemples. Les lauses produites sont elles nalement onservees pour
l'extration de ouples qualia ; dans notre experiene, elles sont au nombre de neuf.
Nous les presentons en setion 3.3.3 et disutons notamment des shemas morphosyn-
taxiques qu'elles traduisent. Auparavant, nous evaluons dans la setion suivante leurs
performanes d'extration sur un jeu de test.
3.3.2

Evaluation des performanes d'extration
L'un des trois objetifs aÆhes pour notre tehnique est la qualite des resultats. Elle
doit en eet permettre d'aquerir des elements semantiques en orpus ave de bons taux
de rappel et de preision. Pour evaluer es performanes, nous avons onstruit un jeu
de test permettant de verier de maniere empirique la qualite de la ta^he d'aquisition
realise par asares. Nous presentons i-dessous e jeu, puis les resultats obtenus.
3.3.2.1 Constrution du jeu de test
Le jeu de test sur lequel nous evaluons les performanes de notre systeme d'aqui-
sition de ouples qualia est un extrait de 32 000 mots du orpus matra-r etiquete
ategoriellement et semantiquement. Malgre sa taille relativement petite, examiner ma-
nuellement toutes les ourrenes de ouples N-V de e sous-orpus pour les annoter
omme qualia ou non qualia est impossible. Nous nous sommes don onentre sur
5
La mahine utilisee lors de es mesures est un PC Pentium IV 2.4 GHz, 512 Mo de RAM sous Red
Hat Linux 8.0.
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7 noms partiulierement representatifs du voabulaire du orpus : vis, erou, porte,
voyant, prise, apot, bouhon. Pour ne pas fausser les mesures, auun de es noms n'a
evidemment ete utilise lors des phases d'apprentissage.
Un programme Perl presente toutes les ourrenes de ouples N-V, ou N est l'un
des 7 noms reherhes, apparaissant au sein d'une phrase du sous-orpus, a quatre
experts qui annotent alors es paires omme qualia ou non qualia. Les divergenes sont
disutees jusqu'a e qu'un aord se degage. Finalement, parmi les 286 ouples dierents
trouves, 66 d'entre-eux sont notes omme etant qualia. Ce jeu de test est ensuite utilise
pour omparer les resultats d'extration de notre systeme a eux des experts.
3.3.2.2

Evaluation des resultats empiriques
La omparaison entre le jeu de test et les ouples obtenus par notre systeme d'ex-
tration sur le sous-orpus se fait a l'aide de matries de onfusion telles que elle
donnee preedemment.
Courbes rappel-preision
On peut ainsi gra^e a es matries aluler les taux de rappel et de preision ;
ependant, il faut prealablement hoisir un seuil (note s par la suite), 'est-a-dire un
nombre minimum d'ourrenes detetees par nos patrons appris, a partir duquel un
ouple extrait sera eetivement onsidere omme qualia. Ainsi, les taux de rappel R et
de preision P du systeme d'aquisition, alules gra^e a notre jeu de test, s'expriment
en fontion de s (me^mes notations que preedemment) par :
R(s) =
TP (s)
TP (s) + FN(s)
, P (s) =
TP (s)
TP (s) + FP (s)
.
Un seuil bas aura evidemment tendane a favoriser le rappel au detriment de la preision
et un seuil eleve produira l'eet l'inverse. Pour representer les performanes en fontion
des dierentes valeurs de s possibles (on note S et ensemble), on utilise usuellement les
ourbes rappel-preision dans lesquelles haque point represente la preision du systeme
etant donne son rappel pour un seuil s donne.
La gure 3.6 represente la ourbe rappel-preision obtenue par notre systeme sur
le jeu de test derit preedemment. La referene utilisee omme point de omparaison
(baseline) est la densite de ouples qualia parmi tous les ouples N-V etudies du sous-
orpus, 'est-a-dire
AP
S
=
66
286
= 0:231. Cette densite represente la preision moyenne
qu'obtiendrait un systeme hoisissant au hasard les ouples qualia.
Mesures globales
Les ourbes rappel-preision, bien qu'informatives sur les performanes globales du
systeme ne donne pas d'informations sur le seuil a hoisir ; de plus, la omparaison
de deux systemes a l'aide de es ourbes peut se reveler diÆile si les ourbes s'en-
treroisent. Pour failiter es omparaisons, on herhe don parfois a assigner a es
Evaluation 115
0
0.2
0.4
0.6
0.8
1
1.2
0 0.2 0.4 0.6 0.8 1
Pr
éc
isi
on
Rappel
Système ASARES
Baseline : densité
Fig. 3.6 { Courbes rappel-preision du systeme asares
systemes une mesure unique. Nous utilisons dans e but la mesure  denie preedem-
ment, qui synthetise en une seule grandeur les arateristiques du systeme pour un seuil
donne. Nous alulons egalement la F-mesure, frequemment utilisee
6
dans le domaine
de la reherhe d'information.
La F-mesure est historiquement issue de la E-mesure (le E est pose pour eÆieny)
proposee par C. Rijsbergen (1979). Cette derniere doit rendre ompte de l'eÆaite du
systeme en ombinant les resultats de rappel (R(s)) et de preision (P (s)) : E

(s) =
1 
1 + 
2
P (s)R(s)

2
P (s) +R(s)
. La valeur  est xee par l'utilisateur et traduit l'importane relative
qu'il souhaite donner au rappel et a la preision. En notant  =
1

2
+1
, la E-mesure se
rerit :
E

(s) = 1 
1

1
P (s)
+ (1  )
1
R(s)
= 1 
P (s)R(s)
(1  )P (s) + R(s)
La F-mesure est denie omme 1 E, et est preferee a la E-mesure ar, ontrairement
a ette derniere, elle ro^t ave les performanes du systeme. Plus preisement, elle
represente la moyenne harmonique ponderee du taux de rappel et du taux de preision :
F

(s) =
P (s)R(s)
(1  )P (s) + R(s)
, 0    1.
6
Bien que tres largement utilisee dans e ontexte, la F-mesure, donnee ii a titre indiatif, n'est pas
onsideree suÆsamment informative des performanes du systeme puisque, ontrairement au oeÆient
, elle n'est alulee qu'a partir de trois omposantes de la matrie de onfusion.
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Dans le as ou un poids egal est donne au rappel et a la preision | le as le plus
ourant | alors  = 0:5 et la F-mesure s'erit :
F (s) =
2P (s)R(s)
P (s) +R(s)
:
Le tableau 3.3 presente les taux de rappel et de preision, la F-mesure et le oeÆient
 de notre systeme asares alules a partir du jeu de test. Le seuil s
opt
retenu est
hoisi tel que (s
opt
) soit maximal (s
opt
=argmax
s 2 S
((s))). Dans notre as on a s
opt
= 1,
'est-a-dire on obtient les meilleures performanes en onsiderant un ouple qualia des
qu'il est detete au moins une fois.
Rappel Preision F-mesure CoeÆient
(%) (%) 
asares 92.4 62.2 0.744 0.671
Tab. 3.3 { Performanes du systeme d'aquisition asares
3.3.3

Evaluation linguistique
Cette setion est devolue a une disussion des dierents resultats presentes pree-
demment dans une perspetive linguistique. Plus preisement, nous detaillons dans un
premier temps les resultats de l'appliation des regles apprises sur le jeu de test en
faisant en partiulier ressortir les auses des mauvaises detetions et des absenes de
detetions. Nous examinons ensuite au travers des resultats d'une petite experiene la
relation existant entre la notion de ouples qualia et elle de lien syntaxique nom-verbe.
Nous terminons ette disussion par un examen des 9 regles apprises par PLI et par
une omparaison de es strutures semantiques et morphosyntaxiques a elles identiees
manuellement par une observation linguistique traditionnelle du me^me orpus.
3.3.3.1 Examen des ouples extraits
Les resultats d'extration obtenue par l'appliation des patrons appris par PLI
sont prometteurs. D'une part, ette tehnique permet de deteter, sur notre jeu de test,
quasiment la totalite des ouples qualia. Les inq ouples non detetes apparaissent dans
des onstrutions tres rares dans notre orpus, omme prise-relier dans la iterne est
reliee a l'appareil par des prises ou un syntagme prepositionnel est insere entre le verbe
et le syntagme debutant par par. D'autre part, au seuil optimal, seulement huit paires
sur les 36 non qualia inorretement detetees qualia ne sont pas liees syntaxiquement.
Cela signie que l'apprentissage par PLI a reussi a faire la distintion de maniere tres
satisfaisante entre les ouples relies syntaxiquement et eux non relies.
On peut isoler ertains types d'erreurs ommises par ette tehnique d'extration
par PLI. Quelques erreurs sont par exemple ausees par des onstrutions ambigu

es
dans lesquelles le N et le V onsideres peuvent ou non e^tre lies syntaxiquement, omme
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enlever-prises dans enlever les shunts sur les prises. Ces ouples ne peuvent pas e^tre
desambigu

ses par des indies ontextuels superiels tels que nos etiquettes seman-
tiques et ategorielles. De telles onstrutions sont neanmoins tres rares dans notre
orpus (8 ouples dans notre jeu de test). Cela met au jour les limites de notre ap-
prohe qui n'exploite que des informations d'assez bas niveau (etiquetage ategoriel et
etiquetage semantique) et est volontairement knowledge-poor.
3.3.3.2 Comparaison a une approhe syntaxique
Nous avons ompare les resultats obtenus par notre systeme d'extration a une
approhe entierement manuelle : une annotation syntaxique du orpus. Chaque our-
rene de paire N-V de notre jeu de test apparaissant au sein d'une phrase du orpus est
etiquetee omme ayant des onstituants lies syntaxiquement ('est-a-dire, le nom est
sujet, objet ou modiateur du verbe) ou non. L'idee sous-jaente de ette tehnique est
qu'un lien syntaxique frequent entre un nom et un verbe dans un texte peut indiquer
un lien semantique entre e nom et e verbe, par exemple un lien qualia.

A partir de es annotations, il nous est possible de onstruire un systeme d'aqui-
sition simple. Celui-i onsiste a onsiderer une paire N-V qualia si plus d'un ertain
nombre de ses ourrenes ont ete notees omme etant liees syntaxiquement.
On peut omme preedemment hoisir dierents seuils xant le nombre minimal
d'ourrenes d'un ouple devant e^tre liees syntaxiquement pour e^tre onsidere qualia.
On represente le rappel et la preision de e systeme d'extration pour haun des seuils
possibles dans la ourbe rappel-preision 3.7 ; la ourbe obtenue par notre systeme sym-
bolique est donnee pour omparaison. On remarque que les deux systemes obtiennent
0
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Fig. 3.7 { Courbe rappel-preision du systeme d'extration syntaxique
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des performanes assez prohes, ave neanmoins un avantage a l'extration basee sur
le lien syntaxique. Celle-i jouit notamment d'une meilleure preision que le systeme
asares pour de grands rappels.
On reherhe egalement omme preedemment le seuil maximisant le oeÆient  ;
la valeur trouvee est 1. La table 3.4 donne les performanes pour e seuil de e systeme
manuel.
rappel preision F-mesure CoeÆient
(%) (%) 
Lien
syntaxique 86.4 79.2 0.826 0.772
Tab. 3.4 { Resultats de l'extration par lien syntaxique
Comme nous l'avons deja remarque sur le graphe rappel-preision, es resultats
indiquent un taux de rappel legerement inferieur a notre systeme symbolique mais une
bien meilleure preision. On onstate egalement que le rappel est inferieur a 100%, e
qui tendrait a montrer que, dans notre orpus, un lien qualia est plus qu'un simple lien
syntaxique. Les 13.6% de ouples qualia non lies syntaxiquement sont essentiellement
des paires N-V apparaissant dans des tournures elliptiques, ou dont les onstituants
sont separes par des pontuations fortes. Par exemple, le ouple qualia voyant-allumer
n'est pas onsidere omme etant lie syntaxiquement dans eteindre le voyant ; allumer , de
me^me que le ouple poser-vis dans poser l'ensemble : rondelle, vis et serrer au ouple.
Cependant, les meilleurs resultats de l'extration par liens syntaxiques laissent a
penser que notre systeme ameliorerait singulierement ses performanes, et plus prei-
sement son taux de preision, en onsiderant, en plus des informations ategorielles et
semantiques, des informations syntaxiques.
Les tehniques d'annotation syntaxique automatique demeurent neanmoins de trop
faible preision pour du texte tout-venant pour e^tre utilisees sans supervision humaine,
et une annotation manuelle n'est pas envisageable pour une quantite importante de
texte. Un ompromis doit don e^tre fait entre des resultats de tres haute qualite deman-
dant beauoup d'intervention humaine et une methode d'extration plus automatique
mais donnant des resultats sensiblement moins bons.
3.3.3.3 Examen linguistique des patrons appris
D'un point de vue linguistique, le but n'est pas seulement de trouver de bons ouples
en relation qualia mais aussi d'identier les patrons qui expriment es relations. En
onsequene, la question est de savoir e que les lauses inferees nous apprennent sur
les strutures linguistiques portant les relations qualia entre un nom et un verbe. Nous
savons de travaux anterieurs (voir setion 1.3.2.2) se foalisant sur d'autres types de
relations semantiques, qu'une relation donnee peut e^tre instaniee dans un large eventail
de strutures, et que es strutures sont suseptibles de varier enormement d'un orpus
a un autre. Ces reherhes se onentrent generalement sur l'hyperonymie (ou relation
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est-un) et la meronymie (partie-de), qui sont a la base des strutures ontologiques. Notre
but est similaire, ave la diÆulte supplementaire que les relations qui nous interessent
n'ont jamais ete etudiees extensivement dans des orpus et sont plus diÆiles a identier
que des relations semantiques plus traditionnelles.
Nous sommes don fae a un ensemble de neuf lauses que nous essayons d'inter-
preter dans une perspetive linguistique :
1. is qualia(A,B) :- preedes(B,A), near verb(A,B), innitive(B), ation verb(B).
2. is qualia(A,B) :- ontiguous(A,B).
3. is qualia(A,B) :- preedes(B,A), near word(A,B), near verb(A,B), su(B,C), preposition(C).
4. is qualia(A,B) :- near word(A,B), sentene beginning(A).
5. is qualia(A,B) :- preedes(B,A), singular ommon noun(A), su(B,C), olon(C), pred(A,D),
puntuation(D).
6. is qualia(A,B) :- near word(A,B), su(B,C), su(C,D), ation verb(D).
7. is qualia(A,B) :- preedes(A,B), near word(A,B), pred(A,C), puntuation(C).
8. is qualia(A,B) :- near verb(A,B), pred(B,C), pred(C,D), pred(D,E), preposition(E), sen-
tene beginning(A).
9. is qualia(A,B) :- preedes(A,B), near verb(A,B), pred(A,C), subordinating onjuntion(C).
Dans es regles, le prediat preedes(X,Y) signie que X appara^t dans la phrase avant Y ;
pred(X,Y) indique que Y est le mot preedant immediatement X et inversement su(Y,X)
preise que X suit immediatement Y dans la phrase ; near word(X,Y) montre X et Y
doivent e^tre separes par au moins un mot et au plus deux mots, et near verb(X,Y) qu'il
n'y a auun verbe entre X et Y. Les variables A et B representent respetivement le nom
N et le verbe V etant en relation qualia. Le premier patron orrespond par exemple au
shema : V d'ation a l'innitif + (tout sauf un verbe)

+ N.
Ce qui est tout d'abord frappant est le fait qu'a e niveau de generalisation, peu
d'indies linguistiques traditionnels sont retenus. Les lauses semblent fournir des indi-
ations tres generales et ne nous indiquent que peu de hoses sur les verbes (les verbes
d'ation et les innitifs sont privilegies), noms et les autres ategories de mot inter-
venant dans les strutures derites. D'autres informations sont neanmoins exploitees,
propres a des niveaux de desription moins ommuns, telles que :
{ la proximite : 'est un ritere majeur. La plupart des lauses indiquent que le
nom et le verbe doivent e^tre soit ontigus (lause 2) soit separes par au plus un
element (lauses 3, 4, 6, 7) et qu'auun verbe ne doit les separer (lauses 1, 3, 8,
9).
{ la position : les lauses 4, 7 et 8 montrent que l'un des deux elements du ouple
appara^t au debut de la phrase ou apres une marque de pontuation, tandis que
la position relative de N et V (preede/2) est donnee dans les lauses 1, 3, 5, 7 et
9.
{ la pontuation : les marques de pontuation, et plus speiquement les deux-
points, sont mentionnees dans les lauses 5 et 7.
{ la ategorisation morphosyntaxique : la premiere lause detete une tres impor-
tante struture de notre orpus, orrespondant aux verbes d'ation a l'innitif.
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Ces elements de desription mettent au jour des patrons linguistiques a la fois
simples mais tres speiques a notre orpus, un texte relevant du genre instrutionnel.
On trouve ainsi dans le orpus de nombreux exemples ou un verbe a l'innitif se trouve
en debut de proposition et est suivi d'un syntagme nominal (ouverts par la lause 1) :
{ debranher la prise
{ enlenher le disjonteur
{ deposer les obturateurs
De me^me, le patron 5, equivalent au shema V + : + (tout token)

+ [:, ;℄ + N au singulier,
met en evidene les strutures de listes tres nombreuses dans le orpus, omme par
exemple :
{ Ouvrir : le apot oulissant, le apot droit et ...
{ Poser : le bouhon, la porte d'aes ...
{ ... delenhe : l'allumage du voyant 1, l'allumage du voyant alarme ...
Pour evaluer plus avant es deouvertes, nous avons ompare es resultats, obtenus
par apprentissage artiiel, aux observations linguistiques eetuees manuellement sur
le me^me orpus.

E. Galy (2000) a liste un ensemble de strutures verbales anoniques traduisant la
relation telique :
{ V innitif + determinant + N (visser le bouhon)
{ V + determinant + N (ferment le iruit)
{ N + V partiipe passe (bouhon maintenu)
{ N + ^etre + V partiipe passe (iruits sont raordes)
{ N + V (un bouhon obture)
{ e^tre + V partiipe passe + par + determinant + N (sont obturees par les bouhons)
Ces deux ensembles de patrons montrent quelques reoupements : les deux expe-
rienes demontrent la pertinene des strutures innitives et presentent des patrons
dans lesquels le verbe et le nom sont tres prohes l'un de l'autre. Cependant, les she-
mas obtenus sont assez dierents puisque la methode d'apprentissage propose une ge-
neralisation des strutures trouvees par E. Galy. En partiulier, l'opposition entre les
onstrutions atives et passives sont reunies dans la lause 2 par l'indiation de la
ontigu

te (V peut appara^tre avant ou apres N). Certains shemas valides ne sont
ependant pas retrouves, en partiulier quand les marqueurs sont des expressions poly-
lexiales telles que avoir pour but de, avoir pour fontion de, qui ne sont en fait pas etiquetee,
et don pas exploitee par la suite, omme une unite. A ontrario, quelques indies n'ont
pas ete observes par l'analyse manuelle pare qu'ils relevent de niveaux d'informations
linguistiques generalement delaisses lors de telles analyses (telles que les marques de
pontuation et la position dans la phrase).
En onsequene, lorsque nous examinons les resultats du proessus d'apprentissage
d'un point de vue linguistique, il appara^t que les lauses apprises donnent des in-
dies surfaiques tres generaux sur les strutures portant les relations qualia dans notre
orpus. Ces indies sont ependant suÆsants pour mettre au jour des patrons parti-
ulierement speiques au orpus, e qui est un resultat tres interessant pour l'etude
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omparee de telles strutures.
Le systeme asares donne don des resultats satisfaisants, a la fois en termes de
qualite des elements aquis sur orpus et d'interpretabilite des patrons inferes, notam-
ment gra^e a l'utilisation de la PLI dont nous avons derit l'emploi dans e hapitre.
Il repond ainsi a deux des riteres du triple objetif que nous nous sommes xe pour
nos travaux d'aquisition. L'approhe d'apprentissage adoptee autorise par ailleurs une
souplesse d'utilisation permettant d'appliquer ette tehnique a l'extration d'autres
elements semantiques. Cela permet une ertaine generiite de notre outil mais ne suÆt
pas a satisfaire ompletement notre dernier ritere : la portabilite et l'automatiite.
Nous etudions dans le hapitre suivant les deux obstales a ette automatiite presents
dans la version d'asares que nous venons de derire, et examinons les modiations
qu'il est possible d'apporter a notre systeme pour les ontourner et ainsi repondre au
mieux a l'ensemble de nos objetifs.
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Chapitre 4
Amelioration de la portabilite
L'approhe symbolique d'aquisition que nous utilisons au sein d'asares onsis-
tant a inferer des patrons d'extration donnent, omme nous venons de le voir, de
bons resultats, a la fois en termes d'elements semantiques extraits et d'interpretabilite
des patrons. Le proessus d'inferene detaille au hapitre preedent a ete developpe
de maniere a e^tre le plus eÆae possible. Deux < goulots d'etranglement > subsistent
ependant dans notre proessus d'aquisition et nuisent a l'automatiite que nous sou-
haitons pour notre outil d'extration ; il s'agit de la phase d'annotation semantique et
de la phase de supervision dans laquelle un expert doit fournir des exemples en orpus
des elements semantiques que l'on souhaite aquerir. Ces deux phases requierent en
eet une intervention humaine importante et ou^teuse, empe^hant ainsi une portabilite
totale de notre outil puisqu'elles sont neessaires pour haque nouveau orpus.
Ce hapitre est dedie a l'etude suessive de es deux soures de ou^ts et des moyens
utilises pour les reduire voire les supprimer. Nous montrons que ette amelioration de
la portabilite peut se faire sans pour autant diminuer l'interpretabilite et la qualite des
resultats presentes preedemment, et peut ainsi permettre a asares de repondre au
mieux au triple objetif que nous nous sommes xe. Nous presentons dans la premiere
setion l'origine du ou^t du^ a l'etiquetage semantique du orpus. Nous y examinons
l'inuene de es informations semantiques sur la qualite des resultats a travers deux
experienes permettant soit de supprimer totalement e ou^t, soit de le reduire signi-
ativement sans nuire a la qualite des resultats d'extration. La seonde soure de ou^t,
la phase supervision neessaire a l'inferene des patrons, est l'objet de la setion 4.2.
Comme nous l'avons vu, elle-i onsiste en la onstrution d'ensembles d'exemples et
de ontre-exemples des elements semantiques que l'on souhaite aquerir. Cette phase
est inherente a la PLI, mais nous montrons qu'il est possible de l'automatiser gra^e a
l'emploi de methodes d'aquisition statistiques. La ombinaison de es methodes ave
notre tehnique symbolique permet de rendre asares totalement automatique.
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4.1 Annotation semantique
La tehnique utilisee pour realiser l'annotation semantique de notre orpus, 'est-a-
dire l'assignation a haque mot d'une etiquette derivant sa lasse semantique, obtient
de bonnes performanes en termes de qualite d'etiquetage. En revanhe, elle neessite
une phase prealable de onstitution de lasses semantiques qui est a e jour essentiel-
lement manuelle. Cette phase est don une soure de ou^t restreignant la portabilite
de notre outil. Dans ette partie, nous examinons l'inuene de et etiquetage sur la
qualite de nos resultats. Plus preisement, apres une desription du proessus d'annota-
tion, nous presentons en setion 4.1.2 deux experienes permettant de mesurer l'impat
de l'utilisation partielle ou nulle des informations semantiques au sein d'asares.
4.1.1

Etiquetage semantique de orpus
L'etiquetage semantique que nous avons realise sur le orpus matra-r repose sur
une approhe originale initialement proposee par P. Bouillon et al. (2000a). Nous en
exposons i-dessous les prinipes, puis nous detaillons en sous-setions 4.1.1.2 et 4.1.1.3
la phase ou^teuse de onstrution des lasses semantiques. Nous presentons en sous-
setion 4.1.1.4 la tehnique adoptee pour mener la phase de desambigu

sation seman-
tique de et etiquetage.
4.1.1.1 Prinipe de l'etiquetage
L'etiquetage semantique de notre orpus a don ete realise selon la methode exposee
dans (Bouillon et al., 2000a). Cette methode d'annotation semantique repose sur deux
hypotheses majeures :
1. les informations ategorielles peuvent aider a distinguer les sens des mots poly-
fontionnels (Wilks & Stevenson, 1996),
2. les ambigu

tes semantiques restantes peuvent e^tre resolues (omme pour l'etique-
tage ategoriel) par un etiqueteur probabiliste.
Elle est don eetuee sur le orpus etiquete ategoriellement et beneie ainsi de la
desambigu

sation ategorielle, obtenue par un etiqueteur probabiliste, des mots poly-
fontionnels tels que regle qui peut e^tre a la fois un verbe a l'indiatif et un nom.
L'etiquetage semantique du texte neessite dans un premier temps de onstruire
manuellement, pour haque ategorie de mot, une sorte de lexique ontenant pour
haque entree les dierentes etiquettes qu'elle peut porter au sein du orpus. Cela
implique de hoisir pour haque ategorie un jeu d'etiquettes semantiques adapte.
4.1.1.2 Classes semantiques
Pour lassier les noms du orpus de maniere systematique, nous avons utilise,
omme point de depart, les lasses les plus generiques deWordNet (Fellbaum, 1998).
Cependant, ertaines de es lasses, inusitees dans notre orpus, ont ete supprimees,
alors que d'autres, tres presentes, ont ete raÆnees en sous-lasses plus preises ('est le
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as en partiulier de la lasse des objets onrets). Nous avons ainsi obtenu 33 lasses,
organisees en une hierarhie representee en gure 4.1 dans laquelle les lasses initiales
de WordNet non usitees sont en italiques et les etiquettes semantiques hoisies appa-
raissent entre parentheses. Le tableau 4.1 donne, quant a lui, pour haque lasse, son
proess (pro)
hemial ompound
stu (stu)
ontainer
state (sta)
point (pnt)
instrument
position (pos)
substane (sub)
abstration
soial group (grs)
entity (ent)
group (grp)
loation (lo)
psyhologial feature (psy)
ommuniation
phenomenon (phm)
soial relationrelation (rel)
measure (mea)
attribute (atr)
human ativity (ay)
denite quantity (qud)
part (por)
natural event (hap)
at (at)event
ommon
noun
unit (unt)
ausal agent (agt)
objet (pho)
body part (prt)
artefat (art)
(om)
human (hum)
property (pty)
time unit (tme)
(hm)
(nt)
form (frm)
(ins)
Fig. 4.1 { Hierarhie de lasses pour l'etiquetage semantique des noms
eetif et quelques representants.
Environ 8,7 % des entrees du lexique des noms onstitue sont ambigu

es. Ces am-
bigu

tes orrespondent le plus souvent a des phenomenes de polysemie logique : par
exemple, enfonement peut indiquer a la fois un proessus et son resultat ; il est don
lassie en pro et sta).
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Code Denition Eetif Exemples
at ativite, nom d'ation 13 desription, maintenane
ay ativite humaine 15 reparation, visite
agt ause, agent 5 ontrainte, risque
art artefat 358 ltre, piege
atr attribut 17 aspet, interhangeabilite
hm ompose himique 14 aetone, azote
nt onteneur 21 bol, boal
om ommuniation 54 alarme, ode
ent entite 4 hampignon, oiseau
frm forme 35 arrondi, boursouure
grp groupe 18 alignement, gamme
grs groupe soial 3 personnel, equipage
hap evenement 64 anomalie, avarie
hum humain 9 opilote, motoriste
ins instrument 266 anemometre, peson
lo loalisation 27 bord, dehors
mea mesure, quantite 31 minimum, surplus
phm phenomene naturel 31 haleur, givre
pho objet physique 24 orps, depo^t
pnt point de loalisation 19 angle, aplomb
por partie, portion 26 branhe, bras
pos position d'un objet physique 14 emplaement, endroit
pro proessus 274 aumulation, deapage
prt partie du orps 2 genou, main
psy trait ou ativite psyhologique 30 besoin, onnaissane
pty propriete 52 irregularite, longueur
qud quantite denie 10 oeÆient, double
rel relation entre objet 34 altitude, depassement
sta etat 45 ambiane, besoin
stu materiau, matiere 21 alliage, amiante
sub substane 37 arburant, olle
tme indiation de temps 18 heure, an
unt unite 24 ampere, bar
total 1615
Tab. 4.1 { Denition, eetif et exemples des lasses semantiques des noms
En e qui onerne les verbes, la lassiation de WordNet a ete jugee inadaptee
du fait d'un trop grand eparpillement des lasses. Nous avons don adopte une partition
minimale en sept lasses, donnee dans le tableau 4.2, dans laquelle tres peu de verbes
sont ambigus. Les pronoms ont ete lassees de maniere relativement lassique (voir
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ode denition eetif exemples
a ativite ognitive 97 agreer, analyser
ap ativite physique 426 abaisser, absorber, aoler
eta etat 35 appartenir, devenir, diminuer
mod modalite 5 devoir, pouvoir
tem temporalite 9 derouler, persister
posv possession 5 appartenir, avoir
aux auxiliaire 2 e^tre, avoir
Tab. 4.2 { Classiation semantique des verbes
tableau 4.3) ; les prepositions trop ambig

ues, telles que de ou a, ont reu une etiquette
propre a elles seules. Les autres ategories de mots du orpus (onjontions, pronoms,
ode denition eetif exemples
rspat preposition spatiale 27 dans, sur, au travers de
rpour preposition de but 3 pour, dans le but de
rtemp preposition temporelle 12 apres, pendant
rman preposition de maniere 7 a l'aide de, par, ave
rrel preposition relationnelle 12 par rapport a, selon
rneg preposition de negation 5 auun, sans, sauf
ren preposition en 1 en
rsous preposition sous 1 sous
ra preposition a 1 a
rde preposition de 1 de
Tab. 4.3 { Classiation semantique des prepositions
et.) ont aussi ete organisees en lasses et rangees dans un lexique ; la enore, peu
d'entrees pour es ategories sont ambigu

es.
4.1.1.3 Synthese hiree des lasses semantiques
Le lexique obtenu en onatenant e qui a ete fait pour les noms, les verbes et
toutes les autres ategories ontient 1 489 noms dont 129 sont ambigus (ils ont don au
moins deux etiquettes semantiques). L'ambigu

te la plus frequente (environ un sixieme
des ambigu

tes) est entre art (artefat) et pro (proessus) ; on la retrouve par exemple
dans le nom ouverture. C'est un as tres lassique de polysemie logique qu'il n'est pas
surprenant de retrouver dans notre orpus tres tehnique. Le lexique ontient aussi 567
verbes dont seulement 6 ambigus, 8 aronymes, auun n'etant ambigu, 68 adjetifs dont
4 sont ambigus, 53 prepositions dont 9 sont ambigu

es, une quinzaine de determinants,
auun n'etant ambigu, et environ trente pronoms et pronoms relatifs.
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Les faibles taux d'ambigu

te onstates tiennent prinipalement a deux raisons. D'une
part, omme nous l'avons deja souligne, l'etablissement de e lexique d'etiquettes se-
mantiques beneie de la desambigu

sation ategorielle deja eetuee (Yarowsky, 1992 ;
Ceusters et al., 1996) qui elimine les as d'homographie par exemple. D'autre part, les
ategories semantiques et leur assignation aux lemmes ont ete realisees en s'appuyant
sur le orpus. Elles sont don, < par onstrution >, partiulierement adaptees pour
derire de maniere univoque les lasses semantiques des mots.
4.1.1.4 Desambigu

sation semantique
L'etiquetage semantique onsiste alors a projeter sur haque mot du orpus (deja
etiquete ategoriellement) le ontenu de l'entree orrespondante du lexique dont nous
venons de derire le mode de onstitution. Les ambigu

tes sont ensuite resolues en
utilisant, omme pour l'etiquetage ategoriel, le desambigu

sateur a ha^nes de Markov
ahees tatoo de l'isso.
Comme mentionne i-dessus, les ambigu

tes a resoudre sont prinipalement des pro-
blemes de polysemie logique, puisque les mots ont deja subi une desambigu

sation mor-
phosyntaxique qui limite la polysemie ontrastive. Une portion du texte de pres de
6 000 mots a servi a mesurer la preision de notre etiquetage semantique. Dans et ex-
trait, 7.78 % des mots etaient initialement ambigus, et l'etiquetage a permis de resoudre
orretement 85 % de es ambigu

tes, soit une preision totale de 98.82%.
4.1.2 Inuene de l'etiquetage
Comme nous venons de le voir, la tehnique d'etiquetage semantique que nous uti-
lisons requiert la onstrution d'un lexique ontenant les etiquettes possibles de haque
mot. Cette onstrution est jusqu'a maintenant manuelle et tres ou^teuse. Par ailleurs,
nous avons vu en setion 3.3.3.3 que les patrons d'extration appris exploitent tres peu
de es informations semantiques. Il semble don naturel de s'interroger sur l'inuene
de es etiquettes sur nos resultats au regard du ou^t qu'elles imposent. C'est l'objet de
ette setion qui presente pour e faire deux experienes d'aquisition ave asares. La
premiere, derite dans la sous-setion suivante, n'utilise auune information semantique
sur les mots ; les patrons d'extration inferes sont don purement morphosyntaxiques.
La seonde, exposee en sous-setion 4.1.2.2, est une approhe hybride dans laquelle les
informations semantiques sont prises de nouveau en ompte sauf elles portant sur les
noms, les plus diÆiles a onstruire.
4.1.2.1 Absene d'informations semantiques
Nous proposons don dans l'experiene derite i-dessous d'examiner les resultats
obtenus en eetuant de nouveau un apprentissage dans lequel on interdit a aleph
d'exploiter les informations semantiques.
Cette approhe est don ditee par notre volonte d'obtenir un proessus le plus
automatique possible pour le rendre aisement portable d'un orpus a un autre. En eet,
alors que notre tehnique d'etiquetage semantique requiert une importante intervention
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humaine, l'etiquetage ategoriel est devenu un proessus tres ourant et bien ma^trise.
En partiulier, de nombreux outils d'annotation ategorielle sont desormais aisement
disponibles et fournissent des resultats de bonne qualite.
Phase d'apprentissage
Pour eetuer e nouvel apprentissage, nous utilisons le me^me protoole que elui
derit au hapitre preedent : les exemples positifs et negatifs sont les me^mes et sont
odes de la me^me maniere que preedemment ; l'operateur de raÆnement et les strate-
gies d'elagage sont identiques. Nous o^tons simplement du langage d'hypotheses L
H
les
prediats orrespondant aux etiquettes semantiques. Ces prediats ne pouvant plus e^tre
utilises pour generer des patrons, le proessus d'apprentissage va don devoir explorer
un espae des hypotheses ne ontenant plus que des regles exploitant des informations
ategorielles sur les mots.
Le tableau 4.4 ontient les moyennes et earts-types, evalues lors de la validation
roisee, des dierentes grandeurs araterisant la phase d'apprentissage. Comme at-
Temps Preision Rappel CoeÆient
(seondes) (%) (%) 
Moyenne 1 757 92.67 80.47 0.75

Eart-type 418 2.24 3.1 0.03
Tab. 4.4 { Resultats de la validation roisee
tendu, on remarque que le temps d'apprentissage moyen est plus faible que preedem-
ment. En eet, la restrition du langage d'hypotheses a pour eet de reduire la taille
de l'espae de reherhe et par onsequent la omplexite de l'apprentissage, me^me si e
n'est pas le seul ritere intervenant (le taux de bruit autorise inue egalement fortement
sur ette omplexite). Cela se traduit par une diminution de 30% du temps neessaire
pour l'inferene des patrons d'extration.
Le taux de preision obtenu est plus important mais le taux de rappel plus faible,
dans des proportions similaires, que eux obtenus par l'apprentissage ave les informa-
tions semantiques (f. tableau 3.2 page 113). Cela s'explique par le fait que le taux de
bruit autorise maximisant le oeÆient  est dierent de elui retenu preedemment.
Celui-i, automatiquement parametre selon la proedure derite en setion 3.3.1.2, est
plus eleve et a don privilegie la preision au detriment du rappel. La qualite globale de
et apprentissage, mesuree par , est nalement legerement superieure a elle obtenue
ave l'ensemble des informations semantiques.
Toutes es informations indiquent don que l'apprentissage est satisfaisant. Les pa-
trons morphosyntaxiques ainsi inferes peuvent don e^tre utilises pour l'extration de
ouples qualia.
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Validation empirique
Comme nous l'avons fait en setion 3.3.2.2, nous evaluons les performanes d'ex-
tration des patrons inferes a l'aide de notre jeu de test. Nous mesurons ainsi les taux de
rappel et de preision obtenus en omparant les ouples qualia extraits a eux retenus
par les experts.
La gure 4.2 presente le graphe rappel-preision obtenu en faisant varier le nombre
de detetions neessaires pour onsiderer un ouple qualia. Nous y omparons le re-
sultat obtenu au graphe rappel-preision du systeme asares manipulant l'ensemble
des informations semantiques. Ces ourbes montrent que l'absene des informations se-
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Fig. 4.2 { Courbes rappel-preision du systeme asares ave et sans informations se-
mantiques
mantiques penalise sensiblement le systeme d'extration. Pour tout rappel, les ouples
extraits omportent moins de ouples qualia ; la preision est don moins bonne. Les re-
sultats sont neanmoins de bonne qualite. En partiulier, le taux de preision est toujours
superieur a 60%.
On reherhe egalement omme preedemment le seuil maximisant le oeÆient .
La table 4.5 donne les performanes des regles inferees sur le jeu de test pour e seuil.
Les resultats onrment nos observations eetuees sur les ourbes rappel-preision. Les
mesures globales de qualite (la F-mesure et le oeÆient ) indiquent que le systeme
asares obtient de moins bons resultats empiriques en l'absene d'informations seman-
tiques. Plus preisement, pour des taux de preision omparables, le taux de rappel est
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rappel preision F-mesure CoeÆient
(%) (%) 
81.8 65.1 0.725 0.637
Gain relatif  11:5% +4:7%  2:5%  5:1%
Tab. 4.5 { Performanes d'asares sans informations semantiques
nettement plus faible que preedemment.
Patrons obtenus
Examinons les patrons morphosyntaxiques qui ont ete inferes ; e sont les neuf sui-
vants :
1. is qualia(A,B) :- preedes(B,A), near verb(A,B), su(A,C), su(C,D), ommon noun(D), pre-
position(C), innitive(B).
2. is qualia(A,B) :- ontiguous(A,B).
3. is qualia(A,B) :- near word(A,B), near verb(A,B), su(A,C), ommon noun(C), singular om-
mon noun(A).
4. is qualia(A,B) :- preedes(B,A), near verb(A,B), pred(A,C), pontuation(C), innitive(B).
5. is qualia(A,B) :- preedes(B,A), near verb(A,B), pred(A,C), pontuation(C), onjugated(B).
6. is qualia(A,B) :- near word(A,B), su(B,C), su(C,D), verb(D), innitive(B).
7. is qualia(A,B) :- near word(A,B), su(B,C), preposition(C), plural ommon noun(A).
8. is qualia(A,B) :- preedes(B,A), near verb(A,B), pred(A,C), oordinating onjuntion(C), in-
nitive(B).
9. is qualia(A,B) :- preedes(B,A), near word(A,B), near verb(A,B), su(B,C), preposition(C),
singular ommon noun(A).
Comme preedemment, tous expriment l'importane d'une relation de proximite
entre le nom et le verbe a travers les prediats near word/2, near verb/2 ou ontiguous/2.
On retrouve egalement les indies surfaiques telles que les pontuations dans les lauses
4 et 5.
On remarque que le shema V + pontuation + N, permettant de ouvrir les strutures
de listes tres speiques a notre orpus, est ii exprime a l'aide des lauses 4 et 5 qui
detaillent le as ou le verbe est l'innitif ou onjugue. La lause 8, portant le patron
V innitif + (tout sauf un verbe)

+ onjontion de oordination + N, permet egalement de
trouver les strutures imperatives propres a notre orpus telles que ... obturer les raords
et tuyauteries lors du montage ....
En revanhe, l'absene d'informations semantiques rend impossible de distinguer
omme preedemment les verbes d'ation. Cette ondition semble remplaee par des
onsiderations morphosyntaxiques. Par exemple, les lauses imposant des verbes a l'in-
nitif sont plus nombreuses et une lause preise que le verbe doit e^tre onjugue.
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4.1.2.2 Informations semantiques partielles
Dans ette experiene, nous nous interessons a une approhe hybride ditee par un
soui de portabilite, d'eÆaite et de qualite des resultats. Les exemples sont odes ii
de la me^me maniere qu'en setion 3.1.1.2 et l'operateur de raÆnement est identique.
Nous o^tons desormais du langage d'hypotheses les seuls prediats orrespondant aux
etiquettes semantiques des noms. Cei signie que la generalisation des exemples ne
peut plus se faire sur les ategories semantiques des noms apparaissant dans le ontexte
de ouples N-V, ni sur la ategorie semantique du N. Les informations de nature se-
mantique sur les verbes, les prepositions et les autres ategories de mots du orpus sont
en revanhe onservees.
Ce hoix s'explique par le fait que le ou^t de l'etiquetage semantique repose prin-
ipalement sur la onstrution du lexique des noms qui est la ategorie apportant le
plus d'ambigu

tes (voir setion 4.1.1.2). Nous voulons don ii onfronter notre me-
thode d'apprentissage a un orpus qui ne omporte que des informations pouvant e^tre
ajoutees de maniere quasi automatique et peu ou^teuse.
Phase d'apprentissage
Temps Preision Rappel CoeÆient
(seondes) (%) (%) 
Moyenne 1 430 82.91 88.79 0.71

Eart-type 2 470 3.54 2.63 0.03
Tab. 4.6 { Resultats de la validation roisee
L'apprentissage realise ave aleph dans es onditions donne de bons resultats,
ave des hires tres similaires a eux de l'experiene derite au hapitre 3 utilisant
l'ensemble des donnees semantiques. La qualite intrinseque de l'apprentissage, mesuree
par , est don de nouveau omparable aux deux premieres experienes. Comme pour
l'experiene preedente, la taille de l'espae de reherhe est plus petite que lors de
l'experiene initiale du fait de l'absene des informations semantiques sur les noms.
Cela se traduit sur le temps d'apprentissage qui est en moyenne plus faible ; il est me^me
inferieur de quelques minutes a elui de l'experiene preedente mais ave une variabilite
tres importante omme le montre l'eart-type.
Validation empirique
Les ourbes rappel-preision presentees en gure 4.3 indiquent les performanes de
e systeme omparees a elles du systeme utilisant toutes les informations semantiques.
La proximite des deux ourbes est eloquente. Les deux systemes obtiennent sur le jeu
de test des performanes extre^mement prohes : quel que soit le rappel, les taux de
preision sont quasiment identiques.
Annotation semantique 133
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  0.2  0.4  0.6  0.8  1
Pr
éc
isi
on
Rappel
Sans informations sémantiques
sur les noms
Avec informations sémantiques
Fig. 4.3 { Courbes rappel-preision du systeme asares ave et sans informations se-
mantiques sur les noms
Ces onstations sont onrmees par le tableau 4.7. Celui-i ontient les valeurs
ave un seuil de detetions maximisant le oeÆient . Elles sont tres prohes de
elles obtenues en onservant toutes les informations semantiques. Les informations
rappel preision F-mesure CoeÆient
(%) (%) 
89.4 62.8 0.738 0.659
Gain relatif  3:2% +1%  0:8%  1:8%
Tab. 4.7 { Performanes d'asares sans informations semantiques sur les noms
semantiques sur les noms ne semblent don pas essentielles, e que l'on avait deja
onstate a l'examen des lauses presentees en setion 3.3.3.3.
Patrons obtenus
Le lassieur obtenu lors de ette experiene est ompose des 6 lauses suivantes :
1. is qualia(A,B) :- preedes(B,A), near verb(A,B), innitive(B), ation verb(B).
2. is qualia(A,B) :- ontiguous(A,B).
3. is qualia(A,B) :- preedes(A,B), near word(A,B), ation verb(B), plural ommon noun(A).
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4. is qualia(A,B) :- preedes(B,A), su(A,C), de preposition(C), pred(A,D), pontuation(D),
onjugated(B).
5. is qualia(A,B) :- near word(A,B), far verb(A,B), ation verb(B).
6. is qualia(A,B) :- preedes(B,A), near word(A,B), near verb(A,B), su(B,C), preposition(C).
Ces lauses inferees en n'utilisant don que les informations ategorielles des mots et
les informations semantiques sur les ategories de mots autres que les noms reprennent
pour la plupart des shemas linguistiques donnes en setion 3.3.3.3 ou en setion 4.1.2.1.
Une fois de plus, nous notons l'importane du ritere de proximite (lauses 1, 2, 3, 5 et
6), de la presene des verbes d'ation (lauses 1, 3 et 5) et de la pontuation (lause 4).
Certaines des lauses sont me^me exatement identiques a elles de l'experiene initiale
(lauses 1 et 2). La seule information semantique exploitee dans es patrons est don
elle marquant les verbes d'ation. Celle-i semble neanmoins importante ar elle permet
d'obtenir de meilleurs resultats experimentaux que dans l'experiene preedente.
Ces lauses, bien que prohes des lauses obtenues lors de l'experiene rapportee
en setion 3.3.3, n'y sont pas parfaitement identiques. Cela peut sembler ontre-intuitif
puisque tous les litteraux neessaires a l'obtention des me^mes regles, et don des me^mes
resultats, sont disponibles dans ette experiene. Ce fait est ependant naturel puisque
la phase 1 de l'algorithme d'aleph (f. page 95) amene une dimension aleatoire dans la
prodution des patrons. Cependant, malgre es dierenes, on onstate que la plupart
des patrons produits traduisent des shemas linguistiques similaires, et des resultats
experimentaux quasiment identiques.
Cette derniere experiene donne don, omme les deux preedentes, de tres bons
resultats, a la fois en termes de prodution de regles linguistiquement pertinentes et en
termes de onstrution de lexiques de ouples qualia. De plus, elle reste relativement
portable d'un orpus a l'autre puisque les informations apportees au orpus peuvent
l'e^tre de maniere quasi automatique.
4.2 Approhes semi-supervisees
Nous nous attaquons dans ette setion a une autre soure de ou^t diminuant la por-
tabilite de notre tehnique d'aquisition onernant ette fois-i la methode d'appren-
tissage que nous employons. Il s'agit du ou^t humain induit par la phase de supervision
neessaire a l'inferene par PLI des patrons d'extration. Telle que nous l'avons pre-
sentee dans le hapitre preedent, ette phase, qui onsiste a onstruire des ensembles
d'exemples et de ontre-exemples d'ourrenes des informations semantiques que l'on
herhe a aquerir, est eetuee par un expert de maniere entierement manuelle.
Beauoup de travaux herhent a ameliorer les performanes et les ou^ts des al-
gorithmes d'apprentissage supervise, non pas en travaillant diretement sur es algo-
rithmes mais en les utilisant, ainsi que les lassieurs qu'ils produisent, de maniere par-
tiuliere. Les tehniques de boosting (Freund & Shapire, 1999) ou de bagging (Breiman,
1996) permettent par exemple d'ameliorer la preision des lassieurs. D'autres travaux,
rejoignant en ela notre problematique, visent a utiliser le moins possible d'exemples
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annotes ; e sont es tehniques d'apprentissage que l'on dit semi-supervisees. La plu-
part de es methodes reposent sur des variantes de l'amorage (bootstrapping) (Jones
et al., 1999) : un petit nombre d'exemples annotes est utilise pour produire une premiere
version du lassieur ; ette derniere sert alors a annoter des exemples supplementaires
qui aident a generer une deuxieme version du lassieur et ainsi de suite.
C'est ette methode, le bootstrapping, que nous proposons d'utiliser pour reduire
le ou^t de supervision. Plus preisement, nous montrons qu'il est possible de ombiner
notre tehnique symbolique ave des tehniques plus lassiques d'aquisition statistique
servant d'amore. Nous presentons i-dessous es tehniques statistiques et leurs per-
formanes puis, dans un seond temps, deux faons de les adjoindre a asares pour
eviter d'avoir a lui fournir des exemples.
4.2.1 Extration statistique de ouples qualia
L'aquisition d'informations semantiques sur orpus est un domaine de reherhe
dans lequel les tehniques statistiques sont largement employees (voir les setions 1.2.2.1
et 1.3.2.1). Nous montrons i-dessous qu'il est possible d'utiliser de telles approhes
numeriques pour tenter de mener notre ta^he d'aquisition de ouples qualia. La sous-
setion suivante presente le prinipe de quelques tehniques simples que nous mettons
en uvre pour e faire. Les resultats d'extration obtenus par elles-i sont exposes et
disutes en sous-setion 4.2.1.2.
4.2.1.1 Prinipe de l'extration statistique
De nombreux travaux d'aquisition d'informations a partir de textes, et plus parti-
ulierement d'extration de oourrenes, ont ete menes via des approhes statistiques
(Manning & Sh

utze, 1999 ; Peare, 2002). L'extration de ouples N-V qualia, vus
omme une forme speiale de oourrenes, peut entrer e adre ; il nous est ainsi
possible d'utiliser les diverses methodes statistiques developpees pour e type de ta^he.
Beauoup de es methodes se pre^tent a une formalisation a l'aide de tables de
ontingene, dans lesquelles on reporte les nombres d'ourrenes onjointes ou non des
elements d'un ouple trouvees dans le orpus dans une ertaine fene^tre. Le tableau 4.8 en
est un exemple adapte a notre as ou les ouples sont des paires N-V ; les oourrenes
indiquees sont alulees a partir des lemmes des mots dans une fene^tre d'une phrase de
notre orpus matra-r.
V
j
V
k
, k 6= j
N
i
a b
N
l
, l 6= i  d
Tab. 4.8 { Table de ontingene du ouple N
i
-V
j
En utilisant les notations de la table de ontingene 4.8 et en notant S = a + b +
+ d, de nombreux oeÆients d'assoiation statistique entre le nom N
i
et le verbe V
j
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s'erivent simplement :
{ le nombre d'ourrenes : o = a
{ le oeÆient de Die (Smadja, 1993a) : Die =
2a
(a+b)+(a+)
{ le oeÆient de Kulzinsky : Kul =
a
2

1
a+b
+
1
a+

{ le oeÆient d'Ohiai : Ohiai =
a
p
(a+b)(a+)
{ le oeÆient d'Information mutuelle : IM = log
2
a
(a+b)(a+)
{ le oeÆient d'Information mutuelle au ube (Daille, 1994) : IM
3
= log
2
a
3
(a+b)(a+)
{ le oeÆient MConnoughy : MC =
a
2
 b
(a+b)(a+)
{ le oeÆient du loglike (Dunning, 1993) : loglike = a: log a + b: log b + : log  +
d: log d  (a+b): log(a+b)  (a+): log(a+)  (b+d): log(b+d)  (+d): log(+
d) + S: log S
{ le oeÆient simple mathing : SMC =
a+d
S
{ le oeÆient d'Yule : Y ule =
ad b
ad+b
{ le test du 
2
(Churh & Gale, 1991) : 
2
=
(ad b)
2
(a+b)(a+)(b+)(b+d)
{ le osinus dans le as binaire : os =
a
p
b
{ le oeÆient de Jaard dans le as binaire : Ja =
a
a+b+
4.2.1.2

Evaluation des tehniques statistiques
Toutes es tehniques d'extration statistiques ont ete evaluees, de la me^me ma-
niere que notre tehnique d'extration basee sur la PLI, a l'aide du jeu de test derit
en setion 3.3.2.1. Tout omme pour notre tehnique symbolique, les systemes statis-
tiques assoient un sore a haque ouple ; il faut don hoisir un sore-seuil a partir
duquel un ouple sera onsidere omme qualia. Les ourbes rappel-preision donnees en
gures 4.4 a 4.16 resument pour haque seuil possible les performanes de tous les sys-
temes d'extration bases sur les dierents indies statistiques presentes preedemment.
Nous reherhons, omme nous le faisons pour notre methode symbolique, le seuil
optimal pour lequel le oeÆient  atteint son maximum. La table 4.9 rassemble les re-
sultats obtenus pour haun des dierents indies. Au regard de e tableau, on remarque
que ertains de es indies obtiennent des resultats tres prohes les uns des autres, e
qui se visualise tres bien sur les ourbes rappel-preision. Cela s'explique par le fait
que l'on peut souvent passer de l'une a l'autre de es mesures par des transformations
monotones (Lerman, 1970).
Peu d'indies statistiques obtiennent d'assez bons resultats pour e^tre utilises di-
retement pour l'extration de ouples qualia (seuls les systemes bases sur les sores
d'assoiation Ohiai, IM
3
et loglike ont un oeÆient  superieur a 0.5), et auun
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Fig. 4.8 { Courbe rappel-preision du sys-
teme statistique IM
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Fig. 4.11 { Courbe rappel-preision du sys-
teme statistique loglike
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Fig. 4.12 { Courbe rappel-preision du sys-
teme statistique SMC
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Fig. 4.13 { Courbe rappel-preision du sys-
teme statistique Yule
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Fig. 4.14 { Courbe rappel-pre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Fig. 4.15 { Courbe rappel-pre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Fig. 4.16 { Courbe rappel-preision du sys-
teme statistique Ja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rappel preision F-mesure oeÆient
(%) (%) 
o 33.3 84.6 0.48 0.462
Die 33.3 88 0.48 0.477
Kul 36.4 70.6 0.48 0.414
Ohiai 42.4 82.4 0.56 0.517
IM 51.5 40 0.45 0.261
IM
3
36.4 92.3 0.522 0.52
MC 36.4 70.6 0.48 0.414
loglike 42.4 80 0.554 0.505
SMC 100 25.3 0.385 0.17
Y ule 53 41.2 0.464 0.279

2
37.9 78.1 0.51 0.464
os 42.4 77.8 0.549 0.493
Ja 31.8 87.5 0.467 0.467
Tab. 4.9 { Resultats des tehniques statistiques
d'entre eux n'atteint les performanes de notre systeme d'extration symbolique. Bien
su^r, les dierenes entre notre approhe basee sur l'apprentissage de patrons d'extra-
tion par PLI et l'approhe statistique peuvent e^tre aisement expliquees par les disparites
de niveau et de quantite des onnaissanes exploitees par es deux approhes. En eet,
alors que les modeles statistiques n'utilisent que les ourrenes des lemmes des mots,
notre tehnique d'apprentissage tire parti des etiquettes ategorielles et semantiques
et neessite des exemples (positifs et negatifs), e qui est une faon d'inorporer im-
pliitement de la onnaissane linguistique dans le proessus d'extration. Par ailleurs,
outre es resultats de faible qualite, e type de tehnique ne remplit pas notre ondition
d'interpretabilite des resultats puisqu'auun indie n'explique pourquoi un ouple est
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onsidere omme qualia ou non. Cependant, l'approhe statistique possede des avan-
tages interessants : elle est totalement automatique (auune intervention humaine n'est
requise), faile d'utilisation et don tout a fait portable d'un orpus a un autre.
4.2.2 Combinaison des approhes statistiques et symboliques
Nous presentons dans les deux setions suivantes deux approhes permettant de faire
beneier asares des qualites d'automatiite des tehniques d'aquisition statistiques.
Les deux systemes resultant ombinent ainsi les avantages de haune des approhes
symbolique et statistique. Gra^e a ette ombinaison, notre systeme asares, bien que
reposant toujours sur l'apprentissage symbolique supervise, ne neessite plus qu'un
expert lui fournisse des exemples puisque le systeme d'aquisition statistique qui lui est
adjoint (nous avons hoisi de prendre le systeme base sur la mesure IM
3
) fontionne
de maniere non-supervisee. C'est en ela que la ombinaison de ette tehnique et de
notre approhe symbolique releve d'un mode de fontionnement dit semi-supervise.
La setion suivante presente une premiere ombinaison d'asares ave une methode
d'extration statistique reposant sur un ehange sequentiel des resultats entre haune
des methodes. La setion 4.2.2.2 expose quant a elle un seond moyen de ombiner les
deux tehniques d'aquisition en inluant plus diretement les resultats de l'approhe
statistique au sein de la phase d'inferene des patrons d'extration d'asares.
4.2.2.1 Combinaison sequentielle
La tehnique d'extration mixte presentee dans ette partie repose sur une om-
binaison sequentielle des systemes symbolique et statistique presentes preedemment.
Comme il est indique dans l'algorithme 2, haque systeme utilise iterativement en en-
tree les donnees de sortie de l'autre systeme. Plus preisement, la liste de paires N-V
generee par un systeme (L
PLI
pour le symbolique, L
IM
3
pour le statistique) est utilisee
par l'autre pour onstruire sa propre liste de ouples. La seule ontrainte est de debuter
ette iteration ave la methode statistique puisqu'elle ne neessite auune donnee autre
que le orpus.

A l'initialisation, tous les ouples N-V apparaissant au sein d'une phrase sont onsi-
deres omme potentiellement qualia ; ela est indique gra^e a la regle is qualia(N,V).
donnee dans la liste de patrons d'extration L
R
. L'iteration s'arre^te lorsque le me^me
ensemble de regles est obtenu lors de deux tours suessifs. Lors de nos experienes, le
nombre n
1
de ouples retenus pour former l'ensemble des exemples positifs a ete hoisi
(a haque iteration) tel que les n
1
premiers ouples de L
IM
3
soient tous eux ayant un
sore d'assoiation positif ; le nombre n
2
de ouples permettant de former l'ensemble
des exemples negatifs a quant a lui ete hoisi tel que n
2
= n
1
. Le systeme d'extration
resultant est appele par la suite systeme mixte sequentiel.
4.2.2.2 Combinaison integree
Contrairement au systeme presente i-dessus dans lequel les tehniques statistique
et symbolique sont utilisees sans modiations majeures, le seond systeme mixte que
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Algorithme 2 Systeme mixte sequentiel
Initialisation
 L
R
= fis qualia(N,V).g
 appliation des regles de L
R
au orpus ; les ouples N-V extraits et leur nombre
d'ourrenes detetees sont inseres dans L
PLI
Iteration
1. pour tout ouple N
i
  V
j
de L
PLI
 onstrution de la table de ontingene de N
i
 V
j
ave les nombres d'our-
renes indiques dans L
PLI
 alul du sore de N
i
  V
j
selon IM
3
 insertion, suivant son sore, du ouple dans la liste triee deroissante L
IM
3
2. onstitution de l'ensemble E
+
(respetivement E
 
) a partir de toutes les our-
renes dans le orpus des n
1
(resp. n
2
) premiers (resp. derniers) ouples de L
IM
3
3. apprentissage par PLI ave E
+
et E
 
; les regles obtenues sont regroupees dans
L
R
4. appliation des regles de L
R
au orpus, les ouples N-V extraits et leur nombre
d'ourrenes detetees sont reunis dans L
PLI
nous proposons ombine es deux approhes plus etroitement et neessite quelques
hangements dans l'algorithme de PLI.
Comme nous l'avons mentionne dans le hapitre 3, lors de la troisieme etape d'un
apprentissage par PLI, une regle h est hoisie parmi un espae d'hypotheses E
H
si
elle maximise une fontion de sore S. Cette fontion depend entre autres du nombre
d'exemples positifs (jE
+
h
j) et negatifs (jE
 
h
j) que h ouvre (voir setion 3.2.2.2) ; ainsi,
on a :
h = argmax
h 2 E
H
S
 
jE
+
h
j; jE
 
h
j

Le prinipe de notre seonde methode mixte est de ponderer les exemples selon leur
sore statistique. Les hypotheses sont don desormais evaluees a partir des poids des
exemples (que nous denissons i-dessous) qu'elles ouvrent. Les ensembles d'exemples
et ontre-exemples sont don issus des resultats de la methode d'aquisition IM
3
:
toutes les ourrenes dans le orpus des ouples ayant les plus hauts sores sont odees
dans E
+
, et inversement, elles ayant les sores les plus faibles sont plaees dans E
 
.
Un poids w, alule a partir des sores IM
3
, est assigne a haun de es exemples.
Plus preisement, le poids d'un exemple est le sore IM
3
du ouple normalise selon
le nombre d'ourrenes de e ouple et de maniere a e que la somme des poids des
exemples positifs soit egale a la somme des poids des exemples negatifs.
Ainsi, plus un exemple est onsidere omme pertinent ('est-a-dire ayant un sore
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important) par la methode statistique, plus il inuenera le hoix des hypotheses. Fi-
nalement, les regles hoisies sont elles maximisant S(h) redenie par :
h = argmax
h 2 E
H
S
0
B

X
e
+
2E
+
h
w(e
+
);
X
e
 
2E
 
h
w(e
 
)
1
C
A
Ave es parametrages et les ensembles E
+
et E
 
generes automatiquement, l'algo-
rithme de PLI modie se deroule omme indique dans le hapitre 3 et produit ainsi des
regles utilisees ensuite omme patrons d'extration. Cette tehnique est appelee par la
suite systeme mixte integre.
4.2.3

Evaluation de l'approhe semi-supervisee
Nous evaluons omme preedemment les resultats obtenus par nos deux tehniques
semi-supervisees. Nous examinons don dans un premier temps les performanes d'ex-
tration qu'elles obtiennent sur notre jeu de test puis, dans un seond temps, les shemas
linguistiques portes par les patrons qu'elles inferent.
Performanes d'extration des systemes mixtes
La gure 4.17 presente les ourbes rappel-preision pour nos deux systemes d'ex-
tration symbolique semi-supervises ; les systemes IM
3
et supervise derit au hapitre 3
servent de referene. On remarque que les performanes de nos systemes symboliques
semi-supervises sont tres prohes de la version supervisee et don nettement superieures
a elles du systeme statistique, notamment lorsque le rappel est eleve. Plus preisement,
on onstate que la version semi-supervisee mixte integree obtient une meilleure prei-
sion pour de faibles rappels alors qu'a l'inverse la tehnique mixte sequentielle aÆhe
une preision sensiblement superieure pour des rappels eleves.

Evaluation linguistique
La validation des systemes symboliques presentes i-avant passe omme preedem-
ment par une evaluation de l'intere^t linguistique des regles generees.

A e titre, on
note tout d'abord de tres grandes similarites entre les regles produites par nos deux
systemes semi-supervises et la version originale d'asares. Cela explique bien entendu
la similitude, onstatee i-dessus, de leurs performanes pour la ta^he d'extration. On
retrouve don dans es regles des shemas tres generaux de proximite entre les onsti-
tuants des ouples, de position, ainsi que l'exploitation des indies surfaiques omme
les pontuations dans des shemas plus speiques a notre orpus. Peu d'informations
semantiques sont egalement utilisees a e niveau de generalisation, a l'exeption notable
des verbes puisque omme preedemment les verbes d'ation sont privilegies.
Les deux systemes semi-supervises repondent a nos toutes attentes. Ils ombinent en
ela les avantages des deux approhes sur lesquelles ils reposent : l'approhe statistique
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permettant l'automatisation du proessus et l'approhe symbolique garantissant une
bonne qualite des resultats et des regles d'extration produites.
4.3 Conlusion
Les amenagements apportes a notre methode d'aquisition de ouples qualia par
inferene de patrons d'extration presentes dans e hapitre permettent de repondre
a nos exigenes de qualite des ouples extraits, d'interpretabilite linguistique et de
portabilite.
Ces tehniques de redution des ou^ts humains intervenant dans le proessus d'a-
quisition d'asares soulevent toutefois quelques ommentaires. Tout d'abord, l'emploi
partiel des etiquettes semantiques et plus generalement le hoix des attributs d'ap-
prentissage est disute dans une perspetive d'apprentissage artiiel dans la setion
suivante. L'utilisation de tehniques statistiques de bootstrapping, omme nous le faisons
dans les deux versions semi-supervisees d'asares, est plaee dans le ontexte d'autres
approhes semi-supervisees en setion 4.3.2.
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4.3.1 Choix des attributs
Les experienes presentees en setion 4.1 posent la question de l'intere^t de ertaines
des informations dont nous disposons sur les exemples pour la phase d'apprentissage. Ce
probleme est bien onnu en apprentissage artiiel et fait l'objet de nombreux travaux
que l'on regroupe sous le terme de hoix des attributs (feature seletion). Les tehniques
developpees dans le adre de es travaux ont pour but de deteter, dans une phase prea-
lable a un apprentissage, les informations qui seront utiles a l'inferene. Cela permet
d'ameliorer l'eÆaite, notamment en termes de omplexite et de temps, de l'appren-
tissage, et est de e fait tres appreie dans les problemes omportant de nombreuses
informations derivant les exemples d'apprentissage. L'emploi de telles tehnique dans
notre outil asares pourrait permettre d'identier plus nement les attributs nees-
saires a l'apprentissage. Cette onnaissane pourrait ainsi e^tre utilisee pour diminuer
les ou^ts de preparation des donnees, omme les etiquetages, en n'eetuant que les
pre-traitements du orpus eetivement exploites par la suite.
4.3.2 Validite de l'approhe semi-supervisee
Nos versions semi-supervisees d'asares s'appuient sur la ollaboration des ap-
prohes numeriques et symboliques par une utilisation relativement simple du boots-
trapping . Des versions evoluees de bootstrapping telles que le o-training (Blum & Mit-
hell, 1998) ou elle proposee dans (Yarowsky, 1995) assurent des proprietes theoriques
interessantes, mais au prix de onditions fortes sur les donnees. Le o-training impose
par exemple que les donnees d'apprentissage puissent e^tre representees selon deux vues
onditionnellement independantes, deux algorithmes d'apprentissage travaillant ensuite
haun sur une vue des donnees. Dans le domaine du reperage d'entites nommees, es
deux vues des donnees peuvent e^tre, par exemple, l'ensemble des mots omposant l'en-
tite nommee et l'ensemble des mots omposant son ontexte.
Cette tres forte ondition d'independane est en fait rarement atteinte dans les
donnees reelles (Abney, 2002) et empe^he l'exploitation des resultats theoriques de es
algorithmes semi-supervises bien que leur eÆaite soit empiriquement averee. C'est
neanmoins une ondition analogue qui sous-tend intuitivement nos systemes mixtes. Il
faut en eet eviter que la phase d'apprentissage par PLI ne soit biaisee et ne produise
des patrons identiques a eux ayant diretement servis a extraire les exemples. Pour
permettre l'introdution de nouveaux shemas ontextuels dans le proessus, les ouples
extraits par les patrons appris par PLI sont don ltres selon un ritere independant
de es patrons (la mesure IM
3
) et toutes les ourrenes de es ouples dans le or-
pus servent ensuite d'exemples. Cette independane entre les informations utilisees par
les approhes symbolique (ontexte semantique et morphosyntaxique) et statistique
(ourrenes) est mise a mal en pratique ar notre orpus omporte de nombreuses
instrutions repetees a l'identique. Cependant, la ressemblane des patrons produits
nalement par nos systemes mixtes et le systeme asares supervise semble montrer une
bonne tolerane de nos algorithmes mixtes a e propos.
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Les dierentes tehniques presentees dans e hapitre permettent de ontourner
en partie ou ompletement les ou^ts dus a l'etiquetage semantique et a la phase de
supervision de notre approhe par apprentissage symbolique. Ces tehniques assurent
de e fait une grande portabilite a asares, tout en en onservant l'interpretabilite et
la qualite des resultats. Notre outil d'aquisition repond don a notre triple objetif et
peut desormais e^tre applique relativement aisement a tout nouveau texte. L'appliation
d'asares a l'aquisition de relations qualia sur orpus nous a permis d'en verier le bon
fontionnement et d'en evaluer les performanes d'extration mais aussi d'apprehender
plus failement, gra^e aux patrons, les proprietes linguistiques de es relations. Outre
ette perspetive linguistique, l'aquisition de ouples qualia avait une autre motivation
relevant d'un adre plus appliatif. C'est sur elle-i, a savoir, l'etude de l'intere^t des
relations qualia en reherhe d'information, que nous nous foalisons dans le hapitre
suivant.
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Chapitre 5
Reherhe d'information et
Lexique generatif
Le but de la reherhe d'information (RI) est de developper des systemes apables
de fournir a un utilisateur les douments d'une base repondant au mieux a sa reque^te.
Dans le as de douments textuels, on parle de base doumentaire et de reherhe do-
umentaire. Pour e faire, il est neessaire de onstruire une representation du ontenu
du doument et de la reque^te an de proeder a un appariement entre eux plus per-
tinent. Une approhe ommunement utilisee est d'assoier a haque doument (ou a
haque reque^te) un index, 'est-a-dire un ensemble de mots, appeles termes d'indexa-
tion. Dans le adre de l'indexation automatique, es termes sont le plus souvent pris
au sein me^me du doument qu'ils doivent derire. Par exemple, es termes peuvent
e^tre les noms ommuns (simples ou omposes), les verbes et les adjetifs les plus fre-
quents (d'autres possibilites sont presentees dans (Salton, 1989 ; Spark-Jones, 1999 ;
Strzalkowski, 1995)).
Le resultat presente a l'utilisateur en reponse a sa reque^te est un ensemble de
douments dont les termes d'indexation sont les plus prohes de eux de la reque^te. La
qualite des systemes de reherhe doumentaire depend don en grande partie du hoix
du langage d'indexation. Une faon d'aro^tre leurs performanes est d'ameliorer les
possibilites de reoupement entre les termes de la reque^te et eux des douments. Cela
peut s'eetuer en operant un enrihissement (ou extension) des index, 'est-a-dire en
ajoutant aux termes d'indexation d'autres termes prohes. Ces termes supplementaires
doivent ainsi permettre des possibilites etendues d'appariement entre douments et
reque^tes.

A e titre, les extensions de type morphologique sont assez usuelles bien qu'enore
peu utilisees dans les moteurs de reherhe grand publi. Elles permettent de retrouver
dans les douments des mots de la reque^te quelles que soient leurs exions (par exemple,
heval et hevaux peuvent e^tre apparies) voire leurs derivations. Les systemes disposant
de bases de donnees linguistiques peuvent egalement produire une extension ette fois-i
semantique ; il s'agit par exemple d'enrihir les termes d'indexation par des synonymes
ou des mots en relation d'hyponymie-hyperonymie. Dans la realite, es systemes se
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limitent le plus souvent a des similarites intra-ategorielles (generalement de nom a
nom), et sont par exemple apables de faire orrespondre le terme d'indexation voiture
ave le mot vehiule.
Nous avons hoisi dans e hapitre de nous interesser a un autre type d'extension
dont l'importane a ete soulignee dans plusieurs travaux d'interrogation de bases de
donnees textuelles (Grefenstette, 1997 ; Fabre & Sebillot, 1999). Il s'agit d'exploiter
des liens entre des noms ommuns et des verbes pour permettre une orrespondane
entre des formulations nominales et verbales semantiquement prohes. Par exemple,
nous souhaitons rendre possible l'appariement entre une reque^te magasin de disques et
un texte ontenant vendre des disques en exploitant l'aÆnite semantique entre une entite
(magasin) et sa fontion typique (vendre). Une telle extension neessite ependant un
ontro^le preis du lien semantique entre le nom et le verbe onsidere. Ce ontro^le est
assure dans notre as par notre positionnement dans le adre du modele du Lexique
generatif (Pustejovsky, 1995 ; Bouillon & Busa, 2001), et plus partiulierement par les
speiites de la struture des qualia des noms (voir setion 2.3.1). Notre objetif est
don d'evaluer si l'exploitation des relations N-V qualia, inusitees en RI mais dites per-
tinentes (du moins de maniere theorique), permet eetivement d'ameliorer les resultats
d'un systeme de reherhe d'information.
Les methodes d'aquisition symbolique des ouples qualia presentees au hapitre
preedent peuvent e^tre utilisees a e titre pour onstruire une olletion de ouples N-
V qualia. Celle-i peut ensuite permettre d'etendre et de reformuler les reque^tes d'un
systeme de reherhe d'information (SRI) interrogeant des douments portant sur le
me^me domaine que le orpus ayant permis l'extration des ouples.
Nous presentons dans un premier temps les dierents modeles sur lesquels s'appuient
les SRI | et plus partiulierement elui utilise lors de nos experimentations, le modele
vetoriel | ainsi que les methodes d'evaluation de es systemes. Nous examinons ensuite
l'intere^t de l'apport d'informations semantiques en reherhe d'information et nous
revenons plus speiquement sur l'emploi des relations qualia dans e adre. Nous
terminons en exposant les resultats des experienes que nous avons menees portant sur
l'extension de reque^tes par des relations qualia aquises par asares.
5.1 Reherhe d'information
La reherhe d'information, ou plus preisement la reherhe doumentaire, a pour
but de trouver les douments d'une base repondant preisement a une reque^te posee
par un utilisateur. Cette ta^he est onnue depuis l'antiquite ; C. de Loupy (2000) rap-
porte par exemple que des tablettes datant du troisieme millenaire av. J.C. portaient
sur leur tranhe des indiations devant permettre d'en onna^tre le ontenu et don de
retrouver plus failement l'information herhee. Cette pratique met en lumiere l'intere^t
de l'indexation, a savoir, onstruire une struture permettant de retrouver eÆaement
les douments repondant a une reque^te. Bien su^r, l'explosion du nombre de douments
disponibles depuis l'avenement d'Internet rend e domaine de reherhe de plus en
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plus important. En partiulier, pour failiter la reherhe on herhe aujourd'hui des
proedures d'indexation qui soient les plus automatiques possible. Ces proedures re-
posent en grande partie sur une representation du doument selon ertains modeles
qui doit e^tre alulee automatiquement, souvent a partir de son ontenu. Apres une
desription des dierentes familles de es modeles de representation, nous presentons
plus ompletement l'un d'eux, le modele vetoriel, que nous utilisons ensuite pour nos
experimentations. Nous terminons en examinant les dierentes mesures permettant de
juger de la qualite des SRI a partir de jeux de test.
5.1.1 Modeles de representation
Il existe dierentes faons de representer douments et reque^tes au sein d'un sys-
teme de reherhe d'information. Bien entendu, a haune de es representations sont
assoiees dierentes operations permettant de retrouver le ou les douments repondant
aux reque^tes posees. Ces dierents modeles peuvent e^tre regroupes en plusieurs familles
(Piwowarsky, 2003) que nous presentons suintement i-dessous.
5.1.1.1 Modeles ensemblistes
Dans les modeles ensemblistes, les douments reponses s'obtiennent par une su-
ession d'operations sur des ensembles de mots ontenus dans les douments. Ce sont
don des modeles tres simples dans lesquels les douments sont representes par un
sous-ensemble (voire l'integralite) des mots qu'ils ontiennent.
Modeles booleens
Les modeles booleens sont ertainement les plus simples en reherhe doumentaire,
et egalement parmi les plus aniens. Dans e type de modele, les mots representant un
doument sont onsideres omme en onjontion. Une reque^te est quant a elle repre-
sentee par une formule logique propositionnelle portant sur la presene ou l'absene
de mots relies par des onneteurs (le ou _, le et ^ et le non :). Par exemple, la re-
que^te (magasin _ marhand) ^ (CD _ disques) ^ :vinyls doit renvoyer tous les douments
ontenant le mot magasin ou le mot marhand et le mot CD ou le mot disques mais ne
ontenant pas le mot vinyls.
Le systeme booleen fait don orrespondre a haque onneteur _^: une operation
ensembliste portant sur les douments de sa base. Si l'on note 
 la base doumentaire,
et D
q
l'ensemble des douments de la base orrespondant a la formule (la reque^te) q,
on denit reursivement :
reque^te ensemble reponse
q = t ave t un terme D
q
= D
t
l'ensemble des douments ontenant t
q = q
1
^ q
2
D
q
= D
q
1
\ D
q
2
q = q
1
_ q
2
D
q
= D
q
1
[ D
q
2
q = :q
1
D
q
= 
 n D
q
1
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Les limites de e modele deoulent diretement de la representation hoisie. En
eet, la reque^te, exprimee sous forme logique, est soit vraie soit fausse etant donne un
doument. En termes ensemblistes, ela va don se traduire par la disrimination d'un
doument a partir de la presene ou l'absene d'un seul mot dans e dernier.
Modeles a ensembles ous
Pour repondre au reprohe de la deision binaire d'appartenane d'un terme a un
doument formule i-dessus, une adaptation du modele booleen a ete faite. Elle exploite
la theorie des ensembles ous dans laquelle un element appartient a un ensemble se-
lon un ertain degre. L'appartenane d'un terme a un doument s'ehelonne don sur
l'intervalle reel [0; 1℄ 2 R et non plus sur l'intervalle entier J0; 1K 2 N. Cette valeur d'ap-
partenane, generalement notee 
D
() pour l'ensemble de douments D, peut egalement
e^tre interpretee omme une probabilite d'appartenane d'un terme a un ensemble de
douments.
Les aluls ensemblistes se font de la me^me maniere que preedemment a ei pres
que les operateurs ensemblistes utilises sont etendus au as ou et manipulent don les
degres d'appartenane des termes. Les reponses proposees a l'utilisateur sont don les
douments pour lesquels le degre d'appartenane des termes de la formule reque^te est
le plus prohe de 1.
5.1.1.2 Modeles algebriques
Un autre modele de representation tres utilise en reherhe doumentaire est le
modele algebrique. Dans elui-i, les douments et les reque^tes sont onsideres omme
faisant partie d'un me^me espae vetoriel, et leur appariement est fait suivant une
mesure algebrique de similarite. Parmi les dierentes variantes de e type de modele, le
plus onnu est ertainement le modele vetoriel. Il en existe ependant d'autres, omme
les modeles a base de reseaux de neurones (Kwok & Grunfeld, 1993 ; Kwok, 1995). Nous
ne presentons i-dessous que le modele vetoriel, qui est elui dont nous nous servons
lors de nos experimentations, ainsi que ses variantes les plus ourantes.
Modele vetoriel
Le modele vetoriel (VSM pour vetor spae model) a ete propose par G. Salton
(Salton, 1975 ; Salton, 1989) dans les annees soixante-dix mais reste enore tres utilise.
Dans e modele, les douments et les reque^tes sont representes par des veteurs et
onsideres dans le me^me espae vetoriel. Les douments proposes a l'utilisateur en
reponse a sa reque^te sont eux dont le veteur est le plus prohe, selon une ertaine
mesure de similarite hoisie, de elui de la reque^te.
En pratique, les veteurs denissant l'espae de representation sont omposes de
mots apparaissant dans les douments de la olletion. Chaque oordonnee de l'espae
represente don un mot. Les veteurs des douments et des reque^tes indiquent les oor-
donnees de es derniers dans et espae a partir des mots qu'ils ontiennent (la oordon-
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nee est nulle si le terme orrespondant n'appara^t pas dans le doument), oordonnees
eventuellement ponderees suivant ertains riteres (voir setion 5.1.2.2). Ainsi, le ve-
teur olonne D
i
representant le doument d
i
peut e^tre note D
i
= (w
i;1
; w
i;2
;    ; w
i;n
)
t
ou w
i;j
est la j
e
oordonnee (i.e. le poids) du doument d
i
dans l'espae vetoriel, n le
nombre de termes d'indexation et V
t
est la transposee d'un veteur V .
Finalement, tous les veteurs des douments de la olletion peuvent e^tre rassembles
dans une matrie dont les lignes representent les douments et les olonnes les termes
d'indexation, 'est-a-dire les dimensions de l'espae. Cette matrie est appelee matrie
d'ourrenes. En notant m = j
j le nombre de douments de la olletion et n le
nombre de termes d'indexation, la matrie d'ourrenes (m n) s'erit :
M =
0
B
B
B

D
t
1
D
t
2
.
.
.
D
t
m
1
C
C
C
A
=
0
B
B
B

w
1;1
w
1;2
   w
1;n
w
2;1
w
2;2
   w
2;n
.
.
.
.
.
.
.
.
.
.
.
.
w
m;1
w
m;2
   w
m;n
1
C
C
C
A
Les matries d'ourrenes sont le plus souvent tres reuses puisque les termes d'in-
dexation formant les bases de l'espae vetoriel apparaissent rarement en totalite dans
l'ensemble des douments. Cette propriete est souvent mal supportee par les algorithmes
operant sur ette matrie (tels que eux alulant les distanes entre veteurs) ; M est
don souvent transformee en matrie equivalente mais plus dense. De plus, la taille de
M est proportionnelle a la taille de l'espae vetoriel et au nombre de douments de
la olletion, et est generalement tres grande. Cela a pour onsequene de rendre les
ou^ts alulatoires des operations eetuees sur ette matrie parfois prohibitifs pour
des traitements < en-ligne >.
Une autre onsequene liee a la taille de l'espae est onnue sous le nom de probleme
des hautes dimensionnalites (urse of dimensionality). Ce phenomene se traduit par le
fait que plus un espae est grand ('est-a-dire plus il ompte de dimensions), plus la
distane entre les deux objets les plus eloignes est voisine de la distane separant les
objets les plus prohes de et espae (Beyer et al., 1999 ; Pestov, 2000). Autrement dit,
dans le as de la reherhe doumentaire, tous les douments de la base ont tendane a
e^tre prohes les uns des autres lorsque l'espae vetoriel est de haute dimensionnalite.
On herhe don souvent a reduire la dimension de l'espae de representation pour
eviter e phenomene, me^me si en pratique il ne semble pas trop aeter les systemes
de reherhe d'information existants.
Modele GVSM
Une extension du modele vetoriel lassique, appelee Generalized Vetor Spae Mo-
del (GVSM), a ete proposee par S. Wong et al. (1985). Elle a ete developpee pour
repondre aux ritiques selon lesquelles les termes ne sont pas de bonnes bases pour
l'espae vetoriel lassique puisqu'ils ne sont pas independants. L'idee a la base des
GSVM est de se plaer dans un espae de representation dual ou les douments servent
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a derire les termes et non plus l'inverse. L'avantage de e simple hangement de re-
presentation est que les douments, formant les bases de l'espae, sont plus failement
onsideres omme independants les uns des autres (Carbonell et al., 1997).
Plus onretement, sur la matrie M denie preedemment, on va onsiderer les
olonnes omme representant le prol d'un terme sur la olletion. Un veteur reque^te
Q dont haque omposant est un terme est simplement transforme en son dual Q
0
a l'aide de M : Q
0
= MQ. La dimension des omposants de e veteur est don
elle des douments. Le ritere de similarite entre une reque^te et un doument (ou
entre deux douments) est deni par : sim
GSVM
(Q;D) = sim
SVM
(MQ;MD) ou
sim
SVM
() est une des mesures utilisees dans le adre du modele vetoriel standard
(voir setion 5.1.2.3).
Modele LSI
Le modele LSI (pour Latent Semanti Indexing) est une variante du modele vetoriel
dans laquelle on herhe a grouper les mots semantiquement prohes (Deerwester et al.,
1990). Il diere don prinipalement du modele vetoriel standard par les hoix des axes
de l'espae de representation qu'il propose : e ne sont plus les mots presents dans le
doument qui representent les dimensions de l'espae mais une ombinaison lineaire de
es mots. Ces ombinaisons de mots permettent ainsi de mettre au jour des aÆnites
semantiques latentes entre les mots et ore une meilleure gestion des formulations
dierentes d'un me^me onept.
En pratique, ette ombinaison lineaire regroupant les mots est obtenue par une
deomposition de la matrie d'ourrenes M en valeurs singulieres (SVD). Ensuite,
seul un nombre restreint (note k par la suite) de veteurs propres est onserve. Ces k
veteurs denissent l'espae de representation et sont orthogonaux.
Plus formellement, on a par SVD M
t
= UV
t
, ave U et V orthogonales (UU
t
=
V V
t
= 1) et  est une matrie diagonale qui ontient les valeurs propres. Chaune de
es dernieres indique l'importane du veteur propre qui lui est assoie. Pour reduire
la dimension de l'espae, on onstruit la matrie 
0
en ne retenant de  que les k
plus fortes valeurs. Cela seletionne dans U et V les k veteurs propres reunis dans U
0
et V
0
. La mesure de similarite dans et espae orrespond don a : sim
LSI
(Q;D) =
sim
V SM
(U
0
Q;U
0
D).
Comme nous l'avons dit, ette tehnique permet, par ette methode de lustering
de mots, une representation plus semantique des douments. Un autre avantage evident
repose sur le fait que l'on a l'assurane, gra^e a la SVD et la tronation de la matrie
resultante, d'obtenir un espae de dimension faible sans perdre trop d'information. En
ontrepartie, la SVD est tres ou^teuse alulatoirement pour de grosses matries omme
peuvent l'e^tre les matries d'ourrenes. Par ailleurs, une ritique souvent formulee
porte sur le fait que les axes de l'espae soient des ombinaisons de mots et rendent
don ette representation peu apprehendable et diÆilement interpretable.
Repondant a la premiere remarque, Papadimitriou et al. (1998) ont propose une
methode permettant de diminuer la omplexite due a la deomposition en valeurs sin-
gulieres. Pour ela, ils eetuent une premiere redution de dimension deM et alulent
Reherhe d'information 153
ensuite les veteurs propres sur ette matrie reduite.
Une variante reente du modele LSI est le modele PLSI (le P supplementaire signie
Probabilisti) propose par T. Hofmann (1999b ; 1999a). L'hypothese a la base de e
modele est de onsiderer, omme preedemment que des lasses semantiques latentes
existent, que les termes en sont les indiateurs, et que haque doument est assoie a
ertaines de es lasses latentes.
La tehnique de representation vetorielle de douments et ses variantes a ete egale-
ment appliquee ave sues a d'autres domaines onnexes a la reherhe doumentaire
omme le ltrage (Foltz, 1990), le routage d'information (Sh

utze et al., 1995) et la
reherhe doumentaire interlingue (Dumais et al., 1996).
5.1.1.3 Modeles probabilistes
Les modeles probabilistes, dont une presentation tres omplete est faite par
K. Spark-Jones et al. (2000a ; 2000b), tentent quant a eux de modeliser la notion
de pertinene. Plus preisement, ils essaient tous d'apporter une reponse a la question
(Spark-Jones et al., 1998) : etant donnes une reque^te q et un doument d, quelle est
la probabilite que d soit pertinent pour q, 'est-a-dire qu'il reponde a la reque^te ?
Contrairement au modele vetoriel, les modeles probabilistes utilisent une repre-
sentation diereniee pour la reque^te et les douments. Ils peuvent ependant e^tre vus
omme des variantes du modele vetoriel utilisant des ponderations speiques (Ro-
bertson & Spark-Jones, 1997). En eet, les douments sont representes par un veteur
dont haque omposante est un terme pondere, mais les ponderations utilisees pour les
douments dependent de la reque^te et sont alulees sur des bases probabilistes. Cette
tehnique permet d'ailleurs de e fait d'eviter les problemes de haute dimensionnalite
evoques preedemment puisque lors d'une reherhe tout se passe omme si l'espae
etait reduit aux termes de la reque^te.
Ces approhes reposent sur le prinipe d'ordre des probabilites (Probability Ranking
Priniple) enone par S. Robertson (1977). Soient d un doument et q une reque^te ; on
note P (Rjd; q) la probabilite que d soit pertinent pour la reque^te q. Robertson montre
que presenter les douments d
i
a l'utilisateur dans l'ordre deroissant des probabilites
P (Rjd
i
; q) est optimal pour les riteres suivants :
{ minimisation du nombre de douments onsultes si on onsidere qu'un utilisateur
s'arre^te au premier doument pertinent renontre ;
{ maximisation de l'esperane de la preision pour le me^me rappel ;
{ minimisation de l'esperane des ou^ts lorsque l'on assoie un ou^t aux faux positifs
(douments non pertinents retournes) et aux faux negatifs (douments pertinents
non retournes).
Puisque seul l'ordre des probabilites et non leur valeur preise est important, on herhe
generalement a estimer une transformation monotone de P (Rjd
i
; q). Pour pouvoir es-
timer les probabilites resultant de ette transformation, il est neanmoins neessaire de
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faire ertaines hypotheses dont elle d'independane des ourrenes de termes. Cette
derniere etant tres forte et peu realiste, ertains auteurs proposent don des hypotheses
plus faibles sur les ourrenes de termes (van Rijsbergen, 1977 ; Cooper, 1991 ; Cooper
et al., 1994)
Un elebre representant des SRI utilisant ette representation probabiliste est le
systeme okapi (Robertson et al., 1981 ; Robertson & Walker, 1994). Ce dernier peut
e^tre vu omme une extension du adre probabiliste prenant en ompte non plus sim-
plement la presene ou l'absene d'un terme dans un doument mais sa frequene. Ce
systeme a ete utilise ave sues lors des ampagnes d'evaluation TREC et en reste
l'une des referenes.
5.1.2 Details du modele vetoriel
Nous revenons dans ette partie sur le modele vetoriel, modele que nous utilisons
pour nos experimentations. Nous en detaillons ertains prinipes, elements et notations
neessaires a la omprehension des experienes d'extension de reque^tes par relations
qualia que nous presentons dans la derniere setion de e hapitre. Nous presentons le
fontionnement du modele vetoriel plus preisement, en mettant l'aent sur ses divers
parametres | parfois egalement valables dans d'autres modeles de representation |
tels que les hoix des termes d'indexation, les shemas de ponderation possibles des
omposantes vetorielles et les dierentes mesures de similarite existantes.
5.1.2.1 Termes d'indexation
Le hoix des termes d'indexation est important ar es derniers forment la struture
de l'espae dans lequel seront representes les douments. Ce hoix se fait en plusieurs
etapes que nous presentons suessivement ii, mais qui sont en pratique souvent im-
briquees.
Tokenisation
La tokenisation est l'etape qui transforme le texte en une representation dite < sa
de mots > , 'est-a-dire sans information sur leur ordre (on parle aussi de desequentia-
lisation). Le texte, vu initialement omme une sequene de mots, est alors un multi-
ensemble d'unites linguistiques. Ces unites peuvent e^tre soit simplement les mots tels
qu'ils sont obtenus apres une segmentation, 'est-a-dire des formes ehies, soit, si le
orpus a subi une phase prealable de lemmatisation, les lemmes des mots.
Cette representation < sa de mots >, jugee trop pauvre pour rendre ompte or-
retement du ontenu d'un texte, a ete remise en question dans ertains travaux. Ces
derniers proposent par exemple de grouper les mots par syntagmes, ou bien de onserver
une information sur leur ordre et proximite, ou enore sur les liens syntaxiques existants
au sein des phrases. Ces dierents niveaux de representation peuvent ensuite e^tre om-
bines pour tenter d'ameliorer les performanes des systemes de reherhe d'information
(Strzalkowski et al., 1999a ; Strzalkowski et al., 1999b).
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Choix des termes d'indexation
Le hoix des termes d'indexation est une phase tres importante lors de l'indexation
d'une olletion de douments, parfois liee a la phase de ponderation que nous exposons
i-apres. Ce sont en eet es termes qui vont representer le doument ou la reque^te
dans l'espae vetoriel. Ils doivent don e^tre le plus disriminant et univoque possible.
Il onvient egalement que es termes d'indexation ne soient pas trop nombreux ar e
sont eux qui vont determiner la taille de l'espae vetoriel et don la omplexite des
aluls de similarite.
Le hoix le plus simple est de onsiderer que tous les elements obtenus apres la
phase de tokenisation sont eligibles. Cependant, beauoup de mots (ou d'ensembles
de mots) sont lairement non pertinents pour derire un texte ar porteurs de peu de
sens. Il s'agit par exemple de mots dits grammatiaux (omme les prepositions a, de
ou les auxiliaires e^tre et avoir), ommuns a tous les textes et don peu disriminants.
Ces mots sont generalement elimines de la representation d'un doument par l'emploi
d'anti-ditionnaires qui ontiennent des ensembles de mots qui ne sont pas de bons
andidats pour indexer les douments. Ces listes formees de mots tres ourants sont
generalement les me^mes quelle que soit la olletion de douments traitee (Savoy, 1999).
Il existe dierentes tehniques de seletion des termes d'indexation. Celles-i
herhent a determiner le pouvoir disriminant des termes en s'appuyant generalement
sur la frequene de es mots dans le doument etudie ou dans la olletion, voire egale-
ment sur leur position dans le doument (les mots d'un titre sont favorises par exemple).
G. Salton et al. (1975) proposent par exemple de hoisir les unites linguistiques ayant
une frequene en douments entre j
j=100 et j
j=10. D'autres fontions de seletion,
plus omplexes, ont egalement ete etudiees. Elles s'appuient par exemple sur des al-
uls de gain d'information ou d'information mutuelle pour retenir les termes ayant une
distribution singuliere dans l'ensemble des douments (voir (Yang & Pedersen, 1997)
pour une presentation et une omparaison de es approhes). On peut d'ailleurs rap-
proher es travaux de eux portant sur la seletion des attributs (feature seletion),
partiulierement importants dans le domaine de l'apprentissage artiiel.
5.1.2.2 Ponderation
Une fois hoisis les termes d'indexation, il peut e^tre interessant de signier que
tel terme est plus important que tel autre pour derire un doument. Cela est fait
en assignant un poids a haque terme devant reeter son importane. Ce poids est
generalement alule automatiquement a partir de trois riteres :
1. l'importane du terme dans le doument ;
2. l'importane du terme dans la olletion omplete de douments ;
3. la taille du doument.
Ces trois riteres orrespondent a trois fateurs de ponderation : la ponderation
loale, la ponderation globale et la normalisation (Salton & Bukley, 1988 ; Singhal,
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1997). Nous presentons i-dessous quelques formules mettant en pratique es trois ni-
veaux de ponderation, et plus partiulierement elles utilisees dans le SRI smart que
nous utilisons lors de nos experimentations.
Ponderation loale
La ponderation loale d'un terme herhe a mesurer l'importane d'un terme au
sein d'un doument. Son alul ne fait don intervenir que des informations onernant
le doument onsidere.
Generalement, ette ponderation loale est fontion de la frequene du terme dans
le doument que l'on note tf pour term frequeny. L'idee est en eet que si un terme
appara^t souvent dans un doument, il est plus pertinent pour derire le ontenu du
doument qu'un terme n'apparaissant que rarement. Le tableau 5.1 presente quelques
mesures lassiques utilisees, notamment dans le logiiel smart, omme shemas de
ponderation loale ; le doument onsidere est d et t
i
est le terme dont on herhe le
poids ('est-a-dire la i
e
omposante du veteur representant d).
Dans e tableau, outre la frequene simple du terme (odee n dans smart), on
trouve une ponderation binaire (odee b). Cette derniere assigne 1 au terme t
i
s'il
appara^t dans d, quelle que soit sa frequene, et 0 sinon. En utilisant ette ponderation,
on se ramene don au as ensembliste.
La ponderation normalisee permet quant a elle de prendre en ompte non seulement
la frequene du terme t
i
dans d, mais aussi de mesurer son importane relativement aux
autres termes de d. Le poids d'un terme est ainsi neessairement ompris entre 0 et 1.
Une variante de ette ponderation loale est le fateur augmente (ode a) dans lequel
la frequene du terme est normalisee omme preedemment en onsiderant la frequene
maximale, mais ou un poids minimal (de 0.5) est assigne a t
i
. On peut don onsiderer
e poids omme un melange d'une ponderation binaire ave la ponderation normalisee.
La ponderation logarithmique (Bukley et al., 1992) a pour but de diminuer l'in-
uene des grandes valeurs. Cela est pertinent lorsque l'on souhaite qu'un doument
possedant un grand nombre de fois un seul des termes de la reque^te ne soit pas privilegie
fae a un doument possedant plus de termes de la reque^te mais ave des frequenes
moindres. Si l'on veut au ontraire donner plus de poids aux termes tres frequents, il
est possible d'utiliser des ponderations telles que la frequene au arre.
Ponderation globale
Alors que la ponderation loale a tendane a favoriser les termes tres presents, et
don le rappel (Salton & Bukley, 1988), il est egalement important de privilegier les
termes disriminants, 'est-a-dire apparaissant dans peu de douments, pour esperer
obtenir une bonne preision.
Contrairement a la ponderation loale, le alul d'une ponderation globale doit don
neessairement exploiter l'ensemble de la base doumentaire. Il est notamment base sur
le nombre de douments de la olletion dans lesquels le terme onsidere appara^t. L'une
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ode signiation formule
b binaire l
i
=

1 si tf(t
i
) > 0
0 sinon
n frequene l
i
= tf(t
i
)
m frequene normalisee l
i
=
tf(t
i
)
max
t2d
tf(t)
a frequene augmentee normalisee l
i
=
8
<
:
0:5 + 0:5
tf(t
i
)
max
t2d
tf(t)
si tf(t
i
) > 0
0 sinon
l logarithme de frequene l
i
=

1 + log(tf(t
i
)) si tf(t
i
) > 0
0 sinon
s frequene au arre l
i
= (tf(t
i
))
2
Tab. 5.1 { Formules de ponderation loale
des mesures les plus usitees est la frequene doumentaire inverse, notee idf pour inverse
doument frequeny, et presentee dans le tableau 5.2.
Les autres mesures apparaissant dans e tableau sont deux variantes d'idf : la
frequene doumentaire inverse au arre et frequene doumentaire inverse probabiliste.
La premiere sert simplement a donner plus de poids a un terme disriminant, et ainsi
ameliorer la preision des reherhes. La seonde est derivee de onsiderations sur la
probabilite de pertinene d'un doument ontenant le terme t
i
(Croft & Harper, 1979 ;
Wu & Salton, 1981).
Normalisation
Les ponderations globales et loales permettent, lorsqu'elles sont ombinees de faire
ressortir (en leur assignant un poids important) les termes a la fois tres presents dans le
doument, et tres disriminants. Neanmoins, la omparaison des douments, et don de
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ode signiation formule
n auune ponderation globale g
i
= 1
t frequene doumentaire inverse g
i
= log
j
j
jD
t
i
j
p frequene doumentaire inverse probabiliste g
i
= log
j
j   jD
t
i
j
jD
t
i
j
s frequene doumentaire inverse au arre g
i
= (log
j
j
jD
t
i
j
)
2
Tab. 5.2 { Formules de ponderation globale
leur veteur, peut e^tre peu pertinente si les douments sont de tailles tres dierentes. En
eet, un petit doument, pouvant e^tre tres pertinent pour une reque^te donnee, ontien-
dra peu de mots et don a priori peu de termes de poids importants. Au ontraire, un
doument long ontiendra potentiellement des ourrenes plus nombreuses de termes,
et sera don privilegie si une reque^te porte sur l'un de es termes. Il est don parfois
neessaire de normaliser les veteurs dans le but de rendre les poids des termes peu
sensibles a la taille des douments. Le tableau 5.3 presente quelques shemas de norma-
lisation parmi les plus utilises, ou l
k
et g
k
representent respetivement la ponderation
loale et globale du k
e
terme.
Combinaison des ponderations
Le poids d'un terme est nalement determine par la ombinaison des ponderations
loale, globale et de la normalisation, 'est-a-dire w
d;i
= l
i
 g
i
 n
i
.
Les shemas sont notes selon les odes donnes dans les tableaux preedents. Par
exemple, le shema at orrespond a la ombinaison dans laquelle la ponderation lo-
ale est la frequene augmentee normalisee, la ponderation globale est la frequene
doumentaire inverse et la normalisation elle du osinus.
Dans ertain as, on peut deider d'adopter des types de ponderation dierents
pour les douments de la olletion et pour les reque^tes. En eet, es dernieres ont
des partiularites speiques (longueur, absene de repetitions...) dont on peut tirer
parti pour hoisir un shema de ponderation plus adapte. On note don par exemple
at:lt le shema retenu dans une experiene quelonque pour laquelle la ponderation
des douments est at et elle des reque^tes est lt.
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ode signiation formule
n auune normalisation n
i
= 1
s normalisation L1 n
i
=
1
n
X
k=1
(l
k
:g
k
)
 normalisation L2 (osinus) n
i
=
1
v
u
u
t
n
X
k=1
(l
k
:g
k
)
2
f normalisation en puissane 4 n
i
=
1
n
X
k=1
(l
k
:g
k
)
4
m normalisation au maximum n
i
=
1
max
k2J1;nK
(l
k
:g
k
)
Tab. 5.3 { Formules de normalisation
5.1.2.3 Mesures de similarite
Dans le modele vetoriel et les modeles qui en sont derives, les douments et les
reque^tes, representes dans un me^me espae par l'intermediaire de veteurs, sont om-
pares a l'aide de mesures dites de similarite. Ces dernieres permettent d'assigner une
grandeur a un ouple de veteurs quelonques. Cette grandeur doit idealement reeter
la proximite semantique, voire oneptuelle, de deux douments
1
. Elle doit egalement
induire un ordre permettant, etant donne un doument, de lasser les autres douments
de la olletion du plus prohe au plus eloigne.
En pratique, es mesures sont soit eetivement des mesures de similarite (assi-
gnant un tres haut sore aux douments semblables) soit des mesures de dissimilarite
(assignant un faible sore aux douments semblables). En nous appuyant sur (van Ri-
jsbergen, 1979 ; Besanon, 2001), nous rappelons i-dessous quelques-unes des mesures
les plus utilisees dans e ontexte. On notera par la suite D et Q deux veteurs (ponde-
1
On utilise dans la suite le terme generique de doument pour designer tout doument de la oletion
ou toute reque^te.
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res), representant deux douments (ou dans le adre de la reherhe doumentaire un
doument et une reque^te) d et q tels que :
D =
0
B
B
B

w
d;1
w
d;2
.
.
.
w
d;n
1
C
C
C
A
et Q =
0
B
B
B

w
q;1
w
q;2
.
.
.
w
q;n
1
C
C
C
A
Mesures ensemblistes
Certaines mesures, dites ensemblistes, omparent la proximite des deux veteurs
en onsiderant les ensembles de termes d'indexation qu'ils partagent ou non. Elles ne
tiennent auun ompte des poids potentiellement assoies aux termes et sont don le
plus souvent utilisees ave un modele de representation booleen.
On retrouve sans surprise dans e adre ertaines mesures presentees en se-
tion 4.2.1.1 omme sores d'assoiation ; elles-i sont pour la plupart derivees du simple
oeÆient d'ourrenes jD \Qj qu'elles tentent de normaliser (van Rijsbergen, 1979).
Ainsi, la distane issue du oeÆient de Die s'erit :
Æ
Die
(D;Q) = 2
jD \Qj
jDj+ jQj
On a de la me^me faon la mesure du Jaard :
Æ
Jaard
(D;Q) =
jD \Qj
jD [Qj
La dierene symetrique normalisee, denie i-dessous, a en plus la propriete de verier
l'inegalite triangulaire, e qui en fait une distane au sens mathematique du terme :
Æ

(D;Q) =
jDQj
jDj+ jQj
=
j(D [Q) n (D \Q)j
jDj+ jQj
Comme nous l'avons dit preedemment, es mesures sont pour la plupart monotones
les unes par rapport aux autres (Lerman, 1970). Pour les mesures preedentes, on a
par exemple les egalites suivantes : 1   Æ
Jaard
(D;Q) =
2
2 Æ
Die
(D;Q)
(1   Æ
Die
(D;Q))
et Æ

(D;Q) = 1  Æ
Die
(D;Q).
Mesures geometriques
Les mesures geometriques peuvent e^tre vues omme des extensions des mesures en-
semblistes dans le as ou l'on souhaite prendre en ompte les ponderations des termes
d'indexation. Ainsi aux operations ensemblistes orrespondent les operations veto-
rielles telles que le produit salaire (note par ) ou le alul de norme.
Dans e adre, la mesure la plus onnue et la plus utilisee est le osinus. Son prinipe
est simple : dans l'espae de representation, deux veteurs seront tres prohes si l'angle
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qu'ils forment est tres petit, e qui est le as si son osinus est prohe de 0. On peut
egalement interpreter le osinus omme un simple produit vetoriel norme ; ela se
traduit sous une norme L2 par la formule suivante :
Æ
os
(D;Q) =
D Q
kDk
L2
kQk
L2
=
n
X
i=1
w
d;i
w
q;i
v
u
u
t
n
X
i=1
w
2
d;i
n
X
i=1
w
2
q;i
L'avantage du osinus est don que l'on a une normalisation des veteurs par la longueur
des douments.
D'autres mesures geometriques lassiques sont egalement utilisees, omme la dis-
tane L2 ('est-a-dire la distane eulidienne) :
Æ
L2
(D;Q) = kD  Qk
L2
=
v
u
u
t
n
X
i=1
(w
d;i
  w
q;i
)
2
et de la me^me maniere la distane L1 :
Æ
L1
(D;Q) = kD  Qk
L1
=
n
X
i=1
(w
d;i
  w
q;i
)
La enore, diverses mesures sont liees les unes aux autres. Par exemple, si D et
Q sont normalises par la norme eulidienne, la distane eulidienne est monotone par
rapport a la mesure du osinus :
Æ
L2
(D;Q)
2
2
= 1  Æ
os
(D;Q)
Cela implique que les douments, bien qu'obtenant des sores dierents, seront lasses
dans le me^me ordre, et le me^me ensemble de douments sera don retourne a l'utilisateur
en reponse a sa reque^te.
Mesures distributionnelles
Si les veteurs D et Q sont normalises suivant la norme L1, on a alors
P
n
i=1
w
x;i
= 1.
On peut dans e as interpreter les veteurs omme des distributions de probabilites
(Lee, 1997). Des mesures existantes de dissimilarite entre distribution de probabili-
tes sont don diretement transposables et utilisables dans e ontexte de mesures de
similarite entre veteurs.
On peut par exemple denir une distane du 
2
, dont quelques proprietes interes-
santes en reherhe doumentaire sont donnees par M. Rajman et L. Lebart (1998) :
Æ

2
(D;Q) =
v
u
u
t
n
X
i=1

i
(w
d;i
  w
q;i
)
2
et 
i
=
j
j
X
d2

w
d;i
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On peut egalement utiliser dans e adre la divergene de Kullbak-Liebler (ou entropie
relative), qu'il est possible de symetriser pour servir de distane, ou bien enore la
divergene de Jensen-Shannon (ou divergene totale a la moyenne).
Une presentation plus developpee de es dierentes mesures, ainsi que des liens et
des relations qu'elles entretiennent les unes ave les autres, peut e^tre trouvee dans (Lee,
1997 ; Rajman & Lebart, 1998 ; Besanon, 2001).
5.1.3

Evaluation des performanes des SRI
La notion de pertinene, dont les dierentes approhes proposees depuis les debuts
de la reherhe doumentaire automatique sont presentees dans l'etat de l'art tres om-
plet de S. Mizzaro (1997), est au ur de l'evaluation des SRI. Malheureusement, 'est
une notion hautement subjetive et dependant de nombreux parametres externes au
systeme teste.
Pour rendre ompte de ette pertinene, de nombreuses mesures ont ete proposees.
Elles s'appuient sur des hypotheses fortes permettant d'earter ertaines auses de sub-
jetivite dans l'analyse des resultats. Nous posons dans la partie suivante les hypotheses
sur lesquelles nous nous appuierons pour evaluer les performanes de notre tehnique
d'extension de reque^tes. La setion 5.1.3.2 denit les notions de taux de rappel et de
preision et leurs variantes utilisees lors des ampagnes d'evaluation des SRI. La der-
niere partie presente les tests statistiques que nous utilisons lors de nos experienes
pour verier la portee reelle des resultats observes.
5.1.3.1 Hypotheses
Lors de l'evaluation des SRI omme ela est fait pendant les ampagnes d'evalua-
tion telles que TREC, un ertain nombre d'hypotheses sont faites. Avant de detailler les
mesures d'evaluation et les performanes de l'extension de reque^tes, il onvient de rap-
peler es hypotheses dans lesquelles nous plaons l'evaluation de notre propre tehnique
d'extension de reque^tes.
Jugement total
Une des hypotheses les plus importantes est de supposer qu'il est possible de juger
de la pertinene, etant donnee une reque^te quelonque, de tous les douments de la ol-
letion. Cette hypothese permet ainsi de onstruire une liste des < bonnes > reponses
pour haque reque^te, a laquelle les systemes de reherhe se rapportent lors de l'evalua-
tion pour mesurer leurs performanes. Ainsi, dans un adre binaire (voir i-apres), ela
signie que n'importe quel doument peut e^tre lasse soit pertinent, soit non pertinent.
Le jugement de pertinene emane don d'une soure dont l'autorite n'est pas remise en
question.
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Jugement binaire
Pour l'evaluation des systemes, on se plae souvent dans un adre binaire dans lequel
un doument ne peut e^tre que soit pertinent, soit non pertinent. Auune graduation
n'est prise en ompte, un doument pertinent a don neessairement egale importane
qu'un autre doument pertinent.
Le jugement binaire est herite des systemes fontionnant selon un modele ensem-
bliste. Il a ete onserve ar il permet l'utilisation de mesures d'evaluation simples telles
que le rappel et la preision (voir i-dessous), bien que les systemes atuels utilisent
desormais d'autres modeles de representation (vetoriels par exemple) dans lesquels un
sore est assigne a un doument et non une deision de pertinene ou de non pertinene.
Absene d'additivite
Lors de l'analyse des douments retournes a l'utilisateur, on onsidere que eux-i
sont examines de maniere independante. Cela signie que la pertinene d'un doument
ne depend pas des autres douments repondant a la reque^te. En partiulier, deux do-
uments juges independamment non pertinents restent non pertinents me^me s'ils se
ompletent et forment ensemble une information repondant a la reque^te.
Absene de memoire
Une autre hypothese liee a l'independane des douments presentes en reponse
a une reque^te est l'absene de memoire. Elle se traduit par le fait qu'un doument
reste pertinent me^me si un autre doument au ontenu similaire a deja ete presente
a l'utilisateur. Cette notion s'applique egalement pour les reque^tes puisqu'une seule
reque^te est onsideree a la fois, independamment de elles deja posees par l'utilisateur.
L'interrogation se fait don en une fois et les resultats ne sont pas onserves pour les
reque^tes suivantes.
Ces hypotheses sont bien su^r disutables | on leur reprohe notamment de ne
pas tenir ompte du ontexte de la reherhe, du sujet (aspet oneptuel) de la re-
herhe et de la ta^he (utilisation des douments retournes) | et ertains travaux s'en
aranhissent en partie (Mizzaro, 1998). De nombreuses reherhes montrent notam-
ment l'irrealisme de la premiere hypothese qui est souvent dementie par les diÆultes
a obtenir un aord omplet entre les personnes hargees de onstruire es jugements
(Salton & Lesk, 1968 ; Burgin, 1992 ; Shamber, 1994). Cependant, ertaines de es
etudes soulignent que les dierenes entre annotateurs semblent ne pas inuener ex-
essivement le resultat de la omparaison des systemes de reherhe (Salton & Lesk,
1968 ; Voorhees, 1998 ; Burgin, 1992).
Dans la suite de e hapitre, nous onsiderons neanmoins que l'ensemble des hypo-
theses preedentes est avere. Cela nous permettra de nous plaer dans le me^me adre
d'evaluation que les ampagnes Amaryllis dont nous utilisons les donnees.
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5.1.3.2 Rappel, preision et variantes
Les taux de rappel et de preision, deja presentes en setion 3.3, sont a la base d'un
ensemble de mesures tres utilisees en reherhe d'information pour evaluer les systemes.
Ils sont issus d'une interpretation ensembliste de la pertinene dans laquelle un dou-
ment appartient soit a l'ensemble des douments pertinents soit a son omplementaire,
et fait soit partie de l'ensemble de douments retournes a l'utilisateur en reponse a sa
reque^te, soit pas. Il est possible d'illustrer es notions a partir du shema 5.1, dans
lequel, etant donne une reque^te, 
 est l'ensemble des douments ontenus dans la base
doumentaire,  l'ensemble des douments pertinents et  l'ensemble des douments
presentes a l'utilisateur.
Base de douments 

Douments
pertinents 
Douments
retrouves 
 \
Fig. 5.1 { Interpretation ensembliste du rappel et de la preision
Ainsi, les taux de rappel et de preision peuvent s'exprimer sous forme ensembliste
par :
R =
j \j
jj
et P =
j \ j
jj
:
On denit egalement de maniere duale a l'aide des me^mes operations sur les ensembles
les taux de bruit B (noise rate), de silene S (silene rate) et de residu ou hute C
(fallout rate) :
B = 1  P =
j n j
jj
, S = 1 R =
j nj
jj
et C =
j n j
jj
ou  est le omplementaire de l'ensemble  dans 
. On peut enn denir les notions de
densite D et de generalite G qui representent en quelque sorte la rarete des douments
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pertinents dans la base, et don la diÆulte qu'aura un systeme pour les retrouver :
D =
jj
j
j
et G = 1 D =
jj
j
j
:
Les doument ut o values
Dans le modele vetoriel, etant donnee une reque^te, e sont des sores qui sont
assignes aux douments et non pas une deision de pertinene ou de non pertinene.
Pour aluler les taux de rappel et de preision, il est don neessaire de onvertir es
sores en jugement binaire. Cela se fait usuellement en hoisissant un seuil de sore
tel que les douments obtenant un sore superieur au seuil sont onsideres omme
pertinents et eux obtenant un sore inferieur omme non pertinents.
En pratique, le hoix du seuil se fait de maniere indirete en xant le nombre de
douments qui doivent e^tre onsideres omme pertinents. Ce nombre de douments est
generalement note DCV pour doument ut o value. Les mesures presentees preedem-
ment, en partiulier le rappel et la preision, sont don alulees en fontion du DCV.
Les valeurs les plus ommunes sont 5, 10, 15, 20, 30, 50, 100, 200, 500, 1000, 2000, 5000
douments. Par exemple, si le DCV est xe a 50, la preision, que l'on note alors P(50)
est le taux de bons douments dans les 50 douments obtenant les plus hauts sores
pour une reque^te donnee, et le rappel R(50) est le nombre de bons douments dans es
me^mes 50 douments divise par le nombre total de bons douments dans 
.
La R-preision (R-Pre) est un as speial des mesures evaluees par seuil. En eet,
ette derniere represente la preision du systeme, etant donnee une reque^te, ave omme
DCV le nombre de douments pertinents dans la base, 'est-a-dire ave les notations
preedentes R-pre = P(jj).
Mesures globales
La preision moyenne interpolee (IAP) est une mesure derivant la preision globale
du systeme evalue sur une reque^te. Pour e faire, la preision des resultats est alulee
sur onze points, orrespondant aux DCV pour lesquels le rappel vaut 0, 10, 20, 30, 40,
50, 60, 70, 80, 90 et 100%. Si es points ne sont pas eetivement atteints en xant un
DCV, les mesures sont alors interpolees. La moyenne de es 11 preisions forment la
preision moyenne interpolee.
De maniere duale, on denit la preision moyenne non interpolee (NIAP) omme
etant la moyenne des preisions obtenues pour tous les DCV orrespondant au rang
d'un bon doument dans la liste des reponses. Cela se traduit don, ave les notations
preedentes, par la formule suivante :
NIAP =
X
d2\
P (rang(d))
jj
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D'autres mesures globales utilisees en reherhe d'information existent (par exemple
la F-mesure denie en setion 3.3.2.2). Elles ne seront pas utilisees pour les evaluations
derites i-apres ; nous ne les derivons don pas.
5.1.3.3 Tests statistiques
Les mesures d'evaluation sont pour ertaines d'entre elles tres sensibles (Bukley
& Voorhees, 2000) ; un seul hangement de parametre peut les faire varier ave une
grande amplitude. Or, on veut e^tre su^r, lors des experimentations menees, que les
ameliorations (ou degradations) onstatees ne sont pas le fait du hasard. On veut en
partiulier qu'elles ne soient pas dues au hoix du jeu de reque^tes (Nelson, 1995) et
qu'elles peuvent don se generaliser a tout le systeme. Il est don important de verier
que haune des mesures prises est statistiquement signiative.
L'evaluation des SRI se ramene souvent a une omparaison de deux systemes dont
l'un sert d'etalon (baseline) et l'autre est le SRI a evaluer. C'est le as notamment
lorsque l'on veut mettre en evidene l'inuene d'une modiation plus ou moins im-
portante d'un systeme : les resultats de la version modiee sont ompares a eux de la
version originale. Si l'on dispose d'une olletion de test ave un jeu de reque^tes, les per-
formanes des deux systemes (evaluees selon une des mesures presentees preedemment,
notee m) seront mises en orrespondane deux a deux omme illustre i-dessous :
Numero de Mesure du Mesure du
la reque^te systeme original systeme modie
1 m
1
1
m
2
1
2 m
1
2
m
2
2
... ... ...
n m
1
n
m
2
n
Il est alors possible d'etudier la variation des resultats suivant les reque^tes et de juger si
la performane globale (traduite par la moyenne des performanes sur haque reque^te)
est statistiquement signiative en observant les dierenes de performanes reque^te
par reque^te. On note dans la suite Æ
i
la dierene entre la performane du systeme
modie et elle du systeme original pour la reque^te i ('est-a-dire Æ
i
= m
2
i
 m
1
i
) et

Æ
la moyenne de es dierenes.
Le fontionnement de es tests est similaire a elui d'une demonstration par l'ab-
surde : on fait dans un premier temps l'hypothese que les dierenes observees sont dues
au hasard, et don non signiatives. Cette hypothese est appelee l'hypothese nulle et
notee H
0
. Les tests que nous allons utiliser herhent a evaluer le risque de premiere
espee, 'est-a-dire la probabilite que H
0
soit vraie etant donnees les dierenes onsta-
tees. Plus ette probabilite est petite, plus on peux rejeter H
0
au prot d'une hypothese
alternative statuant que les dierenes ne sont pas dues au hasard mais reetent une
reelle dierene de performanes entre les deux systemes.
Parmi les tests statistiques existants, plusieurs se pre^tent a l'etude de telles donnees
en paires et sont eetivement utilises, par exemple dans smart (Salton, 1971). Le
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plus elebre dans e adre est derive du t-test de Student : il s'agit du paired t-test.
Dans e dernier, on alule la probabilite p
S
que H
0
soit vraie sahant les donnees
experimentales gra^e a la grandeur t (ou n est le nombre de reque^tes) :
t =

Æ
s(Æ
i
)=
p
n
ave

Æ =
1
n
n
X
i=1
Æ
i
et s(Æ
i
) =
v
u
u
t
1
n  1
n
X
i=1
(Æ
i
 

Æ)
2
:
Sous H
0
, t suit une distribution de Student ave n  1 degres de liberte.
Ce test est tres performant, mais 'est un test parametrique qui suppose que la
distribution des Æ
i
suive une loi normale. C'est une hypothese tres forte qui est souvent
violee en pratique par les donnees (Savoy, 1997). Cependant, e test est relativement
tolerant de e point de vue et se omporte bien pour des violations legeres de l'hypothese
(Hull, 1993).
Le test non parametrique de Wiloxon (paired Wiloxon test), juge plus robuste, est
souvent prefere en reherhe d'information (van Rijsbergen, 1979). La seule assomption
faite pour valider son fontionnement est que les Æ
i
soient issues d'une distribution
ontinue, symetrique et entree sur 0. La probabilite p
W
que H
0
soit vraie sahant les
donnees experimentales est alulee gra^e a la grandeur t qui doit suivre une distribution
normale et est denie par :
t =
n
X
i=1
R
i
v
u
u
t
n
X
i=1
R
2
i
ave R
i
= signe(Æ
i
)  rang(jÆ
i
j)
ou signe(Æ
i
) renvoie 1 si la dierene Æ
i
est positive et -1 sinon, et rang(jÆ
i
j) indique le
rang oupe par jÆ
i
j dans le lassement de la plus petite a la plus grande valeur absolue
des dierenes.
Ce test de Wiloxon requiert moins de onditions sur les donnees que le paired t-
test (ependant, tous deux imposent que les reque^tes soient independantes, bien que la
enore, de legeres violations a ette regle n'inuenent pas trop les resultats). Mais il
est egalement moins sensible : il ne reagit pas assez vite a des dierenes signiatives.
Nous utilisons don lors de nos experimentations es deux tests en indiquant les ordres
de grandeur des valeurs respetives de p
S
et p
W
. Nous onsiderons que l'hypothese H
0
peut e^tre rejetee si sa probabilite est inferieure a 0.1.
5.2 Apport de ressoures semantiques
Dans leur grande majorite, les systemes de reherhe d'information n'exploitent
pas d'informations de nature linguistique. Lorsqu'ils y ont neanmoins reours, 'est
generalement pour prendre en ompte des onnaissanes de bas niveau (morphologiques,
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syntaxiques). Or, les problemes de la reherhe d'information | omment derire le
ontenu des textes, omment identier le ontenu d'une reque^te dans un texte ? | sont
essentiellement d'ordre semantique, voire oneptuel.
Le reours a des informations linguistiques dans les appliations de reherhe d'infor-
mation vise prinipalement deux objetifs : denir des desripteurs de ontenu orrete-
ment disriminants et non ambigus (index omplexes, index strutures syntaxiquement
(Spark-Jones, 1999)) ; mettre en rapport des formulations dierentes mais semantique-
ment prohes an d'elargir la portee des index ontenus dans les textes et augmenter
ainsi les hanes d'apparier la reque^te et les textes de la base (Debili et al., 1989 ;
Smeaton, 1999).
Dans le premier as, les informations linguistiques mobilisees sont de nature essen-
tiellement morphosyntaxique (segmentation de groupes | hunking |, identiation
de dependanes). Plusieurs travaux ont ete eetues dans e domaine (voir par exemple
(Jaquemin et al., 1997 ; Strzalkowski, 1999)) que nous ne presentons pas dans le adre
de e memoire. Le seond objetif suppose en revanhe la prise en ompte de ressoures
linguistiques de plus haut niveau. Ces ressoures peuvent e^tre preexistantes a la base
| e sont des bases generalistes ommeWordNet| ou diretement issues des textes
omposant la olletion. Quelle que soit leur origine, elles peuvent e^tre integrees dans
le systeme de reherhe de deux faons dierentes : soit lors de la onstrution de
l'index (voir par exemple les travaux de (Sh

utze & Perdersen, 1994) et (Besanon,
2001 ; Rajman et al., 2000)), soit lors de l'interrogation de la base par reformulation
de reque^tes.
C'est ette derniere approhe, plus simple a mettre en uvre, que nous avons hoi-
sie pour verier l'intere^t des relations qualia en RI. Nous presentons dans la setion
suivante le adre general des travaux portant sur l'extension de reque^tes par ressoures
semantiques. Puis nous examinons l'intere^t des liens semantiques nom-verbe, et plus
partiulierement des relations qualia dans e adre.
5.2.1 Extension de reque^tes par ressoures semantiques
L'augmentation des performanes des systemes de reherhe d'information, prin-
ipalement en termes de rappel, passe notamment par le traitement du phenomene
d'equivalene semantique. Un me^me ontenu peut e^tre exprime de maniere dierente,
dans dierentes ongurations syntaxiques, ave dierents mots. Le diagnosti de pa-
raphrase, des lors qu'il depasse le adre strit de la transformation syntaxique, est
extre^mement diÆile a ontro^ler et requiert des informations linguistiques rihes.
5.2.1.1 Utilisation de ressoures externes
La demarhe la plus souvent adoptee onsiste a reourir a une base de onnaissanes
linguistiques regroupant les mots semantiquement prohes, et struturee selon des rela-
tions hyperonymiques ou synonymiques. Les index de la reque^te peuvent par exemple
e^tre automatiquement propages en suivant les liens exprimes dans la base lexiale,
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de maniere a disposer d'une desription etendue de ette reque^te (query expansion).
C'est l'option hoisie par exemple a FT-R&D pour la onsultation du Minitel en fran-
ais (Gilloux et al., 1993). On onna^t le ou^t de onstrution de telles ressoures, qui
amene generalement eux qui adoptent ette approhe a plaider pour l'utilisation de
ressoures generales, mutualisables, dontWordNet (Fellbaum, 1998) onstitue le mo-
dele (Smeaton, 1999). Le gain apporte par le reours a de telles ressoures n'a toutefois
pas ete demontre jusqu'a present. Certaines experienes tendent me^me a invalider ette
approhe (Voorhees, 1994).
Deux aspets de ette demarhe expliquent essentiellement ses limites : tout d'abord,
elle fait l'hypothese d'une ressoure lexiale generale valable hors ontexte. Or, nous
avons vu en setion 1.1.2.1 les limites de l'utilisation de telles bases generalistes sur
des domaines partiuliers. On ne peut en eet pas savoir dans quelle mesure un mo-
dele semantique onu a priori s'avere adequat pour representer le fontionnement de
domaines partiuliers. Or, etendre la reque^te onsiste preisement a tenter de la rap-
proher des douments qu'elle herhe a explorer, en d'autres termes, a l'anrer dans
les mots reellement utilises dans le orpus. En seond lieu, il manque a l'approhe par
thesaurus une reexion linguistique prealable onernant le fontionnement semantique
des desripteurs. Elle mobilise en eet exlusivement les relations lexiales tradition-
nelles (hyperonymie, synonymie). Cette option temoigne d'une vision tres loisonnee
du lexique. Ainsi A. Smeaton (1999) delare n'exploiter de WordNet que les noms,
eux-i etant les prinipaux detenteurs du ontenu des textes. Or, s'il est prouve que les
groupes nominaux onstituent le prinipal mode d'expression des desripteurs, l'apport
semantique d'autres ategories de mots tels que les verbes ne doit pas e^tre neglige pour
realiser l'enrihissement et la reformulation des index.
5.2.1.2 Utilisation de ressoures internes
En alternative a l'utilisation de ressoures generalistes, ertains travaux derivent
diretement de la olletion de douments les onnaissanes semantiques ensuite ex-
ploitees dans le proessus de reherhe.
L'utilisation de oourrenes a notamment fait l'objet tres to^t de plusieurs travaux
(Lesk, 1969 ; van Rijsbergen, 1977). L'idee sous-jaente sur laquelle ils s'appuient est que
tout terme etroitement lie a un terme d'indexation peut lui-me^me e^tre utilise omme
terme d'indexation. En pratique, es termes < etroitement lies > sont alules a partir
des oourrenes frequentes des mots, par des methodes essentiellement numeriques
(voir setion 1.2). Un thesaurus est ainsi onstruit ; lors d'une interrogation, aux termes
de la reque^te sont alors ajoutes les elements du thesaurus qui leur sont prohes, soit en
onsiderant haque mot de la reque^te independamment, soit en onsiderant l'ensemble
de la reque^te (Qiu & Frei, 1993 ; Qiu & Frei, 1995).
L'eÆaite de es approhes d'extension de reque^tes par oourrents est variable
selon les travaux mais auune amelioration franhe des resultats ne semble se degager
quelle que soit la olletion de douments. H. Peat & P. Wilett (1991) expliquent e
phenomene par le fait que les methodes utilisees pour l'extration des oourrenes
favorisent l'aquisition de termes approximativement de me^me frequene. Or les termes
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de la reque^te etant eux-me^mes tres frequents, les termes ajoutes sont eux aussi trop
frequents pour e^tre disriminants.
Notons enn que les travaux se plaant dans le domaine du retour de pertinene (re-
levane feebak), inities par J. Rohio (1971), peuvent egalement s'interpreter omme
une utilisation de ressoures semantiques internes pour l'expansion de reque^tes. En ef-
fet, le prinipe de es travaux (Salton & Bukley, 1990) est d'exploiter les douments
retournes en reponse a une reque^te pour ameliorer dans un seond temps le resultat de
la reherhe. En partiulier, ela peut se faire en extrayant des douments ramenes par
la reque^te originale de nouveaux termes utilises a leur tour pour interroger la base. Les
tehniques utilisees pour l'extration de es nouveaux termes sont variees mais peuvent
se rapproher de elles utilisees pour la onstrution automatique des thesaurus itees
preedemment.
5.2.2 Relations qualia et reherhe d'information
Dans notre ontexte d'extension par verbes semantiquement lies a des noms, le for-
malisme du Lexique generatif a ete hoisi pour le adre formel qu'il propose pour e
type de lien a travers les relations qualia. L'aquisition de es relations sur la olletion
de textes onstituant la base doumentaire doit ainsi mettre au jour des liens seman-
tiques pertinents et attestes entre noms et verbes. Nous plaons don notre approhe
dans la famille vue i-dessus des travaux eetues en expansion de reque^te utilisant des
ressoures internes a la base doumentaire traitee. Nous nous en distinguons epen-
dant par les relations semantiques originales sur lesquelles nous nous onentrons. Plus
preisement, nous herhons a valider les hypotheses suivantes :
{ les ressoures lexiales semantiques permettent d'ameliorer les performanes d'un
systeme de reherhe d'information ;
{ les relations semantiques entre noms et verbes, jugees interessantes pour la RI
par ertains auteurs, le sont eetivement ;
{ es relations doivent e^tre aquises en ontexte a partir de orpus du domaine.
Ce dernier item est porte par deux raisons majeures. Outre le fait que, omme nous
l'avons deja souligne, de telles onnaissanes linguistiques d'ordre semantique dependent
fortement du domaine des textes traites, les relations semantiques dont nous voulons ti-
rer parti, les liens N-V, sont en grande partie absentes des ressoures lexiales existantes.
Ces ressoures, me^me lorsqu'elles sont speialisees, exploitent en eet massivement des
relations lexiales traditionnelles (hyperonymie, et.) et n'integrent pas le type de lien
auquel nous nous interessons. Nous proposons d'evaluer si l'enrihissement des index
peut passer par des liens de nom a verbe (disque dur - stoker ; lettre - ommuniquer)
et non pas seulement par des rapports tels que la synonymie ou l'hyperonymie, ex-
primant des liens de nom a nom (e.g. disque dur - memoire ou message - lettre). Enn,
notre tehnique d'aquisition, presentee dans les hapitres preedents, s'appuyant sur
une approhe essentiellement symbolique, doit permettre de depasser les limites des
tehniques numeriques evoquees par H. Peat et P. Wilett (1991).
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Nous examinons dans la sous-setion suivante les travaux onsiderant le lien N-V
dans une perspetive de reherhe d'information. Nous nous interessons ensuite plus
speiquement aux relations de type qualia et motivons par des onsiderations theo-
riques et pratiques l'intere^t de es relations pour la reformulation de reque^tes.
5.2.2.1 Exploitation du lien nomino-verbal
Si l'on souhaite denir le plus ompletement possible la semantique d'un nom, on
ne peut pas se limiter aux liens intra-ategoriels qu'il entretient ; il faut aussi explorer
les liens N-V qui devoilent d'autres faettes de son sens. Ces liens inter-ategoriels per-
mettent en partiulier d'aeder, a l'instar des liens N-N, a des formulations dierentes
mais semantiquement equivalentes du onept exprime par le nom N. L'importane des
relations N-V pour la denition de la semantique des noms a d'ailleurs ete soulignee par
plusieurs travaux menes en terminologie, analyse et typologie des textes (Bourigault &
Condamines, 1999 ; Klavans & Kan, 1998).
Une experiene de C. Fabre & C. Jaquemin (2000) vise a prendre en ompte la
variation verbo-nominale des termes an d'exploiter e type de lien entre des termes
nominaux (ex :methode d'obtention) et des formulations verbales prohes (ex : obtenues
par d'autres methodes). Ce travail onstitue une premiere etape vers la prise en ompte
de riteres de reformulation semantique pour exploiter la relation nom-verbe. Le but de
ette experiene est d'augmenter l'ensemble des ategories de variation terminologique
traitees par fastr (Jaquemin et al., 1997). Dans ette experiene, seule la relation
nom-verbe validee par un lien morphologique est prise en ompte. Nous proposons
d'etendre le traitement de ette relation inter-ategorielle au as d'assoiations nom-
verbe sans lien morphologique et de tester l'inuene de e lien en RI.
Cette hypothese selon laquelle les liens semantiques entre noms et verbes peuvent
e^tre exploites en RI n'est ertes pas nouvelle. G. Grefenstette, par exemple, souligne
l'importane de tels liens syntagmatiques pour aider a preiser et a desambigu

ser les
noms ontenus dans des reque^tes ourtes (Grefenstette, 1997). Il montre ainsi qu'un
moyen de arateriser semantiquement un nom omme researh est d'extraire l'ensemble
des verbes utilises ave e nom, de maniere a reenser e que la reherhe permet de
faire (researh show , researh reveal , et.) et e qui est fait en diretion de la reherhe
(do researh, support researh, et.). Nous proposons, pour notre part, un moyen de syste-
matiser ette approhe utilisant les liens N-V en RI et de nous donner un ritere pour
denir les paires pertinentes : nous ne retenons, parmi les paires N-V possibles pour la
reformulation semantique, que elles qui sont derites dans la struture des qualia du
Lexique generatif, reprennant en ela l'idee developpee dans P. Bouillon (2000b).
5.2.2.2 Pertinene du lien N-V qualia
Jusqu'ii, l'objetif prinipal de J. Pustejovsky a surtout ete de montrer que les
strutures des qualia, telles qu'elles sont denies dans le Lexique generatif (Pustejovsky,
1995 ; Bouillon & Busa, 2001), permettent de representer adequatement la polysemie lo-
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gique des expressions linguistiques, entre autres les dierenes dans la forme syntaxique
d'un argument (exemple 5.1).
Exemple 5.1 (Dierenes dans la forme syntaxique)
a. je ommene le livre (+np)
b. je ommene a lire le livre (+vp)
Nous proposons d'evaluer l'intere^t de l'utilisation des representations proposees pour
gerer e type d'expressions metonymiques pour predire les prediats pertinents du point
de vue de la reherhe d'information. Par exemple, l'exploitation de es representations
rihes permet de depasser ertaines dierenes de formulation ; il est ainsi possible
d'apparier les phrases a et b de l'exemple 5.1.
Sur le plan pratique, la validite de l'approhe onsistant a exploiter les relations
qualia en RI a deja ete partiellement testee. Tout d'abord, C. Fabre (1996) a montre
que les ouples qualia pouvaient e^tre utilises pour aluler la representation semantique
de sequenes binomiales (voir setion 2.3.2.1), et orent ainsi des possibilites etendues
de reformulations des index omposes. C. Fabre & P. Sebillot (1999) ont exploite es
relations semantiques au sein d'un servie telematique (annuaire du Minitel).
Une autre experiene a egalement ete menee dans un servie de doumentation
d'une banque belge (Vandenbrouke, 2000). Les doumentalistes de e servie utilisent
traditionnellement des reque^tes booleennes ave des termes nominaux. Il leur a ete de-
mande d'evaluer, de maniere ompletement qualitative, la pertinene des verbes qualia
pour leur ta^he de reherhe. Pour e faire, a haque reque^te, les verbes qualia assoies
aux noms presents dans leur question leur etaient proposes pour speier leur reherhe.
Il a ete montre que ela leur permettait d'aeder a ertains douments auxquels ils
n'auraient pas penser et pas pu obtenir ave la reque^te originale. Bien que purement
qualitative et eetuee sur un faible nombre de doumentalistes es resultats sont en-
ourageants et abondent dans le sens de l'utilite d'assoier des verbes qualia a des
reque^tes au sein d'un systeme de reherhe doumentaire.
D'autres travaux, relevant plus de l'indexation et de l'aide a la reherhe abondent
egalement dans e sens. Ainsi, il a ete montre (Pustejovsky et al., 1997) que les stru-
tures des qualia peuvent aussi servir a alimenter une toile lexiale (lexial web), 'est-
a-dire un reseau de termes pertinents et de relations qui, ensemble, denissent le sujet
d'un texte, a la maniere d'un index traditionnel. Ce reseau, mis a plat et presente
omme l'index d'un livre, permet a l'utilisateur de naviguer dans le texte. Pour disk,
par exemple, J. Pustejovsky et al. (1997) proposent l'ensemble des relations N-V repre-
sentee en gure 5.2 qui, selon eux, denissent extensionnellement le sens du mot dans
le domaine traite (la doumentation tehnique de Maintosh, Maintosh Referene).
5.3 Extension de reque^tes par ouples qualia
Comme nous venons de le voir, les liens semantiques entre noms et verbes, et
plus speialement les liens N-V qualia, semblent partiulierement interessants dans
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Fig. 5.2 { Toile lexiale de disk selon J. Pustejovsky et al. (1997)
un ontexte de reherhe d'information. Nous nous proposons dans ette partie d'en
verier experimentalement l'intere^t en se servant de ouples N-V en relation qualia
pour etendre des reque^tes et ainsi mesurer l'impat sur la pertinene des douments
retournes.
Nous presentons dans la setion suivante le protoole selon lequel se deroule es
experimentations. Nous derivons ensuite plus speiquement en setion 5.3.2 la mise-
en-uvre de l'extension de reque^tes a l'aide des relations qualia aquises automatique-
ment par asares. Enn, nous examinons et disutons les resultats obtenus par ette
tehnique d'extension sur notre olletion de test dans la setion 5.3.3.
5.3.1 Protoole experimental
Le protoole experimental que retenons pour nos experimentations se veut le plus
usuel possible. La premiere sous-setion presente le adre tehnique adopte, et plus
partiulierement le SRI utilise et ses dierents parametrages. Nous detaillons ensuite les
arateristiques de la olletion de test sur laquelle nous evaluons l'intere^t de l'extension
de reque^tes par ouples qualia. Nous exposons enn le mode de onstitution des ouples
qualia devant e^tre exploites pour ette extension.
5.3.1.1 Systeme de reherhe
Le systeme de reherhe d'information que nous utilisons pour nos experimentations
est smart, le systeme developpe par G. Salton (1971) pour mettre en uvre ses idees
onernant le modele vetoriel. Il est enore tres utilise de nos jours et sert de referene
pour evaluer les systemes plus reents. Ce SRI est don partiulierement indique dans
notre as puisque nous voulons montrer l'intere^t de l'extension de reque^tes par ouples
qualia dans les onditions les plus usuelles possibles.
Parmi les dierents shemas de ponderation qu'ore e systeme (voir se-
tion 5.1.2.2), nous utilisons le shema de ponderation lt:lt. Ce shema est l'un des
plus ommunement utilise ; il orrespond a une ponderation pour les reque^tes et les
douments onjuguant une ponderation loale en logarithme de la frequene, a une
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ponderation globale equivalente a la frequene doumentaire inverse et a la normalisa-
tion du osinus.
5.3.1.2 Colletion de test
Les donnees utilisees lors de nos experimentations sont issues de la ampagne d'eva-
luation des systemes de reherhe d'information Amaryllis (Coret et al., 1997 ; Landi
et al., 1998). Les donnees de ette ampagne se deomposent en deux parties ontenant
haune un orpus, un jeu de reque^tes et leurs reponses : l'une sert pour entra^ner les sys-
temes | e sont les donnees d'entra^nement| et l'autre sert au test (nouvelles reque^tes
sur un orpus onnu, reque^tes onnues sur de nouveaux douments, nouvelles reque^tes
sur de nouveaux douments). Notre experiene d'extension de reque^tes et les parame-
trages de notre SRI ne reposant pas sur une methode d'apprentissage, les donnees que
nous utilisons eetivement sont elles orrespondant a la seule phase d'entra^nement
de la ampagne Amaryllis.
Nous travaillons don sur un orpus fournis par l'OFIL (Observatoire franais des
langues) regroupant des artiles du journal Le Monde sur une periode de trois mois, d'un
jeu de reque^tes et de leurs reponses. Ainsi, e sont 11 016 artiles (haun represente un
doument et est identie par un numero unique) qui omposent notre base doumentaire

 (voir les exemples donnes en annexe C.1). Pour haune des 26 reque^tes du jeu de
test, une liste non nulle des identiateurs des douments pertinents est fournie.
Les reque^tes ont ete onstruites a partir de questions reelles d'utilisateurs et sont
struturees en un domaine general, un titre, une question detaillee en langage naturel,
une expliation des douments attendus en reponse, et d'une liste de onepts (sous
forme de mots-les) prohes (voir un extrait de es reque^tes en annexe C.2). Les reponses
aux reque^tes servant de referene pour l'evaluation ont ete etablies par un groupe de
juges humains.
5.3.1.3 Constitution de la olletion de ouples qualia
Une olletion de ouples qualia neessaires a l'extension de reque^tes est onstruit
a partir du orpus onstitue de tous les douments de 
. Pour ela, nous utilisons
le systeme asares dans sa version semi-supervisee integree derite en setion 4.2.2.2.
L'ensemble des artiles a don ete etiquete ; a la dierene du orpus matra-r, nous
avons utilise ette fois-i l'outil ordial analyseur
2
et auun etiquetage semantique
n'a ete realise. Une premiere phase d'extration statistique, utilisant ette fois-i le o-
eÆient du loglike, a ensuite ete menee et a servi a denir deux ensembles ponderes
d'exemples positifs et negatifs. La phase d'apprentissage sur es deux ensembles a per-
mis d'inferer des patrons morphosyntaxiques qui ont ensuite ete appliques aux artiles
pour en extraire les ouples qualia. Les ouples extraits sont rassembles dans une base
lexiale ave leur nombre de detetions (nombre d'ourrenes trouvees par les patrons
inferes).
2
Cordial analyseur est un produit de la soiete Synapse Developpement ; http:www.synapse-
fr.om.
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5.3.2 Desription de la methode d'extension des reque^tes
Nous presentons dans ette partie la mise en uvre de la phase d'extension de
reque^tes adoptee dans nos experienes. Nous examinons en premier lieu diverses onsi-
derations nous amenant a faire ertains hoix quant a la taille des reque^tes que nous
utilisons. Nous detaillons ensuite les dierents parametres intervenant dans l'ajout des
verbes qualia aux reque^tes originales.
5.3.2.1 Besoins reels et taille des reque^tes
Les systemes de reherhe doumentaires sont tres largement utilises par le grand
publi, prinipalement a travers les moteurs de reherhe, generalistes ou speialises,
sur le Web. Beauoup de es utilisateurs sont novies et possedent peu de onnaissanes
sur les prinipes de la reherhe d'information, e qui se traduit en pratique par une
utilisation tres partiuliere des systemes de reherhe.
En e qui onerne l'interrogation, l'ensemble des etudes eetuees a partir des
logs de moteurs de reherhe du Web montre une utilisation extre^mement pauvre des
fontionnalites proposees par les systemes. Cela se manifeste par des reque^tes tres
ourtes, en moyenne inferieure a deux mots (Jensen et al., 1998 ; Jensen et al., 2000 ;
Silverstein et al., 1998), et une quasi absene d'operateurs booleens ou de ponderations
lorsque eux-i existent.
La phase d'examen des resultats est elle aussi symptomatique d'une utilisation mi-
nimaliste des moteurs par la majorite de leurs utilisateurs. En eet, selon es me^mes
etudes, parmi les douments retournes par le systeme en reponse a une reque^te, un
utilisateur ne onsulterait en moyenne que les 10 a 20 premiers.
Sans se plaer expliitement dans un adre de reherhe doumentaire de type Web
ou grand publi, il est important de onsiderer es faits lors de la onstrution et de
l'evaluation des systemes de reherhe. Cela a notamment ete fait dans les ampagnes
de type TREC par la reation des evaluations short query. Pour notre part, ertains
des parametres de nos experienes sont xes pour orrespondre au mieux a des utilisa-
tions reelles d'un SRI. Ainsi, rejoignant les onlusions de C. de Loupy & M. El-Beze
(2002), les reque^tes que nous utilisons sont uniquement omposees des titres des re-
que^tes Amaryllis. Par exemple, la reque^te 1 (f. annexe C.2), non etendue, utilisee
lors des experimentations derites i-dessous, est : La separation de la Theoslovaquie. Le
nombre de mots pleins utilises est ainsi plus prohe d'une utilisation du systeme de
reherhe dans des onditions reelles et ouvertes.
5.3.2.2 Extension des reque^tes
Choix des elements d'extension
Pour tester l'apport des verbes qualia a la reherhe doumentaire, nous proposons
d'etendre haque reque^te ave les verbes qualia orrespondant aux noms ommuns
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presents dans ette reque^te. La strategie utilisee en pratique pour realiser ette extension
est tres simple :
{ le nombre maximum de verbes ajoutes par nom, note Nb
V
, est xe (nous etudions
l'eet de Nb
V
sur les performanes du systeme en setion 5.3.3.2) ;
{ tous les noms presents dans la reque^te sont andidats a l'extension ;
{ pour un nom xe, les Nb
V
verbes qualia hoisis dans la olletion de ouples sont
eux ayant ete detetes le plus de fois par asares.
Cette extension de reque^te se fait don en onsiderant les noms de la reque^te de
maniere disjointe, mais prend en ompte, a travers le hoix des verbes detetes le plus
souvent, une sorte de degre de ertitude fourni par notre systeme d'aquisition.
Composition de la reque^te etendue
La reque^te etendue se ompose don des termes de la reque^tes originale et des verbes
qualia. Cette reque^te etendue ne remplae pas l'anienne reque^te ; ette derniere est en
eet egalement utilisee lors de la reherhe gra^e aux meanismes de sous-veteurs
proposes dans l'extension du modele vetoriel de E. Fox (1983). Dans e modele, les
reque^tes sont omposees de sous-veteurs, haun de es veteurs pouvant representer
un type d'information dierent appele type pour onept type.
La similarite d'un doument et d'une reque^te est la somme ponderee des similarites
selon haque sous-veteur. En notant C l'ensemble des types et Q
i
le sous-veteur de
Q orrespondant au type i, ela se traduit par :
sim(Q;D) =
X
i2C

i
 sim(Q
i
;D)
ou les 
i
sont les poids assoies a haque sous-veteur, representant l'inuene que l'on
souhaite donner au sous-veteur dans le alul similarite.
Cette extension du modele vetoriel standard est partiulierement adaptee a la ma-
nipulation d'extensions ou de reformulations. E. Voorhees (1994) l'utilise par exemple
dans ses experienes onsistant a etendre des reque^tes ave des termes appartenant au
me^mes synsets de WordNet que les termes de la reque^te. Une telle tehnique permet
de dierenier les types d'extension eetuee et de onserver la reque^te originale lors
de la reherhe des douments.
Dans notre as, nous onsiderons deux types, 'est-a-dire deux sous-veteurs om-
posant le veteur reque^te : le type 1 represente la reque^te originale et le type 2 la
reque^te etendue. Le rapport entre les poids 
1
et 
2
est appele par la suite taux de
mixite (note Tx). Par exemple un taux de mixite de 1/3 indique que la reque^te etendue
a 3 fois plus de poids que la reque^te originale. L'inuene de e taux sur les performanes
du systeme de reherhe est etudiee en setion 5.3.3.3.
5.3.3

Evaluation des performanes de l'extension de reque^tes
Comme nous l'avons vu, beauoup de parametres interviennent de maniere non
negligeable dans le systeme de reherhe utilise et dans la tehnique realisant l'extension
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de reque^tes ave les verbes qualia. L'examen de l'inuene exate de haun de es
parametres, en fontion de tous les autres parametres intervenants, serait omplexe a
mettre en uvre, et l'analyse et la visualisation des resultats seraient pour le moins
diÆile.
Nous proposons de nous attaher a une etude de quelques-uns de es parametres en
xant les autres a des valeurs arbitraires pour faire ressortir leur ro^le dans les variations
de performanes. On qualiera d'extension de referene le systeme de reherhe utilisant
des reque^tes etendues et parametre ave l'ensemble de es valeurs par defaut.
Nous etudions i-dessous les performanes de e systeme de referene, puis nous etu-
dions dans un seond temps l'inuene de la taille de l'extension sur es performanes.
Nous analysons ensuite de la me^me maniere l'inuene du taux de mixite, 'est-a-dire
du poids relatif donne aux extensions par rapport aux termes originaux de la reque^te.
Les performanes de es dierents parametrages sont omparees a elles du systeme
de reherhe n'utilisant que les reque^tes originales. Il faut noter que l'ensemble de es
experienes est realise sur la olletion OFIL lemmatisee.
5.3.3.1 Performanes de l'extension de referene
Le systeme servant de referene par la suite a les arateristiques suivantes :
{ le shema de ponderation utilise pour l'indexation est lt:lt (voir les se-
tions 5.1.2.2 et 5.3.1) ;
{ 5 verbes par noms sont ajoutes en extension a la reque^te (Nb
V
= 5) ;
{ le taux de mixite (le poids relatif du sous-veteur reque^te originale/reque^te eten-
due) est de 1/3 ;
En pratique, le hoix de es dierents parametres a ete fait par sondage de faon a
e que le systeme resultant soit elui maximisant la preision moyenne non interpolee
(NIAP).
Resultats
La gure 5.3 presente les ourbes rappel-preision du systeme de referene ompare
au me^me systeme mais utilisant uniquement les reque^tes originales (sans extension).
Deux jeux de ourbes sont fournis : l'un derit les performanes de es deux systemes
en xant le nombre de douments examines (DCV) a 20, l'autre onsidere tous les
douments pertinents. Il en ressort que l'extension semble avoir un eet beneque no-
table sur la preision lorsque le rappel est inferieur a 30% ; au-dela de ette limite les
systemes ave extension et sans extension se omportent de maniere identique. On re-
marque egalement qu'a rappel identique, l'extension de reque^te ameliore plus nettement
les performanes lorsque le DCV est xe a 20 douments.
Cette derniere remarque est par ailleurs onrmee par la gure 5.4 representant
la preision du systeme alulee sur les 5, 10, 15, 20, 30, 50, 100, 200, 500, 1 000,
2 000 et 5 000 premiers douments retournes. L'amelioration amenee par l'extension
de reque^te (notee ii par Nb
V
= 5) par rapport au me^me systeme utilisant les reque^tes
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Fig. 5.3 { Courbes rappel-preision du systeme de referene ave et sans extensions
non etendues (notee par Nb
V
= 0) est agrante pour des DCV < 20. Au-dela de e
seuil, auune modiation n'est apportee par l'ajout de verbes qualia.
Ces remarques sont egalement onrmees par les donnees reueillies dans le ta-
bleau 5.4. Dans e dernier, seules les mesures jugees statistiquement signiatives par
l'un des deux tests employes sont indiquees. Les probabilites non indiquees sont su-
perieures au seuil xe de 0.1. Toutes les dierenes statistiquement signiatives sont
positives, 'est-a-dire au benee de l'extension de reque^tes. Le resultat prinipal que
l'on observe est une nette amelioration des performanes, a la fois en termes de rappel
et de preision, pour des faibles DCV (5, 10 et 30 douments), gra^e a l'ajout des verbes
qualia a la reque^te. La preision globale du systeme, mesuree par la preision moyenne
interpolee et non interpolee, en beneie egalement ave une augmentation legere mais
signiative. Les taux de rappel et de preision mesures sur les 5 000 premiers dou-
ments sont eux aussi en tres legere hausse, ainsi que la R-preision, ave l'utilisation
des reque^tes etendues.
Disussion des resultats
D'apres les resultats preedents, il semble que l'utilisation des verbes qualia permette
de retrouver plus rapidement des douments qui auraient nalement ete proposes a
l'utilisateur, mais a des rangs prohibitifs. Ainsi, l'extension onentre en te^te de liste
les douments pertinents, plus qu'il n'agit sur la preision au detriment du rappel
omme ela est souvent dit en reherhe doumentaire.
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Fig. 5.4 { Preisions du systeme de referene selon dierents DCV
Sans extension Ave extension Amelioration Probabilite
(%) (%) (%) de H
0
IAP 27.01 27.77 +2.81% p
S
< 0:05, p
W
< 0:1
NIAP 25.32 25.91 +2.33% p
S
< 0:05
P(5) 30.77 33.08 +7.5% p
S
< 0:1
P(10) 28.08 30.38 +8.22% p
S
< 0:025, p
W
< 0:06
P(30) 22.56 23.21 +2.84% p
S
< 0:05, p
W
< 0:08
P(5000) 0.41 0.42 +1.11% p
S
< 0:05
R(5) 8.14 8.61 +5.8% p
S
< 0:1
R(10) 15.35 16.86 +9.79% p
S
< 0:025, p
W
< 0:1
R(30) 34.91 35.53 +1.78% p
S
< 0:05, p
W
< 0:08
R(5000) 92.77 94.52 +1.89% p
S
< 0:025
R-Pre 29.24 29.49 +0.86% p
S
< 0:1
Tab. 5.4 { Performanes de l'extension de reque^te
D'un point de vue pratique, ette extension de reque^tes par ressoures semantiques
| a savoir des verbes qualia lies aux noms ontenus dans la reque^te | permet don
d'ameliorer legerement les performanes globales d'un systeme de reherhe doumen-
taire standard. Mais ette extension est partiulierement performante, et don interes-
sante a mettre en uvre, pour les systemes neessitant une bonne preision et un bon
rappel des les premiers douments retournes a l'utilisateur. Un tel proessus d'exten-
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sion serait par exemple partiulierement protable a des systemes grand publi pour
lesquels on sait qu'en moyenne seuls les 20 premiers douments retournes sont onsultes
par les utilisateurs (voir setion 5.3.2.1).
Par ailleurs, l'extension a l'aide de verbes est interessante a un autre titre. Les
utilisateurs de SRI, me^me avertis, ont tendane a speier naturellement une reque^te
en y ajoutant de nouveaux noms. L'extension par verbes qualia permet don de faire
emerger des douments qui n'auraient pas neessairement ete trouves par une extension
manuelle.
5.3.3.2 Inuene de la taille de l'extension
Nous etudions dans ette setion l'inuene de la taille de l'extension sur les perfor-
manes de notre systeme de reherhe standard. Pour e faire, nous faisons varier le seul
parametre Nb
V
(le nombre de verbes qualia ajoutes pour haque nom de la reque^te) du
systeme de referene et omparons les mesures reueillies a elles du systeme n'utilisant
auune extension de ses reque^tes.
Variation de la preision
Les gures 5.5, 5.6 et 5.7 presentent l'eet de la taille de l'extension sur la preision
mesuree a dierents DCV. Seules les preisions pour des seuils de douments (DCV)
allant de 0 a 100 sont presentees, auune inuene de l'extension n'etant onstatee
au-dela. La taille de l'extension, 'est-a-dire le nombre Nb
V
de verbes qualia ajoutes
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Fig. 5.5 { Variation de la preision selon dierents DCV et 1  Nb
V
 4
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Fig. 5.6 { Variation de la preision selon
dierents DCV et 5  Nb
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Fig. 5.7 { Variation de la preision selon
dierents DCV et 10  Nb
V
 25
Sans Extension Extension Extension Extension
extension Nb
V
= 1 Nb
V
= 2 Nb
V
= 3 Nb
V
= 4
(%) (%) (%) (%) (%)
IAP 27.01 (27.19 0.65%) 27.46 1.63% 27.68 2.47% 27.77 2.8%
P(5) 30.77 (31.54 2.5%) 34.62 12.5% 33.84 10% 33.08 7.5%
P(10) 28.08 29.62 5.48% 30.38 8.22% 30 6.85% 30.38 8.22%
P(15) 26.15 (26.41 0.98%) 26.92 2.94% 26.67 1.96% (26.41 0.98%)
R(5) 8.14 (8.24 1.3%) 8.89 9.29% 8.73 7.33% 8.61 5.8%
R(10) 15.35 16.35 6.46% 16.98 10.58% 16.86 9.8% 16.86 9.8%
R(15) 21.14 21.52 1.81% 21.82 3.19% 21.52 1.8% (21.48 1.61%)
Tab. 5.5 { Performanes de l'extension de reque^te pour de faibles DCV
par nom, semble inuer de maniere relativement moderee sur les resultats, du moins
pour des extensions de taille faible ou moyenne (Nb
V
< 15). Au-dela de e seuil,
l'amelioration pour des DCV petits est plus anedotique. Le tableau 5.5, dans lequel
apparaissent entre parentheses les valeurs n'ayant pas ete detetees signiatives par
les tests de Student ou de Wiloxon, detaille les resultats obtenus pour de faibles DCV
(5, 10, 15 douments). Il permet de noter que le pi est atteint pour une valeur de Nb
V
de 2 verbes par nom. On a alors de tres interessantes ameliorations des performanes
du systeme, a la fois en termes de rappel et de preision pour es faibles DCV. Ces
ameliorations, tres loalisees, permettent d'ameliorer la preision globale du systeme,
mesuree ii par IAP.
Pour toutes les valeurs deNb
V
testees, 'est-a-dire pour toutes les tailles d'extension,
la preision mesuree sur les 10 premiers douments est amelioree de faon statistique-
ment signiative. En revanhe, la taille de l'extension elle-me^me ne semble pas avoir
d'importane, la preision variant legerement d'une valeur de Nb
V
a une autre sans
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suivre de shema partiulier. Cela est atteste en gure 5.8.
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Fig. 5.8 { Variation de la preision a 10 douments selon dierents Nb
V
Variation du rappel
Comme nous le onstatons en gure 5.9, le taux de rappel est lui aussi inuene
par la taille de la reque^te. Selon ette gure, l'extension de reque^tes semble agir die-
remment selon les DCV. Pour de faibles DCV, on retrouve les ameliorations onstatees
preedemment, dans des amplitudes assez variables selon la taille de l'extension. Pour
des DCV ompris entre 20 et 1 000 douments, le rappel est identique, voire legerement
inferieur a elui obtenu par la reque^te sans extension. Au-dela de e seuil, on onstate
de nouveau une amelioration du taux de rappel, atteignant un maximum pour un DCV
de 5000 douments, assez faible mais veriee quel que soit le nombre de verbes qualia
ajoutes aux reque^tes.
Cette amelioration du rappel pour un DCV xe a 5000 douments est detaillee en
gure 5.10. On onstate que l'amelioration du taux de rappel ro^t regulierement ave
la taille de l'extension. Cela onrme l'intuition selon laquelle l'ajout de verbes qualia
permet de trouver plus de douments pertinents dans la base doumentaire.
5.3.3.3 Inuene du taux de mixite
Nous etudions i-dessous l'inuene du taux de mixite, 'est-a-dire du poids relatif
de la reque^te originale et de la reque^te etendue, sur les performanes de notre systeme
de reherhe. Nous xons don ette fois-i Nb
V
a 5 verbes par nom et faisons varier
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Fig. 5.9 { Variation du rappel (en pourentage) pour dierents DCV
le seul parametre Tx. Comme preedemment, nous omparons les mesures reueillies a
elles du systeme n'utilisant auune extension de ses reque^tes.
Taux de mixite
Les gures 5.11 et 5.12 presentent l'eet de la taille de l'extension sur la preision
mesuree pour des seuils de douments allant de 0 a 100, auune inuene de l'extension
n'etant onstatee pour des DCV superieurs. On observe que quelle que soit la valeur
de e taux, l'extension se traduit par une amelioration plus ou moins importante de
la preision pour des DCV inferieurs a 15 douments. Par ailleurs, plus e taux donne
de l'importane a l'extension, plus l'amelioration est importante pour es faibles DCV.
Cela se onstate en partiulier pour les taux de rappel et de preision a DCV = 10, dont
on indique les gains pour dierents taux de mixite possibles en gures 5.13 et 5.14.
Dans le as ou le taux de mixite donne plus de poids a la reque^te originale qu'a
l'extension, les resultats sont plus faibles, mais plus nombreux a e^tre statistiquement
signiatifs, omme ela peut se verier dans le tableau 5.6. Au ontraire, omme
on le onstate dans le tableau 5.7, un poids important donne a l'extension produit
des resultats plus tranhes, ave des ameliorations de l'ordre de 10% du rappel et
de la preision pour un DCV xe a 10 douments, mais aussi des degradations de
performanes signiatives pour des DCV entre 50 et 1 000 douments.
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Fig. 5.10 { Variation du rappel (en pourentage) a DCV xe a 5 000 douments
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Fig. 5.11 { Variation de la preision selon
dierents DCV et 1=5  Tx  1=1
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Fig. 5.12 { Variation de la preision selon
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ision selon
dierents Tx a DCV = 10
0
2
4
6
8
10
12
21/1 16/1 11/1 6/1 1/1 1/6 1/12 1/17 1/221/25
G
ai
n 
de
 ra
pp
el
 (%
) à
 D
CV
 = 
10
Taux de mixité (Tx)
P(10) à Nv = 0
P(10) selon Tx
Fig. 5.14 { Variation du rappel selon dif-
ferents Tx a DCV = 10
Sans Extension
extension Tx = 2/1
(%) (%)
NIAP 25.32 25.59 1.06%
P(10) 28.08 29.62 5.48%
P(30) 22.56 22.82 1.13%
P(50) 18.46 18.61 0.83%
P(200) 6.84 6.94 1.40%
P(1000) 1.87 1.88 0.82%
P(2000) 0.99 1.00 0.39%
P(5000) 0.41 0.42 0.92%
R(10) 15.35 15.97 4.02%
P(30) 34.91 35.09 0.53%
R(50) 47.37 47.58 0.46%
R(200) 66.76 68.72 2.93%
R(1000) 86.22 86.58 0.42%
R(2000) 90.20 90.62 0.46%
R(5000) 92.77 94.20 1.54%
Tab. 5.6 { Performanes de l'extension de
reque^te a Tx = 2/1
Sans Extension
extension Tx = 1/15
(%) (%)
P(10) 28.08 30.38 8.22%
P(50) 18.46 18.00  2:50%
P(1000) 1.87 1.80  3:70%
P(5000) 0.41 0.42 1.11%
R(10) 15.35 16.86 9.79%
R(50) 47.37 45.58  3:78%
P(1000) 86.22 83.94  2:65%
P(2000) 90.20 90.42 0.24%
P(5000) 92.77 94.52 1.89%
R-Pre 29.24 28.13  3:79%
Tab. 5.7 { Performanes de l'extension de
reque^te a Tx = 1/15
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Bilan et disussion
Synthese
Le but premier des travaux presentes dans e memoire etait de developper un outil
d'aquisition d'informations lexiales semantiques sur orpus devant repondre a un
objetif triple :
1. Il devait tout d'abord bien entendu fournir des resultats de bonne qualite.
2. Ensuite, le fontionnement de e systeme d'aquisition devait e^tre interpretable,
'est-a-dire que son proessus et ses resultats soient apprehendables par un utili-
sateur.
3. Enn, partant du onstat que es informations sont neessaires pour de nom-
breuses appliations du TAL, mais speiques a haune d'elles et au domaine
traite, le dernier ritere de e triple objetif etait que l'outil developpe soit gene-
rique et aisement portable.
Pour atteindre et objetif, nous nous sommes plae dans le adre formel de l'ap-
prentissage symbolique supervise, relativement peu employe pour e type de ta^he. Plus
preisement, notre outil, asares, exploite la programmation logique indutive pour in-
ferer des patrons d'extration morphosyntaxiques et semantiques a partir d'exemples
d'ourrenes en ontexte des informations reherhees. Ces patrons sont ensuite utili-
ses pour aquerir de nouvelles instanes de es informations au sein du orpus. Cette
approhe permet a notre outil d'obtenir de bons resultats, et les patrons inferes four-
nissent une denition operationnelle et interpretable par des linguistes du onept me^me
de l'information reherhee. Cet interpretabilite, ainsi que l'eÆaite de la phase d'infe-
rene, sont assurees en pratique par les adaptations de l'algorithme de PLI a nos besoins
speiques que nous avons eetuees. De plus, la souplesse d'utilisation de la PLI per-
met, a travers l'utilisation d'exemples idoines, de s'interesser a l'aquisition de tout type
d'information semantique lexiale, e qui onfere a notre outil une bonne generiite. Ce
dernier ritere est par ailleurs renfore par la ombinaison originale que nous proposons
de ette tehnique symbolique ave une methode d'aquisition numerique. L'approhe
semi-supervisee resultante permet ainsi a asares d'e^tre plus automatique et don plus
failement portable. Notre outil repond ainsi a l'ensemble de notre triple objetif, me^me
si quelques problemes de ou^ts, notamment dus a l'etiquetage semantique, n'ont reu
qu'une reponse partielle.
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Pour verier la validite de notre approhe, nous avons hoisi d'appliquer asares a
l'aquisition de relations semantiques tres peu etudiees : les relations nom-verbe qualia,
proposees dans le modele du Lexique generatif de J. Pustejovsky. Ce adre applia-
tif reve^tait deux intere^ts. D'une part, les relations qualia sont denies dans le Lexique
generatif de maniere purement theorique ; l'interpretabilite linguistique des patrons pro-
duits par asares nous a permis a e titre d'en etudier et d'en formaliser les realisations
reelles en ontexte, ontribuant ainsi a une meilleure onnaissane de es objets lin-
guistiques. Il ressort de ette etude que les relations N-V qualia sont portees par des
shemas simples mais inhabituels, a la fois en termes d'elements manipules et de ni-
veau de generalisation, et relativement propres au orpus. D'autre part, es relations
nomino-verbales, bien qu'assez peu etudiees, semblent interessantes dans un ontexte
de reherhe d'information pour donner aes a des formulations dierentes mais se-
mantiquement equivalentes d'une me^me idee. Pour verier la portee reelle de ette
aÆrmation, nous avons evalue experimentalement l'intere^t des relations qualia pour
etendre des reque^tes au sein du systeme de reherhe d'information (SRI) smart. Les
resultats que nous avons obtenus montrent une amelioration globale des performanes
du SRI, signiative mais de faible amplitude. Cette amelioration est plus partiuliere-
ment sensible sur ertains points loalises : la pertinene des dix premiers douments
retournes beneie notamment nettement de l'extension des reque^tes par les relations
qualia, me^me si es resultats demandent a e^tre onrmes par d'autres tests. Cela est
d'autant plus interessant que es ameliorations loalisees orrespondent a l'usage stan-
dard qui est fait des moteurs de reherhe grand publi. L'utilisation des relations
qualia pour l'extension de reque^tes est avantageuse a un autre titre. En eet, omme
nous l'avons deja signale, elle orrespond a une preision semantique verbale qui n'est
pas elle que fait intuitivement un humain, e dernier ayant pluto^t tendane a ajou-
ter des noms a la reque^te s'il veut plus de pertinene dans les douments retournes.
Cette extension par des relations qualia lui permet don d'avoir aes a des variantes
auxquelles il ne serait ertainement pas parvenu par lui-me^me. Enn, es resultats sont
enourageants pour l'utilisation de ressoures semantiques aquises automatiquement
sur orpus dans les SRI. En eet, dans les travaux presentes dans e memoire, nous nous
sommes foalise sur une sorte de relations semantiques tres preise et tres restreinte.
D'autres types d'informations semantiques pourraient e^tre utilises de la me^me maniere
et ainsi, me^me si quelques travaux de e genre font etat de resultats mitiges, multiplier
les eets beneques sur les performanes d'une reherhe doumentaire.
Perspetives
De nombreuses perspetives sont ouvertes sur dierents aspets de notre travail,
aussi bien tehniques, a travers le fontionnement d'asares, qu'appliatifs, a travers
l'aquisition d'elements du Lexique generatif et leur utilisation en RI.
L'approhe utilisee dans la phase d'apprentissage d'asares, onsistant a inferer
des patrons manipulant des informations issues d'etiquetages, peut e^tre qualiee de
knowledge-poor. En eet, auune onnaissane autre que elle apportee par es eti-
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quetages, morphosyntaxiques ou semantiques, n'est exploitee. En onjontion de es
informations, on peut imaginer en utiliser d'autres, par exemple morphologiques ou
bien enore syntaxiques. Dans e dernier as, les relations de dependanes syntaxiques
telles que elles ajoutees par des outils omme syntex (Bourigault & Fabre, 2000)
pourraient onstituer d'exellents prediats relationnels. De me^me, les prediats stru-
turels (pred/2 ou su/2) utilises dans asares forment de la maniere la plus simple la
struture des patrons. On pourrait a e titre enrihir notre langage d'hypotheses par
des relations plus omplexes permettant une expressivite de nos patrons plus prohe de
elle des expressions regulieres par exemple. Ce type d'enrihissement, s'il est possible,
doit ependant repondre a deux riteres importants. Il doit d'une part onserver l'inter-
pretabilite linguistique des patrons produits et, d'autre part, ne pas rendre le proessus
d'inferene, simplie jusqu'ii par l'emploi de prediats deterministes et de l'identite
objet, d'une omplexite alulatoire trop importante.
On peut plus generalement se demander si n'importe quelle relation semantique est
modelisable a l'aide de shemas ontextuels tels que les patrons d'extration que nous
inferons.

A ette question, J. Pearson (Pearson, 1998) apporte en partie une reponse :
il ressort de son etude sur les elements denitoires que l'utilisation de patrons lexio-
syntaxiques se revele inadaptee pour apturer la notion de synonymie entre termes
alors me^me qu'elle donne de bons resultats pour d'autres relations paradigmatiques
telles que l'hyperonymie (voir (Morin, 1999)).

A l'issue de nos travaux presentes dans
e memoire, ette question reste ouverte et sa reponse ne peut e^tre trouvee que par
la multipliation d'experienes d'aquisition d'informations semantiques variees sur des
donnees diverses.
Notre outil d'aquisition peut egalement beneier des travaux portant sur le deve-
loppement, aussi bien theorique que pratique, des methodes de programmation logique
indutive. Tout d'abord, la PLI, ontrairement a beauoup d'autres methodes d'ap-
prentissage, ne peut se ramener dans le as general au modele d'apprenabilite PAC de
Valiant (Valiant, 1984), me^me si ertains travaux ont montre que des sous-ensembles de
formules etaient PAC-apprenables (De Raedt & Dzeroski, 1994). Un adre plus adapte
a la PLI a don ete propose : il s'agit de l'apprenabilite U (U-learnability) (Muggleton
& De Raedt, 1994). Une des prinipales dierenes de e adre ave le modele PAC est
de onsiderer les omplexites et les temps dans le as moyen et non pas dans le pire
as. Ces travaux peuvent permettre de mieux modeliser le fontionnement d'asares,
et plus partiulierement de ses deux versions semi-supervisees presentees au hapitre 4,
notamment en e qui onerne le nombre d'exemples neessaires a l'inferene de pa-
trons et la gestion des donnees bruitees. D'un point de vue plus pratique, parmi les
dierentes pistes de reherhe en PLI identiees dans (Page & Srinivasan, 2003), elles
portant sur l'utilisation de nouvelles methodes de reherhe dans E
H
, la parallelisation
des exeutions ou l'inorporation de probabilites expliites peuvent egalement ameliorer
l'eÆaite de notre proessus d'inferene. Ce dernier point, l'utilisation de probabilites
au sein de la phase d'inferene, serait d'ailleurs d'un intere^t indeniable pour mettre
en uvre une approhe semi-supervisee d'asares similaire aux deux que nous avons
proposees mais beneiant d'un adre formel su^r. Les travaux eetues en invention
de prediats (Kramer, 1995) ou, dans une optique relativement prohe, en ompletion
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de theorie (Muggleton & Bryant, 2000), sont aussi des axes de reherhe pouvant e^tre
exploites dans asares pour aro^tre la pertinene des patrons produits en deouvrant
dans les donnees des relations inonnues ou manquantes. Les travaux plus generaux
en apprentissage artiiel, omme eux que nous avons deja evoques portant sur le
bootstrapping ou la feature seletion, peuvent de la me^me maniere proter a notre outil
d'aquisition.
Plusieurs perspetives interessantes de nos travaux onernent notre adre appli-
atif. L'un de nos buts etait de developper une tehnique d'aquisition d'informations
semantiques sur orpus aisement portable et adaptable a des besoins speiques.

A
e titre, on peut envisager l'utilisation d'asares pour l'extration d'autres informa-
tions que les relations nom-verbe qualia. Nous projetons notamment de nous interesser,
toujours dans le adre du Lexique generatif, aux liens N-N tels que eux denis par
le ro^le onstitutif de la struture des qualia et, dans un autre adre linguistique (en
ollaboration ave M.-C. L'Homme, OLST, universite de Montreal), aux fontions lexi-
ales (Mel'uk, 1998 ; Kahane & Polguere, 2001) denies dans la theorie Sens-Texte
d'I. Mel'uk.

A l'issue des experienes presentees dans le dernier hapitre de e memoire oner-
nant l'utilisation de ressoures lexiales semantiques aquises sur orpus en RI, de
nombreuses perspetives restent egalement ouvertes. Tout d'abord, l'exploitation de
ressoures d'autres types que les relations qualia peut e^tre envisagee. Les dierents
types d'informations lexiales peuvent e^tre ombines et ainsi permettre des reformula-
tions plus rihes et plus variees. Par exemple, les autres elements du Lexique generatif
mentionnes i-dessus peuvent e^tre utilises dans e but, de me^me que des informations
plus habituelles dans e ontexte, omme les relations de synonymie ou hyperonymie-
hyponymie. L'apport de telles ressoures doit e^tre ependant onsidere ave attention
puisque, omme nous l'avons deja dit, quelques travaux exploitant e type d'informa-
tions semantiques mentionnent des performanes parfois peu onvainantes (Voorhees,
1994).
De plus, l'utilisation que nous faisons des ressoures semantiques aquises par
asares au sein du SRI derite au hapitre 5 reste relativement simple puisqu'il s'agit
d'ajouter indistintement des verbes en relation qualia aux noms de la reque^te. On
peut imaginer des strategies d'extension plus subtiles, s'appuyant par exemple sur une
analyse de la reque^te et une reformulation plus ontro^lee (d'une maniere prohe de
elle de C. Fabre & C. Jaquemin (2000)). Celles-i nous assureraient des extensions
plus pertinentes en imposant des ontraintes linguistiques sur les noms de la reque^te a
onsiderer (par exemple n'etendre que les te^tes de syntagme) et sur les verbes qualia
les plus adaptes.
Outre l'extension de reque^tes, d'autres approhes d'inlusion de telles ressoures
lexiales semantiques sont egalement possibles, omme ela est fait par exemple dans
le systeme dsir (Besanon, 2001). Dans elles-i, les desripteurs des douments ne se-
raient plus simplement des sas de mots, mais des strutures omplexes, e qui neessite
de redenir un modele de representation, une notion de distane entre es desripteurs...
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De telles representations, qui relevent enore largement de la reherhe, seraient plus
a me^me d'integrer les informations semantiques lexiales, et permettraient don leur
manipulation plus naturellement au sein des SRI. Des approhes plus simples sont nean-
moins etudiees (Strzalkowski et al., 1999b) et s'appuient par exemple sur une represen-
tation omposee de sous-representations des douments en niveaux (elui des mots, des
noms, des syntagmes, et.). Ces sous-representations, prises individuellement, sont ma-
nipulables de maniere standard par les SRI et don plus failes a mettre en uvre. Les
ressoures lexiales semantiques aquises pourrait dans e type d'approhe onstituer
l'un des niveaux de desription des douments.
192 Bilan et disussion
Annexe A

Elements de logique
Nous rappelons dans ette annexe quelques denitions et notations des elements de
logique utilises dans les hapitres 2 et 3 onernant la PLI. De e fait, seuls es elements
et quelques-unes de leurs proprietes exploitees au sein du memoire sont introduits ii.
Pour une presentation plus omplete de es notions logiques, le leteur interesse peut
se reporter aux ouvrages de referene tels que (Lloyd, 1987) et (Chang & Lee, 1973).
A.1 Denitions et notations
Cette partie presente les elements de base de la logique des prediats, logique a
la base de la plupart des algorithmes de PLI. Nous reprenons a et eet ertaines
denitions donnees au hapitre PLI de l'ouvrage de A. Cornuejols et L. Milet (2002).
Apres un rappel du voabulaire elementaire, nous presentons suessivement le langage
des prediats logiques puis elui des lauses.
A.1.1 Voabulaire elementaire
En logique du premier ordre, une onstante refere a un objet ; on la notera en
syntaxe Prolog par des mots debutant par des minusules (par exemple, a, b, sorate,
1, m
4
12, et.). Les variables servent quant a elles a denommer un objet sans pour
autant l'identier. Elles seront notees par des mots ommenant par des majusules (par
exemple, X, Y , Word). Les variables peuvent prendre leurs valeurs sur un ensemble de
onstantes appele domaine. Deux quantiateurs permettent de manipuler les variables :
le quantiateur universel, represente par le symbole 8, et le quantiateur existentiel,
represente par 9.
Nous denissons egalement des symboles servant de onneteurs entre notions lo-
giques :
{ : represente la negation ; 'est le seul onneteur unaire (i.e. a un seul argument) ;
{ ^ represente la onjontion (le et) ;
{ _ represente la disjontion (le ou) ;
{ ! represente l'impliation ; a! b se lit a implique b ;
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{ $ represente l'equivalene (la double-impliation).
L'impliation, ii de gauhe a droite, est parfois utilisee dans le sens inverse (repre-
sentee par le symbole  ), notamment en logique des prediats pour representer des
lauses (voir setion A.1.3). Enn, des parentheses peuvent e^tre utilisees pour eliminer
les ambigu

tes eventuelles.
A.1.2 Logique des prediats
La logique des prediats est une logique du premier ordre et manipule don des
variables, mais egalement des fontions et bien su^r des onstantes. Ces trois objets sont
qualies du nom unique de terme, qui forme l'element de base des fontions, prediats et
litteraux denis i-dessous, es derniers formant eux-me^mes formules et sous-formules.
Denition 8 (Terme) Un terme se denit reursivement omme etant :
{ soit une onstante (par exemple a1, toto) ;
{ soit une variable (par exemple V ar) ;
{ soit une fontion appliquee a des termes (par exemple g(a1), f(a1; g(V ar); toto)).
2
Denition 9 (Fontion) Une fontion est representee par un symbole, generalement
un mot en minusule et une arite, representant son nombre d'arguments attendus (par
exemple f/3, age/2). Une fontion d'arite 0 est onsideree omme une onstante. Le
domaine de resultat d'une fontion est quelonque. 2
Denition 10 (Prediat) Un prediat est une fontion dont le domaine est fvrai,
fauxg ; il est don egalement represente par un symbole et une arite (par exemple,
est pere/2, nom ommun/1). 2
Denition 11 (Atome) Un atome est un prediat applique a des termes. 2
Denition 12 (Litteral) Un litteral est un atome, eventuellement preede du symbole
de negation : (par exemple, est pere(Toto), :nom ommun(m527)). 2
Denition 13 (Formule) Une formule se denit reursivement ainsi :
{ un litteral est une formule ;
{ si  et  sont des formules alors (_ ), (^ ), (:), (: ), (!  ) et ($  )
sont des formules ;
{ si X est une variable et  une formule, alors ((8X)) et ((9X)) sont des for-
mules. 2
Denition 14 (Sous-formule) Une sous-formule est une suite de symboles d'une for-
mule qui est elle-me^me une formule ; par exemple, g(b1) _ :h est une sous-formule de
(9X)f(X) _ g(b1) _ :h 2
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Denition 15 (Variable libre, variable liee) Une variable X est dite liee dans une
formule  s'il existe dans ette formule une sous-formule ommenant par ((8X) ou
((9X). Dans le as ontraire, elle est dite libre. 2
Un atome, un litteral ou une formule ne ontenant auune variable est dit los (ground
en anglais).
A.1.3 Langage des lauses et programmes logiques
Le langage des lauses, et plus partiulierement elui des lauses de Horn et des
lauses denies (voir i-dessous), permet de ne manipuler que des formules ayant une
ertaine forme. Les programmes logiques sont omposes d'une onjontion de lauses.
Denition 16 (Clause) Une lause est une formule omposee d'une disjontion nie
de litteraux dans laquelle toutes les variables sont quantiees universellement. 2
Par soui de lisibilite, on simplie generalement l'eriture de es lauses en omettant
de faire appara^tre les quantiateurs universels. Ainsi, 8X8Y (f(X) _ g(Y )) s'erira
simplement f(X) _ g(Y ).
Denition 17 (Clause de Horn) Une lause de Horn est une lause ontenant au
plus un litteral positif. 2
Soit une lause de Horn C = l
t
_:l
1
_:::_:l
n
. C peut egalement s'erire l
1
^:::^l
n
!
l
t
, soit enore en inversant le sens de l'impliation l
t
 l
1
^ ::: ^ l
n
. Finalement, en
remplaant la onjontion par une virgule et l'impliation par le symbole :- on obtient
la syntaxe utilisee en Prolog : l
t
:- l
1
; :::; l
n
.
Denition 18 (Clause denie) Une lause denie est une lause de Horn ontenant
exatement un litteral positif. 2
On appelle te^te d'une lause denie C le seul litteral positif d'une lause (l
t
dans
l'exemple preedent) et on appelle orps de C l'ensemble des litteraux negatifs (l
1
; :::; l
n
).
Une lause unitaire est une lause dont le orps est vide, notee l
t
 ou plus simplement
l
t
en syntaxe Prolog. Inversement, une lause n'ayant pas de litteral te^te est appele but
et est notee l
1
; :::; l
n
(en Prolog, ela orrespond a la reque^te l
1
; :::; l
n
). Intuitivement,
le orps d'une lause donne une denition du onept denote par la te^te de la lause ;
ainsi, t(X) :- a(X), b(X), (X) signie (8Xa(X) ^ b(X) ^ (X)! t(X)) mais aussi que X
verie la propriete t a la ondition (suÆsante) que X verie les proprietes a, b et .
Denition 19 (Programme logique) Un programme logique deni, ou plus simple-
ment programme logique, est un ensemble ni de lauses denies, equivalent a leur
onjontion. 2
Par exemple, le programme p(X) :- a(X). a(1). a(2). orrespond a la formule (8Xp(X)!
a(X)) ^ a(1) ^ a(2) ; e petit programme logique permet d'ailleurs de demontrer p(1)
et p(2) en reponse a la reque^te p(X).
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A.1.4 Skolemisation
Denition 20 (Skolemisation) La skolemisation d'une formule  purement existen-
tiellement quantiee (i.e. dont les variables sont toutes quantiees existentiellement)
est obtenue en o^tant les quantiateurs existentiels et en remplaant systematiquement
les variables par de nouvelles (i.e. n'apparaissant pas ailleurs) onstantes. 2
Ainsi, si  est la formule 9X9Y (pr1(X;Y ) ^ pr2(X; b)), alors la formule obtenue par
skolemisation sera pr1(; d) ^ pr2(; b).
L'intere^t de la skolemisation reside dans le theoreme suivant (Chang & Lee, 1973).
Theoreme 1 Un ensemble de formules sans fontion est satisable si et seulement si
sa skolemisation est satisable. 2
La skolemisation est utilisee en PLI dans des systemes omme progol ou aleph
pour onstruire la lause la plus speique ouvrant un exemple, la bottom lause (voir
setion 2.2.2.4).
A.2 Impliation entre ensemble de formules
Cette setion est devolue a la presentation des notions d'impliation semantique
entre formules et des regles d'inferene.
A.2.1 Satisfation de formules
Denition 21 (Interpretation) Une interpretation est une fontion v de l'ensemble
des formules dans f0; 1g (representant ffaux; vraig) qui respete la semantique des
onneteurs. Soit  une formule ; on a ainsi :
v(:) = 1  v()
v( ^  ) = v()  v( ) ou  marque la multipliation
v( _  ) = min(v() + v( ); 1)
v(!  ) =

0 si v() = 1 et v( ) = 0
1 sinon
v($  ) =

1 si v() = v( )
0 sinon 2
Denition 22 (Satisfation de formules) On dit qu'une interpretation v satisfait
(ou verie) une formule  si v() = 1 ; on note ela v j= . Si v() = 0, alors l'inter-
pretation v falsie  et on note v 6j= . 2
On appelle tautologie une formule vraie pour toutes les interpretations possibles.
Denition 23 (

Equivalene entre formules) On dit que deux formules  et  sont
equivalentes si pour toute interpretation v on a l'egalite v() = v( ). 2
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A.2.2 Impliation logique
Denition 24 (Satisfation d'ensembles de formules) On dit qu'une interpreta-
tion v satisfait un ensemble de formules , ou est modele de , si pour haque formule
 de , v satisfait  ; on emploie la me^me notation que pour les formules, soit v j= .
2
On dit ainsi que  est satisable si  a au moins un modele et est insatisable sinon.
Denition 25 (Impliation) Soit  un ensemble de formules et  une formule ; on
dit que  implique  si haque modele de  satisfait  ; on note alors  j=  . 2
Plus onretement, ela signie que toute interpretation satisfaisant toutes les for-
mules de  satisfait egalement la formule  . Il faut noter que ette impliation est don
uniquement basee sur les valeurs de verite des formules, qui en represente en quelque
sorte le sens, et non sur les formules elles-me^mes ; 'est pourquoi on appelle parfois
ette relation < impliation semantique >. On remarque egalement que si  j=  alors
l'ensemble de formules  [ f: g est insatisable. En eet, supposons que  j=  et
soit v une interpretation. Soit v est un modele de , et don v j=  et alors v 6j= : , e
qui implique que v ne peut pas e^tre modele de  [ f: g. Soit v n'est pas un modele
de , e qui signie qu'elle ne peut pas e^tre modele non plus de  [ f: g.  [ f: g
est don insatisable sous es onditions.
A.2.3 Regles d'inferene
Les regles d'inferene sont les regles permettant de manipuler les formules pour
trouver, ou deriver, a partir d'un ensemble  de formules un autre ensemble 	. On dit
alors que  prouve 	 par l'ensemble de regles I, et on note  `
I
	. Contrairement a
l'impliation logique, ou l'on raisonnait sur les modeles satisfaisant les deux ensembles
de formules dans une approhe semantique, il s'agit pluto^t de raisonner de maniere
syntaxique sur les formules. Les regles d'inferene peuvent se voir alors omme des
regles de reeriture.
Une regle d'inferene bien onnue est le modus ponens : ( ^ ( !  )) `  . Elle
permet de deduire la formule mortel(sorate) a partir des formules mortel(X):-homme(X) et
homme(sorate).
Les regles d'inferene peuvent e^tre variees, mais on herhe a e qu'elles verient
au mieux les deux proprietes suivantes :
{ la orretion ; un ensemble I de regles d'inferene est dit orret si tout e qu'il
permet de deriver est valide, i.e. si  `
I
	 alors on a  j= 	 ;
{ la ompletude ; un ensemble I de regles d'inferene est dit omplet si tout e qui
est valide peut en e^tre derive, i.e. si  j= 	 alors on a  `
I
	.
A.2.4 Modele de Herbrand
Comme nous venons de le voir, verier l'impliation entre deux ensembles de for-
mules neessite de s'assurer que toutes les modeles de l'un soient modeles de l'autre.
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Dans le as des logiques d'ordre superieur ou egal a 1, le nombre de modeles est po-
tentiellement inni. Il est don impossible de verier l'impliation logique diretement.
Heureusement, un sous-ensemble speial d'interpretations suÆt, sous ertaines ondi-
tions, a determiner l'impliation ; e sont les interpretations de Herbrand.
Denition 26 (Univers de Herbrand) L'univers de Herbrand d'un ensemble de
formules (ave au moins une onstante) est l'ensemble de toutes les onstantes uti-
lisees dans les formules. Si auune onstante n'est utilisee, on en ajoute arbitrairement
une. 2
Pour illustrer ette denition, onsiderons l'ensemble de formules  ompose de
8X(pr(a;X) ! pr(X; b)) et 8X8Y 8Z(pr(X;Y ) ^ pr(Y;Z) ! pr(X;Z)). L'univers de
Herbrand de  est a; b.
Denition 27 (Base de Herbrand) Une base de Herbrand d'un ensemble de for-
mules est l'ensemble des atomes los qui peuvent e^tre formes en utilisant les onstantes
de l'univers de Herbrand. 2

A partir de l'exemple preedent, la base de Herbrand de  est l'ensemble :
fpr(a; a); pr(a; b); pr(b; a); pr(b; b)g:
Denition 28 (Interpretation de Herbrand) Une interpretation de Herbrand
d'un ensemble de formules est n'importe quel sous-ensemble de sa base de Herbrand.2
Toujours sur le me^me exemple, les interpretations de Herbrand de  sont les 16
ensembles (dont les elements sont values a 1) :
fg fpr(a; b); pr(b; a)g
fpr(a; a)g fpr(a; b); pr(b; b)g
fpr(a; b)g fpr(b; a); pr(b; b)g
fpr(b; a)g fpr(a; a); pr(a; b); pr(b; a)g
fpr(b; b)g fpr(a; a); pr(a; b); pr(b; b)g
fpr(a; a); pr(a; b)g fpr(a; a); pr(b; a); pr(b; b)g
fpr(a; a); pr(b; a)g fpr(a; b); pr(b; a); pr(b; b)g
fpr(a; a); pr(b; b)g fpr(a; a); pr(a; b); pr(b; a); pr(b; b)g
Denition 29 (Modele de Herbrand) Un modele de Herbrand d'un ensemble de
formules  est une interpretation de Herbrand de  qui est modele de . 2
Ces modeles de Herbrand sont tres utiles puisqu'il permettent, gra^e au theoreme
suivant, de deider plus simplement de la satiabilite des formules.
Theoreme 2 (Theoreme de Herbrand) Un ensemble de formules est satisable si
et seulement si un de ses modeles de Herbrand le satisfait. 2
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Considerons par exemple qu'un ensemble  ontienne les formules pr(a;X) et
pr(X;Y )_pr(Y;X). La base de Herbrand de  est fpr(a; a)g et un modele de Herbrand
satisfaisant  est fpr(a; a)g.
L'intere^t de e theoreme est bien su^r le fait qu'il permet de se limiter a un nombre
restreint de modeles lorsque l'on veut verier la satisabilite d'une formule.
A.3 SLD-resolution
La SLD-resolution est une tehnique largement utilisee, notamment au sein de Pro-
log, pour prouver des formules logiques exprimees sous forme de lauses. Nous en presen-
tons dans ette setion les operations basiques, telles que l'uniation et la onstrution
de la resolvante, puis terminons en derivant son prinipe. On onsidere dans la suite
une lause omme l'ensemble des litteraux (en disjontion) qui la omposent ; on peut
ainsi les manipuler ave les operateurs habituels d'union ([), de soustration ensem-
bliste (n)...
A.3.1 Uniation et substitution
Denition 30 (Substitution) Une substitution est une appliation de l'ensemble des
variables dans l'ensemble des termes. On la note souvent sous forme de liste, de la
maniere suivante :  = [X
1
=t
1
; :::;X
n
=t
n
℄. Elle est utilisee pour remplaer dans un
litteral l les variables X
i
par les termes t
i
; le litteral obtenu est l. 2
On note generalement une substitution , ou s'il y en a plusieurs par des minusules
greques.
Une substitution  est un uniateur de deux litteraux l
1
et l
2
si l
1
 = l
2
. Elle sera
le plus grand uniateur (pgu) si en plus, pour tout uniateur  de l
1
et l
2
, il existe une
substitution  tel que  =  . Si  est un pgu de l
1
et l
2
, alors le litteral l = l
1
 = l
2
 est
appele plus grande instane de l
1
et de l
2
. Considerons par exemple les deux litteraux
l
1
= f(a;X; Y ) et l
2
= f(Z; b; T ) ; eux-i peuvent s'unier en l
1
 = l
2
 = f(a; b; Y )
ave  = [Z=a;X=b; Y=; T=℄ ou ave la ombinaison du pgu  = [Z=a;X=b; Y=T ℄ et de
la substitution  = [T=a℄.
A.3.2 Resolvante
Denition 31 (Resolvante) Soient C
1
et C
2
deux lauses n'ayant pas de variable
en ommun. Une lause C est une resolvante de C
1
et C
2
si et seulement si les deux
onditions suivantes sont remplies :
1. il y a des litteraux l
1
2 C
1
et l
2
2 C
2
tels qu'il existe un pgu  de l
1
et :l
2
, i.e.
l
1
 = (:l
2
) ;
2. C s'erit (C
1
n fl
1
g)
1
[ (C
2
n fl
2
g)
2
ave  = 
1

2
. 2
Plus onretement, dans le as de lauses denies, le litteral l
1
est un des litteraux
du orps de C
1
, et la lause C
2
, dont l
1
est la te^te, represente une denition de la
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propriete notee par le prediat de l
1
(et de l
2
). La resolvante est don la lause C
1
dans laquelle on remplae un litteral par sa denition, 'est-a-dire par le orps de C
2
.
Ainsi, ette methode de onstrution permet d'inferer la resolvante de deux lauses,
soit enore, ave les me^mes notations que preedemment C
1
; C
2
` C.
A.3.3 Resolution de Robinson
L'idee de base du prinipe de resolution de Robinson (Robinson, 1965) est que
l'inonsistane d'un programme logique peut e^tre etablie si l'on peut en deriver une
ontradition 2 (2 represente un ensemble vide de formules ; deriver 2 revient don a
deriver faux). S'appuyant sur e fait, la negation : de e que l'on herhe a demontrer
(le but ou la reque^te en Prolog) est ajoutee a l'ensemble des formules . Si l'on peut
montrer 2 a partir de  [ f: g, 'est-a-dire si l'on peut refuter : , alors ela signie
que  peut e^tre prouvee par .
Ce prinipe de resolution est elui applique dans Prolog. Il s'applique don a des
lauses denies (ayant exatement un litteral dans leurs te^tes). Pour hoisir la lause
aidant a resoudre le but, une fontion de seletion est utilisee : elle onsiste simplement
a hoisir la premiere lause dont la te^te orrespond (a une substitution pres, 'est-a-dire
par uniation) au but. Enn, la lause resultant de l'etape preedente de resolution est
utilisee a l'etape suivante ('est don une strategie en profondeur d'abord). Ce sont es
trois arateristiques qui ont donne son nom a ette tehnique de resolution, la SLD-
resolution (S pour fontion de Seletion, L pour resolution Lineaire et D pour lauses
Denies). Il faut noter que ette tehnique n'utilise qu'une seule et unique regle, appelee
R i-dessous, pour onduire l'inferene.
Cette tehnique repond bien a une de deux proprietes attendues des regles d'infe-
rene puisqu'elle est orrete ( `
R
 )  j=  ). Elle n'est en revanhe pas omplete
(les tautologies ne peuvent pas e^tre derivees via e prinipe de resolution), mais elle est
omplete du point de vue de la refutation, i.e. si  [ f: g j= 2 alors  [ f: g `
R
2.
Annexe B
Algorithme de PLI
Cet annexe presente ertains details tehniques et theoriques onernant les expe-
rienes rapportees aux hapitres 3 et 4 de e memoire. Nous presentons dans un premier
temps a travers un extrait du bakground knowledge les denitions des divers prediats
hierarhises servant lors de la phase d'inferene des patrons d'extration. Nous revenons
ensuite sur la struture de l'espae de reherhe explore lors de ette phase d'inferene
et montrons qu'il s'agit d'un treillis.
B.1 Bakgr ound Know ledge
Voii le listing de la partie du bakground knowledge derivant les informations
linguistiques utilisees dans les experienes presentees aux hapitres 3 et 4.
%%%%%%%%%%%%%%%%%%%%%%%%%
% bakground knowledge
% ommon noun %%%%%%%%%%%%%
ommon noun( W ) :- plural ommon noun( W ).
ommon noun( W ) :- singular ommon noun( W ).
ommon noun( W ) :- abstration( W ).
ommon noun( W ) :- event( W ).
ommon noun( W ) :- group( W ).
ommon noun( W ) :- psyhologial feature( W ).
ommon noun( W ) :- state( W ).
ommon noun( W ) :- entity( W ).
ommon noun( W ) :- loation( W ).
plural ommon noun(W):- tags(W,t noun pl, ).
singular ommon noun(W):- tags(W,t noun sg, ).
abstration( W ) :- attribute( W ).
abstration( W ) :- measure( W ).
abstration( W ) :- relation( W ).
event( W ) :- natural event( W ).
event( W ) :- at(W).
201
202 Algorithme de PLI
event( W ) :- phenomenon(W ).
natural event( W ) :- tags(W, , ts hap ).
phenomenon( W ) :- tags(W, , ts phm ).
phenomenon( W ) :- proess( W ).
proess( W ) :- tags(W, , ts pro ).
at( W ) :- tags(W, , ts at ).
at( W ) :- human ativity( W ).
human ativity( W ) :- tags(W, , ts ay ).
group( W ) :- tags(W, , ts grp ).
group( W ) :- soial group( W ).
soial group( W ) :- tags(W, , ts grs ).
psyhologial feature( W ) :- tags(W, , ts psy ).
state( W ) :- tags(W, , ts sta ).
entity( W ) :- tags(W, , ts ent ).
entity( W ) :- body part( W ).
entity( W ) :- ausal agent( W ).
entity( W ) :- objet( W ).
body part( W ) :- tags(W, , ts prt ).
objet( W ) :- tags(W, , ts pho ).
objet( W ) :- artefat( W ).
objet( W ) :- part( W ).
objet( W ) :- substane( W ).
part( W ) :- tags(W, , ts por ).
loation( W ) :- tags(W, , ts lo ).
loation( W ) :- point(W).
point( W ) :- tags(W, , ts pnt ).
point( W ) :- position( W ).
position( W ) :- tags(W, , ts pos ).
attribute( W ) :- tags(W, , ts atr ).
attribute( W ) :- form( W ).
attribute( W ) :- property( W ).
form( W ) :- tags(W, , ts frm ).
property( W ) :- tags(W, , ts pty ).
measure( W ) :- tags(W, , ts mea ).
measure( W ) :- denite quantity( W ).
measure( W ) :- unit( W ).
time unit( W ) :- tags(W, , ts tme ).
denite quantity( W ) :- tags(W, , ts qud ).
unit( W ) :- tags(W, , ts unt ).
unit( W ) :- time unit( W ).
relation( W ) :- tags(W, , ts rel ).
relation( W ) :- ommuniation( W ).
ommuniation( W ) :- tags(W, , ts om ).
ausal agent( W ) :- tags(W, , ts agt ).
ausal agent( W ) :- human( W ).
human( W ) :- tags(W, , ts hum ).
artefat( W ) :- tags(W, , ts art ).
artefat( W ) :- instrument(W).
instrument( W ) :- tags(W, , ts ins ).
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instrument( W ) :- ontainer( W ).
ontainer( W ) :- tags(W, , ts nt ).
substane( W ) :- tags(W, , ts sub ).
substane( W ) :- hemial ompound( W ).
substane( W ) :- stu( W ).
hemial ompound( W ) :- tags(W, , ts hm ).
stu( W ) :- tags(W, , ts stu ).
% verb %%%%%%%%%%%%%%%%%
verb( W ) :- innitive( W ).
verb( W ) :- partiiple( W ).
verb( W ) :- onjugated( W ).
verb( W ) :- ation verb( W ).
verb( W ) :- state verb( W ).
verb( W ) :- modal verb( W ).
verb( W ) :- temporality verb( W ).
verb( W ) :- possesion verb( W ).
verb( W ) :- auxiliary( W ).
innitive( W ) :- tags(W, t verb inf, ).
partiiple( W ) :- present partiiple( W ).
partiiple( W ) :- past partiiple( W ).
present partiiple( W ) :- tags(W, t verb prp, ).
past partiiple( W ) :- tags(W, t verb pap, ).
onjugated( W ) :- onjugated plural(W).
onjugated( W ) :- onjugated singular(W).
onjugated plural( W ) :- tags(W, t verb pl, ).
onjugated singular( W ) :- tags(W, t verb sg, ).
ation verb( W ) :- ognitive ation verb( W ).
ation verb( W ) :- physial ation verb( W ).
ognitive ation verb( W ) :- tags(W, , ts a ).
physial ation verb( W ) :- tags(W, , ts ap ).
state verb( W ) :- tags(W, , ts eta ).
modal verb( W ) :- tags(W, , ts mod ).
temporality verb( W ) :- tags(W, , ts tem ).
possesion verb( W ) :- tags(W, , ts posv ).
auxiliary( W ) :- tags(W, , ts aux ).
% preposition %%%%%%%%
preposition( W ) :- tags(W, t prep, ).
preposition( W ) :- spat preposition( W ).
preposition( W ) :- goal preposition( W ).
preposition( W ) :- temp preposition( W ).
preposition( W ) :- manner preposition( W ).
preposition( W ) :- rel preposition( W ).
preposition( W ) :- aus preposition( W ).
preposition( W ) :- neg preposition( W ).
preposition( W ) :- en preposition( W ).
preposition( W ) :- sous preposition( W ).
preposition( W ) :- a preposition( W ).
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preposition( W ) :- de preposition( W ).
spat preposition( W ) :- tags(W, , ts rspat ).
goal preposition( W ) :- tags(W, , ts rpour ).
temp preposition( W ) :- tags(W, , ts rtemp ).
manner preposition( W ) :- tags(W, , ts rman ).
rel preposition( W ) :- tags(W, , ts rrel ).
aus preposition( W ) :- tags(W, , ts raus ).
neg preposition( W ) :- tags(W, , ts rneg ).
en preposition( W ) :- tags(W, , ts ren ).
sous preposition( W ) :- tags(W, , ts rsous ).
a preposition( W ) :- tags(W, , ts ra ).
de preposition( W ) :- tags(W, , ts rde ).
% adjetive %%%%%%%%%%%
adjetive( W ) :- singular adjetive( W ).
adjetive( W ) :- plural adjetive( W ).
adjetive( W ) :- verbal adjetive( W ).
adjetive( W ) :- omparison adjetive( W ).
adjetive( W ) :- onrete prop adjetive( W ).
adjetive( W ) :- abstrat prop adjetive( W ).
adjetive( W ) :- nominal adjetive( W ).
singular adjetive( W ) :- tags(W, t adj sg, ).
plural adjetive( W ) :- tags(W, t adj pl, ).
verbal adjetive( W ) :- tags(W, t verb adj, ).
omparison adjetive( W ) :- tags(W, , ts aomp ).
onrete prop adjetive( W ) :- tags(W, , ts apty ).
abstrat prop adjetive( W ) :- tags(W, , ts apa ).
nominal adjetive( W ) :- tags(W, , ts anom ).
% pronoun %%%%%%%%%%%%%
pronoun( W ):- rel pronoun( W ).
pronoun( W ):- non rel pronoun( W ).
rel pronoun(W) :- tags(W, t pron rel, ).
non rel pronoun(W) :- tags(W, t pron, ).
% others %%%%%%%%%%%%%
proper noun( W ) :- tags(W, , ts nompropre ).
proper noun( W ) :- tags(W, , ts numero ).
oordinating onjuntion(W) :- tags(W, , ts ronj ).
subordinating onjuntion(W) :- tags(W, , ts subonj ).
braket( W ) :- tags(W, , ts paro ).
braket( W ) :- tags(W, , ts parf ).
pontuation( W ) :- omma( W ).
pontuation( W ) :- olon( W ).
pontuation( W ) :- dot( W ).
pontuation( W ) :- tags(W, t wpunt, ).
omma( W ) :- tags(W, , ts virg ).
olon( W ) :- tags(W, , ts pont ).
dot( W ) :- tags(W, , ts punt ).
Espae de reherhe des hypotheses 205
gures( W ) :- tags(W, , ts quant ).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% order
%
preedes(V, N) :- distanes(N, V, X, ), 0<X.
preedes(N, V) :- distanes(N, V, X, ), 0>X.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% distanes in verbs
%
near verb(N, V) :- distanes(N, V, , 1 ).
near verb(N, V) :- distanes(N, V, , -1 ).
far verb(N, V) :- distanes(N, V, , X ), -1>X , -3<X.
far verb(N, V) :- distanes(N, V, , X ), 1<X , X<3.
very far verb(N, V) :- distanes(N, V, , X ), -2>X.
very far verb(N, V) :- distanes(N, V, , X ), X>2.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% distanes in words
%
ontiguous(N, V) :- distanes(N, V, 1, ).
ontiguous(N, V) :- distanes(N, V, -1, ).
near word(N, V) :- distanes(N, V, X, ), -1>X , -4<X.
near word(N, V) :- distanes(N, V, X, ), 1<X , X<4.
far word(N, V) :- distanes(N, V, X, ), -3>X, -8<X.
far word(N, V) :- distanes(N, V, X, ), X>3, X<8.
very far word(N, V) :- distanes(N, V, X, ), -7>X.
very far word(N, V) :- distanes(N, V, X, ), X>7.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% other prediates
su(X, Y) :- pred(Y, X).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% information about examples
tags(m15278 1 deb, t vide, ts vide ).
tags(m15278 1, t verb inf, ts tem ).
pred(m15278 1, m15278 1 deb ).
. . .
B.2 Espae de reherhe des hypotheses
L'espae des lauses ordonnees par 
OI
-subsomption n'est pas en general un treillis
alors que 'est le as sous -subsomption (Semeraro et al., 1994). Cependant, nous
montrons dans la setion suivante qu'un tel espae est bien un treillis si ertaines
onditions sur les lauses sont reunies. Nous etendons e resultat a l'espae de reherhe
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qui est explore pour les besoins de notre appliation lorsque elui-i est ordonne par la

NV
-subsomption.
B.2.1 Treillis des hypotheses sous 
OI
-subsomption
Un ensemble quasi-ordonne par 
OI
-subsomption (voir denition 5 en page 97) n'est
en general pas un treillis ar les inma et suprema de deux lauses ne sont pas uniques.
Cependant, onsiderons le as des lauses liees et deterministes (voir setion 3.1.2.1) et
un espae borne en bas par la lause bottom (?). Dans un tel espae, nous montrons
que l'inmum et le supremum de deux lauses quelonques sont uniques. Dans ette
premiere setion, pour alleger la notation, C  D (respetivement C  D) signie
que C est plus generale que (resp. equivalente a) D au regard de l'ordre induit par la

OI
-subsomption.
Propriete 8 Pour toutes lauses C et D de l'espae des lauses liees et deterministes
ordonne par la 
OI
-subsomption, si C  D alors la substitution injetive  telle que
C  D est unique. 2
Preuve
Redutio ad absurdum.
Supposons qu'il existe deux substitutions injetives 
1
et 
2
telles que C
1
 D et
C
2
 D. Puisque 
1
et 
2
sont injetives, C
1
et C
2
dierent seulement par le
nommage des variables. C et D sont des lauses liees, e qui signie qu'il existe un
litteral l 2 C tel que l
1
2 D, l
2
2 D et l
1
6= l
2
ou les variables d'entree de l sont
identiques entre l
1
et l
2
et les variables de sortie dierentes. Cela ontredit le fait que
tous les litteraux sont deterministes. 2
Propriete 9 Dans l'espae des lauses liees et deterministes ordonne par 
OI
-
subsomption et borne en bas par la lause ?, le supremum de deux lauses est unique.
2
Preuve
Redutio ad absurdum.
Supposons que A
1
et A
2
soient deux suprema dierents de C
1
et C
2
. A
1
, A
2
, C
1
et C
2
sont plus generales que ? ; il existe don une unique 
A
1
?
telle que A
1

A
1
?
 ? (prop. 8).
De la me^me faon, nous avons 
A
2
?
, 
C
1
?
, et 
C
2
?
uniques telles que A
2

A
2
?
 ?, C
1

C
1
?
 ?
et C
2

C
2
?
 ?.
A
1
est supremum pour C
1
don A
1
 C
1

C
1
?
puisque C
1
 C
1

C
1
?
. Don, il existe

1
telle que A
1

1
 C
1

C
1
?
. Par ailleurs, C
1

C
1
?
 ? et don A
1

1
 ?, e qui signie
que 
1
= 
A
1
?
(prop. 8). Nous avons don A
1

A
1
?
 C
1

C
1
?
et de maniere similaire,
A
1

A
1
?
 C
2

C
2
?
, A
2

A
2
?
 C
1

C
1
?
et A
2

A
2
?
 C
2

C
2
?
.
Posons S = A
1

A
1
?
[ A
2

A
2
?
. Ainsi, S  C
1

C
1
?
et S  C
2

C
2
?
. Cela signie que
S  C
1
et S  C
2
puisque C
1

C
1
?
 C1 et C
2

C
2
?
 C2. Par ailleurs, A
1
 S, A
2
 S et
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S  A
1
, S  A
2
ar A
1
 A
2
. Cela ontredit le fait que A
1
et A
2
sont suprema pour
C
1
et C
2
. 2
Propriete 10 Dans l'espae des lauses liees et deterministes ordonne par la 
OI
-
subsomption et borne en bas la lause bottom ?, l'inmum de deux lauses quelonques
est unique. 2
Preuve
Me^me demonstration que pour le supremum ave C
1
et C
2
deux inma pour A
1
et
A
2
, et en onsiderant I = C
1

C
1
?
\ C
2

C
2
?
. 2
D'apres les propositions 9 et 10, nous pouvons onlure que l'espae des lauses liees
deterministes ordonne par la 
OI
-subsomption et borne en bas par une lause bottom
? est un treillis.
B.2.2 Treillis des hypotheses sous 
NV
-subsomption
Comme pour la 
OI
-subsomption, nous montrons que, dans le adre partiulier de
notre appliation, l'espae de reherhe des hypotheses ordonne par la 
NV
-subsomption
est un treillis. Dans la suite, B represente le bakground knowledge utilise pour notre
ta^he d'apprentissage,  et  denote la 
NV
-subsomption telle que denie en page 99.
Propriete 11 Dans l'espae des lauses bien formees ordonne par la 
NV
-subsomption,
pour toutes lauses C et D, si C  D alors la substitution injetive  telle que f(C) 
D (ave f telle que 8l 2 C; B; f(l) j= l) est unique. 2
Preuve
Me^me preuve que pour la proposition 8 en onsiderant C
hain
, le sous-ensemble
de C ontenant son litteral te^te et ses pred/2, et en notant que C
hain
ontient toutes
les variables de C et qu'au regard de notre bakground knowledge partiulier, pour
toute f telle que f(C)  D ave f telle que 8l 2 C; B; f(l) j= l, neessairement
8l 2 C
hain
; f(l) = l. 2
Propriete 12 Dans l'espae des lauses bien formees ordonne par 
NV
-subsomption,
le supremum de deux lauses quelonques est unique. 2
Preuve
Redutio ad absurdum.
Supposons que A
1
et A
2
soient deux suprema dierents pour C
1
et C
2
. A
1
est plus
general que ? ; ainsi 9
A
1
?
injetive et f
A
1
?
telle que f
A
1
?
(A
1
)
A
1
?
 ? et 
A
1
?
est unique
(prop. 11). De la me^me maniere, nous avons 
A
2
?
, 
C
1
?
, et 
C
2
?
uniques.
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A
1
est supremum pour C
1
, don il existe 
1
et f
1
telles que f
1
(A
1
)
1
 C
1

C
1
?
. Ainsi,
ave A
hain
1
deni omme i-dessus, A
hain
1

1
 C
hain
1

C
1
?
puisque f(A
hain
1
) = A
hain
1
.
De la me^me maniere, on a C
hain
1

C
1
?
 ?. Nous avons don A
hain
1

1
 C
hain
1

C
1
?
 ?
et alors, d'apres la prop. 11, 
1
= 
A
1
?
. Finalement, nous avons f
1
(A
1
)
A
1
?
 C
1

C
1
?
et de
la me^me maniere, il existe f
2
, f
3
et f
4
telles que f
2
(A
1
)
A
1
?
 C
2

C
2
?
, f
3
(A
2
)
A
2
?
 C
1

C
1
?
et f
4
(A
2
)
A
2
?
 C
2

C
2
?
.
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est une hypothese bien formee et par 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Ainsi, f
5
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1
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?
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6
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, e qui signi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?
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2
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Don, S  C
1
et S  C
2
. Cela ontredit le fait que A
1
et A
2
sont suprema pour C
1
et
C
2
. 2
Propriete 13 Dans l'espae des lauses bien formees ordonne par 
NV
-subsomption
et au regard de notre bakground knowledge, l'inmum de deux lauses quelonques est
unique. 2
Preuve
Me^me preuve que pour l'uniite du supremum ave C
1
et C
2
deux inma de A
1
et
A
2
et onsiderer I = (C
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?
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?
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
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?
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1
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2
et B; l
2
j= l
1
g.
2
D'apres les propositions 12 et 13, nous pouvons onlure que notre espae d'hypo-
theses ordonne par 
NV
-subsomption est un treillis.
Annexe C
Donnees de la ampagne
Amaryllis
An de mesurer l'intere^t des relations qualia pour l'extension de reque^tes, nous
utilisons un des jeux de donnees de la ampagne d'evaluation des systemes de reherhe
d'information Amaryllis. Ce jeu de test se ompose d'une olletion de douments,
d'un ensemble de reque^tes et de leurs reponses attendues. La setion suivante presente
le orpus de textes onstituant la olletion de douments et en donne un extrait ; la
setion C.2 derit les reque^tes et en fournit egalement quelques exemples.
C.1 Extraits du orpus OFIL
Le orpus utilise lors de la ampagne d'evaluation Amaryllis est une olletion d'ar-
tiles du Monde. Chaque artile represente un doument, et est renseigne par des balises
SGML selon les reommandations de la Text Enoding Initiative (TEI) delimitant le
numero de l'artile (son identiant), son titre, et le orps.
Le orpus d'entra^nement sur lequel tous nos tests ont ete eetues se ompose ainsi
de 11 016 artiles. Nous en presentons i-dessous quelques exemples.
<TEI.2><text> <body> <div type='artile' id=2271450> <title> Le president du pa-
tronat allemand redoute une forte augmentation du ho^mage. </title> <p> M. Klaus Murmann,
president du patronat allemand, a delare, mardi 29 deembre, que 5,5 millions d'Allemands seraient
au ho^mage omplet ou partiel a la n de 1993, si la politique salariale ne hangeait pas. De nou-
veaux postes de travail ne pourront e^tre rees, a delare le patron des patrons allemands, si une
rupture ne se produit pas "ave le ours atuel du onfort, de la mentalite d'un

Etat prospere et de
l'esprit du haun pour soi dans les negoiations ". M. Murmann a fermement soutenu le projet du
hanelier Helmut Kohl d'un pate de solidarite, impliquant notamment des augmentations salariales
moderees. (AFP.)</p></div> </body></text></TEI.2>
<TEI.2><text><body><div type='artile' id=2271455><title> Indiateurs.</title>
<p>

Etats-Unis : ativite : + 0,8 % pour l'indie omposite en novembre. L'indie omposite, qui
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regroupe onze indiateurs de l'eonomie ameriaine, a augmente de 0,8 % en novembre, a annone le
departement du ommere merredi 30 deembre. Il s'agit de la seonde hausse mensuelle onseutive
(+ 0,5 % en otobre) et de la plus forte progression de et indie - un bon indiateur de l'evolution a
ourt terme - depuis le mois de janvier 1992. En novembre, e sont les ommandes aux entreprises, les
ventes au detail et surtout la onane des onsommateurs, qui ont joue. Grande-Bretagne : faillites
: + 31 % en 1992. Les faillites ont augmente de pres d'un tiers en 1992 en Grande-Brtagne, apres une
augmentation de deux tiers l'annee preedente, mais la situation devrait s'ameliorer sensiblement
en 1993, selon deux etudes publiees merredi 30 deembre. Pres de 63 000 entreprises ont sombre
pendant l'annee eoulee (+ 31 % par rapport a 1991), pour la plupart de petite taille, a rapporte le
abinet d'information naniere Dun and Bradstreet. Pour les soietes de taille plus importante, les
faillites n'ont augmente que de 11 %.</p></div> </body></text></TEI.2>
<TEI.2><text> <body> <div type='artile' id=2271456> <title> Vie des entreprises :
hires et mouvements. </title> <p>Resultat : Renault : un dernier trimestre "beauoup moins
bon ", selon son PDG. M. Louis Shweitzer, PDG de Renault, a delare, mardi 29 deembre a Rennes,
que si en 1992 " l'entreprise fera des benees honorables ", " le dernier trimestre sera beauoup,
beauoup moins bon et favorable " . M. Shweitzer s'est ependant refuse a donner des hires. Il
a egalement aÆrme que " les temps qui sont devant nous seront plus diÆiles " . Regroupement :
Aor regroupe ses ho^tels 2 etoiles. Le groupe Aor a rassemble dans une me^me struture juridique
ses ho^tels deux etoiles (enseignes Ibis et Arade), poursuivant ainsi le mouvement de restruturation
de ses ativites, qui avait ete rendu neessaire a la suite de l'aquisition du groupe des Wagons-Lits.
Apres l'absorption de la soiete Sephi (Arade), detenue a 50 % par la Compagnie des Wagons-Lits,
la soiete Sphere (Ibis) rassemble, desormais, 391 ho^tels dans 16 pays. En ontre-partie, les Wagons-
Lits, liale a 70 % d'Aor, ont obtenu une partiipation de 6 % dans Sphere. Ces restruturations
ont ete ratiees, mardi 29 deembre, par une assemblee generale extraordinaire des ationnaires
de Sphere. Renfort : reapitalisation et allegement de bilan pour la banque Dumenil-Leble. An de
permettre a la Banque Dumenil Leble de respeter ses ratios prudentiels, Cerus et la Soiete naniere
de Geneve realisent une avane d'ationnaires d'un montant global de 430 millions de frans. Cette
avane d'ationnaires, atuellement versee sur un ompte bloque, sera transformee en augmentation
de apital eetive, des l'approbation des omptes de la Banque Dumenil-Leble pour l'exerie 1992.
Cerus (Compagnies europeennes reunies, holding europeen de l'homme d'aaires italien Carlo De
Benedetti) ontribue a ette avane a hauteur de 221 millions de frans, la Soiete naniere de
Geneve apportant, de son o^te, 209 millions de frans. Lieniement : Sopalin (Kimberly-Clark) : la
justie ordonne la suspension des lieniements. Le tribunal de grande instane de Rouen a ordonne
la suspension de la proedure de lieniement engagee a l'enontre de 312 salaries de l'usine Sopalin
de Rouen (groupe Kimberly-Clark). Annones le 19 novembre, es lieniements s'insrivent dans
un plan de restruturation de e groupe ameriain speialise dans la transformation du papier. Il
prevoit notamment le transfert vers d'autres sites europeens de la plupart des fabriations de l'usine
de Rouen (serviettes periodiques, essuie-tout, papier hygienique...), qui onserverait uniquement les
mouhoirs jetables de marque Kleenex. Dans ses attendus, le tribunal a onstate " le defaut de
ommuniation " aux representants du personnel d'une etude onernant les ou^ts ompares des
fabriations dans les dierentes usines du groupe. Rahats : BSN rahete Verdome a Perrier pour
200 millions de frans. Le groupe agroalimentaire BSN a onlu un aord ave Perrier, liale du
Suisse Nestle, pour lui raheter sa partiipation de 95,8 % dans le fabriant de bouteilles en verre
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Verdome, au prix d'environ 200 millions de frans. La transation sera realisee pour un prix de
556 frans par ation et sera suivie d'une garantie de ours au me^me prix. En 1991, l'entreprise a
produit environ 200 000 tonnes de bouteilles en verre dans son usine de Puy-Guillaume (Puy-de-
Do^me) et realise un hire d'aaires de 505 millions de frans. Son benee a ete de 10 millions. Le
groupe Marland Distribution rahete par un fonds d'investissement. Le groupe Marland Distribution,
rebaptise Kleber 55 SA apres la demission reente de M. Franois Marland pour raisons de sante, va
e^tre rahete par un fonds d'investissement, a annone la soiete merredi 23 deembre. Ce fonds,
dont l'identite n'a pas ete revelee, a ete onseille par la banque Colbert, mais ni ette banque ni
Altus Finanes (maison-mere de la banque Colbert) ne font partie du nouveau montage nanier.
Ce fonds a aete a l'operation 1,25 milliard de fran et a one a M. Jean-Pierre Andrevon, anien
direteur general de Pinault puis de Point P, la presidene du groupe. Le plan de reprise prevoit la
reation de quatre holdings regroupant les six soietes aquises, qui vont de la distribution grossiste
alimentaire (enseigne Diso) a la fabriation de panneaux publiitaires (Ma'Pub) et a la fabriation
et vente de ve^tements (Finaniere du uir). Notation : Philips : Moody's reduit la note naniere de
la multinationale neerlandaise. La rme de notation naniere Moody's a reduit, mardi 22 deembre,
la note naniere de la dette a long terme du groupe eletronique neerlandais Philips, qui passe de
A3 a Baa1. Cette deision touhe environ 1,5 milliard de dollars de dettes du groupe. Moody's
a justie sa deision par le aratere inertain du niveau de ash-ow de Philips.</p></div>
</body></text></TEI.2>
C.2 Reque^tes du orpus OFIL
Lors de la ampagne Amaryllis, 26 reque^tes ont ete utilisees dans la phase d'en-
tra^nement. Ce sont es reque^tes qui sont utilisees lors de nos experimentations. Nous
en presentons i-dessous quelques exemples. Le hamp reord ontient l'ensemble de la
question dont le numero est donne par le hamp num. Le hamp dom indique le theme
general de la question posee, suj preise le sujet sur laquelle elle porte, et que est la
question proprement dite. Le texte repere par la balise inf expliite quels types de
douments sont attendus en reponses et ept annone une liste de onepts prohes
de la question dont haque item est balise par . Dans notre as, seul le ontenu des
hamps suj est utilise pour interroger la base doumentaire.
<reord>
<num>1</num>
<dom>International</dom>
<suj>La separation de la Theoslovaquie</suj>
<que>Pourquoi et omment avoir divise la Theoslovaquie et quelles ont ete les reperussions
eonomiques et soiales ?</que>
<inf>Prendre en ompte les dierentes versions presentees</inf>
<ept>
<>Partition de la Theoslovaquie</>
<>Causes et modalites de la partition</>
<>Creation de la Slovaquie et de la Republique Theque</>
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<>Points de vue</>
<>

Eonomie</>
</ept>
</reord>
<reord>
<num>2</num>
<dom>International</dom>
<suj>Le onit yougoslave</suj>
<que>Comment ont ete traites les ivils pendant le onit ?</que>
<inf>Les douments pertinents devront preiser les onditions de vie et les sevies subis par les
populations iviles, de me^me que l'aide qui leur a ete apportee</inf>
<ept>
<>Guerre en ex-Yougoslavie</>
<>Conditions des ivils</>
<>Viols systematiques en Bosnie</>
<>Serbes, Musulmans, Croates</>
<>Vitimes</>
</ept>
</reord>
<reord>
<num>3</num>
<dom>Justie</dom>
<suj>Le sang ontamine</suj>
<que>Quel a ete le resultat de l'enque^te dans l'aaire du sang ontamine et omment a reagi
l'opinion publique ?</que>
<inf>Les douments pertinents devront prendre en ompte que l'aaire du sang ontamine est
un drame national et que des entaines de personnes ont ete infetees par le virus du SIDA. Ils
doivent egalement preiser que le droit penal franais permet d'oublier les delits apres un delai de
trois ans.</inf>
<ept>
<>Sang ontamine</>
<>Frane</>
<>Membre du gouvernement</>
<>SIDA</>
<>Vitimes</>
</ept>
</reord>
...
<reord>
<num>26</num>
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<dom>Soiete franaise</dom>
<suj>La drogue en Frane</suj>
<que>La onsommation de la drogue en Frane est-elle dans une phase de roissane ?</que>
<inf>Les douments reherhes onerneront a la fois les saisies de drogue importee et les
arrestations de traquants</inf>
<ept>
<>Drogue</>
<>Coa

ne</>
<>Marijuana</>
<>Traquants</>
<>Saisie</>
<>Dealer</>
<>Hashih</>
</ept>
</reord>
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Resume
De nombreuses appliations du traitement automatique des langues (reherhe d'informa-
tion, tradution automatique, et.) requierent des ressoures semantiques speiques a leur
ta^he et a leur domaine. Pour repondre a es besoins speiques, nous avons developpe asares,
un systeme d'aquisition d'informations semantiques lexiales sur orpus. Celui-i repond a un
triple objetif : il permet de fournir des resultats de bonne qualite, ses resultats et le proessus
ayant onduit a leur extration sont interpretables, et enn, il est assez generique et automa-
tique pour e^tre aisement portable d'un orpus a un autre. Pour e faire, asares s'appuie sur
une tehnique d'apprentissage artiiel symbolique | la programmation logique indutive |
qui lui permet d'inferer des patrons d'extration morphosyntaxiques et semantiques a partir
d'exemples des elements lexiaux semantiques que l'on souhaite aquerir. Ces patrons sont en-
suite utilises pour extraire du orpus de nouveaux elements. Nous montrons egalement qu'il est
possible de ombiner ette approhe symbolique ave des tehniques d'aquisition statistiques
qui onferent une plus grande automatiite a asares.
Pour evaluer la validite de notre methode, nous l'avons appliquee a l'extration d'un type
de relations semantiques entre noms et verbes denies au sein du Lexique generatif appelees
relations qualia. Cette ta^he d'aquisition reve^t deux intere^ts prinipaux. D'une part, es re-
lations ne sont denies que de maniere theorique ; l'interpretabilite linguistique des patrons
inferes permet don d'en preiser le fontionnement et les realisations en ontexte. D'autre
part, plusieurs auteurs ont note l'intere^t de e type de relations dans le domaine de la reherhe
d'information pour donner aes a des reformulations semantiquement equivalentes d'une me^me
idee. Gr^ae a une experiene d'extension de reque^tes, nous verions experimentalement ette
aÆrmation : nous montrons que les resultats d'un systeme de reherhe exploitant es relations
qualia, aquises par asares, sont ameliores de maniere signiative quoique loalisee.
Summary
Many appliations in the eld of Natural Language Proessing (information retrieval, mahine
translation, et.) need semanti resoures that are spei to their tasks and domains. To satisfy
this need we have developed asares, a orpus-based lexial semanti aquisition system. It
fullls three objetives: it has good extration results; these results and the whole aquisition
proess are interpretable; and it is generi and automati enough to be easily portable from a
orpus to another. To ahieve these goals, asares uses a mahine learning method |indutive
logi programming| whih makes possible to infer part-of-speeh and semanti patterns from
examples of the semanti elements we want to aquire. These patterns are then used to extrat
new elements from the orpus. We also show that it is possible to ombine this symboli method
with statistial aquisition methods to make asares more automati.
To validate our system, we have used it to aquire a kind of semanti relations between
nouns and verbs dened in the Generative Lexion and alled qualia relations. This task has
two main interests. On one hand, these relations are dened only in a theoretial point of
view; the linguisti interpretation of the patterns thus allows to have a deeper understanding
of their ontextual realizations. On the other hand, several authors have notied that suh
relations an be useful in information retrieval tasks beause they make semantially equivalent
reformulations of ideas aessible. With the help of a query expansion experiment using qualia
relations extrated with asares, we show that this assumption is true to a ertain extend: the
performanes of an information retrieval system are signiantly improved though loalized.
