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1Introdution
Cette thèse porte sur la modélisation et l'étude probabiliste de l'évolution géné-
tique de populations onstituées d'individus diploïdes, qui se reproduisent de façon
sexuée, et sont en interation (ompétition ou oopération) les uns ave les autres.
Cette question est abordée du point de vue de la onservation des espèes, 'est-à-dire
que nous nous intéressons à l'impat de la diploïdie, de l'hérédité mendélienne et des
interations sur l'évolution de populations vouées à l'extintion. Nous onsidérons
une modélisation à temps ontinu, individu-entrée, et dans laquelle les individus
sont aratérisés par leur génotype. Nos travaux s'appuient tous sur un même mo-
dèle de base, onstitué d'un proessus de naissane et mort non-linéaire qui est étudié
sous diérentes éhelles de taille de population, de temps, de taux de mutations, et
de taux de naissane et mort intrinsèque.
Cette introdution s'organise en deux parties. Dans la première, nous présentons
et détaillons plusieurs notions biologiques essentielles pour bien omprendre notre
travail, et nous introduisons le modèle de base onsidéré. Dans la deuxième, nous
expliquons la struture de la thèse et énonçons et expliquons les prinipaux résultats
obtenus dans haque hapitre.
1 Contexte, notions biologiques, et modélisation mathé-
matique
1.1 Motivations et point de vue adopté
Motivations
À l'origine de ette thèse se trouvent deux problématiques biologiques impor-
tantes et auxquelles auune réponse satisfaisante n'avait été donnée.
Tout d'abord, les populations de petite taille, 'est-à-dire onstituées de peu d'in-
dividus, sont soumises à ertains phénomènes qui leur sont spéiques et qui sont
observés et étudiés depuis longtemps par les biologistes. Par exemple, les petites
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populations (qui font l'objet du livre Soulé (1986)) présentent une plus grande varia-
bilité génétique temporelle (Crow & Kimura (1970), pp. 327−339), de la onsangui-
nité (i.e. des roisements entre individus apparentés, Wright (1921)), ont une réation
diérente aux hangements environnementaux (Lande (1993)), une dynamique démo-
graphique partiulière (Lande (1988)), et... En d'autres termes et plus généralement,
on sait qu'une population onstituée de peu d'individus ne peut pas simplement être
vue omme le modèle réduit d'une grande population. Mais nalement, peut-on vrai-
ment répondre à la question "Qu'est-e qu'une petite population ?" ? 10, 100, 10000
individus ? Comment dénir une taille seuil au-delà de laquelle une population pour-
rait être onsidérée omme grande ? Est-e seulement possible ? Pour répondre à es
questions il faut onnaître les phénomènes spéiques à l'évolution d'une petite po-
pulation, puis déterminer à partir de ombien d'individus es phénomènes pourront
être négligés.
Par ailleurs, une autre question essentielle, qui a préoupé notamment Darwin
1
,
Fisher (Fisher (1930)), et qui ontinue à intriguer les biologistes de la onservation,
est : "Comment la reprodution sexuée se maintient-elle ?" (voir Harteld & Keight-
ley (2012) et, pour une référene généraliste, les Chapitres 4 et 6 du livre Civard-
Rainais & Gouyon (2009) (Giraud & Penet (2009) et Gouyon & Giraud (2009))).
Ce mode de reprodution est en eet très oûteux puisqu'il suppose notamment la
prodution d'un très grand nombre de gamètes, la renontre et le hoix d'un par-
tenaire ompatible, et une féondation qui donne lieu à un nouvel individu qui soit
lui-même fertile. La méiose (division ellulaire à l'origine des gamètes) implique en
outre la perte de la moitié de l'information génétique lors de la reprodution. Cha-
une de es étapes n'existe pas dans la reprodution lonale et présente un oût.
Plusieurs expliations au maintien de la reprodution sexuée ont alors été avanées
(Maynard Smith (1978)), sans qu'auune n'ait réellement été quantiée mathéma-
tiquement. L'une d'entre elles est que le brassage génétique dont est issu haque
individu d'une population à reprodution sexuée permet une élimination plus e-
ae des mutations délétères (lutte ontre le liquet de Müller, phénomène au ours
duquel une population à reprodution lonale soure de l'aumulation irréversible
de mutations délétères (Muller (1932))).
Nous avons don herhé à étudier l'impat de la reprodution mendélienne sur
la dynamique de la omposition génétique d'une petite population. En partiulier,
puisque la théorie de l'évolution de Charles Darwin (Darwin & Royer (1862)) re-
pose sur des invasions suessives de mutations, nous nous sommes intéressées à
1. "We do not even in the least know the nal ause of sexuality ; why new beings should be
produed by the union of the two sexual elements, instead of by a proess of parthenogenesis... The
whole subjet is as yet hidden in darkness", Darwin (1862)
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l'inuene de la diploïdie sur la probabilité d'invasion ou de disparition d'un allèle
donné dans une population de taille nie. Nous étudions en outre le vortex d'extin-
tion démo-génétique, un phénomène spéique aux populations de petite taille, qui
est aratérisé par des xations de plus en plus fréquentes de mutations délétères, et
qui ontribue à aélérer l'extintion des populations.
Point de vue adopté
Dans ette thèse nous nous intéressons don à l'évolution génétique de popula-
tions d'individus qui se reproduisent de façon mendélienne et sont en ompétition
les uns ave les autres. Nous nous intéressons en partiulier (Chapitres 1 et 2) à
l'évolution des populations de petite taille. La population onsidérée est modélisée
par un proessus de naissane et mort multi-type et non-linéaire, qui est étudié sous
diérentes éhelles de temps, de taille de population, de taux de mutation, ou de pa-
ramètres démographiques. Plus préisément, nous faisons dépendre un ou plusieurs
paramètres de la population (omme son taux individuel de mutation, sa taille ini-
tiale, et...) d'un paramètre d'éhelle K qui tendra vers l'inni. On s'intéresse don
à la onvergene (dans un sens large) d'une suite de proessus stohastiques marko-
viens indiée par e paramètre d'éhelle K, lorsque K tend vers l'inni, ainsi qu'au
proessus limite obtenu.
En partiulier, une notion importante abordée dans ette thèse est elle d'éhelle
lente-rapide. Dans la première partie (Chapitres 1 et 2), l'apparition d'une mutation
a lieu beauoup plus rarement que les événements démographiques de naissane et
mort. Dans la deuxième partie (Chapitres 3 et 4), la taille et la omposition géné-
tique de la population évoluent lentement tandis que la distane de la population à
l'équilibre de Hardy-Weinberg évolue rapidement. Enn, dans haune des parties de
ette thèse, l'éhelle de temps onsidérée joue un rle très important : dans la pre-
mière partie, l'aélération du temps permet l'apparition de mutations rares, tandis
que dans la deuxième partie, l'aélération des événements de naissanes et morts
naturelles permet une évolution aléatoire de la population sous une hypothèse de
grande taille de population.
Notre démarhe est originale par rapport aux études lassiques de génétique des
populations (voir Crow & Kimura (1970) pour une introdution omplète), ar nous
onsidérons des populations dont la taille est non onstante et évolue aléatoirement
au ours du temps. Dans la première partie de ette thèse nous ne faisons pas non
plus d'hypothèse de grande taille de population omme il est fait en dynamique
adaptative (voir Metz et al. (1996), Champagnat (2006), Champagnat & Méléard
(2007), Champagnat & Méléard (2007), ou Collet et al. (2013b) et Metz & Redig
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(2013) pour des populations diploïdes). Nous insistons en partiulier sur le fait que
dans notre travail, omme la population est petite, les mutations désavantageuses
peuvent nir par envahir la population, e qui n'est pas le as dans les populations
de grande taille étudiées en dynamique adaptative. Sous une hypothèse de mutations
rares, nous étudions en partiulier le proessus de "Trait Substitution Sequene" in-
troduit dans Metz et al. (1996), qui montre en temps long les xations suessives
de mutations rares dans la population. Cette asymptotique est étudiée dans Cham-
pagnat & Lambert (2007) pour une population haploïde, mais la diploïdie engendre
ii des diultés supplémentaires. Par ailleurs, les individus de la population sont
en interation (ompétition ou oopération) les uns ave les autres ; les onditions de
séletion dans la population évoluent don au ours du temps puisqu'elles dépendent
du nombre d'individus présents voire de la omposition génétique de la population.
Cette thèse s'insrit don dans le adre de l'étude de l'éo-évolution des populations,
'est-à-dire l'étude de l'évolution simultanée d'une espèe et de l'environnement dans
lequel elle se trouve (Pelletier et al. (2009)).
1.2 Quelques notions biologiques
Dans ette setion nous rappelons quelques notions basiques onernant la géné-
tique, la diploïdie et la reprodution sexuée.
Populations diploïdes, lois de Mendel et équilibre de Hardy-Weinberg
Dans tous les hapitres de ette thèse, nous onsidérons une population d'indivi-
dus diplophasiques (nous dirons aussi diploïdes), hermaphrodites, auto-inompatibles
et se reproduisant de façon mendélienne et panmitique. Ces termes sont maintenant
expliqués et disutés.
Chaque être vivant ou individu est onstitué d'une ou plusieurs ellules dans
haune desquelles se trouve une opie de son génome, présenté sous la forme d'une
ou plusieurs moléules d'ADN. Ce matériel génétique est le support de l'hérédité,
qui est assurée par le biais de la reprodution. On distingue alors deux types de
reprodution : la multipliation asexuée donne naissane à un individu qui est un
lone de son unique parent, tandis que la reprodution sexuée donne lieu à un individu
dont le génome est issu d'un brassage génétique entre ses deux parents.
Par ailleurs, une ellule est aratérisée par son niveau de ploïdie, 'est-à-dire le
nombre d'exemplaires de ses hromosomes : on s'intéressera ii uniquement aux el-
lules haploïdes et diploïdes qui possèdent respetivement une seule ou deux versions
de haque hromosome. Les gènes sont des portions de hromosomes qui inuenent
un aratère donné des individus. Une ellule diploïde possède don deux versions de
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haque gène, appelées allèles. Les ellules onstituant un individu ont toutes le même
niveau de ploïdie. Un individu est alors dit diplophasique (resp. haplophasique) s'il
passe la majeure partie de son yle de vie ave des ellules diploïdes (resp. ha-
ploïdes). Par exemple l'humain et la plupart des animaux sont diplophasiques : leur
phase haploïde orrespond seulement à la période de formation des gamètes. Il est
important de noter que la diplophasie n'est pas néessairement liée à la reprodution
sexuée : la plupart des plantes se reproduisent de façon sexuée, mais ertaines sont
diplophasiques tandis que d'autres sont haplophasiques.
Nous avons hoisi de onsidérer des individus hermaphrodites, 'est-à-dire pos-
sédant à la fois les fontions mâle et femelle ; ela permettra de nous onentrer
uniquement sur les eets du brassage génétique qui a lieu lors de la reprodution
sexuée, et d'éliminer eux dus à la distintion des sexes (Maynard Smith (1978),
hap. 6) : dans notre modèle, haque individu peut se reproduire ave haque autre
individu. L'hypothèse de panmixie assure que les individus, lors de leur reprodution,
hoisissent leur partenaire uniformément au hasard. Cette hypothèse est souvent po-
sée en génétique et dynamique des populations.
Dans une population d'individus diploïdes à reprodution sexuée, les règles de
transmission du matériel génétique d'un ouple de parents à leur enfant sont appelées
lois de Mendel (Mendel (1901)). Ces règles peuvent se résumer de façon simple :
onsidérons un lous (emplaement) donné du génome, auquel se situe un gène. Les
lois de Mendel arment alors que haun des deux parents d'un enfant transmet l'un
de ses deux allèles hoisi uniformément au hasard, à et enfant. Contrairement aux
populations se reproduisant de façon lonale, le nombre moyen d'individus naissant
ave un génotype donné n'est alors pas proportionnel au nombre d'individus dans la
population portant e même génotype, e qui pose des diultés mathématiques.
Une partiularité importante des populations diploïdes est la notion d'équilibre
de Hardy-Weinberg, introduite dans Hardy (1908) et Weinberg (1908) et présentée
en détail dans Crow & Kimura (1970), pp. 34 − 40 et Ewens (2004), pp. 3 − 6. Cet
équilibre assure que dans une population panmitique de taille innie et à géné-
rations non-hevauhantes, en l'absene de séletion, de mutation et de migration,
les fréquenes alléliques restent onstantes d'une génération à l'autre, à partir de la
deuxième génération. De plus, lorsqu'une population satisfait et équilibre, si l'on
onsidère un lous donné du génome, alors la proportion d'individus portant un gé-
notype donné est égale à la probabilité de tirer deux allèles formant e génotype,
si l'on tire deux allèles uniformément, ave remise et indépendamment, parmi l'en-
semble des allèles présents dans la population. Par exemple pour deux allèles A et a
de fréquenes respetives pA et pa, la proportion d'individus ayant pour génotype AA
(resp. Aa) est égale à (pA)
2
(resp. 2pApa). Cette relation entre fréquenes alléliques et
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génotypiques est appelée struture de Hardy-Weinberg. Par abus de langage, on dira
dans ette thèse que la population onsidérée est à l'équilibre de Hardy-Weinberg
si elle satisfait la struture de Hardy-Weinberg, même si les fréquenes alléliques ne
restent pas onstantes au ours du temps.
Petites populations, mutations et vortex d'extintion
Dans ette thèse, nous modélisons, étudions et quantions un phénomène appelé
"vortex d'extintion demo-génétique", dans une population diploïde à reprodution
sexuée. Avant de dénir e phénomène, nous avons besoin à nouveau de quelques
notions biologiques. Tout d'abord, une mutation est une modiation à un endroit
donné du génome d'une ellule d'un individu. Chaque nouvel allèle est don issu d'une
mutation d'un allèle existant. Une mutation délétère est une mutation qui onfère un
désavantage séletif à son porteur. On s'intéressera dans ette thèse aux mutations
qui ont lieu dans la lignée germinale (i.e. dans une ellule qui va donner un gamète),
qui seront don transmises lors de la reprodution. Une notion importante hez les
populations diploïdes est la notion de relation de dominane entre deux allèles : on
dit qu'un allèle a est réessif par rapport à un allèle A lorsqu'il ne s'exprime pas
hez l'individu de génotype hétérozygote Aa (i.e. les phénotypes des individus de
génotypes AA et Aa sont les mêmes). L'allèle A est alors dit dominant par rapport
à l'allèle a. Au ontraire, on dit que les deux allèles sont odominants lorsqu'ils
s'expriment tous les deux hez l'hétérozygote. En partiulier, les eets d'un allèle a
sont dits additifs si le phénotype (quantiable) d'un individu hétérozygote Aa est
égal à la moyenne des phénotypes des homozygotes AA et aa. On s'intéressera aussi à
un as appelé surdominane, dans lequel les individus de type Aa sont mieux adaptés
que les homozygotes AA et aa. Par ailleurs, on dit qu'un allèle (ou une mutation,
don) à un gène donné se xe lorsqu'il nit par remplaer, dans une population, le
ou les autres allèles présents à e gène. Un allèle qui s'est xé est don porté par
tous les individus, en double exemplaire pour une population diploïde. On dira don
par exemple qu'un allèle a présent à un lous donné se xe si au bout d'un moment
tous les individus ont pour génotype aa à e lous. Ii il est important de remarquer
que lorsqu'une population d'individus haploïdes aratérisés par leur génotype à un
seul lous bi-allélique ne ontient plus qu'un seul individu, alors elle ne ontient plus
qu'un allèle pour e lous. Il y a don néessairement xation de l'un des deux allèles
avant l'extintion de la population. Dans une population diploïde il peut ne jamais y
avoir xation d'un des deux allèles, si le dernier individu restant dans la population
avant son extintion est hétérozygote pour e lous (i.e. de génotype Aa où A et a
sont les deux allèles possibles à e lous).
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Un "vortex" (ou tourbillon) d'extintion est un phénomène observé par les bio-
logistes dans les petites populations, qui onsiste en une déroissane de plus en
plus rapide de la taille de population, jusqu'à l'extintion. Cette aélération de la
déroissane de la taille de population est due à une ombinaison de plusieurs fa-
teurs qui se renforent mutuellement (Stephens & Sutherland (1999)), et plusieurs
types de vortex sont dénis, en fontion des fateurs mis en jeu (voir Gilpin & Soulé
(1986), pp. 25 − 34, pour plus de détail). Ii nous étudions le vortex d'extintion
démo-génétique ("mutational meltdown" en anglais), au ours duquel la taille de
population diminue de plus en plus rapidement suite à des xations de plus en plus
fréquentes de mutations délétères dans la population. Ce vortex est introduit dans
l'artile Lynh et al. (1995) et son fontionnement, tel qu'il est dérit par les bio-
logistes, est le suivant : plus une population est petite, plus les mutations délétères
se xent fréquemment (du fait de la dérive génétique, Drake et al. (1998) ou Lynh
et al. (1999)), et par ailleurs, à haque fois qu'une mutation délétère se xe, la taille
de population diminue. La ombinaison de es deux faits rée don une aélération
de la diminution de la taille de population et en parallèle des xations de plus en
plus rapides de mutations délétères.
1.3 Le modèle de base
Nous introduisons maintenant le modèle mathématique qui est à la base de nos
travaux. Considérons une population d'individus diploïdes aratérisés par leur gé-
notype à un lous pour lequel il existe deux allèles, A et a. Chaque individu a don
un des trois génotypes possibles,
AA, Aa ou aa.
On parlera aussi de types
1, 2 ou 3
pour plus de simpliité. La population est alors modélisée par un proessus de nais-
sane et mort à trois types
(Zt)t≥0 = (kt,mt, nt)t≥0
qui donne à haque temps t ∈ R+ les nombres respetifs d'individus de haque
génotype. On note
Nt = kt +mt + nt
la taille de la population au temps t et nous détaillons maintenant les taux de nais-
sane et mort du proessus (Zt)t≥0. On suppose que haque individu essaie de se
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reproduire au taux r > 0. Lors de ette tentative, un individu hoisit un partenaire
de reprodution uniformément au hasard parmi les autres individus de la population
(rappelons que les individus sont auto-inompatibles : ils ne peuvent pas se repro-
duire ave eux-même). Enn, pour i et j dans {1, 2, 3}, on dénit la valeur séletive
assoiée à un ouple d'individus de types respetifs i et j omme la probabilité pi,j
que e ouple, lors d'une féondation, produise un enfant. Cette probabilité peut par
exemple dépendre du nombre moyen de gamètes produits par haque génotype. En
eet, si les individus de types 2 et 3 produisent deux fois moins de gamètes que eux
de type 1, on pourra supposer qu'un ouple d'individus de types respetifs 2 et 3
a quatre fois moins de hane de se reproduire lors d'une renontre, qu'un ouple
onstitué de deux individus de type 1. Plus généralement, ette valeur séletive asso-
iée à haque ouple possible de génotypes traduit à la fois la apaité reprodutive
de haun des deux génotypes impliqués, et leur ompatibilité. Posons bij = rpi,j
pour tous i, j. Alors si Zt = (k,m, n) et N = k + m + n ≥ 2, la renontre et la
reprodution de deux individus de types 1 et 2 dans la population au temps t, a lieu
au taux :
rNkm
2
N(N − 1)p1,2 = r
2km
N − 1p1,2 = b12
2km
N − 1 .
Pour un ouple d'individus de même type, il faut de plus tenir ompte du fait qu'un
individu ne peut se reproduire ave lui-même. Par exemple, si Zt = (k,m, n) et
N = k+m+n ≥ 2, alors la renontre et la reprodution de deux individus non-xés
de type 1 dans la population au temps t se produit au taux :
rN
k(k − 1)
N(N − 1)p1,1 = b1,1
k(k − 1)
N − 1 .
Le génotype du nouveau-né est le résultat d'une ségrégation (ou brassage gé-
nétique) et, d'après les lois de Mendel, un ouple d'individus de types 1 et 2 par
exemple ('est-à-dire de génotypes AA et Aa), donne un individu de génotype AA
ou Aa ave probabilités 1/2 pour haun. Inversement, un individu de type AA naît
de la renontre de deux individus qui sont soit de génotype AA tous les deux (ette
renontre donne un individu de type AA ave probabilité 1), soit de type Aa tous les
deux (ette renontre donne un individu de type AA ave probabilité 1/4), soit de
types Aa et AA (ette renontre donne un individu de type AA ave probabilité 1/2).
Nous dénissons enn pour tout i ∈ {1, 2, 3} la probabilité qi pour qu'un individu
de type i soit viable. Ainsi, si Zt = (k,m, n) et N = k +m+ n ≥ 2, alors pour tout
i ∈ {1, 2, 3}, le taux λi(k,m, n) auquel un individu de type i naît dans la population
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au temps t, vaut :
λ1(k,m, n) = q1
[
b11
k(k − 1)
N − 1 + b12
km
N − 1 + b22
m(m− 1)
4(N − 1)
]
,
λ2(k,m, n) = q2
[
b12
km
N − 1 + b22
m(m− 1)
2(N − 1) + b23
mn
N − 1 + b13
2kn
N − 1
]
,
λ3(k,m, n) = q3
[
b33
n(n− 1)
N − 1 + b23
mn
N − 1 + b22
m(m− 1)
4(N − 1)
]
.
Les individus étant auto-inompatibles dans notre modèle, notons qu'il n'y a pas
de naissane lorsqu'il ne reste plus qu'un individu dans la population. Celle-i peut
alors être onsidérée omme éteinte, e qui n'est évidemment pas le as pour une
population à reprodution lonale. Ce phénomène en apparene anodin joue un rle
très important lorsque l'on s'intéresse à la xation d'un allèle dans une population
diploïde. En eet, omme nous l'avons mentionné dans la setion préédente, si la
population ne ontient plus qu'un seul individu et que elui-i est hétérozygote (i.e.
de génotype Aa), alors auun des deux allèles A et a ne se xera. Dans le Chapitre
1, le nombre d'individus dans la population est artiiellement maintenu au-dessus
de 2 an d'éviter l'extintion de la population et de forer la xation d'un des deux
allèles.
Nous introduisons maintenant une dimension éologique au modèle. Plus pré-
isément, les individus peuvent mourir soit de façon naturelle, soit du fait de la
ompétition ave les autres. Dans le Chapitre 3, nous ajoutons aussi une possibilité
de oopération entre les individus. Plus préisément, haque individu peut soit aider
soit pénaliser haque autre individu, et e en fontion de leurs génotypes respetifs.
Lorsqu'un individu est aidé par un autre individu, son taux de mort est diminué.
Pour tout i ∈ {1, 2, 3}, si Zt = (k,m, n), le taux µi(k,m, n) auquel la population au
temps t perd un individu de type i est plus préisément déni par
µ1(k,m, n) = k(d1 + (c11k + c21m+ c31n))
+,
µ2(k,m, n) = m(d2 + (c12k + c22m+ c32n))
+,
µ3(k,m, n) = n(d3 + (c13k + c23m+ c33n))
+.
où les paramètres démographiques d'interation (ompétition ou oopération) cij
sont des nombres réels quelonques et (x)+ = max(x, 0) pour tout x ∈ R. Si cij > 0,
alors les individus de type i ont un impat négatif sur les individus de type j alors
que si cij < 0, ils les aident. Les paramètres démographiques di ≥ 0 sont les taux de
mort intrinsèque des individus de type i.
Cette forme très générale des taux de naissane et mort permet de onsidérer des
populations à reprodution sexuée pour lesquelles le niveau d'adaptation de haque
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individu à l'environnement dépend de sa viabilité, de sa apaité reprodutrie et de
son espérane de vie dans la population qui l'entoure. On dit que le modèle est neutre
lorsque les paramètres démographiques ne dépendent pas du type des individus, i.e.
bij = b, qi = q, cij = c, di = d pour tous i et j dans {1, 2, 3}.
2 Résumé des résultats de la thèse
Cette thèse est onstituée de deux parties : dans la première, nous étudions le
vortex d'extintion démo-génétique, alors que dans la deuxième nous nous intéres-
sons à la onvergene vers une dynamique diusive lente-rapide d'une population
diploïde sous une éhelle de grande taille de population et événements de naissane
et mort intrinsèque fréquents. Chaune de es deux parties est divisée en deux ha-
pitres. Dans le premier hapitre, nous nous intéressons à la probabilité de xation
d'un allèle légèrement délétère dans une population de taille nie et, sous une éhelle
de mutations rares et après hangement d'éhelle de temps nous prouvons mathé-
matiquement l'existene d'un vortex d'extintion. Le deuxième hapitre présente
plusieurs résultats numériques assoiés au modèle et aux résultats du Chapitre 1
et fournit une analyse biologique des résultats obtenus, dans le but de omprendre
omment quantier le vortex d'extintion et l'impat de e phénomène sur la dy-
namique de la taille de population. Dans le troisième hapitre, nous prouvons dans
un premier temps la onvergene vers une dynamique diusive lente-rapide d'une
population diploïde modélisée par un proessus de naissane et mort non-linéaire
à 3 types, sous une éhelle de grande taille de population. Nous étudions dans un
seond temps le omportement quasi-stationnaire de ette population et nous nous
intéressons en partiulier à la possibilité de oexistene en temps long de deux allèles
dans une population onditionnée à ne pas être éteinte. Enn, dans le quatrième
hapitre, nous ommençons par généraliser le résultat de onvergene vers une dyna-
mique lente-rapide obtenu dans le Chapitre 3, pour une population dont les individus
sont aratérisés par leur génotype à un lous présentant un nombre ni quelonque
L d'allèles. Nous prouvons ensuite la onvergene de la population lorsque L tend
vers l'inni, vers un proessus de Fleming-Viot généralisé ave taille de population
non onstante et séletion diploïde additive.
2.1 Chapitre 1 : étude probabiliste d'une population diploïde et
densité-dépendante
Ce hapitre est onstitué de l'artile Coron (2013b), intitulé "Stohasti modeling
of density-dependent populations and extintion vortex" qui est à paraître dans
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Advanes in Applied Probability, en Juin 2014.
Éhelle de temps éologique
Dans e hapitre nous ommençons par étudier la probabilité de xation de l'al-
lèle a dans la population modélisée par le proessus de naissane et mort (Zt =
(kt,mt, nt), t ≥ 0) introduit dans la Setion 1.3 dont nous rappelons ii les taux de
naissane et mort si Zt = (k,m, n) :
λ1(k,m, n) = q1
[
b11
k(k − 1)
N − 1 + b12
km
N − 1 + b22
m(m− 1)
4(N − 1)
]
,
λ2(k,m, n) = q2
[
b12
km
N − 1 + b22
m(m− 1)
2(N − 1) + b23
mn
N − 1 + b13
2kn
N − 1
]
,
λ3(k,m, n) = q3
[
b33
n(n− 1)
N − 1 + b23
mn
N − 1 + b22
m(m− 1)
4(N − 1)
]
, et
µ1(k,m, n) = k(d1 + (c11k + c21m+ c31n))
+,
µ2(k,m, n) = m(d2 + (c12k + c22m+ c32n))
+,
µ3(k,m, n) = n(d3 + (c13k + c23m+ c33n))
+.
Nous onsidérons plus préisément un as partiulier où les eets distints de l'allèle
a par rapport à eux de l'allèle A n'inuent que sur les taux de mort naturelle, i.e.
bij = b > 0, qi = 1, cij = c > 0, pour tous i, j, et d1 = d, d2 = d+δ et d3 = d+δ
′
. Les
taux de naissane et mort du proessus (Zt = (kt,mt, nt), t ≥ 0) deviennent alors :
λ1(k,m, n) = b
[
k(k − 1)
N − 1 +
km
N − 1 +
m(m− 1)
4(N − 1)
]
,
λ2(k,m, n) = b
[
km
N − 1 +
m(m− 1)
2(N − 1) +
mn
N − 1 +
2kn
N − 1
]
,
λ3(k,m, n) = b
[
n(n− 1)
N − 1 +
mn
N − 1 +
m(m− 1)
4(N − 1)
]
, et
µ1(k,m, n) = k(d+ c(k +m+ n)),
µ2(k,m, n) = m(d+ δ + c(k +m+ n)),
µ3(k,m, n) = n(d+ δ
′ + c(k +m+ n)).
Notons que si δ > 0 et δ′ > 0 (resp. δ < 0 et δ′ < 0), alors l'allèle a est délétère
(resp. avantageux). Par ailleurs, si δ = 0, alors l'allèle a est réessif, et si δ′ = 2δ, il
est additif.
Comme nous l'avons préisé dans la Setion 1.3 de ette introdution, le proessus
(Zt, t ≥ 0) peut s'éteindre avant même que l'un des deux allèles A ou a ne se soit
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xé. Pour éviter e phénomène, nous empêhons don artiiellement la population
de mourir en imposant, pour tout (k,m, n) ∈ (Z+)3 tel que k +m+ n = 2 :
µ1(k,m, n) = µ2(k,m, n) = µ3(k,m, n) = 0.
Pour tout t ≥ 0, on a don Zt ∈ N3∗∗ = (Z+)3 \ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)} et
le proessus (Zt)t≥0 admet alors un espae d'états absorbants Γ = Γa ∪ ΓA, ave :
 Γa = {(0, 0, n), n ≥ 2} est l'ensemble des états pour lesquels l'allèle a s'est xé
et l'allèle A a disparu.
 ΓA = {(k, 0, 0), k ≥ 2} est l'ensemble des états pour lesquels l'allèle A s'est xé
et l'allèle a a disparu.
Nous prouvons alors que le temps d'atteinte de l'ensemble Γ par le proessus mar-
kovien de saut (Zt)t≥0 est ni presque sûrement et nous obtenons même le résultat
suivant, pour le temps TΓ d'atteinte de Γ par la haîne de Markov inluse assoiée
au proessus (Zt)t≥0 :
Lemme 1 (1.4.8). Pour tout (k,m, n) ∈ N3∗∗, il existe un réel stritement positif ρ
tel que Ek,m,n((1 + ρ)
TΓ) <∞.
Ce lemme joue un rle important à plusieurs reprises dans notre travail et sa
preuve s'appuie sur un premier résultat obtenu à la Proposition 1.2.1 : nous prouvons
que le temps T{2} de retour en {(k,m, n)|k + m + n = 2} de la haîne inluse
assoiée au proessus (Zt)t≥0 satisfait Ek,m,n((1 + ρ)T{2}) <∞ pour un ρ assez petit
(Proposition 1.2.1). Ce résultat est obtenu en utilisant des arguments d'existene de
distributions quasi-stationnaires développés dans Collet et al. (2013a).
Nous étudions don la probabilité u((k,m, n), δ, δ′) de xation de l'allèle a sa-
hant que Z0 = (k,m, n), i.e. la probabilité pour que le proessus (Zt, t ≥ 0) ave
Z0 = (k,m, n) soit absorbé en Γa et non en ΓA (ette probabilité dépend aussi des pa-
ramètres démographiques b, d et c). Tout d'abord dans le as neutre où δ = δ′ = 0, le
proessus stohastique donnant la proportion d'allèles a est une martingale (Propo-
sition 1.3.2). La probabilité u((k,m, n), 0, 0) de xation de l'allèle a si la population
part de l'état (k,m, n) est alors simplement égale à la proportion initiale d'allèle a :
u((k,m, n), 0, 0) =
m+ 2n
2(k +m+ n)
.
On suppose ensuite que les paramètres δ et δ′ sont prohes de 0 (i.e. la mutation qui
hange l'allèle A en allèle a est de petite taille). Nous obtenons le résultat suivant :
Théorème 2 (1.3.4). Pour tout (k,m, n) dans N3∗∗, la fontion
(δ, δ′) 7→ u((k,m, n), δ, δ′)
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est une fontion analytique de (δ, δ′) au voisinage de (0, 0). De plus si nous posons
N = k +m+ n, alors
u((k,m, n), δ, δ′) =
2n +m
2(k +m+ n)
− δv(k,m, n) − δ′w(k,m, n) + o(|δ| + |δ′|),
ave
v(k,m, n) = (k − n)
[
m
N
xN +
N2 − (k − n)2
N2
yN
]
,
w(k,m, n) =
n(2k +m)
N
xN +mx
′
N + (2k +m)(2n +m)
(
y′N
N
− 2k +m
2N2
yN
)
.
Les suites réelles (xN )N≥3, (yN )N≥3, (x′N )N≥3, et (y
′
N )N≥3 sont dénies omme étant
les uniques solutions bornées d'équations de réurrenes de degré 2 à oeients non-
onstants (Propositions 1.3.6 et 1.3.7).
Ce théorème nous permet alors d'approximer numériquement les valeurs de la
probabilité de xation u((k,m, n), δ, δ′) pour tout (k,m, n) ∈ N3∗∗. On s'intéresse
en partiulier aux états de la forme (k,m, n) = (N − 1, 1, 0) pour N ≥ 2, ar on
onsidère lassiquement que l'allèle a est apparu dans la population par mutation
d'un seul brin d'ADN d'un seul individu. La population est don à e moment (à
partir duquel on étudie la population) passée d'un état homozygote (N, 0, 0) à l'état
(N −1, 1, 0). On trae dans la Figure 1 la probabilité de xation u((N −1, 1, 0), δ, δ′)
en fontion de N pour diérents as de dominane (réessivité et additivité).
Idées de la preuve : Tout d'abord, pour montrer l'analytiité de u, nous uti-
lisons le fait que u((k,m, n), δ, δ′) se déompose omme la somme, sur l'ensemble
S(k,m,n)→Γa de tous les hemins partant de (k,m, n) et arrivant en un point de xa-
tion de l'allèle a, de la probabilité de es hemins, en suivant une idée de Champagnat
& Lambert (2007) :
u((k,m, n), δ, δ′) =
∑
(i1,..il)∈S(k,m,n)→Γa
πδ,δ
′
i1i2
...πδ,δ
′
il−1il . (1)
Chaun des termes de la somme est une fontion analytique en (δ, δ′) au voisinage
de (0, 0). Nous prolongeons la fontion (δ, δ′) 7→ u((k,m, n), δ, δ′) sur un ouvert de
C2 approprié et grâe au Lemme 1, nous montrons qu'elle est analytique sur et
ouvert. Puis, nous notons Lδ,δ
′
le générateur innitésimal du proessus (Zt, t ≥ 0).
Le proessus (u(Zt, δ, δ
′))t≥0 est une martingale, don Lδ,δ
′
u(., δ, δ′)(k,m, n) = 0 pour
tout (k,m, n) ∈ N3∗∗ (Proposition 1.3.3) e qui nous donne que les dérivées partielles
(v(k,m, n))(k,m,n)∈N3∗∗ sont solutions de l'équation
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Figure 1  Probabilité de xation uδ,δ
′
N−1,1,0 d'une mutation délétère additive (δ =
δ′/2, losanges pleins), reessive (δ = 0, losanges vides), ou neutre (δ = δ′ = 0, arrés),
en fontion de la taille initiale de population N . Les paramètres demographiques sont
b = 10, d = 1, c = 0.1, et δ′ = 0.2.


(Lv)(k,m, n) = m(n−k)2N(N−1) ∀(k,m, n)|k +m+ n ≥ 3
(Lv)(k,m, n) = 0 ∀(k,m, n)|k +m+ n = 2
v(2, 0, 0) = v(0, 0, 2) = 0,
(2)
où L = L0,0. Cette équation est une équation de réurrene d'ordre 2 à 3 indies,
du fait que L est le générateur d'un proessus de naissane et mort à 3 types. Nous
prouvons (Proposition 1.3.5) par un argument probabiliste et en utilisant la déom-
position (1) que v est en fait l'unique solution sous-linéaire (i.e. telle qu'il existe une
onstante C > 0 telle que |v(k,m, n)| ≤ C(k +m+ n) pour tout (k,m, n) ∈ N3∗∗) de
(2). La forme de v(k,m, n) en fontion de k, m et n est enn intuitée. Nous montrons
en eet que
v(k,m, n) = (k − n)
[
m
N
xN +
N2 − (k − n)2
N2
yN
]
si et seulement si (zN )N≥3 =
(
xN
yN
)
N≥3
est l'unique solution bornée d'une équation
de réurrene de degré 2 à un seul indie aompagnée d'une ondition initiale, de
la forme :
BNzN+1 = CNzN +DNzN−1 + fN for all N ≥ 4
B3z4 = C˜3z3 + f3,
(3)
où les matries arrées de taille 2 BN , CN , DN , et C˜3 et les veteurs de taille 2 fN
sont expliités. Enn, si b est assez petit devant c, on montre en étudiant en détail
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l'équation de réurrene (3) qu'une telle solution existe. Le Théorème 2 est don vrai
si b est assez petit. Pour nir, nous montrons omme au début de ette preuve, que
v est une fontion analytique de b e qui nous permet d'étendre le résultat à toute
valeur stritement positive du paramètre de naissane b. Le même travail est fait
séparément pour w. 
Éhelle de temps mutationnelle
An d'observer des xations suessives de mutations délétères et d'étudier le
vortex d'extintion, dans la dernière setion de e hapitre (Setion 1.5 du Chapitre
1), nous ajoutons des mutations rares au modèle onsidéré. Plus préisément, en plus
des événements de naissane et mort, haque individu a maintenant la possibilité de
muter au ours de sa vie, au taux 2µ/K où K est un paramètre d'éhelle qui tend
vers l'inni. Quand K tend vers l'inni, on retrouve alors le proessus de naissane et
mort sans mutation étudié préédemment. Nous hangeons don d'éhelle de temps
en onsidérant la population au temps Kt avant de faire tendre K vers l'inni, e
qui laisse aux mutations le temps d'apparaître : 'est e que l'on appelle l'éhelle
mutationnelle. Chaque individu est maintenant aratérisé par son génotype x ∈
G := {{A, C,G,T }G}2, où G est la taille du génome et A, C, G et T sont les 4
nuléotides qui omposent l'ADN. La population au temps Kt est alors notée
(ZKKt)t>0 :=

NKKt∑
i=1
δ
xi,KKt


t>0
,
où δx est la mesure de Dira au point x, N
K
Kt est la taille de la population au
temps Kt, et xi,KKt ∈ G est le génotype du i-ème individu dans la population ZKKt.
Les événements de naissane et mort ont alors lieu inniment rapidement, et par
le Lemme 1, haque nouvelle mutation qui apparait est éliminée ou se xe, et e
de façon instantanée : la population est don monomorphe à haque instant. En
partiulier tous les individus ont les mêmes paramètres démographiques à haque
instant. Lorsque les individus ont pour paramètres démographiques b > 0, d ≥ 0 et
c > 0, on note l(., b, d, c) la loi stationnaire de la taille de population. Nous obtenons
alors (Théorème 1.5.1) un résultat de onvergene qui est l'analogue diploïde du
Théorème 3.1 de Champagnat & Lambert (2007) :
 Pour tous temps 0 < t1 < ... < tn, le n-tuple (Z
K
Kt1
, ..., ZKKtn) onverge en
loi vers la variable aléatoire (Nt1δSt1 , ..., NtnδStn ) où (St)t>0 est un proessus
markovien de saut qui saute d'un génotype homozygote x(1) = (x1, x1) vers un
autre génotype homozygote x(2) = (x2, x2) où x1 et x2 sont dans {A, C,G,T }G.
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 Conditionnellement à (St1 , ..., Stn) = (x
(1), ..., x(n)), les variables aléatoires Nt1 ,
... , Ntn sont indépendantes les unes des autres et pour tout i, Nti a pour
loi l(., b(x(i)), d(x(i)), c(x(i))), si b(x(i)), d(x(i)) et c(x(i)) sont les paramètres
démographiques d'une population onstituée d'individus ayant pour génotype
x(i).
 Dans le as partiulier où les mutations ont toutes le même eet qu'étudié
préédemment (i.e. si les individus de génotype x(1) ont pour paramètres dé-
mographiques b, d et c alors les individus de génotype (x1, x2) (resp. x
(2)
) ont
pour paramètres démographiques b, d + δ (resp. d + δ′) et c), alors le taux
τ(b, d, c, δ, δ′) auquel le proessus de saut (St, t ≥ 0) saute d'un génotype ayant
pour taux de mort intrinsèque d (vers un génotype ayant pour taux de mort
intrinsèque d+ δ′) vaut :
τ(b, d, c, δ, δ′) = 2µ
∞∑
N=2
Nu((N − 1, 1, 0), δ, δ′)l(N, b, d, c),
où u a été étudiée préédemment (Théorème 2) et dépend aussi des paramètres
démographiques b, d et c.
Le proessus (NtδSt)t≥0 est appelé "Trait Substitution Sequene" (Metz et al.
(1996)) : à haque xation d'une nouvelle mutation, le proessus (St)t≥0 saute d'un
génotype à l'autre et la taille de population Nt hange de loi. Dans le as où toutes
les mutations sont délétères, l'espérane de Nt diminue légèrement à haque xation
(l'évolution de la loi de la taille de population à haque xation d'une mutation
délétère est plus préisément illustrée dans la Figure 2).
Nous prouvons alors le résultat suivant qui prouve l'existene d'un vortex d'ex-
tintion.
Théorème 3 (1.5.2). Fixons le paramètre de ompétition c et supposons que E(N20 ) <
∞. Si δ > 0 et δ′ > δ, et si b est assez petit, alors le temps moyen de saut de S,
T (b, d, c, δ, δ′) = 1/τ(b, d, c, δ, δ′) est une fontion déroissante du taux de mort in-
trinsèque d des individus.
Pour la preuve de e dernier résultat, nous soulignons la dépendane de la pro-
babilité de xation u((k,m, n), δ, δ′) en le taux de mort intrinsèque en la notant
u((k,m, n), d, δ, δ′), quand les individus ont pour taux de mort intrinsèque d. La
preuve onsiste alors à montrer d'une part que la fontion
N 7→ Nu((N − 1, 1, 0), d, δ, δ′)
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Figure 2  Distribution de la taille de population pour diérentes valeurs du taux
de mort intrinsèque d. Dans ette gure, b = 10 et c = 0.1.
est déroissante, et d'autre part que pour tout N ≥ 2, la fontion
d′ 7→ u((N − 1, 1, 0), d′ , δ, δ′)
est roissante. Nous prouvons par ailleurs que si d′ > d, alors il existe N0 ≥ 2 tel que
pour tout N ≤ N0, l(N, b, d′, c) ≥ l(N, b, d, c), et pour tout N > N0, l(N, b, d′, c) <
l(N, b, d, c), omme illustré dans la Figure 2 (l(., b, c, d) a été dénie préédemment
omme la loi de la taille de population lorsque les individus ont pour paramètres
démographiques b, d et c).
À haque fois qu'une mutation délétère se xe, le taux de mort intrinsèque des
individus est augmenté et d'après le théorème préédent, le taux de xation des
mutations délétères augmente (i.e. le temps moyen de xation diminue), e qui prouve
l'existene d'un vortex : on peut observer des xations de plus en plus fréquentes (en
moyenne) de mutations délétères.
2.2 Chapitre 2 : étude quantitative du vortex d'extintion démo-
génétique
Le deuxième hapitre est onstitué de l'artile Coron et al. (2013), eetué en
ollaboration ave Sylvie Méléard, Emmanuelle Porher et Alexandre Robert, intitulé
"Quantifying the mutational meltdown in diploid populations" et paru dans The
Amerian Naturalist, en Mai 2013.
Dans e hapitre, nous approfondissons les résultats mathématiques obtenus dans
le Chapitre 1 en fournissant un adre biologique détaillé, des résultats numériques
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quantitatifs ainsi qu'une analyse éologique de es résultats. Les aluls numériques
ont été eetués grâe au logiiel Maple et aux équations établies dans le Chapitre
1. Plus préisément nous estimons numériquement les valeurs prises par la suite
(zN )N≥3 dénie par l'équation de réurrene (3) (le même travail est fait pour les
suites (x′N )N≥3 et (y
′
N )N≥3 introduites au Théorème 2), e qui nous permet d'estimer
toutes les grandeurs qui nous intéressent.
Nous illustrons tout d'abord le résultat établi au Théorème 3 et qui donne l'exis-
tene d'un vortex d'extintion. Nous traçons pour ela (Figure 3) le temps moyen de
xation d'une mutation délétère en fontion du taux de mort intrinsèque des indivi-
dus qui onstituent la population, e qui donne bien une fontion déroissante. Les
résultats numériques que nous obtenons suggèrent d'ailleurs que le Théorème 3 reste
vrai tant que δ >≥ 0, δ′ ≥ 0, et δ + δ′ > 0, sans qu'il soit néessaire en partiulier
de supposer que δ′ > δ.
Figure 3  Relation entre T , le temps moyen de xation d'une mutation délétère et
le taux de mort intrinsèque des individus d, pour diérentes valeurs des paramètres
démographiques et diérents as de dominane. Symboles vides : mutation réessive
(δ = 0) ; symboles remplis : mutation additive ; (δ = δ′/2) ; erles : δ′ = 0.1 ;
losanges : δ′ = 0.2.
Rappelons que la justiation de l'existene du vortex d'extintion démo-génétique
s'appuie ommunément sur l'armation "plus la taille d'une population est petite,
plus la fréquene de xation des mutations délétères est élevée" (Drake et al. (1998)).
Nous traçons don le temps moyen de xation d'une mutation délétère en fontion
de la taille moyenne de population (Figure 4), pour diérentes valeurs du taux de
naissane b. En ohérene ave le résultat préédent, le temps moyen de xation
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d'une mutation délétère roît bien ave la taille moyenne de population, le para-
mètre de naissane b étant xé. Cependant, nous insistons fortement sur le fait que
ette taille moyenne, qui est souvent utilisée par les biologistes omme ritère de via-
bilité d'une population, n'est pas un paramètre susant pour déterminer le risque
d'extintion rapide d'une population soumise à des xations de mutations délétères.
Seule la onnaissane des paramètres démographiques de la population nous permet
d'estimer orretement e risque. Pour illustrer e point, nous montrons dans la -
gure 4 que si l'on ompare deux populations, la population ayant la plus grande taille
moyenne peut être soumise à des xations plus fréquentes de mutations délétères.
Figure 4  Relation entre T , le temps moyen de xation d'une mutation délétère et
la taille moyenne de population N . Chaque ourbe orrespond à une valeur xée de
b. Les autres paramètres démographiques sont δ = 0.05, δ′ = 0.1, c = 0.1 et m = 1.
Les points A et B donnent un exemple pour lequel une population de plus grande
taille (point B) subit des xations plus fréquentes de mutations délétères.
Nous herhons ensuite à visualiser l'impat de e vortex d'extintion sur la dy-
namique de la taille moyenne de population. Nous omparons ette dynamique à elle
d'une population tive pour laquelle le vortex est négligé. Rappelons que le vortex
d'extintion est déni par des xations de plus en plus fréquentes de mutations délé-
tères. Négliger le vortex d'extintion revient don à négliger la déroissane à haque
xation du temps moyen de xation de la prohaine mutation délétère et don à
supposer que le temps moyen de xation d'une mutation délétère est onstant. Dans
la Figure 5, nous traçons la dynamique moyenne de la taille moyenne de population.
Plus préisément, si la population a pour paramètres démographiques initiaux b, d
et c alors le temps moyen de xation d'une mutation délétère de paramètres δ et
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δ′ est T (b, d, c, δ, δ′) et la taille moyenne de population est N(b, d, c). Au bout de
e temps moyen, le taux de mort intrinsèque des individus devient don d + δ′ et
la taille moyenne de population devient N(b, d + δ′, c). On reommene l'opération
ave es nouvelles onditions initiales. Nous observons dans la Figure 5 un impat
partiulièrement important du vortex d'extintion démo-génétique sur la dynamique
de population, mais et impat est très fortement dépendant des paramètres démo-
graphiques de la population. C'est pourquoi nous herhons à quantier la fore de
Figure 5  Déroissane au ours du temps de la taille moyenne de population.
Dans ette gure, b = 10, c = 0.1, m = 1, δ′ = 0.2 et le taux de mort intrinsèque
initial des individus est D0 = 1. Nous traçons un as additif (δ = δ
′/2) et un as
omplètement réessif (δ = 0). Dans haque as, nous traçons aussi la dynamique
moyenne au ours du temps de la taille moyenne de population orrespondant à un
modèle dans lequel le vortex est négligé (null model).
e phénomène. Nous hoisissons de quantier e phénomène par la diérene relative
entre le temps moyen de xation de la première mutation et elui de la deuxième
mutation, soit la quantité
S(b, d, c, δ, δ′) :=
T (b, d, c, δ, δ′)− T (b, d+ δ′, c, δ, δ′)
T (b, d, c, δ, δ′)
,
où b, d et c sont les paramètres démographiques de la population initiale. Nous ob-
servons alors en omparant des populations ayant un même temps moyen de xation
de la première mutation délétère, que la fore du vortex d'extintion démo-génétique
est une fontion déroissante de la taille moyenne de population. Cei permet de
dénir une taille minimum de population pour que elle-i soit viable et de dénir
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une notion de "petite population" : une grande population est alors une population
pour laquelle la fore du vortex d'extintion est en-dessous d'un seuil donné.
2.3 Chapitre 3 : Modèle de diusion diploïde et quasi-stationnarité
Dans e hapitre et le suivant nous onsidérons le proessus de naissane et
mort (Zt, t ≥ 0) introduit au début de ette introdution (Setion 1.3) sous une
asymptotique de taille innie de population. Plus préisément, nous supposons que les
nombres d'individus de haque génotype dans la population initiale Z0 sont de l'ordre
de K, où K est un paramètre d'éhelle qui tend vers l'inni, et nous onsidérons la
suite de proessus renormalisés
ZK = (Z1,K , Z2,K , Z3,K) =
Z
K
qui donne les nombres respetifs d'individus de haque génotype, renormalisés par
1/K. Les paramètres démographiques de la population dépendent de K et si l'on
note e1 = (1, 0, 0), e2 = (0, 1, 0) et e3 = (0, 0, 1), alors pour tous i ∈ {1, 2, 3}, le taux
λKi (Z) (resp. µ
K
i (z)) auquel le proessus stohastique Z
K
saute de z = (z1, z2, z3) ∈(
Z+
K
)3
à z + ei/K (resp. z − ei/K) satisfait, tant que z1 + z2 + z3 = n 6= 0 :
λK1 (z) =
KbK1
n
(
z1 +
z2
2
)2
,
λK2 (z) =
KbK2
n
2
(
z1 +
z2
2
)(
z3 +
z2
2
)
,
λK3 (z) =
KbK3
n
(
z3 +
z2
2
)2
, et
µK1 (z) = Kz1(d
K
1 +K(c
K
11z1 + c
K
21z2 + c
K
31z3))
+,
µK2 (z) = Kz2(d
K
2 +K(c
K
12z1 + c
K
22z2 + c
K
32z3))
+,
µK3 (z) = Kz3(d
K
3 +K(c
K
13z1 + c
K
23z2 + c
K
33z3))
+.
Notons que pour e hapitre nous supposons don que tous les ouples d'individus
qui se renontrent ont la même probabilité de se reproduire (la Setion 1.3 de ette
introdution propose un modèle de base plus général).
Dans e hapitre, nous introduisons le proessus suivant :
Y Kt =
4Z1,Kt Z
3,K
t − (Z2,Kt )2
4NKt
.
Nous notons alors que
Y Kt =
(
pAA,Kt − (pA,Kt )2
)
NKt =
(
paa,Kt − (pa,Kt )2
)
NKt =
(
2pA,Kt p
a,K
t − pAa,Kt
)
NKt
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si pA,Kt (resp. p
a,K
t , resp. p
AA,K
t , resp. p
Aa,K
t , resp. p
aa,K
t ) est la proportion d'allèles A
(resp. a, resp. génotype AA, resp. génotype Aa, resp. génotype aa) dans la population
ZKt . Don Y
K
t est appelée la déviation de la population Z
K
t par rapport à l'équilibre
de Hardy-Weinberg (Setion 1.2 de ette introdution).
Le hangement de variable bijetif suivant joue alors un rle majeur :
(R+)
3 \ {(0, 0, 0)}→{(n, x, y)∈R∗+× [0, 1]×R :−nmin(x2, (1 − x)2) ≤y≤nx(1− x)}
(Z1,Kt , Z
2,K
t , Z
3,K
t ) 7→ (NKt ,XKt , Y Kt )
où
 NKt = Z
1,K
t + Z
2,K
t + Z
3,K
t est la taille de population au temps t divisée par
K,
 XKt =
2Z1,Kt +Z
2,K
t
2NKt
est la proportion d'allèle A au temps t,
 Y Kt =
4Z1,Kt Z
3,K
t −(Z2,Kt )2
4NKt
est la déviation de la population par rapport à l'équi-
libre de Hardy-Weinberg au temps t.
Dynamique lente-rapide
Nous onsidérons ette population dans une éhelle diusive, dans laquelle nous
aélérons les événements de naissane et mort intrinsèque. Plus préisément les
paramètres démographiques du modèle satisfont désormais :
bi,K = γK + βi ∈ [0,∞[
di,K = γK + δi ∈ [0,∞[
cKij =
αij
K
∈ R
Cette renormalisation peut être interprétée de la façon suivante : on onsidère un
système de grande taille, présentant une quantité de ressoures limitée et onstitué
de petits individus qui se reproduisent et meurent très vite (Champagnat et al.
(2006)). Des onditions sur les paramètres d'interation αij sont alors néessaires
pour assurer une propriété de propagation des ontrles de moments de la taille
de population. Ces onditions imposent que la oopération entre les individus ne
soit pas trop forte ou soit ontrebalanée par de la ompétition. Lorsque la taille
de population est ontrlée, nous obtenons la onvergene de la suite de proessus
(ZKt , t ∈ [0, T ]) vers une dynamique lente-rapide. En eet, la déviation (Y Kt , t ≥ 0)
de la population par rapport à l'équilibre de Hardy-Weinberg est une variable rapide
qui va tendre vers 0, tandis que la taille de population (NKt , t ≥ 0) et la proportion
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d'allèles A (XKt , t ≥ 0) sont des variables lentes qui vont onverger vers un proessus
de diusion. Ce omportement est établi dans deux résultats. Tout d'abord nous
obtenons la
Proposition 4 (3.3.2). Sous des hypothèses appropriées permettant le ontrle des
moments de la taille de population, pour tous temps s, t > 0, sup
t≤u≤t+s
E((Y Ku )
2) tend
vers 0 lorsque K tend vers l'inni.
Ce résultat justie don l'hypothèse d'équilibre de Hardy-Weinberg qui est sou-
vent faite (Deppershmidt et al. (2012), Remarque 2.1), et e même pour des popula-
tions de taille variable. Cependant, omme nous l'expliquerons plus tard, et équilibre
n'induit pas néessairement que la dynamique de la omposition génétique d'une po-
pulation diploïde puisse être réduite à elle des nombres respetifs d'ourrenes de
haun des allèles qu'elle ontient.
La preuve de la Proposition 4 s'appuie sur l'équation de Kolmogorov-forward. En
eet, nous prouvons qu'il existe une onstante C telle que pour tout temps t ≥ 0,
dE
(
(Y Kt )
2
)
dt
≤ −2γKE ((Y Kt )2)+ C.
Grâe à e résultat nous prouvons la onvergene de la suite de proessus (2Z1,Kt +
Z2,Kt , 2Z
3,K
t + Z
2,K
t )t≥0 qui donne les nombres respetifs d'allèles A et a vers un
proessus de diusion et nous en déduisons le résultat qui nous intéresse :
Théorème 5 (Corollary 3.3.4). Pour tout ǫ > 0 et T > 0, posons TKǫ = inf{t ∈
[0, T ] : NKt ≤ ǫ}. Si la suite de variables aléatoires (NK0 ,XK0 ) ∈ [ǫ,+∞[×[0, 1]
onverge en loi vers une variable aléatoire (N0,X0) ∈]ǫ,+∞[×[0, 1] lorsque K tend
vers l'inni, alors la suite de proessus stohastiques {(NK ,XK).∧TKǫ }K≥1 onverge
en loi dans D([0, T ], [ǫ,∞[×[0, 1]) lorsque K tend vers l'inni, vers le proessus de
diusion arrêté (N,X).∧Tǫ (Tǫ = inf{t ∈ [0, T ] : Nt = ǫ}), partant de (N0,X0) et
satisfaisant l'équation de diusion :
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dNt=
√
2γNtdB
1
t
+Nt
[
X2t
(
β1 − δ1 −
(
α11NtX
2
t + α212NtXt(1−Xt) + α31Nt(1−Xt)2
))
+ 2Xt(1−Xt)
(
β2 − δ2 −
(
α12NtX
2
t + α222NtXt(1−Xt) + α32Nt(1−Xt)2
))
+(1−Xt)2
(
β3 − δ3 −
(
α13NtX
2
t + α232NtXt(1−Xt) + α33Nt(1−Xt)2
))]
dt
dXt =
√
γXt(1−Xt)
Nt
dB2t
+ (1−Xt)X2t [(β1 − δ1)− (β2 − δ2)
−Nt((α11 − α12)X2t + (α21 − α22)2Xt(1−Xt) + (α31 − α32)(1−Xt)2)]dt
+Xt(1−Xt)2[(β2 − δ2)− (β3 − δ3)
−Nt((α12 − α13)X2t + (α22 − α23)2Xt(1−Xt) + (α32 − α33)(1−Xt)2)]dt,
(4)
où ((B1t , B
2
t ), t ≥ 0) est un mouvement brownien bi-dimensionnel.
La preuve de e résultat suit d'abord un shéma assez lassique, omme expliqué
dans Joe & Métivier (1986) : nous prouvons, grâe aux ritères d'Aldous et Rebol-
ledo, la tension dans D([0, T ], (R+)
2) de la suite de proessus (2Z1,K+Z2,K , 2Z3,K+
Z2,K) qui donne les nombres respetifs d'allèles A et a, et nous aratérisons la li-
mite de ette suite de proessus omme étant l'unique solution (NAt , N
a
t )t∈[0,T ] à
trajetoires presque sûrement ontinues d'un problème de martingale. Le proes-
sus (NAt , N
a
t )t∈[0,T ] est un proessus de diusion dont l'équation de diusion est
expliitée. Nous prouvons ensuite la onvergene de la suite de proessus arrêtés
(2Z1,K+Z2,K, 2Z3,K+Z2,K).∧TKǫ vers le proessus limite (N
A, Na).∧Tǫ arrêté lorsque
NAt +N
a
t = 2Nt = 2ǫ. Enn, la fontion (n
A, na) 7→
(
nA+na
2 ,
nA
nA+na
)
étant lipshit-
zienne sur {(nA, na) ∈ (R+)2 : nA + na ≥ 2ǫ}, nous en déduisons le résultat voulu.
Dans le as neutre où βi = β, δi = δ et αij = α pour tous i, j, la diusion limite
(N,X) satisfait l'équation de diusion :
dNt =
√
2γNtdB
1
t +Nt(β − δ − αNt)dt
dXt =
√
γXt(1−Xt)
Nt
dB2t .
Cette diusion peut-être dénie omme la généralisation d'une diusion de Wright-
Fisher diploïde (Ethier & Kurtz (1986) p. 411), pour laquelle la taille de population
évolue aléatoirement au ours du temps, selon une diusion logistique. Nous ompa-
rons ette diusion à elle obtenue pour une population haploïde à partir des travaux
de Cattiaux & Méléard (2010), qui est :
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dNht =
√
2γNht dB
1
t +N
h
t (β − δ − αNht )dt
dXht =
√
2γXht (1−Xht )
Nht
dB2t .
Dans le as neutre, les diérenes entre populations diploïde et haploïde résident don
simplement dans une variation de la proportion d'allèle A divisée par
√
2 dans la po-
pulation diploïde. Cette diérene en apparene anodine implique que les évolutions
des nombres respetifs d'allèles A et a sont dirigées par des mouvements browniens
orrélés dans une population diploïde, e qui n'est pas le as pour une population
haploïde. Cette orrélation engendre des diultés importantes dans le reste de notre
travail. Dans le as non-neutre, la forme générale du drift de l'équation de diusion
(4) nous permet de onsidérer des as très généraux de séletion diploïde. Dans tous
les as, ette diusion limite est très intéressante en terme d'étude de l'évolution
darwinienne et de la onservation des espèes. En eet la population s'éteint presque
sûrement et nous prouvons même que le temps d'atteinte de 0 par le proessus limite
(Nt, t ≥ 0) admet un moment exponentiel.
Comportement quasi-stationnaire
Le omportement en temps long de ette diusion (Nt,Xt)t≥0 est don tri-
vial et nous herhons dans un deuxième temps à étudier le omportement quasi-
stationnaire de ette diusion, 'est-à-dire à étudier la loi P((Nt,Xt) ∈ .|Nt > 0) et
plus préisément sa limite lorsque t tend vers l'inni. De telles études ont été menées
dans Cattiaux et al. (2009) et Cattiaux & Méléard (2010) pour des diusions dites
de Kolmogorov, 'est-à-dire des diusions dont l'équation de diusion s'érit sous la
forme dSt = dWt−∇Q(St)dt. Nous utilisons alors le hangement de variables bijetif
suivant :
S1t =
√
2Nt
γ
cos
(
arccos(2Xt − 1)√
2
)
S2t =
√
2Nt
γ
sin
(
arccos(2Xt − 1)√
2
)
.
Grâe à la formule d'It nous obtenons en eet aisément que dans le as d'interations
symétriques où αij = αji pour tous i, j, le proessus de diusion S = (S
1, S2) satisfait
l'équation :
dSt = dWt −∇Q(St)dt,
où la fontion de deux variables et à valeurs réelles Q est expliitée. Pour tout temps
t, St appartient à un sous-espae D de R2 qui est délimité par deux demi-droites,
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omme représenté dans la Figure 6. La demi-droite ouverte a (resp. A) orrespond
à l'ensemble des points pour lesquels l'allèle a (resp. A) s'est xé, et le point 0
orrespond à l'extintion de la population.
S1
S2
a0 A0
M
a
A0
b
×
arccos(2X−1)√
2
(S1, S2)
√
γN
2
Figure 6  Ensemble D des valeurs prises par St = (S1t , S2t ), pour t ≥ 0.
Le proessus de diusion (St)t≥0 admet 4 ensemble absorbants : 0, A∪ 0, a ∪ 0,
et A ∪ a ∪ 0. Nous prouvons en utilisant une extension du Théorème de Girsanov
et un argument de martingale, que le proessus (St, t ≥ 0) atteint presque sûrement
A ou a avant 0. Pour tout proessus stohastique Y on note PYy la loi de Y issu de
l'état y. En utilisant les résultats développés dans Cattiaux & Méléard (2010), nous
obtenons le résultat suivant :
Théorème 6. Il existe une unique mesure de probabilité ν0 sur D \ 0 telle que pour
tout s ∈ D \ ∂D et pour tout E ⊂ D \ 0,
lim
t→∞P
S
s (St ∈ E|T0 > t) = ν0(E), (5)
où T0 est le temps d'atteinte de 0 par le proessus (St)t≥0.
Nous nous intéressons alors à la distribution ν0 et en partiulier nous nous deman-
dons si ν0(D\∂D) = 0 ou non. En eet, si ν0(D\∂D) 6= 0, nous pouvons observer une
oexistene en temps long des deux allèles dans la population onditionnée à ne pas
être éteinte alors que si ν0(D\∂D) = 0, une telle oexistene n'est pas possible. Pour
observer e phénomène nous présentons plusieurs résultats numériques permettant
d'approximer la distribution ν0 dans diérents as biologiquement intéressants. Pour
ela nous utilisons l'algorithme fondé sur le modèle de Fleming-Viot introduit dans
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Burdzy et al. (1996), présenté dans Méléard & Villemonais (2012), setion 6, et jus-
tié rigoureusement dans Villemonais (2013). Cette approhe onsiste à approximer
la distribution onditionnée P
N,X
(n,x)((Nt,Xt) ∈ .|T0 > t) par la distribution empirique
d'un système de partiules en interation. Plus préisément, nous onsidérons un
grand nombre k de partiules, qui partent toutes d'un point (n, x) ∈ R∗+×]0, 1[ et
évoluent indépendamment les unes des autres selon la loi de la diusion (N,X), jus-
qu'à e que l'une d'entre elles touhe N = 0. À e moment-là, la partiule absorbée
saute à la position de l'une des k − 1 partiules restantes, hoisie uniformément au
hasard, et se met à évoluer suivant la loi de la diusion (N,X) indépendamment
des autres. On réitère la proédure. Le Théorème 1 de Villemonais (2013) donne la
onvergene lorsque k tend vers l'inni de la distribution empirique de es k parti-
ules au temps t vers la distribution onditionnée PN,X(n,x)((Nt,Xt) ∈ .|T0 > t). Grâe
à et algorithme nous donnons don une approximation de la loi limite νX qui nous
intéresse :
νX(.) = lim
t→∞P
N,X
(n,x)(Xt ∈ .|T0 > t). (6)
Notons que la mesure νX est bien dénie mathématiquement, puisque 'est la me-
sure image de ν0 par une transformation onnue. Nous montrons une approximation
de ette distribution νX dans 3 as biologiquement intéressants : un as neutre où
les individus sont éhangeables, un as de surdominane où les hétérozygotes sont
favorisés par rapport aux homozygotes, et un as où haque individu n'est en om-
pétition qu'ave les individus ayant le même génotype que lui. Le omportement le
plus intéressant que nous présentons dans nos simulations est elui de la surdomi-
nane (Figure 7) : haque individu est également en ompétition ave haque autre
individu, mais les hétérozygotes sont favorisés ar ils ont un taux de naissane plus
élevé que les autres. Dans e as, on onstate que la distribution quasi-stationnaire
νX harge seulement ]0, 1[, 'est-à-dire que les allèles A et a oexistent en temps long
ave probabilité 1, lorsque la population est onditionnée à la non-extintion. Ce
phénomène est tout à fait spéique à la reprodution mendélienne : en eet dans
l'artile Cattiaux & Méléard (2010), les auteurs prouvent que dans une population à
reprodution lonale, deux allèles qui sont en ompétition ne peuvent pas oexister
en temps long lorsque la population est onditionnée à ne pas s'éteindre. Ii la surdo-
minane permet à la population de passer plus de temps dans la phase de oexistene
des deux allèles que dans la phase où seulement un des allèles a surveu.
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Figure 7  Approximation de la distribution quasi-stationnaire νX , de la proportion
X d'allèles A (Équation (6)), dans un as de surdominane. Dans ette gure, βi = 1
pour tout i 6= 2, β2 = 5, δi = 0 pour tout i, αij = 0.1 pour tout (i, j), et T = 100.
2.4 Chapitre 4 : Modèle de population ave un nombre ni et une
innité d'allèles
Dans e hapitre, qui est un travail en ours eetué en ollaboration ave Sylvie
Méléard, nous généralisons d'abord les résultats obtenus dans le hapitre préédent à
une population d'individus aratérisés par leur génotype à un lous qui présente un
nombre ni quelonque L d'allèles. Nous modélisons la population par un proessus
à valeur mesures. En renormalisant l'espae des allèles, nous faisons tendre L vers
l'inni de façon à modéliser la omposition génétique de la population sur un onti-
nuum d'allèles. La population onverge alors dans un as de séletion additive vers
un superproessus de type Fleming-Viot diploïde, ave taille de population variable.
Modèle et dynamique lente-rapide
La population est maintenant modélisée par un proessus de naissane et mort
ave L(L+ 1)/2 types, où L est le nombre d'allèles possibles. Les individus peuvent
don avoir pour génotype ij pour tous i, et j dans [[1, L]]. Sous une hypothèse de
grande taille de population, la population est don représentée à tout temps t par
une matrie symétrique de taille L dont les oeients sont dans N :
XK(t) = (xKij (t))1≤i,j≤L.
Pour tout i ∈ [[1, L]], xKii (t) ∈ N est le nombre divisé par K d'individus de génotype
ii au temps t et pour tout i 6= j ∈ [[1, L]],
xKij (t) + x
K
ji (t) = 2x
K
ij (t) ∈ N
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est le nombre divisé parK d'individus ayant pour génotype ij au temps t. On suppose
que la population suit un proessus de naissane et mort non-linéaire dont les taux
de mort suivent un modèle ave ompétition logistique, et les taux de naissane
λKij (x) onstituent pour 1 ≤ i ≤ j ≤ L une généralisation des taux de naissane du
proessus Z introduit dans la Setion 1.3, à un plus grand nombre d'allèles :
λKij (x) = Kb
K
ij 2
(∑L
k=1 xik
)(∑L
l=1 xjl
)
∑
i,j xij
,
λKii (x) = Kb
K
ii
(∑L
k=1 xik
)2
∑
i,j xij
,
ave bKij ∈ R∗+ pour tous i ≤ j ∈ [[1, L]].
Sous la même éhelle de taux de naissane et mort intrinsèque des individus que
dans le Chapitre 3, la population XK onverge vers une dynamique stohastique
lente-rapide lorsque le paramètre d'éhelle K tend vers l'inni. On représente en
eet la déviation de la population par rapport à l'équilibre de Hardy-Weinberg au
temps t par L(L− 1)/2 quantités (ǫKij (t))1≤i<j≤L qui vérient la propriété suivante :
Proposition 7 (4.3.1). Sous des hypothèses appropriées permettant le ontrle de
moments de la taille de population, pour tous temps s, t > 0, et pour tous i, j ∈ [[1, L]],
sup
t≤u≤t+s
E((ǫKij (u))
2) tend vers 0 quand K tend vers l'inni.
Alors nous prouvons la onvergene lorsque K tend vers l'inni de la suite de
proessus stohastiques {(NK(t), pK2 (t), ..., pKL (t))t≥0}K≥1 donnant respetivement
la taille renormalisée de population, et les proportions d'allèles 2, 3, ..., et L dans la
population :
Théorème 2.1 (Corollaire 4.3.3). Pour tout ǫ > 0 et T > 0, dénissons TKǫ =
inf{t ∈ [0, T ] : NK(t) ≤ ǫ}. Si la suite (NK(0), pK2 (0), pK3 (0), ...pKL (0)) de variables
aléatoires à valeurs dans [ǫ,+∞[×[0, 1]L−1 onverge en loi vers un veteur aléatoire
(N(0), p2(0), p3(0), ...pL(0)) ∈]ǫ,+∞[×[0, 1]L−1 quand K tend vers l'inni, alors la
suite de proessus stohastiques {(NK(.), pK2 (.), pK3 (.), ..., pKL (.)).∧TKǫ }K≥1 onverge
en loi dans D([0, T ], [ǫ,∞[×[0, 1]L−1) quand K tend vers l'inni, vers un proessus
de diusion arrêté (N(.), p2(.), ..., pL(.)).∧Tǫ (Tǫ = inf{t ∈ [0, T ] : Nt = ǫ}), partant
de (N(0), p2(0), p3(0), ...pL(0)) et ayant pour générateur innitésimal L1 déni pour
toute fontion f ∈ C2b ([ǫ,∞[×[0, 1]L−1,R) par
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L1f = n

 ∑
1≤i,j≤L

βij − δij − ∑
1≤k,l≤L
αkl,ijnpkpl

 pipj

 ∂f
∂n
+ γn
∂2f
∂n2
+
L∑
i=2
pi

 L∑
j=1
pj

βij − δij − ∑
1≤k,l≤L
αkl,ijnpkpl


−
∑
1≤m,n≤L
pmpn

βmn − δmn − ∑
1≤k,l≤L
αkl,mnnpkpl



 ∂f
∂pi
+
L∑
i=2
γ
pi(1− pi)
2n
∂2f
∂p2i
−
∑
i 6=j∈[[2,N ]]
γ
pipj
2n
∂2f
∂pi∂pj
Cette diusion peut à nouveau être vue omme la généralisation d'une diusion
de Wright-Fisher à L types (Ethier & Kurtz (1986), pp. 435 et plus), pour une po-
pulation diploïde dont la taille évolue aléatoirement au ours du temps et ave une
séletion diploïde de forme très générale (Remarque 4.3.4). Par ailleurs, nous notons
(Remarque 4.3.5) qu'en as d'additivité des eets des allèles sur le phénotype des
individus, nous obtenons la généralisation d'une diusion de Wright-Fisher haploïde
ave séletion et taille de population variable. Cependant, omme nous l'avons re-
marqué dans le hapitre 3, les nombres respetifs d'allèles d'une population diploïde
sont dirigés par des mouvements browniens orrélés, e qui n'est pas le as pour une
population haploïde à reprodution lonale. Par ailleurs, l'équation de diusion que
nous obtenons permet de prendre en ompte d'autres as intéressants de dominane,
omme la réessivité et la surdominane.
Modélisation par un proessus à valeurs mesures, et onvergene vers un
superproessus de type Fleming-Viot à taille de population variable
Nous souhaitons dérire la dynamique de la omposition génétique d'une popula-
tion diploïde sur un ontinuum d'allèles, don nous faisons tendre le nombre possible
d'allèles vers l'inni tout en renormalisant onvenablement l'espae des allèles. Nous
représentons plus préisément la population à tout temps t par un ouple onstitué
d'une variable aléatoire positive donnant la taille de population et d'un proessus à
valeurs mesures donnant la omposition génétique de la population :
ζLt =
(
NLt ,
L∑
i=1
pLi (t)δ i
L
)
,
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où δ i
L
est la mesure de Dira en
i
L . On onsidère deux fontions G ∈ Cb([0, 1],R)
et f ∈ C2b (R+ × R,R) et l'on pose
H(n, p) = f(n, 〈p,G〉)
pour tout n ∈ R+ et pour toute mesure de probabilité p sur [0, 1]. On note par
ailleurs pour tous i, j ∈ {1, 2}, ∂if(x1, x2) (resp. ∂2ijf(x1, x2)) la dérivée partielle
(resp. la dérivée partielle seonde) de la fontion f au point (x1, x2), par rapport
à la i-ème oordonnée (resp. par rapport aux oordonnées i et j). On note enn
TLǫ = inf{t : NL(t) ≥ ǫ} pour tout ǫ > 0. Alors nous obtenons sous une hypothèse
d'additivité des allèles et sous des hypothèses de ontinuité des taux de naissane et
mort de la population, le résultat suivant :
Théorème 2.2. Pour tout T > 0 et tout ǫ > 0, si la suite de variables aléa-
toires ζL0 onverge en loi vers une variable aléatoire ζ0 ∈]ǫ,∞[×P([0, 1]) lorsque L
tend vers l'inni, alors la suite de proessus arrêtés (ζL
t∧TLǫ , t ≥ 0) onverge en loi
dans D([0, T ],R+ × P([0, 1])) vers l'unique (en loi) proessus arrêté (ζt∧Tǫ , t ≥ 0) =
((Nt∧Tǫ , pt∧Tǫ), t ≥ 0) (Tǫ = inf{t ≥ 0 : Nt ≤ ǫ}) tel que
sup
t∈[0,T ]
E(N3t∧Tǫ) < +∞
(7)
et qui est solution du problème de martingale suivant
H(Nt, pt) = H(N0, p0) +M
H
t
+
∫ t
0
Ns
(∫ 1
0
∫ 1
0
βxy − δxy
−
(∫ 1
0
∫ 1
0
αuv,xyNsdps(u)dps(v)
)
dps(x)dps(y)
)
∂1f(Ns, 〈ps, G〉)ds
+
∫ t
0
γNs∂
2
11f(Ns, 〈ps, G〉)ds
+
∫ t
0
∫ 1
0
G(x)
[∫ 1
0
∫ 1
0
(
(βxz − βyz)− (δxz − δyz)
−
∫ 1
0
∫ 1
0
(αuv,xz − αuv,yz)Ns
)
dps(u)dps(v)
]
× dps(y)dps(z)dps(x)∂2f(Ns, 〈ps, G〉)
+
γ
Ns
(〈ps, G2〉 − 〈ps, G〉2) ∂222f(Ns, 〈ps, G〉),
(8)
où MH est une martingale ontinue, pour toutes fontions f ∈ C2b (R+ × R,R) et
G∈ Cb([0, 1],R) telles que H(n, p) = f(n, 〈p,G〉).
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La prinipale diulté de la preuve de e théorème réside dans la preuve de
l'uniité (en loi) de la solution du problème de martingale donné par (8), et satis-
faisant (7). Nous prouvons d'abord ette uniité dans le as neutre où βxy = β ≥ 0,
δxy = δ ≥ 0 et αxy,uv = α ≥ 0 en onsidérant d'abord la loi de (Nt, t ≥ 0) puis elle de
(〈pt, G〉, t ≥ 0) sahant (Nt, t ≥ 0). Nous utilisons en partiulier le Théorème 5.7.1 de
Dawson (1993) qui donne l'uniité de la solution du problème de martingale satisfait
par un proessus de Fleming-Viot dont l'intensité de mélange dépend du temps. La
preuve de l'uniité dans le as général (sous l'hypothèse d'additivité des allèles) fait
appel à une extension du théorème de Cameron-Martin-Girsanov (Dawson (1993),
p. 122) analogue à elle présentée dans Evans & Perkins (1994).
Le proessus (ζt)t≥0 peut alors être déni omme un superproessus de type
Fleming-Viot, pour une population ave taille de population variable, interation,
et séletion diploïde additive. Le superproessus de Fleming-Viot, introduit dans
Fleming & Viot (1979), modélise l'évolution de la omposition génétique d'une po-
pulation haploïde, sans interation, sans séletion et de taille onstante. Ce proessus
et sa généralisation à un as ave séletion haploïde est présenté et étudié de façon
omplète dans Dawson (1993). L'artile Dawson & Greven (1999) étudie des super-
proessus de type Fleming-Viot ave séletion haploïde, mutation et migration. La
modélisation de populations haploïdes et sans interations par des proessus à va-
leurs mesures et leur onvergene vers des superproessus de type Fleming-Viot à
taille de population variable sont étudiées en détail dans Donnelly & Kurtz (1999).
Dans Deppershmidt et al. (2012), est étudié un superproessus de type Fleming-
Viot ave séletion et mutation, pour une population haploïde ou diploïde à taille
onstante. Le superproessus que nous obtenons présente beauoup de nouveautés
par rapport aux superproessus de type Fleming-Viot lassiquement étudiés. Tout
d'abord, la taille de population évolue aléatoirement au ours du temps et la popula-
tion nit par s'éteindre, e qui permet d'étudier et de prendre en ompte l'extintion
des populations et le rle de la démographie dans l'évolution darwinienne. Ensuite,
l'interation entre les individus est prise en ompte et joue aussi un rle dans la dy-
namique de la population, e qui permet de onsidérer l'évolution démo-génétique,
ou l'éo-évolution d'une population. Par ailleurs, nous étudions une population d'in-
dividus diploïdes se reproduisant de façon sexuée telle que, même en l'absene de
ompétition, la population onsidérée n'est pas un proessus de branhement. Nous
souhaitons généraliser le Théorème (2.2) à des formes plus générales de séletion
diploïde et omparer le résultat obtenu à elui que l'on pourrait obtenir de façon
analogue pour une population haploïde.
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2.5 Résultats numériques
Les trois premiers hapitres de ette thèse sont agrémentés de résultats numé-
riques et de simulations qui ont été obtenus grâe à Maple (Chapitres 1 et 2), Si-
lab (Chapitre 3) et C++ (Chapitre 3). En appendie des hapitres onernés, on
peut trouver le ode Maple grâe auquel nous avons établi les résultats numériques
du Chapitre 2 (Chapitre 2, Appendie B), le ode Silab permettant d'observer la
onvergene de la suite de proessus donnant la déviation d'une population par rap-
port à l'équilibre de Hardy-Weinberg onsidérée dans le Chapitre 3 et présentée dans
la Setion 2.3 de ette introdution (Chapitre 3, Appendie B.1), ainsi qu'un pro-
gramme Maple permettant de traer des histogrammes de variables aléatoires de
dimension 2, utilisé dans le Chapitre 3 (Chapitre 3, Appendie B.2).
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Modélisation aléatoire et étude du
vortex d'extintion
démo-génétique
Dans ette partie, nous herhons à omprendre l'impat de la diploïdie sur la
probabilité de xation d'un allèle légèrement délétère. En partiulier, nous nous in-
téressons au vortex d'extintion démo-génétique, qui est un phénomène observé par
les biologistes dans les populations de petite taille. Ce phénomène se aratérise par
des xations de plus en plus fréquentes de mutations délétères et, en parallèle, une
diminution de plus en plus rapide de la taille de population. Nous étudions pour
ela un proessus de naissane et mort ave mutations rares, sous deux éhelles de
temps: l'éhelle éologique à laquelle les mutations n'ont pas le temps d'apparaître,
et l'éhelle mutationnelle à laquelle les mutations ont le temps d'apparaître. Cette
partie est onstituée de deux hapitres. Dans le premier nous donnons, à l'éhelle
de temps éologique, une formule pour la probabilité de xation d'un allèle délétère
en fontion de la omposition génétique initiale de la population, et nous prou-
vons mathématiquement l'existene d'un vortex d'extintion à l'éhelle de temps
mutationnelle. Dans le deuxième hapitre nous présentons le ontexte biologique et
donnons un ertain nombre de résultats numériques destinés à mieux omprendre e
phénomène. En partiulier nous observons l'impat du vortex sur la dynamique de la
taille moyenne de population, et nous expliquons omment quantier e phénomène.
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Stohasti modeling of a
density-dependent diploid
population and extintion vortex
Ce hapitre est onstitué de l'artile Coron (2013b), intitulé "Stohasti modeling
of density-dependent populations and extintion vortex", à paraître dans le journal
Advanes in applied probability en Juin 2014, auquel nous avons ajouté un paragraphe
de perspetives.
ABSTRACT: We model and study the geneti evolution and onservation of
a population of diploid hermaphroditi organisms, evolving ontinuously in time
and subjet to resoure ompetition. In the absene of mutations, the population
follows a 3-type nonlinear birth-and-death proess, in whih birth rates are designed
to integrate Mendelian reprodution. We are interested in the long term geneti
behaviour of the population (adaptive dynamis), and in partiular we ompute the
xation probability of a slightly non-neutral allele in the absene of mutations, whih
involves nding the unique sub-polynomial solution of a nonlinear 3-dimensional
reurrene relationship. This equation is simplied to a 1-order relationship whih is
proved to admit exatly one bounded solution. Adding rare mutations and resaling
time, we study the suessive mutation xations in the population, whih are given
by the jumps of a limiting Markov proess on the genotypes spae. At this time sale,
we prove that the xation rate of deleterious mutations inreases with the number of
already xed mutations, whih reates a viious irle alled the extintion vortex.
Keywords: Population genetis; diploid population; nonlinear birth-and-death
proess; xation probability; Dirihlet problem; multidimensional nonlinear reur-
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rene equations; extintion vortex; mutational meltdown; mildly deleterious muta-
tions.
1.1 Introdution
Our goal is to model a nite population with diploid reprodution and ompeti-
tion. We speially want to understand the role of diploidy and Mendelian reprodu-
tion on mutation xation probabilities and on the geneti evolution of a population.
We are interested in studying the progressive aumulation of small deleterious mu-
tations whih generates an extintion vortex in small populations (see Gilpin & Soulé
(1986); Lynh & Gabriel (1990) and Coron et al. (2013) for more biologial ontext
and analyses).
The population follows a birth-and-death proess in whih eah individual has a nat-
ural death rate that depends on its genotype (Setion 1.2). Birth rates are designed
to model the Mendelian reprodution, and individuals are ompeting against eah
other. First, in the absene of mutation, we fous on one gene and ompute the xa-
tion probability of an allele a ompeting against a resident allele A (Setions 1.3 and
1.4) as done in Champagnat & Lambert (2007) for the simpler haploid ase. We rst
onsider the neutral ase, where individuals all have same birth, natural death and
ompetition death rates (i.e. alleles A and a are exhangeable). Here a martingale
argument proves that the xation probability of allele a is simply equal to the initial
proportion of this allele in the population. We next onsider the ase where allele
a is slightly non-neutral, i.e. natural death rates slightly deviate from the neutral
ase. Here we prove that the xation probability of allele a is dierentiable in the
parameters of deviation from the neutral ase and that its partial derivatives are
the unique subpolynomial solutions of Dirihlet problems. These equations onsist
in 3-dimensional nonlinear double reurrene relationships whih we manage to sim-
plify to a 1-dimensional double reurrene admitting a unique bounded solution. In
Setion 1.5, we add rare mutations and resale time in order to observe mutation
apparitions. At this time sale, mutations get xed or disappear instantaneously,
and the suessive xations of mutations are given by the jumps of a Markov proess
S on the genotypes spae, alled the Trait Substitution Sequene, introdued by
Metz et al. (1996) and studied notably in Champagnat (2006) and, in the diploid
ase, in Collet et al. (2013b). Here the population size remains nite, and we do not
use any deterministi approximation. We nally get interested in the suessive jump
rates of S in the partiular ase of deleterious mutations (Setion 1.5.3). Indeed we
prove that when every mutation is deleterious and if the birth rate is small enough,
the Markov proess S jumps more and more rapidly. This means that the xation
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rate of a deleterious mutation inreases with the number of already xed mutations,
whih reates a viious irle alled the extintion vortex (see Coron et al. (2013) for
biologial interpretations and numerial results).
1.2 Presentation of the model
We onsider a population of diploid hermaphroditi self-inompatible organisms,
haraterized by their genotypes. Building on works of Champagnat et al. (2006);
Champagnat (2006) and Collet et al. (2013b), we onsider a birth and death proess
with mutation, seletion and ompetition under dierent time sales and we add
diploidy. Eah individual is haraterized by its genotype x ∈ G := {{A, C,G,T }G}2
where G is the genome size and A, C, G, and T are the four nuleotides that ompose
DNA. Genotype x = (x1, x2) is in fat omposed with two DNA strands x1 and x2
in {A, C,G,T }G. In Setions 1.2 to 1.4, we onsider the ase without mutation and
assume that the population is initially omposed with individuals that only dier
from eah other on one gene. For this gene, there are two possible alleles, denoted
by A and a in {A, C,G,T }G′ where G′ ≤ G. The genotypes of individuals are thus
denoted AA, Aa, and aa, and we represent the population dynamis by the Markov
proess:
Z : t 7→ Zt = (kt,mt, nt),
that gives the respetive numbers of individuals with genotype AA, Aa, and aa at
time t. For more simpliity, we will also refer to these genotypes as types 1, 2, and
3. We assume that the proess Z is a birth-and-death proess with ompetition on
(Z+)
3
, and we now detail the birth and death rates of individuals of eah genotype.
The population has maximum feundity rate r. More preisely, if the population
ontains N individuals, rN is the rate at whih two distint individuals of the pop-
ulation enounter, and the maximum total birth rate. These two individuals are
hosen uniformly randomly in the population, and their enounter gives rise to a
birth with a probability pij (pij = pji) that depends on their two genotypes i and
j. pij an be dened biologially as the seletive value assoiated with the ouple of
genotypes i and j, and represents both the degree of adaptation with respet to re-
prodution of types i and j and their ompatibility. Finally the new-born individual
results from a segregation (geneti melting between the genotypes of its parents),
satisfying Mendel's laws of heredity. Then in the population Z = (k,m, n) suh that
k+m+ n ≥ 2, if we dene bij := rpij , the rate bi(Z) at whih an individual of type
i ∈ {1, 2, 3} arises is:
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b1(Z) = b11
k(k − 1)
N − 1 + b12
km
N − 1 + b22
m(m− 1)
4(N − 1) ,
b2(Z) = b12
km
N − 1 + b22
m(m− 1)
2(N − 1) + b23
mn
N − 1 + b13
2kn
N − 1 ,
b3(Z) = b33
n(n− 1)
N − 1 + b23
mn
N − 1 + b22
m(m− 1)
4(N − 1) .
(1.1)
Note that if the population Z has size N ,
b1(Z) + b2(Z) + b3(Z) ≤ rN. (1.2)
We assume self-inompatibility, whih implies that when the population size reahes
1, no birth an our anymore and the population an be onsidered as extint. Now
individuals an die either naturally or due to ompetition with others. We denote by
di the natural death rate of individuals with type i and cij the ompetition rate of i
against j, i.e. the rate at whih a xed individual of type i makes a xed individual
of type j die. We assume
cij > 0 ∀i, j ∈ {1, 2, 3}, i.e. c = inf
i,j∈{1,2,3}
cij > 0 (1.3)
and that when the population size reahes 2, no death an our, hene the popu-
lation annot get extint. We then denote the state spae of Z by N3∗∗ = (Z+)3 \
{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)}. In the population Z = (k,m, n) suh that k +
m + n ≥ 3, the rate d(i)(Z) at whih the population loses any individual of type i
then is:
d(1)(Z) = (d1 + c11(k − 1) + c21m+ c31n)k,
d(2)(Z) = (d2 + c12k + c22(m− 1) + c32n)m,
d(3)(Z) = (d3 + c13k + c23m+ c33(n− 1))n,
(1.4)
and if k +m+ n = 2,
d(1)(Z) = d(2)(Z) = d(3)(Z) = 0. (1.5)
From (1.2), (1.3), and Theorem 2.7.1 in Norris (1997), the proess Z does not explode.
Then Zt is dened for all t > 0.
Notation: We denote by P(k,m,n) the law of Z starting from state (k,m, n),
E(k,m,n) the assoiated expetation, (Zl)l∈Z+ the embedded Markov hain, and (Fl)l∈Z+
(resp. (Ft)t∈R+) the ltration generated by Z (resp. Z). For every other proess
X, PXX0 is the law of X starting from X0, and E
X
X0
is the assoiated expetation. If
X is a ontinuous-time (resp. disrete time) proess, we denote TXx (resp. T Xx ) the
reahing time of x by X.
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In the following, the population size proess will play a main role; we dene
N : t 7→ Nt = (kt + mt + nt) where Zt = (kt,mt, nt), for every time t > 0 and
(Nl)l∈Z+ the embedded Markov hain. N is stohastially dominated by the logisti
birth-and-death proess Y with transition rates:
aij =


rj if j = i+ 1,
cj(j − 1) if j = i− 1 and i 6= 2,
0 otherwise
(1.6)
We dene Y the embedded Markov hain of the birth-and-death proess Y .
Proposition 1.2.1. For all N ∈ Z∗+ \ {1}, there exists ρ > 0 suh that EN((1 +
ρ)T
Y
2 ) <∞.
Proof. Let N0 be suh that b < (d+ c(N0 − 1)). We assume that N > N0, without
loss of generality sine EN ′((1 + ρ)
T Y2 ) < EN ((1 + ρ)T
Y
2 ) if N ′ < N . Note that it
sues to prove that for every integer n ∈ [3, N ], there exists ρn > 0 suh that
En
(
(1 + ρn)
T Yn−1
)
<∞. (1.7)
Indeed, by strong Markov property, EN ((1 + ρ)
T Y2 ) =
∏N
j=3 Ej((1 + ρ)
TYj−1 < ∞ if
ρ ≤ inf i≤N ρi. Now, from Seneta & Vere-Jones (1966) p. 428, (1.7) is true for n = N ,
sine N > N0. Now, following the proof of Lemma 5.11 of Collet et al. (2013a), let us
prove by indution that if (1.7) is true for n+1 then it is also true for n. We assume
that (1.7) is true for n+1 and that Y0 = n, and we dene M the random number of
returns in n before going to n− 1. Sine T Y2 <∞ a.s., M follows a geometrial law
with parameter p = b/(b+ d+ c(n − 1)). Then
T Yn−1 =M + 1 +
M∑
i=1
Tn,i
where the Tn,i are independent and distributed as T Yn knowing that Y0 = n+ 1, for
all i. Then by strong Markov Property in the stopping times Tn,i, we obtain
En((1 + ρ)
T Yn−1) ≤
∞∑
m=0
(
En+1
(
(1 + ρ)T
Y
n +2
))m
(1− p)pm.
Finally, sine (1.7) is true for n + 1, from the Dominated Convergene Theorem,
En+1
(
(1 + ρ)T Yn +2
)
goes to 1 when ρ goes to 0, hene there exists ρn−1 suh that
En+1
(
(1 + ρn−1)T
Y
n +2
)
< 1/p whih gives the result.
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Proposition 1.2.2. For all p ≥ 1, if E(Np0 ) <∞ then sup
t≥0
E(Npt ) <∞.
Proof. We set Y0 = N0. It sues to prove that supt E(Y
p
t ) < ∞. (Yt)t>0 is a
reurrent, irreduible, and ergodi Markov proess on N \ {1}, with stationary law
l (see Equation (1.40) for a more general ase), and we an easily hek that Ep :=
∞∑
j=2
l(j)jp < ∞ if E(Y p0 ) < ∞. Now let us dene the Markov proess (Yt, Zt)t≥0
suh that Y and Z have same transition rates, are independent, and Z0 has law l.
We dene (Yn,Zn)n∈Z+ the assoiated Markov hain, and T = inf{n|Yn = Zn}.
Following the proof of Theorem 6.6.4 in Durrett (2010) p. 308, we have
|E(Ypn)− Ep| = |E(Ypn)− E(Zpn)| ≤
∑
z≥2
zp|P(Yn = z)− P(Zn = z)|
≤
∑
z≥2
zp(P(Yn = z,T > n) + P(Zn = z,T > n))
= E((Ypn + Zpn)1T >n)
≤ 2E(Ypn1T >n1Y0>Z0) + 2E(Zpn1T >n1Z0>Y0)
≤ 2E(Ypn1T Y2 >n) + 2E(Z
p
n1T Z2 >n).
Now
E(Ypn1T Y2 >n) ≤
∑
z≥2
(z + n)pP(T Y2 > n;Y0 = z)
≤ 2p

∑
z≥n
zpP(Y0 = z)

+ 2p

 ∑
2≤z<n
npP(T Y2 ≥ n;Y0 = z)


≤ 2p

∑
z≥n
zpP(Y0 = z)

+ 2pnpP(T Y2 ≥ n).
From Proposition 1.2.1, and sine E(Y p0 ) <∞, npP(T Y2 ≥ n) and
∑
z≥n z
pP(Y0 = z)
onverge to 0. Then E(Y pn ) onverges to Ep when n goes to innity. Sine Y does
not explode and E(Y p0 ) <∞, we have sup
t
E(Y pt ) <∞.
1.3 Fixation probabilities
1.3.1 Absorbing states
The birth and death proess Z admits the following absorbing states sets:
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 Γa = {(0, 0, n), n ≥ 2} is the set of states for whih allele a is xed and allele
A has disappeared.
 ΓA = {(k, 0, 0), k ≥ 2} is the set of states for whih allele A is xed and allele
a has disappeared.
 Γ := Γa ∪ ΓA
We are interested in omputing the probability that allele a goes to xation (i.e. Z
reahes Γa), when Z starts from any state (k,m, n). We now dene TΩ the (disrete)
reahing time of set Ω by Z for all Ω ⊂ N3∗∗. The following result is an adaptation
of Proposition 6.1. in Champagnat & Lambert (2007) to the diploid ase (for whih
the set {(k,m, n) ∈ N3|k +m+ n = 2} 6⊂ Γ.
Proposition 1.3.1. There exists a onstant C suh that for any initial state (k,m, n)
in N3∗∗, E(k,m,n)(TΓ) ≤ C(k +m+ n) and E(k,m,n)(T 2Γ ) ≤ C(k +m+ n)2.
Proof. Let T{2} be the rst time where the Markov hain N reahes 2 (or returns to
2 if N0 = 2), and dene
T {2}→Γ := sup
(k,m,n)|
k+m+n=2
E(k,m,n)(TΓ).
Then E(k,m,n)(TΓ) ≤ E(k,m,n)(T{2})+T {2}→Γ, and T {2}→Γ is independent of (k,m, n).
We prove rst that T {2}→Γ < ∞ and seond that there exists a onstant C1 suh
that E(k,m,n)(T{2}) < C1(k +m+ n) for all (k,m, n) in N3∗∗. Now,
T {2}→Γ = sup
(k,m,n)|
k+m+n=2
E(k,m,n)
(
TΓ1{T{2}≥TΓ} + TΓ1{T{2}<TΓ}
)
≤ sup
(k,m,n)|
k+m+n=2
E(k,m,n)(T{2}) + sup
(k,m,n)|
k+m+n=2
E(k,m,n)
(
(TΓ − T{2})1{T{2}<TΓ}
)
≤ sup
(k,m,n)|
k+m+n=2
E(k,m,n)(T{2})
+ sup
(k,m,n)|
k+m+n=2
∑
(k′,m′,n′)|
k′+m′+n′=2
E(k,m,n)
(
(TΓ − T{2})1{T{2}<TΓ}1ZT{2}=(k′,m′,n′)
)
≤ sup
(k,m,n)|
k+m+n=2
E(k,m,n)(T{2}) + T {2}→Γ sup
(k,m,n)|
k+m+n=2
P(k,m,n)({T{2} < TΓ}),
(1.8)
where the last inequality is obtained using the strong Markov property in T{2}.
Dening
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p = sup
(k,m,n)|k+m+n=2
P(k,m,n)(T{2} < TΓ) and
T {2}→{2} = sup
(k,m,n)|k+m+n=2
E(k,m,n)(T{2}),
we have p < 1, sine for every (k,m, n) suh that k+m+n = 2, there exists a path for
Z starting from (k,m, n) and reahing Γ before reahing the set {N = 2}. Besides,
T {2}→{2} is bounded by the expetation of the mean time of oming bak in {N = 2}
for the embedded Markov hain Y dened by Equation (1.6). So T {2}→{2} < ∞,
from Theorem 3.3.3 of Norris (1997). Finally, from (1.8), (1−p)T {2}→Γ ≤ T {2}→{2},
then T {2}→Γ < ∞. Now, let us onsider the Markov hain (Yn)n∈Z+ on N \ {1},
assoiated with Y . N being stohastially dominated by Y, if N = k + m + n,
E(k,m,n)(T{2}) ≤ EYN (inf{n|Yn = 2}). Dene SN,i = EYN (inf{n|Yn = i}) and let N0 ≥
2 be a natural integer suh that b
b+cN0
≤ 13 . If N ≥ N0 then SN,2 = SN,N0 + SN0,2.
Moreover, sine
b
b+cN
≤ 13 for all N ≥ N0, SN,N0 ≤ E(UN,N0) where UN,i is the
rst reahing time of i, for the disrete time random walk on Z starting from N and
having probability 1/3 to jump one step on the right and 2/3 to jump one step on
the left, for every state. We know that E(UN,N0) = 3(N − N0) Norris (1997), pp.
21 − 22. So if N ≥ N0, SN,2 ≤ SN0,2 + 3(N −N0) and SN0,2 <∞ from Proposition
1.2.1. Then there exists a onstant C1 > 0 suh that SN,2 < C1N for all N ≥ 2.
Similarly, as E(U2N,N0) = 3(N − N0)(3(N − N0) + 8) (Norris (1997), pp. 21 − 22),
we prove that E(k,m,n)(TΓ) ≤ C(k +m+ n)2.
We now onsider the xation probabilities of allele a as a funtion of the initial
state of the population. We dene Fa = {(Zt)t>0 reahes Γa} and u(Z) = EZ(1Fa) is
the xation probability of allele a knowing that the population starts from state Z. u
also depends on the demographi parameters of the population, and this dependene
will be expliitely written down when neessary. Note that (u(Zt))t>0 is a martingale
sine
u(Zt) = u(kt,mt, nt) = EZt(1Fa) = E(1Fa |Ft). (1.9)
In the neutral ase (Setion 1.3.2), a martingale argument gives us the value of u, and
in the non-neutral ase with small mutation assumption (Setion 1.3.3), we prove
that u admits a Taylor expansion in the parameters of deviation from the neutral
ase.
1.3.2 Neutral ase
We now onsider the neutral ase when eologial parameters do not depend on
genotypes, i.e. when bij = b, cij = c, and di = d for all i and j in {1, 2, 3}. We rst
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prove the
Proposition 1.3.2. In the neutral ase, for all (k,m, n) in N3∗∗ and for all eologial
parameters b, d and c,
u(k,m, n) =
m+ 2n
2(k +m+ n)
.
Proof. Let us dene the funtion p : (k,m, n) 7→ (m+2n)/2(k+m+n) and denote by
Tl the l-th jump time of the population (i.e. the time at whih ours the l-th event,
birth or death). The Markov hain (p(Zl))l∈Z+ gives the suessive proportions of
allele a in the population. We now prove that (p(Zl))l∈Z+ is a Fl-bounded martingale.
To this aim, we distinguish two types of states: those where the population size is
greater or equal to 3 and those where it is equal to 2. For Zl = (kl,ml, nl) suh that
Nl ≥ 3, one an ompute E(p(Zl+1)|Zl) by deomposing it aording to the nature
of the l + 1-th event:
E(p(Zl+1)|Zl) = 2Nlp(Zl)− 2
2Nl − 2 P(death of aa) +
2Nlp(Zl)− 1
2Nl − 2 P(death of Aa)
+
2Nlp(Zl)
2Nl − 2 P(death of AA) +
2Nlp(Zl) + 2
2Nl + 2 P(birth of aa)
+
2Nlp(Zl) + 1
2Nl + 2 P(birth of Aa) +
2Nlp(Zl)
2Nl + 2 P(birth of AA)
= p(Zl).
The same result an be easily proved for Nl = 2. From Doob's stopping time theorem
applied to the bounded martingale (p(Zl))l and to the stopping time TΓ (a.s. nite,
from Proposition 1.3.1), we get:
Ek,m,n(p(ZTΓ)) =
2n+m
2(k +m+ n)
.
Now
Ek,m,n(p(ZTΓ)) = Ek,m,n(p(ZTΓ)1TΓa<TΓA ) + Ek,m,n(p(ZTΓ)1TΓa>TΓA )
= Pk,m,n(TΓa < TΓA) = u(k,m, n)
sine Ek,m,n(p(ZTΓ)|TΓa < TΓA) = 1 and Ek,m,n(p(ZTΓ)|TΓa > TΓA) = 0.
When the mutation is not neutral, we do not obtain any losed formula for p(Z)
as previously. We instead onsider the Dirihlet problem satised by u.
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1.3.3 Deviation from the neutral ase
1.3.3.1 A Dirihlet Problem
We now arbitrarily assume that allele a is slightly deleterious, i.e. the demo-
graphi parameters (bij)i,j , (cij)i,j , and (di)i are less advantageous for genotypes Aa
and aa than for genotype AA, and slightly deviate from the neutral ase. This latter
assumption (small mutation sizes) is justied in biology papers suh as Orr (1998,
1999) whih show that speies evolution is partly due to the xation of a large num-
ber of small mutations. Besides, we assume that arrying allele a only inuenes the
natural death rate of individuals. More preisely, we set
bij = b ∀i, j,
cij = c, ∀i, j, whereas
d1 = d, d2 =d+ δ and d3 = d+ δ
′,
(1.10)
where δ and δ′ are lose to 0. Note that if δ′ is positive and δ is equal to 0, then
allele a is deleterious. The eet of δ is more intriate beause it aets heterozygous
individuals, with the same apparent eet on both alleles. It simply represents a
more or less important adaptation of heterozygotes ompared to AA homozygotes
and as we will see later (aim of Subsetion 1.3.3.2), its role in the deleterious or
positive eet of allele a depends on the initial geneti repartition of the population.
We denote by Lδ,δ
′
the innitesimal generator of Z with assumptions (1.10), and
by u((k,m, n), δ, δ′) the xation probability of allele a, knowing that Z starts from
(k,m, n), for all (k,m, n) in N3∗∗. We then have for all real bounded funtion f on
N3∗∗:
(Lδ,δ
′
f)(k,m, n)= b1(Z)f(k + 1,m, n) + b2(Z)f(k,m+ 1, n)
+ b3(Z)f(k,m, n+ 1) + d
(1)(Z)f(k − 1,m, n)
+ d(2)(Z)f(k,m− 1, n) + d(3)(Z)f(k,m, n − 1)
− (bN + (d+ c(N − 1))N + δm+ δ′n)f(k,m, n).
We dene from (1.1), (1.4), and (1.5), the innitesimal generator
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(Lv)(k,m, n) = (L0,0v)(k,m, n)
=
b
N − 1
[(
k(k − 1) + km+ m(m− 1)
4
)
v(k + 1,m, n)
+
(
km+
m(m− 1)
2
+mn+ 2kn
)
v(k,m+ 1, n)
+
(
n(n− 1) +mn+ m(m− 1)
4
)
v(k,m, n + 1)
]
+ (d+ c(N − 1))[kv(k − 1,m, n) +mv(k,m− 1, n)
+ nv(k,m, n − 1)]
− (bN + dN + cN(N − 1))v(k,m, n) if k +m+ n ≥ 3,
(Lv)(k,m, n) =
b
N − 1
[(
k(k − 1) + km+ m(m− 1)
4
)
v(k + 1,m, n)
+
(
km+
m(m− 1)
2
+mn+ 2kn
)
v(k,m+ 1, n)
+
(
n(n− 1) +mn+ m(m− 1)
4
)
v(k,m, n + 1)
]
− bNv(k,m, n) if k +m+ n = N = 2.
(1.11)
Using that (u(Zt, δ, δ
′))t≤0 is a bounded martingale if Z has innitesimal generator
Lδ,δ
′
(Equation (1.9)), we obtain the
Proposition 1.3.3. u(., δ, δ′) satises:

(Lδ,δ
′
u(., δ, δ′))(k,m, n) = 0 ∀(k,m, n)|N = k +m+ n ≥ 2
u((0, 0, n), δ, δ′) = 1 ∀n ≥ 2
u((k, 0, 0), δ, δ′) = 0 ∀k ≥ 2
(1.12)
Our main result in this setion is the following theorem studying in detail the
deviation of u from the neutral ase.
Theorem 1.3.4. For all (k,m, n) in N3∗∗, the funtion (δ, δ′) 7→ u((k,m, n), δ, δ′)
is an analyti funtion of (δ, δ′) in the neighborhood of (0, 0). Moreover, if we set
NA = 2k +m,
u((k,m, n), δ, δ′) = p(k,m, n)− δv(k,m, n) − δ′w(k,m, n) + o(|δ| + |δ′|),
where
v(k,m, n) = (k − n)
[
m
N
xN +
N2 − (k − n)2
N2
yN
]
, (1.13)
w(k,m, n) =
nNA
N
xN +mx
′
N +NA(2N −NA)
(
y′N
N
− NA
2N2
yN
)
. (1.14)
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The sequenes xN , yN , x
′
N , and y
′
N are dened as the unique bounded solutions of
2-order reurrene equations (Propositions 1.3.6 and 1.3.7).
The proof of this theorem is deomposed in several parts: the existene and
formula of the two partial derivatives are obtained in Setions 1.3.3.2 and 1.3.3.3
and the analytiity of u is in Setion 1.4.5. In the following subsetions, we onsider
separately the ases where δ = 0 and δ′ = 0.
1.3.3.2 The dependene of u in δ
To simplify notations, we dene: u((k,m, n), δ) = u((k,m, n), δ, 0). We will
show that the derivative of u at δ = 0 is the unique sub-polynomial (i.e. lower
than a polynomial funtion in N = k + m + n) solution of a nonlinear reurrene
equation in (k,m, n). Suh result has been obtained in Champagnat & Lambert
(2007) for the haploid ase. Here, the nonlinearity due to both ompetition and
diploid segregation terms generates new mathematial diulties. We will use some
arguments developped in Champagnat & Lambert (2007) and will here fous on the
diulties brought by diploidy. We say that a funtion f on (Z+)
3
is sublinear if
there exists a onstant C suh that |f(k,m, n)| ≤ C(k +m+ n) for every (k,m, n).
Proposition 1.3.5. For all (k,m, n) in N3∗∗, u((k,m, n), .) is dierentiable at 0. Its
derivative v(k,m, n) is the unique sublinear solution of the system of equations

(Lv)(k,m, n) = m(n−k)2N(N−1) ∀(k,m, n)|k +m+ n ≥ 3
(Lv)(k,m, n) = 0 ∀(k,m, n)|k +m+ n = 2
v(2, 0, 0) = v(0, 0, 2) = 0
(1.15)
Proof. The dierentiability is implied by the analitiity of u, laimed in Theorem
1.3.4 and proved in Subsetion 1.4.5. For the sublinearity of the derivative, as in the
simplest ase of haploid populations, we introdue paths of Z, i.e. the sequene of
states visited by this proess. Indeed the xation probability of the mutant allele
a if the population Z starts from state (k,m, n) an be written as the sum of the
probabilities of every path starting from (k,m, n) and reahing a state (0, 0, n′) with
n′ ≥ 2. We then denote by S(k,m,n)→Ω the set of paths linking (k,m, n) /∈ Γ to Ω
without reahing Γ before Ω, and (i1, i2, ..., il) a path, ij being the j-th state of the
path. We nally denote by πδijij+1 the transition probability from state ij to state
ij+1 for Z. Then
u((k,m, n), δ) =
∑
(i1,...,il)∈S(k,m,n)→Γa
πδi1i2 ...π
δ
il−1il .
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Now πδijij+1 is a dierentiable funtion of δ and the absolute value of its derivative
at δ = 0 is bounded independently of (k,m, n) by a onstant denoted by C1. To
prove this latter assertion, we onsider separately the dierent possible transitions
for the population in state (k,m, n). For instane the transition probability from
state (k,m, n) to state (k + 1,m, n) is
πδ(k,m,n),(k+1,m,n) =
b(k(k − 1) + km+m(m− 1)/4)
(N − 1)(bN + dN + δm+ cN(N − 1)) .
Then πδ(k,m,n),(k+1,m,n) is dierentiable with respet to δ at 0, and:∣∣∣∣∣
∂πδ(k,m,n)(k+1,m,n)
∂δ
∣∣∣∣∣
δ=0
∣∣∣∣∣ = mb(k(k − 1) + km+m(m− 1)/4)(N − 1)(bN + dN + cN(N − 1))2
≤ m
bN + dN + cN(N − 1) ≤
2
b+ d+ 2c
.
Similar omputations are made for other possible transitions. Then uδ(k,m,n) is dif-
ferentiable with respet to δ at δ = 0 (Theorem 1.3.4) and∣∣∣∣ ∂u((k,m, n), δ)∂δ
∣∣∣∣
δ=0
∣∣∣∣ = ∑
(i1,..il)∈
S(k,m,n)→Γa
l−1∑
l′=1
π0i1i2 ...π
0
il′−1i′l
∂πδil′ il′+1
∂δ
∣∣∣∣∣
δ=0
π0i1′+1il′+2 ...π
0
il−1il
≤ C1
∑
l′≥1
∑
(k′,m′,n′)∈N3∗∗\Γ
∑
(i1,...,il′)∈
S(k,m,n)→(k′,m′,n′)
π0i1i2 ...π
0
il′−1i′l
×
∑
ǫ∈Z3,‖ǫ‖=1
∑
l′′≥0,(j1,...,jl′′)∈
S(k′,m′,n′)+ǫ→Γa
π0j1j2 ...π
0
jl′′−1jl′′ .
Then,
|v(k,m, n)| ≤ C1
∑
l′≥1
∑
(k′,m′,n′)∈N3∗∗\Γ
∑
(i1,...,il′)∈S(k,m,n)→(k′,m′,n′)
π0i1i2 ...π
0
il′−1i′l
×
∑
ǫ∈Z3,‖ǫ‖=1
P(k′,m′,n′)+ǫ(TΓa < TΓA)
≤ 6C1
∑
l′≥1
P(k,m,n)(TΓ > l′) the latter sum being lower than 6.
= 6C1E(k,m,n)(TΓ − 1).
From Proposition 1.3.1, E(k,m,n)(TΓ) < C2(k+m+n) for a onstant C2, whih gives
that u((k,m, n), .) is dierentiable with respet to δ and that its derivative at 0,
v(k,m, n), is sublinear.
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Now, identifying the rst order terms in δ in (1.12), we see that v satises for all
(k,m, n) ∈ N3∗∗:

(Lv)(k,m, n) = m(n−k)2N(N−1) ∀(k,m, n)|k +m+ n ≥ 3
(Lv)(k,m, n) = 0 ∀(k,m, n)|k +m+ n = 2
v(2, 0, 0) = v(0, 0, 2) = 0
It remains to prove that the System of equations (1.15) admits a unique sub-
polynomial solution. Let h be a sub-polynomial solution of the equation Lh = 0
suh that h(2, 0, 0) = h(0, 0, 2) = 0. Then (h(Zl))l∈Z+ is a Fl-martingale if Z is the
neutral Markov hain assoiated to the birth-and-death proess with generator L.
On ΓA, the equation Lh(k,m, n) = 0 gives for all k ≥ 3,
bk(h(k + 1, 0, 0) − h(k, 0, 0)) = (dk + ck(k − 1))(h(k, 0, 0) − h(k − 1, 0, 0)),
i.e. αk+1 =
dk + ck(k − 1)
bk
αk
if αk = h(k, 0, 0)− h(k − 1, 0, 0) for all k ≥ 3. Sine h is sub-polynomial, neessarily
α3 = 0, and therefore, sine h(2, 0, 0) = 0, h ≡ 0 on ΓA. Similarly, h ≡ 0 on Γa.
Besides, there exists a positive integer q suh that
sup
t
Ek,m,n(|h(Zt)|2) ≤ sup
t
Ek,m,n(C|kt +mt + nt|2q).
Moreover, from Proposition 1.2.2, supt Ek,m,n(|kt+mt+nt|2q) < +∞ for all (k,m, n)
in N3∗∗. Then the martingale (h(Zl))l∈Z+ is uniformly integrable. From Doob's stop-
ping time theorem applied in the stopping time TΓ, we then have 0=Ek,m,n(h(ZTΓ))=
h(k,m, n).
Let us now state the following proposition whose proof will be the aim of Setion
1.4.
Proposition 1.3.6. For all (k,m, n) suh that k +m+ n ≥ 2,
v(k,m, n) = (k − n)
[
m
N
xN +
N2 − (k − n)2
N2
yN
]
(1.16)
where the sequene of vetors (zN )N≥3 =
(
xN
yN
)
N≥3
is the unique subpolynomial
solution of the following system of equations:
BNzN+1 = CNzN +DNzN−1 + fN for all N ≥ 4 (1.17)
B3z4 = C˜3z3 + f3, (1.18)
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with
BN :=
b
2(N − 1)(N + 1)
(
1 2N
2+4N−3
N+1
2N2 − 3 −3N+1
)
,
CN := (b+ d+ c(N − 1))
(
0 1N
1 0
)
,
C˜3 :=
(
0 b+d+2c3
b+ d+2c3 −(d+ 2c)
)
= C3 −
(
0 0
2
3(d+ 2c) (d+ 2c)
)
,
DN := −d+ c(N − 1)
N − 1
(
0 N−3N−1
N − 2 3N−1
)
, and
fN :=
(
0
−1
2N(N−1)
)
.
(1.19)
Note here that v(k,m, n) = −v(n,m, k) and that the omparison between the
proportions of genotypes AA and aa play a partiular role in the value and sign of
v.
1.3.3.3 The dependene of u in δ′
For this setion we set δ = 0, i.e. a is a reessive allele, and deleterious when δ′ >
0. As in the previous setion (Proposition 1.3.5) u0,.k,m,n : δ
′ 7→ u0,δ′ is dierentiable
and (∂u
0,δ′
∂δ′ ((k,m, n), 0, 0)){(k,m, n) ∈ N3∗∗} is the unique sublinear solution of the
system


Lw(k,m, n) = −nNA2N(N−1) ∀(k,m, n)|k +m+ n ≥ 3
Lw(k,m, n) = 0 ∀(k,m, n)|k +m+ n = 2
w(2, 0, 0) = w(0, 0, 2) = 0
(1.20)
where NA = 2k + m is the number of A alleles in the population (k,m, n). The
following proposition, proved in Subsetion 1.4.4, gives a formula for w(k,m, n):
Proposition 1.3.7.
w(k,m, n) :=
nNA
N
xN +mx
′
N +NA(2N −NA)
(
y′N
N
− NA
2N2
yN
)
(1.21)
where xN and yN are dened in Proposition 1.3.6, and the sequene of vetors
z′N =
(
x′N
y′N
)
is the unique subpolynomial solution of the following system of equa-
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tions:
B′Nz
′
N+1 = C
′
Nz
′
N +D
′
Nz
′
N−1 + f
′
N for all N ≥ 3 (1.22)
B˜′2z′3 = C˜ ′2z
′
2 + f˜
′
2, (1.23)
with
B′N :=
b
N − 1
(
2N2 − 2N − 1 −1N+1
1
2
N2+N−3/2
N+1
)
,
B˜′2 :=
(
1 3
3 133
)
,
C ′N := (bN + dN + cN(N − 1))
(
2 0
0 1N
)
,
C˜ ′2 :=
(
0 2
2 3
)
,
D′N := −(d+ c(N − 1))
(
2N − 2 2N−1
0 N−2N−1
)
,
f ′N :=


b
N−1(2N − 1) yN+12(N+1)2 − (d+ c(N − 1))(4N + 2)
yN−1
2(N−1)2
b
N − 1
(
2N3 + 3N2 − 4N − 3
2
)
yN+1
2(N + 1)2
− (bN + dN + cN(N − 1))(2N − 1) yN
2N2
+ (d+ c(N − 1))(2N2 − 7N + 8) yN−1
2(N − 1)2


,
f˜ ′2 :=
(
x2 − y2 − x3 + 32y3
19
6 y3 − 94y2
)
.
We now prove Propositions 1.3.6 and 1.3.7. In both ases, the proof is shared in
two parts: we rst prove the result when the feundity b is small enough ompared
to the ompetition parameter c, and then we generalize the result to all possible
demographi parameters b, d, and c.
1.4 Proofs of Propositions 1.3.6 and 1.3.7
1.4.1 Proof of Proposition 1.3.6 for small b
To begin with, alulations give the following lemma:
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Lemma 1.4.1. (i) If Equation (1.13) is true, then v satises (1.15) if and only if
(zN )N≥3 satises (1.17), (1.18) and x2 + 32y2 =
4
3x3 + 2y3.
(ii) (v(k,m, n))(k,m,n)∈N3∗∗ is sublinear if and only if (zN )N≥3 is bounded.
Proof. (ii) is easy to see from Equation (1.13). For (i), if v satises (1.13) then from
the seond equation of (1.15) we easily obtain that x2 +
3
2y2 =
4
3x3 + 2y3. Now
to derive Equation (1.17) from the rst equation of (1.15), we have to write the
birth and death rates given in Equations (1.1) and (1.4) as funtions of the variables
m, k − n and N . Then, we separate terms with xN , yN , xN+1, yN+1, xN−1 and
yN−1. Eah of these terms is in fator of the sum of two polynomial funtions, one
of the form m(k − n)P (N) and one of the form (k − n)(N2 − (k − n)2)Q(N) where
P and Q are polynomial funtions. The total term that multiplies the polynomial
funtion (k−n)(N2− (k−n)2) must be equal to 0 while the one that multiplies the
polynomial funtion m(k−n) must be equal to −1/2N(N − 1) from Equation (1.15).
We dedue from this that Equation (1.17) is in fat true for all N ≥ 3. Finally, the
initial ondition (1.18) is obtained by ombining Equation (1.17) for all N = 3 and
the relation x2+
3
2y2 =
4
3x3+2y3. Conversely, if (zN )N≥3 satises (1.17), (1.18) and
x2 +
3
2y2 =
4
3x3 + 2y3 +
1
4b then v dened by Equation (1.13) satises (1.15).
Notie that the equations of Proposition 1.3.6 are not enough to haraterize the
vetor z2; the only equation relating x2 and y2 is v(1, 1, 0) = −v(0, 1, 1) = 12x2+ 34y2.
We then only have to prove that there exists a bounded solution (zN )N≥3 to the
System of equations (1.17) and (1.18). Notie that if z3 is xed then for all N , zN
is xed, reursively. Finding a bounded solution of this system of equations is then
equivalent to nding an initial ondition z (neessarily unique by Proposition 1.3.5)
suh that if z3 = z then (zN )N≥3 is bounded.
1.4.1.1 The one-order reurrene relationship satised by (zN )N
We hange the two-order reurrene system of Equations (1.17) and (1.18) into a
one-order reurrene relationship, so that we an express easily zN as a funtion of z3
and onversely. We easily nd that zN satises the following reurrene relationship:
BNzN+1 = (CN +KN )zN +
N∑
k=3
(−1)N−kE(k,N)fk for all N ≥ 3. (1.24)
More preisely, (1.24) is satised for N = 3 if K3 = C˜3 − C3 and E(3, 3) = I2.
Moreover, if it is true for a given N ≥ 3 then it is true for N + 1 as long as
KN+1 = DN+1(CN+KN )
−1BN , E(N+1, N+1) = I2 and E(k,N+1) = DN+1(CN+
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KN )
−1E(k,N) for all k ∈ [3, N ]. Then the reurrene relationship (1.24) is satis-
ed for every N as soon as we an dene two sequenes of matries (KN )N≥3 and
(E(k,N))N≥3,2≤k≤N suh that:

KN = DN (CN−1 +KN−1)−1BN−1 ∀N ≥ 4
K3 = C˜3 − C3
E(k,N) = DN (CN−1 +KN−1)−1E(k,N − 1) ∀k ∈ [3, N − 1]
E(k, k) = I2 ∀k ≥ 3
We then have to prove reursively that FN := KN + CN is invertible for all N ≥ 3.
We rst prove it when c is large enough ompared to b.
1.4.1.2 Proof of the invertibility of KN +CN
Let us dene
VN :=
(
0 1N
1 0
)
.
Then FN = (b+d+c(N −1))VN +KN .We now dene the matrix GN := VN + 1bKN .
Then
FN = (d+ c(N − 1))VN + bGN
= (d+ c(N − 1))VN
(
I2 +
b
d+ c(N − 1)V
−1
N GN
)
.
Using the matriial norm ‖M‖ = supi∈{1,2}(|Mi,1|+ |Mi,2|), note that ‖V −1N ‖ = N .
Lemma 1.4.2. If b ≤ c24 , then FN is invertible and ‖GN‖ ≤ 9 for all N ≥ 4.
This result will be generalized in Subsetion 1.4.2 to all possible parameters b, d,
and c.
Proof. (of Lemma 1.4.2) We prove it reursively. For N = 4, we an ompute the
norm of G4. Indeed we have:
G4 = V4 +
1
b
D4C˜
−1
4 B3,
whih gives us:
G4 =


− d+3c48(b+d+2c) 14 − 9(d+3c)64(b+d+2c)
1− d+3c16(b+d+2c) −2764
(d+3c)(b+2(d+2c)+ d+2c
3
)
(b+d+2c)(b+ d+2c
3
)
− 10(d+3c)
16(b+ d+2c
3
)
− (d+2c)(d+3c)
8(b+d+2c)(b+ d+2c
3
)
+ d+3c
32(b+ d+2c
3
)


.
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So
‖G4‖ ≤ sup
{
d+ 3c
d+ 2c
(
1
48
+
1
4
+
9
64
)
,
d+ 3c
d+ 2c
(
1 +
1
16
+
30
16
+
3
8
+
1
64
)}
=
d+ 3c
d+ 2c
212
64
≤ 212
64
3
2
≤ 9.
For all N , the invertibility of the matrix FN is a onsequene of ‖GN‖ ≤ 9. Indeed,
if ‖GN‖ ≤ 9, then as long as b < c12 ,∥∥∥∥∥ bV
−1
N GN
d+ c(N − 1)
∥∥∥∥∥ ≤ 9bNd+ c(N − 1) < 1.
In this ase, I2 +
bV −1N GN
d+c(N−1) is invertible, and so is FN . Now let us assume that
‖GN‖ ≤ 9 for a given N ≥ 4 and let us prove that ‖GN+1‖ ≤ 9. If ‖GN‖ ≤ 9, then
FN is invertible and we an write GN+1 = VN+1 +
1
bDN+1F
−1
N BN . Hene
GN+1 = VN+1 +DN+1
(
I2 +
bV −1N GN
d+ c(N − 1)
)−1
V −1N
d+ c(N − 1)
BN
b
.
Moreover, as long as b ≤ c24 ,∥∥∥∥∥∥
(
I2 +
bV −1N GN
d+ c(N − 1)
)−1∥∥∥∥∥∥ ≤
1
1−
∥∥∥ bV −1N GNd+c(N−1)
∥∥∥ ≤
1
1− 9bNd+c(N−1)
≤ 2.
Finally, for all N ≥ 4, ‖DN+1‖ ≤ d+ cN and ‖V −1N BN‖ ≤ 3b whih implies
‖GN+1‖ ≤ 1 + 6
(
1 +
c
d+ 3c
)
≤ 9.
As long as b ≤ c/24, Equation (1.24) is satised, whih allows us to express easily
zN as a funtion of z3 for all N ≥ 3. We now prove that there exists a real number
z suh that if z3 = z then (zN ) is bounded.
1.4.1.3 Boundedness of z
Let us assume here that b < c/24, so that we an use the previous results. Setting
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MN := B
−1
N (CN +KN ), and gN :=
N∑
k=3
(−1)N−kB−1N E(k,N)fk,
we get
zN+1 = MNMN−1...M3(z3 +
N∑
l=3
M−13 ..M
−1
l gl) = PN
(
z3 +
N∑
l=3
P−1l gl
)
(1.25)
if PN = MNMN−1...M3. To obtain the behaviour of (zN ), we then study PN and
gN .
Lemma 1.4.3. ‖M−1N ‖ ≤ 2bcN if N is large enough.
Proof. (of Lemma 1.4.3) We previously proved (Lemma 1.4.2) that for all N ≥ 3,
‖GN‖ ≤ 9, with GN = VN + KNb . Then for all N ≥ 3, ‖KN‖ ≤ 10b. So if b < c24 , we
have
‖KN‖ < c/2 (1.26)
for all N ≥ 3. Besides, the equation KN+1 = DN+1(CN+KN )−1BN an be detailed,
and using Equation (1.26), we obtain (Appendix B) that
KN+1 = −b
(
1
2N2 +O
(
1
N3
)
1
N +O
(
1
N3
)
1 +O
(
1
N2
)
3
N2
+O
(
1
N3
)
)
. (1.27)
Next,
D−1N+1 =
N2
(d+ cN)(N − 2)(N − 1)
(
3
N −N−2N
−(N − 1) 0
)
.
We dedue from this that
M−1N = D
−1
N+1KN+1 =
b
c
(
1
N +O
(
1
N2
)
O
(
1
N3
)
1
2N2 +O
(
1
N3
)
1
N +O
(
1
N2
)
)
. (1.28)
Notie that if N is large enough
‖M−1N M−1N+1‖ ≤
4b2
c2N2
. (1.29)
Besides, we have the following lemma for (gN )N :
Lemma 1.4.4. g satises
gN = C +
C ′
N
+ o
(
1
N
)
(1.30)
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Proof. (of Lemma 1.4.4) From gN :=
∑N
k=3(−1)N−kB−1N E(k,N)fk we dedue
gN+1 = −B−1N+1KN+1gN +B−1N+1fN+1 (1.31)
Moreover,
B−1N+1 =
1
b
2N(N + 2)2
3 + (2N2 + 8N + 3)(2N2 + 4N − 1)
(
3
N+2
2N2+8N+3
N+2
2N2 + 4N − 1 −1
)
(1.32)
and Equation (1.27) yields
−B−1N KN =
(
1 +O
(
1
N2
)
3
N2
+O
(
1
N3
)
O
(
1
N2
)
1 +O
(
1
N2
)
)
. (1.33)
Equations (1.31) and (1.32) and (1.33) give us the result.
Finally, we get interested in
∑
P−1l gl. Let us reall that Pl = MlMl−1...M3.
N∑
l=3
‖P−1l gl‖ ≤
N∑
l=3
‖P−1l ‖‖gl‖.
From (1.30) and Lemma 1.4.3, (gl)l≥3 is bounded and there exists a onstant C2
suh that ‖M−1N ‖ ≤ C2N when N is large enough. Then
∑N
l=3 P
−1
l gl onverges and
we dene its limit
z =
∞∑
l=3
P−1l gl. (1.34)
The quantity z will be the initial ondition, we need to obtain a bounded solution
to (1.17) and (1.18) as is proved now:
Lemma 1.4.5. The sequene (zN )N≥3 satisfying (1.17) and (1.18), and suh that
z3 = −z (where z has been dened in (1.34)), is bounded.
Proof. From (1.25)
zN+1 = −PN ×
( ∞∑
l=N+1
P−1l gl
)
= −
∞∑
l=N+1
M−1N+1M
−1
N+2...M
−1
l gl
= −M−1N+1gN+1 −M−1N+1M−1N+2
∞∑
l=N+2
(M−1N+3..M
−1
l−2)(M
−1
l−1M
−1
l )gl.
(1.35)
By Lemmas 1.4.4 and 1.4.3 and Equation (1.29), if N is large enough, there exists a
onstant C independent from b suh that
58 1. Stohasti modeling of a density-dependent diploid population
‖zN‖ ≤ C 2b
cN
. (1.36)
Proposition 1.3.6 is now proved for small b. In the next subsetion we generalize
this result to any b.
1.4.2 Generalization to all possible values of b
Theorem 1.4.6. For all (k,m, n) suh that k+m+n ≥ 2, v(k,m, n) is an analyti
funtion of b on R+∗.
Corollary 1.4.7. For all demographi parameters b > 0, d, and c > 0, Proposition
1.3.6 is true.
Proof. (of Corollary 1.4.7.) From the end of Setion 1.4.1.3, there exists a onstant
K > 0 suh that if b < Kc, (1.13) is true, whih gives
yN =
N2
4(N − 2)(N − 1)v(N − 1, 0, 1),
xN =
N
N − 1
[
v(N − 1, 1, 0) − 2N − 1
4(N − 2)v(N − 1, 0, 1)
]
.
(1.37)
As long as b < Kc we then have
v(k,m, n) =
m(k − n)
N − 1
[
v(N − 1, 1, 0) − 2N − 1
4(N − 2)v(N − 1, 0, 1)
]
+ (k − n) N
2 − (k − n)2
4(N − 2)(N − 1)v(N − 1, 0, 1).
(1.38)
Now from Theorem 1.4.6, for all (k,m, n) in N3∗∗, v(k,m, n) is an analyti funtion
of b on R+∗. The equality (1.38) of two analyti funtions on ]0,Kc[ extends on R+∗.
Then Equation (1.16) of Proposition 1.3.6 is true for all (k,m, n) ∈ N3∗∗ if xN and
yN are dened for all N ≥ 3 and for all b > 0, by Equation (1.37). From Lemma
1.4.1 (zN )N≥3 satises Equations (1.17) and (1.18), so Proposition 1.3.6 is true.
Before proving Theorem 1.4.6, we prove
Lemma 1.4.8. For every (k,m, n) in N3∗∗, there exists a stritly positive real number
ρ suh that Ek,m,n((1 + ρ)
TΓ) <∞.
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Proof. We dene the random number L ∈ Z+ of return of Z in {N = 2} before
reahing Γ, and T (i)2 the i-th time of return of Z in {N = 2} (T (0)2 = 0 and T (1)2 =
T{2}).
Ek,m,n((1 + ρ)
TΓ) ≤
∞∑
l=0
Ek,m,n
(
(1 + ρ)T
(l+1)
2 1L=l
)
as TΓ1L=l ≤ T (l+1)2 1L=l
=
∞∑
l=0
∑
(k′,m′,n′)/∈Γ|
k′+m′+n′=2 or
(k′,m′,n′)=(k,m,n)
Ek,m,n
(
(1 + ρ)T
(l+1)
2 1Z
T (l)
2
=(k′,m′,n′)1L=l
)
≤ max
(k′,m′,n′)/∈Γ|
k′+m′+n′=2 or
(k′,m′,n′)=(k,m,n)
Ek′,m′,n′
(
(1 + ρ)T{2}
)×∞∑
l=0
Ek,m,n
(
(1 + ρ)T
(l)
2 1L≥l
)
,
by strong Markov property in T (l)2 . We now dene
S = max
(k′,m′,n′)|
k′+m′+n′=2 or
(k′,m′,n′)=(k,m,n)
Ek′,m′,n′
(
(1 + ρ)T{2}1L≥1
)
and prove that for every l,
Ek,m,n
(
(1 + ρ)T
(l)
2 1L≥l
)
≤ Sl.
The result is obviously true for l = 0 and is proved reursively for every l by using
strong Markov property in T
(l−1)
2 as previously. Now from Proposition 1.2.1, for
every (k,m, n) there exists ρ > 0 suh that Ek,m,n((1 + ρ)
T{2}) < ∞. Then by the
Dominated Convergene Theorem, Ek,m,n((1 + ρ)
T{2}1L≥1) −→
ρ→0
Pk,m,n(L ≥ 1) < 1.
Hene there exists ρ0 suh that if ρ < ρ0, S < 1 and then Ek,m,n((1+ρ)
TΓ) <∞.
Proof. (of Theorem 1.4.6) We need to study the dependene of the probability u in
the feundity parameter b, so we denote by u((k,m, n), δ, b) the xation probability
of allele a when Z0 = (k,m, n) and v((k,m, n), b) its derivative with respet to δ. If
u((k,m, n), ., .) is an analyti funtion of (b, δ) on R+∗ ×R, then v((k,m, n), .) is an
analyti funtion of b on R+∗. Now,
u((k,m, n), δ, b) =
∑
l≥1
∑
(i1,..il)∈S(k,m,n)→Γa
πδ,bi1i2 ...π
δ,b
il−1il ,
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where πδ,bikik+1 is the transition probability from state ik to state ik+1 and an analyti
funtion of (b, δ) on R+∗ × R. u is then the simple limit of analyti funtions on
R+∗ × R. By (9.13.1) and (9.13.2) of Dieudonné (1969), a sequene of analyti
funtions (fn)n∈N dened on an open set S of C whih onverges simply towards a
funtion f on S , is proved to onverge uniformly on every ompat subset of S as
long as {fn, n ∈ N} is relatively ompat. We extend the funtions πδ,bikik+1 on the
open set Eβ1 × Eβ2 where β ∈ R+∗ and
Eβ1 = {z ∈ C|Re(z) > 0, |Im(z)| < βRe(z)},
Eβ2 = {z ∈ C||Re(z)| < d/2, |Im(z)| < β(d− |Re(z)| + 2c)}.
We set b = br + ibi ∈ Eβ1 , δ = δr + iδi ∈ Eβ2 and denote by P b,δ(k,m,n)(k′,m′,n′) the
analyti extension of πb,δ(k,m,n)(k′,m′,n′) on E
β
1 × Eβ2 . For all (b, δ) ∈ Eβ1 × Eβ2 and for
all (k,m, n) and (k′,m′, n′) neighbors in N3∗∗:
∣∣∣P b,δ(k,m,n)(k′,m′,n′)
∣∣∣ ≤√1 + β2 P br ,δr(k,m,n)(k′,m′,n′) =√1 + β2 πbr ,δr(k,m,n)(k′,m′,n′).
Indeed, let us make the omputation if (k′,m′, n′) = (k,m− 1, n),
∣∣∣P b,δ(k,m,n)(k,m−1,n)
∣∣∣ = ∣∣∣∣ (d+ δ + c(N − 1))mbN + dN + δm+ cN(N − 1)
∣∣∣∣
≤ |(d+ δ + c(N − 1))m|
Re(bN + dN + δm+ cN(N − 1))
=
√
(d+ δr + c(N − 1))2m2 + δ2im2
brN + dN + δrm+ cN(N − 1)
≤
(d+ δr + c(N − 1))m
(√
1 +
δ2i
(d+δr+c(N−1))2
)
brN + dN + δrm+ cN(N − 1)
≤ (d+ δr + c(N − 1))m
√
1 + β2
brN + dN + δrm+ cN(N − 1) sine δ ∈ E
β
2
=
√
1 + β2 P br,δr(k,m,n)(k,m−1,n)
Computations are similar for other possible transitions. Then sine
√
1 + β2 ≤
1 + β2,
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L∑
l≥1
∑
(i1,..il)∈S(k,m,n)→Γa
|P δ,bi1i2 ...P
δ,b
il−1il | ≤
L∑
l≥1
(1 + β2)l
∑
(i1,..il)∈S(k,m,n)→Γa
πδr ,bri1i2 ...π
δr ,br
il−1il
≤
L∑
l≥1
(1 + β2)lPk,m,n(TΓa = l)
≤ Ek,m,n((1 + β2)TΓa1TΓa<∞)
≤ Ek,m,n((1 + β2)TΓ)
sine, if TΓa <∞, TΓa = TΓ. Lemma 1.4.8 allows to onlude.
In the following subsetion, we establish some properties of the rst-order deriva-
tive v(k,m, n).
1.4.3 Boundedness and sign of v
Proposition 1.4.9. (i) For all demographi parameters b, d and c, v is a bounded
funtion of (k,m, n).
(ii) Assume k ≥ n, vk,m,n = E(k,m,n)
[∫ T
0 Lv(Zt)dt
]
≥ 0 where T = inf{t, kt =
nt or mt = nt = 0}.
(iii) v(k,m, n) has the same sign than k − n.
Proof. (i) is a onsequene of Equation (1.36) and (iii) is a onsequene of (ii). For
(ii), by Proposition 1.3.6, it sues to prove the result when k > n. The funtion v
being bounded in (k,m, n) (by (i)), Dynkin's formula stopped at the stopping time
T gives us that
Ek,m,n[v(ZT )] = v(k,m, n) − E(k,m,n)
[∫ T
0
Lv(Zt)dt
]
.
Using that v(ZT ) = 0 (from Proposition 1.3.6), we get the result.
Notie that the sign of δ is not suient to know whether the allele a has a larger
xation probability than a neutral allele, or not. This property depends on the initial
geneti repartition of the population: if there are more alleles A (resp. a) initially,
then allele a has a lower xation probability than a neutral allele if and only if δ > 0
(resp. δ < 0). In Setion 1.5, we will get interested in the partiular ase where
the allele a is a mutant appearing in the population. In this ase, at mutation time,
there is only one individual with genotype Aa and no individual with genotype aa,
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then the population starts from a state of the form (k, 1, 0). As the derivative of u
with respet to δ is −v, the xation probability of allele a is then:
u((k, 1, 0), δ) =
1
2(k + 1)
− δ
(
k
k + 1
xk+1 +
k(2k + 1)
(k + 1)2
yk+1
)
+ o(δ)
1.4.4 Proof of Proposition 1.3.7
As in omputations for v, Proposition 1.3.7 is true if we an nd a bounded
sequene (z′N )N≥2 whih is solution of (1.22) and (1.23). To prove this, we use a
similar proof as for δ′ = 0 (Setion 1.4.1). Setting
hk = f
′
k ∀k ≥ 4
h3 = f
′
3 −D′3C˜ ′−12 f˜ ′2,
we easily obtain that for all N ≥ 3:
B′Nz
′
N+1 = (C
′
N +K
′
N )z
′
N +
N∑
k=3
(−1)kE′(N, k)hk (1.39)
with
K ′3 = D
′
3C˜
′−1
2 B˜
′
2
K ′N = D
′
N (C
′
N−1 +K
′
N−1)
−1B′N−1 ∀N ≥ 4
E′(k, k) = I2 ∀k ≥ 3
E′(N, k) = D′N (C
′
N−1 +K
′
N−1)
−1E′(N − 1, k)
= K ′NB
′−1
N−1E
′(N − 1, k) ∀N ≥ k + 1
Notie here that the detailed omputation of h3 shows that h3 does not depend on x2
and y2 (whih are not known) but only on x2 +
3
2y2. The only diulty in adapting
the proof of Setion 1.4.1 is when proving that there exists a onstant C suh that
for all N , ‖B′−1N hN‖ ≤ CN2 . Note that we have
B′−1N =
N − 1
b
N + 1
(2N2 − 2N − 1)(N2 +N − 3/2) + 1/2
×
(
N2+N−3/2
N+1
1
N+1
−12 2N2 − 2N − 1
)
.
From Equations (1.28), (1.30) and (1.35),
yN =
C1
N
+
C2
N2
+O
(
1
N3
)
.
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Then∥∥∥∥∥
(
N2+N−3/2
N+1
1
N+1
−12 2N2 − 2N − 1
)
hN
∥∥∥∥∥ = O(1) and ‖B′−1N hN‖ = O
(
1
N2
)
.
We now know that if the birth parameter b is small enough ompared to c, then w
is eetively dened as in Formula (1.14). To generalize this result to all possible
values of parameters b and c, we adapt the proof of Theorem 1.4.6 and Corollary
1.4.7 to δ′, without any diulty. Note here that for all demographi parameters, w
is a positive bounded funtion of (k,m, n).
1.4.5 Proof of the analytiity of u(k,m, n)
To onlude these results, we now prove that u((k,m, n), δ, δ′) is an analyti
funtion of (δ, δ′) in the neighborhood of (0, 0).
Proof. We use analyti extension arguments as in the proof of Theorem 1.4.6. Here
δ and δ′ are omplex numbers, denoted by δ = δr + iδi and δ′ = δ′r + iδ′i. We take
(δ, δ′) ∈ (Eβ)2 with Eβ = {z ∈ C||Re(z)| < d/2, |Im(z)| < β(d− |Re(z)|+2c)}, and
denote by πδ,δ
′
(k,m,n)(k′,m′,n′) the transition probability for Z from (k,m, n) to one of its
neighbor (k′,m′, n′) and P δ,δ
′
(k,m,n)(k′,m′,n′) the analyti ontinuation of π
δ,δ′
(k,m,n)(k′,m′,n′)
on (Eβ)2. Then, ∣∣∣P δ,δ′(k,m,n)(k′,m′,n′)
∣∣∣ ≤ (1 + β2)P δr ,δ′r(k,m,n)(k′,m′,n′)
= (1 + β2)π
δr ,δ′r
(k,m,n)(k′,m′,n′).
Indeed, it is proved by making the omputation for all possible transitions as in the
proof of Theorem 1.4.6 and the onlusion follows similarly.
Theorem 1.3.4 is now proved.
1.5 Mutational time sale: onvergene and extintion
vortex
Understanding and quantifying the extintion risk of a population is a very im-
portant issue, in partiular within the framework of speies onservation Gilpin &
Soulé (1986). We now get interested in a phenomenon alled mutational meltdown
Lynh et al. (1995): within small populations, inbreeding favors the xation of dele-
terious alleles that would disappear in an innite size population Crow & Kimura
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(1970); Champagnat & Méléard (2007); Metz et al. (1996). This phenomenon is
then haraterized by more and more frequent xations of deleterious alleles, whih
reates an extintion vortex and leads to a rapid extintion of the population (Lande
(1994); Gilpin & Soulé (1986)). We wish now to observe this aeleration of mutation
xations. To this end, we introdue mutations in our model, and onsider a dierent
time sale.
1.5.1 General model
As introdued in Setion 1.2, eah individual is now haraterized by its geno-
type x ∈ G := {{A, C,G,T }G}2. Now every DNA strand an mutate during the
individual lifetime, at rate µK := µ/K. K is a saling parameter that will go to
innity, following a rare mutation hypothesis, whih is usual in evolutionary genetis
Lande (1994); Champagnat (2006). For every a, a′ ∈ {A, C,G,T }G, we dene the
probability M(a, a′) that a DNA strand a mutates to a′ knowing that a mutates.
The population an then be represented at time t by
ZK : t 7→
NKt∑
i=1
δ
xi,Kt
,
where NKt is the size of population Z
K
at time t and xi,Kt is the genotype of the i-th
individual in population ZK at time t. ZKt belongs to the disrete spae:
E =
{
N∑
i=1
δ(xi1,xi2), N ∈ Z+, (x
i
1, x
i
2) ∈ G ∀i
}
,
where E is equipped with the norm r(ν1, ν2) =
∑
x∈G |ν1(x) − ν2(x)| and its dis-
rete topology. We denote by D([0,∞), E) the Skhorohod spae of left limited right
ontinuous funtions from R+ to E, endowed with the Skhorohod topology. We
denote by b(x,Z) the birth rate of an individual with genotype x in the popula-
tion Z, and assume that there exists a onstant C suh that for every Z with size
N ,
∑
x∈G
b(x,Z) ≤ CN. As in Setion 1.2, individuals an die either naturally, or
due to ompetition with other individuals, and when the population size reahes
2 we assume that no death an our. We denote by d(x,Z) the death rate of a
given individual with genotype x in the population Z and assume that for every x,
d(x,Z) is bounded from below by some positive power of the population size. For
all K > 0 and for all real bounded mesurable funtion f on E, if Z =
∑N
i=1 δxi with
xi = (xi1, x
i
2), the generator of the Markov proess Z
K
is:
1.5. Mutational time sale 65
LKf(Z) =
∑
x∈G
b(x,Z)(f(Z + δx)− f(Z))
+
N∑
i=1
d(xi, Z)(f(Z − δxi)− f(Z))
+
N∑
i=1
µ
K
∑
y∈{A,C,G,T }G
M(xi1, y)(f(Z − δxi + δ(y,xi2))− f(Z))
+
N∑
i=1
µ
K
∑
y∈{A,C,G,T }G
M(xi2, y)(f(Z − δxi + δ(xi1,y))− f(Z)).
Notations: When the population is monomorphi, i.e. every individual has same
genotype x, we assume that the population follows a neutral logisti birth-and-death
proess as presented in Setion 1.3.2, and we denote by b(x), d(x) and c(x) the birth,
and natural and ompetition death rates (denoted b, d, and c in Setion 1.3.2). For
all demographi parameters b, d, and c, we also dene the stationary law l(., b, d, c)
of the population size of this neutral logisti birth-and-death proess. l satises the
stationary equations system:

b(N − 1)l(N − 1, b, d, c) + (d+ cN)(N + 1)l(N + 1, b, d, c)
= N(b+ d+ c(N − 1))l(N, b, d, c) ∀N ≥ 3
2bl(2, b, d, c) = 3(d + 2c)l(3, b, d, c).
Then for all N ≥ 2,
l(N, b, d, c) :=
1
N
N−1∏
k=2
b
d+ kc
∞∑
i=2
1
i
i−1∏
j=2
b
d+ jc
. (1.40)
We now resale time when K goes to innity, in order to observe mutation appari-
tions. More preisely, the mean time of apparition of a mutation being equal to
1/µK ∼ K, we aelerate time by multiplying t by K.
1.5.2 Convergene and limiting proess in the adaptive dynamis
asymptotis
Theorem 1.5.1. For all 0 < t1 < ... < tn, the n-tuple (Z
K
Kt1
, ..., ZKKtn) onverges in
law towards the proess (Nt1δSt1 , ..., NtnδStn ) where
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(i) (St)t>0 is a Markov jump proess that jumps from a homozygous genotype x
(1) =
(x1, x1) to another homozygous genotype x
(2) = (x2, x2) where x1 and x2 are
in {A, C,G,T }G, at rate τ(x(1), x(2)).
(ii)
τ(x(1), x(2)) = 2µM(x1, x2)
×
∞∑
N=2
Nf((N − 1, 1, 0), x(1) , x(2))l(N, b(x(1)), d(x(1)), c(x(1))),
(1.41)
where f((k,m, n), x(1), x(2)) is the probability that, starting from k individuals
with genotype x(1), m with genotype (x1, x2), and n with genotype x
(2)
, the
population gets nally monomorphi with genotype x(2). In the partiular ase
where only the natural death rate diers between individuals with genotypes x(1)
and x(2), as in Equation (1.10),
f((N − 1, 1, 0), x(1) , x(2)) = u((N − 1, 1, 0), d(x1 , x2)− d(x(1)), d(x(2))d(x(1)))
where d(x(1)), d((x1, x2)), and d(x
(2)) are the respetive natural death rates of
individuals with genotype x(1), (x1, x2) and x
(2)
(the generalization of genotypes
AA, Aa, and aa in Setion 1.3.2), and u has been studied in Setion 1.3.
(iii) Conditionally to (St1 , ..., Stn ) = (x
(1), ..., x(n)), the random variables Nt1 , ...,
Ntn are mutually independent and Nti has law l(., b(x
(i)), d(x(i)), c(x(i))) for all
i.
At this mutational time sale, at every time t, the population is therefore almost
surely monomorphi and the proess (NtδSt)t≥0 desribes the suessive xations of
mutations. Indeed, a jump of the limiting proess S orresponds to a hange in
the genotype of every individual of the population, i.e. a mutation xation. This
previous theorem is diretly obtained from Champagnat & Lambert (2007), exept
from a few details in the proof, whih are given in Appendix A.
1.5.3 The extintion vortex
In this setion we fous on the jump proess S and assume that all mutations
have the same eet than desribed in Equation (1.10), i.e. when x1 mutates to
x2, individuals with genotypes x
(1)
, (x1, x2) and x
(2)
all have same feundity b and
ompetition parameter c, but
d(x1, x2) = d(x
(1)) + δ, and d(x(2)) = d(x(1)) + δ′.
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What is more, we exlude overdominane ases by assuming that δ < δ′. The jump
rate τ of the limiting proess S of Theorem 1.5.1 (Equation (1.41)) when individuals
have birth rate b, natural death rate d, and ompetition rate c is now denoted by
τ(d, δ, δ′) =
∞∑
N=2
Nu((N − 1, 1, 0), d, δ, δ′)l(N, d) (1.42)
(the dependene in parameters b and c is hidden and, to simplify notations, we
assumed µ = 1/2). This rate is also the rate of xation of a deleterious mutation
with size (δ, δ′). Let us reall that the extintion vortex is due to more and more
rapid xations of deleterious mutations in the population. We then wish to prove
that the mean time to xation of a deleterious mutation dereases when the number
of already xed mutations inreases. Now when a deleterious mutation gets xed, the
natural death rate of all individuals is inreased by δ′. The vortex is then due to the
fat that the mean time to xation of a deleterious mutation is a dereasing funtion
of the natural death rate d of individuals, whih is proved in the next theorem.
Theorem 1.5.2. Let us x the demographi parameter c and assume that E(N20 ) <
∞. If δ > 0 and δ′ > δ, and if b is small enough, the mean time to a jump of proess
S, T (d, δ, δ′) = 1/τ(d, δ, δ′) is a dereasing funtion of d, the natural death rate of
individuals.
Here we underline the dependene of all quantities in d, by denoting respetively
by u((k,m, n), d, δ, δ′), v((k,m, n), d), and w((k,m, n), d) the xation probability
dened in Setion 1.3 and its derivatives, when individuals have natural death rate
d. We also denote by l(., d) the stationary law of the population size (Equation
(1.40)). We rst need to prove the following lemma:
Lemma 1.5.3. If d and d′ are two non negative real numbers suh that d′ > d, then
there exists an integer N0 suh that for all N ≤ N0, l(N, d′) ≥ l(N, d), and for all
N > N0, l(N, d
′) < l(N, d).
Proof. Let us dene q(N) = l(N,d
′)
l(N,d) . Equation (1.40) gives us that q(N + 1) =
d+cN
d′+cN q(N), then if d
′ > d, q(N) is a stritly dereasing funtion of N . Next,
q(2) =
1
2
∑∞
i=2
1
i
∏∞
j=2
b
d+jc
1
2
∑∞
i=2
1
i
∏∞
j=2
b
d′+jc
,
hene q(2) > 1. Finally, if q(N) > 1 for all N then l(N, d′) > l(N, d) for all N whih
is absurd as l(., d) and l(., d′) are probability measures. Then there exists an integer
N0 suh that for all N > N0, q(N) < 1 and for all N ≤ N0, q(N) ≥ 1.
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Proof. (Theorem 1.5.2) From Theorem 1.3.4, the mean time to xation of a mutation
is T (d, δ, δ′) = 1/τ(d, δ, δ′) with
τ(d, δ, δ′) =
1
2
−
[ ∞∑
N=2
N(δv((N − 1, 1, 0), d) + δ′w((N − 1, 1, 0), d))l(N, d)
]
+ o(|δ| + |δ′|)
(1.43)
where the dierentiability of the innite sum in (1.42) is obtained as in the proof of
Proposition 1.3.5. Then if d′ > d,
τ(d′, δ, δ′)−τ(d, δ, δ′)=
∞∑
N=2
N(δv((N − 1, 1, 0), d) + δ′w((N − 1, 1, 0), d))l(N, d)
−
∞∑
N=2
N(δv((N − 1, 1, 0), d′) + δ′w((N − 1, 1, 0), d′))l(N, d′)
+ o(|δ| + |δ′|)
= δ
∞∑
N=2
Nl(N, d)(v((N − 1, 1, 0), d) − v((N − 1, 1, 0), d′))
− δ
∞∑
N=2
Nv((N − 1, 1, 0), d′)(l(N, d′)− l(N, d))
+ δ′
∞∑
N=2
Nl(N, d)(w((N − 1, 1, 0), d) − w((N − 1, 1, 0), d′))
− δ′
∞∑
N=2
Nw((N − 1, 1, 0), d′)(l(N, d′)− l(N, d))
+ o(|δ| + |δ′|).
Dening N0 as in Lemma 1.5.3, we obtain:
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τ(d′, δ, δ′)− τ(d, δ, δ′) =δ
∞∑
N=2
Nl(N, d)(v((N − 1, 1, 0), d) − v((N − 1, 1, 0), d′))
+ δ′
∞∑
N=2
Nl(N, d)(w((N − 1, 1, 0), d) − w((N − 1, 1, 0), d′))
− δ
∞∑
N=2
(Nv((N − 1, 1, 0), d′)−N0v((N0 − 1, 1, 0), d′))(l(N, d′)− l(N, d))
− δ′
∞∑
N=2
(Nw((N − 1, 1, 0), d′)−N0w((N0 − 1, 1, 0), d′))(l(N, d′)− l(N, d))
+ o(|δ| + |δ′|) the added terms being equal to 0,
(1.44)
whih gives, if w((k,m, n), d) = δv((k,m, n), d) + δ′w((k,m, n), d),
τ(d′, δ, δ′)− τ(d, δ, δ′) =
∞∑
N=2
Nl(N, d)(w((N − 1, 1, 0), d) − w((N − 1, 1, 0), d′))
−
∞∑
N=2
(Nw((N − 1, 1, 0), d′)−N0w((N0 − 1, 1, 0), d′))(l(N, d′)− l(N, d))
+ o(|δ| + |δ′|)
(1.45)
Let us now prove rst that N 7→ Nw((N − 1, 1, 0), d′) is inreasing and next that
d 7→ (w((N−1, 1, 0), d) is dereasing. These two results imply Theorem 1.5.2 and will
be onsequenes of two following lemmas. We rst prove as in the proof of Theorem
1.4.6 that u((k,m, n), δ, δ′) is an analyti funtion of (d, δ, δ′) on R+ ×R2, therefore
we an dene the partial derivative ∂w((k,m, n), d)/∂d for all (k,m, n) ∈ N3∗∗. Next,
using Proposition 1.3.1, we prove as in the proof of Proposition 1.3.5 and the proof
of Theorem 4.1 of Champagnat & Lambert (2007) that there exists a onstant C
suh that for all (k,m, n) suh that k +m+ n = N ,
∣∣∣∣∂w∂d (k,m, n)
∣∣∣∣ ≤ CN2. (1.46)
Notie that the innitesimal generator L (Equation (1.11)) is the sum of two gener-
ators
(Lf)(k,m, n) = (Lbf)(k,m, n) + (Ldf)(k,m, n)
where
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Lbf(Z) =
3∑
i=1
bi(Z)(f(Z + ei)− f(Z)), and
Ldf(Z) = (d+ c(N − 1))
× [kf(k − 1,m, n) +mf(k,m− 1, n) + nf(k,m, n− 1)−Nf(k,m, n)].
Sine ∂Lw/∂d = 0 (from (1.15) and (1.20)),
(
L
∂w(., d)
∂d
)
(k,m, n) =
−(Ldw(., d))(k,m, n)
d+ c(N − 1) . (1.47)
Notie also that
(Ldw(., d))(N − 1, 1, 0) = (d+ c(N − 1))[(N − 1)w(N − 2, 1, 0, d)
−Nw(N − 1, 1, 0, d)], (1.48)
so if we prove that (Ldw(., d
′))(N − 1, 1, 0) ≤ 0 for all N ≥ 2, then N 7→ Nw((N −
1, 1, 0), d′) is inreasing. In fat we prove the
Lemma 1.5.4. If b is small enough and δ′ > δ, then for all (k,m, n) in N3∗∗,
(
L
∂w(., d)
∂d
)
(k,m, n) ≥ 0.
Proof. (Lemma 1.5.4) There exists a onstant C > 0 independent from b, d, and c,
suh that for all (k,m, n) in N3∗∗,
(Lw(., d))(k,m, n) = (Ldw(., d))(k,m, n)
(
1 +
b
d+ c(N − 1)
)
+
(
(Lbw(., d))(k,m, n) − b
d+ c(N − 1)(Ldw(., d))(k,m, n)
)
= −δm(k − n) + δ
′nNA
2N(N − 1) = −
(δ′ − δ)nm+ k(δm+ 2δ′n)
2N(N − 1)
≤ −C(km+mn+ kn)
2N(N − 1) .
Next, detailed omputations give us that there exists a onstant C ′ independent from
b suh that
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∣∣∣∣(Lbw(., d))(k,m, n) − bd+ c(N − 1)(Ldw(., d))(k,m, n)
∣∣∣∣
≤ δb
[
|k − n|
(
m|xN+1 − xN−1|+ N
2 − (k − n)2
N
|yN+1 − yN−1|
)]
+ δ′b[NAn|xN+1 − xN−1|+mN |x′N+1 − x′N−1|+ (2N −NA)NA|yN+1 − yN−1|
+ (2N −NA)NA|y′N+1 − y′N−1|)]
+ bC ′
km+mn+ kn
N
(|xN+1|+ |xN−1|+ |x′N+1|+ |x′N−1|
+ |yN+1|+ |yN−1|+ |y′N+1|+ |y′N−1|)
Now, from Equations (1.28), (1.30) and (1.35), we obtain that ‖zN+1 − zN−1‖ ≤
C ′′/N2 for all N ≥ 2, for a onstant C ′′. Finally from Equations (1.35) and (1.36),
when b is small enough, there exists a onstant C ′′′ independent from b suh that
‖zN+1‖ < C′′′N for all N ≥ 2. The same results are similarly proved for z′, then if b
is small enough, for all (k,m, n) ∈ N3∗∗,∣∣∣∣Lbw(k,m, n) − bd+ c(N − 1)Ldw(k,m, n)
∣∣∣∣ < C(km+mn+ kn)2N(N − 1)
whih gives that Ldw(k,m, n) ≤ 0 for all (k,m, n) and the result by (1.47).
We nally prove that
Lemma 1.5.5. If b is small enough and δ′ > δ, then for all (k,m, n) in N3∗∗,
∂w((k,m, n), d)
∂d
= −E(k,m,n)
∫ TΓ
0
(
L
∂w(., d)
∂d
)
(Zt)dt. (1.49)
Proof. (Lemma 1.5.5) We use Dynkin's formula starting from (k,m, n) = Z0 and
stopped at time TN = inf{t > 0, Nt ≥ N} for N ≥ N0:
E
(
∂w(ZTΓ∧TN , d)
∂d
)
=
∂w(Z0, d)
∂d
+ E
(∫ TΓ∧TN
0
(
L
∂w(., d)
∂d
)
(Zs)ds
)
.
Sine (L∂w/∂d(., d))(Z) ≥ 0 for all Z ∈ N3∗∗ (Lemma 1.5.4), then(∫ TΓ∧TN
0
(
L
∂w(., d)
∂d
)
(Zs)ds
)
N≥N0
is an inreasing sequene of positive random variables sine TN ≤ TN+1 when N ≥
N0 = k +m+ n. From the monotone onvergene theorem, sine TΓ ∧ TN −→
N→∞
TΓ
p.s. (Proposition 1.2.2),
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E(k,m,n)
[∫ TΓ∧TN
0
(
L
∂w(., d)
∂d
)
(Zs)ds
]
−→
N→∞
E(k,m,n)
[∫ TΓ
0
(
L
∂w(., d)
∂d
)
(Zs)ds
]
.
Now, from Equation (1.46), the proess
(
∂w(Zt,d)
∂d
)
t≥0
is uniformly integrable as
long as E(N20 ) < ∞ from Proposition 1.2.2. As it is also a loal submartingale, it
onverges in L1 when t goes to +∞, whih gives that
E(k,m,n)
(
∂w(ZTΓ∧TN , d)
∂d
)
−→
N→∞
E(k,m,n)
(
∂w(ZTΓ , d)
∂d
)
.
Using that ∂w(ZTΓ , d)/∂d = 0, we get the result.
Finally, (1.47), (1.48) and Lemma 1.5.4 imply that N 7→ Nw((N − 1, 1, 0), d) is
an inreasing funtion of N , and Lemmas 1.5.4 and 1.5.5 give that w((N −1, 1, 0), d)
is a dereasing funtion of d.
1.5.4 Numerial results
Equation (1.35) allows us to approximate the sequenes (zN )N≥2 numerially,
and we do the same for (z′N )N≥2 and then for τ (Equation (1.43)). In Appendix B of
Chapter 2 we give the Maple ode that leads to this numeral approximation. Figure
1.1 shows the mean time T to xation of a deleterious mutation as a dereasing
funtion of d (Theorem 1.5.2), for various values of b, δ, and δ′. For more biologial
analysis and numerial results, we refer to Coron et al. (2013), presented in the next
hapter.
Perspetives
Dans e hapitre, nous intuitons la forme de l'unique solution sous-linéaire d'un
problème de Dirihlet:

(Lv)(k,m, n) = m(n−k)2N(N−1) ∀(k,m, n)|k +m+ n ≥ 3
(Lv)(k,m, n) = 0 ∀(k,m, n)|k +m+ n = 2
v(2, 0, 0) = v(0, 0, 2) = 0.
(1.50)
Le même travail a été fait pour w, solution du problème suivant:

(Lw)(k,m, n) = −n(2k+m)2N(N−1) ∀(k,m, n)|k +m+ n ≥ 3
(Lw)(k,m, n) = 0 ∀(k,m, n)|k +m+ n = 2,
w(2, 0, 0) = w(0, 0, 2) = 0.
(1.51)
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(A) (B)
Figure 1.1: (A): Relationship between T , the mean time to xation of a deleterious
mutation, and the population intrinsi death rate d as a funtion of seletion and
dominane. Open symbols: reessive mutation (δ = 0); losed symbols: additive
mutation (δ = δ′/2); irles: δ′ = 0.1; diamonds: δ′ = 0.2. Other demographi
parameters are b = 10, c = 0.1, and m = 1.(B): Relationship between the mean
time to xation of a deleterious mutation T and parameters b and d. Eah urve
orresponds to a xed value of b. Other parameters are δ = 0.05, δ′ = 0.1, c = 0.1
and m = 1.
Trouver une telle solution orrespond à herher l'unique solution sous-linéaire
d'une équation de réurrene linéaire de degré 2 à 3 indies et oeients non-
onstants. Dans les deux as nous avons don herhé la solution d'une équation
de la forme Lv = P où P est un polynme onnu en les variables k, m et n et
nous avons exprimé v sous la forme v =
∑d
i=1 Pi(k,m, n)xi(k+m+n) où les Pi sont
expliités, pour nous ramener à une équation de réurrene à une seule dimension (sur
la taille de population k+m+n). Ce problème est une extension en dimension 3 du
problème étudié dans Champagnat et al. (2012) pour une population haploïde, don
en dimension 2. Pour intuiter la forme de es deux solutions, nous avons appliqué
l'algorithme suivant:
 On pose v = P (k,m, n)x1(k + m + n) pour une fontion x1 quelonque. Si
Lv(k,m, n) = P (k,m, n)y1(k+m+ n) pour une fontion y1 quelonque, alors
on arrête.
 Sinon, Lv(k,m, n) = P (k,m, n)y1(k+m+n)+P2(k,m, n)y2(k,m, n). On pose
alors v(k,m, n) = P (k,m, n)x1(k +m + n) + P2(k,m, n)x2(k,m, n) pour des
fontions x1 et x2 quelonques.
 On reommene.
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Cet algorithme onsiste don à mettre en évidene des espaes de polynmes propres
pour l'opérateur L. Les questions sont alors les suivantes: et algorithme s'applique-
t-il pour tout polynme P omme dans Champagnat et al. (2012)? Peut-on donner
tous les espaes propres de L? Quelles sont les dimensions de es espaes propres?
Peut-on justier que v est bien de la forme v(k,m, n) =
∑l
i=1 Pl(k,m, n)yl(k+m+n)
où les Pl sont des polynmes?
A Proof of Theorem 1.5.1
In this artile we onsider a diploid population and, as seen in Theorem 1.3.4, the
diploidy generates interesting formulas for the xation probability of a non neutral
allele. More preisely, this xation probability is a funtion of the initial geneti
repartition in the population (parameters k, m, and n) and annot be redued to a
funtion of the initial numbers of allele A and a in the population, as for a haploid
population. At the mutational time sale (Setion 1.5), this leads to mutation xation
rates that are dierent than those obtained in Champagnat & Lambert (2007) for
the haploid ase.
However, the proof of Theorem 1.5.1 an be seen as an extension of the proof
of Theorem 3.1 of Champagnat & Lambert (2007), to the ases where mutations
our during life and not at birth, and where no death an our when there are two
individuals in the population. We now explain why those dierenes do not hamper
the proof of Theorem 3.1 of Champagnat & Lambert (2007), whih is onstituted of
three lemmas.
Proof. First lemma: Lemma 6.2 of Champagnat & Lambert (2007) proves that
there are no mutation aumulations when parameter K goes to innity. Using
Proposition 1.2.2, the lemma and its proof remain true in our model.
Seond lemma: The rst part of Lemma 6.3 of Champagnat & Lambert (2007)
gives the limiting law of Kτ1 and of the population size at time τ1 when K goes to
innity, where τ1 is the rst mutation apparition time for the population Z
K
. Here
the proof is similar but uses dierent rates: as long as t < τ1, if the population
is initially monomorphi with genotype x, the population size (NKt )0<t<τ1 follows
a birth and death proess with birth rate b(x, iδx)i and death rate d(x, iδx)i when
NKt = i, and τ1 is the rst point of an inhomogeneous Poisson point proess with
intensity (2µ/K)NKt . Then for any bounded funtion f : N \ {1} → R,
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E(f(NK
τ−1
)1{t≥τ1/K}) = 2µ
∫ t
0
E(f(NKKs)N
K
Kse
−2µ/K ∫Ks
0
NKu duds)
= 2µ
∫ t
0
E(f(N0Ks)N
0
Kse
−2µ/K ∫Ks
0
N0ududs)
sine the law of NKt does not depend on K. The ergodi theorem nally gives us
that
lim
K→∞
EK(f(NK
τ−1
)1{t≥τ1/K}) =
E(Nf(N))
E(N)
∫ t
0
2µE(N)e−2µE(N)sds
where N is a random variable with law l dened by (1.40). The seond part of
Lemma 6.3 of Champagnat & Lambert (2007) gives us that supK>1E
K
nδx
(Npτ1) <∞.
Here the proof needs to be slightly hanged as the population size does not reah 1
in our model. We then dene Lt =
∫ t
0 1{N0u=2}du and have
EKnδx(N
p
τ1) ≤ 2µ
∫ ∞
0
E
(
Np+1Ks exp
(
−2µ
K
LKs
)
ds
)
.
We nally prove that there exist λ, λ′, C > 0 suh that P(Lt ≤ λt) ≤ Ce−λ′t as
in Champagnat & Lambert (2007), by dening si := inf{s ≥ ti−1 : N0s = 2} and
ti = inf{t ≥ si : N0s = 3}.
Third lemma: The third lemma gives the behavior of ρ1, the rst time where
the population beomes monomorphi, and V1, the genotype of individuals at time
ρ1, if the population initially ontains 2 genotypes x and y. This lemma and the end
of the proof of Theorem 1.5.1 are easily generalized to our model.
B Asymptoti behavior of (KN)N≥3
The asymptoti behavior of (KN )N≥3 is obtained by several bootstrapping steps
whose initial and entral hypothesis is given by Equation (1.26): ‖KN‖ < c/2 for all
N ≥ 3. Sine KN+1 = DN+1(CN +KN )−1BN−1 for all N ≥ 4, we get
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KN+1 =
−b
2(N + 1)(N − 1)
d+ cN
N
× 1(
b+d+c(N−1)
N +K
N
12
) (
b+ d+ c(N − 1) +KN21
)−KN11KN22

N−2
N [b+d+c(N−1)+KN21−KN11(2N2−3)] N−2N
[
3KN11+(b+d+c(N−1)+KN21)(2N2+4N−3)
N+1
]
(N−1)
[
(2N2−3)
(
b+d+c(N−1)
N
+KN12
)
−KN22
]
3
N
[
3KN11+(b+d+c(N−1)+KN21)(2N2+4N−3)
N+1
]
+ 3
N [b+d+c(N−1)+KN21−KN11(2N2−3)] − N−1N+1
[
KN22(2N
2+4N−3)+3
(
KN12+
b+d+c(N−1)
N
)]


Now from Equation (1.26), we know that c +KN12 does not get lose to 0 when
N is large enough. We then obtain easily that
KN ∼
N→∞
(
− (c−2NKN11)b
2N2c
−b
N
−b − (6c−2NKN22)b
2N2c
)
, (1.52)
whih gives that
KN =
N→∞
(
O
(
1
N
) −b
N + o
(
1
N
)
−b+ o(1) O ( 1N ) ,
)
and then from Equation (1.52) again that
KN =
N→∞
(
O
(
1
N2
) −b
N + o
(
1
N
)
−b+ o(1) O ( 1
N2
)
.
)
After some alulations, we nally obtain that:
−b
2(N + 1)(N − 1)
d+ cN
N
× 1(
b+d+c(N−1)
N +K
N
12
) (
b+ d+ c(N − 1) +KN21
)−KN11KN22
= − b
2c
[
1
N3
+
2c− d
cN4
]
+O
(
1
N5
)
and that:
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

N−2
N [b+d+c(N−1)+KN21−KN11(2N2−3)] N−2N
[
3KN11+(b+d+c(N−1)+KN21)(2N2+4N−3)
N+1
]
(N−1)
[
(2N2−3)
(
b+d+c(N−1)
N
+KN12
)
−KN22
]
3
N
[
3KN11+(b+d+c(N−1)+KN21)(2N2+4N−3)
N+1
]
+ 3
N [b+d+c(N−1)+KN21−KN11(2N2−3)] − N−1N+1
[
KN22(2N
2+4N−3)+3
(
KN12+
b+d+c(N−1)
N
)]


=
(
cN+O(1) 2cN2+2N(d−2c)+O(1)
2N3c−2N2(2c−d)+O(N) 6cN+O(1)
)
.
whih gives the result.
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Quantifying the mutational
meltdown in diploid populations
Ce hapitre est onstitué de l'artile Coron et al. (2013), intitulé "Quantifying the
mutational meltdown in diploid populations", érit ave Sylvie Méléard, Emmanuelle
Porher et Alexandre Robert, et paru dans The Amerian Naturalist en Mai 2013.
Nous avons ajouté un paragraphe de perspetives à la n, ainsi que le ode Maple
dont sont issues les simulations numériques (Appendie B).
ABSTRACT: The mutational meltdown, in whih demographi and geneti
proesses mutually reinfore eah other to aelerate the extintion of small popu-
lations, has been poorly quantied despite its potential importane in onservation
biology. Here, we present a model-based framework to study and quantify the mu-
tational meltdown in a nite diploid population evolving ontinuously in time and
subjet to resoure ompetition. We model slightly deleterious mutations aeting
the population demographi parameters and we study how the rate of mutation x-
ation inreases as the geneti load inreases, a proess that we investigate at two
time sales: an eologial and a mutational sale. Unlike most previous studies we
treat population size as a random proess in ontinuous time. We show that, as
deleterious mutations aumulate, the derease in mean population size aelerates
with time, relative to a null model with a onstant mean xation time. We quantify
this mutational meltdown via the hange in the mean xation time after eah new
mutation xation, and we show that the meltdown appears less severe than predited
by earlier theoretial work. We also emphasize that mean population size alone an
be a misleading index of the risk of population extintion; the latter ould be better
evaluated with additional information on demographi parameters.
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Keywords: Population genetis, mutational meltdown, diploid population, lo-
gisti birth-and-death proess, xation probability, mildly deleterious mutations.
2.1 Introdution
Many evolutionary and eologial proesses operating in natural populations in-
uene, and are inuened by, population abundane or density (e.g. intraspei
and interspei ompetition (Volterra (1931); Lotka (1932); Verhulst (1845)), re-
prodution (Clay & Shaw (1981)), trait evolution (Lande (1976); Cherry (1998)), or
xation of deleterious mutations (Crow & Kimura (1970), pp.418−430). These abun-
dane or density-dependent proesses ommonly aet population growth, leading
to positive (as in the ase of ooperation) or negative (as in the ase of intraspei
ompetition) orrelations between population growth and abundane/density. Allee
eets refer to a positive relationship between population size and the population
per apita deterministi growth rate (Stephens & Sutherland (1999)), at low den-
sity. They limit population viability beause the growth rate of populations with
an Allee eet beomes negative below a threshold abundane. This phenomenon
alone an lead to extintion, but it may also be assoiated with gradual geneti
deterioration, whih reinfores the deline in population abundane and results in
an extintion vortex (Gilpin & Soulé (1986)). The mutational meltdown (Lynh &
Gabriel (1990)) is a partiular form of extintion vortex in whih demographi and
geneti proesses mutually reinfore eah other. Spontaneous mildly deleterious mu-
tations (Drake et al. (1998); Lynh et al. (1999); Haag-Liautard et al. (2007)) an go
to xation and aumulate in small populations, leading to redued growth rate and
redued population size, whih in turn speeds up mutation aumulation (Lynh &
Gabriel (1990)) and an preipitate population extintion.
Besides environmental and demographi threats, geneti onsiderations are gen-
erally addressed in quantitative assessments of endangered speies or population vi-
ability (Traill et al. (2007)), minimum viable population sizes (Shaer (1981); Gilpin
& Soulé (1986)) and onservation status (Mae & Purvis (2008)). However, the
role of geneti deterioration in the extintion proess has long been ontroversial
(e.g. Caughley (1994); Caro & Laurenson (1994)). In spite of several lines of ev-
idene that endangered speies are impated by geneti fators (Spielman et al.
(2004)), whih may signiantly ontribute to the risk of extintion in some ases
(Saheri et al. (1998); Blomqvist et al. (2010)), the weight of geneti deterioration
mehanisms in limiting population viability remains diult to evaluate and may
be strongly variable among and within speies (Robert (2011)). There is thus a
need for more quantitative frameworks allowing to quantify the atual ontribution
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of geneti fators and their interation with demography, to the risk of extintion.
In this paper, we extend existing qualitative treatments of the mutational meltdown
(Lynh et al. (1995); Theodorou et al. (2009)) to (i) gauge the net eet of the atual
aeleration of mutation aumulation on population size, by omparing our model
with a null model assuming no eet of the urrent geneti load on the rate of future
mutation aumulation, and (ii) examine how demographi parameters aet the
strength of the mutational meltdown. To this end, we introdue a new quantitative
approah to analyzing mutational meltdown by omputing the probability of xation
of slightly deleterious mutations in diploid populations with stohasti population
dynamis. We are speially interested in the reiproal interation between popu-
lation size and xation of small-eet deleterious mutations (Lande (1994)) in small
populations. Unlike most previous studies (e.g. Lynh & Gabriel (1990); Lande
(1994)), we do not regard population size as a onstant parameter, but instead build
on the pioneering work of Champagnat et al. (2006) and treat population size as a
random proess in ontinuous time. The probability distribution of population size
depends on individual demographi parameters, whih are themselves determined by
the genotypes of individuals at a large number of loi subjet to reurrent deleterious
mutation. Using this model of mutation aumulation in diploid populations with
stohasti population dynamis, we assess how the demography-genetis (hereafter
demo-geneti) feedbak aelerates mutation aumulation. Using a null model, we
speially seek to disentangle the relative ontribution of two distint phenomena
to extintion risk: rst, aumulation of deleterious mutations if the mutational
meltdown is negleted, and seond the progressive inrease in the xation rate of
deleterious mutations through time aused by mutation aumulation and redued
population size, i.e. the mutational meltdown per se. We nally highlight that
average population size an sometimes be a misleading indiator of the extintion
risk and that demographi parameters (birth and death rates) may provide useful
omplementary information. For example, the sensitivity of the rate of xation of
mutations to hanges in demographi parameters (whih themselves depend on the
urrent xation load) an be used to quantify the extent to whih the overall demo-
geneti feedbak inreases the risk of extintion. This allows us to identify situations
where the demographi properties of populations might be assoiated with strong
mutational meltdown.
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2.2 General model and eologial time sale
2.2.1 General model
We onsider a population of hermaphroditi, randomly mating diploid organisms,
following a logisti birth-and-death proess. Mutation to slightly deleterious alleles
follows an innite site model, so that eah new mutation ours at a new lous at
genomi rate mK = 2m/K, where 2m is the unsaled alleli mutation rate andK is a
sale parameter that goes to innity to model rare mutations, a lassial assumption
in evolutionary geneti studies (e.g. Lande (1994)). We are interested in how the
rate of xation of deleterious mutations hanges as mutations aumulate, and in
the resulting hange in demographi parameters, whih we model at two time sales:
an eologial and a mutational time sales. At the eologial time sale (i.e. in the
limit when K goes to innity without resaling of time), a given mutation is lost or
xed before the next ours. Individuals are hene haraterized by their genotype
at the mutant lous, with two alleles (wild-type and deleterious mutant), and we
examine the fate of a single deleterious allele evolving in a genetially homogeneous
bakground (Setion 2.2.2). In ontrast, at the longer mutational time sale, new
mutations are instantly xed or lost and we examine the proess of mutation au-
mulation and subsequent mutational meltdown in a population that is monomorphi
at all times (Setion 2.3).
2.2.2 Evolution of a single bialleli lous at the eologial time sale
At the eologial time sale, we onsider a single bialleli lous with a wild-type
allele A and a mutant deleterious allele a. At this time sale, in the limit when K
goes to innity, as the mutation rate mK = 2m/K goes to 0, no other mutation
ours before the urrent mutation is xed or lost. The population Zt := (it, jt, kt)
is then dened at eah time t by it, jt, and kt, the number of individuals with
genotypes AA, Aa, and aa respetively. The proess (Zt)t>0 jumps from a point
of (Z+)
3 \ {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)} to one of its neighbors at a rate given
by the birth and death rates of eah genotype. Individuals are hermaphroditi and
self-inompatible, all genotypes have idential density-independent feundity b and
we assume Mendelian reprodution, so that the total birth rates of genotypes AA,
Aa and aa are:
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bAA(Z) := b
[
i(i− 1)
N − 1 +
ij
N − 1 +
j(j − 1)
4(N − 1)
]
,
bAa(Z) := b
[
ij
N − 1 +
j(j − 1)
2(N − 1) +
jk
N − 1 +
2ik
N − 1
]
,
baa(Z) := b
[
k(k − 1)
N − 1 +
jk
N − 1 +
j(j − 1)
4(N − 1)
]
.
(2.1)
In ontrast, per apita death rates are density-dependent and ombine intrinsi mor-
tality (d) with mortality aused by intraspei ompetition (rate c for any pair of
individuals). In the absene of ompetition (c = 0), mean individual lifetime is thus
1/d and is dereased for c > 0. We assume that the deleterious allele a aets in-
trinsi death rates only, suh that d is inreased by δ and δ′ in the heterozygote and
homozygote genotypes, respetively. For Z = (i, j, k) suh that N := i+ j + k > 3,
the rates at whih the population loses an individual with genotype AA, Aa, or aa
are thus respetively:
dAA(Z) := i(d+ c(N − 1)),
dδAa(Z) := j(d+ δ + c(N − 1)),
dδ
′
aa(Z) := k(d+ δ
′ + c(N − 1)),
(2.2)
and when N = 2, dAA(Z) = d
δ
Aa(Z) = d
δ′
aa(Z) = 0. In priniple, the seletion
parameters δ and δ′ an be of either sign, but here we onsider deleterious mutations
only (i.e. δ′ > 0; the eet of δ on mutation tness is disussed later). A key
assumption of our model is that no death ours when only two individuals are
left in the population. This prevents extintion, but does not hamper our study
of the aumulation of deleterious mutations and of the resulting derease in mean
population size. Without extintion, one of the two alleles eventually goes to xation;
we are interested in the probability uδ,δ
′
i,1,0 (whih also depends on the demographi
parameters b, d, and c) that the mutant allele a goes to xation given an initial
population (i, 1, 0), i.e. a population of i + 1 AA individuals in whih a single
mutation a ourred. More generally we denote by uδ,δ
′
i,j,k the probability that allele a
goes to xation given an initial population (i, j, k). In the neutral ase (δ = δ′ = 0),
probability theory tells us that u0,0i,j,k is the initial frequeny of allele a (see also for
example p. 425 of Crow & Kimura (1970), or p. 21 of Ewens (2004)): u0,0i,j,k =
(j + 2k)/2N, with N = i + j + k. In partiular, u0,0i,1,0 = 1/2N = 1/2(i + 1). Note
that this result does not hold if the population is allowed to go extint: in this
ase, there is a non-zero probability that no allele goes to xation. Assuming weak
seletion (slightly deleterious eets δ and δ′), we an approximate uδ,δ
′
i,j,k by its Taylor
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expansion, i.e. we approximate the dierene in the probability of xation between
slightly deleterious alleles and neutral alleles by a linear funtion of δ and δ′. We
prove elsewhere that (δ, δ′) 7→ uδ,δ′i,j,k is dierentiable in (0, 0) (Coron (2013b)) so that
we an write:
uδ,δ
′
i,j,k =
j + 2k
2N
− δvi,j,k − δ′wi,j,k + o(|δ| + |δ′|), (2.3)
where v and w are also funtions of demographi parameters b, d, and c. Note that
the xation probability, starting from state (i, 1, 0), is then:
uδ,δ
′
i,1,0 =
1
2(i + 1)
− δvi,1,0 − δ′wi,1,0 + o(|δ| + |δ′|).
To quantify the strength of seletion, we introdue the ratio
∣∣∣∣∣u
0,0
i,1,0 − uδ,δ
′
i,1,0
u0,0i,1,0
∣∣∣∣∣ = 2(i + 1) ∣∣δvi,1,0 + δ′wi,1,0∣∣+ o(|δ| + |δ′|), (2.4)
i.e. the relative dierene in the xation probability of neutral vs. deleterious alleles
haraterized by (2.2). We ompute vi,j,k and wi,j,k and study their dependene
on the initial population (i, j, k) and on the population demographi parameters
(b, d, c) by solving a Dirihlet problem (see Appendix A and Coron (2013b)). Using
stohasti alulus we obtain that wi,j,k > 0 for every (i, j, k) and that vi,j,k is of
the sign of i − k. The biologial interpretation of the eet of δ′ is straightforward
sine aa individuals only are aeted by δ′: δ being xed, the larger δ′ is, the lower
is the probability of xation of a. The eet of δ is more intriate beause it aets
heterozygous individuals, with the same apparent eet on both alleles. In fat
when A is initially the most frequent allele (i > k), allele a is more deleterious when
δ is larger, all else being equal (i.e. vi,j,k > 0); the opposite is true when a is the
most frequent allele initially (k > i). In the biologially most relevant ases (i.e.,
0 < δ < δ′ and i > k), we expet stronger seletion as the dominane of a inreases.
In the partiular ase of underdominane, starting from a population (i, 1, 0), allele
a is deleterious if δ > 0 and δ′ = 0. These results are onsistent with Fisher (1990).
2.2.3 Numerial results
Numerial omputations are obtained using Equation (1.25) of the previous hap-
ter, as explained in Appendix B. They show that the xation probability uδ,δ
′
N−1,1,0
dereases as the initial population size N inreases (Figure 2.1A), whih is onsistent
with lassial results in evolutionary genetis (see Ohta (1973) for example). The
same gure with a log-log sale an be found in Appendix C (Figure 2.12), showing
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that the relation between the xation probability uδ,δ
′
N−1,1,0 and the initial population
size N an be approximated by a power-law that depends on δ and δ′. Figure 2.1B
shows that the strength of seletion is an inreasing funtion of N ; this pattern points
to the existene of a mutational meltdown, with weaker elimination of deleterious
mutations in small populations (see next setion).
(A) (B)
Figure 2.1: Fixation probability uδ,δ
′
N−1,1,0 (A) of an additive deleterious (δ = δ
′/2,
losed diamonds), reessive deleterious (δ = 0, open diamonds), or neutral (δ = δ′ =
0, squares) allele, as a funtion of the initial population size N . The strength of
seletion (B) is measured as the relative dierene in xation probability between a
deleterious and a neutral mutation (Equation (2.4)). In both gures, demographi
parameters are b = 10, d = 1, c = 0.1, and δ′ = 0.2.
2.3 The mutational time sale
2.3.1 Aumulation of deleterious mutations and the temporal dy-
namis of population size
We move to the evolution of a population subjet to reurrent deleterious mu-
tations at multiple loi, whih, under the assumption of rare mutations, requires a
broader time sale. At the mutational sale, we thus sale time t byK, the parameter
we used to model rare mutation (rate mK = 2m/K). This allows emergene of new
mutations and we prove, as in the haploid ase (Champagnat & Lambert (2007)),
that when K goes to innity, new alleles go to xation or disappear instantaneously,
due to faster invasion than emergene of mutations (Coron (2013b)). Hene in the
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limit, an initially monomorphi population stays monomorphi at every time t, but
with an inreasing geneti load. We assume that all mutations have the same eet
on intrinsi death rate as desribed earlier and that individual birth and ompetition
rates b and c remain onstant. Individuals therefore share a ommon intrinsi death
rate Dt that hanges eah time a new mutation gets xed, and we an therefore
trak onseutive xations of deleterious mutations via the hange in Dt. At eah
time t, the population size Nt is a random variable following the stationary law of
a one-type logisti birth-and-death proess with parameters b, Dt, and c, and with
no death when N = 2. By solving a stationary system (Appendix D), we nd the
probability p(N, b, d, c) := P(Nt = N) that the population size at time t is equal to
N given that Dt = d:
p(N, b, d, c) :=
1
N
N−1∏
k=2
b
d+ kc
∞∑
i=2
1
i
i−1∏
j=2
b
d+ jc
. (2.5)
Hene the probability distribution of the population size is diretly ontrolled by
its demographi parameters, whih ontrasts with previous approahes regarding
population size as a onstant or deterministi parameter (e.g. Crow & Kimura (1970),
pp. 5, 7, 419). Small population size may therefore result from low birth rate or high
death rates. An important feature of our model is that the pattern and magnitude of
stohasti utuations of the size of populations an inuene both their long-term
eetive size and the rate of xation of deleterious mutations (Wright (1938); Lande
(1994)).
At the mutational time sale, eah new mutation gets either lost, with no eet on
the death rate, or xed instantaneously. In the latter ase, the population death rate
is inreased by δ′, sine the population hanges diretly from being monomorphi
with type AA to being monomorphi of type aa. (Dt)t>0 is thus a jump proess
that jumps from a value d to d+ δ′ at rate τ(b, d, c, δ, δ′) i.e. the rate of xation of a
deleterious mutation, whih we ompute later on. When a new deleterious mutation
goes to xation, the stationary law of the population size hanges, due to an inrease
in the death rate of all individuals (from d to d + δ′) that auses a derease in the
mean population size. We an dene and ompute numerially the expeted size of
a population with demographi parameters b, d, and c:
N(b, d, c) :=
∞∑
N=2
Np(N, b, d, c).
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As the death rate Dt inreases, the mean population size dereases gradually and
approahes the minimum value of 2 (Figure 2.2 and Table 2.1 of Appendix D). Note
that when all parameters are multiplied by a onstant, the frequeny of birth-and-
death events is modied, but the distribution of the population size is unaeted
(Equation (2.5)). In the following, we therefore keep the ompetition parameter
onstant and study the inuene of other demographi parameters.
Finally we examine the temporal dynamis of the mean population size by iterat-
ing the eet of mutation xation on population size. More preisely, in a population
with initial demographi parameters b, d, and c, the mean time to xation of a dele-
terious mutation is T (b, d, c, δ, δ′) := 1/τ(b, d, c, δ, δ′); at time t = T (b, d, c, δ, δ′), we
therefore hange the intrinsi death rate from d to d + δ′ and the mean population
size from N(b, d, c) to N(b, d + δ′, c). This is repeated through time to obtain the
temporal dynamis of population size (Subsetion 2.3.3). We use these temporal
dynamis to evaluate the risk of extintion of a population, as the rate of derease
in the mean population size. Here we foused on the arithmeti population mean
size, although the harmoni mean is known to be a more aurate index of eetive
population size in a utuating population (Wright (1938)). However, the hoie of
the arithmeti vs. harmoni mean did not aet our main results (Subsetion 2.3.3)
and we hose to fous on the simpler arithmeti mean.
Figure 2.2: Distribution of the population size under dierent intrinsi death rates
d. In this gure, b = 10 and c = 0.1.
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2.3.2 The geneti load aelerates the rate of xation of deleterious
mutations
Our eventual goals are rst to prove the existene of a mutational meltdown
and seond to study how demographi parameters inuene the strength of this
meltdown. In a population of N individuals, the rate of xation is 2mNuδ,δ
′
N−1,1,0,
whih an be averaged over all population sizes N to obtain an overall rate of xation
of deleterious mutations τ(b, d, c, δ, δ′), when the demographi parameters are b, d,
and c:
τ(b, d, c, δ, δ′) : = 2m
+∞∑
N=2
N uδ,δ
′
N−1,1,0 p(N, b, d, c)
= m− 2m
+∞∑
N=2
N p(N, b, d, c) × (δ vN−1,1,0 + δ′ wN−1,1,0)
+ o(|δ| + |δ′|)
(2.6)
Note here that this xation rate τ inorporates both the xation probability whih
is a dereasing funtion of population size (Figure 2.1A) and the rate of mutation
(2mN) whih inreases with population size. In the partiular ase of a neutral
mutation (δ = δ′ = 0), these two quantities ompensate eah other so that the x-
ation rate τ does not depend on population size or on the demographi parameters
b, d, c. This is onsistent with lassial results in evolutionary genetis (see Crow
& Kimura (1970) for example). For deleterious mutations, we use Formula (2.6)
to examine how the mean time to xation T depends on demographi parameters
and dominane relationship among alleles, and evolves simultaneously with the mean
population size, whih yields three important results. First, the mean time to xation
is a dereasing funtion of the death rate d (Figures 2.3 and 2.4A), whih suggests
an inrease in the rate of xation of deleterious mutations, i.e. a mutational melt-
down: xation of deleterious mutations inreases the intrinsi death rate, thereby
ausing smaller population size and faster xation of new deleterious alleles, and so
on. When the intrinsi death rate d beomes large (eetively innite), the mean x-
ation time T (b, d, c, δ, δ′) onverges to the mean xation time of a neutral mutation,
(1/m, where m is the unsaled mutation rate), due to a small average population
size and dominant eets of drift over seletion (see Ohta (1973) and Kimura (1979)
for analogous results in other models). As expeted, the birth rate b has an opposite
eet on the mean xation time T (b, d, c, δ, δ′) (Figure 2.4A and Online Appendix
E), whih is an inreasing funtion of b due to higher population sizes, thus better
elimination of deleterious alleles, at higher birth rates. Seond, for small values of
δ and δ′, the time to xation of a beneial mutation with parameters −δ and −δ′
2.3. The mutational time sale 89
is the symmetrial, with respet to the neutral value 1/m, of the time to xation of
a deleterious mutation with parameters δ and δ′. Hene, the mean time to xation
of a beneial mutation is an inreasing funtion of d, implying that the mutational
meltdown may also be aused by lower xation probabilities of beneial mutations
at higher intrinsi death rates. Third, and most importantly, the mean population
size provides an inomplete piture of the risk of extintion. More preisely, the
mean time to xation is a generally inreasing funtion of the mean population size
N , as is ommonly aepted, but there is no one-to-one orrespondene, so that two
populations with idential mean population sizes an have dierent extintion risks.
Figure 2.4B provides a symptomati example, where population A has larger mean
time to xation but smaller population size than population B. This phenomenon
an be explained by the fat that population size is a random variable, and that two
populations with idential mean size an have dierent probability distributions of
population size depending on their demographi parameters. The absene of one-to-
one orrespondene between mean population size and extintion risk is still valid
when using the harmoni mean (Setion 2.3.3 and Appendix F ). Unlike existing
results from other models (Crow & Kimura (1970), pp. 345 − 365), we therefore
emphasize the importane of onsidering not only (arithmeti or harmoni) mean
population size, but also demographi parameters when studying population extin-
tion risks.
Figure 2.3: Relationship between T , the mean time to xation of a deleterious muta-
tion, and the population intrinsi death rate d, for dierent seletion parameters and
dominane ases. Open symbols: reessive mutation (δ = 0); losed symbols: addi-
tive mutation (δ = δ′/2); irles: δ′ = 0.1; diamonds: δ′ = 0.2. Other demographi
parameters are b = 10, c = 0.1, and m = 1.
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(A) (B)
Figure 2.4: (A): Relationship between the mean time to xation of a deleterious mu-
tation T and parameters b and d. Eah urve orresponds to a xed value of b. Other
parameters are δ = 0.05, δ′ = 0.1, c = 0.1 and m = 1. (B): Relationship between
T , the mean time to xation of a deleterious mutation, and the mean population
size N . Eah urve orresponds to a xed value of b and is obtained by omputing
the mean population size and mean time to xation for several values of the natural
death parameter d. Other parameters are δ = 0.05, δ′ = 0.1, c = 0.1 and m = 1.
Parameter ombinations A and B provide an example in whih a larger population
size (B) is assoiated with faster xation of deleterious mutations.
2.3.3 Quantiation of the mutational meltdown: relative inrease
in the rate of xation of deleterious mutations as ompared
to a null model
Denition of a null model - We dene the mutational meltdown as the a-
eleration of xation of deleterious mutations in the population due to previously
aumulated mutations (Lynh et al. (1995)). Negleting the mutational meltdown
is thus equivalent to assuming a onstant time to (or rate of) xation of deleterious
mutations. In this ase, the extintion risk of a population is simply measured as
the derease in the mean population size aused by this onstant rate of xation.
There is an additional net eet of the mutational meltdown on extintion, whih
is diretly assoiated with the aeleration of mutation aumulation. Hene the
extintion risk of a population subjet to xations of deleterious mutations an be
divided into two parts: (1) the time to xation of the rst mutation, whih provides
a good proxy for the extintion risk in the absene of mutational meltdown (onstant
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time to xation), and (2) the aeleration of xation between the rst and the se-
ond mutations, whih quanties the ontribution of the mutational meltdown to the
extintion risk. We are mainly interested in the strength of the mutational meltdown
per se, whih we measure in two ways. We rst ompare our model to a null model in
whih the mutational meltdown is omitted. This null model is the same as our initial
model but assumes a onstant mean time to xation, whih is equal to the time to
xation of the rst mutation. In this null model we therefore assume that deleterious
mutations get xed at times nT (b,D0, c, δ, δ
′), with n ∈ N, and the population size
therefore dereases at these times. For eah set of demographi parameters b, d, and
c, the ontribution of the mutational meltdown to the extintion risk is illustrated
by the dierene in the temporal dynamis of population size in our initial model vs.
the null model. Seond, to eliminate the eet of dierenes in the time to xation of
the rst mutation, we also onsider in our model the relative dierene between the
time to xation of the rst mutation and the time to xation of the seond mutation,
i.e. the aeleration of xation:
S(b, d, c, δ, δ′) :=
T (b, d, c, δ, δ′)− T (b, d+ δ′, c, δ, δ′)
T (b, d, c, δ, δ′)
,
Population dynamis under a mutational meltdown - As deleterious muta-
tions aumulate, the mean population size dereases more and more rapidly relative
to the null model with a onstant mean xation time T (b,D0, c, δ, δ
′) (Figure 2.5),
whih is aused by the aeleration of mutation xations. Note that we obtain simi-
lar results when examining the temporal dynamis of the harmoni mean population
size (Figure 2.14 in Appendix F ), for whih the meltdown is slightly stronger than
with the arithmeti mean (Wright (1938); Motro & Thompson (1982)). As expeted,
the overall derease in population size with additive mutations is slower than with
reessive mutations, whih go to xation more rapidly (Figure 2.3). However, with
Figure 2.5 only we annot ompare the inuene of the mutational meltdown itself
(i.e. the aeleration of mutation xations) in populations submitted to additive vs.
reessive deleterious mutations, beause these populations have dierent initial mean
xation times in addition to dierent strengths of the mutational meltdown. Simi-
larly, although the aeleration in population deline may seem stronger for higher
seletion oeient δ′ (Figure 2.5B), this dierene is also due to (1) dierenes in
the aelerations of mutation xations, (2) dierenes in the initial mean xation
times and (3) larger inuene of mutation xations on the mean population size for
larger δ′. From a onservation perspetive, it is ruial to quantify the part of the
extintion risk that is due to the aeleration of mutation xations, in order to dene
whether the meltdown an be negleted or not.
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(A) (B)
Figure 2.5: Temporal derease in the mean population size. In this gure, b = 10,
c = 0.1, m = 1, and the initial intrinsi death rate is D0 = 1. For (A), δ
′ = 0.1
whereas for (B), δ′ = 0.2. We plot additive (δ = δ′/2) and reessive (δ = 0) ases.
For eah ase, we also plot the temporal dynamis of the mean population size in the
orresponding null model. See text (Subsetion 2.3.1) for details on how temporal
dynamis were obtained.
Quantifying the extintion risk and the aeleration of xations - As
explained above, we quantify the mutational meltdown using the positive real num-
ber:
S(b, d, c, δ, δ′) :=
T (b, d, c, δ, δ′)− T (b, d+ δ′, c, δ, δ′)
T (b, d, c, δ, δ′)
,
whih is the relative derease of the mean xation time between the rst and the
seond mutation. S is a funtion of birth and death rates (Figure 2.6) that an
be used to dene threshold values of the demographi parameters b and D0 (ini-
tial intrinsi death rate) above or below whih the mutational meltdown is small
enough to be negleted (Figure 2.6A). When feundity b is xed, the strength of
the mutational meltdown dereases with inreasing intrinsi death rate d and goes
to 0 as d goes to innity (Figure 2.6B): as mutations get xed, the mean time to
xation of deleterious mutations dereases (i.e. the extintion risk inreases), but the
population tends to be less subjet to mutational meltdown. Note that the right-
hand side of urves on Figure 2.6B (dashed lines, sharp derease in the strength
of the mutational meltdown above a threshold death rate) an be explained by a
boundary-eet due to the onvergene of the mean population size towards 2 when
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the intrinsi death rate d inreases. These thresholds in d oinide with d values at
whih a population size of 2 is more probable than a population size of 3 (Figure 2.2).
These boundary eets are most likely an artefat aused by our assumption of no
death when two individuals only are left in the population, and should be ignored.
However, the general tendeny of a dereasing strength of the mutational meltdown
with inreasing death rates an be observed regardless of boundary eets. As a
onsequene, the strength of the mutational meltdown under onstant feundity b is
an inreasing funtion of the mean population size (Figure 2.7A) whih may appear
ounter-intuitive and inonsistent with previous ndings (Lande (1994)). However,
when omparing populations with the same initial xation time (same extintion
risk in the null model i.e. in the absene of mutational meltdown, see Figure 2.4A),
we show that the strength of the mutational meltdown is a dereasing funtion of
the mean population size (Figure 2.7B), so that a threshold mean population size,
above whih the mutational meltdown is small enough, an still be dened, as in
Lande (1994). Importantly, however, this threshold depends on the initial xation
time.
(A) (B)
Figure 2.6: Strength of the mutational meltdown as a funtion of the demographi
parameters b and d. (A): Solid lines show onstant values of the mutational meltdown
strength. (B): Eah urve orresponds to a xed value of b and is dashed above the
threshold orresponding to boundary eets (see text). In both gures, demographi
parameters are c = 0.1, δ = 0.05, δ′ = 0.1, and m = 1.
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(A) (B)
Figure 2.7: (A): Relationship between the strength of the mutational meltdown and
the mean population size. Eah urve orresponds to a xed value of b and is dashed
above the threshold orresponding to boundary eets (see text). (B): Relationship
between the strength of the mutational meltdown and the mean population size,
for populations with the same initial xation time T , arbitrarily xed to 1.4, 1.6,
1.8, or 2. For instane we took (b, d) ∈ {(10, 4.2), (8, 3.3), (6, 2.4), (4, 1.6), (2, 0.8)} to
obtain the urve with T = 1.4 (Figure 2.4A). In both gures, other demographi
parameters are c = 0.1, δ = 0.05, δ′ = 0.1, and m = 1.
2.4 Comparisons with other models of the mutational
meltdown
Our approah is novel in that we ombine for the rst time in an analytial model
two traditions: population genetis approahes, whih frequently assume innite (or
at best nite, but onstant) population sizes, with demographi approahes, whih
are often based on simplied geneti proesses. Our results therefore reonile these
two approahes to generate novel results. Below we illustrate this by omparing our
results to those obtained with two models that are based on dierent assumptions
regarding population dynamis and geneti arhiteture and that therefore gener-
ate dierent preditions for the strength of the mutational meltdown: the lassial
Wright-Fisher population genetis model and a demo-geneti model of haploid pop-
ulations.
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2.4.1 Comparison with the Wright-Fisher model
Crow and Kimura (Crow & Kimura (1970), p. 345) proved that the probability
of xation of a deleterious additive mutation in a population with large, onstant
size N is:
u˜(s,Ne,N) :=
e2sNe/N − 1
e4sNe − 1 , (2.7)
where s > 0 is the seletion oeient of a deleterious mutation and Ne is the
eetive population size, whih is here a parameter of the model. Using the same
time saling as in our model (Setion 2.3), the xation rate of a deleterious mutation
with size s is then equal to 2µNu˜(s,N,N) if the individual mutation rate is 2µ
and Ne = N . We an use this formula to ompare the temporal dynamis of the
mean population size in the Wright-Fisher (Ne = N) vs. our model, whih requires
a modied version of the Wright-Fisher model allowing variable population size.
To this aim, we use Equation (4) of Clarke (1973) desribing the hange ∆N in
the population size N by ∆N = −2sN at eah new xation. The population size
remains onstant between two xations and we denote by N0 the initial population
size. To ompare the two models, we rst set idential initial mean population sizes
(i.e. N0 = N(b,D0, c) where b, D0 and c are the initial demographi parameters in
our model). Next, we resale time and tness in the Wright-Fisher model so that the
rst mutation that goes to xation has same mean xation time and same impat on
the mean population size as in our model, i.e. 2µN0u˜(s,N0, N0) = τ(b,D0, c, δ, δ
′),
and 2sN0 = N(b,D0, c) − N(b,D0 + δ′, c), the latter equality giving a relationship
between s and δ′. We show that the mutational meltdown is stronger in the Wright-
Fisher model (Figure 2.8), i.e. the mean population size ollapses more rapidly. This
an be understood examining the Taylor expansion of (2.7) when Ne = N :
1
2N
[
1− sN
[
2− 1
N
]]
+ o(s)
whih yields a strength of seletion of Ns[2 − 1/N ], to be ompared with Equation
(2.4) and Figure 2.1B of our model: for large population sizes, the strength of se-
letion is equivalent to 2Ns in the Wright-Fisher model whereas it is bounded in
our model. As a result, the strength of seletion and the time to xation derease
more rapidly in the Wright-Fisher model as the population size dereases. This sug-
gests that the mutational meltdown is overestimated with the Wright-Fisher model,
ompared to our model.
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(A) (B)
Figure 2.8: Temporal dynamis of the mean population size, in our additive diploid
model (D) and the Wright-Fisher model (WF). In these gures, b = 10, c = 0.1,
m = 1, the initial intrinsi death rate D0 = 1 (model D), and N0 = N(10, 1, 0.1)
(model WF). For (A), δ′ = 0.01, whereas for (B), δ′ = 0.02; in both ases δ = δ′/2.
2.4.2 Comparison with the haploid model of Champagnat & Lam-
bert (2007)
In a more realisti demographi model, Champagnat & Lambert (2007) studied
the xation of small mutations in a haploid population. Their model is a birth-and-
death proess with ompetition similar to ours but in whih birth rates are derived
from haploid reprodution rules (i.e. the birth rate of an individual with a given
genotype is proportional to the number of individuals with this genotype in the pop-
ulation). Comparing haploid vs. diploid populations is however not straightforward,
partiularly beause the latter produe twie as many alleles in one birth and on-
tain twie as muh geneti material for the same population size. We an nonetheless
rely on the expetation that, under Hardy-Weinberg equilibrium and large popula-
tion sizes, a diploid population under additive seletion an be approximated by a
haploid population. We hoose to ompare haploid vs. diploid models by onsidering
populations with idential rates of xation of neutral mutations, idential eets of
mutations, and idential initial demographi parameters. Under these onditions,
the temporal derease in mean population sizes is in fat omparable in both models
when deleterious mutations have additive eets in diploid organisms (Figure 2.9A).
The only dierenes appear for really small populations, whih is at least partly due
to the fat that the minimum diploid population size is 2 whereas the minimum
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haploid population size is 1. Our model however allows us to examine non additive
mutations, whih annot be studied in haploid models. This is partiularly rele-
vant in diploid organisms, in whih most deleterious mutations have partly to fully
reessive eets (Garía-Dorado et al. (2004)). We show that the mutational melt-
down is stronger with additive mutations than with reessive ones (Figure 2.9B): its
strength inreases with the eet of mutations in heterozygotes δ, when δ′, the eet
of mutations in homozygotes, is kept onstant.
(A) (B)
Figure 2.9: Figure (A): Temporal dynamis of the mean population size, in haploid
vs. diploid populations. The lower urve (DR) is reprodued from the urve 2b of
Fig. 2.5B, i.e. the temporal dynamis of the mean population size in the reessive
ase, when δ = 0. The upper urves are the hange in the mean population size with
time in a haploid population, derived from Champagnat & Lambert (2007) (H), and
in a diploid population with additive mutations (DA, reprodued from the urve 1b
of Fig. 2.5B). Parameter values are b = 10, c = 0.1, m = 1, δ′ = 0.2 and the initial
intrinsi death rate is d = 1. Figure (B): Strength of the mutational meltdown as
a funtion of the eet of deleterious mutations in the heterozygote (δ) and in the
homozygote (δ′). The white dashed line orresponds to the additive ase (δ = δ′/2).
In this gure, b = 10, d = 1, c = 0.1, and m = 1.
2.5 Disussion
In this paper, we provided a more quantitative framework for the study of mu-
tational meltdown than previous theoretial treatments, and modeled the stohasti
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dynamis of population size in diploid organisms. As in several previous models, we
demonstrated the existene of a mutational meltdown by showing that, as delete-
rious mutations aumulate, the population size dereases more and more rapidly
relative to a null model with onstant mean xation time of deleterious mutations.
We showed that this xation time is a dereasing funtion of the intrinsi death rate,
an inreasing funtion of the feundity, and onverges towards the mean xation time
of neutral mutations as the intrinsi death rate goes to innity. Our approah takes
the study of mutational meltdown a step further by demonstrating that mean popu-
lation size is not always the best indiator of extintion risk for populations subjet
to xation of deleterious mutations. We also used our results to suggest a new quan-
tiation of the mutational meltdown (i.e. the aeleration of mutation xations)
and to dene ombinations of demographi parameters for whih the mutational
meltdown an be negleted or not. Our results nally suggest that the mutational
meltdown per se may not be as severe as predited by earlier population genetis
models assuming onstant population size, or haploid models. In the following, we
disuss the impliations of our results for onservation and the limitations of our
approah.
2.5.1 Quantifying the mutational meltdown
While the ultimate auses of most speies extintions are environmental (Brooks
et al. (2002)), various environmental onstraints an have a variety of seondary
onsequenes on eologial and geneti proesses. This implies that, depending on
the situation faed by populations, the relative weights of non-geneti (e.g., eologi-
al fators assoiated with highly variable and/or low average growth rate), geneti
(e.g., inbreeding depression, aumulation of deleterious mutations) omponents and
of their interation (e.g., the mutational meltdown in the strit sense) may strongly
vary. Here, we developed a framework that allows aounting for all three om-
ponents. Although we foused on quantifying the interation omponent (i.e., the
demographially mediated eet of the load of xed mutations on the rate of fu-
ture mutation xations), we also provided results on the pure geneti omponent
(i.e., the rate of mutation xation, independent from the load of xed mutations)
and revealed that the extintion risk for populations subjet to reurrent deleteri-
ous mutation xations an be quantied both with the initial mean xation time
of a deleterious mutation, and with the aeleration of mutation xations, whih
quanties the strength of the mutational meltdown. We also highlighted that the
quantiation of the extintion risk in terms of demographi parameters rather than
population size ould provide a more aurate piture of the population temporal
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dynamis. Indeed, populations of similar sizes an have dierent initial times to
xation of deleterious mutations, therefore dierent risks of extintion, and an also
suer dierent strengths of the mutational meltdown. Figure 2.6A provides values of
the demographi parameters for whih the mutational meltdown an be negleted, or
is below a xed value. However, the mean population size is a more intrinsi demo-
graphi harateristi of a population and to link with previous works on minimum
viable size (Shaer (1981)), we observe that in populations with same extintion
risk when negleting the mutational meltdown (i.e. same initial mean xation time),
the strength of the mutational meltdown is a dereasing funtion of the initial mean
population size (Figure 2.7B). This gives a theoretial denition of a minimum viable
population size, regarding deleterious mutations aumulation. Finally, our results
demonstrate that the magnitude of the mutational meltdown is highly dependent
on the underlying demo-geneti model, but also on demographi and mutational pa-
rameters (e.g., level of dominane). Numerial appliations indiate for instane that
geneti models dierent than ours may strongly overestimate the magnitude of the
mutational meltdown (see e.g. the Wright-Fisher model, Figure 2.8). On the other
hand, negleting the mutational meltdown might lead to strong underestimation of
the nal/overall speed of mutation aumulation, and subsequently to overestimate
the time to extintion (Figure 2.5B).
2.5.2 Limitations
One major limitation of our model is that a population annot get extint. This
reates obvious boundary-eets (see e.g. Figure 2.6) whih prelude an aurate
analysis of very small populations (< 10 individuals). Our results remain valid if we
assume very rare extintion, but even then boundary-eets are present. Nonetheless,
we are ondent that our main results regarding the quantiation of the strength
of the mutational meltdown are not aeted by this assumption, beause the eets
of mutation aumulation are detetable after the xation of a few deleterious mu-
tations, i.e. a long time before extintion for most populations. In the ase where
extintion probability is relatively high, xation probabilities (inluding that of neu-
tral alleles) are modied, beause the population an go extint before any allele
goes to xation. This ould be aounted for by omputing the expeted number of
mutations that get xed before the population goes extint, but this would require
another time sale beause the population would instantaneously go extint at the
mutational time sale presented here.
We also assumed no epistasis and free reombination of all loi (no linkage). Pop-
ulation geneti theory (Hill & Robertson (1966); Felsenstein (1974)) and empirial
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results (Betanourt & Presgraves (2002)) suggest that the eay of natural sele-
tion is generally limited by linkage. The onsideration of linkage is not expeted to
qualitatively modify our results regarding the ourrene of the mutational meltdown
and the eets of demographi parameters on its magnitude, but it may generate a
more detrimental eet of mutation aumulation in all ases. Similarly, synergisti
or antagonisti epistasis is likely to inuene the strength of seletion. In partiular,
if deleterious mutations interat synergistially, they may be more eiently removed
by seletion, whih may result in a redued load (Charlesworth (1990)). However,
no lear pattern of epistasis (synergisti or antagonisti) is apparent from empirial
studies (Elena & Lenski (1997)).
2.5.3 Impliations and forthoming works
Our results have ritial impliations in the eld of onservation biology, in whih
the projeted viability of endangered populations is generally derived from demo-
graphi models (based on spei demographi omponents, Beissinger & MCul-
lough (2002)) and/or geneti models (based on population size, Franklin & Frankham
(1998)). While mere juxtapositions of these two kinds of estimates might provide rea-
sonable estimates of the extintion risk in some ases (Robert (2011)), our and other
works (Lynh et al. (1995)) indiate that the demo-geneti interation may strongly
aet both the dynamis of mutations (i.e., xation rate) and population viabil-
ity. However, proper onsideration of this interation requires the use of advaned
onepts and sophistiated tools, whih hallenges its use as a standard/operational
method in onservation. In this ontext, we hope that our framework will be useful
in outlining a oneptual basis to dierentiate situations in whih the mutational
meltdown has minor eets on the risk of extintion from those in whih it annot
be negleted. Our hoie of onsidering nite diploid populations of variable sizes
and evolving ontinuously in time was motivated by the urgent need for theoretial
models with strong pratial impliations in the eld of biodiversity onservation.
Most speies of onservation onerns are diploid, iteroparous organisms (Seddon
et al. (2005)) and endangered populations generally exhibit high year-to-year vari-
ane in population size, either due to sampling or to proess variation (Lande et al.
(2003)). Our overlapping generations framework allows not only to assume varying
population sizes over long time sales but also to relax the assumption of onstant
population size within generations (as, e.g., in the modied Wright-Fisher model pre-
sented above). This is of partiular interest to assess the viability of small populations
of long-lived speies (typially, bird and mammal speies), in whih population sizes
may vary by orders of magnitude within a single generation, for both intrinsi (e.g.
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the mutational meltdown itself) or environmental reasons. Further, by inorporating
expliit desriptions of birth and death proesses, our framework an also inorporate
deterministi or stohasti variation in demographi parameters, whih would allow
us to model environmental stohastiity. An interesting perspetive is to ompare
the weights of environmental stohastiity and deleterious mutation aumulation
on the extintion risk of populations (Lande (1993); Spielman et al. (2004)).
Perspetives
Nous avons onsidéré dans toute la première partie de ette thèse que les indi-
vidus étaient auto-inompatibles (on dit aussi que les individus font uniquement de
l'alloféondation). Nous pourrions ajouter à e modèle une possibilité d'autoféon-
dation. Les individus pourraient par exemple, à haque reprodution, hoisir de se
reproduire ave eux-mêmes ave une ertaine probabilité p, ou ave un autre indi-
vidu, ave probabilité 1 − p). On s'attend à e que l'autoféondation augmente la
onsanguinité et don en partiulier aentue le phénomène de vortex d'extintion
(l'artile Abu Awad et al. (2013) prouve e résultat sous une asymptotique de grande
taille de population). L'étude du hoix et de l'évolution des modes de reprodution
est atuellement une question importante en biologie évolutive (voir Billiard (2012)
pour une réexion générale), en partiulier pour l'étude de l'évolution des plantes,
qui présentent souvent plusieurs possibilités de mode reprodution (Porher & Lande
(2005a,b)).
A Matries
Extended and rigorous results for this appendix are in Coron (2013b) or in Chap-
ter 1 of this thesis.
(Zt)t>0 is a pure jump Markov proess with innitisemal generator L
δ,δ′
desribed
with demographi parameters given in (2.2) and (2.1). It is well-known that the
xation probability uδ,δ
′
satises the Dirihlet problem:
(Lδ,δ
′
uδ,δ
′
)i,j,k = 0.
We dedue from this that v dened by (2.3) satises the following seond-order
reurrene equation (with three indies, i, j, and k) and four initial onditions:
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

(∆v)i,j,k =
j(i− k)
2N(N − 1) ∀(i, j, k)|N = i+ j + k > 3
v0,0,2 = v2,0,0 = 0
v1,1,0 =
1
2v2,1,0 +
1
2v1,2,0
v0,1,1 =
1
2v0,1,2 +
1
2v0,2,1
v0,2,0 =
1
4v1,2,0 +
1
4v0,2,1 +
1
2v0,3,0
v1,0,1 = v1,1,1
(2.8)
where
(∆v)i,j,k =
3∑
i=1
(bN + dN + cN(N − 1))vi,j,k
− [bAA(Z)vi+1,m,k + bAa(Z)vi,j+1,k + baa(Z)vi,j,k+1
+ (d+ c(N − 1))[ivi−1,j,k + jvi,j−1,k + kvi,j,k−1]]
with Z = (i, j, k). We nd that w satises similar equations, although the right-
hand side term
j(i−k)
2N(N−1) is replaed by
k(2i+j)
2N(N−1) . After some omputations to nd
a sublinear solution (Champagnat & Lambert (2007) and Coron (2013b)) for this
system of equations, we establish that v and w an be written as follows:
(i)
vi,j,k =
j(i− k)
N
xN + (i− k)N
2 − (i− k)2
N2
yN ,
where N = i+ j + k and the sequene of vetors (zN )N>2 :=
(
xN
yN
)
N>2
is the
unique bounded solution of the following system of equations omposed of a
seond-order reurrene equation and an initial ondition:
{
BNzN+1 = CNzN +DNzN−1 + fN ∀N > 4,
B3z4 = C˜3z3 + f3
where the matries BN , CN , C˜3, DN and the vetors fN an be omputed by
replaing v by Formula (A) in Equation (2.8) and are given further.
(ii)
wi,j,k =
kNA
N
xN + jx
′
N +NA(2N −NA)
(
y′N
N
− NA
2N2
yN
)
,
where NA = 2i+ j is the number of A alleles, the sequenes (xN ) and (yN ) are
given in the rst point and the sequene of vetors (z′N )N>2 :=
(
x′N
y′N
)
N>2
is
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the unique bounded solution of the following system of equations omposed of
a seond-order reurrene equation and an initial ondition:
{
B′Nz
′
N+1 = C
′
Nz
′
N +D
′
Nz
′
N−1 + f
′
N ∀N > 3,
B˜′2z′3 = C˜ ′2z′2 + f˜ ′2.
The matries B′N , C
′
N , C˜
′
2, D
′
N and the vetors f
′
N are given further.
We nd:
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BN :=
b
2(N − 1)(N + 1)
(
1 2N
2+4N−3
N+1
2N2 − 3 −3N+1
)
,
CN := (b+ d+ c(N − 1))
(
0 1N
1 0
)
,
C˜3 :=
(
0 b+d+2c3
b+ d+2c3 −(d+ 2c)
)
,
DN := −d+ c(N − 1)
N − 1
(
0 N−3N−1
N − 2 3N−1
)
,
fN :=
(
0
−1
2N(N−1)
)
,
B′N :=
b
N − 1
(
2N2 − 2N − 1 −1N+1
1
2
N2+N−3/2
N+1
)
, B˜′2 :=
(
1 3
3 133
)
,
C ′N := (bN + dN + cN(N − 1))
(
2 0
0 1N
)
,
C˜ ′2 :=
(
0 2
2 3
)
,
D′N := −(d+ c(N − 1))
(
2N − 2 2N−1
0 N−2N−1
)
,
f ′N :=


b
N − 1(2N − 1)
yN+1
2(N + 1)2
− (d+ c(N − 1))(4N + 2) yN−1
2(N − 1)2
b
N − 1
(
2N3 + 3N2 − 4N − 3
2
)
yN+1
2(N + 1)2
− (bN + dN + cN(N − 1))(2N − 1) yN
2N2
+ (d+ c(N − 1))(2N2 − 7N + 8) yN−1
2(N − 1)2


,
f˜ ′2 :=
(
x2 − y2 − x3 + 32y3
19
6 y3 − 94y2
)
.
To sum up, we obtain that the xation probability of a deleterious mutation, starting
from (N − 1, 1, 0) is:
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uδ,δ
′
N−1,1,0 =
1
2N
− δ
(
N − 1
N
xN + (N − 1)2N − 1
N2
yN
)
− δ′
(
x′N + (2N − 1)
(
y′N
N
− 2N − 1
2N2
yN
))
+ o(|δ| + |δ′|),
(2.9)
where xN , yN , x
′
N , y
′
N (and then vN−1,1,0 and wN−1,1,0) an be omputed numerially
(Figure 2.10).
(A) (B)
Figure 2.10: vN−1,1,0 (A) and wN−1,1,0 (B) as funtions of the initial population size
N . The demographi parameters are b = 10, d = 1, c = 0.1.
B Numerial alulations of Chapters 1 and 2
In this setion we give an idea of the Maple program that we made in order to
obtain the numerial results presented in this hapter. All the program relies on
several results obtained in Chapter 1: our aim is to approximate the 2-dimensional
vetor sequenes (zN )N≥3 and (z′N )N≥3 (Equations (1.13) and (1.14)). Reall that
the sequene (zN )N≥3 is dened as the unique bounded solution of a 2−order reur-
rene relationship (the matries BN , CN , DN , and the vetors fN are known and
are given in Equation (1.19)):
BNzN+1 = CNzN +DNzN−1 + fN for all N ≥ 4
B3z4 = C˜3z3 + f3,
(2.10)
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whih is hard to approximate numerially.
But now as proved in Chapter 1 (Equation (1.25)), setting
MN := B
−1
N (CN +KN ), and gN :=
N∑
k=3
(−1)N−kB−1N E(k,N)fk,
we get
zN+1 = MNMN−1...M3(z3 +
N∑
l=3
M−13 ..M
−1
l gl) = PN
(
z3 +
N∑
l=3
P−1l gl
)
(2.11)
if PN = MNMN−1...M3. Moreover, we obtained that
∑N
l=3 P
−1
l gl onverges and we
dened its limit (Equation (1.34)):
z :=
∞∑
l=3
P−1l gl. (2.12)
We nally stated in Lemma 1.4.5 that the sequene (zN )N≥3 satisfying (1.17) and
(1.18), and suh that z3 = −z (where z has been dened in (1.34)), is bounded.
Therefore, our program omputes the initial ondition z of Equation (2.12) and then
uses the reurrene equation (2.10) to approximate the value of zN for any N ≥ 3.
In the following gure, we give the values of the sequenes (xN )N≥3 and (yN )N≥3
(reall that zN =
(
xN
yN
)
) for given values of the demographis parameters b,
d and c. The same work is done separately for (z′N )N≥3. Figure 2.11 gives the
approximation obtained for the sequenes (xN )N≥3 and (yN )N≥3 for given values
of the demographi parameters b, d and c. The Maple ode for these numerial
alulations is given next.
restart; with(linalg); with(plots);
dB:= pro(j, a, d, ) option remember; matrix(2,2,[a/((2*j-2)*(j+1)),
a*(2*j^2+4*j-3)/((2*j-2)*(j+1)^2), a*(2*j^2-3)/((2*j-2)*(j+1)),
-3*a/((2*j-2)*(j+1)^2)℄) end pro;
dC:= pro(j, a, d, ) option remember; matrix(2, 2,
[0, (a+d+*(j-1))/j, a+d+*(j-1), 0℄) end pro;
dD:= pro(j, a, d, ) option remember; matrix(2, 2, [0,
-(d+*(j-1))*(j-3)/(j-1)^2, -(d+*(j-1))*(j-2)/(j-1),
-(3*d+3**(j-1))/(j-1)^2℄) end pro;
dK:= pro(N, a, d, ) loal K, i; option remember;
K := matrix(2, 2, [0, 0, -(2/3)*d-(4/3)*, -d-2*℄);
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(A) (B)
Figure 2.11: (xN )3≤N≤100 (A) and (yN )3≤N≤100 (B) as funtions of the population
size N . The demographi parameters are b = 10, d = 0, c = 0.1.
for i from 3 to N-1 do K := evalm(`&*`(`&*`(dD(i+1, a, d, ),
inverse(dC(i, a, d, )+K(i))), dA(i, a, d, ))) end do; end pro;
dL:= pro(N, a, d, ) option remember; evalm(`&*`(inverse(dK(N+1,
a, d, )), dD(N+1, a, d, ))) end pro;
dP:= pro(N, a, d, ) loal P, i; option remember; P :=
evalm(matrix(2, 2, [1, 0, 0, 1℄)); for i from 3 to N do P :=
evalm(`&*`(dL(i, a, d, ), P)) end do; P end pro;
dG:= pro(N, a, d, ) option remember;
evalm(`&*`(inverse(dB(N, a, d, )), dK(N, a, d, ))) end pro;
df:= pro(N) option remember; matrix(2, 1, [0, -(1/2)/(N*(N-1))℄)
end pro;
dg:= pro(l, a, d, ) loal i, g; option remember;
g := evalm(`&*`(inverse(dB(3, a, d, )), df(3)));
for i from 3 to l-1 do g := evalm(-`&*`(dG(i+1, a, d, ), g)
+`&*`(inverse(dB(i+1, a, d, )), df(i+1))) end do; g end pro;
dz:= pro(N, l, a, d, ) option remember;
evalm(-add(`&*`(`&*`(dP(N-1, a, d, ), inverse(dP(i, a, d, ))),
dg(i, a, d, )), i = N .. l)) end pro;
C Fixation probability
Figure 2.12 is the log log version of Figure 2.1A.
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Figure 2.12: Fixation probability of a neutral, additive (δ = δ′/2, losed diamonds)
or reessive (δ = 0, open diamonds) deleterious allele, as a funtion of the initial
population size N . Demographi parameters are b = 10, d = 1, c = 0.1, and
δ′ = 0.2.
D The population size
It is well known (see Grimmett & Stirzaker (2001), p. 261) that if we denote by
π(N) the stationary distribution of the population size having innitesimal generator
L, π satises: πL = 0. We dedue from this that p(N, b, d, c) satises:

b(N − 1)p(N − 1, b, d, c) + (d+ cN)(N + 1)p(N + 1, b, d, c)
= N(b+ d+ c(N − 1))p(N, b, d, c) ∀N > 3
2bp(2, b, d, c) = 3(d+ 2c)p(3, b, d, c)
We obtain Table 2.1 for the derease in the mean population size N when d inreases.
E T as a funtion of b
We obtain Figure 2.13 for the mean xation time T as a funtion of b.
F Harmoni mean population size
We obtain Figure 2.14 for the temporal dynamis of the harmoni mean popula-
tion size.
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d N(b, d, c)
0 100
2 80
4 59
6 38
8 16
10 6
Table 2.1: Correspondene between the death rate and the mean population size, for
b = 10 and c = 0.1.
Figure 2.13: Relationship between the mean time to xation of a deleterious mutation
T and the feundity b. In this gure, d = 1, c = 0.1, δ = 0.05, δ′ = 0.1, and m = 1.
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Figure 2.14: Temporal dynamis of the arithmeti (urve 1) and harmoni (urve 2)
mean population size. In this gure, b = 10, c = 0.1, δ = 0.05, δ′ = 0.1, and m = 1.
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Dynamiques stohastiques
lentes-rapides et
quasi-stationnarité des populations
diploïdes
Dans ette partie, nous onsidérons la limite grande population d'un proessus
de naissane et mort qui modélise la dynamique d'une population diploïde à repro-
dution mendélienne. Cette partie est onstituée de deux hapitres. Dans le premier
hapitre, les individus sont aratérisés par leur génotype à un lous bi-allélique,
ayant pour allèles A et a. La population est modélisée par un proessus de naissane
et mort à 3 types. Ce proessus stohastique est indié par un paramètre d'éhelle K
qui tend vers l'inni, suivant une hypothèse de grande taille de population. Lorsque
les taux de naissane et mort intrinsèque sont de l'ordre de K, la suite de proessus
de naissane et mort indiée par K onverge vers une dynamique lente-rapide. La
taille de population et la proportion d'allèles A onvergent en partiulier vers une
diusion dont on étudie le omportement quasi-stationnaire. Nous étudions notam-
ment la possibilité de oexistene en temps long des deux allèles dans la population
onditionnée à ne pas être éteinte. Dans le deuxième hapitre, les individus sont ar-
atérisés par leur génotype à un lous omprenant un nombre quelonque d'allèles.
Dans un premier temps, nous généralisons les résultats de onvergene vers une dy-
namique lente-rapide obtenus dans le hapitre préédent. Nous représentons dans un
deuxième temps la population par un proessus à valeurs mesure dont nous prouvons
la onvergene vers un superproessus de type Fleming-Viot ave taille de population
variable et séletion diploïde, lorsque le nombre d'allèle tend vers l'inni.
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3
Slow-fast stohasti diusion
dynamis and quasi-stationary
distributions for diploid
populations
Ce hapitre est onstitué de la prépubliation Coron (2013a), intitulée "Slow-fast
stohasti diusion dynamis and quasi-stationary distributions for diploid popula-
tions".
ABSTRACT: We are interested in the long-time behavior of a diploid popu-
lation with sexual reprodution, haraterized by its genotype omposition at one
bi-alleli lous. The population is modeled by a 3-dimensional birth-and-death pro-
ess with ompetition, ooperation and Mendelian reprodution. This stohasti
proess is indexed by a saling parameter K that goes to innity, following a large
population assumption. When the birth and natural death parameters are of order
K, the sequene of stohasti proesses indexed by K onverges toward a slow-fast
dynamis. We indeed prove the onvergene toward 0 of a fast variable giving the
deviation of the population from Hardy-Weinberg equilibrium, while the sequene of
slow variables giving the respetive numbers of ourrenes of eah allele onverges
toward a 2-dimensional diusion proess that reahes (0, 0) almost surely in nite
time. We obtain that the population size and the proportion of a given allele on-
verge toward a generalized Wright-Fisher diusion with varying population size and
diploid seletion. Using a non trivial hange of variables, we next study the absorp-
tion of this diusion and its long time behavior onditioned on non-extintion. In
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partiular we prove that this diusion starting from any non-trivial state and ondi-
tioned on not hitting (0, 0) admits a unique quasi-stationary distribution. We nally
give numerial approximations of this quasi-stationary behavior in three biologially
relevant ases: neutrality, overdominane, and separate nihes.
Keywords: Diploid populations; Generalized Wright-Fisher diusion proesses;
Stohasti slow-fast dynamial systems; Quasi-stationary distributions; Allele oex-
istene.
3.1 Introdution
We study the diusion limit and quasi-stationary behavior of a population of
diploid individuals modeled by a non-linear 3-type birth-and-death proess with
ompetition, ooperation and Mendelian reprodution. Individuals are harater-
ized by their genotype at one lous for whih there exist 2 alleles, A and a. We study
the geneti evolution of the population, i.e. the dynamis of the respetive numbers
of individuals with genotype AA, Aa, and aa. Following an innite population size
approximation (see also Fournier & Méléard (2004) and Champagnat (2006) for in-
stane) we assume that the initial number of individuals is of order K where K is a
sale parameter that will go to innity. The population is then modeled by a 3-type
birth-and-death proess denoted by νK = (νKt , t ≥ 0) and we onsider the sequene
of stohasti proesses ZK = νK/K. At eah time t and for all K, we dene the
deviation Y Kt of the population Z
K
t from a so-alled Hardy-Weinberg equilibrium.
We are interested in the onvergene of the sequene of stohasti proesses ZK when
the individual birth and natural death rates are assumed to be both equivalent to
γK, with γ > 0 (see Setion 3.3 and Champagnat et al. (2006) for a biologial inter-
pretation). In Setion 3.3 we rst establish some onditions on the ompetition and
ooperation parameters so that the sequene of population sizes satises a moment
propagation property. Next, we prove the onvergene of the sequene of stohas-
ti proesses ZK toward a slow-fast dynamis (see Méléard & Tran (2012) or Ball
et al. (2006) for other examples of suh dynamis and Kurtz (1992) and Berglund
& Gentz (2006) for treatments of slow-fast sales in diusion proesses). More pre-
isely, we prove that for all t > 0, the sequene of random variables (Y Kt )K∈N∗ goes
to 0 when K goes to innity, while the sequene of proesses (NKt ,X
K
t )t≥0 giving re-
spetively the population size and the proportion of allele A onverges in law toward
a "slow" 2-dimensional diusion proess (Nt,Xt)t≥0. This limiting diusion (N,X)
an be seen as a generalized Wright-Fisher diusion with varying population size
and diploid seletion. In Setion 3.4, we rst nd an appropriate hange of variables
S = (f1(N,X), f2(N,X)) suh that S is a Kolmogorov diusion proess evolving in
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a subset D of R2. We prove that the stohasti proess S is absorbed in the set
A ∪ a ∪ 0 almost surely in nite time, where A, a and 0 orrespond respetively to
the sets where X = 1 (xation of allele A), X = 0 (xation of allele a), and N = 0
(extintion of the population). Next, following Cattiaux et al. (2009) and Cattiaux
& Méléard (2010), we study the quasi-stationary behavior of the diusion proess
(St)t≥0 onditioned on the non extintion of the population, i.e. on not reahing 0.
First, the diusion proess (St)t≥0 onditioned on not reahing A ∪ a ∪ 0 admits a
Yaglom limit. Seond, if S0 /∈ A ∪ a ∪ 0 then the law of St onditioned on {St /∈ 0}
onverges when t goes to innity toward a distribution whih is independent from
S0. Finally in Setion 3.5, we present numerial appliations and study the long-time
oexistene of the two alleles, in three biologially relevant ases: a pure ompetition
neutral ase, a ase in whih eah genotype has its own eologial nihe, and an
overdominane ase. In partiular, we show that a long-term oexistene of alleles is
possible even in some full ompetition ases, whih is not true for haploid lonal re-
prodution (Cattiaux & Méléard (2010)). Note that for the sake of simpliity, most
proofs of this artile are given in the main text for the neutral ase where demo-
graphi parameters do not depend on the types of individuals, and the alulations
for the non-neutral ase are given in Appendix A.
3.2 Model and deterministi limit
3.2.1 Model
We onsider a population of diploid hermaphroditi individuals haraterized
by their genotype at one bi-alleli lous, whose alleles are denoted by A and a.
Individuals an then have one of the three possible genotypes AA, Aa, and aa,
(also alled types 1, 2, and 3). The population at any time t is represented by a
3-dimensional birth-and-death proess giving the respetive numbers of individuals
with eah genotype. As in Fournier & Méléard (2004), Champagnat & Méléard
(2007) or Collet et al. (2013b), we onsider an innite population size approximation.
To this end we introdue a saling parameter K ∈ N∗ that will go to innity, and we
denote by νK = ((ν1,Kt , ν
2,K
t , ν
3,K
t ), t ≥ 0) the population indexed by K. The initial
numbers of individuals of eah type ν1,K0 , ν
2,K
0 and ν
3,K
0 will be of order K and we
then onsider the sequene of resaled stohasti proesses
(
ZKt
)
t≥0 =
(
Z1,Kt , Z
2,K
t , Z
3,K
t
)
t≥0
=
(
νKt
K
)
t≥0
that gives at eah time t the respetive numbers of individuals weighted by 1/K, and
with genotypes AA, Aa, and aa. The resaled population size at time t is denoted
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by
NKt = Z
1,K
t + Z
2,K
t + Z
3,K
t ∈
Z+
K
, (3.1)
and the proportion of allele A at time t is denoted by
XKt =
2Z1,Kt + Z
2,K
t
2(Z1,Kt + Z
2,K
t + Z
3,K
t )
. (3.2)
As in Coron (2013b) or Collet et al. (2013b), the jump rates of Z model Mendelian
panmiti reprodution. More preisely, if we set e1 = (1, 0, 0), e2 = (0, 1, 0) and
e3 = (0, 0, 1), then for all i ∈ {1, 2, 3}, the rates λKi (Z) at whih the stohasti proess
ZK jumps from z = (z1, z2, z3) ∈
(
Z+
K
)3
to z+ei/K, as long as z1+z2+z3 = n 6= 0,
are given by:
λK1 (z) =
KbK1
n
(
z1 +
z2
2
)2
,
λK2 (z) =
KbK2
n
2
(
z1 +
z2
2
)(
z3 +
z2
2
)
,
λK3 (z) =
KbK3
n
(
z3 +
z2
2
)2
.
(3.3)
These birth rates are naturally set to 0 if n = 0 and the demographi parameters
bKi ∈ R+ are alled birth demographi parameters. Now individuals an die naturally
and either ompete or ooperate with other individuals, depending on the genotype
of eah individual. More preisely, for all i ∈ {1, 2, 3}, the rates µKi (z) at whih
the stohasti proess ZK jumps from z = (z1, z2, z3) ∈ (Z+)3/K to z − ei/K for
i ∈ {1, 2, 3} are given by:
µK1 (z) = Kz1(d
K
1 +K(c
K
11z1 + c
K
21z2 + c
K
31z3))
+,
µK2 (z) = Kz2(d
K
2 +K(c
K
12z1 + c
K
22z2 + c
K
32z3))
+,
µK3 (z) = Kz3(d
K
3 +K(c
K
13z1 + c
K
23z2 + c
K
33z3))
+.
(3.4)
where the interation (ompetition or ooperation) demographi parameters cKij are
arbitrary real numbers and (x)+ = max(x, 0) for any x ∈ R. If cKij > 0 (resp.
cKij < 0), then individuals with type i have a negative (resp. positive) inuene on
individuals of type j. The demographi parameter dKi ∈ R+ is alled the intrinsi
death rate of individuals of type i. From now on, we say that the stohasti proess
ZK is neutral for a given K ∈ N∗ if its demographi parameters do not depend on
the types of individuals, i.e.
bKi = b
K , dKi = d
K
and cKij = c
K ∀i, j ∈ {1, 2, 3}. (3.5)
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Note that for any xed K ∈ N∗, the pure jump proess ZK is well dened for all
t ∈ R+. Indeed, NK is stohastially dominated by a resaled pure birth proess NK
that jumps from n ∈ Z+/K to n+1/K at rate (max
i
bKi )Kn and, from Theorem 10
in Méléard & Villemonais (2012), N
K
does not explode almost surely. The stohasti
proess ZK is then a (Z+)
3
K -valued pure jump Markov proess absorbed at (0, 0, 0),
dened for all t ≥ 0 by
ZKt = Z
K
0 +
∑
i∈{1,2,3}
[∫ t
0
ei
K
1{θ≤λKi (ZKs− )}
ηi1(ds, dθ)−
∫ t
0
ei
K
1{θ≤µKi (ZKs− )}
ηi2(ds, dθ)
]
where the measures ηij for i ∈ {1, 2, 3} and j ∈ {1, 2} are independent Poisson point
measures on (R+)
2
with intensity dsdθ. For any K, the law of ZK is therefore a
probability measure on the trajetory spae D(R+, (Z+)
3/K) whih is the spae of
left-limited and right-ontinuous funtions from R+ to (Z+)
3/K, endowed with the
Skorohod topology. Finally, the extended generator LK of ZK satises for every
bounded measurable funtion f from (Z+)
3/K to R and for every z ∈ (Z+)3K :
LKf(z) =
∑
i∈{1,2,3}
[
λKi (z)
(
f
(
z +
ei
K
)
− f(z)
)
+ µKi (z)
(
f
(
z − ei
K
)
− f(z)
)]
.
(3.6)
To end with the model desription, let us introdue for all K ∈ N∗ the stohasti
proesses Y K suh that for every t ≥ 0, as long as NKt > 0,
Y Kt =
4Z1,Kt Z
3,K
t − (Z2,Kt )2
4NKt
. (3.7)
If NKt = 0, we set Y
K
t = 0 as |Y Kt | ≤ NKt for all t ≥ 0. This stohasti proess will
play a main role in the artile and note rst that:
Y Kt = Z
1,K
t −
(2Z1,Kt + Z
2,K
t )
2
4NKt
=
(
pAA,Kt − (pA,Kt )2
)
NKt
if pA,Kt (resp. p
AA,K
t ) is the proportion of allele A (resp. genotype AA) in the
population at time t. Similarly,
Y Kt =
(
paa,Kt − (pa,Kt )2
)
NKt =
(
2pA,Kt p
a,K
t − pAa,Kt
)
NKt .
Then if Y Kt = 0, the proportion of eah genotype in the population Z
K
t is equal to
the proportion of pairs of alleles forming this genotype. By an abuse of language,
if Y Kt = 0 we say that the population Z
K
t is at Hardy-Weinberg equilibrium (Crow
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& Kimura (1970), p. 34). In the rest of the artile, we will see that the quantities
of interest in this model are the population size NK , the deviation from Hardy-
Weinberg equilibrium Y K and the proportion XK of allele A. More preisely, the
following lemma gives the hange of variable:
Lemma 3.2.1. Let us set for all z = (z1, z2, z3) ∈ (R+)3 \ {(0, 0, 0)},
φ1(z) = z1 + z2 + z3, φ2(z) =
2z1 + z2
2(z1 + z2 + z3)
and φ3(z) =
4z1z3 − (z2)2
4(z1 + z2 + z3)
.
Then the funtion
φ : (R+)
3 \ {(0, 0, 0)} → E
z 7→ φ(z) = (φ1(z), φ2(z), φ3(z))
where E = {(n, x, y)|n ∈ R∗+, x ∈ [0, 1],−nmin(x2, (1 − x)2) ≤ y ≤ nx(1 − x)} is a
bijetion.
Note that φ(ZK) = (NK ,XK , Y K), where NK , XK , and Y K have been respe-
tively dened in Equations (3.1), (3.2) and (3.7).
Proof. We easily obtain that (n, x, y) = φ(z1, z2, z3) if and only if
z1 = nx
2 + y, z2 = 2nx(1− x)− 2y and z3 = n(1− x)2 + y, (3.8)
whih gives the injetivity. Next, for any (n, x, y) suh that n ∈ R∗+, x ∈ [0, 1] and
−nmin(x2, (1 − x)2) ≤ y ≤ nx(1 − x), z = (z1, z2, z3) dened by Equation (3.8) is
in (R+)
3 \ {(0, 0, 0)} whih gives the surjetivity.
3.2.2 Convergene toward a deterministi system
This setion aims at understanding the behavior of the population when the
birth and natural death parameters do not depend on K. The results obtained at
this saling will indeed give an intuition of the behavior of the population when bi,K
and di,K are of order K, whih is studied in Setion 3.3. In partiular, we prove
in this setion a long-time onvergene of the population toward Hardy-Weinberg
equilibrium.
We onsider a partiular ase of the saling onsidered in Setion 3 of Collet et al.
(2013b). More preisely, we set:
bKi = β ∈ R∗+
dKi = δ ∈ R+
KcKij = α ∈ R+
ZK0 −→
K→∞
Z0 in law,
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where Z0 is a deterministi vetor of (R+)3. Note that the proess ZK is neutral for
all K ∈ N∗. For all i ∈ {1, 2, 3} and z = (z1, z2, z3) ∈ (R+)3 we now denote by λ∞i (z)
(resp. µ∞i (z)) the limit of the resaled birth (resp. death) rate (see Equations (3.3)
and (3.4)):
λ∞i (z) = lim
K→∞
λKi (z)
K
and µ∞i (z) = lim
K→∞
µKi (z)
K
.
For instane, if we set (n, x, y) = φ(z) where φ has been dened in Lemma 3.2.1, we
get
λ∞1 (z) = βnx
2
and µ∞1 (z) = (δ + αn)z1.
Here, Proposition 3.2 in Collet et al. (2013b) (see also Theorem 5.3 of Fournier
& Méléard (2004)) gives that for all T > 0, the sequene of stohasti proesses
(ZKt , t ∈ [0, T ])K∈Z∗+ onverges in law in D([0, T ], (R+)3) toward a deterministi
limit Z = (Z1,Z2,Z3), whih is the unique ontinuous solution of the dierential
system: 

dZ1t
dt = λ
∞
1 (Zt)− µ∞1 (Zt)
dZ2t
dt = λ
∞
2 (Zt)− µ∞2 (Zt)
dZ3t
dt = λ
∞
3 (Zt)− µ∞3 (Zt).
(3.9)
A solution of this system does not appear immediately, but using the hange of
variables φ introdued in Lemma 3.2.1, we obtain that φ(Z) = (N ,X ,Y) satises
the
Proposition 3.2.2. (i) If β = δ then
Nt = N0
αN0t+ 1 , ∀t ≥ 0. (3.10)
Else
Nt = (β − δ)N0e
(β−δ)t
(β − δ) + αN0(e(β−δ)t − 1)
∀t ≥ 0. (3.11)
(ii) For all t ≥ 0, Xt = X0.
(iii) If α = 0 then Yt = Y0e−δt for all t ≥ 0.
If α 6= 0 and β = δ then Yt = (Y0 − ln (1 + αN0t)) e−δt for all t ≥ 0.
If α 6= 0, β 6= δ and N0 = β−δα , then Yt = Y0e−βt for all t ≥ 0.
Finally if α 6= 0, β 6= δ and N0 6= β−δα then for all t ≥ 0 and if C = Y01−αN0
β−δ
,
Yt = Ce−δt
(
1− αN0e(β−δ)t
(β−δ)+αN0(e(β−δ)t−1)
)
for all t ≥ 0
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Proof. N is solution of the logisti equation dNt/dt = (β−δ−αNt)Nt whose unique
solution is given for β 6= δ and α 6= 0 in Verhulst (1845). We then have Equation
(3.11) that remains true if α = 0 and β 6= δ. If β = δ we easily nd that the unique
solution of the equation dNt/dt = −αN 2t is given by Equation (3.10). Therefore,
Nt > 0 for all t ≥ 0. Then, using the System of equations (3.9), we nd that
dXt/dt = 0 for all t ≥ 0 whih gives (ii). Finally for (iii), Y is solution of the
dierential equation dYt/dt = −(δ +αNt)Yt. If α = 0 the solution is lear. If α 6= 0
and β = δ we nd the result by looking for a solution of the form C(t)e−δt and from
Equation (3.10). If α 6= 0, β 6= δ and N0 = β−δα , then from Equation (3.11), Nt = N0
for all t and the solution follows. Finally if α 6= 0, β 6= δ and N0 6= β−δα , looking for
a solution of the form Yt = Ce−δt + B(t)e
(β−δ)t
(β−δ)+αN0(e(β−δ)t−1) with B(t) = De
−δt
we nd
the result.
Note that, in this saling, the population does no get extint in nite time and
the proportion of allele A remains onstant. Besides, Yt goes to 0 when t goes
to innity, whih gives a long-time onvergene of the population toward Hardy-
Weinberg equilibrium (in Appendix B.1, we provide a Silab ode and a gure (Figure
3.5), to illustrate this result). We therefore observe biodiversity onservation but an
not study the Darwinian evolution of the population, sine none of the two alleles
will eventually disappear. These points are due to the fat that the population is
neutral and to the large population size assumption (Crow & Kimura (1970), p. 34).
3.3 Convergene toward a slow-fast stohasti dynamis
In this setion, we investigate a new saling under whih the population size and
proportion of allele a evolve stohastially with time (in partiular the population
an get extint and one of the two alleles an eventually get xed), while the pop-
ulation still onverges rapidly toward Hardy-Weinberg equilibrium. The results we
obtain then provide a rigorous justiation of the assumption of Hardy-Weinberg
equilibrium whih is often made when studying large populations. However we will
explain that this result does not mean that the geneti omposition of a diploid
population an always be redued to a set of alleles.
We assume that birth and natural death parameters are of order K, while ZK0
onverges in law toward a random vetor Z0. More preisely, we set for γ > 0:
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bKi = γK + βi ∈ [0,∞[
dKi = γK + δi ∈ [0,∞[
cKij =
αij
K
∈ R
ZK0 →
K→∞
Z0 in law,
where Z0 is a (R+)
3
-valued random variable. This means that the birth and natural
death events are now happening faster, whih will introdue some stohastiity in
the limiting proess. The results presented in Proposition 3.2.2 suggest that under
these onditions, Y K will be a "fast" variable that onverges diretly toward the
long time equilibrium of Y (equal to 0), while XK and NK will be "slow" variables,
onverging toward a non deterministi proess. First, we need a moment propaga-
tion property. It is not true for all values of the interation parameters αij and in
partiular when αii ≤ 0 for any i ∈ {1, 2, 3}, i.e. when individuals with a same
given genotype ooperate or do not ompete. For any z = (z1, z2, z3) ∈ (R+)3, let
g(z) =
∑
i,j∈{1,2,3}
αijzizj . We establish the following:
Proposition 3.3.1. If g(z) > 0 for all z ∈ (R+)3 \{(0, 0, 0)} and if, for any k ∈ Z+,
there exists a onstant C0 suh that for all K ∈ N∗, E((NK0 )k) ≤ C0, then
(i) There exists a onstant C suh that sup
K
sup
t≥0
E((NKt )
k)) ≤ C.
(ii) For all T < +∞, there exists a onstant CT suh that sup
K
E
(
sup
t≤T
(NKt )
k
)
≤
CT .
Proof. Note that g writes
g(z) = φ1(z)
2
∑
i,j∈{1,2,3}
αijpipj := φ1(z)
2f(p1, p2, p3)
where φ1 has been dened in Lemma 3.2.1 and pi = zi/φ1(z) for all i ∈ {1, 2, 3}.
If g(z) > 0 for all z ∈ (R+)3 \ {(0, 0, 0)}, the funtion f is then non-negative and
ontinuous on {(p1, p2, p3) ∈ [0, 1]3|p1+ p2+ p3 = 1} whih is a ompat set. Then f
reahes its minimum m ≥ 0. Now if there exists (p1, p2, p3) suh that f(p1, p2, p3) = 0
then for any n > 0, g(np1, np2, np3) = 0 and (np1, np2, np3) ∈ (R+)3 \ {(0, 0, 0)}
whih is impossible. Then m > 0, g(z) ≥ mφ1(z)2, and µK1 (z) + µK2 (z) + µK3 (z) ≥
(γK+inf
i
δi+mφ1(z))Kφ1(z) for all z ∈ (R+)3. Then, for all K, NK is stohastially
dominated by the logisti birth-and-death proess N
K
jumping from n ∈ Z+/K to
n+1/K at rate (γK+ sup
i∈{1,2,3}
βi)Kn and from n to n−1/K at rate (γK+ inf
i∈{1,2,3}
δi+
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mn)Kn. Finally, the sequene of stohasti proesses N
K
satises (i) and (ii), whih
gives the result (see respetively Lemma 1 of Champagnat (2006) and the proof of
Theorem 5.3 of Fournier & Méléard (2004)).
From now we assume the following hypotheses:
g(z) > 0 for all z ∈ (R+)3 \ {(0, 0, 0)}, (H1)
and a 3-rd-order moment ondition:
there exists C <∞ suh that sup
K
E((NK0 )
3)) ≤ C. (H2)
In Setion 3.4 we will onsider only the symmetrial ase where αij = αji for all i, j
and give some expliit suient onditions on the parameters αij so that (H1) is
true.
The following proposition gives that (Y Kt , t ≥ 0) is a fast variable that onverges
toward the deterministi value 0 when K goes to innity.
Proposition 3.3.2. Under (H1) and (H2), for all s, t > 0, sup
t≤u≤t+s
E((Y Ku )
2) → 0
when K goes to innity.
Proof. Let us x z = (z1, z2, z3) ∈ (R+)3 and set (n, x, y) = φ(z) where φ is dened
in Lemma 3.2.1. The extended generator LK of the jump proess ZK applied to a
measurable real-valued funtion f (see Equation (3.6)) is deomposed as follows in
z:
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LKf(z) = γK2y
[
f
(
z − e1
K
)
− 2f
(
z − e2
K
)
+ f
(
z − e3
K
)]
+ γK2n (x)2
[
f
(
z +
e1
K
)
+ f
(
z − e1
K
)
− 2f (z)
]
+ γK22nx(1− x)
[
f
(
z +
e2
K
)
+ f
(
z − e2
K
)
− 2f (z)
]
+ γK2n (1− x)2
[
f
(
z +
e3
K
)
+ f
(
z − e3
K
)
− 2f(z)
]
+ β1Kn (x)
2
[
f
(
z +
e1
K
)
− f(z)
]
+ β2K2nx(1− x)
[
f
(
z +
e2
K
)
− f(z)
]
+ β3Kn(1− x)2
[
f
(
z +
e3
K
)
− f(z)
]
+K
∑
i∈{1,2,3}

δi + ∑
j∈{1,2,3}
αjizj

 zi [f (z − ei
K
)
− f(z)
]
+K
∑
i∈{1,2,3}

γK + δi + ∑
j∈{1,2,3}
αjizj


−
zi
[
f
(
z − ei
K
)
− f(z)
]
(3.12)
where (x)− = max(−x, 0). Now if f = (φ3)2, then there exist funtions gK1 , gK2 , and
gK3 and a onstant C1 suh that for all z ∈ (R+)3,
f
(
z +
e1
K
)
− f(z) = −2f(z)
Kn
+
2z3y
Kn
+ gK1 (z)
f
(
z +
e2
K
)
− f(z) = −2f(z)
Kn
− z2y
Kn
+ gK2 (z)
f
(
z +
e3
K
)
− f(z) = −2f(z)
Kn
+
2z1y
Kn
+ gK3 (z)
with |gKi (z)| ≤ C1K2 for all i ∈ {1, 2, 3}. Finally, note that sine γ > 0, there exists a
positive onstant C2 suh that for all i ∈ {1, 2, 3} and all z ∈ (R+)3,
1

(
γK+δi+
∑
j∈{1,2,3}
αjizj
)−
6=0


= 1{ ∑
j∈{1,2,3}
αjizj≤−γK−δi
}
≤ 1{∃j∈{1,2,3} :αji<0 , αjizj≤− γ3K− δi3 } ≤ 1{φ1(z)≥C2K}.
Therefore, there exists a positive onstant C3 suh that
LK (φ3)
2 (z) ≤ −2γK (φ3)2 (z) + C3
[
(φ1(z))
2(φ1(z) +K1{φ1(z)≥C2K}) + 1
]
.
Now from Proposition 3.3.1 and Markov inequality, under (H1) and (H2), there exists
a onstant C suh that sup
K
sup
t≥0
E
(
C3
[
(NKt )
2(NKt +K1{NKt ≥C2K}) + 1
])
≤ C.
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Therefore from the Kolmogorov forward equation, sine 0 ≤ (Y Kt )2 ≤ (NKt )2 for all
t and from Proposition 3.3.1,
dE
(
(Y Kt )
2
)
dt
≤ −2γKE ((Y Kt )2)+C.
This gives for all t ≥ 0, ddt
(
e2γKtE
(
(Y Kt )
2
)) ≤ Ce2γKt. Then by integration,
E
(
(Y Kt )
2
) ≤ E((Y K0 )2) e−2γKt + C2γK − C2γK e−2γKt
≤ E ((NK0 )2) e−2γKt + C2γK − C2γK e−2γKt, whih gives the result.
In partiular, under (H1) and (H2) and for all t > 0, Y Kt onverges in L
2
to 0.
Figure 3.6 in Appendix B.1 illustrates this result. We say that Y K is a fast variable
ompared to the vetor (NK ,XK) whose behavior is now studied. Let us introdue
the following notation for all z = (z1, z2, z3) ∈ (R+)3:
ψ1(z) = 2z1 + z2 and ψ2(z) = 2z3 + z2.
Note that ψ1(Z
K
t ) = 2N
K
t X
K
t (resp. ψ2(Z
K
t ) = 2N
K
t (1 − XKt )) is the resaled
number of allele A (resp. a) in the resaled population ZK at time t. For any
K ∈ N∗, (ψ1(ZK), ψ2(ZK)) is a pure jump Markov proess with trajetories in
D(R+, (Z+)
2/K) and for all i ∈ {1, 2}, the proess ψi(ZK) admits the following
semi-martingale deomposition: for all t ≥ 0,
ψi(Z
K
t ) = ψi(Z
K
0 ) +M
i,K
t +
∫ t
0
LKψi(Z
K
s )ds
where MK = (M1,K ,M2,K) is, under (H1) and (H2), a square integrable R2-valued
àd-làg martingale (from Proposition 3.3.1) and is suh that for all i, j ∈ {1, 2}, the
preditable quadrati variation is given for all t ≥ 0 by:
〈M i,K ,M j,K〉t =
∫ t
0
LKψiψj(Z
K
s )− ψi(ZKs )LKψj(ZKs )− ψj(ZKs )LKψi(ZKs )ds.
Using this deomposition we prove the
Theorem 3.3.3. Under (H1) and (H2), if the sequene {(ψ1(ZK0 ), ψ2(ZK0 ))}K∈N∗ of
random variables onverges in law toward a random variable (NA0 , N
a
0 ) when K goes
to innity, then for all T > 0, the sequene of stohasti proesses (ψ1(Z
K), ψ2(Z
K))
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onverges in law in D([0, T ], (R+)
2) when K goes to innity, toward the diusion pro-
ess (NA, Na) starting from (NA0 , N
a
0 ) and satisfying the following diusion equation,
where B = (B1, B2) is a 2-dimensional Brownian motion:
dNAt =
NAt
NAt +N
a
t
[[
β1 − δ1 − α11(N
A
t )
2 + α212N
A
t N
a
t + α31(N
a
t )
2
2(NAt +N
a
t )
]
NAt
+
[
β2 − δ2 − α12(N
A
t )
2 + α222N
A
t N
a
t + α32(N
a
t )
2
2(NAt +N
a
t )
]
Nat
]
dt
+
√
4γ
NAt +N
a
t
NAt dB
1
t +
√
2γ
NAt N
a
t
NAt +N
a
t
dB2t
dNat =
Nat
NAt +N
a
t
[[
β3 − δ3 − α33(N
a
t )
2 + α232N
A
t N
a
t + α13(N
A
t )
2
2(NAt +N
a
t )
]
Nat
+
[
β2 − δ2 − α32(N
a
t )
2 + α222N
A
t N
a
t + α12(N
A
t )
2
2(NAt +N
a
t )
]
NAt
]
dt
+
√
4γ
NAt +N
a
t
Nat dB
1
t −
√
2γ
NAt N
a
t
NAt +N
a
t
dB2t
(3.13)
Note that the diusion oeients of the diusion proess ((NAt , N
a
t ), t ≥ 0) do
not explode when NAt + N
a
t goes to 0 sine
NAt√
NAt +N
a
t
≤
√
NAt +N
a
t ,
Nat√
NAt +N
a
t
≤√
NAt +N
a
t and
NAt N
a
t
NAt +N
a
t
≤ NAt +Nat . However, It's formula rapidly shows that the
diusion oeients of the diusion proess ((Nt,Xt), t ≥ 0) are not bounded when
Nt goes to 0. From the previous theorem we dedue the onvergene of the sequene
of proesses
(NK ,XK) =
(
ψ1(Z
K) + ψ2(Z
K)
2
,
ψ1(Z
K)
ψ1(ZK) + ψ2(ZK)
)
stopped when NK ≤ ǫ for any ǫ > 0.
Corollary 3.3.4. For any ǫ > 0 and T > 0, let us dene TKǫ = inf{t ∈ [0, T ] : NKt ≤
ǫ}. If the sequene of random variables (NK0 ,XK0 ) ∈ [ǫ,+∞[×[0, 1] onverges in law
toward a random variable (N0,X0) ∈]ǫ,+∞[×[0, 1] when K goes to innity, then the
sequene of stopped stohasti proesses {(NK ,XK).∧TKǫ }K≥1 onverges in law in
D([0, T ], [ǫ,∞[×[0, 1]) when K goes to innity, toward the stopped diusion proess
(N,X).∧Tǫ (Tǫ = inf{t ∈ [0, T ] : Nt = ǫ}), starting from (N0,X0) and satisfying the
following diusion equation:
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dNt=
√
2γNtdB
1
t
+Nt
[
X2t
(
β1 − δ1 −
(
α11NtX
2
t + α212NtXt(1−Xt) + α31Nt(1−Xt)2
))
+ 2Xt(1−Xt)
(
β2 − δ2 −
(
α12NtX
2
t + α222NtXt(1−Xt) + α32Nt(1−Xt)2
))
+(1−Xt)2
(
β3 − δ3 −
(
α13NtX
2
t + α232NtXt(1−Xt) + α33Nt(1−Xt)2
))]
dt
dXt =
√
γXt(1−Xt)
Nt
dB2t
+ (1−Xt)X2t [(β1 − δ1)− (β2 − δ2)
−Nt((α11 − α12)X2t + (α21 − α22)2Xt(1−Xt) + (α31 − α32)(1 −Xt)2)]dt
+Xt(1−Xt)2[(β2 − δ2)− (β3 − δ3)
−Nt((α12 − α13)X2t + (α22 − α23)2Xt(1−Xt) + (α32 − α33)(1 −Xt)2)]dt.
(3.14)
The population size and the proportion of allele A are therefore direted by two
independent Brownian motions. The diusion equation (3.14) an be simplied in
the neutral ase:
Corollary 3.3.5. In the neutral ase where βi = β, δi = δ and αij = α for all i, j,
the limiting diusion (N,X) introdued in Equation (3.14) satises:
dNt =
√
2γNtdB
1
t +Nt(β − δ − αNt)dt
dXt =
√
γXt(1−Xt)
Nt
dB2t .
(3.15)
X is then a bounded martingale and this diusion an be seen as a generalized Wright-
Fisher diusion (see for instane Ethier & Kurtz (1986) p. 411) with a population
size evolving stohastially with time.
We denote by Ckb (E,R) the set of funtions from E to R possessing bounded
ontinuous derivatives of order up to k and Ckc (E,R) the set of funtions of Ckb (E,R)
with ompat support.
Proof of Theorem 3.3.3. Using the Rebolledo and Aldous riteria (Joe & Métivier
(1986)), we prove the tightness of the sequene of proesses (ψ1(Z
K), ψ2(Z
K)) and
its onvergene toward the unique ontinuous solution of a martingale problem. The
proof is divided in several steps.
STEP 1. Let us denote by L the generator of the diusion proess dened in
Equation (3.13). We rst prove the uniqueness of a solution ((NAt , N
a
t ), t ∈ [0, T ])
to the martingale problem: for any funtion f ∈ C2b ((R+)2,R),
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Mft = f(N
A
t , N
a
t )− f(NA0 , Na0 )−
∫ t
0
Lf(NAs , N
a
s )ds (3.16)
is a ontinuous martingale. From Strook & Varadhan (1979), for any ǫ > 0, there
exists a unique (in law) solution ((NA,ǫt , N
a,ǫ
t ), t ∈ [0, T ]) suh that for all f ∈ C2b (R2)
the proess (Mf,ǫt , t ∈ [0, T ]) suh that for all t ≥ 0,
Mf,ǫt = f(N
A,ǫ
t , N
a,ǫ
t )− f(NA,ǫ0 , Na,ǫ0 )−
∫ t
0
Lf(NA,ǫs , N
a,ǫ
s )1{ǫ<NA,ǫs +Na,ǫs <1/ǫ}ds
is a ontinuous martingale. The uniqueness of a solution of (3.16) therefore fol-
lows from Theorem 6.2 of Ethier & Kurtz (1986) about loalization of martingale
problems.
STEP 2. As in the proof of Proposition 3.3.2, we obtain easily that there exist
two positive onstants C1 and C2 suh that for all z ∈ (R+)3, the generator LK of
ZK , deomposed in Equation (3.12), satises:
|LKψ1(z)|+ |LKψ2(z)| ≤ C2
[
φ1(z)
2 + 1 +Kφ1(z)1φ1(z)≥C1K
]
,
and similarly
|LKψ21(z)− 2ψ1(z)LKψ1(z) + LKψ22(z) − 2ψ2(z)LKψ2(z)| ≤ C2(φ1(z)2 + 1).
Therefore from Proposition 3.3.1, under (H1) and (H2), for all sequenes of stopping
times τK ≤ T and for all ǫ > 0:
sup
K≥K0
sup
σ≤δ
P
(∣∣∣∣
∫ τK+σ
τK
LKψ1(N
K
s ,X
K
s )ds
∣∣∣∣+
∣∣∣∣
∫ τK+σ
τK
LKψ2(N
K
s ,X
K
s )ds
∣∣∣∣ > η
)
≤ sup
K≥K0
P
(
δ sup
0≤s≤T+δ
C2((N
K
s )
2 + 1) > η
)
+ sup
K≥K0
P
(
sup
0≤s≤T+δ
NKs ≥ C1K
)
≤ ǫ if K0 is large enough and δ is small enough.
(3.17)
Similarly,
sup
K≥K0
sup
σ≤δ
P
(∣∣∣∣
∫ τK+σ
τK
(LKψ21(Z
K
s )− 2ψ1(ZKs )LKψ1(ZKs )
+ LKψ22(Z
K
s )− 2ψ2(ZKs )LKψ2(ZKs ))ds
∣∣∣∣ > η
)
≤ ǫ if K0 is large enough and δ is small enough.
(3.18)
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The sequene of proesses (ψ1(Z
K), ψ2(Z
K)) is then tight from Rebolledo and Aldous
riteria (Theorem 2.3.2 of Joe & Métivier (1986)).
STEP 3. Now let us onsider a subsequene of (ψ1(Z
K), ψ2(Z
K)) that on-
verges in law in D([0, T ],R2) toward a proess (NA, Na). Sine for all K > 0,
sup
t∈[0,T ]
‖(NAt , Nat )− (NAt− , Nat−)‖ ≤ 2/K by onstrution, almost all trajetories of the
limiting proess (NA, Na) belong to C([0, T ],R2).
STEP 4. Finally we prove that the sequene {(ψ1(ZK), ψ2(ZK))}K∈N∗ of stohas-
ti proesses onverges toward the unique ontinuous solution of the martingale prob-
lem given by Equation (3.16). Indeed for every funtion f ∈ C3c (R2), from Equation
(3.12) and the inequalities following this equation, there exists a onstant C4 suh
that∣∣LKf(ψ1(z), ψ2(z))− Lf(ψ1(z), ψ2(z))∣∣
≤ C4
[
φ1(z)
2
K
+ |φ3(z)|(1 + φ1(z)) +γKφ1(z)1φ1(z)≥C2K +(φ1(z)2 + 1)1φ1(z)≥C2K
]
(3.19)
Note here that the fast-sale property shown in Proposition 3.3.2, ombined to Propo-
sition 3.3.1, will insure that sup
t≤u≤t+s
E(|φ3(ZKt )|φ1(ZKt )) onverges to 0 when K goes
to innity. Then for all 0 ≤ t1 < t2 < ... < tk ≤ t < t+ s, for all bounded ontinuous
measurable funtions h1, ..., hk on (R+)
2
and every f ∈ C3c (R2):
E
[(
f(ψ1(Z
K
t+s), ψ2(Z
K
t+s))− f(ψ1(ZKt ), ψ2(ZKt ))−
∫ t+s
t
Lf(ψ1(Z
K
u ), ψ2(Z
K
u ))du
)
×
k∏
i=1
hi(ψ1(Z
K
ti ), ψ2(Z
K
ti ))
]
=
E
[∫ t+s
t
(
LKf(ψ1(Z
K
u ), ψ2(Z
K
u ))−Lf(ψ1(ZKu ), ψ2(ZKu ))
)
du
×
k∏
i=1
hi(ψ1(Z
K
ti ), ψ2(Z
K
ti ))
]
≤ sup
i
‖hi‖∞ E
[∫ t+s
t
∣∣LKf(ψ1(ZKu ), ψ2(ZKu ))− Lf(ψ1(ZKu ), ψ2(ZKu ))∣∣ du
]
≤ sup
i
‖hi‖∞ s sup
t≤u≤t+s
E
[∣∣LKf(ψ1(ZKu ), ψ2(ZKu ))− Lf(ψ1(ZKu ), ψ2(ZKu ))∣∣]
→
K→∞
0,
under (H1) and (H2), from Equation (3.19) and Propositions 3.3.1 and 3.3.2. The
extension of this result to any f ∈ C2b ((R+)2,R) is easy to obtain by approximating
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uniformly f by a sequene of funtions fn ∈ C3c ((R+)2,R). Then from Theorem
8.10 (p. 234) of Ethier & Kurtz (1986), (ψ1(Z
K), ψ2(Z
K)) onverges in law in
D([0, T ],R2) toward the unique (in law) solution of the martingale problem given
in Equation (3.16), whih is equal to the diusion proess (NA, Na) of Equation
(3.13).
The proof of Corollary 3.3.4 relies on the following analyti lemma:
Lemma 3.3.6. For any x = (x1t , x
2
t )0≤t≤T ∈ D([0, T ], (R+)2) and any ǫ > 0, let us
dene
ζǫ(x) = inf{t ∈ [0, T ] : x1t + x2t ≤ 2ǫ}.
Let x = (x1t , x
2
t )0≤t≤T ∈ C([0, T ], (R+)2) suh that x10 + x20 > 2ǫ and ǫ′ 7→ ζǫ′(x)
is ontinuous in ǫ. Consider a sequene of funtions (xn)n∈Z+ suh that for any
n ∈ Z+, xn = (x1,nt , x2,nt )0≤t≤T ∈ D([0, T ], (R+)2) and xn onverges to x for the
Skorohod topology. Then the sequene ((x1,nt∧ζǫ(xn), x
2,n
t∧ζǫ(xn)), t ∈ [0, T ]) onverges to
((x1t∧ζǫ(x), x
2
t∧ζǫ(x)), t ∈ [0, T ]) when n goes to innity.
Proof. We rst prove that ζǫ(xn) onverges to ζǫ(x) when n goes to innity. For
any δ > 0, sine ǫ′ 7→ ζǫ(x) is ontinuous in ǫ, there exists n′ ∈ Z∗+ suh that
ζǫ−1/n′(x) − δ < ζǫ(x) < ζǫ+1/n′(x) + δ. Now let us assume that ζǫ(xn) does not
onverge to ζǫ(x) when n goes to innity. Then there exists δ suh that for all n
there exists kn > n suh that |ζǫ(xkn)− ζǫ(x)| > δ. Then there exists m suh that
lim
n→+∞ sup0≤t≤ζǫ−1/m(x)
|x1n(t) + x2n(t)− (x1(t) + x2(t))| ≥ 1/m
whih is impossible if x is ontinuous. Now we prove that (xn).∧ζǫ(xn) onverges to
x.∧ζǫ(x) when n goes to innity. Let us denote by r(v,w) the Eulidean distane
between two points v and w of R2. Sine xn onverges to x in D([0, T ], (R+)
2), there
exists a sequene of stritly inreasing funtions λn mapping [0,∞) onto [0,∞) suh
that
γ(λn) −→
n→+∞ 0 and limn→+∞ sup0≤t≤T
r(xn(t), x(λn(t)) = 0 (3.20)
where γ(λ) = sup
0≤t<s
∣∣∣log λ(s)−λ(t)s−t ∣∣∣ (Ethier & Kurtz (1986), p. 117). Now for all t ≥ 0,
r(xn(t ∧ ζǫ(xn)), x(λn(t) ∧ ζǫ(x)) ≤ r(xn(t ∧ ζǫ(xn)), x(λn(t ∧ ζǫ(xn))))
+ r(x(λn(t ∧ ζǫ(xn))), x(λn(t) ∧ ζǫ(x)), and
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r(x(λn(t∧ζǫ(xn))), x(λn(t)∧ζǫ(x)))=r(x(λn(ζǫ(xn))), x(ζǫ(x)))1{t>ζǫ(xn),λn(t)>ζǫ(x)}
+r(x(ζǫ(x)), x(λn(t)))1{t≤ζǫ(xn),λn(t)>ζǫ(x)}
+r(x(λn(ζǫ(xn))), x(λn(t)))1{t>ζǫ(xn),λn(t)≤ζǫ(x)}.
Therefore, using that x is ontinuous, that ζǫ(xn)→ ζǫ(x) and that sup
0≤t≤T
|λn(t)−t| →
0 when n goes to innity, and from Equation (3.20), we obtain that lim
n→+∞ sup0≤t≤T
r(xn(t∧
ζǫ(xn)), x(λn(t) ∧ ζǫ(x)) = 0 whih gives the result.
Proof of Corollary 3.3.4. Note that the funtion ζǫ dened in Lemma 3.3.6 satises
TKǫ = ζǫ(ψ1(Z
K), ψ2(Z
K)) = inf{t ∈ [0, T ] : NKt ≤ ǫ}, and Tǫ = ζǫ(NA, Na) =
inf{t ∈ [0, T ] : Nt ≤ ǫ}. From the Theorem 3.3 of Pinsky (1995), we know that the
funtion ǫ′ 7→ ζǫ(NA, Na) is almost surely ontinuous in ǫ. Therefore from Lemma
3.3.6, the funtion f suh that for all x ∈ D([0, T ], (R+)2), f(x) = (xt∧ζǫ(x), t ∈
[0, T ]) is ontinuous in almost all trajetories of the diusion proess (NA, Na).
Therefore from Corollary 1.9 p.103 of Ethier & Kurtz (1986) and Theorem 3.3.3, if
the sequene of random variables (ψ1(Z
K
0 ), ψ(Z
K
0 )) ∈ (R+)2 onverges in law toward
a random variable (NA0 , N
a
0 ) when K goes to innity, then for all T > 0,the sequene
of stohasti proesses (ψ1(Z
K
.∧TKǫ ), ψ(Z
K
.∧TKǫ )) onverges in law in D([0, T ], (R+)
2)
toward (NA.∧Tǫ , N
a
.∧Tǫ). Sine the funtion (n
A, na) 7→
(
nA+na
2 ,
nA
nA+na
)
is lipshitz
ontinuous on {(nA, na) ∈ (R+)2 : nA + na ≥ 2ǫ}, we get the result.
Remark 3.3.7. The diusion proess (Nt,Xt)t≥0 of Corollary 3.3.5 an be ompared
to the haploid neutral population (stohasti Lotka-Volterra proess) studied in detail
in Cattiaux & Méléard (2010) and dened by:
dH1t =
√
2γH1t dB
1,h
t + (β − δ − α(H1t +H2t ))H1t dt
dH2t =
√
2γH2t dB
2,h
t + (β − δ − α(H1t +H2t ))H2t dt
(3.21)
where B1,h and B2,h are independent Brownian motions. Here, H1 is the number
of alleles A while H2 is the number of alleles a. Nh = H1 + H2 is then the total
number of individuals while Xh = H1/(H1 + H2) is the proportion of alleles A
in the haploid population. We easily see that the total population size satises the
same diusion equation in the haploid and diploid populations. We therefore ompare
the stohasti proesses (N,X) and (Nh,Xh). Now by It's formula, the stohasti
proess (Nh,Xh) satises a diusion equation that an be written using a new 2-
dimensional brownian motion (B˜1, B˜2) as:
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dNht = (β − δ − αNht )Nht dt+
√
2γNht dB˜
1
t
dXht =
√
2γXht (1−Xht )
Nht
dB˜2t
(3.22)
Then the dierenes between the haploid and the diploid neutral models only reside in
a variation of the proportion of allele A divided by
√
2 in the diploid population (see
Equations (3.13) and (3.22)). However note from Equations (3.14) and (3.21) that
this apparently insigniant dierene indue that the respetive numbers of alleles
A and a are direted by orrelated Brownian motions in a diploid population whih
is not the ase in a haploid population.
3.4 New hange of variable and quasi-stationarity
In this setion we study the long-time behavior of the diusion proess (NA, Na)
introdued in Theorem 3.3.3. For any proess U , we denote by PUx the distribution
law of U starting from a point x, and EUx the assoiated expetation. First, the
proess N = NA + Na dened in Corollary 3.3.4 reahes 0 almost surely in nite
time:
Proposition 3.4.1. Let T0 = inf{t ≥ 0 : Nt = 0}. Under (H1), PNx (T0 < +∞) = 1
for all x ∈ R+, and there exists λ > 0 suh that sup
x
Ex(e
λT0) < +∞.
Proof. Under (H1), as in the proof of Proposition 3.3.1, there exists a positive on-
stant m suh that N is stohastially dominated by a diusion proess N satisfying
dN t =
√
2γN tdB
1
t + N t(sup
i
βi − inf
i
δi −mN t)dt. Theorem 5.2 of Cattiaux et al.
(2009) gives the result for N and therefore for N .
The long-time behavior of the diusion (Na, NA) is therefore trivial and we now
study the long-time behavior of this diusion proess onditioned on non-extintion,
i.e. onditioned on not reahing the absorbing state (0, 0). In partiular, we are
interested in studying the possibility of a long-time oexistene of the two alleles A
and a in the population onditioned on non-extintion.
3.4.1 New hange of variables
To study the quasi-stationary behavior of the diusion (N,X) onditioned on
non-extintion, we need to hange variables in order to obtain a 2-dimensional Kol-
mogorov diusion (i.e. a diusion proess with a diusion oeient equal to 1 and
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a gradient-type drift oeient) whose quasi-stationary behavior an be most easily
derived. Suh ideas have been developed in Cattiaux et al. (2009) and Cattiaux &
Méléard (2010). Let us dene, as long as Nt > 0:
S1t =
√
2Nt
γ
cos
(
arccos(2Xt − 1)√
2
)
S2t =
√
2Nt
γ
sin
(
arccos(2Xt − 1)√
2
)
.
(3.23)
If Nt = 0, we obviously set St = (S
1
t , S
2
t ) = (0, 0). To begin with, simple alulations
give the following Proposition, illustrated in Figure 3.1.
Proposition 3.4.2. For all t ≥ 0, S2t ≥ 0 and S2t ≥ uS1t with u = tan
(
π√
2
)
< 0.
Proof. For all t ≥ 0, 2Xt − 1 ∈ [−1, 1], therefore arccos(2Xt−1)√2 ∈ [0, π/
√
2] and
sin
(
arccos(2Xt−1)√
2
)
> 0. Then S2t ≥ 0 for all t ≥ 0. Now if arccos(2Xt−1)√2 ∈ [0, π/2],
then S1t ≥ 0 and S2t ≥ 0, so S2t ≥ uS1t . Finally, if arccos(2Xt−1)√2 ∈]π/2, π/
√
2], then
S1t < 0, S
2
t ≥ 0, and S
2
t
S1t
= tan
(
arccos(2Xt−1)√
2
)
∈]−∞, u]. Then S2t ≥ uS1t .
Remark 3.4.3. Let us dene for all (s1, s2) ∈ R2, the sets A = {s2 = 0, s1 > 0},
a = {s2 = us1, s2 > 0} and 0 = {s1 = s2 = 0}. The sets {St ∈ A}, {St ∈ a}, and
{St ∈ 0} are respetively equal to the sets {Xt = 1} (xation of allele A), {Xt = 0}
(xation of allele a) and {Nt = 0} (extintion of the population).
We denote by D = R ×R+ ∩ {(S1, S2) : S2 ≥ uS1} the set of values taken by
St for t ≥ 0, ∂D = A ∪ a ∪ 0 its boundary in R2, and TD the hitting time of D for
any D ⊂ D. 0, A ∪ 0 and a ∪ 0 are therefore absorbing sets and from Proposition
3.4.1, starting from any point s ∈ D, S reahes any of these sets almost surely in
nite time.
Finally,
Proposition 3.4.4. The transformation
ψ :R∗+×[0, 1]→ D \ 0
(n, x) 7→(s1, s2) =
(√
2n
γ
cos
(
arccos(2x− 1)√
2
)
,
√
2n
γ
sin
(
arccos(2x− 1)√
2
))
introdued in Equation (3.23) is a bijetion.
3.4. New hange of variable and quasi-stationarity 133
S1
S2
a0 A0
M
a
= {s
2 =
us
1 }
A = {s2 = 0}0 = {s1 = s2 = 0}
b
×
arccos(2X−1)√
2
(s1, s2) = ψ(n, x)
√
γN
2
Figure 3.1: Set D of the values taken by St, for t ≥ 0.
Proof. For any (s1, s2) ∈ D \ 0, we easily get the following inverse transformation:
x =


1+cos
(√
2 arctan
(
s2
s1
))
2 if s1 ≥ 0,
1+cos
(√
2 arctan
(
s2
s1
+π
))
2 if s1 ≤ 0,
and n =
((s1)2+(s2)2)γ
2 ,
for whih we obviously have n ∈ R∗+ and x ∈ [0, 1].
Now from It's formula, S satises the following diusion equation:
dS1t = dW
1
t − q1(St)dt
dS2t = dW
2
t − q2(St)dt,
(3.24)
where, in the neutral ase (Equation (3.5)), q(s) = (q1(s), q2(s)) is dened for all
s = (s1, s2) ∈ D suh that s1 ≥ 0 by
q(s) =


− s2
(s1)2+(s2)2
1√
2 tan
(√
2 arctan
(
s2
s1
))
−s1
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]
s1
(s1)2+(s2)2
1√
2 tan
(√
2 arctan
(
s2
s1
))
−s2
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]


(3.25)
and when s1 ≤ 0 by
134 3. Slow-fast stohasti diusion dynamis and quasi-stationarity
q(s) =


− s2(s1)2+(s2)2 1√2 tan(√2(arctan( s2
s1
)
+π
))
−s1
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]
s1
(s1)2+(s2)2
1√
2 tan
(√
2
(
arctan
(
s2
s1
)
+π
))
−s2
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]


.
The formula for q in the general ase and if s1 ≥ 0 is given in Appendix A.2.
We now give onditions on the demographi parameters so that S satises dSt =
dWt−∇Q(St)dt, i.e. q = (q1, q2) = ∇Q for a real-valued funtion Q of two variables.
This requires at least that
∂q2
∂s1
(s) = ∂q1∂s2 (s) for all s ∈ D. We state the following
Proposition 3.4.5. (i) ∂q2(s)∂s1 =
∂q2(s)
∂s2
for all s = (s1, s2) ∈ D if and only α is
symmetri, i.e. α12 = α21, α31 = α13, α23 = α32.
(ii) In this ase we have
dSt = dWt −∇Q(St)dt, (3.26)
with, in the neutral ase and for all s = (s1, s2) ∈ D,
Q(s) =


ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2 arctan
(
s2
s1
)))
− (β − δ − αγ4 ((s1)2 + (s2)2)) (s1)
2+(s2)2
4 if s1 ≥ 0
ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2
(
arctan
(
s2
s1
)
+ π
)))
− (β − δ − αγ4 ((s1)2 + (s2)2)) (s1)
2+(s2)2)
4 if s1 ≤ 0.
(3.27)
This funtion Q in the non-neutral ase is given in Appendix A.1.
Proof. For (i), we an deompose the funtions q1 and q2 as:
q1(s) =
γ
2n
s1 +
γ√
2n
s2
2x− 1
4
√
x(1− x)
− s1
2
[x2U + 2x(1 − x)V + (1− x)2W ]
− s2√
2
√
x(1− x)[x(U − V ) + (1− x)(V −W )]
(3.28)
and
q2(s) =
γ
2n
s2 − γ√
2n
s1
2x− 1
4
√
x(1− x)
− s2
2
[x2U + 2x(1 − x)V + (1− x)2W ]
+
s1√
2
√
x(1− x)[x(U − V ) + (1− x)(V −W )]
(3.29)
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where
x =


1+cos
(√
2 arctan
(
s2
s1
))
2 if s1 ≥ 0,
1+cos(
√
2 arctan( s2s1+π))
2 if s1 ≤ 0,
n =
((s1)2+(s2)2)γ
2 ,
U = β1 − δ1 − n
(
α11x
2 + α212x(1− x) + α31(1− x)2
)
V = β2 − δ2 − n
(
α12x
2 + α222x(1− x) + α32(1− x)2
)
, and
W = β3 − δ3 − n
(
α13x
2 + α232x(1 − x) + α33(1− x)2
)
.
(3.30)
From Equation (3.30), we easily obtain that:
∂n(s1, s2)
∂s1
=
s1
s2
∂n(s1, s2)
∂s2
and
∂x(s1, s2)
∂s1
= −s2
s1
∂x(s1, s2)
∂s2
.
Finally, after some alulations and using that
∂n
∂s1
= γs1 and
∂x
∂s1
×
(
(s1)
2 + (s2)
2
s2
)
=
√
2x(1 − x),
we obtain that
∂q1(s)
∂s2
= ∂q2(s)∂s1 if and only if for all x ∈ [0, 1],
x2[α21− α31− α12+ α13 + α32 − α23] + x[α31− α13+ 2α23− 2α32] + [α32− α23] = 0
whih happens if and only if α is symmetri. For (ii), the result omes from straight-
forward alulations that are given in the general ase in Appendix A.1.
Assuming now that α is symmetri, we an establish some suient onditions on
the parameters αij so that the funtion g introdued in Proposition 3.3.1 is positive,
i.e. Hypothesis (H1) is satised.
Proposition 3.4.6. Let us now assume that αij = αji for all i, j ∈ {1, 2, 3}. If
αii > 0 for all i ∈ {1, 2, 3} and one of the following onditions is satised:
(i) αij > 0 for all i, j.
(ii) There exists i ∈ {1, 2, 3} suh that αik > 0 for all k, and α2jl < αjjαll if i, j and
l are all distint.
(iii) There exists i ∈ {1, 2, 3} suh that αiiαjl > αijαil, α2ij < αiiαjj, and α2il <
αiiαll where i, j and l are all distint.
(iv) There exists i ∈ {1, 2, 3} suh that α2ij < αiiαjj, α2il < αiiαll, and (αiiαjl −
αijαil)
2 < (αiiαll − α2il)(αiiαjj − α2ij) where i, j and l are all distint.
then Hypothesis (H1) is satised.
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Proof. Sine α is symmetri, we have for all z = (z1, z2, z3) ∈ (R+)3:
g(z) = α11(z1)
2 + 2α12z1z2 + α22(z2)
2 + 2α23z2z3 + 2α13z1z3 + α33(z3)
2.
Considering g as a polynomial funtion of z1, we easily obtain that g is positive if
(1) : the disriminant ∆1(z2, z3) = (2α12z2 + 2α13z3)
2 − 4α11(α22(z2)2 + α33(z3)2 +
2α23z2z3) is negative or if (2) : (2α12z2+2α13z3) >
√
∆1(z2, z3). If α12 > 0, α13 > 0,
and α23 > 0 or α
2
23 < α22α33 (ase (i) or (ii)), then (2) is true for all z ∈ (R+)3.
If α11α22 > α
2
12, α11α33 > α
2
13, and α11α23 > α12α13 or (α11α23 − α12α13)2 <
(α11α33 − α213)(α11α22 − α212) (ase (iii) or (iv)), then (1) is true for all z ∈ (R+)3,
whih gives the result, allowing in the end for permutations of indies 1, 2, and 3.
Note that these onditions mean that for Hypothesis (H1) to be true, we need
that ooperation is not too strong or is ompensated in some way by ompetition.
3.4.2 Absorption of the diusion proess S
In this setion, we establish more preise results onerning the absorption of the
proess S in the absorbing sets 0, A ∪ 0, a ∪ 0 and A ∪ a ∪ 0.
Theorem 3.4.7. (i) For all s ∈ D \ 0, PSs (TA ∧ Ta < T0) = 1.
(ii) Let M = {(s1, s2) ∈ D : s2 = tan( π2√2} (see Figure 3.1). For all s ∈ M,
PSs (Ta < T0) > 0 and P
S
s (TA < T0) > 0.
(iii) For all s ∈ D \ ∂D, PSs (TA < T0) > 0, and PSs (Ta < T0) > 0.
The following orollary gives the orresponding results using the more intuitive
variables N and X and omes diretly, using the hange of variable ψ presented in
Proposition 3.4.4.
Corollary 3.4.8. (i) For all (n, x) ∈ R∗+ × [0, 1], PN,Xn,x (TX0 ∧ TX1 < TN0 ) = 1.
(ii) For all n ∈ R, PN,X(n,1/2)(TX0 < TX1 ) > 0 and PN,X(n,1/2)(TX0 < TX1 ) > 0.
(iii) For all (n, x) ∈ R∗+×]0, 1[, PN,X(n,x)(TX0 < TX1 ) > 0, and PN,X(n,x)(TX0 > TX1 ) > 0.
Proof of Theorem 3.4.7. We rst onsider the neutral ase. To prove (i), we start
with extending Girsanov approah as presented in Cattiaux & Méléard (2010) (proof
of Proposition 2.3), on two dierent subsets of D. Let us indeed dene (see Figure
3.1)
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D1 = {(s1, s2) ∈ D, s1 ≥ 0} = (R+)2,
D2 = {(s1, s2) ∈ D, us2 − s1 ≥ 0},
A0 = {(s1, s2) ∈ D, s1 = −us2, s1 < 0}, and
a0 = {(s1, s2) ∈ D, s1 = 0, s2 > 0}.
Note that ∂D1 = A∪ a0 ∪0 and that ∂D2 = a∪A0 ∪0). Let us rst assume that S
starts in D1. We onsider the diusion proess H whih is solution of the following
stohasti dierential equation:
dH1t = dB
1
t
dH2t = dB
2
t −
1
2H1t
.
Then H1 and H2 are independent diusion proesses dened up to their respetive
hitting time of origin TH
1
0 and T
H2
0 . Let us dene for all x ∈ R∗+, Q1(x) = 0 and
Q2(x) =
ln(x)
2 . Then from Girsanov Theorem extension, for i ∈ {1, 2}, for all t > 0,
for all bounded Borel funtion f on C([0, t],R+) and for all x ∈ R∗+,
EH
i
x
(
f(w)1t<T0(w)
)
= EWx
(
f(w)1t<T0(w)e
Gi(t)
)
, (3.31)
where W is a 1−dimensional brownian motion and
Gi(t) = Qi(x)−Qi(wt)− 1
2
∫ t
0
(
(Q′i(wu))
2 −Q′′i (wu)
)
du.
Therefore the law of the ouple of stopping times (TH
1
0 , T
H2
0 ) is equivalent to the
Lebesgue measure on ]0,∞[⊗]0,∞[ and P(TH10 = TH
2
0 ) = 0. We now onsider the
diusion proesses S and H starting from s ∈ D1 and stopped when they reah
∂D1 = A∪a0∪0 and dene for all (x1, x2) ∈ (R+)2, Q˜(x1, x2) = Q2(x2)−Q(x1, x2)
(where Q is given in the neutral ase in Equation (3.27) and in the general ase in
Equation (3.38)). Then from the extended Girsanov theory again, we have for all
bounded Borel funtion f on C([0, t], (R+)
2) and for all s ∈ D1 \ 0,
ESs
(
f(w)1t<T∂D1 (w)
)
= EHs
(
f(w)1t<T∂D1 (w)
eRt
)
where Rt = Q2(s) − Q2(wt) − 12
∫ t
0
(
|∇Q2(wu)|2 −∆Q2(wu)
)
du. Now remark that
Rt∧TA∧Ta0 ) is well dened if t < T0, whih gives for all s ∈ D1:
ESs [f(w)1t<T0(w)] = E
H
s
[
f(w)1t<T0(w) exp(Rt∧TA∧Ta0 )
]
. (3.32)
Therefore, the law of (TA, Ta0) is equivalent to the Lebesgue measure on R
2
+, so for
any s ∈ D1,
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PSs (TA ∧ Ta0 < T0) = 1. (3.33)
Now, in the neutral ase, the proportion 1 −X of allele a is a bounded martingale,
from Corollary 3.3.4, whih gives that starting from any s ∈ A0 ⊂ D1,
ESs
(
1−XTA∧Ta0
)
= PSs (TA > Ta0)×
1− cos( π√
2
)
2
= ESs (1−X0) =
1 + cos( π√
2
)
2
.
Finally, the same work an be done on D2 by symmetry, whih gives that for all
s ∈ D2,
PSs (Ta ∧ TA0 < T0) = 1, (3.34)
and for all s ∈ a0 ⊂ D2,
PSs (Ta > TA0) =
1 + cos( π√
2
)
1− cos( π√
2
)
.
Then the number of bak and forths of S between A0 and a0 follows a geometrial
law with parameter
1+cos( π√
2
)
1−cos( π√
2
) and is therefore almost surely nite. What is more,
from Equations (3.33) and (3.34), eah time the diusion S reahes A0 (resp. a0),
it goes to a0 or A (resp. A0 or a) before 0 almost surely, whih gives the result for
the neutral ase. Now note from Equation (3.23) that St ∈M if and only Xt = 1/2.
Therefore (ii) is obvious in the neutral ase sine by symmetry, for all s ∈ M,
PSs (Ta < TA) = 1/2 whih gives that P
S
s (Ta < T0) = P
S
s (TA < T0) = 1/2 > 0 from
(i). Finally for (iii), using Girsanov theory as in the proof of (i), for all s ∈ D \ ∂D,
PSs (TM < T0) = P
S
s (TM < ∞) > 0. Now by Markov's Property, for all s ∈ D \ ∂D,
we get
PSs (Ta < T0) ≥ PSs (Ta < T0, TM <∞) =
PSs (TM <∞)
2
from (i).
Similarly, for all s ∈ D \ ∂D, PSs (TA < T0) > 0.
In the non-neutral ase, by Girsanov theory again, the law of the proess (S1, S2)
starting from (s1, s2) ∈ D is equivalent on C([0, t],D) to the law of a proess (S˜1, S˜2)
starting from (s1, s2) and that is neutral, whih gives all the results.
3.4.3 Quasi-stationary behavior of S
In Cattiaux & Méléard (2010), the study of quasi-stationary distributions has
been developped for diusion proesses of the form (3.26). In partiular, existene
and uniqueness is given under some onditions on the diusion oeient Q. Let us
prove that these onditions are satised in our ase.
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Proposition 3.4.9. (i) There exists a onstant C suh that for all s = (s1, s2) ∈ D,
|∇Q(s)|2 −∆Q(s) ≥ C.
(ii) inf{|∇Q(s)|2 −∆Q(s), |s| ≥ R, s ∈ D} → +∞ when R→∞.
Proof. Let us dene F (s) = |∇Q(s)|2−∆Q(s) for all s ∈ D. In the neutral ase, we
nd:
F (s) =
1
2((s1)2 + (s2)2) tan2
(√
2 arctan s2s1
)
+ ((s1)
2 + (s2)
2)
[
(β − δ − αγ2 ((s1)2 + (s2)2)2
4
+
1
((s1)2 + (s2)2)2
]
− ((s1)2 + (s2)2)αγ
2
+
1
(s1)2 + (s2)2
1 + tan2
(√
2 arctan s2s1
)
tan2
(√
2 arctan s2s1
)
≥ C learly.
We also have
F (s) ≥ ((s1)2 + (s2)2)
[
(β − δ − αγ2 ((s1)2 + (s2)2)2
4
+
1
(s1)2 + (s2)2
− αγ
2
]
whih gives (ii). The proof of the two points in the non-neutral ase is given in
Appendix A.3.
As in Cattiaux & Méléard (2010), the quasi-stationary behavior of S is rst
studied respetively to the absorbing set ∂D and then for the absorbing set 0 that
orresponds to the extintion of the population.
Theorem 3.4.10. (i) There exists a unique distribution ν on D \ ∂D suh that for
all E ⊂ D \ ∂D and all t ≥ 0,
PSν (St ∈ E|T∂D > t) = ν(E).
What is more, this distribution is a Yaglom limit for S, i.e. for all s ∈ D\∂D,
lim
t→∞P
S
s (St ∈ E|T∂D > t) = ν(E).
(ii) There exists a unique probability measure ν0 on D\0 suh that for all s ∈ D\∂D
and for all E ⊂ D \ 0,
lim
t→∞P
S
s (St ∈ E|T0 > t) = ν0(E). (3.35)
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Proof. The set of assumptions (H) of Cattiaux & Méléard (2010) (p. 816 − 818) is
satised from Propositions 3.4.1 and 3.4.9, whih gives (i) from Proposition B.12 of
Cattiaux & Méléard (2010). (ii) is obtained as in Cattiaux & Méléard (2010) by
using Theorem 3.4.7 and deomposing:
Ps(St ∈ E|T0 > t) = Ps(St ∈ E)
Ps(T∂D > t)
Ps(T∂D > t)
Ps(T0 > t)
. (3.36)
Note that the quasi-stationary behavior of the diusion proess ((Nt,Xt), t ≥ 0)
onditioned on non extintion is obtained easily sine
P
N,X
(n,x)((Nt,Xt) ∈ F |Nt > 0) = PSs (St ∈ E|T0 > t)
and
P
N,X
(n,x)((Nt,Xt) ∈ F |Nt > 0, 0 < Xt < 1) = PSs (St ∈ E|T∂D > t),
if s = ψ(n, x) and E = ψ(F ) where ψ is dened in Proposition 3.4.4. The results of
the previous theorem are expressed in the following orollary using the variables N
and X instead of S:
Corollary 3.4.11. (i) There exists a unique distribution νN,X on R∗+×]0, 1[ suh
that for all F ⊂ R∗+×]0, 1[ and all t ≥ 0,
P
(N,X)
νN,X
((Nt,Xt) ∈ F |TN0 ∧ TX0 ∧ TX1 > t) = νN,X(F ).
What is more, this distribution is a Yaglom limit for the diusion proess
(N,X), i.e. for all (n, x) ∈ R∗+×]0, 1[,
lim
t→∞P
N,X
(n,x)((Nt,Xt) ∈ F |TN0 ∧ TX0 ∧ TX1 > t) = νN,X(F ).
(ii) There exists a unique probability measure νN,X0 on R
∗
+ × [0, 1] suh that for all
(n, x) ∈ R∗+×]0, 1[ and for all F ⊂ R∗+ × [0, 1],
lim
t→∞P
N,X
n,x ((Nt,Xt) ∈ F |TN0 > t) = νN,X0 (F ).
Let us remind that we are interested in studying the possibility of a long-time o-
existene of the two alleles A and a in the population onditioned on non-extintion.
This means that we would like to approximate the quasi-stationary distribution νX
suh that
νX(.) := lim
t→∞P
N,X
(n,x)(Xt ∈ .|Nt > 0) (3.37)
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and we are interested in knowing whether νX(]0, 1[) = 0 or not. Indeed, if νX(]0, 1[) 6=
0 we an observe a long-time oexistene of the two alleles in the population ondi-
tioned on non-extintion whereas if νX(]0, 1[) = 0, no suh oexistene is possible.
Note that νX(]0, 1[) = ν0(D \ ∂D). For a haploid population with lonal reprodu-
tion, Cattiaux & Méléard (2010) proved that in a pure ompetition ase, i.e. when
every individual ompetes with every other one, no oexistene of alleles is possible.
However, in our diploid population, this result should not be true anymore. Indeed,
from Equation (3.36),
Ps(St ∈ D \ ∂D) = Ps(T∂D > t)
Ps(T0 > t)
,
therefore the possibility of oexistene of the two alleles relies on the fat that the time
spent by the population inD\∂D is not negligible ompared to the time spent inD\0.
In a diploid population, if the heterozygotes are favored ompared to homozygous
individuals (this situation is alled overdominane), they an make the oexistene
period last longer than the remaining lifetime of the population one one of the alleles
has disappeared. Similarly, as in Cattiaux & Méléard (2010), ooperation an favor
the long-time oexistene of alleles in the population onditioned on non-extintion.
These biologial and mathematial intuitions are now sustained by numerial results.
3.5 Numerial results
Numerial simulations of νX are obtained following the Fleming-Viot algorithm
introdued by Burdzy et al. (1996) and whih has been extensively studied by Ville-
monais (2011) and Villemonais (2013). This approah onsists in approximating the
onditioned distribution P
N,X
(n,x)((Nt,Xt) ∈ .|T0 > t) by the empirial distribution
of an interating partile system. More preisely, we onsider a large number k of
partiles, that all start from a given (n, x) ∈ R∗+×]0, 1[ and evolve independently
from (n, x) and from eah other aording to the law of the diusion proess (N,X)
dened by the diusion equation (3.14), until one of them hits N = 0. At that time,
the absorbed partile jumps to the position of one of the remaining k − 1 partiles,
hosen uniformly at random among them. Then the partiles evolve independently
aording to the law of the diusion proess (N,X) until one of them reahes N = 0,
and so on. Theorem 1 of Villemonais (2013) gives the onvergene when k goes to in-
nity of the empirial distribution of the k partiles at time t toward the onditioned
distribution P
N,X
(n,x)((Nt,Xt) ∈ .|T0 > t). Here we present three biologially relevant
examples. For eah ase, we set k = 2000 and plot the empirial distribution at
a large enough time T of the 2000 proportions of allele A given by the respetive
142 3. Slow-fast stohasti diusion dynamis and quasi-stationarity
positions of the 2000 partiles, starting from (n, x) = (10, 1/2). First, we onsider a
neutral ompetitive ase, in whih eah individual is in ompetition with every other
one, independently from their genotypes. Here, the quasi-stationary distribution νX
of the proportion X is a sum of two Dira funtions in 0 and 1 (Figure 3.2), i.e.
alleles A and a do not oexist in a long time limit.
Figure 3.2: Approximation of the quasi-stationary distribution νX of the proportion
X of allele A (Equation (3.37)), in a neutral ompetitive ase. In this gure, βi = 1,
δi = 0, and αij = 0.1 for all i, j, and T = 40.
Seond (Figure 3.3), we show an overdominane ase: every individual ompetes
equally with every other ones but heterozygous individuals are favored ompared to
homozygotes, as their reprodution rate is higher. In this ase, the quasi-stationary
distribution νX harges only points of ]0, 1[, i.e. alleles A and a seem to oexist with
probability 1. This behavior is spei to the Mendelian reprodution: in Cattiaux
& Méléard (2010), the authors proved that no oexistene of alleles is possible in
a haploid population with lonal reprodution, if every individual is in ompetition
with every other one.
Third (Figure 3.4), we show a ase in whih individuals only ompete with indi-
viduals with same genotype; this an happen if dierent genotypes feed dierently
and have dierent predators. In this ase, we an observe either a oexistene of the
two alleles A and a or an elimination of one of the alleles, sine the distribution νX
harges both {0} ∪ {1} and ]0, 1[.
Note that in Appendix B.2, we provide a Silab ode to plot histograms of two-
dimensional variables, and we give an approximation of the quasi-stationary distri-
bution of the 2-dimensional diusion proess (Nt,Xt)t≥0:
lim
t→+∞P
N,X
(n,x)((Nt,Xt) ∈ .|T0 > t),
in eah of the biologial ases studied previously.
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Figure 3.3: Approximation of the quasi-stationary distribution νX of the proportion
X of allele A (Equation (3.37)), in an overdominane ase. In this gure, βi = 1 for
all i 6= 2, β2 = 5, δi = 0 for all i, αij = 0.1 for all (i, j), and T = 100.
Perspetives
Dans e hapitre, nous montrons des résultats de simulations numériques pour
diérents as biologiques intéressants (voir par exemple Figure 3.3). Dans un as
auune oexistene en temps long des deux allèles n'est possible dans la population
onditionnée à ne pas être éteinte, dans le deuxième ette oexistene a lieu ave
probabilité 1, tandis que dans le troisième elle a lieu ave probabilité p ∈]0, 1[ (voir
respetivement les Figures 3.2, 3.3 et 3.4). Il serait intéressant de donner des on-
ditions sur les paramètres démographiques de la population qui permettent de dire
dans quel as la population se trouve. Ce problème revient à omparer le temps passé
par une diusion dans deux espaes donnés, en fontion des paramètres qui régissent
son équation. Pour une population haploïde, le problème n'a pas non plus été ré-
solu. Dans e dernier as la question est plus simple ar il y a moins de paramètres
démographiques. On pourrait don ommener par résoudre ette question pour une
population haploïde.
A Calulations in the general ase
A.1 Form of the funtion Q
If α is symmetri, we use Equations (3.28), (3.29) and (3.30) and searh a fun-
tion Q suh that ∂Q(s)∂s1 = q1(S) and
∂Q(s)
∂s2
= q2(S). After alulating the partial
144 3. Slow-fast stohasti diusion dynamis and quasi-stationarity
Figure 3.4: Approximation of the quasi-stationary distribution νX of the proportion
X of allele A (Equation (3.37)), in a ase where individuals with dierent genotypes
do not ompete or ooperate with eah other. In this gure, βi = 1, δi = 0, αii = 0.1
for all i, αij = 0 for all i 6= j, and T = 2500.
derivatives of funtions of the form:
(s1, s2) 7→


((s1)
2 + (s2)
2)k cosl
(√
2 arctan
(
s2
s1
))
if s1 ≥ 0
((s1)
2 + (s2)
2)k cosl
(√
2 arctan
(
s2
s1
+ π
))
if s1 ≤ 0
for k ∈ {1, 2} and l ∈ {1, 2, 3, 4}, we nd that
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Q(s) =


ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2 arctan
(
s2
s1
)))
− (s1)2+(s2)24
[
β1−δ1+2(β2−δ2)+β3−δ3
4
− (s1)2+(s2)24 γ α11+4α12+2α13+4α23+4α22+α3316
]
−((s1)2 + (s2)2)
[
h(s)β1−δ1−(β3−δ3)8 + h(s)
2 β1−δ1−2(β2−δ2)+β3−δ3
16
]
+ ((s1)
2+(s2)2)2
16 γh(s)
[
α11+2α12−2α23−α33
4 + h(s)
3α11−2α13−4α22+3α33
8
+h(s)2 α11−2α12+2α23−α334 + h(s)
3 α11−4α12+2α13−4α23+4α22+α33
16
]
if s1 ≥ 0
ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2
(
arctan
(
s2
s1
)
+ π
)))
− (s1)2+(s2)24
[
β1−δ1+2(β2−δ2)+β3−δ3
4
− (s1)2+(s2)24 γ α11+4α12+2α13+4α23+4α22+α3316
]
−((s1)2 + (s2)2)
[
h(s)β1−δ1−(β3−δ3)8 + h(s)
2 β1−δ1−2(β2−δ2)+β3−δ3
16
]
+ ((s1)
2+(s2)2)2
16 γh(s)
[
α11+2α12−2α23−α33
4 + h(s)
3α11−2α13−4α22+3α33
8
+h(s)2 α11−2α12+2α23−α334 + h(s)
3 α11−4α12+2α13−4α23+4α22+α33
16
]
if s1 ≤ 0
(3.38)
where
h(s) =


cos
(√
2 arctan
(
s2
s1
))
when s1 ≥ 0
cos
(√
2
(
arctan
(
s2
s1
)
+ π
))
when s1 ≤ 0.
A.2 Form of the funtion q
Therefore if s1 ≥ 0:
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q1(s) =
s1
(s1)2 + (s2)2
− s2
(s1)2 + (s2)2
1
√
2 tan
(√
2 arctan
(
s2
s1
))
− s1
[
β1 − δ1 + 2(β2 − δ2) + β3 − δ3
8
−(s1)
2 + (s2)
2
4
γ
α11 + 4α12 + 2α13 + 4α23 + 4α22 + α33
16
]
− 2s1
[
h(s)
β1 − δ1 − (β3 − δ3)
8
+ h(s)2
β1 − δ1 − 2(β2 − δ2) + β3 − δ3
16
]
+ s1
((s1)
2 + (s2)
2)
4
γh(s)
[
α11 + 2α12 − 2α23 − α33
4
+ h(s)
3α11 − 2α13 − 4α22 + 3α33
8
+ h(s)2
α11 − 2α12 + 2α23 − α33
4
+ h(s)3
α11−4α12 +2α13 −4α23 +4α22α33
16
]
−
√
2s2 sin
(√
2 arctan
(
s2
s1
))[
β1 − δ1 − (β3 − δ3)
8
+h(s)
β1 − δ1 − 2(β2 − δ2) + β3 − δ3
8
]
+
(s1)
2 + (s2)
2
16
γ
√
2s2 sin
(√
2 arctan
(
s2
s1
))[
α11 + 2α12 − 2α23 − α33
4
+ h(s)
3α11 − 2α13 − 4α22 + 3α33
4
+ h(s)2
3(α11− 2α12 + α23− α33)
4
+h(s)3
α11 − 4α12 + 2α13 − 4α23 + 4α22 + α33
4
]
.
(3.39)
We have similar formulas for q2 and when s1 ≤ 0.
A.3 Proof of Proposition 3.4.9
Now F (s) = |∇Q(s)|2 −∆Q(s) = (q1(s))2 + (q2(s))2 − ∂q1∂s1 (s) −
∂q2
∂s2
(s). Besides,
note that under (H1),
α11+4α12+2α13+4α23+4α22+α33
16 > 0. Therefore using Equations
(3.28) and (3.29) we easily obtain that there exists a positive onstant C1 suh
that (q1(s))
2 + (q2(s))
2 ≥ C1((s1)2 + (s2)2)3. Finally, from Equation (3.39), we
obtain after some alulations that there exists a positive onstant C2 suh that
∂q1
∂s1
(s)+ ∂q2∂s2 (s) ≤ C2((s1)2 +(s2)2)2. Therefore Proposition 3.4.9 is true if s1 ≥ 0. If
s1 ≤ 0, the result is true as well by symmetry.
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B Numerial simulations: onvergene of a sequene of
stohasti proesses and histogram of a 2 dimensional
random variable
B.1 Convergene of a sequene of stohasti proesses
The following Silab ode helped us to antiipate the onvergene results we
obtained in Chapter 3. The ode inludes both for the onvergene toward the
deterministi funtion presented in Setion 3.2 and the onvergene toward the slow-
fast dynamis presented in Setion 3.3.
lear;
staksize(100000000);
funtion C=fontionY(n)//n is the sale parameter
//X(i,:)=[nb AA at time i, nb Aa at time i, nb aa at time i℄
X(1,:)=[20 20 10℄;//Initial state
//Hardy-Weinberg deviation
Y(1)=(4*X(1,1)*X(1,3)-X(1,2)*X(1,2))/(4*(X(1,1)+X(1,2)+X(1,3)));
//T(i,1)= time of the i-th event.
T(1)=0;//Initial time
t=T(1);
//For the onvergene toward a deterministi funtion:
b=10;//Individual reprodution rate
d=20;//Individual natural death rate
=0.1/(n);//Competition death rate
i=2;//Event index
//For the onvergene toward a diffusion proess
//(this paragraph has to be unommented if neessary):
//b=n+10;//Individual reprodution rate
//d=n+20;//Individual natural death rate
//=0.1/(n);//Competition death rate
//i=2;//Event index
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while (t<0.07)
if (X(i-1,1)+X(i-1,2)+X(i-1,3)<=1/n) then
X(i,:)=X(i-1,:);
T(i)=T(i-1)+1;
t=T(i);
Y(i)=(4*X(i,1)*X(i,3)-X(i,2)*X(i,2))
/(4*(X(i,1)+X(i,2)+X(i,3)));
i=i+1;
else
//total event rate.
B=(X(i-1,1)+X(i-1,2)+X(i-1,3))*n
*(b+d+n**(X(i-1,1)+X(i-1,2)+X(i-1,3)));
y=grand(1,1,'exp',1/B);
U=grand(1,1,'def');
if (U<(n*b*X(i-1,1)-b*n*(4*X(i-1,1)*X(i-1,3)-
X(i-1,2)*X(i-1,2))/(4*(X(i-1,1)+X(i-1,2)+X(i-1,3))))/B)
then X(i,:)=X(i-1,:)+[1/n 0 0℄; T(i)=T(i-1)+y;t=T(i);
elseif (U<(n*b*(X(i-1,1)+X(i-1,2))+b*n*(4*X(i-1,1)*X(i-1,3)-
X(i-1,2)*X(i-1,2))/(4*(X(i-1,1)+X(i-1,2)+X(i-1,3))))/B)
then X(i,:)=X(i-1,:)+[0 1/n 0℄; T(i)=T(i-1)+y;t=T(i);
elseif (U<(X(i-1,1)+X(i-1,2)+X(i-1,3))*n*b/B) then
X(i,:)=X(i-1,:)+[0 0 1/n℄; T(i)=T(i-1)+y;t=T(i);
elseif (U<((X(i-1,1)+X(i-1,2)+X(i-1,3))*n*b
+(d+n**(X(i-1,1)+X(i-1,2)+X(i-1,3)))*n*X(i-1,1))/B) then
X(i,:)=X(i-1,:)-[1/n 0 0℄; T(i)=T(i-1)+y;t=T(i);
elseif (U<((X(i-1,1)+X(i-1,2)+X(i-1,3))*n*b
+(d+n**(X(i-1,1)+X(i-1,2)+X(i-1,3)))*n*(X(i-1,1)+X(i-1,2)))/B)
then
X(i,:)=X(i-1,:)-[0 1/n 0℄; T(i)=T(i-1)+y;t=T(i);
else
X(i,:)=X(i-1,:)-[0 0 1/n℄; T(i)=T(i-1)+y; t=T(i);
end
Y(i)=(4*X(i,1)*X(i,3)-X(i,2)*X(i,2))/(4*(X(i,1)+X(i,2)+X(i,3)));
i=i+1;
end
end
C=[T Y℄;
endfuntion
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//To lear graphi windows:
lf(0);
//For the onvergene toward a deterministi funtion:
x=linspae(0,0.07,1000);
Y1=fontionY(1);
Y2=fontionY(10);
Y3=fontionY(100);
Y4=fontionY(1000);
//For the onvergene toward a diffusion proess
//(the paragraph has to be unommented if neessary):
//Y1=fontionY(1);
//Y2=fontionY(10);
//Y4=fontionY(100);
//Hardy-Weinberg deviation
a = ga();
a.font_size = 5;
a.x_label.text = "Time t" ;
a.x_label.font_size = 6;
a.y_label.text = "Hardy-Weinberg deviation Y^K_t";
a.Y_label.font_size = 6;
//For the onvergene toward a deterministi funtion:
plot2d2([Y1(:,1)℄,[Y1(:,2)℄, [2℄);
plot2d2([Y2(:,1)℄,[Y2(:,2)℄, [3℄);
plot2d2([Y3(:,1)℄,[Y3(:,2)℄, [4℄);
plot2d2(x,4*exp(-20*x).*(1-5*exp(-10*x)./(-15+5*exp(-10*x)))/3,[1℄);
plot2d2([Y4(:,1)℄,[Y4(:,2)℄, [5℄);
legends(['K=1';'K=10';'K=100'; 'K=1000'; 'Y_t'℄
,[2,3,4,5,1℄,opt="ur", font_size=5)
//For the onvergene toward 0
//(the paragraph has to be unommented if neessary):
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//plot2d2([Y1(:,1)℄,[Y1(:,2)℄, [2℄);
//plot2d2([Y2(:,1)℄,[Y2(:,2)℄, [3℄);
//plot2d2([Y3(:,1)℄,[Y3(:,2)℄, [4℄);
//plot2d2([Y4(:,1)℄,[Y4(:,2)℄, [5℄);
//legends(['K=1';'K=10';'K=100'℄,[2,3,4℄,opt="ur",font_size=5)
show_window;
Using this ode, we an observe the onvergene of the sequene of stohasti
proesses Y K toward a deterministi funtion Y (Figure 3.5) when the birth and
natural death parameters are of order 1 (Proposition 3.2.2) and the onvergene of
Y Kt toward 0 for all t (Figure 3.6) when these parameters are of order K (Proposition
3.3.2).
Figure 3.5: Convergene of the sequene of proesses Y K toward the deterministi
funtion
Y0
1−αN0
β−δ
e−δt
(
1− αN0e(β−δ)t
(β−δ)+αN0(e(β−δ)t−1)
)
. Eah urve orresponds to a dierent
value of K. In this gure, N0 = 50, Y0 = 2, β = 10, δ = 20, and α = 0.1.
B.2 Histogram of a 2 dimensional random variable
The following Maple ode plots the 3-dimensional histogram of a R2-valued ran-
dom variable (N,X).
M1 must be a real-valued matrix with size n × 2 where n is the (large) number
of realisations of a 2-dimensional random variable, and eah line of the matrix M is
a realisation of this random variable. The quantities n1, n2 and cn (resp. x1, x2
and cx) respetively give the lower bound of the interval
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Figure 3.6: Convergene of the sequene of random variables Y Kt toward 0 when the
saling parameter K goes to innity, for t > 0. Eah urve orresponds to a dierent
value of K.
restart: with(LinearAlgebra): with(linalg): with(plots):
histo2d := pro (M1, n11, n12, 1, n21, n22, 2)
loal dim, M2, K, L, i, j, k, l;
dim := rowdim(M1);
M2 := Matrix(1, 2);
K := Matrix(1, 2);
L := Matrix(1, 2);
for i from 1 to dim do
M[trun((X[i,1℄-n1)*1/(n2-n1))+1, trun((X[i,2℄-x1)*2/(x2-x1))+1℄
:=M[trun((X[i,1℄-n1)*1/(n2-n1))+1,trun((X[i,2℄-x1)*2/(x2-x1))+1℄+1
end do;
matrixplot(M*1*2/dim, heights = histogram, axes = boxed)
end pro;
This program an plot the histogram of the Fleming-Viot interating partile
system presented in Setion 3.5 and we therefore obtain an approximation of the
quasi-stationary distribution of the 2-dimensional diusion proess (Nt,Xt)t≥0:
lim
t→+∞P
N,X
(n,x)((Nt,Xt) ∈ .|T0 > t).
In the following gures, this distribution is given for eah of the biologially
ases that we onsidered in Setion 3.5: a neutral ompetitive ase (Figure 3.7),
an overdominane ase (Figure 3.8), and a ase where individuals with dierent
genotypes do not ompete or ooperate with eah other (Figure 3.9).
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Figure 3.7: Approximation of the quasi-stationary distribution of the diusion pro-
ess (N,X) onditionned on non-extintion, in a neutral ompetitive ase. In this
gure, βi = 1, δi = 0, and αij = 0.1 for all i, j, and T = 20.
Figure 3.8: Approximation of the quasi-stationary distribution of the diusion pro-
ess (N,X) onditionned on non-extintion, in an overdominane ase. In this gure,
βi = 1 if i 6= 2, β2 = 5 δi = 0, and αij = 0.1 for all i, j, and T = 1000.
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Figure 3.9: Approximation of the quasi-stationary distribution of the diusion pro-
ess (N,X) onditionned on non-extintion, in a ase where individuals with dierent
genotypes do not ompete or ooperate with eah other. In this gure, βi = 1, δi = 0,
αii = 0.1 for all i, αij = 0 for all i 6= j, and T = 1000.
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4
Dynamique stohastique
lente-rapide et onvergene vers un
superproessus d'une population
diploïde et multi-allélique
Ce hapitre est un travail ommené plus réemment et eetué en ollaboration
ave Sylvie Méléard.
RÉSUMÉ : On s'intéresse à la dynamique d'une population diploïde à repro-
dution sexuée, aratérisée par sa omposition génétique à un lous qui présente
un nombre quelonque L d'allèles. La population est modélisée par un proessus de
naissane et mort non-linéaire à
L(L+1)
2 types. Ce proessus stohastique est indié
par un paramètre d'éhelle K qui tend vers l'inni, suivant une hypothèse de grande
taille de population. Lorsque les taux de naissane et mort intrinsèque des individus
sont de l'ordre de K, la suite de proessus stohastiques indiée par K onverge vers
une dynamique lente-rapide lorsque K tend vers l'inni. Tout d'abord, nous prou-
vons la onvergene vers 0 de la variable rapide donnant la déviation par rapport à
l'équilibre de Hardy-Weinberg de la population. Ensuite, nous prouvons la onver-
gene des variables lentes donnant la taille de population et les proportions de haque
allèle vers une diusion de dimension L, qui est la généralisation d'une diusion de
type Wright-Fisher à L types ave séletion diploïde et une taille de population qui
évolue aléatoirement au ours du temps. Enn, nous modélisons la population par un
proessus à valeurs mesures dont nous prouvons la onvergene lorsque les eets des
allèles sont additifs et lorsque le nombre d'allèles tend vers l'inni, vers un superpro-
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essus de type Fleming-Viot ave séletion diploïde additive et taille de population
variable.
Mots-lés : Populations diploïdes ; Nombre ni quelonque d'allèles ; Dynamique
stohastique lente-rapide ; Diusion de type Wright-Fisher diploïde ave taille de po-
pulation variable ; Proessus à valeurs mesures ; Continuum d'allèles ; Superproessus
de type Fleming-Viot diploïde ave taille de population variable.
4.1 Motivation
Dans le adre de l'étude de l'évolution darwinienne d'une population diploïde,
il est important d'autoriser l'apparition de nouvelles mutations. Si es mutations
ne sont pas rares (ontrairement à e qui a été étudié dans le Chapitre 1), alors
une mutation n'a pas néessairement le temps de se xer avant l'apparition de la
prohaine mutation. Un lous pourra don présenter plus de deux allèles simulta-
nément dans la population. C'est pourquoi nous étudions maintenant la dynamique
d'une population dans laquelle les individus sont aratérisés par leur génome à un
lous qui présente un nombre quelonque, voire une innité d'allèles. Dans un pre-
mier temps nous généralisons don les résultats de onvergene vers une dynamique
lente-rapide, obtenus dans le hapitre préédent, à un modèle présentant un nombre
ni quelonque d'allèles. Dans un deuxième temps, nous herhons à étudier la dyna-
mique de la omposition génétique de la population sur un ontinuum d'allèles. Nous
modélisons don la population par un proessus à valeurs mesures et nous prouvons
sa onvergene, lorsque le nombre d'allèles tend vers l'inni, vers un superproessus
de type Fleming-Viot ave taille de population variable.
4.2 Modèle et quantités importantes
Modèle
On onsidère une population d'individus diploïdes et hermaphrodites, aratérisés
par leur génotype à un lous donné. Il existe L versions (ou allèles) du gène plaé
à e lous et l'on note 1, 2,.., L, es allèles. Les individus peuvent don avoir pour
génotype ij pour tous i, et j dans [[1, L]], et l'on étudie l'évolution génétique de la
population, 'est-à-dire la dynamique des nombres respetifs d'individus de haque
génotype. Il est important de noter ii que les génotypes ij et ji pour j 6= i ne sont
pas distingués. Comme dans le hapitre préédent, on fait une hypothèse de grande
taille de population (voir aussi Champagnat et al. (2006) ou Fournier & Méléard
(2004) par exemple). On introduit don un paramètre d'éhelle K ∈ N∗ qui est de
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l'ordre de la taille initiale de la population et qui tendra vers l'inni. La population
est alors représentée à tout temps t par une matrie symétrique de taille L dont les
oeients sont dans Z+/2K :
XK(t) = (xKij (t))1≤i,j≤L,
où pour tout i ∈ [[1, L]], xKii (t) ∈ Z+/K est le nombre divisé par K d'individus de
génotype ii au temps t et pour tout i 6= j ∈ [[1, L]],
xKij (t) + x
K
ji (t) = 2x
K
ij (t) = x
K
{ij}(t) ∈ Z+/K
est le nombre divisé par K d'individus ayant pour génotype ij au temps t. Pour tout
temps t, et tout K, XK(t) appartient à l'espae SL(R+) des matries symétriques
dont les oeients sont à valeurs dans R+. Pour toute matrie symétrique ν =
(νij)1≤i,j≤L ∈ SL(R+), on notera ν{ii} = νii et ν{ij} = 2νij pour tous i 6= j.
On suppose que la population suit un proessus de naissane et mort non-linéaire
dont les taux de saut seront donnés plus tard.
Changement de variables
Les quantités suivantes joueront un rle ruial dans e modèle :
 NK(t) =
∑
i,j∈[[1,L]]
xKij (t) est la taille de population renormalisée au temps t,
 xKi (t) = 2x
K
ii (t) + 2
∑
i 6=j
xKij (t) = 2
∑L
j=1 x
K
ij (t) = 2x
K
ii (t) +
∑
j 6=i x
K
{ij}(t) est le
nombre renormalisé d'ourrenes de l'allèle i au temps t,
 pKi (t) =
xKi (t)
2NK(t)
est la proportion d'allèles i au temps t,
 pKij (t) =
xK{ij}(t)
NK(t)
est la proportion de génotypes ij au temps t,
 ǫKij (t) = N
K(t)pKi (t)p
K
j (t) − xKij (t) est la distane à l'équilibre de Hardy-
Weinberg de la population, pour les allèles i et j.
Remarquons que si ǫKij (t) = 0 pour tous i, j ∈ [[1, L]] alors pKij (t) = 2pKi (t)pKj (t)
pour tous i 6= j, et
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pKii (t) =
xKii (t)
NK(t)
=
xKi (t)
2NK(t)
−
∑
j 6=i
xKij (t)
NK(t)
= pKi (t)−
∑
j 6=i
pKij (t)
2
= pKi (t)−
∑
j 6=i
pKi (t)p
K
j (t)
= (pKi (t))
2.
Alors la proportion d'individus portant un génotype donné est égale à la probabilité
de tirer deux allèles qui forment e génotype, en eetuant deux tirages uniformes,
ave remise et indépendants, parmi tous les allèles présents dans la population. On
dit alors que la population satisfait un équilibre de Hardy-Weinberg, par abus de
langage (Crow & Kimura (1970), p. 34). L'ensemble des valeurs (ǫKij (t))1≤i<j≤L est
appelé la déviation au temps t de la population par rapport à l'équilibre de Hardy-
Weinberg. On note 0 la matrie arrée de taille L dont les oeients sont tous égaux
à 0. Pour tout x = (xij)i,j∈[[1,L]] ∈ SL(R+) \ 0, on pose pour tout i 6= j,
ψij(x) = ǫij =
(xii +
∑
k 6=i xik)(xjj +
∑
l 6=j xjl)∑
i,j xij
− xij.
On démontre aisément le résultat suivant :
Lemme 4.2.1. Pour tout x = (xij)i,j∈[[1,L]] ∈ SN (R+) \ 0, dénissons
φ1(x) =
∑
i,j
xij ,
φi(x) =
2xii + 2
∑
j 6=i xij∑
i,j xij
pour tout i ∈ [[2, L]],
(φL+1(x), ..., φL(L+1)/2(x)) = ((ψ1j(x))1<j≤L, (ψ1j(x))2<j≤L, ..., ψ(L−1)L(x))
Alors la fontion
φ : SN (R+) \ 0→ φ(SN (R+) \ 0)
x 7→ φ(x) =
(
φ1(x), ..., φL(L+1)
2
(x)
)
est une bijetion.
Notons que
φ(XK(t)) =(NK(t), pK2 (t), p
K
3 (t), ..., p
K
L (t), (ǫ
K
1j(t))1<j≤L, (ǫ
K
2j(t))2<j≤L, ...ǫ
K
(L−1)L(t))
où NK(t), pKi (t) et ǫ
K
ij (t) pour i 6= j ∈ [[2, L]], ont été dénis préédemment.
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Preuve. On obtient que
(n, p2, p3, ..., pL, (ǫ1j)1≤i<j≤L, (ǫ2j)2≤i<j≤L, ..., ǫ(L−1)L) = φ(x)
si et seulement si, en posant p1 = 1− p2 − p3 − ...− pL,
xij = npipj − ǫij pour tout i 6= j, et
xii = n(pi)
2 +
∑
j 6=i
ǫij,
e qui donne le résultat.
Taux de naissane et mort
Pour tous i, j ∈ [[1, L]], on note maintenant eij la matrie arrée de taille L telle
que pour tous k, l ∈ [[1, L]], eij(k, l) =
δ
(k,l)
(i,j)
+δ
(k,l)
(j,i)
2 où δ est le symbole de Kroneker.
Comme dans Coron (2013b), Coron (2013a), ou enore Collet et al. (2013b), les
individus se reproduisent de façon mendélienne et panmitique. Plus préisément,
pour tous i < j ∈ [[1, L]], tant que ∑1≤i,j≤L xij = n 6= 0, le taux λKij (x) (resp.
λKii (x)) auquel le proessus stohastique X
K
saute de x = (xij)i,j∈[[1,L]] ∈ SL(R+) à
x+ eij/K (resp. x+ eii/K) est donné par :
λKij (x) = Kb
K
ij 2φ1(x)pipj = Kb
K
ij 2
(∑L
k=1 xik
)(∑L
l=1 xjl
)
φ1(x)
λKii (x) = Kb
K
ii φ1(x)(pi)
2 = KbKii
(∑L
k=1 xik
)2
φ1(x)
,
(4.1)
ave bKij ∈ R+ pour tous i ≤ j ∈ [[1, L]]. Les taux de naissane λKij (x) valent évidem-
ment tous 0 si la population est éteinte (i.e. si n =
∑
1≤i,j≤L xij = 0).
Les individus peuvent mourir naturellement ou du fait de la ompétition ave les
autres individus. Plus préisément, pour tous i ≤ j ∈ [[1, L]], le taux µKij (x) auquel
le proessus stohastique XK saute de x = (xij)i,j∈[[1,L]] ∈ SL(R+) à x − eij/K, est
donné par
µKij (x) = K

dKij +K ∑
1≤k,l≤L
cKkl,ijxkl

x{ij}, (4.2)
où dKij ∈ R+ est le taux de mort intrinsèque d'un individu de génotype ij, et cKkl,ij ∈
R∗+ est le taux auquel un individu donné de génotype kl fait mourir par ompétition
un individu donné de génotype ij. On suppose bien sûr que cKkl,ij = c
K
lk,ij = c
K
lk,ji
pour tous i, j, k, et l, puisque les génotypes ij et ji sont indistinguables.
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Notons que pour tout K ∈ N∗, le proessus de saut pur XK est bien déni pour
tout t ∈ R+. En eet, le proessus (NK(t), t ≥ 0) est stohastiquement dominé par
un proessus de naissane et mort logistique N
K
ayant pour paramètres de naissane,
mort intrinsèque et mort par ompétition, sup
i,j
bKij < +∞, inf
i,j
dKij et inf
i,j,k,l
cKkl,ij > 0, et
d'après le Théorème 10 de Méléard & Villemonais (2012), N
K
n'explose pas, presque
sûrement.
Le proessus stohastique (XK(t), t ≥ 0) est don un proessus de saut pur à
valeurs dans SL(R+) (que l'on munit de la distane r telle que r(x,y) = max
i,j
|xij −
yij|, par exemple), absorbé en 0, et déni pour tout t ≥ 0 par
XKt =X
K
0 +
∑
1≤i≤j≤L
[∫ t
0
eij
K
1{θ≤λKij (XKs− )}
ηij1 (ds, dθ)−
∫ t
0
eij
K
1{θ≤µKij (XKs− )}
ηij2 (ds, dθ)
]
où les mesures ηijk pour i ≤ j ∈ [[1, L]] et k ∈ {1, 2} sont des mesures pontuelles de
Poisson indépendantes sur (R+)
2
, d'intensité dsdθ. Pour tout K, la loi de XK est
don une mesure de probabilité sur l'espae des trajetoires D(R+,SL(R+)) qui est
l'espae des fontions limitées à gauhe et ontinues à droite, de R+ dans SL(R+),
que l'on munit de la topologie de Skorokhod. Enn, le générateur étendu LK de
(XK(t), t ≥ 0) vérie, pour toute fontion mesurable f de SL(R+) dans R, et pour
tout x ∈ SL(R+) :
LKf(x) =
∑
1≤i≤j≤L
[
λKij (x)
(
f
(
x+
eij
K
)
− f(x)
)
+ µKij (x)
(
f
(
x− eij
K
)
− f(x)
)]
,
(4.3)
où les taux λKij (x) et µ
K
ij (x) ont été dénis dans les équations (4.1) et (4.2) pour tous
i ≤ j.
4.3 Dynamique lente-rapide
Nous étudions maintenant la onvergene de la suite de proessus stohastiques
(XK(t), t ≥ 0)K∈N∗ vers une dynamique lente-rapide, omme nous l'avons fait dans
le hapitre préédent (Setion 3.3). Pour ela, les paramètres démographiques de
naissane et mort doivent être renormalisés onvenablement, selon les hypothèses
suivantes, pour γ > 0 :
bKij = γK + βij ∈]0,∞[, dKij = γK + δij ∈ [0,∞[, et cKij,kl =
αij,kl
K
∈]0,∞[.
Nous supposons par ailleurs que
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il existe une onstante C <∞ telle que sup
K
E((NK(0))3) ≤ C. (H1)
Alors, d'après le Lemme 1 de Champagnat (2006) et la preuve du Théorème 5.3
de Fournier & Méléard (2004) :
(i) Il existe une onstante C > 0 telle que
sup
K
sup
t≥0
E((NK(t))3) ≤ C. (4.4)
(ii) Pour tout T < +∞, il existe une onstante CT telle que
sup
K
E
(
sup
t≤T
(NK(t))3
)
≤ CT . (4.5)
Nous prouvons maintenant la onvergene de la suite de proessus stohastiques
(XK(t), t ≥ 0), vers une dynamique lente-rapide. La proposition suivante donne la
onvergene vers 0 de la variable rapide donnant la déviation de la population par
rapport à l'équilibre de Hardy-Weinberg :
Proposition 4.3.1. Sous l'Hypothèse (H1), pour tous temps s, t > 0 et pour tous
i 6= j ∈ [[1, L]], sup
t≤u≤t+s
E((ǫKij (u))
2)→ 0 quand K tend vers l'inni.
Preuve. La preuve de e résultat utilise les mêmes raisonnements que la preuve de
la Proposition 3.3.2 du Chapitre 3. Fixons x = (xij)1≤i,j≤L ∈ SL(R+), et posons
(n, p2, p3, ...pL, (ǫ1,j)1<j≤L, (ǫ2,j)2<j≤L, ..., ǫL−1,L) = φ(x)
où φ a été dénie dans le Lemme 4.2.1. Rappelons aussi que ψij(x) = ǫij et posons
p1 = 1 − p2 − ... − pL. On remarque que le générateur étendu LK du proessus de
saut XK appliquée à une fontion mesurable à valeurs réelles f (Equation (4.3)) se
déompose de la manière suivante en x = (xij)i,j∈[[1,L]] ∈ SL(R+) :
LKf(x) = γK2
∑
1≤k≤l≤L
x{kl}
[
f
(
x+
ekl
K
)
+ f
(
x− ekl
K
)
− 2f(x)
]
+ γK2
L∑
k=1
[−xkk + n(pk)2]
[
f
(
x+
ekk
K
)
− f(x)
]
+ γK2
∑
1≤k<l≤L
[−2xkl + 2npkpl]
[
f
(
x+
ekl
K
)
− f(x)
]
+Kn
∑
1≤i,j≤L
βijpipj
[
f
(
x+
eij
K
)
− f(x)
]
+K
∑
i≤j

δij + ∑
1≤k,l≤L
αkl,ijxkl

x{ij} [f (x− eijK
)
− f(x)
]
.
(4.6)
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Par ailleurs, notons que −2xkl + 2npkpl = 2ǫij et que −xkk + n(pk)2 = −
∑
j 6=k ǫjk.
Ensuite, si f = (ψij)
2
, alors il existe des fontions (gkl)k,l∈[[1,L]] sur SL(R+) et une
onstante C1 telle que pour tout x ∈ SL(R+),
f
(
x+
ekl
K
)
− f(x) = −2ǫij
(∑L
m=1 xim
)(∑L
m=1 xjm
)
Kn2
+ gkl(x), si {k, l} ∩ {i, j}=∅
f
(
x+
eki
K
)
− f(x) = 2ǫij
K


(∑L
m=1 xjm
)
2n
−
(∑L
m=1 xim
)(∑L
m=1 xjm
)
n2


+ gki(x) si k /∈ {i, j}
f
(
x+
eij
K
)
− f(x) = 2ǫij
K


(∑L
m=1 xjm
)
2n
+
(∑L
m=1 xim
)
2n
−1
2
−
(∑L
m=1 xim
)(∑L
m=1 xjm
)
Kn2


+ gij(x), et
f
(
x+
eii
K
)
− f(x) = 2ǫij
K


(∑L
m=1 xjm
)
n
−
(∑L
m=1 xim
)(∑L
m=1 xjm
)
n2

+ gii(x),
ave |gkl(x)| ≤ C1K2 pour tous 1 ≤ k, l ≤ L et pour tout x ∈ SL(R+). On en déduit
qu'il existe une onstante C3 > 0 telle que
LK (ψij)
2 (x) ≤ 2γKǫij
(∑L
m=1 xim
)(∑L
m=1 xjm
)
n2

 L∑
k=1
∑
l 6=k
ǫkl − 2
∑
1≤k<l≤L
ǫkl


− 2γKǫij
∑
k 6=i,k 6=j
2ǫjk
(∑L
m=1 xjm
)
n
− 2γKǫij
∑
k 6=i,k 6=j
2ǫik
(∑L
m=1 xim
)
n
+ γK(2ǫij)
2


(∑L
m=1 xjm
)
n
+
(∑L
m=1 xim
)
n
− 1
2


+ 2γKǫij
∑
k 6=j
2ǫjk
(∑L
m=1 xjm
)
n
+ 2γKǫij
∑
k 6=i
2ǫik
(∑L
m=1 xim
)
n
+ C3(φ1(x)
3 + 1)
= −2γK (ψij)2 (x) + C3(φ1(x)3 + 1).
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Alors, d'après l'Équation (4.4), il existe une onstante C > 0 telle que sous (H1),
sup
K
sup
t≥0
E
(
C3((N
K(t))3 + 1)
) ≤ C. Don d'après l'équation de Kolmogorov forward
(puisque 0 ≤ (ǫKij (t))2 ≤ (NK(t))2 pour tout t et d'après (4.4)), on a
dE
(
(ǫKij (t))
2
)
dt
≤ −2γKE ((ǫKij (t))2)+ C.
Cei nous donne don pour tout t ≥ 0, ddt
(
e2γKtE
(
(ǫKij (t))
2
))
≤ Ce2γKt. Alors par
intégration, on a
E
(
(ǫKij (t))
2
) ≤ E ((ǫKij (0))2) e−2γKt + C2γK − C2γK e−2γKt
≤ E ((NK(0))2) e−2γKt + C
2γK
− C
2γK
e−2γKt, e qui donne le résultat.
Nous étudions maintenant le omportement asymptotique lorsque K tend vers
l'inni de la suite des proessus stohastiques onstitués des variables restantes,
à savoir (NK(t), pK2 (t), p
K
3 (t), ..., p
K
L (t))t≥0. Par ommodité, nous onsidérons dans
un premier temps la suite de proessus stohastiques donnant les nombres res-
petifs d'ourrenes des diérents allèles ((xK1 (t), x
K
2 (t), ..., x
K
L (t))t≥0)K∈N∗ dont
les dynamiques sont plus simples. Notons que pour tout K, le proessus stohas-
tique (xK1 (t), x
K
2 (t), ..., x
K
L (t))t≥0 est un proessus de saut pur dont les trajetoires
sont dans l'espae D(R+, (R+)
L). Introduisons la notation suivante pour tout x =
(xij)1≤i,j≤L ∈ SL(R+) :
ψi(x) = 2
L∑
j=1
xij
(on a ψi(X
K(t)) = xKi (t)). D'après (4.4), pour toutK ∈ N∗, le proessus stohastique
ψi(X
K(t))t≥0 admet la déomposition en semi-martingale suivante : pour tout t ≥ 0,
ψi(X
K(t)) = ψi(X
K(0)) +M i,Kt +
∫ t
0
LKψi(XK(s))ds
où MK = (M1,Kt , ...,M
L,K
t )t≥0 est une martingale àd-làg de arré intégrable à
valeurs dans RL et telle que pour tous i, j ∈ [[1, L]], les variations quadratiques sont
dénies pour tout t ≥ 0 par :
〈M i,K ,M j,K〉t =
∫ t
0
(LKψiψj(XK(s))
− ψi(XK(s))LKψj(XK(s))− ψj(XK(s))LKψi(XK(s)))ds.
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Comme dans le Chapitre 3, Theorème 3.3.3, en utilisant ette déomposition on
prouve le
Théorème 4.3.2. Sous l'hypothèse (H1), si la suite (xK1 (0), x
K
2 (0), ..., x
K
L (0))K∈N∗
onverge en loi vers une variable aléatoire (x1(0), x2(0), ..., xL(0)) ∈ (R+)L quand
K tend vers l'inni, alors pour tout T > 0, la suite de proessus stohastiques
((xK1 (t), x
K
2 (t), ..., x
K
L (t)), t ∈ [0, T ]) onverge en loi dans D([0, T ], (R+)L) quand K
tend vers l'inni, vers un proessus de diusion ((x1(t), x2(t), ..., xL(t)), t ∈ [0, T ])
partant de (x1(0), x2(0), ..., xL(0)), qui est l'unique solution ontinue du problème de
martingale :
g(x1(t), x2(t), ..., xL(t)) − g(x1(0), x2(0), ..., xL(0))−
∫ t
0
Lg(x1(s), x2(s), ..., xL(s))ds
(4.7)
est une martingale pour toute fontion g ∈ C2b ((R+)L,R) où L satisfait
Lg(a1, ..., aL) =
L∑
i=1
∂g
∂ai
(a)

 L∑
j=1

βij − δij −∑
k,l
αkl,ij
akal∑
k ak

 aiaj
2
∑
k ak


+ γ
L∑
i=1
∂2g
∂a2i
(a)
[
(ai)
2∑
k ak
+ ai
]
+ γ
∑
i<j
∂2g
∂ai∂aj
(a)
[
2aiaj∑
k ak
]
(4.8)
pour tout point a = (a1, ..., aL) de (R+)
L
.
De e théorème nous déduisons pour tout ǫ > 0 la onvergene de la suite de
proessus stohastiques (NK(t), pK2 (t), p
K
3 (t), ...p
K
L (t))t≥0 arrêtés lorsque N
K(t) ≤ ǫ,
vers un proessus de diusion de dimension L (N(.), p2(.), ..., pL(.)).∧Tǫ , arrêté lorsque
N(t) ≤ ǫ :
Corollaire 4.3.3. Pour tout ǫ > 0 et T > 0, dénissons TKǫ = inf{t ∈ [0, T ] :
NK(t) ≤ ǫ}. Si la suite de variables aléatoires (NK(0), pK2 (0), pK3 (0), ...pKL (0)) ∈
[ǫ,+∞[×[0, 1]L−1 onverge en loi quand K tend vers l'inni, vers un veteur aléa-
toire (N(0), p2(0), p3(0), ...pL(0)) ∈]ǫ,+∞[×[0, 1]L−1, alors la suite de proessus sto-
hastiques arrêtés {(NK(t∧TKǫ ), pK2 (t∧TKǫ ), pK3 (t∧TKǫ ), ..., pKL (t∧TKǫ ))0≤t≤T }K≥1
onverge en loi dans D([0, T ], [ǫ,∞[×[0, 1]L−1) quand K tend vers l'inni, vers un
proessus de diusion arrêté (N(t ∧ Tǫ), p2(t ∧ Tǫ), ..., pL(t ∧ Tǫ))0≤t≤T au temps
Tǫ = inf{t ∈ [0, T ] : Nt = ǫ}, partant de (N(0), p2(0), p3(0), ...pL(0)) et ayant pour
générateur innitésimal L1 déni pour toute fontion f ∈ C2b ([ǫ,∞[×[0, 1]L−1,R) par
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L1f(n, p2, ..., pL) = n

 ∑
1≤i,j≤L

βij − δij − ∑
1≤k,l≤L
αkl,ijnpkpl

pipj

∂f
∂n
(n, p2, ..., pL)
+ γn
∂2f
∂n2
(n, p2, ..., pL)
+
L∑
i=2
pi
L∑
j=1
L∑
k=1
pjpk
[(
(βik − βjk)− (δik − δjk)
−
∑
1≤l,m≤L
(αml,ik − αml,jk)npmpl



 ∂f
∂pi
(n, p2, ..., pL)
+
L∑
i=2
γ
pi(1− pi)
2n
∂2f
∂p2i
(n, p2, ..., pL)−
∑
i 6=j∈[[2,N ]]
γ
pipj
2n
∂2f
∂pi∂pj
(n, p2, ..., pL)
(4.9)
Les preuves de es deux résultats suivent respetivement les preuves du Théorème
3.3.3 et du Corollaire 3.3.4 du Chapitre 3.
Preuve du Théorème 4.3.2. La preuve est divisée en 4 étapes.
ÉTAPE 1. Tout d'abord, par le Théorème 6.2 de Ethier & Kurtz (1986), la
solution partant de (x1(0), x2(0), ..., xL(0)) au problème de martingale déni par
l'Équation (4.7), est unique en loi.
ÉTAPE 2. Comme dans la preuve de la Proposition 4.3.1, on obtient aisément
qu'il existe deux onstantes positives C1 et C2 telles que pour tout x ∈ SL(R+), le
générateur LK de XK , deomposé dans l'Équation (4.6), satisfait :
L∑
i=1
|LKψi(x)| ≤ C2(φ1(x)2 + 1),
et de même ∣∣∣∣∣
L∑
i=1
LKψ2i (x)− 2ψi(x)LKψi(x)
∣∣∣∣∣ ≤ C2(φ1(x)2 + 1).
Don d'après l'Équation (4.5), sous l'Hypothèse (H1), pour toute suite de temps
d'arrêts τK ≤ T et pour tout ǫ > 0 :
sup
K≥K0
sup
σ≤δ
P
(
L∑
i=1
∣∣∣∣
∫ τK+σ
τK
LKψi(X
K
s )ds
∣∣∣∣ > η
)
≤ sup
K≥K0
P
(
δ sup
0≤s≤T+δ
C2((N
K
s )
2 + 1)>η
)
≤ ǫ si δ est assez petit.
(4.10)
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De la même manière,
sup
K≥K0
sup
σ≤δ
P
(∣∣∣∣∣
∫ τK+σ
τK
L∑
i=1
(LKψ2i (XKs )− 2ψi(XKs )LKψi(XKs )) ds
∣∣∣∣∣ > η
)
≤ ǫ si δ est assez petit.
(4.11)
La suite de proessus stohastiques (ψ1(X
K), ..., ψL(X
K)) est don tendue d'après
les ritères d'Aldous et Rebolledo (Théorème 2.3.2 de Joe & Métivier (1986)).
ÉTAPE 3. Considérons une suite extraite (ψ1(X
K(t)), ..., ψL(X
K(t)))t∈[0,T ] de
proessus stohastiques qui onverge en loi dans D([0, T ], (R+)
L) vers un proessus
(X1(t), ...,XL(t))t∈[0,T ]. Par onstrution, pour toutK > 0, sup
t∈[0,T ]
‖(X1(t), ...,XL(t))−
(X1(t
−), ...,XL(t−))‖ ≤ 2/K, don presque toutes les trajetoires du proessus limite
(X1(t), ...,XL(t))t∈[0,T ] appartiennent à C([0, T ], (R+)L).
ÉTAPE 4. Enn, pour toute fontion f ∈ C3c ((R+)L), d'après l'Équation (4.6), il
existe une onstante C4 telle que
|LKf(ψ1(x), ..., ψL(x))− Lf(ψ1(x), ...,ψL(x))|
≤ C4
[
φ1(x)
2
K
+ sup
i 6=j
|ψij(x)|(1 + φ1(x))
]
(4.12)
Le résultat de onvergene rapide des variables ψij(X
K
t ) quand K tend vers l'inni
prouvés dans la Proposition 4.3.1, nous donnent alors que pour tout 0 ≤ t1 < t2 <
... < tk ≤ t < t+ s, pour toutes fontions mesurables et bornées h1, ..., hk sur (R+)L
et toute fontion f ∈ C3c ((R+)L,R) :
E
[(
f(ψ1(X
K
t+s), ..., ψL(X
K
t+s))− f(ψ1(XKt ), ..., ψL(XKt ))
−
∫ t+s
t
Lf(ψ1(XKu ), ..., ψL(XKu ))du
)
×
k∏
i=1
hi(ψ1(X
K
ti ), ..., ψL(X
K
ti ))
]
=
E
[∫ t+s
t
(LKf(ψ1XKu ), ..., ψL(XKu ))− Lf(ψ1(XKu ), ..., ψL(XKu ))) du
×
k∏
i=1
hi(ψ1(X
K
ti ), ..., ψL(X
K
ti ))
]
≤ sup
i
‖hi‖∞ E
[∫ t+s
t
∣∣LKf(ψ1(XKu ), ..., ψL(XKu ))− Lf(ψ1(XKu ), ..., ψL(XKu ))∣∣ du
]
≤ sup
i
‖hi‖∞ s sup
t≤u≤t+s
E
[∣∣LKf(ψ1(XKu ), ..., ψL(XKu ))− Lf(ψ1(XKu ), ..., ψL(XKu ))∣∣]
→
K→∞
0 sous l'Hypothèse (H1), d'après (4.12), (4.5) et la Proposition 4.3.1.
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Ce résultat est étendu aisément à toute fontion f ∈ C2b ((R+)L,R) en approhant f
uniformément par une suite de fontions appartenant à C3c ((R+)L,R). Alors d'après le
Théorème 8.10 (p. 234) de Ethier & Kurtz (1986), la suite de proessus stohastiques
(ψ1(X
K(t)), ..., ψL(X
K(t)))t∈[0,T ] onverge en loi dans D([0, T ], (R+)L) vers l'unique
solution en loi du problème de martingale donné par les Équations (4.7) et (4.8).
Preuve du Corollaire 4.3.3. Comme dans la preuve du Corollaire 3.3.4 du hapitre
préédent, puisque la suite de proessus stohastiques (xK1 (t), x
K
2 (t), ..., x
K
L (t))t≥0
onverge en loi dans D([0, T ], (R+)
L) quand K tend vers l'inni vers un proessus de
diusion (x1(t), x2(t), ..., xL(t))t≥0 de dimension L, alors la suite des proessus arrêtés
(xK1 (.), x
K
2 (.), ..., x
K
L (.)).∧TKǫ onverge en loi dans D([0, T ], (R+)
L) quand K tend vers
l'inni vers la diusion arrêtée (x1(.), x2(.), ..., xL(.)).∧Tǫ si TKǫ = inf{t ∈ [0, T ] :
xK1 (t)+x
K
2 (t)+...+x
K
L (t) ≤ 2ǫ} et Tǫ = inf{t ∈ [0, T ] : x1(t)+x2(t)+...+xL(t) ≤ 2ǫ}
(on utilise ii une extension immédiate du Lemme 3.3.6, à la dimension L) Enn,
la fontion (x1, x2, ..., xL) →
(
x1 + x2 + ...+ xL,
x2
x1+x2+...+xL
, ..., xLx1+x2+...+xL
)
est
lipshitzienne sur l'ensemble {(x1, x2, ..., xL) ∈ (R+)L : x1 + x2 + ... + xL ≥ 2ǫ}, e
qui donne le résultat. Le générateur L1 se déduit du générateur L (Equation (4.8))
grâe à la formule d'It.
Remarque 4.3.4. Dans le as neutre où βij = β, δij = δ et αij,kl = α, on peut
envisager la diusion limite (N(t), p2(t), ..., pL(t))t≥0 de la façon suivante : om-
mençons par distinguer deux types d'allèles, l'allèle 2 et les autres. Le proessus
stohastique (N(t), p2(t))t≥0 doit vérier, d'après les résultats obtenus au hapitre
préédent, l'équation de diusion suivante :
dN(t) = (β − δ − αN(t))N(t)dt +
√
2γN(t)dB1t
dp2(t) =
√
γp2(t)(1− p2(t))
N(t)
dB2t ,
où ((B1t , B
2
t ), t ≥ 0) est un mouvement brownien bi-dimensionnel. Ensuite, parmi la
population des allèles qui ne sont pas l'allèle 2 (ette population est de taille N(t)(1−
p2(t)) au temps t), on peut à nouveau distinguer deux types d'allèles : l'allèle 3 et les
autres. La proportion d'allèles 3 dans la population d'allèles qui ne sont pas l'allèle
2 vérie alors :
d
(
p3(t)
1− p2(t)
)
=
√√√√γ p3(t)1−p2(t)
(
1− p3(t)1−p2(t)
)
N(t)(1− p2(t)) dB
3
t
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où (B3t , t ≥ 0) est un mouvement brownien indépendant de B1 et B2. On onti-
nue de la même manière jusqu'à l'allèle L. En dénitive, le proessus de diusion
(N(t), p2(t), ..., pL(t))t≥0 satisfait l'équation de diusion :
dN(t) = (β − δ − αN(t))N(t)dt +
√
2γN(t)dB1t , et
d
(
pi(t)
1− p2(t)− ...− pi−1(t)
)
=
√
γpi(t)(1 − p2 − ...− pi(t))
N(t)(1 − p2(t)− ...− pi−1(t))3 dB
i
t
(4.13)
pour tout i ∈ [[2, L]], où (B1t , ..., BLt )t≥0 est un mouvement brownien de dimension L.
Pour vérier es aluls, il sut, d'après l'Équation (4.9), de montrer que la diusion
(N(t), p2(t), ..., pL(t))t≥0 qui vérie (4.13), admet bien les variations quadratiques
suivantes :
d〈N(t), pi(t)〉 = 0
d〈N(t), N(t)〉 = 2γN(t)dt,
d〈pi(t), pi(t)〉 = γpi(t)(1− pi(t))
N(t)
dt, et
d〈pi(t), pj(t)〉 = −γpi(t)pj(t)
N(t)
dt
pour tous les i 6= j ∈ [[2, L]]. Ces résultats se trouvent aisément par réurrene sur i.
Le proessus de diusion (4.13) onstitue une généralisation de la diusion de Wright-
Fisher ave L types (Ethier & Kurtz (1986), pp. 435 − 439), pour une population
diploïde dont la taille évolue aléatoirement au ours du temps.
Remarque 4.3.5. Considérons le as où il n'y a que deux allèles dans la population
(étudié notamment dans le hapitre préédent), et supposons que les eets de es
allèles sont additifs et ne portent que sur les taux de naissane et mort intrinsèque
des individus, i.e. β11− δ11 = β− δ, β12− δ12 = (β− δ) + s, β22− δ22 = (β− δ)+ 2s
ave s ∈ R, et αij,kl = α pour tous i, j, k, l ∈ {1, 2}. Alors le proessus de diusion
limite (N, p2) satisfait l'équation de diusion :
dN(t) =
√
2γN(t)dB1t + ([β − δ − αN(t)] + 2sN(t)[1− p2(t)])N(t)dt
dp2(t) =
√
γp2(t)(1 − p2(t))
N(t)
dB2t + sp2(t)(1− p2(t))dt.
(4.14)
Le oeient de drift de la proportion d'allèle A (égal à sp2(t)(1 − p2(t))) est don
de la même forme que elui d'une diusion de Wright-Fisher haploïde ave séletion
(Crow & Kimura (1970), p. 379). Cependant, rappelons que, omme nous l'avons
remarqué dans le hapitre préédent (Remarque 3.3.7), les nombres respetifs d'allèles
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A et a sont dirigés par des mouvements browniens orrélés dans une population
diploïde, e qui n'est pas le as dans le modèle de population haploïde présenté dans
Cattiaux & Méléard (2010). Par ailleurs, la forme générale du proessus de diusion
(N,X) que nous étudions ii nous permet d'étudier et de prendre en ompte d'autres
as plus généraux de dominanes, omme la réessivité et la surdominane.
4.4 Proessus à valeurs mesures et superproessus de
type Fleming-Viot diploïde à taille variable
Dans ette partie, nous faisons tendre le nombre d'allèles L vers l'inni tout
en renormalisant l'espae des allèles, de façon à modéliser et à étudier l'évolution
génétique de la population sur un ontinuum d'allèles.
La population présentant L allèles au lous que l'on onsidère est don représentée
pour tout L ∈ Z∗+ par un proessus à valeurs mesures (ηLt , t ≥ 0) tel que pour tout
t ≥ 0,
ηLt =
L∑
i=1
xLi (t)δ i
L
,
où ((xL1 (t), x
L
2 (t), ..., x
L
L(t)), t ≥ 0) suit l'équation de diusion de dimension L donnée
dans le Théorème 4.3.2 et δx est la mesure de Dira en x ∈ [0, 1]. L'espae des allèles
est don maintenant le segment [0, 1] et nous notons MF ([0, 1]) (resp. M([0, 1]),
P([0, 1])) l'espae des mesures nies (resp. pontuelles nies, de probabilité) sur
[0, 1], qui est muni de la topologie faible. Enn pour toute fontion mesurable f sur
[0, 1] et pour toute mesure nie ν sur [0, 1], on note 〈ν, f〉 = ∫ 10 fdν. En partiulier
si ν =
∑n
i=1 piδxi , alors 〈ν, f〉 =
∑n
i=1 pif (xi).
On s'intéresse au proessus stohastique (ζLt , t ≥ 0) tel que pour tout t ≥ 0 :
ζLt =
(〈ηLt , 1〉
2
,
ηLt
〈ηLt , 1〉
)
,
qui donne respetivement la taille de population et la omposition génétique de la
population (si 〈ηLt , 1〉 = 0, alors la population est éteinte et l'on pose η
L
t
〈ηLt ,1〉
= p∞
où p∞ est un point imetière ajouté à P([0, 1])). Considérons par ailleurs le temps
d'arrêt
TLǫ = inf{t ≥ 0, 〈ηLt , 1〉 ≤ 2ǫ}.
Pour tout t ≥ 0, nous avons don ζLt ∈ R∗+ ×P([0, 1]) ∪ {0} × p∞, et les trajetoires
du proessus stohastique arrêté (ζL
t∧TLǫ , t ∈ R+) sont des fontions presque sûrement
ontinues de R+ dans [ǫ,+∞[×P([0, 1]).
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Notons LζL le générateur étendu du proessus ζL, et onsidérons G ∈ C([0, 1]) à
valeurs réelles et f ∈ C2b (R∗+×R,R). On dénit la fontion H sur R∗+×P([0, 1]) par
H(n, p) = f(n, 〈p,G〉)
pour tout n ∈ R∗+ et pour toute mesure de probabilité p ∈ P([0, 1]). On note par
ailleurs pour tous i, j ∈ {1, 2}, ∂if(x1, x2) (resp. ∂2ijf(x1, x2)) la dérivée partielle
(resp. la dérivée partielle seonde) de la fontion f au point (x1, x2), par rapport
à la i-ème oordonnée (resp. par rapport aux oordonnées i et j). Enn, pour tout
(n, p2, ..., pL) ∈ R∗+ × [0, 1]L−1, posons p1 = 1− p2 − ... − pL et pour tout i ∈ [[2, L]],
dénissons la fontion gi telle que gi(n, p2, ..., pL) = pi.
Alors grâe au Théorème 4.3.2 et au Corollaire 4.3.3 dans lequel nous donnons
le générateur L1 de la diusion (N(t), p2(t), ..., pL(t))t≥0, nous obtenons, tant que
n > 0 :
4.4. Convergene vers un superproessus de type Fleming-Viot 171
LζLH(n, p) = n

 ∑
1≤i,j≤L

βij − δij − ∑
1≤k,l≤L
αkl,ijnpkpl

 pipj

 ∂1f(n, 〈p,G〉)
+ γn∂211f(n, 〈p,G〉)
+
L∑
i=1
G
(
i
L
)
pi
L∑
j=1
L∑
k=1
pjpk
[(
(βik − βjk)− (δik − δjk)
−
∑
1≤l,m≤L
(αml,ik − αml,jk)npmpl



 ∂2f(n, 〈p,G〉)
+
[
L∑
i=2
G
(
i
L
)2
L1(g2i )(n, p2, .., pL)
+
L∑
2≤i 6=j≤L
G
(
i
L
)
G
(
j
L
)
L1(gigj)(n, p2, .., pL)
+G
(
1
L
)2
L1((1− g2 − ...− gL)2)(n, p2, .., pL)
+2G
(
1
L
) L∑
i=2
G (i)L1(gi(1−g2− ...−gL))(n, p2, .., pL)
]
∂222f(n, 〈p,G〉)
= n

 ∑
1≤i,j≤L

βij − δij − ∑
1≤k,l≤L
αkl,ijnpkpl

 pipj

 ∂1f(n, 〈p,G〉)
+ γn∂211f(n, 〈p,G〉)
+
L∑
i=1
G
(
i
L
)
pi
L∑
j=1
L∑
k=1
pjpk
[(
(βik − βjk)− (δik − δjk)
−
∑
1≤l,m≤L
(αml,ik − αml,jk)npmpl



 ∂2f(n, 〈p,G〉)
+ ∂222f(n, 〈p,G〉)
[
L∑
i=2
G
(
i
L
)2
γ
pi(1− pi)
n
−
∑
2≤i 6=j≤L
G
(
i
L
)
G
(
j
L
)
γ
pipj
n
+G
(
1
L
)2 L∑
i=2
γ
pi(1− pi)
n
−
∑
2≤i 6=j≤L
γ
pipj
n


+2G
(
1
L
) L∑
i=2
G
(
i
L
)−γ pi(1− pi)
n
+
∑
2≤j≤L,j 6=i
γ
pipj
n



 ,
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e qui donne nalement
LζLH(n, p) = n

 ∑
1≤i,j≤L

βij − δij − ∑
1≤k,l≤L
αkl,ijnpkpl

 pipj

 ∂1f(n, 〈p,G〉)
+ γn∂211f(n, 〈p,G〉)
+
L∑
i=1
G
(
i
L
)
pi
L∑
j=1
L∑
k=1
pjpk
[(
(βik − βjk)− (δik − δjk)
−
∑
1≤l,m≤L
(αml,ik − αml,jk)npmpl



 ∂2f(n, 〈p,G〉)
+
γ
n
(〈G2, p〉 − 〈p,G〉2) ∂222f(n, 〈p,G〉).
Nous étudions maintenant la onvergene de la suite de proessus ζL quand L
tend vers l'inni. Pour ela nous avons besoin de supposer les onditions suivantes
sur les paramètres démographiques du modèle :
(x, y) 7→ βxy ∈ C([0, 1]2,R∗+),
(x, y) 7→ δxy ∈ C([0, 1]2,R+) et
(u, v, x, y) 7→ αuv,xy ∈ C([0, 1]4,R∗+).
(H2)
Nous nous plaçons par ailleurs dans le as diploïde additif, 'est-à-dire que nous
supposons que pour tous u, v, x, y ∈ [0, 1],
βxy =
βxx + βyy
2
, δxy =
δxx + δyy
2
et αuv,xy =
αuu,xx + αvv,xx + αuu,yy + αvv,yy
4
.
(H3)
Pour tout ǫ > 0, rappelons que TLǫ = inf{t ∈ [0, T ] : 〈ηL, 1〉 ≤ 2ǫ}. On obtient alors
le
Théorème 4.4.1. Pour tout ǫ > 0, sous les Hypothèses (H2) et (H3), si la suite de
variables aléatoires (ζL0 )L∈Z+ onverge lorsque L tend vers l'inni vers une variable
aléatoire ζ0 ∈]ǫ,+∞[×P([0, 1]), alors pour tout T > 0, la suite de proessus arrê-
tés (ζL
t∧TLǫ , t ≥ 0) onverge en loi dans D([0, T ], [ǫ,+∞[×P([0, 1])) vers l'unique (en
loi) proessus arrêté (ζt∧Tǫ , t ∈ [0, T ]) = ((nt∧Tǫ , pt∧Tǫ), t ∈ [0, T ]) qui appartient à
C([0, T ], [ǫ,+∞[×P([0, 1])) (Tǫ = inf{t ≥ 0 : nt ≤ ǫ}), tel que
sup
t∈[0,Tǫ]
E(n3t ) < +∞,
(4.15)
et solution du problème de martingale : pour toutes fontions f ∈ C2b (R∗+ × R,R)
et G mesurable sur [0, 1], si H(n, p) = f(n, 〈p,G〉) pour tout n ∈ R∗+ et pour toute
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mesure de probabilité p ∈ P([0, 1]), alors le proessus (mHt , t ∈ [0, T ]) tel que pour
tout t ∈ [0, T ],
mHt = H(nt, pt)−H(n0, p0)−
∫ t∧Tǫ
0
LζH(ns, ps)ds (4.16)
est une martingale ontinue, ave
LζH(n, p) = n
∫ 1
0
∫ 1
0
βxy−δxy −
(∫ 1
0
∫ 1
0
αuv,xyndp(u)dp(v)
)
dp(x)dp(y)∂1f(n, 〈p,G〉)
+ γn∂211f(n, 〈p,G〉)
+
∫ 1
0
G(x)
[∫ 1
0
∫ 1
0
(
βxz − βyz)− (δxz − δyz)
−
∫ 1
0
∫ 1
0
(αuv,xz − αuv,yz)ndp(u)dp(v)
)
dp(y)dp(z)
]
dp(x)∂2f(n, 〈p,G〉)
+
γ
n
(〈p,G2〉 − 〈p,G〉2) ∂222f(n, 〈p,G〉).
(4.17)
Le proessus (ζt)t≥0 peut alors être déni omme un superproessus de type
Fleming-Viot, pour une population de taille variable, ave interation et séletion
diploïde additive. Ce superproessus présente beauoup de nouveautés par rapport
aux superproessus de type Fleming-Viot lassiquement étudiés, dans Dawson (1993)
et Donnelly & Kurtz (1999) notamment. Tout d'abord, la taille de population évolue
aléatoirement au ours du temps et la population nit par s'éteindre, e qui permet
d'étudier et de prendre en ompte l'extintion des populations et le rle de la dé-
mographie dans l'évolution darwinienne. Ensuite, la ompétition entre les individus
est prise en ompte et joue aussi un rle dans la dynamique de la population, e
qui permet de onsidérer l'évolution démo-génétique, ou l'éo-évolution d'une popu-
lation diploïde. Par ailleurs, nous étudions une population d'individus diploïdes se
reproduisant de façon sexuée, don même en l'absene de ompétition, la population
onsidérée n'est pas un proessus de branhement, omme nous l'avons remarqué
dans le hapitre préédent et à la Remarque 4.3.5.
Remarque 4.4.2. Considérons ii le proessus à valeurs mesures (ηt, t ∈ [0, T ]) =
(2ntpt, t ∈ [0, T ]). Alors d'après la formule d'It, le proessus arrêté ((nt∧Tǫ , pt∧Tǫ), t ∈
[0, T ]) est solution des Équations (4.15) à (4.17) si et seulement si le proessus arrêté
(ηt∧T ηǫ , t ∈ [0, T ]) ∈ C([0, T ],MF ([0, 1]) en T ηǫ = inf{t ∈ [0, T ] : 〈ηt, 1〉 ≤ 2ǫ} satisfait
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sup
t∈[0,T ηǫ ]
E(〈ηt, 1〉3) < +∞ (4.18)
et est solution du problème de martingale suivant : pour toute fontion φ ∈ C([0, 1]),
le proessus (Mφt , t ∈ [0, T ]) tel que pour tout t ∈ [0, T ],
Mφt = 〈ηt, φ〉 − 〈η0, φ〉
−
∫ t
0
∫ 1
0
φ(x)
〈ηs, 1〉
∫ 1
0
(
βxy − δxy −
∫ 1
0
∫ 1
0 αuv,xydηs(u)dηs(v)
2〈ηs, 1〉
)
dηs(y)dηs(x)ds,
(4.19)
est une martingale ontinue de variation quadratique
〈Mφt 〉 = 2γ
∫ t
0
〈ηs, φ2〉+ (〈ηs, φ〉)
2
〈ηs, 1〉 ds.
(4.20)
Avant de donner la preuve du Théorème 4.4.1, rappelons le résultat suivant issu
de Dawson (1993), qui dénit un proessus de type Fleming-Viot généralisé pour
lequel l'intensité de mélange, notée ii γ est une fontion du temps :
Théorème 4.4.3 (Théorème 5.7.1 de Dawson (1993)). Soit γ ∈ C(R+,R∗+). Il existe
une unique solution (Xt, t ∈ [0, T ]) ∈ C([0, T ],P([0, 1])) (en loi) au problème de
martingale : pour toute fontion φ ∈ C([0, 1],R), le proessus (M1,φt , t ∈ [0, T ]) tel
que pour tout t ∈ [0, T ],
M1,φt = 〈Xt, φ〉 − 〈X0, φ〉
est une martingale ontinue issue de 0, de variation quadratique
〈M1,φ〉t =
∫ t
0
γ(s)(〈Xs, φ2〉 − 〈Xs, φ〉2)ds.
Preuve du Théorème 4.4.1. La diulté prinipale ii réside dans la preuve de l'uni-
ité de la solution du problème de martingale donné par les Équations (4.15) à (4.17).
On prouve tout d'abord l'uniité dans le as neutre étendu (qui satisfait bien l'Hy-
pothèse (H3)), où βxy = β ≥ 0, δxy = δ ≥ 0 et αxy,uv = α ≥ 0. Remarquons que
nous autorisons pour e début de preuve le as β = 0 et α = 0. Notons par ailleurs
que les oeients de diusion du générateur donné dans l'Équation (4.17) sont les
mêmes dans le as neutre et dans le as général. Pour ette preuve on note pour
toute fontion (zt, t ∈ [0, T ]) ∈ C([0, T ], [ǫ,∞[), ξ(z) = inf{t ∈ [0, T ] : zt = ǫ}. Dans
le as neutre, nous remarquons aisément grâe aux Équations (4.16) et (4.17) que la
taille de population arrêtée (nt∧ξ(n), t ∈ [0, T ]) est un proessus de diusion arrêté
lorsqu'il touhe ǫ et dont l'équation de diusion s'érit :
dnt = (β − δ − αnt)ntdt+
√
2γntdBt,
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où (Bt, t ∈ [0, T ]) est un mouvement brownien. Ce proessus est bien déni de
façon unique sur [ǫ,∞[, d'après Strook & Varadhan (1979) et le Théorème 6.3
de Ethier & Kurtz (1986). On dénit la loi Pn de la taille de population arrê-
tée (nt∧ξ(n), t ∈ [0, T ]) sur un espae probabilisé (Ω1,F1,P1). Par ailleurs, d'après
le Théorème 5.7.1 de Dawson (1993) (Théorème 4.4.3), pour toute fontion z =
(zt, t ∈ [0, T ]) ∈ C([0, T ], [ǫ,∞[), le problème de martingale : pour toute fontion
φ ∈ C([0, 1]), le proessus (Mφt , t ∈ [0, T ]) tel que
Mφt = 〈pt, φ〉 − 〈p0, φ〉
est une martingale ontinue issue de 0, de variation quadratique
〈Mφ〉t =
∫ t
0
γ
zs
(〈ps, φ2〉 − 〈ps, φ〉2)ds
admet une unique solution (en loi) pz = (pzt , t ∈ [0, T ]). Pour tout z ∈ C([0, T ], [ǫ,∞[),
la loi du proessus arrêté pz.∧ξ(z) est dénie sur un espae probabilisé (Ω2,F2,P2).
La loi Pn,p du proessus stohastique arrêté ((nt∧ξ(n), pt∧ξ(n)), t ∈ [0, T ]) solution des
Équations (4.16) et (4.17) est alors dénie de façon unique par
Pn,p(A1, A2) =
∫
A1
P2(p
z
.∧ξ(z) ∈ A2)dPn(z)
pour tous A1, A2 ouverts de C([0, T ], [ǫ,∞[) et C([0, T ],P([0, 1])). Cei donne l'uniité
voulue.
Pour montrer l'uniité dans un as général où les paramètres démographiques
βxy > 0 δxy ≥ 0 et αuvxy > 0 dépendent de u, v, x, y ∈ [0, 1] (sous l'hypothèse
(H3) d'additivité des eets des allèles), on étend la généralisation du Théorème de
Girsanov par Dawson (Dawson (1993), Théorème 7.2.2) montrée dans Evans & Per-
kins (1994) (Théorème 2.3), à notre problème. Plus préisément, nous allons prouver
l'uniité de la solution du problème de martingale donné par les équations (4.19)
et (4.20), et qui satisfait (4.18). Notons que sous l'Hypothèse (H3) d'additivité des
eets des allèles, e problème de martingale peut être érit de la façon suivante :
pour toute fontion φ ∈ C([0, 1]),
Mφt = 〈ηt, φ〉 − 〈η0, φ〉 −
∫ t
0
∫ 1
0
φ(x)
∫ 1
0
r(ηs, y)Q(ηs; dx, dy)ds
est une martingale ontinue, de variation quadratique
〈Mφ〉t =
∫ t
0
∫ 1
0
∫ 1
0
φ(x)φ(y)Q(ηs; dx, dy)ds,
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où
r(µ, y) =
βyy
2
− δyy
2
−
∫ 1
0
∫ 1
0
αuu,yy + αvv,yy
8〈µ, 1〉 dµ(u)dµ(v)
et
Q(µ; dx, dy) = δx(dy)µ(dx) +
µ(dx)µ(dy)
〈µ, 1〉 .
Remarquons que ette ériture n'est pas possible si l'hypothèse (H3) d'additivité
des allèles n'est pas satisfaite. Cette ériture permet d'appliquer le Théorème de
Girsanov de Dawson (1993). Soit P une solution de e problème de martingale. Notons
M(ds, dx) la mesure martingale dénie par (Mφt , t ∈ [0, T ]). Posons par ailleurs,
Tn = inf
{
t : 〈ηt, 1〉 +
∫ t
0
(∫ 1
0
r(ηs, x)
[
1 +
∫ 1
0
r(ηs, y)ηs(dy)
]
ηs(dx) + 1
)
ds ≥ n
}
,
R˜t∧Tn =exp
(
−
∫ t∧Tn
0
r(ηs, y)M(ds, dx) − 1
2
∫ t∧Tn
0
∫ 1
0
∫ 1
0
r(ηs, x)r(ηs, y)Q(ηs; dx, dy)ds
)
et dQn = R˜t∧TndP. Le reste de la preuve suit la preuve du Théorème 2.3 (point a)) de
Evans & Perkins (1994). En partiulier, nous obtenons sous l'Hypothèse (4.18), que
Qn(Tn > t) → 0 quand n tend vers l'inni, et nous en déduisons que (R˜t, t ∈ [0, T ])
est une P-martingale. La mesure Q telle que dQ = R˜tdP pour tout t ≥ 0, est enn
solution du problème de martingale : pour toute fontion φ ∈ C([0, 1]),
〈η0t , φ〉 − 〈η00 , φ〉
est une martingale ontinue, de variation quadratique
〈Mφ〉t =
∫ t
0
∫ 1
0
∫ 1
0
φ(x)φ(y)Q(ηs; dx, dy)ds.
D'après le début de ette preuve (as neutre où β = δ = α = 0), e problème de
martingale a une unique solution, e qui donne l'uniité voulue.
Ensuite, sous l'Hypothèse (H2), pour tout L, le proessus stohastique (〈ηLt , 1〉, t ≥
0) est stohastiquement dominé par un proessus de diusion (N t, t ≥ 0) indépen-
dant de L tel que dN t = (β−αN t)N tdt+
√
2γN tdBt pour un mouvement brownien
(Bt, t ≥ 0). On a don
sup
L
sup
t∈[0,T ]
E
(〈
ηLt , 1
〉3)
<∞ et sup
L
E
(
sup
t∈[0,T ]
〈
ηLt , 1
〉)
<∞. (4.21)
Notons que la ondition (4.15) est impliquée par (4.21). Par ailleurs, la omposante
à variation nie de 〈ηLS′ , g〉 − 〈ηLS , g〉 est (d'après le Théorème 4.3.2) bornée par :
‖g‖∞C
∫ S+δ
S
〈ηLs , 1〉2ds
4.4. Convergene vers un superproessus de type Fleming-Viot 177
pour tous temps d'arrêts S et S′ tels que 0 ≤ S ≤ S′ ≤ S + δ ≤ T . Par ailleurs, on
a aussi pour la partie martingale ML,gt de 〈ηLt , g〉 :
E[〈ML,gS′ 〉 − 〈ML,gS 〉] ≤ CE
[∫ S+δ
S
(1 + 〈ηLs , 1〉2)ds
]
pour une onstante C. D'après le ritère d'Aldous-Rebolledo (Joe &Métivier (1986)),
la suite de proessus (〈ηLt , g〉, t ≥ 0) est don tendue, pour toute fontion g ∈ C([0, 1]).
L'identiation de la limite est immédiate d'après l'équation (4.8).
Perspetives
Nous souhaitons dans un premier temps omparer le proessus obtenu (ζLt , t ≥ 0)
à elui que l'on pourrait obtenir de façon analogue pour une population haploïde.
Nous voulons ensuite généraliser les résultats obtenus au Théorème 4.4.1 lorsque
l'hypothèse d'additivité des allèles (H3) n'est pas satisfaite, an d'obtenir une forme
plus générale de séletion diploïde. Sans ette hypothèse, il n'est plus possible d'appli-
quer le Théorème de Cameron-Martin-Girsanov pour les proessus à valeurs mesures,
omme nous l'avons remarqué dans la preuve du Théorème 4.4.1. Nous devrons don
prouver diéremment l'uniité de la solution des équations (4.15) à (4.17).
Par ailleurs, dans e hapitre, nous avons d'abord prouvé la onvergene de la
population présentant un nombre ni d'allèles L sous une éhelle de grande taille
de population, vers une dynamique lente-rapide, et dans un deuxième temps nous
avons étudié la onvergene du proessus à valeurs mesures donnant les ourrenes
de haque allèle lorsque L tend vers l'inni. Pour la suite, nous souhaitons étudier
la onvergene de la population lorsque la taille de population et le nombre d'allèles
sont renormalisés simultanément par un paramètre d'éhelle K. Nous voulons par
ailleurs ajouter un méanisme de mutations de petites tailles à la naissane, dans la
population ν introduite au début de e hapitre.
Nous pouvons enn étudier le proessus limite η introduit dans la setion préé-
dente. Nous pourrions en partiulier étudier le omportement quasi-stationnaire du
proessus (ζ(t))t≥0. Par ailleurs, nous aimerions étudier le temps et la probabilité de
xation d'un allèle donné dans une telle population, ainsi que les onséquenes sur
la omposition génétique de la population de l'apparition d'un allèle mutant qui est
mieux adapté que les autres allèles initialement présents.
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Résumé
0n s'intéresse à la modélisation probabiliste pour l'évolution génétique de populations diploïdes,
dans un ontexte d'éo-évolution. La population onsidérée est modélisée par un proessus de
naissane et mort multi-types, ave interation, et dont les taux de naissane modélisent la re-
prodution mendélienne. En partiulier, la taille de la population onsidérée n'est pas onstante
et peut être petite. Une première partie du travail est onsarée à l'étude probabiliste du vortex
d'extintion démo-génétique, un phénomène au ours duquel la taille d'une petite population
déroît de plus en plus rapidement suite à des xations de plus en plus fréquentes de mutations
délétères. Nous donnons notamment une formule pour la probabilité de xation d'un allèle lé-
gèrement délétère en fontion de la omposition génétique de la population et nous prouvons
l'existene d'un vortex d'extintion sous une hypothèse de mutations rares. Nous donnons par
ailleurs des résultats numériques et une analyse biologique détaillée des omportements obtenus.
Nous étudions en partiulier l'impat du vortex sur la dynamique de la taille moyenne de po-
pulation, et nous quantions e phénomène en fontion des paramètres éologiques. Dans une
deuxième partie, sous une asymptotique de grande taille de population et événements de nais-
sane et mort fréquents, nous étudions d'abord la onvergene vers une dynamique lente-rapide
et le omportement quasi-stationnaire d'une population diploïde aratérisée par sa omposi-
tion génétique à un lous bi-allélique. Nous étudions en partiulier la possibilité de oexistene
en temps long de deux allèles dans la population onditionnée à ne pas être éteinte. Ensuite
nous généralisons ette dynamique lente-rapide à une population présentant un nombre ni quel-
onque d'allèles. La population est alors modélisée par un proessus à valeurs mesures dont nous
prouvons la onvergene lorsque le nombre d'allèles tend vers l'inni vers un superproessus de
Fleming-Viot généralisé, ave une taille de population variable et une séletion diploïde additive.
Abstrat
We study the random modeling and the geneti evolution of diploid populations, in an eo-
evolutionary ontext. The population is always modeled by a multi-type birth-and-death proess
with interation and whose birth rates are designed to model Mendelian reprodution. In parti-
ular, the population size is not assumed to be onstant, and an be small. In a rst part, we
provide a probabilisti study of the mutational meltdown, a phenomenon in whih the size of a
small population dereases more and more rapidly due to more and more frequent xations of
deleterious mutations. We give a formula for the xation probability of a slightly deleterious al-
lele, as a funtion of the initial geneti omposition of the population and we prove the existene
of a mutational meltdown under a rare mutations hypothesis. Besides, we give numerial results
and detailed biologial interpretations of the observed behaviors. In partiular, we study the
impat of the mutational meltdown on the mean population size dynamis and we quantify this
phenomenon in terms of demographi parameters. In a seond part, under an approximation of
large population size and frequent birth and death events, we rst study the onvergene toward
a slow-fast stohasti dynamis and the quasi-stationary behavior of a diploid population hara-
terized by its geneti omposition at one bi-alleli lous. In partiular, we study the possibility of
a long time oexistene of the two alleles in the population onditioned on non extintion. Next,
we generalize this slow-fast dynamis for a population presenting an arbitrary nite number of
alleles. The population is nally modeled by a measure-valued stohasti proess that onverges
when the number of alleles goes to innity, toward a generalized Fleming-Viot superproess with
randomly evolving population size and diploid additive seletion.
