Introduction
The degree theory for nonlinear multivalued mappings, which plays an important role in functional analysis, in theories of ordinary and partial differential equations and in some other fields of applied mathematics, has received very much attention from nlat.henlaticians.QRANA5 [8] and MA [17] extended the Leray-Sehauder degree for compact single-valued fields to the degree for compact multivalued fields in locally convex Hausdorff spaces. BROWDER and PETRYSRYN [1, 2] defined the degree for a class ofinultivalued mappings between Banach spaces which are approximation proper (A-proper) with respect to some approximation scheme. This degree can be used to establish a degree theory for some other class of mult .ivalued mappings. -KRAUSS' [14] introduced the degree for inultivalued mappings satisfying an extremely cveak continuity hypothesis, i.e. for triples (A, Q, p) which are admissible in the sense of Definition 2 in [14] . Let X be,a Banaeh space, K X a closed and convex cone, T: DK = D n K -* K a mapping such that Id -T is A-proper with the projectional 13, complete scheme TO =-{X,,, P5 } with P(K) K. FJTZPATRTCK and PETRYSIIYN [6] defined the fixed point index of '.'I ' on D with respect to K, denoted by I1 (T, D) . Further, some other definitions of degree for more general typesof multi valued mappings were constructed by different authors.
In what follows, by Z we denote the space of all integers and by Z' the set Z u {-oo, +oo } . Let X and V he real locally convex Hausdorff spaces, K Further, we shall apply the obtained result on the vanishing of the degree of the mapping F as above to consider the existence of bifurcation solutions' of the equation As a special case we consider the mapping F of the form
F(2, u) =u -M(u) -N(2,u) Ho., -u), (2,u)E AXDK,'
where A is an open subset of some normed space on which a partial ordering -is defined. D is a subset of a Banach space X with 0 € mt D, and K is a closed and convex cone in X; for, any fixed 2 € A, M,N(A,.) are linear continuous mappings from D K into X, and II: A x DK -X is a mapping with 'H(A, 0) = 0 for all 2 E)A' and 11HO, u)II = o( uM) as hull --0. We shall show that if 2 € A is the smallest eigenvalue of the pair (M, N) with respect to K which is isolated from the right side (see the defition below), then (2, 0) 'is a bifurcation solution of the equation
F(2,u)=0, (2,v)€AXDK.
Lastly,, we apply the obtained result to investigate bifurcation solutions of the elliptic prtial differential equation of second order in the form'
L(u) = d(x) u + 2(x) q(x) u + h(#), x, u, Du), (2, u) € L2(G)x ( W2 (G) n 9121(G)),
where L is defined by
Letbe the smallest function from L2 (G) satisfying 
be the class of all multivalued mappings F from-6 2 into X of the form F= id -U, where U is an upper semicontinuous compact multivalued mapping fronc 12 into X with G(x), x E Q non-empty, convex and compact. Then deg (F, Q, 0) is well-defined by GRANAS [8] and MA [17] , provided that O. F(M). it satisfies, of course, Axioms I and IL mentioned above. . V (I) if X is a V,-space and F.: D 9 X -* X is ball-condensing (see the definition in [18] ), then T = id -F is A-proper.
(ii) Let X be reflexive with a projectionally complete scheme F1 = {X 1 , 1',,; )',,,Q} for (1, X e ), whereX is the dual space of X and Q,, = P,,: X : Y,, = R(Q), with R(Q) being the range of Q,. Let T: K . X* be strongly monotone, i.e. (Tx -Ty, x -y) c lix yjI -for all x, y E X and for some ,c 0, and either continuous,,semicontinuous, or weakly continuous, then T is A-proper with respect to f's.
(iii) Let X, X* be as in (ii) and let T: X -X 5 satisfy condition (S), i.e. whenever x,, x and (Tx,,'-Tx, x',, -x) 0 imply that x,, x; where and denote the weak and the strong convergence, respectively, the n is A-proper with respect to F,. [6] . We can put deg (F, £2, 0) = l(T, £2) and we can see that Axioms I and II mentioned above are always satisfied. 
{0} c F(2, u), ()., u) € A (2)
where A is a metric space, D 9 X is a subset with 0 E mt D, K X with DK = D n K 4 0, and F: A x -* 2' is a multivalued mapping with {0} F02, 0) for all 2. E A. Definiticn 3: a) A point (Ao, 0)-E A XD K is said to be a bifurcation solution of equation (2)if for any, neighborhood V of o there is a neighborhood U0 of the zero in X such that for each neighborhood U of the zero, U 9 U0, one can find a solution U) of (2) with € V and iE au. b) A point ;o € A is said to be an asymptotic bi/urcation. point 0/ . equation (2) if for any neighborhood V of .o there is a neighborhood U0 of the zero in X such that for each neighborhood U of the zero, U0 G U, one can find a solution (., Z) of (2) with-). € l and u € O U.
The bifurcation problem of equation (2) was studied by many-authors, especially, in [9] and [10] KLUGE investigated this problem with a parameter from, in general, a metric space.
The main results
First of -all we prove the following theorem which shows that under some additional assumptions on the mapping F we have degK (F, 9, 0) = {0} for 9 € 'K(D) and
From this theorem we shall obtain sonic results on the existence of cigenvalues of some pairs of niult .ivalued mappings and on the existence of bifurcation solutions and of asymptotic points of equations in the form (2) . But, we consider in this paper only the existence of bifurcation solution. 
o(aQ) and F(eK

F(u) ruG(u)
Proof: Let p be the Minkowski function of U (see in [20] ,.for example), i.e.
.p(x) = inf{a > 0: x NU). Thus, we have P(Yo) = 1, because of yo € W. Now, we claim that there exists an a > 0 such that 
Since F(aK Q) is a bounded subset, the left sjde convergs to zero for rn ->oo. Further, the boundedness of.G(a,Q) implies that P(Zm) < +00 for all m € N. Hence
for all m € N greater than sonic m0 E N. Therefore, without loss of generality, we may assume that t -> m -oc; and then.
and -G(Q) U =0, we then deduce 5 2! I and YO E G(aK Q), which contradicts the condition 2 that says --a'0 :G(aQ) for all a 1. Thus, (3) is proved. Now, for an y n € N we define
where a is taken from (3). rm (3) implies that 0 q I1(t, u) for all I € [0, 1] and u € Q. Using Axiom IT yields
for all n € N. Now, we clainil that deg
This contradicts the condition 4. Further, we define 
Then there exsts a point y 6 € a U such that ay0 J G(D) for all a 1.
Proof: Indeed, if the assertion were untrue then for each y € U we could seek a(y) , I such that a(y) y.€ 0(D). For arbitrary u E W we have 
Furhe, letus define - 
Finally, we define the mapping M: (6) and (9) we obtain a contradiction. This implies that M(i, i) = 0 for some 1 € [0, 11 and € 3KU. Setting A = + (1 -1)22 , we infer F(, ) = 0 with 2 € V and TZ € eK U I As a special case of (5) we consider the equation 
Since 11(2,0) = 0, ii,, >0 and u0 0 we deduce from (11) that u,, 0 for all n. Hence , : by dividipg both sides of (11) 
Further, we obtain from (12) that
Now, by the continuity of M, N(2, .)and the boundedness of the sequence {u/JJuJJ} one can find a constant c> 0 such that
Because of (13) there exists an no E N such that for all n one has 1111 (2, un)Jl!llunll < c. (16) Finally, combining (14)- (16) then we imply that Q is a compact subset in X. Evidently, it follows from (12) that
In the case that M, N(2, ) are compact mappings, without loss of generality, we may conclude that M(Zn) + N (2, in) converges to some point Yo € X. Hence, (12) implies z -z0 = Yo + cu0 E K. Since JJzJJ = 1, we deduce 11z0JJ = l. Now, in the case that the mapping id -M -N(2, •) is A-proper with respect. to To weappl y Proposition 1.1.0 in [18] to conclude that the set (id -M -X (Q) is also compact. Hence, by extracting a subsequence if necessary, we may assunie that z,, -z0 . So, z0 € K and II ZoIl = 1.
Further, from the continuit y of M, N(2, and froiii (12) and (13) 
for an arbitrary integer m € N. Froni now on, for the simplicity of the notations, we define the mapping E: N(2, .) )(u), u€ UK.
Next, we claim that for arbitrary rn Em(z0) Em(z0) +EEi(N(2, u0) -E(20, uo)) + au0 . (20)
We prove this assertion by induction. Indeed, it follows from (17) that
z0 (M + N(2, .)) (zn) + au 0 . Hence E(z0) = E2 (z0) + E(u0 ) = E2(z0) + ( M + N(2, )) (no) = E2(z0) + a(M + NO20, •)) ( u0) + a(N(2,.) -N(20 , )) (UO) = E2(z0) + (N(A,.) -N(A0 , •)) (u 0) + mto.
This shows that (20) is valid for m = 1. Suppose now that (20) is true for some kEN:
where x0 = (N(1,.) -N 0, •)) ( u0). Hence
= E(E"(zo)) = E (E1c+1(zo) +cE 1(xo) + xUo) k-i
=E k+ '(zo) + EEi '(xo) + xE(u 0 ). (21) But E(u0 = ( M + NQ, )) (u0 ) = (M + N(A0, .)) (un) + x0 = U0 + x0. Together with (21) we obtain
which shows that (20) is also valid for k + 1. This proves (20)1 Now we set -y E aE 1(x0) for in = 0, 1..... (17) and (20) that -
IV follows from
Taking the suni of both sides of this equalities we obtain -'fl-I
.zo=F]m+l(zo)+Eyj+a(n+1)uo,
It follows from (18) and (19) for all u-€ UK (0, r) = U(0, r2 ) n K.
Proof: Let A E V be no ëigenvalue of the pair (M, N) with respec€ to K. As before, for the simplicity of the notations we put -
If the assertion of the lenuiia were invalid, then for any n € N one could find u,,
Since 11(2, 0) = 0 we -then deduce from (23) that ii,, 0 for all n E N. Hence, by dividing both sides of (23) .0 is the smallest eigenvalue of the pair (M, N) with respect to K we conclude that 1 has not this property. We appl'y Lemma 4 to deduce that there exits ar,1 > 0 such that U(0, r 1 ) U (we recall also that U comes from assumption 5) and. for all u € UK (O, r2 ) and 1 u > 0. Now we put r0 = win (r1 , r2 ), then we prove that for each r € (0, r0) there exists a solution (,, ) of equation (10) to be the family of all single-valued mappings F from U K into X of the form F = id -G, nt where G is a compact continuous mapping from into K. Since UK is • closed convex bounded subset in a Banach space X, it' follows that there exits • continuous retraction a: X -* UK such that a(x) = xfor all x U K . Now, for F € K a(UK , X),F = Id -g, we set G(x) = G(a(x)) and F-Id -0, for.x € U(0,r).' It is clear'that 0 is a compact continuous mapping from U(0; r) into K. Thus, the Leray-Schauder degree of .P oñU(0, r) at the zero is defined, provided 0 4 .F (eU(0, r) ). We denote it by deg (F, U, 0) . (U(0, r) ). Therefore, we can define degK a (F, U, 0) = deg (F, U, 0), provided 0 0 F(eK U). This implies that for any F € 2K( UK, X), degKa (F, UK , 0) is defined, provided 0 q F(3K U). It is easily to verify that Axioms I and II are always satisfied.
• b) In the case that the mapping Id - (1 1 M + N(2,,) + 2 11 0-j , . ), for I = 1, 2 and for any fixed £1 1 t2 E [0, 11 is A-proper with respect to To we take YJK"(UK, X) to be the family of all A-proper mappings F with respect to r0 from U K into X of -the form F = Id -0, where 0 is a mapping from U K into K. So, the fixed point index, denoted by IK(G, (J) of 0 on U is defined by FITZPATRICK and PETRYSHYN [6] . Hence, we can define deg K ' (F, UK ' (28) Further, we define the mapping T: [0, 11 x UK -* X by {1}, it follows from the properties of the fixed point index defined by FITZPATRICK and PETRYSHYN in [6] ). Finally, combining (28) and (29) yields (27). Now, to complete the proof of the theorem we apply Theorem 2 with the mapping F:AxU0 -*X defined by This shows that the condition I of Theorem 2 is satisfied. Further, we have
for all u € UK(0, r) (this follows from (25)). Therefore, the condition 2 of Theorem 2 is also fulfilled. Now, it follows from inequality (26) that ,iu0 q F(221 aK UK ) for all > 0. This implies that the condition 3 of Theorem 2 is also true. Consequently, the further proof of this theorem follows immediately from Theorem 2 1
Application
In this section we shall apply Theorem 2 to consider the existence of bifurcation solutions of elliptic differential equations of second order. Let C be a smooth bounded domain in R' so that the Sobolev embedding theorem can be applied. By L(G) we denote the space of all integrable functions / from C into R with the norm
Further, let = (fir, ..., fl,) be a n-tuple of nonnegative integers and 
with the norm . Let the operator L be defined by In the sequel we study the existence of bifurcation solutions of the elliptic partial differential equation 22 (x) for almost all x E 0. In the following we assume that 2 0 € L2 (G) is the smallest function which satisfies, the equation - -furthermore, this maximum principle implies that P I (K) K and P1(-K)
for' all x € G. Applying the maximum principle just mentioned above yields P'(it) (x) -^> 0 for all x € 0. This shows that P 1 (u) € K and hence 1' 1 (K) c K.
Now, we can easily verify, that the equation (10) is equivalent to the equation
and then to
Further, we define the mappings
First of all we remark that any bounded subset in W2 2(G) is prècompact in W21(G) by the Sobolev embedding theorem. Therefore, P is a compact continuous linear mapping from L2 (G) into W2 '(G). Since d, g are nonnegative functions and h has the property 2.v) we then 'conclude that hj.R(2, u,) -/? (2, u) Further, assumption 4 implies that 20 is the smallest eigenvalue of the pair (M, N) with respect to K and also with respect to -K which is isolated from the right side: Therefore, for given e > 0 we can choose A j E L2 (G), 112 i -20 11L, < e, I = 1, 2, 2 -2 -< 22 and A j is not an eigenvalue of the pair (M, N) with respect to K (or -K, respectively), i = 1, 2. Let tt 0 be an cigenvector of the pair (M, N) with respect to K corresponding to 2. It is clear that -it 0 is an eigenvector of the pair (M, N) with respect to -K. Therefore, we can apply Lemma 3 and Lemma 4 to conclude that there exists a r0 > 0 such that
hjU (2, u) hold for all uEU 0 = U(0,r0)nK, z >0 (or it EU0 = U(0,r0)n(-K), ,u >0, respectively). Let '( U0I ) (( U0-)) be the family of all subsets of the form U = U(0, r) n K (or U = U(0, r) n (-K), respectively) with 0. < r <r0. By K (U, X) (c.f6'K(U,X)) with X = W21 (G) we denote the class of all functions F from U(0, r) to X of the form F = Id -T, where T is a compact continuous mapping and T(U) K (or T(U) -K, respectively). Thus, for any F E K(U, X) (F E JK(U, X)) degK (F, U+, 0) (or degK (F, U, 0), respectively), is defined as in part a) of the proof of Theorem 3.
We now claim that degK (A, U,0) = {1}, -
where the mapping A is defined by
A(u) = u -M(u) -N(2 1 , u), u E U(0, r).
Indeed, we define the mapping B: [0, 1] x U 0 -* X by
B(1, it) = u -M(u) -N(12 1 , u).
Since 2 
