Learning a sequence classifier means learning to predict a sequence of output tags based on a set of input data items. For example, recognizing that a handwritten word is "cat", based on three images of handwritten letters and on general knowledge of English letter combinations, is a sequence classification task. This paper describes a new two-stage approach to learning a sequence classifier that is (i) highly accurate, (ii) scalable, and (iii) easy to use in data mining applications. The two-stage approach combines support vector machines (SVMs) and conditional random fields (CRFs). It is (i) highly accurate because it benefits from the maximummargin nature of SVMs and also from the ability of CRFs to model correlations between neighboring output tags. It is (ii) scalable because the input to each SVM is a small training set, and the input to the CRF has a small number of features, namely the SVM outputs. It is (iii) easy to use because it combines existing published software in a straightforward way. In detailed experiments on the task of recognizing handwritten words, we show that the two-stage approach is more accurate, or faster and more scalable, or both, than leading other methods for learning sequence classifiers, including max-margin Markov networks (M3Ns) and standard CRFs.
INTRODUCTION
A highly active and successful direction of research in machine learning in the last seven years concerns methods for what is called structured learning [11, 16, 18, 17, 15, 5] . Structured learning means learning to predict outputs that have internal structure. This structure can be modeled, and, to achieve high predictive accuracy, it must be modeled. Learning to predict a sequence of output tags, given a sequence of input data items, is an example of a structured learning problem. Specifically, suppose the input is a sequence of images where each image is a bitmap of a handwritten letter. A traditional supervised learning approach is to train a function that can recognize the letter encoded by each image separately. In this traditional approach, the trained classifier recognizes each letter in isolation, based only on the information available in the corresponding image. In a structured learning approach, given the sequence of images representing the letters in a word, a single trained model recognizes all the letters of the word, using all the input images and using knowledge learned about which letters tend to be adjacent in English. For example, suppose the word to be recognized is "fern." The handwritten third and fourth letters may well be almost identical, so a traditional classifier might recognize this word as "fenn" or "ferr" or "fenr". A sequence classifier would use probabilistic constraints between neighboring output letters to know that "fern" is more likely than the alternatives, even though the alternatives are an equally good fit to the input data at the level of individual letters.
Research on structured learning has seen great progress, with sequence classification as its most important and successful subfield. Indeed, the original paper on conditional random fields (CRFs) has been cited over 1100 times since it was published in 2001 [11] . However, technology transfer from basic research to applications has been limited so far. Accelerating this technology transfer is the goal of this paper. We show that existing software that is high in quality and easy to use, specifically the well-known SVM package named LIBSVM [3] and a new CRF package named CRF-SGD [1] , can be used together to achieve high accuracy and high speed on a sequence classification task that so far has been addressed only using complex custom methods that are effectively out of reach for practitioners.
In other words, the goal of the work described here is to show how to benefit from state-of-the-art methods in machine learning by combining them in an uncomplicated way. Frank Lloyd Wright once wrote "'think simple' as my old master used to say-meaning reduce the whole of its parts into the simplest terms, getting back to first principles." Our goal in this paper is to combine multiple theoretical ideas in order to obtain one easy-to-use high-performance method. Following the principle of reducing the whole of its parts into the simplest terms, we reduce the problem of learning a sequence classifier into two subproblems.
The new learning framework is called a two-stage SVM/CRF method. It simplifies ideas introduced previously under the name max-margin Markov networks (M3Ns) [16] . Essentially, we first use SVMs to learn to predict the labels of individual input sequence data items. Then, we use a CRF to predict the sequence of all output labels, where the input to the CRF is the outputs of the SVMs applied to the inputs.
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The two-stage method gains high accuracy from two complementary strengths: margin-maximization approaches can be more accurate than likelihood-maximization approaches as discriminative classifiers, and learning correlations between neighboring output labels helps resolve ambiguities.
Because our goal is to present a method that practitioners can use easily in multiple other applications, our experiments use off-the-shelf software. As an implementation of SVMs, we use the LIBSVM package [3] . As an implementation of CRFs, we use the very recent CRFSGD package [1] . The latter software is especially interesting, and fast, because it solves the numerical optimization problem at the core of CRFs by stochastic gradient descent, following but simplifying much recent research [19] .
In experiments we compare the two-stage method against three baseline methods. The first two baselines treat the problem as unstructured; they are standard logistic regression (LR) and SVMs [3] . The third baseline does not use the margin-maximization idea; it is a standard CRF classifier. In addition to the two-stage SVM/CRF approach, we also investigate a similar two-stage LR/CRF method. Previous studies have shown that different sets of feature-functions lead to widely varying accuracy for CRFs [10] . Hence we investigate a range of alternative sets of feature-functions.
THE TWO-STAGE SVM/CRF METHOD
The M3N method combines maximum-margin and outputcorrelation constraints into a single quadratic programming optimization problem [16] . In addition to the mathematical challenges of combining these two types of constraints, this approach is computationally intensive [13] , although algorithms that are faster than the original M3N method have been proposed [17] . The two-stage approach that we introduce has an intuitive rationale that is similar to that of previous max-margin sequence prediction methods, but the new approach is notably simpler mathematically and computationally.
In our approach, first SVMs are trained to predict the label of each input sequence element; this is a standard multiclass supervised learning task. Second, one CRF is trained to predict the output sequence of labels using as its input the outputs from the previously trained SVMs. The intuition is that both learning approaches are somewhat orthogonal in their advantages, so a combination of them can yield superior results.
During SVM training, the goal is to learn each class based on each sequence element (i.e. data item or data point) and its label in the training set, by maximizing the separation between data points with labels in the same class and other data points. Many studies have shown that SVMs tend to obtain superior results, compared to other classifiers, for predicting individual labels. This advantage of SVMs stems from their ability to use high-dimensional feature spaces via kernels, and from theoretical guarantees on generalization ability [16] . However, an important drawback is that it is typically hard to choose the settings for an SVM (in particular, the best value for the soft-margin penalty C) that will yield obtain optimum results. The most common way to choose settings is to use a validation set that is independent from the training and testing sets.
Given a data point in the test set, the output of the trained SVMs is a vector of scores. In the second stage of our approach, this vector is used as the input attributes for a CRF classifier. Traditionally, a feature-function for a CRF is based on one or more data points, and one label or two adjacent labels. Our proposed new type of feature-function is based on a prediction vector of scores for a data point, instead of directly on the attributes of the data point. Essentially, the two-stage approach uses SVMs as a feature induction method, in order to allow a CRF to learn a better overall classifier.
Let X be a set of input sequences and let Y be the corresponding set of sequences of labels. The data (X, Y ) consist of samples (x i ,ȳ i ) for i = 1, ..., n. Each sample (x i ,ȳ i ) consists of L(i) data points and their labels. That is
A label y ij can belong to one of c different classes, and each input data point x ij can have p dimensions, where p is the number of pixels in the image of one character for example. We assume that each dimension can have one of v values.
Our experiments use an optical character recognition (OCR) dataset compiled by Kassel [9] and standardized by Taskar [16] , who performed image segmentation to separate the characters in each word, rasterization, and normalization of each character. Previous papers do not mention any further data manipulation such as dimensionality reduction. It is well known that dimensionality reduction can be very important in image processing, but we do not investigate it here.
MULTICLASS CLASSIFIERS
For multiclass classification SVMs can be used in either one-against-all or one-against-one fashion. With the oneagainst-all technique, each class is trained separately against the union of all other classes. Applying the trained SVMs on a test data point (x ij , y ij ) yields a vector of prediction scores (g 1 , g 2 , ..., g c ) ij , where c is the number of classes. With the one-against-one technique, each class is trained separately against each other class. Applying the trained SVMs to the test data point yields a vector of prediction scores (g 1 , g 2 , ..., g b ) ij where b = c(c − 1)/2.
Previous work [16] has indicated that the one-against-one approach yields slightly more accurate results for the OCR data. There are two additional advantages of using this approach as part of the two-stage SVM/CRF method: it yields faster SVM training, and it increases the bandwidth of information passed to the CRF. Although one-against-one training is conducted c(c − 1)/2 times, each time only the data points in two classes are involved. SVM training time is typically superlinear in the number of training examples, so learning more classifiers each with a smaller training set is a net win. This improvement in running time is proportional to the number of alternative labels (c = 26 if labels are letters in the alphabet), so it is considerable. The increase in communication bandwidth between the SVMs and the CRF can potentially improve the accuracy achievable by the CRF. However, the larger number of inputs for the CRF tends to increase its training time.
When used for multiclass classification, logistic regression classifiers produce similar vectors of scores, which can also be used as inputs to a CRF in a second stage. For LR training we use another off-the-shelf tool, the MATLABArsenal package [20] . With logistic regression, each vector of scores is a non-normalized vector of probabilities. With support vector machines, each vector is a collection of scores with numerical values between −12.0 and 5.0.
CONDITIONAL RANDOM FIELDS
Given a dataset of input and output sequences (X, Y ), the training objective for a CRF model is to choose parameters W (also called weights) that maximize the conditional log likelihood log P (Y |X; W ), which is
Here there are d different fixed feature-functions denoted F z for z = 1, . . . , d. There is one trainable parameter w z for each F z . Each feature-function F z is actually a sum over output sequence positions of a lower-level feature-function f z . That is, each high-level feature-function F z has the form
where j ranges over the elements ofȳ i and y i0 is a special token to represent the beginning of a sequence. Although the lower-level functions f z can in general be real-valued, all the f z functions we use are binary, i.e. they have value 0 or 1. Each f z function can depend on any or all of the input sequence, and/or on up to two adjacent labels in the output sequenceȳ i . The reason why only at most two adjacent output labels can be used is that making predictions efficiently with a trained CRF model depends on the Viterbi algorithm to compute
and this algorithm cannot handle lower-level feature-functions that involve more than two adjacent elements ofȳ i .
We investigate multiple alternative CRF designs that differ in which feature-functions they use. The alternative CRFs that we consider use various combinations of the following six types of feature-function, which are all special cases of the general form above.
Feature-functions of the first type have the form
There are c · v · p functions of this type, because there are c possible values for y ij , v attributes of x ij , and p possible values for each attribute. Feature-functions of the second type have the form
The number of functions of this type is c 2 vp. When dealing with the OCR dataset, previous work suggests that using features that depend only on output labels is beneficial. In particular, the best results of [10, Section 3, Table 2 ] are obtained using F (1) z features in addition to features that use just a single label, and just two adjacent labels. We represent these feature types as follows:
and
There are c features of the former type, and c 2 of the latter type.
Our contribution is to introduce features for the two-stage approach that depend on the data point x ij only indirectly, through prediction scores g z (x ij ) assigned by SVM classifiers. We formalize this idea as follows:
where g z (x ij ) is one element of the score vector produced by the multiclass SVM classifier applied to x ij . Real-valued SVM scores are discretized, in order to allow the f feature-functions to be binary. Specifically, only the most significant digit is taken into account. Given a real-valued score g z (x ij ), the integer value that is used as input to the feature-function is
Each different integer value, for each of the binary SVM classifiers, then gives rise to a different binary feature-function. When logistic regression is used instead of SVMs, scores are probabilities between 0 and 1, so we use
As is customary with CRFs, we in fact maximize a regularized version of the conditional log likelihood, that is
where log P (W ) = − W 2 2σ 2 . Often the regularization parameter σ is set using a validation dataset, but in our experiments it is fixed at σ = 1.
The objective function is maximized by gradient descent. The gradient (∂/∂w ,ȳ) , is essentially the difference between the feature-function value for (x,ȳ) and the average value of the feature-function averaging over eachȳ ′ with probability given by the current model p(ȳ ′ |x; w). The CRF software we use, called CRFSGD, does stochastic gradient descent [1] . Our experiments confirm that this approach achieves the same accuracy as a sophisticated quasi-Newton method (L-BFGS, [14] ) but is about 10 times faster.
PERFORMANCE CRITERIA
Our hypothesis is that the two-stage combined SVM/CRF method just described performs as well as more mathematically and computationally complex methods, in particular the M3N method. In previous papers, Taskar et al. and Perez-Cruz et al. measure accuracy as the average error per character, but Nguyen et al. and Keerthi et al. measure accuracy as the average over words of the average error per character in each word. In this paper, we report both measurements, since this is the only way to establish a direct correspondence with previous results. As expected, both definitions of accuracy yield very similar results.
The first definition is
where N is the total number of characters in the test set, y ij is the true value of the jth character of the ith word in the test set, andŷ ij is the predicted value of this character. The second definition is
where M is the total number of words and L(i) is the total number of characters in the ith word.
EXPERIMENTS
The specific dataset used for experiments here is a subset containing 6876 words from the OCR dataset of [9] . This subset was compiled by Ben Taskar, and is precisely the same dataset used previously [16, 13, 10, 15] . Each character image in the dataset is of size of 8 · 16 = 128 pixels and is labeled with one of 26 letters. Each pixel has value 0 or 1. To the best of our knowledge, this is the preferred dataset for comparing the performance of classifiers where margin and sequential based approaches are combined, given previously published results that study the matter.
In previous work, Taskar et al. used an unusual 10-fold cross-validation technique where they divided the data into training sets of about 610 words and test sets of about 5500 words. This approach is unusual because in each fold, a small set is used for training versus a large set for testing. In standard cross-validation, in each fold a large set is used for training and a small set for testing. Nguyen et al. applied a similar nonstandard technique, but they used about 600 words for training, about 5400 words for testing, about 100 words for validation. The precise cardinalities of the subsets used in this previous work is not known.
It seems that the reason previous authors used small training sets is time limitations for training. It has been reported [13, Section 4] that the M3N method needed to be halted after 10 iterations of the optimization algorithm for a single fold. The two-stage approach proposed here is much faster. Therefore traditional 10-fold cross-validation can be used, as done also by Perez-Cruz et al. This is desirable because standard cross-validation gives a better idea of the ultimate accuracy that can be achieved by different methods, since it is based on larger training sets.
METHODS COMPARED
For the standard unstructured classifiers, logistic regression and SVMs, each input data point is separate and is one array of pixels. Both methods are trained in a one-againstone fashion for solving the multi-class problem, which is the same as done previously by Taskar [16, Section 3] . For logistic regression the regularization constant is set to 1. For soft-margin SVMs, three different kernels are tried: linear, quadratic and cubic.
Changing the soft-margin penalty parameter C typically yields significantly different results for different kernels [2] . In our experiments C is set to be 150, 250, and 450, for the linear, quadratic, and cubic kernels respectively. Other training parameters are set to the defaults from LIBSVM. Notice that the CGM experiments also use LIBSVM [15] . Perez-Cruz et al. pick C to be 5, and use a radial basis function kernel.
Standard CRF classifiers are trained using two different sets of feature-functions. The first set consists of the F The CRFSGD software only keeps features that occur more than three times in the training set, so these feature set cardinalities are upper bounds on the number of features actually used. Tables 1 and 2 show accuracy results using nonstandard cross-validation, that is with a small 10% training set in each fold, while Tables 3 and 4 show results using standard cross-validation, with a large 90% training set in each fold. Results are presented as mean accuracy plus/minus standard deviation over ten folds. Rows in italics are results taken from previous papers. If a method from a previous paper does not appear in a table, it is because the previous paper did not report the corresponding performance metric, or did not use the corresponding type of cross-validation. Standard deviations are given where available. Results from Taskar et al. appear with two places of accuracy only since they are obtained from a figure in that paper. Finally, Table  5 presents the number of seconds needed to run one fold of cross validation for each method.
ACCURACY RESULTS
The first unstructured baseline, the logistic regression classifier, performs better than previously reported. The improvement may be due to the fact that we use the oneagainst-one approach. In results not shown, when running logistic regression in one-against-all fashion, our results are the same as previously found by Taskar.
The SVM classifiers based on LIBSVM produce interesting results compared to previous experiments. They yield slightly better accuracy than has been reported by Taskar et al., Nguyen et al., and Perez-Cruz et al. The differences may be due to the challenge of setting the soft-margin penalty parameter adequately. In Taskar's work, a multiclass kernelvector machine [4] is used for the linear, quadratic and polynomial kernels. The results from that method closely match the performance obtained here using LIBSVM.
Nguyen et al. use two types of SVM, called SV M struct [8] and SV M multiclass , which are both based on the SV M light quadratic optimizer [7] . Notice that Nguyen et al. only show results for SVMs with linear kernels, which perform worse than SVMs with polynomial kernels in this domain. SV M struct performs better than SV M multiclass in their experiments; its accuracy is close to the accuracy we can obtain using polynomial kernels. Perez-Cruz et al. use the same LIBSVM package that we do; their results using a radial basis function kernel are similar to ours using a linear kernel. Clearly, so far polynomial kernels are the best known for this domain.
Our first baseline method for structured learning, a CRF classifier with feature types F (1,2) z , performs better than the CRF of Taskar et al. by around 3 percentage points, and much better than the CRF of Nguyen et al., beating it by 10 percentage points. This big difference in accuracy is likely due to differences choosing features for the CRF. The CRFSGD software lets us efficiently use a large number of feature-functions, which is known to be beneficial for the success of this type of classifier.
Our second CRF baseline uses the feature-functions suggested by Keerthi et al., namely the types F (1, 3, 4) z . These are token-dependent first-order and token-independent firstorder and second-order according to their nomenclature. The results in this case are similar to previous findings.
Last but not least, the results for the novel two-stage approach are very promising. Overall this approach does better than logistic regression, SVM, and CRF methods separately, and offers accuracy similar to that of the more complex M3N and CGM methods. Using feature-functions that are tokendependent (F Results with the two-stage logistic regression/CRF method are better than results with either method alone, and almost as good as the best results obtained with the M3N method. Although both logistic regression and CRFs are based on maximizing the conditional log-likelihood of a linear model, supplying the logistic regression vector of probability estimates to the CRF appears to enhance its ability to solve the problem. Presumably the vector of scores makes explicit information that is only implicit in the original data. ). The two-stage SVM/CRF also performs as well as the CGM method with cliques of size 2, which is the fair comparison.
The CGM method with cliques of size 3 obtains the best overall results. This make sense because there is definitely useful information in triples of letters over and above the information in pairs of letters. For example, while "st" and "th" are both common letter pairs in English, the triplet "sth" is rare. Tables 3 and 4 show that using traditional cross-validation, with a large training set in each fold, leads to significantly improved accuracy. With this setup, all methods do 5 to 10 percentage points better than with a smaller training set. In summary, Tables 1 to 4 together show that the two-stage approach, with information from either logistic regression or SVMs provided as input to a CRF, yields the same accuracy as mathematically more complex methods.
TIMING RESULTS
Previous studies do not mention the time required to conduct experiments. Table 5 shows the number of seconds needed to run one fold of cross-validation for each of our methods, with small and with big training sets. The entries in the table for LR/CRF and SVM/CRF are the time needed by the CRF stage for these approaches. Thus, the total time for the SVM/CRF two-stage approach is the sum of the SVM and SVM/CRF entries. The computers used for Table 5 are quite standard and inexpensive (Redhat Linux EL4, dual P4 3.2GHz, single CPU used, 2GB memory).
As expected, logistic regression training is fastest, while SVM training is slowest. Given that the larger training set is 9 times bigger, a ratio of running times of 9 or less can be considered reasonable. The observed ratio is reasonable for all methods, except for SVM training with a linear kernel.
CONCLUSION
Structured learning is a new research area in machine learning that has not yet seen wide usage in data mining or knowledge discovery. Within the field of structured learning, the most studied task has been how to learn a classifier that maps a sequence of inputs into a sequence of output labels. Above, we have described a practical new approach to training a sequence classifier. Our experiments show that the proposed method achieves high accuracy, and is faster and more scalable than competitors.
The proposed method combines support vector machines and conditional random fields in a two-stage approach. It achieves high accuracy because of the maximum-margin nature of SVMs, and because CRFs can model correlations between neighboring output labels. The SVM stage of the new method is scalable because the input for training each SVM is only a small subset of the entire training data. The CRF stage of the new method is scalable because the CRF uses only a limited number of features, namely the outputs of the SVMs trained in the first stage.
We report the results of detailed experiments on the task of recognizing handwritten words. Our results provide a lot of detail concerning just one dataset, rather than being less detailed but involving multiple datasets. The reason for this choice is partly that a previous comparison paper in this area [13] has been controversial. The results of this particular previous paper show CRFs and the M3N method performing much worse than in the experience of other researchers. The reason for some of the poor results in [13] was uncovered by [10] . Now, we have performed careful and systematic experiments whose results, reported here, supersede those of [13] , and will resolve the controversy, we hope.
We feel confident that the good performance obtained on the handwritten word recognition problem by the twostage method will carry over to other sequential prediction problems. The reason is the orthogonal strengths of the two phases of the two-stage method. In general, a marginbased approach can extract the most important information about individual data points, while a sequential approach can augment the learning process by exposing the sequentially structured nature of the problem. The results above show that the two-stage SVM/CRF method yields greater accuracy than its component individual methods, which are the current practical state of the art. The two-stage method matches closely the accuracy achievable with the M3N and CGM methods, which are more complex mathematically and computationally. For practical purposes, what is most important is that the good SVM/CRF results are obtained using robust off-the-shelf software. This fact means that the proposed SVM/CRF combination is usable immediately by other researchers and practitioners in their application areas.
