We present a model for the life cycle of positive strand RNA viruses that describes within-host replication and protein synthesis, and the population dynamics of virion production and transmission. We derive a critical persistence threshold arising from the tradeoff observed between genome synthesis and translation. We find paradoxical relationships among genome decay rates, the rates of encapsidation and the abundance of virus-encoded proteins: increasing the decay rate or the rate of encapsidation leads to an increase in protein concentration. We also examine the effect of the two levels of selection experienced by the virus. It turns out that the interand intra-cellular dynamics lead to conflicting evolutionary forces which results in the selection of an intermediate value for the encapsidation rate. We characterize this value and determine the parameters upon which it depends. We discuss the ways in which population dynamics of infection at the cellular level feed-back to influence kinetic events within the cell.
Introduction

Virus taxonomy
Viruses are infectious, obligate intracellular parasites. Within a target host cell, the viral genome is replicated and directs the synthesis of essential virion components by making use of host cellular pathways. Progeny virions are constructed from newly synthesized virion components, and constitute vehicles for the transmission of the viral genome into further target cells.
Virus genome content is DNA or RNA based. The majority of RNA viruses are single stranded. The positive, single stranded RNA viruses (Baltimore class VI) are capable of immediate translation once within the cell and include, for example, the picarnoviruses. The positive, double stranded viruses are all members of the retroviridae including HIV, SIV and HTLV. Negative strand RNA viruses (Class V) are all enveloped by helical capsids. These include the paramyxoviruses and filoviruses. Many of the negative strand RNA viruses have segmented genomes, meaning that not all genes are members of a single linkage group. Some viruses have the distinction of carrying not only their own genome within the virion but formerly synthesized virus-encoded enzymes. These help in the early expression of virus genes once within the host cell. The most significant of these are the polymerase enzymes required to initiate translation of negative strand RNA genomes. In this paper we are focusing on the singlestranded, positive sense RNA viruses, where the single RNA genome performs at least three functions: (1) translation into amino acids, (2) replication, and (3) encapsidation by encoded protein for egress from the cell.
Virus life cycle
Viruses are translational parasites. All RNA of viral origin must be translated by host-cell protein synthesis pathways. Either this is achieved directly in the case of positive strand viruses, where the genome can serve immediately as mRNA template, or some additional means of synthesizing mRNAs from the negative strand template must be employed. The virus typically piggy-backs on normal cellular processes and since these are finely regulated and highly compartmentalized, the virus must tune its own replication mechanisms and parameters to exploit those of the host. The essential steps in the replication cycle are the formation of mRNA (in DNA viruses and negative strand RNA viruses), the synthesis of viral proteins, the replication of viral genomes, the encapsidation of viral genomes by viral proteins, and the infection of further susceptible cells. In this paper we shall focus on the kinetics of positive strand RNA viruses where the first step is not required.
RNA synthesis (replication) is catalyzed by virus encoded RNA-dependent RNA polymerase. In some cases accessory viral proteins or host derived factors are also required to direct the RNA template or prime the polymerase. The new RNA is synthesized by template-directed stepwise incorporation of ribodeoxynucleoside monophosphates into the 3'-OH end (3' to 5' direction) of the growing negative strand RNA chain which extends in the 5' to 3' direction. Genome synthesis occurs mainly in the cytoplasm, although some viruses synthesize new RNA while bound to cellular membranes.
The synthesis of viral proteins during translation proceeds in the 5' to 3' direction in which the resulting protein is synthesized from the amino to the carboxy terminus. Unlike replication which is largely under the control of virus encoded proteins, translation depends almost entirely on host factors. An important implication of these observations is that genome replication and genome expression are mutually exclusive. With replication moving along the positive strand in the 3' to 5' direction and translation moving 5' to 3', ribosomes must be cleared from the viral RNA before serving as a template for negative strand RNA synthesis.
Virion production requires that the protein and nucleic acid components produced during replication and synthesis are assembled and sorted within the cell for eventual export. Once at the assembly site, most viruses are capable of self assembly and packaging of the virion components and genome. The release of the virions from the infected cells varies from non-cytolytic budding, whereby enveloped viruses leave the cell intact during release, to lysis where the cell is destroyed spilling the virions into the extracellular spaces. Once released and mature, these virions travel within the host initiating new infections in susceptible cells for which they express a tropism.
Levels of selection problem for a virus
The previous description of virus life cycles illustrates how the replication of a virus genome depends upon successful completion of a within cell and a between cell phase. Those genes encoding for strategies effective within the cell are different from those influencing the biology of cellular transmission. In many cases, including those we consider in this paper, these strategies can come into direct conflict -strategies effective at ensuring effective replication within the cell lead to reduced infection of susceptible cells. This paper is organized as follows. In section 2 we describe the intra-cellular viral dynamics and find two equilibria, one corresponding to a productively infected cell and the other to extinction of virus. We further show that the rate of encapsidation must be bounded from above in order for the virus to persist within the cell. In section 3 we present the inter-cellular dynamics and find that increasing the rate of encapsidation is evolutionarily advantageous at this level. The optimal encapsidation rate, derived from considering both levels, can be found analytically in terms of the parameters of the system. In section 4 we discuss our results in relation to empirical studies when available.
The intracellular level of selection
The following model aims to make explicit the dynamical consequences of invariant features of positive strand RNA virus life cycles, identifying parameters and states that contribute disproportionately to dynamical behavior, neglecting contingent diversity. We are interested in: (1) describing the steps essential to the persistence or extinction of virus genomes within the cell, (2) identifying rate limiting reactions during virion production, (3) characterizing parameter dependencies for virus export, and (4) assessing the impact of selection pressures acting at the level of mature, infectious virions on within-cell genome replication and protein synthesis pathways.
Throughout we shall adopt the following notation:
• m for the number of mRNA strands;
• R for the number of ribosomes;
• p for the abundance of virus protein;
• y for [mp], the mRNA virus protein complex or virion;
• z for [mR], the mRNA-ribosome or translation complex.
Intracellular dynamics
We shall assume that a constant fraction 0 ≤ β ≤ 1 of the total virus-encoded protein synthesized is RNA-dependent RNA polymerase. We can then write down the following reactions as irreversible kinetic relations describing a part of the infectious life cycle of an RNA virus:
The positive strand RNA genome serves directly as mRNA -binding with polymerase to form a complex y at a rate k 1 . The polymerase replicates the genome and is released out of complex where it is ready to participate in further reactions at a rate k 2 . The genome is also bound to ribosomes to form the complex z within which virus proteins are synthesized at a rate k 4 . RNA present in the translation complex is not available for replication by ribosomes. The new genomes and proteins are then packaged and egress from the cell at a rate k 5 . The k i are the reaction rates for each process, and by assuming mass action, we can write these reactions down as the following system of ODE's:
where we have additionally included death rates (d i for each of the components). We shall assume that
We make this assumption because the host derived factors are constitutively expressed within the infected cell to serve ongoing cellular processes. Note that under this assumption,Ṙ +ż = 0 (this follows from adding equations (7) and (10)). In other words, we have
Upon infection, p(0) = y(0) = z(0) = 0. This is because the viral proteins have not yet been synthesized. The initial infectious dose of the virus determines m(0), whereas R(0) is the homeostatically regulated abundance of ribosomes within the cell and is always greater than zero. Once a cell is infected, genome replication and protein production follows. This leads to the rapid establishment of a productively infected cell containing an equilibrium abundance of virus components. Where we have described only five creative kinetic parameters, in reality there are many more. This is because each reaction that we treat as a single step, comprises a number of steps in nature. For example, the parameter k 5 , which we term the rate of encapsidation, involves the assembly of the virion, transport within the cell, fusion with the cell membrane, and release from the cell surface. Our parameters are best thought of as average rates over all of these events. For this reason determining the precise value of the parameters from published studies becomes very difficult. We therefore speak of parameters in terms of their relative values, and only discuss those results where absolute values are not required.
Viral equilibria
System (6-10) under condition (11) has two equilibria. One of them is given by
whereR is an arbitrary constant. In terms of the initial condition of the system, we haveR = C init (this is a consequence of (12)). Local stability analysis tells us that that solution (13) is always (neutrally) stable.
The other equilibrium of the system is given by the following expressions:
where
and m e > 0 is an arbitrary constant. The existence condition can be written as
If we assume that
all the expressions simplify greatly. Instead of (14-15), we have
Solution (19-22) exists if
This condition highlights an essential instability in the positive strand RNA virus cellular kinetics. It states that productive infection can only be achieved when the rate of encapsidation lies below the rate of polymerase-genome complex formation. The intuitive explanation for this requirement is that when the rate of encapsidation becomes too large, replication is unable to preserve genomes within the cell as they are being removed more quickly than they are being produced. There is a need for fine tuning of parameters to ensure the continued production of virus. The precise position of the equilibrium depends on the virus-determined initial infectious dose, and the host-determined abundance of ribosomes. The value m e is related to these initial conditions and is found from equation
and equals
A simple analysis of formula (25) shows that in order for the solution, m e , to exist and be positive, we need to satisfy
If this condition holds, the system relaxes to the virus equilibrium, (19-22). If condition (27) is violated, the system relaxes to the the first, trivial fixed point, (13), where no virus is present. Figure 1 illustrates this point. We simulated the system of equations with the same initial conditions for the case where k 5 satisfied condition (27) (plot (a)) and also for the case where k 5 violated condition (27), but satisfied condition (23) (plot (b)). In the former case we have a stable non-trivial virus equilibrium whereas in the latter case the virus disappears from the cell as time progresses. This result demonstrates that for reasonable initial conditions, the critical threshold relating encapsidation and genome replication, given by inequality (23), is never reached. This is because the dynamical system imposes an additional accessibility restriction on the parameter values, in effect ensuring that whenever a productive equilibrium is observed, it is certain to lie some distance away from the critical threshold. In the vicinity of the threshold, the virus population evolves towards extinction. The time-evolution of the variables of the system, m, R, p, y and z, in the two cases: (a) k 5 = 1.3 < βk 1 − ∆c and (b) k 5 = 3, βk 1 − ∆c < k 5 < βk 1 (below). In the former case, the system relaxes to the virus equilibrium (19-22), the calculated values for the equilibrium are marked by horizontal dotted lines. In the latter case, the system relaxes to the trivial fixed point, (13), where no virus is present. The other parameters are chosen to be
Parameter dependence of the virus equilibrium
Let us examine the form of the virus equilibrium, (19-22). In particular, formula (20) strikes us as counterintuitive at first glance. Why should the amount of protein produced grow with the death rate for the mRN A, d m ? Surely reducing the half-life of the mRNA would lead to a reduction in its protein product. Furthermore, why does p grow as the rate of its removal from the cell, k 5 , increases? We might expect that the amount of protein within the cell decline with increasing rates of encapsidation. These counterintuitive results can be appreciated by examining more closely the implications of equilibrium on the dynamical system. Expression (20) can be interpreted in the following intuitive way. Let us recall the equation for the dynamics of m:
The two terms in brackets on the right hand side correspond to processes (1) and (2), the second brackets contain the contribution of the processes (3) and (4), the term −k 5 mp is process (5) and the last term is the decay of mRN A. Let us start from the second set of brackets in equation (28). From (10) it follows that at equilibrium, −k 3 mR + k 4 z = 0, which means that there is no contribution to the production/decay of mRN A from processes (3) (4) . This is hardly surprising because during these processes, the mRNA is conserved. Now if we look at the first set of brackets in (28) and use equation (9), we can see that the corresponding contribution is nonzero and is equal to βk 1 pm. This is a manifestation of the fact that during processes (1-2), mRNA is produced, and the rate of production equals βk 1 p. Now, we can balance the three contributions to the change of m: production, virus egress from the cell and death, given by the three terms:
Formula (20), in which increasing the decay of mRNA or increasing the rate of encapsidation leads to an increase in the abundance of protein, follows immediately. To ensure an equilibrium, an increase in the decay of mRNA or an increase in the rate of encapsidation, must be matched by an increase in the replication rate of the virus genome. At equilibrium these conditions are required to prevent selection of the trivial, zero equilibrium for the virus.
Dynamics of a simplified system
System of equations (6-10) is nonlinear, and the general analytical solution cannot be obtained. So far we have only found the equilibrium points of the system. It is however possible to characterize the dynamics by recognizing important properties of virus biology. We consider an approximation to system (6-10) under the assumption that some of the processes have a much faster time scale. In particular, complex formation is much faster than either genome replication or protein synthesis. Another assumption we are making is that the system is far from threshold, i.e. k 5 ≪ βk 1 . The advantage is that the system now becomes linear, and we obtain analytical expressions for all the variables as a function of time.
We assume that
From equations (19-22) it follows that R ∼ 1/k 3 and p ∼ 1/k 1 , so it is convenient to re-scale the variables as R = R ′ /k 3 , p = p ′ /k 1 . Substituting this into system (6-10) and neglecting small terms, we can see that R ′ = k 4 z/m, p ′ = (k 4 z + k 2 βy)/(βm) and there are only three ODE's left:
with initial conditions m(0), y(0), and z(0). Note that the initial conditions are not the same as the ones in the full system; effectively, they correspond to the values of m, y and z after a short initial stage of the dynamics where quick, of the order of t ∼ 1/k 1 or 1/k 3 , readjustment takes place. In particular, it can be shown that the correct initial condition for z is z(0) = C init . System (31-33) is linear, and its eigenvalues are 0, −d m , −k 2 (1 − β). The solution of system (31-33) can be written as follows:
(34) where the constants are expressed in terms of the initial conditions for m, y and z:
The stable fixed point of this system is given by
and
One sees from the solution that the dominant factor in determining the time required for the system to reach equilibrium is the smaller of the quantities (1 − β)k 2 and d m . In particular, the smaller the rate at which new genomes are replicated, k 2 , the longer it takes for the system to converge to its equilibrium.
The inter-cellular level of selection
The previous results all relate to the within-cell phase of virus infection. However, a virus must leave a cell and infect new susceptible cells to ensure that its life cycle is completed. Parameters critical for between-cell dynamics need not be the same as those within the cell: the biological basis for cell tropism and infectivity (population level parameters) are different from those describing replication and synthesis (cellular parameters). Nevertheless, it is not the case that selection at the cellular level is independent from parameters at the withincell level. There will be an optimal within-cell system defined in relation to the optimal between-cell system. In this section we explore how virus population dynamics feeds-back to influence the choice of parameters describing cellular kinetics.
Dynamics
Let S be the abundance of susceptible cells, I -the abundance of infected cells and V the amount of free virus. We have the following standard systeṁ
where r determines the rate at which susceptible cells are generated from source tissues, γ the efficiency of infection when viruses meet susceptible cells, d i are decay constants and δ = k 5 m(t)p(t) is the rate at which virus is liberated from infected cells as described in the previous within-cell model. We are going to assume that the solution m(t)p(t) relaxes very quickly to its equilibrium value, so we can replace it with
where m e and p e are the equilibrium values, and treat δ as a constant within the system. In this way we have combined two time scales of infection, the rapid time scale of within-cell kinetics, and the relatively slow time scale of cellular infection. An equilibrium of system (39-41) is given by S = r/d 1 , I = V = 0. This point is stable if R 0 < 1, with R 0 = γδr/ (d 1 d 2 d 3 ) . The value R 0 is the familiar basic reproductive ratio. For R 0 > 1, the virus is able to invade the population of susceptible cells and we have another stable fixed point:
Increasing the rate of production of susceptible cells or increasing the value of δ always leads to an increase in the equilibrium abundance of virus. Now let us assume that there are two types of viruses, a wildtype V and a rare mutant V * , which are liberated from infected cells at the corresponding rates δ and δ * . The number of cells infected by each kind of virus is denoted by I and I * . We havė
An equilibrium of this system is given by equations (43-45), and I * = V * = 0. This solution is stable as long as R 0 > 1 and δ > δ * . This means that the virus for which the quantity k 5 m 0 p 0 is maximized, is stable with respect to invasion of any other strain of virus differing in the value of the population level parameter δ.
An evolutionary stable encapsidation rate
We know that population dynamics favors a steady increase in the rate of egress of virus from infected cells. However we need to consider the impact of this population level selection on the stability of the within-cell virus dynamics. We can use the results of section 2 to find the conditions under which the quantity k 5 m 0 p 0 is maximized. Let us assume that
With this simplification, which amounts to assuming that the rate of decay of virus-encoded proteins is very slow, all the expressions become much more concise and it is easier to carry out the analysis. We stress however that very similar behavior is observed for nonzero d p . We find after some calculation that the evolutionarily stable strategy for a virus is to have
where the optimal value of ∆ is given by The quantity δ = k 5 m 0 p 0 as a function of k 5 for the two cases, (i) dp = 0 and (ii) dp = 0.01. The other parameters are as in figure 1 . The vertical lines indicate the important values of k 5 : the threshold value, βk 1 which is never reached (equation (23)), the existence condition for the virus equilibrium, βk 1 − ∆c (for dp = 0, equation (26)) and the selected value, βk 1 − ∆opt (for dp = 0, equation (53)).
Figure (2) illustrates this result: the quantity βk 1 − ∆ opt optimizes the curve k 5 m 0 p 0 as a function of k 5 . We also present the result for the case d p > 0 which is qualitatively similar. From formula (53) we can see that increasing the decay rate of virus-encoded proteins reduces the maximum value that k 5 m 0 p 0 can attain. Increasing the rate of polymerase-genome complex formation (k 1 ), reducing the rate of ribosomegenome complex formation (k 3 ), or increasing the decay rate of the virus genome (d m ) all cause the optimum value of the parameter k 5 to be reduced. In other words, these all favor a reduction in the rate of encapsidation of genomes by virus-encoded proteins for egress from the infected cell.
Discussion
•We have assumed that genome replication and genome translation cannot occur simultaneously.
Evidence for interference between translation and replication comes from studies on poliovirus. Poliovirus comprises a single-stranded positive sense RNA genome that serves two essential functions at the start of the viral replication cycle in infected cells. First, it is translated to synthesize viral proteins and, second, it is copied by the viral polymerase to synthesize negative-strand RNA for replication. Treatment with Cycloheximide and other inhibitors of polypep-tide chain elongation "freezes" ribosomes on mRNA and prevent the normal clearance of ribosomes from viral RNA templates. With treatment poliovirus polymerase is not able to dislodge translating ribosomes from viral RNA templates and mediate the switch from translation to negative-strand synthesis (Barton et al., 1999 ). Replication appears to be regulated according to the natural clearance rate of translating ribosomes. The control of this switch appears to be an RNA structure at the 5' end of the viral genome, next to the internal ribosomal entry site (Gamarnik & Andino, 1998 ). These studies demonstrate how translation and replication are mutually exclusive, and suggest that some means for switching activities is required to maintain the balance between replication and export.
•We find a critical persistence threshold representing a balance between replicating virus genomes within the cell, and synthesizing proteins in order to export virions from the cell. If the rate of export is too high, all genomes are removed from the cell before they have an opportunity to replicate.
The replication of the positive sense RNA hepatitis A virus (HAV) in BS-C-1 cells was examined under single-cycle growth conditions using strand-specific probes for detection of viral RNA species (Anderson et al., 1988) . The results of this study suggest that encapsidation of positive-strand HAV RNA inhibits transcription at all times during the growth cycle, thereby reducing the pool of replicating RNA and the final yield of infectious HAV. In other words, encapsidation threatens to exhaust the store of RNA genomes within the cell. It seems that one way around this for the virus is to ensure that genomes be replicated before they are encapsidated. This strategy is found for flavivirus RNA genomes (Khromykh et al., 2001 ). Another solution is to divide the RNA into satellite RNA destined for replication and normal RNA destined for encapsidation. This is the solution favored by velvet tobacco mottle virus (Hanada & Francki, 1989 ).
It has even been suggested that persistent infection with enteroviruses in the central nervous system could depend on defective transcription, thereby biasing kinetics towards replication and away from protein synthesis and encapsidation. Evidence from coxsackie virus in human skeletal muscle cells does not support this position (Gow et al., 1997 ).
•The model tells us that increasing the rate of decay of the virus genome (mRNA), or increasing the export of protein from the cell, both lead to an increase in the total amount of protein within the cell at equilibrium.
For most viruses the half-life of mRNAs varies according to the quantity of protein required within the cell. Long lived RNAs generally encode structural proteins that are required most of the time, whereas short lived RNAs are often associated with regulatory proteins that are only required transiently. For any RNA that is required constantly, the decay rate must not exceed the production rate, otherwise the RNA will disappear. Hence at equilibrium, any increase in the rate of decay must be matched by an increase in production. The immediate outcome of this requirement is that increasing the decay rate can in some instances lead to an increase in the abundance of RNA.
Herpes simplex virus carries within its virion a host shutoff protein (Vhs) that is delivered into cells prior to virus gene expression. Herpes also encodes the protein within its genome for synthesis following late gene expression. The effect of the Vhs protein is to reduce the stability of mRNA in infected cells (Zelus et al., 1996) . The protein does not discriminate between host derived and virus derived mRNA and leads to an accelerated decay of both. The standard explanation for Vhs is that the protein reduces competition between virus and host derived mRNAs for access to translational machinery, producing a net benefit for the virus. We demonstrate however, that such a strategy can increase genomic RNA without invoking host factors.
An opposite finding is observed in the papilloma viruses, in which transformed cell lines producing benign tumors express unstable RNAs rich in AU nucleotides. In malignant, cervical carcinoma cells, as a consequence of integration into the host genome, the E6 and E7 gene mRNAs lack the AU rich sequences, and are consequently more stable (Jeon et al., 1995) . This increased stability is associated with a higher concentration of tumor-specific proteins.
These two cases serve to illustrate that RNA decay rates are in themselves insufficient to determine protein abundance. Estimates of proteins require knowledge of the full chemical reaction scheme and decay rates for proteins.
•The fully analytical solution to our system (under certain assumptions) shows that the rate of synthesis of new viral genomes from the polymerase complex is rate limiting and determines the time to reach equilibrium: the higher the replication rate the more quickly a fixed point is reached.
The virus life cycle is made up from a number of consecutive steps. While the cleavage of polyproteins and the subsequent assembly of capsids can be protracted, they are rarely rate limiting. The rate limiting step is most often associated with the production of new protein (k 4 ) (Borovec & Anderson, 1993) or the replication of the virus genome (k 2 ) (Anderson et al., 1988) as is confirmed by our model. Reduced rates of protein synthesis by polymerase can be sufficiently important to form the basis of restricted host ranges (Lemm et al., 1990 ).
•We showed that evolution favors those viruses that maximize their rate of egress from infected cells. We then used this result to determine the evolutionary optimum value of the virus-determined rate parameter k 5 -the rate of virus encapsidation and export from the infected cell. We found that k 5 is bounded from below and from above by the intracellular and inter-cellular selection forces, and that an intermediate optimum exists. This optimum is greater for lower rates of genome decay and lower rates of polymerase binding. Thus population level selection feeds-back onto parameters influencing within-cell kinetics.
•Finally, instabilities arising through competing selection pressures at the within cell and between cell level, give rise to critical points in virus persistence. The existence of critical dependencies is usually a good sign for therapy, as these provide potential targets for disease eradication. We have found that viruses that emerge too quickly from within the cell are often short lived infections. Drugs that increased the encapsidation rate of viral genomes might effectively rid cells of infection.
