Abstract. We consider the problem of growth of the sequence of Lebesgue constants corresponding to the Newton interpolation and estimate the growth of this sequence in the case of a nested family of Chebyshev's points.
Introduction
Let X = (x has at least logarithmic growth and that the Chebyshev array T is close to the optimal choice. Now suppose that the array X is nested, that is, any row of X consists of the previous row plus one more value. What is the growth of Λ N (X)
in this case? Starting from the classical papers by C. Runge, S. Bernstein, and G. Faber, the problem of approximating properties of Lagrange interpolation has attracted attention of many mathematicians. A variety of results concerning asymptotic behavior of the Lebesgue constant were obtained for dierent arrays (see e.g. [1] , [4] , [7] ), as well as for dierent metrics. It is rather surprising that the naturally arising corresponding problem for the Newton interpolation was out of consideration. In this respect we can mention only Problem II in [3] , where the question of existence of a nested interpolation process for a xed function f ∈ C[0, 1] was posed.
How to choose a sequence X = (x n ) ? One can suppose that such a sequence must at least approximate the equilibrium arcsine distribution dµ e (x) = dx π √ 1−x 2 . This means that the nite measures 1 n n k=1 δ x k , where δ x k stands for the unit mass located at x k , converge to dµ e in the weak * topology of measures. For example, the Leja sequence L has this approximating property (see e.g. [6] , T.V.1.1). R. Taylor and V. Totik [8] proved that the sequence Λ N (L)
has subexponential growth, that is log Λ N (L) N → 0, as N → ∞. Here and subsequently, log denotes the natural logarithm.
The Leja sequence is a nested analog of the array F of Fekete points (see e.g. [6] for the denition of Fekete points). Even for the set [−1, 1], the exact position of the Leja points is not known, whereas the corresponding nth Fekete points are the zeros of the Jacobi polynomial P (1, 1) n−2 together with the points ±1 (see e.g. [7] , T.6.7.1). It should be noted that asymptotically Λ N (F ) N 3/2 (see e.g. [4] , Ch. 10, Corollary 13). On the other hand, for the Chebyshev array T we have Λ N (T ) 2 π log N + 1 (see e.g. [5] , Theorem 1.2). Thus, a nested analog of the array T can be considered as a possible choice for the desired sequence X.
Here we arrange in a special manner the zeros of the Chebyshev polynomials (T 
The choice of a sequence of interpolating nodes
The Chebyshev polynomials T N (x) = cos (N arccos x) have the property T N T M (x) = T N M (x). If M and N are odd, then the polynomial T N M preserves all zeros of T M . Therefore one can arrange a nested family of zeros of a subsequence of the Chebyshev polynomials. Here we consider the polyno-
is the set of zeros of T 3 s . Let Z 0 = {0} and for s ∈ N let Z s denote the zeros of T 3 s that are not zeros of T 3 s−1 . That is with the set
, where the superscripts ± are related to the position of the point from Z s with respect to the corresponding value from ∪
We enumerate all points from X := ∪ ∞ s=0 Z s in the following way: let 
Let us represent the angle ψ n as a combination of δ k = π3 −k with k ∈ N. By construction of the sequence (ψ n ) ∞ n=1 , we see that
For a general formula we x a function κ with the domain {0, 1, 2} such that κ(0) = 0, κ(1) = 1, κ(2) = −1. Then for the ternary expansion n = 1 +
Then the Lebesgue function λ N (X; x) is given as N +1 k=1 l k,N (x) and the quantity Λ N (X) = sup |x| 1 λ N (X; x) is called the Lebesgue constant of order N of the sequence X. Clearly, Λ N (X) gives the norm of the Newton interpolating operator
Here and subsequently, Π N denotes the set of all algebraic polynomials of degree at most N .
The aim of this paper is to estimate the growth of the sequence
Given N with 3 s < N < 3 s+1 we will consider the even trigonometric polynomials
, whereT n stands for the monic Chebyshev polynomials 2 1−n T n . Given δ, we dene for any n ∈ N the polynomial
Here θ k = 2k−1 n π 2 . We will restrict our attention to the values of the parameter δ with |δ| < θ 1 = π 2n . We see that the zeros of t n are dened by the angles corresponding to the Chebyshev polynomial T n , but shifted by δ.
For any even trigonometric polynomial
3. On the maximal value of |µ N | Let us show that |µ N | attains its maximum at 0.
Here for α = θ 1 + δ, . . . , θ n−m + δ the fraction above is of the form 0/0, so we consider it to be the corresponding limit.
Proof. Here,
After cancellation of common terms we get
, which gives the desired result.
Lemma 2. Suppose 0 < α 1 α 2 · · · α n < π is such that the polynomial t(θ) = n k=1 [cos θ − cos α k ] attains its maximum modulus at θ = 0. If 0 δ π − α n , then S δ t as well attains its maximum modulus at θ = 0.
Proof. We proceed by induction. The polynomial t 1 (θ) = cos θ − cos α 1 attains its maximum modulus at θ = 0 if and only if π/2 α 1 π. In this case S δ t as well attains its maximum modulus at 0. Suppose the statement is valid for any polynomial t n of the above type. Assume that
In the next lemma we localize the extrema of t n (θ, δ).
Proof. Without loss of generality we can assume
This gives a change of sign of the derivative and a local extremal value of t n on the interval (jπ/n, jπ/n + δ).
We will use the representations
For 0 a δ we have
We represent the terms of the rst sum as a dierence of the corresponding cotangents, whereas for the second terms we use the second representation. Then
Choose a = 0. In the case 2j < n we cancel common terms in the rst and the third sums above.
Here and in what follows we use the formula
In this way,
The last expression is negative for positive δ. If 2j n then arguing as above we get for g(jπ/n) · 2 sin (jπ/n) the similar negative form
This proves the rst inequality in (2). We now turn to the case a = δ in (3). If 2j < n then
which is positive for δ > 0. For 2j n we get
since for j n − 1 all arguments of the cotangents above are positive. This gives (2) and completes the proof.
decrease with respect to j. For δ < 0 we get an increasing set of values.
Proof. Suppose δ > 0. Let us x j with 1 j n and compare the
By Lemma 3, we can consider the expression on the right without modulus. Clearly, the fraction derived is larger than 1 for
. Similar arguments apply to the case δ < 0. The next lemma deals with the product of polynomials of type t 3 k .
Proof. The proof will be divided into four steps. The rst three of them correspond to the case p 1.
1) We prove the inequality t(α) t(α + δ p ) for 0 α π − δ p . This means that the function t(·) attains its maximum on the interval [0, δ p ].
2) For 0 θ β := δ p − δ q+1 + λ we show t(0) t(θ) . Thus it remains to consider only the values β < θ < δ p .
3) We show that t > 0 on (β, δ p ), so
, by 2), and t(0) t(δ p ) , by 1). 4) We consider the case p = 0 separately. To prove 1), let us x 0 α π − δ p . Since
we use Lemma 1 in the form
and, as is easy to check, arguments of all tangents above belong to the interval (0, π/2), so we can remove the signs of modulus. Thus we want to prove the inequality (4)
One can check that f increases under these conditions. (5) . Then the right fraction in (4) attains its maximal value when x is maximal, that is λ is minimal. Therefore it is enough to prove (4) for
, which is equivalent to
.
We can restrict ourselves in the product on the left only to the values k = 1, k = 1 2 (3 q−p + 1) and k = 3 q−p , since all terms in this product exceed 1. Here θ
We use the following notations:
Then the desired inequality takes the form
We multiply all terms on the left, neglect the term containing sin 3 σ, and use the inequality sin 3σ < 3 sin σ in order to replace the desired inequality by
The last inequality is equivalent to
We express both parts of the inequality above as functions of the variable y := sin ( α +
The left part of (6) (6), so we reduce the inequality to the following:
The coecient of y 2 is positive. Also, σ = 
where t 3 p attains its minimal value. By Lemma 3, β = δ p − δ q+1 + λ < ϕ 
Hence, t (θ) = −t(θ)g(θ) sin θ with g = g p + g q . Note that the functions g q and g have a vertical asymptote at z. We see that the inequalities g > 0 on (β, z) and g < 0 on (z, δ p ) will give the positivity of t on I.
The function f (x) = n k=1 1 x−x k decreases on any interval of its continuity. Therefore the function f (cos θ) increases on any such interval and it is enough to show that (7) g(δ p ) < 0 and g(β) > 0.
Let us rst examine the value δ p . Arguing as in Lemma 3 (for the case j = 1, a = 0), we get
Similarly,
In order to get the rst inequality in (7), we need to show that
Since the left part of this inequality increases, whereas the right part decreases, when λ becomes smaller, it is enough to consider the value λ = − 1 2 δ q+1 = −σ. We want to show (8)
The function f (x) = csc (x + 3σ) − csc (x − 3σ) increases as x increases with 3σ < x < π − 3σ. Therefore it suces to consider the smallest value of θ , as is easy to check. Thus, g(δ p ) < 0. Our next goal is to show the second inequality in (7). In the same manner we get the representation
This value is negative and, as a function of λ with |λ| < σ, it attains its minimum when λ = −σ. Therefore,
The term g q (β) can be handled in the same way. We get
As in Lemma 3, the terms of the rst (second) sum can be represented as a dierence (a sum) of the corresponding cotangents. Hence, g q (β) · 2 sin β = A 1 − A 2 − B 1 − B 2 , where
We decompose A 1 in the sum
Also,
Here the dierence
is positive, since |λ| < σ. We want to estimate g q (β) from below, so we can neglect this dierence. Also,
Therefore,
The value λ = −σ only reduces this expression. From here,
Combining this with (9) we get the desired inequality g(β) > 0 provided
It is a simple matter to check the rst inequality for 0 < σ π 54 and δ p with 18σ = 3δ q δ p π/3. On the other hand, increase of p will enlarge the right part of the second inequality and decrease the left one. Therefore we can assume p = q − 1, that is δ p = 18σ. Moreover, we consider only the rst term on the left. It remains to show that 4 cos 3σ sin 2σ sin σ sin 5σ >
For the sum on the right we have 648σ for the given values of σ. 4) To deal with p = 0, we note that
18 . Furthermore, by Lemma 4, the values of the local maxima of |t 3 q | decrease, so t (0) t(θ) for 0 θ π/2. Let us x θ > π/2. For t 1 we get
Given θ, we choose m such that
, where by Lemma 3, mδ q < ϕ m < mδ q + δ q+1 + λ. Since θ > π/2, we have m 2. We compare, by means of Lemma 1, the values of t 3 q (·) at the points ϕ m and α := ϕ m − mδ q . Clearly, 0 < α <
All fractions in the product exceed 1, so we can consider only the rst two terms. Moreover, arguing as above, we see that the expression takes its minimal value when λ is minimal, whereas α is maximal. Therefore,
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Since θ
Combining this with (10) we see that t(0) > t(θ)
The left part of this inequality decreases, whereas the right part is an increasing function, so we have to check the inequality only for maximal σ.
Suppose q 2. Then 0 < σ 
Now the values a = 
t(0).
We see that |t| attains its maximum value at 0, just as in all previous cases.
The main result of this section is Lemma 6. For any N ∈ N, 0 θ π we have
Proof. If N = 3 s with s ∈ N 0 , then the function µ 3 s (θ) = 2 1−3 s cos 3 s θ attains its maximum modulus at 0. Also, µ 2 (θ) = cos θ(cos θ − cos 5π/6) has this property. Therefore we have the desired inequality for 1 N 3. By induction, assume it is valid for N 3 s . Suppose
are zeros of t 3 s (·, δ s+1 ). For the numbers (2 · 3 s + k) 3 r k=1 we have the angles ψ 2·3 s +k = ψ k − δ s+1 with k = 1, . . . , 3 r , and the corresponding polynomial t 3 r (·, −δ s+1 ). If γ r = 2 then for the next 3 r indices (2 · 3 s + 3 r + k) 3 r k=1 we get the angles ψ 2·3 s +3 r +k = −δ s+1 + δ r+1 + ψ k for k = 1, . . . , 3 r , and the corresponding polynomial t 3 r (·, −δ s+1 + δ r+1 ). Therefore,
Here · · · denotes the product of certain polynomials t 3 k with k < r. Both functions t 3 s (·, δ s+1 ) · t 3 r (·, −δ s+1 ) and t 3 r (·, −δ s+1 + δ r+1 ) have maximum modulus at 0, the rst by Lemma 5, and the second by Lemma 2. Continuing in this way, from (1) we get in . . . the last term
for γ p = 1, and this polynomial together with
for γ p = 2. The last polynomial has the form t 3 p (·, δ) with δ > 0, so we can apply Lemma 2 for it. In the case γ q = 1 the previous polynomial is of the same type. If γ q = 2 then we combine the polynomial
, which is the second in q-th pair. Thus we get the product
It is easy to check that
Therefore, |λ| < 1 2 δ q+1 and Lemma 5 can be applied to the polynomial t. By that we decompose µ N into a product of terms every one of which has maximum modulus at 0, so µ N also has this property.
On the growth of Λ N
Values of the polynomial t n (·, δ) can be expressed in terms of the product
For example, as is easy to see,
For some values of the parameter b, the exact magnitude of π n (b) can be found. Lemma 7. For any n ∈ N we have π n (0) = 2 The Chebyshev polynomial T 2m+1 has local extrema at the points cos kπ 2m+1
for k = 1, . . . , 2m. Hence,
On the other hand,
Taking x = 0 in both expressions yields 
follows. By means of (11) we can express π n (0) = n k=1 sin 2k−1 4n π. Let us rst examine the odd value n = 2m + 1. Here,
The last product is equal to 
For the general case, we write n in the form n = 2 q (2m + 1) with m, q ∈ N 0 . Combining the previous representations we get
To express π n := π n(
we apply similar arguments. Instead of (11) we use
But as above, T 2m+1 (0) = (−1) m (2m + 1). Comparing both forms of T 2m+1 (0) we obtain (12).
Arguing as above, we see that π 2m = 2
by (12). Thus for any n = 2 q (2m + 1) we have
which is the desired conclusion.
Proof. Indeed, if 0 δ π 2n then by Lemma 4 we have
Also, t n (0, δ) T n (0) = 2 1−n . To estimate the other term, we note that
Our next objective is to analyze the remaining polynomial
This polynomial can be handled in the same way as µ N in Lemma 6.
We use the ternary decomposition 
Continuing in this way, we get
For every term of type t
(0, δ) for any 0 θ π, by Lemma 4, and we can neglect these terms while estimating ρ N (θ) /ρ N (0) from above. All other terms (with δ < 0) attain the maximal modulus value at θ = π, by Lemma 4. It follows that
Then the rst term on the right in (13) is absent. Let us estimate all σ k from above. At rst,
. From Corollary 1 we conclude that t 3 r (π, σ r ) /t 3 r (0, σ r ) (2π/δ s+1 ) 2 = 4 · 3 2(s+1) . Secondly,
But here γ r = 0, so κ(2 − γ r ) 0. Therefore,
In the worst case, when r = s − 1, we get σ q > − 1 2 δ q + δ s and t 3 q (π, σ q ) /t 3 q (0, σ q ) 3 2s .
In general,
where m = min {j > k : γ j = 0}. Thus, σ k > − We are now able to estimate the fundamental Lagrange polynomials corresponding to the given sequence. Question. One can suggest that more symmetric inll of the levels Z s will decrease the size of the Lebesgue constants corresponding to a new sequence. In this connection we can reformulate the question from [2] : Is it possible to reach a polynomial growth of the sequence Λ N (X)
for some another rearrangement of points from the sequence (x k ) ∞ k=1 ?
