This article presents a survey of architectures, techniques, and algorithms for multicasting data in communication switching networks. We start with a broadcast architecture using a separate copy network and a routing network. A few versions of this idea using Delta and Benes networks exist. Another multicast architecture is a recycling network where internal nodes act as relay points, accept packets from the switching fabric, and recycle them back into the fabric after relabeling the packets. Next, we give an overview of a system that uses the Boolean splitting multicast algorithm. In this system a nonblocking self-routing broadcast Banyan copy network has been proposed. The network consists of several components including a running adder network to generate running sums of copy numbers specified in the headers of input packets. We then describe a multicasting technique presented for a different class of switching networks called deflection-routing networks. Finally, the idea of extending a nonblocking network to a three-dimensional structure consisting of multiple parallel planes is also presented. At the end of this article, we compare the efficiencies of the presented multicast architectures.
INTRODUCTION
Modern switching systems must have the ability to support widespread multimedia applications such as multicasting voice, video, and data. Multicasting is defined as sending data from one source to a group of destinations. The motivation for developing multicast is that there are applications for which a packet needs to be sent to more than one destination host. Instead of forcing the source host to send a separate packet to each destination host, we want the source to be able to send a single packet to multicast addresses, and for the network to deliver a copy of that packet to each group of hosts. Hosts can then choose to join or leave this group without synchronizing with other members. A host may also belong to more than one group at a time.
Multicasting is required to implement conferencing due to the real-time component of multimedia applications like audio and video. Tight real-time components require a constant flow of data and have very low tolerance of jitter. To this end, corrupted data frames are often dropped rather than retransmitted. New technologies like asyncrhonous transfer mode (ATM) are likely to have low jitter due to the use of optical fibers as the transport media. Here one would like to see a dynamic multicast system which adapts to deletions and additions of ongoing data over time [1] . Similarly, we have unicast or point-to-point service and broadcast service, defined as sending data from one source to all destinations. Multicast service is distinct from repetitive unicast. In multicast service we want to make copies of data at or near a source with only one access to the transport media. This raises issues of congestion more drastically due to copies of packets floating around. Multicasting is implemented as a tree structure. The source generates a packet and sends it out to the first switch. The packet may have a field that specifies how many copies of this packet are to be made. All copies may be destined for other switches in which more copies of the packet are made, and some packets may move to their destinations. To implement a multicast connection, a binary tree is normally constructed with the source switch port at the root and the destination switch ports as the leaves. Internal nodes act as relay points which receive packets and make copies.
There are a number of multicast methods presented in the literature for switching networks. In this article we explain the current and popular multicast techniques as follows: multicasting by copy network, through a recycling technique, by a Boolean splitting algorithm, in deflection-routing networks, and in a threedimensional nonblocking network. Finally, we compare the above architectures.
MULTICASTING THROUGH A COPY NETWORK AND A ROUTING NETWORK
One of the first broadcast architectures for modern data switching systems appeared in [2] . The system consists of three Delta networks: a copy network, a distribution network, and a Nader F. Mir, San Jose State University MULTITASKING TECHNIQUES routing network. This work was then extended in [3] where the Benes network topology was used to construct a routing network and a copy network for an ATM switching system. Two algorithms have been proposed, one for the routing network and one for the copy network.
In the copy network shown in Fig. 1 , packets are replicated as designated by the initial global fanout, F, given in the routing control field of the packet header. The global fanout refers to the total number of packet copies requested. Let F j be the remaining number of copies of a packet when the packet arrives at stage j, and f j the number of copies made locally at stage j. In the beginning, the algorithm initializes F j to F and f j to one. The copying method is such that the replication of the packets takes place stage by stage within the network in order to distribute the traffic as evenly as possible. There are two types of routing: point-to-point and multipoint connections. In the case of a pointto-point connection, a packet is routed randomly in the first k -1 stages and routed according to successive d-array digits of the destination address in the last k stages. When multipoint connections are requested, a packet is routed randomly in the first k -1 stages, and in the last k stages the packet is copied. The operation F j = F j-1 /f j-1  basically computes a new fanout number for a packet at stage j with local fanout f j-1 = F/d l  where l = 2k -1 -j. The algorithm is set up to generate the final number of copies that appear on the outputs to be the smallest multiple of 2 greater than or equal to F. This technique reduces the hardware complexity in the controller. If the final number of copies that appear on the outputs is more than requested, the unnecessary copies of packets can easily be thrown away. This task is completed by the broadcast translated circuit (BTC), shown in Fig. 1 . The BTCs receive all the copies of a packet. A central monitoring mechanism for all BTCs compares the number of requested copies read from the packet's header and the number of copies actually made in the copy network. It then decides to remove unused copies based on this comparison. For the routing network, routing is similar to that in a point-to-point copy network.
As a practical example, consider Fig. 1 , which shows a network with n = 16 ports using switch size d = 4. Assume the global fanout of an incoming packet is F = 5 and copies of the packet are to be routed to output port numbers 1, 6, 9, 12, and 14. In the copy network, there are (2k -1) = 3 stages (k = log d n = 2); at stage j = 1, F 1 = 5 and the local fanout f 1 = 1, so the packet gets distributed. At stage j = 2, F 2 = F 1 /f 1  = 5 and f 2 = F 2 /d l = 2; thus, two copies are made at this stage and guided to two switches at the last stage (j = 3). At the third stage, F 3 = F 2 /f 2  = 3 and the local fanout f 3 = F 3 /d l  = 3; therefore, for each of these switches three copies of the packet are made. Notice that the sum of the above copies (6) has exceeded the requested global fanout (5), so, as mentioned, the one additional copy is thrown away by the corresponding BTC.
MULTICASTING BY THE RECYCLING TECHNIQUE
A new method presented in [4] proposes multicasting by recycling packets. This method uses an architecture that reduces the switching complexity and the amount of memory required for routing packets in multicast virtual circuits. Consequently, this architecture makes it both technically and economically more feasible to construct large switching systems ultimately used for broadband switching applications. To implement a multicast connection, a binary tree is constructed with the source switch port at its root and destination switch ports as its leaves. Internal nodes acting as relay points accept packets from the switch but then recycle them back into the switch after relabeling the packets. New labels carry the information about the destination pair, identifying the next two switch ports to which they are to be sent. This topology provides a moderately low-cost solution. In this method, as seen in Fig. 2 , a translation table (VXT) provides an <output, VCI> pair that is added to the packet header plus two additional bits which indicate whether the pair is to be recirculated another time. There are a number of buffers used (Fig. 2) . A receive buffer (RCB) holds packets received from the input link and forward them to the switching network. A transmit buffer (XMB) holds packets waiting to be 
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Copy network BTC Routing network OPP transmitted on outgoing links. A resequencing buffer (RSQ) is used to restore proper ordering of packets at the output. A recycling buffer (RCY) provides buffering to the packets that need to be recycled. Figure 2 illustrates the recycling technique. Basically, a is a source that generates packets to be delivered to b, c, d, and e. Also, x and y are relay points. Consider a packet entering at a has copies to be made and is headed for virtual circuit i. For such a packet there may be an entry of the type <x, j> and <e, k> in the VXT. This can be interpreted as making two copies of the packet, one to be recycled to port x on virtual circuit j and the other bound for output port e on virtual circuit k. Furthermore, the VXT entry at x may have entries <b, n> and <y, m>, which could be interpreted as making copies bound for output port b on virtual channel n and recycled to y on virtual channel m. The packet would again be recycled at y. The packet header has two bits, the status of which is determined by the controller to decide if a packet needs to be recycled. To add an endpoint, we need to find a parent for it (maybe one that does not have heavy recycling traffic) and add the new endpoint to one of its unused VXT entries. Since the intermediate point (i.e., the parent of the new endpoint) is also new, it has to be put into the VXT entry of another node, which becomes the grandparent of the new endpoint and whose child will now become a sibling of the new endpoint. To remove a connection we can consider two cases. If the output to be removed has no grandparent but its sibling has children, replace the parent's VXT entry with the sibling's children. If the output to be removed has no grandparent and its sibling has no children, we simply drop the output to be removed from its parent's VXT entry, and the connection reverts to a simple point-topoint connection. Since packets are resequenced when they exit from the system, the RSQ must be dimensioned to delay packets long enough so that slow packets have a chance to catch up with fast packets.
MULTICASTING BY A BOOLEAN SPLITTING ALGORITHM
In [5] , a nonblocking self-routing copy network with constant latency has been proposed. The system mainly consists of a broadcast Banyan network in which switching nodes replicate packets based on two-bit header information. The basic structure of this network consists of following cascaded components: a running adder network (RAN) that generates running sums of copy numbers specified in the headers of input packets, a dummy address encoder (DAE) that takes adjacent running sums to form a new packet header, a broadcast Banyan network (BBN) that is a Banyan network with broadcast switch nodes capable of packet replications based on two-bit header information, and a trunk number translator (TNT) that determines the outgoing trunk numbers for each copy packet. When broadcast packets are received at the RAN, the number of copies (CN) specified in the packet headers is added up recursively. DAEs form new headers consisting of two fields: a dummy address interval and an index reference (IR). The dummy address interval formed by adjacent running sums is represented by two nbit binary numbers, the minimum (MIN) and maximum (MAX). The index reference is set equal to the minimum of the address interval, used later by the trunk number translators to determine the copy index (CI). The broadcast Banyan network replicates packets according to a Boolean interval splitting algorithm based on the address interval in the new header. When copies finally appear at the outputs, the TNTs compute the copy index for each copy from the output address and index reference. The broadcast channel number (BCN) together with the CI form a unique identifier for each copy. The TNTs then translate this identifier into a trunk number (TN), which is added to the packet s header and used by the switch to route the packet to its final destination.
To understand how routing takes place using the Boolean splitting algorithm shown in Fig. 3 , suppose a packet arrives at an arbitrary node k -1 from a previous node k. If 
for the packet sent out on link 1. This modification is a routine operation, meaning it is independent of the header contents and can be considered built-in hardware.
The RAN is a log 2 n-stage network constructed from n/2log 2 n nodes. It can be arranged as a top-down or bottom-up recursive structure. Each node is an adder with two inputs and two outputs, and a vertical line which is a pass. The main function of the RAN is to assign output addresses for each broadcast packet according to the requested number of copies. It first generates the running sums of copy numbers at each port. This is done by adding the CN from the packet header with the number going down (or coming up in a bottom-up structure) through the pass and placing that sum on the output node. If there is another node on the same link, the process of adding is repeated. The dummy address encoders take the new headers from adjacent running sums. The new header consists of two fields: one designates the dummy address interval, which is represented by two n-bit binary numbers MIN and MAX; the other contains an index reference equal to the minimum of the address interval. If allocation of output addresses begins with address 0, the following sequence of dummy address intervals are generated by a top-down running adder:
where S i is the ith running sum of the copy numbers. This sequence results in forward address assignment. The length of each interval is equal to the corresponding copy number in both addressing schemes. It should also be noticed that both sequences are monotone to satisfy the nonblocking condition previously described. The decoding process is carried out by the broadcast Banyan network and the trunk number translators. The broadcast Banyan network routes the packets according to the Boolean splitting algorithm discussed earlier. When packets emerge from the Banyan network, the address interval in their headers contain only one address at the outputs of stage N, the last stage. According to the Boolean splitting algorithm min(N) = max(N) = output address. Packets belonging to the same broadcast channel are distinguished by CI. The CI of each packet is determined by CI = output address -IR.
MULTICASTING IN DEFLECTION-ROUTING NETWORKS
Another category of switching networks is based on the deflection of packets for routing. As a result, the multicasting technique could be fundamentally different to those in other switching system categories. In a deflection-routing network, when two packets request the same outgoing link, only one of them is forwarded on the preferred link; the other one is deflected on the second link. There are a few deflection-routing networks such as the Shuffle network [6] and the Manhattan street network (MSN) [7] . In this article we review the multicast technique for the MSN.
The MSN is a regular mesh network that can be realized as a collection of horizontal and vertical rings. The MSN can be considered for implementation in geographically distributed computer networks. The links resemble the streets and avenues in Manhattan, which alternate in direction as shown in Fig. 4 . With the torus-shaped topology embedded in the network, at each node there are two links arriving and two links leaving regardless of the network size. Although it is not indicated in the figure, at each node an incoming link and an outgoing link connect the network to a local processor which generates and receives data sent through the network. Routing in the MSN relies on deflection [7] . By maintaining the deflection rule explained above, once a packet is admitted to a network, it is not discarded if congestion occurs. Instead, the packet is misrouted temporarily but will reach its destination. However, deflection of packets onto longer paths causes additional delay. Nodes can be used with different purposes for multicasting. Figure 4 gives an example of a multicast tree for a packet with fanout-4. By the source node and destination node, we mean the terminals through which a packet is delivered and exits, respectively. A relay node refers to a location that determines the addresses of the next two copies. Finally, a copy node is a node through which a packet is replicated and forwarded to both outgoing links. In an N × N network where N = √n, the number of hierarchical levels of a multicast tree in which copy nodes are required relies on the global fanout of a packet F ∈ {0,1, …, n -1}. In a multicast tree, the number of levels containing at least one copy node is log 2 F. The number of relay nodes R is equal to F -2.
The determination of physical locations of copy nodes and relay nodes with respect to packet destinations can be important. These locations will affect the capability of a network to handle high bandwidths. Assume in Fig. 4 a packet at copy node c 1 (as a local source node) is to be replicated and sent to two final destinations, d 1 and d 2 , respectively. Let (i 1 , j 1 ) and (i 2 , j 2 ) be the addresses of two destination nodes d 1 and d 2 , and (i 3 , j 3 ) be the address of c 1 . Nodes d 1 and d 2 can always be realized as two vertices of a rectangle in the MSN. The ideal location of a relay node r 1 is as an immediate neighbor of c 1 , (i 3 + 1, j 3 ) or (i 3 , j 3 + 1), depending on which is closer to c 3 . By maintaining this rule in the network, the length of a routing path between a copy node and a destination node is evaluated in the relay node at its earliest time and thus at its lowest waste of bandwidth. For the same reason as for relay nodes, the location of a copy node must be closest to the pair of destination nodes. In Fig.  4 the copying steps of a fanout-4 packet are shown, and the ideal locations of copy nodes and relay nodes indicated.
MULTICASTING IN THREE-DIMENSIONAL NONBLOCKING NETWORKS
In [8] , a 3D multicasting switching architecture was presented for high-speed applications. A Clos network is used as a building block module in this system. The Clos network is a nonblocking network with the condition that k ≥ 2n -1, where n and k are the sizes of the first-stage crossbar switch elements [9] . In this figure, the network is nonblocking since n = 2 and k = 4. The multicast algorithm for each plane is described in the following steps.
At the first stage no routing decision need be made. The first stage switch elements only maintain a table indicating utilization of the center stage arrays. This table is created based on backpressure information obtained from the center stage arrays. A center stage element least used at any particular time gets the highest priority. In fact, this table can be shared by all the first stage arrays. Once a multicast packet arrives at the center stage array, the hardware looks at the first k bits of every address, where k = log 2 N/n. The packet is then split according to the number of distinct k bits found. The maximum number of new packets that can be created is N/n. All addresses with the same first k bits are sent to the corresponding switch element in the last stage. Also, since there are four distinct addresses identified by the first two bits in our example, the packet is split four ways. The final stage (stage 3) looks at the remaining l bits, where l = log 2 n, in each address of the multicast packet received by the last stage array. The packet is again split according to the number of different sets of l bits found. The maximum number of packets at this stage is l. The packets are then sent to the appropriate output port corresponding to the last l bits. If a packet is split, the head- er has to be modified. The new header contains the addresses with the same initial k bits. The 3D structure of the Clos network consists of a number of parallel planes of the same type and size of network seen in Fig. 5 . The inputs are connected together such that an incoming input packet can be demultiplexed between all the same input ports at the same level. The demultiplexer does the work of distributing the input packets. Similarly, there is a device that connects all equally numbered outputs. This device accepts packets coming from different planes and time multiplexes them onto the same output port. A multicast packet on a particular input port requesting some number of copies, say F, can distribute the request equally between the parallel planes. This serves to reduce the load on any particular plane, which reduces overflow at the planes, leading to reduced use of buffers. The advantage of this method is that there is no need to queue input packets. This would reduce the traffic congestion in the network. An analysis of a 3D Clos network is based on the blocking probability p b (i) for input number i out of N:
where ρ is the offered load per input and F max is the maximum number of copies requested by any packet. The distribution of multicast packets among planes is done using the following routing algorithm. Let the number of copies being requested by a multicast packet be represented by F.
Case 1: F ≤ m • Send a packet to the first F available planes.
Availability is determined using the backpressure information from the planes. Each plane makes one copy of the packet and routes it to the appropriate output port depending on the header information. Thus, we get the required F copies. Case 2: F > m • Divide the total number of copies being requested by a multicast packet, F, by the value m to get two parameters, Q and R, which are the number of copies equally divided between the planes and the copies left over, respectively. • Look at the utilization table (discussed later) and take the highest-priority plane. Priority is assigned on the basis of usage. Therefore, planes being utilized less, as determined by the back-pressure information, are given higher priority. For the first R planes, add 1 to the number of copies desired to be made by that plane, which is simply the value of Q. The remaining R copies are further divided between the least busy (or highest-priority) planes. The remaining m -R planes now have to make Q copies.
• Choose the first Q (or Q + 1 for those planes that take care of the extra requests) addresses from the address space and add the new header to it that has information about the destination plane, number of copies, and so on. Do this for all addresses till the last.
The distribution circuit at the input has the processing ability to take the packet header and modify it according to the algorithm for distribution of packets to the planes. Some fields are added on top of the original packet. In fact, the original packet is encapsulated into this new packet with the new packet header. The distribution circuit maintains a table constructed on the basis of back-pressure information obtained from the planes.
COMPARISON OF TECHNIQUES AND SUMMARY
In this article we present a survey of high-speed switching networks along with their techniques and algorithms for multicast traffic applications. The copy network architecture uses a Benes network. The Benes network can realize more than one path from an input to an output, but it is strictly nonblocking under certain speedup factors. The speedup factor in a switching network refers to the internal link speed to external link speed ratio. A network is called strictly nonblocking if for every set of routes R realizing a set of connections C, and every connection c compatible with C, there exists a route r that realizes c and is compatible with R. In the recycling technique, a method of multicasting by recycling packets is presented. This is an architecture that reduces switching network complexity and the amount of memory required for routing packets in multicast virtual circuits compared to the copy network architecture. However, extra hardware is needed to implement the recycling part. The recycling technique makes it both technically and economically feasible to construct the large switching systems that will ultimately be used for broadband switching applications. Multicasting in deflection routing networks requires a special-purpose technique since from any given input to any output there may exist a number of different paths with different lengths. The Manhattan street network as a sample of deflection-routing network is considered. This network has a toroidal-mesh topology which can deflect a request on the alternate output link if the desired link is not available. The threedimensional structure of the presented architecture can be advantageous in applications where there is heavy multicast traffic, as in multimedia applications. The Clos nature of the network decreases internal link blocking. However, the complexity of the entire system increases, especially for larger-size architectures. A Clos net- work as a building block network uses a larger number of crosspoints than a similar sized Banyan network used in a Boolean split architecture. Nevertheless, the trade-off between hardware complexity and blocking makes more sense with today's technology as hardware becomes inexpensive. Table 1 presents a quick efficiency comparison of the five multicasting techniques; CN, RT, BS, DR, and 3D refer to the copy network, recycling technique, deflection routing networks, and three-dimensional structure, respectively. Factors considered are hardware complexity, the speed of algorithm, and the level of traffic congestion and blocking as a result of multicasting.
