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We study the asymptotic behavior of a family of sequences deﬁned by
the following nonlinear induction relation c0 = 1 and cn =
∑k
j=1 rjcn/mj  +∑k
j=k+1 rjcn+11/mj −1 for n ≥ 1, where the rj are real positive numbers and mj are
integers greater than or equal to 2. Depending on the fact that
∑k
j=1 rj is greater or
lower than 1, we prove that cn/nα or cn/ln nα goes to some ﬁnite limit for some
explicit α. Our study is based on Tauberian theorems and extends a result of Erdo¨s
et al. © 2001 Academic Press
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1. INTRODUCTION
Erdo¨s et al. [3] studied the asymptotic behavior of the sequence ann∈
deﬁned by
a0 = 1 and an =
k∑
j=1
rjan/mj for n ≥ 1
(1.1)
where x denotes as usual the integer part of x, the rj are real positive
numbers, and the mj are integers greater than or equal to 2. Under some
assumption on the mj (see (2.2)) and when σ1r =
∑k
j=1 rj = 1, they
proved that
an ∼
σ1r − 1
α
1∑k
j=1 rjm
−α
j lnmj
nα as n −→ +∞
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where α is the unique real number that satisﬁes
k∑
j=1
rjm
−α
j = 1
In particular, that was the answer to a problem raised by Rawsthorne [6]
about the asymptotic behavior of the sequence deﬁned by
a0 = 1 and an = an/2 + an/3 + an/6 for n ≥ 1
In this paper we are interested in studying the asymptotic behavior of
the sequence cnn∈ deﬁned by the mixed induction relation
c0 = 1 and cn =
k∑
j=1
rjcn/mj +
K∑
j=k+1
rjcn+11/mj −1 for n ≥ 1
(1.2)
where the rj are real positivenumbers, themj are integers, and2 ≤ m1 < · · · <
mk, 2 ≤ mk+1 < · · · < mK . Under some assumption on the mj , we prove
that if σ1r =
∑k
j=1 rj > 1, then
cn ∼ λ1nα as n −→ +∞
if σ1r < 1, then
cn ∼ λ2ln nβ as n −→ +∞

where β is deﬁned by
k∑
j=1
rj +
K∑
j=k+1
rjm
−β
j = 1
when σ1r = 1, we could not provide an equivalent of cn but we prove that
given ε > 0, there exist two positive constants M1ε and M
2
ε such that
M1εe
γln2 n2−2γ+εln2 nln3 n ≤ cn ≤M2εeγln2 n
2−2γ−εln2 nln3 n
for all n, where 2γ lnmk+1 = 1
 ln2 n = lnln n and ln3 n = lnln2 n. (We
give a precise statement of our results in Section 2.)
The proof of Erdo¨s et al. [3] for ann is based on the Renewal Limit
Theorem and does not seem to be easily extensible in the case of cnn.
Here we generalize the method introduced in [7] to study ann based on
Tauberian theorems (see in Section 3). These theorems prove to be very
powerful in some tricky situations like those given by (1.2) and allow us to
obtain non-trivial estimates on the constants λ1 and λ2. It has to be noted
that the mixed relation induction creates new technical difﬁculties that did
not appear in [7]; in particular, when we study ann, we have from the
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beginning a good idea of the asymptotic behavior of the sequence: it is
easy to prove that there exist two positive constants M1 and M2 such that
M1n+ 1α ≤ an ≤M2n+ 1α

whereas such very good a priori estimates are not reachable for cnn; but
Tauberian theorems allow us to overcome this difﬁculty. We need also to
generalize these theorems, in order to study nonincreasing functions (see
Section 3).
The paper is organized as follows: in Section 2 we detail our results on
the asymptotic behavior of the sequence cnn (see Theorems 2.2 and 2.3);
in Section 3 we present the useful Tauberian theorems we will need to
prove Theorem 2.3; in Section 4 we give a proof of them; in Section 5, we
study the asymptotic behavior of ann (see Theorem 2.1); in Section 6, we
prove Theorem 2.2; in Section 7 we prove Theorem 2.3, part 1; in Section 8
we prove Theorem 2.3, part 2; in Section 9, we prove the estimates on cn
when σ1r = 1.
2. STATEMENT OF THE MAIN RESULTS
First we recall the result on ann: deﬁne
σ1r =
k∑
j=1
rj(2.1)
It is easy to see that ann is nondecreasing and goes to inﬁnity if σ1r >
1
 ann remains constant if σ1r = 1, and ﬁnally ann is nonincreasing
and goes to zero if σ1r < 1. We assume that
lnmi
lnmj
/∈ (2.2)
for some i
 j ∈ 1
    
 k2. (Erdo¨s et al. call this case the “ordinary
case.”) Then we have the following
Theorem 2.1. Assume that σ1r = 1 and let α be the unique real number
that satisﬁes
k∑
j=1
rjm
−α
j = 1(2.3)
Then under (2.2) we have
an ∼
σ1r − 1
α
1∑k
j=1 rjm
−α
j lnmj
nα as n −→ +∞(2.4)
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Remarks. (1) Note that ασ1r − 1 > 0.
(2) Erdo¨s et al. proved this result using the Renewal Limit Theorem,
thanks to the fact that ﬁrst the function f x = axx−α is a convex com-
bination of previous values of f (using (1.1)) and next that the function
gu = f eu satisﬁes a functional equation (“renewal equation”) of the
form
gu = hu +
∫ u
0
gu− νFdν for all u ≥ 0

where h is a Riemann integrable function with compact support and Fdν
is a probability measure with ﬁnite expectation (see Feller [4]). However,
in the case of cnn, the function f is no more a convex combination of
some of its previous values, and we could not manage to ﬁnd a transfor-
mation giving a renewal equation. Our proof is different and follows the
method based on Tauberian theorems introduced in [7], where only the case
σ1r > 1 was studied. When σ1r < 1, we need to generalize the usual
Tauberian theorems (see Sections 3 and 4). We clearly present the proof
of Theorem 2.1 since it contains the main ideas to prove Theorems 2.2
and 2.3, where other technical difﬁculties of a different kind will appear.
(3) When (2.2) is not satisﬁed, we are in the “lattice case” (as it is
called in [3]); in this case, only a subsequence of the sequence ann−αn
converges (see [3]); in order to make the paper shorter, we do not treat
this case here.
Next, before studying directly cnn, we study the asymptotic behavior of
the sequence bnn deﬁned by
b1 = 1 and bn =
k∑
j=1
rjbn1/mj  for n ≥ 2(2.5)
The study is very close to the previous one and we have the following
Theorem 2.2. Assume that σ1r = 1 and deﬁne α by (2.3). Then under
(2.2) we have
bn ∼
σ1r − 1
α
ln 2−α∑k
j=1 rjm
−α
j lnmj
ln nα as n −→ +∞(2.6)
So once we know these results, what is really interesting is to study the
sequence cnn deﬁned by the mixed induction relation (1.2). In this case,
we have a competition between the inﬂuence of the terms cn/mj and the
inﬂuence of the terms cn1/mj . It is quite natural to think that the result
will depend on σ1r =
∑k
j=1 rj , σ2r =
∑K
j=k+1 rj , and σr = σ1r +
σ2r. Once again, it is easy to see that the sequence cnn is respectively
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nondecreasing to inﬁnity, constant or nonincreasing to zero according to
whether σr is greater, equal, or lower than 1. More precisely, we have
the following
Theorem 2.3. (1) Assume that σ1r > 1. Deﬁne α by (2.3). Then
under (2.2) there exists some constant λ1 > 0 such that
cn ∼ λ1nα as n −→ +∞(2.7)
(2) Assume that σ1r < 1 and deﬁne β by
k∑
j=1
rj +
K∑
j=k+1
rjm
−β
j = 1(2.8)
Then if there exists i
 j ∈ k+ 1
    
K2 such that
lnmi
lnmj
/∈ 
(2.9)
there exists some constant λ2 > 0 such that
cn ∼ λ2ln nβ as n −→ +∞(2.10)
Remarks. (1) The constants λ1 and λ2 are explicit but are expressed
in terms of some integral. However, we have the following estimates:
λ1 >
σ1r − 1
α
1∑k
j=1 rjm
−α
j lnmj
(2.11)
Note that the large inequality is obvious, since clearly cn ≥ an, but the
inequality is in fact strict; this implies that the terms cn+11/mj −1 in the
induction formula have a real inﬂuence on the asymptotic behavior of cnn.
The proof of Theorem 2.3 also leads to
0 < λ2 <
σr − 1
β
σ1r + 1− σ1rln 2−β∑K
j=k+1 rjm
−β
j lnmj
(2.12)
if σr > 1 (i.e., if β > 0) and
λ2 >
σr − 1
β
σ1r + 1− σ1rln 2−β∑K
j=k+1 rjm
−β
j lnmj
(2.13)
if σr < 1 (i.e., if β < 0). We do not think that these estimates on λ2 could
be easily found by simple comparison arguments.
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(2) When σ1r = 1, the problem is much more delicate, since it is
easy to prove that, given ε > 0, there exist M1ε and M
2
ε such that
∀n ≥ 1
 M1εln n1/ε ≤ cn ≤M2εnε
Hence the sequence cnn grows faster than any power of ln n, but more
slowly than any power of n, and so the situation becomes trickier than in
parts (1) and (2) of Theorem 2.3. In fact we could not provide an equivalent
of cn but we prove that, given ε > 0, there exist two postive constants M1ε
and M2ε such that
M1εe
γln2 n2−2γ+εln2 nln3 n ≤ cn ≤M2εeγln2 n
2−2γ−εln2 nln3 n(2.14)
for all n, where 2γ lnmk+1 = 1. You can take ε = 0 in the right-hand side
of (2.14) if
2γ
k∑
j=1
rj lnmj > rk+1e
γlnmk+12+1
(2.15)
and you can take ε = 0 in the left-hand side of (2.14) if
2γ
k∑
j=1
rj lnmj ≤ rk+1eγlnmk+1
2+1
however, it is not difﬁcult to see that under (2.15)
cne
−γln2 n2+2γln2 nln3 n −→ 0 as n −→∞
Hence (2.14) gives an idea of the asymptotic behavior of cnn when σ1r =
1; But ﬁnding an equivalent of cn is still an open question.
3. THE USEFUL TAUBERIAN THEOREMS
We will denote
Pλ = z = x+ iy
z > λ
(3.1)
where z is the real part of z. As usual, given f  + −→ , we formally
deﬁne its Laplace transform f by the formula
f z =
∫ +∞
0
f te−tz dt(3.2)
Tauberian theorems are powerful analysis tools. One of their most
famous applications is the proof of the Prime Number Theorem (see, e.g.,
Ellison [1, p. 46]), based on Ikehara’s theorem (see, e.g., Theorem 2.11
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in [1, p. 56]):
Theorem 3.1 (Ikehara). Let φ  + −→ + be a nondecreasing func-
tion. Assume that there exists α > 0 such that
(i) the function φ is well-deﬁned on Pα;
(ii) the function z → φz − 1z−α can be continuously extended on Pα.
Then φt ∼ eαt as t −→ +∞.
(See also Newman [5] and Wiener [9] for other Tauberian theorems and
their applications.)
It is rather surprising that Tauberian theorems are always expressed for
nondecreasing functions that ﬁnally go to inﬁnity at inﬁnity, whereas a little
change in the proof allows us to consider also nonincreasing functions that
go to zero at inﬁnity.
Here we prove the following slightly weaker Tauberian theorem
Theorem 3.2. Let φ + −→ + be a nondecreasing (resp. nonincreas-
ing) function. Assume that there exists α > 0 (resp. α < 0) such that
(i) φt = Oeαt (in particular, this implies that the function φ is
well-deﬁned on Pα);
(ii) the function z → φz − 1z−α can be continuously extended on Pα.
Then φt ∼ eαt as t −→ +∞.
This theorem was proved by Tosel [8] when φ is nondecreasing (and
α > 0). The small changes we need to do with respect to Tosel’s proof also
allow us to extend Ikehara’s theorem to nonincreasing functions.
It is also practical to have a result for functions f x that behave at
inﬁnity like xα, and not only like eαx. In this respect, for g  1
+∞ −→
+, we consider the Mellin transform of g,
gz =
∫ +∞
1
gt
t1+z
dt
(3.3)
and we have the following
Theorem 3.3. Let g  1
+∞ −→ + be a nondecreasing (resp. nonin-
creasing) function. Assume that there exists α > 0 (resp. α < 0) such that
(i) gt = Otα (in particular, this implies that the function g is
well-deﬁned on Pα);
(ii) the function z → gz − 1z−α can be continuously extended on Pα.
Then φt ∼ tα as t −→ +∞.
(Once again, this theorem is well known when φ is nondecreasing (and
α > 0).)
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4. PROOF OF THE TAUBERIAN THEOREM 3.2
4.1. Proof of Theorem 3.2
Tosel [8] proved Theorem 3.2 when the function φ is nondecreasing and
when α = 1. Here we adapt his proof when φ in nonincreasing (and α < 0).
We consider the function
f t = φte−αt − 1
Since f is bounded on +, its Laplace transform is deﬁned (at least) on P0.
Set z ∈ Pα:
f z − α =
∫ +∞
0
f te−z−αt dt =
∫ +∞
0
φte−αt − 1e−zteαt dt
=
∫ +∞
0
φte−zt dt −
∫ +∞
0
e−z−αt dt = φz −
1
z − α
Hence the function f can be continuously extended on P0, and we can
apply the following Tauberian theorem due to Tosel [8]:
Theorem 4.1 (Tosel). Let f ∈ L∞+ such that its Laplace transform
(that is at least deﬁned on P0) can be continuously extended on P0. Then
∀g ∈ L1

∫ +∞
0
f tgx− tdt −→ 0 as x −→ ±∞(4.1)
(For the reader’s convenience, we give the idea of the proof of
Theorem 4.1 at the end of this section, and we refer the reader to
Tosel [8] for a complete proof.)
Using Theorem 4.1, we can conclude the proof of Theorem 3.2: ﬁx µ > 0
and apply Theorem 4.1 to f with the function g  gx = 1 on −µ
µ and
zero outside −µ
µ. This gives that∫ x+µ
x−µ
f tdt =
∫ x+µ
x−µ
φte−αt dt − 2µ −→ 0 as x −→ +∞(4.2)
Since φ is nonincreasing and α < 0,
2µφx+ µe−αx−µ ≤
∫ x+µ
x−µ
φt e−αt dt ≤ 2µφx− µe−αx+µ(4.3)
Hence the left-hand side inequality of (4.3) and (4.2) gives us that
lim supφx+ µ e−αx+µ ≤ e−2αµ

while the right-hand side inequality of (4.3) and (4.2) gives us that
lim inf φx− µ e−αx−µ ≥ e2αµ
Since µ is arbitrarily small, we obtain that
φx e−αx −→ 1 as x −→ +∞
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Idea of the Proof of Theorem 4.1. Assume that f ∈ L∞+ such that
its Laplace transform can be continuously extended on P0. Denote  as the
set of the functions g ∈ L1 such that their Fourier transform
gˆt =
∫ +∞
−∞
gte−itx dt
is compactly supported. Note that  is everywhere dense in L1; hence
it is sufﬁcient to prove (4.1) for functions g ∈ . Choose g ∈  and deﬁne
for ε > 0
Iε
 x =
∫ +∞
−∞
f ε+ itgˆt eitx dt(4.4)
Denote ˜f as the continuous extension of f on P0; since gˆ is compactly
supported, we can easily apply Lebesgue’s dominated convergence theorem
and we obtain that
Iε
 x −→
∫ +∞
−∞
˜f itgˆt eitx dt = I0
 x
when ε −→ 0. Then the Riemann–Lebesgue lemma gives us that
I0
 x −→ 0 when x −→ ±∞(4.5)
On the other hand, using the deﬁnition of the Laplace transform of f ,
Fubini’s theorem, and the Fourier inversion theorem, we obtain that
Iε
 x = 2π
∫ +∞
0
f ugx− u e−εu du(4.6)
Hence when ε −→ 0, we obtain that
I0
 x = 2π
∫ +∞
0
f ugx− udu

and then (4.1) follows from (4.5).
4.2. Proof of Theorem 3.3
Deﬁne
∀t ≥ 0
 φt = get
then the function φ is monotone, and φt = Oeαt. Moreover its Laplace
transform satisﬁes
φz=
∫ +∞
0
φte−zt dt=
∫ +∞
0
gete−zt dt=
∫ +∞
1
gvv−z−1dv=gz
Hence we can apply Theorem 3.2 to φ and we obtain Theorem 3.3.
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5. PROOF OF THEOREM 2.1
5.1. A Priori Estimates
Consider the sequence deﬁned by (1.1). Assume that σ1r = 1. We can
easily have an estimate of its asymptotic behavior:
Lemma 5.1. There exist two positive constants M1 and M2 such that
∀n ≥ 0
 M1n+ 1α ≤ an ≤M2n+ 1α(5.1)
Proof of Lemma 5.1. We prove only Lemma 5.1 when σ1r < 1, since
the case σ1r > 1 is treated in [7] and is very similar to the other case.
Assume that σ1r < 1 (hence α < 0): it is easy to see that ann is non-
increasing: ﬁrst note that a1 = σ1r < 1 = a0; then by induction we see
that
an+1 =
k∑
j=1
rjan+1/mj ≤
k∑
j=1
rjan/mj = an
Hence ann is a nonincreasing sequence of positive numbers; its limit ,
satisﬁes , = σ1r,; hence , = 0.
Now we prove (5.1) by induction. First we prove that an ≤ n+ 1α for
all n: note that this is true for n = 0. Next note that
mj
n
mj
< mj
([
n
mj
]
+ 1
)


but both sides of this inequality are integers. Hence
mj
n
mj
+ 1 ≤ mj
([
n
mj
]
+ 1
)


and so
n+ 1
mj
≤
[
n
mj
]
+ 1
At last assume that ap ≤ p+ 1α for all 0 ≤ p ≤ n; then
an+1 =
k∑
j=1
rjan+1/mj ≤
k∑
j=1
rj
([
n+ 1
mj
]
+ 1
)α
≤
k∑
j=1
rj
(
n+ 2
mj
)α
= n+ 2α
Next we prove that an ≥M1 n+ 1α for all n: chooseM1 > 0 small enough
such that ap ≥M1pα for all 1 ≤ p ≤ mk. Then for n = mk + 1,
an ≥
k∑
j=1
rjM1
[
n
mj
]α
≥
k∑
j=1
rjM1
(
n
mj
)α
=M1nα

and we conclude the proof by induction.
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5.2. The Mellin Transform of the Associated Function
Now we introduce the monotone piecewise constant function deﬁned on
+ by
Ax = ax

and we will apply Theorem 2.1 to the function cA for some well-chosen
positive constant c. First note that Ax = 1 for all x ∈ 0
 1 and Ax =
Oxα thanks to Lemma 5.1. Since for all x ≥ 0 and m ∈ ∗[ x
m
]
=
[
x
m
]


the function A satisﬁes the functional equation
∀x ≥ 1
 Ax =
k∑
j=1
rjA
(
x
mj
)

This relation is useful to compute the Mellin transform of A: set z ∈ Pα,
Az =
∫ +∞
1
u−1−zAudu =
∫ +∞
1
u−1−z
k∑
j=1
rjA
(
u
mj
)
du
=
k∑
j=1
rj
∫ +∞
1
u−1−zA
(
u
mj
)
du =
k∑
j=1
rj
∫ +∞
1/mj
m−zj v
−1−zAvdv
=
k∑
j=1
rjm
−z
j
(∫ 1
1/mj
v−1−zAvdv +
∫ +∞
1
v−1−zAvdv
)
=
k∑
j=1
rjm
−z
j
∫ 1
1/mj
v−1−z dv +
( k∑
j=1
rjm
−z
j
)
Az
= 1
z
( k∑
j=1
rj −
k∑
j=1
rjm
−z
j
)
+
( k∑
j=1
rjm
−z
j
)
Az
This allows us to obtain a useful formula for the Mellin transform of A.
Indeed we have the following
Lemma 5.2. For all z ∈ Pα\α
k∑
j=1
rjm
−z
j = 1(5.2)
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Assume Lemma 5.2 is true; then we obtain that
Az =
1
z
1
1−∑kj=1 rjm−zj
( k∑
j=1
rj −
k∑
j=1
rjm
−z
j
)
(5.3)
It remains to prove Lemma 5.2:
Proof of Lemma 5.2. Take z = x + iy ∈ Pα. First assume that x > α
then ∣∣∣∣ k∑
j=1
rjm
−z
j
∣∣∣∣ ≤ k∑
j=1
rj
∣∣m−zj ∣∣ = k∑
j=1
rjm
−x
j <
k∑
j=1
rjm
−α
j = 1
Now assume that x = α and y = 0. We already know that∣∣∣∣ k∑
j=1
rjm
−z
j
∣∣∣∣ ≤ k∑
j=1
rj
∣∣m−zj ∣∣ = k∑
j=1
rjm
−x
j = 1
Assume that
∑k
j=1 rjm
−z
j = 1. Then in fact∣∣∣∣ k∑
j=1
rjm
−z
j
∣∣∣∣ = k∑
j=1
rj
∣∣m−zj ∣∣

and this implies that all the complex numbers m−zj have the same argument,
and they all have to be positive since their sum is equal to 1. Thus for all
j ∈ 1
    
 k, there exists pj ∈  such that
−y lnmj = 2pjπ
but that implies that
lnmi
lnmj
= pj
pi
∈ 
for all i
 j ∈ 1
    
 k, which contradicts (2.2).
It remains to study the expression of A given by (5.3). First note that
the function
z → 1
z
( k∑
j=1
rj −
k∑
j=1
rjm
−z
j
)
= h1z(5.4)
is holomorphic in , while the function
z → 1
1−∑kj=1 rjm−zj =
1
h2z
(5.5)
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has a singularity at z = α, is well-deﬁned on Pα\α, holomorphic in Pα,
and continuous on Pα\α. Since
h1α =
1
α
( k∑
j=1
rj −
k∑
j=1
rjm
−α
j
)
= σ1r − 1
α
= 0

and
h′2α =
k∑
j=1
rj lnmjm
−α
j = 0
(since it is obviously positive), the function
z → Az −
h1α
h′2α
1
z − α =
h1z
h2z
− h1α
h′2α
1
z − α
can be continuously extended on Pα. Then we can apply Theorem 3.3 to
the function
f x = h
′
2α
h1α
Ax
(note also that the constant h′2α/h1α is positive) and we deduce that
Ax ∼ h1α
h′2α
xα = σ1r − 1
α
1∑k
j=1 rjm
−α
j lnmj
xα as x −→ +∞
6. PROOF OF THEOREM 2.2
Consider the sequence bnn deﬁned by (2.5). Deﬁne B 1
+∞ −→ +
such that Bx = bx for all x ≥ 1. We easily verify that
∀x ≥ 2
 Bx =
k∑
j=1
rjBx1/mj 
Indeed
∀x ≥ 0
 [x1/mj ] = x1/mj 
Now consider
∀u ≥ 0
 Au = Beu 
the monotone function A satisﬁes
∀u ≥ ln 2
 Au =
k∑
j=1
rjA
(
u
mj
)

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moreover Au = 1 on (0
 ln 2), Au = σ1r on ln 2
 1. Note also that
Au = Ouα: indeed, choose M large enough such that Au ≤Muα for
all u ∈ 1
mk. Set u ∈ mk
mk + 1. Since u/mj ∈ 1
mk, then
Au ≤
k∑
j=1
rjM
(
u
mj
)α
=Muα

and the result follows by induction. Hence the Mellin transform of A is
well-deﬁned on Pα. Following the proof of Theorem 2.1 we obtain that
Az =
h1
kz
h2z


where h2 is deﬁned by (5.5) and
h1
 kz =
k∑
j=1
rjm
−z
j
∫ 1
1/mj
v−1−zAvdv(6.1)
=
k∑
j=1
rjm
−z
j
(∫ ln 2
1/mj
v−1−z dv + σ1r
∫ 1
ln 2
v−1−z dv
)
= 1
z
k∑
j=1
rjm
−z
j
(
mzj − ln 2−z + σ1rln 2−z − σ1r
)

Hence we deduce from Theorem 3.3 that
Au ∼ h1
 kα
h′2α
uα as u −→ +∞

and so
Bx∼ h1
kα
h′2α
lnxα= σ1r−1
α
ln2−α∑k
j=1rjm
−α
j lnmj
lnxα as x−→+∞
7. PROOF OF THEOREM 2.3, PART (1)
Consider the sequence cnn deﬁned by (1.2) and assume that σ1r > 1.
Deﬁne α by (2.3) (note that α > 0. Because of the mixed induction rela-
tion (1.2), new technical difﬁculties appear in the study of the asymptotic
behavior of cnn, ﬁrst to give a priori estimates, and then when we study
the Mellin transform of the associated function.
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7.1. A Priori Estimates
We could not manage to prove the a priori estimate cn = Onα, but have
the following sufﬁcient estimate on the growth at inﬁnity of the sequence
cnn:
Lemma 7.1. For all ε > 0, there exists Mε > 0 such that
∀n ≥ 1
 cn ≤Mε nα+ε(7.1)
Remark. Note that
∀n ≥ 0
 cn ≥M1n+ 1α

since clearly cn ≥ an.
Proof of Lemma 7.1. Take ε > 0. It follows from (2.3) that
k∑
j=1
rj
mα+εj
< 1
Hence, there exists Nε > 2mK +mk such that
∀n ≥ Nε

1
nα+ε
( k∑
j=1
rj
[
n
mj
]α+ε
+
K∑
j=k+1
rjn
α+ε/mj
)
≤ 1
Now take Mε large enough such that
∀1 ≤ n ≤ Nε
 cn ≤Mε nα+ε
Then for n = Nε + 1,
cn ≤
k∑
j=1
rjMε
[
n
mj
]α+ε
+
K∑
j=k+1
rjMεn
α+ε/mj ≤Mεnα+ε

and (7.1) follows by induction.
7.2. The Mellin Transform of the Associated Function
Now deﬁne the function C + −→ + such that Cx = cx for all
x ≥ 0. Lemma 7.1 is sufﬁcient to say that the Mellin transform of the
function C is well-deﬁned on Pα. Moreover we easily verify that
∀x ≥ 1
 Cx =
k∑
j=1
rjC
(
x
mj
)
+
K∑
j=k+1
rjCx+ 11/mj − 1
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Set z ∈ Pα. We use this relation to see that the Mellin transform of C
veriﬁes
h2zCz = h1z+
K∑
j=k+1
rj
∫ +∞
1
u−1−zCu+11/mj−1du(7.2)
=h1z+h3z
But h3 is well-deﬁned and holomorphic in a neighborhood of Pα: indeed,
choose ε = α2 . We deduce from (7.1) that for u large enough
u−1−zCu+ 11/mj − 1 ≤Mα/2u−1−z+3α/2mj ≤Mα/2u−1−z+3α/4

and this estimate implies that h3 is holomorphic in P3α/4. Hence
∀z ∈ Pα
 Cz =
h1z + h3z
h2z

Note also that h1α > 0 and h3α > 0; therefore the function
z → Cz −
h1α + h3α
h′2α
1
z − α
can be continuously extended on Pα. Thus we deduce from Theorem 3.1
(expressed in terms of the Mellin transform) that
Cx ∼ h1α + h3α
h′2α
xα = λ1xα
as x −→ +∞. Note that λ1 > h1α/h′2α, which gives the estimate (2.11).
8. PROOF OF THEOREM 2.3, PART (2)
Consider the sequence cnn deﬁned by (1.2) and assume that σ1r < 1.
Deﬁne β by (2.8) and consider dn = cn−1 for all n ≥ 1. The sequence dnn
satisﬁes
d1 = 1 and dn =
k∑
j=1
rjdn−1/mj+1 +
K∑
j=k+1
rjdn1/mj for n ≥ 2(8.1)
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8.1. A Priori Estimates
We prove the following
Lemma 8.1. (1) Assume that β > 0; then for all ε > 0, there existsMε >
0 and M > 0 (M is independent of ε) such that
∀n ≥ 1
 Mεln nβ−ε ≤ dn ≤Mln nβ(8.2)
(2) Assume that β < 0; then for all ε > 0, there exists Mε > 0 and
M > 0 (M is independent of ε) such that
∀n ≥ 1
 Mln nβ ≤ dn ≤Mεln nβ+ε(8.3)
Remark. This time we will need not only the a priori upper bounds of
dnn, but also the bounds from below.
Proof of Lemma 8.1, Part (1). Choose M large enough such that
∀2 ≤ n ≤ 2mK +mk + 1
 dn ≤Mln nβ
Then it follows from (2.8) that for n = 2mK +mk + 2,
dn ≤
k∑
j=1
rjM
(
ln
([
n− 1
mj
]
+ 1
))β
+
K∑
j=k+1
rjM
(
lnn1/mj )β
≤Mln nβ
( k∑
j=1
rj +
K∑
j=k+1
rjm
−β
j
)
=Mln nβ

and we conclude by induction. On the other hand, choose ε > 0 and ﬁx Nε
large enough such that
∀n ≥ Nε
 δn
 ε = ln n−β+ε
( k∑
j=1
rj
(
ln
([
n− 1
mj
]
+ 1
))β−ε
+
K∑
j=k+1
rj
(
lnn1/mj )β−ε) ≥ 1

which is possible since
δn
 ε −→ σ1r +
K∑
j=k+1
rjm
−β+ε
j > 1 as n −→∞
Now choose Mε small enough such that
∀2 ≤ n ≤ Nε
 dn ≥Mεln nβ−ε
Then for n = Nε + 1,
dn ≥
k∑
j=1
rj Mε
(
ln
([
n− 1
mj
]
+ 1
))β−ε
+
K∑
j=k+1
rjMε
(
lnn1/mj )β−ε
=Mεln nβ−εδn
 ε ≥Mεln nβ−ε
and (8.2) follows by induction. The proof of (8.3) is completely similar.
474 patrick martinez
8.2. The Mellin Transform of the Associated Function
Consider the function D  1
+∞ −→ + such that Dx = dx for all
x ≥ 1: it satisﬁes
∀x ≥ 2
 Dx =
k∑
j=1
rj D
(
x− 1
mj
+ 1
)
+
K∑
j=k+1
rj Dx1/mj 
Now introduce the monotone function Eu = Deu deﬁned on +: it
satisﬁes Eu = 1 on 0
 ln 2
 Eu = σr on ln 2
 1, and
∀u ≥ ln 2
 Eu =
k∑
j=1
rjD
(
eu − 1
mj
+ 1
)
+
K∑
j=k+1
rjE
(
u
mj
)

This allows us to compute the Mellin transform of E (well-deﬁned on Pβ
thanks to Lemma 8.1). Deﬁne
hk+1
Kz =
K∑
j=k+1
rjm
−z
j
∫ 1
1/mj
v−1−zEvdv(8.4)
= 1
z
K∑
j=k+1
rjm
−z
j
(
mzj −ln2−z+σrln2−z−σr
)


and
h˜2z = 1−
K∑
j=k+1
rjm
−z
j (8.5)
Then for z ∈ Pβ, we obtain
h˜2zEz = hk+1
Kz +
∫ ∞
1
u−1−z
k∑
j=1
rjD
(
eu − 1
mj
+ 1
)
du(8.6)
We have to study the last term:
h4z =
∫ ∞
1
u−1−z
k∑
j=1
rjD
(
eu−1
mj
+1
)
du(8.7)
=
k∑
j=1
rj
∫ ∞
ln e−1mj +1
(
ln1+mjev−1
)−1−z
Dev mje
v
1+mjev−1
dv
=σ1rEz+h5z
We have the following
Lemma 8.2. The function h5 deﬁned by (8.7) is holomorphic in a
neighborhood of Pβ.
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Proof of Lemma 8.2. First observe that
(
ln1+mjev − 1
)−1−z
Ev mje
v
1+mjev − 1
= (ln1+mjev − 1)−1−zEv
(
1+ mj − 1
1+mjev − 1
)

since ∣∣∣∣(ln1+mjev − 1)−1−zEv mj − 11+mjev − 1
∣∣∣∣ ∼ v−1−zEve−v
as v −→ +∞, the function
h6  z →
k∑
j=1
rj
∫ ∞
ln e−1mj +1
(
ln1+mjev − 1
)−1−z
Ev mj − 1
1+mjev − 1
dv
is holomorphic in  (thanks to Lemma 8.1). It remains to study
h7  z →
k∑
j=1
rj
∫ ∞
ln e−1mj +1
(
ln1+mjev − 1
)−1−z
Evdv(8.8)
Since
ln1+mjev − 1 = v
(
1+O
(
1
v
))
as v −→ +∞, we see that(
ln1+mjev − 1
)−1−z
Ev − v−1−zEv = Ov−2−zEv
Hence using the a priori upper bounds given by Lemma 8.1, we see that
the function h7 is holomorphic in Pβ−1/2.
This allows us to give a formula for the Mellin transform of the func-
tion D:
h˜2zEz = hk+1
Kz + h4z = hk+1
Kz + σ1rEz + h5z
Hence (
h˜2z − σ1r
)
Ez = hk+1
Kz + h5z = h8z(8.9)
Applying Lemma 5.2 to r˜j = rj and m˜j = 1 if 1 ≤ j ≤ k and m˜j = mj if
k+ 1 ≤ j ≤ K, we see thanks to (2.9) that the function
z → 1
h˜2z − σ1r
has only one simple pole at the point z = β on a neighborhood of Pβ.
The proof of Theorem 2.3, part (2), will be over once we will have proved
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the following
Lemma 8.3. The constant h8β is positive.
Note that Lemma 8.3 implies that the function
z → Ez −
h8β
h˜′2β
1
z − β
can be continuously extended to Pβ, and hence we deduce from Theorem
3.1 that
Eu ∼ h8β
h˜′2β
uβ as u −→ +∞

so
Dx ∼ h8β
h˜′2β
ln xβ = λ2ln xβ as x −→ +∞
Note also that
h4z =
∫ ∞
1
u−1−z
k∑
j=1
rjD
(
eu − 1
mj
+ 1
)
du
=
k∑
j=1
rj
∫ ∞
1
u−1−z
(
D
(
eu − 1
mj
+ 1
)
−Deu
)
du+ σ1rEz
Hence
h5z =
k∑
j=1
rj
∫ ∞
1
u−1−z
(
D
(
eu − 1
mj
+ 1
)
−Deu
)
du
and this implies that h5β < 0 if D is nondecreasing (i.e., when σr > 1,
and h5β > 0 if D is nonincreasing (i.e., when σr < 1). This gives the
estimates (2.12) and (2.13) on λ2.
It remains to prove Lemma 8.3 and the proof of Theorem 2.3, part (2)
will be complete.
Proof of Lemma 8.3. First note that h8β ≥ 0: indeed, h˜2z − σ1r >
0 and Ez > 0 if z ∈ β
+∞. It remains to prove that h8β = 0.
Assume by contradiction that h8β = 0. Hence we deduce from (8.9) that
the function E is holomorphic in a neighborhood of β. In particular, it is
well-deﬁned and bounded on some (real) interval β− η
β+ η. But we
prove that this is false: ﬁrst assume that β < 0. We deduce from (8.3) that
for ε > 0
Eβ+ ε =
∫ ∞
1
u−1−β−εEudu ≥M
∫ ∞
1
u−1−εdu = M
ε
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which contradicts the fact that E should remain bounded on β
β+ η.
Now assume that β > 0 and choose x ∈ β− η
β; then the positive func-
tion g  u → u−1−xEu is integrable over 1
+∞. Indeed, since g is non-
negative, we can compute its integral over 1
+∞, and (8.9) tells us that
the value of this integral is ﬁnite if x ∈ β− η
β. But this is not possible,
since for x  β− η2 we deduce from (8.2) that
E
(
β− η
2
)
=
∫ ∞
1
u−1−β+η/2Eudu ≥Mη/2
∫ ∞
1
u−1du = +∞
Hence it is not possible that h8β = 0.
9. A PRIORI ESTIMATES WHEN σ1r = 1
Consider the sequence cnn deﬁned by (1.2) and assume that σ1r = 1.
It is easy to prove that, given ε > 0, there exist M1ε and M
2
ε such that
∀n ≥ 1
 M1εln n1/ε ≤ cn ≤M2εnε
Hence the situation becomes trickier than in parts (1) and (2) of Theorem 2.3.
We prove the more precise estimates (2.14). A simple computation gives
that
k∑
j=1
rj e
γln2 n/mj2−2γ+εln2 n/mjln3 n/mj
+
K∑
j=k+1
rje
γln2 n1/mj 2−2γ+εln2 n1/mj ln3 n1/mj 
= eγln2 n2−2γ+εln2 nln3 n
(
1− 2γ
( k∑
j=1
rj lnmj
)
ln2 n
ln n
+2γ + ε
( k∑
j=1
rj lnmj
)
ln3 n
ln n
+O
(
1
ln n
)
+
K∑
j=k+1
rj
ln2 n2γ+ε lnmj
ln n2γ lnmj e
γlnmj2+2γ+ε lnmj
(
1+O
(
1
ln2 n
)))
≥ eγln2 n2−2γ+εln2 nln3 n
if n is large enough (using the fact that 2γ lnmk+1 = 1). This allows us to
obtain the left-hand side of (2.14) by induction. The proof is exactly the
same for the right-hand side of (2.14). In the same way we can prove that
cn ≤M3ε eγln2 n
2−2γ−εln2 nln3 n−ln4 n
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and so
cn e
−γln2 n2+2γ−εln2 nln3 n −→ 0 as n −→∞
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