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1. INTRODUCTION 
For aER, let [a, +oo)={a,a+l,a+2,...}, and if b=a+m, for some 
m EN, let [a, b] = {a, a + 1, . . . . b}, and let [a, 6), (a, b], and (a, b) denote 
the corresponding discrete sets. Let the difference Au(t) = u( t + 1) - u(t), 
and for i> 2, Ah(t) = A(A’- ‘u(t)). In this paper, we will continue work 
initiated in [21] concerning uniqueness of solutions implying the existence 
of solutions of certain focal boundary value problems for the nth-order 
nonlinear difference quation 
where 
u(t+n)=f(t, u(t), . ..) u(t+n- l)), (1) 
(A) f: [a, +co)xR”+R is continuous, and the equation 
%I+,=f(4~1,-, u,) can be solved for u1 as a continuous function of the 
variables t, u2, . . . . u,+ , . 
As in [21], we remark that (A) implies (1) is an nth-order difference 
equation on any subinterval of [a, + co), that solutions of initial value 
problems for (1) are unique and exist on [a, + co), and that solutions of 
(1) depend continuously on initial conditions. 
There has been much recent research activity concerning the existence of 
solutions of boundary value problems for finite difference equations. For 
some of these works, we cite references [l-17, 22-25, 27-341. For our 
purposes, we are concerned with boundary value problems of the focal type 
as defined in [21]. 
DEFINITION. Let 2 6 k < n and let m,, . . . . mk be positive integers such 
that Cr=, mi = n. Let s0 = 0, and for 1 <j< k, sj= C{= 1 mi. For points 
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a<t,<t,_,< ... <t,< +co, where tj+mj+l<tj-,, 2dj<k, a 
boundary value problem for (1) satisfying 
Aiu(tj) = Yi+ I) s~-~<<<~,-I, l<j<k, 
is called an (m,, . . . . m , ) focal boundary value problem for ( 1). 
Our uniqueness assumption on these focal boundary value problems will 
make use of generalized zeros as defined by Hartman [ 171. For a mapping 
u: [a, + CC ) + R, t, = a is a generahzed zero of u if u(a) = 0, and to > a is a 
generalized zero of u if u(t,) = 0 or there is an integer ja 1 such that 
(-l)‘U(tO-j)U(tO)>O and ifj>l, u(to-j+l)= . ..=u(t.-l)=O. We 
remark that under this definition, there is a discrete version of Rolle’s 
theorem; in particular, if a mapping u(t) has generalized zeros at points 
b < c that belong to the discrete interval [a, + co), then Au(t) has a 
generalized zero on [b, c). 
In terms of generalized zeros, we will assume the following uniqueness 
condition with respect to (m,, . . . . m, ) focal boundary value problems 
for (1): 
(B) Given 2 ,< k < n, positive integers m,, . . . . mk such that Cf=, mi = n, 
and points a<tk<tkP,< ... <t,< +co, where tj+mj+ 1 < tjpl, 
26j<k, if u(t) and v(t) are solutions of (1) such that d’(u(t)-v(t)), 
sj-l \ <i<s,-1 (where s,=O and s,=C:=,rn;, 16j<k), has a 
generalized zero at tj, 1 <j< k, then it follows that u(t) = u(t) on 
[tk, t, +m, - l] (hence on [a, +a~)). 
Remark. Condition (B) implies that, given 2 Q k<n, each (m,, . . . . m,) 
focal boundary value problem for (1) has at most one solution on 
[a, +m). 
In [21], we proved the following. 
THEOREM 1. Assume that with respect to ( I), conditions (A) and (B) are 
satisfied. Then given positive integers m, and m, such that m, + m2 = n, each 
(mz, m 1) focal boundary value problem for (1) has a unique solution on 
[a, + 02 1. 
Besides Theorem 1, motivation for considering uniqueness implies 
existence results for boundary value problems for (1) includes results of 
that type proved by Klaasen [26], Hartman [18], and Henderson [19] 
for boundary value problems for ordinary differential equations, as well as 
a recent work by Henderson [20] devoted to uniqueness implies existence 
for solutions of conjugate boundary value problems for (1). 
In Section 2, we prove that (A) and (B) imply all (mk, . . . . m,) focal 
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boundary value problems for (1) have unique solutions on [a, + cc). The 
proof uses shooting methods and an induction with the initial step in the 
induction already completed in Theorem 1. 
2. UNIQUENESS IMPLIES EXISTENCE 
In order that this paper be self-contained, we first state two theorems 
concerning the continuous dependence of solutions of (1) on initial condi- 
tions and on (m,, . . . . m,) focal boundary conditions. Their proofs are now 
standard and hence will be omitted. 
THEOREM 2. Assume that condition (A) is satisfied. If there exist a 
sequence {yk(t)} ofsolutions of(l), an interval [to, t,+n- l] c [a, + co), 
and an M > 0 such that 1 y,Jt)l 6 M, for UN t E [to, t, + n - 1 ] and for all 
k E N, then there exists a subsequence ( yk, (t)} which converges pointwise on 
[a, + co ) to a solution of (1). 
THEOREM 3. Assume that with respect o (l), conditions (A) and (B) are 
satisfied. Let 2 <k < n and positive integers m,, . . . . mk, such that 
Cl=, mi = n, be given, and let sj, 0 Q j 6 k, be the corresponding partial sums. 
Given a solution u(t) of (1) on [a, +co), points a<tk< t,-,< . . . < 
t, < + 00, where tj+mj+ 1 < tipI, 2 <j< k, an interval [a, b], where 
b>t,+m,-1, and an E>O, there exists a b(~, [a, b]) >O such 
that, if Id’U(tj)-yi+il<6, SjPi<iQsj-l, l<j<k, then there exists a 
solution u(t) of (l)satisfyingA’u(t,)=y,+,, s,-iGiGs,-1, l<j<k, and 
IA%(t)-A’u(t)l <E, Obidn- 1, for all tc [a, b]. 
We now present the main result of this paper concerning uniqueness of 
solutions implying the existence of solutions for (m,, . . . . m,) focal boundary 
value problems for (1). 
THEOREM 4. Assume that with respect o (1 ), conditions (A) and (B) are 
satisfied. Then, for 2 < k < n, each (m,, . . . . m 1 ) focal boundary value for ( 1) 
has a unique solution on [a, + a). 
Proof As observed in a previous remark, condition (B) implies that 
solutions of each (m,, . . . . m, ) focal boundary value problem for (1) are 
unique on [a, + co). In showing existence of solutions of these boundary 
value problems, a shooting method is used in conjunction with an 
induction on k, on the tuple (m,, . . . . m,), and on the spacing t, -t,. 
Now, if k = 2, then by Theorem 1, each (m,, m, ) focal boundary value 
problem for (1) has a unique solution on [a, + co). 
For the remainder of the proof, assume that 2 -C k <n and that, for 
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2 6 s < k, each (i,, . . . . il) focal boundary value problem for (1) has a unique 
solution. The proof proceeds according to the following outline: 
(I) For m, = 1, by inducting on m2 and the difference t, - t2, we 
establish the existence of unique solutions of each (m,, . . . . m,, 1) focal 
boundary value problem for (1) for all positive integers m2, . . . . mk such 
that 1 + m2 + . . . + mk = n. 
(II) Next, for 1 <ml dn - (k - l), by assuming that each 
tmkhy . . . . m2hT h) focal boundary value problem, 1 < h < m,, for (1) has a 
unique solution, we show by induction again on m2 and the difference 
t, - t2, that each (m,, . . . . m,, m I ) focal boundary value problem for (1) has 
a unique solution, for all positive integers m2, . . . . mk such that 
m,+m,+ ... +m,=n. 
For part (I), let m, = 1. Set m2 = 1 and let m3, . . . . mk be positive integers 
such that l+l+m,+ ... +mk=n. Let a<tk<tkp,< ... <t,< +CO be 
given, where ti+mj+ 1 <t,-,, 2dj<k, and let Y~ER, 1 <i<n, be given. 
We remark that in this case with m2 =m, = 1, if t, = t, + 1, then the 
(m k, . . . . m3, 1, 1) focal problem can be thought of as an (ikp r, . . . . i,) focal 
problem with conditions specified at the points tk, t, _ r, . . . . t,, where i, = 2 
and i,=mj+,, 2 < j 6 k - 1, and hence such a problem has a unique 
solution by the induction assumption on k. Hence, in addition to our 
other assumptions, assume that for each t, + 1 6 z1 < t,, there exists a 
unique solution of each (m,, . . . . m3, 1, 1) focal boundary value problem 
for (1) with the boundary conditions being specified at the points 
t,, t&l, ..., t,, TI. 
Now consider the unique solution z(t) of the (ik- i, . . . . iI) focal boundary 
value problem, where i, = 2 and ij = mj+ , , 2 < j Q k - 1, for (1) satisfying 
4f2) =o, 
Mb) = y,, 
“Z(tj)=.Yi+lt Sj-1 di<S,-1, 3<j<k. 
Define S = {r E R 1 there is a solution y(t) of (1) satisfying y( t1 ) = I, 
dy(t2)=dz(t,), and d’y(t,)=d’z(t,), s,-,<i<sj=l, 3<j<k). z(~~)ES 
and so S is nonempty. It follows from Theorem 3 that S is an open subset 
of R. 
We claim that S is also a closed subset of R. If this is not the case, then 
there exist an rO E S\S and a strictly monotone sequence { rl} c S such that 
lim r, = ro. Assume without loss of generality that r,? ro. For each ZEN, let 
y,(t) denote the corresponding solution of (1) satisfying 
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yr(t,) = Yl, 
dY,(t,) = Mf*), 
d’y,(t,) = d’z(tj), s,-1 <i<sj- 1, 3<j<k. 
From hypothesis (B), we have that y,(t)< y/+,(t) on [t2, -t-co), for all 
1 E N. The induction hypothesis on the spacing t, - t2 implies the existence 
of unique solutions of (mk, . . . . m3, 1, 1) focal problems for (1) with condi- 
tions specified at t,, . . . . r,, t, - 1, which when coupled with Theorem 3 
along with ro$S, implies that ,~,(t, - l)r + co, as I + + co. Furthermore, 
from Theorem 2 and rO+! S, it follows that there exists t,~ (ti, t, + n - l] 
such that y,(t,)f + co, as I+ + co. 
Now let u(t) be the solution of the (ik _ , , . . . . i,) focal boundary value 
problem for (l), where i, = 1, i,=m,+ 1, and ij=mi+,, 36j<k- 1, with 
conditions specified at t,, t, _, , . . . . t,, t,, given by 
u(t,)=r,, 
Llu(tJ = 0, 
d’u(t,) = d’z(t,), s,_,6i<sj-1, 3<j<k. 
Since y,(t, - l)t + co and y,(&)f + co, while ~,(t,)=r~<r,,=u(t,), it 
follows that there exists L E N such that u(t) - yL(t) has a generalized zero 
at t1 and a generalized zero at some z0 E (tl, t,]. Then by the discrete Rolle 
theorem, there exists ti E [ti, r,,) such that d(u(t)-y,(t)) has a 
generalized zero at zl. It is also the case that d’(u(r,) - yL(tj)) = 0, 
sj-i<iisj-l, 3<j<k, and so from (B), u(t)=yL(f) on [a, +co). This 
is a contradiction. 
Consequently, S is closed and we conclude S = R. Choosing y, E S, the 
corresponding solution y(t) of (1) satisfies 
d’y(ti)=y,+l, sjP,di<.sj-1, 2<j<k. 
In particular, we conclude that there exists a unique solution of each 
(m k, . . . . m3, 1, 1) focal boundary value problem for (l), for all m3, . . . . mk 
such that 1+ 1 +m,+ ... +m,=n. 
We assume now that m2 > 1 and that, for all 1 </I < m2 and all 
m3h? . . . . mk,, such that 1 + h + m3h + . . + mkh = n, each (m,,, . . . . rnjhr h, 1) 
focal boundary value problem for (1) has a unique solution on [a, + co). 
Let m3, . . . . mk be positive integers such that 1 + m2 + m3 + . . . + mk = n, 
and let a<tk<tkpl< . ..<t.< +co, where t,+m,+l<t.jPIr 2<jdk, 
andy,oR, ldiin,begiven.(Notethatift,+m,=t,,our(m,,...,m,,l) 
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focal problem can be thought of as an (ik- 1, . . . . i,) focal problem, where 
i, =m,+ 1, ij=mJf,, 2 Q j < k - 1, and hence has a solution by the induc- 
tive assumption on k.) Assume also that, for each t, + m2 < rr -C t,, there 
exists a unique solution of the (mk, . . . . m3, m2, 1) focal problem for (1) with 
conditions specified at tk, tk-, , . . . . t,, t,. 
For this case, let z(t) be the solution of the (ik _, , . . . . il) focal boundary 
value problem, where i,=m,+l and ij=m,+,, 2<j<k-1, for (1) 
satisfying 
JW,) = yi, 1, s,-,6i<si-1, 2<j<k. 
This time, define S = {r E R 1 there is a solution y(t) of (1) satisfying 
y(tl)=r and d’y(tj)=diz(tj), s,-,di<sj-1, 2<j<k}. Again Sis non- 
empty and from continuous dependence on boundary conditions, S is also 
open. 
We claim again that S is closed. Assuming S is not closed, then there 
exist r,, E s\S and a strictly monotone sequence {r,} c S which converges 
to r,,. We may assume again that r,Tr,, and as above, let y,(t) be the 
solution of (1) satisfying 
.~~(t~) = r/, 
diy,(fj)=diz(tj), s,_,<ids,-1, 2<j<k. 
Since r,#S, it follows from (B) that yl(t)<y,+r(t) on [tr-1, +co), for 
each IEN. Moreover by the induction hypothesis on the spacing t, - t, (in 
particular, there exist unique solutions of the (m,, . . . . m3, m2, 1) focal 
problem with conditions at t,, t,- , , . . . . t,, t, - l), we can argue that 
yr(t, - 1) r + co, as I -+ + co. Moreover, since r. $ S, Theorem 2 implies 
there exists t,~ (tr, t, + n- l] such that y,(t,)f + cc, as I-+ + co. 
Using the induction assumption on m,, let u(t) be the solution of the 
(m k, . . . . m3 + 1, m2 - 1, 1) focal boundary value problem for (1) which 
satisfies 
4fl)=ro, 
diu(t,) = d’z(t,), l<i<m,--l=s,-2, 
dS~--LU(t~)=O, 
diU(lj) = d’z(t,), s,_,<i<s,-1, 3dj<k. 
From the divergence to positive infinity of the sequences (y,(t, - 1)) and 
{y,(t,)} and the fact that u(t,)=r,>y,(t,), for all ZEN, it follows that 
there exists L EN such that u(t) - yL( t) has a generalized zero at t, and 
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has a generalized zero at some t,, E (t,, to]. Yet we also have 
d’(u( t2) - yL( t2)) = 0, 1 d i < s2 - 2. By repeated applications of the discrete 
Rolle theorem, there exist points rZ < t,, .~, < . . . < rI < z0 such that 
d’(u(t) - yL(f)) has a generalized zero at zi, 0 < i < s2 - 1. We also have 
that d’(u(t,)-y,(t,))=O, sjP1 <ibs,-1, 3dj<k, and hence from (B), 
u(t) = yL(f) on [a, + co); a contradiction. 
Thus, as before S is closed, S= R, and so choosing y, ES, the corre- 
sponding solution is the desired solution. In summary, by induction, we 
have that each (m,, . . . . m3, m2, 1) focal boundary value problem for (1) has 
a unique solution, for all m2, . . . . mk such that 1 + m, + . . + mk = n. This 
completes part (I). 
For part (II), assume that 1 cm, ,<n - (k- 1) and assume that, for 
1 $h<m, and for all positive integers m2hr . . . . mkh such that 
h+m,,+ . . . + mkh = n, each b&h? . . . . m2h, h) focal boundary value 
problem for (1) has a unique solution. 
Inducting on m2 again, let m, = 1 and let m,, . . . . mk be positive integers 
such that m, + 1 +m,+ ... +m,=n. Let a<t,<t,_,< ... <t,< 
+co,where lj+m,+ 1 <tjp,, 26j6k, and ~,ER, 1 <i<n, be given. (As 
above, if t, + 1 = t,, then the (m,, . . . . m3, 1, m,) focal problem can be 
thought of as an (i, _, , . . . . i, ) focal problem, where i, = 1 + m, , i, = mj+ ], 
2 < j < k - 1, and hence has a unique solution from the assumption on k.) 
Thus, we assume also that, for each t, + 1 < r, < t,, there exists a unique 
solution of the (m,, . . . . m3, 1, m,) focal problem for (1) with boundary 
conditions given at tk, t,- ,, . . . . t,, t,. 
Now, let z(t) be the solution of the (m,, . . . . m3, 2, m, - 1) focal boundary 
value problem for (1) which satisfies 
diz(t,)=lir+,, O<i<m,--2=s,-2, 
P-‘z(t2)=0, 
~Yf2) = Ym, + 1) 
d’z(~,)=y~+~, s,-,<i<sj-1, 36j6k. 
Define S= {r~R(there is a solutiony(t) of (1) satisfying d’y(t,)=d’z(t,), 
O<idm,-2, d”lP1y(tl)=r, and d’y(tj)=diz(tj), ~~-~<i<s,-l, 
2 < j < k}. As in the previous cases, S is a nonempty open subset of R. 
We claim again that S is also a closed subset of R. Assuming S is 
not closed, let r0 E S\S, {Y,} c S, with r,T rO, and yl(t) denote the corre- 
sponding solution of (1) where 
d’y,(t,) = diz(t,), O<i,<m, -2, 
dm’-‘y,(tl)=r,, 
d’y,(t,) = d’Z(li), s,-, <ids,- 1, s<j<k. 
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From the boundary conditions, v,(t) = y,, i(t), for t = t,, . . . . t, + m, - 2, 
and ~At~+ml--l)<~,+,(tl+ m,- l), for each IEN. From (B) and 
repeated applications of the discrete Rolle theorem, it follows that 
y,(t)<y,+,(t) on [tl +m,- 1, +co), for each ZEN. Since ro$S, it follows 
in turn from Theorem 2 that for some t,E(t,+m,-1, t,+n-I], 
yr(to)t +a, as I-+ +a~. 
Moreover, from (B) and repeated applications of the discrete Rolle 
theorem, we have that, if m, - 1 is even, then y,(t, - l)< y,+l(t, - l), and 
if m,-1 is odd, then y,(t,-l)>y,+,(t,-l), for each IEN. We assume 
m,-1 is even so that Y,(t,-l)<,v,+,(t,--l), for each IEN. From the 
induction on the spacing t, - t, and r. $ S, we have that the sequence- 
{yr(t, - l)} is not bounded above; that is, y,(t, - I)? + co, as I+ + cc. 
This time, let u(t) be the solution of the (ikP,, . . . . i,) focal boundary 
value problem, where i, =m,, i,=m,+ 1, and ij=m,+,, 2<j<k- 1, for 
(1) satisfying 
diu(t,) = diz(t,), Odidm,-2, 
dm~~‘u(tl)=rO, 
A%( tx) = 0, 
d’u(tj) = d’z(t,), sj-,di6s ,-1,36j<k. 
Since y[(t,--1)f +cc and yl(to)f +co, as I--+ +co, and d’u(t,)= 
diyl(t,), O<i<mm,-2, while dml-‘u(t,)=r,>dm’~‘Y,(t,), for each IEN, 
we have that there exists L E N such that u(t) - yL( t) has a generalized zero 
at t, +m, - 1 and a generalized zero at some rO~ (t, +m, - 1, t,]. From 
repeated applications of the discrete Rolle theorem, there exist points 
t,-l<Tz,,<T,,~,< “‘<T,<T,, such that d’(u(t)-yL(t)) has a 
generalized zero at zI, 0 < id m, = s, = s2 - 1. Moreover, A’u(t,) = diyL(tj), 
s ,Pl<i6s,-1, 3dj6k, and so from (B), u(t)=yL(t) on [a, +a); a 
contradiction. 
Thus our assumption concerning S is false, S is closed, and S= R. 
Choosing y,, E S, the corresponding solution y(t) of ( 1) satisfies 
d’Y(tl) = Yi+ 17 O<i<m,--l=s,-1, 
~“‘Y(b) = Y,, + 13 
d’Y(tj)=Yi+19 sjP,<idsj-1, 3Gjdk. 
In particular, each (m,, . . . . m3, 1, m,) focal boundary value problem for ( 1) 
has a unique solution, for all positive integers m3, . . . . mk such that 
m,+l+m,+ ... +m,=n. 
For the final induction step in part (II), assume m, > 1 and that, for all 
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1 < h < m2 and all m3,,, . . . . mkh such that m, + h + m3,, + . . . + mkh = n, each 
(m kh, ‘.‘, m3h, h, m, ) focal boundary value problem for (1) has a unique 
solution. 
Let m3, . . . . mk be positive integers such that m, + m2 + m3 + .. . + 
mk=n, let a<tk<tk-,< . ..<t.< +co, where tj+mj+l<tj-,, 
2 <j< k, and let yj~ R, 1 6 i < n, be given. As in the above cases, we 
assume moreover that, for each t2 + m2 < rr < t,, there exists a unique 
solution of each (m,, . . . . m3, m2, m,) focal problem for (1) with boundary 
data specified at the points t,, . . . . t2, r,. 
This time, let z(t) be the solution of the (mk, . . . . m3, m2 + 1, m, - 1) focal 
problem for (1) which satisfies 
Ai4t,)= Yi+1, OQidm,-2, 
Am’-lz(t2)=0, 
ALz(tj)=Yi+Ir sj-ldidsj-l, 2dj<k, 
and define S = {r E R 1 there is a solution y(t) of (1) satisfying 
A’y(t,)=A’z(t,), O<i<m,-2, AMI-‘y(t,)=r, and A’y(t,)=A’z(t,), 
sj-l\ <iQsj-1,2djdk).Again, SisanonemptysubsetofR. 
Moreover, our claim is that S is also closed. If we assume this not to be 
the case, with r,, E S\S, { r[} c S such that r,T ro, and y,(t) the correspond- 
ing solutions of (l), then as in our last argument above, yl(t) = y,, r(t), for 
t=t 1, .*., t,+m,-2,andy,(t,+m,-l)<y,+,(t,+m,-l),foreachIEN. 
Further, it is also the case that yl(t)< y,+l(t) on [t, +m, - 1, +a~), for 
each IEN, so that y,(t,)r +cc, as 1 -+ + co, for some t,E (t, +m, - 1, 
t,+n- 11. 
Exactly as in the previous case, if m, - 1 is even, then 
y,(t, - 1) -C y,, ,(t, - I), and if m, - 1 is odd, then yr(t, - 1) > yl+ ,(t, - l), 
for each I E N. Assuming m, - 1 is even, it follows from the induction on 
t,-tt,andr,$Sthaty,(t,-l)f+co,asI-++cc. 
Now, let u(t) denote the solution of the (mk, . . . . m3 + 1, m2 - 1, m,) focal 
boundary value problem for (1) which satisfies 
A'u(tl)=A'z(tl), OGidm, -2, 
Aml-l~(tl) = ro, 
A’u( tz) = A’z( t2), m,=s,<i<s,-2, 
As2 ~ ‘u( t3) = 0, 
A%( tj) = A’z(t,), sj-, <i<s,- 1, 3<j<k. 
From the monotonicity conditions on { yr(t, - 1)) and {y,(t,)} coupled 
with Amlplu(t,)> A ml~ ly,(t,) and the other boundary conditions at t, , 
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there exists L E N such that u(t) - y,,(t) has a generalized zero at 
t,+m,-1 and a generalized zero at some ~,~(t,+m,-1, to]. From the 
boundary conditions, we conclude from repeated applications of the dis- 
crete Rolle theorem that there are points t, < zszp, < ~~~ ~ 2 < . . . < z1 < z. 
such that d’(u(t) - yL(t)) has a generalized zero at zi, 0 d ib s2 - 1. Since 
diu(tj)=d’y,(lj), s,-~ <i<s,- 1, 3 < j< k, condition (B) implies that 
u(t) = yL(f) on [a, + co); again, a contradiction. 
Thus S is closed, S = R, and for y,, E S, the corresponding solution y(t) 
is the desired solution. In summary, each (m,, . . . . m3, m2, ml) focal 
boundary value problem for (1) has a unique solution on [a, + co ), for all 
positive integers m3, . . . . mk such that m,+m,+m,+ ... +m,=n. This 
completes part (II), and the proof of the theorem is complete. 
Remarks. (a) If we replace the discrete interval [a, + co) with the 
integers Z and assume 
(A’) f: Z x R” -+ R is continuous, and solutions of initial value 
problems for (1) are unique and extend to Z, 
then we can establish a uniqueness implies existence result for boundary 
value problems for (1) of the “right focal” type which satisfy 
d’“(f,) = Yi+ 12 sjpl <i<s,- 1, 2< j<k, (2.k) 
where 26k<n, m,,..., mk are positive integers such that Cf=, mi= n, sj 
are corresponding partial sums, 0 d j< k, t, < ... < t, belong to Z with 
tj+l<tj+l, 1 <j<k- 1, and y,ER, 1 <i<n. 
In particular, under (A’) and a uniqueness assumption (B’) relative to 
problems (l), (2.k), which is analogous to (B), it can be argued in com- 
plete analogy to Theorem 4 that there exist unique solutions of (l), (2.k), 
2<kdn, on Z. 
(b) We also remark that the results can be extended to a finite 
interval [a, b + n], where b is the rightmost point at which conditions are 
specified, so that our application of Theorem 2 can be made in the 
arguments. 
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