Inverse problems of spectral analysis for the Sturm-Liouville operator
  with regular boundary conditions by Makin, Alexander
ar
X
iv
:m
at
h/
06
02
58
4v
1 
 [m
ath
.SP
]  
26
 Fe
b 2
00
6
Inverse problems of spectral analysis for the Sturm-Liouville
operator with regular boundary conditions
Alexander Makin
Abstract. We consider the Sturm-Liouville operator
Lu = u′′ − q(x)u defined on (0, π) with regular
but not strongly regular boundary conditions. Under
some supplementary assumptions we prove that the
set of potentials q(x) that ensure an asymptotically
multiple spectrum is everywhere dense in L1(0, π).
In the present paper we consider eigenvalue problems for the Sturm-
Liouville equation
u′′ − q(x)u + λu = 0 (1)
with two-point boundary conditions
Bi(u) = ai1u
′(0) + ai2u′(π) + ai3u(0) + ai4u(π) = 0, (2)
where Bi(u) (i = 1, 2) are linearly independent forms with arbitrary
complex-valued coefficients. Function q(x) is an arbitrary complex-valued
function of class L2(0, π).
It is convenient to write conditions (2) in the matrix form
A =
(
a11 a12 a13 a14
a21 a22 a23 a24
)
and denote the matrix composed of the ith and jth columns of A (1 ≤
i < j ≤ 4) by A(ij); we set Aij = det A(ij). Let the boundary
conditions (2) be regular but not strongly regular [1, pp. 71-73], which,
by [1, p. 73] is equivalent to the conditions
A12 = 0, A14 + A23 6= 0, A14 + A23 = ∓(A13 + A24). (3)
To investigate this class of problems it is appropriate [2] to divide
conditions (2) satisfying (3) into 4 types:
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I) A14 = A23, A34 = 0;
II) A14 = A23, A34 6= 0;
III) A14 6= A23, A34 = 0;
IV) A14 6= A23, A34 6= 0.
An eigenvalue problem for equation (1) with boundary conditions of
type I, II, III or IV is called a problem of type I, II, III, IV, respectively.
It is shown [2] that any boundary conditions of type I are equivalent to
the boundary conditions specified by matrix A, where
A =
(
1 −1 0 0
0 0 1 −1
)
or A =
(
1 1 0 0
0 0 1 1
)
,
i.e. to periodic or antiperiodic boundary conditions. Inverse problems
for this case have been studied well (see, for instance, [3], [4]).
It also shown in [2] that any boundary conditions of type II are equiv-
alent to the boundary conditions specified by matrix A, where
A =
(
1 −1 0 a14
0 0 1 −1
)
or A =
(
1 1 0 a14
0 0 1 1
)
,
and in both cases a14 6= 0. If a14 is a real number and q(x) is a real-valued
function, then the corresponding boundary value problem is selfadjoint
[2]. For this case inverse problem was studied in [5], [6].
Exhausting description of boundary conditions of type III and IV is
given in [2]. In particular, it is known that all of them are nonselfad-
joint. The main purpose of this paper is to investigate inverse problems
generated by boundary conditions of type III or IV.
Denote by c(x, µ), s(x, µ) (λ = µ2) a fundamental system of solutions
to the equation (1) with the boundary conditions c(0, µ) = s′(0, µ) = 1,
c′(0, µ) = s(0, µ) = 0. The following identity is well known
c(x, µ)s′(x, µ)− c′(x, µ)s(x, µ) = 1. (4)
Suppose condition (3) holds. Then simple computations show that the
characteristic equation of any problem (1)+(2) can be reduced to the
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form ∆(µ) = 0, where
∆(µ) = (−1)θ+1 + αc(π, µ) + (1− α)s′(π, µ) + γs(π, µ), (5)
where α = A14/(A14+A23), γ = −A34/(A14+A23), and θ = 0 if the sign
”-” is situated in (3) (case 1), and θ = 1 if the sign ”+” is situated in (3)
(case 2). Thus, for boundary conditions of type I α = 1/2, γ = 0, for ones
of type II α = 1/2, γ 6= 0, for ones of type III α 6= 1/2, γ = 0, for ones
of type IV α 6= 1/2, γ 6= 0. Obviously, the spectrum of problem (1)+(2)
is defined uniquely by a quadruple of parameters (α, γ, θ, q(x)). The
characteristic determinant ∆(µ) of problem (1)+(2) defined by formula
(5) is called the characteristic determinant corresponding to a collection
(α, γ, θ, q(x)). Throughout the following ||f || stands for ||f ||L2(0,π), <
q >= 1π
∫ π
0 q(x)dx. By Γ(z, r) we denote a disk of radius r centered at z.
By PWσ we denote the class of all entire functions f(z) of exponential
type not exceeding σ such that ||f(z)||L2(R) < ∞, and by PW−σ we
denote the set of odd functions belonging to PWσ.
The following theorem establishes the necessary conditions for a char-
acteristic determinant ∆(µ).
Theorem 1. If a function ∆(µ) is a characteristic determinant
corresponding to a collection (α, γ, θ, q(x)) then
∆(µ) = (−1)θ+1 + cos πµ + (γ + π < q >
2
)
sinπµ
µ
+
f(µ)
µ
,
where f(µ) ∈ PW−π .
Proof. Let e(x, µ) be the solution to equation (1) satisfying ini-
tial conditions e(0, µ) = 1, e′(0, µ) = iµ and let K(x, t), K+(x, t) =
K(x, t) + K(x,−t), K−(x, t) = K(x, t) − K(x,−t) be the kernels of
transformation [3, pp. 17-18] realizing the representations
e(x, µ) = eiµx +
∫ x
−x
K(x, t)eiµtdt,
c(x, µ) = cosµx +
∫ x
0
K+(x, t) cosµtdt,
3
s(x, µ) =
sinµx
µ
+
∫ x
0
K−(x, t)
sinµt
µ
dt. (6)
It was shown in [7], [8] that
c(π, µ) = cosπµ +
π
2
< q >
sinπµ
µ
−
∫ π
0
∂K+(π, t)
∂t
sinµt
µ
dt, (7)
s(π, µ) =
sinπµ
µ
− π
2µ2
< q > cosπµ +
∫ π
0
∂K−(π, t)
∂t
cosµt
µ2
dt, (8)
s′(π, µ) = cosπµ +
π
2
< q >
sinπµ
µ
+
∫ π
0
∂K−(π, t)
∂x
sinµt
µ
dt. (9)
Substituting the right-hand parts of (6), (7), (9) in (5), we obtain
∆(µ) = (−1)θ+1 + cosπµ + (γ + π
2
< q >)sin πµ
µ
+
+ 1µ
∫ π
0 [−α∂K
+(π,t)
∂t + (1− α)∂K
−(π,t)
∂x + γK
−(x, t)] sinµtdt.
It follows from the last equality and the Paley-Wiener theorem that the-
orem 1 is valid.
Theorem 2. Let a function u(µ) have the form
u(µ) = (−1)θ+1 + cos πµ + (γ + πq0
2
)
sinπµ
µ
+
f(µ)
µ
, (10)
where f(µ) ∈ PW−π . Let γ, q0, α be arbitrary complex numbers
but α 6= 1/2, α 6= 0, α 6= 1. Then there exists a function q(x) ∈
L2(0, π) such that corresponding to the collection (α, γ, θ, q(x)) the
characteristic determinant ∆(µ) = u(µ) and < q >= q0.
Proof. At first we consider the case q0 = 0. Denote u+(µ) = u(µ)−
(−1)θ+1. Let ε1 be an arbitrary positive number. Since [9, pp. 115, 125]
|f(µ)| ≤ C1||f(µ)||L2(R)eπ|Imµ|, (11)
we see that there exists a number N large enough for the inequality
|u+(µ)− cos πµ| < ε1 (12)
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to be valid on the set |Imµ| ≤ 1, Reµ ≥ N .
Let {µn} (n = 1, 2, . . .) be a strictly monotone increasing sequence of
positive numbers such that |µn − (N + 1/2)| < ε1 if 1 ≤ n ≤ N and
µn = n if n ≥ N + 1. Similarly [10] let us consider the function
s(µ) = π
∞∏
n=1
µ2n − µ2
n2
=
sinπµ
µ
N∏
n=1
µ2n − µ2
n2 − µ2 . (13)
It is evident that all zeros of s(µ) are simple and for any n we have the
inequality
(−1)ns˙(µn) > 0. (14)
It is shown in [10] that
s˙(n) =
π(−1)n
n
(1 + C0n
−2 +O(n−4)), (15)
where C0 is a constant. It follows from [10] that
s(µ) =
sinπµ
µ
+O(µ−3) (16)
if |Imµ| ≤ 1.
Let us consider the equation
αz2 − u+(µn)z + (1− α) = 0. (17)
It has the roots
c±n =
u+(µn)±
√
u2+(µn)− 4α(1− α)
2α
. (18)
We denote c˜± = ±
√
−4α(1− α)/(2α). Obviously,
c˜+ = −c˜− 6= 0. Since the functions z±
√
z2−4α(1−α)
2α
are continuous in
the neighborhood of zero, we see that for any ε > 0 there exists σ > 0
such that for any |z| < σ
|z +
√
z2 − 4α(1− α)
2α
− c˜+| < ε,
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|z −
√
z2 − 4α(1− α)
2α
− c˜−| < ε.
Since α 6= 1/2, we see that the functions
g±n (z) =
(−1)n+z±
√
[(−1)n+z]2−4α(1−α)
2α =
=
(−1)n+z±
√
(1−2α)2+2(−1)nz+z2
2α
are continuous in the neighborhood of zero. For definiteness we will count
that
√
(1− 2α)2 = 1 − 2α. This yields that for any ε > 0 there exists
δ > 0 such that for any |z| < δ |g−n (z) − 1| < ε if n is even, and
|g+n (z) + 1| < ε if n is odd. Let ε1 < δ and ε1(1 + π) < σ. It follows
from (12) that for n = 1, . . . , N all the numbers c+n are contained in the
disk Γ(c˜+, ε), and all the numbers c−n are contained in the disk Γ(c˜
−, ε).
If n ≥ N + 1, then for even n all the numbers c−n are contained in the
disk Γ(1, ε), and for odd n all the numbers c+n are contained in the disk
Γ(−1, ε). Let cn be a root of equation (17) chosen according to the rule
formulated below.
Let us consider two cases.
1) the numbers c+n and c
−
n do not lie on the imaginary axis. Then we
choose ε (ε < 1/2) small enough for one of the disks Γ(c˜+, ε), Γ(c˜−, ε)
to be lain strictly in the right half-plane, and the other disk to be lain
strictly in the left half-plane. If n = 1, . . . , N , then for even n we choose
cn so as the point cn belongs to one of the disks mentioned above which
lies in the right half-plane, and for odd n we choose cn so as the point cn
belongs to one of the disks mentioned above which lies in the left half-
plane. If n ≥ N + 1 we count that for even n cn = c−n and for odd n
cn = c
+
n . Then for any n = 1, 2, . . . (−1)nRecn > 0. It follows from this
and (14) that for any n Rezn > 0, where
zn =
cn
µns˙(µn)
. (19)
2) the numbers c˜+ and c˜− lie on the imaginary axis. Let a line l be
a line which passes through the origin and which is parallel to the line
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which passes through the points 1 and c˜+. Then these points lie in the
same half-plane relative to the line l, hence, a number ε can be chosen
small enough for the disks Γ(1, ε), Γ(c˜+, ε) also to be lain strictly in the
same half-plane relative to the line l, therefore, by virtue of symmetry,
the disks Γ(−1, ε), Γ(c˜−n , ε) lie strictly on the other half-plane relative
to the line l. If n = 1, . . . , N then for even n we choose cn so as the
point cn belongs to the disk Γ(c˜
+, ε), and for odd n we choose cn so as
the point cn belongs to the disk Γ(c˜
−, ε). If n ≥ N + 1, then for even n
we count that cn = c
−
n , and for odd n we count that cn = c
+
n . Then for
all even n the points cn lie strictly in the same half-plane relative to the
line l and for all odd n the points cn lie strictly in the other half-plane
relative to the line l. This, together with (14), yields that for all n the
numbers zn lie strictly in the same half-plane relative to the line l.
Let us set F (x, t) = F0(x, t) + Fˆ (x, t), where
F0(x, t) =
N∑
n=1
(
2cn
µns˙(µn)
sinµnx sinµnt− 2
π
sinnx sinnt
)
,
Fˆ (x, t) =
∞∑
n=N+1
(
2cn
µns˙(µn)
sinµnx sinµnt− 2
π
sinnx sinnt
)
. (20)
Clearly, F0(x, t) ∈ C∞(R2). Let us consider the function Fˆ (x, t). For
convenience we denote R(n) = 2(−1)nf(n)/n+f 2(n)/n2. If n ≥ N+1,
then from (18) and the rule of choice of the roots of equation(17) we
obtain
cn =
(−1)n+f(n)/n−(−1)n
√
[(−1)n+f(n)/n]2−4α(1−α)
2α
=
=
(−1)n+f(n)/n−(−1)n
√
(1−2α)2+R(n)
2α =
= (−1)
n+f(n)/n−(−1)n[(1−2α)+R(n)/(2(1−2α))+O(R2(n))]
2α =
= (−1)n − f(n)
(1−2α)n +O(f
2(n)/n2).
(21)
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It follows from (11), (15), (20), (21) that
Fˆ (x, t) =
∑∞
n=N+1
2
π
(
1−(−1)n f(n)
(1−2α)n+O(f
2(n)/n2)
1+c0/n2+O(1/n4)
− 1
)
sinnx sinnt =
=
∑∞
n=N+1
2
π [(1− (−1)n f(n)(1−2α)n +O(1/n2))×
(1− c0/n2 + O(1/n4))− 1] sinnx sinnt =
= 2
π
∑∞
n=N+1((−1)n+1 f(n)(1−2α)n + O(1/n2)) sinnx sinnt =
= (Gˆ(x− t)− Gˆ(x + t))/2,
where
Gˆ(y) =
2
π
∞∑
n=N+1
((−1)n+1 f(n)
(1− 2α)n +O(1/n
2)) cosny.
By virtue of the Paley-Wiener theorem and the Parseval equality, we
have ∞∑
n=1
|f(n)|2 = 1
2
||f(µ)||L2(R),
hence, Gˆ(y) ∈ W 12 [0, 2π]. Thus, we obtain
F (x, t) = F0(x, t) + (Gˆ(x− t)− Gˆ(x + t))/2, (22)
where the functions F0(x, t) and Gˆ(y) belong to the classes mentioned
above.
Let us now consider the Gelfand-Levitan equation
K(x, t) + F (x, t) +
∫ x
0
K(x, t)F (s, t)ds = 0 (23)
and prove that it is uniquely solvable in L2(0, x) for every x ∈ [0, π].
To this end it is sufficient to prove that the corresponding homogeneous
equation has the trivial solution only.
Let f(t) ∈ L2(0, x) and
f(t) +
∫ x
0
F (s, t)f(s)ds = 0.
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Similarly [10] multiplying this equation by f¯(t) and integrating the re-
sulting equation over the [0, x], we obtain∫ x
0 |f(t)|2dt +
∑∞
n=1
2cn
µns˙(µn)
∫ x
0 f¯(t) sinµntdt
∫ x
0 f(s) sinµnsds−
−∑∞n=1 2π ∫ x0 f¯ (t) sinntdt ∫ x0 f(s) sinnsds = 0.
This, together with the Parseval equality for the system {sinnt}∞1 on
the segment [0, π], yields
∞∑
n=1
zn|
∫ x
0
f(t) sinµntdt|2 = 0,
where the numbers zn are defined by (19). Since all zn are situated
strictly in the same half-plane relative to a line which passes through the
origin, we see that
∫ x
0 f(t) sinµntdt = 0 for any n = 1, 2, . . .. Since [11,
12] the system {sinµnt}∞1 is complete on the segment [0, π], it follows
that f(t) ≡ 0 on the segment [0, x].
Let Kˆ(x, t) be the unique solution of equation (23). Let us set qˆ(x) =
2 ddxKˆ(x, x). It follows from (22) [10] that qˆ(x) ∈ L2(0, π). We denote
by sˆ(x, µ), cˆ(x, µ) the fundamental system of solutions to equation (1)
with the potential qˆ(x) and the initial conditions sˆ(0, µ) = cˆ′(0, µ) = 0,
cˆ(0, µ) = sˆ′(0, µ) = 1. Repeating the reasons of [10], we obtain that
sˆ(π, µ) ≡ s(µ), therefore, the numbers µ2n form the spectrum of the
Dirichlet problem for equation (1) with the potential qˆ(x). Similarly [10]
we also obtain that cˆ(π, µn) = cn. This, together with identity (4), yields
sˆ′(π, µn) = 1/cn.
It follows from (8), (16) and the Riemann lemma [3, p. 36] that
< qˆ >= 0.
Let ∆ˆ(µ) be the characteristic determinant corresponding to the col-
lection (α, γ, θ, qˆ(x)). Let us prove that ∆ˆ(µ) ≡ u(µ). According to
theorem 1, the function ∆ˆ(µ) may be represented in the form
∆ˆ(µ) = (−1)θ+1 + cosπµ + γ sinπµ
µ
+
fˆ (µ)
µ
,
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where fˆ(µ) ∈ PW−π . Taking into account (5) and remembering that the
numbers cn are the roots of equation (17), we obtain
∆ˆ(µn) = (−1)θ+1 + αcˆ(π, µn) + (1− α)sˆ′(π, µn) + γsˆ(π, µn) =
= (−1)θ+1 + αcn + (1− α)/cn = (−1)θ+1 + u+(µn) = u(µn).
This implies that the function
Φ(µ) =
u(µ)− ∆ˆ(µ)
s(µ)
=
f(µ)− fˆ(µ)
µs(µ)
is an entire function in the complex plane. Since the function g(µ) =
f(µ)− fˆ(µ) belongs to PW−π , it follows from (11) that
|g(µ)| ≤ C2eπ|Imµ|. (24)
It follows from (13) that
|µs(µ)| ≥ C3eπ|Imµ| (25)
(C3 > 0) if |Imµ| ≥ 1. This yields |Φ(µ)| ≤ C2/C3 if |Imµ| ≥ 1.
We denote by H the union of vertical segments {z : |Rez| = n +
1/2, |Imz| ≤ 1}, where n = N + 1, N + 2, . . .. It follows from (13) that
|µs(µ)| ≥ C4 > 0 if µ ∈ H. From the last inequality, (24), (25) and the
Maximum Principle we obtain that |Φ(µ)| ≤ C5 in the strip |Imµ| ≤ 1,
hence, the function Φ(µ) is bounded in the whole complex plane and,
by virtue of Liouville’s theorem, it is a constant. Let |Imµ| = 1. Then
it follows from the Paley-Wiener theorem and the Riemann lemma that
lim|µ|→∞ g(µ) = 0, hence, Φ(µ) ≡ 0.
Suppose that q0 6= 0. Similarly [10] we consider the function u˜(µ) =
u(
√
µ2 + q0). Since
√
µ2 + q0 = µ + q0/(2µ) +O(µ
−3), we have
cosπ
√
µ2 + q0 = cos πµ+(−πq0/(2µ)+O(µ−3)) sinπµ+O(µ−2) cosπµ,
sinπ
√
µ2 + q0√
µ2 + q0
=
sinπµ
µ
+O(µ−2) cosπµ +O(µ−3) sinπµ.
10
This, together with (10), yields
u˜(µ) = (−1)θ+1 + cos πµ + γ sinπµ
µ
+
f˜(µ)
µ
,
where
f˜ (µ) =
µf(
√
µ2 + q0)√
µ2 + q0
+O(µ−1) cosπµ + O(µ−2) sinπµ.
It is evident that f˜(µ) ∈ L2(R). We have proved that there exists
the function q˜(x) ∈ L2(0, π) such that corresponding to the collection
(α, γ, θ, q˜(x)) the characteristic determinant ∆˜(µ) = u˜(µ) and < q˜ >=
0. It is readily seen that the function ∆(µ) = ∆˜(
√
µ2 − q0) is the
characteristic determinant corresponding to the collection (α, γ, θ, q˜(x)+
q0). Since < q˜ + q0 >= q0, ∆(µ) = ∆˜(
√
µ2 − q0) = u˜(
√
µ2 − q0) =
u(µ), we see that the function q(x) = q˜(x)+q0 has all required properties.
Theorem 2 is proved.
It is known [3, pp. 68, 80] that the eigenvalues of problem (1)+ (2)
form two series
λ0 = µ
2
0, λn,j = (2n + o(1))
2 (26)
(in case 1) and
λn,j = (2n− 1 + o(1))2 (27)
(in case 2); in both cases j = 1, 2, n = 1, 2, . . .. We denote µn,j =√
λn,j = 2n − θ + o(1). It follows from [1, p. 74] that asymptotic
formulas (26), (27) can be made more precise. Namely, we have
µn,j = 2n− θ +O(n−1/2). (28)
It is clear that |µn,1 − µn,2| = O(n−1/2). If the set of simple eigenvalues
is finite, then the spectrum of problem (1)+ (2) is called asymptotically
multiple. If the set of multiple eigenvalues is finite, then the spectrum of
problem (1)+(2) is called asymptotically simple.
Many authors studied the spectrum of problems of type I [3], [4]. In
particular, it is known a lot of examples of potentials q(x) that ensure
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an asymptotically multiple spectrum. The spectrum of any problem of
type II (even if q(x) ∈ L1(0, π)) is asymptotically simple [13].
Properties of the spectrum of problems of types III and IV have been
investigated considerably less. If q(x) ≡ 0, then the spectrum of any
problem of type III is asymptotically multiple and the spectrum of any
problem of type IV is asymptotically simple [2]. For problems of type III
there exist examples of potentials q(x) 6≡ 0 that ensure an asymptotically
multiple spectrum. It was shown in [13] that the root function system
of problem (1)+(2) with boundary conditions of type III or IV forms a
Riesz basis in L2(0, π) if and only if when the spectrum is asymptotically
multiple. In the author’s opinion, of great interest is the problem to give
a description of the set of potentials q(x) that ensure an asymptotically
multiple spectrum for problems of type III or IV, i.e. under the condition
α 6= 1/2.
Lemma 1. Suppose that a collection (α, γ, θ, q(x)), where α 6=
1/2, determines a characteristic determinant ∆(µ) represented in
the form
∆(µ) = (−1)θ+1 + cos πµ + (γ + π < q >
2
)
sinπµ
µ
+
f(µ)
µ
,
where f(µ) ∈ PW−π . Suppose also that the spectrum of the Dirichlet
problem with the potential q(x) is simple and zero is not an eigen-
value of this problem. Then for any ε > 0 there exists δ > 0
such that for any function f˜ (µ) ∈ PW−π satisfying the condition
||f(µ) − f˜ (µ)||L2(R) < δ there exists a potential q˜(x) ∈ L2(0, π) such
that ||q(x)− q˜(x)|| < ε and the function
∆˜(µ) = (−1)θ+1 + cosπµ + (γ + π < q˜ >
2
)
sinπµ
µ
+
f˜ (µ)
µ
is the characteristic determinant corresponding to the collection
(α, γ, θ, q˜(x)) and < q˜ >=< q >.
Proof. Let µn (n = 1, 2, . . .) be zeros of the function s(x, µ). It is well
12
known that
µn = n +O(n
−1). (29)
It follows from (8) and (29) that for all sufficiently large n |s˙(π, µn)| >
C1/|µn| (C1 > 0). This, together with the simplicity of the Dirichlet
problem spectrum, yields |s˙(π, µn)| > C2/|µn| (C2 > 0) for all n. Thus,
we obtain
|µns˙(π, µn)| > C3 > 0. (30)
for any n.
Set
F (x, t) =
∞∑
n=1
(un sinµnx sinµnt− 2
π
sinnx sinnt),
where
un =
2c(π, µn)
µns˙(µn)
.
It is readily seen that F (x, t) = (G(x− t)−G(x + t))/2, where
G(y) =
∞∑
n=1
(un cosµny − 2
π
cosny).
We denote
F˜ (x, t) =
∞∑
n=1
(u˜n sinµnx sinµnt− 2
π
sinnx sinnt),
where u˜n are some coefficients. Trivially, F˜ (x, t) = (G˜(x − t)− G˜(x +
t))/2,
G˜(y) =
∞∑
n=1
(u˜n cosµny − 2
π
cosny).
We denote g(µ) = f(µ) − f˜ (µ), where f˜(µ) is an arbitrary function
from PW−π such that σ = ||g(µ)||L2(R) < 1.
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Relation (29), combined with the reasons of [3, pp. 61-62], implies
that ∞∑
n=1
|g(µn)|2 ≤ C4σ2. (31)
Later on we will use the following
Proposition 1. If
∑∞
n=1 a
2
n < C
2, where an are arbitrary nonnegative
numbers, then
∑∞
n=1
an
n ≤ 32C.
This proposition is a trivial corollary of the elementary inequality ab ≤
(ǫa2 + ǫ−1b2)/2 (a, b, ǫ > 0) and the well-known equality
∑∞
n=1 n
−2 =
π2/6.
We denote R(y) = G(y)− G˜(y), vn = un − u˜n. Suppose
|vn| ≤ C5|g(µn)|/|µn| (32)
(n = 1, 2, . . .). Let us prove that the estimates
|R(y)| ≤ C˜σ (33)
(0 ≤ y ≤ 2π) and
||R′(y)||L2(0,2π) ≤ C˜σ (34)
hold. At first, we will obtain estimate (33). Using (31), (32) and propo-
sition 1, we have
|R(y)| ≤
∞∑
n=1
|vn|| cosµny| ≤ C6
∞∑
n=1
|g(µn)|/n ≤ C7σ.
Let us estimate the functionR′(y). Evidently,R′(y) = −∑∞n=1 hn sinµny,
where hn = µnvn. It follows from (31) and (32) that
∞∑
n=1
|hn|2 ≤ C8σ2. (35)
It is readily seen that
||R′(y)||L2(0,2π) = ||
∑∞
n=1 hn sinµny||L2(0,2π) ≤
≤ ||∑∞n=1 hn(sinµny − sinny)||L2(0,2π) + ||∑∞n=1 hn sinny||L2(0,2π).
(36)
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It follows from (29), (35) and proposition 1 that
||∑∞n=1 hn(sinµny − sinny)||L2(0,2π) =
= 2||∑∞n=1 hn sin (µn−n)y2 cos (µn+n)y2 ||L2(0,2π) ≤ C9∑∞n=1 |hn|n ≤ C10σ.
Evaluating the second summand in the right-hand part of (36) by the
Parseval equality, using (35), (36) and the last inequality, we get estimate
(34).
Fix an arbitrary natural number N0. Similarly, one can prove the
following assertion. If for n > N0 estimate (32) holds and for n =
1, . . . , N0 the estimate
|vn| ≤ C11
√
σ (32′)
holds, then the estimates
|R(y)| ≤ C˜1
√
σ (33′)
(0 ≤ y ≤ 2π) and
||R′(y)||L2(0,2π) ≤ C˜1
√
σ (34′)
are valid.
We denote ∆+(µ) = ∆(µ)− (−1)θ+1. Then
∆+(µn) = cos πµn + (γ +
π
2
< q >)
sinπµn
µn
+
f(µn)
µn
. (37)
It follows from (5) that
∆+(µn) = αc(π, µn) + (1− α)s′(π, µn). (38)
We denote
∆˜+(µ) = cosπµ + (γ +
π
2
< q >)
sinπµ
µ
+
f˜ (µ)
µ
. (39)
Let us consider 3 cases.
1) α = 1. Then, it follows from (38) that c(π, µn) = ∆+(µn). This,
together with (37), yields
c(π, µn) = cos πµn + (γ +
π
2
< q >)
sinπµn
µn
+
f(µn)
µn
.
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It follows from the last equality and (39) that c(π, µn) − ∆˜+(µn) =
g(µn)/µn. Set c˜n = ∆˜+(µn), u˜n = 2c˜n/(µns˙(π, µn)), then, it follows
from (30) that inequality (32) holds, hence, estimates (33) and (34) are
valid.
2) α = 0. Then, it follows from (38) that s′(π, µn) = ∆˜+(µn). This,
combined with (4), implies that c(π, µn) = 1/∆˜+(µn). Since |c(π, µn)| ≤
C12, we have
|∆˜+(µn)| ≥ C−112 > 0. (40)
Notice, that
|∆+(µn)− ∆˜+(µn)| = |g(µn)|/|µn| ≤ C13σ/|µn|, (41)
therefore, it follows from (40) and (41) that |∆˜+(µn)| ≥ (2C12)−1 if σ is
sufficiently small. This, together with (40), yields
|∆+(µn)∆˜+(µn)| ≥ C14 > 0. (42)
Set c˜n = 1/∆˜+(µn), u˜n = 2c˜n/(µns˙(π, µn)), then, it follows from (30),
(41), (42) that inequality (32) holds, hence, estimates (33) and (34) are
valid.
3) α 6= 1, α 6= 0. Then, it follows from (38) and (4) that ∆+(µn) =
αc(π, µn) + (1− α)c−1(π, µn), hence,
αc2(π, µn)−∆+(µn)c(π, µn) + 1− α = 0. (43)
We denote D+(µ) = ∆
2
+(µ)−4α(1−α), D˜+(µ) = ∆˜+(µn)2−4α(1−α).
Solving equation (43), we get
c(π, µn) =
∆+(µn) + (−1)δn
√
D+(µn)
2α
,
where either δn = 0 or δn = 1. We denote
c˜n,δ˜n =
∆˜+(µn) + (−1)δ˜n
√
D˜+(µn)
2α
, (44)
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where δ˜n = 0 or δ˜n = 1. It is clear that the numbers c˜n,δ˜n are the roots
of the equation
αz2 − ∆˜+(µn)z + 1− α = 0. (45)
It follows from (29), (37) and (39) that
∆+(µn) = (−1)n + rn, ∆˜+(µn) = (−1)n + r˜n,
where
rn = ρn +
f(µn)
µn
, r˜n = ρn +
f˜ (µn)
µn
,
where |ρn| < C15/n. We denoteWn = 2(−1)nrn+r2n, W˜n = 2(−1)nr˜n+
r˜2n. It is readily seen that there exists a number N0 such that for any
n > N0 |Wn| + |W˜n| < |1− 2α|2/10.
Let us consider the case n > N0. Set δ˜n = δn. Since D+(µn) =
(1− 2α)2 +Wn and D˜+(µn) = (1− 2α)2 + W˜n, we see that
|
√
D+(µn) +
√
D˜+(µn)| ≥ C16 > 0.
It follows from the last inequality that
|c(π, µn)− c˜n,δ˜n| = |
∆+(µn)−∆˜+(µn)+(−1)δn(
√
D+(µn)−
√
D˜+(µn))
2α | ≤
≤ |∆+(µn)−∆˜+(µn)2α | + | D+(µn)−D˜+(µn)2α(√D+(µn)+√D˜+(µn))| ≤
≤ C17|∆+(µn)− ∆˜+(µn)| ≤ C18|g(µn)|/|µn|.
Set c˜n = cn,δ˜n, u˜n = 2c˜n/(µns˙(π, µn)). It follows from (30) and the last
inequality that estimate (32) holds.
Let us consider the case n = 1, . . . , N0. It follows from the equality
(
√
z1 +
√
z2)(
√
z1 −√z2) = z1 − z2 that at least one of the inequalities
|√z1 +√z2| ≤ |z1 − z2|1/2, |√z1 −√z2| ≤ |z1 − z2|1/2
holds. For any n we choose δ˜n in (44) so that the equality
|(−1)δn
√
D+(µn)− (−1)δ˜n
√
D˜+(µn)| ≤ |D+(µn)− D˜+(µn)|1/2
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is valid. It is readily seen that
|D+(µn)− D˜+(µn)| ≤ C19|∆+(µn)− ∆˜+(µn)| ≤ C20|g(µn)|/|µn|. (46)
Set c˜n = c˜n,δ˜n, u˜n = 2c˜n/(µns˙(π, µn)). Using (31), we obtain |g(µn)| ≤
C21σ. Then, it follows from (30), (46) and the last inequality that in-
equality (32′) holds, hence, estimates (33′) and (34′) are valid.
Let us now consider the Gelfand-Levitan equation
K(x, t) + F˜ (x, t) +
∫ x
0
K(x, t)F˜ (s, t)ds = 0. (47)
Taking into account estimates (33) and (34) (or (33′) and (34′)) and
arguing as in [10], we see that for all sufficiently small σ equation (47)
has the unique solution K˜(x, s), the function q˜(x) = 2dK˜(x,x)
dx
belongs to
L2(0, π) and the inequality ||q− q˜|| < Cˆ
√
σ holds. This implies that for
all sufficiently small σ ||q − q˜|| < ε, where ε is an arbitrary preassigned
positive number.
We denote by s˜(x, µ), c˜(x, µ) the fundamental system of solutions to
equation (1) with the potential q˜(x) and the initial conditions s˜(0, µ) =
c˜′(0, µ) = 0, c˜(0, µ) = s˜′(0, µ) = 1.
As for Theorem 2, we obtain s˜(π, µ) ≡ s(π, µ), hence, the numbers µ2n
form the Dirichlet problem spectrum for equation (1) with the potential
q˜(x). In the same way, we get c˜(π, µn) = c˜n. This, combined with
identity (4), yields s˜′(π, µn) = 1/c˜n.
It follows from asymptotic representation (8) written for the functions
s(π, µ) and s˜(π, µ) that < q >=< q˜ >.
Let ∆ˆ(µ) be the characteristic determinant corresponding to the col-
lection (α, γ, θ, q˜(x)). Let us prove that ∆ˆ(µ) ≡ ∆˜(µ). By Theorem 1,
for the function ∆ˆ(µ) we have a representation
∆ˆ(µ) = (−1)θ+1 + cos πµ + (γ + π < q˜ >
2
)
sinπµ
µ
+
fˆ(µ)
µ
,
where fˆ (µ) ∈ PW−π . Taking into account (5), using that the numbers
c˜n are the roots of equation (45), repeating arguments of Theorem 2, we
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obtain ∆ˆ(µn) = ∆˜(µn). Then, as for Theorem 2, we get ∆ˆ(µ) ≡ ∆˜(µ).
Lemma 1 is proved.
Lemma 2 [8]. For any function q(x) ∈ L2(0, π) and any ε > 0
there exists a function qε(x) ∈ L2(0, π) such that ||q(x) − qε(x)|| <
ε, the spectrum of the Dirichlet problem with the potential qε(x) is
simple and zero is not an eigenvalue of this problem.
Lemma 3. Suppose the Dirichlet problem with a potential q(x) ∈
L2(0, π) has a simple spectrum and zero is not an eigenvalue of
this problem. Then there exists δ > 0 such that for any function
q˜(x) ∈ L2(0, π) satisfying ||q(x) − q˜(x)|| < δ the Dirichlet problem
with the potential q˜(x) also has a simple spectrum and zero is not an
eigenvalue of this problem.
Proof. Let λn = µ
2
n (Reµn ≥ 0) be the eigenvalues of the Dirichlet
problem with the potential q(x). It is clear that there exists c1 > 0 such
that |µn| > c1 and |µi − µj| > c1 if i 6= j. Let s(x, µ) be the solution
to equation (1) defined above, Γ =
⋃∞
n=1 Γ(µn, c1/3). Then [14, p. 87]
outside Γ we have the estimate
|s(π, µ)| ≥ c2/(|µ| + 1). (48)
Let q˜(x) be a function such that ||q˜(x)|| ≤ 2||q||+ 1. Let s˜(x, µ) be the
solution to the equation u′′− q˜(x)u+µ2u = 0 satisfying the same initial
conditions as the function s(x, µ). Then, it follows from [15, p. 46] and
the trivial inequality
∫ π
0 |q˜(x)|dx ≤
√
π||q˜|| that for all µ such that
|µ| > 2√π||q˜|| + 1 (49)
the estimate
|s˜(π, µ)− sinπµ
µ
| ≤ c3e
|Imµ|π
|µ|2 (50)
is valid (a constant c3 does not depend on q˜(x)).
Let µ˜ be a root of the function s˜(π, µ) . Suppose |Imµ˜| > 1, then
| sinπµ˜| ≥ c4e|Imµ˜|π (c4 > 0). Suppose also that µ˜ satisfies (49), then
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it follows from the last inequality and (50) that |µ˜| < c3/c4, hence,
|Imµ˜| < c3/c4. This implies that outside of the strip |Imµ| ≤ c3/c4 the
function s˜(π, µ) has no roots.
Let us study properties of the function s˜(π, µ) inside the strip |Imµ| ≤
c3/c4 + c1/3. It follows from (6) and [7]
|s(π, µ)− s˜(π, µ)| ≤ c5||q − q˜||/(|µ| + 1). (51)
It follows from (48) and (51) that under the condition
||q − q˜|| ≤ c2/(2c5) (52)
the function s˜(π, µ) has no roots outside of Γ, therefore, all the roots of
the function s˜(π, µ) lie inside Γ. Combining (48), (51) and the Rouche´
theorem, we obtain that under condition (52) the function s˜(π, µ) has
a unique root inside each disk Γ(µn, c1/3). This completes the proof of
lemma 3.
It follows from equality (5), asymptotic formula (28) and the Hadamard
theorem [16, p. 259] that
∆(µ) =
π2
2
(µ20 − µ2)
∞∏
n=1
(µ2n,1 − µ2)(µ2n,2 − µ2)
16n4
(53)
if θ = 0 and
∆(µ) = 2
∞∏
n=1
(µ2n,1 − µ2)(µ2n,2 − µ2)
(2n− 1)4 (54)
if θ = 1.
Lemma 4 [6]. Suppose the numbers µn,j satisfy asymptotic rela-
tions
µn,j = 2n− θ + Bj
2n− θ +
δn,j
n
,
where
∑∞
n=1 |δn,j|2 < ∞ (j = 1, 2), then the function ∆(µ) can be
represented in the form
∆(µ) = (−1)θ+1 + cosπµ + π
2
(B1 +B2)
sinπµ
µ
+
f(µ)
µ
,
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where f(µ) ∈ PW−π .
Consider two sequences
µn,j = 2n− θ + V1
2n− θ +
V2
(2n− θ)2 +
δn,j
n2
,
where V1 and V2 are arbitrary complex numbers and
∑∞
n=1 |δn,j|2 < ∞
(j = 1, 2). Let µ0 be an arbitrary complex number and let a function
∆(µ) be determined by (53) or (54). We denote µ˜0 = µ0, µ˜n,j = µn,j if
n = 1, N and
µ˜n,1 = µ˜n,2 = 2n− θ + V1
2n− θ +
V2
(2n− θ)2
if n = N + 1, N + 2, . . ., where N is an arbitrary number. Set
∆N(µ) =
π2
2
(µ˜20 − µ2)
∞∏
n=1
(µ˜2n,1 − µ2)(µ˜2n,2 − µ2)
16n4
(55)
if θ = 0 and
∆N(µ) = 2
∞∏
n=1
(µ˜2n,1 − µ2)(µ˜2n,2 − µ2)
(2n− 1)4 (56)
if θ = 1.
Lemma 5. In both cases
lim
N→∞
||µ(∆(µ)−∆N(µ))||L2(R) = 0.
Proof. By lemma 4, the function ∆(µ) can be represented in the form
∆(µ) = (−1)θ+1 + cos πµ + πV1sinπµ
µ
+
f(µ)
µ
, (57)
where f(µ) ∈ PW−π , and the function ∆N(µ) can be represented in the
form
∆N(µ) = (−1)θ+1 + cosπµ + πV1sinπµ
µ
+
fN(µ)
µ
, (58)
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where fN(µ) ∈ PW−π . We denote FN(µ) = µ(∆(µ)−∆N(µ)). It follows
from (57) and (58) that FN(µ) = f(µ)− fN(µ). It is readily seen that
|Imµn,j| ≤M, |Imµ˜n,j| ≤M, |µ2n,j − µ˜2n,j| < C0. (59)
We denote by l the line Imz = (M + 2)(C0 + 1). Let µ ∈ l, then
∆(µ) 6= 0 and, hence, we have
FN(µ) = µ∆(µ)
(
1− ∆N(µ)
∆(µ)
)
= µ∆(µ)

1−
∞∏
n=N+1
2∏
j=1
(1 +
µ˜2n,j − µ2n,j
µ2n,j − µ2
)

 .
(60)
It follows from (57) and (11) that
|∆(µ)| < c1. (61)
We denote αn,j(µ) =
µ˜2n,j−µ2n,j
µ2n,j−µ2
(j = 1, 2). It follows from (59) that
|αn,j(µ)| < 1/4. (62)
We denoteWN,j(µ) =
∑∞
n=N+1 ln(1+αn,j(µ)). Here we take the branch
of ln(1 + z) which vanishes for z = 0. Let us estimate the functions
αn,j(µ) and WN,j(µ). First of all, notice, that they are even, therefore,
one can consider only the case Reµ ≥ 0. Obviously,
|µ˜2n,j − µ2n,j| ≤ c2|δn|/n. (63)
It is not hard to prove that for all n > N0, where N0 is a sufficiently
large number, we have
|µn,j + µ| > |µ|, |µn,j − µ| > |2n− θ − µ|/2. (64)
It follows from (63) and (64) that if n > N0, then
|αn,j(µ)| ≤ 2c2|δn|
n|µ||2n− θ − µ|. (65)
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Further we count that N > N0. Using (62), (65) and the elementary
inequality | ln(1 + z)| < 2|z|, which holds if |z| < 1/4, we obtain that
|WN,j(µ)| ≤
∑∞
n=N+1 | ln(1 + αn,j(µ))| ≤
≤ 2∑∞n=N+1 |αn,j(µ)| ≤ 4c2|µ|∑∞n=N+1 |δn|n|2n−θ−µ|. (66)
It follows from (66) and the trivial inequality |δn|/n ≤ (|δn|2 + n−2)/2
that for all sufficiently largeN |WN,j(µ)| < 1/8, hence,
∑2
j=1 |WN,j(µ)| <
1/4. This, together with the elementary inequality |1−ez| < 2|z|, which
holds if |z| < 1/4, yields
|1− exp(
2∑
j=1
WN,j(µ))| < 2
2∑
j=1
|WN,j(µ)|.
It follows from the last inequality, (60), (61) and (66) that
|FN(µ)| ≤ c3|µ|
2∑
j=1
|WN,j(µ)| ≤ c4
∞∑
n=N+1
|δn|
|2n− θ − µ|. (67)
To estimate the sum in the right-hand part of (67) we need the elementary
inequality
∞∑
n=1
|n− z|−2 < C˜, (68)
where C˜ does not depend of z ∈ l. Fix an arbitrary ε > 0. We choose
ε0 > 0 small enough for the inequality ε0C˜ < ε/10 to be valid. Using
(68), we obtain∑∞
n=N+1
|δn|
n|2n−θ−µ| ≤ 1|µ|
∑∞
n=N+1
|δn|(|2n−θ−µ|+2n−θ)
n|2n−θ−µ| | ≤
≤ 1|µ|[
∑∞
n=N+1 |δn|/n +
∑∞
n=N+1
|δn|(2n−θ)
n|2n−θ−µ||] ≤
≤ 1|µ|[
∑∞
n=N+1(|δn|2 + n−2)/2 + 2
∑∞
n=N+1
|δn|
|2n−θ−µ||] ≤
≤ 1|µ|[(1/2 + 1/ε0)
∑∞
n=N+1 |δn|2+
+1/2
∑∞
n=N+1 n
−2 + ε0
∑∞
n=N+1
1
|2n−θ−µ|] ≤
≤ 1|µ|[(1/2 + 1/ε0)
∑∞
n=N+1 |δn|2 + 1/2
∑∞
n=N+1 n
−2 + ε/10].
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Evidently, that for all sufficiently large N the right-hand part of the last
inequality does not exceed ε/|µ|. This, combined with (67), implies that
for µ ∈ l |FN(µ)| ≤ CN/|µ|, where CN → 0 as N →∞. This yields
lim
N→∞
||FN(µ)||L2(l) = 0.
It follows from the last relation and [9, p. 115] that
lim
N→∞
||FN(µ)||L2(R) = 0.
Lemma 5 is proved.
Lemma 6. Let α 6= 1/2. Let p be an arbitrary odd number,
p = 2l + 1, where l = 0, 1, . . .. Then there exist numbers hi, gi (i =
0, p− 1) such that for any function q(x) ∈ W p1 [0, π] satisfying the
conditions q(i)(0) = hi, q
(i)(π) = gi (i = 0, p− 1) we have for the
numbers µn,j the asymptotic representation
µn,j = 2n− θ +
l+1∑
m=1
Vm
(2n− θ)m + o(n
−l−1) (69)
(j = 1, 2) , moreover, V1 = π
−1(γ + π < q > /2).
Proof. Let q(x) ∈ W p1 [0, π]. It was shown in [3, p. 69] that the
characteristic equation ∆(µ) = 0 can be reduced to the form
{exp[iπµ+
∫ π
0
σ(µ, t)dt]+Cw(µ, 0)/G(µ)}2 = H(µ)/(w(µ, 0)w(µ, π)),
(70)
where
C = −(A13 + A24)/2, (71)
G(µ) = −iµ(A14 + A23) + A14σ(−µ, 0)−A23σ(µ, π) + A34, (72)
w(µ, x) = 2iµ + σ(µ, x)− σ(−µ, x), (73)
H(µ) = C2w(µ, 0)w(µ, π) +G(µ)G(−µ), (74)
σ(µ, x) =
p∑
k=1
σk(x)
(2iµ)k
+
σp(µ, x)
(2iµ)p
, (75)
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σp(µ, x) =
∫ x
0
σp+1(x− ξ)e−2iµξdξ + o(µ−1) (76)
[3, pp. 60, 61, 69], and the functions σk(x) are determined by the recur-
sion relations
σ1(x) = q(x), σ2(x) = −q′(x), σk+1 = −σ′k(x)−
k−1∑
j=1
σk−j(x)σj(x).
(77)
It follows from (77) that
σk+1(x) = (−1)kq(k)(x) + Sk−2(x), (78)
where Sk−2(x) is a polynomial of q(x), q′(x), . . . , q(k−2)(x). It follows
from (73) that
w(µ, x) = 2iµ +O(µ−1). (79)
Using relations (71)-(74) and performing some simple though awkward
manipulations, we obtain
H(µ) = 14(A13 + A24)
2×
×[2iµ+ σ(µ, 0)− σ(−µ, 0)][2iµ+ σ(µ, π)− σ(−µ, π)]+
+[−iµ(A14 + A23) + A14σ(−µ, 0)−A23σ(µ, π) + A34]×
×[iµ(A14 + A23) + A14σ(µ, 0)−A23σ(−µ, π) + A34] =
= iµ2 (A13 + A24)
2[σ(µ, π)− σ(−µ, π) + σ(µ, 0)− σ(−µ, 0)]+
+iµ(A14 + A23)[A14σ(−µ, 0)−A23σ(µ, π)−
−A14σ(µ, 0) + A23σ(−µ, π)]+
+A234 +
1
4(A13 + A24)
2[σ(µ, 0)− σ(−µ, 0)][σ(µ, π)− σ(−µ, π)]+
+[A14σ(µ, 0)− A23σ(−µ, π)][A14σ(−µ, 0)− A23σ(µ, π)].
(80)
We denote
∑p
k=1 σk(x)/(2iµ)
k = σˆp(µ, x).
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It follows from (75), (76) and (80) that
H(µ) = iµ2 (A13 + A24)
2[σˆp(µ, π)− σˆp(−µ, π) + σˆp(µ, 0)− σˆp(−µ, 0)]+
+iµ(A14 + A23)[A14σˆp(−µ, 0)−A23σˆp(µ, π)−
−A14σˆp(µ, 0) + A23σˆp(−µ, π)]+
+A234 +
1
4(A13 + A24)
2[σˆp(µ, 0)− σˆp(−µ, 0)][σˆp(µ, π)− σˆp(−µ, π)]+
+[A14σˆp(µ, 0)− A23σˆp(−µ, π)][A14σˆp(−µ, 0)−A23σˆp(µ, π)] + o(µ1−p).
(81)
We denote the sum of the first three summands in the right-hand part
of the last equality by H1(µ) and we denote the sum of the fourth and
the fifth summands by H2(µ). It follows from (3), (75), (77) that
H1(µ) =
1
2(A13 + A24)
2(σ1(π) + σ1(0))−
−(A14 + A23)(A14σ1(0) + A23σ1(π)) + A234+
+
∑p
k=2
1−(−1)k
2(2iµ)k−1 [(A13 + A24)
2(σk(π) + σk(0))/2−
−(A14 + A23)(A14σk(0) + A23σk(π)] =
= {12(A14 + A23)(A14 −A23)(q(π)− q(0)) + A234}+
+
∑l
m=1(2iµ)
−2m(A14 + A23)(A14 − A23)(σ2m+1(π)− σ2m+1(0))/2
(82)
(if l = 0 the last summand in the right-hand part of (82) is missing).
It is readily seen that H2(µ) is an even function. This, together with
(75), yields
H2(µ) =
∑2l+1
m=1 µ
−2m∑
i+j=2m, 1≤i,j≤p(αijσi(0)σj(π)+
+βijσi(0)σj(π) + γijσi(π)σj(π)),
(83)
where αij, βij, γij are some coefficients. We denote the expression in
braces in the right-hand part of (82) by H0.
Let us consider the case l = 0. It follows from (81)-(83) that H(µ) =
H0 +H2(µ) + o(1) = H0 + o(1). This, combined with (79), implies that
H(µ)/(w(µ, 0)w(µ, π)) = O(µ−2) (84)
and if H0 = 0, then
H(µ)/(w(µ, 0)w(µ, π)) = o(µ−2). (85)
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Consider the left-hand part of (70). It follows from (75-77) that∫ π
0
σ(µ, t)dt = (2iµ)−1
∫ π
0
q(x)dx + o(µ−1). (86)
Using (3), (71), (72), (79) and the equality
(1 + c/µ +O(µ−2))−1 = 1− c/µ + O(µ−2)
(c is an arbitrary number), which can easily be checked, we obtain
Cw(µ,0)
G(µ)
= −(A13+A24)(2iµ+O(µ
−1))
2[−iµ(A14+A23)+A14σ(−µ,0)−A23σ(µ,π)+A34] =
= (−1)θ+1 + A34
iµ(A13+A24)
+O(µ−2) = (−1)θ+1(1− γ
iµ
+O(µ−2)).
(87)
Rough asymptotic relation (28) yields that equation (70) has a root µk =
k + εk, where εk = O(k
−1/2), and even k correspond to case 1 (θ = 0),
and odd k correspond to case 2 (θ = 1). This, combined with (84), (86)
and (87), implies that εk is a root of the equation
iπεk + (2iµk)
−1
∫ π
0
q(x)dx = −γ/(iµk) +O(µ−1k ).
This yields that εk = O(k
−1), and if H0 = 0, then, using (85), we get
εk = (πµk)
−1(1/2
∫ π
0
q(x)dx+γ)+o(k−1) = (πk)−1(π < q > /2+γ)+o(k−1).
It follows from the last equality that if H0 = 0, then for the numbers µn,j
we have the asymptotic representation
µn,j = 2n− θ + π
−1(π < q > /2 + γ)
2n− θ + o(n
−1). (88)
Notice, that H0 = 0 if
q(π)− q(0) = 2A
2
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(A14 + A23)(A23 − A14). (89)
Let us consider the general case when l is an arbitrary natural number.
Let condition (89) hold. Combining (77), (78), (81), (82) and (83), we
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obtain
H(µ) =
∑l
m=1 µ
−2m[(2i)2m(A14 + A23)(A14 − A23)(q(2m)(π)− q(2m)(0))/2+
+P2m−2(0, π)] + o(µ−2l),
where P2m−2(0, π) is a polynomial of q(0), . . . , q(2m−2)(0), q(π), . . . , q(2m−2)(π).
Setting consecutively for m = 1, 2, . . . , l
q(2m)(π)− q(2m)(0) = 2(2i)
2mP2m−2(0, π)
(A14 + A23)(A23 − A14), (90)
we obtain that under the conditions (89), (90) H(µ) = o(µ−2l). This,
together with (79), yields that equation (70) takes the form
{exp[iπµ +
∫ π
0
σ(µ, t)dt] + Cw(µ, 0)/G(µ)}2 = o(µ−2l−2). (91)
Let us consider the left-hand part of (91). It follows from (75) that
∫ π
0
σ(µ, t)dt =
2l+1∑
j=1
cj(2iµ)
−j + o(µ−2l−1), (92)
where cj are some coefficients. It follows from (73), (75) that w(µ, 0) =
2iµ(1 + ϕ(µ)), where
ϕ(µ) =
l∑
j=1
σ2j+1(0)
(2iµ)2j+1
+ o(µ−2l−2). (93)
Combining (71), (72) and (92), we obtain
Cw(µ, 0)/G(µ) = −iµ(A13 + A24)(1 + ϕ(µ)/G(µ) =
= (A13+A24)(1+ϕ(µ))
A14+A23−(A34+A14σ(−µ,0)−A23σ(µ,π))/(iµ) =
(−1)θ+1(1+ϕ(µ))
1+ψ(µ)
,
(94)
where
ψ(µ) =
−A34
iµ(A14 + A23)
(A34 + A14σ(µ, 0)−A23σ(µ, π)). (95)
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It was shown above that equation (91) has a root µk = k + εk, where
εk = O(k
−1), and even k correspond to case 1 (θ = 0) and odd k
correspond to case 2 (θ = 1). It follows from (91), (95) that
exp[iπµk +
∫ π
0
σ(µk, t)dt] =
(−1)θ(1 + ϕ(µk))
1 + ψ(µk)
+ o(µ−l−1k ). (96)
Using (95) and (96), we get
iπεk +
∫ π
0
σ(µk, t)dt = ln[1 + ϕ(µk) + o(µ
−l−1)]− ln[1 + ψ(µk)].
It follows from (75), (94), (95) and the last equality that
εk = F (ω)|ω=(k+εk)−1 + o(k
−l−1),
where F (ω) =
∑l+1
j=1 fjω
j, where fj are some coefficients. Arguing as in
[3, pp. 72-75], we obtain relation (69).
Lemma 6 is proved.
Lemma 7. For any function f(x) ∈ L2(K), where K = [a, b],
any ε > 0 and any numbers hi, gi (i = 0, . . . ,m − 1), where m is
an arbitrary natural number, there exists a function f˜ (x) ∈ C∞(K)
such that f˜ (i)(a) = hi, f˜
(i)(b) = gi (i = 0, . . . ,m − 1) and ||f(x) −
f˜(x)||L2(K) < ε.
Proof. Evidently, there exists a trigonometric polynomial T (x) such
that
||f(x)− T (x)||L2(K) < ε/4, (97)
and there exist numbers a0 and b0 (a < a0 < b0 < b) such that
||T (x)||L2(K−K0) < ε/4, (98)
whereK0 = [a0, b0]. Let η(x) be the cut-off function: η(x) = 1 if x ∈ K0,
η(x) = 0 if x /∈ K, 0 ≤ η(x) ≤ 1, η(x) ∈ C∞(−∞,∞). We denote
P1(x) =
∑m−1
n=1
hn
n!
(x− a)n, P2(x) =
∑m−1
n=1
gn
n!
(x− b)n. It is obvious that
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P
(i)
1 (a) = hi, P
(i)
2 (b) = gi (i = 0, . . . ,m − 1). Evidently, there exist
segments K1 = [a, a1] and K2 = [b1, b] (a < a1 < b1 < b) such that
||Pj(x)||L2(Kj) < ε/4 (99)
(j = 1, 2). Let us define the cut-off functions ηj(x): η1(x) = 1 if x ≤ a,
η1(x) = 0 if x ≥ a1, η2(x) = 1 if x ≥ b, η2(x) = 0 if x ≤ b1, 0 ≤ ηj(x) ≤
1, ηj(x) ∈ C∞(−∞,∞).
Set f˜(x) = T (x)η(x)+P1(x)η1(x)+P2(x)η2(x). It is readily seen that
f˜ (i)(a) = hi, f˜
(i)(b) = gi (i = 0, . . . ,m − 1). It follows from (97)-(99)
that
||f(x)− f˜ (x)||L2(K) ≤ ||f(x)− T (x)||L2(K) + ||(1− η(x))T (x)||L2(K−K0)+
+
∑2
j=1 ||Pj(x)ηj(x)||L2(Kj) < ε.
Lemma 7 is proved.
The main result of the present paper is the following
Theorem 3. If α 6= 1/2, then for any ε > 0 there exists a function
q˜(x) ∈ L2(0, π) such that ||q(x)−q˜(x)|| < ε and problem (1)+(2) with
the potential q˜(x) has an asymptotically multiple spectrum.
Proof. Fix an arbitrary ε > 0. By lemma 2, there exists a function
q[1](x) ∈ L2(0, π) such that ||q− q[1]|| < ε/10 and the Dirichlet problem
with the potential q[1](x) has a simple spectrum, moreover, zero is not
an eigenvalue of this problem. By virtue of lemma 3, there exists δ such
that 0 < δ < ε/10 and for any function qˆ(x) ∈ L2(0, π) satisfying the
condition ||q[1] − qˆ|| < δ the Dirichlet problem with the potential qˆ(x)
also has a simple spectrum, moreover, zero is not an eigenvalue of this
problem.
According to lemmas 6 and 7, there exists a function q[2](x) ∈ C∞[0, π]
such that ||q[1]−qˆ|| and for the eigenvalues λ0 = µ20 (if θ = 0), λn,j = µ2n,j
of problem (1)+(2) with the potential q[2](x) we have asymptotic relation
(69), where l = 2 and V1 = π
−1(γ+π < q[2] > /2). For the characteristic
determinant ∆(µ) of the mentioned problem relations (53), (54)and (57)
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are valid. Let the functions ∆N(µ) and fN(µ) be determined by formulas
(55), (56), (58). By lemma 5, it follows that
lim
N→∞
||f(µ)− fN(µ)||L2(R) = 0. (100)
Since the Dirichlet problem with the potential q[2](x) has a simple spec-
trum and zero is not an eigenvalue of this problem, we see that it follows
from (100) and lemma 1 that for any N > N0, where N0 is a sufficiently
large number, there exists a potential qN(x) ∈ L2(0, π) such that the
function ∆N(µ) is the characteristic determinant corresponding to the
collection (α, γ, θ, qN(x)), moreover, limN→∞ ||q[2]− qN || = 0. Since any
potential qN(x) (N > N0) ensures an asymptotically multiple spectrum
of corresponding problem (1)+(2), we see that from the last equality it
follows that theorem 3 is valid.
In the case α = 1/2, γ = 0 the analogous proposition was obtained in
[17].
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