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I. INTRODU~T~~~ 
In this paper we consider the Cauchy problem 
4=d4(u)--f(u) in ST= RN x (‘0, T), (1.1) 
24(x, 0) = 0, XERN\(0), (1.2) 
where ~(s)EC[O, co)n C’(0, a), 4(0)=0, yS’(s)>O if s>O, and 
,f(s) e C[O, co ), f(0) = 0, f(s) > 0 if s > 0. 
Equation (1.1) arises from many applications. We will not recall them 
here, since they can be found in many papers, for example, in f 1 ]. The case 
when the initial datum is a measure is also a model for physical 
phenomena [Z, 35. For the case when 4(u) = zP, f(u) = up, it was shown in 
[4, 5,6 J, respectively that if (1 -- 2/N) + < m < 1, 0 < p < m + 2/N, or m > 1, 
1 < p <m + 2/N, the problem (IA), (1.2) has a solution which satisfies the 
initial condition 
4x, 0) = Wh (1.3) 
where 6(x) denotes the Dirac mess centered at the origin, and that if p 3 
m + 2/N, the problem (l.l), (1.3) has no solution. In addition, it was shown 
in [6,7,8] that Eq. (1.1) with $(u)=@, f(u)=@, max(l, m} < 
p <m + 2/n has a very singular solution, i.e., a solution w  with the proper- 
ties 
WE w&-\{(O~ 01)) (1.4) 
w(x, 0) = 0 if XE R”\{O> 11.5) 
lim s t-+0 (XI-CT 
w(x, t) dx- +a, for every t-S-0. (1.6) 
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The purpose of this paper is to extend these results to the general equa- 
tion (1.1). We shall prove the following theorems. 
THEOREM 1. Suppose that there exist constants a,, a2, a3, M, 6 > 0, and 
m, q > ( 1 - 2/N) + such that 
alsm 6 4(s) < azsm if s > M, 4(s) < a3sy if O<s<6. 
Suppose that there exist constants b and BE (0, 2/N) such that 
f(~)<b(qW’+~‘” if s>M. 
Then (l.l), (1.3) has a solution. 
THEOREM 2. Suppose that there exist constants a,, a2, M > 0, and m > 
(1 - 2/N)+ such that 
alsm 6 4(s) < a2sm if s>M, 
and 
f(s) 2 b(qW)‘+2’“N if s>M. 
Then (Ll), (1.3) has no solution. 
THEOREM 3. Suppose that there exist constants a,, a2, a3, bl >O, b2, M, 
6 > 0, 0 < fll < f12 < 2/mN, 1 + PI > l/m, and q, m > (1 - 2/N)+ such that 
a,.?’ <d(s) < a$” if s > M, d(s) < a3sy lj-O<s<G 
and 
b,(&))’ +8’ <f(s) d b2(qW)‘+p’ if s>M. 
Then (l.l), (1.2) has a very singular solution. 
Clearly, the results in [4-8) are the special cases of Theorems l-3. 
Moreover, Theorem 1 when $(u) = urn (m > (1 - 2/N)+ ), f(u) = up permits 
p > 0. 
In [S-8], the existence of a very singular solution is obtained by using 
the ODE method by means of the symmetric property of the equation, and 
the existence of the solution of (l.l), (1.3) is obtained by using the 
fundamental solution of u, = Au”. Clearly, the method in [S-S] cannot be 
applied to Eq. (1.1). Thus the proofs of Theorems l-3 in this paper are 
different from those of [S-S]. 
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2. PROOF OF THEOREM 1 
DEFINITION 2.1. A solution u of (1.1) (1.3) is a nonnegative function 
delined in ST such that 
1. u E L’(S,) n L”(RN x (7, T)) n C(S,\{ (0, 0)}), for every r E (0, T), 
2. sss, (q,u + &b(u) - rlf(u)) dx dt = 0, for every rl E Ci(S,), 
3. limm_ss jRN U(X, t) $(x) dx = #(O), for every $ E Cp(RN). 
We discuss the solutions of Eq. (1.1) with initial data 
u(x, 0) = kNh(kx), (2.1) 
where 
h(x) E G(RN), h(x) 2 0, s h(x)dx=l,k>O. RN 
Such solutions are defined as in Definition 2.1. 
Without loss of generality, in the following context we use C to denote 
the constants independent of k, although they may change from line to line 
in the same proof. In this section we suppose that the hypotheses of 
Theorem 1 are satisfied. 
Denote 
QR=BR(xo)X(~O-R*, to), a v b=max{a,b}, 
where B,(x,) denote the N-ball of radius R and center x0. 
LEMMA 2.1. The problem (1.1 ), (2.1) has a nonnegative solution 
uk E L”(S,) n C(S,) which satis3es 
j 
RN 
u,(x,t)dx+jj f(u,)dxdt<l. 
Sl 
Proof We consider the approximate problem of (1.1 ), (2.1) 
u,=d~,(u)-fE(U)+EN+l, 
u(x, t) = EN + l on 1x1 =X1, 
44 0) = He(x), 
where 0 <E < 1, bE E C”(R), 1+4, > 0, and for every M> 0 
(2.2) 
(2.3) 
(2.4) 
max Ih(s) - ffQ)l< WOE, O<S<M 
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max If,(s)-,f(s)l <C(M) sN+l/‘, 
O<S<M 
H,(x) E C”(RN) n L”(RN) has the properties 
(1) fJE(~)>~N+‘,~e,-, Ill,(x)-kNh(kx)l dx+O as E+O, 
(2) H,(x) = EN+ ’ near 1x1 = e-l. 
It is well known that (2.2)-(2.4) has a unique classical solution uka and 
0 < C(E) < ukE < B(k), (2.5) 
where B(k) is a constant independent of E. 
By [9, lo], for every compact set Kc ST, the {uks} is equicontinuous on 
K. Thus we can select a subsequence from uks, which is denoted again by 
{ukE} such that for any compact set Kc S, 
uke -P uk as s--to+ in C(K). (2.6) 
set vka = uka - EN + ‘, so that v,& = 0 on 1x1 =X1. Multiplying (2.2) by 
vk&:, + d1’2 and integrating it over B,-I x (0, T), we obtain 
4E(xY n dx- 
I 
(H,-&N+l)* 
(t&(x, T) + q)l’* &-I ((H,-EN+1)2+)I)1~2dX 
T  
CL= 
ss 0 B,-, ‘ke ~v~~~;y,2 dx dt 
T  
- 
ss 
B-, &tUkE) iVUkEi2 &$~dxdt 
0 E 
7 
- 
ss 0 B,-I 
(.fe(Uke)-EN+‘) ~v~,~v~~,2dxdf. 
Letting rj --i Of and E --) O+ in turn, we obtain 
jRN uk(x, i’-) dx + /j f(&) dx dt <j,, kNh(kx) dx d 1. 
ST 
From these bounds, we can readily conclude that uk is a solution of (l.l), 
(2.1). 
Without loss of generality, in the following lemmas, we assume 
uk E C2(s,). Otherwise we consider an approximate problem 
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LEMMA 2.2. The solution uk of (1.1), (2.1) satisfies 
T  
fS ($(“k)) 1+2’mN-adxdt<C(a) for euery a E (0, l), (2.7) 0 BR(.al) 
where C(a) is a constant independent of x0 and k. 
Proof Let tR(x) E Ci(B,,), 0 6 lR d 1, tR = 1 if xeBR(xO), and 
lVljRj < CR-‘. We multiply (1.1) by @(z+)(l + @(u,))-’ {i and integrate 
over ST to obtain 
I s wk. T)da(s) RN 0 1 + 4V) ds52,dx 
4a T 4” 
+(l -a)’ II 0 RN(l+ba)* 
(QPa)‘*J2 tf, dxdt 
=- =V&.Vr,CRdxdt-~oT~RN$$!+~:dxdt 
+ jRN jokNh’k” 1 $is, ds <‘, dx. 
Using Young’s inequality, we have 
IQ+’ --a”2l2 l’, dx dt 
T  
<c l+ 
I j j  
[V<,1*&+‘dxdt 
0 RN 
IVtR\* u$‘+=)dxdt 
IV~R12u;“+“‘dxdt (2.8) 
where the hypotheses b(s) < azsm if s > M, and 4(s) < a3sq if 0 <S .c 6 are 
used. 
Note that for every r 2 (1 - 2/~) +, 
(2.9) 
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Indeed, if Y > 1, (2.9) is obvious by Lemma 2.1, and if (1 - 2/N) + < r < 1, 
i- 
d IV~,J2’+‘)dxdt uk dx dt 
This implies (2.9). Hence letting R + co in (2.8), we obtain 
T  ss 4 2a IVr$‘1-““2(2dxdtGC. 0 RN(l +qw (2.10) 
Let 
Wk = (Ql(u/c) - kw) + + 4(M). 
Then by Sobolev’s embedding inequality [ 11, p. 741, Lemma 2.1, and 
(2.10), we get 
T  
SJ’ (‘, w;-%,;~~ dx dt 0 RN 
T  
<c l+ 
{ j j  
IV&J2 w;-* dx dt 
0 RN 
Since wk < a2uz if uk 2 M, we have 
IRR12 w:-” dx dt. (2.11) 
Taking tR=$ro, O<tj<l, +EC~(B,,), JI=l if XEB~(X~), 
r,=imN(l-a)+1 in (2.11), we have 
2row:+ WN- a dx dt 
<C’+C i,b2ro-2w:-’ dx dt 
(l-a)/(l+2/mN--a) 
2ro,,,;+*/mN-- dx dt 
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This implies 
T SI 0 RN t;w;+2’mN-- dx dt < C(u), 
and Lemma 2.2 is proved. 
LEMMA 2.3. For every O<r < 1 +2/N, the solution uk of (1.1) (2.1) 
satisfies 
l/r 
(&uk v M))(N’2)(1’m-1)+rdxdt 
and 
for m<l (2.12) 
for m>l. (2.13) 
ProojI Let a( .) be the inversion of d( .). Equation (1.1) can be written 
as 
(du)), = flu -f(du)), (2.14) 
where u= b(u). It iS easy to show that ok = 4(uk v M) is a weak sub- 
solution of (2.14); i.e., uk satisfies 
J RN duk) V(-? t)i :: dx 
+[r2[ {-~(~k)~,+v~k~v~+f(~(~k))~}dXdtdO (2.15) 
I, RN 
for every q 2 0, q E Wi(S,), v = 0 if (xl is large enough. 
Since a, d $(s) S-~ d a2 ifs 2 M, we can find a function g(s) E C(R) such 
that $(s)=+(s) if s>M, and 
a, ,< &s) cm < a, o<s< +co. (2.16) 
Let 5(x, t) be a cutoff function in QR, 0 < 5 < 1. We take 17 = t2uT-’ 
with y > 4 in (2.15) to obtain 
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($(s#-- ’ ds dx 
+zy-1 t 
2y2 s J’ 
5’ IVY:~ 2 dx ds 
to-R* BR 
From (2.16), we get 
.zy- 1+ l/m 2y ~ 1 + l/m 
r tk 
‘%(2y-l)+l 
< (~$(s))~~-l ds< C, 
Vk 
m(2y- 1)+ 1’ c 
We first 
s 
f 
10-R; 
we obtain 
discuss the case when m d 1. Observing that 
! 
from (2.17), (2.18) that 
Using the embedding inequality, we have 
(vk 52/Y)b + *jr/N - 2!N + 2/mN dx dt 
(2.17) 
(2.18) 
1 h2JlN 
<c (~V~~2+~~,~)u~-‘+‘~mdxdt (2.19) 
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For z E [ $, 11, set 
l=O, 1,2, . . . 
and let 5,(x, t) be a cutoff function in QR, with <,= 1 in QR,+,. Denote 
1+2/N by K and choose y such that 
3=(;-1)(;-l)+K’. 
From (2.19) we get 
Hence the standard Moser’s iteration yields 
(2.20) 
Tt follows from (2.20) that 
sup Vk d Cfsup V/J(K~~)‘K 
1 JJ 
l/K 
((1 - 7)R)N+2 
41”-‘)f~/2)+rdXdt 
QTR QR QR 
Applying Young’s inequality, we get 
Hence by [12, p. 161, Lemma 3.11, we obtain 
I 
supu,<C(r) - i JJ RN+2 v~lj~-i)(N/2)+rdxdt . QS QR 
Thus Lemma 2.3 when m G 1 is proved. 
If m > 1, we have 
JJ 
v ~-~+~/~dxdt~~i/~-l JJ v2y dx dt k , 
QR QR 
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Hence, it follows from (2.17) that 
sup s 
524-‘+1/m&+ 
Ii 
IV(&)y12 dx dt 
tg-~z<~<t,, BR QR 
<c 
ss 
~%$I + IW2)dxdr. 
QR 
Using the embedding inequality, we have 
v:‘(K,l + FYI’) dx dt 
Letting 2y = 1 - l/m + K’, we have 
K 
vk 
l-l/m+K’+‘dX&~ c4’ 
R/+1 
(l-T)2R2 
&‘h+K’dxdt . 
QR, k > 
Hence we can repeat the same argument when m < 1, to obtain (2.13). 
LEMMA 2.4. For every ball B,(xo) c RN\(O) and 0 <r < 1+2/N the 
solution uk of (l.l), (2.1) satisfies 
B,(x%$o T) r#‘(ud G C(r) { joT jB 
R 
(lo) (~(Uk))(N’2)(1’m--I)+r dx dt}‘-’ 
for mdl, (2.21) 
and 
B,(x~;~o =) h”k) G C(r) { joT jB 
R 
(xo) b?@k))l -- “m +r dx dt) 1’r 
for m>l. (2.22) 
Proof. Let ME Ci(RN), 0 < 5 < 1, supp t c RN\(O), 5 = 1 on BAG). 
Taking q = <2vF-’ with y>+, in (2.15), we have 
u’“~‘x’f”~2~-1(~)drdx+~ j’j c2 IVv:12dxds 
0 RN 
SC ‘vpdxds+ jRN y2 j’““‘*“” ” M &2y- l(z) h dx, (2.23) 
where the notations in Lemma 2.3 are used. 
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Since supp 5 c RN\(O), h E C,“(RN), we have 
kNh(kx) < M, XEsuPP 5 
if k is large enough. Thus if k is large enough, 
I 
kNh(kx) v M 
0 
Hence, it is obtained from (2.23) that 
s s t’ RN 0 
if m>l. 
Therefore, (2.21), (2.22) can be obtained by using an argument similar to 
that in the proof of Lemma 2.3. 
Proof of Theorem 1. By Lemmas 2.2-2.4, if m > (1 - 2/N) +, the solu- 
tions uk are uniformly bounded for k on any compact set Kc ST\{ (0,O) >. 
Thus if 4’(O) < co, 4’(s) > 0 ifs > 0, by [lo] there exist a subsequence (ukj) 
and a function u E C(S,\{ (0, 0))) such that for any compact set Kc 
%\WP 0% 
uk, -+ u as kj -+ co in C(K). 
If b’(O) = co, by [9], there exist a subsequence {r&} and a function 
u E C(S,) such that for any compact set Kc S, 
uk, -+ u as k, -+ co in C(K). 
We now prove u E C(s,\{ (0, 0))) and u(x, 0) = 0 if x # 0, when 4’(O) = co. 
For x0 # 0, let 
Q(xo,to)= (x,r):(x,-x/<~,Oi,<t, . 
I 
Since Q(x,, to) is a compact set of ST\{ (0, 0)}, there exists a constant P 
independent of k such that 
sup uk <P. 
Q(uI, 10) 
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Let gE C*(R”), g(x) = 2s if Ix- x01 < 1x01/4, and g(x) = P if )x0- x1 2 
1x,1/2. We consider the Dirichlet problem 
w, = &J(w) in Q(x,, to), (2.24) 
w(x, 0) = g(x) in 
i 
x: Ix-xo, <Y}, 
w(x, t) = P in (x t). Jx-x01 =H O<t<t, > . 
2 ’ 
Problem (2.24~(2.26) has a unique solution w  E C(Q(xO, to)). Note that 
if k is large enough 
kNh( kx) < 2~ in {lx-x01 <Y}. 
By the Comparison Theorem, we have 
%ctx, t)G 4x7 t) in Q(x,, to). 
Let k + co to obtain 
This implies 
lim u(x, t) < lim w(x, t) = 2E. 
C&f) - (x0,0) (x,t) - (x0,0) 
lim 24(x, t) = 0. 
(x.0 - (x0.0) 
Thus u~C(S~\{(0,0)}), u(x,O)=O if x#O. 
We now prove that u is a solution of (l.l), (1.3). It is easy to verify that 
u has properties 1 and 2 in Definition 2.1. We need only verify property 3. 
Let 0 < tr < t, < T. By Definition 2.1, we can obtain 
<A 5:,? jBn f(wJ dx dt + B j” f #(u/J dx dr, (2.27) 
II BR 
where $E CF(RN), A= I$jLrn, B= Id$ILrn, supp $ c B=(O). Hence, letting 
t, + 0 and omitting the subscript 2 from t2 in (2.27), we obtain 
wctx, f) $tx) dx - s,. k’%kx) Il/tx) dx /
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Since f(s) G b(q@)) lsBim ifs> M, we have 
If ; f(u,J dxds B R 
,<b ss f (4(%J) 
‘+fil”dxdt+Ct 
0 BR 
<b 
(~+B/*M(1+~lmN+8/2m) 
1+ V*N f @i2* dx ds 
x t(2-WU(2*N++++NB) + ct 
mN/(mN + I) 
1+ ll*N dx ds tll(mN+ 1) 
Hence, by Lemma 2.2, we have 
u&x, t) $(n)dx-lRNkNh(kx) $(r)dxl <Ct(2-““Q’(2mN+2+N’? 
Letting k = kj + co, we obtain 
If RN U(X, t) $(x) dx- $(O) < Ct(2-NNB)I@mN+2+Nfl), 
which completes the proof of Theorem 1. 
3. PROOF OF THEOREM 2 
The proof of Theorem 2 proceeds via two lemmas. 
LEMMA 3.1. Suppose that the hypotheses of Theorem 2 are fulfilled. Then 
the solution of (l.l), (1.3) satisfies 
(1) for any R>O 
ss o= B f(u)dxdt<co, R 
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(2) 
T 
Sf RN (u5,+4W5-fW5} dxdt=O, 0 
for any teCF(RNx(-T, T)). 
Proof. (1) From Definition 2.1, we deduce that for any 
X(X)E C,“(RN) and EE (0, T) 
j 
RN 
4x, T)Nx)dx+lTjRNf(W(x)dxdt 
E 
We choose X(x) = 1 if 1x1 <R. Note that u is bounded on supp X. Letting 
E -P 0, we obtain 
Sf or B f(u)dxdt<co. R (3.1) 
(2) Let 
$k(-T t)= 4dlx12 + t2’YN) m, t), 
where 5(x, t) E CF(RN x (- T, T)), y = m - 1 + 2/N, and q E C”(R) has the 
properties: q(s) = 1 if s> 2, q(s) = 0 if s < 1, and ~Js) = r](ks). 
Since for every k > 0, 1,4~(x, t) vanishes in a neighbourhood of the origin 
(0, 0), it follows from Definition 2.1 that u satisfies 
Sf ’ RN(~$~,+(6(44h-f(4h)dxdt=0. 0 
Therefore, it is sufficient to verify that as k + cc 
T  
ff 
T  
uqkr 5 dx dt -+ 0, 
0 RN ff 0 
RN 4(u) 4,5 dx dt + 0, 
(3.2) 
ff 
,7 RN d(u) Vrjk .Vt dx dt + 0. 
Set 
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Then 
(3.3) 
(3.4) 
(3.5) 
Noting that 
ID,) = measure of Dk = Ck-cmN + 2)/2, 
we obtain by means of Holder’s inequality 
kYN/2 
ff 
u dx dt = kyNj2 
UJ 
udxdt+ 
Dk Dkn(u>M) ff Dkn(uSM) 
x ID/cl 
yN/(mN + 2) 
< CkpN12 + C fjD, f(u) dx dt N’(mN+2) 
Similarly, we have 
Since 
(3.2) is proved. 
I I fu)dxdt-+O as k-m, Dk 
LEMMA 3.2. Suppose that u satisfies 
If oT B f(u)dxdt<oo for every R > 0, R 
505192/Z-3 
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and 
T  
II 0 RN(~g,+9(~)d5-f(~)5)dxd~=0 
for any [ECz(R”x(-T, T)). (3.6) 
Then 
lim 
s u(x, t) X(x) dx =0 t-0 RN 
for any XE Cr(R”). 
Proof. Letj(s)EC,“(R),j~O,j(s)=OifIsl>l,andS,j(s)ds=l.For 
h > 0, we define j,(s) = h-’ j(s/h) and 
r--r-2h 
qhtt) = 1 - jhb) 4 
-m 
where r E (0, T) is some fixed number. Clearly, vh E Cm(R), qh(t) = 1 if 
t<t+h, O<ylh<l, and limh,oqh(t)=O if t>r. 
For XE C,“(RN), we set 5(x, t) = X(x) qh(f) in (3.6) to obtain 
+ jT j 
0 RN 
(d(U)l]hdX-f(U)qhX} dxdr=O. 
If we now let h + Of, we obtain 
jRN4x,M(x)dx=j7 j {&)dX-f(u)X)dxds, 
0 RN 
and this implies 
lim 
s u(x, T) dx = 0. 
Proof of Theorem 2. Suppose to the contrary that (l.l), (1.3) has a 
solution. Then by Lemmas 3.1 and 3.2 we have 
lim 
s u(x, t) X(x) dx = 0, 
for every XE C,“(RN). This contradicts (1.3). 
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4. PROOF OF THEOREM 3 
We discuss the solution of Eq. (1.1) with initial data 
u(x, 0) = kN + ‘h(kx), (4.1) 
where h(x) E Cz(RN), h(x) > 0, jRN h(x) dx = 1. 
By Lemma 2.1, ( 1.1 ), (4.1) has a nonnegative solution uk E 
L”(0, T; L1(RN)) n C(S,). Moreover we have the following estimates. 
LEMMA 4.1. The solution uk of problem (l.l), (4.1) satisfies 
1’ [ (#(u~))‘+~ dxdt < C(r, tl) for every r, tl >O. (4.2) 
Jo Josh) 
Proof: We also assume for simplicity 
CF(ST), T,>T, O<{,<l, [=l on 
q = (d(u,))’ t2 in Definition 2.1 to obtain 
s s RN ;(x‘T) 4”(s) ds <’ dx + 1’s 0 R Nf(Uk) cW,S2 dx dt 
that ZQE C2(S,). Let 5(x, t)e 
BR(xo) x (tl, T). We choose 
<C jTj (IVClz~“+l+l~,l ~~&Y4d+d~. (4.3) 
0 RN 
Since if sa Af, a, <d(s) SK”’ <a,, f(s) 2 bz(qj(s))“B’ /I1 E (0,2/mN), we 
have from (4.3) 
T Sf RN w4) 1+81+a<2dxdt 0 
T  
,<C 
If lW2 W,J=+‘d~dt 0 RN 
Since 1 + PI > l/m, we can use an analogous argument with the proof of 
(2.11) to obtain 
Thus Lemma 4.1 is proved. 
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LEMMA 4.2. Let B,(xJ c P\(O). Then the solution of problem (1.1) 
(4.1) satisfies 
T 
SI (#(u,))‘+~ dx dt < C(r) for every r > 0. 0 B.Q(xo) 
Proof. Let SEC7(Fv), O<t < 1, t(x)= 1 if xE:B,(x,), supp <cz 
RN\(O). We choose q = (&u,J)’ e2 in Definition 2.1 to obtain 
s s uk(x’T) (d(s))’ ds t2 dx + joT jRNf(udO(udY <’ dx dt RN 0 
<c lV512 (d(u/c)Y+ l dx dt + jRN r2 j;N+‘““x’ (d(s))’ ds dx}. 
(4.4) 
Note that if k is large enough, 
kN+ ‘h(kx) = 0 on supp 5. 
Thus the second term on the right side of (4.4) is uniformly bounded for 
k. Hence, using an analogous argument with Lemma 4.1, we can prove 
Lemma 4.2. 
LEMMA 4.3. The solution uk of (l.l), (4.1) satisfies 
1 
i j.i 
l/r 
z; 4(ud G C le~l aR (d(u,c v W)l+r dx dt for all r > 0. 
LEMMA 4.4. Let BR(~O)~R”‘\{O}. Then the solution uk of (l.l), (4.1) 
satisfies 
T 
Uk< c 
{j j 
1 1+1 
sup - (qS(uk v M))l+r dx dt 
BR(XO) x (0. T) 0 BR(XO) I~R(XOl 
for all r > 0. 
The proofs of Lemmas 4.3 and 4.4 are similar to those of Lemmas 2.3 
and 2.4, respectively. 
Proof of Theorem 3. By Lemmas 4.1-4.4, the solutions uk are uniformly 
bounded on every compact set K of ST\{ (0,O)). Hence, an argument 
similar to that in Theorem 1 shows that there exist a subsequence {I+} of 
(uk} and a function UE C(s,\((O, 0))) such that for every compact set 
K'=ST\{(O,~)) 
uk,--+" as kj + 00 in C(K), 
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and 
U(x, 0) = 0 if x # 0. 
Clearly U satisfies (1.1) in the sense of distributions. It remains to prove 
lim 
I 
U(x, t) dx = cc for every R > 0. 
r-o+ BR 
Let uLk be the solution of (1.1) with initial data 
u,,(x, 0) = LkNh(kx). (4.5) 
Then, if k is large enough, 
Lk%(kx) < kN + ‘h(kx). 
Hence, if k is large enough, we have 
Uk B UL,(X, t). (4.6) 
Indeed, if Lk%(kx) G k N+ ‘h(kx), the approximate solutions uLkE and ukE 
satisfy 
u Lka G Ukn 9 
for every E > 0, from which (4.6) follows. Letting k = k, --) co in (4.6), we 
obtain U(x, t) > uL. 
Thus, by the proof of Theorem 1, we have 
lim 
s 
U(x, t) dx 2 lim 
s 
uL(x, t) dx = L. 
t-+0+ ffR r-o+ BR 
Let L + co, to obtain 
lim 
s 
U(x, t) dx = 00, 
t-o+ BR 
and Theorem 3 is proved. 
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