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ANOTACE
Tématem diplomové práce (dále jen DP) je seznámení se s problematikou poþítaþových
sítí s volnou topologií se zamČĜením na technologii MANET resp. Motorola MESH. Dále 
studium zpĤsobĤ smČrování a zajištČní kvality služeb QoS v tČchto sítích.  
Teoretická þást v úvodu struþnČ charakterizuje vlastnosti a druhy Ad hoc sítí, další þást je 
vČnována technologii Motorola MESH a ukázce praktického využití této technologie. Rozbor 
problematiky zajištČní kvality služeb QoS a optimalizace QoS v MANET je obsahem tĜetí
þásti. ýtvrtá þást specifikuje rozdČlení smČrovacích protokolĤ, rozbor smČrování v MANET 
a charakteristiku smČrovacích protokolĤ OLSR, AODV, DSR a TORA. 
V praktické páté þásti je v úvodu simulována jednoduchá MANET a mesh síĢ, dále 
vytvoĜen model sítČ MANET, do nČhož jsou implementovány dostupné smČrovací protokoly 
v simulaþním prostĜedí OPNET Modeler a na základČ simulací resp. výstupních statistik 
simulací jsou jednotlivé protokoly porovnány z nČkolika hledisek a z pohledu vhodnosti pro 
pĜenos multimediálních dat (hlas, video). 
Klíþová slova : Ad hoc síĢ, MANET, Motorola MESH, QoS, smČrování, AODV, DSR, 
OLSR, TORA. 
ABSTRACT
This master's thesis (further only MT) deal with problems of scale-free topology 
networks with a view to technology MANET (Mobile Ad hoc network) or more precisely 
Motorola MESH. Further studies routing technique and quality of services (QoS) in these 
networks.
Theoretic part of MT in introduction shortly characterizes properties and kind of Ad hoc 
networks, next part is dedicated to technology Motorola MESH and shows practical usage of 
this technology. Analysis of problems quality of services and optimalization QoS in MANET 
is content third parts of MT. Fourth part specifies division of routing protocols, analysis 
of routing in MANET and characteristics routing protocols OLSR, AODV, DSR and TORA. 
In practical fifth part of MT are in introduction simulated simple MANET and mesh 
networks and further is created model of MANET network, into the model are implemented 
accessible routing protocols in simulation program OPNET Modeler and on the basis 
of simulation these protocols or more precisely output statisticians of simulation are protocols 
compared from several aspects and suitability for transmission of multimedia data (voice, 
video).
Keywords : Ad hoc network, MANET, Motorola MESH, QoS, routing, AODV, DSR, OLSR, 
TORA. 
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SLOVNÍK POJMģ A ZKRATEK
Ad hoc – Doþasné spojení mezi rovnocennými prvky. 
AODV – Ad hoc On Demand Distance Vector Protocol – Reaktivní smČrovací protokol. 
Best effort – ZpĤsob zacházení s pakety, který využívaly starší síĢové technologie a který 
neposkytuje žádné garance. 
Broadcast – VšesmČrové vysílání. 
DARPA – The Defense Advanced Research Projects Agency – Výzkumné oddČlení 
amerického ministerstva obrany. 
DiffServ – Differentiated Services – ZpĤsob zajištČní QoS, který dČlí síĢový provoz do 
nČkolika málo tĜíd.
DSCP – DiffServ Code Point – DSCP je 6 bitová hodnota þásti DS pole, což je dnešní název 
pro bývalý ToS Byte a využívá se pro oznaþení požadovaného zpĤsobu zacházení pro každý 
paket.
DSR – Dynamic Source Routing – Reaktivní smČrovací protokol. 
FQMM – Flexible QoS Model for MANET – První model QoS navržený pro MANET síĢ.
Full mesh – PlnČ propojená síĢ mesh, kde komunikují uzly každý s každým. 
HELLO zpráva – Používá se pro zjišĢování sousedĤ.
IntServ – Integrated Services – ZpĤsob zajištČní QoS, který rozlišuje každý datový tok na 
základČ identifikátoru. Používá se ve spojitosti s protokolem RSVP. 
MANET – Mobile Ad hoc Network – Systémy mobilních stanic, které se dovedou sami-
organizovat a fungovat v doþasné síti s promČnnou topologií. 
MEA – Motorola Enable Access – Koncept založený na Motorola MESH architektuĜe. 
Mesh – Bezdrátová síĢ bez centrálního prvku. 
Motorola Multi-Hopping – Technologie, která umožĖuje, aby klient mohl vystupovat jako 
router/repeater a dovoluje vícenásobné skoky mezi uzly. 
MPR – Multi-point relays – Uzel v OLSR, který zjednodušuje topologii a omezuje množství 
režijních informací. 
OLSR – Optimized Link State Routing Protocol – Proaktivní smČrovací protokol. 
On-demand smČrování – SmČrování je zahájeno pouze v pĜípadČ vzniklého požadavku. 
Partial mesh – ýásteþnČ propojená síĢ mesh. 
PCMCIA – Personal Computer Memory Cards International Association – Je rozšiĜující slot, 
vyskytující se pĜedevším v noteboocích. 
Peer-to-peer – P2P sítČ – Jsou sítČ, kde spolu komunikují pĜímo klienti na rovnocenné 
úrovni. Opak klient-server. 
PĜístupový bod – Access point – Je uzel v bezdrátové síti, ke kterému se pĜipojují klienti. 
PSTN – Public Switched Telephone Network – Standardní telefonní síĢ.
QMPR – QoS Multi-point relays – Obdoba MPR u OLSR. 
QOLSR – QoS OLSR – RozšíĜení protokolu OLSR o podporu QoS. 
QoS AODV – RozšíĜení protokolu AODV o podporu QoS. 
QoS – Quality of Services – Definice požadavkĤ na poskytovanou službu. 
RERR zpráva – Route Error zpráva – Chybová zpráva, generovaná uzlem napĜ. pĜi výpadku 
jednoho ze sousedních uzlĤ.
RFC – Request For Comments – Dokument vydaný IETF upravující urþitou oblast. MĤže jít 
o standard nebo informaþní text. 
RREP zpráva – Route Reply zpráva – Je odpovČdí na RREQ zprávu, jestliže uzel zná cestu 
k cíli, nebo on sám je cílem. 
RREQ zpráva – Route Request zpráva – Používá se v pĜípadČ, když jeden z uzlĤ chce poslat 
data jinému uzlu, který není jeho soused. 
RSVP – Resource ReSerVation Protocol – Protokol využívá cílová stanice, která oþekává 
urþitá data a chce si pro nČ zajistit zaruþený prĤchod sítí. 
SmČrovaþ – Router – SíĢový prvek tĜetí vrstvy IP protokolu.
Soft QoS – Dovoluje selhání QoS, napĜíklad pĜi ztrátČ cesty, nebo rozdČlení sítČ.
Soused – Neighbor – Sousední uzel. 
TC zpráva – Topology Control – Používá ji protokol OLSR ke zjištČní stavu jednotlivých 
linek. 
TORA – Temporally-Ordered Routing Algorithm – Adaptivní smČrovací protokol. 
ToS – Type of Services – Pole v IP datagramu, které specifikuje typ služby. 
Uzel – Node – klient + router. 
WiFi – Wireless Fidelity – Bezdrátové síĢové prvky pracující dle standardu 802.11x. 
ZpČtný kanál – Backhaul – Je kanál sloužící pro zpČtnou komunikaci.
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5ÚVOD
Dnešní doba je charakteristická tím, že ve všech oblastech lidského poþínání roste 
význam internetu a obecnČ nutnosti mít k dispozici aktuální informace 
a vysokorychlostní pĜenos dat prakticky kdykoliv a kdekoliv. Z tohoto pohledu je tedy 
velmi zajímavé zabývat se mobilními Ad hoc sítČmi (MANET), kde každé bezdrátové 
komunikaþní zaĜízení (uzel) mĤže být umístČno prakticky kdekoliv a nČkolik takových 
uzlĤ tvoĜí autonomní systém, který mĤže vystupovat zcela samostatnČ, nebo mĤže být 
pĜipojen do internetu þi fixní sítČ.
Zajímavou koncepci, která vychází z MANET vyvinula firma Motorola pod 
názvem Motorola MESH, kde koncové stanice podobnČ jako u MANET vystupují jako 
základnové stanice, þímž je opČt docíleno velké variability sítČ. Praktické využití tČchto 
sítí bylo v první fázi pro vojenské úþely, ale v souþasnosti se již využívají i pro veĜejné
úþely a jejích využití bude v následujících letech stoupat. NapĜíklad v mČste Cocoa 
Beach na FloridČ v USA ji využívá místní policie pro pĜenos real-time videa ze svých 
automobilĤ. SíĢ tedy musela být optimalizována pro urþitou žádanou propustnost. Tedy 
i z tohoto pohledu je MANET resp. Motorola MESH perspektivní a s praktickou 
implementací se budeme setkávat þím dál þastČji.
Tématem diplomové práce je seznámení se s problematikou poþítaþových sítí 
s volnou topologií se zamČĜením na technologii MANET resp. její implementaci 
v podobČ Motorola MESH. Dále studium zpĤsobĤ smČrování a zajištČní kvality služeb 
QoS v tČchto sítích. NáslednČ seznámení se simulaþním prostĜedím OPNET Modeler 
a implementace dostupných smČrovacích protokolĤ do vytvoĜeného modelu MANET 
sítČ.
První þást DP obsahuje struþnou charakteristiku Ad hoc sítí s uvedením druhĤ Ad 
hoc sítí, jejichž vlastnosti a charakteristika jsou uvedeny v dalších kapitolách. 
Další þást teoreticky rozebírá Motorola MESH sítČ, uvádí struþnČ historii vývoje 
této technologie, dále význaþné vlastnosti urþující charakter technologie a v neposlední 
ĜadČ také výhody. Na závČr této þásti jsou uvedena tĜi praktická Ĝešení Motorola MESH 
sítČ.
Úvod tĜetí þásti je vČnován obecnČ problematice QoS, rozboru jednotlivých modelĤ
zajištČní QoS s uvedením struþné charakteristiky. Poté je diskutována problematika 
optimalizace QoS v MANET, kde jsou zmínČny problémy vyplývající z vlastností 
tČchto síti, které nepĜíznivČ ovlivĖují zajištČní QoS.
6ýtvrtá þást v úvodu specifikuje rozdČlení smČrovacích protokolĤ do skupin dle 
jejich vlastností. Následuje rozbor problematiky smČrování v MANET, charakteristika 
jednotlivých smČrovacích protokolĤ a u protokolĤ AODV a OLSR je uvedeno i jejich 
rozšíĜení pro podporu QoS.
Poslední pátá þást DP popisuje vytvoĜení modelu sítČ MANET v OPNET Modeleru 
s uvedením struþné charakteristiky jednotlivých použitých komponent a parametrĤ,
které byly nastavovány. Simulováno bylo celkem pČt scénáĜĤ, z nichž þtyĜi obsahují 
implementaci jednotlivých protokolĤ, a na posledním pátém je ilustrován výpadek 
nČkolika uzlĤ. Na obrázcích je také ukázáno smČrování dat pro jednotlivé protokoly. 
Poslední kapitola páté þásti obsahuje porovnání protokolĤ z nČkolika hledisek a uvedení 
výstupních statistik simulace. 
ZávČr shrnuje zjištČné poznatky a popisuje vhodnost jednotlivých smČrovacích
protokolĤ pro pĜenos multimediálních dat. 
71. SÍTċ S VOLNOU TOPOLOGIÍ
1.1 BEZDRÁTOVÉ AD HOC SÍTċ
Bezdrátová Ad hoc síĢ (obrázek 1.1) je poþítaþová síĢ ve které spojovací linky jsou 
bezdrátové. SíĢ je Ad hoc protože každý uzel je ochotný pĜedávat data dalším uzlĤm. To 
je rozdíl oproti drátovým síĢovým technologiím, ve kterých je urþený uzel, obvykle 
s uživatelským hardwarem, známý jako napĜ. router, switch, hub, firewall a vykonává 
pĜedávání dat. U bezdrátových sítí je tento zvláštní uzel známý jako pĜístupový bod 
(AP – access point). 
Obrázek 1.1 Bezdrátová Ad hoc síĢ
Minimální konfigurace a rychlé rozmístČní dČlá Ad hoc sítČ vhodné pro nouzové 
situace jako živelné pohromy nebo armádní konflikty. Decentralizovaná povaha 
bezdrátových Ad hoc sítí je dČlá vhodné pro rĤzné aplikace, kde se nemĤžeme 
spolehnout na centrální uzly, a mĤže zlepšit rozšiĜitelnost bezdrátových Ad hoc sítí, 
aþkoli existují teoretické a praktické omezení celkové kapacity takových sítí. 
Ad hoc poþítaþová síĢ
Vlastnosti : 
x Postrádá pevnou infrastrukturu, 
x dynamická povaha sítČ (þasté zmČny topologie), 
x každý uzel zastává funkci smČrovaþe (routeru), 
x obtížná hierarchizace, 
x obtížná i minimální centralizace. 
Povaha Ad hoc sítí 
x Sdílení pĜenosového média – z þehož vyplývá náchylnost sítČ k rušení, 
omezené sdílené pĜenosové pásmo a nutnost minimalizace provozu nutného 
ke správnému smČrování.
x Omezené prostĜedky mobilních zaĜízení – jako výkon, velikost pamČti atd. 
x SpotĜeba energie.
x Dynamická povaha Ad hoc sítí – þasté zmČny v jejich topologii. Stav sítČ se 
rychle mČní, což zpĤsobuje, že uzel má nepĜesnou znalost o aktuálním stavu sítČ.
8Druhy bezdrátových Ad hoc sítí zahrnují mobilní Ad hoc sítČ (MANET) 
a bezdrátové senzorové sítČ.
1.1.1 MOBILNÍ AD HOC SÍTċ (MANET) 
Mobilní Ad-hoc sítČ MANET (obrázek 1.2) jsou druhem bezdrátových Ad hoc sítí 
a jedná se o samo-formovací sítČ, kdy jsou mobilní smČrovaþe spojeny bezdrátovým 
spojením, a spojení mĤže tvoĜit libovolnou topologii. SmČrovaþe se volnČ náhodnČ
pohybují a sami-organizují tak, že se bezdrátová topologie mĤže mČnit rychle 
a nepĜedvídatelnČ. Taková sít mĤže operovat samostatnČ, nebo mĤže být pĜipojena do 
internetu. 
Obrázek 1.2 Mobilní Ad hoc síĢ (MANET) s pĜipojením do pevné sítČ
Technologie MANET (RFC 25011) je synonymem pro mobilní paketové rádiové 
sítČ (Mobile Packet Radio Networking), mobilní mesh sítČ (Mobile Mesh Netvorking)
a mobilní, multi-hop bezdrátové sítČ.
______________
1RFC 2501 dostupné na http://www.ietf.org/rfc/rfc2501.txt. 
PĜístupový 
bod 
Mobilní stanice 
Internet 
9Charakteristika MANET 
MANET je založena na mobilní platformČ (napĜ. router þi jiné bezdrátové 
komunikaþní zaĜízení), zde jednoduše oznaþujeme jako uzel, který se volnČ libovolnČ
pohybuje. Uzly mohou být umístČny na letadlech, lodích, nákladním autČ pĜípadnČ i na 
lidech anebo velmi malých zaĜízeních. MANET je autonomní systém mobilních uzlĤ.
Systém mĤže operovat samostatnČ, nebo mĤže mít brány a rozhraní s fixní sítí. 
MANET uzly jsou vybaveny bezdrátovými vysílaþi a pĜijímaþi s anténami, které 
mohou být všesmČrové (broadcast), smČrové (point-to-point), nebo kombinované. 
V daném þase, v závislosti na pozici uzlu, jeho vysílaþi, pokrytí pĜijímaþe, pĜenosovém
výkonu, kanálovým interferencím mĤže mít bezdrátová konektivita mezi uzly formu 
náhodné, multi-hop nebo Ad hoc sítČ. Ad hoc topologie se mĤže mČnit v þase, jak se 
uzly pohybují nebo pĜizpĤsobit jejich pĜenos a parametry pĜijmu.
MANET má nČkolik hlavních charakteristických rysĤ : 
x Dynamická topologie – uzly se libovolnČ pohybují a tak se topologie sítČ mĤže
zmČnit náhodnČ a rychle v nepĜedvídatelný þas a mohou se skládat 
z obousmČrných a jednosmČrných spojení. 
x Omezená šíĜka pásma a promČnná kapacita spojĤ – bezdrátové spoje budou 
stále mít významnČ nižší kapacitu než jejich drátový protČjšci. Dále výkon 
bezdrátové komunikace po uvážení efektu vícenásobného pĜístupu, únikĤ, šumu 
a interferencí je þasto mnohem menší než maximální pĜenosová rychlost. 
RelativnČ nízká kapacita spojĤ je typicky zpĤsobena jejích zahlcením 
napĜ. nashromáždČný požadavek aplikace bude pravdČpodobnČ pĜevyšovat
kapacitu sítČ.
x SpotĜeba energie – vČtšina uzlĤ v MANET ke své funkci potĜebuje baterie, 
a proto pro tyto uzly mĤže být nejdĤležitČjším kritériem návrhu úspora energie. 
x Omezená fyzická bezpeþnost – mobilní bezdrátové sítČ jsou obecnČ náchylnČjší 
k bezpeþnostním hrozbám než pevné kabelové sítČ. Existující bezpeþnostní 
spojovací techniky jsou þasto aplikovány uvnitĜ bezdrátových sítí, aby 
redukovaly bezpeþnostní hrozby. 
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1.1.2 BEZDRÁTOVÉ MESH SÍTċ
Topologie sítČ se smyþkami (mesh) nabízí více možných spojĤ mezi uzly 
(obrázek 1.3). MĤže se jednat o plnČ propojenou síĢ (full mesh), kdy všechny uzly jsou 
propojeny každý s každým, nebo o þásteþnČ propojenou síĢ (partial mesh), kdy se v síti 
používá ménČ spojĤ (uzly, které nejsou propojeny pĜímo s ostatními, používají 
ke komunikaci více skokĤ pĜes ostatní uzly v síti). Uzly jsou rovnocenné [1]. 
Obrázek 1.3 Topologie full mesh 
Výhodou sítČ s touto topologií je vysoká spolehlivost, kdy napĜ. pĜi výpadku spojení 
mezi uzly A a B existuje možnost alternativní komunikace napĜ. pĜes uzel E. V dĤsledku
toho vznikají velmi spolehlivé sítČ. Nevýhodou je, z dĤvodu velkého poþtu spojĤ mezi 
uzly, nákladnost sítČ. Obrázek 1.4 ukazuje bezdrátovou mesh síĢ v praxi. 
Obrázek 1.4 Mesh síĢ
Klient + router = uzel (node) 
Internetové pĜístupové linky 
PĜístup stacionárních klientĤ
Intra – mesh bezdrátové linky 
PĜístup mobilních klientĤ
Bezdrátové routery 
Brána 1 Brána 2 
Mobilní
klienti
Internet 
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Hlavní výhodou bezdrátových mesh sítí je schopnost vytvoĜit síĢ ihned po zapnutí. 
Uzly ihned po jejich zapnutí „uslyší“ navzájem svoje vysílání a síĢ se sama zformuje. 
Konektivita sítČ je automaticky zachovávána. V prĤbČhu nČkolika let procházely 
bezdrátové mesh sítČ vývojem a jsou známy tĜi generace tČchto sítí, z nichž každá 
pĜinesla urþité zlepšení (rozšiĜitelnosti, výkonnosti atd.). 
První generace 
Tato konfigurace používá jeden rádiový kanál pro služby klientĤ a pro pĜepravu
zpČt (backhaul). Jeden rádiový kanál poskytuje obČ tyto služby. Z pohledu výkonu 
nabízí tato architektura nejhorší výsledky, protože obČ služby soutČží o kanál resp. jeho 
šíĜku pásma. Protože architektura používá pouze jeden kanál, uzel sítČ musí nejprve 
poslouchat, poté posílá data a poté opČt poslouchá. Toto chování nepĜíznivČ ovlivĖuje 
výkonnost sítČ, zvláštČ pokud je cíl daleko. 
Druhá generace 
Každý uzel obsahuje dva rádiové kanály, kdy jeden z nich poskytuje služby 
klientĤm a druhý vytváĜí pĜepravu zpáteþním smČrem (backhaul). Tyto kanály jsou od 
sebe oddČlené, na sobČ nezávislé. Kanály mohou fungovat na rĤzných schématech. 
NapĜíklad kanál poskytující služby klientĤm mĤže využívat 2,4 GHz (802.11 b/g) 
a kanál pro zpČtný pĜenos 5 GHz (802.11a). Pakety pohybující se smČrem k internetu 
sdílejí šíĜku pásma v každém „skoku“ podél zpČtné cesty s ostatními uzly, které 
využívají stejný kanál. Toto vede ke snižování výkonnosti sítČ. Tato konfigurace je 
vhodná pro sítČ, kde jsou uzly od sebe vzdáleny jeden nebo dva skoky. 
TĜetí generace 
Využívá dva zpČtné kanály, jeden pro uplink a druhý pro downlink. Poskytuje 
separátní pĜepravu zpČtným smČrem a službu klientĤm. Dynamicky Ĝídí všechny kanály 
tak, aby neinterferovaly. Tato architektura poskytuje nejlepší výkon.
1.1.3 AD HOC VS. MESH SÍTċ
Hlavní rozdíl mezi bezdrátovými mesh sítČmi a Ad hoc sítČmi je zpĤsob provozu; 
v mesh síti je provoz buć k bránČ, anebo z ní, zatímco v Ad hoc síti je provoz mezi 
libovolnými páry uzlĤ. Mohou být užívány i bezdrátové routery, které zlepšují pokrytí 
a výkonnost sítČ. Jsou podobné klientským uzlĤm, ale nikdy nejsou zdrojem, nebo cílem 
provozu.
Tabulka 1.1 Srovnání Ad hoc a mesh sítí 
Ad hoc síĢ Mesh síĢ
x Uzly jsou bezdrátové, mohou být 
i mobilní, 
x mĤže se spoléhat na infrastrukturu, 
x vČtšina provozu probíhá mezi 
uživateli.
x Uzly jsou bezdrátové, mohou být 
mobilní i fixní, 
x spoléhá se na infrastrukturu, 
x vČtšina provozu probíhá mezi 
uživatelem a bránou. 
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2. MOTOROLA MESH SÍTċ
Snem velké Ĝady firem, státních institucí, bezpeþnostních složek, magistrátĤ apod., 
je poskytnout svým zamČstnancĤm vysokorychlostní pĜenos dat v podstatČ kdekoliv. 
Zajímavou koncepci v této oblasti pĜedstavila americká firma Motorola. Nabízí Ĝešení, 
kde každá koncová stanice souþasnČ funguje jako základnová stanice (access point). 
Koncept založený na Motorola MESH architektuĜe je oznaþován jako MEA – Motorola 
Enabled Access. 
2.1 HISTORIE
Peer-to-peer Ad hoc sítČ byly pĤvodnČ vytvoĜeny pro U.S ozbrojené síly. The
Defense Advanced Research Projects Agency (DARPA) vydala návrh na vytvoĜení 
bezdrátové Ad hoc sítČ s následujícími parametry : 
x Širokopásmová rychlost pĜenosu dat, 
x koncová podpora IP, 
x podpora hlasu a videa, 
x urþování polohy (bez GPS), 
x podpora pro rychlost až do 400 km/hod. 
Návrh vytváĜí robustní, bezpeþnou, širokopásmovou síĢ, která bude okamžitČ
vytvoĜena na bojišti, kde není k dispozici dostupná infrastruktura. K tomu, aby se tak 
stalo, musí být každé klientské zaĜízení jakousi „bezdrátovou základnovou stanicí“. 
NČkolik prominentních obranných dodavatelĤ vyvinulo systém, který se pokoušel splnit 
nČjaké z požadavkĤ. ITT Industries vyvinul fungující prototypy, které splĖovaly
všechny požadavky. 
Na zaþátku roku 2000 udČlila ITT generální licenci ke komerþnímu využití této 
technologie firmČ Motorola, která navrhla a implementovala tuto technologii do 
MN2064A Digital ASIC a MEA/QDMA Mobile Broadband Networking Products.
Motorola kompletnČ integrovala tuto technologii do svého portfolia veĜejné 
bezpeþnosti.
Motorola Enable Access (MEA) technologie se rozvinula v jednu z nejvČtší 
mobilních Ad hoc sítí na svČtČ.
13
2.2 VLASTNOSTI MOTOROLA MESH SÍTÍ
Jsou to decentralizované, levné, širokopásmové sítČ, ve kterých uzel pĜenáší data 
pouze k dalšímu uzlu. Uzly pĤsobí jako router/repeater k tomu, aby pĜenášely data 
z blízkých uzlĤ uzlĤm, které jsou daleko (Motorola Multi – Hopping). Výsledkem jsou 
sítČ, které mohou pĜeklenout velké vzdálenosti a poskytující vysoké rychlosti pĜenosu
dat. SítČ jsou také extrémnČ spolehlivé, každý uzel je propojen k nČkolika dalším uzlĤm. 
Jestliže nČjaký uzel vypadne kvĤli poruše, nebo z nČjakého jiného dĤvodu, jeho sousedé 
si okamžitČ najdou jinou cestu. VČtší kapacita mĤže být docílena jednoduše pĜidáním 
více AP. 
Princip je podobný zpĤsobu, jak „cestují“ pakety v internetu. Data pĜeskakují
z jednoho zaĜízení na další, dokud nedorazí do cíle. To dovoluje implementaci 
dynamických smČrovacích schopností v každém bezdrátovém zaĜízení. Pro realizaci 
takové dynamické smČrovací schopnosti je potĜeba, aby každé zaĜízení obsahovalo 
sofistikovaný hardware a software, který mĤže sdČlovat smČrující informace každému 
zaĜízení, které se spojí v reálném þase. Každé zaĜízení poté urþuje co dČlat s daty, která 
pĜijalo, buć projdou k dalšímu zaĜízení, nebo budou pozdržena. 
Je dĤležité si uvČdomit, že mesh síĢ není novým typem rádiové modulace, je to 
pouze nový zpĤsob spojení nynČjších a nových rádiových technologií. Mesh síĢ je spíše 
užívána jako síĢová architektura, než-li zvláštní rádiová technologie. Rádiová modulace 
urþuje, jak se budou pĜenášet a pĜijímat informace pĜes medium (vzduch), zatímco 
síĢová architektura definuje celkovou strukturu, souþásti a vzájemné vztahy zaĜízení 
v síti. V podstatČ to znamená, že MESH technologie mohou být aplikovány na každé 
z rádiových schémat. 
a)       b) 
Obrázek 2.1 a) Tradiþní bezdrátová síĢ, b) Mesh síĢ
Internet Internet 
A
B
C
A
B
C
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Na obrázku 2.1a je tradiþní bezdrátová síĢ, kde centrálním prvkem je AP (access
point). Z obrázku je zĜejmé, že uzly B a C jsou mimo dosah AP a nemohou se tedy 
úþastnit komunikace. Obrázek 2.1b ukazuje mesh síĢ, kde každý uzel je router/repeater. 
Uzly B a C se již mohou úþastnit komunikace, a sice „skokem“ pĜes uzel A. 
Širokopásmová bezdrátová komunikace stanovuje kompromis mezi rychlostí 
pĜenosu dat a rozsahem pro daný výstupní výkon vysílaþe. Tj. specifikovaný pĜenášený 
výkon, dostupná rychlost pĜenosu dat (výkonnost) se sníží, jak se zvyšuje vzdálenost od 
vysílaþe. Toto platí pro každou radiovou modulaci nebo protokol. 
Obrázek 2.2 Vzdálenost k uživateli vs. síla signálu 
Na obrázku 2.2 je ukázáno, že pro danou rychlost pĜenosu dat je požadovaná síla 
signálu k tomu, aby mohla být poslána data od vysílaþe k pĜijímaþi pĜes vzdálenost 
jedné jednotky, je 1×. Ovšem k poslání dat stejnou pĜenosovou rychlostí k uživateli, 
který je 3× dál, nepostaþí trojnásobek síly, nýbrž 16ti násobek. Mesh mČní tuto rovnici 
rozbitím dlouhé vzdálenosti do nČkolika krátkých vzdáleností (skokĤ). Výsledkem je, že 
použitím mesh architektury mĤžeme poslat stejnou pĜenosovou rychlostí na stejnou 
vzdálenost, ale pouze trojnásobkem síly, nikoli 16ti násobkem. Další skuteþností je, že 
v mesh síti je po uzlu požadován pĜenos pouze 1×, bez ohledu na celkovou vzdálenost 
pĜenosu. Tím dochází k prodloužení výdrže baterie a možnosti použití levných 
radiových souþástí. 
PĜenášený výkon je typicky omezený dostupnou silou baterie na koncovém 
zaĜízení. To je dĤvod proþ centralizované (buĖkové) sítČ nabízejí vysoké rychlosti 
pĜenosu dat blízko u buĖky nebo AP, ale mnohem nižší rychlosti pĜi pohybu na vČtší
vzdálenosti od nich. To také vysvČtluje, proþ jsou rychlosti pro downlink (od buĖky
k mobilnímu uživateli) mnohem vyšší než pro uplink (od mobilního uživatele k buĖce)
v buĖkových systémech. 
Mesh nabízí oboje, velký rozsah a vysoké rychlosti pĜenosu dat skoky pĜes sérii 
mezilehlých uzlĤ. Vzdálenosti mezi uzly (skoky) jsou relativnČ krátké ve srovnání se 
vzdáleností mezi koncovým vysílaþem a pĜijímaþem. Každý skok mĤže být proveden 
s mnohem vyšší rychlostí pĜenosu dat, než je to možné pĜi pĜímém koncovém spojení. 
Skoky vytváĜejí koncové spojení, které podporuje vysoké rychlosti pro downlink 
i uplink na velké vzdálenosti. 
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Systém MEA využívá volné pásmo 2,4 GHz, ale není jím omezen. V mnoha þástech
svČta již funguje ve spektru 4,9 GHz. Prakticky je schopen využívat spektrum od 
900 MHz až po zhruba 7 GHz. 
Klientská zaĜízení mají v souþasné dobČ podobu PCMCIA karet. Motorola ale 
pracuje i na jiných podobách. 
2.3 VÝHODY MOTOROLA MESH SÍTÍ
Okamžité a automatické formování bezdrátové sítČ
Vrcholem technologie mesh je schopnost uzlu se automaticky kdykoliv pĜipojit do 
sítČ, nebo odpojit ze sítČ. Signály jsou optimálnČ smČrovány, jak síĢ roste a vyvíjí se. 
SíĢ mĤže být sestavena prakticky okamžitČ a kdekoliv, dokonce i v místech 
s infrastrukturou. Ve skuteþnosti i zaĜízení pohybující se rychlostí až 240 km/hod se 
mohou automaticky pĜipojit do mesh sítČ, což umožĖuje úplnČ nové modely mobility. 
Samo-formovací, samo-regeneraþní a samo-vyrovnávací technika 
Mesh sítČ jsou více robustní než-li tradiþní bezdrátové sítČ. Automatická 
konfigurace a smČrování umožĖuje síti být samo-formovací a samo-regeneraþní. SíĢ
funguje i po selhání jednoho nebo nČkolika uzlĤ. Mohou být spolehlivČ sestaveny témČĜ
okamžitČ, bez pĜítomnosti infrastruktury. 
Zvyšuje pokrytí a výkon 
Vysoká datová propustnost vyžaduje velký odstup signálu od šumu. NicménČ
signál slábne exponenciálnČ, jak se vzdálenost od vysílaþe zvČtšuje, což znamená vyšší 
šum a nižší výkon. Ovšem v mesh sítích každý uzel vystupuje jako router/repeater tzn., 
obnovuje intenzitu signálu s každým „skokem“ v síti. To má za následek, že síĢ mĤže
mít prakticky jakoukoliv velikost pĜi zachování výborného výkonu. 
Nižší nároky na infrastrukturu a nižší provozní náklady 
Mesh sítČ typicky požadují menší pĜepravu zpáteþním smČrem, než tradiþní
bezdrátové sítČ, nČkdy až o 90 %, což velmi redukuje provozní náklady. Vzhledem 
k tomu, že se jedná o samo-formovací a samo-regeneraþní sítČ jsou i administraþní
náklady a náklady na údržbu rovnČž nižší. Dovednosti administrátora mohou být nižší, 
než je typicky požadované pro celulární a další centralizované bezdrátové sítČ. SítČ jsou 
rovnČž „samo-hojivé“ (což znamená, že pĜi výpadku nČkterého z uzlĤ dovedou najít 
alternativní cestu k cíli), þímž je velmi snížena potĜeba 24 hodinové podpory. 
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Obrázek 2.3 Výhody Motorola Mesh sítí 
Ne-GPS a výhoda sledování 
GPS je výhoda pro organizace, které potĜebují zpĤsob, jak lokalizovat lidi a vČci
v pohybu. GPS ale také podléhá nČkolika nedostatkĤm a sice, nefunguje napĜ. v dolech, 
uvnitĜ rozsáhlých struktur nebo v místech, která blokují signál z GPS družic. Motorola 
MESH technologie používá dĤmyslný triangulaþní2 algoritmus k tomu, aby urþil
umístČní uzlĤ, a uživatelĤ v síti tzn. napĜíklad schopnost nalézt požárníka v hoĜící
budovČ, nebo v místech kde není dostupný GPS signál. 
______________
2Triangulace – metoda urþování polohy a vzdálenosti. 
5 Hlavních  
výhod 
Mesh sítí
Samo-formovací 
Samo-regeneraþní 
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výhoda 
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Nižší nároky na 
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2.4 MOTOROLA MESH SÍTċ V PRAXI
Motorola nabízí kompletní škálu jak hardwarových souþástí, tak i softwarových 
aplikací pro rychlé rozestavení širokopásmových mobilních sítí, nabízejících vysoký 
výkon. Tyto produkty je možné využít v mnoha aplikacích, vþetnČ veĜejné bezpeþnosti, 
dopravy a mČstských širokopásmových sítí. 
Tato mobilní širokopásmová síĢ kombinuje škálovatelnou, výkonnou 
a patentovanou mobilní Ad hoc síĢ patĜící do MEA technologie s výkonným QDMA 
pĜístupem. Výsledkem je cenovČ pĜístupné, schopné, samo-formovací a samo-
regeneraþní bezdrátové Ĝešení pro komunikaci. 
2.4.1 MOTOMESH SOLO
Obrázek 2.4 MOTOMESH Solo 
Úþastníci 
Bezdrátový router (WR) 
Inteligentní AP (IAP) 
Mobile Internet Switching 
Center (MiSC) 
Skupiny úþastníkĤ mohou formovat peer-to-peer (P2P) sítČ kdykoliv 
a kdekoliv, bez potĜeby infrastruktury. Úþastník se mĤže skokem pĜes 
dalšího úþastníka stát þlenem skupiny. Peer-to-peer síĢ podporuje, jak 
mobilní, tak i pevné úþastníky. Uživatele mohou sdílet soubory, email, 
hudbu, video atd. Úþastníci se mohou také vícenásobnými skoky (Multi-
Hopping) pĜes WR pĜipojit do sítČ, tím se redukují náklady a zvyšuje 
efektivita sítČ. Multi-Hopping redukuje také pĜenášený výkon a tím 
prodlužuje životnost baterie. 
Úþastníci skupiny se mohou také skokem pĜes bezdrátový router WR a IAP 
dostat do internetu þi telefonní sítČ.
Úþastníci mohou také vystupovat v roli bezdrátového routeru WR a tím 
zvyšovat robustnost sítČ, zatímco se redukuje infrastruktura.
Internet a PSTN 
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2.4.2 MOTOMESH DUO – DALŠÍ GENERACE WIFI MESH ěEŠENÍ
MOTOMESH Duo je dostupné buć v jediné rádiové konfiguraci (obrázek 2.5), 
využívající pĜenosové pásmo 2,4 GHz (WiFi 802.11b/g) nebo ve dvojí konfiguraci 
(obrázek 2.6) s dodateþným pĜenosovým pásmem 5,8; 5,4 nebo 4,9 GHz (802.11a). 
V první konfiguraci je pásmo 2,4 GHz použito jak pro klientský pĜístup, tak i pro pĜístup 
mezi uzly mesh. Volba tohoto typu konfigurace je ideální pro Ĝešení, kde je hlavním 
faktorem pokrytí a nízká cena. 
Obrázek 2.5 MOTOMESH Duo 802.11 b/g 
V konfiguraci druhé je pásmo 5,8; 5,4 nebo 4,9 GHz vyhrazeno pro provoz mezi 
mesh uzly, zatímco pásmo 2,4 GHz pro klientský pĜístup. Tato konfigurace oproti první 
podává zvýšený výkon, mírnČjší interference a nižší zpoždČní.
Obrázek 2.6 MOTOMESH Duo 802.11b/g a 802.11a 
MOTOMESH Duo AP 
MOTOMESH Duo WR
802.11b/g 
MOTOMESH Duo WR
MOTOMESH Duo WR MOTOMESH Duo IAP 
Mobilní klienti 
802.11b/g 
802.11a
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2.4.3 MOTOMESH QUATTRO
MOTOMESH Quattro (obrázek 2.7) je široké multi-rádiové Ĝešení, které nabízí 
bezpeþnost, kapacitu a flexibilitu potĜebnou zejména ve vČtších mČstech. MĤže
poskytovat mobilní širokopásmový pĜístup pro rĤznorodé mČstské instituce, stejnČ jako 
WiFi pĜístup pro veĜejnost. Architektura Quattro podporuje až þtyĜi pásma sítí v jednom 
pĜístupovém bodu a je postavena na MEA technologii. Dále podporuje vysokorychlostní 
data, video a službu urþení polohy pro pevné a mobilní uživatele. 
Využívá licencované pásmo 4,9 GHz a nelicencované pásmo 2,4 GHz. Každý 
MOTOMESH pĜístupový bod obsahuje dva standardy vyhovující 802.11 (WiFi) a dva 
vyhovující MEA (Motorola Enable Access). Jedna sada WiFi a MEA pracuje 
v nelicencovaném pásmu 2,4 GHz a ostatní v pásmu veĜejné bezpeþnosti 4,9 GHz. Každé 
MEA pásmo vystupuje jako router/repeater pro všechny další MEA zaĜízení v síti. 
Uživatelé mohou skokem pĜes sousední zaĜízení komunikovat mezi sebou, nebo 
komunikovat se vzdáleným pĜístupovým bodem, který je mĤže spojit s dalšími sítČmi.  
Obrázek 2.7 MOTOMESH Quattro 
2,4 GHz 
4,9 GHz 
VeĜejný pĜístup
2,4 GHz Wi-Fi 
VeĜejné práce 
2,4 GHz MEA 
VeĜejná bezpeþnost 
4,9 GHz MEA 
VeĜejna bezpeþnost 
4,9 GHz Wi-Fi 
Ad hoc síĢ
Ad hoc síĢ Internet/LAN 
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2.4.4 SPECIFIKACE KOMPONENT MOTOROLA MESH SÍTċ
MOTOMESH uzly mohou být nainstalovány na široké množství míst, vþetnČ
svČtelných a užitkových tyþí, dopravních návČstí, budov atd. Jedna osoba mĤže
nainstalovat mesh modul bČhem 15 minut, modul se automaticky zapne a zaþlení do 
systému, pĜiþemž osoba nemusí být odbornČ školena. 
Bezdrátový modem (WMC6300) 
Bezdrátový modem (obrázek 2.8) nabízí rychlost pĜenosu dat až 6 Mbps pro audio 
i video, rychlé a pĜesné urþení pozice a Ĝadu dalších služeb pro zaĜízení s PCMCIA 
slotem. Bezdrátový modem mĤže také vystupovat jako router, tím se zvyšuje robustnost 
sítČ a rozsah, ale nezvyšují se náklady. 
               Tabulka 2.1 Parametry bezdrátového modemu 
Obrázek 2.8 Bezdrátový modem 
Bezdrátový router (MWR6300) 
Bezdrátový router (obrázek 2.9) je malé, levné bezdrátové zaĜízení, které poskytuje 
garantované pokrytí na velké zemČpisné oblasti, školní areály, nebo mĤže být použito 
i uvnitĜ budov. Dále jsou používány pro rozmístČní nových sítí a umožĖují bezdrátovou 
komunikaci mezi klientem IAP. 
              Tabulka 2.2 Parametry bezdrátového routeru 
Obrázek 2.9 Bezdrátový router 
Parametry modemu 
Modulace QDMA 
Kmitoþet [GHz] 2,4-2,4835 
Max. pĜenosová rychlost 6 Mbps 
Výstupní výkon 23 dBm 
Rozhraní PCMCIA
SpotĜeba (Vysílání) 3,3 W 
SpotĜeba (PĜijímání) 1,5 W 
Parametry routeru 
Modulace QDMA 
Kmitoþet [GHz] 2,4-2,4835 
Max. pĜenosová rychlost 6 Mbps 
Výstupní výkon až 25 dBm 
21
Inteligentní AP (IAP6300) 
Inteligentní AP (obrázek 2.10) je rovnČž malé a levné zaĜízení, které tvoĜí jakýsi 
pĜechod z bezdrátové MEA sítČ do internetu nebo PSTN. Každý IAP podporuje rychlost 
pĜenosu dat až 6 Mbps. Kdykoliv mĤžeme zvýšit kapacitu sítČ rozmístČním dalších IAP. 
      Tabulka 2.3 Parametry IAP 
Obrázek 2.10 Inteligentní AP 
Mobile Internet Switching Center (MiSC) 
MiSC poskytuje smČrovací, pĜepojovací a Ĝídící funkce pro MEA síĢ. ZajišĢuje 
konektivitu mezi IAP a „drátovým“ svČtem. Administrátor mĤže monitorovat a Ĝídit
celou síĢ prostĜednictvím tzv. MeshManageru, což je program, který poskytuje celou 
Ĝadu nástrojĤ pro správu klientĤ a síĢové infrastruktury. 
MeshManager EMS – Element Management System 
EMS (obrázek 2.11) poskytuje kompletní Ĝešení pro konfiguraci, chybové stavy, 
výkon a bezpeþnost v Motorola MESH síti. Obsahuje grafické uživatelské rozhraní 
založené na JavaTM a serii softwarových serverĤ. MeshManager umožĖuje pomocí 
nČkolika kliknutí pĜístup k potĜebným nástrojĤm pro kompletní konfiguraci a kontrolu 
nad sítí. 
    Tabulka 2.4 Parametry EMS 
Obrázek 2.11 MeshManager EMS 
Parametry IAP 
Modulace QDMA 
Kmitoþet [GHz] 2,4-2,4835 
Max. pĜenosová rychlost 6 Mbps 
Výstupní výkon až 25 dBm 
SíĢové rozhraní 10/100 Mbps Ethernet (RJ-45) 
Parametry EMS 
Podporované OS 
Windows XP 
Windows Server 2003 
RedHat Linux v3.0 
Podporované MOTOMESH 
sítČ
MEA 2,4 GHz 
MOTOMESH 2,4 GHz, 4,9 GHz 
Mesh Camera Wireless Video 
Systém 
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3. QOS (QUALITY OF SERVICES)
Internet byl pĤvodnČ vybudován s cílem poskytnout službu „dobré vĤle“, tedy bez 
zajištČní doruþení datagramĤ do urþité doby. Starší síĢové technologie poskytovaly 
všem datovým jednotkám stejný zpĤsob zacházení („best effort“). Na první pohled se 
tento zpĤsob zacházení zdá být spravedlivý, ale není tomu tak, protože neposkytuje 
žádné garance. V rámci této úrovnČ však neexistuje jistota, že potĜebná úroveĖ
pĜenosové služby bude zajištČna po celou dobu relace. 
ZpoždČní þi ztráty jsou v rámci best effort nepĜedvídatelné, a tedy nijak nezajištČné
v rámci urþitých mantinelĤ [1]. Datové toky odpovídající urþitým službám jsou rĤznČ
citlivé na zpoždČní, kolísání zpoždČní, ztráty paketĤ atd. Citlivost jednotlivých aplikací 
na tyto veliþiny ukazuje tabulka 3.1 a konkrétní hodnoty parametrĤ QoS uvádí 
tabulka 3.2. 
Tabulka 3.1 Citlivost rĤzných typĤ dat v síti [1] 
Typ provozu 
Citlivost na 
ŠíĜku pásma Ztrátu paketĤ ZpoždČní Kolísání  
Hlas velmi nízká stĜední vysoká vysoká 
Elektronický 
obchod 
nízká vysoká vysoká nízká 
Transakce nízká vysoká vysoká nízká 
Email nízká vysoká nízká nízká 
Telnet nízká vysoká stĜední nízká 
Obþasné
prohlížení webu 
nízká stĜední stĜední nízká 
NároþnČjší
prohlížení webu 
stĜední vysoká vysoká nízká 
PĜenos souborĤ vysoká stĜední nízká nízká 
Videokonference vysoká stĜední vysoká vysoká 
Skupinové 
vysílání 
vysoká vysoká vysoká vysoká 
Tabulka 3.2 Parametry QoS [1] 
Typ provozu 
Maximální jednosmČrná
latence 
Maximální kolísání (jitter) 
Hlas po IP 200 ms 30 ms 
Videokonference 200 ms 30 ms 
Streaming video 5 s – 
V dnešních sítích se používají dva hlavní zpĤsoby zajištČní QoS a sice IntServ
(Integrated Services) a DiffServ (Differentiated Services). 
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3.1 INTSERV (INTEGRATED SERVICES)
Technologie integrovaných služeb (Integrated Services – IntServ) je schopna 
rozlišit každý datový tok na základČ identifikátorĤ (napĜ. síĢová adresa, identifikátor 
uživatelské aplikace) odesílatele a pĜíjemce. Proto je schopna zajistit Ĝízení kvality 
služeb po celé trase od zdroje až k cílové stanici [4]. 
Používá se ve spojitosti s protokolem RSVP (Resource ReSerVation Protocol). 
Vyžaduje spoluúþast všech smČrovaþĤ, které musí udržovat informace o stavu každého 
toku dat. Jak roste poþet tokĤ dat, roste tím logicky i objem tČchto informací, které musí 
smČrovaþe uchovávat a zpracovávat. Což je nevýhoda tohoto modelu, protože se tím 
zvyšují pamČĢové a výkonnostní nároky na smČrovaþe. 
UplatnČní IntServ je napĜ. v podnikových sítích. 
Pro správnou funkci IntServ musí být ve smČrovaþích a hostitelích (odesílatel 
a pĜíjemce QoS) implementovány následující komponenty : 
x Plánovaþ paketĤ – Ĝídí zasílání rĤzných proudĤ paketĤ, použitím front, 
þasovaþĤ a dalších mechanizmĤ. Je implementován v místČ, kde se pakety Ĝadí 
do front. 
x Kontrola pĜístupu – provádí rozhodovací algoritmus, který urþuje, zda-li 
novému toku mĤže být udČlena rezervace. 
x Klasifikátor.
x RSVP Protokol.
3.1.1 RSVP (RESOURCE RESERVATION PROTOCOL)
Protokol využívá cílová stanice, která oþekává urþitá data a chce si pro nČ zajistit 
zaruþený prĤchod sítí. Protokol poté signalizací zjišĢuje po celé cestČ sítí všemi 
smČrovaþi až ke zdrojové stanici, zda žádaná šíĜka pásma mĤže být pro daný tok 
pĜidČlena. Protokol tedy garantuje šíĜku pásma prostĜednictvím vybudované cesty mezi 
koncovými uzly s dohodnutými parametry ve specifikaci toku, v každém smČrovaþi
nebo pĜepínaþi. 
Pro komunikaci mezi uzly se používají dva druhy zpráv, jejichž využití pro 
rezervaci prostĜedkĤ ilustruje obrázek 3.1 : 
x Resv – specifikuje požadavky (od pĜíjemce) na vytvoĜení, zmČnu a zrušení 
rezervace prostĜedkĤ.
x Path – nese informace od odesílatele nebo jiného uzlu sítČ o toku dat. 
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Obrázek 3.1 Rezervace prostĜedkĤ pomocí RSVP 
3.2 DIFFSERV (DIFFERENTIATED SERVICES)
Diferencované služby (Differentiated Services – DiffServ) dČlí síĢový provoz do 
nČkolika málo tĜíd a pak zajišĢuje odlišné zacházení pro tyto tĜídy. DiffServ proto není 
schopen garantovat parametry pro jednotlivé datové toky, ale má výraznČ menší nároky 
na výkonnost aktivního prvku a je výraznČ lépe škálovatelný, než technologie 
IntServ [4]. 
DiffServ využívá z pole ToS v IP datagramu namísto pĤvodních 3 bitĤ pro IP 
precedent bitĤ 6, jako DSCP (DiffServ Code Point). DSCP dovoluje tĜídit síĢový provoz 
do 64 tĜíd. Provoz vstupující do sítČ je klasifikován na hranici sítČ a pĜidČlen 
k seskupení datagramĤ se stejným chováním, tedy BA (Behavior Aggregate), poté se 
BA zakóduje do DSCP. DSCP analyzuje klasifikátor a provádí pro daný paket úpravu 
provozu, mČĜení, oznaþování atd. 
DiffServ se hodí do jádra sítČ, zatímco IntServ na její okraj. 
Cíl 
resv path 
Zdroj
Data
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3.3 QOS OPTIMALIZACE V MANET 
V mobilních Ad hoc sítích pĜítomnost šíĜky pásma, spojovacího omezení, stejnČ
jako stálá zmČna topologie sítČ, dČlají zajištČní QoS v tČchto sítích tČžší, než-li u sítí 
založených na drátovém vedení, kde je pouze potĜeba zajistit dohodu o šíĜce pásma 
nebo pamČti [6]. KvĤli nedostatku dostateþnČ pĜesných znalostí síĢových stavĤ
(okamžitých i pĜedvídaných) mohou být garance QoS nemožné, jestliže jsou uzly 
vysoce mobilní. Proto mnoho Ĝešení QoS vyvinutých pro internet nejsou vhodná pro 
MANET, je potĜeba, aby byla pĜizpĤsobena.
ObecnČ QoS nesouvisí s žádnou urþenou síĢovou vrstvou, ale pĜesnČji vyžaduje 
podporu všech vrstev [6]. DĤležité souþásti QoS v MANET doménČ zahrnují : 
x QoS model – naznaþuje celkové QoS cíle a architekturu, pro zavedení dané 
aplikace nebo služby. Tyto cíle mohou obsahovat kapacitu spojení, zpoždČní,
vytížení, výkonnost, šíĜku pásma, spotĜebu energie atd.  
x QoS smČrování (QoS routing) – zajišĢuje zjištČní a údržbu cesty tak, aby 
splnila QoS cíle, dané omezením zdroje. 
x QoS signalizace (QoS signalization) – je zodpovČdná za kontrolu pĜijetí
a plánování, stejnČ jako za rezervaci zdrojĤ podél cesty urþené QoS smČrováním 
nebo dalšími protokoly.
QoS model specifikuje architekturu, která nám umožĖuje poskytnout službám 
model, který funguje lépe než model best effort, který existuje v MANET. Tato 
architektura by mČla brát ohled na výzvy MANET sítí, jako je dynamická topologie 
a v þase se mČnící spojovací kapacita. Výše je již popsán základní koncept QoS pro 
nynČjší drátové sítČ (IntServ/RSVP a DiffServ). Níže budeme analyzovat dĤvody, proþ
výše uvedené modely nejsou vhodné pro MANET a pĜedstavíme první navržený QoS 
model pro MANET a sice FQMM. 
IntServ/RSVP model není vhodný pro MANET kvĤli omezeným zdrojĤm
v MANET. Je zde nČkolik faktorĤ, které nedovolují použití tohoto modelu v MANET : 
x Obrovské nároky na pamČĢ a zpracování režijních informací pro každý mobilní 
uzel, protože si musí udržovat takovou informaci. Navíc množství tČchto
informací se zvyšuje úmČrnČ s poþtem tokĤ, což je také problém nynČjšího 
internetu, ale který byl vyĜešen hromadČním tČchto informací na core routerech 
(DiffServ). 
x RSVP rezervace a proces údržby je sítí pohlcující procedura. RSVP signalizaþní
pakety budou soutČžit s datovými pakety o šíĜku pásma.  
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DiffServ je na druhé stranČ povrchní model pro vnitĜní routery, protože jednotlivé 
toky jsou shromažćovány do skupiny tokĤ. Toto dČlá smČrování v jádru sítČ o hodnČ
snadnČjší. Tento model by tedy mohl být potencionálnČ vhodný pro použití v MANET. 
Ovšem v MANET síti neexistuje pĜesná definice toho, co je jádro (core), vstupní nebo 
výstupní router, protože topologie sítČ je dynamická. V úplné Ad hoc topologii, kde 
není žádný poskytovatel služeb, a kde jsou pouze klienti, je docela obtížné zavádČt QoS, 
protože neexistuje žádný závazek od nČkoho k nČkomu, což dČlá QoS témČĜ nemožné. 
FQMM (Flexible QoS Model for MANET) je první QoS model navržený pro 
MANET v roce 2000. PĜedstava je spojit znalost z Ĝešení v drátové síti a použít je na 
nový QoS model, který bude brát ohled na charakteristické rysy MANET. Základní 
pĜedstava tohoto modelu je, že se užívají jak vlastnosti IntServ, tak i diferencování 
služeb DiffServ. Jinými slovy, tento model navrhuje, že nejvyšší priorita je pĜiĜazena 
toku a další priority jsou pĜiĜazeny tĜídám. Dále je tento model založený na 
pĜedpokladu, že ne všechny pakety v síti ve skuteþnosti vyžadují nejvyšší prioritu, 
protože poté by tento model vedl k podobnému modelu, jako IntServ, kde je 
poskytována služba všem tokĤm. FQMM hybridní model definuje tĜi typy uzlĤ
(obrázek 3.2), pĜesnČ jako DiffServ, a sice : 
x Vstupní, jestliže posílá data. 
x Jádro (core), jestliže pĜedává data. 
x Výstupní, jestliže pĜijímá data. 
Obrázek 3.2 Uzly v FQMM 
Rozdíl je v tom, že uzel v FQMM nemá nic spoleþného s jeho fyzickým umístČním 
v síti, což by z podstaty MANET nemČlo žádný smysl. 
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4. SMċROVACÍ PROTOKOLY V SÍTÍCH S VOLNOU 
TOPOLOGIÍ
Protokoly lze na základČ jejich vlastností rozdČlit do nČkolika skupin : 
x Proaktivní (tabulkou Ĝízené) – protokol v tabulce udržuje trvale kompletní 
smČrovací informace o celé síti. Výhodou je znalost cesty v okamžiku její 
potĜeby, z þehož plyne nízké zpoždČní. Naopak hrozí zahlcení sítČ šíĜením 
smČrovacích informací. Jsou vhodnČjší pro sítČ s menším poþtem uzlĤ a s nižší 
þetností zmČn v síti. Tabulka se aktualizuje vždy pĜi zmČnČ v síti nebo 
automaticky v prĤbČhu. Do této skupiny patĜí napĜ. protokoly DSDV
(Destination Sequenced Distance Vector) a OLSR (Optimized Link State 
Routing).
x Reaktivní – cesta k cíli se hledá až v okamžiku potĜeby a uchovány jsou pouze 
aktivní cesty. Nevýhodou je zpoždČní pĜi hledání cesty. Jsou vhodné pro 
rozlehlé sítČ, pro sítČ s vČtším poþtem uzlĤ a pro sítČ s þastou zmČnou topologie. 
PatĜí sem protokoly AODV (Ad Hoc On Demand Distance Vector Routing)
a DSR (Dynamic Source Routing).
x Hybridní – kombinace proaktivního a reaktivního smČrování. Do vzdálenosti 
pĜes jednoho souseda se užívá proaktivní smČrování a udržuje se kompletní 
smČrovací tabulka. Pro vzdálenČjší uzly se používá reaktivní smČrování. Do této 
skupiny lze zaĜadit napĜ. protokol ZRP (Zone Routing Protocol).
x Geografické – smČrování na základČ fyzické polohy zaĜízení. PĜedpokladem je 
znalost polohy uzlu napĜ. pomocí GPS nebo jiného vyhledávacího systému. 
x Hierarchické – síĢ je rozdČlena do urþitých oblastí, jejichž þinnost Ĝídí urþený 
uzel, nČkolik rĤzných oblastí zase obsluhuje jiný uzel. 
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4.1 SMċROVACÍ PROTOKOLY V MANET 
4.1.1 SMċROVÁNÍ V MANET 
Velký rĤst v oblasti použití mobilních zaĜízení spolu s uživateli real-time aplikací 
poskytl nové výzvy v návrhu protokolĤ pro MANET sítČ. Hlavní mezi tČmito výzvami, 
která souvisí s real-time aplikacemi pro MANET je zaþlenČní podpory QoS, jako šíĜka
pásma nebo zpoždČní. ZvláštČ jsou dĤležité ty smČrovací protokoly, které vþleĖují QoS 
metriky v nalezení cesty a udržení, aby podporovaly koncové QoS.  
MANET sítČ se liší od dalších druhĤ sítí jejich fyzickými charakteristickými rysy, 
organizaþním formátem a dynamickou topologií : 
x Fyzická charakteristika – bezdrátové kanály jsou náchylné k chybám díky 
únikĤm, interferencím a stínČní, což zpĤsobuje nepĜedvídatelnou šíĜku pásma 
a zpoždČní paketĤ.
x Organizaþní formát – distribuovaná povaha MANET znamená, že kanálové 
zdroje nemohou být pĜiĜazeny pĜedem urþené cestČ.
x Dynamická topologie – spojení jsou vytváĜena a niþena nepĜedvídatelnČ. Stav 
sítČ se mČní rychle, což zpĤsobuje, že uzel má nepĜesnou znalost o aktuálním 
stavu sítČ.
Z dĤvodu mobility zaĜízení v MANET síti a sdílené povahy bezdrátových 
prostĜedkĤ je nabídka QoS garancí, jako šíĜka pásma, zpoždČní a kolísání zpoždČní 
nepraktická. Místo toho jsou navrhována QoS adaptace a soft QoS. Soft QoS dovoluje 
selhání QoS, napĜíklad když dojde ke ztrátČ cesty nebo se síĢ rozdČlí. Jestliže se síĢ
mČní pĜíliš rychle, je šíĜení informací o topologii výzvou, kterou soft QoS nabízí. 
Kombinatorická stabilita znamená, že je dáno specifické þasové okno topologie. ZmČna
topologie se poté dČje dostateþnČ pomalu, aby se mohli úspČšnČ šíĜit všechny 
topologické zmČny podle potĜeby, což je nezbytné k poskytování QoS. 
NČkteré aplikace, jako real-time aplikace mohou optimalizovat svĤj výkon podle 
dostupných síĢových zdrojĤ, což je výhodné pro QoS. NapĜíklad vrstvové kódování 
dovoluje vyšším vrstvám poskytnutí rĤzné úrovnČ kvality. Minimální šíĜka pásma je 
garantována základní vrstvou. Poskytnutí odezvy aplikaci o dostupných zdrojích 
dovoluje aplikaci mČnit kódovací strategii, aby poskytla nejlepší kvalitu i pro omezené 
zdroje. 
SmČrování je využíváno pro zĜízení a udržení cesty mezi uzly podporujícími pĜenos 
dat. První MANET smČrovací protokoly se zamČĜovaly na nalezení vhodné cesty od 
zdroje k cíli, bez jakéhokoliv zĜetele na optimalizaci využití síĢových zdrojĤ nebo 
podpory specifických požadavkĤ aplikací. Hlavním problémem je nalezení vhodné 
cesty z dostupných zdrojĤ, tak aby splĖovala QoS omezení spolu s optimalizací, jako 
nalezení nejlevnČjší a nejstabilnČjší cesty. Stanoveny jsou tyto cíle, následnČ je 
proveden základní návrh QoS smČrovacího protokolu. 
29
x Zdrojový odhad – nabízí zdrojovou garantovanou cestu, klíþové je získání 
informací o dostupných zdrojích z nižších vrstev. Tato informace pomáhá 
ve vykonávání pĜístupu a QoS pĜizpĤsobování. VČtšina existujících technik se 
soustĜećuje na QoS omezení jako šíĜka pásma nebo zpoždČní, a tak šíĜka pásma 
dostupná pro uzel nebo spojovací linku anebo zpoždČní musí být odhadována. 
V MANET uživatelé sdílejí šíĜku pásma se svými sousedy, a tak šíĜka pásma 
dostupná pro uzel se mČní a je dynamicky ovlivĖována provozem jeho sousedĤ.
Proto mezi dva klíþové problémy pro odhad šíĜky pásma patĜí: jak pĜesnČ a jak 
þasto je odhadována dostupná šíĜka pásma. ObecnČ je klíþovou záležitostí 
kompromis mezi výhodou z užívání zdrojového odhadu, ceny v rámci režií 
a výpoþetní nároþností, která je použita pro zdrojový odhad.
x Nalezení cesty – existují dva hlavní pĜístupy ke smČrování v MANET, reaktivní 
a proaktivní smČrování. Reaktivní smČrování redukuje režijní náklady na úkor 
zpoždČní v nalezení vhodné cesty, zatímco u proaktivního smČrování je tomu 
naopak. Další záležitostí je urþení kombinace snížení zpoždČní a snížení 
nákladĤ, která je nejlepší pro podporu QoS.
x Rezervace zdrojĤ – jak je uvedeno výše, šíĜka pásma je sdílená se sousedními 
uživateli v MANET. Proto další nároþnou záležitostí je jak pĜidČlit tyto sdílené 
prostĜedky, typ schématu pro rezervaci zdrojĤ a druh pĜístupu, které by mČli být 
užívány pro nastavení a údržbu QoS cesty. 
x Udržení cesty – pohyblivost uzlĤ v MANET sítí zpĤsobuje þastou zmČnu
topologie sítČ, což zpĤsobuje obtížné plnČní QoS omezení. ZaĜazení udržovacího 
schématu do QoS smČrování je þtvrtý þinitel návrhu. Typický pĜístup k udržení 
cesty, která zpĤsobuje þekání na objevení poruchy cesty, významnČ ovlivĖuje
smČrovací výkon. Proto predikþní schéma nebo redundantní smČrování pomáhá 
pĜi údržbČ cesty. 
x VýbČr cesty – QoS smČrování má mnoho pĜísných požadavkĤ na stabilitu cesty, 
protože þastá selhání nepĜíznivČ ovlivĖují QoS. Cesta s nejvČtší dostupnou 
šíĜkou pásma není jedinou uvažovanou, další metrika jako spolehlivost cesty 
a délka cesty by také mČla být brána v úvahu pĜi výbČru cesty. Bylo vyvinuto 
nČkolik smČrovacích protokolĤ podporujících QoS jednou z následujících cest : 
x VýbČr cesty s nejvČtší dostupnou šíĜkou pásma (nebo minimálním 
zpoždČním). 
x Odmítnutí cestovní žádosti, jestliže je k dispozici nedostateþná šíĜka pásma. 
x Poskytnutí aplikaci odezvu o dostupné šíĜce pásma nebo odhadu zpoždČní.
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4.1.2 AODV (AD HOC ON DEMAND DISTANCE VECTOR)
Charakteristika AODV : 
x Hledá cesty jen v pĜípadČ potĜeby,
x používá poĜadová þísla ke sledování pĜesnosti informací, 
x sleduje pouze další skok v cestČ, nikoli celou cestu, 
x používá periodické posílání HELLO zpráv ke sledování sousedĤ.
AODV je metoda ke smČrování zprávy mezi mobilními poþítaþi. Dovoluje tomuto 
poþítaþi, nebo uzlu poslat zprávu skrz sousední uzly, se kterými nemohou pĜímo 
komunikovat. AODV toto dČlá hledáním cesty, podél které mohou být zprávy posílány. 
AODV se ujišĢuje, že tyto cesty neobsahují smyþky a zkouší hledat nejkratší možnou 
cestu. AODV je také schopen reagovat na zmČny v cestách a mĤže vytváĜet nové, 
jestliže došlo k chybČ. Obrázek 4.1 ukazuje schéma tvoĜené þtyĜmi uzly na bezdrátové 
síti. Kruhy ilustrují rozsah komunikace pro každý uzel. Protože rozsah je limitován, 
každý uzel mĤže komunikovat pouze s uzly vedle sebe. 
Obrázek 4.1 Ukázka AODV 
Uzly, se kterými lze komunikovat pĜímo jsou považovány za sousedy (neighbors). 
Uzly sledují své sousedy posloucháním HELLO zpráv, které uzel vysílá ve stanovených 
intervalech. Když jeden z uzlĤ potĜebuje poslat zprávu jinému uzlu, který není jeho 
soused, tak vysílá (broadcast) žádost Route Request (RREQ). RREQ zpráva obsahuje 
nČkolik klíþových informaþních bitĤ :
x Zdroj (source), 
x cíl (destination),
x stĜední délku života zprávy (lifespan),
x poĜadové þíslo (sequence number), které slouží jako jedineþné ID. 
Zpráva 
Uzel 3 
Uzel 2 Uzel 1 
Uzel 4 
Uzel 5 
Uzel 1 chce poslat zprávu uzlu 3, ale 
bohužel nezná úplnou cestu. 
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NapĜíklad (obrázek 4.2) uzel 1 si pĜeje odeslat zprávu uzlu 3. Jeho sousedy jsou však 
uzly 2 a 4, proto uzel 1 nemĤže pĜímo komunikovat s uzlem 3 a posílá tedy RREQ. 
Zprávu RREQ slyší uzly 4 a 2.
Obrázek 4.2 AODV smČrování (RREQ) 
Když sousedé uzlu 1 pĜijmou RREQ zprávu, mají dvČ možnosti : 
x Jestliže znají cestu k cíli, nebo oni sami jsou cíl, mohou poslat RREP (Route
Reply) zprávu zpČt uzlu 1, 
x jestliže neznají cestu k cíli, tak pĜeposílají dále zprávu RREQ svým sousedĤm, 
dokud nevyprší stĜední délka života.
Jestliže uzel 1 nepĜijme odpovČć ve stanoveném þase, bude pĜeposílat žádost, ale 
tentokrát bude mít RREQ zpráva delší stĜední délku života a nové ID. 
Uzel 1 
Uzel 1 
Uzel 2 
Uzel 4 RREQ
RREQ
Uzel 3 není sousedem uzlu 1. 
Uzel 1 si tedy musí najít cestu 
k uzlu 3 generováním a zasíláním 
RREQ zpráv 
Cíl: uzel 3 
Pakety s daty 
Route Request paket 
Cíl: uzel 3 
Zdroj: uzel 1 
Délka života: 3 
ID: 0 
Sousedé 
uzel 2 
uzel 4 
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V pĜíkladu (obrázek 4.3) uzel 2 zná cestu k uzlu 3 a odpovídá na RREQ posíláním 
RREP. Uzel 4 na druhé stranČ nezná cestu k uzlu 3, tak pĜeposílá RREQ. 
Obrázek 4.3 AODV smČrování (RREP) 
PoĜadové þíslo (sequence number) 
PoĜadová þísla slouží jako þasový údaj. Dovolují porovnávat, jak þerstvé jsou 
informace o jiných uzlech. Pokaždé, když uzel posílá nČjaký typ zprávy, zvýší si tím 
vlastní poĜadové þíslo. Každý uzel si zaznamenává poĜadové þíslo všech ostatních uzlĤ,
se kterými komunikuje. Vyšší poĜadové þíslo znamená þerstvČjší cestu. Toto umožĖuje
uzlĤm zjistit, který z nich má pĜesnČjší informace. Na obrázku 4.4 uzel 1 posílá RREP 
uzlu 4. MĤžeme si všimnout, že cesta v RREP má lepší poĜadové þíslo, než cesta 
ve smČrovací tabulce. Uzel 1 si poté aktualizuje informaci. 
Uzel 2 
Uzel 2 
Uzel 3 
Uzel 1 
Uzel 4 
Uzel 5 
RREQ
RREP
RREP
Route Reply paket 
Cíl: uzel 1 
Zdroj: uzel 3 
Poþet skokĤ: 2 
ID: 136 
Route Reply paket 
Cíl: uzel 3 
Zdroj: uzel 1 
Poþet skokĤ: 2 
ID: 136 
Sousedé 
uzel 1 
uzel 3 
Uzel 4 nezná cestu k uzlu 3, tak 
dále posílá RREQ zprávu. 
Uzel 3 pĜijímá RREP zprávu a pĜidává si 
cestu k uzlu 1, která vede pĜes uzel 2. 
k uzlu 1 k uzlu 3 
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Obrázek 4.4 AODV – poĜadová þísla
Chybové zprávy 
RERR (Route Error Message) dovolují AODV pĜizpĤsobovat cesty, když se uzly 
pohybují. Vždy, když uzel pĜijme RERR dívá se do své smČrovací tabulky a odstraĖuje
všechny cesty, které obsahují špatné uzly. 
Obrázek 4.5 ilustruje tĜi okolnosti, kdy uzel vysílá RERR svým sousedĤm.
x První scénáĜ, kdy uzel pĜijímá datový paket, který chce poslat dále, ale nezná 
cestu k cíli. Skuteþným problémem není, že uzel nezná cestu, ale že nČjaký další 
uzel si myslí, že správná cesta k cíli je pĜes tento uzel. 
x V druhém scénáĜi uzel pĜijímá RERR, která zpĤsobí zrušení nejménČ jedné 
cesty. Jestliže se tak stane, uzel posílá RERR se všemi novými uzly, které jsou 
nyní nedostupné. 
x Ve tĜetím scénáĜi uzel zjistí, že nemĤže komunikovat s jedním ze svých sousedĤ.
Když se tak stane, podívá se do své smČrovací tabulky a cestu, která používá 
souseda, jako další skok oznaþí jako nevhodnou. Pak posílá RERR se sousedy 
a nevhodnými cestami. 
Uzel 3 
Uzel 2 
Uzel 1 
Uzel 4 RREP
RREP
RREP
Route Reply paket 
Cíl: uzel 3 
Zdroj: uzel 4 
Poþet skokĤ: 3 
Seq#: 136 
Seznam cest 
Uzel       Další skok        Seq#         Poþet skokĤ
   4                4                    78                       1 
   3                2                   128                      2 
   2                2                   114                      1 
Když uzel 1 pošle RREP, také porovnává svoji cestu 
uloženou v seznamu cest. Pokud RREP má vyšší 
sekvenþní þíslo, tak je cesta novČjší než-li cesta 
v seznamu. Uzel 1 si tedy provede aktualizaci seznamu. 
Seq#  128 < 136
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Obrázek 4.5 AODV smČrování (RERR) 
4.1.3 ROZŠÍěENÍ AODV O PODPORU QOS – QOS AODV
Základní pĜedstava QoS AODV spoþívá v rozšíĜení zpráv RREQ a RREP bČhem 
fáze hledání cesty. Uzel, který pĜijímá RREQ s rozšíĜením o QoS musí být schopen 
splnit požadavky k tomu, aby buć pĜeposlal RREQ (jestli nemá aktualizovánu cestu 
ve své pamČti), nebo poslal RREP ke zdroji. Jestli po sestavení takové cesty nČjaký uzel 
podél cesty detekuje, že požadované QoS parametry nemohou být déle udrženy, tak 
uzel musí vytvoĜit ICMP QOS_LOST zprávu a vrátit ji ke zdroji. 
Jak jsem se zmínil na zaþátku, je potĜeba nČkolik rozšíĜení ve smČrovací tabulce 
RREQ a RREP zprávách pro podporu QoS smČrování. AODV smČrovací tabulka 
obsahuje následující pole, cílové poĜadové þíslo (destination sequence number), 
rozhraní (interface), poþet skokĤ (hop count), další skok (next hop), seznam pĜedchĤdcĤ
(list of precursors). Navíc k tČmto položkám pro QoS, AODV pĜidává další þtyĜi
elementy, které jsou pĜidány k vlastnostem každé cesty. Tyto rozšíĜení jsou maximální 
zpoždČní, minimální dostupná šíĜka pásma, seznam zdrojĤ vyžadujících záruky 
zpoždČní a seznam zdrojĤ vyžadujících garanci šíĜky pásma.  
Uzel 4 Uzel 4 
Uzel 4 
Uzel 5 
Datový paket 
Cíl: uzel 3 
Zdroj: uzel 1 
Data: 011010 
Route Error 
Uzel 3 
Seznam cest 
Uzel       Další skok        Seq#         Poþet skokĤ
   4                4                    78                      1 
   3                5                   128                     2 
   2                5                   114                     1 
Seznam cest 
Uzel       Další skok        Seq#         Poþet skokĤ
   4                4                     78                       1 
   3                4                    128                      2 
Selhalo spojení
s jedním uzlem. 
Cesta k cíli paketu je 
neznámá. 
1. 2. 
3. 
?
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Maximální zpoždČní signalizuje maximální množství sekund pro pĜenos ze zdroje 
(nebo z mezilehlého uzlu posílajícího RREQ) do cíle. Vždycky uzel pĜijímá RREQ 
ze kterého odeþítá (od zpoždČní indikovaného v RREQ) þas prĤchodu uzlu (node
traversal time), což je þas požadovaný uzlem ke zpracování RREQ. ýas prĤchodu uzlu 
je defaultnČ nastaven na 40 ms, ale mohl by mít rĤznou hodnotu, v pĜípadČ, kdy tento 
uzel má více nebo ménČ energie. Jestli je þas prĤchodu uzlu vČtší než doba zpoždČní
indikovaná v RREQ, tak uzel jednoduše vyĜadí RREQ a dále nezpracovává. Grafické 
znázornČní na obrázku 4.6 ukazuje, jak RREQ1 bylo pĜedáno prostĜedním (core) uzlĤm
bČhem procesu hledání cesty. V každém kroku je zpožćovací pole v RREQ sníženo 
o þas prĤchodu uzlu. Na konci uzel D odpoví RREP zprávou, která bude mít poþáteþní
hodnotu zpoždČní 0. Tato hodnota bude pĜidána k þasu prĤchodu každého uzlu 
a uložena ve smČrovací tabulce pro další RREQ zprávy. PamČĢ hodnot zpoždČní dČlá
z hledání cesty jednoduchý úkol. NapĜíklad budoucí RREQ2 zpráva bude pĜímo
zahozena uzlem B, protože požaduje zpoždČní 10 ms a povolené zpoždČní je 80 ms. 
Obrázek 4.6 Posílání nebo vyĜazení RREQ v závislosti na požadavku zpoždČní 
Postupem þasu mĤže nastat situace, kdy napĜíklad uzel C mĤže zvýšit své zatížení, 
které by zmČnilo þas prĤchodu uzlu z 50 ms na 100 ms. Tato zmČna by ovlivnila veškeré 
závislé uzly, jako uzel B a A. Z tohoto dĤvodu uzel C posílá ICMP QOS_LOST zprávu 
všem potencionálním uzlĤm. To je také dĤvod proþ si každý uzel na poþátku ukládá 
seznam závislých uzlĤ (seznam zdrojĤ vyžadujících záruky zpoždČní).
uzel B 
Traversal  
time=30ms 
cache 
delay (B->D)=80ms
uzel C 
Traversal  
time=50ms 
cache 
delay (C->D)=50ms
Výstup D Vstup A 
RREQ1
delay=100ms 
RREQ1
delay=70ms 
RREQ1
delay=20ms 
RREP1
delay=80ms 
RREP1
delay=50ms 
RREP1
delay=0ms 
RREQ2
delay=10ms 
Traversal_time + delay 
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Minimální dostupná šíĜka pásma je pole, které signalizuje požadované množství 
šíĜky pásma pro specifické spojení (cestu). PĜi každém pĜijetí RREQ musí uzel 
porovnávat jeho dostupnou spojovací kapacitu s kapacitou (šíĜkou pásma) požadovanou 
v RREQ (viz obrázek 4.7). Jestli požadovaná šíĜka pásma není dostupná, pak uzel 
podobnČ jako u zpoždČní RREQ jednoduše vyĜadí a dále nezpracovává. Pokud je šíĜka 
pásma k dispozici, pak žádost bude zpracována, dokud je dosažitelný výstupní uzel. 
V tomto bodČ výstupní uzel D bude odpovídat RREP zprávou, která bude inicializovat 
šíĜku pásma rovnou neurþité hodnotČ (velice velké þíslo). Každý uzel zasílající RREP 
srovnává pole šíĜka pásma v RREP a jeho vlastní spojovací kapacitu. Tato hodnota 
šíĜky pásma bude uložena ve smČrovací tabulce pro budoucí RREQ. PamČĢ hodnot 
šíĜky pásma dČlá z hledání cesty jednoduchý úkol. MĤžeme se opČt podívat na RREQ2 
zprávu, která nebude uspokojena, protože požaduje 80 Kbps, což pĜekraþuje dostupných 
50 Kbps. 
Obrázek 4.7 Posílání nebo vyĜazení RREQ v závislosti na požadované šíĜce pásma 
PodobnČ jako u zpoždČní i zde mĤže uzel v budoucnu snížit spojovací kapacitu, 
která povede ke generaci ICMP QOS_LOST zprávy všem potencionálnČ ovlivnČným 
uzlĤm. Seznam uzlĤ, které jsou ovlivnČny touto vlastností je uložen v seznamu zdrojĤ
požadujících garanci šíĜky pásma. 
uzel B 
Available  
bandwidth=100K 
cache 
band (B->D)=50K
uzel C 
Available  
bandwidth=50K 
cache 
band (C->D)=50K
Výstup D Vstup A 
RREP1
bandwidth=50Kbps 
RREP1
bandwidth=50Kbps 
RREP1
bandwidth=INF 
RREQ2
minband=80K 
min {INF, 50} 
RREQ1
min_bandwidth=10Kbps 
RREQ1
min_bandwidth=10Kbps 
RREQ1
min_bandwidth=10Kbps 
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4.1.4 DSR (DYNAMIC SOURCE ROUTING)
DSR je reaktivní protokol, který mĤže Ĝídit MANET síĢ bez použití periodických 
aktualizací, jako tabulkou Ĝízené smČrovací protokoly. DSR byl navržen speciálnČ pro 
použití v multi-hop bezdrátových Ad hoc sítích. Ad hoc protokol dovoluje síti být zcela 
samo-organizovanou a samo-konfigurující, což znamená, že není potĜeba existence 
žádné síĢové infrastruktury nebo administrativy. 
Proces hledání cesty je vykonáván pouze na základČ požadavku uzlu (on-demand
smČrování). DSR odesilatel (zdroj, iniciátor) urþuje celou cestu od zdroje k cílovému 
uzlu (Source Routing – zdrojové smČrování) a ukládá adresy mezilehlých uzlĤ v cestČ
paketĤ. Ve srovnání s dalšími reaktivními smČrovacími protokoly jako ABR nebo SSA, 
je DSR beacon menší, což znamená, že nejsou potĜeba žádné HELLO pakety mezi uzly 
k oznámení sousedĤm o své pĜítomnosti. DSR byl vyvinut pro MANET s malým 
prĤmČrem mezi 5 a 10 skoky (hop) a uzly by se mČli pohybovat jen mírnou rychlostí. 
DSR je založený na link state algoritmu, což znamená, že každý uzel je schopen 
uložit si nejlepší cestu k cíli. V pĜípadČ nČjaké zmČny v topologii sítČ, pak celá síĢ
dostane tyto údaje formou záplavy. 
DSR obsahuje dvČ fáze : 
x Nalezení cesty, 
x údržba cesty. 
ObČ fáze jsou volány pouze na požádání. 
Nalezení cesty 
Obrázek 4.8 DSR fáze hledání cesty [9] 
Jestliže uzel A má ve své pamČti cestu k cíli (uzlu E), je tato cesta ihned použita. 
V opaþném pĜípadČ je zahájena fáze hledání cesty (obrázek 4.8) : 
x Uzel A (iniciátor) posílá Route Request pakety formou záplavy do sítČ.
x Jestli uzel B v poslední dobČ vidČl jiný Route Request paket ze stejného cíle, 
nebo adresa uzlu B je již uvedena v Route Record, pak uzel B žádost zahodí. 
x Je-li uzel B cílem, tak vrací Route Reply paket k uzlu A. Route Reply obsahuje 
seznam nejlepších cest od iniciátora k cíli. Když iniciátor pĜijímá tyto Route 
Reply pakety, uloží si tuto cestu do své pamČti k následnému posílání paketĤ
k cíli. 
A B C D E
id=2 id=2 id=2 id=2 
´A´ ´A, B´ ´A, B, C´ ´A, B, C, D´ 
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x Jinak uzel B není cílem a posílá, Route Request svým sousedĤm (kromČ
iniciátora). 
Obrázek 4.9 DSR RREQ 
Obrázek 4.10 DSR RREP 
Zdroj 
Cíl
Route cache
(3,5)>{3,6,5} 
Route cache
... Route cache
... 
Route cache
... 
Route cache
... 
RREQ(1,5 {1,2,4}) 
RREQ(1,5 {1,2}) 
RREQ(1,5 {1}) 
RREQ(1,5 {1,2}) 
Route Request (zdroj, cíl {poþet skokĤ})
Zdroj 
Cíl
Route cache
(3,1)>{3,2,1} 
(3,2)>{3,2} 
(3,5)>{3,6,5} 
Route cache
(2,1)>{2,1} 
(2,4)>{2,4} 
Route cache
(1,5)>{1,2,4,5} 
           {1,2,3,6,5} 
Route cache
... 
RREP(5,1 {1,2,4,5}) 
RREP(5,1 {1,2,4,5}) 
RREP(5,1 {1,2,4,5}) 
RREP(5,1 {1,2,3,6,5}) 
Route Reply (zdroj, cíl {zdrojová cesta}) 
Route cache
(5,1)>{5,4,2,1} 
(5,2)>{5,4,2} 
(5,4)>{5,4} 
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Údržba cesty 
V DSR je každý uzel zodpovČdný za potvrzení, který další skok (uzel) ve zdrojové 
cestČ pĜijímá pakety. Také každý paket je posílán pouze jednomu uzlu (hop-by-hop
smČrování). Jestli paket nemĤže být uzlem pĜijat, je opČtovnČ posílán vícekrát, dokud 
není pĜijato potvrzení od dalšího uzlu. OpČtovný pĜenos mĤže mít za následek selhání, 
Route Error zpráva je posílána ke zdroji, který tak mĤže odstranit cestu ze své pamČti.
Obrázek 4.11 DSR Route Error [9] 
Jestliže uzel C nepĜijímá potvrzení od uzlu D po nČjakém množství žádostí, tak 
posílá Route Error k iniciátoru A (obrázek 4.11). Jakmile uzel pĜijme, Route Error
paket, smaže si rozbitou cestu ze své pamČti. Pokud má A další cestu k D, tak posílá 
pakety ihned použitím této nové cesty. Jinak uzel A startuje proces hledání znova. 
Výhody 
Reaktivní protokoly nemají potĜebu pravidelnČ zaplavovat síĢ aktualizací 
smČrovacích tabulek, jako smČrovací protokoly Ĝízené tabulkou. Mezilehlé uzly jsou 
schopny efektivnČ využívat informace z pamČti a tím redukovat režie. Iniciátor se snaží 
najít cestu, pouze když není žádná cesta známa (uložena v pamČti). ŠetĜí se tak šíĜka 
pásma, protože nejsou posílány žádné HELLO pakety. 
Nevýhody
Údržba cesty neopraví rozbité cesty. Rozbitá cesta je oznámena pouze zdroji. DSR 
protokol pracuje efektivnČ pouze v sítích, které mají ménČ než 20 uzlĤ. Problémy se 
také objevují, jestli se vČtšina uzlĤ pohybuje pĜíliš rychle, takže se uzly mohou 
pohybovat pouze mírnou rychlostí. Využití záplavy v síti mĤže zpĤsobit kolize mezi 
pakety. Také zde vzniká malé zpoždČní na poþátku nového spojení, protože iniciátor 
musí nejprve najít cestu k cíli.
A B C D
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4.1.5 OLSR (OPTIMIZED LINK STATE ROUTING PROTOCOL)
OLSR patĜí do skupiny proaktivních smČrovacích protokolĤ, které se vyznaþují tím, 
že informace potĜebné ke smČrování k jednotlivým uzlĤm jsou zjišĢovány ještČ pĜed
vznikem požadavku [11]. Což má za následek minimalizaci zpoždČní pĜi novČ vzniklé 
komunikaci, ale na druhou stranu vzniká vyšší zatížení sítČ režijními informacemi 
a vyšším výpoþetním výkonem. 
Každý uzel v síti pravidelnČ posílá HELLO a Topology Control (TC) pakety. 
HELLO pakety zjišĢují informace o sousedních uzlech, o jejich vlastnostech 
a možnostech. Informace obsahují IP adresu uzlu, poĜadové þíslo (sequence number)
a seznam informací o vzdálenosti k sousedním uzlĤm. Tyto informace jsou pak pomocí 
TC sdČlovány ostatním uzlĤm v síti. Všechny uzly v síti si na základČ tČchto informací 
o sousedních uzlech tvoĜí informaþní databázi a smČrovací tabulku. Ve smČrovacích 
tabulkách uzly ukládají informace o cestách ke každému uzlu v síti. Informace jsou 
aktualizovány : 
x PĜi detekci zmČny v sousedství uzlu, 
x selhala-li cesta k nČkterému z uzlĤ,
x je objevena lepší (kratší) cesta k cíli. 
Rozdíl OLSR od LSR (Links State Protocol) je ten, že OLSR se spoléhá na funkci 
tzv. MPR (multi-point relays). MPR je uzel, který je vybrán jeho pĜímým sousedem 
(jeden skok). Úþelem MPR je minimalizace záplavou vysílaných zpráv v síti. 
Informaþní paket by nemČl být posílán ve stejné oblasti sítČ dvakrát. MPR pomáhá 
redukovat a optimalizovat tento problém. Každý uzel informuje své sousedy (jeden 
skok vzdálené) o jeho MPR v HELLO paketech. Dalším z úþelĤ je snížení velikosti 
HELLO paketĤ.
Každý uzel v síti (obrázek 4.12), v našem pĜípadČ uzel N2, si vybere nČkolik
sousedních uzlĤ v síti. Tyto uzly budou posílat uzlu N2 pakety. Tyto vybrané uzly, N1 
a N6 jsou nazývány MPR uzlu N2. Uzel N2 vybral své MPR k pokrytí všech uzlĤ, které 
jsou vzdáleny pĜesnČ dva skoky od nČj. V našem pĜípadČ N7, N8, N9 a N4. Uzel, který 
není MPR, mĤže þíst pakety posílané z N2, ale nemĤže je posílat.  
vv
Obrázek 4.12 OLSR – výbČr MPR 
N1 
N2 
N6 N3 
N7 N8 N9 N4 
MPR 
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Na obrázku 4.13 vlevo je znázornČno posílání zpráv formou záplavy a vpravo 
zasílání s využitím multi-point relays MPR, kdy je patrné, že pouze MPR mohou posílat 
pakety vpĜed (uzly, které mají svČtlou barvu). 
Obrázek 4.13 Multi-point relays (MPR) 
Výhody 
x Minimální zpoždČní,
x ideální pro použití ve velkých sítích a v sítích s velkou hustotou, 
x OLSR dosahuje vČtší efektivity, než klasické link state algoritmy, v pĜípadČ
hustých sítí, 
x OLSR se vyhýbá extra práci s hledáním cíle a udržováním smČrovacích vstupĤ
pro každý z cílĤ po celou dobu, takto poskytuje nízké pĜenosové zpoždČní pro 
pakety,
x OLSR mĤže být snadno rozšíĜen o podporu QoS. 
Nevýhody
x Je-li síĢ Ĝídká, každý soused uzlu se stává MPR, 
x vysoký kontrolní provoz (režie), redukovány použitím MPR, 
x vyšší výpoþetní požadavky, 
x složitČjší implementace. 
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4.1.6 ROZŠÍěENÍ OLSR O PODPORU QOS – QOLSR 
QOLSR je rozšíĜení protokolu OLSR o podporu QoS požadavkĤ. Dodateþná pole 
pro QoS jsou pĜidána k HELLO a TC zprávám. Žádné další Ĝídící zprávy nejsou 
vytváĜeny. V QOLSR uzel mČĜí QoS metriky jako dostupná šíĜka pásma, zpoždČní,
jitter atd., na spojeních ke svým sousedĤm. Tyto informace o QoS metrikách jsou 
užívány k poþítání QoS – MPR (QMPR) a poté formou záplavy v síti TC zprávami 
poþítána smČrovací tabulka. 
QOLSR cesty obsahují pouze QMPR, jako mezilehlé uzly mezi zdrojem a cílem. 
Pro výbČr MPR, QOLSR vyžaduje stejnou heuristiku užívanou pro výbČr MPR 
v OLSR. Tato heuristika redukuje záplavou vysílané pakety v síti minimalizováním 
opČtovných pĜenosĤ.
QOLSR je proaktivní QoS smČrovací protokol pro MANET sítČ, jehož výhoda je, 
že má optimální cesty ihned dostupné, když jsou potĜeba a to z dĤvodu své proaktivní 
povahy. QOLSR poskytuje koncovou podporu QoS požadavkĤ a minimalizuje vysílání 
(záplavou) kontrolního provozu použitím pouze vybraných uzlĤ, nazvaných MPR 
k opČtovnému vysílání Ĝídících zpráv. Tato technika významnČ redukuje poþet
opČtovných pĜenosĤ požadovaných k záplavČ zpráv všem uzlĤm v síti. QOLSR provádí 
rĤzné funkce, které jsou potĜeba k vykonání smČrování [12] : 
Snímání spojení (Link Sensing)
Snímání spojení je realizováno periodickým vysíláním HELLO zpráv pĜes rozhraní, 
která kontrolují konektivitu. HELLO zpráva je generována separátnČ pro každé 
rozhraní. Výsledkem snímání je informace popisující spojení mezi místními rozhraními 
a vzdálenými rozhraními (tj. rozhraní k sousedním uzlĤm). Je-li poskytnuta dostateþná 
informace spojovací vrstvou, tak mĤže být využita namísto výmČny HELLO zpráv. 
MČĜení QoS spojení (Link QoS Measurement)
Každý uzel musí odhadovat QoS parametry (dostupnou šíĜku pásma, zpoždČní,
cenu, bezpeþnost, spotĜebu energie atd.) na spojeních ke každému rozhraní souseda.  
Detekce sousední a nejlepší QoS podmínky 
V síti s pouze jedním rozhraním pro uzel, mĤže uzel odeþítat sousedy a nejlepší 
QoS podmínky pĜímo z vymČĖovaných informací, jako souþást snímání spojení.  
VýbČr MPR (Multi-point Relay Selection)
Každý uzel vybírá své MPR mezi jeden skok vzdálenými sousedy. MPR jsou 
vybírány tak, aby pokrývaly (v rámci rozsahu) veškeré uzly vzdáleny dva skoky. 
Informace požadovaná k vykonání tohoto výpoþtu je získána periodickou výmČnou
HELLO zpráv. MPR jsou pĜepoþítávány, když dojde ke zmČnČ mezi uzly vzdálenými 
1 popĜ. 2 skoky. 
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QoS MPR (QMPR) 
Každý uzel v síti nezávisle vybírá svoji vlastní sadu QMPR. Tato sada je 
vypoþítána tak, aby obsahovala podmnožinu jeden skok vzdálených sousedĤ, kteĜí
poskytují nejlepší QoS záruky od každého dva skoky vzdáleného souseda k danému 
uzlu. QMPR sada nepotĜebuje být optimální, avšak mČla by dostateþnČ minimalizovat 
vytváĜení TC zpráv v síti. Informace potĜebné k vykonání takového výpoþtu jsou 
získány periodickou výmČnou HELLO zpráv. QMPR daného uzlu jsou deklarovány 
v následující HELLO zprávČ pĜenášené tímto uzlem. QMPR sada je pĜepoþítána dojde-li 
ke zmČnČ mezi uzly vzdálenými 1 popĜ. 2 skoky, nebo je objevena zmČna v QoS 
podmínce. 
QMPR a deklarace nejlepší QoS podmínky (QMPR and Best QoS Conditions 
Declaration)
TC zprávy jsou posílány každým QMPR uzlem v síti v pravidelných intervalech 
k deklaraci svých QMPR voliþĤ a QoS podmínky. Informace pĜenášené tČmito 
zprávami v síti pomáhají každému uzlu sestavovat svojí smČrovací tabulku. 
Sestavení (výpoþet) smČrovací tabulky (Routing Table Calculation)
Každý uzel udržuje smČrovací tabulku, která mu dovoluje smČrovat pakety k cílĤm
v síti s optimální metrikou respektující QoS omezení.  
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4.1.7 TORA (TEMPORALLY – ORDERED ROUTING ALGORITHM)
TORA je adaptivní smČrovací protokol pro multi-hop sítČ, které mají následující 
atributy [10] : 
x Distribuovanou povahu, 
x smČrování bez vzniku smyþek,
x vícecestné smČrování,
x reaktivní nebo proaktivní organizace a údržba cesty, 
x minimalizace kontrolních informací. 
TORA je distribuovaný v tom, že router potĜebuje udržovat pouze informace 
o sousedních routerech (tj. znalost jednoho skoku) [10]. TORA si udržuje stav na základČ
cíle. Avšak nevykonává výpoþet nejkratší cesty a tak metrika používaná ke smČrování 
nepĜedstavuje vzdálenost. Povaha smČrování orientovaná na cíl podporuje smČs
reaktivního a proaktivního smČrování. BČhem reaktivní þinnosti zdroje zahajují 
organizaci cesty k danému cíli na požádání. Tento druh þinnosti mĤže být výhodný 
v dynamických sítích s relativnČ slabým provozem. Nesmí být nutné (ani žádoucí) 
udržovat vždy cesty mezi každým párem zdroj cíl. ZároveĖ vybrané cíle mohou zahájit 
proaktivní operace, podobné tradiþnímu tabulkou Ĝízenému pĜístupu. Toto dovoluje 
udržování cest k cíli, pro které je þasto požadováno smČrování (napĜ. servery nebo brány 
do pevné sítČ). 
TORA je navržen k minimalizaci režijních informací s pĜizpĤsobením sítČ
ke zmČnám topologie. Rozsah Ĝídících zpráv je typicky lokalizovaný k velmi malému 
množství uzlĤ blízkému zmČnČ topologie.
TORA pracuje na vrcholu nižší vrstvy, nebo protokolu, který poskytuje následující 
základní služby mezi sousedními routery : 
x Snímání stavu spojení a objevení souseda, 
x spolehlivé, bezchybné doruþení paketĤ,
x bezpeþné ovČĜení. 
TORA definuje jakési smČrnice ke spojení mezi routery tvoĜící smČrovací strukturu 
použitou k zasílání datagramĤ k cíli. Router pĜiĜazuje smČr (upstream nebo 
downstream) spojení se sousedním routerem na základČ hodnot metriky pĜidružené
routeru. Metrika routeru mĤže být nazývána úroveĖ (výše) routeru (tj. spojení jsou 
smČrována z vyššího routeru k nižšímu routeru). Význam výše a spojovacích režijních 
úkolĤ je takový, že router smí posílat datagramy pouze pro downstream. Spojení od 
routeru k sousednímu routeru s neznámou nebo nedefinovanou výší, jsou považována 
za nevhodné a nemohou se tedy úþastnit komunikace. SouhrnnČ výše routerĤ
a spojovací režijní úkoly tvoĜí smČrovací strukturu, ve které všechny cesty vedou k cíli 
(obrázek 4.14). MĤžeme si všimnout, že C je blíže k cíli než B v rámci množství skokĤ,
ale metrika C (výše) je vČtší, než má B. 
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ÚrovnČ (výše) routerĤ
H(C) > H(B) > H(E) > H(Cíl) 
H(D) > H(A) > H(B) > H(E) > H(Cíl) 
Obrázek 4.14 TORA – úroveĖ (výše) 
TORA mĤže být rozdČlena na þtyĜi základní funkce [10] : vytvoĜení cesty, údržba 
cesty, mazání cesty a optimalizace cesty. VytvoĜení cesty odpovídá výbČru výší, které 
tvoĜí Ĝízenou sekvenci spojení vedoucí k cíli v pĜedtím neĜízené síti, nebo þásti sítČ.
Údržba cesty se odkazuje na pĜizpĤsobení smČrovací struktury v odpovČdi na zmČny
topologie. NapĜíklad ztráta spojení nČjakého z routerĤ, což mĤže vést k tomu, že cesta 
doþasnČ nevede k cíli. Tato událost spouští sekvenci událostí k opČtovnému výbČru výší 
routeru, které pĜeorientují smČrovací strukturu tak, že cesta opČt vede k cíli. 
V pĜípadech, kdy je síĢ rozdČlena, spojení v þásti sítČ, která je oddČlena od cíle musí být 
oznaþeno jako neĜízené a smazáno. Nakonec TORA také obsahuje sekundární 
mechanismus pro optimalizaci cest, ve kterých routery znovu zvolí svoje výše, aby tak 
zlepšili smČrovací strukturu. TORA vykonává tyto þtyĜi funkce pomocí þtyĜ kontrolních 
paketĤ, a sice dotaz (query – QRY), aktualizace (update – UPD), odstranit  (clear –
 CLR) a optimalizace (optimization – OPT). 
A B C
D E Cíl 
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5. SIMULACE V OPNET MODELERU
5.1 OPNET MODELER
Jako prostĜedí pro tvorbu simulací je použit program OPNET Modeler (dále jen 
OM), který umožĖuje návrh, analýzu a simulací sítí. Mezi jeho výhody patĜí možnost 
simulace rozsáhlých sítí, efektivnost, výkonnost a objemné knihovny s dostupným 
zdrojovým kódem. 
Lze modelovat (simulovat) prakticky jakékoliv architektury sítí, ze kterých poté lze 
vytvoĜit rĤzné statistiky pro analýzu sítČ. OM nám také umožĖuje ovČĜit chování 
reálného objektu v rĤzných, i extrémních podmínkách, þímž mĤžeme pĜedcházet
nežádoucím stavĤm. 
Výsledné statistiky lze generovat do formátu XML, HTTP nebo tabulek. 
Simulaþní prostĜedí
x Verze simulaþního programu : OPNET Modeler 14.0.A PL1 (Build 6105).
Systém
x Typ OS : Microsoft Windows XP Professional, verze 2002, SP 2.
5.2 SIMULACE MANET SÍTċ
K simulaci nám poslouží simulaþní program OPNET Modeler jehož vlastnosti jsou 
popsány v kapitole 5.1. 
PĜi vytváĜení nového projektu byla zvolena mapa Campus s rozmČry 10×10 
kilometrĤ. Z nabídky Model Family byl vybrán model MANET_toolbox
a internet_toolbox, který obsahuje jednotlivé komponenty potĜebné pro tvorbu topologie 
sítČ MANET. Z nabídky pro MANET byly pro jednoduchou simulaci použity 
následující : 
x Wireless LAN Server – který mĤže být konfigurován tak, aby podporoval 
nČkterý ze smČrovacích protokolĤ MANET a smČroval pakety mezi klientem 
a serverem. 
x Wireless LAN workstation – mĤže taktéž podporovat nČkterý ze smČrovacích 
protokolĤ MANET a dále je schopna generovat aplikaþní provoz (FTP, e-mail, 
HTTP atd.). 
x Application config – definuje aplikace. 
x Profile config – definuje profil aplikace/í a také nabízí možnost nastavení, kdy 
se jaká aplikace bude spouštČt, kolikrát se v sítí bude moci zopakovat atd. 
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Návrh sítČ je znázornČn na obrázku 5.1. V application_config je nadefinována 
jedna aplikace, a sice FTP. V profile_config je vytvoĜen jeden profil s názvem FTP, 
kterému byla pĜiĜazena nadefinovaná aplikace v application_config. Tento profil je poté 
pĜiĜazen všem stanicím (uzlĤm) v síti. DĤležité také je nastavit podporu pro zvolenou 
aplikaci na serveru. Po tČchto nezbytných krocích je nutný výbČr vhodných 
simulovaných statistik pro následnou analýzu sítČ.
VýbČr simulovaných statistik 
Globální statistiky (Global Statistics)
x Wireless LAN Throughput – reprezentuje celkový poþet bitĤ poslaných mezi 
všemi uzly v síti. 
x Wireless LAN Delay – statistika ukazuje koncové zpoždČní všech pĜijatých
paketĤ v síti. 
Statistiky jednotlivých uzlĤ (Node Statistics)
x Server FTP Load – rychlost, jakou pĜicházejí FTP žádosti na server. 
Parametry simulace 
x Doba trvání – 1 hodina. 
x Poþet událostí – 300. 
x Simulovány byly všechny scénáĜe najednou. 
Simulované scénáĜe
x První scénáĜ (obrázek 5.1) – ukazuje topologii sítČ a znázorĖuje cesty, kterými 
komunikují vzdálenČjší uzly se serverem. Z cest je patrné, že vzdálené uzly 
nekomunikují se serverem pĜímo, nýbrž skoky pĜes ostatní uzly. 
x Druhý scénáĜ (obrázek 5.2) – znázorĖuje tutéž topologii, ale jeden z uzlĤ selhal 
(þervený kĜížek). Je zde vidČt nalezení alternativní cesty pĜi výpadku uzlu. 
x TĜetí scénáĜ (obrázek 5.3) – opČt je použita stejná topologie, s tím rozdílem, že 
jeden z uzlĤ je mobilní pĜiĜazením zvolené trajektorie (zelená šipka). ScénáĜ
ilustruje chování mobilního uzlu a nelezení alternativní cesty. 
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Obrázek 5.1 První scénáĜ – topologie sítČ
Obrázek 5.2 Druhý scénáĜ – výpadek uzlu 
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a) 
b) 
Obrázek 5.3 TĜetí scénáĜ: a) pĤvodní cesta uzlu9, b) alternativní cesta uzlu9 pohybujícího se 
po trajektorii 
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Pro úplnost je nezbytné zde také uvést statistiky, které vznikly provedením 
simulace, a sice prvního scénáĜe. První statistika (obrázek 5.4) ilustruje celkovou 
výkonnost (propustnost) sítČ a druhá statistika (obrázek 5.5) zobrazuje zpoždČní v síti. 
Obrázek 5.4 Výkonnost (propustnost) sítČ
Obrázek 5.5 ZpoždČní v síti 
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5.3 SIMULACE MESH SÍTċ
K návrhu sítČ byly z nabídky Model Family opČt vybrány modely MANET_toolbox
a internet_toolbox. Z tČchto modelĤ byly použity následující komponenty : 
x Application config – viz kap. 5.2. 
x Profile config – viz kap. 5.2. 
x Wireless LAN workstation – viz kap. 5.2. 
x Ethernet Server.
x WLAN Ethernet router – který obsahuje dvČ rozhraní. Jedno rozhraní je pro 
WLAN a druhé rozhraní je pro ethernet. 
Nastavení application_config, profile_config a zobrazovaných statistik je totožné 
jako v pĜedešlé kapitole. Návrh sítČ je vidČt na obrázku 5.6. 
Obrázek 5.6 Návrh sítČ
Brána (WLAN Ethernet Router) je jakýsi mezi uzel pro komunikaci s okolním 
svČtem. Jedno její rozhraní (Ethernet) je pĜipojeno k serveru a druhé (WLAN)
distribuuje komunikaci ostatním uzlĤm. Ze statistik, které vznikly simulací je uvedena 
globální statistika propustnosti (výkonnosti) sítČ (obrázek 5.7) a statistika rychlosti 
s jakou pĜicházejí žádosti FTP na server (obrázek 5.8). 
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Obrázek 5.7 Výkonnost (propustnost) sítČ
Obrázek 5.8 Rychlost jakou pĜicházejí žádosti FTP na server 
53
5.4 SIMULACE SMċROVACÍCH PROTOKOLģ V MANET
Jako simulaþní prostĜedí byl opČt použit simulaþní program OPNET Modeler, jehož 
význaþné vlastnosti jsou popsány v kapitole 5.1. V této verzi programu jsou dostupné 
následující smČrovací protokoly urþené pro použití v MANET, a sice AODV, DSR, 
OLSR a TORA. Rychlost simulace je jednak ovlivnČna nastavením samotného OM 
a také konfigurací poþítaþe, kde byly simulace provádČny.
5.4.1 MODEL SÍTċ
Model sítČ na obrázku 5.9, na kterém budou simulovány a implementovány 
jednotlivé smČrovací protokoly, byl vytvoĜen na prázdném scénáĜi o rozloze 
5×5 kilometrĤ s použitím komponent umístČných v MANET_toolboxu, který byl zvolen 
na zaþátku pĜi vytváĜení scénáĜe. Z tČchto komponent jsou použity manet_station
(mobile_node 0 až mobile_node 26) a RX_Group Config. Nastavené jednotlivé 
parametry tČchto komponent jsou uvedeny níže. Hodnoty ostatních parametrĤ jsou 
defaultní. 
Obrázek 5.9 Model sítČ
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Typ provozu 
Jako provoz je jednak využit režijní provoz samotných protokolĤ a dále provoz 
mezi jednotlivými uzly (modrá þárkovaná þára), který je realizován pomocí 
komponenty ip_traffic_flow. Z nabídky jednotlivých druhĤ provozu byl vybrán 
IP_G711_Voice.
Mobilita uzlĤ
Pohyb uzlĤ (bílá þára) je realizován pĜiĜazením trajektorie každému z uzlĤ zvlášĢ.
Jednotlivé trajektorie jsou vytvoĜeny pomocí nástroje Define_Trajectory (Topology ĺ
Define Trajectory). Doba trvání trajektorie je 16 minut. 
Nastavené parametry manet_station
x Ad hoc smČrovací protokol – vybrán vždy jeden z nabízených (AODV, OLSR, 
DSR, TORA).
x Typ fyzikálního pĜenosu – kódování – Direct Sequence.
x Maximální rychlost pĜenosu – 1 Mbps.
x Vysílací výkon vysílaþe – 0,001 W.
x Citlivost pĜijímaþe – - 95 dBm.
Nastavené parametry RX_Group Config
x RX_Group Config se využívá ke kalkulaci souboru možných pĜijímaþĤ,
se kterými mĤže každý uzel komunikovat. Soubor možných pĜijímaþĤ je omezen 
napĜíklad na základČ vzdálenosti (Distance Threshold). 
x Distance Threshold – 700 m : Tato volba bude omezovat pĜijímaþe mimo 
specifikovanou prahovou hodnotu vzdálenosti. 
Nastavené parametry provozu IP_G711_Voice
x Type of Service (ToS) – interaktivní hlas.
x Record Route Option – všechny pakety : Specifikuje, zda zaznamenat cestu 
paketĤ od zdroje k cíli. Výstup je viditelný napĜíklad v textovém formátu 
(<proj - scen> conv_flow_routes.gdf) viz pĜíloha 1. 
x Traffic Mix – 0,1 % Explicit :Tato volba urþuje druh provozu generovaného 
požadavkem. Požadavek mĤže generovat explicitní provoz (paket po paketu), 
provoz na pozadí nebo nČjakou smČs tČchto provozĤ. Explicitní provoz generuje 
jednotlivé pakety, které reprezentují celkový objem požadavku. Výsledkem je 
velmi detailní reprezentace toku, ale provádČná simulace mĤže být dosti dlouhá. 
Provoz na pozadí pĜedstavuje provoz požadavku v celkové cestČ. K tomu 
abychom následnČ mohli analyzovat zpoždČní jednotlivých tokĤ byla nastavena 
smČs provozu. Tedy 0,1 % provozu je explicitní a zbytek na pozadí. 
x Traffic Start Time – 2. minuta : Specifikuje þas spuštČní požadavkĤ.
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VýbČr simulovaných statistik 
Globální statistiky (Global Statistics)
x VýbČr statistik konkrétního smČrovacího protokolu (AODV, OLSR, DSR, 
TORA).
Statistiky jednotlivých uzlĤ (Node Statistics)
x VýbČr statistik konkrétního smČrovacího protokolu (AODV, OLSR, DSR, 
TORA).
Statistiky požadavkĤ (Demand Statistics)
x Koncové zpoždČní paketĤ (Packet ETE Delay). ýas mezi vytvoĜením paketu 
ve zdrojovém uzlu a jeho pĜijetím v cílovém uzlu. 
x Kolísání zpoždČní paketĤ (Packet Jitter). Rozdíl mezi koncovým zpoždČním
dvou po sobČ jdoucích paketĤ.
Parametry simulace 
x Doba trvání – 16 minut. 
x Poþet událostí – 300. 
x Simulovány byly všechny scénáĜe najednou a výsledné statistiky jsou uvedeny 
v kapitole 5.4.4, kde je také provedena analýza tČchto statistik z pohledu 
režijních informací potĜebných pro smČrování dat, koncového zpoždČní
jednotlivých paketĤ a kolísání zpoždČní.
VytvoĜený model sítČ byl brán jako vzorový a byl použit ve všech ostatních 
simulovaných scénáĜích, které se liší v implementaci konkrétního smČrovacího
protokolu a ve výbČru statistik odpovídajících danému protokolu. Tento postup byl 
zvolen proto, aby bylo možné následnČ všechny statistiky relevantnČ vyhodnotit 
z rĤzných pohledĤ a Ĝíci, který ze smČrovacích protokolĤ je nejvhodnČjší pro použití 
v takovéto MANET síti.  
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5.4.2 SIMULOVANÉ SCÉNÁěE
Simulováno bylo celkem 5 scénáĜĤ, které jsou založeny na modelu sítČ, který byl 
vytvoĜen v kapitole 5.4.1. ScénáĜe pro jednotlivé smČrovací protokoly (Ad hoc) se liší 
pouze v jejich implementaci a jim odpovídajících statistikách. Z dostupných smČrovací
protokolĤ v OM byly simulovány následující : 
x První scénáĜ – AODV, 
x druhý scénáĜ – OLSR, 
x tĜetí scénáĜ – DSR, 
x þtvrtý scénáĜ – TORA. 
V posledním pátém scénáĜi je ilustrována schopnost nalezení alternativní cesty 
v pĜípadČ výpadku jednoho þi nČkolika uzlĤ. Níže jsou popsány nastavené parametry 
jednotlivých smČrovacích protokolĤ a jejich krátká charakteristika. Hodnoty parametrĤ,
které zde nejsou popsány jsou brány jako defaultní a nastaveny pĜímo OM.  
Parametry AODV 
x Gratuitous Route Reply Flag – Enable : Signalizuje, zda by mČla být poslána 
Route Reply zpráva uzlu, který je specifikován v poli IP jako cíl, jestliže uzel 
posílající Route Reply není cíl. 
x Hello Interval – uniform (10,10.1) : Tento parametr udává þasový interval 
pĜenosu HELLO zpráv. 
x Allowed Hello Loss – 3: Volba definuje poþet ztracených HELLO paketĤ, které 
mĤže uzel tolerovat pĜed oznaþením spojení jako pĜerušené.  
x Active Route Timeout – 3 sekundy : Oznaþuje dobu existence položky 
ve smČrovací tabulce.
Parametry OLSR 
x Willingness – default : Udává, jak ochotný je uzel posílat data ostatním uzlĤm. 
Ochotu uzlu lze nastavit na „nikdy ochotný“, kdy si uzel nepĜeje pĜenášet data 
pro ostatní a „vždy ochotný“, kdy je uzel vždy ochoten pĜenášet data. Volba 
default je brána jako normální. Tento parametr je založen na dostupnosti zdrojĤ
jako baterie, kapacita atd. pro jednotlivé uzly. 
x Hello Interval – 2 sekundy : Tento parametr specifikuje, jak þasto budou vysílány 
HELLO pakety, nezbytné k udržování souvislostí mezi sousedními uzly. 
x TC Interval – 5 sekund : Specifikuje, jak þasto budou vysílány TC zprávy, které 
jsou vytváĜeny MPR a nesou informaci o topologii. Používají se pro výpoþet 
smČrovací tabulky. 
x Neighbor Hold Time – 6  sekund : Parametr vyjadĜuje expiraci (vypršení) spojení 
a je typicky nastaven na trojnásobek Hello Intervalu a není-li v tomto intervalu 
pĜijat HELLO paket jistého spojení, je toto spojení oznaþeno jako ztracené. 
S každým pĜicházejícím paketem je þasovaþ resetován. Jestliže jsou všechna 
spojení k sousednímu uzlu oznaþena jako ztracená, je uzel oznaþen jako 
nedosažitelný.
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Parametry DSR 
x Route Cache Export – Export : Export pamČti smČrování do výstupní tabulky. 
Ukázka þásti tabulky je dostupná v pĜíloze 2. 
x Request Table Size – 10 uzlĤ: Udává maximální poþet cílĤ (uzlĤ), které mĤže
tabulka žádostí udržovat. 
x Maximum Request Table Identifiers – 16 : Maximální poþet hodnot 
identifikace udržovaných v každé položce Route Request tabulky pro 
specifickou cílovou adresu. 
x Maximum Request Period – 10 sekund : Po každém pokusu o nalezení cesty je 
interval mezi dalším hledáním pro tento cíl dvojnásobný, až do hodnoty uvedené 
v tomto parametru, dokud není pĜijata platná Route Reply zpráva od cíle. 
x Maximum Buffer Size – 50 paketĤ: Maximální velikost vyrovnávací pamČti.
Parametry TORA 
x Mode of Operation – On Demand : Specifikuje, v jakém režimu budou uzly 
v síti hledat cestu k dalším uzlĤm v síti. V režimu na požádání (on demand)
budou uzly zaplavovat síĢ dotazy, když paket ještČ nezná cestu k cíli. 
V proaktivním režimu (volba proactive) uzly pravidelnČ posílají OPT 
(optimalizaþní) pakety svým sousedním uzlĤm.  
x OPT Transmit Interval – 300 sekund : V proaktivním režimu parametr 
specifikuje, jak þasto budou vysílány OPT pakety. 
x IP Packet Discard Timeout – 10 sekund : Pokud nemĤže být nalezena cesta, tak 
tento parametr urþuje, jak dlouho bude paket ve frontČ, pĜedtím, než je vyĜazen. 
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5.4.3 SMċROVÁNÍ DAT
Pro zobrazení, jakou cestou probíhalo smČrování dat, se zvolí z hlavní nabídky 
Protocols ĺ IP ĺ Demands ĺ Display Routes for Configured Demands. V levém 
panelu okna lze vybrat cesty pro konkrétní požadavky. Pro pĜehlednost byl vybrán 
pouze jeden požadavek (mobile_node_0 ĺ mobile_node_5). V pravé þásti okna lze 
vybrat a zobrazit cesty pro daný požadavek v urþitém þase, což je znázornČno na 
obrázku 5.10 rĤznými barvami. Lze si také všimnout, že jednotlivé stanice nejsou 
ve výchozí poloze vzhledem ke vzorovému modelu sítČ, ale je zde využito funkce 
offsetu (zatrženo pole Show node movement time offset) pro znázornČní polohy stanic 
v daném þase vzhledem ke zvolené trajektorii.  
Obrázek 5.10 SmČrování dat v AODV 
Na obrázku 5.11 je uvedena ukázka smČrování dat u protokolu OLSR. PĜi pohledu 
na obrázek se mĤže zdát, že by smČrování dat mohlo probíhat kratší cestou, ale je to 
správnČ. Musíme totiž brát na vČdomí vlastnost protokolu OLSR a sice, že komunikuje 
s ostatními uzlu pouze pĜes své MPR a také neopomenout vzájemnou mobilitu uzlĤ.
59
Obrázek 5.11 SmČrování dat v OLSR 
SmČrování dat u protokolu DSR ukazuje obrázek 5.12. U tohoto protokolu 
dovoluje OM exportovat smČrovací tabulku, která je pro požadavek (mobile_node_0 ĺ
mobile_node_5) uvedena v pĜíloze 2. 
Obrázek 5.12 SmČrování dat v DSR 
60
U protokolu TORA nenabízí OM zobrazení smČrování dat v rĤzných þasech, ale 
pouze v jednom þase. SmČrování dat je vidČt na obrázku 5.13.
Obrázek 5.13 SmČrování dat v TORA 
Výpadek nČkolika uzlĤ
Na posledním pátém simulovaném scénáĜi je ilustrována schopnost nalezení 
alternativní cesty v pĜípadČ výpadku nČkolika uzlu. Na obrázku 5.14 jsou ukázány 
pĤvodní cesty požadavkĤ (mobile_node_0 ĺ mobile_node_5 a mobile_node_13 ĺ
mobile_node_9). A na obrázku 5.15 alternativní cesty tČchto požadavkĤ v pĜípadČ
výpadku dvou uzlĤ (þervený kĜížek). Výpadek uzlu mĤže napĜíklad nastat v pĜípadČ
vypršení (expirace) spojení, nebo pĜi vzdálení mobilního uzlu mimo dosah daného uzlu 
atd.
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Obrázek 5.14 PĤvodní cesty požadavkĤ
Obrázek 5.15 Alternativní cesty požadavkĤ
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5.4.4 POROVNÁNÍ SMċROVACÍCH PROTOKOLģ
K porovnání smČrovacích protokolĤ poslouží statistiky vzniklé simulací 
jednotlivých protokolĤ souþasnČ. SmČrovací protokoly budou porovnány jednak 
z pohledu množství smČrovacích informací potĜebných k nalezení cesty od zdroje k cíli 
a také z pohledu koncového zpoždČní a kolísání zpoždČní pro jednotlivé požadavky. 
Na obrázku 5.16 je statistika množství pĜijatých smČrovacích informací v bitech/s 
pro celou síĢ. Již na první pohled si lze všimnout rozdílu mezi proaktivním a reaktivním 
pĜístupem ke smČrování. Zástupcem proaktivního pĜístupu je protokol OLSR (zelená 
kĜivka), kdy je zĜejmé, že si protokol sestavuje smČrovací tabulku již od poþátku
a v pĜípadČ vzniku požadavku je cesta již známa, z þehož plyne nízké zpoždČní. Na 
druhou stranu musí být tabulka pĜi každé zmČnČ v síti aktualizována, což má za 
následek vysoké smČrovací informace, které mohou vést až k zahlcení sítČ. Zástupci 
reaktivního pĜístupu jsou protokoly AODV (modrá kĜivka) a DSR (þervená kĜivka). 
Tyto protokoly zaþínají hledat cestu k cílovému uzlu až pĜi vzniku požadavku, tedy 
okolo druhé minuty.  
Obrázek 5.16 Množství pĜijatých smČrovacích informací 
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Protokol DSR nemá potĜebu pravidelnČ zaplavovat síĢ aktualizací smČrovacích
tabulek, jako smČrovací protokoly Ĝízené tabulkou. Mezilehlé uzly jsou schopny 
efektivnČ využívat informace z pamČti a tím redukovat režie, proto také protokol 
vykazuje nejnižší smČrovací informace. SmČrovací informace protokolu AODV jsou 
podstatnČ vyšší než-li u protokolu DSR, protože AODV používá periodické zasílání 
HELLO paketĤ pro zjištČní informací o svých sousedních uzlech.  
Protokol TORA (svČtle modrá kĜivka) využívá kombinaci proaktivního 
a reaktivního pĜístupu ke smČrování, což má za následek špiþky ve statistice. 
Na obrázcích 5.17-5.20 je znázornČno zpoždČní pro jednotlivé požadavky provozu 
pĜi použití jednotlivých smČrovacích protokolĤ. Dle tabulky 3.2 maximální zpoždČní 
nesmí pĜesáhnout 200 ms pro úspČšný pĜenos hlasu a videa. Této podmínce vyhovují pro 
všechny požadavky provozu protokoly OLSR, AODV a DSR, pĜiþemž nejmenšího 
zpoždČní dosahuje protokol OLSR, který již pĜed vznikem požadavkĤ zná cesty 
k jednotlivým uzlĤm. U protokolu DSR si mĤžeme všimnout výkyvĤ ve zpoždČní, tyto 
výkyvy jsou zpĤsobeny tím, že v urþitý moment dojde ke ztrátČ cesty a musí být znovu 
zahájeno hledání nové cesty, což zpĤsobí prudký nárĤst zpoždČní, a po nalezení nové 
cesty dochází k jeho poklesu. Ke ztrátČ cesty nejþastČji dochází vlivem mobility uzlĤ.
U protokolu TORA jsou pĜi vzniku požadavkĤ, na zaþátku komunikace špiþkové
hodnoty, které jsou nejvíce vidČt na obrázcích 5.18-5.20. Vzhledem k tomu, že se jedná 
o špiþkové hodnoty na poþátku komunikace, jsou zpĤsobeny poþáteþním zjišĢováním 
stavu okolí uzlu. 
Obrázek 5.17 ZpoždČní mobile_node_0 ĺ mobile_node_5 
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Obrázek 5.18 ZpoždČní mobile_node_13 ĺ mobile_node_9 
Obrázek 5.19 ZpoždČní mobile_node_15 ĺ mobile_node_21 
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Obrázek 5.20 ZpoždČní mobile_node_20 ĺ mobile_node_24 
PĜi pĜenosu hlasu a videa pĜes síĢ je také dĤležitým parametrem kolísání zpoždČní,
neboli jitter. Jedná se o nejhoršího nepĜítele hlasových služeb. Kolísání zpoždČní v síti 
je variace v intervalech mezi pĜíchody paketĤ, zpĤsobené zátČží sítČ, zmČnou topologie 
a smČrováním v síti [1]. Podle tabulky 3.2 je maximální pĜípustné kolísání zpoždČní 
30 ms. Obrázky 5.21-5.24 ukazují jitter pro jednotlivé požadavky provozu a jednotlivé 
smČrovací protokoly. PodobnČ jako u zpoždČní i u kolísání vykazuje nejlepší výsledky 
protokol OLSR a splĖuje podmínku 30 ms pro všechny požadavky provozu. Kolem 
hranice 30 ms se pohybují i výsledky protokolu AODV a pomineme-li špiþkové hodnoty 
na poþátku komunikace, tak i protokol TORA. DĤvod špiþek na poþátku komunikace je 
stejný jako u zpoždČní. Protokol DSR vykazuje podobnČ jako u zpoždČní þasté prudké 
výkyvy, zpĤsobené opČt ztrátou cest a mobilitou uzlĤ. Stejný pĤvod mají také výkyvy 
u protokolu TORA (obrázek 5.21) a protokolu AODV (obrázek 5.24). 
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Obrázek 5.21 Jitter mobile_node_0 ĺ mobile_node_5 
Obrázek 5.22 Jitter mobile_node_13 ĺ mobile_node_9 
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Obrázek 5.23 Jitter mobile_node_15 ĺ mobile_node_21 
Obrázek 5.24 Jitter mobile_node_20 ĺ mobile_node_24 
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ZÁVċR
Diplomová práce se zabývala smČrovacími protokoly pro sítČ s volnou topologií. 
Mezi hlavní rysy bezdrátových Ad hoc sítí patĜí dynamická povaha sítČ (þasté 
zmČny topologie), dále síĢ postrádá pevnou infrastrukturu a každý uzel v síti mĤže
zastávat funkci smČrovaþe a pĜedávat tak data dalším uzlĤm. To je také hlavní rozdíl 
oproti drátovým síĢovým technologiím. Všechny uzly v síti sdílejí pĜenosové médium, 
z þehož vyplývá náchylnost sítČ k rušení. Mezi bezdrátové Ad hoc sítČ patĜí senzorové 
sítČ a mobilní Ad hoc sítČ (MANET). 
Uzly uvnitĜ MANET sítČ (RFC 2501) se sami-organizují, mohou se volnČ
pohybovat a tím rychle a nepĜedvídatelnČ mČnit topologii sítČ. DĤležité je poznamenat, 
že MANET síĢ mĤže vystupovat jak samostatnČ, tak mĤže být i pĜipojena do internetu. 
Topologie sítČ mesh je charakteristická tím, že nabízí více možných spojĤ mezi uzly, 
kdy se mĤže jednat o plnČ propojenou síĢ (full mesh), nebo o þásteþnČ propojenou síĢ
(partial mesh). SítČ s takovou topologií jsou vysoce spolehlivé, ovšem za cenu velkých 
nákladĤ
Motorola MESH sítČ jsou založeny na architektuĜe oznaþované jako MEA 
(Motorola Enable Access), kdy každá koncová stanice souþasnČ funguje jako 
základnová. Je dĤležité Ĝíci, že taková mesh síĢ není novým typem rádiové modulace, 
jedná se pouze o spojení nynČjších a nových rádiových technologií, což znamená, že 
tato technologie mĤže být uplatnČna na každé z rádiových schémat. MEA je prakticky 
schopna využívat spektrum od 900 MHz až po zhruba 7 GHz. Motorola MESH sítČ
v praxi poskytují tĜi Ĝešení, a sice MOTOMESH Solo, MOTOMESH Duo 
a MOTOMESH Quattro. Solo Ĝešení využívá jediné pásmo 2,4 GHz. Duo Ĝešení je 
dostupné buć v konfiguraci s využitím pásma 2,4 GHz (802.11 b/g) nebo v konfiguraci 
s dodateþným pásmem 5,8; 5,4 nebo 4,9 GHz (802.11a). Poslední Ĝešení Quattro využívá 
nelicencované pásmo 4,9 GHz a licencované pásmo 2,4 GHz a každý pĜístupový bod 
obsahuje dva WiFi a dva MEA standarty, což poskytuje flexibilní širokopásmový 
pĜístup.
V dnešních sítích se používají dva hlavní zpĤsoby zajištČní QoS a sice IntServ
(Integrated Services) a DiffServ (Differentiated Services). ZajištČní QoS v MANET je 
ovšem dosti složité, a to z dĤvodu þasté zmČny topologie, spojovacích omezení 
a omezené šíĜky pásma. Mnoho návrhĤ Ĝešení QoS pro internet nejsou vhodná pro 
použití v MANET, musí být pĜizpĤsobena. Model IntServ ve spojitosti s RSVP není 
vhodný pro použití v MANET, protože by kladl obrovské nároky na pamČĢ
a zpracování režijních informací pro každý mobilní uzel. Model DiffServ také nelze 
použít, z dĤvodu nemožnosti pĜesnČ Ĝíci co je jádro (core) a vstupní nebo výstupní 
router. Proto v roce 2000 byl navržen model FQMM (Flexible QoS Model for MANET),
který využívá jak vlastností IntServ, tak i vlastností DiffServ. 
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SmČrovací protokoly v sítích s volnou topologií lze rozdČlit do nČkolika skupin. 
Protokoly popsány v DP patĜí do skupin proaktivních (OLSR) a reaktivních (AODV, 
DSR) protokolĤ. Proaktivní protokoly udržují trvale kompletní smČrovací informace, 
které jsou pak ihned k dispozici, z þehož plyne nízké zpoždČní. Na druhé stranČ
reaktivní protokoly hledají cestu až v okamžiku vzniku požadavku, což má za následek 
zase vČtší zpoždČní. Posledním uvádČným protokolem je protokol TORA, který je 
jakousi smČsí proaktivního a reaktivního smČrování.
K urþení, který protokol vykazoval nejlepší výsledky bylo potĜeba protokoly 
dĤkladnČ porovnat. Vzhledem k tomu, že uzly sdílejí šíĜku pásma a šíĜka pásma je 
omezená je z tohoto pohledu dĤležitým faktorem množství smČrovacích informací 
potĜebných k nalezení cesty. Nejhorší výsledky vykazuje protokol OLSR, což se 
z podstaty proaktivního smČrování dalo oþekávat. Naopak výsledky nejlepší vykazuje 
protokol DSR, který nemá potĜebu zaplavovat síĢ aktualizacemi smČrovacích tabulek 
a cestu hledá jen na požádání. Abychom mohli Ĝíci, který protokol je nejlepší pro pĜenos
dat citlivých na zpoždČní a kolísání zpoždČní (hlas, video) musíme protokoly porovnat 
i z tČchto dvou pohledĤ. Hodnoty zpoždČní a kolísání zpoždČní jsou srovnávány 
s tabulkovými hodnotami, které jsou pro zpoždČní 200 ms a pro kolísání 30 ms. Nejlepší 
protokol z pohledu zpoždČní i kolísání zpoždČní (jitter) je OLSR, dále také protokol 
AODV vykazuje velmi dobré výsledky. Nevýhoda protokolu DSR je ta, že nedokáže 
opravit rozbitou cestu, což zpĤsobuje znaþné výkyvy jak zpoždČní, tak kolísání 
zpoždČní. Protokol TORA mimo poþáteþní špiþkové hodnoty vykazuje taktéž velmi 
uspokojivé výsledky.
SmČrovací protokoly v MANET vhodné pro pĜenos multimediálních dat (hlas, 
video) jsou protokoly OLSR a AODV. Pro model sítČ vytvoĜený v rámci simulace je 
v pomČru množství režijních informací/zpoždČní resp. jitter nejlepší protokol AODV. 
Nelze však Ĝíci obecnČ, který z protokolĤ je nejlepší, je tĜeba vždy pĜihlédnout na danou 
topologii sítČ, na množství uzlĤ, na poþet a rychlost mobilních uzlĤ a také na dostupné 
zdrojové prostĜedky.
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PěÍLOHY
PĜíloha 1: Ukázka þásti textového souboru  
manet_1 – scenario_5km_AODV_mob-DES-1-conv_flow_routes.gdf 
Campus Network.mobile_node_0,Campus 
Network.mobile_node_5,131.65,0,mobile_node_0 --> mobile_node_5,Campus 
Network.mobile_node_0,None,Campus Network.mobile_node_1,None,Campus 
Network.mobile_node_13,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_3,None,Campus Network.mobile_node_4,None 
Campus Network.mobile_node_0,Campus 
Network.mobile_node_5,131.65,1,mobile_node_0 --> mobile_node_5,Campus 
Network.mobile_node_0,None,Campus Network.mobile_node_1,None,Campus 
Network.mobile_node_13,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_3,None,Campus Network.mobile_node_4,None 
Campus Network.mobile_node_13,Campus 
Network.mobile_node_9,131.95,2,mobile_node_13 --> mobile_node_9,Campus 
Network.mobile_node_13,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_3,None
Campus Network.mobile_node_13,Campus 
Network.mobile_node_9,131.96,3,mobile_node_13 --> mobile_node_9,Campus 
Network.mobile_node_13,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_3,None
Campus Network.mobile_node_0,Campus 
Network.mobile_node_5,132.48,4,mobile_node_0 --> mobile_node_5,Campus 
Network.mobile_node_0,None,Campus Network.mobile_node_1,None,Campus 
Network.mobile_node_13,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_3,None,Campus Network.mobile_node_4,None 
Campus Network.mobile_node_20,Campus 
Network.mobile_node_24,135.97,5,mobile_node_20 --> 
mobile_node_24,Campus Network.mobile_node_20,None,Campus 
Network.mobile_node_18,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_8,None,Campus Network.mobile_node_11,None 
Campus Network.mobile_node_20,Campus 
Network.mobile_node_24,135.98,6,mobile_node_20 --> 
mobile_node_24,Campus Network.mobile_node_20,None,Campus 
Network.mobile_node_18,None,Campus Network.mobile_node_14,None,Campus 
Network.mobile_node_8,None,Campus Network.mobile_node_11,None 
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