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Family of Solvable Generalized Random Matrix Ensembles with Unitary Symmetry
K. A. Muttalib and J. R. Klauder∗
Department of Physics, University of Florida, P.O. Box 118440, Gainesville, FL 32611-8440
We construct a very general family of characteristic functions describing Random Matrix Ensem-
bles (RME) having a global unitary invariance, and containing an arbitrary, one-variable probability
measure which we characterize by a ‘spread function’. Various choices of the spread function lead to
a variety of possible generalized RMEs, which show deviations from the well-known Gaussian RME
originally proposed by Wigner. We obtain the correlation functions of such generalized ensembles
exactly, and show examples of how particular choices of the spread function can describe ensembles
with arbitrary eigenvalue densities as well as critical ensembles with multifractality.
PACS numbers: 05.40.-a, 05.60.-k, 05.90.+m
The concept of Random Matrix Ensembles (RME),
originally proposed by Wigner to describe statistical
properties of the eigenvalues and eigenfunctions of com-
plex nuclei [1], have proved to be a very useful idea in the
studies of a wide variety of physical systems including
equilibrium and transport properties of disordered quan-
tum systems, quantum chaos, two-dimensional quantum
gravity, conformal field theory and chiral phase transi-
tions in quantum chromodynamics as well as financial
correlations and wireless communications [2, 3]. The un-
derlying reason for such a wide range of applications is
the universality of the correlations between eigenvalues
of given classes of RMEs. For example, once appropriate
variables are chosen in which the mean spacing between
eigenvalues is unity, the Gaussian ensembles of random
N × N matrices (with given symmetries) have, in the
N → ∞ limit, a universal (zero parameter) form for
the nearest neighbor spacing distribution or the spectral
rigidity (number variance of eigenvalues in a given range)
known generally as the Wigner-Dyson distribution [1].
The appropriately scaled energy levels of complex nuclei
and transmission levels of weakly disordered mesoscopic
metals both follow the above universal distributions even
though the physical sizes of the systems differ by about
nine orders of magnitude [4].
More recently, much interest has been generated in
finding RMEs that deviate from the universal properties
of the Gaussian Ensembles in specific ways. One partic-
ular example is the attempt to find ‘critical’ ensembles
relevant for systems at the critical point of e.g. the Ander-
son transition in disordered conductors where the spacing
distribution or the spectral rigidity is known to deviate
from those of Gaussian RMEs [5, 6, 7]. Another example
is the attempt to find a one-parameter generalization of
the Gaussian RME that can describe a monotonic change
from the universal Wigner-Dyson distribution to a com-
pletely uncorrelated Poisson distribution as the parame-
ter is changed, which may be relevant for a crossover from
a chaotic to an integrable system [8]. Yet another exam-
ple is the observation for financial cross-correlation ma-
trices in which statistics of most eigenvalues agree with
the universal predictions of Gaussian RMEs but there
are deviations for a few of the largest eigenvalues [9]. It
is therefore of great interest to a wide variety of areas
and disciplines to study RMEs that are in some sense
generalizations of the Gaussian RMEs.
In seeking generalizations of Gaussian RMEs, suit-
able for arbitrarily many variables, it is natural to begin
with the probability distributions PN (X), where X de-
notes an N × N Hermitian matrix. Gaussian ensembles
have centered distributions that are in fact (exponential)
functions of the single variable tr(X2). It is natural to
restrict our generalizations to probability distributions
PN (X) = WN (tr(X
2)). One such example that might
come to mind could be PN (X) ∝ exp(−[tr(X2)]2), but
although such a proposal is satisfactory for any finite
N , it fails to generalize to a valid new distribution as
N → ∞. The clue to discovering the proper class of
generalizations is to work not directly with the distri-
bution PN (X) themselves, but with their Fourier trans-
forms, i.e., with the associated characteristic functions
[11] CN (T ) given by
CN (T ) =
∫
ei tr(TX)PN (X)dVX (1)
with CN (0) = 1. The integration is over the invariant
Haar measure that preserves hermiticity. In the present
work we first prove that if CN (T ) is a function of tr(T
2)
only, then the most general CN (T ), valid for arbitrarily
large N , can always be written as
CN (T ) =
∫ ∞
0
e−b tr(T
2)f(b)db ,
∫ ∞
0
f(b)db = 1 (2)
where f(b) is any non-negative function, which may be
chosen phenomenologically. While Eq. (2) is evidently a
positive superposition of Gaussians, a vast family of dis-
tributions is thereby included, e.g., Cauchy, Levy, etc.;
this result generalizes the specialized and more restric-
tive examples of [12]. We then show that the n-point
correlation function for the corresponding unitary RME
[10] of the matrices X with eigenvalues xi can be written
2down exactly as
Rn(x1 · · ·xn) =
∫ ∞
0
dbf(b)
(4b)n/2
det[KGN (x¯i, x¯j)]i,j=1,2,···n.
(3)
Here we have defined x¯i = xi/2
√
b, and KGN(xi, xj) =∑N−1
n=0 ϕn(xi)ϕn(xj) is the well-known 2-point kernel of
the Gaussian RME [1], where ϕn(x) ∝ e−x2/2Hn(x) are
orthonormal functions associated with the Hermite poly-
nomials Hn(x). In particular, the one-point function is
just the density of levels, given (in the large N limit) by
σN (x) =
√
2N
2pi
∫ ∞
x2/8N
dbf(b)
b1/2
√
1− x2/8Nb, (4)
where we have used the known result that for large N ,
KGN(x, x) ≡ σGN (x) =
√
2N − x2/pi for |x| <
√
2N and
zero otherwise [1]. It is clear that one can obtain dif-
ferent x and N dependence for the densities by choosing
different f(b). Similarly, the two point cluster function
defined as T2(x1, x2) ≡ −R2(x1, x2) +R1(x1)R1(x2) has
the form T2 = T
0
2 − δT2, where
T 02 (x1, x2) =
∫ ∞
0
dbf(b)
4b
[KGN(x¯1, x¯2]
2 (5)
and
δT2 =
∫ ∞
0
dbf(b)
4b
σGN (x¯1)σ
G
N (x¯2)− σN (x1)σN (x2). (6)
We call f(b) the ‘spread function’. Note that the Gaus-
sian RME corresponds to the choice f(b) = δ(b − b0),
for which δT2 is identically zero. Other choices of the
spread function can describe a variety of possible gen-
eralized RMEs. Alternatively, correlation functions of
a physically relevant RME of matrices X characterized
by a given CN (T ) can be obtained exactly if the corre-
sponding spread function f(b) can be identified. For ex-
ample, CN (T ) = e
−b0
√
tr T 2 will correspond to a choice
of f(b) ∝ b−3/2e−b20/b, for which the exact correlation
functions can be easily written down.
The universal features of Gaussian RMEs arise in the
N →∞ limit and when the variables are chosen in which
the mean level spacing is unity (this is known as ‘unfold-
ing’). In place of x1 and x2 one defines new variables ρ
and ζ such that dρ = σ(x1)dx1, dζ = σ(x2)dx2, and the
new cluster function
Y2(ρ, ζ)dρdζ ≡ T2(x1, x2)dx1dx2 (7)
is well defined everywhere in the limit N → ∞. For
Gaussian RMEs, there exists the sum rule that the inte-
gral of Y2(ρ, ζ) over ρ is always unity. It has been argued
[13, 14] that the violation of this sum rule is a signature
of critical ensembles, where the deficit of the sum rule
(for translationally invariant cluster functions)
η ≡ 1−
∫ ∞
−∞
Y2(ρ, ζ)dρ (8)
is related to the multi-fractality of wave functions at the
critical point [15]. We will show that there are choices
for f(b) for which the sum rule is violated. These choices
would then correspond to critical ensembles.
We begin by proving that if C(T ) is a function of
tr (T 2), then the most general CN (T ), valid for arbitrar-
ily large N , can be written in the form Eq. (2). Note that
if C(T ) is a function of tr (T 2) only, then from Eq. (1)
we have PN (U
†XU) = PN (X) where U is unitary. Thus
the distribution is invariant under a rotation of basis.
Proof of Eq. (2): We suppose that
C(T ) ≡ E(‖T ‖22) ≡
∫
ei tr(TX) dµ(X) , (9)
for all Hermitian T with ‖T ‖22 ≡ tr(T 2) <∞, where µ is
a suitable probability measure. It follows that C(T−S) =
E(‖T − S‖22) is a real, continuous function of positive
type, and the GNS Theorem [16] ensures that there exist
vectors |T 〉 and |S〉 in a separable Hilbert space such that
〈S|T 〉 ≡ E(‖T − S‖22) . (10)
A family of operators V (U) may be defined by
〈S|V (U)|T 〉 ≡ 〈S|T + U〉 = E(‖T + U − S‖22) , (11)
and it readily follows that V (U) is an Abelian group of
unitary operators for which the operator norm ‖V (U)‖ =
1. Now consider the sequence U (M) = {U (M)rs } where
U (M)rs ≡
√
u δrMδsM , u ≥ 0 , 1 ≤M <∞ . (12)
It follows that the weak operator limit
lim
M→∞
〈S|V (U (M))|T 〉 = E(‖T −S‖22+u) ≡ 〈S|A(u)|T 〉 ,
(13)
an expression that defines the operator A(u) for all u ≥
0. Clearly, A(u)† = A(u), A(u)A(v) = A(u + v), and
‖A(u)‖ ≤ 1, and therefore A(u) = e−uB, where B† =
B ≥ 0. Hence,
E(u) = 〈0|e−uB|0〉 =
∫ ∞
0
e−ub dm(b) , (14)
where m is a probability measure, and the latter relation
follows from the spectral representation for B. Finally, if
we assume that m is absolutely continuous and replace
u by ‖T ‖22, we recover Eq. (2). This completes the proof
of Eq. (2).
We next show that given Eq. (2), the n-point correla-
tion function is given by Eq. (3).
Proof of Eq. (3): Given the characteristic function
Eq. 2, the probability density is, from Eq. 1,
PN (X) ∝
∫ ∞
0
dbf(b)
∫
e−i tr(TX)e−b tr(T
2)dVT . (15)
3The integral over N2 independent elements of T results
in
PN (X) ∝
∫ ∞
0
dbf(b)
bN2/2
e−tr(X
2)/4b. (16)
The joint probability distribution of the eigenvalues of X
is then given by [1]
PN ({xi}) ∝
∫ ∞
0
dbf(b)
bN2/2
∏
i<j
(xi − xj)2e−
∑
i
x2
i
/4b , (17)
where
∏
i<j(xi − xj)2 is just the Jacobian of trans-
formation from the matrix element to the eigen-
value/eigenvector coordinates. We now take advantage
of the known results for Gaussian Random Matrix En-
sembles by noting that before the b-integral, a change of
variables x¯i = xi/2
√
b changes the distribution to exactly
Gaussian RME with some additional b-dependent terms;
this leads directly to Eq. (3). This completes the proof
of Eq. (3).
As an example, let us consider the spread function
f(b) ∝ bN2/2+ν−1e−ε2/4be−γb. Then
PN (X) ∝
(
ε2 + tr (X2)
4γ
)ν/2
Kν
(√
γ(ε2 + tr (X2))
)
,
(18)
where Kν is a modified Bessel function. In the limit
γ → 0, choices of ν would include ensembles of Le´vy
matrices [17]. If ν = −n where n is a positive integer,
then in the same limit γ → 0 this gives rise to PN (X) ∝
(ε2 + tr (X2))−n, while in the opposite limit γ →∞ we
get PN (X) ∝ (ε2 + tr (X2))−(n/2+1/4)e−
√
γ(ε2+tr (X2)).
The 2-point correlation function for all γ and ε can be
written down exactly from Eqs. (5) and (6).
As an explicit example of how novel behavior of the
correlation functions may arise for some choices of f(b)
in the large N limit, let us consider the level density for
f(b) = cN
2b¯+ 1
[b¯(b¯ + 1)]3/2
, b < b0;
= 0, b > b0 (19)
where b¯ ≡
√
8Nb and b0 is determined from the nor-
malization condition. We choose cN such that b¯0 ≡√
8Nb0 ≫ 1. Then the density obtained from Eq. (4)
is given by
σN (x) ≈ 1
pi
cN√
x(x + 1)
, (20)
which is similar to that satisfied by the transmission
eigenvalues in disordered conductors and is known to lead
to deviations from Gaussian RME [4, 7]. Note that the
density diverges as 1/
√
x in the limit x → 0. It is clear
that by appropriately choosing the spread function f(b),
one can obtain a variety of densities that can go to zero,
a constant or infinity as a function of x as x → 0. One
can also choose f(b) to obtain an N -dependent density
at the origin that goes to zero, a constant or infinity in
the N → ∞ limit. An N -independent finite density at
the origin was conjectured to be important for the novel
properties of the q-Random Matrix Ensembles reviewed
in [18].
In particular, f(b) can be defined such that in the limit
N → ∞ both σ(x) and δT2(x, y) become constant. In
such cases if we define
φ(λ) =
∫ ∞
0
dbf(b)e−λ/
√
b , (21)
then φ(0) = 1, σ(x) = σ0 = −
√
2N
2pi φ
′(0) and δT2(x, y) =
N
2pi2 [φ
′′(0) − (φ′(0))2]. We now choose ρ = σ0x, ζ = σ0y
to scale the density to unity. Then the scaled cluster
function defined in Eq. (7) has the simple form Y2(ρ, ζ) =
T2(x1, x2)/σ
2
0 . Using Eqs. (5) and (6) to define Y
0
2 and
δY2, we find
Y 02 (ρ, ζ) =
1
pi2
∫ ∞
0
dbf(b)
(ρ− ζ)2 sin
2
(√
N
2b
(ρ− ζ)
σ0
)
, (22)
where we have used the known large N behavior for
KGN(x, y) [1], and
δY2(ρ, ζ) =
φ′′(0)
(φ′(0))2
− 1 . (23)
The deficit of the sum rule Eq. (8) then takes the form
η = 1−
∫ N/2
−N/2
dρY 02 (ρ, ζ) +N
[
φ′′(0)
(φ′(0))2
− 1
]
. (24)
If σ0 ∝
√
N , the argument of the sine function in Y 02 is
independent of N . Then the integral of Y 02 is just unity
for all f(b) in the limit N →∞. Using the inequality
∫
dbf(b)b−1/2 ≤
√∫
dbf(b)b−1
∫
dbf(b) (25)
and the normalization of f(b), we obtain η ≥ 0. The
equality sign holds only if f(b) ∝ δ(b − b0), which is the
Gaussian RME. As an explicit example of finite positive
η in the large N limit, let us choose
f(b) ∝ bαe−β/
√
be−γ
√
b. (26)
With α = −3/4, this immediately leads to η = N/2√βγ.
If
√
βγ ∝ N , we get a well defined critical ensemble in
the thermodynamic limit. Note that for finite η, Eq. (23)
gives δY2 = η/N → 0 in the N →∞ limit.
The variance Σ(s) = 〈n2〉−〈n〉2 of the number of eigen-
values n in an interval (−s/2, s/2) is given by
Σ(s) =
∫ s/2
−s/2
dρ
∫ s/2
−s/2
dζ[δ(ρ − ζ)− Y2(ρ− ζ)]. (27)
4For Gaussian RME, Σ(s) ∝ ln s for large s. For critical
ensembles discussed in the literature [5, 7], Σ(s) ∝ s.
Our choice of the spread function f(b) in Eq. (26), which
gives rise to a constant δY2, produces a term Σ(s) ∝
s2 in addition to terms Σ(s) ∝ ln s from Y 02 . However,
as mentioned earlier, this term is proportional to η/N ,
which vanishes in the large N limit for finite η. Eq. (26)
therefore corresponds to a novel kind of critical ensemble
with Σ(s) ∝ ln s for large s.
Note from Eq. (5) that in general δT2 is not transla-
tionally invariant; clearly the critical ensembles in such
cases will not give rise to number variance Σ(s) ∝ ln s,
and will correspond to a different class. We also get a dif-
ferent class of critical ensembles if the contribution to η
from Y 02 is different from unity. For choices of f(b) which
diverge as b→ 0, changing the order of the integrals over
ρ and b in Eq. (8) may not be justified, and the integral
in Eq. (22) may depend on the choice of such f(b).
In summary, we have constructed a generalized Ran-
dom Matrix Ensemble whose characteristic function con-
tains an arbitrary non-negative spread function f(b) with
the only condition that
∫∞
0
f(b)db = 1. The correlation
functions of the generalized ensembles are exactly solv-
able for any given f(b). Various choices of f(b) lead to
a variety of possible density of levels σN (x), which can
depend on x or N in a variety of different ways, leading
to possible deviations from Gaussian Ensembles. In par-
ticular, we showed that it is possible to choose forms of
f(b) that lead to violations of the sum rule for the scaled
2-point cluster function Y2(ρ, ζ) where the deficit of the
sum rule η, as given in Eq. (8), is a characteristic of crit-
ical ensembles with multifractal wave functions. Unlike
critical ensembles discussed in the literature, these sum
rule violations can correspond to different forms for the
number variance Σ(s), corresponding to different classes
of critical ensembles. These solvable generalized ensem-
bles should therefore be of interest in a wide range of ar-
eas where Random Matrix Ensembles play an important
role. While there are only a few known examples of gener-
alized RMEs for which correlation functions can be eval-
uated exactly [6, 7], a given model of CN (T ) or PN (X)
characterizing a physically relevant generalized RME be-
comes exactly solvable if the corresponding spread func-
tion f(b) can be found. This opens up the possibility
to obtain exact results for a variety of interesting and
physically useful generalized RMEs.
∗ Also Department of Mathematics.
[1] M.L. Mehta, Random Matrices, 2nd Ed, Academic Press,
1991.
[2] For recent reviews and applications see T. Guhr, A.
Mueller-Groeling and H. Weidenmueller, Phys. Rep. 299,
189 (1998); Special issue: Random Matrix Theory, J.
Phys. A 36, (2003), Guest Eds. P.J. Forrester, N.C.
Snaith and J.J.M. Verbaarschot.
[3] L. Laloux, P. Cizeau, J.P. Bouchaud and M. Potters,
Phys. Rev. Lett. 83, 1467 (1999); A. Moustakas et al,
Science 287, 287 (2000).
[4] K.A. Muttalib, J-L. Pichard and A.D. Stone, Phys. Rev.
Lett. 59, 2475 (1987); A. D. Stone, P. Mello, K. A.
Muttalib and J-L. Pichard, in Mesoscopic phenomena in
solids, eds. B. L. Altshuler, P. A. Lee and R. A. Webb.
North-Holland, 369 (1991).
[5] B.L. Altshuler et al, Sov. Phys. JETP 67, 625 (1988);
B.I. Shklovskii et al, Phys. Rev. B 47, 11487 (1993); J-
L. Pichard and B. Shapiro, J. Phys. 4, 623 (1994); V.E.
Kravtsov, I.V. Lerner, B.L. Altshuler and A.G. Aronov,
Phys. Rev. Lett. 72, 888 (1994); A.D. Mirlin et al, Phys.
Rev. E 54, 3221 (1996); E. Bogomolny, O. Bohigas and
M.P. Pato, Phys. Rev. E 55, 6707 (1997); A.M. Garcia-
Garcia and J.J.M Verbaarschot, Nucl. Phys. B 586, 668
(2000).
[6] M. Moshe, H. Neuberger and B. Shapiro, Phys. Rev. Lett.
73, 1497 (1994); V.E. Kravtsov and K.A. Muttalib, Phys.
Rev. Lett. 79, 1913 (1997).
[7] K.A. Muttalib, Y. Chen, M.E.H. Ismail and V.N.
Nicopoulos, Phys. Rev. Lett. 71, 471 (1993); C. Blecken,
Y. Chen and K.A. Muttalib, J. Phys. A 27, L563 (1994).
[8] T. A. Brody, Nuovo Cimento Lett. 7, 482 (1973); M.V.
Berry, and M. Tabor, Proc. R. Soc. London A 356, 375
(1977); T.H. Seligman, J.J.M. Verbaarschot and M.R.
Zirnbauer, Phys. Rev. Lett. 53, 215 (1984); M.V. Berry
and M. Robnik, J. Phys A 17, 2413 (1984); E.B. Bogo-
molny, B. Georgeot, M.J. Giannoni and C. Schmit, Phys.
Rev. Lett. 69, 1477 (1992); C. Crosche, J. Phys. A 25,
4573 (1992).
[9] V. Plerou et al, Phys. Rev. Lett. 83, 1471 (1999).
[10] For simplicity, we will consider unitary RMEs with bro-
ken time reversal symmetry [1]; extension to other sym-
metries should be straightforward.
[11] See, e.g., E. Lukacs, Characteristic Functions, 2nd Ed.,
Hafner Pub. Co, New Yory, 1970.
[12] A.C. Bertoula, O. Bohigas and M.P. Pato, Phys. Rev.
E 70, 065102 (2004); F. Toscano, R.O. Vallejos and C.
Tsallis, Phys. Rev. E 69, 066131 (2004).
[13] J.T. Chalker, V.E. Kravtsov and I.V. Lerner, Pisma Zh.
Eksp. Teo. Fiz 64, 355 (1996).
[14] C.M. Canali and V.E. Kravtsov, Phys. Rev. E 51, R5185
(1995).
[15] F. Wegner, Z. Phys. B 36, 209 (1980); C. Castellani and
L. Peliti, J. Phys. A 19, L429 (1986); W. Pook and M.
Janssen, Z. Phys. B 82, 295 (1991); J.T. Chalker, Physica
(Amsterdam) 167A, 253 (1990); B. Huckestein and L.
Schweitzer, Phys. Rev. Lett. 72, 713 (1994).
[16] See, e.g., G.G. Emch, Algebraic Methods in Statis-
tical Mechanics and Quantum Field Theory, Wiley-
Interscience, New York, 1972.
[17] P. Cizeau and J.P. Bouchaud, Phys.Rev. E 50, 1810
(1994); Z. Burda et al, Phys. Rev. E 65, 021106 (2002).
[18] See K. A. Muttalib, Y. Chen and M. E. H. Is-
mail, in “Symbolic computation, number theory, spe-
cial functions, physics and combinatorics” Eds. F. Gar-
van and M. Ismail, Kluwer Academic (2001); eprint
arXiv:cond-mat/0112386.
