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Abstract
The growing popularity of delay-sensitive multi-player
games over the Internet is creating a need for proper
characterisation of such traffic. We are currently
developing source models for game traffic, on a per-
player basis, with the intended use being to scale the
models to simulate scenarios involving large numbers of
players, which will enable us to observe the effects of
game traffic on the network. In this paper, we outline the
procedure that we use, and we show that for certain
cases, relatively simple source models are able to provide
sufficiently accurate results (in terms of mean delay and
mean buffer occupancy).
1. Introduction
Over the last few years, many new Internet
applications have emerged, offering increasing degrees of
interactivity, either between the human and the
application, or between two or more human users. An
example of the latter are multi-player games, which range
from network-delay-insensitive games such as online
chess, to the network-delay-sensitive games (better
known as “fast-twitch” games) which require speed and
skill from the human player, e.g. the well-known Quake
series from id Software [1]. Multi-player games that are
insensitive to network delays are not dissimilar in nature
to applications such as e-mail. In other words, they are
easily supported by current networks, and therefore
present no immediate concern to us. Instead, our research
focuses on the delay-sensitive multi-player games. Our
paper discusses our efforts into modelling the traffic
generated by such applications. In particular, we show
that, in certain cases, relatively simple models can be used
for the traffic generated by a player in a multi-player
game session.
Multi-player games are generally more interesting than
their single-player counterpart, due to the unpredictability
of the human players, and the essentially inexhaustible
pool of potential players. The commercial appeal of
multi-player games have been proven by the increasingly
large base of players. For example, Mplayer.com, the top-
rated Internet games service provider, has seen a sharp
rise in membership numbers in less than 3 years [2] (see
Figure 1). The game console industry has also recognised
the rapid growth of multi-player games, evidenced by the
fact that (Internet) connectivity is the main selling point
of the newest batch of game consoles such as Dreamcast










































Figure 1. Membership numbers for Mplayer.com
Increase in the usage of multi-player games over the
Internet points to a corresponding increase in the amount
of Internet traffic attributed to multi-player games. This
situation brings about the question regarding the way in
which large loads of game traffic would affect current and
future networks. In order to properly address this, it is
imperative to understand the characteristics of the traffic
generated by multi-player games. At the present time,
these characteristics are poorly understood, as can be seen
by the lack of papers addressing this issue [3], [4].
Our research is aimed at developing game traffic
models that can be used to assess the impact of large
loads of game traffic on current and future networks. Our
approach is to develop per-player source models based on
real multi-player game traffic traces. These source models
can then be scaled to reflect the desired number of
players, and – together with a suitable network model –
can be used to study the impact of game traffic on
networks.
2. Data collection
For our modelling purposes, we have collected
network traffic traces from a local area network which
was used for semi-regular multi-player game sessions.
The data collection setup consists of 16 computers
connected to a dumb hub, with one of the computers
acting as the traffic monitor, as shown in Figure 2. This
computer was running FreeBSD version 3.1-Release [5],
and collecting game packet data using tcpdump [6].
Packet data that was not game-related was filtered out
from the traces, and the remaining data was cleaned and
sorted on a per-player basis. A database consisting of







Figure 2. Data collection setup
From this point forward, we will focus on an example
trace, which is a combined trace from 7 players of the
game Starsiege Tribes, collected on 14th March 1999.
Starsiege Tribes (or simply Tribes) is a product of Sierra
Online Entertainment, and was popular in 1999. The
game is designed using a client-server based
communications model, in that the players’ machines
communicate with each other via a central server. Packet
transmission is done using the User Datagram Protocol /
Internet Protocol (UDP/IP). Due to limited space in this
paper, we will not discuss the details of this game any
further. Note that since we are interested in obtaining per-
player source models, in this paper we concentrate solely
on the traffic generated by the clients of this game.
3. The typical player
In any multi-player game, a wide assortment of human
users would be involved, bringing with them a variety of
playing tactics and strategies. Examples of what perhaps
may be the two extreme cases are the ‘constantly-moving-
and-attacking’ approach, and the ‘ambush-an-attack’
approach. In the former case, the player moves around the
virtual world of the game as fast as s/he can, possible
generating traffic more often than a player in the latter
case, who would typically just wait at particular places in
the virtual world and ambush other players who wander
into that location. The different payload size distributions
attributed to different players is illustrated in Figure 3
below. The figure is in fact a collection of histograms for
each player, with bin sizes of 3 bytes. But for clarity
purposes, we simply plotted the midpoints of the
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Figure 3. Payload distribution for each player
We can see from Figure 3 that the general trend is
similar for all the players, but the individual distributions
are different. This makes it difficult to randomly select a
particular player which will be used as a basis for the
source model. We have chosen to instead develop what
we call the typical player.
The distribution for the typical player is simply the
average of the distribution for all the individual players.
However, we do not mix player distributions
indiscriminately. Rather, we only use distributions
belonging to players who were involved in game sessions
of the same game and the same number of players. For
example, we would have a typical player for Tribes with
six players, and another typical player for Tribes with
seven players, etc. Where data is available, more players
tend to lead to better representations of the typical player.
In Figure 4 we show the result of developing a typical
player for the game Tribes with 7 players. This typical
player is a result of averaging the payload distributions of
35 players (from 5 separate game sessions of Tribes, each
consisting of 7 clients and one server – we only use the
clients’ data). It is the empirical distributions of the
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Figure 4. Payload distribution of typical player
4. Distribution fitting process
For the purpose of modelling the per-player traffic
traces, we analysed and fitted probability distributions to
payload size and inter-arrival time distributions of typical
players. Note that the payload size does not include any
packet headers; rather, it is simply the size of the data
transmitted by the player. We find that the general shape
of the distributions for these statistics is related to the
number of players involved in the game session [7]. The
procedure for fitting the distributions is as follows:
1. Create a short list of possible distributions, based solely
on the fact that the shape of the distributions follow the
general trend of the empirical distribution.
2. Cull extreme outliers from the distribution. This step
was taken since the behaviour of the tail of our
distribution is not so important in our case, and we have
observed that culling extreme outliers results in much
better fitting distributions. We should also point out that
the outliers in our data are usually attributed to one or
two packets (out of a few hundred thousand) which
have larger payloads and/or inter-arrival times. These
outliers are not part of the tail of the distribution, but
are instead anomalous occurrences.
3. Compute the necessary positive shift using a simple
formula [8]. This step was required, as in many cases a
shifted distribution provided a much better fit to the
empirical distribution.
4. Compute the values of the required parameters for the
distributions using the Maximum Likelihood Estimator
(MLE) method.
In terms of the distribution fitting process, the payload
size and inter-arrival time statistics for the various games
for which we have collected data revealed three distinct
cases, as follows:
• The empirical distribution was dominated by two or
three closely-spaced discrete values, accounting for
over 90% of the data. For this case, we approximate the
empirical distribution with a single value which is the
average of the two or three dominant values.
• The empirical distribution was a simple uni-modal
distribution, for which the standard technique as
described above was used.
• The empirical distribution was bi-modal, in which case
the empirical distribution was fitted using split
distributions. Essentially this means two separate
distributions, with appropriate weightings; the sum of
both distributions giving the composite distribution. A
concise description of this is given in Equation 1.
fcomp = ωA*fA + ωB*fB, and ωA + ωB = 1 (1)
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Figure 5. Example of split distributions
In the case of Tribes client traffic, the payload size
distribution is uni-modal, while the inter-arrival time
distribution is bi-modal. An example of the use of split
distributions is shown in Figure 5. For example, if we
decide that the best fitting distribution for section A (left
hand side) in Figure 5 is a lognormal distribution (lognA),
and for section B (right hand side) it is another lognormal
distribution (lognB), then the composite distribution
would be: 0.235*lognA + 0.765*lognB. The amount of
data that was culled (i.e. the extreme outliers), is also
shown in the graph, and in this case it is 0.187 % of the
total data, which is a negligible amount.
5. Poissonian approximation
During the course of our study, we have found that
traffic generated by a player in a game has significant
autocorrelation [7], a result also found by Borella [4] who
used the game Quake. It is also likely that the traffic
generated by players in the same game session would
have high cross-correlation. Unfortunately, models that
incorporate correlation tend to be more complicated than
models that assume data independence.
In order to develop source models that are as simple as
possible, we have decided to at first ignore the
correlations in the traffic, and apply the assumption of
data independence. We have also observed that, although
not necessarily providing the best fit to the empirical
distributions, in the case of Tribes clients, the exponential
distribution (and split distributions consisting of an
exponential distribution for each section), provide a
reasonably good fit, as shown in Figure 6 (for payload
sizes) and Figure 7 (for inter-arrival times).



















Fitted Exponentials for Payload Sizes (Starsiege Tribes − Client − 7 players)
(Shift: 15.000)
expo(8.131)
Figure 6. Fitted exponential distribution for
payload sizes
Essentially, we have assumed that the traffic is
Poissonian, and indeed, our results in the following
sections seem to indicate that this approximation still
provides sufficiently accurate results (in terms of mean
delay and mean buffer occupancy for a single server
queue). The Poissonian approximation is useful, as source
models which are Poissonian are analytically tractable.
Using this approximation, the source model that we
obtained for the case of Tribes clients with 7 players
turned out to be as follows. Payload sizes are fitted to a
shifted exponential distribution, with (unshifted) mean of
8 bytes, and a positive shift of 15 bytes. The inter-arrival
times are fitted using a split distribution, with section A
being a shifted exponential distribution with (unshifted)
mean of 31 ms, positive shift of 25 ms, and weight of
0.262; while section B being a shifted exponential
distribution with (unshifted) mean of 26 ms, positive shift
of 95 ms, and weight of 0.738.
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Figure 7. Fitted exponential distributions for
inter-arrival times
6. Simulation setup
Generally, developing analytical traffic models
involves an iterative process of testing and fine-tuning the
model (and perhaps introducing more complexity into the
model), in order to obtain the desired level of accuracy.
For the purpose of fine-tuning our models, we need a set
of results that can be used as a reference. In other words, a
set of results to which we can strive to match by fine-
tuning and/or adding more details to the model.
To generate this set of reference results, we used trace-
driven simulations of a single FIFO queue with infinite
buffer, as shown in Figure 8. The input to the simulation
is simply the trace from a Tribes game session with 7
players. The results of interest were mean delay (this
includes the packet’s service time) and mean buffer
occupancy (this includes the size of the packet currently
in service) over a range of utilisations. Mean delay is
particularly important, as excessive latency has been
widely noted as the main factor that affects the playability
of fast-twitch multi-player games [9].
This single queue can be thought of as an idealised
version of an aggregation point for game traffic in a
network. At the present time, an example of such
aggregation points is the router at the server complex of a
game service provider’s site. We have added a fixed
header of 40 bytes to the payloads of the trace before
inserting the packet into the queue. This header represents








Figure 8. Simulation setup
7. Results
To check the accuracy of our source models, we have
generated synthetic game traffic which follows the fitted
exponential distributions described in the previous
section. We generated seven different traces to represent
seven synthetically generated player’s traffic, each trace
having the same total number of packets. (Recall that we
are comparing these results against those obtained using
an actual trace from seven Tribes clients.) The
synthetically generated traces are therefore independent of
each other, and no particular correlation was deliberately
introduced. The results of the simulation, using the actual
traces and the synthetically generated traces are shown in
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Figure 9. Mean delay results
The results that we haved shown are for mean delay
(including the packet’s own service time) and mean buffer
occupancy (including the size of the packet in service).
The utilisation level of the system was varied by varying






















Starsiege Tribes - Client - 7 players
synthetic traffic
actual traffic
Figure 10. Mean buffer occupancy results
As we can see from the figures, the results obtained
using the synthetically generated traces closely match the
results obtained using the actual traffic traces, up to
utilisations of 0.7. After this, the results diverge; however,
most networks do not operate at such high utilisations. In
both cases, the synthetically generated traces provided
results which are larger than those due to the actual traces.
In other words, the synthetically generated traces
produced conservative estimates of the mean delay and
mean buffer occupancy for the case of a single-server
queue.
8. Conclusions and future work
In summary, this paper describes our efforts into
developing sufficiently accurate game source models. We
find that in certain cases, relatively simple models can
provide sufficient accuracy for results such as mean delay
and mean buffer occupancy. Such models may then be
scaled to simulate large loads of game traffic. This, in
turn, can be used to assist in the study of the impact of
(large loads of) multi-player game traffic on current and
future networks.
Our immediate future work is to test the applicability
of the framework described in this paper to traffic traces
from other games.
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