(1) Equation (6) in the main text states that
whereξ i = g i ((n 0i y 0i + n i ξ i )/(n 0i + n i )) ,
n i (g i (ξ i )) 2 v i (ξ i )/(n 0i + n i ) 2 , δ = (ξ 1 −ξ 2 )/a and φ and Φ denote standard normal density and distribution functions. Differentiating the right hand side of (2) with respect to n 1 , noting that dΦ(x)/dx = φ(x) and dφ(x)/dx = −xφ(x), gives
which is equal to
which, since aδ =ξ 1 −ξ 2 , is equal to
Differentiation yields
so that the derivative of the right hand side of (2) is equal to
As both n 1 → ∞ and n 02 + n 2 → ∞, we have a → 0 and
where I denotes an indicator function taking the value 1 if its argument is true and 0 otherwise. Since E 0 (ξ 1 ) = y 01 and g 1 (ξ 1 ) and n 01 are assumed to be finite, we thus have
Again as both n 1 and n 02 + n 2 become large, the term (n 01 − n 1 )/(n 01 + n 1 ) 3 in ∂a/∂n 1 approaches n −2 1 , so that, since a → 0, writing E 0 (φ(δ)∂a/∂n 1 ) as an integral over the prior density for ξ 1 and ξ 2 , which will be denoted π(ξ 1 , ξ 2 ) gives
As a → 0, the term 1 a φ ξ 1 −ξ 2 a in the integrand approaches a Dirac-δ function that is non-zero only whenξ 1 − ξ 2 = 0, integrates to one. For n 02 finite, so that n 1 and n 2 are both infinite,
For n 02 infinite, if n 2 is finite, we haveξ 2 = g 2 (y 02 ), so thatξ 1 −ξ 2 = 0 when ξ 1 = g −1 1 (g 2 (y 02 )), which, since in this case the prior distribution for xi 2 has mass only at y 02 can again be written as ξ 1 = g −1 1 (g 2 (ξ 2 )). We thus have
and hence
Substituting into (1), noting that as n 1 and n 02 + n 2 become large we have
, for large n 1 and n 02 + n 2 we thus get
which, since N will dominate n 1 and n 2 as N → ∞, tends to
Setting this derivative to zero and solving for n 1 gives
as stated in the main text. Figures 1-4 illustrate the effect of varying the prior distribution in the three examples in the paper (see main text for details and discussion of the results obtained). 
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