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A NOTE ON THE CORE OF STEINBERG ALGEBRAS
ROOZBEH HAZRAT AND HUANHUAN LI
Abstract. In this short note we show that, for an ample Hausdorff groupoid G, and the Steinberg algebra AR(G) with
coefficients in the commutative ring R, the centraliser of subalgebra AR(G
(0)) of unit space of G, is AR(Iso(G)
◦), the
algebra of the interior of the isotropy. This will unify several results in the literature and the corresponding results for
Leavitt path algebras follow.
Let E be a graph and LR(E) the Leavitt path algebra associated to E with coefficients in the commutative ring R.
The R-subalgebra of LR(E) generated by all the monomials aa
∗, where a is a path in E, is called the diagonal subalgebra
and denoted by D(E). The commutative core subalgebra of LR(E) is R-subalgebra generated by all the monomials aba
∗,
where a is a path and b is a cycle with no exit and denoted by M(E). The commutative core subalgebra of a Leavitt
path algebras where considered by Gil Cantoa and Nasr-Isfahani [9]. They prove that M(E) is a maximal commutative
subalgebra of LR(E) which coincides with the centraliser of D(E). They also raised an open question as to which R
and E, the Leavitt path algebra LR(E) has the property that Z(LR(E)) = MR(E), where Z(LR(E)) is the centre of
LR(E). Their results are the algebraic analogue of an earlier work by Nagy and Reznikoff who introduced the M(E) in
the setting of graph C∗-algebras and proved that it is a masa [10]. A key tool in the above papers is the conditional
expectation which was used in [10] and then developed in [9] in the algebraic setting. The diagonal subalgebra D(E) and
consequently the core subalgebra M(E) play vital roles in the structure and classification theory of graph algebras [6].
In this note we consider the core in the setting of Steinberg algebras. We show that the core is indeed the centraliser
of the diagonal subalgebra of Steinberg algebra. Despite the fact that these algebras are much more general than graph
algebras, the proofs we present here are very short. Our approach does not require the use of conditional expectation
and therefore it is direct and short. Specialising to Leavitt path algebras we obtain the result of [9] and answer the open
question raised there.
1. Ample groupoids and Steinberg algebras
A groupoid is a small category in which every morphism is invertible. For a groupoid G and g ∈ G, denote s(g) := g−1g
and r(g) := gg−1. The pair (g1, g2) is composable if and only if r(g2) = s(g1). The set G
(0) := s(G) = r(G) is called
the unit space of G. The isotropy group at a unit u of G is the group Iso(u) = {g ∈ G | s(g) = r(g) = u}. Let
Iso(G) =
⊔
u∈G(0) Iso(u). For U, V ∈ G, we define
UV =
{
g1g2 | g1 ∈ U, g2 ∈ V and r(g2) = s(g1)
}
.
A topological groupoid is a groupoid endowed with a topology under which the inverse map is continuous, and such
that composition is continuous with respect to the relative topology on G(2) := {(g1, g2) ∈ G × G : s(g1) = r(g2)}
inherited from G × G. An e´tale groupoid is a topological groupoid G such that the domain map s : G → G(0) is a local
homeomorphism. In this case, the range map r is also a local homeomorphism. Throughout this article, we assume that
the e´tale groupoids are locally compact Hausdorff. An open bisection of G is an open subset U ⊆ G such that s|U and
r|U are homeomorphisms onto an open subset of G
(0). If G is an e´tale groupoid, then there is a base for the topology on
G consisting of open bisections with compact closure. As demonstrated in [13], if G(0) is totally disconnected and G is
e´tale, then there is a basis for the topology on G consisting of compact open bisections. We say that an e´tale groupoid
G is ample if there is a basis consisting of compact open bisections for its topology. For an ample groupoid G and a
commutative ring R with the discrete topology, the R-value maps on G which are locally constant and have compact
support constitute an algebra called Steinberg algebra and denoted by AR(G). One can show that [7, §4]
AR(G) =
{ ∑
B∈F
rB1B | F : mutually disjoint finite collection of compact open bisections
}
,
addition and scalar multiplication of functions are pointwise,
multiplications on the generators are 1B1D = 1BD.
Date: December 5, 2019.
2010 Mathematics Subject Classification. 22A22, 18B40,19D55.
Key words and phrases. e´tale groupoid, ample groupoid, Steinberg algebra, Leavitt path algebra, diagonal of Leavitt path algebra,
commutative core of Leavitt path algebra.
1
2 ROOZBEH HAZRAT AND HUANHUAN LI
Throughout this note we work with the Steinberg algebras associated to the the ample groupoid G, its unit space
G(0) and its the interior of isotropy Iso(G)◦. One can consider AR(G
(0)) and AR(Iso(G)
◦) as subalgebras of AR(G). For
a basics of the theory of Steinberg algebras we refer the reader to [7, 13].
Definition 1.1. Let G be an ample Hausdorff groupoid and AR(G) the Steinberg algebra associated to G. We call the
subalgebra AR(Iso(G)
◦) the core algebra of AR(G).
We need the following notation: For a subset X of a ring A, its centraliser (or commutant) is defined as CA(X) :=
{a ∈ A | xa = ax, for all x ∈ X}. For a subring B ⊆ A, we have CA(B) = B if and only if B is a maximal commutative
subring of A.
Theorem 1.2. Let G be an ample Hausdorff groupoid and AR(G) the Steinberg algebra associated to G. Then
CAR(G)
(
A(G(0)
)
= AR(Iso(G)
◦). (1.1)
Proof. Let V ⊆ Iso(G)◦ be a compact open bisection and U ⊆ G(0) a compact open set. We first observe that UV = V U .
If x ∈ UV , then x = uv, where u ∈ U ⊆ G(0) and v ∈ V . Since s(v) = r(v) = u, it follows that x = uvu = vu ∈ V U .
The converse follows from symmetry. Now for any element x ∈ AR(Iso(G)
◦) and y ∈ A(G(0)) write x =
∑
ri1Vi and
y =
∑
sj1Uj , where Vi ⊂ Iso(G)
◦ and Uj ⊆ G
(0) are compact open bisections. Since Vi and Uj commutes, we have
xy = yx. This shows that AR(Iso(G)
◦) ⊆ CAR(G)
(
A(G(0)
)
.
Now suppose f ∈ AR(G) commutes with elements of the diagonal algebra A(G
(0)). Write f =
∑n
i=1 ri1Vi , where
0 6= ri ∈ R and Vi ⊂ G are disjoint compact open bisections. We show that Vi ⊆ Iso(G), for all i’s. Suppose that there
is x ∈ Vk such that s(x) 6= r(x). Since G
(0) is Hausdorff, there is a compact open set U ⊆ G(0) such that s(x) ∈ U but
r(x) 6∈ U . It follows that x ∈ VkU but x 6∈ UVk. Since 1Uf = f1U , it follows that
( n∑
i=1
ri1UVi
)
(x) =
( n∑
i=1
ri1ViU
)
(x). (1.2)
Note that UV1, . . . UVn are disjoint and so are V1U, . . . VnU . Thus (1.2) reduces to rk = 0 which is a contradiction. So
s(x) = r(x). This implies that Vi ⊆ Iso(G) and consequently f ∈ AR(Iso(G)
◦). 
For the next result we assume that the interior of the isotropy Iso(G)◦, is abelian (that is, it is a bundle of abelian
groups). A large class of topological groupoids have abelian isotropy, such as Deaconu-Renault groupoids [11] (and in
particular graph groupoids §2).
Corollary 1.3. Let G be an ample Hausdorff groupoid and AR(G) the Steinberg algebra associated to G. Suppose Iso(G)
◦
is abelian. Then we have the followings.
(i) The algebra AR(Iso(G)
◦) is a maximal commutative subalgebra of AR(G).
(ii) The Steinberg algebra AR(G) is commutative if and only if Z(AR(G)) = CAR(G)
(
A(G(0)
)
.
Proof. (1) Since Iso(G)◦ is abelian, the subalgebra AR(Iso(G)
◦) is commutative. Now the results follows from Theo-
rem 1.2.
(2) Suppose Z(A(G)) = CAR(G)
(
A(G(0)
)
. Let V be a compact open bisection of G. Suppose that there is x ∈ V such
that s(x) 6= r(x). Since G(0) is Hausdorff, there is a compact open set U ⊆ G(0) such that s(x) ∈ U but r(x) 6∈ U . It follows
that x ∈ V U but x 6∈ UV . But by assumption, 1U ∈ AR(G
(0)) ⊆ Z(AR(G)) and thus 1UV = 1U1V = 1V 1U = 1V U , i.e.,
UV = V U which is a contradiction. Thus V ⊆ Iso(G). So AR(G) = A(G
(0)), and therefore AR(G) is commutative. The
converse is clear. 
If G is effective, then G(0) = Iso(G)◦, therefore by Corollary 1.3(i), AR(G
(0)) is a maximal commutative subalgebra
of AR(G). Since topologically principal is a stronger condition than effectiveness, we obtain [2, Lemma 2.1] from
Corollary 1.3
2. Commutative core of Leavitt path algebras
Let E = (E0, E1, s, r) be a directed graph. We refer the reader to [1] for the basics on the theory of Leavitt path
algebras. We denote by E∞ the set of infinite paths in E. Set X := E∞ ∪ {µ ∈ E∗ | r(µ) is not a regular vertex}. Let
GE :=
{
(αx, |α| − |β|, βx) | α, β ∈ E∗, x ∈ X, r(α) = r(β) = s(x)
}
.
We view each (x, k, y) ∈ GE as a morphism with range x and source y. The formulas (x, k, y)(y, l, z) = (x, k + l, z) and
(x, k, y)−1 = (y,−k, x) define composition and inverse maps on GE making it a groupoid with G
(0)
E = {(x, 0, x) | x ∈ X}
which we identify with the set X . Next, we describe a topology on GE . For µ ∈ E
∗ define
Z(µ) = {µx | x ∈ X, r(µ) = s(x)} ⊆ X.
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For µ ∈ E∗ and a finite F ⊆ s−1(r(µ)), define
Z(µ \ F ) = Z(µ) \
⋃
α∈F
Z(µα).
The sets Z(µ \ F ) constitute a basis of compact open sets for a locally compact Hausdorff topology on X = G
(0)
E (see
[14, Theorem 2.1]). For µ, ν ∈ E∗ with r(µ) = r(ν), and for a finite F ⊆ E∗ such that r(µ) = s(α) for α ∈ F , we define
Z(µ, ν) = {(µx, |µ| − |ν|, νx) | x ∈ X, r(µ) = s(x)},
and then
Z((µ, ν) \ F ) = Z(µ, ν) \
⋃
α∈F
Z(µα, να).
The sets Z((µ, ν)\F ) constitute a basis of compact open bisections for a topology under which GE is an ample groupoid.
We have an isomorphism the map
piE : LR(E) −→ AR(GE)
v 7−→ 1Z(v),
e 7−→ 1Z(e,r(e)),
e∗ 7−→ 1Z(r(e),e),
where v ∈ E0 and e ∈ E1. Recall that the diagonal subalgebra D(E) is generated by monomials aa∗, where a is a path
in E, whereas the commutative core subalgebra MR(E) is generated the monomials aba
∗, where a is a path and b is a
cycle with no exit. Observe that the isomorphism piE restricts to isomorphisms
DR(E) −→ AR(G
(0)) (2.1)
MR(E) −→ AR(Iso(G)
◦).
We can recover the results of [9] and answer the open question raised there [9, p. 245].
Corollary 2.1. Let E be an arbitrary graph and LR(E) the Leavitt path algebra associated to E. Then
(i) The centraliser of the diagonal algebra DR(E) is the core algebra MR(E).
(ii) The core algebra MR(E) is the maximal commutative subalgebra of LR(E).
(iii) If Z(LR(E)) = MR(E) then LR(E) is either R or R[x, x
−1], i.e, the graph E is either a single vertex or a vertex
with a loop.
Proof. (i) and (ii) immediately follow follow from Theorem 1.2 and Corollary 1.3 by considering the graph groupoid GE
(see 2.1).
(iii) By Corollary 1.3, LR(E) is commutative. Thus the graph E is either a single vertex or a vertex with a loop. 
In a similar manner we can determine the centraliser of the diagonal algebra of Kumjian-Pask algebras as they
can also be described as a Deaconu-Renault groupoid algebras. Let Λ be a row-finite k-graph without sources and
KPK(Λ) the Kumjian–Pask algebra of Λ. We refer the reader to [3] for the basics on the theory Kumjian-Pask algebras.
Following [3], Λ∞ denotes the set of all degree-preserving functor x : Ωk −→ Λ. Here Ωk is the k-graph defined as a set by
Ωk = {(m,n) ∈ N
k ×Nk : m ≤ n} with d(m,n) = n−m, Ω0k = N
k, r(m,n) = m, s(m,n) = n and (m,n)(n, p) = (m, p).
The diagonal algebra DR(Λ) is generated by λλ
∗ where λ ∈ Λ. We define the core subalgebra
MR(Λ) := spanR
〈
λµ∗ | λx = µx, for any x ∈ Λ∞
〉
.
By appealing to Theorem 1.2 and Corollary 1.3 , similar to the case of Leavitt path algebras, we have.
Corollary 2.2. Let Λ be a row-finite k-graph with no sources and KPK(Λ) the Kumjian–Pask algebra associated to Λ.
Then
(i) The centraliser of the diagonal algebra DR(Λ) is the core algebra MR(Λ).
(ii) The core algebra MR(Λ) is the maximal commutative subalgebra of KPR(Λ).
(iii) If Z(KPR(Λ)) = MR(Λ) then KPR(Λ) is R[x
±1
1 , . . . , x
±1
k ].
Remark 2.3. In the setting of groupoid C∗-algebras, the general version of Theorem 1.2 yet to be established. In this
setting, with an extra assumption that Iso(G)◦ is abelian, the C∗-version of Theorem 1.2 was established in [5] (see [5,
Corollary 5.3, 5.4]), and also [4, Theorem 4.3]). The latter Theorem was used to give the C∗-version of Corollary 2.2
(i) and (ii) (see [4, Corollary 4.6]). We finish the note by remarking that Exel, Clark and Pardo [8] have established
the algebraic version of uniqueness theorem of [4, Theorem 3.1]. Namely, let G be a second-countable, ample, Hausdorff
groupoid, R a unital commutative ring, and let pi : AR(G)→ A be a homomorphism of rings. Then pi is injective if and
only if the restriction of pi on the core subalgebra A(Iso(G)◦) is injective.
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