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For a setΩ of size n ≥ 7 andΩ{3} the set of subsets ofΩ of size 3, we examine the ternary
codes obtained from the adjacency matrix of each of the three graphs with vertex setΩ{3},
with adjacency defined by two vertices as 3-sets being adjacent if they have zero, one or
two elements in common, respectively.
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1. Introduction
In [7] we established themain properties of the binary codes formed from the span over F2 of an adjacencymatrix of each
of the three graphs with vertex setΩ{3}, whereΩ is a set of n ≥ 7 elements, and with adjacency defined by two vertices as
3-sets being adjacent if they have zero, one or two elements in common, respectively. We then used the properties of the
codes to obtain PD-sets for permutation decoding (see [5, Chapter 17],[9, Chapter 16, page 513]) of these codes: see [8,6].
Computation with Magma [2,3] showed that the ternary codes of these graphs have similar properties to the binary codes,
and in this paper we obtain the main parameters of these ternary codes. We prove the following theorem, where [n, k, d]q
denotes a linear code of length n, dimension k and minimum weight d over the finite field Fq of order q:
Theorem 1. Let Ω be a set of size n, where n ≥ 7. Let P = Ω{3}, the set of subsets of Ω of size 3, be the vertex set of the three
graphs Ai(n), for i = 0, 1, 2, with adjacency defined by two vertices (as 3-sets) being adjacent if the 3-sets meet in i elements, for
i = 0, 1, 2, respectively. Let Ci(n) denote the code formed from the row span over F3 of an adjacency matrix for Ai(n). Then, with
ȷ denoting the all-one vector:
1. n ≡ 0(mod 3):
(a) (i) C0(n) = FP3 for n ≡ 0, 6(mod 9);(ii) C0(n) = 〈ȷ〉⊥ for n ≡ 3(mod 9);
(b) (i) C1(n) = C2(n) is [
( n
3
)
,
( n
2
) − 2, 2(n − 3)]3;(ii) C1(n)⊥ is [( n3 ) , ( n3 ) − ( n2 ) + 2, 8]3;(iii) C1(n) ∩ C1(n)⊥ is
[( n3 ) , n− 2, (n− 2)(n− 3)]3;
2. n ≡ 1(mod 3):
(a) C0(n) ∩ C0(n)⊥ = {0};
for n ≡ 4(mod 9):
(i) C0(n) is [
( n
3
)
,
( n
3
)− n, 4]3;(ii) C0(n)⊥ is [( n3 ) , n, ( n−12 )]3;
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for n ≡ 1, 7(mod 9):
(i) C0(n) is [
( n
3
)
,
( n
3
)− n+ 1, 4]3;(ii) C0(n)⊥ is [( n3 ) , n− 1, ( n−12 )]3;
(b) (i) C1(n) is [
( n
3
)
,
(
n−1
2
)
− 2, d]3 where 2(n− 3) < d ≤ 4(n− 4);
(ii) C1(n)⊥ is [
( n
3
)
,
( n
3
)− ( n−12 )+ 2, 8]3 for n ≥ 10, C1(7)⊥ is [35, 22, 5]3;
(iii) C1(n) = C1(n) ∩ C1(n)⊥ = C2(n) ∩ C2(n)⊥ = C0(n) ∩ C2(n);
(c) (i) C2(n) is [
( n
3
)
,
( n
2
)− 2, 2(n− 3)]3 for n ≥ 10, C2(7) is [35, 19, 6]3;
(ii) C2(n)⊥ is [
( n
3
)
,
( n
3
)− ( n2 )+ 2, 8]3 for n ≥ 10, C2(7)⊥ is [35, 16, 7]3;
3. n ≡ 2(mod 3):
(a) for n ≡ 5(mod 9):
(i) C0(n) is [
( n
3
)
,
( n
3
)− ( n2 ) , 8]3;(ii) C0(n)⊥ is [( n3 ) , ( n2 ) , n− 2]3;
for n ≡ 2, 8(mod 9):
(i) C0(n) is [
( n
3
)
,
( n
3
)− ( n2 )+ 1, 8]3;(ii) C0(n)⊥ is [( n3 ) , ( n2 )− 1, n− 2]3;
(b) (i) C1(n) = C2(n) is [
( n
3
)
,
( n
2
)− 1, n− 2]3;
(ii) C1(n)⊥ = C2(n)⊥ is [
( n
3
)
,
( n
3
)− ( n2 )+ 1, 8]3;
(iii) for n ≡ 2, 8(mod 9) C1(n) = C2(n) = C0(n)⊥;
(iv) for n ≡ 5(mod 9) C1(n) = C2(n) ⊂ C0(n);
(c) Ci(n) ∩ Ci(n)⊥ = 0 for i = 0, 1, 2.
The automorphism groups of these codes are Sn or S( n3 ), except for the case Aut(C1(7)) = S8, and except possibly for C1(n) and
C2(n) for n ≡ 1(mod 3).
The results stated in the theorem can also be found summarized in Table 1.
Note. Computations with Magma suggest the minimum weight for C1(n) for n ≡ 1(mod 3) is 4(n − 4) (see also
Proposition 17) and that Sn is always the automorphism group, except for C1(7) and C0(n) for n ≡ 0(mod 3).
The theoremwill follow from a series of lemmas and propositions proved in Sections 3 and 4. We remark on Proposition 11
where it is shown that if n ≡ 1, 3(mod 6), the incidence vector of the triples of any Steiner triple system on n points, i.e. a
2-(n, 3, 1) design, will occur in the words of the code C2(n)⊥.
2. Background and terminology
Our notation for designs and codes will follow [1]. An incidence structure D = (P ,B, I), with point set P , block set
B and incidence I is a t-(v, k, λ) design, if |P | = v, every block B ∈ B is incident with precisely k points, and every t
distinct points are together incident with precisely λ blocks. The number of blocks through a set of s points is denoted by λs
and is independent of the set if s ≤ t . The design is symmetric if it has the same number of points and blocks.
The code CF of the designD over the finite field F is the space spanned by the incidence vectors of the blocks over F . If
the point set of D is denoted by P and the block set by B, and if Q is any subset of P , then we will denote the incidence
vector ofQ by vQ . IfQ = {P}, then we write vP instead of v{P}. Thus CF =
〈
vB | B ∈ B〉, and is a subspace of V = FP , the full
vector space of functions from P to F . For any vectorw ∈ V , the coordinate ofw at the point P ∈ P is denoted byw(P).
All our codes herewill be linear codes, i.e. subspaces of the ambient vector space. A code C over a field of order q, of length
n, dimension k, and minimum weight d, is denoted by [n, k, d]q. A generator matrix for the code is a k × n matrix made
up of a basis for C . The dual code C⊥ is the orthogonal under the standard inner product (, ), i.e. C⊥ = {v ∈ F n|(v, c) =
0 for all c ∈ C}. A check matrix for C is a generator matrix H for C⊥. The all-one vector will be denoted by ȷ, and is the
constant vector of weight the length of the code. Two linear codes are isomorphic if they can be obtained from one another
by permuting the coordinate positions. An automorphism of a code C is an isomorphism from C to C . The automorphism
groupwill be denoted by Aut(C). Note that here we are not includingmultiplication of the coordinate positions by non-zero
field elements as automorphisms: see Huffman [5] for a detailed treatment of the various types of automorphism groups of
codes.
3. The ternary codes
Let n be any integer andΩ a set of size n; to avoid degenerate cases we take n ≥ 7. Taking the setΩ{3} to be the set of
all 3-element subsets ofΩ , we define three undirected graphs with vertex set P = Ω{3}, and denote these graphs by Ai(n)
where i = 0, 1, 2. The edges of the graph Ai(n) are defined by the rule that two vertices are adjacent in Ai(n) if as 3-element
subsets they have exactly i elements ofΩ in common. (The Ai(n) are thus members of the class of uniform-subset graphs,
and in the case where i = 0, they are Knesner graphs.) For each i = 0, 1, 2 we define from Ai(n) a 1-design D i(n), on the
point set P by defining for each point P = {a, b, c} ∈ P a block {a, b, c}i by
P i = {a, b, c}i = {{x, y, z} | |{x, y, z} ∩ {a, b, c}| = i}. (1)
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Table 1
Table of dimensions, minimum weight and codewords for n ≥ 7
n ≡ 0(3) C0(n) C0(n)⊥ C1(n) C1(n)⊥ C2(n) C2(n)⊥
Dim
( n
2
)− 2 ( n3 )− ( n2 )+ 2 ( n2 )− 2 ( n3 )− ( n2 )+ 2
min. wt 2(n− 3) 8 2(n− 3) 8
w(pi) × √ × √
w(a) × √ × √
w(a)− w(b) √ √ √ √
w(a, b) × × × ×
w(a, b)− w(c, d) √ × √ ×
ȷ × √ × √
C ∩ C⊥ W ∗1 W ∗1
Aut(C) Sn Sn
n ≡ 1(3) C0(n) C0(n)⊥ C1(n) C1(n)⊥ C2(n) C2(n)⊥
Dim(n ≡ 4(9)) ( n3 )− n n ( n−12 )− 2 ( n3 )− ( n−12 )+ 2 ( n2 )− 2 ( n3 )− ( n2 )+ 2
Dim(n ≡ 1, 7(9)) ( n3 )− n+ 1 n− 1 ’’ ’’ ’’ ’’
min. wt (n = 7) 4 15 12 5 6 7
min. wt (n ≥ 10) 4
(
n−1
2
)
(2(n− 3), 4(n− 4)] 8 2(n− 3) 8
w(pi)
√ × × √ × √
w(a) × √ × √ √ ×
w(a, b) × × × √ × ×
w(a, b)− w(c, d) × × × √ √ ×
w[a, b, c, d] √ × √ √ √ √
ȷ (n ≡ 4(9)) × √ × √ × √
ȷ (n ≡ 1, 7(9)) √ × × √ × √
C ∩ C⊥ {0} C1(n) C1(n)
Aut(C) Sn S8, n = 7; Sn, n > 7? Sn?
n ≡ 2(3) C0(n) C0(n)⊥ C1(n) C1(n)⊥ C2(n) C2(n)⊥
Dim(n ≡ 5(9)) ( n3 )− ( n2 ) ( n2 ) ( n2 )− 1 ( n3 )− ( n2 )+ 1 ( n2 )− 1 ( n3 )− ( n2 )+ 1
Dim(n ≡ 2, 8(9)) ( n3 )− ( n2 )+ 1 ( n2 )− 1 ’’ ’’ ’’ ’’
min. wt 8 n− 2 n− 2 8 n− 2 8
w(pi)
√ × × √ × √
w(a) × √ √ × √ ×
w(a, b) × √ √ × √ ×
ȷ (n ≡ 5(9)) × √ × √ × √
ȷ (n ≡ 2, 8(9)) √ × × √ × √
C ∩ C⊥ {0} {0} {0}
Aut(C) Sn Sn Sn
(Notation as in the text, Dim denotes dimension, min. wt denotes minimumweight,
√
means the words are in the code,×means the words are not in the
code.)
Denote byB i(n) the block set ofD i(n). Each of these is a symmetric 1-design on
( n
3
)
points with block size, respectively:(
n− 3
3
)
forD0(n); 3
(
n− 3
2
)
forD1(n); 3(n− 3) forD2(n). (2)
The incidence vector of the block {a, b, c}i for i = 0, 1, 2, respectively, is then
vP0 =
∑
x,y,z∈Ω\{a,b,c}
v{x,y,z}; (3)
vP1 =
∑
x,y∈Ω\{a,b,c}
v{a,x,y} +
∑
x,y∈Ω\{a,b,c}
v{b,x,y} +
∑
x,y∈Ω\{a,b,c}
v{c,x,y}; (4)
vP2 =
∑
x∈Ω\{a,b,c}
v{a,b,x} +
∑
x∈Ω\{a,b,c}
v{a,c,x} +
∑
x∈Ω\{a,b,c}
v{b,c,x}. (5)
Note that we write v{a,b,c} instead of the more cumbersome v{{a,b,c}}.
We will be examining the ternary codes of these designs, having examined the binary codes in [7]. There are quite a few
properties in common and we will refer to that paper frequently. We define
Ci(n) = C3(D i(n)) = 〈vb | b ∈ B i(n)〉,
where the span is taken over F3. Notice that, since the blocks of the three designs do not overlap, we have, for any point
P = {a, b, c},
ȷ = vP + vP0 + vP1 + vP2 . (6)
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From Eq. (2) we see that ȷ ∈ C1(n)⊥ and ȷ ∈ C2(n)⊥ for all n and that ȷ ∈ C0(n)⊥ for n ≡ 3, 4, 5(mod 9).
Now consider, for any given point P = {a, b, c} ∈ P , the vector
wP =
∑
P∈bi
vbi , (7)
i.e. the sum of all the incidence vectors of blocks ofD i(n) that contain P , for each i = 0, 1, 2. For any point Q of P , wP(Q )
(the coordinate ofwP at Q ) is determined by four distinct cases, depending on the size of the intersection of the triples that
define P and Q . We look at the various cases, writing bi for a block ofD i(n), and, have, as in [7, Page 173]:
• i = 0;
1. P = Q ,wP(P) = |b0| =
(
n−3
3
)
;
2. |P ∩ Q | = 2,wP(Q ) =
(
n−4
3
)
, and there are 3(n− 3) such points;
3. |P ∩ Q | = 1,wP(Q ) =
(
n−5
3
)
, and there are 3
(
n−3
2
)
such points;
4. |P ∩ Q | = 0,wP(Q ) =
(
n−6
3
)
, and there are
(
n−3
3
)
such points.
• i = 1;
1. P = Q ,wP(P) = |b1| = 3
(
n−3
2
)
;
2. |P ∩ Q | = 2,wP(Q ) = 2
(
n−4
2
)
+ (n− 4), and there are 3(n− 3) such points;
3. |P ∩ Q | = 1,wP(Q ) =
(
n−5
2
)
+ 4(n− 5), and there are 3
(
n−3
2
)
such points;
4. |P ∩ Q | = 0,wP(Q ) = 9(n− 6), and there are
(
n−3
3
)
such points.
• i = 2;
1. P = Q ,wP(P) = |b2| = 3(n− 3);
2. |P ∩ Q | = 2,wP(Q ) = n− 2, and there are 3(n− 3) such points;
3. |P ∩ Q | = 1,wP(Q ) = 4, and there are 3
(
n−3
2
)
such points;
4. |P ∩ Q | = 0,wP(Q ) = 0, and there are
(
n−3
3
)
such points.
Note. For i = 2, parts (2) and (3) of the above were incorrectly stated in [7, Page 173], but the values given there modulo 2
are the same, so the entries as stated are correct.
Congruences modulo 9 give different properties of the ternary codes of the designs, as the lemmas that follow will
show.
As a direct consequence of the observations above we have:
Lemma 1. With notation as defined above, for P = {a, b, c} ∈ P ,
1. n ≡ 0(mod 3):
(a) in C0(n), for n ≡ 0(mod 9),wP = vP + ȷ; for n ≡ 3(mod 9),wP = vP + 2ȷ; for n ≡ 6(mod 9),wP = vP ;
(b) in C1(n),wP = vP1 + vP2 ;
(c) in C2(n),wP = vP1 + vP2 ;
2. n ≡ 1(mod 3):
(a) in C0(n), for n ≡ 1(mod 9),wP = 2vP + 2vP2 + vP0 + vP1 ; for n ≡ 4(mod 9),wP = 2vP0 + 2vP1 ;
for n ≡ 7(mod 9),wP = vP + vP2 ;
(b) in C1(n),wP = 2vP1 ;
(c) in C2(n),wP = vP1 + 2vP2 .
3. n ≡ 2(mod 3):
(a) in C0(n), for n ≡ 2(mod 9),wP = 2ȷ+ 2vP0 ; for n ≡ 5(mod 9),wP = 2vP0 ; for n ≡ 8(mod 9),wP = vP + vP1 + vP2 ;
(b) in C1(n),wP = vP2 ;
(c) in C2(n),wP = vP1 .
Proof. Follows directly from the observations. 
Lemma 2. For n ≥ 7,
1. for n ≡ 0(mod 3):
(a) C0(n) = FP3 for n ≡ 0, 6(mod 9), C0(n) = 〈ȷ〉⊥ for n ≡ 3(mod 9);
(b) C1(n) = C2(n);
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2. for n ≡ 1(mod 3):
(a) ȷ ∈ C0(n) and ȷ 6∈ C0(n)⊥ for n ≡ 1, 7(mod 9), ȷ ∈ C0(n)⊥ for n ≡ 4(mod 9);
(b) C1(n) ⊆ C0(n);
(c) C1(n) ⊆ C2(n);
3. for n ≡ 2(mod 3):
(a) ȷ ∈ C0(n) and ȷ 6∈ C0(n)⊥ for n ≡ 2, 8(mod 9), ȷ ∈ C0(n)⊥ for n ≡ 5(mod 9);
(b) C0(n) ⊆ C1(n)⊥;
(c) C1(n) = C2(n).
Proof. For i = 0, 1, 2, letwi =∑b∈Bi vb. All the references are to Lemma 1.
Taking first n ≡ 0(mod 3), if n ≡ 0(mod 9), w0 = 2ȷ ∈ C0(n), so C0(n) = FP3 and also for n ≡ 6(mod 9), by 1(a). For
n ≡ 3(mod 9), vP − vQ ∈ C0(n) for all points P and Q , and since ȷ ∈ C0(n)⊥, we have C0(n) = 〈ȷ〉⊥. Further, it is clear that
C2(n) ⊆ C1(n) and that C1(n) ⊆ C2(n) from 1(b) and 1(c).
For n ≡ 1(mod 3), if n = 3k + 1, then w0 = (k − 1)ȷ. Thus if n ≡ 1, 7(mod 9), ȷ ∈ C0(n) and not in C0(n)⊥, and
if n ≡ 4(mod 9) then ȷ ∈ C0(n)⊥. From 2(a) and Eq. (6), if n ≡ 1(mod 9), in C0(n), wP = 2ȷ + 2vP0 + 2vP1 , and so
C1(n) ⊆ C0(n). If n ≡ 4(mod 9) then, in C0(n),wP = 2vP0 + 2vP1 , and if n ≡ 7(mod 9),wP = vP + vP2 = ȷ+ 2vP1 + 2vP0 ,
so C1(n) ⊆ C0(n). That C1(n) ⊆ C2(n) follows from 2(c).
For n ≡ 2(mod 3), if n = 3k + 2, then w0 = (k − 1)ȷ, so ȷ ∈ C0(n) if n ≡ 2, 8(mod 9) and ȷ 6∈ C0(n)⊥. If n ≡ 5(mod 9)
then ȷ ∈ C0(n)⊥. That C0(n) ⊆ C1(n)⊥ follows directly by computing the inner product of incidence vectors of blocks from
the two designs, (vP0 , vP1). Further, it is clear that C1(n) = C2(n) from 3(b) and 3(c). 
We now define some words of various weights that will be shown to be in the code or the dual in certain cases.
Definition 1. Let∆ = {a, b, c, d, e, f } ⊂ Ω of size 6. Let pi be the partition {{a, b}, {c, d}, {e, f }} of∆. Associate with pi the
points of P :
P1 = {a, c, e}, P2 = {b, c, f }, P3 = {b, d, e}, P4 = {a, d, f }
and their complements in∆,
P5 = {b, d, f }, P6 = {a, d, e}, P7 = {a, c, f }, P8 = {b, c, e}.
Letw(pi) be the weight-8 vector
w(pi) =
4∑
i=1
vPi −
8∑
i=5
vPi ,
and
WΠ = 〈w(pi) | pi partition of∆ ⊂ Ω〉.
(Note thatw(pi) is defined by pi up to signs.)
Proposition 1. For all n ≥ 7, WΠ ⊆ C0(n), C1(n)⊥, C2(n)⊥.
Proof. To show thatw(pi) ∈ C0(n), we can prove directly that, with P denoting the block inD0 defined by the point P ,
w(pi) =
4∑
i=1
vP i −
8∑
i=5
vP i .
It is also quite direct to show that, using the standard inner product,
(w(pi), v{a,b,c}1) = (w(pi), v{a,b,c}2) = 0
for all {a, b, c} ∈ P . 
Corollary 2. For all n ≥ 7, the codes C0(n), C1(n)⊥, C2(n)⊥ have dimension at least
( n
3
)− ( n2 ).
Proof. The vectorsw(pi) of weight 8 have the same support as vectors defined in the binary codes in [7, Lemma 10], and in
that paper we gave a precise information set and set of vectorsw(pi) that produced a matrix in echelon form. The same will
hold for the ternary code. For completeness we repeat the construction here.
We order the points of P and a specific set of the wordsw(pi) so that the generating matrix is in upper triangular form.
The point order is as follows: {1, 2, 3}, {1, 2, 4}, . . . , {1, 2, n− 1}, {1, 3, 4}, . . . , {1, 3, n− 1}, . . . , {1, n− 3, n− 2}, {1, n−
3, n−1}, {2, 3, 4}, . . . , {2, n−3, n−1}, . . . , {n−5, n−3, n−2}, {n−5, n−3, n−1}, giving ( n3 )−( n2 ) positions, followed
by the remaining points in arbitrary order.
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The words w(pi) are ordered according to partitions of subsets of Ω of six elements; write here, for simplicity, the
sequence [a, b, c, d, e, f ] to denote the wordw(pi)with partition pi = {{a, b}, {c, d}, {e, f }}. Thus
[a, b, c, d, e, f ] = w(pi) (8)
is the vector
v{a,c,e} − v{b,d,f } + v{a,d,f } − v{b,c,e} + v{b,c,f } − v{a,d,e} + v{b,d,e} − v{a,c,f }.
We will refer to the term in the support of w(pi) that is earliest in the ordering of the points as given above, as the leading
term ofw(pi). Thus {a, c, e} is the leading term of [a, b, c, d, e, f ]. We will choose our pi so that the leading terms will be the
pivot positions in the generating matrix.
Using this notation the ordering is as follows: [1, n − 2, 2, n − 1, 3, n], [1, n − 2, 2, n − 1, 4, n], . . . , [1, n − 2, 2, n −
1, n − 3, n], [1, n − 3, 2, n − 1, n − 2, n], [1, n − 3, 2, n − 2, n − 1, n], [1, n − 2, 3, n − 1, 4, n], . . . , [1, n − 3, 3, n −
2, n− 1, n], . . . , [1, n− 3, n− 4, n− 2, n− 1, n] and [1, n− 4, n− 3, n− 1, n− 2, n], [1, n− 4, n− 3, n− 2, n− 1, n]
for the first
(
n−2
2
)
− 1 vectors, with leading terms the points {1, 2, 3}, . . . {1, n − 3, n − 1}. The next vectors are
[2, n−2, 3, n−1, 4, n], . . . , [2, n−4, n−3, n−2, n−1, n] giving another
(
n−3
2
)
−1 vectors with leading terms the points
{2, 3, 4}, . . . {2, n−3, n−1}. Continue in thiswayup to the last set of five vectors: [n−5, n−2, n−4, n−1, n−3, n], [n−5, n−
3, n−4, n−1, n−2, n], [n−5, n−3, n−4, n−2, n−1, n], [n−5, n−4, n−3, n−1, n−2, n], [n−5, n−4, n−3, n−2, n−1, n],
with leading terms {n−5, n−4, n−3}, {n−5, n−4, n−2}, {n−5, n−4, n−1}, {n−5, n−3, n−2}, {n−5, n−3, n−1}.
The number of terms is the sum of these which is again easily seen to be
( n
3
) − ( n2 ), and we denote this set of weight-8
vectors by SΠ .
If a matrix of codewords is now formed with the points in the order given, and the rows the words w(pi) in the order
given, then this matrix is in upper triangular form, with
( n
3
)− ( n2 ) pivot positions in the first ( n3 )− ( n2 ) positions. ThusWΠ
has at least this dimension, for any n ≥ 7. 
Definition 2. For a, b ∈ Ω , a 6= b,
w(a, b) =
∑
x∈Ω\{a,b}
v{a,b,x}, w(a) =
∑
x,y∈Ω\{a}
v{a,x,y},
of weight n− 2 and
(
n−1
2
)
, respectively.
W1 = 〈w(a) | a ∈ Ω〉 (9)
W2 = 〈w(a, b) | a, b ∈ Ω, a 6= b〉 (10)
W ∗1 = 〈w(a)− w(b) | a, b ∈ Ω〉 (11)
W ∗2 = 〈w(a, b)− w(c, d) | a, b, c, d ∈ Ω, a 6= b, c 6= d〉. (12)
Proposition 2. For n ≥ 7, a, b ∈ Ω, a 6= b,
1. C0(n)⊥ 3 w(a, b) if and only if n ≡ 2(mod 3);
C0(n)⊥ 3 w(a) if and only if n ≡ 1, 2(mod 3);
2. C1(n)⊥ 3 w(a, b) if and only if n ≡ 1(mod 3);
C1(n)⊥ 3 w(a) if and only if n ≡ 0, 1(mod 3);
3. C2(n)⊥ 63 w(a, b) for any a, b ∈ Ω for any n;
C2(n)⊥ 3 w(a) if and only if n ≡ 0(mod 3);
4. W2 ⊆ W⊥Π for all n.
Proof. The proofs are all direct verifications that the inner product of the vectors w(a) and w(a, b) with blocks are zero
precisely for the congruences shown. Similarly for (4). 
Proposition 3. For all n ≥ 7,
1. dim(W1) = n− 1, and ȷ 6∈ W1;
2. dim(W2) =
( n
2
)− 1, and ȷ 6∈ W2.
Furthermore, W1 = W ∗1 if and only if n ≡ 1, 2(mod 3); W2 = W ∗2 if and only if n ≡ 2(mod 3).
Proof. (1) If
u =
n∑
i=1
αiw(i) =
n∑
i=1
αi
∑
x,y∈Ω\{i}
v{i,x,y} = 0,
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then the coefficient of v{i,j,k}, for all i, j, k ∈ Ω , is αi + αj + αk = 0. This implies that αi = αj for all i, j ∈ Ω and thus
w(n) = 2∑n−1i=1 w(i) and the dimension is n− 1.
If
ȷ =
n−1∑
i=1
αiw(i) =
n−1∑
i=1
αi
∑
x,y∈Ω\{i}
v{i,x,y} = 0,
then the coefficient of v{i,j,n} is 1 = αi + αj for all i, j ≤ n− 1 and thus αi = 2 for i ≤ n− 1. But the coefficient of v{1,2,n−1}
is 1 = α1 + α2 + αn−1 = 0 and we have a contradiction. Thus ȷ 6∈ W1 and dim〈W1, ȷ〉 = n.
(2) If
u =
∑
a,b∈Ω
αa,bw(a, b) =
∑
a,b∈Ω
αa,b
∑
x∈Ω\{a,b}
v{a,b,x} = 0,
then the coefficient of v{a,b,c}, for all a, b, c ∈ Ω , is αa,b + αa,c + αb,c = 0. This implies that αa,b is constant, and∑
a,b∈Ω w(a, b) = 0. Thus the dimension is
( n
2
)− 1.
If
ȷ =
∑
a,b∈Ω,{a,b}6={1,n}
αa,bw(a, b) =
∑
a,b∈Ω
αa,b
∑
x∈Ω\{a,b}
v{a,b,x},
where α1,n = 0, then the coefficient of v{a,b,c} = αa,b + αa,c + αb,c = 1 which yields that αa,b is a non-zero constant for all
a, b, which contradicts α1,n = 0. Thus ȷ 6∈ W2 and dim〈W2, ȷ〉 =
( n
2
)
.
To determine whenW1 = W ∗1 , considerw(a) = −
∑
i6=aw(i) as obtained above. Then for n ≡ 1(mod 3),
w(a) = −
∑
i6=a
w(i) = −
∑
i6=a
w(i)+ (n− 1)w(a) =
∑
i6=a
(w(a)− w(i))
and for n ≡ 2(mod 3),
w(a) = −
∑
i6=a
w(i)+ (n− 1)w(a)− w(a) =
∑
i6=a
(w(a)− w(i))− w(a)
so that
w(a) =
∑
i6=a
(w(i)− w(a)).
If n ≡ 0(mod 3), then (ȷ, w(a)) = 1 for all a ∈ Ω , so ȷ ∈ (W ∗1 )⊥ but ȷ 6∈ W⊥1 .
For the codeW ∗2 , from the above we have, for n ≡ 2(mod 3),
w(a, b) = −
∑
{x,y}6={a,b}
w(x, y) = −
∑
{x,y}6={a,b}
w(x, y)+
((n
2
)
− 1
)
w(a, b),
and thus
w(a, b) =
∑
{x,y}6={a,b}
(w(a, b)− w(x, y))
andW2 = W ∗2 in this case. If n 6≡ 2(mod 3) then (w(a, b), j) = (n−2) 6= 0, so ȷ ∈ (W ∗2 )⊥ but ȷ 6∈ W⊥2 , and soW2 6= W ∗2 . 
Proposition 4. If WΠ ⊆ C ⊆ FP3 , then the minimum weight of C⊥ is at least n− 2.
Proof. Let B = {Support(w(pi)) | w(pi) ∈ WΠ }. Then D = (P ,B) is a 1-(
( n
3
)
, 8, r) design, where r = 6
(
n−3
3
)
, is the
number of blocks through a point. (This follows since for P = {a, b, c} there are
(
n−3
3
)
ways to choose elements d, e, f to
complete the 6-set∆, and then there are six ways to choose the partition pi .)
The number of blocks ofB through two distinct points P and Q can have one of three values, λ,µ, ν, depending on the
size of P ∩ Q : taking P = {a, b, c},
• if Q = {d, e, f }where P ∩ Q = ∅, then there are λ = 6 blocks through P and Q ;
• if Q = {a, d, e}, |P ∩ Q | = 1, then∆ = {a, b, c, d, e, x}with partitions {{a, x}, {b, d}, {c, e}} or {{a, x}, {b, e}, {c, d}}will
give blocks containing these points, i.e. µ = 2(n− 5) blocks through P and Q .
• if Q = {a, b, d}, |P ∩ Q | = 2, then∆ = {a, b, c, d, x, y}with partition {{a, x}, {b, y}, {c, d}}will give ν = (n− 4)(n− 5)
blocks through P and Q .
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For a given point P , we will call a distinct point Q a point of type-i if |P ∩ Q | = i, for i = 0, 1, 2. Now let S be the support
of w ∈ C⊥, |S| = s, and let P ∈ S. Let zi, for i = 0 to 8 be the number of blocks of B that pass through P and meet S in i
points. Then z0 = z1 = 0 and∑8i=2 zi = r . Suppose there are k points of S \ {P} of type-0, i.e. on λ blocks with P , ` of type-1,
i.e. on µ blocks with P , andm of type-2, on ν blocks with P . Then counting incidences gives
8∑
i=2
(i− 1)zi = kλ+ `µ+mν,
where s− 1 = k+ `+m. Thus
r =
8∑
i=2
zi ≤
8∑
i=2
(i− 1)zi ≤ (k+ `+m)ν = (s− 1)(n− 4)(n− 5),
and thus n− 3 ≤ s− 1, i.e. s ≥ n− 2 as required. 
Proposition 5. For n ≥ 8, W2 has minimum weight n− 2 and the minimum-weight vectors are scalar multiples of the vectors
w(a, b), a, b ∈ Ω .
Proof. By Proposition 2,WΠ ⊆ W⊥2 so by Proposition 4,W2 has minimumweight at least n− 2, and since thew(a, b) have
this weight, this is the minimum weight ofW2.
Supposew ∈ W2 has weight n− 2 and support S, andw 6= ±w(a, b) for any a, b ∈ Ω . Use the counting arguments and
notation k, `,m for a point P = {a, b, c} in S as in the proof of Proposition 4. As in that proof, withm = n− 3− `− k,
r = (n− 3)(n− 4)(n− 5) ≤ 6k+ 2(n− 5)`+ (n− 5)(n− 4)(n− 3− `− k),
which simplifies to
0 ≥ k(n− 7)(n− 2)+ `(n− 5)(n− 6)
which is true for n ≥ 8 only if k = ` = 0. Thus all points of S have two elements of Ω in common. If S contains
{a, b, c}, {a, b, d} then any further element must be of the form {a, b, x}, and the support ofw is {{a, b, x} | x ∈ Ω \ {a, b}}.
Ifw =∑x∈Ω1 v{a,b,x} −∑x∈Ω2 v{a,b,x} whereΩ1 ∪Ω2 = Ω \ {a, b} andΩ1 ∩Ω2 = ∅, thenw +w(a, b) = 2∑x∈Ω1 v{a,b,x}
of weight less than n− 2, giving a contradiction. 
Proposition 6. For n ≥ 9 and n ≡ 0, 1(mod 3), the minimum weight of W ∗2 is 2(n− 3).
Proof. By Proposition 3,W2 6= W ∗2 in this case. The vectorw(a, b)−w(a, c) has weight 2(n−3), so theminimumweight of
W ∗2 has at most this value. The proof that this is indeed the minimumweight is delayed until Section 4, since it is somewhat
long and technical and best developed through a series of lemmas. 
Proposition 7. For n ≥ 7, all words in W1 have weight given by
f (n, r, t) = (n− r + t)
(
r − t
2
)
+ r
(
n− r
2
)
+ (n− t)
(
t
2
)
where n ≥ r ≥ t ≥ 0. The minimum weight of W1 is
(
n−1
2
)
= f (n, 1, 0) and the minimum-weight vectors are ±w(a); the
minimum weight of W ∗1 is (n− 2)(n− 3) = f (n, 2, 1) and the minimum-weight vectors arew(a)− w(b), a, b ∈ Ω .
If
p(n, r, t) = t
(
r − t
2
)
+ (r − t)
(
n− r
2
)
+ (n− r)
(
t
2
)
and
m(n, r, t) = (n− r)
(
r − t
2
)
+ t
(
n− r
2
)
+ (r − t)
(
t
2
)
then the words of 〈W1, ȷ〉 have weight f (n, r, t) = p(n, r, t) + m(n, r, t),
( n
3
) − p(n, r, t) or ( n3 ) − m(n, r, t), where
n ≥ r ≥ t ≥ 0, and the minimum weight and minimum words are as in W1.
Proof. The words ofW1 have the form
w =
∑
a∈Λ1
w(a)+ 2
∑
b∈Λ2
w(b) =
∑
a∈Λ1∪Λ2
w(a)+
∑
b∈Λ2
w(b),
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whereΛ1∩Λ2 = ∅. To show that these vectors have theweights stated,we need to expressw in terms of distinct coordinate
vectors v{a,b,c}. Thus letΛ = {a1, a2, . . . , ar} and Γ = {a1, . . . , at}where n ≥ r ≥ t ≥ 0, and
w =
∑
a∈Λ
w(a)+
∑
a∈Γ
w(a) =
r∑
i=1
w(ai)+
t∑
i=1
w(ai).
Let∆ = Ω \Λ. We claim that
w =
r∑
i=t+1
∑
x,y∈∆
v{ai,x,y} +
∑
1≤i,j≤t
∑
x∈∆
v{ai,aj,x} +
∑
t+1≤i,j≤r
t∑
k=1
v{ak,ai,aj}
−
∑
t+1≤i,j≤r
∑
x∈∆
v{ai,aj,x} −
t∑
i=1
∑
x,y∈∆
v{ai,x,y} −
∑
1≤i,j≤t
r∑
k=t+1
v{ak,ai,aj}.
That this is true can be verified by induction, by first taking t = 0 and using induction on r to show that
r∑
i=1
w(ai) =
r∑
i=1
∑
x,y∈∆
v{ai,x,y} −
∑
1≤i,j≤r
∑
x∈∆
v{ai,aj,x}.
Then use this expression and induction on t to get the formula for w. The proof is quite direct and routine. It is clear
then that the weight of w is f (n, r, t). The formulae p(n, r, t) and m(n, r, t) give the number of positive and negative
entries inw, respectively, and follow immediately, as does the weight distribution ofW1 and 〈W1, ȷ〉. Note that f (n, r, t) =
f (n, n− r + t, t) = f (n, r, r − t) so we can take 2r ≤ n+ t and 2t ≤ r to get all the weights.
We need now to verify that f (n, 1, 0) < f (n, r, t) for 0 ≤ t < r , 2r ≤ n + t and 2t ≤ r . From this we have also 3t ≤ n
and we are taking n ≥ 7. We also will show that the weight ofw(a)− w(b) = f (n, 2, 1) < f (n, r, t) for r ≥ 3.
We use the following identity that can be verified directly:
f (n, r, t)− f (n, r − 1, t) = 1
2
(n− (2r − t − 1))(n− (3t + 2)). (13)
We write d(n, r, t) = f (n, r, t)− f (n, r − 1, t). Then d(n, r, 0) > 0 for r ≥ 1 since n ≥ 2r > 2r − 1. Thus we have
f (n, 1, 0) < f (n, 2, 0) < · · · f (n, r, 0) (14)
for our range 2 ≤ 2r ≤ n+ t = n.
Thus take t ≥ 1. From Eq. (13), d(n, r, t) > 0 if n > 2r− t−1 and n > 3t+2. Since in our range, n ≥ 2r− t > 2r− t−1,
the first inequality holds. However, our range implies that 3t ≤ n, so we do have the possibilities of n = 3t, 3t + 1, 3t + 2
to deal with separately. Taking first n > 3t + 2 so that d(n, r, t) > 0, we have
f (n, r, t) > f (n, r − 1, t) > · · · > f (n, t + 1, t) > f (n, t, t) = f (n, t, 0) ≥ f (n, 1, 0) (15)
which gives our result for f (n, 1, 0) as long as n > 3t+2. Notice also that f (n, 2, 0) = (n−2)2 > (n−2)(n−3) = f (n, 2, 1)
and thus we also have
f (n, r, t) > · · · > f (n, t + 1, t) > f (n, t, t) = f (n, t, 0) ≥ f (n, 2, 0) > f (n, 2, 1)
if t ≥ 2. If t = 1 then we have
f (n, r, 1) > f (n, r − 1, 1) > · · · > f (n, 3, 1) > f (n, 2, 1).
Thus we need only consider 3t ≤ n ≤ 3t + 2. In these case we simply verify our assertions directly.
Suppose n = 3t . Then 2r ≤ n + t = 4t ≤ 2r implies that r = 2t . Also, since n = 3t ≥ 7, we have t ≥ 3.
Then f (3t, 2t, t) = 3t3 − 3t2 and f (3t, 1, 0) = 12 (9t2 − 9t + 2), f (3t, 2, 1) = (3t − 2)(3t − 3) and we have
f (3t, 2t, t) > f (3t, 1, 0), f (3t, 2, 1) for t ≥ 3.
Suppose n = 3t + 1. Then 2r ≤ 4t + 1 and 2r ≥ 4t implies r = 2t . Here n ≥ 7 implies t ≥ 2, so f (3t + 1, 2t, t) =
3t3 − t > 12 (9t2 − 3t), (3t − 1)(3t − 2) for t ≥ 2.
If n = 3t + 2, t ≥ 2, then 2r ≤ 4t + 2 so r = 2t or r = 2t + 1. For r = 2t , f (3t + 2, 2t, t) = 3t3 + 3t2 >
1
2 (3t + 1)3t, 3t(3t − 1) for t ≥ 2. For r = 2t + 1, f (3t + 2, 2t + 1, t) = 3t3+ 3t2, and the above holds again for t ≥ 2. This
completes the proof for the words ofW1.
Nowwe consider the case of 〈W1, ȷ〉, specifically needed for our codes when n ≡ 4 (mod 9), but we consider the general
case for n ≥ 7. Notice that m(n, r, t) = p(n, r, r − t), so we need only show that ( n3 ) − p(n, r, t) > ( n−12 ), i.e. that(
n−1
3
)
> p(n, r, t), for all r ≥ t ≥ 0. We also have
p(n, r, t) = p(n, n− t, r − t) = p(n, n− r + t, n− r), (16)
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and
p(n, r, t − 1)− p(n, r, t) = 1
2
(n− (3t − 1))(n− (2r − t)) (17)
p(n, r, t)− p(n, r − 1, t) = 1
2
(n− (3r − 3t − 1))(n− (r + t)). (18)
We will prove that
p(n, r, t) ≤ p(n, bn/3c, 0) (19)
for all r, t . Since it is easy to show that p(n, bn/3c, 0) <
(
n−1
3
)
for n ≥ 8, this will prove the result for n ≥ 8. Note that for
n = 7 the assertion is true by computation.
First notice that, using Eq. (18), we get
p(n, 1, 0) < p(n, 2, 0) < · · · < p(n, bn/3c, 0)
and
p(n, n, 0) < p(n, n− 1, 0) < · · · < p(n, bn/3c, 0),
i.e. p(n, r, 0) ≤ p(n, bn/3c, 0) for all r .
Now consider the case n > 2r − 1. Then Eq. (17) shows that, for fixed r with 2r < n + 1, p(n, r, t) decreases with
increasing t from t = 0 while 3t < n + 1 and increases when 3t ≥ n + 1. Now p(n, r, 0) ≥ p(n, r, r) for n > 2r − 1 and
thus p(n, r, t) ≤ p(n, r, 0) ≤ p(n, bn/3c, 0) for n > 2r − 1.
Suppose next 2r ≥ n+ 1. Since we are concerned with the case n ≡ 1(mod 3), we will restrict our proof from now on to
this case, but the other cases could be proved in a similar way. Thus we take n = 3k+ 1 and 2r ≥ 3k+ 2. We first observe
that we can restrict r to be at most 2k because, if r = 2k + m where 1 ≤ m ≤ k + 1, then we apply Eq. (16) as follows:
n− t = 3k+1− t and n− r+ t = k+1−m+ t ≤ k+ t . Now 3k+1− t ≤ 2k if k+1 ≤ t , so p(n, r, t) = p(n, n− t, r− t)
where n − t ≤ 2k, if k + 1 ≤ t . If t ≤ k, then n − r + t ≤ k + t ≤ 2k and p(n, r, t) = p(n, n − r + t, n − r) where
n− r + t ≤ 2k.
Notice that for any fixed r , p(n, r, t) is a cubic in t andhas atmost onemaximumandoneminimum in the range 0 ≤ t ≤ r .
Also note that p(n, r, 0) ≤ p(n, r, r) = p(n, n− r, 0) ≤ p(n, bn/3c, 0) for 2r ≥ n+ 1.
For simplicity, for n = 3k+1, we dealwith the cases k even or odd separately. Suppose first that k is even. Then r = 32k+s
where 1 ≤ s ≤ k2 . Then 2r − n = 2s − 1 and the factors in Eq. (17) are (3(k − t) + 2) and (t − (2s − 1)). With fixed r ,
the former is positive for 0 ≤ t ≤ k and negative for t ≥ k + 1. The other factor is negative for 0 ≤ t < 2s − 1, zero at
t = 2s − 1, and positive for t > 2s − 1. Now 2s − 1 ≤ k − 1, so p(n, r, t) increases with t up to p(n, r, 2s − 1), decreases
until t = k, and then increases up to t = r . From Eq. (16), we have p(n, r, 2s − 1) = p(n, r, 2r − n) = p(n, r, n − r), and
r ≥ n− r = 32k+ 1− s ≥ k+ 1 since 2s ≤ k. This shows that p(n, r, t) ≤ p(n, r, r) for 0 ≤ t ≤ r .
If k is odd, then r = 32 (k+ 1)+ swhere 0 ≤ s ≤ k−32 . Then 2r − n = 2+ 2s, and the factor t − (2r − n) = t − (2+ 2s)
is negative for 0 ≤ t ≤ 1+ 2s, zero at 2+ 2s, and positive for t ≥ 3+ 2s. Again, 2s ≤ k− 3 gives us that 2s+ 2 ≤ k− 1.
Thus p(n, r, t) increases with t up to p(n, r, 2s+ 2), decreases until t = k, and then increases up to t = r . From Eq. (16), we
have p(n, r, 2s+ 2) = p(n, r, 2r − n) = p(n, r, n− r), and r ≥ n− r = 32 (k+ 1)− s ≥ k+ 1 since 2s ≤ k+ 1. This shows
that p(n, r, t) ≤ p(n, r, r) for 0 ≤ t ≤ r .
Thus we have p(n, r, t) ≤ p(n, bn/3c, 0) for all r, t , and the proof is complete. The other two congruences, n ≡
0, 2(mod 3), can be proved similarly. 
Proposition 8. If W2 ⊆ C ⊆ FP3 , then the minimumweight of C⊥ is at least 8. If n ≥ 9 andW ∗2 ⊆ C ⊆ FP3 , then the minimum
weight of C⊥ is at least 8.
Proof. Let B = {Support(w(a, b)) | a, b ∈ Ω}, so that the design (P ,B) is a 1-(( n3 ) , n − 2, 3) design since any point{a, b, c} is on the three blocks from w(a, b), w(a, c), w(b, c). The blocks meet in one point or not at all, and two points are
on one block or none at all. We will simply refer to thew(a, b) as blocks in this proof.
Let S be the support ofw ∈ C⊥, where |S| = s, P = {a, b, c} ∈ S. Thenw(a, b), w(a, c) andw(b, c) all meet S again, so
S ⊇ T = {{a, b, c}, {a, b, d}, {a, c, e}, {b, c, f }},
where d, e, f ∈ Ω \ {a, b, c}. Thus s ≥ 4. Let S = S1 ∪ S2 where Si is the set of points Q ∈ S wherew(Q ) = i.
If |S| = 4 then S = T . Since (w,w(x, y)) = 0 for all x, y, if P ∈ S1 then S2 will be the set {{a, b, d}, {a, c, e}, {b, c, f }}. But
(w,w(a, d)) = 0, so w(a, d)meets S again, and the only possibility is {a, c, e}, i.e. d = e. But then (w,w(a, d)) = 1, giving
a contradiction. Thus |S| > 4. Now we consider cases:
(i) Suppose d, e, f are all distinct. Then w(a, d) meets S again in {a, d, x} and w(b, d) meets S again in {b, d, y}, where
x, y 6= a, b, d; w(a, e) meets S again in {a, e, z} and w(c, e) meets S again in {c, e, u}, where z, u 6= a, c, e; w(b, f ) meets
S again in {b, f , v} and w(c, f )meets S again in {c, f , r}, where v, r 6= b, c, f . This gives at most six and at least three new
points. If there are six points then s ≥ 10 as required.
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Suppose {a, d, x} = {a, e, z}, i.e. x = e, z = d, so the new point is {a, d, e}. If {b, d, y} 6= {b, f , v} and {c, e, u} 6= {c, f , r}
then we have five new points, as required. So suppose {b, d, y} = {b, f , v}, i.e. y = f , v = d and the new point is {b, d, f }. If
{c, e, u} 6= {c, f , r} then we have eight points again, as required. So suppose also that {c, e, u} = {c, f , r}, i.e. u = f , e = r
and {c, e, f } is the new point. Thus S ⊇ T ∪ {{a, d, e}, {b, d, f }, {c, e, f }}. Then the blocks from w(d, e), w(d, f ), w(e, f ) all
meet S again and clearly not in any of the current points. So another point is required and |S| ≥ 8.
(ii) Suppose d = e 6= f . Then T = {{a, b, c}, {a, b, d}, {a, c, d}, {b, c, f }} and w(b, d) meets S again in {b, d, x}, where
x 6= a, b, d; w(c, d) meets S again in {c, d, y}, where y 6= a, c, d; w(b, f ) meets S again in {b, f , z}, where z 6= b, f , c;
w(c, f ) meets S again in {c, f , u}, where u 6= b, c, f . This gives possibly four new points, but at least two. If there are
four, we have the result. Suppose now that {b, d, x} = {b, f , z}, i.e. x = f , z = d, and {b, d, f } is the new point, but
{c, d, y} 6= {c, f , u}. Then S has seven points, but w(d, f )must meet S again and so we get the required eight points again.
So suppose also {c, d, y} = {c, f , u}, so y = f , u = d and S = T ∪ {{b, d, f }, {c, d, f }}, |S| = 6. All the blocks that meet
S meet in two points. If |S| = 6 then we need the tow points on the block to have opposite signs. So if {a, b, c} ∈ S1, then
{a, b, d}, {a, c, d}, {b, c, f } ∈ S2, for w(a, b), w(a, c), w(b, c), respectively. But {a, c, d} ∈ S2 implies that {a, b, d} ∈ S1 for
w(a, d), which gives a contradiction.
Thus another point is needed on at least one of the blocks. Suppose {a, b, g} ∈ w(a, b), where g 6= a, b, c, d. Thenw(a, g)
must meet S again, and so we get the required eight points.
(iii) Finally suppose that d = e = f , T = {{a, b, c}, {a, b, d}, {a, c, d}, {b, c, d}}. Another point is required on
w(a, b), say {a, b, g}, where g 6= a, b, d. Then w(a, g) and w(b, g) must meet S again, in {a, g, u} and {b, g, v}. If
S = T ∪ {{a, b, g}, {a, g, u}, {b, g, v}}, then {a, b, c}, {a, b, d}, {a, b, g} ∈ S1 implies that {a, g, u}, {b, g, v} ∈ S2 and
{a, c, d}, {b, c, d} ∈ S2. Thus w(c, d)must meet again and clearly not in any of the current points, so we have the required
eight points. This completes the proof of the first part.
Now considerW ∗2 ⊆ C and let S be the support ofw ∈ C⊥, where |S| = s, and P = {a, b, c} ∈ S. Then P is in the support of
the non-zero vectorsw(a, b)−w(x, y), {x, y} 6= {a, c}, {b, c},w(a, c)−w(x, y), {x, y} 6= {a, b}, {b, c}, andw(b, c)−w(x, y),
{x, y} 6= {a, b}, {a, c}, and each of these must meet S again. If for each P ∈ S the vectorsw(a, b),w(a, c) andw(b, c)meet S
again, then by the first part, |S| ≥ 8.
So suppose there is a point P = {a, b, c} which is such that w(a, b) does not meet S again. Then w(a, b) − w(x, y) will
meet S again, for all x, y excluding a, b, c , and there are (n− 3)(n− 4)/2 of these. These vectors meet in zero or one point,
so the number of distinct points is at least (n− 3)(n− 4)/4+ 1 ≥ 8 for n ≥ 9. 
Proposition 9. (1) For all n ≥ 7, C2(n) = W ∗2 . If n ≡ 0, 1(mod 3) then C2(n) has dimension
( n
2
)− 2; if n ≡ 2(mod 3) then
C2(n) = W2, of dimension
( n
2
)− 1.
(2) For n ≡ 1, 2(mod 3), W1 ⊆ C2(n); for n ≡ 0(mod 3), W ∗1 ⊆ C2(n).
Proof. (1) We first show thatW ∗2 ⊆ C2(n). It can be verified directly that, for distinct a, b, c, d ∈ Ω ,
w(a, b)− w(c, d) = v{a,c,d}2 + v{b,c,d}2 − v{a,b,c}2 − v{a,b,d}2 .
Since thenw(a, b)− w(a, c) = w(a, b)− w(d, e)+ w(d, e)− w(a, c)we have thatW ∗2 ⊆ C2(n).
For the converse, it can be shown directly that
v{a,b,c}2 = w(a, b)+ w(a, c)+ w(b, c) (20)
= w(a, b)− w(d, e)+ w(a, c)− w(d, e)+ w(b, c)− w(d, e), (21)
and thus we haveW ∗2 = C2(n). The remaining statements from (1) follow from Proposition 5.
(2) It can be proved directly that w(a) = −∑x,y,6=a v{a,x,y}2 for n ≡ 1(mod 3) and w(a) = ∑x,y,6=a v{a,x,y}2 for
n ≡ 2(mod 3). For n ≡ 0(mod 3), it can be shown that, for distinct a, b, c ∈ Ω ,
w(a)− w(b) =
∑
x,y6=a,c
v{a,x,y}2 −
∑
x,y6=b,c
v{b,x,y}2 − w(a, c)+ w(b, c).
Sincew(b, c)− w(a, c) ∈ C2(n) by (1), this gives the result. 
Proposition 10. For any n ≥ 7,
v{a,b,c}1 = w(a)+ w(b)+ w(c)+ w(a, b)+ w(a, c)+ w(b, c). (22)
For n ≡ 0, 2(mod 3), C1(n) = C2(n); for n ≡ 1(mod 3), C1(n) ⊆ C2(n) ∩ C2(n)⊥ ∩ C1(n)⊥.
Proof. The identity can easily be verified. From Lemma 2, C1(n) = C2(n) for n ≡ 0, 2(mod 3). From Lemma 2, C1(n) ⊆ C2(n)
for n ≡ 1(mod 3), and to show that C1(n) ⊆ C2(n)⊥ one just verifies that the inner product (v{a,b,c}1 , v{d,e,f }2) = 0 for all
blocks. Finally, by Proposition 2, the right-hand side of Eq. (22) is in C1(n)⊥ for n ≡ 1(mod 3), which completes the proof. 
Proposition 11. For n ≡ 1, 3(mod 6), n ≥ 7, let D be a Steiner triple system on n points, i.e. a 2-(n, 3, 1) design. If S is the set
of blocks of D , then regarding S as a subset of P , vS ∈ C2(n)⊥.
4674 J.D. Key et al. / Discrete Mathematics 309 (2009) 4663–4681
Proof. In C2(n), v{a,b,c}2 =∑x6=a,b,c v{a,b,x} + v{a,c,x} + v{b,c,x}. Now consider the inner product (v{a,b,c}2 , vS). If {a, b, c} ∈ S
then none of the terms in the sum include {a, b, c} and so the inner product is zero. If {a, b, c} 6∈ S then there are exactly
three blocks ofD , {a, b, x}, {a, c, y}, {b, c, z}, and again the inner product is zero. 
Lemma 3. If Ω = Ω1 ∪ Ω2 ∪ {a}, where Ω1 ∩ Ω2 = ∅ and a 6∈ Ω1,Ω2, |Ω1| = n1, |Ω2| = n2, then w =∑
x∈Ω1 w(a, x)−
∑
x∈Ω2 w(a, x) has weight
( n1
2
)+ ( n22 ) andw =∑x,y∈Ω2 v{a,x,y} −∑x,y∈Ω1 v{a,x,y}.
In particular, C2(7) has words of weight 6.
Proof.
w =
∑
x∈Ω1
w(a, x)−
∑
y∈Ω2
w(a, y) =
∑
x∈Ω1
∑
i∈Ω,i6=x
v{a,x,i} −
∑
y∈Ω2
∑
j∈Ω,j6=y
v{a,y,j}.
Then v{a,u,v} ∈ w(a, u), w(a, v), so it is in w with coefficient 2 if u, v ∈ Ω1, with coefficient 1 if u, v ∈ Ω2, 0 if
u ∈ Ω1, v ∈ Ω2. Thusw is as given, and has weight
( n1
2
)+ ( n22 ).
In case n = 7, n1 = 3 = n2 will give a word of weight 6 inW ∗2 = C2(7), by Proposition 9. 
Proposition 12. For n ≥ 7,
• if n ≡ 0(mod 3), C2(n) = C1(n) is [
( n
3
)
,
( n
2
)− 2, 2(n− 3)]3 and C2(n)⊥ is [( n3 ) , ( n3 )− ( n2 )+ 2, 8]3;
• if n ≡ 1(mod 3), for n ≥ 10, C2(n) is [
( n
3
)
,
( n
2
)−2, 2(n−3)]3 and C2(n)⊥ is [( n3 ) , ( n3 )−( n2 )+2, 8]3; C2(7) is [35, 19, 6]3
and C2(7)⊥ is [35, 16, 7]3;
• if n ≡ 2(mod 3), C2(n) = C1(n) is [
( n
3
)
,
( n
2
)− 1, n− 2]3 and C2(n)⊥ is [( n3 ) , ( n3 )− ( n2 )+ 1, 8]3.
Proof. The dimensions in all cases follow from Proposition 9. The minimum weight for C2(n) follows from Propositions 5,
6 and 9 for n ≥ 8. For n = 7 the minimum weight is 6 by computation (and see Lemma 3).
By Proposition 1,WΠ ⊆ C2(n)⊥, so C2(n)⊥ has vectors of weight 8. By Proposition 8 this is theminimumweight of C2(n)⊥
except possibly for n = 7, and in that case we have minimum weight 7, by computation (and see Proposition 11). 
Proposition 13. For n ≡ 1(mod 3), C0(n) has words of weight 4: if ∆ = {a, b, c, d, e, f } of size 6, and pi =
{{a, b}, {c, d}, {e, f }} is a partition of ∆, then if
u =
∑
x6∈∆
v{a,e,x}0 + v{b,f ,x}0 − v{a,f ,x}0 − v{b,e,x}0 ,
then
u+ w(pi) = v{a,c,f } + v{b,c,e} − v{a,c,e} − v{b,c,f }
is in C0(n) and has weight 4.
Proof. Since w(pi) ∈ C0(n) by Proposition 1, the proof is just a direct verification that u+ w(pi) gives the weight-4 vector
stated. 
Notation 1. Write
[a, b, c, d, e] = v{a,b,c} + v{a,d,e} − v{a,b,d} − v{a,c,e} (23)
for a vector of weight 4 in C0(n) for n ≡ 1(mod 3), as obtained in Proposition 13, with the four vectors written in that
particular order. Thus [a, b, c, d, e] can be written [a, c, b, e, d] and the vector obtained in Proposition 13 is [c, a, f , e, b] or
[c, f , a, b, e].
Proposition 14. For n ≥ 7,
(1) for n ≡ 1(mod 3)
(a) if n ≡ 4(mod 9) then dim(C0(n)) =
( n
3
)− n;
(b) if n ≡ 1, 7(mod 9) then dim(C0(n)) =
( n
3
)− n+ 1;
(2) for n ≡ 2(mod 3)
(a) if n ≡ 5(mod 9) then dim(C0(n)) =
( n
3
)− ( n2 );
(b) if n ≡ 2, 8(mod 9) then dim(C0(n)) =
( n
3
)− ( n2 )+ 1;
Proof. (1) For n ≡ 1(mod 3) C0(n) has words of weight 4 and we can use the corresponding construction from the binary
case, noting that our weight-4 vector has the same support as the vector u(∆∗) of Eq. (10) of [7]. Thus the set of weight-4
vectors and corresponding information set as given in [7, Lemma 8] can be used to get a lower bound on dim(C0(n)).
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For this, take the point order as follows: {1, 2, 3}, {1, 2, 4}, . . . , {1, 2, n}, {1, 3, 4}, . . ., {1, 3, n}, . . . , {1, n − 2, n},
{2, 3, 4}, . . . , {2, n− 2, n}, . . ., {n− 4, n− 2, n− 1}, {n− 4, n− 2, n}, giving ( n3 )− n positions, followed by the remaining
n points: {1, n − 1, n}, {2, n − 1, n}, . . . , {n − 4, n − 1, n}, {n − 3, n − 1, n}, {n − 2, n − 1, n}, {n − 3, n − 2, n − 1},
{n− 3, n− 2, n}.
The ordering of the weight-4 vectors is: [1, 2, 3, n− 1, n], . . . , [1, 2, n− 2, n− 1, n], [n− 1, 1, 2, n, n− 2], [n, 1, 2, n−
1, n−2], . . . , [1, n−3, n−2, n−1, n], [n−1, 1, n−3, n, n−2], [n, 1, n−3, n−1, n−2], [n−1, 1, n−2, n, n−3], [n, 1, n−
2, n−1, n−3] giving the first
(
n−1
2
)
−1 vectors; [2, 3, 4, n−1, n], . . . [n, 2, n−2, n−1, n−3] giving the next
(
n−2
2
)
−1
vectors; carry on in this way until [n−4, n−3, n−2, n−1, n], [n−1, n−4, n−3, n, n−2], [n, n−4, n−3, n−1, n−2],
[n− 1, n− 4, n− 2, n, n− 3], [n, n− 4, n− 2, n− 1, n− 3] giving
(
n−(n−4)
2
)
− 1 = 5 vectors. The total number of vectors
is
∑n−4
i=1 (
(
n−i
2
)
− 1) = ( n3 )− n.
If a matrix of codewords is now formed with the points in the order given, and the rows the weight-4 words in the
order given, then this matrix is in upper triangular form, with
( n
3
) − n pivot positions in the first ( n3 ) − n positions. Thus
dim(C0(n)) ≥
( n
3
)− n.
(1) (a) If n ≡ 4(mod 9) then ȷ ∈ C0(n)⊥ by Lemma 2 and W1 ⊆ C0(n)⊥ by Proposition 2. Thus dim(C0(n)⊥) ≥ n by
Proposition 3, and dim(C0(n)) ≤
( n
3
)− n. Thus dim(C0(n)) = ( n3 )− n.
(1) (b) If n ≡ 1, 7(mod 9), then ȷ ∈ C0(n) by Lemma 2. SinceW1 ⊆ C0(n)⊥ by Proposition 2, dim(C0(n)⊥) ≥ n − 1 and
dim(C0(n)) ≤
( n
3
)− n+ 1. Now (ȷ, u) = 0 for any of the weight-4 vectors u given in Proposition 13, so if ȷ is in the span of
the weight-4 vectors given in the matrix defined above, then (ȷ, ȷ) = 0. Thus 3| ( n3 ) so we would get n ≡ 1(mod 9). Thus if
n ≡ 7(mod 9), ȷ is not in the span of the weight-4 vectors, and thus dim(C0(n)) =
( n
3
)− n+ 1.
If n ≡ 1(mod 9) and ȷ is in the span of the weight-4 elements, then if C0(n) is this span then (v{a,b,c}0 , ȷ) =
(
n−3
3
)
≡
0(mod 3). This is clearly not true, so dim(C0(n)) =
( n
3
)− n+ 1.
(2) (a) For n ≡ 5(mod 9) ȷ ∈ C0(n)⊥ by Lemma 2. Also W2 ⊆ C0(n)⊥, so dim(C0(n)⊥) ≥
( n
2
)
. Thus dim(C0(n)) ≤( n
3
)− ( n2 ). But by Corollary 2, dim(C0(n)) ≥ ( n3 )− ( n2 ) for all n, so we have equality.
(2) (b) If n ≡ 2, 8(mod 9) then ȷ ∈ C0(n) by Lemma 2. Now (ȷ, w(pi)) = 0 for all w(pi), so if ȷ ∈ 〈SΠ 〉 (see
Corollary 2 for the notation), then (ȷ, ȷ) = 0, and 3| ( n3 ), i.e. n ≡ 2(mod 9). Thus if n ≡ 8(mod 9) then ȷ 6∈ 〈SΠ 〉 and so
dim(C0(n)) ≥
( n
3
) − ( n2 ) + 1. SinceW2 ⊆ C0(n)⊥, by Proposition 2, we have dim(C0(n)⊥) ≥ ( n2 ) − 1, and hence we have
equality.
If n ≡ 2(mod 9) and ȷ 6∈ 〈SΠ 〉, then we are finished, so suppose ȷ ∈ 〈SΠ 〉. Then, arguing as above, we must have
(v{a,b,c}0 , ȷ) =
(
n−3
3
)
≡ 0(mod 3)which is impossible. Thus dim(C0(n)) =
( n
3
)− ( n2 )+ 1. 
Proposition 15. For n ≥ 7,
(1) if n ≡ 1(mod 3)
(a) C0(n) is [
( n
3
)
,
( n
3
)− n, 4]3,
C0(n)⊥ is [
( n
3
)
, n,
(
n−1
2
)
]3 for n ≡ 4(mod 9);
(b) C0(n) is [
( n
3
)
,
( n
3
)− n+ 1, 4]3,
C0(n)⊥ is [
( n
3
)
, n− 1,
(
n−1
2
)
]3 for n ≡ 1, 7(mod 9);
(2) if n ≡ 2(mod 3)
(a) C0(n) is [
( n
3
)
,
( n
3
)− ( n2 ) , 8]3,
C0(n)⊥ is [
( n
3
)
,
( n
2
)
, n− 2]3 for n ≡ 5(mod 9);
(b) C0(n) is [
( n
3
)
,
( n
3
)− ( n2 )+ 1, 8]3,
C0(n)⊥ = C1(n) is [
( n
3
)
,
( n
2
)− 1, n− 2]3 for n ≡ 2, 8(mod 9).
Proof. The dimensions have already been obtained in Proposition 14. For n ≡ 2(mod 3), by Lemma 2 3(b), C1(n) ⊆ C0(n)⊥,
and they have the same dimension for n ≡ 2, 8(mod 9), and so we get the equality in (2)(b) of the proposition. If
n ≡ 5(mod 9), C1(n) ⊂ C0(n)⊥, and the minimum weights for C0(n) and C0(n)⊥ are 8 and n − 2 from Propositions 8
and 4, respectively.
For n ≡ 1(mod 3) C0(n) has words of weight 4 by Proposition 13, i.e. using the notation of Eq. (23),
[a, b, c, d, e] = v{a,b,c} + v{a,d,e} − v{a,b,d} − v{a,c,e}.
A further type of weight-4 vector is found by taking ∆ = {a, b, c, d, e, f } any 6-set and verifying that ∑x6∈∆ v{a,f ,x}0 +
v{b,e,x}0 + v{c,f ,x}0 + v{d,e,x}0 − v{a,e,x}0 − v{b,f ,x}0 − v{c,e,x}0 − v{d,f ,x}0 is the weight-4 vector
v[a, b, c, d, e, f ] = v{a,c,e} + v{b,d,f } − v{a,c,f } − v{b,d,e}. (24)
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To show that 4 is the minimumweight, let S be the support of a word of weight s in C0(n). By Proposition 2,w(a) ∈ C0(n)⊥.
Let P = {a, b, c} ∈ S. Thenw(a), w(b), w(c) all contain P in their supports, and must meet S again, giving at least two new
points. If they meet in three distinct points then s ≥ 4, as required; if there are only two new points, say {a, b, d}, {a, c, e},
then if d 6= ewe need a new point and if d = e the signs cannot be arranged.
For the minimum weight of C0(n)⊥, note that w(a) ∈ C0(n)⊥ and has weight
(
n−1
2
)
. Further, C0(n)⊥ = W1 for
n ≡ 1, 7(mod 9) and C0(n)⊥ = 〈W1, ȷ〉 for n ≡ 4(mod 9), and so by Proposition 7, we have the minimum weight. 
Proposition 16. For n ≥ 7, C1(n) has words of weight 4(n− 4): if ∆ = {a, b, c, d, e} of size 5, then
v{a,b,c}1 + v{a,d,e}1 − v{a,b,e}1 − v{a,c,d}1 = w(b, c)+ w(d, e)− w(b, e)− w(c, d),
has weight 4(n− 4). Writing
w[a, b, c, d] = w(a, b)+ w(c, d)− w(a, d)− w(b, c), (25)
then for n ≡ 1(mod 3), C1(n) = 〈w[a, b, c, d] | a, b, c, d ∈ Ω〉.
Proof. Using the identity in Eq. (22) of Proposition 10, we get immediately that
v{a,b,c}1 + v{a,d,e}1 − v{a,b,e}1 − v{a,c,d}1 = w(b, c)+ w(d, e)− w(b, e)− w(c, d),
and it is easy to see that this has weight 4(n− 4).
Notice thatw[a, b, c, d] +w[a, c, b, d] = w(a, b)+w(a, c)+w(a, d)+w(b, c)+w(b, d)+w(c, d). Now letΘ denote
the set of all 4-subsets of Ω \ {a, b, c}, where a, b, c are distinct. To prove that these vectors of weight 4(n − 4) generate
C1(n), we show that
v{a,b,c}1 =
∑
{d,e,f ,g}∈Θ
w[d, e, f , g] + w[d, f , e, g] =
∑
x,y∈Ω\{a,b,c}
w(x, y). (26)
The last equality follows since every 2-subset ofΩ \ {a, b, c} occurs in
(
n−5
2
)
4-subsets inΘ and since this is congruent to
1 modulo 3,w(x, y)will occur exactly once in the sum. The verification that it is the vector v{a,b,c}1 is then direct. 
Proposition 17. For n ≥ 7, n ≡ 1(mod 3), C1(n) is [
( n
3
)
,
(
n−1
2
)
− 2, d]3 where d ≤ 4(n − 4) and C1(n)⊥ is [
( n
3
)
,
( n
3
) −(
n−1
2
)
+ 2, 8]3 for n ≥ 10, and C1(7)⊥ is [35, 22, 5]3.
Proof. Since C1(n)⊥ ⊇ WΠ ,W1,W2, we have
( n
3
) − ( n2 ) rows from SΠ with corresponding information set as given in
Corollary 2.Wenowadjoin another n rows to thematrix for SΠ by takingw(n−2, n−1) followed byw(i, n) for 1 ≤ i ≤ n−1,
and columns ordered by the n points {1, n−2, n−1}, {1, 2, n}, . . . , {1, n−1, n} followed by {2, 3, n}. These all have entries
zero in the first
( n
3
)− ( n2 ) columns and a small amount of row reduction leads to an echelon form with the leading entries
the new columns, so the rank has increased to
( n
3
)− ( n2 )+ n = ( n3 )− ( n−12 )+ 1.
A further type of vector in C1(n)⊥ with weight 13 will arise as follows: for the sequence s = [a, b, c, d, e, f ] of six distinct
elements ofΩ , let
u = v{a,b,d} + v{a,b,e} + v{a,b,f } + v{a,c,d} + v{a,c,e} + v{a,c,f } + v{d,e,f }
w = v{a,d,e} + v{a,d,f } + v{a,e,f } + v{b,c,d} + v{b,c,e} + v{b,c,f }.
Then v(s) = u − w can be verified to be in C1(n)⊥ for any n. Further, if the weight-13 vector v(s) defined in this way by
the sequence s = [n, n − 1, n − 2, n − 3, n − 4, n − 5] is adjoined to the matrix given already, it is quite direct to verify
that it is not already in the span: the only leading term from the weight-8 vectors that appears in this newweight-13 vector
is {n − 5, n − 4, n − 3}, the leading term from the weight-8 vector [n − 5, n − 2, n − 4, n − 1, n − 3, n] (in the notation
of Eq. (8)), thus v∗(s) = v(s) − [n − 5, n − 2, n − 4, n − 1, n − 3, n] introduces only one term from the higher leading
terms, i.e. {n − 5, n − 3, n − 1} from the weight-8 vector [n − 5, n − 4, n − 3, n − 2, n − 1, n]. It also introduces the
entry 1 for the point {n − 4, n − 3, n − 2} from the support of the weight-8 vector [n − 5, n − 2, n − 4, n − 1, n − 3, n].
Thus v∗(s) − [n − 5, n − 4, n − 3, n − 2, n − 1, n] will have leading term {n − 4, n − 3, n − 2}, since none of the points
{1, n − 2, n − 1}, {1, 2, n}, . . . , {1, n − 1, n}, {2, 3, n} are in either of the rows. Thus adjoining v(s) to the given matrix
produces one of rank
( n
3
)− ( n−12 )+ 2.
An information set for C1(n) is the following set of points: {{i, j, n} | 2 ≤ i ≤ n−2, 4 ≤ j ≤ n−1, i < j}∪{{i, n−2, n−1} |
2 ≤ i ≤ n− 3} ∪ {{n− 4, n− 3, n− 1}}. This can be shown by expressing the incidence vectors of the corresponding blocks
in terms of the w(a, b) (as in Eq. (26)) and using the fact that the w(a, b)’s that occur are linearly independent. Thus the
dimension is as stated.
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Concerning the minimum weight, for C1(n)⊥ it is at most 8 (the words w(pi)) for n ≥ 10. For n = 7, it is n − 2 = 5, by
computation. For n ≥ 10, an argument similar to that in Proposition 8, using the words w[a, b, c, d] ∈ C1(n) (see Eq. (25)),
shows that the minimum weight cannot be less than 8, and is thus 8.
For C1(n) = 〈w[a, b, c, d] | a, b, c, d ∈ Ω〉, the minimumweight appears to be 4(n− 4), the weight ofw[a, b, c, d], and
this is true for n = 7, 10, 13, by computations with Magma. 
Proposition 18. If n ≥ 7 and n ≡ 2(mod 3), then for each C = Ci(n), i = 0, 1, 2, C ∩ C⊥ = {0}; for n ≡ 1(mod 3),
C0(n) ∩ C0(n)⊥ = {0}.
Proof. For n ≡ 2(mod 3), from Propositions 12 and 15, we have C1(n) = C2(n), and C1(n) = C0(n)⊥ unless n ≡ 5(mod 9),
in which case C1(n) ⊂ C0(n)⊥ and ȷ ∈ C0(n)⊥ ∩ C1(n)⊥, by Lemma 2.
First consider C = C0(n). If n ≡ 2(mod 9), then from Lemma 1, and using the notation there, wP = 2ȷ + 2vP0 =
2(vP + vP0 + vP1 + vP2 + vP0) = 2vP + vP0 + 2(vP1 + vP2). Thus vP = u + w where u ∈ C and w ∈ C⊥, where P is any
point, and thus C + C⊥ = FP3 and C ∩ C⊥ = {0}.
If n ≡ 5(mod 9), then by Lemma 1,wP = 2vP0 = 2(ȷ− vP − vP1 − vP2). Thus again vP = wP + ȷ− vP1 − vP2 = u+ w
where u ∈ C andw ∈ C⊥, since ȷ ∈ C⊥.
If n ≡ 8(mod 9), by Lemma 1,wP = vP + vP1 + vP2 and the same proof holds.
Thus the result is true for C0(n) and hence also for C1(n) = C2(n) = C0(n)⊥ in the case when n ≡ 2, 8(mod 9). If
n ≡ 5(mod 9) then C0(n) ⊂ C1(n)⊥, so from Eq. (6), vP = ȷ − vP0 − vP1 − vP2 , and the first two terms are in C1(n)⊥, and
the last two in C1(n), and we have the result.
Now take n ≡ 1(mod 3) and consider the code C0(n). We have C1(n) ⊆ C0(n) by Lemma 2. If P = {a, b, c} then, using
Eq. (6),
vP = ȷ− vP0 − vP1 − vP2
= ȷ− vP0 − vP1 − (w(a, b)+ w(a, c)+ w(b, c)) by Eq. (20)
= ȷ− vP0 + vP1 + w(a)+ w(b)+ w(c) by Eq. (22)
= u+ w
where u ∈ C0(n) andw ∈ C0(n)⊥, since the vectorsw(x) are in C0(n)⊥ by Proposition 2, and ȷ is in either C0(n) or C0(n)⊥ by
Lemma 2, completing the proof. 
Proposition 19. For n ≥ 7,
1. for n ≡ 0(mod 3), C2(n) ∩ C2(n)⊥ = W ∗1 ;
2. for n ≡ 1(mod 3), C2(n) ∩ C2(n)⊥ = C1(n) = C0(n) ∩ C2(n).
Proof. (1) We take n ≡ 0(mod 3) and recall that C1(n) = C2(n). Let A = C1(n) ∩ C1(n)⊥ and D = A⊥ = C1(n) + C1(n)⊥.
We have A ⊇ W ∗1 by Proposition 2(3) and 9. Thus dim(A) ≥ n − 2 and dim(D) ≤
( n
3
) − n + 2. We prove that the latter is
an equality.
First we show thatw(u, v) ∈ D for all u, v ∈ Ω . Since, for any a ∈ Ω ,w(a) ∈ C1(n)⊥ for n ≡ 0(mod 3) (by Proposition 2),
then
w(a) = −
∑
i6=a
w(a, i) =
∑
i6=a
(w(u, v)− w(a, i))+ w(u, v),
and
∑
i6=a(w(u, v)− w(a, i)) ∈ C1(n) = C2(n) (by Proposition 9), so we havew(u, v) ∈ D.
Next we show that the words [a, b, c, d, e] of Eq. (23) are in D. In fact it can be verified directly that if
v = [a, b, c, d, e] + w(b, c)+ w(d, e)− w(b, d)− w(c, e),
then v ∈ W⊥2 . SinceW2 ⊃ C2(n),W⊥2 ⊂ C2(n)⊥, and hence [a, b, c, d, e] ∈ D. LetU be the space generated by theseweight-4
vectors. We can use the point ordering and choice of weight-4 vectors as described in Proposition 14 to produce a generator
matrix for U in row echelon form and of rank (over F3)
( n
3
)− n. It is clear from the point ordering thatw(n− 1, n) adjoined
to this matrix will increase the rank to
( n
3
)− n+ 1. Thus E = 〈U, w(n− 1, n)〉 ⊆ D and dim(D) ≥ ( n3 )− n+ 1.
Suppose D = E. Then D⊥ = A = C1(n) ∩ C1(n)⊥ = E⊥. We show that, for all a ∈ Ω , w(a) − ȷ ∈ E⊥ but
is not in A. That w(a) − ȷ ∈ E⊥ follows since (w(a), u) = 0 = (ȷ, u) for all the weight-4 vectors generating U , and
(w(a), w(b, c)) = (ȷ, w(b, c)) ≡ 1(mod 3). Now w(a) − ȷ ∈ C1(n)⊥. Suppose w(a) − ȷ ∈ C1(n). Then (w(a) − ȷ, v) = 0
for all v ∈ C1(n)⊥. In particular, the weight-13 vector v(s) found in Proposition 17 must satisfy this. However, we see from
the definition of v(s) that (v(s), ȷ) = 1 and (v(s), w(a)) = 0 for all a ∈ Ω . Thus w(a) − ȷ 6∈ C1(n) and hence D 6= E. Thus
dim(D) ≥ ( n3 )− n+ 2 and hence it is equal to this number. This completes the proof of (1), i.e. that C2(n) ∩ C2(n)⊥ = W ∗1
for n ≡ 0(mod 3).
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(2) Now take n ≡ 1(mod 3). For the first equality, we have C1(n) ⊆ C2(n) ∩ C2(n)⊥ = A by Proposition 10, and so
D = A⊥ ⊆ C1(n)⊥. We show that all the vectors in the generator matrix for C1(n)⊥ in the proof of Proposition 17 are in D.
The vectors w(pi) are in C2(n)⊥ by Proposition 1, and the vectors v(s) of weight 13 can be verified to be inW⊥2 ⊆ C2(n)⊥.
The vectorsw(a, b) are not in C2(n) nor in C2(n)⊥, but the vector
w = w(a, b)−
∑
c,d∈Ω\{a,b}
(w(c, d)− w(a, b))
can be verified to be in C2(n)⊥, and since W ∗2 = C2(n) by Proposition 9, hence w(a, b) ∈ D for all a, b ∈ Ω . Thus D has
dimension at least that of C1(n)⊥, and thus we have proved the first equality.
For the second equality, let B = C0(n) ∩ C2(n). Then C1(n) ⊆ B by Lemma 2 and Proposition 10, and thus E = B⊥ =
C0(n)⊥ + C2(n)⊥ ⊆ C1(n)⊥. We show that E has dimension that of C1(n)⊥ in a manner similar to the previous proof. Again
we only need to show thatw(a, b) ∈ E and here we consider
w = w(a, b)+
∑
x∈Ω\{a,b}
w(x)
and show directly thatw ∈ W⊥2 . Sincew(a) ∈ C0(n)⊥ by Proposition 2, we have verified the second equality. 
Proposition 20. For n ≡ 0(mod 3) and n ≥ 9, Aut(C1) = Sn; for n ≡ 1(mod 3), n ≥ 7, Aut(C0) = Sn; for n ≡ 2(mod n),
n ≥ 8, Aut(C0) = Aut(C1) = Sn.
Proof. For n ≡ 0(mod 3), C1 ∩ C⊥1 = W ∗1 . The minimum words of this code are the w(a) − w(b) and since they must be
preserved, we see that the automorphism group is Sn. For n ≡ 1(mod 3), the minimum words of C⊥0 are the w(a) which
must be preserved, and thus again we get Sn. For n ≡ 2(mod 3) we must have the words w(a, b) preserved, giving Sn for
the group in this case too.
In the case n = 7, there are 112 words of weight 5 in C1(7)⊥, including 42 words of type ±w(a, b). Also Aut(C1(7)⊥)
produces two orbits on these words, each of size 56 = 21 + 35, counting ±. We know that Aut(C1(7)⊥) contains S7 and
since S7 does not have subgroups of index 56, clearly Aut(C1(7)⊥) 6= S7. Computation with Magma shows that Aut(C1(7)⊥)
contains A8 as a subgroup of index 2 together with an element of order 2 not in A8. This proves that Aut(C1(7)⊥) =
Aut(C1(7)) = S8. Note that there is a bijection between the lines of PG3(F2) and triples of a 7-element set in which
intersecting lines correspond to triples with intersections of cardinality 1: see [4], for example. 
Note. Other than C1(7), we believe that the group is always Sn (except for C0(n) where n ≡ 0(mod 3) when it is S( n3 )).
Computations with Magma confirm this.
4. Minimumweight ofW ∗2
We give here the delayed proof of Proposition 6, i.e. that for n ≥ 9 and n ≡ 0, 1(mod 3), the minimum weight of W ∗2
is 2(n − 3). It develops through a series of lemmas. In fact we will prove that W2 has no words of weight s in the range
n − 1 ≤ s ≤ 2n − 7 for any n ≥ 27, or for n = 25, and then rely on Magma to confirm that the minimum weight ofW ∗2 is
2(n− 3) for 9 ≤ n ≤ 24 and n ≡ 0, 1(mod 3).
We will use counting arguments with notation as in Proposition 4 with some slight additions. Thus again we will take
w ∈ W2 to have support S. For P ∈ S, let
• KP be the set of size kP of points Q ∈ S for which P ∩ Q = ∅, i.e. KP is the set of points of S \ {P} on a block ofD0 with P;• LP be the set of size `P of points Q ∈ S for which |P ∩Q | = 1, i.e. LP is the set of points of S \ {P} on a block ofD1 with P;• MP be the set of sizemP of points Q ∈ S for which |P ∩Q | = 2, i.e.MP is the set of points of S \ {P} on a block ofD2 with
P .
Then for P 6= Q , P,Q ∈ S:
(1) if Q ∈ KP , |MP ∩MQ | = 0;
(2) if Q ∈ LP , |MP ∩MQ | ≤ 4;
(3) if Q ∈ MP , |MP ∩MQ | ≤ n− 4;
In what follows S will be the support set of a putative word ofW2 of size swhere n− 1 ≤ s ≤ 2n− 7. The notation will
be as given above, and we will write s = n+ jwhere−1 ≤ j ≤ n− 7.
Lemma 4. For n ≥ 9, for any P ∈ S, omitting the subscripts,
k+ `+m = n+ j− 1; (27)
(n− 3)(n− 4)(n− 5) ≤ 6k+ 2(n− 5)`+ (n− 5)(n− 4)m; (28)
k+ ` < (n− 4)(j+ 2)/(n− 6); (29)
m > n+ j− 1− (n− 4)(j+ 2)/(n− 6). (30)
If n ≥ 12 then m > 23 (n− 2) for all points in S.
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Proof. The counting arguments as in Proposition 4 give (28), which is based on the fact that w(pi) ∈ W⊥2 for all the words
w(pi) of weight 8. Then (29) follows by substitutingm = n+ j− 1− k− ` in (28), which gives
(n− 4)(n− 5)(j+ 2) ≥ k(n− 7)(n− 2)+ `(n− 5)(n− 6) > (n− 5)(n− 6)(k+ `)
for n ≥ 9. Clearly (30) follows from (27) and (29).
Supposem ≤ 23 (n− 2) for some point P ∈ S. Then from (29),
(n− 4)(j+ 2)/(n− 6) > k+ ` = n+ j− 1−m ≥ n+ j− 1− 2
3
(n− 2) = n+ 1
3
+ j.
Simplifying gives 6j > n2 − 11n+ 18, and since j ≤ n− 7, this gives 0 > n2 − 17n+ 60 = (n− 12)(n− 5)which is false
for n ≥ 12. Thus if n ≥ 12,m > 23 (n− 2) for all points of S. 
Lemma 5. If −1 ≤ j ≤ n− 8 then for n ≥ 9, kP = 0 for all P ∈ S. If n ≥ 15, the same is true if j = n− 7, i.e. s = 2n− 7.
Proof. Suppose there exists a point P for which k ≥ 1. Then there is a point Q ∈ KP andMQ ⊆ KP ∪ LP . SomQ ≤ kP + `P <
(n− 4)(j+ 2)/(n− 6) from Lemma 4 (29). Thus
n+ j− 1− (n− 4)(j+ 2)/(n− 6) < mQ < (n− 4)(j+ 2)/(n− 6),
i.e. (n+ j− 1)(n− 6) < 2(n− 4)(j+ 2), from which
n2 − n(j+ 11)+ 2(j+ 11) < 0,
where−1 ≤ j ≤ n− 7. Put i = n− j, so that 7 ≤ i ≤ n+ 1, and the inequality becomes
n2 − n(n− i+ 11)+ 2(n− i+ 11) < 0
so that n(i− 9) < 2(i− 11). For i ≥ 9, n ≥ 9, n(i− 9) > 2(i− 11). For i = 7, 8 the inequality holds since n ≥ 9. Thus we
have a contradiction if−1 ≤ j ≤ n− 9, as asserted.
If j = n − 8 then the inequality (30) gives m > 2n − 9 − (n − 4) = n − 5 for all points, i.e. mP ≥ n − 4 for all points
P ∈ S. If kP 6= 0 for some P , then there is a point Q ∈ KP , andmQ ≥ n− 4. SinceMP ∩MQ = ∅, s ≥ 2(n− 4)+ 2 = 2(n− 3),
which is a contradiction.
If j = n − 7 then the inequality (30) gives m > 2n − 8 − (n − 4)(n − 5)/(n − 6), and it follows that m ≥ n − 5 for all
points. If kP 6= 0 for some P , then there is a point Q ∈ KP , and mQ ≥ n− 5. SinceMP ∩MQ = ∅, S = MP ∪MQ ∪ {P,Q , R}
where R is possibly inMP orMQ , because if R 6∈ MP ,MQ , then |MR ∩MP | ≤ 4 and |MR ∩MQ | ≤ 4. SincemR ≥ n− 5, we will
get at least n− 5− 8 more points in S beyond R, which gives a contradiction for n ≥ 14.
Thus suppose R ∈ MP and mP = n − 4. Suppose P = {1, 2, 3} and Q = {4, 5, 6}. If MP ⊆ LQ , then mP = n − 4 ≤ 9
which contradicts n ≥ 15. So we can assume that there is a point T = {1, 2, i} ∈ MP where i 6∈ {1, 2, 3, 4, 5, 6}. Clearly
MT ⊆ MP and mT ≥ n − 5. The set MT will contain any point of the form {1, 2, j} ∈ MP ; the only other points it can
contain are {1, 3, i}, {2, 3, i}. So MT contains at least n − 5 − 3 = n − 8 points of the form {1, 2, j}, excluding {1, 2, 3}. If,
say, {1, 3, i} ∈ MP then we get a further n − 8 points of the form {1, 3, j}. Thus n − 4 ≥ 2(n − 8) + 3, i.e. n ≤ 9. Thus
MP ∪ {P} ⊇ {{1, 2, i} | i ∈ I}, where |I| ≥ n− 5.
Considering now MQ , if MQ ⊆ LP then mq = n − 5 ≤ 9 which contradicts n ≥ 15. Thus we can argue as in the case of
MP thatMQ ∪ {Q } = {{4, 5, j} | j ∈ J}, where |J| = n− 5. From this it follows easily thatMP ∪ {P} = {{1, 2, i} | i ∈ I}, and
|I| = n− 4.
Now taking the partitioned 6-set pi = {{1, a}, {2, b}, {i, j}}where i ∈ I , j 6= 1, 2, 3, i, a, b 6∈ {1, 2, 3, 4, 5, 6, i, j}, the only
possible points of S in the support ofw(pi) are {1, 2, i} and {1, 2, j}. Thus j ∈ I and |I| = n−2, contradicting our assumption.
Thus kP = 0 for all points, as asserted. 
Lemma 6. For all n ≥ 9, S 6= MP ∪ {P} for any P ∈ S.
Proof. Let P = {1, 2, 3} and S = MP ∪ {P}. Suppose {1, 2, i} ∈ MP , where i ∈ Ω \ {1, 2, 3}. If j 6= i and j ∈ Ω \ {1, 2, 3} and
{1, 2, j} 6∈ MP , then if a 6= b are inΩ \ {1, 2, 3, i, j}, take pi = {{1, a}, {2, b}, {i, j}} and consider the wordw(pi): the support
consists of the triples
{1, 2, i}, {1, 2, j}, {1, b, i}, {1, b, j}, {a, 2, i}, {a, 2, j}, {a, b, i}, {a, b, j}. (31)
This clearly only meets S in {1, 2, i}, so we have a contradiction sincew(pi) ∈ W⊥2 . Thus every {1, 2, j} ∈ S. Now s ≥ n− 1
so we must have {1, 3, i} or {2, 3, i}, some i ∈ Ω \ {1, 2, 3}, in S. As in the above argument, we get all {1, 3, i} in S. This
makes the weight ofw more than 2n− 7, which is a contradiction. 
Lemma 7. For all n ≥ 15, S 6= MP ∪MQ ∪ {P,Q } where P and Q are distinct points and Q 6∈ MP .
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Proof. We assume that k = 0 for all points, from Lemma 5. Thus we can take P = {1, 2, 3} and Q = {1, 4, 5} to satisfy
S = MP ∪MQ ∪ {P,Q }. Since k = 0 for all points, the only points inMP of the form {2, 3, i} are possibly {2, 3, 4}, {2, 3, 5}.
Thus there are certainly points of the form say {1, 2, i} (i 6= 3) in MP , and since n ≥ 15, we can take i 6= 4, 5. Similarly
there are points of the form {1, 4, t} inMQ with t 6= 2, 3, 5. For any a, b, j 6∈ {1, 2, 3, 4, 5, i}, consider the partitioned 6-set
pi = {{1, a}, {2, b}, {i, j}}. The support of w(pi) consists of the triples listed in Eq. (31). This can only meet S in {1, 2, i} and
{1, 2, j}, so we have {1, 2, j} ∈ MP and has the same sign as {1, 2, i} in w. Thus we have shown that {1, 2, i} ∈ S for all i
except possibly 4, 5. So we have n−4 points of this form and all the {1, 2, i}with i ≥ 6 have the same sign. We get a similar
argument forMQ , i.e. n− 4 points inMQ and all those {1, 4, j}with j ≥ 6 having the same sign. It also follows that {1, 2, 3}
has the same sign, say 1 as all the other {1, 2, i}, and that {1, 4, 5} has the same sign, say 2 as all the other {1, 4, j}.
Looking now at thewordw−1w(1, 2)−2w(1, 4) ∈ W2, we get aword ofweight atmost 4, contradicting theminimum
weight ofW2 being n− 2. 
Lemma 8. For all n ≥ 15, S 6=⋃3i=1MPi ∪ {P1, P2, P3} where the Pi are distinct points and Pi 6∈ MPj for 1 ≤ i, j ≤ 3.
Proof. Assuming S does have this form, we can take P = {1, 2, 3}, Q = {1, 4, 5} and R = {1, 6, 7}. Furthermore, since
k = 0 it follows that every T ∈ S has the form T = {1, i, j}. Points of MP have the form {1, 2, i} or {1, 3, i}. If the only
points in MP have i ∈ {4, 5, 6, 7}, then |MP | ≤ 8, i.e. 23 (n − 2) < 8, which implies n ≤ 13. Thus we can assume there is
a point {1, 2, i} ∈ MP , where i 6∈ {1, 2, 3, 4, 5, 6, 7}. Let j, a, b ∈ Ω , but j, a, b 6∈ {1, . . . , 7, i}. As in Lemma 7, consider
the partitioned 6-set pi = {{1, a}, {2, b}, {i, j}} and the word w(pi). Only the triples {1, 2, i} and {1, 2, j} of the support can
be in S, and so, as before, we have {1, 2, j} ∈ MP . This is true for any such j and hence for all j ∈ {8, . . . , n}. This makes
|MP | ≥ n− 7. Now the same argument holds for Q and R, and so we get s ≥ 3(n− 7)+ 3 = 3n− 18 ≥ 2n− 6 for n ≥ 12,
which proves the lemma. 
Lemma 9. If n ≥ 15 and if S contains k distinct points Pi, 1 ≤ i ≤ k, where k ≥ 4, such that Pi 6∈ MPj for any 1 ≤ i, j ≤ k, then
n < (3k−7)(2k+3)
(2k−6) . For k = 4, n ≤ 27. Furthermore,
2k2 − 3k− 7 ≥ k
⌈
2(n− 2)
3
⌉
− 2n, (32)
so n 6= 25, 27.
Proof. Suppose S has such points. For i 6= j, letmi,j = |MPi ∩MPj |. Notice thatmi,j ≤ 4 for all i, j and thatMPi ∩MPj ∩MPk = ∅
for i, j, k distinct. Recall thatmP > 2(n−2)3 so thatmP ≥ d 2(n−2)3 e. Counting gives
2n− 7 ≥ s ≥
∣∣∣∣∣ k⋃
i=1
MPi ∪ {Pi | 1 ≤ i ≤ k}
∣∣∣∣∣
=
k∑
i=1
(
mPi −
∑
j6=i
mi,j
)
+
∑
i,j,i6=j
mi,j + k
=
k∑
i=1
mPi −
∑
i,j,i6=j
mi,j + k > k23 (n− 2)− 4
(
k
2
)
+ k
which simplifies to n < (3k−7)(2k+3)
(2k−6) . Putting k = 4 gives n ≤ 27.
A sharper inequality is obtained by using the ceiling function, which will improve the bound. Thus the above inequalities
give
2n− 7 ≥ s ≥ k
⌈
2(n− 2)
3
⌉
− 2k(k− 1)+ k,
which simplifies to Eq. (32). Nowputting n = 25 and 27, and k = 4, in this equation shows that such a set is not possible. 
Proof of Proposition 6. The lemmas now show thatW2 has no words of weight in the range n−1 ≤ s ≤ 2n−7 for n ≥ 27,
or for n = 25. Computations withMagma [2,3] have shown that theminimumweight ofW ∗2 is 2(n−3) for n ≡ 0, 1(mod 3)
and 9 ≤ n ≤ 22,1 and for n = 24. This completes the proof of Proposition 6. 
Proof of Theorem 1. The theorem follows from the propositions and lemmas in this and the last section. 
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