Motivation: An important step in unravelling the transcriptional regulatory network of an organism is to identify, for each transcription factor, all of its DNA binding sites. Several approaches are commonly used in searching for a transcription factor's binding sites, including consensus sequences and position-specific scoring matrices. In addition, methods that compute the average number of nucleotide matches between a putative site and all known sites can be employed. Such basic approaches can all be naturally extended by incorporating pairwise nucleotide dependencies and per-position information content. In this paper, we evaluate the effectiveness of these basic approaches and their extensions in finding binding sites for a transcription factor of interest without erroneously identifying other genomic sequences. Results: In cross-validation testing on a dataset of Escherichia coli transcription factors and their binding sites, we show that there are statistically significant differences in how well various methods identify transcription factor binding sites. The use of per-position information content improves the performance of all basic approaches. Furthermore, including local pairwise nucleotide dependencies within binding site models results in statistically significant performance improvements for approaches based on nucleotide matches. Based on our analysis, the best results when searching for DNA binding sites of a particular transcription factor are obtained by methods that incorporate both information content and local pairwise correlations. Availability: The software is available at
INTRODUCTION
A major challenge in molecular biology is to understand the complete transcriptional regulatory network of an organism. An initial component of this process is to identify, for each transcription factor, all the genes it regulates and all of its DNA binding sites. Since a single transcription factor can bind sites of considerable variability, it is difficult to find a set of rules for the identification of novel binding sites for a particular protein; as a result, a number of different methods have been proposed for this problem (e.g. Staden, 1984; Schneider et al., 1986; Berg and von Hippel, 1987; Day and McMorris, 1992; Gelfand, 1995; Stormo, 2000) . Traditionally, a particular transcription factor's preference for binding site composition has been represented by a consensus sequence (e.g. Day and McMorris, 1992) , and more recently as a sequence logo (Schneider and Stephens, 1990) . Novel sites for a transcription factor are typically found by either matching to a consensus sequence, or using position-specific scoring matrices (PSSMs) (Staden, 1984) .
While many methods for the identification of regulatory binding sites have been proposed, the availability of online datasets of transcription factors and their aligned binding domains (e.g. Robison et al., 1998; Salgado et al., 2004) allows us to quantify the effectiveness of different approaches. In particular, cross-validation testing can be used to quantify how well each method performs in distinguishing between the DNA binding sites for a particular transcription factor and those of other proteins. While there may be some overlap between the binding domains for different transcription factors, the known DNA binding sites for the transcription factor under consideration should be among the top-ranked sites. Such an empirical evaluation is important and timely, as whole-genome scans in search of the binding sites of a particular protein are increasingly used to make functional annotations of uncharacterized proteins, and to infer properties of transcriptional regulatory networks (e.g. Thieffry et al., 1998) . Additionally, the aforementioned methods are the basis for other more sophisticated approaches for predicting transcription factor binding sites, including motif discovery and cross-genomic approaches (e.g. Hertz and Stormo, 1999; Hughes et al., 2000; Sinha and Tompa, 2000; Gelfand et al., 2000; McGuire et al., 2000; McCue et al., 2001; Tan et al., 2001; Blanchette and Tompa, 2002) .
In this paper, we evaluate four basic methods for representing and searching for transcription factor binding sites: consensus sequences (Day and McMorris, 1992) , two variants of PSSMs [log-odds matrices and the statistical mechanics-based Berg and von Hippel method (Berg and von Hippel, 1987) ], as well as a method based on nucleotide matches, which we call Centroid, that computes the average number of nucleotide matches between a putative site and all known binding sites.
In addition, we consider whether these basic methods can be improved using two natural extensions: incorporation of pairwise nucleotide dependencies and per-position information content. Whereas the basic methods assume that each base contributes independently to binding, it has been demonstrated that there are interdependent effects between bases (Man and Stormo, 2001; Bulyk et al., 2002) . Although the independence assumption has clearly been useful in practice and seems to provide a good approximation to the energetics of DNA-protein binding (Benos et al., 2002) , here we assess whether improvement is possible by incorporating pairwise correlations. Similarly, the use of per-position information content has already proven to be useful in representing and visualizing binding sites (Schneider and Stephens, 1990) and in motif discovery (Hertz and Stormo, 1999) ; here, we apply it directly to the problem of searching for a transcription factor's binding sites. In particular, we consider the heuristic of using the information content of a position to weigh its contribution towards the overall score.
We compare how well these methods and their extensions perform in identifying the binding sites for a particular transcription factor without additionally identifying binding sites for other proteins. We assess improvement in performance using the Wilcoxon matched-pairs signed-ranks test as well as receiver operating characteristic (ROC) curves. The Wilcoxon rank test evaluates whether the frequency with which one method outperforms another is statistically significant, and a ROC curve compares the performance of two or more methods over a range of possible false positive rates.
Testing on a dataset of Escherichia coli transcription factor binding sites (Robison et al., 1998) , our analysis shows that there are statistically significant differences between these methods. In particular, our main findings are:
(1) The extension of using per-position information content to weigh positional scores improves the performance of all methods, sometimes dramatically. 
METHODS

Dataset
The data of Robison et al. (1998) and McGuire et al. (2000) contain 68 regulatory proteins and their aligned DNA binding sites; we constructed our dataset from it as follows. First, only proteins with at least four binding sites were considered. Second, in the original database, occasionally the binding sites for a single regulatory protein were split into multiple groups based on the number of tandem duplications; we chose to include the individual sites for ArgR, MetJ and PhoB rather than their tandem-repeated counterparts. Third, binding sites from sigma factors were removed, as were binding sites from NarP, since all the latter are also binding sites for NarL. Fourth, duplicate binding sites were removed in order to preserve the integrity of the leave-one-out cross-validation process. Finally, each binding site was located within the E.coli K-12 genome [version M54 of strain MG1655 (Blattner et al., 1997) ], and was extracted along with flanking regions on each side. Binding sites that could not be located unambiguously within the genome were excluded from our study.
This process left 35 transcription factors and 410 binding sites, with an average of 11.7 ± 8.5 sites per transcription factor.
Approaches for representing and searching for binding sites
Four basic approaches for searching for transcription factor binding sites were evaluated. We found that specific implementation details affect performance, and so each of the methods is described briefly below. First, a word about notation. Let S be the set of N DNA binding sites for a particular transcription factor. We assume that each binding site has length l and that these binding sites are aligned. Define n j (b) to be the number of times base b appears in the j -th position of any sequence in S, and f j (b) to be the corresponding frequency. Similarly, define n(b) to be the number of times base b appears overall in the N binding sites, and f (b) to be the overall frequency for base b. We then consider how each method scores a new DNA subsequence t (also of length l) in an attempt to predict whether t is a binding site of the given protein. Let t j denote the j -th base of the sequence t to be scored.
Extending the above notation to pairs of positions, let n ij (b, d) be the number of times the ordered pair of bases (b, d) occurs in positions i and j of any sequence belonging to S, and f ij (b, d) be the corresponding frequency. Ideally, a method for incorporating pairwise correlations should only take into account those pairs that are known, perhaps through structural studies, to act together in determining DNA-protein binding specificity. Since such precise information is not always readily available, as a first approximation we focus on considering pairwise correlations between bases that are nearby in sequence, and introduce the notion of scope to delimit which pairs are considered correlated. For instance, a scope of one restricts correlated positions to adjacent pairs while a scope of two considers both adjacent pairs and pairs separated by an intermediate base.
Next we define the information content (IC) of a position in a set of sequences. IC is an important concept based on the information-theoretic notion of entropy (Shannon, 1948 ). In the current application, the entropy of a position expresses the number of bits necessary to describe the position in a binding site, and the information content of a position is calculated by subtracting its entropy from the value of the maximum possible entropy. That is, the higher the information content, the more conserved (and presumably more important) the position. More specifically, the information content IC j of position j in S is defined as 2 + b∈ f j (b) log f j (b) , and the information content IC ij of a pair of positions is 4 (Schneider et al., 1986) , where b, d range over {A, T , C, G}. Whereas information content has been used mainly as a visualization tool to identify important positions in a binding site (Schneider and Stephens, 
The final score for a pair method is the sum of the basic score and the pair score.
1990), here we propose a different, more direct usage in a scoring scheme. Namely, we incorporate the IC of a position as a multiplicative factor in scoring a target binding site sequence.
We consider the following methods and their variations (summarized in Table 1 ).
Consensus. These methods vary considerably (Day and McMorris, 1992) ; we implemented the version of consensus sequences described by Yamauchi (1991) . PSSM. Typically, this method assumes independence between positions, and computes a log-odds score for a potential binding site. We employ a commonly used Bayesian estimate to handle the zero frequency case and replace f j (b) (Lawrence et al., 1993) , wheref (b) is the estimate of overall background frequency of base b, computed as [n(b) + 0.25]/(N × l + 1). Berg and von Hippel (BvH) . We conducted the full analysis with a statistical mechanics-based method that makes the connection between base-pair statistics of a set of sites and its binding free energy. Denoting the number of occurrences of the most common base in position j of the set of binding sites by n j (0), the method scores a new sequence t by computing a per-positional log-odds score of observing a base of t versus the most frequent base in the corresponding position of the sequences von Hippel, 1987, 1988) .
Centroid method. We introduce a method that scores a sequence t by computing the average shared identity between t and every sequence in S.
Next we consider extensions of the above methods that incorporate pairwise dependencies.
Consensus-P.
For a sequence t, this method counts both the number of nucleotides matching the consensus sequence and the number of nucleotide pairs within a particular scope matching the corresponding bases in the consensus sequence.
Centroid-P. This method considers the number of shared bases as well as the number of shared pairs of bases within a particular scope between the sequence t and each sequence in S.
PSSM-P. This method is an extension of the PSSM logodds method that also accounts for pairwise correlations. Zhang and Marr (1993) note that although rigorously generalizing PSSM-P beyond adjacent pairs is not difficult in principle, in practice the small number of known sites per transcription factor limits the rigorous probabilistic derivation of the method to only consider adjacent pairs. For example, a derivation of scope 2 requires calculating triplet frequencies. Instead, in our analysis we evaluate an intuitive definition of the method that considers only pairwise dependences regardless of scope. 1 We handle the zero frequency case by replacing
We tried several different ways of computing the reference 'background' pair frequencies; modeling this as the product of single column frequencies had the best overall performance.
We extend the Berg and von Hippel method to incorporate pairs of bases in a similar manner, with n ij (0, 0) giving the most frequent pair of bases in positions i and j .
Finally, for every method considered, we also examine its variation in which per-position information content is used to weigh the contribution of each position (or pair of positions) towards the overall score. 2 For instance, the score computed by Centroid IC is l j =1 IC j ×f j (t j ), and the score computed by its pair counterpart Centroid-P IC is the sum of the Centroid IC score and
Cross-validation testing and analysis
The most common usage of any of the methods described above would be to scan non-coding regions in a genome in order to find binding sites for a particular transcription factor. This would entail scoring consecutive windows of appropriate length and considering windows that score above a carefully chosen threshold to be predicted binding sites. However, such a framework is not easily applicable when we wish to evaluate and compare different methods; in particular, the E.coli genome contains many yet uncharacterized binding sites, and predicted windows may correspond to true binding sites even if they are not annotated as such in our dataset. Instead, we consider a testing framework with carefully pruned sets of positive and negative examples. In particular, we conduct leave-one-out cross-validation studies to evaluate a particular method, and consider each binding site s in turn as follows. Suppose s belongs to a set S of known binding sites, each of length l, for a particular transcription factor TF. The method under consideration then uses all the sites except s, i.e. S −{s} to build the binding site representation for TF, and scores s as well as a set of negative examples. The negative examples consist of all binding sites in our dataset except those known to be bound by TF. To score a negative binding site t, we examine all possible alignment positions of this binding site against the binding site representation of TF such that either the representation of TF is completely contained within t, or t is completely contained within the representation of TF. In the latter case, genomic flanking regions around t are used for scoring. Six pairs of binding sites were found to reside completely inside one another in the genome. In these cases, when scoring the negative binding site, a true binding site for the transcription factor of interest is present; thus, these corresponding binding sites were removed from the pool of negative examples during cross-validation testing. The final score for a target sequence is taken to be the higher score when considering both the original sequence and its reverse complement. Of course, it still is possible that transcription factor TF can bind some of the negative examples, but nevertheless s should be among the top scoring sites in the overall pool.
The discriminatory power of each method, exhibited in the relative score of the actual binding site among all scored sites, is analyzed using two data-mining tests: averaged ranks and ROC curves (e.g. see Witten and Frank, 2000) . In particular, for each site s of a transcription factor under consideration we compute its rank in cross-validation testing by counting how many negative examples score as well or better than s, with lower rank indicating better performance. Then, to compare how well two methods perform, we use a Wilcoxon matched-pairs signed-ranks test. Briefly, the number of times one method outperforms the other is compared with how many times such an event would happen merely by chance under the assumption that both methods perform equally well. P -values of less than 0.05 are considered significant. For ROC analysis, we first create a ROC curve for each individual leave-one-out test (i.e. we keep track of whether the binding site was found as a function of the number of false positives allowed) and then average over all sites for that transcription factor. Curves are then further averaged across the various transcription factors to arrive at a final curve for the method.
EXPERIMENTAL RESULTS
Comparison of basic methods
We first establish the baseline performance of each of the four basic methods described above. As expected, Consensus performs markedly the poorest, consistently lying to the lower-right of the other curves. On the other hand, the rest of the methods are comparable, as their curves lie very close to one another and cross at various FP rates.
As evidenced above, and in all of the following testing scenarios, PSSM and its variants perform virtually identically to Berg and von Hippel's method and its variants. Therefore, we describe our results omitting the latter method so as not to overcrowd the graphs.
Influence of pairwise correlations
We next address the question of whether inclusion of pairwise information improves the ability of the basic approaches in identifying transcription factor binding sites. We compare the results of incorporating pairwise correlations as the positional distance allowed between pairs of bases (i.e. the scope) is varied. Figure 2 summarizes the effect of considering various pairwise correlations for Centroid and PSSM. We consider scope parameters between zero (where no pairwise dependences are assumed) and four, as well as full scope. For Centroid-P, neither zero scope nor full scope performs best, whereas curves with scopes in the range of two to four consistently achieve higher TP rates across the relevant range of FP rates (data only shown for scope of two). The improvement for scope two is modest (3% improvement when allowing no false positives, and ∼5% when allowing one false positive) yet significant with a P -value of <10 −4 , as judged by the Wilcoxon matched-pairs signed-ranks test (see Statistical significance of methods comparison section). Thus, incorporating pairwise correlations improves the discriminatory ability of the centroid method; however, it is important to consider only certain pairs of positions. In the remainder of the paper, Centroid-P is used with scope two as it is less computationally intensive than those with scopes three and four and yet performance is comparable. A similar trend is observed for Consensus (data not shown), where a dramatic improvement in performance occurs with the addition of pairwise correlations. At scope two, used for all subsequent analysis, performance increases over scope zero by 25% when allowing no false positives, and 26% when allowing one false positive. In contrast, for PSSM-P, incorporating pairs at small scopes results in performance decline (see Discussion section). At larger scopes PSSM-P performs very similarly to PSSM. For the remaining analysis, we consider PSSM-P at scope 3; performance increases over scope 0 by 8% with no false positives and by 3% with one false positive. However, this improvement . For each, the basic method (scope zero) is shown, along with the method using all possible pairs (full scope) and the method using the best performing scope (scope 2 for Centroid-P and scope 3 for PSSM-P). In all further testing Centroid-P uses scope 2 while PSSM-P uses scope 3.
is not judged to be statistically significant (see below). To summarize, for the methods based on tallying up nucleotide matches, such as Centroid and Consensus, considering pairwise correlations clearly helps; however, we cannot make the same claim for the probabilistic methods such as PSSM. We further quantify the effect of nearby pairwise correlations by considering the performance of the Centroid-P method in the same cross-validation scenario but on a perturbed dataset, produced by randomly shuffling the columns of the binding sites used as positive examples. While shuffling the columns of a set of binding sites preserves percolumn nucleotide composition, it also, on average, destroys any local pairwise correlations found in the original alignment. The results are shown in Figure 3 where a ROC curve for Centroid-P tested on the original dataset is plotted against the same method tested on the shuffled dataset. Shuffling and cross-validation are averaged over 1024 trials producing the solid shuffling curve, whereas the dashed curves show performance out to 1 SD due to the effects of randomness. The benefit of incorporating nearby inter-column correlations is clearly observed, as the performance on shuffled sites is consistently worse than the performance on the original sites.
Importance of per-position information content
Next, we evaluate the performance of the basic methods described above and consider the effect of adding per-position information content to each method. We compare via a ranks chart the performance of the Consensus, PSSM and Centroid methods, along with their pair counterparts with and without information content. Figure 4 shows average ranks (as computed over the binding sites for each transcription factor) for both versions of each method and its pair extension side by side. Comparing median performance, it is clear that adding per-position information content results in improved performance in both the original and pairwise versions of the basic methods. Noticeably, the addition of information content to the Consensus method dramatically improves its performance, and in fact makes it much more competitive with the other methods.
When considering performance differences upon incorporating both pairwise dependences and per-position information content at particular values of false positives, basic Consensus shows a 36% improvement when allowing no false positives and a 37% improvement when allowing one false positive. These values for Centroid are 2 and 9%, and for PSSM are 10.5 and 8%.
Statistical significance of methods comparison
To compare methods and assess whether the differences in performance (partially described above) of various methods are statistically significant, we apply a Wilcoxon matchedpairs signed-ranks test. For every comparison and each crossvalidation test, we calculate the change in the rank of the left-out-example. These rank differences are converted into P -values under the assumption that both methods perform equally well, and a sequentially rejective Bonferroni test is used to select the most significantly different pairs of methods so that the overall P -value is <5% (Holm, 1979) . We chose to test a subset of all possible pairs of methods with the goal of identifying the best performing methods and quantifying improvement (if any) resulting from the incorporation of information content and pairwise dependences. In particular, for each basic method, all its variations are compared to each other; additionally, the versions of every method that incorporate both pairs and information content are compared to each other. The results are shown in Figure 5 , producing a graph in which a directed edge connects a pair of methods, one with a significant performance improvement over the other. The overall conclusion is that the pair and information content incorporating version of each basic method outperforms the other methods in its group (with the exception of Consensus-P IC which did not perform significantly better than Consensus-IC). As for the overall best method, Centroid-P IC has the best average rank; and both 
Fig. 5.
Partial ordering (at the 95% significance level) of methods based on a signed ranks test. Arrows point toward worse performing methods, with labels indicating the difference in average rank between the methods, both as an absolute number and as percentage improvement. Pairwise comparisons were performed between all four variations of each method, as well as between the three P IC methods, for a total of 21 tested hypotheses. P -values were adjusted for multiple hypothesis testing using a sequentially rejective Bonferroni test (Holm, 1979) . Dotted edges show differences that were not found to be significant with the Bonferroni correction, but have individual P -values < 0.05.
Centroid-P IC and PSSM-P IC outperform the highest number of other methods. All information content weighted methods perform significantly better than their non-weighted counterparts, with a qualification that although Centroid-P IC and Centroid IC perform better than Centroid-P and Centroid at individual P -values of 0.02 and 0.015 respectively, these differences are not statistically significant with the Bonferroni correction. The improvement resulting from adding pairwise dependences is more modest, as we observe only some of the possible arrows relating a method and its pair-incorporating counterpart.
DISCUSSION
Based on our findings, we conclude that both pairwise correlations and especially information content can be used to improve the discriminatory power of computational methods for binding site recognition and prediction. The importance of pairwise correlations for binding site identification has been a topic of debate within the computational biology research community, and numerous papers have been published supporting both viewpoints (e.g. Bulyk et al., 2002; Benos et al., 2002; Barash et al., 2003) . In part, our findings are consistent with both opinions, as considering pairwise correlations improves performance for all three methods, though the improvments are not significant for PSSM-P (Fig. 5) . Moreover, while the resulting improvement is dramatic for Consensus-P, it is more modest for Centroid-P. Nevertheless, our testing suggests that inter-positional information can provide additional binding domain specificity, particularly when the appropriate pairs are considered. This is demonstrated by the fact that considering some pairs of positions (i.e. those within close sequential proximity) results in improved performance for the nucleotide match methods such as Centroid-P; it may be possible that more careful selection of pairwise dependences, perhaps from crystal structures when available, would result in further improvements. We suspect that performance of the statistical methods, such as PSSM-P, do not show statistically significant improvements when pairwise correlations are considered because of the non-occurrence of many base-pair combinations in the small dataset; such a case is more severely penalized in PSSM-P scoring than in Centroid-P or Consensus-P scoring.
It is not clear a priori that the addition of information content should improve the performance of methods that already incorporate frequency information. Nevertheless, we found that the inclusion of information content benefits all methods tested, and a clear trend is observed when considering the methods and their IC counterparts (Fig. 4) . Additionally, the performance of most methods is comparable once per-position IC weights have been included. This perhaps suggests that information content is the measure that allows us to rigorously identify the highly conserved positions in the binding site; these are presumably the functionally important positions in the interaction between a transcription factor and its DNA binding domain. Given those key positions, the precise way of making use of that information appears less critical; even Consensus, a clearly inferior method utilizing the simplest matching criterion, receives noteworthy improvement from including information content.
Finally, we note that we observe some variation in method performance per transcription factor. This suggests that no single method is optimal for all situations. This is not surprising given the high degree of variation observed in protein-DNA interactions. Whereas in general methods incorporating information content and pairwise nucleotide information are expected to be most effective when searching for DNA binding sites of a particular transcription factor, for a specific transcription factor and its binding sites, an alternate method may perform better. Additionally, in some scenarios it is desirable to allow a higher number of predicted binding sites that can be later eliminated using other approaches (e.g. using cross-genomic information). Analysis similar to the one performed here is likely to prove useful in choosing, for different contexts, a specific method and suitable threshold for finding binding sites of a particular transcription factor.
