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Ensemble-Based Data Assimilation and Depth Inversion on the
Kootenai River, ID, USA
1 Introduction
In natural hydraulic environments, knowledge of water depth, or bathymetry, is essential to
modeling their hydrodynamic properties. However, obtaining measurements of depth for mod-
eling is not always easy. Bathymetric surveys are expensive, time intensive, and impractical in
many environments. Conversely, velocity measurements are often easier to obtain and can be
done so remotely. The goal of depth inversion is to infer depth from ﬂow velocity to arrive at
an accurate estimate of bathymetry.
NumerousauthorshaveshowntheusefulnessofLagrangianmeasurementofﬂowindataas-
similation methods to improve simulations in a wide range of settings (Carter, 1989; Kuznetsov
et al. 2003; Salman et al. 2006; Honnorat et al. 2008; Raﬁee et al. 2011). Additionally, re-
searchers have assimilated Lagrangian ﬂow observations in either ensemble ﬁltering or adjoint
equations to estimate depth of shallow water environments (Tossavainen et al. 2008; Honnorat
et al., 2009; Wilson et al. (2010); Zaron et al., 2011). Here we follow the method of Wilson
and Ozkan-Haller (2012), who demonstrated an ensemble based depth inversion technique on
Snohomish River, Washington, USA using numerically modeled (synthetic) surface velocity
observations. Among other observation types, Wilson and Ozkan-Haller (2012) used synthetic
drifter tracks as their surface velocity inputs. Drifters are slightly buoyant instruments that are
designed to closely follow the mean ﬂow and are used to provide Lagrangian measurement of
position or speed. In general, drifters are durable, affordable, and informative data gatherers
and play an important role in many ﬁelds of study. In their twin test, Wilson and Ozkan-
Haller (2012) showed that assimilating synthetic drifter observations improved estimates of
bathymetry; however it is yet to be seen whether the method will be successful with actual
drifter measurements.
Herein, we will speciﬁcally examine the depth inversion problem using drifter data for the
Kootenai River on both a deep meandering stretch and a shallow braided reach near Bonners2
Figure 1 – The Kootenai River (blue) travels south from Bristish Columbia into the United
States and eventually returns to Bristish Columbia before joining the Columbia River
Ferry, Idaho, USA (Figure 1). Our method uses the Regional Ocean Modeling System (ROMS)
to estimate the river hydrodynamics (Shchepetkin and McWilliams, 2005). Note that our tech-
nique is not dependent on the speciﬁc numerical code, so other models that capture the ﬂow
physics may be used. Our goals are to assess whether ROMS can accurately reproduce the
Kootenai River ﬂow to an extent that depth inversion is feasible, investigate if drifter paths
are sensitive enough to bottom topography to make depth inversion possible, and to establish
practical limitations of the present methodology.3
Figure 2 – The Kootenai River modeling site is broken up into two reaches, the meandering
reach and the braided reach. Also shown are the two USGS gaging sites used to used to
estimated boundary forcings
2 Study Site
The Kootenai (or Kootenay) is a river that originates in British Columbia, ﬂows south through
Montana, west into Idaho and back north, returning to British Columbia. In British Columbia,
the river collects in Kootenay Lake and then joins the Columbia River (Figure 1). In 1972
the Kootenai was dammed near Libby, Montana. The reservoir behind Libby Dam, Lake
Koocanusa, extends north of the US border back into Canada. Our site is located near Bon-
ners Ferry, Idaho. The ﬂow at our site is controlled by two major hydraulic features, the Libby
Dam and Kootenay Lake – about 70 river miles upstream and downstream, respectively. Libby
Dam’s regulated discharge contributes to the steady Kootenai River ﬂow. Kootenay Lake cre-
ates a backwater ﬂow that has been shown to transition to a free-ﬂow regime within our study
site ((Berenbrock and Bennett, 2005)).
Our study period was during August of 2009 and 2010 when the river depths and ﬂow (227
m³/s) were well below the annual average (396 m³/s). The study region was divided into two
sites, straddling Bonners Ferry – a meandering reach and a braided reach (Figure 2). West
of Bonners Ferry, the meandering reach (1.5 sinuosity) environment is characterized by large
bends (1,080m average radius of curvature) with river widths between 120 and 190 meters, a4
mean depth of 5.2 meters and pools as deep as 12 meters (USACE 2012; Barton et al. 2009).
The water surface slope under summer low ﬂow conditions is documented to be around 2
10 5 m/m (Barton et al. 2009). Flows near 225 m³/s, Barton et al. 2009 estimated the lateral
eddy viscosity and quadratic drag to be approximately 0.015 m²/s and 0.005. The river bed is
relatively smooth and is composed primarily of sands with some clays and silts in the thalweg
(Barton et al. 2009). Two creeks, Deep Creek and Myrtle Creek, join the Kootenai in our study
site. East of Bonners Ferry, the braided reach is characterized by anastomosing channels with
the main channel varying in width from 130 meters to 80 meters with a mean depth of 2.3 meters
(Barton et al. 2009). Note that the domain in the “braided reach” only captures the larger of the
two ﬂowing threads in this low stage summer study period. The water surface slope under
low ﬂow conditions is documented to be around 510 4 m/m, over 20 times steeper than the
meandering reach (Barton et al. 2009). For ﬂows near 225 m³/s, Barton et al. 2009 estimated
the lateral eddy viscosity and quadratic drag to be approximately 0.02 m²/s and 0.0025. The
braided river bed consists of gravel, cobble and some sand (Barton et al. 2009). Water surface
elevations and river ﬂow rates are obtained from Tribal Hatchery and Bonners Ferry USGS
gaging stations located within our project site (USGS gauge 12310100 and 12309500) (Figure
2). The bathymetries at both sites were collected by the U.S. Geological Survey (Barton et al.
(2004)) and updated by Swick (2011) in 2010.
MacMahan et al. (2009) developed a low cost GPS drifter system capable of achieving
accurate velocity measurements of surfzone currents. The GPS system was found to produce
relative velocity measurements accurate to 0.01m/s. Swick (2011) deployed drifters similar to
those described by MacMahan et al. (2009) during river mixing experiments in August 2009
and 2010. Over the course of the study, nearly 140 drifters were deployed on the Kootenai
River. The 2009 drifter structure consisted of an upright 0.46m long, 0.10m diameter ballasted,
subaqueous PVC ﬂoat. The 2010 design used 0.04m PVC joined to form a 0.5m square ﬂoat
drafting only 0.03m. At the time of the Swick (2011) report the drifters cost around $300 (in
addition to the survey grade base station).
On the meandering reach, 10 of the 96 drifters were selected from the August 2009 and5
August 2010 deployments. The recorded ﬂow rates and gauge heights on the Kootenai river
were nearly identical for the August 2009 and August 2010 deployments (227 m³/s and 14
m), allowing both data sets to be modeled by the same model setup. The 2009 meandering
deploymentsampledat0.5Hzwhilethe2010meanderingdeploymentsampledat0.2Hz. The10
drifters travel nearly 8km over 5.5hr with an average speed of 0.4m/s, providing nearly 25,000
data points. To conserve memory, the data points were down sampled to 8,300 observation
points. The drifter deployments on the braided reach took place in August 2010 and sampled at
0.5Hz. Eleven of 47 drifter deployments on the braided reach were selected for a total of nearly
4,200 observation points. The 11 drifters traveled nearly 2km over 20min with an average
speed of 1.4 m/s, providing over 4,000 observation points. Drifter velocity for both reaches
were calculated with a forward differencing scheme.6
3 Methods
The bathymetry estimation occurs in 4 major steps: Identiﬁcation of the ﬁrst guess bathymetry
or ’prior’, creation of an ensemble of guess bathymetries, hydrodynamic modeling for each en-
semble member, and assimilation of drifter observations to produce an estimate of bathymetry
or ’posterior’. The prior serves as a baseline around which the depth estimate is linearized.
At the very least, the creation of a river prior requires estimates of 3 river attributes: a river
bank outline, mean depth, and channel (terrain) slope. The ensemble bathymetries are created
by applying Gaussian distributed perturbations to the prior bathymetry. The perturbations are
speciﬁed with preferred length scales, or decorrelation lengths, for both horizontal dimensions
(Lx, Ly). Ideally, the horizontal length scales should mimic the size of pools and bars that one
hopes to replicate. The expected depth perturbation, or depth uncertainty (sh), is an estimated
parameter that should be close to the RMSE of the prior with respect to the actual bathymetry.
The ensemble realizations are created using the Fourier Transform method described in Evensen
(2007). The forward numerical model, ROMS, is executed for each ensemble bathymetry yield-
ing an estimated surface velocity ﬁeld for each of the members. The ensemble velocity ﬁelds
and bathymetries are used to assemble covariance matrices characterizing the auto- and inter-
relationships between the velocity components and the bathymetry. These covariances are then
used to perform a statistical depth inversion (as described below).
Our application of this method uses the open source, numerical model ROMS to calcu-
late an ensemble of surface velocity ﬁelds. ROMS is a free-surface, terrain-following model
traditionally used on a regional ocean scale and can be used in both 3D and depth averaged
conﬁgurations (2DH) (Shchepetkin and McWilliams 2005). We chose ROMS as our numerical
model in order to help develop a modeling framework that extends from the continental shelf, to
coastal inlet to river. Our model boundaries were forced using a depth uniform, parabolic cross-
stream velocity distribution prescribed using the USGS gauge ﬂow rate. To allow the ﬂow to
develop into a more natural distribution and allow simpler assignment of ensemble member
boundary conditions, a straight section of river was blended into the model bathymetry at both7
open boundaries. Our application of ROMS utilizes lateral eddy viscosity, quadratic drag, and
wetting and drying. The Flather momentum boundary condition and Chapman free surface
boundary condition were used at both open boundaries.
Mathematically, the goal of our depth inversion method is to minimize a cost function that
combines the knowledge of both observed and modeled surface velocity, their uncertainty, and
the covariance of velocity and depth. The cost function and the most-likely state that minimizes
the cost function is (Evensen, 2007; Wilson and Özkan-Haller 2012):
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As described in Wilson and Özkan-Haller 2012, the model state variable is an augmented
matrix consisting of surface velocity and depth: y = [uT;vT;hT]T. Here, u and h, velocity and
depth, are vectors with M values for each domain grid point. Column vector d contains K drifter
velocity observations. L is a MK measurement operator that is used to obtain velocity outputs
at the drifter observation locations. The superscript f denotes the prior, or “forecast” model
state and the superscript a, denotes the “analyzed” state, or posterior. Cdd, the measurement
error covariance matrix, is a diagonal matrix with its elements equal to total observation error
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When approximating equation (3) with ensembles, the model covariance matrix has the
potential to imply correlation between distant points. Localization length scales are introduced
tosuppresstheeffectofdistantlocationsonthepointofinterestandhavebeenshowntoimprove8
model performance (Hamill et al., 2001; Oke et al. 2007). In general these localization length
scales should correlate to the maximum distance that a point can still have an effect at another
location. The optimal localization length has been found to also be a function of ensemble
covariance, the ensemble size, and the observation density (Oke et al. 2007; Houtekamer and
Mitchell 2000).9
4 Application to a meandering reach
4.1 Introduction
Our method was ﬁrst tested on the deeper, slower ﬂowing meandering reach. The average
spacing on the meandering curvilinear grid was 2 m in the cross stream and 8 m along stream
with over 80,000 points and covered nearly 7 km of river. To assess the accuracy of the forward
model, the drifter tracks were treated as separate Eulerian velocity observations and compared
against the model output. The depth averaged (2DH) conﬁguration model reproduced the drifter
tracks with an average velocity magnitude error of 0.04 m/s (11%) and a directional error of 6°
(0.05 m/s error in total). Based on these results, we estimated the total observation error (Cdd) to
be about 0.06 m/s. A 3D conﬁguration was also tested, however it did not signiﬁcantly improve
the modeled surface velocities. The 2DH model employed quadratic drag and the lateral eddy
viscosity which were tuned to 0.005 and 0.02 m²/s with the water surface forced at 1:110 5
m/m; thesevaluesofquadraticdrag, lateraleddyviscosityandwatersurfaceslopeareconsistent
with other modeling efforts performed on this stretch of river (Barton et al. 2009, Berenbrock
and Bennett 2005). Tuning of these parameters helps account for the backwater conditions
documented at this location (Barton et al. 2009, Berenbrock and Bennett 2005). The 2DH and
3D ROMS models were both tested on this reach.
The prior bathymetry for the meandering section was created by ﬁtting a quadratic poly-
nomial to the average river cross-section. The ensembles were created with 250 members, an
along stream perturbation length scale (Ly) of 250 m and a cross stream perturbation length
scale (Lx) of 70 m and 1.50 m depth uncertainty, the drifters were assimilated with 0.06m/s
estimated drifter velocity uncertainty and 300 m localization length was applied to the model
covariance matrix; these values served as the baseline for sensitivity tests.
4.2 Results
The baseline model conﬁguration was successful, and reproduced the measured bathymetry
with a root mean square error (RMSE) of 1.09 m - nearly 50 cm more accurate than the prior10
Domain Centerline
RMSE (m) R² bias (m) RMSE (m) R² bias (m)
Prior 1.52 0.57 -0.08 1.73 0.00 0.07
Best 1.09 0.80 -0.33 1.20 0.62 -0.54
Table1–Theaccuracyoftheparabolicpriorandthebaselineconﬁgurationoverthedomain
and across the grid centerline for the meandering reach
Figure 3 – From left to right: prior, posterior and truth bathymetry of the meandering reach
Figure 4 – Prior, posterior, and truth bathymetry across the meandering grid centerline11
Figure 5 – The absolute error (top) and bias (bottom) of the posterior bathymetry on the
meandering reach.
Figure 6 – A magniﬁcation of the absolute error (top) and bias (bottom) around the mean-
dering reach’s shapest bends.12
Figure 7 – Centerline comparison of estimated depths using 0.03m/s (top) and 0.20m/s
(bottom) observation error on the meandering reach
bathymetry. The root mean square error relative to the average depth (RRMSE), improved 9%
from30%to21%. Table1showstheaccuracyofthepriorandthebaselineconﬁguration. Figure
3 shows the prior, posterior and true bathymetry of the baseline conﬁguration and illustrates
the improvement in correlation and accuracy that the depth inversion method can bring to a
simplisticpriorbathymetry. Thecoefﬁcientofdetermination(R²)orcorrelationoverthedomain
improves from 0.57 to 0.80. In general, the posterior is shallower than the true bathymetry with
a bias (posterior minus truth) of -0.33 m. Table 1 also lists performance statistics along the
centerline of the meandering reach. Similarly to the domain, the RMSE over the centerline
improved approximately 50 cm from 1.73 m to 1.20 m. As illustrated in Figure 4, the posterior
bathymetry correctly identiﬁes most large scale bumps and pools, improving the correlation
from no correlation to 0.62.
The absolute error and bias maps of Figure 5 show that the method under-predicts and is,
in general, less accurate along the outside of the river bends, and over-predicts and is relatively
more accurate along the inside of the river bends. Figure 6 is an enlargement of the region13
Localization Domain Centerline
Scale (m) RMSE (m) R² bias (m) RMSE (m) R² bias (m)
100 1.20 0.76 -0.30 1.18 0.65 -0.50
200 1.11 0.80 -0.34 1.23 0.61 -0.56
250 1.10 0.80 -0.33 1.22 0.61 -0.55
300 1.09 0.80 -0.33 1.20 0.62 -0.54
400 1.10 0.79 -0.31 1.18 0.63 -0.52
600 1.12 0.78 -0.27 1.18 0.62 -0.48
Table 2 – Posterior statistics using various localization length scales on the meandering
reach
Observation Domain Centerline
Error RMSE (m) R² bias (m) RMSE (m) R² bias (m)
0.03 m/s 1.21 0.74 -0.29 1.36 0.50 -0.54
0.06 m/s 1.09 0.8 -0.33 1.20 0.62 -0.54
0.09 m/s 1.08 0.82 -0.35 1.15 0.68 -0.53
0.12 m/s 1.08 0.82 -0.36 1.12 0.72 -0.51
0.15 m/s 1.09 0.82 -0.36 1.11 0.75 -0.50
0.20 m/s 1.11 0.81 -0.37 1.11 0.77 -0.48
Table 3 – Posterior statistics using various estimates of observation error on the meandering
reach
between the two sharp bends of Figure 5 and shows the assimilated drifter observations. Also
note that the spatial distribution of error does not appear to strongly correlate with observation
density.
In addition to the baseline results, numerous sensitivities were tested. First we checked
the sensitivity to various localization scales. One would expect that increasing the localization
length scale would be beneﬁcial to a certain point, at then which unrealistically distant correla-
tions would be implied as correlated. However, we found that beyond an unrealistically small
localization length (100 m), larger values had hardly any effect on model performance over the
domain. Table 2 shows the effect of varying localization lengths from 100 m to 600 m. RMSE
over the domain was largest at 1.20 m with 100 meter localization and was nearly 1.10 m with
the other lengths. Model correlation over the domain remained near 0.79. Accuracy over the
centerline was best with the 100 meter localization at 1.18 m and R² of 0.64 slightly degrading
to 1.22 m and 0.61 correlation with 250 m localization length.14
Table 3 shows the effect of varying the estimated observation error. Equations (1) and
(2) suggests that a decrease in estimated observation error would shift emphasis back to the
prior, in essence, smoothing the results back toward the prior. Figure 7 shows that a large
increaseinestimatedobservationerrordoesdiminishthebathymetriccorrection. Lowestimated
observation error captures the deep pools, but over estimates the bars. Conversely, the large
estimated observation captures the bars more accurately, but underestimates the deep pools.
Estimated observation error of 0.03 m/s yielded an estimated bathymetry that was 11cm less
accurate over the domain. Increasing the estimate observation error to 0.09 m/s, 0.12 m/s,
0.15 m/s and 0.20 m/s improved the RMSE, correlation and bias along the centerline; Over the
domain, increasing the observation error had little effect. These results suggest that the total
observation error may have been underestimated.15
5 Application to a braided reach
5.1 Introduction
Our objectives on the braided reach were to apply the same general methodology to the shal-
lower, faster ﬂowing braided river stretch. The application of this method on the braided reach
uses a conﬁguration of ROMS similar to that on the meandering reach. ROMS is once again
executed in 2DH mode. The grid spacing was approximately 1.6 m in the cross stream and 4.5
m along stream on a curvilinear grid with over 30,000 points total. On this reach, the bank limits
were drawn conservatively, to allow ROMS (with wetting and drying enabled) to identify the
rivers edge. Water surface elevation and river ﬂow rate were obtained from two USGS gaging
stations located within our study region (USGS gages 12310100 and 12309500), however at
this site, surface elevation is difﬁcult to extrapolate to the domain boundaries, since total depth
is small and surface slope is large. When extrapolating from the USGS gage to the domain
boundary, small changes in estimated surface slope have a relatively large effect on the total
water depth. The water surface slope was optimized by reducing and leveling the along channel
bias between model output and drifter measurements; the optimized water surface slope was
4:410 4. The quadratic drag coefﬁcient was tuned to 0.0035 and the lateral eddy viscosity
was tuned to 0.02 m²/s; these values are consistent with other modeling efforts performed on
this stretch of river (Barton et al. 2009, Berenbrock 2005). The 2DH model reproduced the
drifter tracks with an average velocity error of 0.08 m/s (5%) and a directional error of 11° (Fig-
ure 8). The 2DH braided reach model also used Flather momentum boundary condition and
Chapman free surface boundary condition at both open boundaries. The model did not include
the small channel to the south. The small channel was measured at the time of the experiment to
be ﬂowing at 9 m³/s, so the model was forced with a ﬂow that was 9 m³/s less than that measured
at the downstream gaging station.
Eleven drifters were selected from over 40 drifters that were deployed on the braided reach
resulting in 4,178 data points. The eleven drifters were selected based on their path for optimal
coverage over the river domain. Additional drifters could be assimilated, however more drifters16
Figure 8 – A comparison of modeled and observed drifter velocity vectors on the braided
reach
tracks would only marginally improve spatial coverage. The average velocity of the drifters for
this stretch of river was 1.4 m/s and the observation error was estimated at 0.11 m/s.
Ensembles generation in shallow environments can be difﬁcult because the perturbations
to the prior can easily create negative depths or cause supercritical ﬂow creating impractical
ﬂow conditions causing the model ensemble run to fail. Our optimized prior bathymetry was
constructed by sloping the 1.5 m eastern edge down to 3 m at the west end (0.0095 slope).
Fifteen runs were found to produce unstable ﬂow and were removed from the ensemble. The
elevations at the inﬂow and outﬂow were calculated by taking the mean depth of the ﬁrst and
last 50 meters of the true bathymetry. Ensembles created using milder sloping priors had failure
rates upwards of 25%. Nevertheless, this less-than-ideal ensemble was successful in improving
the prior with or without removing the faulty ensemble members. For our instance of ROMS,
we found that the best prior conditions were associated with ensemble members that adhered
closely to the prescribed boundary forcings. The baseline conﬁguration used for analysis of
the braided reach used 200 ensemble members, along stream perturbation length scale (Ly) of
200 m, a cross stream perturbation length scale (Lx) of 50 m, 0.28 m depth uncertainty, 250
localization length scale, and 0.11 m/s estimated observation error; unless otherwise stated,
these values will be as the baseline for sensitivity tests. Note that these values are smaller than
the meandering reach, and that the depth uncertainty is about a quarter of the prior RMSE (Table
4).17
Domain Centerline
RMSE (m) R² bias RMSE (m) R² bias
Prior 1.04 0.06 0.10 0.66 0.06 -0.30
Posterior 0.59 0.69 0.08 0.37 0.78 -0.28
Table4–Theaccuracyoftheparabolicpriorandthebaselineconﬁgurationoverthedomain
and across the grid centerline for the braided reach
Localization Domain Centerline
Scale (m) RMSE (m) R² bias (m) RMSE (m) R² bias (m)
75 0.84 0.37 -0.02 0.48 0.78 -0.42
100 0.75 0.51 0.00 0.44 0.80 -0.38
150 0.65 0.62 0.04 0.40 0.79 -0.33
200 0.61 0.67 0.06 0.39 0.77 -0.30
250 0.60 0.68 0.07 0.38 0.75 -0.29
300 0.60 0.69 0.08 0.39 0.73 -0.28
400 0.62 0.69 0.09 0.39 0.69 -0.27
Table 5 – Posterior statistics using various localization length scales on the braided reach
5.2 Results
The baseline model conﬁguration was successful and reproduced the measured bathymetry with
a RMSE of 0.59 m - nearly 50 cm more accurate than the prior bathymetry. The RRMSE
improved 24% from 45% to 26%. Table 4 shows the accuracy of the baseline conﬁguration the
rectangular, sloping prior. Figure 9 shows the prior, posterior and truth bathymetry produced by
the baseline conﬁguration and illustrates the improvement in correlation and accuracy that the
depth inversion method can bring to a simplistic prior. Correlation was improved from 0.06 to
0.69. Additionally, the posterior is slightly deeper than the true bathymetry with a bias of 0.08
m. Table 4 also lists performance statistics along the “centerline” of the braided reach. Note,
that due to the masking of dry cells, the “centerline” on the braided reach does not travel through
the center of the river, but the center of the grid. Similarly to the statistics over the domain, the
RMSE across the centerline was improved from 0.66 m to 0.37 m and R² was improved from
0.06 to 0.78. As illustrated in Figure 10, the posterior bathymetry correctly identiﬁes most large
scale bumps and pools. Figure 11 shows the distribution of error across the domain and shows
that the method struggles close to the banks.18
Figure 9 – From top to bottom: prior, posterior and truth bathymetry of the braided reach
Observation Domain Centerline
Error RMSE (m) R² bias (m) RMSE (m) R² bias (m)
0.02 m/s 0.66 0.66 0.22 0.59 0.38 0.11
0.09 m/s 0.59 0.70 0.10 0.37 0.66 -0.22
0.11 m/s 0.60 0.68 0.07 0.38 0.75 -0.29
0.16 m/s 0.62 0.66 0.06 0.42 0.69 -0.31
0.30 m/s 0.67 0.61 0.02 0.46 0.75 -0.38
Table 6 – Posterior statistics using various estimates of observation error on the braided
reach19
Figure 10 – Prior, posterior, and truth bathymetry across the braided grid centerline
Figure 11 – The absolute error (top) and bias (bottom) of the bathymetry on the braided
reach20
Figure 12 – The absolute error using 1 drifter (top) and 3 drifters (bottom)
Ensemble Domain Centerline
Size RMSE (m) R² bias (m) RMSE (m) R² bias (m)
50 #1 0.64 0.66 0.18 0.34 0.67 -0.16
50 #2 0.68 0.60 0.16 0.39 0.78 -0.30
50 #3 0.62 0.66 0.08 0.47 0.52 -0.17
50 #4 0.62 0.65 0.05 0.36 0.81 -0.28
50 #5 0.65 0.62 0.01 0.44 0.72 -0.35
50 average 0.64 0.64 0.10 0.40 0.70 -0.25
200 member 0.59 0.69 0.08 0.37 0.78 -0.28
400 member 0.57 0.72 0.10 0.30 0.84 -0.22
Table 7 – Ensemble size sensitivity on the braided reach. 5 ensemble sets of 50 are ran-
domly subsampled from the set of 200 and are compared against 200 and 400 member
baseline conﬁgurations.21
In addition to the baseline results, numerous sensitivities were tested. Table 5 compares
the posterior statistics of assimilations with localization lengths varying from 75 m to 400 m.
For the braided reach and its drifter observations, the effect of varying the localization length
scale was more pronounced than meandering results. Localization length scales shorter than
150m are impractical and sometimes produce results less accurate than the prior. The largest
localization length scales, 400m, was comparable to baseline (250m) in all statistics except for
a noticeable degradation in domain correlation.
Table 6 compares the posterior statistics using 0.02 m/s, 0.09 m/s, 0.11 m/s, 0.18 m/s, 0.30
m/s estimated observation error. The baseline value (0.11 m/s) performs best overall, but the
domain averaged statistic did not vary signiﬁcantly. The effect of varying observation error was
more pronounced over the centerline, however, without a clear trend. Centerline correlation was
highest at 0.11 m/s and 0.30 m/s however the RMSE with the larger estimated observation error
was 8 cm larger.
Drifter observation sets of using 3 and 1 drifter(s) were also tested. Depth inversion us-
ing three of the longer traveling drifters, with 1254 observation points, produced an estimated
bathymetry with RMS error over the domain of 0.70m with 0.56 correlation and -0.02 m bias.
The bathymetry predicted by the single drifter (478 observation points) had a RMS error over
the domain of 0.81 m, a smaller R² of 0.29 and a bias of -0.02 m. These results were somewhat
surprising, with one drifter track improving the prior RMSE (Table 4) by 23 cm and the corre-
lation by 0.23. Excluding the banks, Figure 12 shows that the regions nearest the drifters are
not deﬁnitively more or less accurate than the regions further from the drifter tracks.
Three similar ensembles were created by randomly sampling 50 members from the previous
ensemble. The results from the 50 member ensembles are shown in Table 7 and are comparable
to that of the 200 member sets. The ﬁve 50 member subsets ensemble were randomly sampled
from the 200 member baseline ensemble and assimilated using the same baseline parameters.
With exception of bias, domain statistics were quite consistent from subset to subset. The bias
varied from 0.18 m to 0.01 m with an average of 0.10 m. Average RMSE of the 5 subsets over
the domain was 0.64 m with 0.64 model correlation. Similarly to the bias of the domain, the22
results over the centerline were more varied with an average error of 0.4 m, a R² of 0.61, and
a -0.18 m bias. Although the estimated bathymetries from these 5 subsets were inconsistent,
their estimates noticeably improved the prior. In fact, many of smaller ensembles had better
accuracy over the centerline than the 200 member sets. Lastly, a 400 member ensemble was
used to approximate bathymetry and had the most improvement along the centerline lowering
the RMSE by 5 cm and increasing correlation by 0.07. However, the 400 member ensemble
provided little improvement over the domain and require twice as many ensemble member
computations.23
6 Discussion: Future Work
Future work is still needed to further develop and expand the method. An iterative approach can
help mitigate the non-linear relationship between surface velocities and depth. Small ensembles
may prove appear promising and should be explored further. Additionally, it would be worth
investigating how a small ensemble, once iterated, would compare with a single run twice its
size.
Ourapplicationofdepthinversionhadthebeneﬁtofbeinglocatedinadatarichenvironment
with USGS gages, well documented ﬂow parameters, and a measured bathymetry to construct
an accurate prior with. It is not clear how inaccurate prior, ﬂow rate, water surface height, water
surface slope, and/or friction will affect the model outcome.
One set of Lx and Ly may best suit one small dune in the river but not suit the larger pool. A
set of parameters optimized for the larger pool may smooth over the smaller ones. Conversely a
set of parameters optimized for the smaller pool can lead to oversampling in the deeper feature.
In our work, sensitivity to perturbation length scales was only spot checked, and not explored
in depth. We brieﬂy explored using very small along channel perturbation lengths (40 m)
however the results were very noisy. It is not clear what the smallest morphological feature
this method is capable of capture without creating excessive noise. Additionally, our current
method, which employs depth averaged shallow water equations is not expected to capture
steep bathymetric features which create vertical recirculation cells (Honnorat et al. 2009). The
methods inability to account for vertical ﬂow variation and optimally represent various scales
of morphological features likely accounts for most the method’s remaining error.
If very little was know about a river of interest, it still may be possible to estimate the depth.
At very least, the method will require a river bank out line and river ﬂow rate. The mean drifter
velocity (U), can be used to estimate mean depth: y = Q=(bU). The estimated mean depth
can then be used to estimate the prior. Additionally, one can use Manning’s roughness and
the Manning’s equation to generate estimates of friction, surface slope, and channel slope. The
model parameters can be tuned by using the prior’s modeled velocities and drifter velocities and24
Figure 13 – A plot of velocity bias vs downstream distance. The magenta line marks the
mean bias over the domain.
analyzing the the bias between the model’s velocities and the drifter observations. A positive
domain-averaged velocity bias (velocity modeled too fast) suggests that the water surface is too
low (Figure13). A velocity bias that trends negatively (model becoming slower than the drifters)
down the river suggests too large a value of friction.25
7 Conclusion
In order for our depth inversion technique to be successful, our numerical model had to be able
to replicate river drifter tracks. We investigated the accuracy of ROMS by comparing model
surface velocity estimates with drifter velocity observations. The surface velocity estimations
were calculated using a calibrated ROMS model and measured bathymetry. The model out-
puts were then compared against drifter velocity observation that were calculated via forward
differencing. Each drifter point was treated as separate Eulerian observation. On the mean-
dering reach, ROMS replicated 10 drifter tracks (25,000 observation points) with an average
magnitude error of 11% and an average directional error of 6°. On the Braided reach, ROMS
replicated 11 drifter tracks (4,000 observation points) with an average magnitude error of 5%
and an average directional error of 11°.
The depth inversion approach was successful in improving a simple prior estimate to more
closely resemble the true bathymetry. The success of this method indicates that drifters are sen-
sitive enough to provide useful, extractable information about river topography up to accuracies
of near 20% RRMSE over the domain. On the meandering reach, a parabolic prior domain was
improved from 29% RRMSE to 21% RRMSE with bathymetric correlation improving from
0.57 to 0.80 (Figure 3). On the braided reach, a sloping, rectangular channel domain was im-
proved from 45% RRMSE to 26% RRMSE with bathymetric correlation improving from 0.06
to 0.69 (Figure 9).
The method was found to be weakly sensitive to broad range of various parameters (per-
turbation length scale, localization length scale, ensemble size, and number of observations),
indicating that it is robust to the choice of those parameters, and can achieve good improvement
without signiﬁcant ’tuning’. In regards to the sensitivities tested on the meandering reach, the
maximum difference between the most and least accurate parametrization was 15 cm (3% of
the mean depth). Localization factors were not found to have a very strong effect on the model
results, however compared to many other ensemble based assimilation methods, our ensemble
size is quite large (Tables 2 and 5). By design, these larger ensembles reduce the likelihood26
of unreasonably far correlations. With the exception of unrealistically small observation errors,
the domain averaged results were not sensitive to estimated observation error (Tables 3 and 6).
Lastly, we found 50 member ensembles on the braided reach to reduce the RRMSE over the
domain from 45% to 28% - adding 150 more members improved only the RRMSE 2%. This
suggests that the method is not very sensitive to ensemble size, and converges quickly to its
solution.
In conclusion, we found that a depth averaged conﬁguration of the ocean circulation model,
ROMS, is capable of accurately replicating drifter observations, surface velocity observations
provide valuable, extractable information about river depth, and that our depth inversion method
is quite successful and only weakly sensitive to the evaluated parameters.27
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