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Les centrales à concentration utilisent la radiation solaire directe pour produire de 
la chaleur et, comme dans la plupart des cas, de l’électricité par transformation de cette 
chaleur. Les centrales dites « à tour » sont associées à un vaste champ héliostatique dont 
l’alimentation se fait généralement par de longs câbles à l’intérieur de tranchées qui 
peuvent mesurer plusieurs kilomètres. Pour pallier cette solution, la thèse s’inscrit donc 
dans l’évaluation de la mise en place d’héliostats autonomes énergétiquement via un 
générateur solaire et un stockage électrochimique (batteries). Le dimensionnement de ce 
système est optimisé par la commande des deux moteurs des héliostats (azimut et 
élévation) en vue de minimiser leur consommation globale. L’impact environnemental 
global est également comparé par rapport à la solution des tranchées grâce à une analyse 
de cycle de vie. Cette recherche est effectuée au sein du laboratoire LAPLACE de 
Toulouse en collaboration avec le laboratoire PROMES d’Odeillo. 
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Heliostats of solar thermodynamic plants can be numerous. Long cables cross the 
field to supply two motors per heliostat, which actually enable the double rotation to track 
the Sun on the azimuth side and elevation side. The main objective of this research is to 
evaluate the possibility of using autonomous heliostats with a photovoltaic generator, in 
order to avoid these kilometers of cables. In the first part of the research, a life cycle 
assessment is compared between the classical architecture and the autonomous heliostat.  
Then, an optimization of the consumption per heliostat by the control on a single rotation 
is tracked. The most significant change is the use of one chopper for the two motors 
instead of two. At least, the research focuses on the impact on the size of the photovoltaic 
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 Les ressources fossiles s’estompent et sont responsables de fortes émissions de 
gaz à effet de serre. Dans la récente et progressive redistribution économique mondiale, 
les pays émergents dévorent à grandes vitesses les ressources primaires carbonées que les 
pays développés n’ont pas eu le temps d’engloutir. Ô voilà un constat bien martelé depuis 
quelques années mais dont les mesures sérieuses pour y faire face sont repoussées aux 
calendes grecques. Cependant, aujourd’hui de nombreuses ressources renouvelables sont 
exploitées : vent, marées, solaire, géothermie, hydraulique, biomasse [ROB 12]... 
Certaines de ces technologies utilisant ces ressources arrivent d’ores et déjà à maturité et 
d’autres sont en plein développement telle que l’énergie solaire concentrée. Connue par 
principe depuis au moins deux millénaires, un regain vers cette manne laisse envisager un 
mix énergétique ensoleillé dans les proches décennies. Au sein de cette filière se situent 
les prometteuses centrales à tours équipées de leurs nombreux héliostats. Ces miroirs 
réfléchissants se meuvent par deux moteurs selon une poursuite bi-axiale : azimut et 
élévation. Jusqu’à présent hormis dans des cas exceptionnels, ces systèmes sont alimentés 
par un réseau électrique tentaculaire long de quelques kilomètres à travers des tranchées 
d’égales ampleurs. Le travail décrit dans la suite s’inscrit dans la recherche d’autonomie 
énergétique de ces héliostats afin d’éviter des travaux de génie civil et de réduire leur 
empreinte écologique et plus globalement, de contribuer à la baisse du coût du kWh 
produit. 
 Dans un premier temps, le chapitre I traite de la place de la concentration dans le 
mix énergétique mondial primaire et secondaire. Les parts des énergies fossiles sont 
recensées (charbon, hydrocarbures et uranium) ainsi que la prévision de leur épuisement. 
Les parts des énergies renouvelables respectives sont comparées et leur potentiel évalué. 
La place du solaire est détaillée pour se projeter ensuite sur les centrales à tours. Le 
principe de fonctionnement est explicité, de la réflexion des rayons à la production 
d’électricité par les différents niveaux de transferts. Un arrêt sur image sur l’état actuel 
des projets de construction au moment de la rédaction est effectué bien qu’il devienne 
rapidement obsolète tant l’engouement pour cette technologie est fort. Pour finaliser la 




description des centrales solaires à tours, certains héliostats déjà existants sont examinés : 
motorisation, type de convertisseurs, réduction des moteurs...        
 Un des intérêts des énergies renouvelables est leur plus ou moins faible empreinte 
carbonée comparativement aux énergies fossiles. Dans le second chapitre, la question 
suivante est donc explorée : rendre autonome un héliostat n’en altère-t-il pas son impact 
environnemental ? Est-il donc judicieux de le doter d’une batterie et d’un 
générateur/panneau solaire ? L’objectif premier est de s’affranchir du réseau de câbles et 
de tranchées, long de plusieurs kilomètres. Mais cette solution est-elle plus ou moins 
polluante ? Pour y répondre, une analyse de cycle de vie (ACV) sera menée sur deux 
configurations : un héliostat classique (relié au réseau) et un héliostat autonome. Au-delà 
de l’empreinte carbone, une recherche plus poussée sur d’autres domaines est menée 
comme la participation au réchauffement climatique, la santé humaine, la qualité de 
l’écosystème et l’épuisement des ressources. Les résultats obtenus sur ces deux 
configurations permettent d’évaluer le gain apporté sur l’ensemble d’une centrale à tour. 
Puis, les émissions de gaz à effet de serre sont comparées à celles des autres moyens de 
production d’électricité : centrales thermiques, nucléaire, éolien, marémotrice, biomasse... 
 Après avoir validé l’intérêt de rendre un héliostat autonome d’un point de vue 
environnemental, la motorisation des héliostats est décrite dans le chapitre III. Ils doivent 
poursuivre le Soleil de manière à réfléchir ses rayons sur un récepteur en haut d’une tour. 
Les équations de rotation des moteurs sont construites pas à pas sur un héliostat dans le 
cas général. Par homothétie, les mouvements héliostatiques sont reproduits sur une 
maquette du laboratoire LAPLACE de Toulouse. Les paramètres des moteurs (inertie et 
frottements) sont déterminés pour préparer l’implantation de différentes régulations en 
vitesse et en position. L’ensemble des autres éléments de la maquette est présenté 
également. Un hacheur est utilisé au lieu de deux, de manière générale sur les héliostats. 
Les codeurs incrémentaux qui mesurent les rotations ne sont alimentés que lorsque 
l’héliostat est en mouvement.  
 Le chapitre IV détaille les résultats de plusieurs stratégies pour optimiser la 
consommation d’un héliostat afin de réduire le coût du générateur autonome. La 
recherche de cet objectif a été faite selon deux grands ensembles de méthodes : hors 
lignes et in situ. Pour les méthodes hors-lignes, des synthèses classiques de proportionnel 
intégral et de retour d’état sont calculées et appliquées grâce aux paramètres déterminés 
en chapitre III. Une optimisation, hors-ligne également, est menée grâce à des stratégies 
évolutionnaires sur ces mêmes régulateurs et celles-ci sont appliquées sur les moteurs de 
la maquette. Une autre optimisation hors-ligne est aussi appliquée par une commande 
linéaire quadratique. La méthode in situ s’appuie sur des plans d’expériences pour un 
réglage optimal des niveaux des facteurs de proportionnel intégral (PI) et de retour d’état 
(RE). L’ensemble des régulateurs examinés est associé à 3 types de référence en position 
(échelon, rampe et cubique). En tout 21 configurations sont comparées pour déterminer 
les meilleures d’entre-elles.   
  Grâce à l’obtention des meilleures régulations, à la mutualisation de 
l’alimentation des moteurs par un même hacheur et une alimentation ajustée des codeurs, 
il est possible d’évaluer la puissance crête requise pour le générateur photovoltaïque et la 
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capacité de batterie pour obtenir un héliostat autonome. Aussi est décrite dans le    
chapitre V, une nouvelle approche de la génération des références en assurant une zone de 
travail sur le récepteur directement et non plus par une correction systématique en 
corrélation à une erreur angulaire fixe. Un dimensionnement complémentaire du 
générateur autonome est effectué avec cette nouvelle approche. 
 Les travaux ont été effectués en grande partie au laboratoire LAPLACE de 
Toulouse, financés par le CNRS et la région Midi-Pyrénées en collaboration avec le 





CHAPITRE I  
 
De la concentration solaire à l’héliostat 
Introduction  
La concentration solaire permet de transformer l’énergie la plus en abondance sur 
la Terre : l’énergie solaire. C’est un procédé connu déjà depuis deux millénaires mais qui 
fut assez peu exploité jusqu’aux années 2000. Certes, quelques centrales existaient dès les 
années 80, et même en France, telles que la centrale THEMIS dans les Pyrénées 
Orientales mais son exploitation fut abandonnée après 3 ans de fonctionnement. Dans 
cette décennie, l’exploitation des ressources fossiles arrivait à maturité comme l’uranium. 
En effet, suite au choc pétrolier de 1973, pour gagner son indépendance énergétique, la 
conscience nationale n’a pas manqué « d’idées », en orientant massivement le mix vers 
l’atome civil [CGD 12] après l’avoir développé militairement notamment dans le désert 
du Sahara [ECP 12]. Cette filière concentrée fut également quelque peu éclipsée 
récemment, par sa cousine photovoltaïque qui, elle, arriva très vite à maturité moyennant 
de nombreuses subventions. Mais la filière du solaire concentré a fait naître un regain 
d’intérêt autour de la Méditerranée depuis quelques années à tel point qu’en 2050, 
l’Agence Internationale de l’Energie prévoit un équilibre entre l’énergie solaire 
photovoltaïque et concentrée [IAE 10]. Cette tendance est dopée par une décroissance 
annoncée des ressources fossiles et la croissance économique des pays en voie de 
développement qui entrent sur le marché des matières premières. Les profils énergétiques 
vont donc être modifiés et réorientés vers d’autres ressources. Le chapitre aborde la place 
de la concentration solaire dans le mix énergétique mondial actuel et tel qu’il pourrait être 
dans les prochaines décennies. Les centrales à concentration solaire sont diverses. Les 
différentes technologies (cylindro-parabolique, Dish-Stirling, centrale à tour, Fresnel) 
sont décrites dans ce chapitre et notamment le principe de fonctionnement des centrales à 
tour ainsi que de leurs héliostats. Leurs motorisations ainsi que les modes d’alimentation, 
sur lesquels portera l’optimisation par la commande (chapitre IV), sont détaillés à la fin 
du chapitre.  
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Rappel :      
1 kWh ↔ 3,6. 106 J 1 Gtep ↔ 41,868 EJ 
1 tep ↔ 41,868 GJ 1 EJ ↔ 277,8.109 kWh 
I.1. Ressources primaires et concentration solaire 
« En 6 heures les déserts reçoivent plus d’énergie de la part du Soleil que toute 
l’humanité n’en consomme en un an » [KNI 09] c’est ainsi que le physicien allemand, un 
des initiateurs du projet DESERTEC, Gerhart Knies compare le potentiel de l’énergie 
solaire à nos besoins énergétiques. Cela pourrait paraître exagéré mais c’est un constat 
bien réel : l’énergie solaire, ressource renouvelable, suffirait à combler non seulement 
tous nos besoins énergétiques électriques mais aussi nos besoins en énergie primaire. 
L’Homme a la possibilité de s’affranchir des énergies fossiles en utilisant une ressource 
renouvelable et inépuisable : la radiation solaire. Mais avant de décrire plus en détail les 
différentes façons de récupérer l’énergie solaire, la suite présente quelques données 
concernant l’état actuel de la consommation énergétique au niveau mondial. 
I.1.1. Le mix énergétique mondial 
 L’énergie primaire constitue l’ensemble des ressources naturelles (charbon, 
pétrole, uranium, gaz,…) avant toute transformation en énergie secondaire (fuel, 
électricité…) utilisable par un consommateur. L’énergie primaire mondialement utilisée 
en 2008 s’élevait à 492 EJ soit 11,7 Gtep selon le SRREN (Rapport Spécial sur les 
Ressources Energétiques Renouvelables [EDE 11]). Selon son rapport, en 2008, les 
ressources fossiles représentent une extrême majorité, soit quelques 87,1 % des 
ressources primaires utilisées dans le monde [EDE 11], telles que le gaz, le pétrole, le 
charbon et l’uranium. Ainsi, le mix énergétique mondial, s’appuie avant tout sur des 
énergies fossiles dont les réserves s’épuiseront dans les décennies à venir. Sur les  12,9 % 
d’énergie primaire mondiale d’origine renouvelable, 10,2 % proviennent de la biomasse 
(80 % des énergies renouvelables) et seulement 2,7 % (1 %) proviennent du vent, du 
Soleil et de l’eau. Le déséquilibre entre la disponibilité et l’usage des ressources fossiles 
est très profond (cf. Fig. I.1).  
En 2008 d’après le rapport annuel de BP, exploitant pétrolier, les réserves 
prouvées exploitables en pétrole (techniquement et financièrement) s’élevaient à 
1,526.1012 de barils soit 206 Gtep. Sont compris dans ces estimations, le pétrole brut, les 
condensats de gaz naturel, les gaz naturels liquides et gaz de schistes. Le pétrole 
représente aujourd’hui 34,6 % des ressources primaires. La consommation mondiale 
s’élevait à 85,239 millions de barils par jour (soit 11,5 Mtep par jour) [BPR 11]. Bien que 
cela ne soit pas réaliste, si l’on considère un maintien de cette consommation au même 
rythme jusqu’au dernier baril, les réserves de pétrole seraient épuisées en 42 ans sans 
découverte nouvelle.  
   





Fig. I.1. Origine de l’énergie primaire dans le monde en 2008 (à gauche) et  
répartition des énergies renouvelables (à droite) [EDE 11, IAE 10] 
 
Le pic pétrolier, qui correspond à l’instant où la production atteint son maximum 
est prévue au plus tard en 2013 en suivant une croissance annuelle de 1,4 %. La figure I.2 
correspond à un scénario standard (plutôt optimiste) qui prend en compte une production 
annuelle minimale des puits géants (supérieurs à 500 millions de barils), une exploitation 
des ressources en gaz naturel liquide de 12 millions de barils par jour, les sables bitumeux 
du Canada et du Venezuela, la découverte de nouveaux puits, l’exploitation des puits en 
eau profonde et un déclin des autres petits puits de 3 % par an. Les travaux de cette thèse 
montrent que le pic pétrolier aurait lieu dans la décennie 2010-2020 [ROB 07]. Quant au 
charbon qui représentait 28,4 % des énergies primaires utilisées en 2008, les réserves 
prouvées étaient de 860 938 millions de tonnes selon le Congrès mondial de l’énergie 
[WEC 10]. La production totale cette même année en charbon était de 6 739 millions de 
tonnes (soit 4,5 Gtep). À ce rythme, en 128 ans, le charbon serait épuisé sur Terre. 
 
 
Fig. I.2. Prévisions de la production en pétrole  





























Fig. I.3. Prévisions de production de charbon [EWG 07] 
 
Le pic de production de charbon aurait lieu en 2018 avec une forte décroissance 
vers 2070 selon l’association Energy Watch Group dans son rapport de mars 2007 (cf. 
Fig. I.3). Le Congrès mondial, en 2008, estimait que le gaz naturel qui représente 22,1 % 
des énergies primaires, avait des réserves prouvées estimées à 184,4 milliards de m3 (167 
Mtep). Le volume consommé était de 3,0 milliards de m3 (soit 2,73 Mtep). À ce rythme et 
sans découverte supplémentaire, le gaz naturel aurait disparu en 62 ans. Selon A. Khalera, 
de l’Institut Goddard de la NASA, le pic de consommation de gaz naturel aurait lieu en 
2026 à plus ou moins deux ans près [KHA 07]. 
L’énergie nucléaire ne représente que 2,0 % des ressources primaires extraites au 
niveau mondial. Mais en France cette énergie fournit en 2010, 74,1 % de l’électricité 
nationale [RTE 11]. La France est donc un pays fortement dépendant de l’énergie 
atomique bien que les Etats-Unis soient de plus gros consommateurs en absolu et moins 
dépendants relativement, au vu de leur mix énergétique (en 2007, France, 102 Mtep, 
Etats-Unis, 185 Mtep, Monde 636 Mtep [BGR 09]). En 2007, la demande mondiale en 
uranium, qui varie selon les sources bibliographiques, aurait été de 69 110 tonnes 
(NEA/OECD - IAEA, 2008) ou de 66 529 tonnes (WNA, 2008) dans une fourchette plus 
basse. Les réserves identifiées en uranium ont été évaluées en 2007 à 5469 millions de 
tonnes. Ces estimations prennent en compte l’uranium dont le coût peut atteindre          
130 $/kg, qui constitue une limite haute. Or, actuellement la majorité de l’uranium utilisé 
a un coût de 40 $/kg. Mais pour faire face à la demande, cet uranium ne serait pas 
suffisant et il serait nécessaire d’aller puiser dans les réserves dont le coût peut atteindre 
80 $/kg. À l’avenir le coût de l’uranium augmentera certainement considérablement. Mais 
à ce rythme de consommation avec une fourchette de consommation basse, l’épuisement 
de l’uranium est prévu dans 82 ans.  




Fig. I.4. Prévisions de la production en uranium (en kt) [EWG 06] 
 
L’association Energy Watch Group a évalué son pic de production en uranium à 
un coût inférieur à 40 $/kg vers 2015 (cf. Fig. I.4). Les ressources fossiles auraient ainsi, 
au rythme actuel, des échéances plus ou moins tardives : de 43 ans pour le pétrole à      
128 ans pour le charbon (à partir de 2008). Cela laisserait envisager un avenir paisible en 
ôtant le fait que l’Europe entrât dans sa seconde révolution industrielle dans les années 
1880, s’appuyant sur une nouvelle ressource à l’époque : le pétrole. Le temps qu’il reste à 
épuiser le stock de pétrole est plus court que celui qui nous sépare de sa première 
utilisation. Or, les pays en voie de développement copient le modèle passé des économies 
des pays industrialisés. Par exemple en France, en 1999 chaque Français émettait 
l’équivalent de 1,72 tonnes de CO2 contre 0,72 pour un Chinois. En 2009, la France avait 
légèrement réduit ses émissions à 1,57 tonnes et la République Populaire, dont la 
population y presque 20 fois supérieure, avait exactement le même taux de 1,57 per capita 
[CDI 13]. Les réserves en pétrole devraient donc disparaître même avant ces échéances en 
soutenant ce rythme. Le monde actuel dévore à grande vitesse les ressources rares et ne 
bénéficie pas encore du potentiel représenté par les énergies renouvelables comme cela 
est développé dans le prochain paragraphe. 
I.1.2. Distribution des énergies renouvelables 
Le réchauffement climatique ne se traduit pas que par une simple augmentation 
des températures. Il se traduit aussi par des mouvements de populations qui fuient des 
zones devenues inhabitables à cause des catastrophes naturelles extraordinaires, comme 
au Bengladesh ou aux Seychelles. Un rapport de l’UNESCO désormais préconise 
l’éducation des populations pour les préparer à anticiper les conséquences de ce 
réchauffement et adapter leurs façons de vivre  [UNE 11]. Le rapport Stern [STE 07] 
évaluait, en 2007 pour le compte du gouvernement britannique, de 5 % à 20 % la part du 
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PIB nécessaire pour lutter contre le réchauffement climatique pour 2020 si aucune mesure 
immédiate n’était entreprise. Ce rapport a été largement critiqué à cause la sous-
estimation entre-autre du réchauffement climatique (N. Stern l’a reconnu en 2008) et la 
mauvaise prévision de la conjoncture économique. Nonobstant l’erreur d’appréciation, ce 
rapport fut le premier du genre établi par un économiste. Désormais, la prise de 
conscience du réchauffement devenait universelle. Selon l’association Négawatt, d’ici 
2050, un mix 100 % renouvelable en France serait réalisable [NEG 13] ce qui permettrait 
une réduction par 4 des émissions de gaz à effet de serre. Contrairement au rapport Stern, 
l’association proposait une attaque à la source même des problèmes et non à leurs effets, à 
savoir les modes de productions énergétiques.  
Le potentiel des énergies renouvelables n’est pas réparti de façon équitable selon 
les ressources primaires. En effet, l’énergie solaire annuelle qui arrive à la surface de la 
Terre est de 400.1016 kWh (3440 Gtep), soit 25 % de l’énergie reçue à l’entrée de 
l’atmosphère avant dispersion et réflexion [MUL 11]. Le potentiel exploitable est estimé 
entre 37 Gtep et 1190 Gtep [JER 11]. Cette fourchette est très grande, elle dépend avant 
tout de l’espace dédié sur Terre à la production de ces ressources. Notre planète ne peut 
pas être couverte par exemple que de panneaux solaires ou d’éoliennes, ni de champs de 
production d’agro-carburants, sans entrer en conflit avec d’autres intérêts humains et 
écologiques (alimentation, espaces vitaux). L’occupation de l’espace par des panneaux 
solaires ou des collecteurs thermiques est le facteur limitant la surface d’installation. Mais 
en ne prenant que la partie basse de la fourchette, le solaire pourrait fournir au moins trois 
fois ce qui fut nécessaire à l'humanité en 2008 en ressources primaires (à condition de 
pouvoir mieux stocker et distribuer cette énergie). Ceci est illustré dans la table I.1. 
L’énergie solaire est de loin la ressource qui permettrait de couvrir en totalité les besoins 
énergétiques terrestres. Ni l’éolien, ni les bioénergies, ni l’hydraulique… n’atteignent un 
tel potentiel (Table I.1). Or, parmi les énergies dites renouvelables, jusqu’à présent c’est 
l’hydraulique qui est la plus exploitée au niveau mondial (cf. Fig. I.1). D’ailleurs, 
l’énergie hydraulique de type barrage, bien que renouvelable est souvent remise en cause 
pour les gaz à effets de serre dont elle est responsable par l’eutrophie des limons qui 
s’accumulent en fond de lac en amont. Aussi est-elle responsable d’une forte évaporation, 
un risque accru de tremblements de terre, un tarissement des eaux en aval dont 
l’économie agricole est dépendante, une faune et une flore séparée artificiellement 




minimale disponible (Gtep) 
Production annuelle 
maximale disponible (Gtep) 
hydraulique 0,52 1,4 
solaire 37,6 1190,5 
géothermie 2,8 26,4 
éolien 2,0 20,3 
biomasse 1,2 12 
marémotrice 0,2 7,9 
Table 1.1. Potentiel terrestre en énergie primaire des différentes  
ressources  renouvelables [JER 11]  [IAE 10] 
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I.2. L’énergie solaire 
I.2.1. Historique du solaire concentré 
Les panneaux photovoltaïques sont connus du public et commercialement en 
pleine maturité. Bien que les rendements des cellules photovoltaïques en condition de 
laboratoire puissent atteindre valeurs très grandes (cf. Fig. I.5), le rendement des 
panneaux solaires  vendus dans le commerce oscillent entre 8 % et 16 % suivant les 
constructeurs et la technologie. Ces panneaux sont à base de cellules en silicium en 
majorité que ce soit sous forme amorphe, polycristalline ou monocristalline. En 
laboratoire les rendements respectifs de ces trois technologies ont pu atteindre 17 %,   
20,4 % et 25 % (cf. Fig. I.5), ce qui est bien supérieur à ceux des produits du marché qui 
sont utilisés dans des conditions différentes. Les panneaux solaires photovoltaïques sont 
mieux adaptés pour des régions septentrionales (l’Allemagne a produit 31,4 % de 
l’énergie solaire mondiale en 2011 [OBS 12]). En effet, contrairement aux systèmes à 
concentration solaire, les panneaux solaires fonctionnent même par temps nuageux. Ces 
régions dont fait partie la France, ont des climats à quatre saisons marquées par de fortes 
ou très fortes radiations solaires l’été et la présence de nombreux nuages durant l’automne 
et l’hiver. La production y est très variable d’une saison à l’autre mais aussi d’une 
journée-même à l’autre voire d’heure en heure compte tenu des variations 
météorologiques. La gestion de la production sur le plan national doit s’opérer par une 
mise en réseau de centrales (souvent très petites) réparties sur un grand territoire.  
 
 
Fig. I.5. Rendement des différentes technologies de cellules 
photovoltaïques testées en laboratoire [KUR 11]  
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La forte variabilité de la production soit impose un surdimensionnement soit la 
mise en route parallèlement de centrales d’appoint (souvent thermiques et donc 
consommatrices de ressources fossiles). Dans les régions à très fort ensoleillement direct, 
c'est-à-dire dans les zones désertiques (Sahara, Australie, Sun Belt…) voire d’attitude 
(Andes, Tibet), les panneaux solaires seraient adaptés et auraient un fort potentiel de 
production mais ces sites peuvent aussi être propices à l’installation de systèmes à 
concentration solaire. L’ensoleillement direct annuel y est élevé.  
L’énergie solaire peut encore être utilisée pour servir de chauffage d’appoint pour 
l’eau –solaire thermique– mais, l’énergie solaire concentrée thermodynamique (ou 
héliothermodynamique) pourrait bien être au moins aussi prometteuse que sa cousine 
photovoltaïque. Connue par principe depuis l’Antiquité et notamment la légende veut 
qu’Archimède aurait brûlé les voiles de la flotte romaine à distance en utilisant des 
miroirs en 282 av JC pendant le siège de Syracuse [KNO 61]. Les historiens restent 
cependant dubitatifs sur son exécution, les moyens techniques de l’époque ne 
permettaient pas d’obtenir une haute qualité de polissage des miroirs ni une haute 
précision de concentration (point focal).  Mais les Grecs avaient déjà connaissance du 
potentiel de l’énergie solaire concentrée. Il faudra attendre presque deux millénaires pour 
qu’Augustin Mouchot et son assistant Abel Pifre mettent au point pour l’exposition 
universelle de 1878 à Paris un moteur à vapeur utilisant la concentration solaire (cf. Fig. 
I.6). A. Mouchot déjà à l’époque s’exprimait en ces termes avant-gardistes en 1869 dans 
son ouvrage « La chaleur solaire et ses applications industrielles » [MOU 80] : «Si dans 
nos climats l’industrie peut se passer de l’emploi direct de la chaleur solaire, il arrivera 
nécessairement un jour où, faute de combustible, elle sera bien forcée de revenir au 
travail des agents naturels. Que les dépôts de houille et de pétrole lui fournissent 
longtemps encore leur énorme puissance calorifique, nous n’en doutons pas. Mais ces 
dépôts s’épuiseront sans aucun doute: le bois qui, lui, cependant, se renouvelle n’est-il 
pas devenu plus rare qu’autrefois ? Pourquoi n’en serait-il pas de même un jour d’une 
provision de combustible où l’on puise si largement sans jamais combler les vides qui s’y 
forment ?[…] On ne peut s’empêcher de conclure qu’il est prudent et sage de ne pas 
s’endormir à cet égard sur une sécurité trompeuse ». Qui l’a entendu à l’époque ? Qui le 
connait encore aujourd’hui ?  
 
 
Fig. I.6.  Présentation du moteur à vapeur par  
Mouchot et Pifre en 1878 [UDO 13] 




Fig. I.7. Photographie parue en mars 1916 dans le journal  
« The electrical experimenter » [THE 16] 
 
Puis en 1913, c’est l’avènement de la première centrale à concentration solaire à 
Maedi en Egypte par F. Shuman et V. Boys pour l’irrigation, grâce à des machines à 
vapeur (cf. Fig. I.7) [THE 16]. Cette centrale utilise la technologie cylindro-parabolique. 
Ce n’est qu’en cette même année que le premier brevet sur une cellule photovoltaïque est 
déposé par le physicien américain W. Coblentz. Il faudra même attendre 1957 pour 
obtenir les premières cellules solaires à rendement de 6 % développées par le laboratoire 
Bell. 
I.2.2. Caractéristiques climatiques nécessaires pour la concentration 
solaire 
Comme cela a été décrit auparavant, dans la partie I.2.1, l’implantation de 
panneaux solaires convient dans les zones septentrionales, du fait que même lors d’un 
passage nuageux, la cellule photovoltaïque continue à produire, certes plus faiblement. 
Les panneaux solaires peuvent être bien-sûr implantés dans les zones désertiques chaudes 
(Sahara, Sahel, Australie…), mais la chaleur de ces endroits affectera le rendement des 
panneaux. Ainsi des panneaux solaires peuvent être implantés dans des régions  où les 
radiations solaires globales  cumulées (directes et diffuses ensemble) sont proches des 
1000 kWh/m² par an (cf. Fig. I.8), comme en France. En revanche pour la concentration 
solaire, les conditions d’implantation ne sont pas les mêmes. En France, l’installation de 
centrales est globalement peu pertinente à cause de son climat plus ou moins tempéré. 
Ainsi, une hybridation importante avec une autre ressource serait obligatoire (combustible 
fossile). En effet, de fortes variations dues à la saisonnalité et aux fluctuations 
météorologiques journalières caractérisent ce climat. L’intérêt de l’utilisation du solaire 
concentré se perd donc dans l’objectif d’une réduction radicale des gaz à effet de serre, 
puisqu’il serait nécessaire d’utiliser une ressource fossile en parallèle. Par exemple dans 
le cas de la centrale solaire de Jülich (prototype expérimental), en Allemagne, pendant 53 
jours de l’année, le ciel est totalement nuageux et il est impossible de produire le moindre 
kilowatt.   




Fig. I.8. Radiation globale directe annuelle de 1981 à 2000 [LUQ 03] 
 
La part de jours clairs n’est que de 63 par an. Les autres jours, le temps est 
variable. Une hybridation dans ce cas devrait être envisagée pour 302 jours de l’année, ce 
qui est considérable. En 2011, le rapport gouvernemental français, Technologies clés 
2015, faisait d’ailleurs le constat suivant vis-à-vis de la filière concentrée en France : 
«  Absence de marché intérieur susceptible de servir de vitrine à l’international » [TEC 
11]. Sur la figure I.9, qui décrit la moyenne annuelle de radiation directe sur la surface du 
globe de 1983 à 2005, les régions du monde qui apparaissent propices au développement 
de la concentration solaire sont situées autour des tropiques (frontière américano-
mexicaine, Andes, Sahara, Péninsule arabique, Australie…). La radiation directe normale 
annuelle y est supérieure à 2000 kWh/m², condition favorable pour implanter des 
centrales solaires à concentration. En deçà de cette valeur une hybridation avec 
combustible sera nécessaire [DLR 13]. L’ensemble des régions intéressantes pour le 
développement de la concentration solaire est exposé sur la figure I.10. 
 
 
Fig. I.9. Radiation directe annuelle moyenne de juin 1983 
 à juillet 2005 terrestre [MET 08] 




Fig. I.10. Zones d’implantation potentielles de centrales [DLR 08] 
 
 L’Europe, à l’exception de l’extrême Sud de l’Espagne,  ne fait pas partie de ces 
zones. Cependant, l’idée d’importer de l’énergie provenant de l’autre bord de la 
Méditerranée a été lancée dans les années 2000 avec le projet DESERTEC (cf. Fig. I.11) 
[DES 12]. Le but principal de ce projet est de créer un maillage électrique 
transméditerranéen et de construire des centrales de production au Moyen-Orient et en 
Afrique du Nord (Région MENA). L’électricité produite serait transportée par des bus 
continus sous-marins pour alimenter en partie, le réseau européen.  
 
 
Fig. I.11. Carte du projet DESERTEC [DES 12] 
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Des câbles sous-marins traversent la Méditerranée en des zones peu profondes 
(Détroit de Gibraltar, Sardaigne, Sicile…). L’objectif est d’acheminer 15 % de la 
consommation électrique européenne soit 20 GW installés d’ici 2020 [DES 12].  Même si 
ce projet ambitionne d’abaisser les émissions de CO2 équivalent en Europe en acheminant 
de l’énergie électrique renouvelable, le projet prend aussi en compte des projets annexes 
tels que la désalinisation de l’eau pour les pays en stress hydrique de l’Afrique du Nord. 
La grande partie de l’énergie utilisée serait produite par des centrales 
héliothermodynamiques mais pas exclusivement. D’autres ressources seront exploitées : 
éolien, géothermie, biomasse… Le projet DESERTEC s’inscrit dans la volonté de 
l’Union Européenne de diminuer de 20 % ses émissions en CO2 en 2020 par rapport à 
celles de 2007. Dans son rapport, Towards a low carbon future, la commission 
européenne oriente d’ailleurs les politiques énergétiques vers la filière solaire [EUR 07]. 
Cette réduction ira de pair avec la minimisation des pertes dues à  l’électronique de 
puissance dans les convertisseurs [EPE 07]. Pour couvrir les besoins mondiaux en 
électricité (17000 TWh/an), seule 1 % de la surface des déserts serait nécessaire grâce à la 
concentration solaire [DES 12]. L’implantation de centrales dans le désert permet de 
produire de l’électricité en minimisant l’impact environnemental car la faune et la flore y 
sont beaucoup moins présentes que dans les zones non-désertiques. Cependant, 
l’implantation dans les déserts accentue le problème du transport de cette énergie. 
L’impact environnemental majeur est dû à l’exportation de l’électricité qui se fera par de 
longs câbles transméditerranéens et par l’entretien des miroirs.  
I.3. La conversion énergétique de la concentration solaire 
 Différents moyens sont possibles pour bénéficier de la radiation solaire en la 
concentrant. Pour cela il suffit de réfléchir les rayons du Soleil à l’aide de plusieurs 
miroirs sur un récepteur capable de transférer cette énergie. Plus les miroirs sont 
nombreux plus la radiation cumulée est forte et plus le transfert de chaleur sur le corps 
impacté sera intense. En Europe, en 2011 selon le baromètre EurObserv'ER, 1,16 GW ont 
été installés, toute technologie confondue [EUR 13]. Dans les paragraphes suivants, 
quelques moyens de récupération de l’énergie solaire concentrée sont présentés : capteurs 
cylindro-paraboliques, miroirs de Fresnel, Dish-Stirling et four solaire. Ensuite, les 
centrales à tours seront plus détaillées indépendamment. 
I.3.1. Les capteurs cylindro-paraboliques 
Les capteurs cylindro-paraboliques sont les plus connus, simples à installer à 
l’heure actuelle, et faciles d’exploitation. Il s’agit de longs miroirs paraboliques (une 
centaine de mètres) qui réfléchissent les rayons du Soleil sur un tube qui contient un 
fluide caloporteur en son centre. Suivant le fluide utilisé (huile, huile de synthèse, 
eau/vapeur), les températures atteintes vont de 300°C à 400°C et les pressions de 15 à 60 
bars. Le principe de fonctionnement est décrit en figure I.12.  




Fig. I.12. Fonctionnement du capteur  
cylindro-parabolique 
 
Une fois le fluide chauffé, son inertie thermique permet de produire une partie de 
la nuit. Le plus grand ensemble installé actuellement est SEGS en Californie d’une 
puissance totale de 354 MW. Il s’agit d’une centrale composée de 9 modules dont les 
puissances unitaires s’échelonnent de 14 MW à 80 MW [SEG 12]. Comme illustré sur la 
figure I.13, ces centrales nécessitent une grande surface au sol pour leur implantation. 
L’Agence Internationale de l’Énergie estime que pour produire 50 MW, 1 km² est 
nécessaire [MUL 04]. La longueur des tubes est liée à la température souhaitée. Les 




Fig. I.13. Centrale SEGS I en Californie,  
composante de SEGS [SEG 12] 
I.3.2. Les miroirs de Fresnel 
La technologie à miroirs de type Fresnel, plus récente, utilise des réflecteurs plans 
(légèrement courbes) donc plus simples d’élaboration que les miroirs cylindro-
paraboliques. La motorisation se fait également sur un axe.  




Fig. I.14. Prototype Solarmundo,  
Liège, Belgique [HAB 02] 
 
Plusieurs miroirs reflètent les rayons du Soleil sur un même tube (cf. Fig. I.14). 
Plusieurs lignes de miroirs peuvent tourner grâce à un même moteur. L’empreinte au sol 
est conséquente elle-aussi et le rendement est plus faible que pour les miroirs cylindro-
paraboliques. À Liège en Belgique, un prototype fut mis en place en 1999. L’objectif était 
de développer des centrales de 50 MW pour les régions à fort ensoleillement direct. 
Häberle et al. firent la comparaison entre une centrale à miroirs de Fresnel et une centrale 
à miroirs cylindro-paraboliques, deux centrales virtuelles installées au même endroit à 
Hurguada en Egypte [HAB 02]. Ces deux centrales auraient eu une puissance identique 
de 50 MW (une surface réfléchissante de 336 700 m² pour le collecteur cylindro-
parabolique et 261 600 m² pour les miroirs de Fresnel). Ils estimèrent en 2002, le coût de 
production du kWh de 0,0750 € pour la centrale à miroirs de Fresnel et de 0,0845 € pour 
la centrale à miroirs cylindro-paraboliques. Bien que plus simple d’installation, cette  
technologie est actuellement la moins développée dans le domaine de la concentration 
solaire avec à peine trois centrales installées : 31,4 MW sur la centrale de Puerto Errado 
de Murcia en Espagne, 5 MW sur la centrale Kimberlina Solar Thermal Energy Plant en 
Californie et 2 MW enfin sur  la plateforme Liddell Power Station Solar Steam Generator 
dans la Nouvelle-Galle du Sud en Australie.  
I.3.3. Autres modes d’utilisation et de conversion du solaire concentré 
Grâce à la concentration solaire, il est possible de produire de l’électricité par un 
processus thermodynamique comme dans les paragraphes précédents. Mais il est 
pertinent d’utiliser la radiation concentrée pour d’autres utilisations comme dans les 
exemples qui suivent. La concentration solaire photovoltaïque (CPV) par exemple 
consiste à concentrer les rayons du Soleil sur une cellule photovoltaïque à très haut 
rendement (> 40 %, cf. Fig. I.5). Elle peut être utilisée sur des modules photovoltaïques 
de quelques kW. 




Fig. I.15. Four solaire d’Odeillo (arrière plan)  
et moteur Stirling (premier plan) [PRO 12] 
 
Il est possible aussi de concentrer sur un moteur Stirling qui utilisera la chaleur 
due aux radiations. Les modules peuvent avoir une puissance de 8 kW à 25 kW par unité 
[HOW 2011] sous une radiation solaire de 1000 kW/m² (cf. Fig. I.15). Ils consistent en un 
moteur Stirling qui est placé à la distance focale d’un réflecteur paraboloïde. Il est aussi 
intéressant d’utiliser des fours solaires dont le plus grand au monde se situe à Odeillo 
dans le site du laboratoire PROMES-CNRS dans les Pyrénées Orientales (cf. Fig. I.15). 
Un four solaire permet d’atteindre de très hautes températures (quelques milliers de 
degrés Celsius) pour le craquage de méthane pour la production d’hydrogène, la 
simulation de chocs thermiques pour les coques de vaisseaux spatiaux… 
I.4. Fonctionnement des centrales solaires à tour(s) 
Une des premières centrales à être installée dans le monde fut la centrale THEMIS 
de Targassonne (Pyrénées-Orientales). Cette centrale inaugurée en 1983 par EDF a 
fonctionné pendant trois ans avant un arrêt de longue durée. Cette centrale possédait 201 
miroirs de surface réfléchissante totale de 10 794 m² (cf. Fig. I.16). La centrale avait une 
puissance moyenne de 2 500 kW et un rendement global de 16 %, bien en dessus du 
rendement des panneaux solaires à l’époque [HDR 12]. Au début du XXIe siècle, la 
centrale THEMIS sort de sa torpeur astronomique (programme CELESTE [DEN 00]]) 
pour être remise en marche en n’utilisant qu’une partie de son champ héliostatique. 
Certains des autres héliostats sont utilisés comme trackers solaires photovoltaïques (projet 
THEMIS-PV) [TSI 13]. Les Pyrénées-Orientales bénéficient d’une radiation solaire 
directe unique en France.  




Fig. I.16. Centrale THEMIS de Targassonne [HDR 12] 
 
À la fois en altitude (1600 m) et au Sud de la France, les jours sont souvent 
ensoleillés, au dessus des nuages et les pertes dues à la dispersion atmosphériques sont 
moindres. Le principe de fonctionnement d’une centrale solaire à tour est décrit dans cette 
partie. Dans un premier temps, la table I.2 est un récapitulatif des différentes grandeurs 
qui seront utilisées. 
I.4.1. Choix du récepteur solaire 
Soit une plaque de surface S homogène qui possède une émissivité ε et une 
absorptivité α. La température de surface de la plaque plane est TS et la température 
ambiante est Tamb. La radiation directe solaire I0 (W.m
-2) fait un angle θ par rapport à la 
normale de la plaque comme sur le schéma de la figure I.17.  
 
 
Fig. I.17. Effet de la radiation solaire sur un matériau 
 
La puissance reçue (en W) par la plaque est :                    (I.1) 
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Nomenclature Définition Unité/Valeur 
ε Emissivité  
α Absorptivité  
λ Conductivité thermique W.m-1.K-1 
I0 Radiation solaire directe W.m
-2
 
σ Constante de Stefan-Boltzmann 5,67.10-8W.m-2.K-4 
Cp Chaleur massique J.kg-1.K-1 
C Concentration solaire  
ηopt
 Efficacité optique du champ héliostatique  
ηintercep
 
Rendement d’interception du récepteur  
ηturbo-alternateur
 
Rendement du turbo-alternateur  
ηéchangeur
 
Rendement de l’échangeur de chaleur  
ηcentrale
 
Rendement global de la centrale  
Préfléchie Puissance réfléchie par le champ héliostatique W 
Preçue
 Puissance thermique interceptée par  le récepteur solaire W 
Pélectrique
 Puissance électrique fournie par la centrale W 
Σpertes Ensemble des pertes thermiques au niveau du récepteur W 
Pautoconso Puissance d’autoconsommation de la centrale W 
Pabs Puissance absorbée utile par le récepteur W 
Pabs Puissance thermique du fluide W 
Tamb Température ambiante K 
Trécepteur Température du récepteur de la tour K 
Srécepteur Surface du récepteur m² 
Sréfléchissante Surface totale des héliostats m² 
Shéliostat Surface unitaire d’un héliostat m² 
Nu Nombre de Nusselt  
Re Nombre de Reynolds  
Pr Nombre de Prandtl  
Table 1.2. Nomenclature des grandeurs physiques associées  
à la concentration solaire à tour 
 
La puissance émise par rayonnement (en W) de la plaque au milieu ambiant est :  
             
  (I.3) 
Le flux de chaleur émis par la plaque au milieu ambiant est (en W) :   
           
      
   (I.4) 
Lorsqu’aucune énergie n’est extraite de la plaque, à l’équilibre thermique, le bilan 
énergétique engendre :   
                     
      
   (I.5) 
 
Ainsi, la température théorique maximale de la paroi sous l’effet du flux radiatif devient : 















Fig. I.18. Effet de la radiation solaire sous différents angles 
 
S’agissant d’un récepteur solaire, il est important que le ratio α/ε (forte 
absorptivité et faible émissivité) soit aussi grand que possible afin d’obtenir une 
température de surface de récepteur la grande possible et la transmettre au fluide 
caloporteur. La figure I.18 présente les températures de surface de plaques planes de 
différents matériaux en fonction de l’élévation du Soleil sous une radiation de 800 W.m-2 
et une température ambiante de 25°C. Ce graphique met en évidence le fait que la 
radiation a un effet direct sur la température d’un matériau. Tous les matériaux ne 
réagissent pas de la même façon. Certains comme les métaux s’élèvent beaucoup plus en 
température que les céramiques. Ainsi, la brique rouge ne chauffe pas autant que le nickel 
noir sous l’effet de la radiation. Les caractéristiques d’absorptivité et d’émissivité des 
différents matériaux de la figure précédente sont données dans la table I.3 [DUF 77]. 
L’intérêt d’un récepteur solaire est d’absorber le flux radiatif, de le convertir en chaleur et 
de le transmettre à un fluide en convection forcée. L’absorptivité caractérise la capacité 
d’un matériau à capter le flux lumineux et à le stocker sous forme de chaleur. 
L’émissivité quant à elle caractérise la capacité d’un matériau à émettre sous forme de 
flux radiatif en fonction de sa température de surface. Par conséquent, l’absorptivité doit 
être maximale et l’émissivité minimale pour un récepteur solaire. La température de 
surface est maximale lorsque le Soleil est au zénith et minimale lorsqu’il est à l’horizon. 
Un matériau comme le nickel noir permet d’atteindre des températures de surface 
supérieures à 350°C. En revanche, la brique rouge n’atteint que 100°C lorsque le Soleil 
est au zénith car elle possède une forte émissivité. 
 
Matériau Absorptivité α Emissivité ε ratio 
Nickel noir 0,81 0,16 5,1 
Chrome noir 0,95 0,09 10,6 
Brique rouge 0,75 0,93 0,8 
Feuille de métal galvanisée 0,8 0,28 2,9 
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La figure I.18 montre que l’angle du Soleil par rapport à la normale de la surface 
étudiée doit être minimal car la température croît avec le terme cos θ d’après l’équation 
(I.5). En conséquence, plus un héliostat sur un champ est dans l’axe de la tour, plus il 
contribue à l’apport énergétique dans le récepteur. 
I.4.2. Données optiques 
L’efficacité optique ηopt est la fraction de l’énergie solaire maximale à capter après 
réflexion par le champ héliostatique. Les pertes dues aux héliostats reposent tout d’abord 
sur une transparence non parfaite du verre du miroir, des irrégularités surfaciques, et 
donc, une réflexivité inférieure à 100 % du flux incident (mais de l’ordre de 93 %). Les 
pertes optiques sont dues également à la dispersion du flux dans l’atmosphère (humidité). 
De plus, les héliostats peuvent se faire mutuellement de l’ombre en bloquant le flux 
d’héliostats situés derrière eux. Une autre origine des pertes au niveau du champ 
héliostatique, géométrique cette fois-ci, est due à un « effet cosinus » comme illustré sur 
la figure I.19.  
 
Fig. I.19. « Effet cosinus » 
 
La normale de l’héliostat n’est jamais en direction du Soleil. Elle définit une droite 
qui « partage » les rayons du Soleil et les rayons réfléchis en un demi-angle bissectrice. Φ 
est le flux radiatif (en W.m-²) qui traverse normalement la surface S (cf. Fig. I.19) et Φ’  
le flux (en W.m-²) reçu par S’ surface de l’héliostat. La relation entre les surfaces S et S’ 
est              . Le flux solaire est donc dispersé sur une surface S’ plus grande et 
le flux surfacique diminue :             . Cet effet induit un flux surfacique 
inférieur, reçu par un héliostat. Il y a donc une perte d’intensité de flux qui sera d’autant 
plus marquée que l’angle d’incidence est grand, c'est-à-dire plus l’angle formé par le 
Soleil, l’héliostat et le récepteur est obtus. Donc plus S’ augmente plus le flux est dilué. 
Par exemple, si l’angle      , le flux surfacique est divisé par deux (cos 60° = 0,5).  
Enfin, sur un champ, tous les héliostats ne sont pas disponibles en permanence, pour des 
raisons de maintenance par exemple. Ainsi, l’efficacité optique d’un champ héliostatique 
est le produit de plusieurs rendements : 
 








Chapitre I 24 
 
 
où ηref est le rendement de réflexivité de l’héliostat, ηatm est le rendement lié à la qualité de 
l’atmosphère, ηbloc est le rendement lié au blocage de flux radiatif incident, ηcos est le 
rendement après effet cosinus et ηdisp est le rendement lié à la disponibilité. Sur la centrale 
THEMIS, cette efficacité globale est de l’ordre de 72 %, ce qui est élevé et rendu possible 
par l’inclinaison du champ, limitant les blocages.     
   
Le flux radiatif solaire I0 est réfléchi par le champ de N héliostats sur un récepteur 
de surface Srécepteur. Chaque héliostat a une surface notée Shéliostat. La surface réfléchissante 
de la centrale  Sréfléchissante est donc donnée par l’équation suivante : 
 
                             (I.7) 
 
La puissance reçue par le récepteur solaire est égale à la puissance réfléchie par le champ 
des héliostats, en fonction de l’efficacité moyenne optique du champ  ηopt   :  
 
                                   (I.8) 
 
Sur la centrale THEMIS, 201 héliostats de surface unitaire de 53,7 m² étaient installés. 
Ceci représentait une surface réfléchissante totale de 10 793 m². La concentration solaire 
C (ou nombre de Soleil) est par le rapport de la surface réfléchissante et de la surface du 
récepteur Srécepteur : 
 
  
               
          
 (I.9) 
  
Les concentrations moyennes solaires des centrales à tour sont comprises entre 200 et 
1000. Pour la technologie cylindro-parabolique, la concentration varie entre 20 et 100 
seulement. Il existe aussi des pertes optiques au niveau du récepteur solaire. Cette paroi 
peut absorber une partie des rayons lumineux réfléchis et en émettre une autre faible 
partie. Ainsi, les récepteurs solaires sont souvent en forme de cavité. 
I.4.3. Principe de la concentration 
Un champ d’héliostats réfléchit et concentre le flux radiatif sur un récepteur. La 
figure I.20 illustre la réflexion des rayons du Soleil faisant un angle θ avec la normale 
d’un héliostat. La puissance reçue (ou interceptée) Preçue par un récepteur et transférable 
au fluide dépend du rendement d’interception de celui-ci ηintercep. En effet, une partie du 
flux réfléchi déborde du récepteur, une partie est réémise par rayonnement et la puissance 
reçue est : 
 
                             (I.10) 
 




Fig. I.20. Réflexion des rayons du Soleil par un héliostat 
 
La puissance absorbée et utile      (en W) par le récepteur est :  
 
              (I.11) 
 
La puissance émise par rayonnement et perdue      (en W) du récepteur au milieu 
ambiant est : 
                              
  (I.12) 
 
Lorsqu’aucune énergie n’est extraite du récepteur, à l’équilibre thermique, le bilan 
énergétique engendre : 
 
                                     
      
   (I.13) 
 
Ainsi, la température de la paroi maximale théorique sous l’effet du flux radiatif 
devient ci-après: 




                                 






Fig. I.21. Température d’une plaque de nickel noir en fonction  
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La figure I.21 présente les températures d’une plaque de nickel noir sous 
différentes concentrations par des héliostats. Le rendement optique supposé est de 92 %. 
L’augmentation de la concentration permet d’obtenir des températures au niveau du 
récepteur plus importantes, d’où l’intérêt de concentrer le flux solaire. Sans concentration, 
le nickel noir n’atteint que 350°C alors qu’avec une concentration de C = 100, il atteint 
déjà une température de 1300°C. De plus, la température est fonction croissante de la 
concentration. Cela permet in fine de transférer de la chaleur à un fluide caloporteur en 
circulation derrière le récepteur. 
I.4.4. Pertes au niveau du récepteur 
En considérant un simple récepteur traversé par un fluide caloporteur qui circule 




Fig. I.22. Flux radiatif sur un récepteur solaire 
 
Le flux radiatif chauffe les tubes. Différentes pertes apparaissent :  
 les pertes par rayonnement dans l’infrarouge à l’interface air-tubes associées à la 
résistance thermique Rir, 
 les pertes par convection naturelle entre l’air et les tubes associées à la résistance 
thermique Rconv,1 , 
 les pertes par conduction thermique dans l’isolant associées à la résistance 
thermique Rcond, 
 les pertes par convection naturelle à l’interface isolant-air associées à la résistance 
thermique Rconv,2. 
 
La surface d’échange thermique des tubes est proportionnelle au nombre de tubes 
et est notée Séch. La moitié de cette surface d’échange est en contact avec l’isolant de 
surface Siso, de température Tiso et l’autre moitié avec l’air ambiant à la température Tamb. 
λ (en W.K-1.m-1) est la conductivité thermique de l’isolant d’épaisseur e (en m) et 






Flux radiatif Tubes 




Fig. I.23. Schéma des différentes pertes 
 
Les différentes résistances thermiques (en K.W-1) s’expriment de la façon suivante : 
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Les résistances thermiques Rir et Rconv,1 sont en parallèle et les résistances thermiques Rcond 
et Rconv,2 sont en série. Les pertes P1 (en W) par rayonnement et par convection à 
l’interface air-tubes sont données par l’équation suivante : 
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)  avec                     (en K) (I.16) 
 
Les pertes P2  (en W) par conduction dans l’isolant et par convection à l’interface isolant-
tubes sont données par l’équation suivante : 
 
   
  
             
 (I.17) 
 
Ainsi la somme des pertes est (en W) :  
 
∑             (
 
       
 
 
   
 
 
             
)     (I.18) 
I.4.5. Fluide caloporteur 
En effectuant un bilan énergétique, la puissance thermique reçue Pfluide par le 
fluide caloporteur suit l’équation ci-après :  
 





Rconv,2 Rcond Trécepteur 
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Le rendement instantané du récepteur est défini par la l’expression :  
 
           
       
      
 (I.20) 
 
Le fluide caloporteur de chaleur massique ou capacité thermique massique, noté Cp (en 
J.kg-1.K-1) entre au niveau du récepteur à la température froide Tin et en ressort à une 
température supérieure Tout à un débit massique ̇ . Un premier bilan énergétique appliqué 
au fluide est le suivant :  
 
         ̇                (I.21) 
 
À partir de la puissance reçue, il est possible d’estimer le coefficient de convection forcée 
héch du fluide caloporteur au niveau de la surface d’échange du récepteur grâce à la 
relation suivante, grâce à un second bilan énergétique : 
 
                                )  où    




Cette dernière expression permet d’obtenir une valeur approchée de hech qui sera utilisée 
dans la suite. En effet, il est possible de calculer ce coefficient hech grâce à la relation de 
Dittus-Boelter [INC 07] qui utilise le nombre de Prandtl Pr, le nombre de Reynolds Re et 
le nombre de Nusselt Nu ci après: 
 
   
      
       
                    avec    
    
       
   
 
et    





*Hypothèses : conduite cylindrique lisse, régime turbulent, étude loin de l’entrée de la 
conduite (supérieure à 50 diamètres),                 et,            . 
Le diamètre hydraulique de la conduite Dh (en m) est égal au diamètre d’un tube car toute 
la surface de la conduite est supposée mouillée. ρ (en kg.m-3) est la masse volumique du 
fluide caloporteur qui s’écoule à la vitesse U (en m.s-1) et dont la viscosité dynamique est 
µ (en Pa.s).  
En conclusion, un récepteur efficace est caractérisé par une bonne absorptivité et 
des pertes faibles par émissivité, d’où l’utilisation de cavité pour piégé le rayonnement 
émis. 
I.4.6. Cycle thermodynamique 
Le principe de fonctionnement d’une centrale à concentration solaire sans 
stockage est illustré dans le schéma de la figure I.24.  




Fig. I.24. Principe de fonctionnement d’une centrale solaire à tour  
 
Deux circuits peuvent composer le cycle thermodynamique. Premièrement, un 
fluide caloporteur (comme des sels) arrive à basse température au niveau du récepteur, au 
niveau duquel un transfert de chaleur s’opère. Ensuite, il est entraîné vers un échangeur 
de chaleur où il se refroidit. Il échange sa chaleur avec un second fluide en circulation au 
niveau du cycle utilisateur. Une fois refroidi, il est de nouveau entraîné vers le récepteur 
et recommence son cycle. Le second circuit (cycle utilisateur) est celui d’un fluide qui est 
surchauffé et comprimé au niveau de l’échangeur de température et est détendu au niveau 
d’une turbine (à vapeur ou à gaz). Celle-ci entraîne un alternateur pour la production 
d’électricité. Le rendement ηturbo-générateur de conversion entre la turbine et l’alternateur est 
d’environ de 30 % et celui de l’échangeur ηéchangeur de chaleur de d’environ  95 %. Il est 
possible de stocker de l’énergie sous forme de chaleur qui permet un fonctionnement de 
la centrale même lorsque la radiation directe est nulle. Une première forme de stockage 
est de la forme thermocline, c'est-à-dire avec un seul bac de stockage : 
 
 
Fig. I.25. Stockage thermocline 
 
La nuit ou lors du passage d’un nuage, le fluide n’est plus chauffé par radiation, le 
fluide se refroidit lentement mais continue, de par son stock, à échanger de la chaleur 
avec le fluide du cycle utilisateur.  
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En début de journée, il est envisageable d’utiliser une autre source d’énergie pour 
maintenir la température du fluide caloporteur (pétrole, gaz, biomasse…) et en fin de 
journée pour palier la chute progressive de température du fluide. Un second type de 
stockage existe avec deux bacs de stockages distincts : un chaud et un froid. Ceci est 
illustré sue la figure I.26.  
 
 
Fig. I.26. Stockage chaud et stockage froid 
 
La centrale à concentration solaire nécessite pour son propre fonctionnement une 
puissance d’autoconsommation Pautoconso. Ainsi, la puissance électrique Pélectrique 
distribuable sur le réseau est, ci-après : 
 
                                                            (I.24) 
 
Le rendement global centrale  de la centrale s’exprime : 
 
                
           
                  
  (I.25) 
 
Le rendement de la centrale varie entre 18 % et 25 %, la liste des centrales existantes est 
détaillée dans la partie suivante. 
I.4.7. Liste des centrales solaires à tour(s) 
Le nombre de centrales à tour(s) actuellement en fonctionnement est peu 
important mais les projets de centrales ou bien les centrales en cours de construction sont 
plus nombreux. Les centrales peuvent être composées de plusieurs tours et les héliostats 
pointent vers la tour la mieux « placée » en fonction de la course du Soleil. Au moment 
de la rédaction aucun exemple concret ne fut cependant en place. La puissance totale 
actuelle installée est de 54,8 MW (Table I.4). Ceci est très peu en comparaison des 
ressources solaires mondiales annuelles (37 Gtep).  
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5,0 24360 27673 vapeur Rankine 
Table I.4 Liste des centrales à tour actuelles ([HOF 08], [SCH 09], [TOR 12],  
[DON 11], [SOL 06], [ALE 10])  
  
Cette liste est rapidement évolutive et ne reflète que la liste au moment de la 
rédaction de ce chapitre (2012). Les projets de centrales à tour listés (table 
I.5) représentent 2,69 GW ce qui démontre une relative explosion de la technologie de 
l’énergie solaire concentrée dans un futur proche (années 2020). 
 




Date de fin de 
construction 
THEMIS Targassonne, France 2 
Remise en fonction [PEG 
13] 
IVANPAH Californie, États-Unis 370  
Crescent Dunes Solar 
Energy 
Tonopah, États-Unis 110  
Rice solar Energy Californie, États-Unis 150  
BrightSource Coyote 
Springs 1 
Nevada, États-Unis 200 2014 
BrightSource Coyote 
Springs 2 
Nevada, États-Unis 200 2015 
BrightSource PG&E 5 Californie, États-Unis 200 2016 
BrightSource PG&E 6 Californie, États-Unis 200 2016 
BrightSource PG&E 7 Californie, États-Unis 200 2017 
Gaskell Sun Tower Californie, États-Unis 245 2012 
Crossroads solar 
energy project 
Arizona, États-Unis 150 2012 
Rio Mesa Solar Project Californie, États-Unis 750  
Suntower New Mexico, États-Unis 92  
total  2869  
Table I.5  liste des centrales à tour en construction ou en projet ([SCH 09], [CRO 10], 
[RSE 10], [HUN 11], [MAR 09], [PEG 10], [NRE 12]) 
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Or, la concentration solaire n’inclut pas seulement les centrales solaires à tour, 
mais des projets parallèles de centrales à concentration utilisant la technologie cylindro-
parabolique ou les miroirs de Fresnel sont en construction. Ces projets correspondent à 
ceux au moment de la rédaction du chapitre et sont fortement évolutifs, certains peuvent 
ne pas être entrepris, d’autres apparaître. 
I.4.8. Évolution de la production solaire 
En 2011, le MWh électrique produit par la concentration solaire coûte entre 125 $ 
et 225 $ [HER 12], en fonction de la région géographique d’emplacement de la centrale. 
La filière photovoltaïque produit 1 MWh à un coût inférieur à 100 $ [HAR 11] d’ores et 
déjà en Californie. Ceci est plus compétitif que pour la concentration solaire. Plusieurs 
facteurs agissent en faveur de la filière du photon. Premièrement, cette filière a connu une 
forte expansion due à l’explosion de projets subventionnés dans les pays industrialisés. La 
filière à concentration n’a parallèlement pas trop évolué entre les années 1991 et 2006. 
Les puissances totales de solaire PV installées ont oscillé entre 400 MW  et 600 MW dans 
le monde [MAR 09] entre ces deux dates (cf. Fig. I.27). Un nouveau regain pour la filière 
apparaît en 2006 pour atteindre en 2010 une puissance installée supérieure à 1,1 GW, et 
une production cumulée de 1,7 TWh. Ce renouveau est sûrement le résultat d’une prise de 
conscience des états de l’épuisement programmé des ressources fossiles. De nouvelles 
puissances industrielles émergent telles que la Chine ou l’Inde qui entrent directement en 
concurrence avec les pays occidentaux sur le marché des fossiles pour leur propre 
développement. L’Agence Internationale de l’Energie, prévoit une production annuelle 
mondiale de 4050 TWh/an pour le CSP en 2050, soit autant que les prévisions pour le 
photovoltaïque cette même année [JER 12]. Cela correspondrait à 11 % de la production 
électrique mondiale. La puissance totale installée serait alors de 148 GW en 2020 et de 
1089 GW en 2050. 
 
 
Fig. I.27. Evolution des puissances installées pour la concentration solaire 
(graphique Hernández-Moro, J.M. Martínez-Duart [HER 12])  




Fig. I.28. Puissance crête installée dans le monde depuis 1996 (sources IEA Photovoltaic 
Power Systems Programme, EPIA, EurObserver and SolarBuzz, [BPR 11]) 
 
La filière solaire photovoltaïque est en explosion exponentielle depuis 1996 (cf. 
Fig. I.28). La puissance crête installée est passée de 360 MW à plus de 1 GW, de 2001 à 
2010, c'est-à-dire, que la puissance installée à été multipliée par 10 en une décennie.  
Enfin, la concentration solaire n’est actuellement applicable que pour des centrales 
d’au moins quelques MW alors qu’il est possible d’avoir des centrales photovoltaïques de 
quelques centaines de Watts crête. Cela permet à des particuliers d’installer des toits 
solaires alors que les centrales à concentration demandent des budgets conséquents qui ne 
sont finançables que par des entreprises ou de grandes entités publiques. D’ici 2050, 400 
millions d’euros devraient être investis dans le projet DESERTEC pour atteindre 20 GW 
de production globale acheminée vers l’Europe, en grande partie en grâce à l’énergie 
solaire. Ainsi, le coût du MWh pourrait baisser de par l’augmentation de la demande et 
atteindre 80 $ à 87 $ [HER 12]. L’avantage fondamental de la concentration solaire est la 
possibilité de stockage thermique qui permet de produire même lorsque la radiation est 
faible. Ainsi une centrale à concentration est plus disponible et sa production est mieux 
répartie sur la journée alors que l’énergie photovoltaïque n’est disponible qu’en journée. 
Les centrales à concentration peuvent fonctionner une partie de la nuit voire toute 
la nuit en envisageant une hybridation afin de « lisser » la production. 
I.5. Les héliostats 
 Les héliostats sont des assemblages de miroirs motorisés qui suivent le Soleil de 
façon à réfléchir ses rayons sur le récepteur solaire. L’astre se déplace continument toute 





































Fig. I.29. Centrale Solaire à tour Gemasolar (Espagne) 
 
Le miroir doit donc se déplacer sur deux axes pour assurer la réflexion d’une 
source mobile vers une cible fixe. Ces deux axes sont entrainés par deux moteurs qui sont 
alimentés en général par le réseau. Les héliostats des centrales solaires à tour peuvent être 
très nombreux et atteindre quelques milliers (comme sur la centrale Gemasolar en 
Espagne [GEM 12], Fig. I.29). Le champ héliostatique peut également occuper une 
grande surface. Par exemple la centrale solaire Gemasolar en Andalousie occupe quelques 
185 ha. La centrale THEMIS possède 201 héliostats de surface réfléchissante 53,7m² (cf. 
Fig. I.30). Les deux axes sont entrainés par deux moteurs à courant continu de 110 W. Ils 
sont asservis en vitesse et en couple par une carte hacheur MICD9010 (fiche technique en 
Annexe A). Les moteurs fonctionnent sous une tension de 24VDC provenant d’une 
batterie (de 16Ah).  
 
 
Fig. I.30. Héliostat de la centrale THEMIS 
 




Fig. I.31. CPU et carte MIDC9010 des héliostats  
de la centrale THEMIS 
 
Cette batterie est chargée via une carte depuis le réseau.  Chaque héliostat est donc 
relié au réseau grâce à des tranchées parcourant le champ héliostatique. Les batteries 
permettent de supporter l’appel en courant en début de journée pour que l’héliostat passe 
d’une position de repos (miroir pointé au zénith) à la position de suivi. De même cette 
batterie permet de supporter l’appel en courant en fin de journée pour passer d’une 
position de suivi à une position de repos. Les courants peuvent atteindre 10 A en pointe. 
Cette batterie stocke aussi, une quantité d’énergie suffisante pour permettre une remise en 
position de repos en cas de perte de communication avec l’héliostat de la part du système 
de contrôle ou de perte de réseau électrique. L’héliostat reçoit une information radio 
toutes les 30 s avec le système de contrôle qui lui transmet l’heure. Une CPU à partir de 
ces données calcule la position de l’héliostat et transmet un ordre de commande à la carte 
MIDC9010. L’ensemble des éléments électroniques est placé sur le mât de l’héliostat 
dans un coffret situé à environ 1 mètre de hauteur (cf. Fig. I.31). 
 
 
Fig. I.32. Motorisation et réduction des héliostats  
de la centrale THEMIS 
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À courant nominal de 3,15 A, la vitesse de rotation du moteur de l’héliostat est de 
1500 tr/min et le couple nominal de 0,5 Nm. La démultiplication totale du système est de 
45010 [MOU 08]. Un codeur incrémental de 200 points est implanté sur le reducteur du 
moteur à courant continu (cf. Fig. I.32). Les héliostats sont différents d’une centrale à une 
autre. La table I.6 fait l’inventaire de cinq types d’héliostats (Almeria, THEMIS, Solar 
Two, Four solaire d’Odeillo, Wis) manufacturés dans la fin des années 90 selon un travail 
de C . Carrico [CAR 07]. La plupart des héliostats ont une démultiplication très élevée 
afin de réfléchir avec précision les rayons du Soleil sur un récepteur. La tour de la 
centrale THEMIS a une hauteur de plus 100 m et son récepteur est incliné en direction du 
champ héliostatique. Celui-ci de forme carrée, de surface d’ouverture 16 m² ; ce qui est 
petit au regard de la distance qui sépare la tour des héliostats (jusqu’à plusieurs centaines 
de mètres). C’est pourquoi, la précision des axes est de quelques milliradians. Un 
héliostat situé à 1 km en face du récepteur qui a une erreur de 1 milliradian en pointage 
angulaire engendre une erreur d’impact sur le récepteur de près de 1 mètre environ. La 
masse des héliostats est très conséquente et atteint quelques centaines de kg. La fixation 
au sol est très importante pour permettre à l’héliostat de fonctionner en cas de vent 
(jusqu’à environ 40 km/h). Ainsi, les pieds des héliostats sont très souvent en béton et 
pèsent plusieurs tonnes. 
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Grande autonomie (batterie et 
cellule photovoltaïque) 12 120 x 40 x 40 0,35 100 
THEMIS Economique 24 135 x 80 x 80 0.48 145 
FOUR 
D’ODEILLO 
Précision 16 146 x 60 x 70 0.39 165 
SOLAR 
TWO 
Haute précision 24 91 x 82 x 86 0,43 104 
WIS 
ISRAEL 
Climat difficile 110 180 x 250 x 380 1,2 318 
Table I.6.b. Exemples de motorisations sur héliostats, suite ([CAR 07, SOL 00]) 
Conclusion  
L’énergie solaire est une ressource inépuisable et qui pourrait fournir à l’humanité 
l’ensemble de ses besoins en énergie primaire. Différentes façons de convertir cette 
ressource existent pour la production de chaleur telles que les fours solaires pour le 
craquage de méthane, pour la désalinisation de l’eau de mer ou pour la production d’eau 
chaude grâce aux panneaux solaires thermiques. L’énergie solaire permet aussi de générer 
de l’électricité via la filière photovoltaïque, concentrée ou classique, et via la filière 
thermodynamique par les centrales à tour, les capteurs cylindro-paraboliques, les miroirs 
de Fresnel et la technologie Dish-Stirling. Malgré ces nombreux moyens pour transformer 
cette ressource inépuisable, l’énergie solaire reste très peu exploitée. Les économies 
nationales actuelles restent fortement émettrices de gaz à effet de serre. La prise de 
conscience sur le réchauffement climatique est largement répandue sur Terre et les effets 
collatéraux de certaines catastrophes naturelles se font ressentir déjà, obligeant des 
populations à se déplacer. C’est dans ce contexte que des instances supranationales 
incitent désormais les nations à utiliser les énergies renouvelables et en particulier 
l’énergie solaire à l’image de l’Agence Internationale de l’Energie, la Commission 
Européenne ou l’UNESCO. Ainsi, l’énergie solaire pourrait fournir à moyen et long 
terme une part conséquente de l’électricité d’Europe, par le projet DESERTEC  et 11 % 
de l’électricité mondiale en 2050. Les centrales à concentration solaire à tour(s) ont des 
rendements élevés (supérieurs à 20 %) et permettent de produire la nuit lorsqu’elles sont 
associées à un stockage thermique et une hybridation par une autre source. Ceci constitue 
une fiabilité et stabilité certaines qui ne se retrouvent pas dans les toutes autres énergies 
renouvelables (hormis l’hydraulique). Ces centrales fonctionnent grâce à un vaste champ 
héliostatique qui poursuit le Soleil afin de réfléchir ses rayons sur le récepteur ou les 
récepteurs. Ces héliostats sont des miroirs qui tournent selon deux axes : azimut et 
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élévation. Donc deux moteurs équipent un héliostat dont les technologies peuvent varier 
d’un modèle à l’autre : moteur pas à pas, machine à courant continu, machine 
asynchrone... De même, la technologie des convertisseurs peut varier mais dans tous les 
cas, un convertisseur est associé à un moteur. Ces héliostats sont alimentés par des câbles 
dans des tranchées de plusieurs kilomètres qui traversent le champ. Dans le chapitre 
suivant, l’impact environnemental de cette configuration sera comparé à celui d’un champ 
autonome énergétiquement via une analyse de cycle de vie (ACV). Avant d’envisager un 
champ autonome, il est donc primordial de vérifier si la solution de l’autonomie est 
environnementalement soutenable en associant des batteries à des panneaux solaires pour 
l’alimentation des héliostats. Au-delà de ce chapitre, l’objectif de réduction de la 
consommation par la commande est développé afin de minimiser le coût de cette 





Analyse de cycle de vie 
Introduction 
 L’objectif du doctorat présenté dans ce mémoire est, entre autres, de rendre 
autonomes les héliostats pour leur alimentation énergétique et d’en optimiser l’efficacité 
énergétique par action sur la commande. A priori, implanter des héliostats autonomes 
évite de creuser des tranchées pour les alimenter électriquement depuis un poste de 
distribution raccordé au réseau. Les longs câbles et gaines de protection sont, dans ce cas, 
supprimés et cela économise un poste de transformation électrique. Cependant, des 
héliostats autonomes nécessitent un système de production énergétique local pour 
alimenter les moteurs et autres cartes électroniques. Puisque la concentration solaire est 
utilisée dans des endroits fortement ensoleillés, autant profiter de ces conditions pour 
utiliser un générateur solaire photovoltaïque tel que cela a été effectué en Espagne [GAR 
04]. Mais les panneaux solaires sont souvent remis en cause pour leur fabrication très 
polluante, bien qu’ils transforment une énergie renouvelable en électricité. Il donc est 
indispensable de vérifier si cette solution n’a pas un impact environnemental négatif sur 
les centrales à concentration. Pour quantifier ces impacts dans le cadre d’une vision 
globale, une Analyse de Cycle de Vie (ACV) a été menée sur un champ héliostatique 
autonome et un champ classique relié au réseau (ou classique).  L’ACV a également pour 
objet de quantifier la part consacrée à l’énergie que prélève l’héliostat pour son 
alimentation, afin de définir la base sur laquelle portera l’optimisation par la commande et 
le potentiel d’économies.  
La démarche Analyse de Cycle de Vie (Life Cycle Assessment en Anglais) existe 
depuis la fin des années 60 aux Etats-Unis [ALC 12]. L’émergence de ce concept fut 
motivée par la prise de conscience de réserves limitées en ressources fossiles comme 
l’avait prévu Mouchot déjà en 1869 (cf. chapitre I). Pour les industriels, il s’agissait donc 
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d’optimiser les consommations énergétiques qui devenaient des contraintes (coût, 
boycotts possibles…), mais aussi de quantifier les ressources énergétiques nécessaires 
pour la fabrication d’un produit (« entrées ») et de quantifier également les déchets émis 
(« sorties ») [LER 12]. En 1969, l’Institut de Recherche du Midwest fit pour la première 
fois une étude pour l’entreprise Coca-Cola visant à établir des bouteilles qui utilisent 
moins de matières premières, qui consomment moins d’énergie et qui émettent moins de 
déchets lors des procédés de fabrication [SVO 95]. La bouteille en plastique obtînt les 
« meilleurs résultats » [HUN 96], et c’est pourquoi dans beaucoup des rayons les boissons 
sont dans des bouteilles plastiques. La communauté scientifique s’intéressa à la démarche 
menée et l’Agence de Protection de l’Environnement américaine (EPA) définit alors une 
méthodologie nommée REPA (Resource and Environment Profile Analysis) qui servira 
de modèle standardisé pour 15 études entre 1970 et 1975 [NEP 74]. A partir des années 
1980, surgit la question de la gestion des déchets solides vis-à-vis de leur encombrement 
et la prise en compte de ce paramètre est venue renforcer les REPA. En 1984, des 
premières études en Suisse s’intéressent à la valorisation des emballages [GAU 02]. La 
notion textuelle d’Analyse de Cycle de vie (Life Cycle Assessment) n’est utilisée pour la 
première qu’en 1990 lors du séminaire de Vermont (USA) de la SETAC soulignant la 
nécessité d’élargir la notion d'écobilan fondée sur les bilans matières/énergie à la notion 
d'analyse de cycle de vie [CAI 12]. La société SOLLAC alors leader européen des 
emballages en acier, fit cette même année la première analyse de cycle de vie sur ses 
produits.  
Les différentes analyses et leurs résultats obtenus sur les procédés effectués 
partout dans le monde sont en outre difficilement transposables d’un pays à l’autre. En 
France par exemple, en 1996, une première norme sur les Analyses de cycle de vie est 
publiée, la NF X30-300 [ECO 12] et chaque pays agira ainsi de son côté. Une 
harmonisation internationale est donc nécessaire. En 1997, l'ISO (International 
Organization for Standardization) publie une première normalisation intitulée 
« Management environnemental – Analyse du cycle de vie – Principes et cadre ». De 
nouvelles normes ISO viendront compléter celle-ci pour définir l’état actuel des Analyses 
de Cycle de vie. Les ACV s’appliquent dans divers domaines : panneaux solaires [PER 
11], semi-conducteurs [CHA 03], synthèse de protéines [DIE 05] ou autres bioprocédés 
[DIE 07]... L’étude effectuée dans ce chapitre s’appuie sur la norme  14040-44 [ISO 04]. 
Les analyses de chapitre furent initiées par la publication d’un article commun entre le 
Laboratoire LAPLACE et le Laboratoire LGC de Toulouse [PER 12]. Des logiciels 
permettent d’établir l’Analyse de cycle de vie d’un produit. Les trois généralistes plus 
répandus sont OpenLCA, Gabi et Simapro. Le premier est un logiciel gratuit et les deux 
autres des versions commerciales [HAW 12]. D’autres logiciels d’ACV plus spécialisés 
existent tels que Earthster, dont l’objectif est de faire les ACV des produits commerciaux 
de grande distribution,  EIME, pour les industries électriques françaises et ECO-BAT 
dans le secteur lié au bâtiment. Pour l’analyse de cycle de vie menée dans ce chapitre, le 
logiciel Simapro a été utilisé qui s’appuie sur la méthode IMPACT 2002+, adaptée à 
l’Europe de l’Ouest et la base de données de l’Ecoinvent [ECO 09]. 
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 L’Analyse de Cycle de Vie quantifie les impacts engendrés par un processus. 
Dans le cas de cette étude, il s’agit de comparer l’ACV d’un héliostat autonome et celle 
d’un héliostat relié au réseau (ou classique). La globalité des procédés sont pris en 
compte : de l’extraction des minerais, au recyclage en passant par l’assemblage, la 
consommation durant la période d’usage, l’outillage et le transport. Ce type d’analyse 
permet entre autres de faire un zoom sur les parties améliorables d’un point de vue 
environnemental sur la fabrication d’un produit. En l’occurrence, il s’agit ici de savoir si 
l’héliostat autonome minimise les impacts environnementaux par rapport à l’héliostat 
classique. Ces deux héliostats ont des parties communes (miroirs, moteurs, hacheur…) et 
des parties différentes (les moyens d’alimentation). Les parties communes interagissent 
de la même façon sur l’environnement mais l’accent sera porté sur ce qui les différencie. 
Selon la Norme ISO-14040-44 [ISO 04], l’Analyse de Cycle de vie s’effectue en 4 
étapes : 
 Définition des objectifs et champs d’études (où la problématique, les objectifs et 
le champ d’étude sont décrits) et définition de l’unité fonctionnelle à partir de 
laquelle les émissions et extractions minérales sont recensées, 
 Inventaire des émissions dans l’air, l’eau et le sol ; inventaire des extractions de 
ressources fossiles ou renouvelables, 
 Analyse des impacts environnementaux dus aux émissions et extractions définies 
dans l’étape précédente, 
 Interprétation des résultats pour d’éventuelles recommandations [JOL 05], [BOE 
05]. 
C’est sur ce schéma que l’analyse sera donc faite. Dans un premier temps, l’ACV globale 
d’un héliostat classique sera effectuée, puis, l’analyse se focalisera sur les parties qui 
différent entre les deux héliostats (autonome et classique). L’Analyse de Cycle de Vie 
d’un héliostat relié au réseau avait déjà été partiellement faite et ses principaux résultats 
sont présentés dans la partie II.2 Cependant, cette analyse ne prenait pas en considération 
les éléments d’alimentation (câblages, tranchées, gaines PVC). Donc, l’Analyse de cycle 
de vie d’un héliostat en entier n’avait jamais été effectuée. Dans ce chapitre l’étude est 
complétée d’une part par l’ACV d’un héliostat autonome et d’autre part, par la prise en 
compte des éléments d’alimentation.  
II.1. Analyse de cycle de vie héliostat classique sans éléments 
d’alimentation 
II.1.1. Unité fonctionnelle  
Une partie de l’analyse de cycle d’un héliostat a été faite par F. Winterbach de 
l’Université de Stellenbosch (Afrique du Sud) en décembre 2011 [WIN 11] en utilisant le 
logiciel Gabi. Son travail recense toutes les émissions liées à la fabrication d’un héliostat, 
à son fonctionnement et au lavage des miroirs. Le modèle utilisé est celui de l’héliostat 
ATS 150 4ème génération (Fig. II.1). La centrale prise en considération est une centrale de 
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puissance 80,6 MW virtuelle aux États-Unis. Elle est constituée de 2667 héliostats de 
surface réfléchissante totale 148,84 m². En 2009, aux Etats-Unis, l’énergie primaire 
utilisée a été de 2,4 Gtep ce qui représente pas moins 1,0.1016 MJ d’énergie primaire ou 
encore 2,8.1010 kWh [BTU 10]. Cette même année, 5,2.1012 kg de CO2 ont été émis aux 
Etats-Unis [GAD 10]. Donc, en moyenne l’extraction d’un kWh d’énergie primaire émet 
0,2 kg de dioxyde de carbone. La quantité de CO2 émise dans la fabrication des héliostats 
est de 4,27.107 kg qui correspondrait à 1,85.108 kWh. L’analyse de cycle de vie prend en 
considération une centrale thermodynamique d’une puissance moyenne 80,6 MW qui 
fonctionne pendant 25 ans soit 17 663 GWh. Souvent, pour comparer les ACV de 
productions énergétiques de différentes technologies, le kWh ou le MWh sont utilisés. 
Cela permet de comparer les résultats d’une technologie à l’autre. Donc les résultats 
seront ramenés au MWh d’énergie produit après 25 ans, c’est à dire en divisant par 
17 663 000 MWh chaque résultat.  
 
  
Fig. II.1. Héliostat ATS 150 4
ème
 
génération [WIN 11] 
Fig. II.2. Héliostat autonome CRS 
(39,3 m²) 
 
Les éléments pris en compte dans l’analyse sont exclusivement ceux liés à 
l’héliostat en tant que structure : miroirs, axes, moteurs, électronique, plateforme en 
béton. Ce travail ne prend pas en compte cependant les câbles et tranchées pour alimenter 
les moteurs. Ceci sera effectué dans une troisième partie. 
II.1.2. Inventaire des émissions 
Dans un premier temps, l’ensemble des émissions liées à la fabrication et à la 
maintenance est établi. Ensuite, l’analyse pourra être effectuée en partie II.2.2 en utilisant 
la base de données de l’Ecoinvent [ECO 09] qui permet de recenser les flux relatifs à une 
émission donnée ; c’est la base la plus reconnue et répandue. La liste des émissions est 
inscrite dans la Table II.1. 
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Emissions (kg) Fabrication Nettoyage des miroirs 
Ammonia 2,25.102 6,89.101 
Carbon Dioxide 4,27.107 5,54.106 
Hydrogen Chloride 1,46.103 1,38.101 
Hydrogen Sulphide 8,35.102 1,06.101 
Nitrogen Oxides 9,91.104 4,30.104 
Nitrous Oxide 1,05.104 2,01.102 
Sulphur Dioxide 9,48.104 3,90.103 
Halogenated organic emissions to air 3,46.100 2,60.10-1 
Methane 1,26.105 7,94.103 






Table II.1. Émissions des héliostats pour une centrale de  
80,6 MW sur 25 ans [WIN 11] 
 
Elle recense toutes les émissions pour une centrale de 80,6 MW dans deux 
procédés : la fabrication de l’héliostat (sans tranchées) et son nettoyage. Le nettoyage des 
miroirs est indispensable car les dépôts de poussières affectent directement le rendement 
optique du champ héliostatique. La fréquence de nettoyage retenue fut de 26 par an, soit 
un nettoyage par quinzaine [MAV 89]. Cette table malheureusement ne quantifie pas 
l’énergie primaire utilisée pour fabriquer l’héliostat que ce soit l’énergie électrique ou 
bien le transport. Cependant, il est intéressant d’évaluer cet amont en MJ par les 
émissions de CO2 dans l’air. L’ensemble des émissions par MWh est présenté dans la 
Table II.2.  
 
Emissions (kg) Fabrication Nettoyage des miroirs 
Ammonia 1,28.10-5 3,90.10-6 
Carbon Dioxide 2,42.100 3,14.10-1 
Hydrogen Chloride 8,26.10-5 7,80.10-7 
Hydrogen Sulphide 4,73.10-5 6,00.10-7 
Nitrogen Oxides 5,61.10-3 2,44.10-3 
Nitrous Oxide 5,92.10-4 1,14.10-5 
Sulphur Dioxide 5,37.10-3 2,21.10-4 
Halogenated organic emissions to air 1,96.10-7 1,47.10-8 
Methane 7,15.10-3 4,50.10-4 






Table II.2.  Émissions des héliostats par MWh produit  
II.1.3. Analyse des émissions par catégorie 
Chaque émission contribue à l’impact global dans une catégorie intermédiaire. 
Toutes les unités sont ramenées à un nombre de points afin de les comparer les unes aux 
autres selon la méthode IMPACT 2002+ [JOL 03]. Les impacts sont regroupés en 14 
catégories intermédiaires, qui sont regroupées dans quatre catégories majeures : santé 
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humaine, qualité de l’écosystème, changement climatique et ressources primaires. Ceci 
est illustré par les équations suivantes [PER 12], ci-après : 
 
     ∑                (II.1) 
 
     ∑                 (II.2) 
 
 SIi est le résultat de caractérisation intermédiaire dans catégorie intermédiaire i, 
 FIs,i est le facteur de caractérisation intermédiaire de la substance s dans la 
catégorie intermédiaire i (disponibles dans l’Ecoinvent [ECO 09]), 
 MS est la masse émise de substance s,  
 SDd représente le résultat global dans la catégorie d,  
 FDi,d est le facteur de caractérisation intermédiaire de la catégorie intermédiaire i, 
dans la catégorie d.  
 
Les facteurs de normalisation FDi,d sont présentés dans la Table II.3. Toutes les 
substances sont donc premièrement évaluées dans une sous-catégorie qui possède ses 
propres facteurs de normalisation issus de la méthode d’impact (Méthode IMPACT 
2002+, pour cette étude, Fig. II.3).  
 
 
Fig. II.3. Méthode INPACT 2002+ 
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Sous-Catégorie (i) Facteur FIid Unité Catégorie (d) 
Toxicité humaine (Cancérogène et 
non-Cancérogène) 
2.80.10-6 
DALY/ kg (eq) 
chloroethylene into air 
Santé humaine 
Respiration de particules 
inorganiques 
7.00.10-4 
DALY/kg (eq)  PM 2.5 into 
air 
Santé humaine 
Radiations ionisantes 2.10.10-10 
DALY/Bq (eq)  carbon-14 
into air 
Santé humaine 
Diminution de la couche d'ozone 1.05.10-3 




(respiration de particules 
organiques) 
2.13.10-6 
DALY/kg (eq) ethylene into 
air 
Santé humaine 
Ecotoxicité aquatique 5.02.10-8 
PDF·m²·yr/kg (eq) 
triethylene glycol into water 
Qualité de 
l'écosystème 
Ecotoxicité terrestre 7.91.10-3 
PDF·m²·yr/kg (eq) 
triethylene glycol into soil 
Qualité de 
l'écosystème 
Acidification et nitrification 
terrestre 
1.04 




Acidification aquatique n/a 










Occupation terrestre 1.09 
PDF·m²·yr/m² (eq) organic 
arable land year 
Qualité de 
l'écosystème 
Changement climatique 1 
kg (eq) CO2 into air/kg (eq) 
CO2 into air 
Changement 
climatique 
Energies fossiles 45.8 
MJ total primary non-
renewable energy/kg (eq) 
crude oil (860 kg/m3) 
Ressources 
primaires 
Energies renouvelables 5.10.10-2 
MJ additional energy/kg (eq) 
iron (in ore) 
Ressources 
primaires 
Table II.3. Facteurs de normalisation FIi,d  des sous-catégories [JOL 05] 
 
Puis elles sont de nouveau évaluées par les coefficients de la Table II.3. Ces 
coefficients correspondent à la contribution annuelle dans chacune des catégories. Puis 
ces coefficients sont normalisés par les facteurs FNd selon l’équation suivante pour 
chaque catégorie d :  
 
   
   
   
     (II.3) 
 
Nd est le résultat final en points dans chaque catégorie. Les coefficients FNd sont 
présentés en Table II.4. Ils correspondent à la contribution annuelle de chaque Européen 
de l’Ouest dans chaque catégorie. Dans la catégorie « Santé humaine », l’unité utilisée est 
le DALY (Disability Adjusted Life Year), qui correspond au nombre d‘années de vie en 
bonne santé perdues par Européen. Chaque Européen, perd donc 7,1.10-3 années de vie en 
bonne santé chaque année. Dans la catégorie « Qualité de l’écosystème », l’unité utilisée 
est le PDF.m².yr (Potentially Disappeared Fraction over a certain area and for certain 
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time). Ceci correspond à la disparition potentielle de m² viables pendant un certain 
nombre d’année. Par kg d’émissions, chaque Européen contribue à faire disparaitre 
1,37.104 m² pendant un an. Dans la catégorie du « Changement climatique », l’unité 
utilisée est le kg CO2,eq. Chaque Européen émet 9950 kg d’émissions équivalentes en CO2 
chaque année. L’unité de la catégorie « ressources primaires » est le MJ. Chaque 
Européen utilise chaque année 152 MJ d’énergie primaire non-renouvelable. L’ensemble 
de ces contributions est donc recensé en Table II.4.  
 









7,10.10-3 DALY 1,37.104 PDF.m2.yr 9,95.104 kg CO2,eq 1,52.10
5 MJ 
Table II.4. Facteurs de normalisation (contribution annuelle de chaque Européen) dans 












1,56.10-4 pts 3,79.10-6 pts 2,90.10-4 pts 2,81.10-4 pts 
Par unité 
Nd 
1,11.10-6 DALY 5,20.10-2 PDF.m2.yr 2,88.101 kg CO2,eq 4,27.10
1 MJ 
Table II.5. Résultats dans les quatre catégories par le logiciel Simapro 
 
Les résultats par MWh sont présentés dans la Table II.5. Après 25 ans de 
fonctionnement (cf. Fig. II.4), la catégorie la plus impactée est celle du changement 
climatique (2,9.10-4 pts). La contribution pour les ressources primaires est très proche 
avec 2,81.10-4 pts. La catégorie de la santé humaine est moins impactée avec 1,56.10-4 pts. 
En revanche l’écosystème est bien moins impacté (3,79.10-6 pts).  
 
 
Fig. II.4. Normalisation des impacts de l’héliostat par MWh 
 
La consommation électrique des composants électroniques n’est pas encore prise 
en compte dans cette partie, mais les éléments de maintenance (tels que le nettoyage des 
miroirs et les émissions dues au personnel de la centrale) sont inclus dans l’étude. La 
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domaine, l’héliostat relié au réseau aura plus d’impact. Pour compéter cette ACV, il est 
nécessaire d’inclure les câbles d’alimentation su réseau et les tranchées dans lesquelles ils 
parcourent le champ héliostatique...   
II.2. Analyse de cycle de vie, héliostat autonome et classique  
II.2.1. Unité fonctionnelle des moyens d’alimentation 
Cette partie s’appuie sur les ACV des moyens d’alimentation des héliostats 
autonomes et des héliostats reliées au réseau qui a été en partie traitée dans l’article 
commun entre le LAPLACE et le Laboratoire Génie Chimique de Toulouse [PER 12]. 
Les éléments constitutifs de la commande des moteurs de l’héliostat ne sont pas pris en 
compte (hacheurs) ainsi que les moteurs, miroirs, axes… En effet, tout ceci est déjà inclus 
dans les résultats de la partie précédente. L’héliostat autonome est un héliostat dont la 
production énergétique est effectuée in situ. Pour ce faire, plusieurs méthodes peuvent 
être proposées mais celle qui est étudiée par la suite consiste en l’implantation sur chaque 
héliostat, d’une batterie associée à un générateur solaire photovoltaïque (cf. Fig. II.5).   
 
 
Fig. II.5. Héliostat autonome 
 
Ainsi, les tranchées et câbles sur des kilomètres sont évités. Un régulateur MPPT 
(Maximum Power Point Tracker) est implanté pour optimiser la production 
photovoltaïque. Des câbles relient le panneau solaire au régulateur MPPT et le régulateur 
MPPT à sa charge, les convertisseurs statiques pilotant les moteurs de l’héliostat. Les 
différents composants de l’héliostat autonome sont recensés dans la Table II.6 : 1,5 m de 
câble (1,5 mm² de section, 3 conducteurs), un panneau solaire polycristallin de 0,5 m², un 
régulateur MPPT et 20,6 kg de batteries plomb-acide.  
 
Composants Quantité Unité 
Régulateur MPPT 1 p 
Panneau solaire 0,5 m² 
Câble 1.5mm² 1,5 m 
Batterie plomb acide 20,57 kg 
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Le dimensionnement du panneau solaire et des batteries s’appuie sur l’exemple de 
la centrale PSA (Plataforma Solar de Almeria cf. Annexe B) en Espagne [GAR 04]. Dans 
cette centrale, une expérience d’héliostats autonomes a été mise au point. Les batteries 
utilisées ont une capacité de stockage de 60 Ah sous tension de 12 Vcc. Cela représente 
environ 720 Wh de stockage par héliostat. Les capacités de stockage des batteries plomb 
acide oscillent en 25 Wh/kg et 40 Wh/kg [HUG 10]. Dans cette étude, une batterie de 35 
Wh/kg a été choisie, dont la masse est par conséquent de 20,6 kg. Sur la centrale PSA, les 
panneaux utilisés sont de 55 Wp soit un panneau de surface 0,5 m². La quantification en 
termes d’ACV de ces éléments a été réalisée à partir de la bibliothèque du logiciel 
Simapro utilisant la méthode IMPACT 2002+. L’héliostat autonome de la centrale PSA 
est de type CRS et sa surface réfléchissante est de 39,3 m² [PSA 12]. La centrale de 
référence utilisée pour cette étude est une centrale qui produit 17,7.106 MWh annuels 
grâce à une surface réfléchissante totale de  3,96.105  m² (soit 44,6 MWh/ m² en 25 ans). 
Pour parvenir à la même puissance de 80,6 MW il faudrait quelques 10 076 héliostats de 
type CRS. À partir de ces données il est possible d’estimer la quantité par MWh de 
matériaux nécessaires pour la construction d’une centrale de mêmes caractéristiques 
composée d’héliostats CRS. Ces quantités sont définies dans la Table II.7 : 
 
Composants Quantité Unité 
Régulateur MPPT 5,70.10-4 p 
Panneau solaire 2,85. 10-4 m² 
Câble 1.5mm² 8,56.10-4 m 
Batterie plomb acide 1,17.10-2 kg 
Table II.7. Composants par MWh 
pour un champ autonome 
 
L’héliostat est ordinairement relié au réseau électrique (cf. Fig. II.6). Tout d’abord 
le réseau de distribution arrive au niveau de la centrale. Un transformateur permet 
d’abaisser la tension du réseau afin qu’elle soit redressée par un convertisseur statique 
(chargeur) qui alimentera des batteries pour chaque héliostat. C’est pourquoi de 
nombreux câbles traversent les champs héliostatiques pour alimenter chacun des 
héliostats. Des tranchées engendrant des coûts en génie civil doivent être creusées (cf. 
Fig. II.7), un coffrage en béton réalisé. Les câbles sont protégés par des gaines PVC. Les 
batteries ont pour fonction la limitation des pics de courant appelés sur le réseau.  
Premièrement, le matin, l’héliostat est en position de veille, miroir orienté vers le zénith, 
son axe vers le Sud. Il se met rapidement en position de poursuite lorsque le soleil est 
assez haut dans le ciel pour que la centrale fonctionne. Cette mise en position se fait à 
grande vitesse et le courant demandé est beaucoup plus élevé qu’en mode de poursuite. 
Sur la centrale THEMIS, il est environ de 10 A pendant quelques minutes, cette durée 
étant variable en fonction de la saison. De même, le soir lors de la remise en position de 
veille, le courant demandé est élevé. Durant la journée, les déplacements des héliostats 
sont plus fréquents mais de moins grande amplitude, les vitesses de rotation des héliostats 
sont plus faibles et les courants d’appels sont faibles également (3,5 A) contrairement à 
ceux du matin et du soir. 





Fig. II.6.Éléments d’alimentation de l’héliostat 
classique 
Fig. II.7. Tranchées en béton 
 
Les batteries servent aussi à soutenir la remise en position de veille l’héliostat en 
cas de perte de communication radio avec le poste de contrôle gérant les positions des 
héliostats. Aucun élément de justification d’un dimensionnement datant des années 1980, 
n’est disponible. L’exemple retenu pour le chiffrage des composants est celui de la 
centrale THEMIS dans les Pyrénées-Orientales. Dans le cas de cette centrale, relier tous 
les héliostats par des câbles nécessiterait 1866 m de câbles (bus principal), gaines PVC et 
tranchées. Le câble est composé de trois conducteurs en cuivre de section 95 mm². Il 
permet d’acheminer 12 A par héliostat sur la longueur des tranchées en béton de presque 
2 kilomètres. Elles sont supposées de forme carrée de coté extérieur 30 cm et intérieur de 
25 cm (Fig. II.7), c’est le modèle de tranchées utilisé pour le calcul avec le logiciel 
Simapro. De même le transformateur utilisé pour le modèle de l’ACV, est le Minera 
20kV/230V/630kVA (cf. Annexe C). Sa masse est de 1515 kg. Le chargeur ajuste la 
tension 230V alternative en tension continue de 24V pour alimenter la batterie (de masse 
1,5 kg, soit de capacité 52,5Wh). Cette batterie a une capacité plus faible que celle de 
l’héliostat autonome qui l’utilise comme unique source. Le modèle de batterie n’existe 
pas dans la version phD de Simapro, par conséquent, l’ensemble des composants et 
émissions ont été extraites d’un article utilisant des batteries plomb acide [RAN 99]. Puis 
grâce au logiciel Simapro, les impacts dans les quatre catégories ont été calculés. Cette 
batterie permet donc de faire tourner l’héliostat à grande vitesse. La centrale THEMIS 
possède 201 héliostats de surface 53,7 m² soit une totale de 10 740 m². Ainsi, la part par 
m² de chaque est élément peut être évaluée (cf. Table II.8).  
 
Composants Quantité Unité 
Bus principal 1,73.10-1 m 
Tranchées en béton 6,17.100 kg 
Transformateur électrique 1,40.10-1 kg 
Creusement des tranchées 1,56.10-2 m3 
Gaine PVC 2,67.10-1 kg 
Table II.8. Composants d’alimentation pour héliostat 
relié au réseau (par m² d’héliostat) 
 
La Table II.9 englobe les quantités respectives pour un héliostat CRS. L’énergie 
consommée en 25 ans s’appuie sur la consommation réelle d’un héliostat de ce modèle tel 
qu’il est implanté à Almeria sur la centrale PS10, c'est-à-dire 50 Wh par jour (ou 457 
kWh en 25 ans) [GAR 04].  
Charge 
héliostat 
Chargeur Transformateur Batterie 
Réseau 




Câbles dans  
les tranchées 
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Composants Quantité Unité 
Bus principal 6,79.100 m 
Tranchées en béton 2,43.102 kg 
Transformateur électrique 5,52.100 kg 
Creusement des tranchées 6,11.10-1 m3 
Gaine PVC 1,05.101 kg 
Câble 1.5mm² 1,50.100 m 
Chargeur 1,00.100 p 
Energie consommée (25 ans) 4,57.102 kWh 
Batterie plomb acide 1,50.100 kg 
Table II.9. Composants d’alimentation pour un héliostat CRS  
(39,3 m²) relié au réseau 
 
Composants Quantité Unité 
Bus principal 3,88E-03 m 
Tranchées en béton 1,38E-01 kg 
Transformateur électrique 3,15E-03 kg 
Creusement des tranchées 3,49E-04 m3 
Gaine PVC 5,98E-03 kg 
Câble 1.5mm² 8,56E-04 m 
Chargeur 5,70E-04 p 
Energie consommée (25 ans) 2,60E-01 kWh 
Batterie plomb acide 8,56E-04 kg 
Table II.10. Composants d’alimentation pour un  
héliostat CRS relié au réseau par MWh produit 
 
La centrale de référence utilisée pour cette étude est une centrale solaire qui 
produit 17,7.106 MWh et dont la surface totale est de 395996 m² (soit 44,6 MWh/ m² en 
25 ans). Les résultats peuvent être alors exprimés pour chaque MWh produit par cette 
centrale si elle n’était composée que d’héliostats CRS reliés au réseau (cf. Table II.10). 
Les opérations de maintenance sont également prises en compte pour l’étude 
comparative. Les batteries ont une durée de vie qui varie selon les constructeurs et selon 
les conditions de stockage et d’utilisation de 8 à 10 ans. La fourchette basse est retenue 
pour les deux configurations en ajoutant dans les données une batterie tous les 8 ans. 
Trois changements de batteries sont à prévoir donc dans les 25 ans. Les panneaux solaires 
sont garantis pour un rendement au-delà de 90 % de la puissance nominale initiale (sous 
les mêmes conditions d’ensoleillement) sur 25 ans et un rendement de 80 % au-delà de 40 
ans. Leur fiabilité est excellente. M. Vazquez montra que le taux de panne des panneaux 
solaires est inférieur à 0,01 % par an [VAZ 08, IEA 02] soit 0,25 % sur 25 ans. 
Cependant, entre 5 % et 11 % d’erreur sont à prévoir sur la puissance promise par le 
constructeur à cause des incertitudes de certaines grandeurs [CHO 09, WAD 80] (courant 
de court-circuit, tension circuit ouvert, résistance série...). Certaines pertes sont à imputer 
également à la poussière, des pertes dans en puissance dans le câblage, pertes dues au 
MPPT mais ces erreurs sont minimes (environ 4 % de la puissance nominale) et peuvent 
être palliées par un léger surdimensionnement du générateur photovoltaïque [CHO 10]. 
Ces erreurs n’entrainent en aucun cas une panne. Le remplacement du panneau solaire 
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dans le modèle de l’ACV n’a pas été considéré. Les câbles, tranchées et gaines sont 
également supposées sans avaries pendant toute la durée de fonctionnement de la 
centrale. En toute rigueur néanmoins, les câbles peuvent être affectés par des impacts 
foudre ou par des rongeurs, mais nous n’avons pas tenu compte de ces évènements ne 
disposant d’aucune donnée. Les convertisseurs statiques et les transformateurs supposent 
une maintenance de 10 % de leur masse par décennie en s’appuyant sur les résultats de 
J.E. Mason [MAS 06, WAN 02, NIL 07]. Ceci concerne donc le régulateur MPPT de 
l’héliostat autonome, d’une part. D’autre part, le chargeur et le transformateur pour 
l’héliostat relié au réseau sont à prendre en compte. De même, le changement des 
convertisseurs est à prévoir entre 10 et 15 ans selon [MAS 06]. Aussi sera considérée la 
fourchette basse de 10 ans pour se placer dans le cas le plus critique d’un point de vue 
environnemental. Ainsi, deux changements de chargeurs MPPT sont à prévoir sur la 
durée de vie de la centrale de 25 ans. Les transformateurs sont remplacés tous les 30 
ans donc, un seul transformateur sera utilisé pour l’étude (sans oublier sa maintenance). 
La maintenance principale des transformateurs électriques repose sur le changement ou 
contrôle du diélectrique (huile), contrôle de l’étanchéité, changement des joints, 
changement des bornes... Le modèle de l’ACV des deux configurations est résumé en 
figure II.8.  
II.2.2. Résultats 
II.2.2.1. Contribution globale des éléments d’alimentation des héliostats 
 L’ensemble des éléments constituant les deux configurations héliostatiques 
(autonome ou relié au réseau) étant déterminé, l’ensemble des émissions qui 
correspondent aux quatre catégories retenues sont recensées. Les Tables II.11 et II.12 
répertorient quant à elles l’ensemble des émissions dues à l’héliostat autonome. Les 
Tables II.13 et II.14 répertorient les émissions liées à l’héliostat relié au réseau pour 
chacun de ses composants.  
 
Composants Changement climatique Ressources 
Régulateur MPPT 3,66.10-3 kg CO2,eq /pièce 4,28.10
-3 MJ/pièce 
Panneau solaire 1,57.10-2 kg CO2,eq /m² 1,72.10
-2 MJ/m² 
Câble 1.5mm² 3,36.10-5 kg CO2,eq /m 6,33.10
-5 MJ/m 
Batterie plomb acide 1,70.10-5 kg CO2,eq /kg 4,59.10
-5 MJ/ kg 
Table II.11. Impacts des composants d’alimentation de l’héliostat autonome 
 
Composants Santé humaine Qualité de l’écosystème 
Régulateur MPPT 4,45.10-3 DALY/pièce 1,12.10-3 PDF.m².yr/pièce 
Panneau solaire 1,23.10-2 DALY/m² 2,06.10-3 PDF.m².yr /m² 
Câble 1.5 mm² 2,57.10-4 DALY/m 1,02.10-4 PDF.m².yr /m 
Batterie plomb acide 3,12.10-5 DALY/kg 5,38.10-7 PDF.m².yr / kg 
Table II.12. Impacts des composants d’alimentation de l’héliostat autonome 
 




Fig. II.8. Modèle global de l’ACV et maintenance  
 
Grâce à ces données issues du logiciel Simapro, les impacts sur les quatre 
catégories peuvent être déterminés. Les tranchées en béton n’appartiennent pas à la base 
de données du logiciel. Par conséquent, le modèle a été implanté dans Simapro en 
considérant des tranchées en béton de section externes 30 cm et 25 cm de section interne. 
Il est possible de comparer les impacts d’une catégorie à l’autre par normalisation de 
ceux-ci (FNd). La Table II.15 est le résultat de cette normalisation pour chaque composant 
d’alimentation de l’héliostat CRS autonome au moment de la construction. La Table II.16 
est le résultat de cette normalisation pour chaque composant d’alimentation de l’héliostat 
CRS relié au réseau au moment de la construction. 
 
Composants Santé humaine Qualité de l’écosystème 
Bus principal 1,40.10-2 DALY/m 5,54.10-3 PDF.m².yr/m 
Tranchées en béton 6,54.10-6 DALY/kg 7,80.10-7 PDF.m².yr/kg 
Transformateur électrique 9,83.10-4 DALY/kg 1,45.10-4 PDF.m².yr/kg 
Creusement des tranchées 1,42.10-4 DALY/ m3 5,87.10-6 PDF.m².yr/ m3 
Gaine PVC 2,92.10-3 DALY/kg 1,32.10-5 PDF.m².yr/kg 
Câble 1.5 mm² 1,19.10-3 DALY/m 4,69.10-4 PDF.m².yr/m 
Chargeur 3,86.10-3 DALY/pièce 1,07.10-3 PDF.m².yr/pièce 
Énergie consommée (25 ans) 1,33.10-5 DALY/ kWh 2,47.10-6 PDF.m².yr/kWh 
Batterie plomb acide 3,12.10-5 DALY/kg 5,38.10-7 PDF.m².yr/kg 
Table II.13. Impacts des composants d’alimentation de l’héliostat classique 
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Composants Changement climatique Ressources 
Bus principal 1,83.10-3 kg CO2,eq /m 3,45.10
-3 MJ/m 
Tranchées en béton 1,21.10-5 kg CO2,eq /kg 5,00.10
-6 MJ/kg 
Transformateur électrique 5,11.10-4 kg CO2,eq /kg 6,50.10
-4 MJ/kg 
Creusement des tranchées 5,31.10-5 kg CO2,eq / m
3 5,30.10-5 MJ/m3 
Gaine PVC 3,63.10-4 kg CO2,eq /kg 5,71.10
-4 MJ/kg 
Câble 1.5 mm² 1,55.10-4 kg CO2,eq /m 2,93.10
-4 MJ/m 
Chargeur 1,48.10-3 kg CO2,eq /pièce 1,53.10
-3 MJ/pièce 
Energie consommée (25 ans) 8,62.10-6 kg CO2,eq /kWh 7,64.10
-5 MJ/ kWh 
Batterie plomb acide 1,70.10-5 kg CO2,eq /kg 4,59.10
-5 MJ/kg 
Table II.14. Impacts  des composants d’alimentation de l’héliostat classique 
 







Régulateur MPPT 4,45.10-3 1,12.10-3 3,66.10-3 4,28.10-3 
Panneau solaire 6,14.10-3 1,03.10-3 7,86.10-3 8,59.10-3 
Câble 1.5mm² 3,85.10-4 1,52.10-4 5,04.10-5 9,50.10-3 










Table II.15.  Impacts normalisés des différents composants d’alimentation 
 pour l’héliostat autonome à la construction (unité points) 
 







Bus principal 9,50.10-2 3,76.10-2 1,24.10-2 2,34.10-2 
Tranchées en béton 1,59.10-3 1,89.10-4 2,93.10-3 1,21.10-3 
Transformateur 
électrique 
5,42.10-3 8,02.10-4 2,82.10-3 3,58.10-3 
Creusement des 
tranchées 
8,66.10-5 3,59.10-6 3,25.10-5 3,24.10-5 
Gaine PVC 3,06.10-2 1,38.10-4 3,80.10-3 5,98.10-3 
Câble 1.5mm² 1,78.10-3 7,04.10-4 2,33.10-4 4,39.10-4 
Chargeur 3,86.10-3 1,07.10-3 1,48.10-3 1,53.10-3 
Énergie 
consommée 
0,00.100 0,00.100 0,00.100 0,00.100 










Table II.16. Impacts normalisés des différents composants d’alimentation  
pour l’héliostat relié au réseau à la construction (unité points) 
 
La Table II.17 est le résultat de la normalisation pour chaque composant 
d’alimentation de l’héliostat CRS autonome après 25 ans de fonctionnement. La Table 
II.18 est le résultat de cette normalisation pour chaque composant d’alimentation de 
l’héliostat CRS relié au réseau après 25 ans de fonctionnement. 
La figure II.9.a illustre sur graphique les données des tables précédentes au 
moment de la construction. Elle est montre donc des résultats des ACV de l’héliostat CRS 
autonome et de l’héliostat CRS relié au réseau.  
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Régulateur MPPT 1,45.10-2 3,65.10-3 1,19.10-2 1,39.10-2 
Panneau solaire 6,14.10-3 1,03.10-3 7,86.10-3 8,59.10-3 
Câble 1.5mm² 3,85.10-4 1,52.10-4 5,04.10-5 9,50.10-5 










Table II.17.  Impacts normalisés des différents composants d’alimentation 
 pour l’héliostat autonome après 25 ans (unité points) 
 







Bus principal 9,50.10-2 3,76.10-2 1,24.10-2 2,34.10-2 
Tranchées en béton 1,59.10-3 1,89.10-4 2,93.10-3 1,21.10-3 
Transformateur 
électrique 
6,78.10-3 1,00.10-3 3,53.10-3 4,48.10-3 
Creusement des 
tranchées 
8,66.10-5 3,59.10-6 3,25.10-5 3,24.10-5 
Gaine PVC 3,06.10-2 1,38.10-4 3,80.10-3 5,98.10-3 
Câble 1.5mm² 1,78.10-3 7,04.10-4 2,33.10-4 4,39.10-4 
Chargeur 1,26.10-2 3,48.10-3 4,81.10-3 4,98.10-3 
Énergie 
consommée 
6,07.10-3 1,13.10-3 3,93.10-3 3,49.10-2 










Table II.18. Impacts normalisés des différents composants d’alimentation  
pour l’héliostat relié au réseau après 25 ans (unité points) 
 
Sur les quatre catégories, les valeurs liées à l’héliostat relié au réseau sont les plus 
fortes. Dans l’ordre décroissant, la santé humaine est la plus impactée puis l’écosystème, 
les ressources primaires et enfin le changement climatique. L’impact sur la santé humaine 




a. À la construction b. Après 25 ans 
Fig. II.9. Impacts globaux des composants d’alimentation des deux configurations 




































Héliostat classique Héliostat autonome
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La majeure contribution pour l’héliostat classique est due au bus principal qui a lui 
seul représente 69 % (Fig. II.12) dans cette catégorie. Ce bus en cuivre composé de trois 
câbles et d’une gaine protectrice n’est présent pour l’héliostat autonome. L’impact sur la 
santé humaine est donc beaucoup plus important dans le cas de l’héliostat classique à 
cause du bus principal. La catégorie se rapportant à la qualité de l’écosystème est 17 fois 
plus importante pour l’héliostat classique. Une fois de plus le bus principal est 
responsable de plus de 92 % de la contribution pour l’héliostat classique. Cette part est 
plus importante que dans le cas de la santé humaine et par conséquent explique pourquoi 
dans cette catégorie la valeur globale, elle est de 17 fois supérieure. En ce qui concerne 
les deux autres catégories, les valeurs sont du même ordre de grandeur, certes en défaveur 
de l’héliostat relié au réseau. L’impact est environ deux fois plus important pour le 
changement climatique et trois fois pour les ressources primaires en ce qui concerne 
l’héliostat relié au réseau. Le bus principal reste le majeur responsable contributif dans 
ces catégories (52 % pour le changement climatique et 64 % pour les ressources 
primaires). En conclusion il est donc intéressant de noter que le bus principal est « peu » 
responsable pour le changement climatique et les ressources primaires mais sa fabrication 
nuit gravement à l’écosystème et à la santé humaine par ses émissions aériennes, 
aquatiques (eaux contaminées, qui affectent l’écosystème fluvial) et terrestres (détritus 
qu’il faut stocker). L’ACV met donc en évidence le fait que la vision écologique d’un 
procédé quelconque ne doit pas se limiter aux émissions de CO2 dans l’atmosphère, et 
part conséquent au réchauffement climatique engendré, ou aux ressources primaires 
utilisées. Mais il est indispensable d’observer les impacts sur le monde vivant, à savoir les 
hommes ainsi que l’écosystème.  
A contrario, l’impact global de l’héliostat autonome est largement supérieur dans 
les catégories des ressources primaires (1,39.10-2 pts) et du changement climatique 
(1,19.10-2 pts). La part majeure de ces contributions est due au panneau solaire à plus de 
60 % (Fig. II.11). En effet, le processus de fabrication et de recyclage de celui-ci est très 
fortement émetteur de gaz responsables du réchauffement climatique et utilise beaucoup 
d’énergie et donc de ressources primaires. Or, à la différence de l’alimentation d’un 
héliostat classique, le panneau solaire évite de puiser dans les ressources fossiles et durant 
sa période de fonctionnement pendant laquelle de surcroît, il n’émet que très peu de 
CO2,eq. Et revanche, le panneau solaire affecte certes la santé humaine et est le majeur 
contributeur devant le régulateur MPPT mais, cette catégorie est très peu affectée au 
regard de ce qui a tété souligné auparavant ; à savoir que la santé humaine est 12 fois plus 
impactée pour l’héliostat classique. Enfin, l’écosystème est très peu affecté. En 
conséquence, la durabilité environnementale d’un héliostat autonome est meilleure sur 
ces points de vue. Ces comparaisons évoluent après 25 ans de fonctionnement. En effet, 
la maintenance doit être effectuée sur les modèles héliostatiques. De plus, en ce qui 
concerne l’héliostat relié au réseau, l’impact de la consommation de l’héliostat doit être 
inclus. La figure II.9 compare l’impact sur chaque catégorie au moment de la construction 
et après 25 ans de service. En 25 ans, les différences remarquées à la construction 
persistent. Toutes les catégories sont en défaveur de l’héliostat relié au réseau. Pour la 
santé humaine, les valeurs ont sensiblement augmenté pour les deux configurations 
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héliostatiques (de 0,138 pts à 0,155 pts pour l’héliostat relié au réseau, 0,012 pts à 0,024 
pts pour l’autonome). Cette catégorie était la plus impactée par l’héliostat autonome au 
moment de la construction et le reste après 25 ans. Les composants de l’héliostat 
classique ont le plus d’impact avant tout sur la santé humaine. L’augmentation de la 
valeur sur les ressources primaires est la seule modification remarquable de l’héliostat 
autonome. En effet, la valeur était de 0,036 pts et passe à 0,075 pts soit une augmentation 
de plus de 100 %. Le détail de ces augmentations est argumenté dans la partie suivante.  
II.2.2.2. Évolution des contributions sur 25 ans 
Les figures II.10 suivent l’évolution des impacts pendant les 25 ans d’étude. Sur la 
première figure, les impacts de l’héliostat relié au réseau sont décrits. La catégorie de la 
santé humaine augmente linéairement jusqu’à 10 ans, date à partir de laquelle  
l’augmentation est plus prononcée à cause du changement du chargeur. Cela se répète à 
20 ans. Ces remplacements de chargeur n’ont que très peu d’influence sur les autres 
tendances des autres catégories. A la construction, ce poste n’était que la troisième 
catégorie impactant en valeur, mais après 25 ans c’est la seconde. La catégorie des 
ressources primaires et du changement climatique évolution en croissant lentement sur les 
25 ans. Dans le cas de l’héliostat autonome, le changement des batteries tous les huit ans 
et du régulateur MPPT tous les 10 ans, font croître rapidement les valeurs sur chaque 
catégorie.  La catégorie la plus importante en valeur est celle des ressources primaires sur 
la période. La catégorie la moins impactée est la qualité de l’écosystème. En revanche la 
catégorie de la santé humaine était légèrement moins impactée que celle du changement 
climatique au moment de la construction et est plus impactée après 25 ans. Contrairement 
à l’évolution suivie par l’héliostat relié au réseau, les changements de composants 
électroniques engendre une augmentation significative des impacts. Pour l’héliostat 
classique, cela montre que l’énergie consommée chaque année engendre la plus grande 
contribution relative dans la croissance des impacts. Les remplacements de matériaux ne 
font pas varier les croissances des courbes. 
 
  
a. Héliostat relié au réseau b. Héliostat autonome 
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Par conséquent, il est intéressant de regarder la part due à chaque composant dans 
chaque catégorie au moment de la construction et après 25 ans. Les batteries engendrent 
une légère croissance tous les huit ans dans toutes les catégories hormis celle de la qualité 
de l’écosystème pour un héliostat autonome (Fig. II.10). Ce n’est pas le cas pour 
l’héliostat classique. En effet, ses batteries sont beaucoup plus petites car leur objectif est 
de ne supporter que les courants de démarrage et les remises en position. Leurs 
contributions sont très faibles vis à vis du bus principal. En outre, pour l’héliostat 
autonome, les batteries servent à l’hybridation nécessaire pour alimenter constamment les 
héliostats et ont une plus grande capacité de stockage.  
II.2.2.3. Contribution par élément 
Dans toutes les catégories au moment de la construction pour l’héliostat classique, 
la plus grande contribution est due avant tout au bus principal qui parcoure le champ 
héliostatique (cf. Fig. II.11.a). Cette contribution varie de 50 % à plus de 90 % selon les 
catégories. Le bus principal est constitué de cuivre qui a une forte empreinte 
environnementale. Aussi le trio composé de la gaine, les tranchées et du bus représentent 
à chaque fois plus de 75 % de la contribution de cet héliostat aux différentes catégories 
d’impact, d’où l’’intérêt de rendre l’héliostat autonome. Après 25 ans de fonctionnement, 
un nouveau paramètre est introduit : l’énergie consommée, électrique en l’occurrence. En 
France, l’énergie électrique utilisée est une énergie d’origine nucléaire principalement. En 
2010, 74,1 % de l’électricité produite était d’origine nucléaire, 10,8 % d’autres énergies 
fossiles et le reste de renouvelables [RTE 11]. 
  
  
a. A la construction     b. Après 25ans   
Fig. II.11. Part des contributions dues à chaque élément d’alimentation  
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Après 25 ans, l’énergie nucléaire a eu un impact majoritairement sur le domaine 
des ressources primaires (cf. Fig. II.11.b). En effet, l’énergie nucléaire utilise elle aussi 
des ressources primaires fossiles : uranium en particulier. Les réserves en uranium ne 
passeront pas le siècle en suivant le rythme actuel d’exploitation (cf. chapitre I). C’est 
pourquoi, à chaque kWh d’électricité utilisée, les ressources sont diminuées, certes à 
faible échelle. Cela se reflète donc par la part importante de l’énergie consommée après 
25 ans dans la catégorie des ressources. Sa contribution est même supérieure à celle du 
bus principal et atteint presque 50 %. Dans la catégorie du changement climatique, 
l’énergie consommée n’a qu’une faible contribution (inférieure à 5 %). En effet, l’énergie 
nucléaire est une énergie faiblement carbonée car l’usage dans une centrale du 
combustible n’émet aucune particule de CO2,eq dans l’atmosphère, mais son extraction, 
son enrichissement et son transport en émettent. Ses émissions sont dues aussi aux rejets 
au moment de la construction de la centrale en elle-même, son démantèlement et le 
transport de l’électricité. Le bus principal reste cependant très majoritaire dans la 
contribution des catégories de la santé humaine et de la qualité de l’écosystème. En 25 
ans, la valeur brute due au bus principal reste inchangée mais sa proportion diminue car 
d’autres éléments tels que les batteries et le chargeur doivent être remplacés. L’héliostat 
autonome est auto-suffisant du point de vue énergétique contrairement à l’héliostat relié 
au réseau. Au moment de la construction, le panneau solaire et le MPPT représentent à 
eux deux plus de 90 % des contributions dans chacune des catégories (cf. Fig. II.12). 
Hormis dans la catégorie de la qualité de l’écosystème, le panneau solaire représente plus 
de 50 % des contributions. Le procédé de fabrication des panneaux solaires 
photovoltaïques est très contaminant du point de vue ses émissions notamment pour le 
procédé de transformation du silicium métallique en silicium solaire. Un panneau solaire 
polycristallin de 0,5 m² émet par exemple 80 kg de CO2 équivalents lors de sa fabrication 
dont 48 % de ses émissions sont dues à la transformation du silicium métallique en 




a. A la construction     b.   Après 25ans  
Fig. II.12. Part des contributions dues à chaque élément  
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Pour fabriquer ce même panneau 1494 MJ sont nécessaires en énergie primaire dont 47 % 
pour la transformation du silicium métallique, 18 % pour l’assemblage et 17 % pour la 
production des wafers. Au moment de la construction, la contribution du panneau solaire 
est majoritaire dans toutes les catégories (53 % pour la santé humaine, 44 % pour la 
qualité de l’écosystème, 66 % pour le changement climatique, 62 % pour les ressources 
primaires). Après 25 ans de fonctionnement, les panneaux solaires n’ont pas été changés 
contrairement au régulateur MPPT ou aux batteries. Donc, après 25 ans la contribution du 
panneau dans chaque catégorie a baissé (26 % pour la santé humaine, 21 % pour la 
qualité de l’écosystème, 37 % pour le changement climatique, 33 % pour les ressources 
primaires). Les batteries ont été changées 3 fois (une fois tous les 8 ans) et les régulateurs 
2 fois (une fois tous les 10 ans). Donc leur part respective augmente. Au moment de la 
construction, la contribution des batteries était environ de 5,5 %, 0,5 %, 2,9 %, 6,8 % 
dans les catégories respectives de la santé humaine, de la qualité de l’écosystème, du 
changement climatique et des ressources primaires. Respectivement, 25 ans plus tard ces 
contributions sont de 11 %, 0,9 %, 6,6 %, 14,3 % dans les mêmes catégories qui 
correspondent à des augmentations de 97 %, 90 %, 125 % et 111 %.  
Au moment de la construction, la contribution des régulateurs MPPT était environ 
de 38 %, 48 %, 31 %, 31 % dans les catégories respectives de la santé humaine, de la 
qualité de l’écosystème, du changement climatique et des ressources primaires. 
Respectivement, 25 ans plus tard ces contributions sont de 61 %, 75 %, 56 %, 53 % dans 
les mêmes catégories qui correspondent à des augmentations de 60 %, 54 %, 83 % et     
71 %. La contribution des MPPT devient majoritaire et dépasse les parts du panneau 
solaire. Mais les augmentations engendrées sont plus faibles relativement par rapport à 
celles des batteries car elles sont remplacées plus fréquemment.  
II.2.2.4. Comparaison par MWh 
Au début de cette partie III, l’étude de l’ACV de l’héliostat ne prenait pas en 
compte le câblage des héliostats pour les alimenter. Donc dans la liste des émissions de la 
partie II.1.2  (ACV d’un héliostat par F. Winterbach) n’apparaissaient pas les rejets dues 
aux tranchées, câbles, gaines et creusement des tranchées. La figure II.13 complète la 
figure II.4. En vert clair apparaît l’ACV de l’héliostat sans la prise en compte de ces 
éléments (tranchées, câbles, gaines, transformateur) et en bleu foncé apparaissent leur 
contribution. Par conséquent, les valeurs dans chaque catégorie sont augmentées (en 
particulier la santé humaine qui croît de 51 % qui passe 1,56.10-4 pts à 2,35.10
-4 pts).  
Les résultats sont présentés par MWh. La figure II.14 représente la contribution des 
éléments d’alimentation de l’héliostat classique (en bleu), étudié précédemment, dans  
l’ACV complet de l’héliostat. Il s’agit de l’ACV représentatif des centrales actuelles. La 
part des éléments d’alimentation ne représente qu’une faible partie de l’ACV globale. Les 
parts dans l’ACV dues aux éléments d’alimentation sont de : 
 37,32 % pour la santé humaine, 
 92,72 % pour la qualité de l’écosystème, 
 5,95 % pour le réchauffement climatique, 
 13,46 % pour les ressources primaires. 




Fig. II.13.  ACV complet de l’héliostat relié  
au réseau après 25 ans (par MWh produit) 
 
Fig. II.14. Part des éléments d’alimentation 
de l’héliostat classique dans l’ACV total (par 
MWh produit) 
 
La figure II.15 présente les résultats de l’ACV pour les éléments d’alimentation de 
l’héliostat autonome et des éléments d’alimentation de l’héliostat relié au réseau par 
MWh produit (il s’agit de la figure II.9 ramenée au MWh).  
 
 
Fig. II.15. ACV des éléments d’alimentation pour l’héliostat classique  
et l’héliostat autonome après 25 ans (par MWh produit) 
 
La figure II.16 présente l’ACV globale de l’héliostat autonome, c'est-à-dire équipé 
d’un panneau solaire, d’un MPPT et de batteries. En rouge apparaît la contribution de ces 
éléments d’alimentation, en vert, le reste de la structure héliostatique qui est commune 
avec l’héliostat classique. Les parts dans l’ACV dues aux éléments d’alimentation sont de 
(Fig. II.16) : 
 5,69 % pour la santé humaine, 
 10,45 % pour la qualité de l’écosystème, 
 3,97 % pour le réchauffement climatique, 
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Fig. II.16. ACV complet de l’héliostat 
classique  après 25 ans  (par MWh produit) 
Fig. II.17. Part des éléments 
d’alimentation de l’héliostat classique 
dans l’ACV total (par MWh produit) 
 
 
Fig. II.18. Gain sur les catégories par les éléments de l’héliostat  
autonome par rapport à ceux de l’héliostat classique 
 
Sur les quatre catégories, les valeurs ont diminué car selon la figure II.16 les 
éléments d’alimentation de l’héliostat autonome est plus faible sur chaque catégorie par 
rapport à l’héliostat classique : de 32,10 % pour la catégorie de la santé humaine, de 
86,36 % pour la catégorie de l’écosystème, de 2,00 % pour celle du changement 
climatique et de 9,35 % pour celle des ressources primaires (cf. Fig. II.18).  
 
Donc, globalement, le fait d’utiliser un héliostat autonome permet d’obtenir moins 
d’impact sur chacune des catégories retenues de l’ACV. L’utilisation d’un héliostat 
autonome est donc avant tout bénéfique pour la catégorie de la santé humaine et de la 
qualité de l’écosystème. Finalement, le changement climatique n’est pas trop affecté car 
l’étude a été faite par rapport au mix énergétique français. Dans la partie suivante l’ACV 
est effectuée en Espagne et aux États-Unis. 
II.2.2.5. Comparaison par pays 
 La France possède la spécificité de produire son électricité majoritairement par 
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s’en faut. Il est donc intéressant de comparer les résultats de cette menée en France avec 
d’autres pays. L’étude est complétée en comparant l’analyse avec l’Espagne et les Etats-
Unis. La part du nucléaire en Espagne et aux Etats-Unis est quasi-identique (21 % pour le 
premier et 20 % pour le second, cf. Fig. II.19) mais en Espagne, l’énergie renouvelable 
représente plus de 34 % (énergie hydraulique incluse) [REE 12]. 
 
 
Fig. II.19. Mix électriques de la France, Espagne et Etats-Unis en 2010  
[REE 12, USE 12, RTE 10] 
 
Les Etats-Unis sont le seul pays de trois à avoir un mix énergétique 
majoritairement composé d’énergies carbonées (charbon, gaz, pétrole…). Les résultats de 
l’ACV varient très fortement en fonction du pays d’étude. En France, le bilan d’un 
héliostat relié au réseau n’aura pas le même impact sur chaque catégorie. Le mix 
énergétique de l’Espagne et des Etats-Unis est plus carboné. C’est pourquoi, la 
contribution au changement climatique, en figure II.20, d’un héliostat de type CRS relié 
au réseau sera plus forte en Espagne (5,03.10-2 points) et encore plus aux Etats-Unis 
(6,14.10-2 points). La contribution en France n’est que de 2,75.10-2 points. Dans la 
comparaison, les éléments constituant l’ACV sont tous supposés identiques hormis la 
consommation énergétique en 25 ans. En effet, chaque pays dispose de son propre mix 
énergétique. L’héliostat est donc supposé être composé des mêmes architectures quel que 
soit le pays. En France, bien que l’énergie soit nucléaire, la contribution à la catégorie des 
ressources est importante car l’uranium est une ressource fossile. Dans cette catégorie, 
l’Espagne possède une contribution moindre de 6,89.10-2 points (contre 7,11.10-2 points 
pour la France et 7,75.10-2 points, Fig. II.20). L’Espagne utilise en effet plus d’énergies 
renouvelables qui ont un impact moins élevé que les fossiles. Il est donc possible de 
comparer les impacts sur les quatre catégories entre : 
 l’héliostat autonome (commun dans les trois pays),  
 l’héliostat classique en France, 
 l’héliostat classique en Espagne, 
 l’héliostat classique aux Etats-Unis. 
Selon la figure II.21, l’héliostat autonome est la solution la moins contraignante 
sur les différentes catégories. L’héliostat autonome peut être considéré comme identique 
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climatique 
 b. Ressources 
primaires 
Fig. II.20. Résultats de l’ACV par pays (Unité héliostat CRS)  
pour un héliostat relié réseau 
 
Fig. II.21. Comparaison entre les pays sur les catégories  
de l’ACV pour les éléments d’alimentation (Unité héliostat CRS) 
 
Ces résultats se traduisent par une réduction globale sur les catégories par MWh. 
En effet, il est supposé que dans chacun des pays, l’architecture serait constituée des 
mêmes éléments qui auraient donc le même impact. Cela peut se justifier en autre par le 
fait que les produits sont souvent manufacturés dans des pays (majoritairement asiatiques) 
autres que ceux de l’utilisation. Par conséquent, les pays utilisent les mêmes produits qui 
auront le même impact au transport près. Mais il est possible de considérer que le bilan 
entre un transport de la Chine par exemple aux Etats-Unis est comparable par bateau 
container avec les deux autre pays. La figure II.22 présente le gain sur les impacts par 
pays en utilisant des éléments d’alimentation autonome au lieu d’une alimentation reliée 
au réseau. Sur toutes les catégories, un gain positif est observé quel que soit le pays. Ce 
gain peut être important (santé humaine et qualité de l’écosystème) ou plus mesuré 
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Fig. II.22. Comparaison entre les pays sur les catégories  
de l’ACV pour les éléments d’alimentation (unité héliostat CRS) 
 
De manière générale, le gain est plus important en Espagne et aux Etats-Unis 
qu’en France. Cela confirme encore donc la nécessité d’utiliser un héliostat autonome. La 
France représente un cas particulier qui n’a pas le même gain apporté par ce type de 
structure. En effet sur les quatre catégories hormis celle des ressources, la France a des 
gains plus faibles. Par exemple, seuls 2 % d’amélioration sont apportés en France sur la 
catégorie du changement climatique contre 5,54 % en Espagne et 7,54 % aux Etats-Unis. 
Les gains sont les plus importants aux Etats-Unis. Cela correspond logiquement à la part 
relative en énergie décarbonée de chaque pays. La catégorie du changement climatique 
correspond à la quantité de CO2 équivalente émise dans l’atmosphère. En France, à titre 
indicatif selon l’ADEME [ADE 97], la production d’un KWh électrique engendre 
l’émission de : 
 936 g de CO2 équivalent pour le charbon, 
 676 g de CO2 équivalent pour le fioul, 
 404 g de CO2 équivalent pour le gaz/ cycle combiné, 
 230 g à 380 g de CO2 équivalent pour la cogénération à gaz, 
 860 g à 1548 g pour les unités d’incinération des ordures ménagères, 
 0 g pour l’énergie nucléaire, 
 0 g pour le nucléaire, hydraulique et le bois. 
 
Ainsi, en France moins de CO2 équivalent est émis qu’en Espagne et qu’aux États-
Unis. Dans l’ordre décroissant, en France 71% de l’énergie est décarbonée, contre 55 % 
en Espagne et 29 % aux États-Unis. Donc l’utilisation d’un héliostat autonome aura 
moins d’effet dans un contexte de mix énergétique peu carboné contrairement à un mix 
fortement carboné. En effet, chaque kWh électrique consommé aux États-Unis a un 
impact plus marqué qu’en Espagne et en France dans la catégorie du changement 
climatique. D’autre part, en France et aux États-Unis, les mixes énergétiques s’appuient 
en majorité sur les ressources fossiles (uranium, fioul, gaz...). C’est pourquoi, l’utilisation 
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 Les résultats précédents ont montré tout l’intérêt d’utiliser des héliostats 
autonomes et justifié notre intérêt pour la minimisation du dimensionnement de certains 
éléments par action sur la commande en vue d’augmenter l’efficacité énergétique globale. 
La construction d’une centrale solaire nécessite beaucoup d’énergie et donc puise dans les 
ressources primaires. Il est possible d’évaluer le temps nécessaire pour la centrale pour 
restituer cette énergie. Dans le cas de la centrale de référence, après une centaine de jours 
seulement, l’énergie nécessaire pour construire le champ héliostatique est récupérée.  
 














énergie  produite par un héliostat  
en 25 ans 
GWh 260 260 260 260 260 260 
Energie primaire consommée par 
un héliostat en 25 ans 
GJ 88.08 95.58 88.08 94.55 88.08 95.85 
rapport énergie produite sur  
énergie consommée 
 72 66 72 67 72 66 
Temps de retour sur  
énergie 
jours 127 138 127 137 127 139 
CO2  équivalent émis par 
héliostat 
t 5.21 5.32 5.21 5.50 5.21 5.61 
CO2  équivalent émis par  kWh 
produit 
g 2.97 3.03 2.97 3.14 2.97 3.20 
Consommation  électrique annuelle 
par habitant 
MWh 8.86 8.86 6.53 6.53 14.00 14.00 
Consommation représentée par la 
centrale sur 25 ans 
Habi-
tants 
79713 79713 108155 108155 50476 50476 
Table II.18. Résultats finaux de l’Analyse de cycle de vie 
 
Le temps de retour sur énergie permet d’évaluer le temps nécessaire pour 
recouvrir le montant en ressources primaires par l’énergie électrique produite. Pour un 
champ d’héliostats reliés au réseau, la part d’énergie produite par l’héliostat sera égale à 
l’énergie de construction du champ en 138 jours en France, 137, en Espagne et 139 aux 
Etats-Unis (cf. Table II.18). La quantité d’énergie primaire nécessaire à la construction et 
à la maintenance d’un héliostat autonome est de 95,58 GJ (26,55 GWh) en France, 94,58 
TJ (26,26 GWh) en Espagne et 95,85 TJ (26,62 GWh) aux Etats-Unis. La part 
d’électricité générée par un héliostat autonome de 39,3 m² est de 260 GWh électriques 
(sur 25 ans, pour une centrale de puissance moyenne de 80,6 MWh et de surface 
réfléchissante 2667 x 148.80 m²). Donc, un héliostat contribuera à produire 72 fois en 
énergie électrique, l’énergie nécessaire en ressources primaires pour sa fabrication, 
fonctionnement, maintenance et recyclage en France, en Espagne et aux Etats-Unis. 
Ainsi, le retour sur énergie pour le champ héliostatique est rapide et permet de produire 
bien au-delà de l’énergie primaire nécessaire pour sa construction, fonctionnement, 
maintenance et recyclage. Ceci correspond bien aux spécificités des mixes énergétiques 
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(l’Espagne utilise moins de ressources primaires que la France et que les États-Unis 
ensuite). Mais ces résultats restent très similaires car ces mixes sont fortement fondés sur 
les ressources primaires. Puisque les héliostats reliés au réseau consomment de 
l’électricité pendant 25 ans, le temps de retour sur énergie est plus long que pour les 
héliostats autonomes. De manière globale, l’énergie produite par la centrale couvre très 
rapidement celle nécessaire à la construction du champ. Pour compléter cette étude au 
niveau d’une centrale entière, il serait nécessaire de prendre en compte l’analyse de cycle 
de vie de la tour, ce qui n’est pas fait ici. Une centrale de puissance 80,6 MW permettrait 
couvrir les besoins en électricité de près de 80 000  habitants en France,  108 000 en 
Espagne et quelques 50 000 aux Etats-Unis s’ils continuaient à consommer autant qu’en 
2010. S’il était possible de faire un « arrêt sur image » de la consommation électrique 
actuelle, pour un pays comme l’Algérie, cela alimenterait 550 000 habitants en 25 ans, 
400 000 en Egypte et 132 000 en Afrique du Sud. Ces pays ont donc tout intérêt à 
s’intéresser à la technologie du solaire concentré, d’autant plus que leur potentiel solaire 
est très fort (cf. chapitre I). De façon réaliste, la croissance de ces pays les appelle à opter 
pour un mode de consommation occidental et par conséquent, à une consommation 
électrique plus importante à l’avenir.  
En ce qui concerne le champ relié au réseau, 3,03 g équivalents de CO2 sont émis 
en France, 3,14 g en Espagne et 3,20 g aux Etats-Unis par kWh (cf. Table II.18).Cela 
correspond à la balance du mix énergétique de chaque pays. Le mix américain est plus 
carboné que celui de l’Espagne qui est lui-même plus carboné que celui de la France. 
Ceci se réfléchit par une quantité de CO2 émise plus élevé par kWh produit aux États-
Unis qu’en Espagne ou en France. En ce qui concerne l’héliostat autonome, qui est 
composé des mêmes éléments quel que soit le pays, les émissions s‘élèvent à 2,97 g de 
CO2 par kWh produit. Donc, la quantité de CO2 diminue légèrement avec l’héliostat 
autonome. Cette baisse est relative et traduit l’importance de la structure de l’héliostat en 
elle-même (socle en béton, axes, moteurs...). L’alimentation par le réseau a une incidence 
sur la catégorie du changement climatique mais assez restreinte. Il serait possible d’en 
conclure qu’en France l’intérêt d’un héliostat autonome n’est pas si utile d’un point de 
vue environnemental, mais la part du nucléaire y est tellement forte qu’il y a une forte 
contribution à l’épuisement des ressources primaires en uranium. Les différences notables 
en la France et les deux autres pays est une fois de plus la conséquence logique d’un mix 
énergétique qui est faible émetteur de carbone dans Hexagone. Le gain en émission de 
dioxyde de carbone d’un pays à l’autre concerne l’énergie électrique consommée car les 
structures sont les mêmes. Dans ce cas, hormis pour le cas de la France, les différences 
entre autonome et relié au réseau sont faibles. Cela montre donc que la structure 
héliostatique est très fortement émettrice et qu’une amélioration nécessaire doit 
s’effectuer également dans cette structure.   
Y. Uchiyama [UCH 07] et Varun [VAR 09] ont recensé les différentes émissions 
des productions énergétiques (cf. Table II.19). Les énergies renouvelables (éolien, 
hydraulique, solaire…) sont peu émettrices en dioxyde de carbone comparativement aux 
énergies fossiles traditionnelles (charbon, gaz, nucléaire…). Le solaire concentré (CSP) a 
une contribution comprise entre 13,6 g et 202 g de CO2 par kWh produits. L’ACV des 
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héliostats nous a permis d’évaluer la part qui leur était due. Les données de la Table II.19 
évaluent la centrale entière. Les fortes variations entre la fourchette hausse et fourchette 
basse sont dues à la diversité technologique du solaire concentré : Fresnel linéaire, tour 
solaire, parabolique… De même cela dépend du type de stockage utilisé. Enfin pour 
toutes énergies renouvelables, l’amont en ressource est déterminant quant à la rentabilité 
énergétique. Dans le cas de l’énergie solaire, un fort ensoleillement annuel améliorera la 
rentabilité de la centrale. 
 
Energie g/kWh g/kWh 
Charbon 975,3 269,89 
Pétrole 742,1 200,06 
Gaz 607,6 177,67 
Nucléaire 24,2 5,70 
Hydraulique 3,7–237 4,81 
Solaire PV 53,4–250 16,01-34,31 
Eolien 9,7–123,7 9,51 
Biomasse 35–178 




source [VAR 09] [UCH 07] 
Table II.19. Emissions de CO2  
par technologie par kWh 
II.3. Discussion 
 La démarche d’ACV a permis de déterminer l’impact environnemental de 
l’héliostat classique et de l’héliostat autonome. Les résultats ont pu être comparés. Mais, 
il est nécessaire d’évaluer de façon critique également les résultats obtenus afin d’être le 
plus exhaustif possible. Les points de discussions sont donc apportés dans cette partie 
pour compléter l’étude.  
 Tout d’abord, l’ACV est fortement dépendante des coefficients des bases de 
données de l’Ecoinvent pour déterminer les impacts des 14 sous-catégories. Puis ces 
données sont traitées par la méthode IMPACT 2002+. Si les bases de données de 
l’Ecoinvent ne reflètent pas une certaine réalité physique, l’ensemble de l’ACV est 
erroné. Certes, ces bases sont réactualisées annuellement. La méthode IMPACT 2002+ 
quand à elle, définit les pondérations des sous-catégories pour les définir dans les 4 
grandes catégories. Donc, une légère variation de ces paramètres engendre une ACV 
différente. De même, la méthode IMPACT 2002+ s’appuie sur des moyennes 
européennes occidentales. Des différences culturelles sont perceptibles entre l’Europe du 
Nord et l’Europe du Sud et donc laissent supposées des modes de consommation 
différents.  Les logiciels d’ACV recensent déjà des éléments dans leurs bases de données 
(tels que le régulateur MPPT, panneau solaire polycristallin...) ce qui permet à 
l’utilisateur de faire des assemblages et obtenir des ACV d’autres configurations 
(héliostat). Dans le cas du logiciel Simapro, l’ACV d’un panneau solaire polycristallin est 
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effectué. Mais cette ACV dépend fortement du lieu de production. S’il est manufacturé en 
Chine, l’analyse ne sera pas le même que s’il était manufacturé en Allemagne. Or, ces 
paramètres ne sont accessibles dans le logiciel.    
   La classification en 4 catégories met en évidence des contraintes qui 
n’apparaissent pas lors d’une étude d’empreinte carbone. Par exemple, un procédé peut 
avoir une faible empreinte carbone mais peut contribuer fortement à la diminution des 
ressources fossiles (telle que la production d’un kWh électrique nucléaire). Ainsi, l’ACV 
permet d‘évaluer les impacts sur la qualité de l’écosystème et la santé humaine. Cette 
démarche s’inscrit donc dans une étude par des impacts complémentaires nécessaires 
pour évaluer la qualité d’un procédé. 
 Enfin, l’énergie nucléaire bénéficie d’un très grand avantage au niveau de 
l’empreinte carbone. Cependant ses effets à long terme restent sûrement sous-évalués par 
rapport aux désastres écologiques dont elle est capable, en pensant notamment aux 
accidents de Fukushima, Tchernobyl ou Three Miles Island où des sarcophages très 
coûteux sont nécessaires pour recouvrir le cœur radioactif. De plus, le stockage des 
déchets nucléaires ultimes reste une question en suspens. Depuis la convention 
internationale de Londres en 1993, il est interdit de jeter des déchets faiblement 
radioactifs en mer [IMO 12] et le stockage à long terme s’oriente en France dans les 
couches du sous-sol argileux stables. Dans une émission de France Inter, selon B. Barré, 
ancien conseiller scientifique d’Areva, les études menées dans le laboratoire de Bure, 
montrent que les déchets nucléaires ne migreraient vers les couches supérieures du sol 
que 300 000 ans plus tard avec une radioactivité 1000 fois inférieure aux normes actuelles 
[FRA 13]. L’Uranium 235, l’un des composants des déchets ultimes des centrales 
nucléaires a une demi-vie (temps pour lequel la moitié de la quantité se soit désintégrée) 
de 703,8 millions d’années. Il y a 40 millions d’années, se formaient les Pyrénées...  
Conclusion 
 Entre héliostat autonome et héliostat relié au réseau, l’Analyse de Cycle de Vie 
(ACV) est un outil qui a permis de déterminer la structure qui a le moins d’impact. D’une 
part, les éléments d’alimentation de la structure autonome ont moins d’impact sur les 
quatre catégories étudiées : santé humaine, qualité de l’écosystème, changement 
climatique et ressources primaires. Mais d’autre part, les impacts de l’ACV globale de 
l’héliostat autonome sont moins importants. Les éléments qui impactent le plus pour 
l’héliostat autonome sont le panneau solaire et le régulateur MPPT (à plus de 90 % dans 
les quatre catégories). L’effort est donc à accentué sur ces deux éléments. Il existe dores 
et déjà des cellules photovoltaïques organiques qui auraient des impacts plus faibles sur 
les 4 catégories, mais leur rendement est faible (4,2 %) [GRE12]. L’héliostat autonome 
reste en revanche, la meilleure configuration sur les résultats des 4 catégories. Son 
avantage réside avant tout au fait qu’il n’y ait pas besoin de l’alimenter pendant ses 25 
années de fonctionnement et donc les émissions annexes sont réduites. En ce qui concerne 
l’héliostat relié au réseau, le bus principal est le contributeur majeur dans toutes les 
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catégories (plus de 50 % dans toutes les catégories à la construction). Les impacts sont 
fortement augmentés en 25 ans à cause de l’énergie consommée. Il est responsable d’une 
forte altération de la qualité de l’écosystème.  L’ACV dépend fortement du pays qui est 
étudié. Dans un pays comme la France, l’utilisation d’un héliostat autonome se justifie 
certes par la minimisation des impacts, mais dans d’autres pays cela se justifie encore 
plus comme en Espagne et aux Etats-Unis. En effet, un cycle de vie dépend fortement du 
mix énergétique utilisé. En France, l’utilisation de l’énergie nucléaire en forte proportion 
est une singularité mondiale. L’énergie nucléaire étant faiblement carbonée, ses impacts 
reposent principalement sur l’extraction du minerai, sur la construction et le 
démantèlement de la centrale ainsi que sur le transport de l’électricité.  
 Cependant, l’énergie nucléaire possède aussi sa propre singularité car elle est 
certes peu carbonée mais s’appuie néanmoins sur des ressources fossiles, ce qui n’est 
donc pas soutenable à long terme (cf. chapitre I). De plus, l’évaluation à long terme de 
l’impact des déchets nucléaires par ACV n’a pas été faite. C’est un enjeu crucial pour 
compléter les études qui ont été faites dans ce chapitre et qui pourrait peut-être bousculer 
les résultats finaux en conséquence de la part de nucléaire dans le mix français.    
 Dans les chapitres suivants, l’étude se penche sur l’héliostat autonome. La 
démarche de l’ACV a validé l’intérêt de cette configuration. Dans la continuité de cette 
démarche, la minimisation de la taille de la batterie et du panneau solaire sera recherchée 
en optimisant la commande de l’héliostat, ce qui permet de minimiser la taille de ces deux 
éléments, pour une meilleure rentabilité. 
  









De l’héliostat à la maquette 
Introduction 
Dans le chapitre I, ont été présentées la concentration solaire, sa place actuelle 
dans le mix énergétique mondial et ses potentialités. Le constat établit que cette ressource 
est faiblement utilisée actuellement mais laisse envisager un avenir radieux. La centrale à 
tour(s) est, entre autres, un des moyens d’utilisation de cette concentration. Ce genre de 
centrales est équipé de systèmes appelés héliostats dont la tâche est de poursuivre le 
Soleil et d’en réfléchir les rayons sur un récepteur en haut d’une ou plusieurs tours. Deux 
moteurs sont nécessaires par héliostat, un pour l’axe d’azimut et un pour l’axe en 
élévation. Ces systèmes sont en général alimentés un à un par un large réseau de 
tranchées et de câbles qui traversent le champ. Dans le chapitre II, l’impact 
environnemental de cette configuration a été comparé à celui d’un champ autonome grâce 
à un générateur photovoltaïque et des batteries pour le stockage. Pour mener cette étude, 
une analyse de cycle de vie a été évaluée entre les deux stratégies : classique ou 
autonome. Les résultats montrent que l’utilisation d’héliostats autonomes permettrait de 
réduire l’empreinte écologique en utilisant des panneaux solaires et des batteries sur les 4 
catégories de l’ACV : changement climatique, santé humaine, ressources et écosystème. 
Ainsi d’un point de vue environnemental, il est plus intéressant d’utiliser des héliostats 
autonomes. Cette démarche est approfondie dans la suite.  
Désormais, dans ce chapitre, l’objectif est de préparer le dimensionnement d’un 
héliostat autonome qui sera optimisé dans le chapitre suivant par des méthodes plus 
originales et résolument orientées vers la recherche de l’efficacité énergétique. Primo, les 
équations de rotation de l’héliostat sont calculées dans un cas général, pour les deux axes. 
Elles  sont développées dans le chapitre pas à pas à partir des positions du Soleil dans la 
voûte céleste, c'est-à-dire dans le cas où l’héliostat est contrôlé en boucle ouverte de 
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position. Des recherches ont cependant été menées pour une régulation de la position 
grâce à des capteurs de radiation et de détection de nuage [ARA 06]. Les résultats sont 
intéressants pour un suivi pour des panneaux solaires trackers. Les capteurs enregistrent 
les plus fortes radiations là où le panneau produit plus. Ainsi, si un nuage apparaît, le 
tracker pointe vers la zone de la voûte la plus ensoleillée, peut-être dans une direction 
différente du Soleil. Cependant, dans le cas de l’héliostat, les capteurs n’ont pas pour 
objectif de pointer vers les plus fortes radiations, mais de pointer vers une cible fixe à 
partir d’un flux mobile. Cela demande donc un outil de calcul embarqué pour gérer la 
radiation et le pointage. La présence d’un nuage doit être détectée avec acuité pour ne pas 
changer subitement l’orientation du miroir. Il est possible donc d’asservir en boucle 
fermée, mais pour les raisons précédentes, ce choix ne sera pas retenu. De plus, la 
position du Soleil est connue avec précision pour les nombreuses années à venir tant que 
la Terre et son étoile restent sur leurs orbites actuelles. La détermination des équations 
permettra de recréer sur la maquette, une expérimentation complète c'est-à-dire sur une 
journée, émulant de manière homothétique, le comportement énergétique d’un héliostat 
durant ses déplacements en azimut et en élévation pour la poursuite du Soleil. La 
maquette sera ensuite présentée. Elle consiste en deux chariots, chacun entraîné par un 
moteur électrique via une vis sans fin, contrôlés en position et en vitesse. Les paramètres 
intrinsèques de la maquette sont ensuite identifiés. Une synthèse classique de régulateurs, 
basée sur des modèles, est calculée pour une commande avec des correcteurs de type 
proportionnel intégral (PI) d’une part et avec retour d’état (RE) d’autre part. L’objectif de 
cette synthèse classique des correcteurs est de mettre en évidence la problématique et de 
fournir une base de comparaison, qui sera utilisée dans le chapitre IV suivant, pour  Mais 
la conception des lois de commande ne serait pas complète sans une étude sur les 
paramètres de la grandeur de consigne. Ce point est donc abordé  en fin de chapitre. 
III.1 Équations de mouvement du Soleil 
III.1.1. Du calendrier julien et jour julien  
Les équations du mouvement d’un héliostat sont régies par les équations de 
l’élévation et de l’azimut du Soleil. Ce paragraphe décrit pas à pas les équations du 
mouvement solaire sur deux axes : en élévation (axe horizon-zénith) et en azimut axe 
(est-ouest). Avant de s’intéresser au repère géométrique, il est nécessaire de définir une 
base de temps. Ce paragraphe résume progressivement comment l’Histoire s’est mêlée à 
l’astronomie pour définir un temps universellement utilisé pour le calcul de la trajectoire 
des astres. Tout d’abord, le calendrier julien, éponyme, naît de la réforme en l’an -45 du 
calendrier romain par Jules César, qui en plus d’être nommé dictateur pour une décennie, 
est aussi grand pontife élu par les comices tributes [ROY 82, FRA 42]. Ce calendrier sera 
remplacé bien plus tard par le calendrier grégorien (réforme du calendrier julien par 
Regiomontanus et Ghiraldi) à partir de la fin du  XVIe siècle suite à la bulle papale de 
Grégoire XIII. Le calendrier julien reste encore utilisé notamment par les Berbères et 
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certaines églises orthodoxes. Le calendrier romain commençait aux ides de mars et ne 
contenait que 355 jours. Il était nécessaire de rajouter un mois intercalaire tous les deux 
ans : le mensis intercalaris. Malgré l’ajout de ce mois, l’erreur sur la durée réelle d’une 
année de 365,2422 jours persistait. En effet si ce système avait été respecté, en deux 
années romaines de 355 jours, 20 jours (voire 21 jours lors des années bissextiles) étaient 
omis alors que 27 jours étaient ajoutés. Ceci aurait du conduire à des erreurs de 6 à 7 
jours tous les deux ans. Or, les fréquents oublis d’intercalations par les autorités 
conduisent à un réajustement de 90 jours en l’an -46 : l’année dura donc 445 jours ! Le 
calendrier julien eut pour objectif de respecter la durée de révolution de la Terre autour du 
Soleil. Ce calendrier est désormais composé de 365 jours et commence au 1er janvier, date 
qui correspond à la prise de fonction des deux consuls de la république depuis l’an -153. 
Le premier jour de l’année changera maintes fois durant les siècles et suivant les États, 
avant d’être rétabli au 1er janvier selon le calendrier grégorien en 1582 par le 
susmentionné pape Grégoire XIII. Le mois intercalaire est supprimé au profit d’un jour 
intercalaire. En 238, ce jour intercalaire fut instauré au 23 février, obtenant ainsi un mois 
de 29 jours lors des années bissextiles. Le calendrier julien définit donc une date julienne 
(N.B. qui n’est pas le jour julien) et a permis de définir une année basée sur la période de 
révolution de la Terre, l’année julienne. C’est à partir d’un jeu de cycles de l’année 
julienne que l’agenais Joseph Juste Scaliger définit en 1583, la période julienne de 7980 
ans (juliens) [PET 66] et qui débute également un 1er janvier : le 1er janvier (au midi 
solaire) en 4713 av JC, qui était à l’époque une date antérieure à toutes celles référencées 
historiquement. Ainsi, toutes les dates référencées dans l’Histoire sont positives. Le 
calendrier et le jour juliens n’ont de commun, en plus du qualificatif, que l’année 
julienne. Le jour julien JD (« Julian Day »), lui ne concorde pas en outre avec la date 
julienne. C’est ce jour-là qui est utilisé en astronomie et par conséquent pour les 
équations du mouvement du Soleil. Les étapes suivantes proposent la transcription de la 
date telle qu’elle est utilisée en France aujourd’hui vers le jour julien. Notre calendrier est 
défini par un jour DD, un moins MM, une année YY, une heure hh, des minutes mm et des 
secondes ss. Le jour julien entier JDE est défini par : 
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(III.1) 
  
La relation entre le jour julien entier et le jour julien est la suivante ci-après : 
       




     
 
  




 Le jour Julien est donc un nombre décimal et commence à midi. Par exemple le 1er 
janvier 2000 à 12h00, J2000 = 2451545. D’ailleurs, pour ce nouveau millénaire, il est 
plus simple de calculer le jour Julien à partir de J2000 par les calculateurs car cela permet 
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de s’affranchir de tout problème lié aux arrondis de JJE. Il suffit donc de calculer le 
nombre d’années écoulées depuis l’année 2000 pour de déterminer le nombre Nk de jours 
entiers écoulés. Les années bissextiles ont une occurrence de 4 ans excepté tous les 100 
ans mais rétablies tous les 400 ans (N.B. : 1900 n’a pas été une année bissextile 
contrairement à 2000). Par exemple, pour une année X au jour kX de l’année, supérieure à 
2000, le nombre de jours écoulés entiers est : 
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(III.3) 
 
 Ly correspond au nombre d’années bissextiles (« Leap Years »). Un jour doit être 
ajouté pour chaque année entière bissextile écoulée, c’est pourquoi Ly(2000) est nul. Le 
nombre de jours entiers écoulés à l’année X, est de kX -1. Donc le calcul du jour julien JD 
peut s’écrire : 
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À partir du jour julien, le siècle julien CY (« CenturY »), qui n’a aucun rapport 
avec un siècle civil, a été défini mathématiquement de la manière : 
 
   
          




Ce siècle correspond à cent années du calendrier julien de 365,25 jours. Il permet 
d’appliquer des corrections sur les phénomènes lents tels que la déclinaison du Soleil ou 
l’excentricité de l’orbite elliptique de la Terre. Voici donc comment, à partir du calendrier 
julien, puis du calendrier grégorien, une base de temps universelle fut crée le jour julien 
JD. 
III.1.2. À l’heure du Soleil 
Une personne avertie sait qu’il n’est pas midi à 12h ! Tout dépend duquel « midi » 
il s’agit. Il est certain cependant qu’il n’est pas midi sur une montre lorsqu’il est 
réellement midi pour le Soleil. « Midi au Soleil », selon l’adage serait l’instant où notre 
bien-aimé astre stellaire serait au plus haut dans le ciel -au « zénith », c'est-à-dire à 13h en 
hiver et 14h en été. Malheureusement rien n’est moins sûr. En été par exemple, il n’est 
pas toujours midi à 14h. Cela fluctue de quelques minutes d’un jour à l’autre. Lorsqu’il 
s’agit de poursuivre le Soleil avec un héliostat, cette variation a son importance. Ainsi, 
une petite erreur de pointage de seulement 10 mrad (34,3 arc minutes pour les 
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astronomes) par un héliostat situé à 1 km en face de son point d’impact entraîne une 
erreur de pointage de 10 m  de la tache solaire réfléchie sur la tour où se situe le récepteur 
thermique, l’héliostat rate alors sa cible et ne participe pas à la production d’énergie. En 
conclusion, la différence entre l’heure de la montre, aussi suisse soit-elle, et l’heure du 
Soleil n’est pas seulement la résultante d’une erreur due à un fuseau horaire ou d’une 
simple translation temporelle fixée. De plus, par définition, le point le plus haut de la 
trajectoire du Soleil, ne s’appelle pas le « zénith » mais point de culmination. Ceci est 
expliqué dans la suite de ce chapitre. 
Si la montre n’est pas un bon indicateur pour le temps astronomique, alors à quel 
outil se fier ? Un cadran solaire ? Puisqu’il utilise directement l’ombre due à la radiation 
solaire, il est forcément plus juste. La lumière ne peut pas se tromper, surtout lorsqu’il fait 
beau.... Le temps indiqué par le cadran est appelé temps solaire vrai qui sera noté hS. Une 
journée dans cette base de temps correspond à l’intervalle de temps entre deux passages 
du Soleil au méridien local. Cette durée varie au cours de l’année à cause de l’excentricité 
de la trajectoire terrestre et de l’inclinaison de son axe par rapport à l’écliptique. Sa 
moyenne de 24h permet de définir le temps solaire moyen    à partir duquel sont réglées 
les horloges (à la longitude et aux fuseaux horaires près). Certains jours sont plus longs 
que d’autres. La différence s’appelle « équation du temps », qui en fait est un paramètre et 
non pas exactement une équation au sens premier. Le temps solaire moyen     qui est 
relié à la longitude φ du lieu et au temps universel TU par l’équation est : 
 





TU est le temps solaire moyen au méridien de Greenwich, il peut être déterminé 
localement par l’heure locale. La latitude est supposée positive pour les zones situées à 
l’est du méridien (comme à Toulouse ou Targassonne). Cette équation ainsi que celles de 
cette section sont accessibles sur le site de la NOAA (National Oceanic and Atmospheric 
Administration) [NOA 12]. Dans un découpage idéal planétaire, 24h seraient réparties 
angulairement en 2π rad. Le temps solaire moyen      est lié au temps solaire vrai hS par 
l’équation : 
        (III.7) 
 
où E est l’équation du temps. Son calcul est détaillé dans les étapes suivantes. Dans le 
repère de l’écliptique, la longitude géométrique moyenne L’ du soleil à partir du point 
vernal γ est ci-après:  
                                        (III.8) 
 
Le point vernal est l’un des deux points de concours entre le plan de l’écliptique et 
l’équateur de la sphère céleste. Pour le déterminer, il est défini comme la position du 
Soleil à l’équinoxe de printemps (Fig. III.1). 
 





Fig. III.1. Inclinaison de l’écliptique (noté ε, (x1Oy1) plan de l’écliptique,  
(x2Oy2) plan de l’équateur, γ est le point vernal) [RAP 09] 
 
Tous les angles de cette partie, sauf mention contraire seront exprimés en radian 
(rad), bien qu’en astronomie, les angles soient plus souvent exprimés en degré, arc 
minutes et arc secondes. Mais la plupart des logiciels de calcul (tels que Matlab) utilisent 
les radians. La Terre décrit une trajectoire elliptique quasi-circulaire autour du Soleil dont 
l’excentricité e varie selon les siècles juliens : 
 
                                               (III.9) 
 
La longitude moyenne du Soleil et l’excentricité varient lentement donc au cours du 
temps, d’où l’importance de l’utilisation siècle julien. La longitude géométrique moyenne 
L’ permet de calculer l’équation du centre C, c'est-à-dire la variation de la longitude 
autour de sa moyenne : 
 
  (                                       )       
                                                    
(III.10) 
 
La longitude vraie L est la longitude du Soleil dans le plan de l’écliptique: 
 
       (III.11) 
La longitude apparente, c'est-à-dire telle qu’elle est vue depuis la Terre sans considérer 
les rotations annexes mais en considérant le Soleil comme un disque, est La : 
 
             
                                        (III.12) 
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L’obliquité (ou inclinaison) moyenne de l’écliptique est notée δ. Il s’agit de l’angle entre 
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) (III.13) 
 
Une légère précession est responsable de la diminution de cette obliquité qui apparaît par 
les termes négatifs de l’expression. De plus, l’obliquité corrigée par un terme périodique 
supérieur au siècle julien, est δ’: 
 
                                       (III.14) 
 
La déclinaison du Soleil est l’angle entre l’axe Terre-Soleil avec et le plan équatorial et 
est notée δs :    
 
              
                                          (III.15) 
 
Cet angle est au maximum au moment des solstices. Avec l’angle solaire horaire ωs, il 
constitue les coordonnées équatoriales du Soleil dans le référentiel géocentrique (lié au 
centre de la Terre). La trajectoire de la Terre est une ellipse dont le Soleil en est l’un des 
foyers. Le point de la trajectoire le plus proche du Soleil est nommé périhélie, périgée, 
périapside, périapse... L’angle entre l’axe Terre-Soleil et périapse-Soleil est appelé 




   
                                             (III.16) 
 
Cette anomalie moyenne correspond à l’anomalie obtenue si la Terre effectuait une 
révolution circulaire à vitesse constante autour du Soleil. L’anomalie vraie ν est obtenue 
par correction due à l’équation du centre telle que (cf. III.10) :  
 
      (III.17) 
 
Il est désormais possible d’obtenir l’équation du temps notée E, représentée en figure III.2 
et qui complète l’équation (III.7) : 
 
    
                                                              
      
 





Ainsi, dans le cas de Toulouse en 2010, la variation maximale entre temps solaire moyen 
et temps solaire vrai a atteint plus de 16 minutes ! Une erreur de 16 minutes sur la 
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position du Soleil est incommensurable au vue de la précision requise dans sa poursuite. 
Un tel retard peut engendrer une erreur de 20 mrad, soit une erreur d’impact de 20 m sur 
un récepteur pour un héliostat à 1 km et en face de la tour. D’où l’importance de 
l’équation du temps dans l’estimation des éphémérides. L’équation du temps est nulle par 
trois fois dans l’année, et en 2010 l’une de ces dates correspondit au 25 décembre. 
 
 
Fig. III.2. Équation de l’écart entre temps solaire moyen  
et temps solaire  réel à Toulouse en 2010 
 
Après ces étapes de calcul, il est possible également de revenir à la notion de temps 
solaire moyen   ̅̅̅  (modulo 24 heures) : 
  ̅̅̅         
  
  
    [  ] (III.19) 
 
où, h est l’heure locale et ΔT le fuseau horaire (+1 pour la France en hiver). L’heure 
solaire vraie est par conséquent : 
          
  
  
     [  ] (III.20) 
 
L’angle horaire ωS est défini de la façon suivante à partir de l’heure solaire, de telle 
manière qu’il soit nul lorsque le Soleil est au zénith : 
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   [  ]         
(III.21) 
 
Ces équations sont d’une précision rigoureuse et permettent de s’assurer d’un 
pointage qualitatif de par la définition de l’heure solaire, utilisée dans la suite pour la 
détermination des rotations en azimut et élévation.  
III.1.3. Azimut et élévation du Soleil 
 Un observateur qui se tient bien verticalement (sur ses pieds et non pas en faisant 
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deux pôles que sont le zénith et le nadir, noms issus de l’Arabe. Le premier est au-dessus 
de la tête de l’observateur et le second en dessous, à l’opposé  (cf. Fig. III.3). 
 
 
Fig. III.3.  Zénith et nadir [WIK 13] 
 
L’angle du zénith solaire Φs, est défini mathématiquement par :  
 
                                    (III.22) 
 
 
Fig. III.4. Réfraction atmosphérique (S : position réelle du Soleil,  
S’ : image fictive due à la réfraction)  
 
Le point de culmination, ne peut en fait coïncider avec le zénith local que dans les 
zones intertropicales. Par conséquent, ni à Toulouse, ni à Targassonne, le Soleil n’est au 
zénith, sauf catastrophe. L’élévation solaire réelle ξs est l’angle complémentaire du zénith: 
 
   
 
 
    (III.23) 
 
L’image du Soleil vue depuis la Terre ne correspond pas à sa position réelle sur 
l’écliptique. En effet au sein de l’atmosphère, les rayons du Soleil réfractés (Fig. III.4), 
donc déviés. La méthode de calcul de la correction est explicitée dans la Table III.1. 
Lorsque le Soleil a une faible élévation, ou est au niveau de l’horizon, la correction à 
appliquer est d’autant plus grande. Les rayons sont tellement réfractés que sur un paysage 
extrêmement plat, il serait possible d’apercevoir certains rayons de Soleil alors que celui-
ci est juste en dessous de l’horizon ! Cette correction est dégressive en fonction de la 
croissance de l’élévation, pour être nulle à la perpendiculaire. La température, la pression 
et l’humidité engendrent aussi des erreurs dans l’estimation dans la hauteur du Soleil. 
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Table III.1. Corrections de l’élévation 
 
Cependant, les zones d’implantations sont dans des climats favorables et stables, 
ainsi ces paramètre ne perturbent pas l’estimation de la hauteur. Une perturbation 
apparaîtrait par mauvais temps, c'est-à-dire lorsque la centrale ne fonctionne pas.  
L’intérêt est donc de se positionner dans un lieu en altitude et faiblement soumis aux 
perturbations météorologiques.  
 
Fig. III.5. Correction atmosphérique en fonction de l’élévation du Soleil 
 
La réfraction est nulle pour un rayon lumineux orthogonal au dioptre formé par 
l’atmosphère et le vide de l’espace. Ainsi exemple, un observatoire a tout intérêt à 
disposer de télescope orienté vers le zénith pour une d’image optimale, mais cela réduit le 
champ d’observation. Il est bien-sûr nécessaire la plupart du temps d’aller observer des 
astres proches parfois de l’horizon. Finalement, l’élévation apparente du Soleil ξa est (cf. 
Fig. III.5) : 
 
        (III.24) 
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Fig. III.7. Élévation réelle et élévation 
perçue le 21 juin 2010 au matin 
Fig.8. Élévation réelle et élévation perçue 
le 21 juin 2010 au midi solaire 
 
Les figures 6,7 et 8 illustrent la correction atmosphérique à Toulouse le 21 juin 2010. A 
priori, les différences sont infimes voire à peine visibles (Fig. III.6) mais réelles en 
observant les figures 7 et 8. Enfin, il reste à déterminer l’azimut du Soleil, considéré nul 
lorsqu’il est en direction du nord, noté αs : 
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(III.25) 
 
La figure III.9 représente la course du Soleil à Toulouse en 2010 (en heure 
d’hiver, UTC ou TU +1). En hiver, la course du Soleil est très basse et son élévation est 
inférieure à 30°. En été, elle est supérieure à 60°. Cela induit une forte variabilité annuelle 
dans la production en énergie solaire, qu’elle soit concentrée ou photovoltaïque. En hiver, 
la durée d’éclairement (8 heures au minimum) est faible alors qu’en été, c’est l’inverse. 
 
 
Fig. III.9. Course du Soleil à Toulouse en 2010  
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Pour un héliostat, la consommation hivernale sera moindre que sa consommation estivale 
car les angles de rotations en azimut et en élévation sont plus faibles. Ceci se traduit aussi 
par un temps de travail plus court en hiver qu’en été. Il y a donc une sorte de coïncidence 
entre la consommation énergétique due aux mouvements de l’héliostat et la production 
photovoltaïque d’un héliostat autonome. Dans la suite, à partir de ces équations de la 
position précise du Soleil, les positions de l’héliostat peuvent être déterminées. 
III.1.4. Azimut et élévation de l’héliostat 
Le système de référence pour définir les équations de rotation de l’héliostat a pour 
origine le centre de l’héliostat (le centre du miroir). L’axe des abscisses est dirigé vers le 
sud (S), l’axe des ordonnées vers l’est (E) et l’axe des côtes vers le zénith (Z), de façon à 
ce que le triplet vectoriel définisse une base orthonormée directe.  
 
 
Fig. III.10. Soleil et cible dans le référentiel local 
 
Trois points virtuels ou réels doivent être définis pour le calcul des angles de 
rotation d’un héliostat, tel que cela est schématisé en figure III.10 : 
 Le centre Sa apparent du Soleil (Sa correspond à S’ dans la figure III.4), 
 La cible C, point d’impact théorique visé par le rayon réfléchi issu du miroir, 
 Le point H de visée normale infini vers lequel est orienté le miroir. 
Les coordonnées de ces points dans le repère (O ; OS ; OE ; OZ) sont : 
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(III.26) 
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Comme la base (OS ; OE ; OZ) est orthonormée directe les angles azimutaux sont 
négatifs lorsqu’ils sont dirigés vers l’est et positifs vers l’ouest dans le référentiel. Les 
vecteurs OS, OE et OZ sont normalisés et définissent les vecteurs  Vs, Vc et Vh : 
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Le vecteur Vh est également orthogonal au plan du miroir et est aussi le support de la 
bissectrice de l’angle formé par le rayon et sa réflexion pointant vers le point H. Il est 
donc défini par : 
 
          (III.28) 
 
Sa norme ρh est définie par : 
     ‖      ‖ 
 
     √                                      
(III.29) 
 
Les équations d’azimut et d’élévation du miroir sont les angles d’élévation ξh et 
d’azimut αh du point de visée et définissent quant à elles le système ci-après : 
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La fonction Arcsinus est une bijection de [-1 ; 1] sur [-π/2 ; π/2] alors que la 
fonction Arc cosinus est une bijection de [-1 ; 1] sur [0 ; π]. L’azimut du Soleil à Toulouse 
varie dans un intervalle large de [-3π/2 ; 3π/2] (cf. Fig. III.9), donc l’azimut de l’héliostat 
est plus ou moins compris dans l’intervalle  [-π/2 ; π/2]. Ainsi il est préférable d’utiliser la 
fonction Arcsinus pour le calcul de l’azimut de l’héliostat : 
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La position de repos de l’héliostat est telle qu’il est dirigé vers le zénith (ξh = π/2) 
et orienté vers le sud (αh = 0). Ainsi son azimut est nul et son élévation est un angle droit. 
Le système d’équation (S2) est la clé de voûte des équations héliostatiques. Elles serviront 
à l’établissement des équations de référence en position des chariots de la maquette, 
émulant les mouvements des axes d’un héliostat (section II de ce même chapitre). Ce 
système s’appuie non pas sur la position géocentrique du Soleil mais sur la position 
perçue de celui-ci, et l’importance de ceci a déjà été largement soulignée auparavant. 
Ainsi, les études certes intéressantes, menées dans certains articles n’ont pas pris en 
considération cette subtilité ([CHE 06], [WEI 06]). Sur la centrale THEMIS, la 




Fig. III.11. Placement des miroirs (en m) en fonction de la hauteur  
de la tour (50m à gauche, 100m à droite) 
 
Une étude de cas est menée sur 9 héliostats positionnés suivant : 
 la hauteur angulaire de cible (récepteur solaire) de 15°, 30° et 45° par rapport au 
centre du miroir,  
 Les azimuts de la cible par rapport au centre du miroir sont de -45°, 0° et 45°.  
 
Ces configurations correspondent aux placements des héliostats tels qu’ils apparaissent 
sur la figure III.11 (dans le cas où la tour mesure 50 mètres ou 100 mètres comme à 
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est placée à l’origine des graphiques. Les héliostats sont dispersés sur un champ de 
quelques centaines de mètres de profondeur et de largeur. Pour une tour de 100 mètres de 
haut, le champ est 4 fois plus grand que pour une tour de 50 mètres. 
Les graphiques des figures 12, 13 et 14 suivantes représentent la course du point H 
dans la voûte céleste (NB : l’azimut représenté est -αh) lorsque le Soleil a une élévation 
supérieur à 5° (hauteur à partir de laquelle la centrale THEMIS fonctionne). Dans 
l’hémisphère Nord, les courses du Soleil sont symétriques par rapport au sud. La tour est 
toujours placée au sud et les héliostats à son nord. Entre les tropiques, les héliostats 
peuvent être placés de part et d’autre du récepteur.  
Pour un héliostat situé en face de sa cible, les trajectoires sont symétriques par 
rapport au sud comme cela apparaît sur la figure III.12. Le point H s’élève en début de 
journée, atteint son point le plus haut vers 13 heures et décroît jusqu’à la fin de journée. 
Ceci correspond à l’allure générale des courses du Soleil dont le midi solaire est proche 
de 13h. Les courses sont plus hautes vers le solstice d’été et plus basses vers celui d’hiver. 
Le temps de poursuite varie du simple au double d’un solstice à l’autre (14h environ au 
21 juin contre 7h environ au 21 décembre). Les amplitudes de course en azimut et en 
élévation sont d’autant plus importantes que la hauteur de cible est grande, c'est-à-dire, 
d’autant plus que l’héliostat est proche de la tour. Ainsi, un héliostat devrait corriger sa 
position légèrement plus fréquemment plus il est proche de la tour à erreur angulaire 
constante. En outre des conclusions ne peuvent pas être prises prématurément par rapport 
à cette remarque. Cette erreur angulaire constante n’a en effet pas le même impact sur le 
récepteur pour un héliostat situé proche de la tour et un héliostat qui en est plus éloigné. 
Comme cela a été écrit, un héliostat situé en face d’un récepteur à 1 km, avec une erreur 
de pointage de 10 mrad sur un axe engendre une erreur du centre de la tâche sur le 
récepteur de 10 m. Mais à 250 m de la tour une même erreur angulaire engendre une 
erreur d’impact de seulement 2,5 m ! Cet aspect sera développé au chapitre V.  
La déviation à ±45° (αc) des héliostats par rapport à l’axe sud-tour engendre une 
dissymétrie des courses de l’héliostat (Fig. III.13 et Fig. III.14). Cette dissymétrie est 
d’autant plus marquée les jours proches du solstice d’été. De part leur excentricité, les 
points les plus hauts ne sont plus situés autour de 13 heures. Près du solstice d’été, 
l’élévation du Soleil ne varie presque pas (tout en restant élevée) en début ou en fin de 
journée suivant que l’excentricité est positive ou négative. Les courses solaires en été ont 
une amplitude très grande en effet, si bien que le Soleil se couche ou se lève derrière le 
miroir. La longueur des courses est plus marquée en été qu’en hiver, les héliostats 
travaillent plus longtemps en été qu’en hiver là aussi. De même les variations d’amplitude 
en azimut et en élévation étant plus fortes en été qu’en hiver, l’héliostat consomme plus. 
La position relative d’un héliostat par rapport à la tour joue un rôle déterminant dans la 
consommation d’un héliostat car les courses des axes varient fortement. La tour elle-
même peut être un obstacle à la réflexion du flux lumineux. Sa hauteur ne doit pas être 
trop importante pour éviter un alignement entre héliostat, Soleil et tour. Les courses 
représentées sont valables pour un miroir dont le centre de gravité se situe sur l’axe de 
rotation de l’azimut ou d’élévation (comme sur la centrale THEMIS, Fig. III.15). 




a- ξc = 45° 
 
b- ξc = 30° 
 
c- ξc = 15° 
 
Fig. III.12. Direction de la normale au miroir dans la voûte céleste (αc = 0°) 




a- ξc = 45° 
 
b- ξc = 30° 
 
c- ξc = 15° 
 
Fig. III.13. Direction de la normale au miroir dans la voûte céleste (αc = -45°) 
 
 




a- ξc = 45° 
 
b- ξc = 30° 
 
c- ξc = 15° 
 
Fig. III.14. Direction de la normale au miroir dans la voûte céleste (αc = 45°) 




Fig. III.15. Héliostat, centrale THEMIS 
III.2. Motorisation des axes de rotation des héliostats 
Les équations théoriques de la position du Soleil et des héliostats, ont été calculées 
au paragraphe III.1.3, il est désormais envisageable de les appliquer à un système qui 
reproduirait les mouvements en question. L’expérimentation matérielle de la thèse 
s’appuie sur une maquette développée sur plus de 3 années consécutives avant ce doctorat 
par [MOU 08] et [CAR 09]. Les moteurs étaient contrôlés à l’époque par un automate 
programmable Schneider via un variateur de vitesse. Ils étaient alimentés par des batteries 
chargées par le réseau. Une carte d’aiguillage fut développée pour alimenter les moteurs 
par le même variateur. L’innovation résidait donc dans l’utilisation d’un seul variateur car 
dans l’ensemble des configurations actuelles, chaque axe utilise un variateur. Durant la 
thèse, l’autonomie de la maquette (comme celle des héliostats) fut envisagée grâce à un 
panneau solaire et des batteries. L’objectif de rendre le dispositif contrôlable grâce à 
l’outil Dspace et d’optimiser les commandes afin de réduire la consommation. 
III.2.1. De l’héliostat à l’architecture de la maquette 
 Un héliostat est un dispositif qui suit le Soleil au moins sur deux axes. 
L’installation d’un troisième axe peut être envisagée cependant, autour de l’axe de la 
normale au miroir. Son mouvement se traduirait par une rotation de la tâche solaire sur le 
récepteur sans modifier la position du centre de la tâche, mais en ajustant la répartition du 
flux lumineux. Une monture équatoriale permet également de suivre les astres sur un seul 
axe (enfin presque !). Mais dans ce cas il serait nécessaire d’ajuster la hauteur du système 
chaque jour, héliostat par héliostat. De plus, les erreurs dues à la réfraction de l’élévation 
ne peuvent être corrigées. Mais dans la plupart des configurations héliostatiques, deux 
axes sont en rotation selon la méthode azimut-élévation, Fig. III.16, [CHE 06] ou la 
méthode spinning-elevation [CHE 04], moins usitée. 




Fig. III.16. Méthode azimut-élévation 
 
 C’est pourquoi, la maquette est composée de deux axes motorisés. Les moteurs 
utilisés sont des machines à courant continu (MCC, Fig. III.17), modèle Re 35g de la 
marque Maxon (voir Annexe D) dont les caractéristiques sont : 
 Puissance nominale     :  47 W, 
 Tension d’alimentation   :  24 V, 
 Courant maximum permanent   :  2,15 A (couple de 0,113 Nm) 
 Résistance interne     :  2,07 Ω, 
 Inductance interne     :  0,62 mH, 
 Vitesse à courant nominal    :  3493 tr.min-1, 
 Couple à courant nominal   : 0,113 Nm, 
 Constante de couple     :  5,25.10-2 Nm.A-1, 




Fig. III.17.Moteur MCC 47 W et codeur 
incrémental 
 
Ces moteurs sont associés à des réducteurs (1/15) qui mettent en rotation deux vis 
sans fin entraînant elles-mêmes des chariots en translation dont les frottements visqueux 
et l’inertie seront à prendre en compte car ils reproduisent les frottements des axes sur un 
héliostat. La position des moteurs est repérée par des codeurs incrémentaux du modèle 
HEDL 5540 du fabricant FAULHABER de connectique IDC 10 (voir Annexe E). Un tour 
de moteur correspond à 500 points. La régulation du courant est directement effectuée par 
le variateur de vitesse (hacheur 4 quadrants). Le modèle utilisé est le 4-Q DC de Maxon 
(voir Annexe F, Fig. III.18). Une carte d’aiguillage, développée dans [CAR 09] a été 
implantée. Cette carte gère l’alimentation des codeurs, de façon à ce qu’ils ne 
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fonctionnent que lorsque les moteurs sont en rotation. Elle aiguille également le courant 
vers le moteur qui est en mouvement. La poursuite du Soleil est un processus lent, qui 
tolère une alimentation séquentielle des axes d’un héliostat et donc d’alimenter 
alternativement, un moteur après l’autre tout au long de la journée.  
 
  
Fig. III.18. Hacheur 4Q DC (variateur de vitesse) et carte  
Dspace 1104 
 
L’automate programmable a été remplacé par une carte Dspace DS1104 (Fig. 
III.18) associée à un bloc d’interface Analogique-Numérique (Fig. III.19). Cette carte a 
permis d’obtenir une plus grande souplesse dans la modulation des commandes. De 
même, grâce à l’outil ControlDesk, la capacité stockage des valeurs algébriques est plus 
importante. Un système d’interrupteur permet de couper l’alimentation des moteurs en 
cas d’urgence. L’ensemble des éléments de la maquette émulant un héliostat est illustré 
en figure III.19.  
 
 
Fig. III.19. Composants de la maquette 
 
Deux stratégies de commande seront appliquées sur la vitesse et la position : un 
retour d’état (RE) et un proportionnel intégral (PI). Le hacheur gère directement la 
régulation en courant. Donc cette grandeur est régulée de la même façon sur les deux 
stratégies. Dans un premier temps, des régulateurs « classiques » par placement de pôles 
seront imposés, puis serviront de base pour une recherche par optimisation dans le 
chapitre suivant, en vue de la minimisation de la consommation de la maquette. 
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L’ensemble des boucles sont présentées en figure III.20.   
 
Fig. III.20. Schéma des boucles : position, vitesse et courant  
III.2.2. Boucle de courant 
 La régulation en courant est directement effectuée par le hacheur. 
Malheureusement, ce système constitue une boîte noire mais avec quelques réglages 
possibles grâce à des potentiomètres: 
 La limite de courant de pointe (jusqu’à 20 A), 
 La limite de courant continu en régime permanent (jusqu’à 10 A), 
 Le gain de la boucle de régulation.  
 
En revanche, il est possible d’ajuster ces potentiomètres afin d’utiliser un modèle 
mathématique simplifié de la boucle de courant. Sur la figure III.21, la partie supérieure 
représente le schéma symbolique classique d’un moteur à courant continu alimenté par un 
hacheur.  
 
Fig. III.21. Simplification de la boucle de courant 
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Certains paramètres de celui-ci ont été déterminés, par exemple, un gain appelé Kmli = 
2,4 qui est le gain de la MLI (Modulation de Largueur d’Impulsions) associé à une 
fréquence de découpage fdec de 10 kHz ([MOU08] pour une tension de consigne de 
l’amplificateur à MLI de 10 V, la tension de sortie est de 24 V, à 0 V en entrée, 0 V en 
sortie). Mais certains paramètres du hacheur ne sont pas connus tels qu’ils apparaissent 
dans la figure III.21 par des blocs noirs. La boucle de courant va être approchée par un 
premier ordre dont le gain est Gc et la constante de temps τc. Pour identifier la boucle de 
courant, des tests ont été menés à rotor bloqué et sous tension réduite. 
Conformément à l’hypothèse classique de séparation des modes, la boucle de 
vitesse a une constante de temps bien supérieure (ceci est analysé dans le paragraphe 
relatif à la boucle de vitesse ci-après). Des références en échelon alternativement 
négatives puis positives vont être appliquées à l’entrée du hacheur. Ces échelons ont une 
durée 2,5 ms ont une amplitude de 1V. Les mesures conduisent aux valeurs : Gc = 1.7 
A/V et τc = 1.5.10
-4 s sur le modèle décrit en figure III.22. 
 
Fig. III.22.Identification des paramètres de la boucle de courant 
III.2.3. Boucle de vitesse 
 Le hacheur inclut la fonction de variateur de vitesse, il peut donc en faire la 
régulation. Il est équipé à cet effet d’une entrée (DIN 41651) pour la connexion d’un 
codeur incrémental. Aux origines de l’installation de la maquette en association avec un 
automate programmable, ce port était utilisé avec un aiguillage. En effet, chaque moteur 
possédant son propre codeur incrémental, une carte annexe était nécessaire pour utiliser 
l’unique connexion du hacheur. Seule la boucle de position était contrôlée par l’automate. 
Comme le mentionne l’intitulé de la thèse, c’est par la commande que la consommation 
de l’héliostat doit être minimisée. Donc utiliser la fonction de variateur de vitesse du 
hacheur, prive l’accès à une boucle. Par conséquent, le hacheur ne sera utilisé qu’en mode 
courant, la régulation de la vitesse étant optimisée indépendamment via la carte DSpace 
comme la boucle de position. Au cours des tests expérimentaux, il apparut évident que les 
paramètres de frottements (secs Cs et visqueux f) n’étaient pas les mêmes : 
 sur les deux axes, 
 dans un sens ou dans l’autre, 
 selon la position du chariot sur l’axe,  
 et probablement selon l’héliostat, la météo et le vieillissement des constituants. 
 
Des tests ont donc été effectués pour déterminer dans un premier temps le couple 
de flottements sec Cs et le coefficient de frottements visqueux f pour chaque axe et dans 
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les deux sens. Pour ce faire, les expériences s’appuient sur l’équation relative à un moteur 
à courant continu : 
 
                
     
  
       (III.32) 
  
où, kc est la constante de couple en Nm.A
-1, i le courant traversant le moteur en A, J  
l’inertie globale de l’axe en kg.m², ω la vitesse de rotation du moteur en rad.s-1. Afin de 
faire varier le courant, différents échelons sont appliqués en boucle ouverte de vitesse à 
l’entrée du hacheur dans le sens positif et négatif pour les deux moteurs. Le courant et la 
vitesse en régime permanent sont alors relevés et l’équation devient : 
 
                
 
  




               ⟦   ⟧ 
(III.33) 
 
La figure III.23 montre l’évolution du courant permanent en fonction de la vitesse 
permanente qui permettent de déterminer le couple (Cs ; f). La pente des courbes est ak. Le 
point d’intersection avec l’axe des ordonnées est bk. La constante de couple kc est connue 
et vaut 5,25.10-2 Nm.A-1. Les coefficients de corrélation sont proches de 1. Les résultats 
sont résumés dans la Table III.2 suivante :  
 
Azimut Élévation 

















2,14.10-4 1,57.10-2 2,55.10-4 1,88.10-2 6,40.10-5 1,71.10-2 5,82.10-5 1,76.10-2 
Table III.2. Frottements secs et visqueux sur chaque axe et dans chaque sens 
 
La Table III.2 confirme que les frottements ne sont pas égaux d’un axe à l’autre  
ni d’un sens à l’autre. Cependant, les frottements visqueux f restent du même ordre de 
grandeur, que le moteur tourne dans un sens ou dans l’autre pour l’azimut (2,14.10-4 
Nms.rad-1 dans le sens négatif contre 2,55.10-4 Nms.rad
-1 dans le sens positif, soit une 
variation de 17 %). Il est en de même pour l’axe d’élévation (2,14.10-4 Nms.rad-1 dans le 
sens négatif contre 2,55.10-4 Nms.rad
-1 dans le sens positif, soit une variation de 9 %). En 
revanche le frottement visqueux d’un axe à l’autre varie donc du simple au quadruple. Le 
couple de frottements secs Cs , modélisé (trop) simplement dans un premier temps comme 
l’ordonnée à l’origine des courbes (Fig. III.23), quant à lui est à peu près équivalent d’un 
axe à l’autre :  
 1,57.10-2 Nm dans le sens négatif contre 1,88.10-2 Nm dans le sens positif pour 
l’axe d’azimut (soit 16 % de variation),   
 1,71.10-2 Nm dans le sens négatif contre 1,76.10-2 Nm dans le sens positif pour 
l’axe d’élévation (soit seulement 13 % de variation). 
 




a) azimut négatif b) azimut positif 
  
c) élévation négative d) élévation positive 
Fig. III.23. Courbes Courant - Vitesse 
 
La dernière inconnue de la boucle de vitesse est l’inertie J. La constante de temps 
de la boucle de courant τc = 1,50.10
-4 s étant très petite par rapport à celle de la boucle de 
vitesse, le bloc du courant peut être réduit au simple gain Gc = 1,74 A.V
-1. Donc la 
constante de temps mécanique τm : 
 





La figure III.24, montre que la constante de temps mécanique τm est de 39 ms et le 
temps de réponse à 95 % de 141 ms. L’essai a été effectué pour une rotation positive de 
l’azimut en appliquant à l’entrée du variateur une référence en tension U de  0,3 V. La 
vitesse en régime permanent est de 62,8 rad.s-1. U* est une mise au niveau de la tension 
de référence U à celui de la vitesse permanente. Donc, l’inertie globale J est de 8,67.10-6 
kg.m2. Elle sera supposée égale pour les deux axes et les deux sens car le matériel est le 
même du point de vue de la masse et dimension des chariots, vis, moteurs... Le poids ou 
encore la pression du vent exercée sur le miroir n’ont que peu d’influence sur la boucle de 
vitesse, le rapport de réduction des moteurs est en effet très grand sur les héliostats. A 
titre d’exemple, elle est proche de 45000 sur ceux de la centrale THEMIS. 




Fig. III.24.Réponse de vitesse à un échelon à l’entrée du hacheur 
 
Ces couples résistants sont donc négligés. Le couple résistant Me  [PFA 11] est : 
 
           





où CM est le coefficient de portance sans dimension, S la surface du miroir en m², Le la 
longueur de l’axe d’élévation, ρ la masse volumique de l’air en kg.m-3, V la vitesse du 
vent en m.s-1. Dans le cas d’un héliostat, CM est inférieur à 1 selon un rapport du NREL 
[PET 86] dans un champ protégé par des barrières et ce quel que soit l’angle d’attaque du 
vent sur l’héliostat. Sur la centrale THEMIS, les héliostats ont une surface de 53,7 m² ; en 
supposant que l’héliostat est de la forme carrée, S = Le². À 25°C sous une pression de 1 
atm, ρ vaut 1,184 kg.m
-3. Dans une dépression atmosphérique, la densité de l’air est plus 
faible et par conséquent, ρ est surestimée. Ainsi, Me peut-être majorée par : 
 
        
  (III.36) 
 
Ce moment est exprimé en bout d’arbre sur l’axe d’élévation (la réduction totale 
sur la centrale THEMIS est de 4,5.104). La figure III.25 illustre le couple d’inertie 
maximal exercé par le vent en fonction de sa vitesse. Selon, le moteur utilisé par 
l’héliostat, le seuil de mise en position de survie est ajustable. 
III.2.4. Boucle de position 
Sur la plupart des centrales, les héliostats ne poursuivent pas le Soleil en continu. 




























Fig. III.25. Couple résistant en fonction de la vitesse du vent sur le moteur 
 
C'est-à-dire que lorsque le Soleil s’est déplacé, sa tâche réfléchie sur le récepteur 
s’est déplacée également si l’héliostat ne corrige pas. Cette correction est effectuée sur la 
centrale THEMIS à chaque fois que l’azimut (ou l’élévation) accuse une erreur atteignant 
0,15 mrad. Il s’agit d’une correction angulaire fixe et non selon l’erreur d’impact sur le 
récepteur. Ainsi ce seuil angulaire atteint, une correction absolue de 0,3 mrad est 
effectuée dans le sens de déplacement inverse à la tâche, soit deux tours moteur. L’azimut 
est toujours corrigé dans le même sens car l’azimut est croissant au cours d’une journée. 
Pour l’élévation, la correction peut s’effectuer dans les deux sens puisque le Soleil s’élève 
dans un premier temps et redescend après le midi solaire. La correction de 0,3 mrad 
(exprimée en rad sur le moteur ≈ (2x2π)/ 45000) s’opère par deux tours de moteurs. Les 
angles d’azimut et d’élévation sont donc discrétisés chaque 0,3 mrad au cours de la 
journée. Ce principe conduit à une avance temporaire de 0,15 mrad (comme illustré par la 
figure III.26). Pour transcrire ceci sur la maquette, les corrections seront aussi de deux 
tours moteurs, c'est-à-dire de 1000 points. 
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Les équations de rotation sont supposées suivre celles d’un héliostat classique 
implanté à Toulouse. Un gain de position Kθ = 2π/500 (cf. Fig. III.20) permettra de réguler 
les boucles du système. Les amplitudes des rotations d’un héliostat classique et des 
moteurs de la maquette ne sont pas les mêmes, mais fonctionnent à la même fréquence. 
L’objectif est avant tout de tester les commandes et différentes références de position. Ces 
paramètres sont résumés en Table III.3.  
 
Grandeur Valeur Unité 
J Inertie 8,67.10-6 kg.m² 
Kθ Gain de position 
  
   
 rad 
Gc Gain boucle de courant 1,74 A.V
-1 
τc 
Constante de temps du 
courant 
1,50.10-4 s 
kc Constante de couple 5,25.10
-2 Nm.A-1 
Table III.3. Paramètres des moteurs de la maquette 
III.3. Régulateurs et références 
 Le système est constitué dans cette approche de trois boucles. La régulation 
effectuée est menée en cascade, les boucles sont temporellement indépendantes. La 
boucle de courant est directement ajustée par le hacheur. Sa fonction de variateur de 
vitesse est inhibée et la régulation de vitesse est directement effectuée par la carte Dspace, 
il en est de même pour la régulation en position. Les références en position sont 
également ajustables grâce à la carte Dspace. Ces réglages ont pour objectif de déterminer 
le type de régulation et la référence en position qui permettent une moindre 
consommation pour l’héliostat. 
III.3.1. Régulation Proportionnel Intégral 
Les régulateurs PI (Proportionnel Intégral) sont définis par deux coefficients Ki 
(gain proportionnel) et Kp (gain intégral). Kiθ  et Kpθ sont les gains de la boucle de 
position et KiΩ  et KpΩ sont les gains de la boucle de position. Ce type de régulateur est 
appliqué aux deux boucles selon le schéma de la figure III.27. La boucle fermée de 
position Fθ est la suivante, en supposant une séparation des modes par placement des 
pôles :  
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(III.37) 




Fig. III.27. Régulation proportionnel intégral en vitesse et en position 
 
La boucle fermée FΩ de vitesse est la suivante, en supposant une séparation des 
modes par placement de pôles : 
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Ces deux fonctions peuvent se mettre sous la forme canonique suivante, ζ est 
l’amortissement et ω0 est la pulsation propre, en fonction du polynôme du numérateur N : 
 
      






   
 (III.39) 
 
Les réglages sont les suivants : 
 Temps de réponse Tr (à une entrée en échelon) de 1 s en position et de 0,1 s en 
vitesse :  
    
 
   
      , 
    
 
    
      ,   
   
√ 
 
, c'est-à-dire un dépassement de 5 %. 
Cette démarche permet de définir des réglages académiques (ou classiques) qui seront 
testés sur la maquette dans un premier temps et les mesures seront analysées. Ensuite, à 
partir de ces valeurs de réglages classiques, une optimisation hors-ligne sur les gains des 
correcteurs PI sera menée pour minimiser la consommation de la maquette tout en 
assurant la poursuite du Soleil. De plus, la génération de référence en position sera aussi 
optimisée (rampe et cubique). Ces critères permettent d’obtenir la Table III.4, par 
identification. Une autre approche, à mener dans des travaux futurs pour en tester les 
potentialités, consistera à utiliser des commandes RST. 
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 Boucle de position Boucle de vitesse 
Grandeur algébrique numérique algébrique numérique 
   
  
  
     5,99 
  
  
     
 
     
 4,85.10
-3 
     
  17,95 
    
 
     
 
1,59.10-1 
Table III.4. Synthèse classique des régulateurs PI des boucles de vitesse et de position 
 
Les résultats de cette synthèse classique peuvent être testés sur les moteurs. La 
figure III.28 représente les résultats expérimentaux pour trois échelons dans le sens positif 
de 1000 points consécutifs et trois échelons dans le sens négatif. La période 
d’échantillonnage appliquée en expérimentation est de 2,0.10-4s. 
 
 
Fig. III.28.Comparaison globale simulation (en noir) / mesure (en bleu)  
(en azimut à gauche et en élévation à droite)  
 
Sont exposés les positions, les vitesses et les courants des moteurs en azimut (à 
gauche) et en élévation (à droite).  Finalement, pour la position, le temps de réponse est 
de 1 s à 95 %. Cet ordre de grandeur est correct au vu du cas de la centrale THEMIS. En 
effet, ses héliostats corrigent la position en environ 1 s. La réponse en position possède la 
même dynamique d’un moteur à l’autre. Les résultats des trois boucles sont illustrés plus 
en détail dans les figures 29 et 30 qui correspondent respectivement à des références en 
échelon négatif et positif de 1000 points. En position, la différence entre la simulation et 
l’expérience est presque nulle sur les deux axes et dans les deux sens. Le système est 
composé de trois boucles fermées imbriquées donc dynamiquement indépendantes. Ainsi, 
malgré une certaine différence au niveau des vitesses en simulation et en expérience, la 
régulation de position est satisfaisante. Donc, pour la vitesse, les pics ne sont pas les 
mêmes, ils sont plus élevés en absolu en expérience (67 à 72 rad/s) qu’en simulation (de 
51 à 55 rad/s). Mais les temps de pics sont très proches et de l’ordre de 0,06 s.  




Fig. III.29. Comparaison globale simulation, sens négatif (en noir) / mesure (en bleu)  
(en azimut à gauche et en élévation à droite)  
 
Les boucles de vitesse sont dépendantes des frottements visqueux et secs qui 
varient suivant la position sur l’axe. Les pics de courants sont légèrement plus élevés 
hormis pour le cas de l’élévation décroissante. Ces résultats traduisent la nécessité de 
l’acuité de l’estimation des frottements secs. Ils sont variables d’une position à l’autre sur 
l’axe. Cependant, de manière globale, les résultats des simulations sont proches des 
expérimentaux. Ces identifications permettent pour le chapitre suivant de définir une base 
pour l’optimisation de la consommation par la commande. 
 
 
Fig. III.30. Comparaison globale simulation, sens positif (en noir) / mesure (en bleu)  
(en azimut à gauche et en élévation à droite)  
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III.3.2. Régulation par retour d’état 
  La vitesse et la position ont aussi été contrôlées par une commande par retour 
d’état (RE). Le vecteur d’état X, dont  ̇ est la dérivée temporelle, est donc composé de 







Le modèle de la régulation est : 
 
 ̇        
     
(III.41) 
 
où, Y est la matrice de taille 1 x 1 qui composée de la position Θ. U est la commande 
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La matrice K de dimension 3 x 1, couplée au gain g d’anticipation permet de 
placer les pôles du système de façon à minimiser la consommation. Le schéma de la 
régulation est en figure III.31. Le modèle régulé s’écrit donc : 
 
 ̇             
  [     ∫ ] 
(III.43) 
 
Les pôles du système régulé sont les valeurs propres de la matrice A-BK. Le 
coefficient g permet de compenser le pôle le plus lent. Par la fonction « acker » du 
logiciel Matlab, il est possible de résoudre numériquement l’équation inverse en imposant 
les pôles. 
 
Fig. III.31. Schéma de la commande par retour d’état 
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 La constante de temps en boucle ouverte de position est de 1,0 s et celle de vitesse 
est de l’ordre de quelques centaines de millisecondes (voir identification 1er ordre de la 
boucle de vitesse, chapitre IV). Ainsi, pour améliorer la dynamique en boucle fermée, les 
valeurs propres suivantes sont retenues -100, -10 et -1, le pôle le plus lent est celui est 





)    ∫  (III.44) 
 
 
Fig. III.32. Comparaison globale simulation (en noir) / mesure (en bleu)  
(en azimut à gauche et en élévation à droite)  
 
 
Fig. III.33. Comparaison globale simulation, sens négatif (en noir) / mesure (en bleu)  
(en azimut à gauche et en élévation à droite)  
 














1,16.103 1,22.104 -1,09.103 1,09.103 
Table III.5. Synthèse classique de la commande  
par retour d’état(RE) 
 
La synthèse classique des résultats est présentée dans la Table III.5. Les résultats 
de la simulation sont comparés à ceux de l’expérimentation dans la figure III.32. Puis, les 
résultats sont détaillés dans le sens négatif (Fig. III.33) et le sens positif (Fig. III.34) pour 
les deux axes. La période d’échantillonnage est de 2,0.10-4s. 
 
 
Fig. III.34. Comparaison globale simulation, sens positif (en noir) / mesure (en bleu)  
(en azimut à gauche et en élévation à droite) 
 
Les boucles de position sont les boucles les moins soumises aux variations 
paramétriques puisque les paramètres de la maquette tels que les frottements visqueux et 
l’inertie ne concernent que la boucle de vitesse. Donc les dynamiques de position en 
simulation et en expérimentation sont assez proches. Les vitesses cette fois-ci ont des 
amplitudes voisines malgré quelques millisecondes de retard sur le pic. Les courants ont 
des maxima (1,7 A) plus grands en simulation. Hormis pour l’élévation négative, les 
courants en poursuite sont du même ordre de grandeur. Ce modèle sera donc utilisé pour 
une optimisation de la consommation par la commande. 
III.3.3. Les références 
 Sur la centrale THEMIS, la référence de chaque axe est du type échelon. Trois 
sortes de références sont utilisées : échelon, rampe et « cubique ». L’objectif est 
d’optimiser celles-ci de façon à minimiser la consommation de la maquette, elles sont 
illustrées sur la figure III.35.  




Fig. III.35. Références appliquées en position 
 
Pour la référence en échelon, dans un premier temps, aucun paramètre n’est 
ajustable. Un paramètre est cependant ajustable en ce qui concerne les deux autres modes. 
La référence en rampe est tout simplement de la forme, où αR est lié à la pente et N est le 






              
        
 
  
         




Le paramètre αR est ajustable et αR ≈ 1,0 s pour un temps de réponse requis proche 
de 1s, qui est satisfaisant vu de la tour et donc de la production d’énergie. De même, la 
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 (III.46) 
 
Là également le paramètre αC est ajustable et αC ≈ 1s pour un temps de réponse 
requis proche de 1s. Dans le chapitre IV, les paramètres αR et αC seront optimisés, comme 
les gains des boucles, afin de minimiser la consommation de la maquette par une 
approche hors ligne basée sur des stratégies évolutionnaires (ES). 
Conclusion  
Ce chapitre a permis de présenter (y compris dans une perspective historique) et 
de formaliser les équations appliquées à un héliostat pour poursuivre le Soleil avec 
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homothétique sur la maquette via la carte Dspace. Ce banc d’essai est constitué donc deux 
machines à courant continu (en azimut et en élévation) définissant trois boucles chacune : 
position, vitesse et courant. Le courant des deux moteurs est directement contrôlé par un 
unique hacheur et une carte d’aiguillage. L’objectif de cette configuration est de 
s’affranchir de l’usage d’un hacheur en supprimant ainsi sa consommation de veille, et in 
fine cela permet de minimiser la consommation globale du système pour envisager une 
autonomie. La détermination des paramètres des moteurs (inertie, frottement) permet de 
définir un modèle validé par des synthèses classiques.  
Des régulateurs de type proportionnel intégral (PI) et retour d’état (RE), ont été 
calculés de manière très académique, par placement de pôles, pour définir une base pour 
le chapitre suivant. Dans celui-ci, le modèle Simulink des moteurs est associé à des 
stratégies évolutionnaires (ES) qui optimisent la consommation des axes à partir des 
régulateurs dont les gains sont issus de ceux des synthèses classiques. A cette 
optimisation hors-ligne sera comparée l’optimisation expérimentale dite des plans 
d’expériences. La finalité de ces recherches est de minimiser la consommation de la 






Optimisation de la commande 
Introduction  
Les héliostats qui poursuivent le Soleil, sont équipés de deux moteurs : un axe en 
azimut et un en élévation. Les équations de rotation de ceux-ci ont été déterminées et 
illustrées dans le chapitre III. Des stratégies de commande ont été appliquées sur les 
moteurs modélisés sous Simulink, dont les paramètres (inertie, frottements...) ont été 
préalablement calculés sur les axes réels. Les résultats de simulation comparés à ceux de 
l’expérience sont proches par des synthèses classiques en proportionnel intégral (PI) et en 
retour d’état (RE). Sur un champ, les héliostats sont souvent un à un alimentés par le 
réseau via des tranchées et des câbles très longs qui peuvent atteindre plusieurs 
kilomètres. Le chapitre II a permis de montrer qu’un héliostat autonome avait une plus 
faible empreinte environnementale par une analyse de cycle de vie (ACV) comparative. 
Des batteries et un générateur photovoltaïque composent le système d’alimentation. Or, le 
coût du champ héliostatique, non-étudié dans la thèse certes, est directement lié à la taille 
de ce système d’alimentation. Dans ce chapitre IV, l’objectif est donc de diminuer la 
consommation d’un héliostat afin de diminuer la taille du générateur pour l’autonomie. 
Les consommations des moteurs par différentes méthodes de régulations « hors-ligne » 
sont comparées : 
 PI selon une synthèse classique (cf. chapitre III), 
 RE selon une synthèse classique (cf. chapitre III), 
 PI optimisé via des stratégies évolutionnaires (ES), 
 RE optimisé via des stratégies évolutionnaires (ES), 
 Commande Linéaire Quadratique (LQR). 
L’objectif des stratégies évolutionnaires et de la commande LQR est de minimiser la 
consommation du moteur avec une approche d’optimisation hors-ligne à partir des gains 
obtenus par synthèses classiques du chapitre III. Dans une seconde partie du chapitre, des 
méthodes plus expérimentales seront appliquées pour une minimisation de la 
consommation de la maquette : les Plans d’Expériences appliqués aux PI et RE. 
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IV.1. De la synthèse classique à l’optimisation hors-ligne 
IV.1.1. Présentation 
Le modèle des machines définis au chapitre III avec leurs boucles de vitesse et de 
position permet une modélisation sur des logiciels de simulation tels que Simulink ou 
PSIM. Grâce à ce modèle, une optimisation hors ligne des paramètres de la commande 
sur chaque axe peut être lancée sur les coefficients suivants : 
 Ki et Kp pour la régulation en Proportionnel Intégral en vitesse et en position, soit 
4 paramètres, 
 La matrice K et le gain g de la boucle d’anticipation pour la commande par retour 
d’état, soit 4 paramètres, 
 Le paramètre qui caractérise les références cubiques ou en rampe (αR ou αC), 
comme définies au chapitre III (Fig. IV.1). 
 
 
Fig. IV.1. Références appliquées en position 
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Cette optimisation est le fruit d’un couplage C-Matlab/Simulink. Elle est dite hors 
ligne en contraste avec la méthode de plans d’expériences de la seconde partie qui 
s’appuie directement sur des mesures in situ. Le programme d’optimisation basé sur une 
stratégie d’évolution ES a été développé dans [JAF12] en s’appuyant sur les théories de 
T. Bäck et F. Hoffmeister [BAC96], [HOF 91]. Il s’agit d’une stratégie évolutionnaire 
dont le critère à optimiser est la consommation du modèle Simulink du moteur ωm en 
fonction des gains des régulateurs appliqués. Le vecteur d’entrée X est composé de 4 
(gains des correcteurs) ou 5 grandeurs suivant s’il s’agisse de référence en échelon ou non 
(cf. Table IV.1).  
 
X x1 x2 x3 x4 
Double PI 























Table IV.1. 4 premiers paramètres du vecteur X 
 
Dans le cas d’une référence en rampe ou cubique, le 5ème paramètre est x5 = αR  ou 
x5 = αC. Les gains sont testés sont les axes de la maquette en trois points différents : 
 « butée 1 », en début d’axe, pour une position de 0 pts, 
 « milieu », au milieu d’axe, pour une position de 5,0.105 pts, 
 « butée 2 », en début d’axe, pour une position de 106 pts. 
 
Cette application en 3 endroits différents permet entre autre de vérifier la 
robustesse de la régulation aux petites vitesses, c'est-à-dire celles de la poursuite. La butée 
1 correspond à l’endroit le plus sollicité de l’axe, donc celui qui a vieilli le plus. La 
maquette, du moins en ce qui concerne les axes, est utilisée depuis 5 ans. Ils ont donc 
vieilli et se sont usés suffisamment pour observer des différences de comportement entre 
les positions. Cette constatation est une difficulté supplémentaire mais représente aussi les 
variations paramétriques d’un véritable héliostat qui subit des variations climatiques plus 
fortes que les axes de la maquette et qui doit cependant fonctionner plusieurs années (ou 
dizaines d’années) avec une maintenance réduite. Les points les plus sollicités pour l’axe 
d’élévation de la maquette correspondent à la position le matin lorsque le Soleil atteint 5° 
au dessus de l’horizon. Pour l’axe d’azimut la butée 1 correspondrait au passage du Soleil 
au Sud. La position relative à cet instant est sollicitée tous les jours de l’année. La butée 2 
correspond aux positions les moins sollicitées des axes. En élévation cela correspond aux 
plus hautes courses de l’héliostat, c'est-à-dire l’été. En azimut, cela correspond aux débuts 
et fins de courses de poursuite en été lorsque le Soleil a de plus fortes amplitudes en Est et 
en Ouest. Certains points de l’axe ne sont parcourus qu’une seule fois dans l’année. Or, il 
est donc nécessaire de vérifier que les régulations appliquées fonctionnent sur chacune 
des positions de l’axe quelles que soient la position sur l’axe. La butée du milieu est un 
emplacement intermédiaire où l’usure est moindre que celle de la butée 1 mais supérieure 
à celle de la butée 2. Sur chaque zone (butée 1, milieu, butée 2), trois références positives 
sont appliquées dans le sens positif puis trois références négatives dans le sens négatif.  




Fig. IV.2. Déplacements des chariots selon les 3 butées 
 
Cela permet de réaliser en tout 6 rotations par axe (cf. Fig. IV.2). 
IV.1.2. Régulation PI 
IV.1.2.1. Présentation 
Le modèle Simulink implanté pour l’optimisation est composé de 4 schémas qui 
correspondent aux modèles des deux  moteurs dans les deux sens et dont les paramètres 
ont été déterminés dans le Chapitre III (Fig. IV.3). La référence Xref  de 1000 points est 
identique pour les 4 modèles et pour une même régulation. 
 
 
Fig. IV.3. Schéma de la régulation 2 PI  
 
Les frottements Cs  secs et les frottements visqueux f sont différents d’un axe à 
l’autre et selon le sens, ils correspondent aux valeurs de la Table III.2 du chapitre III. Les 
grandeurs Gc, τc et J sont identiques d’un axe à l’autre. Les résultats des stratégies 
évolutionnaires de calcul des paramètres des commandes sont exposés dans la Table IV.2. 
Ces résultats correspondent au minimum énergétique moyen des quatre schémas et non 
pas aux meilleurs régulateurs axe par axe et par sens. Une telle optimisation aurait 
multiplié les paramètres par 4, et donc le temps de convergence des algorithmes 
également.  
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X x1 x2 x3 x4 x5 
Double PI KpΘ KiΘ KpΩ KiΩ α 
Échelon 1,30 5,17 9,38.10-3 6,99.10-1  
Rampe 3,83.101 8,87 6,46.10-2 9,68.10-3 1,03.103 
Cubique 3,73.101 1,00 6,33.10-2 9,94.101 1,04 
Table IV.2. Résultats de l’optimisation pour une commande par 2 PI 
 
Or, l’optimisation de la consommation moyenne peut déjà durer de quelques heures à 
quelques jours. Augmenté par le nombre de méthodes de régulations, l’obtention des 
résultats aurait été très longue. À partir de ces résultats, les gains sont appliqués sur le 
programme Simulink expérimental. La consommation globale de la maquette correspond 
avec la puissance (et donc l’énergie) délivrée par la batterie qui se décompose en : 
 La puissance délivrée au hacheur qui inclut la puissance délivrée au moteur, 
 La puissance délivrée à la carte d’aiguillage qui alimente elle-même 
alternativement les codeurs des moteurs. 
Les références appliquées sont de 1000 points. Les consommations sont relevées sur deux 
secondes de fonctionnement, incluant donc la consommation de veille. Les codeurs sont 
alimentés pendant 1,4 s et éteints pendant 0,6 s, c'est-à-dire à partir d’un instant où les 
moteurs sont supposés en position finale (cf. Fig. IV.4).  
 
 
Fig. IV.4. Schéma fonctionnel des moteurs et de la carte d’aiguillage 
 
Dans la démarche d’exploitation des résultats de la suite de ce chapitre, l’énergie 
consommée est évaluée mais les comportements dynamiques sont aussi analysés pour 
garantir le bon suivi des références en position et donc le pointage correct de la tache 
solaire sur sa cible. 
IV.1.2.2. Résultats de la synthèse classique 
IV.1.2.2.1. Azimut 
Dans un premier temps, les gains de la synthèse classique des 2 PI comme décrite 
au chapitre III sont appliqués aux axes avant une comparaison avec les résultats 
d’optimisation. Dans la sous-section suivante, ces résultats seront comparés à ceux issus 
de l’optimisation hors-ligne réalisée à l’aide d’algorithmes génétiques pour l’axe 
d’azimut, puis pour l’axe d’élévation. La Table IV.3 résume les résultats de l’application 
des régulateurs de la synthèse (cf. chapitre III)  sur le moteur azimut.  




















Échelon 3,85 -0,87 0,78 5,92 11,64 17,62 
Rampe 1,20 0,02 0,99 6,00 11,61 17,60 
Cubique 0,78 -0,07 0,89 6,04 11,64 17,64 
Milieu 
Échelon 3,77 -0,94 0,78 5,98 11,55 17,54 
Rampe 1,17 -0,04 0,98 6,07 11,54 17,57 
Cubique 0,80 -0,14 0,89 6,08 11,52 17,55 
Butée 2 
Échelon 3,93 -0,75 0,78 5,86 11,64 17,67 
Rampe 1,22 0,02 0,98 5,91 11,57 17,60 
Cubique 0,78 -0,02 0,89 5,91 11,54 17,56 
Moyenne 
Échelon 3,85 -0,86 0,78 5,92 11,61 17,61 
Rampe 1,20 0,00 0,98 5,99 11,58 17,59 
Cubique 0,78 -0,08 0,89 6,01 11,57 17,58 
Table IV.3. Moyennes des performances de la synthèse classique 2 PI pour l’axe d’azimut 
 
 En tout, 6 rotations successives sont effectuées sur chaque axe et par butée. Les 
résultats moyens de ces 6 rotations (3 dans le sens positif, 3 dans le négatif) 
correspondent aux 9 premières lignes du Tableau. Les résultats moyens généraux sont 
présentés dans les trois dernières lignes liées à chaque type de référence en position. En 
tout, 18 références de même amplitude de 1000 points ont été appliquées en 3 butées. Les 
dépassements (pic le plus haut considéré ici) en position restent faibles quel que soit le 
mode de référence. Le dépassement est plus élevé pour un échelon et il est de l’ordre de 
3,8 %. Puis pour une en rampe, le dépassement est de 1,2 % et seulement de 0,8 % pour 
une référence cubique. Cela ne varie que très peu d’une position à l’autre sur les axes. Les 
erreurs en position en fin de rotation sont également très faibles mais plus élevées pour 
l’échelon 0,86 % (soient moins de 9 points sur 1000). Elle est inférieure à 0,1 % pour la 
référence cubique (moins de 1 point). Pour une rampe, l’erreur est en moyenne nulle. 
Ainsi, les différences à ce niveau restent très faibles sur la boucle de position pour les 
trois références. Mais en ce qui concerne le temps de réponse, l’échelon est meilleur 
dynamiquement, son temps de réponse à 5 % est de l’ordre de 0,8 s contre 0,9 s une 
référence cubique et 1,0 s pour une rampe. Cependant ce critère n’est pas fondamental 
pour obtenir le meilleur régulateur, l’objectif est en effet de consommer le moins 
d’énergie possible. Il est à noter que les régulateurs obtenus par les synthèses dites 
« classiques » sont assez robustes, leurs performances varient peu selon les conditions 
d’essai. Ce critère quant à lui est important. En effet, il était nécessaire de s’assurer que 
l’héliostat suivît correctement ses références.  
Les consommations des moteurs sont meilleures pour la référence en échelon 
(5,92 J en moyenne), et ce sur toutes les butées; ce qui peut paraître à première vue 
quelque peu inespéré. Les consommations dues aux autres références sont du même ordre 
(5,99 J pour une rampe et 6,01 J pour une référence cubique). Les variations de 
consommations du moteur en azimut sont inférieures à 2 %. De même, au niveau de la 
consommation du hacheur, elle est identique d’un mode à l’autre et d’environ 11,6 J. Ceci 
engendre une consommation identique pour la batterie de 17,6 J.  
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Finalement, la consommation finale c'est-à-dire délivrée par la batterie, est 
identique quelles que soient les régulations PI appliquées à la boucle de vitesse et de 
position et le mode de référence. Plusieurs facteurs expliquent ce phénomène. D’une part, 
le rendement du hacheur est assez faible pour ces vitesses (1000 pts/s) et est de 52 %. De 
plus la vitesse nominale des moteurs est d’environ 35 000 pts/s, qui correspondent à la 
vitesse de ralliement (mise en position en début de journée…). Cette dualité est un facteur 
délicat à considérer. En effet, un héliostat fonctionne en deux modes de vitesse et les 
puissances demandées sont ou bien élevées (25W) ou bien faibles (de l’ordre de 8 W). 
Donc le rendement ne sera pas le même dans ces deux modes de fonctionnement.  
IV.1.2.2.2. Élévation 
D’un point de vue global, les régulateurs en azimut et en élévation n’ont pas les 
mêmes résultats. Cela confirme les différences entre les axes en ce qui concerne les 
frottements secs et visqueux. Sur l’axe d’élévation, les dépassements pour une référence 
en échelon sont de l’ordre de 4,9 % (soit 49 points), donc plus 1 % élevés que sur l’axe 
d’azimut, mais restent dans une certaine mesure assez faibles. Le dépassement en rampe 
(1,1 %) est inférieur à celui en échelon et légèrement supérieur à celui à une référence 
cubique (0,8 %). Il s’agit du même ordre que celui de l’azimut (Table IV.4). Les erreurs 
sont très faibles, 0,33 % en échelon (0,88 % pour l’azimut) et quasi nulles pour les deux 
autres références, comme pour l’axe d’azimut. Les temps de réponses sont quasi-
identiques d’un axe à l’autre : 0,78 s et 0,79 s en échelon suivant l’axe, 0,89 s pour la 
rampe et 0,98 s pour la référence cubique dans les deux sens. Là encore, les résultats sont 
assez homogènes sur les différentes butées pour le temps de réponse, dépassement et 
erreur. En résumé au niveau de la boucle de position les régulations sont identiques d’un 
axe à l’autre. Ceci traduit une certaine robustesse vis-à-vis de la boucle de vitesse malgré 
des paramètres de frottements différents. Mais ces derniers se traduisent dans la 



















Échelon 4,87 0,33 0,79 3,46 11,63 17,61 
Rampe 1,10 0,00 0,98 3,35 11,66 17,65 
Cubique 0,77 -0,04 0,89 3,38 11,69 17,70 
Milieu 
Échelon 4,83 0,37 0,79 3,42 11,64 17,65 
Rampe 1,09 0,00 0,99 3,42 11,63 17,67 
Cubique 0,76 -0,02 0,89 3,38 11,68 17,73 
Butée 2 
Échelon 4,94 0,29 0,79 3,12 12,00 18,02 
Rampe 1,11 -0,06 0,98 3,04 11,96 17,99 
Cubique 0,78 -0,01 0,89 3,03 11,90 17,92 
Moyenne 
Échelon 4,88 0,33 0,79 3,33 11,76 17,76 
Rampe 1,10 -0,02 0,98 3,27 11,75 17,77 
Cubique 0,77 -0,02 0,89 3,27 11,76 17,78 
Table IV.4. Moyennes des performances de la synthèse classique 2 PI pour l’axe 
d’élévation 
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D’après le chapitre III, les frottements secs sont du même ordre sur les deux axes 
dans les deux sens (entre 1,57.10-2 Nm et 1,88.10
-2 Nm). En revanche les frottements 
visqueux, qui constituent donc un couple résistant à la rotation, sont pour rappel environ 
de 3 à 5 fois plus élevés en azimut (2,14.10-4 Nms.rad-1 dans un sens et 2,14.10-4 Nms.rad-
1
 dans l’autre) qu’en élévation (6,40.10
-5 Nms.rad-1 dans un sens et 5,82.10-5 Nms.rad-1 
dans l’autre).En conséquence, la consommation de l’axe d’élévation doit être moindre, ce 
qui est traduit directement par une énergie consommée d’environ 3,3 J en moyenne pour 
les trois axes contre plus de 6,0 J pour le moteur en azimut. Cette consommation est 
fortement dépendante des couples résistants tels que les frottements visqueux mais aussi 
les frottements secs au démarrage. Ceci explique que l’énergie finale du moteur inférieure 
au double en valeur d’un axe à l’autre. Les frottements secs sont importants sur une 
rotation de seulement 2 tours moteurs et 2/15è de tour sur l’axe.  
La consommation du hacheur reste cependant très proche de celle de l’axe 
d’azimut (autour de 11,7 J). À noter, la légère consommation supérieure en butée 2 qu’en 
butée 1 ou milieu pour le moteur, le hacheur et la batterie sur l’axe d’azimut. Les couples 
résistants y sont donc un peu plus élevés comme sur un héliostat dont l’axe n’est pas 
uniformément sollicité. La consommation du hacheur est donc identique d’un axe à 
l’autre. Cela montre que le rendement du hacheur est plus faible en élévation qu’en 
azimut, axe pour lequel les couples résistants sont plus forts et où le courant de démarrage 
pour les vaincre sera plus élevé. Le courant nominal du moteur est de 2,15 A et par 
conséquent plus proche des valeurs de courant nominal pour l’axe d’azimut. Le 
rendement du hacheur sera meilleur.  
Pour la batterie, l’énergie délivrée est très légèrement plus faible en azimut qu’en 
élévation : 17,6 J contre 17,7 J. Mais globalement, elles sont très proches. De plus, la 
consommation du hacheur représente quelques 33 % de l’énergie de la batterie (environ 
6,0 J), ce qui est non-négligeable.  
L’ensemble des grandeurs physiques sur la butée 1 pour la commande en synthèse 
2 PI en échelon, en rampe et en cubique sont illustrés en Annexe G.   
IV.1.2.3. Résultats de l’optimisation hors ligne par algorithmes génétiques  
IV.1.2.3.1. Azimut 
Les gains de la Table IV.2 obtenus grâce à une optimisation hors-ligne par 
algorithmes génétiques sont désormais appliqués sur les deux axes. Les résultats sont 
regroupés en Table IV.5 pour l’axe d’azimut. Cette fois ci sur l’ensemble des types de 
référence, les dépassements sur la position sont nuls en échelon, mais sont très faibles 
pour la rampe (0,30 %) et la référence cubique (0,15 %). Ces dépassements ont un écart-
type faible sur l’ensemble des butées. Les erreurs sont elles-mêmes très petites, c'est-à-
dire moins de 0,2 % en moyenne (soit moins de 2 points !). Les erreurs varient légèrement 
suivant les butées mais restent inférieures à 0,52 %. Les temps de réponse sont optimaux 
pour une référence en échelon, seulement 0,18 s sur toutes les butées contre 0,95 s pour la 
référence cubique et 0,98 s pour la rampe. Pour l’échelon, une fonction de transfert à gain 
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unitaire dont la constante de temps est celle du PI en position est appliquée : 
 
  
   





















Échelon 0,00 0,06 0,18 5,87 12,23 18,44 
Rampe 0,35 0,04 0,98 5,14 12,23 18,25 
Cubique 0,15 -0,01 0,95 5,11 12,16 18,20 
Milieu 
Échelon 0,00 0,03 0,18 5,90 12,17 18,39 
Rampe 0,38 0,01 0,98 5,13 12,09 18,12 
Cubique 0,15 -0,02 0,95 5,21 12,04 18,18 
Butée 2 
Échelon 0,00 0,52 0,19 5,74 12,26 18,53 
Rampe 0,18 0,15 0,98 5,04 12,16 18,23 
Cubique 0,15 0,04 0,95 5,02 12,06 18,18 
Moyenne 
Échelon 0,00 0,20 0,18 5,84 12,22 18,45 
Rampe 0,30 0,07 0,98 5,10 12,16 18,20 
Cubique 0,15 0,00 0,95 5,11 12,09 18,19 
Table IV.5. Moyennes des performances avec 2 PI optimisés pour l’axe d’azimut 
 
Ceci permet de compenser le pôle de position, qui est le plus lent et d’obtenir un 
faible dépassement et un temps de réponse plus court. Cependant, le temps de réponse 
désiré est inférieur à 1 s donc ces trois régulations conviennent d’un point de vue 
dynamique.  Les faibles variations d’une butée à l’autre pour les dépassements, les erreurs 
et le temps de réponses démontrent une robustesse notoire de la boucle de position.  
Du point de vue énergétique la rapidité de réponse de l’échelon engendre une 
consommation (5,84 J) supérieure de 12,7 % à la référence cubique (5,10 J) et 12,5 % 
pour la rampe (5,11 J). Ces consommations ne sont pas uniformes suivant la butée. Les 
régulateurs sont plus appropriés pour la butée 2 pour la minimisation de la consommation 
des moteurs. La minimisation de la consommation des moteurs est remarquable par 
rapport à celle de la synthèse de la Table IV.3. Les réductions sont les suivantes selon les 
références : 
 1,4 % pour la référence en échelon, 
 14,8 % pour la référence en rampe, 
 14,9 % pour la référence cubique. 
 
Ainsi les programmes d’optimisation, ont permis une relative amélioration de la 
consommation du moteur en azimut surtout pour la rampe et la référence cubique. En 
revanche, l’amélioration de la consommation du moteur ne va pas de pair avec la 
minimisation de la consommation du hacheur. En effet, les courants traversant le moteur 
diminuent mais le rendement également, d’où l’augmentation des consommations du 
hacheur par rapport à celles de la synthèse et ainsi de la batterie : 
 5,00 % pour la batterie et 4,56 % pour le hacheur en échelon, 
 4,78 % pour la batterie et 3,33 % pour le hacheur en rampe, 
 4,32 % pour la batterie et 3,32 % pour le hacheur pour la référence cubique. 




Les résultats sont intéressants d’un point de vue de la consommation des moteurs. 
Mais l’héliostat et donc la maquette est un système dans lequel l’énergie globale est la 
plus importante pour minimiser la consommation et la taille de la batterie. Ce problème 
pourrait être cependant résolu en remplaçant le hacheur de la maquette par un hacheur 
plus adapté et dont la courbe de rendement serait optimale pour les courants plus faibles.  
IV.1.2.3.2. Élévation 



















Échelon 0,00 0,01 0,17 3,12 12,45 18,65 
Rampe 0,33 0,03 0,98 2,57 12,35 18,38 
Cubique 0,12 0,00 0,95 2,52 12,27 18,32 
Milieu 
Échelon 0,00 0,10 0,17 3,13 12,42 18,64 
Rampe 0,35 0,05 0,98 2,53 12,25 18,27 
Cubique 0,10 -0,05 0,95 2,45 12,23 18,37 
Butée 2 
Échelon 0,00 0,16 0,17 2,70 12,88 19,15 
Rampe 0,30 0,03 0,98 2,13 12,67 18,75 
Cubique 0,12 0,01 0,95 2,24 12,47 18,60 
Moyenne 
Échelon 0,00 0,09 0,17 2,99 12,58 18,81 
Rampe 0,33 0,04 0,98 2,41 12,42 18,47 
Cubique 0,11 -0,02 0,95 2,40 12,32 18,43 
Table IV.6. Moyennes des performances avec 2 PI optimisés pour l’axe d’élévation 
 
Les dépassements sur la position en élévation sont encore nuls pour l’échelon et 
du même ordre de grandeur pour l’azimut pour les deux autres types de référence (0,33 % 
en rampe contre 0,30 % et 0,11 % en cubique contre 0,15 %). Les dépassements sont 
donc quasi-nuls et de même valeurs d’un axe à l’autre. Les erreurs sont inférieures en 
valeur absolue à 0,1 % soit 1 point.  Les temps de réponse sont identiques à ceux de l’axe 
en azimut à 10 ms près pour l’échelon. Donc la boucle de position robuste quels soient 
l’axe utilisé et la butée. Du point de vue énergétique la rapidité de réponse de l’échelon 
engendre une consommation là encore (2,99 J) supérieure de 19,4 % à la référence 
cubique (2,41 J) et 19,7 % pour la rampe (2,40 J). Ces consommations ne sont pas non 
plus uniformes suivant la butée. La minimisation de la consommation des moteurs est 
remarquable par rapport à celle de la synthèse de la Table IV.4. Les réductions sont les 
suivantes selon les références : 
 10,4 % pour la référence en échelon, 
 26,3 % pour la référence en rampe, 
 26,4 % pour la référence cubique.  
 
L’amélioration sur l’axe d’élévation est plus importante que celle de l’axe 
d’azimut. Là-aussi l’amélioration est moins marquée en échelon que pour les deux autres 
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références. Dans celles en rampe et cubique, un paramètre supplémentaire est ajustable : 
la « pente » (x5= αR  ou x5 = αC). La référence en échelon, quant à elle ne change pas. En 
outre, les consommations des hacheurs augmentent de même que pour l’axe d’azimut et 
sont proches de 12,5 J pour les trois types de référence, ce qui est là aussi supérieur à 
celles de la synthèse classique précédente. L’augmentation des consommations du 
hacheur par rapport à celles de la synthèse classique et ainsi de la batterie sur l’axe 
d’élévation est de : 
 5,61 % pour la batterie et 6,56 % pour le hacheur en échelon, 
 3,79 % pour la batterie et 5,41 % pour le hacheur en rampe, 
 3,49 % pour la batterie et 4,59 % pour le hacheur pour la référence cubique. 
IV.1.2.4. Bilan de la commande par 2 PI 
Dans tous les cas traités de la partie II, en synthèse classique, en optimisation 
hors-ligne par stratégies évolutionnaires et selon les modes de référence, la consommation 
de la carte d’aiguillage reste stable (variant seulement de 6,00 J à 6,23 J soit de moins de 
3,7 %).   
 
  
Axe azimut Axe élévation 
Fig.IV.5. Bilan des consommations de la régulation PI 
 
Cette consommation est assez importante vis-à-vis de la consommation globale de 
la maquette (Fig. IV.5). L’amélioration pourrait être accentuée sur cette carte en utilisant 
des éléments qui consomment moins. La consommation énergétique peut être diminuée 
d’un point de vue électronique en adaptant le choix du hacheur pour un rendement 
optimal pour les courants appliqués.  
L’optimisation des PI par algorithmes génétiques a permis en effet de diminuer 
considérablement la consommation des moteurs en expérimentation de 1,4 % à 26,4 % 
suivant les configurations. Mais ces diminutions ont engendré une augmentation de la 
consommation du hacheur, d’où la nécessité d’un hacheur plus adapté. En conclusion 
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IV.1.3. Régulation RE 
IV.1.3.1. Présentation 
Le modèle Simulink implanté pour l’optimisation est également composé de 4 
schémas qui correspondent aux modèles de chaque moteur dans les deux sens et dont les 
paramètres ont été déterminés dans le Chapitre III (Fig. IV.6). La référence Xref est 
identique pour les 4 modèles et est de 1000 points. Les frottements Cs  visqueux et les 
frottements visqueux f sont différents d’un axe à l’autre et correspondent aux valeurs de la 
Table III.2 du chapitre III. Les grandeurs Gc, τc et J sont identiques d’un axe à l’autre. 
 
 
Fig. IV.6. Schéma de la régulation par retour d’état(RE)  
 
X x1 x2 x3 x4 x5 
Double RE KΩ Kθ K∫θ g α 
Échelon 3,19.102 3.99.103 -1,39.104 3,40.102  
Rampe 1,86.102 8,94.103 -3,50.104 8,13.103 1,02.103 
Cubique 1,71.101 2,82.103 -4,72.104 9,36.103 1,05407 
Table IV.7. Résultats de l’optimisation pour une commande par retour d’état(RE) 
  
Les résultats des stratégies évolutionnaires de calcul des paramètres de la 
commande sont exposés dans la Table IV.7. Ce sont les résultats du minimum 
énergétique moyen des quatre schémas comme dans le cas de l’optimisation 2 PI. Dans 
un premier temps, les résultats de la synthèse comme définie au chapitre III, sont 
appliqués.  
IV.1.3.2. Résultats de la synthèse classique 
IV.1.3.2.1. Azimut 
De même que pour la synthèse classique en PI, les résultats expérimentaux des 
gains sont recensés dans la Table IV.8 cette fois-ci pour l’axe d’azimut.  D’après celle-
ci, les dépassements en azimut sont en moyenne assez faibles, inférieurs à 3,56 %, donc 
moins de 36 points pour une référence de 1000 points. 




















Échelon 0,45 -0,29 0,39 18,71 37,13 39,86 
Rampe 0,34 -0,06 1,14 22,64 42,80 45,47 
Cubique 1,05 -0,24 1,13 24,25 44,60 47,27 
Milieu 
Échelon 0,45 -0,02 0,39 9,23 24,15 26,78 
Rampe 0,01 0,97 1,17 12,01 29,15 31,92 
Cubique 3,02 -0,24 1,13 12,85 29,26 31,95 
Butée 2 
Échelon 0,55 -0,11 0,40 9,39 24,28 26,92 
Rampe 0,13 -0,28 1,16 12,86 30,30 33,09 
Cubique 3,56 0,13 1,12 11,17 27,97 30,73 
Moyenne 
Échelon 0,48 -0,14 0,39 12,44 28,52 31,18 
Rampe 0,16 0,21 1,16 15,83 34,09 36,83 
Cubique 2,54 -0,12 1,12 16,09 33,94 36,65 
Table IV.8. Moyennes des performances avec RE  pour l’axe d’azimut 
 
Les erreurs sont minimes également et n’atteignent pas plus de 3 points en absolu. 
La variabilité selon la position sur l’axe est un peu plus marquée que pour le cas d’une 
régulation 2 PI. En effet, dans ce cas, la boucle de vitesse n’est plus séparée, ou 
dynamiquement indépendante, de la boucle de position. La matrice K agit simultanément 
sur l’ensemble des boucles. Les temps de réponse en outre sont élevés en ce qui concerne 
la rampe et la référence cubique et compris entre 1,1 s et 1,2 s pour toutes les positions. 
Pour la référence en échelon, le régime permanent est atteint en moins de 0,4 s, ce qui est 
rapide.  
Du point de vue énergétique, les consommations sont environ 2 fois plus grandes 
que celles de la régulation en PI. Le moteur consomme moins pour une référence en 
échelon en moyenne que pour les deux autres, mais cette fois-ci, de grandes disparités 
apparaissent entre les positions. Entre le milieu et la butée 2, les consommations sont 
quasi identiques (9,23 J,  12,01 J, 12,85 J au milieu et 9,39 J, 12,86 J, 11,17 J en butée 2). 
Par contre les consommations pour le moteur en butée 1, sont supérieures à 18,0 J voire 
supérieures à 22,0 J pour la rampe et la référence cubique.  
En résumé, la référence en échelon est la meilleure, d’un point de vue dynamique 
et énergétique. Mais la consommation est très élevée. Pour les deux autres références, le 
temps de réponse est élevé et la consommation trop grande. La consommation finale de 
batteries est deux fois plus élevée que pour une synthèse PI. La synthèse n’est pas 
optimale, mais à l’origine, les pôles sont placés de façon arbitraire (en -100, -10,-1), mais 
raisonnée. Enfin de fortes variabilités apparaissent d’une position à l’autre sur l’axe, 
surtout au niveau des consommations du moteur. La consommation du hacheur est très 
élevée donc il n’est pas utilisé à son rendement optimal.  
IV.1.3.2.2. Élévation 
Les résultats pour l’axe d’élévation avec synthèse RE sont exposés dans la Table 
IV.9. D’après celle-ci, les dépassements sont faibles (inférieurs à 3,46 % soit 36 points). 
Là encore, les erreurs statiques sont petites malgré quelques légères variabilités selon les 
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positions. Le temps de réponse pour la référence en échelon est meilleur (0,46 s), un peu 
légèrement supérieur à celui de l’axe d’azimut. Pour les deux autres références, le temps 



















Échelon 0,57 -0,26 0,39 17,48 34,57 37,39 
Rampe 0,18 -0,13 1,14 21,19 40,17 42,94 
Cubique 0,08 0,42 1,13 25,70 45,40 48,15 
Milieu 
Échelon 1,66 0,87 0,50 10,95 25,36 28,05 
Rampe 2,68 -3,76 1,13 14,93 32,13 35,04 
Cubique 3,46 0,82 1,10 15,20 32,17 35,06 
Butée 2 
Échelon 1,30 -0,30 0,49 10,97 25,44 28,15 
Rampe 1,63 0,81 1,14 14,72 32,10 34,99 
Cubique 1,91 -1,99 1,07 14,92 31,85 34,69 
Moyenne 
Échelon 1,18 0,10 0,46 13,13 28,46 31,20 
Rampe 1,50 -1,03 1,14 16,95 34,80 37,66 
Cubique 1,82 -0,25 1,10 18,61 36,48 39,30 
Table IV.9. Moyennes des performances avec RE pour l’axe d’élévation 
    
 L’énergie consommée par les moteurs a le même profil général que pour l’axe 
d’azimut : une consommation très marquée en butée 1 sur les trois références et une 
consommation plus faible sur les deux autres butées. L’échelon permet une 
consommation bien moindre de 13,13 J. Les énergies sont du même ordre que pour l’axe 
d’azimut. Les résultats de la synthèse par retour d’état RE avec gains optimisés par 
algorithmes génétiques sont sur tous les points de vue moins  intéressants. L’ensemble 
des grandeurs physiques sur la butée 1 pour la commande en synthèse RE en échelon, en 
rampe et en cubique sont illustrés en Annexe G.   
IV.1.3.3. Résultats de l’optimisation hors-ligne par algorithmes génétiques 
IV.1.3.3.1. Azimut 
Les résultats de l’optimisation ont été appliqués et sont recensés en Table IV.10 
pour l’axe d’azimut en s’appuyant sur les données de la Table IV.7. Ces résultats ont une 
robustesse plus marquée sur la position que pour la synthèse RE. Les dépassements 
moyens n’excèdent pas 0,1 %, soit moins de 1 point. Les erreurs sont en moyennes 
faibles. Etant donné que les résultats sont des moyennes, il est possible que des erreurs 
moyennes soient supérieures aux dépassements moyens. L’optimisation a également 
permis d’obtenir des temps de réponse meilleurs car plus rapides en rampe et référence 
cubique. Ils sont légèrement inférieurs à la seconde. Le temps de réponse en échelon a 
augmenté légèrement. Au niveau des consommations moyennes, au niveau du moteur : 
 elle augmente de 19,4 % en échelon, 
 elle est réduite de 54,1% en rampe, 
 elle est réduite de 34,8 % en référence cubique. 




















Échelon 0,01 0,00 0,70 20,59 47,09 50,17 
Rampe 0,12 -0,08 0,97 12,07 40,44 43,88 
Cubique 0,12 -0,10 0,97 11,51 40,29 43,71 
Milieu 
Échelon 0,02 0,23 0,73 12,80 32,95 35,96 
Rampe 0,00 -0,08 0,99 5,60 33,50 37,32 
Cubique 0,10 0,03 0,97 9,54 35,74 39,36 
Butée 2 
Échelon 0,00 -0,07 0,71 12,97 35,39 38,63 
Rampe 0,00 -0,02 0,99 4,12 32,76 36,70 
Cubique 0,04 0,05 0,97 10,42 38,53 42,33 
Moyenne 
Échelon 0,01 0,06 0,71 15,45 38,48 41,58 
Rampe 0,04 -0,06 0,98 7,26 35,57 39,30 
Cubique 0,09 -0,01 0,97 10,49 38,19 41,80 
Table IV.10. Moyennes des performances pour l’optimisation RE pour l’axe d’azimut 
 
  Hormis pour le cas de l’échelon, l’optimisation est dynamiquement meilleure 
pour les références en rampe et cubique et énergétiquement. Pour l’échelon, sur toutes les 
butées, l’énergie consommée très élevée. Dans ce cas, les algorithmes génétiques, n’ont 
pas permis une amélioration. Les consommations du hacheur ont augmenté par rapport 
aux résultats de la synthèse engendrant une surconsommation de la batterie dans tous les 
cas. Le désavantage notoire de la régulation par retour d’état en synthèse et optimisée est 
la forte variabilité vis-à-vis des positions sur l’axe.  
IV.1.3.3.2. Élévation 
Les résultats de la synthèse RE en élévation sont présentés en Table IV.11. 
D’après celle-ci, les résultats dynamiques sont aussi convenables que ceux de la synthèse. 
Les dépassements n’excèdent pas 1 point en moyenne, les erreurs sont inférieurs à 6 



















Échelon 0,00 -0,32 0,70 20,73 45,40 48,61 
Rampe 0,05 -0,26 0,97 12,44 38,56 42,11 
Cubique 0,07 -0,25 0,97 11,73 37,96 41,51 
Milieu 
Échelon 0,00 -0,36 0,92 15,01 38,77 42,32 
Rampe 0,00 0,17 0,99 5,87 32,27 36,30 
Cubique 0,05 -1,08 0,96 9,46 35,67 39,65 
Butée 2 
Échelon 0,00 -0,36 0,82 14,62 38,25 41,88 
Rampe 0,00 -0,51 0,99 5,72 32,15 36,14 
Cubique 0,06 -0,28 0,97 9,63 35,40 39,29 
Moyenne 
Échelon 0,00 -0,35 0,81 16,79 40,81 44,27 
Rampe 0,02 -0,20 0,98 8,01 34,32 38,18 
Cubique 0,06 -0,53 0,97 10,27 36,34 40,15 
Table IV.11. Moyennes des performances pour l’optimisation RE pour l’axe d’élévation 
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Les temps de réponse sont meilleurs pour la rampe et la référence cubique, et 
inférieurs à 1 s. Au niveau des consommations moyennes, au niveau du moteur : 
 Elle augmente de 21,7 % en échelon, 
 Elle est réduite de 52,7% en rampe, 
 Elle est réduite de 44,8 % en référence cubique. 
Là encore, l’énergie consommée par le moteur est largement améliorée hormis pour la 
référence en échelon. La consommation finale de la batterie, elle reste quasi-constante par 
rapport à celles de la synthèse RE pour la référence en rampe et la référence cubique. 
L’amélioration de la consommation du moteur, ne va dans ce cas pas de paire avec la 
diminution de la consommation de la maquette. La butée 1 qui représente les point les 
plus usés des axe est l’endroit où la consommation est la plus forte. 
  
IV.1.3.4. Résultats la commande linéaire quadratique (LQR) 
IV.1.3.4.1. Théorie 
La commande linéaire quadratique (LQR) est également une méthode 
d’optimisation qui permet grâce à l’équation de Riccati de minimiser un critère par la 
définition de deux matrices R et Q. La résolution de l’équation de Riccati mène à la 
matrice K. Le modèle utilisé est celui du retour d’état tel qu’il est décrit au chapitre III et 
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Le rang de la matrice [B ; AB ; AAB] est 3, et donc de dimension du vecteur X. Le 
système est donc commandable [BOR 90, CAR 12]. Le critère (ou fonction de coût) à 
minimiser est le suivant : 
 





La matrice Q est une matrice carrée symétrique positive de dimension (3,3). R est 
une matrice carrée définie positive, ici de dimension (1,1). La première partie de 
l’intégrale correspond à la « consommation » des grandeurs d’état et la seconde partie à la 
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« consommation » de la commande U. Il est indispensable que la matrice soit robuste vis-
à-vis des variations des frottements suivant les axes, positions et sens. La pondération 
sera portée plus fortement sur la réduction de l’erreur. Les diagonales de la matrice Q  
correspondent aux coefficients multiplicateurs des grandeurs d’états. Ainsi, certains 
coefficients ont un effet antagoniste. Par exemple q11 et q22 qui agissent sur le carré de la 
vitesse et le carré de la position ont un effet opposé à q33  qui agit sur le carré de l’erreur. 
Les deux premiers coefficients vont imposer une vitesse et une position faibles et le 
troisième une erreur faible. À l’extrême, en imposant une référence en position, les deux 
premiers coefficients vont converger en faveur d’un rejet, c'est-à-dire un non-mouvement. 
Les termes q11 et q22 ne sont pas nuls mais seront considérés petits par rapport aux autres, 
de l’ordre 10-8  et le terme q33 égal à 1. Les termes multiplicateurs faisant intervenir la 
vitesse Ω et la position θ sont fixés à zéro pour éviter le non-mouvement. Par les 
expériences menées, des coefficients supérieurs engendrent une consommation moindre 
mais la référence n’est pas respectée. Enfin la consommation de la commande, qui ici est 
l’image du courant, ne doit pas non plus être minimisée au risque d’empêcher toute 
rotation du moteur par conséquent les deux matrices R et Q sont établies ainsi : 
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La matrice de retour K qui permet la minimisation du critère (IV.4) est la solution 
de l’équation de Riccati suivante :  
 
                           (IV.6) 
 
La fonction lqr de Matlab permet de résoudre cette équation et de retourner sa 
solution K, dont les composantes sont détaillées en Table IV.12. 
 
X x1 x2 x3 x4 x5 
Double RE KΩ Kθ K∫θ g α 
Échelon 1,21.102 2,46.103 -1,0.104 6,54.10²  
Rampe 1,21.102 2,46.103 -1,0.104 6,54.10² 1,0.103 
Cubique 1,21.102 2,46.103 -1,0.104 6,54.10² 1,0 
Table IV.12. Résultats de l’optimisation pour une commande LQR 
 
Les 3 pôles associés au système par le retour d’état sont (grâce à la fonction lqr) :  
[-10,5743, -5,1486 + 7,7383i et -5,1486 - 7,7383i] 
 
L’équation de Riccati ne détermine pas le gain d’anticipation g, mais il a été 
implanté sur le banc de test en compensant le pôle réel le plus lent, ici -10,5743. Ces 
résultats sont appliqués par la suite sur les moteurs. La rampe et la référence cubique 
passent de la position de repos à 1000 points en 1,0 s. 
 




















Échelon 0,04 0,02 0,57 0,30 16,37 23,06 
Rampe 4,63 0,06 0,98 0,49 16,56 23,25 
Cubique 5,42 -0,05 0,97 0,52 16,36 23,07 
Milieu 
Échelon 0,01 -0,06 0,56 13,11 33,80 41,13 
Rampe 4,60 0,10 0,98 12,38 33,51 40,85 
Cubique 5,32 -0,06 0,97 11,97 32,49 39,90 
Butée 2 
Échelon 0,03 0,03 0,57 12,95 33,71 41,06 
Rampe 4,58 0,00 0,98 12,41 33,49 40,87 
Cubique 5,37 0,00 0,97 11,81 32,30 39,75 
Moyenne 
Échelon 0,03 0,00 0,57 8,79 27,96 35,09 
Rampe 4,60 0,06 0,98 8,43 27,86 34,99 
Cubique 5,37 -0,04 0,97 8,10 27,05 34,24 
Table IV.13.  Moyennes des performances pour la commande LQR pour l’axe d’azimut 
IV.1.3.4.2. Azimut 
Les résultats de l’axe d’azimut sont présentés en Table IV.13. D’après celle-ci, les 
dépassements sont plus élevés que pour l’ensemble des configurations traitées auparavant 
pour la rampe et la référence cubique. Pour l’échelon, le dépassement est quasi nul. La 
robustesse de la commande LQR se manifeste par une erreur statique plus faible que pour 
les régulateurs précédents. Les temps de réponse sont tous inférieurs à 1 s et très rapide 
pour l’échelon. D’un point de vue dynamique, les résultats de la commande LQR pour 
l’azimut sont honorables. En ce qui concerne l’énergie les résultats sont beaucoup plus 
contrastés. Pour la butée 1, dont la singularité s’était manifestée de par sa 
surconsommation, en optimisation RE et synthèse RE, devient désormais le point où 
l’énergie est la plus faible consommée (de 0,3 J en échelon à 0,52 J pour la référence en 
échelon). Cependant, au niveau des deux autres butées la consommation par moteur 
avoisine les 12,0 J, ce qui est au dessus des résultats de l’optimisation RE pour la rampe 
et la référence cubique. L’amélioration est apportée au niveau de l’échelon. En moyenne, 
la référence cubique est la meilleure référence (avec 8,10 J) et l’échelon la moins bonne 
(8,79 J). Les résultats de la régulation LQR sont globalement meilleurs au niveau de la 
consommation des hacheurs par rapport à la synthèse et l’optimisation sur ce même axe. 
Pour la batterie, c’est également le cas, à l’exception de la référence en échelon. 
IV.1.3.4.3. Élévation 
Les résultats pour l’élévation pour la régulation LQR sont présentés en Table 
IV.14. Les dépassements sont aussi assez élevés que ceux de l’axe d’azimut mais les 
erreurs statiques sont quasi nulles. Cette commande est donc très robuste malgré des 
profils très différents au niveau des butées et des deux axes. Les temps de réponses sont 
inférieurs légèrement inférieurs à 1,0 s pour la rampe et la référence cubique. La réponse 
la plus rapide est là encore l’échelon. Au niveau de la régulation de position la commande 
LQR est très performante. Du point de vue énergétique, les consommations au niveau de 
la butée 1 sont très faibles.  




















Échelon 0,05 -0,02 0,57 0,35 16,45 23,15 
Rampe 4,61 0,00 0,98 0,63 16,64 23,33 
Cubique 5,38 0,01 0,97 0,62 16,46 23,18 
Milieu 
Échelon 0,00 -0,02 0,56 14,91 32,98 40,36 
Rampe 4,59 -0,03 0,98 15,19 33,35 40,74 
Cubique 5,30 -0,09 0,97 14,22 31,93 39,40 
Butée 2 
Échelon 0,01 -0,01 0,56 15,27 32,68 40,08 
Rampe 4,58 -0,02 0,98 15,28 33,25 40,67 
Cubique 5,31 -0,06 0,96 14,65 32,43 39,89 
Moyenne 
Échelon 0,02 -0,01 0,56 10,18 27,37 34,53 
Rampe 4,59 -0,02 0,98 10,37 27,75 34,92 
Cubique 5,33 -0,05 0,97 9,83 26,94 34,16 
Table IV.14. Moyennes des performances pour la commande LQR pour l’axe d’élévation  
 
La moindre consommation correspond à une référence en échelon (0,3 J contre 
0,63 J et 0,62 J pour les deux autres modes). Mais là aussi la commande LQR bien que 
robuste, engendre une forte consommation du moteur sur les deux autres butées. Ces 
consommations sont supérieures à celles de la synthèse RE et de l’optimisation RE pour 
les trois références. 
IV.1.3.5. Bilan retour d’état 
 Les méthodes d’optimisation, contrairement aux méthodes classiques dites de 
synthèses ne permettent pas de dissocier les boucles. La régulation est globale. C’est ainsi 
qu’une certaine régulation peut convenir sur une certaine butée mais pas sur une autre. 
Par exemple, la commande LQR est la mieux adaptée en butée 1 mais ses performances 
ne sont plus optimales d’un point de vue énergétique sur les deux autres butées.  
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L’optimisation RE est une méthode qui dépend d’une première approche synthétique. 
Une connaissance préalable et fine des paramètres comme l’inertie ou les frottements 
visqueux, sinon les stratégies évolutionnaires peuvent converger vers des résultats non 
valables en expérimentation. Ici par exemple, la régulation LQR est la meilleure en 
moyenne, devant la régulation de synthèse et enfin la régulation de l’optimisation est la 
moins bonne. Ainsi, les variations paramétriques ont eu une plus forte influence sur les 
résultats pour l’optimisation. Les variations de consommation sur un même moteur sont 
grandes (cf. Fig. IV.7). La minimisation de celle d’un moteur ne garantit là non-plus pas 
la minimisation globale du système du au rendement du moteur. Les meilleurs résultats 
pour le moteur sont celles l’optimisation RE en rampe pour les deux axes. Mais le 
minimum de la consommation globale (hacheur, batterie, moteurs) est atteint pour une 
synthèse classique avec une référence en échelon. La partie suivante comparera 
l’ensemble des résultats en synthèse classique et optimisation hors ligne. 
IV.1.4. Comparaison des méthodes hors-ligne 
IV.1.4.1. Azimut 
Les parties précédentes du chapitre IV ont permis de mettre en œuvre les 
différentes méthodes de régulation, qu’il convient désormais de comparer. La Table IV.15 
met en évidence dans chaque cas, la meilleure des méthodes suivant la position et la 
valeur associée pour l’axe d’azimut. Pour l’axe d’azimut, la meilleure régulation 
moyenne est celle de l’optimisation PI avec une référence en rampe avec 5,10 J (cf. Table 
IV.15 et Fig. IV.8). Elle permet une amélioration 12,7 % par rapport à une référence en 
échelon. Cette référence ne permet qu’une légère amélioration par rapport à une référence 
cubique de 0,01 J. En revanche, pour la consommation du hacheur, la synthèse PI est 
celle qui consomme le moins. Certaines disparités apparaissent au niveau de la 















Échelon 0,30 LQR 11,64 Synthèse PI 17,62 Synthèse PI 
Rampe 0,49 LQR 11,61 Synthèse PI 17,60 Synthèse PI 
Cubique 0,52 LQR 11,64 Synthèse PI 17,64 Synthèse PI 
Milieu 
Échelon 5,90 Opti PI 11,55 Synthèse PI 17,54 Synthèse PI 
Rampe 5,13 Opti PI 11,54 Synthèse PI 17,57 Synthèse PI 
Cubique 5,21 Opti PI 11,52 Synthèse PI 17,55 Synthèse PI 
Butée 2 
Échelon 5,74 Opti PI 11,64 Synthèse PI 17,67 Synthèse PI 
Rampe 4,12 RE 11,57 Synthèse PI 17,60 Synthèse PI 
Cubique 5,02 Opti PI 11,54 Synthèse PI 17,56 Synthèse PI 
Moyenne 
Échelon 5,84 Opti PI 11,61 Synthèse PI 17,61 Synthèse PI 
Rampe 5,10 Opti PI 11,58 Synthèse PI 17,59 Synthèse PI 
Cubique 5,11 Opti PI 11,57 Synthèse PI 17,58 Synthèse PI 
Table IV.15. Synthèse des résultats hors ligne pour l’axe d’azimut 




Fig. IV.8. Énergie moyenne consommée par le moteur d’azimut  
pour une correction de 1000 points 
 
En effet, la commande LQR est la meilleure sur la première butée. La nécessité de 
chercher la meilleure régulation s’avère importante pour la minimisation de la 
consommation du moteur. L’amélioration entre la synthèse RE Cubique (pire des cas) et 
une Optimisation PI Rampe (meilleur des cas), une la consommation a été réduite de  
68,0 %.   
IV.1.4.2. Élévation 
Pour l’axe d’élévation, les conclusions sont presque identiques à celles de l’azimut 
(cf. Table IV.16). En revanche, il est notable que le moteur consomme moins que celui de 
l’azimut. Le meilleur résultat pour la consommation du moteur est la régulation PI 
associée à une référence en rampe (Fig. IV.9). Mais elle ne correspond pas à la 
minimisation de la consommation de la batterie. Là encore le pire des cas est représenté 
par la synthèse RE Cubique et le meilleur des cas par une optimisation PI Cubique. La 
réduction de consommation est proche de 87 %. En conclusion l’optimisation hors ligne 
permet une diminution de la consommation du moteur. Mais cette méthode demande un 
temps d’optimisation qui est assez long pour une mise en service. Les stratégies 
d’optimisation n’obtiennent des résultats qu’après quelques heures. D’où la nécessité 
d’obtenir une consommation plus expérimentale, plus axée sur les paramètres. Cette 
démarche d’optimisation montre également la nécessité de tenir compte du rendement du 
hacheur. Celui-ci doit en effet travailler suivant deux modes très différents. Le mode de 
mise en route le matin et de mise position de repos le soir ont lieu à fort courant et à 
rendement élevé (> 90 %).  





















Fig. IV.9. Énergie moyenne consommée par le moteur d’élévation  
pour une correction de 1000 points 
 
Mais ce même hacheur doit également fonctionner pour les petites rotations de 
poursuites du Soleil. Une structure de hacheur plus appropriée est sans nul doute une 
perspective de ce travail. Le paragraphe suivant traitera d’une méthode plus 
expérimentale sur site, ayant pour objectif de s’affranchir de l’identification des 















Échelon 0,35 LQR 11,63 Synthèse PI 17,61 Synthèse PI 
Rampe 0,63 LQR 11,66 Synthèse PI 17,65 Synthèse PI 
Cubique 0,62 LQR 11,69 Synthèse PI 17,70 Synthèse PI 
Milieu 
Échelon 3,13 Opti PI 11,64 Synthèse PI 17,65 Synthèse PI 
Rampe 2,53 Opti PI 11,63 Synthèse PI 17,67 Synthèse PI 
Cubique 2,45 Opti PI 11,68 Synthèse PI 17,73 Synthèse PI 
Butée 2 
Échelon 2,70 Opti PI 12,00 Synthèse PI 18,02 Synthèse PI 
Rampe 2,13 Opti PI 11,96 Synthèse PI 17,99 Synthèse PI 
Cubique 2,24 Opti PI 11,90 Synthèse PI 17,92 Synthèse PI 
Moyenne 
Échelon 2,99 Opti PI 11,76 Synthèse PI 17,76 Synthèse PI 
Rampe 2,41 Opti PI 11,75 Synthèse PI 17,77 Synthèse PI 
Cubique 2,40 Opti PI 11,76 Synthèse PI 17,78 Synthèse PI 
Table IV.16. Synthèse des résultats hors ligne pour l’axe d’élévation 
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IV.2. Plans d’expériences 
 Les plans d’expériences, comme leur nom l’indique s’appuient sur des relevés 
expérimentaux pour affiner des réglages désirés. Ces méthodes ont pour objectif d’obtenir 
le meilleur réglage possible à partir d’un ensemble d’essais finis (inférieur au nombre 
total d’essais possibles) et des niveaux des facteurs de réglage fixés ([HIS 98], [PIL 97], 
[GOU 05]).  
IV.2.1. Modèles expérimentaux complémentaires 
IV.2.1.1. Introduction  
Les plans d’expériences vont permettre à partir d’un nombre limité d’expériences 
sur site, de définir un réglage plus optimal. Les expérimentations vont permettre de tester 
les paramètres des régulateurs du PI ou du retour d’état. Dans les deux cas, 8 paramètres 
seront testés : 
 Kiθ, Kpθ, KiΩ et KpΩ pour chaque moteur pour un régulateur PI, 
 KΩ, KΘ, K∫Θ et g pour chaque moteur pour un régulateur RE. 
Le problème des niveaux des facteurs est toujours déterminant.  
 


































1 2 3 4 12 13 14 23 24 34 123 124 134 234 1234 M Y 
1 - - - - + + + + + + - - - - + + y1 
2 + - - - - - - + + + + + + - - + y2 
3 - + - - - + + - - + + + - + - + y3 
4 + + - - + - - - - + - - + + + + y4 
5 - - + - + - + - + - + - + + + + y5 
6 + - + - - + - - + - - + - + - + y6 
7 - + + - - - + + - - - + + - + + y7 
8 + + + - + + - + - - + - - - - + y8 
9 - - - + + + - + - - - + + + - + y9 
10 + - - + - - + + - - + - - + + + y10 
11 - + - + - + - - + - + - + - + + y11 
12 + + - + + - + - + - - + - - - + y12 
13 - - + + + - - - - + + + - - + + y13 
14 + - + + - + + - - + - - + - - + y14 
15 - + + + - - - + + + - - - + - + y15 
16 + + + + + + + + + + + + + + + + y16 
effets e1 e2 e3 e4 e12 e13 e14 e23 e24 e34 e123 e124 e123 e234 e1234 M  
Table IV.17. Plan complet 4 facteurs à deux niveaux 
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Une valeur centrale de chacun de ces paramètres doit être déterminée a priori et des 
niveaux autour desquels ces paramètres vont varier suivant un niveau bas (noté « - ») et 
un niveau haut (noté « + »). Un plan complet à 4 facteurs et deux niveaux est défini par la 
Table IV.17. Il est proposé de les fixer de part et d’autre des valeurs obtenues par des 
procédures simples, expérimentales, industrielles, de terrain, c'est-à-dire la détermination 
des paramètres des lois de commande à partir d’essais indiciels et de modèle de type 
Broïda ou 1° ordre. Les références en position ne seront pas optimisées quant à elles. Il 
est supposé que les références sont telles que les positions des axes atteignent 1000 points 
en 1,0 s, donc pour les références cubiques et en rampe, les pentes sont de 1000 points par 
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(IV.7) 
 
Dans le cas actuel, 8 paramètres sont à optimiser. D’une part 4 pour un axe, 4 pour 
l’autre qu’il s’agisse d’un correcteur PI ou d’un correcteur RE. Il est possible de 
déterminer les effets des 8 facteurs à partir d’un Tableau à 4 facteurs et 2 niveaux soit 16 
essais seulement. Ce travail s’appuie sur la thèse [FAU 07] [FAU 09]. En théorie un plan 





Facteur 1 2 3 4 5 6 7 8 
RE KΩ KΘ K∫Θ g KΩ KΘ K∫Θ g 
PI Kpθ     Kpθ KiΩ Kpθ Kiθ KpΩ KiΩ 
N° exp. 1 2 3 4 =234 =134 =123 =124 
1 - - - - - - - - 
2 + - - - - + + + 
3 - + - - + - + + 
4 + + - - + + - - 
5 - - + - + + + - 
6 + - + - + - - + 
7 - + + - - + - + 
8 + + + - - - + - 
9 - - - + + + - + 
10 + - - + + - + - 
11 - + - + - + + - 
12 + + - + - - - + 
13 - - + + - - + + 
14 + - + + - + - - 
15 - + + + + - - - 
16 + + + + + + + + 
Table IV.18. Tableau des 16 expériences pour 8 facteurs (   
   ) 
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À titre indicatif 16 expériences durent 51 minutes, un plan complet serait donc très long à 
mettre en place, presque 27 heures. Mais en utilisant un plan fractionnaire, il est possible 
de s’appuyer sur le tableau précédent appliqué à 8 facteurs en utilisant des aliases, c’est à 
dire une combinaison des 4 premiers facteurs, ce qui donne la Table IV.18 noté    
    
(plan fractionnaire à deux niveaux 8 facteurs, 4 aliases). Les effets des facteurs 5, 6, 7 et 8 
sont aliasés par ceux des facteurs 1, 2, 3 et 4. Dans cette configuration du plan, les effets 
des gains du moteur en élévation sont sensés dépendre d’une combinaison de ceux de 
l’azimut, qu’il s’agisse du correcteur PI ou RE, ce qui n’est pas gênant puisque les axes 
sont indépendants. L’hypothèse est en effet souvent admise (et vérifiée) que les effets des 
interactions d’ordre trois ou plus sont nuls. La matrice des effets de la Table IV.17, 
devient une matrice de contrastes H, des contrastes dont les composantes sont constituées 
des effets des huit facteurs de la Table IV.18 [FAU 07]. La matrice des contrastes H 
devient une combinaison des effets des huit facteurs. Les aliases permettent de 
s’affranchir d’un plan complet à 8 facteurs, deux niveaux. Dans la suite, les niveaux vont 
être déterminés pour pouvoir appliquer ensuite la théorie expérimentalement, de part et 
d’autre de valeurs pivots issus de la détermination de gains de correcteurs PI par la 
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IV.2.1.2. Méthode de Broïda 
Le modèle de Broïda [BRO 69] est une approche mathématique des boucles 
ouvertes à partir de relevés expérimentaux en vue d’un asservissement PI en boucle 
fermée. Des échelons en tension, 17 échelons consécutifs, sont appliqués à l’entrée du 
hacheur et la vitesse en régime permanent est relevée ; il s’agit d’une boucle ouverte de 
vitesse (cf. Fig. IV.10). Ces échelons durent 1,5 s et ont une période de 4 s.  




Fig. IV. 10. Échelons appliqués en boucle ouverte de vitesse 
 
Les échelons sont appliqués dans les deux sens pour chaque axe. De cette façon, 
l’ensemble de chaque vis est parcourue par son chariot. La figure IV.11 illustre 
l’évolution de vitesse en fonction du temps. Déjà, il est remarquable que le chariot 
parcoure l’axe dans un sens et dans l’autre, avec des références en absolu différentes. 
L’amplitude de la référence est 34 % supérieure dans le sens positif par rapport au sens 
négatif. Hors, la même distance, 106 points, est parcourue en translation sur l’axe de la vis 
(ou bien l’angle de rotation cumulé est le même). Cela est-il représentatif d’un héliostat ? 
Il s’agit ici de l’axe d’azimut. Cet axe le matin, face au Sud, démarre à pleine vitesse vers 
l’est. Le soir il est dirigé vers le ponant et revient à pleine vitesse pour pointer vers le Sud. 
Finalement ces rotations à haute vitesse sont dans le même sens (« ouest-sud » = « sud-
est ») c'est-à-dire à courant plus élevé et donc une commande plus grande. Le matin 
lorsque le Soleil atteint 5° au-dessus de l’horizon, l’axe se déplace à petite vitesse pulsée 
de l’est vers l’ouest tout au long de la journée. Ainsi, l’axe sera sollicité exclusivement en 
petite vitesse dans le sens des azimuts croissants (positifs) et en haute vitesse dans le sens 
des azimuts décroissants (négatifs).  
 
 
Fig. IV.11. Vitesse de rotation pour les différents échelons appliqués 
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L’usure n’est donc pas la même avec le temps sur l’axe d’azimut dans un sens 
puis dans l’autre, tout comme l’axe de la maquette qui lui correspond. Pour l’élévation, la 
tension d’entrée est de 0,28 V dans le sens positif et de -0,27 V dans le sens négatif. La 
différence est petite sur cet axe car au cours des expérimentations menées sur la maquette, 
il a été moins utilisé. Cependant, de même que pour l’azimut, les vitesses selon le sens 
varient mais dans des proportions différentes. Du zénith en position de veille le matin à la 
position de suivi, la vitesse dans le sens négatif est haute. Ensuite en début de journée 
l’héliostat monte dans le sens positif en petite vitesse, puis lorsque le Soleil atteint son 
point culminant dans le ciel, l’héliostat redescend en petite vitesse. A la fin de la journée, 
l’héliostat retourne à sa position de repos en haute vitesse dans le sens positif.  
En conclusion, haute et basse vitesses sont employées dans les deux sens de l’axe 
d’élévation. L’usure a le même profil dans les deux sens avec le temps. Ces 
considérations expliquent en quoi le gain de la boucle de vitesse varie selon l’axe, suivant 
la position sur l’axe et le sens. Mais ces variations sont grandes et mettent en évidence la 
difficulté de l’utilisation d’un modèle de type Simulink comme dans les méthodes 
d’optimisation hors ligne. Par exemple, il apparaît des singularités au bout des axes. En 
effet, la réponse en vitesse y est beaucoup plus faible (les courbes de l’azimut négatif et 
de l’élévation négative commencent en fin d’axe). Ceci est d’autant plus marqué pour 
l’axe d’élévation. En pratique sur un héliostat réel, ce phénomène existe, mais sans doute 
dans des proportions différentes. En effet, l’axe en élévation n’est pas uniformément 
sollicité au cours d’une journée. Si comme pour la configuration de la centrale THEMIS, 
les héliostats commencent à poursuivre le Soleil lorsque celui-ci une hauteur de 5°, et en 
France le Soleil a une hauteur maximale inférieure à 70°. Ainsi, la hauteur de travail de 
l’héliostat se situe à l’extrême dans cette fourchette. Donc certaines parties d’axes ne sont 
jamais sollicitées ou très peu. Ceci engendre une usure non-uniforme à l’image des axes 
de la maquette. Pour l’axe d’azimut, certains points ne sont atteints qu’en été. Finalement, 
le comportement de la maquette est représentatif de celui d’un héliostat. Cependant, les 
régulations doivent être robustes quelle que soit l’état de l’axe, ce qui peut aussi être 
validé par une approche expérimentale. Les axes de la maquette, eux, ont plus de 5 ans au 
moment de la rédaction de ce mémoire.  
 
 






t0 t1 t2 
100 % 
temps (s) 0 
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Les bouts d’axes ont été beaucoup moins sollicités que les débuts et laissent transparaître 
des différences paramétriques malgré un graissage de la vis sans fin. Le modèle 
mathématique de Broïda [BRO 69] s’appuie sur la détermination de 3 paramètres le 
gain G, le temps t1 de réponse à 28 % et le temps t2 de réponse à 42 % tel que cela est 
décrit en figure IV.12. Ce modèle correspond à un premier ordre associé à un retard défini 
de la façon suivante [KAD 10] :  
         
     
     
 
               
                 
(IV.9) 
 
τ1 : temps de réponse à 63% selon le calcul de t1 et t2, 
τ0 : retard, 
t1 : temps de réponse à 28 %, relevés en 17 points sur l’axe, 
t2 : temps de réponse à 40 % relevés en 17 points sur l’axe, 
G : gain de la boucle ouverte, déterminé graphiquement. 
 
Dans un premier temps, les paramètres G, t1 et t2 ont été déterminés sur les 17 
points de l’axe et dans les deux sens à partir des résultats de la figure IV.11. Dans une 
seconde étape, ces paramètres permettent de calculer les gains d’un correcteur PI dont les 
gains sont : 
   
 τ 
 τ  
    
 
 τ  
 (IV.10) 
Les résultats statiques sur les deux axes et dans les deux sens sont regroupés dans la Table 
IV.19. 
 Kp Ki 
Moyenne 0,172 1,132 
Ecart type 0,068 0,762 
min 0,065 0,399 
1
er
 quartile 0,127 0,440 
médiane 0,147 0,819 
3
ème
 quartile 0,228 1,530 
max 0,428 3,206 
Table IV.19. Résultats statistiques de la méthode de Broïda 
 
Cela constitue en tout 17 valeurs de Kp et Ki relevées sur les 2 sens des deux axes, 
soit 68 paires de résultats. Les mesures de vitesses en régime permanent de la boucle 
ouverte de la figure IV.11, montraient une forte disparité selon la position sur l’axe. Ceci 
traduit la grande dispersion des résultats de la Table IV.19. La valeur maximale (0,428) 
pour le gain Kp est 6 fois supérieure à la valeur minimale (0,172). De même, la valeur 
maximale (3,206) du gain Ki est 8 fois supérieure à la valeur minimale (0,399). Ces 
différences sont surtout dues aux effets des bords des axes. En revanche, les écarts 
interquartiles ne sont pas si élevés au vu des différences entre les valeurs extrêmes. Entre 
les deux quartiles, 50 % des valeurs sont contenues. La moyenne est supérieure dans les 
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deux cas aux médianes. Donc, si deux gains Kp et Ki sont conservés, les valeurs médianes 
seront conservées car plus représentatives que les valeurs moyennes qui sont biaisées par 
les valeurs extrêmes. C’est une originalité de ces travaux. Au final, la méthode de Broïda 
permet d’obtenir un correcteur PI dont les gains seraient :  
 
                   (IV.11) 
IV.2.1.3. Modèle 1er ordre 
La méthode de Broïda a permis de déterminer un modèle de premier ordre associé 
à un retard. Mais le retard est si petit qu’il est possible de le négliger et de ne considérer le 
modèle de la boucle ouverte de vitesse FBO qu’à un premier ordre de la façon ci-après : 
 
       
 
    
 (IV.12) 
 
K, est le gain de la boucle ouverte (A.V-1), c'est-à-dire qu’il règle la vitesse en 
régime permanent et τ la constante de temps ; ces deux grandeurs sont simplement 
déterminées directement par les mesures de la figure IV.11 et non plus par des calculs 
intermédiaires comme par la méthode de Broïda. Les résultats médians sur chaque axe 
















) 318,72 503,83 845,30 898,89 
Table IV.20. Valeurs médianes sur chaque axe et  




 Les grandeurs varient fortement selon les axes et le sens. La constante de temps τ 
est quasi identique pour l’axe d’élévation dans les deux sens, le gain de la boucle 
également. Ceci confirme que les deux sens sont peu différents. En effet, l’amplitude de 
l’échelon en tension appliqué pour la commande pour rappel était de 0,28 V dans le sens 
positif et 0,27 V dans le sens négatif. En revanche pour l’azimut, le gain et la constante de 
temps diffèrent d’un sens à l’autre détonant son usure inégale. La Table IV.21 présente 
l’ensemble des gains de boucle ouverte et de constantes de temps à partir des 68 relevés. 
Les résultats de la Table reflètent une fois de plus la grande disparité entre les mesures. 
Le gain K varie du simple au quadruple entre le minimum et le maximum et la constante 
de temps τ varie elle du simple au triple. En revanche, les disparités sont moins grandes 
que pour la méthode de Broïda. Pour s’affranchir des valeurs extrêmes les valeurs 
médianes seront conservées, les moyennes étant supérieures aux médianes : 
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Table IV.21. Données statistiques  
de l’identification 1er ordre 
 
Ces grandeurs ne sont véritablement pas valables pour les deux axes mais 
représentent le comportement médian de ceux-ci pour un modèle de premier ordre. 
L’objectif est de développer un correcteur qui soit adapté pour les deux axes pour une 
mise en œuvre rapide et simple. La boucle ouverte de vitesse donc déterminée, il est 
possible d’implanter un correcteur PI sur celle-ci. Dans un premier temps, la boucle 
fermée de vitesse est : 
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 (IV.14) 
où KpΩ est le gain proportionnel, KiΩ est le gain intégral et τΩ la constante de temps 
associée. Cette boucle fermée du second ordre peut s’écrire de la forme classique suivant 
avec un amortissement ζ et une pulsation propre ω0 :  
 
       






   
 (IV.15) 
 
Le temps de réponse Tr désiré en vitesse est de 0,1 s comme pour le chapitre III et 
un amortissement ζ de 0,7 pour assurer un dépassement pour une référence en échelon 
inférieur à 5 %. Dans ces conditions, la pulsation propre, l’amortissement et le temps de 
réponse dont liés par les deux équations suivantes [RIV 92] : 
 
   
 
    
       
   
 
    
       
(IV.16) 
Les gains du correcteur sont obtenus littéralement par les étapes de calcul ci-dessous : 
 
  Ω  





        
         (IV.17) 
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Ceci permet donc d’obtenir les gains suivants numériques grâce aux valeurs du gain de la 
boucle ouverte de vitesse K et la constante de temps τ : 
 
                    (IV.18) 
IV.2.2. Mise en place des niveaux  
IV.2.2.1. Correcteur PI 
La correction PI s’exerce à la fois sur la boucle de position et la boucle de vitesse. 
Pour cette dernière, 4 régulateurs donc 4 couples (KpΩ, KiΩ) ont été déterminés par les 
méthodes suivantes: 
1) Synthèse classique avec amortissement et dépassement fixés, 
2) Optimisation à partir des résultats de la synthèse classique, 
3) Méthode de Broïda,  
4) Identification premier ordre. 
Les valeurs de ces couples sont données dans la Table IV.22. Il y a une grande variation 
entre les régulateurs. Certains mettent plus l’accent sur le coefficient intégral et donc la 
correction de l’erreur. D’autres mettent plus l’accent sur le coefficient proportionnel et 
donc la dynamique. Pour définir les niveaux des plans pour la régulation en vitesse, la 
valeur centrale sera prise en compte c'est-à-dire le couple de régulateurs (7,568.10-2; 
4,905.10-1). 
 













































Table IV.22. Correcteurs de la boucle de vitesse 
 
Les niveaux hauts correspondent aux valeurs de ce couple précédent, augmenté 
d’un pourcentage delta (cf. Table IV.22). Le coefficient proportionnel KpΩ  est augmenté 
de 93,6 % et le coefficient intégral KiΩ de 66,9 %. Pour le niveau bas ces coefficients 
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seront baissés des mêmes pourcentages. Les niveaux des facteurs de la régulation en 
position restent aussi à définir ainsi que la valeur médiane. Les niveaux des paramètres de 
la boucle de position sont fixés par ceux de la synthèse (chapitre III) et ceux de 
l’optimisation (1ère partie du chapitre IV). Ainsi selon la Table IV.23, le couple central 
(KpΘ, KiΘ) sera égal à (3,645 ; 2,805). Les niveaux seront réglés à ± 64,3 % pour le gain 







Synthèse 1,30 5,17 
Optimisation 5,99 0,44 
Valeur centrale 3,65 2,80 
delta ± 64,3 % ± 84,5 % 
Table IV.23. Correcteurs de la boucle de position  
 
Les valeurs centrales ainsi que les niveaux ont été définis pour la régulation en PI. 
Cette démarche va être appliquée à la régulation RE dans la prochaine partie. 
IV.2.2.2. Correcteur RE 
Pour définir les niveaux et valeurs centrales des régulateurs RE, trois régulations 
ont été utilisées :  
1) La synthèse par placement de pôles du chapitre III, 
2) L’optimisation par stratégies évolutionnaires du chapitre IV, 
3) L’optimisation linéaire quadratique LQR du chapitre IV. 
Ceci est résumé dans la Table IV.24. Les valeurs centrales retenues selon les 
différents modes de régulation RE pour le quadruplet (KΩ, KΘ, K∫Θ, g) est (1,03.10
3; 
1,22.10
4 ; -1,00.104; 1,09.104). La variation pour le gain de vitesse KΩ est de ± 78,9 %, 
pour celui de position KΘ elle est de ± 66,3 %, pour celui de l’erreur K∫Θ est de ± 16,4 % 
et de ± 94,0 % pour le gain d’anticipation g. Ainsi les niveaux sont définis pour les plans 
d’expériences associés à la régulation RE.  
 
 KΩ KΘ K∫Θ g 


































delta ± 78,9 % ± 66,3 % ± 16,4 % ± 94,0 % 
min  1,22.10
2
















Table IV.24. Correcteurs par retour d’état (RE) 
IV.2.2.3. Critères d’optimisation 
 La fonction objectif ou critère à minimiser par les plans d’expériences est double. 
En effet, même si l’énergie consommée est le plus important, la poursuite de la consigne 
doit être assurée. La mise en place des plans s’appuie ici sur un objectif monocritère qui 
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devra donc synthétiser ces deux phénomènes. Pour minimiser l’erreur en position εθ, un 
critère ITAE (Integral of Time Absolute Error [BOR 13]) sera pris partiellement en 
compte et dont la définition est : 
 
         ∫   |     |
  
 
   (IV.19) 
  
L’ITAE est un critère qui augmente l’importance de l’erreur dans les temps les 
plus grands, c'est-à-dire, sur l’erreur statique de par la multiplication de sa valeur absolue 
par le temps. Cependant, ce critère prend en compte, certes avec une pondération 
moindre, le régime transitoire. Dans le cas d’une référence en échelon, la minimisation à 
l’extrême du critère tendrait vers une réponse très rapide pour suivre le comportement de 
la référence. Cette réponse rapide pourrait aussi entraîner une consommation élevée se 
manifestant par un pic de courant au démarrage. De plus, le déplacement du Soleil est lent 
donc il n’est pas nécessaire de suivre parfaitement la référence avec une très grande 
dynamique. Le plus important est qu’au temps tf  l’axe ait atteint sa référence. Le critère 
d’erreur aurait pu ne s’appuyer que sur l’erreur à l’instant final : εθ(tf). Mais dans ce cas 
l’erreur pourrait être nulle au temps final mais avec de fortes oscillations avant et après... 
Donc le critère retenu prendra en compte l’ITAE sur un temps court δt avant le temps 
final mais assez long pour s’assurer que le régime soit bien établi en position. Dans un 
premier temps, le critère ξi relatif  à une mesure i d’un déplacement unitaire sur un axe 
sera défini ainsi :   
 
       (  )      (     )  ∫   |     |
  
     
   (IV.20) 
 
Le temps de réponse en position désiré est de 1,0  s. Par conséquent, en utilisant 
un temps final tf de 1,1 s et δt de 0,2 s et une minimisation du critère IV.19 IV.20 
correspondant, la recherche d’un régime établi et sans erreur est assurée. Pour les plans, 
plusieurs n mesures sont effectuées sur les axes, un premier critère χ1 sera défini selon 
l’équation suivante ci-après:    
  ∑  
 
   
 (IV.21) 
 
Le second objectif, est de minimiser l’énergie consommée à partir d’un autre 
critère qui sera noté χ. En pratique sur un champ d’héliostats, la minimisation doit 
s’effectuer sur l’énergie globale donc celle fournie par la batterie sur le temps de mesure 
tmes, où Ubatt et Ibatt sont respectivement la tension et le courant de la batterie. Le critère χ 
sera défini ainsi :  
 
  ∫            
    
 
   (IV.22) 




 Le nombre d’expériences menées pour déterminer réglage optimal est de 16 pour 
un plan fractionnaire de 8 paramètres et deux niveaux. Une expérience consiste à faire un 
déplacement de 1000 points dans un sens puis dans l’autre sur chaque axe et ce sur les 
trois positions définies pour l’optimisation : butée 1, milieu et butée 2 (cf. Fig. IV.2). En 
tout 12 expériences sont effectuées : 
 6 par axe (élévation et azimut), 
 3 dans le sens positif et 3 dans le sens négatif par axe, 
 1 dans le sens positif et 1 dans le sens négatif par position par axe. 
Les 16 mesures sont répétées 3 fois (48 mesures) pour s’affranchir du bruit de mesure et à 
chaque fois les critères σ et χ seront relevés et traités a posteriori. Ces derniers doivent 
être minimaux pour un réglage optimal: une erreur faible associée à une énergie faible. 
Ces deux critères sont constitués des 48 éléments qui peuvent être modélisés par une 
matrice selon la Table IV.25. Chacun des relevés pour une série j (comprise entre 1 et 3) 
et une expérience k (entre 1 et 16) établira un critère σk,j et un critère χk,j. A partir de 
l’ensemble des données statistiques, des moyennes sont définies où   ̂ et   ̂  sont les 
moyennes respectives de σ et χ pour la kème  expérience sur les 3 séries. Les extrema sont 
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1 σ1,1 σ1,2 σ1,3   ̂  1,1  1,2  1,3   ̂ δ ̂ 
2 σ2,1 σ2,2 σ2,3   ̂  2,1  2,2  2,3   ̂ δ ̂ 
3 σ3,1 σ3,2 σ3,3   ̂  3,1  3,2  3,3   ̂ δ ̂ 
4 σ4,1 σ4,2 σ4,3   ̂  4,1  4,2  4,3   ̂ δ ̂ 
5 σ5,1 σ5,2 σ5,3   ̂  5,1  5,2  5,3   ̂ δ ̂ 
6 σ6,1 σ6,2 σ6,3   ̂  6,1  6,2  6,3   ̂ δ ̂ 
7 σ7,1 σ7,2 σ7,3   ̂  7,1  7,2  7,3   ̂ δ ̂ 
8 σ8,1 σ8,2 σ8,3   ̂  8,1  8,2  8,3   ̂ δ ̂ 
9 σ9,1 σ9,2 σ9,3   ̂  9,1  9,2  9,3   ̂ δ ̂ 
10 σ10,1 σ10,2 σ10,3    ̂  10,1  10,2  10,3    ̂ δ  ̂ 
11 σ11,1 σ11,2 σ11,3    ̂  11,1  11,2  11,3    ̂ δ  ̂ 
12 σ12,1 σ12,2 σ12,3    ̂  12,1  12,2  12,3    ̂ δ  ̂ 
13 σ13,1 σ13,2 σ13,3    ̂  13,1  13,2  13,3    ̂ δ  ̂ 
14 σ14,1 σ14,2 σ14,3    ̂  14,1  14,2  14,3    ̂ δ  ̂ 
15 σ15,1 σ15,2 σ15,3    ̂  15,1  15,2  15,3    ̂ δ  ̂ 
16 σ16,1 σ16,2 σ16,3    ̂  16,1  16,2  16,3    ̂ δ  ̂ 
Table IV.25. Critères pour l’optimisation du réglage 
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Pour synthétiser et normaliser ces deux critères en un objectif mesurable unique, 
la désirabilité δη est définie déjà employée dans [FAU 07]. La désirabilité est un outil 
défini de la façon suivante, associée à un coefficient de puissance η : 
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(IV.24) 
 
Les désirabilités partielles δσ,η et δχ,η sont des grandeurs comprises entre 0 et 1 
associées aux deux critères σ et χ. Les désirabilités valent 1 aux relevés d’erreur minimale 
(au sens σ) et d’énergie de batterie minimale (au sens χ). Elles sont nulles pour une erreur 
et une énergie consommée maximales. Pour chacune des moyennes des 16 expériences 
ces désirabilités partielles pour chaque critère seront calculées puis multipliées. La 
désirabilité globale sera meilleure si et seulement si les deux désirabilités partielles sont 
élevées et donc si les deux critères sont bas.  
 
 
Fig. IV.13. Désirabilité partielle δc,η d’un critère C (σ et χ) 
La figure IV.13 illustre la désirabilité partielle d’un point de vue général. La 
désirabilité globale souhaitée par l’analyse des plans d’expériences est donc de 1. Les 
désirabilités partielles sont pondérées par un coefficient η qui a pour but de répartir les 
résultats en pénalisant fortement les critères σ et χ élevés, c'est-à-dire en les faisant tendre 
vers 0 ainsi : 
 
   
   
        
   
                            (IV.25) 
 
Pour les plans appliqués dans la suite, η est égal à 4 afin de pénaliser les fortes 
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 La méthode des plans est appliquée sur la maquette pour les deux types de 
correcteurs : proportionnel intégral (PI) et retour d’état (RE). Les niveaux et valeurs 
centrales ont été définis précédemment. Expérimentalement, des variabilités sont 
apparues dans le critère σ qui justifient l’importance de s’assurer d’une régulation en 
position stable. Les références en échelon, en rampe et cubique sont testées également. 
Ainsi, 6 configurations sont testées par 3 fois et les valeurs moyennes sont retenues.  
 Les hypothèses supposées des plans d’expériences et qui seront utilisées dans 
l’exploitation des résultats de la suite sont : 
 les interactions d’ordre 3 ou supérieur sont négligées (cf. IV.8), 
 si un constate est nul, les effets aliasés sont nuls aussi (ils peuvent se compenser 
mais cela est très rare). 
Une hypothèse supplémentaire liée à la configuration de la maquette est ajoutée : 
l’interaction des facteurs liés à un axe n’ont aucune influence sur les critères appliqués à 
l’autre axe. En d’autres termes, le réglage d’un régulateur pour l’axe d’azimut n’a aucune 
influence sur la consommation et la correction de position de l’élévation et vice-versa. 
Cela résulte du fait que les axes sont commandés séquentiellement l’un après l’autre, sans 
chevauchement. La dernière hypothèse admise résultant de la précédente, est que h15 est 

















     
     
     
     
     
     
     
     
           
           
           
     
           
           





De par ces 4 hypothèses, les plans sont menés successivement dans la suite. Cette 
succession des 16 expérimentations par série a été mise en place grâce l’association d’un 
programme Simulink développé dans [FAU 07] et [BID 06]. 
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IV.2.3.2. Plans correcteur PI  
IV.2.3.2.1. Référence en échelon 
Les résultats des plans d’expériences associés à une référence en échelon et aux 
correcteurs PI sont exposés dans la figure IV.15, pour l’effet des facteurs. Pour rappel, la 
table IV.27 associe les facteurs aux gains des correcteurs PI. Les désirabilités partielles et 
globales sont enfin exposées dans la Table IV.26. La figure IV.14 illustre les relevés de 
position dans le meilleur cas avec une erreur très faible obtenue en 1,0 s (expérience 
n°10) et dans le cas le plus défavorable (expérience n°11), où l’erreur absolue en position 
est supérieure à 40 % sur les deux axes.  
 
 
Fig. IV.14. Comparaison des essais 
 
 
Fig. IV.15. Effets moyens des contrastes pour une référence en échelon (PI) 
h1 h2 h3 h4 h5 h6 h7 h8 h12 h13 h14 h15 h16 h17 h18
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 Erreur de position σ Énergie consommée χ Désirabilité 
Expériences 
k 
Moyenne σ      Moyenne χ      δ 
1 2,97.106 0,14 2,26.102 0,64 0,09 
2 2,69.106 0,16 2,55.102 0,17 0,03 
3 3,03.106 0,13 2,48.102 0,23 0,03 
4 1,24.106 0,31 2,25.102 0,76 0,24 
5 2,07.106 0,21 2,84.102 0,02 0,00 
6 5,76.104 0,86 2,48.102 0,23 0,19 
7 5,29.106 0,00 2,56.102 0,17 0,00 
8 2,04.106 0,22 2,81.102 0,03 0,01 
9 1,95.106 0,23 2,25.102 1,00 0,23 
10 5,55.104 1,00 2,48.102 0,22 0,22 
11 5,31.106 0,00 2,54.102 0,18 0,00 
12 1,94.106 0,23 2,25.102 0,73 0,17 
13 2,75.106 0,15 2,89.102 0,00 0,00 
14 2,95.106 0,14 2,46.102 0,24 0,03 
15 2,70.106 0,16 2,55.102 0,17 0,03 





 1,00 0,29 
Table IV.26.  Résultats moyens des contrastes et confirmation  
(référence en échelon et correcteurs PI) 
 
Ce paragraphe décrit les étapes qui mènent à la détermination des niveaux pour 
une maximisation des critères grâce aux résultats expérimentaux (ligne « optimum » de la 
Table IV.26).   
 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Table IV.27. Facteurs des plans pour les correcteurs PI  
 
Étape 1 : Dans l’ordre, le contraste h3 est en valeur absolue le plus élevé (-0,045). 
Ce contraste correspond à l’effet du facteur KpΩ d’azimut. Le niveau sera donc réglé vers 
le bas pour la maximisation du critère. Un niveau sur les huit est donc déterminé (facteur 
3). 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Niveau   -      
Table IV.28. Réglage des niveaux  
 
Étape 2 : Ensuite, le contraste h12 est en valeur absolue plus élevé (+0,038), qui 
correspond à la somme des interactions entre les gains Kpθ et Kiθ sur les deux axes. Donc 
au moins un des deux effets e12 ou e56 est positif.  
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Étape 3 : Dans l’ordre suivant, h2 est en valeur absolue plus élevé (-0,034). Ce contraste 
correspond à l’effet du facteur Kiθ d’azimut. Le niveau sera donc réglé vers le bas pour la 
maximisation du critère. Deux niveaux sur les huit sont donc déterminés (facteurs 2 et 3). 
 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Niveau  - -  -  -  
Table IV.28. Réglage des niveaux  
 
Étape 4 : Puis le contraste, h18 (e24 + e67) est le plus élevé en valeur absolue et est négatif 
(-0,033). Donc au moins un des deux effets e24 ou e67 est négatif. Ainsi, Kpθ et KiΩ  en 
azimut sont à des niveaux différents et/ou Kiθ et KpΩ en élévation sont à des niveaux 
différents. 
Étape 5 : En valeur absolue, le contraste h14 (e14 + e57) est ensuite le plus élevé (+0,032). 
Mais les effets des facteurs 1 et 4 sont négligeables, leur interaction mutuelle (e14) est 
négligeable aussi par hypothèse. Donc, h14 reflète l’effet de l’interaction en élévation e57 
(Kpθ et KpΩ). Les facteurs 5 et 7 sont doivent être réglés au même niveau.  
Étape 6 : Dans l’ordre suivant, h7 est en valeur absolue plus élevé (-0,020). Ce contraste 
correspond à l’effet du facteur KpΩ d’élévation. Le niveau sera donc réglé vers le bas pour 
la maximisation du critère. Selon l’étape 5, si le facteur 7 est réglé au niveau bas alors le 
facteur 5 aussi. Quatre niveaux sur les huit sont déterminés (facteurs 2, 3, 5 et 7). 
 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Niveau  - -  -  -  
Table IV.28. Réglage des niveaux  
 
Étape 7 : En valeur absolue, le contraste h17 (e23 + e68) est ensuite le plus élevé 
(+0,0190). Donc, au moins un des effets e23 et e68 est positif. Donc soient les facteurs 2 et 
3 sont au même niveau ou les facteurs 5 et 7 sont au même niveau. Ceci a été validé dans 
l’étape précédente puisque les facteurs 2 et 3 sont tous les deux au niveau bas. 
Étape 8 : Dans l’ordre suivant, h5 est en valeur absolue plus élevé (-0,017). Ce contraste 
correspond à l’effet du facteur Kpθ d’élévation. Ce résultat confirme le réglage du niveau 
vers le bas (cf. Etape 6). 
Étape 9 : Puis le contraste, h13 (e13 + e58) est le plus élevé en valeur absolue et est négatif 
(-0,012). Donc au moins un des deux effets e13 ou e58 est négatif. Ainsi, Kpθ et KpΩ  en 
azimut sont à des niveaux différents et/ou Kpθ et KiΩ en élévation sont à des niveaux 
différents. 
Étape 10 : la synthèse des étapes 2,4 et 9, montre que pour une maximisation du critère, 
le facteur 1 (Kpθ azimut) est au niveau haut, le facteur 4 (KiΩ azimut) est au niveau haut, 
le facteur 6 (Kiθ élévation) est au niveau bas et le facteur 8 (KpΩ élévation) est au niveau 
haut.  
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 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Niveau + - - + - - - + 
Table IV.28. Réglage des niveaux  
 
Par les hypothèses donc définies dans le préalable et les résultats des effets des 
contrastes, les réglages des niveaux finaux sont ceux de la Table IV.28 finale. Les 
résultats de l’essai de confirmation de la ligne optimum, montrent que la désirabilité 
(0,29) a été améliorée par rapport à celles des 16 expérimentations, dont la meilleure était 
de 0,23. En particulier, l’énergie est optimale même si le critère σ ne l’est pas. Comme 
cela était attendu, les critères ne vont pas forcément de pair, d’autant plus pour une 
référence en échelon. Sur la période de temps de 0,9 s à 1 s la référence est de 1000 points 
mais la position n’est pas nécessairement en régime établi sur cette période. Le critère σ 
est peut-être pénalisé mais l’optimum énergétique correspondra sûrement à une réponse 
plus lente. 
 



























Table IV.28. Réglages des niveaux optimaux 
 (référence en échelon et correcteurs PI) 
 
La figure IV.14 illustre le compromis entre une bonne poursuite de la référence en 
position et une faible consommation de la maquette (en bleu). En effet, un léger 
dépassement inférieur à 4 % est relevé en position contrairement au meilleur résultat (en 
vert). La consommation cependant y est minimale (224 J). Les références en rampe et 
référence cubique sont détaillées dans la suite par la même démarche afin de définir les 
niveaux des meilleurs correcteurs.  
IV.2.3.2.2. Référence en rampe 
Les résultats des plans d’expériences associés à une référence en rampe sont 
exposés dans la figure IV.16, pour l’effet des facteurs.  
 
Rappels : 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Table IV.27. Facteurs des plans pour les correcteurs PI  




Fig. IV.16. Effets moyens des contrastes pour une référence en rampe (PI) 
 
 Erreur de position σ Énergie consommée χ Désirabilité 
Expériences 
k 
Moyenne σ      Moyenne χ      δ 
1 6,45.106 0,00 4,18.102 0,10 0,00 
2 3,81.106 0,23 4,11.102 0,11 0,03 
3 3,54.106 0,27 3,81.102 0,19 0,05 
4 2,37.106 1,00 3,17.102 1,00 1,00 
5 4,00.106 0,21 4,15.102 0,10 0,02 
6 3,36.106 0,30 3,70.102 0,23 0,07 
7 3,81.106 0,23 4,07.102 0,12 0,03 
8 3,95.106 0,21 4,18.102 0,10 0,02 
9 4,45.106 0,16 3,63.102 0,25 0,04 
10 3,36.106 0,30 3,72.102 0,22 0,07 
11 3,83.106 0,23 4,10.102 0,11 0,03 
12 4,43.106 0,16 3,63.102 0,26 0,04 
13 5,47.106 0,07 4,68.102 0,00 0,00 
14 3,53.106 0,27 3,77.102 0,21 0,06 
15 3,78.106 0,23 4,07.102 0,12 0,03 





 1,00 1,00 
Table IV.29. Résultats moyens des contrastes et confirmation  
(référence en rampe et correcteurs PI) 
 
De prime abord, une simple analyse est nécessaire pour conclure que les niveaux 
doivent être tous réglés vers bas (de h1 à h8  les contrastes sont négatifs).Ceci est vérifié 
par les niveaux des interactions qui sont tous positifs et donc peuvent valider que tous les 
niveaux soient identiques. Or, en observant la Table IV.29, la première ligne correspond à 
cette configuration et la désirabilité y est de 0 ! Donc la théorie obtient des résultats 
contradictoires dans ce sens, alors qu’elle fonctionnait bien dans le cas de la référence en 
échelon.  
 
h1 h2 h3 h4 h5 h6 h7 h8 h12 h13 h14 h15 h16 h17 h18
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Table IV.30. Réglages des optimaux niveaux 
(référence en rampe et correcteurs PI) 
  
Cette fois-ci, consommation et erreur vont de pair car la référence en rampe est 
plus souple et les réglages des niveaux sont ceux de la Table IV.30. Cependant, malgré 
une référence en rampe, la consommation finale totale est plus importante que celle de la 
référence en échelon. Ceci correspond logiquement au fait que les niveaux et valeurs 
centrales ont été établis pour des synthèses basiques en échelon et les optimisations 
lancées correspondent à ce type de référence. Le dernier cas des plans d’expériences à 
savoir, la référence cubique est développée désormais. 
IV.2.3.2.3. Référence cubique 
Les résultats des plans d’expériences associés à une cubique sont exposés dans la 
figure IV.17, pour l’effet des facteurs.  
 
Rappels : 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI Kpθ Kiθ KpΩ KiΩ Kpθ Kiθ KpΩ KiΩ 
Table IV.27. Facteurs des plans pour les correcteurs PI  
 
 
Fig. IV.17. Effets moyens des contrastes pour une référence cubique (PI) 
h1 h2 h3 h4 h5 h6 h7 h8 h12 h13 h14 h15 h16 h17 h18
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Les résultats graphiques laissent penser que les niveaux doivent être aussi réglés 
vers le minimum. En effet tous les contrastes liés à l’effet d’un seul facteur sont négatifs 
et les effets des interactions aliasées positifs. Ceci laisse penser que les facteurs doivent 
être réglés au même niveau. Mais les références cubiques et en rampe sont assez proches, 
les boucles sont indépendantes donc les mêmes conclusions dans le cas de la rampe 
mènent aux réglages de la Table IV.31. Les hypothèses sont en partie violées. Mais des 
différences apparaissent, notamment au niveau de la consommation de la batterie. La 
référence cubique engendre une consommation moins élevée (224,6 J contre 316,7 J). La 
meilleure désirabilité correspond à la minimisation de l’erreur et non-plus de l’énergie 
mais reste très proche de l’optimum énergétique (224,6 J contre 222,54 J). Dans la suite, 
les plans d’expériences seront appliqués au retour d’état avec des références en position 
en échelon, en rampe et cubique. 
 
 Erreur de position σ Energie consommée χ Désirabilité 
Expériences 
k 
Moyenne σ      Moyenne χ      δ 
1 7,64.106 0,00 2,23.102 0,78 0,00 
2 3,13.106 0,29 2,51.102 0,17 0,05 
3 3,07.106 0,30 2,48.102 0,20 0,06 
4 1,61.106 1,00 2,25.102 0,57 0,57 
5 4,46.106 0,17 2,78.102 0,03 0,00 
6 2,61.106 0,36 2,47.102 0,21 0,08 
7 3,78.106 0,23 2,52.102 0,17 0,04 
8 4,44.106 0,17 2,78.102 0,03 0,01 
9 4,36.106 0,18 2,23.102 1,00 0,18 
10 2,59.106 0,36 2,46.102 0,22 0,08 
11 3,76.106 0,23 2,51.102 0,17 0,04 
12 4,34.106 0,18 2,23.102 0,72 0,13 
13 7,01.106 0,03 2,84.102 0,00 0,00 
14 3,08.106 0,30 2,50.102 0,19 0,06 
15 3,13.106 0,29 2,54.102 0,16 0,05 





 0,57 0,57 
Table IV.31. Résultats moyens des contrastes et confirmation  
(référence cubique et correcteurs PI)  
IV.2.3.3. Plans correcteur RE 
IV.2.3.3.1. Référence en échelon 
Les résultats des plans d’expériences associés à une référence en échelon sont 
exposés dans la figure IV.18, pour l’effet des facteurs. Le rappel des facteurs associés aux 
gains du retour d’état est effectué en Table IV.27. La Table IV.32 présente les résultats 
des expériences élémentaires à partir desquelles un optimum est déterminé sur la dernière 
ligne. Enfin, les réglages associés à l’analyse des résultats par les hypothèses liées aux 
plans d’expériences, sont définies dans la Table IV.33. Cette fois-ci, les résultats de 
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l’essai de confirmation de la ligne optimum, montrent que la désirabilité (0,30) a été 
améliorée par rapport à celles des 16 expérimentations, dont la meilleure était de 0,23. 
 
Rappel : 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI KΩ KΘ K∫Θ g KΩ KΘ K∫Θ g 
Table IV.27. Facteurs des plans pour les correcteurs PI  
 
 Erreur de position σ Énergie consommée χ Désirabilité 
Expériences 
k 
Moyenne σ      Moyenne χ      δ 
1 1,39.104 1,00 3,01.102 0,23 0,23 
2 1,52.106 0,33 3,07.102 0,17 0,06 
3 4,80.106 0,10 2,92.102 0,35 0,04 
4 5,93.106 0,06 2,84.102 1,00 0,06 
5 2,32.106 0,25 2,96.102 0,29 0,07 
6 7,27.106 0,01 2,88.102 0,47 0,00 
7 2,28.106 0,26 3,14.102 0,11 0,03 
8 2,33.106 0,25 2,97.102 0,28 0,07 
9 6,60.105 0,46 3,24.102 0,05 0,02 
10 7,47.106 0,00 2,91.102 0,38 0,00 
11 2,25.106 0,26 3,11.102 0,14 0,04 
12 5,90.105 0,47 3,14.102 0,12 0,06 
13 1,05. 105 0,67 3,33.102 0,00 0,00 
14 4,90.106 0,10 2,96.102 0,29 0,03 
15 1,46.106 0,34 3,02.102 0,22 0,07 





 0,57 0,30 
Table IV.32. Résultats moyens des contrastes et confirmation  
(référence en échelon et commande RE) 
 
 
Fig. IV.18. Effets moyens des contrastes pour une référence échelon (RE) 
h1 h2 h3 h4 h5 h6 h7 h8 h12 h13 h14 h15 h16 h17 h18
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Table IV.33. Réglages des niveaux  
optimaux (échelon RE) 
 
L’optimum ne minimise pas l’énergie ni l’erreur mais il s’agit d’un compromis 
qui maximise le produit des désirabilités partielles. Mais l’énergie quant à elle est de 
285,3 J contre 283,6 J dans le meilleur des cas. C'est-à-dire seulement 1,7 J de plus. Le 
pire des cas est de 332,7 J donc, bien au-dessus en valeur de celle de l’optimum. Donc 
l’énergie déterminée est raisonnable. La consommation ainsi obtenue est légèrement 
supérieure à celle du régulateur PI associé à l’échelon (224,2 J). Dans la partie suivante, 
les résultats associés à une référence en rampe sont abordés. 
IV.2.3.3.2. Référence en rampe 
Les résultats des plans d’expériences associés à une référence en rampe sont 
exposés dans la figure IV.18, pour l’effet des facteurs.  
 
Rappel : 
 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI KΩ KΘ K∫Θ g KΩ KΘ K∫Θ g 
Table IV.27. Facteurs des plans pour les correcteurs PI  
 
 
Fig. IV.19. Effets moyens des contrastes pour une référence en rampe (RE) 
 
h1 h2 h3 h4 h5 h6 h7 h8 h12 h13 h14 h15 h16 h17 h18
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 Erreur de position σ Énergie consommée χ Désirabilité 
Expériences 
k 
Moyenne σ      Moyenne χ      δ 
1 3,71.106 0,33 3,04.102 0,10 0,03 
2 3,96.106 0,30 3,06.102 0,07 0,02 
3 8,92.106 0,00 2,94.102 0,34 0,00 
4 8,72.106 0,01 2,95.102 0,30 0,00 
5 5,53.106 0,17 2,98.102 0,21 0,03 
6 7,60.106 0,05 2,90.102 1,00 0,05 
7 4,93.106 0,21 3,09.102 0,03 0,01 
8 5,57.106 0,16 2,99.102 0,18 0,03 
9 5,75.106 0,15 3,08.102 0,04 0,01 
10 7,64.106 0,05 2,91.102 0,49 0,03 
11 4,93.106 0,21 3,07.102 0,05 0,01 
12 5,75.106 0,15 3,06.102 0,06 0,01 
13 6,15.106 0,13 3,05.102 0,08 0,01 
14 8,87.106 0,00 2,97.102 0,23 0,00 
15 3,99.106 0,29 3,04.102 0,09 0,03 





 1,00 0,08 
Table IV.34. Résultats moyens des contrastes et confirmation  
(référence en rampe et commande RE) 
 



























Table IV.35. Réglages des niveaux  
optimaux (rampe RE) 
 
Les résultats de la Table IV.34 mènent aux réglages des niveaux selon la Table 
IV.35. Les réglages permettent de définir une meilleure désirabilité mais l’amélioration 
est légère. L’énergie consommée est optimale (287,8 J) et de l’ordre de celle de la 
référence en échelon bien que légèrement supérieure. Cette fois-ci la dispersion de la 
consommation est moins grande que pour une rampe en échelon et une régulation RE 
traitée auparavant. Le coefficient lié à l’erreur σ plus élevé. Enfin, le cas de la régulation 
RE associée à une référence cubique est détaillé dans la sous-partie suivante. 
IV.2.3.3.3. Référence cubique 
Les résultats des plans d’expériences associés à une référence cubique sont 
exposés dans la figure IV.20, pour l’effet des facteurs. Les effets de la Table IV.36 
mènent aux réglages de la Table IV.37.  




 Azimut Élévation 
Facteur 1 2 3 4 5 6 7 8 
PI KΩ KΘ K∫Θ g KΩ KΘ K∫Θ g 
Table IV.27. Facteurs des plans pour les correcteurs PI  
 
Là encore, le meilleur résultat ne correspond pas à la minimisation de l’un ou 
l’autre des critères mais un compromis. L’énergie consommée finale est de 292,5 J. Elle 
est donc légèrement supérieure à celle des deux autres types de référence. La dispersion 
est aussi très fine ici. Ce qui explique la faible amélioration de la désirabilité (0,08). 
 
 Erreur de position σ Énergie consommée χ Désirabilité 
Expériences 
k 
Moyenne σ      Moyenne χ      δ 
1 3,39.106 0,36 3,06.102 0,02 0,01 
2 3,65.106 0,33 3,04.102 0,04 0,01 
3 1,03.107 0,00 2,95.102 0,25 0,00 
4 8,89.106 0,04 2,94.102 0,31 0,01 
5 5,50.106 0,19 2,98.102 0,16 0,03 
6 8,87.106 0,05 2,90.102 1,00 0,05 
7 4,71.106 0,24 3,07.102 0,00 0,00 
8 5,56.106 0,19 3,00.102 0,13 0,03 
9 6,84.106 0,13 3,02.102 0,08 0,01 
10 8,88.106 0,05 2,91.102 0,47 0,02 
11 4,71.106 0,24 3,05.102 0,03 0,01 
12 6,83.106 0,13 2,99.102 0,14 0,02 
13 8,00.106 0,08 2,92.102 0,40 0,03 
14 1,03.107 0,00 2,97.102 0,20 0,00 
15 3,67.106 0,33 3,01.102 0,11 0,04 





 0,38 0,08 
Table IV.36. Résultats moyens des contrastes et confirmation  
(référence cubique et commande RE) 
 
Fig. IV.20. Effets moyens des contrastes pour une référence cubique (RE) 
h1 h2 h3 h4 h5 h6 h7 h8 h12 h13 h14 h15 h16 h17 h18
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Table IV.37. Réglages des niveaux 
 optimaux (cubique RE) 
IV.2.3.4. Résultats plans d’expériences 
 Il est possible de comparer les résultats des plans d’expériences selon les 
configurations. Ceci est résumé dans la Table IV.38. Les meilleures configurations 
obtenues sont celles de la régulation PI en échelon (224,4 J) et référence cubique   














Table IV.38. Comparaison des meilleurs résultats  
des plans d’expériences 
 
Cette analyse conclut la seconde méthode in situ. Ces résultats peuvent être comparés à 
ceux de l’optimisation hors-ligne par stratégies évolutionnaires ainsi qu’à ceux de la 
synthèse classique du début de chapitre. 
IV.3. Comparaison des énergies selon les méthodes 
 Plusieurs approches ont été menées sur le banc d’essai : la synthèse classique, et 
l’optimisation toutes deux basées sur des modèles et les plans d’expériences en vue d’une 
optimisation expérimentale sur site. Dans les deux premiers cas, 18 rotations ont été 
effectuées par axe pour analyser l’énergie consommée au niveau du hacheur, du moteur et 
de la batterie. Pour l’approche des plans d’expériences, 3 rotations ont été effectuées par 
axe. L’approche des plans est donc plus rapide pour la mise en application, c’est un de 
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leurs intérêts. La Table IV.39 synthétise les résultats de la consommation globale par 
méthode, régulation et référence. L’unité de comparaison est la somme de 12 rotations : 
 3 dans le sens positif par axe, 
 3 dans le sens négatif par axe, 
 1 dans le sens positif et 1 dans le sens négatif par position et par axe. 
Dans le cas de la synthèse classique, les meilleurs résultats sont ceux du PI associé à une 
quelconque référence (222 J). Ceux de la synthèse RE sont un peu plus élevés mais 
s’avèrent être les meilleurs pour la consommation du moteur. Il a été nécessaire au 
préalable de définir une caractérisation des paramètres de l’axe comme les frottements et 
l’inertie. Si les valeurs théoriques peuvent être données dans les fiches techniques des 
constructeurs, elles peuvent aussi varier dans le temps et selon le climat où est implantée 
la centrale solaire. Il est possible aussi de se lancer dans une caractérisation de boucles 
ouvertes une par une. Les régulateurs peuvent là encore ne plus avoir la même robustesse 
au cours des années de fonctionnement. Les résultats de l’optimisation par algorithmes 
génétiques ne sont pas ceux escomptés (de 374 à 515 J). 
 






































Table IV.39. Comparaison des résultats de la synthèse classique, de  l’optimisation et des 
plans d’expériences 
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En effet, les consommations sont supérieures à celle d’une simple synthèse classique 
quelle que soit la régulation : PI, RE ou LQR. Ceci a mis en évidence le problème du 
rendement du hacheur. Même si le moteur consomme moins, le hacheur qui lui transmet 
la puissance consommera plus. Le hacheur a donc un meilleur rendement lorsque le 
moteur consomme plus. Par ailleurs les optimisations sont initialisées en fonction de 
l’identification des paramètres des axes. Si celles-ci sont mal menées ou biaisées en 
fonction des années, alors les résultats ne seront pas optimaux. Les résultats des plans 
d’expériences sont plus convaincants d’un point de vue énergétique et en particulier pour 
le cas d’un régulateur PI associé à un échelon et une référenecr cubique (224 J et 225 J). 
Les consommations pour les retours d’état RE sont plus élevées. Mais cette technique a 
été plus simple. En trois séries de tests, c'est-à-dire environ 21 minutes. La seule difficulté 
est la mise en place des niveaux. Ici, ils sont basés sur les résultats préalables des 
synthèses (et optimisation dans certains cas). 
Conclusion 
Dans ce chapitre, différentes façons d’asservir un héliostat ont été examinées 
associées à 3 références en position (échelon, rampe et cubique). Premièrement, les 
synthèses classiques ont obtenu des résultats minimaux de consommation pour une 
régulation en proportionnel intégral (PI) et ce, quelle que soit la référence (échelon, 
cubique et rampe). Les résultats d’optimisation hors-ligne bien que robustes, notamment 
par la commande linéaire quadratique (LQR), engendrent des consommations de 50 % à 
100 % plus élevées que celles de la synthèse classique. Par ailleurs, une optimisation 
hors-ligne prend du temps et n’obtient pas forcément de meilleurs résultats. Elle nécessite 
surtout une modélisation fine et une identification qui peut être mise en défaut par la 
dispersion paramétrique entre les axes, selon les sens de rotation et selon la position. 
Enfin, les plans d’expériences obtiennent de meilleures consommations en PI associés à 
des échelons ou des références cubiques. La mise en œuvre est simple et malgré les 
variations dans le temps, une nouvelle campagne de test peut être rapidement relancée. 
Un niveau peut avoir changé d’une année à l’autre par exemple. La mise en place des 
niveaux a été déterminée par la démarche préalable des essais hors-ligne. La forme de la 
référence en position a une influence majeure sur les effets des facteurs. Ainsi, pour une 
référence en rampe et en cubique, les facteurs sont tous au niveau bas alors que ce n’est 
pas le cas pour une référence en échelon. Pour un approfondissement sur l’impact des 
facteurs sur la consommation, il est possible de compléter ces mesures par une approche 
de surfaces de réponse [FAU 07]. L’ensemble des essais ont montré aussi que la 
consommation des moteurs dépendait très fortement de la position sur l’axe, ce qui est lié 
au vieillissement de l’installation.  
La recherche menée cependant, n’avait pas anticipé la dualité contraignante du 
mode de fonctionnement des hacheurs. Même si dans certains cas la consommation des 
héliostats est améliorée d’un point de vue de la motorisation, le hacheur, lui peut avoir un 
rendement tel que la consommation globale en est détériorée (comme pour les cas de 
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l’optimisation hors-ligne). Donc, ce chapitre a mis aussi en évidence, la nécessité 
d’ajustement du rendement du hacheur. En mode de ralliement, en effet, les courants 
d’appels sont bien supérieurs à ceux de la poursuite. Donc le hacheur doit avoir un 
rendement optimal sur une large gamme de courants. Une autre solution pourrait consister 
en la définition d’une structure de convertisseur statique adaptée à ce fonctionnement 
bimodal, ce qui constitue incontestablement une perspective aux travaux. 
Dans le chapitre suivant, une autre solution d’optimisation énergétique globale 
sera étudiée. En se basant sur les consommations déterminées dans ce chapitre et sur les 
équations de mouvement du chapitre précédent, la consommation annuelle des héliostats 
























Lire la seconde partie de la thèse 
