The fluids in horizontal wells can exhibit complicated flow behaviors with wall mass transfer, partly due to the interaction between the main flow and the radial influx along the wellbore and the completion parameters used. This paper presents a novel regression model established based on the experiment data retrieved from the available literatures to determine the apparent friction factor for a single phase wellbore flow. The proposed model has the potential to be readily applicable to different perforation parameters, such as shot phasing and shot density. Compared with other models in the same practical example which is offered by Ouyang et al., the model of this paper to calculate the wellbore pressure is applicable and reasonable. This new model can be easily incorporated into reservoir simulators or analytical reservoir and horizontal wellbore inflow coupling models.
Introduction
Dikken [1] in 1989 proposed the first model to evaluate the production performance of a horizontal well with the consideration of the wellbore pressure drop. Since then, [2, 3] active research work has been carried out on horizontal wellbore pressure drop using experimental [4] [5] [6] [7] [8] , analytical [9] [10] [11] [12] , and simulation methodologies. Asheim et al. [7] made a study on friction factor correlation for horizontal wellbore, which included accelerational pressure drop caused by the continuous fluid inflow along the wellbore. They stated that both wall friction and radial influx acceleration contributed to the total pressure drop along a perforated pipe and pointed out the wall friction factor could be calculated in the same way as for a regular, unperforated pipe. Su and Gudmundsson [13] conducted a research based on the experiments made on a perforated pipe geometrically similar to a wellbore casing (12SPF, 60 ∘ phasing). The research outcome revealed that, under the experiment environment, the total pressure drop was induced by the wall friction, mixed effects such as perforation roughness and acceleration and the percentage is around 80%, 15%, and 5%, respectively. Another model presented by Ouyang et al. [14] in 2001 is a single phase wellbore flow model. The research considered more pressure drop factors. The model incorporated not only the effects from the friction, acceleration, and gravitation but also the pressure drop caused by radial inflow. Yuan et al. [5, 15] conducted an experimental investigation and theoretical analysis on flow behavior in a horizontal pipe with fluid injection from the pipe wall through a single injection point. Later on, they [16] used the same experimental facility to investigate the effects of completion geometries and the density and phasing of injection openings in horizontal wells. In their experiments, there were three test sections with perforation densities of 5, 10, and 20 shots per feet and phasing of 360 ∘ , 180 ∘ , and 90 ∘ . Jiang et al. [17] also used the same experimental facility to investigate other sections of perforation densities of 5, 10, and 20 shots per feet with phasing of 360 ∘ , 180 ∘ , and 90
∘ . Based on the data acquired from their experiments and the data obtained by Yuan, Jiang et al. found the three parameters of general apparent friction factor correlation through regression, which was developed from the principles of conservation of mass and conservation of momentum. However, the regression was limited to single completion section. Their attempt to develop correlations for parameters using perforation density and phasing as continuous variables was restricted due to the limited data to perform meaningful regression analysis [17, 18] .
Mathematical Problems in Engineering
Literature study revealed that although single phase pipe flow with wall mass transfer has been a hot research topic for both experimental study and theoretical analysis, there is not a formula that is able to depict the friction factor or apparent friction factor for the continuous transformation of perforation shot density and phasing. Based on the experimental data of Yuan and partial data of Jiang, this research developed a new correlation for predicting the apparent friction factor of horizontal wellbore with different completion shot densities, phasing, main flow Reynolds numbers, and radial influx rates.
Model Description
The approach developed by Yuan was adopted in this study to analyze the acquired data and to predict horizontal well friction factors for different shots completion geometries. The detailed derivation process can be found in Yuan et al. [15, 16] .
An apparent friction factor, defined as the ratio of the net imposed external forces to the inertial forces, can be expressed as
According to experiment data Δ ( 2 − 1 ), the pipe parameters, main flow rate, influx flow rate, and liquid density, the expression for the apparent friction factor in Yuan's theoretical model can then be written as
The second term on the right-hand side of (2), 2 (( 2 − 1 )/Δ ), is caused by the change in velocity profile in the main flow direction. However, Yuan pointed out that this term, at small injection rate, was negligible since the small rate injection would not affect the velocity field significantly except in the near-wall region. Under what circumstances, can the value of 2 (( 2 − 1 )/Δ ) be ignored? Up until now, no successful attempt has been made to evaluate this term. Using Blasius formula = Re , we can rewrite :
where , , and can be determined experimentally for different completion cases. Jiang et al. [17] attempted to develop correlations for , , and using perforation shot density and phasing as parameters of interests by employing an additional regression analysis. However, they only just listed , , and in 9 cases for different combinations of perforation shot densities and phasing, respectively, through the method of regression. And there exist disagreements between Jiang's result and Yuan's outcome, such as the case where = 90 ∘ , = 20 shot/ft. This research made a study that combined Yuan's experimental data with part of the data obtained by Jiang's research. The data analysis and regress revealed that, regardless of the influx to main flow rate ratios, the for each case that all the data collapse into one curve, can be expressed by the variables of shot density and phasing.
can be obtained through the following process.
Simplifying (3) gives
From the experiments that were given the same shot density and phasing (such as 20 s/ft, 90 ∘ ) and main flow rate, by changing each shot radial influx to main flow rate ratio, we obtained the single factor sensitive analysis result and found that and / had a good linear relation. Therefore, parameter for each case was obtainable and is shown in Table 2 . Finally, we used Blasius formula to regress the parameters and to define in = Re and the values are presented in Table 2 .
Data Analysis and Regression
Chose Yuan's 20 shot/ft, 90
∘ phasing experiment data analysis and regression, when given different main flow rate, which means different Re , the relationship between and / in different main flow Reynolds Numbers are shown in increases. In both Yuan and Jiang's regression processes, was made constant. Figure 5 shows that only changes a little if main flow rate does not change too much. When main flow rate is small, Re = 5000 and = 7.65 as shown in Figure 1 . When main flow rate takes large value, Re = 40000 and = 6.00 as presented in Figure 4 . The value of changes and the average value of is 7.14. This indicates that it is possible that, when main flow rate is too small or too big, the experiment facility has a little inaccuracy. Continue to follow Yuan and Jiang's principles and let the average value 7.14 be constant value of for the case (20 shots/ft, 90 ∘ ), which is correct and reasonably explained in the next paragraph.
When parameter = 7.14 is confirmed, then we can get the parameter . The process to regress the relation between and Re is just a two-parameter regression, which is easier than Yuan or Jiang's three parameters regression processes. 
For = Re , we can get the parameter = 1.4707 and = −0.4345. The in different Re is listed in Table 1 . Figure 6 shows the relation between and Re while 20 shots, 90
∘ . It clearly presents the regression result and the well fit of the experiment data. Using the above method can obtain parameter and in (4) for other cases, which are listed in Table 2 .
In Figure 7 , for the same perforation shot phasing, parameter of apparent friction factor usually increases with the increase of completion shot density. The shot density and parameter have a good linear relation. It is evident that, at high shot phasing, the shot density affects parameter obviously, while, at low shot phasing, the affection is only slightly. Figure 8 shows that, for the same perforation shot density, parameter of the apparent friction factor is smaller when the phasing is lower. The shot phasing and parameter also has a good linear relation. Obviously, at high shot density, the shot phasing has more influence on parameter than it does at low shot density.
Based on the data shown in Figure 7 , it is possible to work out the slopes and intercepts of the linear relation between and at different shot phasing (90 ∘ , 180 ∘ , and 360 ∘ ). Then the slopes and intercepts of parameter with different can be regressed. The regression results are presented in Figures  9 and 10 .
Therefore, the parameter can be written as = (0.0007 + 0.3110) + 0.1833 360 − 1.0017.
Based on (3), can also be written in the flowing form:
As for all the above cases, the experimental facility used is a 4 ft long test section, which is a 1 in diameter horizontal pipe. In SI unit system, ( , ) can be written as 
Therefore, the apparent friction factor can now be expressed as shown in (9) 
Examine the left side of (9), for different perforation shot densities and phasing, ( , ) can be easily obtained, which is also the part that significantly affects . For the contribution of ( Re ), the regression results of the 9 cases are listed in Table 2 . The values of parameter and ( Re ) for other perforation shot densities and phasing that are not investigated in this research can be calculated through linear interpolation. 
Data Comparison and Analysis
In this section, the new apparent friction factor correlation formula (9) is further examined based on the study made by Yuan et al. [15] and Jiang et al. [17] . The focus was on data comparison between the prediction of (9) and the experiment data. Figures 11, 12 , and 13 show the variations in apparent friction factor with influx to main flow rate ratios and Reynolds numbers for the three test sections with shot pipe completions. Each figure is plotted as apparent friction factor versus Reynolds number Re and the data series represent experimental results at different influx to main flow rate ratios. "E" data series are the experiment data, while "P" series are the predicted data by (9) . As it can be seen in Figures 11-13 , there is a good match between the "E" and "P" data series, which in turn proves that (9) is a correct correlation for the theory of apparent wall friction factor and the experiment data. 1/200 are equal. As the completion phasing decreases from 360 ∘ and 180 ∘ to 90 ∘ , the apparent friction factor decreases. Again, the predictions made by the new formula, shown as "P" data series, match with the experiment data well. Figure 15 presents the influence of the shot completion density on the apparent friction factor. The data were obtained under the condition that 180
∘ phasing and / = 1/200 are used for each case. The increasing of the shot completion density from 5 to 10 and then to 20 shots/ft increases the apparent friction factor. The same result are obtained as in Figure 14 ; the predictions made by the new formula have good match with the experiment data. 
Applications and Discussions
The data by Yuan et al. [15, 16] and Jiang et al. [17] were obtained based on experiments in a small size pipe. Whether this result is applicable to practical field applications where the wellbore could be significantly larger than the pipe used in the experiments is uncertain. The new regression model presented in this paper has been applied to analyze Ouyang's example, a real horizontal well in an oil reservoir. The information of the case study is presented in Table 3 , which is the same as used in Ouyang's [14] example except that SI system of units is used in this study rather than imperial system of units.
In Table 3 , the partially perforated horizontal well means only a part of the wellbore is perforated for radial influx. Figures 16 and 17 are the graphics of pressure gradients and cumulative pressure drops from the start of the perforation in a partially perforated horizontal well obtained using different formulas. Dikken, Asheim, and Su's models did not consider the shot phasing impact on the pressure drop calculation. Also, it should be pointed out that no consideration was given to the perforation distribution in the wellbore flow modeling of the Dikken, Asheim et al. [7] , and Su and Gudmundsson's [13] models. In Figures 16-17 , Dikken's model gives the smallest values compared with other models. Dikken's model was established through constant resistance coefficient to calculate wellbore pressure drop; therefore, it can be understood that only the effect of wellbore friction pressure drop was considered. As a result, the outcome of Dikken's model is smaller than other models. Su's model pressure gradient predictive value is larger than other models. The main reason of this deviation is that the calculations of the perforation roughness pressure drop and the mixing pressure drop have partly superimposed. Based on Su's mixed pressure drop model, the pressure drop is too large. In Ouyang's study [14] , it was found that the radial influx from the perforations reduces the wall friction for turbulent flow. The pressure drop only considered wall friction drop and acceleration drop and ignored the mixed pressure drop which is pressure gradient called inflow-directional-pressure gradient in Ouyang's paper caused by inflow direction. So, the result of Ouyang's model is smaller than other models except Dikken's. Ouyang's model gave the shot parameters (shot density and shot phasing) but did not have any calculations to show the impact of these parameters on the final result. The model presented by this paper is derived from the experimental data of Yuan's and part of Jiang et al. 's [17] . The derivation process of this model is different from Asheim's process. But the calculated results are nearly the same when both models are applied to Ouyang's practical example. Compared with other models, the model produced by this research sits in the middle range as shown in Figures 16 and 17 . The above analysis shows that Ouyang and Dikken models subpredict the pressure drop and Su's models overpredict the pressure drop. The model produced by this research and Asheim's models are within the lower and upper deviations. As the model presented in this paper regressed from Yuan and Jiang's experiment data, the analysis confirms that the outcome of the model is reasonable and has the potential to be applied for real cases.
Conclusions
A new regression model to calculate apparent friction factor for a single phase wellbore flow is established based on the experiment data from the literature. The apparent friction factor, which is incorporated not only with frictional and accelerational pressure drops but also with the pressure drop caused by radial influx, is readily applicable to different perforation parameters of shot such as shot phasing and density and also applicable to different fluid properties, pipe IDs, and main and radial influx rates.
For the same perforation shot phasing, apparent friction factor usually increases with the increasing of completion shot density. The shot density and apparent friction factor have a good linear relation. For the same perforation shot density, the apparent friction factor becomes smaller when the phasing gets lower. The shot phasing and apparent friction factor also have a good linear relation.
Compared with the models presented in literature, the outcome of the model established by this research is rational and realistic. Moreover, this new model makes it easy to calculate the pressure drop with different shot density and shot phasing with perforated completion. It is a model that can be easily implemented into reservoir simulators, analytical reservoir, and wellbore inflow coupling models. 
Nomenclatures

