It is known that convergence of l.s.b. closed symmetric sesquilinear forms implies norm resolvent convergence of the associated self-adjoint operators and this in turn convergence of discrete spectra. In this paper in both cases sharp estimates for the rate of convergence are derived. An algorithm for the numerical computation of eigenvalues of generalized Schrödinger operators in L 2 (R) is presented and illustrated by explicit examples; the mentioned general results on the rate of convergence are applied in order to obtain error estimates for these computations. An extension of the results to Schrödinger operators on metric graphs is sketched.
Introduction
Often things become easier by passing to the limit. A striking example is provided by the one-dimensional Kronig-Penney model. Here the Hamiltonian is the self-adjoint operator H b = −∆ + b n∈Z a n δ n in L 2 (R). If all coefficients a n are positive, then, by Kato's monotone convergence theorem, the operators H b converge in the strong resolvent sense to the Laplacian with Dirichlet boundary conditions at every point of Z, as the coupling parameter b tends to infinity. If the family (a n ) n∈Z is lower bounded by a positive constant, then the operators H b converge in the norm resolvent sense with convergence rate O(1/b) [3, Example 3.8] . Moreover if the family (1/a n ) n∈Z is summable, then the resolvents even converge w.r.t. the trace norm with convergence rate O(1/b) [8, Theorem 3.1] . While it is difficult to investigate the operator H b , it is trivial to determine the spectral properties of the limit operator and results on the rate of convergence may be used for a discussion of the Hamiltonian H b . We refer to [2, 3, 4, 5, 6, 8, 9, 13] for a detailed analysis of large coupling convergence of regular and generalized Schrödinger operators as well as other kinds of operators. Another important class of examples is provided by Schrödinger operators with singular potentials. If the potential V vanishes outside a very small vicinity of the closed null set N , then one expects that a replacement of the Hamiltonian −∆ + V by a suitably chosen self-adjoint operator H that coincides with −∆ on the space C ∞ 0 (R d \ N ) only leads to a negligible error. Due to the fact that H is equal to the free Hamiltonian outside the null set N it is often easier to investigate the operator H than the regular Schrödinger operator −∆ + V . The idea that the mentioned replacement only leads to small errors is supported by a large variety of convergence results. The most famous ones are results on point interactions; if the set N is finite and d = 2, 3, then for every self-adjoint operator H in L 2 (R d ) that coincides with −∆ on the space C ∞ 0 (R d \ N ) one can give potentials V n such that the operators −∆ + V n converge in the norm resolvent sense to H and the supports of the potentials V n shrink to the set N [1] . Originally point interaction Hamiltonians have been introduced as an idealization of certain Schrödinger operators with short range potential. In [11] one had the idea to use such operators for other purposes, too. One has shown that a large class of operators H can be approximated by point interaction Hamiltonians H n . Since it is easy to compute the eigenvalues of the operators H n , this fact may be used in order to compute the eigenvalues of H approximately. Later a modification of the methods of [11] has led to an efficient algorithm for the numerical computation of eigenvalues of regular and generalized Schrödinger operators in L 2 (R d ), d = 2, 3 [12] . In the subsequent article [16] these results have been extended to Schrödinger operators with magnetic potentials. In the present paper we shall concentrate on the one-dimensional case where it is possible to obtain faster convergence with simpler algorithms. It was shown in [11] that weak convergence of measures implies norm resolvent convergence of the Schrödinger operators having these measures as potentials (cf. Theorem 1 below). Based on this convergence result, we give a general construction for approximating finite signed measures µ by pure point measures µ n such that the operators −∆ + µ n converge to −∆ + µ. Since norm resolvent convergence implies convergence of the isolated eigenvalues and the eigenvalues of −∆+µ n can be computed efficiently, we end up with a general method for approximating negative eigenvalues of Schrödinger operators with integrable potential on R. We provide error estimates for each step of the construction and proof. This paper is organized as follows: In section 2 we recall some notation and preliminary results. Section 3 and 4 provide very general results: As it is well known convergence of l.s.b. closed symmetric sesquilinear forms implies convergence of the associated self-adjoint operators in the norm resolvent sense. In section 3 we derive an asymptotically sharp estimate on the rate of convergence. Norm resolvent convergence of self-adjoint operators implies convergence of the points in the discrete spectra. In section 4 we quantify this result. Section 5 gives results on the convergence of the sesquilinear forms for our concrete problem. In section 6 we discuss the actual construction of the approximating measures, including error estimates in terms of the Fourier transform. Section 7 shows an efficient way to compute negative eigenvalues of Schrödinger operators with pure point potentials. In section 8 we added a short discussion about existence results of negative eigenvalues for Schrödinger operators. Section 9 demonstrates our algorithm by two examples. In one of the two examples we deal with a singularly continuous measure potential, which cannot be treated by the classical approximation methods. Finally, in section 10 we discuss how our method may be extended to Schrödinger operators on other 1-dimensional domains and explicitly show this for operators on [0, ∞).
Preliminaries
We will always denote by H a Hilbert space with inner product ·, · , which is linear in the first and antilinear in the second component. For a sesquilinear form a on H with domain D(a) and for c ∈ R we denote by a c the form
If c is a lower bound of a, then a 1−c is an inner product on D(a). Further, for f ∈ D(a) we sometimes denote
The well known Sobolev inequality for the Sobolev space H 1 (R) states that for each ε > 0 and each f ∈ H 1 (R)
Let µ be a finite Radon measure on R, i.e. a finite signed measure on the Borel-σ-algebra of R, B(R). Then we define the sesquilinear form a µ by
which is well known to be symmetric, lower-semibounded and closed. By −∆+µ we denote the self-adjoint operator associated to the form in the sense of Kato 
We say that a sequence (µ n ) of finite Radon measures on R converges weakly to the finite Radon measure µ if
is the space of bounded continuous functions on R. In particular, the corresponding Fourier transforms, which are defined aŝ
for a finite Radon measure ν on R, converge pointwise. For a finite Radon measure µ we let µ = µ + − µ − be the Hahn-Jordan decomposition and set |µ| = µ + + µ − . If f is a measurable function, we define the measure f µ by
χ B denotes the indicator function of B ∈ B(R). The following theorem plays a key role in this paper:
. Let µ n , n ∈ N, and µ be finite Radon measures on R such that µ n → µ weakly. Then the operators −∆ + µ n converge to −∆ + µ in norm resolvent sense.
One goal of the next sections will be to quantify this theorem.
Form convergence and norm resolvent convergence
The fact that the convergence of sesquilinear forms with common domain implies norm resolvent convergence of the associated operators is well known, cf. [17, Theorem VIII.25].
The following theorem gives a quantitative result for this statement. 
Proof. For the whole proof let always f be arbitrary in H such that f = 1. Since B ≥ 1,
Then a(g, g) = 1 and therefore
Further,
, we can conclude
and therefore
Using A ≥ 1 (and therefore a ≥ 1 as well) we get
The well-known identity
Remark 3. Observe that the above estimate is good in the sense that it is asymptotically sharp: In the trivial case a = ·, · and b = (1 + s)a we have
and the quotient of B −1 − A −1 and the upper bound for B −1 − A −1 in the above estimate tends to 1, as s tends to zero.
Convergence of isolated eigenvalues
A well-known consequence of norm convergence and norm resolvent convergence for selfadjoint operators is that it implies convergence of the discrete spectrum. The aim of the next two results is to quantify this result.
Lemma 4. Let S and T be bounded and self-adjoint operators in H satisfying S − T < δ for some δ > 0. If
and E is an eigenvalue of S of multiplicity n ∈ N, then
and the number, counting multiplicities, of eigenvalues of
Proof. For each f ∈ H and B ∈ B(R) we use the notation µ f,
. The statement we want to prove is equivalent to dim ran 1 J (T ) = n. We will prove this by contradiction. Case 1: Assume dim ran 1 J (T ) < n. Since dim ker(S − E) = n > dim ran 1 J (T ), there is some f ∈ ker(S − E) with f = 1 and f ⊥ ran 1 J (T ). Hence,
and thus
This is a contradiction, since it would imply
Case 2: dim ran 1 J (T ) > n. In this case we can choose f ∈ ran 1 J (T ) with f = 1 and f ⊥ ker(S − E). For this f it holds f ⊥ ran R\J (T ) and hence
Thus,
It is ran 1 J (S) = ker(S − E), since E is the only point in σ(S) ∩ J. This implies
and hence
However, this is impossible, since it would imply
Recall the following result: 
From the previous lemma one can derive the following result, which is applicable to our setting:
where E is an eigenvalue of A with multiplicity n ∈ N. Then,
consists of finitely many eigenvalues of A and the number, counting multiplicities, of these eigenvalues is equal to n.
Proof. Apply the previous lemma to the resolvents (A + α) −1 and ( A − α) −1 and use the spectral mapping theorem.
In many applications the minimum of the spectrum of A is an isolated eigenvalue with multiplicity one. Hence it follows that the minimum of the spectrum of A n is an isolated eigenvalue with multiplicity one for eventually every n, if the sequence (A n ) converges to A in the norm resolvent sense. Via the min-max-principle the rate of convergence of the lowest eigenvalue can be estimated directly with the aid of the associated sesquilinear forms: 
Further assume that E 1 (A) := min σ(A) is a negative eigenvalue of A and E 1 (B) := min σ(B) is a negative eigenvalue of B. Then
Proof. Let f be a normalized eigenvector of A corresponding to the eigenvalue
Then a c (g, g) = 1. By the min-max-principle,
Remark 8. a) Of course, changing the roles of A and B we also get a lower bound for E 1 (B).
b) The smaller c is the better is the estimate (4). In general the smallest c is not known. However, if one knows (approximately) E 1 (A) and any constant c satisfying the hypothesis of the previous theorem and cs is sufficiently small, then one may use (4) repeatedly in order to get smaller and smaller constants c in the estimate (4) and hence better estimates for E 1 (B).
Convergence of the sesquilinear forms
The aim of this section is to present a quantitative version of the result presented in Theorem 1 above.
Lemma 9 ([11, Proof of Theorem 3])
. Let µ and µ n , n ∈ N, be finite Radon measures on R such that the sequence (µ n ) converges weakly to µ. Then there exists a common lower bound c for a µ and all a µn and
Proposition 10 ([11, Lemma 2]). Let ν and µ be finite Radon measures on R. Then, for each g ∈ H 1 (R),
In particular, if the finite Radon measures µ n on R converge weakly to µ and the forms a µn have a common lower bound c, then the forms a µn converge to the form a µ , and
The proposition provides an upper bound for the error one makes by truncating the potential.
Corollary 11. Let µ be a finite Radon measure on R and B ⊂ R be a Borel set. Then
for every g ∈ H 1 (R).
and hence the corollary follows from the previous theorem with ν = 1 B µ.
Weak approximation of measures by pure point measures
Given a finite Radon measure µ on B(R), we want to give a constructive way to approximate it by pure point measures. For this it is justified by Corollary 11 to assume that µ has compact support. One can of course decompose µ into a continuous and a discrete part,
and µ c has a continuous cumulative distribution function F µc (x) = µ c ((−∞, x]). Both parts will be approximated separately. First observe that, using µ n d = n j=1 α j δ x j , one easily sees that µ n d converges weakly to µ d and the following error estimate for the Fourier transforms of the measures follows directly:
Now let us assume that the measure µ is purely continuous. Further, assume that µ is supported inside the interval [−K, K] for some sufficiently large K > 0. For convenience we may assume that K ∈ N. For N ∈ N set
It is easy to verify that F µ N converges pointwise to F µ and hence µ N converges weakly to µ. The following proposition gives an error estimate in terms of the Fourier transforms: 
Proof. First observe that, for given
2 } is a possible choice of δ for the uniform continuity of the function x → e itx and given ε > 0. The result follows from the following computations:
Given anyK > 0 and any δ > 0, one can choose N such that |μ(t) −μ N (t)| < δ for every t ∈ [− K, K]. In fact, in the preceding proposition one simply has to choose ε > 0 sufficiently small and then N sufficiently large. For the final error estimate, we need not to give bounds for |μ(t) −μ N (t)|, but for the integral occuring in Proposition 10. This bound is discussed now. Observe that the assumption |µ N |(R) ≤ |µ|(R) is always fulfilled for our construction. 
Proof. We use
and estimate the three integrals separately, where the estimates for the first and the third integral are identical. For the first integral
and for the second integral
7 Eigenvalues of −∆ + j α j δ x j Let x 1 < x 2 < . . . < x k and α j ∈ R for j = 1, 2, . . . , k. As it is well known, the domain of the operator −∆ + k j=1 α j δ x j (using the notation x 0 = −∞ and x k+1 = ∞) is given by
and the operator is just acting as f → −f ′′ . As it can easily be seen, such operators can only have negative eigenvalues. For the readers convenience we will now repeat an algorithm to find the eigenvalues of such an operator (cf. [1, proof of Theorem II 2.1.3]). Each eigenfunction f λ for an eigenvalue λ < 0 of the operators needs to be of the form
for some constants a j , b j ∈ R. Since the function needs to be in L 2 (R), it is necessary that b 0 = 0. By linearity we may also assume a 0 = 1 (since a 0 = 0 would imply f λ = 0). Such a function is in the domain of the operator (and hence an eigenfunction) if and only if it satisfies all the continuity and δ-boundary conditions, i.e.
for j = 1, . . . , k (and a k = 0, which we will ignore for a short moment). Starting with a 0 = 1, b 0 = 0, these two conditions give a 2 × 2 system of linear equations at x 1 for a 1 , b 1 , which one can easily solve. Continuing with the conditions at x 2 , one gets equations for a 2 , b 2 , and so on. In the end, one computes all the a j and b j such that the continuity and boundary-conditions are automatically fulfilled. However, in general one will obtain a k = 0. One can easily see that λ is an eigenvalue if and only if the a k obtained by this method is equal to 0 (only then we have f λ ∈ L 2 (R)). Hence, we consider the a k computed in the above manner as a function of λ. This a k (λ) depends continuously on λ < 0. The problem of finding a negative eigenvalue of −∆ + α j δ x j reduces to finding the zero of the continuous real-valued function a k (λ), which may be solved numerically. Observe that the runtime of the evaluation of a k (λ) depends only linearly on k (at each x j we need to solve a 2 × 2 system of linear equations).
Existence of negative eigenvalues
It is crucial for our approximation method that there exist negative eigenvalues of the approximating operator. Hence we will add a short discussion about the existence of negative eigenvalues for operators −∆ + µ. Recall (Theorem 5 above) that σ ess (−∆ + µ) = [0, ∞) for each finite Radon measure µ. In light of this result, for the existence of a negative eigenvalue of −∆ + µ it suffices to show that there is a function f ∈ H 1 (R) with a µ (f, f ) < 0. This directly gives the following well known result, which we quickly prove for completeness.
Proposition 14.
If the finite Radon measure µ satisfies µ(R) < 0, then −∆ + µ has at least one negative eigenvalue.
Proof. For N ∈ N consider the function f N as pictured in Figure 1 . For N large enough, If µ is a finite Radon measure with µ(R) < 0 and (µ n ) is a sequence of such measures converging weakly to µ, then it is easy to see that µ n (R) < 0 for large n. In particular, if the approximation is good enough, then there exists a negative approximating eigenvalue of the Schrödinger operator −∆ + µ n approximating −∆ + µ. Therefore, under the assumption µ(R) < 0 our approximation scheme described above always works.
We will discuss some other results concerning the existence of negative eigenvalues here. First, we will recall some well known results extending the above Proposition 14 in some sense. It is unknown to the authors whether the above two results extend to one-dimensional Schrödinger operators with measure potentials. If similar results for Schrödinger operators with point interaction potentials hold, this would increase the applicability of our method. It is easy to construct a continuous function V ∈ L 1 (R) such that R V (x)dx = 0 but [−c,c] V (X)dx > 0 for all c > 0 and the assumptions for one of the above two theorems are fulfilled. Then −∆ + V has a negative eigenvalue, but Proposition 14 is not sufficient anymore to guarantee the existence of negative eigenvalues of the approximating Schrödinger operators. Hence, we will now discuss some other existence criteria for negative eigenvalues of operators −∆ + j α j δ x j which are not covered by the above results. Although we are particularly interested in the case of finitely many point interactions, the same results hold in case for infinitely many point interactions by the same proofs, i.e if we assume α j , x j ∈ R for all j ∈ Z, ∞ j=−∞ |α j | < ∞ and the sequence (x j ) j is increasingly ordered. Nevertheless, we only formulate the results for finitely many point interactions.
Proposition 18. Let α j , x j ∈ R for j = 1, . . . , n and assume x 1 < x 2 < . . . < x n . Further, assume a k < 0 for some k ∈ {1, . . . , n} and denote
α j δ x j has at least one negative eigenvalue. Figure 2 . Then
Proposition 19. Let α j , x j ∈ R for j = 1, . . . , n and assume x 1 < . . . < x n . Further, assume a k < 0 for some k ∈ {1, . . . , n}. If
then −∆ + j α j δ x j has at least one negative eigenvalue.
Proof. The function
Numerical examples
We want to continue with the presentation of two numerical examples. The following result will be useful to understand the examples, where N 0 (−∆ + µ) denotes the number of negative eigenvalues of the operator −∆ + µ (counting multiplicities).
Theorem 20 ([10, Theorem 3.5]). Let µ = µ + − µ − be a finite Radon measure on R with corresponding Hahn-Jordan decomposition. Then
Square well potential
The first example is well known, since it is essentially solvable. Hence, it will play the role of a test scenario. Consider the operator −∆ − χ [−1,1] , i.e. the Schrödinger operator with a square well potential. By Proposition 14 and Theorem 20,
Further, the only negative eigenvalue λ satisfies −1 < λ < 0 and the equation given by
The negative eigenvalue for the N th approximating operator, found by the procedure described in section 7 implemented in Matlab, can be seen in Table 1 .
Cantor measure potential
The second example is supposed to show that our methods also work with respect to rather exotic potentials. Let µ C be the Cantor measure, i.e. the measure which has the Cantor function as its cumulative distribution function. We want to find eigenvalues of the operator −∆ − µ C . Using again Proposition 14 and Theorem 20 one gets i.e. the operator has exactly one negative eigenvalue. While it is possible to approximate this eigenvalue of −∆ − µ C by the method described in section 6, we modify the approach here to obtain better results for this particular case. As it is well known, the Cantor set can be obtained as the limit set of a procedure of removing middle third intervals. Inspired by this, one can construct the Cantor measure easily as the limit of a sequence of pure point measures as follows: Let µ N be the measures defined by (cf. Figure 3 )
It is easy to show that the µ N converge to µ C weakly for N → ∞, e.g. by proving that the cumulative distribution functions converge pointwise. Hence, the negative eigenvalues of the operators −∆ − µ N converge to the eigenvalue of −∆ − µ C . The numerically computed eigenvalues of −∆ − µ N can be seen, for some N , in Table 2 . We will not give a full discussion of the error estimate of this modified method here, but we will computê µ C (t) −μ N (t) in the appendix, which is the crucial step needed for deriving an error estimate (beside the general theory developed above). 
Extension to other 1-dimensional domains
In this section we will discuss how to extend Theorem 1 and our approximation method to Schrödinger operators on L 2 ([0, ∞)). Essentially the same ideas work for Schrödinger operators on L 2 (0, 1) or to some extend even on finite metric graphs (cf. [7] for an introduction to this topic), but we will only discuss the case [0, ∞) in detail.
As it is well known, the self-adjoint realizations of the Laplacian on L 2 ([0, ∞)) can be parametrized by α ∈ [0, π) through the boundary conditions
The sesquilinear form a 0 α associated to −∆ α is given by
for α = 0 and
Throughout this section we assume that all occuring measures are finite Radon measures on [0, ∞), i.e. finite signed measures on B([0, ∞)). Without loss of generality we may assume that the measures have no point mass at 0 (this would only change the boundary condition and not the action of the resulting Schrödinger operator). For such a measure µ we define the Schrödinger operator with boundary conditions corresponding to α ∈ [0, π) and potential µ, −∆ α + µ, as the operator associated to the form a
in the sense of Kato's first representation theorem, where it can easily be seen that a µ α is a small form perturbation of a 0 π/2 (or of a 0 0 if α = 0) using the Sobolev inequality
Of course the term boundary conditions should not be taken too serious in this settinge. It remains to discuss the method of computating the eigenvalues of −∆ α + n j=1 β j δ x j analogous to the method discussed in section 7. We may assume that the x j are ordered increasingly, 0 < x 1 < . . . < x n , and β j ∈ R. One can check that the operator −∆ α + j β j δ x j acts as f → −f ′′ a.e. and that the functions in its domain fulfill the boundary conditions cos(α)f (0)+sin(α)f ′ (0) = 0 and the usual continuity and δ boundary conditions at all x j . Then, each eigenfunction f λ for an eigenvalue λ < 0 has the form
(with x 0 = 0 and x n+1 = ∞) for coefficients a j , b j ∈ R, j = 0, . . . , n. As in the case on the whole line, such a function is an eigenfunction (and hence λ an eigenvalue) if and only if a n = 0 and it fulfills all boundary conditions. Therefore, let us consider the case a 0 = 0, from which we may assume a 0 = 1. Then the boundary conditions at 0 uniquely determine b 0 . We may now continue as we know it from section 7, computing iteratively the values of a j and b j from the values of a j−1 , b j−1 and the boundary and continuity conditions at x j . At the end, we get a n = a n (λ) as a continuous function of λ and only need to find zeroes of this continuous real-valued function. We still need to deal with the case a 0 = 0. It is easy to check that for α = 0, π 2 this never leads to a valid eigenfunction (and hence not to an eigenvalue). Further, if n = 1 one can also check that this never results in an eigenvalue. It is unknown to the authors if this case may lead to a negative eigenvalue of −∆ α + j β j δ x j for any choice of β j and x j . Anyway, this is not a problem: If α = 0, and therefore x ∈ S N +1 .
In what follows, we will need the following trigonometric identity: The case N = 2 of this identity is a direct consequence of the angle sum identity for cosine, the general case follows easily by induction. Here we used formula (7) in the last step. Summarizing, we get µ N (t) = e Since the µ N converge weakly to µ C , the Fourier transforms converge pointwise. We get the well-known resultμ
it ∞ j=1 cos t 3 j .
Observe that it seems, in light of the form of the Fourier transforms, that the most natural way to construct the Cantor measure actually may be as the limit of the measures µ N . For the differenceμ C (t) −μ N (t) we get µ C (t) −μ N (t) = e 
