We consider two competing first passage percolation processes started from uniformly chosen subsets of a random regular graph on N vertices. The processes are allowed to spread with different rates, start from vertex subsets of different sizes or at different times. We obtain tight results regarding the sizes of the vertex sets occupied by each process, showing that in the generic situation one process will occupy Θ(1)N α vertices, for some 0 < α < 1. The value of α is calculated in terms of the relative rates of the processes, as well as the sizes of the initial vertex sets and the possible time advantage of one process.
Introduction
First passage percolation is one of the most studied discrete models in probability theory. It can be realized as a random graph metric when edges have independent identically distributed weights. Often the distribution is assumed to be exponential and then the ball of a radius t (from a fixed vertex) is a Markov set process R, in which new vertices are occupied at a rate proportional to the number of their neighbors already in R(t). Apart from the classical shape problem on infinite transitive graphs (see [14] ), recently there was substantial interest in estimating diameter, typical distance, flooding times and related quantities for the process on large finite (and possibly random) graphs [34, 46, 3, 5, 6, 4] .
In a related two type Richardson model, introduced in [28] , one considers two first passage percolation processes, a blue and a red one, with possibly different rates, spreading through the graph and capturing non-colored vertices. Each non-colored vertex becomes colored with color c at the rate proportional to the number of c colored neighbors (this can also be viewed as the Voronoi tessellation with respect to two independent first passage percolation metric). A significant amount of work on this model has been devoted to identifying the cases in which both colors grow indefinitely [29, 16, 15, 17, 23, 31, 32] . In the current paper we are studying a version of this model on large random regular graphs (which are objects of independent interest [9, 36] ). We are interested in the sizes of each colored component, while allowing the processes to start at different times, from sets of different sizes and spread with different rates.
From an applied point of view, this model can be viewed to simulate spreading of two products (or viruses) through a social network. In recent years, diffusion processes on social networks have been the focus of intense study in a variety of areas. Traditionally these processes have been of major interest in epidemiology where they model the spread of diseases and immunization [43, 40, 41, 20, 2, 21] . Much of the recent interest has resulted from applications in sociology, economics, and engineering [12, 1, 26, 25, 18, 45, 37, 38] .
The interpretations of the diffusion process in terms of product marketing and in terms of virus spread lead to some natural questions we address in this paper. What is the advantage that the first product (the first virus) has in terms of the initial time it can spread with no competition? What is the effect of one of them starting with larger initial size (initial seed sets) than the other one or having a larger rate (higher quality of a product)? What is the effect of the structure of the social network on the outcome of the competition between the two products? To answer the last question we compare the results for the model on large random regular graphs to the same model on large d dimensional tori. The first family of graphs model some (but not all) features of current social networks (small diameter, expansion etc.) while the second family models traditional spatial graph processes that are traditionally studies in epidemiology, ecology and statistical physics. We proceed with a formal definition of the process and a statement of our main results.
Definition of the process
In the model we study in this paper we have an underlying N vertex graph G. In this graph we have two sets of vertices, B 0 and R 0 . We think of B 0 as a set of blue vertices and of R 0 as a set of red vertices. Each edge with at least one end in B 0 ∪ R 0 has an independent exponential clock attached to it. Edges that have two ends in B 0 ∪ R 0 have two independent exponential clocks attached to them, one for each end. The rate of the clocks on edges with an end in B 0 is β, and the rate of the clocks on edges with an end in R 0 is 1. When the process begins all the clocks start ticking. For every n = 1, . . . , |E(G)|, when the n-th clock goes off we look at the ends (u, v) of the edge whose clock went off. If u, v ∈ B n−1 ∪ R n−1 then we simply define B n = B n−1 and R n = R n−1 , and let the other clocks continue ticking. If only one end (w.l.o.g u) is in B n−1 ∪ R n−1 , then if u ∈ B n−1 we define B n = B n−1 ∪ {v}, R n = R n−1 , and assign all the other edges attached to v exponential clocks with rate β. If u ∈ R n−1 then we define B n = B n−1 , R n = R n−1 ∪ {v}, and assign all the other edges attached to v exponential clocks with rate 1. DenoteB = B |E(G)| andR = R |E(G)| . Throughout the paper we denote the size of B n (R n ) by B n (R n ), and the size ofB (R) byB (R).
In this paper we study the asymptotic sizes ofB andR depending on how B 0 and R 0 were generated, on their initial sizes and on the rate parameter β. Our research focuses mainly on the case where the underlying graph G is a random regular graph.
The random N -vertex d-regular graph G(N, d) is the uniform distribution over all graphs with N vertices where all the degrees are exactly d (d-regular graphs exist only for N, d such that dN is even). For this model we obtain tight results regarding the asymptotic behavior ofB andR, for two different ways of generating the sets B 0 and R 0 . The first, is letting B 0 , R 0 be two uniformly random sets of some predetermined sizes B 0 and R 0 respectively. The second, is picking a random set of size k, coloring it blue and letting it spread as described above (but with R 0 = ∅) until it grows to some predetermined size B 0 . We then define B 0 as the set of blue vertices, and R 0 as a random set in V \ B 0 . The results we obtain are for both β = 1 and β = 1.
Another graph we study in this paper is the d dimensional torus. We show that when this is the underlying graph then even if we give the blue vertices a huge advantage (i.e., we let B 0 contain a linear fraction of the vertices, we let R 0 contain only one vertex and we let the blue vertices spread at a greater rate than the red vertices), with high probability the red vertices still occupy a linear fraction of the vertices at the end of the process. This situation is different than the situation in the random regular graph, where except for some special cases (described in Thm. 1.1), one color almost surely occupies (1 − o(1))N vertices.
Main results
We now rigorously state our main results: Theorem 1.1. Let G = (V, E) be a random N -vertex d-regular graph and let B 0 , R 0 > 0 be the initial sizes of B 0 and R 0 , and β > 0. Let B 0 be a uniformly random set of B 0 vertices, and R 0 a uniformly random set of R 0 vertices. The blue vertices spread with rate β and the red vertices spread with rate 1. Define γ = 1 − α 1 − β(1 − α 2 ). Then i) if B 0 = N α 1 and R 0 = N α 2 for some 0 < α 1 , α 2 < 1 then there are two cases.
-If γ ≥ 0 then there exists a constant C > 0 depending only on α 1 , α 2 , β, d such that with high probability the final number of blue vertices isB = (1 + o(1))CN α 1 +β(1−α 2 ) , and the rest are red.
-If γ ≤ 0 then there exists a constant C > 0 depending only on α 1 , α 2 , β, d such that with high probability the final number of red vertices isR = (1 + o(1))CN α 2 +(1−α 1 )/β , and the rest are blue.
ii) If B 0 = b 0 and R 0 = r 0 for some constants b 0 , r 0 > 0 then -If β ≤ 1 then with high probability the final number of blue vertices isB = Θ(N β ), and the rest are red.
-If β ≥ 1 then with high probability the final number of red vertices isR = Θ(N 1/β ), and the rest are blue.
iii) If B 0 = b 0 for some constant b 0 > 0, and R 0 = N α 2 for some 0 < α 2 < 1 then -If β(1 − α 2 ) ≤ 1 then with high probability the final number of blue vertices isB = Θ(N β(1−α 2 ) ), and the rest are red.
-If β(1 − α 2 ) ≥ 1 then with high probability the final number of red vertices isR = Θ(N α 2 +1/β ), and the rest are blue. Theorem 1.2. The conclusion in Thm. 1.1 holds also if B 0 and R 0 are generated in the following way: Choose a uniformly random set B containing k vertices, for some k < B 0 . B starts spreading with rate β until the (random) time τ when the number of blue vertices reaches B 0 . B 0 is defined as the blue vertex set at time τ . For the red vertex set, choose R 0 of size R 0 , uniformly at random from the set V \ B 0 .
vertices. Choose a random vertex, color it blue, and let it spread until there are εN blue vertices for some 0 < ε < 1. Define B 0 to be the blue set at this time. Choose a random uncolored vertex and define R 0 to be this single vertex. The blue and red vertices continue to spread, the blue vertices with rate β > 1 and the red vertices with rate 1. Then with high probability, at the end of the process both colors occupy Θ(N ) vertices.
In Sec. 4 we prove Thm. 4.1 about a new urn model that may be of independent interest. This theorem is used in the proofs of the theorems above.
Remarks and follow up work
We note that the results of all the theorems above cannot hold if the sets B 0 and R 0 are arbitrary. Consider for example the case where B 0 is the ball of radius r in the graph around a vertex v and R 0 consists of all vertices at distance exactly r + 1 from v. While the set R 0 is not much bigger than B 0 -clearly the remaining vertices will all become red.
The fact that the results do not hold for arbitrary sets raise various game theoretic questions. For example, consider a game where player B has to choose the set B 0 and player R has to choose the set R 0 . Suppose player B can choose up to N α 1 initial vertices and player R can choose up to N α 2 initial vertices. What are the Nash Equilibrea of this game? Are the payoffs in the Nash Equilibrea close to the payoffs obtained if the two players place the initial sets at random? Similar game theoretic questions may be asked if players alternate in placing the elements of B 0 and R 0 .
As far as we know this game was first defined by Bharathi, Kempe and Salek in [7] . Their paper provides an approximation algorithm for the best response and shows that the social price of competition is at most 2 but does not analyze the utilities of each of the players in a Nash Equilibrea. A different direction of future study is extending the result in the current paper to more realistic models of social networks and marketing. In particular it would be interesting to study the same question on preferential attachment random graphs and other more realistic models of social networks. We expect that for such graphs, game theoretic consideration can play an important role due to the different degrees and connectivity of different vertices.
Related work
As mentioned earlier, diffusion and growth processes have been studied intensely in the past few years in relation to many areas such as sociology, economics and engineering. Among the models studied are stochastic cellular automata (see, for example [48] , [26] , [25] ), the voter model which was first introduced by Clifford and Sudbury in [13] and has been much studied since in, for example, [33] , [10] , [19] , the contact process (see, for example, [27] ), the stochastic Ising model (see [24] , [11] ), and the influence model (see [1] ).
Recently, a strong motivation for analyzing diffusion processes has emanated from the study of viral marketing strategies in data mining (see, for example, [18] , [45] , [37] , [38] ). In this model one takes into account the "network value" of potential customers, that is, it seeks to target a set of individuals whose influence on the social network through word-of-mouth effects is high. For a given diffusion process, we define the influence maximization problem. For each initial set of active nodes S, we define σ(S) to be the expected size of the set of active nodes at the end of the process. In the influence maximization problem, we aim to find a set S of fixed size that maximizes σ(S). In attempts to find a set of influential individuals, heuristic approaches such as picking individuals of high degree or picking individuals with short average distance to the rest of the network have been commonly used, typically with no theoretic guarantees (see [47] ). In [37] it was shown that the influence maximization problem is NP-hard to approximate within a factor of 1 − 1 e + ε for all ε > 0. On the other hand, in [38] it was shown that under the assumption that the function σ is submodular, for every ε > 0 it is possible to find a set S of fixed size that is a (1 − 1 e − ε)-approximation of the maximum in random polynomial time. In [44] it was proven that the function σ is indeed submodular.
As mentioned earlier the paper [7] defines the competitive influence maximization problem on general graphs. We believe that an interesting research direction is to show that for random dregular graphs, the payoffs of the two players at each Nash Equilibrea are essentially the same as the payoff obtained by playing according to random strategies.
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The random d-regular graph
When studying d-regular graphs it is often useful to consider the configuration model. The configuration model was introduced by Bollobás in [8] . This model is used to construct a uniform random d-regular graph on N vertices. In this model we view each vertex of the graph as a set of d half-edges. We then pick a uniform perfect matching on these dN half-edges, and contract each d-tuple of half-edges back to a single vertex. It is shown in [8] that with probability that tends to e 1−d 2 4 as n → ∞, this process yields a simple d-regular graph. Moreover, conditioning on the event that the graph is simple, it is uniformly distributed among all simple d-regular graphs on N vertices.
The uniform perfect matching can be picked by picking its edges sequentially, therefore we can simulate our model by the following process: We start with dN half-edges. Each half-edge can be in one of four states: uncolored, blue, red or explored. In the initial state we have a set X 0 of X 0 blue half-edges, a set Y 0 of Y 0 red half-edges and a set Z 0 of Z 0 uncolored half-edges. The number of explored half-edges is dN − X 0 − Y 0 − Z 0 . In step n, we randomly pick a halfedge e n from X n−1 ∪ Y n−1 , where half-edges in X n−1 have weight β and half-edges in Y n−1 have weight 1. We change the status of e n to explored. We then uniformly pick another half-edge g n from X n−1 ∪ Y n−1 ∪ Z n−1 \ {e n }. If g n is uncolored, we change its status to be explored, and change the status of d − 1 of the remaining uncolored half-edges to the same color that e n was before its status became explored. If g n is either blue or red, we just change its status to explored. We denote the size of X n (Y n ) by X n (Y n ). The process ends when there are no more blue or red half-edges. If we have k 1 independent rate β exponential random variables I 1 , . . . , I k 1 , and k 2 independent rate 1 exponential random variables I k 1 +1 , . . . , I k 1 +k 2 , then the random variable J = argmin{I 1 , . . . , I k 1 +k 2 } is distributed among 1, . . . , k 1 + k 2 the same way as the half-edges e n is distributed when X n−1 = k 1 and Y n−1 = k 2 . Therefore, conditioned on the graph being simple, the process described here corresponds to the discrete competing infection process on a random regular graph with independent exponential rate β random variables on edges with a blue end and exponential rate 1 random variables on edges with a red end. However, at the end of this process there are no more blue or red half-edges, and since the quantity that we are interested in is the number of blue vertices at the end of the process, we need to keep track of the number of times the edges e n and g n were picked blue and uncolored respectively. We will denote M = X 0 + Y 0 + Z 0 .
In the text we also need some results on the finite Pólya urns. A Pólya urn is an urn containing balls of up to k different colors. The urn evolves according to the following Markov process. At each time n ≥ 1, one ball is drawn at random from the urn, and its color is observed. If the color of the ball is i, then for each j = 1, . . . , k we place A ij balls of color j in the urn. Generally speaking, A ij can be positive or negative, or even random.
Our result concerns only urns containing two colors -red and blue, so from now on we assume that k = 2. An urn scheme is usually represented by its replacement matrix
the rows of which are indexed by the color of the ball picked, and the columns are indexed by the color of the balls added. We denote the number of balls of each color at step n by S n and Z n . To learn more about different types of Pólya urn models, see, for example [42] .
To relevance of the urn models is revealed if we observe that the the process (X n + Y n − 1, Z n ) is exactly the Pólya urn process with the replacement matrix
The following is then a simple corollary of Theorem 4.1.
Corollary 2.1. Consider the process started with X 0 blue and Y 0 red half-edges and Z 0 = M − X 0 − Y 0 uncolored half-edges. Then for any ǫ > 0 we have that the events
have probabilities converging to 1, uniformly in Z 0 , as M → ∞.
Proofs
Thm. 1.1 and Thm. 1.2 both follow from the next theorem. 
For a positive real number c assume that the condition
is satisfied for k = 0 and define the stopping time τ as the smallest positive integer k for which (6) is not satisfied. Then there exists a sequence (δ M ) converging to 0 and depending only on M , and a constant C depending only on β, d and c such that for any positive integer n
Corollary 2.5. Let 0 < ε ≤ 1/2. Assume that for a positive real number C 0 and an integer n the inequality
Then there exists a sequence (δ M ) converging to 0 and depending only on M , and a constant C, depending on β, d and C 0 , such that
Proof. Define stopping time τ as the smallest integer k such that
Applying Lemma 2.4 we conclude that the event
has probability of at least
for an appropriately chosen constant C. Since τ < n implies K τ > 2K 0 , on the event in (10) we have that τ ≥ n. Thus in the event in (10) we can replace K k∧τ by K k which completes the proof.
In order to prove Lemma 2.4, we first prove two lemmas. The first is a general lemma bounding the conditional expectation and variance of the differences in a general random process. Lemma 2.6. Let (K n ) n≥0 be a positive process such that K 0 is a constant, and p n and r n positive real numbers defined for n ≥ 0, such that
Consider the process
Then process I n is a martingale and for every positive integer n we have
where
Proof. It is trivial to check that the process I n is a martingale. Furthermore it can be shown by induction that for every k ≤ n
Using the first inequality in the statement we have that
In particular we have
Using (13) inductively we can show that K n − I n ≤ n−1 k=0 a n,k I k whenever the sequence (a n,k ) 0≤k<n satisfies a n,n−1 = p n−1 and a n,k = n−1 ℓ=k+1 p ℓ a ℓ,k + p k . Using (11) it is easy to check that a n,k = p k q k+1,n−1 satisfies these conditions. Thus we have
Plugging this back into (12) and using (11) we get
which proves the first claim. Note that (14) and (11) imply that
Thus the condition in the statement implies that
It is easy to check that E((
This concludes the proof.
The second lemma we prove in order to prove Lemma 2.4 bounds the conditional expectation and variance of K n − K n−1 where K n is defined in (4).
Lemma 2.7. For the process K n as defined in (4), there exists a constant C > 0 depending on β and d, such that for all integers n, on the event that Y n ≥ 2d we have both
and
Proof. Throughout the proof we assume that M − 2n ≥ Y n ≥ 2d. To prove (16) we calculate
It can be easily verified that
where the absolute value of the term O((M −2n) −1 ) is bounded by a constant multiple of (M −2n) −1 . To prove (16) it is enough to show that the absolute value of the difference of the terms in (18) and (19) is bounded by
for some constant C. First note that, since X n + Y n ≤ M − 2n, the expression
is bounded by (20) , for some C > 0. Thus we can disregard the term O((M − 2n) −1 ) in (19) . By Taylor expansion we know that for any compact interval containing 1 there is a constant C 1 such that for all t in this interval
(actually by a slightly more careful argument one can argue that C 1 does not depend on the interval). Now fix any k ≥ −2 and choose t = kY −1 n and a constant C 1 to obtain
Therefore we can replace the term
Arguing similarly we see that we can replace the terms
on the right hand side of (18) by
Therefore it is enough to prove
for a large enough constant C. Expanding the expressions in the left hand side above we see that it is equal to β(β + 1)X n Y −β n . This proves the claim. Now we prove (17) . First note that it is enough to prove that
Analyzing all the cases we see that the value of |K n+1 − K n | is
with probabilities
,
, respectively. Here C 1 , C 2 , C 3 , C 4 and C 5 are constants depending only on β and d. Therefore for a large constant C 0 we have
which, together with the fact X n Y n ≤ (M − 2n) 2 , yields (21) .
We now go back to proving Lemma 2.4.
Proof of Lemma 2.4. We begin by showing that for any C 0 > 0 we can choose C so that (8) implies
for all 0 ≤ k ≤ n. Since the function φ(t) = t − t d/2 Z 0 /M is concave on [0, 1] the minimum of the left hand side in (22) is either
Clearly both of these values are bounded from below by the right hand side of (22) when the constant C is chosen to be large enough. Now define σ as the first time k that
and define the process K ′ k = K k∧τ ∧σ . Since σ and τ are stopping times with respect to the filtration F k , the process K ′ k is adapted to this filtration. Next we show that there is a positive constant c 1 such that for all k < σ ∧ τ we have
Assume, for the sake of contradiction, that for some k < σ ∧ τ we have
Then since k < τ we have
When c 1 is small enough we obtain a contradiction and prove (23) . Lemma 2.7 now implies that for all 0 ≤ k ≤ n
for some constant C 1 depending only on β, d and c. Define
First we bound n−1 k=0 p k by a multiple of ε. To this end observe that for all 0 ≤ t ≤ 1
Next calculate
Here we use the fact that t → (t − λt d/2 ) −2 is a convex function. To estimate the above integral we use (26) to obtain
for some constant C 2 depending only on β, d and c. For the above calculations we need to assume that Z 0 > 0, but note that the upper bound in the last line also holds for Z 0 = 0. Combining this with (27) and (8) yields
Now define the martingale
as in Lemma 2.6, which together with (28) implies
Lemma 2.6 and (25) now yield
The second inequality above follows from the fact that the function
is either decreasing on [0, 1] or decreasing on an interval (0, t 0 ) and increasing on (t 0 , 1) for some 0 < t 0 < 1. This is clear from the calculation of the first derivative
The integral in (30) can be estimated like the one in (27):
where C 4 is a constant depending only on β and d. To bound the last term on the last line above observe that for all 0 ≤ t ≤ 1 we have ( 
This applied to t = Z 0 /M and combined with (30) and Doob's maximal inequality imply
Again for all the above calculations we need Z 0 > 0, but one can observe that the upper bound in the last line holds even if (29) and the inequality
Thus we have
Define 1 − δ M to be the probability that
holds for all 0 ≤ k ≤ n. By Theorem 4.1 we have that lim
To this end simply observe that on the event above, inequality (23) and σ < τ ∧ n imply
for k = σ − 1. However, by (22) and the fact that ε ≤ 1/2, this is impossible for C large enough in (8) (recall that the value of c 1 depended only on c and β).
Remark 2.2.
A more careful analysis of the process K n would allow one to replace Doob's maximal inequality with Freedman's inequality (see [22] ), and obtain exponential bound in the statement of Lemma 2.4. However the bound above suffices to our purposes and, to avoid even more tedious analysis, we use Doob's maximal inequality.
Remark 2.3. Starting in the proof of Lemma 2.3 and further we will use the following simple fact. Let L n be any process adapted to a filtration F n . Assume that for any ǫ we have a sequence of events (Ω M,ǫ ) of events such that P(Ω M,ǫ ) → 1 as M → ∞ and such that on the event Ω M,ǫ we have
on Ω M,ǫ stochastically bounded from above (below) by a sum of N (M ) independent Bernoulli random variables with parameters p M (n) + ǫ (p M (n) − ǫ). In particular, if N (M ) → ∞ then by Hoeffding's inequality (see [30] ), the number of such indices is equal to 1+ o(1)
We are now ready to prove Lemma 2.3.
Proof of Lemma 2.3. Throughout the proof we assume that M is sufficiently large for the estimates to hold. We can assume ε < 1/2 and
M ε −1 , for any constant C ′ (at different stages in the proof we choose convenient values for C ′ ). Since we can also assume that η M < 1 (otherwise there is nothing to prove), we can assume that
We start by defining the function
Recalling Theorem 4.1 we know that for any ε > 0 there is a sequence (δ M ) converging to 0 such that with probability of at least 1 − δ M we have that for every 0 ≤ n ≤
Using the fact that X n + Y n = M − 2n − Z n the above inequalities can be rewritten as
, which in turn implies that
whenever M − 2n − 2k > 1. Furthermore (32) also implies that for every 0 ≤ n ≤ n 0
To check (34) , by (32) it is enough to check that φ(t) ≥
By the concavity of φ and the fact that M − 2n 0 ≥ L M it is enough to check the lower bound for t = L M /M and t = 1 for which the claim is obvious. The fact that (33) and (34) hold with probability at least 1 − δ M , where (δ M ) is a sequence converging to 0, enables us to assume these inequalities to hold throughout the proof.
First we present the bound for the event in i) for the simplest case when β = 1. Because X 0 ≤ Y 0 we have K 0 ≤ 1 and in this case n 0 is the largest integer with the property that M − 2n 0 ≥ L M /K 0 . By Corollary 2.5 applied with C 0 = 1 we have that with probability at least
where the inequality in ≶ is < for β < 1 and > for β > 1. Using (32) to bound the term
we obtain a contradiction with the left hand side of (35) for
In the same way one can show that Y k ≥ c ′ (X k + Y k ) for an appropriately chosen c ′ . Now fix numbers 0 < c 2 < 1 and c 1 > 2. We show that when β < 1
and when β > 1
To prove (36) simply observe that it is equivalent to X 0 Y −β 0
which, because of X 0 ≤ Y 0 surely holds for β < 1. Inequality (37) is similarly equivalent to /M ). Define n 1 as the largest integer such that M − 2n 1 ≥ M t 1 , and n 2 the largest integer such that M − 2n 2 ≥ t 2 M . Furthermore, define n 1 = n 1 ∧ n 0 and n 2 = n 2 ∧ n 0 .
Next we prove that
whenever n i < n 0 , for i = 1, 2. Since c 1 − c 2 ≥ 1 we only need to prove that |f
Since
, for M large enough. To finish the argument for (38) check that |f ′ (t)| ≤ 2(d − 2)f (t)/t for all t > 0. Now for all t satisfying (39) this yields
The right hand side above is clearly less that K
, for M large enough, which is what we wanted to prove.
We separate the analysis into three cases:
To summarize, in case a) we have
in case b)
and in the case c)
For the case a) note that (40) can be rewritten as
Because M − 2n 0 ≥ L M and (31) we can apply Corollary 2.5 to get that the event that |K k − K 0 | ≤ εK 0 for 0 ≤ k ≤ n 0 has probability at least
The inequality above follows from the definition of n 0 . This suffices for part i) in the case a).
Next we assume that we are under the assumptions of case b). From the first inequality in (41) we obtain that (43) holds for 0 ≤ k ≤ n 1 . Because M − 2n 1 ≥ M − 2n 0 we can apply Corollary 2.5 like in the case a) and conclude that the event that |K k − K 0 | ≤ ε 3 K 0 holds for all 0 ≤ k ≤ n 1 , has probability of at least
Now if n 1 = n 0 we are done with the analysis of the event in i) in the case b). Otherwise assume that |K k − K 0 | ≤ ε 3 K 0 holds for all 0 ≤ k ≤ n 1 indeed, and note that (38) implies that
which then by (35) and (34) implies that both X n 1 and Y n 1 are at least c ′ L M for some constant c ′ .
It is easy to check that in fact
Similarly to (43) , the second inequality in (41) implies that for
Combined with the inequality
for 0 < k ≤ n 2 − n 1 . Raising the above inequality to the power of −1/β and using (33) and (45) we obtain
for all 0 ≤ k ≤ n 2 − n 1 . By Corollary 2.5 we have that the event
where we used the fact that n 2 ≥ n 0 , the definition of n 0 and the lower bound Y n 1 ≥ c ′ L M . Then this event can be rewritten as
which, using the fact that ε ≤ 1/2 easily implies that
If n 2 = n 0 we are done. Otherwise, assume that the event in (48) holds and observe that (44) holds when n 1 is replaced by n 2 . Thus again we have that
Following the argument that lead to (46) , and using the third inequality in (41) we can deduce that
By Corollary 2.5 we have that with probability at least
occurs. After a glance at the definition of K ′′ k we proceed as in the previous step and finish the analysis of event in i) in the case b).
The case c) is handled in the same way. The first inequality in (42), inequality (31), the fact that M − 2n 0 ≥ L M and Corollary 2.5 imply that the event |K k − K 0 | ≤ εK 0 /3, for 0 ≤ k ≤ n 2 , has probability at least
This finishes the proof if n 2 = n 0 . Otherwise, observe that (44) holds and thus
The second inequality in (42) and (32) now imply
Now we can apply Corollary 2.5 and conclude that with probability at least
Using the analysis similar to the case b) we see that this event implies |K n 2 +k − K 0 | ≤ εK 0 , for 0 ≤ k ≤ n 0 − n 2 . This finishes the proof of part i).
Now we proceed with the proof of part ii).
which, by the definition of n 0 and the fact that
denote by U the process X and τ = 
If n 0 ≥ n ′ then by Theorem 4.1 i) we know that with probability converging to 1 as M tends to infinity we have that
M ε , for M large enough, and thus we can apply the theorem. The obvious inequality U n ≤ U n 0 + Z n 0 , for n ≥ n 0 finishes the argument in this case.
Otherwise we assume that n 0 < n ′ . We finish the proof by showing that we have no new vertices with the color of type U after the time n 0 , that is that U k+1 ≤ U k , for k ≥ n 0 . To this end denote
Since with high probability Z k is bounded by a constant multiple of Z 0 (1−2k/M ) d/2 , for k ≤ n ′ , by Remark 2.3, the probability of the event U 1 can be estimated as
where we used that fact that Z 0 ≤ M and M − 2k ≤ M/2, for k ≥ n 0 , which follows from (5). It suffices to prove that the above sum converges to 0. To estimate it calculate
where the first inequality follows by monotonicity of the function t → t d/2−2 . From (5) it is easy to see that the last term converges to 0 (the only thing to check is that (d/2−1)(1−2(1+β) 3 /β)+τ < 0 and (d/2 − 1)(1 − 2(1 + β) 3 /β 2 ) + τ < 0). Next we bound the probability of U 2 . Using the inequality
we obtain M − 2n ′′ ≥ 2L M , for M large enough and, since with probability converging to 1 we have
The right hand side clearly converges to 1 which finishes the analysis of the event U 2 . By Theorem 4.1 i) we have Z k = 0 for k ≥ n ′′ with probability converging to 1. On this event we surely have U k ≤ U n ′′ , for all k ≥ n ′′ . Combined with the fact that the probabilities of the events U 1 and U 2 converge to 1, P(U 3 ) also converges to 1, as M tends to infinity.
The second component in the proof of Thm. 2.2 is the following lemma which gives to give us estimates for the function φ defined in the theorem. We are now ready to prove Thm. 2.2.
Proof of Thm. 2.2.
Throughout the proof we assume that the sequence (L M ) grows slowly enough, so that it satisfies the assumptions in Lemma 2.3, and so that, similarly to Remark 2.1 we can conclude that
M for κ > 0 appropriate for our calculations.
Define n 1 as the largest integer such that
converges to ∞ and thus we can apply Theorem 4.1 to conclude that for any 0 ≤ n ≤ n 1 we have
Also define m = n 0 ∧ n 1 . First we prove all the results withR replaced by R m . Then we show that (R − R m )/Z 0 is small and also small compared to M 1/β−1 K −1/β , which by Z 0 /d = N − R 0 − B 0 allows us to replace R m withR.
By Lemma 2.3 for any ε > 0 asymptotically almost surely we have
Combined with Theorem 4.1 this gives
Define the function ϕ β : (0, 1) → R by ϕ β (t) = (1 − t)t −β and observe that the derivative of ϕ β is bounded from below. Then the derivative of the inverse function ϕ −1 β is bounded from above, which gives that asymptotically almost surely
At the n-th step the conditional probability that in the n + 1-th step we add a new red vertex is equal to
for M large enough. By Remark 2.3 for β = 1 thus we have
Since (1 − 2m/M ) d/2 converges to 0 we can disregard this term, which proves (1). For β = 1 we proceed as follows. By Remark 2.3 asymptotically almost surely we have
The sum on the right hand side above converges to the integral
which proves (2), except for the different lower bound in the integral. Note that for the convergence of Riemann sums to the corresponding integral we used the piecewise convexity and concavity of subintegral functions.
Before giving the argument for the correction of the lower bound we prove (3). For β = 1 the inequalities in (3) are easy to check, so we focus on the case β = 1. By Lemma 2.8 we have
The trivial inequalityR − R 0 ≤ N − R 0 − B 0 yields 1 for the upper bound in (3). For the second part of the upper bound in (3), it is enough to prove that the integral
is bounded from above by a constant depending on β and d only. This follows from the inequalities
and the fact that t → t −(1−1/β)/d is integrable on (0, 1). Actually the inequalities above, together with the fact that (1 − 2m/M ) d/2 ≤ 1/2 for M large enough, imply that the minimum of the
is bounded from below on [1/2, 3/4]. Thus the integral in (51) is bounded from below by a positive constant depending only on d and β. By considering the cases when
is smaller or greater than 1, the lower bound in (3) follows. Now we come back to fixing the lower bound in the integral in (2) . To this end it suffices to prove that
for a sequence (δ M ), converging to 0 and depending only on β, d and L M . When
(52) holds as long as we take δ If n 1 ≤ n 0 the claim follows from the fact thatR
converge to 0. The first convergence is trivial and for the second calculate
, which converges to 0 for κ > 2β large enough. Now assume that n 0 < n 1 . In the case K 0 ≥ M (1−β)/2 , by Lemma 2.3 and the arguments above we have thatR − R n 0 is asymptotically almost surely bounded by a constant (depending on β, d and (
which, after passing to the integral, can be shown to be bounded by a constant multiple of
for M large enough. The above converges to 0 when divided by Z 0 . To prove that the expression on the right hand side above divided by
converges to 0 we need to prove that
converges to 0. This is true because we can assume that To prove Thm. 1.1 ii) and iii), we use the following result by Svante Janson (part of Theorem 1.4 in [35] ). From now on we denote the Gamma distribution with parameter m by Γ(m, 1), that is a probability distribution with the density t m−1 e −t Γ(m) −1 , where Γ(m) is the Gamma function.
Theorem 2.9 (Janson). Consider the Pólya urn process (S n , Z n ) with the replacement matrix α 0 0 δ , where α > 0, δ > 0, S 0 > 0 and Z 0 > 0. Let U ∼ Γ(S 0 /α, 1) and V ∼ Γ(Z 0 /δ, 1) be two independent random variables with Gamma distribution and parameters S 0 /α and Z 0 /δ respectively.
First we show how to use the above lemma to prove Theorem 1.1 iii).
Proof of Theorem 1.1 iii). Apply Lemma 2.10 with L M = M α 2 /d and X 0 = dB 0 and L ′ M = M ǫ , where ǫ satisfies ǫ + α 2 < 1 and ǫ(β − 1) < α 2 . Then with the stopping time τ defined as in Lemma 2.10 we have that Y
is tight, which in particular implies that with probability converging to 1 we have X τ ≥ M ǫβ/2 and Y τ ≥ M α 2 +ǫ/2 . Since τ is a stopping time, by Strong Markov property we can apply Theorem 2.2 to finish the proof.
To prove Lemma 2.10 we need the following corollary of Theorem 2.9.
Corollary 2.11. Consider the Pólya urn process (S n , Z n ) with the replacement matrix α 0 0 δ ,
and (L ′ M ) be two sequences converging to ∞, let S 0 > 0 be fixed and let Z 0 ≥ L M . Define the stopping time τ as the smallest integer k such that
, the value of S 0 and the parameters α and δ.
Proof. Define U and V as Γ(S 0 /α, 1) and Γ(Z 0 /δ, 1) distributed independent random variables. Furthermore given the values of S τ and Z τ take U ′ and V ′ to be Γ(S τ /α, 1) and Γ(Z τ /δ, 1) distributed independent random variables. Recall that the Gamma distribution Γ(m, 1) has mean and variance equal to m which by Chebyshev inequality implies that for any ǫ the probability that a Γ(m, 1) random variable is in the interval ((1 − ǫ)m, (1 + ǫ)m) converges to 1, as m → ∞. Since Z τ ≥ Z 0 ≥ L M , this is true for both V and V ′ (m = Z 0 /δ and m = Z τ /δ, respectively), implying there is a sequence ρ M,ǫ (depending only on (L M )) such that lim M →∞ ρ M,ǫ = 0, and
Next we show that for any ǫ > 0 there is a sequence (λ M,ǫ ) converging to 0 such that
then (55), (56) follow from (53), (54) and the analogous bound for
then we have Z τ ≥ Z 0 L ′δ M and we only need to prove (55), since
. This inequality follows from the fact that we either have
The first event has probability bounded from above by ρ M,ǫ and the second one, by Markov inequality, has probability at most ( 
If α < δ then, by Theorem 2.9, conditionally on F τ the random variable (n−τ ) −α/δ S n converges in distribution to αU ′ V ′−α/δ , as n → ∞ and other parameters stay fixed. Since τ is less than
, which doesn't depend on n, this is also true when (n − τ ) −α/δ S n is replaced by n −α/δ S n . For fixed M and n large enough, (55),(56) now implies
Again, by Theorem 2.9, the probability on the right hand side above converges to
and as ǫ > 0 was arbitrary we obtain the upper bound on P Z
Using (56) we can obtain the upper bound on P Z α/δ 0 Sτ Z α/δ τ ≥ x in the same way which proves the claim when α < δ.
By using the same arguments as in the previous case, for δ < α, conditionally on F τ the random variable n −δ/α Z n converges in distribution to δV ′ U ′−δ/α and thus for a fixed M and n large enough we have
The probability on the right hand side above converges to
in turn is bounded by P(U ≤ (1 + ǫ) 1+α/δ x) + ρ M,ǫ . Taking M → ∞ and ǫ → 0 proves one bound in this case. As before the other bound is proven in the same way. For the case α = δ observe that S τ /Z τ ≤ x/Z 0 and S τ /Z τ ≥ x/Z 0 are equivalent to S τ /(S τ + Z τ ) ≤ x/(x + Z 0 ) and S τ /(S τ + Z τ ) ≥ x/(x + Z 0 ) respectively, and argue as before. Now we prove Lemma 2.10.
Proof of Lemma 2.10. Define the stopping time σ = τ ∧(M/4−1). Consider the process (X ′ n , Y ′ n , Z ′ n ) which corresponds to (X n , Y n , Z n ) with disregarded connections between blue and red half-edges, and between red half-edge. More precisely let (
, with probability
.
We can couple the processes (X n , Y n , Z n ) and (X ′ n , Y ′ n , Z ′ n ) so that X ′ n+1 = X ′ n + d − 2 if a blue half-edge is chosen in the first part of the step of the (X n , Y n ) process, 
and Y ′ τ ′ can only differ by a constant we see that
The bound on P Y β 0
≥ C can be proven in the same way by comparison with process (X n,2 , Y n.2 ).
Finally, to prove Thm. 1.2 it is enough to show that there is a constant c such that in the setting of Thm. 1.2, with high probability the initial number of blue half-edges is (1 + o(1))cB 0 . This is obvious when B 0 is a constant, so all that is left to prove is that when B 0 = N α 1 it is also true.
Lemma 2.12. Let G ∼ G (N, d) , and B be a random subset of k blue vertices of G, where k ≤ N α 1 . Then there exists an ε > 0 such that if B starts spreading with rate β until there are N α 1 blue vertices, then the number of active edges (i.e. edges whose clocks have started ticking but haven't fired yet) is (1 ± o(1))(d − 2)N α 1 with probability at least
Proof. Again, we use the configuration model for d-regular graphs on N vertices. Using the same notation used before, let the initial number of blue vertices be B 0 = k, and X 0 = dk be the initial number of blue half-edges. Define L n to be the number of backward steps by time n, i.e. the number of steps where both half-edges chosen are colored. The transition rule for L n is
By this rule we have the recursion
which gives
Let us approximate this expression. First, look at the product.
Plugging this expression back into (57), we get
For every n ≤ N α 1 we have EL n+1 ≤ O N 2α 1 −1 . The number of vertices added by step n is k + n − L n , therefore, by Markov's Inequality the step when there are N α 1 vertices is with probability at least 1 − O 1 N ε , between N α 1 and N α 1 − k + N 2α 1 −1+ε for some ε > 0. The number of active half-edges at step n is dk + (d − 2)n − dL n , and therefore with probability at least 1 − O 1 N ε , the number of active half-edges at the step when there are N α 1 vertices is at least dk
, which concludes our proof.
The d dimensional torus
As mentioned in the introduction, the behavior of the competing infection process is extremely different when the underlying graph is a d dimensional torus, and not a random d-regular graph. The difference is stated in Thm. 1.3, which is proved in this section. The proof relies on the following shape theorem from [14] , due to Cox and Durrett.
Theorem 3.1 (Cox, Durrett). For any distribution F there exists a convex set A such that for any δ > 0
as t → ∞, and where ξ t = x ∈ Z 2 : d(0, x) ≤ t , and d(0, x) is the minimum weight path from 0 to x with edge weights distributed independently according to F .
This theorem was generalized for every d ≥ 3, see for example [39] .
Proof of Thm. 1.3. By Thm. 3.1, and since |B 0 | = εN , there exist α > 0 and a convex set A (A is the convex set associated with the exponential distribution with rate β) such that with high probability B 0 obtained in Thm. 1.3 contains (1 − δ)αnA and is contained in (1 + δ)αnA for some small δ > 0. Denote the first point in B 0 by v, and the point in R 0 by u. Let both processes continue spreading for some small time α ′ n. At that point, with high probability the blue set is contained in the convex set (1 + δ)(α + α ′ )nA, and the red set is contained in the convex set (1 + δ)α ′ nA ′ , where A ′ is the convex set associated with the exponential distribution with rate 1. We can choose α ′ small enough so that the sets (1 + δ)(α + α ′ )nA centered at v and (1 + δ)α ′ nA ′ centered at u are disjoint. Since at this time, with high probability the red set is contained in the convex set (1 − δ)α ′ nA ′ , which contains Θ(N ) vertices, the final number of red vertices is also linear.
It is interesting to notice what happens when both vertices start with only one vertex, the blue vertex spreads with rate β, and the red vertex spreads with rate 1. Without loss of generality we can assume that the blue vertex v is at the center of the torus, and denote the red vertex u by u = v + (x 1 , . . . , x d )n, where x 1 , . . . , x d ∈ [− 1 2 , 1 2 ]. Denote, as before, the convex set associated with the exponential distribution with rate β by A, and the convex set associated with the exponential distribution with rate 1 by A ′ . We can think of A, A ′ as unit balls of the metrics d, d ′ respectively, where d(v, w) = {min t|w ∈ tA} and d ′ (u, w) = {min t|w ∈ tA ′ }. Then with high probability, the final blue and red sets will be determined by the Voronoi partition of the torus, i.e., every point w such that d(v, w) < d ′ (u, w) will be colored blue, and every point w such that d ′ (u, w) < d(v, w) will be colored red.
Urn Result
Finally we discuss the urn result we used extensively. The urn model discussed here is finite, i.e., its matrix has negative eigenvalues, which means that eventually there will be no balls left in the urn. The next theorem defines the urn model, and provides a concentration result for the values of S n , Z n throughout the process. Proof. a) The condition on t in (58) ensures that when C is large enough, we have M − an 1,t > 2a + 2b, so we assume this condition throughout the proof of (58). Define the stopping time τ as the first time n such that Z n ≤ 2a + 2b and K ′ n = K n∧τ . First observe that K ′ 0 = 1 and that Z n + S n = M − an. Denote by F n the σ-algebra generated by the first n draws. It is easy to check that
Take a constant C 1 (which depends on a and b only) such that for any n satisfying M −an ≥ 2a+2b we have
which after plugging in (60) gives
This implies that for some constant C 2 = C 2 (a, b) and any n satisfying M − an ≥ 2a + 2b we have
Furthermore we have
Using the same arguments as before and that Z k ≤ M − ak, we have that there is a constant C 3 = C 3 (a, b) such that whenever M − an ≥ 2a + 2b we have
Define p n = Next note that for any 0 ≤ n ≤ n 1,t we have
Conditioned on the event that |I n − 1| ≤ δ, for all 0 ≤ n ≤ n 1,t by Lemma 2.6 we have for all 0 ≤ n ≤ n 1,t that
Denoting the right hand side above by ε and taking t ≥ M ε for sufficiently large C we get δ ≥ ε/2. Thus with probability of at least 1 − we conclude that the condition that |K ′ n − 1| ≤ ε for all 0 ≤ n ≤ n 1,t implies τ ≥ n 1,t and thus also K ′ n = K n for all 0 ≤ n ≤ n 1,t . Thus
for C large enough, which proves the inequality in (58).
To prove that P(σ Z 0 ,M ≥ n 2,t ) ≤ C t b/(2b−a) , first observe that the proportion of Z-type balls Z n /(M − an) is a supermartingale if M − an > a. To check this calculate (n + 1) ) .
This implies that for n 1 < n 2,t we have E(Z n 2,t |F n 1 ) ≤ M − an 2,t M − an 1 E(Z n 1 |F n 1 ).
Since the denominator of both the left and the right hand side above is bounded from below by
