Equations are found for exact g-functions corresponding to integrable bulk and boundary flows between successive unitary c < 1 minimal conformal field theories in two dimensions, confirming and extending previous perturbative results. These equations are obtained via an embedding of the flows into a boundary version of Al. Zamolodchikov's staircase model.
Introduction
The exact g-function [1, 2] is a powerful tool for the study of integrable boundary flows, allowing the results of, for example, [3, 4] to be extended to situations where the bulk is not critical. The initial proposals of [1] were restricted to cases where the bulk theory possessed only massive excitations, and their scattering was diagonal both in the bulk and at the boundary. Recently, in [5] , equations were introduced to describe the exact g-function for the simplest case were massless bulk degrees of freedom persist even in the far infrared, namely the flow between the tricritical and critical Ising models. As mentioned in [5] , these 'massless' g-function flow equations can be obtained from a consideration of the so-called staircase models, and as a result are naturally embedded in a much richer set of flows linking the boundary behaviours of all of the unitary c < 1 minimal models of conformal field theory. In this paper we will provide some more details of this larger pattern, and in the process propose equations to describe g-function flows between all neighbouring pairs of unitary minimal models. For all of these cases beyond the first (which is the already-discussed flow between tricritical and critical Ising models), bulk scattering is non-diagonal. However, the g-function equations have a simple form which naturally generalises previously-seen structures 1 .
The staircase connection naturally leads us to equations which describe two-parameter families of boundary perturbations, special cases of which match the one-parameter flows found perturbatively in [9] , and which therefore also match the results for fluctuating geometries found in [10] . We expect that our more-general sets of flows from superpositions of boundary states can be generalised yet further, to describe integrable bulk and boundary deformations of boundary conformal field theories with arbitrary numbers of boundary parameters. At the level of the exact g-function equations the generalisation is rather clear, and will be indicated below. However we will leave the detailed investigation of this point for further work, as the two-parameter situation is already quite involved.
The staircase model, in the bulk and at the boundary
The staircase model was originally introduced by Al.B. Zamolodchikov in [11] ; various generalisations can be found in [12] [13] [14] [15] . Its S-matrix encodes the diagonal scattering of a single massive particle of mass M , and can be obtained by the analytic continuation of the S-matrix of the sinhGordon model to those complex values of the coupling constant where real-analyticity holds. At the level of the Lagrangian the meaning of this continuation remains somewhat obscure, but as an S-matrix theory the model appears to make perfect sense, and leads to a consistent picture of finite-size effects described exactly by thermodynamic Bethe ansatz (TBA) equations which are derived in the standard way from the S-matrix. Trading the analytically-continued sinh-Gordon coupling for a real parameter θ 0 , the staircase S-matrix is
and this leads to the following TBA equations for the pseudoenergy ǫ(θ) for the system on a circle of circumference R :
1 As we were writing this paper, an alternative derivation of the diagonal g-function flow equations of [1, 2, 5] , was presented, in [6] (see also [7] ). It will be worthwhile, and appears in most respects to be straightforward, to generalise the approach of [6] to cover our new equations, but as we feel the staircase aspect is of independent interest we have decided to leave this point for the time being. We should also mention that boundary g-functions in the staircase model were previously discussed, amongst other things, in [8] , but since that paper predated the exact g-function results of [1] , its conclusions for situations with off-critical bulk were not correct.
where r = MR, and L(θ) = ln(1 + e −ǫ(θ) ) , φ S (θ) = − i 2π
3)
The ground state energy of the system is then given by E(R) = − , (2.5) and also φ(θ) = −φ (
) (θ) = 1 2π cosh(θ) (2.6) so that the staircase kernel φ S (θ) is
For large values of θ 0 , this function is localised about θ = ±θ 0 , as illustrated in figure 1. 
] , beyond which the value of the pseudoenergy is dominated by the driving term r cosh θ in (2.2), irrespective of its coupling to values taken elsewhere. Referring the reader to [11, 13] for further explanation, the net result is that c eff (r) develops a series of plateaux, or steps, which become more pronounced as θ 0 → ∞. (The top curves on figures 3a-3d below show c eff (r) for θ 0 = 60, by which point the plateaux are already quite sharply defined.) Indexing the steps by an integer m = 3, 4 . . . , the (m−2) th step is found for −(m−2)θ 0 /2 ≪ ln(r) ≪ −(m−3)θ 0 /2, and on this step, c eff (r) → c m as θ 0 → ∞, where
is the central charge of the unitary minimal model M m . (More precisely, this holds in a doublescaling limit: pickr andθ 0 with −(m−2)θ 0 /2 < ln(r) < −(m−3)θ 0 /2, and set r =r ρ and θ 0 = ρθ 0 with ρ > 0; then lim ρ→∞ c eff (r, θ 0 ) = c m .) Furthermore, in the crossover region ln(r) ≈ −(m−3)θ 0 /2 between the M m and M m−1 plateaux, the staircase pseudoenergy ǫ(θ) tends uniformly on suitably-shifted intervals to the pseudoenergies ǫ i (θ) which solve the system of TBA equations introduced in [16] to describe the φ 13 -induced flow from M m to M m−1 , a flow which had previously been found perturbatively in [17, 18] . (This interpolating theory was denoted by MA (+) m in [16] .) This is illustrated in figure 2 for m = 4. ) and ln(1+e −ǫ2(θ+30) ) from the corresponding interpolating TBA of [16] (cf. figure 1 of [5] ).
The natural interpretation of these results -also backed by perturbative studies, in the spirit of [17] , at large m [19] -is that there is a one-parameter family of integrable quantum field theories with renormalisation group trajectories which, in the limit θ 0 → ∞, approach the union of the renormalisation group trajectories of the MA (+) m theories. From now on we will assume this to be the case, and use it to deduce equations for the flow of the g-function in these same theories.
To treat the boundary staircase model using exact g-function techniques, we need a conjecture for its boundary reflection factor R(θ). It is natural to suppose that this can be obtained through the same analytic continuation of the sinh-Gordon boundary reflection factor as yielded the bulk S-matrix (2.1). The boundary sinh-Gordon model with no additional boundary degrees of freedom has a two-parameter family of integrable boundary conditions [20] , and its reflection factor follows from that of the first sine-Gordon breather, found in [21] (see also, for example, [22] ). Further continuing to the staircase values of the coupling, this leads to the following reflection factor:
where E and F are two parameters whose relationship with the original two parameters of the boundary sinh-Gordon model will not be relevant below. In the sinh-Gordon model E and F are often real, but for the staircase model it will be more interesting to consider them at the complex values for which real-analyticity is preserved, as with the continuation of the bulk coupling.
with θ b1 and θ b2 real and, without loss of generality, non-negative. There is an obvious extension of this ansatz to incorporate n boundary parameters θ b1 . . . θ bn :
For n > 2 this does not correspond to an integrable sinh-Gordon boundary condition of the simple form treated in [20] , but it can be realised by the addition of a stack of n−2 defects next to such a boundary [23, 24] . For all of its subtleties at intermediate scales, the boundary staircase model in the far infrared is simply a massive diagonal scattering theory, both in the bulk and at the boundary. Its exact g-function should therefore be given by the formula proposed in [1] . Explicitly, for a boundary at the end of a cylinder of circumference r = MR, ln g(r) = ln g 0 (r) + ln g b (r) (2.12) where
where
, and, restricting attention to the n = 2 case of (2.11) for simplicity,
As in [5] , this normalisation for φ b differs by a factor of two from that used in [1, 2] ; we also used
) (θ). These equations are straightforward to implement numerically, and can also be treated analytically in various limits. In the next section we report some of the results of this analysis for the full staircase model, while in section 4 we show how the staircase g-function equations decompose in suitable limits into sets of equations which govern exact g-function flows in the interpolating theories MA 
The boundary staircase flows
Following the split (2.12) of ln g into the sum ln g 0 + ln g b , the single-integral piece ln g b naturally splits into three further terms as ln g b = ln g b1 + ln g b2 + ln g b3 , with
Notice that ln g b1 and ln g b2 are independent of the boundary parameters, and ln g b1 only depends on the bulk parameter θ 0 implicitly, via the function L(θ).
In the large-θ 0 limit, the full g-function passes through a series of plateaux as ln r varies, its value on each plateau always matching a (conformal) g-function value, or a product of such values, for the conformal field theory seen by the bulk theory at that value of r. Some features of this behaviour can be seen in figure 3 , where for simplicity the values of θ b1 were chosen such that their associated boundary transitions always coincide with bulk transitions. These and other aspects will be analysed in more detail later. To give some precise formulae, we start by recalling some facts about the minimal model M m and its conformal boundary conditions. The model has central charge c m = 1 − 
In particular the bulk field φ 13 , which induces the interpolating flow from M m to M m−1 , has scaling dimension 2h 13 = 2(m−1)/(m+1). The most general conformal boundary condition is a superposition of 'pure' (Cardy) boundary conditions [25] . There is one such boundary condition for each irreducible highest-weight representation (3.4), and its boundary entropy (or g-function)
is [4] g(m, a, b) = 8 m(m + 1)
. We will also need some more detailed information about the form of the function L(θ), illustrated for some sample values of ln(r) in figure 2. Suppose the bulk theory is near to the minimal model M m , so that ln(r) satisfies
Setting α = 2 ln(1/r) − (m−3)θ 0 , we have 0 ≪ α ≪ θ 0 and, starting from θ ≈ ln(1/r), L(θ) exhibits an alternating series of plateaux of lengths α and θ 0 − α, the i th plateau being centred at θ = z i , where
(For later comparison with the TBA systems for MA (+) m it will be convenient to count these plateaux starting from the right.) The plateau values of L(θ) can be found as explained in [13] . Adapting slightly the notation from [16, 26] , define constants x a and y a by
Starting from θ = +∞, L(θ) is close to 0 until θ ≈ ln(1/r), and then has height ln(1 + x 2 ) for ln(1/r) − α ≪ θ ≪ ln(1/r), then ln(1 + y 2 ) for ln(1/r) − θ 0 ≪ θ ≪ ln(1/r) − α, then ln(1 + x 3 ) for ln(1/r) − θ 0 − α ≪ θ ≪ ln(1/r) − θ 0 , and so on, before returning to 0 for θ ≪ − ln(1/r). In full, the plateau values of L(θ) are ln(1+x a ) : 10) and the complete sequence between θ = − ln(1/r) and θ = + ln(1/r) is
As a shorthand we will refer to the intervals in the set (3.9) as x-type, and those in the set (3.10) as y-type. From (3.8), ln(1+x 1 ) = ln(1+y 1 ) = 0, and so we can formally add these two constants to the end of the sequence (3.11) while remaining consistent with the values taken by L(θ) in the corresponding intervals, and likewise add ln(1+y m−1 ) and then ln(1+x m ) to the beginning.
The symmetries
With these preliminaries completed we return to the exact g-function g(r). Three parts of ln g(r) do not depend on the boundary parameters: ln g 0 , ln g b1 and ln g b2 . These functions only undergo transitions at the values of ln(r) where there is a bulk crossover, that is at ln(r) = −(m−3)θ 0 /2, m = 3, 4 . . . . The effective equations governing these transitions in the large-θ 0 limit will be treated in the next section; here instead we will suppose that r satisfies (3.6) so that the bulk theory is close to the minimal model M m . Then g 0 , g b1 and g b2 are approximately constant, and given by the following formulae:
for m odd (3.14)
for m even . (3.17)
These results are exact in the limit
The formula for ln g 0 will be derived in section 4 below. Those for ln g b1 and ln g b2 follow from the fact that φ(θ) and φ (x) (θ) are only significantly non-zero near to θ = 0. This means that the integrals (3.1) and (3.2) only receive contributions from the regions θ ≈ 0 and θ ≈ θ 0 /2, where L(θ) is, by (3.9) and (3.10), approximately constant. Pulling L(θ) out of each integral and using
together with the plateau values given by (3.9) and (3.10) leads to (3.14) -(3.17). When ln g 0 , ln g b1 and ln g b2 are summed, the pieces which depend on whether m is odd or even cancel, leaving the following simple result, valid for all values of m:
This is the logarithm of g(m, 1, 1) or g(m, m−1, 1), the boundary entropy of the conformal boundary condition associated with the bulk vacuum field or its Z 2 spin flip conjugate. In fact it is not surprising that this partial sum should be equal to the logarithm of the full boundary entropy for some boundary condition, as will become clear as we examine the behaviour of the remaining part of ln g, namely ln g b3 . Since ln g b3 depends on the boundary parameters, we would expect it to undergo transitions not just where the bulk crossovers occur, but also, possibly, at energy scales related to pureboundary transitions, and this turns out to be the case. The integral (3.3) receives contributions from θ ≈ ±θ b1 and θ ≈ ±θ b2 ; if these regions lie within the x-and y-type intervals (3.9) and (3.10) then, pulling L(θ) outside the integrals and recalling that L(θ) = L(−θ), (3.20) and the value of ln g b3 (r) will not change for small changes in r. Conversely, ln g b3 (r) will undergo a crossover whenever r is such that either θ b1 or θ b2 lies on a boundary between the intervals (3.9) and (3.10). This means that there will be boundary transitions associated with the parameter
and
where A = ⌈2θ b1 /θ 0 ⌉, the smallest integer greater than or equal to 2θ b1 /θ 0 . An analogous formula holds for θ b2 .
If ln(1/r) is smaller than θ b1 , L(θ) is effectively zero near to θ = ±θ b1 and the term 1 2 L(θ b1 ) ceases to contribute to ln g b3 (r). This explains why the plots in figure 3 stabilise with increasing θ b1 , with the parts of the plots with ln(r) > −θ b1 being independent of θ b1 . If ln(1/r) is smaller than θ b1 and θ b2 , then ln g b3 (r) is zero and the logarithm of the full g-function is given by the sum ln g 0 (r) + ln g b1 (r) + ln g b2 (r), which we already observed was equal to ln g(m, 1, 1) when the bulk theory is on the plateau corresponding to M m . If the limit θ b1 → ∞, θ b2 → ∞ is taken before r is varied, we see that there is one flow which simply moves through the (1, 1) boundary conditions in the successive minimal models, its g-function being given by ln g(r) = ln g 0 (r)+ln g b1 (r)+ln g b2 (r) for all values of r. (This is why the partial sum (3.19) is itself the logarithm of a boundary entropy.) For ln(r) > −180, this flow is matched by the lowest-lying curve of figure 3d. Notice that since ln g b3 (r) is manifestly positive, all other g-function flows must lie above this limiting curve, an off-critical generalisation of the fact that at a fixed point the lowest-possible boundary entropy is always found for the (1, 1) boundary condition.
For smaller values of θ b1 and θ b2 the picture becomes more complicated, as can already be seen from figure 3. Nevertheless it is still possible to formulate general rules for the boundary conditions which are visited. The plateau behaviour of L(θ) means that the sequence of boundary conditions seen for any given θ b1 and θ b2 depends on the intervals (3.9) and (3.10) that they (and their negatives) find themselves in as ln(r) varies. From (3.11) and the immediately-following remarks, the possible values of L(θ) on these intervals are the elements of the set
where the indices a and b lie in the ranges
and the value of 0, found for |θ| ≫ ln(1/r), arises when a is equal to 1 or m, or b is equal to 1 or m−1. The symmetries x m+1−a = x a , y m−b = y b could have been used to restrict the indices a and b to
but for reasons to be explained below it will be convenient to keep with the larger ranges. A given pair of boundary parameters corresponds to two (possibly equal) values of L(θ) from the set (3.23), and, via the exponential of (3.20) and (3.19) , to a value for the g-function. We found that this value can always be expressed as a sum of Cardy g-function values (3.5), according to the following rules, where we introduce the convenient notation [x a , y b ] and so on to denote the particular combinations of boundary conditions which arise:
with the same result for θ b1 ↔ θ b2 . Notice that if all indices are restricted to the reduced ranges (3.25), the rules simplify to
The identifications of g-function values with specific boundary conditions implied by (3.26) should be treated with care for a couple of reasons. First, ambiguity arises from the equalities
and its plateau values, and, more precisely, to the following symmetries of the boundary condition combinations given in (3.26):
where the overbar denotes the Z 2 'spin flip' symmetry mentioned just after (3.5), acting on individual Cardy boundaries as (a, b) = (m−a, b) ≡ (a, m+1−b) . As remarked in [5] , it should be possible to resolve such ambiguities in a systematic fashion by studying the renormalisation group flows of the inner products of finite-volume excited states [27, 28] with the boundary states, but we shall leave this for future work. Second, there are sometimes further, more accidental, degeneracies in the set of non-negative-integer sums of Cardy g-function values -for example, g(5, 1, 3) = 2g(5, 1, 1), so that in M 5 the (1, 3) and (1, 1)&(1, 1) boundary conditions cannot be distinguished by their g-function values alone. Nevertheless, and modulo the spin flip ambiguity just described, (3.26) is the only set of decompositions we have found which works in a uniform fashion for all m. From now on we shall assume that it is correct, and mostly leave the spin flip ambiguity implicit.
Continuing to suppose that the bulk theory is in the vicinity of the bulk fixed point M m , we now let ln(r) vary from the lower to the upper end of the range (3.6), that is from −(m−2)θ 0 /2 to −(m−3)θ 0 /2 . The centres of the intervals (3.9) and (3.10) remain fixed, at θ = z i , i = 1 . . . 2m−5, but the widths of the x-type intervals, α ≡ 2 ln(1/r) − (m−3)θ 0 , decrease from θ 0 to zero, while those of the y-type intervals, θ 0 − α, increase from zero to θ 0 . Thus so long as |θ b1 | < (m−2)θ 0 /2 and θ b1 is not an integer multiple of θ 0 /2, the regions θ ≈ ±θ b1 move from x-type intervals to y-type intervals during this process, and the value of L(±θ b1 ), and hence that of the g-function, undergoes a change. For brevity we will phrase the rest of the discussion in terms of the intervals seen by L(θ b1 ), but we could equally look at L(−θ b1 ). By the Z 2 ambiguity just discussed this might lead to different boundary conditions being assigned but since the g-functions are blind to
Suppose, then, that at the start of the process θ b1 is in the x-type interval centred at θ = z 2r−3 , and θ b2 is in the x-type interval centred at θ = z 2s−3 , corresponding to plateau values for L(θ b1 ) and L(θ b2 ) equal to ln(1 + x r ) and ln(1 + x s ) respectively. The y-type interval that θ b1 moves to depends on its position relative to z 2r−3 . If θ b1 > z 2r−3 then L(θ b1 ) moves to the plateau ln(1+y r−1 ), while if θ b1 < z 2r−3 it moves to the plateau ln(1+y r ). An identical set of possibilities occurs for L(θ b2 ), with a transition which may occur before of after that in L(θ b1 ) depending on the relative distances of θ b1 and θ b2 from the centres of their original (x-type) intervals. Putting these ingredients together gives the following 'skeleton' of transitions from an initial situation where L(θ b1 ) = ln(1+x r ) and L(θ b2 ) = ln(1+x s ) : [y 4 ,
The entries in square brackets can be converted into specific boundary conditions by using the dictionary (3.26), to give the picture shown in figure 4 below. We note once more that these predictions are made modulo the Z 2 ambiguity in the relationship between g-function values and boundary conditions. The options chosen here, which follow from the rule formulated earlier, are consistent with predictions made in, for example, [9, 29] , but we have not attempted to confirm them using exact g-function techniques. As already mentioned, this would require the computation of inner products of states other than the ground state with the boundary state.
Notice that the figure is symmetrical about the diagonals θ b1 = θ b2 and θ b1 = −θ b2 , while negating either θ b1 or θ b2 individually has the same effect as the Z 2 spin flip. This second feature means that the boundary conditions in the middle column on the figure, θ b1 = 0 (or equivalently, Now consider the behaviour of the logarithm of the full g-function, ln g = ln g 0 + ln g b1 + ln g b2 + ln g b3 , as M m flows to M m−1 . From (3.19), the sum of the first three terms, ln g 0 + ln g b1 + ln g b2 , changes from ln g(m, 1, 1) to ln g(m−1, 1, 1). The behaviour of the remaining piece, ln g b3 , depends on the values of θ b1 and θ b2 . Suppose first that both |θ b1 | ≤ (m−3)θ 0 /2 and |θ b2 | ≤ (m−3)θ 0 /2, so that neither boundary parameter has become decoupled at the point of the bulk transition under discussion. There are then three cases: After the transition the plateau values will not have changed but their interpretations will have, to the pair [x r , x s ]| M m−1 . Translated into specific conformal boundary conditions using (3.26) at m and m − 1 the flow is therefore Via (3.28) and the symmetry under θ b1 ↔ θ b2 the full set of options is explored by restricting r and s to the fundamental domain 2 ≤ r ≤ s ≤ m − 2, r + s ≤ m. In fact, (3.31) is equivalent to f and g in (3.30) being restricted by
Notice that these, the generic flows, always start at 'sinks' on networks of pure-boundary flows such as figure 4 , and end on 'sources' on the corresponding network one minimal model down.
(ii) If one of θ b1 or θ b2 lies at the centre of an x-type plateau for M m , then it remains on that plateau right up to the moment of the bulk transition, after which it will instead lie in the centre of a y-type plateau for M 
where this time f = |r−s|+1 , g = m−|r+s−m−1| and 2 ≤ r, s ≤ m−1 , (3.36)
(3.37)
For these (least-generic) cases the flows are always from sources to sinks on neighbouring pairs of pure-boundary networks such as figure 4 , and decrease by one the number of superposed Cardy states.
Finally we must treat the cases where either one or both of |θ b1 | and |θ b2 | is larger than (m−3)θ 0 /2 . Then the corresponding plateau values of L(θ) simply flow from zero to zero. If in addition neither θ b1 nor θ b2 lie at the centre of an x-type plateau, then it is easily seen that the situation is covered by case (i) above, if the indices r and s are allowed to take the additional values of 1 and m−1 (recall that ln(1+y 1 )| Mm = ln(1+y m−1 )| Mm = ln(1+x 1 )| M m−1 = ln(1+x m−1 )| M m−1 = 0). Thus the combined story is that there are flows of the form (3.30) for every pair (f, g) satisfying These rules can be combined to understand the sequences of g-function flows seen in figure 3 and further illustrated in figures 5 and 6. Consider θ b1 = 180, θ b2 = 50, one of the highlighted flows in figures 3d and 5. Focussing on the part of the flow beginning at M 8 , the initial g-function value is close to that of the boundary condition (1, 4) . Since θ b1 > ln(1/r) everywhere in this part of the flow, only θ b2 has an effect on the subsequent trajectory. The centre of the L(θ) plateau associated with the boundary condition (1, 4) at M 8 is at θ = 30, and since θ b2 > 30 the flow within M 8 is to (3, 1) . Then as the bulk theory flows from M 8 to M 7 , the boundary condition flows to (1, 3) . The centre of the associated L(θ) plateau is then at θ = 60, and since θ b2 < 60, the flow within M 7 is then towards (3, 1), and so on. Repeating this exercise for other values of θ b2 leads to the set of flows illustrated in figure 5 , the second highlighted flow of which corresponds to θ b2 = 50. Note that the pure-boundary flows within M 5 on figure 5 We remarked while discussing figure 3 that the g-function plots stabilise as θ b1 increases. The same feature can be seen on comparing figure 5 with the equivalent diagram for θ b1 = 60, figure 6. For M 3 and M 4 the boundary conditions and flows appearing in figure 6 match those in figure 5 , but for the higher minimal models the boundary conditions appearing are different. This corresponds to how the plots in figures 3b and 3d coincide for ln r > −60.
Exact g-functions for MA (+) m
Finally, we are ready to obtain the effective equations which govern the g-function flows for the boundary versions of the bulk interpolating theories MA (+) m . These theories can be thought of as bulk perturbations of the minimal models M m by their φ 13 operators, with the sign of the perturbation chosen so that the infrared limit of the model is M m−1 , the next minimal model down. Our predictions for the associated boundary flows can be read from the results of the last section, but to obtain exact equations, we need to take a careful limit of the g-function formula in parallel with the double-scaling limit of the bulk TBA equations.
To fix notations we first review the situation for the bulk TBA. The TBA system proposed in [16] for MA (+) m involves m − 2 pseudoenergies ǫ 1 . . . ǫ m−2 , coupled together by the following system of TBA equations:
where L a (θ) = ln(1 + e −ǫa(θ) ) , φ(θ) = 1/(2π cosh(θ)) is as in (2.6), andr sets the crossover scale. The effective central charge is then and only allowing θ to vary over the full real line after the limit has been taken. It turns out that in this limit the staircase g-function formulae can be rewritten in terms of the limiting pseudoenergies ǫ a (θ) and various constants which can be calculated in terms of the plateau values of the staircase pseudoenergies. We start with the infinite series part of the g-function, (2.13). Crucial to the analysis is the double-bump shape of the kernel φ S (θ), shown in figure 1 , which causes each multiple integral contributing to the sum to localise onto a collection of subregions of R n . In each of these subregions, the staircase pseudoenergy is either constant, or else is uniformly well-approximated by one of the interpolating-flow pseudoenergies ǫ a (θ). Rewriting the formula for ln g 0 in terms of these constants and functions leads to the effective equations which govern the g-function flow in MA
in the sum in (2.13) can be expanded as sum of 2 n terms of the form
where each α k = ±1. The decay properties of φ(θ) mean that it is only non-zero for θ ≈ 0, so for the above term to be non-zero as θ 0 → ∞ we require
and the integral over R n has indeed localised, to a set of 2 n regions of size of order one as θ 0 → ∞, which become infinitely separated in this limit. The coordinates θ k of the centres of these regions are either all even multiples of θ 0 /2, or all odd multiples of θ 0 /2, depending on whether n is even or odd.
For each region of integration we must consider the behaviours of the 'measure factors' 1/(1 + e ǫ(θ k ) ), k = 1 . . . n. As for the function L(θ) discussed above, these factors exhibit a series of plateaux interleaved by transition regions, at θ ≈ θ a ≡ (m−1−2a)θ 0 /2, a = 1 . . . m−2. Within these transition regions, the measure factors are well-approximated in the θ 0 → ∞ limit by the functions 1/(1 + e ǫa ), by (4.4) . In between these regions the measure factors are approximately constant, and can be expressed in terms of the numbers
Taking these considerations into account, the terms in the sum in (2.13) fall into two categories:
(a) If m + n is odd, every θ k satisfying |θ k | ≤ (m−3)θ/2 lies in a transition region for ǫ(θ), so that its measure factor remains nontrivial even after the θ 0 → ∞ limit has been taken. We denote the part of ln g 0 consisting of these these terms by ln g A (r).
(b) If m + n is even, every θ k lies inside a plateau of ǫ(θ) after the θ 0 → ∞ limit has been taken, so that the corresponding measure factor becomes constant. We denote the (r-independent) part of ln g 0 consisting of these these terms by ln g B .
For the (a) terms, the values of ǫ(θ ≈ θ k ) vary asr varies, and only reach plateau values in the UV and IR limits, these values being x k+1 | Mm in the UV and y k | M m−1 in the IR. Rewriting the formulae in each subregion of integration in terms of the limiting pseudoenergies ǫ a (θ) using (4.4) and shifting the integration variables to remove all appearances of θ 0 , we found that ln g A can be rewritten in the θ 0 → ∞,r finite limit as
where the (m − 2) × (m − 2) matrix A(θ) is given by
and antiTr K , the anti-trace of an M × M matrix K, is defined as the sum of its anti-diagonal elements, or equivalently
(4.10)
The measure factors for the (b) terms are by contrast constant throughout the relevant integration subregions. They can therefore be pulled outside their integrals, leaving only the various factors of φ(θ). This leads to the following expression for ln g B :
where the tridiagonal (m − 3) × (m − 3) matrix B is equal to the limit as θ 0 → ∞ of
The explicit form of this matrix can be found using the L(θ) plateau values (3.11) and is
or, more concisely,
− 1 , and l ab is the incidence matrix of the A m−3 Dynkin diagram. Note that B is the transpose of a matrix which arises in the analysis of small fluctuations about stationary solutions of an associated Y-system [16] and has eigenvalues
For later use we note that [B, J] = 0, and furthermore that the eigenvector ψ k of B corresponding to the eigenvalue λ k satisfies
As explained in appendix A, this information is enough to evaluate (4.11) in closed form, with the result A missing piece of the staircase discussion from the previous section can now be filled in, namely the formulae (3.12) and (3.13) for the value of ln g 0 | Mm when the bulk staircase theory is in the vicinity of M m . In terms of the limiting g-function equations for MA (+) m , this number is equal to the UV limit of ln g A (r) + ln g B asr → 0. Considering the limiting forms of the matrix A(θ), given by (4.9), asr → 0, it is straightforwardly seen that which, via (4.15) and (4.16), leads immediately to (3.12) and (3.13).
The remainder of the exact g-function, ln g b = ln g b1 + ln g b2 + ln g b3 , is more straightforward to analyse. In the limit {θ 0 → ∞, lnr finite}, the behaviours of the first two terms, ln g b1 and ln g b2 , depend on whether m is even or odd.
The presence of φ(θ) and δ(θ) in the expression (3.1) for ln g b1 means that this term is determined by the staircase pseudoenergy close to θ = 0. When m is odd this remains nontrivial as the double-scaling limit is taken and, using the pseudoenergies defined in (4.4), ln g b1 becomes 19) which has UV and IR limits given by (3.14) at M m and (3.15) at M m−1 respectively. When m is even, the staircase pseudoenergy instead becomes constant near to θ = 0, giving
matching (3.15) at M m and also (3.14) at M m−1 . In contrast, the formula (3.2) for ln g b2 involves φ ( 
with UV and IR limits given by (3.17) at M m and (3.16) at M m−1 respectively. To allow the last part of ln g b , ln g b3 , to retain a non-trivialr-dependence in the limit, we pick two integers a 1 and a 2 with 0 ≤ a i ≤ m−1, write the boundary parameters θ b1 and θ b2 as
for i = 1, 2, and then take the θ 0 → ∞ limit keepingθ b1 andθ b2 finite. Given the specification (4.4) of the effective pseudoenergies ǫ a (θ), for 1 ≤ a i ≤ m−2 the staircase expression (3.3) for ln g b3 then reduces to m , indexed by a pair of integers a 1 and a 2 and expressed in terms of the rescaled variablesr,θ b1 andθ b2 , are as follows:
• m odd:
+ ln g A (r) + ln g b3 a 1 a 2 (r,θ b1 ,θ b2 ) ; (4.25)
• m even:
In both cases g A is given by (4.8), the sum over n running through even integers for m odd, and odd integers for m even, with the pseudoenergies involved solving the bulk MA (+) m TBA system (4.1). The term g b3 a 1 a 2 is as defined in (4.24). The constant terms result from adding ln g B , given by (4.15) or (4.16), to ln g b2 for m odd, and to ln g b1 for m even. The remaining integral term is ln g b1 for m odd and ln g b2 for m even. Formally setting one or both of a 1 and a 2 equal to 0 or m−1, as discussed after (4.24) , incorporates the limiting one-and zero-parameter families of flows found by deleting theθ b1 and/orθ b2 dependent parts of ln g b3 . If both are deleted so that ln g b3 is identically zero, then by the results of the last section the g-function flow should be from g(m, 1, 1) atr = 0 to g(m−1, 1, 1) asr → ∞. This can be checked directly. Simplest is the UV limit. For m odd, using (3.14) and (4.17), the first three terms on the RHS of (4.25) tend to In ther → ∞, IR, limit the matrix A(θ i ) defined in (4.9) again becomes independent of θ in the central region θ ≈ 0 where the integrals in (4.8) have their support, and tends to the following (m−2) × (m−2) matrix: More generally, the full equations (4.25) or (4.26) predict a collection of two-parameter families of flows, indexed by the two integers a 1 and a 2 . The relevant calculations have been carried out in the last section and we won't repeat them here. Instead, in figure 7 below we show a typical family of flows, where r = a 1 + 1 and s = a 2 + 1. All flows forθ b1 andθ b2 finite start in the far UV at the [x r , x s ] boundary of M m , a superposition of Cardy boundaries given by the rule (3.26) . If bothθ b1 andθ b2 are zero, the flow is directly downwards to the [y r−1 , y s−1 ] boundary of M m−1 , driven by the bulk perturbation. Nonzero values ofθ b1 andθ b2 correspond to the addition of boundary perturbations to the bulk perturbation, and cause the trajectory to visit other boundaries on its way from UV to IR, as can be read from the figure. If either of a 1 or a 2 is equal to 1 or m−2, so that one or both of r and s is equal to 2 or m−1, the cube shown in figure 7 truncates, the equalities x 1 = y 1 or x m−1 = y m−2 within M m−1 causing one or two rows on the bottom face of the cube to fuse together, resulting in the flow patterns illustrated in figure 8 
Conclusions
In this paper we have shown how exact methods can be used to study interpolating boundary flows in two-dimensional integrable models in situations where both bulk and boundary are away from criticality. Our results for flows between minimal models have confirmed and extended previous perturbative studies. In addition we have shown how these flows can be embedded into larger manifolds of boundary integrability via the staircase model, generalising the picture seen in the bulk. In fact the staircase description is remarkably economical -the bulk S-matrix (2.1) and the boundary reflection factor (2.9) (or (2.11)) together encode not only all of the unitary c < 1 minimal models, but also all of their Cardy boundary conditions and a variety of their superpositions, once fed into the general TBA and exact g-function machinery.
There are many directions for future work. Some perturbative checks of the exact equations for the tricritical to critical Ising bulk and boundary flows were undertaken in [5] , but further tests higher up the series would be valuable, as would a more detailed study of the two-parameter boundary flows discussed in section 3, and their extensions via defects to incorporate further parameters through the more general reflection factor (2.11). The formulae found in section 4 describe, for the first time, exact off-critical g-functions in situations where the underlying scattering theory is non-diagonal, and it will be interesting to generalise the approach of Pozsgay [6] to cover such cases. At the same time, many other multiparameter families of integrable models with nontrivial intermediate scaling behaviours are now known, including generalisations of the staircase models [12] [13] [14] [15] , and the Homogeneous Sine-Gordon (HSG) models [30] [31] [32] . Hence there is plenty of scope to obtain more elaborate exact g-function flows using the approach adopted in this paper. Finally, it is noteworthy how the embedding of non-diagonal bulk and boundary scattering theories within higher-dimensional manifolds of integrability achieved by the staircase and HSG models manages to 'abelianise' their TBA descriptions. It would be very interesting to know how general this phenomenon is, and to understand it at a deeper level. At the very least, it demonstrates once again that simple exact S-matrices and reflection factors can hide a great deal of internal structure.
• If m is odd, then the sum in (4.11) is over odd powers of B. Shuffling indices and using the symmetries of B it can be checked that B n J = (BJ) n for all odd n, and so The first of these means that (A.10) can be interpreted as a weighted sum over all n-step paths on the A m−3 Dynkin diagram which start and finish at pairs of conjugate nodes i 1 and m−2−i 1 , i 1 = 1 . . . m−3, and move by one link at each step. Likewise Tr(B n ) and Tr(B ′n ) are weighted sums over n-step paths on the same Dynkin diagram, but which this time start and finish at the same node i 1 , where again i 1 is summed from 1 to m−3. These observations imply that both sides of (A.10) are zero for n odd, and so from now on we can take n to be even (which is the case of direct interest in the current context). Due again to (A.11), a term in Tr(B n J) with i 1 <
