Abstract-Bit interleaved coded modulation with iterative decoding (BICM-ID) is a spectral efficiency coded modulation technique. This technique is therefore very attractive for many broadcasting services where transmission bandwidth is a primary concern. It has been shown that when signal constellation, interleaver and error-control code are fixed, signal mapping has a critical influence to the error performance of a BICM-ID system. Based on the technique of mutual information, good mappings of different 8-ary constellations are presented for BICM-ID systems over an additive white Gaussian noise (AWGN) channel. It is also shown that, compared to free Euclidean distances, mutual information is a more useful technique to find the good signal mappings for BICM-ID systems.
I. INTRODUCTION

C
ODED modulation that jointly optimizes coding and modulation is a powerful technique to improve the performance of digital transmission systems. This technique was independently developed by Ungerboeck [1] , Imai and Hirakawa [2] . The main idea is to optimize the code in Euclidean space rather than dealing with Hamming distance as in classical coding schemes. To improve the performance of trellis coded-modulation (TCM) [1] over fully interleaved Rayleigh fading channels, a scheme called bit-interleaved coded modulation (BICM) was suggested by Zehavi [3] . This scheme increases the time diversity of coded modulation at the expense of reducing the free squared Euclidean distance (FED), leading to a degradation over additive white Gaussian noise (AWGN) channels [3] , [4] .
Since the invention of turbo codes [5] , interleaving and iterative processing have also been applied to coded modulation. It was shown in [6] - [12] that BICM with iterative decoding (BICM-ID), a bandwidth-efficient approach primarily considered in the past for fading channels, can in fact be used to provide excellent error performance over both Gaussian and fading channels. More specifically, it was shown in [9] that with a careful design of signal mapping, iterative decoding can increase the minimum intersignal Euclidean distance of BICM while retaining the desirable Hamming distance. This makes BICM with iterative decoding greatly outperform TCM and compare favorably with bandwidth-efficient turbo TCM (TTCM) [13] . The technique to obtain signal mappings for 8-PSK constellation in [6] , [8] , [9] is based on free squared Euclidean distance (FED) and free squared Euclidean distance conditioned on the ideal feedback (FEDC). The work in [14] investigates the use of asymmetric 8-PSK to enlarge and equalize the Euclidean distances of equivalent binary channels resulting from decision feedback. Combining with proper mappings of encoder's output, it is shown in [14] that the error performance of BICM-ID can be improved with respect to the asymptotic performance. More recently, based on the Euclidean distances, some new mappings for 64-QAM constellation were also proposed in [15] to provide HDTV broadcasting services in DMB-T. 1 Further studies of mapping design for BICM-ID based on Euclidean distances are discussed in [16] . In particular, based on the distance criteria, [16] applies the binary switching algorithm (BSA) to find locally optimal mappings for BICM-ID. Also, a related work in [24] considers the technique of multi-dimensional mapping to further improve the error performance of BICM-ID. 2 It should be pointed out that these studies, which are based on the Euclidean distances, are only related to the asymptotic performance of the systems. Since the asymptotic performance can be very low and it may require many iterations to achieve, they may not be suitable parameters to design good signal mappings for BICM-ID systems operating at a practical range of bit-error-rate (BER) level and/or being able to accommodate only a small number of iterations.
A different technique based on mutual information was introduced in [10] , [12] to explain the influence of constellation mapping on the performance of BICM-ID. The technique was only considered for BICM-ID systems employing 8-PAM and square 16-QAM constellations. In this paper, to overcome the difficulty of characterizing different mappings by Euclidean distances, mutual information shall be employed to find the good signal mappings of various 8-ary constellations for BICM-ID systems over an AWGN channel. For the particular case of 8-PSK constellation, a detailed comparison is made between the mapping introduced here and the ones suggested in [9] that are based on FED and FEDC.
The paper is organized as follows. Section II introduces BICM-ID system and briefly discusses the distance parameters FED and FEDC used in [9] . Section III first reviews the concept 
II. BICM-ID SYSTEMS AND SIGNAL MAPPINGS BASED ON
EUCLIDEAN DISTANCES Fig. 1 shows the block diagram of a BICM-ID system. Such a system was first considered in [9] - [11] , [17] . The transmitter is a serial concatenation of the convolutional encoder, the bit interleaver and the memoryless modulator. Since this paper concentrates on signal constellation and mapping, a rate-2/3 convolutional code is assumed for the system. This code together with 8-ary constellations yields a spectral efficiency of 2 bits/s/Hz. Denote the input bits of the encoder during the th symbol duration by and its corresponding three output bits (a code symbol) by , where or is the th bit, taking values in {0, 1} with equal probability. After the interleaver, three binary bits are grouped together, , and mapped to a complex channel symbol chosen from an 8-ary constellation according to some mapping scheme. Due to the presence of bit-based interleaver, the true maximum likelihood decoding of BICM requires joint demodulation and convolutional decoding and is therefore too complex to implement in practice. In [3] , Zehavi suggested a suboptimal method using two separate steps: bit metric generation and Viterbi decoding. Although BICM performs well over fading channels because of an increase in diversity order, its performance is degraded over Gaussian channels due to the "random modulation" caused by bit interleaving [3] . This makes conventional BICM less efficient than TCM for Gaussian channels.
Iterative processing (with soft feed-back) studied in [9] shows that with perfect knowledge of other two bits, 8-ary constellation is translated to binary modulation selected from four possible sets of binary constellations. Thus, assuming that iterations work properly at high enough SNR, the effect of iterative decoding of BICM is not only to increase the effective intersubset Euclidean distance, but also reduce the effective number of nearest neighbors. This leads to a significant improvement over both AWGN and fading channels.
The receiver shown in Fig. 1 uses a suboptimal, iterative method, which is based on individually optimal, 3 but separate demodulation and convolutional decoding steps [9] , [17] . Based on the free squared Euclidean distance (FED), the FED conditioned on the ideal feedback (FEDC) and the number of nearest neighbors, different mappings are presented for 8-PSK and 16-QAM constellations in [9] and [17] , respectively. In what follows, these distance parameters are reviewed. More importantly, it is pointed out that these distance parameters are not always useful for finding good signal mappings.
Let be the smallest Euclidean distance of the signal constellation and be the minimum Hamming distance of the convolutional code. Then the FED of BICM is given by (1) The FED determines the asymptotic performance of a BICM system (i.e., the first round performance of a BICM-ID system). The performance of BICM systems at low to medium SNR is, however, affected by the average number of bits that differ between two closest signal points in an 8-ary constellation , (denoted by ) [18] . This parameter can be computed as (2) where is the average number of nearest neighbors of the constellation, is the number of nearest neighbors of signal , is the Hamming distance between mapping labels of and , and is the subset of all signal points that are the nearest neighbors of . It is easy to check that the minimum value of is 1 and it is achieved when Gray mapping can be used.
The FEDC is defined by assuming perfect knowledge of all other two bits in one 8-ary symbol. Let , , 2, 3 denote the Hamming weight of the error pattern corresponding to the th bit position of the encoder output. Then the total Hamming weight of the error pattern is . The squared Euclidean distance between the two modulated symbol sequences associated with this error pattern is . The FEDC is then defined as (3) The FEDC dominates the asymptotic performance of BICM-ID. The design strategy for signal mapping in [9] , [17] concentrates on the asymptotic performance, i.e., to maximize FEDC. It should be noted, however, that FEDC alone is not a sufficient criterion to design the constellation/mapping as the following example illustrates. Consider an 8-ary constellation with an average symbol energy . It is not hard to see that the FEDC distance takes on the maximum value of if the constellation contains two distinct points that are separated by (i.e., a BPSK constellation) and the groups of labels for the two signal points are {111, 010, 001, 100} and {000, 101, 110, 011}, respectively. Although FEDC is maximized, FED is zero and is also very big for this ambiguous constellation. Of course, the use of this constellation/mapping results in a very poor performance.
The general rule in [9] , [17] for a fixed constellation is to choose a signal mapping that has a reasonable value of and as large a value of FEDC as possible. Based on this rule, three different mappings, namely Gray, set partitioning (SP) and semi set partitioning (SSP), are investigated in [9] for an 8-PSK constellation.
The corresponding distance parameters are listed in Table I when a rate 2/3, 16-state convolutional code with The generator sequences of this code are and and is used [19, p. 331] . Based on the values in Table I , it was suggested in [9] that SP 8-PSK is the most attractive for a BICM-ID system.
The design rule based on distance parameters, however, aims at asymptotic performance and may not be useful for systems operating at the BER level of interest and/or not being able to afford many iterations. This fact is made evident by the mapping shown in Fig. 2(b) . This mapping, called the modified set partitioning (MSP) mapping, is obtained from SP mapping shown in Fig. 2(a) by interchanging the two signal points labeled with 111 and 011. It can be verified that all the three distance parameters FED, FEDC and are identical for both SP and MSP mappings. This means that these distance parameters fail to discriminate the difference in error performance of SP and MSP mappings. However, a closer examination of SP and MSP mappings reveals that, although the distance properties of the first and second bits of the two mappings are the same, MSP mapping offers some bigger inter-signal distances for the third bit compared to SP mapping. This suggests that MSP mapping should provide a better error performance than SP mapping. This is indeed the case as will be illustrated in Sections III-B and IV.
An alternative to distance parameters as design criteria for good mapping is mutual information [10] , [12] . The next section adopts this technique to find good mappings for various 8-ary constellations in BICM-ID systems.
III. SIGNAL MAPPINGS OF 8-ARY CONSTELLATIONS BASED ON MUTUAL INFORMATION
A. Review of Mutual Information
Consider an additive white Gaussian noise channel. The capacity of a coded modulation system employing an -ary twodimensional constellation can be computed as: (4) where and represent the transmitted and received signals respectively, is the mutual informa-tion between the transmitted signal and the received signal . The function is the probability density function of and is given by:
In (5) is the two-sided power spectral density of white Gaussian noise. Note also that the integral in (4) is a two-fold integral.
The channel capacity in (4) is simply the symbol-wise mutual information for an -ary modulation scheme. It is clear that for a fixed constellation, the symbol-wise mutual information is independent of the applied mapping. The symbol-wise mutual information can also be expressed as the sum of the conditional bit-wise mutual information (conditioned on the other bits) [10] , [20] : (6) where is conditional bit-wise mutual information under the assumption that perfect knowledge of " other bits in one symbol" is known. Let denote the -bit label (or mapping) of one symbol in the constellation where and let . Then the conditional bit-wise mutual information can be computed as: (7) The bar in the above equation means that the bit-wise mutual information is averaged over all possible cases of "other bits are known", all bits in mapping as well as the bit value 1 or 0 for . For 8-ary constellations considered in this paper, the explicit expressions for the bit-wise mutual information are provided in Appendix I. Note that, since conditioning increases mutual information, one has . Using the concept of equivalent channels in [21] , a channel accepting an -ary signal symbol can be seen as consisting of sub-channels, each carries one bit with a different condition on "the other bits being known". For example, the sub-channel carries one bit with the condition that the other bits are perfectly known. Thus the capacity of this channel is the bit-wise mutual information . Though, for a fixed constellation, is always a constant regardless of the mapping, the bit-wise mutual information depends on the mapping.
Since the calculation of the bit-wise mutual information assumes that there is no information from the other bits, is an important parameter for the performance of BICM-ID with no iteration, i.e., the performance of a BICM system. It is easy to verify that the value is exactly the channel capacity for BICM system computed in [4] . Study the mappings of various 8-ary constellations to maximize the capacity of BICM systems was recently carried out in [18] . It is shown in [18] that, for all practical purposes, Gray mapping is the best for BICM systems.
As argued in [12] , if the iteration between the channel decoder and the demodulator works, then more accurate information about the other bits in one symbol will be transferred to the next iteration. Therefore, with iterations, is not very important any more. Instead, become dominant parameters to the error performance of BICM-ID systems when the number of iterations increase. Finally, if the perfect a priori knowledge of all other bits is available, only dominates the performance of BICM-ID.
As the sum of bit-wise mutual information is always a constant for a fixed constellation, there is a trade-off in the values of bit-wise mutual information among different mappings. To have a good performance with no iteration, one needs to apply the mapping that has large . However, large value of means that the other mutual information with a priori knowledge will be smaller, implying that iteration may not helpful. A compromise solution is to design the mapping with big enough to make the iterations work, while maximizing to achieve good error performance after a large number of iterations.
It should be pointed out that the bit-wise mutual information depends on the particular value of the signal-to-noise ratio (SNR), i.e., the channel condition. Thus the bit-wise mutual information can be used to evaluate and compare different constellations/mappings of a BICM-ID system operating at a specific range of SNR. This is the major advantage of mutual information compared to distance parameters discussed in Section II.
B. Signal Mappings of 8-ary Constellations
The 8-ary constellations investigated for BICM-ID systems in this paper include 8-PSK, 8-cross, optimal 8-ary and (1, 7). The later three constellations are shown in Figs. 3(a), (b) and (c), respectively. These constellations are also considered in [18] for BICM systems. The exact locations of the signal points in the optimal 8-ary constellation are provided in [22] . This constellation is optimal in the sense that it minimizes the bit error rate (BER) at high SNR for an uncoded system over an AWGN channel [22] . Fig. 4 plots the symbol-wise mutual information for the four 8-ary constellations versus , where is the energy per information bit and a rate-2/3 code is assumed. Observe that in the range , the symbol-wise mutual information of 8-cross constellation, (1, 7) constellation and the optimal constellation are almost the same and they are higher than that of the 8-PSK constellation. The reason for this is that the symbol-wise mutual information is largely influenced by , which are 2.40, 2.58, 2.72 and 1.76 (with the average energy ) for 8-cross, (1, 7), 8-ary optimal and 8-PSK constellations, respectively. Although the symbol-wise mutual information does not depend on the mapping, when comparing two different constellations, the one having a higher mutual information is preferred. This is because higher symbol-mutual information implies more flexibility in designing a mapping with the desired values of the bit-wise mutual information.
With any 8-ary constellation and mapping, the bit-wise mutual information can be calculated for different mappings. Therefore, for each constellation one can search for the mapping that maximizes , i.e., the most suitable mapping for the BICM system. It is not surprising that the -maximized mappings obtained agree perfectly with those found in [18] . Furthermore, it was observed that for all these mappings, there is not much difference between and . This means that -maximized mappings of the four constellations are not suitable for BICM-ID systems.
For a fixed constellation, it is found that -maximized mapping often produces minimum , and vice versa, -maximized mapping often has the minimum . The only exception is for 8PSK constellation, where -maximized mapping is the SSP mapping, which does not have the minimum . Although SSP 8-PSK has the biggest (among all the four constellations considered in this paper), it has a small . This makes its performance very poor at the first round and the iteration cannot work at the interest range of SNR. Therefore SSP 8-PSK is not pre- ferred in BICM-ID system over an AWGN channel, the same conclusion reached in [9] based on the distance parameters.
To illustrate the advantage of using bit-wise mutual information over distance parameters in mapping design, consider SP and MSP mappings of 8-PSK constellation in Fig. 2 . Recall that these two mappings produce the same distance parameters FED, FEDC and . Fig. 5 plots , and for the two mappings. Observe that is the same for the two mappings, which means that their performance is the same for BICM system. This also explains why these two mapping have the same FED and . Both and are different for the two mappings. The of MSP 8-PSK is higher than that of SP 8-PSK, which also implies that of MSP-8PSK is smaller than that of SP 8-PSK. Based on the bit-wise mutual information one can draw the following conclusions when comparing the two above mappings of 8-PSK for BICM-ID systems:
(i) With the same code, the same interleaver and at any fixed SNR that iteration works well for SP 8-PSK, then iteration also works well for MSP 8-PSK because they have the same . (ii) The MSP mapping results in a better asymptotic error performance than SP mapping since MSP 8-PSK has a higher . (iii) At an SNR value that the SP 8-PSK converges to the asymptotic performance, then MSP 8-PSK system also converges to the asymptotic performance. However, MSP 8-PSK might need more iterations compared to SP 8-PSK since MSP 8-PSK has smaller . Thus, if one can afford many iterations, MSP 8-PSK is preferred. The above conclusions are verified by computer simulation in Section IV.
As -maximized mappings are of particular interest for the asymptotic performance of BICM-ID systems, the -maximized mappings for 8-cross, optimal 8-ary and (1, 7) constellations are shown in Fig. 3(a), (b) and (c). It was observed that the -maximized mappings of (1, 7) and optimal 8-ary constellations have almost the same bit-wise mutual information ,
and . This implies that these mappings of the two constellations result in the same error performance in BICM-ID systems. With this observation, the optimal 8-ary constellation is not considered any further in this paper.
As pointed out in [10] , there is really no best mapping for a BICM-ID system. The best mapping depends on the interleaver size, the code, the number of iterations and the range of SNR. With a fixed convolutional code, the length of the interleaver affects to the convergence of the error performance of a BICM-ID system. In general, longer interleaver leads to an earlier convergence. This also implies that, with a shorter interleaver and if only a few iterations can be used, the -maximized mappings (that have the minimum for 8-cross and (1, 7) constellations) might not be preferred for BICM-ID systems. For such systems, the mapping with a medium such as the one shown in Fig. 3(d) for (1, 7) constellation is more suitable.
The bit-wise mutual information and for the -maximized mapping of 8-cross and -medium mapping of (1, 7) are plotted in Fig. 6 . For comparison, and of SP 8-PSK are also plotted.
It is of particular interest to observe that both and of the -medium mapping of (1, 7) are larger than that of SP 8-PSK. This implies that the -medium mapping of (1, 7) not only work well with a shorter interleaver but its asymptotic performance is better than that of SP 8-PSK. This interesting observation will also be confirmed by simulation results in the next section.
IV. SIMULATION RESULTS
This section provides the simulation results to confirm the mapping designs based on bit-wise mutual information presented in the previous section. As the investigation concentrates on signal mapping, a rate-2/3, 16-state convolutional code with generator sequences and is always assumed. The bit-wise interleavers used in the simulation are designed according to the rules outlined in [9] , [23] . Although a few different interleavers were generated and tested, there was a negligible difference in error performance by using different interleavers. Furthermore, to the best of the authors' knowledge, the question on whether there exists an ideal interleaver with a finite block length for BICM-ID still remains unanswered. Each point in the BER curves is obtained by simulating the systems with to coded bits. 4 Fig. 7 presents the BER performance after 1, 4 and 8 iterations of BICM-ID systems employing SP 8-PSK and MSP 8-PSK, respectively. The BICM-ID systems for both cases uses a bit-wise interleaver of length 6000 coded bits. Also shown in the figure are the asymptotic performances (BER floor) of the systems obtained by assuming a perfect knowledge of the other two bits in one 8-ary symbol. This figure clearly confirms the conclusions drawn in previous section when comparing the two mappings of 8-PSK constellation. In summary, it can be seen that the BER performance of SP 8-PSK converges faster with iterations (due to a larger and the same ) but its BER floor is higher compared to that of MSP 8-PSK. Specifically, at , the asymptotic performance of MSP 8-PSK is lower than that of SP 8-PSK by an order of magnitude. Note that this result is quite different from [9] where it is suggested that SP 8-PSK is the most suitable mapping for BICM-ID systems.
To compare the BER performance of different constellations/mappings, Fig. 8 plots the BER curves with 8 iterations and BER floors of SP 8-PSK, MSP 8-PSK and 8-cross with -maximized mapping, respectively. As can be expected from the bit-wise mutual information, the BER performance of 8-cross with -maximized mapping is even better than that of MSP 8-PSK. Its asymptotic performance is about another order of magnitude lower than that of MSP 8-PSK. At a practical BER level of , the gains (with 8 iterations) can be predicted to be about 0.2 dB and 0.7 dB compared to MSP 8-PSK and SP 8-PSK, respectively. Fig. 9 confirms the advantage of mappings with medium in a system with a shorter interleaver and can only afford a small number of iterations at the receiver. More specifically, Fig. 9 plots the BER performance (from 1 to 5 iterations) and BER floor of a BICM-ID system using (1, 7) constellation with -medium mapping as shown in Fig. 3(d) . The length of the bit-wise interleaver used in the system is 1200 coded bits. For comparison, the BER performances after 5 iterations of the same system but employing SP 8-PSK and 8-cross with -maximized mapping are also shown. Obviously, the BER performance of (1, 7) constellation with -medium mapping quickly converges to the BER floor (at with only 5 iterations), while the BER performance of the other two constellations/mappings are much worse.
Finally, it is interesting to note that the FED and FEDC of the (1, 7) constellation with -medium mapping are 12.91 and 13.76 , respectively. Since these two distances are very close, the analysis based on distance parameters in [9] would suggest that iteration will not work well for this constellation and mapping. Moreover, although the FEDC of this mapping is much smaller than that of SP (which is 25.03 according to Table I ), it was observed from simulation results that its asymptotic performance is better than the asymptotic performance of SP mapping. This result, while contradicting the analysis based on distance parameters, can be explained by the fact that of (1, 7) constellation with -medium is bigger than of SP 8-PSK. To summarize, the results shown in Fig. 9 once again demonstrate that distance parameters are not always useful to identify the good mappings of a given constellation.
V. CONCLUSION
In this paper, mutual information is employed to find good mappings for various 8-ary constellations in bit interleaved coded modulation with iterative decoding (BICM-ID) systems over an AWGN channel. The error performance of BICM-ID systems employing the proposed constellations/mappings is verified by extensive computer simulation. In particular, the usefulness of mutual information over the Euclidean distances in comparing error performance among different 8-ary constellations/mappings for BICM-ID systems is demonstrated in detail.
APPENDIX I BIT-WISE MUTUAL INFORMATION FOR 8-ARY CONSTELLATIONS
For 8-ary constellations, the explicit expressions for the bit-wise mutual information can be obtained as follows. Let denote the 3-bit label of one symbol in an 8-ary constellation . Then the unconditional bit-wise mutual information is: (8) where is calculated as:
In (9), denotes the sub-set of that contains all symbols whose labels have the value in the position . The bit-wise mutual information with a priori knowledge of 1 bit can be calculated as: (10) With the fixed values of , , and , in (10) can be computed easily. For example, when , and , one has (11) where denotes the sub-set of that contains all symbols whose labels have the value 1 in the first and second positions.
Finally, the bit-wise mutual information can be computedsimilarly. But , can be found from (computed as in (4)), and .
