Canonical matrices of (a) bilinear and sesquilinear forms, (b) pairs of forms, in which every form is symmetric or skewsymmetric, and (c) pairs of Hermitian forms are given over finite fields of characteristic = 2 and over p-adic fields (i.e., finite extensions of the field Q p of p-adic numbers) with p = 2. These canonical matrices are special cases of the canonical matrices of (a)-(c) over a field of characteristic not 2 that were obtained by the author [Math. USSR-Izv. 31 (1988) up to classification of quadratic or Hermitian forms over its finite extensions; we use the known classification of quadratic and Hermitian forms over finite fields and p-adic fields.
Introduction
We give canonical matrices of (a) bilinear and sesquilinear forms, (ii) p-adic fields (i.e., finite extensions of the field Q p of p-adic numbers); for simplicity, we take p = 2.
Our canonical matrices are special cases of the canonical matrices of (a)-(c) over a field F of characteristic not 2 that were obtained in [15] up to classification of quadratic or Hermitian forms over finite extensions of F. We use the known classification of quadratic and Hermitian forms over finite extensions of (i) and (ii).
Analogous canonical matrices of (a)-(c) could be obtained over any local field (which is either a p-adic field or the field of formal power series of one variable over a finite field) since the classification of quadratic and Hermitian forms over local fields is known.
In Section 2 we recall canonical forms of (a)-(c) obtained in [15] . In Sections 3 and 4 we give canonical forms of (a)-(c) over (i) and (ii).
2 Canonical matrices over any field of characteristic not 2
In this section F denotes a field of characteristic different from 2 with a fixed involution F → F; that is, a bijection a →ā satisfying a + b =ā +b, ab =āb,ā = a for all a, b ∈ F.
We recall canonical forms of (a)-(c) obtained in [15] by the method that was developed by Roiter and the author in [11, 14, 15] ; it reduces the problem of classifying systems of forms and linear mappings over F to the problems of classifying
• systems of linear mappings over F, and
• quadratic and Hermitian forms over skew fields that are finite extensions of F.
This method was applied to the problem of classifying bilinear and sesquilinear forms in [6, 7, 8] and to the problem of classifying isometric operators on vector spaces with scalar product given by a nonsingular quadratic or Hermitian form in [16] .
For any matrix A = [a ij ] over F, we write A * :=Ā T = [ā ji ]. Square matrices A and B are said to be similar if S −1 AS = B, congruent if S T AS = B, and *congruent if S * AS = B for a nonsingular S. Pairs of matrices (A 1 , A 2 ) and (B 1 , B 2 ) are congruent if S T A 1 S = B 1 and S T A 2 S = B 2 ; they are *congruent if S * A 1 S = B 1 and S * A 2 S = B 2 for a nonsingular S. The transformations of congruence (A → S T AS) and *congruence (A → S * AS) are associated with the bilinear form x T Ay and the sesquilinear form x * Ay, respectively.
The involution on F can be the identity. Thus, we consider congruence as a special case of *congruence.
Every square matrix A over F is similar to a direct sum, uniquely determined up to permutation of summands, of Frobenius blocks 
For each polynomial f (x) = a 0 x n + a 1 x n−1 + · · · + a n ∈ F[x],
we define the polynomials f (x) :=ā 0 x n +ā 1 x n−1 + · · · +ā n ,
n (ā n x n + · · · +ā 1 x +ā 0 ) if a n = 0.
In particular,
n (a n x n + · · · + a 1 x + a 0 )
if the involution on F is the identity.
The following lemma was proved in [15, Lemma 6] (or see [8, 16] ).
Lemma 2.1. Let F be a field with involution a →ā, let p(x) = p ∨ (x) be an irreducible polynomial over F, and consider the field
with involution f (κ)
• :=f (κ −1 ).
Then each element of F(κ) on which the involution acts identically is uniquely representable in the form q(κ), in which q(x) = a r x r + · · · + a 1 x + a 0 +ā 1 x −1 + · · · +ā r x −r , a 0 =ā 0 ,
r is the integer part of (deg p(x))/2, a 0 , . . . , a r ∈ F, and if deg p(x) is even then
if the involution on F is the identity, a r if the involution on F is not the identity and p(0) = 1, −ā r if the involution on F is not the identity and p(0) = 1.
For each square matrix Φ and ε = 1 or − 1, if the involution on F is the identity, 1, if the involution on F is nonidentity, denote by * √ Φ and Φ ε fixed nonsingular matrices (if they exist) such that * √ Φ = (
We use the notation * √ Φ both in the case of nonidentity involution and in the case of the identity involution on F, but if we know that the involution is the identity then we prefer to write T √ Φ instead of * √ Φ. It suffices to construct * √ Φ and Φ ε for canonical matrices Φ under similarity since if Ψ = S −1 ΦS then we can take
Existence conditions and explicit forms of * √ Φ and Φ ε for all Frobenius blocks Φ will be given in Lemmas 2.6 and 2.7.
Define the skew sum of two matrices 
2]). (a)
Let F be a field of characteristic different from 2 with involution (which can be the identity). Every square matrix A over F is *congruent to a direct sum of matrices of the following types:
where Φ is an n × n nonsingular Frobenius block such that * √ Φ does not exist (see Lemma 2.6); and
, where Φ is a nonsingular Frobenius block such that * √ Φ exists and q(x) = 0 has the form (8) from Lemma 2.1 in which p(x) = p Φ (x) is the irreducible divisor of the characteristic polynomial of Φ.
(b) The summands are determined to the following extent:
Type (ii) up to replacement of Φ by the Frobenius block Ψ that is similar to Φ − * (i.e., whose characteristic polynomial is χ ∨ Φ (x), see (4)).
Type (iii) up to replacement of the whole group of summands * √
with the same Φ by
is a nonzero function of the form (8) and the Hermitian forms
are equivalent over the field (6) with involution (7).
(c) Frobenius blocks in (a) and (b) can be replaced by arbitrary matrices that are similar to them (for example, by Jordan blocks if F is algebraically closed).
Define the (n − 1) × n matrices
for each n = 1, 2, . . . , and define the direct sum of two matrix pairs:
Theorem 2.3 ([15, Theorem 4]). (a)
Let F be a field of characteristic different from 2 with involution (which can be the identity). Let A and B be ε-Hermitian and δ-Hermitian matrices over F of the same size:
Then (A, B) is *congruent to a direct sum of matrix pairs of the following types:
, in which Φ is an n × n Frobenius block such that Φ δ (see (10) ) does not exist if ε = 1;
in which the matrices are n-by-n, ε = 1, 0 = a =ā ∈ F, and n is even if δ = −1.
Type (ii) up to replacement of Φ by the Frobenius block Ψ with χ Ψ (x) = (εδ) det χ Φχ Φ (εδx). Type (iii) up to replacement of the whole group of summands
such that the Hermitian forms
• =f (δω).
Type (iv) uniquely.
Type (v) up to replacement of the whole group of summands
as n (13) with the same n by B
bs n (14) such that the Hermitian forms
Taking ε = δ = −1 in Theorem 2.3, we obtain the following well-known canonical form of pairs skew-symmetric matrices; see, for example, [12, 17] .
Corollary 2.4. Over any field of characteristic not 2, each pair of skewsymmetric matrices of the same size is congruent to a direct sum, uniquely determined up to permutation of summands, of pairs of the form:
Remark 2.5. If δ = −1 then the matrix pair B a n defined in (12) consists of n × n matrices and n is even. In this case, the pair
of symmetric and skew-symmetric matrices of size n × n can be used in (12)- (14) instead of B a n . This follows from the proof of Theorem 4 in [15] since the pairs B a n and C a n are equivalent; that is, RB a n S = C a n for some nonsingular R and S.
A vector (a 1 , a 2 , . . . , a n ) over F is called f -recurrent if either n m, or
Thus, this vector is completely determined by any fragment of length m. Existence conditions and explicit forms of * √ Φ and Φ ε for Frobenius blocks Φ are given in the following two lemmas. 
is the characteristic polynomial of Φ, then for * √ Φ one can take the Toeplitz matrix
whose vector of entries (a 1−n , a 2−n , . . . , a n−1 ) is the χ Φ -recurrent extension of the vector
of length
in which
if n is even, except for the case p Φ (x) = x + c with c n−1 = −1,
if n is odd and p Φ (x) = x + 1, e −ē otherwise, with any fixedē = e ∈ F.
. Let F be a field of characteristic not 2 with involution (possibly, the identity). Let Φ be an n × n Frobenius block (1) over F. Existence conditions for the matrix Φ ε are:
With these conditions satisfied, one can take
in which the sequence (a 2 , a 3 , . . . , a 2n ) is χ-recurrent, and is defined by the fragment
3 Canonical forms over finite fields
In this section we give canonical matrices of bilinear and sesquilinear forms, pairs of symmetric or skew-symmetric forms, and pairs of Hermitian forms over a finite field F of characteristic not 2. We use Theorems 2.2 and 2.3, in which these canonical matrices are given up to classification of quadratic and Hermitian forms over finite extensions of F (that is, over finite fields of characteristic not 2), and the following lemma. where ζ is a fixed nonsquare in F.
(b) Each Hermitian form of rank r over a finite field of characteristic not 2 with nonidentity involution is equivalent tox 1 y 1 + · · · +x r y r .
Utv. (b) eshe iz Scharlau ch 10, 1.6, examples (i).
Canonical matrices for congruence and *congruence
Define the n-by-n matrix
Theorem 3.2. Every square matrix over a finite field F of characteristic different from 2 is congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types:
and Φ is determined up to replacement by the Frobenius block Ψ with
(iv) for each n = 1, 2, . . . :
• at most one summand ζΓ n , in which ζ is a fixed nonsquare of F.
Proof. Let F be a finite field of characteristic not 2 with the identity involution. By Theorem 2.2(a), every square matrix A over F is congruent to a direct sum of matrices of the form
Consider each of these summands. 
This gives the summands (ii).
Summands (c). Let Φ be a nonsingular n × n Frobenius block for which
Consider the whole group of summands of the form T √ Φq(Φ) with the same Φ: (6) and (7)) is nonidentity; otherwise κ = κ
, and hence p Φ (x) = x±1 since it is irreducible. By Lemma 3.1(b), the Hermitian form Let now p Φ (x) = x + c. Then by (28) and (4) x + c = c
Hence Γ n = T √ Υ n and Υ n is similar to J n ((−1) n+1 ), which is similar to Φ due to (30). By Theorem 2.2(c) we can take Υ n instead of Φ with
is F with the identity involution; all polynomials q i (x) in (29) are some scalars a i ∈ F. By Lemma 3.1(a), the quadratic form
and this sum is uniquely determined by A. This gives the summands (iv).
Note that if
and so
Theorem 3.3. Let F be a finite field of characteristic not 2 with nonidentity involution. Every square matrix over F is *congruent to a direct sum, uniquely determined up to permutation of summands, of matrices of the following types: (4)) and Φ is determined up to replacement by the
Proof. Let F be a finite field of characteristic not 2 with nonidentity involution. By Theorem 2.2(a), every square matrix A over F is *congruent to a direct sum of matrices of the form
Consider each of these summands. Summands (a). 
Consider the whole group of summands of the form * √ Φq(Φ) with the same Φ:
The involution f (κ) (6) and (7)) is nonidentity since it extends the nonidentity involution on F. By Lemma 3.1(b), the Hermitian form
s y s , and so by Theorem 2.2(b) the matrix (32) is *congruent to * √ Φ ⊕ · · · ⊕ * √ Φ and this direct sum is uniquely determined by A. This gives the summands (iii).
Canonical pairs of symmetric or skew-symmetric matrices
In this section, we give canonical matrices of pairs consisting of symmetric or skew-symmetric forms. Canonical matrices of pairs of skew-symmetric forms are given in Corollary 2.4; it remains to consider pairs, in which the first form is symmetric and the second is symmetric or skew-symmetric. For square matrices A, B, C, D of the same size, we write
Theorem 3.4. Each pair of symmetric matrices of the same size over a finite field F of characteristic not 2 is congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types:
, where F n and G n are defined in (11);
(ii) for each nonsingular Frobenius block Φ:
is not a square;
(iii) for each n = 1, 2, . . . :
• the pair of n × n matrices
• at most one summand ζB n , in which ζ is a fixed nonsquare of F.
Proof. Let F be a finite field of characteristic not 2 with the identity involution. By Lemma 2.7, the matrix Φ 1 exists for each nonsingular Frobenius block Φ over F. By Theorem 2.3(a), each pair (A, B) of symmetric matrices of the same size is congruent to a direct sum of pairs of the form
Consider each of these summands. Summands (a). Theorem 2.3(b) ensures that the summands of the form (a) are uniquely determined by (A, B), which gives the summands (i) of the theorem.
Summands (b). Consider the whole group of summands of the form A
with the same nonsingular Frobenius block Φ:
By Lemma 3.1(a), the quadratic form
, and this sum is uniquely determined by (A, B). This gives the summands (ii).
Summands (c). Consider the whole group of summands of the form B a n with the same n: B
and this sum is uniquely determined by (A, B). This gives the summands (iii).
Theorem 3.5. Each pair consisting of a symmetric matrix and a skewsymmetric matrix of the same size over a finite field F of characteristic not 2 is congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types:
(see (2)), and Φ is determined up to replacement by the Frobenius block
, in which n is odd;
• the pair of n-by-n symmetric and skew-symmetric matrices defined as follows:
if n is odd, and
if n is even,
• at most one summand of the form ζC n , in which ζ is a fixed nonsquare of F.
Proof. Let F be a finite field of characteristic not 2 with the identity involution. By Theorem 2.3(a) and Remark 2.5, each pair (A, B) consisting of a symmetric matrix A and a skew-symmetric matrix B of the same size is congruent to a direct sum of pairs of the form
, in which n is odd, (e) C a n (defined in (15)), in which n is even and 0 = a ∈ F. Consider each of these summands. (36) is not satisfied; that is,
Consider the whole group of summands of the form A
Let first
Φ , which gives the summands (iii). Let now Φ = J n (0) with n = 2m + 1 and m = 1, 2, . . . . The equalities (10) hold for the n × n matrices
instead of Φ and Φ −1 . Since Φ and Φ ′ are similar, by Theorem 2.3(c) we can take C
instead of (40).
is F with the identity involution and all polynomials f i (x) in (42) are some scalars a i ∈ F. By Lemma 3.1(a), the quadratic form a 1 x 
and this sum is uniquely determined by (A, B) . This gives the summands (v) with odd n. Summands (d). Theorem 2.3(b) ensures that the summands of the form (d) are uniquely determined by (A, B) , which gives the summands (iv).
Summands (e). Consider the whole group of summands of the form C a n with the same n: C
By Lemma 3.1(a), the quadratic form a 1 x 
and this sum is uniquely determined by (A, B), which gives the summands (v) with even n.
Canonical pairs of Hermitian matrices
Theorem 3.6. Let F be a finite field of characteristic not 2 with nonidentity involution. Let F • be the fixed field of F. Each pair of Hermitian matrices of the same size over F is *congruent to a direct sum, uniquely determined up to permutation of summands, of pairs of the following types:
, and Φ is determined up to replacement by the Frobenius block Ψ with χ Ψ (x) =χ Φ (x) (see (3));
(iv) the pair of n × n matrices
Proof. Let F be a finite field of characteristic not 2 with nonidentity involution. By Theorem 2.3(a), each pair (A, B) of Hermitian matrices over F of the same size is *congruent to a direct sum of pairs of the form (12) ), in which 0 = a =ā ∈ F. Consider each of these summands. Summands (a). Theorem 2.3(b) ensures that the summands of the form (a) are uniquely determined by (A, B) , which gives the summands (i) of the theorem.
Summands (b). By Lemma 2.7(a), Φ 1 does not exist if and only if
. Theorem 2.3(b) ensures that the summands of the form (b) are uniquely determined, up to replacement of Φ by Ψ with χ Ψ (x) =χ Φ (x). This gives the summands (ii).
Summands (c). Consider the whole group of summands of the form A f (x) Φ with the same nonsingular Frobenius block Φ:
By Lemma 3.1(b), the Hermitian form
• =f (ω) is equivalent to x 
Canonical forms over p-adic fields
In this section K is a finite extension of Q p with p = 2.
Let us recall the classification of quadratic and Hermitian forms over K. Each nonzero element of Q p can be represented in the form
in which all α i ∈ {0, 1, . . . , p − 1}. The exponential variation on K is the following mapping ν : K → R ∪ {+∞}:
∈ Q p and its minimum polynomial of over Q p is
The ring
is called the ring of integers of K; it is a principal ideal ring, whose unique maximal ideal is
Each generator π of m is called a prime element. The set
is the group of all invertible elements of O(K); they are called the units of
is a field, which is called the residue field of K; it is a finite extension of the residue field
Lemma 4.1. Let K be a finite extension of Q p with p = 2. Let its residue
be a unit that is not a square, and π be a prime element. Then each quadratic form of rank r 1 over K is equivalent to exactly one form
in which (c 1 , . . . , c t ) is one of the sequences:
where
Lemma 4.2. Let a field K with nonidentity involution be a finite extension of Q p , p = 2. Let K • be the fixed field with respect to this involution. Let
• be a unit that is not a square, and π be a prime element of K • . Then each Hermitian form with nonzero determinant over K is classified by dimension and determinant; moreover, it is equivalent to eitherx 1 y 1 + · · · +x n y n , or tx 1 y 1 +x 2 y 2 + · · · +x n y n , in which
Proof. By [13, Ch. 10, Example 1.6(ii)], regular Hermitian forms over K are classified by dimension and determinant.
Canonical matrices for congruence and *congruence
Theorem 4.3. Let a field F be a finite extension of Q p with p = 2. Every square matrix over F is congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types:
(ii) [Φ I n ], in which Φ is an n × n nonsingular Frobenius block over F such that
• at most one summand of the form
in which K is the following field with involution:
(see (6) and (7)), K • is its fixed field, π is a prime element of
• is a unit that is not a square,π(x),ũ(x) ∈ F[x, x −1 ] are the functions of the form (8) such thatπ(κ) = π and u(κ) = u; (iv) for each n = 1, 2, . . . :
• Γ n (defined in (26)),
• at most one summand from the list uΓ n , πΓ n , uπΓ n , uΓ n ⊕ πΓ n , uΓ n ⊕ uπΓ n , πΓ n ⊕ rπΓ n , uΓ n ⊕ πΓ n ⊕ rπΓ n , in which
p m is the number of elements of the residue field
is a unit that is not a square, and π is a prime element of F.
Proof. Let a field F be a finite extension of Q p with p = 2. By Theorem 2.2(a), every square matrix A over F is congruent to a direct sum of matrices of the form Summands (c). Let Φ be a nonsingular n × n Frobenius block for which T √ Φ exists. Then by Lemma 2.6(a)
Consider the whole group of summands of the form T √ Φq(Φ) with the same Φ:
Let first deg p Φ (x) > 1. Then the involution f (κ) (6) and (7)) is nonidentity; otherwise κ = κ
, and hence p Φ (x) = x ± 1 since it is irreducible. By Lemma 4.2, the Hermitian form 
] is the function of the form (8) such thatt(κ) = t. This sum is uniquely determined by A, which gives the summands (iii).
Let now p Φ (x) = x+c. Then by (59) and (4),
By (31), Γ n = T √ Υ n and Υ n is similar to J n ((−1) n+1 ), which is similar to Φ due to (30). By Theorem 2.2(c) we can take Υ n instead of Φ with
is F with the identity involution; all polynomials q i (x) in (60) are some scalars a i ∈ F, by Lemma 4.1 with K = F, the quadratic form
over F is equivalent to exactly one form (53), in which (c 1 , . . . , c t ) is one of the sequences (54). Theorem 2.2(b) ensures that (60) is congruent to a direct sum of matrices of the form (iv), and this sum is uniquely determined by A. This gives the summands (iv).
Theorem 4.4. Let a field F with nonidentity involution be a finite extension of Q p with p = 2. Every square matrix A over F is *congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types: (4)) and Φ is determined up to replacement by the Frobenius block Ψ with χ
(see (3), (6) and (7)), K • is its fixed field, π is a prime element of
• is a unit that is not a square,π(x),ũ(x) ∈ F[x, x −1 ] are the functions of the form (8) such thatπ(κ) = π and u(κ) = u.
Proof. Let a field F with nonidentity involution be a finite extension of Q p with p = 2. By Theorem 2.2(a), every square matrix A over F is *congruent to a direct sum of matrices of the form 
x). This gives the summands (ii).
Summands (c). Let Φ be a nonsingular n × n Frobenius block for which * √ Φ exists; this means that
The involution f (κ) (6) and (7)) is nonidentity since it extends the nonidentity involution on F. By Lemma 4.2 with K := F(κ), the Hermitian form
which t is defined in (56). By Theorem 2.2(b), the matrix (62) is *congruent to either
Canonical pairs of symmetric or skew-symmetric matrices
For each Frobenius block Φ, denote by T √ Φ and Φ ε (ε = ±1) fixed nonsingular matrices satisfying, respectively, the conditions
in which A is similar to Φ. Each of these matrices may not exist for some Φ; existence conditions and explicit forms of these matrices were established in [15] .
Theorem 4.5. Let a field F be a finite extension of Q p with p = 2. Each pair of symmetric matrices of the same size over F is congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types:
, in which F n and G n are defined in (11);
(ii) for each nonsingular Frobenius block Φ over F:
) is a sequence of polynomials over F of degree < deg(p Φ (x)) such that the sequence (f 1 (ω), . . . , f t (ω)) of elements of the field
is one of the sequences
is a unit that is not a square, and π is a prime element of K;
• the pair of n-by-n matrices
in which (c 1 , . . . , c t ) is one of the sequences
Proof. Let a field F with the identity involution be a finite extension of Q p , p = 2. By Lemma 2.7, the matrix Φ 1 exists for each nonsingular Frobenius block Φ over F. By Theorem 2.3(a), each pair (A, B) of symmetric matrices of the same size is congruent to a direct sum of pairs of the form
Consider each of these summands. Summands (a). Theorem 2.3(b) ensures that the summands of the form (a) are uniquely determined by (A, B) , which gives the summands (i) of the theorem.
Summands (b). Consider the whole group of summands of the form A g(x) Φ with the same nonsingular Frobenius block Φ:
By Lemma 4.1, the quadratic form
is equivalent to exactly one form (53), in which (a 1 , . . . , a t ) is one of the sequences (54). Theorem 2.3(b) ensures that (71) is congruent to a direct sum of pairs of the form (ii) and this sum is uniquely determined by (A, B) , which gives the summands (ii). Summands (c). For each n, consider the whole group of summands of the form B a n with the same n: B
s over F is equivalent to to exactly one form (53), in which (c 1 , . . . , c t ) is one of the sequences (54). Theorem 2.3(b) ensures that (72) is congruent to a direct sum of pairs of the form (iii) and this sum is uniquely determined by (A, B) , which gives the summands (iii). Theorem 4.6. Let a field F be a finite extension of Q p with p = 2. Each pair consisting of a symmetric matrix and a skew-symmetric matrix of the same size over F is congruent to a direct sum that is uniquely determined up to permutation of summands and consists of any number of summands of the following types:
, in which Φ is an n × n Frobenius block over F such that
is any unit that is not a square;π(x) andũ(x) are polynomials over
(v) for each n = 1, 2, 3, . . . :
if n is even, and
Proof. Let a field F with the identity involution be a finite extension of Q p , p = 2. By Theorem 2.3(a) and Remark 2.5, each pair (A, B) consisting of a symmetric matrix A and a skew-symmetric matrix B of the same size is congruent to a direct sum of pairs of the form
, in which n is odd, (e) C a n (defined in (15)), in which n is even and 0 = a ∈ F.
Consider each of these summands. (73) is not satisfied; that is,
] is the function of the form (8) such thatt(κ) = t. This sum is uniquely determined by (A, B) , which gives the summands (iii).
Let now Φ = J n (0) with n = 2m + 1 and m = 1, 2, . . . The equalities (10) hold for the n × n matrices Φ ′ and Φ ′ −1 defined in (41) instead of Φ and Φ −1 . Since Φ and Φ ′ are similar, by Theorem 2.3(c) we can take C
is F with the identity involution and all polynomials f i (x) in (42) are some scalars a i ∈ F. By Lemma 4.1, the quadratic form a 1 x 2 1 + · · · + a s x 2 s over F is equivalent to exactly one form (53), in which (c 1 , . . . , c t ) is one of the sequences (54). Theorem 2.3(b) ensures that (81) is congruent to a direct sum of pairs of the form (iii), and this sum is uniquely determined by (A, B) . This gives the summands (v) with odd n.
Summands (d). Theorem 2.3(b) ensures that the summands of the form (d) are uniquely determined by (A, B) , which gives the summands (iv).
Summands (e). Consider the whole group of summands of the form C a n with the same n: C in which (c 1 , . . . , c t ) is one of the sequences (54). Theorem 2.3(b) ensures that (82) is congruent to a direct sum of pairs of the form (iii), and this sum is uniquely determined by (A, B) . This gives the summands (v) with even n.
By Lemma 4.2, the Hermitian form
• =f (ω) is equivalent to either x
] is the function of the form (8) such thatt(κ) = t. This sum is uniquely determined by (A, B), which gives the summands (iii).
Summands (d). Consider the whole group of summands of the form B a n with the same n: B
By Lemma 4.2, the Hermitian form
] is the function of the form (8) such thatt(κ) = t. This sum is uniquely determined by (A, B) , which gives the summands (iv).
5 Appendix: Quadratic forms over finite extensions of p-adic fields
In this section, we recall some known results on quadratic forms over finite extensions of p-adic fields that are used in the paper. Let F be a field and let ν be an exponential variation on F; that is, a map ν : F → R ∪ {+∞} with the properties
for all x, y ∈ F. For example, the field Q p of p-adic numbers possesses an exponential variation that is defined on each nonzero p-adic number as follows:
where a i ∈ {0, 1, . . . , p − 1}, a z = 0, and z ∈ Z. In this section F denotes a finite extension of Q p , p = 2. In this case the exponential variation (20) can be extended to an exponential variation of F. This variation is unique and is given by the formula:
in which n := (F : Q p ) = dim Qp F is the degree of F over Q p and N(a) is the norm of a in F over Q p ; that is, the determinant of the linear mapping x → xa on F as a vector space over Q p . If x m + α 1 x m−1 + · · · + α m is the minimum polynomial of a ∈ F over Q p then the variation (89) can be also given by the formula:
Note that there exists a natural number e such that eν(
is called the ring of integers (with respect to ν);
is the unique maximal ideal of R and its generator π is called a prime element (it is any element of F with the smallest positive ν(π); that is, ν(π) = 1/e); the factor ring
is a field, which is called the residue field ; and the set
is the group of all invertible elements of O (which are called units).
The residue field O/m is an extension of the residue field F p of Q p and 
The Hasse invariant of a form q ∼ a 1 x • If r = 2 and c(q) = −1 then d(q) = −1 (mod squares).
Apart from these constraints, every triple r 1, d ∈ {1, u, π, uπ} (mod squares), c = ±1 occurs as the set of invariants of a quadratic form over F.
Theorem 5.1. Let F be a finite extension of Q p with p = 2. Let its residue field O/m consist of p m elements. Let u ∈ O × \ F ×2 be a unit that is not a square, and π be a prime element. Then each quadratic form of rank r 1 over F is equivalent to exactly one form
in which (a 1 , . . . , a t ) is one of the sequences:
(1), (u), (π), (uπ), (u, π), (u, uπ), We have all possible invariant triples with r 3 and c = −1, since then d ∈ {1, u, π, uπ} (mod squares).
Irreducible polynomials over Q p
Let f (x) ∈ Z p [x] be a monic polynomial whose reduction modulo p is irreducible in F p [x] . Then f (x) is irreducible over Q p . [5, Corollary 5.3.8] The Eisenstein criterion. Suppose that the polynomial f (x) = x n + a 1 x n−1 + · · · + a n ∈ Z p [x] satisfies the conditions p|a i for all i and p 2 ∤ a n . Then f (x) is irreducible over Q p . 
Hermitian forms over local rings
Theorem 5.2. Let F be a finite extension of Q p , p = 2, with a fixed nonidentity involution. Let F • be the fixed field with respect to this involution.
• be a unit that is not a square, and π be a prime element of F • . Then each regular (=with nonzero determinant) Hermitian form over F is equivalent to eitherx 1 y 1 + · · · +x n y n , or πx 1 y 1 +x 2 y 2 + · · · +x n y n if F = F • ( √ u),
Proof. Since (F : • Let F = F • ( √ uπ). Then α 2 = uπ, N(α) = −uπ. But −uπ is a prime element too. Thus, the cosets of F Let φ(x, y) = α 1x1 y 1 + · · · + α nxn y n be a regular (all α i are nonzero) Hermitian form over F. Then the determinant det(φ) := a 1 . . . a n N(F × ) ∈ F 
