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ABSTRACT
Computational tools were developed to estimate extracellular and sub-
cellular forces in a single cell (or a small population of cells) when it is sub-
jected to external forces such as due to blast waves traversing through tissue
and the subsequent formation and rupture of cavitation bubbles. To this effect
the ability to capture the shape (or geometry) of cells and nuclei of regular-
shaped cells (e.g. HL60 cells) and irregular-shaped cells (e.g. astrocytes) from
images was developed. The resulting geometries of the cytoplasm and the nu-
cleus were meshed with different meshing characteristics which were used to
create a viscoelastic model of a cell. To create the viscoelastic model, the edges
connecting the mesh point were replaced with Voigt elements. An open source
software package was developed, which automatically generates a system of
coupled ODEs with inequality constraints describing the kinematic response of
the viscoelastic model to an external force. A Viscoelastic model of an HL60 cell
embedded in an extracellular matrix was developed. The model had 1871 nodes
which resulted in a system of 7484 coupled ODEs with inequality constraints.
Forces in any part of the model could be estimated as a result of perturbations.
A viscoelastic model for an astrocyte was also developed. In order to create an
accurate viscoelastic model of a cell, the Voigt parameters need to be estimated
from experimental data. An optimization procedure was created to develop the
ability to estimate parameters from experimental data. These computational
tools will aid in future studies to correlate forces at the cellular length scale with
cellular signaling data to develop a mechanically coupled signal transduction
network for secondary injury following mild traumatic brain injury.
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CHAPTER 1
INTRODUCTION
Traumatic Brain Injury (TBI) is a leading cause of morbidity and death in
both industrialized and developing countries [1, 2, 12]. TBI does not only occur
through direct impact, such as in a car accident, but can also occur through indi-
rect physical trauma, for example as a result of a blast wave. In the last 10 years
the number of military personnel diagnosed with TBI has risen dramatically,
mainly as a result of improvised explosive devices (IEDs) used in Afghanistan
and Iraq [4]. In 2009, 20, 000 confirmed cases of TBI occurred amongst deployed
personnel [5]. TBI is classified as mild, moderate or severe based on the level
of consciousness and a variety of factors including motor and verbal responses
after resuscitation [1]. For patients with severe TBI, the mortality is between
30% − 50% and 90% of these patients die within 48 hours of injury due to exces-
sive intracranial pressure and brain stem herniation [3].
In most cases of mild and moderate TBI, the effects of secondary injury are
worse than the effects of primary injury (initial impact) and occur on a much
longer time scale [1, 2, 4, 6]. Primary injury triggers multiple, interacting and
independent cascades of biological reactions in the brain tissue that result in
secondary injury. In particular, irregular intracellular calcium homeostasis is a
critical factor in white and grey matter secondary injuries [1]. External forces are
translated into irregular calcium homeostasis in the brain and result in the de-
terioration of white matter via multiple actions. For example, influx of calcium
ions in mitochondria can lead to programmed cell death [7]. Many psychiatric
illnesses have also been linked with TBI. For example, military personnel pa-
tients diagnosed with mild TBI have reported depression, post traumatic stress
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disorder (PTSD), insomnia and suicidal symptoms [10, 4, 6]. Moreover, mili-
tary personnel who have sustained more incidents of TBIs have reported more
severe psychological symptoms and are at a greater suicide risk [8]. Unfortu-
nately, almost all attempts to create drugs to treat the effects of secondary injury
have resulted in failed drug trials due to a lack of understanding of the kinet-
ics of the progressive and delayed degenerative process [11, 4]. There is some
consensus about the series of events that occur after the influx of calcium (and
other) ions but a detailed understanding is lacking. Additionally, a big ques-
tion in this field is which mechanosensory transduction molecules are involved
in translating external forces to an ion imbalance and the exact mechanisms in-
volved.
Cellular and sub-cellular components across varying length scales suscep-
tible to different stretch and shear thresholds could physically be disrupted by
blast induced pressure waves and the resulting high accelerations. For example,
at sub cellular scales, overstretch within axonal cytoskeletal microtubule net-
works or synaptic densities could occur. At a larger, cellular, scale overstretch
could occur at bundled projection axons that connect large central nervous sys-
tem features, such as within cerebellar peduncles connecting the cerebellum to
the brainstem [12]. Moreover, disruptions in axonal connections can alter synap-
tic signal transfer and communication and may also trigger delayed cell death
programs (apoptosis) [13]. Sarntinoranont et al. [12] subjected rat brain tissue
slices to a high intensity pressure wave and observed the subsequent neuronal
injury to be significantly greater than injury associated with creating the tissue
slices. Figure 1.1 shows the experimental apparatus and the pressure profile
the rat brain tissue slices were subjected to in the study. Figure 1.2 shows time
series images of the rat brain tissue slices captured during the experiment as
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the pressure wave traverses the tissue and the surrounding medium. Tissue
is extensively deformed as a result of the pressure wave. Tissue damage also
occurs as a result of cavitation, which is believed to occur due to negative pres-
sures. The gas bubbles nucleated after 3.5 msec, grew over a period of 0.6msec,
and collapsed at 4.8 msec. Previously, cavitation bubbles from the transmission
of shock waves under controlled conditions have been show to cause localized
vessel and cell injuries [14, 15, 16]. Nonetheless, central nervous system damage
due to cavitation effects is not well established mainly as a result of the diffi-
culty associated with detecting transient bubble formation and collapse within
the skull and brain [12].
Figure 1.1: Experimental apparatus and pressure profile in study con-
ducted by Sarntinoranont et al. Left: The rat brain tissue
slice was placed in the cylindrical specimen holder filled with
gelatin and artificial cerebrospinal fluid (aCSF). The pressure
wave was introduced into the aCSF chamber by a sliding pis-
ton. The piston did not impact the tissue slice or gelatin sub-
strate directly and the momentum was transferred to the tis-
sue slice and gelatin via the surrounding fluid. Right: Artificial
cerebrospinal fluid (aCSF) pressure profile during the experi-
ment. The second peak pressure wave was a reflected wave.
Figure modified from [12].
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Figure 1.2: Time series of images captured during study conducted by
Sarntinoranont et al. Extensive tissue deformation and cavita-
tion occurs as pressure wave traverses the tissue and surround-
ing medium. Large gas bubbles (indicated by red arrows) nu-
cleated after 3.5 msec, grew over a period of 0.6msec, and col-
lapsed at 4.8 msec. Figure modified from [12].
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Cells sense and respond to externally applied forces on many different time
scales [19, 20, 21, 22, 23]. Changes such as channel activation can be observed
on a scale of seconds, but others such as gene expression, protein synthesis and
morphological changes can last for hours [24]. The detailed knowledge of how
mechanical forces are converted into chemical signals is still emerging. These
include the force-induced exposure of cryptic peptide sequences, the opening
of mechanosensitive ion channels as well as strain dependent receptor-ligand
interactions [38]. For example, Margadant et al., showed that force dependent
stretching of the talin1 protein revealed vinculin binding sites in vivo, where the
talin1-vinculin complex eventually led to the modification of cytoskeleton. In
this way, the sensor acted to harden or soften the cell in different mechanical
environments [39]. In another example Weisner et al. [17] developed a math-
ematical model that describes the recognition and transduction of shear stress
to cytosolic-free calcium in endothelial cells. Exogenous calcium is presumed
to enter the cell via shear stress gated ion channels and increasing shear stress
(above a threshold) increases the cytosolic-free calcium concentration. Figure
1.3 shows the cytosolic-free calcium calcium concentration at different fluid
shear stress levels with (bottom) and without (top) an agonist in the perfusate.
In a study conducted with single glial cells, Charles et al. [18] mechanically
stimulated single glial cells by a micropipette and observed a spike in intra-
cellular calcium concentration and subsequent oscillations. The calcium wave
was communicated to neighboring glial cells and similar spikes and oscillations
were observed in these cells as well (Figures 1.4 and 1.5). The amount of force
applied to glial cells in this study was not well defined [13].
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Figure 1.3: Results of model created by Wiesner et al. The mathemati-
cal model describes the cytosolic-free calcium response in en-
dothelial cells to fluid shear stress. Top: Cytosolic-free calcium
concentration at different shear stress levels. The perfusate is
agonist free. The plateau level increases with increasing shear
stress. The plots, based on calculations, are in agreement with
experiments. Bottom: Cytosolic-free calcium concentrations at
different shear stress levels. In this case, an agonist is present in
the perfusate. Below τ = 1N/m2, shear stress exerts a relatively
small influence upon the cytosolic-free calcium concentration.
This influence in exerted through modulation of mass transfer
of agonist. Above τ = 1N/m2, cytosolic-free calcium concen-
tration (plateau and peak) increases as shear stress increases.
The transient peak is due to agonist stimulated release from in-
tracellular stores and the sustained plateau is attributed to the
influx of extraracellular calcium. Figures modified from [17].
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Figure 1.4: Results of study conducted by Charles et al. showing increase
in intracellular calcium levels in small population of glial cells.
(A) A micropipette (P) is positioned over a single cell and is
used to mechanically stimulate the cell. (B) A fluorescence im-
age showing individual cells. (C) Snapshots showing intracel-
lular calcium levels in cells after an individual cell is mechan-
ically stimulated. The wave of calcium signaling is communi-
cated to neighboring cells by the stimulated cell. The scale of
all images in 155µm vertically by 210µm horizontally. Figure
modified from [18].
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Figure 1.5: Results of study conducted by Charles et al. showing oscil-
lations of intracellular calcium levels induced by mechanical
stimulation. Mechanical stimulation was applied at time 0, as
indicated by label ”m”. The communicated calcium wave is
indicated in each tracing by the label ”w”. None of the plots
represent the stimulated cell. Top: The most commonly ob-
served pattern. The period of oscillation and the baseline de-
crease over time. Middle: A less commonly observed pattern of
oscillation. The period of oscillation and the baseline remain
relatively constant over time. Bottom: An example where only
a few oscillations were observed. Figure modified from [18].
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How cells react to forces is not well known and the focus for the field of trau-
matic brain injury has been on the identification of transduction channels that
are directly gated by mechanical force [40]. The three classes of channel proteins
that are being considered to be the mechanosensory transduction molecules in
animals are: DeG/ENaC (degenerin)/epithelial Na+ channel) subunits, tran-
sient receptor potential (TRP) proteins and two-pore-domain K+ channel sub-
units. There is uncertainty regarding the specific function of all three types of
channels. Moreover, there has been evidence that the first two of these protein
channels are involved in transduction of mechanical signals in some organisms
[44, 45, 46] but their role in other organisms, especially in mammals is uncertain
[40]. There is also uncertainty about the mechanisms through which these chan-
nels open and three mechanisms have been proposed. In the membrane force
model the channel opens when the membrane is stretched and closes when the
membrane relaxes (Figure 1.6) [42]. In the dual-tether model (Figure 1.7), the
membrane opens not as a result of forces in the membrane but through direct
linkage to extracellular components (similar to a trap door) and in the single-
tether model the channel opens via a combination of both mechanisms [40].
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Figure 1.6: Membrane force model. Only the forces in the membrane and
no other proteins are required to gate some bacterial chan-
nels, such as the mechanosensitive channel of large conduc-
tance (MscL) in E. coli. As the bacterium swells, the forces
in the membrane rearrange the channel from a closed to an
open configuration. Top Left: Helical segments (S1, S2, S3) and
transmembrane helices (M1, M2) in one MscL subunit. Middle:
Closed-resting confirmation. Right: Open confirmation. The
opening is about 30Å in diameter. Horizontal lines show ap-
proximate positions of the inner and outer boundaries of the
membrane. Figure modified from [41].
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Figure 1.7: Dual Tether Model. Transduction and fast adaptation in steri-
ocilia. Positive deflection opens the channel, allowing calcium
ions to enter the cell (pink shading). Bundle movement in the
opposite direction leads to channel closure. Forces in the mem-
brane are not needed to open the channel. Figure modified
from [43].
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Figure 1.8: Some major pathways associated with the progression of sec-
ondary injury after TBI. Figure is modified from [1].
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Secondary injuries following TBI, are multiple, parallel, interacting and in-
terdependent cascades of biological reactions (Figure 1.8 shows some major
pathways associated with secondary injury). The opening of mechanosensitive
channels leads to the influx of calcium (and other) ions in the cell in the time
scale of seconds [53]. Abnormal calcium homeostasis in the brain is critical to
the progression of grey and white matter secondary injury and leads to mul-
tiple reaction pathways at multiple time scales [1]. Increased calcium ions in
the axon (white matter) leads to activation of enzymes that degrade key struc-
tural proteins that destroy proteins responsible for the maintenance of shape
and transport in axons, ultimately leading to axon swelling and disconnection
of the two parts of the swollen axon, which can take from 12 to 24 hours after
the influx of ions [47]. Increased calcium ions in the neuronal cell body (grey
matter) leads to excitotoxic cell death, initiation of programmed cell death and
post-synaptic receptor modifications. Inside the cell, the excessive uptake of
calcium ions by the mitochondria (which maintains homeostasis of calcium and
other ions, and produces ATP) causes membrane depolarization, the opening of
membrane permeability transition pores and the release of initiation factors of
programmed cell death [48]. As a result, the mitochondria can no longer func-
tion and this further leads to the influx of calcium ions (and other ions) due to
loss of calcium buffering capacity and the bioenergetic failure of ATP-dependent
ion pumps due to lack of ATP. There is also significant cross talk between the
different pathways. For example, the reaction of superoxide (derived from mito-
chondria) with nitric acid (derived from a receptor in the excitotoxic pathway)
creates the highly reactive nitrating species peroxynitrite which leads to fatal
cellular process such as DNA fragmentation [1, 49]. In addition to the damage
caused to neurons by the uptake of calcium ions, other reaction pathways are
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also initiated including the destruction of microvasculature that could lead to
the breakdown of the blood-brain barrier and excessive build up of glutamate
which could lead to epileptic activity.
As the deterioration of grey and white matter is a progressive process, many,
if not all of the effects can be avoided if a better understanding of the kinetics
of the process is achieved. The aim of this study was to develop computational
tools to estimate extracellular and sub-cellular forces in a single cell (or a small
population of cells) when it is subjected to external forces such as due to blast
waves traversing through tissue and the subsequent formation and rupture of
cavitation bubbles. To this effect the ability to capture the shape (or geometry)
of cells and nuclei of regular-shaped cells (e.g. HL60 cells) and irregular-shaped
cells (e.g. astrocytes) from images was developed. The resulting geometries of
the cytoplasm and the nucleus can be meshed with different meshing charac-
teristics (different number of mesh points), which is used to create a viscoelas-
tic model of a cell. To create the viscoelastic model, the edges connecting the
mesh point can be replaced with Voigt elements. An open source software pack-
age was developed, which automatically generates a system of coupled ODEs
with inequality constraints describing the kinematic response of the viscoelastic
model to an external force. In order to create an accurate viscoelastic model of a
cell, the Voigt parameters need to be estimated from experimental data. An op-
timization procedure was created to develop the ability to estimate parameters
from experimental data. These computational tools will aid in future studies to
correlate forces at the cellular length scale with signaling data, such as intracel-
lular calcium signaling, to develop a mechanically coupled signal transduction
network for secondary injury following mild traumatic brain injury.
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CHAPTER 2
BACKGROUND
2.1 Modeling Cells as a Viscoelastic Structure
Cells are enveloped in a membrane (lipid bilayer), filled with fluid (cytosol)
and supported by a polymeric scaffold (cytoskeleton), which gives rise to the
cells’ viscoelastic properties [26, 28, 29, 30, 31]. Cells can be modeled using
linear viscoelastic elements [27, 59] which consists of a Hookean spring (repre-
sents the relationship between stress and strain in a linear elastic material) and
a Newtonian dashpot (represents viscous resistance and has a linear relation-
ship between the force applied and the deformation rate). A Maxwell element
and a Voigt element are two examples of linear viscoelastic material models. In
a Voigt element, the spring and the dashpot are in parallel. When an external
force is applied, the strain in both elements is always equal and the total stress
is the sum of the stress in the spring and the dashpot. This results in the follow-
ing governing equation for the Voigt element, where σ is the normal stress, ε is
the normal strain , E is the Young’s modulus or stiffness of the spring, η is the
viscosity associated with the dashpot and dε/dt is the strain rate.
σ = Eε + η
dε
dt
(2.1)
In a Maxwell element, the spring and the dashpot are in series. When an
external force is applied, the stress in both elements is always equal and the
total strain is the sum of the strain in the spring and dashpot. This results in the
following governing equation for the Maxwell element.
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dσ
dt
+
E
η
σ(t) = E
dε
dt
(2.2)
To understand the behavior of these two elements, a two-stage standard test
can be performed. Initially, there is no stress or strain in the system. In the
first stage (creep phase), a constant stress is applied and the time-dependent
response of the strain is observed. In the second stage (stress relaxation phase),
the system is fixed at its current strain (at t1), and the time-dependent response
of stress is observed. A Voigt element has a characteristic relaxation associated
with it. It is defined as T = η/E and is the time taken for deformation of the
Voigt element to reach a proportion of (1− 1e ) of its final or maximum value [25].
Figure 2.1 shows the response of these elements in this test.
Jamali et al. utilized the Voigt model to build a two dimensional complex
structure of a cell, which can be described as being viscoelastic [27]. This cellu-
lar model allows the cell shape to deform as external forces are applied and the
forces can be calculated on points on the cell membrane (cellular length scale)
or on points inside the cell (sub-cellular length scale). This framework can be
used to model a cell which is mechanically coupled to the extracellular ma-
trix, is easily extensible to model a three dimensional cell and can incorporate
biochemical signaling. Figure 2.2 shows a schematic of the cellular model the
researchers build using the Voigt elements. The cell is represented as a circular
structure. The cell and nuclear membrane is discretized arbitrarily into N0 nodes
(points), where each node on the cell and nuclear membrane represents 1/N0 of
the mass of the cytoskeleton and nucleus, respectively. Neighboring nodes in
each membrane are connected by Voigt elements. To model the cytoskeleton,
each node in the cell membrane is connected to a node in the nuclear membrane
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with a Voigt element. Additionally, to represent the nuclear cytoskeleton, each
node on the nuclear membrane is connected to two other nodes in the nuclear
membrane with Voigt elements. There are three parameters associated with a
Voigt element: the rest length of the spring, the spring constant and the viscosity
parameter of the dashpot. Jamali et al. used values obtained from experimental
studies to model cells. Initially, the parameters were uniform throughout the
cell but were later changed to simulate complex cell behavior such as motility
and mitosis. By manipulating the three parameters, the shape, stiffness and vis-
coelastic behavior of the cell can be controlled. More importantly, because of the
use of Voigt elements, different parts of the cell can have different viscoelastic
properties. The inclusion of the nucleus in the model is important for cellular
mechanotransduction, as the forces that are experienced by the nucleus can lead
to events such as gene expression [37].
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Figure 2.1: The Voigt (spring and dashpot in parallel) and Maxwell (spring
and dashpot in series) elements are simple viscoelastic material
models. The creep and stress relaxation phases of the standard
two-phase test are shown. In the first stage (creep phase), a
constant stress in applied and the time-dependent response of
the strain is observed. In the second stage (stress relaxation
phase), the system is fixed at its current strain (at t1), and the
time-dependent response of stress in observed. Figure modi-
fied from [26].
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Figure 2.2: A viscoelastic mechanical model of a cell as created by Jamali et
al. The red nodes have mass and the sum of the mass of nodes
is equal to the mass of the cell. The nodes on cell membrane are
connected with adjacent nodes by Voigt elements (green) and
model the cell membrane. Similarly, the neighboring nodes
on the nuclear membrane are connected with Voigt elements
(green). The cytoskeleton is modeled by connecting nodes on
the nuclear membrane with nodes on the cell membrane with
Voigt elements (blue). The nuclear cytoskeleton is modeled
by connecting nodes on the nuclear membrane with Voigt el-
ements (red). Figure modified from [27].
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CHAPTER 3
METHODS
3.1 Capturing and Meshing Cellular and Nuclear Shapes
Persson and Strang [55, 56] developed an algorithm that allows for the rapid
generation of meshes of arbitrary 2D areas and 3D volumes. This algorithm and
software (written in Matlab) can be used to mesh images of cells into discrete
nodes. The input for this software is a Signed Distance Function for the geometry,
which gives the shortest distance from any point in space to the boundary of
the domain. The sign is negative inside the region and positive outside. For
example, a unit circle in 2D has a Signed Distance Function d = r − 1, where r
is the distance from the origin. For more complicated geometries with irregu-
lar shapes, for example a cell, the distance function can also be computed by
interpolation between values on a grid.
The iterative algorithm consists of two main steps (Figure 3.1). Initially, a
uniform distribution of nodes corresponding to equilateral triangles within the
geometry is created. In the first step, the mesh points are modeled as nodes of
a truss and the edges connecting the nodes of the triangles are modeled as truss
structures. All the nodes exert a repulsive force on the other nodes to which
they are connected. In addition, nodes on the boundary of the geometry are
subjected to a force perpendicular to the boundary to keep them inside. In this
first step, the equations describing the motion of the mesh points as a result of
the forces exerted on them are solved. In the second step of the algorithm, the
topology is adjusted by the Delaunay triangulation algorithm. In the Delaunay
algorithm, the mesh point positions are adjusted so that non-overlapping tri-
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angles fill the positions of the geometry, such that every edge is shared by, at
most, two triangles and the circumference of every triangle contains no other
mesh point. The steps are repeated until a stable meshing of the geometry is
achieved. The user specifies the element size function h(x, y), which corresponds
to the relative edge length of the mesh triangles. The element size function can be
a fixed value, which results in a uniform mesh, or it can be a function of the ge-
ometry, which results in a non-uniform mesh (Figure 3.2). The number of nodes
in the mesh is implicitly controlled by the element size function. The output from
the program are the node positions (an N − by − 2 array containing the x, y coor-
dinates for each of the N nodes) and the triangle indices (a row associated with
each triangle has 3 integer entries to specify node numbers in that triangle).
Figure 3.1: The steps involved in the meshing algorithm developed by
Persson and Strang [55, 56] . Initially, a uniform distribution
of nodes corresponding to equilateral triangles within the ge-
ometry is created. In the first step of the iterative algorithm,
the mesh points are modeled as nodes of a truss and the edges
of the triangles are modeled as trusses. The force equations are
solved for equilibrium. In the second step of the algorithm,
the topology is adjusted by the Delaunay triangulation algo-
rithm. In this example the resulting meshed geometry has non-
uniform meshing. Figure modified from [56].
For complex geometries a closed form expression for the Signed Distance
Function cannot be evaluated and a discretized representation of the geometry
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Figure 3.2: A circular geometry uniformly meshed using different element
size functions h(x, y), which corresponds to the relative edge
length of the mesh triangles. The element size function implic-
itly controls the number of nodes in the resulting mesh. Figure
modified from [56].
can be inputted into the software instead. In this discretized representation, the
function values (distance to closest boundary) for a finite set of points is stored
and interpolation is used to approximate the function for arbitrary points. Chan
and Vese [61] developed a very effective model where edges can be easily de-
tected from images, and a discretized signed distance function can be calcu-
lated. This model is based on Mumford-Shah segmentation techniques [62] and
the level set method. In this model, an initial curve is evolved which divides the
image into two segments. The curve is then allowed to move in the region until
it detects desired boundary. This model is not based on an edge-function (the
gradient of the image) to stop the evolving curve on the desired boundary but
instead uses the relative intensities of the segments. This offers the advantage
that edges can even be detected if the image is noisy and the edge is not well
defined (Figure 3.3).
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Figure 3.3: Top: An object without a well defined boundary is detected us-
ing the algorithm developed by Chan and Vese without edge
function. Bottom: The object is not detected using a classical
model with edge-function. Figure modified from [61].
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3.2 A System of ODEs with Inequality Constraints
When a geometry has been meshed, the edges connecting the mesh points can
be modeled as Voigt elements and a system of ODEs can be developed after
taking the force balance around each node in each coordinate direction. Equa-
tions 3.1 and 3.2 describe the dimensionless equations in coordinate direction
m for node (i, j) that is connected to node (k, l) by a Voigt element. In the fol-
lowing equations k (units:
[
1/t2
]
) denotes the element spring constant and µ
(units: [1/t]) denotes the dampening coefficient, Θk,l→i, j ≡ µ2/k is the dimension-
less derived Voigt parameter, τ ≡ kt/µ is the dimensionless time, xˆmi, j ≡ xmi, j/Lm
is the dimensionless coordinate in direction m where Lm is the characteristic
length in coordinate direction m, vˆmi, j ≡ µvmi, j/(kLm) is the dimensionless veloc-
ity in coordinate direction m, Fˆmi, j ≡ µ2Fmi, j/(k2Lm) is the dimensionless external
(applied) force in coordinated direction m, lˆ ≡ l/(L1L2 . . . LN)(1/N) ≡ l/(L1L2)(1/2)
is the dimensionless spring length in N and 2 dimensions, respectively. The
quantity αk,l→i, j =
(
d
(
Pk,l,Pi, j
)
− l
)
/d
(
Pk,l,Pi, j
)
, denotes a dimensionless fractional
extension/contraction length, where d
(
Pk,l,Pi, j
)
denotes the distance operator
between nodes Pi, j and Pk,l.
dvˆmi, j
dτ
= Θk,l→i, j
(
αˆk,l→i, j(xˆmk,l − xˆmi, j) + (vˆmk,l − vˆmi, j)
)
+ Fˆmi, j (3.1)
dxˆmi, j
dτ
= vˆmi, j (3.2)
ξk,l→i, j 6 d
(
Pk,l,Pi, j
)
6 ζk,l→i, j, ∀k,l→i, j (3.3)
In some cases, when the forces on the nodes are large, a node can cross over
other nodes (the area can flip over itself). Moreover, forces can become localized
over a few nodes and not spread to the whole area, leading to unrealistic results
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(Figure 3.4a). Provot [57] addressed a similar problem when trying to animate a
cloth object, modeled as a network of masses and springs. In Figure 3.4, gravity
is acting on all the node points and the top left and top right nodes are fixed.
To achieve realistic results, the effect of increasing the stiffness of the springs
under certain conditions was considered, but this lead to very stiff equations.
Eventually constraints were implemented on the springs connecting the nodes
to achieve a stable solution. After each iteration of the ODEs, if the length of the
springs connecting two nodes was greater than a certain distance, the positions
of the nodes connecting the springs were modified (on the same axis), to reduce
the distance of the spring to the desired distance. This lead to a stable and more
realistic solution as the forces were spread out over the cloth object.
A similar technique was implemented in this study to solve the system of
first order ODEs with inequality constraints. However, in addition to enforcing
a maximum constraint on the nodes connected with Voigt elements, a mini-
mum constraint was also enforced. A Modified Euler algorithm, a second order
method, was used to solve the system of equations, as is consistent with previ-
ous studies [57, 58]. The modified Euler algorithm was preferred over built-in
solvers in MATLAB (e.g. ode45), as a check can be performed after every time
step to determine if the constraints are met and the positions of the nodes which
do not satisfy the constraints can be corrected. The nodes are moved an equal
amount either towards each other or away from each other to meet the con-
straint. If one of the nodes is fixed in place, only the other non-fixed node is
moved. The nodes are always moved along the axis that connected them ini-
tially. When the nodes for an edge were corrected, this sometimes led to the
neighboring edges failing the constraint. To account for this, the constraints
were checked and corrected multiple times before the next time step. Equation
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3.3 describes the constraints on the distance between nodes Pi, j and Pk,l. ξk,l→i, j is
the minimum distance and ζk,l→i, j is the maximum distance between the nodes.
The complexity of the constraints in O(n2), where n is the number of nodes in
the model.
Figure 3.4: Elastic model of a cloth object hanging by two adjacent corners.
The cloth object is modeled as a network of masses connected
with springs. The top left and the top right nodes are fixed
and gravity is acting downwards on all the masses. (A) No
constraints are applied. The forces are concentrated in a local
area and the springs near the two fixed points are elongated the
most. (B) Constraints are applied on the spring length. Forces
are spread out over the whole object and lead to a more realis-
tic result. After each iteration, whenever the distance between
two nodes connected by a spring increases more than a spec-
ified amount, the node positions are modified to decrease the
distance. Figure modified from [57].
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3.3 Friedlander Waveform: Modeling Blast Forces
Blast waves from explosive devices are very similar to shock waves [64]. Figure
3.5 shows the typical pressure profiles for both shock waves and blast waves.
Both waves have positive pressure components (compressive stress) followed
by temporary negative components (tensile stress). The peak pressure is the
highest and the lowest pressure. The rise time is a measure of how rapidly pres-
sure changes from the ambient level to the maximum positive value and the
pulse width is the amount of time pressure remains above a specified level. A
classical free-field blast wave at a fixed location can be modeled by the Fried-
lander waveform (Equation 3.4) [63], where p∗ is the highest peak pressure, td is
the positive phase duration and b is the decay constant (Figure 3.6).
p(t) = p∗
(
1 − t
td
)
e−bt/td (3.4)
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Figure 3.5: Pressure profiles of (A) a shockwave and (B) a blast wave. Both
waves have positive pressure components (compressive stress)
followed by temporary negative components (tensile stress).
Figure from [64].
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Figure 3.6: Mathematical representation of the Friedlander waveform,
which can be used to model shock waves. Figure from [63].
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3.4 Developing an Accurate Model Using Optimization Tech-
niques
min
Θ
∑
t∈topt
∑
i∈popt
‖Preal,ti − Popt,ti ‖ (3.5)
When external forces are applied to a group of cells in an experimental setup,
high-resolution images of the deformation of the cells can be captured at multi-
ple time steps. These images can be used to estimate the Voigt parameters of a
viscoelastic cell model using an optimization technique. The optimization pro-
cedure can be developed without experimental data, using synthetic data. A
Friedlander force can be applied to a viscoelastic model of a cell using a set of
Voigt parameters and the positions of the nodes can be recorded at each time
step as the system of equations governing the nodes is solved. This is the syn-
thetic data. For the optimization procedure, optimization data can be created
by using a randomly selected set of Voigt parameters and by solving the system
of equations governing the nodes when the same external forces is applied. An
objective function can be calculated using Equation 3.5, using selected nodes at
a limited number of time steps (the sampling frequency). This time step should
be larger than the time step at which the system of equations is solved using
the modified Euler algorithm as the sampling frequency at which images can be
taken in the experimental setup will be limited. Moreover, the temporal posi-
tions of some, but not all, nodes of the viscoelastic model can be estimated from
the experiment. In Equation 3.5, P is the distance of a node from the origin, popt
is the set of nodes that are being considered in the objective function and topt is
the set of times that are being considered in the objective function (optimization
time step). This objective function can be minimized over the set of Voigt pa-
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rameters (Θ) using an optimization technique to solve for the set of parameters
that were used to generate the synthetic data.
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CHAPTER 4
RESULTS AND DISCUSSION
4.1 Capturing and Meshing Cellular and Nuclear Shapes
A mesh of an image of an HL60 cell was created. Figure 4.1(A) shows the image
of the HL60 cell that was used and Figure 4.1(C) shows the graphical repre-
sentation of the signed distance function for the cell that was created using the
algorithm discussed in the previous section. To create the discretized signed
distance function of the nucleus, only the red channel of the image was con-
sidered and the image was masked to hide the cell boundary so the shape of
the nucleus could be effectively captured (Figure 4.2). The discretized signed
distance function of the nucleus and the cell was meshed using the algorithm
discussed in the previous section (Figure 4.3(A), (B)). Figure 4.3(C) shows the
resulting meshed figure of the cell, which shows two distinct regions (the cy-
toplasm and the nucleus). This was created by first meshing the nucleus, and
then meshing the cell around the nuclear mesh points. A uniform mesh was
created for both the nucleus and the cell. Moreover, the same element size func-
tion (which controls the relative size of the edge length and the number of mesh
points) was used for both the nucleus and the cytoplasm. The resulting mesh
of the cell had 520 mesh points of which 198 were nuclear mesh points and 322
were cytoplasmic mesh points. The nodes on the nuclear membrane were
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Figure 4.1: A discretized signed distance function is created from an (A)
image of a HL60 cell. (B) The shape of the cell is captured ef-
fectively by the algorithm. (C) A graphical representation of
the discretized signed distance function of the cell.
Figure 4.2: A discretized signed distance function of the nucleus is created
from an (A) image of a HL60 cell. To effectively capture the
shape of the nucleus, only the red channel is considered and
the image is masked to hide the boundary of the cell. (B) The
shape of the nucleus is captured effectively by the algorithm.
(C) A graphical representation of the discretized signed dis-
tance function of the nucleus.
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Figure 4.3: (A) Uniform meshing of the nucleus and (B) a uniform mesh-
ing of the cell. (C) The meshing of the whole cell shows two dis-
tinct regions of the cell. This was created by first meshing the
nucleus, and then meshing the cell around the nuclear mesh
points. The mesh of the cell has 520 mesh points of which 198
are nuclear mesh points and 322 are cytoplasmic mesh points.
The same element size function (which controls the relative
size of the edge length and the number of mesh points) was
used for meshing the two regions.
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4.2 Code Generator: Automatic Generation of a System of
ODEs with Inequality Constraints
To automatically and rapidly generate model equations and other auxiliary code
in several programming languages for any meshing geometry, an open-source
software (Code Generator) was developed in Objective C language (Figure 4.4).
The input for this program are two xml files, a geometry file and a transforma-
tion file (see Appendix A). The transformation file specifies which programming
language the system of equation should be written in as well as other informa-
tion, such as where the output should be saved. The geometry file contains a list
of the coordinates of the mesh points, a list of the edges (pair of mesh points con-
nected with a Voigt element) and the associated Voigt element parameters. This
geometry file was created with another open-source software (Geometry File
Generator), also developed in Objective C language. The input of the Geometry
File Generator is the list of mesh point coordinates and the mesh point triangles
that were generated with the meshing algorithm discussed in the previous sec-
tion (see Appendix A). The resulting system of equations can be developed in
multiple languages, but for this project, only code for the MATLAB language
was developed. The viscoelastic model of the HL60 cell with 520 nodes resulted
in 2080 coupled ODEs with inequality constraints.
The effect of inequality constraints on the simulations are shown in Figure
4.5. Figure 4.5(A) and (B) shows a snapshot of a simulation (taken at the same
time step) after an impulse force was applied on a node (yellow), without and
with constraints, respectively. The same force was applied in both simulations.
Without constraints, the elongation of the Voigt element directly connected to
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Figure 4.4: The inputs and output of the open source software developed
to automatically generate the system of equations. The input
for the code generator are two xml files, a geometry file and
a transformation file. The geometry file was created by an-
other open source software using output from the meshing al-
gorithm. The resulting system of equations can be written in
many languages, but for this project the equations were writ-
ten in the MATLAB programming language.
the node where the impulse force is applied is very high compared to the other
Voigt elements and the deformation caused by the force is locally concentrated.
Moreover, when a shock wave (modeled by Friedlander equation) is applied
on some nodes on the cell membrane (C), the cell turns over itself, which is an
unphysical result in two dimensions. Creating the same simulations (the force
kept the same in each simulation) with the constraints, leads to better results.
The deformation is not localized anymore (B) and the cell does not turn over
it self (D). Figure 4.6 shows snapshots of simulation where a shock wave (as
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modeled by a Friedlander waveform) is applied to the viscoelastic model of the
HL60 cell. The cytoplasm and the nucleus have uniform but different Voigt
parameters and the force is applied on nodes indicated by red arrows. The
positive part of the Friedlander waveform results in compressive stress in the
cell (Figure 4.6 B - D) and the negative part of the Friedlander waveform results
in tensile stress in the cell (Figure 4.6 E- G).
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Figure 4.5: Snapshots of a simulation with (B, D) and without constraints
(A, C). (A, B) An impulse force was applied on a node on the
cell membrane. Without the constraints, the elongation of the
Voigt element directly connected to the node where the im-
pulse force is applied is very high compared to the other Voigt
elements and the deformation caused by the force is locally
concentrated. (C, D) A Friedlander force was applied on nodes
(yellow) on the cell membrane. Without constraints, the cell
turns over itself, which is an unphysical result in two dimen-
sions. The cytoplasm (blue nodes) has a uniform Voigt param-
eter Θcyt = 1 and the nucleus (red nodes) has a uniform Voigt
parameter Θnuc = 3.
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Figure 4.6: Snapshots of simulation where a shock wave is applied to a
cell. The cytoplasm and the nucleus have different Voigt pa-
rameters.(A) Initially, there are no forces acting on the cell. (B,
C, D) The cell is under compressive stress due to the stress
wave portion of the Friedlander Force. (E, F, G) The cell is un-
der tensile stress due to the tensile wave portion of the Fried-
lander Force. (H, I, J, K, L) The cell returns back to its normal
shape. Θcyt = 1, Θnuc = 3
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4.3 A Viscoelastic Model of an HL60 cell embedded in an Ex-
tracellular Matrix: Simulation and Force Estimation
In the previous simulation of the HL60 cell, all the nodes were free to move. In
reality the movement of the cell is restricted by its attachment to the extracellular
matrix. Figure 4.7 shows snapshots of a simulation of an HL60 cell embedded
in extracellular matrix (ECM). The ECM, the cytoplasm and the nucleus all have
uniform but different Voigt parameters. This model of the HL60 cell embedded
in its local environment has 1, 871 nodes and 10, 912 Voigt elements. The top,
bottom and the right edge of the ECM are fixed and a Friedlander force is ap-
plied on the left edge of the ECM (indicated by red arrows). Figure 4.8 shows the
Friedlander force profile applied on each node on the left edge of the ECM. The
positive force results in compressive stress on the model and the negative force
results in tensile stress on the model. The force on each node in each coordinate
direction can be calculated using Equation 3.1 and the force at any coordinate in
the viscoelastic model can be estimated using bilinear interpolation. Figure 4.9
and 4.10 show snapshots of dimensionless force in the viscoelastic model during
the simulation in ordinate (y-direction) and abscissa (x-direction), respectively.
Figure 4.11 and 4.12 show the same snapshots with a close up of the HL60 cell
and with a different force resolution in the case of Figure 4.11. This model can
also be used to simulate the formation and subsequent rupture of bubbles in the
the local environment of the cell.
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Figure 4.7: Snapshots of a simulation of an HL60 cell embedded in extra-
cellular matrix (ECM). The ECM, the cytoplasm and the nu-
cleus all have uniform but different Voigt parameters. ΘECM =
1, Θcytoplasm = 2 and Θnucleus = 5. The model has 1, 871 nodes
and 10, 912 Voigt elements. The top, bottom and the right edge
of the ECM are fixed and a Friedlander force is applied on the
left edge of the ECM (indicated by red arrows). (A) Before the
force is applied. (B) Immediately after the Friedlander force is
applied. The model is under compressive stress. (C) The model
is under tensile stress. (D - F) The model returns to its original
shape.
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Figure 4.8: Friedlander force profile that is applied on each node on the
left edge of ECM in the simulation corresponding to Figure 4.7.
The positive force results in compressive stress and the nega-
tive force results in tensile stress.
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Figure 4.9: Snapshots of dimensionless force in ordinate (or y-direction) in
a simulation of an HL60 cell embedded in extracellular matrix
(ECM). The color bar represents the dimensionless force. The
ECM, the cytoplasm and the nucleus all have uniform but dif-
ferent Voigt parameters. ΘECM = 1, Θcytoplasm = 2 and Θnucleus = 5.
The model has 1, 871 nodes and 10, 912 Voigt elements. The
top, bottom and the right edge of the ECM are fixed and a
Friedlander force is applied on the left edge of the ECM. (A)
Before the force is applied. (B) Immediately after the Fried-
lander force is applied. The model is under compressive stress.
(C) The model is under tensile stress. (D - F) The model returns
to its original shape.
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Figure 4.10: Snapshots of dimensionless force in abscissa (or x-direction)
in a simulation of an HL60 cell embedded in extracellular ma-
trix (ECM). The color bar represents the dimensionless force.
The ECM, the cytoplasm and the nucleus all have uniform
but different Voigt parameters. ΘECM = 1, Θcytoplasm = 2 and
Θnucleus = 5. The model has 1, 871 nodes and 10, 912 Voigt el-
ements. The top, bottom and the right edge of the ECM are
fixed and a Friedlander force is applied on the left edge of the
ECM. (A) Before the force is applied. (B) Immediately after
the Friedlander force is applied. The model is under com-
pressive stress. (C) The model is under tensile stress. (D - F)
The model returns to its original shape.
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Figure 4.11: Snapshots of dimensionless force in ordinate (or y-direction)
in a simulation of an HL60 cell embedded in extracellular ma-
trix (ECM). Each snapshot (A - F) corresponds to the same
time step as in Figure 4.9 but shows a close up of HL60 cell
and a different force resolution. The color bar represents the
dimensionless force. The ECM, the cytoplasm and the nucleus
all have uniform but different Voigt parameters. ΘECM = 1,
Θcytoplasm = 2 and Θnucleus = 5.
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Figure 4.12: Snapshots of dimensionless force in abscissa (or x-direction)
in a simulation of an HL60 cell embedded in extracellular ma-
trix (ECM). Each snapshot (A - F) corresponds to the same
time step as in Figure 4.10 but shows a close up of HL60 cell.
The color bar represents the dimensionless force. The ECM,
the cytoplasm and the nucleus all have uniform but different
Voigt parameters. ΘECM = 1, Θcytoplasm = 2 and Θnucleus = 5.
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4.4 The Effect of Damping Ratio on the Viscoelastic Model.
Figure 4.13: Schematic of a traditional mass-spring-damper system which
is equivalent to a Voigt element with one edge fixed and the
other edge connected to a mass m.
A single Voigt element with one edge fixed and the other edge free to move
with mass m kg is the equivalent to a traditional mass-spring-damper system.
The damping ratio is a dimensionless factor that governs the how the oscilla-
tions (extension of spring) in the system decay after a force is applied on the
free end of the Voigt element. The damping ratio is defined by Equation 4.1. If
ζ < 1, the system is described as being underdamped and extension will decay
with oscillations. If ζ > 1, the system is described as being overdamped and
extension will decay exponentially (without oscillations). Equation 4.2 shows
the relationship between the Voigt parameter and the damping ratio for a unit
mass.
ζ =
µ
2
√
k
(4.1)
Θ = 4ζ2 (4.2)
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In the viscoelastic model developed for an HL60 cell, multiple Voigt ele-
ments are connected in a complex arrangement but the damping ratio for a sin-
gle Voigt element governs the reaction of the model to perturbations up to a
large extent. Figure 4.14 (ζ = 0.32) and 4.15 (ζ = 3.54) show snapshots of dimen-
sionless force in ordinate (or y-direction) in a simulation of an HL60 cell after a
Friedlander force is applied. In both simulations, the model is subjected to the
same force profile. In the former, larger forces are observed than in the latter.
Moreover, in the former the forces decay with oscillations. Many simulations
were conducted with different ratios of the spring parameter and the damping
parameter. Figure 4.16 and 4.17 show plots of dimensionless force on each node
in the model (ordinate or y-direction) against dimensionless time for these sim-
ulations. In cases where ζ < 1, the forces in ordinate (or y-direction) decay with
oscillations, as in the case of an underdamped mass-spring-damper system.
Similarly, it could be expected that for cases when ζ > 1, the forces would decay
without oscillations, as in the case of an over-damped mass-spring-damper sys-
tem. However, oscillations as forces decay are still observed, but the amplitude
of the oscillations is much lower than in the cases when ζ < 1. The oscillations
are believed to be present due to the complex spatial arrangement of Voigt el-
ements connected together. The same phenomena is observed in abscissa (or
x-direction) as well and plots of dimensionless force on each node in the model
(abscissa or x-direction) against dimensionless time for the same simulations
can be found in the Appendix (Figure A.5 and A.4).
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Figure 4.14: Snapshots of dimensionless force in ordinate in a simulation
of an HL60 cell after a Friedlander force is applied. The cyto-
plasm and the nucleus have uniform and identical Voigt pa-
rameters. µ = 2, k = 10, τ = 0.2, ζ = 0.32. (A) Before the force
is applied. (B) Immediately after the Friedlander force is ap-
plied. The cell is under compressive stress. (C - D) The cell
is under tensile stress. (E - F) The cell returns to its original
shape.
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Figure 4.15: Snapshots of dimensionless force in ordinate in a simulation
of an HL60 cell after a Friedlander force is applied. The cyto-
plasm and the nucleus have uniform and identical Voigt pa-
rameters. µ = 10, k = 2, τ = 5, ζ = 3.54. (A) Before the force
is applied. (B) Immediately after the Friedlander force is ap-
plied. The cell is under compressive stress. (C - D) The cell
is under tensile stress. (E - F) The cell returns to its original
shape.
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Figure 4.16: Dimensionless force (ordinate or y-direction) against dimen-
sionless time for simulations of HL60 cells with different Voigt
parameters. A Friedlander force is applied at τ = 2. The cyto-
plasm and the nucleus had uniform and identical parameters
in each case. (A) µ = 2, k = 10, Θ = 0.4, ζ = 0.32. (B) µ = 1,
k = 2, Θ = 0.5, ζ = 0.35. (C) µ = 2, k = 7, Θ = 0.57, ζ = 0.38. (D)
µ = 2, k = 4, Θ = 1, ζ = 0.5. All parameters are dimensionless.
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Figure 4.17: Dimensionless force (ordinate or y-direction) against dimen-
sionless time for simulations of HL60 cells with different Voigt
parameters. A Friedlander force is applied at τ = 2. The cyto-
plasm and the nucleus had uniform and identical parameters
in each case. (A) µ = 4, k = 2, Θ = 8, ζ = 1.41. (B) µ = 6, k = 3,
Θ = 12, ζ = 1.73. (C) µ = 8, k = 4, Θ = 16, ζ = 2. (D) µ = 10,
k = 2, Θ = 50, ζ = 3.54. All parameters are dimensionless.
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4.5 A Viscoelastic Model of an Irregular Shaped Cell
A viscoelastic model of a cell with irregular shape (an astrocyte) was created.
Figure 4.18 shows the image of the astrocyte and the signed distance function
of the cell. The nucleus was not meshed in this simulation and the model had a
uniform Voigt parameter (Θ = 1). This model had 427 nodes and 1708 coupled
ODE’s with inequality constraints. Figure 4.19 shows snapshots of a simulation
of applying a force to the body of a viscoelastic model of an astrocyte and Fig-
ure 4.20 show snapshots of simulation of applying a force to a dendrite. The
meshing algorithm was able to mesh the geometry of the irregular shape, but
some cell area was lost in the meshing procedure (some of the dendrites were
not completely captured by the viscoelastic model). The fraction of total area of
the cell image that is captured in the viscoelastic model could be increased if a
high resolution image is used in future studies. Some loss of cell area still might
be expected if the dendrites are very thin but this is not expected to substantially
limit the ability to estimate forces in other parts of the simulation, where the cell
area is captured fully by the model.
Figure 4.18: (A) Image of an astrocyte. (B) Signed Distance Function of an
astrocyte.
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Figure 4.19: Snapshots of simulation of applying a force to the body of a
viscoelastic model of an astrocyte. (A) Before the force is ap-
plied. The arrow indicates the site of the force. (B) Some time
steps after the force is applied. (C) Many time steps after the
force is applied.
Figure 4.20: Snapshots of simulation of applying a force to a dendrite of
a viscoelastic model of an astrocyte. (A) Before the force is
applied. The arrow indicates the site of the force. (B) Some
time steps after the force is applied. (C) Many time steps after
the force is applied.
54
4.6 Developing an Accurate Model Using Optimization Tech-
niques
Synthetic data was created after a shock wave was applied to a viscoelastic
model of an HL60 cell with different Voigt parameters in the nucleus and the
cytoplasm. A time step of 0.01 was used in creating this synthetic data and syn-
thetic parameters were Θcyt = 1 and Θnuc = 3. The optimization was initialized
with the parameters Θcyt = 10 and Θnuc = 10. An optimization time step of 0.1
was used and only 10% of the nodes were considered in the optimization proce-
dure, which were equally distributed in the cytoplasm and the nucleus. The op-
timization was done in MATLAB using the fminsearch function. The optimiza-
tion ended after 706 function evaluations and the second norm of the difference
between the resultant parameters (optimization parameters) and the synthetic
parameters was less than 1 · 10−4. There is no significant difference between two
simulations, when the second norm of the difference between parameters of the
two simulations is 1 · 10−1. Thus, the factor of 1 · 10−4 was deemed more than
sufficient to qualify a successful optimization. Figure 4.21 shows snapshots (at
the same time step) of simulations of the viscoelastic model that were created
using intermediate parameters (taken at different iterations of the optimization
procedure) from the optimization run. Figure 4.21 (A) shows a snapshot of sim-
ulation as run with the initial parameters, (F) shows a snapshot of a simulation
as run with parameters that were obtained at the end of the optimization run.
To look at the effect of different optimization time steps (size of set topt) and
different number of nodes in the objective function (size of set popt), optimiza-
tion runs were done with different number of nodes in objective function and
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different optimization time steps. For each case (certain optimization time step
and percentage of node in objective function), 40 trials were run. Of these runs,
an optimization was considered successful if ‖Θsyn − Θopt‖ 6 1 · 10−4 for all pa-
rameters. Also, the starting parameters for the nucleus and cytoskeleton were
chosen randomly. The time step for the synthetic data time step was 0.01 and
the cytoskeleton and the nucleus had uniform but different Voigt parameters.
Figure 4.22 and Figure 4.23 shows the plot of the percentage of successful opti-
mization runs against percentage of nodes considered in objective function and
optimization time step, respectively. Using different number of nodes in the ob-
jective function or using a large optimization time step did not seem to have an
effect on the outcome of a successful optimization. Moreover, Voigt parameters
of the nucleus and the cytoskeleton were estimated successfully in alteast 50%
of the optimization runs for each case considered.
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Figure 4.21: Snapshots of simulations conducted with different Voigt ele-
ment parameters. All the snapshots show the same time step
during the simulation. (A) The starting parameters supplied
to the optimization algorithm Θcyt = 10, Θnuc = 10. (B, C, D,
E) Simulation performed at parameters taken at different iter-
ations of the optimization procedure. (F) The parameters ob-
tained from the optimization algorithm when the optimiza-
tion ended. These match the synthetic parameters, Θcyt = 1,
Θnuc = 3. 57
Figure 4.22: Plot of percentage of successful optimization runs agains per-
centage of nodes in the objective function. 40 optimization
runs were conducted for each case. An optimization run was
considered a success if ‖Θsyn−Θopt‖ 6 1·10−4 for all parameters.
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Figure 4.23: Plot of percentage of successful optimization runs agains time
step in the objective function. 40 optimization runs were con-
ducted for each case. An optimization run was considered a
success if ‖Θsyn − Θopt‖ 6 1 · 10−4 for all parameters.
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4.7 Choosing an Edge Size Function: Balancing Computational
Expense and Model Resolution
Figure 4.24 show three viscoelastic models of the HL60 cell (without nucleus)
meshed using different element size functions, which implicitly governs the
number of nodes in the model. The models have (1) 540 nodes, (2) 194 nodes
and (3) 61 nodes. Simulations were created where the same impulse force was
applied on three different models and snapshots of the resulting deformation is
shown. The model with 540 nodes is able to capture the deformation of the cell
membrane as a result of the impulse force but the model with only 61 nodes,
is not able to capture a similar change in shape of the cell membrane. A model
with a greater number of nodes will be able to capture small changes in shape
but is more computationally expensive, as there are a greater number of ODEs
to solve and moreover because the inequality constraints are O(n2), where n is
the number of nodes. A model with a smaller number of nodes, on the other
hand, is less computationally expensive but might not be able to capture small
changes in cell shape. For simulations created in this study the edge function,
which implicitly governs the number of nodes in the viscoelastic model, was
chosen arbitrarily. When experimental data is available, the edge size func-
tion can be chosen to balance computational expense with the ability to model
minute changes in cell shape.
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Figure 4.24: The HL60 cell is meshed using three different element size
functions and viscoelastic models are created. The resulting
viscoelastic models have (1) 540 nodes, (2) 194 nodes and (3)
61 nodes. Simulations are created by applying the same force
on three different models. An impulse force is applied on a
node (indicated by red arrow) in each case and snapshots of
the resulting deformation are shown. (A) Before the force is
applied. (B) Immediately after an impulse force is applied.
(C) Some time after the force is applied. The cellular model
returns to its original shape.
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CHAPTER 5
SUMMARY AND FUTUREWORK
5.1 Summary
In this study, computational tools were developed to estimate extracellular and
sub-cellular forces in a single cell (or a small population of cells) when it is sub-
jected to external forces such as due to blast waves traversing through tissue
and the subsequent formation and rupture of cavitation bubbles. To this effect
the ability to capture the shape (or geometry) of cells and nuclei of regular-
shaped cells (e.g. HL60 cells) and irregular-shaped cells (e.g. astrocytes) from
images was developed. The resulting geometries of the cytoplasm and the nu-
cleus were meshed with different meshing characteristics (different number of
mesh points) which were used to create a viscoelastic model of a cell. To cre-
ate the viscoelastic model, the edges connecting the mesh point were replaced
with Voigt elements. An open source software package was developed, which
automatically generates a system of coupled ODEs with inequality constraints
describing the kinematic response of the viscoelastic model to an external force.
A Viscoelastic model of an HL60 cell embedded in an extracellular matrix was
developed. The model had 1871 nodes which resulted in a system of 7484 cou-
pled ODEs with inequality constraints. Forces in any part of the model could
be estimated as a result of external perturbations. A viscoelastic model for an
astrocyte was also developed, although some cell area was lost due to the irreg-
ular shape of the astrocyte. An optimization procedure was created to develop
the ability to estimate parameters from experimental data. In each case con-
sidered, the optimization data (created using parameters from the optimization
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procedure) matched the synthetic data (created using known parameters) in at
least 50% of the runs, when solving for two Voigt parameters (cytoplasm and
nucleus).
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5.2 Developing a Multi-scale Model
Using the computational tools developed in this study, forces at the cellular
length scale can be estimated. In an experimental setup, cells will be embed-
ded in a collagen-like material (as has been used in similar experimental studies
[12]), that will deform following the impact of the incident blast wave. This col-
lagen like material can be modeled using Voigt elements, in a similar way that
has been used to model cells in this study (Figure 5.1). Moreover, the Voigt pa-
rameters describing this collagen like material can be estimated in a similar way
that parameters for the cellular model can be estimated. Given the large number
of nodes and the coupled ODEs involved in simulating the coupled viscoelas-
tic model of the material and the cell, a multi-scale modeling strategy can be
employed to limit computational expense. To this effect, separate simulations
will be developed at different length scales. Using the model of the viscoelastic
material, forces can be estimated at the tissue-level length scale and the local
force profile around a cell or a group of cells can be determined. This local force
profile can be used as external forces (initial condition) for the viscoelastic cell
model. Thus forces and associated strain at the cellular length scale can be esti-
mated, by using a multi-scale modeling strategy.
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Figure 5.1: Schematic showing the multi-scale modeling strategy. The vis-
coelastic material in which the cell will be embedded during
the experiment will be modeled as a mesh. The nodes are ar-
ranged in a triangular mesh where each node Pi, j is connected
to another node Pk,l by a Voigt element. A Voigt element is
an Hookean spring (purely elastic element) and a Newtonian
dashpot (purely viscous element) in parallel. Each Voigt ele-
ment has a spring constant (k) (units:
[
1/t2
]
), a viscosity param-
eter (µ) (units: [1/t]) and a rest length (l) (units: [m]) associated
with it. The Voigt element and cellular structure figures are
modified from [27].
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5.3 Modeling Signal Transduction Networks Using Mass Ac-
tion Kinetics
Song and Varner [53] developed a mechanistic mathematical model of ATP-
induced P2 mediated calcium signaling in archetype sensory neurons. ATP
initiates pain by interacting with the P2 family of surface receptors. In their
model, they looked at how ATP interacts with ionotropic P2X receptors (lig-
and gated ion channels) and metabotropic P2Y Gq-protein coupled receptors.
Activated P2 receptors are either directly (P2X) or indirectly (P2Y) responsible
for the transport of calcium into the cytosol. The model was formulated by
gathering molecular modules from literature. Figure 5.2 shows the schematic
of the network. They used only mass action kinetics to describe the 90 species
connected by 162 interactions and thus the unknown model parameters were
either association, dissociation or catalytic rate constants. The model parame-
ters were estimated from experimental data from various laboratories using a
multi-objective optimization technique. They were not able to estimate unique
model parameters due to the complexity of the model, but instead created an
ensemble of probable parameters. In the model, a key interaction specifying
how plasma membrane phosphoinositides modulated the activity of P2X chan-
nels was hypothesized. Their model quantitatively reproduced experimental
measurements from dorsal root ganglion neurons as a function of extracellular
ATP forcing (Figure 5.3). Moreover, by performing a sensitivity analysis of the
model, they were able to elucidate which molecular subsystems were most im-
portant following P2 activation, which may prove useful for the design of the
novel pain management strategies.
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Sun et al. looked at the effect of externally added ATP on calcium dynam-
ics in neuronal cells [60]. They observed real time intracellular calcium spikes
in the neuronal cells using a fluorescent marker. A calcium spike was counted
as occurring whenever the intracellular calcium concentration exceeded some
set concentration. Figure 5.4 shows the number of calcium spikes against the
concentration of ATP added. The calcium spiking activity was enhanced in the
presence of ATP < 0.1µM but reduced to that found in the normal unexposed
cells at higher ATP concentration. The researchers compared their experimental
results with simulations of the calcium concentration at three different ATP con-
centrations using the model developed by Song and Varner (Figure 5.5). They
discovered that calcium spiking initially increased as a function of the ATP con-
centration but beyond a threshold ATP concentration, the calcium spiking was
abolished.
Song and Varner created a mathematical model of how a receptor on a mem-
brane is modulated by an external stimulus (ATP), which leads to an influx
of calcium in a neuron. This model can be used as a useful starting point to
model biological mechanisms in secondary injury following TBI. Instead of P2
receptors induced by ATP, force sensitive receptors induced by forces on the
membrane can be modeled. Building a signal transduction network coupled
with real time calcium dynamics will lead to a better understanding of the sec-
ondary injury following TBI and possible drug development strategies. More-
over, it will help to elucidate the mechanism of mechanosensory transduction
molecules.
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Figure 5.2: Schematic of calcium signaling network. Ca2+ can enter the cy-
tosol via P2X channels, inositol trisphosphate receptors (IP3R)
and passive Ca2+ leakage. ATP binding to P2X activates the
channel and induces a rapid increase in cytosolic Ca2+ in the
presence of extracellular calcium. ATP binding to P2Y recep-
tors activates membrane-bound phospholipase C (PLC) which
hydrolyzes phosphatidylinositol-4, 5-bisphophate (PIP2) into
inositol 1,4,5-trisphosphate (IP3) and diacylglycerol (DAG).
Cytosolic calcium and IP3 binding triggers the opening of IP3R
channels and the subsequent release of endogenous Ca2+ from
the Endoplasmic Reticulum (ER) into the cytosol. Cytoso-
lic Ca is translocated to the extracellular medium by plasma
membrane Ca2+ ATPase (PMCA) pumps, Na+/Ca2+ exchang-
ers (NCX) and to the ER by Sarcoplasmic/Endoplasmic Retic-
ulum Ca (SERCA) ATPase pumps. Phosphoinositides (PIs) are
recycled between the plasma membrane and cytosol by phos-
phorylation and dephosphorylation events. Figure from [53].
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Figure 5.3: Comparison of model simulation versus training data. The
dashed lines denote the mean simulated value over the ensem-
ble of model parameters while the shaded regions denote one
ensemble standard deviation. Experimental data are shown
with error bars. In each corner, the fraction of experimental
points captured at one and three standard deviations is given.
(A) ATP-induced transient increase in cytosolic Ca2+ following
P2X receptor activation. (B) ATP- induced transient increase
in cytosolic Ca2+ following P2Y receptor activation. Figure is
modified from [53].
Figure 5.4: Effect of externally added ATP on calcium dynamics in neu-
ronal cells. Figure is modified from [60].
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Figure 5.5: Simulation of intracellular calcium dynamics in the presence of
extracellular ATP. Figure is modified from [60].
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APPENDIX A
SUPPLEMENTAL FIGURES
Figure A.1 show an image of an input file that is input to the Geometry File
Generator. It contains the file paths to the mesh-point array, the triangle array,
and the destination of the resulting geometry file. Figure A.2 and Figure A.3
show images of a geometry file and a transformation file which are input to
the Code Generator. The geometry files describes all the parameters associated
with a particular viscoelastic model. The transformation file specifies which lan-
guage the model equations are to be written in, the input path of the geometry
file and the output path for all the files associated with the model equations.
Figure A.1: An image of an input file that contains the file paths to the
mesh-point array, the triangle array, and the destination of the
resulting geometry file.
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Figure A.2: An image of a geometry file for a simple system consisting of
three nodes connected by three Voigt elements. The geometry
files describes all the parameters associated with the viscoelas-
tic model.
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Figure A.3: An image of a typical transformation file. The transformation
file specifies which language the model equations are to be
written in, the input path of the geometry file and the output
path for all the files associated with the model equations.
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Figure A.5 and Figure A.4 show plots of dimensionless force on each node in
the model (abscissa or x-direction) against dimensionless time for simulations
with different damping ratio, ζ, of Voigt elements.
Figure A.4: Dimensionless force (abscissa or x-direction) against dimen-
sionless time for simulations of HL60 cells with different Voigt
parameters. A Friedlander force is applied at τ = 2. The cyto-
plasm and the nucleus had uniform and identical parameters
in each case. (A) µ = 2, k = 10, Θ = 0.4, ξ = 0.32. (B) µ = 1,
k = 2, Θ = 0.5, ξ = 0.35. (C) µ = 2, k = 7, Θ = 0.57, ξ = 0.38. (D)
µ = 2, k = 4, Θ = 1, ξ = 0.5. All parameters are dimensionless.
74
Figure A.5: Dimensionless force (abscissa or x-direction) against dimen-
sionless time for simulations of HL60 cells with different Voigt
parameters. A Friedlander force is applied at τ = 2. The cyto-
plasm and the nucleus had uniform and identical parameters
in each case. (A) µ = 4, k = 2, Θ = 8, ξ = 1.41. (B) µ = 6, k = 3,
Θ = 12, ξ = 1.73. (C) µ = 8, k = 4, Θ = 16, ξ = 2. (D) µ = 10,
k = 2, Θ = 50, ξ = 3.54. All parameters are dimensionless.
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