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Abstract. Gait impairment is considered as an important feature of
disability in multiple sclerosis but its evaluation in the clinical routine
remains limited. In this paper, we assess, by means of supervised learn-
ing, the condition of patients with multiple sclerosis based on their gait
descriptors obtained with a gait analysis system. As the morphological
characteristics of individuals influence their gait while being in first ap-
proximation independent of the disease level, an original strategy of data
normalization with respect to these characteristics is described and applied
beforehand in order to obtain more reliable predictions. In addition, we
explain how we address the problem of missing data which is a common
issue in the field of clinical evaluation. Results show that, based on ma-
chine learning combined to the proposed data handling techniques, we can
predict a score highly correlated with the condition of patients.
1 Introduction
Gait impairment is considered as an important feature of disability in multiple
sclerosis (MS) [1]. However, the measurement of gait characteristics by neu-
rologists is usually limited to the use of a stopwatch. The problem is that
stopwatches realize a very incomplete evaluation of the gait. The effect of new
drugs or physical therapies is therefore hardly noticeable. The GAit Measur-
ing System (GAIMS) [2] was created to address this lack by providing a wider
range of measures that allow the definition of several relevant gait descriptors
(inter-feet distance, step length, double support duration, . . . ).
The main score used by neurologists to assess the condition of MS patients
is the Expanded Disability Status Scale (EDSS) [3]. It ranges from 0 (healthy
persons) to 10 (death due to MS) in steps of 0.5. In this paper, we focus on
predicting the condition of MS patients (i.e. their EDSS) based on their gait de-
scriptors. As the relation between the gait descriptors and the EDSS is unknown
and complex, we rely on machine learning techniques for the prediction.
In machine learning problems, it often happens that the data used to predict
some output are influenced by external variables independent of the predicted
output. This external influence can be seen as noise on the data and may affect
the quality of predictions if we ignore it. In our applicative domain, we are
confronted to this issue because the morphological characteristics of individuals
(expressed in the space C = height × weight × gender × age × shoe size) in-
fluence the gait while being, in first approximation, independent of the disease
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level. This could lead to misleading results if, for instance, there is an inhomo-
geneous selection bias with respect to these morphological characteristics among
the different classes in the dataset. Thus, a normalization with respect to these
morphological characteristics is performed in order to obtain more reliable pre-
dictions. In addition to this normalization step, we had to develop an appropriate
original technique to face the problem of missing data which is a quite common
imperfection of the datasets in the biomedical domain.
The paper is organized as follows. Section 2 details the normalization of
the gait descriptors with respect to the morphological characteristics. Section 3
explains our methodology for predicting the condition of patients (EDSS), shows
the results and discusses them. In Section 4, we conclude the paper and give
some prospects for improvement.
2 Normalization of the gait descriptors with respect to the
morphological characteristics
2.1 Goal of the normalization
Gait analysis is a difficult task because the gait can be affected or modified
by many factors including physiological factors (neurological, heart or metabolic
diseases), psychological and emotional factors, dual task [4], morphological char-
acteristics (height, weight, gender, and age), medications, alcohol intake, etc. To
the contrary of the other parameters, the morphological characteristics are easy
to determine precisely and are known most of the time in the context of clin-
ical studies. The influence of height, gender, and age on gait has clearly been
demonstrated [5, 6, 7]. Even if, to the best of our knowledge, there is no study
showing the precise effect of weight on gait, we expect that overweight persons
will walk differently than underweight persons. We will also consider the shoe
size as it is likely to influence the gait especially for walking tests performed in
tandem gait which is a gait where the toes of one foot touch the heel of the other
foot at each step.
These morphological characteristics introduce biases in the gait descriptors
which can lead to unreliable predictions. For instance, suppose that we want
to discriminate healthy persons from MS patients and that the population of
MS patients is significantly older than the healthy population. In this case, the
learning algorithm fitted on these data may systematically classify a new old
person as suffering from MS which is not acceptable. It is therefore important
to remove the effect of the morphological characteristics on the gait descriptors
before learning the relation between MS and these gait descriptors.
2.2 Normalization procedure
To normalize the gait descriptors with respect to the morphological characteris-
tics, we start by defining two functions for each gait descriptor. The first one,
denoted µ(·), takes as input a person p whose morphological characteristics are
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c(p) ∈ C and returns the expected value of the gait descriptor in a healthy pop-
ulation having the same morphological characteristics as p. If Gi is the random
variable associated to the ith gait descriptor gi, we can write this function as
follows:
µi(p) = E [Gi | C = c(p)] , (1)
where E denotes the mathematical expectation.
Likewise, the second function, denoted σ(·), also takes a person p as input and
returns the expected variance of the gait descriptor gi in a healthy population
having the same morphological characteristics as p:
σ2i (p) = E
[
(Gi − µi(p))2 | C = c(p)
]
. (2)
Using (1) and (2), the normalization procedure consists to replace each gait





2.3 Estimators of the functions µ(·) and σ(·)
It is not possible to know µ(·) and σ(·) perfectly, because of the finiteness of our
dataset. Thus, we can only use estimators µˆ(·) and σˆ(·) of the real functions
which are obtained based solely on the healthy population of our dataset. These
two estimators are determined for each gait descriptor independently.
To determine the first estimator µˆ(·) for a given gait descriptor, we use a least
squares linear regression to model the relationship between the morphological
characteristics and the values of the gait descriptor. The second estimator σˆ(·)
is calculated with a similar procedure, except that the gait descriptors gi(p) are
replaced by (gi(p) − µi(p))2. Due to the small size of our healthy dataset (71
persons), we chose a model with a low complexity to fit the relation between
morphological characteristics and gait descriptors in order to avoid overfitting.
3 Predicting the condition of patients based on normalized
gait descriptors
3.1 Input and normalization
The gait descriptors are derived from 12 different walking tests that can be
performed by the persons whose gait is analyzed by GAIMS (71 patients and 71
healthy persons). These tests include different walking modes (preferred pace,
as fast as possible, and tandem gait) and different distances (7.62, 20, 100, and
500 m) [2]. 27 gait descriptors are derived for the short walking tests (7.62 m)
and 135 are derived for the long tests (> 7.62 m). All these gait descriptors
are normalized with respect to the morphological characteristics following the
procedure explained in Section 2 before applying the following techniques.
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3.2 Missing data and imbalanced dataset
One difficulty originates from the absence of some walking tests in the database.
This problem, which occurs mainly for patients, is due either to a lack of time
(time constraint of the clinical routine) or because the patient’s inability to per-
form the test. Therefore, some samples in the dataset can have a high percentage
of missing data. To handle this problem of missing data, tree-based techniques
like surrogate splits (used in the CART algorithm [8]) are not adapted to our
case, because the missing values are not punctual but appear in block and can
be numerous. On the other hand, other techniques like imputation [9] can lead
to misleading predictions for the samples with a high percentage of missing data,
because the imputed –and therefore more uncertain– data may hide the known
data. Hence, as the missing values are grouped by walking tests, we chose to
decompose the dataset in 12 parts, one for each test. A classifier predicting the
EDSS (each EDSS level in the learning set is considered as a class) is created for
each sub-dataset independently, and the final prediction is obtained by taking
the arithmetic mean of the intermediate predictions. In this way, we can sim-
ply remove the missing walking tests in each sub-datasets and there is no more
problem of missing data.
Another problem arises from the imbalance of our dataset, i.e. the very
non uniform coverage of the EDSS scale in the training set. To limit the bias
on the final predictions, it is important to use techniques to compensate for
this problem. A review of the existing techniques solving the multiple classes
imbalanced problem has been proposed by Fernández et al. [10]. Following their
conclusions, we used in our experiments the combination of the ’one versus one’
approach with an oversampling method based on the SMOTE algorithm [11].
3.3 Algorithm
The further results are obtained with the procedure explained above associated
with the learning algorithm AdaBoost (based on decision trees) which is the
algorithm that yielded the higher Pearson’s correlation coefficient ρ (compared
to SVM and ExtRaTrees [12]) between estimated EDSS and real EDSS .
A linear transformation is performed on the EDSS predictions in order to
compensate for the bias originating from the absence of an extrapolation mech-
anism in decision trees. Indeed, the estimated EDSS are within the range of the
real EDSS in our learning set. Hence, the EDSS of healthy persons will tend
to be overestimated whereas the EDSS of the most severely diseased patients
will tend to be underestimated. It should be noted that, to avoid two levels of
leave-one-person-out, we have determined this correction from all pairs of real
and estimated EDSS . Even if this may lead to a slightly optimistic RMS error
prediction, such a linear correction does not change ρ.
3.4 Results and discussion
Figure 1 illustrates the results obtained for the prediction of the EDSS . The bi-
sector of the first quadrant represents the locus of the points where the predicted
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Figure 1: EDSS predictions obtained with our method.
EDSS would be equal to the real EDSS . The plotted points are the predictions
of the EDSS obtained by leave-one-person-out, which means that the EDSS of
each person in our dataset is predicted using only the data related to the other
persons, after correction. As can be seen on the figure, the estimated EDSS is
well correlated with the real EDSS . We obtained ρ = 0.86, and a RMS error of
1.11.
An interesting result is that all the predictions of the EDSS lower than 0.97
correspond to healthy persons. Similarly, all the predictions of the EDSS above
4.15 correspond to persons with an EDSS larger than or equal to 4. Moreover,
we can see that almost all the persons with an EDSS ranging from 1 to 4 have
their predictions in the same range.
It should be noted that the EDSS is a global score [3] assessing the condition
of MS patients and is not only based on gait but also depends on other factors
such as the vision, the cognition, or the upper extremity function. The results
obtained are interesting in the sense that it might be possible to predict the
EDSS based solely on the gait. A similar observation was made by Cao et al.
from posturographic data [13]. The results could possibly be further improved
with a larger and more balanced dataset. Indeed, the actual dataset is rather
small and the problem of imbalance worsens this situation.
4 Conclusion
In this paper, we present a methodology to predict the condition of patients with
multiple sclerosis based on their gait descriptors obtained with a gait analysis
system. First, we explain the normalization of the gait descriptors with respect
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to the morphological characteristics which influence the gait while being inde-
pendent, in first approximation, of the disease level. This can lead to unreliable
predictions if we do not compensate for their effect. In addition, to avoid the
effect of missing data and the bias due to the imbalanced dataset, appropriate
methods are used. The results show that we are able to predict a score from gait
descriptors which is highly correlated with the condition of patients suffering
from multiple sclerosis.
Further work will include the acquisition of more data in order to obtain a
larger and more balanced dataset, and the identification of the most relevant
gait descriptors and walking tests to predict the condition of patients.
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