This paper proposes a novel performance enhanced Jaya algorithm with a two group adaption (E-Jaya). Two improvements are presented in E-Jaya. First, instead of using the best and the worst values in Jaya algorithm, EJaya separates all candidates into two groups: the better and the worse groups based on their fitness values, then the mean of the better group and the mean of the worse group are used. Second, in order to add non algorithm-specific parameters in E-Jaya, a novel adaptive method of dividing the two groups has been developed. Finally, twelve benchmark functions with different dimensionality, such as 40, 60, and 100, were evaluated using the proposed EJaya algorithm. The results show that E-Jaya significantly outperformed Jaya algorithm in terms of the solution accuracy. Additionally, E-Jaya was also compared with a differential evolution (DE), a self-adapting control parameters in differential evolution (jDE), a firefly algorithm (FA), and a standard particle swarm optimization 2011 (SPSO2011) algorithm. E-Jaya algorithm outperforms all the algorithms.
Introduction
The past three decades has given way to many population based intelligent algorithms, inspired by biological behaviors. These algorithms have proposed solutions to several practical and complex global optimization problems. An ant colony optimization algorithm 1 (ACO) was brought forth in 1992, based on observations of the characteristics of ants seeking food. Particle swarm optimization 2 (PSO) is an algorithm that imitates flocks of birds flying during migration. The differential evolution 3 (DE) was proposed by simulating the natural adaptation of biological species. A firefly algorithm 4 (FA) was proposed, inspired from the behaviors of firefly with the flashing characteristics, and finally a bat algorithm 5 (BA) was proposed which was based on the echolocation principle of microbats. Jaya 6 , a population based intelligent algorithm, is a simple, powerful optimization algorithm designed to approximate optimal solutions. This algorithm is based on the idea that the optimal solution should focus on the best solution, while avoiding the worst solution. The advantage of Jaya algorithm is that it dictates the general control parameters, which are the number of generations and population size, and no algorithmspecific parameters, which are special parameters to control for different algorithms. Thus, it is only necessary to simply choose the common control parameters in the Jaya algorithm without having to tune more complex control parameters in applications, which makes it easily applicable to real-world optimization problems, such as mechanical design problems , and ball bearing design 17 .
The basic Jaya algorithm was directly used to get better results than other algorithms in these applications. However, there are deficiencies within the Jaya approach. In the Jaya algorithm, the optimal solution tends to approach the global best solution. In complex multi-dimensional and multi-modal optimization, there are cases where the variables of some dimensions near the optimal solution while the variables of the other dimensions are far from the optimal solution. In these cases, the solution is still considered as the global solution due to the low fitness, but it is easily led to trapped in the local optimum 18 . On the other hand, the optimal solution tends to move away from the worst solution. In the worst solution, there are also variables in some dimensions that are close to the optimal solution, but are considered to be avoided, which may result in a slow convergence.
A new mutation strategy was added to the basic Jaya, which was called improved Jaya algorithm (IJA), and found optimal solutions of operational costs 19 .
A novel enhanced Jaya algorithm with a two group adaption (E-Jaya) is proposed in this paper. E-Jaya algorithm includes two modifications. First, in E-Jaya, candidates in the population are separated into the better group and the worse group according to their fitness. The mean of the better group and the mean of the worse group are used in the updated equation. Thus, the EJaya tends to reach the mean of the better group and to avoid the mean of the worse group. Second, note, to have non algorithm-specific parameters in E-Jaya, a new adaptive method of dividing the two groups is developed.
The remainder of this paper is organized as follows: Section 2 describes the details of Jaya algorithm and E-Jaya. Section 3 lists twelve benchmark functions and initialization. Section 4 presents the simulation results, and Section 5 provides our conclusion.
Enhanced Jaya Algorithm with Group
Strategy Adaption
Jaya Algorithm
Assume the objective function f(x) is minimized, and suppose that the number of design variables is m (h=1, 2, . . . , m), the total number of iteration is g (j=1, 2, . . . , g), and the population size is n (i=1, 2, . . . , n). Of all possible candidate solutions, suppose the best one is the best value of f(x) and the worst is the worst value of f(x). If ℎ, , denotes the value of the ℎ ℎ variable during the ℎ iterations for the ℎ candidate, this value is updated as follows 6 : is accepted if the better value of f(x) is given. All accepted values of variables are retained at the end of each iteration and are considered in terms of the input for the next iteration. r 1 and r 2 affect the exploration capacity in the global search space, while the term (� ℎ, , �) in Eq. (1) affects the ability to exploit the local search space. Only general control parameters such as the population size n and the number of generations g are required in the Jaya algorithm, thus it is fairly convenient for use in practical Algorithm 1. Jaya algorithm framework. 1: initialization: the population size n, the number of design variables m and the number of generations g 2: randomly select n candidate solutions 3: repeat 4: assess their fitness 5: identify Best and worst solutions 6: calculate ℎ, ,
randomly select r from U(0,1) 9: 
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Enhanced Jaya Algorithm with Two Groups
Initially the population is ranked in ascending order from the best to the worst based on the fitness f(x) of each candidate solution, and then divided into two groups. Note, the better group contains elements and the worse group of elements. and satisfy the following equation.
where is population size. Then, the mean of the better group X ℎ, , and the mean of the worse group X ℎ, , are calculated using the following equations:
Finally, the enhanced Jaya algorithm with two groups (E-Jaya1) is updated as follows:
Algorithm 2 describes the main part of E-Jaya1.
Algorithm 2.
Main part of E-Jaya1. 1: assess their fitness 2: sort the fitness in ascending order 3: choose and based on Equation (2) 4: calculate ℎ, , and ℎ, , based on Equations (3) and (4) 5: calculate ℎ, , ′ based on Equation (5) The complete E-Jaya1 can be obtained, if algorithm 2 is substituted for lines 4 through 6 of algorithm 1.
An adaptive method of dividing the two groups
The ratio of the better group r b can be defined by the following:
where 0 < < 1. Provided that the parameter is determined, the values of and can be calculated according to equations (6) and (2) .
Based on our experiments, a reasonable is within the range of [0.5, 0.9]. A notable characteristic of the Jaya algorithm is that it does not need to set any algorithm-specific control parameters, thus, to have non algorithm-specific parameters in E-Jaya is also very necessary, which means that the parameter should be adaptive. A new adaptive method was developed to generate the parameter . The specific approach of this method is to produce a uniformly distributed random number between 0.5 and 0.9 for the parameter .
Algorithm 3 describes the adaptive method of dividing the two groups.
Algorithm 3.
The adaptive method of dividing the two groups. 1: generate random numbers between 0.5 and 0.9 for 2: calculate based on Equation (6) Algorithm 4. E-Jaya algorithm framework. 1: initialization: the population size n, the number of design variables m and the number of generations g 2: randomly select n candidate solutions 3: repeat 4: generate random numbers between 0.5 and 0.9 for 5: calculate based on Equation (6) 6: assess their fitness 7: sort the fitness in ascending order 8: choose and based on Equation (2) 9: calculate ℎ, , and ℎ, , based on Equations (3) and (4) 10: calculate ℎ, , ′ based on Equation (5) 11: if ℎ, ,
randomly select r from U(0,1) 13:
18: endif 19: until stop condition is reached 20: return the minimum fitness and the corresponding solution ℎ, ,
Enhanced Jaya Algorithm with a Two Group Adaption
In E-Jaya, the adaptive method of generating the random number for the parameter is aware of the adaptation. The sorted candidates ℎ, , (i=1,2,…,n) are then divided into and according to their fitness, with and elements. Finally, the mean of the better group ℎ,
, and the mean of the worse group ℎ,
, are used in Equation (5) for candidates updating.
Algorithm 4 describes the full version of the EJaya algorithm.
Benchmark Functions and Initialization
Benchmark Functions
To evaluate the performance of E-Jaya, twelve standardized benchmark functions 20 are employed. The functions are uni-modal and multi-modal. The global minimum is zero. Table 1 presents the functions of uni-modal (F1~F8) and multi-modal (F9~F12) and their ranges.
Initialization
We ran the E-Jaya and other algorithms on over 50 independent runs with the same population (n=20), and the number of function evaluation (NFE) are also the same for different algorithms. Several statistical measures were used in order to fully assess the performance of E-Jaya as compared with the other algorithms, including the best, the worst, mean and median values, and standard deviations.
We ran the simulations in Matlab R2012b software on a laptop running 4GB memory, 2.6 GHZ CPU, and 64-bit Windows 7.
Simulation Studies and Discussions
Comparison with Jaya Algorithms
Enhanced Jaya with Two Groups
To evaluate the effectiveness of the E-Jaya1, the twelve functions were tested in different dimensions, such as 40, 60 and 100, for Jaya and E-Jaya1 with different parameters n b . Table 1 . Twelve benchmark functions.
Function
Range
The mean errors for Jaya and E-Jaya1 with different n b while D=40, are presented in Table 2 .
Once the group strategy was employed in Jaya (Table 2) , the performance of Java can be greatly enhanced, as seen at F1, F2, F3, F4, F6 and F9. F5, F7, F10, F11 and F12 were also improved. When n b =16, the best performance was achieved. As a result, the EJaya1 algorithm can improve Jaya's performance.
To find why the group strategy is good for Jaya, the curves for different values of the best, the worst, the mbetter and the mworse were shown in Fig. 1 . The function is F1 and n b =18.
It can be seen from the Figure 1 , the values of the best and the worst change dramatically for the initial 50 iterations, but the values of the mbetter and the mworse quickly moves to the optimum zero point in just less than 20 iterations. Thus, E-Jaya1 can speed up the convergence rate and increase the accuracy of the solution.
The novel method to employ the behaviors of the better swarms and the worse swarms in E-Jaya1, can improve the performance of the Jaya algorithm, since Jaya only considers the behaviors of the two individuals that are best individual and the worst individual.
The mean errors for Jaya and E-Jaya1 with different while D=60, are presented in Table 3 . 2.23E+01 4.09E+00 2.78E+00 2.70E+00 1.89E+00 1.65E+00 2.04E+00 50000 Fig. 1 . The curves for values of the best, the worst, the mbetter and the mworse. The results from the Table 3 indicate that the E-Jaya1 clearly increases the performance of Jaya for all functions. The best performance was obtained when =12.
The mean errors for Jaya and E-Jaya1 with different while D=100, are presented in Table 4 . The results from the Table 4 show that even in the high dimensions of 100, the E-Jaya1 can still significantly enhance the performance of Jaya. The accuracy of the mean solution was improved from 10 The results in the Table 2, Table 3 and Table 4 indicate that the E-Jaya1 significantly increases the performance of Jaya. The best performance of E-Jaya1 for different dimensions will be chosen for later comparison. The reasonable parameter is between 0.5 and 0.9.
Enhanced Jaya Algorithm with a Two Groups Adaption
To validate the adaptive method by dividing the two groups effectively, E-Jaya was tested on the twelve functions with dimensions of 40, 60 and 100. Comparisons among Jaya, E-Jaya1 and E-Jaya were also conducted.
The statistical results with D=40 for Jaya, E-Jaya1 and E-Jaya are presented in Table 5 .
The statistical results indicate that all values of EJaya1 are much better than that of Jaya. Using the adaptive method of dividing the two groups, E-Jaya obtains the similar results to E-Jaya1, with the exception of F7 and F10. The best results of E-Jaya for F7 and Table 3 . Comparison between Jaya and E-Jaya1 for different with D=60.
Functions Jaya 3.62E+01 2.51E+01 9.56E+00 7.84E+00 6.06E+00 5.07E+00 8.11E+00 80000 F10 are slightly worse than that of E-Jaya1, but the mean results are similar. Thus, the adaptive method of dividing the two groups is effective. The statistical results with D=60 for Jaya, E-Jaya1 and E-Jaya are presented in Table 6 .
The results from Table 6 show that all statistical values of E-Jaya1 are also much better than that of Jaya, with the exception of the best value for F7. By using the adaptive method of dividing the two groups, E-Jaya obtains about the same results compared with E-Jaya1, with the exception of F9, F1, F2, F3, F4 and F6. The mean result of E-Jaya for F9 is much worse than that of E-Jaya1, but still outperforms Jaya. The results of EJaya for F1, F2, F3, F4 and F6 are superior to that of EJaya1. Thus, E-Jaya can significantly enhance the performance of Jaya.
The statistical results with D=100 for Jaya, E-Jaya1 and E-Jaya are also presented in Table 7 .
The results from Table 7 also show that E-Jaya1 significantly improves the performance of statistical values for Jaya. By using the adaptive method of dividing the two groups, E-Jaya also achieves comparable results to that of E-Jaya1, with the exception of F7, F10 and F11. The best results of E-Jaya for F7 and F11 are worse than that of E-Jaya1, and the mean result of E-Jaya for F10 is worse than that of EJaya1, but they are still better than that of Jaya. The results of E-Jaya for F2, F3, F4 and F6 are superior to that of E-Jaya1. Thus, E-Jaya can significantly enhance the performance of Jaya.
The results from Table 5 , Table 6 and Table 7 indicate that the E-Jaya can replace the E-Jaya1. And Table 5 . Comparison results with D=40 for Jaya, E-Jaya1 and E-Java.
Fun.
Term Jaya E-Jaya1 E-Jaya the adaptive method by dividing the two groups is effective.
Comparison with Jaya Algorithm
To evaluate the performance of the E-Jaya, the E-Jaya algorithm was compared with Jaya algorithm, and the statistical results were shown in Table 5 for dimensions of 40, Table 6 for dimensions of 60 and Table 7 for dimensions of 100. The results indicate that the E-Jaya algorithm can significantly enhance the performance of the Jaya algorithm.
The comparison curves of the mean values between Jaya and E-Jaya with different dimensions of 40, 60, and 100 are shown in Figure 2 .
Note, the blue line represents the Jaya curve, and the red line represents the E-Jaya curve. The solid line is use for curves with dimensions of 40, the dashed line is used for curves with dimensions of 60, and the dotted line is used for curves with dimensions of 100. Fig. 2 shows that the E-Jaya algorithm is superior to the Jaya algorithm in terms of the solution accuracy.
Comparison with Other Swarm Intelligence Algorithms
Mean Errors Comparison
Additionally, E-Jaya was compared with other swarm intelligent algorithms, including a differential evolution (DE), a self-adapting control parameters in differential evolution 21 (jDE), a FA, and a SPSO2011 22 .
The NFE and population size are the same for each function. The parameters for these algorithms are shown in Table 8 . Setting the parameters of these algorithms is a challenge, taken from Ref. 21 for DE and jDE, and Ref. 22 for SPSO2011. For FA, the reduction of randomness can accelerate the convergence rate.
23 is used to decrease α gradually. δ is a small constant associated with the iteration. Table 7 . Comparison results with D=100 for Jaya, E-Jaya1 and E-Java.
Fun.
Term Jaya E-Jaya1 E-Jaya Ranks for the five algorithms when D=40 is shown in Table 10 , based on the results from Table 9 .
The results from Table 10 show that E-Jaya and jDE both rank higher (1.83) among the five algorithms.
The mean errors for the five algorithms with D=60 is presented in Table 11 .
Ranks for the five algorithms when D=60 is shown in Table 18 , according to the results from Table 11 .
The results in Table 12 indicate that E-Jaya algorithm ranks the highest (2.00) among the five algorithms.
The mean errors for the five algorithms with D=100 is described in Tables 13.
According to the data in Table 13, Table 14 presents the ranks for the five algorithms when D=100.
The results in Table 14 also indicate that E-Jaya ranks the highest (1.92) among the five algorithms, based on the solution accuracy. 
Runtime Cost Comparison
The runtime cost for twelve function with D=40 is compared to the above algorithms, see Fig. 3 .
The results in Figure 3 indicate that the time cost of E-Jaya is the least and runtime cost of the jDE is the third most expensive among five algorithms. For solution accuracy, E-Jaya and jDE rank similarly, but EJaya has lower runtime costs when compared to jDE.
Thus, E-Jaya is better than jDE in terms of solution accuracy and runtime cost. Fig. 4 shows the runtime cost of the five algorithms for twelve function with D=60.
The results from Fig. 4 show that the time cost of E-Jaya ranks the fourth most expensive, and jDE ranks the second most expensive among the five algorithms. The time cost of FA is the least, but the difference of time cost between FA and E-Jaya is extremely small. For example, the runtime cost of FA and E-Jaya are 13.93s and 14.11s for F12, respectively. Thus, they are considered to be the similar. Fig. 5 depicts the runtime cost of the five algorithms for twelve function with D=100.
The results from Fig. 5 also indicate that the time cost of jDE is the highest, and the time cost of FA and E-Jaya are the least and the second less, respectively. Thus, for the solution accuracy, the E-Jaya algorithm ranks the highest, and for the runtime cost, it ranks the second highest.
Overall, the E-Jaya algorithm ranks the highest according to the comparison of the solution accuracy and the runtime cost of the five algorithms among the different dimensions.
Conclusions
A novel E-Jaya algorithm was proposed in this paper to enhance the performance of the Jaya algorithm. In E-Jaya, the mean of the better group and the mean of the worse group are used to find an optimal solution, where E-Jaya performed significant better than Jaya in terms of the solution accuracy.
The new adaptive method of dividing the two groups is also effective. Thus, E-Jaya does not need to set any algorithm-specific parameter. The E-Jaya algorithm ranks the highest when compared with DE, jDE, FA, and SPSO2011.
Instead of considering the behaviors of only the two individuals (the best and the worst), in E-Jaya, the behaviors of all swarms, which are the better swarms and the worse swarms, are considered. Only twelve benchmark functions with different dimensionality are assessed using the E-Java algorithm in this paper. The E-Java algorithm will be validated in the practical problems. In addition, this novel method of group strategy will be further studied and possibly used in our future work for other algorithms.
