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Introduction
“Here we have what is almost certainly the strongest, stiffest, tough-
est molecule that can ever be produced, the best possible molecular
conductor of both heat and electricity.” R.E. Smalley
The “supermolecules” that are portrayed here by the discoverer of the C  fullerenes
in the foreword to [1] are the famous carbon nanotubes, seamless tubular structures
of atomic carbon layers with diameters in the nanometer range and up to several mi-
crons in length. Usually the discovery of carbon nanotubes is attributed to Iijima [2]
who, using transmission electron microscopy (TEM), found in the carbon soot of arc
discharge experiments for the production of fullerenes clear evidence for the existence
of the so called multi wall carbon nanotubes (MWNTs), nested structures of several
tubes. In Fig. 0.0.1 images of MWNTs from Iijima’s original publication are shown.
However, as recently pointed out in the article [3], already in the 1950’s, russian scien-
tists reported about hollow carbon filaments with diameters of around 50nm [4]. Since
the resolution of TEM at that time was not high enough in order to determine the de-
tailed structure of the carbon filaments it is unclear if indeed carbon nanotubes were
observed. Anyway, only after Iijima’s work carbon nanotubes became a rapidly ex-
panding research field with promising perspectives for applications and fundamental
science. Finally, single walled carbon nanotubes (SWNTs), the objects of interest in
this thesis, were discovered independently by Iijima and Ichihashi [5] on the one side
and Bethune et al. [6] on the other side. In order to understand where the spectacular
properties of carbon nanotubes come from one has to take a closer look at the chemical
properties of carbon atoms themselves.
Carbon is an outstanding element with respect to its ability to form a great variety
of different materials. Being in the fourth main group of the periodic table of elements,
carbon possesses four valence electrons that are responsible for chemical bonding.
These are one electron in the  orbital and three  electrons. The inner two 
electrons can be considered as chemically inert. Covalent bonding between different
carbon atoms is possible due to the so called electronic hybridization. In the case of
carbon materials this means that new orbitals are formed by a linear combination of the

orbital with one, two or all three of the  wave functions in order to minimize the
bonding energy. According to the number of involved  electrons one is talking about
 
	  

	

	 	
hybridization. The integer  denotes at the same time the coordination
number of a certain carbon atom. In diamond the  
 hybridization is realized, all four
electrons take part in the chemical bonding, no free charge carriers remain and hence
diamond is an insulator. A different situation arises for graphene, a hexagonal two-
dimensional layer of carbon atoms held together by three   bonds per atom whose
strength even exceeds the one of diamond. In contrast to the latter, in graphene there
is still one electron per atom left in the   orbital which has a node in the graphene
plane. Due to the crystal structure the   wavefunctions form two bands which touch
at the corner points of the first Brillouin zone. In isolated graphene only the lower
band is filled and hence graphene can be termed as zero-gap semiconductor or as a
semi-metal. A detailed derivation of the graphene band structure will be provided in
Chapter 1. It should be noted that in 2004 it has been possible to indeed create single
graphene layers [7, 8] and graphene research itself has become an important field in
3FIGURE 0.0.1. TEM images of MWNTs from Iijima’s article on
the discovery of carbon nanotubes [2]. The different shells of the
MWNTs are clearly distinguishable.
condensed matter physics. For a review about the field we refer to [9]. But now back
to SWNTs.
SWNTs are monoatomic layers of graphene wrapped up to seamless cylinders. See
Fig. 0.0.2 for a schematic view. Hence it is clear that SWNTs inherit their mechanical
robustness from the strong   bonds in graphene. Concerning the electronic prop-
erties of SWNTs, it crucially depends on the geometry of the nanotube whether the
metallic behaviour of graphene is found or if the SWNTs behave as semiconductors.
The geometry of SWNTs is determined by the way the graphene layer is rolled up, as
we will see in Chapter 1. Due to the small diameter of SWNTs of the order of nm,
quantization around the tube waist “freezes” any motion around the circumference at
low enough energies (exceeding well the thermal energy at room temperature). There-
fore SWNTs can be considered as almost perfect realizations of one-dimensional (1D)
electronic systems. This feature of SWNTs and its interplay with electron-electron
interactions are one of the main aspects of this work.
4FIGURE 0.0.2. Scheme of wrapping a single layer of graphene to a
SWNT [10].
This thesis
It is well known that interactions in fermionic 1D systems play a crucial role.
They completely change the properties of the underlying noninteracting 1D system.
A description of the 1D interacting systems in terms of fermionic quasiparticles that
behave qualitatively in the same way as the corresponding noninteracting fermions,
like it is provided by the Fermi liquid theory for three-dimensional (3D) systems, is
not possible. This peculiar behaviour of 1D systems has attracted considerable theo-
retical interest since in 1950 Tomonaga showed with a pathbreaking paper [11] that
the problem of interacting fermions can be mapped onto a theory of collective bosonic
excitations, which are superpositions of the particle hole excitations of the original
fermionic description. Great progress was achieved in the 1980’s when in analogy to
the Fermi liquid theory the so called Luttinger liquid (LL) theory was established [12]
to describe the low energy physics of 1D interacting systems. In contrast to the Fermi
liquid theory the elementary excitations in the LL theory are the collective bosonic
excitations already discussed by Tomonaga. A more detailed comparison between 1D
and 3D systems will be given in the introduction to Chapter 2. For a long time the dis-
cussion of interactions in 1D systems was considered as a highly interesting but rather
academic issue due to a lack of experimentally accessible 1D systems. The discovery
of SWNTs has changed this situation and soon theories based on the bosonization for-
malism establishing LL behaviour in the low energy regime for metallic SWNTs came
on the market [13, 14]. For SWNTs of “infinite” length typical LL properties like a
power law suppression of the tunneling density of states could indeed be confirmed
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in transport experiments [15, 16]. Moreover the bosonization approach [17] made
predictions about the eigenstates and the corresponding quantized energy spectrum of
interacting finite size SWNTs. However, recent transport experiments by Moriyama et
al. [18] revealed that the nature of low energy eigenstates deviates from the LL pre-
dictions. They found the formation of exchange split singlet and triplet states where
fourfold degenerate states were expected to be observed. So far the occurrence of an
exchange splitting in the energy spectrum had only been found within a mean field
theory [19]. Though the mean field approach cannot explain the occurrence of a triplet
state nor does it predict the collective excitations of the LL theory as they are expected
to be found for an interacting 1D system. This discrepancy between theory and ex-
periment has brought us to rederive the low energy Hamiltonian for metallic SWNTs
from a microscopic description of the interacting   electrons. Thereby essentially no
approximations have been made. Our aim was to examine whether the results in [18]
can be reconciled with the bosonization approach for SWNTs and where the devia-
tions from the LL theory come from. Using bosonization we have indeed been able
to diagonalize the obtained Hamiltonian away from half-filling and to explain the ex-
change effects found by Moriyama et al. qualitatively and quantitatively. Moreover,
we have made further predictions about the electronic structure of metallic SWNTs
going beyond the LL theory which still are waiting for experimental verification. In-
terestingly the interaction effects not contained in the LL theory can be traced back to
the 3D extension of SWNTs in postion space. Only in momentum space they can be
considered as strictly 1D systems!
As the previous paragraph has already demonstrated, the transport properties and
the internal structure of SWNTs are closely related. All of the afore mentioned ex-
periments investigating transport through SWNTs are based on so called quantum dot
devices. Such setups consist of a SWNT weakly coupled via tunneling junctions to
lead electrodes and capacitively coupled to a gate electrode that allows to control the
electrochemical potential in the dot. By applying a bias voltage between the lead elec-
trodes a current can be driven through the system. The second part of this thesis is
devoted to the development of a transport theory that yields the current characteristics,
i.e., the current as a function of the applied bias and gate voltages, of a SWNT quantum
dot. A comparison of the results to the experiments [20] will be provided.
Our approach is general enough to also allow the investigation of spin-dependent
transport through SWNT quantum dots with ferromagnetic leads, also denoted as spin-
valve transistors. Over the last two decades the possibility of influencing the properties
of an electronic device via the spin degree of freedom has strongly increased. SWNTs
are expected to be good candidates for building up spin sensitive devices since due to
a weak spin-orbit coupling (resulting in g-factors very close to  [21]), spin relaxation
is expected to be strongly suppressed. We will show that interaction effects again
play a decisive role for understanding the properties of spin-valves if arbitrary spin
polarizations in the leads are allowed.
Outline
In the first part of the thesis we derive the properties of interacting electrons in
metallic SWNTs. We start by giving a review in Chapter 1 on the electronic properties
6of noninteracting   electrons in SWNTs, which can be derived from the graphene
band structure using the so called zone-folding technique. The condition under which
SWNTs are metallic or semiconducting is discussed. The central part of the thesis is
Chapter 2 where we examine the interaction effects in finite size metallic SWNTs by
using the bosonization formalism.
In the second part of this work we derive the transport properties of SWNT quan-
tum dots. A general introduction to the physics of quantum dots will be given in Chap-
ter 3. There we also develop a non-equilibrium transport theory for generic weakly
coupled quantum dots using a density matrix approach. The properties of unpolar-
ized metallic SWNT quantum dots in the linear and non-linear regime are calculated
in Chapter 4. The corresponding generalization to SWNT spin-valve transistors is
presented in Chapter 5.
Part I
Electronic properties of interacting single
wall carbon nanotubes
CHAPTER 1
Electronic properties of noninteracting SWNTs
In this chapter we give an introduction to the physics of noninteracting electrons in
SWNTs [1, 22, 23]. The results will serve us in Chapter 2 as the basis for the inclusion
of electron-electron interactions. A detailed knowledge of the energy spectrum and the
structure of the eigenstates of the noninteracting system will be crucial in order to work
out the interaction phenomena discussed in Chapter 2 and for the proper calculation of
the transport properties in Chapters 4 and 5. For this reason we present the calculation
in this chapter at some length. Before addressing noninteracting electrons in carbon
nanotubes we first discuss the band structure of graphene. Due to the close relation
between SWNTs and graphene it is not surprising that the SWNT band structure can be
easily derived from the one of graphene by using zone folding as we show in Section
1.3. It turns out that depending on the way the graphene sheet is wrapped, either
metallic or semiconducting SWNTs are obtained. It is interesting to note that the
concept of zone folding has been applied to SWNTs even briefly before the discovery
of carbon nanotubes by Iijima [1]. Typically not found in textbooks is the use of open
boundary conditions which are necessary in order to properly take account of the finite
length of a SWNT.
1.1. Band structure of graphene
As explained in the introduction, SWNTs can be regarded as graphene layers,
rolled up to a seamless tube. Three out of the four valence electrons per carbon atom in
the graphene sheet form  -bonds with neighbouring atoms leading to the 2D hexag-
onal honeycomb structure of the graphene lattice as it is depicted in Fig.1.1.1. The
remaining   electrons determine the electronic properties of graphene. The crystal
structure of graphene leads to the formation of delocalized Bloch waves. We determine
the corresponding band structure, using a tight-binding approach.
Choosing the  and   directions as shown in Fig. 1.1.1 the basis vectors of the
graphene lattice are given by

 




	  





  	
(1.1.1)
Here  denotes the distance between nearest neighbours. Its value for graphene is


	


nm
	
Ignoring finite size effects for the moment, we assume in the following pe-
riodic boundary conditions for the graphene honeycomb lattice  . Then, according
to Bloch’s theorem, the single particle Schrödinger equation for the   electrons on
 will be solved by wave functions   



with a crystal momentum index 

. Be-
cause there are two atoms per unit cell an additional band index    is required to
9
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FIGURE 1.1.1. The graphene lattice with its sublattice structure.
characterize the Bloch waves. Hence we start with the ansatz






   

 






 
	
 






 






 	 (1.1.2)
where  


 denotes a   orbitals centered at the origin of the coordinate system. The
two carbon atoms in the unit cell are indicated by the sublattice index  

. Their
positions are given by




 









 






	 

	 
  
(see Fig. 1.1.1). Explicitly the vectors


 are














  	
Note that the Bloch waves in (1.1.2) are linear combinations of functions living on the
two separate sublattices. This fact will play a decisive role later on when discussing
exchange effects in SWNTs. In order to calculate the eigenenergy 

 of 



 , as well
as the coefficients





	
we insert the ansatz (1.1.2) into the single electron Schrödinger
1.1. BAND STRUCTURE OF GRAPHENE 11
equation  


 
 

 



 
 
	
(1.1.3)
In position representation the Hamiltonian reads
 



 

 




 


 




 






 	 (1.1.4)
where  

 







is the potential, describing the interaction of the   electron
with the ionized carbon atom at position  



	
So far we have not taken into account
the Coulomb interactions between the electrons. It is clear that the   orbitals solve
the Schrödinger equation of an isolated carbon atom. Thus
 





 


  
 


 	
 




 

 









	
Separating
 
into a Hamiltonian for an atom at position


 and a “rest” Hamiltonian
we get from (1.1.4),
 



 

 







 





 	
 
	 



 




 




 

 

 




 







 	
 
	 ff fi





(1.1.5)
Around the position



 the rest Hamiltonian fl
 



is negligible. We are free to set
 


. Subsequently we denote a   orbital centered around  


 by ffi  
  
.
Using (1.1.5) and applying the bra !




ffi from the left we obtain
!




 ffifl


ffi



 
 



!




 ffi



 
	
(1.1.6)
or with the tight-binding ansatz (1.1.2)



 

 






 
 "	



"












fl












 
 "

	



	
In matrix form this yields the following equation determining the energies   and the
coefficients


 
 ,
 #$

$






 %
$

$



#$









%
$





#


$





 
 %


$



#








 
%









$





 





	 (1.1.7)
where we have introduced the abbreviations
#


 "



  










!





ffifl


ffi


 
 "  
and
%


 "



  

 













!





ffi


 
 "  
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FIGURE 1.1.2. The three next neighbours of a certain carbon atom
on the graphene lattice. If a carbon atom is located on sublattice 
at the site 

its three nearest neighbours are situated on the other
sublattice  . Their lattice sites are given by          , with





	



and



.
Now we exploit the fact that the   orbitals are, with respect to the  -   plane, strongly
localized around their atoms. This means that we can neglect all overlap matrix ele-
ments except ! 



ffi





 

. Thus we find
%
$

$




%





 

	
%
$






% 


$






	
(1.1.8)
Additionally we conclude that !




ffifl


ffi


 
 "
 
is only of importance for the next
nearest neighbours of the atom at position


 since fl 



is, by definition, rather
small at the atom position


 , and for atoms farther away than the next neighbours we
expect the overlap of the   orbitals to vanish. Furthermore we exploit the radial sym-
metry of the   orbitals within the lattice plane, which means that the matrix elements


   


 "

!





ffifl


ffi


   
 "  
must be equal for all next neighbour sites       


 "
. With the help of Fig. 1.1.2 we
can determine       



" and obtain the following expressions,
#$

$




#









	
#$






#



$













 









!




$
ffifl

$
ffi


   

 
	
(1.1.9)
Let us introduce the quantities 






















and 	  !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$
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
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ffi
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
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.
Then, using the simplifications (1.1.8) to (1.1.9), the eigenvalue problem (1.1.7) takes
the form
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(1.1.10)
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FIGURE 1.1.3. Band structure of graphene. The valence and the con-
duction band touch at the corner points of the 1. Brillouin zone.
Setting the determinant of the matrix above to zero reveals the dispersion relation for
the valence and the conduction band:
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
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

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





ffi	 ffi
 

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

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
 
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
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(1.1.11)
As it can be seen from Fig. 1.1.3, the two bands touch at certain values of 

, which
will turn out to be just the corner points of the first Brillouin zone (BZ) of graphene,
and which we are going to call 
 points.
The basis 


	


  of the reciprocal lattice, denoted by 



, is given by the condi-
tion 

 



 


, i.e.,





	




	


	





	





	


	




together with the first BZ is sketched in Fig. 1.1.4. We can see that the corner
points of the first BZ can be divided into two sets  three points, indicated by the
black circles and the black/white circles in Fig. 1.1.4. Each point of a certain set is
equivalent to the other points within the same set, since they differ only by a reciprocal
lattice vector, whereas points from different sets are independent points in the 1. BZ.
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FIGURE 1.1.4. The reciprocal lattice of graphene with its hexagonal
Brillouin zone.
As representatives of the two sets we choose









	

	





	
Inserting  


 into the dispersion relation (1.1.11) yields  



 



which means
that the two bands touch at the corner points of the 1. BZ. Since the number of allowed


-values within the 1. BZ is equal to the number of lattice sites and taking into
account the two spin degrees of freedom, the   valence electrons (two per lattice
site) just fill up the low lying band whereas the higher band is unoccupied, if isolated
graphene is regarded. Consequently rather than a Fermi surface or line graphene has
two independent Fermi points that connect the valence and the conductance band. That
is why graphene is often called a semi-metal. Another consequence of the very special
band structure of graphene is that the low energy physics takes place in a small region
around




 . In this respect it is of great relevance for the discussion of the low energy
regime of metallic SWNTs later on that near the Fermi points ab initio calculations of
the graphene band structure qualitatively do not differ from our simple tight-binding
result (1.1.11), but only lead to slight quantitative corrections [23].
The band structure of SWNTs can easily be determined from the one of graphene
once we will have analyzed the different ways of wrapping up a graphene sheet to form
a SWNT. Thus let us now discuss the morphology of SWNTs.
1.2. Morphology of SWNTs
Having a graphene sheet like the one shown in Fig. 1.2.1 how can we construct
a SWNT? For this purpose we choose two different lattice sites A and B on the hon-
eycomb lattice and connect them by the the so called wrapping or chiral vector which
reads in terms of the graphene lattice basis vectors,





 









	  	


 

	
Now we roll the graphene layer onto a tube in such a way that A and B coincide. Then
automatically the tube axis is perpendicular to





	
Due to the sixfold symmetry
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of the graphene lattice already the set of wrapping vectors 





 with 
   ffi
 ffi  

covers all possible geometries of SWNTs. It is distinguished between chiral and
achiral tubes. In achiral tubes one side of the hexagons is parallel or perpendicular to
the cylinder axis. The other tubes are called chiral tubes, since they exhibit a spiral
symmetry, i.e., their mirror image is not congruent to the original one. The achiral
tubes are furthermore divided into armchair tubes and zigzag tubes. Armchair tubes
are described by wrapping vectors





	
whereas wrapping vectors




 characterize
the so called zigzag tubes (see Fig. 1.2.1).
FIGURE 1.2.1. Different wrapping vectors lead to different geome-
tries of the SWNTs.
The unit cell of the nanotube lattice is defined by the chiral vector and the transla-
tional vector 





 




 which is the shortest vector pointing along the tube axis
and connecting two carbon atoms. For a given wrapping vector the integers   and 
are determined via the condition










 leading to













	  
	

 









	  
	
The division by the greatest common divisor

of the wrapping indices in the pre-
vious equation ensures that we find indeed the shortest translational vector. Another
important quantity is the tube diameter  which depends on the wrapping vector ac-
cording to


ffi





ffi




 
	












	
1.3. Zone folding
As explained in 1.2 the lattice structure of SWNTs is, except for the tubular shape,
identical with the graphene structure. Neglecting curvature effects, also the chemical
  bondings of a SWNT and a graphene sheet are identical, and so the question arises
if SWNTs inherit the metallic behaviour of graphene. The answer is, as we will see,
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that this depends on the chirality of the tube. The key to the answer can be found in the
boundary conditions that must be fulfilled by the nanotube Bloch waves. Whereas for
the graphene calculations periodic boundary conditions (PBCs) were merely used as a
mathematical trick in order to get a proper quantization condition for the 

-values, in
the case of SWNTs the Bloch waves indeed have to fulfill the PBCs around the tube
waist. Because of the high aspect ratio of the tubes this means rather big quantization
steps for the 

-components perpendicular to the tube axis, whereas parallel to the tube
axis the 

-value separation is much smaller. To calculate the SWNT band structure,
we apply the so called zone folding technique, which assumes that the electronic prop-
erties of a SWNT associated with one of the allowed  -values are identical to those of
graphene.
In more detail: First we separate 

into a part parallel to the tube axis and a part
perpendicular to it

    


 





	
The quantization condition for  is determined by the wrapping vector


 








and the length of the tube. Bloch’s theorem together with the PBC around the waist of
the tube, and the usual Born- von Karmann PBC along the tube axis require

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
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


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
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

 

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

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

 



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 





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
 
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 
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 

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

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 

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where  is the length of the nanotube. We arrive at the quantization conditions



ffi


ffi

	

 




	

	

 
	
(1.3.1)
Note that in general




 

 , which affirms that

 
is a quasi-continuous variable
if compared to

. The allowed 

- values for different types of SWNTs are shown
in Fig. 1.3.1. Now we can tackle the question, under which condition a SWNT is
semiconducting or metallic. If the quantization condition (1.3.1) allows  values that
FIGURE 1.3.1. Examples for the allowed 

- values in an armchair-,
zigzag- and chiral- SWNT (from left to right). The dark spots indicate
a small distance between valence and conduction band, whereas the
bright areas represent large gaps between the two bands.
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coincide with  


 we have metallic nanotubes otherwise there is a energy gap be-
tween occupied and unoccupied states and we have semiconducting ones. Since the
set of allowed 

values is given by the chirality of the tube, the wrapping vector


determines whether the SWNT exhibits metallic behaviour or not. Regarding

 
as
continuous variable condition (1.3.1) is satisfied for the Fermi points if

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
	

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
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
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  
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
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(1.3.2)
With (1.1.1) we obtain

	


 

 

	

 
	
Hence it is obvious that according to the zone folding procedure a SWNT is metallic,
if 
 

	
 
	
(1.3.3)
For the sake of simplicity we concentrate on armchair tubes ( 
  
) from now on.
This can be done without loss of generality for our purpose of examining interacting
electrons in metallic SWNTs since correlation effects are universal at low energies,
i.e., they do not depend on the chirality, as shown in [24]. Whenever deviations from
the armchair behaviour occur for the other types of SWNTs we will explicitly mention
it. Additionally we notice that if curvature effects are included only armchair SWNTs
remain to be truly metallic whereas for the other SWNT geometries fulfilling condition
(1.3.3) a small gap opens at the Fermi points. In Fig. 1.3.2, the full band structure of
a (  
,
  
) armchair tube is shown. As expected there is no gap in the band
structure since two of the subbands touch at the Fermi points.
1.4. Low energy description of noninteracting armchair SWNTs
From Fig. 1.3.2 it can be seen that for a typical SWNT like the (10,10) tube there
is a gap of around eV between the Fermi level and those subbands which do not
touch it. For comparison, eV corresponds to a temperature of about 
K, if we
consider the thermal energy


	
Thus even at very high temperatures the low energy
physics merely takes place in the “gapless” subbands touching at the Fermi points.
Until now we have neglected the Coulomb interaction between the   electrons, but,
as we know from the introduction, interactions in 1D systems change the properties
of the corresponding noninteracting system tremendously. Before we derive the low
energy many body Hamiltonian for armchair tubes, including the electron- electron
correlations, we construct a suitable basis set of single electron states. For this purpose
we start from the graphene Bloch waves 1.1.2, and using the zone folding again, we
obtain the proper SWNT wave functions for PBCs along the tube axis. However, in
order to adapt this procedure to a finite size system we will finally change from PBCs
to open boundary conditions (OBCs) and obtain standing rather than travelling waves.
1.4.1. Noninteracting electrons in finite size armchair SWNTs (PBCs) . For
armchair SWNTs, the set of allowed wave vectors that correspond to the two touching
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FIGURE 1.3.2. The subbands of a (10,10) armchair nanotube. Note
that there seem to exist four

- values, where subbands touch the
Fermi level, but only two of them are independent. The - values
corresponding to




 are encircled.
subbands in Fig. 1.3.2 are given by















	


 
	 (1.4.1)
where



points along the tube axis and  is the tube length. Only 

vectors in the
vicinity of the Fermi points, i.e., 






 , are relevant for low energy processes. Let
us therefore write

in the following way:

  
 
	 (1.4.2)
where
 
measures the distance between

and  



 in the reciprocal space. If we
restrict ourselves to low energy excitations, we can directly deduce from (1.4.1), that
armchair nanotubes are indeed realizations of ideal 1D quantum wires.
Let us turn to the evaluation of the armchair Bloch functions and energy dispersion
relation. Since we are only interested in the region near




 in 

-space, it is sufficient
to expand   in (1.1.10) up to first order in   around   
    






 . We start
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FIGURE 1.4.1. Energy dispersion relation near the  


 points.
For metallic SWNTs the valence band (dark blue) and the conduc-
tion band (orange) touch at the Fermi points. The energy dispersion
is linear near




 . Note that the PBC quantization condition (1.4.1)
leads to an energy level separation of
 
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	Using (1.4.2) and the definitions of the lattice basis vectors from (1.1.1) we get after
the expansion around  ,
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(1.4.3)
Note that we have replaced 

in   by the two indices   and  . With (1.4.3) equation
(1.1.10) which determines the tight binding parameters becomes
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(1.4.4)
Therefore the energy relation around both Fermi points is linear,
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	 (1.4.5)
as also depicted in Fig. 1.4.1. Here  
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
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

 is the group velocity at
the Fermi points. Solving equation (1.4.4) we get the following relation between the
wave function coefficients
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

 on the different sublattices,
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(1.4.6)
We can satisfy (1.4.6) by choosing
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(1.4.7)
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FIGURE 1.4.2. Introduction of right and left moving states. Instead
of characterizing using the different low energy subbands in a metallic
SWNT by the band index  for valence and conduction band, we
introduce the branch index
  

 for right and left moving elec-
trons.
In order to normalize our Bloch functions to unity, we still have to introduce a prefactor

 
	
where

 is the total number of sites in the nanotube lattice. Inserting (1.4.7)
into the tight binding ansatz (1.1.2) we finally obtain for the armchair nanotube Bloch
waves near the Fermi points 




 the following expression
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(1.4.8)
For our further discussion it will be convenient to introduce the notion of right and
left moving states: Bloch waves on branches with positive (negative) group velocity
are called right (left) movers. As it can be seen from Fig. 1.4.2 this allows us to
switch from the band index  and wave number   to a new index

 

 , where

corresponds to right and  to left movers. In detail the relation between  and

is
given by
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



	   





	   


	








	   





	   


	
(1.4.9)
Introducing the label

leads to the following expression for the Bloch wave functions
of an armchair SWNT near the Fermi points:
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(1.4.10)
The factors



 can be derived from the coefficients
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 
 with the help of (1.4.9),
obtaining
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(1.4.11)
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Another simplification can be achieved by expanding   



around the Fermi point
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which gives
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Hence the final result for the armchair single electron wave functions at low energies
is given by
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(1.4.13)
1.4.2. Noninteracting electrons in finite size armchair SWNTs (OBCs). So
far we have assumed PBCs along the tube axis, i.e., 

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


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
 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. This
choice of boundary conditions is appropriate if one is interested in bulk properties of
long enough SWNTs. But since we want to take into account finite size effects, OBCs
are the natural choice for our purposes. That means that we have to look for solutions

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

of the single electron Schrödinger equation (1.1.3) fulfilling the condition
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where the index  still has to specified. To find the functions  



we let us lead by
[25], where a generic spinless 1D system with OBCs is treated, and build up the OBC
waves as linear combinations of the Bloch waves 







in analogy to standing waves
in 1D quantum boxes. Since we have right and left moving states at each Fermi point
there are two different solution of (1.1.3) fulfilling OBCs for an appropriate choice of
 
:

	
$




 




 













 






 	 (1.4.15)

	




 




 













 







	
(1.4.16)
Using equations (1.4.11) and (1.4.10) we can also rewrite  



in terms of the sub-
lattice wave functions   
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with
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(1.4.18)
In the course of this thesis we will see that the index  has properties very similar to
the electron spin. Therefore we also refer to  as pseudo spin in the following. As
sketched in Fig. 1.4.3, the energy eigenvalues  belonging to  


 by definition
show the energy dispersion relation of right and left movers, respectively. Putting
together equations (1.4.10), (1.4.15) and (1.4.16) we obtain the following expressions
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FIGURE 1.4.3. The PBC band structure of armchair SWCNTs (left)
can be mapped onto the OBC band structure (right) by constructing
suitable linear combinations of Bloch waves from the  - band at



 and the   - band at  
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for the standing waves  
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We know that the   orbitals are strongly localized around  



. This is why we
can reduce the sum over all lattice sites  to a sum over all lattice sites whose -
component is approximately equal to a given

 :
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Let us choose explicitly





and     . Then according to (1.4.21) and (1.4.14),
the OBCs are formally fulfilled if 
       
 	 
   or if
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(1.4.22)
Here fl is a small off-set that is necessary if


 





	


 
. It is worth to
mention that a value of fl different from 
 or



causes a mismatch

ff between
the energy levels of the 


and    branch, as can be deduced from Fig. 1.4.3.
The physical meaning of this mismatch is, that one of the bands will be energetically
favoured, if a new electron is added to the nanotube.
Note that we are discussing the low-energy-regime where only small values of  
are of physical importance. By comparing (1.4.22) and (1.3.1) we recognize that the
spacing between two neighboring   values in the OBCs is half as large as in the case of
PBCs (consequently the same is true for the energy level spacing). Fig. 1.4.4 shows an
1.4. LOW ENERGY DESCRIPTION OF NONINTERACTING ARMCHAIR SWNTS 23
FIGURE 1.4.4. Squared amplitude of the standing wave function
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for
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and fl  
 as they were obtained by DFT calcula-
tions [26].
image of ffi$ 



ffi

for
  


and   
 from [26]. Instead of using the tight-binding
method, the standing wave pattern was calculated by an ab initio density functional
theory calculation (DFT), yielding qualitatively the same result.
1.4.3. The Hamiltonian of noninteracting metallic SWNTs. From the disper-
sion relation of the standing waves  



shown in Fig. 1.4.3 it is easy to derive the
kinetic part of the Hamiltonian describing   electrons at low energies. As we know
from our discussion in Section 1.4.1, the two branches in the dispersion relation have
slopes given by  . Hence, including the spin degree of freedom, the Hamiltonian
of the noninteracting electrons is given by
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with
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 being the operator which annihilates ffi
 
ffi

 
. Note that the summation
over
 
corresponds to states in the vicinity of the Fermi points. Using relation (1.4.22)
for the quantized values of   the Hamiltonian reads
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where we have defined the operator   counting the number of electrons character-
ized by a certain index pair 
	
The level spacing of noninteracting SWNTs is given
by


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(1.4.24)
In total we have to distinguish between the four different electron species     ,
 
,


,


. The possible energy mismatch between the    and    electrons
is taken into account by the second term on the right hand side of (1.4.23).
1.4.4. The electron operator. Before including the Coulomb interaction between
the electrons we introduce the electron operator of the low energy system thus being
enabled to write down the interaction part of the Hamiltonian in position representa-
tion. Including the spin degree of freedom and restricting ourselves to the subspace of
states spanned by  ffi
 
 (low energy regime) we can write the 3D electron operator
as 



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(1.4.25)
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With the help of the decomposition of  



into its sublattice contributions, equation
(1.4.17), we obtain from (1.4.25),
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In regard to the application of bosonization techniques later on it is crucial to introduce
the slowly varying 1D electron operators
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which can be rewritten in terms of bosonic creation and annihilation operators as we
will demonstrate in Section 2.4.3. Using the definition of the 1D electron operators,
(1.4.26), we arrive at
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Notice that the operators
 


 and     are not independent. According to
(1.4.26) the relation
 
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


  
 






holds. This is not surprising since after changing from PBCs to OBCs, the Fermi point
index  distinguishes not between different electron species any more.
CHAPTER 2
Interacting electrons in metallic SWNTs
This chapter has been worked out in collaboration with Milena Grifoni. A manuscript
containing the major achievements discussed in this chapter has been submitted to the
Physical Review Letters, preprint arXiv:0708.1486.
As described in the introduction of this thesis, SWNTs have remarkable mechan-
ical and electronic properties. The main focus of the present work is on the interplay
between the 1D nature of SWNTs and electron-electron correlations.
For 3D systems of repulsively interacting spin  particles, Landau established
the validity of the so called Fermi liquid theory in the limit of low excitation energies,
for a review see [27]. Landau’s theory is based on the assumption that the excitation
spectrum of interacting fermions is qualitatively equivalent to the one of the corre-
sponding noninteracting system. In other words, it is expected that the elementary ex-
citations in the interacting system, the so called quasiparticles, have the same quantum
numbers as the particles in the noninteracting system. Only parameters as the mass are
renormalized. Hence in 3D, interacting fermions can be mapped onto a noninteracting
Fermi gas. Especially also the existence of a well defined Fermi surface at energy  
should be unaffected by particle-particle correlations. The stability of the Fermi sur-
face in the presence of interactions is reflected in a discontinuity in the single particle
momentum distribution  


at



 (for a noninteracting Fermi gas the momentum
distribution at zero temperature is of course given by the step function  



ffi


ffi
 	
with the Fermi wave number

 ). Indeed the jump in the function    at the Fermi
energy can be derived for 3D systems [27]. In this respect the applicability of Fermi
liquid theory in 1D becomes questionable as already a perturbative calculation of  


up to second order for interacting spinless fermions on a ring leads to a continuous
expression [28, 29, 30]. This finding indicates that the Fermi liquid quasiparticles are
no stable excitations in 1D.
But what are the low energy excitations of interacting fermions in 1D? To answer
this question it is important to notice that around the Fermi points of a 1D system
we can always linearize the dispersion relation. This means that all particle-hole ex-
citations with a certain momentum  have the same energy

and hence the same
propagation velocity, see Fig. 2.0.1. Thus it is tempting to consider all particle-hole
excitations associated with a fixed  as one collective excitation. It was already real-
ized by Tomonaga in 1950 [11] that this new quasiparticles are bosonic in nature. Of
course this kind of excitations also exists in 3D. But, as realized by Tomonaga and
as we are going to proof in Appendix B for metallic SWNTs, in 1D they represent a
complete basis of the Hilbert space containing all possible particle hole excitations!
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FIGURE 2.0.1. Excitations in a fermionic 1D system. All particle-
hole excitations with a certain momentum  have the same energy


.
For this very reason it is possible to rewrite the Hamiltonian for a system of interacting
fermions in terms of bosonic operators. It is interesting to note here that at the time
of the publication, Tomonaga himself considered his discussion of 1D systems as [11]
“of rather mathematical nature without entering into real physical problems.”
Restricting the discussion to density-density interactions, the form of the result-
ing Hamiltonian is quadratic in bosonic operators, the so called Tomonaga-Luttinger
model. Hence in this case the seemingly complex many body problem of interacting
electrons can be easily solved once the theory has been bosonized. In analogy to the
Fermi liquid theory it has been established that at low excitation energies the physics
of interacting fermions in 1D is captured by the Luttinger liquid (LL) theory [31], a
simplified version of the Tomonaga-Luttinger model: The interactions result merely
in the energy renormalization of certain collective excitations, described by a single
parameter   .
Deviations from the LL theory are found in systems with low densities where the
interaction energy exceeds the kinetic energy by far [32], as well as in the vicinity of
half-filling where, as we will show in Section 2.5.4, umklapp processes of non-density-
density form of considerable strength become relevant. In one-dimensional metallic
systems of infinite length the effect of umklapp scattering is the opening of a gap in
the bosonic excitation spectrum, the so called Mott metal-insulator transition, see e.g.
[14, 33, 34]. As we are going to demonstrate in this chapter, interaction effects not
contained in the LL theory can also result from the fact that real condensed matter
systems that can be considered as strictly 1D in momentum space actually do have a
3D extension in position space.
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It should be emphasized that only the possibility of reexpressing also the electron
operators in terms of the bosonic operators, discovered by Haldane [12], leads to the
great predictive power of bosonization, as it is necessary in order to determine mea-
surable physical properties of the system via the calculation of correlation functions
or general matrix elements between eigenstates of the 1D system. In the course of this
thesis we will make extensive use of this so called bosonization identity.
For detailed reviews about correlated fermions in 1D and bosonization we refer to
[33, 34, 35].
2.1. What is special about interacting SWNTs
With respect to metallic SWNTs it was realized in the seminal theoretical works
[13, 14] that due to the 1D nature of the electrons, correlations have to be described
within the LL picture. The accompanying occurrence of power-laws for various trans-
port properties could indeed be observed experimentally [15, 16]. Electron-electron
interactions in finite-size SWNTs were treated by Kane et al. [17], where the dis-
crete energy spectrum was derived within the Tomonaga-Luttinger model. Since the
electrons in SWNTs exhibit additionally to the spin also an orbital degree of freedom,
the pseudo spin  from Chapter 1, it has been found that the excitations which are
of bosonic nature can be divided into four instead of two different types, related to
total and relative (with respect to the pseudo spin) spin and charge excitations. The
most striking effect of the repulsive Coulomb interaction is that the total charge mode
has strongly enhanced excitation energies and an accordingly enlarged propagation
velocity compared to the remaining three excitations. This very specific feature of
interacting 1D systems has become famous as spin-charge separation. A direct exper-
imental verification of this phenomenon has been achieved for SWNTs [37] and also
for 1D wires in a GaAs/AlGaAs heterostructure [36].
As already mentioned, at low energies the electrons in SWNTs are strictly con-
fined in a 1D momentum space due to quantization around the circumference of the
tube, however their wave functions live in a 3D position space. As a consequence of
the special structure of the honeycomb lattice of SWNTs this leads to short ranged
interaction processes which are not accounted for in the LL theory. The role of those
so called non-forward scattering parts of the Coulomb interaction has only been dis-
cussed for SWNTs of infinite length by renormalization group techniques [13, 14].
In [13] deviations from conventional LL behaviour have been found only for very
small temperatures    

	
 mK provided that the interaction is long ranged. The
work of Yoshioka and Odintsov [14] additionally took into account the situation at
half filling where, as already mentioned, the formation of a Mott insulating state was
predicted. In the works treating electron-electron interactions in finite size SWNTs
within the bosonization formalism, the effect of non-forward scattering and hence of
non-density-density processes has been neglected completely so far. This approxima-
tion leading to a Tomonaga-Luttinger model for SWNTs we will call the “standard”
theory in the following. In the case of SWNTs it is valid if moderate to large diam-
eter tubes (Ø  
	

nm) are considered [17], or if finite size effects can be neglected
since the relevant energies exceed the level spacing of the SWNT as in the experiments
[15, 16]. Recent experiments [18, 38, 20] however, have found exchange effects in the
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ground state spectra of small diameter tubes which can not be explained using the
“standard” bosonization theory for interacting SWNTs, see Fig. 2.1.1. Oreg et al. [19]
have presented a mean-field Hamiltonian for the low energy spectrum of SWNTs in-
cluding an exchange term favouring the spin alignment of electrons in different bands.
The values for the exchange splitting observed in the experiments agree well with
the mean-field predictions. However, the mean field approach does not allow for the
mixing of states with a different shell filling, i.e., of states with a different number
of electrons with certain spin and pseudo spin quantum numbers, and therefore fails
to describe important interaction processes. Moreover, in contrast to the bosonization
procedure it can not predict the correct excitations spectrum because it completely
misses the effect of the long ranged part of the Coulomb interaction responsible for
the LL behaviour.
In this thesis we go beyond the mean field approach, deriving a low-energy1 many-
body Hamiltonian for finite size metallic SWNTs, thereby including for the first time
all relevant interaction processes. This allows us to identify the microscopic mecha-
nisms that lead to the various exchange effects seen in experiments and to predict new
features not observed so far. Moreover the occurrence of further finite size effects like
the quantization of charge and energy levels arises naturally from our approach. An
interesting situation occurs near half-filling since there additional processes become
relevant which can not be considered as small compared to the dominating forward
scattering terms. Unfortunately, we have not found a reliable way of diagonalizing the
Hamiltonian in that situation so far.
Using bosonization we determine the spectrum and eigenstates of the SWNT
Hamiltonian. For this purpose we collect all the parts of the Hamiltonian which can
be described by a Tomonaga-Luttinger type of Hamiltonian and we diagonalize the
resulting Hamiltonian using standard techniques from the bosonization formalism. Of
the remaining terms we will calculate the matrix elements in the eigenbasis of the
Tomonaga-Luttinger Hamiltonian and diagonalize the total Hamiltonian in a truncated
basis.
Concerning the ground state properties, we find under the condition of degenerate
bands, a spin  triplet as ground state if 
   electrons occupy the nanotube. This
is insofar remarkable as a fundamental theorem worked out by Lieb and Mattis [39]
states for any single-band Hubbard model in 1D with nearest-neighbour hopping that
the ground state can only have spin 
 or 
	
However, at the end of their article they
explicitly pose the question whether ground states with higher spin could be realized in
1D systems with orbital degeneracy, which in the case of SWNTs is present due to the
substructure of the underlying honeycomb lattice. Our findings answer this question
with yes, hence proofing that the theorem by Lieb and Mattis can not be generalized to
multi-band systems. Moreover, it is interesting to note that all of the processes favour-
ing higher spin states in SWNTs involve non-forward scattering with respect to the
orbital degree of freedom. On the experimental side an exchange splitting in the low
1Low energy here means that we consider only electrons residing in the subbands touching at the Fermi
level of a uncharged SWNT. For typical SWNTs this corresponds to an energy range of about  eV around
the charge neutrality point where the energy dispersion of the noninteracting system is linear. Concerning
the thermal energy  ,  eV corresponds to a temperature of approximately   .
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FIGURE 2.1.1. Transport measurement on a SWNT in a magnetic
field   , from [18]. Shown is the differential conductance   as a
function of the gate voltage


at fixed bias voltage 

. Lines indicate
changes in the current which are either due to new states becoming
available for transport (   
) as  is increased or states drop-
ping out of the transport window (   
). Of special interest
here are the lines E to H related to states of a SWNT occupied by





electrons. E corresponds to the singlet ground state, F and
G to a triplet state that is Zeeman split for finite   (one might expect
three lines for the triplet but one transition is not allowed) and H to a
singlet state again. According to the standard theory, the lines F to H
should meet at    
.
energy spectrum of the 
   charge state has indeed been observed [18, 38, 20].
However, all the experiments demonstrating exchange splitting were carried out for
SWNTs with a large band mismatch such that the ground states are supposed to be
spin 
 singlets. Especially Moriyama et al. have proven that this is the case in their ex-
periments [18] by carrying out magnetic field measurements, cf. Fig. 2.1.1. Thus, the
threefold degenerate spin  ground state has not been observed yet, since its occurrence
requires a band mismatch that is small compared to the exchange energy. Addition-
ally to the ground state properties of metallic SWNTs we have also determined the
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excitation spectra. We find that the huge degeneracies as obtained by only retaining
the forward scattering processes are partly lifted and the spectrum becomes more and
more continuous when going to higher energies. Finally this leads to a lifting of the
spin-charge separation predicted by the “standard” theory.
The outline of the remaining of this chapter is the following. Based on our ex-
amination of the low energy physics of noninteracting electrons in finite size metallic
SWNTs in Chapter 1 we include the Coulomb interaction and derive the effectively
one-dimensional Hamiltonian for the low energy regime in Section 2.2. The analy-
sis of the effective 1D interaction potential in Section 2.3 allows us to sort out the
irrelevant interaction processes. The remaining interaction terms are either of density-
density or non-density-density form. Before diagonalizing the obtained Hamiltonian
we introduce the powerful bosonization formalism in Section 2.4.
The density-density part of the interaction we diagonalize together with the kinetic
part of the Hamiltonian by bosonization and by applying the Bogoliubov transforma-
tion in Section 2.5.3. Using the obtained eigenstates as basis we calculate the corre-
sponding matrix elements for the non-density-density part of the interaction with the
help of the bosonization identity of the electron operators, Section 2.5.4. In Section
2.5.5 we calculate the ground state and excitation spectra by diagonalizing the Hamil-
tonian including the non-density-density processes in a truncated basis and discuss the
results.
2.2. Coulomb interaction in metallic SWNTs
In this section we derive the exact form of the electron-electron interaction in
metallic SWNTs. As announced in Chapter 1 we focus on armchair tubes. This we
can do without loss of generality, since, as shown in [24], electron-electron interac-
tions are universal for all types of metallic SWNTs. According to the 1D nature of
SWNTs we will show how to express the Coulomb potential in terms of an effective
1D interaction potential. Though, the actual 3D structure of a nanotube lattice will still
be reminiscent. A detailed discussion of this point will clarify in Section 2.3 which of
the possible interaction scattering processes are indeed non-vanishing. We start with
the general expression for the Coulomb interaction in second quantization,
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where  

 


 
is the possibly screened Coulomb potential. For the actual calculations
we model  

 


  by the so called Ohno potential which takes into account the
localized character of the   orbitals; it interpolates between  	 the interaction energy
between two   electrons in the same orbital for

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and 


 



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 "
 for large values
of ffi

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ffi. Measuring distances in units of Å and energy in  , it is given by [40]
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In our case a reasonable choice is    eV [41]. The dielectric constant for SWNTs
is expected to be in the range   
	



	
 [13].
In order to reduce the dimensions of the problem from three to one, we reexpress
the 3D electron operators






from (2.2.1) in terms of the 1D operators      ,
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cf. equation (1.4.27). After integrating over the coordinates perpendicular to the tube
axis, we obtain a truly 1D description of the interaction,
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where
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denotes the sum over all quadruples      	 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. Under the assumption — justified by the localized character of the
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orbitals — that the Bloch waves on the different sublattices   
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, our procedure leads to the following effective
1D interaction potential 
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Using relation (1.4.18) for the coefficients

  and performing the sum over  	

, we
can separate 




 into a part describing the interaction between electrons living on
the same (intra) and on different (inter) sublattices,
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Here   







 denotes the integration over the coordinates perpendicular to the
tube axis. Note that the 3D extension of the considered SWNT enters the effective
1D interaction potential via equation (2.2.6). The interaction potentials 








and









are completely symmetric with respect to the two sublattices and thus do not
depend on the actual choice of  in (2.2.6). For the subsequent discussion of the non-
vanishing interaction processes it will be of importance that the intra- and inter- lattice
interaction potentials only differ considerably on small length scales ffi

ffi
 

 [13].
The reason for this is quite simple: Consider two atoms at sites

 and



on a SWNT
lattice with ffi



ffi
 


	
Then the distance between the two atoms (and hence the
strength of the Coulomb interaction between   electrons from those two atoms) will
strongly depend on whether or not both atoms are from the same sublattice or not.
Whereas for large ffi




ffi


 the distance between both atoms will be insensitive
to the sublattice structure and will be approximately given by ffi  

ffi. In Appendix
D we show how we actually determine the values for the potentials 















 	 


for specific SWNTs.
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FIGURE 2.3.1. The relevant scattering processes. For-
ward/back/umklapp scattering are denoted by





 
. The
index I represents one of the three degrees of freedom  	  	  (branch,
Fermi point and spin, respectively).
2.3. The relevant scattering processes
Not all of the terms in (2.2.3) contribute to the interaction because the correspond-
ing potential 




 vanishes or has a very small amplitude. In order to pick out the rel-
evant terms, it is convenient to introduce the notion of forward (

)-, back ()- and umk-
lapp ( )- scattering with respect to an arbitrary index quadruple      	  	 
 
associated to the electron operators in (2.2.3). Denoting the scattering type by %  we
write   	

 for 
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. Furthermore we use  	
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for 
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, cf. Fig. 2.3.1. Keeping only the relevant terms,
the interaction part of the Hamiltonian acquires the form,
   

	





 

	


 

	




 

	 (2.3.1)
where



 




 


 












   







 


 
 	 


 
 







 
 






"




 




"




 






  	 (2.3.2)
as we are going to demonstrate in the following. Similarly to before the summation



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extents over all quadruples   	   and   corresponding to the
scattering types %
	
%
 and % respectively.
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Relevant scattering processes of  . We start with an examination of the possible
scattering events related to the pseudo spin  . From (2.2.5) we can immediately read
off that the interaction potential 




 does not vanish only if 
   
	
Thus we
find the following cases determining the relevant scattering types,
 






	






	
  






	






	
Relation  

summarizes all the forward scattering processes with respect to  and the
associated interaction potential is proportional to the sum of intra- and inter- lattice
interaction,
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Case   

includes all % 

and %    processes and the interaction potential is
proportional to the difference between 
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As we already know, 
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and 
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
only differ on small length scales ffi  ffi    .
This means that in general 
ff
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is a short ranged interaction.
Scattering of  . The determination of the essential scattering processes with re-
spect to  can be achieved by exploiting the approximate conservation of quasi mo-
mentum. Looking at expression (1.4.12) for the wave functions  



, we find from
equation (2.2.6) that the interaction potentials 
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and 
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contain phase factors
of the form
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. Although we are considering a finite system,
therefore not having perfect translational symmetry, after the integration along the
tube axis in (2.2.3), only terms without fast oscillations survive 2. The corresponding
condition is given by
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that means only the %


and % 

terms remain. We have explicitly checked
that due to the discrete nature of the SWNT lattice also the %    processes have
very small amplitudes and can be neglected. Note that condition (2.3.5) leads to











 
 in (2.2.3).
Scattering of  . It is clear that with respect to the spin only forward scattering,
i.e., %


, is allowed, since the Coulomb interaction is spin independent.
Altogether, the previous considerations proof equation (2.3.1).
2For a perfectly translational invariant 1D system it holds
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 does not depend on

" because of the translational invariance. So it is
clear that the double integral vanishes unless    "   
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FIGURE 2.3.2. Examples of  conserving and  non-conserving
processes deep inside the Fermi sea (FS). In the former case (left side)
processes with vanishing excitation energy are possible, whereas in
the latter case (left side) such processes are inevitably connected with
a huge excitation energy.
2.3.1. Processes conserving or not conserving the fermionic configuration.
From the discussion in Chapter 1 we already know that we have to distinguish between
electrons with different spin  and pseudo spin  . In the following we will denote the
number of electrons of a certain species by  and we will refer to the quantity

 


$ 
	 
$
	 

 
	 



as fermionic configuration. Not all of the scattering
processes in (2.3.1) conserve 
	
In more detail, for terms with % 	 %     	

$

,

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
	
%

 


	

 
and % 	 %     	

 


is not a good quantum number as it can
be easily verified by using equation (2.3.2). In general, only processes described by the


conserving terms are sensitive to the total number of electrons in the dot. As exam-
ple we mention the charging energy contribution proportional to   ,   






arising from the %
	
%

	
%

 


	

	


processes explicitly appearing later on in the
interaction Hamiltonian. On the other hand for the  non-conserving terms, only the
vicinity of the Fermi surface is of relevance. The physical reason is that due to the Pauli
principle and the large number of states below the Fermi surface,  non-conserving
processes depending on all the occupied states of a certain branch  would corre-
spond to an extremely huge excitation energy by far exceeding the low energy regime
we are considering, cf. Fig. 2.3.2.
2.3.2. Processes only relevant near half-filling. Away from half-filling we find
that terms with

  
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	 (2.3.6)
i.e., the umklapp scattering terms with respect to the product  3 can be neglected
in (2.2.3). For the  non-conserving terms fulfilling (2.3.6) this is a consequence of
the approximate conservation of quasi momentum, arising from the slow oscillations
of the 1D electron operators in (2.3.2) which near the Fermi surface are given by the
3There are simple rules for determining the scattering type 


if 

and 

are known. Defining a
product by 












it holds,  
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exponential
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After performing the integrations in (2.3.2) this leads approximately to (2.3.6). The


conserving terms obeying (2.3.6),    and     , which describe not only pro-
cesses near the Fermi level, add a term proportional to the number of electrons above
half-filling to the Hamiltonian, therefore just giving rise to a shift of the chemical po-
tential.
2.3.3. Long ranged vs. short ranged interactions. Another property which can
be used to classify the various scattering processes is their interaction range. Except of








$



, all relevant interaction potentials 




 can effectively be treated
as local interactions: In the case of 
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 
this is due to the appearance of phase factors

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 in (2.2.6), arising from the Bloch waves   
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, cf. equation (1.4.12),
oscillating much faster than the electron operators
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The potentials 
ff



, being
proportional to the difference of the inter- and intra-lattice interaction potentials, are
in general short ranged, since as we have already discussed subsequently to equation
(2.2.6), 

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and 
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only have considerably differing values for
ffi
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 . Summarizing, only the processes with % 	 % 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are long
ranged. All other terms can effectively be written as local interactions. That is, for
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we can replace equation (2.2.4) by the approximation
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where we have introduced the coupling parameters
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Using the approximation (2.3.7) we obtain from (2.3.2) in the case % 	 %   

	


the following expression for the non-forward scattering interaction terms,



 



 



 


 











 
 




 







 
 





 "

 
 



 "

 
 






 
	
(2.3.9)
Let us introduce the abbreviations  $   
 
and  ff   




 


	
For details
about calculating the values of those coupling constants for a specific SWNT, see Ap-
pendix D. We find that in general the coupling constants  $ and  ff scale inversely
with the total number of lattice sites, i.e., like , where  is the tube diameter. From
a physical point of view this is due to an increasing attenuation of the wave functions
for a growing system size such that short ranged interaction become less effective4.
Because the level spacing of the noninteracting system

 scales like  , cf. (1.4.24),
4Consider e.g. the classical Hartree energy   of a homogeneous density on a tube, 


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	 for a -function like interaction potential
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 i.e.,   scales like the system size.
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TABLE 1. The dependence of the coupling constants  $ 	  ff and  ff
on the tube diameter  and on the dielectric constant .
the products  $  and  
ff




 are constants. The corresponding numerical values
for different dielectric constants , cf. equation (2.2.2), are given in table 1.
2.3.4. Density-density vs. non-density-density processes . The interaction pro-
cesses can furthermore be divided into density-density terms — easily diagonalizable
by bosonization as we will see — and non-density-density terms, respectively. It is
clear that the forward scattering interaction
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is of density-density form, since with the densities
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(2.3.10)
But since we treat the short ranged interactions as local, also      ,
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and similarly 
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are density-density interactions. In total the density-density part of the interaction
therefore is given by
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(2.3.13)
The remaining terms are not of density-density form and are collected in the operator
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Including only the contributions relevant away from half-filling, we obtain,
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Near half-filling additionally the processes

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	 
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and 

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 	 (2.3.15)
satisfying condition (2.3.6), contribute to  . Overall, the SWNT Hamiltonian ac-
quires the form
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(2.3.16)
2.4. Interlude: The bosonization formalism
Before we continue our examination of the low energy physics of SWNTs we
have to introduce the method of choice for the treatment of interacting electrons in
1D: bosonization. It will be the key tool that will enable us to perform main parts of
the remaining calculations in this thesis. In general bosonization means rewriting a
fermionic theory i.e., a theory in terms of fermionic creation and annihilation opera-
tors, as a theory whose excitations are described by bosonic operators. Since Fermi
liquid theory is not applicable to correlated 1D systems of fermions as we have ex-
plained in the introduction to this chapter, bosonization has become the key technique
for the low-energy treatment of those systems.
In this section we will give a short summary about the most important aspects and
relations of the so called constructive bosonization approach, introduced by Haldane
[12] and reviewed in great detail by von Delft and Schoeller [35, 29, 30]. This theory
provides an exact bosonization identity for the 1D electron operators
 




 
in Fock
space, since it assures that
 



 and
 


 have the correct creation/annihilation prop-
erties of fermionic operators. This is crucial for the discussion of systems with a finite
number of particles.
2.4.1. Extension of the Fock space. In the discussion of the low energy physics
of a noninteracting SWNT we have pointed out that we restrict ourselves to states in the
vicinity of the Fermi points, i.e. to standing waves  with wave numbers ffi  ffi   
  .
However, the bosonization approach requires a dispersion relation that is unbound
from below. Therefore we artificially extend the  

branches to   values ranging
from  to  thereby keeping the linearity of the dispersion relation over the whole
range. To avoid unphysical contributions from the artificially added states, we have to
make sure that states far below the Fermi level of the unbiased noninteracting system
are always occupied, whereas states far above the Fermi level are strictly empty, i.e.,
we have to require

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
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As was already pointed out by Tomonaga, the extension of the dispersion relation is
justified, if we assume the interaction to be long ranged enough. In this case the Fourier
transform of the interaction potential has a cut-off
 
 , that lies within the interval of
 
values of our original system. Thus, no excitations involving the new artificially
added states occur. Since for SWNTs the main contribution to the electron-electron
interaction is from long ranged forward scattering processes, Tomonaga’s argument
indeed holds in our case. In order to retain finite expressions for the energies of the
system we use the groundstate ffi %
 
of the undoped system as reference and measure
energies henceforth relative to this state we are denoting as Fermi sea in the following.
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More precisely we define ffi %
 
via its properties


 ffi

%
 



	

  


	



ffi

%
 



	

 
  

	
It will be useful to introduce normal ordering of the fermionic operators  and 
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
with respect to ffi %
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where

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
is an arbitrary product of fermionic operators.
2.4.2. The elementary bosonic operators. The starting point for the derivation
of the bosonization formalism are the commutation relations for the Fourier compo-
nents of the electron density operators     
 





  




 
. Using the repre-
sentation of the 1D electron operators in terms of the fermionic annihilation operators

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 , cf. equation (1.4.26), the electron densities can be written as
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As shown explicitly in [35, 29] the commutation relations of the    operators resem-
ble very much those of bosonic operators:
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An explicit derivation of (2.4.2) can be found for example in [29, 35]. Equation (2.4.2)
motivates us to define genuine bosonic operators
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
and





by



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 (2.4.3)
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we obtain for the corresponding creation operators
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With (2.4.2), it is easily shown that the canonical bosonic commutation relations are
valid for
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and
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Besides it is significant to notice, that   and 



commute with the zero modes of
the density operators    , namely the number counting operators   	

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(2.4.7)
NOTE. As pointed out in [35] the “deep reason” why bosonization works is the
somewhat astonishing fact that the set of bosonic excitations
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	 (2.4.8)
forms a complete basis of the Hilbert space    of states with a fixed fermionic con-
figuration 

	
For a noninteracting system the state ffi 
 	


 
is the energetically lowest
lying state in    and has no particle-hole excitations, thus
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 	
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(2.4.9)
We will proof the completeness of the states ffi 
 	



 
along the way when deriving the
bosonization representation of the noninteracting Hamiltonian    in Appendix B.
2.4.3. Bosonization identity of the 1D electron operators. In order to perform
actual calculations within the bosonization formalism, especially determining matrix
elements of the electron operators between states of the form ffi  	



 
, we will have to
pass from a description of the 1D electron operators
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in terms of the fermionic
operators



 , cf. equation (1.4.26), to a representation in terms of the bosonic oper-
ators
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
and





. As we will derive explicitly for the interested reader in Appendix
A, the so called bosonization identity reads
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The first operator


 on the right hand side (rhs) of (A.0.15) is the so called Klein
factor. It takes takes care of the correct anticommutation relation for
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on a state
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 it decreases the number of electrons in the  branch by one and
yields a sign factor expressing the fermionic nature of
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The second operator on the rhs yields phase factor depending on  , in more detail
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Finally the operators    
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The commutation relations of the bosonic fields      are given by
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In summary, we have introduced the bosonization formalism which enables us to
reformulate a fermionic theory by passing over to a description in terms of bosonic
excitations generated/annihilated by operators





and




. Additionally we also
succeeded in expressing the 1D electron operators
 




  by means of the bosonic
operators.
2.5. Bosonization and diagonalization of the interacting SWNT Hamiltonian
We resume our discussion of the low energy properties of SWNTs from Section
2.3 where we have found that the Hamiltonian of metallic SWNTs is of the form
 



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With help of the bosonization technique that we have presented in the previous section
we are going to demonstrate that we can recast      into a form that is bilinear in
the bosonic operators




and





. Then, by introducing new bosonic operators via
a Bogoliubov transformation, the Hamiltonian      can be diagonalized.
Away from half-filling the operator
 



is the dominating contribution to the
total Hamiltonian
 
. Nevertheless



leads to qualitatively new aspects in the low
energy regime of SWNT, as discussed in the following. In order to examine the effect
of



on the electronic properties we are going to express



in the eigenbasis of
 



. The subsequent diagonalization of  in a truncated eigenbasis of    


, discussed in Section 2.5.5, yields to a good approximation the correct eigenstates
and the spectrum of the total Hamiltonian   .
2.5.1. Bosonization of    . We start with the bosonization of    . Measuring en-
ergies relative to the Fermi sea ffi %
 
in order to avoid divergences due to the extension
of the linear dispersion relation for the noninteracting system to infinity as discussed
in Section 2.4, expression (1.4.23) for    becomes
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with the level spacing of the noninteracting system,
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The bosonized ex-
pression for
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 has been known for a long time [11], it reads
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Terms proportional to the total number of electrons in the SWNT have been omitted
since they merely lead to a shift of the chemical potential. Additionally we have im-
plicitly assumed normal ordering of the operators   and therefore have omitted the
normal ordering symbol. The summand quadratic in   is a direct consequence of
the Pauli principle: Adding new electrons to the system requires the occupation of
higher and higher energy levels. Due to the linear dispersion relation the energy de-
pendence of the shell filling is quadratic. The relation of the energy mismatch between
the 


and    band to fl is given by
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For the reader who wants to gain deeper insight into the relation between fermionic
and bosonic excitations we present in Appendix B the equivalence of    and    boson,
which by the way also demonstrates the completeness of the bosonic excitations men-
tioned in the introduction to bosonization, Section 2.4. More details can be found in
Appendix B.
2.5.2. Bosonization of

. The density-density part of the interaction,
  
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

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can be bosonized in a straightforward way. Using (2.4.1) and (2.4.4), we find for the
density operators ,
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(2.5.2)
Inserting (2.5.2) into expressions (2.3.10), (2.3.11) and (2.3.12), we obtain the bosonized
versions of
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,
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this procedure leads to
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where the coupling constants   " are given by
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For systems of infinite length, off-diagonal elements of   " are exactly 

	
But also in
the case of finite length nanotubes without translational invariance, the dominant con-
tributions are given by   and off-diagonal elements can be considered as irrelevant
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[25]. Defining
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we arrive at
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where  




 counts the total number of electrons in the SWNT. The first
term on the right hand side of (2.5.3) describes bosonic excitations independent of
the fermionic configuration of the system, whereas the second term denotes the so
called charging energy taking into account the energy cost for adding an electron to
the system as a consequence of the repulsive Coulomb interaction.
Let us now turn to the bosonization of
     
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In this case Fourier expansion (2.5.2) yields,
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(2.5.4)
Since 
    
is a local interaction the conservation of pseudo momentum is exact,
such that only the non-oscillating terms in (2.5.4) survive. For the same reason we have
already omitted all products between the bosonic operators and the number counting
operators. In total after the integration over

in (2.5.4) we are left with
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(2.5.5)
Note that the term  






 in
    
in total comes with a negative sign and
hence is attractive in contrast to the shell filling energy in

  
. Since in realistic
SWNTs    $ , in total the cost for filling up more and more shells in a SWNT
remains positive.
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Analogously to
    
we obtain for the remaining density conserving interac-
tions
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where we have defined the exchange energy
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Again it is instructive to examine the term depending on the number counting operators
in (2.5.6). It favours the spin alignment of electrons with different pseudo spin and
therefore of ferromagnetic correlations.
2.5.3. Diagonalizing      . As we have shown in the previous section we
could indeed recast the Hamiltonian      into a form that is quadratic in the
bosonic operators




and





	
Hence we can diagonalize      with the help of
a Bogoliubov transformation. Before tackling the actual diagonalization, we simplify
the problem by dividing     

into decoupled collective spin and charge exci-
tations. The possibility of performing the spin-charge separation is one of the most
prominent features of interacting one-dimensional systems. However, as we will see,
in the case of SWNTs the inclusion of the non-density-density processes will partially
spoil the spin-charge separation. But now let us introduce the total () and relative
() charge () and spin () operators   	     ,, , which are related to
the old operators   via the following transformation between     	  	  	 
and     ,  ,  ,  :
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Inserting (2.5.7) into the bosonized contributions to      the different   excita-
tions indeed separate. A lengthy but simple calculation yields
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Collecting the contributions from the single modes we can also write
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(2.5.9)
with the operators
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describing the bosonic excitations of mode  
	
As we demonstrate in Appendix C we
can separately diagonalize the Hamiltonians     by introducing new bosonic operators

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and 

 

via the Bogoliubov transformation given below by equation (2.5.15). We
obtain
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The excitation energies

 

and the relation between the new bosonic operators  
and the old operators
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
are determined by the Bogoliubov transformation. In detail,
we find with     	
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(2.5.14)
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FIGURE 2.5.1. The ratio $    as a function of   for a (20,20)
armchair SWNT of 980 nm length. Here we show the decay of


$





for an unscreened and a screened (screening length 25 nm)
Coulomb interaction. In both cases, a dielectric constant  of 
	
, see
Ref. [13], is assumed.
The energies of the


channel are largely enhanced compared to the other excitations
because of the dominating 
  
contribution. For small  the ratio      $  is
approximately 

	

, whereas for large  it tends to , since 
  
is not a local interac-
tion. In Fig. 2.5.1 we show exemplarily the dispersion relation for $  of a (20,20)
armchair SWNT. Small corrections due to the coupling constants  
ff

and  $ have been
neglected in the relations (2.5.12) to (2.5.14). Note that only the excitation energies
of the


 
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 modes are identical. For the transformation from the old bosonic
operators
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where the transformation coefficients     and     in the case of the three modes
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and for     we obtain
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with  
 







. Small corrections to (2.5.16) and (2.5.17) resulting from the terms

    
and 
  

  
have again been neglected.
Let us also shortly recall the physical meaning of the fermionic contributions in
(2.5.11). The Pauli shell filling energy 












ff and the charging energy


 



 stem from
 
 and 
  
, respectively. The shortranged interaction terms
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    
and 
    

   
lead to an energy gain for aligning the spin of elec-
trons with different  and to an attractive contribution counteracting the shell filling
energy respectively, cf. equations (2.5.5) and (2.5.6).
An eigenbasis of      is formed by the states
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has no bosonic excitation. Remember that the fermionic configuration
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whereas for the latter states equation (2.4.8), i.e.,   ffi  	 
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 holds. In the
following we will use the states from (2.5.18) as basis to examine the effect of 
	For this purpose we evaluate in the next section the corresponding matrix elements
using the bosonization identity for the 1D electron operators.
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not conserved in general.
We already know from our discussion in Sections 2.3.3 and 2.3.4 that all the pro-
cesses
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contained in  are effectively local interactions, i.e., of the form
(2.3.9). From that equation it is clear that the key ingredient for the calculation of the
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For this purpose we express the operators
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In Appendix E we demonstrate that the matrix elements from equation (2.5.19) fac-
torize into a fermionic (depending on the fermionic configurations  and  ) and a
bosonic part (depending on
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where the fermionic part is given by
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For a better readability we have replaced the indices   by a single index

	
As we
demonstrate in Appendix E, the explicit evaluation yields
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The Klein factors in (2.5.20) lead to
the sign factor     
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yields a phase
depending on  . Explicit expressions can be found in Appendix E, equations (E.1.1)
to (E.1.4).
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The function  
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which determines the coupling between states with dif-
ferent bosonic excitations, stems from the evaluation of matrix elements of the form
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can be reexpressed as
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in the appendix requires normal ordering of the
bosonic operators. This procedure leads to the functions
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differs from . The reason for this is that only for the %    terms the coefficients
 


$


 







 
related to the charged mode are not vanishing and thus
#


  depends
strongly on the energy dispersion of the  mode and therefore on the forward scat-
tering part of the interaction, in detail
#


  
 



 



 








$








	
as we derive in Appendix E. Since for the repulsive Coulomb interaction  $   
holds, we find
#



	

  
. In Fig. 2.5.2 we show
#



	

 
for a (6,6) SWNT.
The large magnitude of
#


 
leads to a strong enhancement of the coupling between
different states ffi  	



 
and ffi   	




 
. We therefore conclude that the eigenbasis
(2.5.18) is not a well suited starting point for the examination of  any more. As a
matter of fact our truncation scheme for the diagonalization of the total Hamiltonian
fails near half-filling: The resulting spectrum does not converge when enlarging the
truncated basis. So far the question if finite size SWNTs change their behaviour com-
pletely at half-filling remains unsettled and further investigations of this point seem to
be worthwhile. In fact, the situation at half-filling has only been discussed in the work
[14] by Yoshioka and Odintsov for SWNTs of infinite length. Applying renormaliza-
tion group techniques they find a Mott insulator state at half-filling. Altogether, we get
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FIGURE 2.5.2.
#


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	
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as a function of

for a (6,6)-SWNT. Note
the large magnitude of
#



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compared to
#


  
	

  
 for
the processes only relevant away from half-filling!
with equations (2.3.9), (2.5.22) and (2.5.23) for the single contributions to  ,
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The evaluation of (2.5.27) causes no problems except for the  conserving terms with

%

	
%

	
%

 


$
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

 	

	

 	

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$

, since then we find
 



 

 






 


 




 
, cf. (2.5.24) and (2.5.25), causing the integral in (2.5.27) to diverge if

 

ffi


 




 

ffi
 
, such that the evaluation of the corresponding matrix elements
needs special care in this case. The origin of this divergence lies in the fact that for ma-
trix elements with

 

ffi


 




 

ffi
 
, the 

conserving processes depend on the
total number of electrons in the single branches (compare to the fermionic contribu-
tions to
 



in (2.5.11)). Since the bosonization approach requires the assumption
of an infinitely deep Fermi sea, cf. Section 2.4, this leads, without the correct regular-
ization, necessarily to divergent expressions. In contrast, electrons deep in the Fermi
sea do not contribute to the  non-conserving processes due to associated huge exci-
tation energies, see Fig. 2.3.2. Hence those processes can not depend on the number of
electrons in the nanotube. In Appendix F we show how the proper regularizations can
be performed. Here we give the regularized result for  


 

    






 
, since
it is of special importance for the discussion of the ground state spectra away from
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half-filling,
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2.5.5. Diagonalizing
 







. In Section 2.5.3 we wave diagonalized
 



and in Section 2.5.4 we have determined the matrix elements of  in
the eigenbasis of      . From the discussion of the different interaction processes
we know that the corresponding coupling constants for the short ranged interactions
scale like



. For a small diameter SWNT like a (6,6) armchair tube with  


	
nm we find with the values in table 1,  $ 	  
ff




	





	




 . Therefore the
magnitude of  is only small compared to the one of      and we can easily
analyze the effect of the non-density-density interaction  on the SWNT spectrum
by representing the total Hamiltonian      in a truncated eigenbasis of   


. However, remember that the strength of the short ranged interaction processes
that are only of relevance near half-filling is enhanced by approximately two orders
of magnitude as a consequence of the function
#


 
	
Hence near half-filling



is
even the dominating part of the Hamiltonian and the truncation procedure described
above fails.
2.6. The spectrum of metallic SWNTs
With the recipe from Section 2.5.5 we are now able to determine the spectrum of
metallic SWNTS away from half-filling. We start with the examination of the ground
and low energy states.
2.6.1. Low energy spectrum. For the analysis of the ground states and nearby
small excitations we use the lowest lying eigenstates of
 



without bosonic
excitations as a basis. The calculation of the spectra is split into the cases    
 	








	 






	
on the one side and    
   on the other side.






	 







	 






	
First we consider the charge states    
 	    
   and    
  	.
In that case the lowest lying eigenstates of
 




, shown in Fig. 2.6.1, which
are of the form ffi 
 	


 
and therefore uniquely characterized by  , do not mix via



	
That means that the only correction from



to
 



stems from the 

conserving process

    
. For states without bosonic excitations, equation (2.5.28)
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FIGURE 2.6.1. The lowest lying eigenstates of      without
bosonic excitations for the charge states    
 ,    
  
and    
  	. On the right side the fermionic configurations are
given. We use the convention 
 


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yields, because of  
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(2.6.1)
Hence here



yields an energy penalty for occupying the same branch  . This effect
has already been found in the mean field theory of Oreg et al. [19]. The parameter

 there corresponds to our constant  $ . The energies of the lowest lying states for






	 






 and    
  	 only depend on 
	
In detail we find with
(2.5.11) and (2.6.1),
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(2.6.2)
From (2.6.2) it follows that for the states depicted in Fig. 2.6.1 the interaction de-
pendent part of  

  is the same for all fermionic configurations 

corresponding to
a given charge state


. Hence the interaction leads merely to a common shift of the
lowest lying energy levels for fixed  .








Of special interest is the ground state structure of the    
   charge state, since
here the lowest lying six eigenstates of
 



without bosonic excitations, denoted
ffi

 	


 
with 
 




	 


	  	  
 permutations, mix via



, leading to a
%

 triplet state and to three non-degenerate states with spin 
. For ff  
 (the
meaning of  
 will become clear in the following) the triplet is the ground state. In
the following we denote ffi   	    	  	   	 

 
by ffi 	 
 
, ffi



	  	  	 


 	


 
by ffi 	 
 
and analogously for the remaining four states. Ignoring interactions, the six
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considered states are degenerate for ff  
. As we can conclude from (2.5.11) the
degeneracy of the six considered states is already lifted if including only the density-
density interaction  , since then the energy of the spin  states ffi 	 
 
and ffi 	 
 
is
lowered by
 


 
ff


 
ff

relatively to the other ground states. Let us now consider the effects of  . The
diagonal matrix elements   	 
 ffi

ffi

 	


 are again determined by equation (2.6.1),
leading to a relative energy penalty for the states ffi 	 
 
and ffi 	 
 
. Mixing occurs
between the states ffi 	 
 
and ffi 	 
 
via
    
and 
   
and between ffi 	 
 
and
ffi

	

 
via

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   
and     . With equation (2.5.27) we find
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In total, the SWNT Hamiltonian        
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restricted to the basis spanned
by the six states ffi 	 
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is represented by the
matrix,
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where    $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. Di-
agonalizing the matrix in (2.6.3), we find that its eigenstates are given by the spin 
triplet
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where the coefficients
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 are given by
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Relatively to    $ , the corresponding eigenenergies are   for the triplet states,
 
 for the singlet state and  $  


ff
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 for the remaining two states. Thus
under the condition
 





ff


 




 
$
	
2.6. THE SPECTRUM OF METALLIC SWNTS 53
FIGURE 2.6.2. Low energy spectrum of a   	   SWNT for the
charge state








. (a) In the case ff  
 the ground state is
formed by the spin  triplet    and the states ffi 	 
 
and ffi 	 
 
mix ( states). (b) For ff    the ground state is given by the
spin 
 state ffi
	

 
. The spin 
 singlet state  ffi
	

 

ffi

	

 



 is
indicated by  . The coupling parameters are    

	



 and  $ 


	


	
 .
i.e., for a small band mismatch ff     the ground state is degenerate and formed by
the spin  triplet, otherwise by





$




ffi

	

 

ffi

	

 

. The ground state spectra
for the two cases

ff



and ff    are shown in Fig. 2.6.2 for a (6,6) armchair
SWNT (corresponding to a diameter of 

	
 nm). Assuming a dielectric constant of



	
 [13], the calculation of the coupling parameters according to Appendix D
yields values of      ff   ff   

	



 and  $  

	


	
 which agree well with
the experiments [18, 38, 20], where nanotubes with ff    were considered. To
our knowledge, experiments in the regime ff     demonstrating exchange effects,
have not been carried out so far, such that a validation of our predictions for this case,
namely the existence of the ground state spin  triplet and the mixing of the states
ffi

	

 
and ffi 	 
 
is still missing. The latter effect could be of relevance for the
understanding of the so called singlet-triplet Kondo effect [42] in SWNTs.
It should be stressed that all exchange effects, leading amongst others to the spin 
triplet as ground state, result from % 

interaction processes. In the work of Mattis
and Lieb [39], however, there is no such additional pseudo spin degree of freedom.
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FIGURE 2.6.3. The excitation spectrum for a (6,6) SWNT occupied
by    
 electrons. In grey we show the spectrum as obtained
by diagonalizing the Hamiltonian of the standard theory        

  
and in black for the full Hamiltonian           .
A band mismatch ff  
 is assumed. The energy of the lowest 
excitation is 
	
	
 . All other interaction parameters are as in Fig.
2.6.2. Arrows indicate eigenenergies of the “standard” Hamiltonian
 


  



  
involving excitations of the


mode.
Hence we suspect that this is the reason why their theorem can not be applied in our
situation.
2.6.2. Excitation spectra away from half-filling. Until now our discussion of
the energy spectra was based on states ffi  	 

 
without any bosonic excitations and
so far the effect of



on the spectrum even could have been treated without using
bosonization. But for the determination of the excitation spectrum of   we do need the
general expression for the matrix elements of


 between the eigenstates of    

as given by (2.5.27). For the actual calculation we truncate the eigenbasis of
 



for a fixed charge state   at a certain excitation energy and represent  
in this shortened basis. After the diagonalization we find to a good approximation the
correct eigenstates and eigenenergies of  
	
For the results shown in Figs. 2.6.3 to
2.6.6 we have checked that convergence has been reached, i.e., the extension of the
considered basis states does not lead to a significant change of the spectrum.
Exemplarily we present the results for the charge state
 



	
Similar excitation
spectra are found for the other charge states. In Fig. 2.6.3 we show for comparison and
in order to demonstrate the effect of the non-forward scattering processes the findings
for the “standard” theory, i.e., the spectrum of         
  
as well as the
spectrum of the full Hamiltonian
    







for a  
	
 

armchair nanotube.
Thereby a non-vanishing band mismatch ff  
 is assumed. Striking is the partial
breaking of the huge degeneracies of the “standard” spectrum. Note also the lifting of
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FIGURE 2.6.4. The excitation spectrum for a (6,6) SWNT obtained
by diagonalizing the full Hamiltonian           for





 and ff  

	
	
 . The spectrum becomes quasicontinuous
at relatively small energies. Shown are the lowest 



 eigenener-
gies.
the spin-charge separation when including the non-forward scattering processes. To
illustrate this point we have indicated eigenenergies of    including  excitations
by arrows in Fig. 2.6.3.
At higher energies a quasi continuum forms in the case of the full Hamiltonian
 
,
a feature becoming especially apparent for a finite band mismatch. In Fig. 2.6.4 the
spectra of the full Hamiltonian
 
is shown for

ff



	
	
 .
As we have already discussed, the importance of non-forward scattering terms
should decrease with increasing tube diameter. And indeed the excitation spectrum
of the full Hamiltonian for a 

	


 SWNT resembles much more the result of the
“standard” theory than it is the case for a   	   SWNT as can be seen from Fig. 2.6.5.
It is also interesting to regard the effect of the total interaction    on
the nanotube spectrum. For this purpose, in Fig. 2.6.6 the spectrum of    describ-
ing the noninteracting system is compared to the spectrum of the full Hamiltonian   	
again for a  
	
 
 SWNT with vanishing band mismatch. Of special significance is the
strong reduction of the number of eigenstates below a certain energy if the interaction
is “switched on”. This can be mainly traced back to 
  
which leads to the formation
of the bosonic  excitations with considerably enlarged energies. Concerning the
transport properties of SWNTs the reduction of relevant states plays an important role
for the occurrence of the power law dependence of various transport quantities in the
case of infinitely long tubes but also for the appearance of negative differential con-
ductance in highly asymmetric SWNT quantum dots as will be discussed in Chapter
4.
2.6.3. Comparison to the mean field results. We shortly want to compare the
results of the mean field theory by Oreg et al. [19] and our approach. Concerning the
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FIGURE 2.6.5. The excitation spectrum for a (6,6) SWNT (black)
compared to the spectrum of a (20,20) SWNT (grey). The effects of
the non-forward scattering processes are by far less pronounced in the
latter case.
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FIGURE 2.6.6. The excitation spectrum for a (6,6) SWNT obtained
by diagonalizing the Hamiltonian of the noninteracting system   
(grey) and the full Hamiltonian           (black).
groundstate structure, differences between the two works arise for the    
  
charge state. In this situation the mean field Hamiltonian can essentially be recovered
by setting all off-diagonal elements in (2.6.3) to zero. Therefore in [19] the degenerate
triplet state can not be predicted but twofold degeneracies of the states ffi 	 
 
, ffi

	

 
and of ffi 	 
 
, ffi

	

 
, respectively are found. Moreover contrary to our theory in [19] no
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mixing of the states ffi
	

 
and ffi 	 
 
can occur for

ff
 
 

	
an important point
regarding the singlet-triplet Kondo effect [42].
Also the excitation spectrum shows considerable differences in both approaches,
since the mean field theory misses the formation of the collective electronic excitations
as the


mode, with its dispersion relation strongly renormalized by the forward
scattering part of the Coulomb interaction.
2.7. Conclusions
In summary, we have derived the low energy Hamiltonian for metallic finite size
SWNTs including all relevant interaction terms, especially the short ranged processes
whose coupling strength scales inversely proportional to the SWNT size. We have
started our examination from a tight-binding description of the   electrons on the
honeycomb lattice of graphene. Imposing periodic boundary conditions around the
circumference of the SWNT and open boundary conditions along the tube axis, we
constructed standing waves  



that solve the single electron Hamiltonian of the
noninteracting system. From the sublattice structure of the honeycomb lattice the
pseudo spin degree of freedom  arises. The Hamiltonian of the noninteracting sys-
tem,
 
 , together with the density-density part of the interaction,  , could be diag-
onalized by bosonization and Bogoliubov transformation. In      the different
collective excitations


	 

	


	

 do not couple. As a consequence of the forward
scattering interaction

  
the energies and therefore the velocity of the  excita-
tions are strongly enhanced. The different propagation of the collective excitations, a
typical feature of interacting 1D systems, has become famous under the designation of
spin-charge separation. Considering only the situation away from half-filling, we ob-
tained the spectrum of the total SWNT Hamiltonian by exploiting the small magnitude
of the non-density-density contribution  to the interaction: we have calculated the
matrix elements of



in a truncated eigenbasis of      and diagonalized the
resulting matrix to obtain the SWNT spectrum and the corresponding eigenstates. We
want to point out that the applied truncation procedure is basically exact due to the
large number of included eigenstates of      . We have checked that the calcu-
lated excitation spectra, shown in Figures 2.6.3 to 2.6.6, are not altered by extending
the truncated eigenbasis. The calculation of the properties of the ground states and
low excitations in Subsection 2.6.1 essentially corresponds to a first order perturba-
tion treatment for degenerate systems. The results are only changed marginally if the
truncated eigenbasis is enlarged.
Of special interest, concerning the ground state spectra, is the formation of a spin
 triplet for the charge state








, whose existence has clearly been proven
in the experiments of Moriyama et al. [18], see Fig. 2.1.1. In the case of a band
mismatch

ff that is small compared to the exchange energy   	 the spin  triplet is the
ground state of the system. This finding is interesting since according to a theorem
by Lieb and Mattis [39], only ground states with spin 
 or  are allowed for a 1D
Hubbard model with next-neighbour hopping and no orbital degeneracies. Since our
SWNT Hamiltonian includes an orbital degree of freedom we conclude that scattering
processes with respect to this degree of freedom are the reason for the finding of a spin
 ground state. Additionally we predict for ff    , the mixing of the states ffi 	 
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and ffi 	 
 
with an accompanying energy splitting. The degree of mixing between
ffi

	

 
and ffi 	 
 
is of importance for the singlet-triplet Kondo effect, as discussed
in [42]. An experimental confirmation of our findings in the case ff     is still
missing, but well within reach.
With regard to the excitation spectrum, the different bosonic modes are mixed by
the non-density-density interaction processes  . Therefore the spin-charge separa-
tion is lifted. Moreover we find that the huge degeneracies which are obtained by the
“standard” theory that retains only forward scattering processes are partially broken.
This leads to a more and more continuous energy spectrum for higher energies.
For tubes with large diameters, the short ranged interactions become less impor-
tant, and hence the “standard” Hamiltonian for strictly 1D systems,     
  
, pro-
vides a good description of the interacting electrons, cf. Fig. 2.6.5. On a first glance
that is quite counterintuitive since increasing the diameter pronounces the 3D nature
of a SWNT in position space.
Because the occurrence of non-forward scattering processes with respect to the
pseudo spin is strongly related with the honeycomb structure of the SWNT lattice we
conjecture that exchange effects similar to the ones discussed in this chapter should
also be present in other small size graphene-based structures as graphene nanoribbons
or semiconducting SWNTs.
Part II
Transport properties of single wall carbon
nanotubes
FIGURE 2.7.1. AFM picture of the first SWNT quantum dot device
[43]. An individual SWNT is deposited between two Pt electrodes on
a   

  
 substrate.
Introduction
As we have seen in Chapter 2 the low energy properties of interacting SWNTs dif-
fer fundamentally from the properties of higher dimensional metallic systems. Since
the fabrication of electronic devices based on individual nanotubes is possible, the ex-
amination of the intriguing properties of these systems via the determination of their
transport characteristics has attracted great interest of experimentalists and theoreti-
cians. On the experimental side the investigation of transport through SWNTs started
with the work [43] where for the first time current through an individual SWNT was
driven. For this purpose a quantum dot setup was created. A SWNT is contacted to
lead electrodes and deposited on an insulating substrate which in turn is connected to
a gate electrode which allows to control the electric potential on the substrate surface
and therefore the electrochemical potential in the SWNT. The device is depicted in Fig.
2.7.1. Resonant tunneling through single energy levels could be observed indicating
that electrons within a SWNT propagate coherently. Moreover Coulomb blockade due
to the repulsive electron-electron interactions (a detailed explanation of the Coulomb
blockade will be given below) was found. As already mentioned, the verification of
LL behaviour in SWNTs was achieved shortly afterwards [15, 16]. With increasing
quality of the grown SWNTs also the obtained data have improved and the effect of
shell filling could be observed. The discussion in the first part of the thesis has shown
that four different electron species characterized by  are present in SWNTs. Since
electrons obey the Pauli principle, shells occupying four electrons each are formed.
In transport measurements this results in a characteristic even-odd [44] or fourfold
[18, 38, 20, 44] periodicity of the Coulomb blockade features with the gate voltage.
Whereas the Coulomb blockade can be explained by regarding ground state proper-
ties only, the determination of the current at a higher bias voltage requires to take into
account transitions of the system to excited states. Whenever new energy states enter
INTRODUCTION 61
the bias window the current will change, leading to excitation lines in the bias- gate-
voltage plane. The position of the excitation lines depends directly on the energy spec-
trum of the SWNT. So far excitation lines of SWNT quantum dots have only been
discussed in [19, 45, 46] using a meanfield approach. In this thesis we do not only
calculate the expected excitation lines but also give a quantitative calculation of the
non-linear current across a SWNT quantum dot as a function of the gate and bias volt-
age. Prior to our work [47, 48] no quantitative analysis of the current characteristics
for SWNT quantum dots had been available. In Chapter 4 we consider the case of
quantum dots with non-magnetic lead electrodes. A generalization to spin dependent
transport through SWNT quantum dots with ferromagnetic leads will be presented in
Chapter 5. As basis we will use our almost exact results for the SWNT spectrum from
Chapter 2. However, the main focus will be on medium to large diameter SWNTs
where exchange effects can be neglected.
Before we actually address the physics of SWNT quantum dot, we present in the
following chapter an overview of general aspects of quantum dots. Moreover a trans-
port theory for generic quantum dots weakly coupled to the lead electrodes is derived.
We are going to show in detail how the stationary current through a generic quantum
dot can be determined as a function of the electrochemical potentials in the leads and
in the dot. The state of the dot itself is characterized by the reduced density matrix
(RDM). Its dynamics yields the current through the dot. As explained above, a net
current can flow through a quantum dot if the electrochemical potentials of source and
drain are adjusted to different values by the voltages   and  
	
Since current can only
flow if one transport direction is favored, the current-carrying system will have to be
treated out of equilibrium if going beyond the linear response regime. Hence, the state
of the quantum dot will in general be described by a non-equilibrium density matrix.
Its time evolution in the weak coupling regime is conventionally determined by Pauli
rate equations [49]. However, this approach fails in general when considering degener-
ate systems [50]. The reason is the invariance of the Pauli rate equations under unitary
transformations within the degenerate eigenstates of the dot system. In order to cure
this problem we generalize the derivation of the Pauli master equation in [56] based
on the Liouville equation for the RDM to degenerate systems. For this purpose we
have to include coherences between degenerate states in our calculation. We have seen
in our discussion of the SWNT spectrum that the latter has highly degenerate energy
levels, especially if large diameter tubes are regarded for which exchange effects are
absent. Thus, considerable influence of the coherences on the transport properties of
SWNT quantum dots can be expected. As we shall see in Chapter 5 the inclusion of
coherences is also crucial for spin degenerate energy levels of the dot in the case of
arbitrarily spin polarized leads. It should be mentioned that equivalent equations of
motion for the RDM can be obtained by applying the Keldysh formalism to weakly
coupled quantum dots, cf. e.g. [51, 52] where transport across single level spin-valve
transistors have been examined. In the derivation of the generalized master equation
we will explicitly keep the dependence on the geometry of the tunneling contacts. In
Chapter 4 this will reveal interesting insight into the possibility of pseudo spin polar-
ized leads in SWNT quantum dots. It should also be mentioned that our theoretical
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approach to transport via the Liouville equation can be extended to include higher or-
der tunneling processes, thus we shall be able to go beyond weak coupling in the future
[53].
CHAPTER 3
Quantum Dots
In this chapter we introduce the basic concepts of quantum dots and derive a trans-
port theory for those devices. In the subsequent chapters we are going to apply the
results to examine quantum dots based on metallic finite size SWNTs.
Over the last few decades great progress has been made in creating well defined
solid state devices of decreasing size. Quantum dots, objects small enough that the
electron confinement leads to quantum mechanical quantization effects, have been
studied extensively over the last years. A huge variety of different quantum dot se-
tups has been examined. Examples are semiconducting dots produced by submicron
fabriquation techniques, metal particles, carbon nanotubes or even smaller organic
molecules. Attaching leads to the quantum dots via tunneling junctions a current can
be driven through the device if a bias voltage is impressed between the source and
drain electrodes. In order to change the electrochemical potential, and hence the aver-
age number of electrons, the quantum dot is capacitively coupled to a gate electrode.
In Fig. 3.0.1 a generic quantum dot setup is depicted.
Quantum dot setups offer excellent possibilities to study the internal electronic
structure of the dots itself: The electronic transport properties, i.e., the current through
the system as a function of the gate and bias voltage depends sensitively on the energy
spectrum but also on the actual form of the dot eigenstates. In this chapter we make
the theoretical link between the electronic properties of an interacting system like a
FIGURE 3.0.1. Scheme of a generic quantum dot. Source and drain
electrodes are coupled to the dot via tunneling junctions. The gate
allows to control the electrochemical potential in the dot.
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metallic SWNT and the transport properties of the corresponding quantum dot. To
start with we give a brief introduction to the general aspects of quantum dot physics.
3.1. Charge quantization and Coulomb blockade
Due to the small distances between the free charge carriers in quantum dots, the
energy per electron resulting from the mutual Coulomb repulsion has a considerable
value. Without caring about the details of the underlying many body processes, in the
so called constant-interaction model the interaction is taken into account by assigning
phenomenologically a certain capacitance   to the dot . Putting a single new electron
on the dot costs the additional charging energy     

 
. Having very small capac-
itances of 




F and less, charging energies are of the order of meV and more. In
carbon nanotube devices charging energies as large as 
 meV have been measured
[16], exceeding the thermal energy   at room temperature by far.
If the coupling to the leads is weak enough such that the wavefunction of the elec-
trons is almost entirely localized inside the dot also the number of charges in the dot
is quantized. Then the number of electrons on the dot can only change by tunneling of
one single electron into or out of the dot. Such a quantum dot is commonly referred
to as single electron transistor or shortly as SET. In a SET setup there is always a defi-
nite integer number of electrons in the dot. Applying a bias voltage across source and
drain electrodes induces transport of electrons through the dot. For temperatures with



   
 the transport properties are strongly influenced by the charging energy.
Depending on the gate voltage  , tunneling into the dot is forbidden if the additional
charging energy cannot be compensated by the bias voltage. The absence of tunneling
and hence of a current due to    is known under the designation Coulomb blockade.
The situation can be best described in terms of the electrochemical potential in the
leads and in the quantum dot (see Fig. 3.1.1). In the source and drain electrode the
electrochemical potentials   and 
 
differ just by the bias voltage      
times the elementary charge

	
In the following we consider the case    
 
. The
electrochemical potential in the quantum dot,  , is determined by   	 the number of
electrons in the dot and by the gate voltage, which allows to continuously shift  up
and down. Neglecting for a moment the possibly discretized energy spectrum of the
electron states in the dot, adding an electron changes  just by     
 







 







 

	
Tunneling into the dot occupied by   electrons is not possible if        
	Tunneling out of the dot in the charge state   is forbidden if      
 
	
Hence if
both conditions are fulfilled,   is a stable charge state and no current can flow across
the quantum dot. Thus the condition for Coulomb blockade is given by






 


	

 








	
By varying the gate voltage we can adjust      between   and    . Now
an electron can tunnel from the source electrode into the dot increasing the number
of electrons in the dot to    
	
Since       
 
the electron can tunnel
out of the dot to the drain electrode. The dot recovers its state with   electrons and
is ready for a new electron to enter. Now the cycle can start again. This chain of
tunneling events leads to charge transport, that can be observed experimentally. By
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FIGURE 3.1.1. Energy scheme in a quantum dot setup. The states
in source and drain are filled up to the actual electrochemical poten-
tial. Changing the number of electrons in the dot from  to   ,
raises the electrochemical potential from  
 
to  




	
The
difference of     and    is the charging energy    plus
possibly the energy level spacing. In the left setup, tunneling is not
possible, since tunneling between the leads and the dot would violate
the conservation of energy. In the right quantum dot, there are states
in the dot available that are between the electrochemical potentials of
the leads, and thus tunneling events from the source to the dot and
from the dot to the drain are possible.
fixing the bias voltage to a value below    and sweeping the gate voltage, we get
alternating intervals of zero conductance (Coulomb blockade) and finite conductance
(tunneling off and into the dot is allowed). In Fig. 3.1.2 data from such a so called
Coulomb oscillation in a SWNT quantum dot is shown. If



exceeds    , there is no
stable charge state any more, hence current flows for arbitrary gate voltage. In total
Coulomb blockade results in the formation of the so called Coulomb diamonds. These
are diamond shaped regions in the 

-


plane, where charge transport is suppressed
due to Coulomb blockade (Fig. 3.1.3). The approximation of a constant charging
energy    for all

 that we have used here is called constant interaction model. It is
based on the assumption that the ground state energy of the dot system depends like


 



 on the charge state


. However, as we already know from our discussion in
Chapter 2, in realistic systems generally a more complicated energy dependence on

 due to shell filling and exchange effects is found.
3.1.1. Energy level quantization. In general the electrons in a quantum dot ex-
hibit discrete energy levels due to the finite system size. We have already seen in the
first part of the thesis that the energy levels in finite size metallic SWNTs are indeed
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FIGURE 3.1.2. Coulomb oscillations of a SWNT quantum dot [20]:
By fixing the bias voltage at low values and varying the gate voltage,
the quantum dot Coulomb blockade is alternatingly switched on and
off. Note the fourfold periodicity of the conductance   as a function
of the gate voltage


. As we will see it results from the Pauli shell
filling due to the four electron species in SWNTs characterized by 
and  (see also Fig. 4.4.2).
FIGURE 3.1.3. Coulomb diamonds for a SWNT quantum dot
Coulomb diamonds [20]. In the diamond shaped regions around





no current is flowing due to Coulomb blockade. Note again
the fourfold periodicity along the  axis.
quantized, although for small diameter tubes a quasi-continuum forms at higher ener-
gies due to electron-electron interactions. The magnitude of the typical level splitting
fl  depends strongly on the type of quantum dot and the considered energy regime.
Depending on the charging energy    and fl  we can expect to find three different
temperature regimes:
(1)        : No effects due to the discrete nature of charge or of the energy
spectrum can be observed.
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(2)        fl   This is the so called classical Coulomb blockade
regime. Coulomb oscillations are present, but thermal fluctuations smear out
effects due to a finite energy level splitting.
(3)    	 fl      The quantum Coulomb blockade regime. Here transport
measurements reveal both charge- and energy level quantization. This is the
regime of interest in this thesis.
A similar characterization of different transport regimes also holds with respect to the
coupling between electrodes and dot. For highly transparent contacts the energy levels
of the dot become life time broadened as a consequence of the uncertainty relation. It
holds fl      
	
where fl    is the broadening and
 
is the tunneling rate. Only
for   
	
fl 

 
the excitation spectrum can clearly be resolved. With increasing
 
higher order processes like the Kondo effect [54] become effective. In this thesis we
concentrate on weak coupling between the SWNT dot and the leads, i.e., on the case
 

	
fl 

  .
Transport theory for weakly coupled quantum dots
In this section we derive a method to determine the stationary current through a
generic quantum dot described by the Hamiltonian (3.2.1), see below, as a function
of the electrochemical potentials in the leads and in the dot. The outcomes of this
chapter will be used in Chapters 4 and 5 to obtain the  -

-


characteristics of SWNT
quantum dots with unpolarized and polarized leads respectively.
3.2. Model Hamiltonian
Let us now examine the physics of a generic quantum dot in detail. We describe
the overall system by the Hamiltonian
    


 


 
 

  

 



	 (3.2.1)
where
 
 can describe an interacting SWNT or any other conductor with known
many-body eigenstates.   
 
describe the isolated metallic source and drain contacts
as a Fermi gas of noninteracting quasi-particles,
 
 

 








 





 




 
	 (3.2.2)
where





  creates a quasi-particle with spin  and energy     in lead



	
. The
transfer of electrons between the leads and the central system is taken into account by
the tunnelling Hamiltonian
 

  
 
	 

 
 

 
d





 












 




 h.c.

	 (3.2.3)
where







and 


 



 















  are electron creation operators in the dot
and in lead

, respectively, and    


 describes the generally position dependent trans-
parency of the tunnelling contact at lead

.
Finally,
 


 accounts for the energy dependence of the system on the external
voltage sources controlling the electrochemical potentials in the leads and in the dot
itself. For completeness we briefly present a derivation of  


 based on modelling
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FIGURE 3.2.1. Capacitor model for a quantum dot. The influence
of the voltage sources on the electrostatics of the circuit is modelled
by the capacitors   ,  
 
and   . Waves above the capacitors    and
 
 
indicate that tunneling between the leads and the dot is possible.
the influence of the tunneling junctions and the gate on the electrostatic energy of the
setup by assigning capacitors   	    	  	   to each electrode [55], cf. Fig. 3.2.1. We
start by exploiting charge conservation which yields







 






	 (3.2.4)
where

 
	



	

	
  are the charges which have flowed onto the capacitors and






	 

  is the number of elementary charges on the dot. By applying Kirchhoff’s
rule to the two loops


and

 indicated in Fig. 3.2.1, we find

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

 









	

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
	 (3.2.5)
where   
	



	

	
  is the voltage drop over capacitor    . Note that along the loops


and

 the voltage drop over the gate capacitor is opposed to the ones over the lead
capacitors. Therefore  comes with a minus sign in (3.2.5). Using    

 

 
  we
find

 

 
 





 



 
 	
(3.2.6)
Combining (3.2.4) and (3.2.6) we obtain the dependence of the capacitor charges on
the voltages and the dot charge,
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where  
 


 
	 

 


 
 
	
A tunneling event changes

 by 

if an electron is
transferred from one of the leads to the dot and the other way round respectively. This
implies also a change of the charges

  according to (3.2.7), namely

 


 



 


 
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 
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 
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
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If the tunneling takes place at lead

the charge 

  can be decomposed into the charge
of the electron that is tunneling and the charge fl

  that flows over the voltage source

 
. It holds


 




fl

 
 

 
 
  

and hence
fl

 



 
 
  




	
At the other lead

and at the gate the charge that passes the voltage source is equal to


  and 


, respectively. In total this yields for the energy provided by the voltage
sources when an electron is tunneling into/ out of the dot at lead
 	
fl 
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

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(3.2.8)
Given (3.2.8) it is convenient to replace the Hamiltonian from (3.2.1) by
    
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
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   	 (3.2.9)
where upon absorbing terms that are directly related to the tunneling, we now write for
the lead Hamiltonians
 
 
  



 





 



 






 




 
	 (3.2.10)
where the energies have been shifted by the applied voltage,          


 
.
Additionally we incorporate the effect of the voltage sources on the electrochemical
potential into the dot Hamiltonian by redefining
 

  






	
(3.2.11)
Here  counts the total electron number in the dot and   is determined by the relation
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Commonly it is assumed that      
 
and    
 
such that



 

 
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
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
	
With (3.2.9) we are now ready to determine the dynamics of the quantum dot RDM.
3.3. Dynamics of the reduced density matrix
Our starting point is the Liouville equation for the time evolution of the density
matrix  

of the total system consisting of the leads and the dot. Since we assume a
weak coupling between leads and dot, the tunnelling Hamiltonian    from equation
(3.2.3) is treated as perturbation. We calculate the time dependence of   in the
interaction picture, i.e., we define
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where the time evolution operator  
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is given by
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with  being some reference time. Using (3.3.1) and (3.3.2) the Liouville equation in
the interaction picture reads
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Equivalently we can
write
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Reinserting (3.3.4) back into (3.3.3) yields
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(3.3.5)
Since we are interested in the transport through the central system, it is sufficient to
consider the RDM  

of the dot, which can be obtained from   by tracing out the
lead degrees of freedom, i.e.,





 

	
(3.3.6)
In general the leads can be considered as large systems compared to the dot. Besides
we only consider the case of weak tunnelling, such that the influence of the central
system on the leads is only marginal. Thus from now on we treat the leads as reser-
voirs which stay in thermal equilibrium and make the following ansatz to factorise the
density matrix    of the total system as
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where   and 
 
are time independent and given by the usual thermal equilibrium
expression
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with 





the inverse temperature. As it can be formally shown [56], the fac-
torization (3.3.7) corresponds, like Fermi’s Golden Rule, to a second order treatment
in the perturbation   
	
Furthermore, we can significantly simplify equation (3.3.5)
by making the so called Markov approximation. The idea is that the dependence of





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is only local in time. In more detail,   


is replaced by    in
(3.3.5). The Markov approximation is closely connected to the correlation time  of
the leads. In our case  is the time after which the correlation functions of the lead
electron operators,




 



	



 




	



	



 




 



	



 




	



 

	
are vanishing. Thus  indicates the time scale on which the system forgets about
its past. If the dynamics of the dot is slow enough, i.e., if   


is not considerably
changing during  the Markov approximation is valid. It must be noted that the Markov
approximation leads to an averaging of the time evolution of    on timescales of the
order of  , such that details of the dynamics on short time scales are not accessible.
Since we are interested in the dc current through the system, this imposes no restriction
on our purpose. Finally we get, by inserting equations (3.3.6), (3.3.7) and (3.3.8) into
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(3.3.5), the following expression for the equation of motion for the RDM,
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(3.3.9)
The first term vanishes because of !   

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Since we are only interested in
the longterm behaviour of the system we send   
	
Writing out the double
commutator in (3.3.9) according to
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Now we insert the explicit form of
  
from equation (3.2.3) into (3.3.10) and perform
the trace over the lead degrees of freedom. Thereby we exploit the relations
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In (3.3.11) we have introduced
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Similarly it holds
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Via the functions
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not only the
properties of the leads but also of the tunneling junctions enter the dynamics as we
will see later on. In order to proceed, it is convenient to represent the RDM in the
eigenstate basis of the dot Hamiltonian  
	
Assuming that we can diagonalize the
many-body Hamiltonian   (see Chapter 4 for SWNTs), this allows us to extract the

and 

dependence of the electron operators in (3.3.11): Let ffi
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	To proceed further, we carry out the following two major approximations:
I) We assume that density matrix elements between states representing different
charge states vanish (the system is supposed to be always in an eigenstate of the num-
ber counting operator  , since the number of electrons in the dot influences the elec-
trostatics of the whole circuit, hence is “measured” permanently). Thus we only have
to regard block matrices  
 


 describing the state of the dot containing  electrons.
In the eigenbasis of   equation (3.3.11) then reads
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where we have introduced the quantities
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Furthermore we have introduced the following notation for the matrix elements of the
electron operator,
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with the states ffi

 
and ffi

 
having particle number  	    respectively and being
eigenstates of
 
 . The energy differences   appearing in (3.3.15) are given by
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II) Secondly the so called secular approximation is applied, i.e., we only retain
those terms in the equation of motion, which have no oscillatory behavior in 
	
For
the dynamics this means that we can not resolve the evolution of  




on time scales
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where   and   are two distinct energy levels of  
	
From the
second and third line of (3.3.15) we find that the secular approximation leads to the
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and from the fourth and fifth line it follows
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If we choose  
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 in (3.3.19) of (3.3.20) then of course also   
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it is now easy to see that the equations of motion (3.3.15) of the RDM elements be-
tween degenerate states and those between non-degenerate states become decoupled as
a consequence of the secular approximation. Because the current is determined by the
dynamics of the occupations (the diagonal elements of the RDM) we can henceforth
focus on the time evolution of the degenerate matrix elements. Hence we can decom-
pose the  
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further into block matrices 
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restricted to the Hilbert space  
spanned by the states belonging to a certain energy level    and charge state  . A
scheme of the resulting structure of the RDM is shown in Fig. 3.3.1. To simplify
the notation we give the resulting equations of motion for 
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in Bloch-Redfield
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FIGURE 3.3.1. Scheme of the reduced density matrix. Only coher-
ences between states with identical particle number and energy are
kept.
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In analogy to  
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where now
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denotes the matrix element of the dot electron operator between the states ffi

 
and ffi

 
having energy   
	
 

 
$
 and particle number  	   , respectively.
Equation (3.3.22) governs the dynamics of the dot electrons. In the following we
deduce therefrom the current through the system.
3.4. Current
The current is essentially the net tunnelling rate in a certain direction at one of the
leads. Thus the current at lead

will be of the form
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On the long run the currents at the
two leads have to be equal, otherwise charge would accumulate on the dot which
is prevented by the charging energy. The rates  
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  can be obtained from the
time evolution of the occupation probabilities     
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. In more detail, the
occupation probability of the charge state  is reduced by tunnelling events changing
the number of electrons from  to    and is increased by processes transferring
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
 






 
 




"
 




 

$

 
"



 


 


 

$

 
"



 


 









	
(3.4.3)
For the actual calculations we are going to replace  

 in (3.4.3) by the stationary
solution 




 of (3.3.11), because we are only interested in the longterm behavior of
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the system.
Note: The expression for the current explicitly contains coherences of the RDM.
From a mathematical point of view the inclusion of the coherences is necessary in
order to assure the invariance of the transport calculation under any unitary transfor-
mation  within the Hilbert spaces   that contain all dot eigenstates with a
certain energy and particle number. In Appendix G we rewrite the master equation
(3.3.22) and the expression (3.4.3) for the current in a form that is obviously indepen-
dent of the chosen basis of   . On the other hand the RDM is hermitian, thus there
is always an appropriate eigenbasis of   in which all coherences are vanishing. The
problem is that for a complex system it is not trivial to find the diagonalizing basis a
priori. Moreover this “diagonal” basis depends sensitively on the available energies,
especially on the bias and gate voltage.  
Until now our treatment has been quite general, having made no assumptions about
the nature of the dot so far. But the actual transport properties depend on the micro-
scopic structure of the system. As seen from equations (3.3.25) and (3.3.26), we have
to know the spectrum of
 
 and the matrix elements 




 



"




" in order to get
from (3.3.22) the system specific master equation. Moreover the properties of the leads
and the geometry of the tunnelling contacts will influence the system via the quantities


  and


  as discussed in Section 4.2.2 of the subsequent chapter.
CHAPTER 4
Metallic SWNT quantum dots with unpolarized leads
In collaboration with Milena Grifoni. Parts of the results presented in this chapter have
been published in the Physical Review B 74, 121403(R) (2006) and in the European
Journal of Physics B 56, 107 (2007).
With our general transport theory for generic quantum dots from the previous sec-
tion and the knowledge about the SWNT eigenstates and spectrum from Chapter 2, we
are now well prepared to determine the   



characteristics of a SWNT quantum
dot. The scheme of such a device is shown in Fig. 4.0.1. Here we consider the case of
leads that are unpolarized with respect to the spin degree of freedom. The extension
to the case of spin-dependent transport through SWNT quantum dots with magnetized
leads will be presented in Chapter 5. From here on we concentrate on SWNTs with
large diameters such that exchange effects resulting from the non-forward scattering
processes discussed in Chapter 2 can be safely ignored.
4.1. Electronic properties of metallic large size SWNTs
From the discussion in Chapter 3 we know that the transport properties of quantum
dots depend on the microscopic properties of the dot system itself. As announced
before we subsequently concentrate on devices with a medium to large size metallic
SWNT as dot. Our discussion in Chapter 4 on the electronic properties of SWNTs has
shown that the amplitude of the short ranged interaction processes scales inversely with
the tube size, such that those non-forward scattering processes can finally be neglected
when going to large enough tubes. As large enough we would denote for example
the SWNT from Sample C of reference [20] with a diameter of 2.7nm and a length of
800nm. In Section 4.3 we will demonstrate that both the experimental and theoretical
findings indicate a negligible effect due to the short-ranged interactions for this device.
FIGURE 4.0.1. Sketch of a SWNT quantum dot coupled to metal leads.
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In principle with our general approach for the calculation of the transport properties
also small SWNT quantum dots can be analyzed. Thereby the examination of the low
bias regime where no bosonic excitations are present is straightforward. However,
the secular approximation used in order to derive equation (3.3.22) can not be fully
maintained in the high bias regime of small SWNT quantum dots due the appearance
of the quasi-continuum in the spectrum of small sized tubes at higher energies, cf. Fig.
2.6.3. Coherences between quasi-degenerate states with energies   and   can not
be neglected if the ratio  ffi    ffi is larger or of the same order as  , the typical time
scale for the dynamics of the RDM. In turn,  will depend on the transparency of the
tunneling contacts, the applied voltages and the electronic properties of the dot itself.
Excluding small sized nanotubes from the discussion we avoid those complications
caused by the non-forward scattering processes.
As just explained we can describe large size SWNTs by keeping only the long
ranged forward scattering contribution 
  
to the SWNT interaction in (2.3.1). Hence,
in order to obtain the diagonalized Hamiltonian of large size SWNTs we merely have
to set the coupling constants  $ and  ff of the short ranged interaction processes in
equation (2.5.11) to zero. We obtain the following Hamiltonian:
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with the excitation energies of the charged,
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and of the neutral modes,
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The eigenstates of
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 are of the form (2.5.18),
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where the creation/annihilation operators of the collective excitations, 

 



 

, of
the interacting system are related to their counterparts of the noninteracting system,




and





, via equations (2.5.15), (2.5.16) and (2.5.17). The spectrum of   with
its huge degeneracies is shown in Fig. 2.6.3.
4.2. Generalized master equation for unpolarized SWNT quantum dots
Knowing the properties of the dot system we can now take a look back to Chapter
3 and derive from the general expression (3.3.22) the generalized master equation for
a SWNT quantum dot. In order to determine the specific form of the Bloch Redfield
tensors
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" and 
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" we have to find the correct values for the transition
amplitudes  
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 given by (3.3.25) and (3.3.26). For this purpose in turn it is
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necessary to calculate the matrix elements of the dot electron operators in the eigenba-
sis of
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 and to examine the quantities
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and (3.3.13), which contain the information about the tunneling contacts and the lead
electrodes. We start with the matrix elements of the electron operators.
4.2.1. The matrix elements of the electron operators. As we know from equa-
tion (1.4.27) the 3D electron operators
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The calculation of the matrix elements 
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mination of the matrix elements of
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in Chapter 2 and can again be performed with
the help of the bosonization formalism. Denoting the SWNT eigenstates ffi
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The parameters
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 (cf. Appendix H) for the three neutral modes    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are given by
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where
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 is given by equation (2.5.8) and for the  mode we have
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The function  
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we have already encountered in Chap-
ter 2. For its explicit form see Appendix E. It is interesting to note that the interac-
tion leads to the formation of a non-oscillatory  dependence of the matrix elements
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. For matrix elements between states with no bosonic 
excitations this effect is described solely by the function   , which in analogy to
the function
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from Chapter 2 is a result of the normal ordering of the bosonic
operators in ! 
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after expressing
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in terms of   and

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 by using the bosonization identity (A.0.15). Explicitly we find
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as demonstrated in Appendix H. From Fig. 2.5.1 we know that the ratio $   goes
to  for large  and hence the sum in (4.2.5) converges. In Fig. 4.2.1 we show  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FIGURE 4.2.1. The non-oscillatory position dependence of the ma-
trix elements is described by    	 if no  excitations are involved.
For a repelling interaction,  
 
is strongly suppressed at the SWNT
ends. Here we used the values of $   of a (20,20) armchair
SWNT (  
 nm) as shown in Fig. 2.5.1.
for a (20,20) armchair SWNT with screened and unscreened Coulomb potential, using
the values of


$





as shown in Fig. 2.5.1. It is evident that    (and hence
the tunnelling amplitude at low energies) is smallest at the tube ends and increases
towards the middle of the nanotube. For an attractive interaction the opposite behavior
would be found and for the noninteracting system     
	
Hence  
 
is closely
related to the dispersion relation for the excitation energies $  . However, in this
thesis the contact geometry is fixed and so the actual form of    doesn’t influence
the transport properties qualitatively, as we will show below when discussing the role
of the tunnelling contacts.
4.2.2. Influence of the lead electrodes. The final step in order to calculate the
rates  
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 
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 from equations (3.3.25) and (3.3.26) is the examination of the func-
tions
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. Those functions together with the position depen-
dent electron operators lead to a dependence of
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 on the geometry of the
tunnelling contact. This effect can be accounted for by introducing new parameters
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, which are closely related to the notion of pseudo spin polarized leads. As we
will prove below it holds
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where we use the notation
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 

 

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, with
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 for



	

and

 

  denotes the Fermi function. Assuming that the electrons in the leads form a
3D electron gas with Fermi wave length that are small compared to the SWNT lattice
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spacing  , we will find
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 	 (4.2.7)
where the generally energy dependent parameter     determines the coupling strength
between the leads and the dot. In the same way the parameterization of the tunneling
contact properties can also be performed for (3.3.26), yielding
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(4.2.8)
The integrals over

and   in (4.2.6) and (4.2.8) can be carried out by using
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where
  
denotes the Cauchy principal value. The first term on the right hand side
of (4.2.9) corresponds to processes which conserve the energy. Additionally, we have
the imaginary principal value terms which can be attributed to so called virtual transi-
tions since they cancel in the expression for the current but nevertheless can affect the
transport properties indirectly via the time evolution of the RDM.
Taking into consideration the relations (4.2.2), (4.2.9) and (4.2.7) we can now
easily evaluate the rates
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
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 determining the system dynamics via equations
(4.2.6) and (4.2.8). The hurried reader can directly advance to Section 4.3. Those who
want to see the explicit derivation of (4.2.6) or who want to learn something about
pseudo spin polarization may continue here.
PROOF. In the following we prove relation (4.2.6). We start with equations (3.3.12)
and (3.3.13) for    
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In order to calculate the correlation functions in the previous two equations we reex-
press the lead electron operators with help of     , the density of states in the leads,
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and exploit that for non-magnetic leads the single particle energies are spin indepen-
dent such that the Hamiltonian from (3.2.10) simplifies to
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Using (3.3.8) for the equilibrium density operator for the leads we find



 


 


 


 
	





 

 



 

 





   









 






 




 





"
	
(4.2.13)
and




 


 

 


 
	





 

 



 




   










 





 



 





"
	 (4.2.14)
where the sum





extends over all

 values that correspond to the energy . Further-
more    

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and    


 	
where



is the Fermi distribution, denote the
densities of empty and occupied states in lead

. We have set the chemical potential in
the leads to 
 	 such that it does not appear within the Fermi function.
We now turn to the influence of the tunneling rates on the geometry of the tunnel-
ing contacts and start with (3.3.25),
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from where we extract the part that depends explicitly on the tunnelling contact

.
That means we define energy dependent quantities      " , which contain all the
properties of the tunneling contacts, by
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Expanding     
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and the electron operators according to (3.3.13) and (4.2.1)
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At low enough energies the product 
 



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 contains only slow
oscillations that can be ignored along the length of the tunnelling interfaces. Keeping
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only the non-oscillating position dependence in (4.2.2) we thus can rewrite (4.2.16) as
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Here the factor
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By introducing parameters    "  expression (4.2.17)
acquires the simple form,
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Comparing equations (4.2.17) and (4.2.18) we find for the parameters    " ,
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In (4.2.19) we have exploited that the Bloch waves  



are only non-vanishing
around the positions of the carbon atoms in the SWNT lattice. On the length scale of
the extension of the   orbitals all other quantities in    " are slowly varying. Hence
we could rewrite the integrals over


and

  as a sum over the positions of the carbon
atoms. The constant   results from the integration over the   orbitals. In order to get
more insight about the properties of    "  we assume to have a 3D electron gas in
the leads. In this case the wave functions     

 
are simply given by plane waves,
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Therefore, we can easily perform the sum over the wave numbers
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the energy
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The previous expression is peaked around
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For  ffi
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  ffi the correlations
between


and

  drop off fast with increasing distance. In our case this means that if

ffi
 is larger than 
	
where  is the nearest neighbor distance on the SWNT lattice,
correlations between different carbon atom sites are suppressed such that we arrive at
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the following approximation:
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Since we assume an extended tunnelling region, the fast oscillating terms with  



are supposed to cancel. Furthermore we assume that both sublattices are equally
well coupled to the contacts, such that the sum over  in (4.2.20) should approximately
give the same result for 

 and   
	
Hence we can separate the sum over  from
the rest. Since the Bloch waves      and    "  are orthogonal to each other
for  
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, we find that the relation
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must hold, as it can be deduced from the explicit expression for the Bloch wave, equa-
tion (1.4.17), and we arrive at
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We thus expect

 
 "

 
to vanish for  



and to give equal values for 



and    . As we will demonstrate below this corresponds to unpolarized
leads with respect to the pseudo spin. We should mention that the treatment of the
contact geometry here relies on several assumptions that might not be fulfilled under
all circumstances and so it should be seen as a first estimate. For example we assume
that the transmission functions    do not depend on the

 vector of the incoming wave.
But such a dependence would increase the correlation between different atom sites.
Furthermore  ffi will not be much larger than  for all kind of contacts (for gold the
Fermi wave number is about 
	



 	
nor can the lead electrons always be described
by a 3D electron gas. 
Interlude: Pseudo spin polarization. We explain in the following the relation
between the parameters    "  and polarization with respect to the pseudo spin de-
gree of freedom. A condition under which pseudo spin polarized leads can occur will
be presented. The discussion here will already give the direction of how to treat quan-
tum dots with ferromagnetic contacts.
As it can be easily deduced from (4.2.19) the coefficients    "  fulfill up to the
normalization condition the properties of density matrix elements, i.e.,
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where without loss of generality we have omitted the energy dependence of    " .
Hence it is appealing to regard the contacts as an ensemble of electrons characterized
by the spinors ffi  
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 




. Therefore we introduce
density matrices     by
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where the coefficients 
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
  are proportional to the contact transparency, in detail
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The quantities     should neither be confused with the density matrices    describing the
equilibrated electron gas in the leads nor with the density of states     . In analogy
to “real” spin  particles we can now define the polarization of the contacts with
respect to the pseudo spin by [56]
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with the well known Pauli matrices  
	
Then the density matrix     can be alternatively
expressed as
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From our discussion above we know that the properties of     depend on the geometry
of the tunneling contact at lead

	
In this respect our result (4.2.21) indicates com-
pletely unpolarized leads. To mention it, the concept of the pseudo spin polarization
is also relevant in the context of the orbital (or pseudo spin) Kondo effect [57]. In the
theoretical work [58] it is shown that this Kondo effect is weakened for pseudo spin
polarized leads,    
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, and finally vanishes for    

. It is interesting
to examine whether other types of tunneling junction geometries as the one consid-
ered above can exhibit pseudo spin polarization and hence allow for the creation of
pseudo spin valves. In this respect it is interesting to return to (4.2.20) and assume an
asymmetric coupling of the leads to the two sublattices  

, i.e., consider the case
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will not vanish also for  
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and according to (4.2.24) this means that the pseudo
spin polarization of lead  will acquire a component in  direction. In more detail the
polarization will be given by
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We think that a more detailed analysis of the relation between pseudo spin polarization
and contact geometry is worthwhile in the future, especially due to the analogy with
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spin dependent transport which we will discuss in the next chapter. For the discussion
there our examination of the pseudo spin polarization can serve as a good starting
point. Namely it shows the way of how to treat quantum dot devices with leads that
are polarized with respect to the real spin. Essentially we will just have to replace the
parameters

 
 "

 by their analogues    "   whose relation to the polarization of
the leads can again be determined by equations (4.2.22) and (4.2.24).
4.3. Excitation lines
If certain transitions are possible depends among other things on the available
energy and hence on the applied gate and bias voltages. The resonance conditions
for tunnelling in/out of lead

are determined by the rates from (4.2.6) and (4.2.8),
especially by the first term on the right hand side of the integral (4.2.9) together with
the Fermi function. In detail, at temperature   
, transitions from a state with 
electrons and eigenenergy    to a state with       electrons and eigenenergy
 
  are possible under the condition


 
 
 
  
 
 
$

	
for
   


	


 

 
 



 
 
	
for
   


	
(4.3.1)
Note that we have incorporated the influence of the gate voltage into the dot Hamil-
tonian, cf. equation (3.2.11). Therefore alternatively to (4.3.1) we can also write
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
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	 (4.3.2)
where the energies
 
 
  denote the eigenenergies of an isolated SWNT without applied
gate voltage. We expect that for low temperatures the current can only change consid-
erably at the position of the lines in the


- 

plane corresponding to the relations
from (4.3.2). But we should mention that in principle the virtual transitions, cf. (4.2.9),
are sensitive to the values of the bias and gate voltage outside of the excitation lines if
coherences of the RDM influence the transport, as it will become especially relevant
in the next chapter on spin dependent transport. However, in our case of unpolarized
leads we do not find a significant change of the current between two excitation lines.
Furthermore not all of the resonance conditions lead to a considerable change of the
current at the corresponding lines in the



- 
 plane. Relevant transitions are those
between states with considerable overlap matrix elements !  	

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
 
ffi
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



 
and for which the occupation probability of the initial state is large enough.
The number of electrons in the SWNT dot is controlled by the chemical potential


, as we know from the discussion in Chapter 3. Assume that   is just large enough
that there are

electrons in the dot. Then, in order to add another electron to the 
particle ground state, the extra energy        $       
 
 

 

 

 


 has to
be payed. Here     denotes the ground state energies. From the SWNT Hamiltonian
 
 , equation (4.1.1), we deduce
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(4.3.3)
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FIGURE 4.3.1. Differential conductance  

for Sample C of ref-
erence [20]. A very regular pattern of excitation lines in the   
plane has been measured. The fourfold periodicity due to the shell fill-
ing can be seen very nicely. The excitation lines from the experiment
can be reproduced with the choices      
	
  meV,




	

meV,

ff
   

	

meV and equivalently with     
	

meV,




	

meV and ff     
. The corresponding excitation lines are indi-
cated by dashed lines. Excitation lines within the Coulomb diamond
are due to cotunneling processes not included in our weak coupling
theory.
The energy   is a direct measure of the height and the width of the Coulomb
diamonds in the



- 

plane. Thus a repeated pattern of one large Coulomb diamond
followed by three smaller ones is expected for ff  
. Otherwise the pattern will
consist of a large diamond followed by a small, a medium and again a small one. In
the experiments of Sapmaz et al. [20] sample C showed the first pattern repeating very
regularly, whereas samples A and B revealed the second pattern.
For sample C not only the Coulomb diamonds but also a bunch of excitation lines
could be resolved. In [20] the positions of the Coulomb diamonds and of the low-
est lying excitation lines were determined. The mean field theory of [19] contain-
ing the exchange splitting
 
was used for comparison. Apart from the height of the
large Coulomb diamonds, all the lines from the experimental    characteristics
of sample C could be reproduced by an appropriate choice of the mean field param-
eters   
	 

	 
ff
	  
. For sample C the choice of Sapmaz et al. was      
	
  meV,




	

meV,

ff
   

	

meV. However, exactly the same Coulomb diamonds
and excitation lines are recovered by choosing     
	

meV,




	

meV and

ff
   


, cf. Fig. 4.3.1. We think that in this case the latter choice of param-
eters is much more realistic than the one made in [20], with an unreasonably high  
of 
	

meV. The SWNT in sample C had a length of 

nm and a diameter of 
	

nm.
According to table 1 in Subsection 2.3.3 this corresponds for an assumed dielectric
constant 


	
 to an exchange splitting of
 



	


meV, a value two orders of mag-
nitude smaller than the value given in [20]. We therefore conclude that our treatment
of the interaction, where only forward scattering events are considered and exchange
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FIGURE 4.4.1. Ground states of the SWNT for different numbers of
electrons. For each charge state we show one representative ground
state, on top for aligned bands and on the bottom for mismatched
bands. In brackets the corresponding degeneracy is given. Full
black and orange arrows represent occupied states. The bold (or-
ange) arrows indicate electrons which can contribute to transitions
  

 in the low bias regime. Incoming electrons for the transi-
tions
  

 can be accommodated by the states represented by
the dashed arrows. So the number of bold and dashed arrows is equal
to        and      $  respectively.
contributions are not present, is valid here. In Section 4.5, Figure 4.5.1 shows the
numerical result for the corresponding current.
4.4. Low Bias Regime
In the following we consider the low bias regime, i.e., the bias voltages and the
temperature are low enough that only ground states with  and    particles and
energies    
	
 

 
$
 can have a considerable occupation probability. In this case the
importance of taking into account the off-diagonal elements of the RDM in (3.3.22)
depends crucially on the parameters    "  in (4.2.6) and (4.2.8). From the expres-
sions (4.2.6) and (4.2.8) for the rates it is evident that for our assumption of unpolarized
leads, condition (4.2.7), the time evolution of the RDM elements between states with
the same band filling vector  is decoupled from elements between states with differ-
ent 

. Since the current only depends on the time derivative of the diagonal elements
of the RDM, the elements mixing states with different  will have no influence on the
current and therefore can be ignored. Because all considered ground states do have a
different  	 in the low bias regime we only have to take into account diagonal matrix
elements in the master equation if unpolarized leads are considered.
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We will refer to this kind of master equations where coherences are absent as
"commonly used master equations" (CMEs). In the low bias regime the occupation
probabilities 






 

  of the groundstates containing   particles will all be the same in
the stationary solution, since none of the ground states stands out compared with the
other ground states in any respect. Therefore, we introduce the probability for finding
the system in charge state
  by

 


 







 

 


 	
where   is the degeneracy of the corresponding ground states. Using (3.3.22), the
general expression for the master equation, we find the following CME for   ,
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With equations (3.3.23) and (3.3.24) for the Redfield tensors we obtain
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where we have defined
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Using the relation
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the stationary solution of (4.4.2) is easily found,
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The current is obtained from (3.4.1). Evaluated at the source for example it yields,
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The rates  






"
 


 

 
"
are obtained by using equations (4.2.6) and (4.2.8),
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Here we have assumed that    and    are constant in the relevant energy range. Fur-
thermore we have defined
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Remember that the electrochemical potential in the dot is already included in     ,
such that fl  

 
 

 

 
 

 
$




. From (4.2.2) we obtain (remember that      
 

 


 





 
),
 

 

 
"

 


 







"

 

 
"

 

 







"

 
"

 




 
   
"
	
where      " is the number of ground states with  

particles that differ from a given
band filling vector  for one of the ground state with   particles only by a unit vector
(see Fig. 4.4.1). Therefore we get
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as well as
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Inserting the rates (4.4.8) and (4.4.9) into expression (4.4.7) for the
current results in
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4.4.1. Linear conductance. In the regime ffi


ffi  


 

 we can further
simplify (4.4.10) by linearising     $  in the bias voltage. We choose 
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Unlike one could expect, the maxima of the conductance
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which is only zero for    $   
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The height of the conductance peaks is
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We still have to determine the values of      $  and    $    	 which depend on the
mismatch between the    and the    band. If both bands are aligned ff  
 
one finds from Fig. 4.4.1,      $    	 	 	  	  and    $      	  	 	 	  for  



	





	





	




	
	
Then the conductance      $  shows fourfold electron
periodicity with two equally high central peaks for   
   	 
   and two
smaller ones for
 



	




	 (cf. Fig. 4.4.2 a)). The relative height between
central and outer peaks is   $  $    $    
  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 
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Note
that this ratio is independent of a possible asymmetry 	   	
 
in the lead contacts.
In addition, the conductance is symmetric under an exchange of the sign of the bias
voltage.
In the case of an energy mismatch between the    and the    band
exceeding well the thermal energy, the degeneracy of the ground states is either  or 
and we get      $    	  	  	  and      $    	  	  	  for   
 	 
   	 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Therefore, according to (4.4.13), all the conductance peaks have the same
height as depicted in Fig. 4.4.3 a) .
4.4.2. Low bias regime well outside of the Coulomb diamonds. Now we ex-
amine the regime where still only ground states are occupied but where we are well
outside the region of Coulomb blockade,   ffi
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such that electrons
tunnel in from the source and tunnel out at the drain, it holds
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The height of the plateaus in the current of Figures 4.4.2 b) and 4.4.3 b) are de-
scribed by (4.4.14). If the    band is aligned with the    band, we still find a
fourfold electron periodicity. But only for 	   	
 
the pattern with two central peaks
and two smaller outer peaks is preserved. The corresponding ratio of the heights is
	

	
If 	  

	
 
this latter symmetry is lost.
For mismatched bands and 	   	
 
we find like for the conductance peaks that all
current maxima are of the same size. In the case of asymmetric tunnelling contacts,
	



	
 
	
a pattern of alternating small and large peaks is found.
If we invert the sign of the bias voltage, the current is obtained by flipping its
direction and exchanging 	  with 	
 
in (4.4.14). Then, if 	   	   	 the current does not
only change its sign but also changes its magnitude because of      $      $    .
Note that so far we have assumed that 	  and 	
 
are constant as functions of the
applied voltages. However, in experiments it is often observed that the transparency
of the tunneling contacts varies with the gate voltage . The dependence of 	  and 	
 
on the gate voltage can be easily determined. First the asymmetry   	  	
 
can be
obtained from (4.4.14) in the regime   ffi
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 by inverting the sign
of the bias voltage; it holds
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FIGURE 4.4.2. Gate traces for

ff



, i.e., for aligned   
and    bands, at low bias voltage. Parameters are     
	

meV,






	



meV,




	

meV and the chosen asymmetry
is 	 


	
 


	







s


. a) Conductance in the linear regime



 



 


	
Despite asymmetric contacts, we find the repeat-
ing pattern of two small outer peaks and two large central peaks. b)
Current in the regime


  ffi


 
ffi  


	
Asymmetry effects appear.
The fourfold periodicity is retained. The upper and lower pattern cor-
respond to opposite values of the bias voltage.
where   $   ,     $  are measured at the same gate but at opposite bias voltage.
Knowing  we can calculate the rates 	  and 	
 
from (4.4.14) and find
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4.5. High bias regime
In the bias regime

  
 not only the ground states will contribute to trans-
port but also states with bosonic excitations and band filling configurations  differ-
ent from the ground state configurations. We refer to the latter type of excitations as
fermionic excitations. Since the number of relevant states increases rapidly with in-
creasing bias voltage, an analytical treatment is not possible any more and we have to
resort to numerical methods in order to calculate the stationary solution of the master
equation (3.3.22) and the respective current. From (4.3.2) we know that at low tem-
peratures the current only changes considerably near the excitation lines given therein.
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FIGURE 4.4.3. Gate traces for fl  

	

, i.e., for mismatched   
and    bands, at low bias voltage. Other parameters are     
	

meV,





	



meV,




	

meV and the chosen asymmetry
is 	 


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. a) Conductance in the linear regime
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
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
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
	
The conductance peaks are all of the same height.
b) Current in the regime     ffi


 
ffi  


	
The contact asymmetry
leads to alternating large and small current maxima.
Therefore we can reduce drastically the number of 

 	



points for which we ac-
tually perform the numerical calculations, saving computing time. In Figs. 4.5.1 a)
and 4.5.2, the current as a function of the applied bias voltage and the electrochemical
potential in the dot is depicted. The chosen parameters for    	  and ff are the ones
we have obtained for fitting the data of sample C and sample A of [20], respectively.
Hence Figs. 4.5.1 and 4.5.2 show the current for SWNTs with the    and   
band being aligned (ff  
) and mismatched (ff  

	
	


 ). In both cases a symmet-
ric coupling to the leads, 	   	
 
	
is assumed. In the transport calculations the lowest
lying


excitations are taken into account using   	  




 




$
 




	

 for the
Luttinger parameter.
In addition we have also determined the current using the CME, hence ignoring
any coherences in the RDM. For the current corresponding to Fig. 4.5.1, the quantita-
tive difference between the calculations with and without coherences is considerable
in the region of intermediate bias voltage as we show in Fig. 4.5.1 b). On the other
hand the deviation of the CME result from the calculation including coherences is by
far less pronounced for the parameter choice of Fig. 4.5.2. The crucial point here is
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FIGURE 4.5.1. a) Current in a bias voltage - electrochemical poten-
tial plane for symmetric contacts case and vanishing band mismatch.
b) Difference plot of the current with and without coherences. Here
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Other parameters are as for Fig. 4.4.2.
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FIGURE 4.5.2. Current as a function of the bias voltage and the
electrochemical potential in the SWNT for symmetric contacts but
for a finite band mismatch. The parameters here are chosen to fit the
positions of the Coulomb diamonds of sample A in [20], i.e.     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
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
meV.
that the charging energy    is smaller than

 , the level spacing of the neutral sys-
tem. Then the subsequent considerations are not strictly valid. Now we explain why
coherences can’t be generally ignored if considering interacting electrons in a SWNT.
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4.5.1. Why and when are coherences needed? As in the low bias regime we
assume to have unpolarized leads. Thus we use condition (4.2.7), such that we can
ignore coherences between states with different fermionic configurations  . Unlike
in the low bias regime, we are not only left with diagonal elements of the RDM but
there still might be coherences between degenerate states which have the same  but
different bosonic excitations



	
For the importance of these kind of coherences it is
illuminating to discuss our system without electron-electron interactions, i.e., for the
moment let us assume that an eigenbasis of   is given by the Slater determinants of
the single electron states ffi
 
ffi

 
	
Furthermore, we concentrate without loss of gener-
ality on the case

ff



, and we assume that the charging energy    exceeds  . Each
of the Slater determinants can be denoted by the occupation


of the single electron
states. In the case of unpolarized leads, it is again easy to show that coherences van-
ish in the stationary solution of the master equation (3.3.22), if the RDM is expressed
in the ffi


 
basis. But of course we still could use the states ffi  	



 
from (4.1.4) as
eigenbasis, now with four neutral modes  	  	  	  
	
In the ffi 
 	



 
basis it is
crucial to include the off diagonal elements in order to get the right stationary solution
as we show in the following example.
We adjust the voltages such that only transitions are possible from the ground
state with 
 particles and energy    to ground and first excited states with 
  
particles and energies   $  and  



$


 



$



 , respectively. From the 
 
ground states only transitions to the 
 ground state shall be allowed as depicted in
Fig. 4.5.3 a). Note that this situation is only stable, because we have made the choice
 

 
 . The master equation expressed in the ffi


 
basis reveals that only four of the
16 states with the lowest particle hole excitation are indeed occupied in the stationary
limit (cf. side b) of Fig. 4.5.3, because not all of the corresponding energetically
allowed transitions from the   
 ground state can be mediated by one-electron
tunnelling processes.
Whereas in the ffi 
 	



 
basis, all 16 states with the energetically lowest bosonic
excitations are equally populated. Since the degenerate states of the two bases are con-
nected by a unitary transformation, the same must be true for the corresponding matrix
representations of 









	
From the representation of the RDM in the ffi


 
basis, we
know that the rank of 









must be equal to . Because an unitary transforma-
tion does not change the rank of a matrix, the stationary solution in the ffi  	



 
basis
can maximally have 4 linearly independent columns. Since all diagonal elements are
non-vanishing this is only possible if there are also non-vanishing coherences.
Switching on the electron - electron interactions, the ffi


 
states are no longer an
eigenbasis of the SWNT Hamiltonian and hence we must work in the ffi  	



 
basis.
But then, as we know from the discussion above, the coherences are expected to be
of importance. In the next chapter we will see that coherences affect the transport
properties of quantum dots with non-collinearly polarized leads even in the low bias
regime.
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FIGURE 4.5.3. a) Scheme of relevant energy levels, if transitions
from the ground state with   
 particles to the first excited state
with
 




 particles are energetically allowed, while no tran-
sitions from the
 




 ground states to excited states with
 


 electrons are possible. b) Possible transitions between the
 


 and   
   electron states of the noninteracting sys-
tem, which are energetically allowed in situation a). The degeneracy
of the eigenstates is given in brackets.
4.5.2. Negative differential conductance. Spin charge separation and therefore
non-Fermi liquid behavior could also manifest itself in the occurrence of negative dif-
ferential conductance (NDC) at certain excitation lines involving transitions to states
with fermionic excitations, as was predicted for a spinful Luttinger liquid quantum
dot [59] with asymmetric contacts. We also find this effect for the non-equilibrium
treatment of the SWNT quantum dot. Since in our case only the energy spectrum of
the


mode depends on the interaction and the other three modes have the same en-
ergies as the neutral system, rather large asymmetries are needed in order to observe
NDC. In Fig. 4.5.4 we show the current across the first excitation line for transitions
from
 




 to
 


 in the

ff



case. The corresponding trace in the


-

plane is indicated in the inset of Fig. 4.5.4 a). Here the origin of the NDC is
that some states with fermionic excitations have lower transition rates than non-excited
states, since due to the increased energy of the  modes less channels are available
for transport. In Fig. 4.5.4 b) we show some of the excited states with   
 elec-
trons which are responsible for the NDC, because their transition amplitudes to states
with
 




 electrons are reduced compared with the one of the 
 ground
state. Apart from the asymmetries all other parameters are chosen as for Fig. 4.5.1.
Only for asymmetries 

	
 

	
 larger than around , clear NDC features are seen.
4.5.3. Conclusions. In this section we have analyzed the linear and non-linear
current as a function of the gate and bias voltage across metallic SWNT quantum
dots with unpolarized leads. Exchange and related effects, which become relevant for
small diameter SWNTs and which have been discussed in Chapter 2, have not been
taken into account. Yet the applied transport theory is general enough to discuss the
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FIGURE 4.5.4. a) Differential conductance as a function of the bias
voltage for different asymmetries   	
 

	
 of the coupling to the
leads. The trace in the 

-

plane across the boundary between re-
gions A and B is indicated in the inset. Only for asymmetries larger
than around  negative differential conductance occurs. All parame-
ters here are chosen as for Fig. 4.5.1, except for   a value of 

	


 
meV corresponding to   

	

K was used. b) The transitions re-
sponsible for NDC. i) In region A of the inset from a) only transitions
between ground states are possible at low enough temperature. The
transition rate from the
 


 ground state to the   
  
ground states is given by 	  (see equation (4.4.8)). ii) In region B
additionally excited states become occupied. For some of the states
with
 


 electrons and fermionic excitations the transition rates
to states with
 




 electrons and neutral bosonic excitations is
decreased compared to the ground state rate as a consequence of the
larger energies of


excitations, which are not available for transport
yet. Notice that we only show the most important types of transitions
from
 


 to
 




 that take place in region B. Since we
are considering a non-equilibrium situation other types of transitions
are possible in principle.
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influence of exchange effects on the transport properties in the future. The energy
spectrum of a large diameter metallic SWNT is highly degenerate as a consequence
of both fermionic and bosonic excitations. In the linear bias regime, the degeneracy
of the groundstates leads to a characteristic pattern of conductance peaks depending
on whether the two branches of the dispersion relation are aligned or not. Leaving the
linear regime, asymmetry effects become relevant. Thus measurements of the current
at low bias voltages, in the linear and non-linear regime, in principle allow the sepa-
rate determination of the source and drain tunnelling resistances as a function of the
gate voltage. At higher bias voltages also excited states become relevant. The correct
calculation of the non-equilibrium dynamics of the system then requires the inclusion
of coherences in the reduced density matrix between degenerate states with bosonic
excitations. At intermediate bias voltages there is a considerable deviation between
the transport calculations with and without coherences. We emphasize that for a non-
interacting system with unpolarized leads, coherences do not have to be considered
if expressing the reduced density matrix in terms of Slater determinants, formed by
the one electron wave functions of the noninteracting system. Another consequence
of the electron correlations is the formation of a non-oscillatory spatial dependence
of the tunnelling amplitudes along the nanotube axis. For transitions between states
with energetically low excitations we find a strong suppression of the tunnelling am-
plitudes near the SWNT ends. Furthermore we have addressed the influence of the
tunnelling contacts on the transport. We have shown that extended contacts described
as 3D Fermi gas and equally coupled to the two sublattices do not lead to a polarization
of the contacts with respect to the pseudo spin. We think that a further investigation of
this point for other types of contacts is worthwhile, especially an asymmetric coupling
of the two sublattices to the leads in principle can create arbitrarily polarized leads
with respect to the pseudo spin. The discussion of the pseudo spin polarization will
also pave the way for the extension of the transport calculations to so called SWNT
spin valve devices (SWNT quantum dots with spin polarized leads) presented in the
following chapter.
CHAPTER 5
Metallic SWNT quantum dots with polarized leads
In collaboration with Sonja Koller and Milena Grifoni. Parts of the contents of this
chapter have been published in the New Journal of Physics 9, 348 (2007).
The transport properties of SWNT quantum dots with spin polarized leads, so
called SWNT spin-valves, have been worked out in detail by Sonja Koller in her
diploma thesis [60]. Here we present the necessary steps to extend the approach in
Chapter 4 to spin transport and give the main result.
Conventionally it is merely the charge of the electrons and its coupling to the elec-
tromagnetic field that is used to control the transport properties of electronic devices.
However, more and more also spin dependent transport has become a focus of attention
in condensed matter physics and has even made its way to applications, as the award
of the Nobel prize 2007 to Grünberg and Fert for the discovery of the giant magneto
resistance, exploited in modern hard discs, impressively demonstrates. In the case of
quantum dots, spin sensitive devices can be obtained by using magnetized source and
drain electrodes. Depending on the relative magnetization of both lead electrodes the
resistance of the quantum dot changes. So far only experiments with parallel (P) or
antiparallel (AP) magnetization of source and drain could be performed. The quantity
characterizing the influence of the magnetization is the so called tunneling magneto
resistance TMR which we define as the ratio

   
  

  
 
 
	 (5.0.1)
where    is the conductance in the parallel and    the conductance in the antiparal-
lel configuration. Concerning nanotube spin-valves they are expected to be especially
well suited for the study of spin transport, since due to the weak spin-orbit coupling
in nanotubes the relaxation of spin is expected to be suppressed. On the other hand
spin transport should again be sensitive to the intrinsic properties of the dot system,
especially to interactions, and therefore can yield important insights into the consid-
ered system itself. Positive TMR values have been detected in various experimental
works about SWNTs and MWNTs [61, 62, 63]. But even the occurrence of nega-
tive TMR has been reported [64, 65, 66]. In the works [63, 64, 65, 66] the TMR has
found to be gate voltage dependent, indicating that the energy spectrum of the nan-
otubes plays a significant role. On the theoretical side spin dependent transport in
interacting mesoscopic systems has been discussed for interacting single level quan-
tum dots [51, 52, 67], metallic islands [68] and Luttinger liquids [70]. It was found that
electron-electron interactions in connection with so called virtual transitions [51, 52]
(cf. discussion after equation (4.2.9) for the meaning of the virtual transitions) as well
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as reflections of the dot electrons at the magnetized leads [67, 68, 70, 71] can lead to a
precession of the accumulated spin on the dot and thus influence the transport proper-
ties, for example reducing the TMR for non-collinear lead polarizations. The effect of
spin precession is only present if the polarizations of the leads are non-collinear. How-
ever, going beyond the weak coupling regime the spin-dependent reflections can lead
to a Zeeman like energy splitting which can become relevant in transport [65, 67, 69].
Concerning the theoretical treatment of spin-dependent transport through interact-
ing 1D systems the limit of infinitely long tubes has been discussed in reference [70].
Transport properties of finite size SWNTs weakly contacted to ferromagnetic leads
have been considered in our article [71] and in the numerical approach [72] focusing
on shot noise. The latter calculations were based on the mean field theory of Oreg et
al. and only the case of parallel and antiparallel lead magnetizations were discussed.
Generalizing the approach used for the discussion of interacting SWNT quantum
dots in Chapter 4, we determine in the following the   



characteristics of a
SWNT spin valve allowing for arbitrary magnetization directions of the leads. Addi-
tionally to the virtual transitions that arise automatically from our generalized master
equation approach, we take into account the effect of electron reflections at the dot-lead
interface. The detailed mechanism is explained e.g. in [68].
5.1. Experimental realization of SWNT spin valves
The leads of spin valve devices consist of ferromagnetic materials as for example
Co or Ni-alloys whose magnetizations are adjusted by an external magnetic field. It is
obvious that it must be possible to control the relative lead magnetization directions in
order to examine a TMR effect. In experiments source and drain contacts of different
size and hence with different coercive fields are used. The geometry of the electrodes
determines their favoured magnetization direction. Applying a large enough B field
parallel to the favoured magnetization axis, both leads will be polarized in the same di-
rection. Lowering the B field and finally inverting its sign the contact with the smaller
coercive field will first switch its magnetization direction before also the other contact
follows, cf. Fig. 5.1.1. Hence by sweeping the B field up and down an alternating
sequence of parallel and antiparallel magnetization is obtained. The controlled adjust-
ment of an arbitrary angle between the magnetizations of source and drain electrodes
has not been achieved experimentally so far.
5.2. The model Hamiltonian
Schematically a SWNT quantum dot with polarized leads is depicted in Fig. 5.2.1.
We allow for arbitrarily polarized source and drain electrodes. Additionally also the
accumulated spin will in general not be collinear with one of the lead magnetizations.
As a start we will thus use in each case a different spin quantization axis in source,
drain and in the dot. We will use the symbols    	



	
 and  in order to denote the
 
-component of the spins in the reference frame of the leads and of the dot, respec-
tively. In analogy to (3.2.9) we model the SWNT spin valve shown in Fig. 5.2.1 by
the Hamiltonian
    


 


 
 

 


 

	
(5.2.1)
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FIGURE 5.1.1. Sweeping the magnetic field in a certain range, par-
allel and antiparallel configurations of the lead polarizations can be
achieved by using ferromagnetic leads with different coercive fields
 

and    .
FIGURE 5.2.1. Scheme of a SWNT spin valve setup. We consider
leads with arbitrarily polarized leads. Charge transport across the de-
vice will lead to a spin accumulation on the SWNT. Virtual transitions
and boundary reflections can lead to a spin precession on the dot sys-
tem.
As for the unpolarized SWNT quantum dot the Hamiltonian   is given by equation
(4.1.1). However, the Hamiltonians    and     for the ferromagnetic leads now have
to be modified compared to the unpolarized case, equation (4.2.12), in order to incor-
porate the spin polarization. The easiest way to do this is to use the Stoner mechanism.
Any other description would serve as well. Hence
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(5.2.2)
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FIGURE 5.2.2. Spin dependent densities of states in a metal without
(left side) and with (right side) Stoner exchange.
The effect of the Stoner energy    is a relative energy shift of the           electrons
down-/upwards, such that the spin up/down electrons constitute the majority/minority
species in thermal equilibrium, cf. Fig. 5.2.2. The tunneling Hamiltonian    from
(3.2.3) does not change, we merely rewrite it in the spin bases of the leads,
 
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Remember that







and    


 denote the dot and lead electron operators. Com-
pletely new is the “reflection” contribution    to the Hamiltonian. It is well known
from multilayers of ferromagnetic and non-magnetic materials that the behaviour of an
electron that is backscattered at the interface between two layers crucially depends on
the relative orientation of the electron spin and the polarization in the ferromagnet and
can lead to ferromagnetic or antiferromagnetic exchange coupling between the ferro-
magnets depending on the layer thickness. In the works [67, 68] it was realized that
also in mesoscopic spin valves the influence of the boundary between polarized leads
and the dot must be taken into account. Unlike in the multilayer systems no exchange
effects between the ferromagnetic leads are expected, nevertheless the dot electrons
that are reflected at the tunneling junctions acquire a phase shift depending on whether
their spin is parallel or antiparallel to the lead polarization. Those phase shifts alter the
quantization condition for the dot electrons and therefore lead to a spin and position
dependent energy splitting

fl

 




. Rewriting the momentum space expression for
 
 from [68] we obtain in the position representation,
 



 
 
	 

 
 


 




fl

 







 
















	
(5.2.4)
Since the phase shift due to electron reflections takes place near the tunneling junctions
we will assume later on that fl   



is nonvanishing only in the vicinity of the contacts.
5.3. Generalized master equation for the SWNT spin valve
In Chapter 3 we have presented a general method to determine how the reduced
density matrix (RDM) of a generic quantum dot evolves in time. No assumptions
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whether the leads are polarized or not have been made. Therefore our approach is gen-
eral enough to also yield a transport theory for quantum dots weakly coupled to po-
larized leads. Remember that in our discussion of SWNT quantum dots with normal-
metal leads the possibility of a polarization with respect to the pseudo spin degree of
freedom has been automatically incorporated in the transport calculations by starting
from the microscopic system Hamiltonian (3.2.9). Though, there is one qualitative
difference between (3.2.9) and (5.2.3), namely the reflection term    . In order to set
up the equations of motion governing the time evolution of the RDM for Hamiltonian
(5.2.3), we now treat not only the tunneling Hamiltonian    but the sum       
as perturbation in the lowest non-vanishing order to the remaining terms in (5.2.3).
Thus instead of equation (3.3.3) the Liouville equation for the RDM in the interaction
picture now reads,
 

 





 



 



 	








 




 	






	
(5.3.1)
Since the Liouville equation is linear it is clear from (5.3.1) that the rates  
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Let us at first ignore the second term on the right hand side and let us concentrate
on the first summand. From the general discussion in Chapter 3 it follows that the
amplitudes
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"





  
"


 are given by equations (3.3.25) and (3.3.26). In complete
analogy to the unpolarized quantum dots we have to determine the lead correlation
functions 
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, but now in consideration of the Stoner Hamiltonian
(5.2.2). Explicitly we obtain
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where the densities of occupied and empty states are different for the two spin species.
With    
 being the density of energy levels in lead

without Stoner exchange, they
read       
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Again we have set
the chemical potential in the leads to 

	
For convenience we shift the variable  in
(5.3.3) and (5.3.4),           
	
Inserting the resulting correlation functions
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into equations (3.3.12) and (3.3.13) we arrive at
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where     
 

 




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is the density of states for electrons with spin

  in the ferromagnet. See also Fig. 5.2.2. As for the unpolarized leads, the rates
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 depend on the geometry of the tunneling junctions. The corresponding
examination can be performed in completely the same way as in Chapter 4, where
we have shown how to parameterize the effect of the contact geometry by introducing
the contact density matrices    "  . Due to the summation over different lead wave
functions in (5.3.5) and (5.3.6) for the two spin species, here the parameterization
can be achieved by using spin dependent quantities     "
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Based on the same
argumentation that has lead to (4.2.7) in Chapter 4 we will further on make use of the
assumption
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where according to (4.2.21) it holds
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Bearing in mind relations (5.3.5) to (5.3.7) and in analogy to equations (4.2.6) and
(4.2.8) the rates
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In the considered energy range we assume that     "


 
is energy independent.
From

 



"



we can deduce the spin polarization of lead

in analogy to our
discussion of pseudo spin polarization in Chapter 4. Looking back to equation (4.2.23)
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we find
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With (5.3.8) the previous equation yields
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such that in the reference frame of lead  the polarization is, not surprisingly, de-
termined by the density of states of the    and    electrons. We want to remark that
different lead wave functions belong to the    and    electrons at a given energy. Hence
in general a different coupling between the    and    wave functions could lead to a
contribution to the polarization beyond the effect of the different densities of states and
even to a mixing of the spin and pseudo spin degrees of freedom.
We still have to determine the proper expression of the “reflection” contributions
 



 
"

 
   
"


 to the transition rates. For this purpose we discard for the moment the
term describing the tunneling processes in (5.3.1) and concentrate on the time evolu-
tion of the system density matrix due to the boundary reflections:
 

 





 



  



 	






	
Since we treat    as a perturbation we are again allowed to factorize    into the
reduced density matrix of the SWNT  




and the lead density matrices   
 
which
we assume to stay in thermal equilibrium, such that
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Tracing out the lead degrees of freedom we get completely rid of any lead density
operators because no lead operators appear in    and    

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 
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. With the
explicit form of
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
, equation (5.2.4), we obtain
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We can simplify the previous equation by expanding the 3D electron operators
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
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in terms of the 1D operators
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using equation (4.2.1). Since the spin sensitive
reflections at the boundaries are restricted to a small region near the tunneling contacts,
fl

 




is only non-vanishing around   
 	 . A calculation similar to the one
performed in Section 3.3 yields
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with the effective reflection parameter fl  , which depends on the detailed structure of
the contact geometry. Like in the treatment of the tunneling Hamiltonian we express
(5.3.12) in the eigenbasis of   and apply the secular approximation, i.e., we only
keep coherences between degenerate states. Bringing (5.3.12) into Bloch-Redfield
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form finally the rates
 



 
"

 
   
"


 are obtained,
 



 
"

   
"







 
 


 

 


fl
  



 


 



 

 
"

 

"


 


 


"

 



	
(5.3.13)
Let us take a short break and summarize.
Starting from the Liouville equation for the spin valve density matrix, equation
(5.3.1), we could calculate the transition amplitudes  
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

 
"

  
"


 that enter the general-
ized master equation (3.3.22). With (5.3.9), (5.3.10) and (5.3.13) they read,
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where we have performed the integrals over  using relation (4.2.9). Additionally we
have introduced the abbreviations
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
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It is interesting to note that the contribution from the reflection Hamiltonian adds to
the virtual transitions in (5.4.6). So far we have used two different spin quantization
axes for the description of tunneling processes at the two different leads. Hence we
still have to reexpress equations (5.4.5) and (5.4.6) in a common spinor basis before
we can perform the actual calculations.
5.4. Coordinate transformations in spinor space
In this section we make convenient choices for the common quantization axis for
the spins in (5.4.5) and (5.4.6). It is distinguished between non-collinear and collinear
magnetizations of the leads.
5.4.1. Non-collinear lead magnetizations. In this case we follow [52] and intro-
duce new coordinates for the spin polarization with the basis 



	



	




shown in Fig.
5.4.1, such that the   axis is perpendicular to the plane spanned by the polarization
directions of source and drain,



 and



 
. This choice will prove to be very conve-
nient for the transport calculations in Section 5.5. The bases 


 
 	


 
 	


 

 	



	

of the source/ drain reference frames can be aligned with the new common coordinate
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FIGURE 5.4.1. Spin coordinates in source, drain and in the common
reference frame we use to evaluate the master equation.
system by rotation of

 
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 around the corresponding  axes and sub-
sequent rotation of   around the   axes. In spinor space this rotation corresponds to
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transformation
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Therefore the electron operators
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and likewise
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Here 


	
 denotes the up/ down spins in the common spinor basis.
5.4.2. Collinear lead magnetization. For collinear leads we have to distinguish
between the parallel and the antiparallel configuration. In the parallel configuration
(P) the coordinate transformations is just the unity matrix,
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(5.4.3)
For the antiparallel configuration (AP) we use by convention the source magnetization
as the quantization axis. Thus
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(5.4.4)
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With (5.4.1) to (5.4.4) the final expressions for the rates in the non-collinear case
read
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where
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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are up to the proper normalization the density matrices describing the lead polarization
in the common spin basis, cf. equation (4.2.22). The matrix
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
adds components perpendicular to the lead magnetizations to the polarization of the
imaginary parts in (5.4.6) , since it has merely off-diagonal elements. The matrix ele-
ments of the 1D electron operators in (5.4.5) and (5.4.6) have already been determined
in Chapter 4, cf. equation (4.2.2).
5.5. Linear regime
The linear response regime,


 
 


, is amenable to an analytical treatment,
since in this case the lead electrons do not provide enough energy to tunnel into ex-
cited states of the SWNT and we can restrict ourselves to the ground states of the
Hamiltonian
 
shown in Fig. 4.4.1. In principle, for the virtual processes in the
rates
 



 
"



  
"


 energy conservation does not strictly hold such that they could lead
to a coupling of the ground states to excited states in the master equation. However,
as detailed in [71] the effects of the virtual transitions on the time evolution of the
RDM cancel exactly. Therefore in the linear regime we can indeed ignore any ex-
cited states which considerably simplifies the treatment of SWNT spin valves at low
energies. Due to the charging energy transport through the spin valve is only possible
when the ground states of two neighbouring charge states are almost degenerate. That
means we will have to consider like in our discussion of the low bias regime of un-
polarized SWNT quantum dots, Section 4.4, the regimes where the ground states    
and     $ with  and    electrons are degenerate. Remember that the values of
 

  and     $  can be aligned by the proper choice of the electrochemical potential in
the SWNT via the gate voltage. Due to the fourfold periodicity of the shell filling in
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SWNTs only the cases        
 	  	  	 	 are relevant. Additionally we only have
to consider the cases   
 and   
   since the corresponding transport
properties are mirror symmetric to the ones of
 




	
and   
   with
respect to the electrochemical potential 

in the dot. We also regard only the case of
a vanishing band mismatch ff  


	
since at a finite mismatch we can reduce the
discussion for all  to the one for ff  
 with a degeneracy between     	 and
 

 
	


$

. The only difference is an additional factor of two for the resulting current
due to the pseudo spin degeneracy in the latter case.
5.5.1. Near the degeneracy point of     	 and     	$ . As we know from
our discussion of the low bias regime of unpolarized SWNT quantum dots, the ground
states can be uniquely characterized by their fermionic configuration 
	
The ground
state energy     	 belongs to the onefold degenerate state with    	  	  	  
and the   
   ground state is fourfold degenerate with the fermionic configu-
rations 
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is only a
number namely the probability   of finding an electron in the   
 ground state,
whereas  
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
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
is a four by four matrix. However, since we assume that there is no
polarization with respect to the pseudo spin, transitions between states with a different
number of    electrons are forbidden. Hence 
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has the block structure
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	 must be equal in the stationary
solution of the master equation due to the symmetry of    and   
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where   is the probability that 
   electrons occupy the SWNT. Inserting (5.5.1)
into the generalized master equation (3.3.22) and using (5.4.5) and (5.4.6) for the tran-
sition amplitudes, we obtain the subsequent equations of motion for   and % :
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As in Chapter 4 we abbreviate
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	The magnetization of the leads enter via the polarization magnitude
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, cf.
equation (5.3.11), and via the magnetization directions
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. We have assumed that
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is independent of  in the relevant energy range. The function        	     $  
includes the imaginary contributions to the rates stemming from the virtual transitions
and the reflection Hamiltonian    . In detail it is given by
  


 
 
	 
 
 
$

 
  
 

 




 





 
 


 





 
 
$



fl
  

 
 


$

  	
(5.5.4)
For the calculation of the principal part integration we use the approximation that for
a Lorentzian 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Note that the time evolutions of   and   are not independent. It holds

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since in the considered low energy regime no other charge states than   
 	 
  
are allowed. In order to solve for the five unknowns of (5.5.3) we can additionally
exploit that     

.
The big advantage of representing the master equation in the form (5.5.3) is that
we can assign to each of the appearing terms a concrete physical meaning and therefore
can get a deeper insight into the effects in spin dependent transport. Let us start with
the first equation in (5.5.3). The first two terms describe the evolution of  for an
unpolarized quantum dot as in Section 4.4: The probability of finding 
   electrons
in the SWNT increases when an electron tunnels into the dot containing 
 electrons
and decreases when an electron leaves the SWNT. But since we deal with polarized
leads a correction to the first two summands is necessary, the third term. It accounts for
the fact that an electron can tunnel out most easily at a certain lead if the polarization of
the dot and of the lead are aligned. The second equation describes the time evolution
of the spin on the dot. Due to the polarization of the electrons in the lead, spin in the
direction of



  is built up when electrons are tunneling in from lead  (the first term
on the rhs). On the other hand electrons with spin in the direction of



  tunnel out of
the dot with a higher probability, leading to an accumulation towards 



  (the second
term). Once spin has accumulated it relaxes, since an electron leaving the SWNT takes
with it some of the spin (the third term). Of special interest is the fourth term which
includes all the imaginary contributions to the rates. It leads to a precession of the spin
around
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Hence the virtual transitions as well as the spin sensitive boundary reflections act like
an effective magnetic field    

 
	
Since    

 
 
	 
 
 
$

 depends on the energy also
the strength of the spin precession is energy dependent. To anticipate it, the precession
leads to a reduction of the TMR effect: Electrons that tunnel in at the one lead (let
us say at the source) with a certain polarization have a lower rate for tunneling out
again at the other lead (drain), if the leads have non-parallel magnetizations and hence
the current across the dot is reduced. However, if there is a precession of the dot
polarization, there will in general be certain points in time when the dot polarization
is better aligned with the drain magnetization and electrons can more easily tunnel
out again, the TMR effect will decrease. Except for a factor of  due to the pseudo
spin degeneracy and the inclusion of the boundary reflections the same equations as
in (5.5.3) have also been derived for a spin valve with a single spin degenerate energy
level in [52].
Solving (5.5.3) in the stationary case
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, and inserting the solution
into (3.4.3) we are able to give an analytical expression for the current if we assume a
symmetric coupling of the SWNT to both leads, i.e.,
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such that source and drain only differ in their magnetization directions by the angle

.
From (5.5.5) follows that         
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The current for unpolarized leads,     $  
 , we have already determined and can be
easily deduced from equation (4.4.11),
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where 	
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. With (5.5.6) we can now examine the TMR effect for arbitrary
angles

. Generalizing (5.0.1), we define
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In Fig. 5.5.1 we show for   
 and   
  	 the linear conductance
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together with the corresponding TMR as a function of
fl  . The comparison between the left and the right figure demonstrates the mirror
symmetry of the conductances    $  and   $
   $  with respect to the elec-
trochemical potential in the dot. Note that the maxima of the the conductances move
towards the degeneracy point fl    
 for non-collinear leads. In the case of




	

the maxima lie at fl    






 for
 



	




	
as is easily deduced from
equation (4.4.12). This shift of the conductance peaks is closely related to the depen-
dence of the TMR on the gate voltage. Let us regard the case   
 . From Fig.
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FIGURE 5.5.1. Conductance    $  and   $
  $  with the
corresponding TMR in the linear regime as a function of the gate volt-
age and for different polarization angles

. The values of the current
obtained by numerical solution of the master equation are indicated by
symbols. No deviations from the analytical expression can be found.
The TMR is constant for





  but varies monotonously with the
gate voltage for non-collinear lead magnetizations. As parameters we
have used 	   
	



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

,
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ff
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.
5.5.1 (a) we find that above the resonance the TMR becomes ineffective for    ,
while it is a constant for



. We can deduce this behaviour easily from (5.5.6).
As we increase the electrochemical potential in the dot, the Fermi function in (5.5.6)
decays from  to 
. Consequently the angle dependent term in (5.5.6) vanishes and
for




we obtain  
    


for large enough   . From a physical point of view
we can explain the situation with help of the spin precessions. Below the resonance
condition the energy of the   
   ground state is enhanced compared to the un-
polarized one of   
 . Therefore if occasionally an electron tunnels into the dot it
can leave again after a short time. The spin precession due to the imaginary part of the
rates can not become active. But if the electrochemical potential is increased and the
dot prefers to accommodate 
   electrons since the tunneling out events become
more seldom, the spin precession becomes more efficient and reduces the TMR as we
have already explained above.
The effect of the spin precession depends via the parameter fl  on the reflection
Hamiltonian
 

	
So far we can not provide a proper estimate for the value of fl . For
this reason we show in Fig. 5.5.2 the ratio of  








as a function of

for different
values of fl
	
As we can expect from our previous discussion, the TMR is the more
reduced by the spin precession the larger fl is. In the limit fl   a TMR effect
is only visible in the AP configuration, i.e., for



	Until now we have discussed the case of leads with equal tunneling transparencies
	
 
. If 	 

	
 
	
 

, we are not able to give simple analytical expressions for the
transport properties in the case of arbitrary angles

. The P and AP current we can still
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FIGURE 5.5.2. Normalized angle dependent current
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for different values of fl at the res-
onance fl  



. All other parameters as in Fig. 5.5.1. With
increasing strength of the boundary contribution fl , the TMR effect
becomes less effective for




.
write down,
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where we have continued to assume  

 


 
 
	
In order to calculate the current
for


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
we have to solve the master equation numerically. The corresponding
results for  $  
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$

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at two different values for fl  and for
strongly varying values of fl are shown in Fig. 5.5.3 (a). Unlike in the symmetric
case we find that fl  has little effect on the TMR, although we have varied fl  by a
factor of 

	
In Fig. 5.5.3 (b) the conductance and the TMR are depicted as functions
of fl  . Striking is that only little variation of the TMR with the gate voltage is found
even for non-collinear lead polarizations. Furthermore we can not find any parameter
set that exhibits negative TMR, i.e.,  $   	

 






$



	


 	





.
5.5.2. Near the degeneracy point of     	$  and     	$ . The discussion
in this section is also valid for the   
       
  	 resonance, which is
mirror symmetric to the case considered here.
Due to the increasing number of degenerate ground states that are involved in
transport near the resonance of the
 




 and   
  ground states energies
an analytical treatment in this regime is only possible for the P and AP configuration.
The ratio $  $ 
	






$




$


	



is identical to the result obtained with
(5.5.7) and (5.5.8). $  $  	 
  can be deduced from (4.4.11). We thus can
conclude that in the linear regime the TMR for collinearly magnetized leads does not
depend on the gate voltage.
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FIGURE 5.5.3. Linear conductance    $  with the correspond-
ing TMR for asymmetric lead couplings 	   

	
	
	 , 	
 

	 . Neither a
variation of fl   nor of fl lead to a significant change of the TMR
at fixed

. All parameters apart from fl  as in Fig. 5.5.1.
The transport properties for arbitrary angles

have to be treated numerically. In-
terestingly we find a non-monotonous dependence of the TMR on fl  for





	

,
with a peak in the vicinity of the resonance, cf. Fig. 5.5.4. Additionally, on both sides
of the resonance the TMR is not going down to 

	
Since in both charge states with




 and 
   electrons a finite spin can accumulate which is prone to spin pre-
cession, the TMR is reduced at both sides of the resonance. Concerning the positions
of the conductance peaks in Fig. 5.5.4 we find as in the case of the 
   
   a
shift towards the resonance point for non-collinear magnetizations.
5.6. Nonlinear regime
In the nonlinear regime excited states of the SWNT become occupied. An ana-
lytical treatment is as in the unpolarized case not possible any more. We even have
to restrict our discussion to bias voltages that are at most comparable to the excitation
energy of the lowest neutral excitations,


	
since at higher energies we are restricted
due to the strongly enhanced consumption of computing time and memory. As in the
linear transport regime we present data for the 
   
   and 
     
  
resonances. For a symmetric setup the other resonances are again mirror symmetric to
the cases discussed here.
5.6.1. In the vicinity of the 
   
   resonance. In the non-collinear case,
here for





 
, we find a very similar behaviour of the TMR as in the linear regime.
5.6. NONLINEAR REGIME 115
FIGURE 5.5.4. Linear conductance   $  $ and the cor-
responding TMR. For collinear leads the TMR evolves non-
monotonically with the electrochemical potential in the dot. All pa-
rameters as in Fig. 5.5.1.
The TMR changes from a constant value to 
 when fl  exceeds a certain value, cf.
Fig. 5.6.1. The transition line where the switching occurs, coincides with the boundary
of the Coulomb diamond that corresponds to the charge state   
  . As we have
already explained only if 
   electrons occupy the SWNT a spin can accumulate
on the dot. If the lifetime of the 
   state is large enough the dot polarization
will start to precess and the TMR is reduced. A qualitative difference compared to the
linear regime is found for the AP configuration. We find that the value of the TMR
in the region well outside of the Coulomb diamonds differs from its constant value in
the linear regime (which is also found inside of the Coulomb diamonds) and thus is
not constant as a function of the electrochemical potential and of the bias voltage any
more.
In order to explore the higher bias region, we fix the gate voltage such that fl   


and increase the bias voltage from 0 up to a value above  , such that we can resolve
the onset of transitions to the excited states, the step in the current data at   meV in Fig.
5.6.2. At around  meV a second step appears which is due to tunneling from highly
excited states to the ground states with   
   and   
   electrons, cf.
also Chapter 4. Interesting is the appearance of NDC for non-collinear leads appearing
below the first excitation step. It results from the energy dependence of the virtual
transitions. Increasing the bias voltage the magnitude of the principal part integrals
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FIGURE 5.6.1. TMR for non-collinear (a) and collinear (b) lead mag-
netizations around the 
   
   resonance in the nonlinear
regime. All parameters as in Fig. 5.5.1.
FIGURE 5.6.2. Current  $  in the non-linear regime. For the
non-collinear magnetization configuration NDC occurs. Here we have
used 	  
	










	
All other parameters as in Fig. 5.5.1.
and hence of the virtual transitions is decreased. Therefore the famous reduction of
the TMR due to the spin precession becomes less pronounced with increasing 

. The
NDC features are especially pronounced for high polarizations. Then the current for
non-collinear leads almost reaches the same value as the current in the P configuration
before it decreases with increasing bias voltage.
5.6.2. Near the 
     
   resonance. The TMR near the 
    





resonance in the nonlinear regime is shown in Fig. 5.6.3. In the non-collinear
configuration of the lead polarizations (  
 ), there is again no qualitative differ-
ence to the behaviour in the linear regime. To the left and to the right of the resonance,
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FIGURE 5.6.3. TMR for non-collinear (a) and collinear (b) lead
magnetizations in the nonlinear regime around the 
     
  
resonance. All parameters as in Fig. 5.5.1.
i.e., in the Coulomb blockade region, the TMR is constant at two different values. Well
outside of the Coulomb diamonds the TMR peaks from the linear regime evolve into
a plateau of constant TMR. As for the 
   
   resonance, in the region that is
separated by the Coulomb diamonds by at least


the TMR of collinearly polarized
leads is increased compared to its constant value in the linear regime. But unlike in the



 




 case the enhancement amounts only to about 10%. The current outside
the blockade regime and below the first excitation step is increases compared to the



 




 case by a factor of 	 as we have already found for the unpolarized
SWNT quantum dot, see equation (4.4.14). Again we find the occurrence of NDC due
to the virtual transitions.
5.7. Conclusions
In this chapter we have generalized our transport theory for weakly coupled SWNT
quantum dots with unpolarized leads to spin-valve transistors with ferromagnetic leads.
The main extensions compared to the unpolarized case are the description of the po-
larized leads by the contact parameters
 

 

 	
that can be derived from the form of the
lead Hamiltonians and the geometry of the tunneling contacts, and the consideration
of the reflection Hamiltonian
 

.
Linear regime: Analytical expressions for the current as a function of the angle

between the lead polarizations and of the bias and gate voltage have been obtained in
the linear regime for the P and AP configuration. It turned out that the ratio    
 
is constant as a function of the gate voltage also for asymmetric lead transparencies,
equations (5.5.7) and (5.5.8). Furthermore for arbitrary angles near the 
   
  
resonance the linear conductance was derived, equation (5.5.6). In this situation the
SWNT spin-valve has essentially the same properties as a single energy level spin-
valve discussed in [51, 52]. For a finite band mismatch ff    this result also
holds near all other degeneracy points. Due to the enhanced degeneracy of the ground
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states in the regime 
     
  
	 
ff
 


the transport properties are not
accessible analytically any more and have to be determined by solving the equation
of motion for the RDM numerically. Compared to the single-level spin-valve the be-
haviour of the TMR changes qualitatively. The evolution of the TMR with the gate
voltage is non-monotonous. Starting from a constant value, the TMR increases at the
resonance and decreases again to a finite value.
Nonlinear regime: Also in this case the transport properties are amenable to nu-
merics only. In the nonlinear but still low bias regime and for non-collinear lead polar-
ization, the behaviour of the TMR is similar to the one in the linear regime. However,
for collinear magnetization the TMR ceases to be constant and is enhanced near the
resonances. Varying the bias voltage at fixed electrochemical potential, NDC occurs.
Negative TMR as observed in [65] is absent in our calculations. The occurrence
of a negative TMR can be explained [69] by assuming a Zeeman like energy splitting
of the SWNT states, which can result from a nonperturbative treatment of    which
becomes necessary if one goes beyond the weak coupling limit. Moreover asymmetric
couplings of the leads to the nanotube are needed.
We also want to comment on the relevance of coherences for the spin-valve tran-
sition. In the case of non-collinear lead magnetization, the inclusion of coherences
in the RDM describing the SWNT becomes mandatory even in the linear regime as
the relevance of the spin precession due to the virtual transitions and the boundary
reflection demonstrates. In order to confirm the significance of coherences experimen-
tally one has to look for the various signatures of the spin precession on the transport
properties of spin-valves with non-collinear leads. The most important signatures are
summarized in the following:
1. Non-constant TMR as a function of the gate voltage in the linear regime,
especially the monotonous decrease of the TMR with increasing gate volt-
age near the 
   
   resonance and the TMR peak at the 
    





resonance.
2. Shift of the conductance peaks towards the resonance condition fl   

for





	

.
3. The occurrence of NDC in the nonlinear regime.
But note that we have also found a reduction of all those features for an asymmetric
coupling of the leads to the SWNT.
Summary and outlook
With this thesis we have provided a thorough examination of the electronic and
transport properties of interacting metallic SWNTs in the low energy regime, corre-
sponding to excitation energies in the range of about eV around the charge neutrality
point. We have been able to reveal the nature of the eigenstates and of the spectrum of
metallic SWNTs away from half-filling. A theory for weakly coupled SWNT quantum
dots and spin valves has been derived. Our guideline has been to base our examinations
on a solid microscopic fundament, i.e., all of our calculations start from a basic micro-
scopic model or theory. The validity of necessary approximations has been checked
carefully for the relevant regimes.
The first part of the thesis has been dedicated to explore the electronic properties
of interacting electrons in metallic SWNTs. In order to be well prepared for the discus-
sion of interaction effects, in Chapter 1 a review on the noninteracting   electrons in
SWNTs has been presented. Special emphasis has been put on the proper treatment of
finite size effects by imposing open boundary conditions. The low energy eigenstates
of the noninteracting system form the framework for the further discussion in Chapter
2 where the Coulomb interaction between the electrons is included. As detailed in the
introduction to Chapter 2, interactions change qualitatively the properties of fermions
in 1D compared to the noninteracting case. A successful description of interacting
1D systems is provided by the Luttinger liquid theory based on the bosonization for-
malism. Experimental works on the ground state properties of metallic SWNTs have
found exchange effects which are not in accordance with the Luttinger liquid predic-
tions. Our investigations aimed at identifying the microscopic origin of the deviations
from Luttinger liquid theory in SWNTs. For this purpose we have derived the ef-
fectively 1D interaction on the basis of the noninteracting   electrons from Chapter
1. It has turned out that the total Hamiltonian contains apart from the standard Lut-
tinger contribution additional short ranged interactions due to the substructure of the
SWNT honeycomb lattice. Those short ranged terms lead to non-forward scattering
processes of the pseudo spin degree of freedom and thus to the mixing of different
fermionic configurations. Away from half-filling the eigenstates and the spectrum of
metallic SWNTs have been calculated by expressing the total Hamiltonian in a trun-
cated eigenbasis of the Luttinger Hamiltonian and by the subsequent diagonalization
of the obtained matrix. Qualitative and quantitative agreement with the experimentally
observed exchange effects has been established. Additionally, we have made further
predictions concerning the effects of the short ranged interactions not observed in ex-
periments so far. Of special relevance is our finding of a spin 1 triplet groundstate
of the 
   charge states in the case of a small band mismatch. It proves — for
a realistic system — that the Lieb-Mattis theorem, forbidding groundstates with spin
119
120 SUMMARY AND OUTLOOK
larger than  in 1D Hubbard models with next neighbour hopping, cannot be applied
to 1D systems with an additional degree of freedom for which non-forward scattering
is allowed. Concerning the excitation spectrum, we find a partial lifting of the huge
degeneracies and a spoiling of the spin-charge separation. At half-filling our diago-
nalization procedure has failed to give exact results due to a very strong coupling of
the eigenstates of the Luttinger Hamiltonian via short ranged umklapp interaction pro-
cesses which are only of relevance near half-filling.
In the second part we have examined the transport properties of SWNT quantum dots
and spin valves. An introduction to general aspects of quantum dot physics has been
presented in Chapter 3. There we have also developed a transport theory for generic
weakly coupled quantum dots by generalizing the Pauli master equation to systems
with degenerate eigenstates. In order to ensure invariance of the results under uni-
tary transformations in the Hilbert spaces of the degenerate states, our approach keeps
explicitly coherences between degenerate states in the reduced density matrix of the
dot.
The formalism from Chapter 3 has been applied to the case of weakly coupled
SWNT quantum dots with unpolarized leads in Chapter 4. The discussion is restricted
to devices with large enough SWNTs (like the SWNT in Sample C of reference [20]
with a length of 800nm and a diameter of 2.7nm) where the exchange effects due to
the short ranged interactions can be neglected. Both the linear and non-linear transport
regime have been considered. We have found that due to the ground state degeneracies
the linear conductance reveals a characteristic pattern of peaks recurring in groups of
four along the gate voltage axis. Two different patterns can be observed depending on
whether the band mismatch is smaller or larger than the thermal energy. At higher bias
voltages excited states become populated. The corresponding energies are directly re-
lated to the position of lines in the bias - gate voltage plane where the current changes
its value. We have shown that the inclusion of coherences between degenerate states
is indeed necessary in the high bias regime, where considerable deviations between
the conventional Pauli master equation and its generalized version are present. Fur-
thermore we have found that the contact geometry and the electronic properties of the
leads are closely related to a polarization with respect to the pseudo spin degree of free-
dom. In a preliminary examination we have demonstrated that pseudo spin polarized
leads could be achieved by an asymmetric coupling to the two honeycomb sublattices.
SWNT spin valve transistors, quantum dots with spin polarized leads are the sub-
ject of Chapter 5. The transport properties of those devices have been determined by
generalizing the approach for unpolarized current in Chapter 4, thereby incorporating
the effect of spin dependent reflections of the electrons at the tube ends. Additionally
to the parallel and antiparallel configurations of the lead magnetization we have exam-
ined the effect of non-collinear polarizations. We have been able to derive analytical
expressions for the linear conductance in the case of the collinear configurations and
for arbitrary magnetization directions in the vicinity of the 
   
   resonance
under the condition of symmetric lead couplings. In all other situations we had to
resort to a numerical solution of the generalized master equation. We have studied
the tunneling magneto resistance as a function of the applied voltages and the angle
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between the polarization directions of the lead electrodes. We have shown that in the
case of non-collinear lead magnetizations a spin precession on the dot due to virtual
transitions and the boundary reflections has considerable impact on the current across
the SWNT spin valve. In general it leads to an energy dependent suppression of the
tunneling magneto resistance. As a consequence we find a strong gate voltage de-
pendence of the tunneling magneto resistance, even in the linear regime and negative
differential conductance in the non-linear regime. In order to properly account for the
spin precession it has again been mandatory to keep coherences between degenerate
states.
In the course of this work we have given some answers but still open issues are left.
Here are some of them:
  What are the electronic properties of metallic finite size SWNTs near half-
filling? Does the Luttinger liquid picture completely break down? What
is the nature of the ground states at half-filling, e.g. which spin do they
have?
  To our opinion the relation between pseudo spin polarized current and the
contact geometry deserves further investigation. How could one build a
pseudo spin valve? What would be its properties?
  We have excluded the effect of the exchange interactions in our investi-
gations on the transport properties. What can we expect when discussing
the transport properties of small size SWNTs? Christoph Schenke tries to
find it out.
  So far our approach is restricted to the weak coupling limit. How can we
include higher order processes in our transport calculations? Sonja Koller
is working on it.
  The exchange effects observed in metallic SWNTs are closely connected
to the structure of the honeycomb lattice. Can we find similar phenomena
in other small size graphene based objects like nano-ribbons or semicon-
ducting SWNTs?
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APPENDIX A
Derivation of the bosonization identity
Here we present how to derive the bosonization identity for the 1D operators
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given in equation (A.0.15). We start by examining the commutation rela-
tion between
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and
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
. Using equations (1.4.26) and (2.4.4) we get
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(A.0.1)
as can be easily concluded from the standard anticommutation relations for  and
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the commutators 



 	
 
 "


"

 
 and 





	
 
 "


"

 
vanish. Re-
lation (A.0.1) reminds strongly of the commutation relation of a bosonic annihila-
tion operator with the creation operator of the corresponding bosonic coherent state,


	





 


	
 










 






	
This motivates us to introduce the operators
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as well as
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Indeed, we find commutation relations, whose structure resembles very much (A.0.1):
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In order to derive (A.0.5) we have used




 	













— since




 	


" "

" 



— and




	


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

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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

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what can easily be shown by expanding










in its power series. But what is the
exact relation between


















and
 




 ? To answer this question we
define the operator





  
 




 


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

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



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	 (A.0.6)
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such that
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
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

 
















	
(A.0.7)
Let us now determine the properties of





 
	
First of all





 
commutes with
all bosonic operators

 " "

and


 " "

. In the case of  





this is obvious and for






it holds,
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
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and similarly 
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Since the bosonic operator














 doesn’t change the number of elec-
trons, cf. (2.4.7), but       does decrease  by one,      must have the
same feature. Moreover since





 
commutes with all bosonic operators





 
doesn’t create or annihilate any bosonic excitation. Therefore if we apply





 
on
a state




 	



 it will leave


 unchanged and only act on  . In general we thus can
write




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



 	
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
 
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 (A.0.8)
As first mentioned in [29] this implies that      can be written explicitly as




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By defining the unitary operator
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(A.0.9)
The operator






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can be easily determined by evaluating

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
	 (A.0.10)
using one time the fermionic (1.4.26) and the other time the bosonic (A.0.7) represen-
tation of
 




 
	
If we insert the bosonic form of       into (A.0.10) and bear in
mind equation (A.0.9), we get
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Here we have used

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









 	





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 and 







  	







 

 follow-
ing from 



 	

 



. If
 




 
is expressed in terms of the fermionic operators
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


, we realize, since


 	
















	





	
that only the one term with
    
 
 in the series (1.4.26) contributes to (A.0.10), if
 
 
 is the wave number of the highest occupied single electron state of the  band
in




 	



. Comparing the results of the two different ways of calculating the matrix
elements  
 	
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

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



 




 	
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Thus our calculation yields
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	 (A.0.11)
where 



  is either  or   and determines the correct sign if   is applied on
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Ordering the states ffi
 
ffi

 
according to   	  	   	   we explicitly get

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



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The value of
 
 
 is given by
 
 
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
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






fl

	
Combining (A.0.9) and (A.0.11) the operators      reads



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(A.0.12)
Here we introduce the phase factor
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(A.0.13)
and define the so called Klein factors by



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
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




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(A.0.14)
From the definitions of the Klein factors it easy to demonstrate that relations (2.4.12) to
(2.4.14) are valid. After we have found the explicit form of    , equation (A.0.12),
we can, by inserting (A.0.12) into (A.0.7), finally give the bosonization identity for the
1D electron operator:
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(A.0.15)
APPENDIX B
Bosonized form of the kinetic part of the Hamiltonian
Here we give the proof of the statement, that
 

boson
  

	
i.e., the kinetic part of the armchair Hamiltonian can either be written in terms of the
fermionic creation and annihilation operators 


 and  ,
 

 

 




 


	
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	 (B.0.16)
or equivalently in terms of the bosonic operators 




and   :
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(B.0.17)
Proof of    boson
  
 : In our case the Fock space is a direct sum of Hilbert
spaces    with a fixed fermionic configuration 
 


$ 
	 
$
	 

 
	 



,


 


 
 
 
	
A basis of each    is given by the states ffi  	   
 
where



 denotes the oc-
cupation number of the single particle state ffi
 
	
The set

ffi

 	






 
 consists
of ground state ffi  	 

 
of the noninteracting system with fixed  , plus all possible
states that can be constructed from ffi  	 

 
by applying a sequence of particle-hole
excitations. It is obvious that the states in this basis are the eigenstates of   
	
Con-
sequently, in order to prove that    boson is equivalent to
 

	
it suffices to show that
 

boson and
 
 give the same result if applied to any of the eigenstates of   
	
Let us
start to calculate the action of
 
 on an arbitrary ground state ffi  	 

 
:
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(B.0.18)
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Comparing (B.0.16) and (B.0.18), it becomes clear that    


 	


 is equal to
 

boson




 	



, since
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
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Now we turn to the excited eigenstates
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"
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
of
 
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TL. We examine in a preliminary step the meaning of the operator

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
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
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
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
.
We can write this expression, using (2.4.4) and (2.4.5), in terms of the operators 
and 


 ,
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(B.0.19)
It is amazing that most of the terms in (B.0.19) cancel with each other, i.e.,
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as we are going to demonstrate immediately. With (B.0.20) we obtain
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(B.0.21)
In order to verify relation (B.0.20) we focus without loss of generality on the right
mover terms and omit the -indices. Let us consider the operator
 



"



 



$








"



"

$

 for
 

  

 and    
.
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This mapping, that we are going to call
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As is easily shown,
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holds. Consequently we can decompose
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into pairs of operators that cancel each other. In an analogous manner it is shown that
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Thus we have proven the relation
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5e
0
a) b)
FIGURE B.0.1. Relation between elementary particle-hole excita-
tions and subsequent relaxations. An elementary particle- hole ex-
citation in a), that rises the energy by an integer multiple 
 of the
level spacing (here 
  ), increases also the number of addtionally
possible elementary relaxations by 
 , as can be seen in b).
and hence (B.0.20).
By means of equation (B.0.21) we can now reveal the meaning of  

 








 
We note, all states ffi 
 	






 
are eigenstates of the operator





$















$


.
The corresponding eigenvalues are given by , if an elementary particle-hole relaxation
from state ffi$


 
to ffi
 
is possible, i.e.,  $    and    
 or by 
 if
the relaxation from ffi$


 
to ffi
 
is forbidden due to the Pauli principle, i.e., if




$





or





. Hence,


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

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

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


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
counts the number of possible
elementary relaxations in the eigenstates of
 


TL:
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	 (B.0.22)
where 
   

is the total number of allowed elementary relaxations for the state
ffi

 	






 
	On the other hand, any elementary particle-hole excitation performed upon an
arbitrary state ffi  	   
 
, that rises the energy by 
   also rises the number
of possible elementary particle-hole relaxations by 
 (see Fig. B.0.1). Since every
state ffi 
 	






 
can be built up by a chain of particle-hole excitations starting from
ffi

 	


 
, we can conclude that the excitation energy (the difference in the eigenenergies
corresponding to ffi  	   
 
and ffi  	 

 
) of ffi  	   
 
equals 
   



 .
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Thus we can conclude
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Comparing (B.0.22) and (B.0.23) yields
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thus proofing that
 
 and    boson are indeed equivalent.  
B.1. Completeness of States in Bosonic Representation
Now it is easy to prove the astonishing and important fact that a basis of each
Hilbert space    can be constructed by bosonic excitations instead of fermionic
ones, which is, as pointed out in [35], “the deep reason” why the bosonization of
1D fermionic systems is possible. We have shown that the states ffi  	   
 
are
eigenstates of
 
,boson
	
But since
 
,boson is diagonal in the bosonic operators





and




also the states
 




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
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
 
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 (B.1.1)
form a complete set of eigenstates to
 
,boson. Hence, each of the states ffi 
 	






 
can be written as an appropriate linear combination of the states ffi  	



 
	
But then,
since the ffi 
 	






 
form a basis of 

  , the same must be true for the bosonic
excitations ffi 
 	



 
	
APPENDIX C
Bogoliubov transformation
In this appendix we show how to bosonize a Hamiltonian that is quadratic in oper-
ators

and



, fulfilling the canonical bosonic commutation relations, by the method
of Bogoliubov [73]. At the end we apply the method to the Hamiltonians     from
(2.5.10), describing the bosonic excitations in      .
Let us in general consider a Hamiltonian of the form
   
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 
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(C.0.2)
The commutation relations between the Hamiltonian and the bosonic operators follow
immediately:
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To diagonalize (C.0.2), we introduce a transformation from the operators  and  to
new bosonic creation and annihilation operators 


and   	 such that the Hamiltonian
becomes diagonal in terms of the new operators,
    








	
Constant terms in   are neglected since they merely shift the energy scale. We use the
following ansatz for the transformation
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


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	 (C.0.3)
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(C.0.4)
In order to determine the real Bogoliubov coefficients    and    , we require that 


and   fulfill the canonical commutation relations,


 	





 (C.0.5)
and diagonalize   ,

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(C.0.6)
The elementary bosonic excitation energies  still have to be determined. By insert-
ing the ansatz for the Bogoliubov transformation (C.0.3 and C.0.4) into (C.0.5), the
following condition arises,









	
(C.0.7)
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and from C.0.6 we get
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This leads to the conditions
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The energies

are determined by requiring that both conditions are fulfilled at the
same time. Addition (C.0.8) from (C.0.9) yields
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By subtracting (C.0.9) from (C.0.8) we get
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Inserting (C.0.11) into (C.0.10) gives
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yielding



  



#


 
 

 


#

	
(C.0.13)
The additional constraint (C.0.7) finally leads to
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Let us now apply this procedure to the different modes     	  	  	  of the
Hamiltonian
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we can rewrite (2.5.10) as
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Concerning the dispersion relations of the bosonic operators in the different modes,
we obtain from (C.0.13)
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Exploiting that for metallic SWNTs  	    $ 	  ff  holds, we can simplify the
dispersion relations further,
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	Hence only the energies of the channels

 and  remain to be degenerate. Rather
than of a spin-charge separation one could speak of a separation of total and relative
(with respect to the pseudo spin degree of freedom) collective excitations instead.
To a good approximation the Bogoliubov coefficients  and  do not depend on
the coupling constants of the non-forward scattering terms. From (C.0.14) it can easily
be deduced that
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For completeness we also give the reversed Bogoliubov transformation, i.e., the depen-
dence of the operators


on 

and 

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As can be easily derived from (C.0.3), (C.0.4)
and (C.0.7), it holds
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(C.0.17)
APPENDIX D
Modeling the interaction potential
In this Appendix we show how we determine the values of the effective 1D poten-
tials 






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

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


and of the coupling constants    . We start with equation (2.2.6)
from section 2.2,
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(D.0.18)
Using equation (1.4.12) in order to reexpress the Bloch waves  



in terms of  
orbitals, we obtain,
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(D.0.19)
Instead of a fourfold sum over the lattice sites  only the double sum


 


"
remains,
since the overlap of different   orbitals can be neglected. To proceed we use once
more that the spatial extension of the   orbitals is small compared to all other ap-
pearing length scales and therefore replace ffi 

 


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
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 by the delta function
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In order to take into account the error induced thereby at small dis-
tances



, we replace the Coulomb potential by the Ohno potential introduced
by equation (2.2.2). It interpolates between  	 the interaction energy between two
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electrons in the same orbital, and 
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. Performing the
integration in (D.0.19), we obtain,
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(D.0.20)
Now we can easily calculate the values of the coupling constants    for the local
interactions, given by (2.3.8),
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Using (D.0.20) together with equation (2.2.5),
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we arrive at
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Since in the summations in (D.0.22), (D.0.23) and (D.0.24) only terms with    
contribute, the number of relevant summands scales like the number of lattice sites


. Due to the prefactor 


 ,
 
$
and  ff  in total scale like   . Numerical
evaluation of the previous three equations leads to the values given in table 1.
APPENDIX E
Calculation of the matrix elements          	
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Using the bosonization identity (A.0.15),
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(E.0.25)
Improving readability, we have summarized the indices   by a single index

.
E.1. The Fermionic part of  
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First we consider the contribution       	   	   depending on the fermionic con-
figurations 

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. Using relation (2.4.11) for the Klein factors  and the defini-
tion of the phase factor






 
, equation (A.0.13), we obtain
 








 
 	



	   








 


 
"
$

 
 

 


 

 
"

 




 

 
"

 




  	
where  

 















"





"






. Furthermore 

 

 
"

 



is given by


 

 
"

 








 














 
"



$
 














 
"










 




 














 










$
 














 



	
(E.1.1)
Here we use the convention
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E.2. The bosonic part of          	
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The calculation of the bosonic part  
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is based on expressing the
fields     in equation (E.0.25) in terms of the bosonic operators   ,    and
subsequent normal ordering, i.e., commuting all annihilation operators   to the right
side and all creation operators 
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 to the left side. In a first step we use the relation
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Applying the Baker-Hausdorff formula once more, we obtain
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In order to go on we express the operators        
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in terms of the opera-
tors 
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and   that diagonalize the Hamiltonian      . Using equation (2.4.16)
we can write
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The operators



and 



in turn are related to 
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such that we obtain
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By defining
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and again using the Baker-Hausdorff formula, we arrive at the normal ordered expres-
sion
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Inserting the previous equation into (E.2.2) yields
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where the states ffi

 
are bosonic excitations created by the operators  , i.e., ffi
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An analytical expression for  
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is derived at the end of
this appendix.
Combining equations (E.2.1) and (E.2.6) we finally obtain
 

 





	




	   
 

 


 
#

 


 

 



 

 


 


  	


 

	



 


	
Explicitly, equation (E.2.7) yields that
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only depends on the scattering type for
the product  . For %    we find
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 whereas
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 is strongly
enhanced leading to an increased importance of non-density-density interactions at
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half-filling. Due to its relevance we show the detailed calculation of
#
 in the follow-
ing.
E.2.1. Evaluation of
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calculation we first determine the coefficients
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The values for    ,     are known from the Bogoliubov transformation, cf. equation
(C.0.16), and 
 

 is given by (2.5.8). For the different channels   this leads to
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Using (E.2.7) we get in this case,
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(E.2.9)
Improving readability we have again replaced the indices   by a single index

.
With (2.4.16) we obtain
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In total this leads to
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The same result is also obtained for all other processes with %    .
E.2.2. The function  
 	
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In (E.2.10) only terms with 
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where 
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. Similar expressions for  
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were
found by Kim et al. [74] when investigating charge plasmons in a spinless Luttinger
liquid quantum dot.
APPENDIX F
Regularization of   
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As already mentioned in the main text, expression (2.5.27) for the matrix element
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In a first step we rewrite the fraction
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An important observation is, that the multiplication with
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Let us now have a closer look at the coefficients
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is a well defined integral over a finite sum and therefore not diverging. On the other
hand we find with (F.0.13)
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Regularization of the previous expression now is easily achieved by subtracting in the
previous equation e.g. the contribution from below half-filling, such that,
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Combining (F.0.15) and (F.0.16) we obtain the finite expression
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which is equivalent to equation (2.5.28) in the main text. The regularization for the
case
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 as well as for the matrix elements of the 

conserving
processes
  
and     which are only relevant near half-filling can be achieved
in a similar way.
APPENDIX G
Invariance of the transport calculation under unitary
transformations  
In this appendix we rewrite equations (3.3.22) and (3.4.3) in a basis independent
way, thus proving their invariance under any unitary transformations  within the
Hilbert spaces    of states with equal energy and particle number. We do not con-
sider more general unitary transformations because we assume that any coherence
between states of different particle number and energy vanish, cf. Section 3.3. Let us
start with equation (3.3.22). Using the definitions (3.3.23) to (3.3.26), we obtain
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(G.0.17)
obviously not depending on a specific choice of an eigenbasis of    . The electron
operators 



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are acting between the Hilbert spaces   and 

"



.
Additionally we can reexpress equation (3.4.3) for the current in the invariant form
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by introducing the current operators   ,
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APPENDIX H
The matrix elements of the electron operators
In this appendix we calculate the expressions for the matrix elements
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The procedure is very similar to the calculation of   	
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 in Appendix
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where we have already made use of the Baker-Hausdorff formula. As a reminder, 
is the Klein factor reducing the electron number by one, the operator 
   is given by
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and yields a phase factor depending on the filling of the band  
	
The bosonic fields
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Via the Bogoliubov transformation the operators   can be expressed in terms of the
operators   and 

 

which diagonalize the SWNT Hamiltonian   , see equation
(2.5.15). From Appendix E we know
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where the Bogoliubov parameters     and     are given by (2.5.16) and (2.5.17).
Inserting the bosonization identity (H.0.19) together with expression (H.0.22) into the
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does not depend on the fermionic configuration and therefore we have dropped the 
index in
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. Normal ordering equation (H.0.24) leads to
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is explicitly given by equation (E.2.11). In the end we obtain for
the matrix elements 
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a quantity that is independent of   as we show in the following.
H.1. The function   
With equation (H.0.21) one finds
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From (H.0.23) we obtain for the parameters 
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in the case of the neutral modes
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and for the  mode we have
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Hence it holds
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Inserting (H.1.1) and (H.1.4) into (H.0.27) we finally obtain
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Because
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 for large  , the sum in (H.1.5) is finite.
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