The question of whether unobserved short-wavelength modes of the gravitational field can induce decoherence in the long-wavelength modes ("the decoherence of spacetime") is addressed using a simplified model of perturbative general relativity, in which the metric is assumed to be conformally flat and the quantity of interest is the deviation from unity of some power of the conformal factor. For some long-wavelength coarse grainings, the Feynman-Vernon influence phase is found to be effective at suppressing the off-diagonal elements of the decoherence functional. The requirement that the shortwavelength modes be in a sufficiently high-temperature state places limits on the applicability of this perturbative approach.
Introduction
In this paper, I examine a phenomenon known as the decoherence of spacetime, by which coarse grainings by long-wavelength features of the gravitational field may be made to decohere by tracing over the shortwavelength modes of the field. This differs from previous work [1, 2] which used an additional field to obtain decoherence of the gravitational field in cosmological models, in that the decoherence examined here is induced in the gravitational field itself with no external matter field.
This work considers a scalar toy theory which is analogous to perturbative General Relativity (GR). The motivation, as described in Sec. 3 comes from restricting attention to metrics which are conformally related to a background solution (as in the Nordström-Einstein-Fokker theory of a conformally flat metric). This construction produces a scalar field theory, which, if the scalar field is taken defined linear to some power of the conformal factor, has interaction terms similar in form to those of perturbative GR. The first two terms in this scalar field action are a second order wave term followed by a third order interaction term containing two derivatives, analogous to what one would obtain via a perturbative expansion of GR.
Section 4 demonstrates the effects of splitting the scalar field into long-wavelength and short-wavelength parts. The second-order wave propagation terms do not couple the long-wavelength modes (LWMs) to the short-wavelength modes (SWMs), but the third order interaction terms do, and can be classified by the number of SWM factors: zero, one, two or three. Temporarily removing the terms with one and three SWM factors leaves an action whose terms are all quadratic in the SWMs, or independent of them. Thus the trace over the SWMs can be performed explicitly, and this is done in Sec. 5. As described in Sec. 5.4, the perturbative corrections to the decoherence functional can cause elements which are finite in the non-interacting theory to vanish if the SWMs are in a thermal state whose temperature is sufficiently high. Then certain terms in the perturbation series can become large in the high-temperature limit, producing seemingly non-perturbative effects.
In Sec. 6 I summarize the results of Appendix D, that reïnserting the terms with one and three SWM factors into the action has no substantial effect on the result of Sec. 5. The terms linear in the SWMs can be removed by completion of the square to recover the original result. The terms cubic in the SWMs are examined in a perturbation series, and each term is seen to be perturbatively finite, even in the high-temperature limit. So, according to the perturbative analysis, the effect of the cubic terms is to multiply the decoherence functional by a factor of order unity.
Section 7 applies the properties of the decoherence functional found in Sec. 5 to a class of practical coarse grainings, and describes some circumstances under which decoherence can be expected.
2 Environment-induced decoherence and the influence phase
Generalized Quantum Mechanics
In a sum-over-histories quantum mechanics, the natural definition of the probability p(α) that a certain alternative cα is realized is as the square of an amplitude, which is constructed via a sum of e i action only over those histories which are in the class corresponding to that alternative. However, probabilities defined by this rule will in general not obey the probability sum rule, i.e., the probability calculated for a class which is the disjoint union of two smaller classes (c α = cα ∪ c α ′ , cα ∩ c α ′ = ∅) will in general not be the sum of the probabilities for those two classes [p(α) = p(α) + p(α ′ )]. Generalized quantum mechanics (GQM) addresses this problem by replacing the probability p(α) of a single alternative with a decoherence functional D(α, α ′ ) defined on each pair of alternatives. When an exhaustive set of mutually exclusive classes {cα} has the property that D(α, α ′ ) = 0 for α = α ′ , known as decoherence, one can then assign probabilities p(α) = D(α, α) to the alternatives in that set.
A sum-over-histories generalized quantum mechanics, as formulated by Hartle [3] , requires three elements:
• A definition of the fine-grained histories, {h}, the most precise descriptions of the state of the system. For example, these may be particle paths q(t) or field histories ϕ(x) over spacetime,
• A rule for combining those fine-grained histories into coarse-grained classes or alternatives {cα}, and
• A decoherence functional D[h, h ′ ] defined on pairs of histories (fine-or coarse-grained).
The decoherence functional must obey the following four conditions:
• "Hermiticity":
• positivity of diagonal elements:
D(α, α) ≥ 0; (2.1b)
• normalization:
α α ′ D(α, α ′ ) = 1; (2.1c)
• superposition: If {c α } is a coarse graining constructed by combining classes in {cα} to form larger classes ("coarser graining"), i.e., cα = α∈α cα, the decoherence functional for {cα} can be constructed from the one for {cα} by
Note that the superposition law (2.1d) allows one to construct the coarse-grained decoherence functional from the fine-grained one, via
The Influence Phase
Decoherence in most physical systems is caused by a division into the "system" of interest, and an "environment" about which no information is gathered. In the language of generalized quantum mechanics, this means that the coarse graining is described by alternatives which refer only to the system variables. (See [4] for further details and a bibliography of prior work.) If we make a division of ϕ into system variables Φ and environment variables φ, split up the action into a φ-independent piece SΦ[Φ] = S| φ=0 and a piece SE describing the environment and its interaction with the system: 4) and assume that the initial state is the product of uncorrelated states for the system and the environment: 5) then the decoherence functional for a coarse-graining which makes no reference to the environment variables (but is still fine-grained in the system variables) can be written
where
is called the Feynman-Vernon influence phase [5] ; if the influence functional e iW becomes small for Φ = Φ ′ , the "off-diagonal" parts of D[Φ, Φ ′ ] will be suppressed, causing alternatives defined in terms of Φ to decohere [4] .
A scalar toy model of gravity
The goal of this work is to perform the division described in Sec. 2 on vacuum gravity. The idea behind this is that for coarse grainings which deal only with averages over sufficiently large regions of spacetime, gravity should behave classically, and thus such coarse grainings should decohere.
In this section, we obtain a simpler toy theory in which to study this phenomenon. First, we reëxpress the Einstein-Hilbert action
for a D + 1 dimensional metric g ab (not necessarily a solution to the Einstein equation) as the action for a tensor field g ab moving on a background metric g ab which is a a solution to the vacuum Einstein equation R ab = 0. I.e., defining L = | g| R/ |g|, the action would be written
The theory is simplified if we consider only those metrics which are conformal variations of the background:
We then obtain an action for the scalar field Ω as in the Nordström-Einstein-Fokker theory [8] by
1 One could at this point define a tensor field γ ab = g ab − g ab and express the action in terms of a function L[γ ab ]. However, because quantities like the inverse metric g ab cannot be expressed in closed form in terms of γ ab , the action will become an infinite series of terms containing increasing powers of γ ab . One can treat the theory perturbatively, but it is not clear that γ ab is the most physically relevant quantity in which to carry out that expansion.
2 This technique of considering only a subset of all possible metrics is analogous to the minisuperspace approach of quantum cosmology, except that in this case, the members of the relevant family of metrics are not all solutions to the equations of motion.
In 3 + 1 spacetime dimensions (D = 3), this corresponds to the statement that the conformal factor Ω behaves as a free massless scalar field.
However, it may be that a quantity defining a useful coarse graining is proportional to be some power Ω ν of the conformal factor. For example, the volume of a spacetime region S in the metric g will be
since the metric determinant in this theory is given by g = g(Ω 2 ) D+2 . It is thus useful to express the theory in terms of
so that ζ = 0 corresponds to no deviation from the background metric. Then we obtain a self-interacting
If we expand S[ζ] perturbatively for ζ ≪ 1, we find
We can bring this action into a convenient form as the action of a self-interacting scalar field ϕ:
where we have rescaled
where ℓp = G 1/2 is the Planck length. If we take ν = D + 1 in our definition (3.6) of ζ, the volume (3.5) of our spacetime region, when offset and rescaled by a reference volume V0 (which we take to be the volume S d
D+1
x |g| of the region in the background metric) will be
a field average of ϕ over the region S. A field average with a weighting function w(x) (which might be used to explore features of the gravitational field with various wavelengths) would correspond to the integral of that function in the physical volume element as follows:
The fact that ζ runs from −1 to ∞ as Ω runs from 0 to ∞ should not be cause for alarm, as the choice of ζ rather than 1 + ζ is tailored to expanding the action for small ζ. 4 It is a common phenomenon that a theory which is free in one set of variables may exhibit interactions and the resulting decoherence when described in terms of another set. The theories considered in [9, 10] are of this sort, as are the linear oscillator models of [11] when expressed in terms of normal modes. 5 Note that the form of interaction term-third order in the field with two derivatives, is the form of the lowest order interaction terms in perturbative GR will necessarily have. 6 Note that if ν = (D − 1)/2, then ℓ = 0, and we have a free theory as dictated by (3.4).
where we have taken the weighting function to be normalized in the volume element of the background metric g ab :
x |g| w(x) = 1 (3.14)
As a final simplification, we assume that the background is (flat) Minkowski spacetime so that g ab = η ab and |g| = 1. (Thus the physical metric g ab is conformally flat.) In a cosmological scenario, this should be a reasonable assumption if the length scales in the problem do not approach the Hubble scale cH −1 0 .
Dividing the modes
We want to make a division of the field ϕ appearing in the action
into long-wavelength modes (LWMs), labelled by Φ, to act as the "system" and short-wavelength modes (SWMs), labelled by φ, to act as the "environment". For reasons of mathematical convenience, we first make this division only in the spatial directions. First we reëxpress the lagrangian in terms of the Fourier transform
to get
where we have streamlined the notation by writing ϕ = ϕ k , ϕ1 = ϕ k 1 , etc. We define the long-wavelength sector L = {q | q < kc} and the short-wavelength sector S = {k | k > kc}, and define the long-and short-wavelength modes by
so that the part of the action quadratic in ϕ becomes
Taking into account the fact that ϕ(x) is real, which means ϕ −k = ϕ * k , or Φ−q = Φ * q and φ −k = φ * k , we can write any expression using only half of the complex modes, which define the other half by complex conjugation. We define L/2 and S/2 as arbitrarily chosen halves of L and S so that {Φq|q ∈ L/2} and {φ k |k ∈ S/2} between them define ϕ k . This makes the noninteracting (ℓ = 0) action
which is the action of a set of uncoupled harmonic oscillators. The interaction terms can be classified by the number of factors of the "environment" field φ to give
Under this division of the field ϕ, we can perform the division of the decoherence functional described by (2.6), with 
The quadratic terms
Since the parts of the action defined in (4.8b) and (4.8d) are quadratic in φ, it would be possible to do the path integrals in (2.6b) explicitly if the action SE included only those terms. Thus we turn our attention for the time being to the modified influence functional
A vector expression
The lagrangian L 0+φφ can be written, using φ *
and we have defined
We would like to write (5.2) as a matrix expression in terms of a vector which describes the shortwavelength modes {φ k }. However, the reality conditions φ
k , which cause the measure for the integral over independent modes to be
necessitate some caution. If we express the modes {φ} as a complex vector φex = {φ k |k ∈ S}, on a vector space we call, with a slight abuse of notation, C S , with inner product
the lagrangian (5.2) can be written
where mex and ̟ex are hermitian matrices 7 acting on C S with the form
Unfortunately, the components of φex represent twice as many degrees of freedom as are integrated over in (5.5) . This means that a path integral over all the components would have to include the factor
A complex vector φ+ = {φ k |k ∈ S/2} in a space C S/2 with inner product 10) would completely specify the unique modes of φ, but (5.2) is not conveniently expressed in terms of φ+. To see this, consider the velocity term
Although the first two terms can be written as
(where m+ is the restriction of mex to C S/2 ), the last two give
which cannot be written in terms of the complex vector φ+ and its adjoint φ † + without using the transpose φ tr + or the complex conjugate φ * + . If D = 1, this is not a problem, since k1, k2 ∈ S/2 implies k1 + k2 / ∈ L and hence Φ1+2 = 0. However, it is possible in D > 1 to have k1 + k2 ∈ L even when k1, k2 ∈ S/2, as illustrated in Fig. 1 .
The most useful approach is to define a real vector φ = { √ 2φ
with inner product
A straightforward calculation shows that it is possible to write (5.7) as
The long-wavelength (lowmomentum) region L is shaded vertically. The short-wavelength (high-momentum) region S is shaded diagonally in one direction or the other. The right half of S, shaded diagonally up and to the right, is S/2. In D > 1, we see that it is possible to add two "large" momenta on the right side of the origin (k 1 , k 2 ∈ S/2) to get a "small" momentum (
where m and ̟ are real symmetric matrices on R S/2⊕S/2 , given by
where φ is written as
(5.18)
The propagator
We now have a workable vector expression for the path integral (5.1):
is the propagator for the quadratic action. It is useful to write
is the propagator for a simple harmonic oscillator with time-dependent matrices m(t) and ̟(t) in place of m and mω 2 .
[The dependence on Φ is now implicit in the time dependence of m(t) and ̟(t), given by (5.16-5.17 ).]
This propagator is found in Appendix A to be
These exact expressions are expanded to first order in ℓ in Sec. B.1 of Appendix B, using the values of m(t) and ̟(t) given by (5.16) and (5.17), respectively. Given the expression (A.6 ′ ) for the time-dependent propagator, (5.21) becomes
This means that (5.19) becomes
The initial state
For the initial state ρ φ of the SWM environment I choose a thermal state with temperature 1/kBβ. The density matrix for this is given as an operator by ρ ∝ e −β H . Using the full hamiltonian corresponding to the action (4.9) would couple the short-and long-wavelength modes, preventing the separation (2.5) of the initial state. So instead I use the zero-order non-interacting action S0, which gives the thermal density matrix for a simple harmonic oscillator of frequency Ω0 = diag{k} 0 0 diag{k} and unit mass:
can be expressed in terms of
if we also define
so that the calculation of e iW 0+φφ is reduced to the evaluation of the determinants of C and 
Given the relation
we see that α = 4V −1 (Ω0) − iA− is the largest of the sub-matrices on the diagonal, and is no smaller than O(1). Thus we partially diagonalize M about it to get
Controlling the breakdown of perturbation theory
Before proceeding further, we need to consider more carefully the perturbative approach. If we try to expand the influence functional e iW defined by (2.6b) in powers of ℓ, we note that as the zero-order term in SE[φ, Φ] is just S0[φ] [i.e., the "system" and "environment" are decoupled to zeroth order; cf. (4.9)],
Perturbatively, then, we would conclude e iW = 1 + O(ℓ). The problem is that for the influence phase to be effective at producing decoherence, we need e iW [Φ,Φ ′ ] ≪ 1 for Φ and Φ ′ sufficiently different. This can only be possible if the perturbative analysis breaks down somehow. I will focus my attention on a scenario where that breakdown is manageable. If the temperature β −1 is high enough, there will be some modes in S for which V(k) = , it can cause perturbation theory to break down. We keep a handle on this breakdown by neglecting O(ℓ) terms only when they are not compared to potentially O(β) terms.
Evaluation of the influence functional
Using the approximation of Sec. 5.4, we have
(5.37)
Noting that the matrices used to perform the diagonalization in (5.35) have unit determinant, we have
Now, e i Re W is simply a phase multiplying the decoherence functional (2.6); the part which can actually make the off-diagonal components of
Noting that the factors of det C in (5.31) give, to lowest order in ℓ, the Φ-independent values det
The normalization is set by (5.36), and in fact
For any positive matrix a 2 , a straightforward analysis in the diagonal basis shows det(1 + a
The magnitude of the influence functional (5.42) will be small when Tr ℓℵ
2 is large. This is calculated in Appendix C and found to be
where q = k1 − k2, k± = k1 ± k2, and cos θ12 =
Specializing to D=3
If there are three spatial dimensions, the integration in (C.7) is over the six components of k1 and k2. The integrand, however, is expressed in terms of the three components of q and the two amplitudes k1 and k2 (or equivalently, k±). There is also a dependence on cos θ12 =
, but that can be expressed in terms of the other five variables by
Changing variables from {k1, k2} to {q, k+, k−} converts (C.7) to Tr(ℓℵ
The jacobian is straightforward to calculate, and the limits of integration come from combining the restrictions q < kc < k1, k2 on (C.7) with the inherent geometrical requirement that k 
The full action
Returning from the modified action S 0+φφ to the full action S, one finds that the result of the previous section is not substantially changed, as demonstrated in Appendix D.
Including the terms linear in φ to produce the action S3 = S 0+φφ +ℓS φ changes the influence functional only by a phase (Sec. D.1):
The addition of the terms cubic in φ to restore the full action is handled via a perturbative expansion in Sec. D.2. The cubic corrections should of course be O(ℓ) or higher, but could in principle become large
The regions of integration for (C.7). The inherent geometrical restrictions k + = k 1 + k 2 ≥ q and |k − | = |k 1 − k 2 | ≤ q limit us to the region shaded vertically, while the additional requirement that k 1 , k 2 ≥ k c requires that the mode be in the region shaded horizontally. Their intersection gives the region of integration for (C.7).
as described in Sec. 5.4 if there were enough factors of β in the denominator. The calculation shows that these corrections multiply the influence functional by a factor of order unity:
Thus we are still left with the result that
with the trace given by (C.7).
A word about the perturbative analysis
The conclusion that
is based upon an upper limit on each term in the perturbation series (the first term is obviously unity). There are two ways this analysis could fail. First, there may be cancellation among the various O(1) terms causing the net expression to be a higher order in ℓ or β. Since this would only make e iW smaller than our estimate, it would only improve the upper limit given by (D.50).
The second is more problematic. While each individual term is at most O(1), the entire infinite series could be quite large, counteracting the tendency of e iW 0+φφ to become small. This is a shortcoming of the perturbative analysis, and there's not a lot to be done, other than to tackle the non-perturbative problem. 
dt ℓ∆Φq(t)e ik + t + i4k+ e i2k + t ℓ∆Φq(t)
becomes large, we would like to consider when that happens. Looking at (5.44), and disregarding the surface terms, we see that not all of the space/time modes
appear. The first two terms include only modes where |ω| = |k−| ≤ q, while the last two are limited to modes where |ω| = k+ ≥ 2kc. This is illustrated in Fig. 3 . Just as our coarse graining considers only long-wavelength modes (q ≤ kc), it is reasonable to focus on long-period modes (|ω| ≤ kc) as well. Thus the limit of interest comes from the first two terms, and we write
256q .
(7.2)
The factor
can be evaluated, to leading order in β, by noting that
so that The modes with q ≥ k c are traced over, and so that region is shaded horizontally. The first two terms in (5.44) can suppress modes with |ω| ≤ q, which are shaded vertically, the third can suppress modes which have ω ≥ k c and the fourth, ω ≤ −k c ; these last two are shaded diagonally. Since we are concerned with coarse grainings of low temporal frequency ω as well as spatial frequency q, the first two terms are the ones of interest.
Again, since we only expect a useful answer when small β causes perturbation theory to break down, we look at the leading terms in β, working in the high-temperature limit βkc ≫ 1. (See Sec. 7.2.1 for the physical significance of this.) In this limit, (7.6) becomes
since R − R0 is independent of β, the leading term in R is
so Tr(ℓℵ
(7.9)
Practical coarse grainings

The physical scales
The expression (7.9) has three parameters, kc, β and T which are not integrated over. The scale kc for division into SWMs and LWMs can be tailored to the coarse graining to give the strongest possible results, while the other two are features of the model. As alluded to in Sec. 3, the time scale T over which we expect the Minkowski space model to be valid should be slightly below the Hubble scale H This is so large that it allows us to set T much larger than all the other scales in the problem. In particular, it means that the cross terms in
will oscillate rapidly and vanish when ω is integrated over, leaving
Turning our attention to the inverse temperature β, we might reasonably treat the high-temperature thermal state ρ φ as corresponding to the cosmic graviton background radiation [12] , which has a temperature on the order of 1 K. This means that in suitable units,
This is the most severe limit to the usefulness of the calculations in this work. It means that to be in the high-temperature limit βkc ≪ 1, we need to have the cutoff scale k −1 c dividing "short" and "long" wavelengths be above the millimeter scale. While we don't expect to have laboratory data on millimeterscale oscillations of vacuum gravity any time soon (contrast this scale to the length corresponding to a typical component of the curvature tensor at the surface of a 1M⊙ black hole, which is GM⊙ ∼ 1 km ∼ 9 Of course, this is a dubious approximation, since R − R 0 , while down by a factor of β 2 from R 0 , is ultraviolet divergent. However, any suitable well-behaved regulation of the result will give a result which agrees with R 0 to O(β −2 ) when the β → 0 limit is taken before the cutoff limit. Note also that our perturbative analysis has ignored terms like ℓ 2 (R − R 0 ), which are perturbatively small in ℓ without having corresponding factors of β. One might hope that such terms will cancel the divergence in R − R 0 . However, this turns out not to be the case, as can be seen by calculating all of the O(ℓ 2 ) terms in e iW 0+φφ .
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6 β), it might be a bit surprising to learn that coarse grainings corresponding to micron-scale variations in the gravitational field do not decohere. At any rate, that is not the prediction of this work, even assuming that the results for the toy model are an accurate indicator of the behavior of the actual theory. First, this analysis only applies to decoherence of the vacuum gravitational field induced by gravity itself. If the gravitational field is coupled to some form of matter, unobserved modes of the matter can also induce decoherence, as described in [2] and [1] . In addition, our perturbative analysis of vacuum gravity simply cannot make fruitful predictions outside of the perturbative regime. It is quite possible that for lower temperatures, non-perturbative effects can cause the influence functional to become small for large ∆Φ.
Field averages
Turning now to the quantities by which we wish to coarse grain, we observe that in D = 3, the average defined in (3.13) (which corresponded in the theory of a conformally flat metric g ab to d
14)
where the field average ℓϕ is given by
dt w(x, t)ℓϕ(x, t).
If the quantity of interest is the normalized volume deviation (3.12) of a region S with spatial width ∆x and temporal width ∆t (where V0 ≈ ∆t(∆x) 3 ), the weighting function will be the characteristic function for S wS(x) = V −1 0 where we have approximated the sum over ω values separated by δω = 2π/T by an integral, and assumed that w(x, t) vanishes as t → ±T /2, so that it is acceptable to replace the field ϕq(t) by its periodic counterpart
If wq contains only modes with q ∈ L (i.e. wq = Θ(kc − q)wq), then we can write this average as
The normalization condition (7.16) becomes w00 = (2π) −2 , so a useful field average might be 
The influence phase
Now we can cast (7.9) into a useful form, so long as q0 − ∆q/2 ≥ |ω0| + ∆ω:
The strongest result will be obtained if we take kc = q0 + ∆q/2. If ∆ω and ∆q are small relative to ω0 and q0 (which means large ∆t and ∆x), we can approximate
so that the influence phase is bounded by
This means that if 
integrals of G(y) over regions two or more spots off the diagonal (|n − n ′ | ≥ 2) will be negligible. Squares on the diagonal (n = n ′ ) have a region of area 2∆δ − δ 2 over which G(f, f ′ ) is appreciable. Squares one spot off the diagonal (|n − n ′ | = 1) include some non-negligible values of G(f, f ′ ), but only in a triangular region of area δ 2 /2. Thus D(n, n ± 1) should be suppressed by a factor of δ/∆ relative to D(n, n). Compare Fig. 1 
of [4].
For sufficiently small ∆ω and ∆q (which corresponds to averaging over a large spacetime region), the right hand side of (7.30) becomes small, and thus (7.30) can hold even in the perturbative limit where the quantity 2 3 (2π) 3/2 ℓ∆Φ representing the perturbation due to the metric is small.
So a coarse graining which should decohere is one consisting of a set of alternatives {cn} which correspond to 2 3 (2π) 3/2 ℓΦ ∈ ∆n = [n∆, (n + 1)∆). The decoherence functional for such a coarse graining will be
where As long as the size ∆ of the bins is much larger than δ, the off-diagonal elements of D(n, n ′ ) with |n − n ′ | ≥ 2 will involve integrals only over the suppressed region, while the elements with |n − n ′ | = 1 should be down from the diagonal elements by a factor of δ/∆. (Fig. 4)k c k 1 Figure 5 : The modified regions of integration for (C.7) when the system is made up of short-wavelength modes and the environment of long-wavelength modes. As in Fig. 2 , the geometrical restrictions k + = k 1 + k 2 ≥ q and |k − | = |k 1 − k 2 | ≤ q limit us to the region shaded vertically. Now the requirement producing the horizontally-shaded region is k 1 , k 2 ≥ k c . Note that in contrast with the regions of integration in Fig. 2 , the ranges of both the k + and k − integrations are finite.
Impractical coarse grainings
A question one might like to ask is whether the decoherence exhibited in the previous sections relied upon the fact that the modes of interest were the long-wavelength ones, or if the mere fact that some sufficiently large group of modes is traced over is enough to produce decoherence. In other words, would we obtain a similar result if the identification of system and environment in (4.4) were now reversed:
so that now q ∈ S and k ∈ L? Most of the calculation carries through unchanged until it comes to determining the limits of integration in Sec. 5.5.1. There the geometrical limits are still k 2 − < q 2 < k 2 + , but now we have k1, k2 < kc < q, which gives the region of integration shown in Fig. 5 . The limits on the integration variables in (5.44) are thus changed so that q runs from kc to 2kc, k+ from q to 2kc, and k− from −(2kc − k+) to 2kc − k+ (or, equivalently, k− runs from −(2kc − q) to 2kc − q and k+ from q to 2kc − |k−|, with the same limits on the q integration). Moving to Sec. 7.1, we find the new regions of potentially suppressed frequencies, illustrated in Fig. 6 . The terms in (5.44) with |ω| = |k−| will have |ω| ≤ 2kc − q, and are shaded vertically in Fig. 6 , while those with |ω| = k+ will have |ω| between q and 2kc and are shaded diagonally.
Since k− ≤ kc ≤ q ≤ k+ ≤ 2kc we can express the suppression factor in the limit that 2βkc ≪ 1 as Figure 6 : The modes represented in the suppression term Tr(ℓℵ
2 , plotted by their ω and q values. The modes with q ≤ k c are traced over, and so that region is shaded horizontally. The terms with ω = ±k − can suppress modes with |ω| ≤ 2k c − k + , which are shaded vertically, those with ω = k + can suppress modes which have q ≤ ω ≤ 2k c and those with ω = −k + can suppress −q ≥ ω ≥ −2k c ; these last two are shaded diagonally.
Focussing on the modes shaded horizontally in Fig. 6 and neglecting the boundary terms as described in Sec. 7.2.1, we see that the lower limit on the suppression factor becomes Tr(ℓℵ
which is, other than the limits of integration on q and ω, the same as that given in (7.25). Thus we conclude that, at least for these groups of modes with q0 > |ω0|, the tendency of unobserved modes to induce decoherence is just as effective whether they are of shorter or longer wavelength.
Conclusions
In this work I have demonstrated that, in a scalar field theory motivated by a perturbative expansion of GR, some coarse grainings which restrict only the long wavelength modes of the field should decohere. This was done by calculating the influence functional e iW between pairs of LWM histories, which describes the effect of tracing out the short-wavelength modes. Decoherence is expected when e iW [Φ,Φ ′ ] becomes small for sufficiently large Φ − Φ ′ . Even though the zero order term in the influence functional is unity, and one might normally assume that perturbative corrections cannot make e iW much smaller than one, it was possible to consider a regime where perturbation theory broke down enough to give e iW ≪ 1, but not so much that we were unable to calculate anything. This was done by working in the high-temperature regime where the inverse temperature β of the thermal state describing the SWMs was small. In this case terms which were higher order in the coupling ℓ could still become large for high temperature if they were proportional to, for example, (ℓ/β) 2 . These ℓ/β terms in the influence functional were handled non-perturbatively for the terms in the action which are quadratic or linear in the SWMs, but the cubic terms in the action were analyzed using a perturbative expansion. That expansion showed that while there are corrections which go like
, those are at largest O(1), and there are no O(ℓ/β) terms to cancel out the effect from the quadratic action.
The reliance on perturbative analysis is one of the limitations of this result. It means that we can only analyze the question of decoherence in the high-temperature limit, defined in terms of the momentum kc which defines SWMs from LWMs by βkc ≪ 1. If the temperature of the SWM thermal state is taken to be that of the present-day cosmic graviton background, the length scale corresponding to this limit is on the order of a millimeter.
Another problem comes from the non-renormalizability of our derivative action (a property it shares with GR itself). While the terms in the influence functional proportional to (ℓ/β) 2 are finite, there are terms proportional to ℓ 2 alone which are ultraviolet divergent. We were able to ignore those by working in the high-temperature limit, but they may provide another way in which perturbation theory breaks down, demanding a fully non-perturbative analysis.
Before moving to a possible non-perturbative analysis, perhaps using the Regge calculus to skeletonize geometry, another improvement of this work would be to see if the scalar field result is modified by considering a model where the full tensor nature of the theory is exhibited.
And finally, the focus of this model has not been on cosmological systems (as contrasted to the matter-induced decoherence of spacetime described in [1] and [2] ). The background spacetime was taken as Minkowski space and the temperature of the short-wavelength graviton state was taken to be its present-day value. Different background spacetimes might also be studied once the tensor nature of perturbative GR is restored.
A Appendix: The propagator for a time-dependent harmonic oscillator For a simple harmonic oscillator with one degree of freedom φ(t) and the lagrangian
one can easily calculate the propagator via a path integral [13] :
(A.
2)
The purpose of this appendix is to calculate the propagator when the coördinate φ is a real vector, and the lagrangian is
where the arbitrary time-dependent real symmetric matrices m(t) and ̟(t) have taken the place of the constants m and mω 2 , respectively. First, for the case of time-independent matrices m and ̟, we observe that as the action is quadratic, the propagator must have the form [13] 
iS cl (where T ba = t b − ta). The action S cl of the classical path with endpoints φ cl (ta) = φa and φ cl (t b ) = φ b can be calculated, defining Ω by Ω 2 = m −1/2 ̟m −1/2 , to give
This tells us that the infinitesimal propagator in the time-dependent case is
We can then build up the finite propagator K ba = K(φ b t b |φata) by the composition rule K ba = dφcK bc Kca [which also allows us to determine the coëfficient F (t b |ta)]. A little tinkering reveals that the form for K which is preserved under composition is
where A ba = A(t b |ta), B ba = B(t b |ta), and C ba = C(t b |ta) are all real matrices to be determined. In the infinitesimal case, they are given from (A.5) by
Without loss of generality, we can take the matrix in the exponential to be symmetric, which makes AC −1 = C −1 tr A tr and C −1 B = B tr C −1 tr . 10 The composition rules for the A, B, and C matrices can be 10 The matrix in (A.6) seems to treat the matrices and their transposes unequally, but as
C −1 tr A tr , this is not the case.
found to be
We can use these, along with the values (A.7) for infinitesimal propagation, to get expressions for A(t b + dt b |ta), B(t b + dt b |ta), and C(t b + dt b |ta) in terms of A(t b |ta), etc., which give the ordinary differential equations (ODEs)
similarly, the expressions for A(t b |ta + dta) give the equations
The initial conditions for either of these systems of equations are [see (A.7)] A(t|t) = 1 = B(t|t) and C(t|t) = 0. Equations (A.9b) and (A.9c) form a system of first order ODEs for B(t b |ta) and C(t b |ta) with the solution
and we can obtain A by using (A.10c):
B Appendix: Perturbative expansions
B.1 A, B and C
To make practical use of the exact expressions (A.11), we need to expand them in powers of the coupling constant ℓ. Expanding to zeroth order is trivial, since m0 = 1 and ̟0 = Ω 2 0 , where
and of course 1 = {δ
The expansion is
Proceeding to the first order terms, we can substitute the first order expression
into (A.11a) and find
To proceed further, we should streamline the notation for components of matrices on R S/2⊕S/2 . At the moment, the components of Ω0 are written as Ω
. This is greatly simplified if we observe that |−k| = k, and define
where the indices in the first two expressions range over S/2 and those in the third range over S. Then
, and
Then we can use the first order term in (A.11b)
likewise, the first order term in (A.11c),
It is straightforward to check that (B.7), (B.9), and (B.11) satisfy (A.9) and (A.10)
B.2 A, B and C
We can use the expansions for A, B and C calculated in Section B.1 to find expansions for
3), the zero order terms are
Proceeding to the first order terms, we have
Using (B.11) and (B.9) And writing theṁ boundary term as
, (B.14)
we can calculate
Analogously, we find
The first order term C1 = −
can be cast into a similar form after integration by parts to give
Application of trigonometric identities to expressions such as cos θA1 cos θB2 = cos k1(t+T /2) cos k2(T /2− t) allows us to rewrite (B.15), (B.17) and (B.18) in terms of k± = k1 ± k2 as
These seem to be taking on a nice form in terms of more basically defined modes
where of course C1
We can use this to define χ± and σ±, and inverting the matrix determines the boundary terms, giving
C Appendix: Evaluation of the trace in Sec. 5.5
The purpose of this appendix is to insert the values for A1, B1 and C1 from Sec. B.2 of Appendix B into the expression Tr ℓℵ Inverting ℵ0 gives
Tr ℓℵ
cos k1T cos k2T − cos k2T − cos k1T cos k1T cos k2T 1 − cos k1T − cos k2T − cos k2T − cos k1T 1 cos k1T cos k2T − cos k1T − cos k2T cos k1T cos k2T 1
Using the result (B.21) from Sec. B.2 of Appendix B and performing the matrix multiplication gives
11 Note that the elements in these matrices are numbers, rather than matrices, i.e., the expression holds for a particular value of k 1 and k 2 so that there is no integral over k 2 included in the matrix multiplication.
12 For the conversion of the range of the indices of these real matrices from S/2 ⊕ S/2 to S, see (B.6). Now it's time to take the result in terms of the real matrices m1[Φ] and ̟1[Φ] on R S/2⊕S/2 defined by (5.16) and (5.17), and reconstruct from them useful expressions in terms of {Φq} and the complex matrices on C S with elements
(C.4c)
These are related to the real matrices m and ̟ on R S (or R S/2⊕S/2 ) as follows: for k1, k2 ∈ S/2,
we can use (C.4a) and (C.4c), along with i αiβ
write Tr(ℓℵ
dt ℓ∆Φq(t)e ik + t + i k+ k1k2 e i2k + t ℓ∆Φq(t)
D Appendix: The effects of the linear and cubic terms
Here we add the terms S φ and S φφφ back into the action, and determine what effect, if any, this has on the influence phase (5.42).
D.1 The linear terms
The effect of the linear term S φ can, as usual, be elucidated by completing the square, as shown in this section.
We define the "all-but-cubic" lagrangian
by adding to the quadratic action considered in Sec. 5 the linear terms
where 13 [cf. (4.8c)]
with Q 2 bearing the same relation to −k and q that k 3)] bore to k1 and k2:
The reality condition Φ−q = Φ * q forces x −k = x * k and y −k = y * k , so we can use the identity
where v and w are vectors in R S/2⊕S/2 defined as in (5.18), to write ℓL φ = −φ tr x +φ tr y; by integrating by parts, we can also write this, for an arbitrary z(t) as
If we can choose z such that
L3 is related to L 0+φφ by
The condition (D.9) is equivalent to the second order inhomogeneous ODE
is a real phase, and
By substituting for x using (D.7a), we see that X [Φ] = 0 is just a pair of first order boundary conditions on z(t), and so we can choose the solution to (D.11) to obey them, leaving
Proceeding along the same lines as (5.19), we find that
is real, and it is the imaginary part of W which imposes decoherence,
and adding in the linear terms does not change the result (5.42).
D.2 The cubic terms
Now we are ready to consider the full environmental action
including the cubic terms from
Here we need to resort to using a generating functional
and expressing
The wrong way to complete the square
The "propagators" involved in constructing the generating functional
are of the form
The choice of sign of J ′ may seem unusual, but it allows us to write the argument of the exponential in (D.20a) as
and involve the modified "lagrangian"
We might try to carry out the same completion of the square as was done in Sec. D.1, getting the form (D.6), where now
The ODE for z becomes
once again, we would find an expression like 
However, this form is not convenient, even if we insert x = x +ż − J, since the expression would depend on J not only explicitly, but also implicitly via the solution z[Φ, J] to (D.11 ′ ).
D.2.2 The correct way to complete the square
Since we cannot fruitfully complete the square for the J-terms in the way we did for L φ in Sec. D.1, let us instead combine L φ with the J-terms by integrating by parts until y = 0, i.e., 
