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Abstract
We propose a denition for quantum Fourier transforms in settings where the algebraic
structure is that of a nite eld, and show that they can be performed eciently by a quantum
computer. Using these nite eld quantum Fourier transforms, we obtain the strongest separa-
tion between quantum and classical query complexity known to date|specically, we dene a
problem that requires Ω(2n/2) queries in the classical (bounded error) case, but can be solved
exactly with a single query in the quantum case using a polynomial number (in n) of auxiliary
operations. Finally, we consider quantum Fourier transforms over arbitrary nite rings, and
give ecient quantum circuits for implementing quantum Fourier transforms for the particular
case of rings of matrices over nite elds.
1 Introduction
Quantum Fourier transforms are conventionally associated with nite groups. We consider suitable
denitions for quantum Fourier transforms (QFTs) in settings where there is a dierent algebraic
structure, namely, nite rings. Our focus is on the case of nite elds, for which we give an
explicit denition of a QFT, show that it can be implemented eciently by quantum circuits, and
demonstrate an application regarding query complexity.
In order to discuss what a suitable denition for a QFT over a nite eld (or arbitrary nite
ring) would be, let us briefly digress and consider properties of the standard quantum Fourier







for each x, y 2 Zm. The simplest case is the Hadamard transform, which can be viewed as the
QFT over Z2. The Hadamard transform has an interesting property in relation to the two-qubit
controlled-NOT operation: conjugating a controlled-NOT gate with H⊗H (a Hadamard transform
on each of two qubits) results in a controlled-NOT gate with its orientation inverted. In the language
of quantum circuits, this property is expressed in Figure 1.












Figure 1: The control/target inversion property.
A natural extension of the controlled-NOT gate acting on quantum registers whose classical
states correspond to elements of Zm for arbitrary m > 1 is the controlled-ADDr gate, acting as
follows:
jxijyi 7! jxijy + rxi.
Here, the rst register is the control, and the second register is the target. Each value for r gives a
dierent gate. It is straightforward to verify that a similar property to that displayed in Figure 1
holds when we conjugate a controlled-ADDr gate appropriately by QFTs. Specically, conjugating
a controlled-ADDr by Fm ⊗ F ym for Fm denoting the QFT modulo m switches the control and
target.
Now, let us generalize this control/target inversion property from Zm to arbitrary nite rings.
Let (R,+, , 0, 1) be any ring, and assume we have a unique classical representation for each element
of R. First we dene a natural generalization to R-valued data of controlled-ADD gates. For r 2 R,
dene the controlled-ADDr (c-ADDr for short) gate as the unitary transformation that maps the
pair of R-valued quantum states jxijyi (x, y 2 R) to jxijy + rxi. If the ring is not commutative,
we also refer to the above as the left c-ADDr gate, and dene a right c-ADDr gate as the mapping







Figure 2: Notation for left controlled-ADDr gates and right controlled-ADDr gates (respectively).
Call a unitary operation F on R-valued quantum states a quantum Fourier transform (QFT)
over R if it satises the following property. Conjugating a left c-ADDr gate with F ⊗F y results in
a right c-ADDr gate with an inverted orientation. Such an F is not generally unique. In pictures,












Figure 3: The control/target inversion property for rings.
While it may be natural to consider the above property as being a dening property of a QFT,
this by itself is of limited utility|to make the denition useful we must explicitly describe the
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action of the transform on any given input. We do this rst for the case that R is a nite eld
GF (pn). We show that, for any xed prime p, the QFT for GF (pn) can be computed with O(n2)
basic operations, and for large p that the QFT for GF (pn) can be approximated to within accuracy
ε with O(n2(log p)2) + nC(p, ε/n) operations, where C(p, ε) denotes the circuit size required to
implement the QFT modulo p to within accuracy ε. Recently, Hales and Hallgren [9] have shown
that C(p, ε) 2 O(log p log log p + log p log 1/ε) for a reasonable range of ε. We also consider QFTs
for the ring of m  m matrices over a given nite eld. In this case, the cost of performing the
QFT is O(m2) times the cost of performing the QFT on the nite eld.
Our main application of these new QFTs is to obtain the strongest quantum vs. classical sep-
aration known to date for the black-box setting. We dene the hidden linear structure black-box
problem and show that:
 In the classical setting, Ω(2n/2) queries to the black-box are necessary to solve the problem,
even allowing bounded-error probabilistic techniques.
 In the quantum setting, a single query suces to solve the problem exactly, and the auxiliary
operations are very simple; they consist of O(n) Hadamard gates followed by O(n2) classical
gate operations after a measurement is made.
We have recently learned that W. van Dam and S. Hallgren [6] have independently proposed the
denition for QFTs over nite elds that appears in this paper. They have applied such transforms
in the context of black-box problems that are dierent from ours, called the \shifted quadratic
character problems".
The remainder of this paper has the following organization. In Section 2 we propose an explicit
denition for the QFT over any nite eld, prove that it satises the control/target inversion
property, and analyze the complexity of the transform. In Section 3 we consider the consequences
of our circuits for the QFT over a nite eld for the query complexity model, specically in regard
to the hidden linear structure problem. In Section 4 we extend the denition of the QFT to rings of
matrices over nite elds. We conclude with Section 5, which compares our quantum vs. classical
query separations with others.
2 Quantum Fourier transforms for finite fields
In this section we propose a denition for quantum Fourier transforms over nite elds, and prove
that the denition satises the properties discussed in Section 1.
We assume the reader is familiar with basic concepts regarding nite elds and computations
over nite elds (see, for instance, [5, 7, 10]). As usual, we let GF (q) denote the nite eld
having q = pn elements for some prime p. We assume that a monic, irreducible polynomial
f(Z) = Zn −∑n−1j=0 ajZj 2 GF (p)[Z] is xed, and that elements of GF (q) are represented as
polynomials in GF (p)[Z] modulo f(Z) in the usual way. We will write x = (x0, . . . , xn−1) to
denote the eld element corresponding to x0 +x1Z+   +xn−1Zn−1, and we write ~x to denote the
column vector [x0, . . . , xn−1]T.
Definition 2.1 Let φ : GF (q) ! GF (p) be any nonzero linear mapping (viewing GF (q) as an n
dimensional vector space over GF (p) as above). Then we dene the quantum Fourier transform
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(QFT) over GF (q) relative to φ (denoted Fq,φ) as follows. For each x 2 GF (q),





where ω = e2pii/p (and we extend Fq,φ to arbitrary quantum states by linearity).
If φ is not made explicit then we assume φ refers to the trace.
Theorem 1 For q = pn and any nonzero linear mapping φ : GF (q) ! GF (p), Fq,φ is unitary and
satisfies the control/target inversion property of Fig. 3.
Proof: It suces to show that F yq,φFq,φjxi = jxi for every x 2 GF (q). We have






















 jzi = jxi,
following from the fact that φ(w) must be uniformly distributed over GF (p) as w ranges over GF (q)
(since φ is linear and not identically zero).
Next let us verify that the control/target inversion property discussed in Section 1 holds, namely
that for Ar and Br dened by Arjxijyi = jxijy + rxi and Brjxijyi = jx+ ryijyi we have
(F yq,φ ⊗ Fq,φ)Ar(Fq,φ ⊗ F yq,φ) = Br.
(See Figure 3.) To prove this relation holds, let us dene















Now, for each x, y 2 GF (q) we have






















































Figure 4: Equivalent circuits for Fq,φ
as required.
Next we describe quantum circuits for performing Fq,φ and analyze their complexity. Let C(p, ε)
denote the minimum size of a quantum circuit approximating the quantum Fourier transform
modulo p to within accuracy ε. Note that C(p, 0) 2 O(p2 log p) [1] and, for ε > 0, C(p, ε) 2
O(log p log log p+ log p log 1/ε) when ε 2 Ω(1/p) [9].
Theorem 2 For q = pn and any nonzero linear mapping φ : GF (q) ! GF (p), Fq,φ can be explicitly
computed with accuracy ε by a quantum circuit of size O(n2(log p)2) + nC(p, ε/n).
It should be noted that, when p = 2 (or any constant), the QFT circuit size is O(n2).
Proof of Theorem 2: First, we note that for any choice of φ (linear and nonzero), there exists
an nn matrix Mφ over GF (p) such that φ(xy) = ~xTMφ~y. For any given φ we show how to obtain
such a matrix Mφ explicitly below. We note that Mφ may be computed classically and of course is
xed for any choice of φ. Thus, computation of Mφ does not contribute to the size of a circuit for
Fq,φ (although it can easily be computed in polynomial time as shown below). It is straightforward





















Fq,φ = M−1φ (Fp ⊗    ⊗ Fp) = (Fp ⊗    ⊗ Fp)MTφ ,
where Fp denotes the usual quantum Fourier transform modulo p and, for A 2 fM−1φ ,MTφ g, we
identify A with the reversible operation that maps jxi to jAxi. This relation is illustrated in
Figure 4.
Now let us return to the question of determining the matrix Mφ corresponding to a given φ.
First, note that multiplication of eld elements satises
(z0, . . . , zn−1) = (x0, . . . , xn−1)  (y0, . . . , yn−1)
where
zi = ~xTBi~y (1)
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for a certain sequence of n  n matrices B0, . . . , Bn−1 over GF (p). We now construct a sequence
B0, . . . , Bn−1 that satises Eq. 1. To do this, it will be helpful to review the notion of Hankel




t0 t1 t2    tn−1
t1 t2 t3    tn










That is, the \anti-diagonals" each contain only one number (or, equivalently, A[i, j] depends only







Write a(0)j = aj for j = 0, . . . , n − 1. We will actually need numbers a(k)j (for j = 0, . . . , n − 1,












0 0    0 a0
1 0    0 a1
















= V k [a0, . . . , an−1]T = V k+1 [0, . . . , 0, 1]T .
Finally, we can describe the matrices B0, . . . , Bn−1. For each i = 0, . . . , n− 1,
Bi = Hankel
(









(Here, δi,j is the Kronecker-δ symbol.) A straightforward computation reveals that this choice for
B0, . . . , Bn−1 satises Eq. 1. It is also not hard to show that these matrices B0, . . . , Bn−1 are the
only matrices satisfying Eq. 1, and that each Bi is necessarily invertible.
Now, since φ : GF (q) ! GF (p) is linear and not identically zero, we must have φ(x) =∑n−1




















3 The hidden linear structure problem
Dene the hidden linear structure problem1 over a ring R as follows. In the classical version, one is
given a black-box that maps (x, y) 2 RR to (x, pi(y + rx)), where pi is an arbitrary permutation
on the elements of R and r 2 R. Analogously, in the quantum case, one is given a black-box
performing the unitary transformation that maps jxijyi (x, y 2 R) to jxijpi(y + rx)i. In both cases,
the goal is to extract the value of r.
We show that, in the classical case, whenever R is a eld, Ω(
√jRj) queries are necessary to solve
this problem, even with bounded error. On the other hand, we show that, in the quantum case,
for any ring R (including the case of a eld), if F and F y operations (satisfying the control/target
inversion property) can be performed then a single quantum query is sucient to solve this problem
exactly. As shown in Section 2, for the specic eld GF (2n), the QFT can be performed exactly
with only O(n2) basic operations (which are Hadamard gates and controlled-NOT gates). Moreover,
for the specic eld GF (2n), the algorithm solving the hidden linear structure problem can be
streamlined so as to consist of O(n) Hadamard gates, one query and O(n2) classical post-processing
after a measurement is made.
We rst note that when R is not a eld the classical query complexity of the hidden linear
structure problem can be much less than Ω(
√jRj). For example, when R = Z2n , there is a simple
procedure solving the hidden linear structure problem with only n+1 queries. It begins by querying
(0, 0) and (2n−1, 0), yielding pi(0) and pi(r2n−1) respectively. If pi(0) = pi(r2n−1) then r is even;
otherwise r is odd. Thus, two queries reduce the number of possibilities for r by a factor of 2. If r
is even then the next query is (2n−2, 0), yielding pi(r2n−2), which determines whether r mod 4 is 0
or 2. If r is odd then the next query is O(2n−2, 2n − 2n−2), yielding pi(2n − 2n−2 + r2n−2), which
determines whether r mod 4 is 1 or 3. This process can be continued so as to deduce r after n+ 1
queries.
Theorem 3 When R is a field, Ω(
√jRj) queries are necessary to solve the hidden linear structure
problem within error probability 12 .
Proof: The lower bound proof is similar to that for Simon’s problem [12]. Set both r 2 R and pi
(a permutation on R) randomly, according to the uniform distribution. Consider the information
obtained after k queries (x1, y1), . . . , (xk, yk) (without loss of generality, the queries are all distinct).
If, for some i 6= j, the outputs of the ith and jth queries collide in that pi(yi + rxi) = pi(yj + rxj),
then yi + rxi = yj + rxj, which implies that the value of r can be determined as
r =
yi − yj
xj − xi (3)
(note that xj − xi 6= 0, since this would imply that (xi, yi) = (xj , yj)). On the other hand, if there
are no collisions among the outputs of all k queries then all that can be deduced about r is that
r 6= yi − yj
xj − xi (4)
for all 1  i < j  k. This leaves jRj − k(k−1)2 values for r, which are equally likely by symmetry.
Thus, the probability of a collision occurring at the kth query given that no collisions have occurred
1Note that this problem is not the same as the hidden linear structure problem considered by Boneh and Lipton
[3]. In our problem, the term linear structure refers to the ring properties of R, whereas Boneh and Lipton’s problem
concerns the structure of certain periodic functions from the additive group Zk to some arbitrary range S.
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in previous queries is k−1jRj−k+1 . It follows that the probability of a collision occurring at all during




jRj − k + 1 
l(l − 1)
2 (jRj − l + 2) . (5)
If this probability is to be greater than or equal to 12 then l 
√jRj+ 2 2 Ω(√jRj) must hold.
Theorem 4 For any finite ring R, if F and F y can be performed then a single query is sufficient
to solve the hidden linear structure problem exactly.
Proof: The quantum procedure is to initialize the state of two R-valued registers to j0ij1i (where
0 and 1 are respectively the additive and multiplicative identities of the ring) and perform the
following operations:
1. Apply F ⊗ F y.
2. Query the black box.
3. Apply F y ⊗ F .
Then the state of the rst register is measured.
Let us trace through the evolution of the state of the registers during the execution of the above
algorithm. To facilitate this, dene jψxi = F jxi and Upi as the unitary transformation that maps




Therefore, the output of the algorithm will be r.
In order to obtain the maximum classical query complexity via Theorem 3, it is desirable
to set R to a eld. The quantum query complexity will always be 1; however, the number of
auxiliary operations necessary may vary, depending on the cost of performing the QFTs. When
R = Zp (where p is prime) the best procedure that we are aware for performing the QFT exactly is
O(p2 log p), which is exponential in the number of bits of p. On the other hand, when R = GF (2n),
the QFT can be computed exactly with only O(n) Hadamard gates plus O(n2) c-NOT gates.
Furthermore, using the structure of the decompositions given in Figure 4, the algorithm solving
the hidden linear structure problem can be streamlined so as to consist of O(n) Hadamard gates,
one query, O(n) Hadamard gates, a measurement, followed by O(n2) classical post-processing.
The streamlined algorithm is to initialize the state of two GF (2n)-valued registers to j0ijMφ~1i
and perform the following operations:
1. Apply a Hadamard transform to each qubit of each register.
2. Query the black-box.
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3. Apply a Hadamard transform to each qubit of each register.
4. Measure the rst register, yielding an n-bit string z.
5. Classically, compute (M−1φ )
T~z.
It is straightforward to show that the result will be r.
4 Extension to matrices over a finite field
Having dened the Fourier transform over nite elds in general, it seems a natural step to ask if it
can be usefully dened for more general algebraic constructs. In this section we consider matrices
over nite elds.






jxiji = jx11ijx12i    jx1mijx21i . . . jxmmi.
We identify this state with an mm matrix X = (xij) in the natural way.
Definition 4.1 Let Fq,φ be the quantum Fourier transform over GF (q) relative to φ. Then the
quantum Fourier transform over GF (q)mm is defined by the following mapping for each matrix
A = (xij) 2 GF (q)mm:






That is, the quantum Fourier transform of A relative to φ is performed by applying the Fourier
transform relative to φ independently on all the entries of A, and then transposing the resulting
matrix.
Now let us denote the left controlled-add gate with parameter R as
CR : jXijY i 7! jXijY +RXi
and the right controlled-add gate with parameter R as
CR : jXijY i 7! jXijY +XRi
The target/control inversion property of Figure 3 for the particular ring GF (q)mm may be de-
scribed as follows:
(F yq,m,φ ⊗ Fq,m,φ)CR(Fq,m,φ ⊗ F yq,m,φ)jXijY i = jX + Y RijY i
(F yq,m,φ ⊗ Fq,m,φ)CR(Fq,m,φ ⊗ F yq,m,φ)jXijY i = jX +RY ijY i.
It is reasonably straightforward to verify that this property holds. We omit the details from this
abstract.
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Finally, we mention how this result may be applied to a hidden linear structure problem similar
to the one described in Section 3. In this case, we have a black box of either of the following forms:
jXijY i 7! jXijpi(Y +RX)i = (Im ⊗ Ppi)CRjXijY i
or
jXijY i 7! jXijpi(Y +XR)i = (Im ⊗ Ppi)CRjXijY i
Now, analogously to the hidden linear structure problem considered in Section 3, the parameter R
can be found by setting X to the additive identity (0mm), and Y to the multiplicative identity
(Imm).
5 Conclusion
A comparison with other known quantum vs. classical query separations in the bounded-error model
is given in Table 1.
References number of bits quantum upper bound classical lower bound
Bernstein & Vazirani [2] n+1 O(1) Ω(n)
Bernstein & Vazirani [2] (n) O(n log n) nΩ(log n)
Simon [12] 2n O(n) Ω(2n/2)
Grover [8] n+1 O(2n/2) Ω(2n)
Shor [11] / Cleve [4] 3n O(1) Ω(2n/3/
p
n)
Present result 2n 1 Ω(2n/2)
Table 1: Comparison of quantum vs. classical separations for query problems.
Although not indicated in Table 1, the auxiliary operations required for an exact computation
in the present result are very simple (as explained in Section 3): O(n) Hadamard gates plus O(n2)
classical post-processing after measuring the state.
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