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Resumen
En este trabajo se estudia la entropía de entrelazamiento o geométrica en el contexto de
la teoría cuántica de campos. Particularmente, estamos interesados en la entropía del
campo de Maxwell asociada a una región cilíndrica en tres dimensiones espaciales. Para
abordar este problema nos dedicamos primeramente al estudio de uno más sencillo, el
de un campo escalar, con el fin de afianzar los métodos numéricos y analíticos que luego
implementamos en el caso más complejo del campo vectorial. Se describe de manera
detallada el método empleado para el cálculo numérico de la entropía. También se revisa
el método de reducción dimensional, el cual permite relacionar términos universales
de la entropía de entrelazamiento del cilindro con coeficientes de la expansión de la
entropía del disco en una dimensión menor. Este método se aplica para reducir el
problema original de un campo conforme en un cilindro en (3+1) dimensiones al de un
campo masivo en un disco en (2+1) dimensiones. Para el campo de Maxwell, empleando
coordenadas apropiadas, se encuentra que el hamiltoniano del mismo equivale al de dos
campos escalares idénticos desacoplados con un potencial cuadrático extra. Finalmente,
los cálculos numéricos se realizaron sobre una red radial ya que el problema, gracias
a la simetría, puede reducirse a una dimensión espacial. Mientras que para el campo
escalar el coeficiente logarítmico coincide con la anomalía de traza tipo c del tensor
de energía-momento, tal como se predice en la literatura [1], no sucede lo mismo para
el campo de Maxwell. Esta misma discordancia fue hallada en [7] para el caso de la
entropía de entrelazamiento de una región esférica, en donde el coeficiente logarítmico
corresponde a la anomalía de traza tipo a.
Palabras clave: ENTROPÍA GEOMÉTRICA, TEORÍA CUÁNTICA DE CAMPOS,
CAMPO ESCALAR EN CILINDRO, CAMPO DE MAWELL EN EL CILINDRO
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Abstract
In this work we study the entanglement entropy in the context of quantum field theory.
More specifically, we are interested in the entropy of a Maxwell field associated with a
cylindrical region in three spatial dimensions. Firstly, we study a simpler problem, the
one of a massless scalar field, in order to revise the numerical and analytical methods
we will use later in the more complex case of a vector field. We describe in detail a nu-
merical method to calculate the entropy associated to scalar fields. Also, a dimensional
reduction method is reviewed. This relates universals terms of entanglement entropy
in the cylinder with coefficients of the entanglement entropy expansion in a disk in a
smaller dimension. This method is applied to the conformal scalar field in a cylinder
in (3+1) dimensions, and reduces this problem to the one of a massive scalar field in a
disk in (2+1) dimensions. We write the electromagnetic field in an appropriate coor-
dinate system and find that the hamiltonian is equivalent to the one of two identical
uncoupled scalar fields with an extra quadratic potential. Finally, due to the symmetry
of the problem, numerical calculations are done on a radial lattice. Our result for scalar
field agrees with the one predicted analytically by Solodukhin [1]. This is the anomaly
type c of the energy-momentum trace. On the contrary, the logarithmic coefficient of
entanglement entropy obtained for the Maxwell field doesn’t agree with the anomaly.
The same happen in the spherical case where conflicted results were reported in the
literature [7].
Keywords: ENTANGLEMENT ENTROPY, QUANTUM FILD THEORY, SCALAR
FIELD IN CYLINDER, MAWELL FIELD IN THE CYLINDER
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Introducción
“I don’t know anything, but I do know that everything is in-
teresting if you go into it deeply enough.”
— Richard Feynman, 1976
La entropía de entrelazamiento asociada a cierta región del espacio suscita gran
interés en diversas ramas de la física, desde computación cuántica hasta física de agu-
jeros negros. En teoría cuántica de campos, el estudio de esta cantidad así como su
estructura de divergencias de carácter geométrico, resulta de gran relevancia ya que,
entre otras cualidades, esta magnitud se encuentra asociada a la estructura del grupo
de renormalización. Su estudio entonces nos permite alcanzar un mayor entendimiento
de la naturaleza de estas teorías que son la base de sistemas más complejos, como los
que se estudian en física de la materia condensada, por citar un ejemplo.
En este trabajo se estudian métodos analíticos y numéricos que permiten calcular
la entropía de entrelazamiento para el campo de Maxwell libre en una región cilíndrica
en (3+1) dimensiones. Para ello, en un primer momento, se estudia el caso del campo
escalar conforme en la misma región, pues los resultados que se obtienen para este
servirán como base para los cálculos con el campo de Maxwell.
El interés alrededor de este particular objetivo nace en la existencia de dos resulta-
dos aparentemente contradictorios referidos a la entropía del campo de Maxwell libre
en una esfera. Como se verá más adelante, la entropía de entrelazamiento es una can-
tidad divergente y puede ser expandida en términos de un cutoff ultravioleta . En [1]
se encuentra que el coeficiente logarítmico en la expansión de la entropía asociada a
una esfera para teorías conformes en (3+1) dimensiones está dado por la anomalía de
traza tipo a del tensor de energía-momento
g0 =
a
90
. (1)
Del mismo análisis que conduce al resultado anterior, se deduce que para el cilindro el
coeficiente logarítmico está dado por
g0 =
c
240
L
R
, (2)
donde c es la anomalía de traza tipo c, L la longitud del cilindro y R su radio. Cálculos
explícitos para escalares y fermiones, con distintos métodos, confirman este resultado
en el caso de la esfera [2–4] y el cilindro [5]. De manera más general, en [6] se presenta
una prueba que valida este resultado para todas las dimensiones espacio-temporales
pares en la esfera.
Para el campo de Maxwell, sin embargo, en (3+1) dimensiones, de acuerdo a los
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2cálculos empleados en [2, 3] e incluso [7], en donde se testean los resultados analí-
ticos desde otra perspectiva, no se obtiene el resultado esperado para el coeficiente
logarítmico. Hasta el momento no existe una explicación cerrada para estos resultados
conflictivos. De ahí que explorar la geometría del cilindro resulte de interés, en vistas
de clarificar si también en este caso se obtienen resultados distintos a los previstos.
Capítulo 1
Matriz densidad y entropía de von
Neumann
Una manera de definir un estado general en mecánica cuántica es a través de un
operador ρ definido positivo, autoadjunto, de traza Tr(ρ) = 1, que satisface
〈A〉 = Tr(ρA) (1.1)
para todo operador autoadjunto A que actúa sobre un determinado espacio de Hilbert
H, con 〈A〉 el valor de expectación de A en el estado. El operador ρ así definido se
llama operador densidad y contiene toda la información relacionada con el estado del
sistema.
Si ρ es un proyector unidimensional, es decir que ρ2 = ρ, se satisfacen las condiciones
anteriores y se dice que el estado es puro. De lo contrario, se dice que es un estado
mezcla. Entonces, de aquí se desprende que un estado general de un sistema cuántico
siempre puede escribirse con un operador densidad de la forma
ρ =
∑
i
λi|ψi〉〈ψi|, (1.2)
con los |ψi〉〈ψi| proyectores unidimensionales no necesariamente ortogonales con λi ≥ 0
y
∑
i
λi = 1. No es difícil ver que ρ2 6= ρ si ρ es de la forma (1.2) con más de un término
en la suma. La expresión (1.2) describe el estado cuántico de un sistema formado por
un ensemble de estados puros en proporciones bien definidas, dadas por los λi.
1.1. Sistemas compuestos y matriz densidad redu-
cida
Considérese un sistema compuesto de dos partes A y B con un espacio de Hilbert
total que se puede escribir como H = HA ⊗HB. La matriz densidad para este sistema
es de la forma general
ρ =
∑
n
λn|ψn〉〈ψn|,
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con |ψn〉 ∈ HA ⊗HB,
|ψn〉 =
∑
i j
anij|φi〉A ⊗ |χj〉B,
|φi〉A y |χj〉B elementos de una base ortonormal de HA y HB respectivamente. Se tiene
entonces
ρ =
∑
n i j k l
λna
n
ija
n ∗
lk (|φi〉A ⊗ |χj〉B) (〈φk|A ⊗ 〈χl|B) ,
ρ =
∑
n i j k l
λna
n
ija
n ∗
lk (|φi〉A〈φk|A)⊗ (|χj〉B〈χl|B) .
Supongamos que solo la parte A es de interés o solo esta parte es accesible para el
observador. Este subsistema estará descrito completamente por una matriz densidad
reducida ρA que se obtiene al trazar parcialmente ρ sobre los estados de HB. Formal-
mente esto es
ρA =TrHB (ρ) ,
ρA =
∑
n i k
λn
(∑
j
anija
n ∗
jk
)
|φi〉A〈φk|A. (1.3)
Si el estado original era puro, esto es que la suma sobre n contara con un único término,
vemos que ρA describe un estado mezcla dado que la suma entre parénesis resulta en
coeficientes extradiagonales de la matriz densidad.
Por otro lado, siempre es posible escribir la matriz densidad ρA de un estado mezcla
general, como la traza parcial de un estado puro perteneciente a un sistema más grande.
Como ρA es un operador autoadjunto, definido positivo y normalizado, siempre tiene
una descomposición espectral
ρA =
∑
i
λi|i〉A〈i|A, λi > 0,
∑
i
λi = 1.
Si se tienen en cuenta autoestados con autovalores nulos, el conjunto de los |i〉A se
puede extender hasta formar una base completa paraHA y siempre pueden ser tomados
ortogonales. Considérese un espacio HB isomorfo a HA. Sea ρB una matriz densidad
con los mismos autovalores no nulos λi y multiplicidades que ρA. Los autoestados |i〉B
de ρB igualmente pueden tomarse ortogonales y extenderse hasta formar una base de
HB. La multiplicidad de los autovalores nulos puede o no ser la misma que la de ρA.
Considérese |ψ〉 ∈ HA ⊗HB tal que
|ψ〉 =
∑
i
√
λi |i〉A ⊗ |i〉B.
La matriz densidad
ρ =|ψ〉〈ψ|
ρ =
∑
i j
√
λiλj (|i〉A〈j|A)⊗ (|i〉B〈j|B)
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describe un estado puro y se tiene que ρA = TrHB (ρ) y ρB = TrHA (ρ), con lo cual se ve
que cualquier operador densidad puede expresarse como estado reducido de un operador
densidad puro. Se puede ver además que la matriz reducida ρA también satisface (1.1)
tomando la traza restringida a HA.
1.2. Entropía de von Neumann y teoría cuántica de
campos
En mecánica cuántica se define la entropía de un estado como
S = −
∑
i
λiln(λi), (1.4)
donde es λi es la probabilidad de encontrar un determinado micro-estado en el sistema.
Esta probabilidad corresponde a los autovalores de la matriz densidad que define al
estado macroscópico del sistema, por lo que la entropía se puede redefinir
S = −Tr (ρ ln(ρ)) . (1.5)
Escrita en términos del operador densidad se conoce como entropía de von Neumann.
Se define la entropía de entrelazamiento de un subsistema A como
SA = −Tr (ρA ln(ρA)) , (1.6)
siendo ρA la matriz densidad reducida que se obtiene de trazar sobre los grados de
libertad del complemento de A. Así definida, esta magnitud mide el grado de entre-
lazamiento entre A y su complemento cuando el estado global es puro. En general, es
una medida de las correlaciones entre las partes del sistema.
En teoría cuántica de campos la definición anterior se extiende de manera semejante,
pero el número de grados de libertad se hace infinito. Como consecuencia aparecen
conjuntos infinitos de autovalores de ρA y en general SA es una magnitud divergente.
Sin embargo, como se muestra a continuación, en la estructura matemática se SA
aparecen términos universales y característicos de la teoría en cuestión que permiten
darle un sentido físico a esta magnitud.
Para un estado global de vacío la matriz densidad es
ρ = |0〉〈0|. (1.7)
De la definición (1.5) se ve que la entropía de un estado puro es nula. Por otro lado, si
el sistema está dividido en dos regiones espaciales V y V¯ , de las cuales solo se puede
acceder a V , la entropía de V es
S(V ) = −Tr [ρV ln(ρV )] . (1.8)
Como se mostró en la sección 1.1, ρV y ρV¯ tienen entonces los mismos autovalores no
nulos con las mismas multiplicidades, por lo que S(V ) = S(V¯ ).
Clásicamente la entropía es una magnitud extensiva y se espera que crezca con le
volumen de V , pero en teoría de campos esto no parece ser totalmente cierto. La única
forma de que la entropía de las dos regiones V y V¯ sea la misma es que dependa de
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alguna propiedad compartida por ambas partes. Por otro lado, en estados particulares
como el vacío las correlaciones decaen fuertemente con la distancia entre los puntos del
espacio. Entonces es de esperar que las contribuciones más importantes a los autovalores
de ρV provengan de la traza sobre aquellos grados de libertad que están sobre la frontera
∂V , característica compartida por ambas regiones. Resulta entonces que el término
divergente dominante es proporcional al área en vez del volumen. La entropía de V se
puede interpretar entonces como nuestro grado de desconocimiento del sistema debido
al entrelazamiento cuántico que existe entre los grados de libertad de un lado y otro
de la frontera, y de ahí el nombre “entropía de entrelazamiento”.
Otra cantidad relevante en teoría de la información, tanto clásica como cuántica, y
que se extiende también a teoría cuántica de campos es la información mutua. Para dos
regiones espaciales A y B, en términos de la entropía de entrelazamiento la información
mutua se define como
I(A,B) = S(A) + S(B)− S (A ∪B) . (1.9)
Esta cantidad también da una medida de las correlaciones entre las regiones A y B. Por
ejemplo, para el caso en que estamos interesados, de un estado global de vacío y todo el
espacio dividido en dos regiones disjuntas, la información mutua sería I(V, V¯ ) = 2S(V ).
Para cualquier teoría cuántica de campos en d dimensiones espaciales se encuentra
el desarrollo [8]
S(V ) = gd−1[∂V ]−(d−1) + ...+ g1[∂V ]−1 + g0[∂V ]ln() + S0(V ), (1.10)
para la entropía de V . Este desarrollo es estrictamente cierto para teorías conformes.
Teorías más generales que involucren parámetros dimensionales como la masa pueden
llegara incluir potencias no enteras de . En el desarrollo (1.10), S0(V ) es un término
finito,  es una distancia chica tomada como cutoff ultravioleta y las gi son funciones
homogéneas de grado i, locales y extensivas en la frontera. El coeficiente gd−1[∂V ],
asociado al término divergente dominante, es proporcional a la potencia (d − 1) de
alguna distancia característica de V y es conocido como ley de área. Se encuentra que
los términos proporcionales a gi para i > 0 no son físicos puesto que dependen fuerte-
mente de la regularización y geometría de V . Pero algo distinto ocurre con el término
logarítmico, presente solo cuando las dimensiones espaciales son impares. Cualquier re-
escaleo que se haga sobre el cutoff  es absorbido por el término S0(V ) y el logarítmico
permanece invariante. Por esta razón, resulta que el coeficiente g0[∂V ] es universal, en
el sentido de que es independiente de la regularización empleada y es característico de
la teoría de campos que le da origen.
Otro término universal, proporcional al área, puede encontrarse en S0(V ), pero para
calcularlo correctamente hay que tener en cuenta la geometría de la región y regularizar
de una forma específica. Puede hacerse utilizando la información mutua entre V y
(V¯ − ε), esto es el complemento de V sacando una franja de espesor ε alrededor del
borde de V , o bien discretizando el espacio con un mallado que respete las simetrías
de la región. Este término fue calculado para escalares masivos en cualquier cantidad
de dimensiones por Wilczek y Hertzberg en [9].
En los capítulos subsiguientes revisaremos métodos de cálculos que permiten ob-
tener estos términos universales para teorías libres, específicamente para campos de
bosones.
Capítulo 2
Métodos de cálculo
En este capítulo revisaremos dos métodos de cálculo que nos permitirán obtener la
entropía de entrelazamiento para el campo escalar y posteriormente para el campo de
Maxwell. Primero estudiaremos el método de reducción dimensional. Con el mismo se
busca reducir el problema del cálculo de la entropía en cierta cantidad de dimensiones
espaciales compactando los campos cuando la región de interés tiene determinadas
características. Es útil para teorías libres y nos permite relacionar términos universales
de la entropía para la teoría no compactada con coeficientes del desarrollo de la misma
en una dimensión menor.
El segundo método que revisamos es el de “tiempo real”, orientado al caso del
campo escalar. Este método parte de considerar una teoría discreta en el espacio y
termina obteniéndose una expresión para la entropía que depende únicamente de los
correladores de dos puntos dentro de la región de interés. Finalmente veremos cómo
estos correladores dependen del hamiltoniano discreto de la teoría en cuestión.
2.1. Reducción dimensional
Algunos términos universales en la entropía geométrica de campos libres en una
dada dimensión espacial pueden obtenerse a partir de resultados para una dimensión
menor. Considérese un conjunto en r + d dimensiones espaciales de la forma V =
Z ×D donde Z es una caja de lados Li, con i = 1, 2, ...r; en las primeras coordenadas
z1, z2, ...zr; y D es un conjunto en las restantes d dimensiones. Estamos interesados en
calcular la entropía en V en el límite de los Li grandes, la cual resulta extensiva en
ese límite. Para campos libres, siempre es posible compactar las direcciones z1, z2, ...zr
imponiendo condiciones periódicas de contorno zi = zi + Li, sin cambiar el resultado
del término extensivo dominante.
Para un campo escalar. La dependencia en las primeras r coordenadas se puede
expandir a través de su serie de Fourier
φ (z,x) =
∑
k
eik·zφk (x) , (2.1)
donde ki = 2piLini , con ni entero, son los momentos de los campos en las direcciones zi.
Al sustituir (2.1) en la ecuación de Klein-Gordon(
∂µ∂
µ +∇2z −m20
)
φ (z,x) = 0, (2.2)
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con µ = 0, r + 1, ...r + d, se obtiene
∑
k (∂µ∂
µ − k2 −m20) eik·zφk (x) = 0 que conduce
a una colección de ecuaciones de Klein-Gordon para campos definidos en las restantes
d dimensiones (
∂µ∂
µ −m2k
)
φk (x) = 0. (2.3)
Desde el punto de vista de las dimensione no compactadas la masa de los campos están
dadas por
m2k = m
2
0 + k
2. (2.4)
Gracias a la propiedad extensiva de la entropía, su valor en V se obtiene sumando sobre
todas las contribuciones de los campos en las d dimensiones no compactadas
S(V ) =
∑
k
S(D,mk). (2.5)
En el límite de los Li grandes la suma puede ser reemplazada por una integral
S(V ) =
∫
drk
(2pi)r∏r
i=1 Li
S
(
D,
√
m20 + k
2
)
. (2.6)
Escribiendo las variables de integración en esféricas drk = dk kr−1Ωr, donde Ωr =
pir/2
Γ(r/2+1)
es el área de la hiperesfera r-dimensional de radio unidad. Entonces la integral
queda como
S(V ) =
∏r
i=1 Li
2rpir/2Γ(r/2 + 1)
∫ ∞
0
dk kr−1S
(
D,
√
m20 + k
2
)
. (2.7)
Si en lugar de integrar sobre los momentos se hace sobre la masa efectiva de los campos
(2.7) se reescribe como
S(V ) =
∏r
i=1 Li
2rpir/2Γ(r/2 + 1)
∫ ∞
0
dmm
(
m2 −m20
)r/2−1
S (D,m) . (2.8)
2.1.1. Cilindro bajo reducción dimensional
En el marco de este trabajo consideraremos un campo escalar sin masa en (3+1)
dimensiones espacio-temporales en una geometría cilíndrica en la cual la longitud L
es mucho mayor que el radio R del cilindro y la dimensión longitudinal puede ser
compactada. Entonces, la expresión (2.8) se simplifica notablemente puesto quem0 = 0
y se compacta una única dimensión espacial. Luego, termina siendo
S(V ) =
L
pi
∫ ∞
0
dmS (m,R) (2.9)
y el problema se reduce al cálculo de la entropía de un campo escalar masivo en un
disco de radio R.
La entropía en el disco S (m,R) admite una expansión en potencias de mR de la
forma
S (m,R) = c1mR + c0 + c(−1)
1
mR
+ ... (2.10)
Reemplazando en (2.9) esta expresión se ve que el coeficiente logarítmico para la teoría
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en (3+1) está directamente relacionado con c(−1) según
g0 = −c(−1) L
piR
, (2.11)
y de acuerdo con Solodukhin [1] el mismo vale
c(−1) = − pi
240
. (2.12)
En el desarrollo (2.10) solo aparece escrita la parte finita de la entropía, la cual contiene
el término en el que estamos interesados.
Por otro lado, se conoce que los términos extensivos en el área Ad−1 para campos
escalares, en d dimensiones espaciales, vienen dados por
∆S = γdm
d−1Ad−1, (2.13)
donde γd = (−1)d/2
[
12(2pi)(d−2)/2(d− 1)!!]−1 para d par [9]. En el caso de d = 2
∆S = − 1
12
2pimR, (2.14)
de donde se desprende que
c1 = −2pi
12
. (2.15)
Como se verá en el capítulo 5, los coeficientes c1 y c(−1) pueden ser calculados
numéricamente de manera simultánea, por lo que el resultado que se obtenga para c1
servirá como respaldo del que se obtenga para c(−1) y viceversa.
2.2. Método de tiempo real para un campo de bo-
sones
Con el método de tiempo real se puede calcular directamente la matriz densidad
reducida correspondiente a un estado global de vacío en el espacio de Minkowski y con
ella, la entropía de entrelazamiento dada por la ecuación (1.8). Para ello se parte de
una versión discreta de la teoría cuántica de campos sobre una red y eventualmente se
toma el límite al continuo.
Los campos φi y momentos conjugados pij en cada sitio de la red obedecen las
relaciones de conmutación canónicas para bosones
[φi, pij] = iδij [φi, φj] = [pii, pij] = 0. (2.16)
Sean Xij y Pij los correladores de dos puntos i y j en la región V ,
〈φiφj〉 = Xij 〈piipij〉 = Pij. (2.17)
y tenemos además
〈φipij〉 = 〈pijφi〉∗ = i
2
δij (2.18)
Las variables φi y pii son hermíticas con lo cual las matrices X y P son reales, simétricas
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y positivas. A partir de que 〈(φm + iλmkpik)(φl − iλ∗lspis)〉 es una cantidad positiva para
constantes λmk arbitrarias, al tomar λmk = −1/2 P−1mk vemos que
XP ≥ 1
4
. (2.19)
Asumimos además que cualquier otro correlador entre funciones de los campos y
momentos conjugados se obtiene a partir de los anteriores según lo establece el teorema
de Wick.
Ahora, el operador densidad reducido, al ser hermítico y definido positivo, siempre
se puede escribir como la exponencial de un operador hermítico de la forma
ρV = Ae
−H (2.20)
donde H =∑l εla†lal es el hamiltoniano modular correspondiente a la región V.
La constante de normalización A se toma tal que Tr (ρV ) = 1. Esto es,
Tr (ρV ) ≡
∑
{n}
〈n|Ae−
∑
l εla
†
l al |n〉 = 1. (2.21)
Aquí |n〉 = |n1〉 ⊗ |n2〉... ⊗ |nl〉... siendo |nl〉 autoestado del hamiltoniano modular en
el sitio l. La suma se realiza sobre todas las posibles configuraciones {n1n2...nl...}. El
cálculo sigue
1 =A
∑
{n}
〈n|
∏
l
e−εla
†
l al |n〉,
=A
∏
l
∑
nl
〈nl| e−εla
†
l al |nl〉,
=A
∏
l
1
(1− e−εl) ,
A =
∏
l
(1− e−εl). (2.22)
Por otra parte, los campos canónicamente conjugados de la teoría pueden ser escri-
tos en función de los operadores de creación y aniquilación del hamiltoniano modular
de manera que
φi = α
∗
ija
†
j + αijaj, (2.23)
pii = −iβ∗ija†j + iβijaj. (2.24)
De las relaciones de conmutación entre φ y pi se encuentra que las matrices α y β
satisfacen
α∗βT + αβ† = I. (2.25)
Con las expresiones (2.23), (2.24) y (2.20) podemos calcular los correladores Xij,
Pij y 〈φipij〉 que quedarán en términos de los correladores de los operadores de creación
y destrucción del hamiltoniano modular 〈akal〉, 〈a†kal〉 y 〈a†ka†l 〉. Estos últimos pueden
obtenerse trazando los productos correspondientes con la matriz densidad reducida.
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Para 〈a†ka†l 〉 se tiene
〈a†ka†l 〉 =Tr
(
ρV a
†
ka
†
l
)
,
=A
∑
{n}
〈n|
∏
i
e−εia
†
iai a†ka
†
l |n〉.
Cada factor en el producto de las exponenciales actúa sobre un subespacio diferente,
por lo que se puede separar en dos factores: uno que actúa sobre
⊗
i |ni〉 con i 6= k; i 6= l
y otro que actúa sobre |nk〉 ⊗ |nl〉, para k y l dados. Con lo cual la expresión anterior
se reescribe como
〈a†ka†l 〉 = A
{∏
i 6=k,l
∑
ni
e−εini
}{∑
nk,nl
〈n| e−εka†kaka†k e−εla
†
l ala†l |n〉
}
.
Los operadores de creación en el factor de la derecha actúan de la manera usual sobre
los autoestados del hamiltoniano modular en cada sitio,
〈a†ka†l 〉 = A
{∏
i 6=k,l
∑
ni
e−εini
}{∑
nk,nl
e−εknke−εlnl
√
(nk + 1)(nl + 1)〈nk|nk + 1〉〈nl|nl + 1〉
}
.
Por último, la ortogonalidad de los autoestados del hamiltoniano modular hace que
〈a†ka†l 〉 = 0. (2.26)
De manera análoga para 〈akal〉 se obtiene
〈akal〉 = A
{∏
i 6=k,l
∑
ni
e−εini
}{∑
nk,nl
e−εknke−εlnl
√
nknl〈nk|nk − 1〉〈nl|nl − 1〉
}
,
〈akal〉 = 0. (2.27)
Este resultado y el anterior valen igualmente si l = k. Para 〈a†kal〉, si l 6= k
〈a†kal〉 = A
{∏
i 6=k,l
∑
ni
e−εini
}{∑
nk,nl
e−εknke−εlnl
√
(nk + 1)nl〈nk|nk + 1〉〈nl|nl − 1〉
}
,
〈a†kal〉 = 0. (2.28)
Los únicos que resultan distintos de cero corresponden a los valores de expectación del
2.2 Método de tiempo real para un campo de bosones 12
operador de número en cada sitio de la red. Esto es
〈a†kak〉 =A
{∏
i 6=k
∑
ni
e−εini
}∑
nk
e−εknknk,
=A
K−1∑
ni
e−εini
e−εk
(1− e−εk)2 ,
=
(1− e−εk)e−εk
(1− e−εk)2 ,
〈a†kak〉 =(eεk − 1)−1. (2.29)
De acá se define la matriz de número de ocupación como la matriz diagonal
nkl := 〈a†kal〉 = δkl(eεk − 1)−1. (2.30)
Luego, los correladores Xij, Pij y 〈φipij〉 se calculan respectivamente como
Xij =〈
(
α∗ika
†
k + αikak
)(
α∗ila
†
l + αilal
)
〉,
=α∗ikα
∗
il〈a†ka†l 〉+ αikα∗il〈aka†l 〉+ α∗ikαil〈a†kal〉+ αikαil〈akal〉,
=αikα
∗
il(δkl + 〈a†lak〉) + α∗ikαil〈a†kal〉,
Xij =αik(δkl + nkl)α
†
li + α
∗
iknklα
T
li ; (2.31)
Pij =〈
(
−iβ∗ika†k + iβikak
)(
−iβ∗ila†l + iβilal
)
〉,
=− β∗ikβ∗il〈a†ka†l 〉+ βikβ∗il〈aka†l 〉+ β∗ikβil〈a†kal〉 − βikβil〈akal〉,
=βikβ
∗
il(δkl + 〈a†lak〉) + β∗ikβil〈a†kal〉,
Pij =βik(δkl + nkl)β
†
li + β
∗
iknklβ
T
li (2.32)
y análogamente
〈φipij〉 = −iαik(δkl + nkl)β†li + iα∗iknklβTli =
1
2
δij. (2.33)
Las relaciones (2.31), (2.32) y (2.33) matricialmente quedan escritas como
X =α(I + n)α† + α∗nαT , (2.34)
P =β(I + n)β† + β∗nβT , (2.35)
1
2
I =− α(I + n)β† + α∗nβT . (2.36)
Las matrices α y β se pueden escribir como α = α1U y β = β1U con U matriz
unitaria y diagonal, α1 y β1 reales. A la vez, se pueden redefinir los operadores ai de
modo que absorban la matriz U . Entonces la ecuaciones (2.34), (2.35) y (2.36) quedan
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escritas de la forma
X =α1(I + 2n)αT1 , (2.37)
P =β1(I + 2n)βT1 , (2.38)
1
2
I =− α1βT1 . (2.39)
Al multiplicar las relaciones (2.37), (2.38)
XP = α1
1
4
(I + 2n)2α−11 (2.40)
se hace explicita una relación de semejanza entre los operadores XP y 1
4
(I + 2n)2 a
través de la matriz α. Por tanto, los autovalores de ambos operadores son iguales.
Llamemos νk a los autovalores de
√
XP , los autovalores de n vienen dados por (2.30).
Como se verá enseguida, para el cálculo de la entropía conviene expresar los autovalores
εk del hamiltoniano modular en función de los νk. Para ello hay que invertir
νk =
1
2
(
1 + 2(eεk − 1)−1) (2.41)
y se obtiene
εk = ln
(
νk + 1/2
νk − 1/2
)
. (2.42)
Ahora, la entropía de V está dada por
S = −Tr (ρV ln(ρV )) . (2.43)
Sustituyendo (2.20) en (2.43) se obtiene
S = − ln(A) + Tr
(
A
∑
k
εka
†
kak
∏
l
e−εla
†
l al
)
,
S =
∑
k
{
− ln(1− e−εk) + εke
−εk
1− e−εk
}
. (2.44)
Finalmente, usando (2.42) se llega a la relación
S = Tr ((C + 1/2)ln(C + 1/2)− (C − 1/2)ln(C − 1/2)) (2.45)
donde C =
√
XP , la cual está bien definida ya que C ≥ 1/2, como vimos anteriormente
en (2.19).
Hasta acá, se ha obtenido una expresión que permite calcular la entropía de una
determinada región V del espacio a partir de una suma sobre los autovalores del opera-
dor C que depende de los correladores de los campos φ y pi canónicamente conjugados
en V . Entonces, el cálculo de la entropía de entrelazado se reduce a conocer X y P
(2.17) en V para un estado global de vacío, lo cual dependerá de la teoría específica
que se desee estudiar.
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2.2.1. Correladores para un hamiltoniano cuadrático
Para este trabajo es de interés conocer los correladores X y P para un hamiltoniano
de la forma
H =
1
2
∑
i
pi2i +
1
2
∑
i,j
φiKijφj. (2.46)
Mediante un cambio de variables es posible reescribir el hamiltoniano de manera que
la matriz K sea diagonal. Esto es φ˜ = Aφ con A−1 = AT y tal que K = A−1K˜A con
K˜ diagonal. En esta nueva base el hamiltoniano queda de la forma
H =
1
2
∑
i
pi2i +
1
2
∑
i
K˜iiφ˜
2
i (2.47)
que corresponde al de un conjunto de osciladores armónicos independientes, los modos
normales del sistema. Las ecuaciones canónicas de movimiento
i
d
dt
φ˜i =
[
φ˜i, H
]
(2.48)
y
i
d
dt
pii = [pii, H] (2.49)
se resuelven para
φ˜i =
1√
2ωi
(
aie
−iωit + a†ie
iωit
)
. (2.50)
y se obtiene que las frecuencias de los modos normales son precisamente ωi =
√
K˜ii.
Ahora, los correladores X y P en el vacío se calculan como
Xij =
∑
k,l
〈0|A
−1
ik A
−1
jl
2
√
ωkωl
(ak + a
†
k)(al + a
†
l )|0〉,
=
∑
k,l
A−1ik A
−1
jl
2
√
ωkωl
δkl,
=
1
2
∑
l
A−1il
(
K˜−1/2
)
ll
Alj,
Xij =
1
2
(
K−1/2
)
ij
. (2.51)
Análogamente se obtiene
Pij =
1
2
(
K1/2
)
ij
. (2.52)
Entonces, los correladores que se precisan para el cálculo de la entropía se obtienen
directamente de las componentes de las matriz K de la teoría en su versión discreta.
Capítulo 3
Campo escalar: del cilindro al disco
Estamos interesado en calcular la entropía de entrelazamiento de un campo escalar
sin masa en un cilindro de longitud L en (3+1) dimensiones. Primero haremos una
reducción dimensional en la coordenada axial a lo largo del cilindro y luego calcularemos
la entropía a través del método de “tiempo real” por lo que nos concentraremos en
reescribir el hamiltoniano de la forma (2.46).
En principio se tiene que
H =
1
2
∫
dV
(
pi2 +∇φ2) . (3.1)
Vimos que imponiendo condiciones periódicas de contorno sobre las bases del cilindro
es posible escribir el campo como un desarrollo de Fourier
φ(ρ, θ, z) =
∑
n
1√
L
ei
2pin
L
zφn(ρ, θ), (3.2)
siendo φn(ρ, θ) un conjunto de campos definidos sobre un disco, y de esta forma se re-
duce una de las dimensiones. Esta compactificación de la dirección longitudinal resulta
en la aparición de una masa para los campos no compactados del disco dada por los
momentos k = 2pin/L, lo cual puede leerse directamente del hamiltoniano
H =
1
2
∑
n
∫
dθdρρ
(|pin|2 + |∇Dφn|2 + k2|φn|2) . (3.3)
Aquí ∇D represente el gradiente bidimensional en el disco y pin(ρ, θ) = φ˙n(ρ, θ) son los
momentos conjugados de los campos no compactados en el disco.
Por otro lado, la simetría de rotación del problema posibilita hacer una segunda
descomposición, esta vez en modos angulares. De manera que el campo en el cilindro
queda escrito como
φ(ρ, θ, z) =
∞∑
n=−∞
∞∑
l=−∞
1√
2piL
eilθei
2pin
L
zφln(ρ), (3.4)
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con φn l campos en (1+1) dimensiones, definidos como la transformada de Fourier
φln(ρ) =
1√
2piL
∫ pi
−pi
dθ
∫ L/2
−L/2
dz e−ilθe−i
2pin
L
zφ(ρ, θ, z). (3.5)
Llamaremos
Vln(θ, z) =
1√
2piL
eilθei
2pin
L
z, (3.6)
al conjunto de funciones, ortonormales por construcción∫ pi
−pi
dθ
∫ L/2
−L/2
dzVln(θ, z)V
∗
l′n′(θ, z) = δll′δnn′ , (3.7)
que usaremos como base del espacio de Hilbert.
Además, si pedimos que el campo φ sea real, entonces se tiene que satisfacer
φ†ln = φ−l−n. (3.8)
Con lo cual podemos reescribir el campo como
φ(ρ, θ, z) =
∑
n,l
Vln(θ, z)φln(ρ) =
∑
n,l
V ∗ln(θ, z)φ
†
ln(ρ) (3.9)
y su momento canónico conjugado
pi(ρ, θ, z) =
∑
n,l
Vln(θ, z)piln(ρ) =
∑
n,l
V ∗ln(θ, z)pi
†
ln(ρ), (3.10)
tomando
pil,n = φ˙l,n. (3.11)
Campo y momento conjugado satisfacen las relaciones de conmutación
[φ(ρ, θ, z), pi(ρ′, θ′, z′)] =
i
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′) (3.12)
en coordenadas cilíndricas. Reescalando los campos radiales asociados a φ y pi de esta
manera
φ˜ln = ρ
1/2φln p˜iln = ρ
1/2piln, (3.13)
hacemos que satisfagan relaciones canónicas de conmutación
[φ˜ln(ρ), p˜i
†
l′n′(ρ
′)] = iδll′δnn′δ(ρ− ρ′). (3.14)
Ahora, si reescribimos el hamiltoniano de la teoría usando las ecuaciones (3.6)
a (3.10) y (3.13), el mismo se reduce a la suma
H =
∑
n
Hn, (3.15)
17
con
Hn = H0n + 2
∞∑
l=1
Hln, (3.16)
siendo
Hln =
1
2
∫
dρ
{
|p˜iln|2 + ρ
∣∣∣∣ ∂∂ρ (ρ−1/2φ˜ln)
∣∣∣∣2 + ( l2ρ2 + k2
)
|φ˜ln|2
}
. (3.17)
Los Hn son hamiltonianos de campos escalares masivos definidos sobre el disco. Estos
van a contribuir de manera extensiva a la entropía debido a que se encuentran des-
acoplados. Como vimos en el apartado 2.1, en el límite de L grande la suma (3.15) se
puede aproximar por una integral sobre los momentos en z o, lo que es igual, sobre la
masa de los campos en el disco. En el apartado 2.1.1 encontramos que el coeficiente
logarítmico de la entropía en el cilindro está asociado al coeficiente c(−1) que acompaña
al término 1/mR en el desarrollo de la entropía en el disco, con lo que la suma sobre
n no será necesario hacerla efectivamente. A su vez, los Hn se descomponen según las
ecuaciones (3.16) y (3.17) en modos angulares desacoplados, que contribuyen también
de manera independiente a la entropía en el disco. El problema original, en (3+1)
dimensiones, lo reducimos finalmente a uno equivalente en (1+1) dimensiones.
Capítulo 4
Campo de Maxwell en el cilindro
El campo de Maxwel, al ser un campo vectorial, consta de un grado más de difi-
cultad al momento de calcular la entropía de entrelazamiento. La idea que seguiremos
será la de relacionar el hamiltoniano de esta teoría con el del campo escalar que estu-
diamos previamente. De esta forma, haciendo primeramente reducción dimensional en
la dirección del eje del cilindro, reduciremos el cálculo al un campo escalar con ciertas
modificaciones que veremos al final del capítulo.
4.1. Hamiltoniano del campo de Maxwell
El hamiltoniano del campo de Maxwell, escrito en términos de los campos físicos,
es
H =
1
2
∫
d3x
(
E2 +B2
)
. (4.1)
En coordenadas cilíndricas es posible escribir los vectores E y B en términos de la
base de funciones (3.6) de la siguiente manera
E =
{
Eρln(ρ)ρˆ+ E
θ
ln(ρ)θˆ + E
z
ln(ρ)zˆ
}
Vln(θ, z) (4.2)
donde hemos usado el convenio de suma de Einstein. De esta forma los campos físicos
quedan escritos en la base ortonormal de funciones vectoriales{
Vln(θ, z)ρˆ; Vln(θ, z)θˆ; Vln(θ, z)zˆ
}
. (4.3)
En ausencia de cargas los campos satisfacen la condición
∇ · E = ∇ ·B = 0 (4.4)
que elimina un grado de libertad a cada uno. Para el campo eléctrico, por ejemplo, la
condición (4.4) en coordenadas cilíndricas se escribe
1
ρ
∂
∂ρ
(ρEρln) + i
l
ρ
Eθln + ikE
z
ln = 0. (4.5)
A pesar de lo natural que resulta, la base (4.3) no es la más apropiada para escribir
el hamiltoniano del problema, aunque sí nos será de utilidad más adelante en el cálculo
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de los conmutadores de los campos E y B.
Para construirnos una base más adecuada a nuestros propósitos partiremos definién-
donos el vector q = (0, l/ρ, k) con k = 2pin/L. Proponemos ahora la descomposición
de los vectores eléctrico y magnético en tres componentes: una en la dirección de ρˆ,
otra paralela a q y la última ortogonal a las dos anteriores. Esto es
E =
{
Eρln(ρ)ρˆ+ E
‖
ln(ρ)qˆ + E
⊥
ln(ρ)(qˆ × ρˆ)
}
Vln(θ, z), (4.6)
con
E
‖
ln =
1
|q|
(
l
ρ
Eθln + kE
z
ln
)
(4.7)
y
E⊥ln =
1
|q|
(
kEθln −
l
ρ
Ezln
)
. (4.8)
La figura 4.1 ilustra la relación que hay entre la base de coordenadas cilíndricas y la
nueva base elegida para abordar el problema.
θ
z
ρ
q⨯ρ
q
Figura 4.1: Relación entre la base de coordenadas cilíndricas y la utilizada para escribir el
hamiltoniano del campo de Maxwell.
En esta nueva base la condición (4.4) establece las relaciones
E
‖
ln =
i
|q|
1
ρ
∂
∂ρ
(ρEρln) B
‖
ln =
i
|q|
1
ρ
∂
∂ρ
(ρBρln) (4.9)
entre las componentes paralelas y radiales de los campos.
Al igual que hicimos en el caso del campo escalar pediremos que los campos E y B
sean reales, con lo cual
E†
s
ln = E
s
−l−n B
†s
ln = B
s
−l−n, (4.10)
con s = ρ, θ, z; o bien s = ρ, ‖,⊥ según la base en que estemos trabajando. Luego, el
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hamiltoniano en esta última base se escribe
H =
1
2
∫
dzdθdρρ
{(
EρlnE
†ρ
l′n′ + E
‖
lnE
†‖
l′n′ + E
⊥
lnE
†⊥
l′n′
)
VlnV
∗
l′n′ + |B|2
}
, (4.11)
y usando las ecuaciones (3.7) y (4.9) se reduce a
H =
∑
n
Hn, (4.12)
con
Hn = H0n + 2
∞∑
l=1
Hln, (4.13)
siendo
Hln =
1
2
∫
dρρ
{
|Eρln|2 +
1
q2ρ
∣∣∣∣ ∂∂ρ (ρEρln)
∣∣∣∣2 + ∣∣B⊥ln∣∣2 + (Eln ↔ Bln)
}
. (4.14)
De manera similar al caso escalar, el problema en (3+1) dimensiones se redujo a
uno en (1+1) dimensiones. La condición (4.4) elimina dos grados de libertad por lo que
en (4.14) aparecen solo cuatro en lugar de las seis componentes originales del campo
electromagnético. Como queremos comparar este hamiltoniano con el de un campo
escalar, debemos identificar previamente cuales son los campos y los correspondientes
momentos conjugados. Pare ello debemos obtener las relaciones de conmutación que
satisfacen las componentes de los campos eléctricos y magnéticos escritos en la base
(4.3), lo cual describimos en la siguiente sección.
4.2. Conmutadores de los campos físicos
En coordenadas cartesianas los conmutadores entre los campos eléctricos y magné-
ticos son [
Ei(x), Bj(x′)
]
= −iijk∂kδ3(x− x′), (4.15)
donde ijk son las componentes del tensor de Levi-Civita. Para abreviar llamaremos
cij(x− x′) = [Ei(x), Bj(x′)].
Las componentes de un campo vectorial en la base cilíndrica en función de sus
componentes cartesianas se expresan como EρlnEθln
Ezln
Vln =
 cos(θ) sin(θ) 0− sin(θ) cos(θ) 0
0 0 1
 ·
 E1E2
E3
 . (4.16)
Aquí hemos usado la notación de Einstein para la suma sobre l y n. Al escribir los
conmutadores usando la expresión (4.16) y la correspondiente al campo magnético,
que formalmente es la misma, encontramos que los únicos conmutadores no nulos son
cρθlnl′n′VlnV
∗
l′n′ = c
1 2 (4.17)
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y (
cρzlnl′n′
cθzlnl′n′
)
VlnV
∗
l′n′ =
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
·
(
c1 3
c2 3
)
. (4.18)
Para terminar de resolver estas ecuaciones debemos reescribir el miembro derecho de
la ecuación (4.15) en coordenadas polares, esto es
c1 2 = −i ∂
∂z
1
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′),
c1 3 = i
(
sin θ
∂
∂ρ
+ cos θ
1
ρ
∂
∂θ
)
1
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′), (4.19)
c2 3 = −i
(
cos θ
∂
∂ρ
− sin θ1
ρ
∂
∂θ
)
1
ρ
δ(ρ− ρ′)δ(−θ′)δ(z − z′).
Sustituyendo la ecuación (4.19) en (4.17) y (4.18) obtenemos
cρθlnl′n′VlnV
∗
l′n′ = −i
∂
∂z
1
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′),
cρzlnl′n′VlnV
∗
l′n′ = i
1
ρ
∂
∂θ
1
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′), (4.20)
cθzlnl′n′VlnV
∗
l′n′ = −i
∂
∂ρ
1
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′).
Finalmente resolvemos los conmutadores que aparecen en el miembro izquierdo en
(4.20). Por ejemplo, el conmutador cρθlnl′n′ se obtiene de
cρθlnl′n′ = −i
∫
dθdθ′dzdz′
∂
∂z
1
ρ
δ(ρ− ρ′)δ(θ − θ′)δ(z − z′)V ∗ln(θz)Vl′n′(θ′z′) (4.21)
Haciendo esto mismo para cada una de las ecuaciones (4.20) dando como resultado[
Eρln(ρ), B
†θ
l′n′(ρ
′)
]
=
k
ρ
δll′δnn′δ(ρ− ρ′),[
Eρln(ρ), B
†z
l′n′(ρ
′)
]
=− l
ρ2
δll′δnn′δ(ρ− ρ′), (4.22)[
Eθln(ρ), B
†z
l′n′(ρ
′)
]
=− i
ρ
δll′δnn′
∂
∂ρ
δ(ρ− ρ′).
Debido a la condición dada por la ecuación (4.4) solo el conmutador entre Eρln y B†
θ
l′n′
es independiente, mientras que los otros dos se pueden obtener a partir del prime-
ro. Además se tiene que al intercambiar las componentes ρ, θ, z en los conmutadores
anteriores estos cambian de signo.
Ahora, definimos los campos y momentos conjugados
φ
(1)
ln =
1
|q|ρ
1/2Eρln pi
(1)
ln = −iρ1/2B⊥ln (4.23)
φ
(2)
ln =
1
|q|ρ
1/2Bρln pi
(2)
ln = −iρ1/2E⊥ln. (4.24)
Usando las ecuaciones (4.22) vemos que los mismos satisfacen las relaciones de com-
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mutación canónicas[
φ
(1)
ln (ρ), pi
(1)
l′n′
†
(ρ′)
]
= iδll′δnn′δ(ρ− ρ′);
[
φ
(2)
ln (ρ), pi
(2)
l′n′
†
(ρ′)
]
= iδll′δnn′δ(ρ− ρ′). (4.25)
El paso siguiente es reescribir el hamiltoniano (4.14) en termino de estos nuevos campos
y compararlo con el del campo escalar.
4.3. Dos campos escalares desacoplados en un po-
tencial cuadrático
En función de los nuevos campos el hamiltoniano (4.14) queda escrito como
Hln =
1
2
∫
dρ
{ ∣∣∣pi(1)ln ∣∣∣2 + 1q2ρ
∣∣∣∣ ∂∂ρ (|q|ρ1/2φ(1)ln )
∣∣∣∣2 + q2 ∣∣∣φ(1)ln ∣∣∣2
+
∣∣∣pi(2)ln ∣∣∣2 + 1q2ρ
∣∣∣∣ ∂∂ρ (|q|ρ1/2φ(2)ln )
∣∣∣∣2 + q2 ∣∣∣φ(2)ln ∣∣∣2}.
(4.26)
Si comparamos este hamiltoniano con el del campo escalar
Hln =
1
2
∫
dρ
{
|p˜iln|2 + ρ
∣∣∣∣ ∂∂ρ (ρ−1/2φ˜ln)
∣∣∣∣2 + q2 ∣∣∣φ˜ln∣∣∣2
}
, (4.27)
vemos que se trata de dos copias muy parecidas a este último. La única diferencia
proviene del término con derivada que desarrollaremos a continuación.
La idea es separar del término con derivadas en la ecuación (4.26) un término con
derivadas como el que aparece en la ecuación (4.27). Para ello escribiremos el primero
como
1
q2ρ
∣∣∣∣ ∂∂ρ (|q|ρ1/2φln)
∣∣∣∣2 = f ρ ∣∣∣∣ ∂∂ρ (f−1/2ρ−1/2φln)
∣∣∣∣2 (4.28)
con ayuda de la función f(ρ) = |q|−2ρ−2.
Expandiendo el miembro derecho de (4.28)
f ρ
∣∣∣∣ ∂∂ρ (f−1/2ρ−1/2φln)
∣∣∣∣2 = ρ ∣∣∣∣ ∂∂ρ (ρ−1/2φln)
∣∣∣∣2 + ∂∂ρ
[
k2
|q|2ρ |φln|
2
]
+
ρ2k4 − 2l2k2
(ρ2k2 + l2)2
|φln|2
(4.29)
encontramos un término idéntico al que aparecen en el hamiltoniano del campo escalar,
uno que es una derivada total que podemos ignorar si suponemos campos evanescentes
en el infinito y un término extra cuadrático en el campo. Con lo cual concluimos que
el campo de Maxwell en una región cilíndrica en (3+1) dimensiones equivale a dos
campos escalares desacoplados en (1+1) dimensiones que se mueven en este potencial
cuadrático extra
V (φ) =
∑
l,n
ρ2k4 − 2l2k2
(ρ2k2 + l2)2
|φln|2 . (4.30)
Analíticamente es muy difícil deducir cómo este potencial modifica el coeficiente
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logarítmico de la entropía de entrelazamiento de un campo escalar como el estudiado
en el capítulo 3. Se hace necesario entonces recurrir a cálculos numéricos que nos
permitan aproximarnos a la respuesta. Para ello emplearemos el método de “tiempo
real” estudiado en el apartado 2.2, el cual nos permite calcular la entropía a partir de
conocer la matriz K asociada al hamiltoniano discreto.
Capítulo 5
Cálculos numéricos
5.1. Discretización del hamiltoniano
Como hemos visto hasta aquí, el problema de calcular la entropía de entrelazado
del campo electromagnético en una región cilíndrica en (3+1) dimensiones se puede
reducir al cálculo de la misma para un campo escalar masivo en un disco con un término
cuadrático extra. Por la simetría de rotación de esta geometría el problema se traslada
a uno equivalente en (1+1) dimensiones. Luego, a partir del método de “tiempo real”
revisado en el apartado 2.2 podemos calcular la entropía de entrelazamiento asociada
a los campos en el disco utilizando la fórmula
S = Tr ((C + 1/2)ln(C + 1/2)− (C − 1/2)ln(C − 1/2)) (5.1)
con C =
√
XP y X, P los correladores de los campos y momentos conjugados redu-
cidos a la región de interés. El cálculo de los correladores X y P lo hacemos a partir
de una versión discreta del hamiltoniano, siguiendo las prescripciones dadas por las
ecuaciones (2.51) y (2.52). Se precisa entonces discretizar el hamiltoniano del campo
escalar en el disco (3.17) y el del campo escalar equivalente obtenido en el apartado 4.3,
y luego identifaicar los elementos de la matriz K asociada al hamiltoniano discreto de
la forma
H =
1
2
∑
i
pi2i +
1
2
∑
i,j
φiKijφj. (5.2)
Al discretizar (3.17) la integral en ρ pasa a ser una suma sobre los sitios i de la
red radial. Una posible manera de discretizar la derivada en ρ es tomándola como la
diferencia de la función en dos puntos consecutivos de la red. Definida así corresponderá
a una derivada en el punto medio de los dos sitios. Entonces, omitiendo los subíndices
l y n por un momento e identificando m = k = 2pin/L, el hamiltoniano discreto será
H =
1
2
∑
i
pi2i +
1
2
∑
i
(i+ 1/2)( φ˜i+1√
i+ 1
− φ˜i√
i
)2
+
l2
i2
φ˜2i +m
2φ˜2i
 . (5.3)
Expandiendo el primer término que aparece dentro del corchete
(i+ 1/2)
(
φ˜2i+1
i+ 1
+
φ˜2i
i
− φ˜i+1φ˜i√
i (i+ 1)
− φ˜iφ˜i+1√
i (i+ 1)
)
, (5.4)
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se identifican fácilmente los elementos extradiagonales Ki+1 i = Ki i+1 y una contribu-
ción en (i+1/2)/i al siguiente elemento diagonal (Ki+1 i+1). Entonces, salvo el primero,
todos los elementos diagonales (Ki i) incluyen dos contribuciones: (i+1/2)/i propia de
la expansión (5.4) en el sitio i y otra, (i− 1 + 1/2)/i proveniente de la expansión en el
sitio anterior. Sumadas (i+ 1/2 + i− 1 + 1/2)/i = 2. Mientras que al primer término
diagonal (K1 1) le corresponde 3/2.
En conclusión, la matriz K correspondiente a (5.3) es
K1 1 =
3
2
+ l2 +m2,
Ki i =2 +
l2
i2
+m2, (5.5)
Ki+1 i =Ki i+1 = − i+ 1/2√
i (i+ 1)
.
Discretizar el hamiltoniano (4.26) que resulta de considerar el campo de Maxwell,
es muy simple una vez que se tiene la versión discreta del campo escalar pues, después
de eliminar el término de borde e identificar el potencial cuadrático (4.30), este último
solo modifica los elementos diagonales de (5.5). Para este caso resulta entonces
K1 1 =
3
2
+ l2 +m2 +
m4 − 2m2l2
(l2 +m2)2
,
Ki i =2 +
l2
i2
+m2 +
i2m4 − 2m2l2
(l2 + i2m2)2
, (5.6)
Ki+1 i =Ki i+1 = − i+ 1/2√
i (i+ 1)
.
A modo de verificar consistencia en los cálculos, se calculó numéricamente la entro-
pía a partir de discretizar directamente el hamiltoniano (4.26) sin separar el término
del potencial ni eliminar el término de borde. La matriz K que resulta en este caso es
un tanto más compleja si la comparamos con las anteriormente expuestas
K1 1 =
6(l2 +m2)
4l2 + 9m2
,
Ki i =
l2
i2
+m2
+
(
l2
i
+ im2
)[
1
(l2/(i− 1/2) + (i− 1/2)m2) +
2 + 4i
4l2 + (m+ 2im)2
]
,
(5.7)
Ki+1 i =Ki i+1 = −
2(1 + 2i)
√(
l2
i
+ im2
) (
l2
1+i
+ (1 + i)m2
)
4l2 + (m+ 2im)2
.
En este caso y todos los anteriores escribimos los únicos elementos no nulos de la matriz
K.
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5.2. Resultados para el campo escalar
Se calculó numéricamente la entropía para el campo escalar masivo en un disco
siguiendo los pasos que se detallan en el Apéndice A. El cálculo se hizo sobre una
red radial de 400 sitios, para 10 valores de masas equiespaciadas entre 1/15 y 1/5 en
unidades del parámetro de la red. Dado que el desarrollo (2.10) para la entropía en el
disco vale para mR grande, se consideraron radios del disco entre 60 y 260. Al tener
en cuenta radios muy por encima de 260 comienzan a ser relevantes efectos infrarrojos
consecuencia de la extensión finita de la red.
Para cada masa se ajustó la entropía en términos del tamaño del disco con el modelo
S = c(−1)(m)
1
R
+ c0(m) + c1(m)R. (5.8)
Una vez determinados los coeficientes c1(m) y c−1(m) se expandieron en términos
de la masa y se realizó un segundo ajuste. Las expansiones más estables y con residuos
distribuidos normalmente resultaron ser
c1(m) = c
(−1)
1
1
m
+ c
(0)
1 + c1m+ c
(2)
1 m
2 + c
(3)
1 m
3 , (5.9)
c(−1)(m) = c(−1)
1
m
+ c0(−1) + c
1
(−1)m+ c
(2)
(−1)m
2 + c
(3)
(−1)m
3 . (5.10)
Los coeficientes c1 y c(−1) de la expansión en potencias (2.10) se obtienen como los
factores que acompañan a los términos lineal en m y 1/m en (5.9) y (5.10) respectiva-
mente. Las figuras 5.1 y 5.2 muestran ajustes típicos para c1(m) y c(−1)(m) en conjunto
con los residuos estandarizados.
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Figura 5.1: Los puntos corresponden al módulo del coeficiente c1(m) que acompaña al término
lineal en R de la entropía de entrelazamiento del campo escalar en el disco. Estos coeficientes
c1(m) fueron determinados ajustando la entropía para 120 < R < 180. La linea sólida corresponde
al mejor ajuste, del cual se extrajo el coeficiente |c1| = 0,523622. Se incluyen los residuos estan-
darizados, cuya distribución indica la capacidad del modelo de ajuste para describir el conjunto
de datos.
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Figura 5.2: Los puntos corresponden al módulo del coeficiente c(−1)(m) que acompaña al
término 1/R de la entropía de entrelazamiento del campo escalar en el disco. Estos coeficientes
c(−1)(m) fueron determinados ajustando la entropía para 120 < R < 180. La linea sólida co-
rresponde al mejor ajuste, del cual se extrajo el coeficiente |c(−1)| = 0,0132529. Se incluyen los
residuos estandarizados, cuya distribución indica la capacidad del modelo de ajuste para describir
el conjunto de datos.
Ahora bien, dado que los cálculos de estos coeficientes mejoran al aumentar mR,
realizamos los ajustes del modelo (5.8) tomando intervalos de radios donde R es cada
vez es más grande hasta alcanzar valores alrededor de 260, en lugar de ajustar con
todos los radios entre 60 y 260. Exactamente lo que hicimos fue tomar intervalos entre
Rmin y Rmax = 3/2Rmin, movimos Rmin desde 60 y etiquetamos cada ajuste con el
Rmin empleado. Para el segundo ajuste de las ecuaciones (5.9) y (5.10) sí tomamos
todos los puntos de masas que son solo 10. Los coeficientes c1(m) y c(−1)(m) obtenidos
con este procedimiento muestran una tendencia asintótica a medida que crece el valor
de los radios considerados. Como mejor estimación de los coeficientes tomamos estos
valores asintóticos.
La manera de estimar los valores asintóticos de los coeficientes fue ajustar los datos
de |c1| y |c(−1)| en función de Rmin con
c(Rmin) = c+ αR
−β
min, (5.11)
donde c, α y β son los parámetros del ajuste. El parámetro c corresponde al valor
asintótico de los coeficientes que queremos determinar. Las figuras 5.3 y 5.4 muestran
los resultados de estos ajustes.
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Figura 5.3: Los puntos corresponden al módulo del coeficiente c1 que acompaña al término
mR en el desarrollo de la entropía del campo escalar en el disco, calculados haciendo ajustes de
la misma para radios del disco en el intervalo Rmin < R < 3/2Rmin. La línea sólida corresponde
al ajuste de estos puntos con la función (5.11) cuya asíntota tomamos como mejor estimación de
|c1| = 0,523620.
60 80 100 120 140 160 180
0.0131
0.0132
0.0133
0.0134
0.0135
0.0136
0.0137
Rmin
|C
(-
1
)|
Figura 5.4: Los puntos corresponden al módulo del coeficiente c(−1) que acompaña al término
1/mR en el desarrollo de la entropía del campo escalar en el disco, calculados haciendo ajustes de
la misma para radios del disco en el intervalo Rmin < R < 3/2Rmin. La línea sólida corresponde
al ajuste de estos puntos con la función (5.11) cuya asíntota tomamos como mejor estimación de
|c(−1)| = 0,0130846.
Se obtuvo:
c1 = −0,52362 ∼ −2pi
12
, con un error relativo del 0,004% (5.12)
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c(−1) = −0,01308 ∼ − pi
240
, con un error relativo del 0,2% (5.13)
Los valores calculados numéricamente coinciden con los teóricos obtenidos en [1, 9] y
mejora la precisión con que fueron determinados en [5].
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Repetimos el mismo procedimiento empleado para el cálculo de la entropía del
campo escalar, pero utilizando como matriz K la dada por las expresiones (5.6). Aho-
ra teniendo en cuenta que los resultados hay que multiplicarlos por dos, puesto que
aparecen dos copias del escalar en el hamiltoniano de Maxwell (4.26).
Esta vez utilizamos una red de 500 sitios, los mismos valores de masas, radios desde
100 hasta 350. Por encima de este valor comienzan a apreciarse los efectos infrarrojos
debidos al tamaño finito de la red. En los ajustes consecutivos, en función de R primero
y m después, se emplearon los mismos modelos dados por las ecuaciones (5.8) a (5.10),
verificando la estabilidad de los parámetros ante la supresión de algunos datos y normal
distribución de los residuos. Las figuras 5.5 y 5.6 muestra ajustes típicos de c1(m) y
c(−1)(m) acompañados de los residuos estandarizados.
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Figura 5.5: Los puntos corresponden al módulo del coeficiente c1(m) que acompaña al término
lineal en R de la entropía de entrelazamiento del campo escalar con el potencial cuadrático (4.30)
en el disco. Estos coeficientes c1(m) fueron determinados ajustando la entropía para 200 < R <
300. La linea sólida corresponde al mejor ajuste, del cual se extrajo el coeficiente |c1| = 0,523621
correspondiente a Rmin = 200. Se incluyen los residuos estandarizados, cuya distribución indica
la capacidad del modelo de ajuste para describir el conjunto de datos.
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Figura 5.6: Los puntos corresponden al módulo del coeficiente c(−1)(m) que acompaña al
término 1/R de la entropía de entrelazamiento del campo escalar con el potencial cuadrático
(4.30) en el disco. Estos coeficientes c(−1)(m) fueron determinados ajustando la entropía para
200 < R < 300. La linea sólida corresponde al mejor ajuste, del cual se extrajo el coeficiente
|c(−1)| = 0,045855 correspondiente a Rmin = 200. Se incluyen los residuos estandarizados, cuya
distribución indica la capacidad del modelo de ajuste para describir el conjunto de datos.
Al considerar intervalos de radios donde R aumenta progresivamente, se observa
también la tendencia asintótica de los coeficientes c1 y c(−1). Los mismos se determi-
naron de manera similar a la utilizada para caso del campo escalar libre; ajustando
los datos de los valores de los coeficientes en función del Rmin en el intervalo de radios
empleado para calcularlos, con el modelo (5.11). Las figuras 5.7 y 5.8 muestran los
resultados de estos ajustes.
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Figura 5.7: Los puntos corresponden al módulo del coeficiente c1 que acompaña al término
mR en el desarrollo de la entropía del campo escalar con el potencial (4.30) en el disco, calculados
haciendo ajustes de la misma para radios del disco en el intervalo Rmin < R < 3/2Rmin. La
línea sólida corresponde al ajuste de estos puntos con la función (5.11) cuya asíntota tomamos
como mejor estimación de |c1| = 0,523620.
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Figura 5.8: Los puntos corresponden al módulo del coeficiente c(−1) que acompaña al término
1/mR en el desarrollo de la entropía del campo escalar con el potencial (4.30) en el disco,
calculados haciendo ajustes de la misma para radios del disco en el intervalo Rmin < R <
3/2Rmin. La línea sólida corresponde al ajuste de estos puntos con la función (5.11) cuya asíntota
tomamos como mejor estimación de |c(−1)| = 0,045659.
El coeficiente c1, calculado para solo uno de los dos campos escalares en presen-
cia del potencial (4.30) que componen el hamiltoniano (4.26), reporta el mismo valor
(0,52362 ∼ 2pi/12) que en el caso de un campo escalar libre. Sin embargo, para nuestra
sorpresa, el valor del coeficiente c(−1) = −0,045659 resulta diferente al valor predicho
por Solodukhin en [1], esto es 1/2× 12pi/240 ∼ 0,07854.
Con el objetivo de verificar consistencia en los cálculos y descartar posibles contribu-
ciones de términos de borde, computamos la entropía del campo de Maxwell utilizando
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la matriz K dada por las expresiones (5.7). Los resultados obtenidos con ambas formas
de discretizar el hamiltoniano del campo electromagnético son indistinguibles dentro
de las cotas de errores numéricos. Las figuras 5.9 y 5.10 muestran los resultados de
los ajustes que determinan los límites asintóticos de los cálculos de los coeficientes a
distintos intervalos de radios.
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Figura 5.9: Los puntos corresponden al módulo del coeficiente c1 que acompaña al término
mR en el desarrollo de la entropía del campo escalar con el potencial (4.30) en el disco, cuyo
hamiltoniano está escrito de la forma (4.26), haciendo ajustes de la entropía para radios del disco
en el intervalo Rmin < R < 3/2Rmin. La línea sólida corresponde al ajuste de estos puntos con
la función (5.11) cuya asíntota tomamos como mejor estimación de |c1| = 0,523620.
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Figura 5.10: Los puntos corresponden al módulo del coeficiente c(−1) que acompaña al término
1/mR en el desarrollo de la entropía del campo escalar con el potencial (4.30) en el disco, cuyo
hamiltoniano está escrito de la forma (4.26), haciendo ajustes de la entropía para radios del disco
en el intervalo Rmin < R < 3/2Rmin. La línea sólida corresponde al ajuste de estos puntos con
la función (5.11) cuya asíntota tomamos como mejor estimación de |c(−1)| = 0,04571.
Entonces, para el campo de Maxwell se obtuvo:
c1 = −1,04724 ∼ −22pi
12
, con un error relativo del 0,004% (5.14)
c(−1) = −0,0914 ∼ −7 pi
240
, con un error relativo del 0,3% (5.15)
De alguna forma, el potencial cuadrático extra (4.30) que aparece en el hamiltoniano
de Maxwell incrementa el valor del coeficiente logarítmico de la entropía de entrelaza-
miento de los dos campos escalares que aparecen, pero no alcanza para aumentarlo en
el factor 12 predicho por Solodukhin, sino que resulta ser apenas 7 veces el del escalar.
Por otro lado el coeficiente c1 no es afectado por la presencia de este potencial. Esto
puede deberse al hecho de que el término lineal en R en el desarrollo (2.10) de la en-
tropía es el más relevante en el límite infrarrojo, límite en el cual en potencial (4.30)
se hace irrelevante.
Capítulo 6
Conclusiones
Los desarrollos analíticos permitieron arribar a una relación exacta entre el proble-
ma del campo de Maxwell en un cilindro en (3+1) dimensiones y el de un campo escalar
no masivo en la misma región al tener en cuenta los hamiltonianos de estas teorías.
La misma establece que el hamiltoniano del campo electromagnético es equivalente al
de dos campos escalares independientes, no masivos en el cilindro y con un potencial
cuadrático que emerge luego de compactar en la dirección longitudinal e integrar la
coordenada angular. Para llegar a este resultado, partimos del hamiltoniano del campo
electromagnético escrito en término de los campos físicos, las ecuaciones de Maxwell
de vacío y los conmutadores entre E y B.
Analíticamente resulta difícil predecir el efecto que tiene el potencial cuadrático
extra que aparece en el caso electromagnético sobre la entropía de un campo escalar.
Entonces, la única solución posible es el cálculo numérico. Para ello empleamos el
formalismo de “tiempo real”.
Primeramente, a modo de probar los algoritmos numéricos, se calcularon los coefi-
cientes c1 y c(−1) del desarrollo (5.8) de la entropía en el disco para el campo escalar
libre, no masivo en el cilindro. Los resultados fueron concordantes con los predichos
analíticamente en [1, 9] y se mejora la precisión numérica con que fueron determinados
en [5]. Luego, se obtuvieron estos mismos coeficientes para el caso electromagnético
empleando dos formas diferentes de tratar el hamiltoniano (4.26). En la primera, lo
escribimos como el de un campo escalar más el potencial extra (4.30), lo cual significa
modificar solo términos diagonales de la matrizK usada en los cálculos del escalar. En la
segunda, consideramos directamente la expresión original (4.26) en su versión discreta,
lo cual implica mantener términos de borde que no fueron tenidos en cuenta de la for-
ma anterior. Ambas maneras de realizar los cálculos reportaron los mismos resultados
para los coeficientes del desarrollo (2.10) de la entropía: c1 = −1,04724 ∼ −2×2pi/12 y
c(−1) = −0,0914 ∼ −7pi/240, lo cual nos indica que, tal como preveíamos, los términos
de borde no contribuyen al coeficiente logarítmico.
El valor obtenido para el coeficiente c1, si consideramos sólo uno de los dos cam-
pos en que se separa el campo de Maxwell, resulta idéntico al caso del escalar libre.
Esto era de esperarse ya que el potencial cuadrático (4.30) que aparece en el caso elec-
tromagnético es relevante para valores chicos del radio R del cilindro, justamente los
valores donde el término c1mR del desarrollo de la entropía es el menos significativo.
Este resultado nos ofrece otro punto de respaldo para validar el valor del coeficien-
te c(−1) = −0,0914 ∼ −7pi/240 que reportamos. El mismo difiere del predicho por
Solodukhin en [1], −12pi/240 ∼ −0,15708.
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Al igual que en el caso de la esfera [7] hay una discrepancia con las predicciones
de Solodukhin para el campo de Maxwell. En ese caso se manifiesta explícitamente la
ausencia del modo cero de los campos escalares que aparecen en el hamiltoniano, de
manera que es muy claro el efecto que esta modificación causa en la entropía, ya que
son conocidos exactamente los coeficientes logarítmicos para el campo escalar com-
pleto y el modo cero de un campo escalar. En el cilindro, el hamiltoniano del campo
electromagnético también se puede escribir como el de dos escalares desacoplados mo-
dificados, pero en este caso la modificación aparece como un potencial cuadrático y no
se conoce cómo conectarla analíticamente con el efecto que causa sobre la entropía de
entrelazamiento.
La discordancia en el coeficiente logarítmico para el caso del campo de Maxwell,
entendemos esta asociada a la definición de las álgebras locales. En el cálculo de la
entropía de entrelazado, la noción de región se relaciona con la definición de un ál-
gebra local asociada a la región y elegida a partir del álgebra completa de la teoría.
Las álgebras locales pueden ser elegidas con o sin centro, conjunto de operadores que
conmutan con todo el resto y que pertenecen al borde la región. La ambigüedad en la
elección del álgebra local da lugar a su vez a ambigüedades en la entropía que han sido
discutidas extensamente en la literatura para el caso general de campos de calibre. La
contribución a la entropía debida a la presencia de un centro localizado en el borde es
conocida como entropía clásica o de Shannon.
En los cálculos realizados, hemos considerado el álgebra local sin centro, es decir
el caso de entropía puramente cuántica. La motivación del presente cálculo es el ante-
cedente en la discordancia hallada para la misma situación en el caso de la esfera. En
ambas geometrías, los coeficientes logarítmicos no se corresponden con las anomalías de
traza del tensor de energía-impulso predichas analíticamente en [1]. Si bien, contamos
con una justificación técnica, hasta el presente no contamos con una interpretación
física que privilegie una u otra elección del álgebra local, quedando pendiente para
trabajos futuros.
Apéndices
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Apéndice A
Implementación numérica
Primero se crea la matrizK(m, l) de 500×500 que depende del momento l, y la masa
m, definida según las ecuaciones (5.5), (5.6) ó (5.7). A partir de K(m, l), usando (2.51)
y (2.52), se calculan las matrices de los correladores Xl y Pl en todo el espacio, es decir
en los 500 sitios. Luego estos se reducen al radio del disco tomando las primeras R filas
y R columnas. En los cálculos se usó 100 < R < 350. Con los correladores reducidos
XRl y PRl se calcula la matriz Cl =
√
XRl P
R
l y sus autovalores ν
j
l , que dependen de R
y m. Las contribuciones a la entropía vienen dadas por los términos
Sl(R,m) =
R∑
j=1
(νjl + 1/2) ln(ν
j
l + 1/2)− (νjl − 1/2) ln(νjl − 1/2).
La entropía se calcula como
S(R,m) = S0 +
lmax∑
l=1
2Sl +O (Slmax)
para cada radio y masa, siendo O (Slmax) una corrección debida los l > lmax = 3000.
Para estimar O (Slmax) se ajusta
Sl =
1
l2
+
ln(l)
l2
+
1
l4
+
ln(l)
l4
+
1
l6
+
ln(l)
l6
+
1
l8
+
ln(l)
l8
con algunos puntos calculados para l menores y mayores que lmax. Luego se suma
numéricamente
O (Slmax) =
∞∑
l=lmax+1
2Sl.
Con los valores de S(R,m) se realizaron ajustes a
S = c(−1)(m)
1
R
+ c0(m) + c1(m)R.
para cada masa, tomando intervalos entre Rmin y Rmax = 3/2Rmin y variando Rmin
desde 100 hasta 230. Los parámetros de cada ajuste fueron etiquetados con el Rmin
correspondiente.
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Luego, se realizó un segundo ajuste a
c1(m) = c
(−1)
1
1
m
+ c
(0)
1 + c1m+ c
(2)
1 m
2 + c
(3)
1 m
3 ,
c(−1)(m) = c(−1)
1
m
+ c0(−1) + c
1
(−1)m+ c
(2)
(−1)m
2 + c
(3)
(−1)m
3 .
de los coeficientes obtenidos en el primero. De estos últimos ajustes se obtuvieron los
coeficientes c1 y c(−1) en los que estamos interesados. Los mismos vienen con la etiqueta
del Rmin utilizado en el primer ajuste. Finalmente consideramos como mejor estimación
de estos parámetros el valor de la asíntota si suponemos una dependencia con Rmin de
la forma
c(Rmin) = c+ αR
−β
min.
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