We derive a gauge theoretic invariant of integral homology 3-spheres which counts gauge orbits of irreducible, perturbed at SU(3) connections with sign given by spectral ow. To compensate for the dependence of this sum on perturbations, the invariant includes contributions from the reducible, perturbed at orbits. Our formula for the correction term generalizes that given by Walker in his extension of Casson's SU(2) invariant to rational homology 3-spheres.
Introduction
Since its introduction in 1985, Casson's invariant 3, 1] has been the focus of intense study. For example, it has been shown that it extends as a Q -valued invariant of oriented 3-manifolds which retains most of the important properties of the original invariant (for details, see 25, 14] and the references contained therein). Its relevance to gauge theory was recognized by C. Taubes, who related it to the Euler characteristic for the instanton homology groups de ned by A. Floer 24, 6] . Because Casson's invariant is essentially de ned as an algebraic count of the number of conjugacy classes of irreducible representations % : 1 X ?! SU (2) ; it is widely believed that there exists a sequence of related invariants SU(n) (X) which \count" the number of conjugacy classes of irreducible representations % : 1 X ?! SU(n). One program for realizing these invariants was proposed by S. Cappell, R. Lee, and E. Miller in the research announcement 4] .
The present article establishes the existence of such an invariant for the group SU(3) in case X is an integral homology 3-sphere. The main di culty in de ning SU(n) (X) is that one must rst perturb so that the space of irreducible representations is cut out transversely, but the resulting (signed) count will depend on the perturbation used. To obtain a well-de ned invariant, one must devise a correction term involving only the reducible representations which compensates for this dependence.
In extending Casson's SU(2) invariant to rational homology 3-spheres, K. Walker gave a formula for the correction term using the symplectic geometry and stratied structure of representation varieties associated to a Heegaard splitting of the 3manifold 25]. Although the situation of SU(3) representations of integral homology 3-spheres is similar to that of SU(2) representations of rational homology 3-spheres (because in both cases there is only one stratum of reducibles to worry about), we adopt a di erent approach and use instead gauge theory. This means that we view conjugacy classes of representations as gauge orbits of at connections via holonomy Date: July 14, 1997. and study the moduli space of solutions to the (perturbed) atness equation as the critical set of the (perturbed) Chern-Simons functional. The appropriate interpretation of our arguments in the SU(2) case would lead to a gauge-theoretic formula for Walker's invariant (cf. 18, 15] ).
We now give a brief outline of the contents of this paper. The rest of this section presents the fundamental notions of 3-manifold SU(3) gauge theory and describes our main result. Section 2 introduces the perturbations and the perturbed atness equation. Section 3 is devoted to establishing structure theorems for the moduli space of perturbed at connections and for the parameterized moduli space. It is important to notice that regularity for the parameterized moduli space does not imply that it is smooth; it typically has non-manifold points which we call bifurcation points. These singularities look locally like`T' intersections.
Section 4 introduces the spectral ow orientation on the moduli spaces. Subsection 4.4 deserves special mention because it contains a comparison of the orientations on di erent strata of the parameterized moduli space near a bifurcation point. This is a key ingredient in our main result, which is a formula for the SU(3) Casson invariant and the statement that it de nes an invariant of integral homology 3-spheres. All of this is explained in section 5 (cf. Theorem 1). The nal section contains technical results concerning the existence of perturbations for SU(3) gauge theory.
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1.1. SU(3) gauge theory. Suppose X is a closed, oriented 3-manifold and P is a principal SU(3) bundle over X: For topological reasons, P is trivial. Pick a trivialization P = X SU(3) and denote by p (X; su(3)) the space of smooth p-forms with values in the adjoint bundle ad P = X su(3): Let A be the space of smooth connections in P; A is an a ne space modeled on 1 (X; su(3)): A gauge transformation is a bundle automorphism g : P ?! P; and the group of smooth gauge transformations G can be identi ed with C 1 (X; SU (3)): This group acts on A by g A = gAg ?1 +gdg ?1 with quotient B = A=G: As usual, the gauge group action is not free. Let A denote the subset of irreducible connections, i.e., those with stabilizer Z(SU(3)) = Z 3 , and set B = A =G. While B is singular at gauge orbits with stabilizer di erent from Z 3 ; if A and G are given the L 2 1 and L 2 2 topologies, respectively, then B inherits the structure of a pre-Banach manifold. For the most part, we will omit the references to the Sobolev completions in this paper because a detailed account of the analysis can be found in 24] .
Assume from now on that X is an integral homology 3-sphere unless otherwise speci ed. Then the stabilizer of any at connection is isomorphic to SU(3), U(1), or Z 3 (among non at connections, there are two other possibilities, U(1) U (1) and S(U(2) U(1))). Let A r denote the space of all connections with stabilizer isomorphic to U(1); these are the nonabelian connections which reduce to S(U(2) U(1)) connections. We adopt the convenient, if not standard, terminology whereby A reducible means A 2 A r :
The quotient B r = A r =G, while a singular stratum of B, is itself a smooth manifold. This may be seen by noticing that A 2 A r if and only if it is gauge equivalent to a connection whose 1-form takes values in s(u(2) u(1)), and that this 1-form is unique up to gauge transformations g 2 C 1 (X; S(U(2) U(1))). Thus B r = A S(U(2) U(1)) = G S(U(2) U(1)) . For A 2 A; the curvature is the element F(A) 2 2 (X; su(3)) de There is an isomorphism 0 G = Z given by g 7 ! deg g (see Proposition 4.2) . If g 2 G;
then CS(g A) = deg g + CS(A); thus CS descends to a map CS : B ?! R=Z = S 1 :
Choose an orientation and a Riemannian metric on X. This provides a Hodge star operator : p (X; su(3)) ?! 3?p (X; su(3)) and an L 2 Riemannian metric on A;
given by ha; bi L 2 = ? R X tr(a^ b). Taking the gradient of CS with respect to this metric, one computes that r CS(A) = ? 1 4 2 F(A); and hence the set of critical points of CS; modulo G; is exactly the moduli space of at connections M.
The linearization of the atness equation F(A) = 0 is given by the operator d A : 1 (X; su(3)) ?! 1 (X; su(3)): As in 24], we extend this to the self-adjoint, elliptic operator K A : 0 (X; su(3)) 1 (X; su(3)) ?! 0 (X; su(3)) 1 (X; su(3)) K A ( ; a) = (d A a; d A + d A a):
Notice that ker K A = H 0 A (X; su(3)) H 1 A (X; su(3)); the space of d A -harmonic (0+1)forms. For X any closed 3-manifold, the moduli space of at SU(3) connections M is compact and has expected dimension zero since K A is self-adjoint. Achieving transversality requires the use of perturbations, and we employ the same techniques here that were successful in the SU(2) setting 24, 9, 10] .
We de ne a class of admissible perturbation functions in Section 2 by which to vary the Chern-Simons functional. The construction of an admissible function h involves taking a sum of invariant functions applied to the holonomy around a collection of loops (integrated over normal disks of tubular neighborhoods of the loops). The perturbed Chern-Simons functional is then CS h (A) = CS(A)+h(A); and a connection is called h-perturbed at if it is a critical point of CS h : We show in Section 3 that it is possible to choose an admissible function h such that M h and M r h are compact 0dimensional submanifolds of B and B r consisting of orbits that meet a cohomological regularity condition.
1.2. Main result. We begin by recalling from 24] the gauge-theoretic de nition of Casson's invariant (X) in case X is an integral homology 3-sphere. First, choose a small perturbation h so that the perturbed at SU(2) moduli space is a compact, smooth, oriented 0-manifold. Then the number of irreducible, perturbed at connections counted with sign is seen to be independent of the choice of perturbation h: This follows from the classi cation of 1-manifolds once it is veri ed that for generic, oneparameter families of perturbations, the irreducible part of the parameterized SU(2) moduli space is a smooth cobordism between the two moduli spaces at either end.
Taubes identi ed the resulting invariant as ?2 times Casson's invariant, normalized as in 1] (see 13] for an explanation of the minus sign).
In the SU(3) case, for generic one-parameter families (t) = h t of perturbations, the irreducible part of the parameterized moduli space W is an oriented 1-manifold, but it is not generally compact. The reducible part, W r , is a compact 1-manifold, and the union W W r is compact but not smooth. The problem is illustrated in Figure   1 , where (t) is de ned for t 2 ?1; 1]. The solid curves depict W and the dotted curves W r . Because of the noncompact ends of W , the parameterized moduli space subfails to give a smooth cobordism between M (?1) and M (1) . Thus the algebraic sum of perturbed at irreducible orbits is seen to depend on the perturbation in this case.
The compacti cation W is obtained by adding certain reducible orbits, called bifurcation points, to the non-compact ends of W . In Figure 1 , the bifurcation points are where the dotted and solid curves meet. To make the invariant independent of h; one needs a correction term which changes, when the perturbation is varied, by the number of bifurcation points on W r , counted with sign given by their orientation as boundary points of W .
The oriented spectral ow along W r provides a means to calculate this number, as we now explain. Let h = s(u(2) u(1)) be the Lie subalgebra of su(3) and h ? its orthogonal complement, which can be identi ed with C 2 . For any reducible connection A, the connection 1-form can be gauge transformed to take values in h. If A is h-perturbed at, then 1 (X; su(3)) = 1 (X; h) 1 where Sf and Sf h ? refer to the spectral ow of the operator K(A; h) on su(3) and h ? bundle-valued forms, respectively. Then for h su ciently small, this quantity is independent of h and the Riemannian metric on X, and gives a well-de ned invariant of integral homology 3-spheres. Remark. This theorem will follow from 3.13 and the results in section 5.
The second sum is our formula for the correction term. Both Sf h ?( ; A) and CS( b A) depend on the choice of representative A: It is only the di erence Sf h ?( ; A)?4 CS ( b   A) which is well-de ned on the gauge orbit A]. The last term in the second sum does not a ect the argument that SU(3) is well-de ned; it simply adds a certain multiple of the SU(2) Casson invariant to get a desirable choice of normalization.
As an invariant, SU(3) is insensitive to the orientation on X. In general, if SU(3) (X) 6 = 0; then 1 X admits a non-trivial representation into SU (2) There is, of course, still the problem of de ning the generalized Casson SU(n) invariants for n > 3: A related problem is to extend SU(3) to rational homology 3-spheres. In a di erent direction, one can attempt to de ne SU(3) Floer theory. We leave these questions to future investigations.
Perturbations
In this section, we present the functions that will be used to perturb the Chern-Simons functional. After de ning the perturbations and characterizing the perturbed at connections, we derive those properties of the rst and second derivative of the perturbation functions which are used later to prove that the critical set of the perturbed Chern-Simons functional satis es certain transversality conditions. 
where i : SU(3) ?! R is an invariant function of the form i = h i tr for a C 3 function h i : C ?! R. Given ?; we denote the space of admissible functions by F ? and note the identi cation F ? = C 3 (C ; R ) n given by h 7 ! (h 1 ; : : : ; h n ): For h 2 F ? ;
There is no real loss of generality in considering only the invariant functions of the type used in the previous de nition. One can see this by the following result, which we have included for motivation. Since X is an integral homology 3-sphere, any reducible at connection can be regarded as an irreducible, at SU(2) connection. This is no longer true for perturbed at reducible connections because they typically have holonomy in a subgroup conjugate to S(U(2) U(1)) and do not reduce any further.
The linearization of h is given by d A;h = d A ? 4 2 Hess h(A) : 1 (X; su(3)) ?! 1 (X; su (3)):
This motivates the nal de nition of this subsection.
De nition 2.5. Suppose that h is an admissible function and that A is h-perturbed at. The deformation complex is the elliptic Fredholm complex 0 (X; su(3)) d A ?! 1 (X; su(3)) d A;h ?! 1 (X; su(3)) d A ?! 0 (X; su(3));
(2) where d A is the L 2 -adjoint of d A : The rst two cohomology groups of this complex are H 0 A (X; su(3)) = ker d A and H 1 A;h (X; su(3)) = ker d A;h = im d A : Notice that this is a self-adjoint complex, and so cohomological groups of complementary dimensions are identi ed.
Of course, if h = 0, then (2) is just the twisted de Rham complex with the second half rewritten using duality. We will represent H 0 A (X; su(3)) and H 1 A;h (X; su(3)) by the spaces H 0 A (X; su(3)) and H 1 A;h (X; su(3)) of harmonic forms, where a 1-form a is harmonic if d A a = 0 and d A;h (a) = 0. Geometrically, the former cohomology group is the Lie algebra of Stab(A); while the latter is the kernel of the linearized perturbed atness equation restricted to the tangent space to the slice of the gauge group action. Given a complex line V C 3 , we can decompose C 3 into V and V ? : This gives an identi cation, typically di erent from the standard one, between C 3 and C C 2 . This engenders a corresponding decomposition of the Lie algebra as su(3) = h h ? , isomorphic (as a vector space) to s(u(2) u(1)) C 2 . For example, for the standard decomposition, In general, h and h ? are given by conjugating the above subspaces. If A is a connection in the bundle P = X SU(3) and Stab A = U(1); then the action of Stab A on the canonical C 3 bundle E ?! X decomposes each ber of ad P in a similar manner. We shall use the notation h and h ? without indicating the actual dependence of the splitting of ad P on the subgroup Stab A G; one can always gauge transform A into A S(U(2) U(1)) and then Stab A would just give the standard decomposition.
For A 2 A r ; we decompose 1-forms in a similar manner, and 1 (X; su(3)) = 1 (X; h) 1 (X; h ? ) is a geometric splitting of the tangent space T A A into vectors tangent to the reducible stratum A r and vectors normal to that stratum. If A is h-perturbed at, this leads to a splitting of the cohomology groups as H A;h (X; su(3)) = H A;h (X; h) H A;h (X; h ? ):
For convenience, set 0+1 (X; su(3)) = 0 (X; su(3)) 1 (X; su(3)): We can fold the deformation complex (2) up into a single operator K(A; h) : 0+1 (X; su(3)) ?! 0+1 (X; su(3)) by setting, for ( ; a) 2 0 (X; su(3)) 1 (X; su(3)); K(A; h)( ; a) = (d A a; d A + d A;h (a)): Notice that K(A; h) is a self-adjoint elliptic operator (with appropriate Sobolev norms on the domain and range). When A is reducible, the operator K(A; h) respects the decomposition of 1 (X; su(3)) described above. In particular, in Sections 4 and 5, we use this to split the spectral ow of K(A; h). Let P(s; t; u) 2 SU(3) denote the parallel translation with respect to the xed trivialization from 0 to u along the interval by the connection A + sa + tb. Then P(s; t; u) satis es the di erential equation @ @u P(s; t; u) + (sa(u) + tb(u))P(s; t; u) = 0:
(3) Applying @ 2 @s@t to (3) at (s; t) = (0; 0); we obtain @ @u @ 2 @s@t P(s; t; u) (0;0) + a(u) @ @t P(0; t; u) t=0 + b(u) @ @s P(s; 0; u) s=0 = 0: Integrating with respect to u and commuting mixed partials gives In Section 3, we shall show that for a suitable choice of ?, regularity of M h is a generic condition for h 2 F ? near zero, and similarly for regularity of W for 2 C 1 ( ?1; 1]; F ? ). The following proposition provides useful bounds on the derivatives of admissible functions. Proposition 2.8. (i) Fix : S 1 D 2 ?! X an embedding of the solid torus and let 1 ; 2 be the real and imaginary parts of trace on SU(3): Then there exists a constant C 1 depending on such that jD n p( ; j )(A)(a 1 ; : : : ; a n )j C 1 n Y i=1 ka i k L 2 1 for all A 2 A and for j = 1; 2:
(ii) Fix ? a collection of embedded solid tori. Then there exists a constant C 2 depending on ? such that the inequalities hold for all h 2 F ? and all A 2 A jDh(A)(a 1 )j C 2 khk C 3 ka 1 k L 2 1 ; jD 2 h(A)(a 1 ; a 2 )j C 2 khk C 3 ka 1 k L 2 ka 2 k L 2; jD 3 h(A)(a 1 ; a 2 ; a 3 )j C 2 khk C 3 ka 1 k L 2 1 ka 2 k L 2 ka 3 k L 2; krh(A)k L 2 1 C 2 khk C 3:
Proof. See 24], Section 8a. The last proposition of this section allows one to patch together the local regularity arguments to give global results in subsection 3.1.
Transversality
The goal of this section is to establish various structure theorems for the perturbed at moduli space M h and for the parameterized moduli space W for generic h 2 F and generic 2 C 1 ( ?1; 1]; F): Before doing this, we must x a collection ? of solid tori so that the resulting space of perturbations F ? is general enough for these transversality results to hold.
The rst subsection contains a formulation of the necessary conditions on ? and a result which implies that we can always choose ? to satisfy these conditions in a neighborhood of M in B F ? : In the second subsection, we proceed with the transversality results for M h and W . 3.1. Abundance of admissible functions. For any A 2 A; de ne K A = ker d A \ 1 (X; su(3)) and denote by A : 1 (X; su(3)) ?! K A the L 2 orthogonal projection. The slice through A to the gauge action is the a ne subspace X A = fA + a j a 2 K A g A:
A small neighborhood of A in X A , divided by the stabilizer of A, gives a local model
The rst proposition reduces the study of the local structure of the moduli space to a Fredholm problem. Because abundance is a gauge invariant concept, it makes sense to say that ? is abundant for ( A]; h). When h = 0; we say that ? is abundant for A or A]. If ? is abundant for (A; h) and ? ? 0 ; then of course ? 0 is also abundant for (A; h): The next proposition is the principal result of this subsection; it shows that there exists a collection ? which is abundant for all nontrivial perturbed at connections in a neighborhood of the at moduli space. This is a global result and its proof will occupy the remainder of the subsection. The statement of the proposition is divided into three parts, which can be viewed as the pointwise, local, and global versions of the same result. Proof. Part (i) follows from Corollary 6.7 and Proposition 6.8, as we now explain. First, assume A is irreducible. Replace all loops`coming from 6.7 (ii) by tubular neighborhoods : Next, by shrinking the tubular neighborhoods, if necessary, we can approximate functions f : A ?! C of the form f(A) = tr(hol`(A)) arbitrarily closely by the complex-valued functions p( ; tr)(A) de ned as in equation (1). In case A is reducible, apply the same procedure to obtain real-valued functions p( ; tr R )(A) from the real part of tr(hol`(A)) for the loops in 6.7 (i). This proves (i) for A irreducible as well as part (a) for A reducible. To nish o part (i) in case A is reducible, thicken the loops obtained from an application of Proposition 6.8. This provides a collection of functions with Dp( ; tr)(A) = 0 whose Hessians span Herm H 1 A;h (X; h ? ). This proves (b) and (c) and completes the proof of part (i).
Part (ii) says that abundance is an open condition around at connections in A F ?
and requires several estimates, contained in Lemmas 3.5 and 3.6. Before presenting those arguments, we explain how (iii) follows from (i) and (ii).
By (i) and (ii), for any nontrivial at connection A; we have a collection ? which is abundant for all perturbed at orbits ( A 0 ]; h) in a neighborhood U 0 V 0 B F ? of ( A]; 0). Applying this for each A] 2 M n ] and using compactness, we obtain a nite subcover U 0 1 ; : : : ; U 0 l and corresponding collections ? 1 ; : : : ; ? l . Set ? = S l i=1 ? i .
Part (iii) follows by applying (ii) once again to A and the collection ? to obtain
an open neighborhood U V B F ? of ( A]; 0) such that ? is abundant for all ( A 0 ]; h) 2 U V with h (A 0 ) = 0: This last step is performed for each A] 2 M n ], and compactness once again allows us to extract a nite subcover U 1 ; : : : ; U k of Mn ].
The proof of part (iii) is completed by setting U = S k i=1 U i and V = T k i=1 V i :
As for part (ii), it is easiest to see this in case A is irreducible. On the other hand, if A is reducible, then similar reasoning shows that abundance is local in B r F ? ; but whether there exists an open neighborhood in B F ? is less obvious. The following argument treats irreducible perturbed at connections in a neighborhood of A assuming A is reducible. Before continuing with the proof, we need to introduce some notation. Since A is a xed reducible at connection for the rest of this proof, we write K for K A : It is useful to decompose elements a 2 K as a = (a 1 ; a 2 ) according to su(3) = h h ? . Thus a 1 2 1 (X; h) and a 2 2 1 (X; h ? ): For i = 1; 2, we have the Hodge decomposition a i = (a 0 i ; a 00 i ) where a 0 1 2 H 1 A (X; h) and a 0 2 2 H 1 A (X; h ? ) are the cohomological components and a 00 1 ; a 00 2 are characterized as follows. De ne K 00 1 to be the orthogonal complement of H 1 A (X; h) in K\ 1 (X; h), and also K 00 2 to be the orthogonal complement of H 1 A (X; h ? ) in K \ 1 (X; h ? ). Denote by 00 i : 1 (X; su(3)) ?! K 00 i the L 2 orthogonal projection for i = 1; 2: Then a 00 i = 00 i a 2 K 00 i and a = (a 1 ; a 2 ) = (a 0 1 ; a 00 1 ; a 0 2 ; a 00 2 ): We set K 00 = K 00 1 K 00 2 and 00 = ( 00 1 ; 00 2 ): Suppose a; b 2 1 (X; su(3)): The notation a^b] indicates the product obtained by combining the wedge product on the form part with the Lie bracket on the coe cients.
The following is the su(3) analog of the well-known formulas for the Lie bracket in su(2) (with regard to the decomposition su(2) = u(1) u(1) ? ). If we decompose a = (a 1 ; a 2 ) and b = (b 1 ; b 2 ) according to su(3) = h h ? as above, then a i^bj ] 2 1 (X; h) if i = j; a i^bj ] 2 1 (X; h ? ) if i 6 = j:
The proof proceeds with two lemmas. The rst one shows that the space of perturbed at irreducible connections in X A for small h are close to the image of the a ne subspace A + K 00 1 + H 1 A (X; su (3)): It also gives some control over the distance from the nearby reducibles to the a ne subspace A + H 1 A (X; su (3)) in terms of the size of the perturbation. Lemma 3.5. For any ? and any 0 < R < 1, there exist K < 1 and 0 < < 1 such that if A + a 2 X A is h-perturbed at with kak L 2 1 < and khk C 3 < , then (i) ka 00 2 k L 2 1 R ka 0 2 k L 2 1 and (ii) ka 00 1 k L 2 1 R ka 0 1 k L 2 1 + ka 0 2 k L 2 1 + K khk C 3. Proof. Fix 0 < R < 1. Consider the map from X A F to K 00 given by 00 h (A + a): The linearization at (A; 0) restricted to K 00 with the L 2 1 norm on the domain and L 2 norm on the range is d A , an elliptic Fredholm operator with trivial kernel. Therefore there exists > 0 such that k d A b 00 k L 2 kb 00 k L 2 1 for all b 00 2 K 00 . Now assume that A h (A+a) = 0. Expanding the equation 00 2 h (A+a) = 0 gives 0 = d A (a 00 2 ) + 2 A a 1^a2 ] ? 4 2 00 2 rh(A + a):
By Taylor's theorem, the last term on the right can be replaced by ?4 2 00 2 ? Hess h(A + a 1 )(a 2 ) + D 2 rh(A + a 1 + t 1 a 2 )(a 2 ; a 2 ) ; for some 0 < t 1 < 1. Here we are exploiting the equivariance of h with respect to the Stab(A) action. Rearranging and using the triangle inequality on a 2 = a 0 2 + a 00 2 , we obtain ka 00 2 k L 2 1 2Cka 1 k L 2 1 + 8 2 C 2 khk C 3 ka 0 2 k L 2 1 + ka 00 2 k L 2 1 ; where C comes from the Sobolev multiplication theorems and C 2 is the constant given in Proposition 2.8. By shrinking to control some of the L 2 1 norms on the right side, we obtain the rst claim.
To prove the second claim, expand the equation 0 = 00 1 h (A + a) to get 0 = d A (a 00 1 ) + A ( a 1^a1 ] + a 2^a2 ]) ? 4 2 00 1 rh(A + a):
Rearranging, we see that ka 00 1 k L 2 1 C ka 1 k 2 L 2 1 + ka 2 k 2 L 2 1 + 4 2 C 2 khk C 3:
Now apply the triangle inequality on the right to a 1 = a 0 1 + a 00 1 and use the rst part to obtain the required bound. The next lemma is a similar result about tangent vectors at perturbed at connections which are in the kernel of the Hessian of CS +h (restricted to X A ). We decompose b 2 T A+a X A into b = (b 1 ; b 2 ) = (b 0 1 ; b 00 1 ; b 0 2 ; b 00 2 ) as before. Lemma 3.6. For any ? and any 0 < R < 1, there exist K < 1 and 0 < < 1 such that if A + a 2 X A is a nonabelian h-perturbed at with kak L 2 1 < and khk C 3 < , and if b 2 T A+a X A is in the kernel of Hess(CS +h)(A + a), then (i) kb 00 1 Taking the L 2 norm of each side of this equation and using the various bounds as in the last lemma, it follows that kb 00 1 k L 2 1 C ka 1 k L 2 1 kb 1 k L 2 1 + ka 2 k L 2 1 kb 2 k L 2 1 +K khk C 3 kb 1 k L 2 1 + ka 2 k L 2 1 kbk L 2 1 :
Proof. Setting the h and h ? components of D
Applying the triangle inequality, rst to b = b 1 +b 2 and then to b 1 = b 0 1 +b 00 1 everywhere on the right hand side of this equation and moving all occurrences of b 00 1 to the left, we see that, for small enough, 2 kb 00 1 k L 2 1 2C kb 0 1 k L 2 1 + ka 0 2 k L 2 1 kb 2 k L 2 1 + K kb 0 1 k L 2 1 + 2ka 0 2 k L 2 1 kb 0 1 + b 2 k L 2 1 constkb 0 1 k L 2 1 + constka 0 2 k L 2 1 kb 2 k L 2 1 : (4) Similar reasoning applied to the h ? component of D A h (A + a)(b) gives 2 kb 00 2 k L 2 1 constkb 0 2 k L 2 1 + constka 0 2 k L 2 1 kb 1 k L 2 1 : (5) The conclusion of the lemma follows from equations (4) and (5) .
We are now ready to complete the proof of Proposition 3.4 (ii). Referring to part (i), since A is reducible, we have nite subsets ff 1 ; : : : ; f k g and fg 1 ; : : : ; g l g of F ? such that (i) spanfDf i j H 1 A (X;h) j i = 1; : : : ; kg = Hom(H 1 A (X; h); R);
(ii) spanfD 2 g j j H 1 A (X;h ? ) 2 j j = 1; : : : ; lg = Herm H 1 A (X; h ? ).
(iii) Dg j j H 1 A (X;h) = 0 for j = 1; : : : ; l.
Our strategy here is to show that, given a and h su ciently small with A + a an irreducible h-perturbed at connection, the functions ff i ; g j g detect all elements b 2 ker K(A + a; h) to rst order.
Choose a constant N > 0 such that, for all u 2 H 1 A (X; h) and all v; w 2 H 1 A (X; h ? ), the following bounds hold: max
Choose small enough that these inequalities continue to hold when N is replaced by N 2 and A is replaced by A + a for kak L 2 1 < . Suppose that h 2 F ? and that A+a 2 X A is an irreducible h-perturbed at connection, and assume b 2 1 (X; su (3)) is an element in the kernel of Hess(CS +h)(A+a). Choose functions f and g from ff i g and fg j g, respectively, for which jDf(A+a)(b 0 1 )j N=2 kb 0 1 k L 2 1 and jD 2 g(A + a)(a 0 2 ; b 0 2 )j N=2 ka 0 2 k L 2 1 kb 0 2 k L 2 1 . If either Df(A + a)(b) and Dg(A + a)(b) is non-zero, then we are done. So we assume both vanish and seek a contradiction.
Apply the triangle inequality to the equation Df(A+a)(b 0 1 ) = ?Df(A+a)(b 00 1 +b 2 ) to get the inequality N 2 kb 0 1 k L 2 1 jDf(A + a)(b 00 1 )j + jDf(A + a 1 )(b 2 )j + jD 2 f(A + a 1 )(a 2 ; b 2 )j + jD 3 f(A + a 1 + t 1 a 2 )(a 2 ; a 2 ; b 2 )j;
where 0 < t 1 < 1. Then Df(A + a 1 )(b 2 ) is zero by invariance under Stab(A + a 1 ) = U(1), and applying bounds to the other terms gives N 2 kb 0 1 k L 2 1 C 2 kfk C 3 kb 00
Using Lemma 3.6, and choosing suitably small, this implies N 3 kb 0 1 k L 2 1 const ka 0 2 k L 2 1 kb 0 2 k L 2 1 :
(8) Next consider Dg(A + a)(b). We rst bound the derivative in the b 1 direction. jDg(A + a)(b 1 )j = jDg(A)(b 1 ) + D 2 g(A + t 1 a)(a 1 ; b 1 ) + D 2 g(A + t 2 a)(a 2 ; b 1 )j = jD 2 g(A + t 1 a)(a 1 ; b 1 ) + D 2 g(A + t 2 a 1 )(a 2 ; b 1 ) + D 3 g(A 1 )(t 2 a 2 ; a 2 ; b 1 )j C 2 kgk C 3 kb 1 k L 2 1 ka 1 k L 2 1 + ka 2 k 2 L 2 1 C 3 kb 1 k L 2 1 const kb 0 1 k L 2 1 + const ka 0 2 k L 2 1 kb 0 2 k L 2 1 :
In the rst line, Dg(A)(b 1 ) = 0 by hypothesis, and in the second, D 2 g(A+t 2 a 1 )(a 2 ; b 1 ) vanishes by gauge symmetry. The last step follows from part (i) of Lemma 3.6. Finally, we bound the derivative of g in the b 2 direction away from zero.
Appling gauge symmetry once more shows that Dg(A + a 1 )(b 2 ) = 0 in the equation above. Bounds on the other terms give, for su ciently small, jDg(A + a)(b 2 )j N 2 ka 0 2 k L 2 1 kb 0 2 k L 2 1 ? constka 00 2 k L 2 1 kb 0 2 k L 2 1 ? constka 00 2 k L 2 1 kb 00 2 k L 2 1 ? constka 0 2 k L 2 1 kb 00 2 k L 2 1 N 3 ka 0 2 k L 2 1 kb 0 2 k L 2 1 ? constka 0 2 k 2 L 2 1 kb 0 1 k L 2 1 (10) Combining inequalities (9) and (10), we get N 4 ka 0 2 k L 2 1 kb 0 2 k L 2 1 constkb 0 1 k L 2 1 ;
which, combined with inequality (8), gives the desired contradiction. Since X is an integral homology 3-sphere, there are no noncentral abelian at connections. The following proposition guarantees that this, together with the property that ? is abundant, continue to hold for small perturbations. It also provides a unique component of the at moduli space near each perturbed at connection, for small perturbations. For part (iv), suppose to the contrary that there were no 0 satisfying the conclusion.
Then we have two sequences A i and A 0 i of at connections in A with kA i ?A 0 i k L 2 1 < 1 i such that A i and A 0 i never lie on the same component of the space of at connections. By compactness of M; after passing to a subsequence, we can assume that there is a sequence of gauge transformations g i such that g i A i converges to a at connection A 0 . Then g i A 0 i must also converge to A 0 . (Note that we are using the standard gauge invariant L 2 1 norm here.)
Consequently, for i large, we see that g i A i and g i A 0 i must lie on the same component of the space of at connections as the one containing A 0 : But this implies that A i and A 0 i lie on the same component, which is a contradiction.
3.2. Regularity theorems. We are now ready to prove the structure theorems for M h and W : We begin with the de nition of regularity in this context. Throughout Since X is an integral homology 3-sphere, the only abelian orbit in the at moduli space is ]; and this continues to be true for small perturbations thanks to Proposition 3.7. This explains why we dismiss the case of abelian orbits in the following de nition. Note, however, that such orbits may indeed occur for large perturbations, or even for small perturbations on arbitrary 3-manifolds.
De nition 3.10. Let : ?1; 1] ?! F( 0 ) be a C 1 curve with M ( 1) regular. An open subset U W is regular if:
(i) H 1 ; t (X; su(3)) is trivial for ( ]; t) 2 U.
(ii) U contains no noncentral abelian orbits. (ii) Each bifurcation point in U is the limit of exactly one noncompact endpoint of W ; i.e., J = ? W n W \ U.
Proof. The rst statement and (i) follow from condition (iv) of De nition 3.10 using standard Kuranishi arguments. The proof of (ii) is given below.
Fix a bifurcation point, which we assume, for simplicity of notation, to be of the 
Orientations and Spectral Flow
In this section, we introduce orientations on the parameterized moduli space and relate them to the spectral ow of the family of operators K(A; h) from the previous section. We use the index bundle of the family L to orient W and W r :
The basic idea is a familiar one, used not only in 3-dimensional gauge theory by Taubes (see 24]), but also in 4-manifold gauge theory. In fact, if W were generically a cobordism, then Taubes' approach to de ning an invariant would work equally well for SU(3). But W is not generically a cobordism, as explained in Lemma 3.11, and a relationship between the orientations on W and W r near a bifurcation point is provided by Theorem 4.7.
4.1. Orientations. Suppose that F( 0 ) is xed as in the previous section and consider the family of index one Fredholm operators L : A C 1 ( ?1; 1]; F( 0 )) ?1; 1] ?! Fred 1 ( 0+1 (X; su(3)) R; 0+1 (X; su(3))) introduced in subsection 3.2. The dimension of the kernel of L(A; ; t) is not continuous in (A; ; t), so ker L does not form a vector bundle over A C 1 ( ?1; 1]; F( 0 )) ?1; 1]. Instead, we consider the index bundle of L; which is the element in the Ktheory of A C 1 ( ?1; 1]; F( 0 )) ?1; 1] de ned by ind L = ker L] ? coker L]; a virtual bundle of dimension one.
Given vector spaces E and F of dimensions n and m, an orientation on E] ? F]
is an orientation on the real line det( E] ? F]) = n E ( m F) : For example, if fe 1 ; : : : ; e n g and ff 1 ; : : : ; f m g are bases for E and F; then the element (e 1^ ^e n ) (f 1^ ^f m ) speci es an orientation for E]? F]: More generally, if E and F are vector bundles, then an orientation on the element E]? F] of K-theory is an orientation of the line bundle n E ( m F) :
Clearly, ind L is orientable since the parameter space is contractable. The virtual ber at ( ; 0; 0) is H 0 (X; su(3)) R]? H 0 (X; su(3))]; and our convention for orienting ind L is to propagate the canonical orientation at ( ; 0; 0) given by (v 1^ ^v 8^w ) (v 1^ ^v 8 ) ; (11) where fv 1 ; : : : ; v 8 g is a basis for su(3) = H 0 (X; su(3)) and w is a tangent vector to ?1; 1] at t = 0 pointing in the positive direction. Suppose that 2 C 1 ( ?1; 1]; F( 0 )) and W is regular. Then W inherits an orientation because of the natural identi cation T ( A];t) W = ker L(A; ; t). There is also an induced orientation for W r ; but this is less obvious. First, suppose ( A]; t) 2 W r is not a bifurcation point. An orientation is given by declaring that a nontrivial vector v 2 T ( A];t) W r is positively oriented if the element (u^v) u 2 det ind L(A; ; t) agrees with the orientation of ind L for any u 2 u(1) = H 0 A (X; su(3)):
Now suppose that ( A]; t) 2 W r is a bifurcation point. The dimension of ker L and coker L both jump by two at (A; ; t), but we obtain an orientation consistent with the one above by requiring that (u^x^y^v) (u^x^y) agree with the given orientation on ind L(A; ; t); where fx; yg is a basis for H 1 A;h (X; h ? ), the new part of the kernel (and cokernel) of L at (A; ; t). 4 .2. Spectral ow. In analogy with Taubes' gauge theoretic description of the Casson invariant, our formula will involve counting irreducible perturbed at orbits with sign according to their spectral ow. We adopt the following convention for computing the spectral ow.
De nition 4.1. Suppose U is a real, in nite dimensional, separable Hilbert space and K : 0; 1] ?! SAFred(U) is a continuously di erentiable family of self-adjoint Fredholm operators with discrete spectrum on U: Note that the eigenvalues of K t vary continuously di erentiably. Choose such that 0 < < inffj j 6 = 0 j 2 Spec K 0 Spec K 1 g: The spectral ow along K t from K 0 to K 1 ; denoted Sf (K 0 ; K 1 ); is the intersection number, in 0; 1] R; of the graphs of the eigenvalues of K t , counted with multiplicities, with the line segment from (0; ? ) to (1; ). It is a homotopy invariant of the path K t relative to its endpoints.
Note that with this convention for counting zero modes, Sf (K 0 ; K 1 ) + Sf (K 1 ; K 2 ) = Sf (K 0 ; K 2 ) ? dim ker K 1 :
We are primarily interested in the spectral ow of the operator K(A; h) from subsection 2.2. Completing 0+1 (X; su(3)) in the L 2 norm, we regard K(A; h) as a family of self-adjoint Fredholm operators on 0+1 (X; su(3)) with dense domain the space of L 2 1 forms, K : A F( 0 ) ?! SAFred ? 0+1 (X; su (3)) :
De ne deg : G ?! Z by setting deg g = deg g 0 ; where g 0 : X ?! SU(2) is a map homotopic to g. That deg g is well-de ned follows from the next proposition, which can be proved by noting that SU(n) is homotopy equivalent to a CW-complex with 3-skeleton S 3 and the next lowest cell in dimension 5.
Proposition 4.2. Fix n > 2 and consider the standard inclusion i : SU(2) SU(n): (i) If g 2 C 1 (X; SU(n)); then there exists g 0 : X ?! SU(2) with i g 0 ' g: (ii) If g 0 ; g 1 2 C 1 (X; SU(2)) with i g 0 ' i g 1 ; then g 0 ' g 1 :
Proposition 4.2 gives the following formula for the spectral ow between two gauge equivalent connections. Proof. The rst claim is obvious. The proof of the second goes as follows. Connect z 0 to z 1 by a path z t . By 12], K zt is homotopic relative its endpoints to a path K t in SAFred(U) so that there is a nite set ft 1 ; : : : ; t k g (0; 1) such that dim ker K t = 1 if t 2 ft 1 ; : : : ; t k g 0 otherwise.
We can further assume that any eigenvalue of K t which crosses zero does so transversely.
Similarly, v zt can be homotoped relative to its endpoints to a path v t in U such that the path L t in Fred 1 (U R; U) de ned by L t (u; ) = K t (u) + v t is surjective for all t 2 (0; 1]. Let O t be the orientation on ker L t coming from O 0 = O z 0 .
Fix a t j with ker K t j nontrivial. For t 2 (t j ? ; t j + ); let t be the eigenvalue of K t which crosses zero when t = t j . Choose u t to be a unit eigenvector with eigenvalue t so that K t (u t ) = t u t .
For t 2 (t j ? ; t j + ), we have an orthogonal decomposition of U into U 0 t U 00 t where U 00 t = spanfu t g and U 0 t is its orthogonal complement. Set a t = hu t ; v t i; v 0 t = v t ? a t u t and K 0 t (w) = K(w) ? t hu t ; wiu t for w 2 U: Note that K 0 t is invertible on U 0 t and set w t = a t u t + t (K 0 t ) ?1 v 0 t . The vector (w t ; ? t ) spans ker L t for t 2 (t j ? ; t j + ). Since the inner product h(w t ; ? t ); (0; 1)i changes sign at t j , it follows that the orientation of t O R changes relative to O t at t j : Such a change occurs for each t j ; which is where Sf (K 0 ; K t ) changes by 1:
This proves the second claim in case ker K z 1 is trivial. For the general case, we may assume that all the eigenvalues of K t which approach zero as t ! 1 ? are negative for t near 1. This implies that Sf (K 0 ; K 1 ) = Sf (K 0 ; K t ) for t 2 (1 ? ; 1).
We then claim that the orientation given by ker Lt The reducible case also follows by a direct application of Proposition 4.4, letting ?4 2 @ @t r t (A) t=" play the role of the v z 1 for the operator L(A; ; t) and observing that this vector is orthogonal to ker K(A; (")) = H 0 A (X; su (3)). 4.4. Orientations near a bifurcation point. In this subsection, we identify the boundary orientation of a bifurcation point with the oriented h ? spectral ow of K(A; h) along W r across this point. The precise relationship is given in Lemma 4.6. This is the crucial observation needed for Theorem 4.7, which is used in section 5 to show that our invariant is well-de ned.
Consider the operator L(A; ; t) : 0+1 (X; su(3)) R ?! 0+1 (X; su(3)) for a xed 2 C 1 ( ?1; 1]; F( 0 )) such that W , M (?1) , and M (+1) are regular. Suppose that W has a bifurcation point, which we take to be ( A]; 0) for simplicity of notation. Assume that A 2 A S(U(2) U (1) We shall now compare the orientation of ind L at (A 0 ; ; t) with that given by x: To do so, we consider L 0 ( ; a; ) = @ @s L(A + sx; ; 0)( ; a; ) s=0 ; where the map on the right is restricted to ker L(A; ; 0) and then projected onto coker L(A; ; 0).
One can check that dim ker L 0 = 1; and so the orientation on ker L(A 0 ; ; t) points in the direction of x; where = 1 is such that ( x^u^v^y) (L 0 (u)^L 0 (v)^L 0 (y)) (13) is the orientation for ind L at (A; ; 0). The following lemma is the key step in proving Using part (i) of Lemma 4.6 and comparing the two orientations for ind L at ( A]; 0) given in equations (12) and (13); we see that has the opposite sign of the inner product hL 0 (v); xi; where v is the oriented vector tangent to W r at ( A]; 0). From part (ii) of the lemma, it follows that hL 0 (v); xi has the same sign as the derivative of the path of (multiplicity two) eigenvalues of K(A + ra; r ) which crosses zero at r = 0. 
The Invariant
In this section, we de ne the invariant SU(3) (X) for X an orientable, integral homology 3-sphere. Choose an orientation and Riemannian metric on X; as well as a collection ? = f 1 ; : : : ; n g of embedded solid tori in X satisfying the conlusion of Proposition 3.4. Let F( 0 ) be the 0 neighborhood of 0 in F ? ; where 0 is given by Proposition 3.7. Then choose a perturbation h 2 F( 0 ) so that M h is regular. By Proposition 3.9, M h is a compact 0-manifold. We would like to de ne an invariant of X by counting the points A] 2 M h with sign according to the parity of the spectral ow of K: This integer, however, depends on the choice of perturbation h 2 F( 0 ) and in order to obtain a well-de ned invariant, we must include a correction term determined from M r h :
When the perturbation h is clear from the context, we let Sf (A 0 ; A 1 ) be an abbreviation for Sf (K A 0 ;h ; K A 1 ;h ). For A 0 ; A 1 2 A r , the spectral ow splits as is independent of choice of representatives A for A] in both sums and independent of the choice of h:
Proof. Note that the existence of b A is guaranteed by Proposition 3.7. We rst argue that the quantity is independent of the representatives A chosen for the or- Compactify the irreducible stratum W by adding bifurcation points and denote the compact, oriented 1-manifold with boundary so obtained by W . Of course, the total number of boundary points, counted with boundary orientation, equals zero. Every boundary point which is not a bifurcation point can be identi ed with a point in the disjoint union M ? M + : The orientations of these points are described by Corollary 4.5, as follows. For A] 2 M + , the boundary orientation of W at ( A]; +1) is (?1) Sf ( ;A) , while for A] 2 M ? , the boundary orientation of ( A]; ?1) at W is ?(?1) Sf ( ;A) . Therefore 0 (h + )? 0 (h ? ) equals minus the number of bifurcation points counted with orientation as boundary points of W :
It remains to show that this algebraic sum of bifurcation points equals 00 (h + ) ? 00 (h ? ): To prove this, we invoke Theorem 4.7. By part (i), the closed components of W r do not contribute to this sum, so suppose that C is On the other hand, the contribution to 00 (h + ) ? 00 (h ? ) from the endpoints of C is 1 2 " + (?1) Sf ( ;A + ) Sf h ?( ; A + ) + " ? (?1) Sf ( ;A ? ) Sf h ?( ; A ? ) : It is important to keep in mind that " need not be distinct; several possibilities are pictured in Figure 1 . Now the reducible case of Corollary 4.5 implies that " + = (?1) Sf ( ;A + ) and " ? = (?1) Sf ( ;A ? ) , and this completes the proof.
The quantity in Proposition 5.1 is seen to be independent of the choice of metric on X by the same argument as was used for Proposition 2.3 of 24]. That it is also independent of the choice of ? is an exercise which we leave for the reader. Notice that the last term in the second sum above simply adds a multiple of the SU(2) Casson invariant. This part of SU(3) (X) is independent of h by the argument given in 24]. Therefore, the previous theorem implies that SU(3) (X) is independent of h 2 F( 0 ). The following proposition explains why we have chosen to normalize where the subscript indicates a choice of orientation on X: This is equally valid for h ? coe cients in case A 0 and A 1 are reducible. Applying this to all three spectral ows appearing in the de nition of SU(3) (?X) and noting further that CS ?X ( b A) = ? CS X ( b A) complete the proof of part (ii).
Existence of Perturbation Curves
This section is devoted to nding loops in X with certain properties required for our transversality arguments in Section 3. The basic question is whether the trace of holonomy can detect a tangent vector to the at moduli space. In terms of a oneparameter family A t of irreducible at SU(3) connections, we ask: does there exist an element 2 1 (X) such that d dt tr hol (A t ) t=0 6 = 0?
The answer is no if A t = g t A 0 ; so we must also assume that A t is not tangent to the gauge orbit GA 0 : In fact, we need this for any path A t of connections such that A 0 is at and A t is at to rst order (i.e., d dt F At t=0 = 0). An a rmative answer to this question for SU(2) and SU(3) is given in the rst two subsections. The last subsection treats the reducible case, where second order arguments are required. 6.1. First order arguments. To start, we introduce some notation. Given a at connection A and a based loop`: 0; 1] ?! X; let H`(A) 2 SU(3) be the holonomy of A around`: For a 2 1 (X; su(3)); let I`(a; A) 2 su(3) be the integral I`(a; A) = Z 1 0 P`(0; t) ?1 a`( t) P`(0; t)dt;
where P`(0; t) is the parallel translation from 0 to t along`using the connection A: When A and a are clear from context, we write simply H`and I`: If If H`has only one eigenvalue, namely if 1 = 2 = 3 ; then H`is central and the theorem follows from the same argument as was used to prove Proposition 6.2. Otherwise, either H`has three distinct eigenvalues or it may be further conjugated so that 1 = 2 6 = 3 : The following argument treats only the rst of these two cases.
The second case requires a more elaborate argument, given in the next subsection. Assume 1 ; 2 and 3 are all distinct. Suppose rst of all that i = 0 for some i; which can be taken (wlog) to be i = 3: Since tr(I`) = 0; tr(H`I`) = 1 (i 1 ) + 2 (i 2 ) = i 1 ( 1 ? 2 ); which is nonzero since 1 6 = 0 and 1 6 = 2 :
Now suppose i 6 = 0 for all i: By replacing a with ?a; if necessary, we can assume that two of the i 's are positive, which we take (wlog) to be 1 and 2 : Then tr(H`I`) = i 1 1 + i 2 2 ? i( 1 2 ) ?1 ( 1 + 2 ):
Thus tr(H`I`) = 0 implies 1 1 + 2 2 = ( 1 2 ) ?1 ( 1 + 2 ): If this were the case, then j 1 1 + 2 2 j = j 1 + 2 j; which is only possible if 1 = 2 ; a contradiction. The next subsection is devoted to treating this problematic case. Observe that we can assume that H`has in nite order for the following reason. If H`has nite order k and if is chosen so that tr(H I`k) 6 = 0; then just as in the proof of Proposition 6.2, we compute that tr(H `k I `k ) = tr(H I`k) + tr(H I ):
But tr(H I`k) 6 = 0; hence it follows that one of the other two terms is also non-zero. 6.2. Linear algebra. In this subsection, we complete the proof of Theorem 6.3
demonstrating the existence of perturbation curves with certain properties. The remaining case is when H`has only two distinct eigenvalues. As indicated in the previous subsection, we can further assume that H`has in nite order. Although Hm ay not have three distinct eigenvalues, the following proposition assures us that H has three distinct eigenvalues for some loop : Proposition 6.4. If % : 1 (X) ?! SU(3) is an irreducible representation, then there exists some element 2 1 (X) such that %( ) has three distinct eigenvalues.
Remark. Besides the existence of the irreducible, rank three representation, the proof makes no assumptions on the group 1 (X): Proof. By irreducibility, we can nd`with %(`) noncentral. Set L = %(`): Obviously, we are done unless L has only two distinct eigenvalues. Since the conclusion of the proposition is invariant under conjugation, we can assume L = 0 @ Now suppose L t ; M t are as in the hypotheses. We write M t = ( ij (t)) and let ij = ij (0) for convenience. Applying the above formula to L k t M t and L k t M t L ?k t M ?1 t and taking derivatives, we see from the hypotheses that 0 = d dt tr(L k t M t ) t=0 = k d dt ( 11 (t) + 22 (t)) t=0 + 2k d dt 33 (t) t=0 + ik k ( 11 ? 22 ) ; and that 0 = d dt tr(L k t M t L ?k t M ?1 t ) t=0 = d dt ? j 11 (t)j 2 + j 12 (t)j 2 + j 21 (t)j 2 + j 22 (t)j 2 + j 33 (t)j 2 t=0 + 3k d dt ? j 13 (t)j 2 + j 23 (t)j 2 t=0 + 3k d dt ? j 31 (t)j 2 + j 32 (t)j 2 t=0 + k 2(j 12 j 2 ? j 21 j 2 ) + 3k (j 13 j 2 ? j 23 j 2 ) ? 3k (j 31 j 2 ? j 32 j 2 ) :
Since both equations hold for all k 0 and since has in nite order, we deduce that:
(i) 11 = 22 ;
(ii) j 12 j = j 21 j; (iii) j 13 j = j 23 j;
(iv) j 31 j = j 32 j:
Here, (i) is a consequence of the rst equation and (ii){(iv) come from the second. The last three conditions are equivalent to the existence of angles 1 ; 2 ; and 3 with 21 = e i2 1 12 ; 23 = e i 2 13 ; and 32 = e ?i 3 31 :
To conclude that M 0 2 G ; we just need to show that 1 = 2 = 3 mod (2 ):
Applying (i) to (M 0 ) 2 implies 13 31 = 23 32 ; thus 2 = 3 mod (2 ): Now apply the unitary condition to M 0 to see 0 = P 3 j=1 ij 3j for i = 1; 2: Comparing these, we conclude 1 = 2 mod (2 ): This completes the proof of the lemma.
To establish Theorem 6.3, we seek a curve such that tr(H I ) 6 = 0: Setting A t = A + ta; this is equivalent to the condition that d dt tr H (A t ) t=0 6 = 0: According to the previous lemma, letting range over all words in L 0 and M 0 ; the only way this can fail is if M 0 2 G for some : We shall show in the following argument that the irreducibility of A guarantees the existence of an M = H m (A) such that M 6 2 G for any :
Proof of Theorem 6.3. We provide the proof in the remaining case when L 0 = H`(A) has two distinct eigenvalues and is of in nite order. Set A t = A + ta and L t = H`(A t ): By Proposition 6.4, we have a loop m 1 such that H m 1 (A) has three distinct eigenvalues. Set M 1 = H m 1 (A) and M 1;t = H m 1 (A t ). Assume rst that M 1 6 2 G for any 2 0; 2 ]: By Lemma 6.6, there is a word W t in L t and M 1;t such A :
Note that if A is an SU(2) connection, then g j (A) = 0: Corollary 6.7. (i) If A is an irreducible, at SU(2) connection, then there exist loops`1; : : : ;`n so that the map from H 1 A (X; su(2)) to R n given by a 7 ! (Df 1 (A)(a); : : : ; Df n (A)(a)) is injective.
(ii) If A is an irreducible, at SU(3) connection, then there exist loops`1; : : : ;`n so that the map from H 1 A (X; su(3)) to R 2n given by a 7 ! (Df 1 (A)(a); Dg 1 (A)(a); : : : ; Df n (A)(a); Dg n (A)(a)) is injective. 6.3. Second order arguments. Suppose now that A is a reducible at SU (3) This turns the action of SU(2) on C 2 into left multiplication by elements of SP(1) on H :
Now suppose % : 1 (X) ! SU(2) is an irreducible representation and let E % be the at bundle e X 1 (X) C 2 , where e X is the universal cover of X and 1 (X) acts by deck transformations on e X and via the canonical representation of % on C 2 : We identify E % as a at bundle with the subbundle of ad P = X su(3) corresponding to h ? su(3):
The de Rham theorem provides an isomorphism H 1 A (X; h ? ) = H 1 (X; E % ): Here, H 1 (X; E % ) = Z 1 (X; E % )=B 1 (X; E % ) is by de nition the space of 1-cocycles modulo the 1-coboundaries. Using a presentation 1 (X) = hx 1 ; : : : ; x n j r 1 ; : : : ; r m i; we can identify the 1-cochains as elements (v 1 ; : : : ; v n ) 2 C 2 C 2 = H n and the subspaces Z 1 (X; E % ) of 1-cocycles and B 1 (X; E % ) of 1-coboundaries as submodules. is surjective.
(iii) Df i (A) = 0 for i = 1; : : : ; n: Proof. Assume A has been gauge transformed to take values in su(2) su(3) and denote by b A the associated irreducible SU(2) connection. In order to construct the loops`1; : : : ;`n 1 , we will need to introduce curves in X that are in a certain sense dual to a basis for H 1 A (X; h ? ) over H . Let % : 1 (X) ! SU(2) be the irreducible SU(2) representation associated to b A, and let E % = e X 1 (X) C 2 as before. Consider H i (X; E % ), homology with local coe cients in E % ; which is by de nition the homology of the complex ?! C i ( e X) Z 1 (X)] C 2 @ i 1 ?! C i?1 ( e X) Z 1 (X)] C 2 ?! : From our previous discussion, it is not hard to see that H 1 (X; E % ) is a right H -module. Thus, we have a basis for H 1 (X; E % ) over H consisting of classes each of which can be represented by a C 2 -labelled curve e i in the universal cover e X of X: Each e i is a lift of a loop i in X with hol i (A) = 1 (because the labelled lift of i lies in ker @ 1 A (X; h ? ). Our goal is to nd a collection of loops such that the Hessians of the real and imaginary parts of the trace of holonomy functions around these loops span U.
There is a decomposition of U corresponding to (16) 
From this, it follows that dim U ij = 4 if i = j 8 if i 6 = j:
We prove the proposition by constructing, for each i j; gauge invariant functions satisfying conditions (i) and (iii) such that their Hessians at A span U ij . We begin with the case i = j. Given : 0; 1] ! X with (0) = (1); parallel translation can be used to associate a function : 0; 1] ! h ? to any su(3)-valued 1-form a by setting (t)dt = P (0; t) ?1 a (t) P (0; t); (18) where P (0; t) is parallel translation by A along from (0) 
for t 2 i ? 1; i]: Lemma 6.9. Suppose`is a loop with L := hol`(A) 2 SU (3) To prove (ii), set =` i and parameterize it by the interval 0; 2] so that the subintervals 0; 1] and 1; 2] parameterize`and i ; respectively. De ne : 0; 2] ! C 2 associated to the 1-form a using (18) . Notice that R 1 0 (t)dt = 0 because the restriction of any element of H 1 A (X; h ? ) to a loop`: S 1 ! X is exact whenever hol`(A) is nontrivial (since H 0 (A) (S 1 ; h ? ) = 0; which implies that H 1 (A) (S 1 ; h ? ) = 0 by Poincar e duality). Hence by (19) we see that Since a i = 0 ) R i a = i = 0, it follows from (i) and (ii) above that the Hessians at A of the real and imaginary parts of tr hol i and tr hol` i lie in U ii : Consider the gauge invariant functions f = Re tr hol i and g`= Im tr hol` i ; where Re and Im denote the real and imaginary parts. Note that f and g`obviously satisfy condition (i) of Proposition 6.8. Moreover, since hol i (A) is trivial, Df(A) = 0. This follows from formula (i) of Corollary 2.7. The same formula also implies that the imaginary part of D tr hol` i (A) vanishes since tr(L ) is real for 2 h ? whenever the SU(3) matrix L is in the image of the standard inclusion SU(2) ! SU(3). This shows that Dg`(A) = 0, hence f and g`satisfy condition (iii) of Proposition 6.8. So, we only need to prove that we can span U ii with the Hessians of such functions.
For this, we shall use the isomorphism V i ! h ? given by a 7 ! R i a, along with the standard identi cation ' : h ? ! C 2 , to translate it into a question about symmetric, bilinear pairings C 2 C 2 ! R: Denote by h ; i the standard complex inner product on C 2 . If ; 2 h ? and v; w 2 C 2 are given by v = '( ) and w = '( ), then tr( ) = ?2Rehv; wi:
Moreover, ifL = ? 2 SU(2) and L =L 1 2 SU(3); then tr(L( + )) = ?hL(v); wi ? hL(w); vi ? 2Rehv; wi:
In terms of the real basis ? 1 0 ; ? i 0 ; ? 0 1 ; ? 0 i for C 2 ; the symmetric bilinear form 
where = r + is and = t + iu. Now A is reducible (but not abelian) and thus we have x; y 2 1 (X) such that %(x) and %(y) do not commute. We claim that the Hessians at A of the four functions f; g x ; g y ; g xy derived from i are linearly independent and form a basis for the 4-dimensional subspace U ii U:
To see this, restrict each Hessian to V i V i and consider the associated symmetric 4 4 matrix of the form (17) . For example, the matrix associated to Hess f(A) equals ?2 times the identity matrix. Clearly the image of SU(2) under in (20) is the complementary subspace of dimension 3. Thus, it su ces to prove that the Hessians at A of g x ; g y and g xy , are linearly independent. One can see this by direct computation; arranging that %(x) is diagonal (by conjugation) and %(y) is not (by hypothesis), it becomes a routine exercise in linear algebra.
This proves that the Hessians at A of f; g x ; g y and g xy form a basis for U ii ; and to conclude the proof of Proposition 6.8, we need to nd, for each i < j, functions satisfying (i) and (iii) whose Hessians span U ij . of f%(x); %(x 2 ); %(y); %(xy)g under is linearly independent. Hence, it follows that the Hessians of g x ; g x 2; g y and g xy are linearly independent. Since their span is complementary to that of the Hessians at A of f; f x ; f y and f xy , together they span U ij and this completes the proof of Proposition 6.8.
