Structure on the Top Homology and Related Algorithms by Ranade, Nissim et al.
ar
X
iv
:1
20
3.
52
88
v3
  [
ma
th.
AT
]  
19
 A
pr
 20
19
Structure on the Top Homology and Related
Algorithms
Nissim Ranade, Chandrika Sadanand and Dennis Sullivan
Abstract
We explore the special structure of the top-dimensional homology of any
compact triangulable space X of dimension d. Since there are no (d+1)-
dimensional cells, the top homology equals the top cycles and is thus a
free abelian group. There is no obvious basis, but we show that there is
a canonical embedding of the top homology into a canonical free abelian
group which has a natural basis up to signs. This embedding structure
is an invariant of X up to homeomorphism. This circumstance gives the
top homology the structure of an (orientable) matroid, where cycles in
the sense of matroids correspond to the cycles in the sense of homology.
This adds a novel topological invariant to the topological literature.
We apply this matroid structure on the top homology to give a polynomial-
time algorithm for the construction of a basis of the top homology (over
Z coefficients).
1 Introduction
The purpose of this paper is to provide, for a triangulable space, a cubic (in
the number of cells) time algorithm which finds a basis of cycles in the top
dimension, with Z coefficients. Since each top homology class is represented
by a unique cycle, this basis of cycles is also a basis for the top homology.
The algorithm takes advantage of an oriented matroid structure on the set of
components of the oriented top-dimensional pseudo-manifold subsets, which we
call strata. The elements of the basis produced are minimally supported on
the strata. This follows from a topological picture of X , showing the entire
structure is a homeomorphism invariant of X .
We begin with a motivating example.
Examples 1. Consider the problem of finding cycles in a finite graph. A
straight-forward approach would be to look at all subsets of edges and see which
subsets are cycles. This however, could be very slow, since the time it takes is
exponential in the number of edges. The following is a more efficient way of
finding cycles in the graph G.
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1. Start with two empty sets M and S. Elements will be added to these sets
so that M is an acyclic set of edges (a tree) and S is a set of cycles.
2. Consider the vector space V generated by the vertices of G. Note that
M does not contain a cycle if and only if {∂e|e ∈ M} ⊂ V is linearly
independent. (Whitney generalized this observation when he defined the
notion of a matroid [20].)
3. Now consider the edges of G, one at a time.
• For an edge e if {e}∪M has a cycle, we can find this cycle by finding a
minimal linear dependence relation in the set of boundaries of {e}∪M
and add it to S.
• For an edge e, if {e} ∪M does not contain a cycle, we add e to M .
4. Once the above process is repeated for all the edges of the graph, we have
a maximal tree M and a basis of cycles S.
This algorithm is O(n3) in the number of edges instead of exponential. Every
cycle in the graph is a sum of directed cycles found by the algorithm. In an effort
to save time, in this context of graphs, it is natural to amalgamate distinct edges
that share a two-valent vertex. In our higher-dimensional context, the analogue
of this amalgamation is to form the strata discussed earlier.
We generalize this method for finding cycles in graphs to finding top-dimensional
cycles in cell complexes, using a matroid. Note that if the graph is weighted, then
ordering the cells by increasing weight results in a minimum weight spanning
tree. In our algorithm, we generalize this, and find an analogue of a minimum
weight spanning tree.
Matroids were first defined by H. Whitney in 1935 [20] to generalize the notion
of linear dependence and cycles in graphs. Oriented matroids were introduced
later around 1975 [3], [11]. Both have since been used to advance the field
of linear programming by showing that certain optimization problems can be
solved using the greedy algorithm [17]. The matroid structure on the set of
homology classes has been used extensively [10, 9, 7]. The third author learned
from Ralph Reid at MIT in the early 70’s, that the top homology had a further
geometric structure expressible in the language of matroids. In this paper, we
prove the existence of a matroid structure on a more geometric set: the set
of strata. We give an algorithm that uses this structure to compute the top
dimensional homology in cubic time.
Computing the homology of a finite cell complex reduces to computing the
Smith normal form of the boundary matrix [16, Section 1.11]. However, this
computation cannot be completed in a reasonable amount of time when there
is a large number of cells, so several algorithms have been developed to reduce
the number of cells in a complex while preserving its homology. This can be
done by producing a large acyclic subcomplex (like the tree in Example 1) and
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looking at the relative homology, and by amalgamating pairs of cells that form
the coboundary of a third cell [13]. Our amalgamation of top dimensional cells
into strata is maximal in a sense. Any further amalgamation (amalgamating
two strata) would not, in general, preserve the top dimensional homology. Our
algorithm also produces a maximal acyclic set of strata, akin to M in Example
1. The matroid structure on the set of strata can be harnessed via the greedy
algorithm to compute homology without using the Smith normal form.
Remark 1. The strata and their boundaries give a chain complex which, like the
matroid we discuss, is a topological invariant of the CW complex. In dimension
two, it appears that this chain complex can be refined to a non abelian ver-
sion which gives a complete topological invariant for a class of two dimensional
spaces called taut complexes (intuitively, where the attaching maps of strata are
locally injective). Taut two complexes exist in every possible homotopy type of
connected two complexes. Further details can be found in Remark 3.
We give preliminary definitions in Section 2. In Section 3, we prove the existence
of a chain complex and a matroid structure based on strata, and show that they
are topological invariants. Finally in Section 4 we give a cubic-time algorithm,
using the invariants of the previous section, that computes a homology basis
consisting of minimally supported cycles.
2 Preliminary definitions
Definition 1. By coordinate space we mean a finite dimensional real vector
space V with a choice of dim(V ) co-dimension one subspaces in general position.
By general position we mean that the dimension of the intersection of any n of
these hyperplanes is dim(V )− n.
Definition 2. [8] A regular cell complex is a CW complex in which the attaching
maps of the cells are homeomorphisms on to their images.
Definition 3. [15] A matroid is a finite set E, called the ground set, together
with a family of subsets I called independent sets such that
1) The empty set is independent.
2) If A ⊂ B and B is independent, then A is independent.
3) If A and B are independent and B has more elements than A, then there
exists a b ∈ B \A such that A ∪ {b} is independent.
Definition 4. [3] A signed set A is a map of sets whose target is {+,−}. The
support of A is its domain. We denote the preimage of + and − by A+ and A−
respectively, and we denote A postcomposed with the involution on {−,+} by
−A. Thus for example, one can write A+ = (−A)−.
Definition 5. [3] An oriented matroid consists of a ground set E together with
a collection of signed sets C. Each signed set in C is supported by subsets of E.
The signed sets have the following properties.
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1) The empty set is not in C.
2) If A is in C then −A is in C.
3) If A,B ∈ C and A ⊆ B in C, then either A = B or A = −B
4) For all A,B ∈ C such that A 6= −B with an element e in A+ ∩B−, there
exists Z in C such that Z+ ⊂ (A+ ∪B+) \ {e} and A− ⊂ (A− ∪B−) \ {e}
An oriented matroid has an underlying (unoriented) matroid. The support
of each signed set in C is a minimal dependent set of the underlying matroid.
Definition 6. [5] A topological space X is called a d-pseudo-manifold with
boundary if there exists a triangulation K with the following properties.
1) X is the union of all the simplices in K.
2) Every (d− 1)-simplex is a boundary of exactly one or two, d-simplices.
3) For every pair of d-simplices σ, σ′ ∈ K there is a sequence of d-simplices
σ = σ1 . . . σl = σ
′ such that σi ∩ σi+1 is d− 1-simplex for all i.
A point in a topological space X is called a d-pseudo-manifold point if it has a
neighborhood which is a pseudo-manifold with boundary
Note that pseudo-manifolds, as referred to in this paper, are connected by defi-
nition.
3 Strata and geometric matroid structure
Let X be a compact Hausdorff space underlying a finite simplicial complex of
dimension d (equivalently X underlies a finite regular cell complex structure of
dimension d, see [8]).
Remove the d-pseudo-manifold points from X to obtain a closed subset Xd−1.
Then remove the (d − 1)-pseudo-manifold points from Xd−1 to obtain Xd−2
and so on. This produces a finite decreasing filtration of closed sets. These are
subcomplexes by [8, Chapter I, Section 4] for any regular cell complex structure
on X .
For every pair (Xk, Xk−1) there is a long exact sequence.
. . . −→ Hn+1(Xk, Xk−1) −→ Hn(Xk−1) −→ Hn(Xk) −→ . . .
Using the exact sequences for (Xk, Xk−1) and (Xk−1, Xk−2), we get a boundary
map ∂k−1 : Hk(Xk, Xk−1) −→ Hk−1(Xk−1, Xk−2) and the following sequence of
groups and morphisms,
. . . −→ Hk+1(Xk+1, Xk)
∂k−→ Hk(Xk, Xk−1)
∂k−1
−−−→ Hk−1(Xk−1, Xk−2) −→ . . .
(1)
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Definition 7. We call the connected components of the set of k-pseudo-manifold
points of Xk the k-strata of X . In other words, a k-stratum is a connected com-
ponent of Xk \Xk−1.
A k-stratum is called orientable if the kth homology of its closure in Xk, relative
its boundary is infinite cyclic.
One can think of X as made up of strata, with each stratum having an attaching
map and a boundary, analogous to a CW complex structure. In the proof of the
main theorem below, one sees that the orientable k-strata correspond to natural
generators, up to a sign, of the groups Hk(Xk, Xk−1), and ∂k correspond to
boundary maps.
Theorem 1. The filtration X = Xd ⊇ Xd−1 ⊇ . . . has the following properties:
(i) The maps induced by the exact sequences of pairs make (1) into a chain
complex whose top homology is isomorphic to the top homology of X.
(ii) With real coefficients, each group Ck := Hk(Xk, Xk−1) has the structure
of a coordinate space whose codimension one hyperplanes are defined by
elements of Ck not supported on a particular k-stratum.
(iii) With real coefficients, the set of k-strata with chosen orientations has the
structure of an oriented matroid.
(iv) Any homeomorphism between two such spaces preserving orientations in-
duces an isomorphism between the above structures.
Proof. i) We show (by a familiar argument) that (1) is a chain complex.
The map ∂k is the composition of Hk+1(Xk+1, Xk)
fk+1
−−−→ Hk(Xk) and
Hk(Xk)
fk−→ Hk(Xk, Xk−1). So ∂k∂k−1 = fk+1(fk)2fk−1. Since (fk)2 = 0,
the sequence (1) of groups and morphisms forms a chain complex. To find
the top homology, consider the following part of the chain complex,
0 −→ Hd(Xd, Xd−1)
∂
−→ Hd−1(Xd−1, Xd−2).
It is easily seen that the top homology group is ker(∂). Now, ∂ is the
composition of the following maps which come from two different exact
sequences.
Hd(Xd, Xd−1)
fd−→ Hd−1(Xd−1)
fd−1
−−−→ Hd−1(Xd−1, Xd−2)
fd−1 is injective, as its kernel is the same as the image under a map from
Hd−1(Xd−2) = 0. Thus ker∂ = kerfd. This is the image under the map
from Hd(Xd) = Hd(X) in the following exact sequence,
0 −→ Hd(X) −→ Hd(Xd, Xd−1) −→ . . .
This image, in turn, is isomorphic to Hd(X) and hence the top homology
of chain complex (1) is the same as the top homology of the topological
space X .
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ii) Xk has an underlying cell complex structure which gives rise to chain
groups A∗ (R coefficients). Hk(Xk, Xk−1) is the top homology group for
the relative chain complex,
0 −→ Ak(Xk)/Ak(Xk−1)
δ
−→ Ak−1(Xk)/Ak−1(Xk−1) −→ . . . (2)
So Hk(Xk, Xk−1) = kerδ and is a free abelian group. Now we construct a
basis up to multiplication by real scalars which gives rise to a coordinate
space structure on these relative homology groups.
For each orientable k-stratum, we construct a formal sum of oriented k-
cells in Ak whose interiors are contained in this stratum. The coefficient
of each cell is +1 or −1, chosen so that the boundary of the formal sum
only has (k − 1)-cells which are in Xk−1. Hence these sums are in kerδ.
Note that each k-cell of Xk appears in the formal sum of exactly one k-
stratum. This implies that the sums for the various strata form a linearly
independent set in the vector space of k-cells. It remains to show that
every chain in Xk whose boundary is in Xk−1 is a linear combination of
the sums constructed above.
Let B be a chain in Xk whose boundary is contained in Xk−1. Let σ be
a cell appearing with multiplicity m in B and in the formal sum for the
k-stratum S. If τ is another cell in S, it is connected to σ by a sequence
of k-cells in S with consecutive cells sharing a (k − 1)-face not in Xk−1.
This gives a path of alternating k and (k − 1) cells from σ to τ . There
may be several such sequences. For any such sequence, each consecutive
k-cell must appear in B with multiplicity m and appropriate sign so that
the boundary of B is not supported on the (k − 1)-cells in the sequence.
This is true whether or not S is orientable.
Suppose S is not orientable. Two connecting sequences exist such that the
orientations on a cell τ induced from a given orientation of some cell σ by
these two sequences do not agree. Therefore, the multiplicity of τ in B
must be both +m and −m. So m must be zero.
If S is orientable, the above discussion shows that the entire sum associated
with S appears in B with multiplicity m (respectively with multiplicity
zero if S is not orientable).
This proves that every element in Ck is a linear combination of oriented
strata. A particular co-dimension one hyperplane of the coordinate space
structure on Ck consists of those elements which have zero coefficient on
a particular stratum.
iii) The ground set E of our oriented matroid is the set of oriented k strata.
Now, associate to each k stratum a vector in Ck−1 which corresponds
to its boundary. Independence in the matroid is defined as the linear
independence of the corresponding boundary vectors in Ck−1. A signed
setX supported on E is in C if and only if {∂x|x ∈ X} ∈ Ck−1 is minimally
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linearly dependent, and a dependence relation can be written such that the
strata whose boundary vectors appear with positive coefficients form X+
and the strata whose boundary vectors appear with negative coefficients
form X−. Note that a minimal linearly dependent set has a dependence
relation that is well defined up to scalar multiplication.
We briefly check each of the four conditions in the definition of an oriented
matroid.
1. The empty set ∅ ∈ E has boundary ∂∅ which is equal to the empty
set of vectors in Ck−1. It is vacuously linearly independent, and so ∅
is not in C.
2. If A ∈ C, then a linear combination of the strata in X has zero
boundary. If we multiply this linear combination by −1 we find that
−A ∈ C
3. If A,B ∈ C and A ⊂ B we must have A = B or A = −B by
minimality of B.
4. If A,B ∈ C, A 6= −B, and there is an element e in A+ ∪ B−, it is
possible to create a new element Z in C that does not contain e in
its support. This is done by solving for ∂e in dependence relations
for A and B and subtracting one from another to form a new de-
pendence relation. The vectors in this new relation are a minimal
linearly independent set and the strata whose boundary vectors are
summands in this relation form Z. It can be checked that Z has the
sign properties given in Definition 5.
iv) A homeomorphism from Y to X restricts to a homeomorphism from Yk
to Xk for every k, where Yk is obtained from Y the same way in which Xk
is obtained from X . An isomorphism is induced between the two chain
complexes associated with the pairs (Yk, Yk−1) and (Xk, Xk−1). This, in
turn, induces an isomorphism between Hk(Yk, Yk−1) and Hk(Xk, Xk−1)
for every k, which respects the boundary maps. Thus there is an isomor-
phism between the two chain complexes preserving the coordinate space
structure.
Recall that the top homology group Hd(X) is equal to the group of cycles in
the top dimension. By the proof of Theorem 1 (ii), these cycles inject into
Hd(Xd, Xd−1). Theorem 1 (i) shows that every element of Hd(Xd, Xd−1) cor-
responds to the linear combination of d-strata. Together, these facts give the
following corollary.
Corollary 1. The top-dimensional cycles can be written as linear combinations
of top-dimensional strata.
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The chain complex 1 of coordinate spaces is a topological invariant of the un-
derlying space which, with some enrichment, becomes a complete topological
invariant in dimension one and in dimension two.
Remark 2. In dimension one, the connected components of 1-pseudo-manifold
points are either circles or open intervals. Thus for connected non-trivial spaces,
the one-dimensional strata are either the open edges of a graph or a single circle.
The circle case is specified by having no degree zero term in the chain complex 1.
The graph case for connected spaces of dimension one is essentially determined
by the above coordinate space chain complex. For such a graph, X1 is a finite
collection of open intervals and X0 is a finite collection of points. Every open
interval and every vertex corresponds to a generator of the respective chain
groups. The boundary map takes the generator corresponding to an interval to
the difference of the generators corresponding to its ending vertices. Thus for
every such open interval, which does not form a loop after being attached, the
above chain complex completely determines its position in the graph. Therefore
in either case (circle or graph) the above chain complex, along with a function
giving the number of loops attached to every vertex, is a complete topological
invariant for connected compact one dimensional triangulable spaces.
Remark 3. The two dimensional case proceeds similarly and is a generaliza-
tion of the one dimensional case. The 1-skeleton is determined as described in
Remark 2. The number of two dimensional strata are specified by the chain
complex 1, as in dimension one. We reconstruct the space by attaching the
2-strata to the 1-skeleton, much like how one attaches 2-cells to a 1-skeleton.
The support of the attaching maps is determined by the boundary map. We
restrict attention to spaces with locally injective strata-attaching maps (we note
that all 2-complexes are homotopy equivalent to such a complex). In this case,
the only additional information needed to determine the attaching maps are the
cyclic order in which each boundary component visits the support of the at-
taching map. Therefore, enriching the chain complex with the topological type
of each 2-stratum, as well as a cyclic word for each of its boundary components
(whose letters are the 1-strata in the support of the boundary) gives a complete
homeomorphism invariant of 2-complex. We leave to the reader the challenge
to further develop this picture.
4 Using the matroid structure to find a minimal
support basis for top homology
In this section, we use the matroid structure from Theorem 1 to describe an al-
gorithm that computes a basis for the top-dimensional homology. Additionally,
every element of the computed basis has minimal support in the top dimensional
cells. That is, no proper subset of a basis element supports a top-dimensional
cycle. The algorithm will use the matroid structure in the top two dimensions.
Since the ground set of the matroid is the set of orientable strata, we need to
first construct our set of strata from the cells in the top two dimensions (dimen-
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sion d and d − 1). Our algorithm uses boundary computations. For simplicial
complexes, every cell is completely determined by the set of its vertices, and
its boundary is determined by subsets that each exclude a vertex. For regular
cell complexes, which are determined by the poset of cell inclusions with dimen-
sions attached, the boundary of each cell is part of this structure. Let X be a
d-dimensional simplicial complex. For a d dimensional simplex σ, we find the
stratum e that contains σ as follows.
Part I
1. We begin with e = {+σ} and L = ∅. At the end of the algorithm, e will
be a stratum. If e is orientable, L will be its boundary.
2. Add the set of signed elements in the boundary of σ to L. In general,
at any given point during the algorithm, every cell in L will be in the
boundary of some cell in e.
3. For an element τ in L, if there are exactly two cells σ1 and σ2 in X which
have τ in their boundary, proceed with the next two steps. If not, do
nothing.
4. Note that at least one of these two cells (let us say σ1) is already in e. If
σ2 is not already in e we add σ2 to e and we add all the elements of the
boundary of σ2 to L. The sign of σ2 is picked such that τ appears with
opposite signs in the boundary of σ1 and σ2. The signs of the elements
added to L are picked according to the sign picked for σ2
5. Remove τ from L.
6. Repeat the above steps for all cells in L.
Note that, if both the cells that have τ in their boundary are already in e, no
new cells are added to L. Thus, if τ is removed from L it is never added back
again. The above process is therefore finite. Also note that a cell τ is removed
from the set L if and only if it is a face of exactly two d-cells. Hence, at the
end of the algorithm L only contains elements that form the boundary of e. All
the orientable strata can be constructed using the above algorithm which is at
most quadratic in the number of cells.
We also need the d−1 strata, which we construct similarly. Recall that the d−1
strata are supported on the boundaries of the orientable d strata. Thus, when
constructing the d − 1 strata, it suffices to consider only those d − 1 cells that
are in the boundaries of the orientable d strata. We repeat the above process
with these d− 1 cells to compute the corresponding d− 1 strata. Note that the
boundary of every d stratum is a linear combination of the d − 1 strata. This
part of the algorithm is at most quadratic in the number of cells. In fact, it will
be much faster, since we are typically using only a small subset of all the d− 1
and d− 2 cells.
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We now outline an algorithm for computing a basis of minimal support cycles.
Consider the matroid with the ground set E = {orientable d-strata}. In what
follows, all coefficients are rational numbers. Once we have a cycle with rational
coefficients, we can multiply it by an appropriate integer factor to get relatively
prime integer coefficients. The algorithm is as follows.
Part II
1. Order the elements of E.
2. Let M and S be empty sets. At the end of the algorithm, M will be a
maximal independent set, and S will be a basis of cycles.
3. Starting with the first element e of E ifM∪{e} is an independent set, add
e to M . Recall that M ∪ {e} is independent if and only if the boundary
vectors of the strata in M ∪ {e} form a linearly independent set in the
coordinate space of (d− 1)-strata.
4. IfM∪{e} is not an independent set, find the minimal dependence relation
for the boundaries of the elements inM∪{e}. (This can be done by finding
the null space by elementary row reduction.) The minimal dependence
relation is well-defined up to a scalar multiple. Let ce be the minimal
integer linear dependence relation of M ∪ {e}. This is well-defined up to
sign. Add ce to the set of cycles S.
5. Repeat the previous step for all the elements of E in order.
The set M is a maximal independent subset. Part II is linear in the size of E,
that is the number of d-strata, and quadratic in the number of (d − 1)-strata.
Therefore the computation of a homology basis (Part I followed by Part II) is
cubic in the number of cells in X . The set S is a basis for the top-dimensional
homology group. In fact the cycles ce are minimally supported on the strata
and hence this is a minimally supported basis.
The structure of an oriented matroid provides some efficiency for the simplex
algorithm [2]. Since the matroid structure defined here is indeed an oriented
matroid structure, the simplex algorithm can likely be used for further applica-
tions.
Finally, we note that this greedy algorithm solves a higher-dimensional analogue
of the minimum spanning tree problem. If the order in step (1) is of increas-
ing weight, then at the end of the computation, M will be a minimal weight,
maximal acyclic set of strata.
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