Abstract. We address the problem of existence of solutions to degenerate (and nondegenerate) parabolic equations under optimal assumptions on the initial data, which are assumed to be measures. The requirements imposed on the initial data are connected both with the degeneracy of the principal part of the equation, and with the form of the nonlinear forcing term. The latter depends on the space gradient of a power of the solution. Applications to related problems are also outlined.
Introduction and main results
We consider existence (and nonexistence) of solutions to the initial value problem for degenerate parabolic equations, when the initial datum is a prescribed Radon measure µ in R N , N ≥ 1. The L ∞ estimates we prove for such solutions seem to be new even in the case of the homogeneous porous media equation, but our methods apply to a wide class of degenerate parabolic equations with nonlinear sources, and even to weakly coupled systems of such equations. However, we have chosen as a model problem
u(x, 0) = µ, x ∈ R N , (1.1b)
where Dv = (v x1 , . . . , v xN ), and we assume throughout this paper m ≥ 1, pν ≥ m, 0 < ν < 2, N ≥ 1 (any ν ≥ 1 is allowed in Theorem 1.2). In (1.1), u is assumed to be nonnegative, and µ denotes a Radon measure. Generalisations are collected in Remarks 1.1, 1.2 below. Here we only note that our methods allow one to prove existence of solutions, corresponding to data measures, for
even in the supercritical case a > m + 2/N .
Let us briefly explain our motivations. It is well known (see, e.g., [7] ) that the Cauchy problem for
is solvable for any (e.g., finite) Radon measure µ in (1.1b). As far as we know, the problem of existence of solutions to (1.2)-(1.1b), µ a measure, was still open, at 3912 DANIELE ANDREUCCI least in the case a > m + 2/N , m > 1. This kind of problem is closely connected with the derivation of a priori sup estimates of the solution sharply depending on the regularity of the initial datum (to be understood in a suitable sense).
In order to clarify this point, let us state the following straightforward consequence of the well known Harnack inequality for (1.3) (see [5] ). Let u be a continuous nonnegative supersolution to (1.3), and let u(·, t) → µ as t → 0, in the sense of measures, with
where σ > 0, ε > 0, 0 ≤ ϑ ≤ N are given, and we set B ρ (z) = {|x − z| < ρ}. Then (see Lemma 
below we denote by γ, γ 0 generic positive constants).
Roughly speaking, we show in the sequel that (1.4a) still implies (1.4b), if both inequalities are reversed; this is true (under some assumptions on ϑ) for solutions to (1.1a), to (1.2), or to (1.3). (In the case ϑ = N , this was known, for (1.3) [7] , and for (1.2) [4] , when a < m + 2/N .) Our approach relies upon suitable a priori estimates, in the spirit of [2] , [3] , [4] . But, for "large" exponents in the source terms, the just mentioned papers obtain well behaved estimates at the expense of higher integrability of the solution (and therefore of the initial datum). In contrast, here we are able to circumvent this difficulty, essentially by choosing the correct geometry for the domains involved in our estimates. Then, the latter involve just (a local version of) the L 1 norm of the solution, as well as of the initial datum. Concerning (1.1a), we quote the paper [12] , dealing with semilinear parabolic equations of higher order, whose results cover equation (1.1a) in the special case m = p = 1, ν > 1. We also recall the extensive work of Amann (see e.g., [1] ) about general nonlinear nondegenerate parabolic equations and systems. Both approaches seem to require that the initial datum belongs to a suitable space L q , q > 1. Semilinear problems somehow related to (1.1) are also treated in [17] .
We stress the fact that, as far as we know, we give here for the first time a proof of the optimality of the regularity requirements we stipulate on the initial datum. Our interest is mainly focussed on the local regularity of µ in (1.1b). See [11] for an investigation of the admissible behaviour at infinity of smooth initial data to a one-dimensional equation related to (1.1a).
Finally, let us note that, to the best of our knowledge, the question of uniqueness of solutions to (1.1) is still open.
for all ϕ ∈ C 1 0 (S T ). Moreover we require that u(·, t) → µ as t → 0 in the sense of measures. Subsolutions and supersolutions to (1.1a) are defined by standard modifications of (1.5).
It follows from the results given in [9] , and from the techniques employed therein, that solutions in the sense above are actually Hölder continuous in S T .
Notation. Let µ be any Radon measure in R
Let also N ≥ ϑ ≥ 0 be given. We use the following notation throughout the paper:
where we let
First we state our existence result.
, and
Here γ = γ(N, m, p, ν, ϑ).
Next we prove that the critical threshold for ϑ made explicit in Theorem 1.1 is actually optimal for the existence of solutions in the class considered here. In the following we denote s + = max(s, 0).
We remark that assumption [µ] t < ∞ is redundant if ϑ = N : indeed this estimate is the content of the Harnack inequality quoted above. We also remark here that the positivity of the right-hand side of (1.1a) is exploited in the proof of Theorem 1.2. Of course, by the same token, solutions corresponding to nonnegative initial data can be found as limits of smooth positive solutions to approximating problems, as in Section 3 below. Let us also point out that the problem of existence of solutions in the limiting case
Remark 1.1 (Generalisations). All the priori estimates collected in Section 2 are valid for nonnegative solutions to
under standard structure assumptions on a. Minor changes in the proofs show that similar estimates can be proven for solutions to (1.3), (1.2) (or to equations of more general structure, as in (1.6)). Therefore, one can combine the techniques demonstrated below with the arguments in [4] (case of a space-dependent source), [2] (weakly coupled systems of equations), to get new existence results for equationsor for systems of equations-with sources of power type (see also the following remark).
Finally we note that our methods also yield existence of solutions of variable sign, approaching a signed measure µ as t → 0, because the estimates below hold separately for the positive and negative parts of solutions. Of course in this case we understand the equations above by the convention u s = |u| s−1 u, s > 0, u ∈ R, and we replace µ with its total variation |µ| in the definition of [µ]. .2)). It is known ( [4] ) that any initial datum µ to a nonnegative solution of (1.2) must fulfill the following necessary condition:
where Λ = 2/(a − m). Of course (1.7) does not place any restriction on the local regularity of µ if a < m + 2/N , in which case to any (e.g., finite) Radon measure corresponds a solution to (1.2). As a new result of the techniques introduced here, we can prove that, even in the case a > m + 2/N , (1.2) has a solution taking on an initial datum µ measure, provided [µ] < ∞, with ϑ such that a < m + 2/ϑ (this bound is optimal by (1.7)).
In the case when the principal part of equation (1.2) is replaced by the standard heat operator, we quote the papers [6] , [13] , [14] , [16] . We refer to [10] , [14] , [17] and to the literature quoted therein, for a discussion of the Morrey norms [µ] defined above, whose connection with initial value problems (mainly for semilinear parabolic equations) has been recently the subject of considerable interest. Parabolic equations with measure data are also treated in [8] .
The plan of the paper is as follows: in Section 2 we collect the a priori estimates needed to prove Theorem 1.1, whose proof is given in Section 3. Theorem 1.2 is proven in Section 4.
The a priori estimates
For technical reasons we need define, for
, for all 0 < t < T * , where Γ is a positive constant which can be chosen a priori (as a function of N , m, p, ϑ, ν and of [µ]), and which will be specified later. Of course we need also assume that, e.g.,
T
* is chosen so that R(T * ) = 1.
Note that the last assumption is meaningful because Γ is independent of T * . The connection between [u] t and u t is commented upon in Remark 2.2 below. Finally we define the constants
We can check at once that assumption ϑ(pν − m) < (2 − ν) may be written as ϑΘ < (2 + ϑ(m − 1)), and that Θ > 0 follows from our assumptions. The following sup estimate will be instrumental in proving our existence result.
Lemma 2.1. Let u be a continuous nonnegative subsolution of (1.1a) in S. Assume also that a time 0 < T < T * is given so that
Here γ = γ(N, m, p, ν).
Proof. 1) Fix a ball B ρ ⊂ R N , and 0 < t < T , with R(t) ≤ ρ. Let {k n } be defined by k n = k(1 − 2 −n−1 ), for all n ≥ 0, with k > 0 to be chosen. Let also {Q n } be a suitable sequence of cylinders approaching (from the outside) Q ∞ = B ρ/2 × (t/2, t).
Choose as a testing function in (1.5) η = (u − k n ) + ζ 2 n , ζ n being a standard cutoff function in Q n , such that ζ n ≡ 1 in Q n+1 . Then we estimate the right-hand side of (1.5) by Young's inequality, getting
Standard calculations then prove that the integral multiplied by ε in (2.3) may be absorbed in the left-hand side of (1.5), and that sup 0<τ <t Bρ
The recursive inequality (2.4) allows us to develop an iteration process eventually leading to
Here γ = γ(N, m, p, ν). We refer the reader to [3] , without reproducing the details here.
2) For all 0 < t < T , B ρ ⊂ R N , ρ = R(t), we get by virtue of (2.5)
whence (2.2) by plugging in the definition of R(t).
The second ingredient we need is an estimate of the term containing |Du p | ν in (1.5).
Lemma 2.2. Let the assumptions of Lemma 2.1 be fulfilled. For
λ ∈ (0, 2), σ > 0, define H = H(λ, σ) def = λ 2 − λ (2σ − m) − 1.
Assume that H > 0, ϑH < 2 + ϑ(m − 1). Then we have, for all
where U (t) = sup 0<τ <t u(·, τ) 1,Bρ . In (2.6) γ = γ (N, m, ν, p, λ, σ, ϑ) .
Proof. Let R(t) ≤ ρ ≤ 1, and choose in (1.5) the testing function η = t β ζ 2 u r , with ζ = ζ(x) a standard cutoff function in B ρ , ζ ≡ 1 in B ρ/2 , |Dζ| ≤ γ/ρ. Here β > 0, r > 0 are to be chosen. The left-hand side of (1.5) is then bounded below by
(2.7)
(All the double integrals in the present proof are calculated over B ρ ×(0, t).) We are assuming that β, r are such that the integrals in (2.7) are finite (see (2.9) below). The right-hand side of (1.5) can be bounded above by means of Young's inequality, as in (2.3), to get, with the help of (2.7),
In the last majorization we have made use of assumption (2.1). Owing to the sup estimate provided by Lemma 2.1 we may further bound J 1 above by
Next we estimate by Hölder's inequality and by (2.8)
Assume from now on
Then, we get
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Note that by substituting (2.12) in (2.10), we get (2.6) after easy calculations. It is therefore only left to prove that β, r can be chosen so as to fulfill (2.9), (2.11), (2.13) . This is a trivial task if ϑ = 0. Assume then ϑ > 0, and fix arbitrarily 0 < β < (2 − λ)/λ. (2.14)
We write (2.13) as
and we combine (2.9), (2.11) in the form
It is easy to check that z 0 < z 1 , as a consequence of the assumption ϑH < 2 + ϑ(m − 1) and of (2.14). Finally we fix r > 0 such that r ∈ (z 0 , z 1 ). This concludes the proof. 
16). Also, U (t) is substituted with U (t)
1−h(1−λ/2) in (2.6), and with U (t) 1−h in (2.12).
From now on we specialise the choice of the constant Γ appearing in the definition of R(t) to
where C > 0 will be chosen below as a function of N , p, m, ν, and ϑ. (Obviously we may assume [µ] > 0 throughout.) Remark 2.2. By definition it holds u t ≤ [u] t . Moreover, using Lemma 2.1 to estimate the integrals over B ρ , with 0 < ρ < R(τ), appearing in the definition of [u] t , we find also
Here T is chosen as in Lemma (2.1), and we have used (2.17) too.
Let us conclude this section with the following lemma, giving a priori bounds of a (regular) solution to (1.1) in terms of the initial datum.
Lemma 2.3. Let u ≥ 0 be a uniformly continuous and bounded solution to
and (2.1), (2.2) hold for 0 < t < T 0 . Here γ = γ (N, m, ν, p, ϑ) .
Proof. Define t 0 = sup{0 < T < T * | (2.1) holds, where Γ is given by (2.17)}, and assume m > 1 for the sake of definiteness; the case m = 1 can be handled similarly, recalling Remark 2.1. Choose 0 < t < t 0 , and let B ρ ⊂ R N be any ball with radius R(t) ≤ ρ ≤ 1, centered at an arbitrarily fixed x 0 ∈ R N . If ζ is a standard cutoff function in B ρ , ζ ≡ 1 in B ρ/2 , we find after straightforward calculations
On multiplying both sides by ρ ϑ |B ρ | −1 we find employing Lemma 2.2,
, for all 0 < t < t 0 , R(t) ≤ ρ ≤ 1. Taking into account that x 0 ∈ R N has been chosen arbitrarily, it is immediately seen, by a standard covering argument, that we have in fact proven
where the meaning of L and M is obvious. Let us remark that γ 2 in (2.18) depends on the same quantities determining the constants γ in Lemmata 2.1, and 2.2, but it does not depend on C. Next we define
where the (small) constant δ > 0 is to be chosen. Note that t 1 , t 2 are well defined because the stipulated assumptions make sure that u t is continuous in [0, T * ], and that the exponent of t in M is positive. Let t 3 = min(t 0 , t 1 , t 2 ). Then for 0 < t < t 3 we have
provided C is suitably chosen. Then, if we also choose δ < (4γ 2 ) −1 , it follows from (2.18)
As noted in Remark 2.2, (2.20), together with Lemma 2.1, provides us with the sought after estimate for [u] t . Therefore all the claims made in the statement will follow, using the sup estimates proven in this section, provided we show that we can indeed find a quantitative estimate below t 3 ≥ T 0 , with T 0 as above. We may assume t 3 < T * , since the estimate is otherwise trivial. First, we note that (2.20) implies that t 3 < t 1 . Next, let us rule out the case t 3 = t 0 . To this end, we show that, for a suitable choice of C and δ, the left-hand side of (2.1) is bounded away from 1 up to t = t 3 . As a matter of fact, Lemma 2.1, together with (2.20), implies
if C is chosen large enough, and then δ in the definition of t 2 is chosen small enough. Let us remark that this can be done safely, as the constant γ in (2.21) is known a priori, and, especially, it does not depend on C or δ. Finally, we are left with the task of estimating below t 3 = t 2 . But this can be accomplished at once, by replacing u t with 2γ 1 [µ] in the definition of t 2 , owing to (2.20).
Proof of Theorem 1.1
We construct a sequence of approximating problems for n = 1, 2, . . . ,
, u 0n → µ in the sense of measures as n → ∞. We can assume without loss of generality that [u 0n ] ≤ γ(N ) [µ] . Existence of a smooth solution u n to (3.1) follows from standard parabolic theory. Let us remark that the estimates in section 2 can be applied to u n , because it is a smooth subsolution to (1.1a); even Lemma 2.3 holds true for each u n , its proof being based upon the a priori estimates of Lemmata 2.1 and 2.2. Then, by the mentioned a priori estimates and by standard calculations, we find for any compact set K ⊂ S T0 = R N × (0, T 0 ) where T 0 is defined as in Lemma 2.3. Note that T 0 , and the bounds in (3.2), do not depend on n. As a consequence of the quoted results of [9] , one gets uniform Hölder estimates for the sequence {u n }, in each compact set contained in S T0 . Then we may assume u n → u uniformly on compact subsets of S T0 . (3.3) In order to prove (1.5), we of course need take the limit n → ∞ in the corresponding weak formulation of (3.1). The uniform estimates (3.2), and (3.3), allow us to take immediately the limit in the left-hand side of (1.5). The right-hand side, being nonlinear in Du, requires further discussion.
Let us consider first the case m > 1, Multiply the equation in (3.1) against u uw dx ≥ γ 0 ρ −ϑ , (4.6b) for t small and ρ = ρ(t) defined above. On letting t → 0 it is easily seen that inequalities (4.6) imply ν < 2 and ϑ ≤ (2 − ν)/(pν − m). 
