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L'objetif d'un générateur de nombres aléatoires (RNG, Random Number Generator)
est de produire une séquene binaire aléatoire indépendante, impréditible et uniformé-
ment répartie. Les RNG sont néessaires dans toutes sortes d'appliations, par exemple, en
ryptographie, téléommuniations, simulations numériques, test de iruits VLSI (Very-
Large-Sale Integration) ou enore dans des algorithmes probabilistes. Le nombre d'appli-
ations embarquées néessitant des RNG matériels augmente onstamment, spéialement
au sein des iruits reongurables, Field Programmable Gate Array (FPGA), systèmes
sur pue (System On-Chip (SoC)) . L'augmentation de la fréquene de es iruits et la
baisse régulière de leur oût ouvrent de nouvelles voies dans le domaine de la oneption
de générateurs de nombres aléatoires au sein des iruits VLSI.
En vue de la oneption matérielle d'un RNG, la solution est d'utiliser un généra-
teur hybride omposé d'un générateur vraiment aléatoire (TRNG, True Random Number
Generator) et d'un générateur pseudo-aléatoire (PRNG, Pseudo Random Number Generator).
Les PRNG étant basés sur des algorithmes déterministes. Ils sont périodiques et doivent
être initialisés par un TRNG. Le veteur d'initialisation est appelé un germe ou semene
(seed). Malgré leur périodiité, les PRNG permettent d'atteindre des débits élevés. De
plus, en fontion de la qualité du germe, un PRNG est apable de générer une séquene
fortement aléatoire. Les TRNG sont quant à eux basés sur une soure de bruit physique
(e.g. bruit thermique, gigue de phase d'un osillateur) et dépendent fortement de la qualité
de leur implantation. La séquene produite par un TRNG est généralement biaisée, 'est
à dire que ertaines séquenes de nombres aléatoires sont plus fréquemment observées que
d'autres. Par onséquent, un proessus de post-traitement est souvent ajouté an de déor-
réler la séquene produite, engendrant une diminution du débit du générateur ainsi qu'un
sur-oût en termes de surfae et de onsommation d'énergie du iruit. La majorité des
TRNG implantés au sein des iruits VLSI utilisent la gigue produite par un osillateur ou
la métastabilité d'un signal.
Prouver mathématiquement qu'un PRNG est aléatoire est généralement diile voire
impossible. Les générateurs pseudo-aléatoires sont en pratique souvent évalués via l'uti-
lisation de tests statistiques. Plusieurs batteries de tests existent dans la littérature. Les
plus onnues sont Diehard [MZ93℄, NIST [RSNMS01℄ ainsi que les tests statistiques dérits
par D. Knuth dans [Knu97℄. L'évaluation d'un TRNG est beauoup plus omplexe que
elle d'un PRNG. La qualité d'un TRNG est fontion de la soure de bruit utilisée, de
l'environnement extérieur au iruit et de la qualité d'implantation au sein du iruit iblé.
La méthode la plus élégante lors de la validation d'un TRNG est de fournir un modèle
stohastique de la soure de bruit utilisée par le générateur [Sh03℄ [KS08℄. L'objetif des
modèles stohastiques est de déterminer l'entropie de la soure aléatoire ou au moins une
borne minimale de elle-i. Cependant, la omplexité mathématique des modèles rend leur
utilisation souvent déliate. Par onséquent, deux batteries de tests statistiques sont très
généralement utilisées, le FIPS 140-2 [Nat99b℄ et l'AIS 31 [KS01℄.
Problématique et ontribution
L'objetif de ette thèse est de proposer un RNG possédant un débit élevé, failement
implantable au sein d'un iruit reongurable et très robuste. La robustesse du générateur
orrespond à la qualité onstante du TRNG malgré des variations de l'environnement, des
attaques externes potentielles et du vieillissement des omposants.
Choisir un TRNG parmi tous eux existants dans la littérature peut s'avérer une tâhe
déliate. Lors de la validation, il est très rare qu'un onepteur d'un TRNG ne ompare
les performanes du générateur proposé ave elles obtenues par des solutions déjà exis-
tantes. La dépendane d'un générateur ave le iruit iblé, l'implantation eetuée par
les onepteurs et l'environnement extérieur dans lequel le iruit a été validé rendent les
omparaisons diiles. A notre onnaissane, auune étude parue dans la littérature ne
porte sur la omparaison de la qualité des générateurs existants. Il est par onséquent
diile de séletionner un TRNG. De plus, dans un ontexte matériel (e.g. implantation
FPGA), la surfae et la onsommation du iruit sont des ritères importants néessitant
d'être évalués.
Une des problématiques de l'étude est onsarée à l'évaluation de TRNG réemment
parus dans la littérature. Les générateurs testés sont séletionnés pour la possibilité d'im-
planter eux-i au sein d'un maximums de ibles reongurables. Une méthode d'évalua-
tion rapide et eae basée sur l'utilisation de tests statistiques matériels est proposée.
Les TRNG, implantés au sein du même iruit reongurable (i.e. FPGA) sont analysés en
temps réel dans les mêmes onditions réelles d'utilisation (environnement extérieur, bruit
d'alimentation). La méthode permet de omparer la qualité des TRNG entres eux. De
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plus, la méthode présentée permet d'optimiser les performanes des TRNG. À partir des
tests statistiques, les débits maximum des TRNG implantés au sein du iruit iblé sont
reherhés. Les débits trouvés, supérieurs à eux présentés par les onepteurs, montrent
l'intérêt d'utiliser les tests statistiques matériels pour pré-aratériser le fontionnement
d'un TRNG et optimiser leur débit.
À partir de l'étude préédente, un TRNG est séletionné pour ses propriétés statis-
tiques. Une arhiteture de générateur hybride permettant de produire des nombres aléa-
toires uniformes à très haut débit est ensuite proposée. Cependant, omme le montre le
hapitre II, malgré la qualité du générateur séletionné, l'aléa en sortie du TRNG peut
varier au ours du temps à ause d'attaques externes possibles sur le iruit, de la variation
des onditions extérieures ou enore du vieillissement des omposants. La qualité aléatoire
de la séquene de germes produite par un TRNG est primordiale pour assurer l'imprédi-
tibilité d'un PRNG. An d'améliorer la robustesse d'un TRNG, des méanismes de tests
statistiques en ligne doivent être mis en ÷uvre. Ainsi, une évaluation en temps réel du
omportement du générateur est réalisée et les séquenes défaillanes générées par elui-i
sont évitées. Cette étude propose d'utiliser une implantation eae de la batterie du FIPS
140-2. La surfae négligeable du iruit au sein des FPGA atuels et les performanes ob-
tenues par le omposant permettent de ontrler la qualité du TRNG séletionné en temps
réel.
Après séletion d'un TRNG pour des performanes et de méanismes de test en ligne, un
PRNG de très bonne qualité est séletionné. Le prinipe du générateur hybride produisant
des nombres aléatoires uniformes à très haut débit est présenté dans la gure 0-1. Une
implantation du générateur au sein d'un iruit reongurable et au sein d'un iruit ASIC
est réalisée.
Source de 



























Figure 0-1  Présentation du générateur proposé. Le iruit, implanté au sein d'un FPGA,
est omposé d'un TRNG et d'un PRNG. La séquene aléatoire produite par le TRNG est
analysée en temps réel, par des méanismes de test en ligne. En as de défaillanes im-
portantes du générateur, une alarme est levée et les séquenes déientes sont supprimées.
L'analyse permet d'assurer un veteur d'initialisation très aléatoire.
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L'étude menée sur le RNG hybride a débouhé sur un partenariat industriel réalisé
ave une entreprise spéialisée en ryptographie à travers le projet ple images et réseaux
SPRING (Shelf Proof Random Integrated Number Generator). L'entreprise propose une
solution permettant d'assurer la ondentialité, l'intégrité et/ou la non intereption des
données transmises à travers un anal de transmission. La solution est basée sur l'algo-
rithme des masques jetables. Le prinipe de fontionnement est de hirer haque texte
lair à partir d'une lé aléatoire dont la longueur est supérieure ou égale à elle du message.
Chaque lé n'est utilisée qu'une seule fois. Le nombre de lés requis, la longueur de elles-
i et la transmission des lés à travers le anal de transmission engendrent une mise en
÷uvre très oûteuse. L'utilisation d'une lé unique par hirement impose un débit élevé
au générateur de nombres aléatoires et une qualité irréprohable.
Dans le adre du projet SPRING, notre objetif a été de proposer à l'entreprise de rypto-
graphie un RNG failement implantable au sein d'une multitude de iruits reongurables
et des méanismes de ontrle de qualité peu oûteux en termes de surfae. Le iruit dé-
veloppé est atuellement utilisé au sein de la solution proposée par l'entreprise. De plus,
une lé usb générant des nombres aléatoires uniformes sera ommerialisée sous peu par
l'entreprise à partir des travaux réalisés.
Le iruit présenté dans la gure 0-1 permet de générer des nombres aléatoires uniformes
à haut débit. Dans ertaines appliations, il est parfois néessaire de générer des nombres
aléatoires suivant une distribution de probabilité diérente. Par exemple, omme le pré-
sente la gure 0-2, en ommuniations numériques, il est souvent néessaire de onnaître le
taux d'erreur binaire d'une haîne de transmission. Le taux d'erreur binaire orrespond à
une mesure relative du nombre d'erreur binaire mesuré en sortie d'une transmission numé-
rique. Les erreurs sont généralement engendrées par le anal de transmission [Pro00℄ et des
modèles de anaux de transmission sont souvent utilisés pour simuler le omportement de
tel système. Cependant, les taux d'erreurs binaires atuels (i.e. 10−9) entraînent la réalisa-
tion d'un grand nombre de simulations (i.e. supérieur à 1014). La omplexité des modèles
de anaux de transmission engendre des temps de alul très importants. Une alternative
pour améliorer la rapidité des simulations est d'implanter le modèle de anal de transmis-
sion en matériel, au sein de iruits reongurables. En ommuniations numériques, un
modèle de anal de transmission souvent utilisé est un anal ave bruit gaussien additif.
Celui-i néessite l'utilisation d'un générateur de bruit gaussien (GRNG). L'implantation
matérielle d'un GRNG est déliate ar des fontions omplexes sont souvent utilisées par
les algorithmes. De plus, la préision élevée requise peut engendrer une surfae non négli-
geable. À partir de l'utilisation du iruit présenté dans la gure 0-1, l'implantation d'un
générateur de nombres aléatoires gaussiens à très haut débit est présenté. Par ailleurs, le
















Figure 0-2  Système de ommuniations numériques ave proessus de ompression des
données et de protetion ontre les erreurs de transmission.
Plan du mémoire
Ce travail de reherhe est présenté au travers de quatre hapitres. Le premier hapitre
introduit le onept de générateurs de nombres aléatoires. Le prinipe de fontionnement
et les appliations des générateurs sont présentés. Cei permet de omprendre l'importane
de générer une séquene fortement aléatoire. Un état de l'art des générateurs vraiment aléa-
toires est réalisé. Cette partie présente les limites des TRNG atuels. Enn, les méthodes
d'évaluation des TRNG sont expliitées.
Le deuxième hapitre est onsaré à l'évaluation sur ible FPGA de TRNG réemment
parus dans la littérature. Ce hapitre étudie la variation de la qualité aléatoire des TRNG
analysés en fontion de la ible visée, de l'ativité du iruit et de l'environnement extérieur.
De plus, la surfae et la onsommation des TRNG sont évaluées. Ce hapitre permet la
séletion d'un TRNG d'exellente qualité.
Le troisième hapitre présente l'implantation du générateur hybride proposé. Le RNG
est omposé d'un TRNG séletionné pour ses propriétés statistiques, de méanismes de test
en ligne et d'un PRNG réputé. Après analyse des performanes obtenues par le système,
un simulateur matériel d'un anal à bruit gaussien additif et d'un anal de Rayleigh est
réalisé sur ible FPGA et ASIC.
Le quatrième hapitre dérit une étude annexe réalisée au ours de la thèse onsistant à
reherher un générateur pseudo-aléatoire optimisé selon un ompromis qualité/oût ma-
tériel. L'objetif est de trouver un générateur pseudo-aléatoire protant de la struture
systolique d'un FPGA. Les automates ellulaires possèdent une struture intéressante
pour atteindre des débits maximum. Cependant, malgré leur simpliité, prédire le ompor-
tement d'un CA en fontion de la règle utilisée est très diile. Ce hapitre propose une
solution permettant la reherhe exhaustive de la règle optimale d'un automate ellulaire
à 5 voisins.
Enn, le dernier hapitre onlut e doument en résumant les apports des travaux






Cette partie introduit le onept de générateur de nombres aléatoires. Dans un premier
temps, après avoir déni la notion de séquene aléatoire, quelques appliations néessitant
l'utilisation d'un RNG sont présentées. Dans la setion 3, un état de l'art des TRNG
implantés au sein des iruits reongurables (FPGA) est eetué. Cette partie permet
de omprendre les limites des TRNG atuels. Enn, la setion 4 réalise une synthèse des
méthodes de validation d'un TRNG.
2 Rle et prinipe de fontionnement
2.1 Définitions préliminaires
Séquene binaire aléatoire
Une séquene binaire x onstituée de l bits est dite aléatoire lorsque les l bits sont
indépendants, impréditibles et équiprobables [Knu97℄.
Différene entre une séquene de nombres aléatoires et une séquene de
bits aléatoires
Par abus de langage, un générateur de nombres aléatoires et un générateur de bits
aléatoires désignent souvent la même notion. Leur objetif est de générer une séquene de
mots aléatoires. Les mots appartiennent à un alphabet ni A. Dans le as d'un générateur
de bits aléatoires, l'alphabet est de dimension 2 et A = {0, 1}. An d'obtenir des nombres
aléatoires, il est possible de regrouper les bits suessifs en sortie du générateur de bits
aléatoires.
Générateur de nombres aléatoires (RNG)
Setion 2 - Rle et prinipe de fontionnement
Un générateur de nombres aléatoires est un algorithme déterministe ou indéterministe
permettant de générer une séquene binaire x uniforme, impréditible et indépendante.
Prouver mathématiquement qu'un générateur est aléatoire est souvent diile. Par onsé-
quent, des batteries de tests statistiques sont utilisées an de vérier si la séquene générée
est réellement aléatoire.
Deux grandes familles de générateurs existent : les générateurs vraiment aléatoires
(TRNG) et les générateurs pseudo-aléatoires (PRNG). Les TRNG sont basés sur des
soures de bruit physique non déterministes. Les soures de bruit généralement utilisées en
életronique sont le bruit thermique, la gigue produite par un osillateur ou la métastabilité
d'une basule. La gigue orrespond à la déviation d'un signal par rapport à son ompor-
tement idéal. La séquene générée par un TRNG est généralement biaisée. Un étage de
post-traitement est souvent ajouté an de réduire la orrélation. L'ajout de e omposant
engendre une diminution du débit du TRNG ainsi qu'une augmentation de la puissane
onsommée.
Les PRNG sont des algorithmes déterministes basés sur une équation. Un grand nombre
de PRNG existent dans la littérature. On note en partiulier les générateurs ongruentiels
linéaires, le générateur Mersenne Twister, Fibonai, Blum Blum Shub et bien d'autres.
Un état de l'art des PRNG existants est réalisé dans [Knu97℄. Les PRNG produisent une
séquene périodique. Malgré leur périodiité, les PRNG sont souvent utilisés en VLSI ar
ils permettent d'atteindre des débits très élevés. Cependant, les PRNG sont initialisés par
les TRNG. Le veteur d'initialisation est appelé une semene ou germe (seed). En fontion
de la qualité de elle-i, un PRNG est apable de produire une séquene ayant une entropie
élevée.






Figure 1-1  Générateur aléatoire hybride omposé d'un TRNG et d'un PRNG.
Par onvention, au sein de e doument, les variables aléatoires sont notées en lettres
apitales et les réalisations de elles-i, en lettres minusules.
2.2 Appliations
Dans ette setion, trois domaines néessitant l'utilisation de générateurs de nombres
aléatoires sont présentés : la ryptographie, les simulations de Monte-Carlo et les ommu-
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niations numériques. L'objetif n'est pas d'expliquer les subtilités de es appliations mais
plutt de présenter l'importane des générateurs de nombres aléatoires.
2.2-1 Cryptographie
Généralités
La ryptographie est une disipline de la ryptologie. L'objetif est de séuriser la trans-
mission d'informations, son stokage ou enore son authentiation. La ondentialité, l'in-
tégrité des données, l'authentiation d'une entité ou enore la onnaissane de l'origine
d'une donnée sont des tâhes qu'un système ryptographique doit réaliser ave suès.
Utilisée depuis l'antiquité, la ryptographie onnaît un engouement très important depuis
les années 70. Cei a été favorisé par les travaux de Shannon en 1949 [Sha49℄, qui ont
permis de poser les bases théoriques de la ryptographie moderne.
Pour présenter les algorithmes de ryptographie, ette partie repose sur une ommu-
niation entre deux interlouteurs Alie et Bob. Le système ryptographique est dit sûr,
si auun ennemi (Osar dans l'exemple) n'est apable d'aéder aux informations serètes
éhangées entre Alie et Bob. Alie souhaite émettre un message x à Bob. x doit être
hiré à partir d'une lé notée e. Le hirement est rendu possible grâe à une fontion de
hirement notée Ee. Le message hiré y est obtenu par
y = Ee(x). (1-1)
A la réeption du message y, Bob doit le déhirer. Le déhirement est réalisé par une
fontion de déhirement, Dd. Le message x est obtenu par
x = Dd(y). (1-2)
Un système ryptographique est déni par :
 un ensemble ni M de blos de textes lairs ;
 un ensemble ni C de blos de textes hirés ;
 un ensemble ni K de lés ;
 un ensemble de fontions de hirement Ee :M→ C tel que Ee soit injetive 1 ;
 un ensemble de fontions de déhirement Dd : C →M tel que Ee ◦Dd = ID, où ID
représente la fontion identité.




pi log pi, (1-3)
Shannon dénit la notion de séurité inonditionnelle. La variable aléatoire X est disrète
et peut prendre n valeurs possibles : x1, ..., xn ave une probabilité non nulle donnée par
pi = P (X = xi). (1-4)
1. Une appliation f : E → F est injetive si ∀(x, y) ∈ E2, ∀x 6= y, f(x) 6= f(y).
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L'entropie H(X) est une mesure de l'inertitude. L'entropie est maximale lorsque la
variable aléatoire X est équidistribuée sur {x1, ..., xn}. Par opposition, H(X) est minimale
si X est presque sûrement onstante.
Shannon onsidère les messages de textes lairs possibles x ∈M omme étant les réali-
sations d'une variable aléatoire X et les textes hirés y ∈ C omme les réalisations d'une
variable aléatoire Y . Osar est suseptible de onnaître les ensembles M, C,K ainsi que le
texte hiré y. Par onséquent, la séurité du système ne peut pas reposer seulement sur
les fontions de hirement et de déhirement. Shannon démontre qu'un système est dit
inonditionnellement sûr lorsque H(X|Y ) = H(X). La onnaissane d'un message hiré
n'apporte auune information sur le message lair. De plus, si K représente la variable
aléatoire pouvant prendre les diérentes valeurs de la lé k ∈ K, il est possible de démon-
ter que H(X|Y ) ≤ H(K|Y ). Cette expression signie que l'inertitude sur X onnaissant
Y est inférieure ou égale à l'inertitude sur K onnaissant Y . De plus, dans un système
inonditionnellement sûr, H(X|Y ) = H(X) don H(K) ≥ H(X). Ce résultat implique
que la séurité d'un système inonditionnellement sûr repose sur la qualité aléatoire de la
lé. D'après [KIKS04℄, la résistane d'un algorithme ryptographique fae à un ennemi est
fontion du hoix et de la politique de gestion des lés aléatoires. La dénition d'un système
inonditionnellement sûr peut aussi être vue de la manière suivante. Soit deux messages
quelonques appartenant à M : x1 et x2, la probabilité que y ∈ C soit le hirement de x1
doit être égale à la probabilité que y soit le hirement de x2. D'après [Cor06℄, ette séurité
n'est possible que si la longueur en nombre de bits du message x est inférieure ou égale à
elle de la lé aléatoire. Cei est démontré à partir de l'inéquation H(K) ≥ H(X). D'après
[Cor06℄, et inonvénient onstitue une limitation importante. Eetivement, l'idéal serait
de hirer un message à l'aide d'une lé de longueur faible. D'après [Cor06℄, la dénition
d'un système inonditionnellement sûr exprimée par Shannon ne peut être utilisée. La sé-
urité d'un système doit être en relation ave les moyens informatiques dont dispose un
ennemi.
Deux grandes familles d'algorithmes ryptographiques existent : la ryptographie symé-
trique et la ryptographie asymétrique [KIKS04℄.
Cryptographie symétrique
Les algorithmes de ryptographie symétrique utilisent des lés privées. Soit un ensemble
ni de fontions de hirement {Ee : e ∈ K} et un ensemble ni de fontions de déhire-
ment {Dd : d ∈ K}. L'algorithme de hirement est dit symétrique si à partir de la lé e, il
est possible de déterminer failement la lé d. Généralement, les algorithmes symétriques
utilisent les mêmes lés lors du hirement et du déhirement, soit e = d. Dans un algo-
rithme à lé privée (ou symétrique), la séurité repose sur la lé. Alie et Bob possèdent
tous les deux la même lé pour hirer et déhirer un message. La lé doit rester inonnue
des ennemis. Par onséquent, la lé e utilisée par Alie doit être envoyée à Bob grâe à un
anal séurisé. Ainsi, la lé doit être aléatoire et être renouvelée lors de haque hangement
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de session ou régulièrement durant une longue session.
Le hirage de l'information est généralement réalisé par des hirement par blo. Un
hirement par blo E est une fontion prenant en paramètre une lé e et un texte lair
x d'une longueur nie. E génère un texte hiré de longueur nie [Cor06℄ à partir d'un
message en lair et d'une lé (ou hirement en blo). Deux types de hirement par
blo existent, les hirements par substitution et les hirements par transposition. Un
hirement par substitution est un hirement par blo dans lequel les symboles sont
remplaés par d'autres symboles. Un hirements par transposition est un hirement par
blo dans lequel est réalisée une permutation sur les symboles de haque blo à hirer.
[MVO96℄ explique en détail le fontionnement des hirement par blo. Un autre moyen
de hirer une information dans un algorithme à lé privée est d'utiliser des hirements
par ot. Les hirements par ot sont des hirements par blo de longueur égale à un.
Si la probabilité d'erreur de transmission sur un anal est élevée, les hirements par
ot permettent de ne pas propager d'erreur de transmission. Lors de l'utilisation d'un
algorithme à lé privée, il a été vu que le problème est de réaliser l'éhange de la lé entre
Alie et Bob. La néessité d'avoir un anal séurisé est une ontrainte forte. Pour éviter
ela, il est possible d'utiliser un protoole de Die-Hellman [MVO96℄.
Les algorithmes DES (Data Enryption Standard) [Nat99a℄, 3DES (Triple DES ) [Nat08℄
et AES (Advaned Enryption Standard) [Nat01℄ sont des exemples de systèmes à rypto-
graphie symétrique.
Cryptographie asymétrique
Les algorithmes de ryptographie asymétrique dièrent entre autres dans la gestion de
la lé. Soit un ensemble ni de fontions de hirement {Ee : e ∈ K} et de déhirement
{Dd : d ∈ K}. La tehnique repose sur l'hypothèse suivante. Quel que soit le message émis
par Alie y ∈ C, pour toutes les paires de transformation (Ee,Dd), il est impossible (ou
très diile) de trouver le message lair x ∈ M tel que Ee(x) = y. Par onséquent, pour
tout e, il est impossible de trouver d. Si Alie et Bob désirent ommuniquer ensemble, Bob
séletionne une paire de lés (e, d) et envoie e à Alie par un anal non séurisé. Alie,
après avoir reçu e, envoie un message x à Bob. Alie alule y = Ee(x) puis le fait parvenir
à Bob. A la réeption, Bob alule la transformation inverse x = Dd(y). La séurité repose
sur le fait que, même onnaissant e, un attaquant n'est pas apable de aluler d.
La ryptographie asymétrique (ou lé publique) néessite d'authentier les émetteurs
des messages. An de montrer la néessité d'introduire un protoole d'authentiation,
un exemple est donné. Un éhange d'information est réalisé entre Alie et Bob. Osar
va remplaer Alie aux yeux de Bob. Osar envoie à Alie une lé notée e1. Alie envoie
un message à Bob. Osar interepte le message émis puis le déhire ave sa propre lé
d1. Étant donné qu'Osar a interepté la lé de Bob e, il est apable de hirer le message
venant d'Alie. Par onséquent, Osar envoie le message à Bob. Ce sénario montre l'intérêt
de mettre en plae une authentiation des lés publiques. Si Alie désire émettre un
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message à Bob, elle doit être sûre de hirer son information par la lé de Bob. La proédure
d'authentiation est détaillée dans [MVO96℄.
Les algorithmes RSA (issu du nom des inventeurs Rivest, Shamir et Adleman) [RSA78℄
et ECC (Ellipti Curve Cryptosystems) [HMV03℄ sont des exemples de système à ryp-
tographie asymétrique. Un exemple d'implémentation d'un algorithme à lef asymétrique
dans la séurisation des réseaux GSM, GPRS et UMTS est donné dans [GMV03℄.
Attaques d'un système ryptographique
Lors de l'implantation d'algorithmes ryptographiques en matériel ou en logiiel lorsque
eux-i sont exéutés sur un proesseur, par exemple, eux-i présentent parfois des aléas de
fontionnement [MCL06℄. Les systèmes sont par onséquent vulnérables aux attaques d'en-
nemis. Les deux grandes familles d'attaques sont les attaques invasives (invasive attaks)
(IA) et les attaques non invasives (non-invasive attaks) (NIA).
Les IA réalisent du reverse engineering et néessitent du matériel de laboratoire onsé-
quent. Les NIA protent des faiblesses de l'implantation matérielle, omme par exemple
les variations du temps d'exéution, de la puissane onsommée ou enore des émissions
életromagnétiques [MCL06℄. A partir du/des relevés de es diérentes informations issues
de l'exéution de l'algorithme, l'extration de paramètres statistiques peut révéler ertaines
inonnues du système. Deux méthodes sont reonnues dans la littérature : la dierential
power analysis (DPA) [KJJ99℄ et la dierential fault analysis (DFA). La DPA exploite la
puissane onsommée et la DFA tente d'injeter des fautes dans le système pour trouver
ses aratéristiques [BECH
+
06℄. Par exemple, les glith attaks tentent d'inuener l'ali-
mentation, la masse ou l'horloge an de déstabiliser le système. Une autre injetion de
fautes est réalisée par des attaques à lumières plus ou moins visibles qui entraînent des
perturbations au niveau des semi-onduteurs. D'après [MCL06℄, ertaines solutions per-
mettent de lutter ontre les attaques par DPA en diminuant la puissane onsommée ou
en modiant l'algorithme du ryptosystème an de déorréler les états des entrées et la
puissane onsommée. Par ontre, d'après [SPRQ06℄, lutter ontre es attaques est diile.
Diminuer la puissane n'exlut pas totalement le risque d'une attaque par DPA ou bien
sûr par d'autres méthodes : les timing attaks, les DFA ou enore les attaques par lumière.
De plus, l'implantation des algorithmes ryptographiques, omme l'AES, le DES ou
enore le RSA au sein des artes à pues (smart-ards) représente une ible faile pour les
DFA. Ces iruits sont optimisés an de rendre leur intégration élevée tout en minimisant
leur onsommation. D'après [MCL06℄, es iruits présentent par onséquent une faiblesse
à l'injetion de fautes. Après avoir montré le prinipe de fontionnement d'une reherhe
de lé dans le DES, [MCL06℄ présente une arhiteture tentant de protéger l'algorithme
ontre les DFA. Un o-proesseur est rajouté an de déteter et de orriger les fautes de
transitions. Le o-proesseur réplique les parties vulnérables du système aux attaques par
fautes. [BECH
+
06℄ présente les méthodes utilisées pour réaliser une injetion de fautes an
de asser la séurité d'algorithmes ryptographiques reonnus, omme le RSA, le DES ou
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enore le protoole d'éhange de lé dans le DES. Des solutions matérielles et logiielles
permettant de lutter ontre l'injetion de fautes sont présentées.
[SPRQ06℄ présente une autre approhe que la DPA permettant d'attaquer un système
à partir de sa puissane onsommée. Le prinipe de fontionnement est d'eetuer une
analyse statistique basée sur la réalisation de mesures de orrélation. La tehnique, nom-
mée orrelation power analysis (CPA) permet une meilleure utilisation du ourant de fuite.
[SPRQ06℄ présente une analyse de la CPA d'une manière théorique. La puissane onsom-
mée en CMOS étant proportionnelle à la fréquene des transitions, l'objetif est de prédire
le nombre de transitions qu'engendre une lé. La orrélation entre la prédition et la puis-
sane mesurée est alulée. Si la orrélation est maximale, la lé est trouvée. La méthode
possède l'inonvénient de réaliser beauoup de aluls d'autoorrélation. [SPRQ06℄ présente
quatre méthodes permettant de lutter ontrer les attaques utilisant la puissane onsom-
mée. Deux de elles-i néessitent un générateur de nombres aléatoires. Par ontre, auune
méthode ne permet de prouver la séurité théorique du système [SPRQ06℄. La seule solution
permettant d'atteindre un niveau de séurité aeptable est de réaliser une ombinaison de
plusieurs tehniques.
Beauoup de méthodes d'attaque de systèmes ryptographiques existent dans la litté-
rature. L'objetif ii est de prendre onsiene de la vulnérabilité des systèmes ryptogra-
phique fae aux attaques.
Cette setion a présenté des tehniques utilisées en ryptographie. L'objetif n'était pas
d'expliquer les méthodes existantes mais plutt de présenter la problématique de ette dis-
ipline. Il a été vu qu'en pratique, la séurité inonditionnelle d'un système est diilement
démontrable. Par onséquent, des méthodes d'attaques permettent de asser les ryptosys-
tèmes. D'après [BMV06℄, haque module ryptographique a une durée de vie limitée allant
de inq à dix ans. De plus, ette partie a montré l'importane des lés aléatoires dans les
algorithmes ryptographiques. Dans es appliations, la faiblesse d'une séquene aléatoire
peut provoquer la défaillane totale de la séurité du système. Cei impose d'utiliser des
générateurs de nombres aléatoires de qualité.
L'implantation au sein des iruits embarqués de modules ryptographiques est une
réelle demande. Malheureusement, l'implantation de protooles de signature numérique ou
d'algorithmes de ryptographie est inadaptée à es iruits (onsommation d'énergie et
faible densité d'intégration). Par onséquent, travailler sur l'implantation des algorithmes
de ryptographie est néessaire an d'adapter le besoin en séurité de es iruits ave leurs
possibilités [BMV06℄.
Un grand nombre d'appliations ryptographiques reposent sur les propriétés statis-
tiques d'une lé (impréditibilité). En as de défaillane de elle-i, le système peut être
totalement vulnérable. Cei montre l'importane de la génération des lés aléatoires au sein
des iruits ryptographiques.
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2.2-2 Méthodes de Monte-Carlo
Il est parfois diile d'analyser un proessus physique ou un modèle mathématique.
Dans ertains as, l'utilisation de nombres aléatoires est néessaire pour résoudre un pro-
blème diile [Jam80℄. La méthode de Monte-Carlo est une tehnique de simulation numé-
rique très utile et utilisée pour approher l'intégrale d'une fontion multi-dimensionnelle.






il est possible de tirer au hasard n nombres aléatoires xi ∈ [a, b] en suivant une loi uniforme.






onverge vers le résultat désiré et résoud l'intégrale (1-5). Les méthodes de Monte-Carlo
peuvent être vues omme un problème d'estimation. L'estimateur de Monte-Carlo de (1-
5) est don (1-6). L'objetif est d'avoir un estimateur non biaisé minimisant la variane.
La lenteur de la onvergene de la méthode est l'inonvénient majeur. Par ontre, elle-i
est insensible à la dimension du problème (de la fontion à intégrer) et à la régularité de
la fontion. Pour réduire le temps de onvergene, il est possible d'utiliser des tehniques
de diminution de la variane (variane-reduing tehniques) [Jam80℄. L'inonvénient de
es tehniques est qu'elles néessitent des onnaissanes a priori sur les statistiques du
problème. Par onséquent une autre tehnique est utilisée : la rédution de la variane de
manière adaptative (adaptative variane-reduing tehniques) [Jam80℄.
Les méthodes de Monte-Carlo néessitent don un générateur de nombres aléatoires
performant et de qualité. Dans le passé, la faible onnaissane de la théorie des générateurs
de nombres aléatoires a été un frein aux simulations de Monte-Carlo. La qualité de eux-i
était relativement faible, leurs périodes étaient petites et la sortie des RNG était souvent
orrélée. Par onséquent, une extension de la méthode de Monte-Carlo a été onçue : les
méthodes de quasi Monte-Carlo (QMC). Ces méthodes relâhent des ontraintes sur la
génération des variables aléatoires. L'objetif des générateurs est de remplir des onditions
propres aux simulations de QMC. Par exemple, la orrélation présente en sortie de RNG est
admise. De plus, la variation de l'uniformité des variables aléatoires (v.a.) pour ertaines
distributions doit être inférieure à elle d'une v.a. générée par un générateur vraiment
aléatoire.
Dans ertaines simulations, la v.a. générée doit suivre une autre loi que la loi uniforme.
Par exemple, il est souvent néessaire que la distribution de la v.a. suive une loi : gaussienne,
exponentielle, binomiale ou enore de Poisson. [Jam80℄ et [ST91℄ expliquent omment ob-
tenir de telles lois à partir d'une série de v.a. uniformes.
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2.2-3 Communiations numériques
Utilisés lors de la simulation d'un anal de transmission (radio, laire, satellite), les
générateurs de nombres aléatoires permettent d'approher la réponse fréquentielle du anal
de transmission. Par ailleurs, les RNG sont néessaires lors de l'estimation d'un anal de
transmission. Pour obtenir la réponse impulsionnelle d'un anal, une méthode simple est
d'attaquer elui-i par un éhelon. En pratique, une séquene aléatoire est préférée à un
éhelon ar elle-i possède une puissane moyenne supérieure et par onséquent un meilleur
rapport signal à bruit (SNR) pour la même puissane transmise [Skl01℄. [CLLL06℄ montre
l'importane d'utiliser une séquene pseudo-aléatoire an de traquer la variation de la
réponse impulsionnelle du anal de transmission.
Les RNG sont requis lors d'un étalement de spetre (spread-spetrum tehniques) utili-
sant la tehnique direte [Skl01℄. La tehnique est requise par exemple dans les ommuni-
ations militaires. An de dissimuler l'information transmise, elle-i est odée grâe à une
séquene pseudo-aléatoire (pseudonoise sequene) [Skl01℄.
Les générateurs de nombres aléatoires sont aussi utilisés pour réaliser la simulation d'un
anal de ommuniation (e.g. anaux MIMO [VY03℄). Généralement, la loi utilisée est une
loi normale. Une loi normale est obtenue à partir d'une loi uniforme. Plusieurs tehniques
permettent de réaliser ette transformation. Celles-i reposent généralement sur l'utilisa-
tion d'une fontion non-linéaire. Le prinipe de base de ette transformation repose sur le
théorème entral limite. La somme de n variables aléatoires uniformes suit une loi normale
lorsque n est grand. La lenteur de la méthode est un frein à son utilisation. An d'améliorer
la rapidité, d'autres tehniques ont été étudiées. La méthode de Wallae [Wal96℄ possède
l'avantage de ne pas néessiter de fontions non-linéaires. La méthode exprime la sortie
du générateur à l'étape i en fontion des sorties préédentes. Par onséquent, la séquene
générée est orrélée [Lee06℄. La orrélation peut être diminuée à un niveau aeptable en
hoisissant les paramètres optimaux à ette méthode [Lee06℄. [LLV
+
05℄ et [LLVC04℄ pré-
sentent une implantation matérielle de la méthode de Wallae. Une autre méthode est
l'aeptation-refus (rejetion-aeptane method). L'inonvénient de la méthode est qu'elle
utilise des boules onditionnelles. Par onséquent, le débit en sortie n'est pas régulier.
La méthode de Box-Muller, ave ou sans utilisation du théorème entral limite, est une
alternative aux deux solutions préédentes. La méthode onsiste à réaliser des transforma-
tions non-linéaires sur la séquene uniforme de départ. Les fontions néessaires sont le
logarithme, la raine arrée, le osinus et le sinus. [BDG03℄ et [LLVC04℄ ont implanté la
méthode de Box-Muller au sein d'un FPGA. An de orriger les erreurs de aluls lors de
l'implantation en virgule xe, [BDG03℄ et [LLVC04℄ utilisent le théorème entral limite.
[ABS05℄ propose aussi une implantation matérielle de la méthode. Une extension de la
tehnique de Box-Muller existe, il s'agit de la méthode de Box-Muller modiée (aussi ap-
pelée polar method) [ST91℄. L'inonvénient de la méthode de Box-Muller modiée est que
elle-i repose sur une méthode d'aeptation-refus. Par onséquent, le débit en sortie n'est
pas régulier. [ST91℄ présente aussi la méthode de Ziggurat. Enn la dernière tehnique est
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d'utiliser la fontion de répartition inverse de la loi normale. Une table de orrespondane
permet de réaliser diretement la transformation. La solution est diilement réalisable en
raison du oût mémoire [LLV
+
05℄. Il est parfois néessaire de générer des variables aléa-
toires orrélées. [MC94℄ présente une méthode générant deux variables aléatoires uniformes
dont la orrélation est ontrlée. An de tester la qualité de la distribution des lois normales
obtenues, la séquene binaire est analysée par des tests d'adéquation (goodness-of-t test).
D'après [LLV
+
05℄ et [LLVC04℄, les tests du Chi-deux (ou Chi-arré χ2) et d'Anderson-
Darling sont performants pour tester la distribution obtenue.
3 Générateurs de nombres vraiment aléatoires
Comme présenté dans la gure 1-2, un TRNG peut être déomposé en trois parties, le
bruit physique, un éhantillonneur et un module de post-traitement [KS01℄. Les signaux
en sortie de l'éhantillonneur et du post-traitement sont souvent appelés bruit analogique
éhantillonné (noté DAS pour Digitized Analog Signal) et nombres aléatoires internes. Les
réalisations des v.a. DAS et des nombres aléatoires internes sont notées respetivement
r1, r2, . . . et y1, y2, . . ..
Une unité de post-traitement est souvent requise dans la onstrution des TRNG. Son
rle est de orriger les imperfetions présentes sur le signal DAS. Un grand nombre de
tehniques existent dans la litérature, tel que les extrateurs de Von Neumann, les fontions












Figure 1-2  Déomposition d'un générateur vraiment aléatoire. Un TRNG peut être dé-
omposé en trois parties, le bruit physique, un éhantillonneur et un module de post-
traitement
La plupart des TRNG basés sur des tehniques életroniques et implantés sur ible VLSI
utilise la gigue de phase (ou jitter) d'un ou plusieurs osillateurs. La gigue désigne la dévia-
tion d'un signal par rapport à son omportement idéal. La gigue est ausée par des bruits
déterministes (bruit d'alimentation, bruit de ouplages) et aléatoires (bruit de substrat,
variation de la température). Par ailleurs, la gigue dépend fortement de l'osillateur utilisé
au sein du TRNG (souvent une boule à verrouillage de phase (PLL) ou un osillateur
à anneau) [Fah05℄. En pratique, la gigue peut être inuenée par des bruits externes au
iruit et par son ativité. Cette faiblesse rend ertaines attaques réalisables, par exemple
en soumettant le iruit à des onditions externes qualiées d'hostiles.
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Par rapport aux nombreux PRNG existants, un nombre limité de TRNG implantés
sur ible matérielle FPGA et ASIC existent dans la littérature. Au sein des iruits, la
tehnique la plus utilisée est basée sur l'éhantillonnage d'osillateurs (Osillator Sampling)
(OS). Cependant, un TRNG basé sur une ampliation direte d'un bruit physique ou sur
l'utilisation d'un signal métastable est parfois renontré.
3.1 TRNG basés sur l'amplifiation d'un bruit physique
3.1-1 TRNG proposé par Bagini et al.
Bagini et al. [BB99℄ présentent un TRNG utilisant une soure de bruit analogique
externe et un éhantillonneur numérique. Le shéma de prinipe du générateur est présenté
dans la gure 1-3. [BB99℄ fournit un modèle analytique du générateur exprimant la relation
entre le débit de elui-i et la orrélation de la sortie aléatoire. Il est montré que le TRNG
est résistant aux variations des onditions externes et des omposants. De plus, d'après
[BB99℄, il n'est pas néessaire de ontrler le générateur via l'utilisation de tests statistiques.












Figure 1-3  Shéma de prinipe du TRNG [BB99℄. Les prinipaux blos omposant le
TRNG sont une soure de bruit physique externe, un étage de ltrage et un omparateur
à hystérésis.
3.1-2 TRNG proposé par Jun et al.
Un autre exemple d'ampliation direte d'une soure de bruit physique a été proposé
par Intel dans [JK99℄. Le shéma de prinipe du générateur est présenté dans la gure 1-4.
Le bruit thermique du générateur est obtenu en soustrayant les signaux relevés en sortie de
deux résistanes. Cei améliore la robustesse du système ontre les variations de l'alimen-
tation et de l'environement extérieur. La diérene des deux signaux impliquant un bruit
thermique est ensuite ampliée. Le signal obtenu est appliqué en entrée d'un osillateur
ontrlé en tension (VCO). La sortie du VCO est éhantillonnée par l'horloge Clk. Un
déorrélateur de type Von-Neumann est appliqué sur le signal DAS. Avant d'être utilisée,
la sortie du TRNG est transformée par une fontion de hahage, le SHA-1. D'après [JK99℄,
le débit du générateur est égal à 75 kb/s e qui reste un débit très faible.
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Figure 1-4  Shéma de prinipe du TRNG [JK99℄. Le bruit thermique du générateur
est obtenu en soustrayant les signaux relevés en sortie de deux résistanes. La diérene
des deux signaux impliquant un bruit thermique est ensuite ampliée. Le signal obtenu
est appliqué en entrée d'un osillateur ontlé en tension (VCO) puis éhantillonnée par
l'horloge Clk.
Ces iruits utilisant des soures de bruits analogiques sont diilement implantables
au sein des iruits reongurables. De plus, le faible débit de es TRNG limite l'utilisation
d'une tehnique de type ampliation direte.
3.2 TRNG basés sur l'éhantillonnage d'osillateurs
Un éhantillonnage d'osillateurs (OS) est basé sur l'utilisation du bruit de gigue généré
par un osillateur. Comme le présente la gure 1-5, le prinipe est de réaliser l'éhantillon-
nage d'une horloge haute fréquene (Fh) par une horloge basse fréquene (Fl). La gigue
dépend de la tehnique d'osillateur utilisée. Plusieurs solutions sont possibles. L'horloge
touhée par la gigue peut être produite à partir d'une horloge externe ou d'un osillateur
interne au iruit (FPGA ou ASIC). Cette partie présente les OS implantés au sein des






Figure 1-5  Fontionnement d'un OS selon [TLL03℄. Le prinipe est de réaliser l'éhan-
tillonnage d'une horloge haute fréquene (Fh) par une horloge basse fréquene (Fl).
3.2-1 TRNG proposé par Tsoi et al.
Tsoi et al. [TLL03℄ présentent l'implantation d'un OS au sein d'un FPGA. Le signal
Fl est réé à partir d'un osillateur externe au iruit. L'osillateur permet d'augmenter
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la gigue présente sur Fl. L'éhantillonnage est réalisé au sein du FPGA. Le shéma de
prinipe du générateur est donné dans la gure 1-5. Comme le montre la gure 1-6, an de
diminuer le biais présent sur la sortie générée, une porte XOR est utilisée (xor extrator).
Le iruit de déorrélation engendre une forte diminution du débit du TRNG. D'après
[TLL03℄, ertains paramètres peuvent dégrader grandement la qualité de la séquene issue
du TRNG. Un hoix judiieux de la fréquene du signal (Fl) doit être réalisé. De plus, une
trop forte diminution de la gigue présente sur Fl engendre une forte orrélation. Cei peut
entraîner la préditibilité du générateur. Enn, le rapport entre les périodes des signaux Fl
(TFl) et Fh (TFl) doit être hoisi orretement (TFl ≥ 0.75TFh). Le TRNG fontionne à une
fréquene maximale de 266 MHz (les fréquenes respetives de Fl et Fh sont égales à 266
MHz et à 400 MHz). Le TRNG possède un débit de 29 kb/s. L'inonvénient du générateur
est la néessité d'utiliser un iruit externe au FPGA, diminuant par onséquent la séurité
du système.





Figure 1-6  Implantation de l'OS selon [TLL03℄. Déorrélateur utilisé par le générateur.
Au sein des iruits ryptographiques, l'utilisation d'une horloge externe est à éviter.
L'objetif est de minimiser les possibilités d'attaques sur le TRNG. Une des solutions
proposée an de orriger ette faiblesse est d'utiliser un osillateur interne au iruit re-
ongurable.
3.2-2 TRNG proposé par Fisher et al.
Fisher et al. [FDvB04℄ présentent un OS utilisant la gigue réée par une boule à
verrouillage de phase (PLL). Ce générateur, introduit dans [FD03℄ est un des premiers
TRNG à avoir été implanté dans une ible FPGA. Plusieurs implantations de e type ont
ensuite été rapportées dans la littérature (FPGA Altera, FPGA Atel).
Le prinipe de fontionnement du générateur est de traquer la gigue relative entre deux
signaux d'horloges. A la diérene de [TLL03℄, [FDvB04℄ n'utilise pas néessairement une
horloge basse fréquene. Dans [FDvB04℄, les deux signaux d'horloges sont générés à partir
de blos PLL (boule à verrouillage de phase). La variation de bruit dans une PLL engendre
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une variation de la fréquene du signal généré. Un iruit de ontrle asservit la fréquene
du signal généré à la fréquene désirée. Cette variation représente la gigue. Le shéma de
prinipe du générateur est donné dans la gure 1-7.
Décimateur
(       )PLL
D Q




Figure 1-7  Implantation de l'OS à partir de deux PLL, selon [FDvB04℄. Le prinipe de
fontionnement du générateur est de traquer la gigue relative entre deux signaux d'horloges.
Les deux signaux d'horloges sont générés à partir de blos PLL. La variation de bruit dans
une PLL engendre une variation de la fréquene du signal généré. Cette variation représente
la gigue.
La gigue se situe autour des fronts montants et desendants du signal CLJ . Les fréquenes















où MCLK , DCLK , MCLJ et DCLJ désignent les paramètres des PLL.
Pendant une période du générateur T , KD fronts montants de CLK et 2KM fronts
montants et desendants de CLJ surviennent. Ainsi, KD valeurs de CLJ sont éhantillon-
nées et au moins une de elles-i doit être aetée par la gigue. Si TCLK désigne la période
de l'horloge CLK et TCLJ elle de l'horloge CLJ , la période du générateur est donnée par
T = KDTCLK = KMTCLJ . (1-9)
Deux onditions doivent être remplies pour assurer le aratère aléatoire de la séquene
générée. Les paramètres KM et KD doivent être premiers entre eux pour assurer une
répartition uniforme des bits en sortie du générateur. Par onséquent, pgcd(KM ,KD) = 1,
où pgcd désigne le plus grand diviseur ommun. De plus, pendant T , au moins un front
montant de CLK doit éhantillonner le signal CLJ pendant un de ses fronts montants ou
desendants (moment présentant l'eet de gigue). D'après [FDvB04℄, dans le pire des as,
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En hoisissant les paramètres KM , KD et FCLJ à partir de (1-10), il est possible de
borner la valeur de max(△Tmin) par l'éart type de la gigue de l'osillateur σjit
σjit > max(△Tmin). (1-11)











Figure 1-8  Observation d'un éhantillonnage ritique dans [FDvB04℄.
Le bit de sortie du générateur x(nT ) est déduit des KD valeurs éhantillonnées de CLJ .
An de réduire la orrélation présente en sortie du TRNG, [FDvB04℄ utilise un déimateur
basé sur l'utilisation d'une porte XOR
x(nT ) = q(nT )⊕ q(nT − TCLK)⊕ ...⊕ q(nT − (KD − 1)TCLK), (1-12)
où ⊕ désigne l'opérateur XOR et q(nT ) désigne l'éhantillonnage du signal CLJ par le
signal CLK.
[FDvB04℄ étudie la variation des performanes de l'OS lorsque les deux horloges sont
générées à partir de diérentes PLL (Enhaned PLL (EPLL) et Fast PLL (FPLL)). La
meilleure onguration est obtenue lorsque deux EPLL sont utilisées.
De plus, [FDvB04℄ montre que si (1-11) n'est pas satisfaite, la qualité du TRNG peut
être améliorée en ajoutant une ligne de retard. Cei est présenté dans la gure 1-9. Le
orreteur basé sur l'opérateur XOR permet d'augmenter la probabilité de reouvrement
entre le front montant de CLK et les fronts de CLJ .
L'utilisation d'une ligne de propagation permet de rendre équivalente toutes les ongu-
rations. Par ailleurs, [FDvB04℄ montre qu'une plus longue ligne de propagation permet de
diminuer le biais du générateur.
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Figure 1-9  Mise en plae de la ligne de retard dans [FDvB04℄. Ehantillonnage du signal
CLJ retardé par plusieurs délais puis ombinaison des sorties par une porte XOR.
À partir de (1-11), [FDvB04℄ montre la dépendane entre le débit du TRNG et la gigue
présente
FCLI max(△Tmin) = 1
4MCLKMCLJ
, (1-13)
où FCLI désigne la fréquene du signal d'entrée. Pour la fréquene de FCLI xée, minimiser





Par onséquent, augmenter le débit revient à minimiser DCLK et DCLJ . [FDvB04℄ a im-
planté le générateur au sein d'une arte de développement Altera NIOS APEX20K200. Les
paramètres du système sont KM = 785, KD = 1272 et max(△Tmin) = TCLK4KM = 7.2 ps
< σjit. [FDvB04℄ a aussi implanté le générateur sur une arte Altera Stratix EP1S25. Un
débit maximal de 1 Mb/s est obtenu.
[SFDF06℄ propose un modèle probabiliste permettant de prédire le biais produit en sortie
du TRNG [FDvB04℄. Le modèle est basé sur la onnaissane du nombre de bits aléatoires
dans les KD bits réoltés avant l'étage de post-traitement. Il repose sur l'indépendane
entre les KD bits. Malheureusement, en fontion de la onguration des horloges CLK et
CLJ , le modèle n'est pas toujours valide.
Une alternative à l'utilisation de boules à verrouillage de phase est d'utiliser un ou
plusieurs osillateurs à anneaux.
L'avantage des OS utilisant une tehnologie à base d'osillateurs à anneau (RO) est la
portabilité de l'implantation dans les iruits VLSI ou FPGA. Un osillateur à anneau est
onstitué d'un nombre impair d'inverseurs onnetés en série. La sortie du dernier inverseur
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reboule sur l'entrée du premier. Un signal d'horloge dont la période est proportionnelle
au nombre d'inverseurs ainsi qu'à leur temps de traversée est ainsi obtenu. L'inonvénient
des RO est leur sensibilité aux bruits extérieurs (température, perturbations életromagné-
tiques, bruits d'alimentation), à l'ativité avoisinante et au taux d'oupation du iruit.
3.2-3 TRNG proposé par Bui et al.
A partir de la oneption d'un osillateur full-ustom inluant une soure de bruit, le
TRNG présenté par Bui et al. [BGL
+
03℄ possède un débit de 10 Mb/s et satisfait les
tests statistiques du FIPS 140-2. La gure 1-10 présente le fontionnement du TRNG. La
fréquene de l'osillateur rapide (CLKFAST ) est égale à 1 GHz. L'horloge CLKJIT possède
une fréquene moyenne de 10 MHz. La gigue présente sur le signal CLKJIT est égale à un
dixième de sa période d'horloge. La variane de la gigue de CLKJIT est supposée être supé-
rieure à elle du signal haute fréquene. L'hypothèse permet de supposer la non orrélation
des éhantillons générés par le TRNG. Dans la gure 1-10, le fateur NPRE est utiliser an
de tester plusieurs débits. Par ailleurs, d'après [BGL
+
03℄, le fateur pourrait être adapté
à partir de l'évaluation de la qualité du générateur par l'étage de post-traitement.
D Q ][iBIT Post traitement
RNGCLKDiviseur









Figure 1-10  Prinipe de fontionnement de l'OS selon [BGL
+
03℄. L'osillateur rapide
(CLKFAST ) est implanté par un RO omportant 10 inverseurs, sa fréquene est de 1 GHz.
L'horloge CLKJIT possède une fréquene moyenne de 10 MHz. Le post-traitement permet
de ontrler le fateur NPRE an d'adapter la fréquene du signal CLKRNG.
An d'analyser le omportement statistique de la soure de bruit, [BGL
+
03℄ pose quatre
hypothèses. Comme présenté dans la gure 1-11, la période du signal CLKRNG (TCLKRNG)
est supposée suivre une loi normale. De plus, la gigue présente sur l'horloge haute fréquene





est supposée vériée. Dans (1-15), TCLKFAST et E désignent respetivement la période du
signal CLKFAST et l'espérane mathématique. Enn, la diérene de phase (t0) entre les
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signaux CLKFAST et CLKRNG appartient à l'intervalle [0, TCLKFAST ] (voir la gure 1-11).
RNGCLKT






Figure 1-11  Signal en sortie des osillateurs selon [BGL
+
03℄.
À partir des hypothèses posées, [BGL
+
03℄ exprime la probabilité de transition du signal
BIT [i] par
Pt = P [BIT [i] 6= BIT [i− 1]]. (1-16)
Dans un générateur idéal, la probabilité de transition est égale à 1/2. A partir de la gure







où d ∈ [dmin, dmax] est la durée pendant laquelle l'horloge CLKFAST est à l'état haut et
p(TCLKRNG) désigne la densité de probabilité de la gigue présente sur le signal CLKRNG.
D'après [BGL
+
03℄, la somme innie dans (1-17) est approximée par une somme nie dans
laquelle j ∈ [jmin, jmax] ave jmaxTCLKRNG ≥ 3σTCLKRNG où σTCLKRNG orrespond à
l'éart type de la gigue présente sur le signal TCLKRNG .
Le générateur réussit les tests statistiques du FIPS 140-2. Une ritique du générateur
est qu'il néglige la gigue présente dans l'horloge rapide. L'horloge est générée à partir d'un
osillateur à anneau. Les RO sont pourtant onnus pour leurs gigues importantes (gigue
aléatoire et gigue déterministe). De plus, [BGL
+
03℄ néglige le glissement entre les deux
signaux d'horloges engendrés par la gigue. Une dernière ritique de [BGL
+
03℄ est à propos
de la base mathématique du TRNG. La onstrution du générateur est basée sur l'expres-
sion de la probabilité de transition Pt. Pt est approximée par une somme nie de termes
dépendants du paramètre d'éart type de l'horloge CLK (σTCLKRNG ). Dans des ondi-
tions réelles d'utilisation, [BGL
+
03℄ ne tient pas ompte de la variation de e paramètre.
L'approximation de Pt peut devenir non valide en raison de la variation de la gigue.
3.2-4 TRNG proposé par Kohlbrenner et al.
Une variante de TRNG utilisant des osillateurs à anneau est présentée par Kohlbrenner
et al. [KG04℄. Le prinipe du iruit est toujours le même. Deux horloges sont fournies
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par deux RO. Les périodes des deux horloges sont légèrement diérentes. La gure 1-12
présente le fontionnement du TRNG. Les deux osillateurs à anneau sont implantés selon
la struture donnée dans la gure 1-13 qui se ompose de deux basules D dont l'entrée





















Figure 1-12  Shéma de prinipe du TRNG selon [KG04℄. Deux horloges sont fournies par






Figure 1-13  Shéma de l'osillateur à anneau selon [KG04℄.
Le blo éhantillonneur donné dans la gure 1-14 a pour objetif d'extraire la gigue présente
sur les deux horloges issues des RO. Les signaux R0, S0 et E0 sont des signaux de ontrle.
Le hronogramme fourni à la gure 1-15 illustre le fontionnement de l'éhantillonnage.
Lors de la présene de gigue sur le signal d'horloge Clk0, le signal S0 est modié. La gigue
est traquée à partir du signal C0. C0 réalise le omptage modulo 2 du nombre de yles
pendant lequel le signal S0 est à l'état haut. Une variation de la gigue fait varier S0 et
par onséquent la valeur du ompteur. A haque front montant du signal S0, un nouveau
bit est mis en sortie, le bit BitReady passe à l'état haut et le ompteur C0 est réinitialisé
à 0. Au ours du fontionnement, il peut arriver que les fronts des horloges Clk0 et Clk1
deviennent très prohes, générant ainsi en sortie du TRNG des bits fortement orrélés. Le
blo ontrleur dans la gure 1-12 permet de déteter et aléa de fontionnement. Si le
signal S0 est à l'état haut pendant un faible nombre de yles d'horloge, les bits aléatoires
ne sont pas mis en sortie. De même, le iruit ontrleur permet de déteter lorsque les
fronts des deux horloges sont trop éloignés.
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Figure 1-14  Shéma de prinipe du blo éhantillonneur de [KG04℄. Les signaux R0, S0







Figure 1-15  Chronogramme de fontionnement de l'éhantillonneur de [KG04℄.
L'inonvénient de e TRNG est que le fontionnement dépend fortement de l'implan-
tation. La fréquene du générateur dépend des délais de propagation à travers les portes
des RO ainsi que des délais de routage introduits par les boules de retour. La oneption
de e iruit impose de prédire les deux grandeurs. Le délai de propagation au travers des
portes du RO peut être approximé à partir de la tehnologie utilisée. Cei est réalisable
pour des ASIC mais devient diile dans les iruits FPGA où peu d'informations sont
fournies par les onstruteurs. De plus, le délai de routage est diilement préditible au
sein des FPGA ar il dépend de l'implantation du RO mais aussi de la taille du iruit.
Dans [KG04℄, le RO est implanté dans un blo logique programmable (Congurable
Logi Blok (CLB)). En fontion du CLB utilisé, la fréquene du RO varie de 7% [KG04℄.
La boule de retour du RO est réalisée en onnetant la sortie du CLB à sa propre en-
trée. D'après [KG04℄, il est diile de mesurer la fréquene d'horloge des RO ar elle-i
dépend fortement de la température ainsi que de l'ativité du iruit autour des CLB. Par
onséquent, les deux RO sont routés l'un à oté de l'autre. An de diminuer la orrélation,
[KG04℄ modie le shéma présenté dans la gure 1-12 par un montage utilisant quatre
osillateurs à anneau où eux-i sont éhantillonnés par un inquième RO. A haque yle,
un déorrélateur basé sur une porte XOR est réalisé sur les sorties des quatre RO. De plus,
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an d'éviter une métastabilité sur le signal S0, [KG04℄ insère une basule D en sortie de e
signal. La séquene générée est biaisée. Par onséquent, un déorrélateur XOR est utilisé.
Les bits issus du TRNG sont regroupés par paquets de deux bits. Le résultat de l'opéra-
tion XOR réalisée sur es bits est mis en sortie. Le TRNG développé est implanté dans
un FPGA Xilinx Virtex XCV1000. Le débit obtenu est égal à 295.76 kb/s. Le générateur
valide les tests statistiques du NIST.
Un inonvénient de la solution présentée dans [KG04℄ est la sensibilité aux bruits de
ross-talk. La boule de retour du RO peut être soumise à des perturbations externes au-
sées par la forte ativité du iruit. Par onséquent, si une erreur hange l'état du RO, le
fontionnement du générateur peut être fortement dégradé. De plus, le débit du TRNG est
faible. Un autre inonvénient est que le TRNG ne prend pas en ompte l'évolution de la
gigue au ours du temps. Plus les RO fontionnent, plus la gigue s'aumule. Un eet mé-
moire engendrant une orrélation en sortie est ainsi obtenu. De plus, le fontionnement du
TRNG dépend fortement de l'implantation et de la tehnologie utilisée. [KG04℄ ne fournit
pas de modèle générique permettant de porter le TRNG sur une autre ible. Implanter le
générateur néessiterait de faire au préalable des mesures de fréquene des RO ainsi que
de leur gigue. Enn, [KG04℄ ne donne que peu d'informations sur le omportement du blo
ontrleur présent dans la gure 1-12.
3.2-5 TRNG proposé par Tkaik et al.
Tkaik et al. dans [Tka02℄ proposent un générateur hybride omposé de deux soures
aléatoires et de deux générateurs pseudo-aléatoires. La gure 1-16 donne le shéma de
prinipe du générateur. Deux PRNG sont utilisés : un automate ellulaire (CA) ayant 3
voisins et 37 ellules et un registre à déalage à rétroation linéaire (Linear Feedbak Shift
Register) (LFSR) de longueur 43. Dans l'automate ellulaire, toutes les ellules sauf une
suivent la même règle. Le générateur vraiment aléatoire est omposé de deux osillateurs
à anneau. L'aléa du générateur est réé par la gigue des osillateurs.
Cependant, la orrélation générée en sortie n'est pas étudiée. De plus, auune tehnique
d'extration n'est réalisée en sortie des RO. Malgré la failité d'implantation de e généra-
teur, sa séletion est à déonseiller ar auune étude n'a été faite sur son entropie et auun
débit n'est fourni. Enn, le méanisme de séletion des 32 bits n'est pas préisé. D'après
[Tka02℄, le TRNG valide les tests statistiques Diehard. [Di03℄ a démontré la faible séurité
du générateur. La soure d'entropie, limitée à deux osillateurs à anneau est trop limitée.
De plus, l'utilisation d'un générateur pseudo-aléatoire linéaire rend possible la onstru-
tion d'un modèle linéaire et sa résolution. À partir de la prédition des fréquenes des deux
horloges, [Di03℄ montre la préditibilité du TRNG.
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Figure 1-16  Shéma du générateur hybride de [Tka02℄. Le TRNG est omposé de deux
soures aléatoires (deux RO) et de deux générateurs pseudo-aléatoires, un LFSR et un
automate ellulaire).
3.2-6 TRNG proposé par Sunar et al.
Sunar et al. dans [SMS07℄ présentent un TRNG utilisant l'aléa produit par un grand
nombre de RO. La gure 1-17 présente le prinipe de fontionnement du générateur. Le
TRNG est onstitué de 114 RO omposés de 13 inverseurs. À partir de l'hypothèse d'une
gigue normale N(µ, σ2), le nombre optimal de RO ainsi que le nombre d'inverseurs requis
sont alulés.
Étant donné le nombre trop élevé de RO, le nombre d'osillateurs minimal permettant
de satisfaire un ertain ritère d'entropie est alulé. La sortie générée par le TRNG est
onstituée de bits aléatoires et de bits déterministes. Par onséquent, un extrateur d'aléa
est utilisé an de séletionner les bits aléatoires. Une fontion résiliente (resilient funtion)
est hoisie puis réalisée en logiiel à partir d'un ode BCH (256,16,113). Le débit atteint
par le TRNG est de 2.5 Mb/s (à partir d'une fréquene d'éhantillonnage de 40 MHz).
Un intérêt de [SMS07℄ est la modélisation du générateur. L'éhantillonnage des osilla-
teurs est vu omme étant un problème de olleteur de oupons. La période (T ) d'un RO
est divisée en N urnes. [SMS07℄ alule le nombre d'osillateurs minimum permettant de
remplir au moins une fration des urnes par un bit vraiment aléatoire.
L'inonvénient du TRNG est le nombre d'osillateurs requis. De plus, [SMS07℄ arme
que la gigue présente entre haque RO est indépendante. Pourtant la gigue réée par les
RO dépend fortement de la température. Étant donné la proximité des RO, une orrélation
entre les diérents RO est forément obtenue.
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Figure 1-17  Shéma de prinipe du TRNG de [SMS07℄. Le TRNG est onstitué de 114
RO omposés de 13 inverseurs. Combinaison des sorties des RO par un arbre de XOR. Une
fontion résiliente (resilient funtion) est hoisie puis réalisée en logiiel à partir d'un ode
BCH (256,16,113) pour déorréler la signal DAS.
3.2-7 Améliorations proposées par Shellekens et al.
Shellekens et al. dans [SPV06℄ ont implanté le TRNG développé dans [SMS07℄. Une
version minimale du TRNG omposé de 110 osillateurs possédant haun trois inverseurs
est proposée. Mais une solution plus robuste est d'utiliser 210 osillateurs à trois inverseurs.
D'après [SPV06℄, diminuer le nombre d'inverseurs par osillateur permet d'augmenter la
gigue. Le TRNG réussit les tests statistiques Diehard et NIST.
3.2-8 Améliorations proposées par Yoo et al.
Yoo et al. dans [YSKB℄ étudient les problèmes de routage liés à la oneption des os-
illateurs à anneau présents dans le TRNG [SMS07℄. De plus, les eets de la variation de
la température et de l'alimentation sur le omportement du TRNG sont évalués en simu-
lation. Si la fréquene d'éhantillonnage de l'horloge Clk et la fréquene des osillateurs
ne sont pas premiers entre eux, la séquene binaire produite en sortie du TRNG peut être
totalement déterministe. En d'autres termes, la ondition pgcd(fClk, fRO) = 1 doit être
validée ave fClk et fRO désignant respetivement la fréquene du signal Clk (voir gure
1-17) et elle des osillateurs à anneau. De plus, [YSKB℄ montre de manière expérimentale
sur ible FPGA que la variation de la température et de la tension d'alimentation du iruit
fait varier la fréquene des osillateurs. Par onséquent, la ondition pgcd(fClk, fRO) = 1
n'est pas toujours valide. Cei présente une opportunité non-négligeable aux attaques non
invasives.
An d'améliorer la robustesse du TRNG, une arhiteture utilisant deux longueurs d'os-
illateurs à anneau est proposée. Le TRNG valide les tests Diehard et NIST pour un débit
de 67 Mb/s. La puissane onsommée par le générateur est égale à 300 mW et sa surfae
est d'environ 1000 LUT sur une ible FPGA Xilinx Virtex II.
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3.2-9 TRNG proposé par Bui et al.
Bui et al. dans [BGL
+
06℄ présentent l'implantation ASIC d'un RNG utilisant des
osillateurs à anneau. La gure 1-18 présente le prinipe du TRNG. Les partiularités
de la ontribution sont la oneption originale des osillateurs et le fontionnement du
générateur. Les deux horloges sont générées à partir d'un même iruit. La période des
horloges est similaire. L'aléa produit par le TRNG est engendré par la gigue relative entre
les deux horloges. Lorsque la gigue relative est supérieure à un ertain seuil, un bit aléatoire
est produit en sortie du TRNG. Un iruit de détetion de gigue est don prévu dans le
TRNG. À haque bit produit, les osillateurs sont réinitialisés.
Dans [BGL
+
06℄, le omportement du TRNG est simulé ave la suite de CAO Cadene
en utilisant une tehnologie 0.12 µm. D'après les simulations, les osillateurs doivent bou-
ler 100 fois sur eux-mêmes avant d'aumuler une gigue susante pour produire un bit
aléatoire. Le débit obtenu est en moyenne égal à 13 Mbit/s. Par ontre, le TRNG n'a pas été
fabriqué et n'a don pas été validé dans des onditions réelles de fontionnement ainsi que
par des batteries de tests statistiques. Mais la solution de [BGL
+
06℄ est très intéressante.
Le générateur est asynhrone et produit des bits aléatoires seulement lorsqu'une quantité













Figure 1-18  Shéma de prinipe du TRNG de [BGL
+
06℄. Les deux horloges sont générées
à partir de deux RO. L'aléa produit par le TRNG est engendré par la gigue relative entre
les deux horloges. Lorsque la gigue relative est supérieure à un ertain seuil, un bit aléatoire
est produit en sortie du TRNG.
3.2-10 TRNG proposé par Goli¢.
Goli¢ dans [Gol06℄ propose une méthode de TRNG basée sur l'utilisation de iruits
asynhrones utilisant des boules de retours. Les iruits mélangent la struture des RO et
le omportement des LFSR. Le shéma de prinipe du TRNG est présenté dans la gure 1-
19. Les gures 1-20 et 1-21 orrespondent respetivement aux shémas des osillateurs
à anneau de Fibonai (FIRO) et de Galois (GARO). La struture des osillateurs est
similaire à elle d'un LFSR sauf que les délais sont remplaés par des inverseurs. Les
boules de retour sont ontrlées à partir d'interrupteurs fi. Si, fi vaut 1 (respetivement
-30-
Chapitre I - État de l'art
0), l'interrupteur est fermé (respetivement ouvert). Un FIRO ou un GARO peut être






ave f0 = fN = 1.
Les deux osillateurs fournissent deux signaux périodiques pseudo-aléatoires. Cependant,
la période des deux signaux varie en fontion de la gigue induite par les inverseurs. Une
addition des deux signaux dans GF (2) est réalisée. Ensuite, la séquene résultante est
éhantillonnée par un troisième signal d'horloge produit à partir d'un RO. Le iruit de
post-traitement est réalisé à partir d'un LFSR. Le TRNG est failement implantable et
valide les tests statistiques Diehard.






Oscillateur à anneau de 
Galois
Figure 1-19  Shéma de prinipe du TRNG de [Gol06℄. Le TRNG est omposé d'un
osillateurs à anneau de Fibonai (FIRO), d'un osillateurs à anneau de Galois (GARO),
d'un RO lassique et d'un module de post-traitement (un LFSR).
1f 2f 1−Nf
Figure 1-20  Shéma de prinipe de l'osillateur à anneau de Fibonai selon [Gol06℄.
1f 2f 1−Nf
Figure 1-21  Shéma de prinipe de l'osillateur à anneau de Galois selon [Gol06℄.
L'innovation de [Gol06℄ est de montrer que la ombinaison d'un RO lassique ave une
boule de retour plus omplexe rend le omportement de l'osillateur fortement haotique.
De plus, les onditions à satisfaire an d'éviter qu'un FIRO et GARO ne tombent dans un
état stable sont démontrées.
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3.2-11 TRNG proposé par Dihtl et al.
Dihtl et al. dans [DG07℄ étendent les travaux présentés par [Gol06℄ en étudiant les
propriétés statistiques des osillateurs GARO et FIRO. [DG07℄ analyse la partie déter-
ministe des osillateurs. L'étude est menée en réinialisant un grand nombre de fois les
osillateurs dans un même état. [DG07℄ montre que la partie aléatoire des osillateurs est
plus importante qu'en utilisant un RO lassique.
À partir de ette étude, des TRNG utilisant la struture de FIRO et GARO sont
présentés. Le TRNG basé sur l'utilisation de GARO est présenté dans la gure 1-22. La
sortie du GARO est éhantillonnée par une basule D à la fréquene fCLK . Cependant,
pour réduire le biais obtenu, une basule intermédiaire fontionnant en mode toggle est
mise en plae entre la sortie du GARO et la basule D. La basule intermédiaire ompte le
nombre de transitions 0-1 eetuées par le signal osillant du GARO. Le polynme assoié
à la boule de retour utilisé pour le générateur GARO est
x31+x27+x23+x21+x20+x17+x16+x15+x13+x10+x9+x8+x6+x5+x4+x3+x+1. (1-19)
Le TRNG fontionne en mode redémarrage. Chaque fois qu'un nouveau bit aléatoire est
produit, le générateur est redémarré dans les mêmes onditions d'initialisation. Sous l'hy-
pothèse qu'après redémarrage, la soure aléatoire ne ontient pas de terme longuement ré-
siduel (eet mémoire), la soure aléatoire éhantillonnée est statistiquement indépendante.
Cependant, pour onrmer l'hypothèse, le générateur doit être gelé un temps susamment
long après arrêt de l'osillateur [DG07℄. Le générateur proède en trois étapes. Dans une
première phase, le générateur fontionne omme un RO lassique pendant 60 ns. Ensuite,
le TRNG est arrêté et les basules D maintiennent leurs états pendant 40 ns. Enn, le
générateur attend pendant 60 ns avant de regénérer un nouveau bit aléatoire. Le débit du




D Q Output bit
Figure 1-22  TRNG basé sur l'utilisation de GARO dans [DG07℄. Le TRNG est basé sur
l'utilisation d'un GARO. Un ompteur modulo deux ompte le nombre de transitions 0-1
eetuées par le signal osillant du GARO pendant un yle de l'horloge CLK. La sortie
du GARO est éhantillonnée par une basule D. Le TRNG ne néessite auun module de
post-traitement.
Le mode redémarrage est intéressant pour réduire la puissane onsommée par le gé-
nérateur ar le générateur peut être stoppé lorsqu'auun germe n'est néessaire. De plus,
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e mode de fontionnement est reommandé pour les appliations hautement séurisées
[DG07℄.
3.3 TRNG basés sur la métastabilité d'un signal
Une solution pour générer des nombres vraiment aléatoires est d'utiliser un omposant
métastable omme soure d'entropie. Cette sous partie, dérit le fontionnement de deux
TRNG utilisant e prinipe de fontionnement.
3.3-1 TRNG proposé par Epstein et al.
Le TRNG proposé par Epstein et al. dans [MLR
+
03℄ est présenté dans la gure 1-23.
Celui-i est omposé de deux multiplexeurs et de deux inverseurs. Le TRNG fontionne
suivant deux phases, une phase d'osillation et une seonde phase de métastabilité. Si
l'entrée Select est égale à 0, le TRNG se résume à deux RO lassiques. Lorsque Select
vaut 1, les inverseurs sont mis en asade et le iruit est stabilisé. La métastabilité du
iruit est renontrée lors d'une transition 0-1 sur le signal Select. Dans e as les phases
des osillateurs sont non synhronisées et le signal en sortie est impréditible. Le TRNG est
omposé de 15 instantiations du iruit présenté dans la gure 1-23. Un opérateur XOR
ombine les 15 sorties. Après utilisation d'un déorrélateur de Von-Neumann, le TRNG











Figure 1-23  Shéma de prinipe du TRNG de [MLR
+
03℄. Le TRNG est omposé de
deux multiplexeurs et de deux inverseurs. Le TRNG fontionne suivant deux phases, une
phase d'osillation et une seonde phase de métastabilité. Si l'entrée Select est égale à 0,
le TRNG se résume à deux RO lassiques. Lorsque Select vaut 1, les inverseurs sont mis
en asade et le iruit est stabilisé. La métastabilité du iruit est renontrée lors d'une
transition 0-1 sur le signal Select.
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3.3-2 TRNG proposé par Danger et al.
Le prinipe du TRNG proposé par Danger et al. [DGH07℄ est présenté à la gure 1-24.
Le générateur est basé sur les travaux introduits dans [DGH07℄. Le prinipe de fontionne-
ment du générateur est d'ajuster la valeur du délai d1 relativement à d2 an que la sortie
de la basule D soit dans un état métastable. Cependant, l'implantation d'un tel iruit
présente deux limitations. Premièrement, les basules D des FPGA sont onçues pour lut-
ter ontre les états instables. Si le délai d2 est réglé de telle manière à violer les temps de
onditionnement (temps de setup) et de maintien (temps de hold), la sortie de la basule
est dans un état métastable. Cependant, la variation de la température, de la tension ou
des eets de rosstalk engendre une modiation de la valeur des délais.
Par onséquent, [DGH09℄ propose d'utiliser le shéma présenté à la gure 1-25. Le
prinipe du générateur est de former une haîne de délais permettant de faire varier la valeur
de d1. Les sorties des lathes, formés par les LUTs, sont éhantillonnées an de déteter
les hangements en sortie. Le générateur doit satisfaire deux ontraintes. Premièrement,
la sortie du générateur x ne doit jamais être ollée à 1 ou 0. Deuxièmement, le biais
engendré par les bruits basse fréquene doit être négligeable.
Lors de l'implantation au sein d'un FPGA Altera EP1S25, les lathes sont plaés ma-
nuellement dans 100 ellules onnexes regroupées en 10 blos logiques (Logi Array Bloks).
Cei permet de ontrler plus nement les délais de routage. Lors de la variation des pa-
ramètres du iruit (tension, température, rosstalk), une diérene de phase (∆T ) peut
exister entre l'horloge (Clk) et les entrées des lathes. À partir du biais en sortie du TRNG,
[DGH09℄ étudie l'inuene du délai (∆T ). Le biais du générateur varie très fortement en
fontion de ∆T . [DGH09℄ onlue qu'il est néessaire de ontrler et d'ajuster la valeur
∆T an de réguler le biais du générateur. Le TRNG entier est présenté à la gure 1-26.
La haîne de délai orrespond au shéma présenté à la gure 1-25. En sortie, un post-
traitement est utilisé an de diminuer le biais de la séquene générée. [DGH09℄ utilise un
déorrélateur de Von-Neumann. Le débit de sortie du TRNG est égal à 20 Mb/s et satisfait





Figure 1-24  Prinipe du TRNG proposé par Danger et al. dans [DGH09℄.
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x
Figure 1-25  TRNG proposé par Danger et al. dans [DGH09℄.
Contrôle des délais
Chaîne de délais
Clk Post-traitement Sortie TRNG
Calcul du 
biais
Figure 1-26  TRNG entier proposé par Danger et al. dans [DGH09℄. La haîne de délai
orrespond au shéma présenté à la gure 1-25. En sortie, un post-traitement est utilisé
an de diminuer le biais de la séquene générée. [DGH09℄ utilise un déorrélateur de Von-
Neumann.
3.3-3 TRNG proposé par Vasyltsov et al.
Une autre struture innovante a été réemment proposée par Vasyltsov et al. dans
[VHKK08℄. Son objetif est d'augmenter le débit des TRNG utilisant le prinipe d'éhan-
tillonnage d'osillateurs. La limitation des TRNG à base de RO lassiques est le nombre de
yle requis pour aumuler une quantité de gigue susante. Par onséquent, [VHKK08℄
introduit un TRNG basé sur l'utilisation d'un osillateur à anneau pouvant être mis ef-
aement dans un état de métastabilité (META-RO). Le iruit est présenté dans la
gure 2-2. La métastabilité permet une aumulation plus rapide de la gigue. Les modes
d'opération du TRNG sont présentés dans la gure 2-3. Lors de l'étape de métastabilité
(appelée MS), les multiplexeurs déonnetent les inverseurs les uns des autres. Cette étape
met haque inverseur dans un état métastable. Ainsi, les inverseurs forment un ensemble
de soures de bruits indépendantes [VHKK08℄. Ensuite, dans la seonde étape, les inver-
seurs sont reonnetés entre eux et forment un osillateur à anneau lassique. Un signal
osillant est produit en sortie de haque inverseur. Pendant ette étape, le signal osillant
est éhantillonné par le signal d'horloge CLK
′
. An de réduire le biais en sortie du TRNG,
[VHKK08℄ utilise un extrateur de Von Neumann. La solution proposée par [VHKK08℄ est
omposée de inq étages META-RO.
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Figure 1-27  Arhiteture META-RO proposée par Vasyltsov et al. dans [VHKK08℄. Le
TRNG est basé sur la possibilité de mettre haque inverseur dans un état de métastabilité
lorsque le signal CLK est égal à 0. Ensuite, lorsque le signal CLK est égal à 1, l'arhiteture
est similaire à un RO lassique.
MS
CLK





Figure 1-28  TRNG utilisant le iruit META-RO de [VHKK08℄. Lors de l'étape de
métastabilité (appelée MS), les multiplexeurs déonnetent les inverseurs les uns des autres.
Cette étape met haque inverseur dans un état métastable. Ensuite, dans la seonde étape,
les inverseurs sont reonnetés entre eux et forment un osillateur à anneau lassique. Un
signal osillant est produit en sortie de haque inverseur. Pendant ette étape, le signal
osillant est éhantillonné par le signal d'horloge CLK
′
.
3.4 Extrateur d'aléas et déorrélateur
Certaines appliations néessitent de disposer de soures parfaitement aléatoires. Les
séquenes générées par un TRNG sont souvent biaisées et il est par onséquent généra-
lement néessaire d'extraire les biais aléatoires (randomness extrator) ou de déorréler
(deskewing) la séquene générée. Ces tehniques permettent de transformer une séquene
aléatoire défetueuse en une séquene quasi-aléatoire indissoiable d'une séquene vrai-
ment aléatoire [SV84℄. La littérature portant sur les extrateurs d'aléa est très importante.
Étonnement, en pratique, les tehniques réentes d'extration d'aléa ne sont pas utilisées
[Ist02℄.
La tehnique la plus onnue est sûrement elle étudiée par Von Neumann. La tehnique
onsiste à analyser une séquene binaire en regroupant des paires suessives de deux bits.
En fontion de la valeur des deux bits, un 0, un 1 logique ou auun bit n'est généré en
sortie du TRNG. Lorsque la séquene '10' (respetivement '01') est observée, un 1 logique
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(respetivement un 0 logique) est généré. Par ontre, les séquenes '11' et '00' ne génèrent
auun bit. La tehnique de Von Neumann est faile à omprendre. Soit X une séquene
déiente omposée de deux symboles possibles {0, 1}. Le biais |ǫ| deX satisfait la ondition
|ǫ| < 1/2. La probabilité qu'une observation de X soit un 1 est




Soit Y la variable aléatoire générée par la tehnique de Von Neumann. La probabilité
qu'une observation de Y soit un 1 est donnée par
P (Y = 1) = p(1− p) = 1
4
− ǫ2. (1-21)
(1-21) montre que le biais généré en sortie est diminué. De plus, P (Y = 0) = P (Y = 1).
L'inonvénient est la rédution importante du débit du TRNG. De plus, l'indépendane
des bits biaisés est supposée [BST03℄.
A partir de la modélisation d'une soure défetueuse par une haîne de Markov nie,
[Blu84℄ montre qu'en hangeant l'ordre des bits de la séquene biaisée, une séquene non
biaisée et indépendante est obtenue. [Blu84℄ présente un algorithme eae générant m
bits quasi-aléatoires à partir de n soures défetueuses. A haque yle, un bit est extrait
des n soures. En ontrlant la parité des n bits reueillis, un bit quasi-aléatoire est généré.
Par ontre, [Blu84℄ montre qu'en as d'attaque engendrant un biais supérieur à un seuil,
l'algorithme d'extration ne fontionne plus. La séquene quasi-aléatoire générée est aussi
mauvaise que la séquene défetueuse.
En pratique, une autre tehnique répandue est l'utilisation d'une fontion de hahage
ryptographique (non universelle).
[NTS99℄ et [Sha02℄ présentent un état de l'art des extrateurs d'aléa. Un extrateur
déterministe EXT est déni par [Ist02℄
EXT : {0, 1}n → {0, 1}m. (1-22)
L'extrateur extrait l'aléa présent dans un blo w onstitué de n bits en un blo z de m
bits ave m < n. w et z sont les réalisations des v.a. W et Z. Un extrateur déterministe
ne peut pas extraire parfaitement l'entropie d'une soure défetueuse [Ist02℄.
Un extrateur aléatoire (EXTr) est déni par
EXTr : {0, 1}n × {0, 1}d → {0, 1}m. (1-23)
Dans EXTr, d bits vraiment aléatoires sont néessaires.
Soit P = {p0, ..., p2n−1} et Q = {q0, ..., q2m−1}, les distributions de probabilité des va-
riables aléatoires W et Z. Pour mesurer l'eaité d'un algorithme d'extration d'aléas,
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deux mesures sont utilisées : la distane statistique et l'entropie minimale [NTS99℄. La dis-
tane statistique mesure la diérene entre deux distributions de probabilité. Par exemple,






L'entropie minimale de P (Hmin(P )) est donnée par
Hmin(P ) = k, si P (w = x) ≤ 2−k, ∀x ∈ {0, 1}n . (1-25)
D'après la théorie des extrateurs aléatoires, l'extration de l'entropie minimale est possible
dans une séquene imparfaite.
Dans un extrateur déterministe, la fontion d'extration (EXT ) est souvent réalisée
par une fontion de hahage (F ). La diulté est de trouver F (1-23) minimisant la dis-
tane statistique entre Q et une distribution uniforme.
Dans un extrateur aléatoire, la fontion de hahage H est hoisie aléatoirement
H = {h : {0, 1}n → {0, 1}m} . (1-26)
Dans la distribution de probabilité P de la v.a. W , on posera K le nombre de lasses
∈ [0, 2n] ayant une probabilité d'apparition diérente de 0. La performane d'un algo-
rithme d'extration dépend de k = log2(K) et de la taille du blo de sortie à générer m
[Ist02℄. Si k < m/2, l'entropie de l'entrée de l'extrateur est pratiquement extraite.
A partir du modèle de l'attaque d'une soure aléatoire, [BST03℄ propose un extrateur
simple et eae. L'extrateur est basé sur l'utilisation d'une fontion de hahage univer-
selle. La fontion de hahage EXTr est universelle si pour y ∈ {0, 1}d, pour w1 6= w2, z1
et z2, la relation




est respetée. Si la séquene biaisée possède une entropie minimale susante, les images
de w1 et w2 par EXTr sont indépendantes et uniformes. Le oût matériel de l'extrateur
est omparable à elui engendré par une fontion de hahage ryptographique. De plus,
[BST03℄ montre que n'importe quelle fontion de hahage universelle peut être utilisée. Par
onséquent, il est possible de hoisir une fontion de hahage universelle eae tout en
assurant la qualité de la transformation.
Lors de la oneption d'un extrateur, deux fontionnements sont envisageables [NTS99℄.
La première solution est d'extraire tous les bits aléatoires de la séquene biaisée. Cei im-
plique d'utiliser un nombre de bits vraiment aléatoires élevé. La seonde solution onsiste
à optimiser le problème en fontion du nombre de bits vraiment aléatoires requis. D'après
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[NTS99℄, la qualité d'un extrateur est fontion du nombre de bits vraiment aléatoires d,
de l'entropie de la soure défetueuse et du nombre de bits générés m. [NTS99℄ présente
les performanes de diérents extrateurs reonnus dans la littérature.
En général, l'aléa de la séquene déiente doit être supérieur à un seuil. [NTS99℄ pro-
pose une solution fontionnant quelle que soit l'entropie de la séquene biaisée. L'inuene
des paramètres m et n sur le nombre de bits vraiment aléatoires requis d est étudiée. De
plus, l'intérêt de déomposer la séquene biaisée en plusieurs blos puis d'appliquer une
fontion de hahage diérente à haun d'eux est expliqué.
4 Evaluation de la qualité d'un générateur vrai-
ment aléatoire
En pratique l'évaluation d'un TRNG est beauoup plus omplexe que elle d'un PRNG.
La qualité d'un TRNG est fontion de la soure de bruit utilisée, de l'environnement
extérieur au iruit et de la qualité d'implantation au sein du iruit iblé.
4.1 Méthode d'évaluation d'un générateur pseudo-aléatoire
Prouver mathématiquement qu'un RNG est toujours aléatoire est souvent diile. Par
onséquent, des tests statistiques sont utilisés pour déteter les faiblesses d'une séquene
aléatoire x [Knu97℄. Un test statistique (T ) est un outil de déision analysant une séquene
x onstituée de N symboles prenant haun leur valeur dans un ensemble ni, par exemple
B = {0, 1}. T est un algorithme déterministe [Mau91℄
T : BN → {H0,H1}, (1-28)
où H0 et H1 sont les hypothèses du test. H0 et H1 désignent respetivement que le RNG
est aléatoire et non aléatoire. Le test alule la probabilité que l'hypothèse H0 soit aeptée.
Un paramètre important dans un test statistique est l'erreur de première espèe (ou de
fausse alarme)
α = Prob(H0 = rejetée|H0 est vraie). (1-29)
α désigne la probabilité de se tromper en rejetant l'hypothèse H0 à tort, 'est à dire la pro-
babilité que le générateur soit délaré non aléatoire sahant qu'il est aléatoire. Généralement
la valeur de α appartient à l'intervalle [0.001, 0.05].
L'objetif d'un test statistique est de déterminer si une séquene x présente les araté-
ristiques statistiques d'une séquene aléatoire ou elles d'une séquene non aléatoire. Les gé-
nérateurs de nombres aléatoires sont testés à partir de diérents tests statistiques. Plusieurs
batteries de tests statistiques existent dans la littérature. Celles-i peuvent être fournies
par des organismes de standards tehnologiques omme les batteries NIST [RSNMS01℄ et
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du FIPS 140-2 [Nat99b℄ ou par des laboratoires de reherhe universitaire, par exemple
Diehard [MZ93℄. [Knu97℄ explique le fontionnement de dix tests statistiques diérents.
[MVO96℄ dérit plusieurs tests statistiques dont le FIPS 140-2.
Diérentes approhes sont utilisées par les onepteurs de tests statistiques pour déter-
miner si une séquene est aléatoire ou non. Les bits présents dans la séquene binaire x
doivent être uniformément répartis, indépendants et impréditibles.
La première approhe onsiste à eetuer un test statistique sur la séquene binaire x
et à interpréter le résultat en fontion d'un ertain seuil. Si le résultat est en dessous d'un
seuil, le test éhoue sinon le test est un suès.
La seonde approhe onsiste à aratériser le résultat du test en fontion d'un intervalle.
Si le résultat du test appartient à l'intervalle alors le test est un suès sinon la séquene
binaire x éhoue le test. Le test FIPS 140-2 utilise ette tehnique.
Enn, la dernière approhe onsiste à aluler la probabilité Pvalue que la séquene
x soit bien aléatoire. On dispose des hypothèses H0 et H1. Le test est un éhe lorsque
Pvalue < α, l'hypothèse H0 est rejetée ave une probabilité d'erreur de α %. Le alul de
la probabilité présente l'avantage de ne pas imposer une valeur de seuil ou un intervalle de
onane pour déterminer si une séquene est aléatoire ou non.
4.2 Evaluation d'un générateur vraiment aléatoire
La méthode de validation mise en plae lors de l'évaluation d'un TRNG doit être en
relation ave l'appliation visée. [Sh09℄ et [Sh01℄ proposent de lassier les générateurs
en quatre lasses (R1 à R4). Les deux lasses spéiques aux générateurs ryptographiques
sont les lasses R1 et R2. La lasse R1 impose aux nombres aléatoires générés d'avoir de
bonnes propriétés statistiques. La lasse R2 implique que la onnaissane de séquenes de
nombres aléatoires ne doit pas permettre de prédire les bits suivants ou préédents en un
temps raisonnable et ave une probabilité susamment élevée.
La méthode la plus élégante lors de la validation d'un TRNG est de fournir un modèle
stohastique de la soure de bruit utilisée par le générateur [Sh03℄ [KS08℄. L'objetif des
modèles stohastiques est de déterminer l'entropie de la soure aléatoire ou au moins une
borne minimale de elle-i. Cependant, la omplexité des modèles rend leurs utilisations
souvent déliate. Par onséquent, deux batteries de tests statistiques sont très généralement
utilisées, le FIPS 140-2 et l'AIS 31.
Le FIPS 140-2 analyse les propriétés statistiques d'une séquene aléatoire de 2 × 104
bits. Elle est omposée de quatre tests statistiques. Cependant, la batterie ne fait pas de
diérene entre l'analyse du bruit éhantillonné et du signal généré après post-traitement.
L'unité de post-traitement modie fortement le signal DAS. Par onséquent, ertaines
défaillanes du TRNG peuvent être diilement détetables.
L'AIS 31 est proposé par l'organisme allemand BSI gérant la validation des TRNG
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[AIS01℄. L'AIS 31 déompose les générateurs en deux lasses, P1 et P2. Les TRNG sont dits
de lasse P1 (P1-TRNG) si les bits aléatoires internes valident un ertain nombre de tests
statistiques [KS01℄. Cependant, les P1-TRNG ne sont pas susants pour les appliations
telle que la génération de lés aléatoires [SK03℄. Par onséquent, la lasse P2 (P2-TRNG)
a été introduite. Dans les P2-TRNG, le bruit éhantillonné est aussi analysé par des tests
statistiques. De plus, dépendamment du niveau de séurité testé, le TRNG doit être testé
à l'initialisation et/ou en fontionnement an de déteter les défaillanes éventuelles de la
soure de bruit. Par ailleurs, l'AIS 31 onseille aux onepteurs de TRNG de proposer des
ritères d'évaluation propre à haque générateur et de fournir des modèles mathématiques
de eux-i.
5 Conlusions
Après avoir déni le rle d'un générateur de nombres aléatoires, les appliations des
RNG ont été présentées. Le rle essentiel des lés aléatoires en ryptographie a été montré.
Par ailleurs, l'importane d'un TRNG de qualité et très performant au sein des méthodes
de Monte-Carlo et en ommuniations numériques a été exposée.
Ensuite, un état de l'art des TRNG a été réalisé. Ceux-i sont basés sur l'ampliation
d'un bruit physique, l'éhantillonnage d'osillateurs ou la métastabilité d'un signal. La ma-
jorité des TRNG implantés au sein de iruits reongurables utilisent la gigue d'osillateurs
omme soure d'aléa. Cependant, des arhitetures innovantes ombinant éhantillonnage
d'osillateurs et métastabilité d'un signal semblent prometteuses.
Dans la littérature, à notre onnaissane, auune omparaison de TRNG entre eux n'a
été réalisée. Le tableau 1-1 résume les performanes des TRNG à partir des données issues
de la littérature. Les débits des générateurs sont relativement faibles, environ quelques
Mbits/s. Le TRNG de Yoo et al. [YSKB℄ possède le débit le plus élevé, soit 67 Mbits/s. Le
générateur est une version optimisée du TRNG proposé par Sunar et al [SMS07℄. Le TRNG
de Vasyltsov et al. [VHKK08℄ possède lui aussi un débit élevé, entre 35 et 50 Mbits/s sur
une ible ASIC. Cependant, peu de détails sont fournis sur les performanes obtenues sur
une implantation FPGA du générateur. Comparer les performanes des générateurs est
diile ar eux-i sont implantés dans des iruits diérents. L'intérêt du hapitre II est
de proposer une méthodologie objetive analysant les TRNG dans les mêmes onditions
d'utilisation.
L'état de l'art des TRNG a montré la forte utilisation des unités de post-traitements au
sein des générateurs. Les unités sont utilisées pour orriger les défaillanes produites par les
TRNG. Certains déorrélateurs très omplexes appliquent des modiations importantes
sur le signal DAS, par exemple dans les générateurs de Sunar et al. [SMS07℄ ou de Yoo. et
al. [YSKB℄ utilisant des fontions de hahage. A la diérene, le TRNG proposé par Dihtl
et al. [DG07℄ n'utilise auun module de post-traitement. Le signal DAS est diretement
produit en sortie du générateur. Ainsi, la sortie du générateur orrespond diretement au
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bruit éhantillonné.
Après avoir détaillé les diérents extrateurs d'aléas, un état de l'art des méthodes de
validation d'un TRNG a été eetué. Le prinipe de fontionnement d'un test statistique
a été rapidement présenté. Étant donné l'utilisation des tests statistiques de l'AIS 31 et du
FIPS 140-2 dans les hapitres suivants, plus de détails seront fournis dans la suite de e
doument.




Bagini et al. [BB99℄ Ampli. Non In.
Jun et al. [JK99℄ Ampli. Non 75 Kb/s
Tsoi et al. [TLL03℄ OS. Non 29 Kb/s
Fisher et al. [FDvB04℄ OS. Oui 1 Mb/s (FPGA)
Bui et al. [BGL
+
03℄ OS. Non 10 Mb/s (simulation)
Kohlbrenner et al. [KG04℄ OS. Oui 295 Kb/s (FPGA)
Tkaik et al. [Tka02℄ OS. Oui In.
Sunar et al. [SMS07℄ OS. Oui 2.5 Mb/s (FPGA)
Yoo et al. [YSKB℄ OS. Oui 67 Mb/s (FPGA)
Bui et al. [BGL
+
06℄ OS. Oui In. (simulation)
Dihtl [DG07℄ OS. Oui 6.25 Mb/s (FPGA)
Epstein [MLR
+
03℄ Méta. Oui In.
Danger [DGH09℄ Méta Oui 20 Mb/s
Vasyltsov [VHKK08℄ Méta. Oui 35 Mb/s - 50 Mb/s (ASIC)
Tableau 1-1  Comparaison de la performane de TRNG. Dans la seonde olonne, le
tableau résume le type de soure de bruit utilisé. La olonne trois évalue la possibilité de
synthétiser entièrement le TRNG au sein d'un iruit VLSI ou FPGA. Enn, la olonne
quatre présente le débit du générateur. Lorsqu'une information est indisponible dans la




Evaluation de la qualité de
générateurs vraiment aléatoires
Comme préédemment introduit, beauoup d'appliations néessitent d'utiliser un géné-
rateur vraiment aléatoire. Réemment, de nouveaux TRNG innovant par leur arhiteture
ont été présentés dans la littérature. L'un d'entre eux possède l'avantage de n'appliquer
auun post-traitement sur le bruit éhantillonné. Ainsi, la séquene aléatoire produite par
le TRNG dépend seulement de la soure de bruit et de son éhantillonnage. Choisir un
TRNG parmi tous eux existant dans la littérature peut s'avérer une tâhe déliate. A
notre onnaissane, auune étude parue dans la littérature ompare la qualité des géné-
rateurs existants. Il est par onséquent diile de séletionner un TRNG. De plus, dans
un ontexte matériel (i.e. implantation FPGA ou ASIC), la surfae et la onsommation
d'énergie du iruit sont des ritères importants néessitant d'être analysés.
Ce hapitre propose d'évaluer la qualité aléatoire, la surfae et la onsommation de trois
générateurs vraiment aléatoires réemment introduits dans la littérature. Dans la première
setion du hapitre, les générateurs séletionnés et leur prinipe de fontionnement sont
présentés. La seonde setion étudie la qualité des générateurs implantés au sein d'un
FPGA Altera Stratix II. Le omportement des générateurs en fontion de la température
du iruit et de l'ativité parasite autour des TRNG est analysé. La troisième setion
étudie la soure de bruit physique des générateurs, la gigue produite par un ou plusieurs
osillateurs. La quatrième setion présente une méthodologie d'évaluation des générateurs
permettant d'optimiser le débit de eux-i. Enn, la inquième setion est onsarée à
l'estimation de la surfae et de la onsommation des générateurs étudiés.
1 Générateurs vraiment aléatoires séletionnés
Les générateurs sont séletionnés pour leur failité d'implantation au sein de ibles
reongurables. Les générateurs présentent l'avantage de n'être pas dépendants d'une fa-
mille de FPGA. Le TRNG proposé par Fiher et al. [FD03℄, malgré ses bons résultats n'a
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pas été séletionné ar le générateur utilise des PLL indisponibles dans ertains FPGA.
Réemment, trois TRNG ont été présentés dans la littérature. De par leur struture in-
novante et les performanes présentées dans les publiations, es trois générateurs ont été
séletionnés.
Le TRNG 1 a été proposé par Sunar et al. dans [SMS07℄. Comme le montre la gure
2-1, le générateur est basé sur l'éhantillonnage de la gigue de phase d'un grand nombre
d'osillateurs à anneau (RO). Dans [SMS07℄, haque RO omprend le même nombre d'in-
verseurs. Les sorties des RO sont ombinées par un arbre de XOR puis éhantillonnées à la
fréquene fCLK = 40 MHz. Les bits éhantillonnés sont ensuite utilisés en entrée du ode
BCH, appliqué omme une fontion résiliente. Un ode BCH (pour Bose, Ray-Chaudhuri
et Hoquenghem) est un orreteur d'erreur permettant de orriger et déteter un ertain
nombre d'erreurs dans une séquene binaire. Le TRNG est basé sur le prinipe selon lequel
les transitions sur haque RO produisent aussi des transitions en sortie de l'arbre de XOR.
Par onséquent, si la sortie d'un RO est éhantillonnée susamment prohe d'une transi-
tion aetée par la gigue, la séquene binaire résultante est aléatoire. Ii, le TRNG proposé












Figure 2-1  TRNG proposé par Sunar et al. [SMS07℄. Le TRNG est omposé de 114
osillateurs à anneau possédant 13 inverseurs. Un arbre de XOR est utilisé an de ombi-
ner les sorties des osillateurs. Le blo de post-traitement est eetué par un ode BCH
[256,16,113℄.
Le TRNG 2 est proposé par Vasyltsov et al. dans [VHKK08℄. Son objetif est d'aug-
menter le débit des TRNG utilisant le prinipe d'éhantillonnage d'osillateurs. Cependant,
utiliser des RO lassiques n'est pas possible ar l'aumulation de gigue est trop lente. Par
onséquent, [VHKK08℄ introduit un TRNG basé sur l'utilisation d'un osillateur à anneau
pouvant être mis eaement dans un état de métastabilité (META-RO). Le iruit est
présenté dans la gure 2-2. La métastabilité permet une aumulation plus rapide de la
gigue. Les modes d'opération du TRNG sont présentés dans la gure 2-3. Lors de l'étape
de métastabilité (appelée MS), les multiplexeurs déonnetent les inverseurs les uns des
autres. Cette étape met haque inverseur dans un état métastable. Ainsi, les inverseurs
forment un ensemble de soures de bruits indépendantes [VHKK08℄. Ensuite, dans la se-
onde étape, les inverseurs sont reonnetés entre eux et forment un osillateur à anneau
lassique. Un signal osillant est produit en sortie de haque inverseur. Pendant ette étape,
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le signal osillant est éhantillonné par le signal d'horloge CLK
′
. An de réduire le biais en
sortie du TRNG, [VHKK08℄ utilise un extrateur de Von Neumann. La solution proposée











Figure 2-2  Arhiteture META-RO proposée par Vasyltsov et al. dans [VHKK08℄. Le
TRNG est basé sur la possibilité de mettre haque inverseur dans un état de métastabilité
lorsque le signal CLK est égal à 0. Ensuite, lorsque le signal CLK est égal à 1, l'arhiteture
est similaire à un RO lassique.
MS
CLK





Figure 2-3  TRNG utilisant le iruit META-RO de [VHKK08℄. Lors de l'étape de mé-
tastabilité (appelée MS), les multiplexeurs déonnetent les inverseurs les uns des autres.
Cette étape met haque inverseur dans un état métastable. Ensuite, dans la seonde étape,
les inverseurs sont reonnetés entre eux et forment un osillateur à anneau lassique. Un
signal osillant est produit en sortie de haque inverseur. Pendant ette étape, le signal
osillant est éhantillonné par le signal d'horloge CLK
′
.
Le TRNG 3 utilise le prinipe des RO de Galois (GARO) introduit par [Gol06℄. Pour
rappel, un GARO est présenté dans la gure 2-4. Celui-i est déni par le polynme ara-




, où f0 = fr = 1.
1−rf 2f2−rf 1f
output
Figure 2-4  Shéma de prinipe de l'osillateur à anneau de Galois selon [Gol06℄.
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[DG07℄ étend les travaux présentés par [Gol06℄ en étudiant les propriétés statistiques des
GARO et analyse le omportement du GARO dans une onguration spéiale, le mode
redémarrage. Chaque fois qu'un nouveau bit aléatoire est produit, le générateur redémarre
dans les mêmes onditions initiales. Sous l'hypothèse qu'après redémarrage, la soure aléa-
toire ne ontient pas de terme longuement résiduel (eet mémoire), la soure aléatoire
éhantillonnée est statistiquement indépendante. Cependant, pour onrmer l'hypothèse,
le générateur doit être gelé un temps susamment long après arrêt de l'osillateur [DG07℄.
Le mode redémarrage est intéressant pour réduire la puissane onsommée par le généra-
teur. De plus, e mode de fontionnement est reommandé pour les appliations hautement
séurisées [DG07℄.
Dans ette étude, le TRNG 3 est le générateur à base de GARO présenté dans la
gure 2-5. La sortie du GARO est éhantillonnée par une basule D à la fréquene fCLK .
Cependant, pour réduire le biais obtenu, une basule intermédiaire fontionnant en mode
toggle est instaniée entre la sortie du GARO et la basule D. La basule intermédiaire
ompte le nombre de transitions 0-1 eetuées par le signal osillant du GARO. Le poly-
nme utilisé pour le générateur GARO est
x31+x27+x23+x21+x20+x17+x16+x15+x13+x10+x9+x8+x6+x5+x4+x3+x+1. (2-1)
En mode redémarrage, à haque génération d'un nouveau bit aléatoire, le générateur
proède en trois étapes. Dans une première phase, le générateur fontionne omme un
RO lassique pendant 60 ns. Ensuite, le TRNG est arrêté et les basules D maintiennent
leurs états pendant 40 ns. Enn, le générateur attend pendant 60 ns avant de regénérer
un nouveau bit aléatoire. Le débit du TRNG est égal à 6.25 Mb/s. Dans notre étude, la
même onguration du générateur est hoisie. An d'utiliser les mêmes ratio entre les trois
phases de fontionnement, 6 yles d'horloges ont été prises pour les étapes une et trois et




D Q Output bit
Figure 2-5  TRNG basé sur l'utilisation de GARO dans [DG07℄. Le TRNG est basé sur
l'utilisation d'un GARO. Un ompteur modulo deux ompte le nombre de transitions 0-1
eetuées par le signal osillant du GARO pendant un yle de l'horloge CLK. La sortie
du GARO est éhantillonnée par une basule D. Le TRNG ne néessite auun module de
post-traitement.
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Les débits des trois TRNG [SMS07℄, [VHKK08℄ et [DG07℄ sont relativement prohes.
An de omparer la qualité de es générateurs, dans un premier temps, eux-i sont pa-
ramétrés an d'obtenir approximativement les mêmes débits, 2.5 Mb/s pour les TRNG
[SMS07℄ et [DG07℄ et jusqu'à 2.5 Mb/s pour [VHKK08℄ (en moyenne 1.25 Mb/s). Ces
débits sont dans la plage de fontionnement spéiée par leurs onepteurs.
Dans un seond temps, les générateurs sont implantés et analysés au sein d'un FPGA
Altera Stratix II EP2S60. L'objetif est d'étudier la qualité des générateurs lorsque eux-i
sont utilisés dans les mêmes onditions.
2 Evaluation des générateurs au sein d'un FPGA
Altera Stratix II
2.1 Objetif de l'évaluation
L'objetif de ette partie est de proposer une méthode d'évaluation de la qualité des
TRNG rapide et eae. Les TRNG peuvent être inuenés par leur environnement exté-
rieur ainsi que par l'ativité du FPGA. Par onséquent, la robustesse des TRNG fae aux
variations de es deux paramètres doit être évaluée.
La plage de fontionnement du FPGA Altera Stratix II EP2S60 dans lequel sont implan-
tés les générateurs est de −40◦C à 100◦C. Cependant, la température reommandée se situe
entre 0◦C et 55◦C. Dans le adre de l'étude, les TRNG sont soumis à trois températures
diérentes : 25◦C (température ambiante), 55◦C (température maximale reommandée) et
75◦C.
Par ailleurs, le omportement des TRNG peut varier en fontion de l'ativité du iruit.
Par onséquent, deux ongurations du FPGA sont ii testées. La première onsiste à
n'appliquer auune ativité à proximité des générateurs. La seonde onguration a pour
objetif de tester le omportement des générateurs lorsque eux-i sont soumis à une très
forte ativité environnante. Bien que ette onguration doit être évitée, elle-i peut être
renontrée en pratique au sein des iruits ryptographiques faibles oûts (i.e. ontraintes
en surfae importantes). Comme le présente la gure 2-6, l'ativité autour de la soure de
bruit des TRNG est réalisée en plaçant des osillateurs à anneau autour de elle-i.
Comme introduit dans le hapitre I, l'évaluation de la qualité de générateurs vraiment
aléatoires est généralement réalisée via l'utilisation de tests statistiques. Un grand nombre
de tests statistiques existent dans la littérature et sont généralement développés en utilisant
des langages de programmation haut niveau. Lorsqu'un TRNG est en phase de validation,
le onepteur mémorise une grande séquene binaire générée par elui-i et soumet elle-i
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Figure 2-6  Simulation d'une ativité autour de la soure de bruit des TRNG en plaçant
un grand nombre d'osillateurs à anneau.
à un ertain nombre de tests statistiques. Si la séquene binaire valide un ensemble de tests
statistiques (dépendant de l'appliation visée), le générateur est onsidéré omme étant
susamment aléatoire. Les batteries de tests statistiques reonnues sont souvent onçues
pour la validation de générateurs pseudo-aléatoires. Malheureusement, la validation de
TRNG est plus ompliquée à réaliser que elle d'un PRNG. Le omportement d'un TRNG
dépend de sa onstrution, de l'environnement extérieur dans lequel elui-i est utilisé
et essentiellement de la soure de bruit physique (pouvant diérer en pratique de son
omportement idéal). Deux batteries sont essentiellement utilisées en pratique, le FIPS
140-2 et l'AIS 31.
Comme l'illustre la gure 2-7, la méthodologie proposée est d'évaluer la qualité des
TRNG grâe à l'utilisation de tests statistiques embarqués, fontionnant en temps réel
sur l'ensemble de la séquene. Ainsi, il est possible en implantant les TRNG au sein du
même iruit, d'estimer leur qualité dans des onditions d'utilisation similaires. De plus,
le iruit permet d'étudier l'inuene de la température du FPGA et de son ativité sur le
omportement des générateurs. Un autre avantage est de réduire le temps de l'évaluation
par rapport à une analyse plus onventionnelle basée sur l'utilisation de tests statistiques
logiiels. Les ongurations des TRNG (variation de la température et de l'ativité du
FPGA) à analyser et le nombre de tests statistiques à eetuer rendent néessaire l'aqui-
sition d'un grand nombre de séquenes aléatoires. Par onséquent, une évaluation logiielle
est diilement envisageable ar longue et fastidieuse. La méthode permet d'éviter le pro-
blème d'interfaçage entre le FPGA et un système extérieur ar ii, seuls les résultats des
tests statistiques néessitent d'être transférés. De part l'eaité de son implantation, le
FIPS 140-2 a été hoisi pour évaluer la qualité des TRNG séletionnés.
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Figure 2-7  La méthodologie proposée est d'évaluer la qualité des TRNG grâe à l'uti-
lisation de tests statistiques embarqués, fontionnant en temps réel sur l'ensemble de la
séquene.
2.2 Desription et implantation de la batterie FIPS 140-2
Le FIPS 140-2 est une batterie omposée de quatre tests statistiques, le frequeny test,
le poker test, le run test et le long-run test. Ces tests analysent une séquene aléatoire
onstituée de 2× 104 bits.
2.2-1 Frequeny test
Le test vérie l'uniformité de la séquene omposée de 2× 104 bits. Le biais de elle-i
est analysé. Le nombre de 1 (n1) est alulé et doit appartenir à l'intervalle [9726, 10274].
2.2-2 Poker test
La séquene binaire est déomposée en séquenes indépendantes de quatre bits. Ainsi,
5× 103 blos (ou sous-séquenes) sont obtenus. Le poker test vérie l'uniformité des sous-
séquenes. Le nombre d'ourrenes des 16 blos possibles est alulé. Soit ni, le nombre









− 5× 103, (2-2)
suit un Chi-deux à 15 degrés de liberté et doit appartenir à l'intervalle ]2.16, 46.17[ pour
satisfaire le poker test.
En matériel, aluler l'équation (2-2) est une tâhe oûteuse en termes de surfae et









i , la valeur
maximale d'un ompteur (ni) doit être alulée en fontion des valeurs des autres ompteurs
(nj, j 6= i).
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Le problème d'optimisation






j=0 nj = 5× 103
nj ≥ 0, 0 ≤ j ≤ 15
(2-3)





et que les ontraintes sont satisfaites. La valeur maximale d'un ompteur est égale à 428.
La résolution du problème d'optimisation a permis de réduire le nombre de bits néessaires
aux ompteurs ansi que la taille des opérateurs du graphe ot de alul ar seulement un
multiplieur 9× 9 et un additionneur 21× 21 sont requis.
2.2-3 Run test
Le run test détermine si le nombre de runs (séquene binaire onséutive de 0 ou de 1)
de diérentes longueurs oïnide ave elui attendu d'une séquene aléatoire. Soit n1i et n
0
i le
nombre respetif de 1-runs (séquene onséutive de 1) et de 0-runs (séquene onséutive
de 0) de longueur i. Pour i ∈ {1, 6}, les n1i et n0i sont omptés. Si les ourrenes obtenues
satisfont le tableau 2-1, la séquene aléatoire valide le run test. Seulement douze ompteurs
sont néessaires pour mémoriser les ourrenes de haque run.









Tableau 2-1  Intervalles requis dans le run test.
2.2-4 Long run test
Le test vérie qu'auun run de longueur 26 bits n'existe. Le test néessite seulement un
ompteur de 5 bits.
Cette partie a montré que les tests séletionnés ne requièrent que très peu de ressoures
arithmétique et mémoire. Même si les quatre tests statistiques sont peu performants fae
aux batteries Diehard [Mar96℄, NIST [RSNMS01℄ et AIS 31 [KS01℄, le oût matériel de
l'arhiteture est très intéressant.
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2.2-5 Résultats d'implantation pour tehnologies ASIC et FPGA
Les tests statistiques sont synthétisés par l'outil Synopsys Design Compiler en iblant
une tehnologie CMOS 130 nm. Le tableau 2-2 résume la surfae totale, la puissane
dynamique estimée et le délai du hemin ritique du iruit. Les résultats de puissane
sont obtenus à partir d'une tension d'alimentation de 1.2V.
Surfae (mm2) Puissane (mW ) Chemin ritique (ns)
0.29 7.37 6.08 (164.47 MHz)
Tableau 2-2  Surfae totale, puissane dynamique onsommée et hemin ritique en utili-
sant une tehnologie CMOS 130 nm, 1.2V.
Les tests statistiques sont ensuite synthétisés pour plusieurs ibles FPGA Altera et
Xilinx. Le tableau 2-3 montre le nombre total de tables de vérité (LUT) ainsi que la
fréquene maximale du iruit au sein des FPGA Xilinx. De plus, le taux d'oupation
du omposant est présenté. [HKU03℄ a implanté préédemment le FIPS 140-2 dans une
ible Xilinx Virtex 2. La fréquene maximale obtenue par le iruit était de 113 MHz.
Comme le montre le tableau 2-3, les résultats de l'implantation réalisée dans ette partie
sont meilleurs. Le tableau 2-4 présente les performanes du FIPS au sein du FPGA Altera
utilisé dans ette partie. Les ALM désignent les modules logiques adaptatifs utilisés dans
les FPGA Stratix II. Ceux-i sont omposés d'une LUT à 8 entrées, de deux additionneurs
deux bits, de deux multiplexeurs et de deux registres.
2.2-6 Résultats de l'évaluation des TRNG par la batterie FIPS 140-2
Pour haque onguration des générateurs, 500 réalisations FIPS 140-2 sont eetuées
an d'analyser une séquene binaire de 10 millions de bits aléatoires. Pour des raisons de
larté, pour haque onguration, le pourentage de suès du FIPS 140-2 est alulé par
pourentage réussite(%) = (
∑500
i=1(déision frequeny test(i)× déision poker test(i)
×déision run test(i)× déision long run test(i))
FPGA iblés Xilinx Virtex 2 Xilinx Virtex 5
XC2V1000-6 XC5VLX50T-3
Nombre total de LUTs 626 (6%) 548 (1%)
Fréquene 134.7 MHz 187.3 MHz
maximale
Tableau 2-3  Résultat de l'implantation du FIPS 140-2 dans les FPGA Xilinx iblés.
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Altera Stratix II
FPGA iblé Altera Stratix II EP2S60-3
Nombre ALM 431
Fréquene maximale 166.5 MHz
Tableau 2-4  Résultat de l'implantation du FIPS 140-2 dans le FPGA Altera Stratix II
iblé.
où les déisions sont égales à 1 (respetivement 0) si le test orrespondant est réussi
(respetivement éhoué) par le TRNG. En d'autres termes, lors d'une réalisation du FIPS
140-2, le TRNG analysé est onsidéré vraiment aléatoire si et seulement si les quatre tests
statistiques sont satisfaits.
Les gures 2-8 et 2-9 résument les taux de réussite du générateur de Sunar et al. [SMS07℄
aux tests du FIPS 140-2 en absene et en présene d'une forte ativité autour du TRNG.
Les gures montrent que le générateur est pratiquement toujours aléatoire quel que soit
l'environnement dans lequel elui-i est utilisé. La variation de la température n'a pas
d'inuene sur les résultats. Par ontre, l'ativité autour du TRNG diminue très légèrement
sa qualité, omme le montrent les taux de suès du run test.
Les gures 2-10 et 2-11 montrent les résultats obtenus pour le générateur de Vasyltsov
et al. [VHKK08℄. La variation de la température du FPGA dégrade légèrement le om-
portement du générateur. Il en est de même lorsque le générateur est entouré par une
forte ativité. D'autre part, le poker test ainsi que le run test sont souvent éhoués par le
générateur.
Les résultats obtenus par le générateur Dihtl et al. [DG07℄ sont donnés dans les gures
2-12 et 2-13. Sans ativité autour du TRNG, les taux de suès sont relativement bons.
Comme le montre la gure 2-12, la variation de la température n'a auun eet sur le
omportement du générateur. Cependant, lorsqu'une forte ativité est appliquée autour du
TRNG, le taux de suès du frequeny test est dégradé fortement.
Le TRNG [SMS07℄ semble être plus aléatoire et robuste que les deux autres générateurs.
Pour pratiquement toutes les ongurations testées, le pourentage de suès FIPS 140-2
est prohe de 100%.
De plus, l'expérimentation montre que la variation de la température du FPGA n'a que
peu d'eet sur le omportement du générateur. Par ontre, une forte ativité autour des
TRNG entraîne généralement une dégradation de leur qualité.
2.2-7 Conlusions de l'évaluation par les tests FIPS 140-2
Les expérimentations montrent que même si un TRNG est satisfaisant (par exemple le
générateur de Sunar et al.), sa qualité peut utuer au ours du temps. Par onséquent,
le générateur peut produire une séquene présentant ertaines défaillanes, totalement in-
admissible dans un ontexte de séurité élevé. De plus, les expérimentations indiquent que
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Figure 2-8  Taux de réussite des tests du
FIPS 140-2 sans ativité autour du géné-






























Figure 2-9  Taux de réussite des tests du
FIPS 140-2 ave ativité autour du géné-






























Figure 2-10  Taux de réussite des tests
du FIPS 140-2 sans ativité autour du gé-






























Figure 2-11  Taux de réussite des tests
du FIPS 140-2 ave ativité autour du gé-
nérateur de Vasyltsov et al. [VHKK08℄.
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Figure 2-12  Taux de réussite des tests
du FIPS 140-2 sans ativité autour du gé-






























Figure 2-13  Taux de réussite des tests
du FIPS 140-2 ave ativité autour du gé-
nérateur de Dihtl et al. [DG07℄.
le générateur [SMS07℄ semble être de meilleure qualité et plus robuste que les deux autres
TRNG testés.
Cependant, pour le générateur [DG07℄, la séquene analysée est la soure de bruit éhan-
tillonnée. [VHKK08℄ et [SMS07℄ appliquent tous deux un post-traitement sur la soure de
bruit éhantillonnée an de réduire les défaillanes produites par les générateurs. [VHKK08℄
utilise un déorrélateur très simple, l'extrateur de Von Neumann. A la diérene, [SMS07℄
applique une transformation plus ompliquée.
Le FIPS 140-2 ne fait auune diérene entre le test d'une séquene issue de l'éhan-
tillonnage du bruit ou de la sortie après post-traitement. Malgré les bons résultats obtenus
par [SMS07℄, la omplexité de la fontion résiliente (ode BCH) peut aher ertaines dé-
faillanes du générateur. Par onséquent, l'étude doit être omplétée par l'évaluation de la
qualité des séquenes produites après éhantillonnage de la soure de bruit.
Une seonde ritique de la méthode d'évaluation utilisée est le fait que le débit des
TRNG a été xé an que elui-i soit inférieur à eux spéiés dans les publiations. Le
débit des générateurs est fontion de la gigue présente dans le iruit. L'objetif de la
partie suivante est de montrer la néessité d'adapter le débit des générateurs en fontion
du iruit utilisé.
Par ailleurs, l'analyse a montré que le générateur [VHKK08℄ est de moins bonne qualité
dans une ible FPGA. Cei provient du fait que le signal métastable possède un biais non
négligeable. En tehnologie ASIC, il est possible de faire tendre le signal vers Vdd/2. En
tehnologie FPGA, la métastabilité est plus diile à obtenir et un biais existe. À notre
avis, ei est dû à l'utilisation de résistane de tirages. Par onséquent, la suite de e
hapitre se onsare à l'analyse des TRNG [SMS07℄ et [DG07℄.
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3 Variation de la gigue en fontion du FPGA uti-
lisé et de son ativité
Les générateurs TRNG [SMS07℄ et [DG07℄ sont basés sur la gigue d'un ou plusieurs
osillateurs à anneau. La gigue est la déviation d'un signal par rapport à son omportement
idéal. Celle-i est produite par des eets non désirables tels que le bruit d'alimentation,
le bruit thermique ou enore la gigue d'une horloge de référene [Fah05℄. La variation
de la gigue peut entraîner la défaillane d'un générateur. Par exemple, le nombre de RO
omposant [SMS07℄ ainsi que son débit sont fontion de l'éart type de la gigue produite
par un osillateur à anneau. Cependant, en pratique, une mesure ne de ette grandeur
est diile et néessite l'utilisation d'un matériel onéreux (i.e. sonde ative, osillosope à
bande passante élevée). De plus, mesurer la gigue de manière externe ne orrespond pas
forément à la gigue interne du iruit étant donné que elle-i est fortement modiée par
les ports d'entrées/sorties du iruit.
L'objetif de ette partie est d'évaluer la variation de la gigue en fontion du FPGA
utilisé et de son ativité. Pour se faire, la gigue produite par un osillateur à anneau du
TRNG [SMS07℄ est mesurée dans des onditions réelles, au sein de deux FPGA, un Altera
Stratix II EP2S60 et un Xilinx Virtex 4 SX35. La mesure séletionnée est la gigue yle à
yle. Celle-i mesure la variation temporelle entre deux périodes d'horloge onséutives.
La mesure permet de déteter la gigue déterministe dans le domaine temporel [Fah05℄. La
gigue yle à yle est une mesure eae pour les générateurs étant donné que le signal
osillant est généralement éhantillonné par une horloge propre.
Dans un premier temps, la variation de la gigue en fontion de la température du FPGA
a été étudiée. Cependant, les résultats ont montré que la variation de la température n'a
auun impat sur les aratéristiques de gigue. Par onséquent, les résultats obtenus ne sont
pas présentés ii. Dans un seond temps, la variation de la gigue en fontion de l'ativité
du iruit est examinée pour une température du FPGA égale à 25
◦
C. Deux ongurations
sont testées. La première d'entre elles orrespond à l'instantiation d'un seul RO au sein du
FPGA. Auune ativité néfaste n'est générée autour de l'osillateur. La seonde ongu-
ration étudie l'impat d'une très forte ativité autour du RO. Bien que ette onguration
doit être évitée en pratique, ei peut arriver au sein des iruits ryptographiques à bas
oût en raison de ontraintes en surfae. L'ativité est réée en instantiant un grand nombre
d'osillateurs autour du RO examiné.
La mesure de gigue est réalisée en utilisant un osillosope Agilent DSA91304A Inniium
(13GHz, 40 GSa/s) et une sonde ative Agilent 1169A 12 GHz Innimax. L'analyse de gigue
est réalisée sur 20 × 106 éhantillons. An de réduire le bruit de mesure obtenu ave l'os-
illosope, la bande passante de elui-i est réduite à 1 GHz. La gigue yle à yle est
mesurée grâe au logiiel Agilent EZJIT [Te08℄. Les résultats présentés ii ontiennent
l'histogramme, la tendane et le spetre de la gigue. Pour des raisons de larté, les -
gures montrant le spetre utilisent les mêmes éhelles (1ps/div pour l'éhelle vertiale et
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6MHz/div pour l'éhelle horizontale). Les deux mesures prinipales sont l'histogramme
et le spetre de la gigue. L'histogramme permet d'évaluer la distribution de la gigue. Le
spetre est utile pour déteter la partie déterministe de la gigue yle à yle, diile à
visualiser dans l'histogramme.
3.1 Mesure de la gigue yle à yle
3.1-1 Analyse de la gigue du RO utilisé dans des onditions idéales
de fontionnement
Les résultats de mesure obtenus lors de l'implantation du RO au sein d'un FPGA
Xilinx Virtex-4 SX35 et d'un Altera Stratix II EP2S60 sont présentés respetivement dans
les gures 2-15 et 2-14.
La gure 2-14 montre qu'au sein du FPGA Altera, l'histogramme suit une loi normale et
le spetre est similaire à un bruit blan.
Figure 2-14  Analyse de gigue yle à yle d'un RO implanté au sein d'un FPGA Altera
EP2S60 porté à une température de 25
◦
C.
La gure 2-15 montre qu'au sein du FPGA Xilinx, l'histogramme obtenu semble suivre une
loi normale. De plus, omme le montre le spetre de puissane, la gigue yle à yle est
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très prohe d'un bruit blan. Cependant, le spetre montre deux pis à 10.2 MHz et 20.4
MHz. L'amplitude de eux-i est inférieure à 1 ps mais révèle une partie déterministe au
sein de la gigue yle à yle.
Figure 2-15  Analyse de gigue yle à yle d'un RO implanté au sein d'un FPGA Xilinx
V4SX35 porté à une température de 25
◦
C.
3.1-2 Analyse de la gigue du RO soumis à une forte ativité parasite
Les résultats de mesure obtenus lors de l'analyse de gigue d'un RO soumis à une forte
ativité parasite au sein d'un Altera Stratix II EP2S60 et d'un FPGA Xilinx Virtex-4 SX35
sont présentés respetivement dans les gures 2-16 et 2-17. Les histogrammes semblent
suivre une loi normale. Comparée à la gure 2-14, la gure 2-16 montre qu'au sein du
FPGA Altera, l'ativité autour du RO engendre des pis d'amplitudes inférieures à 1 ps
dans le spetre. Le même onstat est eetué dans le FPGA Xilinx par l'analyse de la
gure 2-17. Le spetre ontient des parties déterministes non négligeables et relativement
importantes. L'amplitude du pi maximale est égale à 4.255 ps et se situe à 36.23 MHz.
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Figure 2-16  Analyse de gigue yle à yle d'un RO soumis à une forte ativité parasite




La variation de la température du FPGA a un impat négligeable sur les aratéristiques
de la gigue yle à yle. Par ontre, les mesures indiquent que la gigue varie en fontion
du FPGA utilisé et de son ativité. Lors d'une ativité importante autour de l'osillateur
analysé, la partie déterministe est augmentée. Cei laisse supposer que lorsque plusieurs
RO sont routés de manière onnexe, un ouplage peut exister entre eux. Par onséquent,
au sein d'un TRNG, l'ativité des diérents RO peut introduire de la orrélation entre
les osillateurs et réduire la qualité aléatoire du bruit éhantillonné. De plus, les mesures
montrent que l'osillateur implanté au sein du FPGA Altera Stratix II est moins sensible
à l'ativité environnante qu'ave le FPGA Xilinx Virtex-4.
Il est don néessaire de modier la méthodologie d'évaluation des TRNG séletionnés.
Le débit des générateurs peut être adapté en fontion du FPGA utilisé et de l'environne-
ment de la soure d'aléa. De plus, les propriétés statistiques du bruit éhantillonné doivent
être analysées. La partie suivante présente la méthode d'évaluation proposée.
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Figure 2-17  Analyse de gigue yle à yle d'un RO soumis à une forte ativité parasite
implanté au sein d'un FPGA Xilinx V4SX35 porté à une température de 25
◦
C.
4 Reherhe du débit optimal des TRNG en fon-
tion du FPGA iblé
4.1 Objetif
Comme préédemment introduit, la gigue d'un signal osillant varie d'un iruit à un
autre et est fontion de l'ativité du iruit. Implanter un générateur dans un ertain iruit
FPGA peut engendrer la modiation de ses aratéristiques (débit, qualité). L'objetif de
ette partie est de proposer une méthodologie permettant de trouver le débit optimal des
générateurs [SMS07℄ et [DG07℄ en fontion du FPGA utilisé, un FPGA Xilinx Virtex-5
SX50. Le iruit est diérent de eux utilisés par [SMS07℄ et [DG07℄.
4.2 Méthodologie proposée
An d'évaluer les générateurs dans des onditions d'utilisation similaires, les TRNG sont
implantés au sein du même iruit FPGA. Le prinipe de la méthode est prohe de elle
présentée dans la partie 2.2-6. Cependant, il est néessaire de tester la qualité aléatoire de
la séquene issue de l'éhantillonnage de la soure de bruit des générateurs. Une possibilité
est d'utiliser des tests statistiques plus puissants tels que eux proposés par l'AIS 31.
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L'AIS 31 déompose les TRNG en deux lasses, P1 et P2. D'après [AIS01℄, un géné-
rateur vraiment aléatoire est qualié de P1 (P1-TRNG), si les nombres aléatoires générés
après post-traitement valident les tests statistiques dérits dans [KS01℄. Dans les applia-
tions néessitant une séurité arue, génération de lé, signature key pairs ou signature
parameters [SK03℄, les P1-TRNG ne sont pas susants. Une lasse plus restritive sur la
qualité de la séquene aléatoire est introduite, la lasse P2. Dans les P2-TRNG, la soure
de bruit éhantillonnée (signal DAS pour Digitized Analog Signal) est aussi analysée. Par
ailleurs, pour les deux lasses, les TRNG sont dénis par le niveau (bas, moyen ou élevé) de
robustesse fae à des attaques diretes par exploitation des défaillanes ausées par leurs
implantations [KS01℄. Pour les niveaux moyen et élevé, la sortie des TRNG doit être validée
en temps réel an de désativer la sortie du générateur en as de défaillane.
Par ailleurs, la méthode d'évaluation doit permettre de trouver le débit optimal des
générateurs. La solution proposée, présentée dans la gure 2-18, est d'utiliser un géné-
rateur d'horloge reongurable dynamiquement. Celle-i repose sur l'utilisation des tests
statistiques dérits par l'AIS 31 et eux du FIPS 140-2. Les tests sont séletionnés omme





















Figure 2-18  La solution proposée pour optimiser le débit des TRNG est d'utiliser un
générateur d'horloge reongurable dynamiquement. Celle-i repose sur l'utilisation des
tests statistiques dérits par l'AIS 31 et eux du FIPS 140-2. Les tests sont séletionnés
omme métrique an d'évaluer la qualité des TRNG.
4.3 Implantation matérielle de l'AIS 31
Cette setion dérit l'implantation des tests statistiques de l'AIS 31 [KS01℄. An de
ertier un générateur de lasse P2, l'AIS 31 implique la validation de neuf tests sta-
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tistiques. Les tests T0-T5 sont exéutés à partir de la séquene aléatoire générée après
post-traitement. Les tests T6-T8 sont appliqués à partir du bruit éhantillonné DAS.
En raison du oût matériel du test T0, elui-i ne peut pas être implanté dans le Xilinx
Virtex 5 SX50 utilisé. Cependant, l'arhiteture du test est tout de même présentée dans
la suite du rapport. Par ailleurs, les tests T1-T4 orrespondent à la première version du
FIPS 140-2, le FIPS 140-1. L'implantation des tests est très prohe de elle étudiée dans la
partie 2.2. Les tests utilisent des bornes diérentes que elles détaillées dans la sous-setion
2.2.
4.3-1 Test T0 : test de différene
Dans le test de diérene (disjointness test), la séquene binaire DAS, éhantillonnée
à la fréquene fDAS, est divisée en 2
16
sous-séquenes (ou blos) disjointes de 48 bits
w1, . . . , w216 ∈ {0, 1}48. La séquene analysée valide le test statistique si les blos sont tous
diérents deux à deux. Ii, une mémoire aessible par ontenu (CAM) n'est pas réalisable
en raison de la taille mémoire néessaire (248 bits). La solution proposée est de trier les
blos dans l'ordre roissant. Une fois eux-i triés, un test analysant si deux blos sont
similaires est eetué. Durant la phase d'aquisition (réeption de la séquene w1, . . . , w216),
un nouveau blo est reçu tous les 48 yles de l'horloge fDAS. Comme le montre la gure
2-19, la solution est de trier la séquene binaire en série. A haque réeption d'un nouveau
mot de 48 bits, elui-i est trié.
Le prinipe de base du tri est d'utiliser 215 bans de deux registres 48 bits. Les bans
sont triés lors de la réeption d'un nouveau mot. Comme le montre la gure 2-20, lors
de la phase d'aquisition, à haque réeption d'un nouveau mot, les bans déterminent la
valeur maximale entre la valeur en entrée et elle des deux registres. La valeur maximale est
transférée en sortie du ban. Une fois les 216 mots reçus, la seonde phase de tri ommene.
Les bans de registres fontionnent dans le sens inverse. La diretion des bus entre les
bans est inversée. Durant 216 yles, les bans évaluent la valeur minimale entre le ontenu
des registres et l'entrée. Comme le montre la gure 2-21, la valeur minimale est ensuite















Figure 2-19  Tri en série suivant l'ordre roissant des 216 mots de 48 bits.
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Figure 2-20  Exemple de tri pendant la phase d'aquisition des 216 mots de 48 bits. Lors
de la phase d'aquisition, à haque réeption d'un nouveau mot, les bans déterminent la























Figure 2-21  Une fois les 216 mots reçus, la seonde phase de tri ommene. Les bans de
registres fontionnent dans le sens inverse. La diretion des bus entre les bans est inversée.
Durant 216 yles, les bans évaluent la valeur minimale entre le ontenu des registres et
l'entrée. La valeur minimale est ensuite transférée en entrée du ban suivant.
An d'augmenter l'eaité de la méthode de tri, l'arhiteture proposée à la gure 2-
19 est modiée. Instantier 215 bans omposés de deux registres 48 bits est diile en
raison des ressoures limitées. Dans une implantation FPGA, la solution à privilégier est
d'utiliser les bans mémoires disponibles dans le iruit. Par onséquent, la taille des bans
est augmentée. La ontrainte à satisfaire est d'assurer le tri de haque ban intermédiaire
en 48 yles d'horloge, soit 48 × 1/fDAS seondes. En pratique, la fréquene fDAS est
généralement faible, souvent quelques MHz (voir KHz). Par ontre, la fréquene maximale
des mémoires est généralement élevée. Une seonde horloge, de fréquene fclkbram, plus
rapide, peut-être utilisée an de synhroniser les blos RAM. Soit Nb
registre
, le nombre de
registre 48 bits ontenu dans un blo RAM. La ondition à satisfaire est
48
fDAS
≥ Nbregistre + 1
fclkbram
. (2-4)
La fréquene fclkbram doit être hoisie en fontion de la taille des blos RAM, Nbregistre et
de la fréquene fDAS.
Cependant, l'implantation du test statistique oblige à utiliser une mémoire de taille
-62-
Chapitre II - Evaluation de la qualité de générateurs vraiment aléatoires









Tableau 2-5  Intervalles requis dans le run test.
216 × 48 bits. Le oût en mémoire est trop important pour le FPGA iblé. Une mémoire
externe pourrait être utilisée. Cependant, l'utilisation de elle-i obligerait à faire sortir le
signal das à l'extérieur de FPGA. L'objetif nal de la méthode d'évaluation est d'étudier
la qualité des TRNG fae aux attaques non-invasives. Des modiations pourraient être
engendrées sur le signal das. Une solution basée sur l'utilisation d'une mémoire externe est
éartée. Par onséquent, le test n'est pas implanté dans la méthode d'évaluation proposée.
4.3-2 Test T1 : frequeny test
Le test vérie l'uniformité d'une séquene aléatoire binaire onstituée de 2 × 104 bits.
Il s'agit du frequeny test dérit dans la partie 2.2. Cependant, ii, le nombre de 1 doit
appartenir à l'intervalle [9655, 10345]. Un ompteur 14 bits est ii néessaire.
4.3-3 Test T2 : poker test
Il s'agit du poker test dérit dans la partie 2.2. Cependant, le résultat de l'équation
2-2 doit appartenir à l'intervalle ]1.03; 57.4[. Le oût de l'implantation est similaire à elle
étudiée plus haut.
4.3-4 Test T3 : run test
Il s'agit du run test dérit dans la partie 2.2. Cependant, les nombres n1i et n
0
i doivent
satisfaire les résultats présentés dans le tableau 2-5.
4.3-5 Test T4 : long run test
Il s'agit du long run test dérit dans la partie 2.2. Cependant, dans le test T4, auun
run ne doit dépasser une longueur de 34 ou plus.
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4.3-6 Test T5 : test d'autoorrélation
Dans le test d'autoorrélation, le test analyse une séquene aléatoire binaire ompo-
sée de 2 × 104 bits. Les bits sont issus de la sortie du générateur après post-traitement




(bj ⊕ bj+τ ) ∈]2326, 2674[, pour τ ∈ {1, . . . , 5.103}, (2-5)
où ⊕ désigne l'opération d'addition dans GF(2). Dans le test d'autoorrélation, un registre
à déalage de 10.104 bits, un ompteur 9 bits et un opérateur XOR un bit sont néessaires.
Il serait possible d'augmenter le nombre de XOR an de diminuer la latene du test.
Cependant, la latene du test T5 n'est pas la plus élevée de la batterie.
4.3-7 Test T6 : test d'uniformité
Les P2-TRNG doivent satisfaire deux versions du test d'uniformité : les tests T6a et
T6b.
Test T6a
Dans le test T6a, une séquene binaire omposée de 105 bits est analysée. Le test ompte
le nombre de 1 (n1). Si n1 appartient à l'intervalle requis ]47500, 52500[, le TRNG passe
ave suès le test. Un ompteur 16 bits est seulement requis.
Test T6b
Dans le test T6b, la séquene binaire analysée est déomposée en blos indépendants de
deux bits (w2j+1, w2j+2). Chaque blo est utilisé pour générer deux ensembles TF(0) et
TF(1). Le blo (w2j+1, w2j+2) est aeté à l'ensemble TF(r) si w2j+1 = r. La séquene
binaire est analysée tant que TF(0) et TF(1) ne ontiennent pas au moinsN1 = 10
5
éléments.
Les N1 premiers blos de TF(r) permettent de générer la valeur St(r). Lorsque w2j+1 = r,
la valeur St(r), initialisée à 0 est inrémentée par w2j+2 jusqu'à e que N1 additions soient
réalisées. Le nombre de 1 dans St(0) et St(1) est ompté, produisant les valeurs n0(1) et
n1(1).
Deux ompteurs 17 bits sont néessaires pour mémoriser le nombre d'éléments ontenus
dans TF(r) ainsi que les valeurs nr(1), pour r = {0, 1}. Ensuite, les valeurs n0(1) et n1(1)
sont omparées. Si la ondition ∣∣∣∣n0(1)− n1(1)N1
∣∣∣∣ < 2.10−2 (2-6)
est satisfaite, le TRNG valide le test. En matériel, l'équation 2-6 est réalisée en testant si
|n0(1)− n1(1)| < 2.103.
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4.3-8 Test T7 : Evaluation de la distribution des sous-séquene bi-
naire
Les P2-TRNG doivent satisfaire deux versions du test T7 : les tests T7a et T7b.
Test T7a
Dans le test T7a, la séquene binaire est déomposée en sous-blos indépendants de 3 bits
(w3j+1, w3j+2, w3j+3). Le prinipe du test est prohe du test T6a. La seule diérene est
d'analyser des blos de 3 bits. Chaque blo est utilisé pour générer quatre ensembles dis-
joints TF(0,0), TF(0,1), TF(1,0) et TF(1,1). Le blo (w3j+1, w3j+2, w3j+3) permet de onstruire
l'ensemble TF(r,s) si (w3j+1, w3j+2) = (r, s). La valeur St(r,s), initialisée à 0 est inrémentée
par w3j+3 jusqu'à obtenir N1 = 10
5
additions sur St(r,s). Le nombre de 1 (respetivement
de 0) dans haque ensemble St(r,s) est ompté, produisant les valeurs nr,s(1) (respeti-
vement nr,s(0)). Ensuite, pour haque s ∈ {0, 1}, les distributions St(0,s) et St(1,s) sont







est satisfaite, le TRNG valide le test statistique.
En matériel, deux ompteurs 17 bits sont néessaires pour mémoriser le nombre d'élé-
ments ontenus dans TF(r,s) et la valeur de n(r,s)(1). Ensuite, l'équation 2-7 est réalisée en
testant si la ondition
2N1 (nr,0(1)− nr,1(1))2 ≤ 15.13 (nr,0(1) + nr,1(1))
× (2N1 (nr,0(1) + nr,1(1))) (2-8)
est validée. L'équation 2-8 repose sur le fait que nr,k(0) = N1 − nr,k(1), pour k = {0, 1}.
Le oeient 15.13 est odé en virgule xe ave inq bits de préision pour la partie
frationnaire. Le graphe ot de signal réalisant le alul de l'équation 2-8 est présenté dans
la gure 2-22.
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Figure 2-22  Graphe ot de signal néessaire à la réalisation du test T7a.
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Test T7b
À la diérene du test T7a, le test T7b déompose la séquene binaire analysée en blos
disjoints de quatre bits (w4j+1, w4j+2, w4j+3, w4j+4). Les blos sont utilisés pour réer les
huit sous-ensembles disjoints TF(r,s,t), où r ∈ {0, 1}, s ∈ {0, 1} et t ∈ {0, 1}. Ensuite, en
utilisant le même fontionnement que le test T7a, l'ensemble St(r,s,t) est onstruit à partir
de N1 additions de w4j+4 pour haque ensemble TF(r,s,t). La suite du fontionnement du
test est similaire à elui du test T7a. Il en est de même de son implantation. La seule
diérene est le nombre de ompteurs 17 bits requis, égal à 16.
4.3-9 Test T8 : test d'entropie
Prinipe du test d'entropie
Le test d'entropie est présenté par Jean-Sébastien Coron dans [Cor99℄ et [CN98℄. Le test est
basé sur le Test Universel de Maurer (TUM) [Mau91℄ et est inlus dans plusieurs batteries
de tests statistiques (i.e. NIST). Le TUM est apable de déteter une grande partie des
défaillanes statistiques d'une séquene aléatoire. Le prinipe du test est de fournir une
mesure asymptotique de l'entropie de la soure. [CN98℄ propose une version modiée du
TUM produisant un alul plus préis de l'entropie ainsi qu'une détetion plus eae des
défaillanes statistiques de la soure testée.
Dans l'AIS 31, la séquene binaire analysée est déomposée enQ+K séquenes disjointes
de L bits, w1, . . . , wQ+K . Le test est basé sur le alul de la distane minimale (An) entre
wn et le plus réent blo similaire renontré
An =
{
n si ∀i < n, si wn−i 6= wn



















est alulé. En fontion des valeurs de L, Q et K, le résultat de (2-10) est omparé aux
valeurs attendues. Dans l'AIS 31, le test utilise les grandeurs suivantes : L = 8, Q = 2560
et K = 256.103. D'après [KS01℄, si le résultat de (2-10) est supérieur à 7.976, le TRNG
valide le test statistique.
L'implantation du test d'entropie peut être déomposée en deux parties. Dans la pre-
mière partie, une mémoire de 256 × 18 bits est néessaire pour sauvegarder le numéro du
yle (n) dans lequel le blo wn est renontré. Ensuite, haque fois qu'un nouveau mot est
reçu, la distane An est alulée à partir du ontenu de la mémoire. Le résultat g(Ai) est
alulé et additionné à la somme (2-10).
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Pour diminuer la omplexité arithmétique de (2-10), seul le alul de
K log(2)fHTU (s
N ) (2-12)
est néessaire. Cependant, si la omplexité est réduite, une solution eae à l'évaluation








et doit être alulée pour i ∈ {1, . . . , 258559}. La solution proposée pour implanter la
fontion g(i + 1) est d'utiliser une approximation de Hi. Pour plus de détails onernant
l'approximation de la fontion harmonique, se référer à [Vil07℄. Dans e travail, l'approxi-

















a été hoisie, où γ désigne la onstante d'Euler. An de simplier l'ériture, γ est soustrait



















Dans e travail, l'erreur d'approximation (ǫ) est exprimée diretement ou en terme
de préision. La préision d'un alul désigne le nombre de bits orrets donné par µ =
− log2 |ǫ|.
Approximation polynomiale de H
′′
(i)
Une des solutions la plus répandue pour implanter une fontion f , ave une entrée et
une sortie en virgule xe (odées en omplément à 2) est d'utiliser une approximation po-
lynomiale. L'ensemble des polynmes de degré inférieur ou égal à d est noté Pd. L'objetif
est de trouver un polynme p⋆ de Pd sur l'intervalle [a, b] an d'approher au mieux la
fontion f . Le polynme p⋆ est alulé ave une préision plus importante que elle utilisée
en pratique [Mul06℄. Deux types d'approximation sont généralement onsidérées : l'ap-
proximation en moyenne quadratique, minimisant une erreur moyenne et l'approximation
minimisant l'erreur au pire as, appelée approximation minimax [Mul06℄. Cette seonde
méthode est adéquate an de garantir une erreur maximale en sortie de l'approximation.
Par onséquent, dans e travail, elle-i est séletionnée an de réaliser la reherhe d'un
polynme idéal.
Il est néessaire d'introduire la notion de distane, donnée par ‖f − p‖∞
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Le polynme p⋆ satisfait la relation
‖p⋆ − f‖∞ = min
p∈Pn
‖p − f‖∞. (2-17)
p⋆ est appelé le polynme minimax de degré d approhant au mieux la fontion f sur
l'intervalle [a, b]. Il est possible de trouver numériquement p⋆ grâe à l'algorithme de Remez
[Rem34℄. Cet algorithme utilise le théorème de Chebyshev montrant que p⋆ est le polynme
minimax de degré d de f sur [a, b] si et seulement si il existe au moins n+ 2 valeurs
a ≤ x0 < x1 < . . . < xd+1 ≤ b (2-18)
tel que
p⋆(xi)− f(xi) = (−1)i [p⋆(x0)− f(x0)] = ±‖f − p⋆‖∞. (2-19)
En d'autres termes, le théorème montre que si p⋆ est le polynme minimax de f , alors
l'erreur maximale d'approximation est atteinte en au moins d + 2 points et que le signe
de l'erreur osille entre haque point [Mul06℄. Dans e travail, le polynme p⋆ est alulé





, l'erreur d'approximation entre la fontion f et le polynme minimax p⋆.
En pratique, l'implantation du polynme minimax engendre deux erreurs d'approximation
supplémentaires, pouvant se umuler à l'erreur d'approximation e⋆
app
. La première erreur
est ausée par la quantiation des oeients de p⋆ en préision nie. La seonde erreur
est provoquée par les bruits de aluls engendrés dans le graphe ot de signal (GFS) (on
parle d'erreur d'arrondi).
Les oeients du polynme sont notés p0, . . . , pd et forment le polynme p(x) =∑d
i=0 pix
i
. Les polynmes sont représentés en utilisant un odage en omplément à 2.
Plusieurs shémas peuvent être utilisés pour aluler le polynme p(x). Dans e travail, le
shéma de Horner
p(x) = p0 + x (p1 + x (p2 + x (. . . + xpd) . . .)) (2-20)
est onsidéré. Celui-i requiert d additions et d multipliations pour évaluer un polynme
de degré d. Il a aussi une erreur d'arrondi lors de l'évaluation du polynme plus petite que
le shéma direte.
L'erreur maximale en sortie de (2-10) doit être inférieure à 10−3 d'après [KS01℄. Soit un
nombre de bits orrets égal à 9.96, l'équation (2-10) est obtenue à partir de 256.106 addi-
tions suessives de (2-15). L'erreur maximale en sortie de (2-15) est égale à 1/(256.106),
soit une préision minimale de 27.963 bits orrets.
Dans un premier temps, l'objetif est de trouver le polynme minimax en utilisant
Maple
TM
. L'entrée i de H
′′
(i) est un entier 18 bits. An d'améliorer la vitesse d'approxi-
mation, l'entrée est normalisée entre [2−18, 258559 × 2−18]. Par onséquent, la fontion à
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La fontion H
′′′
(i) est présentée dans la gure 2-23. La fontion H
′′′
(i) est approhée pour
i ∈ [2−18, 1[.













Figure 2-23  Fontion H
′′′
(i) à approher pour i ∈]0, 1[. L'asymptote vertiale pour les
valeurs faibles de i rend l'approximation diile.
Segmentation du domaine de définition de la fontion a implanter
Utiliser un seul polynme pour approher H
′′′
(i), ave i ∈ [2−18, 1[ n'est pas possible en
pratique (le degré du polynme est trop élevé). Le domaine de la fontion doit être segmenté
puis approhé sur haun d'eux. La solution la plus répandue est d'utiliser une segmentation
uniforme. Le domaine de la fontion est divisé en segments de même taille. Si le problème
d'adressage pour reherher les oeients des polynmes à utiliser est simple, les segments
ne sont pas adaptés aux aratéristiques de la fontion. Par onséquent, selon la fontion,
une segmentation uniforme peut être ineae. Une autre possibilité est d'utiliser une
segmentation non-uniforme dans laquelle la taille des segments peut varier.
Dans [LLVC03b℄, un shéma de segmentation est proposé : ∆i = {US,P2S}, dans
lequel US et P2S désignent respetivement une segmentation uniforme et par puissane
de 2. Une segmentation hiérarhique à deux niveaux est réalisée ∆0 (∆1) où ∆0 et ∆1
désignent respetivement le niveau 0 et 1. Les segments de niveau 0 utilisent une seg-
mentation uniforme ou par puissane de 2. La segmentation de niveau 1 applique tou-
jours une segmentation uniforme. Par onséquent, le shéma hiérarhique proposé est
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H = {P2S(US), P2SL(US), P2SR(US), US(US)}. P2SR (respetivement P2SL) dé-
signe une segmentation P2S diminuant vers le oté gauhe (respetivement droit). Le
nombre de bits requis pour adresser les segments de niveau 0 (v0) est une ontrainte du
onepteur, au même titre que la fontion à approher, la préision minimale et le shéma
hiérarhique H. Le nombre de segments de niveau 1 néessaire pour satisfaire la ontrainte
de préision est reherhé. L'étape permet de trouver le nombre de bits (v1) requis pour
adresser les segments de niveau 1.
Dans ette étude, la segmentation non-uniforme proposée par Lee et al. dans [LLVC03b℄
a été séletionnée. Comme le montre la gure 2-23, la fontion est diile à approher pour
de petites valeurs de i. Par onséquent, dans e travail, une segmentation de niveau 0 par
puissanes de 2 déroissantes seulement vers le oté droit (appelé P2SR dans [LLVC03b℄)
a été hoisie. Le prinipe du P2SR est présenté dans le tableau 2-6 pour une entrée 8 bits,
v0 = 5 et v1 = 3. Par onséquent, 5 et 8 segments de niveau 0 et 1 peuvent être adressés.
Ii, une méthode diérente de [LLVC03b℄ pour trouver v1 est réalisée. Si la valeur de v0 est
petite, l'asymptote vertiale de H
′′′
(i) néessite un grand nombre de segments de niveau 1
ou des polynmes minimax de degrés élevés, soit un suroût non négligeable en termes de
ressoures. Ii, la méthode proposée est de xer le degré des polynmes minimax à d = 3,
ainsi que le nombre de bits requis par la segmentation de niveau 0 : v0 = 18 (la largeur
de l'entrée). Le nombre de segments de niveau 1 pour satisfaire la préision minimale est
reherhé.
Pour haque segment de niveau 0, l'algorithme est initialisé ave v1 = 0 et reherhe le
polynme minimax de degré 3. Si la préision obtenue est inférieure à la préision minimale
(27.93 bits orrets), v1 est inrémenté de 2. Le segment de niveau 1 est divisé en deux.
Ensuite, le polynme minimax est alulé et l'erreur d'approximation analysée. À haque
étape, le nombre de segment de niveau 1 est doublé. L'algorithme est répété tant que la
préision obtenue est inférieure à la ontrainte.
Chaque segment de niveau 0 est déomposé en 32 segments uniformes, d'où v1 = 5. La
gure 2-24 présente la segmentation de niveau 0 pour i ∈ [2−18, 1[.
Ensuite, le nombre de bits minimal requis pour représenter les polynmes minimax en
virgule xe pour haque segment de niveau 0 est reherhé [MTVC06℄. La taille de la partie
frationnaire est égal à n = 28 bits. La gure 2-25 présente la préision de l'approximation
(en bits orrets) lorsque les polynmes sont odés en virgule xe (ave n = 28 bits).
Approher la fontion (2-21) pour i ∈ [2−18, 1[ est ineae. Comme préédemment
introduit, v0 a été xé à 18, d'où l'utilisation de 18 segments de niveau 0 déomposés en 32
segments de niveau 1. En réalité, plusieurs segments de niveau 1 ne sont pas néessaires.
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Figure 2-24  Segmentation de niveau 0 pour H
′′′
(i) où i ∈ [2−18, 1[.
adresses P2SR Intervalle
0 00000|000 ⇒ 00000|111
1 00001|000 ⇒ 0000.|111
2 00010|000 ⇒ 0001.|111
3 00100|000 ⇒ 001..|111
4 01000|000 ⇒ 01...|111
5 10000|000 ⇒ 1....|111
Tableau 2-6  Segmentation P2SR pour une entrée 8 bits, v0 = 5 et v1 = 3.
Par exemple, le segment de niveau 1 [2−18, 2−17[ est aussi divisé en 32 segments uniformes.
Dans e as de gure, l'approximation minimax est plus oûteuse qu'une mémorisation
direte de (2-21) pour des valeurs petites de i. Cei est dû au fait que la reherhe du
polynme minimax est réalisée dans R sans prendre en ompte un pas de quantiation égal
à 2−18. An d'évaluer à partir de quel segment de niveau 0 l'approximation est intéressante,
l'eaité de l'approximation est évaluée en fontion du oût mémoire. La gure 2-26
montre la taille mémoire requise (en bits) en fontion de la méthode utilisée pour approher
la fontion H
′′′
(i) pour i ∈ [2−18, 2−18+j [ (approximation polynomiale ou mémorisation
direte). Pour i ∈ [2−18, 2−13[, la mémorisation direte est plus eae. Ensuite, à partir
de j = 6, pour i ∈ [2−13, 1[, l'approximation polynomiale est largement moins oûteuse
en termes d'unité mémoire. Par onséquent, pour i ∈ [2−18; 2−13[, la préision obtenue en
sortie de (2-21) est égale à 28 bits orrets.
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Figure 2-25  Préision de l'approximation (en bits orrets) pour i ∈ [2−18, 1[.





















Figure 2-26  Taille mémoire en fontion de la méthode utilisée pour approher la fontion
H
′′′
(i) pour i ∈ [2−18, 2−18+j [.
Ensuite, la taille minimale du hemin de données est alulée. Lors du alul du GFS,
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la réalisation d'une série d'additions suivie de tronatures engendrent un bruit de alul
non négligeable. La préision en est fortement dégradée. An de réduire le bruit de alul,




= ((p3 × x+ p2)× x+ p1)× x+ p0 (2-22)
est utilisé. Pour haque segment de niveau 1, la préision du shéma de Horner est alulée
par des simulations en virgule xe réalisées par Matlab. La gure 2-27 présente le GFS
utilisé pour approher la fontion (2-21) pour i ∈ [2−13, 1[. Le blo T désigne une opération
de tronature réalisée sur la partie frationnaire du hemin de données. Après haque
multipliation, le nombre de bits minimal requis par les parties frationnaires est reherhé.
Une reherhe exhaustive est réalisée. Le hemin de données doit ontenir 30 bits pour la
partie frationnaire, soit 2 bits de garde. Dans la gure 2-27, les données sont représentées
en virgule xe. Celles-i sont omposées d'un bit de signe, d'une partie entière et d'une
partie frationnaire. Les données en virgule xe sont spéiées suivant la notation (b,m, n),
où b, m et n désignent respetivement la largeur en bits de la donnée, de la partie entière
















Figure 2-27  Graph ot signal réalisant l'approximation de H
′′′
(i) pour i ∈ [2−13, 1[.
La préision de l'approximation de H
′′′
(i) pour i ∈ [2−13, 21[ en utilisant le GFS est
présentée dans la gure 2-28. La préision minimale est égale à 27.94 bits orrets, soit une
préision supérieure à la ontrainte de préision égale à 27.93.
Arhiteture matérielle de l'approximation de H
′′′
(i)
Un problème à étudier est elui de l'adressage des oeients des polynmes. L'entrée i
de H
′′′
(i) est un entier 18 bits. Les 13 bits de poids forts de i ((i17, ..., i5)2) sont utilisés
pour séletionner le segment de niveau 0. Le zéro situé le plus à droite des 13 bits est
déteté à partir d'un Leading Zero Detetor (LZD). La solution proposée par [LLVC03b℄
et présentée dans la gure 2-29 a été hoisie. Des opérateurs OU logiques appliqués en
asade sur les 13 bits de poids forts et un ompteur de 1 sont requis. Le LZD produit la
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Accuracy constraint = 27.93 correct bits
Figure 2-28  Préision de l'approximation (en bits orrets) de H
′′′
(i) pour i ∈ [2−13, 1[.
variable P2SR address pouvant prendre une valeur entre 1 et 13. Une fois le segment de
niveau 0 séletionné, le segment de niveau 1 est adressé en utilisant les 5 MSB suivant le
(P2SR address+ 4)ième bit de i.
17i 16i 15i 5i6i
Additionneur
Adresse P2SR { }13,1∈
4i 0i
Figure 2-29  Leading Zero Detetor (LZD). Des opérateurs OU logiques appliqués en
asade sur les 13 bits de poids forts et un ompteur de 1 sont requis. Le LZD produit la
variable P2SR address pouvant prendre une valeur entre 1 et 13.
Les oeients p3, p2, p1 et p0 sont mémorisés par quatre mémoires ROM de profondeur
égale à 416. La gure 2-30 présente l'organisation dans la mémoire pour le oeient p0.
Le oeient à adresser est failement alulé par
addresse mémoire = 25 × (adresse P2SR− 1) + position segment de niveau 1. (2-23)
Pour i ∈ [2−18, 2−13[, les 31 résultats de H ′′′(i) sont mémorisés par une CAM dont la taille
est égale à 31× 31 bits.
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0
31
[2,2[ 1213 −−Outer segment







Figure 2-30  Organisation de la ROM pour la mémorisation du oeient p0.
FPGA iblé Xilinx Virtex 5 SX50
Nombre total de LUT 499 (1%)
Fréquene maximale 84.2 MHz
BRAM 7 (5%)
DSP48 32 (11%)
Latene au pire as 8 yles
Tableau 2-7  Résultats d'implantation pour une ible FPGA Xilinx Virtex 5 XC5VSX50.
Le iruit approximant la fontion H
′′′
(i) pour i ∈ [2−18, 1[ est plaé et routé par
l'outil ISE 10.1 pour la ible FPGA Xilinx Virtex 5 SX50-1. Le tableau 2-7 résume les
performanes obtenues. Dans le pire as, la latene du alul est de 8 yles.
4.3-10 Performane et oût matériel des tests de l'AIS 31
Les tests statistiques de l'AIS 31 sont implantés dans le FPGA Xilinx Virtex 5 SX50-1.
Les performanes et oûts des tests et de la batterie omplète de l'AIS 31 sont résumés
dans le tableau 2-8. Ceux-i ont été obtenus par l'outil Xilinx ISE 10.1.03. Comme indiqué,
l'AIS 31 oupe une faible surfae du FPGA iblé (10 %). Malgré la taille relativement
faible de la matrie du FPGA, l'implantation de l'AIS 31 est peu oûteuse. La fréquene
maximale de 88.2 MHz autorise l'évaluation en ligne et temps réel de la qualité des TRNG.
4.4 Evaluation des générateurs séletionnés
Le shéma présenté en gure 2-18 est réalisé. Les générateurs sont implantés au sein du
même FPGA, un Xilinx Virtex-5 SX50. An d'évaluer la qualité des TRNG en fontion
de leur débit, une horloge reongurable réalisée dans le FPGA Xilinx par un blo Digital
Clok Manager (DCM) [Xil08℄ est utilisée. Pendant la phase de reonguration, l'évalua-
tion des générateurs est stoppée. Une fois le re-verrouillage de la DCM assuré, les TRNG
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Tests
T1 Nombre total de LUTs 32 (0%)
Fréq. Max 345.542 MHz
T2 Nombre total de LUTs 178 (0%)
Fréq. Max 125.73 MHz
T3 Nombre total de LUTs 244 (0%)
Fréq. Max 271.22 MHz
T4 Nombre total de LUTs 42 (0%)
Fréq. Max 287.27 MHz
T5 Nombre total de LUTs 189 (0%)
BRAM 1 (0%)
Fréq. Max 288.6 MHz
T6a Nombre total de LUTs 81 (0%)
Fréq. Max 314.56 MHz
T6b Nombre total de LUTs 245 (0%)
Fréq. Max 221 MHz
T7a Nombre total de LUTs 919 (2%)
Fréq. Max 90.67 MHz
T7b Nombre total de LUTs 1620 (4%)
Fréq. Max 90.58 MHz
Nombre total de LUTs 499 (1%)
T8 Fréq. Max 84.2 MHz
BRAM 7 (5%)
DSP48 32 (11%)
Nombre total de LUTs 4042 (10%)
Total Fréq. Max 84.2 MHz
BRAM 8 (6%)
DSP48 32 (11%)
Tableau 2-8  Résultat de l'implantation des tests de l'AIS 31 pour une ible FPGA Xilinx
Virtex 5 SX50T-1.
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fontionnent librement pendant 5.103 yles d'horloge avant de proéder à l'évaluation par
les tests statistiques. Les générateurs sont analysés pour des débits variant de 1.03 Mb/s à
10.65 Mb/s ave des pas de 343.7 Kb/s.
La qualité des générateurs est évaluée en deux étapes. La première étudie les propriétés
de la séquene binaire après post-traitement par les tests frequeny, T1, poker, T2, run,
T3, long-run, T4 et T5. L'ensemble des tests est appelé T
r
. Ensuite, la qualité aléatoire du
bruit éhantillonné est examinée par les tests T6a, T6b, T7a, T7b et T8. L'ensemble est
désigné par T
w
. An de failiter l'analyse des générateurs, les taux d'éhe obtenus par les




sont étudiés. Les taux sont divisés en quatre lasses : la
lasse A pour un pourentage d'éhe de 0%, la lasse B entre 0% et 10%, la lasse C entre
10% et 30% et enn, la lasse D pour des taux d'éhe supérieurs à 30%.
Les gures 2-31 et 2-32 orrespondent aux pourentages des quatre lasses lorsque les
générateurs [SMS07℄ et [DG07℄ sont analysés par l'ensemble de tests T
r
pour diérents
débits de génération allant de 1.03 Mb/s à 10.65 Mb/s ave des pas de 343.7 Kb/s. Comme
le montre la gure 2-31, le débit maximal du TRNG proposé par Sunar et al. [SMS07℄
est de 6.53 Mb/s. Pour des débits supérieurs à 7.56 Mb/s, la qualité du générateur est
dégradée.
La gure 2-32 présente l'évaluation du TRNG présenté par Dihtl et al. [DG07℄. D'après
les tests T
r
, le débit maximal du générateur est égal à 5.5 Mb/s pour le FPGA Xilinx Virtex
5 SX50 testé. Au delà de e débit, la qualité du générateur est dégradée.
Les gures 2-33 et 2-34 présentent les résultats de l'évaluation des TRNG [SMS07℄ et
[DG07℄ par les tests T
w
pour diérents débits de génération allant de 1.03 Mb/s à 10.65Mb/s
ave des pas de 343.7 Kb/s. La gure 2-33 montre que le bruit éhantillonné du TRNG
proposé par Sunar et al. [SMS07℄ peut être utilisé jusqu'à un débit de 8.59 Mb/s. La gure
2-34 indique que le bruit éhantillonné par le TRNG Dihtl et al. [DG07℄ peut être utilisé
à un débit maximal de 6.53 Mb/s.
4.5 Conlusions de l'évaluation
Les expérimentations montrent que la diminution du débit des TRNG n'engendre pas
forément une amélioration des propriétés statistiques de la séquene aléatoire. Par exemple,
lorsque le générateur Sunar et al. [SMS07℄ fontionne à un débit inférieur au débit maxi-
mal, pour ertains débits le générateur éhoue aux tests statistiques. Nous supposons que
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Figure 2-31  Pourentage des quatre lasses lorsque le TRNG Sunar et al. [SMS07℄ est
analysé par l'ensemble des tests T
r
tests pour diérents débits de génération allant de 1.03
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Figure 2-32  Pourentage des quatre lasses lorsque le TRNG Dihtl et al. [DG07℄ est
analysé par l'ensemble des tests T
r
tests pour diérents débits de génération allant de 1.03
Mb/s à 10.65Mb/s ave des pas de 343.7 Kb/s. L'axe des absisses est ii exprimé en Mb/s.
ei est provoqué par le fait que la fréquene d'éhantillonnage du TRNG est un multiple
ommun de la fréquene du bruit éhantillonné.
L'analyse montre que le TRNG Sunar et al. [SMS07℄ semble être plus robuste que le
générateur Dihtl et al. [DG07℄. Par ailleurs, le débit de [SMS07℄ est plus élevé.
De plus, les résultats montrent que le débit maximal du signal DAS produit par les
deux générateurs est supérieur à elui atteignable par la sortie des TRNG. Par exemple, le
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Figure 2-33  Pourentage des quatre lasses lorsque le TRNG Sunar et al. [SMS07℄ est
analysé par l'ensemble des tests T
w
tests pour diérents débits de génération allant de 1.03
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Figure 2-34  Pourentage des quatre lasses lorsque le TRNG Dihtl et al. [DG07℄ est
analysé par l'ensemble des tests T
w
pour diérents débits de génération allant de 1.03
Mb/s à 10.65Mb/s ave des pas de 343.7 Kb/s. L'axe des absisses est ii exprimé en
Mb/s.
débit maximal du TRNG proposé par Sunar et al. [SMS07℄ est de 8.59 Mb/s. En sortie du
blo de post-traitement, le débit maximal est de 6.53 Mb/s. Le même onstat est réalisé
sur le TRNG présenté par Dihtl et al. [DG07℄. Cei montre que des optimisations sur les
blos de post-traitement des TRNG peuvent améliorer le débit des générateurs.
Enn, la méthode proposée permet d'adapter le débit des générateurs en fontion du
-79-
Setion 5 - Evaluation du oût matériel et de la puissane onsommée des
TRNG testés
TRNG Nombre ALUT
Sunar and al. [SMS07℄ 1 652
Vasyltsov and al. [VHKK08℄ 9
Dihtl and al. [DG07℄ 73
Tableau 2-9  Nombre d'ALUT requis par les TRNG au sein du FPGA Altera EP2S60.
iruit utilisé et de son ativité. Par exemple, au sein d'un FPGA Xilinx Virtex 2, le débit
obtenu par [SK03℄ (implantation de [SMS07℄) est égal à 2.5 Mb/s. Pour e même générateur
dans le FPGA Xilinx Virtex 5 SX50 testé, la méthode proposée permet d'obtenir un débit
maximal de 6.53 Mb/s pour la séquene après post-traitement et de 8.59 Mb/s pour le bruit
éhantillonné. [DG07℄ spéie un débit de 6.25 Mb/s au sein d'un FPGA Altera Spartan-3.
Ii, la méthode onverge vers un débit de 5.5 Mb/s pour la séquene après post-traitement
et de 6.53 Mb/s pour le bruit éhantillonné.
5 Evaluation du oût matériel et de la puissane
onsommée des TRNG testés
5.1 Coût matériel
Chaque TRNG est implanté dans une arte de développement FPGA Altera Stratix II
EP2S60. La surfae des générateurs est reportée dans le tableau 2-9 en fontion du nombre
total d'ALUT retourné par le logiiel Altera Quartus 7.2. Le TRNG le moins oûteux ma-
tériellement est le TRNG [VHKK08℄. Le générateur onsomme seulement quelques ALUT.
Le générateur [DG07℄ néessite légèrement plus de ressoure. À la diérene des deux préé-
dents générateurs, le TRNG [SMS07℄ requiert un grand nombre d'ALUT. Par onséquent,
d'un point de vue matériel, les TRNG sont à privilégier en vue d'une implantation au sein
d'un iruit ryptographique à faible oût.
5.2 Puissane onsommée
Estimer la puissane onsommée en utilisant les outils de développement des onstru-
teurs de FPGA donne des résultats peu rédibles. Les outils semblent avoir des diultés
pour simuler la métastabilité des signaux renontrés dans les générateurs de nombres vrai-
ment aléatoires.
L'alternative privilégiée est de mesurer diretement la puissane onsommée par le ÷ur
du FPGA. La arte de développement FPGA Atel Igloo permet de mesurer le ourant
onsommé par le ÷ur du FPGA. Par onséquent, il est possible de aluler la puissane
dynamique onsommée. Les résultats obtenus pour les générateurs sont résumés dans le
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TRNG Puissane dynamique (mW)
Sunar and al. [SMS07℄ 45.36
Vasyltsov and al. [VHKK08℄ 2.52
Dihtl and al. [DG07℄ 3.96
Tableau 2-10  Puissane dynamique onsommée par les trois générateurs implantés au
sein de la arte de développement FPGA Atel Igloo.
tableau 2-10. La onsommation des générateurs est relativement faible. De plus, et eet
est amplié par le fait d'utiliser un FPGA très faible onsommation. Cependant, en fon-
tionnement, la puissane onsommée par le TRNG [SMS07℄ est supérieure d'un fateur
18 et 11.5 par rapport à [VHKK08℄ et [DG07℄. Le tableau montre aussi que la puissane
onsommée par [VHKK08℄ and [DG07℄ est prohe. De plus, la très faible onsommation
du générateur [DG07℄ pendant l'étape de repos montre son intérêt pour les appliations
néessitant seulement oasionnellement un nouveau veteur d'initialisation.
6 Conlusions
Après avoir présenté les trois TRNG séletionnés, la robustesse des générateurs au sein
d'un FPGA Altera Stratix II est évaluée. L'objetif de l'étude était d'étudier la qualité
des générateurs en fontion de la température du iruit FPGA et de son ativité. Une
méthodologie d'évaluation, basée sur l'utilisation des tests statistiques du FIPS 140-2 est
proposée. À partir de l'implantation matérielle des tests, les générateurs sont évalués, en
temps réel et au sein du même iruit. La méthode permet de omparer le omportement
des générateurs lorsque eux-i sont utilisés dans des environnements similaires. Cette étude
a permis de retenir deux générateurs, le TRNG de Sunar et al. [SMS07℄ et elui de Dihtl
et al. [DG07℄.
Les deux générateurs sont basés sur la gigue d'un ou plusieurs osillateur(s). À partir de
mesures réelles de gigue réalisées, l'importane d'adapter le omportement des TRNG en
fontion du FPGA utilisé et de son ativité est présentée. Par onséquent, la méthodologie
d'évaluation des TRNG a été modiée an de herher le débit maximal des générateurs.
La méthode présentée teste à la fois la séquene binaire en sortie du générateur ainsi
que les propriétés statistiques du signal DAS. Celle-i utilise une implantation eae des
tests statistiques proposés par l'AIS 31. Cette étude a permis d'analyser les performanes
des générateurs de Sunar et al. [SMS07℄ et de Dihtl et al. [DG07℄ au sein d'un FPGA
Xilinx Virtex 5 SX50. La robustesse du générateur proposé par Sunar et al. a été montrée.
Cependant, le oût matériel et la onsommation engendrés par e générateur sont relative-
ment importants. Par onséquent, le TRNG proposé par Dihtl et al. sera préféré au sein
des iruits présentant de fortes ontraintes en surfae et en onsommation. De plus, la
méthode proposée a permis d'optimiser les débits des TRNG au sein du FPGA visé.
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Cette étude a montré la possible variation de la qualité d'un TRNG en fontion de
l'environnement extérieur et de l'ativité du iruit dans lequel elui-i est implanté. Par
onséquent, des méanismes de test en ligne permettant d'analyser, en temps réel, la qualité
d'un générateur doivent être mis en ÷uvre. La gure 2-35 présente un RNG hybride dispo-
sant d'un tel méanisme et proposé dans ette thèse. À partir de l'évaluation de la qualité
du signal DAS et de la séquene binaire produite après post-traitement, le omportement
du TRNG est analysé. En as de défaillanes importantes du TRNG, une alarme est levée.
L'analyse, en temps réel de la qualité du TRNG permet d'assurer un exellent germe au
PRNG. Cependant, pour être valables, les tests en ligne doivent être peu oûteux en termes
de ressoures matérielles. Le hapitre suivant dérit l'implantation d'un tel système.
Source de 



























Figure 2-35  Présentation d'un RNG hybride disposant de méanisme de test en ligne de
la qualité du TRNG. À partir de l'évaluation de la qualité du signal DAS et de la séquene
binaire produite après post-traitement, le omportement du TRNG est analysé. En as de
défaillanes importantes du TRNG, une alarme est levée. L'analyse, en temps réel de la




Vers des RNG uniformes et
gaussiens à très haut débit
Comme l'a présenté le hapitre II, un générateur hybride doit être onstitué de méa-
nismes de test en ligne permettant la validation, temps réel, de la qualité d'un TRNG. La
première setion de e hapitre dérit le développement d'un RNG hybride onçu onjoin-
tement ave une entreprise spéialisée en ryptographie. L'entreprise propose une solution
ryptographique néessitant l'implantation au sein d'un iruit reongurable d'un RNG à
très haut débit. La setion dérit le iruit désiré par l'entreprise.
Dans ertaines appliations, une implantation au sein de iruits dédiés (e.g. ASIC)
est souvent requise. Si le hapitre II a permis de séletionner un TRNG au sein d'une
plateforme reongurable, le générateur à hoisir peut être diérent au sein d'une solution
ASIC. La seonde setion du hapitre présente l'implantation de deux RNG hybrides au
sein de iruits ASIC. Les iruits permettront la séletion d'un TRNG optimal en vue
d'une implantation au sein d'un iruit dédié.
Les générateurs hybrides permettant de générer des nombres aléatoires uniformes sont
très utilisés dans les appliations ryptographiques. Cependant, dans ertaines applia-
tions, il est parfois néessaire de générer des nombres aléatoires suivant une distribution de
probabilité diérente. En ommuniation numérique, il est souvent néessaire de onnaître
le taux d'erreur binaire d'un système. Ainsi, des modèles de anaux de transmission sont
souvent utilisés pour simuler le omportement de tels systèmes. Cependant, les taux d'er-
reur binaire atuels (10−9) entraînent la réalisation d'un grand nombre de simulations.
La omplexité des modèles de anaux de transmission engendre des temps de alul très
importants. Une alternative an d'améliorer la rapidité des simulations est d'implanter le
modèle de anal de transmission en matériel, au sein de iruits reongurables. La dernière
setion du hapitre présente la oneption matérielle du iruit permettant la simulation
temps réel d'un anal à bruit gaussien additif et d'un anal de Rayleigh.
Setion 1 - Implantation d'un RNG hybride au sein d'un iruit
reonfigurable
1 Implantation d'un RNG hybride au sein d'un ir-
uit reonfigurable
L'objetif de ette setion est de présenter l'implantation FPGA d'un RNG hybride
réalisé en ollaboration ave une entreprise spéialisée en ryptographie. L'entreprise a
développé une solution permettant d'assurer la ondentialité, l'intégrité et/ou la non
intereption des données transmises.
1.1 Desription du générateur hybride
L'arhiteture du générateur hybride a été onçue en ollaboration ave l'entreprise
spéialisée en ryptographie. Au sein de la solution, notre rle a été de onevoir et de
développer le TRNG. De plus, un méanisme de ontrle de la qualité du générateur devait
être réalisé an d'assurer la qualité du TRNG. Par ailleurs, ette ontrainte est imposée
par la DCSSI (Diretion entrale de la séurité des systèmes d'Information).
L'entreprise désirait obtenir un générateur failement implantable au sein d'un iruit
FPGA Xilinx Virtex II. Le shéma du RNG hybride développé est présenté dans la gure
3-1.
À partir de l'étude réalisée dans le hapitre II, le TRNG séletionné est elui proposé par
Sunar et al. [SMS07℄. De plus, onjointement ave l'entreprise de ryptographie et la DCSSI,
la solution proposée pour ltrer les défaillanes du TRNG est d'utiliser l'implantation
matérielle de la batterie FIPS 140-2. Son implantation a été présentée dans la setion 2.2-
5. Ensuite, la sortie du TRNG, validée en temps réel par le FIPS 140-2, est utilisée pour
initialiser un générateur pseudo-aléatoire. Le débit du TRNG est xé à 6.5 Mb/s. Le PRNG
implanté est un AES 128 bits (AES-128). Celui-i a été développé par l'entreprise. Nous
n'avons auun détail sur les performanes de l'implantation.











Figure 3-1  RNG hybride développé onjointement ave l'entreprise spéialisée en rypto-
graphie. Le générateur est omposé du TRNG proposé par Sunar et al. [SMS07℄. La sortie
du TRNG est évaluée en temps réel par la batterie de tests matériels FIPS 140-2. Le germe
est ensuite utilisé pour initialiser un PRNG, ii un AES-128.
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2 La quête d'un RNG hybride optimal au sein d'un
iruit VLSI
Dans ertaines appliations, une implantation au sein de iruits dédiés (e.g. ASIC)
est souvent requise. Si le hapitre II a permis de séletionner un TRNG au sein d'une
plateforme reongurable, le générateur à hoisir peut être diérent au sein d'une solution
ASIC. Cette setion présente l'implantation de deux RNG hybrides réalisés en tehnologie
CMOS 130 nm. Le premier iruit, OCHREv1 (On-CHip Randomness Evaluation version
1), est parti en fabriation en février 2009. Le iruit enapsulé a été reçu en septembre
2009. Cette setion présente les premiers résultats de validation du iruit. Le seond iruit,
OCHREv2 (On-CHip Randomness Evaluation version 2), est en ours de développement.
Le iruit partira en fabriation en janvier 2010.
2.1 On-CHip Randomness Evaluation version 1
2.1-1 Arhiteture du iruit
L'arhiteture globale du iruit est présentée à la gure 3-2. Le iruit est omposé
d'un TRNG, du FIPS 140-2, d'un PRNG et de deux osillateurs à anneaux.
Le TRNG proposé par Shellekens et al. [SPV06℄ a été implanté. Celui-i est une version
minimisée de [SMS07℄, omposée de 110 osillateurs possédant haun 3 inverseurs. Le
TRNG est synhrone ave l'horloge externe Clk1. Le générateur est lané par le signal
reset. Il est possible de visualiser le signal en sortie de l'arbre de XOR avant éhantillonnage
grâe au signal outRingOscillator.
Le PRNG implanté est l'automate ellulaire mono-dimensionnel à 4 voisins proposé par
[Sha02℄ suivant la règle Ca1d50745. Au sein du iruit visé, le débit maximal du PRNG
est de 800 Mb/s. En ongurant le signal cmdca, le générateur peut être initialisé par le
TRNG [SPV06℄ ou par une soure de bruit externe.
Les blos ringOsillatorsShellekens33 et ringOsillatorsShellekens101 de la gure 3-2
orrespondent respetivement à des osillateurs à anneau omposés de 33 et de 101 inver-
seurs. Les osillateurs sont indépendants du reste du iruit an de minimiser les perturba-
tions induites par elui-i (bruit de ouplage, ativité). L'implantation des deux RO permet
d'étudier le omportement de eux-i en fontion des onditions externes exerées sur le
iruit (modulation de la tension d'alimentation, variation de la température extérieure).





En ongurant le signal sel2, le FIPS 140-2 peut être aussi appliqué sur un générateur
externe.
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Figure 3-2  Présentation du iruit OCHREv1.
2.1-2 Surfae et onsommation du iruit
La surfae totale, la puissane dynamique estimée et le hemin ritique du iruit sont
détaillés dans le tableau 3-1 pour une tehnologie CMOS 130 nm, 1.2V. La surfae du
iruit est d'environ 0.35 mm2. La onsommation est très faible (9.04 mW ). La fréquene
maximale du iruit est de 195 MHz.
Surfae totale (µm2) Puissane onsommée (mW ) Fréquene maximale (MHz)
Ciruit sans Ca1d50745 Ca1d50745
0.347 9.04 195 819
Tableau 3-1  Surfae totale, puissane dynamique onsommée et hemin ritique pour une
tehnologie CMOS 130 nm, 1.2V.
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2.1-3 Routage du iruit sous l'outil Virtuoso
Le iruit synthétisé et plaé-routé est présenté dans la gure 3-3. La surfae minimale
du iruit pouvant être fabriqué est de 1 mm2, le iruit possède de grandes parties vides
et se retrouve limité par les plots d'entrée/sortie (pad limited).
Figure 3-3  Shéma layout du iruit OCHREv1.
2.1-4 Validation du iruit ASIC
Le hapitre II a présenté la performane de TRNG reonnus au sein d'un iruit FPGA.
À notre onnaissane, en tehnologie ASIC, auune étude de la qualité de TRNG basés
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sur l'éhantillonnage d'osillateurs n'a été réalisée. L'objetif de ette sous-setion est de
présenter les premiers résultats de validation du iruit ASIC. Cette étude est eetuée
en trois étapes. Tout d'abord, la soure d'aléa du TRNG est évaluée. Ensuite, le bruit
éhantillonné est présenté. Enn, les propriétés statistiques de la sortie du TRNG sont
examinées.
2.1-5 Analyse de la soure de bruit du générateur
An d'évaluer la soure de bruit du générateur, deux osillateurs à anneau de longueurs
33 et 101 ont été implantés au sein du iruit ASIC (blos ringOsillatorsShellekens33
et ringOsillatorsShellekens101 à la gure 3-2). L'objetif de ette partie est d'évaluer la
gigue yle à yle produite par les osillateurs.
Analyse de l'osillateur à anneau possédant 33 inverseurs
La gure 3-5 présente les aratéristiques de la gigue yle à yle de l'osillateur à anneau
possédant 33 inverseurs. La mesure est eetuée à partir de l'observation de 106 points
éhantillonnés à 20× 106 éh/s. L'horloge analysée possède une fréquene de 216.96 MHz.
L'histogramme montre la distribution de la gigue. En absisse, l'éhelle est égale à 50
ps par division. La valeur moyenne (µ) de la gigue yle à yle est de -122.3 fs. La gigue
est par onséquent entrée ar très prohe de 0. Les valeurs maximale et minimale sont
respetivement de 98.3 ps et -86.6 ps. L'éart type est de 30.87 ps.
Le tableau 3-2 présente la quantité de gigue observée entre µ ± 1σ, µ ± 2σ et µ± 3σ.
Par ailleurs, les valeurs théoriques d'une loi normale sont reportées dans le tableau. Cei
permet d'évaluer rapidement si la distribution observée se rapprohe d'une loi normale et,
pour e iruit, la gigue yle à yle ne suit pas une loi normale.
Osillateur Loi normale RO à 33 inverseurs R0 à 101 inverseurs
µ± 1σ 68.26% 66.1% 63.5%
µ± 2σ 95.44% 99.3% 98.9%
µ± 3σ 99.74% 100 % 100%
Tableau 3-2  Répartition de la gigue yle à yle entre µ± 1σ, µ± 2σ et µ± 3σ.
Le spetre de puissane est aussi présenté dans la gure 3-5. En ordonnée, l'éhelle est
de 12 ps par division. En absisse, elle-i est de 10.8 MHz par division. Comme le montre
la gure, des omposantes fréquentielles sont renontrées plus fréquemment que d'autres.
Par exemple, pour la fréquene de 79.92 MHz, un pi d'amplitude 12 ps est observé. Cei
montre l'existene de parties déterministes au sein de la gigue yle à yle.
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Figure 3-4  Présentation des aratéristiques de la gigue yle à yle de l'osillateur à
anneau possédant 33 inverseurs. La mesure est eetuée à partir de l'observation de 106
points éhantillonnés à 20× 106 éh/s. L'horloge analysée possède une fréquene de 216.96
MHz. L'histogramme montre la distribution de la gigue. En absisse, l'éhelle est égale à
50 ps par division. La valeur moyenne (µ) de la gigue yle à yle est de -122.3 fs. Les
valeurs maximale et minimale sont respetivement de 98.3 ps et -86.6 ps. L'éart type est
de 30.87 ps. Pour le spetre de puissane, l'éhelle en ordonnée est de 12 ps par division et
de 10.8 MHz par division en absisse.
Analyse de l'osillateur à anneau possédant 101 inverseurs
La même analyse est réalisée pour l'osillateur à anneau omportant 101 inverseurs. Les
résultats de mesure sont présentés dans la gure 3-5. De la même manière, la mesure est
eetuée à partir de l'observation de 106 points éhantillonnés à 20×106 éh/s. La fréquene
de l'horloge analysée est de 79.99 MHz.
L'éhelle en absisse de l'histogramme est de 5 ps par division. La valeur moyenne et
l'éart type sont respetivement de 85.8 ps et 4.62 ps. Par rapport au RO à 33 inverseurs
dans lequel la gigue moyenne est prohe de 0 (-112.3 fs) et l'éart type élevé (30.87 ps), ii
la gigue observée est relativement faible et non entrée autour de 0. Les valeurs maximale
et minimale de la gigue sont respetivement de 104.1 ps et 71.38 ps. Le tableau 3-2 présente
la quantité de gigue observée entre µ ± 1σ, µ ± 2σ et µ ± 3σ. Les statistiques observées
montrent que la loi ne s'apparente pas à une loi normale.
Le spetre de puissane est aussi présenté dans la gure 3-5. En ordonnée, l'éhelle est
de 1.25 ps par division. En absisse, elle-i est de 4 MHz par division. La gure montre
que pour les fréquenes 7, 24.2 et 31.2 MHz, des omposantes déterministes sont observées.
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La valeur maximale est obtenue pour 31.2 MHz ave un pi de 3.625 ps.
Figure 3-5  Présentation des aratéristiques de la gigue yle à yle de l'osillateur à
anneau possédant 33 inverseurs. La mesure est eetuée à partir de l'observation de 106
points éhantillonnés à 20×106 éh/s. La fréquene de l'horloge analysée est de 79.99 MHz.
L'éhelle en absisse de l'histogramme est de 5 ps par division. La valeur moyenne et l'éart
type sont respetivement de 85.8 ps et 4.62 ps. Par rapport au RO à 33 inverseurs dans
lequel la gigue moyenne est prohe de 0s (-112.3 fs) et l'éart type élevé (30.87 ps), ii la
gigue observée est relativement faible et non entrée autour de 0. Les valeurs maximale
et minimale de la gigue sont respetivement de 104.1 ps et 71.38 ps. Pour le spetre de
puissane, l'éhelle en ordonnée est de 1.25 ps par division et de 4 MHz par division en
absisse.
2.1-6 Vérifiation du bon fontionnement du TRNG
Le fontionnement du TRNG est vérié à partir de l'observation du bruit éhantillonné,
le signal outRingOsillator dans la gure 3-2. La gure 3-6 présente un relevé du signal en
sortie du iruit. Le signal est synhrone ave l'horloge du TRNG (Clk1). Cei montre le
bon fontionnement du iruit TRNG.
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Figure 3-6  Visualisation du bruit éhantillonné (signal outRingOsillator) en sortie du
TRNG Shellekens et al.
2.1-7 Analyse de la qualité du TRNG
An d'évaluer la qualité du générateur, le pourentage de réussite aux tests FIPS 140-
2 est alulé pour des débits de 1.25 Mb/s et 1.875 Mb/s. Le tableau 3-3 résume les
résultats obtenus par le générateur. Ceux-i proviennent de l'analyse de 106 séquenes
binaires omposées de 2× 104 bits. Pour un débit de 1.25 Mb/s, les tests FIPS 140-2 sont
réussis par le générateur. Par ontre, à partir d'un débit de 1.875 Mb/s, les performanes






Long Run 100 99.75
Tableau 3-3  Résumé de la réussite (en %) du TRNG Shellekens et al. obtenue aux tests
FIPS 140-2. Les résultats proviennent de l'analyse de 1M séquenes binaires omposées de
2× 104 bits.
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2.1-8 Conlusions et perspetives
Après avoir présenté le shéma de prinipe du iruit, les premiers résultats montrant
son fontionnement orret ont été montrés. À partir de l'observation du bruit éhantillonné
et de l'analyse de la réussite du générateur aux tests FIPS 140-2, le générateur est validé.
Pour un débit de 1.25 Mb/s, le TRNG proposé par Shellekens et al. [SPV06℄ satisfait
l'ensemble des tests du FIPS 140-2. Pour des débits supérieurs, la qualité de la séquene
produite par le TRNG se dégrade.
La réeption tardive du iruit ASIC au laboratoire n'a pas permis d'étudier en détail
les performanes du générateur. De plus amples analyses doivent être menées. Il sera né-
essaire d'évaluer les propriétés statistiques du bruit éhantillonné et deux analyses seront
eetuées. La première onsistera à utiliser les tests statistiques onseillés par l'AIS 31
an d'évaluer le signal DAS. La seonde analyse étudiera l'autoorrélation du bruit éhan-
tillonné à partir de la mémorisation d'un grand nombre de réalisations du signal. De plus,
le iruit sera utilisé pour analyser le omportement du générateur proposé par Shellekens
et al. [SPV06℄ en fontion d'attaques réalisées sur elui-i (e.g. modulation de la tension
d'alimentation).
2.2 On-CHip Randomness Evaluation version 2
Le iruit OCHREv1 a permis de prendre en main les outils de oneption ASIC. Le
fontionnement orret du iruit permet la réalisation d'un seond iruit plus ambitieux :
OCHREv2. Plusieurs attentes reposent sur le iruit. Le premier objetif est de omparer
les performanes de TRNG reonnus au sein d'un iruit ASIC. Le seond objetif sera
d'étudier le omportement des générateurs fae à la réalisation d'attaques. Enn, le troi-
sième objetif est de produire en sortie des variables aléatoires suivant une loi uniforme,
normale et de Rayleigh. Le iruit sera envoyé pour fabriation en janvier 2010. Cette
sous-setion présente l'arhiteture et les performanes attendues du iruit.
2.2-1 Arhiteture du iruit
L'arhiteture globale du iruit est présentée à la gure 3-7. Le iruit est omposé des
TRNG proposés par Sunar et al. [SMS07℄, Vasyltsov et al. [VHKK08℄, Dihtl et al. [DG07℄
et Yoo et al. [YSKB℄. Les tests statistiques proposés par l'AIS 31 et le FIPS 140-2 sont
implantés. Le FIPS 140-2 permet de valider en temps réel la qualité de la séquene vraiment
aléatoire produite par le TRNG séletionné. La séquene analysée est ensuite utilisée pour
initialiser un générateur pseudo-aléatoire, un AES-128 fontionnant en mode OFB). Ce
mode a été hoisi pour ses bonnes performanes en tant que PRNG [LS07℄. L'AES-128
implanté est distribué librement par l'entreprise ASICS
1
. Tous les 215 yles, la lé et le
message de l'AES sont initialisés par la sortie du TRNG. En sortie de l'AES, deux blos
1. http ://www.asis.ws/
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sont implantés an de générer des variables aléatoires suivant une loi de Rayleigh et une






















Figure 3-7  Le iruit est omposé des TRNG proposés par Sunar et al. [SMS07℄, Vasyltsov
et al. [VHKK08℄, Dihtl et al. [DG07℄ et Yoo et al. [YSKB℄. Les tests statistiques AIS 31
et FIPS 140-2 sont implantés. La séquene issue du TRNG est validée par le FIPS 140-2 et
sert ensuite à initialiser un générateur pseudo-aléatoire, un AES-128 fontionnant en mode
OFB. En sortie de l'AES, deux blos sont implantés an de générer des variables aléatoires
suivant une loi de Rayleigh et une loi gaussienne (via l'unité Box-Muller).
2.2-2 Performanes
Le tableau 3-4 résume la fréquene maximale des blos du iruit synthétisés et plaés-
routés en tehnologie CMOS 130 nm. Comme le montre le tableau, la fréquene minimale
du iruit est obtenue par l'AIS 31. Ce blo obtient une fréquene maximale de 81 MHz.
Les TRNG possèdent des fréquenes maximales élevées. Cependant, leur fontionnement
limite le débit de sortie des générateurs à quelques Mb/s. Par onséquent, une analyse en
temps réel de la qualité des TRNG par les tests AIS 31 et FIPS 140-2 (fréquene maximale
de 177 Mhz) est possible.
La fréquene maximale de l'AES-128 est de 241 MHz. L'AES-128 produit 128 bits tous
les 12 yles d'horloges. Par onséquent, le débit maximal en sortie du blo est de 2.57
Gb/s.
La fréquene maximale des blos de Rayleigh et de Box Muller est de 173 MHz. Le
prinipe de fontionnement et l'implantation des blos sont présentés dans la setion 3. Les
débits en sortie des blos de Rayleigh et de Box Muller sont respetivement de 3.287 Gb/s
et 6.5375 Gb/s (ar deux nombres gaussiens sont générés à haque yle).
Le tableau 3-5 présente la surfae oupée et la puissane dynamique onsommée par
haque omposant du iruit OCHREv2. L'AIS 31 est le blo oupant la plus grande
surfae dans le iruit, 0.739 µm2. La surfae du FIPS 140-2 s'élève à 0.068 mm2, soit
environ 10.86 fois moins que l'implantation de l'AIS 31.
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Tableau 3-4  Fréquenes maximales des blos du iruit OCHREv2 synthétisés et plaés-
routés en tehnologie CMOS 130 nm.
Les TRNG néessitent une surfae relativement faible. Cependant, le TRNG proposé
par Sunar et al. [SMS07℄ est très oûteux par rapport aux autres générateurs. Sa surfae est
11.3, 70 et 2.2 fois plus importante que les TRNG proposés par Dihtl [DG07℄, Vasyltsov
[VHKK08℄ et Yoo [YSKB℄.
Nom du blo Surfae (mm
2
) Puissane onsommée (mW)
AIS31 0.739 63
FIPS 140-2 0.068 9.5







Tableau 3-5  Surfae et onsommation dynamique des blos du iruit OCHREv2 synthé-
tisés et plaés-routés en tehnologie CMOS 130 nm.
2.2-3 Disussions et perspetives
Le iruit OCHREv1 a permis de prendre en main les outils de oneption ASIC. Le
iruit OCHREv2 est une suite logique au iruit OCHREv1. Celui-i permettra d'étudier
la qualité de quatre TRNG implantés sur ible ASIC. Le omportement des générateurs
sera analysé en fontion de l'environnement extérieur dans lequel le iruit sera utilisé.
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De plus, le iruit permettra de générer des variables aléatoires suivant des lois uniformes,
normales et de Rayleigh.
Après avoir présenté le shéma global du iruit, les performanes obtenues en tehno-
logie CMOS 130 nm ont été développés. Les blos Box-Muller et Rayleigh n'ont pas enore
été expliqués. L'objetif de la setion suivante est d'expliquer leur implantation.
Le layout du iruit est présenté dans la gure 3-8. Une mémoire RAM de taille 1024×16
bits à été générée par STMiroeletronis. Celle-i est utilisée pour le test T5 de l'AIS 31.
La surfae du iruit sera environ de 4mm2.
Figure 3-8  Shéma layout du iruit OCHREv2.
3 Vers un RNG gaussien et de Rayleigh à très haut
débit
La setion préédente a présenté l'implantation matérielle d'un générateur uniforme
au sein de iruits FPGA et ASIC. Les générateurs hybrides permettant de générer des
nombres aléatoires uniformes sont très utilisés dans les appliations ryptographiques.
Cependant, dans ertaines appliations, il est parfois néessaire de générer des nombres
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aléatoires suivant une distribution de probabilité diérente. Par exemple, omme le pré-
sente la gure 3-9, en ommuniation numérique, il est souvent néessaire de onnaître le
taux d'erreur binaire d'une haîne de transmission. Le taux d'erreur binaire orrespond à
une mesure relative du nombre d'erreur binaire mesuré en sortie d'une transmission numé-













Figure 3-9  Système de ommuniation numérique ave proessus de ompression des
données et de protetion ontre les erreurs de transmission.
Des modèles de anaux de transmission sont souvent utilisés pour simuler le ompor-
tement de tels systèmes. Cependant, les taux d'erreur binaire atuels (10−9) entraînent la
réalisation d'un grand nombre de simulations. Par exemple, pour une onane de 1− C,













réalisations [BDI86℄. Par exemple, pour r = 10−2, C = 10−4 et p = 10−9, au moins
1.51× 1014 simulations sont néessaires.
La omplexité des modèles de anaux de transmission engendre des temps de alul
très importants. Une alternative pour améliorer la rapidité des simulations (souvent des
simulation de Monte-Carlo [BDG03℄) est d'implanter le modèle de anal de transmission
en matériel, au sein de iruits reongurables.
En ommuniations numériques, un modèle de anal de transmission souvent utilisé est
un anal ave bruit gaussien additif. Celui-i néessite l'utilisation d'un générateur de bruit
gaussien. Des solutions existent dans la littérature. Cependant, les simulations numériques
reposent sur la qualité aléatoire d'un grand nombre d'éhantillons. La déviation de la
distribution de probabilité de la variable aléatoire générée par rapport à une distribution
gaussienne idéale peut avoir de grandes réperussions sur les résultats des simulations
numériques [LLV
+
05℄. Par onséquent, la qualité des variables aléatoires produites est un
point primordial.
Une des limitations des générateurs aléatoires gaussiens (GRNG) est la génération des
éhantillons situés dans la queue de la distribution de probabilité de la v.a. gaussienne.
Même si es éhantillons sont rarement produits, eux-i sont très importants dans les
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simulations numériques. Ne pas les produire peut engendrer de graves réperussions sur les
résultats de simulation [Lee06℄.
Cette setion présente la oneption matérielle du iruit permettant la simulation,
temps réel d'un anal à bruit gaussien additif et d'un anal de Rayleigh. Dans un premier
temps, un état de l'art des tehniques de génération des variables aléatoires gaussiennes
est eetué. Ensuite, l'implantation d'un algorithme existant est présentée.
3.1 Tehniques de génération
Si il était possible d'utiliser des soures de bruits analogiques idéales an de produire
des éhantillons suivant une loi de probabilité normale, le débit du générateur serait trop
faible. Par onséquent, des solutions numériques sont introduites. Les GRNG sont lassés
en quatre familles présentées dans ette setion.
3.1-1 Variables aléatoires gaussiennes
Les variables aléatoires gaussiennes sont souvent générées à partir de variables aléatoires
(v.a.) uniformes prenant leurs valeurs dans l'intervalle ]0, 1[. Celles-i sont notées ii U(0, 1)
ou diretement U . Certains algorithmes utilisent plusieurs variables aléatoires uniformes.
Par exemple, si deux v.a. indépendantes uniformes sont requises, elles-i sont notées U0
et U1.
Une variable aléatoire suit une loi normale de paramètre µ (réel) et σ (réel supérieur à









Les variables aléatoires générées par les diérentes méthodes suivent généralement une
loi normale entrée réduite. Par onséquent, par la suite, X est onsidérée omme étant de







































La partie suivante dérit les méthodes de génération des variables aléatoires gaussiennes.
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3.1-2 Méthode par transformation
Plusieurs méthodes de transformation existent dans la littérature. Les plus répandues
sont les transformations B-Muller [BM58℄, d'inversion et de rejet-aeptation.
Méthode Box-Muller
La méthode Box-Muller [BM58℄ (BM) génère à partir de deux variables aléatoires uniformes
et indépendantes U0, U1, deux variables aléatoires X0, X1. Les opérations réalisées sur U0




g0(u1) = sin(2πu1), (3-7)
g1(u1) = cos(2πu1), (3-8)
x0 = f(u0)× g0(u1), (3-9)
x1 = f(u0)× g1(u1). (3-10)
Plusieurs implantations matérielles de la méthode Box-Muller sont présentées dans la
littérature. La première ontribution a été introduite par Boutillon et al. dans [BDG03℄. Le
générateur utilise une ombinaison de la méthode Box-Muller et du Théorème Centrale
Limite (TCL)). Le TCL permet de réduire les erreurs d'approximation lors du alul
des fontions renontrées dans l'algorithme BM. L'inonvénient est la rédution du dé-
bit du GRNG par un fateur 4. Le iruit, implanté au sein d'un FPGA Altera Flex
10K1000EQC240-1 oupe une surfae de 437 ellules logiques et atteint un débit de 24.5
millions d'éhantillons par seonde. La fréquene maximale du iruit est de 98 MHz.
A partir des travaux réalisés dans [BDG03℄, Xilinx a réalisé un blo IP du GRNG
[Xil02℄. De même, Fung et al. dans [EKN
+
04℄ présente une implantation ASIC en teh-
nologie 0.18µm du iruit [BDG03℄ et obtient un débit égal à 182 millions d'éhantillons
par seonde. De plus, [EKN
+
04℄ a réalisé une implantation du GRNG au sein d'un FPGA
Virtex II XC2V1000-6. Le débit est de 245 millions d'éhantillons par seonde. Malgré les
performanes de [BDG03℄, la valeur maximale des éhantillons est limitée à 4σ. De plus,
[LLVC03a℄ montre la faible qualité statistique des éhantillons générés.
Plus réemment, [Lee06℄ propose une implantation de la méthode Box-Muller. A la
diérene de leurs travaux préédemment présentés dans [LLVC04℄, la tehnique proposée
n'utilise pas de TCL. Ainsi, le débit du GRNG est augmenté. Dans [LLVC04℄, l'importane
des erreurs de quantiation et d'approximation oblige à utiliser le TCL pour améliorer
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la qualité statistique de la séquene produite. La valeur maximale des éhantillons est de
6.7σ. Les éhantillons produits par [Lee06℄ atteignent les 8.2σ. Au sein d'un FPGA Xilinx
Virtex 4 XC4VLX100-12, le GRNG utilise 1452 slies (2.25 ellules logiques par slie), 3
blos RAM de 18Kb et 12 blos DSP48. Pour une fréquene de fontionnement du iruit
égale à 375 MHz, le débit du générateur est égal à 750 millions d'éhantillons par se-
onde. [Lee06℄ génère les variables aléatoires uniformes à partir du générateur de nombres
aléatoires uniformes de Tausworthe [Tau65℄. D'après [Lee06℄, le générateur est rapide et
oupe une surfae moins importante qu'un générateur de type LFSR (omme utilisé dans
[BDG03℄) tout en étant de meilleure qualité. Le générateur de Tausworthe utilisé orres-
pond à l'algorithme présenté dans [L'E96℄. Le générateur est onstitué d'une ombinaison
de trois PRNG de type LFSR. Si les performanes de [Lee06℄ semblent alléhantes en termes
de débit et de valeur maximale, le GRNG possède une omplexité importante en surfae,
e qui limite son intérêt.
Réaliser en matériel la méthode BM impose l'implantation et l'évaluation des fontions
logarithmique, raine arrée, sinus et osinus. A partir de l'étude de la fontion de proba-
bilité de la loi normale N (0, 1) et du nombre d'éhantillons désiré (1015), [Lee06℄ alule la
valeur maximale de x0 et x1 à générer. Ainsi, les éhantillons doivent être générés jusqu'à
8.1σ pour une population de 1015 éhantillons. Ensuite, le nombre de bits requis par U0
est alulé. La taille de U0 permet de déterminer la préision désirée en sortie du GRNG.
Dans [Lee06℄, une préision de 48 bits est requise. Le nombre de bits pour U1 est
xé arbitrairement à 16. L'objetif de [Lee06℄ est de produire des éhantillons gaussien
de taille 16 bits ave une préision de 11 bits. Cette préision a été hoisie à partir du
nombre de bits onsaré à la partie frationnaire. La partie entière de la valeur maximale
de x0 et x1 est représentée par 5 bits. Par onséquent, 11 bits sont dédiés à la partie
frationnaire. Les fontions sont approximées par des polynmes minimax via Maple et
par l'algorithme de Remez. A partir d'une préision minimale, le domaine des fontions
est déoupé en intervalles uniformes. Dans haque segment, les polynmes sont alulés
en utilisant le shéma de Horner. Au sein du graphe ot de signal (GFS), [Lee06℄ utilise
une rédution de la préision par arrondi. La préision des oeients des polynmes est
obtenue en analysant de manière exhaustive l'erreur en sortie du GFS. Des polynmes de
degré un sont hoisis pour l'approximation des fontion sinus/osinus et raine arrée. Des
polynmes de degré deux sont séletionnés pour la fontion logarithmique. La taille totale
de la mémoire pour sauvegarder les oeients est de 24 704 bits, requérant trois BRAM
de taille 18 Kb. En dehors de la surfae du GRNG, une ritique de [Lee06℄ est la méthode
d'analyse de la préision de l'algorithme Box-Muller. De plus, une étude plus omplète de
la qualité statistique des éhantillons produits aurait été souhaitable.
Plus réemment, une implantation de la méthode Box-Muller est proposée dans [AFCS08℄.
Le générateur a été préédemment introduit dans [ABS05℄. La fontion f(u0) est approhée
à partir de la méthode introduite dans [Mat07℄. La fontion est approhée par un polynme
idéal. Le prinipe de la méthode utilisée est similaire à elle employée par [Lee06℄. Au sein
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[BDG03℄ [Xil02℄ [LLVC04℄ [ABS05℄ [Lee06℄ [AFCS08℄
FPGA iblé Altera Flex 10KE Xilinx Virtex-II XC2V4000-6
Cellules logiques 437 480 2514 702 1528 534
Blos RAM 0.5 5 2 5 3 2
MULT 18x18 Inonnu 5 8 1 12 3
% oupation 8% 2% 10.9 % 3% 6.6% 2.3%
fréquene max. 98 245 133 165 233 248
Débit (Mbits/s) 24.5 245 133 165 466 496
σmax 4σ 4.8σ 6.7σ 5σ 8.2σ 6.66 σ
Tableau 3-6  Comparaison de la performane de GRNG utilisant la méthode BM.
d'un FPGA Xilinx Virtex-II XC2V4000-6, la fréquene maximale du iruit est de 248
MHz, générant ainsi 496 millions de variables aléatoires par seonde. La valeur maximale
d'un éhantillon est de 6.66σ. Le iruit oupe 534 slies, deux blos RAM et trois blos
DSP.
Dans la méthode Box-Muller, la préision du générateur repose sur la qualité d'implan-
tation de la fontion f(u0) et sur le nombre de bits onsaré à la partie frationnaire de
U0. La tehnique généralement utilisée est d'approher la fontion par un polynme idéal
minimisant l'erreur d'approximation. Cependant, un des problèmes déliat est le déou-
page en segments du domaine de la fontion. Un nombre de segments faible imposera pour
la même préision d'utiliser des polynmes d'approximation d'ordres plus élevés. Pour la
même latene, ei entraîne une augmentation du nombre de ressoures. Un ompromis
entre la taille de la mémoire néessaire à la mémorisation des oeients et le nombre
de ressoures arithmétiques doit être trouvé. Plusieurs études ont été menées sur ette
problématique [CLLV07℄, [Max60℄ et [PM07℄.
Dans [BDG03℄ et [LLVC04℄, la fontion f(u0) est segmentée de manière non uniforme.
Malgré ei, es GRNG utilisent le TCL an d'améliorer la qualité statistique de la séquene
produite. [Lee06℄ améliore la préision du générateur proposé en déoupant de manière
hiérarhique le domaine de la fontion. A la diérene, [AFCS08℄ propose une segmentation
hybride dans laquelle un déoupage logarithmique et uniforme ombinés est utilisé.
Le tableau 3-6 résume les oûts et performanes des GRNG utilisant la méthode BM.
Méthode par inversion
La méthode par inversion permet de générer des variables aléatoires gaussiennes à partir
de la fontion de répartition inverse de la loi normale
F−1X (u) =
√
2erf−1 (2u− 1) , (3-11)
où u ∈ U(0, 1). L'algorithme est basé sur le fait qu'un éhantillon x, de fontion de répar-
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Peu d'implantations de la méthode par inversion existent dans la littérature. La préision
de la méthode repose sur l'implantation de la fontion de répartition inverse de la loi
normale F−1X (u). Cette fontion, de par ses asymptotes vertiales (pour les valeurs de u
prohes de 0 ou 1), est diile à implanter. Par exemple, [CMB04℄ utilise une table pour
mémoriser les résultats de la fontion. Le domaine de la fontion est déoupé en segments
de taille uniforme. Cependant, peu d'informations sur la taille de la mémoire et du GFS
à utiliser sont fournies. De plus, auune évaluation de la valeur maximale atteinte par les
éhantillons générés et leurs propriétés statistiques n'est eetuée.
An de diminuer la taille de la mémoire requise, [LCVL06℄ déompose le domaine de la
fontion F−1X (u) en intervalles non-uniformes. La symétrie de la fontion autour de u = 0.5
est utilisée. Seule la fontion x = |F−1X (u/2)| est approhée en utilisant les oeients de
Chebyshev [Mul06℄. La valeur maximale générée en sortie (σmax) est fontion du nombre de
bits de l'entrée U . Soit Bu, la largeur en bit de U . La valeur maximale générée est obtenue
par
σmax =
∣∣F−1X (2−Bu−1)∣∣ = F−1X (1− 2−Bu−1) . (3-12)
À partir de la période du générateur désirée (N), [LCVL06℄ détermine la taille minimale
de Bu et la valeur maximale σmax néessaire. [LCVL06℄ hoisit σmax de telle sorte que pour
N éhantillons générés, la probabilité que l'un d'eux soit supérieur à σmax est inférieure à
1/2, soit
N × (2× FX (−σmax)) < 1
2
(3-13)






Ainsi, pour N = 215 et des éhantillons gaussiens de taille 16 bits, Bu doit être égale à
51 bits, résultant en un σmax égal à 8.1. En pratique, [LCVL06℄ prend Bu = 52 an d'avoir
un σmax égal à 8.2 et de pouvoir omparer le générateur ave [Lee06℄. Il est néessaire de
oder la partie entière de la variable gaussienne générée X sur 5 bits. Ainsi, les 11 bits
restants sont dédiés à la partie frationnaire. Une préision de 11 bits est don requise en
sortie du générateur.
[LCVL06℄ utilise un déoupage non-uniforme de la fontion à approher. La fontion
est segmentée suivant la méthode introduite dans [LLVC03b℄. Comme il sera expliqué dans
la suite, le shéma de segmentation est déterminé par la valeur du oeient direteur
de la fontion à la n de l'intervalle analysé. Le domaine de la fontion ainsi déoupé est
omposé de 144 segments. L'étage d'indexage de la mémoire des oeients néessite les
51 bits de poids forts de l'entrée U .
La préision du GFS est analysée par la tehnique MiniBit introduite dans [LAGLM05℄.
La taille des opérateurs et des signaux est limitée par l'utilisation de tronature. En sortie
du générateur, un arrondi au plus prohe est réalisé an d'améliorer la préision du GRNG.
Le bruit total engendré en sortie est exprimé en fontion des diérents tronatures et arron-
dis. La méthode utilisée est ritiable ar [LCVL06℄ suppose que l'erreur engendrée après
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haque tronature est maximale. Le nombre de bits pour représenter les parties fration-
naires est alulé à partir d'un problème d'optimisation. La fontion de oût orrespond à
l'estimation de la surfae des omposants prinipaux d'un FPGA : mémoire, additionneur
et multiplieur. La taille totale de la mémoire permettant de mémoriser les oeients et
des mémoires indexant elle-i est égale à 7432 bits.
Méthode par réurrene ou méthode de Wallae
Le prinipe de l'algorithme de Wallae, introduit dans [Wal96℄, est d'appliquer des trans-
formations linéaires sur un ensemble de variables aléatoires gaussiennes. Cet algorithme
permet d'atteindre des débits très élevés. De plus, auune fontion telle que
√
x, log(x),
cos(x) ou sin(x) n'est requise. À partir d'un ensemble de K variables aléatoires normales,
un veteur X est réé. Un nouveau veteur de K variables aléatoires normales est obtenu
en alulant
X(1) = AX, (3-15)
où A est une matrie orthogonale. Si les K variables d'initialisation sont indépendantes et
suivent une loi normale entrée réduite N (0, 1), il en sera de même du veteur X(1). De
plus, la transformation préserve la somme des arrés.
L'implantation présentée par [Wal96℄ utilise deux urnes de dimension KL. La première
ontient les variables aléatoires gaussiennes d'initialisation. La seonde urne permet de
onserver les variables aléatoires générées. A haque étape de génération, la seonde urne
est remplie en réalisant un ensemble de L transformations suessives. A haque transfor-
mation, un veteur de K variables est pris dans la première urne an d'être multiplié par
la matrie A. À la n des L transformations, le ontenu de la première urne est remplaé
par elui de la seonde et les variables aléatoires sont mises à disposition de l'utilisateur.
Dans [Wal96℄, la méthode utilise K = 4, L = 256, soit un ensemble de N = 1024
variables aléatoires. Dans l'urne ontenant les aniennes variables aléatoires, elles-i sont
rangées en ligne dans une matrie de dimension L×K. Dans la seonde urne, les variables
aléatoires générées sont rangées en olonne dans une matrie de dimension L × K. Cei
permet de transposer les valeurs dans l'urne à la suite de L transformations. Si L est impair,
la transposition sut pour assurer un réarrangement des variables aléatoires. Cependant,
si L est pair, la transposition n'est pas susante. [Wal96℄ orrige ei en débutant le
remplissage de l'urne ontenant les aniennes variables aléatoires à une autre ligne que
elle d'index zéro. De plus, à haque remplissage d'une nouvelle ligne de la matrie, le
pointeur sur la nouvelle ligne est inrémenté d'une valeur impaire diérente de un modulo
la valeur de L (L = 256).
En pratique [Wal96℄ utilise un générateur pseudo-aléatoire uniforme. Au début de
haque nouvelle série de L transformations, elui-i a pour rle d'initialiser la valeur du
pointeur (entre 1 et 255) sur la matrie ontenant les aniennes variables aléatoires, de
fournir une valeur impaire diérente de un permettant l'inrémentation de l'index de ligne
sur la matrie entre deux transformations et enn de hoisir aléatoirement une des quatre
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matries A à utiliser. De plus, le générateur uniforme permet d'initialiser l'urne lors du
premier appel au GRNG.
[Wal96℄ onseille d'utiliser la méthode Box-Muller pour la qualité des éhantillons géné-
rés. Les variables d'initialisation sont normalisées an que la valeur moyenne des variables
élevées au arré soit égale à 1. La matrie A étant orthogonale, les transformations ne mo-
dient pas la valeur de la somme des arrés. Cei implique que la somme (χ2N ) des variables
aléatoires élevées au arré est toujours onstante quel que soit le nombre de transformations
réalisées. An de orriger ei, une variable aléatoire parmi les N générées est utilisée et
approhée pour que elle-i suive la loi de probabilité χ2N . La variable est utilisée an de
orriger les N − 1 variables aléatoires de l'urne générée.
L'inonvénient de la méthode de Wallae est le phénomène de reboulage. Celui-i peut
engendrer des orrélations entre les sorties des transformations suessives. Cependant,
il est possible de minimiser la orrélation en hoisissant orretement les paramètres du





05℄ présente une implantation de la méthode de Wallae. Les paramètres du gé-
nérateur sont hoisis an de minimiser la orrélation. D'après [LLV
+
05℄, la qualité du gé-
nérateur développé est meilleure que les iruits [LLVC04℄ et [BDG03℄ utilisant la méthode
Box-Muller et le TCL.
Méthode par rejet-aeptation
La méthode par rejet-aeptation suppose qu'il est possible d'obtenir une variable aléatoire
X de loi de probabilité f(x) à partir d'une loi de probabilité g(x) failement simulable. Si
∀x,∃c|f(x) ≤ c.g(x), (3-16)
il est possible de générer la variable aléatoire X suivant la loi de probabilité f(x).
Dans un premier temps, il est néessaire de déterminer une loi de probabilité g et une
onstante c tel que la ondition (3-16) soit aeptée pour tout x sur l'intervalle de f .
L'algorithme se divise en deux phases et est dérit i-dessous.
1 1. Simuler
2 Tirer aléatoirement Y de loi de probabilité g
3 Tirer aléatoirement U de loi de probabilité g
4 2. Evaluation de la variable aléatoire Y
5 Si U<(f(Y))/(.g(Y))
6 Alors
7 X = Y
8 Sinon
9 retourner à 1
10 Fin de Si
Les deux algorithmes les plus utilisés en VLSI utilisant la méthode par rejet-aeptation
sont la méthode par oordonnées polaires [FZC04℄ et elle de Ziggurat [MT00℄, [ZLL
+
05℄.
Cependant, es algorithmes ne permettant pas d'assurer un débit onstant, leur utilisation
est limitée au sein des iruits VLSI.
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Evaluation de la qualité des éhantillons aléatoires gaussiens générés
Plusieurs méthodes sont envisageables an de mesurer l'adéquation de la variable aléa-
toire normale générée X(x) par le GRNG ave une loi normale entrée réduite idéale
N (0, 1). [BDG03℄ utilise l'erreur relative (ξX(x)) entre la fontion de probabilité (pdf) de
X et elle de la loi normale N (0, 1)
ξX(x) =
X(x) −N (0, 1)(x)
N (0, 1)(x) . (3-17)
De plus, il est possible d'utiliser des tests statistiques similaires à eux utilisés pour
tester les propriétés statistiques d'une variable aléatoire uniforme. Par exemple, le test
d'adéquation du χ2, le test Kolmogorov-Smirnov ou enore le test Anderson-Darling sont
appropriés pour ette analyse. L'avantage du test d'Anderson-Darling est d'évaluer plus en
détails la queue de la fontion de répartition de la variable aléatoire générée.
3.1-3 Séletion d'un algorithme permettant de générer des nombres
aléatoires gaussiens à très haut débit
Un état de l'art de la qualité des GRNG est présenté dans [TL07℄. Le hoix de la méthode
permettant de générer des variables aléatoires gaussiennes est fontion de la simpliité de
l'algorithme, de l'erreur engendrée par son implantation (approximation), de la qualité sta-
tistique des éhantillons générés et enn de son eaité (débit, latene, surfae). D'après
[AFCS08℄, le débit d'un algorithme utilisant la méthode de l'inversion est moitié moindre
que elui utilisant la méthode BM.
Le tableau 3-7 résume les performanes des GRNG les plus performants des quatre
méthodes de génération. Celui-i indique que la tehnique de l'inversion est à privilégier
pour maximiser la valeur de σmax. Cependant, à surfae égale, la tehnique Box-Muller est
plus performante en terme de débit atteint. Le débit du générateur [AFCS08℄ est environ
2.13 fois plus rapide que [LCVL06℄. Sous l'hypothèse que les variables normales générées
par [AFCS08℄ soient bien indépendantes, il serait possible de sommer des paires de v.a.
an d'obtenir une valeur maximale maxσ = 13.32. Par onséquent, ette tehnique est
privilégiée dans la suite de e travail.
Par ailleurs, la méthode présente un autre avantage. Un objetif de la thèse est de
produire des variables aléatoires de Rayleigh. Une variable aléatoire de Rayleigh (R) de





Cei revient à utiliser la fontion f(u0). Par onséquent, une partie de l'algorithme Box-
Muller permet de générer aussi des variables aléatoires de Rayleigh. Il sura ensuite à
l'utilisateur de multiplier les résultats obtenus par une onstante propre à l'appliation
visée.
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Méthode Polaire Ziggurat Wallae Inversion Box-Muller
FPGA Altera Merury Xilinx Virtex-II
iblé EP1M120 XC2V4000-6
Cellules logiques 336 891 770 (slies) 548 (slies) 534 (slies)
Blos RAM 1.4 4 6 2 2
MULT 18x18 Inonnu 2 4 2 3
Fréquene max. 73 170 155 232 248
Débit (Mbits/s) 146 168 155 232 496
σmax Inonnu Inonnu 7σ 8.2σ 6.6σ
Tableau 3-7  Comparaison des tehniques de GRNG.
La partie suivante présente en détail l'implantation de l'algorithme Box-Muller proposée
réemment dans [AFCS08℄.
3.1-4 Présentation du GRNG proposé par Alimohammad et al.
Alimohammad et al. montrent dans [AFCS08℄ que la valeur maximale (maxσ) en sortie
d'un GRNG utilisant la méthode BM est fontion du nombre de bits de u0 (bu0). Cei
s'explique ar les valeurs maximales de g0(u0) et g1(u0) sont égales à 1. Par onséquent, les
valeurs maximales de x0 et x1 sont déterminées par le alul de f(u0) =
√−2 ln(u0). Plus




Par exemple pour bu0 = 32, la valeur maximale maxσ atteinte par le GRNG est égale à
6.66σ. Par onséquent, la préision du GRNG dépend de l'implantation matérielle de la
fontion f . [AFCS08℄ propose d'approher la fontion f(u0) par un polynme d'approxi-
mation.
Cependant, il est néessaire de segmenter la fontion en plusieurs intervalles. La fontion
f(u0) est présentée dans la gure 3-10. Le oeient direteur de f(u0) est élevé lorsque
u0 est prohe de 0 ou de 1.
Lorsque u0 est prohe de 0 (respetivement 1), la préision du alul a un impat sur les
éhantillons situés en queue de gaussienne (respetivement au milieu de la distribution de
probabilité). Par onséquent, une implantation eae et préise de la fontion f(u0) doit
être réalisée. [AFCS08℄ eetue une segmentation hybride de la fontion. Celle-i utilise une
déomposition logarithmique et uniforme. La segmentation est présentée dans la gure 3-
11.
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Figure 3-10  Fontion f(u0).
Dans un premier temps, le domaine est divisé en deux intervalles, r0 ∈]0, 0.5[ et r1 ∈
[0.5, 1[. La valeur de u0 est odée en virgule xe sur 32 bits. Les intervalles r0 et r1 sont
ensuite divisés en bu0 sous segments. Le déoupage est réalisé de manière logarithmique. Le
nombre total de segments est égal à 2× (bu0 − 1). Chaque segment est dénoté sr,w, où r ∈
{0, 1} et w ∈ {0, . . . , bu0−2} désignent respetivement le premier intervalle d'appartenane
(r0, r1) et le numéro du segment logarithmique. Ensuite, les segments sr,w sont divisés en
L = 2l sous-intervalles uniformes. Ceux-i sont notés sr,w,l.
Des polynmes de degré 1 de la forme
p(u0) = a× x+ b (3-20)
sont utilisés et les polynmes minimisant l'erreur d'approximation au sens des moindres
arrés sont alors reherhés grâe à la boîte à outils de Matlab [Mat07℄. Lorsque la pente
df(u0)/du0 est élevée, la dynamique des oeients l'est aussi. [AFCS08℄ réduit elle-i en
divisant les oeients a par un fateur 2w. Les oeients a et b des 2l+1 × (bu0 − 1)
polynmes sont odés en virgule xe sur (16,2,14) et (16,4,12).
Le nombre de bits de u1 est hoisi égal à 16 bits (de manière arbitraire). Pour approher
les fontions g0(u0) et g2(u0), un quart de la fontion sinus est déomposé en 1024 segments.
Les valeurs sont diretement mémorisées suivant le format virgule xe (16,0,15).
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Figure 3-11  Segmentation hybride [AFCS08℄.
3.2 Implantation de l'algorithme Box-Muller à partir d'une
approximation polynomiale minimax
L'implantation proposée par [AFCS08℄ est intéressante pour le prinipe de segmenta-
tion utilisé. L'objetif de ette partie est de proposer une implantation de l'algorithme
Box-Muller dans laquelle des approximations minimax sont eetuées. De plus l'objetif
est d'obtenir un GRNG à très haut débit. La valeur maximale atteignable en queue de
gaussienne (maxσ) est prise égale à 4.7σ. Une valeur supérieure n'a pas été prise en raison
de la surfae du iruit engendrée. L'entrée u0 doit être représentée par 16 bits.
Une approximation polynmiale minimax est utilisée pour approher la fontion f(u0).
Le ahier des harges du GRNG est de produire des variables aléatoires au minimum odées
sur 16 bits. A priori, les v.a. gaussiennes en sortie du générateur sont représentées en virgule
xe suivant le format (b,m, n), ave b = 16, m = 3 et n = 12. Les notations b, m et n
désignent respetivement le nombre de bits sur lequel est odé la donnée, la partie entière
et la partie frationnaire. La préision minimale est don égale à 12 bits.
Étant donné que la qualité du GRNG repose sur l'implantation de la fontion f(u0),
elle-i doit avoir une préision d'au moins 12 bits orrets. An de satisfaire la préi-
sion requise, un ertain nombre de bits de garde peut être ajouté au sein du GFS. Par
onséquent, la largeur des données en sortie du GRNG est peut être supérieure à 16 bits.
3.2-1 Implantation de la fontion f(u0)
La dérivée df(u0)/du0 donnée par
df(u0)/du0 = f
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est présentée dans la gure 3-12. Celle-i montre la pente de la fontion f . Lorsque les
valeurs de u0 sont prohes de 0 ou de 1, le oeient direteur est très élevé.










Figure 3-12  Dérivée de la fontion f(u0). Celle-i montre la pente de la fontion f .
Lorsque les valeurs de u0 sont prohes de 0 ou de 1, le oeient direteur est très élevé.
Nous optons pour une segmentation hybride utilisant une déomposition uniforme et
logarithmique du domaine de dénition de la fontion f . Pour u0 ∈ [2−2, 2−1+2−2+2−3] =
[0.25, 0.875], le domaine est divisé en segments de tailles uniformes. Cei en raison de la
quasi-linéarité de la fontion. En dehors de et intervalle, une segmentation logarithmique
est réalisée. La suite de ette setion détaille l'approximation dans les intervalles.
A. u0 ∈ [0.25, 0.875[
La fontion représentée dans la gure 3-13 est approhée par des polynmes minimax.
Le domaine de la fontion est segmenté en intervalles uniformes. Le nombre de segments
minimal permettant de satisfaire le ritère de préision est reherhé pour des polynmes
minimax de degrés 1, 2 et 3. La préision minimale obtenue par les polynmes est résumée
dans les tableaux 3-8, 3-9 et 3-10. Ainsi, 32, 8 et 4 sous-segments uniformes sont néessaires
pour approher la fontion f à partir de polynmes de degrés 1, 2 et 3.
Les oeients des polynmes sont ensuite représentés en virgule xe. Le tableau 3-11
résume la représentation des oeients des polynmes de degrés 1, 2 et 3 permettant
de satisfaire les 12 bits de préision. De même, le oût mémoire (en bits) engendré par
la mémorisation des oeients est présenté dans le tableau. Deux ongurations sont
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Figure 3-13  Fontion f(u0) pour u0 ∈ [0.25, 0.875[.
Nombre d'intervalles 1 2 4 8 16 32
Préision minimale 5.64 6.18 7.52 9.15 10.91 12.74
Tableau 3-8  Préision minimale de p⋆ pour u0 ∈ [0.25, 0.875[ lorsque le polynme est de
degré 1.
analysées : sans et ave rédution de l'intervalle. La rédution de l'intervalle est réalisée
en soustrayant la valeur de u0 à la borne inférieure du segment atif. Cei permet de
réduire la dynamique des oeients du polynme et du hemin de données. Cependant,
ii, lors de l'utilisation de la rédution sur ertains intervalles, le nombre de bits de la partie
frationnaire augmente de un ou deux bits. Par onséquent, le oût mémoire ave rédution
est parfois légèrement supérieur à elui obtenu sans rédution.
Les résultats montrent que les polynmes sont représentables sur une largeur de bits peu
élevée. De plus, le oût mémoire néessaire à la mémorisation des oeients en utilisant
un polynme de degré 2 ou 3 est plus intéressant d'un point de vue des ressoures mémoires
utilisées. Pour un polynme de degré 2, une rédution de l'intervalle est utile. Cei n'est
pas le as pour le polynme de degré 3.
Nombre d'intervalles 1 2 4 8
Préision minimale 6.0 8.49 10.61 12.96
Tableau 3-9  Préision minimale de p⋆ pour u0 ∈ [0.25, 0.875[ lorsque le polynme est de
degré 2.
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Nombre d'intervalles 1 2 4
Préision minimale 9.82 11.15 13.69
Tableau 3-10  Préision minimale de p⋆ pour u0 ∈ [0.25, 0.875] lorsque le polynme est de
degré 3.
Degré Représentation virgule xe Coût mémoire (bits)
Sans rédution Ave rédution Sans rédution Ave rédution
1 p1 = (14, 2, 11) p1 = (15, 2, 12) 896 928
(p1u0 + p0) p0 = (14, 2, 11) p0 = (14, 1, 12)
p2 = (14, 2, 11) p2 = (14, 2, 11)
2 p1 = (14, 2, 11) p1 = (14, 2, 11) 336 328
(p2u
2
0 + p1u0 + p0) p0 = (14, 2, 11) p0 = (13, 1, 11)
p3 = (14, 3, 10) p3 = (16, 3, 12)





0 p1 = (15, 4, 10) p1 = (15, 2, 12)
+p1u0 + p0) p0 = (13, 2, 10) p0 = (14, 1, 12)
Tableau 3-11  Représentation en virgule xe des oeients et oût mémoire en bits ave
et sans rédution de l'intervalle.
B. u0 ∈ [2−16, 2−2[
La fontion f(u0) pour u0 ∈ [2−16, 2−2[ est représentée dans la gure 3-14.











Figure 3-14  Fontion f(u0) pour u0 ∈ [2−32, 2−2[.
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La pente élevée de la fontion pousse à utiliser une segmentation logarithmique vers le bas.
Par exemple, pour un nombre de segments égal à 3, la fontion f(u0) est approhée sur
trois intervalles : [2−16, 2−4[, [2−4, 2−3[ et [2−3, 2−2[.
Le domaine de f est segmenté en 13 intervalles. La gure 3-15 représente la préision
obtenue par des polynmes de degrés 2 et 3. Comme l'indique la gure, un polynme
de degré 2 est insusant pour atteindre une préision de 12 bits. Par onséquent, des
polynmes de degré 3 sont utilisés par la suite.

















Figure 3-15  Préision obtenue lors l'approximation de f(u0) pour u0 ∈ [2−16, 2−2[ ave
des polynmes de degrés 2 et 3.
Un grand nombre de segments est néessaire pour satisfaire la ontrainte de préision
de 12 bits orrets. Cependant, l'eaité d'une approximation polynmiale par rapport à
une mémorisation direte doit êtré évaluée. La gure 3-16 présente le oût mémoire total
(en bits) lorsque la fontion f(u0) est approhée pour u0 ∈ [2j , 2−2[ et mémorisée pour
u0 ∈ [2−16, 2j [, ave j ∈ {−14, . . . ,−3}. Les deux ourbes orrespondent à une approxima-
tion ave et sans rédution de l'intervalle. Le oût mémoire des deux méthodes est similaire.
Celui-i est minimal pour j = −12 et égal à 1450 bits (1480 bits sans rédution de l'inter-
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Degré du polynme Représentation en virgule xe
Sans rédution intervalle Ave rédution intervalle
p3 = (45, 31, 13) p3 = (45, 31, 13)





0 + p1u0 + p0) p1 = (26, 12, 13) p1 = (24, 10, 13)
p0 = (17, 3, 13) p0 = (17, 3, 13)
Tableau 3-12  Représentation en virgule xe des oeients.
valle). Par onséquent, la fontion f(u0) est approhée pour u0 ∈ [2−12, 2−2[ (soit 16368
valeurs possibles) et mémorisée pour u0 ∈ [2−16, 2−12[ (soit 15 valeurs possibles).
Le tableau 3-12 résume la représentation en virgule xe des oeients ave et sans
rédution de l'intervalle. Les largeurs des oeients sont peu élevées. Cependant la dy-
namique du oeient p3 est plus importante que elle des autres oeients. Cei est
engendré par la présene de l'asymptote vertiale pour des valeurs faibles de u0.
















Sans réduction de u0
Avec réduction de u0
Figure 3-16  Coût mémoire total (en bits) lorsque la fontion f(u0) est approher pour
u0 ∈ [2j , 2−2[ et mémorisée pour u0 ∈ [2−16, 2j [ pour j ∈ {−14, . . . ,−3}.
C. u0 ∈ [0.875, 1 − 2−16]
La fontion à approher f(u0) pour u0 ∈ [0.875; 1[ est présentée dans la gure 3-17. Étant
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donné que pour l'intervalle u0 ∈ [2−12, 2−2[ un polynme d'ordre trois est requis, un poly-
nme du même ordre est utilisé ii.












Figure 3-17  Fontion f(u0) pour u0 ∈ [0.875; 1[.
Le domaine de la fontion est segmenté en intervalles de tailles logarithmiques. La
gure 3-18 présente le shéma de segmentation proposé. Celui-i a été hoisi an de mini-
miser le nombre de segments tout en satisfaisant les 12 bits de préision requis. Le shéma
de segmentation est dit non uniforme ar, à la diérene de l'approximation de f(u0) pour
u0 ∈ [2−16, 2−2[, un segment n'est pas adressé à haque bit de u0. Cei est rendu possible
ii grâe au faible nombre de segments requis. Le domaine de la fontion est déomposé en
six segments diérents.
Après reherhe des représentations des oeients en virgule xe, la gure 3-19 présente
le oût mémoire engendré par une approximation réalisée sur les j premiers intervalles. Dans
es onditions, les valeurs appartenant aux intervalles restants sont diretement tabulées.
Pour j = 5, le oût mémoire est minimisé et est égal à 583 bits ave rédution de l'intervalle
(868 bits sans rédution de l'intervalle). Par onséquent, sur l'intervalle étudié, la fontion
f(u0) est approhée pour u0 ∈ [0.875, 9.98] et tabulée pour u0 ∈]9.98, 1[ (16 valeurs).
La représentation des oeients en virgule xe est donnée dans le tableau 3-13 sans
et ave rédution de l'intervalle. La largeur des oeients p2, p1 et p0 est très largement
inférieure ave rédution de l'intervalle et montre l'intérêt de la méthode.
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Figure 3-18  Shéma de segmentation et préision de l'approximation de f(u0) pour u0 ∈
[0.875, 1[.
















Sans réduction de u0
Avec réduction de u0
Figure 3-19  Coût mémoire total (en bits) engendré par une approximation réalisée sur
les j premiers intervalles.
Le tableau 3-14 résume le oût mémoire total (en bits) engendré par l'approximation
polynmiale de la fontion f(u0) pour u0 ∈ [2−16, 1[ sans et ave rédution de l'intervalle.
De plus, le oût d'une méthode utilisant une mémorisation en tables des valeurs de f(u0)
est aussi présenté. L'approximation la plus eae en termes de mémoire utilisée est elle
utilisant une rédution de l'intervalle. Au total, 2057 bits de mémoire sont néessaires à la
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Degré du polynme Représentation en virgule xe
Sans rédution intervalle Ave rédution intervalle
p3 = (36, 22, 13) p3 = (35, 22, 12)





0 + p1u0 + p0) p1 = (38, 24, 13) p1 = (18, 5, 12)
p0 = (36, 22, 13) p0 = (13, 0, 12)
Tableau 3-13  Représentation en virgule xe des oeients.
Approximation polynmiale Mémorisation
Sans rédution Ave rédution Direte
Coût mémoire (bits) 2576 2057 983 025
Tableau 3-14  Coût mémoire (en bits) engendré par l'approximation polynmiale et par
une mémorisation direte des valeurs de f(u0) sur les inq segments.
sauvegarde de l'ensemble des oeients et des valeurs de f(u0) tabulées.
La taille minimale des données du graphe de alul de la gure 3-20 est reherhée de
manière exhaustive. Comme le montre la gure 3-20, deux bits de garde sont néessaires
lors de la dernière multipliation pour satisfaire la ontrainte de préision.
)13,31,45(:3p )29,31,62( T )13,19,33(
)13,10,24(:1p
)13,21,35( T )29,21,52( T )13,9,23(
)13,21,35(:2p






Figure 3-20  Graphe ot de signal réalisant le alul de f(u0).
3.2-2 Implantation de la fontion g0(u1)
La fontion
g0(u1) = sin(2πu1) (3-22)
est traée dans la gure 3-21 pour u1 ∈ [0, 1]. L'implantation de la fontion peut-être
simpliée en utilisant les propriétés de symétrie de la fontion sinus. Ainsi, seul g0(u1)
pour u1 ∈ [0, 0.25] doit être alulé. De la même manière, pour la fontion f(u0), une
approximation polynmiale minimax est ii proposée.
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Figure 3-21  Fontion g0(u1).
Degré Nombre Préision Largeur en bits Coût mémoire
de segments minimale partie frationnaire (en bits)
2 8 14.63 12 363
3 2 13.1 12 124
Tableau 3-15  Nombre de segments requis, nombre de bits onsarés à la partie fration-
naire des oeients, préision minimale de l'approximation et oût mémoire engendré par
des polynmes de degrés 2 et 3.
Une déomposition uniforme du domaine de u1 est eetuée ave rédution de l'inter-
valle. Le tableau 3-15 présente le nombre de segments requis, le nombre de bits onsaré à
la partie frationnaire des oeients, la préision minimale de l'approximation et le oût
mémoire engendré par des polynmes de degrés 2 et 3. L'utilisation d'un polynme de degré
deux impose de segmenter le domaine u1 en 8 intervalles. Ainsi, une mémoire de 363 bits
est requise pour tabuler les oeients. En omparaison, l'utilisation d'un polynme de
degré 3 entraîne la segmentation du domaine en 2 intervalles. Une mémoire de 124 bits est
ainsi néessaire. D'un point de vue oût mémoire, il est préférable d'utiliser un polynme
de degré 3.
La taille minimale des données du graphe ot de alul présenté dans la gure 3-22 est
ensuite reherhée de manière exhaustive. Comme le montre la gure 3-22, un bit de garde
est néessaire lors de la dernière multipliation pour satisfaire la ontrainte de préision. La
gure présente également la représentation en virgule xe des oeients des polynmes.
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)12,6,19(:3p )28,6,36( T )12,4,17(
)12,3,16(:1p
)12,5,18( T )28,5,35( T )12,5,15(
)12,4,17(:2p







Figure 3-22  Graphe ot de signal réalisant le alul de g0(u1).
Fontion f(u0) g0(u1)
Nombre total de LUT 480 (1%) 132 (1%)
Fréquene maximale 119 MHz 289 MHz
BRAM 0 (0%) 0 (0%)
DSP48 7 (2%) 3
Largeur de sortie (bits) 19 16
Débit (Gb/s) 2.261 4.6245
Tableau 3-16  Résultats d'implantation pour une ible FPGA Xilinx Virtex 5 SX50.
Présentation du nombre total de LUT, de la fréquene maximale, du nombre de BRAM et
de DSP48. De plus, la largeur du mot en sortie et le débit du générateur sont présentés.
3.2-3 Résultats d'implantation des fontions f(u0) et g0(u1)
Les iruits réalisant le alul des fontions f(u0) et g0(u1) sont synthétisés et plaés-
routés au sein d'un FPGA Xilinx Virtex 5 SX50. Le tableau 3-16 résume les oûts et
performanes des deux fontions. Comme indiqué, l'implantation des fontions ne néessite
pas d'utiliser des BRAM. Les fontions f(u0) et g0(u1) utilisent resepetivement 480 LUT
et 132 LUT. Cei représente moins d'un pourent des apaités du iruit. La fréquene
maximale de f(u0) est de 119 MHz. La fréquene maximale de g0(u1) est égale à 289 MHz.
La diérene entre es deux fréquenes s'explique par la taille supérieure des multiplieurs
utilisés dans le graphe du alul de f(u0).
Un anal de Rayleigh se limitant à l'utilisation de la fontion f(u0), les performanes
obtenues sont similaires à elles résumées dans le tableau 3-16.
3.2-4 Résultats d'implantation de l'algorithme Box-Muller
An de maximiser le débit obtenu par l'algorithme Box-Muller, deux blos g0(u1) et un
blo f(u0) sont utilisés. Les aluls du sinus et osinus sont eetués en parallèle. Ainsi, le
iruit est eaement pipelinable. Le tableau 3-17 résume les performanes obtenues par
l'arhiteture développée après plaement et routage au sein d'un FPGA Xilinx Virtex 5
SX50. La fréquene maximale du iruit est égale à 119 Mhz. Le nombre de DSP48 requis
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Fontion Box-Muller
Nombre total de LUT 777 (2%)
Fréquene maximale 119 MHz
BRAM 0 (0%)
DSP48 15 (5%)
Largeur de sortie (bits) 19
Débit (Gb/s) 4.522
Tableau 3-17  Résultats d'implantation pour une ible FPGA Xilinx Virtex 5 SX50.
FPGA iblé Xilinx Virtex-II XC2V4000-6
[Xil02℄ [LLVC04℄ [ABS05℄ [Lee06℄ [AFCS08℄ Méthode présentée
Cellules logiques 480 2514 702 1528 534 653
Blos RAM 5 2 5 3 2 0
MULT 18x18 5 8 1 12 3 17
fréquene max. 245 133 165 233 248 92
Débit (Mbits/s) 245 133 165 466 496 3496
σmax 4.8σ 6.7σ 5σ 8.2σ 6.66 σ 4.7σ
Tableau 3-18  Comparaison de la performane de l'arhiteture présentée ave les GRNG
utilisant la méthode BM.
est égal à 15. Le débit total du iruit est de 4.522 Gb/s.
An de omparer les performanes obtenues par le iruit ave les GRNG existants,
elui-i est implanté au sein d'un FPGA Xilinx Virtex-II XC2V4000-6. Les performanes
du iruit après plaement et routage sont résumées dans le tableau 3-18. En omparaison,
notre iruit est plus oûteux en termes de LUT et de multiplieurs utilisés. Cei est dû
au fait qu'auun blo RAM n'est requis par notre arhiteture. Les oeients sont dire-
tement tabulés au sein de LUT, alors que les autres GRNG utilisent des blos RAM. La
fréquene de notre iruit est plus faible aussi que les autres GRNG. Cependant, le débit
obtenu par notre iruit est très largement supérieur aux autres GRNG. Cei s'explique
par la possibilité de pipeliner notre alul de manière très eae e qui permet de réaliser
un nouveau alul tous les yles d'horloge.
3.2-5 Validation de la qualité de l'algorithme Box-Muller implanté
Le générateur Box-Muller est implanté et validé au sein du FPGA Xilinx Virtex 5 SX50.
Les données issues de elui-i sont mémorisées. La gure 3-23 représente 104 ouples de
variables aléatoires générées par le GRNG. La distribution des ouples semble suivre une
loi normale.
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Figure 3-23  Représentation de 104 ouples de variables aléatoires générées par le GRNG.
La gure 3-24 présente l'histogramme obtenu à partir de 2 × 106 réalisations de la
variable aléatoire gaussienne X. Celle-i est obtenue en onaténant les variables aléatoires
X1 et X2. L'histogramme suit une loi normale. Cependant, la variable aléatoire X doit être
évaluée plus nement à partir de tests statistiques.











Figure 3-24  Histogramme de la variable aléatoire gaussienne.
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Un test du χ2 est réalisé sur X. Le test ompare l'histogramme théorique d'une loi
normale et elui observé. Pour une probabilité de première espèe α = 5%, le test délare
que la variable aléatoire X suit une loi normale entrée réduite. Ensuite, le test d'Anderson-
Darling est eetué sur X. Ce test est une version modié du test de Kolmogorov-Smirnov
(KS) et permet d'évaluer plus nement la distribution de la queue de la gaussienne. Pour
une probabilité de première espèe α = 5%, le test d'Anderson-Darling est réussi. La
variable aléatoire X est onsidérée suivre une loi normale entrée réduite.
3.3 Conlusions
Après avoir présenté les tehniques de GRNG existantes, la méthode Box-Muller a
été séletionnée. Celle-i a été hoisie pour l'eaité de son implantation, la possibilité
d'utiliser une partie de l'algorithme an de générer des variables aléatoires de Rayleigh et
la qualité des éhantillons générés.
Une implantation de l'algorithme basée sur l'utilisation d'approximation polynomiale
est présentée. Les fontions sont segmentées an de minimiser le oût mémoire engendré
par l'approximation. Des polynmes de degré trois sont utilisés pour approher les fon-
tions f(u0) et g0(u1). Le iruit plaé et routé oupe un nombre de LUT et multiplieurs
supérieur aux GRNG existants. Cependant, à la diérene des autres ontributions, le ir-
uit ne ontient auun blo RAM. Par ailleurs, le iruit étant failement pipelinable, il est
possible d'obtenir deux variables aléatoires odées sur 19 bits à haque yle d'horloge. Au
sein d'un FPGA Xilinx Virtex 5 SX50, le GRNG possède un débit de 4.522 Gb/s.
Dans le as d'un générateur de variables aléatoires de Rayleigh, le iruit réalisant la
fontion f(u0) peut être utilisé. Au sein d'un FPGA Xilinx Virtex 5 SX50, le générateur
possède un débit de 2.261 Gb/s.
Dans ette setion, la valeur de σmax a été bornée à 4.7σ. La suite logique de e travail
serait dans un premier temps d'optimiser le GFS utilisé par la fontion f(u0) an d'aug-
menter le débit du GRNG puis d'étudier le oût matériel engendré par l'utilisation d'une
valeur σmax supérieure à 4.7σ.
4 Conlusion
La première sous-setion a présenté l'implantation d'un générateur hybride au sein d'un
iruit reongurable. Le générateur, développé onjointement ave l'entreprise spéialisée
en ryptographie, innove par les méanismes de test en ligne mis en ÷uvre pour assurer la
qualité du TRNG. L'analyse temps réel de la qualité du générateur est réalisée par l'utili-
sation des tests matériels du FIPS 140-2. Le oût négligeable engendré par l'implantation
des tests au sein d'un iruit reongurable rend leur emploi très intéressant. Le omposant
permet d'assurer au PRNG, une séquene d'initialisation de très bonne qualité.
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Dans ertaines appliations, une implantation au sein d'un iruit dédié (i.e. ASIC) est
souvent requise. Le hapitre II a permis de séletionner un TRNG au sein d'une plateforme
reongurable. En tehnologie ASIC, le TRNG à hoisir peut-être diérent. La suite du
hapitre présente l'implantation de deux générateurs uniformes au sein de iruits ASIC.
Le premier iruit est omposé du TRNG de Shellekens et al. [SPV06℄, du FIPS 140-2 et
d'un automate ellulaire. Les premiers résultats de validation du iruit sont présentés. Le
débit maximal du TRNG est de 1.25 Mb/s. Au delà, la batterie FIPS 140-2 détete des
défaillanes non négligeables en sortie du générateur. Le fontionnement orret du iruit
nous a permis d'entrevoir la possibilité de développer un seond iruit ASIC. Celui-i,
plus intéressant, va permettre d'étudier et de omparer la qualité de quatre TRNG en
fontion des onditions externes appliquées sur le iruit. Les batteries FIPS 140-2 et
AIS 31 sont implantées en matériel. Le FIPS 140-2 validera, en temps réel la qualité du
générateur. L'AIS 31 permettra une analyse plus poussée de la qualité des générateurs.
Après séletion et optimisation du débit des TRNG, la sortie aléatoire du générateur hoisi
servira à initialiser un AES-128. En sortie du PRNG, le débit maximal atteint est égal à
2.57 Gb/s.
Il est parfois néessaire de générer des nombres aléatoires suivant une distribution de
probabilité diérente d'une loi uniforme. En ommuniation numérique, des lois normales
et de Rayleigh sont très fréquemment utilisées. Par onséquent, un des objetifs du seond
iruit ASIC est de pouvoir générer de telles lois à très haut débit. À partir de l'étude des
solutions existantes pour générer des variables aléatoires gaussiennes, un algorithme est
hoisi pour la qualité des éhantillons générés et du débit atteignable par son implantation,
l'algorithme Box-Muller. De plus, à partir d'une fration de l'algorithme Box-Muller, des
variables aléatoires suivant une loi de Rayleigh peuvent être générées. Une implantation de
l'algorithme basée sur l'utilisation d'approximations polynomiales est présentée. La surfae
du iruit, légèrement supérieure aux ontributions présentées dans la littérature en termes
de LUT et de multiplieurs utilisés, présente l'avantage de ne néessiter auun blo RAM.
Le débit maximal en sortie du GRNG et du générateur de Rayleigh sont respetivement de
4.522 Gb/s et de 2.26 Gb/s. Les débits très élevés et la faible surfae des iruits permettent








Dans ertaines appliations, par exemple en simulation numérique, les RNG sont séle-
tionnés pour leur débit et leurs propriétés statistiques. La robustesse et l'impréditibilité du
générateur ne sont pas aussi primordiales que pour des appliations ryptographiques. Le
débit maximal atteint par les générateurs vraiment aléatoires n'est pas susamment élevé
pour es appliations. La seule alternative est d'utiliser un générateur pseudo-aléatoire. Un
grand nombre de PRNG existent dans la littérature. Cependant, peu d'entre eux présentent
une implantation très eae au sein de iruits FPGA.
Ce hapitre est une étude annexe à la thèse onsistant à reherher un générateur
pseudo-aléatoire optimisé selon un ompromis qualité/oût matériel. Cette partie présente
les résultats préliminaires de l'étude.
1 Intérêt des Automates Cellulaires dans les ar-
hitetures FPGA
Les FPGA sont onstruits autour d'une matrie de ellules logiques reliées entre elles
à travers des ressoures de routages programmables. Les ellules logiques sont omposées
par une ou plusieurs tables de vérité à plusieurs entrées (4 à 8 dépendamment du FPGA
utilisé), de ressoures ombinatoires et de basules D.
Un grand nombre de générateurs pseudo-aléatoires existent dans la littérature. Pierre
L'Éuyer [LS07℄ a réemment étudié les propriétés statistiques de 102 générateurs pseudo-
aléatoires. L'analyse a été eetuée en utilisant les trois batteries de tests statistiques
TestU01. Parmi les générateurs testés, seuls 22 générateurs valident l'ensemble des tests
statistiques. Cependant, la grande majorité des PRNG analysés est onçue à des ns logi-
ielles et peu adaptée à un ontexte matériel. Ceux-i néessitent souvent des opérateurs
omplexes (multipliation modulaire, division) et ne protent pas de la struture parallèle
d'un FPGA. En pratique, les générateurs les plus eaes au sein de iruits FPGA et
régulièrement utilisés dans le domaine du test sont les LFSR et les automates ellulaires
Setion 1 - Intérêt des Automates Cellulaires dans les arhitetures FPGA
(Cellular Automata) (CA). Les LFSR sont basés sur des opérations modulo 2. Cependant,
es générateurs éhouent fortement aux tests statistiques TestU01 [LS07℄.
Un automate ellulaire est une struture fortement parallèle et très eae en vue d'une
implantation matérielle. Le shéma de prinipe d'un CA est donné à la gure 4-1 et est basé
sur la onnexion loale de N ellules identiques. Dans le shéma, la sortie O1 est reliée à
l'entrée I2 et la sortie O2 est reliée à l'entrée I1 de la dernière ellule. Un CA est un tableau
de ellules dans lequel haque ellule possède des onnexions ave ses ellules voisines. Une
ellule est une mahine à états nies. Dans le as binaire, une ellule peut produire un 0
ou un 1 logique. La règle d'un CA dénit l'état futur d'une ellule en fontion de l'état
des ellules voisines. En hoisissant une règle adéquate, un CA est apable de générer une
séquene fortement aléatoire. La qualité d'un CA dépend du veteur d'initialisation ainsi
que du nombre de voisins d'une ellule. La règle d'un CA est dérite par une table de
vérité. Dans un FPGA, elle-i est implantée dans une Look-Up Table (LUT). Ainsi, si une
LUT possède 4 entrées, haque ellule peut prendre 16 états diérents. La sortie de haque

















Cellule 1 Cellule 2 Cellule 3 Cellule N
Figure 4-1  Shéma de prinipe d'un automate ellulaire [Abd03℄. Un automate est basé
sur la onnexion loale de N ellules identiques.
La règle 30 des automates ellulaires onstitue une base historique dans le domaine [Wol86℄.
Elle orrespond à un automate ellulaire mono-dimensionnel à trois voisins. L'état futur
d'une ellule est déterminé à partir de l'état de trois ellules voisines. Une ellule a par
onséquent 23 = 8 évolutions possibles. La règle 30 est donnée à la gure 4-2 tandis qu'un
exemple d'évolution de l'état des ellules est montré à la gure 4-3.
0 0 0 01 1 1 1
Figure 4-2  Règle 30 [Wol02℄.
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Figure 4-3  Évolution de l'état des ellules à partir de la règle 30, [Wol02℄. L'évolution est
basée sur l'initialisation de la ellule entrale à 1 et le reste des ellules à 0. Une ligne
orrespond à un yle du générateur.
[GLM05℄ a omparé la qualité de plusieurs automates ellulaires utilisant la règle 30.
Chaque générateur a un nombre de ellules diérent. [GLM05℄ montre que l'utilisation de
CA possédant un faible nombre de ellules n'est pas un hoix judiieux pour générer une
séquene aléatoire de qualité.
[STCS02℄ a implanté un générateur de nombres aléatoires de 64 bits basé sur l'utilisa-
tion d'un CA à quatre voisins. Le générateur génère une séquene aléatoire de 64 bits à une
fréquene allant de 214 MHz à 230 MHz. [STCS02℄ a implanté l'automate ellulaire en pen-
sant d'abord à l'implantation matérielle. En partant du fait qu'une LUT possède 4 entrées,
une ellule à 4 voisins est utilisée. [Mar02℄ a montré l'intérêt d'utiliser une ombinaison de
plusieurs automates ellulaires an d'améliorer le aratère aléatoire du générateur.
[Abd03℄ a implanté un CA mono-dimensionnel. La période de la séquene générée varie
de 210 si le générateur est initialisé ave seulement des 1, à 228 si le générateur est initialisé
aléatoirement. Ce générateur fontionne à une fréquene de 50 MHz.
D'après [TLL03℄, l'utilisation de 30 automates ellulaires oupe 2.1 fois plus de surfae
qu'un LFSR de 30 bits et permet d'obtenir un meilleur débit et une meilleure séquene
aléatoire. D'après [STCS02℄, la règle 30 (CA30) des automates ellulaires représente la
meilleure représentation des automates ellulaires mono-dimensionnels.
De plus, le shéma de onnexion d'un CA peut être plus ou moins omplexe. Les -
gures 4-4, 4-5 et 4-6 présentent respetivement un CA mono-dimensionnel (noté CA1D),
bi-dimensionnel (noté CA2D) et tri-dimensionnel (noté CA3D) de taille 64 (nombre total
de ellules). Ceux-i sont dit périodiques ar les ellules extrêmes (premières et dernières
ellules) sont onnetées entres elles. Ces CA s'opposent aux automates dans lesquels les
entrées de les ellules sont xées à 0 ou 1.
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63 0 1 2
{ }2,1,0,1−
Figure 4-4  Automate ellulaire mono-dimensionnel. Le shéma de onnexion, ii
{−1, 0, 1, 2}, dénit les relations entre les ellules.
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Figure 4-5  Automate ellulaire bi-dimensionnel. Le shéma de onnexion, ii
{2n2o, c, ne, s}, dénit les relations entre les ellules. Les notations n, e, s et o désignent
les points ardinaux Nord, Est, Sud, Ouest. L'ériture 2n2o désigne une ellule située deux


































Figure 4-6  Automate ellulaire tri-dimensionnel. Le shéma de onnexion, ii
{dno, c, dne, d}, dénit les relations entre les ellules. Les notations n, e, s et o désignent
les points ardinaux Nord, Est, Sud, Ouest. Les notations d et u sont utilisées pour indexer
la troisième dimension de l'automate. Le c désigne la ellule ourante.
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De plus, les CA utilisent souvent un éartement spatial (site spaing) ou temporel (time
spaing). Comme le montre la gure 4-7, l'éartement spatial (γ) désigne le nombre de
ellules sautées entre deux bits de sortie d'un CA et permet de réduire la orrélation entre
les bits de sortie. L'éartement temporel (β) désigne le nombre de yles d'horloges entre
deux générations de nombres pseudo-aléatoires en sortie du CA et réduit la orrélation
temporelle.
63 0 1 2 3 4 5 6 7 8
Figure 4-7  Exemple d'éart spatial ave γ = 3.
En fontion de es paramètres, un CA peut produire une séquene aléatoire de très
bonne qualité [And01℄. Dans es onditions, les CA sont aussi utilisés en ryptographie.
Par exemple, [NKC94℄ utilisent les CA suivant les règles 102, 150 et 90 pour réaliser un
hirement par blos et par haînes.
Cependant, malgré leur simpliité apparente, prédire le omportement d'un automate
à partir d'une analyse mathématique est extrêmement diile [And01℄. Wolfram [Wol02℄
lassie les CA en quatre lasses. La lasse 3 spéie les CA produisant un omportement
haotique imprévisible. L'analyse est réalisée en analysant l'évolution des CA de manière
graphique. [HMC89℄ étudie et ompare le omportement statistique de CA suivant les règles
90 et 30 à partir des tests statistiques dénis par D. Knuth [Knu97℄. L'étude montre qu'en
ombinant deux règles, l'entropie de la séquene aléatoire produite est supérieure à elle
d'un LFSR.
Cependant, en fontion du nombre de voisins d'une ellule, estimer la qualité aléatoire
de haque règle à partir de tests statistiques logiiels est une opération très longue. Si un
automate possède N voisins (une ellule à N entrées), le nombre total de règles possibles à
analyser est égal à 22
N
. Par onséquent, la proédure de reherhe est souvent réalisée par
le biais d'algorithmes génétiques [TSP00℄, [XJMF04℄, [DVH06℄. Si ette méthode permet
de onverger rapidement vers une règle, mais elle-i n'est pas forément optimale.
[STCS02℄ réalise une reherhe exhaustive pour un CA de longueur 64 à quatre voisins.
Une mesure d'entropie réalisée sur 16 bits est eetuée sur FPGA. Celle-i permet de
séletionner un ensemble de 1000 règles (parmi les 216) ayant une entropie maximale.
Ensuite, la règle optimale est hoisie par les tests statistiques de NIST [RSNMS01℄.
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2 Reherhe de la règle optimale d'un CA à 5 voi-
sins
2.1 Contexte et objetif
Les tables de vérités implantées au sein des iruits FPGA atuels possèdent un nombre
d'entrées entre 4 et 8. L'objetif de ette partie est d'étudier l'intérêt d'utiliser un auto-
mate ellulaire possédant un nombre d'entrées supérieur à 4. Ainsi, la règle optimale d'un
automate ellulaire mono-dimensionnel à 5 entrées, omposé de 64 ellules et périodique
(i.e. la dernière ellule est onnetée à la première) est reherhée. La méthode proposée
est une extension de [STCS02℄.
L'objetif est d'analyser de manière exhaustive les 232 règles possibles. Une analyse via
l'utilisation de tests statistiques logiiels est diilement envisageable. Par onséquent, une
méthode eae pour trouver la règle optimale doit être trouvée.
La méthode proposée est de proter des performanes des FPGA an d'aélérer la re-
herhe exhaustive. La méthode utilise la batterie matérielle FIPS 140-1 (version antérieure
au FIPS 140-2) ainsi qu'une mesure de l'entropie.
2.2 Méthodologie
Comme le présente la gure 4-11, la reherhe exhaustive utilise la performane et le fort
parallélisme des FPGA. Chaque règle est analysée en temps réel par la batterie matérielle
FIPS 140-1. En parallèle, l'entropie de la séquene générée est mesurée. La règle possédant
l'entropie la plus élevée et satisfaisant les tests statistiques est onservée.
2.2-1 Génération des règles possibles
Un automate ellulaire à 5 entrées possède 232 règles possibles. En réalité, le nombre de
règles peut-être réduit. Pour générer une séquene aléatoire équiprobable, haque règle doit
ontenir autant de 0 que de 1 logiques dans sa table de vérité. Par onséquent, le nombre
de règles à tester est égal à
C1632 = 601.09 × 106. (4-1)
Un algorithme générant l'ensemble des ombinaisons possibles doit être implanté. La
solution logiielle proposée par [Kok97℄ est intéressante en vue d'une implantation maté-
rielle. Celle-i présente l'avantage de travailler à partir d'opérations binaires très simples.
Le tableau 4-1 résume les performanes et le oût matériel de l'algorithme implanté dans
une ible FPGA Xilinx Virtex 5 SX50. La solution permet d'atteindre une fréquene de
fontionnement très élevée et oupe une surfae négligeable (seulement 309 LUT).
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FPGA iblé Xilinx Virtex 5
XC5VSX50
Nombre total de LUT 309 (0%)
Fréquene 217.0 MHz
maximale (MHz)
Tableau 4-1  Résultat de l'implantation de l'algorithme produisant les C1632 ombinaisons
possibles.
2.2-2 Calul de l'entropie de l'automate ellulaire
Pendant l'analyse par les tests statistiques, la séquene binaire est déomposée en 2.5×
103 blos disjoints de 8 bits. Ceux-i sont obtenus en utilisant la sortie binaire de la 32ème




pi log2 pi (4-2)
de la séquene aléatoire est alulée, pi représente la probabilité d'obtenir la i
ième
sous-
séquene possible. L'entropie maximale est égale à Hmax = 8.
La gure 4-8 présente le prinipe du alul de (4-2). Une mémoire aessible par son
ontenu (CAM) est utilisée an de mémoriser le nombre d'ourrenes des blos 8 bits. En
théorie, la valeur de probabilité pi appartient à l'ensemble {1/2500, 2/2500 . . . , 2499/2500, 1}.
Ii, le as où pi = 0 est évité.
La fontion pi log2 pi, représentée dans la gure 4-9, doit être alulée pour
pi ∈ { 1
2.5 × 103 , . . . , 1}.
L'erreur maximale autorisée en sortie de (4-2) est égale à 10−4, soit une préision de 13.28
bits orrets. La préision néessaire en sortie du alul de pi log2 pi est don de 21.28 bits
orrets. An de réduire le oût mémoire, le alul de l'entropie est arrêté si le nombre
d'ourrenes d'un blo 8 bits est quatre fois supérieur à la valeur idéale (2.5 × 103/28 ≈
9.76) (lorsque les blos sont uniformément répartis). Par onséquent, la fontion pi log2 pi
doit être alulée pour pi ∈ { 12.5×103 , . . . , 402.5×103 }. Celle-i est représentée dans la gure 4-
10.
Le oût mémoire néessaire à la mémorisation des 40 valeurs possibles de pi log2 pi
est égal à 40 × 22 = 880 bits. Les parties entières et frationnaires des données sont
respetivement représentées par 0 et 22 bits.
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0 0 0 0 0 0 0 1
28 29 30 31 32 33 34
Figure 4-8  La gure présente le prinipe du alul de (4-2). Une mémoire aessible par
son ontenu (CAM) est utilisée an de mémoriser le nombre d'ourrenes des blos 8 bits.














Figure 4-9  Fontion pi log2 pi pour pi ∈ { 12.5×103 , . . . , 1}.

















Figure 4-10  Fontion pi log2 pi pour pi ∈ { 12.5×103 , . . . , 402.5×103 }.
Ii, une approximation polynomiale de la fontion serait envisageable an de réduire le
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oût mémoire.
2.3 Arhiteture de la reherhe exhaustive
La règle optimale d'un CA1D à inq voisins de onnexion {−2,−1, c, 1, 2} est reherhée.
Le shéma de onnexion a été hoisi an de minimiser le hemin ritique de l'automate.
La gure 4-11 présente l'arhiteture de la reherhe exhaustive. Celle-i utilise Nb
batteries en parallèle. Les automates ellulaires sont implantés à partir de blos RAM.
Il est possible de reongurer failement les règles des CA. L'arhiteture est implantée
dans un FPGA Virtex 5 LX 50. La fréquene du iruit est de 188.83 MHz. La reherhe
exhaustive est réalisée en 3 heures et 32 minutes.
Cellular Automata #1
rule: 32 bits block RAM
Cellular Automata #2
rule: 32 bits block RAM
Cellular Automata #Nb
rule: 32 bits block RAM
Battery of statistical tests
Entropy calculation
Battery of statistical tests
Entropy calculation
Battery of statistical tests
Entropy calculation












Figure 4-11  La gure présente l'arhiteture de la reherhe exhaustive. Celle-i utilise
Nb batteries en parallèle. Les automates ellulaires sont implantés à partir de blos RAM.
Il est possible de reongurer failement les règles des CA. L'arhiteture est implantée
dans un FPGA Virtex 5 LX 50. La fréquene du iruit est de 188.83 MHz. La reherhe
exhaustive est réalisée en 3 heures et 32 minutes.
2.4 Comparaison de la règle de l'automate ellulaire trou-
vée ave des générateurs souvent utilisés en VLSI
Chaque CA est initialisé par le même germe, le veteur 64 bits
(28FBB38AC1D8114A)16 .
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La règle optimale trouvée est
(AAD32197)16 = (10101010110100110010000110010111)2 . (4-3)
Celle-i a été trouvée pour un seul veteur d'initialisation donné. Ce travail n'a pas
pour objetif de donner la règle optimale d'un CA pour tous les veteurs d'initialisation
possibles. L'idée est d'étudier le gain apporté par l'utilisation d'un CA ayant un nombre
de voisins supérieur à quatre.
2.4-1 Entropie
La gure 4-12 ompare l'entropie 8 bits du CA optimal à 5 voisins trouvé, d'un CA30
[Wol86℄ à 64 ellules,d'un LFSR de longueur 64 (LFSR64) [GA07℄ et du CA1D à 4 entrées
de longueur 64 (règle CA63916) [STCS02℄. Les lignes représentées par des signes +, ◦ et 
orrespondent respetivement au alul de l'entropie pour une séquene de 1× 104, 2× 104
et 2 × 105 bits aléatoires. Le CA à 5 entrées onverge plus rapidement vers l'entropie
maximale.
Le tableau 4-2 résume les valeurs d'entropie obtenues lorsqu'une séquene de 2 × 105
bits est analysée et montre que le CA à 5 entrées possède l'entropie la plus élevée, 7.9942
bits. De plus, elle-i est très prohe de l'entropie maximale Hmax = 8.


















Figure 4-12  La gure ompare l'entropie 8 bits du CA optimal à 5 voisins trouvé, d'un
CA30 [Wol86℄ à 64 ellules,d'un LFSR de longueur 64 (LFSR64) [GA07℄ et du CA1D à 4
entrées de longueur 64 (règle CA63916) [STCS02℄. Les lignes représentées par des signes +,
◦ et  orrespondent respetivement au alul de l'entropie pour une séquene de 1× 104,
2×104 et 2×105 bits aléatoires. Le CA à 5 entrées onverge plus rapidement vers l'entropie
maximale.
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Tableau 4-2  Le tableau résume les valeurs d'entropie obtenues lorsqu'une séquene de
2× 105 bits est analysée et montre que le CA à 5 entrées possède l'entropie la plus élevée,
7.9942 bits. De plus, elle-i est très prohe de l'entropie maximale Hmax = 8.
















Figure 4-13  Répartition en deux dimen-
sions d'une séquene aléatoire de 400 en-
tiers 32 bits générés par le CA à 5 voisins.
















Figure 4-14  Répartition en deux dimen-
sions d'une séquene aléatoire de 400 en-
tiers 32 bits générés par le CA à 4 voisins.
2.4-2 Distribution des bits aléatoires
Conlure l'évaluation par l'analyse seule de l'entropie serait une erreur. Il est néessaire
de tester la orrélation de la séquene aléatoire produite par les PRNG. Les gures 4-
13, 4-14, 4-15 et 4-16 présentent graphiquement la répartition des bits aléatoires lorsque
les PRNG génèrent une séquene aléatoire de 400 entiers 32 bits. Les points sont formés
à partir de deux bits aléatoires onséutifs. Comme l'indiquent les gures, la répartition
des points est uniforme. La même onlusion est faite en visualisant les points en trois
dimensions (voir les gures 4-17, 4-18, 4-19 et 4-20).
La même expérimentation est réalisée lors de l'analyse d'une séquene aléatoire plus
importante, 2000 entiers 32 bits. Les gures 4-21, 4-22, 4-23 et 4-24 présentent la répartition
de bits aléatoires en deux dimensions. La gure 4-21 montre que la répartition des bits
aléatoires produits par le CA à 5 voisins n'est pas valable en omparaison des autres
PRNG. Cei est validé par l'analyse des bits aléatoires en trois dimensions, voir les gures
4-25, 4-26, 4-27 et 4-28.
Cei indique un problème dans la période du générateur et au niveau de la orrélation
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Figure 4-15  Répartition en deux dimen-
sions d'une séquene aléatoire de 400 en-
tiers 32 bits générés par le CA30.
















Figure 4-16  Répartition en deux dimen-
sions d'une séquene aléatoire de 400 en-

















Figure 4-17  Répartition en trois dimen-
sions d'une séquene aléatoire de 400 en-

















Figure 4-18  Répartition en trois dimen-
sions d'une séquene aléatoire de 400 en-

















Figure 4-19  Répartition en trois dimen-
sions d'une séquene aléatoire de 400 en-

















Figure 4-20  Répartition en trois dimen-
sions d'une séquene aléatoire de 400 en-
tiers 32 bits générés par le LFSR64.
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Figure 4-21  Répartition en deux dimen-
sions d'une séquene aléatoire de 2 × 104
entiers 32 bits générés par le CA à 5 voi-
sins.
















Figure 4-22  Répartition en deux dimen-
sions d'une séquene aléatoire de 2 × 104
entiers 32 bits générés par le CA à 4 voi-
sins.
















Figure 4-23  Répartition en deux dimen-
sions d'une séquene aléatoire de 2 × 104
entiers 32 bits générés par le CA30.
















Figure 4-24  Répartition en deux dimen-
sions d'une séquene aléatoire de 2 × 104

















Figure 4-25  Répartition en trois dimen-
sions d'une séquene aléatoire de 2 × 104


















Figure 4-26  Répartition en trois dimen-
sions d'une séquene aléatoire de 2 × 104
entiers 32 bits générés par le CA à 4 voi-
sins.
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Figure 4-27  Répartition en trois dimen-
sions d'une séquene aléatoire de 2 × 104

















Figure 4-28  Répartition en trois dimen-
sions d'une séquene aléatoire de 2 × 104
entiers 32 bits générés par le LFSR64.












Figure 4-29  Estimation de la fontion
d'autoorrélation du CA à 5 voisins.












Figure 4-30  Estimation de la fontion
d'autoorrélation du CA à 4 voisins.








Les résultats de l'estimation pour m ∈ {−2000, . . . , 2000} sont alulés pour les quatre
PRNG et présentés dans les gures 4-29, 4-30, 4-31 et 4-32. La gure 4-29 montre que
la séquene produite par le CA à 5 voisins est périodique, de période environ égale à 500
entiers 32 bits. La période des autres PRNG n'est pas visualisable à partir des gures 4-30,
4-31 et 4-32. Cependant, nous pouvons onlure que les fontions d'autoorrélation des
trois PRNG orrespondent à la forme attendue.
2.4-3 Conlusion
Le CA à 5 voisins possède un débit de 429.15 Mb/s au sein d'une ible FPGA Virtex 5
LX50. Si le débit du générateur est élevé, les propriétés statistiques ne sont pas susantes
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Figure 4-31  Estimation de la fontion
d'autoorrélation du CA30.












Figure 4-32  Estimation de la fontion
d'autoorrélation du LFSR64.
pour le qualier de PRNG. La méthode utilisée est don ritiquable. La batterie FIPS
140-1 n'est pas susamment drastique pour tester la qualité aléatoire d'un PRNG. La
périodiité du générateur est faible et la séquene est fortement orrélée par rapport aux
autres générateurs testés. Une alternative serait d'utiliser des tests statistiques très eaes
en terme d'évaluation d'une séquene aléatoire. La prohaine setion de e hapitre étudie
le oût matériel qu'engendrerait une telle implantation.
Une seonde onlusion onsiste à dire que baser l'analyse sur le alul de l'entropie 8
bits est insusant. Il est néessaire d'augmenter la longueur en bits des blos analysés (16
bits ou plus). Dans ette setion le alul de l'entropie est implanté de manière très simple,
par l'utilisation de mémoire. L'augmentation de la taille imposera d'utiliser une méthode
plus élégante pour eetuer le alul de l'entropie.
3 Evaluation du oût matériel engendré par l'im-
plantation de tests statistiques très performants
Les batteries Diehard, TestU01 et NIST sont les référenes du domaine lors de la va-
lidation d'un PRNG. Celles-i sont onstituées d'un grand nombre de tests statistiques,
oûteux en terme de mémoire et de ressoures arithmétiques. Par onséquent, implanter
elles-i en matériel est peu envisageable.
Cependant, après avoir étudié la orrélation des tests statistiques Diehard, [MT02℄ pré-
sente une version ondensée de la batterie omplète. La version omporte trois tests sta-
tistiques : le GCD test, le gorilla test et le birthday spaings test. A notre onnaissane,
auune autre publiation n'a testé la orrélation entre les tests statistiques d'une batterie.
[MT02℄ a séletionné les tests statistiques les plus diiles à satisfaire par un générateur
parmi eux utilisés dans Diehard. D'après [MT02℄, si un PRNG réussit les trois tests statis-
tiques, il passera ertainement la batterie omplète. L'objetif de ette partie est d'étudier
le oût matériel engendré par l'implantation des trois tests. Cei permettra d'envisager
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l'utilisation des tests an de trouver le CA à inq voisins optimal.
3.1 Birthday test
3.1-1 Présentation
Le prinipe du test est de tirer aléatoirement m dates d'anniversaires dans une année
omportant n jours. Les jours d'anniversaires sont lassés par ordre roissant. Ensuite,
les éarts entre les jours d'anniversaires sont alulés. Le nombre d'éarts revenant plus
d'une fois (j) est omptabilisé. La variable aléatoire j suit une loi de Poisson de moyenne
λ = m3/(4n). La version la plus strite du test est obtenue pour n = 232, m = 212 = 4096
et λ = 4.
La variable aléatoire j appartient à l'ensemble {0, 1, 2, 3, ..., 9,≥ 10}. Au delà, j est
onsidérée être égale à 10. Un éhantillon de 5 × 103 valeurs de j est relevé. Le nombre








où #i et attenduei désignent respetivement le nombre d'ourrenes renontrées et atten-
dues par la variable aléatoire j = i.
Deux hypothèses sont posées :
 H0 : l'éhantillon des 5× 103 valeurs de j suit une loi de Poisson ;
 H1 : l'éhantillon des 5× 103 valeurs de j ne suit pas une loi de Poisson.
Pour une probabilité de fausse alarme α = 0.05, χ210 doit appartenir à l'intervalle de
onane [3.247, 20.483] pour satifaire l'hypothèse H0.
Exemple de déroulement
Un exemple de fontionnement est donné i-dessous. Dans et exemple, m = 10 et n = 232.
 Le tableau des dates d'anniversaire est donné i-dessous. La première ellule du ta-
bleau orrespond à la ellule d'indie 0.
256 54 3 128 3 14 128 52 256 13
 Le tableau est ensuite trié.
3 3 13 14 52 54 128 128 256 256
 Les éarts entre les éléments onséutifs du tableau sont alulés. L'éart entre deux
ellules est obtenu en soustrayant la valeur de la ellule de rang i à la ellule de rang
i− 1. Le alul est eetué à partir de la dernière ellule jusqu'à la ellule de rang 1.
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3 0 10 1 38 2 74 0 128 0
 Le tableau est de nouveau trié suivant les éarts roissants.
0 0 0 1 2 3 10 38 74 128
 Puis, le nombre d'éarts similaires est déduit à partir du tableau préédent. Le résultat
est noté nb, ii nb = 2.
3.1-2 Implantation matérielle
Une première unité de traitement reçoit les bits aléatoires et regroupe eux-i en entiers
32 bits. Dans un premier temps, 4096 entiers sont enregistrés et rangés en série par ordre
roissant. Ensuite, les entiers sont relassés par ordre roissant. Les éarts entre les entiers
suessifs sont alulés puis triés. Une fois les 4095 éarts alulés, les éarts sont relassés
suivant l'ordre roissant. Le nombre d'éarts suessifs égaux est omptabilisé. Le résultat
est transmis en sortie de l'unité de traitement.
Deux blos de tri sont ii néessaires. Le premier réalise le tri des entiers 32 bits reçus.
Le seond blo range les éarts entre les entiers préalablement rangés par ordre roissant.
Quatre autres blos onstituent ette unité. Un blo gère la réeption en série des bits
aléatoires et leur mise en veteur de 32 bits. Un autre blo alule la diérene entre les
entiers triés an de trouver les éarts. Un blo teste l'égalité des éarts suessifs. Le dernier
blo permet de séquener l'unité de traitement.
Blo de tri
Le blo essentiel lors de la oneption matérielle du test statistique est le tri d'une mémoire
(ou tableau). Par onvention, le tri est réalisé dans l'ordre roissant. Trier un tableau est une
opération très oûteuse en terme de omplexité, de temps et de surfae. Dans la littérature,
le tri a fait l'objet de plusieurs études [Knu73℄. Lorsque elui-i est réalisé à partir d'une
mémoire remplie, un algorithme utilisant les papillons de la FFT rapide ou un tri rapide
(quiksort) représente une bonne solution. Ii, le ontexte d'utilisation du test statistique
est diérent. Tous les 32 yles, un nouveau mot de 32 bits est disponible. Il est dommage
de remplir une mémoire pour ensuite eetuer le tri. [LDH03℄, [HL00℄ et [BC98℄ présentent
des méthodes de tri série.
La méthode de tri hoisie est elle dérite dans [BC98℄. Comme le montre la gure 4-33,
elle-i onsiste à plaer plusieurs ellules en série. Chaque ellule est onstituée de deux
registres 32 bits permettant de stoker deux dates d'anniversaires. Un multiplexeur est
disposé entre deux ellules voisines et réalise le tri. Tous les 32 yles, le nouvel entier reçu
est omparé au ontenu de la première ellule. Au yle d'horloge suivant, l'entier le plus
grand de haque ellule est transmis au ban de registre suivant. Lors du relassement de
la mémoire, le même prinipe de fontionnement est utilisé dans le sens inverse. À haque
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FPGA iblé Xilinx Virtex 5
XC5VSX50T-3
Nombre total de LUT 47106/32640 (144%)
Nombre BRAM 69/132 (52%)
Fréquene Maximale (MHz) 162.5 MHz
Tableau 4-3  Résultat de l'implantation du blo de tri dans un FPGA Xilinx Virtex 5
SX50.









Figure 4-33  Arhiteture pour le tri en série selon [BC98℄.
En pratique, il est préférable d'augmenter la taille des bans de registres. Ainsi, eux-i
sont failement implantés au sein de blos RAM. Des mémoires double ports sont utilisées
(deux letures ou une ériture par yle possibles). Le problème de plaement routage est
ainsi diminué. Le tableau 4-3 résume le résultat de synthèse du blo de tri au sein d'un
FPGA Xilinx Virtex 5 SX50. Le oût en nombre de LUT et de blo RAM est très important
et néessiterait d'utiliser une mémoire RAM externe. Le alul du χ2 est tout de même
détaillé dans le prohain paragraphe.
3.1-3 Calul du test du χ2
Lors de l'implantation du birthday test au sein d'un FPGA, l'équation (4-5) doit être
alulée en virgule xe. Celle-i est une somme de 11 valeurs intermédiaires. La valeur
maximale ontenue par une lasse est égale à 5× 103. Étant donné que ette grandeur est
un entier positif, elui-i est odé sur 13 bits. Il a été vu préédemment que le résultat
doit appartenir à l'intervalle de onane [3.247, 20.483] pour une probabilité de fausse
alarme de 5%. Il est possible de aluler les valeurs maximales et minimales admissibles
pour haune des 11 lasses de manière similaire à la proédure utilisée pour le poker test







La première étape est de vérier la valeur ontenue par haque lasse. Si elle-i n'ap-
partient pas au domaine requis, le alul est arrêté, le test statistique est un éhe.
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An d'éviter le alul dans l'équation 4-6 de la division, ette opération est remplaée
par une multipliation par les valeurs inverses des oeients attenduei. Par onséquent,
pour haque lasse, les oeients −attenduei (pour réaliser une addition) et leurs valeurs
inverses doivent être mémorisés. Le graphe ot de signal est présenté dans la gure 4-34.
Test appartenance 
Intervalle exigé
Figure 4-34  Graphe ot de signal du test du χ2 dans le birthday test.
3.2 Gorilla test
3.2-1 Présentation
Le gorilla test permet de tester la périodiité d'un générateur de nombres aléatoires.
Celui-i est basé sur l'utilisation d'un hier disposant de 226 + 25 = 67108889 entiers 32
bits. Sur haque entier, un bit spéique est prélevé, par exemple le bit i. Une séquene
binaire onstituée du iième bit de haque entier 32 bits est réée. La séquene binaire
résultante omporte 226 + 25 = 67108889 bits aléatoires.
Soit w, le nombre de mots de 26 bits n'apparaissant pas dans la séquene binaire. w
suit approximativement une loi Normale de moyenne 24687971 et de variane 4170. En se
ramenant à la loi Normale N(0, 1), la probabilité pvalue est déterminée. Ce test est réalisé
pour i variant de 0 à 31 (haque position binaire de l'entier aléatoire 32 bits). Au total,
trente deux valeurs de probabilité sont obtenues. Le test d'Anderson-Darling-Kolmogorov-
Smirnov permet de déterminer une seule probabilité pvalue à partir des 32 valeurs de
probabilité. Le test éhoue si la valeur de probabilité pvalue déterminée est prohe de 0 ou
de 1.
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Setion 3 - Evaluation du oût matériel engendré par l'implantation de
tests statistiques très performants
Pour une position binaire, le test néessite d'utiliser une mémoire de type CAM de taille
232 bits. Cei est diilement envisageable sans avoir reours à l'utilisation d'une mémoire
externe.
Par onséquent, l'objetif est d'implanter un test prohe du fontionnement du gorilla
test mais néessitant moins de ressoures mémoires. Le gorilla test est en réalité une version
strite de l'overlapping 20-tuples bitstream test [MT02℄. Dans la littérature, l'overlapping
20-tuples bitstream test et lemonkey test désignent le même test statistique [MZ93℄. D'après
[MT02℄, le monkey test est le test le plus diile à réussir pour beauoup de générateurs.
3.2-2 Overlapping 20-tuples bitstream test
L'overlapping 20-tuples bitstream test (OMTBT) travaille sur une séquene binaire om-
posée de 1310721 entiers 32 bits. L'alphabet du test est {0, 1}. L'OMTBT onsiste à gé-
nérer des mots de 20 lettres ave reouvrement. Au total, 216 séquenes binaires de 20
bits sont analysées. Le nombre de mots manquants est omptabilisé. Le résultat suit une
loi Normale N (141909.33, 428). En se ramenant à une loi Normale réduite N (0, 1), une
probabilité pvalue est alulée.
3.2-3 Implantation matérielle
Une mémoire aessible par son ontenu de taille 220 × 1 bits est ii néessaire. Celle-i
est réalisée à partir d'une mémoire de taille 215 × 32 bits. Une fois le nombre de mots
manquants obtenu, l'équation
z =
Nombre mots manquants − 141909.33
428
(4-7)
est alulée. Pour une probabilité de fausse alarme α = 5%, le résultat doit appartenir à
l'intervalle de onane [−1.96; 1.96]. Ainsi, la variable aléatoire Nombre mots manquants
doit appartenir à [141070.45; 142748.21].
3.3 GCD test
3.3-1 Présentation
Le générateur de nombres aléatoires fournit 207 entiers 32 bits. Le test détermine :
 le plus grand diviseur ommun entre deux nombres onséutifs, le pgd. D'après
[MT02℄, soit X la variable aléatoire orrespondant au résultat du pgd, la probabilité
de X est dénie de la manière suivante :










Chapitre IV - Reherhe d'un générateur pseudo-aléatoire optimisé selon un
ompromis qualité/oût matériel
Un test du χ2 ompare les valeurs de pgd relevées (107 valeurs au total) à elles
attendues. Le résultat suit un χ2 à 99 degrés de liberté. Le test renvoie une valeur
pvalue.
 le nombre d'itérations néessaire à l'algorithme d'Eulide pour déterminer le alul
du pgd : kp. Trente-trois valeurs de kp sont possibles : 2 < kp < 36. kp suit approxi-
mativement une loi Binomiale de paramètres n = 50 et p = 0.376. A partir des relevés
de kp (107 valeurs), un test d'adéquation est réalisé. Le test ompare les valeurs kp
observées ave les valeurs attendues. Le résultat obtenu suit un test du χ2 à 32 degrés
de liberté. Le test détermine une valeur de probabilité pvalue.
Le test éhoue si une des valeurs de probabilité pvalue alulées est inférieure à 0.025 ou
supérieure à 0.975.
3.3-2 Implantation matérielle
L'implantation matérielle du GCD test néessite de se onentrer sur l'algorithme d'Eu-
lide. La méthode utilisée pour aluler le test du χ2 sur les valeurs kp et pgd est similaire
à elle étudiée dans la partie 3.1-3 et n'est pas présentée ii.
Algorithme d'Eulide
L'algorithme d'Eulide permet de déterminer le plus grand diviseur ommun (PGCD) de
deux entiers a et b. L'algorithme est basé sur l'équation
a = b.q + r1, r1 < b. (4-10)
Ainsi, PGCD(a,b)=PGCD(b,r). Cei est vrai ar l'ensemble des diviseurs ommuns à a
et à b est aussi l'ensemble des diviseurs ommuns à b et à r. En réalisant la division
eulidienne de a par b, puis de b par r1, le nouveau reste r2 est obtenu ave r1 > r2.
Puis la division eulidienne de r1 par r2 est eetuée obtenant ainsi le nouveau reste r3.
En réitérant le proédé, une suite déroissante (rn) est engendrée. Le proessus s'arrête
lorsque le nouveau reste alulé à partir de la division eulidienne est nul. L'algorithme
est détaillé dans [PFTV88℄. Lors de l'implantation de l'algorithme d'Eulide, la division
eulidienne est réalisée par un alul de modulo. Réaliser un opérateur modulo en matériel
est diile pour ertaines valeurs.
Le GCD test utilise le nombre d'itérations dans l'algorithme d'Eulide. Une solution
permettant d'obtenir le même nombre d'itérations néessaire au alul du PGCD qu'ave
l'algorithme d'Eulide doit être trouvée. La solution est de réaliser des divisions sues-
sives an d'obtenir le reste de la division à haque étape. Plusieurs ouvrages présentent
l'implantation de diviseurs en virgule xe : [Par00℄, [OF01℄, [EL04℄ et [Zim℄. Ii, le hoix
a été d'utiliser l'IP Divider Generator [Xil09℄ fournie par Xilinx. Un diviseur pipelinable
permettant de laner une nouvelle division par yle et renvoyant un résultat tous les 34
yles est obtenu.
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Setion 4 - Conlusions
FPGA iblé Xilinx Virtex 5
XC5VSX50T-3
Nombre total de LUT 6286/32640 (19%)
Nombre BRAM 6/132 (4.5%)
Fréquene Maximale (MHz) 107 MHz
Tableau 4-4  Résultat de l'implantation du gd test dans un FPGA Xilinx Virtex 5 SX50.
An de aluler le nombre de diviseurs requis, il est néessaire de onnaître le nombre
maximal de divisions suessives pour aluler le PGCD d'un ouple (a, b) par l'algorithme
d'Eulide. D'après [Knu97℄, lorsque a < b < N , e nombre est égal à
nbDiv = ⌊logφ (3− φ)N⌋ ≈ ⌊2.078 lnN + 0.6723⌋. (4-11)
Ainsi, pour N = 232, le nombre maximal de divisions suessives lors d'un alul de PGCD
est égal à 46.
Un nouveau alul de PGCD est réalisé tous les 64 yles d'horloges. Une division est
lanée tous les 35 yles d'horloges (34 yles de latene pour le alul d'une division et
un yle pour évaluer le résultat de elle-i). Le nombre de alul de PGCD à exéuter





Ainsi, une seule division doit être lanée à haque yle d'horloge. Cei permet d'utiliser
un seul diviseur. Cependant, étant donné que 26 aluls de PGCD sont réalisés en parallèle
à partir du seul diviseur, une mémoire de taille 26×32 bits est néessaire pour sauvegarder
les valeurs de diviseur.
Performanes
Le iruit est synthétisé et plaé-routé au sein d'un FPGA Xilinx Virtex 5 SX50T. Le
tableau 4-4 résume les performanes du iruit. La fréquene maximale du iruit est de
107 MHz et oupe environ 19% des LUT et 6 BRAM.
4 Conlusions
Un grand nombre d'appliations néessitent d'utiliser un générateur à très haut débit
et peu oûteu en termes de ressoures matérielles. L'objetif de e hapitre était de re-
herher un générateur pseudo-aléatoire protant de la struture parallèle d'un FPGA. Les
automates ellulaires possèdent une struture intéressante pour atteindre des débits maxi-
mum. Cependant, malgré leur simpliité, prédire le omportement d'un CA en fontion de
la règle utilisée est très diile. Une solution pour trouver la règle optimale est d'utiliser
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Chapitre IV - Reherhe d'un générateur pseudo-aléatoire optimisé selon un
ompromis qualité/oût matériel
une reherhe exhaustive. Cependant, le nombre d'entrées d'une ellule augmentant, une
reherhe exhaustive via des tests logiiels est diilement envisageable.
Après desription du prinipe de fontionnement d'un automate ellulaire, une méthode
de reherhe exhaustive est proposée an de trouver la règle optimale d'un CA à 5 voisins.
Celle-i est basée sur l'implantation des tests statistiques FIPS 140-1. Le faible oût matériel
des tests permet l'analyse d'un grand nombre de règles en parallèle. De plus, le temps de
reherhe est optimisé en générant, diretement en matériel, l'ensemble des ombinaisons
possibles. Les premiers résultats sont intéressants.
Cependant, à partir de l'analyse de la orrélation et de la périodiité des séquenes
binaires produites par le générateur, des défaillanes non-négligeables sont détetées. Le
générateur ne peut pas être qualié de PRNG. Deux onlusions sont possibles, soit il
n'existe auune règle optimale de CA à inq voisins, soit la méthode d'évaluation n'est pas
susamment drastique. Nous optons pour ette seonde hypothèse. La solution proposée
est d'utiliser des tests statistiques très performants.
La dernière sous-setion du hapitre présente le oût matériel engendré par l'implan-
tation des tests les plus performants de la batterie Diehard [MT02℄. Les tests néessitent
l'utilisation d'un grand nombre de ressoures mémoires, limitant leur implantation en in-




Les travaux présentés dans e doument sont dédiés à la dénition et au développe-
ment de générateurs aléatoires uniformes et gaussiens à très haut débit. Les nombres aléa-
toires sont obtenus à partir d'un générateur hybride omposé d'un TRNG et d'un PRNG.
Séletionner un TRNG est déliat ar un grand nombre de générateurs existent dans la
littérature. De plus, les générateurs développés sont rarement omparés aux TRNG déjà
existants. Enn, la forte dépendane d'un TRNG à la qualité de l'implantation, à l'envi-
ronnement extérieur et au iruit iblé rend l'analyse des performanes des TRNG diile.
Tout d'abord, après avoir séletionné trois TRNG pour leurs performanes a priori et
la possibilité d'implanter eux-i au sein d'une multitude de iruits reongurables, les
propriétés statistiques des sorties des générateurs ont été évaluées. L'étude a été réalisée
à partir de l'implantation des tests statistiques du FIPS 140-2. Les performanes du om-
posant permettent d'analyser la qualité des TRNG en temps réel, diretement sur ible
FPGA. Les TRNG implantés au sein du même iruit reongurable sont évalués en fon-
tion de la température exerée sur le FPGA ainsi que de l'ativité parasite appliquée autour
de la soure d'aléa. Les expérimentations montrent que le omportement des générateurs
est peu sensible aux variations de températures appliquées sur le iruit. Au ontraire,
l'ativité parasite entraîne une dégradation non négligeable des performanes du TRNG
proposé par Dihtl et al. [DG07℄. Le générateur présenté par Sunar et al. [SMS07℄ semble
être le plus robuste des trois TRNG testés. Le générateur de Vasyltsov et al. [VHKK08℄
éhoue fortement aux tests statistiques. Cei provient du fait que le signal métastable pos-
sède un biais non négligeable ar, tandis qu'en tehnologie ASIC il est possible de faire
tendre le signal vers Vdd/2, la métastabilité est plus diile à obtenir dans un FPGA et
un biais existe.
L'expérimentation a montré la variation de la qualité d'un TRNG en fontion de l'ati-
vité parasite autour du générateur. Malgré la robustesse du TRNG proposé par Sunar et al.
[SMS07℄, ertaines séquenes aléatoires sont parfois qualiées de défaillantes par les tests
du FIPS 140-2. Cependant, les tests statistiques du FIPS 140-2 ne font auune diérene
entre l'évaluation d'une séquene issue de l'éhantillonnage du bruit ou de la sortie après
post-traitement. Malgré les bons résultats obtenus par le TRNG de Sunar et al. [SMS07℄,
la omplexité de la fontion résiliente (ode BCH) peut aher ertaines défaillanes du
générateur.
L'évaluation par les tests du FIPS 140-2 a permis de retenir les générateurs de Diht et
al. et elui de Sunar et al. Les générateurs sont basés sur la gigue d'un ou plusieurs osil-
lateur(s) à anneau. An de montrer l'importane d'adapter le omportement d'un TRNG
(i.e. débit) en fontion du iruit iblé, de son ativité et de l'environnement extérieur,
des mesures réelles de la gigue yle-à-yle d'un osillateur à anneau ont été réalisées.
La variation de la température du FPGA a un impat négligeable sur les aratéristiques
de la gigue yle-à-yle. Par ontre, les mesures indiquent que la gigue varie en fontion
du FPGA utilisé et de son ativité. Lors d'une ativité importante autour de l'osillateur
analysé, la partie déterministe est augmentée. Cei laisse supposer que lorsque plusieurs
RO sont routés de manière onnexe, un ouplage peut exister entre eux. Par onséquent,
au sein d'un TRNG, l'ativité des diérents RO peut introduire de la orrélation entre
les osillateurs et réduire la qualité aléatoire du bruit éhantillonné. De plus, les mesures
montrent que l'osillateur implanté au sein du FPGA Altera Stratix II est moins sensible
à l'ativité environnante qu'ave le FPGA Xilinx Virtex-4.
À partir de ette analyse, une méthodologie d'évaluation rapide et eae est proposée.
Celle-i évalue à la fois les propriétés statistiques du signal DAS et de la séquene binaire
en sortie du TRNG. Le débit maximal des générateurs est reherhé en utilisant une PLL
reongurable. La méthode basée sur l'utilisation d'une implantation eae des tests
statistiques proposés par l'AIS 31 et le FIPS 140-2 permet l'évaluation des générateurs
en temps réel au sein d'un FPGA Xilinx Virtex 5 SX50. En sortie du signal DAS, les
débits maximums des TRNG de Dihtl et al. et de Sunar et al. sont respetivement de
6.53 Mbits/s et de 8.59 Mbits/s. De même, en sortie des générateurs, les débits maximums
sont respetivement de 5.5 Mbits/s et 6.53 Mbits/s. Le débit plus élevé des signaux DAS
indique la sous optimalité des unités de post-traitement.
Dihtl et al. spéiait un débit de 6.53 Mbits/s au sein d'un FPGA Altera Spartan-3. Ii,
dans le FPGA Xilinx Virtex 5 iblé, une diminution du débit du TRNG est obtenu. Sunar
et al. préisait un débit de 2.5 Mbits/s sans un FPGA Xilinx Virtex 2. Le débit du TRNG
est grandement amélioré au sein du FPGA iblé (d'un fateur 2.61). Cei montre l'intérêt
d'utiliser la méthodologie d'évaluation pour aratériser le fontionnement d'un générateur.
Si le débit du TRNG de Sunar et al. est plus élevé, l'évaluation de la surfae des
générateurs et de leur onsommation montre que le TRNG est relativement oûteux. Par
onséquent, le TRNG proposé par Dihtl et al. sera préféré au sein des iruits présentant
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de fortes ontraintes en surfae et en onsommation. Par ailleurs, la méthode proposée a
permis d'optimiser les débits des TRNG au sein du FPGA visé.
L'évaluation de la qualité des TRNG a permis d'évaluer la performane des TRNG
testés au sein du FPGA iblé. De plus, l'expérimentation a montré que la qualité d'un
générateur peut varier au ours du temps en fontion de la qualité d'implantation et de
l'ativité du iruit. Par onséquent, en vue de l'implantation d'un RNG hybride de qualité,
des méanismes de test en ligne doivent être mis en ÷uvre an d'évaluer la qualité d'un
TRNG. La suite du travail présente l'implantation d'un RNG hybride au sein d'un iruit
reongurable. Le iruit a été développé en ollaboration ave une entreprise spéialisée
en ryptographie, dans le adre du projet SPRING (Shelf Proof Random Integrated Number
Generator). Le générateur est omposé du TRNG de Sunar et al., d'un AES-128 agissant
omme PRNG et de la batterie du FIPS 140-2. Celle-i est utilisée an de ontrler, en
temps réel la qualité des séquenes d'initialisation du PRNG. Cette analyse permet de
déteter les défaillanes éventuelles du TRNG.
Si les études préédentes ont permis de séletionner un TRNG en vue d'une implantation
FPGA, la réalisation d'un générateur vraiment aléatoire au sein d'un iruit dédié pose de
nouvelles questions. Le travail présente le développement et la réalisation de deux RNG
hybrides en tehnologie CMOS 130 nm.
Le premier iruit omposé du TRNG de Shellekens et al. [SPV06℄, du FIPS 140-2 et
d'un automate ellulaire à quatre voisins nous a permis de prendre en main la haîne de
développement ASIC. Les premiers résultats de validation montrent que le débit maximal
du TRNG est de 1.25 Mbits/s. Cependant, l'évaluation de la gigue d'osillateurs à anneau
implantés sur le iruit montre que la gigue yle à yle dévie d'une loi Normale. La
réeption tardive du iruit ASIC au laboratoire n'a pas permis d'étudier en détail les
performanes du générateur. De plus amples analyses doivent être menées. Il sera néessaire
d'évaluer les propriétés statistiques du bruit éhantillonné. Deux analyses seront eetuées.
La première onsistera à utiliser les tests statistiques onseillés par l'AIS 31 an d'évaluer
le signal DAS. La seonde analyse étudiera l'autoorrélation du bruit éhantillonné à partir
de la mémorisation d'un grand nombre de réalisations du signal. De plus, le iruit sera
utilisé pour analyser le omportement du générateur proposé par Shellekens et al. [SPV06℄
en fontion d'attaques réalisées sur elui-i (i.e. modulation de la tension d'alimentation).
Le seond iruit est en ours de développement et sa fabriation est prévue pour Janvier
2010. Ce iruit a pour objetif d'étudier les performanes de quatre TRNG implantés en
ASIC. Le iruit est omposé des TRNG présentés par Sunar et al. [SMS07℄, Vasyltsov et
al. [VHKK08℄, Dihtl et al. [DG07℄ et Yoo et al. [YSKB℄. Les tests statistiques proposés
par l'AIS 31 et le FIPS 140-2 sont implantés. Le FIPS 140-2 permet de valider en temps
réel la qualité de la séquene vraiment aléatoire produite par le TRNG séletionné. La
batterie de l'AIS 31 permettra d'étudier en détails les peformanes des signaux DAS et
des sorties des TRNG. La séquene analysée par le FIPS 140-2 est ensuite utilisée pour
initialiser un générateur pseudo-aléatoire, un AES-128 fontionnant en mode OFB. Les
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nombres aléatoires uniformes sont générés à un débit de 2.57 Gbits/s.
De plus, le iruit génère des nombres aléatoires gaussiens et suivant une loi de Rayleigh.
Les débits maximums en sortie des deux générateurs sont respetivement de 3.287 Gbits/s
et 6.5375 Gbits/s.
La dernière partie du doument présente une étude annexe réalisée au ours de la thèse
onsistant à reherher un générateur pseudo-aléatoire optimisé selon un ompromis quali-
té/oût matériel. L'objetif était de reherher un générateur pseudo-aléatoire protant de
la struture systolique d'un FPGA. Les automates ellulaires (CA) possèdent une stru-
ture intéressante pour atteindre des débits maximums. Cependant, malgré leur simpliité,
prédire le omportement d'un CA en fontion de la règle utilisée est très diile. Une solu-
tion permettant la reherhe exhaustive de la règle optimale d'un automate ellulaire à inq
voisins est présentée. Celle-i est basée sur l'implantation des tests statistiques du FIPS
140-1. Le faible oût matériel des tests permet l'analyse d'un grand nombre de règles en
parallèle. De plus, le temps de reherhe est optimisé en générant, diretement en matériel,
l'ensemble des ombinaisons possibles. Les premiers résultats sont intéressants. Cependant
l'analyse de la orrélation et de la périodiité des séquenes binaires produites par le gé-
nérateur montre des défaillanes non-négligeables. Le générateur ne peut pas être qualié
de PRNG. Deux onlusions sont possibles, soit il n'existe auune règle optimale de CA à
inq voisins, soit la méthode d'évaluation n'est pas susamment drastique. Nous optons
pour ette seonde hypothèse. La solution proposée est d'utiliser des tests statistiques très
performants. Le oût matériel engendré par l'implantation des tests les plus performants
de la batterie de Diehard [MT02℄ a été présenté. Les tests néessitent l'utilisation d'un
grand nombre de ressoures mémoires, limitant leur implantation en interne d'un FPGA.
Une solution envisageable serait d'utiliser des mémoires externes.
Perspetives
L'état de l'art présenté dans le hapitre I montre à quel point la génération de nombres
vraiment aléatoires est une tâhe primordiale au sein des RNG. Dans le adre des travaux
présentés dans e doument, plusieurs perspetives sont envisageables.
Parmi es perspetives, nous pouvons iter l'implantation d'une mesure sur pue, temps
réel de la soure d'aléa. La plupart des TRNG sont basés sur la gigue d'un ou plusieurs
osillateurs. La méthode de ontrle présentée dans e doument utilise l'implantation ef-
ae des tests du FIPS 140-2. Cependant, le FIPS 140-2 ne fait auune diérene entre
l'analyse du signal DAS et de la séquene binaire en sortie de TRNG. De plus, malgré l'e-
aité de l'implantation, elle-i est relativement oûteuse par rapport à elle d'un TRNG.
Enn, pour maximiser l'eaité de l'évaluation, un méanisme de test au plus prohe de la
soure d'aléa est néessaire. Notre objetif est de proposer une mesure sur pue de la gigue,
peu oûteuse en terme de surfae et failement implantable au sein d'un iruit reongu-
rable. Plusieurs méthodes de mesure développées au sein de iruit ASIC existent dans la
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littérature. La première tehnique onsiste à sur-éhantillonner le signal analysé, l'horloge
en sortie de l'osillateur à anneau. Cependant, an d'obtenir une préision susante, par
exemple 100 ps, une horloge très rapide est requise (10 GHz), limitant l'utilisation de la
tehnique au sein des iruits VLSI. Une seonde alternative est d'utiliser un onvertisseur
temps/amplitude. Une mesure temporelle est obtenue à partir de la déharge d'une apa-
ité. Cette tehnique présente l'inonvénient de néessiter des omposants analogiques tels
qu'une soure de ourant, un interrupteur rapide et un onvertisseur analogique numérique.
Par onséquent, ette tehnique n'est pas réalisable au sein des iruits numériques atuels.
La troisième méthode est de onvertir une mesure temporelle en une grandeur numérique
(Time-to-Digital Converter (TDC)). L'avantage des TDC est de pouvoir être totalement
implantables au sein des iruits numériques. La Vernier Delay Line (VDL) utilise es mé-
thodes et permet de mesurer, en temps réel la fontion de répartition de la gigue. Plusieurs
implantations au sein de iruit ASIC sont reportées dans la littérature, par exemple dans
[HG02℄, [CR04℄, [SR99℄ et [SR04℄. Cependant, en tehnologie FPGA, l'implantation d'une
VDL est assez déliate ar le ontrle des délais de routages est néessaire à la préision
de la mesure. La onnaissane de la fontion de répartition de la gigue permettra d'évaluer
si elle-i orrespond à elle attendue en théorie. Par ailleurs, il sera possible d'analyser
l'importane des parties déterministes au sein du spetre de la gigue. Cei permettra de
déteter les possibles attaques réalisées à partir de modulation de l'alimentation.
L'utilisation d'une VDL est pertinente, ependant, en fontion de la latene de la me-
sure désirée, le iruit peut s'avérer oûteux en termes de surfae. Une alternative an de
diminuer la surfae du iruit est de mesurer l'éart type de la gigue. Les iruits proposés
par [Hua06℄ et [FC09℄ sont en ours d'implantation.
Une fois validées, les mesures sur pue de la gigue seront implantées au sein du RNG
hybride présenté dans e doument. La orrélation entre les résultats des tests statistiques
et les mesures réalisées sera étudiée.
Une autre perspetive est d'étudier à partir de l'utilisation des iruits OCHRE le
omportement des TRNG implantés sur ible ASIC. Des attaques non-invasives sur l'ali-
mentation du iruit sont prévues. Celles-i ont été hoisies en raison de leur impat sur la
gigue des osillateurs à anneaux (augmentation de la partie déterministe de la gigue).
Après e travail, des optimisations du GRNG proposé seront réalisées. L'objetif sera
d'automatiser la méthode d'évaluation permettant l'implantation des fontions utilisées




seront utilisés pour auto-
matiser la reherhe des polynmes minimax et obtenir la préision en sortie du shéma
de Horner de leur évaluation. Le ode VHDL généré, les performanes de l'implantation
seront obtenues à partir de sripts de synthèse et plaement-routage sous l'outil Xilinx ISE.





Ce mode d'évaluation permettra de proposer des améliorations du GRNG présenté et d'étu-
dier le oût engendré par une augmentation de la valeur maximale atteinte en queue de
gaussienne (maxσ).
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Résumé
L'objetif d'un générateur de nombres aléatoires (RNG) est de produire une séquene
binaire aléatoire indépendante, impréditible et uniformément répartie. Les RNG sont né-
essaires dans toutes sortes d'appliations telles que la ryptographie, les téléommuni-
ations, les simulations numériques, le test de iruits VLSI ou enore les algorithmes
probabilistes. Ainsi, le nombre d'appliations embarquées néessitant des RNG matériels
augmente onstamment, spéialement au sein des iruits reongurables. En vue de la
oneption matérielle d'un RNG, la solution est d'utiliser un générateur hybride omposé
d'un générateur vraiment aléatoire (TRNG) et d'un générateur pseudo-aléatoire (PRNG).
Prouver mathématiquement qu'un générateur est aléatoire est généralement diile, voire
impossible. Les RNG sont souvent évalués via des tests statistiques. L'évaluation d'un
TRNG est beauoup plus omplexe que elle d'un PRNG ar la qualité d'un TRNG est
fontion de la soure de bruit utilisée, de l'environnement extérieur et de la qualité d'im-
plantation au sein du iruit iblé. Fisher et al. [FD03℄ ont proposé l'un des premiers
TRNG totalement implantable au sein d'un iruit FPGA. Depuis, un grand nombre géné-
rateurs a été présenté dans la littérature. Un des objetifs de ette thèse a été de proposer
une méthodologie objetive analysant la qualité des TRNG séletionnés au sein de iruits
reongurables.
La méthode d'évaluation, rapide et eae est basée sur l'utilisation de tests statistiques
matériels proposés par l'AIS 31 [AIS01℄. L'intérêt de la méthode est d'évaluer les TRNG
au sein du même iruit FPGA an d'analyser eux-i dans des onditions similaires d'uti-
lisation. La version matérielle de l'AIS 31 permet d'évaluer des TRNG présentant un débit
maximal de 84.2 Mbits/s. Le oût matériel de elle-i est de 4042 LUT, soit environ 10%
d'un FPGA Xilinx Virtex 5 SX50. La méthode proposée permet de trouver failement le
débit optimal des TRNG au sein d'un iruit reongurable. Ainsi, l'intérêt d'une pré-
aratérisation du fontionnement d'un TRNG est prouvé.
À partir de l'étude préédente, un TRNG est séletionné pour ses propriétés statistiques.
Une arhiteture de générateur hybride permettant de produire des nombres aléatoires uni-
formes à très haut débit est ensuite proposée. Cependant, malgré la qualité du générateur
séletionné, l'aléa en sortie du TRNG peut varier au ours du temps à ause d'attaques
externes possibles sur le iruit, de la variation des onditions extérieures ou enore du
vieillissement des omposants. La qualité aléatoire de la séquene de germes produite par
un TRNG est primordiale pour assurer l'impréditibilité d'un PRNG. An d'améliorer la
robustesse d'un TRNG, des méanismes de tests statistiques en ligne doivent être mis en
÷uvre. Ainsi, une évaluation en temps réel du omportement du générateur est réalisée et
les séquenes défaillanes générées par elui-i sont évitées. Cette étude propose d'utiliser
une implantation eae de la batterie du FIPS 140-2. La surfae négligeable du iruit
au sein des FPGA atuels et les performanes obtenues par le omposant permettent de
ontrler la qualité du TRNG séletionné en temps réel. Un RNG hybride à très aut débit
implanté sur une ible reongurable et au sein d'un iruit VLSI est proposé. L'étude
menée sur le RNG hybride a débouhé sur un partenariat industriel réalisé ave une en-
treprise spéialisée en dans le domaine de la ryptographie à travers le projet ple images
et réseaux SPRING (Shelf Proof Random Integrated Number Generator). Dans ertaines
appliations, il est parfois néessaire de générer des nombres aléatoires suivant une distribu-
tion de probabilité diérente d'une loi uniforme. À partir de l'utilisation du RNG hybride
proposé, l'implantation d'un générateur de nombres aléatoires gaussiens à très haut débit
est présenté. Par ailleurs, le iruit implanté permet de générer eaement des nombres
aléatoires suivant une loi de Rayleigh.
Après séletion d'un exellent TRNG, un PRNG à débit très élevé est reherhé. La
struture parallèle des automates ellulaires fait de es PRNG une arhiteture très inté-
ressante en vue d'une implantation matérielle. La seonde partie de la thèse est onsarée
à la reherhe de la règle optimale d'un automate ellulaire à inq voisins. Le hapitre
étudie, entre autres, le oût matériel engendré par l'implantation de tests statistiques très
performants.
Mots lés : générateur vraiment aléatoire, générateur pseudo-aléatoire, tests statistiques
matériels, générateur gaussien, générateur de Rayleigh, FPGA, ASIC.
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Abstrat
The purpose of a random number generator (RNG) is to produe a random binary
sequene independent, unpreditable and uniformly distributed. A RNG is needed in all
kinds of appliations suh as ryptography, teleommuniations, omputer simulations,
testing of VLSI iruits or probabilisti algorithms. The number of embedded appliations
requiring hardware RNG is onstantly inreasing, espeially in the reongurable iruits.
In view of the physial design of a RNG, the solution is to use a hybrid generator omposed
of a truly random generator (TRNG) and a pseudo-random number generator (PRNG).
Prove mathematially that a random generator is usually diult or impossible. RNGs
are often evaluated using statistial tests. Evaluation of a TRNG is muh more omplex
than PRNG testing as the TRNG quality is a funtion of the noise soure used in the
external environment and the implementation quality within the target iruit. Fisher et
al. have proposed one of the rst TRNG totally embedded within an FPGA. Sine, a large
generator number has been presented in the literature. One objetive of this thesis was
to propose an objetive methodology for analyzing the quality of reognized TRNGs in
reongurable iruits.
The evaluation method, fast and eient is based on the use of hardware statistial tests
proposed by the AIS 31 and the FIPS 140-2. The advantage of the method is to evaluate
the TRNGs in the same FPGA hip to analyze them in similar onditions of use. The
hardware version of AIS 31 allows the TRNG evaluation with a maximum throughput of
84.2 Mb/s. The material ost of it is 4042 LUTs, about 10 % of a Xilinx Virtex 5 FPGA
SX50. Moreover, the method is used to nd the optimal TRNG data rate for the targeted
reongurable iruit, showing the TRNG pre-haraterization interest.
From the previous study, a TRNG is seleted for its statistial properties. A high data
rate hybrid generator is then proposed. However, despite the quality of the seleted ge-
nerator, the TRNG randomness an vary on time due to possible external attaks on the
iruit, hanges in external onditions or aging omponents. The quality of the seed se-
quenes provided by a TRNG is important to ensure the unpreditability of a PRNG. To
improve the robustness of a TRNG, online statistial tests must be implemented. Thus, a
real-time evaluation of the generator behavior is performed and the TRNG weaknesses are
ltered. This study proposes to use an eient implementation of the FIPS 140-2 battery.
The negligible area and the performane allow to ontrol the TRNG quality in real time.
A hybrid RNG implemented on a reongurable target and within a VLSI iruit is then
proposed. The study onduted on the RNG hybrid resulted in an industry partnership.
Then, in some appliations, it is sometimes neessary to generate random numbers fol-
lowing a probability distribution dierent from a uniform distribution. From the use of
the proposed hybrid RNG, a very high data rate gaussian random number generator is
proposed. Furthermore, the iruit an generate random numbers aording to a Rayleigh
law.
From previous studies, a hybrid RNG is proposed for FPGA implementation and is em-
bedded into the ryptography solution proposed by a Frenh ompany. The RNG generates
uniform random bits and his innovating by the TRNG real time monitoring realized by
embedded the FIPS 140-2 tests. Then, the realization of two ASIC in 130 nm tehnology
are desribed. The hips will allow to evaluate the performane of ASIC TRNGs. Moreover,
the seond iruit is embedded high throughput gaussian and Rayleigh noise generators.
Keywords : Truly random number generator, pseudo-random number generator,
hardware statistial tests, gaussian generator, Rayleigh generator, FPGA, ASIC
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