ABSTRACT. We derive explicit formulas for solutions of the Bethe ansatz equations of the Gaudin model associated to the tensor product of one arbitrary finite-dimensional irreducible module and one vector representation for all simple Lie algebras of classical type. We use this result to show that the Bethe ansatz is complete in any tensor product where all but one factor are vector representations and the evaluation parameters are generic.
INTRODUCTION
The Gaudin Hamiltonians are an important example of a family of commuting operators. We study the case when the Gaudin Hamiltonians possess a symmetry given by the diagonal action of g. In this case the Gaudin Hamiltonians depend on a choice of a simple Lie algebra g, g-modules V 1 , . . . , V n and distinct complex numbers z 1 , . . . , z n , see (2.1).
The problem of studying the spectrum of the Gaudin Hamiltonians has received a lot of attention. However, the majority of the work has been done in type A. In this paper we study the cases of types B, C and D.
The main approach is the Bethe ansatz method. Our goal is to establish the method when all but one modules V i are isomorphic to the first fundamental representation V ω 1 . Namely, we show that the Bethe ansatz equations have sufficiently many solutions and that the Bethe vectors constructed from those solutions form a basis in the space of singular vectors of V 1 ⊗ · · · ⊗ V n .
The solution of a similar problem in type A in [MV3] led to several important results, such as a proof of the strong form of the Shapiro-Shapiro conjecture for Grassmanians, simplicity of the spectrum of higher Gauding Hamiltonians, the bijection betweem Fuchsian differential operators without monodromy with the Bethe vectors, etc, see [MTV2] and references therein. We hope that this paper will give a start to similar studies in type B. In addition, the explicit formulas for simplest examples outside type A are important as experimental data for testing various conjectures.
By the standard methods, the problem is reduced to the case of n = 2, with V 1 being an arbitrary finite-dimensional module, V 2 = V ω 1 and z 1 = 0, z 2 = 1. The reduction involves taking appropriate limits, when all points z i go to the same number with different rates. Then the n = 2 problems are observed in the leading order and the generic situation is recovered from the limiting case by the usual argument of deformations of isolated solutions of algebraic systems, see [MV3] and Section 4 for details.
For the 2-point case when one of the modules is the defining representation V ω 1 , the spaces of singular vectors of a given weight are either trivial or one-dimensional. Then, according to the general philosophy, see [MV1] , one would expect to solve the Bethe ansatz equations explicitly. In type A it was done in [MV1] . In the supersymmetric case of gl(p|q) the corresponding Bethe ansatz equations are solved in [MVY] . The other known cases with one dimensional spaces include tensor products of two arbitrary irreducible sl 2 modules, see [V1] and tensor products of an arbitrary module with a symmetric power V kω 1 of the vector representation in the case of sl r+1 , see [MV4] . 1 Interestingly, in the latter case the solutions of the Bethe ansatz equations are related to zeros of Jacobi-Pineiro polynomials which are multiple orthogonal polynomials.
In all previously known cases when the dimension of the space of singular vectors of a given weight is one, the elementary symmetric functions of solutions of Bethe ansatz equations completely factorize into products of linear functions of the parameters. This was one of the main reasons the formulas were found essentially by brute force. However, unexpectedly, the computer experiments showed that in types B, C, D, the formulas do not factorize, see also Theorem 5.5 in [MV3] , and therefore, the problem remained unsolved. In this paper we present a method to compute the answer systematically.
Our idea comes from the reproduction procedure studied in [MV5] . Let V 1 = V λ be the irreducible module of highest weight λ, let V 2 , . . . , V n be finite-dimensional irreducible modules, and let l 1 , . . . , l r be nonnegative integers, where r is the rank of g. Fix distinct complex numbers z 1 = 0, z 1 , . . . , z n . Consider the Bethe ansatz equation, see (2.2), associated to these data. Set V = V 2 ⊗ · · · ⊗ V n , denote the highest weight vector of V by v + , the weight of v + by µ + , and set µ = µ + − r i=1 l i α i . Here α i are simple roots of g. Given an isolated solution of the Bethe ansatz equations we can produce two Bethe vectors: one in the space of singular vectors in V λ ⊗V of weight µ+λ and another one in the space of vectors in V of weight µ. The first Bethe vector, see (2.3), is an eigenvector of the standard Gaudin Hamiltonians, see (2.1), acting in V λ ⊗ V and the second Bethe vector is an eigenvector of trigonometric Gaudin Hamiltonians, see [MV5] . The second vector is a projection of the first vector to the space v + ⊗V ≃ V .
Then the reproduction procedure of [MV5] in the j-th direction allows us to construct a new solution of the Bethe ansatz equation associated to new data: representations V 1 = V s j ·λ , V 2 , . . . , V n and integers l 1 , . . . ,l j , . . . , l r so that the new weightμ = µ + − i =j l i α i −l j α j is given byμ = s j µ. This construction is quite general, it works for all symmetrizable Kac-Moody algebras provided that the weight λ is generic, see Theorem 2.6 below. It gives a bijection between solutions corresponding to weights µ of V in the same Weyl orbit.
Note that in the case µ = µ + , the Bethe ansatz equations are trivial. Therefore, using the trivial solution and the reproduction procedure, we, in principal, can obtain solutions for all weights of the form: µ = wµ + . Note also that in the case of the vector representation, V = V ω 1 , all weights in V are in the Weyl orbit of µ + = ω 1 (with the exception of weight µ = 0 in type B). Therefore, we get all the solutions we need that way (the exceptional weight is easy to treat separately).
In contrast to [MV5] , we do not have the luxury of generic weight λ, and we have to check some technical conditions on each reproduction step. It turns out, such checks are easy when going to the trivial solution, but not the other way, see Section 3.3. We manage to solve the recursion and obtain explicit formulas, see Corollary 3.10 for type B, Theorem 5.1 for type C and Theorem 5.4 for type D. We complete the check using these formulas, see Section 3.5.4.
To each solution of Bethe ansatz, one can associate an oper. For types A, B, C the oper becomes a scalar differential operator with rational coefficients, see [MV2] , and Sections 3.6, 5.1. In fact, the coefficients of this operator are eigenvalues of higher Gaudin Hamiltonians, see [MTV1] for type A and [MM] for types B, C. The differential operators for the solutions obtained via the reproduction procedure are closely related. It allows us to give simple formulas for the differential operators related to our solutions, see Propositions 3.11 and 5.3. According to [MV2] , the kernel of the differential operator is a space of polynomials with a symmetry, called a self-dual space. We intend to discuss the self-dual spaces related to our situation in detail elsewhere.
The paper is constructed as follows. In Section 2 we describe the problem and set our notation. We study in detail the case of type B in Sections 3 and 4. In Section 3 we solve the Bethe ansatz equation for n = 2 when one of the modules is V ω 1 . In Section 4, we use the results of Section 3 to show the completeness and simplicity of the spectrum of Gaudin Hamiltonians acting in tensor products where all but one factors are V ω 1 , for generic values of z i . In Section 5 we give the corresponding formulas and statements in types C and D. (#336826 to Alexander Varchenko and #353831 to Evgeny Mukhin) ." The research of A.V. is supported by NSF grant DMS-1362924. A.V. thanks the MPI in Bonn for hospitality during his visit.
2. THE GAUDIN MODEL AND BETHE ANSATZ 2.1. Simple Lie algebras. Let g be a simple Lie algebra over C with Cartan matrix A = (a i,j ) r i,j=1 . Denote the universal enveloping algebra of g by U(g). Let D = diag{d 1 , . . . , d r } be the diagonal matrix with positive relatively prime integers d i such that B = DA is symmetric.
Let h ⊂ g be the Cartan subalgebra. Fix simple roots α 1 , . . . , α r in h
} be the weight lattice and the set of dominant integral weights. The dominance order > on h * is defined by: µ > ν if and only if
* , let V λ be the irreducible g-module with highest weight λ. We denote λ, α ∨ i by λ i and sometimes write V (λ 1 ,λ 2 ,...,λr) for V λ .
The Weyl group W ⊂ Aut(h * ) is generated by reflections s i , i = 1, . . . , r,
We use the notation
for the shifted action of the Weyl group. Let E 1 , . . . , E r ∈ n + , H 1 , . . . , H r ∈ h, F 1 , . . . , F r ∈ n − be the Chevalley generators of g. The coproduct ∆ : U(g) → U(g) ⊗ U(g) is defined to be the homomorphism of algebras such that ∆x = 1 ⊗ x + x ⊗ 1, for all x ∈ g.
Let (x i ) i∈O be an orthonormal basis with respect to the bilinear form (, ) in g.
Let Ω 0 = i∈O x 2 i ∈ U(g) be the Casimir element. For any u ∈ U(g), we have uΩ
The following lemma is well-known, see for example [H] , Ex. 23.4.
Lemma 2.1. Let V λ be an irreducible module of highest weight λ. Then Ω 0 acts on V λ by the constant (λ + ρ, λ + ρ) − (ρ, ρ).
Let V be a g-module. Let Sing V = {v ∈ V | n + v = 0} be the subspace of singular vectors in
) be the subspace of singular vectors in V of weight µ.
Gaudin Model. Let n be a positive integer and Λ
If X ∈ End(V Λ i ), then we denote by X (i) ∈ End(V Λ ) the operator id ⊗i−1 ⊗ X ⊗ id ⊗n−i acting non-trivially on the i-th factor of the tensor product.
n with distinct coordinates. Introduce linear operators H 1 (z), . . . , H n (z) on V Λ by the formula (2.1)
The operators H 1 (z), . . . , H n (z) are called the Gaudin Hamiltonians of the Gaudin model associated with V Λ . One can check that the Hamiltonians commute,
Moreover, the Gaudin Hamiltonians commute with the action of g, [H i (z) , x] = 0 for all i and x ∈ g. Hence for any µ ∈ h * , the Gaudin Hamiltonians preserve the subspace Sing
, Λ i ∈ h * , and a sequence of nonnegative integers l = (l 1 , . . . , l r ).
Let c be the unique non-decreasing function from {1, . . . , l} to {1, . . . , r}, such that #c
The function Φ is a function of complex variables t = (t 1 , . . . , t l ), z = (z 1 , . . . , z n ), weights Λ, and discrete parameters l. The main variables are t, the other variables will be considered as parameters. We call Λ i the weight at a point z i , and we also call c(i) the color of variable t i . A point t ∈ C l is called a critical point associated to z, Λ, l, if the following system of algebraic equations is satisfied,
In other words, a point t is a critical point if
Let Σ l be the permutation group of the set {1, . . . , l}. Denote by Σ l ⊂ Σ l the subgroup of all permutations preserving the level sets of the function c. The subgroup Σ l is isomorphic to Σ l 1 × · · · × Σ lr . The action of the subgroup Σ l preserves the set of critical points of the master function. All orbits of Σ l on the critical set have the same cardinality l 1 ! . . . l r !. In what follows we do not distinguish between critical points in the same Σ l -orbit.
The following lemma is known. 
Following [SV] , we consider a rational map
called the canonical weight function. Let P (l, n) be the set of sequences I = (i 1 1 , . . . , i 1 j 1 ; . . . ; i n 1 , . . . , i n jn ) of integers in {1, . . . , r} such that for all i = 1, . . . , r, the integer i appears in I precisely l i times. For I ∈ P (l, n), and a permutation σ ∈ Σ l , set σ 1 (i) = σ(i) for i = 1, . . . , j 1 and σ s (i) = σ(j 1 + · · · + j s−1 + i) for s = 2, . . . , n and i = 1, . . . , j s . Define
. . , n and j = 1, . . . , j s }.
To every I ∈ P (l, n) we associate a vector
, and rational functions
labeled by σ ∈ Σ(I), where
We set
Let t ∈ C l be a critical point of the master function Φ(·, z, Λ, l). Then the value of the weight function ω(z, t) ∈ V Λ [Λ − α(l)] is called the Bethe vector. Note that the Bethe vector does not depend on a choice of the representative in the Σ l -orbit of critical points.
The following facts about Bethe vectors are known. Assume that z ∈ C n has distinct coordinates. Assume that t ∈ C l is an isolated critical point of the master function Φ(·, z, Λ, l).
Lemma 2.3. [MV3]
The Bethe vector ω(z, t) is well defined.
Theorem 2.4. [V2]
The Bethe vector ω(z, t) is non-zero.
Theorem 2.5. [RV] The Bethe vector
is a common eigenvector of the Gaudin Hamiltonians,
2.5. Polynomials representing critical points. Let t = (t 1 , . . . , t l ) be a critical point of a master function Φ(t, z, Λ, l). Introduce a sequence of polynomials y = (y 1 (x), . . . , y r (x)) in a variable x by the formula
We say that the r-tuple of polynomials y represents a critical point t of the master function Φ(t, z, Λ, l).
Note that the r-tuple y does not depend on a choice of the representative in the Σ l -orbit of the critical point t.
We call l the length of y. We use notation y (l) to indicate the length of y.
Introduce functions
We say that a given r-tuple of polynomials y ∈ P (C[x]) r is generic with respect to Λ, z if G1: polynomials y i (x) have no multiple roots; G2: roots of y i (x) are different from roots and singularities of the function T i ; G3: if a ij < 0 then polynomials y i (x), y j (x) have no common roots.
If y represents a critical point of Φ, then y is generic.
Following [MV5] , we reformulate the property of y to represent a critical point for the case when all but one weights are dominant integral.
We denote by W (f, g) the Wronskian of functions f and g, W (f,
Theorem 2.6. [MV5] Assume that z ∈ C n has distinct coordinates and z 1 = 0. Assume that Λ i ∈ P + , i = 2, . . . , n. A generic r-tuple y represents a critical point associated to Λ, z, l if and only if for every i = 1, . . . , r there exists a polynomialỹ i satisfying
Moreover, if the r-tupleỹ i = (y 1 , . . . ,ỹ i , . . . , y r ) is generic, then it represents a critical point associated to data
We say that the r-tupleỹ i (and the critical point it represents) is obtained from the r-tuple y (and the critical point it represents) by the reproduction procedure in the i-th direction.
Note that reproduction procedure can be iterated. The reproduction procedure in the i-th direction applied to r-tupleỹ i returns back the r-tuple y. More generally, it is shown in [MV5] , that the rtuples obtained from y by iterating a reproduction procedure are in a bijective correspondence with the elements of the Weyl group.
We call a function f (x) a quasi-polynomial if it has the form x a p(x), where a ∈ C and p(x) ∈ C [x] . Under the assumptions of Theorem 2.6, all T i are quasi-polynomials.
SOLUTIONS OF BETHE ANSATZ EQUATION IN THE CASE OF
In Sections 3, 4 we work with Lie algebra of type B r . Let g = so(2r + 1). We have (α i , α i ) = 4, i = 1, . . . , r − 1, and (α r , α r ) = 2. In this section we work with data Λ = (λ, ω 1 ), z = (0, 1). The main result of the section is the explicit formulas for the solutions of the Bethe ansatz equations, see Corollary 3.10.
3.1. Parameterization of solutions. One of our goals is to diagonalize the Gaudin Hamiltonians associated to Λ = (λ, ω 1 ), z = (0, 1). It is sufficient to do that in the spaces of singular vectors of a given weight.
Let λ ∈ P + . We write the decomposition of finite-dimensional g-module V λ ⊗ V ω 1 . We have
with the convention that the summands with non-dominant highest weights are omitted. In addition, if λ r = 0, then the summand
Note, in particular, that all multiplicities are 1. By Theorem 2.5, to diagonalize the Gaudin Hamiltonians, it is sufficient to find a solution of the Bethe ansatz equation (2.2) associated to Λ, z and l corresponding to the summands in the decomposition (3.1). We call an r-tuple of integers l admissible if
The admissible r-tuples l have the form
where k = 0, . . . , r. In the first case the length l = l 1 + · · · + l r is k and in the second case 2r − k. It follows that different admissible r-tuples have different length and, therefore, admissible tuples l are parameterized by length l ∈ {0, 1, . . . , 2r}. We call a nonnegative integer l admissible if it is the length of an admissible r-tuple l. More precisely, a nonnegative integer l is admissible if
In terms of y = (y 1 , . . . , y r ), we have the following cases, corresponding to (3.2). For l r, the polynomials y 1 , . . . , y l are linear and y l+1 , . . . , y r are all equal to one. For l > r, the polynomials y 1 , . . . , y 2r−l are linear and y 2r−l+1 , . . . , y r are quadratic.
Remark 3.1. For l r the Bethe ansatz equations for type B r coincide with the Bethe ansatz equations for type A r which were solved directly in [MV1] . In what follows, we recover the result for l < r, and we refer to [MV1] for the case of l = r.
3.2. Example of B 2 . We illustrate our approach in the case of B 2 , l = 4. We have n = 2, Λ 1 = λ ∈ P + , Λ 2 = ω 1 , z 1 = 0, z 2 = 1. We write λ = (λ 1 , λ 2 ), where λ i = λ, α 2 . By Theorem 2.6, it means that there exist polynomialsỹ 1 ,ỹ 2 such that
Note we have λ 1 , λ 2 ∈ Z 0 , but for λ 1 = 0 the first equation is impossible for degree reasons. Therefore, there are no solutions with l = 4 for λ 1 = 0 which is exactly when the corresponding summand is absent in (3.1) and when l = 4 is not admissible.
Step 1: There exists a unique monic linear polynomial u 1 such that −λ 1ỹ1 = x λ 1 +1 u 1 . Clearly, the only root of u 1 cannot coincide with the roots of x λ 1 (x − 1)y
2 , therefore the pair (u 1 , y
2 ) is generic. It follows from Theorem 2.6, that the pair (u 1 , y (4) 2 ) solves Bethe ansatz equation with l = 3 and λ replaced by s 1 · λ = (−λ 1 − 2, 2λ 1 + λ 2 + 2).
In terms of Wronskians, it means that there exist quasi-polynomialsŷ 1 andŷ 2 such that
. The procedure we just described corresponds to the reproduction in the first direction, we have
Note that s 2 (ω 1 − 2α 1 − 2α 2 ) = ω 1 − 2α 1 − 2α 2 and the reproduction in the second direction applied to (y
2 ) does not change l = 4. We do not use it.
Step 2: We apply the reproduction in the second direction to the l = 3 solution (u 1 , y (4) 2 ). By degree reasons, we have −(λ 2 + 2λ 1 + 1)ŷ 2 = x λ 2 +2λ 1 +3 · 1. Set u 2 = 1. Clearly, the pair (u 1 , u 2 ) is generic. By Theorem 2.6, the pair (u 1 , u 2 ) solves Bethe ansatz equation with l = 1 and
It means, we have s 2 (ω 1 − α 1 − 2α 2 ) = ω 1 − α 1 and there exist quasi-polynomialsȳ 1 ,ȳ 2 such that
Note that we also have λ 1ŷ1 = x −λ 1 −1 y
1 . Therefore, we can recover the initial solution (y
2 ) from (u 1 , y (4) 2 ). In general, if we start with an arbitrary l = 3 solution and use the reproduction in the first direction, we obtain a pair of quadratic polynomials. If this pair is generic, then it represents an l = 4 solution associated to the data Λ = (λ, ω 1 ), z, l = (2, 2). However, we have no easy argument to show that it is generic. Thus, our procedure gives an inclusion of all l = 4 solutions to the l = 3 solutions and we need an extra argument to show this inclusion is a bijection.
Step 3: Finally, we apply the reproduction in the first direction to the l = 1 solution (u 1 , u 2 ).
We have −(λ 1 + λ 2 + 1)ȳ 1 = x λ 1 +λ 2 +2 · 1. Set v 1 = 1. Clearly, the pair (v 1 , u 2 ) = (1, 1) is generic and represents the only solution of the Bethe ansatz equation with l = 0 and
It means, we have s 1 (ω 1 − α 1 ) = ω 1 , and there exist quasi-polynomials
As before, we have (λ 1 + λ 2 + 1)
, and therefore using reproduction in the first direction to pair (v 1 , u 2 ) we recover the pair (u 1 , u 2 ).
To sum up, we have the inclusions of solutions for l = 4 to l = 3 to l = 1 to l = 0 with the Λ 1 varying by the shifted action of the Weyl group. Since for l = 0 the solution is unique, it follows that for l = 1, 3, 4 the solutions are at most unique. Moreover, if it exists, it can be computed recursively.
We proceed with the direct computation of y
2 . From step 3, we have v 1 = u 2 = 1. Then we compute
From step 2, we get
Finally, from
Step 1,
.
From the formula it is easy to check that the pair (y
1 , y
2 ) is generic if λ 1 > 0 and therefore represents a solution of the Bethe ansatz equation associated to Λ, z and l = 4.
Thus the Bethe ansatz equation associated to Λ, z, l = (2, 2) has a unique solution given by the formulas above.
3.3. The recursion lemmas. Let l ∈ {0, . . . , r − 1, r + 2, . . . , 2r}, we establish a reproduction procedure which produces solutions of length l − 1 from the ones of length l. For l = r + 1, the reproduction procedure goes from l = r + 1 to l = r − 1. We recover the special case l = r directly from [MV1] , see Remark 3.1. By Theorem 2.6 it is sufficient to check that the new r-tuple of polynomial is generic with respect to new data. It is done with the help of following series of lemmas.
For brevity, we denote x − 1 by y 0 for this section. The first lemma describes the reproduction in the k-th direction from l = 2r − k + 1 to l = 2r − k, where k = 1, . . . , r − 1. Lemma 3.2. Let k ∈ {1, . . . , r − 1}. Let ν = (ν 1 , . . . , ν r ) be an integral weight such that ν k 0. Let y 1 , . . . , y k−1 be linear polynomials and y k , . . . , y r be quadratic polynomials. Suppose the r-tuple of polynomials y (2r−k+1) = (y 1 , . . . , y r ) represents a critical point associated to (ν, ω 1 ), z and l = 2r − k + 1. Then there exists a unique monic linear polynomial u k such that
Moreover, ν k > 0 and the r-tuple of polynomials y (2r−k) = (y 1 , . . . , y k−1 , u k , y k+1 , . . . , y r ) represents a critical point associated to (s k ·ν, ω 1 ), z and l = 2r −k.
Proof. The existence of polynomialỹ
, it follows that ν k = 0. By Theorem 2.6, it is enough to show y (2r−k) is generic. If y k−1 y k+1 is divisible by u k , then y k has common root with y k−1 y k+1 which is impossible since (y 1 , . . . , y r ) is generic. Since u k is linear, it cannot have a multiple root.
Note that we do not have such a lemma for the reproduction in the k-th direction which goes from l − 1 to l since unlike u k the new polynomial is quadratic and we cannot immediately conclude that it has distinct roots. We overcome this problem using the explicit formulas in Section 3.5.4.
The next lemma describes the reproduction in the r-th direction from l = r + 1 to l = r − 1.
Lemma 3.3. Let ν = (ν 1 , . . . , ν r ) be an integral weight such that ν r 0. Let y 1 , . . . , y r−1 be linear polynomials and y r be a quadratic polynomial. Suppose the r-tuple of polynomials y (r+1) = (y 1 , . . . , y r ) represents a critical point associated to (ν, ω 1 ), z and l = r + 1. Then W (y r , x νr+1 ) = −(ν r − 1)x νr y Finally, we disuss the reproduction in the k-th direction from l = k to l = k − 1, where k = 1, . . . , r − 1.
Lemma 3.4. Let k ∈ {1, . . . , r − 1}. Let ν = (ν 1 , . . . , ν r ) be an integral weight such that ν k 0. Let y 1 , . . . , y k be linear polynomials and y k+1 = · · · = y r = 1. Suppose the rtuple of polynomials y (k) = (y 1 , . . . , y r ) represents a critical point associated to (ν, ω 1 ), z and
Moreover, ν k > 0 and the r-tuple of polynomials y (k−1) = (y 1 , . . . , y k−1 , 1, 1, . . . , 1) represents a critical point associated to (s k · ν, ω 1 ), z and l = k − 1.
At most one solution.
In this section, we show that there exists at most one solution of the Bethe ansatz equation (2.2).
We start with the explicit formulas for the shifted action of the Weyl group.
. . , λ r−2 , 2λ r−1 + λ r + 2), and
where k = r + 1, . . . , 2r − 1.
Proof. If k = 1, . . . , r − 2, r, the action of a simple reflection is given by
In addition, s r−1 · λ = (λ 1 , . . . , λ r−3 , λ r−2 + λ r−1 + 1, −λ r−1 − 2, 2λ r−1 + λ r + 2).
The lemma follows.
We also prepare the inverse formulas.
Lemma 3.6. Let θ = (θ 1 , . . . , θ r ) ∈ h * . We have
where k = 1, . . . , r − 2,
(s r . . . s 1 ) · θ = (θ 2 , . . . , θ r−1 , θ 1 + · · · + θ r + r − 1, −2θ 1 − · · · − 2θ r−1 − θ r − 2r), and
where k = r + 1, . . . , 2r − 1. In particular,
Lemma 3.7. Let λ ∈ P + and let l be as in (3.2). Suppose the Bethe ansatz equation associated to Λ = (λ, ω 1 ), z = (0, 1), l, where λ ∈ P + , has solutions. Then l is admissible. Moreover, if l r + 1, then we can perform the reproduction procedure in the (2r − l + 1)-th, (2r − l + 2)-th, . . . , (r − 1)-th, r-th, (r − 1)-th, . . . , 1-st directions successively. If l < r, we can perform the reproduction procedure in the l-th, (l − 1)-th, . . . , 1-st directions successively.
Proof. We use Lemmas 3.2-3.4. The condition of the lemmas of the form ν k 0 follows from Lemmas 3.5 and 3.6. Proof. If l = r, then by Lemma 3.7, every solution of the Bethe ansatz equations by a series of reproduction procedures produces a solution for l = 0. These reproduction procedures are invertible, and for l = 0 we clearly have only one solution (1, . . . , 1). Therefore the conclusion.
For l = r the corollary follows from Theorem 2 in [MV1] , see also Remark 3.1.
3.5. Explicit solutions. In this section, we give explicit formulas for the solution of the Bethe ansatz equation corresponding to data Λ = (λ, ω 1 ), z = (0, 1) and l, λ ∈ P + , l ∈ {0, . . . , 2r}. We denote by θ the weight obtained from λ after the successive reproduction procedures as in Lemma 3.7. Explicitly, if l r − 1, then θ = (s 1 . . . s l−1 s l ) · λ; if l r + 1, then θ = (s 1 . . . s r−1 s r s r−1 . . . s 2r−l+1 ) · λ. We recover the solution starting from data (θ, ω 1 ), z = (0, 1) and l = 0, where the solution is (1, . . . , 1) by applying the reproduction procedures in the opposite direction explicitly. In the process we obtain monic polynomials (y Recall that for l r, y 1 , . . . , y l are linear polynomials and y l+1 , . . . , y r are all equal to one. We use the notation: y
Recall further that for l > r, the polynomials y 1 , . . . , y 2r−l are linear and y 2r−l+1 , . . . , y r are quadratic. We use the notation: y
Formulas for c
i and b
(l) i in terms of θ i , clearly, do not depend on l, in such cases we simply write c i , a i and b i .
Denote y
Explicitly, A (k) (θ) are given in Lemma 3.6.
3.5.1. Constant term of y i in terms of θ. For brevity, we write simply
r ). For l r − 1, we have y (l−1) = (x − c 1 , . . . , x − c l−1 , 1, . . . , 1). It is easy to check that if l is admissible and λ is dominant then A
We solve forỹ
In other words −(ỹ
Choosing the solution which is a quasi-polynomial, we obtaiñ
Therefore, the reproduction procedure in the l-th direction gives y and using induction, we have
This impliesỹ Therefore, after performing the reproduction procedure in r-th direction to y (r−1) , we obtain the r-tuple
, where
It results in
Comparing the coefficient of x in (3.3), we obtain
Solving (3.6) and (3.7) for a k + b k , one has
This gives the explicit formulas,
These solutions indeed satisfy (3.3) for each k. This can be checked by a direct computation.
Final formulas.
We use Lemma 3.5 to express θ i by λ j . Here are the final formulas. If l < r, then
We also borrow from [MV1] the l = r result.
(3.9) c
for k = 1, . . . , 2r − l. Finally, for 2r − l + 1 k r, we have Theorem 3.9. Suppose λ ∈ P + and l is admissible, then y (l) in Section 3.5.3 represents a critical point associated to Λ = (λ, ω 1 ), z = (0, 1), and l.
Proof. It is sufficient to show that y is generic with respect to Λ, z.
Let us first consider G2. For λ ∈ P + , G2 is equivalent to y 
for all i ∈ {1, . . . , l}, therefore all c (l) j ∈ (0, 1). If l = r, this is similar to the previous situation. If l = r + 1, the admissibility of l implies λ r 2. G2 is obviously true. If l r + 2, the admissibility of l implies λ 2r−l+1 > 0. One has y (l)
1 (1) = 0 in the case l = 2r, we delay the proof until after the case G1. Now, we consider G1. Suppose a
k have no common roots. In addition if l = 2r and k = 1, we have y 1 ∈ (0, 1). It follows that we must have a
We work in terms of θ. We have
Solving (3.4) and (3.13) for a k+1 = a k = b k and b k+1 in terms of c k , c k−1 and A
, we obtain
Comparing it with (3.5) and canceling common factors, we obtain
Substituting θ i in terms of λ j , we have
By our assumption, we have λ 2r−l+1 1, k 2r − l + 1 and l r + 2. It is easily seen that
Therefore (3.14) is impossible. Similarly, we can exclude a
2r−l , by (3.4), it is impossible since each fractional factor is strictly less than 1. If a k = a k+1 , then by (3.3) we have that x − a k divides x(x − c k )(x − b k ). As we already proved a k = b k and a k = 0, it follows that a k = c k . This again implies that
It is impossible by the argument used in G2.
If
In particular, this shows that y which represents the solution is described by (3.8), for l = r by (3.9), for 2r l r + 1 by (3.10), (3.11) and (3.12).
3.6. Associated differential operators for type B. Let y be an r-tuple of quasi-polynomials. Following [MV2] , we introduce a linear differential operator D(y) of order 2r by the formula
where T i , i = 1, . . . , r, are given by (2.4). If y is an r-tuple of polynomials representing a critical point associated to integral dominant weights Λ 1 , . . . , Λ n and points z 1 , . . . , z n of type B r , then by [MV2] , the kernel of D λ (y) is a selfdual space of polynomials. By [MM] the coefficients of D λ (y) are eigenvalues of higher Gaudin Hamiltonians acting on the Bethe vector related to y.
For admissible l and λ ∈ h * , define a l λ (1), . . . , a l λ (r) as the following. Proof. The (2r − 1)-tuple (y 1 , . . . , y r−1 , y r , y r−1 , . . . , y 1 ) represents a critical point of type A 2r−1 . Then the reproduction procedure in direction i of type B r corresponds to a composition of reproduction procedures of type A 2r−1 in directions i and 2r − i for i = 1, . . . , r − 1, and to reproduction procedure of type A 2r−1 in direction r for i = r, see [MV2] , [MV5] . Proposition follows from Lemma 4.2 in [MV5] .
COMPLETENESS OF BETHE ANSATZ FOR TYPE B
In this section we continue to study the case of g = so(2r + 1). The main result of the section is Theorem 4.5.
Completeness of Bethe ansatz for
Consider the tensor product of a finite-dimensional irreducible module with highest weight λ, V λ , and the vector representation V ω 1 .
Recall that the value of the weight function ω(z 1 , z 2 , t) at a solution of the Bethe ansatz equations (2.2) is called the Bethe vector. We have the following result, which is usually referred to as completeness of Bethe ansatz.
Theorem 4.1. The set of Bethe vectors ω(z 1 , z 2 , t), where t runs over the solutions to the Bethe ansatz equations (2.2) with admissible length l, forms a basis of Sing (V λ ⊗ V ω 1 ).
Proof. All multiplicities in the decomposition of V λ ⊗ V ω 1 are 1. By Corollary 3.10 for each admissible length l we have a solution of the Bethe ansatz equation. The theorem follows from Theorems 2.4 and 2.5.
Simple Spectrum of Gaudin Hamiltonians for
We have the following standard fact.
Proof. The lemma follows from the proof of Lemma 13.2B in [H] . Proof. Recall the relation
Since Ω 0 acts as a constant in any irreducible module, 1 ⊗ Ω 0 + Ω 0 ⊗ 1 acts as a constant on V λ ⊗ V ω 1 . It remains to consider the spectrum of the diagonal action of ∆Ω 0 . By Theorem 2.5, ω and ω ′ are highest weight vectors of two non-isomorphic irreducible submodules of V λ ⊗ V ω 1 . By Lemmas 2.1 and 4.2 the values of ∆Ω 0 on ω and ω ′ are different.
4.3. The generic case. We use the following well-known lemma from algebraic geometry.
Lemma 4.4. Let n ∈ Z 1 and suppose f (ǫ)
. . , n, is a system of n algebraic equations for l complex variables x 1 , . . . , x l , depending on a complex parameter ǫ algebraically.
Our main result is the following theorem. Proof. Our proof follows that of Theorem 5.2 of [MVY] , see also of Section 4 in [MV3] .
Pick distinct non-zero complex numbersz 1 , . . . ,z N . We use Theorem 4.1 to define a basis in the space of singular vectors Sing(V λ ⊗ V ⊗N ω 1 ) as follows. We call a (k + 1)-tuple of weights µ 0 , µ 1 , . . . , µ k ∈ P + admissible if µ 0 = λ and for i = 1, . . . , k, we have a submodule
For an admissible tuple of weights, we define a singular vector v µ 0 ,...,µ k ∈ V λ ⊗ V ⊗k ω 1 of weight µ k using induction on k as follows. Let v µ 0 = v λ be the highest weight vector for module V λ . Let k be such that 1 k N. Suppose we have the singular vector v µ 0 ,...,
k,j ), where b = 1, . . . , r and j = 1, . . . , l k,b , be the solution of the Bethe ansatz equation associated to
Note thatt k depends on µ k−1 and µ k , even though we do not indicate this dependence explicitly. Note also that in all cases l k,b ∈ {0, 1, 2}.
Then, define v µ 0 ,...,µ k to be the Bethe vector
are called the iterated singular vectors. To each iterated singular vector v µ 0 ,...,µ N we have an associated collectiont = (t 1 , . . . ,t N ) consisting of all the Bethe roots used in its construction.
Clearly, the iterated singular vectors corresponding to all admissible (N + 1)-tuples of weights form a basis in Sing(V λ ⊗ V ⊗N ω 1 ), so we have
where the sum is over all admissible (N + 1)-tuples of weights.
To prove the theorem, we show that in some region of parameters z for any admissible (N + 1)-tuple of weights µ 0 , . . . , µ N , there exists a Bethe vector ω µ 1 ,...,µ N which tends to v µ 1 ,...,µ N when approaching a certain point (independent on µ i ) on the boundary of the region.
To construct the Bethe vector ω µ 1 ,...,µ N associated to v µ 1 ,...,µ N , we need to find a solution to the Bethe equations associated to V λ ⊗ V 
Here z ∈ C is an arbitrary fixed number andz k are as above. Then, similarly tot we write t = (t 1 , . . . , t N ) where
k,j satisfy the system of Bethe ansatz equations: (4.3)
Here we agree that l s,0 = l s,N +1 = 0 for all s.
Consider the leading asymptotic behavior of the Bethe ansatz equations as ε → 0. We claim that in the leading order, the Bethe ansatz equations for t reduce to the Bethe ansatz equations obeyed by the variablest.
Consider for example the leading order of the Bethe equation for t
and similarly
Then by definition of the numbers l s,b , we have
and, in particular,
At leading order this is indeed the Bethe equation fort
( 1) k,j from the set of Bethe equations for the tensor product V µ k−1 ⊗ V ω 1 , with the tensor factors assigned to the points 0 andz k , respectively. The other equations work similarly.
By Lemma 4.4 it follows that for sufficiently small ε there exists a solution to the Bethe equations (4.3) of the formt
. Now we claim that the Bethe vector ω µ 1 ,...,µ N = ω(z, t) associated to t has leading asymptotic behavior
as ε → 0, for some K. Consider the definition (2.3) of ω(z, t). We write ω µ 1 ,...,µ N = w 1 + w 2 where w 1 contains only those summands in which every factor in the denominator is of the form
The term w 2 contains terms where at least one factor is of the form t
k,j − z s , s = k. After substitution using (4.1) and (4.2), one finds that
and that w 2 is subleading to w 1 , which establishes our claim.
Consider 
The sum k−1 j=0
coincides with the action of the quadratic Gaudin Hamiltonian H of the spin chain
with distinct eigenvalues by Proposition 4.3. By (4.4) and (4.5), we have that the eigenvalues of H k on ω µ 1 ,...,µ N and
The argument above establishes that the set of points z = (z 0 , z 1 , . . . , z N ) for which the Gaudin Hamiltonians are diagonalizable with joint simple spectrum is non-empty. It is a Zariski-open set, therefore the theorem follows.
5. THE CASES OF C r AND D r 5.1. The case of C r . Let g = sp(2r), be the simple Lie algebra of type C r , r 3. We have (α i , α i ) = 2, i = 1, . . . , r − 1, and (α r , α r ) = 4. We work with data Λ = (λ, ω 1 ), z = (0, 1), where λ ∈ P + . We have
with the convention that the summands with non-dominant highest weights are omitted. Note, in particular, all multiplicities are 1.
We call an r-tuple of integers l = (l 1 , . . . , l r ) admissible if the V λ+ω 1 −α(l) appears in (5.1). The admissible r-tuples l have the form
where k 1 = 0, 1, . . . , r and k 2 = 0, 1, . . . , r − 2. In the first case the length l = l 1 + · · · + l r is k 1 and in the second case 2r − k 2 − 1. It follows that different admissible r-tuples have different length and, therefore, admissible tuples l are parametrized by length l ∈ {0, 1, . . . , 2r − 1}. We call a nonnegative integer l admissible if it is the length of an admissible r-tuple l. More precisely, a nonnegative integer l is admissible if l = 0 or if l r, λ l > 0 or if r < l 2r − 1, λ 2r−l > 0.
Similarly to the case of type B r , see Theorem 3.9 and Corollary 3.10, we obtain the solutions to the Bethe ansatz equations for V λ ⊗ V ω 1 . For l = r, we have y
Therefore, in parallel to Theorem 4.5, we have the completeness of Bethe ansatz. 
where T i , i = 1, . . . , r, are given by (2.4). If y is an r-tuple of polynomials representing a critical point associated with integral dominant weights Λ 1 , . . . , Λ n and points z 1 , . . . , z n of type C r , then by [MV2] , the kernel of D λ (y) is a selfdual space of polynomials. By [MM] the coefficients of D λ (y) are eigenvalues of higher Gaudin Hamiltonians acting on the Bethe vector related to y.
For admissible l and λ ∈ h * , define a 
5.2. The case of D r . Let g = so(2r) be the simple Lie algebra of type D r , where r 4. We have (α i , α i ) = 2, i = 1, . . . , r, (α i , α i−1 ) = 1, i = 1, . . . , r − 1, and (α r , α r−2 ) = 1, (α r , α r−1 ) = 0. We work with data Λ = (λ, ω 1 ), z = (0, 1), where λ ∈ P + . We have
We call an r-tuple of integers l = (l 1 , . . . where k 1 = 0, . . . , r − 2, r and k 2 = 0, . . . , r − 2. In the first case the length l = l 1 + · · · + l r is k 1 , in the second and third cases r − 1 and in the forth case 2r − k 2 − 2. It follows that different admissible r-tuples in the first and forth cases have different length and, therefore, admissible tuples l of these types are parametrized by length l ∈ {0, 1, . . . , r − 2, r, . . . , 2r − 2}. We denote the lengths in the second and third cases by r − 1 and r − 1, respectively. More precisely, for l ∈ {0, 1, . . . , r − 1, r − 1, r, . . . , 2r − 2}, l is a length of an admissible r-tuple l if l = 0 or l r − 1, λ l > 0 or if l = r − 1, λ r > 0 or if l = r, λ r−1 > 0 and λ r > 0 or if l r + 1, λ 2r−l−1 > 0. We call such l admissible.
Similarly to the case of type B r , see Theorem 3.9 and Corollary 3.10, we obtain the solutions to Bethe ansatz equations for V λ ⊗ V ω 1 . Note that the formulas above with r = 3 correspond to solutions of the Bethe ansatz equations of type A 3 and Λ = (λ, ω 2 ). These formulas were given in Theorem 5.5, [MV3] .
Then we deduce the analog of Theorem 4.5. For type D, the algebra has a non-trivial diagram automorphism which leads to degeneracy of the spectrum. For example, if λ r−1 = λ r , then the Bethe vectors corresponding to the critical points y (r−1) and y (r−1) are eigenvectors of the Gaudin Hamiltonian H := H 1 = −H 2 with the same eigenvalue. In particular Proposition 4.3 is not applicable since the two corresponding summands in (5.3) have non-comparable highest weights.
