Abstract. Total Variation (TV) methods are very e ective for recovering \blocky", possibly discontinuous, images from noisy data. A xed point algorithm for minimizing a TV-penalized least squares functional is presented and compared with existing minimization schemes. A variant of the cell-centered nite di erence multigrid method of Ewing and Shen is implemented for solving the (large, sparse) linear subproblems. Numerical results are presented for one-and two-dimensional examples; in particular, the algorithm is applied to actual data obtained from confocal microscopy.
1. Introduction. The problem of denoising, or estimating an underlying function from error-contaminated observations, occurs in a number of important applications, particularly in probability density estimation and image reconstruction. Consider the model equation z = u + ; (1.1) where u represents the desired true solution, represents error, and z represents the observed data. A number of approaches can be taken to estimate u. These include spline smoothing (see 18]), ltering using Fourier and wavelet transforms, and Total Variation (TV) based denoising. Figure 1 below illustrates the qualitative di erences between these various approaches on a simple one-dimensional test case. It is not the goal of this paper to carry out an exhaustive comparison of TV with standard denoising methods. For that, see 15] and the analysis in 5]. Su ce it to say that TV denoising is extremely e ective for recovering \blocky", possibly discontinuous, functions from noisy data. It is the goal of this paper to present a new algorithm for TV denoising and to compare it to some existing TV-based methods.
In their seminal paper on TV denoising, Rudin, Osher, and Fatemi 15] considered the constrained minimization problem, min u Z jruj dx subject to ku ? zk 2 = 2 ; (1.2) where the parameter describes the magnitude of the error in the data in the model equation (1.1) . Here is a bounded, convex region in d-dimensional space, j j denotes the Euclidean norm in R d , and k k denotes the norm on L 2 ( ).
Here we will consider a closely related problem|the minimization of the TVpenalized least squares functional f(u) and and are (typically small) positive parameters. The parameter controls the tradeo between goodness of t to the data, as measured by ku?zk, and the variability of the solution, measured by J (u). When = 1, J (u) represents the surface area of the graph of u, while = 0 gives the total variation of u. When = 0, TV-penalized least squares can be viewed as a penalty method (see 11]) to solve the constrained problem (1.2). The penalty parameter in (1.3) is inversely proportional to the Lagrange multiplier for (1.2) . This penalty approach is standard in the inverse problems community, and is commonly referred to as Tikhonov regularization. Provided the parameters are selected appropriately, the solutions obtained by these two methods are identical. However, from a computational standpoint, unconstrained problems are much easier to implement than constrained problems.
To solve their constrained minimization problem, Rudin, et al, applied arti cial time evolution. In the context of the unconstrained problem (1. After spatial discretization, Rudin, et al, applied explicit (forward Euler) time marching to obtain a gradient descent scheme. In the context of (1.5), this approach yields u (k+1) = u (k) ? k g(u (k) ); k = 0; 1; : : : :
A line search (see 4]) can be added to select the step size k in a manner which gives su cient decrease in the objective functional in (1.3) to guarantee convergence to a minimizer. This gives the method of steepest descent (see 11]). While numerical implementation is straightforward, steepest descent has rather undesirable asymptotic convergence properties which can make it very ine cient. Obviously, one can apply other standard unconstrained optimization methods with better convergence properties, like the nonlinear conjugate gradient method or Newton's method. These methods converge rapidly near a minimizer provided the objective functional depends smoothly on u. When = 0, the term J in (1.3) is not di erentiable. For small values of , the near nondi erentiability of the objective functional results in a loss of robustness and e ciency for higher order methods like Newton's method.
In this paper we introduce an alternative approach to minimizing (1.3) which we call \lagged di usivity xed point iteration", denoted by FP. At a minimizer, g(u) = 0, or equivalently, u + L(u)u = z; (1.10) where L(u) is the di usion operator whose action on a function v is given by L(u)v = ?r 0 @ 1 q jruj 2 + 2 rv 1 A : (1.11) FP iteration can be expressed as 1 + L(u (k) ) u (k+1) = z; k = 0; 1; :::: (1.12) Note that at each iteration, one must solve a linear di usion equation, whose di usivity depends on the previous iterate u (k) , to obtain the new iterate u (k+1) . In our numerical experiments, we have observed global convergence of FP iteration. We suspect this is true in general because the mapping u 7 ! L(u)u is monotone (see 9]). Hence, there appears to be no need for a \globalization" procedure like a line search to guarantee convergence, as is the case with standard optimization methods. In addition, this method exhibits rapid linear convergence for a broad range of the parameters and .
In the following section, we discuss the mathematical structure of the TV-penalized least squares functional (1.3) and the equations which arise in its minimization. Section 3 deals with numerical implementation issues like discretization, stopping criteria, and iterative methods to solve (large, sparse) linear systems. In the nal section we present a numerical comparison of FP iteration with Newton's method and steepest descent. Results of a numerical study of the e ects of various parameters (e.g., and in (1.3)) are also presented in this section. Finally, we apply FP iteration to denoise actual data obtained from a confocal scanning microscope 19]. Proof. Note that f(u) is L 2 -coercive, i.e., f(u) ! 1 whenever kuk 2 ! 1. This combined with the weak compactness of closed balls in L 2 ( ) and the weak lowersemicontinuity of f yields existence. Uniqueness follows from the strict convexity of the L 2 norm.
While we have not yet been able to rigorously establish this fact, it appears that the minimizer is stable with respect to perturbations in the data z and the parameters and . This has the following implications: (i) Taking small but positive in (1.3) gives minimizers which are close (in an L 2 sense) to minimizers obtained with = 0. This is illustrated in Figure 2A .
(ii) As ! 0, the minimizer u = u in (1.3) tends to the (noisy) data z. On the other hand, as becomes large, u tends to the mean value of z. This is illustrated in Figure 2B . We next examine the operators arising in the minimization of (1. Note that the line search in step 2 may be replaced by a trust region method 4]. Either \globalization" technique will guarantee convergence to the minimizer of f.
For our FP iteration, steps 1 and 2 are combined. One obtains u (k+1) directly by solving the linear system A(u (k) )u (k+1) = z:
The second equality follows from (2.11) and (2.14). Hence FP iteration is of quasiNewton form, and existing convergence theory in 4] can be applied. Since the matrix A(u) is SPD with its minimum eigenvalue bounded away from zero, each of the d (k) FP 's is a descent direction, and global convergence can be guaranteed by \globalization", i.e., appropriate step size control. In our computational experiments, we have not found globalization to be necessary. Comparing (3.1) and (3.3) and observing that the term L 0 (u)u in (2.16) does not vanish, the asymptotic convergence rate is linear. The following stopping criteria are standard (see 4]). 1 ; 2 , and 3 are user-de ned tolerances, k max is an iteration limit, and k k denotes the`2 norm. ku (k+1) ? u (k) k 1 ; (3.5) kg (k+1) )k 2 ; (3.6) f(u (k) ) ? f(u (k+1) ) 3 ku (k+1) ? u (k) k; (3.7) k k max : (3.8) Solving the Linear Systems. With both Newton's method (c.f., (3.1)) and FP iteration (c.f., (3.2)), one must solve a sparse SPD linear system at each iteration. In one space dimension, these systems are tridiagonal and can be solved directly in O(n) operations, where n is the order of the system. In two space dimensions, these systems are block tridiagonal. Direct banded system solvers, which have complexity O(n 3=2 ), may be applied. One may also apply a variety of iterative methods, like preconditioned For certain linear SPD systems arising in the discretization of elliptic PDE's, one can achieve O(n) complexity with multigrid methods 12]. Our early multigrid implementations, which were based on standard nite di erence or nite element discretizations and standard intergrid transfer operators, yielded very disappointing results when u was not smooth. This seems to be due to properties of the di usion coe cient (u), c.f., equation (2.15) . For nonsmooth u of bounded variation, (u) is not smooth. Moreover, on the set (having Lebesgue measure zero) where u is discontinuous, (u) vanishes.
To overcome these di culties, we employed a cell-centered nite di erence (CCFD) discretization (see 7] and the references therein). To solve the resulting linear systems, we applied a variant of the multigrid algorithm developed by Ewing Here the penalty term is the square of the Sobolev H 1 seminorm. It does not allow discontinuous minimizers. On the other hand, it is easy to compute minimizers and is appropriate for denoising smooth functions. Subplot D was obtained by Fourier transforming the data, applying a low pass lter, and then applying the inverse transform.
Subplots E and F were created with the aid of the software package wavethresh, as documented by Nason and Silverman 14] . Each of these reconstructions was obtained by applying a wavelet transform to the data, applying the universal lter of Donoho and Johnstone 6], and then applying an inverse wavelet transform. In Subplot E, Haar wavelets are used in the transformations (see 16] or 13] for a discussion of Haar wavelets). These wavelets are generated by a discontinuous mother wavelet and are of regularity level 1 (see 14] ). This reconstruction clearly maintains the discontinuities of the true image; however, there appear to be extraneous e ects similar to ringing which are not a part of the original image. Subplot F uses Daubechies' \extremal phase" wavelets (see 3]) which have regularity level 2 (see 14]). Here, both smoothing and ringing e ects are apparent. In all cases, the lter parameters were selected so that
(4.4) Figure 2 shows the qualitative e ects of varying the parameters and on the minimizer of the TV-penalized least squares functional (1.3). In subplot A, the xed = 0:01 is selected so (4.4) is satis ed, and is varied. Larger values of have the e ect of \rounding o sharp edges" in the reconstructions. In subplot B, = 10 ?2 is xed and is varied. Solutions tend to be piecewise constant. Larger values of have the e ect of reducing the number of piecewise constant regions. Figure 3 illustrates the convergence behavior of the various methods for minimizing (1.3), as measured in the`1 norm of the gradient. In each case, the initial guess was taken to be the zero solution, i.e., u (0) (x) = 0, and = 0:01. Subplots A and B also
show the e ect of varying the parameter on the performance of Newton's method with a line search and FP iteration. Note that the Newton iteration converges rapidly for relatively large values of . However, as decreases, the performance decreases markedly. The line search restricts the size of steps in order to maintain a steady decrease in f(u (k) ), but quadratic convergence is not attained until a very large number of iterations have been performed. See the discussion in Section 2 for an explanation. FP performance also drops o as decreases, but unlike Newton's Method, the drop o is gradual and there is no dramatic change as becomes very small. Subplot C illustrates performance of the method of steepest descent. There is a substantial decrease in the norm of the gradient in the rst few iterations, but after that the decrease is extremely slow. A thousand steepest descent iterations were required to obtain reconstructions comparable to those obtained with 4 or 5 Newton or FP iterations. Figure 4 shows FP performance as measured by the objective functional (1.3). Note that f(u (k) ) decreases monotonically.
Finally, we present a two-dimensional example from confocal microscopy (see 19] ). The images in subplots A and B of Figure 5 show rod-shaped bacteria on a stainless steel surface. The vertical axis represents recorded light intensity, while the horizontal axes represent scaled pixel locations on a 64 64 grid. Figure 5A is an actual image recorded with a scanning confocal microscope. Figure 5B shows a TV reconstruction obtained from the FP algorithm with our CCFD multigrid PCG method used to solve the linear (10) ) is xed throughout for this subplot. De ne the PCG convergence factor to be the ratio j = kr j k=kr j?1 k. Subplot C shows the geometric mean of the convergence factors, = exp( P m j ln j =m), as a function of FP iteration count. Finally, we note that far fewer that 10 xed point iterations and 10 PCG iterations per FP iteration were required to obtain comparable denoised images. The purpose of the large number of iterations was to demonstrate the asymptotic convergence properties of the linear iterative method.
