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The aim of this paper is to study the stabilizability for a class of multi-inputs nonlinear stochastic systems. We 
prove under general assumptions the existence of a linear feedback law which stabilizes in probability the system 
at its equilibrium. 
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1. Introduction 
The aim of this paper is to study the existence of stabilizing control laws for multi-inputs 
control nonlinear stochastic differential systems. 
The case of single-input deterministic systems of the form 
where the functionals g,, 1~ i<n, are Lipschitz continuous has received considerable 
attention in the literature. 
The practical importance of single-output systems of this type is due to the fact that they 
are observable for any input and that a lot of concrete systems like mechanical systems or 
bioreactors are of this form (see Gauthier and Bornard, 1981; Gauthier, Hammouri and 
Othman, 1992; Deza, Busvelle, Gauthier and Rakotopara, 1992). This kind of single-input 
deterministic systems has been studied from the point of view of the stabilization by means 
of a linear feedback law (see Tsinias, 1991; Deza, Busvelle, Gauthier and Rakotopara, 
1992). 
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Our contribution in this paper, is to study multi-inputs systems of this type the state of 
which is corrupted by noise. Actually, only few results on the stabilization by means of 
feedback laws of control stochastic differential equations can be found in the literature (see 
Gao and Ahmed, 1986; Willems and Willems, 1983; Florchinger, 1993). Our approach in 
this paper is based on the stochastic Lyapunov Theorem which gives stability in probability. 
This paper is divided in four sections organized as follows. In Section 2, we recall some 
definitions and results on the Lyapunov stability in probability of the solution of a stochastic 
differential equation proved by Khasminskii ( 1980). In Section 3, we introduce the class 
of control stochastic differential systems we are dealing with in this paper. In Section 4, we 
state and prove the main result of this paper on the feedback stabilization of the class of 
control stochastic differential equations introduced in the previous section. In Section 5, we 
discuss the relations between our work and the related literature. 
2. Stochastic stability 
The aim of this section is to recall the main definitions and results proved by Khasminskii 
(1980, Chapter V) for the zero state of a stochastic differential equation to be stable in 
probability. 
Let (0, 9, P) be an usual probability space and denote by w a standard BP-valued 
Wiener process defined on this space. 
Letx, E w” be the stochastic process solution of the stochastic differential equation written 
in the sense of It& 
u!Ax,) dw: (1) 
where b and a,, 1 < k < m, are functions mapping w” into w” such that: 
(i) b(0) =O, ~~(0) =O, 1 <k<m. 
(ii) There exists a non-negative constant K such that 
for every x in W”. 
Furthermore, for any s 2 0 and XE W”, denote by x:X, s < t, the solution at time t of 
equation ( 1) starting from the state x at time s. 
Then, the two main notions of stochastic stability we are dealing with in this paper may 
be given by: 
Definition 2.1. The solution x, E 0 of the stochastic differential equation ( 1) is said to be 
globally asymptotically stable in probability if for any s > 0 and E > 0, 
limp supIxj.‘l>~ =O: 
i - 0 ( ., <I 1 
and if for any s > 0 and x E IF?‘, 
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Definition 2.2. The solution x,- 0 of the stochastic differential equation ( 1) is said to be 
exponentially stable in mean square if there exist positive constants c, and c2 such that for 
all sufficiently small x E W”, 
0.X 2 
Elx, 1 <c, Ix12eCr.2f. 
Therefore, denoting by L the infinitesimal generator associated with the stochastic dif- 
ferential equation ( 1) defined for any function 9 in C2( Wn) by 
L?P(x) = 2 b’(x) E(x) -I- 2 c af.J(x) ,=, I ,.,= I gy-) (2) 
where a i”(x) = C p= , a;(x) a;(x) , 1 < i, j Q n, one can prove the following stochastic Lya- 
punov theorems (see Arnold, 1974; Khasminskii, 1980). 
Theorem 2.3. Assume that there exists a Lyapunoc junction V defined in II? (i.e. V is a 
function mapping W” into W which is proper and positive definite) such that 
LV(x) <o 
for any x E W”, x # 0. Then, the solution x, = 0 of the stochastic differential equation ( 1) is 
globally asymptotically stable in probability. 0 
Theorem 2.4. Assume that there exists a Lyapunov function V defined in W” and three 
positice constants c,, c2 and c3 such that 
cl Ix12,<v(x)<c,~x~2, LV(x) < -c3 lx12, 
for any XE W”. Then, the solution x,= 0 of the stochastic dtrerential equation ( 1) is 
exponentially stable in mean square. 0 
3. Setting of the problem 
In this section, we introduce the class of control stochastic nonlinear systems we are dealing 
with in this paper. 
Consider the stochastic process x, E W” solution of the following multi-inputs stochastic 
differential equation written in the sense of Ito, 
x, ‘X~J + 
I 
’ (Ax,7 +Bu+f(x,, u)) dsf 
I 
’ g(x,, u) dw, (3) 
0 0 
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(i) u is a R-valued control law. 
(ii) A and B are matrices in A?‘,, x .( W) and A’,, x J W) in Brunovsky canonical form, i.e. 
there exist k,, . ,k,. E N* with C:= , ki = n such that 
-A is a block-diagonal matrix of the form 
where Ak,, 1 < i < r, is a matrix in A&“~,~,+( W) given by 
Aks = 
0 1 0 ..’ 0 
; ., ., .* i . . . 
0 
0 . . 0 1 
0 . . . 0 
-B is a block-diagonal matrix of the form 
where bk, 1 < i < r, is a column vector in 58 given by 
(iii) fand g are Lipschitz-continuous functionals mapping 52” X 52” into W” such that 
-f(O, 0) =g(O, 0) =o; 
_ there exists A > 0 such that for any i, 1 < i < n, n E W” and u E W r, 
I&(X> u) I + IS,(& LI) I <4lT(X>lI 
where rri denotes the canonical projection of W” onto W’ and, 11. (1 denotes the usual Euclidian 
norm in W’. 
Remark 3.1. If the functionsfand g are independent of u and linear in x (i.e.f(x, U) = Cx 
and g(x, U) =Dx with C, D in .A’,,,,,(W)), condition (iii) means that C and D are lower- 
triangular matrices. 
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On the other hand, introduce the following definition of a stabilizing feedback law for 
the system (3). 
Definition 3.2. A function u mapping W” into W’ is said to be a stabilizing feedback law for 
the control stochastic system (3) if the zero state of the closed-loop system 
X, = Xc, + ’ [&~+B~(.G)+~(-G, dx ))l ds+ (4) 
is exponentially stable in mean square (and so, it is also globally asymptotically stable in 
probability). 
4. Stabilization 
In this section, we prove the main result of this paper on the stabilization by means of linear 
feedback laws of the class of nonlinear systems introduced previously. 
The main result of this paper is the following. 
Theorem 4.1. The control stochastic dcrerential equation (3) is exponentially stabilizable 
in mean square (and so is globally asymptotically stabilizable in probability) by means of 
a linear,feedback law. 
Proof. Let CY be a real number, (Y > 1, and denote by @ the diagonal matrix in _R,, X ,, ( W) 
given by 
Note that the matrix CD can be written as the block-diagonal matrix 
where @&, 1 < i < r. is the matrix in Mr, X k,( W) defined by 
--(k,-l+l) 0 .,, 0 
0 ..,‘.. 
. 
0 
(1 (y-(L~+k, 
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with k0 = 0. 
Moreover, in our proof, we need the following auxiliary result which can be proved by 
an easy computation. 
Lemma 4.2. The following three properties hold: 
(i) a@-‘A@=A. 
(ii) For any matrix K in .J?‘,,,,( W), there exists a matrix I? in A,,,,(W) such that 
Bl?=c& -‘BK@, 
and k is defined by 
K=~B*@ -~BK@. 
(Here * denotes the transposition of matrices.) 
(iii) For any x in W”, 
(Y-‘lllxll < I) @XII G a - ’ llxll . 0 
(5) 
Proof of Theorem 4.1 (continued). We know, since the pair of matrices (A, B) is com- 
pletely controllable, that there exists a matrix K in A”,,,,(W) such that the matrix A + BK 
is asymptotically stable. 
Setting M =A + BK, one can deduce easily from properties 1 and 2 in Lemma 4.2 that 
there exists a matrix R in A“ .,,,(W) given by (5) (see Iggidr and Sallet, 1993) such that 
A+BI?=a@-‘M@. (6) 
In the following, we prove that the linear control law u defined for any x E W” by 
U(X) =I& (7) 
is a stabilizing feedback law for the system (3). Therefore, according with Definition 3.2, 
we need to prove that the zero state of the closed-loop system 
x, =x,, + 
I 
’ ((A+BZ?)x,+f(x,, &x,)) ds+ 
0 ( 
‘g&, &) dw, (8) 
0 
deduced from (3) when the control law u is given by (7) is exponentially stable in mean 
square. 
Let Q be a symmetric and positive definite matrix in A’,,,,(W). Since the matrix A4 is 
asymptotically stable, it is well-known that the Lyapunov equation 
M”PfPM= -Q (9) 
admits a unique symmetric positive definite solution P. Therefore, the function V mapping 
w” into W defined for any x in w” by 
V(x) = (@P@x, x) (10) 
is a Lyapunov function. Furthermore, denoting by L the infinitesimal generator associated 
with the closed-loop system (8)) yields 
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LV(x) =((A+BZ?)x+f(x, I?x), IN(x)) 
+ iTr(g(x, Kx)g(x, Kx)*D’V(x)) 
Taking into account the expression of V into ( 11) gives, 
LV(x)=(((A+B~)*@P@+@P@(A+BI?))x,x) 
f2(@PW(x, Rx), x)fg(x, Kx)*OP@g(x, Rx) . 
Then, according with (6)) it holds, 
LV( x) = (Y( @( M”P + PM) @x, x) 
+2(P@(x, Rx), @x) + (PC&(x, Kx), @g(x, Rx)) 
Moreover, since P solves the Lyapunov equation (9), yields 
LV(x) = -a(Q@x, @x>+2(P~(x, Kx), @x) 
+ (P@g(x, Kx), @g(x, Rx)) 
Hence, 
(11) 
(12) 
( 13) 
(14) 
LV(x) = - a(Q@x, @x) + lIPI/ (211 Q(x, Kx) (I II @x/l + (I @g(x, Kx) (I 2, ( 15) 
Furthermore, to conclude the proof of Theorem 4.1, one needs the following result. 
Lemma 4.3. Under the h_ypothesis on functions f and g stated in Section 3, for any x E W” 
yields, 
Proof. For any x E W “, yields 
II 4f(x, ix) II 2 G i $ IJ;(x Kx) I 2 
i= I 
Therefore, according with the hypothesis stated in Section 3, it holds 
II4f(x, Kx)l12<A2  -$ (x:+...+x;). 
i=l 
Then, one has 
which implies 
II 4fCX> Rx) II 2 < nA 2 II +xql 2 
Hence, the proof of the first inequality in Lemma 4.3 is complete. The second inequality is 
proved by similar computations. This concludes the proof of Lemma 4.3. 0 
Proof of Theorem 4.1 (continued). On the other hand, since Q is a symmetric and positive 
definite matrix, there exists a positive constant y ( y= inf{ (Qz, z) 1 z E W”, llill = 1)) such 
that 
Yll @xl\ <(Q@& @x> ( 16) 
Then, according with (15), ( 16) and Lemma 4.3 yields, 
LV(x)~(-cyy+(2~n+n2n*)1lp(l)II~112. (17) 
Thus,choosinga>max(l,((2~A+n’A2)/y)~lP~l)onehas, 
LV(x) < - AlI @xl1 * (18) 
where A is a positive constant. Moreover, by means of the left hand side of property (iii) 
in Lemma 4.2, yields 
LV(x) < - (h/a*“) llxll 2 . (19) 
Therefore, LV is negative definite and, according with Theorem 2.3, the zero state of the 
closed-loop system (8) is asymptotically stable in probability. Furthermore, one can prove 
easily that there exist two positive constants c, and c2 such that the function V defined by 
( 10) satisfies 
Cl llxll 2 < V(x) <c, llxll 2 
for any XE W”. Hence, according with ( 19) and Theorem 2.4, the zero state of the closed- 
loop system (8) is exponentially stable in mean square. This completes the proof of Theorem 
4.1. 0 
5. Related results 
The aim of this section is to situate our work with respect o related results already published 
in the literature. 
The stabilization of the deterministic part of the class of systems considered in this paper 
(i.e. assuming that g = 0) has been investigated when the number of blocks in the Brunovsky 
form of the matrices in the linear part of the system equals 1 by Tsinias ( 199 I ) and Deza, 
Busvelle, Gauthier and Rakotopara ( 1992) and, for general indices by Iggidr and Sallet 
(1993). 
The existence of stabilizing feedback laws for control linear stochastic systems deduced 
from (3) (i.e.f- 0 and g(x) = Dx where D is a lower-triangular matrix in J#‘,, X ,,( w) ) has 
been studied by Gao and Ahmed ( 1986) in the case of matrices D of the form AZ, A E w 
(the condition on matrix D given by Gao and Ahmed ( 1986) leads to matrices of such 
form). A more general condition on the matrix D which would allow to consider more 
general matrices than lower-triangularones in our application is provided in Gao and Ahmed 
( 1987) but, the proof of Lemma 3.3, in this latter work, leading to the stabilization result 
contains an error which seems to be untractable. Note that by using a different method of 
proof, one can allow the matrix D to be more general than lower-triangular (see for example 
Willems and Willems ( 1983) ). In this latter work, the proof is based on the existence of a 
solution to a stochastic Lyapunov equation which contains a nonlinear term involving the 
matrix D and does not allow to rescale the solution as we are doing in this paper. 
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