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La	 régression	 linéaire,	 simple	 ou	 multiple,	 est	 une	
méthode	 statistique	 très	 couramment	 utilisée	 dans	
le	 traitement	 des	 données,	 en	 particulier	 dans	 une	
démarche	de	modélisation.
Elle	 consiste	 à	 mettre	 en	 relation	 une	 variable	







,	 appelées	 prédicteurs.	 La	




lorsque	 la	 variable	 y	 est	 une	 variable	 qualitative.	
Pour	 de	 telles	 situations,	 la	 méthode	 indiquée	 est	 la	
régression	 logistique	 qui	 offre	 plusieurs	 variantes	 en	







plantes,	 animaux,	 etc.)	 peuvent	 être	 attaqués	 ou	 non	
par	 un	parasite,	 être	 fertiles	 ou	non,	 être	 porteurs	 ou	
non	d’une	tare,	etc.
La	 deuxième	 méthode,	 appelée	 régression	
logistique	 polychotomique	 nominale	 (polytomous 
nominal	 logistic regression),	permet	de	traiter	 les	cas	
où	la	variable	à	expliquer	possède	plus	de	deux	classes	
si	celles-ci	ne	peuvent	pas	être	ordonnées	ou	si	on	ne	
souhaite	 pas	 tenir	 compte	 de	 l’ordre	 dans	 le	 cas	 où	
elles	seraient	ordonnées.	Une	telle	situation	se	présente	
par	 exemple	 si	 des	 individus	 sont	 caractérisés	 par	
l’appartenance	à	une	espèce	donnée,	par	une	couleur	
ou	 par	 le	 choix	 d’une	 réponse	 à	 une	 question	 posée	
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parmi	trois	propositions	telles	que	«	oui	»,	«	non	»,	«	ne	
sait	pas	».
Enfin,	 la	 troisième	 méthode,	 appelée	 régression	
polychotomique	 ordinale	 (polytomous ordinal	
regression),	 concerne	 les	 situations	 où	 la	 variable	




étant	 réalisée	 par	 exemple	 sur	 la	 base	 d’une	 échelle	
à	 quatre	 niveaux	 notés	 A,	 B,	 C	 et	 D,	 le	 niveau	A	
représentant	 l’absence	 d’attaque,	 le	 niveau	B	 une	
attaque	 faible,	 le	 niveau	C	 une	 attaque	modérée	 et	 le	
niveau	D	une	attaque	forte.
Dans	 la	 pratique,	 il	 arrive	 fréquemment	 que	
l’appartenance	 aux	 classes	 soit	 décrite	 par	 des	 codes	
numériques.	Ainsi,	au	lieu	de	noter	les	degrés	d’attaque	
par	A,	B,	C	ou	D,	on	peut	 les	 identifier	par	 les	codes	
0,	1,	2	ou	3.	Ce	codage	est	purement	 arbitraire	 et	 les	
méthodes	logistiques	ne	considèrent	jamais	les	valeurs	
numériques	en	tant	que	telles,	mais	simplement	comme	
des	 noms	 de	 modalités.	 Dans	 le	 cas	 d’une	 variable	
ordinale	 codée,	 il	 est	 d’ailleurs	 possible	 que	 l’ordre	
logique	des	classes	ne	corresponde	pas	à	l’ordre	donné	
par	les	nombres	utilisés	comme	codes.	Une	telle	situation	
est	 cependant	 à	 déconseiller	 car	 elle	 est	 de	 nature	 à	
perturber	inutilement	l’interprétation	des	résultats.
Pour	 les	 trois	 méthodes	 citées	 ci-dessus,	 le	 but	
est	 de	modéliser	 une	 ou	 plusieurs	 probabilités	 liées	 à	
l’appartenance	 aux	 classes,	 en	 fonction	 d’un	 ou	 de	
plusieurs	prédicteurs,	qui	peuvent	eux-mêmes	être	des	
variables	 quantitatives	 ou	 des	 variables	 qualitatives,	
supposées	parfaitement	connues.
L’objectif	 de	 cette	 publication	 est	 de	 présenter	
ces	 méthodes,	 de	 manière	 succincte,	 en	 insistant	 sur	
l’interprétation	des	modèles.
Après	 cette	 introduction,	 nous	 examinons	 d’abord	
le	 modèle	 de	 régression	 binaire,	 puis	 le	 modèle	



















à	 un	 dépérissement	 très	 faible,	 le	 niveau	2	 à	 un	
dépérissement	 faible,	 le	 niveau	3	 à	 un	 dépérissement	
fort	 et	 le	 niveau	4	 à	 un	 dépérissement	 très	 fort.	 La	
variable	à	expliquer	y	est	donc	une	variable	qualitative	
ordinale	à	quatre	classes	et	la	variable	explicative	x	est	
l’altitude.	 Des	 modifications	 dans	 ces	 variables	 sont	
cependant	 apportées	 afin	 de	 permettre	 l’illustration	
des	différentes	situations.	Les	modèles	qui	sont	ajustés	




On	 notera	 que	 la	 régression	 logistique	 soulève	
bien	d’autres	problèmes	que	 la	définition	du	modèle	:	
problèmes	d’inférence	statistique,	de	critères	de	qualité	
de	 l’ajustement	 et	 de	 choix	 de	 variables	 explicatives,	
notamment.	Ces	aspects	ne	sont	pas	abordés	dans	cette	
note.	Des	informations	complémentaires	à	ce	sujet	sont	
données	 dans	 les	 ouvrages	 consacrés,	 totalement	 ou	
partiellement,	à	la	régression	logistique.	Parmi	ceux-ci,	
nous	citerons	les	livres	d’Agresti	(2002)	et	Hosmer	et	al.	
(2000).	 Pour	 la	 régression	 binaire,	 des	 informations	
sont	 également	 données	dans	 le	 document	 de	Duyme	
et	al.	(2006).
2. Modèle logIt Pour données 
bInaIres
Lorsque	la	variable	à	expliquer	possède	deux	modalités	
















d’un	modèle	 linéaire	 exprimant	π	 en	 fonction	de	x	 et	
ajusté	 par	 les	 moindres	 carrés	 classiques	 n’est	 pas	
une	solution	adéquate,	 les	conditions	d’application	de	
la	 régression	–	 linéarité	 et	 constance	 de	 la	 variance	




)).	 Cette	 transformation	 s’appelle	
fonction	de	lien	(link function),	et	par	la	suite	sera	notée	
simplement	g.





parce	 qu’elle	 conduit	 à	 une	 interprétation	 simple	




 g	=	a +	β x, 
où	α	et	β	sont	des	paramètres	à	estimer,	le	plus	souvent	
par	 la	 méthode	 du	 maximum	 de	 vraisemblance.	 La	




Pour	 une	 valeur	 x
i
	 donnée,	 le	 rapport	 entre	 la	
probabilité	de	succès	π	et	la	probabilité	d’échec	1	-	π	














ou	 le	 rapport	 des	 cotes,	 plus	 souvent	 désigné	 par	 le	












L’odds ratio n’est	 jamais	négatif,	mais	n’a	pas	de	
borne	 supérieure.	 Une	 valeur	 égale	 à	 l’unité	 signifie	
que	 la	 cote	 pour	 x
i
	 est	 égale	 à	 la	 cote	 pour	 x
i
	 +	 1.	
Dans	 cette	 situation,	 la	 variable	 explicative	n’a	 donc	
pas	 d’effet	 sur	 la	 cote	 et	 le	 coefficient	 de	 régression	
est	 nul.	Un	odds ratio	 inférieur	 à	 l’unité	 correspond	
à	 un	 coefficient	 de	 régression	 négatif	 et	 signifie	 que	
la	probabilité	de	succès	diminue	lorsque	x	augmente.	
Un	 odds ratio	 supérieur	 à	 l’unité	 correspond	 à	 un	
coefficient	 de	 régression	 positif	 et	 signifie	 que	 la	
probabilité	de	succès	augmente	lorsque	x	augmente.
Lorsque	la	variable	explicative	est	continue,	l’odds 
ratio est	 parfois	 très	 proche	 de	1,	 une	 différence	
d’une	 unité	 de	 x	 étant	 insuffisante	 pour	 modifier	 de	













Pour	 illustrer	 la	 régression	 logistique	 binaire	 à	
partir	des	données	relatives	au	dépérissement	du	chêne,	
nous	 regroupons	 les	 classes	 pour	 lesquelles	 le	 code	
est	supérieur	à	1.	Après	ce	regroupement,	la	première	
classe	 correspond	 au	 dépérissement	 très	 faible	 et	 la	
deuxième	 correspond	 au	 dépérissement	 faible	 à	 très	
fort.	 L’appartenance	 à	 la	 première	 classe	 est	 choisie	
comme	l’évènement.	Le	modèle	ajusté	est	le	suivant	:
	 g	=	1,5714-0,009533	x.
La	 valeur	 négative	 du	 coefficient	 de	 régression	


























Le	 tableau 1	 donne,	 en	 fonction	de	 l’altitude,	 les	
probabilités	π	 d’être	dans	 la	 classe	de	dépérissement	
tableau 1.	 Données	 binaires	 :	 probabilité	 d’un	
dépérissement	très	faible	(π),	probabilité	d’un	dépérissement	
faible	à	 très	 fort	 (1	 -	π)	et	odds [π / (1 - π)] en	 fonction	
de	 l’altitude	—	Binary data: probability of a very slight 
decline (π), probability of a decline from slight to very 
strong (1	-	π)	and odds	[π / (1 - π)] as a function of altitude. 
altitude π 1 - π π / (1 - π)
200 0,417 0,583 0,715
300 0,216 0,784 0,275
400 0,096 0,904 0,106
500 0,039 0,961 0,041
600 0,016 0,984 0,016
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très	faible,	 les	probabilités	1	-	π	d’être	dans	la	classe	




3. Modèle logIt Pour données 
noMInales
La	 régression	 logistique	 polychotomique	 nominale	
est	 une	 extension	 naturelle	 de	 la	 régression	 binaire	
qui	 permet	 de	 prendre	 en	 compte	 un	 nombre	 de	
catégories	 supérieur	 à	 deux.	 Soit	 y	 =	 j,	 l’indication	
de	 l’appartenance	d’un	 individu	à	 la	catégorie	 j.	Une	
catégorie	est	choisie	comme	référence	et	l’appartenance	
à	 cette	 catégorie	 est	 considérée	 comme	 l’évènement	













Les	 logits	 correspondant	 à	 ces	 probabilités	

























Un	 résultat	 similaire	 pourrait	 être	 obtenu	 en	
ajustant	 indépendamment	 k -	 1	 régressions	 binaires,	
chacune	 de	 ces	 régressions	 étant	 ajustée	 au	 sous-






























































signifie	 que	 l’odds	 est	 plus	 grand	 en	 x
i
	 +	 δ	 qu’en	
x
i
	 ou	 encore	 que	 la	 probabilité	 d’appartenance	 à	 la	
catégorie	 j	augmente	plus	vite	ou	diminue	moins	vite	
quand	 x	 augmente	 que	 la	 probabilité	 d’appartenance	
à	 la	 catégorie	 de	 référence.	 Une	 valeur	 positive	 ne	
signifie	 donc	 pas	 automatiquement	 que	 la	 probabilité	
d’appartenance	 à	 la	 catégorie	 j	 augmente	 quand	 x	
augmente,	comme	c’est	le	cas	pour	la	régression	binaire.
L’interprétation	 des	 valeurs	 numériques	 obtenues	
lors	de	la	régression	logistique	doit	bien	entendu	tenir	
compte	 de	 la	 catégorie	 choisie	 comme	 référence.	




refaire	 une	 nouvelle	 maximisation	 de	 la	 fonction	 de	
vraisemblance.
Si	on	souhaite	exprimer	les	résultats	en	prenant	par	


























































Pour	 les	 données	 relatives	 au	 dépérissement,	 en	




















à	 une	 classe	 ne	 sont	 plus	 obligatoirement	 toujours	
croissantes	 ou	 toujours	 décroissantes.	 Ainsi,	 la	
probabilité	 π
2	











Les	 odds ratios,	 calculés	 pour	 une	 différence	
d’altitude	de	100	m,	valent	respectivement	0,19,	0,40	
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et	 0,64.	Ainsi,	 quand	 l’altitude	 augmente	 de	 100	m,	 le	
rapport	entre	 la	probabilité	d’être	dans	une	classe	et	 la	
probabilité	d’être	dans	la	classe	4	est	divisé	par	5	pour	
la	 classe	1,	 par	 2,5	 pour	 la	 classe	2	 et	 par	 1,6	 pour	 la	
classe	3.	On	 retrouve	 également	 ces	 valeurs	 en	 faisant	




y :	 on	 a	 considéré	 quatre	 classes	 sans	 tenir	 compte	 du	
caractère	croissant	du	dépérissement	quand	on	passe	du	
niveau	1	au	niveau	4.	Les	modèles	décrits	dans	les	trois	
paragraphes	 suivants	 vont,	 au	 contraire,	 intégrer	 cette	
information.






















































sur	 une	 hypothèse	 de	 parallélisme	 qui	 a	 l’avantage	 de	
conduire	à	une	réduction	du	nombre	de	paramètres	dans	le	
modèle.	La	pertinence	de	cette	hypothèse	simplificatrice	

















i + 1 
:
 P(y	≤	j⎟xi +	1)	/	[1	-	P(y	≤	j⎟xi +	1)]	=	exp(β)


















Disposant	 des	 probabilités	 cumulées,	 il	 est	






























Le	 tableau 3	donne	 les	probabilités	d’appartenance	
aux	catégories	et	 les	odds,	c’est-à-dire	 les	 rapports	des	
probabilités	:	P(y	≤	j)	/	[1	-	P(y ≤	j)],	(j	=	1,	...,	3).











de	l’altitude	—	Nominal logit model : probability of the four decline categories (π
j

























200 0,411 0,466 0,104 0,020 20,814 23,590 5,248
300 0,221 0,535 0,188 0,056 3,966 9,602 3,368
400 0,097 0,500 0,276 0,128 0,756 3,909 2,161
500 0,035 0,386 0,336 0,243 0,144 1,591 1,387
600 0,011 0,253 0,347 0,390 0,027 0,648 0,890
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La	 figure 1	 donne	 les	 probabilités	 cumulées	 en	
fonction	 de	 x.	 Le	 domaine	 de	 variation	 de	 x	 a	 été	
volontairement	 élargi	 au-delà	 des	 valeurs	 observées	
afin	de	mettre	en	évidence	une	caractéristique	générale	
des	 courbes	 de	 probabilités	 cumulées	:	 ces	 courbes	
ont	 la	 même	 forme	 et	 un	 déplacement	 horizontal	
permettrait	de	les	faire	coïncider.	Cette	situation	résulte	
de	 l’utilisation	 dans	 le	 modèle	 d’un	 coefficient	 de	
régression	β	unique.	
5. Modèle logIt basé sur les 
catégorIes adjacentes suPérIeures 
cuMulées
Si	 l’objectif	 est	 de	 comprendre	 ce	 qui	 distingue	 les	































binaire	pour	 laquelle	une	 catégorie	 serait	 formée	des	



















































Dans	 le	 cas	 où	 on	 ne	 souhaiterait	 pas	 imposer	
l’égalité	 des	 coefficients	 de	 régression	 des	 relations	
donnant	 les	 logits,	 on	 peut	 montrer	 que	 l’estimation	
au	sens	du	maximum	de	vraisemblance	de	l’ensemble	
des	 paramètres	 est	 identique	 à	 l’estimation	 qui	
serait	 obtenue	par	 la	 réalisation	de	k -	1,	 ajustements	
indépendants	 sur	 les	 données	 binaires	 y =	j	 et	 y >	j,	
comme	 expliqué	 ci-dessus.	 Cette	 équivalence	 est	
d’ailleurs	 utilisée	 en	 pratique	 pour	 l’ajustement	 du	
modèle	 à	 l’aide	 des	 logiciels	 statistiques,	 y	 compris	
Figure 1.	Modèle	logit	basé	sur	les	probabilités	cumulées	:	
évolution	 des	 probabilités	 cumulées	 en	 fonction	 de	
l’altitude	 —	 Cumulative logits model: cumulative 
probabilities as a function of altitude.















































200 0,389 0,493 0,091 0,026 0,638 7,521 36,92
300 0,220 0,549 0,174 0,058 0,282 3,323 16,31
400 0,111 0,484 0,283 0,122 0,124 1,468 7,207
500 0,052 0,341 0,368 0,239 0,055 0,649 3,184
600 0,024 0,199 0,362 0,416 0,024 0,287 1,407
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lorsqu’on	souhaite	un	coefficient	de	régression	unique,	

















Le	 rapport	 entre	 la	 probabilité	 qu’un	 chêne	 soit	







obtiendrait	 trois	 sigmoïdes	décroissantes	qui,	 comme	
dans	 le	 cas	 de	 la	 figure 1,	 peuvent	 être	 superposées	
par	un	déplacement	horizontal.	Ces	sigmoïdes	seraient	
cependant	 légèrement	 moins	 redressées	 que	 dans	 la	
figure 1.
6. Modèle basé sur les logIts des 
catégorIes adjacentes





























(adjacent-categories logits),	 sont	 équivalents	 aux	
logits	utilisés	dans	la	régression	binaire	pour	laquelle	
la	 catégorie	 correspondant	 à	 l’évènement	 serait	 la	
catégorie	 y =	j et	 l’autre	 catégorie	 serait	 la	 catégorie	






	+	β x, (j	=	1,	...,	k -	1).
Bien	 que	 le	 modèle	 des	 catégories	 adjacentes	
soit	 un	 cas	 spécial	 du	modèle	 logit	 nominal,	 celui-ci	
ne	 permet	 pas	 d’imposer	 les	 contraintes	 appropriées	
par	 la	 méthode	 du	 maximum	 de	 vraisemblance.	 Par	























				 						πj	(xi) / πj +	1	(xi)




































Pour	 ajuster	 le	modèle	aux	données	de	 l’exemple	
avec	 le	 logiciel	SAS,	 les	altitudes	ont	été	 regroupées	
en	 trois	 classes	:	 la	 classe	1	 comprend	 les	 valeurs	
inférieures	à	285	m,	 la	classe	2	 les	valeurs	comprises	
entre	 285	m	 et	 400	m	 et	 la	 classe	3,	 les	 valeurs	






)]	en	fonction	de	l’altitude	—	Continuation-ratio logits model: probabilities of the four decline categories 
(π
j
) and odds [exp(g
j
















200 0,357 0,526 0,104 0,012 0,556 4,518 8,534
300 0,221 0,543 0,192 0,044 0,284 2,305 4,354
400 0,126 0,472 0,277 0,125 0,145 1,176 2,221
500 0,069 0,349 0,309 0,273 0,074 0,600 1,133
600 0,036 0,226 0,270 0,468 0,038 0,306 0,578























ordonnées,	 nous	 avons	 présenté	 trois	 modèles	 (§	4,	
5	et	6).	Ceux-ci	diffèrent	par	 les	probabilités	et	donc	
aussi	 par	 les	 logits	 qui	 sont	modélisés.	Le	 tableau 6	
résume	les	situations	examinées.	Il	reprend	également	
le	modèle	nominal,	à	titre	de	comparaison.
Il	 faut	 tout	 d’abord	 noter	 que	 d’autres	 modèles	
équivalents	 à	 ceux	présentés	 auraient	pu	être	définis.	
Ainsi,	par	exemple,	pour	le	modèle	basé	sur	les	logits	













Par	 rapport	 au	 cas	 repris	 au	 §	4,	 le	 signe	 des	







D’autre	 part,	 les	 modèles	 examinés	 permettent	
tous	 d’estimer	 les	 probabilités	 d’appartenance	 aux	
différentes	 catégories	 π
j
.	 Pour	 l’exemple	 traité,	 on	
constate	 d’ailleurs	 une	 forte	 similarité	 des	π
j
	 pour	 le	
modèle	 nominal	 et	 pour	 les	 deux	 premiers	 modèles	
pour	 catégories	 ordinales,	 le	 troisième	 modèle	 ne	
pouvant	pas	être	comparé	car	la	variable	altitude	a	été	
groupée	en	trois	classes.	
Pour	 les	 différents	 modèles	 proposés,	 on	 a	
toujours	 considéré,	 par	 simplicité,	 que	 les	 logits	
évoluent	 de	 façon	 linéaire	 en	 fonction	 d’une	 seule	
variable	 x.	 Comme	 signalé	 dans	 l’introduction,	 les	
modèles	 peuvent	 être	 étendus	 au	 cas	 de	 plusieurs	





Comparée	 au	modèle	 pour	 données	 nominales,	 la	




dans	 le	 nombre	 de	 paramètres	 est	 un	 avantage	 pour	
tableau 6. Probabilités	modélisées	dans	les	différents	modèles	et	odds	correspondants	—	Probabilities modelized by the 
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k
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) pour	les	trois	classes	d’altitude	—	Adjacent-categories logit model: probabilities of the four decline 
categories (π
j

























1 0,352 0,516 0,111 0,022 0,681 4,662 5,113
2 0,182 0,519 0,216 0,082 0,351 2,402 2,634
3 0,070 0,387 0,313 0,230 0,181 1,237 1,357
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autant	 que	 l’hypothèse	 de	 parallélisme	 des	 fonctions	
logistiques	soit	réaliste.	Ce	parallélisme	des	fonctions	
correspond	 à	 la	 constance	 des	 odds ratios.	 Dans	
les	 tableaux 3,	 4	 et	 5,	 la	 constance	 des	 odds ratios	
s’est	 traduite	 par	 un	 rapport	 constant	 entre	 valeurs	
successives	dans	les	trois	dernières	colonnes	de	chacun	
des	tableaux,	quelle	que	soit	la	colonne	considérée,	et	





l’hypothèse	 de	 parallélisme	 est	 rejetée	 sont	 données	
par	 Brant	 (1990),	 Clogg	 et	 al.	 (1994),	 Long	 (1997),	
Allison	(1999)	et	O’Connell	(2000).
Indépendamment	 du	 respect	 du	 parallélisme	
des	 fonctions	 logistiques,	 le	 choix	 d’un	 modèle	 de	
régression	 ordinale	 préférentiellement	 à	 un	 autre	
dépend	 aussi	 de	 la	 simplicité	 de	 l’interprétation	 des	
résultats,	 en	 relation	 avec	 l’objectif	 de	 l’étude.	 Si	
l’interprétation	 d’un	 type	 d’odds	 ratios	 particulier	
est	un	objectif	majeur	de	l’étude,	c’est	ce	type	d’odds	







beaucoup	 plus	 simple	 d’interpréter	 une	 seule	 valeur	
que	d’être	confronté	à	des	odds	ratios	qui	varient	avec	
x	et	avec	j.
Ainsi,	 on	 préférera	 le	 modèle	 basé	 sur	 les	 logits	
cumulés	si	le	but	de	l’étude	est	de	clarifier	la	tendance,	
plutôt	 croissante	 ou	 décroissante,	 en	 fonction	 de	 x,	
de	 la	 probabilité	 d’avoir	 atteint	 un	 niveau	 donné	 de	
y	 (Agresti,	 2002).	 Le	modèle	 basé	 sur	 les	 catégories	
adjacentes	 supérieures	 cumulées	 sera	 plus	 utile	 dans	
des	 études	 de	 développement	 lorsque	 l’objectif	
principal	 est	 l’identification	 des	 facteurs	 associés	 au	
fait	 d’être	 dans	 une	 catégorie	 faible,	 sachant	 qu’un	
certain	 niveau	 a	 déjà	 été	 atteint	 (O’Connell,	 2000).	
Les	logits	des	catégories	adjacentes	seront	utiles	pour	





R	 pour	 la	 régression	 binaire,	 la	 régression	 nominale	
et	la	régression	ordinale	basée	sur	les	logits	cumulés.	
Pour	 ces	modèles,	 les	 procédures	 ou	 les	 commandes	
des	logiciels	donnent	directement	les	résultats.	Pour	le	
modèle	basé	 sur	 les	 logits	 des	 catégories	 supérieures	




adjacentes,	 il	 n’est	 pas	 disponible	 dans	Minitab.	 Par	
contre,	 il	peut	être	ajusté	par	 la	procédure	CATMOD	
de	SAS	ou	par	la	fonction	ACAT	de	R,	qui	utilisent	la	
méthode	 des	moindres	 carrés	 pondérés	 dont	 le	 point	
de	départ	 est	 une	 table	 de	 contingence	 (Clogg	 et	 al.,	
1994	;	 SAS	 Institute,	 1995	;	 Allison,	 1999	;	 Stokes	
et	al.,	2000).	C’est	 la	 raison	pour	 laquelle,	au	§	6,	 la	
variable	altitude	a	été	recodée.
Enfin,	 on	 notera	 également	 que	 les	 options	 par	
défaut	 des	 logiciels	 peuvent	 varier	 et	 conduire	 à	 des	
résultats	à	première	vue	différents	mais	en	réalité	tout	
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