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Abstract. A relatively new set of transport-based transforms (CDT, R-CDT, LOT)
have shown their strength and great potential in various image and data processing
tasks such as parametric signal estimation, classification, cancer detection among
many others. It is hence worthwhile to elucidate some of the mathematical prop-
erties that explain the successes of these transforms when they are used as tools in
data analysis, signal processing or data classification. In particular, we give condi-
tions under which classes of signals that are created by algebraic generative models
are transformed into convex sets by the transport transforms. Such convexification of
the classes simplify the classification and other data analysis and processing problems
when viewed in the transform domain. More specifically, we study the extent and
limitation of the convexification ability of these transforms under an algebraic gener-
ative modeling framework. We hope that this paper will serve as an introduction to
these transforms and will encourage mathematicians and other researchers to further
explore the theoretical underpinnings and algorithmic tools that will help understand
the successes of these transforms and lay the groundwork for further successful ap-
plications.
1. Introduction
Recently a set of transforms that have close relationship to the mathematics of opti-
mal transport [13, 8, 3, 26] have been introduced for representing signals, images and
data. In this framework, a signal p is a normalized non-negative function, while its
transform p̂ is a function which is consistent with an optimal transport map. Suc-
cinctly, the transform p̂ of a function p is the transport map that morphs (transports)
a chosen reference function r to p. This general idea has led to the development of
several types of non-linear transforms for signal and image data, including the Cumu-
lative Distribution Transform (CDT) [17], the Radon CDT [9], and the Linear Optimal
Transport (LOT) [27, 11] transforms. Numerous problems in signal and image analysis,
and in machine learning have been successfully and efficiently solved in the transport
transform domains [10]. At their core, the aforementioned transforms capture the
movement (transport) of the signal amplitude (or pixel intensity) along the indepen-
dent variable (usually time for 1-d signals or space for images) in a mathematically
rigorous manner. This transport encoding of signal or image intensity has enabled
numerous interesting applications, many of which were not possible with other, more
standard, techniques. The transport-based transforms have been successfully applied
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to many data analysis problems including parametric signal estimation [19] (Rubaiyat
et al., 2010), signal and image classification [17, 9, 11] (Park et al., 2017; Kolouri et
al., 2016, Kolouri et al., 2016), modeling turbulence [4](Emerson et al., 2020), cancer
detection [15, 25] (Ozolek et al., 2014; Tosun et al., 2015), vehicle-type recognition [6]
(Guan et al., 2019), and others [12](Kundu et al., 2018). Although not based on the
transport transforms, transport maps have also been used in many other successful
applications of data analysis such as [7, 20, 14, 23, 1, 22].
In the transport transform framework, the set of signals Pd (see (1) below) consists
of non-negative functions. Except for the zero signal, they are normalized to have L1-
norm equal to 1. For signal analysis, processing or classification problems, the signals
are modeled by deformations of template signals. For example, a smiling face-image ph
of an individual can be thought of (approximately) as a deformation of a neutral face-
image p of the same individual via the diffeomorphism h, see Figure 2. A class of signals
Sp,H can be generated by applying a set of diffeomorphism H to a signal p. The process
of generating such class from H will be called an algebraic generative model. This is
different from the statistical generative model in machine learning which assumes that
the data is generated from an underlying conditional probability distribution, and the
aim is to find this distribution. In contrast, the algebraic generative model creates
signal classes from a template and a set of diffeomorphisms that produce the class
by morphing the template (no probabilistic assumptions about the classes are used).
Under this algebraic generative modeling assumption, the transport transforms can be
particularly useful for applications.
Data analysis, and machine learning methods when applied in the transport trans-
form domain work best if the data has formed via a transport type phenomena. For
example, take the task of modeling the difference between images of smiling faces ver-
sus faces with neutral expression as in Figure 2. Building a mathematical model to
automatically recognize the difference between these two classes is still a challenging
problem, and learning a classifier in raw image domain is a difficult task. However,
a smiling face is formed by muscle mass movement (transport) from a neutral face.
Thus, in transport transform domain (LOT), this problem becomes simple as shown
in Figure 2. The two underlying classes (smiling vs neutral) seem to cluster into two
disjoint convex sets. Thus classification can be easily achieved using the Hyperplane
Separation Theorem (or the Hahn-Banach Separation Theorem). In addition, because
the transform is invertible, any point in transform space can be inverted (see caveats
below), and thus any point along the estimated classifier line (i.e., the line orthogo-
nal to the separating hyperplane in the transform domain) can be visualized in image
space. As can be seen from the inverse of the linear classifier, the technique is able to
correctly summarize the differences between the two classes by providing an “average”
face that goes from neutral to smiling as one traverses along the classifier line. This idea
of utilizing transport-based transforms to perform morphometry operations was first
introduced in [27, 2] where the goal was to combine learning techniques with transport-
based representation techniques to decode important trends in a given dataset.
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As in the previous example, it has been demonstrated [16, 9] that one of the main ad-
vantages of solving estimation and detection (i.e. classification) problems in transport-
transform (CDT, R-CDT, LOT) domain relates to rendering signal and image classes
convex. The idea is outlined in Figure 1. Two classes in signal space P and Q are dis-
played. They consist of signals containing “one bump” and “two bumps”, respectively,
observed under random translation along the independent variable. The right panel
shows the same classes expressed in transport transform domain. It is clear the act
of transforming the set of 1D signals has rendered the problem easier to solve, given
the ensuing manifold (the geometric structure encompassing the transformed data) be-
comes linear in this example. Recently, Shifat-E-Rabbi et al. [24], have made use of
such properties to propose a transport transform nearest subspace method for image
classification. Empirical tests show the method, which is simple to compute and does
not require iterative tuning of hyperparameters, can rival that of popular neural net-
work type classifiers in certain problems, for a small fraction of the computational cost
and with fewer training samples.
Figure 1. An example of a signal classification problem. In this exam-
ple, class 1 consists of random translations of a “one bump” signal and
class 2 consists of random translations of a “two bump” signal.
1.1. Contributions. The ability of the emerging transport-based transforms to facil-
itate the solution of estimation, classification, data processing and analysis problems is
related to the extent to which they are able to partition the data into convex sets. As
such, this manuscript is devoted to clarifying the ability of different transport-based
transforms to render the classes produced by algebraic generative models into convex
sets. More precisely, we specify conditions which will render signal or image classes
convex in transform domain.
1.2. Paper organization. The rest of the paper is organised as follows. In Section 2,
the transport-based transforms, their connections to the optimal transport theory and
an associated generative model are introduced. In Section 3, convexification results
(Proposition 3.1, Theorem 3.2 and corollaries) and examples of the CDT for one di-
mensional generative models are presented. In Section 4, we present the limitations on
the generative model with respect to convexification by the LOT in dimension d ≥ 2
(Theorem 4.2) and a possible relaxation to mitigate the limitations in dimension two
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Figure 2. Automated modeling differences between smiling and neu-
tral facial expressions using transport transforms. Top left: sample im-
ages of both neutral and smiling classes. Top right: depiction of data
and a linear classifier (line in red) in transform domain. Bottom: given
that the transforms are inverible, the inverse of the classifier can be ob-
tained. As shown by the inverse transform of the classifier line, the
classifier consists of an “average” image, while different directions along
the discriminant line (in red) represent how wide a person smiles. The
technique is able to correctly summarize the differences between the two
classes by providing an “average” face that goes from neutral to smiling
as one traverses along the classifier line.
(Theorem 4.8). A more detailed summary of results and a discussion of open questions
are given in Section 5.
2. Preliminaries, Notation and Model Assumptions
In this section, we define the various transforms, their domains, ranges, and their
connections to optimal transport theory, and introduce a signal model of interest.
2.0.1. Signal and Transform spaces. The signal spaces we consider consist of non-
negative Lebesgue measurable functions that are compactly supported and normalized,
i.e., a non-zero signal p is first normalized to have its L1-norm ‖p‖1 = 1. The space of
all signals is formally described by
(1) Pd := {p : Rd → R+ | supp (p) = Ωp is compact,
∫
Rd
p(x)dx = 1}.
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Note that the signals in the above set have finite moments since they are compactly
supported. Since signals in Pd have L1-norm equal to 1, it is sometimes useful to think
of them as probability density functions. The class of transforms P̂d belongs to the
set of functions Fd that are solutions to the Monge Transport Problem discussed in
Subsection 2.1 below:
(2) Fd := {f : Rd → Rd | f = Oφ for some convex φ : Rd → R}.
In particular, F1 consists of all a.e. non-decreasing functions from R to R.
2.1. Transforms and the Monge problem. The general theory of optimal transport
is a deep and well-developed area that started with a transport problem due to Monge
[13]. The theory and solutions to this problem took many detours and gave rise to a
general theory of optimal transports which was spearheaded and developed by Kan-
torovich, Brenier, Villani and many others in the last two hundreds years [8, 3, 26, 21].
For our purpose we use one of the simplest results of the theory to introduce the needed
transforms.
Given a fixed reference function r ∈ Pd, the transform p̂ of p ∈ Pd is the unique
solution to the Monge optimal transport problem:
(3) minimize M(T ) =
∫
Rd
∣∣x− T (x)|2r(x)dx
over all T that makes the push-forward relation below hold:
(4)
∫
B
p(y)dy =
∫
T−1(B)
r(x)dx,
holds for every measurable set B. In measure theory, the relation (4) above is written
more compactly as
(5) µp = T#µr,
where dµp = pdx, dµr = rdx. When T is a C
1 diffeomorphism, the constraint above
becomes
(6) r(x) = | det (JT )|p(T (x)),
where JT is the Jacobian matrix of T .
The existence and uniqueness of solutions to the Monge problem under the assump-
tions of the signal spaces Pd in this paper is a special case of the well-known Brenier’s
Theorem described below. The function T in Equation (5) can be interpreted as a
mass preserving map between the reference signal r (a reference mass distribution)
and the given signal p (a mass distribution described by p). With this point of view,
Monge’s Problem can then be interpreted as finding the optimal transport map that
will transform a mass distribution to another distribution of equal mass.
Let r ∈ Pd and Tr : Pd → Fd be the operator that maps an element p ∈ Pd to its
optimal transport map described above. Under the assumptions on Pd, we define the
transport transform of a function p with respect to the reference r as
(7) p̂ = Tr(p).
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Definition 2.1 (CDT, LOT, and R-CDT).
(1) when d = 1 in (7), Tr is called the CDT.
(2) when d ≥ 2, Tr is called the Linear Optimal Transport (LOT) transforms (al-
though the transform itself is nonlinear).
(3) The R-CDT consists of the composition of the Radon Transform and the CDT
transform.
Remark 2.2. In one dimension, as mentioned above, the optimal transport maps are
non-decreasing functions defined on R. In particular, given p ∈ P1, its CDT transform
p̂ with respect to a reference r can be equivalently defined through the following relation1
(8) p̂(x) = sup
{
t |
∫ t
−∞
p(ξ)dξ ≤
∫ x
−∞
r(ξ)dξ
}
.
If supp(p) is an interval and p is continuous on supp (p), then (8) simplifies to
(9)
∫ p̂(x)
−∞
p(ξ)dξ =
∫ x
−∞
r(ξ)dξ, ∀x ∈ supp (r).
The equivalent formulation (9) can be derived by integrating Equation (6), replacing T
by p̂, and making use of the property that p̂ is increasing a.e. µr.
Under the assumption on the signals spaces, all the transforms above are non-linear
and are injective a.e. µr. See Figure 3 for examples of CDTs with the reference r being
the characteristic function on [0, 1].
Figure 3. CDT examples with r = χ[0,1]. Left panel: the reference
function r (red), a Gaussian like signal (black), and the sum of two char-
acteristic functions (blue). Right panel: the transform of the Gaussian
like function (black) and the transform of the sum of two characteristic
functions (blue).
A summary of the various spaces and symbols is provided in Table 1.
1Note that p̂(x) defined in (8) is finite µr a.e., but could be +∞ for some x.
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Table 1. Notation
Symbols Description
p, q, r normalized functions on Rd
Ωp Support of a function p
Pd the set of compactly supported normalized functions
Fd the set of optimal transport maps from Rd to Rd
FGd the set of C1 diffeomorphisms in Fd
H a subgroup of FGd
Ha the group of translation and isotropic scaling diffeomorphisms on Rd
Sp,H a signal class generated by template p under the diffeorphisms in H
p̂ the CDT/LOT transform of p with respect to a fixed reference r
Ŝp,H the transformed signal class {p̂h | ph ∈ Sp,H}
Tr the CDT/LOT transform operator: Tr(p) = p̂
2.1.1. Connection with the Wasserstein distance. Given two probability measures µ
and ν, the Wasserstein-2 distance between them is defined as
W2(µ, ν) :=
(
inf
pi∈Π(µ,ν)
∫
Rd×Rd
|x− y|2dpi(x, y)) 12 ,
where Π(µ, ν) is the set of measures on Rd×Rd with µ and ν as marginals [26]. In the
one dimensional case, one can show that the CDT transform defines an embedding from
P1 with the W2-metric to the transformed space P̂1 [17]. In particular, W2(µp, µq) =
||(p̂ − q̂)√r||L2 for any p, q ∈ P1. However, when d ≥ 2, this embedding property
does not hold in general. The Euclidean-type distance ||(p̂ − q̂)√r||L2 is referred as
the linearized optimal transport (LOT) between p and q when d ≥ 2 and has been
shown useful in image pattern recognition, discrimination and visualization problems
[27, 11].
2.2. Optimal transport maps. We start with a special case of Brenier’s Theorem
(see e.g., [3, 21, 26] and the references therein) which we need for this investigation. In
particular, using Theorem 2.12 in [26] and Theorem 1.48 in [21] we have
Theorem 2.3 (Brenier’s Theorem). Let p, r ∈ Pd. Then there exists a unique solution
T ∈ Fd (up to sets of µr-measure zero) to the Monge transport problem associated with
r, p and the cost function c(x, y) = |x − y|2. Conversely, let r ∈ Pd and T ∈ Fd such
that
∫
Rd |T (x)|2r(x)dx < ∞. Then T is optimal for the Monge Problem above for the
function p ∈ Pd satisfying µp = T#µr.
Remark 2.4. Brenier’s Theorem is much more general than the version described
above. Specifically, Brenier’s general Theorem describes the situation where r, p in the
Monge Problem are replaced by two probability measures µ, ν that do not necessarily
have associated density functions and where the term |x − y|2 is replaced by a more
general term c(x, y).
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2.3. Algebraic generative models. Data analysis and processing often assumes a
mathematical model of how the data has been generated. For example, algorithms
that work well on the wavelet transforms of images often assume the class of images
are well modeled by functions that have Fourier transforms well concentrated in some
regions of frequency domain (e.g., near the origin). Similarly, the transport-based
transforms described above tend to work best when the data to be processed was
generated by physical processes that include transport. Examples where generative
models have been used effectively with transport-based transforms include modeling
mass (e.g. molecule) concentrations inside cells [2], tissues in human brains [12], photon
distributions in turbulent media [18], and others [10, 19].
In contrast with the generative model definition typically used in machine learning,
the algebraic models assume that a class of functions S ⊂ Pd is generated from a
function p ∈ Pd by a mass transport phenomena. Although there are infinitely many
ways to transport p to form q ∈ S, absent other information related to the generative
process, the least action principle from physics often provides one with plausible solu-
tions. In these circumstances a set H ⊂ B of optimal transport maps can be used as a
generative model, where B is set of C1-diffeomorphisms on Rd. In summary, the set of
optimal transport maps used for our generative modeling is
(10) FGd := {f ∈ B | f = Oφ for some convex φ : Rd → R}.
Given a function p ∈ Pd (signal), a class of functions (signals) is generated by the
action of a set of diffeomorphism H ⊂ FGd on p via
(11) Sp,H := {ph = | det Jh| · p ◦ h | h ∈ H},
where Jh denotes the Jacobian matrix of h. It is not hard to check that Sp,H ⊂ Pd.
One of the simplest examples of such a generative model is described in Figure 1. A
natural assumption on the set of diffeomorphisms H used in the generative model is
that it has a group structure (see [17]):
(1) H is closed under composition.
(2) Id ∈ H.
(3) if h ∈ H, then h−1 ∈ H.
In this generative model, the set H has a group structure that does not depend on
p ∈ Pd. However, other generative models are possible where H does not have a group
structure, or where H = H(p) depends on the initial function p.
3. cdt and generative models in one dimension
In this section we consider a set of transformations that act on one dimensional
functions (the signals) and produce classes of functions. For this situation (11) becomes
(12) Sp,H := {ph = h′(p ◦ h) | h ∈ H}.
Given p ∈ P1, and a diffeomorphism h ∈ FG1 and a function p ∈ P1, a new function
ph ∈ P1 is generated via the formula
(13) ph = h
′(p ◦ h)
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which is (11) for the one dimensional case. Let r ∈ P1 be a fixed reference and denote
by p̂ the transform of p ∈ P1 as in (7).
Under the definitions above, if we assume that the generative model uses a subgroup
H of FG1 to generate Sp,H, then any function in q ∈ Sp,H can be used as a template to
generate Sp,H by transport diffeomorphism from H, i.e., Sp,H = Sq,H for any q ∈ Sp,H.
Every subgroup H ⊆ FG1 will generate a partition of P1. Thus, in principle, the
group structure in the generative model allows us to classify the image (functions) in
P1, hence can be used in data analysis tasks related to classification.
Proposition 3.1. Every subgroup H ⊆ FG1 partition the set P1 via the equivalence
relation ∼H defined by p ∼H q if and only if p ∈ Sq,H.
Often times, if the set of transforms Ŝp,H is convex, then the solutions of certain
estimation problems in transform domain become simple (e.g. linear least squares
[19]). Moreover, this property can also enable easier classification when two disjoint
generative classes can be easily separated [24]. Thus, one of the main goals is to
identify conditions under which the set Ŝp,H of transforms of Sp,H is convex. We have
the following theorem.
Theorem 3.2. Let W ⊂ FG1 . Then Ŝp,W is convex for every p ∈ P1 if and only if
W−1 := {s−1 | s ∈ W} is convex.
Corollary 3.3. Let H ⊂ FG1 be a group. Then Ŝp,H is convex for every p ∈ P1 if and
only if H is convex.
Obviously FG1 is itself a convex group. Thus, it partitions P̂1 into equivalent classes
that are convex. Two equivalent classes Ŝp,FG1 , Ŝq,FG1 are distinct if the supp (p) and
supp (q) are topologically distinct (i.e., non-homeomorphic). Subgroups of FG1 will
further partition each class Ŝp,FG1 into sub-classes and so on. Even when a generative
model H ⊂ FG1 is a subset but not a subgroup of FG1 , it is still true that conv(Ŝp,H) ∩
conv( Ŝq,H) = ∅ if supp (p) and supp (q) are topologically distinct. An illustration is
presented in Figure 5, where Linear Discriminant Analysis (LDA) [5] is applied to two
generative classes and their corresponding CDTs in the transform domain. The two
signal classes are generated with templates (one-bump characteristic function p1 and
two-bump characteristic function p2) shown in Figure 4 and a set H of 500 randomly
generated fifth degree polynomials with certain constraints on the coefficients2. It can
be seen from Figure 5 that the transformed signal classes Ŝp1,H and Ŝp2,H (right) are
much better separated than the original signal classes Sp1,H and Sp2,H (left). Moreover,
as predicted by our theory above, conv(Ŝp1,H) and conv(Ŝp2,H) are indeed disjoint. This
property of the CDT makes it well-adapted for many applications of data analysis,
processing and classification. Thus, one of our goals is to understand the structure of
the convex subgroups of FG1 .
2The coefficients of the polynomials are chosen so that the supports of h′(p1 ◦ h) and h′(p2 ◦ h) are
inside the interval [0, 1] for all h ∈ H, see Figure 4 for some randomly chosen samples from each class.
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Figure 4. Templates and samples for two generative classes. Right
panel: Signal one (blue), signal two (red). Middle panel: Three signals
generated by a generating set of diffeomphism of top signal in left panel.
Right panel: Three signals generated by a generating set of diffeomphism
of bottom signal in left panel.
Figure 5. LDA projections of signals in two signal classes and their
CDTs. Left panel: LDA projection of 500 signals generated from the top
left signal in Figure 4, and the bottom left signal in Figure 4 respectively.
Right panel: LDA projection of the CDT transforms of the 500 signals
from each class. Note that the horizontal axes here are dummy axes,
which indicate the counting indexes (ranging from 1 to 500) of the sam-
ples.
3.1. Examples of convex subgroups of FG1 . Note that not every subgroup of FG1
is convex, for example, the group generated by the integer translation diffeomorphisms
f ∈ FG1 , i.e., {hi ∈ FG1 | hi(x) = x − i, i ∈ Z}. Examples of convex subgroups of FG1
are given below.
Example 1.
(1) {Id} is a convex subgroup of FG1 .
(2) {αId | α > 0} is a convex subgroup of FG1 which is also a cone.
(3) Let T1 = {hµ ∈ FG1 | hµ(x) = x−µ, µ ∈ R}. The set of all translation functions
is a convex subgroup of FG1 but not a cone.
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(4) Let A1 = {hα,µ ∈ FG1 | hα,µ(x) = αx − µ, α > 0, µ ∈ R}. The set of all
increasing affine functions is a convex subgroup of FG1 and a cone.
(5) Let x0 ∈ R and consider the set Fx0 = {f ∈ FG1 | f(x0) = x0}. Then Fx0 is a
convex subgroup of FG1 . It is also a cone.
(6) Let Ω define a closed interval in R. Then the set FΩ = {f ∈ F1 | f(y) = y ∀y ∈
Ω} is a convex subgroup of FG1 .
Remark 3.4. Let C1, C2 ⊂ FG1 be convex subgroups of FG1 . Then it is not difficult
to see that if C1 ∩ C2 6= ∅, then C1 ∩ C2 is a convex subgroup of FG1 . In fact, let
{Cα | α ∈ A} be a family of convex subgroups. If
⋂
α∈A
Cα 6= ∅, then
⋂
α∈A
Cα is a convex
subgroup of FG1 .
The following proposition shows that the set of subgroups of FG1 is sufficiently rich.
Proposition 3.5. There are uncountably many distinct convex subgroups of FG1 .
By examining the proof of the proposition 3.5, we get the following corollary.
Corollary 3.6. Let I be an indexing set and let X = {xα ⊂ R : α ∈ I}. Then
• The set FX := {f ∈ FG1 | f(xα) = xα, α ∈ I} is convex subgroup of FG1 .
• If X1 ( X2, then FX2 ( FX1.
Remark 3.7. The results above are useful for the one dimensional transform CDT
transform and the multidimensional R-CDT transforms.
3.2. Proofs of Section 3.
3.2.1. Proof of Theorem 3.2. We start by proving the following lemma:
Lemma 3.8. Let p ∈ P1, then
(14) p̂h = h
−1 ◦ p̂, ∀h ∈ FG1
where p̂ denotes the CDT with respect to the reference r.
Proof. Let r ∈ P1, and p̂, p̂h ∈ F1 be the optimal transports from r to p, ph respectively.
We have that by definition µp = p̂#µr, µp = h#µph and that µph = (p̂h)#µr. Using the
well-known relation (S ◦ T )#µq = S#(T#µq) for any maps S, T and the fact that
h ◦ p̂h ∈ F1 (since both h and p̂ are non-decreasing) and the property that h ◦ p̂h
is square-integrable with respect to µp, we conclude that h ◦ p̂h = p̂. It follows that
p̂h = h
−1 ◦ p̂ for all h ∈ FG1 . 
Proof of Theorem 3.2. Assume that W−1 is convex. Then for ph1 , ph2 ∈ Sp,S, and
0 ≤ α ≤ 1, we have
αp̂h1(x) + (1− α)p̂h2(x) =αh−11 ◦ p̂(x) + (1− α)h−12 ◦ p̂(x)
=αh−11
(
p̂(x)
)
+ (1− α)h−12
(
p̂(x)
)
=
(
αh−11 + (1− α)h−12
) ◦ p̂(x).
Thus, Ŝp,W is convex.
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For the converse statement, assume that Ŝp,W is convex, i.e.,
(
αh−11 +(1−α)h−12
)◦p̂ ∈
Ŝp,W for all h1, h2 ∈ W . Since Ŝp,W is convex for every p ∈ P1, by varying p (e.g., by
choosing p as translations of r) one can conclude that αh−11 + (1− α)h−12 ∈ W for all
h1, h2 ∈ W .

3.2.2. Proof of Proposition 3.5.
Proof of Proposition 3.5. Let x0, x1 ∈ R with x0 6= x1. Choose f, g ∈ FG1 such that
f(x0) = x0, f(x1) 6= x0, and g(x0) 6= x0, g(x1) = x1. Using the notation of (5) in
Example (1), we get f ∈ Fx0 but f 6= Fx1 and similarly, g ∈ Fx1 but g 6= Fx0 .
Extending the previous argument over an uncountable set X = {xi | i ∈ I} ⊂ R
provides an uncountable set {Fxi} of distinct subgroups of FG1 . 
4. lot and generative models in multi-dimensions
As in the one dimensional case, a groupH ⊆ FGd partitions the set Pd into equivalent
classes (as in Proposition (3.1)) that are useful for classification problems. However,
unlike the one dimensional case, Equation (14) does not hold in general. Thus, in order
to obtain convexity of Ŝp,H from the convexity of H as in Theorem 3.3, we need to find
conditions on H such that for the given p ∈ Pd the equation
(15) p̂h = h
−1 ◦ p̂
holds for all h ∈ H and hence to generate convex partitions of P̂d when H is convex.
In particular we have
Theorem 4.1. Let p ∈ Pd and H ⊂ FGd be a subgroup. If (15) holds for all h ∈ H,
and H is a convex set then Ŝp,H is also convex.
Note that, unlike FG1 , FGd is not a group for d ≥ 2. Our next goal is to find conditions
on H such that Ŝp,H is convex for all p ∈ Pd. On the other hand, there are groups
that are subsets of FG1 . For examples, the diffeomorphisms group of translations and
isotropic scaling Ha := {La,u(x) := ax + u | a > 0, u ∈ Rd}. To see this, let h ∈ Ha,
and let h−1(x) := αx+u for some α > 0 and u ∈ Rd. For p ∈ Pd, we have that p̂ = Oφp
for some convex function φp. Hence
h−1 ◦ p̂ = h−1 ◦ Oφp = αOφp + u.
To see that h−1 ◦ p̂ = p̂h, we use the second part of Brenier’s Theorem above 2.3
and simply note that h−1 ◦ p̂ = αOφp + u is the gradient of the convex function
ψ(x) = αφp(x) + u · x. We have the following Theorem.
Theorem 4.2. Let d ≥ 2 and W ⊆ FGd . If for any p ∈ Pd Equation (15) holds for all
h ∈ W, then W ⊆ Ha.
Remark 4.3. Note that in the previous theorem, W does not need to be a subgroup of
FGd .
Corollary 4.4. Let d ≥ 2 and H ⊆ FGd be a subgroup. If for any p ∈ Pd Equation
(15) holds for all h ∈ H, then H ⊆ Ha.
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Remark 4.5. Theorem 4.2 and its corollary show that the partitioning of the set of
transformed signals P̂d into convex sets is much more constrained than in the one
dimensional case. However, by allowing condition (15) to hold only on a subset of Pd,
one can enlarge the set of convex generative models.
4.1. Relaxation in dimension d = 2. As mentioned in Remark 4.5, one can relax the
condition in (15) to hold on a subset of Pd rather than all of Pd. This group is strictly
larger than Ha satisfying Equality (15). In this section, we show how to construct such
subset Pr ⊂ P2 and group Hr strictly larger than Ha such that Equation (15) holds
for all h ∈ Hr and p ∈ Pr.
Definition 4.6 (Restrictive sets of transformations and PDFs).
(16) Hr =
{
h(x, y) :=
1
2
[
f ′(x+ y) + g′(x− y)
f ′(x+ y)− g′(x− y)
]
| f, g ∈ R
}
where R = {f ∈ C2(R) | f ′ is a strictly increasing bijection on R}.
(17) Pr := {p ∈ P2 : | det Jh|(p ◦ h) = r for some h ∈ Hr}.
Remark 4.7. Hr has the following properties:
i) for any h ∈ Hr, h = Oφ for the convex function φ(x, y) = f(x+ y) + g(x− y).
The fact that φ is a convex function on R2 follows from the fact that f ′, g′ are
strictly increasing.
ii) for any h1, h2 ∈ Hr, h1 ◦ h2 = Oψ for some convex function ψ : R2 → R. To
see this, one can check that
(18) (h1 ◦ h2)(x, y) = 1
2
[
f ′1(f
′
2(x+ y)) + g
′
1(g
′
2(x− y))
f ′1(f
′
2(x+ y))− g′1(g′2(x− y))
]
,
where hi(x, y) =
1
2
O
(
fi(x + y) + gi(x − y)
)
and fi, gi ∈ R for i = 1, 2. Since
f ′i , g
′
i are strictly increasing, so are f
′
1 ◦ f ′2 and g′1 ◦ g′2. The conclusion that
h1 ◦h2 = Oψ for some convex function ψ follows from Part i) and identity (18)
above.
iii) for any h ∈ Hr, h−1 ∈ Hr. To see this, a direct computation gives
(19) h−1(z, w) =
1
2
[
(f ′)−1(z + w) + (g′)−1(z − w)
(f ′)−1(z + w)− (g′)−1(z − w)
]
.
Since f ′, g′ are strictly increasing bijections on R, so are (f ′)−1, (g′)−1, and the
conclusion then follows from Part i).
By part i) of the previous remark, it follows that every h ∈ Hr is a conservative
vector field (i.e., h = Oφ for some C1 function φ) and hence is irrotational since
O × h = O × Oφ = 0. Figure 6 shows an example of such vector fields generated by
some f, g which are invertible and whose derivatives are strictly increasing on [−5, 5].
By part iii) of Remark 4.7, we have that Hr is a group. From the definition of Pr
and Brenier’s Theorem 2.3, we have that p̂ ∈ Hr. The fact that h ◦ p̂ is the gradient
of some convex function follows from part ii) of Remark 4.7. Thus, for any p ∈ Pr,
Equation (15) holds for all h ∈ Hr. In summary, we have the following theorem:
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Figure 6. A vector field h on a grid [−2, 2] × [−2, 2] generated with
f ′(t) = t+ 0.1t2 and g′(t) = t.
Theorem 4.8. For any p ∈ Pr, we have p̂h = h−1 ◦ p̂ for any h ∈ Hr where ph =
| det Jh| · p ◦ h.
By an argument similar to the one for Theorem 3.3, we have the following corollary
of Theorem 4.8:
Corollary 4.9. Let H ⊆ Hr be a group. Then Ŝp,H is convex for any p ∈ Pr if and
only if H is convex.
4.1.1. Convex Subgroups of Hr. We remark first that the convex group Ha of transla-
tion and isotropic scaling diffeomorphisms in dimension 2 is a subgroup ofHr. In partic-
ular, by choosing fa,b1(t) =
1
2
at2+b1t and ga,b2(t) =
1
2
at2+b2t where a > 0 and b1, b2 ∈ R,
one obtains that h(x, y) = 1
2
O
(
fa,b1(x+ y) + ga,b2(x− y)
)
= a
[
x
y
]
+ 1
2
[
b1 + b2
b1 − b2
]
.
Indeed, we can construct other examples of convex subgroups of Hr by judiciously
choosing f, g.
Example 2. Let Rs = {f(t) = at2 + bt | a > 0, b ∈ R} and Hs = {h(x, y) =
1
2
O
(
f(x+ y) + g(x− y)) | f, g ∈ Rs}
By direct computation, it is easy to see that every h ∈ Hs is of the form
(20) h(x, y) = (a1 + a2)
[
x
y
]
+ (a1 − a2)
[
y
x
]
+
[
b1 − b2
b1 + b2
]
,
and vice versa, where a1, a2 > 0 and b1, b2 ∈ R. Equivalently, h(x, y) = A
[
x
y
]
+ u,
where A =
[
a1 + a2 a1 − a2
a1 − a2 a1 + a2
]
and u =
[
b1 − b2
b1 + b2
]
. It is not difficult to show that Hs is
a convex group of diffeomorphisms under the composition operation.
4.2. Proofs of Section 4.
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4.2.1. Proof of Theorems 4.2. The proof of Theorem 4.2 relies of the following propo-
sition which will be proved toward the end of this section. Through the rest of the
section, φp will denote a convex function such that Oφp is the optimal transport map
between a fixed reference r and a function p ∈ P∗d (d ≥ 2), where
(21) P∗d := {p ∈ Pd | r = | detOf |(p ◦ f) for some f ∈ FGd }.
Proposition 4.10. Let ϕ : Rd → R be a convex function in C2(Rd) such that for any
p ∈ P∗d , Oϕ ◦Oφp can be written as Oϕ ◦Oφp = Oγ for some function γ = γ(p). Then
O2ϕ(x) ≡ αId, where Id is the identity matrix in Rd×d.
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. Recall that, by the assumption onW ⊂ FGd , for any p ∈ Pd the
following holds
p̂h = h
−1 ◦ p̂, for all h ∈ W .
Using Brenier’s Theorem 2.3 above, a transport map is optimal in the sense of (3) if
and only if it is the gradient of a convex function. Accordingly, there exist convex
functions φph , ϕ, φp such that Oφph = p̂h, Oϕ = h−1 and Oφp = p̂ (note that like h,
h−1 is also an optimal transport map). In particular, we have that Oϕ ◦ Oφp = Oφph
for every p ∈ P∗d . By proposition 4.10, it follows that O2φ ≡ αId (α > 0). Hence
Oϕ(x) = αx + b, where b ∈ Rd, i.e., h−1 ∈ Ha, which also implies h ∈ Ha. Thus
W ⊆ Ha. 
4.2.2. Proof of Proposition 4.10. We start by proving the following two lemmas.
Lemma 4.11. Let ϕ, φ : Rd → R be two functions in C2(Rd). If Oϕ ◦ Oφ = Oγ for
some function γ ∈ C2(Rd), then the matrix-valued functions (O2ϕ) ◦Oφ and O2φ must
commute, i.e., O2ϕ(Oφ(x))O2φ(x) = O2φ(x)O2ϕ(Oφ(x)) for all x ∈ Rd.
Proof. Since ϕ, φ, γ are continuous twice differentiable, by Schwarz’s theorem, their
Hessian matrices O2ϕ, O2φ,O2γ are all symmetric. It follows from
(
Oϕ
) ◦ Oφ = Oγ
that O2ϕ(Oφ(x))O2φ(x) = O2γ(x) for all x ∈ Rd by multivariate chain rule. Since
the product of two real symmetric matrices is symmetric if and only if they commute,
O2ϕ(Oφ(x)) and O2φ(x) must commute. 
Lemma 4.12. Let A be an Rd×d matrix such that A∆ = ∆A for some diagonal matrix
∆ with distinct diagonal entries. Then A is a diagonal matrix.
Proof. Let ∆ =

δ1
δ2
. . .
δd
 where δi 6= δj whenever i 6= j. Since A∆ = ∆A, by
comparing of the (i, j)-th entry of both sides we have
(22) δjaij = δiaij,
where aij denotes the (i, j)-th entry of matrix A. Since δi 6= δj, for i 6= j, it follows
that for i 6= j, aij = 0. 
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Lemma 4.13. Let D be a diagonal matrix in Rd×d such that DM = MD for some
matrix M having the property that it has an eigen-space Eλ = span{u} and such that
all entries of u are non-zero. Then D = αI where α ∈ R and Id is the identity matrix
in Rd×d.
Proof. Since DM = MD, it follows that
(23) MDu = DMu = Dλu = λDu.
Hence Du ∈ Eλ(M) and Du = αu for some α ∈ R since dimEλ(M) = 1. Using
the fact all entries of u are non-zero and comparing the entries of Du and αu, one
immediately gets that D = αId. 
As stated at the beginning of this section, φp will denote a convex function such that
Oφp is the optimal transport map between r and p.
Proof of Proposition 4.10 . By Lemma 4.11, we have that the matrices O2ϕ
(
Oφp(x)
)
and O2φp(x) must commute for every x ∈ Rd, and for every p ∈ P∗d . To prove the propo-
sition, we make judicious choices for p. First, we choose p = p(δ1, · · · , δd) with φp(x) =
1
2
n∑
i=1
δix
2
i where δj > 0 for j = 1, · · · , d. In particular, r(x) = | detO2φp(x)|p(Oφp(x))
where r ∈ Pd is the reference. Since φp is convex and quadratic, it is not difficult to show
that p ∈ P∗d . It is easy to see that Oφp(x) =
δ1x1...
δdxd
 and O2φp(x) =

δ1
δ2
. . .
δd
.
By Lemma 4.12, setting A = O2ϕ(Oφp(x)) and ∆ = φp(x), we conclude that A =
O2ϕ(Oφp(x)) is a diagonal matrix for every x ∈ Rd. Since Oφp(x) : Rd → Rd is bi-
jective, it follows that O2ϕ(x) is also diagonal for every x ∈ Rd. Next, we choose
p = p(M) such that φp(x) =
1
2
xtMx, where M is a constant positive definite matrix
with an eigenvector u whose entries are non-zero and whose corresponding eigenspace
has dimension 1. A simple construction using the spectral decomposition of symmeric
matrices show that such an M exists. For these choices of p, φp, we have O2φp(x) = M
which is a constant matrix independent of x. Again, it is not difficult to show that
p ∈ P∗d . Hence O2ϕ(Mx) and M commute. Since O2ϕ(Mx) is diagonal for every
x ∈ Rd, using Lemma 4.13 with D = O2ϕ(x) , we have that O2ϕ(Mx) = βxI, where
βx is a constant depending on x. Since M is an invertible matrix, it follow that
O2ϕ(x) = αxId where αx is a constant depending on x. Since ∂
2ϕ
∂xi∂xj
≡ 0 for i 6= j, we
have that ϕ(x1, ..., xd) = F1(x1) + · · ·+Fn(xd) for some univariate functions F1, ..., Fd.
Hence F ′′1 (x1) = F
′′
2 (x2) = · · · = F ′′d (xd) for all (x1, x2, ..., xd) ∈ Rd. If follows that F ′′i
must be the same constant function for i = 1, ..., d and that αx = α is independent of
x, which implies that O2ϕ(x) ≡ αId for some constant α.

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5. Summary and Open questions
In this paper we have worked to highlight and clarify certain properties of an emerg-
ing set of transport-based signal transforms. More specifically, we have worked to
show that for certain types of signals and generative models, the transport transforms
discussed earlier have the ability to render signal classes convex in transform space.
As convex signal classes render solutions to estimation and detection problems much
simpler to solve (e.g. via linear least squares, or linear classification), the topic is
important. While the picture is far from complete, we hope that this paper serves a
starting point on guiding meaningful applications of these transforms and opens the
doors to deeper understanding about when and how to apply these transforms.
5.1. List of contributions. More specifically, we make the connection between the
convex group structure in our generative model and convex partitions of the trans-
formed signal space via the formula (14), which holds naturally in the 1D case (see
Lemma 3.8). In 1D, we give examples of convex groups of diffeomorphisms in 1D and
show that there are infinitely many such groups.
In dimension d ≥ 2, we show that the only groupsH of diffeomorphisms that validate
formula (14) for all p ∈ Pd and all h ∈ H are subgroups of Ha, which is group of
translations and isotropic scaling diffeomorphisms. In particular, any convex subgroup
of Ha generates a convex partition of the transformed signal space P̂d.
Moreover, in dimension two, we show how to construct a group Hr ⊂ F2 which is
larger than Ha such that (14) holds for all h ∈ Hr and p in Pr which is a subset of Pd.
In particular, any convex subgroup of Hr generates a convex partition of P̂r.
5.2. Open questions. In 1D, a characterization of convex subgroups of F1 is missing.
More specifically, one can ask the following:
(1) Besides F1, are there subgroups of F1 that are not of the form of those in
Example 1?
(2) If the answer to the previous question is yes, can we give more examples of
convex subgroups, and can we characterize the subgroups into a few concrete
categories?
(3) For every group H the set P̂1 is tiled by a convex structure in P̂1. What is the
geometry of this structure?
In multi-dimensions, while it is convenient to make use of formula (14) to derive
convexity results similar to the ones in one dimension, it is not necessary. In particular,
one can ask the following questions:
(1) Can one derive that the convexity of Ŝp,H from the convexity of H without
formula (14) being true for all h ∈ H?
(2) Are there other conditions one can impose on the model Sp,H other than that
H is convex so that Ŝp,H is convex?
There are several natural questions related to the relaxation in dimension two:
(1) Are there more interesting examples of subgroups of Hr that have connections
to possible applications?
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(2) For dimension d > 2, using Example 2 as a guide, what are the set of convex
subgroups H of FGd when we restrict the signals to some subsets of Pd?
The above discussions fall under the framework of a algebraic generative model
Sp,H with a single template p and a convex group H of diffeomorphisms. In fact, it
might be suitable, to consider multiple templates for the generative modeling in certain
applications, or to not assume a group structure for H when modeling certain image
classes. We leave such extensions for future research topics and believe that delving
into these questions could potentially lead to more thoughtful engineering modeling,
algorithmic design and new interesting mathematics.
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