Abstract-A robust SNR estimator is proposed and its performance analyzed for a variety of cases dealing with its operation in receivers where little or no information is known regarding other system parameters such as carrier phase and frequency, order of the modulation, and data symbol knowledge.
I. Introduction
Of the many measures that characterize the performance of a communication receiver, signal-to-noise ratio (SNR) is perhaps the most fundamental in that many of the other measures directly depend on its knowledge for their evaluation. In the design of receivers for autonomous operation (often referred to as cognitive radios), it is desirable that the estimation of SNR take place with as little known information as possible regarding other system parameters, e.g., carrier phase and frequency, order of the modulation, data symbol stream, etc. While the maximumlikelihood (ML) approach to the problem results in the highest quality estimator, the resulting structure becomes quite complex unless the receiver is provided with some knowledge of the data symbols typically obtained from data estimates made at the receiver (which themselves depend on knowledge of the SNR). Such in-service SNR estimators and the evaluation of their performance have been considered in the literature [1] ; however, our interest here is in SNR estimation performed without any such data symbol knowledge yet, despite the ad hoc nature of the estimators, maintaining a high level of quality and robustness with respect to other system parameter variations.
One such ad hoc SNR estimator that has received considerable attention in the past is the so-called split-symbol moments estimator (SSME) [2] [3] [4] [5] that forms its SNR estimation statistic from the sum and product of information extracted from the first and second halves of each received data symbol. Implicit in this estimation approach, as is also __________ *The research described in this paper was performed at the Jet Propulsion Laboratory, California Institute of Technology under a contract with the National Aeronautics and Space Administration.
the case for the in-service estimators, is that the data rate and symbol timing are known or can be estimated. Previously, the performance of the SSME has been investigated only for binary phase-shift-keying (BPSK) modulations. The work in [5] extended the definition of the classic SSME from the real to the complex received domain and analyzed its performance with and without carrier frequency uncertainty.
While it is stated in [1] . in reference to the SSME, that "none of these methods is easily extended to higher orders of modulations", we shall demonstrate in this paper that such is not the case. In fact, the traditional SSME structure, as extended to the complex symbol domain in [5] , is readily applicable to the class of M-PSK M ≥ ( ) 2 modulations, and furthermore its performance is independent of the value of M! In [6] the authors of this paper and of [5] reformulate an equivalent but more tractable definition of the complex symbol SSME using sums and differences from the two symbol halves rather than sums and products; this was the approach used in [4] for analyzing the SSME based on real symbols. The work in [6] proceeds to obtain accurate asymptotic expressions for the mean and variance of the SSME for a variety of different scenarios related to the degree of knowledge assumed for the carrier frequency uncertainty and to what extent it is compensated for in obtaining the SNR estimate. The performance results in [6] depend only mildly on the number of received samples per symbol. In this paper, we consider only one sample of information from each half symbol, e.g., the output of half-symbol matched filters, and thus we restrict ourselves here to the case of two samples per symbol. Furthermore, we consider the wideband case wherein the symbol pulse shape is assumed to be rectangular and thus the matched filters are in fact integrate-and-dump (I&D) filters. With this formulation, we are able to obtain exact, not just asymptotic, expressions for the mean and variance of the SSME under the various scenarios considered in [6] . Finally, since from (6) R is expressible as
then the general form of the ad hoc SSME R is obtained by substituting the sample values U ± for their expected values and the estimates ĥ ± for their true values, namely,
where ĥ ± are obtained from h defined in (4) by substituting ω for ω (equivalentlŷδ ω = T for δ and ˆδ ω ω
For the case of real data symbols, i.e., BPSK, the estimator in (8) is exactly identical to the SSME considered in [2] [3] [4] [5] .
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III. Mean and Variance of the SNR Estimator
In this section we evaluate the mean and variance of R for a variety of special cases related to: 1) the absence or presence of carrier frequency uncertainty ω and likewise for its estimation, 2) whether or not its estimate ω is used for phase compensation, and 3) the degree to which ω matches ω . In all cases involving frequency estimation, we treat ω as a nonrandom parameter that is externally provided. 
Since N is known, the bias of the estimator is easily removed in this case by defining a bias-
whose mean and variance now become 
For small frequency error, i.e., ξ small, (13) can be simply approximated by
Although not obvious from (13), it can be shown [6] that the mean of the SNR estimator c a n b e w r i t t e n i n t h e f o r m
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{ } = + ( ) Hence, by analogy with Case 2b, the mean and variance of the SNR estimator are also given by (16) where now, however, one must make the distinction between h + and ĥ + since they are not equal.
IV. Numerical Results and Comparisons
To compare the performances of the estimator corresponding to the various cases just discussed, we first define a parameter (19) Thus we see that the exact number of requisite symbols is not more than two extra symbols beyond the number that would be obtained from the approximation in (18). 
Thus, by comparison with (18) we see that the asymptotic penalty for imperfect frequency estimation and thus the inability to remove the bias is reflected entirely in the ratio h h ), then sensitivity of the bias to frequency estimation error becomes more pronounced. Fig. 4 is a plot of N versus R in dB for a fixed fractional estimation error η = 5% and δ π / 2 = fT as a parameter varying between 0.5 and 0.9. These curves are the analogous ones to Fig. 1 with the purpose of demonstrating the sensitivity of the number of symbols required for a given level of mean-square error performance to frequency uncertainty and estimation error.
V. Conclusions
We have extended the work of [6] by defining a suitable SSME when the split-symbol observables consist of the outputs of the two I&D filters per symbol, and we have computed exact expressions for the mean and variance of this SSME under various scenarios of different amounts of knowledge of the carrier frequency uncertainty and to what extent this knowledge is used in calculating the SSME. In the case of perfect knowledge and full compensation of the frequency uncertainty, the SSME is asymptotically unbiased and is easily converted to a bias-removed SSME with precisely zero bias for any number of symbols N. In the case of nonzero frequency estimation error but compensation using the best available frequency estimate, the resulting nonzero bias is a purely multiplicative factor determined by the frequency estimation error and independent of the true SNR. 
