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Abstract
This paper considers the resolvent of a finite-dimensional linear convolution Volterra integral equation.
The main results give conditions which ensure that the exact rate of decay of the resolvent can be determined
using a positive weight function related to the kernel. The decay rates can be exponential or subexponential.
Many other related results on exact rates of exponential and subexponential decay of solutions of Volterra
integro-differential equations are given. We also present an application to a linear compartmental system
with discrete and continuous lags.
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1. Introduction
This paper investigates the exact rate of decay of the matrix-valued solution R of the linear
Volterra integral equation
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t∫
0
H(t − s)R(s) ds.
The asymptotic behaviour is described using a matrix-valued weight function Γ . An implicit
asymptotic relation for limt→∞ Γ (t)−1R(t) is obtained under complicated technical conditions.
However it is not clear how these are related to natural assumptions on the data. We deduce from
the general result an explicit asymptotic relation which is valid if natural hypotheses are imposed
on the data, and the weight function has the form Γ (t) = γ (t)I , where γ is in a class of scalar
functions U(μ) depending on a real parameter μ. This class was introduced in [1]. The weight
γ should be chosen so that one of limt→∞ F(t)/γ (t) or limt→∞ H(t)/γ (t) is nontrivial. It is
shown that limt→∞ R(t)/γ (t) exists, and an explicit formula provided for it. The asymptotic
behaviour of the solution is determined exactly by the entry in F and H which decays most
slowly.
The class of subexponential functions, as defined in [2], is just U(0). The explicit asymptotic
relation developed here therefore extends the exact asymptotic formulae obtained in [2–5]. These
formulae characterise the subexponential rate of decay of solutions of scalar linear integral and
integro-differential convolution equations with kernels of one sign. The new asymptotic repre-
sentations obtained here hold for finite-dimensional systems, and do not require any positivity
restrictions on the kernel. If U(μ) with μ < 0, is used as the class of weight functions, the as-
ymptotic formula reveals that the decay is exponential and is roughly eμt . However μ cannot be
a root of the characteristic equation, and therefore much of the standard theory, expounded for
example in [6, Chapters 2, 3 and 7], cannot be applied.
The theory for integral equations is given in Section 3. In Section 4 we derive corresponding
results for linear integro-differential convolution equations with delay. When natural positivity
assumptions are imposed, we are able to recover sharp counterparts of results for the scalar case
established in [2–5]. At the end, we give applications of the finite dimensional theory to a second-
order scalar equation and to a model of a compartmental system which possesses both discrete
and continuous lags.
Amongst others works, [7–9] use weight functions to characterise the asymptotic behaviour
of measures or kernels; they seek solutions of linear integral or integro-differential equations in
weighted spaces. A review of this topic can be found in [6, Chapter 4]. The analysis used in [7–9]
employs frequency domain and Banach algebra methods in Lp spaces: this contrasts with both
the spaces and techniques used here. Such results give sharp estimates on the rate of decay of
solutions in weighted integrable spaces; however they do not give the exact pointwise asymptotic
behaviour, which is furnished by our results.
2. Mathematical preliminaries
The space of all n×n real matrices is denoted by Mn(R), the zero matrix by 0 and the identity
matrix by I ; E is the matrix in Mn(R) such that Eij = 1 for all i and j . A matrix A = (Aij ) is
nonnegative if Aij  0, in which case we write A 0. A partial ordering is defined on Mn(R) by
letting A B if and only if B − A 0. Of course A B and C  0 implies that CA CB and
AC  BC. The absolute value of A = (Aij ) in Mn(R) is the matrix given by (|A|)ij = |Aij |. If
(A(t))tT is a family with values in Mn(R), then suptT A(t) is the least upper bounded relative
to the partial ordering ; moreover (suptT A(t))ij = suptT Aij (t).
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a matrix A is given by ρ(A) = limn→∞ ‖An‖1/n, where ‖ · ‖ is any norm on Mn(R); ρ(A) is
independent of the norm employed to calculate it. If 0A B , then ρ(A) ρ(B).
The Laplace transform of a function F : (0,∞) → Mn(R) with
∫∞
0 |F(t)|e−αt dt finite is
denoted by
Fˆ (λ) =
∞∫
0
F(t)e−λt dt, Reλ α.
Similar notation is used for functions on [0,∞) with values in R and Rn. The convolution of two
functions F,G : (0,∞) → Mn(R) is defined by
(F ∗ G)(t) =
t∫
0
F(s)G(t − s) ds, t  0. (1)
Similar notation is used for the convolution of two scalar-valued functions defined on [0,∞).
We make a definition, based on the hypotheses of [1, Theorem 3].
Definition 1. Let μ ∈ R. A function γ : [0,∞) → R is in U(μ) if it is continuous with γ (t) > 0
for all t  0 and
γˆ (μ) =
∞∫
0
γ (t)e−μt dt < ∞, (2)
lim
t→∞
(γ ∗ γ )(t)
γ (t)
= 2γˆ (μ), (3)
lim
t→∞
γ (t − s)
γ (t)
= e−μs uniformly for 0 s  S, for all S > 0. (4)
If γ is in U(0) it is termed a subexponential function.1 The nomenclature is suggested by the
fact that (4) with μ = 0 implies that, for every  > 0,
γ (t)et → ∞ as t → ∞. (5)
This is proved for example in [5]. It is noted in [2] that the class of subexponential functions
includes all positive, continuous, integrable functions which are regularly varying at infinity.2
The properties U(0) have been extensively studied, for example in [1,2,5,11].
Note that if γ is in U(μ), then γ (t) = eμt δ(t) where δ is a function in U(0). Simple examples
of functions in U(μ) are γ (t) = eμt (1 + t)−α for α > 1, γ (t) = eμte−(1+t)α for 0 < α < 1 and
γ (t) = eμte−t/ log(t+2). The class U(μ) therefore includes a wide variety of functions exhibiting
exponential and slower than exponential decay: nor is the slower than exponential decay limited
to a class of polynomially decaying functions.
The following result from [1] shows that it is not restrictive to specify the value of the limit
in (3).
1 In [2] the terminology positive subexponential function was used instead of just subexponential function. Because
the functions in U(μ) play the role here of weight functions, it is natural that they have strictly positive values.
2 γ is regularly varying at infinity if γ (αt)/γ (t) tends to a limit as t → ∞ for all α > 0; for further details see [10].
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for all t  0, satisfying (2) and (4). If (γ ∗ γ )(t)/γ (t) tends to a limit as t → ∞, then (3) must
also hold.
The proof of Theorem 10 is simplified if we employ a condition equivalent to (3).
Proposition 3. Let μ be inR. Suppose that γ : [0,∞) →R is a continuous function with γ (t) > 0
for all t  0, satisfying (2) and (4). Then γ is in U(μ) if and only if
lim
S→∞
(
lim
t→∞
t−S∫
S
γ (t − s)γ (s)
γ (t)
ds
)
= 0. (6)
Proof. Let γ be as in the statement of the proposition. Since for any t  2S > 0,
t∫
0
γ (s)γ (t − s) ds =
S∫
0
γ (s)γ (t − s) ds +
t−S∫
S
γ (s)γ (t − s) ds +
t∫
t−S
γ (s)γ (t − s) ds
= 2
S∫
0
γ (s)γ (t − s) ds +
t−S∫
S
γ (s)γ (t − s) ds,
we have the equation
t∫
0
γ (s)γ (t − s)
γ (t)
ds = 2
S∫
0
γ (s)
γ (t − s)
γ (t)
ds +
t−S∫
S
γ (s)γ (t − s)
γ (t)
ds. (7)
Then by taking the limit as t → ∞ of each side of (7) and using (4),
lim
t→∞
t∫
0
γ (s)γ (t − s)
γ (t)
ds = 2
S∫
0
γ (s)e−μs ds + lim
t→∞
t−S∫
S
γ (s)γ (t − s)
γ (t)
ds,
each of the limits here exists if the other does. We infer by letting S → ∞ that
lim
t→∞
t∫
0
γ (s)γ (t − s)
γ (t)
ds = 2γˆ (μ) + lim
S→∞
(
lim
t→∞
t−S∫
S
γ (s)γ (t − s)
γ (t)
ds
)
,
from which the result immediately follows. 
If F : (0,∞) → Mn(R) and γ is in U(μ), LγF denotes limt→∞ F(t)/γ (t), if it exists. If
f and g are scalar-valued functions for which Lδf and Lδg both exist for some scalar-valued
subexponential function δ, Theorem 4.1 of [2] provides an explicit formula for Lδ(f ∗ g). If
this result is applied to the elements of the matrix-valued convolution given in (1), we obtain the
following.
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∞∫
0
∣∣F(t)∣∣e−μt dt < ∞,
∞∫
0
∣∣G(t)∣∣e−μt dt < ∞, (8)
and that LγF and LγG both exist. Then Lγ (F ∗ G) exists and
Lγ (F ∗ G) = (Lγ F )Gˆ(μ) + Fˆ (μ)(LγG). (9)
A similar formula holds for Lγ (F ∗ f ) if f : [0,∞) →Rn.
3. Exact asymptotic behaviour of solutions of integral equations
In this section we investigate the linear convolution integral equation
R(t) = F(t) +
t∫
0
H(t − s)R(s) ds, t  0. (10)
3.1. General asymptotic relation
Our first theorem shows that R(t), suitably weighted, obeys an exact asymptotic relation:
information about the asymptotic behaviour of each component of R is thus obtained.
Theorem 5. Let F and H be in C([0,∞);Mn(R)), and let R be the continuous solution of (10).
Also let Γ : [0,∞) → Mn(R) be continuous, with Γ (t) invertible for all t  0. Suppose also that
the following hold:
(i) The matrices B and C defined by
B = lim sup
S→∞
(
lim sup
t→∞
S∫
0
∣∣Γ (t)−1H(u)Γ (t − u)∣∣du
)
, (11)
C = lim
S→∞
(
lim
t→∞
S∫
0
Γ (t)−1H(u)Γ (t − u)du
)
, (12)
are both finite matrices with
ρ(B) < 1. (13)
(ii) Γ and H satisfy
lim sup
S→∞
(
lim sup
t→∞
t−S∫
S
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds
)
= 0.
(iii) There is J in L1([0,∞);Mn(R)) such that, for every S > 0,
Γ (t)−1H(t − s)Γ (s) → J (s) as t → ∞ uniformly for 0 s  S. (14)
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Then limt→∞ Γ (t)−1R(t) exists and
lim
t→∞Γ (t)
−1R(t) = (I − C)−1
{
lim
t→∞Γ (t)
−1F(t) +
∞∫
0
J (s)Γ (s)−1R(s) ds
}
. (15)
Remark 6. The asymptotic relation (15) does not provide an explicit formula for
limt→∞ Γ (t)−1R(t).
The proof of Theorem 5 is facilitated by two preliminary lemmata.
Lemma 7. Let F , H and Γ be in C([0,∞);Mn(R)), with Γ (t) invertible for all t  0. Suppose
also that conditions (i)–(iii) of Theorem 5 hold. Then there are constants 0Σ  T such that
ρ(AΣ,T ) < 1, sup
tΣ
Σ∫
0
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds < ∞, (16)
where
AΣ,T = sup
tT
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds. (17)
Proof. Let  > 0 be small enough that ρ(B + 4E) < 1. Let
BS = lim sup
t→∞
S∫
0
∣∣Γ (t)−1H(u)Γ (t − u)∣∣du, (18)
DS = lim sup
t→∞
t−S∫
S
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds. (19)
For each S > 0, there are T1(S) > 2S and T2(S) > 2S such that
sup
tT1(S)
S∫
0
∣∣Γ (t)−1H(u)Γ (t − u)∣∣du BS + E, (20)
sup
tT2(S)
t−S∫
S
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds DS + E. (21)
Moreover, there are Σ1 > 0 and Σ2 > 0 such that
sup
SΣ1
BS  B + E, sup
SΣ2
DS  E. (22)
Observe that for t  2S,
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∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds =
t−S∫
S
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds
+
S∫
0
∣∣Γ (t)−1H(u)Γ (t − u)∣∣du.
Hence if Σ = max{Σ1,Σ2} and T = max{T1(Σ),T2(Σ)}, it follows from (18)–(22) that
sup
tT
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds
 sup
tT
t−Σ∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds + sup
tT
Σ∫
0
∣∣Γ (t)−1H(u)Γ (t − u)∣∣du
DΣ + E + E + BΣ
 4E + B.
We conclude from the choice of  that the first assertion of (16) is true.
The second assertion of (16) is a consequence of condition (iii) and the fact that
Σ∫
0
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds 
Σ∫
0
∣∣Σ(t)−1H(t − s)Γ (s) − J (s)∣∣ds +
Σ∫
0
∣∣J (s)∣∣ds.
This completes the proof the lemma. 
Lemma 8. Let F , H and Γ be in C([0,∞);Mn(R)), with Γ (t) invertible for all t  0. Suppose
also that there are 0 < Σ < T such that (16) holds, and supt0 |Γ (t)−1F(t)| is finite. Then the
continuous solution R of (10) satisfies
sup
t0
∣∣Γ (t)−1R(t)∣∣< ∞. (23)
Proof. We introduce Q(t) := Γ (t)−1R(t) for all t  0. Then Q satisfies
Q(t) = Γ (t)−1F(t) +
t∫
0
Γ (t)−1H(t − s)Γ (s)Q(s) ds, t  0. (24)
Let Σ and T be as in Lemma 7. Then for every T ′ > T , it follows from (24) that
max
ΣtT ′
∣∣Q(t)∣∣ max
ΣtT ′
∣∣Γ (t)−1F(t)∣∣+ max
ΣtT ′
Σ∫
0
∣∣Γ (t)−1H(t − s)Γ (s)Q(s)∣∣ds
+ max
ΣtT ′
t∫ ∣∣Γ (t)−1H(t − s)Γ (s)Q(s)∣∣ds
Σ
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t0
∣∣Γ (t)−1F(t)∣∣+ sup
tΣ
Σ∫
0
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds max
0sΣ
∣∣Q(s)∣∣
+ max
ΣtT
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)Q(s)∣∣ds
+ max
TtT ′
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)∣∣∣∣Q(s)∣∣ds.
Then (16) and the continuity of Q imply that the matrix M given by
M := sup
t0
|Γ (t)−1F(t)| +
(
sup
tΣ
Σ∫
0
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds
)
max
0sΣ
∣∣Q(s)∣∣
+ max
ΣtT
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)Q(s)∣∣ds, (25)
is well defined and finite. Therefore
max
ΣtT ′
∣∣Q(t)∣∣M + max
TtT ′
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)∣∣∣∣Q(s)∣∣ds
M + sup
tT
t∫
Σ
∣∣Γ (t)−1H(t − s)Γ (s)∣∣ds max
ΣsT ′
∣∣Q(s)∣∣
= M + AΣ,T max
ΣsT ′
∣∣Q(s)∣∣,
where the notation of (17) has been used. Since AΣ,T  0 and ρ(AΣ,T ) < 1, (I − AΣ,T )−1
exists and is nonnegative. We can therefore deduce that
max
ΣtT ′
∣∣Q(t)∣∣ (I − AΣ,T )−1M.
Since T ′ is arbitrary, suptΣ |Q(t)| (I − AΣ,T )−1M , completing the proof. 
Proof of Theorem 5. To shorten some equations, it is convenient to introduce
L(t, s) = Γ (t)−1H(t − s)Γ (s), 0 s  t.
Let S > 0 and t > 2S. We may partition the integral on the right-hand side of (24) into integrals
over [0, S], [S, t − S] and [t − S, t], to get
Q(t) = Γ (t)−1F(t) +
S∫
0
L(t, s)Q(s) ds +
t−S∫
S
L(t, s)Q(s) ds
+
S∫
Γ (t)−1H(u)Γ (t − u)Q(t − u)du, (26)0
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t∫
t−S
L(t, s)Q(s) ds =
S∫
0
Γ (t)−1H(u)Γ (t − u)Q(t − u)du.
We now define
CS = lim
t→∞
S∫
0
Γ −1(t)H(u)Γ (t − u)du (27)
and sketch an argument similar to that in Lemma 7 to show that ρ(CS) < 1 for S sufficiently
large. Let  > 0 be such that ρ(B + 2E) < 1. For S sufficiently large, we have BS  B + E.
Hence
|CS | = lim sup
t→∞
∣∣∣∣∣
S∫
0
Γ −1(t)H(u)Γ (t − u)du
∣∣∣∣∣ BS + E  B + 2E.
Therefore ρ(CS) ρ(|CS |) ρ(B + 2E) < 1. On account of this, for S sufficiently large, we
may define the matrix QS by
QS = lim
t→∞Γ
−1(t)F (t) +
S∫
0
J (s)Q(s) ds + CSQS. (28)
We know that MS := lim supt→∞ |Q(t) − QS | is finite because, by Lemmas 7 and 8, Q is
bounded. Using (26) and (28), we see that
∣∣Q(t) − QS∣∣ ∣∣∣Γ −1(t)F (t) − lim
t→∞Γ
−1(t)F (t)
∣∣∣+
S∫
0
∣∣L(t, s) − J (s)∣∣∣∣Q(s)∣∣ds
+
∣∣∣∣∣ limt→∞
S∫
0
Γ −1(t)H(u)Γ (t − u)du −
S∫
0
Γ −1(t)H(u)Γ (t − u)du
∣∣∣∣∣|QS |
+
t−S∫
S
∣∣L(t, s)∣∣∣∣Q(s)∣∣ds +
S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣∣∣Q(t − u) − QS∣∣du.
We now take the limit superior as t → ∞ on each side: since the first three terms tend to zero as
t → ∞, we get
MS  lim sup
t→∞
t−S∫
S
∣∣L(t, s)∣∣∣∣Q(s)∣∣ds
+ lim sup
t→∞
S∫ ∣∣Γ −1(t)H(u)Γ (t − u)∣∣∣∣Q(t − u) − QS∣∣du. (29)
0
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lim sup
t→∞
t−S∫
S
∣∣L(t, s)∣∣∣∣Q(s)∣∣ds  lim sup
t→∞
t−S∫
S
∣∣L(t, s)∣∣ds sup
σ0
∣∣Q(σ)∣∣.
Let η > 0 be small enough that ρ(B + ηE) < 1. By (ii), there is S1(η) > 0 such that
BS  B + ηE, S  S1(η),
lim sup
t→∞
t−S∫
S
∣∣L(t, s)∣∣ds sup
σ0
∣∣Q(σ)∣∣ ηE, S  S1(η).
Therefore
lim sup
t→∞
t−S∫
S
∣∣L(t, s)∣∣∣∣Q(s)∣∣ds  ηE, S  S1(η). (30)
The second term on the right-hand side of (29) obeys the bound
S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣∣∣Q(t − u) − QS∣∣du

S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣du sup
σt−S
∣∣Q(σ) − QS∣∣.
Hence
sup
tT
S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣∣∣Q(t − u) − QS∣∣du
 sup
tT
S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣du sup
σT−S
∣∣Q(σ) − QS∣∣,
implying that
lim sup
t→∞
S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣∣∣Q(t − u) − QS∣∣du
 lim sup
t→∞
S∫
0
∣∣Γ −1(t)H(u)Γ (t − u)∣∣du lim sup
t→∞
∣∣Q(t) − QS∣∣= BSMS,
where the notation of (18) has been used. It follows from this, (29) and (30), that
MS  ηE + BSMS, S  S1(η). (31)
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MS  η
(
I − (B + ηE))−1E, S  S1(η),
whence lim supS→∞ MS = 0.
A consequence of (12), (27) and (28) is that
lim
S→∞QS = Q∞ := (I − C)
−1
(
lim
t→∞Γ
−1(t)F (t) +
∞∫
0
J (s)Q(s) ds
)
.
Therefore
lim sup
t→∞
∣∣Q(t) − Q∞∣∣MS + |QS − Q∞|,
so by taking the limit superior of each side as S → ∞, we may conclude that Q(t) → Q∞ as
t → ∞. 
3.2. A particular explicit asymptotic relation
Theorem 5 gives a general relation describing the asymptotic behaviour of the solution R
of (10), provided the technical conditions (i)–(iv) are satisfied. It is reasonable to ask whether Γ
can be chosen so that (i)–(iv) hold if sensible hypotheses are imposed upon the data F and H . In
this section we furnish one such choice for the matrix-valued weight function Γ .
Firstly we state a result on the asymptotic behaviour of solutions of (10).
Theorem 9. Let F and H be in C([0,∞);Mn(R)). Suppose that there is μ ∈R such that
∞∫
0
∣∣F(t)∣∣e−μt dt < ∞,
∞∫
0
∣∣H(t)∣∣e−μt dt < ∞, (32)
ρ
( ∞∫
0
∣∣H(t)∣∣e−μt dt
)
< 1. (33)
Then the continuous solution R of (10) satisfies
∞∫
0
∣∣R(t)∣∣e−μt dt < ∞, (34)
and Rˆ(μ) = (I − Hˆ (μ))−1Fˆ (μ).
Proof. We only demonstrate (34), since the result is standard. Let T > 0 be arbitrary. We observe
that
T∫
0
∣∣R(t)∣∣e−μt dt 
T∫
0
∣∣F(t)∣∣e−μt dt +
T∫
0
t∫
0
∣∣H(t − s)∣∣e−μ(t−s)∣∣R(s)∣∣e−μs ds dt

T∫ ∣∣F(t)∣∣e−μt dt +
∞∫ ∣∣H(u)∣∣e−μu du
T∫ ∣∣R(s)∣∣e−μs ds.0 0 0
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T∫
0
∣∣R(t)∣∣e−μt dt 
(
I −
∞∫
0
∣∣H(u)∣∣e−μu du
)−1 ∞∫
0
∣∣F(t)∣∣e−μt dt.
Letting T → ∞, we see that ∫∞0 |R(t)|e−μt dt exists as a finite matrix. 
We now apply Theorem 5 in the particular case of Γ (t) = γ (t)I , where γ is a scalar weight
function in the class U(μ): the hypotheses (i)–(iv) are then satisfied under reasonable assump-
tions on the data, and an explicit formula for limt→∞ R(t)/γ (t) is obtained. The result extends
Theorem 5.2 of [2], which applies to scalar equations with a positive subexponential kernels. The
conditions (i)–(iii) abstract and generalise to systems properties that are used to establish many
results for scalar-valued subexponential functions.
Theorem 10. Suppose that the hypotheses of Theorem 9 hold. Suppose also that there is a γ in
U(μ) such that LγF and LγH exist. Then LγR exists and
LγR =
(
I − Hˆ (μ))−1{LγF + LγH Rˆ(μ)}, (35)
or
LγR =
(
I − Hˆ (μ))−1{LγF + LγH (I − Hˆ (μ))−1Fˆ (μ)}. (36)
(35) and (36) are compact and exact asymptotic representations for R(t) as t → ∞. We point
out that they simplify in the case of LγH = 0 and LγF = 0, which would typically happen in
the case of e−μtF (t) → 0 as t → ∞ more slowly than e−μtH(t) → 0.
Remark 11. The characteristic equation for (10) is
det
( ∞∫
0
H(s)e−λs ds − I
)
= 0.
It is important to note that, if (33) holds, the characteristic equation has no roots with Reλ μ.
The extensive theory that gives exponential rates of decay and growth in terms of characteristic
exponents cannot then be employed. This theory is reviewed in, for example, [6, Chapters 2, 3
and 7].
Proof of Theorem 10. Let Γ (t) = γ (t)I , where γ ∈ U(μ). We verify that conditions (i)–(iii) of
Theorem 10 hold. To prove (i), note that (4) gives
lim sup
t→∞
S∫
0
∣∣H(u)∣∣γ (t − u)
γ (t)
du =
S∫
0
∣∣H(u)∣∣e−μu du,
and letting S → ∞ yields the first part of (i) with B := ∫∞0 |H(u)|e−μu du. Similarly, the second
part is true with C := ∫∞0 H(u)e−μu du = Hˆ (μ).
For part (ii), we notice that
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t→∞
t−S∫
S
|H(t − s)|
γ (t − s)
γ (s)γ (t − s)
γ (t)
ds  sup
σ0
|H(σ)|
γ (σ )
lim
t→∞
t−S∫
S
γ (s)γ (t − s)
γ (t)
ds.
Therefore, by taking the limit as S → ∞, Proposition 3 guarantees that the limit of the right-hand
side is zero, as required.
As for (iii), by writing
H(t − s)γ (s)
γ (t)
= H(t − s)
γ (t − s)
γ (t − s)
γ (t)
γ (s),
we see that H(t−s)γ (s)/γ (t) → LγHe−μsγ (s) as t → ∞ uniformly for s in compact intervals.
We should therefore define J (s) := e−μsγ (s)LγH , s  0. By (2), J is integrable.
Since property (iv) is true by hypothesis, we may apply Theorem 10 to show that LγR exists
and is given by either of the formulae (36) or (35). 
An immediate corollary of Theorem 10 and Proposition 4 is a formula giving the asymptotic
behaviour of the solution U : [0,∞) → Mn(R) of
U(t) = H(t) +
t∫
0
H(t − s)U(s) ds, t  0. (37)
The significance of U is that it is the resolvent associated with
y(t) = f (t) +
t∫
0
H(t − s)y(s) ds, t  0. (38)
Corollary 12. Suppose that H and Γ satisfy the hypotheses of Theorem 10. Then the solution U
of (37) is continuous and integrable, with
LγU =
(
I − Hˆ (μ))−1LγH (I − Hˆ (μ))−1. (39)
If in addition Lγ f exists, then the solution y of (38) satisfies
Lγ y =
(
I − Hˆ (μ))−1{Lγ f + LγH (I − Hˆ (μ))−1fˆ (μ)}.
4. Asymptotic decay of solutions of integro-differential equations
In this section we study the solution R : [−τ,∞) → Mn(R) of
R′(t) = AR(t) +
p∑
i=1
AiR(t − τi) +
t∫
0
K(t − s)R(s) ds, t > 0, (40a)
R(0) = I, R(t) = 0, −τ  t < 0, (40b)
where τ = max τi . We show that this resolvent solves a Volterra integral equation of the
form (10). The asymptotic behaviour of R(t) as t → ∞ is then deduced from the results in
Section 3.
The resolvent Z associated with the purely point delay part of (40) is defined to be the solution
of
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p∑
i=1
AiZ(t − τi), t > 0, (41a)
Z(0) = I, Z(t) = 0, −τ  t < 0. (41b)
Some asymptotic properties of Z are related to the roots of the characteristic equation:
det
(
λI − A −
p∑
i=1
Aie
−τiλ
)
= 0. (42)
Proposition 13. Let A ∈ Mn(R), Ai ∈ Mn(R) and τi > 0 for each i = 1, . . . , p. Let Z be the
solution Z of (41). Then the following conditions are equivalent:
(i) Z is in L1(0,∞;Mn(R));
(ii) Z(t) → 0 as t → ∞;
(iii) there are constants c > 0 and α > 0 such that |Z(t)| ce−αtE for all t  0;
(iv) every root λ of (42) has the property that Reλ < 0.
Suppose that Z is in L1(0,∞;Mn(R)). If α is as in (iii) and −α < μ 0, then
∞∫
0
∣∣Z(t)∣∣e−μt dt < ∞, (43)
μI − A −
p∑
i=1
Aie
−μτi is invertible,
(
μI − A −
p∑
i=1
Aie
−μτi
)
Zˆ(μ) = I. (44)
Proof. Details of the aforementioned equivalences can be found in [12, Chapters 6 and 7], par-
ticularly Lemma 6.5.3 and Corollary 7.6.1. The remainder of the result is from [13].
If −α < μ 0, Z obeys (43) because (iii) implies that
∞∫
0
∣∣Z(t)∣∣e−μt dt  c
∞∫
0
e−(α+μ)t dtE < ∞.
By multiplying (41a) by e−μt , integrating over [0, T ] and using (41b), we see that
Z(T )e−μT − I + μ
T∫
0
Z(t)e−μt dt = A
T∫
0
Z(t)e−μt dt +
p∑
i=1
Aie
−μτi
T−τi∫
0
Z(s)e−μs ds.
The result follows by taking limits as T → ∞, since μ ∈ (−α,0] forces e−μT Z(T ) → 0 as
T → ∞. 
The resolvent Z enables us to give a representation for Y : [−τ,∞) → Mn(R) solving
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p∑
i=1
AiY (t − τi) + G(t), t > 0, (45a)
Y(0) = I, Y (t) = 0, −τ  t < 0, (45b)
where G is in C([0,∞);Mn(R)). Indeed the solutions of (45) can be represented as
Y(t) = Z(t) + (Z ∗ G)(t), t  0. (46)
Since R satisfies (40), it follows that
R(t) = Z(t) +
t∫
0
H(t − s)R(s) ds, t  0, (47)
where the kernel H is given by
H(t) =
t∫
0
Z(t − s)K(s) ds, t  0. (48)
Since (47) has the same form as (10), we can now apply Theorems 5 and 9 to obtain results
concerning the asymptotic behaviour of solutions of (40).
Theorem 14. Let A ∈ Mn(R), Ai ∈ Mn(R) and τi > 0 for each i = 1, . . . , p. Suppose the solu-
tion Z of (41) is integrable, and that α > 0 is as in (iii) of Proposition 13. Assume that K is in
C([0,∞);Mn(R)) and there exists μ ∈ (−α,0] such that
∞∫
0
∣∣K(t)∣∣e−μt dt < ∞. (49)
Let R be the solution of (40).
(i) If R obeys
∞∫
0
∣∣R(t)∣∣e−μt dt < ∞, (50)
then limt→∞ e−μtR(t) = 0, and
P(μ) := μI − A −
p∑
i=1
Aie
−μτi − Kˆ(μ) is invertible, (51)
P(μ)Rˆ(μ) = I. (52)
(ii) R obeys (50) if
ρ
( ∞∫
0
∣∣(Z ∗ K)(s)∣∣e−μs ds
)
< 1. (53)
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[0, T ] lead to
μ
T∫
0
R(t)e−μt dt + R(T )e−μT − I = A
T∫
0
R(s)e−μs ds +
p∑
i=1
Aie
−μτi
T−τi∫
0
R(s)e−μs ds
+
T∫
0
( T−s∫
0
K(u)e−μu du
)
R(s)e−μs ds,
where (40b) has also been used. By letting T → ∞, and using (49) and (50), we see that
limT→∞ R(T )e−μT exists. Thus, as R obeys (50), we must have limT→∞ R(T )e−μT = 0.
Therefore by taking limits as T → ∞, we can deduce that (52) holds and hence that P(μ) is
invertible.
The assertion in part (ii) is a simple consequence of Theorem 9. 
Theorem 15. Suppose that the hypotheses of Theorem 14 hold and that (53) is true. Let α be as
in (iii) of Proposition 13, −α < μ  0 and γ in U(μ). Suppose that LγK exists. Let R be the
solution of (40). Then LγR exists and is given by
LγR = P(μ)−1(LγK)P (μ)−1, (54)
where P(μ) is given by (51). Moreover LγR′ exists and
LγR
′ = μLγR. (55)
Proof. Firstly we write γ (t) = eμt δ(t) where δ is a function in U(0). Since α + μ > 0 and δ
obeys (5), it follows that
|Z(t)|
γ (t)
 c e
−αt
eμt δ(t)
E = c
e(α+μ)t δ(t)
E → 0 as t → ∞.
Therefore LγZ = 0. Since H = Z ∗ K , (43) and (49) imply that
∞∫
0
∣∣H(t)∣∣e−μt dt 
∞∫
0
∣∣Z(s)∣∣e−μs ds
∞∫
0
∣∣K(u)∣∣e−μu du < ∞.
Next, as LγK and LγZ = 0 exist, it is a consequence of Proposition 4 that
LγH = Zˆ(μ)LγK. (56)
(53), expressed in terms of H , is merely (33). Thus we may conclude from Theorem 10 that LγR
exists and is given by
LγR =
[
I − Zˆ(μ)Kˆ(μ)]−1Zˆ(μ)(LγK)Rˆ(μ) = [I − Zˆ(μ)Kˆ(μ)]−1Zˆ(μ)(LγK)P (μ)−1.
We now show that[
I − Zˆ(μ)Kˆ(μ)]−1Zˆ(μ) = P(μ)−1, (57)
which gives the formula (54). By (44) and (51) Zˆ(μ)−1 = P(μ) + Kˆ(μ), and so P(μ) =
Zˆ(μ)−1[I − Zˆ(μ)Kˆ(μ)], whence (57).
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using (51), (52) and (54), we get
LγR
′ =
[
A +
p∑
i=1
Aie
−μτi + Kˆ(μ)
]
LγR + (LγK)Rˆ(μ)
=
[
A +
p∑
i=1
Aie
−μτi + Kˆ(μ)
]
P(μ)−1(LγK)P (μ)−1 + (LγK)P (μ)−1
= [(μI − P(μ))P(μ)−1 + I ](LγK)P (μ)−1.
This and (54) imply (55). 
We now give a corollary of Theorem 15 for solutions of the problem
x′(t) = Ax(t) +
p∑
i=1
Aix(t − τi) +
t∫
0
K(t − s)x(s) ds + f (t), t > 0, (58a)
x(t) = φ(t), −τ  t  0. (58b)
With the resolvent R, we can represent the solutions of (58) in the form
x(t) = R(t)φ(0) +
t∫
0
R(t − s)φ˜(s) ds +
t∫
0
R(t − s)f (s) ds, t  0, (59)
where, if χJ denotes the indicator function of a set J ,
φ˜(t) =
p∑
i=1
Aiφ
(
min(t − τi,0)
)
χ[0,τi ](t), t  0. (60)
Corollary 16. Suppose that the hypotheses of Theorem 15 hold. Suppose also that φ : [−τ,0] →
R
n and f : [0,∞) → Rn are continuous and that Lγ f exists. Then for the solution x of (58),
Lγ x exists and is given by
Lγ x = P−1(μ)
[
(LγK)xˆ(μ) + Lγ f
]
, (61)
where P(μ) is defined in (51) and
xˆ(μ) = P−1(μ)
(
φ(0) +
p∑
i=1
Ai
0∫
−τi
φ(s)e−μs ds + fˆ (μ)
)
. (62)
Proof. By applying Proposition 4 to the representation (59) and noticing that Lγ φ˜ = 0, we
obtain
Lγ x = LγR
(
φ(0) + ˆ˜φ(μ) + fˆ (μ))+ Rˆ(μ)Lγ f. (63)
We note that ˆ˜φ(μ) exists and is given by
ˆ˜
φ(μ) =
∞∫
φ˜(s)e−μs ds =
p∑
i=1
Ai
0∫
φ(s)e−μs ds, (64)0 −τi
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P(μ)xˆ(μ) = φ(0) + ˆ˜φ(μ) + fˆ (μ). (65)
Substitution of this and (54) into (63) yields (61). (62) is a consequence of (64) and (65). 
The corresponding limits for the solutions of Itô–Volterra integral equations have the same
form as (61), when the noise perturbation is sufficiently small. See [14] and its references.
We remark that (61) simplifies in the cases (i) of the perturbation being large in comparison
with the kernel in the sense that LγK = 0 and Lγ f = 0, and (ii) of the perturbation being small
in the sense that LγK = 0 and Lγ f = 0. In these two cases it is seen that the decay rate is
determined by the slower rate of decay between K and f .
It is now shown, under the additional conditions that Z(t) and K(t) have nonnegative values,
that hypothesis (53) is necessary and sufficient for the solution R of (40a) to obey the condition
(50), and that (53) has an equivalent formulation in terms of the data for the problem. Explicit
conditions on the data that guarantee that Z(t)  0 can be found in [13]; however, in the case
when there are no delay terms in (41a), the simple condition Aij > 0 for all i = j suffices. See
[15] for related explicit conditions on the data that ensure the asymptotic stability and integrabil-
ity of solutions R of (40).
Proposition 17. Suppose that the hypotheses of Proposition 13 and Theorem 14 hold, and that
K(t) 0 and Z(t) 0 for all t  0. Then the solution R satisfies (50) if only if (53) holds, and
(53) is equivalent to
ρ
([
μI − A −
p∑
i=1
Aie
−μτi
]−1
Kˆ(μ)
)
< 1. (66)
Proof. Suppose that R obeys (50). It has been noted in (57) that I − Zˆ(μ)Kˆ(μ) is invertible.
Because Zˆ(μ)Kˆ(μ) 0, it follows that
ρ
(
Zˆ(μ)Kˆ(μ)
)
< 1. (67)
Because K and Z are nonnegative, it follows from (44)
∞∫
0
∣∣(Z ∗ K)(t)∣∣e−μt dt =
∞∫
0
Z(t)e−μt dt
∞∫
0
K(t)e−μt dt = Zˆ(μ)Kˆ(μ),
so that (53) is equivalent to (67). Due to (44), (67) can also be expressed as (66).
Conversely Theorem 14 asserts that (53) forces R to obey (50). 
Remark 18. (53) is true if Kˆ(μ) is sufficiently small. For if
ρ
( ∞∫
0
∣∣Z(s)∣∣e−μs dsE
)
<
1

for some  > 0,
then (53) holds if ∫∞0 |K(s)|e−μs ds < E. This is a consequence of
ρ
( ∞∫
0
∣∣(Z ∗ K)(t)∣∣e−μt dt
)
 ρ
(|Zˆ|(μ)|Kˆ|(μ)) ρ
(

∞∫
0
∣∣Z(s)∣∣e−μs ds E
)
.
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zero of the scalar second order Volterra integro-differential equation
y′′(t) = a0y(t) + a1y′(t) + (k0 ∗ y)(t) + (k1 ∗ y′)(t), t > 0, (68a)
y(0) = ξ0, y′(0) = ξ1, (68b)
by writing the equation as a two-dimensional system. We find that
x′(t) = Ax(t) +
t∫
0
K(t − s)x(s) ds, t > 0; x(0) = ξ, (69)
where
x(t) =
(
y(t)
y′(t)
)
, A =
(
0 1
a0 a1
)
, K(t) =
(
0 0
k0(t) k1(t)
)
, ξ =
(
ξ0
ξ1
)
.
Proposition 19. Suppose that k0 and k1 are in C([0,∞);R) ∩ L1((0,∞),R), and that there is
a subexponential function γ such that Lγ k0 and Lγ k1 exist. If a0 < 0, a1 < 0 and
∫∞
0 |k0(s)|ds
and
∫∞
0 |k1(s)|ds are sufficiently small, then the solution y of (68) is such that Lγ y and Lγ y′
both exist, with
Lγ y = 1
c20
[
(−c1Lγ k0 + c0Lγ k1)ξ0 + Lγ k0ξ1
]
, Lγ y
′ = 0, (70)
where
c0 = a0 +
∞∫
0
k0(s) ds, c1 = a1 +
∞∫
0
k1(s) ds. (71)
Proof. The solution of Z′(t) = AZ(t) satisfying Z(0) = I , given by Z(t) = etA, is integrable if
a0 < 0 and a1 < 0. Moreover, Remark 18 shows that the other hypotheses of Corollary 16 hold
if the integrals of |k0| and |k1| are sufficiently small. Then the solution x has the property that
Lγ x = P−1(LγK)P−1ξ,
where
−P =
(
0 1
c0 c1
)
, LγK =
(
0 0
Lγ k0 Lγ k1
)
,
where c0 and c1 are given in (71). The result follows. 
5. Application to compartmental systems
We investigate a linear model of compartmental systems with discrete and continuous lags:
it is more general than that in [16] but much less general than [17]. For a more recent survey
article, see [18].
Consider a system of n compartments connected by pipes, so that the flow from one compart-
ment to the another is not instantaneous. Delays represent discrete transfer times and integrals
represent distributed transfer times. The concentration xi(t) in the ith compartment at time t is
supposed to satisfy the integro-differential equation
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n∑
j=0
(αji + βji)xi(t) +
n∑
j=1
αij xj (t − τij ) +
n∑
j=1
βij
t∫
0
κij (t − s)xj (s) ds + Ii(t).
(72)
It is natural to assume that the data satisfies αij  0, βij  0, κij (t)  0, Ii(t)  0 and∫∞
0 κij (s) ds = 1; and that the initial conditions obey xi(0)  0 and
∑n
i=1 xi(0) > 0. We addi-
tionally ask that α0i , the rate at which mass leaks from the ith compartment to the environment,
satisfies α0i > 0 for all i = 1, . . . , n.
In the notation of Section 4, the fundamental solution for the problem without distributed
delays, viz. (41), has the component-wise form
z′ik(t) = −
n∑
j=0
(αji + βji)zik(t) +
n∑
j=1
αij zjk(t − τij ), t > 0, (73)
where Z(t) = (zik(t)) and
Z(0) = I, Z(t) = 0, t ∈ [−τ,0),
and τ = maxi,j τij . Using this notation, we have
A =
⎛
⎜⎝
−∑nj=0(αj1 + βj1) · · · 0
...
. . .
...
0 · · · −∑nj=0(αjn + βjn)
⎞
⎟⎠ , (74)
and
A +
∑
Ai =
⎛
⎜⎝
−∑nj=0(αj1 + βj1) + α11 · · · α1n
...
. . .
...
αn1 · · · −∑nj=0(αjn + βjn) + αnn
⎞
⎟⎠ . (75)
Since αij  0, it follows that Z(t) 0 for all t  0. Furthermore, since A +∑Ai is diagonally
dominant with negative terms on the diagonal, it is invertible with positive inverse. Therefore, by
[13, Theorem 3.1], we have that Z ∈ L1((0,∞);Mn(R)).
We can identify K in Section 4 by K(t) = (kij (t)) with kij (t) = βij κij (t), t  0, and therefore
∞∫
0
K(t) dt =
⎛
⎝β11 · · · β1n... . . . ...
βn1 · · · βnn
⎞
⎠ .
By defining C = (A+∑Ai)−1 ∫∞0 K(t) dt , Proposition 19 tells us that R ∈ L1((0,∞);Mn(R))
if and only if ρ(C) < 1. We notice that ρ(C) < 1 once, for example, all the βij s are sufficiently
small. Due to Proposition 19, (53) then holds. With P defined as in (51), we have
−P =
⎛
⎜⎝
−∑nj=0(αj1 + βj1) + α11 + β11 · · · α1n + β1n
...
. . .
...
αn1 + βn1 · · · −∑nj=0(αjn + βjn) + αnn + βnn
⎞
⎟⎠ .
Suppose now that γ is subexponential and that
λij := βij lim
t→∞
κij (t)
exists for all i, j = 1, . . . , n.γ (t)
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fading, though quite strong, dependence on the amount of material in container j in the distant
past. Thus the system does not clear quickly, and we might expect that the concentration reaches
its equilibrium level slowly, and this is exactly what Theorem 15 allows us to infer.
If Λ = (λij ), we have LγK = Λ, and it follows from Theorem 15 that
LγR = P−1ΛP−1, LγR′ = 0.
Moreover, if Lγ I exists, it follows from Corollary 16 that Lγ x exists, with the formula for Lγ x
given by (61). Here I (t) = (I1(t), . . . , In(t)), and should not be confused with the identity in
Mn(R).
Appendix A. Implicit asymptotic formula for solutions of nonconvolution equations
The convolution structure is not used in the proof of Theorem 5, which really concerns the
nonconvolution equation (24). We state here the corresponding result for nonconvolution equa-
tions. To establish it, only minor notational changes need be made to the proof of Theorem 5.
Theorem A.1. Let A be in C(R+ ×R+;Mn(R)) with A(t, s) = 0 for all 0 t < s. Suppose that
G is in C(R+;Mn(R)) and that limt→∞ G(t) exists. Let Q be the continuous solution of
Q(t) = G(t) +
t∫
0
A(t, s)Q(s) ds, t  0.
Suppose that A further satisfies the following conditions.
(i) The matrices B and C defined by
B = lim sup
S→∞
(
lim sup
t→∞
S∫
0
∣∣A(t, t − u)∣∣du
)
,
C = lim
S→∞
(
lim
t→∞
S∫
0
A(t, t − u)du
)
,
are both finite matrices, and ρ(B) < 1.
(ii) A satisfies
lim sup
S→∞
(
lim sup
t→∞
t−S∫
S
∣∣A(t, s)∣∣ds
)
= 0.
(iii) There is an integrable function J : [0,∞) → Mn(R) such that
A(t, s) → J (s) as t → ∞ uniformly for 0 s  S, for every S > 0.
Then limt→∞ Q(t) exists and
lim
t→∞Q(t) = (I − C)
−1
{
lim
t→∞G(t) +
∞∫
0
J (s)Q(s) ds
}
.
J.A.D. Appleby et al. / J. Math. Anal. Appl. 320 (2006) 56–77 77References
[1] J. Chover, P. Ney, S. Wainger, Functions of probability measures, J. Anal. Math. 26 (1972) 255–302.
[2] J.A.D. Appleby, D.W. Reynolds, Subexponential solutions of linear Volterra integro-differential equations and tran-
sient renewal equations, Proc. Roy. Soc. Edinburgh Sect. A 132 (2002) 521–543.
[3] J.A.D. Appleby, I. Gyo˝ri, D.W. Reynolds, Subexponential solutions of scalar linear integro-differential equations
with delay, Funct. Differ. Equ. 11 (2004) 11–18.
[4] J.A.D. Appleby, D.W. Reynolds, On the non-exponential convergence of asymptotically stable solutions of linear
scalar Volterra integro-differential equations, J. Integral Equations Appl. 14 (2002) 109–118.
[5] J.A.D. Appleby, D.W. Reynolds, Subexponential solutions of linear integro-differential equations, Proc. Dyn. Syst.
Appl. IV (2004) 488–494.
[6] G. Gripenberg, S.-O. Londen, O. Staffans, Volterra Integral and Functional Equations, Encyclopedia Math. Appl.,
vol. 34, Cambridge Univ. Press, 1990.
[7] I.M. Gelfand, D.A. Raikov, G.E. Shilov, Commutative Normed Rings, Chelsea, New York, 1964.
[8] G.S. Jordan, R.L. Wheeler, Weighted L1-remainder theorems for resolvents of Volterra equations, SIAM J. Math.
Anal. 11 (1980) 885–900.
[9] D.F. Shea, S. Wainger, Variants of the Wiener–Lévy theorem, with applications to stability problems for some
Volterra integral equations, Amer. J. Math. 97 (1975) 312–343.
[10] N.H. Bingham, C.M. Goldie, J.L. Teugels, Regular Variation, Encyclopedia Math. Appl., vol. 27, Cambridge Univ.
Press, 1989.
[11] V.P. Chistyakov, A theorem on sums of independent positive random variables and its application to branching
random processes, Theory Probab. Appl. 9 (1964) 640–648.
[12] J.K. Hale, S.M.V. Lunel, Introduction to Functional Differential Equations, Appl. Math. Sci., Springer-Verlag, 1993.
[13] I. Gyo˝ri, Interaction between oscillations and global asymptotic stability in delay differential equations, Differential
Integral Equations 3 (1990) 181–200.
[14] J.A.D. Appleby, Subexponential solutions of linear Itô–Volterra equations with a damped perturbation, Funct. Dif-
fer. Equ. 11 (2004) 5–10.
[15] I. Gyo˝ri, Stability in a class of integrodifferential systems, in: Recent Trends in Differential Equations, World Sci-
entific, New Jersey, 1992, pp. 269–284.
[16] I. Gyo˝ri, J. Eller, Compartmental systems with pipes, Math. Biosci. 53 (1981) 223–247.
[17] I. Gyo˝ri, Connections between compartmental systems with pipes and integro-differential equations, Math. Mod-
elling 7 (1986) 1215–1238.
[18] J.A. Jacquez, C.P. Simon, Qualitative theory of compartmental systems with lags, Math. Biosci. 180 (2002) 329–
362.
