Abstract. We study Green functions for stationary Stokes systems satisfying the conormal derivative boundary condition. We establish existence, uniqueness, and various estimates for the Green function under the assumption that weak solutions of the Stokes system are continuous in the interior of the domain. Also, we establish the global pointwise bound for the Green function under the additional assumption that weak solutions of the conormal derivative problem for the Stokes system are locally bounded up to the boundary. We provide some examples satisfying such continuity and boundedness properties.
Introduction
In this paper, we are concerned with construction and pointwise estimates for Green functions for stationary Stokes systems with the conormal derivative boundary condition in a bounded domain Ω ⊂ R d , d ≥ 3. Let L be a second-order elliptic operator in divergence form where ν = (ν 1 , . . . , ν d ) ⊤ is the outward unit normal to ∂Ω, BG(·, y) is the conormal derivative of G(·, y) on ∂Ω associated with L, δ y is the Dirac delta function concentrated at y, and I is the d × d identity matrix; see Section 2 for a more precise definition of the Green function.
Our focus in this paper is to find minimal regularity assumptions on the coefficients and on the boundary of the domain for the existence of the Green function (G, (Ω) function is well defined. See [5] for the Neumann Green functions of elliptic and parabolic systems with the normalization condition (1.3) and [6] for that of elliptic systems with the normalization condition (1.4 ).
An easy consequence of our results combined with the L q -estimates for the Stokes system established in [4] is the following. If A αβ are merely measurable in one direction, which may differ depending on the local coordinates, and have small mean oscillations in the other directions (variably partially BMO) and the domain is Reifenberg flat, then the Green function exists and satisfies the global pointwise bound (1.2); see Appendix. We note that Stokes systems with such type of variable coefficients can be used to describe the motion of inhomogeneous fluids with density dependent viscosity and two fluids with interfacial boundaries; see [9, 10] and the references therein. It also can occur when performing a change of coordinates or when flattening the boundary; see [8] .
As such, Stokes systems with variable coefficients were discussed in many papers. With regard to the Green function of the Dirichlet problem, we refer the recent papers [7, 8] . In [7] , the authors proved the existence and pointwise estimates of Green functions in a bounded C 1 domain when d ≥ 3 and coefficients have vanishing mean oscillations. The corresponding results for the fundamental solution and the Green function on a half space were obtained in [8] when coefficients are merely measurable in one direction and have small mean oscillations in the other directions (partially BMO). See also [15] for the asymptotic behavior of the Green function for Stokes system with oscillating periodic coefficients. Regarding the regularity theory, we refer the reader to [9, 10, 4] for Stokes system with variably partially BMO coefficients, and [7, 2] for Stokes system with coefficients having small mean oscillations in all directions. See also [14] for the homogenization theory of Stokes system with periodic coefficients. On the other hand, we are unable to find any literature explicitly dealing with the Green function satisfying the conormal derivative boundary condition for Stokes system with variable coefficients. With respect to the classical Stokes system with the Laplace operator ∆u + ∇p = f, the Neumann Green function was studied by Maz'ya-Rossmann. In [20] , they obtained estimates for the Green function of a mixed boundary value problem (containing the Neumann boundary value problem) on a polyhedral cone in R 3 . See also [22] for the Green function of the mixed problem in a two dimensional domain. Regarding the Green function for the Dirichlet problem, we refer the reader to Maz'ya-Plamensvskiȋ [19] , where the authors proved the existence and the pointwise bound for the Green function in three-dimensional domains of polyhedral type. For this line of research, see [23, 24] and the references therein. We also refer to [21] for the Green function on a Lipschitz domain in R 2 or R 3 , and [3, 11] for the fundamental solution of the Stokes system.
Our argument in establishing the existence of the Green function is based on techniques used in Grüter-Widman [13] and Hofmann-Kim [16] , where the authors considered Green functions for elliptic equations and systems with measurable coefficients. The key for obtaining the Green function lies in constructing a sequence of approximated Green functions, getting uniform estimates for the sequence, and applying a compactness theorem. In this paper, to establish the existence of the Green function (G, Π), we refine the techniques for the uniform estimates since the presence of the pressure term Π makes the argument more involved.
In a subsequent paper, we will study Green functions (G, Π) for Stokes systems with measurable coefficients in two dimensional domains. In this case, G should have a logarithmic growth. As a matter of fact, our method breaks down and is not applicable in the two dimensional case.
The remainder of this paper is organized as follows. In Section 2, we state our main results along with some notation, assumptions, and the definition of the Green function. We provide some auxiliary results in Section 3. In Sections 4 and 5, we prove the main theorems. Finally we provide some applications of our results in Appendix.
Main results
Throughout the paper, we denote by Ω a bounded domain in the Euclidean space
For any x ∈ Ω and r > 0, we write Ω r (x) = Ω ∩ B r (x), where B r (x) is the usual Euclidean ball of radius r centered at x. For 1 ≤ q ≤ ∞, we denote by W 1 q (Ω) the usual Sobolev space. We definẽ
Let L be an elliptic operator in divergence form
where the coefficients A αβ satisfy the strong ellipticity condition (1.1). We denote by Bu = A αβ D β uν α the conormal derivative of u on the boundary of Ω associated with L. The adjoint operator L * and the conormal derivative operator B * associated with L * are defined by
is a weak solution of the problem
is a weak solution of the adjoint problem Definition 2.1 (Green function). We say that (G, Π) is a Green function of L in a bounded domain Ω if it satisfies the following properties: (a) For any y ∈ Ω and r > 0,
in the sense that, for any k ∈ {1, . . . , d} and φ ∈ W
where G ·k (·, y) is the k-th column of G(·, y).
then for a.e. y ∈ Ω, we have
We remark that the property (c) in the above definition together with the solvability of the conormal derivative problem inW
2) gives the uniqueness of a Green function in the sense that, if (G,Π) is another Green function satisfying the above properties, then for each
for a.e. y ∈ Ω. We also note that the definition of the Green function depends on the normalization condition. In the above definition, the Green function satisfies Ω G(x, y) dx = 0. On the other hand, if Ω is a Lipschitz domain so that the boundary trace of a W 
LG(·, y) + ∇Π(·, y) = −δ y I in Ω,
We make the following assumptions to construct the Green function for L in Ω.
Remark 2.1. It is known that Assumption 2.2 holds when Ω is an extension domain, in particular, when Ω is a Reifenberg flat domain as in Assumption 6.1 (ii); see, for instance, [17, 18] .
The following assumption holds, for instance, when the coefficients A αβ are variably partially BMO; see Appendix. 
and there exists a measure zero set N y ⊂ Ω such that
Moreover, for any x, y ∈ Ω satisfying
where
. Furthermore, the following estimates hold for all y ∈ Ω and 0 < R < min{R 0 , dist(y, ∂Ω)}:
In the above, the constant C depends only on d, λ, K 0 , and A 0 , and C q depends also on q.
Remark 2.2. Let (G, Π) and (G * , Π * ) be Green functions for L and L * , respectively, constructed in Theorem 2.4. Assume that (u, p) ∈W
, and g ∈ L ∞ (Ω). Then for a.e. y ∈ Ω, it holds that
Using this together with (2.5), we have
To obtain the global pointwise bound for G(x, y), we impose the following assumption. We note that the assumption holds, for instance, when the coefficients A αβ of L are variably partially BMO and Ω is a Reifenberg flat domain; see Appendix. 
The same statement holds true when L is replaced by L * .
Remark 2.3. In the above assumption and throughout the paper, (u, p) is said to satisfy (2.7) if div u = 0 in Ω R (x 0 ) and
Let (G, Π) be the Green function constructed in Theorem 2.4 under Assumptions 2.2 and 2.3. If we assume Assumption 2.5 (in addition to Assumptions 2.2 and 2.3), then we have
for any x, y ∈ Ω with 0 < |x − y| < R 0 , (2.8)
If we further assume that there exists a constant θ > 0 satisfying
then for any y ∈ Ω and 0 < R < R 0 , the following estimates hold:
In the above, the constant C depends only on d, λ, m 0 , K 0 , A 0 , A 1 , and θ, and C q depends also on q.
Remark 2.4. If |x − y| ≥ R 0 , then G(x, y) is bounded by a constant depending only on R 0 and the parameters for the constant C in (2.8). See (5.15) for more details. Thus in (2.8), one can remove the condition |x − y| < R 0 if we allow the constant C to depend also on R 0 and diam Ω.
Auxiliary results
In this section, we derive some auxiliary results which will be used in the proofs of the main theorems. We do not impose any regularity assumption on the coefficients A αβ of the operator L.
where the constant C depends only on d.
The following lemma is regarding the W 1,2 -estimate and solvability for the Stokes system.
Moreover, we have
Proof. Notice from (2.3) thatW 1 2 (Ω) is a Hilbert space with the inner product
Then the proof of the lemma is almost the same as that of [7, Lemma 3.2] . We omit the details.
We have the following Caccioppoli-type inequalities for the Stokes system.
,
Assume that there exist constants θ > 0 and
Proof. We only prove the second assertion of the lemma because the first is the same with obvious modifications.
We extend p to B r (x 0 ) so that (p) Br (x0) = 0 and p L2(Br (x0)) is comparable to p L2(Ωr(x0)) . By the existence of solutions to the divergence equation (with the homogeneous Dirichlet boundary condition and the right-hand side having zero mean) in a ball, there exists φ ∈W
where C = C(d, θ). We extend φ by zero on Ω \ B r (x 0 ) and apply it as a test function to (3.1) to get
3)
where C = C(d, λ, θ). Let 0 < ρ < r ≤ R and η be a smooth function on
Applying η 2 u as a test function to (3.1) and using (3.3), we have
Multiplying ε k and summing the estimates, we obtain that
Therefore, we get the desired estimate (3.2) from (3.3) and the above inequality. The lemma is proved.
Approximated Green functions
Throughout this section, we assume that the hypotheses of Theorem 2.4 hold. Under the hypotheses, we shall construct an approximated Green function and derive its various interior estimates. We mainly follow the arguments in HofmannKim [16] .
Let y ∈ Ω, ε ∈ (0, 1], and k ∈ {1, . . . , d}. We denote by (v, π) = (v ε,y,k , π ε,y,k ) the solution inW
where e k is the k-th unit vector in R d and
Here, I Ωε(y) is the characteristic function. Note that, for each ε ∈ (0, 1] and
where Φ ε,y e k is a bounded function. Thus, by Assumption 2.3 there exists a version of v in B R (x) which is continuous on B R/2 (x). Then there is a versionṽ of v such thatṽ = v a.e. in Ω andṽ is continuous in Ω. We define the approximated Green
By Lemma 3.2, we have
In the lemma below, we obtain the pointwise bound for the approximated Green function.
we have
Proof. Let x, y ∈ Ω and k ∈ {1, . . . , d}. Denote
Then by Assumptions 2.2 and 2.3, we have 5) where the last inequality is due to Lemma 3.2 and C = C(d, λ, K 0 , A 0 ). Since we have
by (4.5) and the fact that ε < R/2, we get
for any x ∈ Ω and 0 < 2ε < R < min{R 0 , dist(y, ∂Ω)}. Assume
Since B R (x) ⊂ Ω and B R (x) ∩ B ε (y) = ∅, we obtain by (4.1) that
By Assumption 2.3 and a well known argument (see [12, pp. 80 -82]), we have
Thus, using (4.6) and the continuity of v, we get
5 dist(y, ∂Ω) , and 0 < ε < R/4. For k ∈ {1, . . . , d}, we set
Then we have
Proof. Recall the notation (4.4), and set
Since (π) BR(y)\B R/2 (y) = 0, by the existence of solutions to the divergence equation (see, for instance, [1] ), there exists a function φ ∈W
and
Here, by a scaling argument, one can check that the constant C in the above inequality depends only on d. We extend φ by zero on R d \ (B R (y) \ B R/2 (y)) and apply φ as a test function to (4.1) to get
By Hölder's inequality, the Sobolev inequality, (4.7), and the fact that |B R | ≤ |Ω|, we have
where C = C(d). Combining (4.8) and (4.9), and using Hölder's inequality and Young's inequality, we see that
where C = C(d, λ). Let z ∈ B R (y) \ B R/2 (y), and observe that
Using Lemma 3.3 (a) and the fact that
where C = C(d, λ). Since the above inequality holds for any z ∈ B R (y) \ B R/2 (y), by a covering argument, we have
Combining (4.10) and the above inequality, we get the desired estimate.
Based on Lemmas 4.1 and 4.2, we obtain the following uniform estimates for (G ε (·, y), Π ε (·, y)) away from the pole y. Lemma 4.3. Let y ∈ Ω, 0 < R < min{R 0 , dist(y, ∂Ω)}, and 0 < ε ≤ 1. Then we have 12) where
Proof. Fix y ∈ Ω and k ∈ {1, . . . , d}. Recall the notation (4.4). We first prove that the estimate (4.11) holds. Certainly, we may assume that 0 < R <
which gives (4.11). Assume 0 < ε < R/16, and let η be an infinitely differentiable function on
Applying (1 − η) 2 v as a test function to (4.1), we have
Notice from (v) Ω = 0 and (4.6) that
where C = C(d, λ, K 0 , A 0 ). To estimate I 1 , we use div v = 0 to get
. Then by Hölder's inequality and Lemma 4.2, we find
where C = C(d, λ). Combining (4.14) and the estimates of I 1 and I 2 , we have
where C = C(d, K 0 ). This together with (4.15) and (4.6) yields that
Since we have
for all x ∈ B 5R/4 (y) \ B R/4 (y), we obtain by Lemma 4.1 that
Therefore, we get the estimate (4.11) from (4.17) and the above inequality. We now turn to the estimate (4.12). Similar to the above, it suffices to show the estimate with 0 < R < 1 3 dist(y, ∂Ω) and 0 < ε < R/16. By Lemma 3.1 and (2.3), there exists φ ∈W
We apply (1 − η)φ as a test function to (4.1), where η is as in (4.13), to get ,
. Combining these together and using Hölder's inequality, we have
and thus, by (4.19) and |B R | ≤ |Ω|, we obtain
This inequality together with Lemma 4.2 and (4.11) implies (4.12). The lemma is proved.
From Lemma 4.3, we get the following uniform weak type estimates.
Lemma 4.4. Let y ∈ Ω and 0 < ε ≤ 1. Then we have
Proof. We only prove the last inequality because the others are the same with obvious modifications. For y ∈ Ω and t > min{R 0 , dist(y, ∂Ω)} 1−d , we set
Then by (4.12), we have
On the other hand, we have
Combining the above inequalities, we get the desired estimate.
The following uniform L q -estimates are easy consequences of Lemma 4.4.
Lemma 4.5. Let y ∈ Ω, 0 < R < min{R 0 , dist(y, ∂Ω)}, and 0 < ε ≤ 1. Then we have
Proof. We only prove the last inequality because the others are the same with obvious modifications. Let y ∈ Ω, 0 < R < min{R 0 , dist(y, ∂Ω)}, and q ∈ [1, d/(d − 1)), and set
Then we have
Notice from the last inequality in Lemma 4.4 that
Proofs of main theorems
Throughout this section, for y ∈ Ω and ε ∈ (0, 1], we denote by (G ε (·, y), Π ε (·, y)) the approximated Green function constructed in Section 4. tending to zero and a pair (G(·, y), Π(·, y)) such that for 0 < R < min{R 0 , dist(y, ∂Ω)},
and 
By taking ρ → ∞ and using the continuity of u, we have
The estimates i) and ii) in the theorem are easy consequences of Lemma 4.3 and (5.1). Thus following the proofs of Lemmas 4.4 and 4.5, we see that the estimates iii) -viii) hold. To show (2.6), let x, y ∈ Ω with 0 < |x − y| < 1 2 min{R 0 , dist(y, ∂Ω)}, and denote r = |x − y|/2.
LG(·, y)
by Assumption 2.3, Hölder's inequality, and the estimate i) in the theorem, we have
where C = C(d, λ, K 0 , A 0 ). This gives the pointwise bound (2.6).
For x ∈ Ω and σ ∈ (0, 1], let (G * σ (·, x), Π * σ (·, x)) be the approximated Green function for L * , i.e., if we set w = w σ,x,ℓ as the ℓ-th column of G * σ (·, x) and κ = κ σ,x,ℓ as the ℓ-th component of Π *
where Φ σ,x is given in (4.2). By proceeding similarly as above, there exist a sequence {σ τ } ∞ τ =1 tending to zero and the Green function (G x) ) satisfy the natural counterparts of (5.1), (5.2), and the properties of the Green function for L. Notice from (5.3) that
Then by the continuity of G(·, y) on Ω \ {y}, we have
for all x, y ∈ Ω with x = y.
Now we prove (2.5). Let y ∈ Ω be given. Then there exists a measure zero set N y ⊂ Ω containing y such that, by passing to a subsequence,
Indeed, since it holds that ∂Ω) ), by the Rellich-Kondrachov compactness theorem, for a sufficiently small δ > 0, there exists a subsequence of {G ερ (·, y)} which converges a.e. to G(·, y) on Ω δ , where Ω δ is a smooth subdomain satisfying
Thus by a diagonalization process, one can easily see that (5.7) holds. Combining (5.7) and the counterpart of (5.6), we have
for all x ∈ Ω \ N y . Similarly, we see that the above identity holds for all y ∈ Ω \ N x . This gives (2.5). An easy consequence of (2.5) and the counterpart of (5.5) is that
The theorem is proved.
We now turn to Theorem 2.6, which is about the global pointwise bound and various boundary estimates for the Green function. To prove the theorem, we use the following boundary estimate. 
9).
Let y ∈ Ω, y 0 ∈ ∂Ω, 0 < R < R 0 , and 0 < ε ≤ 1 with
Then we have
where C = C(d, λ, m 0 , θ).
We extend π by zero on R d \ Ω and set
To prove the lemma, we first claim that
Observe that (π) B R/2 (y0) = 0 and
By the existence of solutions to the divergence equation in a ball, there exists a function φ ∈W
where C = C(d, θ). We also extend φ to be zero on
We apply (1 − η)φ as a test function to (4.1) to get
Observe that
Combining these together and using Hölder's inequality, we have
where C = C(d, λ). Therefore, by (5.9) and |Ω| ≥ m 0 , we obtain (5.8).
Now we complete the proof of the lemma. Let z ∈ Ω R/2 (y 0 ) \ B R/4 (y 0 ), and observe that B ε (y) ∩ B R/8 (z) = ∅. Hence, (v, π) satisfies
Then it follows from Lemma 3.3 that
where C = C(d, λ, m 0 , θ). Indeed, if dist(z, ∂Ω) > R/32, then by Lemma 3.3 (a) with R/32 in place of R, we get (5.10). On the other hand, if dist(z, ∂Ω) ≤ R/32, then we take z 0 ∈ ∂Ω so that dist(z, ∂Ω) = |z − z 0 |. Using Lemma 3.3 (b) and the fact that
we obtain (5.10). Since (5.10) holds for all z ∈ Ω R/2 (y 0 ) \ B R/4 (y 0 ), by a covering argument, we have (using R < R 0 ≤ 1)
By following the same steps used in deriving (4.10), we have
where C = C(d, λ, m 0 ). From (5.8), (5.11), and (5.12), we get the desired estimate. The lemma is proved.
We now prove Theorem 2.6.
Proof of Theorem 2.6. We first prove that for any x, y ∈ Ω and 0 < 2ε < R < R 0 , we have
Then it follows from Assumptions 2.3 and 2.5 that
where C = C(d, A 0 , A 1 ). Hence we get from (2.3) and Lemma 3.2 that
where C = C(d, λ, K 0 , A 0 , A 1 ). Using this inequality together with the fact that
we get (5.13).
To prove (2.8) and the boundedness of G(x, y) for |x − y| ≥ R 0 , we set
for x, y ∈ Ω with x = y, and 0 < σ < R/2.
for any z ∈ Ω R (y) and 0 < r < dist(z, ∂B R (y)), where
Then by a standard argument (see [12, pp. 80 -82]), we obtain that
where we used the counterpart of (5.13) in the second inequality. Therefore, using (5.6), we get 15) where C = C(d, λ, m 0 , K 0 , A 0 , A 1 ). In particular, the above inequality for |x − y| < R 0 proves (2.8).
In the rest of the proof, we only prove the estimates i) and ii) in the theorem because the others are their easy consequences; see the proofs of Lemmas 4.4 and 4.5. Let y ∈ Ω and 0 < 16ε < R < R 0 . If dist(y, ∂Ω) > R/16, then by Lemma 4.3, we have 16) where C = C(d, λ, K 0 , A 0 ). In the case when dist(y, ∂Ω) ≤ R/16, we take y 0 ∈ ∂Ω such that |y − y 0 | = dist(y, ∂Ω). Then it holds that
Let η be an infinitely differentiable function on
Then we have that (see (4.14) and (4.16))
. By Hölder's inequality, Young's inequality, and Lemma 5.1, we get
We also obtain by (5.13) and (G ε (·, y)) Ω = 0 that
. Therefore, it follows from (5.17), (5.18), (5.13), and the counterpart of (5.14) that
Combining (5.16) and the above inequality, and then, applying the weak lower semi-continuity, we see that the estimate i) in the theorem holds. By Lemma 3.1 and (2.3), there exists φ ∈W
. By testing (4.1) with (1 − η)φ, it follows that
Using this inequality, Lemma 5.1, and the estimate i) in the theorem, we have
Combining (5.16) and the above inequality, and then, applying the weak lower semi-continuity, we see that the estimate ii) in the theorem holds. The theorem is proved.
Appendix
In this appendix, we give examples when Assumptions 2.3 and 2.5 hold. For x = (x 1 , x ′ ) ∈ R d and r > 0, we denote
Assumption 6.1 (γ). There exists R 0 ∈ (0, 1] such that the following hold.
(i) For z ∈ Ω and 0 < R ≤ min{R 0 , dist(z, ∂Ω)}, there exists a coordinate system depending on z and R such that in this new coordinate system, we have that
(ii) For any z ∈ ∂Ω and 0 < R ≤ R 0 , there is a coordinate system depending on z and R such that in the new coordinate system we have that (6.1) holds, and
where z 1 is the first coordinate of z in the new coordinate system.
In the theorem below, we prove that Assumption 2.3 holds when the coefficients A αβ of L are variably partially BMO satisfying Assumption 6.1 (γ) (i). 
Proof. The proof is based on a bootstrap argument and the L q -estimate of the conormal derivative problem for the Stokes system. Without loss of generality, we assume that x 0 = 0 and use the abbreviation B r = B r (0). Assume that (u,
where 0 < r < min{R 0 , dist(0, ∂Ω)}, and f ∈ L ∞ (B r ) d . For ρ ∈ (0, r), let η and ζ be infinitely differentiable functions on 
Under Assumption 6.1 (γ) (i), this implies that
for all z ∈ Ω and 0 < R ≤ min{R 0 , dist(z, ∂Ω)}, where
We now obtain an L q -estimate for this system. To see clearly the parameters on which the constant in the estimate depends, let us rescale as follows. Set
Then (v,π) satisfies
For given q > 1, let γ q = γ q (d, λ, q) ∈ (0, 1/48] be the constant from [4, Theorem 2.2]. We take γ ∈ (0, γ q /2] and set
where C 0 = C 0 (d, λ) ≥ 1 is the constant in (6.2). Then, under Assumption 6.1 (γ) (i), we have the following.
(a) For any z ∈ B 1 and 0 < τ ≤ min{R 1 , dist(z, ∂B 1 )}, there exists a coordinate system depending on z and τ such that in this new coordinate system, we have that
(b) For any z ∈ ∂B 1 and 0 < τ ≤ R 1 , there is a coordinate system depending on z and τ such that in the new coordinate system we have that (6.4) holds, and
Indeed, the statement (a) follows from (6.2) with scaling, and the statement (b) is due to the facts thatĀ αβ is the Laplace operator near the boundary of B 1 and the flatness of ∂B 1 can be controlled by the radius of the ball B τ (z).
Since (v − (v) B1 ,π) satisfies the same system (6.3), by [4, Theorem 2.2] applied to (6.3), we have
Thus, from (6.5) with scaling and the following Poincaré inequality
we get (using r ≤ 1)
We are ready to complete the proof of the theorem. Let
. We fix q > d and set
where N is the smallest integer such that q N ≤ 2. We take γ = γ(d, λ, q) ∈ (0, γ q /2] satisfying the above properties (a) and (b), where γ q = min{γ q0 , . . . , γ qN } and γ qi = γ qi (d, λ, q i ) are the constants from [4, Theorem 2.2]. Note that (u, p − (p) B R/2 (x0) ) satisfies the same system (2.4). Under Assumption 6.1 (γ) (i), by applying (6.6) iteratively, we get
where C = C(d, λ, q). Therefore, by Hölder's inequality, we have
where we used Caccioppoli's inequality (see Lemma 3.3) in the second inequality.
Since q > d, by using Morrey's inequality, we have that
where C = C(d, λ, q). Finally, using a covering argument, we easily see that the desired estimate holds. The theorem is proved.
In the theorem below, we prove that Assumption 2.5 holds when the coefficients of L are variably partially BMO and the domain is Reifenberg flat. where
Proof. The proof of the theorem is similar to that of Theorem 6.2. Let (u, p) ∈ W 1 2 (Ω R (x 0 )) d ×L 2 (Ω R (x 0 )) satisfy (2.7), where x 0 ∈ ∂Ω and 0 < R < R 0 . Without loss of generality, we assume that x 0 = 0. We denote B τ = B τ (x 0 ) and Ω τ = Ω τ (x 0 ). For 0 < ρ < r ≤ R, let η be an infinitely differentiable function on R where we used the Poincaré inequality (see [4, Theorem 3.5] ) and Caccioppoli's inequality (see Lemma 3.3 (b) ) in the second inequality. Since q > d, the inequality (6.10) implies that u is Hölder continuous, and thus it is bounded in Ω r for any r < R/8. We finally show (6.7), the proof of which is more involved than the corresponding estimate in Theorem 6.2. For a proof, one may consider an extension of u using the fact that Reifenberg domains are extension domains. However, we have a ball intersected with a Reifenberg flat domain, which may not share the same nice properties as the domain Ω (as an extension domain). To deal with such an intersection and obtain the precise information about the parameters on which the constant A 1 depends, we proceed as follows. Let 
