1 Outline of the talk 1 . Estimation of missing values in given matrix data using the inverse eigenvalue problems techniques, and their applications to DNA microarrays and image processing. • Let G = (g 1 , . . . , g n )
T
, genes through different experiments. Let µ G = E(G) be the mean and
T be the covariance matrix.
• Then compute the eigenvalues λ i and corresponding eigenvector v i , i = 1 . . . n.
• Sort the eigenvalues and corresponding eigenvectors in descending order.
• Construct orthogonal basis, by having the first eigenvector the direction of the largest variance.
• Represent the data with the few basis vector (corresponding to the largest eigen value).
• Let E k be the matrix having the first k eigenvectors.
• Project the original data on the axis in dimension k.
This way we could minimize MSE, by this representation of data. This way we lose a little bit of information.
Low Rank Approximation
Let R(n, m, k) denote the set of n × m matrices of at most rank k (m ≥ k). Then for each k, k ≤ r, the SVD of E gives the solution to the following approximation problem:
Transcriptional Response:
Array expression profile:
• Hous(G) = (I − 2hh 
the best rank k approximation in Frobenius and operator norm of A:
A ν is a noise reduction of A.
Noise reduction has many applications in image processing, DNA-Microarrays analysis, data compression.
MISSING ENTRIES PROBLEM
In DNA Microarrays experiments one measure thousands of
0 ≤ a ij measures the intensity of gene i in j − th experiment. The results are recorded in the matrix
Sometimes the entries a ij are missing (corrupted, up to 20%).
Assume that the completed matrix of the experiment should have the numerical rank ν. Then we complete the entries by solving the problem:
FRAA
Fixed Rank Approximation Algorithm: [8] Let G p ∈ X be the p th approximation to a solution of optimization problem (1). Let • We start with G 0 using SVD. Suppose we have G p .
G p is the missing reconstruction data.
• Then algorithm for constructing G p+1 ,
• We use MatLab to find
and their corresponding eigenvector u p,
X has all zero entries for the non missing data. Now we consider the quadratic form,
and we want to minimize f (x). 
• The matrix B p gives the exact solution of G p+1 .
•
is very small (L = + 1).
IMPROVED FRAA (IFRAA)
Improved Fixed Rank Approximation Algorithm [7] .
First use FRAA to find a completion G.
Then use a cluster algorithm, (We used K-means repeating & refining cluster size), to find a reasonable number of clusters of similar genes, each cluster is a relatively smaller matrix having an effective low rank.
For each cluster of genes apply FRAA separately to recover the missing entries in this cluster.
These results suggest that IFRAA has a potential for being an effective algorithm to recover blurred spots in digital images.
Clustering
Given a metric space X, d : X × X → R + and X := {x 1 , . . . , x n } ⊂ X are n distinct points,
There are many different approaches to solve this problem.
K-Means Clustering
• Divide genes randomly in K-clusters • Impute G via FRAA
• Find clusters c i using K-means.
• Compare c i with G, remove data points corresponding to missing data.
• Impute applying FRAA to c i . 
SIMULATIONS 1

TABLE
The performance of the BCPA, IFRAA and LLS algorithms depends on the unknown distribution of missing position of the entries. 
