Detecção de nódulos pulmonares em exames de tomografia computadorizada by Pureza, André Hallack Miranda
UNIVERSIDADE FEDERAL DE SANTA CATARINA
DEPARTAMENTO DE ENGENHARIA ELE´TRICA
Andre´ Hallack Miranda Pureza
DETECC¸A˜O DE NO´DULOS PULMONARES EM




Andre´ Hallack Miranda Pureza
DETECC¸A˜O DE NO´DULOS PULMONARES EM
EXAMES DE TOMOGRAFIA COMPUTADORIZADA
Dissertac¸a˜o submetida ao Programa
de Po´s-Graduac¸a˜o em Engenharia Ele´trica
da Universidade Federal de Santa Ca-
tarina para a obtenc¸a˜o do Grau de
Mestre em Engenharia Ele´trica.




Andre´ Hallack Miranda Pureza
DETECC¸A˜O DE NO´DULOS PULMONARES EM
EXAMES DE TOMOGRAFIA COMPUTADORIZADA
Esta Dissertac¸a˜o foi julgada aprovada para a obtenc¸a˜o do T´ıtulo
de “Mestre em Engenharia Ele´trica”, e aprovada em sua forma final pelo
Programa de Po´s-Graduac¸a˜o em Engenharia Ele´trica da Universidade
Federal de Santa Catarina.
Floriano´polis, 01 de setembro 2011.
Prof. Dr. Patrick Kuo Peng
Coordenador do Programa de Po´s-Graduac¸a˜o em Engenharia Ele´trica
Banca Examinadora:
Prof. Ph.D. Joceli Mayer
Presidente
Prof. Ph.D. Raimes Moraes

Prof. Dr. Ma´rcio Holsbach Costa
Prof. Ph.D. Jefferson Luiz Brum Marques
Prof. Ph.D. Jose´ Carlos Moreira Bermudez

RESUMO
O reconhecimento automa´tico de padro˜es e´ uma atividade de importaˆncia
significativa em problemas das mais variadas a´reas, desde identificac¸a˜o
de caracteres a previsa˜o do tempo, auxiliando ou mesmo substituindo o
elemento humano nestas tarefas, com ganhos expressivos na qualidade
do trabalho, no tempo de realizac¸a˜o e no custo final. No aˆmbito me´dico,
apesar da aplicac¸a˜o ainda ser limitada, ha´ uma grande expectativa no
uso de tais te´cnicas para garantir maior seguranc¸a e agilidade na identi-
ficac¸a˜o de estruturas no corpo humano. Uma situac¸a˜o particularmente
importante e´ a detecc¸a˜o de no´dulos pulmonares, cuja populac¸a˜o alvo e´
elevada e que envolve uma patologia com alta taxa de mortalidade. A
ana´lise de exames para detecc¸a˜o de no´dulos e´ uma atividade repetitiva
que toma um tempo elevado de uma ma˜o de obra altamente especiali-
zada e que esta´ sujeita a uma variabilidade significativa no diagno´stico.
Este trabalho apresenta um novo sistema de detecc¸a˜o automa´tica de
no´dulos pulmonares em exames de tomografia computadorizada com o
intuito de auxiliar o radiologista no diagno´stico. Para este fim, e´ re-
alizado um estudo de reconhecimento de padro˜es e de processamento
de imagens. No campo de reconhecimento de padro˜es sa˜o analisadas
te´cnicas na˜o-parame´tricas de classificac¸a˜o e algoritmos de selec¸a˜o de
descritores. Sa˜o apresentadas as te´cnicas fundamentais de processa-
mento de imagens, bem como um modelo de conectividade nebulosa
para segmentac¸a˜o e uma medida de forma para identificac¸a˜o de es-
truturas. Finalmente, sa˜o avaliadas para este problema as diferentes
te´cnicas de classificac¸a˜o estudadas e o sistema proposto e´ comparado
quantitativamente com outros sistemas de detecc¸a˜o de no´dulos pulmo-
nares, obtendo resultados promissores.
Palavras-chave: Processamento de Imagens Me´dicas. Classificac¸a˜o
Na˜o-Parame´trica. CAD para No´dulos Pulmonares. Segmentac¸a˜o

ABSTRACT
Automatic pattern recognition is an activity with significant relevance
in a wide range of problems, from character identification to weather
forecasting, supporting or even replacing the human element in such
tasks, presenting expressive gains in quality, efficiency and cost of the
work. In the medical field, regardless of now being of limited appli-
cation, there is a great expectation that such techniques may provide
security and agility in the identification of structures in the human
body. A relevant problem is the lung nodule detection, since it involves
a large population and a pathology with high mortality rates. This is
a repetitive and time consuming activity for a highly trained workforce
and subjected to a significant variability. This work presents a new au-
tomatic lung nodule detection system for computed tomography exams
that may aid the radiologists in the diagnostic. With this objective, a
study of the pattern recognition and images processing is done. In the
field of pattern recognition, non-parametric techniques for classification
and feature selection algorithms are analyzed. The image processing
fundamental techniques are presented, as well as a fuzzy connectivity
model for segmentation and a shape measure for the identification of
structures. Finally, the classification techniques are evaluated for this
problem and the proposed system is compared with other lung nodule
detection systems, showing promising results
Keywords: Medical Image Processing. Non-Parametric Classifica-
tion. Lung Nodule CAD. Segmentation.
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1.1 RECONHECIMENTO DE PADRO˜ES
Os seres humanos realizam a todo momento, nas suas atividades
mais corriqueiras, o reconhecimento de padro˜es, identificando objetos
e eventos ao seu redor atrave´s de informac¸o˜es obtidas pelos sentidos
e as comparando com informac¸o˜es ja´ vivenciadas. Este tipo de ativi-
dade, embora executada incessantemente por no´s, e´ de dif´ıcil compre-
ensa˜o e reproduc¸a˜o por computadores. Evidentemente, o desenvolvi-
mento desta habilidade em ma´quinas abre infinitas possibilidades de
aplicac¸o˜es, desde mecanismos que identificam caracteres ate´ aqueles
que previnem acidentes de carros ao antecipar coliso˜es.
Reconhecimento de padro˜es pode ser definido como o ato de
rotular observac¸o˜es em classes identifica´veis ou ainda, como o problema
estat´ıstico de estimac¸a˜o de func¸o˜es a partir de dados emp´ıricos restrito
a func¸o˜es indicadoras (func¸o˜es que definem se uma dada observac¸a˜o
pertence ou na˜o a um conjunto pre´-estabelecido). Um exemplo disto
e´ quando uma pessoa atrave´s da visa˜o, audic¸a˜o ou tato, reconhece um
objeto como sendo uma chave.
O tema desta dissertac¸a˜o e´ a aplicac¸a˜o de te´cnicas automatizadas
de reconhecimento de padro˜es no aux´ılio ao diagno´stico de no´dulos
pulmonares em exames de tomografia computadorizada. As pro´ximas
sec¸o˜es servem como introduc¸a˜o a este tema apresentando os conceitos
fundamentais e a relevaˆncia deste estudo.
1.2 NO´DULOS PULMONARES SOLITA´RIOS
Um No´dulo Pulmonar Solita´rio (NPS) e´ definido como uma lesa˜o
pulmonar ou pleural, bem definida, de formato quase circular medindo
entre 2 a 30 mil´ımetros de diaˆmetro (AUSTIN; MULLER; FRIEDMAN,
1996). Em 60% dos casos, o no´dulo e´ benigno (SWENSEN et al., 1997),
apresentando calcificac¸a˜o e um formato mais circular. Os no´dulos ma-
lignos, em geral, sa˜o maiores, mais irregulares e espigados, sendo 75%
caˆnceres pulmonares prima´rios e 25% meta´stases de outras partes do
corpo. O ha´bito de fumar, a idade e a ocorreˆncia de caˆncer no paciente
sa˜o alguns fatores que aumentam a probabilidade dos no´dulos serem
malignos.
O caˆncer e´ uma das maiores causas de morte nos Estados Uni-
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dos, sendo o de pulma˜o o maior responsa´vel, reponsa´vel por quase 30%
das mortes por caˆncer (JEMAL et al., 2008). Em me´dia, a taxa de sobre-
viveˆncia apo´s 5 anos do diagno´stico e´ de 10% a 15%, valores que cres-
cem para 61% a 75% quando diagnosticado num esta´gio inicial (TAN
et al., 2003). No Brasil, as informac¸o˜es sa˜o um pouco menos concretas,
de acordo com o Sistema U´sˇnico de Sau´de (SUS) (DATASUS, 2009), o
caˆncer e´ a segunda maior causa de mortes, quase 17%. O Instituto
Nacional do Caˆncer (INCA) estima que 5,6% dos novos caˆnceres ma-
lignos sera˜o de traqueia, broˆnquios e pulma˜o (INCA, 2009). No entanto,
na˜o proveˆ dados sobre a mortalidade por este tipo de neoplasia. Tal
situac¸a˜o demonstra a necessidade de te´cnicas confia´veis de detecc¸a˜o de
no´dulos em seus primeiros esta´gios.
O diagno´stico de no´dulos pulmonares solita´rios acontece predo-
minantemente em tomografias computadorizadas multi-cortes e radio-
grafias simples (raios-X). Exames de raios-X sa˜o baratos e de ra´pida
obtenc¸a˜o. No entanto, em geral, apenas no´dulos maiores que 1 cent´ıme-
tro sa˜o encontrados e a dificuldade de identificar o caˆncer nestes exames
e´ uma das maiores causas de erros de diagno´stico (TAN et al., 2003). A
tomografia computadorizada multi-cortes e´ um exame mais complexo e
caro, mas permite a visualizac¸a˜o de no´dulos de todos os tamanhos com
uma melhor identificac¸a˜o das caracter´ısticas do no´dulo. Comparando
exames de raios-X e tomografias computadorizadas multi-cortes, o pri-
meiro falhou em encontrar 77% dos caˆnceres identificados pelo segundo
tipo de exame (SONE et al., 2000).
Para cada exame de tomografia computadorizada de pulma˜o e´
gerado um volume de imagens (proporcional ao grau de detalhamento
desejado) que pode variar de 100 ate´ mais de 800 imagens. Ou seja,
para se detectar mais e menores no´dulos, e´ necessa´rio que o radiologista
avalie um grande nu´mero de imagens, tornando o diagno´stico um tra-
balho mais laborioso e sens´ıvel a erros. Evidentemente, o diagno´stico
de um exame de va´rias centenas de imagens e´ um processo sujeito a er-
ros e tem alta variabilidade, dependendo do observador. Em um estudo
comparando as marcac¸o˜es de no´dulos entre cinco radiologistas experi-
entes, para cada um destes, considerando os outros quatro radiologistas
como um conjunto verdade, menos de 50% dos no´dulos foram correta-
mente marcados (ARMATO et al., 2007). Este desentendimento entre as
avaliac¸o˜es dos radiologistas e´ fruto de interpretac¸o˜es diferentes de uma
regia˜o da imagem ou pela na˜o percepc¸a˜o da regia˜o em questa˜o.
Esta alta variabilidade aliada a` capacidade de computadores de
processarem rapidamente milhares de imagens motiva o desenvolvi-
mento de programas que auxiliem o diagno´stico de no´dulos pulmonares
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em tomografias computadorizadas multi-cortes. Outra vantagem dos
computadores sobre os humanos e´ que a maioria dos monitores utiliza-
dos para visualizac¸a˜o de imagens me´dicas (e monitores em geral) per-
mitem apenas a visualizac¸a˜o de 256 n´ıveis de cinza, no entanto, imagens
de Tomografia Computadorizada (TC) podem conter ate´ 65536 n´ıveis;
ou seja, o computador tem acesso a mais informac¸a˜o. Estes progra-
mas, Computer Assisted Diagnosis (CAD), fornecem ao radiologista
marcac¸o˜es de zonas de interesse, onde existe um alto grau de probabi-
lidade de haver um no´dulo.
Os no´dulos pulmonares sa˜o comumente divididos em intra-pleurais
e juxta-pleurais em func¸a˜o da sua localizac¸a˜o no pulma˜o. Os juxta-
pleurais caracterizam-se por estarem em contato com a pleura (parede
do pulma˜o), ao contra´rio dos intra-pleurais que se encontram no in-
terior do pulma˜o. Outras caracter´ısticas relevantes de um no´dulo e´ o
contato com outras estruturas (vasos sangu´ıneos ou fissuras do pulma˜o),
a morfologia (esfe´rica ou espigada), o tamanho e a densidade. Ou seja,
existe uma grande variabilidade nestas estruturas, o que aumenta a di-
ficuldade de detecc¸a˜o de no´dulos pulmonares pelos CADs. A Figura 1
exemplifica esta variabilidade de no´dulos.
1.3 TOMOGRAFIA COMPUTADORIZADA
A tomografia e´ o conjunto de me´todos para gerac¸a˜o de cortes de
imagens atrave´s de suas projec¸o˜es. No aˆmbito me´dico, a tomografia e´
amplamente aplicada a`s te´cnicas de ressonaˆncia magne´tica, raios-x e
emissa˜o de po´sitrons. A tomografia foi objeto de trabalhos que resul-
taram em dois preˆmios Nobel: Cormack e Hounsfield, em 1979, pelo
desenvolvimento do primeiro tomo´grafo computadorizado e Lauterbur
e Mansfield, em 2003, pelo desenvolvimento da ressonaˆncia magne´tica.
A capacidade de gerar cortes de imagens possibilita a visualizac¸a˜o de
estruturas internas do corpo sem as obstruc¸o˜es de estruturas mais den-
sas ao seu redor e o agrupamento destas imagens permite a construc¸a˜o
do volume destes objetos.
A tomografia computadorizada refere-se a tomografia de projec¸o˜es
de raios-x processada por computadores. Apesar de seus conceitos te-
rem sido desenvolvidos no in´ıcio do se´culo XX, somente na de´cada de
70 os avanc¸os na a´rea da computac¸a˜o permitiram a construc¸a˜o de um
tomo´grafo computadorizado. Ele consiste de um ou va´rios emissores e
receptores de raios-x que geram conjuntos de projec¸o˜es da atenuac¸a˜o




Figura 1: Exemplos de diferentes tipos de no´dulos: (a) No´dulo isolado,
(b) No´dulo juxta-pleural, (c) No´dulo conectado a fissura, (d) No´dulo
conectado a vaso, (e) No´dulo calcificado, (f) No´dulo vitro-fosco.
grau de atenuac¸a˜o em cada ponto no corte. Esta operac¸a˜o e´ realizada
sequencialmente gerando um volume de cortes do objeto em ana´lise.
Um dos fatores limitantes do processo e´ a velocidade da aquisic¸a˜o das
imagens, caso seja muito lento, estara´ sujeito a movimentos do corpo
e o´rga˜os (respirac¸a˜o dos pulmo˜es, batimentos card´ıacos, etc) criando
imagens com artefatos de movimento.
Cada ponto na imagem representa a densidade me´dia num vo-
lume em torno desta coordenada no espac¸o. Ou seja, se a regia˜o in-
terrogada houverem tecidos de alta e baixa densidade, o resultado sera´
equivalente a um tecido de densidade me´dia. Evidentemente, quanto
menor este volume mais informativa sera´ a imagem, o que e´ definido
pelo espac¸amento dos pontos nas treˆs coordenadas (x, y e z), a terceira
delas correspondente a espessura do corte.
Esta atenuac¸a˜o e´ transformada para a escala linear de Hounsfield
Units (HU). Nela, o valor de atenuac¸a˜o da a´gua e definido como 0 HU
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e do ar -1000 HU. Quanto mais denso o tecido, maior e´ a atenuac¸a˜o e,
consequentemente, maior e´ a medida de Hounsfield.
A Figura 2 mostra uma amostra de imagens de um exame to´pico
de TC de pulma˜o, como os que sera˜o analisados neste trabalho.
1.4 DETECC¸A˜O AUTOMA´TICA DE NO´DULOS PULMONARES EM
TC
Dentro da a´rea de CAD para no´dulos pulmonares, treˆs tipos
destacam-se: detecc¸a˜o dos no´dulos, segmentac¸a˜o (frequentemente uti-
lizada na detecc¸a˜o) e caracterizac¸a˜o de no´dulos (determinando sua ma-
lignidade) (SLUIMER et al., 2006). Com relac¸a˜o a` detecc¸a˜o de no´dulos, o
principal to´pico estudado, ha´ um grande volume de pesquisa do tema.
Uma mostra disso e´ que, no per´ıodo entre 1998 e 2004, o nu´mero de arti-
gos na a´rea praticamente duplicou a cada ano. De forma geral, pode-se
dividir a detecc¸a˜o de no´dulos em treˆs etapas: pre´-processamento, de-
tecc¸a˜o de candidatos e classificac¸a˜o.
Na etapa de pre´-processamento, realiza-se a segmentac¸a˜o do
pulma˜o, limitando a busca dos no´dulos a uma regia˜o menor dos exames.
Outra operac¸a˜o comum, e´ a amostragem das imagens, reduzindo o ta-
manho de cada imagem de forma a diminuir o uso de memo´ria e o tempo
de processamento (MESSAY; HARDIE; ROGERS, 2010; MURPHY et al.,
2009). Em (MESSAY; HARDIE; ROGERS, 2010), ale´m destas operac¸o˜es,
e´ realizado um processamento das imagens gerando uma nova se´rie
com aumento de contraste (Local Contrast Enhancement) a ser uti-
lizado na etapa final de classificac¸a˜o, apo´s a segmentac¸a˜o dos can-
didatos a no´dulos. Da mesma forma, (YE et al., 2009) tambe´m rea-
liza uma transformac¸a˜o, gerando imagens de difusa˜o anti-geome´tricas
(Anti-Geometric Diffusion), posteriormente utilizadas para encontrar
regio˜es com grande chance de apresentarem no´dulos.
A etapa de detecc¸a˜o busca regio˜es que possam ser no´dulos e
extrai informac¸o˜es para subsequente classificac¸a˜o. A te´cnica mais uti-
lizada para a detecc¸a˜o de no´dulos pulmonares e´ o Multi-Thresholding
que, atrave´s de va´rias operac¸o˜es de Thresholding, segmenta as estru-
turas internas do pulma˜o e busca aquelas que teˆm caracter´ısticas de
no´dulos. Diversas variantes desta proposta sa˜o encontradas em (AR-
MATO et al., 1999; KO; BETKE, 2001; MESSAY; HARDIE; ROGERS, 2010;
ZHAO, 2003). Para a detecc¸a˜o de candidatos, em (DOLEJSˇI´, 2007), e´
utilizado um detector de blobs em espac¸os escala, a segmentac¸a˜o dos
candidatos se da´-se buscando um elipsoide que melhor se encaixe nos
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dados da imagem. Em (YE et al., 2009), uma medida de forma (Shape
Index ) e´ utilizada para encontrar candidatos a no´dulos e um algoritmo
de Maximizac¸a˜o da Esperanc¸a, Expectation Maximization (EM), seg-
menta estes candidatos, uma abordagem similar a que e´ proposta neste
trabalho.
Alguns sistemas na˜o segmentam os candidatos (MURPHY et al.,
2009; LEE et al., 2001; KIM et al., 2005) para classificac¸a˜o e teˆm foco
na ana´lise de regio˜es com grandes chances de apresentarem no´dulos
(sem delimita´-los). Em (LEE et al., 2001) foram criados modelos de
no´dulos (de diferentes tamanhos e tipos) utilizados para buscar e com-
parar regio˜es, esta busca e´ feita utilizando um algoritmo gene´tico e
uma medida de correlac¸a˜o que obte´m um alto valor nas localidades
dos no´dulos. O Shape Index tambe´m e´ utilizado em (MURPHY et al.,
2009) para encontrar regio˜es com alta probabilidade de serem no´dulos,
que sa˜o agrupadas (clustering) e das quais sa˜o extra´ıdas caracter´ısticas
para posterior classificac¸a˜o. Em (KIM et al., 2005), realiza-se a detecc¸a˜o
apenas de no´dulos vitro-foscos (Ground Glass Opacities), que apresen-
tam uma densidade mais pro´xima do ar e pouca solidez, isto e´ feito
dividindo os pulmo˜es em regio˜es e analisando suas texturas em redes
neurais artificiais.
Para determinar quais candidatos sa˜o de fato no´dulos, diversos
classificadores foram utilizados em trabalhos recentes: Support Vec-
tor Machines (SVM) (YE et al., 2009), K-Nearest Neighbor (KNN)
(MURPHY et al., 2009), Fisher Linear Discriminant (MESSAY; HARDIE;
ROGERS, 2010; DOLEJSˇI´, 2007), Redes Neurais Artificiais (KIM et al.,
2005), Quadra´tico (MESSAY; HARDIE; ROGERS, 2010) e por regras (KO;
BETKE, 2001; ZHAO, 2003; DOLEJSˇI´, 2007; YE et al., 2009; LEE et al.,
2001). Em (MURPHY et al., 2009), sa˜o realizadas duas etapas de classi-
ficac¸a˜o, aplica-se, primeiramente, o K-Nearest Neighbor para eliminar
um grande volume de candidatos e repete-se seu emprego para decidir
quais dos restantes sa˜o ou na˜o sa˜o no´dulos. Esta abordagem de rea-
lizar uma pre´-classificac¸a˜o tambe´m e´ aplicada nos trabalhos de (YE et
al., 2009; LEE et al., 2001). No entanto, nestes casos um classificador
por regras e´ utilizado para tal tarefa. Em (MESSAY; HARDIE; ROGERS,
2010), por sua vez, utiliza-se o algoritmo de selec¸a˜o de descritores Se-
quential Forward Selection (SFS) para determinar as caracter´ısticas a
serem utilizadas pelos classificadores na diferenciac¸a˜o entre no´dulos e
na˜o no´dulos.
Uma metodologia de segmentac¸a˜o de no´dulos pulmonares e´ apre-
sentada em (DEHMESHKI et al., 2008): conhecendo um ponto interno ao
no´dulo sa˜o estimadas suas caracter´ısticas (intensidade e gradiente de
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intensidade) que sa˜o usadas para segmenta´-lo utilizando uma aborda-
gem de conectividade nebulosa (fuzzy connectivity). Esta metodologia
obteve resultados expressivos; no entanto, so´ atende a segmentac¸a˜o de
no´dulos, na˜o se mostrando apropriada para segmentac¸a˜o de candidatos
a no´dulos de forma geral.
As principais empresas fornecedoras de soluc¸o˜es na a´rea de ima-
gens me´dicas (Philips, Siemens, TeraRecon e General Electric) ja´ co-
mercializam sistemas computadorizados de detecc¸a˜o de no´dulos pul-
monares, mas sua aplicac¸a˜o ainda e´ limitada em func¸a˜o da dificuldade
de integra´-los ao mo´dulo de trabalho dos radiologistas, ao custo dos
softwares e ao cara´ter ainda experimental destas te´cnicas.
1.5 ESTRUTURA DO TRABALHO
Este trabalho avanc¸a no estado-da-arte com contribuic¸o˜es em
duas a´reas: processamento de imagens e reconhecimento de padro˜es.
No campo de processamento de imagens e´ realizado um estudo de diver-
sos classificadores e seus desempenhos sa˜o comparados aplicando-os ao
problema de reconhecimento de no´dulos pulmonares, fornecendo assim
um benchmarking mais amplo destas te´cnicas nesta aplicac¸a˜o. Na a´rea
de reconhecimento de padro˜es, o me´todo de segmentac¸a˜o de no´dulos
pulmonares apresentado em (DEHMESHKI et al., 2008) e´ estendido a
uma nova te´cnica de segmentac¸a˜o de estruturas internas do pulma˜o e
esta abordagem e´ aplicada a um novo sistema de CAD.
O Cap´ıtulo 2 apresenta os principais conceitos da a´rea de re-
conhecimento de padro˜es e diversas te´cnicas para construc¸a˜o de clas-
sificadores. Sa˜o apresentados os conceitos de observac¸o˜es, descritores
e classificadores e caracterizadas as diferentes abordagens para cons-
truc¸a˜o de classificadores: na˜o-parame´trica, parame´trica e na˜o super-
visionada. Tambe´m sa˜o descritos os seguintes me´todos de construc¸a˜o
de classificadores na˜o-parame´tricos: K-Nearest Neighbor, Parzen Win-
dows, Support Vector Machines e A´rvores de Decisa˜o e a famı´lia de
algoritmos sequenciais de selec¸a˜o de descritores. E´ ainda apresen-
tado o me´todo da minimizac¸a˜o do risco emp´ırico, uma forma de selec¸a˜o
de classificadores a partir de um conjunto de testes de observac¸o˜es.
O Cap´ıtulo 3 explora diversas te´cnicas de processamento de ima-
gens, gerais e espec´ıficas para o problema de segmentac¸a˜o de estrutu-
ras do pulma˜o. A metodologia de segmentac¸a˜o de no´dulos pulmonares
apresentada em (DEHMESHKI et al., 2008) e´ detalhada, incluindo uma
fundamentac¸a˜o do conceito de conectividade nebulosa e descric¸a˜o do
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algoritmo de maximizac¸a˜o da esperanc¸a e de uma variante aplicada ao
processamento de imagens. Tambe´m sa˜o apresentados alguns me´todos
gerais de processamento de imagens: Thresholding, Thresholding adap-
tativo, fechamento, abertura, interpolac¸a˜o, segmentac¸a˜o de regio˜es co-
nectadas e o algoritmo do menor caminho de Dijkstra. A medida de
forma do Shape Index, que possibilita a identificac¸a˜o da morfologia de
uma regia˜o, e´ discutida, envolvendo inclusive o ca´lculo das curvaturas
principais em imagens e volumes de imagens.
O Cap´ıtulo 4 mostra como as te´cnicas de processamento de ima-
gens e reconhecimento de padro˜es dos cap´ıtulos anteriores sa˜o aplicadas
para formar sistemas de detecc¸a˜o de no´dulos pulmonares em exames
de tomografia computadorizada. Estas te´cnicas sa˜o agrupadas gerando
duas metodologias para detecc¸a˜o de no´dulos pulmonares, uma para
no´dulos internos e outra para juxta-pleurais, o que inclui a criac¸a˜o
de descritores para a classificac¸a˜o das observac¸o˜es dos candidatos a
no´dulos.
O Cap´ıtulo 5 faz a apresentac¸a˜o de duas bases de imagens me´dicas
criadas para o treinamento e avaliac¸a˜o de CADs para detecc¸a˜o de
no´dulos pulmonares, a Lung Image Database Consortium (LIDC) e
a da ANODE09, uma competic¸a˜o entre sistemas de detecc¸a˜o. E´
mostrado como a LIDC e´ utilizada para gerar e comparar classifica-
dores para o sistema proposto e sa˜o apresentados os resultados de um
estudo do desempenho de radiologistas nesta base de imagens, diag-
nosticando no´dulos pulmonares. A seguir, e´ apresentado o desempenho
do sistema na ANODE09, onde alcanc¸ou a terceira posic¸a˜o entre treze
CADs de instituic¸o˜es do mundo inteiro, inclusive superando o software
da Philips.
O Cap´ıtulo 6 mostra as concluso˜es finais do trabalho e que tra-









2 RECONHECIMENTO DE PADRO˜ES
O problema de reconhecimento de padro˜es consiste em encontrar
uma regra para rotular (classificar) em tipos uma observac¸a˜o. Uma
observac¸a˜o pode ser uma imagem, um sinal ele´trico, um conjunto de
caracter´ısticas que discriminem um objeto, e outros. Formalmente, e´
definido como um vetor x de d dimenso˜es (na˜o necessariamente todas
nume´ricas) (DEVROYE; GYA˜¶RFI; LUGOSI, 1996). A regra de rotulac¸a˜o
e´ denominada classificador, identificado por uma func¸a˜o g(x) : <d →
{1, . . . ,M}, onde M sa˜o o nu´mero de ro´tulos diferentes conhecidos
que podem ser aplicados a observac¸a˜o. Cada dimensa˜o deste espac¸o
d dimensional e´ um descritor, uma caracter´ıstica a ser utilizada para
ajudar a determinar a natureza de x.
Um exemplo simples de um problema de reconhecimento seria
um classificador para diferenciar tangerinas de mac¸a˜s, utilizando ape-
nas o descritor “cor”, nitidamente uma boa soluc¸a˜o seria:
g(x) =
{
Tangerina quando x igual a Laranja
Mac¸a˜ quando x igual a Vermelho
(2.1)
Ao mesmo tempo, para diferenciar tangerinas de laranjas, e´ evi-
dente que utilizando apenas este descritor e´ imposs´ıvel criar um bom
classificador. L(g), a probabilidade de erro de um classificador e´ dada
por (KULKARNI; LUGOSI; VENKATESH, 1998):
L(g) = P (g(x) 6= Y (x)) (2.2)
Onde Y (x) e´ a classe correta de x. Quando P (y|x), a probabili-
dade da observac¸a˜o pertencer a uma classe conhecendo seus descritores,
e´ conhecida, e´ poss´ıvel construir o classificador g∗ com mı´nima proba-
bilidade de erro L∗ (denominado erro de Bayes):
g∗(x) = arg max
y
P (y|x) (2.3)
Note que o erro de Bayes e´ dependente dos descritores dispon´ıveis,
mas adicionando novos descritores este erro nunca aumentara´, ou seja,




L∗(S1) ≤ L∗(S2) (2.4)
Ate´ este ponto, a construc¸a˜o de tais func¸o˜es de classificac¸a˜o se-
guiu duas abordagens que utilizam o conhecimento a priori do pro-
blema: criando regras a partir de nossa experieˆncia (no caso da dife-
renciac¸a˜o das frutas), ou pelas distribuic¸o˜es de densidade de probabili-
dade (no caso do classificador o´timo). Evidentemente, a primeira abor-
dagem e´ inadequada quando aplicada a problemas complexos onde sa˜o
necessa´rios muitos descritores e, mesmo que sejamos capazes de realizar
estas tarefas de classificac¸a˜o no´s mesmos, torna-se complicado demais
descrever-las de forma lo´gica em uma func¸a˜o. No segundo caso, poucos
e restritos sa˜o os problemas que se pode determinar as func¸o˜es de pro-
babilidade das classes presentes. Uma terceira abordagem e´ poss´ıvel:
construir o classificador a partir de dados de observac¸o˜es conhecidas e
suas respectivas classes Dn = {(X1, Y1), ..., (Xn, Yn)}.
Quando se constro´i classificadores a partir de conjuntos de exem-
plos, duas abordagens podem ser tomadas: i) a abordagem parame´trica,
assumindo que as distribuic¸o˜es sa˜o de alguma forma simples e apli-
cando o conjunto Dn para determinar seus paraˆmetros, restringindo
e estimando P (y|x) e ii) a abordagem na˜o-parame´trica, utilizando os
exemplos de Dn sem restric¸o˜es e informac¸o˜es a priori para construir o
classificador g(x). Este cap´ıtulo e´ dedicado a explicar te´cnicas e con-
ceitos relevantes para a construc¸a˜o de classificadores na˜o-parame´tricos.
Uma u´ltima abordagem poss´ıvel para o problema de reconheci-
mento de padro˜es e´ a na˜o supervisionada, onde na˜o se tem conheci-
mento das classes poss´ıveis para as observac¸o˜es, ou seja, criar classes e
regras a partir do conjunto de treino que agrupem as observac¸o˜es(JAIN;
DUIN; MAO, 2000).
Neste trabalho, os classificadores tera˜o como objetivo identificar
observac¸o˜es (obtidas atrave´s de processamento de exames) dentro do
pulma˜o que se enquadram no tipo “no´dulo”.
2.1 NEAREST NEIGHBOR
O Nearest Neighbor (NN) e´ provavelmente o tipo de classificador
mais fa´cil de ser constru´ıdo e aplicado e se baseia em um conceito
muito simples: dada uma observac¸a˜o x a ser classificada, procurar no
conjunto de treino a observac¸a˜o Xk mais pro´xima e utilizar sua classe
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YK (KULKARNI; LUGOSI; VENKATESH, 1998). Ou seja:
g(x) = Yk
Onde:
k = arg min
k
[dist(x,Xk)] , (Xk, Yk) ∈ Dn (2.5)
Evidentemente, tal classificador depende da medida de distaˆncia











Um aspecto relevante na ana´lise de distaˆncia entre observac¸o˜es
e´ que diferentes descritores podem se apresentar em escalas diferentes.
Desta forma, para me´tricas que na˜o sa˜o invariantes a escala (como a
apresentada na equac¸a˜o 2.6) e´ necessa´rio algum tipo de escalamento ou
normalizac¸a˜o dos descritores (DUDA; HART; STORK, 2001).
Um resultado importante dos classificadores Nearest Neighbors
sa˜o as inequac¸o˜es de Cover e Hart(DEVROYE; GYA˜¶RFI; LUGOSI, 1996):
L∗ ≤ LNN ≤ 2L∗ (2.7)
Onde LNN e´ a probabilidade de erro de classificac¸a˜o de um clas-
sificador Nearest Neighbor e L∗ da melhor regra poss´ıvel (o erro de
Bayes).
Uma desvantagem deste classificador e´ a carga computacional
de calcular a distaˆncia entre o elemento a ser classificado a todos os
elementos do conjunto de refereˆncia.
2.2 K-NEAREST NEIGHBOR
O K-Nearest Neighbor (KNN) e´ uma extensa˜o natural do clas-
sificador Nearest Neighbor. Nele, ao inve´s de se considerar apenas o
elemento do conjunto de treino mais pro´ximo a` observac¸a˜o x a ser clas-
sificada, leva-se em conta os K elementos mais pro´ximos. A classe e´
selecionada realizando-se uma votac¸a˜o entre eles. Ou seja, dado um
conjunto refereˆncia Dn = {(X1, Y1), ..., (Xn, Yn)}, e´ realizada uma re-
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ordenac¸a˜o:
D∗n = {(X∗1 , Y ∗1 ), ..., (X∗n, Y ∗n )} (2.8)
De forma que:
dist(X,X∗1 ) ≤ dist(X,X∗2 ) ≤ ... ≤ dist(X,X∗n) (2.9)
Para uma dada medida de distaˆncia dist. A partir desta reor-
denac¸a˜o:
g(X) = maj (Y ∗1 , ..., Y
∗
k ) (2.10)
Onde maj e´ a func¸a˜o que escolhe a moda do conjunto. Como no
classificador Nearest Neighbor, a func¸a˜o de distaˆncia escolhida altera
completamente o comportamento deste classificador e se faz necessa´rio
realizar a normalizac¸a˜o dos descritores. E´ tambe´m necessa´rio esco-
lher um crite´rio caso ocorra o empate entre duas classes com o mesmo
nu´mero de resultados entre os K elementos mais pro´ximos.
Uma variac¸a˜o comum deste tipo de classificador e´ incluir pesos
{w1, w2, ...wK} que valorizem os elementos de acordo com proximidade
do objeto a ser classificado. Exemplificando, caso w1 = 3 e wK = 1





Os classificadores Parzen Windows (Janelas de Parzen) seguem
uma proposta similar ao KNN. Seu conceito ba´sico e´, para uma dada
observac¸a˜o x, analisar osXk do conjunto de refereˆnciaDN mais pro´ximos
(de acordo com uma me´trica pre´-definida) e fazer a classificac¸a˜o de
acordo com estas refereˆncias. Diferentemente do KNN, na˜o sa˜o ana-
lisados os K elementos mais pro´ximos e sim todos aqueles situados a
uma distaˆncia inferior a um valor pre´-determinado.
Em sua concepc¸a˜o mais simples, o classificador Parzen Windows
e´ definido como:




Y ∗m = {Yn|dist(X,Xn) < R} (2.11)
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Sendo que R e´ um valor fixo de distaˆncia e maj a moda do
conjunto. Ou seja, e´ escolhida a classe mais presente nos elementos de
refereˆncia numa regia˜o de raioR em torno do elemento a ser classificado.
Mais uma vez as questo˜es levantadas sobre o KNN sa˜o pertinentes:
diversas medidas de distaˆncia podem ser aplicadas e deve haver uma
normalizac¸a˜o para lidar com descritores em escalas diferentes.
Em uma abordagem mais sofisticada, sa˜o tambe´m atribu´ıdos pe-
sos na etapa de voto de classificac¸a˜o, no entanto, isto e´ aplicado na
forma de kernels. Dado um kernel φ(x) a classificac¸a˜o pode ser reali-
zada da seguinte forma:
g(x) = maj (φ(dist(X,X1))Y1, ..., φ(dist(X,XN ))YN ) (2.12)
Assim φ representa o peso dado a` classe Yn na votac¸a˜o de acordo
com a distaˆncia do seu elemento associado (Xn) a` observac¸a˜o que esta´
sendo classificada (x). Naturalmente, a tendeˆncia e´ que tais func¸o˜es
sejam decrescentes (favorecendo elementos mais pro´ximos).
2.4 SUPPORT VECTOR MACHINES
Support Vector Machines (SVM) (VAPNIK, 1998) e´ uma classe
de classificadores de duas etapas: na primeira e´ realizada uma trans-
formac¸a˜o das entradas para um espac¸o de dimensa˜o maior e na segunda
se da´ a classificac¸a˜o atrave´s do “hiperplano o´timo”.
A transformac¸a˜o dos vetores de descritores em um espac¸o de
maior dimensa˜o possibilita criar superf´ıcies de classificac¸a˜o muito mais
complexas, pore´m com reduzida capacidade de generalizac¸a˜o. Ou seja,
treinar classificadores apo´s este tipo de transformac¸a˜o em geral im-
plica em se moldar demasiadamente ao conjunto de treino e, como con-
sequeˆncia, obter resultados ruins, caracterizando o fenoˆmeno do over-
fitting.
Uma medida da complexidade de um classificador e´ a dimensa˜o
Vapnik-Chervonenkis (VAPNIK, 1998), que identifica quanto ele se ajusta
ao conjunto de treino. O conceito do “hiperplano o´timo” aplicado a este
conjunto de treino de alta dimensa˜o reduz este problema, criando um
classificador linear com baixa dimensa˜o Vapnik-Chervonenkis.
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2.4.1 O Hiperplano O´timo
Considere um problema de classificac¸a˜o de duas classes (I e II),
um conjunto de observac¸o˜es x e´ denominado linearmente separa´vel se
existe um vetor φ e uma constante c tal que:
yi(xiφ) > c,∀xi ∈ x (2.13)
Onde yi igual a 1 se i pertence a` classe I e igual a -1 caso pertenc¸a
a` classe II. Caso um conjunto seja separa´vel, o hiperplano o´timo e´ o










Ou seja, e´ o vetor que cria a maior separac¸a˜o entre os elementos
das duas classes. E´ fa´cil notar que alterando a norma de φ∗, a separac¸a˜o
entre as classes e´ alterada na mesma escala ρ(φ).
Ao inve´s de fixar a norma de φ, e´ poss´ıvel fixar o tamanho da
margem entre as classes, reescrevendo o problema como:
min |φ|2
Sujeito a:
xiφ+ b ≥ 1, i ∈ I
xiφ+ b ≤ −1, i ∈ II (2.15)
Este problema de minimizac¸a˜o sujeito a restric¸o˜es pode ser re-
solvido analisando a seguinte func¸a˜o de Lagrange:






ai(yi[(xi ∗ φ) + b]− 1)
ai ≥ 0 (2.16)
Onde l e´ o nu´mero de vetores de treino. Igualando as derivadas
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aiyi = 0 (2.17)
Ou seja, o hiperplano e´ uma combinac¸a˜o linear dos vetores de
treino. Substituindo estes resultados:









aiyiajyj(xi ∗ xj) (2.18)
Maximizando esta func¸a˜o encontra-se o conjunto a∗ que gera o
hiperplano o´timo. De acordo com as condic¸o˜es de Kuhn-Tucker (VAP-
NIK, 1998):
a∗i (yi[(xi ∗ φ∗) + b∗]− 1) = 0 (2.19)
De forma que, para cada vetor i, ha´ duas opc¸o˜es: a∗i = 0 e este
vetor de treino xi na˜o contribui para a formac¸a˜o do hiperplano o´timo,
ou yi[(xi ∗φ∗) + b∗]− 1 = 0, e xi e´ um vetor na fronteira da margem de
classificac¸a˜o. Os vetores de treinamento na margem de classificac¸a˜o sa˜o
chamados de Support Vectors. Independentemente de se tratar de um
espac¸o n dimensional e´ poss´ıvel trabalhar em um espac¸o m dimensional
(m ≤ n) criado pelos m Support Vectors, ou seja, este me´todo para
construc¸a˜o de planos de classificac¸a˜o fornece soluc¸o˜es de complexidade
(e dimensa˜o Vapnik-Chervonenkis) reduzida. A Figura 3 apresenta um
exemplo de hiperplano o´timo separando dois conjuntos.
Por outro lado, este hiperplano e´ constru´ıdo supondo que o con-
junto de treino e´ separa´vel, o que e´ de muito pouca validade. Esta
soluc¸a˜o pode ser adaptada considerando a possibilidade de na˜o se con-







Figura 3: Exemplo de um hiperplano o´timo separando dois conjuntos
(diferenciados pelas cores vermelha e preta), as circunfereˆncias preen-
chidas sa˜o os Support Vectors (DUDA; HART; STORK, 2001).
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Sujeito a:
xi ∗ φ+ b ≥ 1− ξi, i ∈ I
xi ∗ φ+ b ≤ −1 + ξi, i ∈ II
ξi ≥ 0 (2.20)
Onde C e´ uma constante. Neste caso, admite-se que algumas ob-
servac¸o˜es sejam mal classificadas. No entanto, esta classificac¸a˜o erroˆnea
e´ tambe´m minimizada, sendo considerada na func¸a˜o de custo. A La-
grangeana deste problema e´:
L(φ, b, a, ξ, r) =
1
2












ri ≥ 0 (2.21)







aiyi = 0 (2.22)
E quando se deriva a func¸a˜o em relac¸a˜o a ξi e a iguala a 0 e´
acrescida uma nova desigualdade:
δL(φ, b, a, ξ, r)
δξi
= C − ai − ri = 0
C = ai + ri
ai ≤ C (2.23)




Classe I se xi ∗ φ ≥ b
Classe II se xi ∗ φ < b
(2.24)
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Este e´ o chamado soft margin hyperplane, que tem a carac-
ter´ıstica de reduzir a dimensa˜o da soluc¸a˜o.
2.4.2 Kernels de transformac¸a˜o
Como descrito no in´ıcio desta sec¸a˜o, a primeira etapa antes de
encontrar o hiperplano para dividir o espac¸o do conjunto de treino e´
realizar uma transformac¸a˜o para um espac¸o de maior dimensa˜o. Uma
observac¸a˜o x e´ transformada para este espac¸o atrave´s de um operador
(kernel) ψ e um outro conjunto de observac¸o˜es X (fixo) de tamanho n.
A observac¸a˜o transformada xˆ e´ constru´ıda a partir da seguinte equac¸a˜o:
xˆ(i) = ψ(x,Xi) (2.25)
Ou seja, xˆ tera´ dimensa˜o n. O conjunto de observac¸o˜es utiliza-
das para realizar esta transformac¸a˜o e´ o pro´prio conjunto de treino do
classificador, e para realizar o treinamento (encontrar o hiperplano de
classificac¸a˜o) e´ realizada a transformac¸a˜o sobre si mesmo, gerando Xˆ.
Algumas classes de kernels de transformac¸a˜o comumente usados
sa˜o (VAPNIK, 1998):
Polinomiais:
ψ(x,Xi) = ((x ∗Xi) + 1)p (2.26)




ψ(x,Xi) = tanh(x ∗Xi + α) (2.28)
Note que p e γ podem assumir uma infinidade de valores, gerando
diferentes superf´ıcies de classificac¸a˜o.
2.5 A´RVORES DE DECISA˜O
A´rvore de decisa˜o e´ um classificador que divide o espac¸o do pro-
blema a partir de uma sequeˆncia de regras, cada uma operando como
um classificador independente. Estas regras na˜o sa˜o necessariamente
nume´ricas e separam o espac¸o em duas (a´rvores bina´rias) ou mais di-
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Figura 4: Exemplo de a´rvore de decisa˜o bina´ria com regras na˜o
nume´ricas de divisa˜o (DUDA; HART; STORK, 2001).
viso˜es. Os pontos onde as regras dividem o espac¸o dos objetos sa˜o
chamados de nodos. A seguir, alguns tipos de regras bina´rias para
descritores nume´ricos (DEVROYE; GYA˜¶RFI; LUGOSI, 1996):
 A´rvores Ordinary Binary Classification (OBC): x(i) < a, onde a
e´ um limiar e x(i) o valor do descritor i.
 A´rvores Binary Space Partition (BSP): αx < a, onde α e´ um
vetor de pesos aplicados aos descritores da observac¸a˜o x.
 A´rvores de esferas (sphere trees): ||x− z|| < a para um dado
vetor z fixo.
 A´rvores na˜o-lineares : ψ(x) ≥ 0, para uma func¸a˜o na˜o-linear ψ.
A tendeˆncia nas a´rvores de decisa˜o e´ optar por regras simples
que, em conjunto, formam um classificador robusto, por isto as a´rvores
mais exploradas sa˜o as OBCs.
Ao final da a´rvore de decisa˜o, existem nodos terminais (indicados
em rosa na Figura 4), onde sa˜o designadas as classes para os elementos
que chegarem nesta divisa˜o do espac¸o.
A criac¸a˜o da a´rvore de decisa˜o em geral e´ realizada de cima para
baixo (MURTHY, 1998) numa abordagem de dividir e conquistar (divide
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and conquer). Ou seja, a partir de um conjunto de testes para um dado
nodo e´ determinada a regra que melhor o divide de acordo com um
dado crite´rio. Este procedimento e´ repetido recursivamente (criando
ramificac¸o˜es na a´rvore) ate´ que uma certa condic¸a˜o de parada seja
satisfeita. A seguir, e´ apresentado um pseudo-algoritmo para gerac¸a˜o
de a´rvores de decisa˜o (similar ao proposto em (RUGGIERI, 2002)):
1. Para um dado nodo Nk, tem-se um conjunto de elementos de
treino Tk sendo T
1
k pertencentes a classe C1 e T
2
k a C2. Caso
algum crite´rio de parada seja atingido neste nodo (como T 2k >>
T 1k ) este nodo e´ considerado terminal e a probabilidade de um
elemento que caia neste nodo durante a classificac¸a˜o de pertencer
a C1 e´ dada por: p1(k) =
T 1k
T 1k + T
2
k
. Caso contra´rio e´ realizado o
passo 2.
2. Busca-se a regra de classificac¸a˜o que maximize o crite´rio de se-
parac¸a˜o das classes; ou seja, a regra que aplicada a Tk crie Tk+1
e Tk+2 com as classes mais bem divididas. Isto gera dois novos
nodos Nk+1 e Nk+2 com conjuntos de treino Tk+1 e Tk+2 e, para
cada um deles, o processo volta ao passo 1.
Condic¸o˜es de parada sa˜o necessa´rias para evitar que se criem
a´rvores que se moldem demais ao conjunto de treino (caracterizando
o over-fitting). Idealmente, deseja-se que nodos terminais contenham
muitos elementos (algo que dificilmente ocorrera´ em a´rvores demasiado
ramificadas). As condic¸o˜es mais comuns de parada dos nodos utilizados
e´ a proporc¸a˜o dos elementos das classes de treino presentes nele e a
profundidade da a´rvore (definida como o nu´mero de nodos entre o nodo
em questa˜o e o inicial). Outra te´cnica aplicada a criac¸a˜o de a´rvores
de decisa˜o e´ a poda (pruning), no qual ramificac¸o˜es sa˜o eliminadas
(condensadas), aumentando a generalizac¸a˜o do seu classificador.
A` rigor, qualquer classificador poderia ser utilizado para criar
uma regra de divisa˜o em um nodo, mas geralmente sa˜o utilizados clas-
sificadores mais simples, por exemplo:
 Fisher Linear Discriminant (DUDA; HART; STORK, 2001), que cria
a melhor separac¸a˜o entre as me´dias das classes e pode ser calcu-
lado de forma direta.
 Distaˆncias de Bhattacharya e Kolmogorov-Smirnoff (MURTHY,
1998).
 Minimizac¸a˜o do nu´mero de objetos mal classificados (MURTHY,
1998).
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 Maximizac¸a˜o do ganho de entropia (MURTHY, 1998)
 Minimizac¸a˜o da impureza pelos crite´rios de Gini ou de Twoing
(WU et al., 2008) (Sec¸a˜o 2.6).
 Minimizac¸a˜o da soma das distaˆncias dos elementos mal classi-
ficados ao plano de classificac¸a˜o (MANGASARIAN, 1993) (Sec¸a˜o
2.7).
2.6 CRITE´RIOS DE GINI E TWOING
As medidas de Gini e de Twoing de impureza (WU et al., 2008)
sa˜o me´todos que podem ser utilizados na divisa˜o de nodos em a´rvores
de decisa˜o. O objetivo e´ que a cada nodo, os subconjuntos derivados
sejam cada vez mais homogeˆneos; ou seja, concentrando em cada lado,
os elementos de uma classe. Para isto, busca-se a divisa˜o que diminua
ao ma´ximo o valor destas medidas de impureza. Infelizmente, na˜o ha´
um me´todo direto para chegar a esta divisa˜o e a opc¸a˜o mais via´vel e´
restringir-se a a´rvores OBC (que dividem cada nodo utilizando apenas
um descritor e um limiar). Neste caso, calcula-se todas as poss´ıveis
diviso˜es de um nodo para o conjunto de treino e sa˜o encontrados o
descritor e o limiar que otimizam este crite´rio.
2.6.1 Crite´rio de Gini
A diminuic¸a˜o da impureza de Gini para uma dada divisa˜o de um
nodo e´ dada por:
∆i(t) = i(t)− pli(tl)− pri(tr) (2.29)
Onde pl e pr sa˜o respectivamente as probabilidades de um ele-
mento do nodo atual ser enviado a` esquerda ou a` direita. t, tl e tr
representam respectivamente os elementos no nodo atual, os elementos







Onde i e j sa˜o as classes do problema e C a func¸a˜o de custo (do
erro).
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2.6.2 Crite´rio de Twoing
O crite´rio de Twoing e´ similar ao de Gini e todas as considerac¸o˜es









2.7 A´RVORES MULTI SUPERFI´CIE
Em (MANGASARIAN, 1993), e´ proposto um me´todo para criac¸a˜o
de a´rvores de decisa˜o utilizando programac¸a˜o linear na determinac¸a˜o
de regras de nodos BSP. O conceito ba´sico e´ encontrar, em cada nodo
Nk, o plano α que:
(T k1 α) > c
(T k2 α) < c (2.32)
Onde T k1 e T
k
2 sa˜o matrizes representando os elementos do con-
junto de teste de cada classe neste nodo, ideia similar a` do hiperplano
o´timo do SVM e a equac¸a˜o 2.13. Nitidamente isto na˜o e´ poss´ıvel
para qualquer conjunto de treino (apenas nos problemas linearmente
separa´veis). Assim esta abordagem e´ desenvolvida considerando os ele-







∣∣∣(−T k1 α+ em (θ + 1))+∣∣∣1 + 1n ∣∣∣(T k2 α− ek (θ − 1))+∣∣∣1
]
(2.33)
Onde m e n sa˜o, respectivamente, os nu´meros de elementos de
T k1 e T
k
2 ; ej e´ um vetor coluna de dimensa˜o j com todos elementos




















Figura 5: Exemplo dos tipos de diviso˜es feitas por uma a´rvore MSMT.
Cada linha representa o efeito da regra de decisa˜o em um nodo, LTU
(Linear Threshold Unit) e´ o plano que divide o espac¸o no nodo em
questa˜o (MANGASARIAN, 1993).
Estas equac¸o˜es propo˜em a construc¸a˜o de um plano e um li-
miar que dividam o espac¸o minimizando a soma das distaˆncias dos
elementos mal classificados ao limiar. Ou seja, para um conjunto de
treino, minimiza-se esta equac¸a˜o procurando dentro de todos os pla-
nos poss´ıveis aquele cuja a soma das distaˆncias de todos elementos mal
classificados a este plano alcanc¸a o menor valor. Este e´ um problema de
programac¸a˜o linear e pode ser resolvido utilizando o simplex, um algo-
ritmo para minimizac¸a˜o sob restric¸o˜es lineares. Este crite´rio e´ aplicado
a` a´rvores de decisa˜o, construindo as a´rvores multi superf´ıcie, Multi-
Surface Method Tree (MSMT), apresentando uma superf´ıcie de decisa˜o




Em qualquer problema de classificac¸a˜o deseja-se encontrar a func¸a˜o
de classificac¸a˜o g que minimize a probabilidade de erro L(g). Esta
func¸a˜o sera´ constru´ıda a partir de um conjunto de treinoDn = {(X1, Y1),
.., (Xn, Yn)}, de modo que g = g(Dn). A probabilidade de erro de
Bayes L∗ fornece um limite inferior para L(g(Dn)) e seu valor so´ pode
ser obtido conhecendo as distribuic¸o˜es de probabilidade das classes.
Desta forma, o problema de encontrar g(Dn) tal que minimize L(g(Dn))
tambe´m pode ser visto como encontrar o classificador que se aproxime
a L∗, e isto depende do tamanho e distribuic¸a˜o de Dn.
Uma regra de classificac¸a˜o e´ considerada fracamente consistente
(weakly consistent) se para uma dada distribuic¸a˜o de (X,Y ) (DEVROYE;
GYA˜¶RFI; LUGOSI, 1996), tem-se:
E[L(g(Dn))]→ L∗ quando n→∞ (2.35)
E, fortemente consistente (strongly consistent) se:
P ( lim
n→∞L(g(Dn)) = L
∗) = 1 (2.36)
Quando na˜o se tem conhecimento da distribuic¸a˜o dos dados do
problema, estes conceitos sa˜o de pouco valor. Define-se enta˜o, a con-
sisteˆncia universal (universal consistency) onde e´ avaliada se o erro da
regra de classificac¸a˜o converge (fracamente ou fortemente) para o erro
de Bayes para todas as distribuic¸o˜es.
Se for definida uma regra de classificac¸a˜o que para cada ob-
servac¸a˜o X, exista uma regia˜o ao seu redor A(X) e que g(Dn)(X)
assuma o valor da classe com maior recorreˆncia no conjunto de treino
Dn ∩A(X) . Essa regra sera´ universalmente fracamente consistente se
(DEVROYE; GYA˜¶RFI; LUGOSI, 1996):
P (diam(A(X)) = 0) = 1
P (Dn ∩A(X) =∞) = 1 (2.37)
Onde diamA(X) e´ o diaˆmetro da regia˜o em questa˜o. Os clas-
sificadores Parzen Windows podem satisfazer este crite´rio quando o
tamanho das janelas hn → 0; o K-Nearest Neighbor, por sua vez, re-
quer que k → ∞ e k
n
→ 0. As a´rvores de decisa˜o podem ser usadas
para construir um classificador equivalente aParzen Windows, ou seja,
tambe´m podem ser universalmente fracamente consistentes.
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Garantida a convergeˆncia de uma regra de classificac¸a˜o a` regra
o´tima; e´ interessante analisar a sua taxa de aproximac¸a˜o. Infelizmente,
pode ser provado (DEVROYE; GYA˜¶RFI; LUGOSI, 1996) que para um
dado tamanho de conjunto de treino e  ≥ 0 arbitrariamente pequeno
para qualquer regra de classificac¸a˜o existe uma distribuic¸a˜o (X,Y ) com





Ou seja, mesmo para um regra universalmente consistente e´ im-
poss´ıvel estimar sua convergeˆncia ao erro de Bayes sem ter conheci-
mento da distribuic¸a˜o.
2.9 ERRO E RISCO EMPI´RICO
Como explicado anteriormente, o problema de reconhecimento
de padro˜es procura a func¸a˜o g que minimiza o erro de classificac¸a˜o
L(g) para uma distribuic¸a˜o de observac¸o˜es F (Z), onde Z = (X,Y ).
Este erro pode ser expresso como:
L(g) =
∫
(g(X) 6= Y ) dF (Z) (2.39)
Em certos casos, uma func¸a˜o de erro e´ mais interessante (como
quando certos tipos de erro de classificac¸a˜o sa˜o mais relevantes que
outros). Assim define-se o risco como:
R(g) =
∫
Q(g, Z)dF (Z) (2.40)
Onde Q fornece a medida de cada erro de classificac¸a˜o poss´ıvel.
Em geral, na˜o se tem acesso a distribuic¸a˜o das observac¸o˜es e suas clas-
ses para se calcular estes crite´rios de qualidade do classificador. Uma













Onde Zi e´ um conjunto de de observac¸o˜es aleato´rias de F (Z).
48
2.9.1 Me´todo da Minimizac¸a˜o do Risco Emp´ırico
O me´todo da minimizac¸a˜o do risco emp´ırico e´ uma forma de
escolher dentro de um grupo ∆ de classificadores aquele a ser utili-
zado. Apo´s construir cada um desses classificadores a partir de um
conjunto de testes Tn = {(X1, Y1), ..., (Xn, Yn)} sa˜o computados seus
riscos emp´ıricos e selecionado aquele que o minimiza.
A grande questa˜o e´ se esta escolha fornece a melhor func¸a˜o de
classificac¸a˜o. Em (VAPNIK, 1998), e´ provado que para R limitado e ∆





n→∞ arg ming R(gk) (2.42)
Note que, quando se usa este me´todo e uma construc¸a˜o de clas-
sificadores a partir de exemplos, sa˜o necessa´rios dois conjuntos de ob-
servac¸o˜es conhecidas: Dn e Tn; respectivamente, os conjuntos de treino
e testes.
2.10 ESTIMAC¸A˜O DO ERRO
Como apontado na sec¸a˜o anterior, a selec¸a˜o de um classificador
na˜o-parame´trico pode ser realizada treinando e testando um grupo de
classificadores e selecionando aquele com melhor desempenho. Invaria-
velmente, para a classificac¸a˜o na˜o-parame´trica, deve-se apoiar este tipo
de decisa˜o a estes conjuntos de observac¸o˜es de treino e teste. O erro
de classificac¸a˜o do classificador g∗Tn , selecionado atrave´s do conjunto de












Ou seja, a diferenc¸a entre o erro de classificac¸a˜o da regra seleci-
onada e o erro de Bayes pode ser dividida em duas partes. A primeira,
denominada erro de estimac¸a˜o, representa o fato de entre as regras de
classificac¸a˜o C testadas na˜o ter sido escolhida a melhor, ja´ que esta de-
cisa˜o e´ feita com base no conjunto de testes. A segunda parte, o erro de
aproximac¸a˜o, indica que entre os classificadores analisados em C pos-
sivelmente na˜o esteja a melhor regra poss´ıvel e isto limite a qualidade
da soluc¸a˜o.
A primeira impressa˜o que se tem fazendo tal ana´lise e´ que treinar
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um grande nu´mero de classificadores e´ bene´fico, ja´ que reduz o erro de
aproximac¸a˜o. No entanto, testando muitos classificadores aumenta a
chance de que um classificador “ruim” se encaixe com o conjunto de
testes apresentando um baixo risco emp´ırico, pore´m com alto erro real
de classificac¸a˜o.
Um exemplo disto seria se para um problema de classificac¸a˜o
onde C consistisse de todos classificadores poss´ıveis. Evidentemente,
algum destes classificadores teria o desempenho o´timo de Bayes, ca-
racterizando assim: min
g∈C
L(g) − L∗ = 0. Supondo que no conjunto de
treino Tn na˜o existam observac¸o˜es iguais de diferentes classes, sempre
existira´ algum outro classificador com erro emp´ırico nulo que simples-
mente se molda no conjunto de testes, pore´m na˜o generaliza o problema
de classificac¸a˜o, de forma que o erro de estimac¸a˜o e´ alto.
Assim, existe o desejo de se analisar um grande nu´mero de clas-
sificadores, com intuito que algum destes se aproxime do erro de Bayes.
Ao mesmo tempo, se este conjunto for muito amplo, escolhas erradas
sera˜o feitas. O aspecto que possibilita balancear este conjunto C e´ a
complexidade de seus classificadores em relac¸a˜o ao tamanho do con-
junto de treino. O erro de estimac¸a˜o pode ser limitado atrave´s de








Onde S(C, n), o coeficiente de estilhac¸amento (shatter coeffici-
ent), e´ o nu´mero de formas que os classificadores de C conseguem
dividir o conjunto de testes de tamanho n e indica a riqueza de C.
Esta medida e´ limitada por: S(C, n) ≤ 2n, valor apresentado quando
e´ poss´ıvel dividir n observac¸o˜es em duas classes de todas as formas
poss´ıveis. No entanto, outros limites podem ser obtidos para este coe-
ficiente.
Os conjuntos C que S(C, n) < 2n para algum n sa˜o denominados
conjuntos Vapnik-Chervonenkis (DEVROYE, 1988). Para estes conjun-
tos, define-se a dimensa˜o Vapnik-Chervonenkis (VC) como o maior n
que satisfaz S(C, n) = 2n e tem-se que:
S(C, n)
{
= 2n quando n ≤ V C
≤ (1 + n)V C quando n > V C (2.45)
Um exemplo simples para se compreender a dimensa˜o VC e´ ima-
ginar uma reta (ponto) dividindo um espac¸o de observac¸o˜es em <1.
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Caso hajam 2 observac¸o˜es distintas, X1 e X2, e´ poss´ıvel posicionar
esta reta de forma a classificar estas observac¸o˜es de todas 22 formas
poss´ıveis. No entanto, para treˆs observac¸o˜es, X1 < X2 < X3, e´ im-
poss´ıvel posicionar esta reta de forma que X1 e X3 apresentem a classe
1 e X2 a classe 0. Por conseguinte, este classificador possui dimensa˜o
VC igual a 2.
Em (VAPNIK, 1998), e´ apresentada uma equac¸a˜o para limitar a
diferenc¸a entre o risco e o risco emp´ırico, com probabilidade 1− η:















Sendo B um limite superior da func¸a˜o de erro do risco Q.
2.10.1 Estimac¸a˜o do Coeficiente de Estilhac¸amento
O ca´lculo do coeficiente de estilhac¸amento S(C, n), ale´m de de-
pender da regra de classificac¸a˜o e tamanho do conjunto de testes,
tambe´m depende do tamanho m do conjunto de treino. Por outro lado
a dimensa˜o Vapnik-Chervonenkis e´ uma grandeza fixa do classificador
e na˜o depende de n.
Limites superiores de S(C, n) para alguns dos principais classifi-
cadores sa˜o apresentados em (DEVROYE, 1988):
 KNN:
S(C, n) ≤ m (2.47)
 Parzen Windows:
S(C, n) ≤ mn+ 1 (2.48)
 A´rvores de Decisa˜o OTC: para um espac¸o de dimensa˜o d e
uma a´rvore de profundidade k:
S(C, n) ≤ (1 + d(n+m))k−1 (2.49)
 A´rvores de Decisa˜o BSP: para um espac¸o de dimensa˜o d e
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uma a´rvore de profundidade k:
S(C, n) ≤ (1 + (n+m)d)k−1 (2.50)
Para o caso do SVM, (VAPNIK, 1998) apresenta uma forma de
estimar a dimensa˜o VC:
 SVM:
VC ≈ D2|φ|2 (2.51)
Onde φ e´ o hiperplano de classificac¸a˜o e D e´ o raio da menor esfera
que conte´m todos os pontos do conjunto de treino apo´s aplicada
a transformac¸a˜o pelo kernel. Observa-se que |φ|2 e´ exatamente o
que se minimiza na construc¸a˜o do plano de classificac¸a˜o no SVM
(equac¸o˜es 2.15 e 2.20), ja´ que D e´ fixo para um dado conjunto de
treino e kernel de transformac¸a˜o infere-se que este classificador
minimiza a dimensa˜o VC.
2.11 SELEC¸A˜O DE DESCRITORES
Selec¸a˜o de descritores e´ o ato de escolher, dentro de um conjunto
N de descritores, um subconjunto M para uma tarefa de classificac¸a˜o.
Em (DASH; LIU, 1997), e´ apresentada uma lista dos objetivos para apli-
car a selec¸a˜o de descritores a um processo de classificac¸a˜o:
 Idealizada: encontrar o menor conjunto M que satisfac¸a certas
condic¸o˜es de desempenho.
 Cla´ssica: para um tamanho fixo de M , achar tal conjunto o´timo
de acordo com um crite´rio de avaliac¸a˜o.
 Aproximar a distribuic¸a˜o de classe: encontrar um conjunto “pe-
queno” M que apresente uma distribuic¸a˜o aproximada do con-
junto original das classes.
 Melhorar a exatida˜o de classificac¸a˜o: buscar o subconjunto M ∈
N que minimize o erro de classificac¸a˜o.
Neste trabalho, existe o desejo de gerar o melhor classificador in-
dependente do tamanho do conjunto de descritores, de valores ma´ximos
de erro e da distribuic¸a˜o; ou seja, o estudo da selec¸a˜o de descritores e´
focado em minimizar o erro de classificac¸a˜o.
Como descrito na introduc¸a˜o deste cap´ıtulo, o erro de Bayes
depende dos descritores utilizados para definir a observac¸a˜o e que a
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adic¸a˜o de novos descritores nunca aumenta este erro. Evidentemente, ja´
que a consisteˆncia de um classificador na˜o depende de seus descritores,
para um conjunto infinito de treino, o erro nunca aumentara´ com a
adic¸a˜o de novos descritores. No entanto, como o conjunto de treino e´
finito, na˜o necessariamente o maior conjunto de descritores fornecera´ o
melhor classificador; ou seja, nestas condic¸o˜es certos descritores podem
ser prejudiciais ao desempenho. Como na˜o e´ poss´ıvel determinar o erro
de classificac¸a˜o, e´ necessa´ria alguma medida de custo para avalia´-lo (em
geral o risco emp´ırico).
Para uma dada regra de classificac¸a˜o e uma medida de custo, e´
poss´ıvel otimizar o conjunto de descritores. Para tal finalidade, existem
diversos algoritmos. Infelizmente, com excec¸a˜o de algumas condic¸o˜es
bem espec´ıficas, apenas testando todos os conjuntos de descritores e´
poss´ıvel encontrar o conjunto o´timo (JAIN; ZONGKER, 1997), algo que
se torna invia´vel para para problemas com muitos descritores.
Existem diversos algoritmos de soluc¸a˜o sub-o´tima para a selec¸a˜o
de descritores, dentre eles os sequenciais. Esta classe de algoritmos
mostrou-se em testes, superior a outros algoritmos sub-o´timos (JAIN;
ZONGKER, 1997; FERRI et al., 1994). Os algoritmos sequenciais cons-
troem iterativamente o conjunto M adicionando ou removendo descri-
tores, e sa˜o aplicados neste estudo. Alguns outros me´todos encontra-
dos na literatura sa˜o Minimum Description Length Method (MDLM),
a´rvores de decisa˜o, PRESET, POE1ACC e algoritmos gene´ticos (DASH;
LIU, 1997).
2.12 ALGORITMOS SEQUENCIAIS DE SELEC¸A˜O DE DESCRITO-
RES
O conceito ba´sico dos algoritmos de selec¸a˜o de descritores se-
quenciais e´ de iniciar com um conjunto de descritores M0 ∈ N e adi-
cionar ou remover descritores deste conjunto (formando Mk+1) que
minimizem o valor da func¸a˜o de avaliac¸a˜o f(gM ). Desta forma, a
selec¸a˜o de descritores depende do classificador que e´ constru´ıdo uti-
lizando estes descritores. Abaixo, sa˜o apresentados os algoritmos se-
quenciais Sequential Forward Selection (SFS), Sequential Backward Se-
lection (SBS), Sequential Floating Forward Selection (SFFS), Sequen-
tial Floating Backward Selection (SFBS) e Plus-R Minus-L Selection
(LRS):
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2.12.1 Sequential Forward Selection (SFS)
1. O conjunto de descritores inicial e´M0 =  e define-se que f(g) =
1.
2. A cada iterac¸a˜o k este conjunto e´ atualizado de acordo com:
Mk+1 = Mk + arg min
Ji
f(gM+Ji) (2.52)
Onde J = N − Mk, ou seja, Mk e´ modificado adicionando o
descritor Ji que apresente uma maior melhoria da func¸a˜o de ava-
liac¸a˜o.
3. O processo e´ repetido ate´ que nenhuma adic¸a˜o de descritor me-




Assim, o processo e´ encerrado e o conjunto final escolhido e´ Mk.
2.12.2 Sequential Backward Selection (SBS)
1. O conjunto inicial de descritores e´ M0 = N .
2. A cada iterac¸a˜o k este conjunto e´ atualizado de acordo com:
Mk+1 = Mk − arg min
Mi
f(gM−Mi) (2.54)
Desta forma e´ removido o descritor que minimize a func¸a˜o de
avaliac¸a˜o.
3. O processo e´ repetido ate´ que nenhuma remoc¸a˜o de descritor me-
lhore o custo, ou seja:
f(gMk) < min
Mi
f(M − Ji) (2.55)
Assim, o processo e´ encerrado e o conjunto final escolhido e´ Mk.
Nitidamente, os me´todos acima mencionados sa˜o ana´logos e so-
frem do mesmo defeito: na˜o tem a capacidade desfazer uma adic¸a˜o (no
caso do SFS) ou remoc¸a˜o (no SBS) de descritores do conjunto M . Os
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seguintes algoritmos misturam ac¸o˜es de adic¸a˜o e remoc¸a˜o de descrito-
res, superando tal limitac¸a˜o.
2.12.3 Sequential Floating Forward Selection (SFFS)
1. O conjunto inicial de descritores e´M0 =  e define-se que f(g) =
1.
2. A cada iterac¸a˜o k este conjunto e´ atualizado de acordo com:
Mk+1 = Mk + arg min
Ji
f(gM+Ji) (2.56)
Onde J = N − Mk, ou seja, Mk e´ modificado adicionando o
descritor Ji que maximize sua func¸a˜o de avaliac¸a˜o.
3. Caso a adic¸a˜o de nenhum descritor melhore o custo, ou seja:
f(gMk) < arg min
Ji
f(gM+Ji) (2.57)
O processo e´ enviado para o passo 4. Caso contra´rio, retorna-se
ao passo 2.
4. Neste passo, o conjunto e´ atualizado de acordo com:
Mk+1 = Mk − arg min
Mi
f(gM−Mi) (2.58)
Ou seja, agora e´ removido o descritor que diminua ao ma´ximo a
func¸a˜o de avaliac¸a˜o.





O processo retorna ao passo 2, caso contra´rio e´ realizado o passo
anterior de novo (4).
6. Quando nenhuma alterac¸a˜o pode ser realizada no conjunto Mk
(tanto de adic¸a˜o como de remoc¸a˜o de descritores), e´ finalizado o
algoritmo.
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2.12.4 Sequential Floating Backward Selection (SFBS)
O algoritmo Sequential Floating Backward Selection e´ ana´logo ao
acima descrito (SFFS). Sua u´nica diferenc¸a e´ que o conjunto M0 = N ,
todos os outros passos sa˜o iguais.
2.12.5 Plus-R Minus-L Selection (LRS)
O algoritmo Plus-R Minus-L Selection aplica alternadamente
“R” operac¸o˜es de adicionar descritores ao conjunto Mk seguido de “L”
remoc¸o˜es, e pode ser tanto iniciado com o conjunto completo N ou
vazio .
Pode-se notar que tanto o SFFS, SFBS e LRS finalizam quando
se encontram em um mı´nimo local e assim, caracterizam-se como algo-
ritmos sub-o´timos.
2.13 RESUMO
Neste cap´ıtulo foram apresentados os conceitos ba´sicos de reco-
nhecimento de padro˜es. Assim foram exploradas as te´cnicas de classi-
ficac¸a˜o na˜o-parame´trica, que na˜o requerem o conhecimento das distri-
buic¸o˜es das classes a serem classificadas e que, consequentemente, sa˜o
de uso mais geral que as te´cnicas parame´tricas. As te´cnicas apresenta-
das foram o KNN, Parzen Windows, SVM e A´rvores de Decisa˜o.
O KNN eParzen Windows sa˜o de muito fa´cil aplicac¸a˜o, no en-
tanto requerem muitas observac¸o˜es de treino para gerarem superf´ıcies
de decisa˜o complexas. O SVM, por sua vez, consegue gerar superf´ıcies
mais complexas, mas requer uma rotina de otimizac¸a˜o computacional-
mente custosa. A u´ltima te´cnica, A´rvores de Decisa˜o, e´ uma forma
de acoplar sequencialmente diferentes regras de classificac¸a˜o. Para ali-
mentar as A´rvores de Decisa˜o, foram estudadas os crite´rios de Gini e
de Twoing e o me´todo multi-superf´ıcie (MSMT).
Outro assunto abordado neste cap´ıtulo foi a selec¸a˜o de descrito-
res, que busca identificar um subconjunto de descritores que reduza o
erro de classificac¸a˜o. Tais te´cnicas sa˜o valiosas quando se utiliza classi-
ficadores baseados na distaˆncia entre observac¸o˜es do conjunto de treino
e a observac¸a˜o sendo analisada, que pode ser afetada por descritores
na˜o informativos. Com este fim, foram apresentados cinco algoritmos
sequenciais de selec¸a˜o: SFS, SBS, SFFS, SFBS e LRS.
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Foram apresentados os conceitos de risco, erro, risco emp´ırico
e erro emp´ırico, bem como a dimensa˜o Vapnik-Chervonenkis. Esta
permite mensurar o grau de complexidade de um classificador e pode
ser usada para estimar o seu erro e risco atrave´s das respectivas medidas
emp´ıricas.
Os procedimentos estudados permitem que, apo´s transformadas
as informac¸o˜es das estruturas dos pulmo˜es em observac¸o˜es, se identifi-
que o que e´ no´dulo e o que na˜o e´ no´dulo. O pro´ximo cap´ıtulo e´ dedicado
a processamento de imagens, apresentando as ferramentas que possi-
bilitam, a partir de um conjunto de imagens, segmentar e extrair tais
informac¸o˜es sobre as estruturas nos pulmo˜es.
57
3 PROCESSAMENTO DE IMAGENS
Neste cap´ıtulo sa˜o apresentadas diversas te´cnicas de processa-
mento de imagens que teˆm como objetivo segmentar, melhorar e extrair
informac¸o˜es de imagens. Neste trabalho, estas te´cnicas sa˜o utilizadas
para, a partir de uma se´ries de imagens tomogra´ficas tora´cicas, localizar
e segmentar estruturas com grande chance de serem no´dulos pulmona-
res e, finalmente, extrair caracter´ısticas para a etapa de classificac¸a˜o.
A maioria destas te´cnicas sa˜o de uso geral em problemas de pro-
cessamento de imagens, no entanto algumas foram desenvolvidas ou
adaptadas especificamente para o problema de detecc¸a˜o de no´dulos
pulmonares.
3.1 CATMULL-ROM SPLINE
Catmull-Rom Spline e´ uma te´cnica de interpolac¸a˜o cu´bica com
foco em computac¸a˜o gra´fica (JOY, 1996). Esta te´cnica possibilita que,
em posse dos valores de uma func¸a˜o f(p) em uma sequeˆncia de pontos
igualmente espac¸ados p−1, p0, p1 e p2 estimar fˆ(pt), p0 ≤ pt ≤ p1,
modelando fˆ localmente por uma curva cu´bica. Ou seja, para 0 ≤ t ≤ 1
e fˆ(p(0)) = f(p0) e fˆ(p(1)) = f(p1):
fˆ(pt) = fˆ(p(t)) = a0 + a1t+ a2t
2 + a3t
3 (3.1)
Determinando que as tangentes nos pontos p0 = p(0) e p1 = p(1)
devem coincidir com a derivada da func¸a˜o estimada (fˆ):
fˆ(p(0)) = a0 = f(p0)
fˆ(p(1)) = a0 + a1 + a2 + a3 = f(p1)
fˆ ′(p(0)) = a1 =
f(p1)− f(p−1)
2
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Note que a varia´vel t indica a posic¸a˜o de pt em relac¸a˜o a p0 e p1,
por exemplo, para um ponto equidistante a p0 e p1 este valor e´ t = 0, 5.
3.2 THRESHOLDING
Thresholding e´ a te´cnica mais simples e usada para o processa-
mento de imagens. Sua finalidade e´ segmentar regio˜es de acordo com a
intensidade no local. Basicamente, definem-se classes, cada uma asso-
ciada a uma faixa de valores de intensidade, de forma que cada ponto
(x, y) e´ classificado de acordo com sua intensidade I(x, y).
Ou seja, para um dado conjunto de classes C1 e C2 e um par
de limiares TInf e TSup, cada ponto (x, y) e´ designado a C1 se TInf <
I(x, y) < TSup. Caso contra´rio, e´ classificado como C2. Na maioria dos
casos, esta limiarizac¸a˜o e´ realizada com apenas um limiar T separando
as duas classes.
Este processo e´ muito simples, ja´ que aspectos como vizinhanc¸a
e posic¸a˜o dos pontos na˜o sa˜o avaliados. Isto faz com que esta te´cnica
tenha seu uso limitado a problemas de baixa complexidade ou que sejam
necessa´rias outras ana´lises mais sofisticadas sobre seus resultados.
O aspecto mais relevante do Thresholding e´ a determinac¸a˜o dos
seus limiares, algo que, evidentemente, depende da aplicac¸a˜o. Em casos
onde as duas classes que se pretende dividir apresentam consistente-
mente intensidades em faixas bem diferentes e´ poss´ıvel definir limiares
fixos para a aplicac¸a˜o. No entanto, em certas aplicac¸o˜es, opta-se por
uma definic¸a˜o adaptativa dos limiares, levando em conta aspectos da
imagem que deseja-se segmentar. Quando este limiar varia´vel e´ defi-
nido de forma u´nica para toda imagem ele e´ dito global, ao passo que
limiares que dependem das regio˜es da imagem sa˜o denominados locais.
Infelizmente, no problema de detecc¸a˜o de no´dulos pulmonares
em imagens tomogra´ficas, esta abordagem mostra-se insuficiente ja´ que
existe uma intersecc¸a˜o das faixas de intensidades dos no´dulos, vasos e
ate´ da parede do pulma˜o. Ainda assim, o Thresholding e´ uma te´cnica
que sera´ frequentemente usada neste trabalho (e praticamente todos os
trabalhos de detecc¸a˜o de tais no´dulos).
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3.3 THRESHOLDING ADAPTATIVO
Existe uma enorme gama de algoritmos para definic¸a˜o de limi-
ares para a te´cnica Thresholding e estes sa˜o dependentes do tipo de
imagem e classes que se deseja separar. Neste trabalho, deseja-se sepa-
rar vasos e no´dulos pulmonares do ar e de tecidos menos densos (como
fissuras) com um bom grau de precisa˜o. Na˜o obstante, as intensidades
associadas a no´dulos e vasos podem tanto se aproximar bastante das
do ar, como apresentarem um grande contraste; ou seja, as regio˜es a
serem segmentadas na˜o ocupam faixas espec´ıficas de intensidade.
Supondo que em uma dada regia˜o no conjunto de imagens hajam
apenas as duas classes que se deseja segmentar com faixas de intensi-
dades com pouca intersecc¸a˜o. Observando seu histograma, a tendeˆncia
e´ haver duas concentrac¸o˜es com picos em regio˜es diferentes, pore´m
pro´ximas, como mostra a Figura 6.
O histograma pode ser usado para determinar um limiar que
obtenha uma boa separac¸a˜o das classes. Em (DEHMESHKI et al., 2008),
e´ sugerido que o limiar seja encontrado para cada ponto p = (x0,y0,z0)












I(x, y, z)[I(x, y, z) < T i]∑
x,y,z





I(x, y)[I(x, y, z) > T i]∑
x,y,z
[I(x, y, z) > T i]
(3.5)
Onde S e´ uma vizinhanc¸a ao redor de p, MInf (T
i) e´ a me´dia
da parte inferior ao limiar T i, e MSup(T
i) a me´dia da parte superior.
Assim, T i+1, o novo limiar computado a cada iterac¸a˜o, e´ a me´dia entre
estes dois valores. O processo e´ finalizado quando o limiar converge.
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Figura 6: .
Histograma de uma imagem formada por duas distribuic¸o˜es de
variaˆncia 1, me´dias 0 e 2. A linha vermelha indica o limiar encontrado
apo´s 20 iterac¸o˜es deste algoritmo.
3.4 SEGMENTAC¸A˜O DE REGIO˜ES CONECTADAS
Em imagens bina´rias (ma´scaras), os pontos se dividem em duas
classes, e e´ comum desejar extrair informac¸o˜es sobre os pontos conec-
tados de cada uma dessas classes. Por exemplo, identificar todas as
regio˜es que se formam por pontos de um dado valor (0 ou 1) adjacentes
e, a partir do conhecimento da regia˜o, extrair informac¸o˜es relevantes,
como a´rea, forma, centro, e outros. Tal processo e´ denominado, neste
trabalho, de segmentac¸a˜o de regio˜es conectadas e e´ realizado tanto em
imagens como volumes de imagens (onde relac¸o˜es de conexa˜o tambe´m
sa˜o va´lidas na direc¸a˜o Z).
O algoritmo utilizado para rotular regio˜es em volumes 3D de
imagens (o caso 2D pode ser facilmente extra´ıdo deste) e´ apresentado
a seguir:
Primeiramente, e´ criado um volume de imagens de dimenso˜es
iguais ao volume a ser analisado para armazenar o resultado, ou seja,
onde sera˜o colocados os ro´tulos para cada posic¸a˜o no espac¸o. Este
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volume de imagens de ro´tulos e´ denominado R.
Sa˜o feitas iterac¸o˜es nas ma´scaras de forma sequencial nas di-
menso˜es X, Y e Z. Denominando o valor das estruturas relevantes v
(0 ou 1):
1. Para cada ponto i = (x0, y0, z0), seja M(i) o seu valor na ma´scara.
Caso M(i) 6= v este ponto na˜o e´ relevante, R(i) recebe o ro´tulo
0, e e´ realizada a iterac¸a˜o para o pro´ximo ponto, caso contra´rio e´
dada sequeˆncia para o passo 2.
2. Sa˜o analisados os valores da ma´scara nos pontos i1 = (x0 −
1, y0, z0), i2 = (x0, y0−1, z0) e i3 = (x0, y0, z0−1). Se para todos
eles M 6= v segue-se para o passo 3; caso contra´rio, e´ realizado o
passo 4.
3. E´ criado um novo ro´tulo para este ponto, R(i) = max[R] + 1,
e retorna-se para o passo 1 na pro´xima iterac¸a˜o de i.
4. Caso apenas um dos pontos adjacentes (i1, i2 ou i3) tenha M = v,
o ro´tulo deste ponto (i∗) e´ designado ao ponto i, R(i) = R(i∗), e
segue-se para a pro´xima iterac¸a˜o, caso contra´rio segue-se para o
passo 5.
5. Sendo R∗ o conjunto de ro´tulos diferentes de 0 dos pontos i1, i2
e i3 e seja R
∗
min o menor destes ro´tulos. Para todos os pontos de
R com valor dentro do conjunto R∗ seu valor e´ substitu´ıdo por
R∗min; ou seja, va´rias estruturas unem-se em i e seus ro´tulos sa˜o
unificados. Igualmente, i recebe este mesmo ro´tulo.
Com este volume de imagens de ro´tulos e´ poss´ıvel extrair as
caracter´ısticas desejadas de cada uma das estruturas presentes nesta
segmentac¸a˜o.
3.5 TRANSFORMADA DE DISTAˆNCIA
A transformada de distaˆncia de uma imagem e´ uma operac¸a˜o que
gera uma nova imagem onde os valores em cada ponto sa˜o determinados
pelas suas distaˆncias em relac¸a˜o a um ponto determinado. No caso de
uma imagem com varias intensidades, a distaˆncia pode ser em relac¸a˜o
ao ponto com intensidade 0 mais pro´ximo.
Neste trabalho, a transformada de distaˆncia sera´ aplicada a ima-
gens bina´rias (ma´scaras), onde a distaˆncia (de Manhattan) sera´ em
relac¸a˜o ao elemento mais pro´ximo de valor diferente; ou seja, caso o
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ponto i = (x, y) tiver valor 1, na imagem transformada seu valor sera´ o
menor nu´mero de pixels que deve se deslocar ate´ um ponto com valor
0 (e vice-versa).
3.6 DILATAC¸A˜O E EROSA˜O, FECHAMENTO E ABERTURA
A Dilatac¸a˜o e Erosa˜o sa˜o duas te´cnicas morfolo´gicas de proces-
samento de imagens ana´logas que, combinadas. geram as operac¸o˜es de
Fechamento e Abertura. Elas podem ser aplicadas a imagens bina´rias
ou em escala de cinza, mas neste trabalho apenas o primeiro caso e´
considerado.
Estas operac¸o˜es sa˜o realizadas entre duas imagens bina´rias, uma
representando o objeto sobre o qual sera´ realizada a operac¸a˜o e outra
denominada elemento estruturante. A dilatac¸a˜o tem o efeito de dilatar
o objeto de interesse numa proporc¸a˜o e forma equivalente ao elemento
estruturante, ao passo que a erosa˜o o reduz nesta mesma proporc¸a˜o.
As Figuras 7 apresentam exemplos destes elementos e processos.
Ambas as te´cnicas sa˜o definidas a partir da teoria de conjun-
tos (GONZALEZ; WOODS, 2006). Representando uma imagem bina´ria
como um conjunto A = {a1, a2, ..., aK} sendo ai = (xi, yi) as coorde-
nadas dos pontos relevantes (com valor 1). Para estes conjuntos, as
seguintes operac¸o˜es podem ser definidas: translac¸a˜o (A)t, reflexa˜o Aˆ,
complemento Ac e diferenc¸a entre dois conjuntos A−B.
A translac¸a˜o por t = (x, y) e´:
(A)t = {c|c = a+ t, a ∈ A} (3.6)
Reflexa˜o:
Aˆ = {c|c = −a, a ∈ A} (3.7)
Complemento:
Ac = {c|c /∈ A} (3.8)
Diferenc¸a entre A e B:
A−B = {c|c ∈ A, c /∈ B} (3.9)
Atrave´s dessas operac¸o˜es, define-se a dilatac¸a˜o entre dois con-
juntos A⊕B:
A⊕B = {x|[(Bˆ)x ∩A] 6= } (3.10)
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E a erosa˜o A	B:
(A	B)c = Ac ⊕ Bˆ (3.11)
Apesar de serem ana´logas, estas duas operac¸o˜es na˜o sa˜o inversas,
a erosa˜o e´ equivalente ao complemento da dilatac¸a˜o do complemento
de A por B. A aplicac¸a˜o sequencial da erosa˜o e dilatac¸a˜o resulta nas
operac¸o˜es de fechamento e abertura.
A operac¸a˜o de fechamento (A • B) e´ realizada atrave´s de uma
dilatac¸a˜o seguida de uma erosa˜o:
A •B = (A⊕B)	B (3.12)
E a de abertura (A ◦B) as mesmas operac¸o˜es, pore´m em ordens
diferentes:
A ◦B = (A	B)⊕B (3.13)
Assim como na dilatac¸a˜o, o fechamento nunca diminui ou ex-
clui qualquer ponto do objeto de interesse. Seu efeito e´ de incluir ao
objeto de interesse pequenas identac¸o˜es e buracos (JAIN, 1989). Ana-
logamente, a abertura nunca aumenta ou adiciona pontos a imagem
analisada. Seus efeitos sa˜o de suavizar contornos e suprimir pequenos
objetos. A Figura 8 apresenta os resultados das operac¸o˜es de aber-
tura e fechamento no objeto e elemento estruturante apresentados nas
Figuras 7 (a) e (b).
Uma terceira aplicac¸a˜o da operac¸a˜o de erosa˜o e´ a detecc¸a˜o de
bordas. Em imagens bina´rias, bordas sa˜o pontos do objeto de interesse
adjacentes a pontos fora deste objeto. A erosa˜o de uma imagem A
por um elemento estruturante B consistindo de apenas um ponto no
seu centro resulta em um objeto C igual ao de A com a leve diferenc¸a
que sua borda estara´ erodida. Esta borda pode ser obtida atrave´s da
subtrac¸a˜o entre A e C.
3.7 SHAPE INDEX
O Shape Index e´ uma medida de forma para imagens de duas
ou treˆs dimenso˜es, tendo como func¸a˜o reduzir a um u´nico nu´mero in-
formac¸o˜es sobre qua˜o esfe´rica, cil´ındrica ou plana e´ uma dada regia˜o.
Esta medida foi primeiro elaborada em (KOENDERINK, 1990) e tem sido
amplamente utilizada na detecc¸a˜o de no´dulos pulmonares (MURPHY
et al., 2009; ZHANG et al., 2007; YE et al., 2009) e po´lipos no co´lon
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(YOSHIDA; NA˜¤PPI, 2001) em exames me´dicos tomogra´ficos.
Em cada ponto de uma superf´ıcie, existe um plano perpendicular
definido por suas curvaturas principais (principal curvatures) κ1, κ2.









Diferentes valores de Shape Index indicam diferentes formas na
imagem: 
S ≈ 0 Ponto de Vale
S ≈ 0, 25 Ponto de Depressa˜o
S ≈ 0, 5 Ponto de Sela
S ≈ 0, 75 Ponto de Sulco
S ≈ 1 Ponto de Cume
3.8 CURVATURAS PRINCIPAIS
A definic¸a˜o das curvaturas principais segue um caminho mais
longo. Para uma transformac¸a˜o arbitra´ria f : U → <3, onde U e´ um
espac¸o vetorial, seja fδ a derivada parcial de f em relac¸a˜o δ e fδγ a
segunda derivada parcial em relac¸a˜o a δ e γ. Define-se enta˜o (SPIVAK,
1999):


































As curvaturas principais tambe´m definem as medidas de curva-
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tura gaussiana (K) e curvatura me´dia (H):
K = κ1κ2 = det(A) =
LN −M2








EN − 2FM +GL
2(EG− F 2) (3.19)
E disto, infere-se:
[κ1, κ2] = H ±
√
H2 −K (3.20)
3.8.1 Curvaturas Principais em Imagens 2D
Na ana´lise de imagens isoladas, f e´ definido como:
f(x, y) = (x, y, I(x, y)); (3.21)
A terceira dimensa˜o descreve os valores de intensidade da ima-
gem e:
f1(x, y) = fx(x, y) = (1, 0, Ix(x, y))
f2(x, y) = fy(x, y) = (0, 1, Iy(x, y))
f11(x, y) = fxx(x, y) = (0, 0, Ixx(x, y))
f22(x, y) = fyy(x, y) = (0, 0, Iyy(x, y))
f12(x, y) = fxy(x, y) = (0, 0, Ixy(x, y)) (3.22)
Substituindo nas equac¸o˜es anteriores:



















Ja´ que a imagem e´ um conjunto discreto de observac¸o˜es, outro
me´todo deve ser usado para calcular as derivadas parciais de segunda











Iδ = I ∗Gδ Iδγ = I ∗Gδγ (3.26)
Onde ∗ e´ a operac¸a˜o de convoluc¸a˜o.
3.8.2 Curvaturas Principais em Volumes
No caso tridimensional, a profundidade z deve ser inclu´ıda. Con-
siderando as curvas de iso-intensidades I(x, y, z) = I0 e que I e´ infi-
nitamente deriva´vel e cont´ınua, pelo teorema das func¸o˜es impl´ıcitas
(THIRION; GOURDON, 1995):













E = 1 +
I2x
I2z
F = 1 +
IxIy
I2z





















E o kernel utilizado para diferenciac¸a˜o, torna-se:











Em (UDUPA; SAMARASEKERA, 1996), uma proposta formal para
ana´lise de conectividade nebulosa (fuzzy connectivity) em imagens e´
apresentada. Este tipo de abordagem mostra-se muito adequado para
imagens me´dicas onde, ale´m da natureza ruidosa de suas aquisic¸o˜es,
apresenta transic¸o˜es graduais entre tecidos de diferentes espe´cies, im-
plicando em incertezas ate´ para o observador humano.
Uma relac¸a˜o fuzzy ρ entre dois elementos e´ definida como:
ρ = {((x1, x2), µρ(x1, x2))|(x1, x2) ∈ X ×X}
Sendo que:
µρ : X ×X → [0, 1] (3.32)
Ou seja, entre dois elementos x1 e x2 existe uma medida entre
0 e 1 que define a conectividade entre eles. Algumas propriedades
deseja´veis para tal medida sa˜o:
 reflexividade: a conectividade entre um elemento e si mesmo e´
sempre 1: µρ(x, x) = 1, x ∈ X ×X
 simetria: para quaisquer elementos x1 e x2 ∈ X×X : µρ(x1, x2) =
µρ(x2, x1)
 transitividade: para todos (x1, x2), (x2, x3) e (x1, x3) ∈ X ×X:
µρ(x1, x2) = max
x3
[min(µρ(x1, x3), µρ(x2, x3))]
Estas propriedades sa˜o apropriadas para medir a conectividade
entre dois pontos em imagens. Evidentemente, um ponto e´ comple-
tamente conexo a si mesmo (simetria). Duas regio˜es devem ser sime-
tricamente conexas (reflexividade) e esta medida deve corresponder a
composic¸a˜o de conectividades (transitividade). As medidas ρ que sa-
tisfazem tais condic¸o˜es sa˜o denominadas relac¸o˜es de similitude de X.
Dois pontos pro´ximos em uma imagem sa˜o conexos se apresen-
tam valores de intensidades similares e uma medida de conectividade ar-
bitra´ria para pontos pro´ximos e´ denominada afinidade. De uma forma
geral, pontos sa˜o considerados pro´ximos quando sa˜o adjacentes.
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Definindo como um caminho entre dois pontos xi e xf uma
sequeˆncia finita de pontos adjacentes: p(xi,xf ) =< xi, x1, ...xn, xf >,
a conectividade de um caminho pode ser medida atrave´s das afinidades
entre os pontos adjacentes. Ou seja, a conectividade de um caminho









Onde p(k) e´ um elemento pertencente ao caminho p. Por sua vez
µκ(p
(k), p(k+1)) e´ a afinidade entre p(k) e p(k+1). Dentro desta definic¸a˜o,
a medida de conectividade de um caminho entre dois pontos e´ dada pelo
menor valor de afinidade entre as conexo˜es deste caminho.
Sendo P o conjunto de todos os caminhos entre x1 e x2, incluindo
o caminho vazio p(x1,x2) =<>, µρ(p
) = 0, enta˜o a conectividade, dada
pelo melhor caminho e´ obtida atrave´s de:
µ(x1, x2) = max
p∈P(x1,x2)
[µ(p)] (3.34)
Para uma medida de afinidade, κ reflexiva e sime´trica tal es-
quema de conectividade nebulosa satisfaz as condic¸o˜es de relac¸o˜es de
similitude.
3.9.2 Segmentac¸a˜o de No´dulos Pulmonares
Em (DEHMESHKI et al., 2008), e´ apresentado um me´todo para
segmentac¸a˜o por crescimento de regio˜es de no´dulos pulmonares em
TC baseado nos conceitos de conectividade nebulosa ja´ descritos. Seu
princ´ıpio e´ que, dado um ponto de raiz no no´dulo pulmonar e algu-
mas informac¸o˜es sobre as caracter´ısticas de tal estrutura, um mapa
de conectividade (uma imagem volume´trica da conectividade nebulosa
da regia˜o em relac¸a˜o a` raiz) seja computado. Em seguida, com base
neste mapa de conectividade, sugesto˜es de segmentac¸o˜es do no´dulo sa˜o
sugeridas ao usua´rio.
Para tal me´todo, a func¸a˜o de afinidade (entre pontos adjacentes
k1 e k2) e´:
afinidade(k1, k2) = wihi(I(k1), I(k2))︸ ︷︷ ︸
Intensidade
+wghgk1k2(I(k1), I(k2))︸ ︷︷ ︸
Gradiente da Intensidade
(3.35)
Esta func¸a˜o e´ composta de duas partes, a que analisa a intensi-
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dade dos pontos k1 e k2, representada por wi e hi, e a que analisa o
gradiente da intensidade entre estes pontos, composta de wg e hgk1k2 .
wi e wg servem como pesos que determinam a relevaˆncia da contri-
buic¸a˜o do gradiente e da intensidade para a afinidade, assim:
wi + wg = 1
wi, wg ≥ 0 (3.36)
hi e´ definida como:
hi(I1, I2) = e
U
U =
− [ I1+I22 − µF ]2
2σ2F
(3.37)
Onde µF e´ a me´dia da intensidade no no´dulo pulmonar, σ
2
F a
sua variaˆncia e I(k) a intensidade no ponto k. hgk1k2 . Por sua vez,
hgk1k2 e´ definida como:










Nesta func¸a˜o, k1k2 representa a direc¸a˜o (x, y ou z) que separa
os pontos k1 e k2; ou seja, µgk1k2 pode ser: µgx, µgy ou µgz, sendo estas
a me´dia do gradiente da intensidade nestas direc¸o˜es dentro do no´dulo.
De forma similar, σ2gk1k2 e´ a variaˆncia de tal gradiente na direc¸a˜o k1k2.
E finalmente, dk1k2 e´ a distaˆncia entre os pontos k1 e k2.
Evidentemente, sem que o no´dulo tenha sido segmentado e´ im-
poss´ıvel saber sua me´dia e variaˆncia de intensidade e gradientes de
intensidade. Consequentemente, estas grandezas devem ser estimadas.
A partir das medidas de afinidade de todos os pontos adjacen-
tes, e´ poss´ıvel calcular a conectividade fuzzy da regia˜o em relac¸a˜o a
qualquer raiz aplicando a Equac¸a˜o 3.34. Nitidamente, calcular todos
os caminhos entre dois pontos em um volume 3D e escolher o melhor
(com maior conectividade) tem um alto custo computacional. No en-
tanto, o algoritmo de Dijkstra (Sec¸a˜o 3.10) fornece uma soluc¸a˜o para
tal problema. A Figura 9 apresenta uma estrutura pulmonar e seu
respectivo mapa de conectividade.
A segmentac¸a˜o e´ realizada iterativamente utilizando apenas o
mapa de conectividade (3D) e levando em conta o formato esfe´rico dos
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no´dulos. Dada uma regia˜o ja´ segmentada do no´dulo (em uma dada
iterac¸a˜o k) define-se:
 Fronteira Interna: Pontos internos da segmentac¸a˜o adjacentes
a pontos externos.
 Fronteira Externa: Pontos externos da segmentac¸a˜o adjacentes
a pontos internos.










Este valor e´ computado e armazenado a cada iterac¸a˜o. O pro-
cesso iterativo inicia apenas com o ponto de raiz dentro da a´rea seg-
mentada e, a cada iterac¸a˜o, um ponto pertencente a fronteira externa









Onde fi e´ a conectividade do ponto sob ana´lise, fkT a conecti-
vidade me´dia da regia˜o ja´ segmentada e Di e´ a distaˆncia do ponto a`
raiz. Desta forma, o elemento WD favorece a formac¸a˜o de um objeto
esfe´rico.
A segmentac¸a˜o final e´ escolhida como sendo a da iterac¸a˜o k onde
for obtido o primeiro ma´ximo local de Cper, no entanto, outras seg-
mentac¸o˜es sa˜o sugeridas para os ma´ximos seguintes.
3.9.3 Nova Proposta
O me´todo apresentado possibilita segmentar no´dulos ja´ identifi-
cados. Como o objetivo deste trabalho e´ segmentar estruturas internas
do pulma˜o (no´dulos e vasos) para posterior identificac¸a˜o de no´dulos,
um novo me´todo deve ser elaborado. Evidentemente, o conceito de fa-
vorecer a formac¸a˜o de esferas durante a segmentac¸a˜o na˜o se mostra ade-
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quado, ja´ que dificulta a diferenciac¸a˜o entre os no´dulos e vasos na etapa
de classificac¸a˜o. Ao mesmo tempo, a aplicac¸a˜o de tal processo de seg-
mentac¸a˜o a partir da procura de ma´ximos locais do contraste perife´rico
na˜o trouxe bons resultados. Assim, o me´todo de segmentac¸a˜o a ser
utilizado neste trabalho consiste em construir o mapa de conectividade
da estrutura em questa˜o e em seguida submeteˆ-lo a um Thresholding,
produzindo a segmentac¸a˜o final do objeto.
3.10 ALGORITMO DE DIJKSTRA
O algoritmo de Dijkstra(DIJKSTRA, 1959) e´ uma ferramenta im-
portante para problemas de processamento de imagens. Sua finalidade
e´ encontrar o menor caminho entre dois nodos em grafos onde cada
aresta representa o custo (na˜o negativo) da conexa˜o entre nodos conec-
tados. Seu desempenho para um grafo com V nodos e´ sempre melhor
que O(|V |2) .
O algoritmo categoriza os nodos da seguinte forma:
 A: nodos cujo o menor caminho ate´ o nodo inicial ja´ e´ conhe-
cido. Estes nodos devem ser ordenados em ordem crescente de
tamanho.
 B: nodos que podem ser adicionados ao grupo A, ou seja, nodos
conectados aos do grupo A.
 C: nodos que na˜o se enquadram em nenhuma das categorias su-
pracitadas.
As arestas (conexo˜es) entre os nodos sa˜o tambe´m dividas entre
treˆs categorias:
 I: arestas que ja´ pertencem aos caminhos do nodo inicial aos nodos
de A.
 II: arestas conectadas aos nodos de A, pore´m na˜o pertencentes
ao grupo I, ou seja, arestas que ligam os nodos de A em B.
 III: as arestas ainda na˜o conectadas a nodos do grupo A ou rejei-
tadas.
Dada estas definic¸o˜es, o algoritmo e´ realizado da seguinte forma:
 Sa˜o iniciados os grupos de nodos (A,B e C) e arestas (I,II e III),
sendo o nodo inicial (A0) o u´nico inclu´ıdo em A.
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 A cada inclusa˜o de um nodo no grupo A sa˜o analisadas as arestas
ligadas a este nodo: aquelas que o conectam com nodos do grupo
A sa˜o adicionadas a` I; as que fazem ligac¸o˜es com o grupo C sa˜o
adicionadas a` II (e os nodos a B). As arestas que o ligam com
nodos do grupo B sa˜o avaliadas: caso formem um caminho menor
(que os conhecidos) de A0 ate´ o nodo em B sa˜o inclu´ıdas em II,
caso contra´rio, sa˜o rejeitadas (adicionadas a III). Desta forma
cada nodo em B so´ tem uma conexa˜o em II ate´ o grupo A.
 O nodo em B com caminho de menor custo (considerando as
arestas em I e a aresta em II para chegar ate´ ele) e´ adicionado
em A, retornando ao passo anterior.
 Quando o nodo de destino AF e´ adicionado a A, o processo e´
finalizado. Caso deseje-se conhecer os menores caminhos de A0
a todos os nodos, continua-se iterando ate´ que os grupos B e C
estejam vazios.
Neste trabalho, o grafo representara´ um volume tridimensional
da imagem, onde cada ve´rtice e´ uma coordenada no espac¸o e as arestas
representam o custo de conectividade entre ve´rtices adjacentes. Neste
caso, a minimizac¸a˜o do custo dos caminhos se da´ pela busca do cami-
nho entre dois pontos com maior conectividade, ou seja, resolvendo a
equac¸a˜o 3.34.
3.11 EXPECTATION MAXIMIZATION
O algoritmo Expectation Maximization (EM - Maximizac¸a˜o da
Esperanc¸a) tem como propo´sito estimar os paraˆmetros de uma distri-
buic¸a˜o que melhor a encaixem com os dados (DEHMESHKI et al., 2008).
Ou seja, e´ uma forma iterativa de, dado um conjunto de observac¸o˜es e
um modelo de distribuic¸o˜es destas observac¸o˜es, encontrar os paraˆmetros
do modelo que maximizem a chance de obter estes dados.
Este algoritmo consiste de dois passos. O primeiro calcula a espe-
ranc¸a de obter os dados observados de acordo com a distribuic¸a˜o mode-
lada e paraˆmetros estimados. O segundo passo, atualiza os paraˆmetros
estimados de modo a maximizar esta esperanc¸a.
De forma matema´tica, para um dado modelo de distribuic¸o˜es
(dentro de classes c ∈ C), um conjunto de paraˆmetros θ = {a1(i), ...,
aL(i), φ1, ..., φL} desconhecido e um conjunto de observac¸o˜es I, o EM
e´ realizado da seguinte forma:
- E´ inicializada uma estimativa θˆ0
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- E´ calculada a esperanc¸a condicional, considerando que a
estimativa θˆk e´ correta:
Q(θ|θˆk) = E[logP (c, I|θ)|θˆk] (3.41)
- A estimativa e´ atualizada de forma a maximizar a func¸a˜o Q:
θˆk+1 = arg max
θ
Q(θ|θˆk) (3.42)
Sendo que, ac e´ a probabilidade a priori de i pertencer a` classe
c e φc sa˜o os paraˆmetros da func¸a˜o densidade de probabilidade desta
classe. No caso de processamento de imagens, como neste trabalho,
supondo que em uma dada imagem suas intensidades sa˜o formadas
por va´rias classes com distribuic¸o˜es diferentes (ar, tecido dos vasos e
tecidos dos no´dulo), e´ poss´ıvel obter iterativamente uma estimativa dos
paraˆmetros que regem cada uma dessas distribuic¸o˜es. Neste caso, I sa˜o
as observac¸o˜es (intensidades) da imagem e i sa˜o os pontos da imagem.





A partir destas estimativas, a probabilidade de cada ponto da
imagem pertencer a uma dessas dadas classes e´ facilmente encontrada
atrave´s de p(c|I(i), θˆ).




2σ2 ), tem-se que os paraˆmetros a serem determinados se da˜o por
φc = {µc, σc}, sendo L o nu´mero de distribuic¸o˜es presentes na imagem.
Neste caso, a cada iterac¸a˜o k os valores de me´dia (µc) e de






























ac(i) = 1,∀i (3.47)
3.12 MODIFIED EXPECTATION MAXIMIZATION
O algoritmo EM apresentado na sec¸a˜o anterior considera que a
probabilidade de cada ponto na imagem pertencer a uma dada classe
depende apenas de sua intensidade. Supondo que uma imagem seja
formada por duas distribuic¸o˜es, uma representando um tecido de in-
tensidades mais altas e outra mais baixas, um ponto de intensidade
alta isolado ao meio de outros de intensidades baixas geralmente e´ ori-
ginado de ru´ıdo. Ou seja, em certos problemas, quando as observac¸o˜es
na˜o sa˜o independentes, deve-se considerar o seu contexto, como no caso
da ana´lise de imagens.
E´ poss´ıvel levar em conta que pontos pro´ximos (vizinhos) em
imagens tendem a pertencer a mesma classe, com isto em mente foi
desenvolvido o algoritmo Modified Expectation Maximization (MEM)
(DEHMESHKI, 1999).
Considerando que as classes c(i) sa˜o varia´veis aleato´rias satisfa-
zendo a seguinte propriedade:
p(c(i)|cS−i) = p(c(i)|c(j), j ∈ Ni) (3.48)
S indicando todas as coordenadas da imagem e Ni a vizinhanc¸a
de i. Tem-se que a distribuic¸a˜o e´ um Markov Random Field (MRF)













Por conseguinte, a teoria de MRF fornece uma forma de mode-
lar a probabilidade a priori das classes que e´ dependente do contexto
(LI, 2009; ZHANG; BRADY; SMITH, 2001). Assim ac(i), a probabilidade
a priori do ponto i de pertencer a distribuic¸a˜o da classe c, torna-se
varia´vel e, a cada iterac¸a˜o k, um novo ak+1c (i) e´ computado, levando














Em (DEHMESHKI et al., 2008), esta vizinhanc¸a e´ definida como
todos os pontos diretamente ou diagonalmente conectados. Por dire-
tamente conectados, entende-se como os pontos que diferem do ponto
central i por apenas uma coordenada (x, y ou z) e diagonalmente co-
nectados aqueles que diferem por duas coordenadas. Para os pontos




Desta forma, para um conjunto de distribuic¸o˜es normais a soluc¸a˜o























3.13 ESTIMAC¸A˜O DE PARAˆMETROS EM NO´DULOS PULMONA-
RES
Para se obter os paraˆmetros iniciais do algoritmo de Maximizac¸a˜o
de Esperanc¸a (Sec¸a˜o 3.12) e de segmentac¸a˜o utilizando conectividade
nebulosa (Sec¸a˜o 3.9), e´ necessa´rio estimar uma ma´scara (segmentac¸a˜o)
do objeto em ana´lise. Isto pode ser feito utilizando o me´todo proposto
em (DEHMESHKI et al., 2008), aplicando o algoritmo de segmentac¸a˜o
adaptativa (Sec¸a˜o 3.3) em um cubo 3D ao redor do ponto de raiz.
Sa˜o segmentadas as estruturas resultantes e encontrada a referente ao
objeto que conte´m a raiz e, finalmente, sa˜o realizadas as estimativas
necessa´rias.
O algoritmo de segmentac¸a˜o adaptativa separa os pontos das
imagens em regio˜es de primeiro plano (foreground) e plano de fundo
(background). Este tipo de segmentac¸a˜o consegue realizar bem esta
classificac¸a˜o nas bordas. No entanto, no interior dos objetos tende a
considerar regio˜es de interesse como segundo plano, como mostrado na
Figura 10 (a).
Isto pode ser corrigido. Ja´ que as regio˜es mal classificadas sa˜o
internas aos objetos de primeiro plano, e´ so´ modificar os ro´tulos dos
pontos de plano de fundo internos a tais objetos. Ou seja, realiza-se
uma segmentac¸a˜o de regio˜es conectadas (Sec¸a˜o 3.4) dos elementos de
plano de fundo, os elementos segmentados que na˜o estiverem conectados
a` borda do cubo teˆm seus ro´tulos trocados para primeiro plano. Um
exemplo disto e´ mostrado na Figura 10 (b).
O processo anterior fornece um volume de imagens bina´rias in-
dicando objetos de primeiro plano, e nosso interesse e´ no objeto que
conte´m a raiz. E´ poss´ıvel encontrar em cada uma das imagens o
objeto a ser segmentado de acordo com o algoritmo abaixo:
1. Dado um ponto S = (x, y, z) verifica-se se em tal posic¸a˜o a
ma´scara tem valor 1 (primeiro plano). Caso afirmativo segue-
se para o passo 2, caso contra´rio e´ encerrado o algoritmo com a
segmentac¸a˜o obtida ate´ agora.
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2. Sa˜o inclu´ıdos na segmentac¸a˜o do objeto todos os pontos de igual
valor (1) e computado seu centro C = (x, y).
3. Caso z seja a u´ltima coordenada superior (ou inferior) do cubo e´
encerrado o processo, caso contra´rio e´ atualizado S = (C, z + 1)
ou S = (C, z − 1) e retorna-se para o passo 1.
O ponto inicial S e´ a raiz e este processo e´ realizado subindo (in-
crementando z) e descendo (diminuindo z), a partir da imagem central
que conte´m a raiz. Isto gera a segmentac¸a˜o em va´rios cortes do objeto
que conte´m a raiz, como mostrado na Figura 10 (c). Esta ma´scara 3D e´
utilizada para computar estimativas de me´dia e variaˆncia do gradiente
em Hounsfield por mil´ımetro nas treˆs direc¸o˜es poss´ıveis (x, y e z), para
as medidas de intensidade outros passos ainda devem ser realizados.
As intensidades dos tecidos em regio˜es pro´ximas de estruturas
pulmonares se aproximam a treˆs distribuic¸o˜es gaussianas: uma refe-
rente ao primeiro plano (de maior intensidade), outra ao plano de fundo
(de menor intensidade) e uma terceira na transic¸a˜o entre ambos os teci-
dos. O algoritmo MEM (Sec¸a˜o 3.12) sera´ utilizado para melhor definir
os paraˆmetros destas treˆs distribuic¸o˜es. Desta forma, a ma´scara obtida
e´ insuficiente, ja´ que na˜o traz informac¸a˜o sobre o plano de fundo nem
transic¸a˜o. Por conseguinte, e´ necessa´rio extrair estimativas iniciais da
me´dia e variaˆncia destas treˆs distribuic¸o˜es ale´m das probabilidades a
priori de cada ponto no volume de pertencer a elas.
A partir da ma´scara 3D, treˆs novas ma´scaras sera˜o criadas (sem
intersecc¸a˜o), uma para cada distribuic¸a˜o. A ma´scara para a regia˜o de
transic¸a˜o e´ definida como as bordas (internas e externas) da ma´scara
inicial; ou seja, todos os pontos internos com adjaceˆncia a pontos ex-
ternos e todos os pontos externos com adjaceˆncia a pontos internos. A
ma´scara da regia˜o de primeiro plano e´ a ma´scara inicial, excluindo os
pontos que foram realocados para a de transic¸a˜o. Quanto a da regia˜o
de fundo, e´ aplicada uma transformada de distaˆncia em cada imagem,
dando uma medida de tamanho da regia˜o de primeiro plano. Em se-
guida, esta segmentac¸a˜o e´ aumentada em cada imagem (atrave´s de
sucessivas dilatac¸o˜es) ate´ que o seu tamanho seja treˆs vezes maior que
o inicial. Essas regio˜es novas adicionadas na dilatac¸a˜o e que na˜o fazem
parte da regia˜o de transic¸a˜o ou do primeiro plano (inclusive os des-
cartados por na˜o fazer parte do objeto a ser segmentado) sa˜o tomadas
como a ma´scara da regia˜o de plano de fundo.
Com essas treˆs ma´scaras e´ poss´ıvel calcular uma estiva inicial
das me´dias e variaˆncias de intensidades das treˆs distribuic¸o˜es e uma
delimitac¸a˜o das probabilidades a priori al.
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3.14 RESUMO
Este cap´ıtulo foi dedicado a`s te´cnicas de processamento de ima-
gens u´teis para a segmentac¸a˜o de estruturas do pulma˜o. As te´cnicas
apresentadas foram: Thresholding, Thresholding Adaptativo, Fecha-
mento e Abertura, interpolac¸a˜o, segmentac¸a˜o de regio˜es conectadas,
Shape Index, Fuzzy Connectivity, Modified Expectation Maximization e
menor caminho de Dijkstra.
Algumas destas te´cnicas (Thresholding, Thresholding Adapta-
tivo, Fechamento e Abertura, interpolac¸a˜o e segmentac¸a˜o de regio˜es
conectadas) sa˜o mais simples e de amplo uso em problemas de proces-
samento de imagens. O Shape Index, por outro lado, e´ mais espec´ıfico
e tem utilidade quando se analisa as formas das imagens, se mostrando
aplica´vel na procura de objetos esfe´ricos (como no´dulos pulmonares).
Uma te´cnica mais complexa e´ a modelagem de conectividade uti-
lizando uma abordagem nebulosa, que vem se mostrando adequada na
segmentac¸a˜o de imagens me´dicas, nas quais as separac¸o˜es entre tecidos
sa˜o pouco definidas, inclusive para o observador humano. O algoritmo
de Dijkstra, origina´rio da teoria de grafos, fornece uma ferramenta es-
sencial para a avaliac¸a˜o de caminhos no modelo de Conectividade Ne-
bulosa.
O MEM, por sua vez, e´ uma te´cnica de maximizac¸a˜o da verossi-
milhanc¸a de modelos estat´ısticos adaptada para absorver informac¸o˜es
de contexto presentes em imagens, em oposic¸a˜o a sua concepc¸a˜o origi-
nal, onde os dados sa˜o considerados independentes. Os paraˆmetros
obtidos pelo MEM fornecem uma estimativa das caracter´ısticas es-
tat´ısticas do objeto sendo modelado para o modelo de Conectividade
Nebulosa.
O objetivo do pro´ximo cap´ıtulo e´ unir estas te´cnicas em um
sistema que localize e segmente estruturas que podem ser no´dulos pul-
monares e, aplicando os conceitos de classificac¸a˜o do cap´ıtulo anterior,




Figura 7: (a) Exemplo de objeto a ser operado sobre, (b) Exemplo de
elemento estruturante, (c) Resultado da operac¸a˜o de dilatac¸a˜o entre
ambos, (d) Resultado da operac¸a˜o de erosa˜o.
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(a) (b)
Figura 8: Resultado da operac¸a˜o de fechamento (a) e abertura (b) do
objeto mostrado na Figura 7 (a) .
(a) (b)




Figura 10: Imagens exemplificando o processo de extrac¸a˜o de uma
estimativa de ma´scara do objeto a ser segmentado: (a) Resultado da
segmentac¸a˜o adaptativa, (b) Preenchimento da ma´scara, (c) Extrac¸a˜o




Neste cap´ıtulo, a partir das te´cnicas de reconhecimento de padro˜es
e processamento de imagens expostas (Cap´ıtulos 2 e 3, apresenta-se um
programa desenvolvido para detecc¸a˜o de no´dulos pulmonares.
Um rascunho deste programa pode ser feito do fim ao in´ıcio. A
etapa final e´ a que classificara´ as observac¸o˜es a partir de seus descrito-
res. Para a obtenc¸a˜o de tais observac¸o˜es e´ necessa´rio segmentar estru-
turas relevantes do pulma˜o. Anterior a isto, ha´ etapa de segmentac¸a˜o
do pulma˜o e o pre´-processamento do exame.
A etapa de segmentac¸a˜o, por sua vez, desdobra-se em va´rias
outras tarefas. Neste trabalho, optou-se por segmentar independen-
temente candidatos a no´dulos juxta pleurais e internos. No primeiro
caso, e´ utilizada uma abordagem morfolo´gica a partir da segmentac¸a˜o
dos pulmo˜es. Os candidatos internos sa˜o segmentados a partir de um
algoritmo de crescimento de regio˜es, que por sua vez requer a obtenc¸a˜o
de ra´ızes, pontos dentro dos objetos de onde a regia˜o crescera´.




A primeira etapa do processo de detecc¸a˜o de no´dulos e´ a aplicac¸a˜o
de um filtro gaussiano com o propo´sito de reduzir os efeitos de ru´ıdo
nas imagens.
Foram testados diversos valores para o desvio padra˜o σ deste
filtro: 0,2, 0,3, 0,4 e 0,5 ale´m da na˜o aplicac¸a˜o de filtro. Para os va-
lores inferiores a 0,5 na˜o foram observadas mudanc¸as significativas na
quantidade de no´dulos bem segmentados, assim optou-se por σ = 0, 3,
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que obteve o melhor resultado. A partir de 0,5, o filtro apresenta um
efeito muito forte de suavizac¸a˜o, diminuindo o contraste entre estrutu-
ras pro´ximas e dificultando sua segmentac¸a˜o. A janela utilizada foi de
dimensa˜o 7 por 7.
4.1.2 Interpolac¸a˜o
Exames de TC de pulma˜o apresentam uma grande variabilidade
na distaˆncia entre imagens. Em alguns casos, essa espessura e´ de 0,6
mil´ımetros, valor similar a` distaˆncia entre pixels em x e x; em outros
casos chega a ser mais de 2 mil´ımetros. Na abordagem proposta para
segmentac¸a˜o dos no´dulos intra-pleurais, sa˜o computadas medidas de
gradiente e afinidade entre pixels nas treˆs direc¸o˜es (x, y e z). Com
tamanha distaˆncia entre imagens, objetos cont´ıguos podem parecer se-
parados quando se movimenta em z com saltos ta˜o grandes. A soluc¸a˜o
utilizada neste trabalho para evitar tal efeito foi a interpolac¸a˜o das ima-
gens criando entre cada imagem zi e zi+1 um novo corte intermedia´rio
zi+ 12 , isto e´ realizado utilizando a Spline de Catmull-Rom (Sec¸a˜o 3.1).
Considerando a func¸a˜o de intensidade das imagens dada por
I(x0, y0, z) (x0 e y0 fixos e z varia´vel) para cada zi e´ poss´ıvel (atrave´s de
zi−1, zi, zi+1 e zi+2) estimar o valor de I para a imagem intermedia´ria.
Utilizando a equac¸a˜o 3.3 com t = 0, 5 cada imagem nova e´ gerada como:
I(x0, y0, zi+ 12 ) =− 0, 125 (I(x0, y0, zi−1) + I(x0, y0, zi+2))
+ 1, 125 (I(x0, y0, zi) + I(x0, y0, zi+1)) (4.1)
(a) (b) (c)
Figura 12: Imagem interpolada (b) criada entre as imagens (a) e (c).
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As imagens interpoladas sa˜o utilizadas apenas no processo de
detecc¸a˜o de no´dulos pulmonares intra-pleurais; ou seja, para detecc¸a˜o
de no´dulos juxta-pleurais e´ utilizada a se´rie original, sem a adic¸a˜o de
novas imagens (interpoladas).
4.1.3 Segmentac¸a˜o dos Pulmo˜es
Neste trabalho, a segmentac¸a˜o dos pulmo˜es tem dois propo´sitos:
restringir a procura de no´dulos intra-pleurais ao pulma˜o e utilizar esta
segmentac¸a˜o para, atrave´s de operac¸o˜es morfolo´gicas, obter os candida-
tos a` no´dulos juxta-pleurais. O ar dentro dos pulmo˜es apresenta uma
intensidade em n´ıveis bem inferiores a outros tecidos (ossos, mu´sculos,
gordura, mesa, entre outros). No entanto, ar tambe´m esta´ presente fora
do corpo do paciente, no intestino, traqueia e bro˜nquios (que podem
aparecer em alguns cortes do exame), ao passo que, no´dulos e vasos
dentro dos pulmo˜es teˆm altas intensidades. Na Figura 13 e´ mostrado
um histograma t´ıpico de intensidades de imagens de CT do pulma˜o,
assim como as intensidades t´ıpicas do ar, gordura e ossos.
Figura 13: Histograma de um exame de TC de pulma˜o.
A seguir e´ apresentado o algoritmo de segmentac¸a˜o utilizado
neste projeto para identificar as regio˜es do pulma˜o em cada imagem:
1. Thresholding por intensidade (Sec¸a˜o 3.2), o limiar utilizado e´ de -
300 Hounsfield que basicamente separa o ar das outras estruturas
presentes na imagem. O resultado e´ uma ma´scara com o valor 1
nos pontos com intensidade inferior ao limiar e 0 no restante. A
Figura 14 (a) exemplifica a sa´ıda desta etapa.
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2. Como visto no resultado do passo anterior, o pulma˜o esta´ ra-
zoavelmente segmentado, no entanto, diversas estruturas inter-
nas (como vasos e no´dulos) ainda devem ser inclu´ıdas nesta seg-
mentac¸a˜o. Para tal fim, e´ realizada uma segmentac¸a˜o por regio˜es
conectadas de valor 0 nesta ma´scara (Sec¸a˜o 3.4) e sa˜o calculadas
as a´reas destas estruturas. Aquelas com a´rea menor que 40000
pixels teˆm o valor alterado para 1, resultando numa ma´scara que
e´ exemplificada na Figura 14 (b).
3. O u´ltimo passo tem como objetivo eliminar as regio˜es da ma´scara
com valor 1 que representam o ar em volta do corpo do paciente
ou internos a` traqueia e bro˜nquios. Mais uma vez e´ realizada uma
segmentac¸a˜o de regio˜es conectadas (Sec¸a˜o 3.4), pore´m desta vez
sa˜o analisados os pontos com valor 1, aqueles com a´rea menor que
2500 pixels (bro˜nquios e traqueia) ou cujas extremidades esta˜o a
menos de 30 pixels das bordas da imagem (ar envolta do corpo)
teˆm seu valor na ma´scara alterado para 0, restando assim apenas
os pulmo˜es na ma´scara. A Figura 14 (c) mostra um resultado
deste tipo de segmentac¸a˜o.
(a) (b) (c)
Figura 14: Ma´scaras apresentando o resultado de cada um dos treˆs
passos da segmentac¸a˜o dos pulmo˜es.
4.2 SEGMENTAC¸A˜O DE NO´DULOS JUXTA-PLEURAIS
A segmentac¸a˜o dos candidatos a no´dulos juxta-pleurais e´ rea-
lizada aplicando operac¸o˜es morfolo´gicas a`s ma´scaras dos pulmo˜es. O
conceito ba´sico deste me´todo e´ que os no´dulos juxta-pleurais se apresen-
tam como identac¸o˜es na parede do pulma˜o, como mostrado na Figura
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15 (a). Nas ma´scaras de segmentac¸a˜o dos pulmo˜es, estas identac¸o˜es
tambe´m sa˜o fa´ceis de serem caracterizadas (Figura 15 (b)).
Utilizando a operac¸a˜o de fechamento (Sec¸a˜o 3.6) nas ma´scaras
dos pulmo˜es segmentados geram-se novas ma´scaras com estas identac¸o˜es
preenchidas. Isto e´ feito utilizando um elemento estruturante circular
de 14 pixels de raio, em torno de 15 mil´ımetros de diaˆmetro na mai-
oria dos exames, possibilitando que no´dulos ate´ este tamanho sejam
encontrados.
Esta nova ma´scara e´ subtra´ıda da original, evidenciando as identac¸o˜es
preenchidas. Para evitar que o fechamento una os dois pulmo˜es, estas
operac¸o˜es sa˜o realizadas separadamente para o pulma˜o direito e es-
querdo.
(a) (b) (c)
Figura 15: Ma´scaras mostrando no´dulos juxta-pleurais: (a) No´dulo
visto na imagem original, (b) Identac¸a˜o na ma´scara do pulma˜o indica
presenc¸a do no´dulo, (c) No´dulo segmentado apo´s etapas de fechamento
e subtrac¸a˜o.
Juntando as ma´scaras de todas as imagens tem-se um volume
com todos os candidatos a no´dulos juxta-pleurais, a` qual realiza-se
o agrupamento de regio˜es conectadas (Sec¸a˜o 3.4), obtendo-se as deli-
mitac¸o˜es de cada candidato.
4.3 DEFINIC¸A˜O DAS RAI´ZES
Nesta etapa, realiza-se a busca por pontos de raiz para o algo-
ritmo de segmentac¸a˜o. Estes sa˜o escolhidos como pontos que tenham
uma grande chance de pertencerem a no´dulos pulmonares. Como de-
finido em (AUSTIN; MULLER; FRIEDMAN, 1996), os no´dulos tendem a
um formato esfe´rico, assim, aplicando uma medida de forma que iden-
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Figura 16: Medidas de Shape Index da imagem apresentada na Figura
12 (a).
tifique regio˜es esfe´ricas podem ser determinados pontos que satisfac¸am
tais caracter´ısticas.
O Shape Index (Sec¸a˜o 3.7) e´ calculado em cada uma das imagens,
utilizado-se o modelo 2D para o ca´lculo das curvaturas principais (Sec¸a˜o
3.8.2). Isto resulta em imagens cuja intensidade e´ a medida de forma
(como exemplificado na Figura 16).
Como esferas tem um valor de Shape Index pro´ximo a 1 e´ reali-
zada uma limiarizac¸a˜o separando os pontos cujo valor seja superior a
0,85. Em uma abordagem similar a esta, (YE et al., 2009) utilizou como
limiar o valor de 0,82. Evidentemente, diminuindo este limiar, torna-se
o sistema menos restritivo, permitindo que mais regio˜es sejam elegi-
das para segmentac¸a˜o. Assim, ainda cabe a um pro´ximo experimento,
tentar melhorar o desempenho do sistema diminuindo este limiar.
Em regio˜es esfe´ricas sera˜o encontrados agrupamentos de pontos
com Shape Index superior a este limiar, ao mesmo tempo que tambe´m
e´ natural encontrar pontos isolados com tal valor. Pontos isolados onde
este valor de forma excede o limiar sa˜o eliminados, ao passo que regio˜es
com dois ou mais pontos agrupados sa˜o condensadas em uma raiz no
seu centro de massa. A eliminac¸a˜o de pontos isolados de alto valor de
Shape Index ja´ havia sido realizada em (YE et al., 2009).
Finalizando, sa˜o eliminadas as ra´ızes que se encontrem fora das
ma´scaras dos pulmo˜es.
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4.4 SEGMENTAC¸A˜O DE NO´DULOS INTERNOS
A raiz indica o ponto inicial da segmentac¸a˜o por crescimento de
regio˜es do me´todo apresentado na Sec¸a˜o 3.9.2. No entanto, para este al-
goritmo sa˜o necessa´rias estimativas da me´dia e variaˆncia da intensidade
e do gradiente da intensidade do objeto a ser segmentado.
4.4.1 Estimac¸a˜o de Paraˆmetros
O primeiro passo para estimar os momentos da intensidade e
gradiente da intensidade do objeto sendo segmentado e´ fazer uma es-
timativa da sua ma´scara. Para realizar tal estimativa da ma´scara, e´
aplicado da seguinte forma o algoritmo descrito na Sec¸a˜o 3.13:
 E´ extra´ıdo um cubo ao redor do ponto de raiz com dimenso˜es de
25x25x17 pixels, de forma a possibilitar a segmentac¸a˜o de no´dulos
ate´ esta dimensa˜o. Somente a regia˜o dentro deste cubo sera´ con-
siderada nesta ana´lise.
 O algoritmo de segmentac¸a˜o adaptativa e´ aplicado de forma que
para cada ponto p = (x, y, z) a vizinhanc¸a analisada na deter-
minac¸a˜o do limiar e´ delimitada por um cubo centrado em p de
dimenso˜es 11x11x7 pixels. Estas dimenso˜es seguem o valor suge-
rido para este algoritmo em (DEHMESHKI et al., 2008) de 11x11x3,
levando em considerac¸a˜o que na direc¸a˜o z foi realizada uma etapa
de interpolac¸a˜o.
 Em seguida sa˜o realizadas, as etapas de preenchimento das estru-
turas segmentadas e procura da estrutura referente a raiz, exata-
mente como descrito na Sec¸a˜o 3.13.
Com este conjunto de ma´scaras, calculam-se os paraˆmetros de
me´dia e variaˆncia do gradiente da intensidade no interior do objeto







A partir desta ma´scara, realiza-se o seguinte processo para esti-
mar os paraˆmetros de me´dia e variaˆncia da intensidade:
 Sa˜o constru´ıdas treˆs novas ma´scaras a partir desse resultado, uma
para a regia˜o de primeiro plano (PP), outra para a regia˜o de
transic¸a˜o (PT) e a terceira para o plano de fundo (PF). Nestas
regio˜es sa˜o computadas as estimativas de me´dia e variaˆncia para








 Com estas estimativas e as ma´scaras (3D) para os treˆs tipos de
regia˜o, aplica-se o algoritmo de maximizac¸a˜o do valor esperado,
que considera treˆs distribuic¸o˜es gaussianas na regia˜o conforme
(DEHMESHKI et al., 2008). Para as probabilidades a priori de
cada ponto pertencerem a uma dada classe e´ utilizado o seguinte
esquema: Para pontos pertencentes a`:
Ma´scara de primeiro plano: a0PP (i) = 0.8, a
0
PT (i) = 0.15 e
a0PF (i) = 0.05.
Ma´scara de primeiro de transic¸a˜o: a0PP (i) = 0.15, a
0
PT (i) = 0.55
e a0PF (i) = 0.3.
Ma´scara de plano de fundo: a0PP (i) = 0.05, a
0
PT (i) = 0.35 e
a0PF (i) = 0.6.
Nenhuma das ma´scaras: na˜o sa˜o considerados.
 Estas probabilidades sa˜o apenas estimativas inicias para o MEM.
Assim, desde que apresentem valores compat´ıveis com as regio˜es
que indicam, como a0PP alto para regia˜o de primeiro plano, havera´
pouca variac¸a˜o na estimativa final.
Ao fim do algoritmo de maximizac¸a˜o da expectativa, os paraˆmetros
µPP e σ
2
PP sa˜o tomados para serem utilizados (junto com os de
gradiente) na etapa de crescimento de regio˜es.
4.4.2 Crescimento de Regio˜es
A etapa final de segmentac¸a˜o dos no´dulos intra pleurais e´ a
aplicac¸a˜o do me´todo de segmentac¸a˜o por conectividade nebulosa des-
crito na Sec¸a˜o 3.9 com os paraˆmetros estimados na etapa anterior.
Para a construc¸a˜o do mapa de conectividade e´ utilizada a equac¸a˜o
de afinidade 3.35. O trabalho que introduziu esta formulac¸a˜o (DEH-
MESHKI et al., 2008) na˜o recomenda valores para wi e wg. Assim, tes-
tando diferentes configurac¸o˜es, constatou-se que os no´dulos sa˜o melho-
res segmentados quando o mapa de conectividade e´ contru´ıdo com o
fator de intensidade (wi) superior ou igual ao do gradiente (wg). Assim,
optou-se por wi = 0, 6 e wg = 0, 4.
Apo´s constru´ıdo o mapa de conectividade e´ aplicado a ele um
limiar de 0,7 criando com os pontos de conectividade maior a seg-
mentac¸a˜o 3D do objeto candidato a no´dulo. Valores menores de limiar
tornam a segmentac¸a˜o mais permissiva, incluindo mais regio˜es. Foi ava-
liado tambe´m o sistema com limiar de segmentac¸a˜o igual a 0,6, apre-
sentando resultados bem similares (indicando a robustez do me´todo).
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Valores inferiores a esses, ja´ se mostraram permissivos demais, apre-
sentando um decre´scimo nos no´dulos corretamente segmentados.
A Figura 17 apresenta o resultado de tal segmentac¸a˜o em va´rios
cortes de um no´dulo.
Para ambas as opc¸o˜es de paraˆmetros, wi e wg e o limiar para a
segmentac¸a˜o do mapa de conectividade, ainda deve ser realizado um
estudo mais rigoroso para serem determinados os melhores valores.
4.5 DESCRITORES
Conclu´ıda a segmentac¸a˜o dos objetos candidatos, o u´ltimo passo
das etapas de processamento de imagens e´ a obtenc¸a˜o dos descritores
dos candidatos. Os descritores devem extrair as caracter´ısticas que di-
ferenciam os no´dulos dos na˜o-no´dulos para serem utilizados no processo
de classificac¸a˜o.
Optou-se por um conjunto diferente de descritores para os can-
didatos a no´dulos internos e aos pleurais, respeitando caracter´ısticas
diferentes dos dois grupos. Um exemplo disto e´ o fato que em certas
regio˜es do pulma˜o seja mais comum aparecer na˜o-no´dulos segmenta-
dos no processo juxta-pleural. Assim, a localizac¸a˜o dentro do exame
pode se mostrar relevante nesta classificac¸a˜o e ser irrelevante no caso
intra-pleural.
Algumas definic¸o˜es sa˜o importantes para a melhor compreensa˜o
dos descritores. Os candidatos segmentados podem ser visto como um
conjunto de imagens bina´rias (ma´scaras) indicando os pontos que per-
tencem aos candidatos. Os descritores foram divididos em quatro tipos:
Gerais, que dizem respeito a caracter´ısticas da se´rie e na˜o do candidato
em si, 3D, que analisam todo o conjunto do candidato como um todo,
2D, que analisam “cortes” do candidato e MIP que analisam a Ma-
ximum Intensity Projection (MIP - Intensidade Ma´xima da Projec¸a˜o)
do candidato. Por um corte do candidato entende-se como uma secc¸a˜o
transversal dele, ou seja, uma das va´rias imagens ma´scaras que “empi-
lhadas” em z definem sua estrutura. MIP e´ a projec¸a˜o destas imagens
no eixo z, gerando uma imagem bina´ria equivalente a` soma entre todas
as imagens bina´rias. Isto e´ baseado na ferramenta MIP utilizada por
radiologistas para diagnosticar no´dulos pulmonares. Nela, imagens sa˜o
condensadas de acordo com a intensidade ma´xima em agrupamentos
adjacentes de imagens.
Algumas definic¸o˜es utilizadas nos descritores:
 MaxXYZ: ma´ximo comprimento do candidado nos eixos em questa˜o(x,
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y e z).
 MinXYZ: mı´nimo comprimento do candidado nos eixos em questa˜o
(x, y e z).
 C : centro do objeto.
 CX, CY, CZ: componentes x, y e z do centro do objeto.
 C(z), CX(z), CY(z): centros do objeto no corte z, computado
apenas utilizando pontos neste corte.
 A´rea(z): a´rea do objeto no corte z.
 Per´ımetro(z): per´ımetro do objeto no corte z.
 MaxXY(z): maior compimento no corte z nos eixos x e y.
4.5.1 Descritores para No´dulos Intra-pleurais
Os 35 descritores para no´dulos intra-pleurais sa˜o apresentados a
seguir:
Descritores Gerais:
 Espac¸amento entre pixels: distaˆncia em mil´ımetros entre pixels
adjacentes na direc¸a˜o x. Em todos os exames utilizados as ima-
gens sa˜o isotro´picas. Assim, o espac¸amento na direc¸a˜o y e´ sempre
igual ao em x.
 Espac¸amento entre imagens: distaˆncia em mı´limietros entre pixels
adjacentes na direc¸a˜o z, ou seja, entre duas imagens adjacentes
da se´rie.
Descritores 3D:
 Me´dia: me´dia da intensidade (em Hounsfield) dentro do objeto
segmentado.
 Variaˆncia: variaˆncia da intensidade (em Hounsfield) dentro do
objeto segmentado.
 Kurtosis: kurtosis da intensidade (em Hounsfield) dentro do ob-
jeto segmentado.
 Ma´xima Intensidade: valor ma´ximo de intensidade (em Hounsfi-
eld) dentro do objeto segmentado.
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 Mı´nima Intensidade: valor mı´nimo de intensidade (em Hounsfi-
eld) dentro do objeto segmentado.
 Volume: volume total (em mil´ımetros cu´bicos) do objeto segmen-
tado.
 A´rea de Superf´ıcie: a´rea total (em mil´ımetros quadrados) da su-
perf´ıcie (bordas) do objeto.
 Distaˆncia Horizontal: distaˆncia (em mil´ımetros) da componente
x do centro do objeto ao centro da imagem.
 Me´dia do Shape Index : me´dia do Shape Index em todos os pontos
internos ao objeto.
 Comprimento Ma´ximo em z: comprimento do objeto candidato
no eixo z, referenciado posteriormente como MaxZ.
 Esfericidade 1: medida de qua˜o esfe´rico e´ o objeto (de 0 a 1) dada
pela porcentagem de pontos da estrutura segmentada no interior
de uma esfera com mesmo centro e volume.























 Desvio do Centro: uma medida de quanto o centro do objeto
varia em seu comprimento em z. Isto e´ computado nos cortes de
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(CX(z) + CX(z − 1))2 + (CY (z) + CY (z − 1))2
Volume
(4.6)
 Diferenc¸a de A´reas: uma medida de quanto a a´rea dos cortes em
Z variam: ∑
z















 Raza˜o das Distaˆncias da Superf´ıcie: seja o conjunto B de pon-







Onde dist e´ a medida de distaˆncia euclidiana.
Descritores 2D:
 Circularidade 1: considerando apenas o corte de imagem para z
do centro do objeto.
















 Circularidade Me´dia: seja Circularidade(z) o valor computado
para ”Circularidade 1”em um corte na altura z; desta forma, este










Ou seja, a raza˜o entre o maior comprimento da ma´scara neste
corte de z e o comprimento perpendicular a este.














 Circularidade 3: a medida de Circularidade 1 computada na
projec¸a˜o MIP.











4.5.2 Descritores para No´dulos Juxta-pleurais
A maioria dos descritores dos no´dulos intra-pleurais tambe´m
esta˜o presente nos juxta-pleurais, treˆs descritores na˜o foram replica-
dos: Ma´xima Intensidade, Mı´nima Intensidade e A´rea de Su-
perf´ıcie. Os seguintes descritores foram adicionados, totalizando 34:
 Altura no Exame: este descritor da´ uma ideia da altura no exame
onde esta´ o objeto, sua motivac¸a˜o e´ que o processo de segmentac¸a˜o
juxta-pleural gera muitos falsos positivos em certas posic¸o˜es do
pulma˜o (como in´ıcio e fim).
CZ
Nu´mero de Imagens no Exame
(4.21)
 Distaˆncia XY do Centro da Imagem: a motivac¸a˜o deste descri-
tor e´ similar ao anterior, e´ comum aparecerem falsos positivos
pro´ximos ao centro da imagem (regia˜o onde se encontra o corac¸a˜o
e bro˜nquios).
|CX − 256|+ |CY − 256| (4.22)
4.6 CLASSIFICADORES
A criac¸a˜o dos classificadores necessita de dois conjuntos de treino
(para os no´dulos juxta e intra pleurais) com observac¸o˜es caracterizadas
pelos descritores da sec¸a˜o anterior. As observac¸o˜es sa˜o obtidas apli-
cando exames a`s etapas de processamento de imagens, indicadas no
decorrer deste cap´ıtulo. No entanto, estas observac¸o˜es ainda devem ser
rotuladas como no´dulos e na˜o no´dulos para serem utilizadas no treina-
mento dos classificadores. A obtenc¸a˜o de tais exames e de ro´tulos para
estas observac¸o˜es e´ um problema a` parte do sistema em si e e´ abordado
no pro´ximo cap´ıtulo.
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Em posse deste conjunto de treino, a primeira etapa na cons-
truc¸a˜o dos classificadores e´ a selec¸a˜o de descritores usando o algoritmo
Sequential Floating Backward Selection (SFBS), descrito na Sec¸a˜o 2.12.
Na selec¸a˜o de descritores, a func¸a˜o de custo escolhida foi o risco emp´ırico
(Sec¸a˜o 2.9), que considerou que o erro do falso positivo e´ bem menos
danoso que o falso negativo. Assim, foi feito um escalamento desses
erros, de forma que um no´dulo na˜o classificado como tal tem o mesmo
valor de cinco na˜o no´dulos marcados como no´dulos. Para calcular este
erro emp´ırico a partir do conjunto de treino foi selecionada a abordagem
Leave-One-Out ; ou seja, para cada obervac¸a˜o, e´ criado um classificador
utilizando todas as outras observac¸o˜es e e´ avaliado se esta foi correta-
mente classificada.
A seguir, sa˜o criados os classificadores utilizando tais descritores
e as te´cnicas descritas no Cap´ıtulo 2. No caso dos classificadores de
A´rvores de Decisa˜o se optou por utilizar todos os descritores e na˜o
o conjunto pre´-selecionado, uma vez que, pelos crite´rios utilizados, os
descritores pouco informativos teˆm seu peso reduzido.
Ao final do processo, a partir de um conjunto de testes, e´ avaliado
o risco emp´ırico e selecionado o melhor classificador para cada tipo de
no´dulo (juxta e intra-pleural).
4.7 RESUMO
Neste cap´ıtulo, presentou-se o sistema desenvolvido para de-
tecc¸a˜o de no´dulos pulmonares aplicando as ferramentas de processa-
mento de imagens apresentadas no Cap´ıtulo 3 e as te´cnicas de classi-
ficac¸a˜o do Cap´ıtulo 2. A etapa de processamento de imagens transfor-
mam as informac¸o˜es do exame me´dico em um conjunto de candidatos
a no´dulos pulmonares caracterizados pelos seus descritores. Por outro
lado, a etapa de classificac¸a˜o se encarrega de identificar nestes candi-
datos (observac¸o˜es) aqueles que sa˜o de fato no´dulos.
No entanto, para poder treinar os classificadores sa˜o necessa´rios
exemplos de observac¸o˜es conhecidas, conjunto de treino, resultado do
processamento de exames ja´ analisados por radiologistas. Da mesma
forma, para poder avaliar se o sistema funciona e quantificar seu de-
sempenho sa˜o necessa´rios conjuntos de exames de teste, tambe´m ja´
analisados por radiologistas. A obtenc¸a˜o e aplicac¸a˜o de tais conjuntos






Figura 17: Figuras (a)-(e): cortes de um no´dulo pulmonar, (f)-(j):
cortes apresentando a segmentac¸a˜o deste mesmo no´dulo.
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5 TREINAMENTO E TESTES
A etapa de reconhecimento de padro˜es depende de um treina-
mento pre´vio. A partir de um conjunto de dados com classe conhecida,
podem ser criadas as a´rvores de deciso˜es, o SVM, as diferentes regio˜es
das Parzen Windows e do KNN, e outros. Consequentemente, este con-
junto de treino influi no resultado final do classificador, e, como visto
na Sec¸a˜o 2.8, quanto maior, mais este se aproxima do erro de Bayes.
Para avaliar o sistema de reconhecimento de padro˜es, faz-se ne-
cessa´rio um conjunto de testes: dados independentes dos de treino de
classes conhecidas, que possibilita avaliar o sistema completo. No caso
do problema abordado neste trabalho, estes conjuntos se da˜o, ideal-
mente, na forma de se´ries de imagens com marcac¸o˜es dos no´dulos pul-
monares. A primeira vista este e´ um requisito simples, no entanto,
diversas barreiras logo se interpo˜em. Mesmo entre radiologistas expe-
rientes a detecc¸a˜o de no´dulos pulmonares e´ sujeita a falta de consenso
e ha´ uma grande variabilidade nos achados (ARMATO et al., 2004), as-
pectos que o desenvolvimento de CADs deseja combater.
No caso da avaliac¸a˜o de tais sistemas, a situac¸a˜o e´ bem mais
complexa. Esta alta variabilidade no diagno´stico, aliada a diferentes
protocolos e equipamentos de aquisic¸a˜o de imagens e crite´rios de tes-
tes tornam imposs´ıvel a comparac¸a˜o entre diversos sistemas. Em treˆs
avaliac¸o˜es do mesmo sistema de CAD (Visia CT) a taxa de acertos
de no´dulos pulmonares foi de 60%, 73% e 87% e com uma taxa de
falsos positivos por exame de 1,56, 6 e 0,9 (GINNEKEN et al., 2010).
Outro exemplo disto e´ apresentado num comparativo entre diversos
CADs (SLUIMER et al., 2006), os testes variavam de 6 a 450 exames,
e o espac¸amento entre imagens de 0.625 mil´ımetros a 10 mil´ımetros.
Nitidamente, faz pouco sentido procurar no´dulos de 4 mil´ımetros de
diaˆmetro em exames onde as imagens apresentem espessuras de 10
mil´ımetros, desta forma, nada vale comparar desempenhos em sistemas
sujeitos a crite´rios diferentes. Alia´s, tais exames na˜o sa˜o recomendados
para ana´lises deste tipo de patologia (GINNEKEN et al., 2010).
Uma das principais preocupac¸o˜es deste trabalho foi ser coerente
em relac¸a˜o a tais questo˜es. Desta forma, os exames diagnosticados
utilizados para treinamento e testes foram obtidos em bancos de livre
acesso e analisados por mais de um radiologista.
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5.1 LUNG IMAGE DATABASE CONSORTIUM
Com o objetivo de promover o desenvolvimento de ferramen-
tas de detecc¸a˜o e ana´lise de no´dulos pulmonares e tendo em vista as
questo˜es citadas na sec¸a˜o anterior, uma base de exames de to´rax de
TC foi criada, o Lung Image Database Consortium (LIDC) (MCNITT-
GRAY et al., 2007). Este conjunto de exames e´ constitu´ıdo de se´ries se-
lecionadas de diversas instituic¸o˜es me´dicas nos Estados Unidos, e tenta
representar as variadas condic¸o˜es de no´dulos, pacientes e protocolos de
aquisic¸a˜o de imagens, assim incluindo aqueles com ru´ıdo, movimento e
artefato.
Esta base de dados esta´ em constante expansa˜o. Os exames
provenientes das instituic¸o˜es me´dicas sa˜o diagnosticados por quatro ra-
diologistas experientes, diminuindo a variabilidade nas observac¸o˜es. O
esquema para diagno´stico tambe´m evita criar um consenso: os radi-
ologistas anotam seus achados independentemente, e estes sa˜o arma-
zenados mesmo quando divergentes. A definic¸a˜o de no´dulos pulmona-
res e´ proveniente de um banco de imagens provido aos radiologistas
participantes e todos os no´dulos devem ser marcados. Aqueles com
mais de 3 mil´ımetros de diaˆmetro, ale´m de marcados, tambe´m teˆm
seu per´ımetro delineado pelos radiologistas. No´dulos menores (que 3
mil´ımetros de diaˆmetro) ainda na˜o sa˜o vistos como sendo relevantes
para o diagno´stico, e por isso, na˜o sa˜o delineados. Ale´m disto, tambe´m
sa˜o apontados pelos radiologistas informac¸o˜es sobre caracter´ısticas dos
no´dulos: sutileza, composic¸a˜o interna, calcificac¸a˜o, esfericidade, de-
finic¸a˜o da margem, lobulac¸a˜o, espiculac¸a˜o, solidez e malignidade, re-
levantes para CADs que avaliam os no´dulos (em oposic¸a˜o aos que se
encarregam de detecta´-los).
Neste trabalho, as se´ries da LIDC foram utilizadas para treina-
mento e em um dos testes realizados, foram selecionadas 109 se´ries,
todas com 2 mil´ımetros de distaˆncia entre imagens ou menos. Tambe´m
foram determinadas as dimenso˜es mı´nimas e ma´ximas do diaˆmetro dos
no´dulos analisados: 4 e 15 mil´ımetros. O limite inferior foi motivado
pelo fato que no´dulos menores que este, quando encontrados em paci-
entes que na˜o sejam de alto risco, na˜o requerem nenhum tratamento
nem novos exames (GASPARINI, 2010).
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5.1.1 Treinamento Utilizando a LIDC
5.1.1.1 Treinamento para No´dulos Intra-pleurais
No treinamento dos classificadores de no´dulos internos, foram
utilizados 38 exames, sendo neles segmentados 75 no´dulos e mais de
9000 na˜o no´dulos pelas etapas de processamento de imagens.
O primeiro passo do treinamento foi a utilizac¸a˜o do algoritmo
de selec¸a˜o de descritores, onde optou-se por aplica´-lo apenas ao clas-
sificador KNN com K = 5. A raza˜o disto e´ que em cada etapa da
selec¸a˜o de descritores uma func¸a˜o de classificac¸a˜o deve ser criada para
cada observac¸a˜o analisada. No caso do KNN isso e´ trivial, ja´ que os
conjuntos de observac¸o˜es ja´ fazem a func¸a˜o de classificac¸a˜o ao passo
que, classificadores como SVM e MSMT requerem um grande esforc¸o
computacional e memo´ria do sistema. Isto reduziu o nu´mero de descri-
tores de 35 a 26. Os seguintes descritores foram descartados: Me´dia,
Variaˆncia, Kurtosis, Ma´xima Intensidade, Mı´nima Intensidade, A´rea
de Superf´ıcie, Me´dia do Shape Index, Esfericidade 2 e Circularidade 2.
A complexidade destes classificadores tambe´m forc¸ou uma dimi-
nuic¸a˜o do conjunto de testes. Quando utilizadas todas as observac¸o˜es de
na˜o no´dulos, certos algoritmos de otimizac¸a˜o do MATLAB (programa
utilizado para criar os classificadores) na˜o convergem ou ate´ criam ma-
trizes que excedem o limite ma´ximo de memo´ria do programa. Estas
limitac¸o˜es tambe´m impossibilitaram a criac¸a˜o de SVM de maior ordem
e outras func¸o˜es ale´m da polinomial de primeira ordem. Desta forma,
o nu´mero de observac¸o˜es de treino foi reduzido a 4612.
Os seguintes classificadores foram criados:
 KNN com valores de K 1, 3, 5 e 7, aplicando normalizac¸a˜o dos
descritores e sem pesos sobre decisa˜o.
 Janela de Parzen com descritores normalizados e utilizando ja-
nelas de raio 0,1 e 0,2 unita´rias em seus interiores e nulas no
exterior.
 SVM polinomial de ordem 1, gerando um classificador com 316
Support Vectors.
 A´rvore de decisa˜o multi-superf´ıcie de altura 3.
 A´rvore de decisa˜o a partir do crite´rio de Gini de altura 4.
 A´rvore de decisa˜o a partir do crite´rio de Twoing de altura 4.
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Devido ao elevado nu´mero de na˜o no´dulos no conjunto de testes
(em relac¸a˜o aos no´dulos), valores maiores de K para o KNN e de raio
para as janelas do classificador de Parzen se tornam ineficientes. Isso
se da´ ja´ que, a medida que sa˜o aumentados estes valores, a tendeˆncia e´
que o elemento em ana´lise seja classificado como a classe predominante
no conjunto de treino (na˜o no´dulo).
Para as A´rvores de decisa˜o, foram testados valores maiores e me-
nores de altura. Para valores menores, na˜o e´ constru´ıda uma superf´ıcie
de classificac¸a˜o suficientemente boa para dividir os elementos no´dulos
e na˜o no´dulos. Ao passo que, para a´rvores maiores, as diviso˜es adi-
cionais criadas no espac¸o na˜o capturaram aspectos gerais da divisa˜o
entre no´dulos e na˜o no´dulos, e quando aplicadas ao conjunto de testes,
obtiveram resultados inferiores.
O classificador MSMT utilizou todos os descritores ja´ que, a cada
nodo, a decisa˜o e´ realizada como uma combinac¸a˜o linear dos descrito-
res. Aqueles com pouca relevaˆncia em dividir as classes simplesmente
recebem um peso baixo para esta combinac¸a˜o linear. Ou seja, estes clas-
sificadores sa˜o mais robustos a descritores que na˜o contribuam para a
classificac¸a˜o.
5.1.1.2 Treinamento para No´dulos Juxta-pleurais
Para o treinamento dos classificadores de no´dulos juxta-pleurais,
utilizadou-se 52 exames, para os quais aplicando as etapas de processa-
mento de imagens foram segmentados 27 no´dulos dentro das dimenso˜es
desejadas e 4056 na˜o no´dulos. Nota-se que mesmo utilizando mais exa-
mes para treinar o classificador juxta-pleural, o nu´mero de no´dulos e´
muito mais baixo que o intra-pleural (ao redor de um terc¸o).
Assim como no caso intra-pleural, este conjunto foi utilizado pri-
meiramente no algoritmo de selec¸a˜o de descritores SFBS utilizando o
classificador KNN com K = 3. Dos 34 descritores iniciais, apenas 15
foram selecionados pelo SFBS. Os descritores eliminados foram: Me´dia,
Variaˆncia, Kurtosis, Mdia de Shape Index, Distaˆncia Horizontal, Cir-
cularidade 1, Esfericidade 1, Esfericidade 2, Raza˜o Z, Desvio do Cen-
tro, Diferenc¸a de A´reas, Raza˜o 2, Raza˜o 3, Raza˜o das Distaˆncias da
Superf´ıcie, Compacticidade 3, Circularidade 3, Ecentricidade 2, Com-
pacticidade 4 e Altura no Exame.
Assim, foram constru´ıdos os seguintes classificadores:
 KNN com valores de K 1 e 3 e com normalizac¸a˜o dos descritores
e sem qualquer aplicac¸a˜o de pesos na decisa˜o.
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 Janela de Parzen com descritores normalizados e utilizando ja-
nelas de raio 0,1 e 0,2 unita´rias em seus interiores e nulas no
exterior.
 SVM polinomial de ordem 1, gerando 321 Support Vectors.
 A´rvore de decisa˜o multi-superf´ıcie com 3 nodos de profundidade.
 A´rvore de decisa˜o a partir do crite´rio de Gini de altura 4.
 A´rvore de decisa˜o a partir do crite´rio de Twoing de altura 4.
As observac¸o˜es realizadas sobre os paraˆmetros do KNN, Janela
de Parzen e A´rvores de decisa˜o na classificac¸a˜o de no´dulos intra-pleurais
tambe´m sa˜o va´lidas para os no´dulos juxta-pleurais. Ainda ha´ o agra-
vante que neste caso o conjunto de treino e´ menor e com maior pro-
porc¸a˜o de na˜o no´dulos.
O classificador por a´rvore de decisa˜o utilizou todos os descritores,
enquanto os outros utilizaram os descritores selecionados pelo SFBS.
5.1.2 Testes Utilizando a LIDC
Foram empregados 57 exames para realizar os testes com a base
da LIDC, sendo que nenhum destes foi utilizado para realizar os trei-
namentos dos classificadores. Para possibilitar uma ana´lise por tipo de
no´dulos (juxta e intra pleurais), foi realizada uma marcac¸a˜o arbitra´ria
pelo autor, indicando que aqueles conectados a` pleura sa˜o juxta-pleurais
e os outros sa˜o intra-pleurais. Ainda assim, e´ poss´ıvel que o algoritmo
de segmentac¸a˜o e classificac¸a˜o para um tipo de no´dulo encontre algum
no´dulo demarcado como pertencente ao outro tipo, nestes casos este
achado e´ ignorado.
Os resultados sa˜o apresentados para cada classificador em treˆs
medidas: sensibilidade (porcentagem de no´dulos encontrados), FP/Exame
(me´dia de no´dulos falsos por exame) e sensibilidade relativa (porcen-
tagem dos no´dulos encontrados considerando apenas aqueles segmen-
tados). Evidentemente, a u´ltima medida tem apenas o propo´sito de
avaliar o desempenho do classificador independentemente das etapas
de processamento de imagens; ou seja, na˜o fornece uma avaliac¸a˜o do
sistema como um todo.
104
5.1.2.1 Testes para No´dulos Intra-pleurais
Nos 57 exames para testes, haviam 101 no´dulos intra-pleurais
dentro das especificac¸o˜es de tamanho. Aplicando a etapa de proces-
samento de imagens, foram segmentadas 8174 estruturas, sendo 79
no´dulos e 8095 na˜o no´dulos. Desta forma, sem a etapa de classificac¸a˜o,
78% dos no´dulos sa˜o segmentados com uma taxa de 55 falsos positivos
por exame.
O desempenho dos classificadores para este tipo de no´dulos e´
apresentado na Tabela 1.
5.1.2.2 Testes para No´dulos Juxta-pleurais
Nestes mesmos 57 exames sa˜o encontrados 28 no´dulos juxta-
pleurais, sendo que 12 deles sa˜o segmentados, assim como outras 5341
estruturas. Ou seja, 54% dos no´dulos juxta-pleurais com uma me´dia
de 6 falsos positivos por exame.
Na Tabela 2 sa˜o apresentados os desempenhos dos classificadores
para os no´dulos juxta-pleurais.
5.1.2.3 Testes para todos os no´dulos
Ao todo, nestes 57 exames, esta˜o presentes 129 no´dulos pulmo-
nares entre 4 e 15 mil´ımetros de diaˆmetro, destes 91 (71%) sa˜o seg-
mentados nas etapas de processamento de imagens. Selecionando os
classificadores que minimizam este erro emp´ırico para no´dulos intra-
pleurais (MSMT) e juxta-pleurais (SVM), e´ obtido um desempenho de
64% de no´dulos encontrados com uma me´dia de 3,62 falsos positivos
por exame neste conjunto de testes.
5.1.3 Estimativa do Risco
Com base nos testes e utilizando os conceitos apresentados na
Sec¸a˜o 2.10, tentou-se estimar o risco dos classificadores aplicados. Uti-
lizando um peso unita´rio para os falsos positivos e peso cinco para
os falsos negativos e´ definida, a partir da Equac¸a˜o 2.41, a func¸a˜o de
risco. Evidentemente, neste ca´lculo so´ sa˜o considerados os elementos




































































































































































































































































































































































chegaram na etapa de classificac¸a˜o na˜o podem afetar o desempenho de
um classificador.
Realizando os ca´lculos das estimativas dos coeficientes de esti-
lhac¸amento dos classificadores para no´dulos intra-pleurais sa˜o obtidos
os seguintes limites:
 KNN:
S(C, n) ≤ 4, 6 103 (5.1)
 Parzen Windows:
S(C, n) ≤ 3.8 108 (5.2)
 A´rvores de Decisa˜o - Gini e Twoing:
S(C, n) ≤ 4, 0 1022 (5.3)







VC ≈ 837 (5.5)
Utilizando a Equac¸a˜o 2.45 e´ obtido:
S(C, n) < (8175)
837
(5.6)
Tanto para o classificador SVM quanto para o MSMT os va-
lores do limite do coeficiente de estilhac¸amento excederam o limite
nume´rico do software utilizado na ana´lise (MATLAB). Similarmente,
os outros classificadores tambe´m apresentaram valores extremamente
elevados para este coeficiente. Sendo assim, a estimativa do risco foi
testada apenas para os classificadores KNN intra-pleurais, utilizando a
Equac¸a˜o 2.46.
Ja´ que o valor do risco e´ uma medida abstrata, foi realizada uma
conversa˜o deste valor para sensibilidade e falsos positivos por exame.
Para tal fim, considerou-se que a variac¸a˜o entre risco estimado e risco
emp´ırico seja distribu´ıda na mesma proporc¸a˜o que a do risco emp´ırico
entre erros de falsos positivos e falsos negativos. Ou seja, se 30% dos
erros de classificac¸a˜o se devem a falsos positivos foi considerado que a
diferenc¸a entre o risco real e o emp´ırico alocara´ 30% dos erros nos falsos
108
positivos. A Tabela 3 apresenta este risco estimado para os classifica-
dores KNN intra-pleurais com 90% de certeza.
Comparando os dados estimados da Tabela 3 e os dados emp´ıricos
da Tabela 1, nota-se que, com 90% de garantia, existe uma diferenc¸a
de ate´ 30% na sensibilidade relativa destes classificadores, ao mesmo
tempo que sa˜o adicionados ate´ 7 falsos positivos por exame. Este re-
sultado aparentemente pouco satisfato´rio, ja´ que sa˜o desejados limites
mais pro´ximos do erro emp´ırico calculado, e´ consequeˆncia do tamanho
pequeno do conjunto de testes. Para um conjunto de observac¸o˜es de
testes dez vezes maior (≈ 80000) e para o mesmo risco emp´ırico e clas-
sificadores, seria obtido com o mesmo grau de certeza uma variac¸a˜o ao
redor de 5% na sensibilidade e de 1,5 falsos positivos por exame. Ou
seja, com um conjunto de testes maior seria poss´ıvel obter garantias
mais expressivas para o risco do classificador.
5.1.4 Superf´ıcies de Classificac¸a˜o
Em um experimento de classificac¸a˜o como este, onde existe uma
grande intersecc¸a˜o no espac¸o entre os no´dulos e na˜o no´dulos e e´ uti-
lizado um grande nu´mero de descritores para separar as classes, e´
dif´ıcil avaliar o modo de operar de cada classificador. Os classifica-
dores KNN e de Janela de Parzen se baseiam em distaˆncias, mas em
um espac¸o de 35 dimenso˜es e´ complicado se ter noc¸a˜o da proximi-
dade entre duas observac¸o˜es. Os classificadores de a´rvores de deciso˜es
ordina´rias (OTC) simplesmente criam planos ortogonais, no entanto,
as va´rias ramificac¸o˜es tambe´m tornam dif´ıcil a compreensa˜o de como
agem. O SVM e a MSMT ainda criam superf´ıcies de classificac¸a˜o mais
complexas. O primeiro realiza uma transformac¸a˜o no espac¸o das ob-
servac¸o˜es. O segundo divide o espac¸o sequencialmente em todas as suas
dimenso˜es.
Nas Figuras 18 a 22, sa˜o apresentados alguns exemplos dos efei-
tos da aplicac¸a˜o dos classificadores no conjunto de testes.
5.1.5 Avaliac¸a˜o do Desempenho de Radiologistas Utilizando
a LIDC
Em (ARMATO et al., 2009), foi realizado um experimento para
avaliar a consisteˆncia da “verdade” no diagno´stico de no´dulos pulmo-








































































































































































































































































































































































































































































































































































































































































































































































































desenvolvem este banco de dados foram designados a marcar separada-
mente no´dulos com mais de 3 mil´ımetros de diaˆmetro e seus achados
foram analisados.
Ao todo, foram realizadas 91 diferentes marcac¸o˜es, sendo que
cada radiologista marcou respectivamente, 20, 54, 62 e 63 no´dulos. Para
se analisar a sensibilidade e taxa de falsos positivos de cada me´dico, treˆs
abordagens de conjunto verdade foram tomadas.
Na primeira abordagem (A), para cada radiologista foi conside-
rado que o conjunto verdade era composto de todos os no´dulos marca-
dos por quaisquer um dos outros treˆs radiologistas. A segunda aborda-
gem (B) considerou como conjunto verdade os no´dulos marcados pela
maioria (mais da metade) dos radiologistas (excluindo aquele sendo
avaliado). A terceira (C) considerou apenas o no´dulos que todos os
radiologistas (excluindo o avaliado) marcaram. Os resultados deste
trabalho sa˜o replicados na Tabela 4, apresentando as me´dias, mı´nimos
e ma´ximos da sensibilidade e me´dia de falsos positivos nas treˆs abor-
dagens de conjunto verdade:
Evidentemente, quanto mais restritiva a abordagem para in-
clusa˜o de marcac¸o˜es como no´dulos, maior sera´ a sensibilidade e a taxa
de falsos positivos. Nos testes realizados pelo sistema de detecc¸a˜o aqui
proposto considerou as marcac¸o˜es de todos os radiologistas como ver-
dadeiras, ou seja, a abordagem A.
5.2 ANODE09
A segunda base de imagens utilizada neste trabalho, apenas para
avaliac¸a˜o do sistema, foi a da ANODE09 (GINNEKEN et al., 2010; GIN-
NEKEN, 2011a). ANODE09 e´ um desafio que avalia o desempenho de
diversos sistemas de CAD para detecc¸a˜o de no´dulos pulmonares em exa-
mes TC, e faz parte do “Grand Challenges in Medical Image Analysis’ ’
(GINNEKEN, 2011b). Este e´ um projeto que estimula o desenvolvimento
na a´rea de ana´lise de imagens me´dicas atrave´s de desafios, utilizando
os mesmos crite´rios e conjuntos de testes. Desde sua criac¸a˜o, em 2007,
dezessete desafios ja´ foram realizados, avaliando variadas te´cnicas para
diversos problemas. ANODE09, por sua vez , e´ o desafio de detecc¸a˜o de
no´dulos pulmonares em exames de TC, realizado em 2009, cujos resulta-
dos foram apresentados na “SPIE Medical Imaging” daquele ano, uma
confereˆncia na a´rea. Apesar dos resultados ja´ haverem sido apresenta-
dos (GINNEKEN et al., 2010), novos CADs podem sempre se inscrever,

















































































































































Este desafio e´ realizado da seguinte forma, e´ disponibilizado um
conjunto de cinquenta exames a serem analisados pelos CADs que de-
vem retornar uma lista de poss´ıveis no´dulos e uma medida de certeza
de que cada objeto seja ou na˜o um no´dulo. A partir desta lista e um
conjunto verdade dos no´dulos elaborado pelos organizadores sa˜o avali-
ados os CADs em certos modos de operac¸a˜o pre´-definidos. Ale´m disto,
tambe´m sa˜o fornecidos cinco exames com marcac¸o˜es de no´dulos para
treinamento e ajuste dos sistemas.
Assim, como no caso anterior, existe um protocolo para o di-
agno´stico dos exames e aquisic¸a˜o destes exames. As imagens sa˜o se-
lecionadas aleatoriamente do “NELSON study” a maior base de exa-
mes de TC de caˆncer de pulma˜o. Estes exames sa˜o obtidos com um
espac¸amento de 0,7 mil´ımetros na direc¸a˜o Z e variando entre 0,59 e
0,83 mil´ımetros em x e y e 377 e 534 imagens. Mais informac¸o˜es sobre
suas aquisic¸o˜es sa˜o apresentadas em (GINNEKEN et al., 2010).
Os exames foram anotados por dois radiologistas, um em treina-
mento e outro experiente, e, havendo divergeˆncia, um outro radiologista
experiente dava a opinia˜o final. As marcac¸o˜es para o ANODE09 seguem
um esquema mais complicado que o da LIDC. O conceito de no´dulos
segue a definic¸a˜o da Fleischner Society (AUSTIN; MULLER; FRIEDMAN,
1996) mas outras considerac¸o˜es pra´ticas foram levadas em conta. Cer-
tas estruturas foram anotadas como irrelevantes, representando anor-
malidades que podem ser encontradas por radiologistas e CADs, mas
que na˜o necessariamente sa˜o cruciais para o diagno´stico. Estes acha-
dos irrelevantes sa˜o: achados que mimiquem no´dulos (em geral cica-
trizac¸o˜es), no´dulos muito pequenos (com menos de 3 mil´ımetros de
diaˆmetro) e no´dulos com caracter´ısticas benignas (em geral bem calci-
ficados).
5.2.1 Treinamento com Exames da ANODE09
Apesar de ser fornecido um conjunto de cinco exames com anotac¸o˜es,
estes na˜o foram utilizados e foram mantidos os classificadores treinados
com a base da LIDC.
Foram aplicados tanto para no´dulos juxta-pleurais como inter-
nos os classificadores de SVM e, para emitir um grau de certeza das
observac¸o˜es, a equac¸a˜o 2.24 foi alterada para a seguinte medida:
g(x) = xi ∗ φ− b (5.7)
Quanto maior este valor, maior a chance desta observac¸a˜o ser um
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no´dulo pulmonar. Isto ainda na˜o e´ suficiente, ja´ que os classificadores
para os no´dulos juxta e intra pleurais sa˜o diferentes e teˆm ordens de
magnitude diferente. Isto foi solucionado realizando o escalamento de
um deles.
5.2.2 Testes da ANODE09
Os testes da ANODE09 sa˜o realizados a partir de 50 exames de
tomografia. Apo´s analisados pelos CADs, e´ retornada uma lista com
as observac¸o˜es de interesse e seu grau de certeza de serem realmente
no´dulos. Esta medida de certeza possibilita que os sistemas sejam ava-
liados em diversos pontos de operac¸a˜o. Ou seja, para diferentes me´dias
de falsos positivos por exame (1/8, 1/4, 1/2, 1, 2, 4 e 8). Para cada taxa de
falsos positivos, e´ analisada a porcentagem de no´dulos encontrados pelo
CAD (sensibilidade) e assim, os diferentes sistemas podem ser compa-
rados. As comparac¸o˜es tambe´m se da˜o por tipo de no´dulos: grandes e
pequenos, vascularizados, isolados, pro´ximos a fissura e juxta-pleurais.
Ao todo, nos cinquenta exames de treino, os radiologistas experien-
tes marcaram 207 no´dulos e 433 achados irrelevantes. Um no´dulo e´
considerado encontrado quando ha´ uma marcac¸a˜o do sistema a uma
distaˆncia de ma´ximo 1, 5 vezes o seu raio.
Ate´ o presente momento, treze sistemas de CAD foram subme-
tidos a esta competic¸a˜o, sendo a maioria deles provenientes de labo-
rato´rios de pesquisa em universidades ao redor do mundo e um deles o
sistema comercial da empresa Philips. A Tabela 5 apresenta os resul-
tados do sistema proposto para diferentes tipos de no´dulos e taxas de
falsos positivos por exame (FP/Exame).
A Tabela 6 e a Figura 23 (GINNEKEN, 2011a) comparam os resul-
tados de todos os sistemas avaliados pela competic¸a˜o, ordenados pelos
melhores resultados me´dios e identificados pelos nomes das equipes (o
sistema proposto e´ da equipe LPDS-UFSC), sendo que algumas equi-
pes mandaram resultados para va´rios sistemas diferentes.
Estes resultados posicionam o CAD aqui apresentado entre um
dos melhores sistemas participantes da ANODE09. Ainda assim, o de-
sempenho do FlyerScan e ISICAD ainda e´ razoavelmente superior, com
a ressalva que este u´ltimo tem a vantagem de ser o desenvolvido pelos
organizadores da ANODE09, tendo sido desenvolvido e treinado usando
exames do NELSON Study e os mesmo crite´rios dos radiologistas.
Outro ponto interessante e´ comparar os me´todos destes siste-











































































































































































































































































































































































































































































































































































































2009, 2007) tambe´m utiliza o Shape Index e outra medida de curva-
tura (Curvedness) para identificar as regio˜es dos no´dulos. No entanto,
na˜o e´ realizado qualquer tipo de segmentac¸a˜o, apenas agrupamento de
regio˜es com alto valor desta medida. Para a classificac¸a˜o, sa˜o realizados
dois KNNs (intercalados por uma etapa de processamento de imagens),
o primeiro com 18 descritores e o segundo com 135.
O sistema do FlyerScan (MESSAY; HARDIE; ROGERS, 2010) seg-
menta os no´dulos atrave´s de diversas limiarizac¸o˜es dos pulmo˜es (Multi-
Thresholding) e aplicac¸o˜es de operac¸o˜es morfolo´gicas entre estas limi-
arizac¸o˜es. Para a etapa de classificac¸a˜o mais descritores sa˜o obtidos
analisando o exame com contraste melhorado (Local Contrast Enhance-
ment), ao todo 29 descritores sa˜o utilizados em um classificador Fisher
Linear Discriminant.
5.2.3 Comparac¸o˜es por Tipos de No´dulos
Outras informac¸o˜es valiosas para a validac¸a˜o de sistemas de
CADs podem ser obtidas analisando os resultados por tipos de no´dulos.
Para o sistema aqui proposto, que divide em me´todos diferentes a de-
tecc¸a˜o de no´dulos intra e juxta-pleurais, e´ poss´ıvel analisar separada-
mente os resultados para as duas abordagens. As proporc¸o˜es para os
tipos de no´dulos presentes nos exames de teste foram: 20% isolados,
42% em contato com vasos, 17% com fissuras e 27% com a pleura.
Evidentemente um no´dulo pode pertencer a duas ou mais classes dife-
rentes, motivo da soma dessas porcentagens ser maior que 100%. As
Figuras 24 a 27 apresentam os resultados dos sistemas para estes tipos
de no´dulos.
Estes gra´ficos mostram como a dificuldade de se encontrar certos
tipos de no´dulos varia. E´ n´ıtido como no´dulos isolados tem uma
alta taxa de acerto pelos CADs, ao passo que os juxta-pleurais sa˜o
mais dificilmente identificados. Para o sistema apresentado, e´ nota´vel
o o´timo desempenho em relac¸a˜o aos outros CADs para no´dulos internos
(o segundo melhor resultado para os isolados e conectados a fissuras) e
bem superior a maioria dos competidores. Por outro lado, percebe-se
que o me´todo para no´dulos juxta-pleurais e´ apenas mediano e acaba
contribuindo negativamente ao desempenho geral.
As Figuras 28 e 29 apresenta, respectivamente, um compara-
tivo dos sistemas para os no´dulos pequenos (entre 4 e 5 mil´ımetros de
diaˆmetro) e para os grandes (maiores que 5 mil´ımetros de diaˆmetro).
















































































































































55% do total e os grandes 45%.
Os sistemas apresentaram uma maior facilidade em encontrar
os no´dulos pequenos, pore´m nada ta˜o discrepante quanto no caso dos
no´dulos juxta-pleurais. Comparativamente, o CAD apresentado neste
trabalho se posiciona da mesma forma (assim como os outros dois me-
lhores sistemas) na detecc¸a˜o de no´dulos pequenos e grandes.
5.3 RESUMO
Neste cap´ıtulo, discutiu-se a obtenc¸a˜o e aplicac¸a˜o de conjuntos
de exames ja´ diagnosticados para o treinamento dos classificadores e
avaliac¸a˜o do sistema de detecc¸a˜o proposto.
Os exames da base de imagens LIDC foram aplicados no treina-
mento de classificadores de acordo com o procedimento apresentado na
Sec¸a˜o 4.6, completando o CAD. Da mesma forma, estes exames servi-
ram para avaliar o desempenho do sistema completo e de cada uma de
suas partes (processamento de imagens e classificac¸a˜o das observac¸o˜es).
Nesta etapa, observou-se uma discrepaˆncia entre os resultados obtidos
para no´dulos juxta-pleurais e internos, assim como entre os classifica-
dores para os mesmos tipos de no´dulos.
Em adic¸a˜o a esta avaliac¸a˜o, o sistema foi submetido a uma com-
petic¸a˜o de CADs, a ANODE09. Os resultados serviram para validar o
sistema em relac¸a˜o a outros CADs. Mais uma, vez foi evidenciada a
superioridade do me´todo para detecc¸a˜o de no´dulos internos em relac¸a˜o






































































Neste trabalho, apresentou-se um novo sistema de detecc¸a˜o de
no´dulos pulmonares, internos e juxta-pleurais, em exames de tomo-
grafia computadorizada. Para este fim, foi realizada uma pesquisa de
te´cnicas de classificac¸a˜o na˜o-parame´tricas e processamento de imagens,
que foram combinadas de forma a compor tal sistema. O processo se
completou com o treinamento de classificadores utilizando uma base de
exames ja´ diagnosticados. Ao final, duas bases de exames validaram o
sistema em relac¸a˜o a outros CADs.
A pesquisa bibliogra´fica realizada no cap´ıtulo 2 apresentou as
principais te´cnicas de classificac¸a˜o na˜o-parame´tricas, a` excec¸a˜o das Re-
des Neurais Artificiais. Assim, foram vistas algumas das caracter´ısticas
e formas de construc¸a˜o dos classificadores K-Nearest Neighbor, Par-
zen Windows, Support Vector Machines e A´rvores de Decisa˜o. Foram
tambe´m apresentados algoritmos sequenciais de selec¸a˜o de descritores
e introduzidos os conceitos de risco, consisteˆncia e dimensa˜o Vapnik-
Chervonenkis.
Quanto ao campo de processamento de imagens, ale´m de serem
expostas te´cnicas comuns u´teis para este problema, foram estudadas e
adaptadas te´cnicas mais complexas. Destas destacam-se o Shape Index,
Modified Expectation Maximization e o modelo para Fuzzy Connecti-
vity, que oferecem uma abordagem menos emp´ırica para a analise de
imagens. O Shape Index tem-se mostrado eficiente em trabalhos re-
centes de detecc¸a˜o de no´dulos pulmonares. As outras servem como
base para o novo me´todo de segmentac¸a˜o de estruturas intra-pleurais
proposto neste trabalho.
O me´todo proposto logrou transformar uma te´cnica de segmentac¸a˜o
de no´dulos pulmonares (ja´ identificados como tal) (DEHMESHKI et al.,
2008) em uma te´cnica de segmentac¸a˜o de estruturas pulmonares em
geral. Este me´todo se destaca por na˜o utilizar paraˆmetros fixos na
segmentac¸a˜o das estruturas, estimando algumas de suas caracter´ısticas
e aplicando uma abordagem fuzzy, que na˜o so´ leva em considerac¸a˜o a
intensidade como tambe´m o gradiente na regia˜o em ana´lise.
Para a segmentac¸a˜o de no´dulos juxta-pleurais, foi desenvolvido
um me´todo mais simples, aplicando operac¸o˜es morfolo´gicas ao pulma˜o
segmentado.
Os testes com as bases de imagens forneceram informac¸o˜es so-
bre o desempenho geral do sistema e de suas partes (processamento de
imagens e classificac¸a˜o). O alto grau da sensitividade relativa de clas-
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sificac¸a˜o dos no´dulos internos, identificados pelos testes com a LIDC,
atestam a qualidade da te´cnica para a criac¸a˜o de classificadores. Esta
informac¸a˜o, em conjunto com a taxa de no´dulos corretamente segmen-
tados pela etapa de processamento de imagens, indica que para me-
lhorar o desempenho do sistema para no´dulos internos, alterac¸o˜es nas
etapas de detecc¸a˜o e segmentac¸a˜o de estruturas sa˜o mais promissoras,
ja´ que os resultados dos classificadores ja´ mostram-se bem elevados.
Por outro lado, a grande diferenc¸a desta sensitividade em relac¸a˜o
a dos no´dulos juxta-pleurais apontam a influeˆncia do conjunto de treino
na construc¸a˜o de classificadores, uma vez que haviam quatro vezes mais
no´dulos internos na etapa de treinamento. Diferentemente dos no´dulos
internos, o me´todo para detecc¸a˜o de no´dulos juxta-pleurais ainda pode
ser melhorado tanto nas etapas de processamento de imagens como na
classificac¸a˜o de observac¸o˜es.
A aplicac¸a˜o dos exames da LIDC no sistema tambe´m forneceu in-
formac¸o˜es sobre a natureza dos diversos classificadores. Para os no´dulos
intra e juxta-pleurais, o SVM teve um bom desempenho, respectiva-
mente o segundo melhor e melhor classificador, ao passo que o MSMT
apresentou o melhor resultado para no´dulos intra-pleurais (com um con-
junto de treino maior) e o pior para os juxta-pleurais. Assim conclui-se
que a capacidade do SVM de generalizac¸a˜o das observac¸o˜es de treino
e´ superior que a do MSMT e mostrou-se como o classificador mais
adequado para este problema.
Os testes com a ANODE09 posicionaram o CAD aqui proposto
como o terceiro melhor sistema competidor, superando consideravel-
mente o sistema comercial da Philips. A ANODE09 tambe´m forneceu
informac¸o˜es sobre o desempenho para os diferentes tipos de no´dulos. O
o´timo desempenho nesta competic¸a˜o para os no´dulos intra-pleurais va-
lidam a nova metodologia para detecc¸a˜o e segmentac¸a˜o de tais no´dulos,
indicando que a experieˆncia com as te´cnicas de Conectividade Nebu-
losa, MEM e Shape Index foi bem sucedida. Tal resultado estimula
a continuac¸a˜o desta abordagem. Por outro lado, o desempenho ape-
nas mediano para os no´dulos juxta-pleurais indica a necessidade de se
reavaliar a metodologia utilizada.
Um aspecto que na˜o alcanc¸ou o resultado pra´tico desejado foi
a estimativa do risco dos classificadores, que por limitac¸o˜es do tama-
nho dos conjuntos de testes na˜o forneceu limites de utilidade real ao
desempenho dos classificadores.
133
6.1 SUGESTO˜ES DE TRABALHOS FUTUROS
Como constatado ainda ha´ muito a se desenvolver para uma
boa detecc¸a˜o de no´dulos juxta-pleurais. Uma abordagem interessante
e´ estender a te´cnica utilizada para segmentac¸a˜o de candidatos internos
para os juxta-pleurais. Por outro lado, o tamanho reduzido do conjunto
de treino nos leva a crer que o erro de classificac¸a˜o deve ser melhorado
utilizando uma base de imagens maior, o que ainda deve ser feito.
Ainda e´ necessa´rio avaliar o quanto os CADs beneficiam os radi-
ologistas. Desta forma, uma atividade a ser realizada e´ a mensurac¸a˜o
da melhoria na taxa de acertos e velocidade de diagno´stico dos radiolo-
gistas ao serem auxiliados por este sistema. Ou seja, comparar em um
ambiente de testes o desempenho de um grupo de radiologistas utili-
zando este sistema como ferramenta de apoio ao diagno´stico com outro
grupo sem a ferramenta.
A metodologia desenvolvida para a segmentac¸a˜o de estruturas
internas no pulma˜o, a` rigor, na˜o utiliza nenhuma informac¸a˜o a` pri-
ori do fato de se tratarem de vasos e no´dulos. Desta forma, seria
interessante aplicar esta metodologia, com te´cnicas para estimac¸a˜o de
paraˆmetros do objeto e a conectividade nebulosa, para outros proble-
mas de segmentac¸a˜o. Dentro da a´rea de CADs, outras possibilidades
seriam a detecc¸a˜o de po´lipos no co´lon em imagens de TC e calcificac¸o˜es
em mamografias e exames de ressonaˆncia magne´tica.
Os principais classificadores na˜o-parame´tricos foram estudados
neste trabalho, no entanto esta pesquisa pode ser mais completa com
a adic¸a˜o de Redes Neurais Artificiais, assim como a implementac¸a˜o do
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