Base-normality and product spaces  by Yamazaki, Kaori
Topology and its Applications 148 (2005) 123–142
www.elsevier.com/locate/topol
Base-normality and product spaces
Kaori Yamazaki 1
Institute of Mathematics, University of Tsukuba, Tsukuba, Ibaraki, 305-8571 Japan
Received 2 April 2004; received in revised form 28 June 2004; accepted 3 August 2004
Dedicated to Professor Takao Hoshina on his 60th birthday
Abstract
We introduce the notion of base-normality, which is a natural generalization of base-paracompact-
ness introduced by J.E. Porter. We prove the following: (1) For a base-normal space X and a
metrizable space Y , the product space X × Y is normal if and only if X × Y is base-normal. (2) For
the countable product X =∏i∈NXi of spaces Xi such that finite subproducts
∏
in Xi , n ∈ N, are
base-normal, X is normal if and only if X is base-normal. (3) Every Σ-product of metric spaces is
base-normal. Many applications for analogue of classical theorems on normality of products are also
given.
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1. Introduction
Throughout this paper, all spaces are assumed to be T1 topological spaces. The sym-
bol N denotes the set of all natural numbers. Let κ denote an infinite cardinal and ω the
first infinite cardinal. As usual, a cardinal is the initial ordinal and an ordinal is the set of
smaller ordinals. The cardinality of a set X is denoted by |X|. For a space X, w(X) stands
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for the weight of X, and T (X) denotes the collection of all open subsets of X. For a
space X and a subspace A of X, the closure of A in X is denoted by A¯. For a collection A
of subspaces of a space X, {A¯: A ∈A} is denoted by A¯.
Weakening total-paracompactness, in [15] J.E. Porter introduced the notion of base-
paracompactness and proved some interesting results containing those for product spaces;
a space X is said to be base-paracompact [15] if there is a base B for X with |B| = w(X)
such that every open cover of X has a locally finite refinement by members of B.
In this paper, we introduce a new notion, called base-normality, which is a natural gen-
eralization of base-paracompactness. A space X is said to be base-normal if there is a
base B for X with |B| = w(X) such that every binary open cover {U0,U1} of X admits
a locally finite cover B′ of X by members of B such that B′ refines {U0,U1}. The defini-
tion is motivated by the well-known fact that X is normal if and only if every binary open
cover {U0,U1} of X admits a locally finite open cover V of X such that V refines {U0,U1}.
Note that every base-paracompact Hausdorff space is base-normal, and it will be shown
that every base-normal paracompact space is base-paracompact (Corollary 2.3).
In this paper, we are principally concerned with the study of base-normality in product
spaces. Namely, we prove the following three results, which are related to products with a
metric factor, infinite products and Σ-products, respectively.
Theorem 1.1. Let X be a base-normal space and Y a metrizable space. Then, the product
space X × Y is normal if and only if X × Y is base-normal.
Theorem 1.1 together with other results in this paper provide analogues of the Morita–
Rudin–Starbird Theorem, the Dowker Theorem and the Morita Theorem related to nor-
mality of products (Theorems 6.1–6.3).
Next, we give the following result on infinite products, which is motivated by the
Nagami–Zenor Theorem.
Theorem 1.2. Let X =∏i∈NXi be the countable product of spaces Xi and assume finite
subproducts
∏
in Xi , n ∈N, are base-normal. Then, X is normal if and only if X is base-
normal.
Theorem 1.2 will be applied to prove other results on infinite products. In particular,
results for base-paracompact spaces will be given (Corollaries 6.9 and 6.10), which seem
to be the first observations on base-paracompactness for infinite products.
A proper Σ-product is never paracompact [2], hence, is never base-paracompact. On
the other hand, we have the following improvement of the Gul’ko–Rudin Theorem.
Theorem 1.3. Every Σ-product of metric spaces is base-normal.
For undefined terminology, see [4,16].
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2. Preliminary facts on base-normal spacesFirst, we list the following classical theorems for normality of product spaces, which
will be frequently used in this paper. By I we denote the closed unit interval [0,1].
The Dowker Theorem [3]. For a space X, the following statements are equivalent: (1) X
is normal and countably paracompact; (2) X × Y is normal for every compact metrizable
space Y ; (3) X × I is normal.
The Morita Theorem [8]. For a space X, the following statements are equivalent: (1) X
is normal and κ-paracompact; (2) X × Y is normal for every compact Hausdorff space Y
with w(Y ) κ ; (3) X × Iκ is normal.
The Morita–Rudin–Starbird Thoerem [9,18]. For a normal space X and a non-discrete
metrizable space Y , X × Y is normal if and only if X × Y is countably paracompact.
The Nagami–Zenor Theorem ([12,21], see also [4, 5.5.19]). Let X =∏i∈NXi be the
countable product, where each Xi contains at least two points. Then, X is normal if and
only if finite subproducts∏in Xi , n ∈N, are normal and X is countably paracompact.
The Gul’ko–Rudin Theorem [6,17]. Every Σ-product of metric spaces is normal.
The proof of the following lemma is easy and omitted.
Lemma 2.1. For a space X, X is base-normal if and only if X is normal and satisfies the
following condition (∗):
(∗) there is a base B for X with |B| = w(X) such that every binary open cover of X has a
locally finite refinement by members of B.
It is not difficult to show, with no use of normality of X, that ‘binary’ in (∗) on
Lemma 2.1 can be replaced by ‘finite’.
We call a space X base-κ-paracompact if there is a base B for X with |B| = w(X) such
that every open cover of X of cardinality at most κ has a locally finite refinement by mem-
bers of B. In particular, a space X is said to be base-countably paracompact if X is base-ω-
paracompact. Clearly, base-paracompactness of X implies base-κ-paracompactness of X,
and this implication reverses if κ  |T (X)| (in fact, if κ  w(X)). Note that X is base-
paracompact if and only if X is base-κ-paracompact for every κ .
Proposition 2.2. For a space X, the following statements are equivalent:
(1) X is base-normal and base-κ-paracompact;
(2) X is base-normal and κ-paracompact;
(3) X is normal and base-κ-paracompact;
(4) X is normal and κ-paracompact, and X satisfies (∗) in Lemma 2.1;
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(5) there is a base B for X with |B| = w(X) satisfying the following condition: for every
open cover U of X with |U |  κ , there is a locally finite cover B′ of X by members
of B such that B′ refines U .
Proof. (1)⇒ (3) ⇒ (4): Obvious.
(4) ⇒ (2): This follows from Lemma 2.1.
(2) ⇒ (5): Assume X is base-normal and κ-paracompact. Let B be a base which
witnesses base-normality for X. We shall show that B is the base required in (5). To
prove this, let U = {Uα: α ∈ Ω} be an open cover of X with |Ω |  κ . Since X is
normal κ-paracompact, we can take locally finite open covers V = {Vα: α ∈ Ω} and
W = {Wα: α ∈ Ω} such that Vα ⊂ Wα ⊂ Uα for every α ∈ Ω . Since X is base-normal,
for every α ∈ Ω , we can take a locally finite collection Bα of X by members of B such that
Vα ⊂⋃Bα and B ⊂ Wα for all B ∈ Bα . Now,⋃α∈Ω Bα is the required refinement. Hence,
(5) holds.
(5) ⇒ (1): Obvious. This completes the proof. 
Corollary 2.3. For a Hausdorff space X, the following statements are equivalent:
(1) X is base-paracompact;
(2) X is paracompact and base-normal;
(3) X is paracompact and base-countably paracompact;
(4) X is paracompact, and X satisfies (∗) in Lemma 2.1.
It is unknown whether the statement ‘every paracompact space is base-paracompact’
holds or not [15], and a list of some equivalent conditions is given in [15, Theorem 4.1].
By Corollary 2.3, among Hausdorff spaces, the statement ‘every paracompact Hausdorff
space is base-normal (or is base-countably paracompact, or satisfies (∗) in Lemma 2.1)’
can be added equivalently into this list.
Remark 2.4. For a later use, let us note that Proposition 2.2 actually proves the following:
Let X be a base-normal and paracompact, and B a base which witnesses base-normality
for X. Then, B is a base which witnesses the base-paracompactness for X.
Example 2.5. Some typical examples are base-paracompact or base-normal. The Michael
line and the Sorgenfry line are base-paracompact (see [14,15]). S. Kawaguchi [7] commu-
nicated to the author that ω1 is base-normal, which is, of course, countably paracompact
(hence, base-countably paracompact) but not paracompact. Now, we use the method of [15]
to provide various examples. Let Y be any normal, κ-paracompact but non-paracompact
space, for example, κ+ with the usual order topology is such one space. The direct sum
Y ⊕ (|T (Y )| + 1), where |T (Y )| + 1 has the usual order topology, is base-normal and
base-κ-paracompact but not paracompact. If we construct Y ⊕ (|T (Y )| + 1) by using any
non-normal κ-paracompact space Y or any Dowker space Y , respectively, we can get a
non-normal base-κ-paracompact space or a base-normal Dowker space, respectively.
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In the first version of the paper, we commented that we did not know whether every
normal space is base-normal or not. The referee kindly informed us that certain (necessarily
consistent) examples of well-known separable normal non-metrizable Moore spaces are
not base-normal. To see this, let X be a normal separable Moore space of weight ℵ1 which
is not collectionwise-Hausdorff (e.g., take X to be the tangent disk space over a Q-set).
Then, there is a closed set D of cardinality ℵ1 which cannot be separated. Suppose B is
a base witnessing base-normality of X, with |B| = ℵ1. It is easy to construct by induction
disjoint subsets H and K of D such that, if B ∈ B and |B ∩ D| = ℵ1, then B ∩ H 
= ∅
and B ∩ K 
= ∅. But then B has no locally finite subcover B′ refining {X − H,X − K},
for suppose it did. By separability, B′ is countable, so some member of B′ meets D in an
uncountable set, hence meets both H and K , contradiction.
Let us note that the above example implies that it is consistent with ZFC that following
facts hold: Base-normal spaces are not preserved under open perfect mappings. Base-
normal spaces are not hereditarily to clopen subsets. Base-normality of the product space
X × Y need not imply base-normality of X. To prove these, let a space X be normal but
not base-normal, D(|T (X)| the discrete space of cardinality |T (X)|, and p a point. Con-
sider base-normal spaces X ⊕ (|T (X)| + 1) ⊕ {p} and X × (D(|T (X)|)), and the map
f :X ⊕ (D(|T (X)|) + 1) ⊕ {p} → X ⊕ {p} defined by f (x) = x if x ∈ X, f (x) = p if
x ∈ (D(|T (X)|)+ 1)⊕ {p}, and apply a method similar to that of J.E. Porter [15].
On a study of base-paracompactness of product spaces, difficulties lie on the unknown
fact whether ‘locally finite cover B′’ in the definition can be replaced by ‘σ -locally finite
cover B′’ or not. Indeed, on proofs of [15, Theorem 3.15] or [20, Corollaries 4.3 and 4.4],
it takes some effort to avoid this problem. For a study of base-normality of product spaces,
there are difficulties similar to the above.
3. Proof of Theorem 1.1
Before the proof of Theorem 1.1, let us note that for a base-normal space (even for a
base-paracompact space) X and a metrizable space Y X × Y is not necessarily normal
(Example 2.5).
We first give the following key lemma, which is used not only for the proof of The-
orem 1.1 but also for that of Theorem 1.2. For a collections A and B of subsets of a
space X and a map f :Z → X, let us denote A ∧ B = {A ∩ B: A ∈ A, B ∈ B} and
f−1(A) = {f−1(A): A ∈A}. Also, for collectionsA and B of subsets of spaces X and Y ,
respectively, we express A×B = {A× B: A ∈A,B ∈ B}.
Lemma 3.1. Let X be a base-normal space, andBX a base which witnesses base-normality
for X. Let U be a locally finite open cover of X, and R0, R1 and K closed subsets of X
such that R ∩ K = ∅, where R = R0 ∩ R1. Then, there is a locally finite cover B of X by
members of BX ∧ U satisfying the following conditions: for every B ∈ B,
(a) B ∩ R = ∅ ⇒ B ∩ R0 = ∅ or B ∩R1 = ∅;
(b) B ∩ R 
= ∅ ⇒ B ∩ K = ∅.
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Proof. Since R ∩ K = ∅, there is a locally finite collection V1 of X by members of BX
such that R ⊂⋃V1, and that V ∩K = ∅ for every V ∈ V1. Set B1 = {V ∩U : V ∈ V1, U ∈
U, V ∩U ∩R 
= ∅}. Then, we have:
(11) B1 is a locally finite collection of X by members of BX ∧ U ;
(12) R ⊂⋃B1;
(13) B ∩ K = ∅ for every B ∈ B1;
(14) B ∩ R 
= ∅ for every B ∈ B1.
By (12), R0 −⋃B1 and R1 are closed and disjoint. Hence, there is a locally finite collec-
tion V2 of X by members of BX such that R0 −⋃B1 ⊂⋃V2 and V ∩ R1 = ∅ for every
V ∈ V2. Set B2 = {V ∩ U : V ∈ V2, U ∈ U}. Then, we have:
(21) B2 is a locally finite collection of X by members of BX ∧ U ;
(22) R0 −⋃B1 ⊂⋃B2;
(23) B ∩ R1 = ∅ for every B ∈ B2.
In a parallel construction with B2, we have B3 satisfying that:
(31) B3 is a locally finite collection of X by members of BX ∧ U ;
(32) R1 −⋃B1 ⊂⋃B3;
(33) B ∩ R0 = ∅ for every B ∈ B3.
By (22) and (32), we have R0 ∪ R1 ⊂⋃(B1 ∪ B2 ∪ B3). Hence, there is a locally finite
collection V4 of X by members of BX such that X −⋃(B1 ∪ B2 ∪ B3) ⊂⋃V4, and V ∩
(R0 ∪ R1) = ∅ for every V ∈ V4. Set B4 = {V ∩U : V ∈ V4,U ∈ U}. Then, we have:
(41) B4 is a locally finite collection of X by members of BX ∧ U ;
(42) X −⋃(B1 ∪ B2 ∪ B3) ⊂⋃B4;
(43) B ∩ (R0 ∪ R1) = ∅ for every B ∈ B4.
Set B = B1 ∪ B2 ∪ B3 ∪ B4. Then, it follows from (11), (21), (31), (41) and (42) that B is
a locally finite cover of X by members of BX ∧ U .
To prove (a), let B ∈ B satisfying the condition B ∩ R = ∅. Because of (14), we have
B /∈ B1, that is, B ∈ B2 ∪ B3 ∪ B4. So, it follows from (23), (33) and (43) that eitherB ∩ R0 = ∅ or B ∩ R1 = ∅ holds. Hence (a) holds.
To prove (b), assume B ∈ B and B ∩ R 
= ∅. By (23), (33) and (43), we have B /∈
B2 ∪ B3 ∪ B4, that is, B ∈ B1. It follows from (13) that B ∩K = ∅. Hence (b) holds.
This completes the proof. 
Proof of Theorem 1.1. Let X be a base-normal space and Y a metrizable space, and
assume X × Y is normal. In case Y is discrete, X × Y is clearly base-normal. Hence,
we may assume Y is non-discrete, and therefore, X × Y is countably paracompact by the
Morita–Rudin–Starbird Theorem.
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Let BX be a base which witnesses base-normality for X. We may assume BX is closed
under finite intersections. We can take a base G of Y so that the following conditions are
satisfied:
(i) G is written as G =⋃n∈N Gn, where each Gn is a locally finite open cover of Y ;
(ii) for a suitable index set Ω with |Ω | = w(Y ), each Gn is expressed as Gn =
{G(α1, . . . , αn): α1, . . . , αn ∈ Ω};
(iii) for α1, . . . , αn ∈ Ω and n ∈N, G(α1, . . . , αn) =⋃αn+1∈Ω G(α1, . . . , αn,αn+1);(iv) for α1, . . . , αn ∈ Ω and n ∈N, the diameter of G(α1, . . . , αn) < 1/2n.
Since |G| = w(Y ), we have |BX × G| = w(X × Y ). We shall show that BX × G witnesses
base-normality for X×Y . To prove this, let F0 and F1 be disjoint closed subsets of X×Y .
As in the proof of the Morita–Rudin–Starbird Theorem, for every α1, . . . , αn ∈ Ω , n ∈N,
and every i = 0,1, set
Ri(α1, . . . , αn) = πX
(
Fi ∩
(
X ×G(α1, . . . , αn)
))
,
where πX :X × Y → X is the natural projection, and define R(α1, . . . , αn) = R0(α1, . . . ,
αn)∩ R1(α1, . . . , αn). Note that, for every α1, . . . , αn ∈ Ω , n ∈N, and every αn+1 ∈ Ω ,
R(α1, . . . , αn) ⊃ R(α1, . . . , αn,αn+1). (1)
For every n ∈N, define
Rn =
⋃{
R(α1, . . . , αn)× G(α1, . . . , αn): α1, . . . , αn ∈ Ω
}
.
Then, {Rn: n ∈N} is a decreasing collection of closed subsets of X×Y with⋂n∈NRn = ∅.
Since X × Y is countably paracompact, take a decreasing open collection {Qn: n ∈N} of
X × Y such that Rn ⊂ Qn, n ∈N, and ⋂n∈NQn = ∅.
For every α1, . . . , αn ∈ Ω , n ∈N, set
K(α1, . . . , αn) =
{
x ∈ X: ({x} ×G(α1, . . . , αn)
)∩ Qn = ∅
}
.
Note that K(α1, . . . , αn) is a closed subset of X, and that K(α1, . . . , αn)∩R(α1, . . . , αn) =
∅ for every α1, . . . , αn ∈ Ω , n ∈N.
Claim 1. There is a collection {B(α1, . . . , αn): α1, . . . , αn ∈ Ω,n ∈ N} of locally finite
open covers of X, where each B(α1, . . . , αn) consists of members of BX, such that the
following conditions are satisfied:
(a) for α1, . . . , αn ∈ Ω , n ∈N, and αn+1 ∈ Ω ,
B(α1, . . . , αn,αn+1) refines B(α1, . . . , αn);
(b) for α1, . . . , αn ∈ Ω , n ∈N, and B ∈ B(α1, . . . , αn),
B ∩ R(α1, . . . , αn) = ∅ ⇒ B ∩R0(α1, . . . , αn) = ∅ or B ∩ R1(α1, . . . , αn) = ∅;
(c) for α1, . . . , αn ∈ Ω , n ∈N, and B ∈ B(α1, . . . , αn),B ∩ R(α1, . . . , αn) 
= ∅ ⇒ B ∩K(α1, . . . , αn) = ∅.
Proof. Fix α1 ∈ Ω . We put U = {X}, R0 = R0(α1), R1 = R1(α1) (therefore R = R(α1)),
K = K(α1), apply Lemma 3.1, and denote the resulting cover B by B(α1). It follows from
B(α1) ⊂ BX ∧ {X} = BX that B(α1) is as required.
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Next, fix α1, . . . , αn ∈ Ω , n ∈ N. Assume B(α1, . . . , αn) has been constructed so as
to satisfy conditions (a), (b) and (c) above. Now, fix αn+1 ∈ Ω . To apply Lemma 3.1
again, we put U = B(α1, . . . , αn), R0 = R0(α1, . . . , αn,αn+1), R1 = R1(α1, . . . , αn,αn+1)
(hence, R = R(α1, . . . , αn,αn+1)), and put K = K(α1, . . . , αn,αn+1), and define the
resulting cover B by B(α1, . . . , αn,αn+1). Since BX is closed under finite intersec-
tions, we have B(α1, . . . , αn,αn+1) ⊂ BX ∧ B(α1, . . . , αn) ⊂ BX . By the construction,
B(α1, . . . , αn,αn+1) satisfies the conditions (a), (b) and (c). This completes the proof of
Claim 1. 
For all α1, . . . , αn ∈ Ω , n ∈N, setA(α1, . . . , αn) = {B ∈ B(α1, . . . , αn): B ∩R(α1, . . . ,
αn) = ∅} and A′(α1, . . . , αn) = B(α1, . . . , αn) − A(α1, . . . , αn). Then, for every α1, . . . ,
αn ∈ Ω , n ∈N, and αn+1 ∈ Ω , we have
⋃
A′(α1, . . . , αn,αn+1) ⊂
⋃
A′(α1, . . . , αn). (2)
To prove (2), let x ∈ ⋃A′(α1, . . . , αn,αn+1). Take B ∈ A′(α1, . . . , αn,αn+1) such that
x ∈ B . By the condition (a) of Claim 1, there is B ′ ∈ B(α1, . . . , αn) such that B ⊂ B ′. By
the definition of A′(α1, . . . , αn,αn+1) and (1), we have ∅ 
= B ∩ R(α1, . . . , αn,αn+1) ⊂
B ′ ∩ R(α1, . . . , αn). Hence, B ′ ∈A′(α1, . . . , αn). Thus, x ∈ B ⊂ B ′ ⊂⋃A′(α1, . . . , αn),
which completes the proof of (2).
Define L0 = {B ×G(α1): α1 ∈ Ω,B ∈A(α1)}. Moreover, for n ∈N, define
Ln =
{
(B ′ ∩ B)×G(α1, . . . , αn,αn+1): B ′ ∈A′(α1, . . . , αn),
B ∈A(α1, . . . , αn,αn+1), α1, . . . , αn,αn+1 ∈ Ω
}
.
Set L=⋃n0Ln. Since each member of L is in BX ×G, to complete the proof, it suffices
to show the following Claims 2, 3 and 4.
Claim 2. For every L ∈L, either L¯ ∩F0 = ∅ or L¯∩ F1 = ∅ holds.
Proof. Let L ∈ L. In both cases L ∈ L0 and L ∈⋃i∈NLi , there are α1, . . . , αn ∈ Ω and
B ∈ A(α1, . . . , αn) such that L ⊂ B × G(α1, . . . , αn). It follows from the condition (b)
of Claim 1 that B ∩ R0(α1, . . . , αn) = ∅ or B ∩ R1(α1, . . . , αn) = ∅. By the definition of
Ri(α1, . . . , αn), we have
B ×G(α1, . . . , αn)∩ Fi = ∅ for i = 0 or 1.
Hence, L¯ ∩Fi = ∅ for i = 0 or 1, which completes the proof of Claim 2. 
Claim 3. L is a cover of X × Y .
Proof. Let (x, y) ∈ X × Y . Since ⋂n∈NQn = ∅ and {Qn: n ∈ N} is decreasing,
there are n ∈ N and α1, . . . , αn ∈ Ω such that ({x} × G(α1, . . . , αn)) ∩ Qn = ∅ and
y ∈ G(α1, . . . , αn). Then, we have x ∈ K(α1, . . . , αn). Since B(α1, . . . , αn) is a cover
of X, take B ∈ B(α1, . . . , αn) such that x ∈ B . Since B ∩ K(α1, . . . , αn) 
= ∅, it fol-
lows from the condition (c) of Claim 1 that B ∩ R(α1, . . . , αn) = ∅. Hence we have
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B ∈ A(α1, . . . , αn), which shows that x ∈ ⋃A(α1, . . . , αn). Now, let m be the min-
imum m ( n) such that x ∈ ⋃A(α1, . . . , αm). Then, either x ∈ ⋃A(α1) or x ∈⋃A(α1, . . . , αm)−⋃A(α1, . . . , αm−1) holds.
Case 1. x ∈⋃A(α1). Note that y ∈ G(α1, . . . , αn) ⊂ G(α1) by (iii). Take B ∈A(α1)
such that x ∈ B . Now, we have (x, y) ∈ B × G(α1) ∈L0.
Case 2. x ∈ ⋃A(α1, . . . , αm) − ⋃A(α1, . . . , αm−1). By the reason that x ∈
(
⋃A(α1, . . . , αm))∩(⋃A′(α1, . . . , αm−1)), take B ∈A(α1, . . . , αm) and B ′ ∈A′(α1, . . . ,
αm−1) such that x ∈ B ∩ B ′. By (iii), we have y ∈ G(α1, . . . , αn) ⊂ G(α1, . . . , αm). Thus,
it follows that (x, y) ∈ (B ′ ∩ B) × G(α1, . . . , αm) ∈ Lm−1. This completes the proof of
Claim 3. 
Claim 4. L is locally finite in X × Y .
Proof. Let (x, y) ∈ X × Y . Since ⋂n∈NQn = ∅ and {Qn: n ∈ N} is decreasing, take a
neighborhood Ux of x in X and n ∈ N such that (Ux × B(y;1/2n−1)) ∩ Qn = ∅, where
B(y;1/2n−1) is the open (1/2n−1)-ball of y in Y . Since each Li is locally finite, it suffices
to show that
⋃
mnLm is locally finite at (x, y).
Since Gn is locally finite, there is a neighborhoodVy of y in Y such that Vy ⊂ B(y;1/2n)
and |{(α1, . . . , αn) ∈ Ωn: G(α1, . . . , αn) ∩ Vy 
= ∅}| < ω. Set δ = {(α1, . . . , αn) ∈ Ωn:
G(α1, . . . , αn)∩ Vy 
= ∅}. Now, we have
Ux ∩
(⋃
A′(α1, . . . , αn)
)
= ∅ for every (α1, . . . , αn) ∈ δ. (3)
To prove (3), let (α1, . . . , αn) ∈ δ. Then, by (iv), we have that G(α1, . . . , αn) ⊂ B(y;
1/2n−1). Hence, (Ux ×G(α1, . . . , αn))∩Qn = ∅, which implies Ux ⊂ K(α1, . . . , αn). On
the other hand, by the condition (c) of the Claim 1, K(α1, . . . , αn)∩ (⋃A′(α1, . . . , αn)) =
∅. This completes the proof of (3).
To complete the proof of Claim 4, it suffices to show that
(Ux × Vy)∩ L = ∅ for every L ∈
⋃
mn
Lm. (4)
To prove (4), assume on the contrary that (Ux ×Vy)∩L 
= ∅ for some L ∈Lm with m n.
Then, L is expressed as L = (B ′ ∩B)×G(α′1, . . . , α′m,α′m+1) for some α′1, . . . , α′m,α′m+1 ∈
Ω , B ′ ∈A′(α′1, . . . , α′m) and B ∈A(α′1, . . . , α′m,α′m+1). It follows from (2) that
∅ 
= Ux ∩ B ′ ∩ B ⊂ Ux ∩
(⋃
A′(α′1, . . . , α′m)
)
⊂ Ux ∩
(⋃
A′(α′1, . . . , α′n)
)
.
Hence, it follows from (3) that (α′1, . . . , α′n) /∈ δ. On the other hand, by (iii), we have ∅ 
=
Vy ∩ G(α′1, . . . , α′m,α′m+1) ⊂ Vy ∩ G(α′1, . . . , α′n). Thus, we have (α′1, . . . , α′n) ∈ δ, which
induces a contradiction. Hence, (4) holds. This completes the proof of Claim 4. 
Claims 2, 3 and 4 complete the proof of Theorem 1.1. 
Remark 3.2. By a similar method as above, we can prove a finer result: Assume X satis-
fies (∗) in Lemma 2.1 and Y a metrizable space. If the product space X × Y is countably
paracompact, then X × Y satisfies (∗) in Lemma 2.1.
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4. Proof of Theorem 1.2First, note that the assumption of base-normality of
∏
in Xi for all n ∈ N does not
necessarily imply the normality of
∏
i∈NXi . For, let X1 be the Michael line and Xi = N
for every i  2. Then,
∏
in Xi is base-normal (in fact, base-paracompact) for every n ∈N
(Example 2.5), but ∏i∈NXi is not normal.
For a collection A of subsets of a space X, ∧A stands for all finite intersections of
elements of A, that is, ∧A= {⋂A′: A′ ∈ [A]<ω}.
Theorem 1.2 immediately follows from Theorem 4.1 below.
Theorem 4.1. Let X = lim←−{Xi,π
j
i } be the limit of an inverse sequence of base-normal
spaces Xi with open continuous onto mappings πji :Xj → Xi , where i  j . If X is count-
ably paracompact, then X is base-normal.
First, we apply Theorem 4.1 to prove Theorem 1.2.
Proof of Theorem 1.2. Assume X is normal. We may assume |Xi |  2 for every i ∈N.
By the Nagami–Zenor Theorem, X is countably paracompact. Hence, it follows from The-
orem 4.1 that X is base-normal, which completes the proof of Theorem 1.2. 
Proof of Theorem 4.1. Assume X is countably paracompact. First note that the natural
projection πn :X → Xn is also an open continuous onto map for every n ∈ N (see [4,
2.5.B.(a)] and [1, Corollary 1]). We may assume w(X) ω.
For every n ∈ N, let Gn be a base which witnesses base-normality for Xn. For the later
use, for n ∈N, we set
G′n = Gn ∪
(
πnn−1
)−1
(Gn−1)∪
(
πnn−2
)−1
(Gn−2)∪ · · · ∪
(
πn1
)−1
(G1),
and G∗n =
∧G′n. Define G =
⋃
n∈N π−1n (G∗n). Then, G is closed under finite intersections.
Since |G| supn∈Nw(Xn) ·ω = w(X) and G is a base for X [4, 2.5.5], we shall show that
G witnesses base-normality for X.
To prove this, let F0 and F1 be disjoint closed subsets of X. As in the proof of the
Nagami–Zenor Theorem, for every n ∈ N, and every i = 0,1, set Ri(n) = πn(Fi)Xn and
R(n) = R0(n)∩R1(n). Then, R(n) is closed in Xn for every n ∈N. By using the fact that
maps πn are open, we can show that for every n ∈N,
π−1n
(
R(n)
)⊃ π−1n+1
(
R(n + 1)) and
⋂
n∈N
π−1n
(
R(n)
)= ∅. (5)
Since X is countably paracompact, take a decreasing open collection {Q(n): n ∈N} of X
such that π−1n (R(n)) ⊂ Q(n), n ∈N, and
⋂
n∈NQ(n)X = ∅.
For every n ∈ N, define K(n) = Xn − πn(Q(n)). Note that, for every n ∈ N, K(n) is
closed in Xn and K(n)∩R(n) = ∅.
Claim 1. There are locally finite covers B(n) of Xn, n ∈N, where each B(n) is consisting
of members of G∗n , such that the following conditions are satisfied:
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(a) for n ∈N, π−1 (B(n+ 1)) refines π−1n (B(n));n+1
(b) for n ∈N and B ∈ B(n),
B ∩ R(n) = ∅ ⇒ BXn ∩ R0(n) = ∅ or BXn ∩ R1(n) = ∅;
(c) for n ∈N and B ∈ B(n),
BXn ∩R(n) 
= ∅ ⇒ BXn ∩K(n) = ∅.
Proof. To apply Lemma 3.1, we put X = X1, BX = G1, U = {X1}, R0 = R0(1), R1 =
R1(1) (hence we have R = R(1)), K = K(1), and define the resulting cover B by B(1).
Since B(1)⊂ G1 ∧ {X1} = G1 ⊂ G∗1 , we can show that B(1) is as required.
Next, assume B(n) has been constructed so as to satisfy conditions (a), (b) and (c)
above. To apply Lemma 3.1 again, we put X = Xn+1, BX = Gn+1, U = (πn+1n )−1(B(n)),
R0 = R0(n+1), R1 = R1(n+1) (hence we have R = R(n+1)), K = K(n+1), and define
the resulting cover B by B(n+ 1). By the definition of G∗n+1, we can see that B(n+ 1) ⊂
Gn+1 ∧ (πn+1n )−1(B(n)) ⊂ Gn+1 ∧ (πn+1n )−1(G∗n) ⊂ G∗n+1. Moreover,B(n+1) satisfies the
conditions (a), (b) and (c). This completes the proof of Claim 1. 
For every n ∈ N, set A(n) = {B ∈ B(n): B ∩ R(n) = ∅} and A′(n) = B(n) − A(n).
Then, for every n ∈N, we have
⋃
π−1n+1
(A′(n+ 1))⊂
⋃
π−1n
(A′(n)). (6)
The proof of (6) is analogous to that of (2) in the proof of Theorem 1.1, and so we leave it
to the reader.
Define L0 = π−11 (A(1)). Moreover, for n ∈N, define Ln = π−1n (A′(n))∧π−1n+1(A(n+
1)). Set L =⋃n0Ln. Since each member of L is that of G, to complete the proof, it
suffices to show the following Claims 2, 3 and 4.
Claim 2. For every L ∈L, either L¯X ∩F0 = ∅ or L¯X ∩ F1 = ∅ holds.
Applying the condition (b) of Claim 1, we can prove Claim 2 analogously to the proof
of Claim 2 of Theorem 1.1.
Claim 3. L is a cover of X.
Proof. Let x ∈ X. Since⋂n∈NQ(n)X = ∅ and {Q(n): n ∈N} is decreasing, there is n ∈N
such that π−1n (πn(x))∩Q(n)X = ∅. Then, by using (c) of Claim 1 and the similar technique
of the proof of Claim 3 of Theorem 1.1, we can prove πn(x) ∈⋃A(n). Now, let m be the
minimum m ( n) such that πm(x) ∈ ⋃A(m). Then, either x ∈ ⋃π−11 (A(1)) or x ∈⋃
π−1m (A(m)) −
⋃
π−1m−1(A(m− 1)) holds. If x ∈
⋃
π−11 (A(1)), we clearly have x ∈⋃L1. So, we may assume x ∈⋃π−1m (A(m))−
⋃
π−1m−1(A(m− 1)). It follows from X =
(
⋃
π−1m−1(A(m − 1))) ∪ (
⋃
π−1m−1(A′(m − 1))) that x ∈
⋃
π−1m−1(A′(m − 1)). Now, take
B ′ ∈ A′(m − 1) and B ∈ A(m) such that x ∈ π−1m−1(B ′) ∩ π−1m (B). The, we have x ∈⋃Lm−1. This completes the proof of Claim 3. 
Claim 4. L is locally finite in X.
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Proof. Let x ∈ X. Since ⋂n∈NQ(n)X = ∅ and {Q(n): n ∈ N} is decreasing, take n ∈ N
and a neighborhood U of πn(x) in Xn such that π−1n (U) ∩ Q(n) = ∅. Since each Li is
locally finite in X, it suffices to show that
⋃
mnLm is locally finite at x .
Now, we have
U ∩
(⋃
A′(n)
)
= ∅. (7)
To prove (7), first notice that U ⊂ K(n). On the other hand, it follows from the condition (c)
of Claim 1 that K(n)∩ (⋃A′(n)) = ∅. Thus, we have U ∩ (⋃A′(n)) = ∅, this completes
the proof of (7).
To finish the proof of Claim 4, it suffices to show that
π−1n (U)∩ L = ∅ for every L ∈
⋃
mn
Lm. (8)
To prove (8), assume on the contrary that π−1n (U) ∩ L 
= ∅ for some L ∈ Lm with
m  n. Then, L is expressed as L = π−1m (B ′) ∩ π−1m+1(B) for some B ′ ∈ A′(m) and
B ∈A(m + 1). It follows from (6) that ∅ 
= π−1n (U) ∩ π−1m (B ′) ∩ π−1m+1(B) ⊂ π−1n (U) ∩
π−1m (
⋃A′(m)) ⊂ π−1n (U) ∩ π−1n (
⋃A′(n)). Hence, U ∩ (⋃A′(n)) 
= ∅, which contra-
dicts (7). Thus, (8) holds. This completes the proof of Claim 4. 
Claims 2, 3 and 4 complete the proof of Theorem 4.1. 
Remark 4.2. For a later use, note that the proof of Theorem 4.1 actually shows: Let Xi ,
i ∈N, be spaces with |Xi |  2 such that finite subproducts ∏in Xi , n ∈ N, are base-
normal. For every n ∈ N, let Bn be a base which witnesses base-normality for ∏in Xi .
Assume that
∏
i∈NXi is normal. Then,
∧
(
⋃
n∈N π
−1
{1,...,n}(Bn)) is a base which witnesses
base-normality for ∏i∈NXi , where π{1,...,n} :
∏
i∈NXi →
∏
in Xi is the natural projec-
tion.
Remark 4.3. By a similar method, we can prove a finer result: Let X = lim←−{Xi,π
j
i } be the
limit of an inverse sequence of spaces Xi which satisfy (∗) with πji :Xj → Xi , where i  j ,
open continuous onto mappings. If X is countably paracompact, then X satisfies (∗).
5. Proof of Theorem 1.3
In this section, we prove Theorem 1.3 applying the fact mentioned in Remark 4.2. Let
us recall the definition of Σ-products from [2]. Let X =∏α∈Ω Xα be a product space and
let p = (pα) be a fixed point of X. The subspace Σ = {x = (xα) ∈ X: |{α ∈ Ω : xα 
=
pα}| ω} of X is called Σ-product of spaces Xα , α ∈ Ω (about p). A Σ-product Σ of
spaces Xα , α ∈ Ω , is called proper if uncountably many spaces Xα contain at least two
elements.
Let Σ be the Σ-product of spaces Xα , α ∈ Ω , about p = (pα). For A ⊂ Ω , the
map rA :Σ → Σ is defined by (rA(x))α = xα if α ∈ A, and (rA(x))α = pα otherwise,
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where x = (xα)α∈Ω . For A ⊂ Ω , the natural projection is denoted by πA :∏α∈Ω Xα →∏
α∈AXα . Sometimes, πA itself stands for the restricted map of πA to Σ , that is,
πA|Σ :Σ → ∏α∈AXα . Also, for B ⊂ A ⊂ Ω , πAB :
∏
α∈AXα →
∏
α∈B Xα denotes the
natural projection. Note that rA(Σ) and ∏α∈AXα naturally corresponds with each other
for every A ∈ [Ω]ω. For U ⊂ Σ and A ⊂ Ω , U is said to be rA-distinguished if
r−1A rA(U) = U [2]. For x ∈ Σ , supp(x) stands for the support of x , that is, supp(x) ={α ∈ Ω : pα 
= xα}, where x = (xα)α∈Ω . Let µ be a pseudo-metric on X, A ⊂ X, x ∈ X
and ε > 0. Then, the diameter of A with respect to µ is denoted by µ-diam(A), and the
ε-open ball of x with respect to µ, that is, {y ∈ X: µ(x, y) < ε}, is denoted by Bµ(x; ε).
Proof of Theorem 1.3. Let Σ be the Σ-product of metric spaces Xα , α ∈ Ω , about p =
(pα)α∈Ω . We may assume Σ is proper; for, if Σ is not proper, Σ is metrizable, hence
by [15], Σ is base-paracompact. Moreover, we may assume |Xα| 2 for every α ∈ Ω .
Claim 1. w(Σ) = |Ω | · supα∈Ω w(Xα).
Proof. By usual calculations, we have |Ω | · supα∈Ω w(Xα)  w(Σ)  w(
∏
α∈Ω Xα) |Ω | · supα∈Ω w(Xα). 
For every δ ∈ [Ω]<ω, since ∏α∈δ Xα is base-paracompact, take a base Bδ which
witnesses base-paracompactness for
∏
α∈δ Xα . Set B′ =
⋃
δ∈[Ω]<ω π
−1
δ (Bδ) and define
B =∧B′. Since |B| = |B′| = |Ω | · supα∈Ω w(Xα) and B is a base for Σ , by Claim 1,
we shall show that B witnesses base-normality for Σ .
Claim 2. Let A ∈ [Ω]ω. Then, every open cover of rA(Σ) has a locally finite refinement
by members of ∧(⋃δ∈[A]<ω(πAδ )−1(Bδ)).
Proof. On the case A is finite, Claim 2 is obvious. Assume A is infinite count-
able. Since w(
∏
α∈AXα) = |
⋃
δ∈[A]<ω(
∏A
δ )
−1(Bδ)|, by Remark 4.2, it follows that∧
(
⋃
δ∈[A]<ω(πAδ )−1(Bδ)) is a base which witnesses base-normality for
∏
α∈AXα . Since∏
α∈AXα is paracompact, it follows from Remark 2.4 that
∧
(
⋃
δ∈[A]<ω(πAδ )−1(Bδ)) wit-
nesses the base-paracompactness for
∏
α∈AXα . 
Let F0 and F1 be disjoint non-empty closed subsets of Σ . For A ∈ [Ω]ω, rA(Σ) is
metrizable by a metric ρA, and denote by dA a continuous pseudo-metric on Σ which
extends ρA so as to satisfy dA(x, y)= ρA(rA(x), rA(y)).
Claim 3. By induction on n, we construct a sequence {Un: n ∈ N} of locally finite covers
of Σ , each Un is consisting by members of B, maps pn :Un → Un−1 , n ∈N, and for every
U ∈ Un, n ∈N, take A(U) ∈ [Ω]ω, a continuous pseudo-metric µU on Σ which metrizes
rA(U)(Σ), and xjU ∈ U ∩ Fj (if exists) for j = 0, 1 so that the following conditions are
satisfied:
For W ∈ Un−1,
(a) W =⋃{U ∈ Un: pn(U) = W }.
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For U ∈ Un,(b) |{W ∈ Un−1: W ∩U 
= ∅}| <ω,
(c) U is rA(pn(U))-distinguished,
(d) A(W) ⊂ A(U) for every W ∈ Un−1 with W ∩U 
= ∅,
(e) supp(xjU) ⊂ A(U), j = 0,1,
(f) µU(x, y)= µU(rA(U)(x), rA(U)(y)),
(g) µ(pn(U))-diam(U) < 1/2n−1,
(h) µU = max{dA(U),max{µW : W ∈ Un−1,W ∩U 
= ∅}}.
Proof. First, let U0 = {Σ}, take A(Σ) ∈ [Ω]ω \ {∅} and x0Σ,x1Σ ∈ Σ arbitrarily, and set
µΣ = dA(Σ). Assume Uk and pk , k  n − 1, are constructed so as to satisfy conditions
from (a) to (h) above.
Fix U ∈ Un−1. Now, we have:
{
rA(U)(W): W ∈ Un−1,W ∩ U 
= ∅
}
is locally finite in rA(U)(Σ). (9)
To prove (9), it suffices to show that W is rA(U)-distinguished for every W ∈ Un−1 with
W ∩ U 
= ∅, because Un−1 is locally finite in Σ . Fix W ∈ Un−1 with W ∩ U 
= ∅. It fol-
lows from (a) that W ⊂ pn−1(W), hence we have Pn−1(W) ∩ U 
= ∅. By (d), we have
A(pn−1(W)) ⊂ A(U). It follows from (c) that W is rA(pn−1(W))-distinguished, hence, W is
rA(U)-distinguished. So, (9) is proved.
By (h), notice that µU metrizes rA(U)(Σ). Hence, for every x ∈ rA(U)(Σ), take a neigh-
borhood Ox of x in rA(U)(Σ) such that |{W ∈ Un−1: rA(U)(W) ∩ Ox 
= ∅, W ∩ U 
=
∅}| < ω and that µU -diam(Ox) < 1/2n−1. For every δ ∈ [A(U)]<ω, let us consider the
natural projection πA(U)δ :
∏
α∈A(U)Xα(= rA(U)(Σ)) →
∏
α∈δ Xα . By Claim 2, there ex-
ists a locally finite cover AU of rA(U)(Σ) by members of
∧
(
⋃
δ∈[A(U)]<ω(π
A(U)
δ )
−1(Bδ))
such that AU refines {Ox : x ∈ rA(U)(Σ)}. Define VU = {r−1A(U)(B) ∩ U : B ∈AU }. Then,
U =⋃VU , and VU is a locally finite collection of Σ by members of B. From assump-
tions (a), (d) and (c), we can show that U is rA(U)-distinguished. Hence, by the definition
of VU , we have:
V is rA(U)-distinguished for every V ∈ VU . (10)
Moreover, we have:
µU - diam(V ) < 1/2n−1 for every V ∈ VU , (11)∣∣{W ∈ Un−1: W ∩ V 
= ∅}
∣∣<ω for every V ∈ VU . (12)
To prove (11) and (12), let V ∈ VU . Then, V is expressed as V = r−1A(U)(B) ∩ U for some
B ∈AU . Take Ox such that B ⊂ Ox . By (f), µU -diam(V ) µU -diam(r−1A(U)(B)) = µU -
diam(B) µU -diam(Ox) < 1/2n−1. This completes the proof of (11). On the other hand,
we can show that rA(U)(W)∩B 
= ∅ and W ∩U 
= ∅ for every W ∈ Un−1 with W ∩V 
= ∅.
From the definition of Ox , we have |{W ∈ Un−1: W ∩V 
= ∅}| |{W ∈ Un−1: rA(U)(W)∩
B 
= ∅, W ∩ U 
= ∅}| <ω. Since B ⊂ Ox , the proof of (12) is completed.
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Set Un =⋃U∈U VU and define pn :Un → Un−1 by pn(V ) = U so as to satisfy V ∈n−1
VU . Take xjV ∈ V ∩ Fj for j = 0, 1 and V ∈ Un if exists. By (12), for V ∈ Un, we can put
A(V ) =⋃{A(W): W ∈ Un−1,W ∩V 
= ∅} ∪ supp(x0V )∪ supp(x1V ) (where, supp(xjV ) = ∅
if V ∩ Fj = ∅), and define µV = max{dA(V ),max{µW : W ∈ Un−1,W ∩ V 
= ∅}}. Then,
µV is continuous pseudometric on Σ which metrizes rA(V )(Σ).
It remains to show conditions from (a) to (h) are satisfied. We only check (f). Let
V ∈ Un. By the definition, we have dA(V )(x, y) = dA(V )(rA(V )(x), rA(V )(y)). On the
other hand, by (f) on the assumption of induction and (d), it follows that µW(x, y) =
µW(rA(W)(x), rA(W)(y)) = µW(rA(W)rA(V )(x), rA(W)rA(V )(y)) = µW(rA(V )(x), rA(V )(y))
for every W ∈ Un−1 with W ∩ V 
= ∅. Hence, (f) holds. This completes the proof of
Claim 3. 
Set U+n = {V ∈ Un: V ∩ Fj = ∅ for j = 0 or 1} and U−n = Un − U+n . Next, we have:
Claim 4.
⋃
n∈N U+n is a cover of Σ .
Proof. Since this proof is similar to that of Gul’ko [6], we leave it to the reader. 
Set L1 = U+1 and Ln = U+n ∧U−n−1 for every n 2. Define L=
⋃
n∈NLn. Since L⊂ B,
to complete the proof, it suffices to show the following Claims 5, 6 and 7.
Claim 5. For every L ∈L, either L¯ ∩F0 = ∅ or L¯∩ F1 = ∅ holds.
Proof. This follows from the fact that L ⊂ U for some U ∈ U+n , n ∈N. 
Claim 6. L is a cover of Σ .
Proof. Let x ∈ Σ . By using Claim 4, we can take the minimum n satisfying that x ∈⋃U+n .
Then, notice that x ∈⋃U−n−1 if n 2. 
Claim 7. L is locally finite in Σ .
Proof. Fix x ∈ Σ . By Claim 4, there exist n ∈N and U ∈ U+n such that x ∈ U . We may as-
sume U ∩F0 = ∅. By (a), (d) and (c) of Claim 3, U is rA(U)-distinguished. Moreover, by (h)
of Claim 3, µU metrizes rA(U)(Σ). Hence, we can take ε > 0 such that BµU (x; ε) ⊂ U .
Moreover, take m ∈N such that m n and 1/2m < ε, and consider O = BµU (x;1/2m+1),
which is an open neighborhood of x in Σ . Now, we have:
O ∩W 
= ∅, W ∈ Um+2 ⇒ W ∈ U+m+2. (13)
To prove (13), let W ∈ Um+2 with O ∩ W 
= ∅, and take y ∈ O ∩ W . Pick w ∈ W
and fix it. Put Wm+1 = pm+2(W). Since y,w ∈ W ∈ Um+2, by (g) of Claim 3, we
have µWm+1(y,w) < 1/2m+1. Put Wm = pm+1(Wm+1) and Wm−1 = pm(Wm), and con-
tinue this process until we have W ⊂ Wm+1 ⊂ Wm ⊂ · · · ⊂ Wn+2 ⊂ Wn+1 satisfying that
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pk+1(Wk+1) = Wk ∈ Uk , m  k  n + 1. Hence, by (h) of Claim 3, we have µWn+1 
µWn+2  · · · µWm+1 . Since U ∩Wn+1 ⊃ O ∩W 
= ∅, it follows from (h) of Claim 3 again
that µU  µWn+1 . So, we have µU  µWm+1 . Thus, µU(x,w) µU(x, y) + µU(y,w)
µU(x, y) + µWm+1(y,w) < 1/2m+1 + 1/2m+1 < ε. This shows that w ∈ BµU (x; ε) ⊂ U .
Thus, we have W ⊂ U . Hence, W ∩ F0 = ∅, which shows W ∈ U+m+2. This completes the
proof of (13).
By using (13), we can show that:
O ∩W 
= ∅, W ∈ Uj , j m+ 2 ⇒ W ∈ U+j . (14)
Finally, by using (14), we have:
O ∩L 
= ∅, L ∈L ⇒ L ∈
⋃
im+2
Li . (15)
Since each Ln is locally finite at x , from (15), we have that L is locally finite at x . This
completes the proof of Claim 7. 
This completes the proof of Theorem 1.3. 
6. Applications for analogues of classical theorems
In this section, we apply Theorems 1.1, 1.2 and 1.3 and other results obtained in Sec-
tion 2 to give analogue of classical theorems on normality of products.
A version of the Morita–Rudin–Starbird Theorem is given as follows:
Theorem 6.1. For a base-normal space X and a non-discrete metrizable space Y , the
following statements are equivalent:
(1) X × Y is normal (or equivalently, countably paracompact);
(2) X × Y is base-normal;
(3) X × Y is base-countably paracompact.
Proof. This follows from Theorem 1.1, Proposition 2.2 and the Morita–Rudin–Starbird
Theorem. 
Next, we consider the base-normality of products with a compact factor. The following
is a version of the Dowker Theorem.
Theorem 6.2. For a space X, the following statements are equivalent:
(1) X is base-normal and base-countably paracompact;
(2) X ×C is base-normal for every compact metrizable space C;
(3) X × I is base-normal.
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A version of the Morita Theorem is also given as follows. Note that it is unknown
whether base-normality of X × Iκ (or, of X × C) implies base-normality of X or not.
Theorem 6.3. For a base-normal space X, the following statements are equivalent:
(1) X is base-κ-paracompact;
(2) X ×C is base-normal for every compact Hausdorff space C with w(C) κ ;
(3) X × Iκ is base-normal.
For the proofs of Theorems 6.2 and 6.3, we need the following basic result.
Proposition 6.4. Let X be a base-κ-paracompact space and Y a compact space with
w(Y ) κ . Then, X × Y is base-κ-paracompact.
Proof. Let BX be a base which witnesses base-κ-paracompactness for X, and BY be
a base for Y with w(Y ) = |BY |  κ . We express BY = {Bβ : β ∈ Ω} with |Ω |  κ .
We shall show that BX × BY is a base which witnesses base-κ-paracompactness for
X × Y . To do this, let {Uα: α ∈ Λ} be an open cover of X × Y with |Λ|  κ . For
every {(α1, δ1), . . . , (αn, δn)} ∈ [Λ × [Ω]<ω]<ω satisfying that ⋃{Bβ : β ∈⋃ni=1 δi} = Y ,
we set G({(α1, δ1), . . . , (αn, δn)}) =⋃{O ∈ T (X): O × Bβ ⊂ Uαi for every β ∈ δi and
every i = 1, . . . , n}. Define W = {G({(α1, δ1), . . . , (αn, δn)}): {(α1, δ1), . . . , (αn, δn)} ∈
[Λ × [Ω]<ω]<ω with ⋃β∈⋃ni=1 δi Bβ = Y }. Since W is an open cover of X with |W| κ ,
W has a locally finite refinement B′ by members of BX. For each B ′ ∈ B′, fix an
{(α1, δ1), . . . , (αn, δn)} ∈ [Λ × [Ω]<ω]<ω such that B ′ ⊂ G({(α1, δ1), . . . , (αn, δn)}), and
put δB ′ =⋃nj=1 δj . Now, {B ′ × Bβ : β ∈ δB ′,B ′ ∈ B′} is the required refinement by mem-
bers of BX × BY . Thus, X × Y is base-κ-paracompact, which completes the proof. 
Proposition 6.4 is a slight improvement of [15, Corollary 3.9]. On the other hand, it
was proved that base-paracompactness is inverse invariant of perfect mappings [15, The-
orem 3.6]. We do not know whether a similar result holds or not for base-κ-paracompact
spaces.
Proof of Theorem 6.2. (1) ⇒ (2): Use the Dowker Theorem and Propositions 2.2 and 6.4
(or Theorem 1.1).
(2) ⇒ (3): Obvious.
(3) ⇒ (1): We may assume w(X)  ω. Since w(X × I) = w(X), from the assump-
tion (3), we have X is base-normal. Apply the Dowker Theorem and Proposition 2.2. 
Proof of Theorem 6.3. (1) ⇒ (2): Use the Morita Theorem, Propositions 2.2 and 6.4.
(2) ⇒ (3): Obvious.
(3) ⇒ (1): Use the Morita Theorem, the assumption of the base-normality of X and
Proposition 2.2. 
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Analogous to the work of M.E. Rudin and M. Starbird in [18], we further have the
following: the proof is obtained by Theorem 1.1 together with [18, Theorem 2] and Propo-
sition 2.2.
Corollary 6.5. For a base-normal and base-κ-paracompact space X and a metrizable
space Y , the product space X × Y is normal (or equivalently, countably paracompact) if
and only if X × Y is base-normal and base-κ-paracompact.
By Corollary 6.5, we immediately have:
Corollary 6.6. For a base-paracompact Hausdorff space X and a metrizable space Y , the
product space X × Y is normal if and only if X × Y is base-paracompact.
Corollary 6.6 extends the following result obtained by J.E. Porter [15, Theorem 3.15]:
For a hereditarily Lindelöf space X and a metrizable space Y , the product space X × Y
is base-paracompact. It should be noted that Y. Yajima [20] proved that for a base-
paracompact Hausdorff space X and a base-paracompact stratifiable space Y , the product
space X×Y is paracompact if and only if X×Y is base-paracompact. This result and [18,
Theorem 2] also imply Corollary 6.6. See [5] for basic facts of generalized metric spaces.
Moreover, by using [18,10,11,13], we have the following further results analogous to
the studies of M.E. Rudin and M. Starbird, K. Morita and A. Okuyama.
Let X be a space, C a compact Hausdorff space, and M a metrizable space. If X × C
is base-normal and X × M is normal, then X ×C × M is base-normal.
Let X be a normal and κ-paracompact space, C a compact Hausdorff space, and M
a metrizable space. If X × C is base-normal and X × M is normal, then X × C × M is
base-normal and base-κ-paracompact.
A space X is a base-normal P(κ)-space if and only if X × Y is base-normal for every
metrizable space Y with w(Y ) κ .
A space X is a base-normal weak P(κ)-space if and only if X × Y is base-normal for
every completely metrizable space Y with w(Y ) κ .
See [10,11,13] for definitions of P(κ)-spaces and weak P(κ)-spaces.
Next, let us consider the case of infinite products. A version of the Nagami–Zenor The-
orem is given as follows.
Theorem 6.7. Let X =∏i∈NXi be the countable product of spaces Xi , and assume finite
subproducts
∏
in Xi , n ∈ N, are base-normal and base-countably paracompact. Then,
the following statements are equivalent:
(1) X is normal (or equivalently, countably paracompact);
(2) X is base-normal;
(3) X is base-countably paracompact.
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In the above theorem, if each Xi contains at least two points, this remains true without
base-countable paracompactness of
∏
in Xi , n ∈N.
Recall another theorem obtained by K. Nagami [12] and P. Zenor (see [4, 5.5.19(c)])
that: Let X = ∏i∈NXi be the countable product, where each Xi is a Hausdorff space
containing at least two points. Then, X is normal κ-paracompact if and only if finite sub-
products
∏
in Xi , n ∈ N, are normal κ-paracompact and X is countably paracompact.
By this result together with Theorem 6.7 and Proposition 2.2, we have:
Corollary 6.8. Let X =∏i∈NXi be the countable product of spaces Xi , and assume finite
subproducts
∏
in Xi , n ∈ N, are base-normal base-κ-paracompact. Then, X is normal
(or equivalently, countably paracompact) if and only if and X is base-normal and base-κ-
paracompact.
By Corollary 6.8, we immediately have:
Corollary 6.9. Let X =∏i∈NXi be the countable product of Hausdorff spaces Xi , and
assume finite subproducts ∏in Xi , n ∈N, are base-paracompact. Then, X is normal (or
equivalently, countably paracompact) if and only if and X is base-paracompact.
Furthermore, by Corollary 6.9, we have the following results for uncountable products.
Corollary 6.10. Let X =∏α∈Ω Xα be the product of Hausdorff spaces Xα and assume
all finite subproducts∏α∈δ Xα , δ ∈ [Ω]<ω, are base-paracompact. Then, X is normal (or
equivalently, countably paracompact) if and only if and X is base-paracompact.
Proof. Assume X = ∏α∈Ω Xα is normal. Now, we may assume all Xα , α ∈ Ω , con-
tain at least two points. For, if Xα contains at least two points for only countably many
α ∈ Ω , the proof follows from Corollary 6.9. By A.H. Stone [19], there is Ω ′ ⊂ Ω with
|Ω ′| ω such that Xα is countably compact for every α ∈ Ω − Ω ′. Hence, ∏α∈Ω−Ω ′ Xα
is compact. On the other hand, it follows from Corollary 6.9 that
∏
α∈Ω ′ Xα is base-
paracompact. It follows from [15, Corollary 3.9] (or Proposition 6.4 above) that X =
(
∏
α∈Ω ′ Xα) × (
∏
α∈Ω−Ω ′ Xα) is base-paracompact. This completes the proof. 
In [12] (see also [4, 5.5.19(b)]), K. Nagami also proved a similar result for collection-
wise normality. Here, we define a space X base-κ-collectionwise normal if there is a base B
for X with |B| = w(X) such that for every discrete closed collection {Fα: α ∈ Ω} of X
with |Ω |  κ , there is a locally finite cover B′ of X by members of B with, for every
B ∈ B′, |{α ∈ Ω : B ∩ Fα 
= ∅}| 1. We say a space X base-collectionwise normal if X is
base-κ-collectionwise normal for every κ . By the same argument as in Section 2, we have
the fact that: X is base-κ-collectionwise normal if and only if X is κ-collectionwise normal
and base-normal.
We conclude this paper by giving two results. One is an analogue of the Nagami–Zenor
Theorem for base-collectionwise normality: the proof is obtained from Theorem 1.2 and
the Nagami Theorem [12] (see [4, 5.5.19(b)]). Another is a straightforward generalization
of Theorem 1.3: the proof is obtained from Theorem 1.3 and [6, Remark, p. 1439].
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Corollary 6.11. Let X =∏i∈NXi be the countable product, where each Xi contains at
least two points, and assume finite subproducts ∏in Xi , n ∈ N, are base-collectionwise
normal. Then, X is normal (or equivalently, countably paracompact) if and only if and X
is base-collectionwise normal.
Corollary 6.12. Every Σ-product of metric spaces is base-collectionwise normal.
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