Maximal clique enumeration (MCE) is a long-standing problem in graph theory and has numerous important applications. Though extensively studied, most existing algorithms become impractical when the input graph is too large and is disk-resident. We first propose an efficient partition-based algorithm for MCE that addresses the problem of processing large graphs with limited memory. We then further reduce the high cost of CPU computation of MCE by a careful nested partition based on a cost model. Finally, we parallelize our algorithm to further reduce the overall running time. We verified the efficiency of our algorithms by experiments in large real-world graphs.
INTRODUCTION
Maximal clique enumeration (MCE) [3, 9] is one of the fundamental problems in graph theory. It is closely related to many other important graph problems, such as maximal independent sets (or minimal vertex covers), graph coloring, maximal common induced subgraphs, maximal common edge subgraphs, etc. Besides graph theory, MCE has numerous other applications, such as social network analysis [20] , hierarchy detection through email networks [16] , study of structures in behavioral and cognitive networks [5] , statistical analysis of financial networks [7] , clustering in dynamic networks [28] , the detection of emergent patterns in terrorist networks [6] , etc. Moreover, MCE is also closely tied to various applications in computational biology [1] , including the detection of protein-protein interaction complex and clustering protein sequences.
The problem of MCE is NP-hard theoretically but because of its significance in real applications, many practical algorithms [1, 3, 9, 10, 18, 19, 21, 23, 24, 25, 26, 28, 29, 30, 31] have been proposed. However, many of these algorithms have become impractical today due to the fast growing size of graphs in the real world. For example, the Web graph has over 1 trillion webpages (by Google in 2008); most social networks (e.g., Facebook, LinkedIn, Twitter, Google+) and communication networks (e.g., MSN, phone, SMS, and email networks) have up to billions of users; other networks such as transportation networks, citation networks, stock-market networks, etc., are also massively large.
The existing algorithms are in-memory algorithms, which require space that is asymptotically linear in the size of the input graph. However, the massive size of many graphs has outpaced the advance in the memory available on commodity hardware. MCE computation accesses vertices in a rather arbitrary manner and this results in random access. When memory is insufficient and the graph has to be resident on disk, random disk access incurs high I/O cost.
To process such large graphs, Cheng et al. proposed efficient algorithms [12, 13] which enumerate maximal cliques in local subgraphs that fit in main memory as to eliminate the high I/O cost due to random access. However, MCE intrinsically has a high CPU time complexity and thus reducing the I/O cost alone does not fully address the problem.
To address the intensity of MCE computation, several parallel algorithms [17, 27] have been proposed. However, they still require a copy of the entire input graph to be resident in memory at each computing node, which ends at the same predicament faced by the existing in-memory sequential MCE algorithms.
MapReduce has been popularly used to handle massive data. A MapReduce algorithm [33] was proposed recently for MCE. The MapReduce model, however, may not be efficient for enumeration tasks such as MCE and triangle listing [14, 15] in large graphs due to the huge amount of intermediate data produced in the shuffling phase between Mappers and Reducers.
In this paper, we propose new algorithms for MCE that achieve the following three objectives.
1. We reduce the I/O cost by a partition-based strategy, which avoids random access for MCE in large graphs that cannot fit in memory.
2. We reduce the cost of CPU computation by investigating a neglected (by existing work) but non-negligible cost in MCE; that is, most of the operations at each step of MCE require only constant time but some set intersections require linear time. We devise a cost model to reduce this cost which significantly speeds up the entire MCE process.
3. We further reduce the overall running time by parallelizing MCE based on our partitioning strategy. Instead of requiring to keep the entire input graph at each computing node as in the existing parallel algorithms [17, 27] , our algorithm requires only limited memory at any computing node.
Extensive experiments on large real-world datasets verify the effectiveness of our algorithms in reducing both the I/O cost and CPU cost. The results show that our algorithms significantly outperform the state-of-the-art MCE algorithms [12, 13, 18, 19, 29] , especially in the case when the input graph is too large to fit in main memory.
Paper organization. The remaining of the paper is organized as follows. Section 2 defines the problem and basic notations. Section 3 describes a conventional algorithm for MCE and points out its weaknesses. Section 4 discusses the details of our algorithms. Section 5 reports the experimental results. Section 6 discusses the related work and Section 7 concludes the paper.
NOTATIONS AND PROBLEM DEFINITION
Let G = (V, E) be a simple undirected graph. We define the size of G, denoted by |G|, as |G| = (|V | + |E|). Given a subset of vertices S ⊆ V , we define the induced subgraph of G by S as GS = (VS, ES), where VS = S and
We assume that all graphs are stored (whether in memory or on disk) in adjacency list representation, where vertices are assigned unique IDs and ordered according to their IDs.
A clique C in a graph G is a subset of vertices, where
Problem definition. The problem of MCE is: given a graph G, find the set of all maximal cliques in G.
We focus on sparse graphs, for which |E| B · |V |, and B is the disk block size. Most large and many fast growing real-world networks are sparse. For processing these large sparse graphs, random disk access in the process of MCE is prohibitively expensive since data transferred from/to disk is in blocks, while the exact amount of data used in each step of MCE is much less than the amount of data transferred for each random access, since deg (v) B for most v ∈ V .
Algorithm 1 IM-MCE
output C as a maximal clique; 3. else 4.
choose a pivot vertex vp from (todo ∪ done); 5.
doing := todo\adj (vp); 6.
for each v ∈ doing do 7.
todo := todo\{v};
done := done ∪ {v};
CONVENTIONAL MCE ALGORITHM
We first discuss the conventional algorithms for MCE and their shortcomings. Algorithm 1 and Procedure 2 sketch a general algorithm framework for MCE, which is adopted by most existing MCE algorithms [9, 23, 29] . The state-of-the-art parallel MCE algorithm [27] is also developed based on this framework. This framework is also used in later sections to explain our algorithms.
Algorithm 1 calls Procedure 2. In Procedure 2, we use the notations todo, doing, and done to represent the set of vertices to be processed, being processed, and already processed, respectively.
The algorithm starts from the set of all vertices in G, i.e., todo = V , and done = ∅, by calling Procedure 2. Procedure 2 recursively calls itself to grow a clique C in a depth-first manner until C becomes maximal; that is, when todo = ∅, i.e., there is no more vertex for C to grow with, and done = ∅, i.e., C has not been enumerated before (if done = ∅, then ∃C ⊃ C such that C has been found as a maximal clique).
The depth-first MCE process essentially constructs a search tree, or more precisely a search forest joined by a (virtual) root. At each call of Procedure 2, we first pick a pivot vertex vp, which is used to prune all the neighbors of vp, because any maximal clique containing a vertex u ∈ adj (vp) can be enumerated from either vp or another vertex v ∈ adj (u), where v / ∈ adj (vp). Therefore, all the search subtrees rooted at each u ∈ adj (vp) can be pruned.
We then construct doing, which is the set of vertices being processed in the current call of Procedure 2. For each vertex v ∈ doing, we grow the current clique C by adding v to C. To further grow (C ∪ {v}) to a bigger clique in the subsequent recursive call, we need to make sure that every vertex in todo must be a neighbor of v. After the recursive call returns, we add v to done to indicate that v has been processed in the current search subtree.
Shortcomings. Algorithm 1 requires O(3
|V |/3 ) time in the worst case, but has shown to be the optimal worst-case complexity [29] . In practice, the existing algorithms that adopt the framework of Algorithm 1 are reasonably fast for processing relatively small realworld graphs. However, these algorithms are in-memory algorithms and require Ω(|V | + |E|) memory space. If memory is not sufficient or the input graph is disk-resident, the process immediately becomes impractical. As we observe in Line 8 of Procedure 2, the MCE process requires accesses to the neighbor set of each vertex v ∈ doing, i.e., adj (v), which may scatter in different locations in the graph resident on disk. Thus, random disk access leads to huge I/O cost and severely degrades the performance of the in-memory algorithm. In addition, some branches of the search tree constructed by Algorithm 1 can be potentially parallelized. In-tuitively, the search subtrees rooted at each of the siblings of the search tree can be constructed in parallel with careful design. We address these issues in Section 4.
FASTER MCE ALGORITHMS
In this section, we address the shortcomings of the conventional algorithm for MCE. In particular, we have the following three main objectives: (1) reducing the I/O cost, (2) reducing the CPU cost, and (3) further reducing the overall running time by parallelization.
Reducing the I/O Cost
When the input graph cannot fit in main memory, reducing the I/O cost by avoiding random disk accesses becomes the key to the efficiency of MCE. The main idea of our algorithm is to repeatedly extract a subgraph that fits in memory and compute the maximal cliques locally from the subgraph. However, we should also preserve both the global correctness and completeness of the results computed from the local subgraphs.
We first define the subgraph to be extracted for MCE as follows. Using the seed subgraph GS alone is not sufficient to ensure the completeness of MCE since some seed vertices may form a clique with vertices not in GS. To address this, we extend GS as follows.
Definition 2 (EXTENDED VERTICES/SUBGRAPH).
Given a set of seed vertices S of a graph G = (V, E), the set of extended seed vertices, or simply extended vertices, denoted by S + , is defined as
The extended seed subgraph, or simply extended subgraph, denoted by G S + , is defined as the induced subgraph of G by S + .
Note that the above definition of subgraph is different from the one used in [12, 13] , where they do not include the edges among the vertices in (S + \S). This difference renders the design of the algorithm totally different, since the subgraphs in [12, 13] still need to access the input graph for MCE while ours do not. Compared with the algorithms in [12, 13] , our algorithm is simpler, more efficient, and natural to be parallelized.
The following example illustrates the concepts.
Example 1.
Consider the graph G shown in Figure 1 . If we choose S = {0, 1, 2} as the set of seed vertices, we obtain the seed subgraph GS as shown in Figure 2 (left). It is easy to see that the seed subgraph alone cannot produce any maximal clique of G. So we extend the seed vertices to be S + = {0, 1, 2, 3, 4, 5, 7} and obtain the extended subgraph G S + , as given in Figure 2 (right). The extended subgraph makes possible the local enumeration of global maximal cliques, i.e., {0, 1, 2, 3}, {1, 4, 5}, {2, 7}, since G S + captures fully the neighborhood information of seed vertices. 2
With the above formulation of extended subgraph, we first prove that the maximal cliques computed locally in each extended subgraph are also globally maximal.
Let M(G) and M(G S + ) be the set of maximal cliques in G and 
LEMMA 1. MS(G S + ) = MS(G).

PROOF. We first prove MS(G S + ) ⊆ MS(G). We begin by proving that ∀C ∈ MS(G
We
then prove MS(G) ⊆ MS(G S + ). ∀C ∈ MS(G), we have C ∈ M(G) and C
we have (u, v) ∈ E and thus v ∈ S + . Therefore, C ∈ M(G S + ) and it follows that C ∈ MS(G S + ).
Lemma 1 implies that all maximal cliques in G that contain at least one seed vertex in S can be computed from G S + alone. This leads to the design of an algorithm that repeatedly extracts a subgraph G S + that can fit in main memory, computes MS(G S + ) from G S + in memory, and then continues to select another set of seed vertices from (V \S), until all vertices in V are processed. The following theorem guarantees the correctness and completeness of the set of maximal cliques so computed.
).
Then, MS = M(G).
PROOF. First, ∀Si, MS
Theorem 1 immediately leads to the design of an efficient partitionbased algorithm, as shown in Algorithm 3.
The algorithm sequentially scans the input graph G to select a set of seed vertices S, extracts G S + by another scan of G, computes MS(G S + ) from G S + , and then continues to select another set of seed vertices until all vertices in V are processed as seed vertices.
The algorithm determines the size of G S + in Line 4, where a parameter φ deg is used to estimate the size of G S + , and 0 < c < 1
scan G once to extract G S + ; 6.
apply in-memory MCE to G S + ; 7.
for each
output C as a maximal clique; 10.
S := ∅,
is to ensure the estimated size is less than M 1 , where M is the available memory size. Here, φ deg can be the average or maximum vertex degree in G. If φ deg is the average vertex degree, it is possible that |G S + | > M; however, this can be easily fixed by further splitting G S + into smaller extended subgraphs with smaller seed vertex sets. Since only some selection of S can lead to the case "|G S + | > M", in practice the total number of extended subgraphs to be extracted remains relatively stable. If φ deg is the maximum vertex degree, we can guarantee that |G S + | ≤ M . However, this may lead to under-utilization of the available memory. This is also true for splitting a large G S + into smaller extended subgraphs in the case of setting φ deg as the average vertex degree. However, we shall show in Section 4.2 that fully utilizing the available memory may actually lead to an even higher cost in the in-memory computation of MCE.
After computing the set of local maximal cliques in G S + , i.e., M(G S + ), the algorithm outputs only those cliques containing at least one seed vertex to ensure the correctness according to Lemma 1. However, it is possible that a maximal clique C is enumerated in more than one G S + , if the vertices in C are in different sets of seed vertices, i.e., ∃u, v ∈ C such that u ∈ Si and v ∈ Sj, where u = v and i = j. To avoid duplicate output of a maximal clique, Line 8 sets another condition, ( u ∈ C s.t. u ≺ S). Here, u ≺ S means that u is selected as a seed vertex (in an earlier iteration of Lines 5-10), before any vertex in S is selected (in the current iteration). Thus, Lines 7-9 do not output a maximal clique C if C contains a vertex that has already been selected as a seed vertex before S is selected as the seed vertex set.
Greater Pruning. The condition "( u ∈ C s.t. u ≺ S)" also implies that we do not need to include into G S + any edge (u, w), ∀u, w ∈ S + and u, w ≺ S. Furthermore, we can push the condition into the in-memory MCE process to achieve greater pruning as follows. Recall that the search tree (implicitly) constructed by Algorithm 1 is a prefix tree. During the MCE process, we can process the seed vertices in S before the vertices in S + \S. Then we do not grow the current clique C by any vertex v ≺ S in Line 6 of Procedure 2. In this way, we avoid duplicate enumeration of maximal cliques as well as achieve greater pruning effect for MCE.
Complexity Analysis. The following theorem gives the complexity of Algorithm 3. We use the following standard I/O complexity 1 We assume that if |S| = 1, then |G S + | ≤ M . In the case of a high-degree vertex v, |G S + | with S = {v} can be large. For sparse real-world graphs, we may effectively reduce |G S + | by sorting the vertex set V in ascending order of the vertex degree, since we actually do not need to include into G S + any edge (u, w) if u and w are ordered before v, for all u, w ∈ S + (as implied by Line 8 of Algorithm 3).
notations [2] in the complexity analysis: M is the main memory size, B is the disk block size, scan(N ) = Θ(N/B) I/Os, where 1 B ≤ M/2 and N is the amount of data being read/written from/to disk. 
). In the worst case, each S contains only one vertex and thus k ≤ |V |.
The selection of seed vertices and extraction of extended subgraphs require only linear time; thus, the CPU time is bounded by the number of times the in-memory algorithm is invoked to compute MCE on an extended subgraph G S + , where the maximum size of any G S + is M (we refer the readers to [29] for the details on the CPU time complexity analysis on the in-memory algorithm). The memory space requirement is
Reducing the CPU Cost
In processing large graphs that cannot fit in main memory, the bottleneck of the in-memory algorithms is the huge I/O cost due to random disk access. However, by processing these large graphs using Algorithm 3, the bottleneck may no longer be the I/O cost, but rather the cost of the in-memory computation of MCE in each extracted extended subgraph.
A Neglected but Non-Negligible Cost
The cost of in-memory MCE computation can be broken down into two main types: the cost of constructing the search tree and the cost of set intersection.
Conventional algorithms focus on reducing the cost of constructing the search tree by employing various pruning techniques to reduce the size of search tree. Although these pruning techniques are vital for efficient MCE, we have observed that we can further reduce the cost of CPU computation as follows.
Among all individual operations in the process of MCE, the most expensive one is the set intersection: two in Line 8 of Procedure 2 (and the set subtraction in Line 5 may also be considered as one). These set intersections can be significantly more costly to process than the other operations that require only constant time.
There are approximation algorithms for set intersection, but for MCE we require an exact answer. To compute X ∩ Y = Z, if exact set intersection is required, then the cost of the intersection is at least (|X| + |Y |). However, if |Z| is significantly smaller than |X| and |Y |, then the majority of the processing is "wasted" on processing non-contributing elements in X and Y , i.e., elements in X\Z and Y \Z. Thus, the objective here is to reduce the number of non-contributing elements in X and Y .
Reducing the number of non-contributing elements in X and Y in Procedure 2 means removing non-contributing elements in todo, done, and in particular adj (v) since adj (v) is often significantly larger than todo and done (except in the first call of Procedure 2).
Cost Reduction of Set Intersection
To reduce the portion of the non-contributing elements in todo, done, and adj (v), we transform the search space from G to G S + . In this way, the search space is immediately reduced from V to S + for todo and done, and from adj (v, G) to adj (v, G S + ). However, which S + and hence G S + should we select in order to minimize the cost?
To avoid expensive random disk access, G (which is resident in memory) instead of from the original input graph G (which is resident on disk). However, we still need to determine how small this G S + small should be.
A Cost Model
We propose a cost model for choosing the right size for the extended subgraph. Suppose that we now have a set of extended subgraphs G β resident in main memory for MCE computation. Each subgraph G S + β in G β is roughly of the same size. Initially, G β contains only one extended subgraph G S + extracted in Lines 4-5 of Algorithm 3. We determine (iteratively) whether extracting smaller extended subgraphs from G β can achieve better efficiency for in-memory MCE computation.
For each G S ), in the process of MCE leads to a lower cost of set intersection. The gain obtained by preferring Gα over G β can be estimated as follows.
where
| is the number of nodes in the search tree T S And we multiply the average degree by the number of nodes in the search tree because at each node in the search tree, we need to perform the set intersection as shown in Line 8 of Procedure 2.
If choosing Gα instead of G β only results in a gain for MCE, then the optimal choice is by setting Sα = {v} for each single vertex v ∈ V . However, preferring Gα over G β may also result in some loss due to the extraction of a large number of smaller extended subgraphs and the construction of their search trees during the process of MCE.
First, if we further split G S . The loss of preferring Gα over G β is given as follows.
In Equation ( Equation (1) and Equation (2) represent a tradeoff: we trade off (1) the cost of set intersection with (2) the cost of subgraph extraction and that of search tree construction; that is, using smaller extended subgraphs reduces (1) but increases (2), while using larger extended subgraphs results in the opposite. We quantify this tradeoff by the following cost model.
Finally, in Equation (1) and Equation (2) 
An Improved Algorithm for MCE
With the results of the previous subsections, we propose an improved partition-based algorithm for MCE, as shown in Algorithm 4. We name this algorithm as SeqMCE (for Sequential MCE), to distinguish from the parallel algorithm proposed in Section 4.3.
As shown in Algorithm 4 and Procedure 5, the extraction of ex- tended subgraphs is processed at two levels, one aiming to minimize the I/O cost while the other aiming to reduce the CPU cost. The first level is to extract bigger extended subgraphs, which is done in a similar way as in Algorithm 3 but by replacing Lines 6-9 with a call to Procedure 5. At this level, the size of each G S + should be close to M to minimize the number of scans of G and hence the I/O cost. Then, at the second level as shown in Procedure 5, we extract smaller extended subgraphs from each bigger extended subgraph H obtained at the first level. Whether or not to further extract smaller extended subgraphs is determined by the cost model given by Equation (3) .
Computing the optimal Gα to maximize TotalGain is similar to finding the optimal graph partition from H, which is APX-hard [4] . Thus, this process alone would dominate the overall cost of MCE. However, if we do not select the seed vertices from H randomly but rather select them sequentially, the selection process can be made much more efficient.
Another challenge of applying Equation (3) is that Equation (3) consists of Equations (1) and (2), both of which require the entire sets of extended subgraphs, Gα and G β , to be known. Even if we select the seed vertices sequentially, there are still exponentially many different permutations of Gα and G β .
To avoid the costly intermediate process of subgraph extraction, we consider the search space as a binary tree, where the set of nodes at each level of the tree is a set of extended subgraphs. We construct the binary tree level-wise (Lines 1-10) . The first level consists of only one extended subgraph, i.e., H itself. The two children of any internal node in the tree are constructed by dividing the set of seed vertices of the parent sequentially into two sets of seed vertices with equal size, and then extract the corresponding extended subgraphs from the parent (the correctness of the extraction is guaranteed by Lemma 2) . Then at each level, we compute TotalGain . We stop constructing a new level of the binary tree when there is no longer a gain. Then (in Lines 10-12), we take the corresponding Gα as the set of extended subgraphs, and process MCE in each G S + α ∈ Gα as is done before in Algorithm 3.
The above scheme for subgraph extraction, though heuristic, is effective and efficient for the following important reasons: first, it fits seamlessly into the design of the partition-based algorithm; second, it supports effective parallelization; lastly, it avoids extra overhead in re-assigning the vertex order or relabeling the vertices,
divide S β into two equal halves: S α1 and S α2 ; 7.
extract G S + α1
and G S
9.
compute TotalGain from Gα and G β ; 10. Gα := G β ; 11. for each G S
while(no idle computing node) wait;
to an idle computing node, X, and compute in-memory MCE in G S 
Parallel Maximal Clique Enumeration
Existing parallel algorithms for MCE [17, 27] are in-memory algorithms that require the entire graph to be resident in main memory of each computing node, and thus are not scalable as the graph size increases and main memory is not sufficient to hold the graph.
We adopt our partition-based MCE framework and propose a parallel algorithm for MCE that requires only limited memory at each computing node. We describe the algorithm, named as ParMCE (for Parallel MCE), in Algorithm 6 and Procedure 7.
Algorithm 6 uses one computing node as the master node. The master node reads the input graph G from disk, extracts extended subgraphs from G, and distributes them to the idle nodes, if any. To utilize parallelism (e.g., multi-cores, hyper threading, etc.) within the master node, we create two threads in the master node. One thread extracts extended subgraphs and pushes it into the pool of un-computed subgraphs, and the other one takes the subgraphs from the pool and sends them to any available idle nodes. In case that the total number of available computing nodes becomes too large so that the computation at the master node might become a bottleneck, our algorithm easily allows us to split the input graph and create multiple master nodes to serve the increasing number of computing nodes.
Procedure 7 then describes that when a computing node receives an extended subgraph H (distributed by Algorithm 6), it further extracts smaller extended subgraphs to improve the efficiency of MCE, as done in Procedure 5. If we have extra idle computing nodes, we may further divide extended subgraphs into smaller ones to maximize parallelization (note that the bottleneck is at the MCE computation rather than at the subgraph extraction, both of which are now performed in-memory). This task itself can also be easily parallelized, by simply distributing the extended subgraphs in G β to new computing nodes and call Procedure 7. But since this process is not the bottleneck, it should be parallelized only when computing nodes are excessive.
After we obtain the set of extended subgraphs Gα, we distribute each small extended subgraph G S + α ∈ Gα to an idle computing node, X. Then at X, we apply the in-memory algorithm to process MCE in G S + α . The fine-grained parallelization of MCE proposed in [27] can be further applied if X has multiple cores or threads, or if there are more idle computing nodes available.
EXPERIMENTAL EVALUATION
In this section, we evaluate the performance of our algorithms. We compared with the algorithm that has the optimal time complexity for MCE in memory proposed by Tomita et al. [29] (denoted by TomitaTT), a recent algorithm for MCE in d-degenerate graphs proposed by Eppstein et al. [18, 19] (denoted by EppsteinLS), and the I/O-efficient MCE algorithm by Cheng et al. [13] (denoted by ChengKFYZ).
For all the sequential programs, we ran the experiments on a machine with an Intel Xeon 2.67GHz CPU and 4GB RAM, running CentOS 5.4 (Linux). For the parallel program (using the MPI), we ran the experiments on a cluster, with each computing nodes having 2.93GHz CPU and 4GB RAM. where each vertex represents an object such as a person, a document, and an event, and each edge represents the relationship between two vertices such as "as-author", "links-to", and "has-title". We list some details of the datasets (number of vertices and edges, physical storage size) in Table 1 . Among the four datasets, blog and LJ are two relatively smaller graphs, while Web and BTC are two larger graphs. We use the smaller graphs to compare the performance of our algorithm with the in-memory algorithms, while we use the larger graphs to evaluate the performance of our algorithms when memory of a single machine is insufficient to hold the input graph.
Effectiveness of Cost Model
We first examine whether the reduction of set intersection cost by extracting smaller extended subgraphs, rather than extracting extended subgraphs that fill the available memory, can indeed improve the efficiency of MCE computation. We also assess the effectiveness of our cost model, given in Section 4.2.3, for choosing the right size for the extended subgraphs to be extracted. We test the settings on SeqMCE, i.e., Algorithm 4. Figure 3 reports the running time of SeqMCE for blog and Web. We extract extended subgraphs of size from 0.001% to 10% of the available memory size at the second level of Algorithm 4, i.e., each G S + α ∈ Gα in Lines 11-12 of Procedure 5 is of size xM , where x ∈ {0.001%, 0.01%, 0.1%, 1%, 10%} and M is the available memory size, which is set to 1 GB in this experiment. We also report the running time of SeqMCE that extracts extended subgraphs by our cost model, represented by "CM" on the x-axis. From Figure 3 , the sizes of the extended subgraphs extracted by "CM" are around 2% for blog and 0.05% for Web. The results show that for both graphs, the efficiency of MCE is first improved significantly when smaller extended subgraphs are used at the second level of the algorithm, but there is an optimal point after which further decreasing the size of the extended subgraphs reports a significantly deteriorated performance. The trend of the running time for different sizes of extended subgraphs can be explained by our analysis of the gain and loss, i.e., Equation (1) and Equation (2), in Section 4.2.3, which represent a tradeoff between (1) the cost of set intersection and (2) the cost of subgraph extraction and search tree construction. The same tradeoff can be also be clearly observed from the LJ and BTC graphs (details omitted due to lack of space).
Having shown the tradeoff, we show that the results obtained by the cost model is near the optimal point. Relatively speaking, the running time reported for the cost model for blog is further away from the optimal point than that for Web. This is because the blog graph is small and hence determining the right subgraph size by the cost model takes a considerable portion of the total time. When the input graph is large, the cost of computation involving the cost model becomes negligible compared to the cost of MCE.
In the subsequent experiments, the algorithm SeqMCE always extracts extended subgraphs by the cost model.
Performance of Sequential Algorithms
We now compare our algorithm SeqMCE with other state-of-theart sequential algorithms for MCE. Table 2 reports the running time of the four algorithms. For the smaller datasets, blog and LJ, EppsteinLS is the fastest. The EppsteinLS algorithm uses a d-degeneracy ordering 2 to limit the depth Compared with the in-memory algorithm TomitaTT, which also ran out of memory for Web and BTC, SeqMCE is up to two orders of magnitude faster for processing blog and LJ. Since the smaller datasets can be processed in memory, the main difference between SeqMCE and TomitaTT for in-memory processing is the new adoption of cost reduction on set intersection, we conclude that the performance improvement of SeqMCE over TomitaTT is mainly due to our proposal of cost reduction on set intersection. This result thus further demonstrates the effectiveness of the CPU cost reduction method proposed in Section 4.2.
Performance of Parallel Algorithm
We now evaluate the performance of the parallel algorithm (i.e., Algorithm 6), denoted by ParMCE. There are some recent algorithms for parallel MCE [17, 27, 33 ], but we were not able to obtain their code for comparison.
We report the running time of ParMCE in Figure 4 . To show that our method is truly effective in handling graphs that cannot fit in memory, we set the available memory to only 64 MB for blog and LJ, and 256 MB for the two large graphs Web and BTC.
The figures show that when two machines are used, the running time is nearly halved for all the datasets. The efficiency continues to improve when more machines are used, although the speed-up becomes milder when more machines are used. With only eight machines, we can finish computing MCE in the largest dataset in about an hour.
RELATED WORK
Maximal clique enumeration has been studied extensively and comprehensive reviews can be found in [10] and [8] (the latter also discusses maximum clique finding). The first algorithms were the backtracking method [3, 9] that use O(|V | 2 ) memory space. Then effective pruning strategy by selecting good pivots was employed [10, 23, 29] . Algorithm for ddegenerate graphs was also proposed [18, 19] , which achieves a time complexity of O(d|V |3 d/3 ) by utilizing a d-degeneracy ordering. However, all these studies did not focus on reducing the memory complexity and require Ω(|V | + |E|) memory space, which may not be practical for large disk-resident graphs.
Recently, several parallel algorithms were proposed for MCE. Most of these parallel algorithms [17, 27] still require the entire input graph to be resident in main memory of each computing node, and thus are not practical for processing large graphs that cannot fit in memory. A MapReduce algorithm [33] was also proposed for MCE. The MapReduce model, however, is slow in practice for enumeration tasks such as MCE and triangle listing in large graphs, mainly because of the huge amount of intermediate data produced in the shuffling phase between Mappers and Reducers.
Algorithm for output-sensitive MCE was also introduced which is based on reverse search [30] . The time delay was reduced to O(d
CONCLUSIONS
We presented efficient algorithms to reduce both the I/O cost and CPU cost of MCE in massive networks. We verified the performance of our algorithms comparing with the state-of-the-art algorithms for MCE [12, 13, 18, 19, 29] . Our results first demonstrate that, by reducing the cost of set intersection in MCE, we are able to achieve significant speed-ups in both cases when the input graph can fit in main memory or cannot fit in main memory. Then, we also showed that our parallel algorithm for MCE significantly speeds up the MCE computation compared with the sequential algorithm.
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