ABSTRACT. Estimating and monitoring the spatial distribution of evapotranspiration (ET) over irrigated crops is becoming
scientifically based irrigation scheduling (Leib et al., 2002) , where water costs can be potentially reduced with little or no yield penalty. Unfortunately, realizing this potential will not be feasible until methods are available to account for spatial variability in crop water use. In particular, methods are needed to estimate the spatial distribution of evapotranspiration (ET). Operational ET estimation approaches, and especially the meteorologically based ones, rely on point-based measurements (e.g., Martin and Gilley, 1993) , which may not be spatially representative of field-wide ET averages. Thus, resulting ET estimates could be biased and would provide poor guidance for managing variable conditions within irrigation management units.
An approach that may improve the spatial representation of estimated ET values is to incorporate remote sensing observations and models into irrigation scheduling protocols. Remote sensing technology is the only practical way to synoptically and instantaneously view farm conditions such as vegetation densities, vegetation temperatures, and soil temperatures. Each of these is critically related to crop growth, crop conditions, and crop water use.
One way to utilize remote sensing for ET estimation is to monitor crop cover density using the Normalized Difference Vegetation Index (NDVI), which is a well-established approach to distinguish green vegetation from background soils (Rouse et al., 1973 (Rouse et al., , 1974 Tucker, 1977) . Because the amount of photosynthetically active plant matter is closely related to plant ET, remote sensing of reflected red and near-infrared radiation can be related to spatial distributions of ET. Hunsaker et al. (2005a) and Hunsaker et al. (2005b Hunsaker et al. ( , 2007 showed that quantitative remote sensing can be used to estimate temporally and spatially distributed crop ET over cotton and wheat, respectively. The studies, known as the FAO-56 Irrigation Scheduling Experiment (FISE), investigated crop water use and irrigation efficiencies over wheat and cotton within a test site in Maricopa, Arizona. The approach, based upon the modeling of relative crop ET in terms of NDVI, utilized crop coefficients, which were empirically derived measures of crop ET relative to reference crops (Doorenbos and Pruitt, 1977) :
where K C is a crop coefficient, ET C is crop-specific ET, and ET o is reference crop ET. The crop coefficient approach towards estimating cropland ET has been investigated for many years, including early investigations by van Wijk and deVries (1954) , Jensen (1968) , and Wright (1982) . More recently, investigators have pursued crop coefficient estimation from vegetation indices (Bausch and Neale, 1987) . Using crop coefficients provides the ability to utilize a reference crop ET (ET o ), against which other crops can be related. In the well-known FAO-56 methodology (Allen et al., 1998) , K C values are related to a standardized grass reference, where it is presumed that optimal growing conditions exist. FAO-56 also has some provisions for non-standard growing conditions, including adjustments for sparse vegetation, but not for abnormal weather. In their work, Hunsaker et al. (2005a Hunsaker et al. ( , 2007 further extended the applicability of FAO-56 for non-standard conditions, where crops were not optimally irrigated or fertilized. By using estimates of crop canopy densities from NDVI observations, ET C values were estimated from observed crop conditions and then validated against soil water depletions. This allowed for better scheduling of irrigations than otherwise achieved with the basic FAO-56 methodology. In 2004 FISE wheat studies, for example, irrigation water use efficiencies (grain yield per unit of applied irrigation water) obtained by the NDVI-based approach were sometimes 10% better than efficiencies achieved with standard FAO-56 crop coefficients (Hunsaker et al., 2007) .
The NDVI-crop coefficient methodology of Bausch and Neale (1987, 1989) , Bausch (1995) , and Hunsaker et al. (2005b) has strong practical appeal because the technology required for implementation exists and could be readily adopted in an operational way with suitable observational ground or airborne platforms. Nevertheless, implementation of the approach could be hindered by its reliance on empirical relationships between NDVI, crop coefficients, and crop type. Furthermore, calibrations performed locally may not be accurate in environments substantially different from those of the original Arizona site. Recently, Shuttleworth (2006) also suggested that accuracy of the crop coefficient approach could be poor because the re-scaling of ET o is theoretically inconsistent with the physical basis of the Penman-Monteith (PM) equation.
Concerns about potential limitations to ET estimation using crop coefficients prompted an investigation that examined the use of remote sensing with a more physically based approach for ET retrieval. In this article, data from the same 2004-2005 FISE wheat experiment (FISE05) were reevaluated from an energy balance perspective instead of using the NDVI-crop coefficient approach. If validated, a physically based approach that combines remote sensing data with energy balance estimates could provide a better way than crop coefficients to estimate ET over a range of geographically diverse regions. In this study, high spatial resolution (0.5 to 1.0 m), remotely sensed image data were used from the FISE05 wheat experiment in combination with an energy balance model to estimate daily ET values. Data used were airborne visible (VIS), near-infrared (NIR), and thermal infrared (TIR) detectors flown at low altitudes.
There are several well-documented remote sensing energy balance models that could be used, but which one should be preferred in agricultural settings such as FISE is unresolved. When considering ET over well-watered, unstressed vegetation of variable density, Penman-Monteith formulations within a transport resistance configuration (e.g., Shuttleworth and Wallace, 1985) are relatively simple where only visible-near-infrared (VNIR) data are required. For less ideal conditions, thermal infrared (TIR) data become important since these allow detection of crop stress (e.g., Jackson et al., 1981) . Generally, however, there is disagreement about model formulation and efficacy of remote sensing data, particularly with respect to surface temperature retrieval. Previous research has highlighted difficulties and accuracy limitations using TIR remote sensing for estimating ET. For example, Hall et al. (1992) mentioned problems encountered with inaccurate surface temperatures, Sun and Mahrt (1995) elaborated on discrepancies between temperatures required for energy balance estimation and those actually observed, and Wilson (1989) noted the inadequacy of simple closure models (i.e., K-theory) for modeling surface energy fluxes over vegetation.
These studies suggest that modeling ET with remote sensing can often be difficult to implement. Recent experience, however, has shown that these problems may not be serious obstacles for some applications. Well-implemented model examples include SEBS (Su, 2002) , SEBAL (Bastiaanssen et al., 1998) , the soil moisture triangle approach (Gillies et al., 1997) , and the two-source energy balance model (TSEB) developed by Norman et al. (1995) . TSEB in particular has been demonstrated in field to landscape scales (French et al., 2003; Anderson et al., 1997) . Each of these four models has been demonstrated to be viable, and all are actively being tested and validated against experimental data sets. The characteristics distinguishing these models include the amount of ancillary information needed in addition to remote sensing observations, the extent to which contextual image data are used, and the possible inclusion of temporal forcing information.
The objective of this article was to provide a validation study for one of these techniques (the TSEB model) and thereby add support for spatially distributed energy balance modeling. Accordingly, we present remote sensing results for ET estimation over a 2005 wheat crop planted in central Arizona. First, the experiment plan is described, including both ground and remote sensing activities. Next, techniques utilized to estimate ET from airborne remote sensing image data are discussed. Modeled and observation results are then discussed, including estimation of wheat canopy cover from remote sensing, observations of land surface temperatures, and retrieval of daily ET values. Lastly, results from energy balance modeling are discussed in comparison to ground observations.
THE FISE05 EXPERIMENT
The ET modeling study was performed on a leveled 1.3 ha site (field 105) at the University of Arizona Maricopa Agricultural Center (MAC) (33° 04′ N, 111° 58′ W, 361 m MSL), as part of the larger four-year remote sensing FISE experiment series investigating cotton and wheat irrigation protocols. A main objective of FISE05 (denoting the FISE study for December 2004 to May 2005) was to seek ways to improve irrigation wheat water use effectiveness by incorporating remote sensing data into the FAO-56 dual crop coefficient ET estimation approach. Experimental details are described by Hunsaker et al. (2007) . The crop, hard red spring wheat (Triticum aestivum L., cv. Yecora Rojo), was planted in northsouth rows spaced at 0.20 m. The field soil was Casa Grande series (Typic Natrargids, fine-loamy, mixed, hyperthermic). Volumetric soil water at field capacity and wilting point for the uppermost 1 m are respectively 0.24 ±0.04 m 3 m -3 and 0.12 ±0.01 m 3 m -3 (Post et al., 1988) .
The site configuration ( fig. 1 ), a complete random design with incomplete blocking, included 32 plots, each 11.2 × 21Ăm (east-west and north-south, respectively). The purpose of the FISE05 design was to allow for testing ET-based irrigation scheduling while considering differences in plant growth and yields due to variable planting densities and fertilization. The configuration allowed testing treatment effects on ET and on other measured outcomes, such as grain yield, due to three control factors: irrigation scheduling protocol, planting density, and nitrogen fertilization. Two irrigation scheduling treatments, equally divided with 16 plots each, were the FAO-56 methodology and the NDVI-crop coefficient approach described by Hunsaker et al. (2007) . Plants were sown at three densities: typical (~150 plants m -2 ), dense (~300Ăplants m -2 ), and sparse (~75 plants m -2 ). Plant heights were measured along six equally space mid-plot positions for every plot on five days (DOY 39, 59, 69, 88 , and 119, all but the last occurring on remote sensing overpass days). Fertilizer was applied at two levels: high (~215 kg N ha -1 ) and low (~80Ăkg N ha -1 ). Nitrogen in the surface soil was checked prior to planting (16 November 2004) to ensure that fertilizer treatments would not be confounded by carryover from the previous season. Nitrates were low to very low (8.1 to 2.6Ăppm), thus showing that the treatments were not compromised. Access to plots was achieved with elevated, mid-field boardwalks aligned east to west. To support the irrigation timing estimates, meteorological data were collected at five stations: one at the nearby Maricopa AZMET weather station (Brown, 1989) site, and four within the FISE05 site.
Flood irrigation was used at FISE05, where water was delivered to each plot via 152 mm gated pipe. Irrigation frequency, varied according to individual plot requirements (Hunsaker et al., 2007) , occurred at 3 to 13 day intervals with an average frequency of five days. ET for each plot was observed by frequently monitoring soil water and calculating profile soil water depletions. Soil water data were collected in two ways: neutron probes were used for the 0.3 to 2.9 m profile in 0.2 m increments, and time-domain-reflectometry (TDR, Soil-Moisture Equipment Corp., Santa Barbara, Cal.) data were used for the shallow surface, 0.0 to 0.3 m, where neutron probe accuracy decreases due to atmospheric losses. The neutron probes (Campbell Pacific Nuclear, Concord, Cal.) were calibrated to soils within the FISE05 field, achieving volumetric water content accuracies on the order of ±0.1Ăm 3 m -3 root mean square error (RMSE). Measurement of soil water using the neutron scattering technique is well established, accurate, and repeatable (Belcher et al., 1950; Visvalingam and Tandy, 1972; Schmugge et al., 1980) . The particular technique used at FISE05 combines TDR data from the near surface with neutron probe data from greater depths and has 7% error relative to lysimeter data (Evett et al., 1993) . Using the depletion approach, changes in soil water values were the result of plant water consumption, along with water observations well below the root zone. This method allowed accurate ET estimation without also requiring accurate data on water applications.
Remote sensing data acquisitions at FISE05 were of two kinds: ground-based radiometric observations collected every 3 to 7 days in east to west transects across the plots, and airborne image acquisitions collected at intervals of 10 to 28Ădays. The airborne data were the main model inputs, while the ground-based data were used for verification.
Ground-based radiometric surveys were collected with a four-band radiometer (model BX-100, Exotech, Inc., Gaithersburg, Md.) equipped with 15° field-of-view optics and held in a nadir orientation, 1.5 to 2.0 m above the soil surface. Hence, the effective imaging footprint was ~0.5 m. Data were collected at a morning-time period where the solar zenith angle was within a few degrees of 57°. Reflectance calibration of the Exotech data was done by using a 99% Spectralon reflectance panel (Labsphere, Inc., North Sutton, N.H.) at the beginning, middle, and end of each survey. For this study, only the red and NIR Exotech bands, corresponding to Landsat TM bands 3 and 4, were needed to calculate NDVI. Other vegetation indices, such as SAVI, could also have been used, but for FISE05 they were not needed since complications due to changing soil background and bi-directional distribution function (BRDF) effects were avoided because of small plot sizes, homogeneous soil textures, and constant solar zenith angles at measurement time. Sampling protocol at FISE05 was to collect and average 24 samples per plot along 6 m eastwest transects, displaced 1 m south of plot midlines.
Airborne image data were collected on six dates from helicopter-mounted imaging systems (table 1). All data were co-registered and bilinearly resampled to a common UTM grid. The instrument sets used were two cameras for combined VIS and NIR imaging, and one TIR imager. The VIS-NIR camera primarily used was a DuncanTech MS3100 (RedLake MASD, LLC, Tucson, Ariz.) with band centers at 670, 720, and 790 nm and 10 nm bandwidths. The field of view was 15° × 20°. The other VIS-NIR camera was a hyperspectral, dichroic imaging system known as the Portable Hyperspectral Tunable Imaging System (PHyTIS; Fitzgerald et al., 2005) and was utilized for backup support. Both the Duncan and PHyTIS systems were field calibrated against four 8Ă× 8 m standard reflectance tarps with nominal directional/ hemispherical reflectances of 4%, 8%, 48%, and 64% (Tracor GIE, Austin, Tex.). Radiances from these tarps were measured with an ASD Personal Spectrometer II (Analytical Spectral Devices, Boulder, Colo.) having a field of view of 18°, spectral range of 350 to 1050 nm, and 1.4 nm resolution, which was also referenced to the Spectralon panel. The PHy-TIS system required additional calibration to ensure agreement with Duncan observations. The thermal imager system was a ThermaCam SC2000 (FLIR Systems AB, Danderyd, Sweden) with a custom 10 to 14.5 mm internal filter installed to reduce thermal band emissivity effects that are more dominant in the 8 to 10 mm interval. The low flight altitudes resulted in high spatial resolution data: ~0.5 m for VIS-NIR data and ~1.0 m for TIR data.
Complementary to the remote sensing data were continuously logged meteorological data collected within the north half of four FAO treatment plots having typical plant density and a high N level (denoted as FTH in fig. 1 ). These data were crucial for remote sensing calibrations and surface energy balance modeling. Observational data included a solar radiometer (Eppley 8-48, The Eppley Laboratory, Inc., Newport, R.I.), four net radiometers (Q7, REBS, Seattle, Wash.), eight soil heat flux plates (HFT-3, REBS, Seattle, Wash.), two anemometers at 2 m height (12102D 3-cup photochopper, R.M. Young Co., Traverse City, Mich.), wet-bulb and drybulb air temperatures, aspirated ceramic wick humidity gauges (US ALARC-designed), and a TR525M tippingbucket rain gauge (Texas Electronics, Dallas, Tex.).
Also deployed were infrared thermometers (IRT; Everest 4000, Everest Interscience, Inc., Tucson, Arizona, and IRTS-P3, Apogee Instruments, Inc., Logan, Utah) to collect soil and vegetation surface temperatures. Fields of view were respectively 15° and 30° for the Everest and Apogee IRTs. At each of the four FTH plots, temperatures were collected as 15Ămin averages, except during remote sensing over-flights when they were collected at 1 min averaging intervals. Each location contained two IRTs pointing due west: one viewing the soil at ~60° from horizontal, and another viewing the vegetation canopy at ~30° from horizontal. IRT heights were individually set to maximize views of soil or vegetation. Both were logged and averaged at 2 min intervals. All IRTs were previously calibrated against a reference blackbody in a constant-temperature room to accuracies better than 0.5°C.
ESTIMATION AND MEASUREMENT OF EVAPOTRANSPIRATION AT FISE05
Recent experience with remote sensing shows the feasibility of accurately estimating spatially distributed ET French et al., 2003; Anderson et al., 1997; Bastiaanssen et al., 1998; Su, 2002) . By combining estimates of plant cover, land surface temperature, land cover class, and near-surface meteorological data into a surface energy balance scheme, instantaneous ET estimates can be retrieved. The usual approach is to consider the balance of four energy flux components: net radiation (R n ), soil heat (G), sensible heat (H), and latent heat (LE). Components such as canopy heat storage and photosynthesis are usually small and much less important than uncertainties associated with the primary components. Hence, the energy closure for most models is R n Ă -G = H + LE, where the available energy at the surface is equal to the turbulent heat flux components. From this equation, ET mass flux at observation time is obtained by dividing LE by the latent heat of vaporization, l (~2.5 MJ kg -1 ).
For this study, we chose TSEB, which is characterized by its ability to consider a wide range of plant canopy densities, its consideration of meteorological information, and its relatively small reliance on contextual data. Formulation of TSEB is based upon a transport resistance network between the soil surface, vegetation, and overlying air. It has been presented in two forms: one as a parallel network where the soil and vegetation fluxes interact indirectly, and another as a series network where flux between the soil and vegetation components is accounted for explicitly . Despite their different formulations, flux estimates from them are similar. Li et al. (2005) found that the series approach could be preferable because it is less sensitive to model parameter uncertainties, but that the advantage is offset by greater inaccuracies relative to the parallel approach when variability of canopy densities is small. Since these latter conditions were prevalent for FISE05, the parallel approach was utilized.
Regardless of its network configuration, TSEB considers surface energy fluxes in two streams: soil and canopy. This allows modeling the transport resistances in a physically more meaningful way than if the streams were combined. Separating these energy sources avoids use of an "excess resistance" that may be important for one-source models where radiometric temperatures greatly differ from aerodynamic temperatures.
TSEB therefore estimates ET in two separate, but interdependent parts. In energy flux terms, instantaneous ET from the canopy was calculated as:
where LE C is canopy latent heat flux, f g is fractional green vegetation, D is the slope of the water vapor saturation curve, a is the Priestley-Taylor (P-T) parameter (Priestley and Taylor, 1972) , and g is the psychrometric constant. Use of the P-T a parameter, discussed further below, simplifies the PenmanMonteith equation (Monteith, 1965) by removing direct representation of aerodynamic contribution and rescaling the radiometric component. Fractional cover (f g ) was derived from NDVI data and modeled according to the semiempirical canopy model of Choudhury (1987) , NDVI * bare soil and full cover end-members, and the value for p, were not predetermined but found empirically from observations and sampling of the wheat crop directly. In particular, ground-level photography over each plot was classified by cover fraction observed throughout the season and used to develop the needed parameters. The D and g terms are determined from the local meteorological data at overpass times. The remaining term in equation 2, net radiation received by the canopy (R n,C ), is determined in conjunction with net radiation at the soil surface (R n,S , discussed below) from a multiscattering canopy model described by Norman et al. (1995) and Campbell and Norman (1998) . The LAI values implicit in R n,C can be estimated from the Choudhury (1987) formulation, LAI = -log(1 -f g )/b, where b is another leaf orientation angle parameter (ranging typically from 0.4 to 0.9) and was determined by regressing LAI data (obtained from destructive sampling in FISE05 plots) against NDVI image data. For the soil component, ET is:
where LE S is soil latent heat flux, R n,S is net radiation at the soil surface, G is heat conducted into the soil, ρ is moist air density, c p is heat capacity at constant pressure, T S is the soil radiometric temperature, T a is the air temperature above the canopy, r a is the aerodynamic resistance, and r s is the soil resistance. Aerodynamic resistance is computed iteratively with the use of stability corrections based on Monin-Obukhov theory (Wilson, 1989; Stull, 1988; Brutsaert, 1982; Paulson, 1970; Garratt and Hicks, 1973) . Roughness lengths (z 0 ) and displacement heights (d 0 ) were determined from relationships between them and plant canopy heights (h), namely z 0 = h/8 and d 0 = 0.67*h (Brutsaert, 1982) . In contrast, soil resistance computations do not invoke stability functions and instead use empirical relationships between soil sensible heat flux and sub-canopy wind speeds (Sauer et al., 1995) . In equation 3, the third term is soil sensible heat and is determined in part by the radiometric soil temperature (T S ). In TSEB, T S is obtained by repartitioning the estimated kinetic temperature, derived from TIR data, into separate soil and canopy contributions:
where the fourth power is an approximation for the broadband TIR radiant flux. This equation by itself has no unique solution, absent multiple view angle data such as discussed by Kimes et al. (1980) , since an attempt is being made to extract two unknowns (T C and T S ) from one equation containing two knowns (f and T comp ). Furthermore, no distinction is made between green and senescent vegetation (f in equation 4 includes all vegetation, unlike f g in equation 3), which could lead to significantly erroneous temperature estimates for the late-season canopy. While acknowledging these problems, for dominantly green canopies equation 4 can be solved using constraints provided by solving equations 2 and 3. Considering equations 2, 3, and 4 together, instantaneous ET in the TSEB approach is obtained by the interaction between estimated surface temperatures and the P-T a parameter. In particular, note that P-T a is needed in equation 2 because direct observation of canopy temperature (i.e., an observation uncontaminated by a soil contribution) is not usually available. Although originally intended for largescale settings under moist conditions, use of the P-T approach for small-scale studies can nevertheless produce reasonable estimates for unstressed green vegetation and can either be adjusted according to local conditions or related to surface-atmosphere coupling (Pereira, 2004; McNaughton and Jarvis, 1983) . For non-water-stressed conditions over agricultural lands, a is usually close to 1.26, a value considered reasonable to within 10% for canopy resistances less than 100 s m -1 (McNaughton and Spriggs, 1989) . In some circumstances, including well-watered croplands in arid environments such as at FISE05, a could approach values close to 2.0 (Baldocchi, 1994) . In other cases, a reduction could be needed to better model higher canopy resistances and water-stressed conditions (McNaughton and Spriggs, 1989) .
The final step needed in the energy balance modeling was to extrapolate the instantaneous estimates from the sum of equations 2 and 3 into daily ET. Ways to perform diurnal estimation of fluxes from a single day-time observation were evaluated by Colaizzi et al. (2006) , where it was shown that the preferred approach depends upon the land surface conditions. One approach that is readily implemented for FISE05, and supported by previous research, is to assume that the evaporative fraction [EF= LE / (R n -G)] is constant during the day (Lhomme and Elguero, 1999) . Generally this assumption is not valid, but it is reasonable for mid-day observation times where weather conditions are stable and skies are clear (Fritschen, 1967; Alados et al., 2003) . By further assuming daytime proportionality between net radiation and observed solar irradiance, daily ET (ET daily ) can be estimated:
where ρ is water density, l is latent heat of vaporization, and R solar is measured solar irradiance at remote sensing observation time and at other times throughout the daytime. Solar irradiance data were supplied hourly by the nearby AZMET station (Brown, 1989) .
RESULTS
The FISE05 experiment resulted in a 132-day intensive observation period with a large collection of agronomic, meteorological, ground-based, and aircraft-based remote sensing observations. Considerable care was taken to ensure that all instruments were well calibrated and that data surveys could be referenced to established laboratory and field standards. This care was especially needed to ensure accurate estimation and measurement of NDVI, surface temperature, and ET. Discussed below, therefore, are results of the FISE05 remote sensing experiment including: (1) ground and airborne NDVI data, (2) wheat canopy cover estimation from the NDVI data, (3) remotely sensed surface temperature data, and (4) daily ET modeling results.
EQUIVALENCE OF GROUND AND AIRBORNE NDVI DATA SOURCES
One of the first analysis steps was to verify the equivalence of the airborne remote sensing data to that obtained from the ground. By establishing this equivalence, there can be confidence in consistency between inputs used for the NDVI-crop coefficient approach and the inputs used in the energy balance modeling. Equally important, showing equivalency will be helpful for seasonal studies where aircraft-based data are unavailable, thus requiring use of ground acquisition instrumentation. Comparison of averaged NDVI data for all plots from ground-based Exotech transects and NDVI data from the six remote sensing flights showed that there was good agreement between field-wide mean values, where differences between the NDVI data sets were usually less than 6% (table 2). Agreement in data standard deviations of the sample sets was similar, despite their different spatial resolutions. Best agreement was found for early and mid-season observations. However, agreement for lateseason remote sensing observations (DOY 116 and 132) was less satisfactory, where differences ranged between 17.5% and 39.4%. When all results were combined in a time-series view ( fig. 2) , the consistency of the data sets for most of the growing season was apparent for NDVI data over wheat. Each plot-averaged NDVI is represented by a symbol, with triangles indicating aircraft data and dots indicating ground data. Note especially that the variability of the aircraft NDVI data closely tracked ground data, where NDVI values ranged between 0.25 and 0.70 for the early season (DOY 39) and between 0.75 and 0.90 for the mid-season (DOY 88). These results indicate that aircraft NDVI data were compatible with the ground-based NDVI data and that both observation sets could be used to reliably estimate daily ET for most of the wheat growth stages.
ESTIMATION OF WHEAT CANOPY COVER AND LAI
Estimation of wheat canopy cover and LAI at FISE05 was done by using field observations to calibrate the needed relations. Using data from all remote sensing flights, bare soil and full wheat canopy cover end member NDVI values were determined to range between 0.18 and 0.90, thus establishing the NDVI * transformation parameters. Data acquired from supervised classification of ground-level photography, plotted against NDVI values, resulted in points displayed in the left side of figure 3. The curve represents the optimal form of the Choudhury (1987) relation. The exponent p term is 0.54 (RMSE = 0.098) and is consistent with an erectophile canopy. Note, however, that this fit is a compromise to accommodate larger scatter at low-to mid-season NDVI values. The scatter is due to seasonal NDVI-cover hysteresis, where early-season NDVI values correspond to greater canopy cover than do similar late-season NDVI values. Such behavior has been observed by others and for different vegetation types (e.g., Jenkins et al., 2007) . Estimation of LAI ( fig. 3, right plot) , on the other hand, showed less distinct seasonal asymmetry. Based on destructively obtained LAI values, an optimal value for the b coefficient was found to be 0.716 (RMSE = 0.48).
SURFACE TEMPERATURE IMAGERY
Airborne radiometric temperatures from the FLIR camera, after instrumental calibration, were compared with infrared thermometer (IRT) data collected at the four FTH plots. Displayed in table 3 are average IRT temperatures from the four plots, where averages were weighted by plant cover densities. Data prior to DOY 59 had insufficient plant densities to monitor plant canopy temperatures without back- ground contamination; thus, only soil surface temperatures were measurable on DOY 39. Since modeling with the TSEB approach (eqs. 3 and 4) necessitates accurate radiometric temperatures (considered here to be within 1.5°C), two steps were adopted to minimize the possibilities of modeling erroneously large temperature gradients. First, the accuracy of FLIR gains was checked with laboratory calibration tests to ensure adequate instrumental sensitivity. Results from the tests showed gains accurate to 1%, where deviations between a reference blackbody and the FLIR instrument were <0.2°C for ambient temperatures <30°C. Second, to compensate for unknown atmospheric conditions, it was assumed that ground-based IRT data accurately represented field-wide FISE05 temperature averages at overpass times. In heterogeneous conditions, this assumption could result in biased corrections, but FISE05 plots, despite different management practices, had little heterogeneity, where relative FLIR temperatures across FISE05, over all 32 test plots, usually varied by less than 2°C.
Using this calibration approach, FLIR data were found too cool and generally required offset adjustments between 0.3°C and 2.5°C (table 3). The one exception occurred on DOY 69 and was likely due to strong atmospheric effects and cloud interference. These differences between ground and airborne data indicated the necessity for corrections to FLIR data when modeling ET with the TSEB approach.
DAILY ET AT FISE05
Having verified the close agreement between ground and airborne instrumental NDVI responses, and then calibrated surface temperature estimates against ground observations, the remote sensing data inputs were ready for input to the TSEB model. For each modeled day, the instantaneous midday LE fluxes were converted to daily ET fluxes using a constant evaporative fraction assumption (eq. 5).
TSEB-derived ET estimates were then compared with averaged soil water depletion-based ET data by selecting image pixels that closely represented conditions near the neutron probe sites. Ideally, only those pixels directly overlying the sphere of influence for the neutron probes would be used, but the dimension of that sampling sphere could be very small and possibly less than a single 0.5 m image pixel. Hence, this selection approach would result in very small sample sizes with no possibility of creating modeling averages. As an alternative, a less strict pixel selection criterion based on spatial variability of NDVI was used that allowed 25 to 30Ăvalues. Assuming strong correlation between spatially distributed ET and NDVI, and setting an acceptance semivariance radius of 1/4 of the semi-variogram sill, pixels within ~1.5 m of soil water probe sites could be used. FigureĂ4 shows experimental semi-variograms for NDVI extracted from images over early-, mid-, and late-season wheat at FISE05. Note that semi-variance was strongly dependent upon the growth stage, but that the semi-variance range did not appreciably change and was ~4 m.
Using this selection approach, along with calibrated surface temperatures, agreement between integrated TSEB ET estimates and soil water ET data was good for most modeled data sets. Mean and range of ET values for each plot on each of the six remote sensing overpass days (DOY 39, 59, 69, 88, 116, and 132) are shown in figure 5. Results were best during early-season overpass times ( fig. 5 , left side), with biases less than 0.4 mm d -1 (or from 1% to 8%) and with model sensitivity similar to observed soil water ET variability. Biases during the two late-season overpass times (DOY 116 and 132) , on the other hand, were larger (0.99 and 1.24 mm d -1 , respectively), where the TSEB estimates overestimated daily values with respect to soil water depletion data by 22.3% and 60.9%, respectively.
Note that while ET values are plotted in figure 5 on a plotby-plot basis, quantitative analyses are not summarized at this scale because of sampling differences between remote sensing ET estimates and soil water depletion ET estimates. The FISE05 experimental design incorporated replicates and blocking to improve the significance of results and minimize experimental bias within a small experimental setting. To reiterate, the remote sensing data had 0.5 m spatial resolution, but the ET estimates were temporal extrapolations from an instantaneous observation. Soil water depletion data, by contrast, were typically five-day ET observations at point locations re-sampled to daily ET values representative of an entire 11.2 × 21 m plot.
Based on these temporal and geo-spatial sampling constraints, aggregated daily ET means and standard deviations are listed in table 4. Tabulated TSEB values are averages from all 32 plots, which have been integrated according to equation 5. Soil water depletion data are interpolated ET daily averages based on depletion estimates obtained over 3 to 7 day intervals. Considering modeled and observed daily ET values as a time series (fig. 6 ), additional information is provided for the seasonal estimation of crop water use at FISE05. The PM values were computed in two ways: one with the PM combination equation as described in FAO-56 (Allen et al., 1998) , or PM-FAO56, and another with the ASCE standardized reference evapotranspiration equation for daily time steps over a short reference crop, or PM-ASCE. The PM-FAO56 is plotted for comparative purposes since its computation was based on observed plant heights, whereas the PM-ASCE is plotted as a way to display expectations for a short reference crop. (The ASCE documentation specifically cautions against the use of PM-ASCE for comparative purposes. Hence, the PM-ASCE results displayed here are intended solely to indicate an approximate magnitude of ET from a short reference crop for conditions experienced at FISE05). The ET values were derived from hourly averages of four within-field averages of air temperature, humidity, wind speed, net radiation, and soil heat flux, and then averaged to daily time steps. Canopy resistances were derived from field- averaged and time-interpolated plant canopy heights and leaf area indices.
The values displayed in figure 6 show that seasonal daily ET ranged from ~2 mm d -1 for the early season, to ~8 mm d -1 for mature wheat, and then down to 2 to 4 mm d -1 for lateseason wheat. Because of methodological and timing differences between remote sensing estimates and soil water depletion observations, presented comparisons between them are necessarily approximate and reflect the degree of day-to-day variability in ET. Considering these constraints, apparent agreement between TSEB, PM-FAO56, and soil water data was good for the three early-to mid-season remote sensing observation days . For these days, ETĂdifferences were less than 1 mm d -1 , indicating realistic model parameterization of wheat cover densities, and temperatures were realistic. Agreement between the model and observations was less satisfactory for the late season , where model outcomes appear to overestimate ET by more than 1 mm d -1 , indicating that model parameterization of wheat was inaccurate. Discrepancies greater than 1Ămm d -1 also occur when comparing TSEB results against PM-FAO56 estimates for the early season (DOY 39) and could be due to underestimation by PM-FAO56 of soil water evaporation under sparse canopies. During the late season (DOY 132), the underestimation of daily ET by PM-FAO56 continues, but the differences with respect to soil water depletion (SWD) values are mostly less than 1 mm d -1 .
The time series data in figure 6 also show a logistical difficulty with airborne remote sensing data: inadequate temporal sampling. For example, on DOY 79, daily SWD ET was 1Ămm d -1 less than the TSEB ET seasonal trend, while on DOY 93 and 105, daily SWD ET values exceeded the trend by a similar amount. In these cases, PM responded better because meteorological data were continuously collected, while TSEB data were only available on six days.
The accuracies of spatially modeled daily ET values were evaluated on a treatment factor basis, instead of by field-wide averages (table 5) . Table 5 Table 5 distinguishes daily ET values from three points of view (planting density, fertilization level, and field-wide averages) to help assess the ability of the TSEB remote sensing energy balance model to predict ET for different crop conditions. Generally, TSEB successfully distinguished between wheat planting treatments despite the observation that treatment effects at FISE05 were relatively unimportant compared to temporal changes in ET. When considering density and fertilization treatments separately, the consistency of results seen previously was confirmed. Early and mid-season model predictions closely tracked soil water observations, with prediction bias between -0.06 and -0.40 mm d -1 . Lateseason prediction bias was substantially larger, between -1.13 and -1.29 mm d -1 . For density treatments, both TSEB and SWD ET values were lower for sparse plantings and higher for dense plantings for all remote sensing days, meaning that daily ET behaved as expected, with higher ET corresponding to higher plant densities. However, for FISE05, typical ET differences between sparse and dense plots were not large (~0.4 mm), meaning that plant density effects, although important for modeling, were not as significant as the differences seen between days in figure 6. For fertilization treatments, TSEB and SWD ET values showed little sensitivity to nitrogen levels for early-season surveys (DOY 39 and 59), where ET differences were less than 0.1 mm d -1 . These observations are also consistent with expectations because soil nitrogen levels are not very important for immature wheat plants. For later surveys, when the wheat crop actively utilized soil nitrogen, ET nitrogen effect differences increased. For DOY 88, 116, and 132, differences in ET due to fertilization treatments were similar to those observed for the density treatments and ranged between 0.4 and 0.5 mm d -1 .
DISCUSSION
Modeling of daily ET at FISE05, based on the surface energy balance, provided an alternative approach to crop coefficient estimation. This benefit has also been observed by others, including Allen et al. (2007) , who note that energy balance estimation does not require knowledge of a specific crop. The energy balance model generally agreed well with ET obtained from soil water observations, particularly for early and mid-season growth stages where differences were less than 0.4 mm d -1 . This means that energy balance modeling can be helpful for evaluating the accuracy of the NDVIbased crop coefficient approach and to help determine the geographic transportability of the coefficients. The TSEB re- sults also indicate that daily ET can be monitored in a spatially distributed context provided that high-resolution remotely sensed NDVI and surface temperatures are available. The importance of high spatial resolution for ET estimation has been known to be critical, as recently demonstrated by Agam et al. (2007) and by Anderson et al. (2004) . In contrast to meteorological methods such as PM, the good agreement between SWD ET and TSEB modeling of ET indicates that TSEB is a feasible approach to determining crop water needs at subfield scales. This finding is based on two experimental outcomes: first that TSEB models distinguished between wheat treatments even though the ET differences were less than 1Ămm d -1 , and second that TSEB model results closely agreed with soil water depletion for most of the growing season and lacked the early-season, field-wide bias exhibited by PM-FAO56. The favorable outcomes from the two-source energy balance modeling also suggest that the extrapolation approach, where instantaneous fluxes are integrated to daily time steps, is an accurate approach for early and mid-season wheat crops with a range of planting densities and fertilization. Specifically, this means that the integration of instantaneous midday ET values using insolation and the constant evaporative fraction assumption was a good methodology for nonstressed conditions at FISE05. Undoubtedly, there are circumstances where these assumptions are unsatisfactory (Allen et al., 2007) , but the results here show that in practice their implementation does not apparently hinder model accuracy.
TSEB results for late-season wheat, however, were less accurate than ET results for early-season wheat, indicating that ET estimated from a remote sensing model does depend upon crop development stage. This outcome, unfortunately contrary to findings by Allen et al. (2007) , is the same shortcoming exhibited by crop coefficients.
Late wheat season results at FISE05 reflect two unresolved modeling problems. One is the discrepancy between modeled NDVI-vegetation cover relationships for early and late wheat growth phases ( fig. 3) , and the other is the increased transport resistance from the canopy during senescence. In the former instance, ET results were affected by NDVI hysteresis, whereby early-season NDVI represents greater fractional vegetation cover than in the late season. Problems relating NDVI to crop cover and its inability to uniquely represent fractional vegetative cover are well known (e.g., Baret and Guyot, 1991) , but solving them while developing a practical or operational model is difficult. The second modeling problem is the discrepancy between actual and model canopy resistance. In the current case, application of the nominal unstressed value (1.26) for the P-T a parameter should not have been used during canopy senescence. Possibly, P-T a should be avoided altogether, but as noted previously, absence of such a parameter creates an underdetermined model.
In practical circumstances, accurate late-season ET may not be very important when the objective is crop water management, but models with such a deficiency should be avoided in preference to models with full-season applicability. A possible remedy for the NDVI-cover problem would be to re-implement TSEB with a more physically based biophysical model and incorporate season time-series data along lines discussed by Houborg et al. (2007) . The P-T parameterization problem, in a similar vein, could be addressed by utilizing the time dependence of the evaporative fraction and P-T a upon diurnal changes in surface temperature (Wang et al., 2006; Jiang and Islam, 2001) . Possibly, use of such changes in temperatures could help determine in an algorithmic way how to reduce the a parameter for late-season crops. For FISE05, the reduction needed is ~1/2 of NDVI-derived fractional cover, resulting in optimal a settings of 0.8 and 0.3, respectively, for DOY 116 and 132.
Lastly, comparisons of TSEB, PM-FAO56 modeled ET, and soil water observations highlighted the trade-off between spatial estimation with remotely sensed data and temporal estimation with fixed-location ground observations. While the TSEB outcomes are valuable for their representation of spatially distributed fluxes, interpolated remote sensing data would not detect anomalously low and high ET events ( fig.Ă6 , DOY 79, 93, and 105). The PM estimates, on the other hand, did detect them. Hence, relying on infrequent remotely sensed data from aircraft could lead to poor decisions when recommending irrigation schedules for a modeled crop. This result is in contrast to suggestions by others (e.g., Marti et al., 2007) that early season remote sensing observations can be used to establish schedules for the entire season. Conceivably, some portions of the crop could experience unwanted water stress, while other portions are over-irrigated. Such an outcome would undoubtedly harm the credibility of modelers and needs to be avoided. One alternative strategy is to combine infrequent, higher spatial resolution remote sensing observations with frequent, but coarse spatial resolution geostationary satellite data (Mecikalski et al., 1999 ). An extension of that strategy that would be more useful at farm scales would combine infrequent high-resolution remote sensing data with frequent and readily obtained point-based ground observations. Such an approach could estimate daily ET by incorporating spatially oriented surface energy balance models with robust PM-based field averaged fluxes.
SUMMARY AND CONCLUSIONS
High-resolution remotely sensed data were used to model daily ET over an experimental wheat crop in central Arizona using a surface energy balance approach. The study site, known as FISE05, was part of an irrigation scheduling project and had been previously evaluated using an NDVI-crop coefficient based procedure. This study evaluated the same site, but from an energy balance perspective. The approach was based upon the two-source energy balance model (TSEB), which utilized both NDVI and surface temperature estimates. The remotely sensed daily ET estimates were generally good, supporting its use in future irrigation scheduling research studies. Instantaneous estimates, when extrapolated to daily time steps, agreed within 0.4 mm d -1 of independently obtained soil water depletion observations for early-to midseason times. Late-season estimates were less accurate, with discrepancies ranging between 0.99 and 1.24 mm d -1 for the senescing wheat canopy, but could be empirically accommodated either with seasonal adjustment to fractional cover estimates or with an NDVI-based adjustment to the TSEB model a parameter. Comparison of daily ET estimates from the six airborne remote sensing observations and ground-based ET estimates highlighted the importance of combining spatial and temporal observations to ensure that ET is adequately monitored at both daily and weekly intervals. Future work will investigate the integration of airborne and ground-based observations using other FISE experiments over wheat and cotton.
