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Abstract
In a series of papers we have argued that the ’basic’ physical procedure of minimal coupling giving
the quantum description of a Hamiltonian system interacting with a magnetic field, can be given a very
satisfactory mathematical formulation as a twisted Weyl quantization [10]. In this paper we shall present a
review of some of these results with some modified proofs that allow a special focus on the dependence on
the behavior of the magnetic field, having in view possible developments towards problems with unbounded
magnetic fields. The main new result is contained in Theorem 2.9 and states that the the symbol of the
evolution group of the self-adjoint operator defined by a real elliptic symbol of strictly positive order in a
smooth bounded magnetic field is in the associated magnetic Moyal algebra, i.e. leaves invariant the space of
Schwartz test functions and its dual.
1 Introduction
This article is a continuation of some previous work [9, 11, 6, 7, 8], describing magnetic pseudidifferential
operators in a gauge covariant setting.
We consider only systems having an affine configuration space X ∼= Rd with d ≥ 2. We shall denote by∧k
X the space of smooth k-forms on X. The magnetic field is then described by a closed 2-form B ∈ ∧2X,
thus satisfying dB = 0 (see lecture 13 in [3]). Due to the topological triviality of the configuration space X we
can find a 1-form A ∈ ∧X, called a vector potential, such that B = dA. Clearly the choice of A ∈ ∧X is highly
non-unique, different choices being related by gauge transformations A 7→ A′ = A+ df for some f ∈ C2(X;R).
A usual choice of the vector potential is the transversal gauge:
Aj(x) = −
d∑
k=1
∫ 1
0
dsBjk(sx)sxk, (1.1)
verifying x · A(x) = 0.
A Hamiltonian system is described by a smooth function h : Ξ → R, where Ξ := X ×X∗ is the phase
space of the system, with X∗ the dual of X as a finite dimensional real vector space, with the duality map
< ·, · >: X∗ ×X → R (see [11] and the references therein).
1.1 Notations.
We shall use the notation [t] := max
{
k ∈ Z | k ≤ t} ∈ Z for the integer part of t ∈ R.
For any Euclidian space V ∼= RN we denote by S (V) the Fre´chet space of Schwartz test functions and by
S ′(V) its dual, the space of tempered distributions on V. We shall denote by C∞(V) the space of smooth
functions on V and by C∞pol(V) (resp. C
∞
pol,u(V)) and by BC
∞(V) its subspaces of smooth functions that are
polynomially bounded together with all their derivatives (resp. those with uniform polynomial growth on all the
derivatives) or smooth and bounded together with all their derivatives. We use the notation 〈v〉 := √1 + |v|2
for any v ∈ V.
∗Institute of Mathematics Simion Stoilow of the Romanian Academy, Bucharest. Email: Viorel.Iftimie@imar.ro
†Universidad de Chile, Las Palmeras 3425, Casilla 653, Santiago de Chile. Email: mantoiu@uchile.cl
‡Institute of Mathematics Simion Stoilow of the Romanian Academy, Bucharest.
§Centre Francophone en Mathe´matique Bucarest. Email: Radu.Purice@imar.ro
¶2010 Mathematics Subject Classification: Primary 35S05, 47A60, Secondary 81Q10.
Key Words: Pseudodifferential operator, magnetic field, symbol, self-adjoint operator.
1
When working in a Hilbert space L2(V) over an Euclidian space V ∼= RN with the Lebesgue measure, we
shall denote by F (Q) the operator of multiplication with the measurable function F : V → C, i.e.(
F (Q)f
)
(v) := F (v)f(v), ∀v ∈ V, ∀f ∈ L2(V).
Moreover we shall denote by B
(
H
)
and U
(
H
)
the algebra of bounded linear operators, respectively the group
of unitary linear operators on the Hilbert space H.
For k-forms on X, with k ∈ N, we shall consider the spaces
Lkpol(X) :=
{
F ∈
k∧
X | Fj1,...,jk ∈ C∞pol(X), ∀(j1, . . . , jk) ∈ {1, . . . , d}k
}
,
Lkbc(X) :=
{
F ∈
k∧
X | Fj1,...,jk ∈ BC∞(X), ∀(j1, . . . , jk) ∈ {1, . . . , d}k
}
.
Clearly L0pol(X) = C
∞
pol(X) and L
0
bc(X) = BC
∞(X).
We shall need several types of semi-norms and weights on these spaces. We shall call weight a positive
function, verifying the properties of a semi-norm but being allowed to take also the value +∞.
On Lkbc(X) we shall use the following two families of semi-norms, indexed by m ∈ N:
µm(F ) := max
(j1,...,jk)∈{1,...,d}k
(
max
|α|=m
sup
x∈X
∣∣(∂αFj1,...,jk)(x)∣∣ ), ρm(F ) := max
n≤m
µn(F ).
On Lkpol(X) we consider the following family of weight functions indexed by (p,m) ∈ R× N:
νpm(F ) : = max
(j1,...,jk)∈{1,...,d}k
(
sup
x∈X
〈x〉−p max
|α|=m
∣∣(∂αFj1,...,jk)(x)∣∣ ). (1.2)
In developing the magnetic pseudodifferential calculus an important role will be played by a specific imaginary
exponential of the magnetic flux through some triangles (see (1.17) and the results in Appendix 1). The formulas
in the Appendix 1 show the interest in defining the following family of functionals that characterize the growth
of the magnetic field and its derivatives. For B ∈ L2bc(X) and for any M ∈ N we define:
w˚M (B) := max
{
µ0(B), max
1≤m≤M
max
1≤l≤m
max
p1+···+pl=m
l∏
s=1
(
µps(B) + µps−1(B)
)}
. (1.3)
For the points of Ξ = X ×X∗ we shall use notations of the form X = (x, ξ), Y = (y, η), Z = (z, ζ). We
recall that on Ξ we have a canonical symplectic form:
σ(Y, Z) := < η, z > − < ζ, y > . (1.4)
For the space C∞pol(Ξ) we shall use a family of weight functions of the form (1.2) but with four indices
(p1, p2,m1,m2) ∈ R2 × N2:
νp1,p2m1,m2(F ) := sup
(x,ξ)∈Ξ
〈x〉−p1〈ξ〉−p2 max
|a|=m1
max
|α|=m2
∣∣(∂ax∂αξ F )(x, ξ)∣∣, νpm1,m2(F ) ≡ ν0,pm1,m2(F ). (1.5)
Let us recall now a family of Ho¨rmander type symbols ([5]) that will play a very important role in our
analysis.
Definition 1.1. For any p ∈ R we denote by Sp(Ξ,X) the following complex linear space
Sp(Ξ,X) :=
{
F ∈ C∞pol(Ξ) | sup
(x,ξ)∈Ξ
〈ξ〉−p+|β| ∣∣(∂αx ∂βξ F )(x, ξ)∣∣ <∞, ∀α, β ∈ Nd
}
, (1.6)
with the Fre´chet topology defined by the countable family of semi-norms {νp−m2m1,m2} indexed by (m1,m2) ∈ N2.
We also set
S∞(Ξ,X) :=
⋃
p∈R
Sp(Ξ,X), S−∞(Ξ,X) :=
⋂
p∈R
Sp(Ξ,X), S−(Ξ,X) :=
⋂
p<0
Sp(Ξ,X).
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Let us point out that (1.6) is the class Sp1,0(Ξ) with the notations from [5, 6]. Noticing that ν
p
m1,m2(F ) ≤
νp−m2m1,m2(F ) for any F ∈ Sp(Ξ,X) and any (m1,m2) ∈ N2, we shall also use the following semi-norms on Sp(Ξ,X)
(indexed by (m1,m2) ∈ N2):
ρpm1;m0,m2(F ) := maxn1≤m1
max
m0≤n2≤m0+m2
νpn1,n2(F ).
Definition 1.2. We say that a symbol F ∈ Sp(Ξ,X) is elliptic if there exists two constants (R,C) ∈ R+×R+
such that
|F (x, ξ)| ≥ C < ξ >p, ∀(x, ξ) ∈X × {ξ ∈X∗ | |ξ| ≥ R}.
We denote by Sp(Ξ,X)ell the family of elliptic symbols of type p ∈ R.
For any s ∈ R we shall use the notation ps(x, ξ) := 〈ξ〉s, defining an elliptic symbol of order s ∈ R and
qs(x, ξ) := 〈x〉s (that for s > 0 is not a Ho¨rmander type symbol).
We shall use the following Fourier transforms:
F,F− : S (X)→ S (X∗) :(
Fφ
)
(ξ) := (2π)−d/2
∫
X
e−i<ξ,x>φ(x) dx,
(
F−φ
)
(ξ) := (2π)−d/2
∫
X
ei<ξ,x>φ(x) dx,
F∗,F
−
∗ : S (X
∗)→ S (X) :(
F∗ψ
)
(x) := (2π)−d/2
∫
X∗
e−i<ξ,x>ψ(ξ) dξ,
(
F−∗ ψ
)
(x) := (2π)−d/2
∫
X∗
ei<ξ,x>ψ(ξ) dξ,
F˜ : S (Ξ)→ S (Ξ), (F˜F )(x, ξ) := (2π)−d ∫
Ξ
ei<ξ,y>−<η,x>F (y, η) dy dη.
1.2 The magnetic quantization.
Given a magnetic field B ∈ ∧2X and an associated vector potential A ∈ ∧X, let us consider the following
invariant integrals, whose significance in constructing a gauge covariant functional calculus has been noticed in
[2, 13]:
ΓA(x, y) :=
∫
[x,y]
A , ΦB(x, y, z) :=
∫
<x,y,z>
B ,
where [x, y] is the oriented line segment from x ∈ X to y ∈ X and < x, y, z > is the oriented triangle in
X having the vertices {x, y, z} ⊂ X. They verify the following relations due to the Stoke’ formula and the
condition dB = 0:
∀{x, y, z} ⊂X : ΓA(x, y) + ΓA(y, z) + ΓA(z, x) = ΦB(x, y, z),
∀{x, y, z, w} ⊂X : ΦB(x, y, w) + ΦB(y, z, w) + ΦB(z, x, w) = ΦB(x, y, z).
We shall also use the notations:
ΛA(x, y) := e−iΓ
A(x,y), ΩB(x, y, z) := e−iΦ
B(x,y,z).
Definition 1.3. Given a magnetic field B ∈ ∧2X and an associated vector potential A ∈ ∧X, we call the
Magnetic Weyl system on Ξ = X ×X∗ associated to A ∈ ∧X the application
WA : Ξ→ U(L2(X)), WA(x, ξ)f := ΛA(Q,Q+ x)W (x, ξ)f, (1.7)
where W : Ξ→ U(L2(X)) is the usual Weyl system on Ξ = X ×X∗:(
W (x, ξ)f
)
(z) := e−(i/2)<ξ,x>e−i<ξ,z>f(z + x), ∀z ∈X, ∀f ∈ L2(X). (1.8)
We shall sometimes use the notation
U(x) := W (−x, 0), V (ξ) := W (0, ξ), UA(x) =WA(−x, 0). (1.9)
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Definition 1.4. Given a magnetic field B ∈ ∧2X and an associated vector potential A ∈ ∧X, we define the
magnetic quantization as the application
OpA : S (Ξ)→ B(L2(X)), OpA(F ) := (2π)−d ∫
Ξ
(
F˜F
)
(x, ξ)WA(x, ξ) dx dξ, (1.10)
with the integral defined in the weak operator sense.
For A = 0 we obtain the usual Weyl quantization, that we shall denote by Op ≡ Op0.
Proposition 1.5. (Proposition 3.4 in [9])
Given two gauge equivalent vector potentials A′ = A+df , the corresponding magnetic quantizations are unitarily
equivalent; more precisely we have
OpA
′
(F ) = eif(Q)OpA(F )e−if(Q), ∀F ∈ S ′(Ξ).
Proposition 1.6. A Diamagnetic Inequality for symbols
Suppose given a magnetic field B ∈ L2pol(X). Then, for any distribution F ∈ S ′(X∗) (considered as the subspace
of S ′(Ξ) of distributions constant along the directions in X) such that F∗F is a non-negative distribution (takes
non-negative values on non-negative test functions) we have the inequality∣∣∣OpA(F )φ∣∣∣ ≤ Op(F )|φ|, ∀φ ∈ S (X), (1.11)
where Op(F ) is the usual Weyl quantization of F ∈ S ′(X∗) ⊂ S ′(Ξ) (obtained from (1.4) for A = 0).
Proof. By hypothesis and using Theorem I.4.V in [15] we conclude that F∗F is a temperate positive measure
(see [15]) µF on X. Thus, for any test function φ ∈ S (X) we can write
OpA(F )φ = (2π)−d
∫
Ξ
dx dξ
(
(F− ⊗F∗)F
)
(ξ, x)
(
WA(x, ξ)φ
)
= (2π)−d/2
∫
X
µF (dx)
(
UA(x)φ
)
.
Choosing one more test function ψ ∈ S (X) we compute
[
OpA(F )φ
]
(ψ) = (2π)−d/2
∫
X
µF (dx)
〈
ψ,UA(x)φ
〉
L2(X)
=
= (2π)−d/2
∫
X
( 〈x〉−NµF (dx)) 〈x〉N〈ψ,UA(−x)φ〉L2(X) ,
where for N ∈ N large enough the measure µF,N(dx) := 〈x〉−N µF (dx) is a finite positive measure with total
mass MF,N <∞. On the other hand we notice that〈
ψ,UA(x)φ
〉
L2(X)
=
∫
X
dz ΛA(z, z + x)ψ(z)φ(z + x)
and deduce that, for any N ∈ N, there exists some CN > 0 such that∣∣∣〈ψ,UA(x)φ〉L2(X)∣∣∣ ≤ CN 〈x〉−N (sup
z∈X
〈z〉n1 |ψ(z)|
)(
sup
z∈X
〈z〉n2 |φ(z)|
)
.
Using the results in [15] we conclude that OpA(F )φ is a tempered complex measure on X. Thus its absolute
value is a well defined positive tempered measure and we can write∣∣∣OpA(F )φ∣∣∣ ≤ (2π)−d/2∫
X
µF (dx)
∣∣UA(−x)φ∣∣ = (2π)−d/2∫
X
µF (dx)U(−x)|φ| = Op(F )|φ|.
The integral kernels. If we use formulas (1.10) and (1.7) we obtain for any F ∈ S (Ξ) and φ ∈ S (X)
(
OpA(F )φ
)
(z) = (2π)−d
∫
Ξ
(
F˜F
)
(x, ξ)
(
WA(x, ξ)F
)
(z) dx dξ =
= (2π)−d
∫
Ξ
(
(F− ⊗F∗)F
)
(ξ, x)ΛA(z, z + x)
(
e−(i/2)<ξ,x>e−i<ξ,z>f(z + x)
)
dx dξ =
4
= (2π)−d/2
∫
X
ΛA(z, z + x)
(
(1l⊗F∗)F
)
(z + (x/2), x)f(z + x) dx =
= (2π)−d/2
∫
X
ΛA(z, y)
(
(1l⊗F∗)F
)(
(z + y)/2, y − z)f(y) dy ≡ ∫
X
KAF (z, y)f(y) dy.
Thus the integral kernel of the operator OpA(F ) is
KAF (x, y) = (2π)
−d/2ΛA(x, y)
(
(1l⊗F∗)F
)(
(x+ y)/2, y − x).
Setting
(
ΥF
)
(x, y) := (2π)−d/2F
(
(x + y)/2, y − x), we can write
KAF = Λ
AΥ(1l⊗F∗)F ≡ ΛAKF (1.12)
and notice that it defines isomorphisms S (Ξ)
∼→ S (X ×X) and S ′(Ξ) ∼→ S ′(X ×X).
Remark 1.7. The map Υ : X ×X → X ×X is a linear bijection with Jacobian 1 and its inverse has
the explicit action Υ−1(u, v) =
(
u− v/2, u+ v/2).
The following two statements are proved in [9]. The first one is an easy consequence of the results in Sections
50 and 51 in [16], taking into account that S (X) and S ′(X) are nuclear spaces ([16]).
Proposition 1.8. If the vector potential A is in L1pol(X), then the application Op
A defines a linear and
topological isomorphism
OpA : S (Ξ)
∼→ L(S ′(X);S (X)).
Here L
(
S ′(X);S (X)
)
is the space of linear continuous maps from S ′(X) to S (X) with the topology of
uniform convergence on bounded subsets.
Using the Kernel Theorem of L. Schwartz and (1.12) ([16]), we can extend the magnetic quantization to the
space of tempered distributions.
Proposition 1.9. If the vector potential A ∈ L1pol(X), then the application OpA defines a linear and topological
isomorphism
OpA : S ′(Ξ)
∼→ L(S (X);S ′(X)). (1.13)
Using Proposition 1.8 we notice that given a magnetic field B ∈ L2pol(X), formula (1.1) allows us to fix an
associated vector potential A ∈ L1pol(X), and thus, for any pair of test functions (φ, ψ) ∈ S (Ξ) × S (Ξ) the
product OpA(φ)OpA(ψ) belongs to L
(
S ′(X);S (X)
)
and there exists a unique test function ρB(φ, ψ) ∈ S (Ξ)
such that
OpA(φ)OpA(ψ) = OpA
(
ρB(φ, ψ)
)
. (1.14)
Definition 1.10. For any magnetic field B ∈ L2pol(X) we define the following composition map:
S (Ξ)×S (Ξ) ∋ (φ, ψ) 7→ φ♯Bψ := ρB(φ, ψ) ∈ S (Ξ),
with ρB(φ, ψ) satisfying (1.14). We call it the magnetic Moyal product.
Clearly ρB(φ, ψ) ∈ S (Ξ) depends linearly and continuously (due also to Proposition 1.8) on both variables
(φ, ψ) ∈ S (Ξ) ×S (Ξ). A straightforward computation allows us to prove that
(
φ♯Bψ
)
(X) = π−2d
∫
Ξ
dY
∫
Ξ
dZ e−2iσ(Y,Z)ω∼Bx (y, z)φ(X − Y )ψ(X − Z) = (1.15)
= π−2d
∫
Ξ
dY
∫
Ξ
dZ e−2iσ(X−Y,X−Z)ωB(x, y, z)φ(Y )ψ(Z), (1.16)
where
ω∼Bx (y, z) := exp
{
−i
∫
Tx(y,z)
B
}
, ωB(x, y, z) := exp
{
−i
∫
T(x,y,z)
B
}
, (1.17)
with Tx(y, z) the oriented triangle in X with vertices x− y − z, x+ y − z, x− y + z and T(x, y, z) the oriented
triangle in X with vertices y+ z−x, z+x− y, x+ y− z. In the first Appendix to this paper we prove a number
of estimations on the function ω∼B ∈ C∞pol
(
X;C∞pol(X ×X)
)
that will be needed.
In [9] (Lemma 4.14 and Corollary 4.15) the following statement is proved.
Proposition 1.11. Given a magnetic field B ∈ L2pol(X),
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1. for any pair of test functions (φ, ψ) ∈ S (Ξ)×S (Ξ) the following equality holds:∫
Ξ
dX
(
φ♯Bψ
)
(X) =
∫
Ξ
dX φ(X)ψ(X); (1.18)
2. for any three test functions (φ, ψ, χ) ∈ S (Ξ)×S (Ξ)×S (Ξ) the following equality holds:∫
Ξ
dX
(
φ♯Bψ
)
(X)χ(X) =
∫
Ξ
dX φ(X)
(
ψ♯Bχ
)
(X) =
∫
Ξ
dX ψ(X)
(
χ♯Bφ
)
(X)). (1.19)
The above result allows us to extend the magnetic Moyal product by duality and define two bilinear bicon-
tinuous maps
♯B : S ′(Ξ)×S (Ξ)→ S ′(Ξ), ♯B : S (Ξ)×S ′(Ξ)→ S ′(Ξ). (1.20)
1.3 The magnetic Moyal algebra.
We shall briefly recall some definitions and results from [9]. Let us define
MB(Ξ) :=
{
F ∈ S ′(Ξ) | F♯Bφ ∈ S (Ξ), φ♯BF ∈ S (Ξ), ∀φ ∈ S (Ξ)} . (1.21)
Remark 1.12. (Proposition 4.20 in [9])
MB(Ξ) is a unital *-algebra (with the *-involution given by the complex conjugation) containing S (Ξ) as a
two-sided ∗-ideal.
Definition 1.13. We call MB(Ξ) the magnetic Moyal algebra associated to the magnetic field B ∈ L2pol(X).
Using Proposition 1.11 we can extend ♯B : MB(Ξ) ×MB(Ξ)→MB(Ξ) by duality to the following applica-
tions:
♯B : MB(Ξ) ×S ′(Ξ)→ S ′(Ξ), ♯B : S ′(Ξ)×MB(Ξ)→ S ′(Ξ). (1.22)
Arguments similar to those in the previous subsection allow us to obtain the following statement:
Proposition 1.14. If the vector potential A ∈ L1pol(X), then the application OpA defines a linear and topological
isomorphism
OpA : MB(Ξ)
∼→ L(S (X);S (X))⋂L(S ′(X);S ′(X)). (1.23)
Using Proposition 1.9, for any tempered distribution F ∈ S ′(Ξ) we can consider the restriction of OpA(F )
to L2(X) (considering that any class in L2 defines a unique tempered distribution).
Definition 1.15. Given a vector potential A ∈ L1pol(X), we define the algebra of bounded magnetic symbols
associated to the magnetic field B = dA as
CB(Ξ) :=
{
F ∈ S ′(Ξ) | OpA[L2(X)] ⊂ L2(X)} . (1.24)
By the Uniform Boundedness Principle ([14]) F ∈ CB(Ξ) if and only if OpA(F ) ∈ B(L2(X)) and using
Proposition 1.5 we see that this condition only depends on the magnetic field B = dA.
Proposition 1.16. (Lemma 2.1 in [6])
Given a magnetic field B ∈ L2pol(X) we have that Sp(Ξ,X) ⊂MB(Ξ) for any p ∈ R.
Remark 1.17. We may transport on CB(Ξ) the operatorial norm from B
(
L2(X)
)
by ‖F‖B :=
‖OpA(F )‖B(L2(X)). This norm only depends on B, due to Proposition 1.5. Then CB(Ξ) becomes a C∗-algebra.
The weak operator topology on CB(Ξ). We suppose fixed a magnetic field B ∈ L2pol(X).
Definition 1.18. On CB(Ξ) we consider the locally convex topology TBopw defined by the semi-norms
ρAu,v(F ) :=
〈
u,OpA(F )v
〉
L2(X)
,
indexed by the pairs (u, v) ∈ [L2(X)]2.
Proposition 1.19. Taking into account that CB(Ξ) ⊂ S ′(Ξ), the topology TBopw coincides on bounded subsets
of CB(Ξ) (with respect to the ‖ · ‖B-topology) with the weak distribution topology induced from S ′(Ξ).
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2 Observables in bounded smooth magnetic fields.
In the estimations that follow we shall often use operators of the form 〈∇〉s (Fourier transforms of symbols
of type ps) and we shall frequently prefer to work with differential operators, so that we shall when possible
consider orders of the form s = 2N with N ∈ N even if this will give slightly weaker estimations. We shall use
the notation d˜ := 2[d/2] + 2 and for any p ∈ R+ we set p˜ := 2[(d+ p)/2] + 2.
2.1 Composition of Ho¨rmander type symbols.
In [6] we have proven a result concerning the composition of Ho¨rmander type symbols (Proposition 2.6) that is
very similar to the known result for Weyl calculus. We present here a new proof of a simplified version (that
is enough for the applications to quantum mechanics that we have in view), emphasizing on the dependence of
the estimations on the behaviour of the magnetic field. In fact we present this result in the following Theorem
that is a direct consequence of the Proposition 3.1 that we prove in the second Appendix to this paper.
Theorem 2.1. Given a magnetic field B ∈ L2bc(X), for any pair (p1, p2) ∈ R2 the restriction of the Moyal
product to Sp1(Ξ,X) × Sp2(Ξ,X) defines a continuous bilinear application
Sp1(Ξ,X)× Sp2(Ξ,X) ∋ (F,G) 7→ F♯BG ∈ Sp1+p2(Ξ,X).
More precisely, for any pair (q1, q2) ∈ N× N there exists a constant C := C(d, p1, p2, q1, q2) such that
νp1+p2−q2q1,q2
(
F♯BG
) ≤ C w˚q1+p˜1+p˜2(B)[νp1q1+p˜2,q2+m2(F )][νp2q1+p˜1,q2+m1(G)],
where m1 = 2[p˜2 + (q1 + p˜1)/2] + 2 and m2 = 2[p˜1 + (q1 + p˜2)/2] + 2.
We formulate separately a consequence of the above result that will be used several times in this paper.
Proposition 2.2. Given a magnetic field B ∈ L2bc(X), for any pair (F,G) ∈ Sp1(Ξ,X) × Sp2(Ξ,X) with
(p1, p2) ∈ R2 the following is true
R(F,G) := F♯BG− FG ∈ Sp1+p2−1(Ξ,X).
Moreover, for anny (q1, q2) ∈ N× N there exists a constant C := C(d, p1, p2, q1, q2) > 0 such that
νp1+p2−1−q2q1,q2
(
F♯BG− FG) ≤ Cw˚q1+p˜1+p˜2(B)w˚2+q1+p˜1+p˜2(B)
×
(
ρp1q1+p˜2,q2+m2(∇xF ) + ρ
p1−1
q1+p˜2,q2+m2
(∇ξF )
)
×
(
ρp2−1q1+p˜1,q2+m1(∇ξG) + ρp2q1+p˜1,q2+m1(∇xG)
)
,
(2.1)
where m1 = 2[p˜2 + (q1 + p˜1)/2] + 2 and m2 = 2[p˜1 + (q1 + p˜2)/2] + 2.
Proof. We come back to formula (1.15) and notice that(
F♯BG
)
(X)− F (X)G(X) =
= π−2d
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)F (X − Y )G(X − Z)− F (X)G(X) =
(2.2)
= π−2d
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
ds
(
(Y · ∇)F )(X − sY )] [∫ 1
0
dt
(
(Z · ∇)G)(X − tZ)] =
= −(2iπ2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
ds
(∇xF )(X − sY )]·∇ζ [∫ 1
0
dt
(
(Z · ∇)G)(X − tZ)]+
+(2iπ2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[∫ 1
0
ds
(∇ξF )(X − sY )]·∇z {ω∼Bx (y, z) [∫ 1
0
dt
(
(Z · ∇)G)(X − tZ)]} =
= −(2iπ2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
ds
(∇xF )(X − sY )] · [∫ 1
0
dt
(∇ξG)(X − tZ)]+
+(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
sds
(∇ξ∇xF )(X − sY )] · [∫ 1
0
tdt
(∇x∇ξG)(X − tZ)]−
−(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
sds
(∇x∇xF )(X − sY )] · [∫ 1
0
tdt
(∇ξ∇ξG)(X − tZ)]+
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+(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[(∇yω∼Bx )(y, z)] [∫ 1
0
ds
(∇xF )(X − sY )]·[∫ 1
0
tdt
(∇ξ∇ξG)(X − tZ)]+
+(2iπ2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
ds
(∇ξF )(X − sY )] · {[∫ 1
0
dt
(∇xG)(X − tZ)]}−
−(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
sds
(∇ξ∇ξF )(X − sY )]·{[∫ 1
0
tdt
(∇x∇xG)(X − tZ)]}+
+(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
[∫ 1
0
sds
(∇x∇ξF )(X − sY )]·{[∫ 1
0
tdt
(∇ξ∇xG)(X − tZ)]}+
−(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[(∇yω∼Bx )(y, z)] [∫ 1
0
ds
(∇ξF )(X − sY )]·{[∫ 1
0
tdt
(∇ξ∇xG)(X − tZ)]}+
+(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[∫ 1
0
sds
(∇ξ∇ξF )(X − sY )]·[(∇zω∼Bx )(y, z)] [∫ 1
0
dt
(∇xG)(X − tZ)] =
−(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[∫ 1
0
sds
(∇x∇ξF )(X − sY )]·[(∇zω∼Bx )(y, z)] [∫ 1
0
dt
(∇ξG)(X − tZ)] =
+(4π2d)−1
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[∫ 1
0
ds
(∇ξF )(X − sY )] · [(∇y∇zω∼Bx )(y, z)] [∫ 1
0
dt
(∇ξG)(X − tZ)] .
Using once again Proposition 3.1 with Θ ∈ BC∞(X;C∞pol(X ×X)) equal to various derivatives of ω∼B, we
obtain
νp1+p2−1−q2q1,q2
(
F♯BG− FG) ≤ Cw˚q1+p˜1+p˜2(B)w˚2+q1+p˜1+p˜2(B)
×
(
ρp1q1+p˜2,q2+m2(∇xF ) + ρ
p1−1
q1+p˜2,q2+m2
(∇ξF )
)
×
(
ρp2−1q1+p˜1,q2+m1(∇ξG) + ρ
p2
q1+p˜1,q2+m1
(∇xG)
)
.
(2.3)
2.2 A criterion for L2-boundedness.
By the Schur-Holmgren criterion for boundedness of integral operators on L2, we easily conclude that∥∥OpA(F )∥∥
B(L2(X))
≤ sup
x∈X
∥∥KAF (x, ·)∥∥L1(X). (2.4)
Using then (1.12) and Proposition 1.3.6 in [1], we obtain the following statement.
Proposition 2.3. Suppose that B ∈ L2bc(X). Then S−(Ξ,X) ⊂ CB(Ξ), i.e. OpA(F ) ∈ B
(
L2(X)
)
for any
F ∈ S−(Ξ,X) and
‖F‖B ≡
∥∥OpA(F )∥∥
B(L2(X))
≤ ν−s
0,d˜
(F )
for s > 0 such that F ∈ S−s(Ξ,X).
For the last estimation in the above Proposition one can see Lemma A.4 in [12].
2.3 Inferior semiboundedness.
Proposition 2.4. Suppose that B ∈ L2bc(X) and F ∈ Sp(Ξ,X), with p ≥ 0 and F elliptic if p > 0, verifies
F ≥ aF > 0 for some aF ∈ R+. Then there exist G ∈ Sp/2(Ξ,X) and X ∈ S0(Ξ,X) such that F = G♯BG + X
and the operator norm of OpB(X) is bounded by a constant defined by the product of a polynomial Wp(B) of
maximum degree 2[p]+2 in the weights w˚M (B) with M ∈ N depending only on d and p, with positive coefficients
depending only on d and p, and a polynomial Np(F ) of maximum degree 2[p] + 2 in the seminorms ν
P1
M1,M2
(F )
with P1, M1 and M2 depending only on d and p, with positive coefficients depending only on d, p and a
j
F > 0,
with 0 ≤ j ≤ 2[p] + 2.
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Proof. We can define G0 :=
√
F ∈ Sp/2(Ξ,X) and notice that (with the notation in Proposition 2.2):(
F −G0♯BG0
)
(X) = G0(X)
2 − (G0♯BG0)(X) = R(G0, G0)(X).
We apply Proposition 2.2 in order to conclude that:
XB1 (F ) := F −G0♯BG0 ∈ Sp−1(Ξ,X),
νp−1−q2q1,q2
(
XB1 (F )
) ≤ Cw˚q1+2p˜(B)w˚2+q1+2p˜(B)νp/2q1+p˜,q2+m(∇x√F )νp/2−1q1+p˜,q2+m(∇ξ√F )
with m := 2[(q1 + 3n)/2] + 2. We clearly have G0 =
√
F ≥ √aF > 0 and we can define
G1 := (1/2)G
−1
0 X
B
1 (F ) ∈ Sp/2−1(Ξ,X)
and notice that
F − (G0 +G1)♯B(G0 +G1) = F −G0♯BG0 −G1♯BG1 − (G0♯BG1 +G1♯BG0)
= −G1♯BG1 −
(
G0♯
BG1 +G1♯
BG0 − 2G0G1
)
=: XB2 (F ) ∈ Sp−2(Ξ,X)
with
νp−2−q2q1,q2
(
XB2 (F )
) ≤ Cw˚q1+2p˜(B)νp/2q1+p˜,q2+m(∇xG1)νp/2−1q1+p˜,q2+m(∇ξG1) (2.5)
+Cw˚q1+2p˜(B)w˚2+q1+2p˜(B)
[
ν
p/2
q1+p˜,q2+m
(∇xG0)νp/2−1q1+p˜,q2+m(∇ξG1) + ν
p/2−1
q1+p˜,q2+m
(∇ξG0)νp/2q1+p˜,q2+m(∇xG1)
]
.
Let us set np := [p] + 1 ∈ N and define recursively for 1 ≤ k ≤ np X
B
k := F −
( ∑
0≤j≤k−1
Gj
)
♯B
( ∑
0≤j≤k−1
Gj
)
∈ Sp−np(Ξ,X) ⊂ S0(Ξ,X),
Gk := (1/2)G
−1
0 X
B
k ∈ S(p/2)−np(Ξ,X).
(2.6)
Using the above results we obtain
νp−np−q2q1,q2
(
XBnp
) ≤ Wp(B)Np(F ),
where Wp(B) is a polynomial of maximum degree 2np, with positive coefficients depending only on d, p, q1 and
q2 in the weights w˚M (B) with q1 + 2p˜ ≤ M ≤ 2 + q1 + p˜np and Np(F ) is a polynomial of maximum degree
2np, with positive coefficients depending only on d, p, q1, q2 and a
j
F > 0 (with 0 ≤ j ≤ np) in the semi-norms
νP1M1,M2(F ) with 0 ≤ P1 ≤ p, q1 + p˜ ≤M1 ≤ q1 + p˜np and q2 +m ≤M2 ≤ q2 +mnp.
Finally notice that the above Proposition implies for any φ ∈ S (X) the estimation〈
φ,OpA(F )φ
〉
L2(X)
≥ −
∥∥∥OpA(XBnp)∥∥∥
B(L2(X))
‖φ‖2L2(X),
and one concludes that
OpA(F ) +
∥∥∥OpA(XBnp)∥∥∥
B(L2(X))
1l + aF 1l ≥ aF 1l > 0
and also
OpA(F ) +
(
Wp(B) ·Np(F ) + aF
)
1l ≥ aF 1l > 0.
2.4 A Calderon-Vaillancourt type Theorem.
In this subsection we give another proof for Theorem 3.1 in [6] for symbols in our restricted class S0(Ξ,X).
This proof is inspired by the one in [5] for the case of the usual Weyl calculus.
Theorem 2.5. For any magnetic field B ∈ L2bc(X) we have S0(Ξ,X) ⊂ CB(Ξ). More precisely, for any
F ∈ S0(Ξ,X) we have
‖F‖B ≡
∥∥OpA(F )∥∥
B(L2(X))
≤ C(d).
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Proof. From the definition of the class S0(Ξ,X) in Definition 1.1 we conclude that given any F ∈ S0(Ξ,X)
there exists MF > 0 such that |F (X)| ≤ MF for any X ∈ Ξ. Then F˜ := (MF + δ)2 − F 2 is a strictly positive
symbol of class S0(Ξ,X) for any δ > 0. For any φ ∈ S (X) we can compute∥∥OpA(F )φ∥∥2
L2(X)
=
〈
OpA(F )φ , OpA(F )φ
〉
L2(X)
=
〈
φ , OpA(F♯BF )φ
〉
L2(X)
=
=
〈
φ , OpA(F♯BF − F 2)φ
〉
L2(X)
+ (MF + δ)
2‖φ‖2L2(X) −
〈
φ , OpA(F˜ )φ
〉
L2(X)
We can apply Proposition 2.4 above (with np ≡ n0 = 1) and deduce that there exists some symbol GBF ∈
S0(Ξ,X) and some symbol XBF ∈ S−1(Ξ,X) such that
F˜ = GBF ♯
BGBF + X
B
F ,
∥∥XBF ∥∥B ≤ C(d)w˚2d˜(B)w˚2d˜+2(B)(µ−1d˜,d˜+m(F ))2
with m := 2[3d˜/2]+2. Then we use Proposition 2.2 in order to get F 2−F♯BF ∈ S−1(Ξ,X) and the estimations
ν−1−q2q1,q2
(
F 2 − F♯BF ) ≤ Cw˚q1+2d˜(B)w˚2+q1+2d˜(B)ν0q1+d˜,q2+m(∇xF )ν−1q1+d˜,q2+m(∇ξF ),
with m := 2[(q1 + 3d˜)/2] + 2 and
‖F♯BF − F 2‖B ≤ ν−10,d˜(F♯
BF − F 2) ≤ Cw˚2d˜(B)w˚2+2d˜(B)ν0d˜,d˜+m(∇xF )ν−1d˜,d˜+m(∇ξF )
with m := 2[3d˜/2] + 2. Thus for any φ ∈ S (X) one has∥∥OpA(F )φ∥∥2
L2(X)
= (MF + δ)
2‖φ‖2L2(X) −
∥∥OpA(GBF )φ∥∥2L2(X) − 〈φ , OpA(XBF + (F♯BF − F 2))φ〉L2(X)
≤
(
(MF + δ)
2 + C(d)w˚2d˜(B)w˚2d˜+2(B)
(
µ−1
d˜+1,d˜+m+1
(F )
)2)‖φ‖2L2(X), ∀δ > 0.
2.5 Self-adjointness.
It is well known that the physical observables of a quantum system with configuration space X, in a magnetic
field B ∈ ∧2X, are described by self-adjoint operators acting in the Hilbert space L2(X). We remark that any
real symbol in CB(Ξ) defines a bounded physical observable.
In order to study unbounded physical observables we have to pay attention to the domain of definition
of magnetic quantized operators. A reasonable choice for a real symbol F ∈ MB(Ξ) could be (the maximal
operator)
DAF :=
{
f ∈ L2(X) | OpA(F )f ∈ L2(X)
}
, (2.7)
where we take into account that L2(X) may be identified with a complex linear subspace of S ′(X). We notice
that
DAF =
{
f ∈ L2(X) | ∃cf > 0,
∣∣∣〈f,OpA(F )φ〉L2(X)∣∣∣ ≤ cf‖φ‖L2(X) ∀φ ∈ S (X)} . (2.8)
Due to the fact that F ∈MB(Ξ) we know that OpA(F ) leaves S (X) invariant (by the definition in (1.21)),
so that S (X) ⊂ DAF , and we conclude that the domain DAF is a dense linear subspace of L2(X). The problem
is that it is not clear if with this domain of definition the operator OpA(F ) is symmetric! In fact its adjoint,
having by definition the domain
D˜AF :=
{
f ∈ L2(X) | ∃cf > 0,
∣∣∣〈f,OpA(F )h〉L2(X)∣∣∣ ≤ cf‖h‖L2(X) ∀h ∈ DAF} , (2.9)
will in principle be only a restriction of it!
We could also consider just the operator
OpA(F ) : S (X)→ L2(X)
and notice that it is by definition symmetric and thus closable and just take its closure (the minimal operator).
Thus, in order to have the self-adjointness of our operator, it is enough to prove that the domain DAF is the
closure of S (X) for the graph-norm of the operator OpA(F ), i.e. to prove that
DAF ∋ f ⇐⇒ ∃{φn}n∈N ⊂ S (X), limn→∞
(‖f − φn‖2L2(X) + ‖OpA(F )(f − φn)‖2L2(X)) = 0. (2.10)
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A procedure to prove self-adjointness in L2(X) for an operator of the form OpA(F ) for some real symbol
F ∈MB(Ξ) is to construct a resolvent for it. More precisely, to prove existence of two symbols
rB±(F ) ∈ CB(Ξ)
⋂
MB(Ξ) (2.11)
such that
(F ∓ i)♯BrB±(F ) = 1 rB±(F )♯B(F ∓ i) = 1. (2.12)
In [6] we define a family of dense domains in L2(X) that are domains of self-adjointness for a large class of
magnetic quantizations of real symbols. Let us briefly recall these facts.
Definition 2.6. Given a vector potential A ∈ L1pol(X), for any s ∈ R+ we define the magnetic Sobolev space of
order s as
H
s
A (X) := D
A
ps
, ps(x, ξ) :=< ξ >
s (2.13)
endowed with the graph norm that generates a scalar product
〈f, g〉H s
A
:= 〈f, g〉L2(X) + 〈OpA(ps)f,OpA(ps)g〉L2(X), (2.14)
for which H sA (X) is complete and thus a Hilbert space.
For the rest of this section we shall suppose that B ∈ L2bc(X) and make use of the notation and results in
the first Appendix A.1. The following Theorem contains the main results in Theorem 5.1 in [6] and Proposition
6.31 in [7] and we present here a new proof of these results developping the ideas in the proof of Theorem 1.8
in [12].
Theorem 2.7. Given a magnetic field B ∈ L2bc(X) and a choice of a vector potential A ∈ L1pol(X), for any
real elliptic symbol F ∈ Sp(Ξ,X) with p > 0 we have that:
1. there exist some symbols rB±(F ) ∈ S ′(Ξ) such that (F ∓ i)♯BrB±(F ) = 1 and rB±(F )♯B(F ∓ i) = 1;
2. rB±(F ) ∈ S−p(Ξ,X);
3. OpA(F ) is self-adjoint in L2(X) with domain H pA (X) and essentialy self-adjoint on S (X).
Proof. The ellipticity condition on F ∈ Sp(Ξ,X) with p > 0 means that there exist two constants R > 0 and
C > 0 such that for |ξ| ≥ R we have the bound C < ξ >p≤ F (x, ξ). Then let us fix some a > 0 large enough
such that F + a > 0, set Fa := F + a and compute(
Fa♯
BF−1a
)
(X)− 1 = π−2d
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)
F (X − Y ) + a
F (X − Z) + a − 1 =
= π−2d
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)× (2.15)
×
∑
1≤j≤d
∫ 1
0
dτ
(zj − yj)
(
∂xjF
)
(X − Z + τ(Z − Y )) + (ζj − ηj)
(
∂ξjF
)
(X − Z + τ(Z − Y ))
F (X − Z) + a . (2.16)
First let us get rid of the linear terms z − y and ζ − η by integration by parts, using the identities:
zje
−2i<η,z> = (i/2)∂ηje
−2i<η,z>, yje
2i<ζ,y> = (1/2i)∂ζje
2i<ζ,y>,
ηje
−2i<η,z> = (i/2)∂zje
−2i<η,z>, ζje
2i<ζ,y> = (1/2i)∂yje
2i<ζ,y>.
Integrating by parts the term containing the factor
(zj − yj)e−2i(<η,z>−<ζ,y>) = −(1/2i)
(
∂ηj + ∂ζj
)
e−2i(<η,z>−<ζ,y>)
we obtain integrals of the form
Ia(F ) := (1/2i)π
−2d
∑
1≤j≤d
∫ 1
0
dτ
∫
Ξ
dY
∫
Ξ
dZ e−2iσ(Y,Z)ω∼Bx (y, z)
(
∂ηj + ∂ζj
)(∂xjF )(X − Z + τ(Z − Y ))
F (X − Z) + a
and notice that (
∂ηj + ∂ζj
)(∂xjF )(X − Z + τ(Z − Y ))
F (X − Z) + a =
11
= −
(
∂ξj∂xjF
)
(X − Z + τ(Z − Y ))
F (X − Z) + a −
(
∂xjF
)
(X − Z + τ(Z − Y ))(∂ξjF−1a )(X − Z).
We have to take into account that ∂xjF ∈ Sp(Ξ,X), ∂ξjF ∈ Sp−1(Ξ,X), ∂ξj∂xjF ∈ Sp−1(Ξ,X), (F + a)−1 ∈
S−p(Ξ,X) and (F + a)−2 ∈ S−2p(Ξ,X) and use the result in Proposition 3.1 to obtain that Ia(F ) ∈ S0(Ξ,X)
with the following estimations on its seminorms:
ν−mn,m (Ia(F )) ≤ C(d, p, n,m)w˚n+n1+n2(B)×
×
∑
0≤k≤m
(
ρp−1−kn+n2+1;k+1,m2(F ) ρ
−(p−1−k+m)
n+n1;m−k,m1
(F−1a ) + ρ
p−k
n+n2;k,m2
(F ) ρ
−(p−k+m)
n+n1;m−k+1,m1
(F−1a )
)
, (2.17)
where n1 = 2[(d+ p)/2]+ 2, n2 = 2[(d− p)/2]+ 2, m1 = 2[(n+n1)/2+n2]+ 2 and m2 = 2[(n+n2)/2+n1]+ 2.
Let us study now the term containing the factor
(ζj − ηj)e−2i(<η,z>−<ζ,y>) = (1/2i)
(
∂yj + ∂zj
)
e−2i(<η,z>−<ζ,y>).
After integration by parts we obtain integrals of the form
Ja(F ) := −(1/2i)π−2d
∑
1≤j≤d
∫ 1
0
dτ
∫
Ξ
dY
∫
Ξ
dZ e−2iσ(Y,Z)
(
∂yj + ∂zj
)(
ω∼Bx (y, z)
(
∂ξjF
)
(X − Z + τ(Z − Y ))
F (X − Z) + a
)
and notice that: ((
∂yj + ∂zj
)
ω∼Bx
)
=
((
∂yj + ∂zj
)
FBx
)
(y, z)ω∼Bx (y, z)
(
∂yj + ∂zj
)(∂ξjF )(X − Z + τ(Z − Y ))
F (X − Z) + a =
= −
(
∂ξj∂xjF
)
(X − Z + τ(Z − Y ))
F (X − Z) + a −
(
∂ξjF
)
(X − Z + τ(Z − Y ))(∂xjF−1a )(X − Z).
As in the previous analysis we obtain that Ja(F ) ∈ S0(Ξ,X) with the following estimations on the seminorms
giving the Fre´chet topology:
ν−mn,m (Ia(F )) ≤ C(d, p, n,m)w˚n+n1+n2(B)×
×
∑
0≤k≤m
(
ρp−1−kn+n2+1;k+1,m2(F ) ρ
−(p−1−k+m)
n+n1;m−k,m1
(F−1a ) + ρ
p−k−1
n+n2;k,m2
(∇ξF ) ρ−(p−1−k+m)n+n1+1;m−k,m1(F−1a )+ (2.18)
+ ρ1(B)ρ
p−k−1
n+n2+1;k+1,m2
(F ) ρ
−(p−1−k+m)
n+n1+1;m−k,m1
(F−1a )
)
,
where n1 = 2[(d+ p)/2]+ 2, n2 = 2[(d− p)/2]+ 2, m1 = 2[(n+n1)/2+n2]+ 2 and m2 = 2[(n+n2)/2+n1]+ 2.
First we notice that
ρ−(p−1+r)n;r,m (F
−1
a ) = max
|γ|=r
ρ
−(p−1+r)
n;0,m
(
∂γξ F
−1
a
)
so that
ρ
−(p−1+r)
n;0,m
(
∂γξ F
−1
a
)
= max
|γ1|≤n
max
|γ2|≤m
sup
(x,ξ)∈Ξ
〈ξ〉p−1+r ∣∣(∂γ1x ∂γ2+γξ F−1a )(x, ξ)∣∣
and using Faa´ di Bruno’s formula [4] we can write
〈ξ〉p−1+r ∣∣(∂γ1x ∂γ2+γξ F−1a )(x, ξ)∣∣ ≤ 〈ξ〉p−1+r (γ1!)((γ2 + γ)!)×
×
∑
1≤l≤n
(−1)l
l!
∑
1≤k≤m
(−1)k
k!
∑
α1+···+αl=γ1
∑
β1+···+βk=γ2+γ
(
l∏
s=1
1
αs!
k∏
t=1
1
βt!
∣∣∣(∂αsx ∂βtξ F )(X)∣∣∣
) ∣∣F (X) + a∣∣−(l+k+1) ≤
≤ (γ1!)((γ2 + γ)!) 〈ξ〉
p−1
Fa
∑
1≤l≤n
∑
1≤k≤m
(−1)l+k
l!k!
∑
α1+···+αl=γ1
〈ξ〉|γ|
∑
β1+···+βk=γ2+γ
 l∏
s=1
1
αs!
k∏
t=1
1
βt!
∣∣∣(∂αsx ∂βtξ F )(X)∣∣∣
Fa

≤ C(F, n,m, r) sup
ξ∈X∗
〈ξ〉p−1
〈ξ〉p + a .
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Using the monotonicity and the concavity of the logarithm one can prove the following inequality:
a+ b ≥ (q−1a)q((1− q)−1b)(1−q), ∀(a, b, q) ∈ R+ × R+ × (0, 1).
Taking b = 〈ξ〉p we obtain that
〈ξ〉p−1
〈ξ〉p + a =
b1−1/p
a+ b
≤ b
1−1/p(
q−1a
)q(
(1− q)−1b)(1−q) ≤ q
(
1− q
q
)1−q 〈ξ〉pq−1
aq
and thus, chosing some q ∈ (0, p−1) ∩ (0, 1) we obtain that for any r ∈ N we have the estimation
ρ−(p−1+r)n;r,m (F
−1
a ) ≤ C(F, n,m, p, q) a−q. (2.19)
Using also (2.17) and (2.18) and denoting by
xBF (a) := Fa♯
BF−1a − 1 ∈ S0(Ξ,X), (2.20)
we obtain for any q ∈ (0, p−1) ∩ (0, 1) that
ν−mn,m
(
xBF (a)
) ≤ C(F, n,m, p, q) a−q µ1(B)w˚n+n1+n2(B). (2.21)
From Theorem 3.1 in [6] we know that there exist two numbers (p1, p2) ∈ N × N depending only on the
dimension of X such that
‖F‖B ≤ C(d) ν0p1,p2(F ), ∀F ∈ S0(Ξ,X).
Thus, for q = min{1, p−1} and n1 = 2[(d+ p)/2] + 2, n2 = 2[(d− p)/2] + 2 we have∥∥xBF (a)∥∥B ≤ C(d) ν0p1,p2(Fa♯BF−1a − 1) ≤ C(d, F ) a−q µ1(B)w˚p1+n1+n2(B).
In conclusion, if we choose
a >
[
2C(d, F )µ1(B)w˚p1+n1+n2(B)
]1/q
we have
∥∥xBF (a)∥∥B ≤ 1/2. Moreover we notice that
Fa♯
B
[
F−1a ♯
B
(
1− xBF (a)
)]
= 1 + xBF (a)− xBF (a)−
(
xBF (a)♯
BxBF (a)
)
= 1− (xBF (a)♯BxBF (a)).
From these we may conclude that the following limit exists in CB(Ξ) in the topology of the norm ‖ · ‖B
zBF (a) := 1 + lim
Nր∞
N∑
n=1
[− xBF (a)]♯Bn (2.22)
and the symbol rBF (a) := F
−1
a ♯
BzBF (a) satisfies the equality(
F + a
)
♯BrBF (a) = 1. (2.23)
Starting then with the reversed product F−1a ♯
BFa and repeating exactly the above arguments we obtain a left
inverse for F + a for the magnetic Moyal product, and due to the well known abstract argument they have to
be equal. We conclude that OpA(F ) is a symmetric operator having the real number −a in its resolvent set; as
this set is open we can find in its resolvent set points with strictly positive and strictly negative imaginary parts
so that we conclude that it is self-adjoint. Moreover we know that zBF (a) ∈ CB(Ξ) can be analytically continued
to an analytic map
{z ∈ C | ℑm z 6= 0}
⋃
{x ∈ R | x + a < ǫ} ∋ z 7→ rBF (z) ∈ CB(Ξ)
for some ǫ > 0 small enough and this map verifies the resolvent equation:
rBF (z1)− rBF (z2) =
(
z2 − z1
)
rBF (z1)♯
BrBF (z2) =
(
z2 − z1
)
rBF (z2)♯
BrBF (z1) (2.24)
and also the defining relations for the inverse:(
F + z
)
♯BrBF (z) = r
B
F (z)♯
B
(
F + z
)
= 1. (2.25)
Moreover we notice that
pp♯
BrBF (z) = pp♯
BrBF (a) +
(
a− z)pp♯BrBF (a)♯BrBF (z) =
= pp♯
B(F + a)−1♯zBF (a) +
(
a− z)pp♯B(F + a)−1♯BzBF (a)♯BrBF (z) ∈ CB(Ξ),
because pp♯
B(F + a)−1 ∈ S0(Ξ,X) ⊂ CB(Ξ), zBF (a) ∈ CB(Ξ), rBF (z) ∈ CB(Ξ) and we use the Theorem 2.1 for
the composition of symbols and the fact that CB(Ξ) is a ∗-algebra for the magnetic Moyal product. We conclude
by using Proposition 6.29 in [7] that in fact rBF (z) ∈ S−p(Ξ,X) for any z in the resolvent set of OpA(F ).
From (2.25) we easily deduce that ℑm rBF (z) = H pA (X). Applying OpA
(
rBF (i)
)
to S (X) and taking into
account that rBF (i) ∈ S−p(Ξ,X) ⊂MB(Ξ), that ‖OpA
(
rBF (i)
)‖B(L2(X)) ≤ 1 and that S (X) is dense in L2(X),
we easily obtain the essential self-adjointness of OpA(F ) on S (X).
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2.6 The evolution group.
We suppose given a magnetic field B ∈ L2bc(X) and a real elliptic symbol h ∈ Sp(Ξ,X) for some p > 0 and for
some vector potential A ∈ L1pol(X) associated to B we consider the self-adjoint operator OpA(h) : H pA (X) →
L2(X) as the one studied in the previous subsection, that we shall denote by QA(h). Then, by Stone Theorem,
we can consider the following one-parameter strongly continuous unitary group
R ∋ t 7→WAh (t) ∈ U
(
L2(X)
)
.
It is defined as the unique solution of the Cauchy problem{
i∂tW
A
h (t) = Q
A(h)WAh (t), ∀t ∈ R
WAh (0) = 1l
(2.26)
and given explicitly by the following formula (using the functional calculus with self-adjoint operators):
WAh (t) = exp
(− itQA(h)).
Remark 2.8. For any t ∈ R, the unitary operator WAh (t) leaves invariant the domain H pA (X) and we have
the following commutation relation:
WAh (t)Q
A(h)f = QA(h)WAh (t)f, ∀f ∈ H pA (X).
Let us consider its distribution symbol defined by
WAh (t) =: Op
A
(
wBh (t)
)
.
A priori we know that wBh (t) ∈ CB(Ξ) for any t ∈ R and that it defines by magnetic quantization an invertible
operator with the inverse having the following symbol (usually we denote by F−B the inverse of F ∈ S ′(Ξ) for
the magnetic Moyal product ♯B, when this inverse exists):[
wBh (t)
]−
B
= wBh (−t) = wBh (t) ∈ CB(Ξ).
We also know that the function R ∋ t 7→ wBh (t) ∈ CB(Ξ) is a solution of the Cauchy problem{
i∂tw
B
h (t) = h♯
BwBh (t), ∀t ∈ R
wBh (0) = 1.
(2.27)
Theorem 2.9. Suppose given a magnetic field B ∈ L2bc(X) and a real elliptic symbol h ∈ Sp(Ξ,X) for
some p > 0 and for some vector potential A ∈ L1pol(X) associted to B let us consider the self-adjoint operator
QA(h) : H pA (X)→ L2(X) and its associated unitary group
{
WAh (t)
}
t∈R
. Then WAh (t)S (X) ⊂ S (X) for any
t ∈ R.
Proof. From Remark 2.8 and the definition pf QA(h), we conclude that WAh (t)S (X) ⊂ H pA (X). In order to
prove the Theorem it is clearly enough to prove that
Qα
(
ΠA
)β
WAh (t)φ ∈ L2(X), ∀φ ∈ S (X), ∀(α, β) ∈ N2d.
In dealing with these computations we shall use some notation.
Notation:
• qj(x, ξ) := xj and pj(x, ξ) := ξj , for 1 ≤ j ≤ d.
• Given some distribution F ∈MB(Ξ) we set
adBqj (F ) := qj♯
BF − F♯Bqj , adBpj (F ) := pj♯BF − F♯Bpj.
• For 1 ≤ j ≤ d and for any k ∈ N we denote by p♯kj the magnetic Moyal product of k factors pj and
similarly p♯γ := (p♯γ11 )♯
B . . . ♯B(p♯γdd ) with multi-index notation. We also use similar notations for the
symbols {q1, . . . , qd}.
• For any multi-index α ∈ Nd we denote by {α} the ordered set with α1 entries equal to 1, followed
by α2 entries equal to 2 and so on up to the last αd entries equal to d. Reciprocally, for any subset
m ⊂ {γ} for some given γ ∈ Nd we denote by γm ∈ Nd its associated multi-index.
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• For any γ ∈ Nd we shall denote by [adBq ]γ(F ) the multiple commutator
[adBq ]
γ(F ) := adBqi1 ◦ . . . ◦ ad
B
qi|γ|
(F ),
where {i1, . . . , i|γ|} = {γ}, and similarly for [adBp ]γ .
We notice that all the distributions q1, . . . , qd and p1, . . . , pd are elements of M
B(Ξ) (see [9]) and the distri-
butions p1, . . . , pd are also in S
1(Ξ,X). We shall use several times the following commutation formula(
F1♯
B . . . ♯BFN
)
♯BG−G♯B(F1♯B . . . ♯BFN ) =
=
∑
1≤k≤N
∑
{j1,...,jk}⊂{1,...,N}
[Fj1 ,
[
Fj2 . . . [Fjk , G]B . . .
]
B
]
B
♯BFl1♯
B . . . ♯BFlN−k (2.28)
where [F,G]B := F♯
BG − G♯BF and for any subset {j1, . . . , jk} ⊂ {1, . . . , N} we denote by {l1, . . . , lN−k} =
{1, . . . , N} \ {j1, . . . , jk} all the sets being considered ordered by the natural order induced by N.
For any pair (α, β) ∈ N2d we have that
Qα
(
ΠA
)β
= OpA
(
q♯α♯Bp♯β
) ∈ L(S (X);S ′(X)),
so that for any test function φ ∈ S (X) the following tempered distribution is well defined:
[
Qα
(
ΠA
)β
WAh (t)φ
]
(ψ) =
[
WAh (t)φ
]((
ΠA
)β
Qαψ) =
〈(
ΠA
)β
Qαψ , WAh (t)φ
〉
L2(X)
∈ C, ∀ψ ∈ S (X).
We shall prove that it defines in fact a continuous functional of ψ ∈ S (X) for the topology induced by H pA (X).
The idea is to compute the commutator[
Qα
(
ΠA
)β
, WAh (t)
]
= OpA
((
q♯α♯Bp♯β
)
♯BwBh (t)− wBh (t)♯B
(
q♯α♯Bp♯β
))
by computing its distribution kernel and having in mind the composition laws (1.22) and the fact that the
symbol q♯α♯Bp♯β is in the magnetic Moyal algebra MB(Ξ). In order to deal with the commutators with WAh (t)
we notice that given some operator XA := OpA(FX) for some FX ∈MB(Ξ) we can write
[
XA, WAh (t)
]
φ =
(
XAWAh (t)−WAh (t)XA
)
φ =
∫ t
0
ds
[
∂s
(
WAh (t− s)XAWAh (s)
) ]
φ
= −i
∫ t
0
ds
[
WAh (t− s)
(
XAQA(h)−QA(h)XA
)
WAh (s)
]
φ
= −i
∫ t
0
dsWAh (t− s)
[
XA , QA(h)
]
WAh (s)φ.
We are interested for the moment to study the case XA = OpA
(
q♯α♯Bp♯β
))
and the commutator[
XA, QA(h)
]
= OpA
(
(q♯α♯Bp♯β)♯Bh− h♯B(q♯α♯Bp♯β)).
We are going to proceed by induction on N := |α+ β| ∈ N, starting with the following induction hypothesis :
HN : Suppose that for any (α, β) ∈ N2d with |α|+ |β| ≤ N we know that Qα
(
ΠA
)β
WAh (t)φ ∈ H pA (X), for any
φ ∈ S (X) and for any t ∈ R.
First of all let us notice that the above statement is clearly true for N = 0 due to the fact that S (X) ⊂ H pA (X)
and the unitary group WAh (t) leaves invariant the domain of its generator Q
A(h) : H pA (X)→ L2(X).
Suppose now that we increase N in the Hypothesis HN above by 1 either by increasing some αj or some βk
by 1 and let us consider some pair (α′, β′) ∈ N2d with |α′|+ |β′| = N +1. Using formula (2.28) we can compute
the following commutator in the magnetic Moyal algebra:[
OpA
(
q♯α
′
♯Bp♯β
′))
, QA(h)
]
=
∑
m⊂{α}
′ ∑
n⊂{β}
′
OpA
(
[adBq ]
γm
(
[adBp ]
γn(h)
))
Qγm∁
(
ΠA
)γ
n
∁ = (2.29)
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=
∑
m⊂{α}
′ ∑
n⊂{β}
′
OpA
(
[adBq ]
γm
(
[adBp ]
γn(h)
))
RB−
(
Q(h) + i
)
Qγm∁
(
ΠA
)γ
n
∁ ,
where m∁ = {α} \m and n∁ = {β} \n and we denote by ∑′
m⊂{α}
the sum over all non-trivial subsets (i.e. different
from the void set and from the total set), so that |γ
m∁
|+ |γ
n∁
| ≤ N .
Finally, for any φ ∈ S (X) we have obtained the following equality of tempered distributions on X:
Qα
′(
ΠA
)β′
WAh (t)φ = W
A
h (t)Q
α′
(
ΠA
)β′
φ −
−i
∑
m⊂{α}
′ ∑
n⊂{β}
′
∫ t
0
dsWAh (t− s)OpA
(
[adBq ]
γm
(
[adBp ]
γn(h)
)
♯BrB−
)(
Q(h) + i
)
Qγm∁
(
ΠA
)γ
n
∁WAh (s)φ.
We notice that
Qα
′(
ΠA
)β′
φ ∈ S (X) =⇒ WAh (t)Qα
′(
ΠA
)β′
φ ∈ H pA (X),
HN =⇒
(
Q(h) + i
)
Qγm∁
(
ΠA
)γ
n
∁WAh (s)φ ∈ L2(X), ∀s ∈ [0, t],
for any subsets m ⊂ {α} and n ⊂ {β} different from the empty set and of the total set. Proposition 2.2 implies
[adBp ]
γn(h) ∈ Sp(Ξ,X), ∀n ⊂ {β}, ∅ 6= n 6= {β},
[adBq ]
γm
(
[adBp ]
γn(h)
) ∈ Sp−|γn|(Ξ,X), ∀n ⊂ {β}, ∅ 6= n 6= {β}, ∀m ⊂ {α}, ∅ 6= m 6= {α}
and we conclude that
[adBq ]
γm
(
[adBp ]
γn(h)
)
♯BrB− ∈ S0(Ξ,X) ⊂ CB(Ξ)
and finally
Qα
′(
ΠA
)β′
WAh (t)φ ∈ L2(X).
We consider now the following equality of tempered distributions:
QA(h)Qα
′(
ΠA
)β′
WAh (t)φ = Q
α′
(
ΠA
)β′
QA(h)WAh (t)φ +
[
QA(h) , Qα
′(
ΠA
)β′]
WAh (t)φ =
Qα
′(
ΠA
)β′
WAh (t)Q
A(h)φ +
[
QA(h) , Qα
′(
ΠA
)β′]
WAh (t)φ
and using the above result and once again formula (2.29) we conclude that it defines in fact an element in
L2(X). This proves that H(N+1) is also true and finishes the proof of the Theorem.
3 Appendices.
3.1 A.1: Estimations on the derivatives of ω∼B.
We shall consider the multi-indices {σj}1≤j≤d with (σj)k := δjk. We shall use the notation ω∼Bx (y, z) := e−iF
B
x (y,z)
with the explicit expression:
FBx (y, z) :=
∫
Tx(y,z)
B = 4
∑
j 6=k
yjzk
∫ 1
0
ds
∫ s
0
dtBjk
(
x+ (2s− 1)y + (2t− 1)z) =: 4∑
j 6=k
yjzkΩ
B
jk(x, y, z).
Then we have the following formulas:
(
∂αxF
B
x
)
(y, z) = 4
∑
j 6=k
yjzk
∫ 1
0
ds
∫ s
0
dt
(
∂αBjk
)(
x+ (2s− 1)y + (2t− 1)z) = ∫
Tx(y,z)
∂αB = F ∂
αB
x (y, z),
(
∂αy F
B
x
)
(y, z) = 4
∑
j 6=k
yjzk
∫ 1
0
ds
∫ s
0
dt
(
∂αBjk
)(
x+ (2s− 1)y + (2t− 1)z)(2s− 1)|α|+
+
∑
j:αj≥1
∑
k 6=j
zk
∫ 1
0
ds
∫ s
0
dt
(
∂α−σ
j
Bjk
)(
x+ (2s− 1)y + (2t− 1)z)(2s− 1)|α|−1, (3.1)
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(
∂αz F
B
x
)
(y, z) = 4
∑
j 6=k
yjzk
∫ 1
0
ds
∫ s
0
dt
(
∂αBjk
)(
x+ (2s− 1)y + (2t− 1)z)(2t− 1)|α|+
+
∑
k:αk≥1
∑
j 6=k
yj
∫ 1
0
ds
∫ s
0
dt
(
∂α−σ
k
Bjk
)(
x+ (2s− 1)y + (2t− 1)z)(2t− 1)|α|−1. (3.2)
Now let us recall the Faa` di Bruno’s formula ([4]) for the case of the exponential of a given function FB:
∂αxω∼
B
x (y, z) = α!
 ∑
1≤l≤|α|
1
l!
∑
γ1+···+γl=α
l∏
s=1
1
γs!
(
∂γ
s
x F
B
x
)
(y, z)
ω∼Bx (y, z)
= α!
 ∑
1≤l≤|α|
1
l!
∑
γ1+···+γl=α
l∏
s=1
1
γs!
(∫
Tx(y,z)
∂γ
s
B
)ω∼Bx (y, z).
(3.3)
It follows then
∣∣∂αxω∼Bx (y, z)∣∣ ≤ C(d, |α|) max
1≤l≤|α|
max
p1+···+pl=|α|
l∏
s=1
(|y ∧ z|psρps(B))
≤ C(d, |α|)|y ∧ z||α| max
1≤l≤|α|
max
p1+···+pl=|α|
l∏
s=1
µps(B).
(3.4)
∂αy ω
∼B
x (y, z) = α!
 ∑
1≤l≤|α|
1
l!
∑
γ1+···+γl=α
l∏
s=1
1
γs!
(
∂γ
s
y F
B
)
(x, y, z)
ω∼Bx (y, z)
= α!
 ∑
1≤l≤|α|
1
l!
∑
γ1+···+γl=α
l∏
s=1
1
γs!
∫
Tx(y,z)
∂γ
s
B +
∑
j:αj≥1
S
|γs|,1
Tx(y,z)
[(
∂γ
s−σjB
)
xz
]
j
ω∼Bx (y, z),
(3.5)
∣∣∂αy ω∼Bx (y, z)∣∣ ≤ C(d, |α|) < y >|α|< z >|α| max
1≤l≤|α|
max
p1+···+pl=|α|
l∏
s=1
(µps(B) + µps−1(B)).
∂αz ω
∼B
x (y, z) = α!
 ∑
1≤l≤|α|
1
l!
∑
γ1+···+γl=α
l∏
s=1
1
γs!
(
∂γ
s
z F
B
)
(x, y, z)
ω∼Bx (y, z)
= α!
 ∑
1≤l≤|α|
1
l!
∑
γ1+···+γl=α
l∏
s=1
1
γs!
∫
Tx(y,z)
∂γ
s
B +
∑
k:αk≥1
S
|γs|,2
Tx(y,z)
[
yy
(
∂γ
s−σkB
)]
k
ω∼Bx (y, z),
(3.6)
∣∣∂αz ω∼Bx (y, z)∣∣ ≤ C(d, |α|) < y >|α|< z >|α| max
1≤l≤|α|
max
p1+···+pl=|α|
l∏
s=1
(µps(B) + µps−1(B)).
3.2 A.2: Estimating an oscillating integral.
In the following technical statement we shall need some specific weights on the space C∞pol
(
X ×X ×X). For
any family (N,M, n1, n2,m1,m2) ∈ N6 we define for any Θ ∈ C∞pol
(
X ×X ×X):
W
N,n1,n2
M,m1,m2
(Θ) := sup
(x,y,z)∈X×X×X
〈x〉−N 〈y〉−n1〈z〉−n2 max
|a|≤M
max
|b|≤m1
max
|c|≤m2
∣∣∂ax∂by∂czΘ(x, y, z)∣∣ (3.7)
that can take also the value +∞.
Proposition 3.1. Suppose given a magnetic field of class L2bc(X) and two Ho¨rmander type symbols (F,G) ∈
Sp1(Ξ,X)×Sp2(Ξ,X) and let us denote by n1 := 2[(d+ p1)/2]+ 2, n2 := 2[(d+ p2)/2] + 2. Suppose also given
a function Θ ∈ C∞pol
(
X;C∞pol(X ×X)
)
such that WN,q1,q2n,n2,n1 (Θ) <∞ for some (N, q1, q2, n) ∈ R3+ × N. Then, for
any (α, β) ∈ N2d with |α| ≤ n we have the estimations:
〈x〉−N 〈ξ〉−(p1+p2)+|β|
∣∣∣∣∂αx ∂βξ ∫
Ξ
dY
∫
Ξ
dZe−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)Θ(x, y, z)F (X − sY )G(X − tZ)
∣∣∣∣ ≤
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≤ C(d, p1, p2, α, β)w|α|+n1+n2(B)WN,q1,q2|α|,n2,n1(Θ)
∑
0≤k≤|β|
ρp1−k|α|+n2;k,m2(F ) ρ
p2−|β|+k
|α|+n1;|β|−k,m1
(G),
where m1 := 2[n2 + (n+ n1 + q1)/2] + 2 and m2 := 2[n1 + (n+ n2 + q2)] + 2.
Proof. Fixing some (x, ξ) ∈ Ξ, we have to estimate oscillating integrals of the form
〈ξ〉−(p1+p2)+|β|
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[
∂αx ∂
β
ξ
(
ω∼Bx (y, z)Θ(x, y, z)F (X − Y )G(X − Z)
)]
, (3.8)
that can be written by the Leibnitz rule as finite linear combinations depending only on |α| ∈ N and |β| ∈ N of
terms of the form
〈ξ〉−(p1+p2)+|β|
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[(
∂α0x ω∼
B
x
)
(y, z)
]
[∂a0x Θ(x, y, z)] ×
×
[(
∂α1x ∂
β1
ξ F
)
(X − Y )
] [(
∂α2x ∂
β2
ξ G
)
(X − Z)
]
.
Let us begin with a rough estimation of the ’momentum integrals’ with respect to (η, ζ) ∈ [X∗]2:
〈ξ〉−(p1+p2)+|β|
[(
∂α1x ∂
β1
ξ F
)
(X − Y )
] [(
∂α2x ∂
β2
ξ G
)
(X − Z)
]
≤
≤ Cνp1−|β|1|α1||β1| (F ) ν
p2−|β2|
|α2||β2|
(G) ≤ Cνp1|α||β|(F ) νp2|α||β|(G),
with α0 + α1 + α2 = α− a0 and β1 + β2 = β. Moreover, in order to control these integrals, some extra factors
of convergence < η >−d−ǫ< ζ >−d−ǫ have to be introduced. We are then obliged to get rid of these growing
factors, integrating by parts using the identities
〈η〉n1e−2i<η,z> = 〈(i/2)∇z〉n1e−2i<η,z>; 〈ζ〉n2 e2i<ζ,y> = 〈(1/2i)∇y〉n2e2i<ζ,y>,
taking n1 = 2[(d+ p1)/2] + 2 and n2 = 2[(d+ p2)/2] + 2 (in order to work with polynomials in the differential
operators we have to take even exponents). Thus the integral (3.8) becomes a linear combination (depending
only on {p1, p2, |α|, |β|, d}) of terms of the form
〈ξ〉−(p1+p2)+|β|
∫
Ξ
dY
∫
Ξ
dZ e−2i(<η,z>−<ζ,y>)
[(
∂α0x ∂
µ0
y ∂
ν0
z ω∼
B
x
)
(y, z)
] [
∂a0x ∂
b0
y ∂
c0
z Θ(x, y, z)
] ×
× 〈η〉−n1
[(
∂α1x ∂
µ1
y ∂
β1
ξ F
)
(X − Y )
]
〈ζ〉−n2
[(
∂α2x ∂
ν1
z ∂
β2
ξ G
)
(X − Z)
]
,
where a0 + α0 +α1 + α2 = α, β1 + β2 = β, |b0 + µ0 + µ1| = n2 and |c0 + ν0 + ν1| = n1. A maximum number of
N0 := |α| + n1 + n2 derivatives of the factor ω∼Bx will appear. Considering the factor ∂a0x ∂b0y ∂c0z Θ(x, y, z) in the
oscillating integral above we notice that |a0| ≤ |α|, |b0| ≤ n2 and |c0| ≤ n1.
We notice that for any function Θ ∈ C∞pol
(
X;C∞pol(X ×X)
)
there exist some functions wy : N × N → N,
wz2 : N× N→ N and wx : N× N× N→ N depending on Θ ∈ C∞pol
(
X;C∞pol(X ×X)
)
such that if we set
Wwy(m1,m2),wz(m1,m2)m1,m2 (Θ, a;x) := sup
(y,z)∈X×X
〈y〉−n1〈z〉−n2 max
|b|≤m1,|c|≤m2
∣∣∂ax∂by∂czΘ(x, y, z)∣∣ <∞, ∀x ∈X, (3.9)
we can write
W
wx(M,m1,m2),wy(m1,m2),wz(m1,m2)
M,m1,m2
(Θ) = sup
x∈X
〈x〉−N max
|a|≤M
Wwy(m1,m2),wz(m1,m2)m1,m2 (Θ, a;x) <∞. (3.10)
Thus, with the notations (3.7), (3.9), (3.10) we have to choose
N = wx(|α|, n2, n1) ∈ N,
q1 = wy(n2, n1),
q2 = wz(n2, n1)
(3.11)
associated to Θ ∈ C∞pol
(
X;C∞pol(X ×X)
)
.
In order to obtain integrability in the variables (y, z) ∈ X2, we shall insert the factors 〈y〉−m1〈z〉−m2 with
m1 = 2[(N0 + n2 + q1)/2] + 2, m2 = 2[(N0 + n1 + q2)/2] + 2 and apply once again integration by parts to
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transform the compensating factors in derivations with respect to (η, ζ) ∈ (X∗)2. Finally we obtain a linear
combination (depending on {p1, p2, |α|, |β|, d}) of terms of the form
〈ξ〉−(p1+p2)+|β|
∫ 1
0
dτ
∫
Ξ
〈y〉−m1〈η〉−n1 dY
∫
Ξ
〈z〉−m2〈ζ〉−n2 dZ e−2i(<η,z>−<ζ,y>)ω∼Bx (y, z)× (3.12)
× [(∂α0x ∂µ0y ∂ν0z ω∼Bx )(y, z)] [∂a0x ∂b0y ∂c0z Θ(x, y, z)] [(∂α1x ∂µ1y ∂β1ξ ∂θ1η F )(X − Y )] [(∂α2x ∂ν1z ∂β2ξ ∂θ2ζ G)(X − Z)] ,
where 
n1 = 2[(d+ p1)/2] + 2, n2 = 2[(d+ p2)/2] + 2,
N0 := |α|+ n1 + n2,
m1 = 2[(N0 + n2)/2] + 2, m2 = 2[(N0 + n1)/2] + 2,
|γ1 + γ2 +
k∑
j=1
λj | ≤ N0,
0 ≤ n ≤ N0,
γ1 ≤ ν0, γ2 ≤ µ0, |b0 + µ0 + µ1| = n2, |c0 + ν0 + ν1| = n1,
α1 + α2 ≤ α, β1 + β2 = β,
|θ1| ≤ m2, |θ2| ≤ m1.
(3.13)
Due to the above remarks we can estimate each integral of the form (3.12) by
C < x >N w|α|+n1+n2(B)W
N,q1,q2
|α|,n2,n1
(Θ)
∑
0≤k≤|β|
ρp1−k|α|+n2;k,m2(F ) ρ
p2−|β|+k
|α|+n1;|β|−k,m1
(G)
and finish the proof of the Proposition.
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