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Implicit finite volume simulation of 2D shallow water flows in
flexible meshes
J. Ferna´ndez-Patoa,∗, M. Morales-Herna´ndeza, P. Garc´ıa-Navarroa,
aLIFTEC-CSIC, University of Zaragoza, Spain
Abstract
In this work, an implicit method for solving 2D hyperbolic systems of equations is
presented, focusing on the application to the 2D shallow water equations. It is based
on the first order Roe’s scheme, in the framework of finite volume methods. A con-
servative linearization is done for the flux terms, leading to a non-structured matrix
for unstructured meshes thus requiring iterative methods for solving the system. The
validation is done by comparing numerical and exact solutions in both unsteady and
steady cases. In order to test the applicability of the implicit scheme to real world
situations, a laboratory scale tsunami simulation is carried out and compared to the
experimental data. The implicit schemes have the advantage of the unconditional sta-
bility, but a quality loss in the transient solution can appear for high CFL numbers.
The properties of the scheme are well suited for the simulation of unsteady shallow
water flows over irregular topography using all kind of meshes.
Key words: Finite volumes, Shallow-water equations, Implicit schemes,
Unstructured meshes, Efficiency analysis
1. Introduction
In computational fluid dynamics, the non-linearity of the governing equations combined
with the usually huge number of cells and thence unknowns in a complex problem
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implies a large amount of computing effort and time. There is an interest in developing
efficient numerical methods. In general terms, numerical schemes used to solve time
dependent problems can be classified in two groups, attending to the time evaluation
of the unknowns: explicit and implicit methods.
Explicit schemes update the solution at every cell from the known values of the system
at the current time, whereas implicit schemes generate a system of N equations with
N unknowns, being N the number of computational cells multiplied by the number of
variables to solve for each cell. Explicit schemes are restricted by numerical stability
reasons.
The advantage of using implicit schemes is that they are, in theory, unconditionally
stable, even though they may be less accurate than explicit schemes for unsteady flows
when using large time step sizes. A compromise is required between stability gain and
accuracy loss on the results. Traditionally (Yee et al., 1985; Anderson, 1995; Toro,
1999), this constitutes the main reason for using implicit methods in steady state
computations. In these of problems, the accuracy loss during the transient state is not
so important and the possibility of choosing a larger time step for the simulation often
allows the faster calculation of the steady state.
There is a wide range of applications of implicit methods within the field of computa-
tional hydraulics. Some simplified overland flow models have been applied in combina-
tion with an implicit numerical scheme (Lal, 1998a,b; Lal and Toth, 2013; Ferna´ndez-
Pato and Garc´ıa-Navarro, 2016a,b). For example, the Zero-Inertia (ZI) simplification
of the Shallow Water Equations (SWE), often termed as Diffusion Wave, has been
reported as inefficient when discretized by means of an explicit scheme compared to
the implicit ZI model (Ferna´ndez-Pato and Garc´ıa-Navarro, 2016a,b) or even the full
SWE (Cea et al., 2010; Wang et al., 2011; Lo´pez-Barrera et al., 2012).
In order to maximize the simulation efficiency, some authors have applied implicit
methods to SWE for solving 1D problems e.g. channels, pipes or river flow (Burguete
and Garc´ıa-Navarro, 2004; Garc´ıa-Navarro et al., 1994) and 2D problems (Casoulli,
1990; Krn et al., 2011; Li and Duffy, 2012; J. and Das, 2013; Tavelli and Dumbser,
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2014; Kesserwani and Liang, 2015), showing the possibility of simulating with large
time step sizes. ADCIRC is a model (Luettich and Westerink, 1991) that solves the re-
formulated shallow water equations. The continuity equation is used in the form of the
so-called Generalized Wave Continuity equation (GWCE). In this solver, the GWCE
can be treated semi-implicitly or explicitly in time whereas a temporal discretization
of the momentum equations is based on a semi-implicit scheme. On the other hand,
CLAWPACK (LeVeque, 1997) uses a finite volume methodology for solving linear and
nonlinear hyperbolic systems of conservation laws, but it is restricted to rectangular
meshes and uses an explicit discretization.
One of our goals is to develop a 2D model capable of working in any kind of mesh
(structured or unstructured), based on an implicit finite volume method and hence
taking advantage of: 1) the conservative discretization that is automatically obtained,
through the direct use of the integral form of the conservation laws and 2) the uncon-
ditional stability inherent to the implicit schemes. Additionally, we aim to implement
a robust wet/dry treatment, which is not usually correctly addressed in the implicit
models.
One of the most relevant issues when dealing with shallow flows, regardless of the
temporal scheme, is the correct treatment of wet/dry fronts in a flood wave advancing
over an irregular topography. This is a nontrivial challenge for the development of an
accurate numerical scheme, as these situations frequently lead to extreme and non-
physical velocities in the wet/dry front, causing instabilities and a drastic reduction in
the numerical time step (Murillo et al., 2007; Burguete et al., 2008). In Medeiros and
Hagen (2013) a few techniques used in the last years are classified in four categories:
thin film, element removal, depth extrapolation and negative depth. Each group has
benefits and drawbacks regarding, for instance, the correct capture of the wet/dry
interface or the local and global mass conservation. More recently, Murillo and Garc´ıa-
Navarro (2010); Murillo and Garc´ıa-Navarro (2012) presented a novel procedure to deal
with wet/dry fronts consisting of the water positivity preserving and the friction losses
limitation. This is the strategy considered in the present work.
The main goal of this research is to formulate a robust and well-balanced 2D implicit
3
numerical scheme in order to solve both transient and steady flows, but specially fo-
cused in the last ones. Unstructured meshes are used in order to get a better fitting
of irregular geometries, such as the curvature of a river meander or a steep mountain
catchment. The wetting and drying procedure is tested by means of several test cases.
2. 2D scalar non-linear equations
As starting point, let us consider a generic non-linear bidimensional scalar equation:
∂u
∂t
+∇f = 0, f = (fx, fy) , a = (ax, ay) = df
du
(1)
where a represents the wave speed vector and u and f are the conserved variable and
its flux, respectively.
2.1. Numerical model
By considering a control volume Ω (area in 2D) and by integrating (1) assuming a
fixed-in-time control volume:
d
dt
∫
Ω
udΩ +
∫
Ω
∇fdΩ = 0 (2)
Invoking Gauss’ theorem:
d
dt
∫
Ω
udΩ +
∫
∂Ω
(f · n) ∂Ω = 0 (3)
where n is the outward-pointing normal vector to the surface ∂Ω.
Considering the control volume Ω of area Si with Nw polygonal faces of length lw, each
with an outward-pointing normal vector nw (see Figure 1) and assuming a piecewise
constant representation, Eq. (3) can be written in a discrete form
un+1i − uni
∆t
Si +
Nw∑
j,w=1
(δf · n)−w lw = 0 (4)
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where superscript n indicates the time level and:
(δf · n)−w = (a˜ · n)−w δuw (5)
where δuw = uj − ui with ui and uj being the cell average values of the variable u at
two adjacent cells, and a˜w =
fj−fi
uj−ui is the average advection speed at the cell edge.
[Figure 1 about here.]
Note that, following the upwind philosophy, only the in-coming components of the
information (-) are taken into account in Eq. (4). The temporal discretization can be
done in terms of a weight θ to select a fully-implicit (θ = 1) or a fully-explicit method
(θ = 0):
un+1i − uni
∆t
Si + θ
Nw∑
j,w=1
[
(δf · n)−w
]n+1
lw + (1− θ)
Nw∑
j,w=1
[
(δf · n)−w
]n
lw = 0 (6)
The fluxes at n+1 time need to be linearized as follows (Burguete and Garc´ıa-Navarro,
2004):
δfn+1w ' δfnw + anj ∆uj − ani ∆ui (7)
where ∆ui = u
n+1
i − uni and ∆uj = un+1j − unj . Note that the advection speeds are
evaluated at the cell centers in (7).
Therefore, projecting on the normal-pointing direction the ingoing component of the
flux:
[
(δf · n)−w
]n+1 ' [(δf · n)−w]n + (anj · nw)−∆uj − (ani · nw)−∆ui (8)
By replacing (8) in (6):
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∆ui−θ∆t
Si
Nw∑
j,w=1
(ani · nw)− lw∆ui+θ
∆t
Si
Nw∑
j,w=1
(
anj · nw
)−
lw∆uj = −∆t
Si
Nw∑
j,w=1
[
(δf · n)−w
]n
lw
(9)
Finally, by reordering in a compact coefficient scheme:
ai∆ui +
Nw∑
j,w=1
bw∆uj = ki (10)
where
ai = 1− θ∆t
Si
Nw∑
j,w=1
(ani · nw)− lw,
bw = θ
∆t
Si
(
anj · nw
)−
lw
ki = −∆t
Si
Nw∑
j,w=1
(a˜n · n)−w δunwlw
2.2. Stability condition
For 1D explicit numerical schemes, the time step is chosen for ensuring the no-interaction
among the other outward waves from the neighbour Riemann problems, taking into
account the wave speed and the half-length of the cell ∆x/2. However, the process
is more complicated for 2D problems, specially if the spatial discretization is done by
means of unstructured meshes. Let us define the equivalent distance to ∆x:
∆x′i =
Si
max1,Nw(lw)
(11)
where Si represents the cell area and lw is the face length (see Figure 1). When using
an explicit scheme, the limited time step for each face is given by:
∆ti,w =
min(∆x′i,∆x
′
j)
max(|a˜w · n|) (12)
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The stability is given by the traditional Courant-Friedrich-Levy (CFL) number, given
by:
∆t = CFL minMesh(∆ti,w) (13)
or
CFL =
∆t
minMesh(∆ti,w)
(14)
where minMesh(∆ti,w) represents the minimum ∆ti,w value along the whole computa-
tional mesh.
In case of using structured 2D meshes, the maximum CFL number for the explicit
scheme is 1/2, whereas CFL=1 is allowed for some unstructured triangular meshes. On
the other hand, implicit schemes benefit of theoretical unconditional stability. Hence,
CFL number becomes a multiplicative factor of the maximum time step allowed by
the explicit scheme for stability reasons. The present work is intended to explore this
issue.
2.3. Test case: 2D inviscid Burgers’ equation
Let us consider the 2D inviscid Burgers’ equation:
∂u
∂t
+∇f = 0, f =
(
u2
2
,
u2
2
)
(15)
The problem setup consists of a bidimensional Riemann problem proposed in Barley
(1988). Figure 2 shows the initial conditions and the analytical solution at t = 9s.
A 3600 cell structured square mesh is used for the spatial discretization. Figure 3
shows the numerical solution for explicit and implicit methods at t = 9s. As seen
on this figure, the numerical solution provided by the implicit scheme trends to be
more diffusive than the corresponding to the explicit scheme, specially when choosing
CFL>1.
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[Figure 2 about here.]
[Figure 3 about here.]
3. 2D system of equations: application to Shallow Water equations
The general conservative formulation for a system in 2D is:
∂U
∂t
+
∂F(U)
∂x
+
∂G(U)
∂y
= S(U, x, y) (16)
or
∂U
∂t
+∇ · E = S (17)
being E = (F,G).
The existence of a Jacobian matrix of the system is the basis of the upwind numerical
discretization and it is defined by:
Jn =
∂E · n
∂U
=
∂F
∂U
nx +
∂G
∂U
ny (18)
being E · n the flux normal to a direction given by the unit vector normal to cell
n = (nx, ny). The numerical model is developed under the hypothesis that the problem
is dominated by advection and is strongly determined by the source terms.
3.1. Numerical model
The upwind finite volume philosophy, when adapted to conservation laws with source
terms, helps to formulate well-balanced schemes by means of a unified formulation of
the flux derivatives and source terms as reported in Murillo and Garc´ıa-Navarro (2010);
Garc´ıa-Navarro and Va´zquez-Cendo´n (2000):
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ddt
∫
Ω
UdΩ+
∫
Ω
(∇ · E)dΩ =
∫
Ω
SdΩ⇒ d
dt
∫
Ω
UdΩ+
Nw∑
j,w=1
(δE·n)−wlw =
Nw∑
j,w=1
S−wlw (19)
The focus in (19) is put on the flux and source terms contributions defined at the grid
edges w. The difference in vector U across the grid edge and the source term can be
projected onto the matrix eigenvectors basis, as follows:
δUw = P˜wAw, Sw = P˜wBw (20)
being A and B the wave and source strength vectors, given by:
Aw = (α
1, α2, α3)Tw, Bw = (β
1, β2, β3)Tw (21)
Then, the flux and source terms in (19) can be expressed as follows:
δ(E · n)w = JnδUw =
3∑
m=1
(λ˜αe˜)mw , Sw =
3∑
m=1
(βe˜)mw (22)
Hence:
∆Ui
∆t
Si +
Nw∑
j,w=1
(δE · n)−wlw =
Nw∑
j,w=1
S−wlw (23)
A fundamental point in the recent literature has been to get schemes that satisfy the
preservation of steady-states such as still water equilibrium in shallow water system.
The difficulty to build such schemes was pointed out by several authors and led to the
notion of well-balanced schemes or Property-C (Garc´ıa-Navarro and Va´zquez-Cendo´n,
2000). The explicit implementation of the above scheme has proved to be well-balanced
not only in cases of water at rest but also in moving water steady state situations
(Murillo and Garc´ıa-Navarro, 2010). According to that work, numerical experimenta-
tion proves that careless discretization of resistance may lead to a wrong equilibrium in
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steady state and to oversize and inadequate values for the discrete friction forces, spe-
cially in wet/dry fronts that can interfere with the stability of the numerical solution.
The upwind unified treatment of all terms, including boundary shear stress, ensures
Property-C even in steady cases with non-zero velocity (Murillo and Garc´ıa-Navarro,
2012).
In the search of an implicit formulation of the scheme, the time evaluation of the flux
terms in (23) is done by means of the implicitness parameter θ:
∆Ui
∆t
Si + θ
Nw∑
j,w=1
[
(δE · n)−w
]n+1
lw + (1− θ)
Nw∑
j,w=1
[
(δE · n)−w
]n
lw =
Nw∑
j,w=1
(
S−w
)n
lw (24)
with a linearization for the fluxes given by Burguete and Garc´ıa-Navarro (2004):
(δE · n)n+1w ≈ (δE · n)nw + Jn,w∆Uj − Jn,w∆Ui (25)
Note that the source terms have been discretized explicitly.
By replacing (25) in (24), upwinding the Jacobian and reordering:
aai∆Ui +
Nw∑
j,w=1
bbw∆Uj = ki (26)
with
aai = I− θ∆t
Si
Nw∑
w=1
(
J−n,w
)n
lw (27)
bbw = θ
∆t
Si
(
J−n,w
)n
lw (28)
ki = −∆t
Si
Nw∑
w=1
[
(δE · n)−w
]n
lw +
∆t
Si
Nw∑
w=1
(
S−w
)n
lw (29)
Expressions (26) to (29) represent a system of equations conforming a 3Ncells× 3Ncells
matrix built in terms of 3× 3 block matrices as follows:
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A˜X = k (30)
The linear system (30) needs to be solved by means of a matrix inversion technique.
For unstructured triangular meshes, this results in a 3Ncells × 3Ncells block matrix:

aa1 bbw bbw bbw
bbw aa2 bbw bbw
bbw aa3 bbw bbw
. . .
. . .
bbw bbw bbw aaN−1
bbw bbw bbw aaN


∆U1
∆U2
∆U3
...
...
∆UN−1
∆UN

=

k1
k2
k3
...
...
kN−1
kN

(31)
In this work, the Biconjugate Gradient Stabilized (BiCGStab) linear matrix solver
(van der Vorst, 1992; Guennebaud et al., 2010) has been used. It has been combined
with an efficient ILUT preconditioner (Saad, 1994) in order in improve the convergence
rate. This linear solver takes a great advantage of the use of the sparse storage for the
matrix, avoiding the storage of the null elements. This reduces the computation time
and the memory usage, which is an important issue due to the huge size of the matrix
and the quadratic increase of the memory usage with the computational grid size.
3.2. Application to 2D Shallow Water equations
The 2D Shallow Water equations conforms a hyperbolic non-linear system that can be
written as in (16), where:
U = (h, qx, qy)
T , qx = hu, qy = hv (32)
F =
(
qx,
q2x
h
+
1
2
gh2,
qxqy
h
)T
, G =
(
qy,
qxqy
h
,
q2y
h
+
1
2
gh2
)T
(33)
S = (0, gh (S0x − Sfx) , gh (S0y − Sfy))T (34)
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with h representing the water depth and (u,v) the depth-averaged components of the
velocity vector along the (x,y) coordinates.
The slope terms are
S0x = −∂z
∂x
, S0y = −∂z
∂y
(35)
and the friction-associated loses in terms of the Manning roughness number n are:
Sfx =
n2u
√
u2 + v2
h4/3
, Sfy =
n2v
√
u2 + v2
h4/3
(36)
The Jacobian matrix of the flux in the normal-pointing direction is:
Jn =
∂E · n
∂U
= Anx + Bny (37)
where
A =
∂F
∂U
=

0 1 0
c2 − u2 2u 0
−uv v u
 , B = ∂G∂U =

0 0 1
−uv v u
c2 − v2 0 2v
 (38)
in terms of the flow velocities and the surface wave speed c =
√
gh. Then:
Jn =

0 nx ny
−u(u · n) + c2nx u · n + unx uny
−v(u · n) + c2ny vnx u · n + vny
 (39)
The eigenvalues and eigenvectors are given by:
λ1 = u · n− c, λ2 = u · n, λ3 = u · n + c (40)
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e1 =

1
u− cnx
v − cny
 , e2 =

0
−cny
cnx
 , e3 =

1
u+ cnx
v + cny
 (41)
The matrices that diagonalize the Jacobian are:
P = (e1, e2, e3) =

1 0 1
u− cnx −cny u+ cnx
v − cny cnx v + cny
 (42)
P−1 = − 1
2c

−u · n− c nx ny
2(vnx − uny) 2ny −2nx
u · n− c −nx −ny
 (43)
Jn = PΛP
−1, P−1JnP = Λ, Λ =

λ1 0 0
0 λ2 0
0 0 λ3
 (44)
The approximate Jacobian Jn,w of the system together with the source and wave
strengths are constructed in terms of the averaged variables, corresponding to Roe’s
approximate Riemann solver (Roe, 1981):
u˜w =
ui
√
hi + uj
√
hj√
hi +
√
hj
, v˜w =
vi
√
hi + vj
√
hj√
hi +
√
hj
, c˜w =
√
g
hi + hj
2
(45)
This results in the next eigenvalues and eigenvectors:
λ˜1w = (u˜ · n + c˜)w, λ˜2w = (u˜ · n)w, λ˜3w = (u˜ · n− c˜)w (46)
e˜1w =

1
u˜+ c˜nx
v˜ + c˜ny

w
, e˜2w =

0
−c˜ny
c˜nx

w
, e˜3w =

1
u˜− c˜nx
v˜ − c˜ny

w
(47)
The wave strengths α and source strengths β coefficients in (21) are given by:
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α1,3w =
δhw
2
∓ 1
2c˜w
[δ(hu)nx + δ(hv)ny − u˜ · nδh]w = δhw
2
∓ 1
2c˜w
(δqw − u˜wδhw)n (48)
α2w =
1
c˜w
[(δ(hv)− v˜δh)nx − (δ(hu)− u˜δh)ny]w (49)
β1w = −
1
2
c˜w (δz + Sfdn)w = −β3w, β2w = 0 (50)
The magnitude dn is the normal distance between neighbour centers and Sf,w represents
the discrete energy grade line for the bidimensional case (Murillo and Garc´ıa-Navarro,
2010):
Sf,w =
n˜2wu˜ · n |u˜|
max (hi, hj)
4/3
(51)
being
n˜w =
1
2
(ni + nj) (52)
the average Manning’s roughness coefficient at the interface w.
Finally, by applying an upwind treatment to the fluxes and source terms:
λ˜±,mw =
1
2
(λ˜± |λ˜|)mw (53)
β1−,3−w =
1
2
β1,3w [1− sign(λ˜1,3w )], β2w = 0 (54)
3.3. Source terms limitation and wet/dry treatment
In the last decades, the effort has been put on an upwind discretization as well as a
good balance between source terms and fluxes (Garc´ıa-Navarro and Va´zquez-Cendo´n,
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2000). However, this is not enough when dealing with realistic scenarios where bed
slope or friction terms play a dominant role over convective terms and unrealistic non-
physical solutions such as negative values of water depth can appear due to the wrong
estimation of the source amount. In those cases, one option is reducing the time step
size until the positivity is guaranteed or the non-physical solutions are removed. The
main drawback of this strategy is that the time step size may be decreased in many
orders of magnitude hence rising the number of time steps done, and consequently the
time needed to compute the solution. Therefore, a good philosophy could be to adopt
a correct estimation of the source amount instead of reducing the time step size.
In this work, the strategy followed in Murillo and Garc´ıa-Navarro (2010) for an explicit
Godunov finite volume scheme is adapted for the implicit scheme presented. First the
discrete friction terms are limited avoiding them to change the sign of the velocity
within one time step. By splitting them into a sum of two components βmS (bed slope)
and βmF (friction)
βm = βmS + β
m
F , m = 1, 2, 3. (55)
it is feasible to define the following quantities coming from the Riemann Problem
between cells i and j at edge w:
q∗i = (hui + α
1e˜12)nx + (hvi + α
1e˜13)ny − β1S − β1F
qOi = (hui + α
1e˜12)nx + (hvi + α
1e˜13)ny − β1S
(56)
In case that qOi q
∗
i < 0 the effect of friction terms is overestimated to the extent that
flow could move back, resulting in an impossible situation. Accordingly, the friction
terms should be redefined as:
β1F =
 qOi if qOi q∗i < 0β1F otherwise , β3F = −β1F (57)
in order to preserve the sign of the discharge.
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Additionally, negative values in the water depth can appear due to the wrong estimation
of linearized source terms βm in subcritical flow (Murillo and Garc´ıa-Navarro, 2010).
In order to avoid this undesirable situation, the following quantities can be defined
with the aim of limiting the source terms amount:
h∗i = h
n
i +
(
α1 − β
1
λ˜1
)
w
≥ 0, h∗∗j = hnj −
(
α2 − β
2
λ˜2
)
w
≥ 0
β1min = (h
n
i + α
1)λ˜1, β2min = (−hnj + α2)λ˜2
(58)
Therefore:
• If h∗i < 0 and h∗∗j > 0, β1 is redefined not only to ensure conservation, i.e., β2 =
−β1 but also a non-negative value h∗∗j :
β1 =
 β1min if −β1min ≥ β2minβ1 otherwise , β2 = −β1 (59)
• If h∗i > 0 and h∗∗j < 0, β2 is also redefined:
β2 =
 β2min if −β2min ≥ β1minβ2 otherwise , β1 = −β2 (60)
These cheap and simple corrections when discretizing the source terms allow to build
robust solutions recovering the conventional CFL condition, avoiding large reductions
in the time step size to ensure positivity solutions (Murillo and Garc´ıa-Navarro, 2012).
The well-balanced property is ensured by a the proper discretization of the explicit
part in k.
3.4. Time step size
As in the 2D scalar case (Section 2.2), the time step is dynamically chosen as follows:
∆t = CFL minMesh(∆ti,w) (61)
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where
∆ti,w =
min(∆x′i,∆x
′
j)
maxm=1,2,3(|λ˜mw |)
, ∆x′i =
Si
max1,Nw(lw)
(62)
Therefore, the CFL number becomes a multiplicative factor of the maximum time step
allowed by the explicit scheme. The present formulation follows closely the results
in Murillo and Garc´ıa-Navarro (2010) where the influence of the source terms was
controlled by means of the augmented Riemann solver.
3.5. Boundary conditions
Apart from the internal elements, it is necessary to formulate adequately several bound-
ary conditions in order to model properly any physical situation. In this paper, four
different boundary conditions are used: closed boundaries, h-fixed, Q-fixed and free
outflow.
Closed boundaries are solid walls that completely block the water flow. When a closed
boundary is considered, the model sets zero normal flow across the boundary, but
allows tangential velocities (see Figure 4, left).
[Figure 4 about here.]
In order to impose fixed values of the water depth h, the boundary value hfixed is set as
the new value for the boundary cell iB at time n+ 1 (see Figure 4, center), as follows:
hn+1iB = hfixed (63)
On free outflow boundary conditions (see Figure 4, right), the model calculates water
depths and unit discharges applying the full equations from the internal cells. Hence,
no condition is imposed on these nodes. This should be equivalent to assuming that
spatial derivatives of water level (h+ z) and velocities are equal to zero.
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The imposed inlet water discharge Q (Figure 4, center) needs to be converted to unit
discharge x and y components, qx = hu and qy = hv, respectively, by dividing by the
inlet segment length Linlet and taking into account the inlet direction (see Figure 5),
as follows:
qx =
Q
Linlet
cosϕ, qy =
Q
Linlet
sinϕ (64)
[Figure 5 about here.]
4. Mesh sensitivity analysis
In this section, a simple test case is presented in order to show the benefits of triangular
unstructured meshes (TU), in terms of its adaptability to irregular topography, which
is the most usual in natural environments, as river catchments.
This test presents a comparison between TU and rectangular structured (RS) meshes
with approximately the same number of cells (∼ 1500) in a 50m × 30m domain with
three bed irregularities, a square obstacle and two spherical humps (see Figure 6). Both
computational meshes are shown in Figure 7. A constant Manning’s roughness value
of 0.03sm−1/3 and dry initial conditions (h = 0m) are assumed for the entire domain.
All the boundaries are closed except the left one in which a constant water depth of
h = 0.3m is imposed. It should be noted that the TU mesh offers the possibility of
performing a local refinement in the areas of interest. In this test case, the refinement is
done in the spherical humps in order to obtain a good discretization of the topography.
Figure 8 shows the evolution of the water depth h at t = 3s, t = 9s and t = 600s for
both RS and TU meshes. The unstructured and locally-refined mesh shows a better fit
to the rounded topography with the same number of cells in both transient and steady
states. Hence, it is the most suitable choice when dealing with irregular beds. In this
numerical example, the good behaviour of the implicit scheme under both transient
and steady wet/dry fronts is also verified (8). The numerical scheme is capable of
solving this phenomenology without noticing any issues.
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[Figure 6 about here.]
[Figure 7 about here.]
[Figure 8 about here.]
5. Test cases
5.1. Water at rest
The motivation for this first test case is to check the preservation of the C -property
of the model and thence if the source terms are well-balanced in still water situations.
The bed level is given by:
z(x, y) = max
{
0, 2000− 0.00032 [(x− 4000)2 + (y − 4000)2]} (65)
The initial quiescent water level is set in 1000m. The 8000m×8000m domain has been
discretized by means of a 5000 cells unstructured triangular mesh. The simulation
has been run for 600s with CFL numbers of 2 and 50, leading to time steps of 1.05s
and 26.2s, respectively, without observing significant differences. Figure 9 shows the
three-dimensional representation of the steady state and the cross-sectional plot of the
solution at the final time.
[Figure 9 about here.]
5.2. Transcritical steady state over a bump
This test case proposed in Murillo and Garc´ıa-Navarro (2012) leads to a final steady
state by which the implicit method accuracy can be evaluated. The case setup consists
of a horizontal bed level with a bump given by z(8 ≤ x ≤ 12) = 0.2 − 0.05(x − 10)2.
The channel length and width are 25 m and 1.5 m, respectively. As initial condition,
a uniform water level of 0.5 m is imposed. The boundary conditions consists of a fixed
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water input discharge upstream (hu = 1.53m2/s) and free flow downstream. CFL
numbers up to 75 can be chosen for reaching the steady state. Figure 10 shows the
comparison between numerical and exact solution for this case with CFL=50. Figure
11 shows the temporal evolution of the numerical results for different times until the
steady state with CFL=2.
[Figure 10 about here.]
[Figure 11 about here.]
In order to evaluate the quality of the steady numerical solutions, the L1 error is
computed for several CFL numbers. Table 1 and Figure 12 show the error values in
terms of the CFL. In the light of the results, it is clear that the implicit scheme provides
a very good steady solution for high CFL numbers.
[Table 1 about here.]
[Figure 12 about here.]
5.3. MacDonald test case
Let us consider now a case that was first proposed by MacDonald in MacDonald (1996)
and MacDonald et al. (1997). It represents a 1D configuration for open channel flow
in which an analytical solution can be obtained for the steady state. The test consists
of a rectangular channel 150m long with an irregular bed level. A constant Manning
friction coefficient of 0.03s/m1/3 is set all over the channel. A constant discharge of
20m3/s is imposed as inlet boundary condition and a fixed water depth of 0.800054m
is set in the outlet. The analytical solution for the water depth along the channel is
given by:
h(x) = 0.71 + 0.25 sin2
(
3pix
300
)
(66)
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Although this case was designed for testing 1D numerical solutions, a 2D configuration
is assumed in the present work starting from dry bed initial conditions in order to
check the wet/dry algorithm in both transient and steady situations.
Figure 13 shows the comparison between numerical and analytical solutions. A CFL
number up to 300 can be reached without observing noticeable changes in the steady
solution. As in the previous test case, the L1 errors are provided, together with the
CPU time and the speed-up values, defined as the ratio between the CPU times corre-
sponding to implicit and explicit schemes (Table 2). Figure 14 shows the representation
of the CPU computational times and speed-up values for several CFL numbers. The
implicit scheme shows a high efficiency in this case by reaching the steady solution up to
12 times faster than the explicit version of the numerical scheme, which requires 100.9s
to complete the simulation. For the sake of completeness, the graphical representation
of the L1 error is also shown in Figure 15.
[Figure 13 about here.]
[Figure 14 about here.]
[Table 2 about here.]
[Figure 15 about here.]
5.4. Circular dam-break
In order to test the behaviour of the implicit scheme under transient conditions, a
circular dam break test is considered in this section. A square frictionless domain of
200m× 200m with no slope is considered. All the boundaries are closed and the initial
state for the water depth is given by (see Figure 16):
h(x, y, 0) =
4.0 if
√
x2 + y2 ≤ 100m
1.0 otherwise
(67)
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Figure 16 also shows the line that will be used to extract a longitudinal plot in where
the numerical solutions for several CFL numbers are compared to the exact solution,
computed as a 1D solution on the radial direction using a high resolution grid (see
Figure 17).
[Figure 16 about here.]
A 10363 cell unstructured triangular mesh is used for the spatial discretization. Figure
17 shows the comparison between exact and numerical solutions for several CFL values
at t = 12s. In the light if the results, a good agreement between numerical and exact
solution is observed. As expected in a transient case, the larger the CFL value the
more diffusive the numerical solution becomes. Nevertheless, in this particular case,
an acceptable solution is found up to CFL=25.
The computational times and the speed-up values for this test case are shown in Figure
19. In this particular case, the implicit scheme needs a CFL of 50 in order to reach the
solution faster than the explicit one, which took 0.69s. Therefore, an implicit temporal
discretization of the SWE is not the most suitable choice for this transient problem due
to the diffusion of the numerical solution associated to the large CFL number required
to beat the explicit scheme.
Figure 18 shows the comparison for the water depth values among several CFL numbers
at t = 12s. As in the longitudinal profile, this 2D view shows the diffusion of the
solution as the CFL increases, specially noticeable with CFL=50.
In order to perform a mesh convergence study, the L1 error is computed for this case
for all the CFL values using 5 different computational meshes ranging from 1560 to
19389 cells. Table 3 shows the CPU time, speed-up and L1 error in terms of the CFL
number for all the meshes considered for this test case. The CPU times for the first
two meshes were negligible and they are not shown. All these data are graphically
represented in two ways. Figure 20 shows the L1 error with respect of CFL number
for the 5 meshes. It can be seen that the error asymptotically increases with the CFL
value and decreases with the mesh refinement, as expected.
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On the other hand, Figure 21 shows the results of the mesh convergence study. The L1
error is plotted against the square root of the number of cells (both axis in log scale)
for several CFL values. In all the cases, a convergence of almost order 1 is achieved.
[Figure 17 about here.]
[Figure 18 about here.]
[Figure 19 about here.]
[Table 3 about here.]
[Figure 20 about here.]
[Figure 21 about here.]
Another interesting comparison is performed in this test case. The simulation is re-
peated by considering an implicit numerical scheme with θ = 1/2 in equations (27) and
(28). A 10363 cell mesh is used in this case. Figure 22 shows the longitudinal profiles
of the numerical solutions for several CFL values. It can be seen that the solutions
become oscillatory for CFL>2. This behaviour agrees with the non-TVD character of
this scheme for high CFL numbers (Burguete and Garc´ıa-Navarro, 2004).
Figure 23 shows the comparison between numerical solutions corresponding to θ = 1
and θ = 1/2 for CFL=2 and CFL=10. As expected, the scheme with θ = 1/2 becomes
less diffusive than the full implicit one. This is specially noticeable in the rarefaction
wave area.
[Figure 22 about here.]
[Figure 23 about here.]
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5.5. Tsunami test case
In order to test the implicit scheme in extreme transient conditions, a tsunami test case
in a 1/400 laboratory scale is carried out in this section (Liu et al., 2008). This case
was also reproduced by other authors for testing 1D shallow-water schemes (Burguete
et al., 2008) or Large Time Step schemes with CFL>1 (Morales-Herna´ndez et al., 2014).
Figure 24 shows the bed elevation map and the gauging points in where experimental
data is available. The coordinates for the three gauges are:
P1 = (4.52m, 1.196m), P2 = (4.52m, 1.696m), P3 = (4.52m, 2.196m) (68)
[Figure 24 about here.]
The domain (5.488m × 3.388m) is discretized by means of a unstructured triangular
mesh of 19000 elements. A constant roughness Manning’s coefficient of 0.01sm−1/3 is
set and a uniform water level of h + z = 0.0 is assumed as initial condition. As in
the experimental setup, all the boundaries are closed but the one corresponding to the
offshore incoming wave, which is defined as a temporal variation of the water level
(h+ z), as shown in Figure 25.
[Figure 25 about here.]
The numerical simulation has been carried out using several CFL numbers for the
implicit scheme in order to establish a comparison between numerical and experimental
results. A 3D representation of the numerical results for water depth at t = 0, t = 5s,
t = 10s, t = 13s, t = 18s, t = 25s is shown in Figure 26 in where a proper solution
of all the wet/dry interfaces is reached at any time of the simulation. In order to
validate the model, the numerical results for several CFL numbers corresponding to
the water level (h+ z) are compared with the experimental measures provided by Liu
et al. (2008) at the P1, P2 and P3 probes (Figure 27). The numerical results for the
explicit scheme are also shown. A good agreement between numerical and experimental
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results is observed, even for large CFL numbers. When choosing CFL<1, the implicit
scheme produces the same solution as the explicit one, ensuring the consistency of
the model. As expected, the larger the CFL the more diffusive the implicit numerical
solution is, but acceptable results are achieved until CFL=50 for all the considered
gauges. The solution for CFL=200 is also shown in order to remark the stability of
the implicit numerical model. In this case, the diffusivity of the solution is also due to
the resolution loss of the inlet boundary data when choosing large time steps.
Figure 28 shows the CPU times and the speed-up values. In this case, the explicit
scheme took 22.26s to complete the simulation. An speed-up of 1.14 is obtained when
using a CFL of 50 while an speed-up of 2.08 is reached with CFL=200.
[Figure 26 about here.]
[Figure 27 about here.]
[Figure 28 about here.]
6. Conclusions
The implementation of an implicit conservative upwind scheme to both non-linear
scalar and systems of equations has been presented in this work, focusing on the ap-
plication to the 2D shallow water equations. In order to follow a logical procedure,
the same numerical scheme has been presented for 2D scalar case and 2D systems of
equations case, paying a special attention to the wet/dry front correction algorithm.
As the numerical scheme is implicitly discretized in time, a matrix solver is needed in
order to solve simultaneously the hydraulic variables for the whole mesh. In this work,
this has been done by means of the so called BI-CGSTAB, one of the most efficient it-
erative methods when sparse storage strategies are used, specially when it is combined
with a matrix preconditioner as ILUT.
The model is validated in both smooth-transient and steady situation through several
cases with analytical solution. A laboratory scale tsunami case with measured data is
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also presented for an additional comparison of the numerical results against measured
data. In general terms, all the results show a good agreement with the analytical
solution or experimental data, even for large CFL numbers (up to 300 in some cases).
A quality loss in the transient solution due to the high numerical diffusion is also
observed when using large time steps but the steady solution is reached without noticing
numerical issues. Hence, in the light of the results presented in this work, the overall
conclusions can be summarized in the next points:
• The presented implicit numerical scheme is robust, conservative and preserves
well the C -property regardless of the CFL value in quiescent water cases.
• Steady solutions are perfectly reproduced with large CFL numbers, up to 300 in
the MacDonald test case presented in Section 5.3. The efficiency of the implicit
numerical scheme is remarkable in this case, leading to an speed-up value of 12.
• A good agreement between numerical and exact solution is observed in strong
transient cases, as the circular dam break presented in Section 5.4. As expected,
the larger the CFL value the more diffusive is the transient solution but accept-
able solutions has been found for CFL up to 25 in this particular case. The
tsunami test case presented in Section 5.5 also shows a good agreement between
numerical solutions and experimental data, even for large CFL numbers. De-
spite the inherent diffusivity of the implicit transient solutions, the unconditional
stability of the model is pointed out in this case.
Despite the fact that an implicit method normally requires less solution steps,
each one demands more computational time than the solutions obtained by an
explicit scheme. This strongly depends on the number of iterations the matrix
solver needs to do for achieving the convergence. Overall, the larger the CFL the
more diffusive the implicit numerical solution is. Nevertheless, if the numerical
diffusion can be assumable, the possible gain in performance due to the high
CFL choice can be a point in favour of using these kind of numerical schemes
under transient conditions. On the other hand, the steady solutions are perfectly
reached regardless of the CFL value so the implicit methodology is adequate and
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recommendable for solving the steady or nearly-steady flows.
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Figure 1: Cell connectivity sketch in a triangular unstructured mesh.
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Figure 2: Initial conditions and analytic solution for the 2D Riemann problem at t = 9s. The arrows
represent the shock speeds of each front.
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Explicit CFL=0.5 Implicit CFL=0.5 Implicit CFL=2.0
Figure 3: Numerical solutions to the Riemann problem at t = 9s.
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Figure 4: Closed wall (left), fixed (center) and free outflow (right) boundary conditions.
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Figure 5: Inlet water discharge boundary condition.
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Figure 6: 3D representation of the domain (bed elevation is exaggerated 2 times).
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Figure 7: Rectangular structured (left) and triangular unstructured (right) meshes.
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Figure 8: Numerical results for the mesh adaptability study. Water depth at t = 3s, 9s and 600s.
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Figure 9: 3D representation of the steady state (left) and cross-sectional plot of the solution at the
final time (right).
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Figure 10: Numerical vs. exact solution for the steady state.
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Figure 11: Convergence to the transcritical steady state over a bump.
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Figure 12: L1 error with respect of CFL number.
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Figure 13: Comparison between numerical and exact solution for the MacDonald test case
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Figure 14: CPU times and speed-up values for the MacDonald test case.
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Figure 15: L1 error with respect of CFL number.
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Figure 16: Initial conditions for the dam break test case and plotting line.
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Figure 17: Numerical vs. exact solution for the dam break test case at t = 12s (10363 cells mesh).
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Figure 18: Transient solution for the circular dam break test case at t = 12s for several CFL
numbers (10363 cells mesh).
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Figure 19: CPU times and speed-up values for the circular dam break test case (10363 cells mesh).
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Figure 24: Tsunami test case topography and gauge locations.
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Figure 25: Inlet boundary condition.
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Figure 26: 3D representation of the numerical results for water depth at several simulation times.
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Figure 27: Numerical results at the three gauging points.
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Figure 28: CPU times and speed-up values for the tsunami test case.
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Table 1: Transcritical test case L1 errors in terms of the CFL number.
Scheme CFL L1 error
Implicit 2 3.344
Implicit 5 3.348
Implicit 25 3.352
Implicit 50 3.354
Implicit 75 3.366
59
Table 2: MacDonald test case. CPU time, speed-up and L1 error.
Scheme CFL CPU time speed-up L1 error
Explicit 0.9 100.9 - 0.545
Implicit 10 188.6 0.53 0.574
Implicit 35 58.1 1.74 0.573
Implicit 50 40.9 2.47 0.570
Implicit 75 28.4 3.55 0.565
Implicit 150 15.6 6.47 0.560
Implicit 200 11.9 8.48 0.577
Implicit 300 8.65 11.66 0.638
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Table 3: Circular dam-break test case. CPU time, speed-up and L1 error.
Ncells Scheme CFL CPU time Speed-up L1 error
1560 Explicit 0.9 - - 27.55
Implicit 0.9 - - 34.87
Implicit 2 - - 41.97
Implicit 10 - - 65.34
Implicit 25 - - 86.78
Implicit 50 - - 99.28
2830 Explicit 0.9 - - 21.92
Implicit 0.9 - - 29.70
Implicit 2 - - 35.44
Implicit 10 - - 61.89
Implicit 25 - - 75.43
Implicit 50 - - 93.85
5533 Explicit 0.9 0.31 - 16.91
Implicit 0.9 4.18 0.07 22.40
Implicit 2 2.18 0.14 27.18
Implicit 10 0.57 0.54 46.87
Implicit 25 0.3 1.03 62.59
Implicit 50 0.23 1.35 77.30
10363 Explicit 0.9 0.69 - 12.76
Implicit 0.9 11.51 0.06 17.76
Implicit 2 5.93 0.12 22.03
Implicit 10 1.7 0.41 39.82
Implicit 25 0.86 0.80 55.24
Implicit 50 0.54 1.28 67.49
19389 Explicit 0.9 3.08 - 9.50
Implicit 0.9 28.25 0.11 14.23
Implicit 2 14.29 0.22 18.05
Implicit 10 4.2 0.73 35.13
Implicit 25 2.11 1.46 50.03
Implicit 50 1.33 2.32 61.72
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• We use a 2D implicit surface flow model based on shallow water equations.
• A robust wet/dry treatment is implemented.
• The scheme is validated by means of exact solutions and experimental data.
• CFL numbers up to 300 are reached.
• The efficiency of the implict scheme is explored.
