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Abstract Global Motion Estimation (GME) has many important roles in numerous applications, such as
video compression, image stabilization, video-object segmentation, and etc. Onewell-knownGMEmethod
is the gradient-based technique. Thismethoduses optimization techniques, like the Levenberg–Marquardt
algorithm, to minimize estimation error. Such algorithms require an initial value for the initializing step.
In this paper, we propose a simple and reliable GME structure with a new predictor. This structure uses a
three-step search and a predictor for the initializing step. It is also incorporated with a fast GME method
that uses pixel subsampling. This incorporation reduces the computational complexity of GME without a
significant loss of accuracy. This structure has less computational complexity and similar accuracy versus
common methods.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Motion estimation and motion compensation are two most
important techniques in video compression and processing.
These techniques have many applications in video coding, im-
age registration, image stabilization, video object segmentation,
virtual reality, etc. In a video, motion is divided into two cat-
egories: Local Motion (LM) and Global Motion (GM) [1]. The
LMs are generated due to movement, rotation, and object ref-
ormation. GMs are generated by the panning, rotation, and
zooming of the camera [2]. Local Motion Estimation (LME) is
mostly applicable to macroblocks, and is applicable in most
video compression standards [3–6]. In these standards, a mac-
roblock can be reconstructed by using a reference frame and the
estimated LM of the corresponding macroblock. In this case, it
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doi:10.1016/j.scient.2011.12.017is feasible to send the decoder LM and macroblock reconstruc-
tion error instead of the macroblock itself. This common tech-
nique is called Local Motion Compensation (LMC). On the other
hand, Global Motion Estimation (GME) is a technique to esti-
mate current frame global motion in respect to the previous
frame. The MPEG-4 standard not only benefits the LMC tech-
nique, but also employs a Global Motion Compensation (GMC)
method [6]. In MPEG-4, each macroblock can select one of the
GMC or LMC methods based on their Sum of Absolute Differ-
ence (SAD) for macroblock prediction and compensation. In the
MPEG-4 standard, in addition to the GMC technique, another
technique called static-sprite is used, which entails the use of
GME [6].
The GMEmethods are divided into three categories: feature-
based,motion vector-based, andpixel-based. The feature-based
methods have three stages. At the first stage, interest points,
such as Harris corners [7] and Canny edges [8], are extracted.
Then, at the secondphase, correspondence between the interest
points of two frames is established. At the last stage, the
GME is calculated by methods such as the random sample
consensus (RANSAC) [9] and the least median of square [10].
In the motion vector based category, after calculating block
motion vectors, GM is calculated using methods, such as least
square [11–13]. The pixel-basedmethods are divided into three
categories: correlation-based, FFT-based, and gradient-based.
In the first category, only the translation model (with two
evier B.V. Open access under CC BY-NC-ND license.
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two frames, is calculable [14]. The second category employs
Fourier transform properties for translation, rotation and zoom
calculations [15]. The last category has the most accuracy and
computational complexity among all GME methods [16]. In
gradient-based methods, it is aimed to use methods, such as
the Levenberg–Marquardt Algorithm (LMA), theGauss–Newton
Algorithm (GNA), and the Newton–Raphson algorithm, to
minimize objective function [1,2,5,6,17–23]. These iterative
algorithms start working with an initial value, which is
modified in each iteration. This procedure repeats until
it satisfies one of the convergence conditions. The initial
value must be located in the global minimum basin to
avoid convergence of the algorithm to local minima, and
lead it to the global minimum. The accuracy of the initial
value results in the algorithm converging with less iteration
number [24]. Therefore, pyramid hierarchicalmethods are used
inmostMPEG-4 VM and gradient-basedmethod research. Such
methods reduce computational complexities, as well as the
probability of convergence to local minima [2].
In hierarchical methods, a pyramid with several levels
for current and previous frames is constructed. Then, the
optimization algorithm starts working from an imprecise
initial point at the highest level. After passing through the
intermediate levels, it converges to the global minimum point
at the lowest level. In otherwords, in thesemethods, bymoving
from the highest to the lowest level, the GM is estimated more
accurately and converges better to the global minimum. On the
other hand, for the gradient-based non-hierarchical methods,
an optimization algorithm between two frames is applied after
initial value prediction.
Several methods have been proposed in the literature for
initial value estimation. The hierarchical methods, such as
MPEG-4 VM [6] and MPEG-4 OM [5], employ an optimized
Three-Step Search (TSS) technique [25] at the highest level of
the pyramid. In these methods, the estimated initial value is
used as translational components of the highest level initial
value vector. The TSS technique has 25 stages of SAD calculation
and can only predict translational components of the GM.
Therefore, it is unable to estimate the zoom and rotation
of the camera. In [1,17], predictors are used instead of the
TSS technique. In these works, all parameters of the GM are
predicted in two stages. Authors of [18] have proposed a three-
level hierarchical method, which has the capability of model
as well as parameter prediction. This method is also capable of
model refinement, while projection, from a higher to a lower
level.
In non-hierarchical methods, such as [21,22], an optimized
TSS technique is also employed. This search is performed be-
tween subsampled pixels of the current frame and correspond-
ing pixels of the previous frames. However, this search only cal-
culates translational components of the initial vector.
The complexity of the gradient-based methods is propor-
tionate to the number of pixels [26]. Therefore, to reduce such
complexities, it is possible to include a certain number of pix-
els in calculations. For this reason, in the MPEG-4 optimum
model [5], Feature-based Fast and Robust GME Techniques
(FFRGMET) are proposed to reduce computational complexity.
In these methods, the optimization algorithm is applied just
on feature-points pixels. In [19], pixel selection is based on the
magnitude of the gradient. This technique needs the gradient
calculation of all pixels and then their sorting based on their
gradient magnitude, which results in significant computational
complexity. To reduce such complexities, at the pixel selectionstage, a random based selectionmethod can be used [20]. How-
ever, this approach may result in numerical instabilities in the
GME procedure. In [21,22], it is recommended to divide a frame
into equal blocks and then select some pixels based on a static
pattern. This method has reduced computational complexity at
the pixels selection stage, aswell as preventing numerical insta-
bilities during the GME procedure. In addition, it has less com-
plexity with reasonable accuracy.
In some other work, combinations of gradient-based meth-
ods and other techniques are proposed that have reduced the
computational complexity, as well as the increased accuracy, of
results [27–29]. In such methods, GM is estimated using tech-
niques, such as feature-based and motion vector-based, at the
first stage. Then, GM is estimated again by using the gradient-
based methods, as well as considering the estimated vector at
the previous stage as the initial value.
In this paper, we propose a fast non-hierarchical gradient-
based GME. This method uses a long-term prediction at the
initializing step. This predictor has more accuracy and less
complexity with respect to TSS. After the initializing step, the
predicted GM is modified by applying LMA to subsampled
pixels. GM prediction in the initializing step, and subsampling
in the LMA step, reduce overall complexity and preserve the
accuracy of the estimation.
The remainder of this paper is organized as follows. The
MPEG-4 motion models and perspective model properties are
described in Section 2. In Section 3, the proposed GME method
and its steps are discussed in detail. Simulation studies are
provided in Section 4 and, finally, the paper is concluded in
Section 5.
2. MPEG-4 motion models
The perspective model is the most general motion model in
MPEG-4, which is defined as:
x′i =
m1xi +m2yi +m3
m7xi +m8yi + 1 , (1)
y′i =
m4xi +m5yi +m6
m7xi +m8yi + 1 , (2)
m = m1 m2 · · · m8T , (3)
wherem is the vector of globalmotion parameters, whichmaps
the ith pixel of the current frame (with coordinates (xi, yi) to a
pixel from the reference frame (with coordinates (x′i, y
′
i). This
vector consists of translational parameters (m3,m6), rotation
and zoom parameters (m1,m2,m4,m5), and perspective pa-
rameters (m7,m8). Simpler models, such as the affine (with six
parameters;m7 = m8 = 0), translation-zoom-rotation (with 4
parameters;m1 = m5,m2 = −m4,m7 = m8 = 0), translation-
zoom (with 3 parameters; m1 = m5,m2 = −m4 = m7 =
m8 = 0), translation (with 2 parameters; m1 = m5 = 1,m2 =−m4 = m7 = m8 = 0), are specific cases of a perspective
model.
We can rewrite Eqs. (1)–(3) in matrix form as:x′i.u′iy′i.u′i
u′i
 = w1,1 w1,2 w1,3w2,1 w2,2 w2,3
w3,1 w3,2 w3,3

  
W(m)
xi
yi
1

, (4)
where W (m) is the warping matrix and u′i is the scaling
parameter. The vector of the warp parameters,m, is calculable
by this matrix as:
m = [w1,1, w1,2, w1,3, w2,1, w2,2, w2,3, w3,1, w3,2]T/w3,3. (5)
1748 A. Ahmadi et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1746–1753Although vector m is unique, the warping matrix W (m)
is not. Based on the warping matrixes, we can explain the
concatenation and inverse terms.
The inverse warp vector of m is another warp vector that
maps each pixel of (x′i, y
′
i) to (xi, yi). Therefore:xi.ui
yi.ui
ui

=

w1,1 w1,2 w1,3
w2,1 w2,2 w2,3
w3,1 w3,2 w3,3

  
W(minv)
x′i
y′i
1

, (6)
where warp vector minv is the inverse of warp vector m.
Warping matrix W (minv) is equivalent to the inverse of
warping matrixW (m) [30,31], as:
W (minv) = W−1 (m) . (7)
Therefore, vectorminv can be computed by using Eqs. (5) and
(7), respectively.
Another property of the perspective model is its capability
of concatenating warp vectors together. Based on this property,
vector mk,k−2, which maps each pixel from frame k to k − 2,
is calculable by concatenation of vectors mk−1,k−2 to mk,k−1.
This concatenation is obtained by using the matrix multiplying
[30,31] as:
Wk,k−2 = Wk,k−1 × Wk−1,k−2. (8)
Vectormk,k−2 can be computed by warping matrixWk,k−2.
3. Global motion estimation
In this section, a non-hierarchical structure is proposed for
GME. This structure divides video sequences into groups with
Ng frames. In the first frame of each group, TSS is used for
the initializing step and the remaining frames of the group
use long-term prediction in the initializing step. If the GME of
one of these frames does not have a reasonable SSE, GME with
TSS initializing is repeated for the corresponding frame. This
structure only uses LMA on subsampled pixels.
In Sections 3.1 and 3.2, the initializing step and LMA
are introduced, respectively. Then, the proposed structure is
discussed in Section 3.3.
3.1. Initializing step
Most optimizing methods, such as LMA, start with an initial
value. The initial value must be located in the global minimum
basin to avoid convergence of the algorithm to local minima,
and led to the global minimum. The proposed structure uses
TSS and long-term prediction at the initializing step. These two
initializing methods are discussed as follows.
3.1.1. Initializing with three-step search
The initial value can be found by employing the TSS
algorithm [25]. In this technique, after applying TSS, translation
components (m3 and m6) are estimated. By considering m1 =
m5 = 1,m2 = m3 = m7 = m8 = 0 and the estimated
translation values (m3 and m6), the initial value vector mˆ is
obtained. In hierarchical methods, TSS is applied between two
frames at the highest level. However, in the proposed method,
TSS is applied between subsampled pixels of frames Fk and Fk−1,
similar to [21].
3.1.2. Initializing with long-term predictor
Each frame has a GM, which is an illustration of camera
motion. In a video sequence, the time interval between twoFigure 1: Differences of short-term and long-term parameters.
successive frames is so short thatwe can assume cameramotion
is continuous and uniform. Therefore, it is possible to use the
GMof the previous frame to predict the GMof the current frame
with reasonable accuracy.
By assuming Eqs. (1)–(3), we can describe the GM of frame
k, regarding its previous one, as:
x′i =
mk,k−11 xi +mk,k−12 yi +mk,k−13
mk,k−17 xi +mk,k−18 yi + 1
, (9)
y′i =
mk,k−14 xi +mk,k−15 yi +mk,k−16
mk,k−17 xi +mk,k−18 yi + 1
, (10)
mk,k−1 = mk,k−11 mk,k−12 · · · mk,k−18 T . (11)
The predictors can predict the approximate value of the
current frame GM, mk,k−1, by considering calculated values of
previous frames,

mk−i,k−i−1 : i = 1, 2, . . ..
The proposed methods in [1,17] use many predictors for
initial value calculation. These methods have a hierarchical
structure, where the predictors are used on the highest level of
the structure. The initial value is calculated in two stages. The
first stage has some simple calculations, while the second stage
requires interpolation and more intensive calculations. Hence,
the use of more than one predictor causes more complexity,
while it does not increase the performance of the system so
significantly. Therefore, it would be better to use one accurate
predictor instead of using a variety of predictors. On the other
side, in hierarchical methods, the initial value is used at the
highest level of the structure. In this level, two frames have
a lower resolution than the main frames. This low resolution
needs an initial valuewith little accuracy at this level. Therefore,
in hierarchical methods, using predictors and more accurate
calculation of the initial value, has less effect. As a result, we
have proposed a non-hierarchical method with a long-term
predictor in [23]. By employing this method, we could decrease
computational complexities, while having the same accuracy
and GME estimation quality similar to referenced work.
The resulted GM vector from the GME between two
successive frames is called short-term GM. Each of these short-
term GMs is calculated with respect to the coordinates of the
previous frame, and have no static reference coordinates. If all
the GMvectors have similar reference coordinates, such vectors
are called long-term. Therefore, the

mk+1,k|k = 1, 2, 3, . . . is
a collection of short-term GMs where the GM of each frame
is calculated with respect to the previous frame. Moreover,
mk,i|k, i = 1, 2, 3, . . . is a collection of long-termGMs,where
the GM of each frame is calculated with respect to reference
frame i(Figure 1). We can use the concatenation property of the
perspective model to calculate long-term GMs from short-term
ones, as:
Wk,i = Wk,k−1 ×Wk−1,k−2 × · · · ×Wi+1,i, (12)
mk,i = wk,i1,1 wk,i1,2 · · · wk,i3,2T /wk,i3,3. (13)
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motion, since all these GMs have constant coordinates and can
be predicted better than short-term ones (Figure 2). As a result,
we suggest long-term GM prediction rather than short-term
prediction (like [1,17]). By using an acceleration predictor, we
can predict current long-term GM as:
mˆk,1 = 2mk−1,1 −mk−2,1, (14)
where mˆk,1 is the predicted GM of the current frame, and
mk−1,1 and mk−2,1 are the long-term GM of previous frames.
The short-term GM of the current frame is also constructed by
concatenating vector mˆk,1 and the inverse of the previous frame
long-term vector,mk−1,1, as:
Wˆk,k−1 = Wˆk,i × (Wk−1,i)−1, (15)
mˆk,k−1 = wˆk,k−11,1 wˆk,k−11,2 · · · wˆk,k−13,2 T /wˆk,k−13,3 . (16)
This predictor has a reasonable trade-off between complex-
ity and accuracy (performance) in initial value prediction. On
the other hand, continuous long-term prediction in the initial-
izing step can cause propagation of an estimation error (caused
by localminimaor outliers) to thewhole of the video sequences.
Therefore, this paper proposes a hybrid structure that uses TSS
and long-term prediction in the initializing step.
The initial value is modified by applying LMA onto two
frames. This algorithm is discussed in the next subsection.
3.2. Levenberg–Marquardt algorithm
In gradient-based methods, the GM minimizes the Sum of
Squared Difference (SSD) as:
E =
n
i=1
e2i , (17)
where n is the number of pixels. ei is the difference between
the luminance of current frame pixel (xi, yi) and previous frame
pixel (x′i, y
′
i), defined as:
ei = Fk(xi, yi)− Fk−1(x′i, y′i). (18)
The GM denotes the motion of the whole frame. However,
local motions of the current frame may be different from GM,
and create outliers. If outliers have large ei values, theminimum
of Eq. (17) will be different from the global motion of the
frame. Therefore, an M-estimator must be used to achieveFigure 3: Histogram of |ej| with the threshold γ that excludes top 10% of the
histogram.
robust global motion estimation [2]. In this case, Eq. (17) is
rewritten as:
E =
n
i=1
ρ(ei), (19)
where ρ represents an M-estimator. The most common used
M-estimator in the literature, which is used in MPEG-4 VM, is:
ρ(ei) =

e2i |ei| ≤ γ
0 |ei| > γ . (20)
In the first iteration, threshold γ is chosen so that the
M-estimator excludes 10% of pixels with |ei| more than γ
(Figure 3) [2].
In this paper, the LMA is employed for minimizing Eq. (20).
This iterative algorithm starts with an initial value and, in each
iteration, this value is modified, while the algorithm satisfies
one of the convergence conditions. In each iteration of the
algorithm, the global motion,m, is modified as:
m(t+1) = m(t) +1m(t), (21)
where t is the number of iterations. The modification vector,
1m(t), is obtained by solving the following linear equation:
JT

m(t)

J

m(t)
+ µ(t)I1m(t) = −JT m(t) e m(t) , (22)
where I is the identity matrix, µ is selected in [0, 1] and can
be alternated in each iteration. If, in all iterations, µ = 0,
the LMA is transformed to the Gauss–Newton algorithm. In
Eq. (22), J (m) is the Jacobianmatrix of error vector e (m), which
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(b) 1 : 4× 4 subsampling [22].
is defined as:
e (m) = e1 e2 · · · eNT , (23)
J (m) =

∂e1
∂m1
∂e1
∂m2
· · · ∂e1
∂m8
∂e2
∂m1
∂e2
∂m2
· · · ∂e2
∂m8
...
...
. . .
...
∂eN
∂m1
∂eN
∂m2
· · · ∂eN
∂m8

, (24)
where ei is the difference between Fk−1(x′i, y
′
i) and Fk(xi, yi) and
is calculated with respect to Eq. (18).
Therefore, the LMA with the M-estimator can be structured
as follows:
Step 1: Letm= initial value; calculate matrix J (m) and vector
e (m).
Step 2: Calculate threshold of γ , using the histogram of |ei|; go
to Step 4.
Step 3: Calculate matrix J (m) and vector e (m) using vectorm.
Step 4: Calculate1m by solving Eq. (22).
Step 5: Modify vector m by using Eq. (21). Terminate the
algorithm either in case of obtaining more iterations
than Nmax or that all elements of vector 1m are less
than ε. Otherwise, go to Step 3.
The computational complexity of LMA is intensive and has
a direct relation with the number of pixels [26]. On other
hand, each pixel has significant correlationwith its neighboring
pixels. Therefore, it is possible to subsample frames using a
static pattern (Figure 4) and then use this collection instead of
all pixels in the LMA. In [21,22], several subsampling patterns
are introduced for GME. In these papers, in order to reduce
initial value computational complexities, a modified TSS with
subsampling is performed. This search uses subsampled pixels
of the current frame (with sampling rate of 1 : 6 × 6), and
corresponding pixels of the previous frame in SAD computation.
We proposed to employ predictor instead of modified TSS. By
employing the proposed predictor, as well as subsampling, we
can achieve more accurate results more rapidly. In this paper,
we have proposed the pattern in Figure 4(a) for subsampling. In
this pattern, each frame is divided into 8× 8 pixels blocks and
four pixels of each block are selected as subsamples.
3.3. Flow of proposed global motion estimation
In the proposed structure, video sequences are divided into
groups with Ng frames. For the first frame of the group, TSS is
used for the initializing step, but the remaining frames of thegroup use a long-term predictor in the initializing step. If the
last computed SSD (defined as in Eq. (17)) in LMA is larger than
threshold ETH , the GME with TSS initializing is repeated for this
frame. The LMA of GME is applied only on subsampled pixels
with a 4 : 8× 8 pattern.
The structure of the proposed GME is as follows:
Step 1: Start a new group of frames. Calculate the initial value
by using TSS on 1 : 6 × 6 sampled pixels and consider
m1 =

1 0 0 0 1 0 0 0
T .
Step 2: Use the calculated initial value and apply LMA on
the subsampled pixels (as in Figure 4(a) pattern) to
estimate the GM of frame k,mk,k−1.
Step 3: Calculatem2 by concatenatingmk,k−1 tom1.
Step 4: Go to the next frame, k ← k+ 1. In case of finishing Ng
frames of the group, go to Step1.
Step 5: Calculate long-term initial value, mˆl, as mˆl = 2m2−m1.
Step 6: Calculate short-term initial value by concatenating the
inverse vector ofm2 to mˆl. To do so, calculate warping
matrix mˆl by:
W(mˆs) = W

mˆl

.W−1 (m2) . (25)
Then, mˆs is achieved by its warping matrix,W(mˆs).
Step 7: Estimate mk,k−1 between frames k and k − 1 by
using the initial value mˆs and applying the LMA on
the subsampled pixels by considering the pattern in
Figure 4(a). If the last estimated SSD (defined as in Eq.
(17)) of the optimization algorithm ismore than ETH , go
to Step 1, otherwise,m1 = m2, and then go to Step 3.
4. Simulation results
In this section, the performance of the proposed method
versus methods in MPEG-4 VM [2,6,22], with a sampling rate
of 1 : 4 × 4, and [1] is studied. The video sequences; Stefan,
Mobile and Coastguardwith 300 frames, Tablewith 131 frames,
Bus with 150 frames, Tempete with 260 frames, Carphone
with 382 frames, and Foreman with 400 frames, are employed
for simulations. The Carphone and Stefan video sequences are
QCIF and SIF, respectively, and the rest are CIF. Simulations are
performed using a desktop computer with 2.66 GHz Core2Quad
CPU, 4 GB RAM, MSWindows Vista OS, and in MATLAB R2009b.
The proposed method in [2], which is also used in MPEG-
4 VM, is a three-level hierarchical method, where TSS obtains
the initial value. In [2], a three-level hierarchical methodwhere
initial values of the first six frames are calculated by TSS is
proposed. In this method, initial values of later frames are
calculated by employing four predictors. The proposed method
in [22] is a fast non-hierarchical GME that uses TSS in the
initializing step. This method samples pixels with a Figure 4(b)
pattern. On other hand, the proposed method has a Ng =
25 frame interval and uses fast non-hierarchical GME with
Figure 4(a) as a subsampling pattern.
In all simulations, Nmax = 32, µ = 0, and ε = 0.00001 ×
1 1 100 1 1 100 1 1
T .
In Table 1, the GME corresponding times of the under
study video sequences are presented. In another study, the
average speedups of the methods are studied in Table 2. As
the results demonstrate, the required running time of the
proposedmethod,with respect tomethods in [1,2], is shorter. In
addition, the proposed method is faster than [22] in most video
sequences.
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Video sequence [2] [1] [22] Proposed
Bus 223.32 227.66 11.90 9.95
Carphone 145.96 147.70 8.33 5.91
Coastguard 430.13 428.51 16.31 17.46
Foreman 950.20 962.67 32.36 36.15
Mobile 353.41 356.94 26.01 5.05
Stefan 278.16 280.80 19.59 16.59
Table 195.42 196.33 10.33 7.67
Tempete 224.42 227.79 14.34 12.35
Table 2: Speed comparison of the methods.
Video sequence [2] [1] [22] Proposed
Bus 1.00 0.98 18.77 22.44
Carphone 1.00 0.99 17.52 24.70
Coastguard 1.00 1.00 26.37 24.64
Foreman 1.00 0.99 29.36 26.28
Mobile 1.00 0.99 13.59 69.98
Stefan 1.00 0.99 14.20 16.77
Table 1.00 1.00 18.92 25.48
Tempete 1.00 0.99 15.65 18.17
Avg. Speed up 1.00 0.99 19.30 28.56
Table 3: Average PSNR comparison for different sequences (dB).
Video sequence [2] [1] [22] Proposed
Bus 21.687 21.670 21.710 21.811
Carphone 30.811 30.811 30.651 30.927
Coastguard 26.376 26.376 26.452 26.389
Foreman 28.312 28.309 28.380 28.404
Mobile 25.538 25.538 25.594 25.822
Stefan 24.084 24.089 23.901 23.930
Table 26.586 26.586 26.288 26.631
Tempete 27.786 27.786 27.772 27.795
Table 4: PSNR degradation with respect to MPEG-4 VM.
Video sequence [2] [1] [22] Proposed
Bus 0.000 −0.017 0.023 0.124
Carphone 0.000 0.000 −0.160 0.116
Coastguard 0.000 0.000 0.076 0.012
Foreman 0.000 −0.003 0.068 0.091
Mobile 0.000 0.000 0.056 0.284
Stefan 0.000 0.005 −0.183 −0.154
Table 0.000 0.000 −0.298 0.045
Tempete 0.000 0.000 −0.015 0.009
Avg. 0.000 −0.002 −0.054 0.066
The PSNR of the methods under study are calculated with
respect to Eqs. (17) and (18) by:
MSE = 1
N

i

Fk(xi, yi)− Fk−1(x′i, y′i)
2
, (26)
and:
PSNR = 10 log10 255
2
MSE
, (27)
where Fk and Fk−1 are luminances of consecutive frames k and
k− 1, respectively. The results are illustrated in Tables 3–5.
In Table 3, the PSNR average of each video sequence is pre-
sented. The PSNR degradation of video sequences versus the
proposed method in [2] is illustrated in Table 4. The mini-
mum PSNR of each video sequence is illustrated in Table 5. To-
tally, based on the demonstrated results, the proposed methodTable 5: Minimum PSNR for different sequences.
Video sequence [2] [1] [22] Proposed
Bus 19.277 19.278 20.193 20.193
Carphone 21.866 21.866 21.823 21.819
Coastguard 24.357 24.364 24.476 24.540
Foreman 20.916 20.916 20.965 20.413
Mobile 23.862 23.862 23.719 23.963
Stefan 19.990 18.930 19.920 19.929
Table 22.968 22.968 21.567 24.048
Tempete 23.033 23.033 23.032 23.028
Figure 5: Average PSNR comparison for different sequences (dB).
Table 6: Average PSNR of compressed sequences with Q = 10.
Video
sequence
Without
GMC
[2] [1] [22] Proposed
Bus 31.013 32.021 32.019 32.132 32.203
Carphone 32.178 33.764 33.455 33.786 33.756
Coastguard 31.113 32.496 32.493 32.507 32.454
Foreman 31.305 31.680 31.683 31.681 31.680
Mobile 31.897 33.143 32.743 33.153 33.030
Stefan 30.026 30.781 30.779 30.787 30.783
Table 31.657 32.788 32.620 32.818 32.749
Tempete 32.904 33.295 33.303 33.225 33.308
has high speed, as well as an acceptable PSNR, with respect to
MPEG-4 VM and other studied methods. In Figure 5, the PSNR
average of the proposed method versus other studied methods
is presented. There are few GM in most Coastguard and Fore-
man frames. This is why there are many outliers with different
LM rather than GM. Therefore, GMs are calculated with some
errors. These errors cause negative effects on the predictor per-
formance, which results in a lower performance in the Coast-
guard and Foreman video sequences than in others.
For comparing the coding efficiency of the proposedmethod
versus the methods understudy, the test sequences is encoded
in interframe mode (IPPPP. . . ) with two fixed quantizer sizes:
Q = 10 and Q = 31. The quantizer of size Q = 10 is selected
for a typical compression and Q = 31 is chosen for measuring
the GMC error. The coding efficiency results of five encoders
are compared. The first encoder only uses LMC, while other
encoders use both LMC and GMC.
In Tables 6 and 7, PSNR averages of each decoded video
sequence are presented. In most sequences, PSNRs are almost
the same. The average of the compressed frames sizes is
presented in Tables 8 and 9. These tables establish that the
proposed GME achieves almost the same coding efficiency
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Video
sequence
Without
GMC
[2] [1] [22] Proposed
Bus 24.437 25.563 25.574 25.688 25.720
Carphone 26.363 28.030 27.768 28.051 28.029
Coastguard 25.597 26.889 26.892 26.890 26.902
Foreman 23.155 24.269 24.271 24.271 24.266
Mobile 27.269 28.420 27.915 28.423 28.308
Stefan 22.276 23.536 23.536 23.537 23.538
Table 24.175 25.746 25.446 25.779 25.654
Tempete 27.393 27.662 27.731 27.622 27.655
Table 8: Average sizes of the compressed video frames with Q = 10
(KByte/Frame).
Video
sequence
Without
GMC
[2] [1] [22] Proposed
Bus 12.527 10.660 10.667 10.393 10.208
Carphone 1.682 1.621 1.638 1.631 1.636
Coastguard 7.690 6.924 6.920 6.861 7.054
Foreman 13.020 11.157 11.175 11.236 11.195
Mobile 7.749 6.726 7.266 6.777 6.898
Stefan 16.493 13.864 13.830 13.773 13.977
Table 12.726 9.834 10.546 9.761 10.117
Tempete 5.874 5.761 5.517 5.859 5.786
Table 9: Average sizes of the compressed video frames with Q = 31
(KByte/Frame).
Video
sequence
Without
GMC
[2] [1] [22] Proposed
Bus 7.465 7.294 7.299 7.234 7.194
Carphone 1.394 1.362 1.375 1.394 1.382
Coastguard 5.677 5.647 5.653 5.607 5.762
Foreman 6.425 5.993 5.985 6.044 6.017
Mobile 6.258 5.950 6.046 5.966 6.043
Stefan 7.632 7.085 7.074 7.057 7.108
Table 7.200 6.754 6.890 6.749 6.810
Tempete 4.865 4.822 4.772 4.824 4.845
and accuracy as the other GME methods, while having
less computational complexity. In both quantizer sizes, the
difference in the compressed frame size is not more than 3.6%.
5. Conclusion
This paper introduces a fast and non-hierarchical global
motion estimation technique. In this structure, video sequences
are divided into groups with 25 frames. For the first frame
of each group, TSS is used for the initializing step and the
remaining frames of the group use a long-term predictor in the
initializing step. If the sumof the square error of a frame is larger
than a threshold limit, GME with TSS initializing is repeated for
the corresponding frame. The LMA of GME is applied only on
subsampled pixels with a 4 : 8 × 8 pattern. GM prediction in
the initializing step and subsampling in the LMA step reduce
overall complexity and preserve the accuracy of estimation. The
proposed method can achieve less complexity than methods
in [1,2,22].
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