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A system that can automatically learn and act based on feedback from the world
has many important applications. For example, the system may replace humans to
explore dangerous environments such as Mars, the ocean, or to allocate resources
in an information network, or to drive a car home without requiring a programmer
to manually specify rules on how to do so. At this time the theoretical framework
provided by reinforcement learning (RL) appears quite promising for building such
the system.
There has been a large number of studies focusing on RL to solve challenging
problems. However, in complex environments, much domain knowledge is usually
required to carefully design a small feature set to control the problem complexity;
otherwise, it is almost likely computationally infeasible to solve the RL problems with
the state of the art techniques. An appropriate representation of the world dynamics
is essential to efficient problem solving. Compactly represented world dynamics
models should also be transferable between tasks, which may then further improve
the usefulness and performance of the autonomous system.
In this dissertation, we first propose a scalable method for learning the world dy-
namics of feature-rich environments in model-based RL. The main idea is formalized
as a new, factored state-transition representation that supports efficient online-learning
of the relevant features. We construct the transition models through predicting how the
actions change the world. We introduce an online sparse coding learning technique
for feature selection in high-dimensional spaces.
vii
Second, we study how to automatically select and adapt multiple abstractions or
representations of the world to support model-based RL. We address the challenges
of transfer learning in heterogeneous environments with varying tasks. We present
an efficient, online method that, through a sequence of tasks, learns a set of relevant
representations to be used in future tasks. Without pre-defined mapping strategies, we
introduce a general approach to support transfer learning across different state spaces.
We demonstrate the jumpstart and faster convergence to near optimum effects of our
system.
Finally, we implement these techniques in a mobile robot to demonstrate their
practicality. We show that the robot equipped with the proposed learning system is
able to learn, accumulate, and transfer knowledge in real environments to quickly
solve a task.
viii
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“Dirt roads in my village were sandwiched between rice fields, which was always
challenging to riders due to the uneven terrain. The roads were narrow, and covered
with rocks and grass on both sides. Carelessly riding on the sides of the roads would
easily send a bicycle off. Sometimes, the bicycle would skid, and get stuck in the
nearby rice fields. After years of secondary school, I was sent to a city town for high
school. Though the town was just 15 kilometers away, its terrain was new to me.
Roads were wider, and made of tarmac more solid than the dried mixture of mud
and soil in my rural village. Roadsides were filled with, instead of colorful fields,
houses and shops. The bicycle, though turned unexpectedly on the pavements, could
move in my desired direction most of the time. Years later, I went to the capital city,
and now, Singapore – their road systems may be better but the basic characteristics
and dynamics are quite similar to my experience in my high school town. Likewise,
summer riding on roads in England is quite the same, but I would expect it to be much
different in winter time like snowy winters in Tokyo, when street lights may not be
enough especially in urban areas; roads are wet; road markings tend to be slippery, as
do drain and manhole covers. A sharp turn over a wet piece of iron work or painted
1
line at full speed could easily result in a fall.” – Here is a bicycling story based on my
own experiences. It describes a common activity in our daily lives.
1.1 Motivations
Real environments are complex – they contain large numbers of different pieces of
information or features that may or may not affect the outcomes of one’s actions. In
practice, an analysis upon all these features would carry prohibitive costs preventing
action decisions to be made on time. Instead of analyzing every aspect of the situation,
humans are able to operate efficiently in these environments due to their capability of
focusing attention on just a few key features to capture the world dynamics. For
example, we see that, in the bicycling story, rocks and grass, but not the colors of rice,
flowers on roadsides or any others, are reasons that make a bicycle skid in the rural
village; or that road markings, drain, and manhole covers tend to be slippery in snowy
winter in England and Tokyo. It appears that based on feedback of their interactions
with an environment, humans select features to form models or views to approximate
the world dynamics. A view is a way to “look” at the world.
Humans seem to also accumulate knowledge during their life time to increase
adaptability in an environment. While riding a bicycle in a rural village, in Saigon city
in Vietnam, in Tokyo in winter, etc. the rider forms different views and carries on to his
riding in Singapore, and England. The views reflect the rider’s different expectations
about the world dynamics in a new place. By suitable expectations, the rider may
quickly capture the dynamics to operate efficiently. While some of these capabilities
of humans may well be innate, artificial intelligence agents without evolutionary traits
may have to resort to machine learning (Bishop 2006).
Building an autonomous agent that could, like humans, learn and act by feedback
from environments is an important goal in artificial intelligence research. Due to its
promise of freeing programmers from the challenging tasks of specifying rules for
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the agent to act, reinforcement learning (RL) has been recently a popular approach
(Kaelbling, Littman, and Moore 1996). In RL, an agent’s task is framed as a sequential
decision making problem in which after each action, an agent will receive feedback
from the environment for its decision. The feedback informs, for example, that riding
forward from the last position has taken the bicycle forward, or that it has thrown
the bicycle to the rice fields. Feedback can also be positive or negative signals such
as falling down on the way. An RL agent then uses this feedback to capture the
dynamics of the environment, and to plan its actions automatically. The dynamics of
an environment, or the world dynamics is the source that determines the outcomes of
an agent’s action at each situation in an environment. In other words, it determines the
feedback for each agent’s action.
An RL problem is typically modeled in a Markov decision process (MDP) (Sutton
and Barto 1998). A task has a set of states. An agent performs actions to transit
from one state to another state aiming to have the highest positive feedback signals
or rewards. The world dynamics is modeled through functions of states and actions.
In large environments, states are usually factored, and the dynamics is represented by
dynamic Bayesian networks (DBN) to capture the structures underlying the world
dynamics (Kearns and Koller 1999). Hopefully, knowledge could be generalized
efficiently without requiring the agent to visit every state. However, learning DBNs
to represent the dynamics of a complex environment is difficult and often computa-
tionally infeasible. By imposing different assumptions, numerous methods have been
proposed (Hester and Stone 2009; 2012; Diuk, Li, and Leﬄer 2009; Chakraborty and
Stone 2011). Several transfer learning techniques have also been suggested to accel-
erate the learning (Atkeson, Moore, and Schaal 1997; Wilson et al. 2007; Ferna´ndez,
Garcı´a, and Veloso 2010). The state of the art methods, however, are not scalable to
complex, feature-rich environments. Working in heterogeneous environments is yet
another challenge. In heterogeneous settings, the world dynamics, feature distribu-
tions, state spaces, or terminal states in different environments may be very different.
3
1.2 Research problems
Focusing on model-based RL, this dissertation examines the problems of learning in
complex environments. In particular, we focus on two problems: learning representa-
tions, and transferring representations. We limit the research to domains with discrete
state and action spaces. Tasks are episodic. Environments are stationary; the dynamics
of a stationary environment does not change over time.
1.2.1 Representation learning in complex environments
In order to operate in an environment, an autonomous agent has to be equipped with
sensors to “see” the environment. The number of sensors may range from just a
few to hundreds. The agent uses those sources of information to form features to
describe the environment and to capture feedback for each of its actions. In practice,
important features to approximate the dynamics of an environment are unknown. An
autonomous agent might prepare a set of many features, which also possibly contains
various redundant or irrelevant features, and rely on learning methods to gradually
select important ones to represent the approximate dynamics model. However, the
state of the art methods do not scale up to work with large feature vectors and big
data. A few potentially important features have to be selected manually and encoded
to the agent. Although this approach is possible in some applications, the “heavy”
work is left for humans, which raises the question of autonomy of an artificial agent.
1.2.2 Representation transferring in heterogeneous environments
An RL method usually takes a long running time, and its result is specific for a
task. Therefore, studies have concentrated on transfer learning methods which target
on reusing knowledge learned in one task in another task. While there has been
some progress (Taylor and Stone 2009), current methods often require many strong
assumptions which can hardly be satisfied in practice. The problem is challenging
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because during its life time an agent may experience tasks in various environments
which may have different dynamics. In a new task, it is difficult to know which
pieces of knowledge are useful for quickly approximating the dynamics of the new
environment; applying experience in wrong places, or having a wrong expectation of
the world dynamics may easily result in big losses. For instance, in England winter,
one should use experience of riding in Tokyo streets instead of in Singapore or a rural
village in southern Vietnam where snowy winters never occur.
1.3 Research objectives and approaches
We aim to build a life-long learning agent that could automatically and efficiently
learn, and transfer knowledge over any tasks based solely on feedback from the envi-
ronments. Within the scope described above, this work tries to answer the following
questions:
• Provided that environments are complex and feature-rich in which many fea-
tures are redundant or irrelevant to represent the agent’s action outcomes, is
there a simple and scalable way to model the world dynamics?
• How can those models/representations be learnt incrementally online to inte-
grate into the model-based RL framework? In other words, how possible is it to
implement the “attention focus” for model-based RL?
• Transfer learning can have both boosting and “hurting” effects on the perfor-
mance of an autonomous agent. Given that environments are heterogeneous,
how can we effectively reuse knowledge to learn the world dynamics of an
environment?
• Can the strengths of the two above methods be integrated for a unified learn-
ing framework that enables a model-based RL agent to learn, accumulate, and
transfer knowledge in every task?
5
1.3.1 Online feature selection
We propose a new method for learning the world dynamics of feature-rich environ-
ments in model-based RL. Based on the action effect concept in situation calculus
(McCarthy 1963) and a new principal way to distinguish the roles of features, we
introduce a customized DBN to model the world dynamics. We show a sparse multi-
nomial logistic regression algorithm that effectively selects relevant features and learns
the DBN online.
1.3.2 Transfer learning in heterogeneous environments
We study how to automatically select and adapt multiple abstractions or representa-
tions of the world to support model-based RL. We address the challenges of transfer
learning in heterogeneous environments with varying tasks. We present an efficient,
online method that, through a sequence of tasks, learns a set of relevant views/representations
to be used in future tasks.
1.3.3 Empirical evaluations in a real robotic domain
In RL, the theoretical results are usually defined under several simplified assumptions
such as that the world dynamics could be modeled by certain distribution families,
or that feedback data are independently and identically observed. Therefore, it is not
clear if the results directly translate to enhance performance of an autonomous agent
in real world domains.
To understand the practical quality of our theoretical framework, we will also
conduct experiments on a robotic domain. We examine if our feature selection algo-
rithm enables an agent to work efficiently and whether our framework of transferring




This work has the following main contributions:
Firstly, a variant formulation of the factored MDP that incorporates a principled
way to compactly factorize the state space, while capturing comprehensive world
dynamics information is proposed. This formulation establishes a uniform model dy-
namics representation to support RL in varying tasks and heterogeneous environments,
and lowers the computational costs for structure learning in combinatorial spaces. We
also provide an online multinomial logistic regression method with group lasso to
learn the dynamics models/representations. Regret bound of the algorithm is also
proved.
Secondly, a model-based RL with “attention focus” or online feature selection
capability is presented. We show how to implement a model-based RL based on our
variant MDP formulation. The algorithm performance is theoretically and empirically
demonstrated.
Thirdly, a multi-view or multi-representation transfer learning approach is in-
troduced. Without pre-defined mapping strategies, we show a general approach to
support transfer learning across different state spaces, and with possibly different
dynamics. We also develop a unified learning framework, which is a combination of
our proposed transfer learning method and the new model-based RL algorithm above.
As a result, it is possible to build an intelligent agent that automatically learns, and
transfers knowledge to “progress” in its life time.
Finally, this dissertation includes a practical analysis of the proposed methods.
We are interested in putting the system into real applications. Towards this end, we
evaluate and discuss the strengths and weaknesses of our approach in two case studies
in a robotic domain.
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1.5 Report overview
This introductory chapter has briefly summarized the motivations and objectives of
this research. The expected contributions have also been outlined. The subsequent
chapters of the dissertation are organized as follows:
Chapter 2 reviews some background knowledge which we will need later in our
method discussions. To keep the presentation concise, some detailed explanations will
be referred to the appendices. This chapter also introduces current approaches to the
two major problems: representation learning and transfer learning in model-based RL
as described previously.
Chapter 3 presents an overview of our unified framework. It lays out key steps that
will be addressed in the three following Chapters: 4, 5, and 6.
Chapter 4 describes our variant formulation of factored MDP. An online dynamics
structure learning method and its analysis will also be introduced in this chapter.
Chapter 5 discusses a model-based RL based on our new MDP formulation in-
troduced in Chapter 4. The chapter also includes theoretical and empirical results
demonstrating how the RL agent can learn feature selection online to represent the
world dynamics, and outperform the state of the art methods.
Chapter 6 introduces our representation transfer learning method. A detailed
implementation of the unified learning framework is presented in this chapter. We
also document empirical results demonstrating potential impact of the framework on
the performance of an autonomous agent.
Chapter 7 examines the application of the proposed theoretical framework in a real
robotic domain.
Chapter 8 summarizes the achievements as well as limitations of this work, and
discusses future research.




This chapter first briefly reviews background knowledge for this work, and then con-
tinues with a survey of the current approaches to the research problems considered in
this dissertation: representation learning and transfer learning in model-based RL.
2.1 Reinforcement learning
Reinforcement learning (RL), or learning by reinforcement signals, is a popular model
for an autonomous agent to learn automatically and to operate in a stochastic envi-
ronment (Sutton and Barto 1998). In RL, an agent performs actions to change its
situations or states in the environment, aiming to maximize a numerical reward signal
from the environment. The agent is not programmed with which actions to take at
a situation, but has to interact with the environment to find out how to reach a goal.
Figure 2-1 intuitively captures the interaction mechanism in RL. With a full or partial
observation of an environment, the agent represents its situations in an environment as
states in a state space. Upon performing an action, the agent will receive an immediate
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reward from the environment. In addition, it will perceive a state transition. A new
state may make subsequent rewards different.
These two types of feedback are critical for the agent to discover an action plan
which can earn it the highest cumulative reward. In RL, any goal is transformed to
a source of rewards. The problem of learning actions by trial-and-error search and
delayed rewards differentiates RL from other methods.
An RL problem is typically formulated in terms of optimal control of MDPs,
which will be described next. A Markov decision process imposes several assumptions
on a learning task, but many studies on various environments, even in those where the
assumptions are not fulfilled, have yielded successful results.
Figure 2-1: Reinforcement learning framework.
2.1.1 Markov decision process
A Markov decision process (MDP) is a 5-tuple (S , A,T,R, γ), where S is a set of
states; A is a set of actions; T : S × A × S → [0, 1] is a stochastic transition
function describing the dynamics of the environment, such that T (s, a, s′) = P(s′|s, a)
indicates the probability of transiting to a state s′ upon taking an action a at a state
s; R : S × A→ R is a reward function indicating expected immediate reward after an
action a at a state s. An assumption while modeling a learning task by MDP is that
the probability of moving to a new state by an action is conditionally independent of
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the past states and actions given the current state, i.e., P(st+1|st, at, st−1, at−1, .., s0, a0) =
P(st+1|st, at).
Given an MDP, the goal is, then, to find an action policy pi : S → A that specifies an
action a to perform at each state s so that the expected cumulative future reward when
starting from s is maximized. A policy can also be formulated non-deterministically,
defining the probability that each action should be performed at a state (Sutton and
Barto 1998), but we do not consider stochastic policies in this study. Rewards that
occur t time steps in future are discounted by γt ∈ (0; 1]. The discount factor γt dictates
that rewards received t time steps in the future are worth only γt times what it would
be worth if it were received immediately. In case of infinite horizon planning in which
the agent-environment interactions goes on infinitely, discount factors are specifically
important relating to the availability of such a policy. This study, however, focuses on
another popular case where an agent will stop at a special state called terminal state
and will start the task again at another state. These tasks are called episodic tasks. In
addition, we concentrate on finite MDPs in which the state and action spaces are finite.
According to Sutton and Barto (1998), finite MDPs contribute to 90% of modern RL.
2.1.2 Value function and optimal policies
Given a policy, utility value of a state denotes expected future rewards for being at the
state and following the policy thereafter. Let Vpi : S → R be a value function for a




γtR(st, pi(st))|pi, s0 = s
 , (2.1)
where ET denotes the expectation over the transition dynamics of the environment.
The sum of future rewards is taken to C = ∞ if the planning task has infinite horizon.
For episodic tasks, where the agent will start over again when arriving at a terminal
state, C ≥ 0 indicates the episode endings. st is a state where the agent is after
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performing t actions according to pi from s.
Similarly, value of a state given an action, called Q-value, is defined as below. The
function defining Q-values is named Q-function to distinguish it from a value function.
Qpi : S × A→ R : Qpi(s, a) = ET
 C∑
t=0
γtR(st, at)|pi, s0 = s, a0 = a
 ,
where at = pi(st) for every t > 0. Qpi(s, a) measures expected future rewards for taking
action a at state s and following the policy pi thereafter.
A policy pi∗ is called optimal if ∀pi, Vpi∗(s) ≥ Vpi(s) for all states s ∈ S , i.e.,
∀s ∈ S ,Vpi∗(s) = maxpiVpi(s).
The value function for an optimal policy is called an optimal value function.
Though there may be more than one optimal policies, they all share the same optimal
value function (Sutton and Barto 1998). Let V∗ be the optimal value function, then:
∀s ∈ S ,V∗(s) = maxpiVpi(s).
Likewise, the optimal Q-function in an MDP, denoted Q∗, is also unique:
∀s ∈ S ,∀a ∈ A,Q∗(s, a) = maxpiQpi(s, a).
Consequently, we can obtain that V∗(s) = maxa∈AQ∗(s, a). Hence, an optimal policy
can also be defined conveniently as:
pi∗(s) = arg max
a∈A
Q∗(s, a). (2.2)
In order to find an optimal policy pi∗, most planning algorithms exploit the fol-
lowing fundamental property of value functions, which states a consistency condition
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holding between a state and its successor states.
Vpi(s) = R(s, pi(s)) + γ
∑
s′∈S
T (s, pi(s), s′)Vpi(s′). (2.3)
Equation 2.3 is well-known as Bellman residual equation, in which value of a state
s is showed in a recursive relation to other state values, and has explicit dependencies
on the transition and the reward models.
Since the optimal value function is also a value function for a policy, it must satisfy
the Bellman equation. Here is the Bellman equation for V∗ (Sutton and Barto 1998),
V∗(s) = max
a
Q∗(s, a) = max
a
(R(s, a) + γ
∑
s′∈S
T (s, a, s′)V∗(s′)).
The Bellman equation for Q∗ is,
Q∗(s, a) = R(s, a) + γ
∑
s′∈S
T (s, a, s′) max
a′
Q∗(s′, a′)).
These formulations show the optimal value function, V∗, without a reference to
any specific policy pi. As a result, finding V∗ is equivalent to solving a system of
nonlinear equations, each of which is a Bellman equation with a state s; there are
various methods for solving systems of nonlinear equations. For finite MDPs, it can be
shown that such the system of Bellman equations have a unique solution, V∗ (Sutton
and Barto 1998). In appendix E, we describe a popular value iteration method for
finding V∗.
2.1.3 Model-based reinforcement learning
An RL problem is formulated as an MDP. However, the transition model T and reward
model R are unknown in an RL problem. Therefore, while the goal of an MDP solver
is just an optimal policy, an RL method may have to concentrate on different things. In
some domains, finding an optimal policy fast may be more critical than gaining a very
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high cumulative reward, but in some other domains, this priority may be in reverse
order. The goal of an RL method may also be a balance between these two interests.
There are two main approaches to solving an RL problem. The model-based
approach explicitly learns the transition model T and reward model R and uses them
to find an optimal policy via the Bellman equations (Equation 2.3). The model-free
approach, on the other hand, updates state values based upon the temporal difference
in the expected rewards between states, avoiding maintaining the two models. The
following formula of value update (Rummery and Niranjan 1994) is an example,
Qpi(s, a)← Qpi(s, a) + α
[
R(s, a) + γmax
a′∈A
Qpi(s′, a′) − Qpi(s, a)
]
,
where α is the agent learning rate, s′ is the current state, and s is the previous state.
Advantages and disadvantages of these two approaches are difficult to judge as
they depend on various assumptions and domain specific factors. However, we choose
to study in depth the model-based approach since possessing the two models would
likely open more chances to integrate expert knowledge and to generalize knowledge
of the world quickly. Furthermore, knowledge between environments may be trans-
ferred conveniently and efficiently via the models. As a result, we would be able to
achieve an autonomous agent that can learn a (near) optimal policy fast and gain high
expected cumulative reward in a novel task.
Depending on the domain, steps in a model-based RL may be in different order,
or may be implemented in numerous ways. Focusing on a method that may guide
an agent both to gain high cumulative reward and to find a (near) optimal policy
fast, we show a possible skeleton of a model-based RL algorithm in Algorithm 1.
In the beginning, the transition model T and the reward model R can be initialized
arbitrarily, or based on knowledge learnt in previous tasks. There are commonly four
main steps in a model-based RL. The first step is to find an action policy pi with
the current available models T and R. This planning step may be done by a simple
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Algorithm 1 Basic steps in a model-based RL algorithm
Input: S , A, T0, R0, γ
T ← T0 //initialize T
R← R0 //initialize R
for t = 0, 1, 2, ... do
st denotes the current state
pi← Solve MDP using transition model T and reward model R
at ← ChooseAction(pi, st)
Perform action at
Observe next state st+1 and reward r
T ← U pdateTransitionModel(st, at, st+1)
R← U pdateRewardModel(st, at, r)
end for
algorithm, value iteration. However, value iteration needs to update values of all
the states in every iteration, which may be expensive and prohibitive in large state
space applications. An agent may, instead, just partially back up values of a few
previous states. Dyna (Sutton 1990) and Prioritized Sweeping (Moore and Atkeson
1993) are two partial-backup model-based RL algorithms proved successful in several
applications.
The second step, that follows naturally after the planning step, is to perform an
action. An action is usually chosen based on the learnt policy pi, but sometimes it is
chosen randomly based on some exploration strategy. Performing unplanned actions
is needed because the current pi may be sub-optimal; quality of the policy depends on
T and R, but it is unknown whether the current models have yet approximated the true
dynamics of the environment. One simple solution to this exploration - exploitation
dilemma is an -greedy exploration strategy in which an agent will perform a random
action with a small probability of  at each state. With enough trials in the envi-
ronment, the RL algorithm is guaranteed to converge to an optimal policy. Another
popular technique is Rmax (Brafman and Tennenholtz 2002). The Rmax algorithm
initializes every state and action Q-value with a maximum reward, and only updates
Q-value of a state and action pair after the agent has “known” the pair. A pair is
considered known if it has been tried frequently enough — more than a manually-set
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parameter m. Consequently, the agent will be encouraged to explore every state and
action to learn the models T and R. As a result, Rmax can guarantee a convergence
time that is polynomial in the size of the state space (Brafman and Tennenholtz 2002).
However, a drawback of this aggressive exploration strategy is that many losses or
negative rewards may occur.
Once an action is performed, the agent will observe feedback from the environ-
ment, including reward and next state. Lastly, the feedback is exploited to update the
transition and reward models; this fourth step is critical to model-based RL. These
steps are repeated until a stopping criterion is met. For episodic tasks in finite MDPs,
a common stopping criterion is when the agent reaches a terminal state.
2.2 Model representation
Model representation is key to an efficient model learning algorithm. It is more critical
in the domain of model-based RL, where that learning has to be online, simple, and
fast. We introduce here two approaches that are popular in the RL community, and
focus our discussion on transition models. Reward models are usually simpler, but
may also be represented in similar ways.
2.2.1 Tabular transition function
Recall that a transition model in MDP formulation is in the form of T (s, a, s′) =
P(s′|s, a). It is, therefore, straightforward to organize a table to record observed
transition events, and use maximum likelihood estimation technique (MLE) to learn
the transition model. Figure 2-2, for example, presents two entries of the table. It
shows that the agent has seen state s3 in 45 times, and state s2 in 15 times when doing
an action a at state s1. Probability of transiting to a state s′ from a state s by an action
a, via MLE, is,





where n(x) is the number of times the event x is observed. Figure 2-2 implies that
T (s1, a, s3) = 75%, and T (s1, a, s2) = 25%.
S1 S2 S3
S1     S3: 45
S1     S2: 15
Figure 2-2: Two entries of a counting table representing a transition dynamics of an
action a.
Depending on each application, a reward model can be represented in a similar or
other ways. To estimate the expected reward R(s, a) 7→ R, we only need to maintain
the average reward value for each event.
With the table representation, it is impossible for an agent to generalize knowledge
across states. The agent has to frequently visit every state and try every action in the
environment to learn a good transition or reward model. This disadvantage likely costs
an agent much time to find a reasonable action policy. In practice, states usually share
important characteristics contributing to the world transition dynamics.
2.2.2 Transition function as a dynamic Bayesian network
In order to share experiences across states, it is useful to identify a state by a vector of
features, instead of an uninformative identifier. An environment modeled in this way
is called a factored MDP. Let {S 1, S 2, ..., S n} be a set of discrete random variables,
each S i of which takes ri different values. A state s in a state space S is then described
by a n−dimensional feature vector (S 1, S 2, ..., S n). In factored MDP, it is impractical
to model the world transition dynamics by a table, since the number of states is
exponentially large in the number of features.










Figure 2-3: A DBN representing transition model by an action a.
networks (DBNs) to represent transition models. Figure 2-3 shows one example of
DBN for factored state spaces. Each DBN represents a transition dynamics model for a
single action. In a DBN, current and next states are represented by two separate layers.
Each node is a state feature; for example S 1 denotes a feature of the current state,
while S ′1 denotes the same feature at the next time step. There are two components
forming a DBN, namely structure and parameters. Nodes are connected by arrows
representing the dependence/independence relationships between features. Figure 2-3
implies that the probabilities of feature S ′1 can be estimated based on only the value
of feature S 2 in the current state without caring about other features’ values, i.e.,
P(S ′1|S 1, S 2, S 3, S 4, a) = P(S ′1|S 2, a). To avoid computational complexities, most
studies in RL domain assume DBNs to have no arrows between nodes within one
layer - features at one time slice are conditionally independent given the previous
state. Given the DBN structure, a transition probability can be efficiently factorized to
conditional probabilities and calculated as below:
P(S ′1, ..., S
′
n|S 1, ..., S n) =
n∏
i=1
P(S ′i |Par(S ′i)),
where Par(x) denotes parents of node x, or the nodes which have arrows going to node
x. Action a is implicit in the above equation. Learning such conditional probabilities
is easier than directly learning the joint probability P(S ′1, ..., S
′
n|S 1, ..., S n) because
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each conditional probability involves a much smaller number of features than the joint







4|S 1, S 2, S 3, S 4) = P(S ′1|S 2)P(S ′2|S 1, S 3)P(S ′3|S 3, S 4)P(S ′4|S 2, S 4).
Let ri denote the number of different values of a feature S i, and assume that the features







4|S 1, S 2, S 3, S 4), we will need to consider
(∏4
i=1 ri − 1
)∏4
i=1 ri = 15 ×
16 = 240 parameters, while we only need to consider (r1 − 1)× r2 + (r2 − 1)× r1 × r3 +
(r3 − 1) × r3 × r4 + (r4 − 1) × r2 × r4 = 14 parameters with the factorization in DBN.
The parameters component defines the conditional probabilities. They are typi-
cally represented by conditional tables which are local to each node in the second
layer of the network. The right table in Figure 2-3 is an example encoding conditional
probabilities of having certain values of S ′2 given values of feature S 1 and S 3; for
instance P(S ′2 = 0|S 1 = 0, S 3 = 0) = 55+6 = 0.45, and P(S ′2 = 1|S 1 = 0, S 3 =
0) = 65+6 = 0.55. In some applications, it may be more efficient to represent those
conditional probability tables or local structures by decision trees (Hester and Stone
2009).
Several studies including Kearns and Koller’s study (1999) have demonstrated
DBN-based RL algorithms to achieve better running times that can scale polynomially
in the number of parameters of the DBN, which may be exponentially smaller than
the number of states in a state space. However, most of the algorithms require that the
DBN structures are readily available to an agent. DBN structure learning is generally
intractable.
DBN has been a popular choice for factoring and approximating transition models.
In DBN, structure learning or feature selection is equivalent to picking the parents
of the state variables from the previous time slice. Recent studies have led to im-
provements in sample complexity for learning optimal policy. Those studies assume
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maximum number of possible parents for a node (Strehl, Diuk, and Littman 2007;
Diuk, Li, and Leﬄer 2009), or knowledge of a planning horizon that satisfies certain
conditions (Chakraborty and Stone 2011). However, the improvements in sample
complexity are achieved at the expense of actual computational complexity since these
methods have to search through a large number of parent sets. Consequently, these
methods appear feasible only in manually designed, low-dimensional state-spaces.
Instead of searching for an optimal model with a minimal number of samples at
almost any cost, Degris et al. (2006) and Ross et al. (2008) attempt to save costs
from early on, and gradually improve the model acknowledging that the true model
may actually be unattainable. In this spirit, numerous practical applications could be
considered, but unfortunately (Degris, Sigaud, and Wuillemin 2006) does not address
online learning with large feature sets. Ross et al. (2008) use Markov chain Monte
Carlo (MCMC) to sample from all possible DBN structures. However, the Markov
Chain used has a very long burn-in period and slow mixing time, making sampling
computationally prohibitive in large problems.
Kroon and Whiteson (2009) propose a feature selection method that works in
conjunction with KWIK-Factored-Rmax to learn the structure and parameters of a
factored MDP. This framework can extract a minimal set of features for representing
the transition (and reward) model. Experiments show that planning on the reduced
model yields improved performance. However, the computational cost of this method
is still relatively high, since the KWIK-Factored-Rmax needs to search through a large
combinatoric space of possible DBN structures to find the candidate structures for the
proposed feature extraction method.
While there are often many states in the environments there are usually much fewer
actions and their outcomes. Leﬄer et al. (2007) suggest to predict relative changes in
states. In their relocatable action model (RAM), the idea is not to concentrate on
estimating the state transition function P(s′ | s, a) directly, but on first estimating the
outcome distribution of an action, P(o | a, s) and then predicting the state transition
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using a deterministic function η that maps the outcome and the pre-action state s to
the next state s′ = η(s, o). The RAM gains efficiency by assuming that many states
have similar outcome distributions for actions. In RAMs, the states are partitioned
into classes so that all the states in a class share the similar outcome distributions.
Therefore, we can write P(o | a, s) = P(o | a, κ(s)), where κ(s) denotes the class of
state s. The weakness of this method is that programmers have to manually input
important features so that the agent can aggregate information from similar states for
predicting action outcome.
Hester and Stone (2009; 2012) later extend this work (Leﬄer, Littman, and Ed-
munds 2007). They employ Quinlan’s C4.5 (Quinlan 1993) to learn a decision tree for
predicting relative changes of every state variable. This works better than the method
by Degris et al. Despite adapting C4.5 for online learning, the method is still very
slow as a costly tree induction procedure has to be repeated many times in a large
feature space. In addition, all the data also needs to be stored for the purpose, which is
undesirable in some applications. Besides, this method likely suffers from the problem
of large state spaces because states are factored by a large set of features.
In Chapter 4, we will propose a customized DBN and a simple algorithm to learn
the network structure and parameters incrementally and quickly. In Chapter 5, we will
then introduce a model-based RL algorithm, which is based on our customized DBN,
to work efficiently in case the environments contain very many irrelevant features.
2.3 Transfer learning
Having been long studied in psychological literature (Thorndike and Woodworth 1901;
Skinner 1953), the insight behind transfer learning is that learning can be generalized
across tasks. Numerous studies were later carried out to bring the idea to machine
learning and reinforcement learning domain. Depending on characteristics of the
tasks, knowledge transferred between tasks may be in various forms, such as a policy
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(Maclin et al. 2005; Madden and Howley 2004), Q-values (Tanaka and Yamamura
2003), reward models (Wilson et al. 2007), or transition models (Atkeson, Moore, and
Schaal 1997). Taylor and Stone present a relatively comprehensive survey of recent
work (Taylor and Stone 2009).
An important problem in transfer learning is the negative transfer effect: trans-
ferred knowledge does not “help”, but “harms” an agent. Learning for an optimal
policy is decelerated with transferred knowledge. Instead of supporting an agent to
gain high reward, transferred knowledge biases the agent to find low rewards. Since
it is unknown how similar a novel task is to experienced tasks, the negative transfer
effect is hardly avoidable. A good transfer learning method should not suffer much
from negative transfer.
In RL, transfer learning is especially important because time for an RL agent to
learn a (near) optimal policy in a task is usually very long. A transfer learning method
in an RL domain is expected to reduce that learning time and improve performance of
an RL agent in a novel task based on experience in previous tasks. The performance
may refer to various aspects, such as the total reward the agent can achieve in its
first actions, or the total reward accumulated over all its actions in the new task.
An application may value one aspect higher than the others, thus defining a standard
metric to evaluate a transfer learning method is difficult.
2.3.1 Measurement of a good transfer learning method
Currently no metrics have been accepted as standards for evaluating a transfer learning
algorithm in RL, but some are commonly cited in recent studies:
• Jumpstart: the cumulative reward which an agent achieves at its first few steps
in a task. In an episodic task, it is the total reward which an agent gains in
the first episode. However, sometimes, jumpstart is also defined in a more
relaxed way, referring to the reward in, instead of one, a few first episodes,
as challenging environments likely prevent any method from performing well at
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the very first try.
• Asymptotic performance: the final learned performance in terms of reward
gain of an agent in a task. It measures the optimality of a policy which an
algorithm can asymptotically find in infinite tries. In practice, one usually
plots the cumulative rewards of a transfer and a non-transfer method episode
by episode for many episodes. If both methods can converge to near (opti-
mal) policies, one can then interpret how optimal each policy is and how fast
each algorithm, with and without transferred knowledge, finds such policies.
The metric, however, is not suitable for analyzing an agent’s progress to a
near (optimal) policy. The trade-offs of the agent’s decisions in exploration
and exploitation in early episodes could not be reflected. In case the methods
cannot converge in permitted testing time, we can conclude very little about the
methods via this metric.
• Accumulated reward: the total reward accumulated by an agent over every
episode in a task. This metric is effective to measure an agent’s performance in
its whole life in a task. It captures the agent’s gains and losses in every episode,
and reflects the agent’s progress over long run. Besides, when an algorithm
converges, its cumulative reward gain in each episode will tend to be stable.
Consequently, the curve showing the accumulated rewards over episodes also
adopts a steady progression. Therefore, the metric is also useful for measuring
convergence time of an algorithm to a policy as well as the optimality of that
policy. This metric and the asymptotic performance metric are also commonly
used in RL.
• Transfer ratio: the ratio of or the difference between the reward gains by two
algorithms, e.g., a transfer and a non-transfer algorithms, or two different trans-
fer learning methods. It estimates the relative performances of two methods.
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• Running time: the total computer running time for an algorithm to finish cer-
tain requirements, such as finishing an episode, or a task. Since a transfer
learning algorithm has the benefits of extra information from experienced tasks,
it is expected to have better performance than non-transfer learning algorithm.
However, in some situations, the higher reward achievement is not considered
very significant if the algorithm takes much more time to process the transferred
knowledge while in a task.
2.3.2 Review of existing transfer learning methods
An RL algorithm typically models a task by an MDP(S , A,T,R, γ). However, in a
novel task most of RL algorithms start with all MDP components initialized randomly
– random T , R, pi, V or Q-function. Learning time of an RL algorithm is, therefore,
usually very long. Hence, to improve performance of an RL algorithm in a task, a
transfer learning method will concentrate on using knowledge experienced in previous
tasks to initialize one or many of those components with values as close to the correct
values as possible. Instead of initializing the values, it may also manage to bias the
agent’s decisions in some critical states to avoid losses or to achieve a near optimal
policy faster.
We will next introduce recent methods showing how knowledge could be trans-
ferred between tasks in model-based RL. Model-free RL is out of the scope of this
dissertation, so transfer learning methods specifically designed for model-free RL are
not discussed.
In their study about transferring knowledge of transition models, Atkeson and
Santamaria (Atkeson, Moore, and Schaal 1997) suggested to approximately represent
a transition function by a locally weighted regression model (LWT) assuming that
state and action spaces are factored and continuous. Focusing on the settings of
homogeneous environments in which tasks share a common transition dynamics and a
similar state representation, they successfully empirically demonstrated improvements
24
to jumpstart, accumulated reward, and asymptotic performance. Reward models were
assumed known in their experiments. This study is among the very few that actually
consider transferring the transition model to a new task (Taylor and Stone 2009).
While their work is conducted in continuous state space using a fixed state similarity
measure, it can be adapted to a discrete case. In Chapter 6, we argue that in heteroge-
neous settings the LWT strategy of trying to learn a single “perfect” model for transfer
may have numerous problems.
Wilson et al. (Wilson et al. 2007) addressed the problem of transfer learning
between environments where reward models may be different. The method is based on
hierarchical Bayesian modeling to define a generative Dirichlet process over MDPs.
For every new task, the reward model is then approximated by Gibbs sampling. This
non-parametric framework allows an agent to group similar MDPs to a class and
also to learn a new class for an MDP whose the reward model is different from the
others. Thus, knowledge may be classified and used more efficiently in a novel task.
Consequently, the method could successfully transfer knowledge of reward models
in heterogeneous environments. However, MCMC method will usually have very
slow mixing (Koller and Friedman 2009). The work by Wilson et al. demonstrates
the method for reward models, and it is unclear how to extend the approach for
transferring transition models. In Chapter 6, we propose another method that also
groups similar MDPs to identify relevant experiences to leverage the learning process
in a novel task. We show that our method can transfer transition models and it is
computationally efficient.
Trying to bias an agent’s exploration in a novel task, Ferna´ndez et al. (2010)
transferred a library of policies learned in previous tasks. A working library to use
in the novel task is the transferred library plus a new policy randomly initialized. In
each trial episode, the agent will use a policy from the working library ψ% of the time
to make actions, and follow -greedy exploration strategy (1 − ψ)% of the time. ψ is
manually set, and decreases over time. The new policy is updated at the same time
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based on feedback from the environment by an RL method. After many episodes,
that new policy will be selected if no old policies are “good” for this new task. In
order to select a policy for use in an episode, they suggested to assign to each policy
in the working library a probabilistic value estimating how good each policy is in the
task. The probabilities are calculated based on the cumulative rewards which the agent
gains in the trial episodes by using the policies, and on the number of times that each
policy has been chosen. Experimental results showed that this method could achieve
higher average accumulated rewards. However, this method requires the tasks to have
the same state space, otherwise a state mapping strategy, which is usually difficult
to establish, is needed. In Chapter 6, we will present an approach that also transfers
knowledge in a form of a library. Unlike the policy library method, our method can
transfer knowledge in heterogeneous environments without requiring a pre-defined
state mapping function.
While superficially similar to our method, the case-based reasoning approaches
(Celiberto et al. 2011; Sharma et al. 2007) focus on collecting good decisions instead
of building models of world dynamics. Taylor et al. (2008) propose TIMBREL to
transfer observations in a source to a target task. These methods, however, also need
a manually tailored inter-task mapping to transfer in heterogeneous environments.
In brief, the number of studies about transfer learning in model-based RL is cur-
rently quite small. A rich body of them has just focused on automatically transferring
between environments or tasks that have a similar state representation, a same state
space, and share a common transition dynamics model. Otherwise, a manually tailored
inter-task mapping is usually required. These assumptions, however, may not be
satisfied in many real-life applications. For example, many environmental cues which
help an agent navigate through forest are simply missing when the agent tries to
navigate at sea. In addition, to the best of our knowledge, transferring transition
models has not been studied comprehensively, although, as seen in MDP formulation
and Algorithm 1, it has a key role in an efficient model-based RL.
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2.4 Summary
We have briefly covered the background knowledge that is important for explaining
our approaches to represent action learning and transfer learning in RL in the rest of
this dissertation. We have also reflected on the limitations in the current studies in





An overview of the proposed
framework
This chapter lays out the key steps in our unified learning framework to build an
autonomous agent. The three subsequent chapters are methods to address these steps.
We describe our approaches to learning and transferring transition models. Reward
models are assumed known. The reward models, however, could be handled in analo-
gous fashion.
Recent studies on using model-based RL to build autonomous agents in real-life
applications face two important problems as summarized below:
1. The state of the art algorithms could not efficiently learn online the world dy-
namics models of complex and feature-rich environments.
2. No study seems to systematically discuss the problem of knowledge transfer
in heterogeneous environments where dynamics models, feature distributions,
state spaces, and terminal states may be different.
29
3.1 The proposed learning framework
Figure 3-1: Our life-long learning agent.
The central idea in our approach is to maintain a library of views that the agent
experiences in every task. A view consists of important features to model the transition
dynamics of an action taken by the agent in an environment, and how those features
affect the outcomes of the agent’s actions. These views form the basis for the agent to
quickly capture the transition dynamics in a new task; a view represents an expectation
of the agent about the transition dynamics of its particular one (possibly several)
action in the environment of a task. We then equip the agent with functions to select
appropriate views to solve the task, and to learn new views if the environment is
“new”.
Figure 3-1 illustrates the life-long learning agent in our approach. We sketch the
behavior of our agent in Algorithm 2. Initially when the agent does not have any
information about the transition dynamics of the environment in a task, it selects views
based on a historical record that tells how well each view in the library worked in
previous tasks. The assumption is that the more frequently a view has worked in the
past, the more possibly it will work again in a new task. The agent then operates
according to the policy learnt based on the transition model built from those selected
views. We assume that the reward model is known. However, since the views have
been selected without any reference to the actual characteristics of this environment,
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Algorithm 2 Overview of the proposed learning framework
Input: View library L.
Output: Updated view library L.
Initialize the system for a task
LH : historical record of how good each view was in previous tasks
L′ ← L /*A working copy of L to find the dynamics of the current environment*/
B← initialize belief of how well each view can approximate the current
environment dynamics based on LH.
/*———–while interacting with the environment———–*/
for t = 0, 1, 2, ... do
Select views to approximate the world transition dynamics
{W} ← select the most promising views from L′ based on B
Interact with environment based on that approximate model
pi← plan an action policy based on {W}
st : current state in the environment
at ← choose an action to perform in st according to action policy pi
Perform action at and observe feedback: action outcomes from the environment
Score all views with the new feedback
S← score all views in L′ with the new feedback
B← update belief about the views in L′ based on the score S
Adjust all views with new feedback
L′ ←Adapt all views toward this current environment based on the new feedback
Break when the task ends
end for
Update view library L
L← Update the view library, e.g.
If a view W is different from existing views in L,
which means the transition dynamics of the corresponding action is new,
then add that view W to L;
else replace the old view in L with the newly updated view W.
there would be high chances that those views are inappropriate in the current task.
In other words, the transition model may be very insufficient to approximate the true
transition dynamics in the current environment. As a result, the policy may be just
bad, guiding the agent to lose rewards.
In order to limit such negative transfer effects, our agent exploits the outcomes or
feedback for each of its actions, which is state changes (and rewards), to score all the
views in the library. The score estimates the capability of each view in approximating
the transition dynamics in the current environment, and it is a primary criterion to
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re-select the views for subsequent decisions.
However, the task may also have an environment with very different transition
dynamics, which none of the accumulated views are capable to capture. The envi-
ronment feedback is also used to develop and incorporate new views into the library.
These steps are repeated until a stopping criterion is met.
At the end of a task, the selected views will be recorded in the library if the tran-
sition dynamics which they are approximately representing is significantly different
from existing ones in the library. Otherwise, the agent considers replacing the existing
similar views. It also deletes long unused views because a large library will affect the
agent’s processing time.
To implement this framework, one has to face three main technical challenges.
First, the transition model T (S , A, S ) is very task specific, which is probably a reason
why there have not been many studies that transfers this model. Second, learning or
updating a view or a transition model online in a complex and feature-rich environ-
ment is computationally expensive. Third, the view scoring method must be efficient
and simple to calculate online based on feedback from the environment. Besides,
updating the view library is also a non-trivial problem.
3.2 Summary
We have provided an overview of our learning framework, and characterized the major
technical problems that we will need to tackle in order to build an autonomous life-
long learning agent. In Chapter 4, 5, and 6 respectively, we will discuss methods
showing that it is possible to solve these problems. The whole system will be described
again with technical details in Chapter 6.
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Chapter 4
Situation calculus Markov decision
process
This chapter introduces a variant formulation of MDP. An online multinomial logistic
regression with group lasso to learn the transition model in this new formulation is
also proposed. Content in this chapter has been published in Proceedings of the
International Conference on Machine Learning (ICML’13) in 2013 (Nguyen et al.
2013).
In model-based RL, factored state representations, often in the form of DBNs, are
deployed to exploit structure of the world dynamics. This allows the agent to plan and
act in large state spaces without actually visiting every state. However, learning the
world dynamics of a complex environment is very difficult and often computationally
infeasible. Most recent work in this area is based on the RMAX framework (Braf-
man and Tennenholtz 2002), and focuses on sample-efficient learning of the optimal
policies. This approach incurs heavy computational costs for maximizing information
gain from every interaction, even in carefully designed, low-dimensional spaces.
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We propose a variant formulation of the factored MDP that incorporates a prin-
cipled way to compactly factorize the state space, while capturing comprehensive
transition and reward dynamics information. We also propose an online multinomial
logistic regression method with group lasso to automatically learn the relevant struc-
ture of the world dynamics model. While the regression models cannot capture the
full conditional distributions like DBNs, their simplicity allows fast, online learning in
very high dimensional spaces. Online feature selection is implemented with operating
the regression algorithm in our variant MDP formulation.
In this chapter, we will first introduce an MDP representation that captures the
world dynamics as action effects. We then present an online learning algorithm for
identifying relevant features via sparse coding, which will learn a customized DBN of
transition model in our new factored MDP.
4.1 Situation calculus MDP: CMDP
In a factored MDP, each state is represented by a vector of n state-attributes. The
transition function for the factored states is commonly expressed using DBNs in which




i |Paai (s), a), where Paai indicates a subset of state-attributes in s
called the parents of s′i (Fig.4-1a). Learning T requires learning the subsets Pa
a
i and
the parameters for conditional distributions, or the DBN local structures.
Learning DBN structures of the transition function online, i.e., while the agent
is interacting with the environment, however, is computationally prohibitive in most
domains. On the other hand, recent studies (Xiao 2009; Yang et al. 2010) have
shown encouraging results in learning the structure of logistic regression models,
which can effectively serve as local structures in the DBNs even in high dimensional
spaces. While these regression models cannot fully capture the conditional distribu-
tions, their expressive power can be improved by augmenting low dimensional state
representation with non-linear features of the state vectors. We introduce an online
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sparse multinomial logistic regression method that supports efficient learning of the
structured representation of the transition function.
We present a variant of the factored MDP that defines a ”compact but compre-
hensive” factorization of the transition function and supports efficient learning of
the relevant features. We consider two major aspects to modeling world dynamics:
differentiating features and predicting changes.
First, we differentiate the roles of attributes or features that characterize a state. In
a regular factored MDP, the state-attributes or features serve to both define the state
space and capture information about the transition model. For example, two state-
attributes, the (x, y)-coordinates uniquely identify a state and compactly factorize the
state space in a grid-world. A policy can be learned on this factored space. The state
transition dynamics, however, may depend on other features of the state, such as the
surface material at the location (state). Such features are often carefully included in the
state representations. While essential in formulating the transition or reward models,
these features may complicate the planning or learning processes by increasing the
size and complexity of the state space.
We separate the state identifying state-attributes from the “merely” informative
state-features in our representation. This way, we can apply an efficient feature se-
lection method on a large number of state features to capture the transition dynamics,
while maintaining a compact state space.
Second, we predict the relative changes of states instead of directly specifying
the next state-attributes in a transition. In the RL context, an action will stochas-
tically create an effect that determines how the current state changes to the next
one (Boutilier, Dearden, and Goldszmidt 2001; Leﬄer, Littman, and Edmunds 2007;
Sherstov and Stone 2005). Mediating state changes via action effects is a common
strategy in situation calculus (McCarthy 1963). Since the number of relative changes
or action effects is usually much smaller than the size of the state space, or the
size of state-attribute domains, the corresponding prediction task should be easier.
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The learning problem can then be expressed as a multi-class classification task of
predicting the action effects.
Formally, a situation calculus MDP (CMDP) is defined by a tuple (S , f , A,T, E,R, γ),
where S , A,T,R, γ have the same meaning as in a regular MDP. S = 〈S 1, S 2, .., S n〉 is
the state space implicitly represented by vectors of n state-attributes. The function
f : S → Rm extracts m state-features from each state. E is an action effect variable
such that the transition function can be factored as
T (s, a, s′) = P(s′ | s, a) =
n∏
i=1

























Figure 4-1: a.) Standard DBN. b.) Our customized DBN for CMDP.
Figure 4-1b shows an example of this decomposition. The agent uses the feature
function f to identify the relevant features, and then uses both state attributes and
features to predict the action effects. We also assume that the effect e and current state
s determine the next state s′, thus P(s′|e, s) is either 0 or 1. This defines the semantic
meaning of the effect which is assumed to be known by the agent. The remaining task
is to learn the P(e|s, a) = P(e|x(s), a), where x(s) = (s, f (s)), which is a classification
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problem; we propose to solve this problem by using multinomial logistic regression
methods.
4.2 mDAGL: multinomial logistic regression
with group lasso
We will next introduce a regularized online multinomial regression method with group
lasso that allows us to learn a probabilistic multi-class classifier with online feature
selection. We also show that the structure and parameters of the learnt classifier are
likely to converge to those of the optimal classifier.
4.2.1 Multinomial logistic regression
Multinomial logistic regression is a simple yet effective classification method. As-
suming K classes of d-dimensional vectors x ∈ Rd, we represent each class k with
a d-dimensional prototype vector Wk. Classification of an input vector x is based on
how “similar” it is to the prototype vectors. Similarity is measured with inner product
〈Wk, x〉 = ∑di=1 Wkixi, where xi denotes feature i. The log probability of a class is
defined by log P(y = k|x; Wk) ∝ 〈Wk, x〉. The parameter vectors of the model form the
rows of a matrix W = (W1, ...,WK)T .
Let lt(W t) = − log P(yt|xt; W t) denote the item-wise log-loss of a model with
coefficient matrix W t predicting a data point (yt, xt) observed at time t. A typical
objective of an online learning system is to minimize the total loss by updating its
W t over time. However, the resulting model will often be very complicated and
over-fitting. To achieve a parsimonious model, we express our a priori belief that most





K||W·i||2, where ||W·i||2 denotes the 2-norm of the ith column of W, and λ is a
positive constant. This regularization is similar to that of group lasso. It communicates
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the idea that it is likely that a whole column of W has zero values (especially, for large
λ). A column of all zeros suggests that the corresponding feature is not necessary for
classification.





















where W t is the coefficient matrix learned using t − 1 previously observed data items.
The quality of a sequence of parameter matrices W t, t ∈ (1, . . . ,T ) with respect to a
fixed parameter matrix W can be measured by the amount of extra loss, or regret








We want to learn a series of parameters W t to achieve small regret with respect to
a good model W that has a small loss LW(T ).
4.2.2 Online learning for regularized multinomial
logistic regression
We introduce mDAGL (Algorithm 3) to extend the efficient dual averaging method
(Xiao 2009) for solving lasso and group lasso (Yang et al. 2010) logistic regression on
binary classification to the multi-class case.
Let h(W) be a strongly convex function with modulus 1; W0 = arg minW h(W), and
let W t=1 be initialized to W0. Let Gtki be the partial derivatives of function lt(W) with
respect to Wki at W t (Gtki =
∂lt
∂Wki
(W t)). We define G¯t to be a matrix of average partial
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Gτki = −xτi (I(yτ = k) − P(k|xτ; Wτ)). (4.1)
For any data observed at time t, we update the coefficient matrix via











where βt is a non-negative, non-decreasing constant sequence, and 〈·, ·〉 denotes an







Theorem 1 (Update Rule). Given h(W) = 12 ||W ||22, a K × d average gradient matrix



















Proof Sketch. Since the minimization problem 4.2 is component-wise on one column
of W, we can focus on each of the column of W separately to find its solution.
Because inner product of two vectors of same length will have smallest value when
the two vectors are in opposite direction, the solution to each of the component-wise
minimization problem should be a factor of ϕ (ϕ ≤ 0) to the corresponding column
in the average gradient matrix. Subsequently, we can turn the problem into a basic
quadratic function minimization problem. 
This rule dictates that when the length of the average gradient matrix column is
small enough, the corresponding parameter column should be truncated to zero. This
amounts to feature selection.
The following regret analysis confirms that the solution will converge and that the




Theorem 2 (Regret Bound). Let the sequence of {W t}t≥1 be generated by the update
rule (4.3), and assume that there exists a constant G such that ||Gt||22 ≤ G2,∀t ≥ 1.
If we choose βt = α
√
t where α > 0, then for any t ≥ 1 and for any W that satisfies













Proof Sketch. The item-wise loss function lt(W) of multinomial logistic regression
is convex, thus the techniques used for binary case (Xiao 2009) can be applied for
multinomial case as well. 
Algorithm 3 The mDAGL algorithm
Input: λ, α
Let h(W) be a strongly convex function with modulus 1
Let W1 = W0 = arg minW h(W)
Let G¯0 = 0¯
for t = 1, 2, 3, ... do
(yt, xt)← observe data
(W t+1, G¯t)← mDAGL-update(t, yt, xt,W t, G¯t−1, λ, α)
end for
Algorithm 4 mDAGL-update
Input: t, yt, xt,W t, G¯t−1, λ, α
Gt ← use equation 4.1 with (yt, xt),W t
G¯t ← t−1t G¯t−1 + 1t Gt
W t+1 ← use equation 4.3 with G¯t, βt = α
√
t, λ
return (W t+1, G¯t)
Since the average regret goes asymptotically to zero, it may look very feasible that
the sequence (W t) also converges to some optimal W∗. However, the regret analysis
is valid for any sequence of data, and without additional assumptions about the data
generating process there may not be any asymptotically optimal classifier W∗, thus
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convergence is not meaningful. To study convergence, we assume the data is to be
sampled independently from some joint distribution p for data vector (y,x). In this case
we try to find a W that minimizes the expected loss Ep[l(W)] + Ψ(W). Now assuming
that the optimal solution W∗ is sparse, and some other technical assumptions, it is
indeed possible to show that
P(||W t −W∗||2 > ) <
[








where r and c are constants (see Lemma 13 in (Lee and Wright 2012) for the result
and its assumptions).
4.3 An example
We need to implement an autonomous robot to navigate in a small garden that is
colorful with the red of tomatos, the green of vegtables, and the black of soil, etc.
The garden surface is made of various materials such as sand, soil, or rock. The
robot has two actions, namely ”move left”, and ”move forward”. Depending on the
characteristics at each location in the garden, an action may have different effects
on the environment. For instance, the action move left may take the robot to a new
location on its left, or on its front depending on the surface at the robot place.
In order to learn an action policy for this task, one may simply discretize the space
into a grid and learn a policy for the robot to navigate in that grid world. Two variables,
the x and y coordinates of the robot in the garden, can fully identify every state in the
environment, thus CMDP factorizes the state space by these two variables, which we
call state-attributes. The transition model is, then, a function to encode the probability
distributions of these two variables at a next time step given their current values. Other
information such as the colors of the trees, tomatos, surface materials etc. that may
help to learn the world transition dynamics is represented as state-features.
In some applications, one can represent the transition dynamics models efficiently
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via our customized DBN (in Chapter 4) based on only these state-attributes and state-
features; a state attribute is predicted directly based on information in the previous
time slice. There are no nodes of action effects in the network. However, in some
other domains, we may further exploit domain knowledge of robot actions to model
the transition dyanmics more compactly. In this example, An attempt to move left in
the grid world may lead the agent to move one step left or one step forward, with small
probabilities. The relative changes in states, “moved left” and “moved forward”, are
called effects of the action. Thus, instead of directly predicting state-attributes, we
can first predict the action effects, and then infer next state-attributes based on current
values of state-attributes and the effects.
Assume that each cell in this environment has one of five surface materials: sand,
soil, water, brick, and grass; there may be walls between cells. Surface and walls
are features that determine the stochastic dynamics of the world. In CMDP, for the
action ”move up” we then may determine the probabilities of different effects using a
W matrix below, for instance. The columns of the matrix correspond to the 9 indicator
variables and a bias factor (brick, sand, soil, water, grass, wall-up, wall-left, wall-
bottom, wall-right, bias) and rows correspond to possible effects for movements (up,
left, down, right, not moved).
W =

3.99 3 3.5 2.6 0 −4 0 0 0.01 0
1.23 1.1 1.15 1.2 0 0 −4 0.02 0 0
0 0 0 0 0 0 0 0 0 0.03
1.23 1.1 1.15 1.2 0.01 0 0 0 −4 0
0 0 0 0 0 4 0.9 0.01 0.91 0

The probability that the action ”move up” leads to moving left instead depends
on the feature vector x of the cell. Feature-vector x (a column vector) describing
the cell determines this probability via P(le f t; W, x) = exp(Wx[2])/Z, where Z is
the normalizing constant ensuring that probabilities sum to one and the [2] picks the
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second entry of the vector Wx (second, since ”left” is the second effect in order).
For example, for a sand cell with walls up and right, vector of relevant features
x = (0, 1, 0, 0, 0, 1, 0, 0, 1, 1). We have:
Wx[1] = 3 − 4 + 0.01 = −0.99; exp(−0.99) = 0.37
Wx[2] = 1.1; exp(1.1) = 3.00
Wx[3] = 0.03; exp(0.03) = 1.03
Wx[4] = 1.1 − 4 = −2.9; exp(−2.9) = 0.06
Wx[5] = 4 − 0.91 = 3.01; exp(3.01) = 20.29
Normalizing the the numbers exp(Wx[i]) gives us the effect distribution,
P(E; W, x) = (0.015, 0.121, 0.042, 0.002, 0.820).
We want to further disallow any chance of moving through the walls so we distribute
the probability of these effects (0.015 for up and 0.002 for right) evenly to other ones.
After this the final effect distribution is,
P(E; W, x) = (0, 0.13, 0.05, 0, 0.83);
P(le f t; W, x) = 0.13.
In practice, there may be a few important features modeling the transition dynamics.
However, an autonomous agent do not know those features. It has to first consider
many features, which may be directly observed in the environment through its sensors,
and be generated from those features, before learning to use only the important ones.
Consequently, the W matrix may be very large and computationally expensive to learn.
For instance, in our example, in addition to 9 indicator features + bias, the robot
has to prepare a vector x including many other irrelevant features that are not shown
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here, such as the colors, the fruits. However, by incorporating sparse coding into
this customized DBN, we will be able to efficiently learn to select features to have a
compact W in which only columns corresponding to important features have values
different from zero; columns in the weight matrix W that correspond to irrelevant
features are all zeros.
4.4 Summary
The core idea in our variant formulation of MDP, called CMDP, is to identify a state
space by state-attributes, while using state-features as extra information to predict the
transition dynamics between state-attribute values given an action via multinomial
logistic regression models. As shown, a multinomial logistic regression model and its
structure can be learnt efficiently online with the mDAGL algorithm as proposed. As a
result, one can conveniently factorize a state space with a large number of features and
let the agent to learn the transition dynamics model online (including both paramters
and structure).
CMDP also suggests a way to formulate the state transition dynamics model via
action effects. In some applications, this decomposition strategy may be quite useful,
since the number of possible action effects are often smaller than the number of states
or state-attributes.
In the next chapter, we will introduce a new RL algorithm based on this new MDP




Model-based RL with online feature
selection
We next present loreRL, a new model-based RL algorithm, in which a task is modeled
by a CMDP. We demonstrate, both by theory and empirical experiments, that our
method leads to computationally efficient learning of a near optimal policy in complex
and feature-rich environments. All these results have been published in Proceedings
of the International Conference on Machine Learning (ICML’13) in 2013 (Nguyen et
al. 2013).
5.1 loreRL: the model-based RL with multinomial
logistic regression
Our main task is to turn transition model learning into the learning of conditional
distributions P(E | s, f (s), a) using multinomial logistic regression for which attention
to relevant features can be efficiently implemented online via mDAGL.
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Algorithm 5 The loreRL algorithm
Input: mDAGL regularization parameters λ, α;
CMDP variables S , f , A, E,R, γ; exploration 
Let h(W) be a strongly convex function with modulus 1
Let W0 = arg minW h(W)
Let W¯ = (W1,W2, . . . ,W|A|) = (W0,W0, . . . ,W0)
Let G¯ = (G¯1, G¯2, . . . , G¯|A|) = (0¯, 0¯, . . . , 0¯)
s0 ← random initial state
for t = 1, 2, 3, ... do
pi← Solve MDP using transition model T (W¯)
a← pi(st, ) #-greedy action selection
Take action a yielding effect e, next state st+1
(Wa, G¯a)← mDAGL − update(e, st, f (st),Wa, G¯a, λ, α)
end for
The key steps of our method, called loreRL (RL with regularized logistic regres-
sion), are presented in Algorithm 5. Inputs to loreRL are the CMDP components
(except the transition function), regularization parameters λ and α of the mDAGL
algorithm, and the  that determines the probability of taking a random action. We
first initialize logistic regression parameters Wa and the average gradient matrices G¯a
for each action a ∈ A. We also randomly select a starting state s0.
At each time step, a random action a is chosen with a small probability , but
otherwise we calculate the optimal policy pi for an MDP with the transition model
T (W) based on the current effect predictors. While in this dissertation we have used
value iteration (like in Rmax) for finding an optimal policy, any other planning tech-
nique can be used as well. We do not focus on the planning part of RL here, but
Dyna-Q (Sutton 1990), Prioritized Sweeping (Moore and Atkeson 1993), or UCT
(Kocsis and Szepesva´ri 2006) can be deployed for a more scalable algorithm. After
performing an action a in state st and observing its effect e, the experience (e, st, f (st))
will be presented to the mDAGL algorithm that updates the gradient matrix G¯a and the
parameter matrix Wa.
As we just do -greedy random sampling, it is impossible to guarantee PAC con-
vergence to an optimal policy. Assuming that observed data is i.i.d, we can prove that
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difference in optimal value functions of two CMDPs with different logistic regression
based transition functions is bounded by the difference in their parameters.
Theorem 3 (Difference in Value Function). 1 Let M1 = (S , f , A,T (W M1), E,R, γ)
and M2 = (S , f , A,T (W M2), E,R, γ) be two CMDPs with optimal policies pi1 and pi2










V M2pi1 (s) − V M2pi2 (s)
)
≤ 2γVmax11−γ ,
where W (a),M1e and W
(a),M2
e refer to the vector of coefficients corresponding to class
E = e under action a in model M1 and M2 respectively, || · ||1 is the 1-norm of vector,
and Vmax is the maximum value of any state for any policy in either of the CMDPs.
Proof Sketch. By Pinsker inequality, we can bound the probability prediction differ-
ence between the transition models in two CMDPs M1 and M2 by 1. The bound on
the difference between the value functions is then derived based on Lemma 33 in (Li
2009). 
By taking M2 to be an CMDP based on the optimal W∗ and M1 an estimated CMDP
based on mDAGL, the vanishing bound given in equation (4.5) can be translated into
a vanishing bound for value difference of policies. This leads to a corollary for
convergence to optimal policy.
Corollary 1 (Convergence guarantee). If the transition model in the true CMDP M2
is representable by multinomial logistic distributions, then the policy pi1 calculated
based on CMDP M1, where the transition model is learnt by mDAGL, would most
probably optimal.
When we cannot express the true transition dynamics as logistic regression based
on the available state features, it is hard to give guarantees of performance. We
1Full proof of this theorem, attached in Appendix C, has been written by Zhuoru Li.
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will have a case study on a real robotic domain, where we cannot expect the world
dynamics to follow logistic distributions, and the data observation to be i.i.d., to
backup our theories (see Section 7.4.1). However, we can still have some confidence
in doing well here. The logistic regression model P∗l closest (in Kullback-Leibler
distance) to the true model Ptrue (possibly not a logistic regression model) is the one2
that has the smallest expected log-loss. While our optimality criterion is the expected
regularized log-loss, we expect the regularized log-loss optimal model P∗
Ψ
to be close
to P∗l thus almost as close to Ptrue as we can get. This relatively small KL-distance can
be converted to relatively small distances in actual transition probabilities, which can
then further be converted to a relatively small bound on value differences by the same
arguments used in proving Theorem 3. Therefore, since our model would very likely
converge close to P∗
Ψ




We present the empirical evaluation of loreRL on a popular domain of grid-world
navigation. The experiments aim to demonstrate that loreRL can a) generalize and
approximate the transition model to achieve fast convergence to near optimal policy,
and b) with feature selection, perform well in complex, feature rich environments. We
also want to see if theoretical promises derived under assumption of i.i.d sampling
can be realized in practice. We compare accumulated rewards of loreRL with factored
Rmax (fRmax), in which the network structures of transition models are known (Strehl,
Diuk, and Littman 2007), and with factored -greedy (fEpsG), in which the optimistic
Rmax exploration of fRmax is replaced by -greedy strategy. We also compare our
method with RL-DT (Hester and Stone 2009) and LSE-Rmax (Chakraborty and Stone
2011), which are the state of the art model-based RL algorithms for learning transition
models. All the results are averaged over 20 runs, and we report the 95% confidence
2Such model may not always exist since the parameter set is open. However, for our argument, any
model with almost infimum distance to the true model will do.
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intervals. We run the experiments with loreRL having α = 1.5, λ = 0.05, γ = 0.95,
exploration  = 0.05, parameter m = 10 for fRmax, m = 5 for Rmax (m = 5 is small
for Rmax, but increasing it has not yielded better result), fixed m = 10, σ = 0.99 for
LSE-Rmax (values originally used in (Chakraborty and Stone 2011)).
5.2.1 Experiment set-up
In this domain, the agent tries to reach its goal in the grid-world consuming as little
energy as possible. The world has 900 cells/states. Each cell has one of five surface
materials: sand, soil, water, brick, and fire; there may be walls between cells. Surface
and walls are features that determine the stochastic dynamics of the world. In addition,
to test the variable selection aspect, we attach hundreds of random binary features
to the environment ; the agent needs to focus on the important features to learn the
environment dynamics model, and consequently to achieve its goal. The agent can
perform four actions (move up, down, left, right), which will lead it to one of the four
states around it or leave it to its current state. Effects of the actions are captured in five
outcomes (moved up, left, down, right, did not move). The states are defined by the
(x,y)-coordinates of the agent. To perform an action, agent will spend 0.01 units of
energy. It loses 1 unit if falling into a state of fire, but gains 1 unit when successfully
reaching an exit door. A task ends when agent reaches a terminal state, i.e., any exit
door or state with fire.
We generate the environment transition models from four random multinomial
logistic distributions (one for each action) (see Appendix D); every different combina-
tion of cell surfaces and walls around the cell will lead to different transition dynamics
at the cell. The probability of going through a wall is rounded to zero and the freed
probability mass is evenly distributed to other effects. The example in Chapter 4
provides a detailed description. The agent’s starting position is randomly picked in
each episode.
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5.2.2 Generalization and convergence
We first show that when the feature space is small, loreRL performs as efficiently as
the state of the art methods. RL-DT employs a decision tree to generalize transition
dynamics knowledge over states, but it is implemented with -greedy exploration strat-
egy. LSE-Rmax appears to be the best structure learning method for ergodic factored
MDPs (Chakraborty and Stone 2011). fRmax and fEpsG have correct DBN structures
provided by an oracle. All the methods are implemented with our customized DBN


























Figure 5-1: Accumulated reward in a CMDP with 10 features.
As seen in Figure 5-1, loreRL can approximate the world dynamics using samples
in all the states, thus it converges as fast as fEpsG, and RL-DT to near optimal policy.
Although fRmax is provided with the correct DBN structure, its accumulated reward
is lower due to aggressive exploration to find the optimal model. After exploration the
policy is guaranteed to be near optimal, but it may still take a long time (or forever)
to catch up with loreRL. While LSE-Rmax follows the Rmax scheme, it starts with a
simple model and explores a bit less aggressively than fRmax, gaining some advantage
in early episodes. However, LSE-Rmax appears to require much more data to choose a
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more complex model. Its accumulated reward drops below fRmax after 150 episodes,
and the angle of the curve suggests that its DBN structure is still not correct. We do

























Figure 5-2: Accumulated reward in a CMDP including extra 200 irrelevant features.
When the feature set has many irrelevant features (Figure 5-2), loreRL is able to
learn the relevant ones and still gain nearly as high accumulated reward as fEpsG
which has relevant features provided by oracle. Also loreRL’s running time is not
much longer than fRmax’s or fEpsG’s (Table 5.1). Other methods are too slow to be
run in this high-dimensional environment.
These results also suggest that with -greedy exploration and random restarts, near
optimal policy can be found even without i.i.d data sampling.
Table 5.1: Average running time per. episode in 800 episodes when acting in an
environment with 210 features. (Slow RL-DT, LSE-Rmax could only be run with 10
features.) Run on Intel Xeon CPU 2.13GHz, 32GB RAM.
Algorithm fRmax fEpsG RL-DT LSE-R. bloreRL loreRL
Time (sec.) 0.26 0.25 9.09 67.53 4.3 0.55
51
5.2.3 Feature selection
To model real-life situations, the feature space is usually exponentially large, as we
have discussed in section 1.2. The ability to focus only on the (most) relevant features
is required to achieve effective learning. To understand the role of attention, we focus
on comparing loreRL with a bloreRL that is based on multinomial logistic regression
























Figure 5-3: Accumulated rewards achieved after 800 episodes in CMDPs with
different no. of irrelevant features. The CMDPs formulate the same grid-world, but
use different sets of features.
Figure 5-2 shows the accumulated reward when the environment has 200 irrelevant
binary features. As seen, loreRL is still able to converge fast to optimal policy,
and outperforms fRmax and bloreRL. Figure 5-3 shows performances of loreRL and
bloreRL after 800 episodes as a function of the number of irrelevant features. Only
minimally affected by the actual number of irrelevant features, loreRL can quickly
select the relevant features and outperform bloreRL. loreRL does not lose much to
fEpsG either. While fRmax may find an optimal policy before loreRL due to agressive
exploration, its accumulated reward is still lower than loreRL’s. In our experiments,
we also observed that loreRL is much faster than bloreRL (see Table 5.1). That is
probably due to loreRL’ capability of selecting a small set of features. .
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5.3 Discussion
We have demonstrated how online multinomial logistic regression with group lasso
can be used to quickly obtain a parsimonious transition model in model based RL.
The method leads to fast learning since a single transition model can be learnt using
samples from all the states with a small set of features. Strehl and Littman (2007), and
Walsh et al. (2009) have also proposed an online linear regression method with L2-
regularization to approximate the transition model in continuous MDP. L2, however,
does not implement feature selection.
The efficiency is gained, however, at the expense of generality. Not all transition
functions can be accurately represented as predicting action effects using state fea-
tures via logistic regression. Nevertheless, we believe that this compromise between
scalability and generality is often a useful one. The generality problem may also
be alleviated by introducing non-linear features that are combinations of the original
ones.
The current work addresses the question of learning good models, but the problem
of learning good policies in large state spaces still remains. Our model learning
method is independent of the policy learning; thus, it can well be coupled with any
scalable approximate policy learning algorithms.
5.4 Summary
In this chapter, we have introduced loreRL, a new model-based RL algorithm, to
work with complex and feature-rich environments. In loreRL, a task is modeled
by a CMDP, and the transition dynamics model is learnt by mDAGL. Theoretical
and empirical evidence suggests that CMDP and mDAGL are useful components to
implement “attention focus” or online feature selection for model-based RL. As we
will see in the next chapter, a view in our complete framework (in Chapter 3) can be






We now introduce a technique enabling an agent to accumulate experience during
its life time to quickly adapt to a new task. To address the challenging settings of
heterogeneous environments, we propose a transfer learning framework based on
transferring expectations using a library of views. Each view is constructed upon
CMDP and loreRL method as previously described in Chapters 4 and 5. This approach
has been published in the International Conference on Machine Learning Workshop
on Representation Learning (ICML’12) in 2012 (Nguyen, Silander, and Leong 2012a),
and in Proceedings of Advances in Neural Information Processing Systems (NIPS’12)
in 2012 (Nguyen, Silander, and Leong 2012b).
In RL, an agent autonomously learns how to make optimal sequential decisions by
interacting with the world. The agent’s learned knowledge, however, is task and
environment specific. A small change in the task or the environment may render
the agent’s accumulated knowledge useless; costly re-learning from scratch is often
needed.
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Transfer learning addresses this shortcoming by accumulating knowledge in forms
that can be reused in new situations. Many existing techniques assume the same state
space or state representation in different tasks. While recent efforts have addressed
inter-task transfer in different action or state spaces, specific mapping criteria have to
be established through policy reuse (Ferna´ndez, Garcı´a, and Veloso 2010), action cor-
relation (Sherstov and Stone 2005), state abstraction (Walsh, Li, and Littman 2006),
inter-space relation (Soni and Singh 2006), or other methods. Such mappings are hard
to define when the agent operates in complex environments with large state spaces
and multiple goal states, with possibly different state feature distributions and world
dynamics. To efficiently accomplish varying tasks in heterogeneous environments, the
agent has to learn to focus attention on the crucial features of each environment.
We propose a system that tries to transfer old knowledge, but at the same time
evaluates new options to see if they work better. The agent gathers experience during
its lifetime and enters a new environment equipped with expectations on how different
aspects of the world affect the outcomes of agent’s actions. The main idea is to allow
an agent to collect a library of world models or representations, called views, that it
can consult to focus its attention in a new task. In this dissertation, we concentrate
on approximating the transition model. The reward model library can be learned in
an analogous fashion. Effective utilization of the library of world models allows the
agent to capture the transition dynamics of the new environment quickly; this should
lead to a jumpstart in learning and faster convergence to a near optimal policy. The
main challenge is learning to select a proper view for a new task in a new environment,
without any predefined mapping strategies.
We will next formalize the problem and describe the method of collecting views
into a library. We will then present an efficient implementation of the proposed transfer
learning technique. After discussing related work, we will demonstrate the efficacy of
our system through a set of experiments in two different domains.
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6.1 TES: transferring expectations
A key idea of this approach is that the agent can represent the world dynamics from its
sensory state space in different ways. Such different views correspond to the agent’s
decisions to focus attention on only some features of the state in order to quickly
approximate the state transition function.
6.1.1 Decomposition of transition model
To allow knowledge transfer from one state space to another, we assume that each state
s in all the state spaces can be characterized by a d-dimensional feature vector f (s) ∈
Rd. The states themselves may or may not be factored. In addition, state transitions are
mediated via action effects. An action effect is more independent with specific states
in a task’ state space. We formulate a task by a CMDP(S , f , A,T, E,R, γ), introduced
in section 4.1.
For notation convenience, however, we re-define CMDP by a tuple (S , A, E, τ, η, f ,R)
in which the transition model is defined through the terms E, τ, η, f , where E is an
effect set and f is a function from states to their feature vectors. τ : S ×A×E → [0, 1]
is an action model such that τ(s, a, e) = P(e | f (s), a) indicates the probability of
achieving effect e upon performing action a at state s. Notice that the probability of
effect e depends on state s only through the features f (s) in this formulation, though
f (s) may be defined to include state-attributes s as well. While the agent needs to learn
the effects of the action, it is usually assumed to understand the meaning of the effects,
i.e., how the effects turn each state into a next state. This knowledge is captured in
a deterministic function η : S × E → S . Different effects e will change a state s to
a different next state s′ = η(s, e). The MDP transition model T can be reconstructed
from the CMDP by the equation:
T (s, a, s′; τ) = P(s′ | f (s), a) = τ(s, a, e), (6.1)
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where e is the effect of action a that takes s to s′, if such an e exists, otherwise
T (s, a, s′; τ) = 0.
6.1.2 A multi-view transfer framework
In our framework, the knowledge gathered and transferred by the agent is collected
into a library T of online effect predictors or views.
A view consists of a structure component f¯ that picks the features which should be
focused on, and a quantitative component Θ that defines how these features should be
combined to approximate the distribution of action effects. Formally, a view is defined
as τ = ( f¯ ,Θ), such that P(E|S , a; τ) = P(E| f¯ (S ), a; Θ) = τ(S , a, E), in which f¯ is an
orthogonal projection of f (s) to some subspace of Rd. Each view τ is specialized in
predicting the effects of one action a(τ) ∈ A and it yields a probability distribution for
the effects of the action a in any state. This prediction is based on the features of the
state and the parameters Θ(τ) of the view that may be adjusted based on actual effects
observed in the task environment.
We denote the subset of views that specify effects for action a by T a ⊂ T .
The main challenge is to build and maintain a comprehensive set of views that can
be used in new environments likely resembling the old ones, but at the same time
allow adaptation to new tasks with completely new transition dynamics and feature
distributions.
Algorithm 6 describes a procedure to build and use the library. At the beginning
of every new task, the existing library is copied into a working library which is also
augmented with fresh, uninformed views, one for each action, that are ready to be
adapted to new tasks. We then select, for each action, a view with a good track record.
This view is used to estimate the optimal policy based on the transition model specified
in Equation 6.1, and the policy is used to pick the first action a. The action effect is
then used to score all the views in the working library and to adjust their parameters.
In each round the selection of views is repeated based on their scores, and the new
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optimal policy is calculated based on the new selections. At the end of the task, the
actual library is updated by possibly recruiting the views that have “performed well”
and by retiring those that have not.
Algorithm 6 TES: Transferring Expectations using a library of views
Input: T = {τ1, τ2, ...}: view library; CMDP j: a new jth task;
Φ: view goodness evaluator
Let T0 be a set of fresh views - one for each action
Ttmp ← T ∪ T0 /* the working library for the task */
for all a ∈ A do
Tˆ [a]← argmaxτ∈T a Φ(τ, j) /* selecting views */
end for
for t = 0, 1, 2, ... do
at ← pˆi(st), where pˆi is obtained by solving MDP using model Tˆ
Perform action at and observe effect et
for all τ ∈ T attmp ∪ T at do
S core[τ]← S core[τ] + log τ(st, at, et)
end for
for all τ ∈ T attmp do
Update view τ based on ( f (st), at, et)
end for
Tˆ [at]← argmaxτ∈T attmp S core[τ] /* selecting views */
end for
for all a ∈ A do
τ∗ ← argmaxτ∈T atmp S core[τ]T a ← growLibrary(T a, τ∗, S core, j) /* updating library */
end for
if |T | > M then
T ← T − {argminτ∈T Φ(τ, j)} /* pruning library */
end if
Scoring the views
To assess the quality of a view τ, we measure its predictive performance by a cumula-
tive log-score. This is a proper score (Savage 1971) that can be effectively calculated
online.
Given a sequence Da = (d1, d2, . . . , dN) of observations di = (si, a, ei) in which
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si, a, ei; θ(D:i−1, τ)
)
is the probability of event ei given by the event predictor
τ based on the features of state si and the parameters θ(D:i−1, τ) that may have been
adjusted using previous data D:i−1 = (d1, d2, . . . , di−1). In section 6.2, we discuss ways
to update θ incrementally.
Growing the library
After completing a task, the highest scoring new views for each action are considered
for recruiting into the actual library. The winning new views are automatically ac-
cepted. In this case, the data has most probably come from the distribution that is far
from the any current models, otherwise one of the current models would have had an
advantage to adapt and win.
The winners τ∗ that are adjusted versions of old views τ¯ are accepted as new
members if they score significantly higher than their original versions, based on the
logarithm of the prequential likelihood ratio (Dawid 1984) Λ(τ∗, τ¯) = S (τ∗,Da) −
S (τ¯,Da). Otherwise, the original versions τ¯ get their parameters updated to the new
values. This procedure is just a heuristic and other inclusion and updating criteria may
well be considered. The policy is detailed in Algorithm 7.
Pruning the library
To keep the library relatively compact, a plausible policy is to remove views that have
not performed well for a long time, possibly because there are better predictors or
they have become obsolete in the new tasks or environments. To implement such a
retiring scheme, each view τ maintains a list Hτ of task indices that indicate the tasks
for which the view has been the best scoring predictor for its specialty action a(τ). We
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Algorithm 7 Grow sub-library T a
Input: T a, τ∗, S core, j: task index; c: constant;
Hτ∗ = {}: empty history record
Output: updated library subset T a and winning histories Hτ∗
if τ∗ ∈ T a0 thenT a ← T a ∪ {τ∗} /* add newbie to library */
else
Let τ¯ ∈ T be the original, not adapted version of τ∗
if S core[τ∗] − S core[τ¯] > c then
T a ← T a ∪ {τ∗}
else
T a ← T a ∪ {τ∗} − {τ¯}
Hτ∗ ← Hτ¯ /* inherit history */
end if
end if
Hτ∗ ← Hτ∗ ∪ { j}
can then calculate the recency weighted track record for each view. In practice, we
have adopted the procedure by Zhu et al. (Zhu, Ghahramani, and Lafferty 2005) that





where µ controls the speed of decay of past success. Other decay functions could
naturally also be used. The pruning can then be done by introducing a threshold for
recency weighted score or always maintaining top M views.
6.2 View learning
In TES, a view can be implemented by any probabilistic classification model that can
be quickly learned online. We employ mDAGL (see section 4.2), an online multi-
nomial logistic regression algorithm with group Lasso. While multinomial logistic
regression models cannot capture all the conditional distributions, their simplicity
allows fast online learning in very high dimensional spaces. The detailed analyses
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in Chapter 4 and 5 have demonstrated the efficiency of this approach.
Although learning views is necessary for an autonomous agent, in some applica-
tions this library of potential views may be made readily available by domain experts.
The agent is left with only selecting and adapting appropriate views for an environ-
ment. Nguyen et al. (2012a) have implemented another simplified version of TES in
which a view is predefined with a DBN structure. View parameters are modeled by
Dirichlet distribution that is updated by Bayes rule.
6.3 Experiments
We examine the performance of our expectation transfer algorithm TES that transfers
views to speed-up the learning process across different environments in two bench-
mark domains. We show that TES can efficiently: a) learn the appropriate views
online, b) select views using the proposed scoring metric, c) achieve a good jump
start, and d) perform well in the long run.
To better compare with some related work, we evaluate the performance of TES for
transferring both transition models and reward models in RL. TES can be adapted to
transfer reward models as follows: Assuming that the rewards follow a Gaussian distri-
bution, a view of the expected reward model can be learned similarly as in section 6.2.
We use an online sparse linear regression model instead of the multinomial logistic
regression. Simply replacing matrix W by a vector w, and using squared loss function,
the coefficient update function can be found similar to that in Equation 4.3 (Xiao
2009). When studying reward models, the transition models are assumed to be known.
6.3.1 Learning views for effective transfer
In the first experiment, we compare TES with the locally weighted LWT approach
by Atkeson et al. (Atkeson, Moore, and Schaal 1997) and with the non-parametric
hierarchical Bayesian approach HB by Wilson et al. (Wilson et al. 2007) in transfer-
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ring reward models. We adopt the same domain as described in Wilson et al.’s HB
paper, but augment each state with 200 random binary features. The objective is to
find the optimal route to a known goal state in a color maze. Assuming a deterministic
transition model, the highest cumulative reward, determined by the colors around each
cell/state, can be achieved on the optimal route.
Experiment set-up: Five different reward models are generated by normal Gaussian
distributions, each depending on different sets of features. The start state is random.
We run experiments on 15 tasks repeatedly 20 times, and conduct leave-one-task-out
test. The maximum size M of the views library, that is initially empty, is set to be
20; threshold c for growing the library is set to be log 300. The parameters for view
learning are: λ = 0.05 and α = 2.5.
Table 6.1: Transfer of reward models: Cumulative reward in the first episodes; Time
to solve 15 tasks (in minutes), in which each is run with 200 episodes. Map sizes vary
from 20 × 20 to 30 × 30.
Methods
Tasks Time
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
HB -108.01 -85.26 -67.46 -90.17 -130.11 -95.42 -46.23 -77.10 -83.91 -51.01 -131.44 -97.05 -90.11 -48.91 -92.31 77.2
LWT -79.41 -114.28 -83.31 -46.70 -245.11 -156.23 -47.05 -49.52 -105.24 -88.19 -174.15 -85.10 -55.45 -101.24 -86.01 28.6
TES -45.01 -78.23 -62.15 -54.46 -119.76 -115.77 -37.15 -58.09 -167.13 -59.11 -102.46 -45.99 -86.12 -67.23 -81.39 31.5
As seen in Table 6.1, TES on average wins over HB in 11 and LWT in 12 out of
15 tasks. In the 15 × 20 = 300 runs TES wins over HB 239 and over LWT 279 times,
both yielding binomial test p-values less than 0.05. This demonstrates that TES can
successfully learn views and utilize them in novel tasks. Moreover, TES runs much
faster than HB, and just slightly slower than LWT. Since HB does not learn the relevant
features for model representation, it may overfit, and the knowledge learned cannot be
easily generalized. It also needs a costly sampling method. Similarly, the strategy for
LWT that tries to learn one common model for transfer in various tasks often does not
work well.
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6.3.2 Multi-view transfer in complex environments
In the second experiment, we evaluate TES in a more challenging domain, transfer-
ring transition models. We consider a grid-based robot navigation problem in which
each grid-cell has the surface of either sand, soil, water, brick, or fire. In addition,
there may be walls between cells. The surfaces and walls determine the stochastic
dynamics of the world. However, the agent also observes numerous other features in
the environment. The agent has to learn to focus on the relevant features to quickly
achieve its goal. The goal is to reach any exit door in the world consuming as little
energy as possible.
Experiment set-up: The agent can perform four actions (move up, down, left, right)
which will lead it to one of the four states around it, or leave it to its current state if it
bumps into a wall. The agent will spend 0.01 units of energy to perform an action. It
loses 1 unit if falling into a fire, but gains 1 unit when reaching an exit door. A task
ends when the agent reaches any exit door or fire.
We design fifteen tasks with grid sizes ranging from 20×20 to 30×30. Each task
has a different state space and different terminal states. Each state (cell) also has 200
irrelevant random binary features, besides its surface materials and the walls around it.
The tasks may have different dynamics as well as different distributions of the surface
materials. In our experiments, the environment transition dynamics is generated using
three different sets of multinomial logistic regression models (Appendix D) so that
every combination of cell surfaces and walls around the cell will lead to a different
transition dynamics at the cell. The probability of going through a wall is rounded to
zero and the freed probability mass is evenly distributed to other effects. The agent’s
starting position is randomly picked in each episode.
We represent five effects of the actions: moved up, left, down, right, did not move.
The maximum size M of the view library, initially empty, is set to be 20; threshold
c = log 300. In a new environment, the TES-agent mainly relies on its transferred
knowledge. However, we allow some -greedy exploration with  = 0.05. The
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parameters for view learning algorithm are that λ = 0.05, α = 1.5.
We conduct leave-one-out cross-validation experiment with fifteen different tasks.
In each scenario the agent is first allowed to experience fourteen tasks, over 100
episodes in each, and it is then tested on the remaining one task. No recency weighting
is used to calculate the goodness of the views in the library. We next discuss exper-
imental results averaged over 20 runs showing 95% confidence intervals for some
representative tasks.
Transferring expectations between homogeneous tasks
To ensure that TES is capable of basic model transfer, we first evaluate it on a simple
task to ensure that the learning algorithm in section 6.2 works. We train and test
TES on two environments which have same dynamics and 200 irrelevant binary fea-
tures that challenge agent’s ability to learn a compact model for transfer. Figure 6-1
shows how much the other methods lose to TES in terms of accumulated reward in
the test task. loreRL is an implementation of TES equipped with the view learning
algorithm that does not transfer knowledge. fRmax is the factored Rmax (Brafman
and Tennenholtz 2002) in which network structures of transition models are provided
by an oracle (Strehl, Diuk, and Littman 2007); its parameter m is set to be 10 in all
experiments. fEpsG is a heuristic in which the optimistic Rmax exploration of fRmax
is replaced by an -greedy strategy ( = 0.1). The results show that these oracle
methods still have to spend time for learning the parameters of their models, so they
gain less accumulated reward than TES. This also suggests that the transferred view of
TES is likely not only compact but also accurate. Figure 6-1 further shows that loreRL
and fEpsG are more effective than fRmax in early episodes.
View selection vs. random views
Figure 6-2 shows how different views lead to different policies and accumulated re-

































Figure 6-1: Performance difference to TES in early trials in homogeneous
environments.
lated reward difference to TES when the agent follows some random combinations of
views from the library. For clarity we show only 5 such random combinations. For
all these, the difference turns negative fast in the beginning indicating less reward in
































Figure 6-2: Performance difference to TES in early trials in heterogeneous
environments.
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Table 6.2: Cumulative reward after first episodes. For example, in Task 1 TES can
save (0.616 − 0.113)/0.01 = 50.3 actions compared to LWT.
Methods
Tasks
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
loreRL -0.681 -0.826 -0.814 -1.068 -0.575 -0.810 -0.529 -0.398 -0.653 -0.518 -0.528 -0.244 -0.173 -1.176 -0.692
LWT 0.113 -0.966 -0.300 0.024 -1.205 -0.345 -1.104 -1.98 -0.057 -0.664 -0.230 -1.228 0.034 0.244 -0.564
TES 0.616 -0.369 0.230 -0.044 -0.541 -0.784 -0.265 0.255 0.001 -0.298 -1.184 -0.077 0.209 0.389 -0.407
Multiple views vs. single view, and non-transfer
We compare the multi-view learning TES agent with a non-transfer agent loreRL, and
an LWT agent that tries to learn only one good model for transfer. We also compare
with the oracle method fEpsG. As seen in Figure 6-2, TES outperforms LWT which,
due to differences in the tasks, also performs worse than loreRL. When the earlier
training tasks are similar to the test task, the LWT agent performs well. However, the
TES agent also quickly picks the correct views, thus we never lose much but often
gain a lot. We also notice that TES achieves a higher accumulated reward than loreRL
and fEpsG that are bound to make uninformed decisions in the beginning.
Table 6.2 shows the average cumulative reward after the first episode (the jumpstart
effect) for each test task in the leave-one-out cross-validation. We observe that TES
usually outperforms both the non-transfer and the LWT approach. In all 15 × 20 =
300 runs, TES wins over LWT 247 times and it wins over loreRL 263 times yielding
p-values smaller than 0.05.
We also notice that due to its capability of fast capturing the world dynamics, TES
running time is just slightly longer than LWT’s and loreRL’s, which do not perform
extra work for view switching but need more time and data to learn the dynamics
models.
Convergence
To study the asymptotic performance of TES, we compare with the oracle method
fRmax which is known to converge to a (near) optimal policy. Notice that in this
feature-rich domain, fRmax without the pre-defined DBN structure is just similar to
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Rmax. Therefore, we also compare with Rmax. For Rmax, the number of visits to any
state before it is considered “known” is set to 5, and the exploration probability  for

























Figure 6-3: Asymptotic performance.
Figure 6-3 shows the accumulated rewards and their statistical dispersion over
episodes. Average performance is reflected by the angles of the curves. As seen, TES
can achieve a (near) optimal policy very fast and sustain its good performance over
the long run. It is only gradually caught up by fRmax and Rmax. This suggests that
TES have succesfully learned a good library of views in heterogneous environments
and efficiently utilizes those views in novel tasks.
6.4 Discussion
We have presented a framework for learning and transferring multiple expectations
or views about world dynamics in heterogeneous environments. Not surprisingly,
when the environments are different, the combination of learning multiple views and
dynamically selecting the most promising ones yields a system that can learn a good
policy faster and gain higher accumulated reward compared to the common strategy
of learning just a single good model and using it in all occasions.
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Multiple models have previously been used to guide behavior in non-stationary
environments (Doya et al. 2002) (Silva et al. 2006). Unlike our work, these studies
usually assume a common concrete state space. In representation selection, Konidaris
and Barto (Konidaris and Barto 2009) focus on selecting the best abstraction to assist
agent’s skill learning, and Van et al. (Van Seijen, Bakker, and Kester 2008) study
using multiple representations together to solve an RL problem. None of these studies,
however, solve the problem of transferring knowledge in heterogeneous environments.
Utilizing and maintaining multiple models requires additional computation and
memory. We have shown that by a clever decomposition of the transition function,
the model selection and model updating can be accomplished efficiently using online
algorithms. Our experiments demonstrate that performance improvements in multi-
dimensional heterogeneous environments can be achieved with a small computational
cost.
6.5 Summary
We have introduced TES, a novel framework of transferring expectations using a
library of views, to transfer knowledge in heterogeneous environments. We have also
described a detailed combination of loreLR and TES to build a life-long learning agent
as sketched in Chapter 3. The agent could learn, accumulate, and transfer knowledge
in various tasks. In the next chapter, we show case-studies evaluating the proposed




Case-studies: working with a real
robotic domain
We have seen theoretical analyses showing the advantages of loreRL and TES over the
state of the art model-based RL algorithms. On simulated domains, various empirical
evaluations have also confirmed the efficiency of our methods. The results, though
valuable, are obtained under assumptions that are favorable for our approach. In this
chapter, we aim to further evaluate the proposed methods on a real robotic domain
where we cannot expect the effect of actions to follow a logistic regression model. The
content in this chapter has been partly published in Proceedings of the International
Conference on Machine Learning (ICML’13) in 2013 (Nguyen et al. 2013).
7.1 Environments
Figure 7-1 shows all the three environments used in our case studies. They are
designed so that the robot’s actions would have different effects at different locations,
and the environment surfaces are main factors affecting the action effects. The surfaces
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are made of various materials such as beans, soil, hay, leaves, shells, paper board, and
nylon Berber carpet. These materials have different physical effects on the objects that
are moving on them. The slopes and obstacles on the surfaces also contribute to the
effects of the actions. In some areas, the surfaces may change because of the robot’s
actions. We repair the surfaces to the original condition after every episode.
For a robot to efficiently plan its path in these environments, one would need to
carefully design and extract a small set of features based on the slopes, the obstacles,
and the materials of the surfaces in different areas of the environments. However, that
task is usually very difficult. It is preferable to leave the robot to automatically select
relevant features from a large set of simple features by itself. To test our approach, we,
therefore, simply draw on the surfaces green and blue marks. The robot is also marked
with two red marks. There are also a blue ball, and several death-marked spots in the
environment. These things can form very many features. The robot will need to select
a few features that may serve as proxies to the true factors that affect its action effects.
Environment 1 and 3 are deliberately designed so that the robot should base its
views (transition model) on the blue marks. The transition dynamics models in these
two environments are very similar. However, the two environments have also differ-
ences (in irrelevant features): the blue balls, the death places, and the green marks are
at different locations. In section 7.2.3, we will explain the features. Environment 2 is
very different from Environment 1 and 3. It is designed so that the robot should base
its views on the green marks instead of the blue ones.
We treat the environments as discrete MDPs. We discretize the Environment 2
into a state space consisting of 8 × 8 (x,y)-locations and 8 different orientations of a
robot, which yields a state space of 512 states. Environment 1 and 3 are larger, so we
discretize them into a state space consisting of 10 × 10 (x,y) locations and 8 different
orientations of a robot. The environments are in two different sizes, 5 × 5 feet and
6 × 6 feet (Figure. 7-1).
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(a) Environment 1: 6 × 6 feet.
(b) Environment 2: 5 × 5 feet.
(c) Environment 3: 6 × 6 feet.
Figure 7-1: Three different environments.
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7.2 Robot
We use the LEGO Mindstorms NXT v1.1 kit to build a three-wheel robot depicted in
Figure 7-2. Two front wheels of the robot are attached to two separate motors; the
back wheel is free rolling. The track width is 11.2 cm. The robot carries a white panel
on top with a big and a small red marks for the positioning system to locate the robot’s
position and orientation.
Figure 7-2: The robot.
The whole robot system is comprised of three main components, including a
central processor, an observatory system, and a command controller. The positioning
system is a sub-component of the observatory system. Information on the environment
and the robot’s position is captured by a webcam and sent from the observatory system
to the central processor to update robot’s knowledge-base as well as to plan the next
action. The webcam is attached to the ceiling above the area so that the robot can fully
observe the environment. The action command is then transmitted via Bluetooth to the
command controller embedded in the robot to execute. We implement the controller
in leJOS 1.
1leJOS, Java for LEGO Mindstorms. http://lejos.sourceforge.net/
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Figure 7-3: The system architecture.
7.2.1 Actions
The robot is programmed to rotate its left and right wheels in three different ways
corresponding to three actions. For the first action, the robot rotates both its left and
right wheels 246 degrees. For the second action, the robot rotates its left wheel 90 and
right wheel −90 degrees at the same time. For the third action, the robot rotates its
left wheel −90 and right wheel 90 degree. As the robot may be still moving after each
action, we let the system idle for 200 milliseconds after an action waiting for the robot
to stop completely. These actions, under ideal situations, correspond to the actions of
move-forward, turn-left, and turn-right, respectively.
Action effects
Due to inaccurate robot motors, sensors, and various real world factors like the surface
materials, slopes of the surface, and obstacles, the actions may change the robot’s
relative location in four different ways, including moved forward one cell, moved
diagonally forward to the cell on the robot’s left, moved diagonally forward to the cell
on the robot’s right, and did not move. The robot’s orientation can also be changed in
five different ways, including: turned to the next orientation on left, the second next
orientation on left, the next orientation on right, the second next orientation on right,
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and did not turn. That would result in a total of 20 different effects.
7.2.2 Sensor
We mainly process information only from the web-cam in the observatory system.
The web-cam is attached to the ceiling above the area. The robot, therefore, can fully
observe the environment. However, the robot can only capture the big and small red
marks on the top of the robot itself, and the information of the locations of the green,
blue, red marks, and the ball in the environment. As the features are simple, we just
use basic algorithms in OpenCV library 2 to detect them. The result is nearly perfect.
7.2.3 Factorization: state-attributes and state-features
As mentioned, an environment is discretized to n rows×m columns× o orientations,
so the full environment state space can be identified or factorized by those three state
attributes. However, these attributes alone do not contain enough information for
predicting an action effect or transition dynamics. Therefore, it is critical that the
agent also describes each state with a long vector of binary state features. The “green”
binary indicator f Gi (s) of a state s is set to 1 iff there is a green mark that is further than
i units but closer than i + 1 units from the xy-center of the state s (i ∈ {0, . . . , 99}). A
unit equals the width of the environment divided by 100. Similar features are defined
for blue marks and to the blue target ball yielding 300 binary features. Eight indicators
for different robot orientations are also included in the feature-base together with four
intentionally redundant “there is/is-not a green/blue mark in a state”-bits. All together
these yield 312 binary features per state. The intuition behind these features is that
they serve as proxies to surface materials, slopes on the surfaces, obstacles, etc. which
appear to be important factors determining the dynamics in the environments, but
the robot’s sensors cannot capture. Although only few among these 312 features are
2http://opencv.org/
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important for modeling robot’s actions, the robot does not know which ones. The robot
has to learn to select them based on feedback while interacting with the environment.
7.3 Task
The robot is assumed to know the reward model before any start. The robot’s task
is to travel in the environments from a random starting point to reach the blue ball,
which will earn it a reward of 2 points. The robot will receive −1 point if it falls out
of the area or into death places marked with orange rectangles, and −0.05 points for
an action at any other states. An episode ends if the robot reaches a terminal state, or
gets stuck for four consecutive actions.
In other words, the robot aims for the highest cumulative reward in each episode.
It tries to reach the blue ball as fast as possible, but avoid the death places or being
fallen out of the map. In case it is very costly or impossible to reach the ball, the robot
could give up by heading out of the map or running into a death place.
7.4 Experiments
We will first evaluate our new model-based RL algorithm, loreRL, on Environment 2
(Figure 7-1b) to understand the practical qualities of our new state factorization, as
well as the use of simple multinomial logistic regression models in representing the
world transition dynamics. We then test the TES framework, in which loreRL is
a component, to see if TES could effectively transfer knowledge in heterogeneous
environments in practice.
7.4.1 Evaluation of loreRL
The robot battery do not allow us to compare our algorithm with the slow RL-DT
and LSE-Rmax algorithms, thus we will only compare with the fine-tuned algorithms,
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including fRmax, fEpsG, and man-loreRL, in which we manually try to select impor-
tant features and specify the DBN-structures for the transition models. man-loreRL
is based on multinomial logistic regression models with the manually selected 12
important features, including eight indicators for different robot orientations, and four
indicators telling if there is/is-not a green/blue mark in a state. We run the experiments
with loreRL and man-loreRL setting α = 0.5, λ = 0.05, γ = 0.95, exploration  = 0.05,
and parameter m = 10 for fRmax. All results are averaged over 20 runs, and we report























Figure 7-4: Accumulated rewards by various methods.
As shown in Figure 7-4, loreRL appears to quickly capture the environment dy-
namics and outperform other methods. Even with manually selected features, fRmax
and fEpsG require more exploration to learn the dynamics. man-loreRL gains the
rewards a bit faster, but in the end it loses to loreRL slightly, possibly due to the
(unforeseen) insufficiency of the manually selected features. Table 7.1 further shows
that loreRL is fast. Its average running time per episode with 312-features is only
slightly slower than with 12 manually selected features.
The evaluations above have demonstrated that our new model-based RL, loreRL
may work effectively in the real world. It may converge fast to a near optimal policy,
and so achieve a high accumulated reward.
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Table 7.1: Average running time per episode in 50 episodes. Run on Intel Centrino
Duo T2400 (1.83GHz), 2 × 512 MB RAM.
Algorithm fRmax fEpsG man-loreRL loreRL
Time (sec.) 13.44 12.77 9.35 10.81
7.4.2 Evaluation of TES
This case-study is designed to test if TES could effectively manage a good library of
views to reduce the negative transfer effects and achieve better performance than other
methods. We compare the robot’s performance in four scenarios as detailed below, and
report the results for accumulated reward, jumpstart, and running time.
1. loreRL: the robot has no experience in Environments 1 and 2. It runs and learns
views (transition model) directly on Environment 3.
2. LWT: the robot has first experienced Environment 2, and then uses that knowl-
edge (transition model) to learn action policy and run on Environment 3. The
robot does not update its knowledge of the transition model in the new environ-
ment.
3. TES-woRi: the robot has first experienced Environment 2, and then runs on
Environment 3. Different from the scenario 2, however, the robot here has the
capability to adapt and develop new transition model for this novel Environ-
ment 3 if the robot sees that is necessary. This TES-woRi robot is actually the
TES robot, but we do not let it to experience the environment that is similar to
the testing environment. This set-up evaluates TES’s capability to work with
novel environments and to reduce negative transfer effects.
4. TES: the robot has first experienced Environment 1, and then Environment 2,
before it runs on Environment 3. By this setting, we will see how effectively
TES builds the library, and selects views from the library to solve a new task.
Table 7.2 summarizes and highlights the differences in these four scenarios.
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Table 7.2: Four robot testing scenarios.
Scenarios Transferring knowledge Experiences Developing new views Test on
1. loreRL No No Yes Env. 3
2. LWT Yes Env. 2 No Env. 3
3. TES-woRi Yes Env. 2 Yes Env. 3
4. TES Yes Env. 1 and Env. 2 Yes Env. 3
We do not test the setting of letting the robot to experience with Environment 1 and
running on Environment 3. This setting would allow us to see if TES can learn good
views to transfer between similar Environment 1 and 3. However, this effect can also
be observed clearly by comparing TES and TES-woRi. If TES outperforms TES-woRi,
it means that TES learnt compact views of Environment 1 into the library.
Results for accumulated reward
Figure 7-5 shows the differences in accumulated rewards of the robot with LWT,
TES-woRi, and loreRL respectively to the robot with TES. As seen in the figure,
the differences are all below 0, suggesting that TES could effectively transfer the
view library in heterogeneous environments. TES could select the best models to
approximate the world dynamics quickly, and outperform the other methods. It also
suggests that TES with mDAGL has successfully learnt compact action models, likely
without redundant features, to the view library for transfer. For example, the robot
originally has 100 features related to the ball position, and the balls in environment 1
and 3 are at different positions, but the robot can still take advantage of the transferred
knowledge. Checking the transferred model also confirms our hypothesis.
In addition, the data shows that LWT achieves the lowest accumulated reward,
suggesting that LWT has serious negative transfer effect, which usually appears when
knowledge is transferred in heterogeneous environments. TES-woRi also suffers from
the negative transfer effect, but due to its ability to quickly recognize the unsuitabil-
ity of the transferred knowledge, it could adopt new action models to alleviate the






























Figure 7-5: Performance difference to TES in early trials in robotic domain.
Table 7.3: The robot cumulative rewards after the first episodes in 10 repeats.
Method Repeat
Avg 1 2 3 4 5 6 7 8 9 10
loreRL -0.35 0.4 -2.45 -0.9 0.65 -1 -0.8 0.7 0.25 0.5 -0.85
LWT -0.26 1.45 -1.1 -0.55 -0.5 -0.45 1.4 -0.5 -2.4 1 -0.95
TES-woRi 0.36 -0.85 -0.5 1.3 1.1 -0.6 0.3 1.05 -0.75 1.45 1.1
TES 0.31 0.15 0.8 -0.4 0.95 1.3 0.8 0.75 0.85 -1.15 -0.95
Results for jumpstart
To examine the jumpstart, we organize the cumulative rewards after the first episodes
in 10 repeat for all four algorithms into Table 7.3. In 10 repeating runs TES wins
over loreRL 7 times, LWT 6 times (draw in 1 repeat), TES-woRi 5 times; TES-woRi
wins over loreRL 8 times, LWT 7 times. We see that the TES methods have lower
rewards than the others in several runs, and do not statistically significantly show
superiorities over the others. The result, however, is as anticipated, because TES
requires explorative interactions with the environment to select the appropriate views,
but the starting locations in this test are quite close to the terminal “death” states.
Nevertheless, it should be noted that TES methods still have better performance than
the others in more runs. In addition, on average they gain higher jumpstarts.
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Table 7.4: The robot’s average running time per episode in 50 episode runs. The
systems are run on an Intel Core Duo Processor T2400 (1.83 GHz) laptop with 2 ×
512 MB RAM.
Method loreRL LWT TES-woRi TES
Time (sec.) 18.32 13.13 14.34 16.23
Results for running time
Table 7.4 shows the robot’s running times per episode averaged over 50 episodes. A
reason that LWT has the shortest average running time is that LWT transfers and uses
only one model for each action. In addition, since mDAGL is used in the implemen-
tation of LWT, the transferred model is quite compact with only a few features and so
can be learnt quickly. Besides, the policy learnt based on that ”wrong” model appears
to guide the robot to the terminal “death” states or to go out of the map, so the episodes
run with LWT is often shorter than the others.
TES-woRi and TES have to manage a larger view library of 3 × 2 and 3 × 3 action
models respectively, so their running times are longer. However it is interesting to
note that they are not much slower than LWT, and even faster than loreRL which does
not spend time to process transferred knowledge. That is probably because TES can
save quite a lot of time from not having to plan an optimal policy with complex action
models. The TES methods start the planning with compact and simple transferred
action models, and switch to use fresh models later, if necessary, after the robot has
accumulated some data to eliminate a large number of noncritical features in the model
representations. Of course, another possible reason may be that the libraries in this
experiment are relatively small.
7.5 Discussion
The two series of experiments in the robotic domain have convincingly shown that our
new model-based RL algorithm, loreRL, built upon CMDP, the new way of state fac-
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torization, and mDAGL, the sparse multinomial logistic regression, may be effective in
solving complex and feature-rich problems. The TES could be an efficient framework
for transferring knowledge in heterogeneous environments. We conclude that it is
possible to construct a smart autonomous robot which can select features, accumulate
and transfer knowledge in real environments by integrating the loreRL into the TES.
There are several issues that one needs to be concerned with when extending the
proposed methods and using them for real world applications. While running the
experiments, we see that loreRL could not always follow an optimal policy because
we could not fully satisfy the i.i.d data sampling requirement for mDAGL. mDAGL
may quickly find a model to approximate the transition dynamics. After that the robot
mostly, however, ”sees” data in only some limited trajectories since it closely follows
the policy constructed by the model. Consequently, the robot may update its transition
model farther from the true dynamics. To mitigate this effect, the robot may have to
temporarily use a less efficient policy for some periods of time. Nevertheless, in an
ever uncertain world, this issue is not very critical as the robot has to do exploration
for better policies quite often anyway.
We have also limited the analyses of our methods to the robot with a discrete action
space. A robot’s action is usually a result of a combination of various continuous
parameters. However, in this study we manually specified just a set of particular
actions. Consequently, the robot could not fully utilize all of its functional capabilities
to learn a sophisticated policy so as to work efficiently in the real environments. For
example, when the robot is 2 inches from the ball, technically the robot should be able
to control its motors to move 2 inches forward to reach the ball. Perhaps, a simple
way to address this continuous action issue may be to encode action parameters as
features into those regression models. In our customized DBNs of robot’s actions,
each network local structure is a generalized regression model whose input is just a
vector of features.
In addition, we attached a camera to the ceiling so that the robot could always
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capture the whole environment to plan its actions. This setting may not be satisfied in
many applications where the robot has to operate in outdoor environments, for exam-
ple. However, this constraint is not because of our proposed methods, but rather due
to the policy learning algorithm, value iteration. We could have used other methods
instead, such as Dyna-Q (Sutton 1990) or Prioritized Sweeping (Moore and Atkeson
1993), but we chose this basic algorithm to better highlight our contributions to the
learning and transferring of transition (and reward) models.
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Chapter 8
Conclusion and future work
The objective of this dissertation is to build a life-long model-based RL agent that
could automatically and efficiently learn, and transfer knowledge between tasks based
mainly on feedback from their environments. The environments may be complex
and feature-rich. In addition, they may be heterogeneous – the transition, reward
dynamics, feature distributions, state spaces, or terminal states in the environments of
different tasks may be very different.
8.1 Summary and conclusion
Compared to the state of the art methods in both theoretical and empirical evaluations,
the proposed methods have shown to be more efficient in finding a (near) optimal
policy, gaining a higher jumpstart and accumulated reward in a task.
We proposed CMDP, a variant formulation of the factored MDP that incorporates a
principled way to compactly factorize the state space, while capturing comprehensive
transition and reward dynamics information; we distinguished between state-attributes
and state-features, and constructed the transition model through predicting how the
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actions change the world. We also proposed mDAGL, a simple and efficient online
multinomial logistic regression method with group lasso to automatically learn the
relevant structure as well as parameters of the transition model. In other words, the
system would incrementally learn to focus its attention on just a few relevant features
while ignoring many redundant features to form expectations approximating the world
dynamics. The regression models cannot capture the full conditional distributions
like DBNs, but their simplicity allows fast, online learning in very high dimensional
spaces. These techniques appear vital for an autonomous agent to operate in real
environments.
In addition, we introduced loreRL, a model-based RL with online feature selection.
In loreRL, we demonstrated how online multinomial logistic regression with group
lasso can be used to quickly obtain a parsimonious transition model in model based
RL. The method leads to fast learning since a single transition model can be learnt
using samples from all the states with a small set of features. Unlike the other recent
methods based on DBN (Kearns and Koller 1999; Degris, Sigaud, and Wuillemin
2006; Strehl, Diuk, and Littman 2007; Ross and Pineau 2008; Diuk, Li, and Leﬄer
2009; Hester and Stone 2009; Chakraborty and Stone 2011; Hester and Stone 2012),
our method may be less generalized to accurately represent all transition models.
However, this trade-off between generality and scalability may be useful in various
complex real world applications.
Further, we presented TES, an efficient and simple method for learning and trans-
ferring expectations using a library of views about the world dynamics in heteroge-
neous environments. No manual state mappings or assumptions on the similarities
between environments are required. Incorporating loreRL into TES, we could, conse-
quently, achieve a unified system that could learn, accumulate, and transfer knowledge
in complex, feature-rich, and heterogeneous environments. The experimental scenar-
ios suggested that when the environments are different, the combination of learning
multiple views and dynamically selecting the most promising ones yields a system
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that can learn a good policy faster and gain higher accumulated reward compared to
the recent methods (Atkeson, Moore, and Schaal 1997; Wilson et al. 2007). In a long
run over very many episodes and tasks, the hierarchical Bayesian approach by Wilson
et al. may find better policies than TES, but that approach has high computational cost
and is slow.
Last but not least, case-studies on a real robotic domain showed that the assump-
tions of i.i.d. data observation, multinomial logistic distributions and action effects are
not very detrimental to the performance of the autonomous robot in practice. It appears
that the proposed model-based RL system is actually able to select features online to
model the world dynamics, and transfer the views of these models to operate and adapt
effectively in different, unfamiliar real environments. Table 8.1 briefly constrasts the
proposed methods with the existing related work.
Table 8.1: A summary of important methods discussed in this work. We describe
our methods and the highly related ones: RL-DT (Hester and Stone 2009),
Met-Rmax (Diuk, Li, and Leﬄer 2009), LSE-Rmax (Chakraborty and Stone 2011),
LWT (Atkeson, Moore, and Schaal 1997), HB (Wilson et al. 2007) in three
dimensions, including the representations of transition and reward models, the types
of transferred knowledge, and their performance. T and R denote the transition
and the reward models. Gen. records how generalized a model representation
is in each method: ’High’ (generalization) means that a method could accurately
represent all transition/reward models, whereas ’Low’ means that not all models can
be represented. Online, scalability, running time, jumpstart, accumulated reward,
and asymptotic optimality are the performance characters. We relatively compare the
methods on these characters. The optimality column presents the goal of a method:
high reward or optimal policy. X: Yes, ×: No, –: Not applicable (or not a main focus
of a method).
Method Representation Transf. Know. Performance
T R Gen. T R Online Scal. Time Jumpst. Acc. rew. Optima.
RL-DT X – High – – X × Slow – Low Pol.
Met-R. X – High – – × × Slow – Low Pol.
LSE-R. X – High – – × × Slow – Low Pol.
LWT X – Low X – X × Fast Low High Rew.
HB – X High – X X × Slow High High Pol.
loreRL X – Low – – X X Fast Low High Rew.
TES X X Low X X X X Fast High High Rew.
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However, there are still some questions as well as technical issues which we could
not address in this dissertation. We next examine potential future studies that may
further enhance the current theoretical framework.
8.2 Future work
We have discussed the situation where the world will be changed only when our agent
takes an action. In general there may be other agencies changing the world, and the
next state cannot easily be expressed as a combination of a small set of effects and
a deterministic next state function. Adjustments to the CMDP theory are needed to
accommodate such dynamic and non-stationary worlds.
We have also restricted our discussion to the situation where features in the states
are fixed and known. In general those features may change in time following some
distributions. In that case we may need to resort to stochastic features. Although our
CMDP formalism allows that, empirical analysis needs to be conducted.
An input to our system is the whole state space of an environment. However, that
prior knowledge may not be available in many applications. Further, loreRL, and TES
have used value iteration for policy learning, which incurs costly computation. A more
clever interleaving of model-building and policy formulation could be designed. For
example, one could simply replace value iteration by Dyna-Q or Prioritized Sweeping
algorithms. The decision to spend time in one of these tasks could also be learned by
reinforcement.
We have limited ourselves to the cases of discrete state spaces and discrete actions,
although the formalisms of loreRL and TES could be further generalized to continuous
or hybrid action or state spaces. Actions and action effects could well be described by
multiple features as long as there is an η-function that maps (state, effect)-pairs to the
next states. More versatile state representations could also be implemented by views
belonging to different model families.
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Appendix A
Proof of theorem 1
Theorem 1 (Update Rule). Given h(W) = 12 ||W ||22, a K × d average gradient matrix


















Proof. Let us rewrite the minimization problem,















Since the minimization problem is component-wise on one column of W, we can focus
on each of the column of W separately to find its solution.










Since inner product of 2 vectors of same length will have smallest value when the 2
vectors are in opposite direction, solution to the above minimization problem should
be W t+1·i = ϕG¯
t
·i where ϕ ≤ 0. We now need to solve the following minimization
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problem,


























Therefore, the update rule is as in theorem 1. 
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Appendix B
Proof of theorem 2
Theorem 2 (Regret Bound). Let the sequence of {W t}t≥1 be generated by the update
rule (4.3), and assume that there exists a constant G such that ||Gt||2∗ ≤ G2,∀t ≥ 1.
If we choose βt = α
√
t where α > 0, then for any t ≥ 1 and for any W that satisfies













The proof of this theorem closely follows Xiao’s proof (see Appendix B in (Xiao
2009)) for the logistic regression function. However, we reproduce it here for com-
pleteness.





Gτ = tG¯τ, (B.2)
with the initialization S 0 = 0. The the Equation 4.2 in mDAGL algorithm is equivalent
to
W t+1 = arg min
W
{〈S t,W〉 + tΨ(W) + βth(W)}. (B.3)
In order to prove the regret bound, we need four Lemmas 9, 10, 11, and 12
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in Xiao’s proof. Those results directly extend to the case of multinomial logistic
regression, so we use them without providing proofs.
Let W0 be the unique minimizer of h(W) = 12 ||W ||22, e.g.
W0 = arg min
W
h(W) ∈ arg min
W
Ψ(W).
Let {βt}t≥1 = α
√
t, and β0 = β1. For each t ≥ 0, we define two conjugate-type
functions:













− tΨ(W) − βth(W)
}
, (B.5)
where FD = {W ∈ domΨ|h(W) ≤ D2}. The maximum in B.4 is always achieved
because FD is a nonempty compact set (which always contains W0. For all t ≥ 0,
we have that all the functions tΨ(W) + βth(W) are strongly convex. Therefore, the
maximum in B.5 is always achieved, and the maximizer is unique.
Let E be a finite-dimensional real vector space, endowed with a norm || · ||. Let E∗
be the vector space of all linear functions on E. The dual space E∗ is endowed with
the dual norm || · ||∗. However, we will represent vectors in these spaces as matrices
corresponding to W. We then have domU t = domV t = E∗ for all t ≥ 0. Moreover, by
the assumption Ψ(W0) = h(W0) = 0, both the functions are nonnegative.
Lemma 9. For any S ∈ E∗ and t ≥ 0, we have
U t(S ) ≤ V t(S ) + βtD2.
Let zt(S ) denote the unique maximizer in the definition of V t(S ); in other words,









{〈−S ,W〉 + tΨ(W) + βth(W)} .
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Comparing with the Equation B.3, we have
W t+1 = zt(−S t), ∀t ≥ 0.
Lemma 10. The function V t is convex and differentiable. Its gradient is given by
∇V t(S t) = zt(S ) −W0. (B.6)
Moreover, the gradient is Lipschitz continuous with constant 1/βt; that is
||∇V t(S 1) − ∇V t(S 2)|| ≤ 1
βt
||S 1 − S 2||∗, ∀S 1, S 2 ∈ E∗.
A direct consequence of Lemma 10 is the following inequality:
V t(S + G) ≤ V t(S ) + 〈G,∇V t(S )〉 + 1
2βt
||G||2∗, ∀S ,G ∈ E∗. (B.7)
Lemma 11. For each t ≥ 1, we have
V t(−S t) + Ψ(W t+1) ≤ V t−1(−S t) + (βt−1 − βt)h(W t+1).
Since by assumption h(W t+1) ≥ 0 and the sequence {βt}t≥1 is nondecreasing, we
have
V t(−S t) + Ψ(W t+1) ≤ V t−1(−S t), ∀t ≥ 2. (B.8)
For t = 1, Lemma 11 gives
V1(−S 1) + Ψ(W2) ≤ V0(−S 1) + (β0 − β1)h(W2). (B.9)













(〈Gτ,Wτ −W〉 + Ψ(Wτ)) − tΨ(W)
 , t = 1, 2, 3, ... (B.11)
The gap δt is an upper bound on the regret Rt(W),∀W ∈ FD. To see this, we use













(lτ(Wτ) + Ψ(Wτ)) −
t∑
τ=1
(lτ(W) + Ψ(W)) = Rt(W). (B.12)























We observe that the maximization term in B.13 is in fact U t(−S t). Therefore, by









+ V t(−S t) + βtD2. (B.14)
Next, we show that ∆t defined in B.1 is an upper bound for the right-hand side of
the inequality B.14. For any τ ≥ 2, we have
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Vτ(−S τ) + Ψ(Wτ+1 ≤ Vτ−1(−S τ)
= Vτ−1(−S τ−1 −Gτ)


















+ Ψ(Wτ+1) ≤ Vτ−1(−S τ−1) − Vτ(−S τ) + ||G
τ||2∗
2βτ−1
, ∀τ ≥ 2.




+ Ψ(W2) ≤ V0(−S 0) − V1(−S 1) + ||G
1||2∗
2β0
+ (β0 − β1)h(W2),
where the additional term (β0−β1)h(W2) comes from using (B.9). Summing the above














Using W1 = W0 ∈ arg minW Ψ(W), we have Ψ(W t+1) ≥ Ψ(W0) = Ψ(W1). There-















Combining the inequalities B.12,B.14,B.15, and using Lemma 12, and the assump-
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tion β0 = β1,






Using the assumption that ||Gt||2∗ ≤ G, ∀t > 0, where G is a constant, we have













































This proves the regret bound in Theorem 2.
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Appendix C
Proof of theorem 3
This proof was written by Zhuoru Li. The proof has also been reported in our joint
work (Nguyen et al. 2013).
Theorem 3 (Difference in Value Function). Let M1 = (S , f , A,T (W M1), E,R, γ) and
M2 = (S , f , A,T (W M2), E,R, γ) be two CMDPs with optimal policies pi1 and pi2 re-










V M2pi1 (s) − V M2pi2 (s)
)
≤ 2γVmax11−γ ,
where W (a),M1e and W
(a),M2
e refer to the vector of coefficients corresponding to class
E = e under action a in model M1 and M2 respectively, || · ||1 is the 1-norm of vector,
and Vmax is the maximum value of any state for any policy in either of the CMDPs.
Proof. For any action a, consider the following expression, where x is a vector of all





























































(W M1e −W M2e )x −mine′∈E






(W M1e −W M2e )x −mine′∈E
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(||W M1e −W M2e ||1 sup
s
||x(s)||1)
The first step is from definition of effect. The second step is from the fact that weighted
average of elements must be smaller than the largest one. The sixth step is from the
property that if ai and bi are non-negative, then (
∑
i ai) / (
∑
i bi) ≥ mini(ai/bi). The











































(||W (a),M1e −W (a),M2e ||1 sup
s
||x(s)||1)
To complete the theorem, the following lemma (see lemma 33 in (Li 2009)) is used
without proof.
Lemma 1. Let M1 = (S , A, PM1 ,R),M2 = (S , A, PM2 ,R) be two MDPs, and fixed
discount factor γ. pi1 and pi2 are their optimal policies respectively. Let V Mpi be the
value function of pi in MDP M. If
∑
s′∈S
|PM1 − PM2 |(s′|s, a) ≤ 
for every state-action (s, a), then |V M1pi2 (s) − V M2pi2 (s)| ≤ γVmax1−γ and |V M2pi1 (s) − V M1pi1 (s)| ≤
γVmax
1−γ , for every s ∈ S .


















|V M2pi2 − V M1pi2 | + maxs∈S |V
M1
pi1
− V M2pi1 |
≤2γVmax
1 − γ .






We list the W matrices used in the four different sets of multinomial logistic regres-
sion functions to generate the effect distributions of four actions, namely: move up,
move left, move down, and move right. Each action may have its effect distribution
determined by one of the four functions. The first set was used in the experiments in
Chapter 5. The last three ones were for the experiments in Chapter 6.
The columns of the matrix correspond to the 9 indicator variables and a bias factor
(brick, sand, soil, water, grass, wall-up, wall-left, wall-bottom, wall-right, bias) and
rows correspond to possible effects for movements (up, left, down, right, not moved).
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3.99 3.00 3.50 2.60 0.00 −4.00 0.00 0.00 0.01 0.00
1.23 1.10 1.15 1.20 0.00 0.00 −4.00 0.02 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03
1.23 1.10 1.15 1.20 0.01 0.00 0.00 0.00 −4.00 0.00





1.23 1.10 1.15 1.20 0.00 −4.00 0.00 0.01 0.00 0.01
3.99 3.00 3.50 2.60 0.00 0.00 −4.00 0.00 0.00 0.00
1.23 1.10 1.15 1.20 0.00 0.00 0.00 −4.00 0.02 0.00
0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00





0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
1.23 1.10 1.15 1.20 0.00 0.01 −4.00 0.01 0.00 0.02
3.99 3.00 3.50 2.60 0.00 0.00 0.00 −4.00 0.00 0.00
1.23 1.10 1.15 1.20 0.01 0.0 0.00 0.00 −4.00 0.00





1.23 1.10 1.15 1.20 0.00 −4.00 0.00 0.01 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01
1.23 1.10 1.15 1.20 0.01 0.00 0.00 −4.00 0.00 0.00
3.99 3.00 3.50 2.60 0.00 0.00 0.01 0.00 −4.00 0.00
0.00 0.00 0.00 0.00 0.00 0.90 0.00 0.90 4.00 0.02

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3.99 3.00 3.50 2.50 0.00 −4.00 0.00 0.02 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.00 −4.00 0.00 0.00 0.02
0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.00 0.00 0.01 −4.00 0.01





0.80 1.5 1.15 1.35 0.00 −4.00 0.00 0.01 0.00 0.00
3.99 3.00 3.50 2.50 0.01 0.00 −4.00 0.00 0.01 0.00
0.80 1.5 1.15 1.35 0.00 0.00 0.00 −4.00 0.00 0.03
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00





0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01
0.80 1.5 1.15 1.35 0.00 0.00 −4.00 0.01 0.00 0.01
3.99 3.00 3.50 2.50 0.01 0.00 0.00 −4.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.01 0.00 0.00 −4.00 0.02





0.80 1.5 1.15 1.35 0.00 −4.00 0.03 0.01 0.00 0.00
0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.02
0.80 1.5 1.15 1.35 0.00 0.00 0.01 −4.00 0.00 0.00
3.99 3.00 3.50 2.50 0.00 0.00 0.00 0.00 −4.00 0.01
0.00 0.00 0.00 0.00 0.01 0.90 0.00 0.90 4.00 0.00

103




0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.01 −4.00 0.00 0.00 0.01
3.99 3.00 3.50 2.50 0.00 0.00 0.00 −4.01 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.01 0.00 0.00 −4.00 0.00





0.80 1.5 1.15 1.35 0.00 −4.00 0.01 0.01 0.00 0.01
0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.00 0.00 −4.00 0.00 0.00
3.99 3.00 3.50 2.50 0.01 0.00 0.01 0.00 −4.00 0.01





3.99 3.00 3.50 2.50 0.01 −4.00 0.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.00 −4.00 0.01 0.00 0.01
0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.01 0.00 0.02 −4.00 0.01





0.80 1.5 1.15 1.35 0.01 −4.01 0.00 0.01 0.00 0.00
3.99 3.00 3.50 2.50 0.00 0.00 −4.00 0.00 0.00 0.01
0.80 1.5 1.15 1.35 0.00 0.00 0.00 −4.00 0.02 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01
0.00 0.00 0.00 0.00 0.01 0.90 4.01 0.90 0.001 0.00

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0.80 1.5 1.15 1.35 0.00 −4.00 0.00 0.01 0.00 0.01
3.99 3.00 3.50 2.50 0.00 0.00 −4.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.03 0.00 0.00 −4.00 0.00 0.01
0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00





0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.00 0.02 −4.01 0.01 0.00 0.01
3.99 3.00 3.50 2.50 0.00 0.00 0.00 −4.00 0.00 0.00
0.80 1.5 1.15 1.35 0.01 0.01 0.00 0.00 −4.00 0.01





0.80 1.5 1.15 1.35 0.0 −4.00 0.00 0.01 0.00 0.01
3.99 3.00 3.50 2.50 0.02 0.00 −4.00 0.00 0.01 0.00
0.80 1.5 1.15 1.35 0.00 0.01 0.00 −4.00 0.01 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03





3.99 3.00 3.50 2.50 0.00 −4.00 0.00 0.00 0.00 0.03
0.80 1.5 1.15 1.35 0.01 0.01 −4.01 0.01 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.80 1.5 1.15 1.35 0.02 0.00 0.00 0.01 −4.00 0.01






Algorithm 8 Value iteration
Input: MDP(S , A,T,R, γ)
Output: V
Initialize V arbitrarily, e.g. ∀s ∈ S ,V(s)← 0
repeat
∆← 0
for each state s in S do
oldV ← V(s)
for each action a in A do
Q(s, a)← R(s, a) + γ∑s′∈S T (s, a, s′)V(s′)
end for
V(s)← maxaQ(s, a)
if |V(s) − oldV | > ∆ then
∆← |V(s) − oldV |
end if
end for
until ∆ < 
Given the transition and the reward models, a simple dynamic programming tech-
nique is typically used to learn an optimal policy via solving the Bellman equations
(Equation 2.3). Algorithm 8 shows Value iteration (Bellman 1957; Bertsekas 1987), a
popular dynamic programming approach to optimal policy learning. In value iteration
algorithm, the values of all states are alternately updated according to equation 2.3
in every iteration. The algorithm needs to repeat infinitely the iterations to converge
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exactly to the optimal value function V∗. However, an optimal policy is usually discov-
ered long before the optimal value function is found. Thus, it is common in practice
to stop the algorithm when the maximum difference ∆ between two consecutive value
functions is smaller than an epsilon value . If ∆ < , then the value function by the
Algorithm 8 and the optimal value function are not different by more than 2/(1 − γ)
at any state (Williams and Baird 1993).
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