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ON PARAMETERIZED DIFFERENTIAL GALOIS EXTENSIONS
OMAR LEO´N SA´NCHEZ AND JOEL NAGLOO
Abstract. We prove some existence results on parameterized strongly normal extensions for logarithmic
equations. We generalize a result in [Wibmer, Existence of ∂-parameterized Picard-Vessiot extensions over
fields with algebraically closed constants, J. Algebra, 361, 2012]. We also consider an extension of the results
in [Kamensky and Pillay, Interpretations and differential Galois extensions, Preprint 2014] from the ODE
case to the parameterized PDE case. More precisely, we show that if D and ∆ are two distinguished sets
of derivations and (KD,∆) is existentially closed in (K,∆), where K is a D ∪∆-field of characteristic zero,
then every (parameterized) logarithmic equation over K has a parameterized strongly normal extension.
1. Introduction
Let Π = D ∪∆ = {D1, . . . , Dr} ∪ {δ1, . . . , δm−r} be a set of commuting derivations, with m ≥ r > 0, and
K be a Π-field of characteristic zero. Consider the (parameterized) system of homogeneous linear differential
equations
(⋆) D1Y = A1Y, . . . , DrY = ArY, with Y ranging in GLn,
where the Ai’s are n× n matrices with entries from the differential field K satisfying the usual integrability
condition
DiAj −DjAi = [Ai, Aj ], for i, j = 1, . . . , r.
Recall that a parameterized Picard-Vessiot (PPV) extension of K for (⋆) is a Π-field extension L of K such
that
(1) L is generated over K by the entries (and all Π-derivatives) of a matrix solution Z ∈ GLn(L) of (⋆);
in other words, L = K 〈Z〉Π = K 〈Z〉∆, and
(2) LD = KD, that is the field of D-constants of L is the same as the field of D-constants of K.
For an example, take K = (C(x, t), { ∂∂x ,
∂
∂t}), where we think of D as {
∂
∂x} and the parametric derivations
∆ as { ∂∂t}. Let (⋆) be
(1.0.1)
∂y
∂x
=
t
x
y.
Clearly, y = xt is a solution and as ∂∂t (x
t) = xt · log x, one is interested in the field L = K(xt, log x). It turns
out (see [2, Example 3.1]) that L is indeed a PPV extension of K for equation (1.0.1).
Parameterized Picard-Vessiot extensions were introduced in [2] by Cassidy and Singer as a fundamental
tool for studying parametric equations such as equation (⋆). In particular, they capture valuable information
about the algebraic relations that exist among a set of solutions as well as their ∆-algebraic relations (where
∆ is the set of parametric derivations). PPV extensions have attracted much attention in recent years and
we direct the reader to [10] for some applications of the parameterized Picard-Vessiot theory. It should be
noted that PPV extensions do not always exist; for example, consider the differential field (R 〈α〉 , ddx), where
α is a non constant solution of the equation ( dydx)
2 + 4y2 + 1 = 0 in a differential closure of (R(x), ddx). Take
(⋆) to be the linear differential equation
d2y
dx2
+ y = 0.
Seidenberg (see [12, §3]) proved that there are no Picard-Vessiot extensions of K = R 〈α〉 for this equation.
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It has been known for quite some time that to get a general existence result, one needs to impose additional
assumptions on KD. In [2], Cassidy and Singer showed that if (KD,∆) is ∆-closed, then the existence of
a PPV extension of K is guaranteed. This was later improved in [3] by Gillet et al. where they show that
the assumption can be weaken to (KD,∆) being existentially closed in (K,∆). Examples of the latter occur
for instance when K is formally real and (KD,∆) is a real closed ordered differential field; more precisely,
(KD,∆) is model of the theory RCF ∪UCm−r introduced by Tressl in [13, §8]. A similar observation can be
made for the p-adic case now using the theory pCd∪UCm−r. Another important result is due to Wibmer [14],
who showed that in the case of a single parameter (i.e., ∆ = {δ}), a PPV extension exists whenever KD is
algebraically closed.
The most recent result can be found in [4] and concerns the nonlinear case with no parametric derivations
(i.e, ∆ = ∅). In that paper, using model theoretic techniques, Kamensky and Pillay give a new proof
of the nonparametric part of the above mentioned result of Gillet et al. [3]. Moreover, their results are
presented in the general context of logarithmic equations and strongly normal extensions (a generalization
of Picard-Vessiot extensions to the nonlinear setting).
The aim of this current paper is to extend the work of Kamensky and Pillay to the parametric case.
We work in the more general context of parameterized logarithmic equations (not necessarily linear) and
parameterized strongly normal equations. In the process we obtain a new proof of the result of Gillet et al.
about the existence of PPV extensions when (KD,∆) is existentially closed in (K,∆). We also discuss ways
in which one can extend the main result of Wibmer [14] when there are more than one parameters (i.e.,
|∆| > 1).
The paper is organized as follows. In Section 2, we give a quick review of the notion of parameterized D-
varieties and D-groups. We then, in Section 3, explain what we mean by parameterized logarithmic equations
and parameterized strongly normal (PSN) extensions and study their basic properties such as their Galois
group of Π-automorphisms and the Galois correspondence. Section 4 and 5 is where our main results are
proved. We first develop a quantifier elimination result for “parameterized D-groups” and then use the latter
to prove our main result about existence of PSN extensions.
Acknowledgements. The second author would like to thank the Logic group at McMaster University
for their generous hospitality during his stay in December 2014 when part of the work presented here was
completed.
2. Preliminaries on parameterized D-varieties and D-groups
In this section we recall the notions of parameterized prolongations of differential algebraic varieties and
parameterized D-varieties with respect to a fixed partition of the distinguished derivations. We refer the
reader to [8, §3] for a more detailed discussion (there the terminology relative is used instead of parameter-
ized).
Throughout (U ,Π) will denote a sufficiently large saturated model of DCF0,m; that is, (U ,Π) will be play
the role of our universal differential field (of characteristic zero) with m commuting derivations for differential
algebraic geometry. We also fix a ground (small) Π-subfield K < U . We consider a partition D ∪∆ of Π,
where D = {D1, . . . , Dr}, r > 0, and ∆ = {δ1, . . . , δm−r}. For any Π-subfield F ≤ U we let
FD := {a ∈ F : Da = 0 for all D ∈ D}
be the D-constants of F . Recall that, by quantifier elimination of DCF0,m, any F -definable set is a finite
boolean combination of Π-algebraic varieties (⊆ Un for some n) over F .
An important fact about the D-constants that we will use several times in this paper is the following:
Fact 2.1.
(1) (UD,∆) is a differentially closed ∆-field.
(2) Suppose F is a Π-subfield of U . The F -definable subsets of Cartesian powers of UD in the structure
(U ,Π) are precisely the FD-definable sets in the structure (UD,∆).
Now, let x = (x1, . . . , xn) and u = (u1, . . . , un) be n-tuples of ∆-indeterminates. We denote by K{x}∆
the ∆-ring of ∆-polynomials over K and by Θ∆ the set of ∆-derivatives; that is,
Θ∆ = {δ
e1
1 · · · δ
em−r
m−r : ei ≥ 0}.
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For each D ∈ D and f ∈ K{x}∆ we have a ∆-polynomial dD/∆f ∈ K{x, u}∆ given by
dD/∆f(x, u) =
∑
θ∈Θ∆,j≤n
∂f
∂(θxj)
(x)θuj + f
D(x),
where the ∆-polynomial fD is obtained by applying D to the coefficients of f .
Definition 2.2. The parameterized prolongation, τD/∆V ⊆ U
n(r+1), of an affine ∆-algebraic variety V ⊆ Un
over K is defined as the fibered product
τD/∆V = τD1/∆V ×V · · · ×V τDr/∆V
where τDi/∆V ⊆ U
2n, i = 1, . . . , r, is the affine ∆-algebraic variety defined by
f(x) = 0 and dDi/∆f(x, y) = 0,
for all f ∈ I∆(V/K) := {f ∈ K{x}∆ : f(V ) = 0}. We equip τD/∆V with its canonical projection π :
τD/∆V → V to the x-coordinate.
More generally, for an arbitrary ∆-algebraic variety (i.e., not necessarily affine), the parameterized prolon-
gation τD/∆V is defined by piecing together the prolongations of a (finite) affine cover of V (see [9, §2.3] for
details). For the basic properties of τD/∆ we refer the reader to [8, §3]. For instance, τD/∆ is a (covariant)
functor from the category of ∆-algebraic varieties to itself, it preserves differential fields of definition, and
has the characteristic property that if v ∈ V then ∇Dv := (v,D1v, . . . , Drv) ∈ τD/∆V . Moreover, for each
D ∈ D, π : τD/∆V → V is a torsor under the ∆-tangent bundle ρ : T∆V → V (where the fibrewise action is
translation), and if V is defined over KD then τD/∆V = T∆V .
Remark 2.3. When D = {D} and ∆ = ∅, the parameterized prolongation τD/∆V is nothing more than
the usual prolongation τV used in ordinary differential algebraic geometry [11]. In this case, whenever V is
defined over the constants we recover the tangent bundle of V .
By a parameterized D-variety defined over K we mean a pair (V, s) where V is a ∆-algebraic variety and
s is a ∆-section of τD/∆V → V (both defined over K) satisfying the following integrability condition: for
each v ∈ V ,
dDi/∆sj(v, si(v)) = dDj/∆si(v, vj(x)), for i, j = 1, . . . , r,
where s = (Id, s1, ..., sr) are local coordinates for s in an affine chart containing the point v.
By a parameterized D-subvariety of (V, s) we mean a ∆-subvariety W of V such that s(W ) ⊂ τD/∆W . A
D-morphism of parameterized D-varieties (V, s) and (V ′, s′) is a ∆-morphism f : V →W such the following
diagram commutes
τD/∆V
τD/∆f
// τD/∆V
′
V
s
OO
f
// V ′
s′
OO
This yields a category of parameterized D-varieties with D-morphisms. Since τD/∆ commutes with products,
this category has products and thus, given a ∆-algebraic groupG, the parameterized prolongation τD/∆G also
has the structure of a ∆-algebraic group (see [8, §4]). Hence, we can talk about group objects in this category.
These are called parameterized D-groups and they are precisely those parameterized D-varieties where the
underlying ∆-variety is a ∆-algebraic group and the section is a group homomorphism. A parameterized
D-subgroup is defined in the natural way.
The set of sharp points of (V, s), denoted by (V, s)♯ or simply V ♯ when s is understood, is the Π-algebraic
subvariety of V given by
V ♯ = {v ∈ V : s(v) = ∇Dv}.
For an arbitrary subset A ⊆ V , we let A♯ := A ∩ V ♯.
Lemma 2.4.
(1) Every irreducible ∆-component of a parameterized D-variety is a parameterized D-subvariety.
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(2) A ∆-subvariety W of a parameterized D-variety is a parameterized D-subvariety if and only if W ♯ is
∆-dense inW . Moreover, the ♯-points functor establishes a 1:1 correspondence between parameterized
D-subvarieties of V and Π-algebraic subvarieties of V ♯.
(3) Intersections and finite unions of parameterized D-subvarieties are again parameterized D-subvarieties.
Proof. Fix a parameterized D-variety (V, s).
(1) If W is a ∆-component of V , then τD/∆W and τD/∆V agree on a nonempty ∆-open subset Q of W
(see [9, Lemma 2.3.9]). Then, s(Q) ⊂ τD/∆W , but since Q is ∆-dense inW , we have s(W ) ⊂ τD/∆W .
(2) This is [8, Proposition 3.10].
(3) By Noetherianity of the ∆-topology (and induction) it suffices to show that the intersection of two
parameterized D-subvarietiesW1 andW2 is again a parameterized D-subvariety. Moreover, it suffices
to consider the affine case. By (2) we must show that (W1 ∩W2)♯ is ∆-dense in W1 ∩W2, but this
follows from the next equalities of ideals:
I∆(W
♯
1 ∩W
♯
2 ) =
√
I∆(W
♯
1 ) + I∆(W
♯
2 ) = I∆(W1 ∩W2),
where the last equality uses I∆(W
♯
i ) = I∆(Wi), for i = 1, 2, which holds by (2). To see that the
union W1 ∪W2 is a parameterized D-subvariety, we use (2) and
∆-Clo((W1 ∪W2)
♯) = ∆-Clo(W ♯1 ) ∪∆-Clo(W
♯
2) =W1 ∪W2,
where ∆-Clo denotes closure in the ∆-topology.

The following lemma and proposition will be used in Section 4.
Lemma 2.5. Let (V, s) be a parameterized D-variety defined over K. Suppose A is a (finite) Boolean
combination of parameterized D-subvarieties (which are not necessarily defined over K). If A is definable
over K, then A is a Boolean combination of parameterized D-subvarieties each defined over K.
Proof. This follows by induction on the rank (Morley rank say) of A. Let A¯ = ∆-Clo(A) be the closure of
A in the ∆-topology. We note that A¯ is also defined over K. Then, by Lemma 2.4, A¯ is a parameterized
D-subvariety of V defined over K. Thus, the set A¯ \A is definable over K and is a Boolean combination of
parameterized D-subvarieties. By induction, A¯\A is a Boolean combination of parameterized D-subvarieties
each defined over K. The result now follows since A = A¯ \ (A¯ \A). 
The following is the parameterized PDE analog of [5, Lemma 2.5(ii)].
Proposition 2.6. Let (V, s) be a parameterized D-variety. If A is a (finite) Boolean combination of param-
eterized D-subvarieties of V , then A♯ is ∆-dense in A.
Proof. By Lemma 2.4 (3), we may assume that A is of the form W ∩ Q where W is a parameterized D-
subvariety of V and Q is a ∆-open set. Moreover, by (1) of the same lemma, we may assume that W is
irreducible. Now, by (2) of Lemma 2.4, we have that V ♯ is ∆-dense in V , and hence A♯ is ∆-dense in A. 
We finish this section with the following proposition which establishes the connection between parame-
terized D-groups and definable groups in (U ,Π) of Π-type bounded by ∆. Recall that given a K-definable
set X of (U ,Π) we say that ∆ bounds the Π-type of X if for each a ∈ X the Π-field generated by a over K
is also finitely generated as a ∆-field, i.e., there exists a (finite) tuple α such that K〈a〉Π = K〈α〉∆.
Proposition 2.7. The ♯-points functor is an equivalence between the category of parameterized D-groups
over K and the category of Π-algebraic groups over K with Π-type bounded by ∆.
Proof. By [8, Theorem 4.6], every Π-algebraic group of Π-type bounded by ∆ is isomorphic to G♯ for some
parameterized D-group (G, s). On the other hand, given two parameterized D-groups (G, s) and (H, t),
any Π-isomorphism between G♯ and H♯ extends to a generically defined ∆-morphism of the ∆-algebraic
groups G and H . It is well known that every such generically defined ∆-morphism extends to an actual
∆-isomorphism. The result follows. 
4
3. On parameterized strongly normal extensions
We use the notation of the previous section; in particular, we have a partitionD∪∆ of the set of derivations
Π where D = {D1, . . . , Dr}, r > 0, and ∆ = {δ1, . . . , δm−r}. Throughout this section we fix a ∆-algebraic
group G defined over KD and denote its idenity element by e. Note that in this case
τD/∆G = (T∆G)
r := T∆G×G · · · ×G T∆G,
and thus the fibre of τD/∆G over the identity e of G is equal to the r-fold product of L∆G (the ∆-Lie algebra
of G). Furthermore, we equip G with the canonical zero section s0 of τD/∆G and, henceforth, we will work
with the parameterized D-group (G, s0). We note that the parameterized D-subgroups of (G, s0) defined
over K are precisely the ∆-algebraic subgroups of G that are defined over KD.
A point a ∈ τD/∆Ge is said to be integrable if (G, as0) is a parameterized D-variety. Here as0 : G→ τD/∆G
denotes the ∆-section given by (as0)(y) = a · s0(y) where the product occurs in τD/∆G. Since ∇De is the
identity of τD/∆G, the point ∇De is integrable.
Remark 3.1. If G is a linear (i.e., a ∆-algebraic subgroup of some GLn), then a point (Id, A1, . . . , Ar) ∈
τD/∆Ge ⊆ gl
r
n is integrable if and only if
DiAj −DjAi = [Ai, Aj ], for i, j = 1, . . . , r.
These are usual integrability conditions for homogeneous linear differential algebraic equations, see [2] for
instance.
We have the following:
Fact 3.2. [8, Lemma 5.3] A point a ∈ τD/∆Ge is integrable if and only if the system of Π-algebraic equations
∇Dy = a · s0(y)
has a solution in G.
We denote the set of integrable point of (G, s0) by Int(G, s0). The parameterized logarithmic derivative
on (G, s0) is defined by
ℓ0 : G → τD/∆Ge
g 7→ ∇D(g) · s0(g)
−1
where the product and inverse occur in the ∆-algebraic group τD/∆G. By Fact 3.2, Int(G, s0) is the image of
ℓ0. Moreover, Ker(ℓ0) = (G, s0)
# = G(UD), and ℓ0 is a crossed homomorphism with respect to the adjoint
action of G on τD/∆Ge given by a
g := τD/∆Cg(a) where Cg denotes conjugation by g in G (see [8, Lemma
5.4]).
For the remainder of this section we fix an integrable K-point a of (G, s0) and a parameterized logarithmic
equation
(⋆) ℓ0(y) = a, where y ranges in G.
Definition 3.3. A parameterized strongly normal (PSN) extension of K for (⋆) is a Π-field L such that
(1) L = K 〈α〉∆, for α a solution of (⋆), and
(2) LD = KD
Remark 3.4.
(1) As explained in Example 5.6 of [8], if G = GLn, then the parameterized logarithmic equation (⋆)
reduces to the homogeneous linear differential system
D1Y = A1Y, . . . , DrY = ArY,
where the integrable K-point has the form a = (Id, A1, . . . , Ar) ∈ gl
r
n(K). Moreover, in this case, a
parameterized strongly normal extension for (⋆) is precisely a parameterized Picard-Vessiot extension
for the above linear system.
(2) Suppose L = 〈α〉∆ is a PSN extension of K for (⋆). If σ : L → U is a Π-isomorphism over K, then
σ(α) = α · c for some c ∈ G(UD), which implies that σ(L) ⊂ L
〈
UD
〉
∆
. Thus, PSN extensions for
(⋆) are examples of the ∆-strongly normal extensions studied by Landesman in [7].
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As a consequence of the definition, PSN extensions are contained in a differential closure of (K,Π):
Lemma 3.5. Suppose L = K 〈α〉∆ is a PSN extension of K for (⋆). Then, L is a contained in a Π-closure
of K. Consequently, every Π-isomorphism σ : L → U over K extends uniquely to a Π-automorphism of
L
〈
UD
〉
∆
over K
〈
UD
〉
∆
.
Proof. Let L¯ be a Π-closure of L, and let K¯ a Π-closure of K. Since (L¯D,∆) is a ∆-closure of (LD,∆), L¯D
embedds in K¯. Thus, we may assume L¯D < K¯. Now let β be a solution of (⋆) in K¯. Then, α = β · c for
some c ∈ G(L¯D) ⊂ G(K¯). Thus, α is a tuple from K¯, and consequently L < K¯.
For the “consequently” clause, suppose σ : L → U is a Π-isomorphism over K. Since L is contained in
a Π-closure of K, there is a formula φ (in the language of Π-rings) isolating the type tp(α/K). A standard
argument shows that φ also isolates the type tp(α/K
〈
UD
〉
∆
). This implies that
tp(α/K
〈
UD
〉
∆
) = tp(σ(α)/K
〈
UD
〉
∆
).
It then follows (from the fact that L
〈
UD
〉
∆
= σ(L)
〈
UD
〉
∆
, see Remark 3.4 (2)) that σ extends uniquely to
a Π-automorphism of L
〈
UD
〉
∆
over K
〈
UD
〉
∆
. 
Let L be a PSN extension of K for (⋆). The Galois group of Π-automorphisms of L is defined as
Gal(L/K) := AutΠ(L〈U
D〉Π/K〈U
D〉Π).
That is, Gal(L/K) is the group of Π-automorphisms of L〈UD〉Π fixing K〈UD〉Π pointwise. We also have the
group
gal(L/K) := AutΠ(L/K).
By Lemma 3.5, gal(L/K) can be identified with a subgroup of Gal(L/K).
We have the following important facts about the Galois group:
Theorem 3.6. Suppose L = K 〈α〉∆ is a PSN extension for (⋆). Then
(i) There is a ∆-algebraic subgroup H of G defined over KD such that the Π-algebraic group of D-
constant points of H, H(UD), is isomorphic to Gal(L/K). Moreover, the isomorphism
µ : Gal(L/K)→ H(UD)
is given by µ(σ) = α−1 · σ(α).
(ii) There is a natural Galois correspondence between the intermediate Π-fields (of K and L) and the
∆-algebraic subgroups of H defined over KD.
(iii) µ(gal(L/K)) = H(KD).
Proof. These are standard arguments; however, we provide details for the sake of completeness.
(i) Let Z be the set of realisations (from U) of the type of α over K; i.e., Z = tp(α/K)U . Note that, by
Lemma 3.5, Z is a K-definable set. Set V = {g ∈ G(UD) : Z · g = Z}. Then V is a Π-algebraic subgroup of
G(UD) defined overK, by Fact 2.1, V is actually defined overKD. The desired ∆-algebraic group is H := ∆-
Clo(V ) ≤ G, which is defined over KD. Clearly, by the correspondence of Lemma 2.4 (2), V = H(UD), and
furthermore for every σ ∈ Gal(L/K) we have that α−1 · σ(α) ∈ V . Moreover, we have
µ(σ1 ◦ σ2) = α
−1σ1(σ2(α)) = α
−1σ1(α)σ1(α
−1σ2(α)) = α
−1σ1(α)α
−1σ2(α) = µ(σ1)µ(σ2),
where the third equality uses that σ1(α
−1σ2(α)) = α
−1σ2(α) which follows from the fact that α
−1σ2(α) ∈
G(UD). Thus, µ is a group homomorphism. It can easily be checked that µ is a bijection, and so a group
isomorphism.
(ii) By the correspondence of Lemma 2.4 (2), it suffices to show the Galois correspondence between inter-
mediate Π-subfields and Π-algebraic subgroups of V = H(UD) defined over KD. The correspondence is
given as follows: If K ≤ F ≤ L is an intermediate Π-field, then L/F is a PSN extension for (⋆), and so
VF := µ(Gal(L/F )) is a Π-algebraic subgroup of V ≤ G(UD) deifined over F . Since G(LD) = G(KD), Fact
2.1 implies that VF is actually defined over K
D.
Now we prove that the correspondence F 7→ VF is 1:1 and onto. Let F1 6= F2 be intermediate Π-fields.
Let b ∈ F2 \ F1. Then there is σ ∈ AutΠ(U/F1) such that σ(b) 6= b. Setting σ′ to be the unique extension
of σ|L to an element of Gal(L/F1) (see Lemma 3.5), we see that σ′ ∈ Gal(L/F1) \Gal(L/F2); in particular,
VF1 6= VF2 . For surjectivity, let W be a Π-algebraic subgroup of V defined ove K
D. Let b be a tuple from
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L that generates the minimal Π-field of definition of α ·W . If we let F = K〈b〉Π, it can be checked that
VF =W .
(iii) Let σ ∈ Gal(L/K). If µ(σ) ∈ H(KD), then σ(α) = α · c for some c ∈ H(KD). In particular, σ(α)
is a tuple from L, and so σ ∈ gal(L/K). On the other hand, if σ ∈ gal(L/K), then α−1σ(α) ∈ H(LD) =
H(KD). 
Let us now discuss the issue of existence of PSN extensions (they do not generally exist as we pointed out
in the introduction). In [8, §5], it was shown that these extensions exist if we make the additional assumption
that (KD,∆) is ∆-closed. To see this, let K¯ be a Π-closure of K. Recall that any tuple of D-constants
from K¯ is ∆-constrained (or equivalently ∆-isolated) over KD and so, by the assumption on (KD,∆), this
tuple must be in KD. Now, since a is a K-point in the image of ℓ0, we can find a solution α of (⋆) in K¯.
Setting L := K 〈α〉∆ and using K¯
D = KD, we have that LD = KD and so L is a PSN extension of K for
(⋆). Moreover, the assumption that (KD,∆) is ∆-closed implies that, up to Π-isomorphism over K, this is
the only PSN extension of K for (⋆).
There are weaker assumptions on the field of D-constants KD that imply the existence of PSN extensions.
For instance, we have the following result of Wibmer:
Theorem 3.7. [14, Theorem 8] When G = GLn and ∆ = {δ}, PSN extensions exist if KD is algebraically
closed.
It should be noted that Wibmer works in the δ-parameterized Picard-Vessiot context with systems of
linear difference-differential equations. Thus, Theorem 3.7 is a special case (when the set of automorphisms
is empty) of the main result of [14].
Our next goal is to extend Theorem 3.7 to an arbitrary set of parametric derivations ∆, and G not
necessarily linear. To do so, we will need the following result, see [6, Chapter 0, §7].
Fact 3.8. Suppose (F, ∂¯ ∪ {δ}) is a differential field with ∂¯ = {∂1, . . . , ∂s} (in particular we require that all
the derivations commute). If (E, ∂¯) is a differential field extension of (F, ∂¯) which is ∂¯-closed, then there
exists an extension δ′ : E → E of δ such that (E, ∂¯ ∪ {δ′}) is a differential field (i.e., δ′ commutes with ∂¯).
Remark 3.9. It is not known (at least to the authors) if the above result holds if we replace δ for a finite
family of derivations commuting with each other and with ∂¯ on F .
If ∆ 6= ∅, we set
∆∗ = ∆ \ {δ1}.
The following theorem gives sufficient conditions for the existence of parameterized stronly normal extensions.
Theorem 3.10. Suppose G is a ∆∗-algebraic group defined over KD. If (KD,∆∗) is ∆∗-closed, then there
exists a parameterized strongly normal extension of K for (⋆).
Proof. Let K¯ be a D∪∆∗-closure of K. Any tuple of D-constants from K¯ is ∆∗-constrained (or equivalently
∆∗-isolated) over KD and so, by the assumption on (KD,∆∗), this tuple must be in KD. In particular,
K¯D = KD. Now, by Fact 3.8, there is an extension δ′1 : K¯ → K¯ of δ1 : K → K. This yields a differential
field extension (K¯,D ∪∆′) of (K,D ∪∆) where ∆′ = {δ′1} ∪∆
∗.
Since G is a ∆∗-algebraic group, we can find a K¯-point α ∈ G such that ℓ0(α) = a. Let L be the
differential subfield of (K¯,D ∪∆′) generated by α over K; in other words, L = K〈α〉∆′ . This is the desired
PSN extension. Indeed, it is ∆′-generated by a solution of (⋆) and LD is contained in K¯D = KD. 
Remark 3.11.
(1) WhenG is a ∆∗-algebraic group and ∆ = {δ}, the above theorem shows that in order to guarantee the
existence of a parameterized strongly normal extension, it suffices to assume that KD is algebraically
closed.
(2) When G = GLn and ∆ = {δ}, the above theorem shows that if KD is algebraically closed, then
parameterized Picard-Vessiot extensions of K exist. This is Theorem 3.7 above and, as we already
mentioned, is (a special case of) the main result of [14].
The remainder of the paper is devoted to prove the existence of PSN extensions under the assumption
that (KD,∆) is existentially closed in (K,∆). We achieve this by extending some of the results of Kamensky
and Pillay from [4].
7
4. A quantifier elimination result for parameterized D-groups
The goal of this section is to proof a quantifier elmination result for certain theories of parameterized
D-groups (cf. [4, §2]). This result will be used in the next section. We continue with the notation of the
previous sections, and again fix ∆-algebraic group G defined over KD and an integrableK-point a of (G, s0).
Recall that the latter means that (G, s) is a parameterized D-variety, where s := as0.
We fix the parameterized logarithmic equation
(⋆) ℓ0(y) = a, where y ranges in G,
and let Y = {y ∈ G : ℓ0(y) = a} be its solution set. Note that
Y = (G, s)# = b ·G(UD) = b ·Ker(ℓ0)
for any b ∈ Y.
For each n,m ≥ 0, the product Un × Gm has a natural structure of parameterized D-variety induced
from the zero section on U and the section s = as0 on G. By a parameterized D-subvariety of Un ×Gm we
mean one with respect to this parameterized D-structure. In particular, the set of sharp points of Un ×Gm
is (UD)n × Ym, and, by Lemma 2.4 (2), a ∆-subvariety W of Un × Gm is a parameterized D-subvariety iff
W# :=W ∩
(
(UD)n × Ym
)
is ∆-dense in W .
The two-sorted language LD,K has symbols RW for each parameterized D-subvariety W of Un × Gm
defined over K. We denote by (U , G)D,K the LD,K-structure with sorts U and G where the interpretation
of RW is the tautological one, namely W . On the other hand, (UD,Y)D,K denotes the LD,K-structure with
sorts UD and Y where the interpretation of RW is W#.
Remark 4.1.
(1) The parameterized D-subvarieties of U (with its zero section) and of (G, s0) are precisely those ∆-
subvarieties of U and G, respectively, that are defined over UD. A similar observation holds for
parameterized D-subvarieties defined over K.
(2) By quantifier elimination of DCF0,m and Lemma 2.4 (2), every ∅-definable set of the structure
(UD,Y)D,K is a (finite) Boolean combination ofW#’s where theW ’s are parameterized D-subvarieties
of some Un×Gm defined over K. In particular, the structure (UD,Y)D,K has quantifier elimination.
Here is the main result of this section (cf. [4, Corollary 2.5]).
Theorem 4.2. The structure (U , G)D,K has quantifier elimination.
Proof. This is an extension of the arguments of [4, Lemma 2.4 and Corollary 2.5]. Let A ⊆ Un×Gm be any
constructible set of the structure (U , G)D,K and π : Un ×G→ Un
′
×Gm
′
a coordinate-projection map. We
must show that π(A) is again constructible; i.e., that π(A) is a (finite) Boolean combination of parameterized
D-subvarieties of Un
′
×Gm
′
which are defined over K.
We first check that π(A) is a Boolean combination of parameterized D-varieties (defined over U). Fix
b ∈ Y. Let λ : G→ G be left-translation by b−1. Since Y = b ·G(UD), the map λ induces a bijection between
Y and G(UD). By Proposition 2.4 (2) and Remark 4.1 (1), a ∆-subvariety B of Un×Gm is a parameterized
D-subvariety iff the ∆-subvariety B′ := (Idn, λm)(B) is defined over UD. Consequently, A′ := (Idn, λm)(A) is
a Boolean combination of ∆-subvarieties of Un×Gm defined over UD. By quantifier elimination of DCF0,m−r
(applied in the structure (U ,∆)), π(A′) is a Boolean combination of ∆-subvarieties of Un
′
× Gm
′
defined
over UD. Applying the inverse of (Idn
′
, λm
′
), we obtain that π(A) is a Boolean combination parameterized
D-subvarieties of Un
′
×Gm
′
defined over U .
Finally, since π(A) is definable over K, Lemma 2.5 implies that π(A) is a Boolean combination of param-
eterized D-subvarieties all defined over K. 
We end this section with an easy consequence of the above theorem (and Proposition 2.6).
Corollary 4.3. (UD ,Y)D,K is an elementary substructure of (U , G)D,K . Consequently, the map assigning
to each symbol RW ∈ LD,K the formula (over K) defining W in (U ,∆) is an interpretation of Th(UD,Y)D,K
in DCF0,m−r,K .
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Proof. Let A be a nonempty definable set of (U , G)D,K . By the usual Tarski-Vaught test, it suffices to show
that A has a point in (UD,Y)D,K . By Theorem 4.2, A is a (finite) Boolean combination of parameterized
D-subvarieties of some Un×Gm. But, by Proposition 2.6, A# is dense in A; in particular, A# ⊂ (UD)n×Ym
is nonempty. The result follows. 
Remark 4.4. It should be noted that in the ODE case algebraic D-groups (not necessarily defined over the
constants) have quantifier elimination [5]. This result has an immediate extension to the PDE case when the
parametric set of derivations ∆ is empty (these are the algebraic D-groups studied by Buium [1]). However,
in general, ∆ 6= ∅, the situation is quite different. For instance, the arguments from [5, §2] rely heavily on
the properties of Jet spaces and Grassmanians for algebraic varieties, and at the moment it is unclear how
such properties will translate for ∆-algebraic varieties. We leave the question of quantifier elimination of
parameterized D-groups for future work.
5. Existence of parameterized strongly normal extensions
In this section we prove our main result concerning the existence of parameterized strongly normal ex-
tensions. Our assumptions are similar to those in the previous section: K denotes our ground Π-field and
G is a ∆-algebraic group defined over KD. We fix an integrable K-point a of (G, s0) and a parameterized
logarithmic equation
(⋆) ℓ0(y) = a, where y ranges in G.
We let Y = {y ∈ G : ℓ0(y) = a} be the solution set of (⋆).
We start with some key model theoretic results and, as we shall see, most follow by adapting the proof of
similar results found in [4, §3] and using the results of previous sections (primarily Corollary 4.3).
Lemma 5.1. kn
(1) Y is contained in any Π-closure of K
〈
UD
〉
∆
. In particular, for all α ∈ Y, tp(α/K
〈
UD
〉
∆
) is
isolated.
(2) For each complete type p(x) over K containing “x ∈ Y”, there is a formula φp(x, y) and a definable
partial function fp(x), both defined over K in the language of Π-rings, such that for each realisation
α of p, fp(α) is a tuple from UD and φp(x, fp(α)) isolates tp(α/K
〈
UD
〉
∆
).
Proof.
(1) This is clear.
(2) For any α ∈ Y, by elimination of imaginaries in DCF0,m, we may assume that the formula φ(x, c) that
isolates tp(α/K
〈
UD
〉
∆
) is such that c (a tuple from UD) is a canonical parameter for φ(x, c) over K. So we
have a K-definable partial function fp, depending only on p = tp(α/K), so that c = fp(α). As the formula
φ(x, y) also depends only on p, we write it as φp(x, y). 
One of the main outcomes of the above lemma is the following:
Lemma 5.2. Let p(x) be a complete type over K containing “x ∈ Y”. Suppose c = fp(α) for some α
realizing p, where fp is as given in Lemma 5.1. Then (K 〈α〉∆)
D = KD 〈c〉∆.
Proof. Since c is a tuple from (K 〈α〉∆)
D all we really have to show is that (K 〈α〉∆)
D ⊆ KD 〈c〉∆. So let
β ∈ (K 〈α〉∆)
D, say β = g(α) for some K-definable partial function g. But “β = g(x)” ∈ tp(α/K
〈
UD
〉
∆
)
and so we have U |= ∀x(φp(x, c) → β = g(x)). Hence β is a tuple from K 〈c〉∆. Using Fact 2.1, we see that
β is in fact a tuple from KD 〈c〉∆. The result follows. 
Note that Lemma 5.2 indicates that one way to prove that a PSN extension of K for (⋆) exists is to
find an α ∈ Y such that fp(α) ∈ KD, where p = tp(α/K). This is precisely what we aim to do under the
assumption that the ∆-field (KD,∆) is existentially closed in (K,∆). First we need to prove that we can
find a single f and φ to do the job of the fp’s and φp’s:
Proposition 5.3. There is a formula φ(x, y) over K and K-definable function f : Y → (UD)m for some m
such that for all α ∈ Y the formula φ(x, f(α)) isolates tp(α/K
〈
UD
〉
∆
).
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Proof. We prove this by means of two claims. We follow closely the strategy of [4, §3].
Claim 1. Let α ∈ Y and σ ∈ Aut(Y/K
〈
UD
〉
∆
). Then σ(α) · α−1 does not depend on α.
Proof of claim. If β is another element of Y, then α = β · c for some c ∈ G(UD). So from σ(α) = σ(β) · c
and c = β−1 · α, we have that σ(α) · α−1 = σ(β) · β−1.
Claim 2: The map ρ : Aut(Y/K
〈
UD
〉
∆
) → G taking σ to σ(α) · α−1 (for any α ∈ Y) is an isomorphism
between Aut(Y/K
〈
UD
〉
∆
) and a K-definable subgroup H+ of G.
Proof of claim. For any α ∈ Y, letting p = tp(α/K), H+ is definable over K 〈fp(α)〉∆ as
{x · α−1 : U |= φp(x, fp(α))}.
Since H+ does not depend on the choice of α it is defined over K.
To finish the prove, let Z be the set Y/H+ of right cosets of H+ in Y. By elimination of imaginaries
we have a K-definable f : Y → Um (for some m) such that Z can be considered as the definable set f(Y).
Moreover, as Z is fixed pointwise by Aut(U/K
〈
UD
〉
∆
), we have that our K-definable function is in fact a
map from Y to (UD)m. 
Recall that a ∆-subfield F of K is said to be existentially closed in (K,∆) if every quantifier-free formula
in the language of ∆-rings over F with a solution in K has a solution in F . It is easy to see that (F,∆) is
existentially closed in (K,∆) if and only if any ∆-algebraic variety over F with a K-point has an F -point.
We are now ready to prove:
Theorem 5.4. Suppose (KD,∆) is existentially closed in (K,∆). Then there is a parameterized strongly
normal extension L of K for the equation (⋆).
Proof. The function f given in Proposition 5.3 and its image Im(f) are ∅-definable in the structure (UD,Y)LD,K
introduced in Section 4. Moreover, Fact 2.1 tell us that Im(f) is definable over KD, by a formula χ(y) say.
We use the interpretation result (Corollary 4.3) in two ways. First we take F to be the interpretation of
f in (U , G). So F is a function from G to Um definable over K in the language of ∆-rings; i.e., K-definable
in the structure (U ,∆). We also take Γ to be the interpretation of χ in (U , G). We have that Γ(y) defines
Im(F ) and is also definable over KD in (U ,∆).
Now, as the identity element e of G is a K-point, we have that F (e) ∈ Km and so Im(F ) has a point in
K. In other words, Γ(y) is realized in K. By the assumption that (KD,∆) is existentially closed in (K,∆),
Γ(y) is realized in KD, say by a. So “there is an x such that F (x) = a” is true in the structure (U , G)D,K .
Because (UD,Y)D,K is an elementary substructure of (U , G)D,K and a ∈ KD, one can find such an x in Y.
So there is an α ∈ Y such that f(α) ∈ (KD)m. By Lemma 5.2, (K 〈α〉∆)
D = KD 〈f(α)〉∆ = K
D. Hence
L = K 〈α〉∆ is a parametrized strongly normal extension of K for (⋆).

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