Suppression of Sub-surface Freezing in Free-Standing Thin Films of a
  Coarse-grained Model of Water by Haji-Akbari, Amir et al.
Suppression of Sub-surface Freezing in Free-Standing Thin Films of a Coarse-grained
Model of Water
Amir Haji-Akbari,1 Ryan S. DeFever,2 Sapna Sarupria,2 and Pablo G. Debenedetti1, ∗
1Department of Chemical and Biological Engineering, Princeton University, Princeton, NJ 08544
2Department of Chemical and Biomolecular Engineering, Clemson University, Clemson, SC 29634
(Dated: September 26, 2018)
Freezing in the vicinity of water-vapor interfaces is of considerable interest to a wide range of
disciplines, most notably the atmospheric sciences. In this work, we use molecular dynamics and
two advanced sampling techniques, forward flux sampling and umbrella sampling, to study homo-
geneous nucleation of ice in free-standing thin films of supercooled water. We use a coarse-grained
monoatomic model of water, known as mW, and we find that in this model a vapor-liquid interface
suppresses crystallization in its vicinity. This suppression occurs in the vicinity of flat interfaces
where no net Laplace pressure in induced. Our free energy calculations reveal that the pre-critical
crystalline nuclei that emerge near the interface are thermodynamically less stable than those that
emerge in the bulk. We investigate the origin of this instability by computing the average asphericity
of nuclei that form in different regions of the film, and observe that average asphericity increases
closer to the interface, which is consistent with an increase in the free energy due to increased
surface-to-volume ratios.
I. INTRODUCTION
Water is arguably the most important molecule on
earth. Its abundance in the biosphere, and its presence
in the crystalline, liquid and gaseous states at conditions
prevalent on Earth, is an important factor in the emer-
gence and maintenance of life as we know it. In this
context, the hydrologic cycle plays an indispensable role
in promoting life [1], not only by maintaining biodiver-
sity through the delivery of water throughout the earth,
but also by sustaining a favorable climate without which
most forms of life would cease to exist. It is therefore of
utmost importance to understand the physical processes
that constitute the hydrologic cycle. One of the most
important– and probably the least understood– is the
formation of ice in the atmospheric droplets and aerosols
that constitute clouds. The presence of icy droplets is not
a pre-requisite for the formation of a cloud and in many
climatological models, it is assumed that low-altitude and
middle-altitude clouds are exclusively comprised of liquid
droplets [2]. However, the fraction and the distribution
of frozen droplets in a cloud determines its overall prop-
erties. For instance, the radiative properties of icy and
liquid droplets are significantly different. As a result, the
fraction of frozen droplets in a cloud significantly affects
its light-absorption properties, and is therefore an im-
portant factor in determining its radiation budget [2, 3].
Also, partially glaciated clouds are more likely to pro-
duce rainfalls than single-phase clouds made up of liquid
droplets [4]. Due to these very important ramifications,
the liquid fraction of a mixed-phase cloud is a very impor-
tant input parameter to many climatological models [5].
The problem of calculating the liquid fraction of mixed-
phase clouds is however very challenging. Most existing
∗Electronic address: pdebene@exchange.princeton.edu
models use empirical correlations to relate the ice content
of a cloud to variables such as temperature [6], while
more sophisticated models use the liquid fraction as a
prognostic variable that is directly computed from the
model [7, 8]. However, all existing models perform poorly
in predicting the correct liquid fraction of a cloud, and
can sometimes underestimate it by a factor of two [9].
This lack of predictive power arises from our lack of
understanding of the molecular-level mechanisms that
lead to ice formation in atmospheric droplets. From
a thermodynamic perspective, ice formation is a first-
order phase transition and typically proceeds through a
process known as nucleation and growth. During nucle-
ation, a so-called critical nucleus is formed in the su-
percooled liquid, such that smaller-sized nuclei dissolve
spontaneously and larger-sized ice nuclei grow sponta-
neously. Subsequent growth of larger-than-critical nu-
clei is referred to simply as the growth process. In gen-
eral nucleation is a fluctuation-driven rare event, and
the probability of its occurrence decreases exponentially
with the height of of the free energy barrier that sepa-
rates the supercooled liquid and the crystalline basins.
For pure water, these barriers can be relatively large,
which makes the homogeneous nucleation of ice very un-
likely at temperatures close to the melting point. As
a result, most of our day-to-day experiences of freezing
occur through heterogeneous nucleation in which an ice-
nucleating particle facilitates freezing by decreasing the
free energy barrier. It is indeed believed that ice for-
mation in the atmosphere predominantly proceeds via
heterogeneous nucleation mediated by impurities such as
mineral dust, soot, biological, organic and ammonium
sulfate particles [10]. However, the amount of ice present
in atmospheric clouds cannot be fully accounted for by
heterogeneous nucleation alone [11]. Therefore, both ho-
mogeneous and heterogeneous nucleation are important
in determining cloud dynamics. On a molecular level, nu-
cleation events– whether homogeneous or heterogeneous–
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2generally occur at length (≈ 10−9 m) and time (≈ 10−9 s)
scales that are not accessible to the existing experimental
techniques, and there has only been success in measuring
nucleation rates in narrow ranges of temperature with-
out gaining any knowledge about the characteristics of
the intermediate states [11–22].
One of the most important open questions in the area
is whether a vapor-liquid interface facilitates or sup-
presses the formation of ice. This has been listed as
one of the ten most important unknown questions about
ice [23]. This controversy arises from the fundamental
limitation of existing experimental techniques that are
not yet capable of locating individual nuclei at their in-
ception. Consequently, the evidence for the facilitation
or suppression of crystallization are indirect. The idea of
surface-facilitated crystallization was first proposed by
Tabazadeh et al [24]. They used a simple thermody-
namic reasoning to conclude that crystalline nuclei that
form near the vapor-liquid interface will be thermody-
namically favored over the nuclei emerging in the bulk if
σsv − σlv < σls, an inequality that they argue is satisfied
for most single component systems. Here, σsv, σlv and σls
are the vapor-solid, vapor-liquid and solid-liquid surface
tensions, and σsv−σlv is the energetic penalty associated
with forming a solid-vapor interface at the liquid-vapor
interface. This inequality is equivalent to the condition
that the liquid of a particular material wets its crystal
partially, which is satisfied for most materials. Using
their model, they re-analyzed some earlier experimen-
tal measurements of nucleation rates and were able to
resolve apparent inconsistencies between those distinct
measurements. However, they failed to back up their
core thermodynamic argument with actual values for the
liquid-vapor (σlv), solid-vapor (σsv) and solid-liquid (σsl)
surface tensions of water, probably because of the diffi-
culty in measuring these quantities at supercoolings rel-
evant to atmospheric conditions. Further evidence for
and against this theory emerged in later years, creating
a controversy that is yet to be resolved [25–27]. For in-
stance, Shaw et al observed several orders of magnitude
increases in heterogeneous nucleation rates when the ice-
nucleating particle was placed close to the vapor-liquid
interface [26]. However, Gurganus et al used optical mi-
croscopy to probe nucleation events in a water droplet
placed on top of the surface of an ice-nucleating sub-
strate, and observed no significant difference between the
distribution of icy nuclei emerging at different regions
of the surface [27]. Some authors have even suggested
that the existing experimental techniques lack the nec-
essary resolution for distinguishing surface- vs. volume-
dominated nucleation [28].
In the absence of high-resolution experimental tech-
niques, computer simulations are attractive alternatives
for probing the length and time scales that are rele-
vant in ice nucleation. However, computational stud-
ies of ice nucleation are also very challenging [29], and
it was not until the turn of the millennium that Mat-
sumoto et al were able to nucleate ice in a molecular
dynamics simulation of bulk supercooled water in the
absence of any external stimuli– such as electric fields–
or any biasing potentials [30]. The microsecond-long tra-
jectories that they obtained were the very first windows
opened into the molecular-level events that trigger ice
nucleation. However, since there were only a handful of
trajectories gathered in this study, it was not possible to
explore the statistical nature of the nucleation process
(e.g. the most probable pathway of crystallization). For
that, one needs either to gather a large number of in-
dependent trajectories– which is not usually practical–,
or to use advanced molecular simulation techniques that
sample the transition region of the configuration space
in a targeted manner. Since then, numerous computa-
tional studies of ice nucleation have been performed, us-
ing a plethora of advanced sampling techniques and force
fields [31–36]. The simulation techniques used in many of
these studies [31, 32, 34] involve the application of a bias-
ing potential. These techniques distort the true dynamics
of the system, and are therefore not suitable for calcu-
lating kinetic properties such as nucleation rates. There
is a second class of methods that sample the transition
region without applying a biasing potential, and can thus
be used for direct calculation of nucleation rates. In the
context of ice nucleation, however, these methods have
only been used for coarse-grained models of water. For
instance, Li and coworkers [33, 35] have computed ho-
mogeneous nucleation rates for the monoatomic water
(mW) potential [37]. However, applying these bias-free
sampling techniques to molecular– i.e. multi-site– mod-
els of water, such as the TIP4P family, remains an open
challenge. Apart from large computational costs of es-
timating long-range electrostatic interactions, molecular
models of water tend to have relaxation times that are or-
ders of magnitude larger than their coarse-grained coun-
terparts. This latter fact makes structural relaxation of
supercooled water always a source of concern in studies
of ice nucleation. Indeed, the problem of calculating the
rate of homogeneous ice nucleation for molecular models
of water has been included among the most challenging
problems in computational statistical physics, besting the
efforts of large numbers of computational scientists [29].
Considering these challenges, it is not surprising that
the problem of ice nucleation in the vicinity of vapor-
liquid interfaces is yet to receive due scrutiny, and only
a few computational studies have been performed [35,
38, 39]. With respect to the controversy of surface-
vs. volume-dominated nucleation, these studies reach op-
posing conclusions. Jungwirth et al. [38, 39] performed
conventional MD simulations of free-standing thin films
of a six-site model of water [40], and observed that nucle-
ation events are more likely to occur in the vicinity of the
vapor-liquid interface than the bulk. They explain this
observation by arguing that electrostatic neutrality is vi-
olated in the vicinity of the vapor-liquid interface when
the hydrogen atoms protrude towards the vapor phase.
This, in turn, creates a net electric field in the interfa-
cial region that enhances crystallization in the subsur-
3face. Electrical fields are indeed know to enhance freez-
ing [41]. In contrast, Li and coworkers [35] utilized the
forward-flux sampling (FFS) algorithm [42] to calculate
nucleation rates in nanodroplets of mW water [37], and
they observed a dramatic decrease in nucleation rates
compared to the bulk. This observation was attributed
to the presence of a large Laplace pressure induced inside
those droplets that leads to a decrease in nucleation rates
in materials that have negative-slope melting curves.
In this work, we use a range of molecular simulation
techniques to study homogeneous nucleation of ice in
free-standing thin films of supercooled water. We first
carry out multiple conventional molecular dynamics sim-
ulations of films of mW water at 200 K and observe that
freezing events are more likely to start in the bulk than in
the subsurface region. We then use the forward flux sam-
pling algorithm to explicitly calculate nucleation rates
both in the bulk and in the free-standing thin films at
temperatures between 220 and 235 K, and observe a two-
to three orders of magnitude decrease in nucleation rates
in 5 nm-thick films. We then compute the reversible work
of formation for crystalline nuclei of different sizes as a
function of distance from the vapor-liquid interface, and
observe that the clusters in the bulk are favored over the
clusters that are close to the surface. Finally, we elab-
orate on the origin of the suppression of crystallization
in the vicinity of the vapor-liquid interface by analyzing
the geometric shapes of crystalline clusters and by in-
vestigating the structural and dynamical features of the
interface.
II. METHODS
A. Water Model
We represent water molecules using the mW poten-
tial [37], which is based on the Stillinger-Weber force
field, originally developed for simulating Group IV ele-
ments such as carbon and silicon [43]. The mW poten-
tial preserves the Stillinger-Weber form, but has been
parametrized to reproduce thermodynamic and struc-
tural properties of water [37]. An mW water molecule
has no hydrogens or oxygens, and as a result, no long-
range electrostatic interactions need to be computed dur-
ing the simulation. Instead, the existence of the hydrogen
bond network is implicitly mimicked by including a three-
body term that favors locally tetrahedral arrangements of
water molecules. Due to the lack of electrostatic interac-
tions, this model accelerates water dynamics (e.g. it over-
estimates the self-diffusion coefficient [37]) even though
it successfully predicts the structure, the energetics, and
the anomalies of water. It is because of this speeding up
of dynamics that the rate of homogenous ice nucleation
can be readily computed for the mW system [33], un-
like most molecular models of water for which no explicit
direct rate calculations have been reported. Despite the
’fast‘ dynamics of the mW model, the key assumption un-
derlying this work is that such overestimations will essen-
tially cancel out when comparing the nucleation rates in
films and in the bulk. In other words, we are interested in
comparing bulk and surface nucleation rates rather than
predicting absolute nucleation rates that are relevant to
real water.
B. System Preparation and Molecular Dynamics
Simulations
We carry out our simulations in cuboidal boxes that
are periodic in all dimensions. For ice nucleation in
the bulk, we use cubic boxes that contain 212 = 4096
water molecules. The starting configurations are pre-
pared by constructing a dilute simple cubic lattice of
mW molecules, followed by rapidly compressing it to
the target temperature and pressure with a nanosecond-
long molecular dynamics simulation in the NpT ensem-
ble. For ice nucleation in free-standing thin films, the
cuboidal boxes are stretched along the z direction, and
the initial configurations are obtained by taking the con-
figurations prepared for the bulk simulations, and ex-
panding the simulation box in the z direction by a factor
of five. This is to assure that the films are not affected
by their periodic images. The arising configurations are
then equilibrated in a nanosecond-long MD simulation in
the NV T ensemble.
We perform our molecular dynamics simulations us-
ing LAMMPS [44]. Newton’s equations of motion are
integrated using the velocity Verlet algorithm [45] with
a time step of ∆t = 2 fs, and temperature and pres-
sure are controlled using a Nose´-Hoover thermostat (τ =
0.2 ps) [46, 47] and a Parrinello-Rahman barostat (τ =
2.0 ps) [48] respectively.
C. Order Parameter
A crucial component of any computational investiga-
tion of crystallization is the order parameter that is used
for quantifying the progress of crystallization. For this
purpose, two classes of order parameters are used that
are both based on the bond orientational order parame-
ters of Nelson and Toner [49]. The procedure starts by
identifying the neighbors of every molecule in the system,
based on a distance criterion. Then, spherical harmon-
ics are used for quantifying the relative arrangement of
neighbors of every given molecule by computing:
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(θij , φij) (1)
whereNb(i) is the number of neighbors of the ith particle,
θij and φij are the spherical angles associated with the
displacement vector connecting the ith particle to its jth
4neighbor, and Ylm(·, ·) is the spherical harmonic given by:
Ylm(θ, φ) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ)e
imφ (2)
with l = 0, 1, 2, · · · and m = −l,−l + 1, · · · , l − 1, l, and
Pml (·) the associate Legendre polynomial. Based on the
type of order present in the system, one or two values of
l are used. The two classes of order parameters differ on
how the individual qlm values are combined to quantify
the long-range translational order in the system. In the
first class of order parameters known as global order pa-
rameters, individual qlm(i)’s are averaged to form a set
of global Qlm’s that are then used for computing scalar
invariants that quantify the extent of crystallization in
the system. On the contrary, local order parameters are
based on identifying the types (solid-like vs. liquid-like) of
individual molecules by computing those scalar invariants
for every individual molecule. A graph of neighboring
solid-like molecules is then constructed in the system to
form clusters of solid-like molecules. In studies of ice nu-
cleation, global order parameters have been historically
used when a biasing potential is applied for construct-
ing a reversible thermodynamic path that connects the
crystalline and the amorphous basins [31], while local or-
der parameters are typically used in situations when no
biasing potential is employed [30].
In this work, we use the local q6 order parameter
as explained in Ref. [33]. A nearest neighbor shell of
3.2 A˚ in radius is used for identifying the neighbors of
each molecule. The q6m’s are then calculated for each
molecule using Eq. (1), and the local q6 order parameter
is calculated as:
q6(i) =
1
Nb(i)
Nb(i)∑
j=1
q6(i) · q∗6(j)
|q6(i)| · |q6(j)|
(3)
Here, q6(i) is a vector that contains all thirteen q6m el-
ements, and a · b∗ is the inner product of vector a and
the complex conjugate of vector b. The ith molecule is
classified as solid-like if q6(i) > 0.5 [33]. In order to re-
move chains of locally tetrahedral water molecules that
are widely present in supercooled water (as opposed to
compact arrangements that are physically relevant to the
ice nucleation process), the chain exclusion algorithm of
Reinhardt et al [50] is used to further refine the identity
of solid-like molecules, as follows. First, every solid-like
molecule that has more than four nearest neighbors is
labeled as ’liquid-like‘. Then, a graph is constructed by
recursively connecting the remaining solid-like molecules
to their solid-like neighbors. The arising graph is fur-
ther refined by excluding the solid-like molecules that
have one solid-like neighbor only unless that one solid-like
neighbor is connected to a minimum of three solid-like
molecules. This latter step is only performed on clusters
that have a minimum of ten water molecules. The size
of the largest surviving cluster of solid-like molecules λ is
used as the order parameter to quantify the progress of
crystallization. Throughout this work, we will also refer
to this largest cluster of solid-like molecules as the largest
crystalline nucleus.
D. Forward-Flux Sampling
Among the advanced sampling techniques that can be
used for direct calculation of nucleation rates [51–54],
forward-flux sampling (FFS) [54] is the least sensitive to
the proper selection of the order parameter. This is a
considerable advantage in studying a process as compli-
cated as crystallization for which the a priori identifica-
tion of a good order parameter is not trivial. Not surpris-
ingly, forward-flux sampling has gained popularity in re-
cent years, and has been successfully used for computing
crystallization rates in systems such as hard spheres [55],
silicon [56], NaCl [57], oppositely-charged colloidal par-
ticles [58] and coarse-grained water [33, 35]. The basic
idea of the FFS algorithm is to partition the configura-
tion space into non-overlapping regions that are divided
by the isosurfaces of the order parameter referred to as
milestones. The closest milestone to the liquid basin, de-
noted by λbasin, is chosen so that it is frequently crossed
by the configurations sampled from the supercooled liq-
uid basin. The other milestones are chosen so that every
one of them is accessible frequently enough to the trajec-
tories that are initiated at the previous milestone. The
nucleation rate is then expressed as:
R = Φ0
N∏
i=1
P(λi|λi−1) (4)
where Φ0 is the flux of trajectories that cross the ze-
roth milestone, and P(λi|λi−1) is the probability that a
trajectory that is initiated from a configuration at the
(i − 1)th milestone crosses the ith milestone before re-
turning to the liquid basin. An FFS calculation is termi-
nated when P(λN |λN−1) ≡ 1 for every λN > λN−1. This
means that the configurations gathered at λN−1 are all
post-critical and therefore always grow with probability
one irrespective to the position of the next milestone. In
order to compute the flux, a series of long MD simula-
tions are carried out in the basin and the configuration
of the system is stored whenever the zeroth milestone
is crossed. Those configurations are then used in the
second stage of the algorithm to calculate P(λ1|λ0) in a
Monte Carlo scheme carried out as follows: A configura-
tion is randomly chosen from among the configurations
at λ0. The momenta of the molecules are randomized
according to the Boltzmann distribution, and the sys-
tem is evolved using Hamiltonian dynamics. The aris-
ing MD trajectory is terminated either if it crosses λ1
or if it returns back to the liquid basin. The configu-
rations of the system in successful crossings of λ1 are
stored for future iterations, and P(λ1|λ0) is computed as
the fraction of trajectories that cross λ1 before returning
to the liquid basin. The same procedure is repeated for
5the configurations gathered at λ1, λ2, · · · , until a value of
λN for which P(λN+1|λN ) converges to unity. For every
λ ∈ {λ1, · · · , λN}, the cumulative transition probability
is defined as P(λ|λ0) :=
∏i
k=1 P(λk|λk−1).
We carry out all the stages of our FFS rate calcula-
tions using an in-house C++ program. This program
links against the LAMMPS static library and employs it
as its internal MD engine. For rate calculations in the
bulk, the individual MD trajectories are carried out in
the NpT ensemble at p = 1 bar, while rate calculations
in the films are performed with trajectories in the NV T
ensemble. For every rate calculation, we choose λbasin
and λ0 as follows. If ψ(λ) is the equilibrium distribution
of the order parameter in the supercooled liquid basin
with mean µ and standard deviation σ, we choose λbasin
to be an integer between µ and µ + σ. A suitable value
of λ0 is chosen so that 10
−3 ≤∑∞n=λ0 ψ(n) ≤ 10−2. The
flux is then calculated as Φ0 = Ncross/t〈V 〉 with Ncross
the number of successful crossings, t the length of the
MD trajectory, and 〈V 〉 the average volume of the liquid
region. A crossing is defined as successful if λ0 is crossed
by a trajectory originating from λbasin. In the case of
rate calculations in the bulk, 〈V 〉 is the average volume
of the system, while for free-standing thin films, 〈V 〉 is
computed by partitioning the simulation box into a grid
of cubic cells of side 3.2 A˚, and by enumerating the aver-
age number of cells that have at least eleven non-empty
neighboring cells.
After computing Φ0 and gathering a sufficient num-
ber of configurations at λ0, we use those for computing
transition probabilities. The exact locations of the re-
maining milestones are determined so that for every two
consecutive milestones, the transition probability is be-
tween 10−3 and 10−1, except for the very last two mile-
stones in which transition probabilities are ≥ 1/2. We
terminate each iteration after observing a minimum of
700 successful crossings. We request more crossings if
the transition probability is smaller in order to decrease
the relative statistical error in the estimate of the corre-
sponding P(λi|λi−1).
E. Umbrella Sampling
In order to compute the free energy of formation for
clusters of different sizes as a function of distance from
the surface, we consider a 5-nm-thick film of 4 096 water
molecules at 220 K, and perform the umbrella sampling
simulations [59] using the following biasing potential:
Ui,bias(r
N ) = 12kλ,i
[
λ(rN )− λi
]2
+ 12kz,i
[
z(rN )− zi
]2
(5)
where λ(rN ) is the size of the largest solid-like cluster
in the system, and z(rN ) is the distance of the center of
mass of the largest cluster from the center of the film. λi
and zi are the target values of λ and z in the ith um-
brella sampling simulation. We perform these calcula-
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FIG. 1: (a) Density and (b) stress profiles across the 5-nm
film at 220 K.
tions at 220 K since the nucleation barrier is expected to
be smaller at 220 K than the other temperatures at which
rate calculations are performed. We carry out a total of
350 distinct umbrella sampling simulations spanning the
range of 0 ≤ z ≤ 24 A˚ and 0 ≤ λ ≤ 284, and combine the
resulting histograms using the weighted histogram anal-
ysis method (WHAM) [60, 61]. Due to the discontinuous
nature of the order parameter, it is not possible to sam-
ple the biased energy landscape using molecular dynam-
ics. Instead, we use a hybrid Monte Carlo scheme [62]
in which short NV E MD trajectories act as trial moves
of the Monte Carlo simulation, with the move being ac-
cepted or rejected according to the Metropolis criterion.
Each such MD trajectory is comprised of two MD steps,
with step sizes ranging between 2 and 30 fs. The step size
is occasionally adjusted during the simulation in order to
achieve a target acceptance probability of 0.4.
It is necessary to mention that we do not start our
umbrella sampling simulations from configurations that
are obtained from the forward-flux sampling. Instead, we
initiate our umbrella sampling simulations at low values
of λ– i.e. λ = 5– by taking suitable configurations from
our basin simulations. All other umbrella sampling sim-
ulations use a starting configuration that has been gen-
erated in the umbrella sampling simulation conducted at
a neighboring window, i.e. with equal λ and different z
value, or different λ and an equal z value.
6III. RESULTS AND DISCUSSIONS
A. Identification of the Subsurface Region
Before studying crystallization in free-standing thin
films of supercooled water, we first need to identify a
suitable definition for the subsurface region, or the region
of a film that is affected by the presence of the vapor-
liquid interface. We do this by computing the profiles
of several thermodynamic and kinetic properties, such as
density, stress and relaxation time, across the film using
molecular dynamics simulations. These calculations are
performed using another in-house computer program of
ours described elsewhere [63]. Fig. 1 depicts profiles of
density and lateral and normal stress for a liquid film
at 220 K. The deviations of density and stress from the
bulk values are only significant in a region that is around
12 A˚ thick. In Fig. 1, this region is depicted in shaded
blue. The same behavior is observed in the films sim-
ulated at other temperatures. We therefore define the
subsurface region as a buffer zone that is 12 A˚ in thick-
ness, for all the films studied in this work.
B. Conventional MD Simulations at 200 K
After obtaining a reasonable definition of the subsur-
face region, we carry out conventional MD simulations of
liquid mW films at 200 K, the temperature at which ice
nucleation is the fastest for the mW potential [64]. We
then enumerate the number of crystallization events that
start in the bulk vs. the ones that start in the subsurface
region. In order to do that, we take 49 independent con-
figurations for our mW film simulated at 220 K, and grad-
ually quench them down to 200 K in eight-nanosecond-
long NV T MD simulations. We then equilibrate those
configurations at 200 K for 92 additional nanoseconds,
and monitor the crystallization by analyzing the configu-
rations gathered every 50 ps. For each configuration, we
compute the size of the largest cluster as well as its ge-
ometric boundaries as defined by the minimum and the
maximum z coordinate of the molecules in the cluster.
Fig. 2 depicts two such trajectories that crystallize within
the first five nanoseconds of the equilibration simulations.
In Fig. 2a, the growing crystalline nucleus resides partly
in the subsurface region of the film. The black arrow
marks the approximate time at which fluctuations in the
size of the cluster become significantly enhanced, and
the growth process accordingly becomes characterized by
the rapid accretion or loss of large numbers of particles
(peaks), superimposed on the overall accelerated size in-
crease. At that point, the crystalline nucleus partially
resides in the subsurface region. In Fig. 2b, however, the
nucleus completely resides in the bulk region of the film.
Indeed the moment the largest cluster penetrates into the
subsurface region for the first time (the black arrow at
Fig. 2b), it is comprised of around 200 molecules. This
is close to the critical cluster size at 220 K (see Fig. 3),
so one would expect that such a cluster will be post crit-
ical at 200 K. (Refer to the discussion of Fig. 3 in Sec-
tion III C for further discussion on how critical nucleus
sizes are determined from FFS calculations.) This clearly
shows that nucleation has started completely in the bulk
for this trajectory. We classify the first trajectory as an
example of ’surface‘ crystallization while the second tra-
jectory is counted as an instance of ’bulk‘ crystallization.
From the 49 trajectories studied, four of them crystallized
during the initial quenching period. From the remaining
45 trajectories, crystallization started in the subsurface
region in only 13 of them. This observation is an indica-
tion that vapor-liquid interfaces suppress crystallization
in the mW system.
C. Forward-flux Sampling Calculations
The 49 MD trajectories studied above only give us a
phenomenological estimate of the likelihood of surface
vs. bulk crystallization. In order to obtain a more quan-
titative understanding, however, explicit calculations of
nucleation rates are necessary. We thus use the forward
flux sampling algorithm introduced above to compute nu-
cleation rates in the very same films studied above (5-nm
thick, 4 096 molecules). We perform these calculations at
four temperatures: 220, 225, 230 and 235 K. These are
all significantly higher than the temperature of maximum
crystallization rate, and as a result, spontaneous nucle-
ation of ice in the supercooled liquid is very unlikely to
occur at these temperatures. In order to quantify the
effect of a flat interface on the nucleation rate, we per-
form the same rate calculation for a system that has no
such interface, i.e. the bulk system with equal number
of molecules. These latter calculations are carried out at
the same temperatures, and at a pressure of p = 1 bar.
Table I summarizes the technical specifications of the
first stage of the FFS calculations aimed at computing
fluxes. It is noteworthy that the computed fluxes are all
of the same order of magnitude irrespective of temper-
ature and the type of the system (bulk vs. film). This
is not surprising since the fluctuations that lead to these
crossings are of thermal nature. By requiring the like-
lihood of crossing λ0 to be between 10
−3 and 10−2, we
are implicitly fixing the number of trajectories that suc-
ceed in crossing λ0. Therefore, the cumulative transition
probabilities are good measures of (the order of magni-
tude) of nucleation rates. Fig. 3 depicts P(λ|λ0) vs. λ for
the bulk and the film calculations. Cumulative transition
probabilities are consistently lower in the film than in the
bulk at all temperatures considered in this work. Table II
gives numerical values of the cumulative probabilities and
rates alongside the error bars. Due to much smaller error
bars in flux calculations, the uncertainty in computed nu-
cleation rates mainly arises from the uncertainty in esti-
mating the cumulative transition probabilities. Also note
the eventual flatness of cumulative probability curves in
Fig. 3, which corresponds to the convergence of the FFS
70 500 1000 1500 2000 2500 3000 3500 4000 4500 500060
70
80
90
100
110
120
Time (ps)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 50000
200
400
600
800
1000
1200
1400
1600
180
Time (ps)
SI
ze
 o
f t
he
 L
ar
ge
st
 C
lu
st
er
Time (nanoseconds)
La
rg
es
t C
lu
st
er
Le
ng
th
 (Å
)
12 Å
12 Å
0 1 2 3 4 5
0
400
800
1200
1600
70
80
90
100
110
Time (nanoseconds)
Le
ng
th
 (Å
)
La
rg
es
t C
lu
st
er
0 1 2 3 4 5
0 500 1000 1500 2000 2500 3000 3500 4000 4500 500060
70
80
90
100
110
120
Time (Nanoseconds)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 50000
500
1000
1500
2000
2500
300
Time (nanoseconds)
La
rg
es
t C
lu
st
er
12 Å
12 Å
0
500
1000
1500
2000
2500
70
80
90
100
110
a b
FIG. 2: Examples of (a) surface, and (b) bulk crystallization in conventional MD simulations of mW films at 200 K. The top
panels show the geometric boundaries of the film (blue), the subsurface region (green) and the largest solid-like cluster (red
and cyan). The bottom panels show the size of the largest solid-like cluster. In panel a, the black arrow corresponds to the
time after which fluctuations in the cluster size are characterized by the sudden accretion or loss of large numbers of particles
(peaks), superimposed on an overall accelerating growth.. In panel b, the black arrow corresponds to the time at which the
largest cluster penetrates into the subsurface region for the first time. As explained in the text, by this time the cluster is
post-critical.
TABLE I: Computed fluxes in FFS calculations of nucleation rates.
System T (K) λbasin λ0 t (ns) Ncross 〈V 〉 (nm−3) Φ0 (m−3 · s−1) log10 Φ0a
Film, 5 nm 220 6 11 39.800 6 517 125.177 1.307× 1036 0.0108
Film, 5 nm 225 6 10 75.070 12 602 124.771 1.346× 1036 0.0080
Film, 5 nm 230 5 10 34.048 3 709 124.811 8.728× 1035 0.0144
Film, 5 nm 235 5 9 34.998 31 600 124.922 7.228× 1036 0.0048
Film, 2.5-nm 220 5 10 269.276 41 500 63.841 2.414× 1036 0.0042
Bulk 220 6 11 69.070 12 194 122.894 1.437× 1036 0.0080
Bulk 225 6 10 102.623 13 015 122.598 1.034× 1036 0.0076
Bulk 230 5 10 67.730 4 109 122.397 4.957× 1035 0.0136
Bulk 235 4 9 121.508 48 294 122.260 3.251× 1036 0.0040
alog10 Φ0 is the absolute error in the decimal logarithm of Φ0.
algorithm. Although the size of the critical nucleus at
any given temperature and geometry can be determined
from computing the commitor probabilities, one can ob-
tain an upper bound by identifying the flat regions of
the cumulative probability curves, since all the clusters
in the flat region will be post-critical, otherwise they will
have a nonzero probability of shrinking back to the liquid
basin.
Fig. 4 depicts the temperature dependence of the com-
puted nucleation rates. The symbols correspond to the
actual rates, while the curves are fitted according to clas-
sical nucleation theory [33]. For the 5-nm films, the tem-
perature dependence of ice nucleation rates is similar to
that of the rates in the bulk. This can be explained by the
fact that the overwhelming majority of nucleation events
that are sampled by the FFS algorithm involve crystalline
nuclei that are partially located in the bulk. At large val-
ues of λ, these ’shared‘ clusters are more likely to grow in
the bulk side than in the subsurface side. Consequently,
the overall dynamics of crystallization is dominated by
the underlying rate in the bulk, but is attenuated due to
the unavailability of certain growth directions. This ef-
fect decreases the overall transition probabilities, as ob-
served in Fig. 3, but does not change the temperature
8TABLE II: Transition probabilities and nucleation rates for the systems considered in this work.
System T (K) log10 Φ0 log10 P(λx|λ0)a,b log10 Rc
Film, 5 nm 220 36.1163± 0.0108 −15.2638± 0.3498 20.8525± 0.3498
Film, 5 nm 225 36.1290± 0.0080 −20.0583± 0.4426 16.0707± 0.4426
Film, 5 nm 230 35.9409± 0.0144 −26.9815± 0.4690 8.9594± 0.4690
Film, 5 nm 235 36.8590± 0.0048 −38.3518± 0.5496 −1.4928± 0.5496
Film, 2.5-nm 220 36.3827± 0.0042 −19.6318± 0.2460 16.7509± 0.2460
Bulk 220 36.1575± 0.0080 −13.0510± 0.2270 23.1065± 0.2270
Bulk 225 36.0145± 0.0076 −17.1152± 0.2452 18.8993± 0.2452
Bulk 230 35.6952± 0.0136 −24.5543± 0.3110 11.1409± 0.3110
Bulk 235 36.5120± 0.0040 −36.3790± 0.3510 0.1330± 0.3510
aλx corresponds to the value of the order parameter that completely lies in the crystalline basin.
bStatistical uncertainties in transition probabilities are computed using the procedure described in Ref. [65] and
correspond to 95 % confidence intervals.
cLike Φ0, R has the units of m−3 · s−1.
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FIG. 5: Average number of molecules belonging to crystalline
nuclei of size λ that reside in the bulk region (solid red) and
in the subsurface region (dashed blue). The analysis is per-
formed for the configurations gathered during the FFS cal-
culations of nucleation rate for the 5-nm film at 220 K. The
solid dark line has a slope of unity. In every configuration,
around 2 000 water molecules are located in the subsurface
region. Each datapoint has been obtained from a minimum
of 500 snapshots, and the error bars are all smaller than the
size of the symbols.
dependence of rates in comparison to the bulk. This
asymmetric growth into the bulk can be clearly seen in
Fig. 5 in which the average number of bulk and sub-
surface water molecules are depicted for the crystalline
nuclei in configurations collected from rate calculations
at 220 K. A similar behavior is observed at other temper-
atures, while the exact location of the crossover beyond
which the subsurface portion of the largest cluster does
not grow is different from temperature to temperature.
We do not include the plots for other temperatures for
conciseness reasons.
In order to factor out the impact of bulk-dominated
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asymmetric growth on nucleation, we construct a film
that is 2.5 nm in thickness, and is therefore fully com-
prised of the subsurface region. We then use the FFS
algorithm to compute the homogeneous nucleation rate
in this ’ultra-thin‘ film. Due to high computational costs
of FFS calculations, we perform these calculations at one
temperature only, namely at 220 K. Fig. 6 depicts the cu-
mulative transition probabilities for this ultra-thin film,
as well as the 5-nm film and the bulk system at the same
temperatures. The fluxes and rates are also given in Ta-
bles I and II. Nucleation rates are about seven orders
of magnitude smaller in the 2.5-nm ultra-thin film than
in the bulk. This clearly shows the suppressive effect of
the interface on ice nucleation, an effect that is partially
masked in 5-nm films due to the dominance of asymmet-
ric bulk-dominated crystallization.
D. Free Energy Calculations
In order to understand why a vapor-liquid interface
suppresses ice nucleation at its vicinity, we use hybrid
Monte Carlo and umbrella sampling to compute F (λ, z),
the free energy of formation for a crystalline nucleus of
size λ with its center of mass located at distance z from
the center of the 5-nm film. The temperature is set to
220 K. Due to the high computational cost of these cal-
culations, we confine ourselves to clusters of 250 or fewer
molecules as this range is sufficient for capturing the un-
derlying physics of the nucleation process. Fig. 7 depicts
F (λ, z) for different regions of the film. Each F (λ, z)
curve is obtained by averaging the two-dimensional free-
energy surface in a slice that is centered at z and is
0.3 A˚ thick. For small clusters, i.e. the clusters with
fewer than 50 water molecules, the free energy of for-
mation is not sensitive to z. For larger clusters, how-
ever, the sensitivity starts to emerge in the subsurface
region. For instance, a cluster of 100 water molecules
at z = 23.25 A˚ is around 5 kBT less stable than a 100-
molecule cluster located at the center of the film. This
inferior surface stability penetrates deeper into the film as
λ increases. As can be seen in Fig, 7, F (λ, z) vs. λ is not
sensitive to z in the bulk region of the film determined in
Fig. 1. The inferior stability of large subsurface clusters
are can partly explain the asymmetric growth observed
in Fig. 5. It is necessary to mention that the calculations
presented in this work overestimate the stability of the
clusters that are in the subsurface region, since we do
not prevent deformations of the vapor-liquid interface in
our umbrella sampling calculations. Such deformations
and ripples create clusters that have identical distances
from the center of the film, but have different stabilities.
This leads to an overestimation of the stability of surface
clusters, and can also explain the numerical inaccuracies
that can be observed in Fig. 7.
Why are solid-like clusters less stable in the subsur-
face region? This question can be addressed both from
a thermodynamic and a kinetic perspective. In general,
what makes a pre-critical crystalline nucleus less stable is
the free energy penalty associated with creating a solid-
liquid interface. Different facets of a crystalline nucleus
typically have different surface energies, but this differ-
ence is usually not very large if all facets of the crystal
are exposed to the same phase (e.g. the liquid). Conse-
quently, crystalline nuclei that are as spherical as possible
are typically favored in the homogeneous nucleation of a
crystal in the bulk liquid phase. This is not necessar-
ily true when multiple amorphous phases are present in
the system since different facets of the crystal might be
exposed to vastly different environments, and can thus
have vastly different energies of formation. The surface
energies needed for forming any of these facets will there-
fore be important in determining the geometry of crys-
talline nuclei, as well as the regime of volume- vs. surface-
dominated nucleation. This is the theoretical basis of the
theory proposed by Tabazadeh et al. [24] that was men-
tioned in Section I. In this context, the reversible work
needed for forming a solid-vapor interface in a two-phase
liquid-vapor system is proportional to σsv−σlv, while the
reversible work needed for creating a solid-liquid interface
is proportional to σls.
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FIG. 8: Spatial distribution of the average anisotropies of the largest crystalline nuclei. Each histogram bin corresponds to a
region of the film that is 2.5 A˚ thick. Given distances are between the center of mass of the largest cluster and the center of
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a b c
FIG. 9: Crystalline clusters with different anisotropies: (a)
a cluster of 174 water molecules with an anisotropy of 0.08
located at the center of the film, (b) a cluster of 174 water
molecules with an anisotropy of 0.22 located at a distance of
12 A˚ from the center, and (c) a cluster of 175 water molecules
with an anisotropy of 0.40 located at a distance of 20 A˚ from
the center. The flat solid-vapor interface is visible at the top.
In all these images, the pink molecules have a minimum of
three solid-like neighbors.
For the mW system, these surface energies have been
reported in the literature. Among them, σlv is the easi-
est to compute, and has been calculated for a wide range
of temperatures by Hudait et al. [66]. For 220 K, they
report a value of 71 mJ · m−2. Using the stress pro-
files [67] given in Fig. 1 to compute σlv, we are able to
reproduce their results. σls and σsv are however more
difficult to compute. Li et al utilized the classical nu-
cleation theory to estimate σls and obtained a value of
31.01 mJ ·m−2 [33]. Limmer and Chandler used a direct
approach for computing σls in cylindrical nanopores [68],
and reported a value of ≈ 30 mJ ·m−2 at 220 K. In the
case of σsv, the only available calculation is due to Hu-
dait et al. [66] who performed conventional MD simu-
lations to measure the contact angle of nanodroplets of
mW water that are in contact with a sheet of ice and
use Young’s equation to estimate σsv from the computed
contact angle, and the other surface tensions mentioned
above. At the melting point, they observe a contact an-
gle of 24◦. By assuming that the contact angle is not
a strong function of temperature, which is a reasonable
assumption for most materials, one will get a solid-vapor
surface tension of σsv ≈ 95 mJ · m−2 at 220 K. This
will correspond to an energetic penalty of 30 mJ · m−2
and 24 mJ · m−2 for the formation of a solid-liquid and
a solid-vapor surface respectively. Due to the relatively
close energetic penalties associated with the formation of
a solid-liquid and a solid-vapor interface, one expects a
strong correlation between the sphericity of a crystalline
nucleus and its thermodynamic stability. For instance,
if we assume that solid-liquid surface tension is not a
function of z, and that the solid-vapor interface is flat, a
hemispherical crystalline cluster of 150 water molecules
that has a flat solid-vapor interface will be ≈ 14 kBT less
stable than a spherical cluster of the same size completely
immersed in the liquid. Of course, these assumptions are
not accurate for the real system. However, this very sim-
ple calculation reveals how the larger surface-to-volume
ratios of surface clusters tend to take over the slight en-
ergetic advantage of forming a vapor-liquid interface.
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FIG. 10: Lateral structural relaxation time vs. the distance
from the center of the film for a thin film of 4 096 mW
molecules at 220 K. The shaded blue regions correspond to the
subsurfaces of the vapor-liquid interfaces. Relaxation times
are computed based on the decay of the self intermediate scat-
tering function [63].
In order to test this hypothesis, we analyze over 600 000
configurations isolated from our umbrella sampling sim-
ulations and compute the anisotropy parameter, κ, from
the gyration tensor of the largest crystalline nucleus of
each configuration. If the eigenvalues of the gyration ten-
sor are given by γ21 ≥ γ22 ≥ γ23 , the anisotropy parameter
κ, is defined as:
κ2 =
3
2
γ41 + γ
4
2 + γ
4
3
(γ21 + γ
2
2 + γ
2
3)
2
− 1
2
For a collection of points in R3, κ will vanish if those
points are distributed uniformly inside a sphere. There-
fore, larger values of κ will correspond to distributions
that are further away from such uniform distribution.
Fig. 8 depicts the spatial distribution of the average
anisotropies of crystalline nuceli in different regions of
the 5-nm film while Fig. 9 shows representative clusters
with different anisotropies. The crystalline clusters that
are close to the surface tend to be less spherical on av-
erage, which is consistent with our expectation. Visual
inspection of these subsurface clusters reveals that they
are predominantly hemispherical, with a flat solid-vapor
interface (Fig. 9c).
Apart from this thermodynamic aspect that emanates
from distinct geometries that form in different parts of
the film, the kinetic behavior of the film might also be
relevant to the observed suppression of crystallization in
the mW system. Fig. 10 shows the relaxation time pro-
file across the 5-nm film computed from conventional MD
simulations. The technical details underlying this cal-
culation are provided elsewhere [63]. We observe that
the relaxation time profile is fairly uniform across the
film. Indeed, no subsurface region would have been de-
tected if relaxation times had been used as the basis of
the definition of the subsurface region. This behavior is
distinct from what is observed in simple fluids, such as
the Lannard-Jones system, where structural relaxation is
significantly faster in the subsurface region than in the
bulk [63, 69]. The fact that dynamics is not faster in the
subsurface region of the mW system deprives the sub-
surface region from its potential advantage over the bulk
liquid, i.e. its ability to harbor faster reconfiguration of
molecules that are necessary for large density fluctua-
tions.
IV. CONCLUSIONS
In this work, we use molecular dynamics simulations
and advanced sampling techniques and demonstrate that
ice nucleation is suppressed in the vicinity of flat vapor-
liquid interfaces for a coarse-grained monoatomic model
of water, mW. The suppression of crystallization in the
vicinity of curved vapor-liquid interfaces has been pre-
viously observed and has been attributed to the large
Laplace pressure inside nano droplets of mW water [35].
Our explicit rate calculations reveal a decline in the nu-
cleation rate of two to three orders of magnitude in films
that are 5 nm thick, and a decline of seven orders of mag-
nitude in films that are 2.5 nm thick. (This latter calcula-
tion has only been performed at 220 K.) Nucleation rates
in the 5-nm films have a similar dependence on tempera-
ture as the rates in the bulk system, an observation that
we attribute to the bulk-dominated asymmetric freezing
in the film. We also use umbrella sampling simulations to
estimate the thermodynamic stability of crystalline nu-
clei of different sizes in different regions of the film, and
conclude that the presence of the interface destabilizes
pre-critical crystalline nuclei in its vicinity. We explain
this observation by analyzing the geometrical shapes of
the clusters that form in different regions of the film, and
observe that the clusters that are closer to the interface
are more aspherical than the clusters that are in the bulk
region. We also confirm that the pace of structural re-
laxation is uniform across the films, and no significant
difference exists between the dynamics in the bulk and
the dynamics in the subsurface region.
In Section I, we discuss the theory of Tabazadeh et
al [24]. In Section III, we use the reported surface ten-
sion values in the literature to compare the prediction of
their theory to our observations. Although the inequality
that they propose as a condition for surface-dominated
crystallization is satisfied by the mW system, we observe
a suppression– and not a facilitation– of freezing in the
vicinity of liquid-vapor interfaces. This disagreement be-
tween the theory and simulation can be attributed to the
tendency of the system to form hemispherical clusters
at the interface due to the overall flatness of the origi-
nal vapor-liquid interface. This increases the surface-to-
volume ratio of the clusters that form at the interface in
12
comparison to the clusters emerging in the bulk (9/2r
vs. 3/r). Therefore, the presumed energetic gain due to
lower energetic penalties associated with the solid-vapor
interface is offset by this increase in the surface-to-volume
ratio. It thus appears prudent to revise this theory to ac-
count for the flatness of solid-vapor interfaces in systems
where the energetic differences between competing solid-
fluid interfaces are not very large.
In most materials, the solid phase is denser than the
liquid. This is obviously not true for water, since the for-
mation of a coherent tetrahedral network in ice creates
void space in the crystal, making it less dense than the
liquid. Therefore, the formation of ice can only proceed
through density fluctuations that create locally dilute re-
gions inside the liquid [70]. This has led some to con-
jecture that the vapor-liquid interface will enhance crys-
tallization in systems in which the liquid is denser than
the crystal, since such density fluctuations would tend to
occur with greater ease in the vicinity of a vapor-liquid
interface. Earlier computer simulations of silicon [56],
another tetrahedral fluid with a liquid denser than its
crystal, revealed that crystallization is indeed enhanced
in the subsurface region. Our calculations clearly demon-
strate that this conjecture is not true, and the effect of
a vapor-liquid interface on crystallization appears to be
too complex to be rationalized solely on the basis of pa-
rameters such as the density difference between the liquid
and the solid.
One of the most important characteristics of the mW
model that makes it very popular in computational stud-
ies of water is its lack of electrostatic interactions. This
not only reduces the amount of computer time needed
for integrating Newton’s equations of motion, but also
accelerates the intrinsic dynamics of the mW system in
comparison to molecular– i.e. multi-site– models of wa-
ter because the pace of structural relaxation in molecular
models is hampered by the slowness of rotational rear-
rangements of molecules that are necessary for the rear-
rangement of the hydrogen bond network. As rewarding
as it might be for most applications, this feature is likely
to become a shortcoming in studying confined systems, as
it will mask charge imbalances that are likely to develop
at interfacial regions. Indeed, the earlier computational
studies of Jungwirth et al. [38, 39] reveal the existence
of these charge imbalances at vapor-liquid interfaces and
their potential role in promoting crystallization in free-
standing thin films of molecular water. Although the
water model used by Jungwirth et al. is not among the
most accurate ones, it demonstrates the possibility that
electrostatics might play an important role in crystalliza-
tion at interfaces. What we are able to establish in this
work is the fact that local tetrahedrality in a water model
does not necessarily lead to the enhancement of crys-
tallization in the vicinity of the vapor-liquid interface.
Whether the presence of electrostatics will lead to the
enhancement of crystallization in the subsurface region
can only be addressed by repeating the current study for
a good molecular model of water such as TIP4P/2005 [71]
or TIP4P/Ice [72]. As mentioned in Section I, the prob-
lem of computing nucleation rates for molecular models
of water is, however, very challenging and has not been
solved, even for homogeneous nucleation of ice in bulk
supercooled water. Until this long-standing challenge is
overcome, studying the role of electrostatics in enhancing
or suppressing ice nucleation in the vicinity of interfaces,
using realistic, multi-site models of water, will remain
beyond reach.
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