In matrix factorization, available graph side-information may not be well suited for the matrix completion problem, having edges that disagree with the latent-feature relations learnt from the incomplete data matrix. We show that removing these contested edges improves prediction accuracy and scalability. We identify the contested edges through a highlyefficient graphical lasso approximation. The identification and removal of contested edges adds no computational complexity to state-of-the-art nonprobabilistic graph-regularized matrix factorization, remaining linear with respect to the number of non-zeros. Computational load even decreases proportional to the number of edges removed. Formulating a probabilistic generative model and using expectation maximization guarantees convergence. Rich simulated experiments illustrate the desired properties of the resulting algorithm. On real data experiments we demonstrate improved prediction accuracy on four out of five experiments (empirical evidence that graph side-information is often inaccurate), and the same prediction accuracy with 20% fewer edges. A 300 thousand dimensional graph with 3 million edges can be analyzed in under ten minutes on a standard laptop computer.
Introduction
Matrix factorization (MF) is popular in a number of domains including recommender systems [28, 36] , bioinformatics [6, 26, 47, 52, 56] , image restoration only very indirectly related to the movie preferences [35] . Nevertheless, more general similarity has been shown to often work well in practice, but some parts of it may turn out to be detrimental as we illustrate below. Figure 1 (left) shows a small movie-recommendation data matrix with SN SI (middle). Without SI, if row/column observations in the data matrix are similar, latent features will be similar. This can be inaccurate, e.g. users 2 and 3 would be considered similar based on the observations, and thus predictions for user 2 would be similar to ratings of user 3, whereas actually user 2 is similar to user 1. Graph information can help by encouraging latent features of connected users, like user 1 and user 2 here, to be similar, even when there is no observed data in the matrix to indicate they should be. However, for other users such as 4 and 5 the graph may mismatch with the data, indicating similarity whereas 4 and 5 are actually negatively correlated (as seen in their ratings of movies 5 and 6), and using the graph would thus worsen their predictions. We propose using this discrepancy to contest the graph edge between users 4 and 5; removing this edge as in Figure 1 (right) would improve predictions for users 4 and 5 to be consistent with their observed negative correlation, while the beneficial edge between users 1 and 2 will still remain. In real cases, mismatch between the data matrix and the SI would be detected based on much more data than in this illustration.
We do not propose to identify contested edges directly from the observed data but from correlations between the latent features. We introduce a probabilistic generative model that we call graph-based prior PMF (GPMF). Using the expectation-maximization (EM, [5] ) algorithm we find a maximum a posteriori (MAP) estimate for the latent features and a maximum likelihood estimate (MLE) for the correlations of the latent features. We show in Section 3.3 how using GLASSO approximation we can remove contested edges by simply thresholding a constrained sample covariance matrix (SCM).
There exist a number of approaches to reduce the edges in a labelled graph, graph summarization [32] for example. Most of these approaches do not use node attributes (labels) and to the best of our knowledge none use latent features for edge pruning. There are link prediction models that are probabilistic and use node attributes [22] but none of them can (yet) scale to large data [30, 39, 54] . This paper introduces GPMF: the generative model in Section 2, the scalable constrained EM algorithm in Section 3, experiments in Appendix B and a conclusion in Section 5.
GPMF Generative Model and Relations to the Graph Side-Information
We are provided with a partially observed data matrix R with N rows and M columns. R is approximated as the product of two low-rank matrices, U and V . an index set Ω where Ω ij is one if the element in row i and column j of R is observed, and zero otherwise. The goal is to learn latent-feature matrices U and V that most accurately represent the full matrix R.
2 -regularized MF has a scalable probabilistic interpretation: PMF. Each observed entry R ij : (i, j) ∈ {Ω = 1} is assumed to have Gaussian noise σ 2 ; each row of U and V has a zero-mean spherical Gaussian prior. Similar to KPMF [57] , our model replaces the spherical Gaussian prior with a full-covariance Gaussian over the columns of the latent features (introducing row-wise dependencies):
Graph SI constrains the structure of the precision matrices (Λ U or Λ V ) of (2) and (3), discussed next.
Gaussian Markov Random Field (GMRF) relation to Precision matrix
An undirected graph G Z = (V Z , E Z ) with a set of nodes V Z , representing a set of random variables {Z i } P i=1 , and a set of edges E Z ⊆ {(i, j) | i, j ∈ V Z }, defines the conditional independence of the random variables, where the absence of an edge (i, j) / ∈ E Z implies that the two random variables are conditionally independent [Λ Z ] ij = 0 given the remaining random variables [5, 25, 29, 41] :
In the remainder of the paper we refer to the adjacency matrix of G Z : a symmetric matrix where [A Z ] ij is one if an edge exists between nodes i and j and zero otherwise. We can summarize the GMRF relation as
Laplacian Matrix relation to Precision Matrix
The Laplacian matrix of a graph is
ij is a diagonal degree matrix, and is positive-semi-definite by definition. The regularised Laplacian L + Z = L Z + γI , γ > 0 is a positive-definite matrix; a valid precision matrix retaining the GMRF property [14, 16, 17, 25, 31] :
Lemma 1. If the precision matrix in (2) and (3) is the regularised Laplacian matrix L + U , L + V , then the MAP estimator of our model has the same objective function as GRALS [40] . Our GPMF model therefore gives a generalization of the GRALS objective function.
Proof of Lemma 1. Our generative model is biconvex, and hence it suffices to prove for U that the posterior is equivalent to the GRALS objective. Holding V fixed and finding the log posterior of U :
where U i: is row i of matrix U and U :d is column d and noting that i,j U 2 ij = tr(U U ) = U 2 F . Equation (4) is the GRALS objective function [40] . Derivations in the supplementary material.
GRAEM: Scalable EM for GPMF
We naturally extend each least-squares sub-problem of GRALS [40] with graphregularised alternating EM (GRAEM), having the same global convergence guarantees as GRALS [49] . We work through optimising U with V fixed, solving for V has the same form.
The EM Formulation
We have an incomplete data matrix R, fixed matrix V , latent variable matrix U , and graph SI. From the graph we derive L + U (see Section 2.2), then set the precision matrix Λ U = L + U , which we consider our model parameters. We want to maximize the expectation of the joint density of the data and the latent variables, with U as our unknowns and Λ U as our input parameters:
E-step: Expected Value of the Latent Variables
The expected value of our latent variables has a Gaussian posterior distribution (see supplementary material), we can therefore use the MAP, which is equivalent to the GRALS objective function as shown in lemma 1:
M-step: Removing Contested Edges
We can remove edges in the graph that correspond to negative correlations between the latent features by simply removing negative covariances from an SCM; this relationship holds for large scale and sparse problems; details follow.
The MLE of the parameters and GLASSO
To find the MLE we maximise the Q function in Equation (5) with respect to Λ U . The maximum can be found in closed form by taking the derivative with respect to the parameter Λ U and setting to zero:
Equation (6) is the inverse of an SCM, where each sample is one of the columns of U . Values for U are unknown, so we use the MAP given the previous estimate of the parameters (Λ old U ). The solution (if any) is almost surely not sparse. Graphical lasso (GLASSO [34] ) finds a sparse solution for the MLE of the precision matrix, where samples are assumed to be normally distributed, in line with our model assumptions in Section 2. We therefore propose solving (6) with GLASSO.
Constrained GLASSO and Highly Efficient Approximation
GLASSO finds the MLE of the precision matrix under an 1 penalty, given an SCM S. [21] showed that the problem space can be reduced with prior knowledge on which pairwise relationships do not exist, forcing them to be zero in the solution:
[53] uses a relation between the sparsity structure of the τ -thresholded SCM and the GLASSO solution; for large-scale problems, when the solution is very sparse, the connected components are equivalent [34] , given further assumptions the complete sparsity structure is equivalent [19, 45, 46] . However, this solution will locate correlations, positive and negative, with a strong magnitude, greater than τ . Next we detail how to identify edges that correspond to only negative correlations.
Removing a Contested Edge
The sparsity structure of the SCM and the (GLASSO) solution are equivalent under mild assumptions that are found to be true for sufficiently large τ , that result in ≈ 10N non-zeros in the solution [18, 19] . One of these assumptions is sign-consistency where each non-zero element of the solution has the opposite sign in the SCM. Assuming sign-consistency we can identify all graph edges that correspond to negative correlations in the latent features, with E[S D U ] from Equation (6) as our SCM:
is the updated adjacency matrix, the threshold parameter τ is set to zero (or can be increased for a sparser solution) and A 0 U is the adjacency matrix of the graph SI. To solve Equation (8) we need to compute E[S D U ], we can decompose the problem:
The remaining task is to efficiently approximate the posterior covariance Σ post.
U :d for each column, d, of U , which we discuss next.
Posterior Covariance Approximation
The posterior of our GPMF model, in Section 2, is a joint Gaussian distribution, where the likelihood in Equation (1) introduces relations between the columns of the latent features and the prior in Equation (2) introduces relations between the rows. This results in a posterior covariance matrix with an inverse Kronecker sum structure [27, 43] : Σ post.
Column-wise independence assumption. We simplify the Kronecker sum with a column-wise independence assumption, setting all off-diagonals of C to zero:
Λ post.
where α = [σ 2 ] −1 is the inverse of the observation noise in (1), diag takes a vector to create a diagonal matrix and blkdiag takes a sequence of matrices to construct a block-diagonal matrix.
Sparse Cholesky factorisation: EachΛ post.
U :d is still too large to invert. Assuming the high-dimensional matrix is sparse, as in [53] , its Cholesky factorisation is computable in O(N ) time [13] . We compute K samples as an unbiased estimate for the approximate posterior covariance: Σ post.
x k x k , x k ∼ N 0, Λ post.
The Algorithm
The EM algorithm iterates between E-step and M-step until convergence. We initialize the latent feature matrices (U , V ) by finding the MAP with no graph SI using PMF, to learn latent features that reflect the observed entries of the data matrix. In practise any method to learn the latent features with no SI can be used. The M step uses the relations between the latent features to identify negative correlations and remove them from the graph SI. The E-step then finds the MAP of the latent features given the updated graph. In theory the E and M step could be continued until some convergence criterion was met, but this would be less efficient and we get good results with just one step. So the three steps of our algorithm are lines 1,3 and 4:
Scalability: Computational Complexity
The algorithm has three steps: lines 1,3,4 in Algorithm 1. Line 1 is linear in the number of non-zeros nz() in the data matrix O(nz(Ω)) per conjugate gradient Algorithm 1 Graph-regularised alternating EM (GRAEM) algorithm 
Experiments
We compare our algorithm to a baseline with no graph SI (PMF, [37] ), the current most scalable method, GRALS [40] , less scalable methods KPMF [57] and KBMF [20] . We do not compare to deep learning methods [4, 24, 38, 51] with high computational demand as we focus on efficient methods to demonstrate the efficiency of our graph update step. Note however that for initialisation any method to learn latent features can be used and for the E-step any method with graph SI.
Experiments on Synthetic Data
To analyze the behaviour of our algorithm we generate a data matrix with a known underlying graph. Therefore we can replace true edges in the graph with corrupted edges (CEs) that contest the true underlying structure, controlling the accuracy of the graph SI. We use a block-diagonal regularised-Laplacian precision matrix. We generate a 400 × 400 data matrix by Equations (1)-(3), with proportion of corrupted edges 0.3, observation noise 0.01, 7% observed values, and 40 latent dimensions; we vary these settings in the experiments below. See supplementary material for further details.
Graph Fidelity. In Figure 2 we vary the number of CEs. A graph with no CEs has fidelity one (F=1), with all CEs F=0. GPMF consistently improves prediction accuracy over methods with graph SI for F > 0, and performance is Observation Noise. Figure 3 shows the benefit of GPMF diminishes as noise increases; learning negative correlations requires learning from the observations. However, at worst GPMF is only as bad as using the original corrupted graph.
Proportion of Observations. In Figure 4 with just 10% of observed entries our algorithm can almost attain the same prediction accuracy as using the true graph. GRALS requires 30% to achieve a similar accuracy. At 40% of observed entries the graph is no longer beneficial. Note that most large scale matrix completion problems have fewer than 10% observed entries.
Model Capacity. Figure 5 shows that with too few latent features all models are negatively effected, but overall GPMF attains the best prediction accuracy.
GLASSO accuracy We analyse the accuracy of removing CEs over several simulations. With 7% of observed entries 31.7% of CEs are removed and wrongly 19% of true edges (TEs), increasing to 40%, 44.3% of CEs are removed and 0.3% of TEs. Fixing observed entries at 20%, with noise σ 2 = 0.01 39% CEs and 2.7% TEs are removed, and with σ 2 = 1, 34.3% CEs and 42.7% TEs are removed. We see clearly that observation noise strongly effects the ability to identify contested edges, reflected in Figure 3 . Accuracy improves with more observed entries, but overall successful removal of CEs is only moderate (due to lack of observed entries and approximation inaccuracy). Regardless, experiments show this is enough to attain significant improvements in prediciton accuracy. 
Experiments on Real Data
In Figure 6 GPMF gives improved accuracy on all small datasets (3k by 3k subsets of Flixster and Douban [38] , full datasets not attainable, and MovieLens100k [23] ): in (c) we show that increasing the proportion of edges removed, decreases accuracy; improved convergence speed and accuracy using the updated graph for the E-step is shown in (b). In Figure 7 convergence speed is shown on large data (MovieLens20m [23] , Epinions [48] and Yahoo Music [40, 15] ), proportion of edges used by GPMF reported in figure title: (a) GPMF showed similar accuracy with fewer edges, this graph is extremely sparse and removing edges seems to give no gain; (b) graphs with k ∈ {10, 20, 40}-NN were tried and k = 40 is plotted, results for all graphs in Table 1 show how GPMF improves with more neighbours (reducing sparsity) while the unaltered graphs reduce the accuracy of GRALS; (c) PMF outperformed GRALS indicating a poor-quality graph, our method improved prediction accuracy through removing contested edges. We also tested general usefulness of the updated graph: KPMF accuracy and convergence speed improved on Douban from 0.7322 to 0.7319 and we observed an increased convergence speed of a geometric deep learning model [38] . Note KBMF has many tuning parameters and we couldn't improve performance. Further details in supplementary material.
Conclusion
Formulating a probabilistic generative model with graph-based priors, GPMF, we introduce a highly scalable approach, GRAEM, to remove (contested) edges in graph SI that disagree with estimated latent-feature correlations. We show that thresholding the SCM of latent feature estimates can identify contested edges. The approach is linear in computational complexity, adding no cost to the current state-of-the-art scalable approach, GRALS. We also found the updated graph is beneficial for other models (even deep learning [38] ) for this same task, suggesting the M-step in our algorithm to identify and remove contested edges could be used in a wider domain.
Appendix
A Posterior of GPMF model
We derive the posterior of U , fixing V , given the data {R, Ω} and parameters Λ U for the Graph-based prior probabilitic matrix factoriation (GPMF) model. The posterior for V follows the same steps with U fixed. We start by breaking down the likelihood and prior into scalar operations:
Using the scalar expansion we recombine to form the full posterior in scalar form in Equation (21), with respect to the vectorization of U Equation (23) and w.r.t.
the vectorization of U Equation (24):
where [i = j] is Iverson bracket notation where the value is one if the proposition is satisfied and zero otherwise, ⊗ is the Kronecker product, vec(X) stacks the columns of matrix X to produce a vector, Tr(X) is the trace of matrix X and finally I N is an N × N identity matrix and:
Notice that in the posterior when stacking the columns vec(U ) in Equation (23) the prior precision matrix is a block diagonal matrix and the evidence matrix is a partitioned matrix with each block being diagonal, when stacking the rows vec(U ) the structural pattern is the other way around: the prior is a partitioned matrix of diagonal blocks and the evidence matrix is a block diagonal matrix. It is worth noting that Equation (23) and Equation (24) both have the structure of a Kronecker sum, A⊕D = A⊗I +I ⊗D. We look more closely at Equation (24),
showing the relation with the scalar summations and the final notation in more detail. Firstly the linear term:
= −2α Tr(U RV )
and the quadratic term:
= vec(U )
Having organized the posterior, with respect to U , into a quadratic and a linear term we can complete the square to find the mean µ (n) U and precision matrix Λ (n) U of the conditional posterior distribution for the matrix U :
or the mean and covariance can be represented as different formulations with scalar sums (22) , or vectorization of the matrix without transposing (23).
B Experiments: further details
All experiments were run on a regular laptop computer: Hewlett Packard EliteBook 840 G3 notebook with Intel Core i5 and 16 GiB memory.
We compare our GPMF method to GRALS 2 [40] , PMF (GRALS with no graph side-information) [37] and KPMF 3 [57] . KPMF uses the regularised Laplacian graph kernel. KBMF also uses the regularised Laplacian graph kernel. We allow the algorithms to have approximately the same running time, for fair comparison. It's worth noting that KBMF has many tuning parameters and a slow learning speed, making parameter tuninig costly and complex, with similar effort as made for tuning the other algorithms we were not able to attain good results with KBMF. We ran the geometric deep learning model 4 [38] but on MovieLens 100k, which took the other models a few minutes to converge, it ran for over two hours without converging, see Figure 8 (left). Therefore we concluded that this model requires parallel GPUs to be scalable and is not comparable to the computationally efficient methods we are interested in. For model learning and evaulaution we use a training and validation set. We explore a small number of tuning parameter options and put use the same search procedure (similar effort for tuning) for each model for a fair comparison. We also show the advatange of the updated graph below by running KPMF and geometric deep learning [38] comparing the original and updated graph.
B.1 Synthetic Data
Default settings for the experiments, if no other details are mentioned, are a 400 × 400 data matrix with 7 percent observed values, a graph fidelity of 0.7, observation noise σ 2 = 0.01, 40 latent feature dimensions and noise between similar latent features 0.0001. We use the graphs to create the latent feature matrices U and V according to the GPMF model. Sampling of observed entries for training and validation is according to a non-uniform distribution; to avoid rows and columns having similar numbers of observations, we use a multinomial distribution with Dirichlet prior). Each experiment setting is run five times for each model and an average is reported with the standard deviation as the height of the error bar.
B.2 Real data experiments
Flixster (3k). A three thousand dimensional subset matrix from the original Flixster dataset 5 as in [38] . Where graph side information is constructed from the scores of the original matrix: G U with 59354 edges and G V 50918 edges. Figure 8 : Convergence time on MovieLens 100k. We provide an updated graph with 65% of the edges learnt with GPMF to the state-of-the-art recurrent multi-graph neural network [38] (left) and to another graph-regularised matrix factorisation method (KPMF [57] , right) to show that the optimised graph improves the convergence (left and right) and precision (right) of arbitraty algorithms for the graph regularised matrix completion problem.
