This paper addresses downlink cooperation at a system level. Cooperation between Base Stations is an alternative to macrodiversity to provide QoS continuity in case of mobility. We propose a Radio Resource Management strategy for the relay channel, made of relayed users identification, resource allocation and power control in an OFDMA-based system. Four scheduling methods are tested for power allocation in inter-cell interference environment: Globally Optimal, Proportional Fair, Harmonic Mean Fair and Max-Min Fair. Cooperation brings additional gain, both in terms of throughput and fairness, with all fair schedulers.
Stations is of the same type as the radio channel between the Base Station and the terminals. The transmission rate between the source and relay Base Stations may consequently not be sufficiently high, and the relay Base Station must wait until having received the source data before retransmitting it to the terminal. In order to derive general results that will be valid for different types of network deployments, we impose the causality constraint on the relay retransmission of the source data. However, the inter-Base Stations channel is assumed perfect in terms of SNR (SNR → ∞). The considered relay protocol is the Non Orthogonal Amplify-and-Forward (NAF) cooperation protocol of [12] with one relay and two time slots. In this protocol, the source communicates with the relay and with the destination during the first time slot. In the second time slot, both the source and the relay communicate with the destination. It has been shown in [12] that NAF leads to higher mutual information value than the other AF one-relay, two-time slots protocols (Orthogonal relaying protocol and simultaneous transmission of source and relay in the second time-slot only). NAF is therefore the best AF protocol in terms of achievable rate.
Downlink cooperation's optimization is performed at the expense of a complex power control setting, that must consider both relayed and non-relayed users. This paper proposes a Radio Resource Management strategy for downlink cooperation which consists in relayed users identification, resource allocation, and power control. More specifically, we study the impact of four scheduling methods for power allocation with inter-cell interference. The scheduling methods are compared in terms of throughput and fairness. The paper is organized as follows. Section II introduces the relaying process, the distributed power control scheme and the Radio Resource Management strategy defined for downlink cooperation. Section III details the different scheduling methods for power allocation. The performances of our strategy are evaluated in Section IV. Conclusions are given in the last section.
II. BASE STATIONS DOWNLINK COOPERATION

A. Relaying Process
Cooperation is triggered in downlink between two Base Stations, using the Non Orthogonal Amplify-and-Forward cooperation protocol of [12] with one relay and two time slots. All Base Stations use OFDMA with the same FFT size N FFT . The total available bandwidth is B. Each user k is served by its source Base Station (denoted BS s,k ) and may be relayed by at most one Base Station (denoted BS r,k ). The chosen relaying Base Station is the neighboring Base Station that minimizes 1536-1276/08$25.00 c 2008 IEEE the path loss to user k. We assume that the same number of subcarriers n SC,k is allocated on the source and relay Base Stations for user k. Source and relay subcarriers are coupled in a predetermined way for each user. In the following, we use notation m to index the m th subcarrier allocated to user k on the source and relay, independently of the actual indexes of these subcarriers with respect to BS s,k and BS r,k . Let x k,m = (x k,m,1 , x k,m,2 ) be the vector of symbols transmitted by the source Base Station, and y k,m = (y k,m,1 , y k,m,2 ) be the vector of symbols received by user k in the m th subcarrier allocated to user k. The NAF protocol with a perfect source-relay link is:
where • p s,k,m (resp. p r,k,m ) is the transmit power from the source (resp. the relay) to user k in its m th subcarrier. • l s,k (resp. l r,k ) is the path loss (including shadowing) from the source (resp. the relay) to user k. • h s,k,m (resp. h r,k,m ) is the fast fading channel coefficient between the source (resp. the relay) and user k, in its m th subcarrier. It is assumed constant over the two time-slots. • I s,k,m (resp., I r,k,m ) is the inter-cell interference received by user k in the m th subcarrier allocated on its link with BS s,k (resp. BS r,k ). • σ 2 is the noise variance, which is the same on both links, as it only depends on the destination. n k,m ∼ CN (0, I) is AWGN. We consider an idealistic case with perfect Channel State Information (CSI) at the Base Stations. Practical implementations should be based on partial knowledge of the channel state, provided by statistical estimation of the channel parameters, such as the average channel and the covariance. However, it has been shown for the MIMO channel, for the most general case of Ricean fading, that there is no analytical solution for optimizing the ergodic capacity, even when the channel mean and covariance matrices are available [13] . Therefore, complex numerical techniques are required. The same limitations should apply to the NAF relay channel which is similar to a MIMO channel. Considering now that the partial CSI problem remains unsolved, we limit our study to perfect CSI in this paper, so as to provide a first, idealistic assessment of the proposed method. The transmission channel can be modeled as:
H k,m is the equivalent channel matrix for user k in its m th subcarrier:
We assume that E[ x k,m x * k,m ] = I. The link capacity of user k in the m th subcarrier is [14] :
And the data rate of user k is consequently: 
under each Base Station's power limitation's constraint. α is a coefficient that indicates the fairness of the problem. Although (6) may be turned into a convex optimization problem under certain assumptions on the utility function (see for instance [17] ), we can not conclude in the general case. Besides, because of relaying, the total SIR is an additive function of the SIR on the source and relay link, therefore its inverse is not a posynomial function, which could be solved through geometric programming [17] . If inter-cell interference was not considered, then the problem would be convex and a global optimum could be determined [18] . However, its determination would require a global knowledge of the network in terms of channel gains, which is not feasible in distributed networks. As inter-cell interference must be considered, we propose to perform power control for each Base Station independently and to iterate the process. At each iteration, the inter-cell interference received by each user is re-computed, depending on the power transmit values of the previous iteration. The iterative process does not necessarily converge for all power values, as the distributed problem may not converge towards a fixed point -which may be the global optimum. A convergence study is proposed in Section IV-A. It shows that it is possible to set the number of iterations for a given convergence rate on the power values. Besides, in order to turn problem (6) into a convex optimization problem, whatever the concave function φ is, (6) must not only be distributed over each Base Station, but also be separated into two problems in each Base Station: optimization over the direct users and optimization over the relayed users. Therefore, we impose that a fixed part of the total power be dedicated to relays. Let P max,i be the maximum power for Base Station i, N d,i be the number of users served on direct link by Base Station i, N r,i be the number of users that request relaying from Base Station i. We set P relay,i = Nr,i (Nr,i+N d,i ) P max,i , and P relay,i + P direct,i = P max,i . As a consequence, for each Base Station i, power control is performed in two steps: first, power is allocated to direct users with power constraint 1 T p s,i = P direct,i ; then power is allocated to relayed users with power constraint 1 T p r,i = P relay,i .
C. Joint Relaying-Power Control Strategy
We propose a distributed Radio Resource Management strategy for the relaying channel, which is made of three steps. It is performed independently in each Base Station, as it only requires information reported by user terminals in normal operations. 1) Identification of the users of the Base Station that require relaying, and of their relay Base Station. We assume that relaying is useful for users at the border of each cell: therefore, relaying is requested for users which have a path loss difference of less than Δ dB between their source Base Station and the best neighboring Base Station. Δ is a parameter that should be set depending on the cellular environment and deployment. Δ should lead to a trade-off between improving the performance of relayed users, and maintaining the performance of non-relayed users.
2) Subcarrier allocation: The same subcarrier allocation is used whatever the power control method, in order to compare the schedulers. Similarly to power control, we first dedicate a proportion of the subcarriers of each Base Station to relayed users, with the restriction that each user should have at least one subcarrier allocated on its direct link. Let n SC,i be the number of subcarriers available for data transmission on Base Station i. Then the proportion of subcarriers dedicated to relays is n SC,relay,i = Min
Subcarriers are first allocated to direct users on the remaining n SC,direct,i = n SC,i − n SC,relay,i subcarriers. The subcarrier allocation process aims at allocating the same number of subcarriers to each user. Each subcarrier is allocated to the user that maximizes channel coefficient h s,k,m , and that has less allocated subcarriers than the user with the maximum number of subcarriers. Then, subcarriers are allocated in the same way for relayed users, with the additional constraint that each user should have the same number of subcarriers on the relay link as on the direct link. Users who cannot meet this requirement are not relayed. If the subcarrier required for relaying is already assigned to a direct user, and if some subcarriers are still available, the direct user is re-allocated to the free subcarrier that maximizes its channel coefficient.
3) Iterative power control for all users of the Base Station, which is detailed in the next section.
It should be noted that the joint problem of subcarrier and power allocation in OFDMA is not treated in this paper. It has been studied in [19] with the objective to minimize the transmit power over each cell, under minimum data rate constraints for each user, and in [20] with Max-Min Fair data rate objective. Lagrangian relaxation can be used to solve joint subcarrier and power allocation problem, but the solution is too complex to be implemented. This would be even more complex in our case, considering the inter-dependencies between source and relay Base Stations and the constraint of distributed decision.
III. SCHEDULING METHODS FOR POWER ALLOCATION
In this section, we consider problem (6) distributed over all Base Stations, and focus on Base Station i of N . To simplify notations, we denote user k[i] ∈ [1, N d,i + N r,i ] by index k and remove index i: p s = p s,i (resp. p r ) is the vector of power values for direct (resp., relayed) users of Base Station i, P direct = P direct,i (resp. P relay ) is the sum power dedicated to direct (resp., relayed) users of Base Station i, and N d = N d,i (resp., N r ) is the number of users served by Base Station i on the direct (resp., relay) link. The performance indicator is the data rate D k of user k (5):
In the following, we evaluate the performance of our cooperation scheme with different scheduling methods, which correspond to different optimization goals: Globally Optimal allocation, Max-Min Fair allocation, Proportional Fair allocation and Harmonic Mean Fair allocation. 1) Globally Optimal allocation is achieved when the fairness coefficient in (6) is α = 0. It is a greedy optimization method that favors users in good radio conditions, by may leave users in bad conditions unserved. The optimization problem for direct users is:
The optimization problem for relayed users is:
In the following, we only write down the optimization problem for direct users. Relayed users optimization problem is similar. 2) Max-Min Fairness is obtained with α → ∞. It aims at serving all users, but is constrained by the users in worst radio conditions. Therefore, it may lead to poor system throughput values.
3) Proportional Fairness corresponds to α → 1:
4) Harmonic Mean Fairness corresponds to α = 2:
Proportional Fair and Harmonic Mean Fair power allocations are trade-offs between Globally Optimal and Max-Min Fair allocations.
For direct users and relayed users independently, the power control process is separated into two steps on each Base Station. Power is first allocated globally per user, considering the global optimization problem and sum power constraint. Then for each user, the user's power previously determined is allocated to its subcarriers, with the objective to maximize user's data rate. More specifically, in the first step, we consider that each subcarrier's coefficient is equal to the average source channel coefficienth s,k = 1 n SC,k n SC,k m=1 h s,k,m and to the average relay channel coefficienth r,k = 1 n SC,k n SC,k m=1 h r,k,m . User k approximate data rate is then:
whereH k is the equivalent channel matrix corresponding tõ h s,k andh r,k . As the subcarrier allocation method defined in Section II-C leads to the same number of subcarriers for each user, the global optimization problem can be simplified as follows (for instance for Globally Optimal allocation and direct users):
where I s,k (resp. I r,k ) is the sum interference received by user k on all source (resp., relay) subcarriers, p s,k = n SC,k m=1 p s,k,m (resp. p r,k ) is the sum power transmitted by the source (resp., the relay) to user k. This optimization problem can be solved with numerical methods in the four cases: a simple iterative process is used for Max-Min Fair allocation, while Newton's method is used for the three other scheduling methods. They are detailed in Apppendix I and Appendix II. 
IV. NUMERICAL RESULTS
Network N is modeled by two rings of interfering Base Stations with omnidirectional antennas with same cell radius (see Fig. 1 In the remaining of the paper, we therefore remove index i = 0. We also denote Globally Optimal allocation by "GO", Proportional Fairness by "PF", Harmonic Mean Fairness by "HMF", and Max-Min Fairness by "MM". "R" indicates that relaying is used, whereas "NR" indicates that no relaying is used.
A. Numerical Convergence Study
Each power control problem corresponding to one Base Station and one user type (direct or relayed) is locally convex and leads to an optimal value. However, this does not imply that the global problem over the two rings of Base Stations actually converges. In order to evaluate the relevance of our method, we have performed a numerical convergence study on source and relay power for users of BS 0 . The convergence statistics for N d = 128, with a convergence criterion of 5%, are gathered in Table I . Convergence is faster at high load. Indeed, at low to medium load, each user has several allocated subcarriers, and power control is performed in two steps. The second step allocates power to subcarriers with Globally Optimal objective, which leads to some subcarriers' power set to zero if the channel coefficients have a high standard deviation. This explains for user's power variations at low to medium load. This phenomenon is amplified with fair schedulers, as in these cases, users at cell's border have high power values. The power variations over these users' subcarriers are consequently higher. However, at high load (for N d ≥ 128), the convergence rate for source and power relay exceeds 99% with all schedulers. Finally, the average number of iterations required to achieve convergence for all users also increases with the fairness of the scheduler. 6 iterations are required with Globally Optimal scheduler, whereas up to 19 iterations are required with Max Min Fair scheduler. Therefore, the algorithm's convergence time remains quite reasonable.
B. Throughput Comparison
Relaying increases the sum throughput over the cell at any load with all schedulers except Globally Optimal scheduler, and the gain gets higher when the load increases. On the contrary, relaying decreases the sum throughput in all cases with Globally Optimal scheduler, but the loss gets lower when the load increases (see Fig. 2 ). With Globally Optimal scheduler, the throughput loss is between 25 and 9%. With Proportional Fair scheduler, the throughput gain is around 5%. With Harmonic Mean Fair scheduler, the minimum throughput gain is 11%, and a maximum gain of 36% is achieved for N d = 224. The highest gains are obtained with Max Min Fair scheduler, as the sum throughput gain is between 28% and 85%. The fairer the scheduler, the higher relaying gain is. Indeed, relaying increases the data rate of users at cell's border. With Max Min Fair scheduler, this enables to increase the data rate of all users, as it is aligned with the lowest data rate. Harmonic Mean Fair and Proportional Fair schedulers follow the same tendency. With Globally Optimal scheduler however, increasing the data rate at cell's border implies decreasing the data rate of users that are close to the cell, and as this scheduler importantly favors users in good radio conditions at the expense of users at the border of cells, the sum throughput is impacted negatively.
C. Fairness Comparison
In order to study the influence of relaying in different user's locations, we have divided BS 0 into 10 rings with equal area around the Base Station. The same number of users are served within each ring. Fig. 3 and 4 represent the average data rate within each ring, for a medium load of N d = 128. We can first notice that, with Max Min Fair, Harmonic Mean Fair and Proportional Fair schedulers, relaying brings data rate gain in all the rings. With Globally Optimal scheduler, only the 2 last rings benefit from relaying, and the data rate loss is high in the first ring. Consequently, the fairness gain for users at the border of the cell is obtained at the expense of a peak data rate decrease equal to 31% with this scheduler. Fig. 5 and Fig. 6 represent the influence of relaying over user's data rate distribution, for N d = 128. Fairness is improved with all schedulers. The probability of exceeding a given data rate is higher with relaying for any data rates with Max Min Fair and Harmonic Mean Fair schedulers, and for data rates up to 94 kbits/s with Proportional Fair scheduler. Although these data rates may seem low, it should be noted that the data rate increase concerns 59% of the users with Proportional Fair schedulers. With Globally Optimal scheduler, relaying enables to decrease the ratio of unserved users from 35% to 10%.
V. CONCLUSION
Downlink cooperation between Base Stations is an interesting strategy to maintain the Quality of Service at cell's border in distributed networks. This paper has presented a distributed Radio Resource Management strategy for NAF relaying. The influence of cooperation over four power control schedulers, Globally Optimal, Proportional Fair, Harmonic Mean Fair and Max-Min Fair, has been tested. Simulation results show that relaying brings additional fairness at any load with all scheduling strategies, and increases the system throughput with fair schedulers, whereas it decreases the sum throughput with the unfair Globally Optimal scheduler. Indeed, with this scheduler that favors users in good radio conditions, additional fairness is obtained for users at cell's border at the expense Distribution of user data rate for N d = 128, HMF and MM schedulers. of a decrease of the peak data rate. On the contrary, with fair schedulers, all users benefit from the data rate gain provided to the users at cell's border. Consequently, downlink cooperation between Base Stations should be used in distributed networks in order to ensure mobility with QoS continuity, especially for services requiring a constant minimum data rate such as Voice Over IP services. It is simple to implement and less costly in terms of infrastructures and network management than macrodiversity. Link adaptation for this strategy, leading to quantized rate allocation, will be the next issue. Moreover, this paper has focused on users with the same QoS constraints. Future work should consist in adapting the scheduling techniques to the service type. Besides, dynamic relaying should also be studied, with time-based subcarriers scheduling.
APPENDIX I MAX-MIN FAIRNESS POWER ALLOCATION
To simplify the notations, we set: a k = |h r,k | 2 l r,k (σ 2 +I r,k ) p r,k and b k = |h s,k | 2 l s,k (σ 2 +I s,k ) . Let us consider Max Min Fair power control on direct users:
The Max Min Fair routine aims at providing the same data rate to all users, which is equivalent to setting the same spectral efficiency, as all users are allocated the same number of subcarriers: C = log 2 (Δ min ). The power allocation method is consequently: 1) Compute Δ min , solution of
APPENDIX II NEWTON'S METHOD
The general convex problem for power control is: p * = arg min f (log(g( p))) subject to 1 T p = P max (15) Where g(p) k = 1 + |h s,k | 2 p s,k l s,k (I s,k +σ 2 ) 2 + |h r,k | 2 p r,k l r,k (I r,k +σ 2 ) , and f is a convex function in p s (resp. p r if we consider the relay case). P max = P direct for direct users, and P max = P relay for relayed users. With Globally Optimal scheduler, f (x) = −x; with Proportional Fair scheduler, f (x) = − log(x) and with Harmonic Mean Fair scheduler, f (x) = 1
x . This problem is a convex equality-constrained problem that can be solved with Newton's method [18] . Newton's method is simplified in our case as the Hessian matrix is diagonal. The Newton step Δp nt is defined by the KKT system:
where A = 1 T , c = f (p), and B is a diagonal matrix with elements: (B) k,k = 2 f (p) k . The KKT system can be solved by elimination, i.e. by solving AB −1 A T w = −AB −1 c, and setting Δp nt = −B −1 (A T w + c).
As A = 1, we directly obtain:
and Δp nt is deduced from:
Finally, the algorithm to solve the power allocation problem is:
1) Compute the gradient and Hessian of f (p).
2) Compute w from Eq (17) .
3) Compute Δp nt from (18). 4) Compute λ(p) 2 = − f (p) T Δp nt . Quit if λ(p) 2 /2 < , where is a parameter evaluating the convergence. 5) Compute t with backtracking line search [18] . 6) Update p := p + tΔp nt and iterate.
