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PREPROJECTIVE ROOTS OF COXETER GROUPS
MARK KLEINER
Abstract. Certain results on representations of quivers have analogs in the structure
theory of general Coxeter groups. A fixed Coxeter element turns the Coxeter graph into
an acyclic quiver, allowing for the definition of a preprojective root. A positive root is
an analog of an indecomposable representation of the quiver. The Coxeter group is finite
if and only if every positive root is preprojective, which is analogous to the well-known
result that a quiver is of finite representation type if and only if every indecomposable
representation is preprojective. Combinatorics of orientation-admissible words in the
graph monoid of the Coxeter graph relates strongly to reduced words and the weak order
of the group.
Introduction
Coxeter groups, in the crystallographic case, have been used in several recent papers on
representations of quivers or more general finite dimensional algebras, see for example [9,
10, 1, 15]. On the other hand, Pelley and the author used representations of quivers to
prove that the powers of a Coxeter element in an infinite irreducible crystallographic group
are reduced [12], and then Speyer proved the result for a general Coxeter group [16], using
combinatorics of [12] and stripping out the quiver theory. The current paper shows that
certain results on representations of quivers have analogs in the theory of Coxeter groups.
The road from quivers to Coxeter groups goes through the notion of root in view of the
results of Kac [11], for a root of a Coxeter group is an analog of a real root of a quiver, and
each positive real root of a quiver is the dimension vector of a unique up to isomorphism
indecomposable representation. Therefore we view a positive root of a Coxeter group W
as an analog of an indecomposable representation, and view a finite set of positive roots
as an analog of a representation that need not be indecomposable but has no isomorphic
direct summands.
Among the indecomposable representations of an acyclic quiver that correspond to real
roots, the most important are preprojective and preinjective representations introduced
by Bernstein, Gelfand, and Ponomarev [4] as those annihilated by a power of the Coxeter
functor. The analog of the Coxeter functor is a Coxeter element, so Igusa and Schiffler [9]
fix a Coxeter element c ∈ W and define a c-preprojective (resp. c-projective) root as a
positive root sent to a negative root by a positive power of c (resp. by c). The element
c determines a unique acyclic orientation of the Coxeter graph Γ of W and thus turns
it into a quiver. The inverse Coxeter element, c−1, yields the opposite quiver, so the
c−1-preprojective roots are analogs of preinjective representations.
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To study c-preprojective or c-projective roots, we give a different, but equivalent, def-
inition. Following the suggestion of [4, Note 2, p. 25], we say that a positive root is c-
preprojective if there exists a c-admissible sequence of vertices of Γ, called (+)-admissible
in [4], for which the associated product of simple reflections sends the root to a negative
root. In this context a simple reflection is the analog of a reflection functor, and the advan-
tage is that the collection of c-admissible sequences has a rich combinatorial structure. The
collection has a natural equivalence relation and a preorder structure that induce on the
set of equivalence classes a partial order closely related to the weak order; thus obtained
partially ordered set is a distributive lattice; there is a canonical form for each equivalence
class; etc. These and other results of Pelley, Tyler, and the author [12, 13, 14] hold for
an arbitrary acyclic quiver. Based on these results and using the work of Howlett [7] and
Speyer [16], we show that properties of c-preprojective or c-projective roots are similar to
well-known properties of preprojective or projective representations of a quiver.
We prove that the Coxeter group W is finite if and only if each positive root is c-
preprojective (Theorem 3.1), and W is an elementary abelian 2-group if and only if each
positive root is c-projective (Proposition 3.2). These statements are analogs of the fol-
lowing well-known results. A quiver is of finite representation type if and only if each
indecomposable representation is preprojective [2, Section VIII.1], and a quiver consists
of isolated vertices if and only if each indecomposable representation is projective. We
obtain (Theorem 2.6) an explicit description of the c-projective roots similar to that of
the indecomposable projective representations of a quiver [2, Section III.1], and show
that the linear operators −c and −c−1 establish a bijection between the c-projective and
c−1-projective roots.
To better handle the combinatorics of c-admissible sequences, we use an equivalent but
more convenient language of graph monoids introduced by Cartier and Foata [6]. For any
finite undirected graph, the graph monoid M is the quotient of the free monoid on the set
of vertices modulo the congruence generated by the binary relation vwRwv, for all pairs
{v,w} of distinct vertices not connected by an edge. When Γ is the graph, a subset (not
a submonoid) M(c) of M corresponds to the equivalence classes of c-admissible sequences
and, thus, is a distributive lattice having the properties mentioned above. We say that the
elements of M(c) are the c-admissible words of M. The surjective monoid homomorphism
ρ : M → W sending each vertex to the associated simple reflection relates combinatorics
of M to that of W. An element w ∈ W is c-admissible if it has a c-admissible preimage
under ρ. If X ∈M, we say that the word ρ(X) inW is reduced if the length of the element
ρ(X) of W equals the length of X.
Throughout the paper we assume W irreducible. It is straightforward to extend our
results to the case when W is a finite direct product of irreducible Coxeter groups.
In Section 1 we recall definitions and results about c-admissible words. The notion
of principal c-admissible word is important here. Section 2 deals with c-preprojective or
c-projective roots. If α is a c-preprojective root, we consider the set of elements X ∈M(c)
for which ρ(X)α is a negative root, and show that the set is a sublattice of M(c) with a
unique least element Wα, which must be a principal word. Likewise, the set of elements of
M(c) sending to a negative root each element of a finite set Ψ of c-preprojective roots is a
sublattice with a unique least element WΨ, which must be a join of principal words. The
latter two statements are parts of Theorem 2.4, which plays a major role in the paper.
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The section also contains various properties and characterizations of c-preprojective or
c-projective roots that are analogs of well-known results on representations of quivers.
Section 3 presents the main result, a characterization of finite Coxeter groups in terms of
c-preprojective roots. In Section 4 we relate the partial order on M(c) to the left weak
order on the set of c-admissible elements of W, and show among other things that if
X ∈ M(c), then the word ρ(X) is reduced if and only if X = WΨ, where Ψ is a finite
independent set of c-preprojective roots; here Ψ is independent if the decomposition of
WΨ as a join of principal words has the smallest possible number of terms. Combining
these results with a simple inductive construction that produces the canonical form of
each principal word in M(c) [13], we hope to continue our study of reduced c-admissible
words in W.
1. Admissible words of a graph monoid
We begin by recalling some facts, definitions, and notation, using freely [4, 8, 12, 13].
Denote by |S| the cardinality of a set S.
Given a finite undirected graph Γ = (Γ0,Γ1) with the set of vertices Γ0, the set of edges
Γ1, and no loops, denote by M = MΓ the graph monoid of Γ [6], which is the quotient of
the free monoid Γ∗0 on the set Γ0 modulo the congruence generated by the binary relation
vwRwv, for all pairs {v,w} of distinct vertices not connected by an edge. The elements
of M are all words X = xl . . . x1, l ≥ 0, with xj ∈ Γ0 for all j (this includes the empty
word 1), the binary operation is concatenation, and two words are equal as elements of
M if and only if one of the words can be obtained from the other by a finite number of
interchanges of adjacent letters that are vertices not connected by an edge. The following
notions are well defined. The length of X is l = ℓ(X). The support of X, SuppX, is the
set of distinct vertices among xj , 1 ≤ j ≤ l. The multiplicity of v ∈ Γ0 in X, mX(v),
is the (nonnegative) number of times v appears among the xj, and the element X is
multiplicity-free if mX(v) ≤ 1 for all v ∈ Γ0. The transpose of X is X
T = x1 . . . xl.
We relate the elements ofM to the sequences of vertices of Γ by recalling the equivalence
relation ∼ on the set of all sequences introduced in [13, Definition 1.2]. For any sequences
U and V, set UrV if and only if U = x1, . . . , xi, xi+1, . . . , xl, V = x1, . . . , xi+1, xi, . . . , xl,
and no edge of Γ joins xi and xi+1. Then ∼ is the reflexive and transitive closure of the
symmetric binary relation r. Every sequence of vertices x1, . . . , xl gives rise to the element
X = xl . . . x1 of M, and X = Y = ym . . . y1 if and only if the sequences x1, . . . , xl and
y1, . . . , ym are equivalent under ∼ . Clearly, the equivalence ∼ corresponds to the afore-
mentioned congruence on Γ∗0, so every statement from [13, 12, 14] about the equivalence
classes of ∼ translates verbatim into a statement about the elements of M.
Let X,Y ∈M. We set Y  X if X = UY for some U ∈M [13, Definition 2.1], and we
write Y ≺ X if Y  X and Y 6= X. It is straightforward that the binary relation  is a
partial order, with 1 being the least element of the partially ordered set (poset) M. The
poset satisfies the descending chain condition.
An orientation Λ of Γ consists of two functions, s : Γ1 → Γ0 and e : Γ1 → Γ0, assigning
to each edge a ∈ Γ1 its starting point s(a) and endpoint e(a). The pair (Γ,Λ) is a quiver
(directed graph). In the quiver, each edge a ∈ Γ1 becomes an arrow a : s(a) → e(a)
from s(a) to e(a). Denote by Λop the orientation obtained by reversing the direction of
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each arrow of (Γ,Λ). There results the opposite quiver of (Γ,Λ), which we denote by
(Γ,Λ)op = (Γ,Λop).
For each x ∈ Γ0 and each orientation Λ, denote by x · Λ the orientation obtained from
Λ by reversing the direction of each arrow incident to x and preserving the remaining
arrows. This extends uniquely to a left action of the graph monoid M on the (finite) set
of all orientations: if X = xl . . . x1 then X · Λ = xl · (. . . (x1 · Λ) . . . ).
A path in the quiver (Γ,Λ) is either a nontrivial path, or a trivial path. A nontrivial
path is a word p = at . . . a1, t > 0, with aj ∈ Γ1 and e(aj) = s(aj+1), 1 ≤ j < t; here
t = ℓ(p) is the length of p. By definition, s(a1) is the starting point, and e(at) is the
endpoint, of p. One writes p : s(p) → e(p) and says that p is a path from s(p) to e(p).
There are precisely |Γ0| trivial paths: for each x ∈ Γ0, the trivial path ex at x is defined
by s(ex) = e(ex) = x and ℓ(ex) = 0. The paths compose as follows. For any path r one
sets ee(r)r = res(r) = r. If p = at . . . a1 and q = bu . . . b1 are nontrivial paths satisfying
s(q) = e(p), then qp = bu . . . b1at . . . a1. A path p is an oriented cycle if ℓ(p) > 0 and
s(p) = e(p). We consider only acyclic quivers, i.e., those without oriented cycles. Then Γ0
becomes a poset by setting x ≤ y if there exists a path from x to y. We denote this poset
by (Γ0,Λ).
For the remainder of this section we fix an acyclic quiver (Γ,Λ).
Recall that a subset Q of a poset P is an ideal if x ∈ Q and y ≤ x imply y ∈ Q, and
Q is a filter if x ∈ Q and y ≥ x imply y ∈ Q. The principal ideal (resp. principal filter)
generated by x is (x) = {y ∈ P | y ≤ x} (resp. 〈x〉 = {y ∈ P | y ≥ x}).
A vertex x of (Γ,Λ) is a sink (resp. source) if it is a maximal (resp. minimal) element
of the poset (Γ0,Λ). If x is a sink or source, the quiver (Γ, x · Λ) is acyclic. An element
X = xl . . . x1 of M is Λ-admissible, or (+)-admissible in the terminology of [4], if x1 is a
sink in (Γ,Λ), x2 is a sink in (Γ, x1 · Λ), x3 is a sink in (Γ, x2x1 · Λ), and so on. By [4,
proof of Lemma 1.2, p. 24], the latter definition is independent of the choice of a word
representing the element of M. An element K ∈M is complete if it is multiplicity-free, Λ-
admissible, and SuppK = Γ0. Complete elements exist, and we always denote a complete
element by K. For all integers t ≥ 0, Kt is Λ-admissible and Kt ·Λ = Λ . Denote by M(Λ)
the subset of M consisting of all Λ-admissible elements. If X ∈M(Λ), the quiver (Γ,X ·Λ)
is acyclic.
Remark 1.1. Suppose X = xl . . . x1 belongs to M(Λ).
(a) If X = ZY, then Y ∈M(Λ) and Z ∈M(Y · Λ).
(b) Let xj be a sink, 0 < j ≤ l, and let i be the smallest index satisfying xj = xi, 0 <
i ≤ j. Then no edge of Γ joins xi and xh if h < i, and we have X = xl . . . xi+1xi−1 . . . x1xi.
Indeed, if h is the smallest index for which an edge joins xi and xh, there is an arrow
a : xh → xi. If h < i, the arrow a is not affected by the successive reversing of the
direction of the arrows incident to x1, . . . , xh−1. Hence xh is not a sink in the quiver
(Γ, xh−1 . . . x1 · Λ), a contradiction.
The following statement quotes [13, Proposition 1.3] and [12, Proposition 3.3].
Proposition 1.1. (a) Let Θ be a subset of Γ0. There exists an element X ∈ M(Λ)
satisfying Θ = SuppX if and only if Θ is a filter of (Γ0,Λ). If Θ is a filter of
(Γ0,Λ), there exists a unique multiplicity-free X ∈M(Λ) satisfying Θ = SuppX.
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(b) For all X,Y ∈M(Λ), X  Y if and only if mX(v) ≤ mY (v) for all v ∈ Γ0.
We quote [12, Definition 3.4, Proposition 3.6, Theorem 3.7, and the proof of part (3) of
the latter].
Theorem 1.2. (a) The poset (M(Λ),) is a lattice with meet ∧ and join ∨.
For the remaining assertions assume X,Y ∈M(Λ).
(b) X = V (X ∧ Y ) and Y = W (X ∧ Y ), where the elements V and W of M are
uniquely determined and SuppV ∩ SuppW = ∅.
(c) No edge of Γ joins a vertex from SuppV and a vertex from SuppW. Hence VW =
WV.
(d) X ∨ Y = VW (X ∧ Y ) =WX = V Y.
The following definition quotes [13, Definitions 1.5 and 2.2].
Definition 1.1. The hull of a filter Θ of (Γ0,Λ) is the smallest filter HΛ(Θ) of (Γ0,Λ)
that contains Θ, as well as each vertex of Γ0 \Θ joined by an edge to a vertex in Θ.
An element X ∈M is Λ-principal of size r > 0 if X = Xr . . . X1, where:
(i) Xj ∈M is multiplicity-free, 0 < j ≤ r;
(ii) SuppXr = 〈x〉 is the principal filter of (Γ0,Λ) generated by some x ∈ Γ0; and
(iii) HΛ(SuppXj+1) = SuppXj, 0 < j < r.
If (i) - (iii) hold, we write X =Wr,x and say that Xr . . . X1 is the canonical form of X.
By definition, the empty word 1 is Λ-principal of size 0. Denote by P(Λ) the set of
Λ-principal elements of M.
If X ∈ P(Λ), the full subgraph of Γ determined by SuppX is connected.
We now quote [13, Proposition 1.11 (b) and Corollaries 2.2 and 2.3].
Proposition 1.3. (a) P(Λ) ⊂M(Λ).
(b) Let Y = Yq . . . Y1 be an element of M where Yi ∈M is multiplicity-free, 0 < i ≤ q;
SuppYi is a filter of (Γ0,Λ); and HΛ(SuppYi+1) ⊂ SuppYi, 0 < i < q. Then
Y ∈ M(Λ), and Wr,x  Y if and only if r ≤ q and x ∈ SuppYr. In particular,
Wr,x  K
r for any complete element K.
(c) Wr,x =Wq,y if and only if r = q and x = y.
(d) If Wr,x = xl . . . x1 then xl = x.
Definition 1.2. A finite subset {X1, . . . ,Xm} of P(Λ) is independent if whenever X1 ∨
· · · ∨Xm = Y1 ∨ · · · ∨ Yq with Yj ∈ P(Λ), 0 < j ≤ q, then m ≤ q.
We quote [12, Proposition 4.2(3)].
Proposition 1.4. For all X ∈ M(Λ) there exists an independent subset {X1, . . . ,Xm}
of P(Λ) satisfying X = X1 ∨ · · · ∨Xm. If {Y1, . . . , Yq} is an independent subset of P(Λ)
satisfying X = Y1 ∨ · · · ∨ Yq, then q = m and there exists a reindexing so that Yi = Xi for
all i.
Note that [12, Proposition 4.2(1)] explains how to construct the words Xi from the
given word X in the above proposition.
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2. Preprojective roots
We now consider quivers arising from Coxeter groups, using freely the terminology of [8].
LetW = (W, S) be a Coxeter system, whereW is a group with a finite set of generators
S, and let n = |S|. The defining relations are (ss′)m(s,s
′) = 1, with s, s′ ∈ S and m(s, s′) <
∞, where them(s, s′) are the entries of a Coxeter matrix M = (m(s, s′))s,s′∈S . HereM is a
symmetric n×nmatrix with m(s, s′) ∈ Z∪{∞};m(s, s) = 1 for all s ∈ S; andm(s, s′) > 1
whenever s 6= s′. Denote by Γ = (Γ0,Γ1) the Coxeter graph of W. The vertices of Γ are
defined by a bijection ρ : Γ0 → S. There exists one, and only one, edge joining vertices x
and y if and only if 2 < m(ρ(x), ρ(y)) ≤ ∞. In this paper we assume thatW is irreducible,
i.e., that the graph Γ is connected. We denote by the same letter ρ a unique (surjective)
monoid homomorphism M→W induced by the bijection ρ; here M is the graph monoid
of the Coxeter graph Γ. The length of w ∈ W is ℓ(w) = ℓ(X) if w = ρ(X) and ℓ(X) ≤ ℓ(Y )
for all Y ∈M satisfying w = ρ(Y ). If ℓ(w) = ℓ(X) and X = xl . . . x1, we say that the word
ρ(X) = ρ(xl) . . . ρ(x1) in W is reduced, and we also say that ρ(X) is a reduced expression
for w.
Remark 2.1. No edge of Γ joins vertices x and y if and only if ρ(x)ρ(y) = ρ(y)ρ(x). Hence
X = Y implies ρ(X) = ρ(Y ), i.e., the map ρ : M→W is well defined.
Definition 2.1. Let s1, s2, . . . , sn be the elements of S in some order, and let Γ0 =
{v1, . . . , vn} where sj = ρ(vj) for all j. The element c = sn . . . s1 is a Coxeter element
of W. The c-orientation of Γ is the orientation for which every arrow vj → vi satisfies
j > i. There result an acyclic quiver (Γ, c), where we denote the orientation by the same
letter c; a poset (Γ0, c); the subset M(c) of M consisting of all c-admissible elements; and
the subset P(c) of M(c) consisting of all c-principal elements. An element w ∈ W is
c-admissible if one of its preimages under ρ is c-admissible.
Remark 2.2. If Γ is the Coxeter graph and a quiver (Γ,Λ) is acyclic, then there exists a
Coxeter element c for which Λ is the c-orientation. If c and d are Coxeter elements, one
can verify that c = d if and only if the c-orientation and the d-orientation of Γ coincide,
that is, if and only if (Γ, c) = (Γ, d) as quivers.
For the rest of the paper we fix an irreducible Coxeter system W = (W, S), a Coxeter
element c = sn . . . s1, and a bijection ρ : Γ0 → S given by ρ(vj) = sj, j = 1, . . . , n.
Remark 2.3. Let X = xl . . . x1 be in M(c).
(a) The element K = vn . . . v1 is complete c-admissible, ρ(K) = c, and XK ∈ M(c).
The element KT = v1 . . . vn is complete c
−1-admissible with ρ(KT ) = c−1. We have
(Γ, c)op = (Γ, c−1).
(b) If x1 = vj , for some j, then K = vn . . . vj+1vj−1 . . . v1vj by Remark 1.1(b), and
c = sn . . . sj+1sj−1 . . . s1sj by (a). Therefore sjcsj = sjsn . . . sj+1sj−1 . . . s1 is a Coxeter
element and x1 · c = sjcsj . By induction, ρ(X)cρ(X
T ) is a Coxeter element and X · c =
ρ(X)cρ(XT ).
Thus the fact that all Coxeter elements are conjugate if Γ is a tree, is a consequence
of [4, Theorem 1.2, part 1)], saying that if Λ and Λ′ are orientations of a tree Γ, then
Λ′ = Y · Λ, for some Y ∈M(Λ).
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Let V be a real vector space of dimension n with a formal basis {αs | s ∈ S} and
symmetric bilinear form B given by B(αs, αs′) = −2 cos
π
m(s, s′)
, s, s′ ∈ S, where
π
∞
= 0
by convention. The values of B are twice those of the bilinear form defined in [8, p. 109].
We need the modification in order to simplify the forthcoming explicit description of c-
projective roots in Theorem 2.6(b). For any α =
∑
s∈S
csαs in V, cs ∈ R is the s-coordinate
of α, and the support of α is Suppα = {x ∈ Γ0 | cρ(x) 6= 0}.
The group W acts on V by sλ = λ − B(αs, λ)αs, s ∈ S, λ ∈ V, and by extending the
action from the generators to the whole group. The action preserves the bilinear form B.
A vector α = w(αs), for some w ∈ W, s ∈ S, is a root. The element sα = wsw
−1 of W,
which does not depend on the choice of either w or s, is the reflection associated with α.
The basis vectors αs are the simple roots. The elements of S are the simple reflections. A
root α is positive, α > 0 (resp. negative, α < 0) if all of its coordinates are nonnegative
(resp. nonpositive). Every root is either positive or negative. Denote by Φ the root system
of W, which is the set of all roots; denote by Φ+ the set of all positive roots; and denote
by T the set of all reflections in W.
We quote [5, p. 372, bottom].
Proposition 2.1. For all α ∈ Φ the full subgraph of Γ determined by Suppα is connected.
Definition 2.2. An element X ∈M negates a root α > 0 if ρ(X)α < 0, and X negates a
finite subset Ψ of Φ+ if X negates each element of Ψ. Denote by N(α) (resp. N(Ψ)) the
set of all elements of M that negate α (resp. Ψ). We call X a minimal element of N(α)
(resp. N(Ψ)) if X is minimal with respect to the induced partial order  on N(α) (resp.
N(Ψ)).
Remark 2.4. Let X ∈ N(α) for some α ∈ Φ+.
(a) Suppα ⊂ SuppX.
(b) Suppose X is a minimal element of N(α). If X = ZY and Z 6= 1, then ρ(Y )α > 0
and Z is a minimal element of N(ρ(Y )α).
Lemma 2.2. For V,W ∈M, suppose that SuppV ∩ SuppW = ∅ and no edge of Γ joins a
vertex from SuppV and a vertex from SuppW. If α ∈ Φ+, then ρ(V )α > 0 and ρ(W )α > 0
if and only if ρ(VW )α > 0.
Proof. Remark 2.1 says that ρ(V W )α = ρ(WV )α = ρ(V )[ρ(W )α] = ρ(W )[ρ(V )α].
Assume ρ(V )α > 0 and ρ(W )α > 0. If ρ(VW )α < 0, then Remark 2.4(a) says that
Suppα ⊂ SuppVW = SuppV ∪ SuppW, whence Suppα = (Suppα∩SuppV )∪ (Suppα∩
SuppW ). Since no edge of Γ joins a vertex from Suppα ∩ SuppV and a vertex from
Suppα∩ SuppW, then Proposition 2.1 says that either Suppα∩ SuppV = ∅, or Suppα∩
SuppW = ∅. Say, the latter holds. Then Suppα ⊂ SuppV so that the action of ρ(W ) does
not change the positive coordinates of ρ(V )α. We obtain ρ(V W )α > 0, a contradiction.
Conversely, assume ρ(VW )α > 0. If, say, ρ(V )α < 0, then Suppα ⊂ SuppV whence
Suppα∩SuppW = ∅, so that the action of ρ(W ) does not change the negative coordinates
of ρ(V )α. Hence ρ(V W )α < 0, a contradiction. 
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Definition 2.3. A root α > 0 is c-preprojective (resp. c-projective) if some X ∈ M(c)
(resp. multiplicity-free X ∈M(c)) negates α. Denote by P(c) the subset of Φ+ consisting
of all c-preprojective roots.
Remark 2.5. A root α > 0 is c-preprojective if and only if w(α) < 0 for some c-admissible
w ∈ W.
Theorem 2.3. Let α ∈ P(c) and let Ψ be a finite nonempty subset of P(c). Then N(α)∩
M(c) and N(Ψ) ∩M(c) are sublattices of M(c).
Proof. Let X,Y ∈ N(α) ∩M(c). By Theorem 1.2(b), X = V (X ∧ Y ) and Y =W (X ∧ Y )
where SuppV ∩ SuppW = ∅.
If ρ(X ∧ Y )α > 0, then V,W ∈ N(ρ(X ∧ Y )α). By Remark 2.4(a), Supp ρ(X ∧ Y )α ⊂
SuppV and Supp ρ(X ∧ Y )α ⊂ SuppW, whence SuppV ∩ SuppW 6= ∅, a contradiction.
Thus ρ(X ∧ Y )α < 0, that is X ∧ Y ∈ N(α) ∩M(c).
We have just proved that −ρ(X ∧Y )α > 0. By assumption, ρ(V )[−ρ(X ∧Y )α] > 0 and
ρ(W )[−ρ(X ∧ Y )α] > 0. According to Theorem 1.2(c), no edge of Γ joins a vertex from
SuppV and a vertex from SuppW. Using Theorem 1.2(d) and Lemma 2.2, we get
ρ(X ∨ Y )α = ρ(V W )[ρ(X ∧ Y )α] = −ρ(VW )[−ρ(X ∧ Y )α] < 0.
Thus X ∨ Y ∈ N(α) ∩M(c). We have proved that N(α) ∩M(c) is a sublattice of M(c).
If Ψ = {α1 . . . , αm} then N(Ψ) =
m
∩
i=1
N(αi). Hence N(Ψ)∩M(c) =
m
∩
i=1
[N(αi) ∩ M(c)] is
a sublattice because the set of all sublattices of a lattice is closed under intersections. 
Denote by f(c) the set of finite subsets of P(c).
Theorem 2.4. In the setting of Theorem 2.3:
(a) The lattice N(α) ∩ M(c) (resp. N(Ψ) ∩ M(c)) has a unique least element Wα
(resp. WΨ), which is a minimal element of N(α) (resp. N(Ψ)). We obtain a map
ν : P(c) → M(c) given by ν(α) = Wα, which extends to the map ξ : f(c) → M(c)
given by ξ(Ψ) =WΨ.
(b) Im ν ⊂ P(c). Hence Wα =Wr,x for uniquely determined r > 0, x ∈ Γ0.
(c) α = ρ
(
W Tr,x
) (
−αρ(x)
)
, and ρ
(
W Ti,x
) (
−αρ(x)
)
> 0 if 0 < i < r.
(d) The map ν : P(c)→M(c) is injective.
Proof. (a) Since the posetM satisfies the descending chain condition, every subposet of M
that is a lattice has a unique least element. To show, say, thatWΨ is a minimal element of
N(Ψ), suppose Y WΨ and Y ∈ N(Ψ). Then Remark 1.1(a) says that Y ∈M(c), whence
Y ∈ N(Ψ) ∩M(c) and we must have WΨ  Y. Thus Y =WΨ.
(b) Let Wα = xl . . . x1. To prove Wα ∈ P(c), proceed by induction on l = ℓ(Wα). If
l = 1, then [8, Proposition 5.6(a)] says that α = αρ(x1) is a simple root. Since x1 is a sink
of (Γ, c), the statement holds.
If l > 1, suppose that, for all Coxeter elements d ∈ W, the statement holds for
all β ∈ P(d) satisfying ℓ(Wβ) < l. Since l > 1, Remark 2.3(b) says that ρ(x1)α ∈
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P(ρ(x1)cρ(x1)), and Remark 2.4(b) says that Wρ(x1)α = xl . . . x2. By the inductive hy-
pothesis, Wρ(x1)α ∈ P(ρ(x1)cρ(x1)). Since Wρ(x1)α is ρ(x1)cρ(x1)-principal, the full sub-
graph Θ of Γ determined by SuppWρ(x1)α is connected. Now [14, Proposition 2.5] says
that Wα ∈ P(c) if the full subgraph Ω of Γ determined by SuppWα is connected.
Assume, to the contrary, that Ω is disconnected. Then x1 6∈ SuppWρ(x1)α and no edge
of Γ joins x1 and a vertex from SuppWρ(x1). Therefore Wα = Wρ(x1)αx1 = x1Wρ(x1)α
whenceWρ(x1)α ∈M(c) by Remark 1.1(a). Since ρ(Wα)α < 0, Lemma 2.2 says that either
x1 ∈ N(α) or Wρ(x1)α ∈ N(α). The former contradicts ℓ(Wα) > 1. The latter contradicts
(a), for Wρ(x1)α ≺Wα. Thus Ω is connected and Wα ∈ P(c).
By Definition 1.1, Wα = Wr,x for some r and x. If Wα = Wq,y then Wr,x = Wq,y, so
that r = q and x = y by Proposition 1.3(c).
(c) Since Wα = xl . . . x1 = Wr,x by (b), then xl = x by Proposition 1.3(d). By (a), if
0 < j < l then ρ(xj) . . . ρ(x1)α > 0, and ρ(x)ρ(xl−1) . . . ρ(x1)α < 0. By [8, Proposition
5.6(a)], αρ(x) is the only positive root negated by ρ(x). Hence ρ(xl−1) . . . ρ(x1)α = αρ(x)
and ρ(Wr,x)α = −αρ(x). Since ρ(X)
−1 = ρ
(
XT
)
for any X, then α = ρ
(
W Tr,x
) (
−αρ(x)
)
. If
0 < i < r, then Wi,x ≺ Wr,x by Proposition 1.3(b). Now the remaining inequality follows
from (a).
(d) If β ∈ P(c) and ν(α) = ν(β), then (b) says that Wα = Wβ = Wr,x for uniquely
determined r > 0, x ∈ Γ0. By (c), α = β = ρ
(
W Tr,x
) (
−αρ(x)
)
. 
The statement of Theorem 2.4(d) is not true for the map ξ : f(c)→M(c).
Definition 2.4. If α ∈ P(c) satisfies Wα =Wr,x, for some r > 0, x ∈ Γ0, we say that α is
a c-preprojective root of size r. Denote by P(c, r) the set of c-preprojective roots of size
r.
Note that P(c, 1) is the set of c-projective roots, for if a multiplicity-free word X ∈M(c)
negates a root α > 0, then Wα must be multiplicity-free because Wα  X by Theorem
2.4(a). By Theorem 2.4(b), P(c, q) ∩ P(c, r) = ∅ if q 6= r.
Remark 2.6. Let α ∈ P(c, r) so that Wα = Wr,x, x ∈ Γ0, and set s = ρ(x). If X = UWα
and x 6∈ SuppU, then X ∈ N(α).
Indeed, Theorem 2.4(c) says that ρ(X)α = ρ(U) [ρ(Wα)α] = ρ(U)(−αs) < 0, for the
s-coordinate of ρ(X)α is −1.
The following definition makes use of Definition 1.2 and of Theorem 2.4(b) saying that
Wα ∈ P(c) for all α ∈ P(c).
Definition 2.5. A finite subset {α1, . . . , αm} of P(c) is independent if {Wα1 , . . . ,Wαm}
is an independent subset of P(c). Denote by i(c) the subset of f(c) consisting of all in-
dependent subsets of P(c), and denote by ξ : i(c) → M(c) the restriction of the map
ξ : f(c)→M(c).
Proposition 2.5. (a) If Ψ = {α1, . . . , αm}, m > 0, is an independent subset of P(c),
then WΨ =Wα1 ∨ · · · ∨Wαm .
(b) The map ξ : i(c)→M(c) given by ξ(Ψ) =WΨ is injective.
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Proof. (a) We may assume m > 1. Since N(Ψ) ∩ M(c) =
m
∩
i=1
[N(αi) ∩ M(c)] , Theorem
2.4(a) says that Wαi WΨ for all i. It suffices to show that X =Wα1 ∨ · · · ∨Wαm belongs
to N(αi) for all i, for then X ∈ N(Ψ) ∩ M(c) and X  WΨ, which forces X = WΨ. Set
Y =Wα1 ∨ · · · ∨Wαi−1 ∨Wαi+1 ∨ · · · ∨Wαm .
Using parts (b)–(d) of Theorem 1.2, we get Wαi = V (Wαi ∧ Y ), Y = W (Wαi ∧ Y ),
and X = VW (Wαi ∧ Y ) , where SuppV ∩ SuppW = ∅ and no edge of Γ joins a vertex
from SuppV and a vertex from SuppW. Since Ψ is independent, Theorem 2.4(a) says that
Wαi 6 Y whence Wαi 6 Wαi ∧ Y so that ρ(Wαi ∧ Y )αi > 0 and ρ(W ) [ρ(Wαi ∧ Y )αi] =
ρ(Y )αi > 0. Since ρ(V ) [ρ(Wαi ∧ Y )αi] < 0, Lemma 2.2 says that ρ(X)αi < 0. Hence
X ∈ N(αi).
(b) Suppose Θ ∈ i(c) and WΨ = WΘ, where Ψ is from (a) and Θ = {β1, . . . , βq}. Then
q > 0 and WΘ = Wβ1 ∨ · · · ∨Wβq by (a). By Proposition 1.4, m = q and there exists
a reindexing so that Wαi = Wβi for all i. By Theorem 2.4(d), αi = βi for all i, that is
Ψ = Θ. 
We define the values of the bilinear form B on the paths in (Γ, c) by setting B(ex) = 1
if ex is the trivial path at x ∈ Γ0, and
B(p) = (−1)tB
(
αρ(e(at)), αρ(s(at))
)
. . . B
(
αρ(e(a1)), αρ(s(a1))
)
if p = at . . . a1 is a nontrivial path. It is straightforward that B(p) > 0 for all paths p, and
that B(qp) = B(q)B(p) whenever p and q are paths satisfying s(q) = e(p).
The next statement gives a description of the c-projective roots.
Theorem 2.6. Let s ∈ S and denote by x the unique vertex of Γ satisfying s = ρ(x).
(a) The root πs(c) = ρ
(
W T1,x
)
(−αs) is c-projective with Wpis(c) = W1,x. The map
S → P(c, 1) given by s 7→ πs(c) is bijective, so that P(c, 1) = {πs(c) | s ∈ S}.
(b) Let t = ρ(y) ∈ S, y ∈ Γ0. If x 6≤ y, the t-coordinate of πs(c) is 0. If x ≤ y, the
t-coordinate of πs(c) is
∑
p
B(p), where p runs through all paths from x to y in (Γ, c).
Hence πs(c) =
∑
y∈Γ0, x≤y
( ∑
p:x→y
B(p)
)
αρ(y).
(c) πs(c) = −c
−1πs(c
−1) and πs(c
−1) = −cπs(c). Therefore, the linear operators −c
and −c−1 on V induce mutually inverse bijections −c : P(c, 1) → P(c−1, 1) and
−c−1 : P(c−1, 1)→ P(c, 1).
Proof. Let W1,x = xl . . . x1.
(a) We have ρ (W1,x) πs(c) = ρ (W1,x)
[
ρ
(
W T1,x
)
(−αs)
]
= −αs < 0. Since xl = x by
Proposition 1.3(d), the s-coordinate of πs(c) is 1. Therefore πs(c) ∈ P(c, 1) and x ∈
SuppWpis(c) so that SuppW1,x = 〈x〉 ⊂ SuppWpis(c) because SuppWpis(c) is a filter of
(Γ0, c) by Proposition 1.1(a). By Theorem 2.4(a), W1,x = VWpis(c) whence V = 1 because
W1,x is multiplicity-free. Thus W1,x =Wpis(c).
To show the map s 7→ πs(c) is injective, let t ∈ S satisfy t = ρ(y) and πs(c) = πt(c).
Then Wpis(c) = Wpit(c) by Theorem 2.4(a) so that W1,x = W1,y by what we have just
proved. By Proposition 1.3(c), x = y so that s = t.
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To show the map is surjective, let α ∈ P(c, 1). By Theorem 2.4(a), Wα is multiplicity-
free. Then Theorem 2.4(b) says that Wα = W1,x, for some x ∈ Γ0, and Theorem 2.4(c)
gives α = ρ(W T1,x)
(
−αρ(x)
)
= πρ(x)(c).
(b) By (a), Wpis(c) =W1,x, and we proceed by induction on l.
If l = 1, then πs(c) = αs, so that the t-coordinate is 1 if t = s, and it is 0 if t 6= s. Since
x is a sink, x ≤ y implies x = y. Since ex is the only path from x to x, and B(ex) = 1 by
definition, the statement holds.
If l > 1, suppose that, for all Coxeter elements d ∈ W, the statement holds for all u ∈ S
satisfying ℓ
(
Wpiu(d)
)
< l. Set Y = xl . . . x2 and β = ρ(x1)πs(c). Remark 2.3(b) says that
d = x1 · c = ρ(x1)cρ(x1), and Remark 1.1(a) says that Y ∈ M(d). By Remark 2.4(b),
β > 0 and Y is a minimal element of N(β). Therefore β ∈ P(d, 1) and Y =Wβ according
to Theorem 2.4(a). By (a), β = πu(d) for some u ∈ S, and Y =W1,z ∈ P(d) where z ∈ Γ0
satisfies u = ρ(z). By Proposition 1.3(d), z = xl = x so that β = πs(d) and Y = W1,x.
In particular, {x2, . . . , xl} = SuppY is the principal filter of (Γ0, d) generated by x. Since
ℓ(Y ) = l − 1, the statement holds for πs(d), so
ρ(x1)πs(c) = πs(d) =
l∑
j=2
( ∑
q:x→xj
B(q)
)
αρ(xj)
where, for each j, q runs through all paths from x to xj in the quiver (Γ, d). Applying
ρ(x1) to both sides of the above equality, we get
πs(c) =
l∑
j=2
( ∑
q:x→xj
B(q)
)[
αρ(xj) −B
(
αρ(x1), αρ(xj )
)
αρ(x1)
]
=
l∑
j=2
( ∑
q:x→xj
B(q)
)
αρ(xj) +
l∑
j=2
( ∑
q:x→xj
−B
(
αρ(x1), αρ(xj )
)
B(q)
)
αρ(x1)
=
l∑
j=1
( ∑
p:x→xj
B(p)
)
αρ(xj).
Note that since x1 is a sink in (Γ, c) and a source in (Γ, d), the paths x→ xj are the same
in both quivers for j > 1. And each path p : x→ x1 in (Γ, c) satisfies p = aq for a unique
path q : x → xj with j > 1 and a unique arrow a : xj → x1 in (Γ, c) (remember, x 6= x1
because l > 1). Here B(p) = B(a)B(q) = −B
(
αρ(x1), αρ(xj )
)
B(q).
(c) The ideal (x) of (Γ0, c) generated by x is the filter of the poset
(
Γ0, c
−1
)
generated
by x. By Proposition 1.1(a), there exists a unique multiplicity-free Z ∈M(c−1) for which
(x) = SuppZ. Applying (a) to c−1 instead of c, in view of Definition 1.1 we get that
πs(c
−1) = ρ(ZT )(−αs) is a c
−1-projective root. Using Proposition 1.3(b) and Remark
2.3(a), we obtain KT = V Z, for some V. Then K = ZTV T and Remark 1.1 says that
V T ∈ M(c). Setting U = xl−1 . . . x1, we note that U ∈ M(c) and SuppU ⊂ SuppV
T , for
SuppZ ∩ SuppW1,x = (x)∩ 〈x〉 = {x}. Since U and V
T are mulltiplicity-free, Proposition
1.1(b) says that U  V T so that V T = Y TU, for some Y. Then V = UTY andKT = UTY Z
where SuppY = Γ0 \ [〈x〉 ∪ (x)].
Let Y = ym . . . y1 and 0 < i ≤ m. Then no edge of Γ joins x and yi, for there is no
arrow x → yi in (Γ, c) because yi 6∈ 〈x〉, and no arrow yi → x in (Γ, c) because yi 6∈ (x).
Hence ρ(yi)(αs) = αs because B
(
αs, αρ(yi)
)
= 0. It follows that ρ(Y )(αs) = αs.
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In view of Remark 2.3(a), we have
−c−1πs
(
c−1
)
= −ρ(KT )ρ(ZT )(−αs) = −ρ(U
T )ρ(Y )ρ(Z)ρ(ZT )(−αs) = −ρ(U
T )ρ(Y )(−αs) =
−ρ(UT )(−αs) = ρ(U
T )s(−αs) = ρ(U
T )ρ(x)(−αs) = ρ(W
T
1,x)(−αs) = πs(c)
because xl = x. The rest is clear. 
By Theorem 2.6(a), there is a bijection between the vertices of Γ and the c-projective
roots, which is similar to the well-known bijection between the vertices of a quiver and the
nonisomorphic indecomposable projective representations of the quiver. The bijection of
Theorem 2.6(c) is the analog of the bijection between the indecomposable projective and
indecomposable injective representations.
Definition 2.6. The root πs(c) of Theorem 2.6(a) is the c-projective root associated with
s ∈ S.
Parts (a) and (c) of the following statement are analogs of the well-known properties of
indecomposable preprojective representations of a quiver.
Proposition 2.7. Let α ∈ P(c, r) and let Xr . . . X1 be the canonical form of Wα =
Wr,x, r > 0, x ∈ Γ0. Set s = ρ(x). Let i be an integer satisfying 0 < i < r.
(a) ciα > 0 and crα < 0. Hence ciα ∈ P(c).
(b) ciα = ρ(Xi . . . X1)α and Xr . . . Xi+1 is the canonical form of Wciα.
(c) c−iπs(c) > 0 and α = c
−r+1πs(c), where πs(c) is the c-projective root associated
with s.
Proof. Set K = vn . . . v1 so that c = ρ(K).
(a) If j > 0 and cjα < 0, then Remark 2.3(a) and Theorem 2.4(a) say that Wr,x  K
j.
By Proposition 1.3(b), r ≤ j and Kr = UWα where x 6∈ SuppU . Hence c
iα > 0 and
Remark 2.6 says that Kr ∈ N(α), whence crα = ρ(Kr)α < 0.
(b) There is nothing to prove if r = 1, so let r > 1 and suppose the statement holds for
all β ∈ P(c, r− 1). We show first that cα = ρ(X1)α and Xr . . . X2 is the canonical form of
Wcα, i.e., that the statement holds for i = 1.
By (a), cr−1(cα) < 0 and ci(cα) > 0 if 0 ≤ i < r − 1. Hence cα ∈ P(c, r − 1) and
Wcα = Wr−1,y for some y ∈ Γ0. By Propositon 1.3(b), Wr−1,xK and Wr−1,yK belong to
M(c). Since ρ(Wcα)cα = ρ(Wr−1,yK)α < 0, Theorem 2.4(a) says thatWr,x Wr−1,yK. By
Proposition 1.3(b), x ∈ 〈y〉 and Wr,x Wr−1,xK. Therefore y ≤ x and Wr−1,xK = UWr,x
where x 6∈ SuppU . By Remark 2.6, Wr−1,xK ∈ N(α) whence Wr−1,x ∈ N(cα) so that
Wr−1,y  Wr−1,x. By Proposition 1.3(b), x ≤ y. Thus y = x and Wcα = Wr−1,x =
Xr . . . X2 = Wρ(X1)α in view of Remark 2.4(b). Since Wcα = Wρ(X1)α, then cα = ρ(X1)α
by Theorem 2.4(d). We have proved that the statement holds for i = 1.
The inductive hypothesis says that if 0 < j < r − 1, then
cj(cα) = cj [ρ(X1)α] = ρ (Xj+1 . . . X2) [ρ(X1)α]
and Xr . . . Xj+2 is the canonical form of Wcj [ρ(X1)α] = Wcj+1α Setting i = j + 1, we see
that the statement holds if 1 < i < r.
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(c) By (a) and (b), cr−1α > 0 and Wcr−1α = Xr = W1,x. Since Wpis(c) = W1,x by The-
orem 2.6(a), then Wcr−1α = Wpis(c) whence c
r−1α = πs(c) by Theorem 2.4(d). Therefore
α = c−r+1πs(c). If 0 < i < r, then c
−iπs(c) = c
−i+r−1α > 0 by (a). 
We show how to construct the c-preprojective roots of size r.
Proposition 2.8. Let r > 0 be an integer and let s = ρ(x), x ∈ Γ0. If ρ
(
W Ti,x
)
(−αs) > 0
when 1 < i ≤ r, then α = ρ
(
W Tr,x
)
(−αs) ∈ P(c, r) and Wα =Wr,x.
Proof. It is straightforward that ρ(Wr,x)α = −αs, so α ∈ P(c). We have to prove that
Wα =Wr,x. Let Xr . . . X1 be the canonical form of Wr,x.
By Theorem 2.4(b), Wα = Wq,y for some q > 0, y ∈ Γ0. Setting t = ρ(y), we note that
Wq,y  Wr,x by Theorem 2.4(a), so Proposition 1.3(b) says that q ≤ r and y ∈ SuppXq.
Set Y = Xq . . . X1. Then Wq,y  Y so that Y = UWq,y, where y 6∈ SuppU because each
Xj is multiplicity-free. By Remark 2.6,
ρ(Y )α =
[
ρ(Xq . . . X1)ρ(X
T
1 . . . X
T
r )
]
(−αs) < 0
whence q ≥ r because, by assumption,
ρ(XTq+1 . . . X
T
r )(−αs) = ρ
(
W Tr−q,x
)
(−αs) > 0
if 0 < q < r. Therefore q = r so that Y =Wr,x. In view of Theorem 2.4(c),
−αs = ρ (Wr,x)α = ρ(U) [ρ (Wr,y)α] = ρ(U)(−αt).
Since y 6∈ SuppU, we must have t = s whence y = x. Thus Wα =Wr,x. 
Theorem 2.9. The following are equivalent for a root α > 0 and an integer r > 0.
(a) α ∈ P(c, r).
(b) ciα > 0 whenever 0 < i < r, and crα < 0.
(c) There is an s ∈ S for which c−iπs(c) > 0 if 0 < i < r, and α = c
−r+1πs(c); here
πs(c) is the c-projective root associated with s ∈ S.
(d) There is an x ∈ Γ0 for which ρ
(
W Ti,x
)
(−αs) > 0 if 1 < i ≤ r, and α =
ρ
(
W Tr,x
)
(−αs), where s = ρ(x).
If α satisfies any of the conditions (a)-(d), the elements s in (c) and x in (d) are uniquely
determined.
Proof. (a) =⇒ (b) and (a) =⇒ (c) These are parts (a) and (c) of Proposition 2.7.
(d) =⇒ (a) This is Proposition 2.8.
(c) =⇒ (b) This is an immediate consequence of Theorem 2.6(c).
(b) =⇒ (d) By definition, α ∈ P(c) so that Theorem 2.4(b) says that Wα = Wq,x,
for some q > 0, x ∈ Γ0. By Theorem 2.4(c), ρ(W
T
i,x)(−αs) > 0 if 0 < i ≤ q, and α =
ρ(W Tq,x)(−αs). By Proposition 2.7(a), c
iα > 0 if 0 < i < q, and cqα < 0. Comparing the
latter with the assumption, we get q = r.
The uniqueness is an immediate consequence of our prior results. 
The final statement of this section follows immediately from Theorems 2.9 and 2.6(c).
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Corollary 2.10. (a) A root α > 0 is c-preprojective if and only if crα < 0, for some
integer r > 0. The root α is c-projective if and only if cα < 0.
(b) For all r > 0,
P(c, r) = {ρ
(
W Tr,x
)
(−αρ(x)) |x ∈ Γ0, ρ
(
W Ti,x
)
(−αρ(x)) > 0 if 1 < i ≤ r}
= {c−r+1πρ(x) |x ∈ Γ0, c
−iπρ(x) > 0 if 0 < i < r}.
3. Preprojective roots and finite Coxeter groups
Theorem 3.1. For a Coxeter element c ∈ W, the following are equivalent.
(a) The group W is finite.
(b) The set P(c) is finite.
(c) All positive roots are c-preprojective.
(d) All simple roots are c-preprojective.
Proof. (a) =⇒ (b) and (c) =⇒ (d) are trivial.
(b) =⇒ (a) By [8, Proposition 5.6(b)], the length of the element ct, for some t > 0, is
the number of positive roots α satisfying ctα < 0. Since a power of c is c-admissible by
Remark 2.3(a), each such α belongs to P(c) by Remark 2.5. Since P(c) is a finite set, the
lengths of the powers ct, t > 0, are bounded by |P(c)|. Hence there are only finitely many
distinct elements among such powers, so that the order of c is finite. By [7, Theorem 4.1],
W is finite.
(a) =⇒ (c) The unique element w0 ∈ W of maximal length satisfies w0α < 0, for all
roots α > 0, according to [8, Proposition 5.6 and Exercises 1, 2, p. 115]. By [16, Theorem
3], w0 is c-admissible. Hence all positive roots are c-preprojective.
(d) =⇒ (a) By assumption, Ψ = {αs | s ∈ S} ⊂ P(c). By Theorem 2.4(a), the word
WΨ ∈ M(c) satisfies ρ(WΨ)αs < 0, for all s ∈ S, whence ρ(WΨ)α < 0 for all α ∈ Φ
+.
Therefore the group W must be finite. 
Proposition 3.2. For a Coxeter element c ∈ W, the following are equivalent.
(a) |W| = 2.
(b) All positive roots are c-projective.
(c) All simple roots are c-projective.
Proof. (a) =⇒ (b) and (b) =⇒ (c) are clear.
(c) =⇒ (a) For each x ∈ Γ0, set s = ρ(x). Since αs is c-projective, Theorem 2.6(b) says
that πs(c) = αs, whence ex is the only path in (Γ, c) starting at x; in particular, no arrow
starts at x. Hence Γ1 = ∅. Since we assumeW irreducible, Γ is connected and must consist
of the single vertex x. Thus S = {s} and |W| = 2. 
4. Reduced c-admissible words
We quote [3, formula (1.19), p. 26, and Definition 3.1.1(ii)].
Definition 4.1. The set of right associated reflections for w ∈ W is TR(w) = {t ∈
T | ℓ(wt) < ℓ(w)}. For u, v ∈ W, set u ≤L v if and only if v = sksk−1 . . . s1u, for some
si ∈ S satisfying ℓ(sisi−1 . . . s1u) = ℓ(u) + i, 0 ≤ i ≤ k. The binary relation ≤L is the left
weak order on W.
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Proposition 4.1. A root α > 0 is c-preprojective (resp. c-projective) if and only if
sα ∈ TR(w), where w = ρ(X) for some X ∈M(c) (resp. multiplicity-free X ∈M(c)).
Proof. By [8, Proposition 5.7] ℓ(wsα) < ℓ(w) if and only if w(α) < 0. 
We relate the partial order  on M(c) to the left weak order on the set of c-admissible
elements of W.
Lemma 4.2. Let X,Y ∈M.
(a) If X  Y and the word ρ(Y ) is reduced, then the word ρ(X) is reduced and ρ(X) ≤
L
ρ(Y ).
(b) For any α ∈ P(c) and Y ∈M(c), if ρ(Wα) ≤
L
ρ(Y ) then Wα  Y .
Proof. (a) The proof is straightforward.
(b) Since ρ(Wα) ≤
L
ρ(Y ), [3, Proposition 3.13] says that TR(ρ(Wα)) ⊂ TR(ρ(Y )).
Since ρ(Wα)α < 0, [8, Proposition 5.7] says that ℓ(ρ (Wα)sα) < ℓ(ρ(Wα)) whence sα ∈
TR(ρ(Wα)). Then sα ∈ TR(ρ(Y )) whence ℓ(ρ(Y )sα) < ℓ(ρ(Y )) so that ρ(Y )α < 0. By
Theorem 2.4(a), Wα  Y . 
Theorem 4.3. Let Ψ = {α1, . . . , αm} be a finite subset of P(c).
(a) The word ρ (WΨ) is reduced. In particular, for all α ∈ P(c), the word ρ(Wα) is
reduced.
(b) If α, β ∈ P(c), then Wα Wβ if and only if ρ(Wα) ≤
L
ρ(Wβ).
(c) Assume WΨ =Wα1∨· · ·∨Wαm . For all Y ∈M(c), if ρ(WΨ) ≤
L
ρ(Y ) then WΨ  Y .
(d) If Ψ,Θ ∈ i(c), then WΨ WΘ if and only if ρ(WΨ) ≤
L
ρ(WΘ).
Proof. (a) If W is infinite, the word ρ(X) is reduced for all X ∈M(c) by [16, Theorem 2].
Since WΨ ∈M(c), the statement holds.
Suppose W is finite. By [16, Theorem 3], the element w0 of maximal length satisfies
w0 = ρ(U), where U ∈M(c) and the word ρ(U) is reduced. Since U ∈ N(Ψ) thenWΨ  U.
By Lemma 4.2(a), the word ρ (WΨ) is reduced.
(b) This follows from (a) and Lemma 4.2.
(c) For each i we have Wαi  WΨ, so Lemma 4.2(a) gives ρ(Wαi) ≤
L
ρ (WΨ) in view
of (a). Then ρ(Wαi) ≤
L
ρ(Y ) by transitivity, so Lemma 4.2(b) gives Wαi  Y. Since i is
arbitrary, WΨ  Y by the property of join.
(d) The necessity follows from Lemma 4.2(a) because ρ(WΘ) is reduced according to
(a). The sufficiency is a special case of (c). 
Lemma 4.4. Let X = xl . . . x1 belong to P(c), l > 1, and set Y = xl . . . x2. If Y = Wβ
for some β ∈ P(ρ(x1)cρ(x1)) where β 6= αρ(x1), then α = ρ(x1)β ∈ P(c) and X =Wα.
Proof. Remarks 1.1(a) and 2.3(b) say that Y ∈ M (ρ(x1)cρ(x1)) . Since β > 0 and β 6=
αρ(x1), [8, Proposition 5.6(a)] says that α > 0. By Theorem 2.4(c) and Proposition 1.3(d),
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β = ρ
(
Y T
)
(−αρ(xl)) whence ρ(X)α = ρ(Y )β = −αρ(xl) < 0. Therefore α ∈ P(c) and
Theorem 2.4(a) says that Wα  X.
If x1 ∈ SuppWα, then x1  Wα by Remark 1.1(b) because x1 is a sink in (Γ, c). Then
Wα = Ux1, for some U ∈M (ρ(x1)cρ(x1)) , whence ρ(U)β = ρ(U)[ρ(x1)α] = ρ(Wα)α < 0.
By Theorem 2.4(a), Y  U whence X = Y x1  Ux1 =Wα. Thus X =Wα as claimed.
If x1 6∈ SuppWα, then x1 6∈ Suppα by Remark 2.4(a), and no edge of Γ joins x1
with a vertex of SuppWα because x1 is a sink, while SuppWα is a filter of (Γ0, c) by
Proposition 1.1(a). Hence Wαx1 = x1Wα ∈ M(c) so that Wα ∈ M (ρ(x1)cρ(x1)) , and
Wαx1  X = Y x1 by Proposition 1.1(b). Therefore Wα  Y, and we have
ρ(Wα)β = ρ(Wα) [ρ(x1)α] = ρ(x1)[ρ(Wα)α] < 0,
whence Y  Wα so that Y = Wα. Thus x1 6∈ SuppY = SuppWα, and no edge of Γ joins
x1 with a vertex of SuppY as we noted above. Since SuppX = SuppY ∪ {x1}, the full
subgraph of Γ determined by SuppX is disconnected, which contradicts the assumption
that X ∈ P(c). 
Definition 4.2. An element w ∈ W has a c-admissible (resp. c-principal) reduced ex-
pression if w = ρ(X), where the word ρ(X) is reduced and X ∈ M(c) (resp. X ∈ P(c)).
For any A ⊂ M, denote by RedA the set of elements Z ∈ A for which the word ρ(Z) is
reduced.
We now characterize the words in RedP(c). Recall that a map f : P → Q of posets
is order-preserving if x ≤ y implies f(x) ≤ f(y), and f is order-reflecting if f(x) ≤ f(y)
implies x ≤ y. A map is order-embedding if it is both order-preserving and order-reflecting.
Theorem 4.5. (a) For any X ∈ P(c), the word ρ(X) is reduced if and only if X =Wα
for some α ∈ P(c). Hence RedP(c) is the image of the map ν : P(c)→ P(c), and
the map ν : P(c)→ RedP(c) is bijective.
(b) The map ρ : RedP(c)→W is order-embedding, hence, injective.
(c) The maps of (a) and (b) are bijections between P(c), RedP(c), and the set of
elements of W having a c-principal reduced expression. If W is finite, P(c) = Φ+.
Proof. (a) The sufficiency is Theorem 4.3(a). Let X = xl . . . x1 belong to P(c) and suppose
that ρ(X) is reduced. We prove the necessity by induction on l = ℓ(X).
If l = 1 then X = x1 = Wαρ(x1) where αρ(x1) ∈ P(c) because x1 is a sink. Let l > 1
and suppose that, for all Coxeter elements d ∈ W, the statement holds for all words in
P(d) of length < l. By [12, Proposition 4.6], see also [14, Proposition 2.5], Y = xl . . . x2
belongs to P (ρ(x1)cρ(x1)) . Since ρ(X) is reduced, ρ(Y ) is reduced by Lemma 4.2(a). By
the inductive hypothesis, Y = Wβ for some β ∈ P (ρ(x1)cρ(x1)) , so Theorem 2.4(c) says
that β = ρ
(
Y T
) (
−αρ(xl)
)
. In view of [8, Theorem 5.4],
ρ(x1)β = ρ(x1)ρ
(
Y T
) (
−αρ(xl)
)
= ρ
(
XT
) (
−αρ(xl)
)
= ρ(x1 . . . xl−1)αρ(xl) > 0
because the word ρ
(
XT
)
is reduced. Since β 6= αρ(x1) by [8, Proposition 5.6(a)], Lemma
4.4 says that X =Wα for some α ∈ P(c).
We have proved that the map ν : P(c) → RedP(c) is surjective. It is injective by
Theorem 2.4(d).
(b) This is an immediate consequence of (a) and Theorem 4.3(b).
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(c) This follows from (a) and (b). If W is finite, Theorem 3.1 says that P(c) = Φ+. 
We finish with a characterization of the words in RedM(c).
Theorem 4.6. (a) For any X ∈ M(c), the word ρ(X) is reduced if and only if X =
WΨ for some Ψ ∈ i(c). Hence RedM(c) is the image of the map ξ : i(c) → M(c),
and the map ξ : i(c)→ RedM(c) is bijective.
(b) The map ρ : RedM(c)→W is order-embedding, hence, injective.
(c) The maps of (a) and (b) are bijections between i(c), RedM(c), and the set of
elements of W having a c-admissible reduced expression.
Proof. (a) The sufficiency is Theorem 4.3(a). By Proposition 1.4, X = X1 ∨ · · · ∨ Xm
where {X1, . . . ,Xm} is an independent subset of P(c). Suppose ρ(X) is reduced. By
Lemma 4.2(a), the word ρ(Xj) is reduced for all j, so Theorem 4.5(a) says that Xj =Wαj
for some αj ∈ P(c). By Definition 2.5, Ψ = {α1, . . . , αm} is an independent subset of P(c),
so Proposition 2.5 says that X =WΨ where Ψ is uniquely determined.
(b) This is an immediate consequence of (a) and Theorem 4.3(d).
(c) This follows from (a) and (b). 
Remark 4.1. For any Θ ∈ f(c), Theorem 2.4(a) gives the wordWΘ ∈M(c). By Proposition
1.4, there exists an independent subset {X1, . . . ,Xm} ofP(c) for whichWΘ = X1∨· · ·∨Xm
and the Xi are unique up to permutation. Since the word ρ(WΘ) is reduced by Theorem
4.3(a), the word ρ(Xi) is reduced for all i by Lemma 4.2(a), and Theorem 4.5(a) says that
Xi = Wαi for a unique αi ∈ P(c). By Definition 2.5, Ψ = {α1, . . . , αm} is an independent
subset of P(c), and Proposition 2.5(a) says that WΘ =WΨ, while Proposition 2.5(b) says
that Ψ is uniquely determined. Thus, for any Θ ∈ f(c) there exists a unique Ψ ∈ i(c)
satisfying WΘ =WΨ. One may view Ψ as an “approximation” of Θ.
References
[1] C. Amiot, O. Iyama, I. Reiten, G. Todorov Preprojective algebras and c-sortable words. Proc. Lond.
Math. Soc. (3) 104 (2012), no. 3, 513539.
[2] M. Auslander, I. Reiten and S. O. Smalø, Representation Theory of Artin Algebras, Cambridge Studies
in Advanced Mathematics, Vol. 36, Cambridge University Press, New York, 1994.
[3] Bjo¨rner, Anders; Brenti, Francesco, Combinatorics of Coxeter groups. Graduate Texts in Mathemat-
ics, 231. Springer, New York, 2005. xiv+363 pp.
[4] I. N. Bernstein, I. M. Gelfand, and V. A. Ponomarev, Coxeter Functors and Gabriel’s Theorem, Usp.
Mat. Nauk 28 (1973), 19-33. Transl. Russ. Math. Serv. 28 (1973), 17-32.
[5] B. Brink, The set of dominance-minimal roots, J. Algebra 206 (1998), 371–412.
[6] P. Cartier and D. Foata, Problmes combinatoires de commutation et rarrangements. (French) Lecture
Notes in Mathematics, No. 85 Springer-Verlag, Berlin-New York 1969 iv+88 pp.
[7] R. B. Howlett, Coxeter groups and M-matrices, Bull. London Math. Soc. 14 (1982), no. 2, 137–141.
[8] J. E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge Studies in Advanced Mathe-
matics, Vol. 29, Cambridge University Press, Cambridge, 1990. xii+204 pp.
[9] K. Igusa and R. Schiffler, Exceptional sequences and clusters, J. Algebra 323 (2010), no. 8, 21832202.
[10] O. Iyama, I. Reiten, 2-Auslander algebras associated with reduced words in Coxeter groups. Int. Math.
Res. Not. IMRN 2011, no. 8, 17821803.
[11] V. G. Kac, Infinite root systems, representations of graphs and invariant theory. Invent. Math. 56
(1980), no. 1, 5792.
18 MARK KLEINER
[12] M. Kleiner and A. Pelley, Admissible sequences, preprojective representations of quivers, and reduced
words in the Weyl group of a Kac-Moody algebra, Int. Math Res. Not. 2007 (2007), Article ID rnm013,
27 pages.
[13] M. Kleiner and H. R. Tyler, Admissible sequences and the preprojective component of a quiver, Adv.
Math. 192 (2005), no. 2, 376–402.
[14] M. Kleiner and H. R. Tyler, Sequences of reflection functors and the preprojective component of a
valued quiver, J. Pure Appl. Algebra 212 (2008) 718–726.
[15] S. Oppermann, I. Reiten, H. Thomas, Quotient closed subcategories of quiver representations. Compos.
Math. 151 (2015), no. 3, 568602.
[16] D. E. Speyer, Powers of Coxeter elements in infinite groups are reduced, Proc. Amer. Math. Soc. 137
(2009), no. 4, 1295–1302.
Department of Mathematics, Syracuse University, Syracuse, New York 13244-1150
E-mail address: mkleiner@syr.edu
