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Introduzione  
 
 
Ogni anno milioni di persone risultano affette da numerose patologie neurodegenerative o 
traumatiche come l’ictus, la sclerosi laterale amiotrofica (SLA), la Sindrome Locked-In (LIS) 
o le lesioni al midollo spinale. Spesso tali patologie comportano deficit molto invalidanti e 
lesioni permanenti delle vie nervose deputate al controllo dei muscoli coinvolti nell’esecuzione 
volontaria delle azioni, precludendo anche la possibilità di comunicare.  
In particolare le persone affette da SLA soffrono di un disturbo neurologico cronico progressivo 
in cui i motoneuroni del cervello e del midollo spinale degenerano, riducendo la loro capacità 
di attivare il sistema muscolo scheletrico. Analogamente i soggetti colpiti da LIS vivono in uno 
stato di paralisi totale ma con cognizione e sensazione intatte. 
Per queste persone, la perdita del linguaggio è un'ulteriore afflizione che peggiora la loro 
condizione di vita: rende molto difficile la comunicazione, e più in generale, può portare a un 
profondo isolamento sociale, fino alla depressione.  
 
Per risolvere i problemi di comunicazione causati da queste tipologie di malattie negli ultimi 
trenta anni sono stati sviluppati numerosi strumenti che permettono il ripristino delle capacità 
comunicative. 
 
Gli strumenti che permettono il ripristino della comunicazione sono le BCI (Brain Computer 
Interface), cioè delle interfacce che collegano l’attività celebrale ad un computer che ne registra 
e ne interpreta le variazioni.   
Gli approcci che utilizzano le BCI sono molteplici e molto diversi tra loro, in particolare si 
possono distinguere per tecnica di rilevazione del segnale celebrale (invasiva o non invasiva), 
paradigma di decodifica del segnale (basato su varie caratteristiche del segnale) e metodo di 
comunicazione (indiretta o diretta).  
 
Una caratteristica comune alla maggior parte di tali strumenti è che la comunicazione permessa 
dalle BCIs risulta solitamente essere molto lenta rispetto alla capacità comunicativa propria del 
linguaggio naturale; infatti spesso attraverso sistemi indiretti di produzione del linguaggio si 
riescono a riprodurre solo 5/6 parole al minuto, un numero nettamente inferiore rispetto a quelle 
di un discorso fluente. 
Per questo motivo negli ultimi dieci anni la ricerca si è concentrata su altre possibili soluzioni 
in cui le tecniche di BCIs fossero in grado di controllare un sintetizzatore vocale in tempo reale 
al fine di ripristinare una comunicazione fluente decodificando l’attività neurale direttamente 
dalle aree del cervello deputate al controllo del parlato. 
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In questo contesto si inserisce l’obiettivo della tesi che consiste nel confrontare tre differenti 
sistemi di speech BCI in grado di riprodurre un discorso fluente e intelligibile. 
I metodi di BCI confrontati nel presente elaborato sintetizzano il parlato attraverso la 
rilevazione invasiva dell’attività cerebrale misurata tramite elettrocorticografia (ECoG) da 
specifiche aree del cervello deputate al linguaggio. 
Tutti i metodi descritti decodificano l’attività cerebrale attraverso delle reti neurali, cioè dei 
modelli matematici il cui funzionamento è ispirato alle connessioni neurali biologiche, e 
utilizzano l’attività cerebrale direttamente collegata alla produzione del linguaggio per 
controllare il sistema di speech BCI, attuando quindi una comunicazione diretta. 
 
I tre approcci descritti si differenziano per la strategia di decodifica del segnale cerebrale, cioè 
per il tipo di caratteristiche del segnale che vengono decodificate, e per il tipo di reti neurali 
utilizzate per decodificarlo.  
 
I primi due metodi, descritti rispettivamente nei capitoli 3 e 4, decodificano le caratteristiche 
acustiche del parlato a partire dall’attività cerebrale ma utilizzano due differenti 
rappresentazioni acustiche e due differenti tipologie di reti neurali.  
Il sistema di speech BCI realizzato da Akbari et al (capitolo 3) [1] utilizza delle locally e fully 
connected neural networks (disposte secondo una particolare sequenza) per decodificare una 
rappresentazione acustica che è data dall’unione di più parametri utilizzati per la sintesi vocale 
(l’inviluppo spettrale, le frequenze fondamentali, la banda di aperiodicità e l’intonazione). 
Il sistema di speech BCI realizzato da Angrick et al. (capitolo 4) [2] utilizza delle deep neural 
networks per decodificare una rappresentazione acustica basata sullo spettrogramma 
logaritmico in scala mel (logMel spectrogram). 
 
Il terzo metodo che viene confrontato nel presente elaborato descrive il lavoro di 
Anumanchipalli et al. (capitolo 5) [3] in cui vengono utilizzate delle reti neurali ricorrenti per 
decodificare le caratteristiche articolatorie del parlato a partire dall’attività cerebrale. Le 
caratteristiche articolatorie del parlato descrivono come varia nel tempo la posizione dei 
principali organi del tratto vocale come la lingua, le labbra, la mandibola e la laringe.  I sistemi 
BCIs che si basano su questa tecnica di decodifica predicono i movimenti degli articolatori del 
parlato a partire dall’attività celebrale, convertono la rappresentazione articolatoria in una 
rappresentazione spettrale acustica e a partire da quest’ultima ricostruiscono il discorso parlato 
attraverso un sintetizzatore vocale. 
 
L’obiettivo della tesi è quello di confrontare tali differenti approcci di speech BCI che rilevano 
l’attività cerebrale in modo invasivo e utilizzano metodi di comunicazione diretta.  
Ad oggi questi innovativi sistemi di speech BCI rappresentano la soluzione più promettente per 
risolvere problemi di comunicazione per persone affette da SLA e LIS poiché, a differenza dei 
sistemi di BCI che utilizzano la comunicazione indiretta e rilevano il segnale in modo non 
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invasivo, sono in grado di riprodurre un discorso intelligibile, fluente ed in tempo reale che 
permette di ripristinare una capacità comunicativa molto simile a quella del linguaggio naturale 
migliorando la qualità della vita dell’utente. 
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Capitolo 1 
 
1.Brain Computer Interface e sintesi vocale 
 
Con il termine Brain-Computer Interface (BCI, ovvero interfaccia cervello-computer) si 
definisce un dispositivo costituto da componenti hardware e software che permette all’utente 
di interagire e comunicare con l’ambiente esterno utilizzando solamente specifici segnali 
generati dall’attività cerebrale   
 
Una speech BCI è un dispositivo che produce una forma di output vocale, come la selezione di 
parole / lettere o la generazione del suono del parlato, a partire dalla rilevazione dell’attività 
cerebrale da specifiche aree del cervello deputate al linguaggio.  
Le tipologie di BCI si differenziano sulla base di alcune caratteristiche come la metodologia di 
registrazione del segnale celebrale, che può essere invasiva o non invasiva, alla modalità di 
comunicazione, indiretta o diretta, e alla strategia di decodifica del segnale a cui è associato un 
sistema di sintesi vocale. 
 
Nel capitolo seguente viene inizialmente descritta l’organizzazione funzionale delle aree 
cerebrali coinvolte nella produzione del parlato e successivamente viene effettuata una 
classificazione delle BCIs concentrandosi in particolare sulla descrizione dell’ECoG che è la 
tecnica di registrazione utilizzata dai tre differenti approcci di speech BCI trattati 
dettagliatamente nella tesi.  
 
1.1Organizzazione neuroanatomica-funzionale del linguaggio 
 
La produzione linguistica e lessicale è un processo cerebrale complesso che coinvolge diverse 
aree del cervello. Nel caso di danni cerebrali e malattie neurodegenerative che provochino la 
perdita di tali funzioni l’approccio riabilitativo prevede il ripristino della comunicazione 
attraverso le speech BCI.  
 
Per realizzare una speech BCI è fondamentale conoscere l’organizzazione neuroanatomica 
funzionale del linguaggio poiché permette di comprendere quali sono le aree cerebrali dalle 
quali l’interfaccia deve registrare l’attività neuronale. Inoltre, in base all’area cerebrale 
considerata e alle rappresentazioni neurali del parlato che essa codifica, variano anche le 
strategie di decodifica del sistema di speech BCI. Per questi motivi di seguito viene descritta 
l’organizzazione funzionale delle aree cerebrali coinvolte nella produzione del parlato. 
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1.1.1 Il modello a doppio flusso 
 
L'elaborazione del parlato coinvolge un'ampia rete corticale che realizza due principali funzioni 
al fine di produrre il discorso: associare alla rappresentazione acustica del discorso una 
rappresentazione semantica e associare delle rappresentazioni articolatorie ai suoni del parlato.  
Al fine di realizzare entrambe le funzioni le informazioni vocali seguono due percorsi di 
elaborazione differenti: la via ventrale e la via dorsale. Questa descrizione del processo neurale 
correlato alla produzione linguistica viene chiamata “modello a doppio flusso”. 
Secondo tale modello le prime fasi dell’elaborazione del parlato si verificano bilateralmente 
nelle regioni uditive del giro temporale superiore (STG), in cui avviene l’analisi spettro 
temporale, e nel solco temporale superiore (STS), in cui sono contenute le rappresentazioni 
fonologiche del linguaggio. A partire da queste regioni il meccanismo di elaborazione del 
parlato si divide in due grandi flussi: il flusso ventrale, che coinvolge strutture nelle porzioni 
superiore e mediale del lobo temporale, responsabile dell'elaborazione dei segnali vocali per la 
comprensione del parlato; e il flusso dorsale, che coinvolge il lobo temporale posteriore,  la 
giunzione parietale-temporale (Spt) e il lobo frontale posteriore, ed è responsabile della 
traduzione di rappresentazioni acustiche dei segnali vocali in rappresentazioni articolatorie.  
 
 
Figura 1.1: Modello a doppio flusso di elaborazione vocale. Regioni uditive STG (analisi 
spettrotemporale; verde) e STS (accesso fonologico / rappresentazione; giallo); un flusso ventrale del 
lobo temporale (accesso lessicale e processi combinatori; rosa), flusso dorsale (fortemente dominante 
a sinistra, blu) coinvolge strutture a livello della giunzione parietale-temporale (Spt) e del lobo 
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frontale.  IFG, giro frontale inferiore; ITS, solco emporale inferiore, MTG, giro temporale medio, PM, 
premore, Spt, planum temporale; STG, giro temporale superiore; STS, solco temporale superiore. 
 
1.1.2 Il flusso ventrale 
 
Il flusso ventrale coinvolge le regioni del lobo temporale medio e inferiore ed è organizzato 
bilateralmente nei due emisferi. Il fatto che il flusso ventrale sia localizzato bilateralmente non 
implica una ridondanza del processo di elaborazione cerebrale poiché molti studi di 
neuroimaging hanno evidenziato l’esistenza di asimmetrie dal punto di vista computazionale 
nella via ventrale dell’emisfero destro e sinistro. La natura di queste differenze è attualmente in 
discussione ma la sua esistenza indica che l’elaborazione del parlato avvenga su percorsi 
paralleli nella mappatura dal suono al significato lessicale.  
 
Il flusso ventrale collega la rappresentazione acustica del parlato alla rappresentazione fonetica 
attraverso STG e STS, e successivamente utilizza le informazioni fonologiche per accedere alla 
rappresentazione semantica delle parole.  
Secondo il modello a doppio flusso le rappresentazioni concettuali-semantiche sono distribuite 
in tutta la corteccia; tuttavia esiste una regione cerebrale, implicata nella via ventrale, che funge 
da interfaccia computazionale tra rappresentazioni a livello fonologico e rappresentazioni 
concettuali distribuite. Questa interfaccia non è il sito per la memorizzazione di informazioni 
concettuali ma memorizza informazioni relative alla relazione tra informazione fonologica e 
informazione concettuale. La maggior parte dei ricercatori concorda sul fatto tale area sia 
contenuta all’interno del lobo temporale tuttavia sono presenti pareri contrastanti in letteratura 
poichè alcuni autori affermano che l’interfaccia sia costituita dalla parte anteriore [4], [5], [6] 
del lobo temporale mentre altri sostengono che si trovi nella parte posteriore [7], [8]. 
 
1.1.3 Il flusso dorsale 
Il flusso dorsale, che coinvolge il lobo temporale posteriore e il lobo frontale posteriore, è 
responsabile dell'integrazione sensomotoria del parlato e associa i suoni del parlato alle 
rappresentazioni articolatorie.             
La via dorsale proietta dalle cortecce uditive alla regione posteriore del lobo temporale, e poi 
al lobo frontale posteriore, inoltre la via dorsale proietta anche alle aree premotorie e alle aree 
motorie supplementari. La produzione vocale è il risultato di movimenti coordinati le cui 
rappresentazioni sono contenute nella parte ventrale della corteccia sensomotoria (vSMC), 
dove la rappresentazione degli organi articolatori del parlato (cioè labbra, mascella, lingua e 
laringe) è organizzato somatotopicamente. 
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Data questa ampia distribuzione delle aree coinvolte nella produzione del linguaggio, per 
realizzare una speech BCI, è necessario effettuare una scelta opportuna delle aree corticali da 
cui registrare e decodificare l'attività evocata durante la produzione vocale. Una possibilità, ad 
esempio, è quella di utilizzare segnali provenienti da aree uditive del flusso ventrale, come STG 
e STS, per decodificare le rappresentazioni spettrale-temporale del contenuto acustico del 
parlato. Al contrario si potrebbero utilizzare i segnali registrati nella vSMC per decodificare le 
caratteristiche articolatorie della produzione vocale. 
Una volta determinata la regione cerebrale da cui si registra l’attività neurale correlata alla 
produzione linguistica è necessario definire le caratteristiche della speech BCI che si vuole 
realizzare. Di seguito vengono descritte le possibili tecniche di registrazione dell’attività 
cerebrale con cui può essere implementato un sistema di BCI. 
1.2 Tecniche di registrazione dell’attività cerebrale 
 
Le tecniche di registrazione dell’attività cerebrale si dividono in tecniche invasive e non 
invasive e soltanto alcune tra queste sono adatte per la realizzazione di una speech BCI. 
 
Tra le tecniche di rilevazione non invasive troviamo i metodi che si basano sulla rilevazione di 
segnali metabolici per lo studio dell’attività celebrale. Le più utilizzate nell’ambito delle speech 
BCI sono la risonanza magnetica funzionale (fMRI) e la Near-Infrared Spectroscopy (NIRS), 
ossia la spettroscopia che usa la regione dello spettro del campo elettromagnetico vicino 
all'infrarosso. Queste tecniche rilevano l'attività cerebrale mediante misurazioni non invasive 
di variazioni del livello di ossigenazione cerebrale, le quali sono correlate ai cambiamenti 
dell’attività neuronale. 
Tali metodi basati sulla rilevazione dell’attività metabolica possono fornire indicazioni 
dell’attività celebrale con una risoluzione spaziale molto elevata. Tuttavia i processi metabolici 
che fMRI e NIRS rilevano sono lenti in natura e impiegano diversi secondi per completarsi, per 
questo motivo la risoluzione temporale di tali metodi è dell’ordine del secondo. I processi vocali 
invece avvengono nell’ordine delle decine di millisecondi, il che rende tali tecniche di 
rilevazione non adeguati alla loro misura.  
 
Le tecniche di rilevazione non invasiva che, invece, vengono principalmente utilizzate 
nell’ambito delle speech BCI sono quelle che sfruttano la registrazione di segnali 
elettrofisiologici per determinare l’attività cerebrale; tra queste troviamo l’elettroencefalografia 
(EEG) e la magnetoencefalografia (MEG). Tali metodologie sono più adeguate per rilevare la 
dinamica dei processi di produzione linguistica in quanto hanno una risoluzione temporale pari 
a 0,01 - 0,1 s. 
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Figura 1.2: Risoluzione spaziale, temporale e copertura spaziale di varie modalità di monitoraggio 
dell'attività neuronale. Per ciascuna modalità mostrata, il limite inferiore del riquadro specifica la 
risoluzione spaziale indicata sull'asse sinistro, mentre il limite superiore specifica la copertura spaziale 
sull'asse destro. La larghezza di ogni riquadro indica il tipico intervallo raggiungibile di risoluzione 
temporale. 
 
La MEG è una tecnica di registrazione non invasiva che prevede la rilevazione dei campi 
magnetici prodotti dall’attività elettromagnetica cerebrale utilizzando magnetometri posizionati 
intorno alla testa dell’utente. La magnetoencefalografia è caratterizzata da un'elevata 
risoluzione temporale e un’accettabile risoluzione spaziale, tuttavia presenta alcuni svantaggi 
tra cui l’elevata sensibilità agli artefatti da movimento dei muscoli facciali che possono 
determinare delle distorsioni nel segnale MEG. Un ulteriore svantaggio della 
magnetoencefalografia riguarda l’impossibilità di realizzare dispositivi portatili poichè la 
strumentazione per MEG non può essere spostata facilmente ed è ingombrante; per questi 
motivi la MEG è meno utilizzata dell’EEG nell’ambito delle speech BCI. 
La tecnica di registrazione elettrofisiologica più diffusa è l'elettroencefalografia (EEG), la quale 
registra l’attività elettrica, derivante dalla conduzione volumetrica dell’attività neuronale 
sincronizzata di tutto il cervello, utilizzando elettrodi posizionati sul cuoio capelluto.  
EEG si è dimostrata una tecnica adeguata a registrare in modo affidabile l'attività cerebrale per 
il controllo BCI poiché è caratterizzata da un’ottima risoluzione temporale e non è invasiva; 
tuttavia il fatto che gli elettrodi siano posizionati sul cuoio capelluto di un utente presenta alcuni 
svantaggi. In primo luogo questa tecnica è sensibile agli artefatti, come i movimenti oculari o i 
movimenti facciali residui, e la risoluzione spaziale e il rapporto segnale-rumore sono molto 
inferiori rispetto alle tecniche di registrazioni invasiva. Inoltre, quando si utilizza l’EEG gli 
elettrodi devono essere posizionati sulla testa del soggetto e ricalibrati ad ogni utilizzo, il che 
di solito comporta l'assistenza da parte di un ricercatore o di un assistente competente. 
2 High-Density Integrated Electrocortical Neural Interfaces
Figure 1.1 Spatial and temporal resolution, as well as spatial coverage, of various neural activity mon-
itoring modalities [4–6]. For each modality shown, the lower boundary of the box specifies the spatial
resolution indicated on the left axis, whereas the upper boundary specifies the spatial coverage on
the right axis. The width of each box indicates the typical achievable range of temporal resolution.
Portable modalities are shown in color. Bridging an important gap between noninvasive and highly
invasive techniques, µECoG has emerged as a useful tool for diagnostics and brain-mapping research.
support regions with more elevated metabolism. In contrast, MEG provides higher tem-
poral resolution (0.01–0.1 s) at the expense of poor spatial resolution (1 cm). Whereas
fMRI and MEG provide complementary performance in spatiotemporal resolution,
PET offers molecular selectivity in functional imaging at the expense of lower spatial
(1 cm) and temporal (10–100 s) resolution, and the need for injecting positron emitting
radionuclides in the bloodstream. However, neither fMRI, MEG or PET are suitable
for wearable or portable applications, as they all require very large, expensive, and high
power equipment to support the sensors, as well as extensively shielded environments.
In contrast, electrophysiology methods, which directly measure electrical signals that
arise from the activity of neurons, offer superior temporal resolution. They have been
extensively used to monitor brain activity due to their ability to capture wide ranges of
brain activities from the subcellular level to the whole brain oscillation level as shown in
Fig. 1.2. Due to rece t advances in electrode and integrate circuit technologies, lec-
trophysiological m nitoring m thods c n be designed to be portable, with fully wearable
or implantable configurati ns for brain–computer interfaces having been d monstrated.
O e of the st p p lar electrophysiological monitoring ethods is e ectroen-
cephalography (EEG), which records electrical activity n the scalp resulting from
volume conduction of coh rent collective eural activity througho t the brain, as il-
lustra ed n Fig. 1.2. EEG recording i saf (noninvasive) and relatively inexpensive,
but it spatiotemporal re olution is limited to about 1 cm and 100 Hz, due largely to
the dispersive electrical properties of several layers of high-resistive tissue, particularly
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Nonostante la presenza di questi svantaggi l’EEG è ad oggi la tecnica di registrazione 
dell’attività cerebrale maggiormente utilizzata nell’ambito delle BCI grazie alla sua non 
invasività, alla buona risoluzione temporale e alla possibilità di progettare dispositivi portatili. 
 
Negli ultimi anni la ricerca ha rivolto la propria attenzione verso le tecniche invasive di 
registrazione dell’attività cerebrale come metodo per la progettazione e realizzazione delle BCI. 
I principali metodi di registrazione invasiva dell’attività cerebrale sono i microelettrodi 
intracorticali e l’elettrocorticografia o elettroencefalografia intracranica (ECoG). 
I primi approcci di registrazione invasiva prevedevano l’utilizzo di microelettrodi intracorticali 
che possono misurare i potenziali di azione extracellulare (EAP) e i potenziali di campo locale 
(LFP) da piccole popolazioni neuronali. 
La registrazione attraverso microelettrodi intracranici presenta alcuni vantaggi poichè è 
caratterizzata da un'elevata risoluzione spazio-temporale, un elevato rapporto segnale rumore e 
robustezza nei confronti di artefatti oculari.  L’utilizzo di microelettrodi intracorticali comporta 
tuttavia alcune grandi limitazioni. Innanzitutto questa tecnica consente di registrare l’attività 
cerebrale solamente da piccole regioni corticali, inoltre l’inserimento di elettrodi penetranti può 
causare danni al tessuto cerebrale e inevitabilmente generare la formazione di tessuto 
cicatriziale che a lungo termine compromette la stabilità del segnale. A causa di questi problemi 
di longevità ed estrema invasività l'impianto cronico di microelettrodi non viene quasi mai 
utilizzato. 
 
La principale tecnica di rilevazione invasiva utilizzata nell’ambito delle speech BCI è 
l’elettrocorticografia o elettroencefalografia intracranica. L’ECoG registra l’attività elettrica 
cerebrale rilevando i potenziali postsinaptici sincronizzati attraverso il posizionamento di 
elettrodi sulla superficie corticale, sopra (epidurale) o sotto (subdurale) la dura madre. Rispetto 
all’ EEG si trova quindi in una posizione più vicina alla sorgente del segnale ma 
contemporaneamente non è estremamente invasiva come l’impianto di microelettrodi 
intracorticali. 
 
 
Figura 1.3: Metodi di elettrofisiologia convenzionali tra cui EEG, ECoG epidurale e subdurale e 
registrazione LFP con microelettrodi penetranti 
Introduction to ECoG interfaces 3
Figure 1.2 Conventional electrophysiology methods including G, ECoG and ne ral spike and LFP
recording with penetrating microelectrodes. Both EEG and ECoG can capture correlated collective vol-
ume conductions in gyri such as regions of a–b, d–e and j–k. However, they cannot record opposing
volume conductions in sulci such as regions of b–c–d and e–f–g and random dipole layers such as
regions of g–h and l–m–n–o [17].
skull, between the brain and the scalp. In contrast, recording with intracranial brain-
penetrating microelectrodes (labeled as EAP+LFP in Fig. 1.2) can achieve much higher
resolution due to the much closer proximity to individual neurons. Thus, it is also
widely used for brain research and brain–computer interface (BCI) applications. Using
microelectrodes, extracellular action potentials (EAPs) and local field potentials (LFPs)
can be recorded from multiple neurons across multiple cortical areas and layers. Even
though penetrating microelectrodes can provide rich information from neurons, they
can suffer from tissue damage during insertion [7–9], and have substantial limitations
in long-term chronic applications due to their susceptibility to signal degradation from
electrode displacement and immune response against the electrodes [10]. Because of
the more extreme invasiveness and longevity issues, chronic implantation of penetrating
microelectrodes in humans is not yet viable.
Between the two extremes of EEG and penetrating microelectrode arrays, a practical
alternative technique is electrocoticography (ECoG), or intracranial/intraoperative EEG
(iEEG), which records synchronized postsynaptic potentials at locations much closer to
the cortical surface, as illustrated in Fig. 1.2. Compared to EEG, ECoG has higher spa-
tial resolution [11–13], higher signal-to-noise ratio, broader bandwidth [14], and much
less susceptibility to artifacts from movement, electromyogram (EMG), or electrooc-
ulargram (EOG) [15,16]. In addition, ECoG does not penetrate the cortex, does not
scar, and can have superior long-term signal stability recording through subdural surface
electrodes.
With advances in high channel count and wireless operation, ECoG has recently
again emerged as an important tool not only for more effective treatment of epilepsy,
but also for investigating other types of brain activity across the cortical surface. ECoG
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L’impianto di elettrodi ECoG per registrare l’attività cerebrale, nella pratica medica, viene 
utilizzato, ad esempio, per pazienti con epilessia intrattabile al fine di localizzare la zona di 
insorgenza delle crisi, prima della resezione del tessuto cerebrale. A causa dell’invasività 
dell’ECoG, solo in rari casi i pazienti vengono sottoposti alla procedura di impianto; tuttavia, 
se i pazienti acconsento a partecipare ad attività di ricerca, durante il tempo per cui viene 
mantenuto l’impianto si possono studiare in maniera molto dettagliata alcuni meccanismi e 
funzioni cerebrali come l’abilità del linguaggio.  
 
 
 
Figura 1.4: Impianto di elettrodi per ECoG 
 
ECoG è una tecnica di registrazione che comporta molti vantaggi: offre un’ottima risoluzione 
spaziale, dell’ordine del millimetro, e spettrale (0–500 Hz); inoltre le sue prestazioni sono 
migliori rispetto a quelle dell’EEG anche in termini di ampiezza del segnale (50–100 mV) e 
rapporto segnale-rumore. Un ulteriore aspetto positivo di questa tecnica consiste nel fatto che i 
suoi elettrodi possono coprire e mappare ampie aree cerebrali (in genere corteccia frontale, 
temporale e parietale), il che è vantaggioso considerando l’estensione e il numero di aree 
cerebrali coinvolte nella produzione del linguaggio. Infine, l’ECoG ha una risoluzione 
temporale molto più elevata (millisecondi) rispetto alle tecniche di misurazione emodinamica, 
come fMRI e NIRS. 
 
L’ECoG tuttavia presenta anche alcuni svantaggi e il più rilevante tra tutti è l’invasività degli 
elettrodi poiché il loro posizionamento sulla corteccia cerebrale richiede un intervento 
chirurgico. Un ulteriore problema dell’impianto di questo dispositivo è la conseguente 
formazione di tessuto cicatriziale che riduce l’efficacia del segnale che viene rilevato e aumenta 
il rischio per la salute del paziente. 
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Figura 1.5: Elettrodo a griglia utilizzato nelle sperimentazioni della university of California, San 
Francisco. I conduttori sono realizzati in platino/iridio, questo fornisce la possibilità di localizzazione 
degli elettrodi attraverso risonanza magnetica. Gli elettrodi presentano un diametro che può variare tra 
i 2.5 e i 3.0 mm mentre lo spessore delle griglie varia da 0.5 mm a 0.8 mm 
 
Gli studi effettuati su pazienti epilettici continuano a fornire importanti informazioni 
scientifiche per la futura realizzazione di sistemi di speech BCIs basati su ECoG, nonostante 
gli evidenti inconvenienti di questa tecnica.  
Sulla base dell’esperienza accumulata dagli studi effettuati negli ultimi anni vi è una crescente 
fiducia nei potenziali benefici delle speech BCIs basate su ECoG per migliorare la qualità della 
vita nei pazienti con gravi disabilità comunicative. Per questi motivi nel presente elaborato ho 
deciso di confrontare dei nuovi approcci di speech BCI che rilevano l’attività cerebrale 
attraverso ECoG, e nei paragrafi successivi vengono descritte con maggiore dettaglio la 
generazione e le caratteristiche del segnale registrato attraverso questa tecnica. 
 
1.3 Elettrocorticografia 
 
1.3.1 Generazione del segnale 
 
I neuroni corticali sono disposti con una determinata successione nella corteccia, andando a 
formare gli strati corticali, e tali neuroni sono classificati in due principali categorie: neuroni 
corticali piramidali e neuroni corticali non piramidali. 
 
Le cellule piramidali costituiscono la parte preponderante della corteccia cerebrale e sono 
caratterizzate da una specifica disposizione: gli assoni delle cellule sono disposti 
perpendicolarmente alla corteccia mentre i dendriti sono disposti parallelamente tra loro, come 
mostrato in figura 1.6. 
Ogni cellula è una sorgente di campo elettrico e se i neuroni piramidali vicini si attivano in 
modo sincrono si generano tanti campi elettrici che si sommano determinando un campo 
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elettrico complessivo; tale sommatoria dei singoli campi elettrici delle cellule è possibile grazie 
alla disposizione parallela dei dendriti.  
Il campo elettrico complessivo che si genera dall’attivazione sincrona di più neuroni può essere 
rilevato tramite degli elettrodi andando a determinare il segnale ECoG. 
 
Le cellule non piramidali sono caratterizzate da una forma ovale e il loro orientamento spaziale 
rispetto alla corteccia non è ordinato, alcune sono orientate orizzontalmente mentre altre 
verticalmente, pertanto non partecipano in modo significativo alla generazione del segnale 
elettrico.  
 
 
 
Figura 1.6: rappresentazione nei neuroni corticali all’interno degli strati della corteccia 
 
Attraverso la trasmissione sinaptica i neuroni possono comunicare tra loro, gli input sinaptici 
tra due neuroni possono essere di due tipi: quelli che producono potenziali postsinaptici 
eccitatori (PPSE) e quelli che inducono potenziali postsinaptici inibitori (PPSI).  
I primi provocano una depolarizzazione nella membrana postsinaptica del neurone, 
aumentando così la probabilità che venga generato un potenziale d’azione, cioè una breve e 
rapida variazione del potenziale di membrana che si genera solo se quest’ultimo subisce una 
variazione di polarizzazione superiore ad un determinato valore detto valore di soglia (circa -
50mV). I secondi agiscono in modo contrario, iperpolarizzando la membrana del neurone e 
abbassando così la probabilità che quest’ultimo scarichi un potenziale d’azione. 
 
Le attività elettriche descritte dai tracciati ECoG derivano però quasi totalmente da potenziali 
postsinaptici (eccitatori e inibitori) e non dai potenziali d’azione, sebbene quest’ultimi siano i 
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più ampi potenziali generati dai neuroni. Questo è dovuto alla loro breve durata, dell’ordine di 
1ms, che non permette la generazione di un’attività elettrica sincronizzata. 
Il potenziale post-sinaptico è quello che più contribuisce alla formazione del segnale misurabile 
sull’elettrodo poiché, nonostante la ridotta ampiezza del potenziale (circa 10 mV), le correnti 
sinaptiche hanno una durata maggiore (da 10 a 100 ms); questo permette di registrare il segnale 
ECoG come la somma dei singoli potenziali post-sinaptici sincronizzati di popolazioni di 
neuroni.  
 
 
 
Figura 1.7: potenziale d’azione e potenziale post sinaptico. 
 
1.3.2. Caratteristiche del segnale 
L’analisi del segnale elettrocorticografico è fondamentale per lo sviluppo e il corretto 
funzionamento delle BCIs in quanto differenti componenti di segnale evidenziano processi 
neurologici differenti. L’analisi del tracciato ECoG mostra come l’attività cerebrale sia 
caratterizzata da fluttuazioni temporali scandite da fasi ritmiche, ossia da onde caratterizzate da 
diverso contenuto in frequenza, suddivisibile in specifici intervalli. Le onde che compongono 
il segnale sono riconoscibili, classificabili e riflettono l’attività sincrona di popolazioni di 
neuroni che concorrono alla realizzazione del medesimo processo cognitivo. Si possono 
distinguere cinque onde principali in base all’intervallo di frequenza.  
• Il ritmo Delta (δ) caratterizzato da frequenze fino a 4Hz; tipicamente non è presente in 
condizioni fisiologiche ed è pertanto associato a stati patologici;  
• Il ritmo Theta (θ) presenta frequenze nella banda 4 - 8Hz ed è presente durante stati di 
sonno profondo;  
• Il ritmo Alpha (α) è caratterizzato da oscillazioni nella banda 8 - 12Hz; viene registrato 
ad occhi chiusi in un soggetto sveglio e viene tipicamente correlato a stati di 
rilassamento mentale;  
• Il ritmo Beta (β) è un ritmo molto veloce, con frequenze tra 12 e 30Hz; è associato ad 
aree attive della corteccia e livelli di coscienza come l'attenzione e la concentrazione;  
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• Il ritmo Gamma (γ) ha oscillazioni con frequenze superiori a 30Hz fino a 500 Hz ed è 
legato a stati di elaborazione attiva delle informazioni da parte della corteccia e ad 
attività cognitive di alto livello. 
 
Grazie alla sua invasività l’ECoG presenta delle caratteristiche vantaggiose rispetto ad EEG tra 
cui un’ampiezza di segnale maggiore (50-100 𝜇𝑉 contro 10-20 𝜇𝑉	) e una larghezza di banda 
più ampia (0–500 Hz contro 0–40 Hz).                  
La possibilità di accedere ad un intervallo di frequenze più ampio è molto importante poiché è 
stato dimostrato, attraverso numerosi studi ([9]-[15]), che i segnali a frequenze più elevate 
contengono informazioni sostanziali relative a compiti cognitivi, motori e linguistici e quindi 
possono fornire informazioni fondamentali (che diversamente non sono accessibili attraverso 
EEG) per il controllo delle BCIs. 
In particolare, per quanto riguarda l’abilità del linguaggio, è stato dimostrato che le componenti 
di segnale ad alta frequenza (banda gamma∼70–500Hz) contengono informazioni 
fondamentali per determinare le rappresentazioni neurali del parlato. 
Alcuni studi hanno dimostrato che la banda gamma è correlata alle proprietà acustiche spettro-
temporali del parlato nel giro temporale superiore [11], alle caratteristiche fonetiche nel solco 
temporale superiore [12], e alle caratteristiche articolatorie nella corteccia sensorimotoria 
[13],[14],[15]. Tali evidenze dimostrano che molti aspetti del linguaggio sono codificati nelle 
frequenze appartenenti alla banda gamma, e più precisamente nella parte alta di tale intervallo 
(high-frequency gamma band), del segnale ECoG. 
 
Alcuni aspetti del linguaggio vengono anche codificati alle basse frequenze; ad esempio le 
frequenze all’interno della banda theta tengono traccia dell'inviluppo acustico del parlato, sono 
correlate alla frequenza sillabica e possono discriminare le frasi parlate [16],[17],[18]. Inoltre, 
i ritmi theta hanno mostrato significativi cambiamenti di potenza nell’area di Broca e nelle aree 
temporali del linguaggio durante un compito di produzione linguistica e hanno mostrato 
interazioni con la banda ad alta frequenza, attraverso l’accoppiamento ampiezza-ampiezza e 
fase-ampiezza [19]. 
 
Pertanto ECoG, grazie alla sua caratteristica di poter registrare un’ampia larghezza di banda, 
rappresenta una promettente tecnica di registrazione per studiare e decodificare l’attività 
cerebrale associata alla produzione linguistica. 
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1.4 Metodi di comunicazione indiretta e diretta 
La ricerca nell’ambito delle speech BCIs si pone l’obiettivo di creare un collegamento tra 
l’attività neurale e dispositivi esterni. Per realizzare questo collegamento si possono utilizzare 
due differenti metodi di comunicazione, uno indiretto l’altro diretto. 
Il termine comunicazione vocale indiretta si riferisce a dispositivi BCI comunicativi che 
utilizzano l'attività neurale non direttamente correlata all'atto della produzione vocale come 
segnale di controllo per sistemi BCIs. Nelle BCIs che utilizzano questo meccanismo di 
comunicazione è necessario un passaggio intermedio per tradurre l'attività neurale che 
rappresenta informazioni non specifiche in un dominio vocale.  
I principali sistemi di comunicazione indiretta assumono la forma di paradigmi di selezione di 
lettere e parole, in particolare negli ultimi trent’anni sono stati sviluppati metodi molto utilizzati 
che prevedono la selezione di lettere mediante il segnale EEG ([20-25]). In questi sistemi 
l'elettroencefalogramma registra dei potenziali elettrici evento correlati, cioè delle risposte 
cerebrali rilevate in corrispondenza di un evento specifico, che sono utilizzati per selezionare 
delle lettere e quindi per produrre delle parole. Alcune di queste tecniche utilizzano ad esempio 
il potenziale evento-correlato P300 (ERP) e i potenziali evocati visivi allo stato stazionario 
(SSVEP). 
Un'onda P300 è un potenziale evento correlato che si verifica nel tracciato EEG ogni volta che 
l’utente rileva un evento raro o significativo tra una serie di altri eventi più frequenti. L’onda 
P300 può essere suscitata in modo affidabile con paradigmi relativamente semplici, tra cui 
lettere lampeggianti su una tastiera virtuale, e può essere sfruttata come segnale di comando per 
una BCI.                    
Il segnale P300 fu utilizzato per la prima volta come mezzo per selezionare lettere da una 
tastiera virtuale da Farwell e Donchin [22] che nel 1988 realizzarono il primo speller P300 cioè 
un sistema di speech BCI in cui il segnale di controllo dell’interfaccia è l’onda P300. In questo 
metodo l'utente guardava uno schermo in cui era raffigurata una matrice 6x6 contenente lettere 
e simboli, focalizzando l'attenzione sull'elemento desiderato mentre ogni 125 ms una riga o 
colonna della matrice veniva illuminata per 100 ms. L'illuminazione della riga o della colonna 
contenente il simbolo desiderato provocava una risposta evocata P300, permettendo così 
all’interfaccia di selezionare tale lettera.            
Nel corso degli ultimi anni lo speller P300 ha subito modifiche e miglioramenti e al giorno 
d’oggi è stato dimostrato che questa tecnologia può essere utilizzata da persone affette da SLA 
raggiungendo un’accuratezza media del 95 % e la produzione di 6-12 caratteri al minuto [26]. 
Il potenziale evocato visivo allo stato stazionario (SSVEP) è una risposta cerebrale evocata che 
può essere rilevata nell'EEG in risposta a uno stimolo visivo che oscilla ad una frequenza fissa. 
In un'applicazione BCI, possono essere presentati diversi stimoli intermittenti, ciascuno con la 
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propria frequenza e / o fase; l'utente può quindi selezionare lo stimolo target semplicemente 
focalizzando la propria attenzione su di esso. Una delle realizzazioni più recenti di SSVEP-
BCIs utilizza uno schermo in cui è rappresentata una matrice 5x8 con 40 stimoli individuali, 
inclusi caratteri e cifre, (Nakanishi et al., 2017 [27]), in cui ciascuno lo stimolo può essere 
selezionato in un solo passaggio. 
È importante notare che, sebbene le frasi costruite dalla selezione ortografica delle singole 
lettere possano essere espresse ad alta voce usando dei sistemi di sintesi vocale, nessuno di 
questi sistemi decodifica un discorso parlato. Esistono due principali svantaggi di questo tipo 
di sistema di comunicazione indiretta. In primo luogo, sebbene spesso molto preciso, il tasso di 
selezione delle lettere può essere lento quanto una parola al minuto, limitando la capacità di un 
utente di conversare fluentemente in tempo reale. In secondo luogo, questi sistemi sono 
"generici" in quanto possono essere utilizzati per qualsiasi attività di selezione; pertanto 
ignorano delle informazioni neurologiche potenzialmente preziose nonché i vincoli relativi al 
linguaggio che possono migliorare le capacità di comunicazione. Infine per riuscire ad utilizzare 
correttamente questi sistemi l’utente necessita di essere allenato a selezionare le lettere con 
l’attenzione visiva e questo richiede spesso un elevato sforzo cognitivo che può affaticare il 
paziente poiché la comunicazione non avviene in modo naturale. 
Studi recenti hanno cercato di affrontare questi problemi e di rendere la produzione vocale 
attraverso le BCIs più naturale e fluente grazie a metodi di comunicazione diretta.                              
La comunicazione vocale diretta si riferisce ai metodi BCI che utilizzano l'attività neurale 
correlata in modo innato all'atto della produzione vocale. Questi metodi utilizzano l'attività 
neurologica presente durante la produzione del linguaggio, o anche solo durante una fase in cui 
l’utente immagina di parlare, per controllare il sistema di BCI. Per i metodi diretti non è 
richiesta alcuna mappatura intermedia tra stati cognitivi e output vocale, perché per controllare 
il sistema di BCI viene utilizzata l’attività neurale direttamente correlata alla produzione vocale; 
ciò consente di aumentare considerevolmente la velocità di produzione delle parole per tendere 
ad una produzione vocale fluente in tempo reale. Inoltre la previsione diretta consente ai 
ricercatori di sfruttare i meccanismi neurali noti per la produzione del parlato e altre 
caratteristiche rilevanti del parlato negli algoritmi di decodifica e classificazione per la protesi 
del parlato. 
I metodi di comunicazione diretta si differenziano sulla base delle caratteristiche del parlato 
che si intende decodificare a partire dall’attività neurale, alcuni ricostruiscono il discorso a 
partire dalle caratteristiche spettro-temporali mentre altri utilizzano le rappresentazioni 
articolatorie del parlato. Per questi motivi è necessario discutere le possibili strategie di 
decodifica del segnale ECoG e le caratteristiche del parlato che si vogliono estrarre da esso; per 
decodificare tali caratteristiche in modo diretto si utilizzano delle reti neurali, il cui 
funzionamento verrà discusso in seguito nel capitolo 2. 
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1.5 Strategie di decodifica 
La sintesi del parlato può essere ottenuta attraverso diversi metodi, classificati in base al tipo di 
parametri che vengono decodificati dall’attività cerebrale. Come illustrato in figura 8, le 
strategie di decodifica sono tre, ciascuna corrispondente a una diversa rappresentazione del 
parlato: fonetica, acustica e articolatoria. Ognuna di queste rappresentazioni è codificata in 
modo più specifico in alcune aree cerebrali rispetto ad altre. Ad esempio il contenuto acustico 
del linguaggio è codificato più dettagliatamente nelle aree uditive temporali, mentre le 
caratteristiche articolatorie del parlato sono codificate in modo più specifico nella corteccia 
sensorimotoria. In base alla scelta della strategia di decodifica possono essere considerati 
diversi metodi di sintesi vocale. 
 
Figura 1.8: A partire dall’attività cerebrale possono essere decodificate tre rappresentazioni del parlato 
(fonetica, acustica o articolatoria), ognuna delle quali implica l’utilizzo di una specifica tecnica di 
sintesi vocale per l’implementazione di una speech BCI. 
La prima categoria di sintesi vocale consiste nel concatenare singoli fonemi o singole parole. 
Un sistema BCI basato su tale sintesi consiste nel decodificare gli elementi vocali discreti a 
partire dall'attività cerebrale, ad esempio usando una classificazione discreta delle 
caratteristiche neuronali, per poi convertire la sequenza di fonemi decodificati in discorsi audio 
o rappresentazioni testuali.  
La principale implementazione di tale metodo di decodifica è stata ottenuta da Herff e colleghi 
[28] che nel 2015 hanno realizzato l’interfaccia brain-to-text cioè un sistema di speech BCI che 
decodifica il discorso continuo attraverso delle rappresentazioni testuali di sequenze di singoli 
fonemi. Nello studio di Herff et al. l'attività cerebrale, misurata attraverso ECoG, è stata 
registrata contemporaneamente ed in modo sincronizzato alla produzione vocale di alcune 
parole. Successivamente, attraverso dei modelli matematici detti automatic speech recognition 
a pronunciation dictionary (and thus a limitation on the authorized
vocabulary) and a statistical language model (giving the prior
probability of observing a given sequence of words in a given lan-
guage). One limitation of such mapping remains however the diffi-
culty of a real-time implementation. Indeed, even a short-term
decoding algorithm will necessarily introduce a delay of one or
two words which may be problematic for controlling the BCI in
closed-loop.
In a second category of speech synthesis, the input parameters
describe the spectral content of the target speech signal. Hence, a
BCI system based on this approach would typically convert brain
signals into a spectral representation of speech (Guenther et al.,
2009; Pasley et al., 2012; Martin et al., 2014), which in turn would
be converted into a speech waveform using a vocoder. As for the
decoded spectral representation, a privileged choice is to use for-
mants (Flanagan et al., 1962), which are the local maxima of
energy in the speech spectrum, since formants are both compact
nd perceptua ly relevant descriptors f the speech cont nt. Note
that formants are also related to the spatial positions of the speech
articulators. Such formantic repr sentation could b used to
directly pilot a formant synthesizer such as the Klatt synthesizer
(Klatt, 1980). Since this type of synthesizer typically uses several
tens of parameters (there exist versions with more than 50 param-
eters to describe the position and bandwidth of the 6 first formants
and the glottal activity), a simplified version should be used. This
was the strategy used in the speech BCI described in (Guenther
et al., 2009). Since this study focused on vowels, only 2 parameters
were estimated from the brain activity: the position of the two first
formants (which are sufficient to discriminate vowels), while the
other parameters were set to constant values. As mentioned in
(Guenther et al., 2009), the formant synthesis is well adapted to
vowel synthesis but less to consonants, such as plosives, which
require a rapid and accurate control of several parameters to
achieve a realistic-sounding closure and burst. In the same cate-
gory, vocoders found in telecommunication systems use other rep-
resentations of the spectral content of sounds, from which speech
can be synthesized. The speech waveform is here obtained by mod-
ulating an excitation signal (representing the glottal activity)
through a time-varying filter representing the transfer function
of the vocal tract (i.e. the spectral envelope). One of the most com-
mon techniques is the Linear Predictive Coding (LPC, see
(O’Shaughnessy, 1988) for its use in speech processing), where
the spectral envelope is modeled by the transfer function of an
all-pole filter. In the context of low-bitrate speech coding, good
intelligibility can be obtained with a 10th order LPC filter, excited
either by a pulse train for voiced sound or by white noise for
unvoiced sound (Boite et al., 2000) (nevertheless such simple exci-
tation signal lead to an unnatural voice). An LPC vocoder models
the speech spectrum in a compact and accurate way. However,
directly mapping LPC prediction coefficients from brain signals in
a speech BCI does not appear as a proper choice, since the variation
of these coefficients with the speech spectrum content is quite ‘‘e
rratic’’. Rather, transcoding predicted formants into an LPC model
is an easy signal processing routine. Other models of the spectral
envelope can also be envisioned in the same line, among which
the mel-cepstrum model with the corresponding digital filter
MLSA (Imai et al., 1983).
Finally, the third category of approaches for synthesizing speech
is the so called articulatory synthesis. The control parameters ar
here the time-varying positions of the main speech organs, such
as the tongue, the lips, the jaw, the velum and the larynx. A BCI
based on such synthesis would thus consist in predicting the
movements of the articulators from brain activity and then to con-
vert these movements into acoustic speech. Two main approaches
have been proposed for articulatory speech synthesis. The first one
is a ‘‘physical” approach, in which the geometry of a generic vocal
tract (including the articulators) is described in two or three
dimensions (Birkholz et al., 2011). This geometry is converted into
an area function describing how the cross sectional area of the
vocal tract varies between the glottis and the mouth opening.
Then, an acoustic model of sound propagation is used to calculate
the speech wave from the sequence of area functions and corre-
sponding sound sources. In the second approach, supervised
machine learning is used to model the relationship between artic-
ulatory and acoustic observations. Articulatory and acoustic data
are typically recorded simultaneously on a reference speaker, using
a motion-capture technique such as electromagnetic-
articulography (EMA). Then these data are used to train a mapping
Fig. 4. Three representations of speech (phonetic, acoustic or articulatory) can be decoded from brain signals, each implying the use of specific speech synthesis techniques to
build a speech BCI.
F. Bocquelet et al. / Journal of Physiology - Paris 110 (2016) 392–401 397
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(ASR), l’onda acustica prodotta durante il parlato è stata suddivisa in sequenze che sono state 
classificate in base ai fonemi associati al suono; poiché l’attività cerebrale era stata registrata 
in modo sincrono alla produzione vocale si è riusciti ad associare a ciascun fonema la 
corrispondente parte di segnale ECoG. Grazie agli ASR e ad un modello statistico probabilistico 
che determina la sequenza di fonemi e parole più adatta alla sequenza di attività neurale 
osservata, l’interfaccia brain-to-text è in grado di determinare una rappresentazione testuale 
dell’attività neuronale, andando a ricostruire le parole attraverso la concatenazione di singoli 
fonemi decodificati dall’attività cerebrale. 
Una seconda categoria di sintesi vocale si basa sulle caratteristiche spettrali del parlato. Un 
sistema BCI basato su questo approccio converte i segnali cerebrali in una rappresentazione 
spettrale del discorso, attraverso delle reti neurali, e successivamente converte le caratteristiche 
acustiche prima decodificate in una forma d’onda del parlato utilizzando uno strumento che è 
in grado di codificare un segnale audio cioè un vocoder (voice encoder). 
 
Le rappresentazioni acustiche del parlato utilizzate per decodificare l’attività cerebrale sono 
molteplici; in particolare un importante studio condotto in questo ambito è il lavoro di Guenther 
e colleghi [29].  
Guenther et al.  hanno implementato un sintetizzatore vocale in tempo reale che rileva l’attività 
cerebrale attraverso microelettrodi intracorticali e decodifica le rappresentazioni acustiche del 
parlato attraverso le formants cioè concentrazioni di energia nello spettro del parlato attorno a 
frequenze particolari. Questo studio è stato uno dei primi lavori che ha dimostrato il potenziale 
dell’utilizzo di tecniche di registrazione invasive per la realizzazione di una speech BCI; 
tuttavia Guenther et al. hanno realizzato un sistema che è in grado di riprodurre solamente la 
sintesi delle vocali e non delle consonanti poiché le formants sono adatte solo per la sintesi di 
vocali. 
 
Recentemente altri studi hanno apportato dei miglioramenti implementando sistemi BCI per la 
sintesi vocale utilizzando differenti rappresentazioni del contenuto spettrale del parlato. Due 
dei più recenti ed innovativi esempi sono trattati nei capitoli 3 e 4 della tesi e sono stati 
implementati da Angrick [2], che ha utilizzato le caratteristiche spettrali dello spettrogramma 
logaritmico in scala mel (logMel spectrogram) (vedi capitolo 4), e Akbari [1] che ha utilizzato 
una rappresentazione acustica basata sui parametri di sintesi del discorso (vedi capitolo 3). 
  
Infine, la terza categoria di sintesi vocale è la sintesi articolatoria in cui la strategia di decodifica 
dell’attività cerebrale si basa sulle caratteristiche articolatorie del parlato cioè le posizioni 
variabili nel tempo dei principali organi del tratto vocale quali: la lingua, le labbra, la mascella 
e la laringe. Un sistema BCI basato su tale sintesi consiste nel decodificare i movimenti degli 
articolatori del parlato dall'attività cerebrale, nel decodificare le rappresentazioni acustiche del 
parlato a partire dalle caratteristiche articolatorie precedentemente decodificate e infine nel 
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ricostruire la forma d’onda del parlato a partire dalla rappresentazione acustica. Un approccio 
a doppia decodifica come quello appena descritto è stato implementato da Anumanchipalli et 
al. [3] che sono riusciti a realizzare un sintetizzatore vocale in tempo reale che registra l’attività 
cerebrale attraverso ECoG. Questo approccio di sintesi vocale, che viene descritto 
dettagliatamente nel capitolo 5, si è rivelato molto promettente negli ultimi anni e il lavoro di 
Anumanchipalli et al. rappresenta una nuova frontiera nell’ ambito delle speech BCI. 
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Capitolo 2 
 
2. Deep learning e reti neurali 
 
Nel capitolo precedente sono state descritte le principali caratteristiche di un sistema di speech 
BCI considerando la tecnica di registrazione del segnale cerebrale, il metodo di comunicazione 
e la strategia di decodifica utilizza dal sistema. Un ulteriore importante caratteristica di un 
sistema di speech BCI è il metodo di decodifica utilizzato per estrarre le rappresentazioni del 
parlato a partire dall’attività cerebrale, poiché in base al metodo di decodifica utilizzato 
cambiano radicalmente le prestazioni del sistema di sintesi vocale.  
I tre approcci di speech BCI descritti nella tesi decodificano il parlato direttamente a partire 
dall’attività cerebrale attraverso delle reti neurali profonde, per questo motivo prima di 
analizzare nel dettaglio i tre approcci oggetto della tesi è necessario introdurre il concetto di 
deep learning e le reti neurali. 
 
Nel seguente capitolo viene brevemente descritto il concetto di deep learning, in italiano 
apprendimento profondo (termine raramente utilizzato nella prassi), e vengono definite le reti 
neurali e il loro funzionamento. In particolare nella parte finale del capitolo vengono descritte 
con maggiore attenzione tre tipologie di reti neurali: locally connected e fully connected neural 
networks, convolutional neural networks e recurrent neural networks; tali reti neurali sono 
rispettivamente associate ai tre sistemi di speech BCI [1], [2], [3] che verranno trattati nei 
capitoli successivi. 
 
2.1 Machine learning e deep learning 
 
Negli ultimi decenni le tecniche di machine learning sono state applicate in molti settori 
determinando una grande influenza sulla nostra vita quotidiana, attraverso ad esempio sistemi 
di guida autonoma, visione artificiale e ricerche sul web efficienti [30-32]. Le tecniche di 
machine learning sono l’insieme delle tecniche di analisi di dati che hanno la capacità di 
apprendere dall’esperienza, cioè di migliorare di volta in volta le proprie prestazioni, attraverso 
l’utilizzo di metodi computazionali. Sebbene le tecniche di apprendimento automatico vengano 
applicate con successo in molti settori, le loro performance nell’elaborazione di segnali 
biologici, come ECoG, non sono soddisfacenti. Ispirandosi alle profonde strutture gerarchiche 
della percezione del parlato e della vista è stata realizzata all’inizio del 2000 una nuova 
sottocategoria dell’apprendimento automatizzato chiamata deep learning. 
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Gli algoritmi di deep learning si basano su tecniche di representation learning, ovvero algoritmi 
che consentono ad un computer di apprendere automaticamente, a partire dai dati in input 
“grezzi”, le rappresentazioni necessarie per risolvere un problema di learning (come ad esempio 
un compito di classificazione o regressione).  
Le tecniche di deep learning sono caratterizzate dalla presenza di più livelli di rappresentazione 
che elaborano i dati a partire dell’input “grezzo” fino ad ottenere rappresentazioni di livello più 
astratto. 
 
In tutti gli algoritmi di deep learning in base al tipo di problema definito, ai dati a disposizione 
e a quello che si vuole ottenere si possono distinguere due tecniche di apprendimento: 
supervisionato e non supervisionato.  
Nell’apprendimento supervisionato ad ogni elemento del data set che l’algoritmo utilizza per 
apprendere è associato una label (etichetta). L’algoritmo apprende rilevando le caratteristiche 
comuni di ogni label ed esegue il task. Questo tipo di apprendimento viene chiamato 
supervisionato perché all’ algoritmo vengono fornite alcune soluzioni del task all’interno del 
data set, in questo modo la macchina ha a disposizione degli esempi pratici che consentono di 
supervisionare l’apprendimento.  
Si sviluppa in questo modo un modello predittivo basato sia sui dati di ingresso che sulle 
risposte, tale modello verrà poi applicato a dati nuovi per generare previsioni. I problemi di 
learning che vengono risolti attraverso l’apprendimento supervisionato sono la classificazione 
e la regressione.  
Nell’apprendimento non supervisionato il data set che l’algoritmo utilizza per apprendere non 
è etichettato, non sono quindi note le risposte al problema. L’algoritmo apprende tramite 
l’individuazione di strutture intrinseche dei dati o pattern nascosti. Una tecnica utilizzata in 
questo tipo di apprendimento è il clustering e in questo caso l’algoritmo apprende individuando 
gruppi (cluster) che hanno caratteristiche simili. 
 
2.2 Reti neurali 
 
Le reti neurali artificiali sono modelli matematici che implementano algoritmi di machine 
learning, la loro struttura è ispirata all’organizzazione delle reti neurali biologiche poiché sono 
composte da unità di calcolo elementari, che ricoprono un ruolo simile al neurone, 
interconnesse tra loro su più livelli. 
Generalmente l’architettura di una rete neurale si articola in tre livelli: 
- Input layer: costituisce il livello di ingresso dei dati ed è solitamente formato da linee 
di ingresso multiple. 
- Hidden layer: riceve direttamente i dati dall’ input layer e li elabora. A seconda del tipo 
di rete che si intende realizzare è possibile avere più hidden layers, in particolare una 
rete caratterizzata da molteplici hidden layers prende il nome di deep neural network. 
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- Output layer: riceve i dati dagli hidden layers e tali dati sono il risultato 
dell’apprendimento della rete stessa, non vengono determinati manualmente 
dall’operatore che programma la rete, ma sono ottenuti automaticamente attraverso gli 
algoritmi di deep learning e il loro addestramento. 
 
 
 
Figura 2.1: architettura di una rete neurale semplice costituita da tre livelli, input, hidden e 
output con due ingressi c1 e c2 e due uscite c15 e c16. 
 
2.2.1 Unità funzionale: neurone artificiale 
 
Le singole unità di elaborazione di una rete neurale sono dei neuroni artificiali cioè modelli 
matematici computazionali che hanno lo scopo di processare informazioni ed il cui 
funzionamento si ispira al comportamento dei neuroni biologici. 
Un neurone biologico riceve in ingresso i segnali elettrici attraverso i suoi dendriti, integra le 
informazioni nel suo corpo centrale, detto soma, e genera un’uscita che viene trasmessa agli 
altri neuroni tramite una sinapsi. Allo stesso modo un neurone artificiale riceve i dati in input 
attraverso numerosi ingressi, ciascuno caratterizzato da un peso, ed integra le informazioni 
sommando il contributo degli ingressi moltiplicati per il relativo peso. Successivamente il 
neurone artificiale genera un’uscita, che dipende da un’opportuna funzione di attivazione, e 
invia l’output generato ad altri neuroni artificiali. 
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Figura 2.2: Struttura di un neurone artificiale 
 
Come mostrato in figura 2.2 gli elementi presenti nel modello del neurone artificiale sono: 
• 𝒙𝒋: sono gli m ingressi che riceve il neurone post-sinaptico i-esimo dai neuroni 
presinaptici j-esimi.  
• 𝒘𝒊𝒋: sono i pesi (weights) delle sinapsi. In base al loro valore, esse stabiliscono 
l’efficacia della connessione fra il neurone presinaptico j-esimo e il neurone post- 
sinaptico i-esimo.  
• 𝒘𝒊𝟎: valore di bias. É un peso che si considera collegato ad un ulteriore ingresso fittizio 
𝒙𝟎 di valore 1. Serve ad impostare il punto di lavoro ottimale del neurone.  
• 𝒖𝒊: è il livello di eccitazione globale del neurone: 𝑢! = ∑ 𝑤!"𝑥" 	+ 	𝑤!#	%"&'  
• 𝒇(∙): funzione di attivazione; determina il comportamento di uscita:  ŷ!	&	𝑓	(𝑢!) 
L’uscita del neurone sarà ?̂?i	cioè il valore predetto che è approssimazione del valore obiettivo 
yi. L’apprendimento della rete consiste nell’aggiustamento dei pesi wij poiché cambiando i 
valori dei pesi si ottengono delle risposte diverse ad ogni input.  
Nella progettazione di una rete neurale è determinante la scelta della funzione di attivazione. 
Esistono diverse tipologie di funzione di attivazione, come viene mostrato in figura 2.3, e 
generalmente sono tutte funzioni non lineari, che è una caratteristica necessaria per consentire 
la risoluzione di task con dati in input molto complessi. Inoltre, tutte le funzioni sono continue 
e differenziali poiché questa è una condizione necessaria per l’applicazione dell’algoritmo di 
back propagation cioè quell’algoritmo che consente la capacità di apprendimento della rete. 
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Figura 2.3: Principali funzioni di attivazione utilizzate nelle architetture di deep learning. 
 
2.2.2 Tipologie di reti neurali  
 
Le reti neurali sono composte da gruppi di neuroni artificiali organizzati in livelli, e come detto 
nel paragrafo precedente generalmente sono presenti: un livello di input, un livello di output, e 
uno o più livelli intermedi (hidden). Le reti che sono costituite da più hidden layer vengono 
chiamate deep neural network e da questo punto in poi faremo sempre riferimento a questa 
tipologia poiché è quella che viene utilizzata da tutti e tre gli approcci di speech BCI che 
verranno descritti nei capitoli successivi. 
 
Le reti neurali vengono classificate, in base al modo in cui avviene il flusso di informazioni tra 
i layer, in due categorie: feedforward e feedback. 
 
- Feedforward: nelle reti neurali feedforward il flusso di informazioni avviene in una sola 
direzione, le connessioni tra i nodi collegano neuroni di un livello con quelli del livello 
successivo e il flusso di dati procede sempre in avanti. Le reti neurali feedforward sono 
ampiamente utilizzate ed in particolare nei paragrafi successivi tratteremo le Locally 
Connected e le Fully Connected neural networks che sono delle Deep neural network 
caratterizzate da due differenti tipi di connessioni. Inoltre in un ulteriore paragrafo 
approfondiremo anche le Convolutional neural networks che sono una sottocategoria 
delle DNN e si contraddistinguono per l’utilizzo dell’operazione di convoluzione tra i 
layers. 
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- Feedback: nelle reti neurali ricorrenti sono previste connessioni in feedback che 
possono avvenire sia verso neuroni dello stesso livello, sia verso neuroni del livello 
precedente. La presenza di connessioni in retroazione complica notevolmente il flusso 
delle informazioni e di conseguenza anche l’addestramento della rete, poiché è 
necessario considerare il comportamento in più istanti temporali. Le reti neurali 
ricorrenti sono dotate di una capacità di memoria (di breve termine) che al tempo 𝑡 rende 
disponibile l’informazione processata a 𝑡 − 1, 𝑡 − 2, ecc.  
 
2.3 Locally connected and Fully connected neural networks 
 
Le reti neurali localmente (locally) e completamente (fully) connesse sono delle deep neural 
networks e si differenziano per il modo in cui sono organizzate le connessioni tra due layer 
all’interno della rete. 
 
Nelle locally connected neural networks (LCN) ogni neurone appartenente ad un layer riceve 
le connessioni soltanto da alcuni dei neuroni appartenenti al layer precedente. In particolare, 
come mostrato in figura 2.4 un neurone riceve le connessioni da gruppi di neuroni che sono 
spazialmente vicini nel layer precedente, per questo motivo si dice che i layer sono connessi 
localmente. Attraverso questo tipo di connessioni la complessità della rete si riduce ed è 
sufficiente una fase di traning minore (meno parametri da allenare). 
È importante sottolineare che, a differenza delle reti neurali convoluzionali (vedi paragrafo 2.4) 
che sono anche esse localmente connesse, nelle LCN i pesi utilizzati tra i layers sono tutti 
diversi quindi non c’è la condivisione dei pesi. 
 
Nelle fully connected neural networks (FCN) i neuroni appartenenti a due layer adiacenti sono 
completamente collegati tra loro, questo significa che ogni neurone del i-esimo layer è collegato 
a tutti i neuroni del j-esimo layer.  
Ad oggi le FCN sono la tipologia di DNN maggiormente utilizzata tuttavia presentano alcuni 
svantaggi soprattutto durante la fase di addestramento che è molto complicata a causa 
dell’elevato numero di pesi sinaptici da addestrare. 
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ù 
Figura 2.4: Differenza tra le connessioni, a sinistra troviamo una LCN mentre a destra troviamo una 
FCN. 
 
2.4 Convolutional neural networks  
 
Le reti neurali convoluzionali (ConvNet o Convolutional Neural Networks CNNs) sono una 
particolare tipologia di DNN specializzate nel processare dati 2D o 3D.  
A differenza delle normali DNN in cui viene eseguita la moltiplicazione tra matrici (che 
costituiscono i dati della rete), nelle CNN viene effettuata l’operazione di convoluzione tra una 
matrice (solitamente multidimensionale) e un filtro detto kernel di dimensione minore della 
matrice. Durante l’operazione di convoluzione il filtro è fatto scorrere sulle diverse posizioni 
della matrice di input e per ogni posizione viene generato un valore di output eseguendo il 
prodotto scalare tra il filtro e la porzione dell’input coperta dal filtro in quel momento. 
 
Le CNN si differenziano dalle normali DNN per due principali caratteristiche: processing dei 
dati a livello locale e condivisione dei pesi (weights).  
La capacità di effettuare il processing dei dati a livello locale è dovuta al fatto che il kernel 
esegue la convoluzione a livello di gruppi più piccoli di dati in input rispetto alla matrice intera. 
Ogni neurone esegue quindi un’elaborazione locale e i neuroni di un livello sono connessi solo 
localmente ai neuroni del livello precedente; questo implica una forte riduzione del numero di 
connessioni che rende la rete più efficiente.  
L’altra caratteristica che contraddistingue le CNN è la condivisione dei pesi. Il fatto che i pesi 
delle connessioni tra neuroni siano condivisi a gruppi implica una riduzione del numero di pesi. 
I pesi sono condivisi a livello di feature maps, ogni feature map è il risultato dell’operazione di 
filtraggio a livello locale dell’input; poiché i neuroni di una stessa feature map condividono i 
pesi, essi processano i dati del volume di input allo stesso modo. 
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La combinazione di processing locale e connessioni condivise consente ai neuroni di una stessa 
feature map di processare nello stesso modo porzioni diverse dell’input. Attraverso questa 
modalità di elaborazione gli strati convoluzionali della rete sono in grado di estrarre le features 
del segnale in input in modo efficiente sfruttando il fatto che in alcuni tipi di segnali, all’interno 
dello stesso volume di dati, regioni diverse contengono lo stesso tipo di informazioni. Per 
questo motivo la convoluzione è molto utile per estrarre features dalle immagini e dal discorso 
parlato, poiché in questi tipi di dati ci sono numerosi pattern che si ripetono. 
 
Figura 2.5: Connessioni localizzate e condivisione di pesi: ciascuno dei 4 neuroni a destra è connesso 
solo a 3 neuroni del livello precedente. I pesi sono condivisi (stesso colore stesso peso).  
L’architettura di una CNN non si compone solamente di convolutional layer ma è costituita 
anche da layer che eseguono l’operazione di pooling. Il livello di pooling effettua 
un’aggregazione delle informazioni nel volume di input, generando feature maps di dimensione 
inferiore. L’obiettivo di questo layer è conferire invarianza rispetto a semplici trasformazioni 
dell’input mantenendo al tempo stesso le informazioni significative ai fini della discriminazione 
delle features.     
Una rete neurale convoluzionale si compone quindi di un livello di input, un convolutional 
layer, e un pooling layer. Questa composizione di layers viene ripetuta più e più volte e 
solitamente la rete termina con un fully connected layer in cui tutti gli elementi in ingresso sono 
collegati con tutti i neuroni dello strato.  
 
Figura 2.6: rappresentazione dei layers presenti all’interno di una CNN. 
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Da MLP a CNN
Hubel & Wiesel (1962) scoprono la presenza, nella corteccia
visiva del gatto, di due tipologie di neuroni:
Simple cells: agiscono come feature detector locali (fornendo
selettività)
Complex cells: fondono (pooling) gli output di simple cell in
un intorno (garantendo invarianza).
Neocognitron (Fukushima, 1980) è una delle prime reti neurali
che cerca di modellare questo comportamento.
Convolutional Neural Networks (CNN) introdotte da LeCun et
al., a partire dal 1998. Le principali differenze rispetto a MLP:
processing locale: i neuroni sono connessi solo localmente ai
neuroni del livello precedente. Ogni neurone esegue quindi
e ab a e locale. Forte riduzione numero di
connessioni.
pesi condivisi: i pesi sono condivisi a gruppi. Neuroni diversi
dello stesso livello eseguono lo stesso tipo di elaborazione
su porzioni diverse de . Forte riduzione numero di pesi.
alternanza livelli di feature extraction e pooling.
E e : c a c de 4 e a
de a c e solo a 3 neuroni 
del livello precedente. I pesi sono 
condivisi (stesso colore stesso 
peso). In totale 12 connessioni e 3 
pesi contro le 24 connessioni + 24 
pesi di una equivalente porzione di 
MLP.
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2.5 Recurrent neural networks 
Le reti neurali ricorrenti sono caratterizzate da connessioni feedback tra i layers della rete e tali 
connessioni posso essere riferite ai livelli precedenti oppure possono essere connessioni 
all’interno dello stesso livello. 
 
Figura 2.7: connessioni di una RNN 
Nelle reti neurali ricorrenti, come mostrato nella figura 2.7, ad ogni istante di tempo t ogni nodo 
della rete riceve l’input x(t) ma anche l’output del nodo precedete all’istante t -1, y(t-1). Questa 
struttura consente alla rete di basare il meccanismo di apprendimento sulla “storia passata” 
ovvero su tutti gli elementi di una sequenza e sulla loro posizione reciproca.  
 
Figura 2.8: rappresentazione di una cella di una RNN 
Una cella è una parte della rete ricorrente che conserva uno stato (o memoria) interno h(t) per 
ogni istante temporale.  
Ogni cella è costituita da un numero prefissato di neuroni e può essere considerata come un 
layer della rete. Le celle così costituite hanno difficoltà a ricordare e ad utilizzare input che 
provengono da istanti di tempo lontani poichè la memoria dei primi input tende a svanire.  
 
Per risolvere questo problema e facilitare la convergenza in applicazioni complesse, sono state 
proposte celle più evolute dotate di un effetto memoria a lungo termine. Una delle reti neurali 
che utilizza questo tipo di celle è la Long Short Term Memory network (LSTM) che è 
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Reti Ricorrenti (RNN)
Le reti ricorrenti prevedono «anche» collegamenti all indie ro o
verso lo stesso livello. I modelli più comuni e diffusi (es. LSTM,
GRA) prevedono collegamenti verso lo stesso livello.
A ogni step della sequenza (ad esempio a ogni istante te por le t)
il livello riceve oltre all input 𝐱 anche il suo outp t dello step
precedente . Questo consente alla rete di basare le sue
decisioni sulla storia passata (effetto memoria) ovvero su tutti gli
elementi di una sequenza e sulla loro posizione reciproca.
In una frase non è rilevante solo la presenza di specifiche
parole ma è importante anche come le parole sono tra loro
legate (posizione reciproca).
La classificazione di video (sequenze di immagini) non
necessariamente si basa sulle interrelazioni dei singoli frame.
Esempio:
per capire se un video è un documentario su animali è sufficiente la
detection di animali in qualche frame (non occorre RNN).
per comprendere il linguaggio dei segni, è necessario analizzare le
interrelazio i dei movi enti d lle mani nei frame (utile RNN).
[A. Géron]
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Unfolding in Time
Una cella è una p rte di rete ricorrent che pr s rv uno stato (o
memori ) interno h(t) per gni istante temporale. È costituita da un
numero prefissato di neuroni (può essere vista come un layer).
𝐡 dip nde dall i p 𝐱 e dallo stato precedente 𝐡
𝐡 𝑓 𝐡 , 𝐱
Per poter addestrare (con backpropagation) una RNN è necessario
eseguire il cosiddetto unfolding o unrolling in time (parte destra
della figura), stabilendo a priori il numero di passi temporali su cui
eff tt are l analisi.
Di fatto una RNN unfolded su 20 step equivale a una DNN
fe dforward con 20 livelli. Pertanto addestrare RNN che
appaiono relativamente semplici può essere molto costoso e
critico per la convergenza (problema del vanishing gradient).
Da notare che in una RNN unfolded: l inp e l o p sono in
generale collegati a tutte le istanze della cella e i pesi della
cella (nascosti in 𝑓) sono comuni a tutte le istanze della cella.
[A. Géron]
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caratterizzata da una capacità di memoria. Grazie a questa caratteristica negli ultimi anni le 
LSTM si sono dimostrate più indicate delle tradizionali RNN per la gestione di sequenze come 
per esempio audio, video e frasi in linguaggio naturale.  
In particolare le LSTM sono state utilizzate anche da Anumanchipalli et al [3] nel loro studio 
“speech synthesis of neural decoding of spoken sentences” come viene spiegato nel capitolo 5. 
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Capitolo 3 
 
Nei capitoli precedenti abbiamo descritto le caratteristiche delle differenti tipologie di BCI, il 
concetto deep learning e le reti neurali; tali concetti sono di fondamentale importanza per la 
comprensione delle caratteristiche dei tre differenti sistemi di sintesi vocale che analizzeremo 
nei prossimi capitoli. 
 
I tre approcci di speech BCI oggetto della tesi si distinguono dai sistemi BCI precedentemente 
sviluppati poiché riescono a riprodurre un parlato fluente ed intelligibile. I risultati ottenuti da 
questi sistemi di sintesi vocale sono stati resi possibili grazie all’utilizzo dell’ECoG come 
tecnica di rilevazione dell’attività cerebrale e grazie ai progressi nell’ambito del deep learning 
come metodo di decodifica. 
L’utilizzo dell’ECoG ha permesso di rilevare con più precisione l’attività e i processi cerebrali 
coinvolti nella produzione lessicale, in quanto questa tecnica di rilevazione possiede un’elevata 
risoluzione spaziale e temporale. Inoltre l’utilizzo di algoritmi di deep learning e i recenti 
progressi che sono stati raggiunti in questo campo hanno permesso di decodificare le 
rappresentazioni acustiche e articolatorie del parlato con una maggiore accuratezza 
permettendo una migliore ricostruzione del discorso. 
 
Nei tre capitoli seguenti verranno descritti singolarmente i tre approcci di sintesi del parlato; la 
trattazione si concentrerà sulle differenti tecniche di decodifica utilizzate, sulle differenti 
architetture di reti neurali e sul diverso posizionamento degli elettrodi per ECoG sulle aree della 
corteccia. Infine per ogni metodo descritto verranno riportati i risultati ottenuti in termine di 
accuratezza della sintesi del parlato.  
 
3. Sintesi del parlato attraverso la ricostruzione della 
rappresentazione acustica nella corteccia uditiva 
 
3.1 Introduzione 
 
Nel presente capitolo viene descritto il lavoro di Akbari e colleghi [1] che hanno sviluppato un 
sistema BCI in grado di produrre un parlato intelligibile attraverso la ricostruzione dello stimolo 
uditivo a partire dall’attività cerebrale codificata nella corteccia uditiva. Per realizzare questo 
sistema di sintesi vocale Akbari et al. hanno utilizzato una rappresentazione acustica basata sui 
parametri di uno speech vocoder (vedi paragrafo 3.4) e hanno implementato un sistema di 
decodifica costituito da una deep neural network a due stadi che utilizza delle locally connected 
e fully connected neural networks. 
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Il sistema uditivo umano è molto complesso e possiede la capacità di rilevare, separare e 
riconoscere le parole. 
L’analisi dello stimolo uditivo inizia a livello della coclea e prosegue fino alla corteccia uditiva 
primaria, dove viene determinata una rappresentazione spettro-temporale dello stimolo; 
successivamente l’elaborazione fonetica e lessicale dello stimolo proseguono nei livelli 
superiori della corteccia.  
La prima analisi dello stimolo uditivo, che produce una rappresentazione in tempo e in 
frequenza, fornisce una rappresentazione fedele delle proprietà spettro temporali della forma 
d’onda dello stimolo uditivo che l’utente ha ascoltato. Quindi, per poter riprodurre lo stimolo 
uditivo, è necessario riuscire a ricostruire tale rappresentazione spettro-temporale dello stimolo.  
 
La tecnica di ricostruzione dello stimolo uditivo consiste nel rilevare l’attività neuronale dalla 
corteccia uditiva, in corrispondenza della presentazione di stimoli uditivi, e nel ricostruire la 
migliore approssimazione della rappresentazione acustica dello stimolo. 
Tale tecnica è stata utilizzata da numerosi studi per determinare le rappresentazioni codificate 
nella corteccia uditiva [36-39], tuttavia negli ultimi anni la ricostruzione dello stimolo uditivo 
a partire dall’attività cerebrale è stata utilizzata anche per realizzare dei sistemi di speech BCI 
che fossero in grado di ripristinare il parlato per pazienti gravemente paralizzati [11]. 
Tra gli studi più recenti ed innovativi che utilizzano la ricostruzione dello stimolo acustico per 
realizzare un sistema di speech BCI che registra l’attività cerebrale dalla corteccia uditiva 
troviamo lo studio di Akbari e colleghi [1]. 
 
Il lavoro realizzato da Akbari et al. si distingue per la qualità e l’accuratezza del discorso 
sintetizzato poiché, sebbene altri studi in precedenza avevano dimostrato la fattibilità di 
realizzare un sistema di speech BCI utilizzando la ricostruzione dello stimolo uditivo, nessuno 
era riuscito a riprodurre un parlato intelligibile.  
Grazie a recenti sviluppi tecnologici nell’ambito del deep learning e della sintesi vocale Akbari 
et al. sono riusciti ad implementare un sistema di speech BCI in grado di ricostruire lo stimolo 
uditivo e di riprodurlo realizzando un discorso fluente e intelligibile. 
 
3.2 Registrazione dell’attività cerebrale 
 
Akbari e colleghi hanno effettuato le registrazioni dell’attività neurale attraverso ECoG da 
cinque pazienti che indossavano elettrodi per elettrocorticografia poiché sottoposti ad un 
trattamento per l’epilessia. 
Durante la fase di acquisizione gli elettrodi, posizionati su STG (giro temporale superiore) e su 
HG (giro di Heschl), registrano l’attività neurale mentre i pazienti ascoltano degli stimoli 
uditivi, parole, frasi e cifre, prodotti da alcuni oratori.  
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Per ricostruire lo stimolo uditivo sono state selezionate due bande di frequenza dell’attività 
neurale: banda a bassa frequenza (0-50 Hz) e banda ad alta frequenza (70-150 Hz).  
La frequenza di acquisizione del segnale influenza le caratteristiche dello stimolo ricostruito, 
per questo motivo Akbari et al. hanno analizzato la qualità e l’accuratezza del parlato ricostruito 
in funzione della banda di frequenza utilizzata per decodificare le caratteristiche del segnale 
(vedi paragrafo 3.5).  
 
Dopo aver registrato l’attività neurale attraverso ECoG, Akbari e colleghi hanno utilizzato due 
differenti modelli di regressione (vedi paragrafo 3.3), lineare e non lineare, per estrarre la 
rappresentazione acustica dello stimolo. 
 
La strategia di decodifica del segnale, cioè il tipo di rappresentazione acustica che si intende 
decodificare, influenza molto il risultato della ricostruzione dello stimolo, per questo motivo 
Akbari et al. studiano la qualità del discorso sintetizzato decodificando due differenti 
rappresentazioni acustiche: lo spettrogramma uditivo e una rappresentazione costituita 
dall’insieme di parametri per uno speech vocoder (vedi paragrafo 3.4).  
 
Akbari e colleghi hanno quindi implementato un sistema di speech BCI che sintetizza il parlato 
attraverso la ricostruzione dello stimolo uditivo a partire dalla registrazione dell’attività 
neuronale della corteccia uditiva e hanno studiato l’andamento dell’accuratezza del parlato 
prodotto in funzione di tre fattori:  
 
• il modello di regressione (lineare e non lineare) 
• la rappresentazione acustica decodificata (spettrogramma uditivo e parametri di uno 
speech vocoder)  
• la banda di frequenza utilizzata per estrarre le caratteristiche del segnale (banda ad alte 
e/o basse frequenze) 
 
Il sistema di sintesi vocale che ha prodotto il parlato di qualità ed intelligibilità più elevata è 
stato quello realizzato con modelli di regressione non lineare, cioè DNN, che decodificano una 
rappresentazione acustica data dall’insieme di parametri di uno speech vocoder, e che utilizza 
sia la banda ad alta frequenza che quella a bassa frequenza per estrarre le caratteristiche del 
segnale. 
 
Nei paragrafi seguenti i tre aspetti caratterizzanti del sistema di speech BCI sono trattati nel 
dettaglio e vengono determinate le prestazioni del sistema misurando la qualità e l’accuratezza 
dello stimolo ricostruito attraverso il coefficiente di correlazione di Pearson, che valuta la 
correlazione lineare tra due variabili, e la misura ESTOI [40] (extended short time objective 
intelligibility) che misura la distorsione, nei pattern di modulazioni spettro-temporali, del 
segnale vocale. 
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Figura 3.1 rappresentazione schematica del metodo di ricostruzione. Inizialmente i pazienti ascoltano 
delle frasi ripetute da alcuni oratori, viene registrata l’attività neurale nella corteccia uditiva. Vengono 
selezionate bande ad alta e bassa frequenza dell’attività neurale. Successivamente per decodificare il 
segnale vengono utilizzati due tipi di modelli di regressione e due tipi di rappresentazioni del parlato, 
risultanti in quattro combinazioni: regressione lineare allo spettrogramma uditivo, regressione lineare 
al vocoder, DNN allo spettrogramma uditivo e DNN al vocoder. 
  
3.3 Modelli di regressione 
 
Per poter effettuare la ricostruzione dello stimolo uditivo è necessario decodificare una 
rappresentazione acustica dello stimolo a partire dall’attività neurale, per fare questo Akbari e 
colleghi hanno utilizzato due modelli di regressione: lineare e non lineare (realizzato con una 
DNN).  
Successivamente, per determinare quale modello di regressione fosse più efficiente, i ricercatori 
hanno confrontato le caratteristiche delle rappresentazioni acustiche ottenute tramite i due 
metodi di decodifica con la rappresentazione acustica originale dello stimolo.  
 
Nel modello di regressione lineare l’algoritmo trova una relazione lineare tra la risposta 
neuronale evocata dalla presentazione dello stimolo uditivo e la rappresentazione acustica dello 
stimolo, questo viene implementato assegnando un filtro spazio-temporale a ciascun elettrodo 
e viene stimato minimizzando lo scarto quadratico medio tra la rappresentazione dello stimolo 
originale e quella ricostruita. 
 
Il modello di regressione non lineare viene implementato attraverso una deep neural network 
con un’architettura a due livelli in cui vengono collegate tra loro delle locally connected neural 
networks e delle fully connected neural networks.  
La struttura della rete neurale prevede 2 stadi: una fase di estrazione delle caratteristiche 
(feature extraction) e una fase di integrazione delle caratteristiche ricavate nello stadio 
precedente (feature summation). 
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!e acoustic representation of the stimulus that is used as the decoding target can signi"cantly impact the qual-
ity and accuracy of reconstructed sounds. Previous studies have used magnitude spectrogram (time-frequency 
representation)3,20, speech envelope21,22, spectrotemporal modulation frequencies6,13,23, and discrete units such as 
phonemes and phonetic categories8,17,24,25 and words18,19. Using discrete units can be advantageous by allowing 
for discriminative training. However, decoding discrete representations of speech such as phonemes eliminates 
the paralinguistic information such as speaker features, emotion, and intonation. I  comparison, reconstructing 
continuous speech provides the possibility of real-time, continuous feedback that can be delivered to the user 
to promote coadaptation of the subject and the BCI algorithm26,27 for enhanced accuracy. A natural choice is to 
directly estimate the parameters of a sp ech sy thesizer from neural data, but this has not been attempted previ-
ously because the process requires a highly accurate estimation of several vocoder parameters, which is hard to 
achieve with traditional machine-learning techniques.
To advance the state-of-the-art in speech europrosth sis, we aimed to increase the intelligibility of the recon-
structed speech by combining recent advances in deep learning28 with the latest innovations in speech synthesis 
technologies. Deep learning models have recently become the dominant technique for acoustic and audio signal 
processing29–32. !ese models can improve reconstruction accuracy by imposing more complete constraints on 
the reconstructed audio by better modeling the statistical properties of the speech signal3. At the same time, non-
linear regression can invert the nonlinearly encoded speech features in neural data33,34 more accurately.
We examined the e#ect of three factors on the reconstruction accuracy: 1) the regression technique (linear 
regression versus nonlinear deep neural network), 2) the representation of the speech intended for reconstruction 
(auditory spectrogram versus speech vocoder parameters), and 3) the neural frequency range used for regression 
(low frequency versus high-gamma envelope) (Fig.$1A). Our results showed that a deep neural network model 
that uses all neural frequencies to directly estimate the parameters of a speech vocoder achieves the highest sub-
jective and objective scores, both for intelligibility and the quality of reconstruction in a digit recognition task. 
!ese results represent an important step toward successful implementation of the next generation of speech BCI 
systems.
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Figure 1. Schematic of the speech reconstruction method. (A) Subjects listened to natural speech sentences. 
!e population of evoked neural activity in the auditory cortex of the listener was then used to reconstruct 
the speech stimulus. !e responsive electrodes in an example subject are shown in red. High and low 
frequency bands were extracted from the neural data. Two types of regression models and two types of speech 
representations were used, resulting in four combinations: linear regression to auditory spectrogram (light 
blue), linear regression to vocoder (dark blue), DNN to auditory spectrogram, and DNN to vocoder (dark 
red). (B) !e input to all models was a 300 ms sliding window co taining both low frequency (LF) and the 
high-gamma envelope (HG). !e DNN architecture consists of two modules: feature extraction and feature 
summation networks. Feature extraction for auditory spectrogram reconstruction was a fully connected neural 
network (FCN). For vocoder reco struction, the feature extraction network consisted of an FCN concatenated 
with a locally connected network (LCN). !e feature summation network is a two-layer fully connected neural 
network (FCN). (C) Vocoder parameters consist of spectral envelope, fundamental frequency (f0), voicing, 
and aperio icity (total of 516 par met rs). An autoencoder with a bottleneck layer was used to reduce the 516 
vocoder parameters to 256. !e bottleneck features were then used as the target of reconstruction algorithms. 
!e vocoder parameters were calculated from the reconstructed bottleneck features using the decoder part of 
the aut encoder netwo k.
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Figura 3.2: in figura è rappresentata l’architettura della rete neurale utilizzata per decodificare la 
rappresentazione acustica basata sui parametri dello speech vocoder. Il segnale cerebrale viene 
elaborato dal primo stadio della rete che ne ricava una rappresentazione intermedia, successivamente 
la rappresentazione intermedia viene elaborata dal secondo stadio che produce in output la 
rappresentazione acustica ricostruita. 
 
Il primo stadio dell’architettura (feature extraction) è stato implementato con diverse 
combinazioni di reti neurali. Per determinare quale fosse la combinazione che forniva una 
migliore ricostruzione dello stimolo uditivo sono state utilizzate cinque combinazioni: FCN, 
LCN, CNN, FNC e CNN e FCN e LCN.  
Le cinque differenti combinazioni sono state utilizzate per decodificare entrambe le 
rappresentazioni acustiche utilizzate per la ricostruzione dello stimolo uditivo (cioè lo 
spettrogramma uditivo e lo speech vocoder), e per ogni rappresentazione è stata determinata la 
struttura della rete neurale che permetteva di ricostruire al meglio lo stimolo. 
Akbari e colleghi hanno determinato che il primo stadio della rete neurale che permette di 
decodificare al meglio la rappresentazione acustica ottenuta con lo spettrogramma uditivo è 
costituito da una FCN. Tuttavia l’utilizzo della stessa rete neurale per decodificare la seconda 
rappresentazione acustica, speech vocoder, non fornisce risultati altrettanto positivi poiché per 
decodificare questa rappresentazione, in cui vanno decodificati molti parametri 
contemporaneamente, serve un’architettura che possa gestire l’elevato numero di parametri e 
l’ampia variabilità statistica. Per questo motivo Akbari e colleghi come primo stadio della rete 
neurale per la decodifica della rappresentazione speech vocoder hanno utilizzato una rete 
costituita dalla combinazione di una LCN e una FCN. 
Per il secondo stadio dell’architettura è stata usata solo una FCN per entrambe le 
rappresentazioni acustiche decodificate. 
 
Analizzando la qualità e l’accuratezza del parlato sintetizzato a partire dai due modelli di 
regressione Akbari et al. hanno verificato che con l’utilizzo di un modello di regressione non 
lineare realizzato con un sistema di decodifica deep neaural network si possono ottenere delle 
ricostruzioni dello stimolo uditivo molto più simili allo stimolo originale. Questo risultato viene 
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continuous speech provides the possibility of real-time, continuous feedback that can be delivered to the user 
to promote coadaptation of the subject and the BCI algorithm26,27 for enhanced accuracy. A natural choice is to 
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linear regression can invert the nonlinearly encoded speech features in neural data33,34 more accurately.
We examined the e#ect of three factors on the reconstruction accuracy: 1) the regression technique (linear 
regression versus nonlinear deep neural network), 2) the representation of the speech intended for reconstruction 
(auditory spectrogram versus speech vocoder parameters), and 3) the neural frequency range used for regression 
(low frequency versus high-gamma envelope) (Fig.$1A). Our results showed that a deep neural network model 
that uses all neural frequencies to directly estimate the parameters of a speech vocoder achieves the highest sub-
jective and objective scores, both for intelligibility and the quality of reconstruction in a digit recognition task. 
!ese results represent an important step toward successful implementation of the next generation of speech BCI 
systems.
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Figure 1. Schematic of the speech reconstruction method. (A) Subjects listened to natural speech sentences. 
!e population of evoked neural activity in the auditory cortex of the listener was then used to reconstruct 
the speech stimulus. !e responsive electrodes in an example subject are shown in red. High and low 
frequency bands were extracted from the neural data. Two types of regression models and two types of speech 
representations were used, resulting in four combinations: linear regression to auditory spectrogram (light 
blue), linear regression to vocoder (dark blue), DNN to auditory spectrogram, and DNN to vocoder (dark 
red). (B) !e input to all models was a 300 ms sliding window containing both low frequency (LF) and the 
high-gamma envelope (HG). !e DNN architecture consists of tw  modul s: feature extraction and feature 
summation networks. Fea ure extraction for auditory spectrogram econstruction was a fully connected neural 
network (FCN). For voc der reconstruction, the feature extraction etwork consisted of an FCN concatenated 
with a locally connected network (LCN). !e feature summation network is a two-layer fully connected neural 
network (FCN). (C) Vocoder parameters consist of spectral envelope, fundamental frequency (f0), voicing, 
and aperiodicity (total of 516 parameters). An autoencoder with a bottleneck layer was used to reduce the 516 
vocoder parameters to 256. !e bottleneck features were then used as the target of reconstruction algorithms. 
!e vocoder parameters were calculated from the reconstructed bottleneck features using the decoder part of 
the autoencoder network.
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evidenziato dal grafico in figura 3.3 che mostra come i metodi di decodifica che utilizzano delle 
DNN ottengano un valore di ESTOI più elevato rispetto ai metodi che utilizzano dei modelli di 
regressione lineare. 
I risultati ottenuti da Akbari e colleghi sono in accordo con quelli ottenuti da altri studi [41, 42] 
che hanno dimostrato l’importanza dell’utilizzo dei modelli di regressione non lineare per la 
decodifica dell’attività neurale, pertanto lo studio di Akbari et al. ha confermato questi risultati 
mostrando i vantaggi dell’utilizzo delle reti neurali profonde nella ricerca per le neuro protesi 
del linguaggio. 
 
 
 
Figura 3.3: l grafico rappresenta il punteggio di intelligibilità oggettiva ottenuto dai differenti modelli. 
I risultati mostrano che l’utilizzo di un modello di regressione non lineare (DNN) permette di 
ricostruire un parlato più intelligibile e quindi di una qualità superiore 
 
3.4 Rappresentazione acustica 
 
Una caratteristica di un sistema di speech BCI che influenza fortemente la qualità e 
l’accuratezza del parlato ricostruito è il tipo di rappresentazione acustica che il sistema utilizza 
per ricostruire lo stimolo. 
Akbari et al. hanno utilizzato due differenti rappresentazioni acustiche dello stimolo uditivo e 
hanno determinato quale delle due sia la più adeguata a ricostruire con maggiore precisione il 
parlato. Le rappresentazioni acustiche utilizzate sono lo spettrogramma uditivo e una 
rappresentazione acustica costituita dall’insieme di quattro parametri utilizzati per la sintesi 
vocale attraverso un vocoder (speech synthesis parameters o speech vocoder). 
 
Lo spettrogramma è una rappresentazione grafica di un suono che viene rappresentato 
attraverso tre variabili: frequenza, tempo e intensità. Nello spettrogramma l’asse delle ascisse 
rappresenta il tempo, l’asse delle ordinate rappresenta la frequenza mentre l’intensità del 
segnale viene rappresentata attraverso una scala cromatica nel piano che può essere una scala 
di grigi oppure a colori. 
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stimulus features in the low and high-frequency bands53, which implicates the advantage of using the entire neu-
ral signal to achieve the best performance in speech neuroprosthesis applications when it is practically possible.
ơǤ !e variability of the reconstruc-
tion accuracy across subjects (Fig."4B) suggests an important role of neural coverage in improving the recon-
struction3,6 accuracy. In addition, because some of the noise signal across di#erent electrodes is independent, 
reconstruction from a combination of electrodes may lead to a higher accuracy by $nding a signal subspace 
less a#ected by the noise in the data54. To examine the e# ct of the number of electrodes on the reconstruction 
accuracy, we $rst combined the electrodes of all $ve subjects and randomly chose N electrodes (N = 1, 2, 4, 8, 
16, 32, 64, 128), twenty times for training the individual networks. !e average reconstruction accuracy for each 
N was then used for co pariso . !e results shown in Fig."5B indicate that increasing the number of electrodes 
improves the reconstruction accuracy; however, the rate of improvement decreased signi$cantly.
Finally, because the success of neural network models is largely attributed to training on large amounts of 
data28, we examined the e#ect of training duration on reconstruction accuracy. We used 128 randomly chosen 
electrodes and trained several neural network models each on a segment of the training data as the duration of 
the segments was gradually increased from 10 to 30 minutes. !is process was performed twenty times for each 
duration by choosing a random segment of the training data, and the ESTOI score was averaged over the seg-
ments. As expected, the results show an increased reconstruction accuracy as the duration of the training was 
increased (Fig."5C), which indicates the importance of collecting a larger duration of training data when it is 
practically feasible.

We compared the performance of linear and nonlinear (DNN) regression models in reconstructing the auditory 
spectrogram and vocoder representation of speech signals. We found that using a deep neural network model 
to regress vocoder parameters signi$cantly outperformed the linear regression and auditory spectrogram rep-
resentation of speech, and resulted in 75% intelligibility scores on a closed-set, digit recognition task.
Our results are consistent with those of previous reconstruction studies that showed the importance of non-
linear techniques in neural decoding55. !e previous methods have used support vector machines13,56, linear 
discriminant analysis57,58, linear regression3,14,59, nonlinear embedding6, and Bayes classi$ers15. In recent years, 
deep learning60 has shown tremendous success in many brain-computer interface technologies61, and our study 
extended this trend by showing the bene$t of deep learning in speech neuroprosthesis research55.
We showed that the reconstruction accuracy depends on both the number of electrodes and the duration of 
the data that is available for training. !is is consistent with the $ndings of studies showing the superior advan-
tage of deep learning models over other techniques, particularly when the amount of training data is large28. We 
showed that the rate of improvement slows down as the number of electrodes increases. !is could indicate the 
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Per ricostruire lo spettrogramma uditivo Akbari et al. hanno utilizzato un modello di calcolo 
elaborata da Yang e colleghi [43] che si basa su un modello matematico del funzionamento del 
sistema uditivo periferico. Attraverso questo modello Akbari e colleghi sono riusciti a 
determinare una rappresentazione spettro-temporale del segnale acustico su un asse tono topico 
delle frequenze.  
Successivamente per ricostruire la forma d’onda (e quindi per sintetizzare il parlato) a partire 
dallo spettrogramma uditivo i ricercatori hanno utilizzato una procedura di ottimizzazione 
convessa iterativa [44]. 
 
La seconda rappresentazione acustica utilizzata nel presente studio è costituita dall’ insieme di 
quei parametri acustici che un vocoder utilizza per sintetizzare il parlato. I parametri che devono 
essere stimati per ottenere questa rappresentazione sono quattro: l’inviluppo spettrale, la banda 
di aperiodicità, l’intonazione e la vocalizzazione.  
Per ricostruire il parlato a partire da questa rappresentazione acustica Akbari e colleghi hanno 
utilizzato un algoritmo di speech synthesis, chiamato WORLD [45] che sintetizza il parlato 
proprio a partire da questi quattro parametri. 
 
La scelta di utilizzare una rappresentazione acustica che si basi esattamente su quei parametri 
utilizzati da un vocoder per riprodurre il parlato è chiaramente la scelta più naturale e diretta 
per implementare un sistema di speech BCI, tuttavia questa strategia non era mai stata adottata 
in precedenza perché la stima di tutti questi parametri a partire dall’attività neurale richiede una 
decodifica accurata che è difficile da ottenere con le convenzionali tecniche di apprendimento 
automatico. 
Quello che ha permesso ad Akbari et al. di decodificare tale rappresentazione in modo accurato 
è stato l’utilizzo di una rete neurale profonda che fosse in grado di gestire l’elevato numero di 
parametri della rappresentazione.  
 
L’accuratezza con cui si riescono a decodificare i parametri utilizzati per la rappresentazione 
acustica speech vocoder viene valutata attraverso il coefficiente di correlazione di Pearson 
come mostrato in figura 3.4, in cui si evidenzia come i metodi di regressione non lineare 
riescano a ricostruire tutti i parametri con più precisione rispetto ai metodi di regressione 
lineare. 
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Figura 3.4: accuratezza della ricostruzione dei singoli parametri espressa in funzione del coefficiente 
di correlazione di Pearson 
 
I risultati delle due differenti strategie di decodifica sono mostrati nel grafico in figura 3.3, in 
cui si evidenzia che l’utilizzo di una rappresentazione basata sui parametri per uno speech 
vocoder ricostruisce lo stimolo in maniera più accurata rispetto all’utilizzo di uno 
spettrogramma uditivo. Quindi, grazie all’utilizzo di una rappresentazione acustica basata sui 
parametri di uno speech vocoder, Akbari e colleghi sono riusciti ad ottenere una produzione 
vocale fluente e intelligibile, con una qualità e un’accuratezza superiore rispetto a quella 
ottenuta con lo spettrogramma uditivo. 
 
3.5 Bande di frequenza 
 
Recentemente molti studi hanno dimostrato che la banda a bassa ed alta frequenza del segnale 
di attività neurale codifica informazioni differenti e complementari di uno stesso stimolo [11-
19].  
Per determinare quale banda di frequenza del segnale di attività cerebrale permetta di ottenere 
la migliore ricostruzione dello stimolo uditivo, in termini di accuratezza e qualità della 
ricostruzione, Akbari e colleghi hanno utilizzato due differenti bande di frequenza per 
ricostruire lo stimolo: banda a bassa frequenza e banda ad alta frequenza.  
L’evidenza sperimentale ha mostrato che le migliori prestazioni di accuratezza, misurate in 
termini di scala ESTOI, figura 3.5, sono state ottenute utilizzando una combinazione delle due 
bande di frequenza piuttosto che utilizzandone una soltanto. Il risultato ottenuto è quindi in 
accordo con studi precedenti che hanno dimostrato che le bande di frequenza codificano 
informazioni complementari del segnale cerebrale. 
 
 
 
Supplementary Figure 3:  Recon cti  accuracy (Pearson’s co relation) for i dividual parameters of 
the WORLD vocoder model: spectral envelope, aperiodicity, pitch, and voiced-unvoiced.  
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Figura 3.5: il grafico rappresenta il punteggio ESTOI ottenuto dai modelli in funzione della frequenza 
di acquisizione utilizzata per estrarre le caratteristiche del segnale. I risultati mostrano che utilizzando 
sia le alte che le basse frequenze si ricostruisce uno stimolo con punteggio di ESTOI più alto e quindi 
con un’intelligibilità maggiore. 
 
3.6 Conclusioni  
 
Akabari e colleghi hanno realizzato un sistema di sintesi vocale che riproduce il discorso parlato 
attraverso la ricostruzione della rappresentazione acustica basata sui parametri di uno speech 
vocoder.  
In precedenza nessuno era riuscito ad ottenere questo risultato poiché, per ricostruire un parlato 
intelligibile attraverso questa rappresentazione, è necessario ricostruire la rappresentazione con 
un’elevata accuratezza altrimenti il vocoder, che utilizza la rappresentazione per ricostruire la 
produzione vocale, non riesce a ricostruire un parlato intelligibile se i parametri per la sintesi 
vocale sono poco accurati. 
Akbari e colleghi sono riusciti a decodificare in modo accurato l’elevato numero di parametri 
grazie all’utilizzo di una tecnica di decofica basata sulle DNN che ha permesso di decodificare 
con molta accurateza tutti i parametri della rappresentazione e di conseguenza gli ha permesso 
di riprodurre un parlato intelligibile.  
L’approccio di sintesi vocale implementato da Akbari e colleghi pone le basi per fututi sistemi 
di speech BCI che potranno ripristinare un parlato fluente ed intelligibile  per pazienti affetti da 
sclerosi laterale amiotrofica e sindrone locked-in. 
 
 
 
www.nature.com/scientificreports/
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limited diversity of the neural responses in our recording which ultimately limits the added information that is 
gained from additional electrodes. Alternatively, increasing the number of electrodes also increases the complex-
ity and the number of free parameters in the neural network model. Because the duration of our training data was 
limited, it is possible that more training data would be needed before the bene!t of additional features becomes 
apparent. Our experiments showed that increasing the amount of training data results in better reconstruction 
accuracy, therefore recording methods that can increase the amount of data available for the training of deep 
models are highly desirable, for example, when chronic recordings are possible in long-term implantable devices 
such as the NeuroPace responsive neurostimulat on device (RNS)62.
We showed that the representation of the acoustic signal used as the target of reconstruction has an important 
rol  in the intelligi ility and the quality of the reconstructed audio. We used a vocoder representation of speech, 
which extends the previous studies that used a magnitude spectrogram (time-frequency representation)3,20, 
speech envelope21,22, spectrotemporal modulation frequencies6,13,23, and discrete units such as phonemes and 
phonetic categories8,17,24,25 and words18,19. Reconstruction of the auditory spectrogram, which we also used for 
comparison, inherently results in suboptimal audio quality because the phase of the auditory spectrogram must 
be approximated. "e discrete units such as phonemes enable discriminative training by learning a direct map 
from the neural data to the class labels, which is typically more e#cient than generative regression models63. "e 
continuous nature of parameters in acoustic reconstruction however could prove advantageous for BCI appli-
cations because they provide a continuous feedback to the user64, which is crucial for the subject and the BCI 
algorithm to coadapt to increase overall e$ectiveness26,27. "erefore, direct reconstruction of speech synthesis 
parameters is a natural choice. "is choice however poses a challenge, since the vocoder quality is very sensitive 
to the quality of the decoding. As we have reported, reconstructing vocoder parameters resulted in both the worst 
(when used with linear regression) and the best (when used with DNN) results. "erefore, powerful modeling 
techniques su h as deep learning re crucial as more inclusive r presentations of the speech signal are used for 
reconstruction and decoding applications. We proposed a solution to this problem by compressing the acoustic 
features into a low-dimensional space and using a decoder that is robust to the %uctuations of the input.
We found that the combination of low frequency and the envelope of high gamma results in higher recon-
struction accuracy than each frequency band alone. "is !nding is consistent with those of studies that have 
shown the importance of an oscillatory phase65 in addition to the neural !ring rate, which is re%ected in the 
high-gamma frequency band66. Combining both high and low frequencies not only enables access to the comple-
mentary information in each band52,67 but also allows the decoder to use the information that is encoded in the 
interactions between the two bands, such as cross-frequency coupling53. Overall, we observed that better brain 
coverage, more training data, and combined neural frequency bands result in the best reconstruction accuracy, 
which can serve as an upper bound performance where practical limitations prevent the use of all possible fac-
tors, for example, where the brain coverage is small, or high-frequency neural signals are not accessible such as in 
noninvasive neuroimaging methods.
"e application of neural speech decoding in neuroprosthesis is contingent on the similarity of the underly-
ing neural code in overt and covert (imagined) conditions. Several previous studies have examined the gener-
alization of decoding techniques from overt to covert speech12–16 and showed the involvement of the auditory 
cortical areas, including the superior temporal gyrus (STG) in covert speech condition. Speci!cally, informative 
electrodes for speech decoding were found in Wernicke and the STG during imagined articulation13,14, covert 
word repetition15, and reading silently16. In addition to imagined articulation, an MEG study12 measured the 
neural activity during actual and imagined hearing conditions and compared with actual and imagined articu-
lation conditions. "is study found that the neural activity during overt and covert states were more similar in 
hearing than in articulation condition. Furthermore, the similarity of the response topographies found in covert 
and overt hearing suggested a similar neural code in the two states, which is also consistent with the !ndings of 
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Figure 5. E$ect of neural frequency range, number of electrodes, and stimulus duration on reconstruction 
accuracy. (A) "e reconstruction ESTOI score based on high gamma, low frequency, and high gamma and low 
frequency combined. (B) "e accuracy of reconstruction when the number of electrodes increases from one to 
128. For each condition, 20 random subsets were chosen. (C) "e accuracy of reconstruction when the duration 
of the training data increases. Each condition is the average of 20 random subsets.
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Capitolo 4 
 
4. Sintesi vocale attraverso reti convoluzionali densamente 
connesse 
 
4.1 Introduzione 
 
Nel presente capitolo viene descritto il lavoro di Angrick e colleghi [2] che hanno realizzato un 
sistema di speech BCI che utilizza delle reti neurali convoluzionali densamente connesse 
(DenseNet [46] vedi paragrafo 4.3) per decodificare una rappresentazione acustica del parlato 
a partire dal segnale ECoG. 
 
A differenza del lavoro realizzato da Akbari e colleghi, descritto nel capitolo precedente, in cui 
viene utilizzata una rappresentazione acustica speech vocoder, la rappresentazione acustica 
utilizzata da Angrick et al. è costituita da uno spettrogramma logaritmico in scala mel, cioè uno 
spettrogramma in cui l’asse delle frequenze è rappresentato secondo la scala Mel ossia una scala 
di percezione dell’intonazione vocale definita da Steven et al. [47]. 
 
Il sistema di sintesi vocale implementato da Angrick e colleghi decodifica una rappresentazione 
acustica del parlato attraverso delle reti neurali, e successivamente sintetizza il parlato a partire 
dalla rappresentazione acustica logMel spectrogram utilizzando un Wavenet vocoder [48, 49] 
condizionato secondo le stesse logMel features. 
 
Questo sistema di speech BCI permette di ricostruire il parlato con elevata accuratezza ed 
intelligibilità e di seguito vengono descritte nel dettaglio le caratteristiche del sistema 
concentrandosi sulla rappresentazione acustica e sul tipo di reti neurali utilizzate. 
 
4.2 Registrazione dell’attività cerebrale 
 
Angrick e colleghi hanno registrato l’attività cerebrale attraverso ECoG da sei pazienti che 
indossavano gli elettrodi poiché dovevano effettuare un intervento al cervello da svegli per la 
resezione di un tumore cerebrale.  
Durante la fase di acquisizione dati i partecipanti, che avevano elettrodi posizionati sulla 
corteccia ventrale sensorimotoria (vSMC), sulla corteccia premotoria (PM) oppure sul giro 
frontale inferiore (IFG), dovevano leggere a voce alta delle parole, che gli venivano mostrate 
su uno schermo, mentre venivano registrate contemporaneamente l’attività cerebrale e la voce 
del paziente.  
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La contemporanea registrazione dell’attività cerebrale e della voce del paziente costituiscono 
un passaggio fondamentale per la realizzazione del sistema di speech BCI poiché fornisco i dati 
necessari per la fase di addestramento delle reti neurali. Quando si vuole estrarre una 
rappresentazione acustica a partire dal segnale ECoG si utilizza un metodo di addestramento 
chiamato supervised learning in cui si allena la rete neurale a decodificare la rappresentazione 
confrontando il risultato della decodifica con la rappresentazione originale dello stimolo 
(ricavata dalla registrazione della voce del paziente) e modificando gradualmente i parametri 
della rete neurale fino a quando le due rappresentazioni non coincidono. 
 
 
 
Figura 4.1: Illustrazione della fase di acquisizione: ai partecipanti viene chiesto di ripetere delle parole 
che vedono su uno schermo, durante la produzione vocale di queste parole vengono registrati 
contemporaneamente i dati acustici e l’attività cerebrale mediante ECoG. 
 
Per estrarre le informazioni rilevanti dal segnale ECoG Angrick et colleghi hanno considerando 
la banda di frequenza gamma (70-170 Hz) poiché è stato dimostrato da numerosi studi [11-15] 
che l’attività neurale in questa banda di frequenze contiene informazioni legate alla produzione 
linguistica.  
Successivamente i ricercatori hanno determinato la potenza del segnale ECoG, calcolando la 
media del segnale al quadrato e applicando una trasformazione logaritmica. Attraverso questo 
procedimento di data processing Angrick et al. hanno ricavato la potenza logaritmica del 
segnale nella banda di frequenze gamma e hanno utilizzato questa caratteristica del segnale 
ECoG per decodificare la rappresentazione acustica attraverso le reti neurali. 
 
4.3 Rappresentazione acustica e approccio di decodifica 
 
Dopo aver ottenuto le registrazioni dell’attività cerebrale del paziente e le registrazioni vocali, 
Angrick e colleghi hanno decodificato la rappresentazione acustica log Mel spectrogram a 
partire dal segnale ECoG. 
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Come detto in precedenza, per poter ricostruire la rappresentazione acustica vengono utilizzati 
dei modelli di regressione non lineare, costituiti da delle DNN, che necessitano di una fase di 
allenamento prima di poter decodificare lo spettrogramma acustico. Considerando che durante 
la fase di allenamento vengono confrontate le rappresentazioni acustiche decodificate e le 
rappresentazioni acustiche dello stimolo originale è prima necessario effettuare 
un’elaborazione della produzione vocale del paziente, che era stata registrata tramite un 
microfono, per decodificare la rappresentazione basata sullo spettrogramma logaritmico 
attraverso le reti neurali. 
Per ottenere lo spettrogramma logaritmico in scala mel a partire dalla registrazione della voce 
del paziente i ricercatori hanno ricavato lo spettrogramma in ampiezza, non considerando le 
informazioni sulla fase, e successivamente hanno convertito lo spettrogramma in scala mel e 
hanno applicato una trasformazione logaritmica. 
 
Dopo aver terminato la fase di elaborazione della produzione vocale del partecipante, necessaria 
per addestrare le reti, Angrick et al. hanno potuto procedere con la fase di decodifica del segnale 
ECoG. Per decodificare lo spettrogramma logaritmico in scala mel a partire dall’attività 
cerebrale Angrick e colleghi hanno utilizzato una particolare architettura di rete neurale 
chiamata DenseNet [46] costituita da delle reti convoluzionali densamente connesse.  
 
L’architettura DenseNet è una rete neurale feed-forward multi-strato che utilizza dei 
collegamenti aggiuntivi tra i layer della struttura come mostrato in figura 4.2.  
In questa rete neurale ogni layer riceve come input le feature maps (output) elaborate dai livelli 
precedenti e invia in output le proprie feature maps a tutti i layer successivi; questa struttura, in 
cui tutti i livelli sono collegati tra loro, è definita densamente connessa.  
A differenza delle tradizionali reti neurali convoluzionali, in cui dati L layers della rete sono 
presenti L connessioni, nell’architettura DenseNet, dati L layers, troviamo L(L+1)/2 
connessioni. 
 
L’utilizzo di un’architettura di questo tipo permette, grazie alle connessioni aggiuntive tra i vari 
livelli, di riutilizzare delle informazioni nei vari strati della rete e quindi permette di apprendere 
modelli più compatti e più accurati; Angrick e colleghi hanno infatti adottato questo approccio 
di decodifica perché gli ha permesso di decodificare la rappresentazione in maniera più accurata 
rispetto all’utilizzo di una tradizionale CNN. 
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Figura 4.2: Architettura DenseNet 
 
Dopo aver ricavato la rappresentazione logMel dello spectrogramma i ricercatori hanno 
utilizzato un sistema di sintesi vocale chiamato Wavenet vocoder [48, 49] per ricostruire la 
forma d’onda del parlato a partire dalla rappresentazione acustica.  
La particolarità del vocoder utilizzato da Angrick e colleghi consiste nel poter essere 
condizionato sulle stesse caratteristiche acustiche della rappresentazione logMel spectrogram, 
in questo modo Angrick et al. hanno potuto sintetizzare il parlato in modo diretto a partire dalla 
rappresentazione acustica. 
 
4.4 Conclusioni 
 
Per valutare la qualità e l’intelligibilità del parlato sintetizzato Angrick e colleghi hanno 
utilizzato il coefficiente di correlazione di Pearson e la misura STOI, short time objective 
intelligibility.  
Considerando i valori dei coefficienti di correlazione di Pearson mostrati in figura 4.3, possiamo 
dire che il discorso sintetizzato ha raggiunto dei valori di correlazione superiori rispetto al 
chance level per tutti e sei i partecipanti, tuttavia solo un partecipante è riuscito a raggiungere 
un valore elevato del coefficiente di correlazione di Pearson, pari a 0,69 mentre gli altri 
partecipanti hanno ottenuto valori minori.  
Dal punto di vista dell’intelligibilità il sistema di speech BCI realizzato da Angrick et al. ha 
permesso di riprodurre un parlato che ha raggiunto dei valori STOI superiori al chance level 
per tutti i pazienti e il miglior risultato è stato ottenuto con il paziente cinque, per il quale la 
misura di STOI è arrivata a 0,53. 
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Abstract
Recent work has shown that convolutional networks can
be substantially deeper, more accurate, and efficient to train
if they contain shorter connections between layers close to
the input and those close to the output. In this paper, we
embrace this observation and introduce the Dense Convo-
lutional Network (DenseNet), which connects each layer
to every other layer in a feed-forward fashion. Whereas
traditional convolutional networks with L layers have L
connections—one between each layer and its subsequent
layer—our network has L(L+1)2 direct connections. For
each layer, the feature-maps of all preceding layers are
used as inputs, and its own feature-maps are used as inputs
into all subsequent layers. DenseNets have several com-
pelling advantages: they alleviate the vanishing-gradient
problem, strengthen feature propagation, encourage fea-
ture reuse, and substantially reduce the number of parame-
ters. We evaluate our proposed architecture on four highly
competitive object recognition benchmark tasks (CIFAR-10,
CIFAR-100, SVHN, and ImageNet). DenseNets obtain sig-
nificant improvements over the state-of-the-art on most of
them, whilst requiring less computation to achieve high per-
formance. Code and pre-trained models are available at
https://github.com/liuzhuang13/DenseNet.
1. Introduction
Convolutional neural networks (CNNs) have become
the dominant machine learning approach for visual object
recognition. Although they were originally introduced over
20 years ago [18], improvements in computer hardware and
network structure have enabled the training of truly deep
CNNs only recently. The original LeNet5 [19] consisted of
5 layers, VGG featured 19 [28], and only last year Highway
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Figure 1: A 5-layer dense block with a growth rate of k = 4.
Each layer takes all preceding feature-maps as input.
Networks [33] and R sidu l Networks (ResNets) [11] have
surpassed the 100-layer barrier.
As CNNs become increasingly deep, a new research
problem emerges: as information about the input or gra-
dient passes through many layers, it can vanish and “wash
out” by the time it reaches the end (or beginning) of the
network. Many recent publications address this or related
problems. ResNets [11] and Highway Networks [33] by-
pass signal from one layer to the next via identity connec-
tions. Stochastic depth [13] shortens ResNets by randomly
dropping layers during training to allow better information
and gradient flow. FractalNets [17] repeatedly combine sev-
eral parallel layer sequences with different number of con-
volutional blocks to obtain a large nominal depth, while
maintaining many short paths in the network. Although
these different approaches v ry in netwo k topology and
training procedure, they all share a key characteristic: they
create short paths from early layers to later layers.
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Figura 4.3: A sinistra è rappresentato il grafico che descrive i valori del coefficiente di correlazione di 
Pearson tra lo spettrogramma ricostruito e quello originale. A destra sono rappresentati i valori della 
misura STOI per ogni partecipante. In entrambi i grafici i risultati ottenuti da ciascun paziente sono 
confrontati con il chance level.  
 
I risultati ottenuti da Angrick e colleghi dimostrano che è possibile sintetizzare un parlato 
intelligibile a partire dall’attività cerebrale registrata attraverso ECoG.  
La particolarità del sistema di speech BCI implementato da Angrick et al. è di aver utilizzato 
una struttura di reti neurali DenseNet che gli ha permesso di ricavare con una discreta 
accuratezza la rappresentazione del parlato; inoltre Angrick et al. sono riusciti a riprodurre un 
parlato intelligibile grazie all’utilizzo di un Wavenet vocoder condizionato sulla stessa 
rappresentazione acustica del segnale decodificato, questo ha permesso di ricostruire il parlato 
con un livello di intelligibilità elevato. 
 
 
 
Figura 4.4: la figura rappresenta il flusso di lavoro utilizzato da Angrick et al. per sintetizzare il parlato 
a partire dall’attività cerebrale. Inizialmente viene registrata attività cerebrale attraverso ECoG e viene 
utilizzata la banda di frequenza gamma del segnale per estrarre lo spettrogramma logaritmico in scala 
mel attraverso delle reti neurali DenseNet. Successivamente tramite un Wavenet vocoder si 
ricostruisce il parlato a partire dalla rappresentazione acustica ricavata nella fase di decodifica 
 
M Angrick et!al
7
An example reconstruction of an excerpt from the experi-
ment session of participant 5 is shown i  !gure"6(a) for visual 
inspection. The top row corresponds to the spectrogram of the 
reference data while the bottom row contains the time aligned 
spectral coef!cients estimated by the DenseNet model. It is 
evident that the model has learned a distinguishable represen-
tation between silence and acoustic speech and captures many 
of the intricate dynamics of human speech. Furthermore, early 
characteristics of resonance frequencies are present in the 
spectral coef!cients of the predicted word articulation.
Figure 6(b) shows the resynthesized acoustic waveforms 
of the same excerpt from the reconstruction example by using 
the described Wavenet vocoder. Additionally, some listening 
examples of original and reconstructed audio can be found in 
the supplementary material (stacks.iop.org/JNE/16/036019/
mmedia). To compensate for artifacts of this conversion, we 
applied the transformation on the original and reconstructed 
spectrograms to iso te the synthesis quality of the trained 
ne work.
4. Discussion
We have shown that speech audio can be decoded from ECoG 
signals recorded from brain areas associated with speech pro-
duction. We achieve this by combining two deep neural net-
work topologies speci!cally designed for very different goals. 
In the !rst step, we employ a densely connected convolu-
tional neural network which is well-suited to be trained on the 
extremely limited datasets. This network transforms the mea-
sured brain activity to spectral features of speech. Correlations 
of up to r  =  0.69 across all frequency bands were achieved 
by this network. Subsequently, a Wavenet vocoder is utilized 
to map these spectral features of speech back onto an audio 
Figure 5. Reconstruction performance of DenseNet compared to random chance. (a) Pearson correlation coef!cients between original and 
reconstructed spectrograms for each participant. Bars indicate the mean over all logarithmic mel-scaled coef!cients while whiskers denote 
the standard deviation. (b) Detailed performance across all spectral bins for participant 5. (c) STOI scores as an objective intelligibility 
measure in comparison to the chance level.
Figure 6. Reconstruction example for visual inspection. (a) compares a time-aligned excerpt in the spectral domain of participant 5 and 
emphasizes the quality of the reconstructed acoustic speech characteristics. (b) shows the generated waveform representation of the same 
excerpt as in the spectrogram comparison. Spoken words are given below.
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An example reconstruction of an exce pt from the xperi-
ment session of participant 5 is shown in !gure"6( ) for visual 
inspection. The top row corresponds to the spectrogram of the 
reference data while the bottom row contains the time aligned 
spectral coef!cients estimated by the DenseNet model. It is 
evident that the model has learned a distinguishable represen-
tation between silence and acoustic speech and captures ma y 
of the intricate dynamics of human speech. Furthe more, early 
characteristics of resonance frequencies e pre ent in th  
spectral coef!cients of the predicted word articulation.
Figure 6(b) shows the resynthesized acoustic waveforms 
of the same excerpt from the reconstructi n example by using 
the described Wavenet vocoder. Additionally, ome listening 
examples of original and reconstructed audio can be found in 
the supplementary material (stacks.iop.org/JNE/16/036019/
mmedia). To compensate for artifacts of this conversion, we 
applied the transformation on the original and reconstructed 
spectrograms to iso ate the sy thesis quality of the trained 
network.
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L’approccio di sintesi vocale realizzato da Angrick e colleghi pone le basi per il futuro delle 
speech BCI che sintetizzano il parlato in maniera diretta a partire dall’attività cerebrale 
registrata attraverso elettrocorticografia. 
La caratteristica più rilevante del sistema di sintesi vocale realizzato da Angrick et al. è il 
sistema di decodifica dell’attività cerebrale poiché quest’ultimo è in grado di ricostruire 
accuratamente la rappresentazione acustica del parlato avendo a disposizione una piccola 
quantità di dati, circa 300 parole. Generalmente i tradizionali sistemi di speech BCI riescono a 
sintetizzare il parlato se vengono allenati per diverse ore con una grande quantità di dati a 
disposizione, tuttavia spesso, con i pazienti che hanno problemi di linguaggio, non è possibile 
avere a disposizione una grande quantità di dati e di conseguenza i tradizionali sistemi di 
decodifica non riescono a ricostruire un parlato intelligibile.  
Il sistema di sintesi vocale implementato da Angrick e colleghi risolve questo problema grazie 
all’utilizzo di reti neurali DenseNet e pone le basi per la realizzazione di una neuroprotesi per 
il linguaggio per pazienti con problemi di comunicazione. 
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Capitolo 5 
 
5. Sintesi vocale a partire da una rappresentazione 
articolatoria del parlato 
 
5.1 Introduzione 
 
Quando parliamo produciamo normalmente cento o centocinquanta parole al minuto e nella 
produzione vocale vengono coinvolti quasi 100 muscoli che si attivano per muovere gli organi 
del tratto vocale cioè la lingua, le labbra, la mandibola e la laringe.    
Studi recenti hanno dimostrato che in alcune aree cerebrali viene codificata una 
rappresentazione articolatoria del parlato [13], [50], [51] cioè una rappresentazione che descrive 
come variano nel tempo le posizioni degli organi del tratto vocale. Grazie alle evidenze 
scientifiche mostrate da questi studi, recentemente si è pensato di poter realizzare un sistema di 
speech BCI che ricostruisca il parlato a partire da una rappresentazione articolatoria.  
 
In questo contesto si inserisce il terzo ed ultimo approccio di speech BCI trattato nella tesi che 
descrive lo studio di Anumanchipalli e colleghi. Questi ricercatori sono stati i primi ad 
implementare un sistema di sintesi vocale che rileva l’attività cerebrale attraverso ECoG e che 
sintetizza il parlato utilizzando una rappresentazione articolatoria. 
 
Anumanchipalli e colleghi hanno realizzato un sistema di speech BCI che sintetizza un parlato 
fluente e intelligibile, questo risultato è stato raggiunto grazie all’utilizzo di un sistema di 
decodifica a due stadi, implementato attraverso delle reti neurali ricorrenti. 
 
Nel capitolo seguente analizzeremo nel dettaglio le componenti del sistema di speech BCI 
realizzato da Anumanchipalli et al. concentrando la nostra attenzione sulla fase di acquisizione 
dati e di allenamento delle reti neurali e sul metodo di decodifica dell’attività cerebrale. 
 
5.2 Acquisizione dati 
 
Anumanchipalli e colleghi hanno registrato l’attività cerebrale attraverso ECoG da cinque 
pazienti che indossavano gli elettrodi per elettrocorticografia poiché sottoposti ad un 
trattamento clinico per l’epilessia. Durante l’esperimento gli elettrodi rilevavano l’attività 
neurale da diverse aree cerebrali: la corteccia ventrale sensorimotoria (vSMC), il giro temporale 
superiore (STG) e il giro frontale inferiore (IFG). 
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La fase di acquisizione dati prevedeva la contemporanea registrazione della voce del paziente, 
mentre pronunciava determinate parole, e la registrazione dell’attività cerebrale.  
Per simulare il funzionamento dell’approccio di decodifica per pazienti con sindromi 
neurodegenerative, per i quali, a causa dei problemi di comunicazione, è difficile acquisire 
molti dati, Anumanchipalli e colleghi hanno utilizzato una breve quantità di dati facendo 
leggere ad ogni partecipante circa 400 parole. Inoltre, per testare il funzionamento del sistema 
di sintesi vocale nella condizione in cui il paziente non abbia la possibilità di vocalizzare, come 
nel caso di afasia, Anumanchipalli et al. hanno effettuato un’acquisizione dati in cui un 
partecipante leggeva una sequenza di parole alternando una lettura ad alta voce e una lettura in 
cui veniva mimato il movimento del parlato senza vocalizzare. 
 
Per decodificare le informazioni rilevanti del segnale ECoG i ricercatori hanno utilizzato sia la 
banda ad alte frequenze (70-200 Hz) che la banda a basse frequenze (1-30 Hz) dell’attività 
cerebrale, poiché numerosi studi hanno dimostrato che entrambe le bande di frequenza 
contengono informazioni determinanti per studiare i meccanismi del linguaggio [52-54]. 
 
5.3 Approccio di decodifica 
 
Il sistema di speech BCI realizzato da Anumanchipalli et al. permette di sintetizzare il parlato 
attraverso l’utilizzo di una strategia di decodifica a due stadi implementata mediante delle reti 
neurali ricorrenti. Come mostrato in figura 5.1 il primo stadio decodifica una rappresentazione 
articolatoria del parlato a partire dall’attività neurale e successivamente, a partire dalla 
rappresentazione appena decodificata, il secondo stadio determina una rappresentazione 
acustica del parlato che viene poi utilizzata per la sintesi vocale. 
 
 
 
Figura 5.1: la figura mostra il procedimento di sintesi vocale a partire dall’attività neurale realizzato da 
Anumanchipalli et al. Inizialmente viene registrata l’attività cerebrale attraverso ECoG, 
successivamente avviene la fase di decodifica a due stadi: attività neurale-rappresentazione 
articolatoria e rappresentazione articolatoria-rappresentazione acustica ed infine, a partire dalla 
rappresentazione acustica del segnale, viene sintetizzato il parlato. 
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the sentences when the participant was not speaking. Extended Data 
Figure!1a, b illustrates the quality of reconstruction at the phonetic 
level. Median spectrograms of original and synthesized phonemes—
units of sound that distinguish one word from another—showed that 
the typical spectrotemporal patterns were preserved in the decoded 
examples (for example, resonant frequency bands in the spectrograms 
called formants F1–F3 in vowels /i:/ and /æ/; and key spectral patterns 
of mid-band energy and broadband burst for consonants /z/ and /p/, 
respectively).
To understand to what degree the synthesized speech was percep-
tually intelligible to naive listeners, we conducted two listening tasks 
that involved single-word identification and sentence-level transcrip-
tion, respectively. The tasks were run on Amazon Mechanical Turk 
(see!Methods), using all 101!sentences from the test set of participant 1.
For the single-word identification task, we evaluated 325!words 
that were spliced from the synthesized sentences. We quantified the 
effect of word length (number of syllables) and the number of choices 
(10, 25 and 50!words) on speech intelligibility, since these factors 
inform optimal design of speech interfaces18. Overall, we found that 
listeners were more successful at word identification as syllable length 
increased, and the number of word choices decreased (Fig.!2a), con-
sistent with natural speech perception19.
For sentence-level intelligibility, we designed a closed vocabulary, 
free transcription task. Listeners heard the entire synthesized sentence 
and transcribed what they heard by selecting words from a defined pool 
(of either 25 or 50!words) that included the target words and random 
words from the test set. The closed vocabulary setting was necessary 
because the test set was a subset of sentences from MOCHA-TIMIT20, 
which was primarily designed to optimize articulatory coverage of 
English but contains highly unpredictable sentence constructions and 
low-frequency words.
Listeners were able to transcribe synthesized speech well. Of the 
101!synthesized trials, at least one listener was able to provide a perfect 
transcription for 82!sentences with a 25-word pool and 60!sentences 
with a 50-word pool. Of all submitted responses, listeners transcribed 
43% and 21% of the trials perfectly, respectively (Extended Data Fig.!2). 
Figure!2b shows the distributions of mean word error rates (WER) of 
each sentence. Transcribed sentences had a median 31% WER with 
a 25-word pool size and 53% WER with a 50-word pool size. Table!1 
shows listener transcriptions for a range of WERs. Median level tran-
scriptions still provided a fairly accurate, and in some cases legitimate, 
transcription (for example, ‘mum’ transcribed as ‘mom’). The errors 
suggest that the acoustic phonetic properties of the phonemes are still 
present in the synthesized speech, albeit to the lesser degree (for exam-
ple, ‘rabbits’ transcribed as ‘rodents’). This level of intelligibility for 
neurally synthesized speech would already be immediately meaningful 
and practical for real world application.
We then quantified the decoding performance at a feature level 
for all participants. In speech synthesis, the spectral distortion of 
synthesized speech from ground-truth is commonly reported using 
the mean mel-cepstral distortion (MCD)21. Mel-frequency bands 
emphasize the distortion of perceptually relevant frequency bands of 
the audio spectrogram22. We compared the MCD of neurally synthe-
sized speech to a reference synthesis from articulatory kinematics and 
chance-level decoding (a lower MCD is better; Fig.!2c). The reference 
synthesis simulates perfect neural decoding of the kinematics. For our 
five participants (participants 1–5), the median MCD scores of decod-
ing speech ranged from 5.14!dB to 6.58!dB (P!<!1! !10"18, Wilcoxon 
signed-rank test, for each participant).
We also computed the correlations between original and decoded 
acoustic features. For each sentence and feature, the Pearson’s correla-
tion coefficient was computed using every sample (at 200!Hz) for that 
feature. The sentence correlations between the mean decoded acoustic 
features (consisting of intensity, MFCCs, excitation strengths and voic-
ing) and inferred kinematics across participants are plotted in Fig.!2d. 
Prosodic features such as pitch (F0), speech envelope and voicing were 
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Fig. 1 | Speech synthesis from neurally decoded spoken sentences. 
a, The neural decoding process begins by extracting relevant signal 
features from high-density cortical activity. b, A bLSTM neural network 
decodes kinematic representations of articulation from ECoG signals. 
c, An additional bLSTM decodes acoustics from the previously decoded 
kinematics. Acoustics are spectral features (for example, MFCCs) 
extracted from the speech waveform. d, Decoded signals are synthesized 
into an acoustic waveform. e, Spectrogram shows the frequency content 
of two sentences spoken by a participant. f, Spectrogram of synthesized 
speech from brain signals recorded simultaneously with the speech in e  
(repeated five times with similar results). MCD was computed for 
each sentence between the original and decoded audio. Fivefold cross-
validation was used to find consistent decoding.
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Per implementare questo sistema di decodifica è necessario allenare le reti neurali a 
decodificare le due rappresentazioni e per fare questo è necessario avere a disposizione i dati 
per allenare le reti neurali, cioè la rappresentazione articolatoria e la rappresentazione acustica 
del parlato originale. 
Anumanchipalli et al. hanno ricavato la rappresentazione acustica del parlato a partire dalla 
registrazione della voce del paziente, mentre per ottenere la rappresentazione articolatoria i 
ricercatori hanno dovuto utilizzare un ulteriore sistema di decodifica in quanto non disponevano 
di una registrazione delle traiettorie degli organi articolatori del parlato. 
Quindi per realizzare il sistema di speech BCI Anumanchipalli e colleghi hanno inizialmente 
dovuto determinare le traiettorie cinematiche degli organi del tratto vocale, necessarie per 
allenare il primo stadio del sistema di decodifica e successivamente hanno potuto implementare 
il sistema di decodifica che permette di sintetizzare il parlato.  
 
Di seguito vengono analizzati in due paragrafi distinti gli approcci con cui Anumanchipalli et 
al. hanno determinato le traiettorie degli organi del tratto vocale e come hanno realizzato il 
sistema di decodifica del parlato. 
 
5.3.1 Deduzione delle traiettorie degli articolatori del tratto vocale 
 
Generalmente per ottenere la rappresentazione articolatoria del parlato si registrano le traiettorie 
degli organi del tratto vocale attraverso uno strumento chiamato EMA, electromagnetic 
midsagittal articulography.  
Per registrare le traiettorie attraverso EMA vengono posizionati dei piccoli sensori sugli organi 
del tratto vocale, solitamente labbra e lingua, e viene inviato un campo magnetico alla testa del 
paziente.  
Durante la produzione linguistica il paziente muove gli organi del tratto vocale e lo strumento 
registra la variazione della posizione dei sensori all’interno del campo magnetico permettendo 
così di ricostruire le traiettorie cinematiche degli organi articolatori del parlato.  
 
Anumanchipalli e colleghi, tuttavia, non hanno potuto utilizzare la tecnica EMA per registrare 
le traiettorie degli articolatori del parlato poiché i campi magnetici che questa tecnica utilizza 
per registrare i movimenti possono interrompere il funzionamento degli elettrodi per ECoG. 
A causa dell’incompatibilità tra la registrazione dell’attività cerebrale mediante ECoG e la 
registrazione delle traiettorie cinematiche attraverso EMA, Anumanchipalli e colleghi hanno 
dovuto utilizzare un metodo differente per ricavare la rappresentazione articolatoria del parlato. 
 
Per dedurre le traiettorie cinematiche, al fine di allenare il sistema di decodifica che estrae una 
rappresentazione articolatoria del parlato a partire dal segnale ECoG, Anumanchipalli e 
colleghi hanno utilizzato un modello matematico statistico implementato attraverso delle RNN. 
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L’approccio statistico utilizzato da Anumanchipalli et al. ricostruisce le traiettorie cinematiche 
degli organi del tratto vocale a partire dalla rappresentazione acustica e fonologica della voce 
del paziente.  
Per implementare questo modello matematico i ricercatori hanno utilizzato delle recurrent 
neural networks che realizzano un’architettura encoder-decoder. In tale architettura la funzione 
dell’encoder consiste nel costruire una rappresentazione articolatoria del parlato a partire dalla 
rappresentazione acustica attraverso un algoritmo di acoustic-to-articulatory inversion (AAI) 
implementato da Chartier e colleghi [55]. Successivamente il decoder, per verificare che la 
rappresentazione articolatoria codificata sia adatta per sintetizzare il parlato, ricostruisce il 
segnale acustico originale partendo dalla rappresentazione articolatoria precedentemente 
codificata. 
 
Le reti neurali che realizzano questo sistema sono state allenate con dei dati speaker 
independent provenienti da un database [56] e, a seguito della fase di allenamento, le traiettorie 
cinematiche codificate dall’encoder a partire dalla rappresentazione acustica della voce del 
paziente sono state utilizzate come rappresentazione articolatoria per allenare il primo stadio 
del sistema di decodifica a partire dall’attività neurale. 
 
5.3.2 Decodifica dall’attività neurale 
 
Dopo aver determinato come vengono dedotte le traiettorie cinematiche del tratto vocale, 
necessarie per allenare le reti neurali che decodificano la rappresentazione articolatoria del 
parlato, possiamo descrivere l’approccio di decodifica realizzato da Anumanchipalli e colleghi. 
Il sistema di decodifica implementato in questo studio è costituito da una rete neurale ricorrente 
a due stadi entrambi realizzati con delle Long Short Term Memory network (LSTM). Il primo 
stadio della rete decodifica una rappresentazione articolatoria del parlato, costituita dalle 
traiettorie degli organi del tratto vocale, a partire dall’attività cerebrale mentre il secondo stadio 
decodifica una rappresentazione acustica del parlato a partire dalla rappresentazione 
articolatoria precedentemente decodificata.  
La rappresentazione acustica che Anumanchipalli e colleghi hanno scelto di decodificare si 
basa sui Mel frequency cepstral coefficients (MFCCs), cioè dei coefficienti che descrivono 
l’inviluppo dello spettro di potenza del segnale acustico e che costituiscono una 
rappresentazione acustica molto utilizzata nell’ambito della sintesi vocale [57, 58]. 
 
Per valutare le prestazioni del sistema di decodifica e, di conseguenza, la qualità del parlato 
sintetizzato Anumanchipalli et al. hanno utilizzato una misura oggettiva chiamata mel cepstral 
distortion (MCD). Questa misura è data dalla differenza di distorsione dello spettro del parlato 
sintetizzato rispetto allo spettro del parlato originale; minore è il valore di MCD migliore è la 
prestazione del sistema di sintesi vocale poiché un basso valore di MCD indica che lo spettro 
ricostruito è poco distorto rispetto a quello originale. 
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Nella figura 5.2 vengono mostrati i valori di MCD per i vari partecipanti, considerando il valore 
ottenuto dal parlato sintetizzato dalle rappresentazioni articolatorie originali (reference), il 
valore ottenuto per il parlato sintetizzato a partire dalle rappresentazioni articolatorie 
decodificate dall’attività neurale (decoded) e il valore ottenuto da un decodificatore casuale. 
I risultati mostrano che l’approccio di decodifica implementato da Anumanchipalli e colleghi 
permette di ricostruire accuratamente lo spettro del parlato poiché i valori di MCD decoded 
sono molto vicini ai valori MCD reference. 
 
 
 
 
Figura 5.2 Il grafico mostra la distorsione spettrale, misurata attraverso MCD, del parlato prodotto dai 
5 partecipanti. I valori reference di MCD si riferiscono al parlato sintetizzato a partire dalle 
rappresentazioni articolatorie originali, ricavate con il metodo statistico matematico.  
 
Anumanchipalli e colleghi hanno valutato le prestazioni del sistema di decodifica anche in 
funzione dell’area cerebrale dalla quale veniva registrata l’attività neurale (vSMC, IFG, STG) 
poiché, come detto nel capitolo uno, in aree diverse del cervello vengono codificate 
rappresentazioni differenti del linguaggio e questo può influenzare l’accuratezza con cui una 
rappresentazione viene decodificata. 
Anumanchipalli et al. hanno valutato le prestazioni del sistema di decodifica calcolando la 
differenza del valore di MCD tra un discorso sintetizzato utilizzando l’attività cerebrale 
proveniente da tutte tre le aree e un discorso sintetizzato escludendo l’attività cerebrale di una 
delle tre aree. 
I risultati di questa analisi sono mostrati in figura 5.3 dalla quale si evidenzia che la peggiore 
ricostruzione del parlato viene ottenuta escludendo l’attività neurale proveniente dalla vSMC. 
Questo risultato è in accordo con le affermazioni effettuate da studi recenti che hanno 
dimostrato che vSMC è la principale regione cerebrale nella quale viene codificata una 
rappresentazione articolatoria del parlato [13], [50], [51]. 
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decoded well above the level expected by chance (r!>!0.6, except F0 for 
participant 2: r!=!0.49 and all features for participant 5; P!<!1! !10"10, 
Wilcoxon signed-rank test, for all participants and features in Fig.!2d). 
Correlation decoding performance for all other features is shown in 
Extended Data Fig.!4a, b.
Decoder characteristics
The following analyses were performed on data from participant 1. 
When designing a neural decoder for clinical applications, there are 
several key considerations that determine model performance. First, 
in patients with severe paralysis or limited speech ability, training data 
may be very difficult to obtain. Therefore, we assessed the amount 
of data that would be necessary to achieve a high level of performance. 
We found a clear advantage in explicitly modelling articulatory 
kinematics as an intermediate step over decoding acoustics directly 
from the ECoG signals. The ‘direct’ decoder was a bLSTM recurrent 
neural network that was optimized for decoding acoustics (MFCCs) 
directly from same ECoG signals as used in an articulatory decoder. 
We found robust performance could be achieved with as little as 25!min 
of speech, but performance continued to improve with the addition 
of data (Fig.!2e). Without the articulatory intermediate step, the 
direct ECoG to acoustic decoding MCD was offset by 0.54!dB (0.2!dB 
is perceptually noticeable21) using the full dataset (Fig.!3a; n!=!101, 
P!=!1! !10"17, Wilcoxon signed-rank test).
This performance gap between the two approaches persisted 
with increasing data sizes. One interpretation is that aspects of 
kinematics are more preferentially represented by cortical activity 
than acoustics16, and are thus learned more quickly with limited 
data. Another aspect that may underlie this difference is that 
articulatory kinematics lie on a low-dimensional manifold that 
constrains the potential high-dimensionality of acoustic sig-
nals6,7,23 (Extended Data Fig.!5). Therefore, separating out the high- 
dimensional translation of articulation to speech, as done in stage 2 of 
our decoder may be critical for performance. It is possible that with 
sufficiently large datasets both decoding approaches would converge 
on one another.
Second, we wanted to understand the phonetic properties that were 
preserved in synthesized speech. We used Kullback–Leibler divergence 
to compare the distribution of spectral features of each decoded pho-
neme to those of each ground-truth phoneme to determine how similar 
they were (Extended Data Fig.!6). We expected that, in addition to the 
same decoded and ground-truth phoneme being similar to one another, 
phonemes with shared acoustic properties would also be characterized 
as similar to one another.
Hierarchical clustering based on the Kullback–Leibler divergence of 
each phoneme pair demonstrated that phonemes were clustered into 
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Fig. 2 | Synthesized speech intelligibility and feature-specific 
performance. a, Listening tests for identification of excerpted single 
words (n!=!325) and full sentences (n!=!101) for synthesized speech from 
participant 1. Points represent mean word identification rate. Words were  
grouped by syllable length (n!=!75, 158, 68 and 24, respectively, for one, 
two, three and four syllables). Listeners identified speech by selecting from  
a set of choices (10, 25 or 50 words). Data are mean!±!s.e.m. b, Listening 
tests for closed vocabulary transcription of synthesized sentences (n!=!101). 
Responses were constrained in word choice (25 or 50), but not in sequence 
length. Outlines are kernel density estimates of the distributions. c, Spectral 
distortion, measured by MCD (lower values are better), between original 
spoken sentences and neurally decoded sentences (n!=!101, 100, 93, 81 
and 44, respectively, for participants 1–5). Reference MCD refers to the 
synthesis of original (inferred) kinematics without neural decoding.  
d, Correlation of original and decoded kinematic and acoustic features 
(n!=!101, 100, 93, 81 and 44 sentences, respectively, for participants 1–5). 
Kinematic and acoustic values represent mean correlation of 33 and 
32!features, respectively. e, Mean MCD of sentences (n!=!101) decoded 
from models trained on varying amounts of training data. The neural 
decoder with an articulatory intermediate stage (purple) performed better  
than the direct ECoG to acoustics decoder (grey). All data sizes: n!=!101 
sentences; P!<!1! !10"5, Wilcoxon signed-rank test. f, Anatomical 
reconstruction of the brain of participant 1 with the following regions 
used for neural decoding: ventral sensorimotor cortex (vSMC), superior 
temporal gyrus (STG) and inferior frontal gyrus (IFG). g, Difference in  
median MCD of sentences (n!=!101) between decoder trained on all regions 
and decoders trained on all-but-one region. Exclusion of any region 
resulted in decreased performance. n!=!101 sentences; P!<!3! !10"4, 
Wilcoxon signed-rank test. All box plots depict median (horizontal line 
inside box), 25th and 75th percentiles (box), 25th or 75th percentiles 
±1.5! interquartile range (whiskers) and outliers (circles). Distributions 
were compared with each as other as indicated or with chance-level 
distributions using two-tailed Wilcoxon signed-rank tests. ***P!<!0.001.
Table 1 | Listener transcriptions of neurally synthesized speech
Word error rate Original sentences and transcriptions of synthesized speech
0% o: Is this seesaw safe  
t: Is this seesaw safe
~10% o: Bob bandaged both wounds with the skill of a doctor  
t: Bob bandaged full wounds with the skill of a doctor
~20% o: Those thieves stole thirty jewels  
t: Thirty thieves stole thirty jewels
o: Help celebrate brother's success  
t: Help celebrate his brother's success
~30% o: Get a calico cat to keep the rodents away  
t: The calico cat to keep the rabbits away
o: Carl lives in a lively home  
t: Carl has a lively home
~50% o: Mum strongly dislikes appetizers  
t: Mom often dislikes appetizers
o: Etiquette mandates compliance with existing regulations 
t: Etiquette can be made with existing regulations
>70% o: At twilight on the twelfth day we’ll have Chablis  
t: I was walking through Chablis
Examples are shown for several word error rate levels. The original text is indicated by ‘o’ and the 
listener transcriptions are indicated by ‘t’.
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Figura 5.3: il grafico mostra la differenza dei valori di MCD tra un decoder allenato con segnali 
cerebrali provenienti da tutte le regioni e un decoder allenato escludendo una delle tre aree cerebrali. 
La maggiore differenza di MCD si ottiene escludendo i segnali cerebrali provenienti da vSMC questo 
implica che le prestazioni del decoder sono peggiori quando non viene considerata l’attività neurale 
proveniente da quest’area. 
 
La chiave del sistema di sintesi vocale realizzato Anumanchipalli e colleghi è la 
rappresentazione articolatoria intermedia utilizzata nella tecnica di decodifica del parlato. 
Come mostrato in figura 5.4 attraverso l’utilizzo di questa rappresentazione viene ricostruito 
uno spettro del parlato meno distorto rispetto a quello ricostruito direttamente a partire dalla 
rappresentazione acustica del parlato. Questi risultati indicano che l’utilizzo di una 
rappresentazione articolatoria intermedia migliora le prestazioni del sistema di decodifica. 
 
 
 
Figura 5.4: il grafico mostra i valori di MCD ottenuti da un decoder che utilizza una rappresentazione 
articolatoria intermedia (linea viola) e un decoder che decodifica direttamente una rappresentazione 
acustica a partire dal segnale ECoG. I valori di MCD più bassi sono ottenuti dal decoder che utilizza 
una rappresentazione articolatoria intermedia ed è quindi quest’ultimo che ricostruisce il parlato più 
accuratamente. 
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decoded well above the level expected by chance (r!>!0.6, except F0 for 
participant 2: r!=!0.49 and all features for participant 5; P!<!1! !10"10, 
Wilcoxon signed-rank test, for all participants and features in Fig.!2d). 
Correlation decoding performance for all other features is shown in 
Extended Data Fig.!4a, b.
Decoder characteristics
The following analyses were performed on data from participant 1. 
When designing a neural decoder for clinical applications, there are 
several key considerations that determine model performance. First, 
in patients with severe paralysis or limited speech ability, training data 
may be very difficult to obtain. Therefore, we assessed the amount 
of data that would be necessary to achieve a high level of performance. 
We found a clear advantage in explicitly modelling articulatory 
ki ematics as an intermediate step over decoding acoustics directly 
from the ECoG signals. The ‘direct’ decoder was a bLSTM recurrent 
neural network that was optimized for decoding acoustics (MFCCs) 
directly from same ECoG signals as used in an articulatory decoder. 
We found robu  performance could be achieved with as little as 25!min 
of speech, but performance continued to improve with the addition 
of data (Fig.!2e). Without the articulatory intermediate step, the 
direct ECoG to acoustic decoding MCD was offset by 0.54!dB (0.2!dB 
is perceptually noticeable21) using the full dataset (Fig.!3a; n!=!101, 
P!=!1! !10"17, Wilcoxon signed-rank test).
This performance gap between the two approaches persisted 
with increasing data sizes. One interpretation is that aspects of 
kinematics are more preferentially represented by cortical activity 
than acoustics16, and are thus learned more quickly with limited 
data. Another aspect that may underlie this difference is that 
articulatory kinematics lie on a low-dimensional manifold that 
co str ins the potential high-dimensionality of acoustic sig-
nals6,7,23 (Extended Data Fig.!5). Therefore, separating out the high- 
dimensional translation of articulation to speech, as done in stage 2 of 
our decoder may be critical for performance. It is possible that with 
sufficiently large datasets both decoding approaches would converge 
on one another.
Second, we wanted to understand the phonetic properties that were 
preserved in synthesized speech. We used Kullback–Leibler divergence 
to compare the distribution of spectral features of each decoded pho-
neme to those of each ground-truth phoneme to determine how similar 
they were (Extended Data Fig.!6). We expected that, in addition to the 
same decoded and ground-truth phoneme being similar to one another, 
phonemes with shared acoustic properties would also be characterized 
as similar to one another.
Hierarchical clustering based on the Kullback–Leibler divergence of 
each phoneme pair demonstrated that phonemes were clustered into 
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Fig. 2 | Synthesized speech intelligibility and feature-specific 
performance. a, Listening tests for identification of excerpted single 
words (n!=!325) and full sentences (n!=!101) for synthesiz d speech from 
participant 1. Points represent mean word identification ate. Words were  
grouped by syllable length (n!=!75, 158, 68 and 24, respectively, for one, 
two, three and four syllables). Listeners identified speech by selecting from  
a set of choices (10, 25 or 50 words). Data are mean!±!s.e.m. b, Listening 
tests for closed vocabulary transcription of synthesized sentences (n!=!101). 
Responses were constrained in word choice (25 or 50), but not in sequence 
length. Outlines are kernel density estimates of the distributions. c, Spectral 
distortion, measured by MCD (lower values are better), between original 
spoken sentences and neurally decoded sentences (n!=!101, 100, 93, 81 
and 44, respectively, for participants 1–5). Reference MCD refers to the 
synthesis of original (inferred) kinematics without neural decoding.  
d, Correlation of original and decoded kinematic and acoustic features 
(n!=!101, 100, 93, 81 and 44 sentences, respectively, for participants 1–5). 
Kinematic and acoustic values represent mean correlation of 33 and 
32!features, respectively. e, Mean MCD of sentences (n!=!101) decoded 
from models trained on varying amounts of training data. The neural 
decoder with an articulatory intermediate stage (purple) performed better  
than the direct ECoG to acoustics decode  (grey). All data sizes: !=!101 
sentences; P!<!1! !10"5, Wilcoxon signed-rank test. f, Anatomical 
reconstruction of the brain of participant 1 with the following regions 
used for neural decoding: ventral sensorimotor cortex (vSMC), superior 
temporal gyrus (STG) and inferior frontal gyrus (IFG). g, Difference in  
median MCD of sentences (n!=!101) between decoder trained on all regions 
and decoders trained on all-but-one region. Exclusion of any region 
resulted in decreased performance. n!=!101 sentences; P!<!3! !10"4, 
Wilcoxon signed-rank test. All box plots depict median (horizontal line 
inside box), 25th and 75th percentiles (box), 25th or 75th percentiles 
±1.5! interquartile range (whiskers) and outliers (circles). Distributions 
were compared with each as other as indicated or with chance-level 
distributions using two-tailed Wilcoxon signed-rank tests. ***P!<!0.001.
Table 1 | Listener transcriptions of neurally synthesized speech
Word error rate Original sentences and transcriptions of synthesized speech
0% o: Is this seesaw safe  
t: Is this seesaw safe
~10% o: Bob bandaged both wounds with the skill of a doctor  
t: Bob bandaged full wounds with the skill of a doctor
~20% o: Those thieves stole thirty jewels  
t: Thirty thieves stole thirty jewels
o: Help celebrate brother's success  
t: Help celebrate his brother's success
~30% o: Get a calico cat to keep the rodents away  
t: The calico cat to keep the rabbits away
o: Carl lives in a lively home  
t: Carl has a lively home
~50% o: Mum strongly dislikes appetizers  
t: Mom often dislikes appetizers
o: Etiquette mandates compliance with existing regulations 
t: Etiquette can be made with existing regulations
>70% o: At twilight on the twelfth day we’ll have Chablis  
t: I was walking through Chablis
Examples are shown for several word error rate levels. The original text is indicated by ‘o’ and the 
listener transcriptions are indicated by ‘t’.
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decoded well above the level expected by chance (r!>!0.6, except F0 for 
participant 2: r!=!0.49 and all features for participant 5; P!<!1! !10"10, 
Wilcoxon signed-rank test, for all participants and features in Fig.!2d). 
Correlation decoding performance for all other features is shown in 
Extended Data Fig.!4a, b.
Decoder characteristics
The following analyses were performed on data from participant 1. 
When designing a neural decoder for clinical applications, there are 
several key considerations that determine model performance. First, 
in patients with severe paralysis or limited speech ability, training data 
may be very difficult to obtain. Therefore, we assessed the amount 
of data that would be necessary to achieve a high level of performance. 
We found a clear advantage in explicitly modelling articulatory 
kin matics as a  intermediate step over decoding acoustics directly 
from the ECoG signals. The ‘direct’ decoder was a bLSTM recurrent 
neural network that was optimized for decoding acoustics (MFCCs) 
directly from same ECoG signals as used in an articulatory decoder. 
We found robust performance could be achieved with as little as 25!min 
of speech, but performance continued to improve with the addition 
of data (Fig.!2e). W thout he a ticulatory intermediate step, the 
direct ECoG to acoustic decoding MCD was offset by 0.54!dB (0.2!dB 
is perceptually noticeable21) using the full dataset (Fig.!3a; n!=!101, 
P!=!1! !10"17, Wilcoxon signed-rank test).
This performance gap between the two approaches persisted 
with increasing data sizes. One interpretation is that aspects of 
kinematics are more pr ferentially represented by cortical activity 
than acoustics16, and are thus learned more quickly with limited 
data. Another aspect that may underlie this difference is that 
articulatory kinematics lie on a low-dimensional manifold that 
constrains the potential high-dimensionality of acoustic sig-
nals6,7,23 (Extended Data Fig.!5). Therefore, separating out the high- 
dimensional translation of articulation to speech, as done in stage 2 of 
our decoder may be critical for performance. It is possible that with 
sufficiently large datasets both decoding approaches would converge 
on one another.
Second, we wanted to understand the phonetic properties that were 
preserved in synthesized speech. We used Kullback–Leibler divergence 
to compare the distribution of spectral features of each decoded pho-
neme to those of each ground-truth phoneme to determine how similar 
they were (Extended Data Fig.!6). We expected that, in addition to the 
same decoded and ground-truth phoneme being similar to one another, 
phonemes with shared acoustic properties would also be characterized 
as similar to one another.
Hierarchical clustering based on the Kullback–Leibler divergence of 
each phoneme pair demonstrated that phonemes were clustered into 
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Fig. 2 | Synthesized speech intelligibility and feature-specific 
performa ce. , Listening tests for identification of excerpted single 
words (n!=!325) and full sentences (n!=!101) for synthesized speech from 
participant 1. Points represent mean w rd id tification rate. Words were  
grouped by syllable length (n!=!75, 158, 68 nd 24, respectively, for one, 
two, three and four syllables). Listeners identified speech by selecting from  
a set of choices (10, 25 or 50 words). Data are mean!±!s.e.m. b, Listening 
tests for closed vocabulary transcription of synthesized sen ences (n!=!101). 
Responses were constrained in word choice (25 or 50), but not in sequence 
length. Outlines are kernel density estimates of the distributions. c, Spectral 
distortion, measured by MCD (lower values are better), between original 
spoken sentences and neurally decod  sentences (n!=!101, 100, 93, 81 
and 44, respectively, for participants 1–5). Reference MCD refers to the 
synthesis of original (inferred) kinematics without neural decoding.  
d, Correlation of original and decoded kinematic and acoustic features 
(n!=!101, 100, 93, 81 and 44 sentenc s, respectively, for p rticipants 1–5). 
Kinematic and acoustic values represent mean correlation of 33 and 
32!features, respectively. e, Mean MCD of sentences (n!=!101) decoded 
from models trained on varying amounts of training data. The neural 
decoder with an articulatory intermediate stage (purple) performed better  
than the direct ECoG to acoustics decoder (grey). All data sizes: n!=!101 
sentences; P!<!1! !10"5, Wilcoxon signed-rank test. f, Anatomical 
reconstruction of the brain of participant 1 with the following regions 
used for neural decoding: ventral sensorimotor cortex (vSMC), superior 
temporal gyrus (STG) and inferior frontal gyrus (IFG). g, Difference in  
median MCD of sentences (n!=!101) between decoder trained on all regions 
and decoders trained on all-but-one region. Exclusion of any region 
resulted in decreased performance. n!=!101 sentences; P!<!3! !10"4, 
Wilcoxon signed-rank test. All box plots depict median (horizontal line 
inside box), 25th and 75th percentiles (box), 25th or 75th percentiles 
±1.5! interquartile range (whiskers) and outliers (circles). Distributions 
were compared with each as other as indicated or with chance-level 
distributions using two-tailed Wilcoxon signed-rank tests. ***P!<!0.001.
Table 1 | Listener transcriptions of neurally synthesized speech
Word error rate Original sentences and transcriptions of synthesized speech
0% o: Is this seesaw safe  
t: Is this seesaw safe
~10% o: Bob bandaged both wounds with the skill of a doctor  
t: Bob bandaged full wounds with the skill of a doctor
~20% o: Those th eves s ole thirty jewels  
t: Thirty thieves stole thirty jewels
o: Help celebrate brother's success  
t: Help celebrate his brother's success
~30% o: Get a calico cat to keep the rodents away  
t: The calico cat to keep the rabbits away
: Carl lives in a lively home  
t: Carl has a lively home
~50% o: Mum strongly dislikes appetizers  
t: Mom often dislikes appetizers
o: Etiquette mandates compliance with existing regulations 
t: Et quette can be made with existing regulations
>70% o: At twilight on the twelfth day we’ll have Chablis  
t: I was walking through Chablis
Examples are shown for several word error rate levels. The original text is indicated by ‘o’ and the 
listener transcriptions are indicated by ‘t’.
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5.4 Conclusioni 
 
Anumanchipalli e colleghi hanno realizzato un sistema di speech BCI capace di riprodurre un 
parlato fluente ed intelligibile a partire dall’attività cerebrale registrata mediante ECoG.  
Il sistema di sintesi vocale implementato in questo studio è innovativo e si distingue dai 
precedenti sistemi poiché è il primo che riesce a ricostruire un discorso di elevata qualità a 
partire dall’attività cerebrale utilizzando una rappresentazione articolatoria del parlato. Il 
sistema a doppia decodifica, che utilizza la rappresentazione articolatoria del parlato come 
rappresentazione intermedia, è la parte più importante del sistema realizzato da Anumanchipalli 
et al. poiché l’utilizzo di tale rappresentazione ha permesso di migliorare le prestazioni del 
sistema di decodifica (vedi figura 5.4). 
 
Considerando che gli ottimi risultati ottenuti dal sistema di decodifica dipendono dall’utilizzo 
della rappresentazione articolatoria del parlato, Anumanchipalli et al. hanno analizzato più 
approfonditamente queste rappresentazioni e hanno osservato che, quando diversi partecipanti 
ripetono le stesse parole, le traiettorie degli organi del tratto vocale eseguite dai diversi pazienti 
sono molto simili. La somiglianza delle traiettorie degli articolatori del parlato dei diversi 
partecipanti riferite alle stesse frasi è stata valutata attraverso il coefficiente di correlazione di 
Pearson, e come mostrato in figura 5.5 questo coefficiente è risultato circa uguale a 0.8, 
indicando un elevato grado di somiglianza tra le rappresentazioni articolatorie. 
 
 
 
 
Figura 5.5: il grafico rappresenta il valore del coefficiente di correlazione di Pearson tra le traiettorie 
degli organi articolatori del parlato del partecipante 1 e 2 e del partecipante 1 e 4. I valori elevati di r 
indicano che le traiettorie degli organi del tratto vocale dei partecipanti sono molto simili. 
 
La somiglianza delle traiettorie cinematiche tra i diversi partecipanti suggerisce che 
probabilmente esiste una rappresentazione articolatoria del parlato condivisa.  
L’esistenza di una rappresentazione articolatoria condivisa tra i partecipanti potrebbe 
permettere di realizzare un sistema di speech BCI in cui: il primo stadio del sistema di 
decodifica ricostruisce la rappresentazione articolatoria del parlato a partire dall’attività neurale 
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phonemes, indicating that principal components 1 and 2 do not nec-
essarily describe only jaw opening and closing, but rather describe 
global opening and closing configurations of the vocal tract (Extended 
Data Fig.!9). These findings are consistent with theoretical accounts of 
human speaking behaviour, which postulate that high-dimensional 
speech acoustics lie on a low-dimensional articulatory state–space6.
To evaluate the similarity of the decoded state–space trajectories, 
we correlated productions of the same sentence across participants 
that were projected onto their respective kinematic state–spaces (only 
participants 1, 2 and 4 had comparable sentences). The state–space 
trajectories were highly similar (r!>!0.8; Fig.!4f), suggesting that the 
decoder is probably relying on a shared representation across speakers, 
a critical basis for generalization.
A shared kinematic representation across speakers could be very 
advantageous for someone who cannot speak as it may be more intu-
itive and faster to learn to use the kinematics decoder (stage 1), while 
using an existing kinematics-to-acoustics decoder (stage 2) trained on 
speech data collected independently. We show synthesis performance 
when transferring stage 2 from a source participant (participant 1) to 
a target participant (participant 2) (Fig.!4g). The acoustic transfer per-
formed well, although less than when both stage 1 and stage 2 were 
trained on the target (participant 2), probably because the MCD metric 
is sensitive to speaker identity.
Discussion
Here we demonstrate speech synthesis using high-density, direct cor-
tical recordings from the human speech cortex. Previous strategies for 
neural decoding of speech production focused on direct classification 
of speech segments such as phonemes or words26,27; however, these 
approaches are generally limited in their ability to scale to larger vocab-
ulary sizes and communication rates. Meanwhile, sensory!decoding 
of auditory cortex has been promising for speech sounds28–30 or for 
auditory imagery31 in part because of the direct relationship between 
the auditory encoding of spectrotemporal information and the recon-
structed spectrogram. An outstanding question has been whether 
motor!decoding of!vocal tract movements during speech produc-
tion!could be used for generating high-fidelity acoustic speech output.
Previous work focused on understanding movement that was 
encoded at single electrodes16; however, a fundamentally different 
challenge for speech synthesis is decoding the population activity that 
addresses the complex mapping between vocal tract movements and 
sounds. Natural speech production involves over 100!muscles and the 
mapping from movement to sounds is not one-to-one. Our decoder 
explicitly incorporated this knowledge to simplify the translation of 
neural activity to sound by first decoding the primary physiological 
correlate of neural activity and then transforming to speech acoustics. 
This statistical mapping permits generalization with limited amounts 
of training.
Direct speech synthesis has several major advantages over spelling- 
based approaches. In addition to the capability to communicate uncon-
strained!vocabularies!at a natural speaking rate, it captures prosodic 
elements of speech that are not available with text output, such as pitch 
intonation32. Furthermore, a practical limitation for current alternative 
communication devices is the cognitive effort required to learn and use 
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Fig. 4 | Kinematic state–space representation of speech production.  
a, b, A kinematic trajectory (grey–blue) from a single trial (participant 1) 
projected onto the first two principal components—principal components 
(PC)1 (a) and 2 (b)—of the kinematic state–space. Decoded audible 
(dashed) and mimed (dotted) kinematic trajectories are also plotted. 
Pearson’s r, n!=!510!time samples. The trajectory for mimed speech 
was uniformly stretched to align with the audible speech trajectory for 
visualization as it occurred at a faster time scale. c, d, Average trajectorie  
for principal components 1 (c) and 2 (d) from a and b, respectively, for 
transitions from a vowel to a consonant (black, n!=!22,453) and from a 
consonant to a vowel (white, n!=!22,453). Time courses are 500!ms.  
e, Distributions of correlations between original and decoded kinematic 
state–space trajectories (averaged across principal components 1 and 2)  
(n!=!101, 100, 93, 81, 44 sentences, respectively, for participants 1–5).  
Pearson’s correlations for mimed trajectories were calculated by 
dynamically time-warping to the audible production of the same sentence 
and then compared to correlations of the dynamically time-warping of a 
randomly selected sentence trajectory. n!=!58 sentences; ***P!=!1! !10"5, 
Wilcoxon signed-rank test. f, Distributions of correlations for state–space 
trajectories of the same sentence across participants. Alignment between 
participants was done by dynamically time-warping and compared to 
correlations f ynamically time-warping of unmatched sentence pairs. 
n!=!92; ****P!=!1! !10"16 and n!=!44; ***P!=!1! !10"8, respectively, 
Wilcoxon signed-rank test. g, Comparison between acoustic decoders 
(stage 2) (n!=!101 sentences). ‘Target’ refers to an acoustic decoder trained 
on data from the same participant as the kinematic decoder (stage 1) is 
trained on (participant 1). ‘Transfer’ refers to an acoustic decoder that 
was trained on kinematics and acoustics from a different participant 
(participant 2). Box plots as described in Fig.!2.
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specifica per ogni paziente, mentre il secondo stadio ricostruisce la rappresentazione acustica a 
partire dalla rappresentazione articolatoria condivisa, indipendente dallo specifico partecipante.  
Il vantaggio di utilizzare la rappresentazione articolatoria condivisa nel consiste nel fatto che il 
secondo stadio del sistema di decodifica può essere realizzato con un decodificatore che è 
indipendente dal partecipante e che quindi viene allenato con dei dati acustici registrati 
indipendentemente dalla voce dello specifico partecipante. In questo modo non sarebbe più 
necessario avere a disposizione la registrazione della voce del paziente per realizzare il sistema 
di speech BCI e quindi si potrebbe realizzare un sistema di sintesi vocale utilizzabile anche da 
persone che hanno perso capacità di parlare. 
 
Il sistema di speech BCI realizzato da Anumanchipalli e colleghi è in grado di sintetizzare un 
parlato intelligibile a partire dall’attività neurale, tuttavia come detto in precedenza, per 
ricostruire il parlato il sistema di decodifica necessita di una fase di allenamento per la quale è 
necessario avere a disposizione la registrazione della voce del paziente. Spesso nei pazienti con 
problemi di comunicazione non è possibile ottenere la registrazione della voce e per questo 
motivo è difficile riuscire a realizzare un sistema di speech BCI che sintetizzi il parlato 
direttamente a partire dall’attività cerebrale. 
Per cercare di risolvere questo problema Anumanchipalli e colleghi hanno testato il 
funzionamento del loro sistema di speech BCI nella condizione di parlato mimato cioè in una 
condizione in cui il partecipante non produce un parlato udibile ma muove gli organi del tratto 
vocale mimando la produzione linguistica. 
Per simulare il comportamento del sistema nella condizione mimed speech Anumanchipalli et 
al hanno registrato l’attività neurale del partecipante 1 mentre leggeva determinate parole ad 
alta voce e mentre mimava i movimenti della produzione vocale silenziosamente.  
 
I ricercatori hanno verificato che, anche se il sistema di decodifica non era stato allenato in 
modo specifico per sintetizzare il parlato mimato, gli spettrogrammi ricostruiti a partire dal 
discorso mimato mostrano caratteristiche spettrali simili a quelli ricostruiti a partire dal discorso 
udibile. 
Le prestazioni del sistema di speech BCI in condizioni di parlato mimato sono state valutate 
calcolando MCD e il coefficiente di correlazione di Pearson tra lo spettro del parlato sintetizzato 
utilizzando il parlato udibile e il discorso mimato. I risultati, mostrati in figura 5.6, evidenziano 
che, sebbene le prestazioni del sistema di sintesi per il parlato mimato siano inferiori alle 
prestazioni ottenute a partire dal parlato udibile, è possibile decodificare importanti 
caratteristiche spettrali del discorso a partire da un parlato mimato, non udibile. 
Anumanchipalli e colleghi hanno dimostrato che tale approccio di speech BCI potrebbe essere 
utilizzato anche da persone che hanno perso la capacità di parlare ma che siano ancora in grado 
di muovere gli organi articolatori del tratto vocale, come gli afasici o persone che hanno subito 
una laringectomia. 
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Figura 5.6: i grafici rappresentano i valori di MCD (a sinistra) e coefficiente di correlazione di Pearson 
(a destra) per il parlato decodificato a partire dall’attività neurale nella condizione di parlato udibile e 
mimato. 
Il sistema di sintesi vocale realizzato da Anumanchipalli e colleghi è innovativo e mostra la 
fattibilità di poter ricostruire un parlato intelligibile e fluente a partire dall’attività neurale 
registrata attraverso ECoG. Inoltre, i risultati ottenuti in questo studio pongono importanti basi 
per futuri approcci di speech BCI utilizzabili da persone che hanno perso la capacità di parlare. 
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four main groups. Group 1 contained consonants with an alveolar place 
of constriction (for example, /s/ and /t/). Group 2 contained almost all 
other consonants (for example, /f/ and /g/). Group 3 contained mostly 
high vowels (for example, /i/ and /u/). Group 4 contained mostly mid 
and low vowels (for example, /!/ and /æ/). The difference between 
groups tended to correspond to variations along acoustically signif-
icant dimensions (frequency range of spectral energy for consonants 
and formants for vowels). Indeed, these groupings explain some of the 
confusions reflected in listener transcriptions of these stimuli. This 
hierarchical clustering was also consistent with the acoustic similarity 
matrix of only ground-truth phoneme pairs (Extended Data Fig.!7; 
cophenetic correlation24!=!0.71, P!=!1!"!10#10).
Third, because the success of the decoder depends on the initial elec-
trode placement, we quantified the contribution of several anatomical 
regions (vSMC, STG and IFG) that are involved in continuous speech 
production25. Decoders were trained in a leave-one-region-out fashion, 
for which all electrodes from a particular region were held out (Fig.!2f). 
Removing any region led to some decrease in decoder performance 
(Fig.!2g; n!=!101, P!=!3!"!10#4, Wilcoxon signed-rank test). However, 
excluding the vSMC resulted in the largest decrease in performance 
(MCD increase of 1.13!dB).
Fourth, we investigated whether the decoder generalized to novel 
sentences that were never seen in the training data. Because participant 
1 produced some sentences multiple times, we compared two decod-
ers: one that was trained on all sentences (not the particular instances 
in the test set), and one that was trained excluding every instance of 
the sentences in the testing set. We found no significant difference in 
decoding performance of the sentences for both MCD and correla-
tions of spectral features (P!=!0.36 and P!=!0.75, respectively, n!=!51, 
Wilcoxon signed-rank test; Extended Data Fig.!8). Notably, this sug-
gests that the decoder can generalize to arbitrary words and sentences 
that the decoder was never trained on.
Synthesizing mimed speech
To rule out the possibility that the decoder is relying on the auditory 
feedback of participants’ vocalization, and to simulate a setting in which 
subjects do not overtly vocalize, we tested our decoder on silently mimed 
speech. We tested a held-out set of 58!sentences in which the participant 
1 audibly produced each sentence and then mimed the same sentence, 
making the same articulatory movements but without making sound. 
Even though the decoder was not trained on mimed sentences, the spec-
trograms of synthesized silent speech demonstrated similar spectral pat-
terns to synthesized audible speech of the same sentence (Fig.!3a–c). 
With no original audio to compare, we quantified performance of the 
synthesized mimed sentences with the audio from the trials with spo-
ken sentences. We calculated the spectral distortion and correlation of 
the spectral features by first dynamically time-warping the spectro-
gram of the synthesized mimed speech to match the temporal profile 
of the audible sentence (Fig.!3d, e) and then comparing performance. 
Although synthesis performance for mimed speech was inferior to the 
performance for audible speech—which is probably due to absence of 
phonation signals during miming—this demonstrates that it is possible 
to decode important spectral features of speech that were never audibly 
uttered (P!<!1!"!10#11 compared to chance, n!=!58; Wilcoxon signed-
rank test) and that the decoder did not rely on auditory feedback.
State–space of decoded speech articulation
Our findings suggest that modelling the underlying kinematics 
enhances the decoding performance, so we next wanted to better 
understand the nature of the decoded kinematics from population 
neural activity. We examined low-dimensional kinematic state–space 
trajectories, by computing the state–space projection using principal 
components analysis onto the articulatory kinematic features. The first 
ten principal components (of 33 components in total) captured 85% 
of the variance and the first two principal components captured 35% 
(Extended Data Fig.!5).
We projected the kinematic trajectory of an example sentence onto 
the first two principal components (Fig.!4a, b). These trajectories were 
well decoded, as shown in the example (Pearson’s correlation: r!=!0.91 
and r!=!0.91, principal components 1 and 2, respectively; Fig.!4a, b), 
and summarized across all test sentences and participants (median 
r!>!0.72 for all participants except participant 5, where r represents 
the mean r of first two principal components, Fig.!4e). Furthermore, 
state–space trajectories of mimed speech were well decoded (median 
r!=!0.6, P!=!1!"!10#5, n!=!38, Wilcoxon signed-rank test; Fig.!4e).
The state–space trajectories appeared to manifest the dynamics of 
syllabic patterns in continuous speech. The time courses of consonants 
and vowels were plotted on the state–space trajectories and tended to 
correspond with the troughs and peaks of the trajectories, respectively 
(Fig.!4a, b). Next, we sampled from every vowel-to-consonant transi-
tion (n!=!22,453) and consonant-to-vowel transition (n!=!22,453), and 
plotted 500-ms traces of the average trajectories for principal compo-
nents 1 and 2 centred at the time of transition (Fig.!4c, d). Both types 
of trajectories were biphasic in nature, transitioning from the ‘high’ 
state during the vowel to the ‘low’ state during the consonant and vice 
versa. When examining transitions of specific phonemes, we found 
that principal components 1 and 2 retained their biphasic trajectories 
of vowel or consonant states, but showed specificity towards particular 
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Fig. 3 | Speech synthesis from neural decoding of silently mimed 
speech. a–c, Spectrograms of original spoken sentence (a), neural 
decoding from audible production (b) and neural decoding from silently 
mimed production (c) (repeated five times with similar results). d, e, MCD 
(d) and correlation of original and decoded spectral features (e) for audibly 
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Conclusioni 
 
Negli ultimi anni le protesi neurali per il ripristino del linguaggio sono diventate oggetto di 
ricerca di grande interesse poiché, grazie alle recenti scoperte relative ai processi cerebrali 
coinvolti nella produzione lessicale [4-8] e allo sviluppo degli algoritmi di deep learning [30-
35], è nata la possibilità concreta di riprodurre un parlato fluente attraverso delle speech BCI. 
L’obiettivo del presente elaborato era quello di descrivere le recenti innovazioni nell’ambito 
delle speech BCI che sintetizzano il parlato direttamente dall’attività neurale. In questo contesto 
ho scelto di descrivere gli approcci implementati da Akbari et al [1], Angrick et al [2] e 
Anumanchipalli et al [3] che per primi sembrano essere riusciti a ripristinare una comunicazione 
fluente e intelligibile. 
 
L’elevata accuratezza e qualità del parlato sintetizzato dai ricercatori nei tre differenti approcci 
è resa possibile grazie all’utilizzo dell’ECoG come tecnica di registrazione dell’attività 
cerebrale. Studi precedenti [22-29] non erano riusciti a riprodurre un discorso fluente a causa 
dei limiti di accuratezza della tecnica di misurazione dell’attività cerebrale che utilizzavano, 
come EEG e MEG. L’elettrocorticografia permette di superare questi limiti poiché possiede la 
risoluzione spaziale e temporale necessaria per registrare dei processi cerebrali rapidi come la 
produzione linguistica; tuttavia l’utilizzo dell’ECoG comporta diversi svantaggi in quanto 
richiede un intervento chirurgico e l’impianto di elettrodi nel cervello.  
I risultati ottenuti da Akbari, Angrick e Anumanchipalli dimostrano, tuttavia, l’importanza 
dell’utilizzo dell’ECoG come metodo di rilevazione dell’attività cerebrale; di conseguenza, in 
futuro, per poter applicare questi approcci di speech BCI alle persone affette da problemi di 
comunicazione, sarà necessario ridurre al minimo i rischi legati all’impianto degli elettrodi per 
elettrocorticografia. 
 
I metodi descritti nel presente elaborato rappresentano il futuro delle applicazioni di speech 
BCI; tuttavia, passando ad analizzarne le caratteristiche implementative più nel dettaglio, essi 
presentano un grande svantaggio poiché per ricostruire il parlato utilizzano dei sistemi di 
decodifica che hanno inizialmente bisogno di essere allenati con la rappresentazione originale 
dello stimolo acustico e quindi con la registrazione della voce del paziente. Questo rappresenta 
un limite degli approcci di sintesi vocale poiché spesso, nella realtà di pazienti che hanno perso 
la capacità di parlare, i dati richiesti per allenare le reti non sono disponibili. 
In questi termini l’approccio più limitato è quello implementato da Angrick e colleghi perché 
necessita obbligatoriamente della registrazione della voce del paziente e quindi non è 
realizzabile per coloro che hanno perso la capacità di comunicare. L’approccio di Angrick e 
colleghi potrebbe essere adattato a persone affette da SLA e LIS registrando la voce del paziente 
prima che questo arrivi allo stadio terminare della malattia, tuttavia questa soluzione non è 
adattabile a tutte le persone che hanno perso la capacità di parlare in quanto non potrebbe essere 
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utilizzata, ad esempio, da persone che perdono la capacità di parlare improvvisamente a causa 
di una lesione cerebrale. 
Il metodo implementato da Anumanchipalli e colleghi risolve parzialmente questo problema 
attraverso il funzionamento mimed speech della BCI, in cui il sistema può essere utilizzato 
anche da coloro che non possono vocalizzare il parlato in modo udibile ma possono comunque 
muovere gli organi articolatori del parlato. Questa soluzione non è adattabile a tutte le persone 
che hanno perso la capacità di comunicare perché, ad esempio, chi è affetto da SLA e LIS non 
può muovere gli organi articolatori del tratto vocale; tuttavia l’approccio potrebbe essere 
utilizzato da persone afasiche o che persone hanno subito un intervento con asportazione della 
laringe.  
L’unico metodo che risolve completamente il problema della registrazione della voce del 
paziente è quello implementato da Akbari e colleghi in quanto, basandosi sulla ricostruzione 
dello stimolo acustico a partire dalla corteccia uditiva, non necessita la produzione vocale da 
parte del paziente. 
 
Ad oggi i tre approcci di speech BCI realizzati da Akbari, Angrick e Anumanchipalli non sono 
ancora stati testati su pazienti affetti da problemi di comunicazione poiché i metodi proposti 
sono ancora in fase sperimentale e comportano dei rischi legati all’impianti di elettrodi per 
ECoG. Tuttavia i risultati ottenuti da questi studi sono molto innovativi e pongono le basi per 
il futuro delle speech BCI, in cui tali dispositivi potrebbero ripristinare un parlato fluente ed 
intelligibile per le persone che hanno perso la capacità di parlare. 
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