Abstract. This paper is concerned with the Becker-Döring (BD) system of equations and their relationship to the Lifschitz-Slyozov-Wagner (LSW) equations. A diffusive version of the LSW equations is derived from the BD equations. Existence and uniqueness theorems for this diffusive LSW system are proved. The major part of the paper is taken up with proving that solutions of the diffusive LSW system converge in the zero diffusion limit to solutions of the classical LSW system. In particular, it is shown that the rate of coarsening for the diffusive system converges to the rate of coarsening for the classical system.
Introduction.
In this paper we shall be concerned with the Becker-Döring (BD) system of equations [2] and their relationship to the Lifschitz-Slyozov-Wagner (LSW) equations [11, 22] . The BD equations describe the time evolution for a mean field model of a population of particle clusters. Particle clusters are characterized by their volume ℓ which may take integer values ℓ = 1, 2.... The monomers of volume ℓ = 1 play a distinctive role since they mediate interactions between particle clusters of different volumes. In particular, a cluster with volume ℓ can become a cluster of volume ℓ + 1 by addition of a monomer, or become a cluster of volume ℓ − 1 by evaporation of a monomer. Finally, conservation of mass imposes a constraint which is non-local in ℓ.
The BD equations are determined by the rates at which a cluster of volume ℓ becomes a cluster of volume ℓ + 1 or ℓ − 1. If c 1 (t) is the monomer density at time t, then a cluster of volume ℓ becomes a cluster of volume ℓ + 1 at rate a ℓ c 1 (t), and a cluster of volume ℓ evaporates a monomer at rate b ℓ to become a cluster of volume ℓ − 1. The net effect of these two processes yields a flux J ℓ of ℓ-clusters to ℓ + 1-clusters which depends on the density c ℓ (t) of ℓ-clusters and c ℓ+1 (t) of ℓ + 1-clusters, as well as the monomer density c 1 (t). In the BD model it is given by the formula J ℓ = a ℓ c 1 c ℓ − b ℓ+1 c ℓ+1 . The BD equations for the time evolution of the system are therefore given by Global existence and uniqueness theorems for the BD system (1.1), (1.2) were proven in the seminal paper of Ball et al [1] under fairly mild assumptions on the rates a ℓ , b ℓ , ℓ = 1, 2..., the main one being that a ℓ should grow at a sub-linear rate as ℓ → ∞.
It is easy to see by solving J ℓ = 0, ℓ ≥ 1, that (1.1), (1.2) has a family of equilibrium solutions parametrized by the monomer density c 1 . In order to classify the equilibrium solutions one needs detailed knowledge of the asymptotic behavior of the rates a ℓ , b ℓ as ℓ → ∞. In this paper we shall assume that a ℓ , b ℓ are given by the formulae (1.3) a ℓ = a 1 ℓ 1/3 , a 1 > 0; b ℓ = a ℓ (z s + q/ℓ 1/3 ), z s , q > 0.
These values for a ℓ , b ℓ may be obtained by deriving the BD equations as mean field equations for a 3 dimensional microscopic system [20] . With a ℓ , b ℓ given by (1.3), one sees that for any c 1 satisfying 0 < c 1 ≤ z s there is an equilibrium solution c ℓ = Q ℓ c It follows from (1.4) that there is an equilibrium solution corresponding to c 1 = z s . We shall denote its density (1.2) by ρ crit . It was shown in [1] that if ρ ≤ ρ crit , then the solution of (1.1), (1.2) converges strongly at large time to the corresponding equilibrium solution in the sense that Equation (1.5) shows that for ρ > ρ crit particles from the excess density ρ−ρ crit over equilibrium concentrate at large time in clusters of increasingly large volume. This is the phenomenon of coarsening, and it is an important problem to understand the rate at which the volume of clusters from the excess density increase with time.
A mechanism for determining this was proposed by Penrose in [20] , where he argued that the large time behavior of clusters from the excess density is governed by the LSW equations, ∂c(x, t) ∂t The parameter L(t) in (1.6), which turns out to be a measure of the average cluster volume, is uniquely determined by the conservation law (1.7). A mathematically rigorous relationship between solutions of the BD system (1.1), (1.2) and LSW system (1.6), (1.7) was established in [10] for the case z s = 0 when ρ crit = 0, and in [13] for the case z s > 0 when ρ crit > 0. Much still remains to be done however, in order to understand this in the precise way envisioned by Penrose [20] .
In this paper we take a rather different approach from [10, 13] in attempting to establish a relationship between solutions of the BD and LSW systems. Following [21] , we first observe that the flux J ℓ can be written as
where L(t) is given by the formula (1.8) c 1 (t) = z s + q/L(t) 1/3 .
Observe from (1.5) that the function L(t) in (1.8) satisfies L(t) → ∞ as t → ∞.
Denoting by D the forward difference operator and D * its adjoint, then (1.1) is given by (1.9) ∂c(ℓ, t) ∂t
where c(ℓ, t) = c ℓ (t) in (1.1). Evidently if we drop the first term on the RHS of (1.9) we obtain a discrete version of (1.6).
We still need to account for the discrepancy in the conservation laws (1.2) for the BD system and (1.7) for the LSW system. Now from (1.5) the bulk of the equilibrium density ρ crit is concentrated in clusters of volume O(1) as t → ∞. Further, by choosing ℓ * large enough we may make c(ℓ * , t) arbitrarily small for all large t, and the density concentrated in clusters with volume larger than ℓ * arbitrarily close to ρ − ρ crit . It may seem reasonable therefore, that in order to understand the large time behavior of the BD system, one is justified in setting c(ℓ * , t) = 0, t ≥ T , for some large but fixed ℓ * . This assumption is evidently unphysical since it cuts off interaction between clusters of volume less than ℓ * and clusters of volume greater than ℓ * . One consequence of it is that the resulting conservation of mass for clusters of size greater than ℓ * implies c 1 (t) > z s for t > T . There is so far no rigorous proof that solutions of the BD equations with ρ > ρ crit satisfy c 1 (t) > z s , t > T , for sufficiently large T . A proof of it would seem to be necessary in order to rigorously justify the relationship between the BD and LSW systems. In this connection one should also note that in [13] it is necessary to make an assumption -equation (1.33) of the paper-in order to prove that a scaling limit of the BD system is a solution of the LSW system. Equation (1.33) is however not a boundary condition, but essentially an upper bound assumption on the rate of coarsening for the BD model. Some interesting heuristic explanations [5] have recently been given to describe the transition, from the relaxation to equilibrium phase of the BD time evolution, to the coarsening phase governed by the LSW equations. These may be helpful towards constructing a fully rigorous theory.
We shall assume now that there is a time T such that for t ≥ T , the interaction between clusters of large volume and clusters of O(1) volume is negligible, and even make the significantly stronger assumption that there exists ℓ * ≥ 1, such that c(ℓ * , t) = 0, t ≥ T . We may therefore study the large time evolution of the cluster density for particles from the excess density by solving the initial value problem for (1.9), subject to conservation of mass for particles with volume larger than ℓ * . Without loss of generality we may normalize ℓ * = 1, T = 0, whence the problem becomes solving (1.9) subject to the Dirichlet boundary condition c(1, t) = 0, t ≥ 0, given initial condition c ℓ (0) = γ ℓ , ℓ ≥ 1, and conservation law (1.10) ∞ ℓ=1 ℓc(ℓ, t) = ρ − ρ crit .
In §2 we prove global existence and uniqueness of a solution to this problem (Theorem 2.2), and obtain some properties of it.
Next we consider a continuous version of (1.9) . Setting x ∼ ℓ and replacing finite differences in (1.9) by derivatives, we obtain the equation (1.11) ∂c(x, t) ∂t = ∂ 2 ∂x 2 ε(1 + x/ε) 1/3 c(x, t) + ∂ ∂x 1 − x L(t) 1/3 c(x, t) , x > 0, with the parameter ε = 1 in (1.11). In (1.11) we have replaced the coefficient b ℓ = a 1 (q + z s l 1/3 ) of (1.9) by the diffusion coefficient (1 + x) 1/3 . This is simply for convenience, since the only properties of the diffusion coefficient in (1.11) which we will use are that it behaves like x 1/3 for large x, and is bounded away from 0 for small x. An equation similar to (1.11) was obtained in [21] . In §3 we prove global existence and uniqueness of solutions to (1.11) subject to the constraint (1.7) and the Dirichlet boundary condition c(0, t) = 0, t > 0, provided the nonnegative initial data c(x, 0), x > 0, satisfies the integrability property, (1.12)
This is the content of Theorem 3.1. In [21] an analogous local existence and uniqueness theorem is proved (Theorem 6 of [21] ), for which one must also assume the point-wise estimate sup x>0 c(x, 0)/(1 + x) 2/3 < ∞ on the initial data. There are several existence and uniqueness theorems in the literature for the LSW system (1.6), (1.7) and its generalizations. Collet and Gordon [3] have proved existence and uniqueness for a system with globally Lipschitz coefficients, under the condition that the initial data c(·, 0) is integrable and has finite first moment. The corresponding result for the LSW system-in which the coefficients are not globally Lipschitz-was proved by Laurençot [9] . Niethammer and Pego [15] proved existence and uniqueness for the LSW system under the condition that the initial data c(·, 0) is a Borel measure with compact support. In [16] they were able to extend their method to the case when the initial data c(·, 0) is only assumed to be a Borel measure with finite first moment.
In §4, §5 we shall show that the solution of the diffusive LSW system (1.7), (1.11) with given initial data, converges as ε → 0 on any finite time interval to the solution of the classical LSW system with the same initial data. One hopes that these results will shed some light on the problem of understanding the mechanism of coarsening for the BD and other models of Ostwald ripening. It has been argued in the physics literature [12] that in models of Ostwald ripening a diffusive LSW equation occurs. Although the effect of the diffusion term vanishes at large time it acts as a selection principle, so that the large time behavior of the model is governed by the unique infinitely differentiable self-similar solution of the LSW model.
The fact that the effect of the diffusion term is expected to vanish at large time is closely related to the dilation invariance property of the LSW system. Thus if c(x, t), L(t), t > 0, is a solution to (1.6), (1.7), then for any λ > 0 one has that c λ (x, t), L λ (t), t > 0, defined by c λ (x, t) = λc(λx, λt), L λ (t) = L(λt)/λ, t > 0, is also a solution. It follows that one may solve the LSW system for large time iteratively by solving (1.6), (1.7) on the unit time interval 0 ≤ t ≤ 1 with L(0) = 1, and then rescaling L(1) to 1. Hence, assuming that in the iteration one always has for some constants a, b satisfying 1 < a ≤ b the inequality a ≤ L(1) ≤ b, the function L(t) increases linearly in t as t → ∞. This is a quantitative statement concerning the phenomenon of coarsening.
Consider now how this iteration scheme would apply to the diffusive LSW system (1.7), (1.11) . Denoting the solution to (1.11) by c ε (x, t), L ε (t), then dilation using the parameter λ results in a function λc ε (λx, λt) which is a solution to (1.7), (1.11) with ε in (1.11) replaced by ε/λ. Thus in the iteration scheme described above ε ∼ 1/L(t) → 0 for large time t, corresponding roughly to an equivalence of ε ∼ 1, t → ∞ and ε → 0, t ∼ 1.
We summarize our main results on convergence of solutions of the diffusive LSW system to solutions of the classical LSW system. In §4 we prove that if c ε (x, t), L ε (t), t > 0, is the solution to (1.7), (1.11) with initial data satisfying (1.12) then
where c 0 (x, t), L 0 (t), t > 0, is the corresponding solution to the classical LSW system (1.6), (1.7) . This is the content of Theorem 4.1. In §5 we show that the point-wise in time coarsening rate for the diffusive LSW system converges as ε → 0 to the corresponding rate for the LSW system. Specifically, let us define Λ ε (t), t ≥ 0, by
so Λ ε (t) is the mean cluster volume at time t ≥ 0. Then if the initial data satisfies (1.12), the function Λ ε (t), t > 0, is differentiable for ε ≥ 0 and
This is the content of Theorem 5.1. In [4] an upper bound on the time averaged coarsening rate for the LSW system is obtained by application of a rather general argument of Kohn and Otto [8] . At the end of §3 we extend the method of [4] to prove an upper bound on the time averaged coarsening rate for the diffusive LSW system (1.7), (1.11) with 0 < ε ≤ 1, which is uniform as ε → 0. This is the content of Theorem 3.2.
Existence and Uniqueness for the Discrete Case
We begin by giving a proof of the existence and uniqueness of solutions to the Becker-Döring system (1.1), (1.2) which is somewhat different than that given in [1] . We assume that the initial data c ℓ (0), ℓ ≥ 1, satisfies
where the γ ℓ , ℓ ≥ 1, are all non-negative. For any δ > 0 we define a space X δ by
Now X δ is a complete metric space under the uniform norm, · δ . We define a mapping T : X δ → X δ which has the property that the solutions to the BeckerDöring system give rise to fixed points of the mapping. To do this we consider functions v(ℓ, t), ℓ ≥ 1, t > 0, and define J(ℓ, v, t) for ℓ ≥ 1, t > 0, by
where c 1 (t), t > 0, is a given non-negative function. Let c(ℓ, t), ℓ ≥ 2, t > 0, be the solution to the linear system of equations,
with initial and boundary conditions given by
By the maximum principle there is a unique positive solution to (2.3), (2.4). The mapping T : X δ → X δ is defined as follows: For c 1 ∈ X δ let c(ℓ, t), 0 ≤ t ≤ δ, be the corresponding solution of (2.3), (2.4). Then T c 1 is given by the formula
Evidently T c 1 ∈ X δ . We show that for δ sufficiently small T is a contraction.
Lemma 2.1. There exists δ(ρ) > 0 depending only on ρ, such that for 0 < δ < δ(ρ) the mapping T on X δ is a contraction.
Proof. We have from (2.3) that (2.6)
It follows that there is a constant K > 0, independent of ρ, δ, such that
for 0 ≤ t ≤ δ. It follows from this that for δ sufficiently small, depending only on ρ, there is the inequality,
for some constant K 1 independent of ρ and δ. Next we consider c 1 , c
. Define c λ (ℓ, t), ℓ ≥ 2, 0 < t ≤ δ, to be the solution of (2.3), (2.4) with c λ,1 substituted for c 1 . Putting u λ (ℓ, t) = ∂c λ (ℓ, t)/∂λ it follows that u λ satisfies the equation, (2.8)
with the initial and boundary conditions,
Let v λ (ℓ, t), ℓ ≥ 2, 0 ≤ t ≤ δ, be the solution to the equation, (2.10)
By the maximum principle v λ (ℓ, t) is positive for ℓ ≥ 2, t > 0, and there is the inequality
From (2.10), (2.11) we have that
Using (2.7) and applying Gronwall's inequality in the previous equation, we see that there is a constant K 2 independent of ρ and δ such that (2.13)
provided δ is taken sufficiently small, depending only on ρ.
To see that T is a contraction for small δ observe that
Hence on using (2.6) we have that
for a constant K 3 independent of ρ, δ. The result follows from the last inequality, (2.12), (2.13).
Theorem 2.1. The Becker-Döring system (1.1), (1.2) with initial condition satisfying (2.1) has a unique global in time solution.
Proof. It is evident that a solution of the Becker-Döring system (1.1), (1.2) with initial condition (2.1) gives rise to a fixed point of the mapping T of (2.5). Hence by Lemma 2.1 the solution is unique. Correspondingly, suppose c 1 is a fixed point of T . Similarly to (2.6) we have that
for 0 < η < δ/2, 0 < t < δ/2, where K > 0 is a constant independent of δ, ρ. Since T c 1 = c 1 it follows from (2.5) that c 1 satisfies the inequality,
Hence if c 1 (0) > 0 then c 1 (t) > 0 for 0 < t < δ/2. Conversely if c 1 (0) = 0 there is a t 0 ≥ 0 such that c 1 (t) = 0 for t ≤ t 0 and c 1 (t) > 0 for t 0 < t < δ/2. Suppose t 0 > 0. Then (2.6) implies that
Since T c 1 = c 1 we conclude from (2.5) that c 1 (t) > 0 for 0 < t < t 0 , a contradiction. Thus t 0 = 0 whence c 1 (t) > 0 for 0 < t < δ/2 in all situations. It follows then from (2.5) that the conservation law (1.2) is satisfied. Thus c 1 (t), c(ℓ, t), ℓ ≥ 2, are a solution of the Becker-Döring system (1.1), (1.2) .
Next we establish existence and uniqueness for (1.9), (1.10) subject to the Dirichlet boundary condition c(1, t) = 0, t ≥ 0. For a given non negative function c 1 (t), t ≥ 0, let c(ℓ, t), ℓ ≥ 2, t > 0, be the solution to (2.3) subject to the initial and boundary conditions,
where the γ ℓ satisfy (2.1) with γ 0 = 0, ρ = 1. Normalizing ρ − ρ crit = 1 in (1.10), the function c 1 (t), t ≥ 0, is then to be chosen to maintain the conservation law
Assuming we have a solution to (2.3), (2.14), (2.15) it follows that
We conclude therefore that c 1 (t) is given by the formula,
Setting t = 0 in (2.16) yields then the identity,
Observe from (2.16) that c 1 satisfies the inequality,
Hence for any δ > 0 we define a space X δ by
is given by (2.17), c 1 is continuous and
As previously we equip X δ with the uniform norm · δ and define a mapping T on X δ by
where c(ℓ, t), t > 0, is the solution to (2.3) subject to the initial and boundary conditions (2.14).
Lemma 2.2. There exists δ 0 > 0 such that for 0 < δ < δ 0 the mapping T on X δ is a contraction.
Proof. We proceed as in Lemma 2.1. We consider c 1 , c ′ 1 ∈ X δ and for 0 ≤ λ ≤ 1 we put c λ,
to be the solution of (2.3), (2.14) with c λ,1 substituted for c 1 . Putting u λ (ℓ, t) = ∂c λ (ℓ, t) / ∂λ we see from (2.18) that
Evidently u λ (ℓ, t), ℓ ≥ 2, satisfies (2.8) with initial and boundary conditions given by
Letting v λ (ℓ, t) be the solution to (2.10) with zero initial and boundary conditions corresponding to (2.20) it follows that (2.12) holds. We wish to bound the RHS of (2.19) in terms of c 1 − c ′ 1 δ . To do this we first observe that from (2.10) we have the identity,
whence we conclude that
Defining now g(t), t ≥ 0, by
it follows that there is a constant K > 0 such that
Hence h(t) = |g(t) − g(0)| satisfies the inequality,
We conclude that h satisfies the inequality,
We may therefore choose δ 0 small enough so that g(0)/2 ≤ g(t) ≤ 3g(0)/2, 0 ≤ t ≤ δ 0 . Now from (2.12), (2.21) we see that (2.22)
for some constant K 1 independent of δ 0 , provided 0 < δ < δ 0 . Next we observe from (2.8) that
It follows then from (2.12) that there are constants
Hence, on using (2.21), we see that there is a constant K 4 such that
It is clear now from (2.19), (2.22), (2.23) that on taking δ 0 sufficiently small the mapping T is a contraction for 0 < δ ≤ δ 0 .
Theorem 2.2. The system (2.3), (2.14), (2.15) has a unique solution global in time.
Proof. From Lemma 2.2 the solution exists for time 0 ≤ t < δ. Since the only constraint on the initial condition is (2.15) at t = 0 and on c 1 (t) equation (2.17) at t = 0 we may propagate the solution beyond time δ since these conditions also hold at t = δ.
It is evident from (2.16) that for a solution to (2.3), (2.14), (2.15) the corresponding function c 1 (t) satisfies c 1 (t) > z s , 0 ≤ t < ∞. We shall show that the lim inf of c 1 (t) as t → ∞ is z s . Lemma 2.3. Let c(ℓ, t), ℓ ≥ 2, be a solution to (2.3), (2.14), (2.15) , and define g(t) by
Then g is monotonic decreasing and lim t→∞ g(t) = 0.
Proof. From (2.3) we see that g ′ (t) = −b 2 c(2, t) < 0 whence g is strictly monotone decreasing. From (2.16) there is the inequality.
where · t is the probability measure on the integers ℓ ≥ 2 with weights c(ℓ, t).
Using the Jensen inequality we have that
Suppose now that g(t) does not converge to 0 as t → ∞. Then there exists γ, T > 0 such that g(t) ≥ γ > 0 for t ≥ T . We shall show that this implies
contradicting (2.15).
To prove (2.24) we first observe that for any ℓ ≥ 2 one has that
For ℓ = 2 the inequality (2.25) evidently follows from the relation g ′ (t) = −b 2 c(2, t) and the fact that g is always positive. For ℓ = 3 it follows from (2.25) for ℓ = 2 and the fact that g(t) − c(2, t) is bounded for all t, and we can proceed by induction to establish it for all ℓ ≥ 2. Now using (2.6) we have that for t > T ,
where by (2.25) K(t) is bounded below uniformly in t as t → ∞. Hence (2.24) holds.
Lemma 2.4. There is the limit, lim inf
Proof. We assume that lim inf t→∞ c 1 (t) > z s and obtain a contradiction. Thus we are assuming that there exists T, γ > 0 such that c 1 (t) > z s + γ for t ≥ T . Let f be a positive function on the set {ℓ ∈ Z : ℓ ≥ 2}. Then from (2.3) we have that
where we put f (1) = 0. We define now f (ℓ) by the recurrence,
, where L(γ) is an integer depending only on γ. For ℓ > L(γ) we define f (ℓ) by the formula,
It is evident that L(γ) can be chosen in such a way that there is the inequality,
We conclude therefore that
whence it follows that lim inf 
Existence and Uniqueness for the Continuous Case
In this section we prove a global existence theorem for solutions to (1.11) subject to the constraint (1.7), with non-negative measurable initial data satisfying (1.12) and Dirichlet boundary condition c(0, t) = 0, t > 0. We shall also assume without loss of generality that in (1.7) one has ρ−ρ crit = 1, and in (1.11) that ε = 1. Observe that the parameter L(t) in (1.11) ought to be given in terms of the solution c(x, t) by the formula,
in order that the conservation law (1.7) holds. Thus L(t) is proportional to the average cluster radius at time t. Let L t denote the differential operator on the RHS of (1.11) and L * t its formal adjoint. Thus L * t is given by the formula
One can estimate the solution of (1.11) by solving the equation ∂w/∂t = −L * w backwards in time. Hence if for some T > 0, w(x, t), x > 0, t < T , is the solution with Dirichlet boundary condition w(0, t) = 0, we have that
It is well known [7] that solutions to parabolic equations can be written as expectation values. In particular let X(s), s ≥ t, be the solution to the stochastic differential equation,
with the initial condition X(t) = x. If τ x,t is the first hitting time for the process at 0, then
is the solution to the equation ∂w/∂t = −L * w, t < T , with terminal data w(x, T ) = w 0 (x) and Dirichlet boundary condition w(0, t) = 0. We shall show that we can control the solution to this terminal-boundary value problem by perturbation theory uniformly for x > 0 if L(t) has a positive lower bound and for T − t sufficiently small.
Let w(x, t) be the function (3.5) with w 0 ≡ 1. Then there are positive universal constants C 1 , C 2 such that
0 , where δ > 0 is universal. Proof. We first show the lower bound on w. Since the terminal data w 0 is positive and monotonic increasing it follows that w(x, t) ≥ u(x, t) where u(x, t) satisfies the equation,
with Dirichlet boundary condition u(0, t) = 0 and terminal data u(x, T ) = w 0 (x), x ≥ 0. We can estimate the solution of (3.6) using perturbation theory provided T −t << 1. Let G(x, t) be the fundamental solution of the heat equation,
For x, y ≥ 0, t < T , we define the kernel K T (x, y, t) by
We have that
where the functions a, b are given by
Consider now the function v(x, t), x ≥ 0, t < T , defined by
Then one sees from the previous equation that
where the function g satisfies the inequality,
for some universal constant C > 0. We also have that v(0, t) = 0 and v(x, T ) = w 0 (x). Hence v(x, t) is given by the formula,
We conclude therefore that w(
we can obtain a lower bound on v(x, t). To see this first observe from (3.8) that (3.12)
for some universal η 2 > 0. Hence from (3.12), (3.13) there exists a universal
To conclude the proof of the lower bound we are left to consider the region 0 ≤ x ≤ √ T − t. We write the solution of (3.10) with zero Dirichlet and terminal conditions v(0, t) = 0, v(x, T ) = 0, as a series
The recurrence relation for g n can more simply be written as
It follows now in exactly the same way that we derived (3.11) that there is a universal constant C > 0 such that
Hence the series (3.14) converges for T − t sufficiently small. Observe also that the sum of the g n , n = 0, ..., ∞, is bounded by C/ √ T − t for some universal constant C. Using the fact that
we can bound the function v in (3.14). Suppose x = √ s 0 − t where t < s 0 < t + (T − t)/2. Then one has that
for some constant C ′ . The lower bound follows easily now by obtaining a lower bound on the function (3.9) and using the previous inequality.
We consider next the upper bound. Since it is clear that w(x, t) ≤ 1 we need only restrict ourselves to x in the region 0
with Dirichlet boundary condition u(0, t) = 0 and terminal data u(x, T ) = w 0 (x), x ≥ 0. Since the data w 0 is positive and monotonic increasing we have that w(x, t) ≤ u(x, t). To obtain an upper bound on u(x, t) we first note that u(x, t) = P (τ x,t > T ) where τ x,t is the first hitting time at 0 for the process (3.
where u(x) is the probability that the process started at x exits the interval [0, L
0 . Now u(x) satisfies the boundary value problem,
The problem is explicitly solvable with solution,
0 . Hence to obtain the upper bound on w(x, t) for 0 < x < √ T − t it is sufficient to obtain an upper bound on P (τ * x,t > T ). We can do this by perturbation theory just as we did for the lower bound. Thus setting u(x, t) = P (τ * x,t > T ) it is clear that u(x, t) satisfies (3.15) for 0 < x < L with Dirichlet boundary conditions. Thus G D is given by the method of images as an infinite series,
, and t < T we define the kernel K T (x, y, t) by
We have then that
Then one has that
Arguing as previously we thus obtain the upper bound on w(x, t) for 0
Suppose that the parameter L(t), t ≥ 0, is continuous and satisfies
Then there are positive universal constants C 1 , C 2 such that
provided t lies in the region 0 < T − t < δL
0 , where δ > 0 is universal. Proof. The proof of the lower bound is similar to the proof of the lower bound in Lemma 3.1. For the proof of the upper bound however we need to make a modification since w 0 (x) = x 1/3 is an unbounded function. Our starting point is as before that we wish to find an upper bound on the solution to (3.15) . Then if X(s) is the stochastic process started at x at time t which is associated with the PDE (3.15), we have that
using the notation of Lemma 3.1. The first term on the right can be bounded above using perturbation theory as before. We shall therefore be finished if we can show that u L
0 . We can use Ito calculus to prove this. Thus we have that
It follows that if X(t) = x, then for t ′ > t,
dW (s).
Setting τ = τ x,t we conclude that
ds .
We take now x = L 1/4 0
0 . It follows that there is the inequality,
for some universal constants C 1 , C 2 . Gronwall's inequality therefore yields,
We can now apply the Chebyshev inequality to conclude that u(L
0 . Proof. We have already observed that 0 ≤ ∂w(x, t)/∂x so we need an upper bound. We first prove the upper bound for 0 ≤ x ≤ L 1/4 0 2. To do this we observe that w(x, t), 0 ≤ x ≤ L 0 , t ≤ 1, t < T . We write w(x, t) = w 1 (x, t) + w 2 (x, t) where both w 1 and w 2 satisfy the diffusion equation. The function w 1 (x, t) has terminal data
0 , and boundary data
0 , and boundary data w 2 (0,
We first consider the function w 1 (x, t) which we construct by perturbation expansion. The first term in the series is the function v(x, t) of (3.19). Setting
Just as before we see that the functions g n satisfy the inequality,
It easily follows that
Next we consider the function w 2 (x, t). This can be represented in terms of a Green's function G(x, y, t, T ), 0 ≤ x, y ≤ L . Thus if
0 . The function w 2 (x, t), t < T , has the representation,
To estimate w 2 (x, t) we compute the Green's function by perturbation series expansion as we did before. The first term in the expansion for G(x, y, t, T ) is the function K T (x, y, t) of (3.17). If we replace G by this in (3.22) it is easy to see that
In(3.23) we have written L * t = L * t,x to denote that the operator L * t acts on the x variable. Analogously to (3.21) we have the estimate
for some universal constant C. Hence the series (3.23) converges for 0 < T − t < δL 1/2 0 . We need now to differentiate the series term by term with respect to the y variable. Consider first the function v 0,T whose derivative is formally given by the expression
Analogously to (3.24) one has the estimate,
This estimate gives a nonintegrable singularity in (3.25), so we need to integrate by parts in (3.25) in the s, y ′ variables. First we write
We have now from (3.17), (3.18) that
We substitute the RHS of (3.27) into the second integral on the RHS of (3.26). We then integrate by parts w.r. to y ′ for the first term on the RHS of (3.27), and w.r. to s for the second two terms. Note that since
0 , t) = 0 there are no boundary terms in the integration by parts w.r. to y ′ . Once this is accomplished we can estimate ∂v 0,T /∂y since we have removed all non integrable singularities. Thus we obtain the bound,
Similarly we also have that
Once we have the estimate of (3.29) it follows by the same method as was used to derive (3.24) that
Hence from (3.23) we also have that (3.31)
Now, just as we derived (3.28) we can see that (3.31) also holds for n = 0. We conclude therefore that there is a universal constant C such that
It follows then from (3.22) that one has
2, t < T , then it is clear that v is the solution to the terminal-boundary value problem,
Let X(s) denote the diffusion corresponding to the equation (3.32) and for
2, let τ x,t be the first hitting time at L 1/4 0 2. Then there is the inequality,
In view of the fact that T − t < δL
0 . Proof. We proceed exactly as in Lemma 3.3 but this time using the results of Lemma 3.2. Thus we first show that ∂w(
2 we consider the terminal-boundary value problem (3.32) but now with the terminal data given by
Theorem 3.1. Suppose c(x, 0), x > 0, is a non negative function which satisfies,
Then there is a unique solution to (1.11) subject to the constraint,
Proof. Just as in §2 we define a mapping on functions c 1 
1/3 where L(T ) is defined by (3.1). In particular, c 1 (0) is determined by the initial data, where
1 . Then we solve (1.11) with the corresponding function L(T ), 0 ≤ T ≤ T 0 , and define a new function Ac 1 (T ), 0 ≤ T ≤ T 0 , by the RHS of (3.1). We define a space X of functions c 1 :
where w 1 (x, t), t < T , is given by (3.5) with w 0 ≡ 1, and w 2 (x, t), t < T , is given by (3.5) with w 0 (x) = x 1/3 , x > 0. In view of Lemma 3.1 and 3.2 we have then that
0 , for some universal δ > 0. Observe now that
It follows then from (3.34) that
64. One also has from (3.34) that (3.36)
0 . It is clear now that there is a universal constant η > 0 such that if we choose
Next we show that for T 0 sufficiently small the mapping A is a contraction. To see this we proceed as in §2. Thus if
where c λ is the solution to (1.11) with 1/L(t)
. Hence u λ = ∂c λ /∂λ is the solution to the initial-boundary value problem,
It follows that
where the functions w 1 , w 2 are as in (3.33). Hence from Lemma 3.3 there is a universal constant C such that (3.38)
where γ(T ) is defined by
If we use the second equation in (3.37) and (3.36) we also conclude there is a universal constant C such that
0 . Using (3.35) and Lemma 3.2 we see that there is a universal constant C such that
It follows now from (3.38), (3.39) that if we take
for some universal constant ν > 0 then the mapping A is a contraction. Hence we obtain a unique solution to the diffusive LSW problem up to time T 0 . Observe also that for sufficiently small L 1 one has that Ac 1 (
1 , whence one obtains global existence in time.
We show here that the Kohn-Otto argument [8] may be applied to prove time averaged coarsening for the diffusive LSW model (1.7), (1.11). Letting c ε (x, t) be the solution to the diffusive LSW system (1.7), (1.11), we denote by E ε (t) the energy
From the conservation law (1.7), the quantity 1/E ε (T )
Suppose further that c ε (x, t) is the solution of the diffusive LSW system (1.7), (1.11) with initial data c ε (x, 0) = c 0 (x), x ≥ 0. Then for 0 < ε ≤ 1, there are universal constants
. Proof. We first show that E ε (t) is decreasing. In fact we have from (1.11) and (3.1) that (3.43) 3 2
Next define a length scale M ε (t) by
where L ε (t) is given by (3.1) with c ε (·, t) in place of c(·, t). Now just as in [4] we have from the Schwarz inequality,
where we have used (1.7), (3.1).
We show that for 0 < ε ≤ 1 there is a constant C > 0 such that (3.47)
To see this observe that the LHS is bounded above by
We conclude then from (3.43)-(3.47) that
for some universal constant K 3 , provided 0 < ε ≤ 1. It is easy to see from the Schwarz inequality that
The result follows from (3.48), (3.49) and Lemma 2 of [19] .
The zero diffusion limit
Our goal in this section will be to establish the limits (1.13) under the assumption (1.12) on the initial data for the diffusive LSW system (1.7), (1.11). First let us recall how the method of characteristics can be applied to give a representation for the solution of (1.6). For any x, t ≥ 0 let x(s), 0 ≤ s ≤ t, be the solution of the terminal value problem,
We set F (x, t) = x(0), whence F (·, t) is a mapping on the non-negative reals with derivative
The solution c 0 (x, t), x, t ≥ 0, of (1.6) is given in terms of the initial data c 0 (x), x ≥ 0, by the formula, 
Proof. As in §3 we use the solution to the adjoint problem. Thus let L * t,ε be the operator,
and
For any x 0 ≥ 0 we take w 0 (x) = 1,
Hence to prove the result we need to show that
Recall now that w ε (x, 0) = P X ε (T ) > x 0 ; τ x,0 > T |X ε (0) = x , where X ε (s) is the solution to the stochastic equation,
and τ x,t is the first hitting time at the boundary for the process started at x at time t. We first show that
By our assumptions there exists ε 0 > 0 and
then there is the inequality,
Now let u ε (x) be the probability that the process Y ε started at x < δ exits the interval [0, δ] through the boundary 0. Then one has
Choosing δ = L 0 /2, it is easy to see that on any interval [0, δ ′ ] with δ ′ < δ the functions u ε converge uniformly to 1 as ε → 0. Next for 0 < x < δ let v ε (x) be defined by v ε (x) = E τ x |Y ε (0) = x , where τ x is the first exit time from the interval [0, δ]. Then v ε satisfies the equation, (4.12)
with Dirichlet boundary condition v ε (0) = v ε (δ) = 0. It follows from the maximum principle that
Note that if x << t then the RHS of (4.13) is positive as ε → 0. Now on setting ε = 0 in (4.12) we see that the time for the classical system to exit the interval [0, δ] is T x , where
Hence we should have that (4.14) lim
for any η > 0. In order to prove (4.14) we first show that lim ε→0 v ε (x) = T x . From (4.12) we have that
where A ε is given by the formula
Similarly we have that
We conclude that
where H(y) is the Heaviside function, H(y) = 1, y > 0, H(y) = 0, y < 0. It follows easily from the previous expression that lim ε→0 v ′ ε (x) = 1/g(x) uniformly in any interval [0, δ ′ ] with δ ′ < δ. Hence lim ε→0 v ε (x) = T x for 0 ≤ x < δ. We can in a similar way estimate w ε (x) = E τ 2 x |Y ε (0) = x . In fact w ε satisfies the equation,
with Dirichlet boundary condition w ε (0) = w ε (δ) = 0. Proceeding as in the previous paragraph we see that lim ε→0 w
It follows that lim ε→0 w ε (x) = T 2 x for 0 < x < δ. Finally we conclude from the Chebyshev inequality that (4.14) holds.
From (4.10) and (4.14) we see that for x satisfying 0 < x < L 0 /2 then (4.8) holds provided T > T x . We show now that it holds for all x < F (0, T ). To do this letτ x,t be the first hitting time for the process X ε (s) with X ε (t) = x > L 0 /4 to hit L 0 /4. Puttingτ = τ x,0 we see as in Lemma 3.2 that
It follows that there is a constant C(L 0 ) depending only on L 0 such that
Gronwall's inequality therefore yields,
Withτ as in (4.16) we then have that (4.17)
for a constant C(L 0 ) depending only on L 0 , where T x is defined by X 0 (T x ) = 0.
Again from the Ito lemma we have that (4.18)
Now by the Kolmogorov inequality we have that for η > 0,
We also have that 
We finish the proof of (4.8). For x < F (0, T ) note that T x < T . We take η in (4.19) so that η < L 0 /4 and consider the event |X ε (T x ∧τ ) − X 0 (T x ∧τ )| < η . We evidently must haveτ < T x for this event. Since then |L 0 /4 − X 0 (τ )| < η the stopping timeτ must be close to the time required for the classical trajectory to go from x to L 0 /4. Now by starting the diffusion X ε at time t =τ and using (4.10), (4.14) we conclude that (4.8) holds.
To complete the proof of the lemma we need to show (4.6). For x > F (0, T ) one has T x > T whence the event |X ε (T x ∧τ ) − X 0 (T x ∧τ )| < η has high probability. Ifτ > T then τ x,0 > T so we consider the situationτ < T . Since |L 0 /4−X 0 (τ )| < η in this case, the stopping timeτ must again be close to the time required for the classical trajectory to go from x to L 0 /4. Using our previous argument we can estimate the time taken for the diffusion X ε started at time t =τ at L 0 /4 to hit 0. For ε small this is close to the time for the classical trajectory, whence τ x,0 > T with high probability. We conclude that
This completes the proof of (4.6) for x 0 = 0. The argument for x 0 > 0 is similar. Lemma 4.2. Let c ε (x, t), L ε (t), t ≥ 0, be a solution of the system (1.7), (1.11) with initial data c 0 (x) satisfying c 0 (x) ≥ 0, x ≥ 0, Proof. Let us first consider the classical LSW system (1.6), (1.7) and let Λ(t), t ≥ 0, be the mean particle volume as in (1.14). Then one has by Jensen's inequality that L(t) ≤ Λ(t) and it is also easy to see that Λ(t) is an increasing function. For x ≥ 0 let w 0 (x) be defined by
From (4.3) we have that Λ(t) = 1/w 0 (F (0, t)) and one can further see that F (0, t) < t. Noting that Λ(0) is given by
we see that To do this we use the formula (3.1) for L(t) which, if we denote by w(x, t) the LHS of (4.3), is the same as
Since F (x, t) < x + t we have that
We have then that 
In view of (4.2) we have that 0 < F (δ, t) − F (0, t) < δ. The continuity of Λ(·) follows now from the continuity of w 0 (·). To show continuity of L(·) we note that since
there exists for any η > 0 an x η > 0 such that (4.20)
We consider the integral (4.21)
Using the continuity of w 0 (·) and (4.2) we conclude that δ can be chosen sufficiently small that the integral in (4.21) is bounded in absolute value by η. Hence from (4. 20) we have that
This last inequality and the continuity of Λ(·) implies the continuity of L(·).
Next we wish to apply the previous argument to the system (1.7), (1.11). Let Λ ε (t) be as in (1.14), whence it follows that Λ ε (t) is an increasing function of t and Λ ε (0) = Λ(0). From (4.5) we have that
where w ε (x, T ) = 1 and w ε is a solution to the adjoint equation as in Lemma 4.1.
It is easy to see from (4.7) that
where X ε (s) is the solution to the stochastic equation,
We shall show that there is a positive constant γ(T, ε 0 ) depending only on T and ε 0 such that
To see this we argue as in Lemma 4.1. Thus from Ito's lemma applied to (4.23) we have that
On using the inequality,
we see then that
It follows from the Gronwall inequality that
We also have from (4.23) that
whence one has that
Using now (4.25) and the Hölder inequality we conclude that (4.26)
. Choosing η = x/2 in (4.26) we see that there is an x T ≥ 2T such that the RHS of (4.26) divided by η 2 does not exceed 1/2 provided x ≥ x T , 0 < ε ≤ ε 0 . Furthermore there exists ε T > 0 such that we may take x T = 2T if ε is in the region 0 < ε ≤ ε T . We conclude that
To complete the proof of (4.24) then we need to show that
This can be demonstrated using perturbation theory. Choose an integer N and points x j = 2jT /N, j = 0, 1, ..., N + 1. Now define p j , j = 1, ..., N by
Probability X ε (t) with X ε (0) = x j exits the interval x j−1 , x j+1 in time greater than T /N .
Then the LHS of (4.28) is bounded below by p 1 · · · p N . To estimate the p j we choose N large enough so that the Dirichlet Green's function for the interval [x j−1 , x j+1 ] can be expanded in a converging perturbation series as in Lemma 3.1. The integer N can be chosen dependent only on T because ε T < ε < ε 0 . One can thus show that the solution of the diffusion equation corresponding to (4.23) with initial data 1 and Dirichlet boundary conditions is bounded below by a constant depending only on T at x = x j , t = T /N . Hence we obtain a lower bound on p j and thus have established (4.28).
We have now from (4.22), (4.24) that
whence Λ ε (T ) is uniformly bounded above for 0 < ε ≤ ε 0 provided T ≤ Λ(0)/4. Arguing as before we can obtain a uniform lower bound on L ε (t), 0 ≤ t ≤ Λ(0)/4. To do this we write
whence for any a > 0,
Now in the same way as we obtained (4.29) we see from this that there is a positive constant K Λ(0) depending only on Λ(0) such that
We have shown that the functions Λ ε (·), L ε (·), 0 < ε ≤ ε 0 , are uniformly bounded above and away from zero in the interval 0 ≤ t ≤ Λ(0)/4. Next we show that they are equicontinuous. To do this we use a formula analogous to (4.22) . Thus for δ > 0 we write
where w ε (x, t) is a solution to the adjoint equation as in Lemma 4.1 with terminal data specified at t = T . The terminal data is given by
where X ε (s) satisfies the stochastic equation (4.7). It is easy to see that
where X ε (s) satisfies the stochastic equation (4.23). We can use (4.26) then to estimate the RHS of (4.32). Thus on setting T = δ and η = √ δ + x/2 in (4.26) we see from (4.32) that w ε (x, T ) satisfies the inequalities,
where C(ε 0 ) is a constant depending only on ε 0 . We shall show that if w ε (x, T ) satisfies (4.33) then the RHS of (4.31) is small for small δ, uniformly in ε, 0 < ε ≤ ε 0 . To see this we first consider the case where 0 < ε < δ 1/4 . Let X ε (s) satisfy (4.7) and Y ε (s) the corresponding deterministic equation,
We obtain an estimate on the size of the difference X ε (T ) − Y ε (T ) when X ε (0) = Y ε (0) = x, which is similar to (4.26). Letting τ x be the first exit time from the interval (0, ∞) for the process X ε (s) started at x at s = 0 we have as in the derivation of (4.25) that
where L 0 is a lower bound on L ε (·). We conclude that 
Setting y(t) to be the LHS of (4.36) we see that
Integrating this last inequality we conclude that
Using (4.35) we see from (4.37) that X ε (t ∧ τ x ) differs from Y ε (t ∧ τ x ) by O(ε 1/3 ). Recall now that the function w ε (x, 0) in (4.31) is given by the formula,
where w ε (x, T ) satisfies (4.33). It is easy to see that the RHS of (4.31) is small for small δ uniformly in ε, 0 < ε < ε 0 , if we replace X ε (T ) in (4.38) by Y ε (T ). In fact let a ε have the property that if
. We conclude therefore that w ε (x, 0) satisfies the inequalities,
for a constant K depending only on ε 0 . Since c 0 (·) is an L 1 function (4.39) implies that the RHS of (4.31) is small for small δ, uniformly in ε, 0 < ε < ε 0 .
We can extend the argument in the previous paragraph to estimate the actual function w ε (x, 0) of (4.38) by using (4.37). In fact one sees using the Chebyshev inequality and w ε (·, T ) ≤ 1 that
Here we are using the assumption ε < δ 1/4 . Next we show that w ε (x, 0) is small if x < a ε − δ 1/24 . To see this first note that for such an x then Y ε (t) with Y ε (0) = x satisfies Y ε (t) = 0 for some t = t ε satisfying t ε < T − δ 1/24 . Now from (4.37) one has then that X ε (t ε ∧ τ x ) < O(δ 1/12 ) with high probability. We need to show that this implies that τ x < T with high probability. We consider the probability that the diffusion X ε (t) with X ε (t ε ) = x hits 0 before time t ε + δ 1/24 . This is greater than the probability of the diffusion Y ε (s) defined by (4.9) with Y ε (0) = x hitting 0 before time δ 1/24 . Let I δ be the interval [0, δ 3/48 ], and u ε (x) be the probability that Y ε (s) with Y ε (0) = x exits I δ through 0. As previously u ε (x) is given by the formula,
where h ε (z) is defined by (4.11). Next let v ε (x) be the expected time for the diffusion Y ε (s) with Y ε (0) = x to exit I δ . Then there is the inequality, (4.41)
Comparing the RHS of (4.41) to the formulas obtained after (4.14) we conclude that if 0 < x < δ 7/96 then the RHS of (4.41) is bounded by O(δ 1/32 ). Combining this with the Chebyshev inequality applied to (4.37) we conclude
The inequalities (4.40), (4.42) now imply that the RHS of (4.31) is small for small δ, uniformly in ε, 0 < ε < δ 1/4 . To complete the proof of the equicontinuity of the functions Λ ε (T ) we need to consider the case δ 1/4 < ε < ε 0 . Our goal will be to show that
for some constant K depending only on ε 0 , L 0 . It follows that w ε (x, 0) is also bounded by the RHS of (4.43), whence the RHS of (4.31) is small for small δ, uniformly in ε, δ 1/4 < ε < ε 0 . To establish (4.43) we shall use perturbation theory to solve the terminal-boundary value problem for w ε (x, t) on the domain 0 < x < L 0 , T − δ 1/4 < t < T . The terminal data satisfies (4.33). The boundary data at x = 0 is zero and we may estimate the boundary data at x = L 0 from (4.33), (4.37). Thus since t > T − δ 1/4 we have as before from the Chebyshev inequality that
We proceed in a similar way to Lemma 3.3. Thus we write w ε (x, t) = w 1,ε (x, t)+ w 2,ε (x, t) where w 1,ε has zero boundary data and w 2,ε has zero terminal data. To estimate w 1,ε , let G D (x, y, t) be the Dirichlet Green's function for the interval [0, L 0 ], where G D is given by the formula (3.16). Similarly to (3.17) we define K ε,T (x, y, t) by
Consider now the function
Then one has that ∂v ε ∂t
where g ε may be estimated as in Lemma 3.1. Observing that
we conclude that there is a constant C depending only on ε, L 0 such that
To estimate w 2,ε we note that w 2,ε has the representation,
where τ x,t is the first exit time from [0, L 0 ] for the diffusion X ε (s), s > t, with X ε (t) = x. Hence from (4.44) we conclude that
The inequality (4.43) follows now from (4.46), (4.48) since ε > δ 1/4 . This completes the proof of the equicontinuity of the functions Λ ε (T ), 0 < ε < ε 0 , in the interval 0 < T < Λ(0)/4.
Next we show equicontinuity of the functions L ε (·), 0 < ε < ε 0 , in the same interval. Analogously to (4.20) we show that for any η > 0 there exists x η > 0 such that
for all ε, 0 < ε < ε 0 . Observe that for A > 0, (4.50)
From (4.35) there is the inequality,
for some constant K depending only on L 0 , ε 0 , T . Hence
for a constant K 1 depending only on L 0 , ε 0 , T . It follows easily from (4.51) that the RHS of (4.50) can be made arbitrarily small by choosing A sufficiently large. Now the existence of x η satisfying (4.49) follows.
To complete the proof of equicontinuity of L ε (·) we need to show that
for sufficiently small δ > 0, provided 0 < ε < ε 0 . As in (4.31) we write
Thus to prove (4.52) we need to get estimates on the functions w ε,a which are similar to the estimates we obtained for a = 0, but which are uniform for a satisfying 0 ≤ a ≤ 2x η . This is a straightforward extension of the method we used for the case a = 0. We have proved equicontinuity of Λ ε (T ), L ε (T ), 0 < ε < ε 0 , in the interval 0 < T < Λ(0)/4. We wish to extend this now to arbitrary values of T . To see this suppose L ε (·) is bounded below by L 0 > 0 in the interval [0, T ]. Then there is a constant A depending only on L 0 , T, ε 0 such that
This follows from (4.50) and (4.51). To show that L ε (·), Λ ε (·) remain bounded beyond the interval [0, T ] we note that (4.55)
From (4.54), (4.55) we see that there is a constant K > 0 depending only on L 0 , T, ε 0 and Λ ε (T ) such that
We proceed now as previously using the same methodology as we used to prove (4.29).
Theorem 4.1. Let c ε (x, t), L ε (t), 0 < x, t < ∞, be the solution to the diffusive LSW problem (1.7), (1.11) with initial data c 0 (x) satisfying
Denote by c 0 (x, t), L(t), the solution of the LSW problem (1.6), (1.7) with the same initial data. Then there are for all x, t ≥ 0 the limits,
Proof. From Lemma 4.2 we have that the functions L ε (t), 0 < ε < ε 0 , are equicontinuous on any finite interval [0, T ]. Hence there is a subsequence ε j , j = 1, 2, ..., with lim j→∞ ε j = 0 such that L ε (t) converges uniformly on the interval [0, T ] as ε → 0 through the sequence {ε j } to a continuous function L(t). By Lemma 4.1 it follows that the first identity in (4.56) holds, where c 0 (x, t) is the solution to (1.6). Since (1.7) also holds for c ε (·, t) , it follows from (4.56) that (1.7) must hold for c 0 (·, t), whence c 0 (x, t) is the solution to the LSW problem (1.6), (1.7). By uniqueness for the solution to the LSW problem, we can then conclude that (4.56) holds as ε → 0 through the reals.
Convergence of Coarsening Rate
Finally we wish to show that the rate of coarsening for the diffusive LSW problem (1.7), (1.11) converges as ε → 0 to the rate of coarsening for the LSW model (1.6), (1.7). To do this we will prove that c ε (x, T )dx is differentiable w.r. to T .
Proof. Let w ε (x, t, T ), t < T, x > 0, be the solution of ∂w ε /∂t = −L * t,ε w ε , w ε (x, T, T ) = 1, w ε (0, t, T ) = 0, t < T , where L * t,ε is given by (4.4). Then we have
We shall show by perturbation theory that for t < T such that T − t is sufficiently small, the function w ε (x, t, T ) is differentiable w.r. to T and the derivative is a bounded function. This will prove the result since the function v ε (x, t, T ) = −∂w ε (x, t, T )/∂T satisfies ∂v ε /∂t = −L * t,ε v ε , t < T , with boundary condition v ε (0, t, T ) = 0.
Observe that 1 − w ε satisfies the diffusion equation with zero terminal data and boundary data 1 at x = 0. We shall show how to construct this function using perturbation theory. We first restrict ourselves to some finite interval 0 < x < ε. Let w 1,ε (x, t, T ), t < T, 0 < x < ε, be the solution of ∂w 1,ε /∂t = −L * t,ε w 1,ε , w 1,ε (x, T, T ) = 0, w 1,ε (0, t, T ) = 1, w 1,ε (ε, t, T ) = 0, t < T, 0 < x < ε. Just as in (3.22) w 1,ε can be represented in terms of the Dirichlet Green's function G ε (x, y, t, s) for the interval. Thus
As in (3.23) we can represent G ε in a series expansion,
where K ε,T is given by (4.45). The function g n,ε,T is given by the recursion formula,
Now as in (3.24) there is a universal constant C > 0 such that
Hence the series (5.3) converges for T − t < ε/C. If we formally differentiate the RHS of (5.5) w.r. to T we are led to expect the inequality,
It is easy to see that (5.6) holds for n = 0. For n = 1 we use (5.4). Writing
ds, one can easily see that the derivative of the first integral on the RHS of (5.7) w.r. to y is bounded by the RHS of (5.6) for n = 1. To estimate the derivative of the second integral we need to integrate by parts. We argue as in (3.27). Thus
We substitute the RHS of (5.8) into the second integral in (5.7) as the expression for ∂g 0,ε,T (y ′ , y, s)/∂y. We then integrate by parts w.r. to y ′ for the first term, and s for the last two terms in (5.8) . It is easy to see from this that (5.6) holds for n = 1. Hence (5.6) holds by induction for all n ≥ 0. It follows then from (5.3) that
Note that to obtain (5.9) for n = 0 we need to use the representation (5.8) and integrate by parts. Hence if (T − t) < ε/C the series in (5.3) for the derivative ∂G ε (x, y, t, T )/∂y converges, and we conclude that
for some constant C. Now from (5.2), (5.10) we see that w 1,ε (x, t, T ) is differentiable w.r. to T and is given by the formula
We return to consideration of the function w ε (x, t, T ). If X ε (s) is the diffusion process associated with L *
where τ x,t is the first hitting time at 0 for X ε (s), s ≥ t. Suppose that 0 < x < ε and let τ 1,x,t be the first exit time from the interval [0, ε] for X ε (s), s ≥ t, with X ε (t) = x. If X ε (τ 1,x,t ) = ε denote by τ 2,x,t > τ 1,x,t the first hitting time at ε/2. The density dµ x,t (s), s > t, associated with τ 2,x,t is defined by
We can use this density to write 1 − w ε in terms of the function w 1,ε . Thus
It is evident that the series converges and is term by term differentiable w.r. to T , provided (T − t) << ε.
Let us write ρ ε (x, t, T ) = −∂w ε (x, t, T )/∂T where the function w ε (x, t, T ) is given in Lemma 5.1. Then ρ ε (x, t, ·) is the density for the exit time τ x,t at 0 of the diffusion X ε (s) given by (4.7) with X ε (t) = x. Lemma 5.2. There are positive constants c 1 , C 1 > 0 such that if T − t = c 1 ε then ρ ε satisfies the inequality,
Proof. The result follows from Lemma 5.1 provided 0 < x < ε. For x > ε let τ x,t be the first hitting time at ε/2 for the diffusion X ε (s) with X ε (t) = x. Then from the formula (5.12) it will be sufficient to show that (5.13)
For any non-negative integer N let I N be the interval [2 N ε, 2 N +1 ε], and Z ε (s) the diffusion process started at Z ε (t) = x ∈ I N which satisfies the stochastic equation,
We denote by τ 1,x,t the exit time from I N for the process Z ε (s) with Z ε (t) = x. Evidently one has P (τ x,t < T ) ≤ P (τ 1,x,t < T ). We can generate the density for τ 1,x,t by perturbation theory as in Lemma 5.1. The series converges provided (T − t)/2 N/3 ε << 1 If we take x ∼ 2 N +1/2 ε then one sees that provided T − t = c 1 ε for some sufficiently small universal constant c 1 there is the inequality,
where C 1 is also a universal constant. The inequality (5.13) follows.
From Lemma 5.2 we see that the integral of the function ρ ε (·, t, T ) is bounded independent of ε as ε → 0 provided T − t ∼ ε. We shall show that the integral is in fact close to 1 for T − t = O(1) as ε → 0.
Lemma 5.3. There exists δ 0 > 0 such that if δ satisfies 0 < δ < δ 0 then one can find ε(δ) > 0 for which the following inequality holds:
Proof. We first show that (5.15) holds in an averaged sense. Thus let 0 < η < δ/2. We shall see that there exists ε(δ, η) > 0 such that for 0 < ε < ε(δ, η) there is the inequality,
Let τ x,t be the first hitting time at 0 for the diffusion process X ε (s) associated with L * s,ε , where X ε (t) = x. Then (5.16) is the same as
Now (5.17) will follow if we can estimate P (τ x,t > T ) sufficiently accurately for T − t ∼ δ. In particular we show that P (τ x,t > T ) ∼ 1 if x is slightly larger than T − t (depending on δ and ε) and P (τ x,t > T ) ∼ 0 if x is slightly less than T − t.
To do this we proceed as in Lemma 4.1. We consider the situation when x is large. For Z ε (s) satisfying (5.14) let τ x be the first exit time for the diffusion Z ε (s) with Z ε (t) = x from the interval [x/2, 2x]. Then P (τ x,t < T ) ≤ P (τ x < T ). Now one has
It follows that provided (T − t) < x/4 there is the inequality,
Hence one can choose ε(δ) so that if ε < ε(δ) the integral in (5.17) over x > 8δ is negligible. For x < 8δ we see just as in the derivation of (4.14) that
for any η ′ > 0, where K is a constant independent of ε and δ. The inequality (5.17) follows from (5.18) and (5.19) .
To obtain the pointwise estimate (5.15) we use the fact that ρ ε (x, t, T ) satisfies the equation ∂ρ ε /∂t + L * t,ε ρ ε = 0, ρ ε (0, t, T ) = 0. Let c ε (x, s), s > t, satisfy the adjoint equation ∂c ε /∂s = L s,ε c ε , c ε (0, s) = 0, s > t, c ε (x, t) = 1, x > 0. Then one has that
From (1.11) we see that c ε (x, t) is given by the expectation value, (5.21)
where X ε (s ′ ) is the diffusion process satisfying
with X ε (s) = x. Note that the process X ε (s ′ ) is running backwards in time. The stopping time τ x,s is the first hitting time for the process on the boundary x = 0. From (5.21) we see that c ε (x, s) < 1, s > t. Hence by taking T − s ∼ ε we can conclude from Lemma 5.2 that the LHS of (5.20) is uniformly bounded as ε → 0 for any fixed t < T . Let ρ ′ ε (x, t, T ) be the density for the diffusion Z ε which corresponds to the density ρ ε (x, t, T ) for X ε . Using the time translation invariance of Z ε we have from the inequality (5.16) for ρ
where c ′ ε is given by an expectation similar to (5.21) . Using the fact that the integral on the RHS of (5.24) is concentrated at x ∼ δ and (5.21) for c ′ ε , we conclude from (5.23) that one can choose ε(δ) such that for 0 < ε < ε(δ) one has the pointwise in time estimate
The inequality (5.15) follows if we can show that ρ ′ ε (·, T − δ, T ) and ρ ε (·, T − δ, T ) are close.
We first compare ρ ε (x, t, T ) and ρ ′ ε (x, t, T ) when T −t = c 1 ε as in Lemma 5.2. To do this we write ρ ε (x, t, T ) as a sum over walks on the numbers 0, 1/2, 1, 2, ..., 2 N , where 2 N ε ∼ 1. For a walk X(n), n = 0, 1, 2, ... we take X(0) > 0. If 0 < X(n) < 2 N then X(n + 1) can be either of the neighbors of X(n). If X(n) = 2 N then X(n + 1) = 0. Finally let τ be defined by X(τ ) = 0 and X(n) > 0, n < τ . Then for x = 2 n ε for some integer n with −1 ≤ n ≤ N we have that
Here ρ ε (x, x ′ , s, s ′ ) is the density at x ′ at time s ′ for the diffusion X ε (·) of (4.7) with X ε (s) = x exiting the interval I x where
. Just as we derived (5.10) we see that there are positive universal constants C 1 , C 2 such that
It follows that we may assign transition probabilities on the walks X(·) so that 
, εX(n), s n−1 , s n . Now using the perturbation method of Lemma 5.1 we see that
provided x = 2 n ε for any integer n, −1 ≤ n < N . Since 2 N ε ∼ 1 the inequality (5.29) also holds for x = 2 N ε. This follows from (5.26). Just as we derived (5.27) we have from (5.29) that
whence it follows that
provided T − t = c 1 ε and x < O(1). For x > O(1) the inequality (5.30) follows from Lemma 5.2.
We shall now use (5.30) and (5.20) to compare the integrals of ρ ε (·, t, T ) and ρ ′ ε (·, t, T ) when T − t = δ. In fact we have
where c ′ ε is the analogous expectation for the diffusion Z ε which corresponds to c ε for X ε . Since c ε (x, T − c 1 ε) < 1 it follows from (5.30) that the first integral on the RHS of (5.31) is small. We shall show the second integral is also small by obtaining pointwise estimates on the differences c ′ ε (x, s) − c ε (x, s) for s ∼ δ + t and x > 0. In fact, in view of Lemma 5.2, we may restrict ourselves to obtaining an estimate on the difference when x = O(ε).
To carry this out we consider the representation for c ′ ε analogous to the representation (5.21) for c ε . Let Y ε (s ′ ) be the diffusion process satisfying (5.32)
with Y ε (s) = x. If we allow the diffusions X ε (s ′ ) of (5.22) and Y ε (s ′ ) of (5.32) to be driven backwards in time by the same Brownian motion dW (s
is the first hitting time at 0 for X ε (s ′ ) with X ε (s) = x and τ ′ x,s is similarly defined for Y ε (s ′ ), then τ x,s ≥ τ ′ x,s . Now similarly to (5.21) we have the representation,
If we compare (5.21), (5.33) and use the fact that τ x,s ≥ τ
We conclude from the previous inequality that
We shall estimate each term on the RHS of (5.34). Note that for the purposes of doing this estimate we may replace
. We consider the first term which is the same as P τ ′ x,s < t − P (τ x,s < t). We shall estimate this by obtaining an upper bound on P τ ′ x,s < t and a lower bound on P (τ x,s < t). We have now that for 0 < x < δ 2 ,
Letting u ε (x) be the first probability on the RHS of (5.35) we have that
The solution to (5.36) is given by the formula,
Observe that u ε (x) ≃ 1 for x > O(ε). We estimate the second probability on the RHS of (5.35) by calculating the expected time to exit [0, δ 2 ]. Letting τ x be the time to exit and
We can write v ε (x) as an integral w.r. to the Dirichlet Green's function G ε (x, y) for the equation (5.38). Thus we have
where G ε (x, y) is given by the formula, (5.39)
if x < y, and (5.40) 
Hence we see from (5.39) that G ε (x, y) < 1 if x < y. Using the fact that (1 + x/ε) 1/3 h ε (x) is a decreasing function, we similarly see from (5.40) that G ε (x, y) < 1 for x > y. Thus v ε (x) < δ 2 , whence by Chebyshev the second term on the RHS of (5.35) is smaller than 2δ.
To obtain a lower bound on P (τ x,s < t) observe first that
Letting u ε (x) be the first probability on the RHS of (5.42) we have that
It is evident that the difference between the RHS of (5.37) and the RHS of (5.43) converges to zero as ε → 0 provided 0 < x < δ 2 /2. To estimate the second probability on the RHS of (5.42) we let τ x be the time to exit [0, 2
Arguing as we did previously we have that
It follows from (5.44), (5.45 ) that the second probability on the RHS of (5.42) converges to 1 as ε → 0. We conclude that the first term on the RHS of (5.34) is bounded by 4δ as ε → 0, uniformly in x for 0 < x < δ 2 /2. We turn to the second term on the RHS of (5.34). Letting τ x be the exit time of X ε (s ′ ) with X ε (s) = x from the interval [0, 2 √ δ], then if we put
Hence v ε (x) is given in terms of the Dirichlet Green's function for (5.46) by
Arguing as we did for the Green's function (5.39) we see that for δ sufficiently small G ε (x, y) ≤ 2, whence v ε (x) ≤ 12δ 1/6 . To bound the second term on the RHS of (5.34) we need to add to it paths for which τ x < δ and X ε (τ x ) = 2 √ δ. Such a path can eventually wander back to x = √ δ and then we can estimate by v ε ( √ δ) the contribution to the integral of X ε (s ′ ) −2/3 until the path again hits 2 √ δ. Thus the second term on the RHS of (5.34) is bounded by
for some constant K. Note the last term on the RHS of (5.46) is to take account of the integral of
We are also using (5.44), (5.45) to see that P (τ √ δ < δ) < 1/2 for small ε. We consider the final term on the RHS of (5.34). Let τ x be the time taken for the diffusion X ε (s ′ ), s ′ < s, with X ε (s) = x to exit the interval [0, 2 √ δ], and let τ ′ x be the corresponding time for
Hence the final term on the RHS of (5.34) is bounded by
Letting u ε (x) be the first term in (5.48) we see that We can see from (5.37) that P X ε (s − τ x ) = 0 << 1 if x > O(ε). Hence from our estimates on the Green's function (5.39) we conclude from (5.50) that v ε (x) ≤ Cε for 0 < x < 2 √ δ, where C is a constant. Now using the Chebyshev inequality to bound the RHS of (5.49) we see that u ε (x) ≤ Cε/δ, 0 < x < 2 √ δ. Next we consider the second and third terms in (5.48). The sum of these two terms is given by u ε (x) − v ε (x) where u ε (x) satisfies It is easy to see from (5.37) that
We may also easily estimate the difference in the Green's functions (5.39) for (5.51) and (5.52) to conclude that |u ε (x) − v ε (x)| ≤ Cε 1/3 for 0 < x < 2 √ δ. We estimate the last term in (5.48) in a similar way to how we estimated the second term on the RHS of (5.34). We see that it is bounded by ε 2/3 /δ 1/3 . We have therefore appropriately bounded the third term on the RHS of (5.34), whence the result follows. To do this we use the representation, (5.54) ρ ε (x, 0, T ) = E [ρ(X ε (t), t, T ) ; τ x,0 > t |X ε (0) = x] , where X ε (s) is a solution to (4.7) with X ε (0) = x and τ x,0 is the first hitting time at 0. We choose now t = T − c 1 ε so we can bound ρ ε (·, t, T ) from Lemma 5.2. It follows from Lemma 5.2 that for x > F (0, T ) then (5.55) ρ ε (x, 0, T ) ≤ C ε exp −(x/8ε) 5/3 + P (X ε (t) < x/2 ; τ x,0 > t) .
It is evident that the first term on the RHS of (5.55) is small. We shall show that the second term is also small provided x >> 1 + O(T ). To do this let τ x be the exit then v ε (x) = u η (x) satisfies (5.56) with f (x) ≥ λ and v ε (0) = 1, v ε (δ) > 1. We conclude therefore that provided 4ηλ < α 2 there is the inequality, E e λτx ≤ u η (x), 0 < x < δ, whence P (τ x > t) ≤ e −λt u η (x), t > 0.
If we optimize now w.r. to λ we conclude that P (τ x > t) satisfies the inequality, (5.57) P (τ x > t) ≤ exp − (tα − x) 2 /4ηt , 0 < x < αt.
It follows that if 0 < x < δ and δ is sufficiently small, depending on T , that lim ε→0 ρ ε (x, 0, T ) = 0, uniformly in x.
We can apply the arguments of the previous two paragraphs to show that for any δ > 0 then lim ε→0 ρ ε (x, 0, T ) = 0 uniformly for x in the interval 0 < x < F (0, T ) − δ.
In fact we have the inequality, (5.58) P (τ x,0 > t |X ε (0) = x) ≤ P sup For the solution to (4.1) with x(0) = x < F (0, T ) − δ, let η be defined by x(T − η) = (1 − ρ)δ/2 for some small ρ > 0 to be determined. Then X c ε (t − η) ≤ δ/2 for small ε, whence (5.58) holds for sufficiently small ε. We can choose now ρ > 0 small enough so that η ≥ (1 + 2ρ)δ/2. In that case both terms on the RHS of (5.58) go to zero exponentially in 1/ε 2/3 as ε → 0. We have therefore proved (5.53).
We complete the proof of the theorem by showing that 
Discussion
This paper is primarily concerned with the study of a diffusive version of the LSW model and the convergence of its solutions on any finite time interval as the coefficient of diffusion ε goes to 0 to solutions of the classical LSW model. This is a first step towards showing that solutions of the diffusive LSW equation behave similarly to solutions of the LSW equation for arbitrarily large time. In particular, one expects that solutions of the diffusive LSW equation coarsen in a fashion similar to solutions of LSW. Thus the average cluster volume is expected to increase linearly in time at large times, and this should be uniform in ε for small ε. In Theorem 3.2 we obtained a uniform time averaged upper bound on the rate of coarsening.
Although the effect of the diffusion decreases with time, discussion in the physics literature suggests that it plays an important role in the asymptotic behavior of the solution by acting as a selection principle. Thus at moderate times the diffusion produces a Gaussian tail to initial data (with compact support for example). It is the tail which determines asymptotic behavior, singling out the infinitely differentiable self-similar solution of the LSW model.
The paper begins with a derivation of the diffusive LSW model from the BeckerDöring model. The least justified step in the derivation is the imposition of a Dirichlet boundary condition, which cuts off interaction between clusters of large volume and clusters of O(1) volume that are almost in equilibrium at large time. The boundary condition is imposed at a particular cluster volume. One can see that this is a significant simplification since it implies that after the condition is imposed, the monomer density is for all subsequent times strictly larger than its equilibrium value. Despite this issue, the derivation of the diffusive LSW model from the BD model does offer a strategy for attempting to understand the mechanism of coarsening in the BD model. In order to carry it through one will have to understand in a precise way how a boundary condition is imposed on the diffusive LSW model by the BD dynamics.
There has been some previous literature showing in an almost mathematically rigorous way a connection between solutions of the LSW and BD models. The key assumption required in this work is a type of upper bound on the coarsening rate for the BD model. It is not clear how this is related to the boundary condition assumption discussed in the previous paragraph. One should note however that a positive lower bound on the monomer density minus its equilibrium value, which is a consequence of the Dirichlet boundary condition, is a type of upper bound on the coarsening rate.
