The single-index model is a statistical model for intrinsic regression where the responses are assumed to depend on a single yet unknown linear combination of the predictors, allowing to express the regression function as E[Y |X] = f ( v, X ) for some unknown index vector v and link function f . Estimators converging at the 1-dimensional min-max rate exist, but their implementation has exponential cost in the ambient dimension. Recent attempts at mitigating the computational cost yield estimators that are computable in polynomial time, but do not achieve the optimal rate. Conditional methods estimate the index vector v by averaging moments of X conditioned on Y , but do not provide generalization bounds on f . In this paper we develop an extensive non-asymptotic analysis of several conditional methods, and propose a new one that combines some benefits of the existing approaches. In particular, we establish √ n-consistency for all conditional methods considered. Moreover, we prove that polynomial partitioning estimates achieve the 1-dimensional min-max rate for regression of Hölder functions when combined to any √ n-consistent index estimator. Overall this yields an estimator for dimension reduction and regression of single-index models that attains statistical and computational optimality, thereby closing the statistical-computational gap for this problem.
Introduction
Consider the standard regression problem of estimating a function F :
where the X i 's are independent realizations of a predictor variable
and the ζ i 's are realizations, independent among themselves and of the X i 's, of a random variable ζ modeling noise. Under rather general assumptions on ζ and the distribution ρ of X, if we only know that F is s-Hölder regular (and, say, compactly supported), it is well-known that the min-max nonparametric rate for estimating F in L 2 (ρ) is n −s/(2s+d) [22] . This is an instance of the curse of dimensionality: the rate slows down dramatically 1 as the dimension d increases. Many regression models have been introduced throughout the decades to circumvent this phenomenon; see, for example, the classical reference [45] . When the covariates are intrinsically low-dimensional, concentrating on an unknown lowdimensional set, several estimators have been proved to converge at rates that are optimal with respect to the intrinsic dimension [3, 32, 33, 39, 40] . In other models, the domain may be high-dimensional, but the function itself is assumed to depend only on a small number of features. A classical case is the so-called single-index model, where F has the structure
for some index vector v ∈ R d (that we may assume unitary without loss of generality) and link function f : R → R. In this context one may consider different estimation problems, depending on whether f is known (e.g. in logistic regression) or both f and v are unknown. We are interested in the latter case. Clearly, if v was known we could learn f by solving a 1-dimensional regression problem, which may be done efficiently for large classes of functions f . So the question is: what is the price to pay for not knowing v?
It was conjectured in [45] that the min-max rate for regression of single-index models is n −s/(2s+1) , that is, the min-max rate for univariate functions: no statistical cost would have to be paid. This rate was proved for pointwise convergence with kernel estimators in [25, Theorem 3.3] and [26, Section 2.5] , where it was also observed that the index can be learned at the parametric rate n −1/2 . Based on these results or on similar heuristics, a wide part of literature focused on index estimation, setting aside the regression problem. From this perspective, the main point is that the estimation of the index v can be carried out at parametric rate in spite of the unknown nonparametric nonlinearity f . A proof of Stone's conjecture (for convergence in L 2 (ρ)) can be found in [22, Corollary 22.1] .
Granted that the estimation of the index does not entail additional statistical costs (in terms of regression rates), a different but no less important problem is determining the computational cost to implement a statistically optimal estimator for the single-index model. The rate in [22, Corollary 22 .1] is obtained by a least squares joint minimization over v and f , but no executable algorithm is provided. [20] proposed an adaptive algorithm aggregating local polynomial estimators on a lattice of the unit sphere, yielding a universal min-max estimator, although at the expense of a possibly exponential number of operations Ω(n (d−1)/2 ). While a heuristic faster algorithm is therein also proposed, its statistical effectiveness is unknown.
Several other methods for the estimation of v or f were developed over the years. A first category includes semiparametric methods based on maximum likelihood estimation [28, 24, 14, 15, 16, 8, 9] . M-estimators produce √ n-consistent index estimates under general assumptions, but their implementation is cumbersome and computationally demanding, in that it depends on sensitive bandwidth selections for kernel smoothing and relies on high-dimensional joint optimization. An attempt at avoiding the data sparsity problem was made by [13] , which proposed a fixed-point iterative scheme only involving 1-dimensional nonparametric smoothers. Alternatively, methods such as the average derivative estimation (ADE [44, 25, 27] ), the outer product of gradients estimation (OPG [50] ) and the minimum average variance estimation (MAVE [50, 49] ) directly estimate the index vector exploiting its proportionality with the derivative of the regression function. Early versions of these methods suffer from the curse of dimensionality due to kernel estimation of the gradient, while later iterative modifications provided √ n-consistency under mild assumptions, yet not eliminating the computational overhead. More recently, Isotron [30, 29] and SILO [21] achieved linear complexity, but the proven regression rate, even if independent of d, is not min-max (albeit SILO focuses on the n d regime, rather than the limit n → ∞ as here and most past work). In a different yet related direction, the even more recent [1] showed that convex neural networks can adapt to a large variety of statistical models, including single-index; however, they do not match the optimal learning rate (even for the single-index case), and at the same time do not have associated fast algorithms. All in all, the literature on single-index models seems to express a trade-off between statistical optimality and computational efficiency.
A parallel line of research has been devoted to sufficient dimension reduction [35] in the so-called multi-index model (or a slight extension thereof), where F depends on multiple k < d index directions spanning an unknown index subspace, thus generalizing the singleindex case, and the aim is to estimate this k-dimensional subspace. Along this thread we can find sliced inverse regression (SIR [18, 38] ), sliced average variance estimation (SAVE [10] ), simple contour regression (SCR [37] ) and its generalizations (e.g. GCR [37] , DR [36] ). We call such methods conditional methods, because the estimates they provide are derived from statistics obtained from the conditional distribution of the explanatory variable X given the response variable Y . Conditional methods are appealing for several reasons. Compared to semiparametric methods, their implementation is straightforward, consisting of noniterative computation of empirical moments and having only one "scale" parameter to tune. Moreover, they are computationally efficient and simple to analyze, enjoying √ n-consistency and, in most cases, complexity linear in the sample size and quadratic in the ambient dimension. On the downside, this comes in general at the cost of stronger distributional assumptions, and with no known theoretically optimal choice of the scale parameter [12, p. 75 ]. While conditional methods offer a provable, efficient solution for sufficient dimension reduction, they do not address the problem of estimating the link function on the estimated index space. The very recent preprint [41] introduces a variation of GCR coupled with estimation of the link function; however the analysis in [41] appears fatally flawed in the key step of bounding the regression error conditioned on an estimated (multi-)index subspace, which is a regression problem with nonzero mean "noise" with dependencies on the samples. As we discuss momentarily, one of the important technical contributions of our work is to tackle this problem (via Wasserstein metrics), leading to a rigorous statistical analysis of the joint estimation of many singleor multi-index and link function estimators. We summarize the key properties for these and other aforementioned techniques in Table 1 below.
In this work we introduce a new estimator and a corresponding algorithm, called Smallest Vector Regression (SVR), that are optimal both in the statistical and in the computational sense. We also provide a unifying theoretical framework for single-index Table 1 . Proven rate (up to log factors) and computational cost of several methods for index estimation and/or regression in single-index models, together with salient assumptions on the model.
Performance Assumptions
Proven rate Computational cost models, from which it is easy to derive theoretical guarantees for methods (or slight modifications thereof) other than ours. Our dimension reduction technique falls in the category of conditional methods. Unlike existing studies for similar approaches, we are able to provide a characterization for the parameter selection, and bound both the index estimation and the regression errors. Since regression is performed using standard piecewise polynomial estimates on the projected samples after and independently of the index estimation step, our regression bounds hold conditioned to any index estimation method of sufficient accuracy. Our analysis yields that convergence by proving finitesample bounds in high probability. The resulting statements are stronger compared to the ones in the available literature on conditional methods, where typically only asymptotic convergence, at most, is established. As a side note, SVR has been empirically tested with success also in the multi-index model, but our analysis, and therefore our exposition, will be restricted to the single-index case. In summary, the contributions of this work are:
1. We prove strong, finite-sample convergence bounds, both in probability and in expectation, of several conditional regression methods, existing and new. 2. We introduce a new conditional regression method that combines accuracy, robustness and low computational cost. This method is multiscale and sheds light on parameter choices that are important in theory and practice, and are mostly left unaddressed in other techniques. 3 . We prove that polynomial partitioning estimates are Hölder continuous with high probability with respect to the index estimation error. This allows to bridge the gap between a good estimator of the index subspace and the performance of regression on the estimated subspace. 4 . We prove that all √ n-consistent index estimation methods, and in particular all the conditional methods considered, lead to the min-max 1-dimensional rate of convergence when combined with polynomial partitioning estimates. 5. Using the above, we fill the gap between statistical and computational efficiency in single-index model regression, providing theoretical guarantees of optimal convergence in quasilinear time.
The paper is organized as follows. In Section 2 we review several conditional regression methods for single-index model regression, and introduce our new estimator; in Section 3 we analyze the converge of various methods, including ours; in Section 4 we conduct several numerical experiments, both validating the theory and exploring numerically aspects of various techniques that are not covered by theoretical results; in Section 5 and 6 we collect additional proofs of theorems and technical results. 
Conditional regression methods
We consider the regression problem as in (1) , within the single-index model, with the definition and notation as in (2) . When f is at least Lipschitz, (2) implies ∇F (x) ∈ span{v} for a.e. x; this is the reason why we may refer to v as the gradient direction. Given n independent copies (X i , Y i ), i = 1, . . . , n, of the random pair (X, Y ), we will construct estimators v and f , and derive separate and compound non-asymptotic error bounds in probability and expectation. Our method is conditional in two ways: 1) the estimator v is a statistic of the conditional distributions of the X i 's given the Y i 's (restricted in suitable intervals); 2) the estimator f is conditioned on the estimate v. Several conditional methods for step 1) have been previously introduced, see e.g. [38, 10, 37] . Our error bounds for step 2) are independent of the particular method used in 1), only requiring a minimal non-asymptotic convergence rate. For these reasons, we will introduce our own method for 1) along with other conditional methods, and establish for each one the convergence rate needed to pair it with 2). The common idea of all conditional methods is to compute statistics of the predictor X conditioned on the response Y . Conditioning on Y , one forces the distribution of X as two different modifications of SIR to higher order statistics, which allows in general for better and more robust estimates (see Section 4.1). The fundamental difference between SVR and SAVE is that SVR computes local estimates of the index vector which then aggregates in a global estimate, while SAVE first aggregates local information and then computes a single global estimate. Similarly to SCR, SVR is a second order method and it searches for directions of minimal variance; however, SCR conditions on a level set sliding continuously on the range of the function, while SVR considers fixed conditional distributions on dyadic partitions, as SIR and SAVE. Lastly, the computational cost of SVR is quasilinear as for SIR and SAVE, compared to the quadratic time required by SCR.
Conditional partitioning estimators
In step 2) we use piecewise polynomial estimators in the spirit of [5, 4] : these techniques are based on partitioning the domain (here, in a multiscale fashion), and constructing a local polynomial on each element of the partition by solving a least squares fitting problem. A global estimator is then obtained by summing the local polynomials over a certain partition (possibly using a partition of unity to obtain smoothness across the boundaries of the partition elements). The degree of the local polynomials needed to obtain optimal rates depends on the regularity of the function, and may be chosen adaptively if such regularity is unknown. A proper partition (or scale) is then chosen to minimize the expected mean squared error (MSE), by classical bias-variance trade-off.
In detail, given an estimated direction v, our step 2) consists of:
2.a) construct a multiscale family of dyadic partitions of [min
2.c) Sum all local estimates f j,k| v over the partition {I j,k| v } k∈Kj :
The final estimator of F at scale j and conditioned on v is given by
In SVR, step 2) is carried out on v = v l , yielding for each l a multiscale family of partitions {I j,k|l } j,k , local polynomials { f j,k|l |} j,k and global estimators { f j|l } j . However, we will prove results on the performance of 2) also when v is the output of (our versions of) SIR, SAVE and SCR (Corollary 1), and more in general by any estimator of v with n −1/2 probabilistic convergence rate (Theorem 6).
Note that for SVR, but also for SIR, SAVE and SCR, the final estimator f j|l depends on two scale parameters: l controls the scale in the range, and j controls the scale of the 1-dimensional regression after projection onto v l , and these two scales may be chosen independently. Our analysis yields optimal choices for these two scale parameters; the scale 2 −l at which the direction v is estimated will not be finer than the noise level, while a possibly finer partition with j > l may be selected to improve the polynomial fit, allowing the estimator f j|l to de-noise its predictions, provided that enough training samples are available (see Figure 1 ). For larger l (bottom row) a good accuracy for the index vector v is achieved, and the estimator is able to approximate the function even below the noise level and the non-monotonicity scale (e.g. for j = 6); overfitting occurs for j too large (e.g. j = 12 in this case).
We report below the complete sequence of steps run by SVR. The time complexity of the algorithm is shown in Table 2 . Note that 2.c) has only an evaluation cost, i.e. f j| v does not need to be constructed, but only evaluated.
Algorithm: SVR
standardize data to 0 mean and I d covariance; 
Analysis of convergence
To carry out our analysis we shall make several assumptions on the distributions of X, Y and ζ: (X), (Y) and (Z) are standard assumptions in regression analysis tout court. Note that we start from standardized data, that is, we will not be tracking the (negligible) error resulting from standardization based on data samples. The following is instead typical of single-index models: [17, 23] . Some care is required when assuming both (LCM) and (CCV): imposing (LCM) for every v is equivalent to assuming spherical symmetry [19] , and the only spherical distribution satisfying (CCV) is the normal distribution [31, Theorem 7] . Two possible relaxations of (CCV) are the following upper and lower bounded conditional variance conditions:
We present bounds separately on estimators for v in the next subsection, and on regression of f in subsection 3.2: this will be useful to understand properties of SIR, SAVE and SCR, besides SVR. Our main result, Theorem 6, will give near-optimal bounds on the SVR estimator for F , in both probability and expectation, in the form
for F j| v as in (3), j selected according to Theorem 6, f ∈ C s , s ∈ [ 1 2 , 3 2 ], K a constant independent of n and d, and once assumptions (X), (Y), (Z), (Ω), (LCM'), (LCV) and (Θ) (the latter is discussed below) are satisfied.
Bounds on estimators of the index vector
For SIR, SAVE and SCR, all population statistics will be taken on the distribution of X conditioned on X ∈ B(0, 2d log(4)R). In view of assumption (X) and Lemma 3, neglecting events of probability lower than 2e −cn we may assume X i ≤ 2d log(4)R almost surely for at least n/4 many i's, thus losing only a constant fraction of the samples. Assumption (LCM') is not affected by such conditioning. Uniform boundedness of the samples is required for the application of the Bernstein inequality.
Theorem 1 (SIR). Assume (X) and (LCM'), and that there are l ≥ 1 and α ≥ 1 such that
Let v l be the direction estimated by SIR, as defined in Section 2.1. Then:
Condition (I) says that the variance of the means of the level sets of F is comparable with the variance of X. Thus, it is satisfied whenever f is monotone, or at least "monotone at scale coarser than 2 −l " -this will reappear formally below, in particular in condition (Ω). Note that (I) is the quantized version of E[| v, E[X | Y ] | 2 ] > 0, which is equivalent to saying that E[ v, X | Y ] is nondegenerate, that is, non almost surely equal to a constant.
Theorem 2 (SAVE). Assume (X), (LCM') and (UCV) with R = α = 1, and that there are l ≥ 1 and α ≥ 1 such that, for every w ∈ span{v} ⊥ ∩ S d−1 ,
Let v l be the direction estimated by SAVE as described in Section 2.2. Then:
Theorem 3 (SCR). Assume (X) and (LCM'), and that there are l ≥ 1 and α ≥ 1, such that, for every w ∈ span{v} ⊥ ∩ S d−1 ,
Let v l be the direction estimated by SCR as described in Section 2.3. Then:
The parameter l should be chosen sufficiently large to satisfy (C), but still small enough so that P{| Y − Y | ≤ 2 −l } is high. For conditions sufficient to imply (C), see [37, Theorem 2.3, Theorem 3.1]. The proofs of Theorems 1, 2 and 3 are postponed to Section 5.
We now turn to the analysis of SVR. It is possible to prove that SVR achieves
n , under assumptions (X), (LCM') and (V). We prefer however to work with more interpretable conditions, that better decouple the geometry of the distribution of X and properties of the function f . For this purpose, we introduce:
(Ω) There are ω ≥ 0 and > 0 such that, for every interval C with |C| ≥ ω, f −1 (C) is an interval and |f −1 (C)| ≤ |C|/ .
Assumption (Ω) may be regarded as a large scale sub-Lipschitz property for the setvalued function f −1 . Note that, if f is bi-Lipschitz, then (Ω) is satisfied with ω = 0. However, (Ω) for ω > 0 does not imply that f is monotone; it relaxes monotonicity to monotonicity "at scales larger than ω". In the following, we will condition the statistics Σ l,h on X √ dR and |Y | R. In doing so, we only discard a constant fraction of X i 's and Y i 's with confidence 1 − 4e −cn , thanks to assumptions (X) and (Y) and Lemma 3, while not invalidating assumption (LCM').
We may now state the main result for the SVR estimator of v:
Theorem 4 (SVR). Suppose (X), (Y), (Z), (Ω), (LCM') and (LCV) hold true. Let l be such that |C l,h | max{σ, ω}, h = 1, . . . , 2 l . Then, for n large enough so that n √ log n
log n with probability higher than 1 − e −t .
Moreover, if n log n √ log n α 2 −2 d2 l , then
If, furthermore, |ζ| ≤ σ a.s., then (a) and (b) hold with n/ √ log n replaced by n.
Theorem 4 not only proves convergence for SVR, but also shows that finer scales give more accurate estimates, provided the number of local samples #C l,h is not too small and we stay above the critical scales σ and ω, representing the noise and the non-monotonicity levels, respectively. Without assumption (LCM), both SIR and SVR provide biased estimates of the index vector; it is not known if such bias is removable. Nevertheless, Theorem 4 suggests that the estimation error of SVR could be driven to 0 by increasing l, only limited by the constraint of keeping the scale l larger than max{σ, ω}. On the other hand, for distributions not satisfying the assumptions above, the inverse regression curve can deviate considerably from the direction v, regardless of the size of the noise (see Figure 3 ). In SVR, assuming for a moment monotonicity (ω = 0) and zero noise (σ = 0), choosing the scale parameter l according to the lower bound on n yields a O(n −2 ) convergence rate for the MSE, disregarding log factors.
To prove Theorem 4, we first establish bounds on the local statistics involved in the computation of the estimator of v: Proposition 1. Suppose (Z) and (Ω) hold true. Let C be a bounded interval with |C| ≥ ω. Then:
(a) For every X i such that Y i ∈ C, and for every τ ≥ 1,
If |ζ| ≤ σ a.s., then
To prove (a) we first note that, thanks to (Z), we have ζ i ∈ t≤τ log n Z t for every i with probability higher than 1 − 2n −τ . Conditioned on this event, v,
Thus, by the law of total expectation,
The case where |ζ| ≤ σ almost surely is similar and simpler. For (b), we write
Conditioned on ζ ∈ Z t , assumption (Ω) gives
Proposition 2. Suppose (X), (Y), (Z), (Ω), (LCM) and (LCV) hold true. Then, for every l such that 2 −l / √ α and |C l,h | ≥ max{σ, ω}, h = 1, . . . , 2 l , v is the eigenvector of smallest eigenvalue of Σ l,h , and (V) holds true, that is,
Proof. First of all we condition on C l,h , which is otherwise random since so are min i Y i and max i Y i . We first lower bound λ d−1 (Σ l,h ). We have
Since X is independent of ζ, (2) implies that X is independent of Y given v, X , hence
For the same reason, and using assumption (LCM), we have
Now, let w be a unitary vector orthogonal to v. Then
while assumption (LCV) gives
Moreover, (LCM) implies by [11, Theorem 1.a] that v is an eigenvector of Σ l,h . Therefore,
To upper bound λ d (Σ l,h ) note that, conditioning on |Y i | R, we have |C l,h | R2 −l . Thus, assumption (Ω) implies by Proposition 1(b) that
We finally put together lower and upper bound. Taking 2 −l / √ α yields the desired inequality.
We now establish convergence in probability for the local estimators v l,h . Proposition 3 (local SVR). Suppose (X), (Y), (Z), (Ω), (LCM') and (LCV) hold true. Then, conditioned on #C l,h , for every l such that |C l,h | max{σ, ω}, h = 1, . . . , 2 l , for every ε > 0 and τ ≥ 1,
Proof.
Since v l,h − v ≤ 1, we can assume ε 2 ≤ ε ≤ 1 whenever needed. The Davis-Kahan Theorem [2, Theorem VII.3.1] together with Proposition 2 gives
with Σ = Σ l,h and Σ = Σ l,h . By Proposition 2 and the Weyl inequality we get
We bound Σ − Σ using the Bernstein inequality. First, we introduce the intermediate term
where C = C l,h , µ = µ l,h and µ = µ l,h . We have
Moreover, µ − µ 2 R 2 /α with same probability. We now apply the Bernstein inequality to concentrate v T ( Σ − Σ). By Proposition 1(a) we have, with probability no lower than 1 − 2n −τ ,
hence, taking the expectation (conditioned on C),
Thus, Proposition 1(b) gives
We therefore obtain 
Applying Proposition 3 and taking the union bound over h gives now (a). For (b), we condition on |ζ i | ≤ √ 2τ log nσ for all i's and calculate
where the last inequality follows from Lemma 4. For τ = 2 and n large enough as in the first assumed lower bound, we obtain (b). Analogous computations for the case where |ζ| ≤ σ lead to the final claim.
Conditional regression bounds
In this section we study how partitioning polynomial regression is affected by the projection onto an estimate v of v. We view these as estimators conditioned on v; we first prove that, with high probability, conditional estimators as defined in Section 2.5 differ from an oracle estimator (possessing knowledge of v) by the angle between v and v (Theorem 5). Then, we show that such estimators achieve the 1-dimensional min-max convergence rate (up to logarithmic factors) when conditioned on any √ n-convergent estimate of v (Theorem 6), and thus, in particular, on the v obtained with SIR, SAVE, SCR or SVR (Corollary 1).
To prove Theorem 5 and 6 we need to assume that the distribution ρ of X does not change too much when projected onto directions within a small angle. A version of this property may be formalized as follows:
(Θ) X has an upper bounded density ρ for which there are Θ ∈ (0, 2π] and δ > 0 such that, for every r > 0, angle θ with |θ| ≤ Θ, interval I with |I| ≤ δ, and u ∈ S d−1 with u − v ≤ θ,
where W 1 denotes the 1 st Wasserstein distance.
Intuitively, (Θ) says that the mass of ρ does not move too far when ρ is slightly rotated, and is a continuity property. Note that, if ρ is rotationally invariant, then (Θ) holds trivially with Θ = 2π and any δ > 0. We will also need to impose some regularity on the function f . We recall that a function g : R d → R is C s Hölder continuous (g ∈ C s ) if, for s = k + α, k ≥ 0 an integer and α ∈ (0, 1], g has continuous derivatives up to order k and
x − z α < ∞.
Let v be an estimate of v. For u ∈ {v, v}, let F j|u be a piecewise constant (α < 1) or linear (α = 1) estimator of F at scale j conditioned on u as defined in Section 2.5. Then, for every ε > 0, r ≥ 1 and j such that 2 −j ≥ v − v /t for some t ≥ 1, conditioned on X i ≤ r for all i's, we have
The proof of Theorem 5 is postponed to Section 5. The key tool to obtain the dependence on v − v in the upper bound is the Wasserstein distance. It enables us to bound the difference between statistics computed on the conditional distribution given v rather than v.
We can finally establish the intrinsic min-max convergence rate of a conditional partitioning polynomial estimator. We will focus on one standard class of priors for regression functions, namely the class C s of Hölder continuous functions. Theorem 6. Assume (X), (Y), (Z), (Θ) and f ∈ C s ∩ C s∧1 with s ∈ [ 1 2 , 3 2 ]. Let v be an estimator for v such that
for some A, B ≥ 1 possibly dependent on d and specific parameters. Let F j| v be a piecewise constant (s ≤ 1) or linear (s > 1) estimator of F at scale j conditioned on v, defined as in Section 2.5 on a ball of radius r, and 0 outside. Then, setting 2 −j √ B(log n/n) 1/(2s+1) and r = 2d log n 2s/(2s+1) R we have: An −ν for some κ(d, R, B, F, |f | C s∧1 , |f | C s , s).
The dependence of all constants upon d, A and B is polynomial.
Proof. Let α = s ∧ 1 so that f ∈ C s ∩ C α . We first prove (b). Let us start by isolating the error outside a ball B(0, r):
where, in view of Lemma 5,
To lighten the notation, from this point we will spare writing the conditioning X ∈ B(0, r). Let us split the mean squared error E[| F j| v (X) − F (X)| 2 ] into a bias and a variance term:
where F j|v is the population version of F j|v . Since, by assumption, f ∈ C s , the bias term
(see [40, Section 3.2] ). Now we need to bound the variance. We introduce the intermediate term F j|v , the oracle estimator computed along the true direction v. Thus,
The second term can be bounded in expectation as in [40, Proposition 13] :
To obtain a bound for the first term, we write
By assumption ( V) we get
On the other hand, Theorem 5 along with assumption ( V) gives
hence, using Lemma 4,
In order to balance the tail (T), the bias (B) and variance terms (V1), (V2) and (V3), we choose r = 2d log n 2s/(2s+1) R ,
which leads to (For (V2), exp(−n2 −2j /B) = exp(−n(log n/n) 2 2s+1 ), bounded by n −1 for s ≥ 1 2 . For (V3), n − 1 2−α ≤ n − 2s 2s+1 for all α = s ∈ (0, 1] and for α = 1 and all s > 0; moreover,
≤ n − 2s 2s+1 for all α = s ≥ 1 2 and for α = 1 and all s ≤ 3 2 .) Collecting the constants we obtain (b). We now turn to (a). Outside B(0, r), (T) reads
On X ∈ B(0, r), again skipping the conditioning, we have
where the last term is bounded by |f | C s R s B s 2 d s 2 log s 2 n(log n/n) s/(2s+1) by (B). The middle term can be concentrated with standard calculations (see e.g. [40] ), to obtain
Setting ε = c ν log s 2 n (log n/n) s/(2s+1) , the right hand side becomes
Finally, in view of Theorem 5 and assumption ( V), for
The bound (a) follows by taking c ν large enough.
The additional logarithmic factors in (a) and (b) are exclusively due to the unboundedness of the distribution and can be avoided in the bounded case.
As a direct consequence of our findings on index estimation and conditional regression, we obtain:
Let v be estimated by SIR, SAVE, SCR or SVR under the assumptions of Theorems 1, 2, 3 or 4, respectively. Then v satisfies assumption ( V), and therefore the assertions (a) and (b) of Theorem 6 hold true for each of the four methods, with constants depending polynomially on d.
Numerical experiments
In this section we conduct numerical experiments to demonstrate that the theoretical results above have practical relevance and to investigate how relaxations of the assumptions affect the estimators. In order to highlight specific aspects of different algorithms we use three different functions to conduct our experiments. The first two are
Both functions are smooth. F 1 is monotone and thus we may choose ω = 0, while F 2 is non-monotone, thus condition (Ω) is satisfied only for ω > 0. This allows us to explore the behavior of v under monotonicity or lack thereof, and how the estimators are effected by the choice of the scales l and j. To investigate the convergence rate of the regression estimator F , we use a monotone function F 3 which is piecewise quadratic on a random partition and continuous. The domain of x, and its dimension d, will be specified in each experiment. F 1 , F 2 , F 3 are shown in Figure 2 . 
Estimating the index vector v
Here we compare the performances of SIR, SAVE, SCR and SVR in estimating the index vector v. We consider two settings S1, S2, corresponding to two different non-elliptical distributions for X: ρ X,1 , ρ X,2 ; ρ X,1 is a standard normal N (0, 1) in one coordinate, and a skewed normal with shape parameter α = 5 in the other coordinate; ρ X,2 is uniform on the triangle with vertices (0,0),(1,1),(0,1); all distributions are normalized to have zero mean and standard deviation equal to one. Note that in both settings condition (LCM) is not satisfied. For each setting we draw n = 1000 i.i.d. samples and generate the response variable Y i = F (X i ) + ζ i using functions F 1 and F 2 , where ζ i ∼ N (0, σ 2 ). We use different levels of noise setting σ equal to the 0%, 1% and 2% of |f (−4) − f (4)|. We chose v = (1/ √ 5, 2/ √ 5) for setting S1, and v = (1, 0) for setting S2. The results in Table  3 show the detailed performance of SIR, SAVE, SCR and SVR for all settings, functions, and noise levels. We notice that SCR has overall good performances, especially in setting S1, but its quadratic computational cost makes the average computational time 2 to 3 orders of magnitude larger than the one of the other methods. SVR and SAVE have similar performance, although SVR produces most of the times slightly better estimates, especially in S2 where it also outperforms SCR. Note that the cases of F 1 with 1% noise and F 2 with zero noise produce similar results. This is consistent with the intuition that noise and non-monotonicity levels play a similar role in the accuracy of the estimators.
In Figure 3 we show graphically how the empirical inverse regression curve may drift away from v, resulting in a poor SIR estimate. On the other hand, the local gradients used by SVR provide good local estimates.
To investigate more extensively the performance of SVR in estimating v, we perform another experiment: we draw X from a 10-dimensional standard normal distribution, and to generate the response variable we use function F 2 plus an additive Gaussian noise with standard deviation σ = 0.01|f 2 (−4) − f 2 (4)|. We repeat the experiment for different values of the sample size n. Results are shown in Figure 4 . The left inset shows that the error in v stabilizes at scales comparable to the noise level σ, which suggests that the assumption |C l,h | σ is needed. The right plot shows that the rate of the error of v, for scales l coarser than the noise level, is approximately − 1 2 , which is again consistent with Theorem 4.
Estimating the regression function F
In this section we perform some experiments to support our theoretical results regarding the regression estimator obtained with SVR. The first experiment we perform consists on drawing X i , i = 1, ..., n, from a d-dimensional standard Normal distribution and obtain Y i = F 3 (X i ) + ζ i where ζ i ∼ N (0, σ 2 ). Here we use function F 3 because we want to limit the function smoothness in order to obtain concentration rates comparable with the min-max rate with s = 1. We vary the dimension d = 5, 10, 50, 100, the size of the noise σ, equal to the 5% and 10% of |f 3 (−4)−f 3 (4)|. To investigate the convergence rates of the estimator we repeat each experiment for different sample sizes n. In Figure 5 we show the empirical MSE, averaged over 10 repetitions, as a function of the sample size, in logarithmic scale, for both our estimator and the k-Nearest-Neighbor (kNN) regression. We see that the MSE of the SVR estimator decays with a rate slightly better than the optimal value −2/3, independently from the dimension d and the noise level σ: this is all consistent with Theorem 6. As expected, kNN-regression has a convergence rate which severely deteriorates with the dimension (curse of dimensionality). We can also notice that the MSE drops far below the noise level, which confirms the de-noising feature of the SVR estimator.
To explore the behavior of the empirical MSE as a function of the scales l and j we conduct another experiment: we draw X from a 10-dimensional standard normal distribution, and obtain the response variable Y = F 2 (X) + ζ, with ζ Gaussian noise with standard deviation σ = 0.01|f 2 (−4) − f 2 (4)|. Figure 6 shows the behavior of the log 10 (MSE), obtained with SVR, for different values of l, j and n. To obtain robust estimates in regions with high Monte Carlo variability, in regimes where our results do not hold, the errors are averaged over 50 repetition of each setting with a 10% trimming. By observing each row, we notice that the MSE reaches its minimum for low values of l and stays constant for larger l. By looking at the plot column-wise, we observe the bias variance trade-off, with coarse scales giving rough estimates, and fine scales resulting in overfitting. As expected, as the sample size grows, the optimal scale j increases. Notice that, since v l − v ≤ 1, we may assume ε 2 ≤ ε ≤ 1, and we will make these substitutions in the probability exponential bounds wherever is convenient. For the first term, we use Lemma 1 with t = ε/2 l αd for the h's such that P{Y ∈ C l,h } ≤ 2 −l , and with t = P{Y ∈ C l,h }ε/2 l/2 αd for the h's such that P{Y ∈ C l,h } > 2 −l . This gives that the first term is bounded by ε with probability 1 − C2 l exp(−cnε 2 /α 2 2 l d 2 ). We now deal with the second term. For all h's s.t. P{Y ∈ C l,h } ≤ ε/α2 l d we have directly
For all other h's, we condition on #C l,h ≥ 1 2 E#C l,h = 1 2 nP{Y ∈ C l,h } up to events of probability lower than C exp(−cnP{Y ∈ C l,h }) ≤ C exp(−cnε/α2 l d), thanks to Lemma 1. We finally apply the Bernstein inequality: for P{Y ∈ C l,h } ∈ (ε/α2 l d, 1/2 l ], we have P µ l,h − µ l,h > Rε 2 l P{Y ∈ C l,h }α √ d d exp −c nε 2 α 2 2 l d 2 ;
and for P{Y ∈ C l,h } > 1/2 l P µ l,h − µ l,h > Rε α √ d d exp −c nε 2 α 2 2 l d 2 .
The union bound over h gives (a), while (b) follows from (a) and Lemma 4.
Thus we can assume P{Y ∈ C l,h } > ε/α 2 d 2 2 l , and condition on #C l,h > nP{Y ∈ C l,h } with confidence 1 − C exp(−cnε/α 2 d 2 2 l ), thanks to Lemma 1. We split Σ l,h − Σ l,h = Σ l,h − Σ l,h − ( µ l,h − µ l,h )( µ l,h − µ l,h ) T with Σ l,h = 1 #C l,h h (X i = µ l,h )(X i − µ l,h ) T 1{Y i ∈ C l,h }, and use the Bernstein inequality to concentrate Σ lh − Σ l,h and µ l,h − µ l,h . For P{Y ∈ C l,h } ∈ (ε/α 2 d 2 2 l , 1/2 l ] we get P Σ lh − Σ l,h > ε 2 l P{Y ∈ C l,h }α 2 d d exp −c nε 2 α 4 2 l d 4 ;
and for P{Y ∈ C l,h } > 1/2 l P Σ lh − Σ l,h > ε α 2 d d exp −c nε 2 α 4 2 l d 4 .
Similarly for µ l,h − µ l,h . Summing these bounds over h yields (a), and (b) follows by Lemma 4.
Proof of Thm 3. The calculations in [35, Theorem 6.1] show that under (LCM) (and even without (CCV)) one has
where P is the orthogonal projection onto span{v}. Hence, v is an eigenvector of K l , and, by assumption (C), it is the eigenvector of smallest eigenvalue. Moreover, the matrix
differs from K l only by the factor ρ l = P{|Y − Y | ≤ 2 −l }. Using the Davis-Kahan theorem [43, Theorem 2] and assumption (C) we obtain
Concentration inequalities for U-statistics (see [42] ) now imply
This gives (a), which in turn implies (b) by Lemma 4.
Proof of Thm 5. First, we set out some notation and exclude some low-probability events. In all expressions E X [·] we will drop the random variable X and simply write E[·]. We define ρ to be the distribution of X, and ρ(· | E) the conditional distribution of X given X ∈ E. All integrations in dρ(x) are implicitly taken on x ∈ B(0, r). Let u ∈ {v, v}; when a property is stated for u, it is meant to hold for both v and v. Abusing the notation, we write I j,k|u for {x ∈ R d : u, x ∈ I j,k|u }.
Thanks to the Hölder continuity of F , we can restrict to the sets I j,k|u with ρ(I j,k|u ) ε 2 /#K j |f | 2 C α r 2α .
We further condition on the event #I j,k|u nρ(I j,k|u ) for all k's,
which has probability at least 1 − C#K j exp(−c nε 2 /#K j |f | 2 C α r 2α ), thanks to Lemma 1. For two probability measures µ and ν, we define the Kantorovich distance
We can now work to establish the main bound. We start with decomposing Let us first focus on B. Observe that, for all k with ρ(I j,k|v ∩ I j,k | v ) > 0, |v T (I j,k|v ∪ I j,k | v )| r(2 −j + v − v ) tr2 −j , hence, using the Hölder continuity of F and the sub-Gaussian tail inequality [47, Proposition 5.10] (recall (E2)), we have | F j| v (X) − F j|v (X)| 2 t 2 |f | 2 C α r 2α 2 −2jα + ε 2 #K j ρ(I j,k|v \ I j,k| v ) with probability higher than 1 − C exp(−c nε 2 /#K j σ 2 ). Thus, since ρ(I j,k|v \ I j,k| v ) v − v and #K j = 2 j , we obtain
We now pass to A. For x ∈ I j,k|v ∩ I j,k| v we can write
where f j,k| v (t) = b j,k| v + m j,k| v t, f j,k|v (t) = b j,k|v + m j,k|v t are our local empirical estimators with respect to the estimated direction v and the oracle direction v, respectively. Let us separate the constant and the linear components. Defining
x j,k|u = 1 #I j,k|u i
We first approach the constant part: | b j,k| v − b j,k|v | ≤ C 1 + C 2 + C 3 with ≤ |f | C α K α (ρ(· | I j,k| v ), ρ(· | I j,k|v ))
≤ |f | C α W 1 (ρ(· | I j,k| v ), ρ(· | I j,k|v ))
where in the last inequality we have used assumption (Θ).
We now take care of the linear part, for which we can assume α = 1. We have
Defining 
Note that | Var j,k|u | ≤ r 2 2 −2j , | Cov j,k|v | ≤ |f | C 1 r 2 2 −2j and | Cov j,k| v | ≤ t|f | C 1 r 2 2 −2j . Introducing The Bernstein inequality (together with (E1) and (E2)) yields P{| Var j,k|u − Var j,k|u | r 2 2 −2j } ≤ C exp(−c nρ(I j,k|v )) ≤ C exp(−c nε 2 /#K j |f | 2 C 1 r 2 ).
Thus | Var j,k|u − Var j,k|u | r 2 2 −2j , and hence Var j,k|u r 2 2 −2j , with probability higher than 1 − C exp(−c nε 2 /#K j |f | 2 C 1 r 2 ). Moreover, thanks to [6, Theorem 3.1], 1 #I j,k|u i u T (X i − x j,k|u )ζ i 1{X i ∈ I j,k|u } r2 −j ε #K j ρ(I j,k|u ) with probability higher than 1 − C exp(−c nε 2 /#K j σ 2 ). Therefore,
with probability higher than 1 − C exp(−c nε 2 /#K j |f | 2 C 1 r 2 }). Now, | x j,k| v − x j,k|v | ≤ x j,k| v − x j,k| v + x j,k| v − x j,k|v + x j,k|v − x j,k|v .
The middle term is bounded by
x j,k| v − x j,k|v ≤ W 1 (ρ(· | I j,k| v ), ρ(· | I j,k|v )) r v − v , thanks to assumption (Θ). For the first and third terms, applying the Bernstein inequality (and (E1),(E2)) we get
x j,k|u − x j,k|u ≤ t −1 |f | −1 C 1 ε #K j ρ(I j,k|u ) with probability higher than 1 − C exp −c nε 2 /#K j t 2 |f | 2 C 1 r 2 . We are now left to estimate | Cov j,k| v − Cov j,k|v | and | Var j,k| v − Var j,k|v |. First, we break down | Cov j,k| v − Cov j,k|v | ≤ } ≤ C exp −c nε 2 /#K j |f | 2 C 1 r 2 .
The quantity | Var j,k| v − Var j,k|v | can be estimated through an analogous decomposition. We can finally put all the terms together, and taking the union bound over the K j 's completes the proof.
Proofs of technical results
In our proofs, we make use of the following Lemma to ensure that we have enough local samples, or to concentrate the empirical measure on the underlying distribution. Lemma 1. Let X be a random variable, and let X 1 , . . . , X n be independent copies of X. Given a measurable set E, define ρ(E) = P{X ∈ E} and ρ(E) = n −1 i 1{X i ∈ E}.
Then P{| ρ(E) − ρ(E)| > t} ≤ 2 exp − nt 2 /2 ρ(E) + t/3 .
In particular, for t = ρ(E)/2 we have P ρ(E) / ∈ 1 2 ρ(E), 3 2 ρ(E) ≤ P | ρ(E) − ρ(E)| > 1 2 ρ(E) ≤ 2 exp − 3 28 nρ(E) .
Proof. The bound follows by a direct application of the Bernstein inequality to the random variables 1{X i ∈ E}.
When working with possibly unbounded distributions, we need some control on their tails. A common choice is to assume sub-Gaussian decay. We recall that a random variable X is sub-Gaussian of variance proxy R 2 if
A random vector X ∈ R d is sub-Gaussian if u, X is sub-Gaussian for every u ∈ S d−1 . In particular, bounded and normal distributions are sub-Gaussian. Lemma 2. Let X ∈ R d be a sub-Gaussian vector with variance proxy R 2 . Then P{ X > t} ≤ 2 exp − t 2 2dR 2 .
Proof. Let X k be the k-th coordinate of X. Then E exp
The result follows from [48, Proposition 2.5.2].
The lemma below shows that most samples from a d-dimensional sub-Gaussian distribution of variance proxy R 2 fall into a ball of radius √ dR.
Lemma 3. Let X 1 , . . . , X n be independent copies of a sub-Gaussian vector X ∈ R d with variance proxy R 2 . Then, for every α ≥ 2 and β ∈ (0, 1), P #B(0, 2d log(2α)R)) < 1 − 1 α βn ≤ 2e We often carry out the following integration to obtain expectation bounds from bounds in probability. The following Lemma describes the expected decay of a Hölder function of a sub-Gaussian vector outside a large ball. This result is useful to bound the mean squared error on the tails of a sub-Gaussian distribution, where the strong decay of the measure can offset poor pointwise predictions. 
