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Abstract
We study graphs whose adjacency matrices have determinant equal to 1 or −1, and characterize certain
subclasses of these graphs. Graphs whose adjacency matrices are totally unimodular are also character-
ized. For bipartite graphs having a unique perfect matching, we provide a formula for the inverse of the
corresponding adjacency matrix, and address the problem of when that inverse is diagonally similar to a
non-negative matrix. Special attention is paid to the case that such a graph is unicyclic.
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1. Introduction and preliminaries
Let G be a graph with adjacency matrix A. Evidently if A is invertible, then its inverse is an
integral matrix if and only if det(A) = ±1. In a similar vein, if A is singular, there is a full rank
submatrix, say B, so that the rows and columns of A can be permuted and partitioned as
A =
[
B C
CT D
]
,
where A and B have equal rank (see [9, p. 179]). If det(B) = ±1, then the reduced row echelon
form for A is the integral matrix
∗ Corresponding author. Tel.: +1 306 585 4352; fax: +1 306 585 4020.
E-mail addresses: s_akbari@sharif.edu (S. Akbari), kirkland@math.uregina.ca (S.J. Kirkland).
0024-3795/$ - see front matter ( 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2006.10.017
4 S. Akbari, S.J. Kirkland / Linear Algebra and its Applications 421 (2007) 3–15[
I B−1C
0 0
]
(see [1] for more on the reduced row echelon form for certain classes of graphs). These observations
prompt our interest in graphs whose adjacency matrices have determinant 1 or −1, and those
graphs are the subject of this paper.
Throughout this paper, we consider simple graphs with no loops or multiple edges, and we will
use standard terminology and ideas from both graph theory and matrix theory. We refer the reader
to [3] for background on the former and to [11] for background on the latter. For convenience, we
recall a few key notions that will be used in the paper.
We denote a path and a cycle on k vertices, by Pk and Ck , respectively. A forest is a graph with
no cycles, and a connected forest is known as a tree. A graph is called unicyclic if it is connected
and contains exactly one cycle. A matching of a graph G is a subgraph of G which is 1-regular.
The number of edges in a matching is called its size. A maximum matching is a matching with
largest size. A perfect matching of G is a spanning matching of G. Clearly, if G has a perfect
matching, then the number of vertices of G is even. A vertex is a pendant vertex if it has degree
1; a pendant edge is an edge that is incident with a pendant vertex. Let G be a graph with vertex
set {v1, . . . , vn}. The adjacency matrix of G is the n × n matrix A such that Aij is 1 if vi and vj
are adjacent and is 0 otherwise. We will occasionally use det(G) to denote the determinant of the
adjacency matrix for G.
Remark 1. Let G be a bipartite graph with two parts of sizes m and n. Let
A =
[
0 B
BT 0
]
be the adjacency matrix of G. If m /= n, then B does not have full rank and so det(A) = 0. If
m = n, then we have det(A) = (−1)n(det(B))2. Clearly, every perfect matching ofG corresponds
to a transversal in B with all cells 1, and conversely. Consequently, if G has no perfect matching,
then det(G) = 0. If det(G) = 1, then the number of perfect matchings is odd. Also if G has
exactly one perfect matching, then det(G) = (−1)n.
Recall that a unimodular matrix is a square matrix with determinant 1 or−1, while a rectangular
matrix is called totally unimodular if each of its minors is −1, 0 or 1. Similarly, a square matrix
is called principally unimodular if each of its principal minors is −1, 0, or 1. Consequently, we
will say that a graph is unimodular, totally unimodular or principally unimodular, according as
its adjacency matrix is unimodular, totally unimodular or principally unimodular, respectively.
Similarly, we will say that a graph is unital if its adjacency matrix has determinant 0, 1 or −1.
Evidently, the class of unital graphs properly includes the class of unimodular graphs.
A signed bipartite graph is a bipartite graph in which each edge is given a weight of −1 or
+1. The weight of a cycle in a signed bipartite graph is the sum of the weights of its edges. A
signed bipartite graph is called restricted unimodular if the weight of any cycle in G is divisible
by 4. There is a natural correspondence between a signed bipartite graph G and its {−1, 0, 1}
adjacency matrix A, where the rows and columns of A are indexed by the vertices of G, with
Aij = −1, 0, 1, according as the edge between vertices vi and vj has weight −1, is absent, or has
weight +1, respectively. The following result is due to Commoner [5].
Theorem A. A signed bipartite graph that is restricted unimodular has a totally unimodular
adjacency matrix.
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Fig. 1. G is totally unimodular but not restricted unimodular.
Consider the graph G shown in Fig. 1. Evidently, G is bipartite, but if each edge weight is 1,
then it is not restricted unimodular. A straightforward check shows that G is totally unimodular,
so that the converse of Theorem A fails.
An elementary graph is a graph G, each component of which is either a single edge or a cycle;
let s(G) denote the number of components that are cycles. The following theorem of Harary (see
[2, p. 44, 50]) uses elementary graphs to compute the determinant.
Theorem B. For any graph G, we have
det(G) =
∑
(−1)|E()|−s()2s(),
where the summation is over all spanning elementary subgraphs  of G. Equivalently, we have
det(G) =
∑
f (r, s)(−1)r2s ,
where f (r, s) is the number of spanning elementary subgraphs with s cycles and r + s edges.
Corollary 1. Let F be a forest on n vertices. If F does not have a perfect matching, then det(F ) =
0. If F has a perfect matching, then det(F ) = (−1)n/2.
Corollary 2. If n is odd, then det(Cn) = (−1)n−12. If n ≡ 0 mod 4, then det(Cn) = 0, while if
n ≡ 2 mod 4, then det(Cn) = −4.
Remark 2. If a graph G has no perfect matching, then its determinant is an even number. Thus
unimodular graphs have an even number of vertices.
2. Unital and unimodular graphs
In this section, we explore constructions of and characterizations for unital and unimodular
graphs.
Theorem 1. Let A be an n by n integral symmetric matrix with even entries on the main diagonal.
Then (i) if n ≡ 0,mod 4, then det(A) ≡ 0 or 1, mod 4; (ii) if n ≡ 2 mod 4; then det(A) ≡ 0 or
−1 mod 4.
Proof. We proceed by induction onn, and note that ifn = 2, then the assertion holds. Now suppose
that n > 2 is even. If all entries of A are even, then det(A) is 0 mod 4. Thus we may assume that
there exists a principal submatrix of A, say P =
[
x1 y
y x2
]
, where x1 and x2 are even and y is odd.
We have P−1 =
[−x2 y
y −x1
]
mod 4. Writing, without loss of generality, A =
[
P BT
B C
]
, we have,
from the Schur complement formula for the determinant, det(A) = det(P ) det(C − BP−1BT) =
−det(C − BP−1BT)mod 4. It is easily checked that C − BP−1BT is a symmetric integral matrix
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each of whose entries on the diagonal are even; applying the induction hypothesis now yields the
desired conclusion. 
The following is immediate from Remark 2 and Theorem 1.
Corollary 3. Let G be a graph of order n. If det(G) = 1, then n is divisible by 4, while if
det(G) = −1, then n is congruent to 2 mod 4.
The proof of the next lemma is simple and we omit it.
Lemma 1. Let G be a graph with pendant vertex v which is adjacent to w. Then det(G) =
−det(G \ {v,w}). In particular, G is unimodular (respectively, unital) if and only if G \ {v,w}
is unimodular (respectively, unital).
Theorem 2. Let G be a unicyclic graph. Then det(G) ∈ {0,±1,±2,±4}.
Proof. By Lemma 1 there is a subgraph of G, say H , whose connected components are either
the cycle or are trees and such that |det(G)| = |det(H)|. By Corollary 2, the determinant of every
cycle is 0,−4 or ±2, while by Corollary 1, the determinant of every forest is −1, 0, or 1. The
conclusion now follows. 
Theorem 3. Suppose that G is a unicyclic graph. Then G is unimodular if and only if G has a
unique perfect matching.
Proof. Suppose that G has n vertices, and that its cycle has length k. We proceed by extended
induction on n − k; note that if n − k = 0, G is not unimodular by Corollary 2, and G does not
have a unique perfect matching. Suppose that the statement holds for unicyclic graphs having at
most m vertices off of the cycle, and that n − k = m + 1. Let v be a pendant vertex of G, adjacent
to w, say, and let H = G \ {v,w}. Since any perfect matching of G contains the edge between
v and w, we see that the perfect matchings of G are in one-to-one correspondence with those
of H . Also, by Lemma 1, G is unimodular if and only if H is unimodular. From the induction
hypothesis and Corollary 1, we see that G is unimodular if and only if it has a unique perfect
matching. 
Corollary 4. Let G be a graph. Then every edge-induced subgraph of G is unital if and only if
the length of each cycle of G is divisible by 4.
Proof. If every edge-induced subgraph of G is unital, it follows from Corollary 2 that every cycle
of G has length divisible by 4. Conversely, if every cycle of G has length divisible by 4, then any
subgraph of G is bipartite and, since each edge weight is 1, is restricted unimodular. Theorem A
now yields the result. 
3. Totally unimodular graphs
It is well known that a graph is bipartite if and only if its incidence matrix is totally unimodular,
see [2, p. 35]. In this section, we focus on graphs whose adjacency matrices are totally unimodular.
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The assertions of the next result follow readily from Theorem A, and Corollary 2 and Theorem
A, respectively.
Proposition 1
(a) Every forest is totally unimodular.
(b) Let U be a unicyclic graph. Then U is totally unimodular if and only if the length of its
cycle is divisible by 4.
Our next result draws a further connection between bipartite graphs and unimodularity.
Lemma 2. Let G be a principally unimodular graph. Then G is bipartite, and no vertex-induced
subgraph of G is a cycle of length congruent to 2 mod 4.
Proof. Assume that G contains an odd cycle and that C is a shortest odd cycle in G. Then G
has C as an induced subgraph, and by Corollary 2, det(C) = ±2, a contradiction. The second
assertion follows from Corollary 2. 
The graph shown in Fig. 2 is bipartite, and contains no vertex-induced subgraphs equal to C6.
However, the corresponding adjacency matrix has determinant 4, so the graph is not principally
unimodular. Thus the converse to Lemma 2 fails.
Theorem 4. Let G be a graph. The following are equivalent:
(i) G is totally unimodular;
(ii) G is principally unimodular;
(iii) The adjacency matrix of G can be written as
A =
[
0 B
BT 0
]
,
where B is (0, 1) and totally unimodular.
Proof. Evidently, (i) implies (ii). To see that (ii) implies (iii), suppose that G is a principally
unimodular graph. By Lemma 2, G is bipartite, so there exists a matrix B such that the adjacency
matrix of G can be written as A =
[
0 B
BT 0
]
.
Fig. 2. Counterexample to the converse of Lemma 2.
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Denote the two parts of the vertex set by U and V , say with |U | = m and |V | = n. Let
I ⊆ {1, . . . , m} and J ⊆ {1, . . . , n} be two sets of the same sizes, and denote the submatrix of
B corresponding to I and J by C. Let J + m = {j + m|j ∈ J }. Let D be the submatrix of A
corresponding to rows and columns I ∪ (J + m). Since A is a principally unimodular matrix
we have det(D) ∈ {−1, 0, 1}. But det(D) = (−1)|I | det2(C) and thus det(C) ∈ {−1, 0, 1}, as
desired. Hence B is totally unimodular, so that (ii) implies (iii).
The fact that (iii) implies (i) is a straightforward exercise. 
Remark 3. From Theorem 4, we see that the problem of characterizing all totally unimodular
graphs is equivalent to that of characterizing all totally unimodular (0, 1) matrices. We note that
a result of Camion [6] on Eulerian submatrices can be used to check whether a particular (0, 1)
matrix is totally unimodular.
4. Bipartite graphs with a unique perfect matching
Let G be a bipartite graph on n vertices that contains a unique perfect matching, say M . In [10],
Godsil proves that any such graph is unimodular, and discusses the inverse of the corresponding
adjacency matrix. In this section we focus on this class of graphs. Throughout this section we
label the vertices of our graphs by the integers 1, . . . , n.
We say that a path P in G is an alternating path if the two pendant edges of P are in the
matching M , and in addition, that as we traverse the path P , its edges alternate between edges
in M and edges not in M . The following theorem, which can also be deduced from [4, Theorem
2.4], generalizes a result for trees in [12].
Theorem 5. Let G be a bipartite graph on n vertices that contains a unique perfect matching,
and let A be its adjacency matrix. For each pair of vertices i, j of G, let ij be the collection of
alternating paths in G from i to j and for any path P of G, let l(P ) denote its length. Then for
vertices i and j of G, A−1i,j =
∑
P∈ij (−1)
l(P )−1
2 .
Proof. We proceed by induction on n and note that the case n = 2 is straightforward. Suppose
now that G is a bipartite graph on n > 2 vertices, that has a unique perfect matching. From [10],
we find that G has a pendant vertex, so without loss of generality, suppose that vertex 1 is pendant
and adjacent to vertex 2. Then A has the form A =
[
0 1 0T
1 0 uT
0 u B
]
, where B is the adjacency matrix
of the subgraph of G on vertices 3, . . . , n (which also has a unique perfect matching), and where
u is some (0, 1) vector.
Evidently, A−1 =
[
0 1 −uTB−1
1 0 0T
−B−1u 0 B−1
]
, and the expression for A−1i,j follows from the in-
duction hypothesis for i, j = 3, . . . , n. Since vertex 2 is an end point of only one alternat-
ing path, namely the edge between vertices 1 and 2, the desired expressions for A−12,j and
A−1j,2, j =1, . . . , n now follow. Finally, note that for j = 3, . . . , n, each alternating path P in1j
of length l corresponds to an alternating path P̂ inkj of length l − 2, for some vertex k  3 adja-
cent to vertex 2, and vice versa. Hence A−11,j = −uTB−1ej−2 = −
∑
uk=1
∑
P̂∈kj (−1)
l(P̂ )−1
2 =∑
P∈1j (−1)
l(P )−1
2
. 
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Let G be a graph with vertex set {1, . . . , n}. The corona of G is the graph formed from G by
adding n new vertices n + 1, . . . , 2n and joining vertex i to vertex i + n, for any i, 1  i  n. It
is not hard to see that the corona of G has determinant (−1)n.
A straightforward induction proof (that uses the partitioned form of the adjacency matrix in the
proof of Theorem 5) shows that for a tree T with a perfect matching, the inverse of its adjacency
matrix is diagonally similar to a (0, 1) matrix A+ (that necessarily has zero diagonal). Evidently,
A+ can be thought of as the adjacency matrix of a graph; we denote that graph by T + and refer to
it as the dual of T . In [10] it is asserted (but not proven) that such a tree T is isomorphic to T + if
and only if T is the corona of some tree. In Theorem 6 below, we provide a slight generalization
of that statement; note that the equivalence of conditions (ii) and (iii) in Theorem 6 is a special
case of a result in [13].
The next lemma follows immediately from Theorem 5.
Lemma 3. Suppose that T is a tree with a perfect matching. If T contains an alternating path of
length 5, then T + contains a cycle of length 4.
Theorem 6. Suppose that T is a tree on n vertices with a perfect matching, M. The following
are equivalent: (i) T + is a tree; (ii) T + ≡ T ; (iii) T is the corona of a tree on n/2 vertices.
Proof. Suppose that T + is a tree. Assume that there is a non-pendant vertex u of T that is not
adjacent to any pendant vertex. Let v be the vertex of T such that the edge u − v is in M . Since u
and v are not pendant, they are adjacent to some vertices w and x, respectively. As neither w − u
nor v − x is in M , there are vertices y and z such that y − w and x − z are in M . But then the path
y − w − u − v − x − z is an alternating path of length 5, and Lemma 3 yields a contradiction.
We conclude that each non-pendant vertex of T is adjacent to a pendant vertex. Since T has a
perfect matching, in fact each non-pendant vertex of T is adjacent to exactly one pendant vertex.
Hence T is the corona of some tree (necessarily on n/2 vertices).
Conversely, if T is the corona of a tree on n/2 vertices, the latter having adjacency matrix B,
say, then the adjacency matrix of T can be written as A =
[
0 I
I B
]
. Then A−1 =
[−B I
I 0
]
, and
hence T + is isomorphic to T . 
Theorem 7. Let T be a tree with a perfect matching. Then T + is a bipartite graph with a
unique perfect matching. Further, letting A and A+ denote the adjacency matrices of T and T +,
respectively, there is a diagonal matrixD with diagonal entries 1 or −1 such that (A+)−1 = DAD.
Proof. SinceT is bipartite we haveA =
[
0 B
BT 0
]
.By Lemma 2.1 of [10], we may assume thatB is
a lower triangular matrix with all its diagonal entries equal to one. We have A−1 =
[
0 (BT)−1
B−1 0
]
,
and by Theorem 2.2 of [10] there exists a diagonal matrix  with diagonal entries −1 or 1, such
that (B−1) is a (0, 1) matrix. It follows that T + is a bipartite graph with a unique perfect
matching and that A+=
[
0 (BT)−1
B−1 0
]
. 
Theorem 8. Let T be a tree of order 2n with a perfect matching. Then 2n − 1  |E(T +)| (
n+1
2
)
. Moreover for any integer m, 2n − 1  m  (n+12 ), there exists a tree S of order 2n with a
perfect matching such that |E(S+)| = m.
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Proof. According to a result from [10], T + contains T as a spanning subgraph, and so 2n − 1 
|E(T +)|. Also by Lemma 2.1 of [10], if A is the adjacency matrix of T , then A has the form
A =
[
0 B
BT 0
]
, where B is a lower triangular matrix. Hence |E(T +)|  (n+12 ). We will prove
the the second part of the theorem by induction on n, and note that for n = 1 the assertion is
obvious. Suppose that n  2 and consider an integer m such that 2n − 1  m  (n+12 ). By the
induction hypothesis there is a tree T of order 2n with a perfect matching such that |E(T +)| = m.
Consider a pendant vertex of T , say u, and let v be the vertex adjacent to u. Next, construct a
new tree S by joining a path of length 2 to v. It follows that S has a perfect matching and that
|E(S+)| = |E(T +)| + 2. Hence for any integer m such that 2n + 1  m  (n+12 )+ 2, there is a
tree S of order 2n + 2 with a perfect matching such that |E(S+)| = m.
Now assume that m is an integer such that
(
n+1
2
)+ 3  m  (n+12 )+ n + 1. Consider P2n,
with the vertices labelled so that vertices 1 and 2n are pendant, and for each i = 2, . . . , 2n − 1,
vertex i is adjacent to vertices i − 1 and i + 1. Construct the tree Si by joining one vertex of P2
to vertex i of P2n, for some odd i with 1  i  2n − 1. It now follows that
|E(S+i )| = |E(P+2n)| +
2n − i + 3
2
=
(
n + 1
2
)
+ 2n − i + 3
2
and the conclusion follows. 
It follows from Theorem 5 that if F is a forest whose adjacency matrix A is invertible, then
adj(A) is a (0, 1,−1) matrix. Our next result generalizes that observation.
Theorem 9. Let F be a forest of order n with no isolated vertex and with a maximum matching
of size t. Let A be the adjacency matrix of F. Then:
(i) If 2t < n − 1, then adj(A) = 0;
(ii) If 2t = n − 1, then there exists a maximum matching that does not saturate a pendant
vertex.
Denote this pendant vertex 1 and suppose that it is adjacent to vertex 2, and denote the
adjacency matrix of F\{1} by B. Then adj(A) = (−1)txxT, where x =
[
1
−B−1e1
]
.
Proof. (i) A result from [7] asserts that the rank of a forest is twice the size of a maximum
matching. Hence rank(A)  n − 2, so that adj(A) = 0.
(ii) To establish the first statement, we proceed by induction on n, and note that the case n = 3
is straightforward. Suppose now that we have a forest F on n > 3 vertices, none of which is
isolated. Let 1 be a pendant vertex adjacent to vertex 2, and let M be a maximum matching for F .
If 1 − 2 is an edge of M , then consider the forest F\{1, 2} on n − 2 vertices. If F\{1, 2} has an
isolated vertex, then we can generate of matching of F of size n−12 that does not saturate vertex
1. If F\{1, 2} has no isolated vertices, then from the induction hypothesis there is a maximum
matching of F\{1, 2}, say M̂ , of size n−32 that does not saturate a pendant vertex i of F\{1, 2}.
If i is not adjacent to 2 in F , then M̂ ∪ {1 − 2} is the desired matching for F , while if vertex i is
adjacent to vertex 2, the M̂ ∪ {2 − i} is the desired matching for F . The statement now follows.
Next, suppose that M is a maximum matching of size n−12 that does not saturate the pendant
vertex 1. The adjacency matrix of F has the form A =
[
0 eT1
e1 B
]
, and it is straightforward to see
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that the null space of A is spanned by the vector x =
[
1
−B−1e1
]
. Since A adj(A) = adj(A)A = 0,
each row of adj(A) is a scalar multiple of xT, and each column of adj(A) is a multiple of x. Since
adj(A) is symmetric, we have adj(A) = cxxT for some scalar c. The (1, 1) entry of adj(A) is
given by det(B) = (−1)t (since the forest corresponding to B has a perfect matching of size t),
so c = (−1)t , as desired. 
Note that in Theorem 9(ii), B is the adjacency matrix of a subtree with a perfect matching and
so the entries of B−1e1 can be determined by considering alternating paths that have 2 as an end
vertex.
5. A subclass of unicyclic graphs
Godsil [10] has posed the question of characterizing the bipartite graphs having a unique perfect
matching and adjacency matrix A such that A−1 is diagonally similar to a non-negative matrix.
Such a matrix is said to be signable to a non-negative matrix. In this section, we answer Godsil’s
question for the class of unicyclic graphs.
We begin with a general result that is germane to Godsil’s question.
Corollary 5. Let G be a bipartite graph that contains a unique perfect matching, and let A be
its adjacency matrix. Construct a weighted graph Ĝ from G as follows: for each pair of vertices
i, j take i adjacent to j in Ĝ whenever∑P∈ij (−1) l(P )−12 /= 0, and let the weight of that edge be
1 or −1 according as ∑P∈ij (−1) l(P )−12 is positive or negative. Then A−1 is diagonally similar
to a non-negative matrix if and only if the product of the edge weights on any cycle in Ĝ is
1.
Proof. It suffices to consider the case that G is connected. From Theorem 5, the weighted
adjacency matrix Ŵ of Ĝ has the same sign pattern as A−1, so A−1 is diagonally similar to
a non-negative matrix if and only if Ŵ is diagonally similar to a (0, 1) matrix. The result now
follows from a characterization of matrices diagonally similar to a (0, 1) matrix in [8]. 
Let G be a bipartite unicyclic graph with a unique perfect matching. An edge of G is called
a peg if it is in the matching and is incident with exactly one vertex on the cycle in G. Observe
that any such G has at least one peg, otherwise the two perfect matchings of the cycle would
give rise to two perfect matchings of G. Since each vertex on the cycle is incident with an edge
in the matching, and since there is an even number of such vertices, it follows that G has at
least two pegs. Label the vertices of the cycle, by 1, . . . , 2m (m  2) with vertex i adjacent
to vertices i + 1, i − 1 mod 2m, i = 1, . . . , 2m. Suppose that vertex 1 is incident with a peg.
Let i > 1 be the smallest index such that vertex i is incident with a peg. Then for some k  0,
i = 2k + 2, for if not, then i = 1 + 2k, for some k  1. In this case we have a subpath of the cycle
1 − 2 − · · · − 2k − (2k + 1), with pegs at 1 and 2k + 1, but not between. This implies that for
each j = 1, . . . , k − 1, the edge 2j − (2j + 1) is in the matching, leaving vertex 2k not incident
with any matched edge, a contradiction. It follows that for any vertex l on the cycle that is incident
with a peg, the nearest vertices on the cycle incident with a peg are of the form l + 2k1 + 1 and
l − (2k2 + 1), k1, k2  0.
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Lemma 4. Let G be a bipartite unicyclic graph with a unique perfect matching and adjacency
matrix A. Let G˜ be the subgraph consisting of the cycle, the pegs, and all incident vertices, with
adjacency matrix A˜. Then A−1 can be signed to a non-negative (respectively, (0, 1)) matrix if
and only if A˜−1 can be signed to a non-negative (respectively, (0, 1)) matrix.
Proof. Suppose that A−1 can be signed to a non-negative (respectively, (0, 1)) matrix. Since
A =
[
B X
XT A˜
]
, and since both B and A˜ are invertible, it is readily verified that
A−1 =
[
B−1 −B−1XA˜−1
−A˜−1XT B−1 A˜−1
]
and the conclusion for A˜−1 follows.
We prove the converse by induction on the number of vertices. The base case, that A and A˜
have the same order, is trivial. Let 1 − 2 be a pendant edge in the matching that is not a peg, with
vertex 1 as a pendant vertex. Then A =
[
0 1 0T
1 0 uT
0 u B
]
, with A˜ a submatrix of B. Observe that B
is the adjacency matrix of G \ {1, 2}, which is the union of a unicyclic graph U satisfying the
induction hypothesis, and a (possibly empty) collection of trees T1, . . . , Tm, each of which has a
perfect matching. Further, vertex 2 is adjacent to precisely one vertex in each of the connected
components of G \ {1, 2}. Label these vertices to which 2 is adjacent as jU and j1, . . . , jm. Thus
we have A−1 =
[
0 1 −uTB−1
1 0 0T
−B−1u 0 B−1
]
.
It follows from the induction hypothesis, and the fact that the inverse of the adjacency matrix
of each Ti can be signed to a (0, 1) matrix, that B−1 can be signed to a non-negative (respectively,
(0, 1)) matrix. Further, the signing D of B−1 can be chosen so that each of vertices jU and
j1, . . . , jm is assigned a negative sign.
Thus A−1 can be signed to a matrix of the form
[
0 1 −uTD(DB−1D)
1 0 0T
−(DB−1D)Du 0 DB−1D
]
, which is
non-negative (respectively, (0, 1)). 
From Lemma 4, it suffices to consider unicyclic graphs that consist of a cycle and two or more
pendant vertices. The next two results deal with the cases of two pendant vertices, and more than
two pendant vertices, respectively.
Theorem 10. Let U be a unicyclic graph consisting of a cycle of length 2m, and two pendant
vertices, that has a unique perfect matching. Let A be its adjacency matrix.
(a) If m is odd, then A−1 can be signed to a non-negative matrix, but not to a (0, 1) matrix.
(b) If m is even, then A−1 can be signed to a non-negative matrix if and only if the two pegs
are incident with consecutive vertices on the cycle. In that case, A−1 can be signed to be a
(0, 1) matrix.
Proof. Let the cycle be on vertices 1, 2, . . . , 2m, and let the pegs be incident with vertices 1
and 2k + 2, with corresponding pendant vertices u and v (see Fig. 3). The matching contains
the edges u − 1, 2i − (2i + 1), i = 1, . . . , k, v − (2k + 2), (2l + 1) − (2l + 2), l = k + 1, . . . ,
m − 1.
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Fig. 3. Cycle with two pegs.
(a) Since m is odd, by Theorem 5, A−1uv = (−1)k+1 + (−1)m−k = ±2. In particular A−1
cannot be signed to a (0, 1) matrix. Consider the diagonal matrix D whose diagonal entries
are as follows: du,u = d1,1 = 1, d2i,2i = d2i+1,2i+1 = (−1)i , i = 1, . . . , k, d2k+2,2k+2 = dv,v =
(−1)k+1, d2i,2i = d2i−1,2i−1 = (−1)i , i = k + 2, . . . , m. Then DA−1D is a non-negative ma-
trix.
(b) If m − 2  k  1, then consider the two paths between u and v, u − 1 − 2 − · · · − (2k +
1) − (2k + 2) − v, and u − 1 − 2m − (2m − 1) − · · · − (2k + 3) − (2k + 2) − v. We have
A−1u3 = −1, A−132 = 1, A−12v = (−1)k, A2m,v = (−1)m−k−1,
A−12m−1,2m = 1, A−1u,2m−1 = −1.
Thus the directed graph of A−1 has a directed cycle C such that the product of the en-
tries in A−1 corresponding to arcs in C is −1. By Corollary 5, A−1 cannot be signed non-
negatively.
Now suppose that the pegs are incident with vertices 1 and 2m. With the exception of the
pair {u, v}, there is at most one alternating path between any pair of vertices. Also A−1uv = −1 +
(−1)m = 0, so we conclude that A−1 is a (−1, 0, 1)-matrix. For each l = 2, . . . , 2m − 1, 2m,
we have A−1ul = −A−12l , while A−1uv = 0. Hence the pattern of the submatrix of A−1 on row u,
columns 2 − v is subordinate to that of the submatrix of A−1 on row 2, columns 2 − v. Since
the subgraph of U on the vertices 2, . . . , v is a path, it is signable to a non-negative matrix and it
follows that so is A−1. 
Theorem 11. Let U be a bipartite unicyclic graph that consists of a cycle and some pendant
vertices. Suppose that U has at least three pegs, that U has a unique perfect matching, and let
A be the adjacency matrix for U. Let the cycle length be 2m and the number of pegs be 2k. Then
A−1 is signable to a non-negative matrix if and only if m − k is even. In that case, A−1 is signable
to a (0, 1) matrix.
Proof. Label the vertices of the cycle as 1, 2, . . . , 2m and suppose that the pegs are incident with
vertices i0 < i1 < · · · < i2k−1. Note that ij+1 − ij , j = 0, . . . , 2k − 2 and i2k−1 − i0 are all odd.
14 S. Akbari, S.J. Kirkland / Linear Algebra and its Applications 421 (2007) 3–15
Also, between any pair of vertices, there is at most one alternating path, so that A−1 is a (−1, 0, 1)-
matrix. In particular, A−1 is signable to a non-negative matrix if and only if it is signable to a (0, 1)
matrix. Suppose that A−1 is signable to a non-negative matrix, and fix a diagonal matrix D (with
entries ±1 on the diagonal) so that DA−1D is non-negative. For each vertex of U , we define the
sign of that vertex to be positive or negative according as the corresponding diagonal entry of D is
1 or −1. For each edge e in the matching, both of the vertices incident with e must have the same
sign, which we refer to as the sign of e. Since A−1 is signable to a non-negative matrix, alternating
matched edges on the path from the peg at i0 to the peg at i1 must have alternating signs. For each ij ,
let σ(ij ) be the sign of the peg at ij . We find that σ(ij+1) = σ(ij )(−1)
ij+1−ij +1
2 , so in particular,
σ(i2k−1) = σ(i0)(−1)
i2k−1−i0+2k−1
2
. However, we also have σ(i2k−1) = σ(i0)(−1)
2m−i2k−1+i0+1
2 ,
so necessarily (−1) i2k−1−i0+2k−12 = (−1) 2m−i2k−1+i0+12 , that is, (−1)m−k = (−1)i2k−1−i0−1. Since
i2k−1 − i0 is odd, we find that m − k must be even.
The converse is straightforward. 
Here is the main result of this section; it follows from Lemma 4, Theorems 10 and 11.
Theorem 12. Let G be a bipartite unicyclic graph having a unique perfect matching. Let the
cycle be of length 2m, and suppose that there are 2k pegs. Let A be the adjacency matrix of G.
(a) A−1 is signable to a (0, 1) matrix if and only if one of the following holds:
(i) k  2 and m − k is even,
(ii) k = 1, m is even and the vertices on the cycle incident with pegs are adjacent.
(b) A−1 is signable to a non-negative matrix if and only if either of conditions (i) and (ii) hold,
or (iii) k = 1 and m is odd.
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