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The development of this field during the past four years is directly 
traceable to major developments in equilibrium statistical mechanics 
during the late 1960’s. 
In 1968 Dobrushin [2, 31 introduced the notions of an inJinite Gibbs 
state (IGS) and of a Markow random$eZd (MRF). The latter is a proba- 
bility measure p on Q = (0, I}“” satisfying 
(a) p(C) > 0 for every finite cylinder set C; 
(b) p[w(x) = 1 1 w(e) on Z,\x] depends only on w(y) for 
y:jy-xl = 1; 
(c) The conditional probabilities in (b) are translation invariant. 
Here Z, is the set of N-dimensional integers and W(X) = l(0) means that 
the site x E Z, is occupied (vacant). 
The notion of an IGS is more general. Finite Gibbs states, on which 
Gibbs based his theory of equilibrium statistical mechanics, are pro- 
bability measures on (0, l}“, A being a finite subset of Z, determined 
by a potential V. By using conditional probabilities, Dobrushin defined 
the notion of IGS on 52. 
Dobrushin showed that every MRF in dimension N = 1 is a stationary 
Markov chain, with values 0, 1, and time parameter in Z, . Thus the 
MRF is a natural definition of a multi(time) dimensional Markov 
process. Secondly it was shown, in increasingly general settings, [I, 6, 
22, 231, that an MRF is nothing but an IGS with nearest neighbor 
potential V. Finally, previous work on the Ising model could be neatly 
formulated in the present setting, the phenomenon of phase transition 
(in dimensions N > 2) occurring when there is more than one MRF 
with given conditional probabilities. 
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In 1969, Lanford and Ruelle [15] independently defined IGS and 
moreover proved a variational characterization of these analogous to the 
classical one on (0, l}“, /l finite. 
The year 1970 saw the first time-evolutions that have a given MRF or 
IGS as an equilibrium state. (Actually, for N = 1, the first such model 
was studied by Glauber [5].) Suppose an MRF p has conditional 
probabilities 
p, = ,LL [W(X) = 1 j 1 w(y) = k], 0 < k < 2N. (1) 
?1:1u-x/=1 
It can be shown that this implies 
p, = &-N/(1 + ark-N), 0 < k < 2N, (2) 
for some a > 0, r > 0. Dobrushin [4], defined an evolution at, with 
values in Q, as follows. Let /Ik(ljk) be given birth (death) rates, i.e., rates 
for change from 0 to 1 (1 to 0) at an arbitrary site x E Z, , when exactly k 
neighbors of x are occupied. He showed that p is an equilibrium state for 
this time-evolution provided the rates satisfy 
Pk = /?k/@k + 6k)? 0 < k < 2N, (3) 
so that one could expect phase transition to manifest itself in the 
occurrence of more than one equilibrium state. Simultaneously [24] 
other time-evolutions were proposed in which birth and death are 
replaced by particle motion with the exclusion of multiple occupancy, 
which also have MRF’s as equilibrium states. 
Rigorous existence proofs of such time-evolutions as Markovian 
Feller semigroups, T, , were given during 1971-1972 by Dobrushin [4], 
Harris [7], Holley [9], and Liggett [16]. 
Here are some major results and open problems concerning 
Dobrushin’s evolutions. When the jgk > 0 and 6, > 0, but otherwise 
arbitrary (i.e., (3) need not hold), he showed [4] that the evolution is 
ergodic provided the interaction is weak, i.e., the p’s and 6’s are suffi- 
ciently nearly independent of k. (We say that T, is ergodic if pT, =a v for 
every initial measure ,u, so that v is the unique equilibrium state.) 
It is a major open problem whether T, is always ergodic in dimension 
N = 1, when the rates are strictly positive. 
When /3,, = 0 but all other rates are positive, then ergodicity means 
that the unique equilibrium state v is concentrated on the atom w = 0. 
Harris [8] showed that T, is ergodic when the p’s are sufficiently small 
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compared to the 6’s, and non-ergodic if the converse holds. The latter 
fact is deep and depends on evolutions exhibiting phase transition for 
which the best results are due to Halley [lO-131. Suppose the MRF 
p satisfies (1) and (2) with r > 1 (the attractive case). It is known that 
phase transition occurs only when a = I, and then only for sufficiently 
large r. Let us assume N = 2. Then phase transition occurs if and only 
if r > 1 + 42, a famous result of Onsager. Suppose that (3) holds and 
P,Q, Sk4 as kp, e.g., pk = rk-2, 6, G 1. Then typical examples of 
Holley’s results are these: T, is ergodic when r < 1 + 2/Z. When 
r > 1 + 2/2 let p+(p-) be the initial states with everything occupied 
(vacant). Then p+Tt + Y+, p-Tt * V-, where v+(v-) are the high (low) 
density states for the Ising model, for which the famous Onsager 
spontaneous magnetization formula reads 
V’[W(X) = l] = 1 - 5+(X) = I] 
= ; +; [l - (-gy4y*, x: EP, . (4) 
The reason the theory is much more complete when (3) holds was 
clarified [21, 251 by showing that (3) holds if and only if T, has a time 
reversible equilibrium state which then must be a MRF. 
A most surprising irreversible case, where complete results have been 
obtained by Holley and Liggett [14], is the voter model, with /3k = k, 
6, = 2N - k, 0 < k \< 2N. Here there are only the trivial equilibrium 
states (w = 0 or w = 1) in dimensions N ,< 2, but a continuum of 
others when N > 3. 
The jump processes T, , studied primarily by Liggett, take place on a 
countable set S with irreducible transition function P. When P(x, y) = 
P(y, x), and the jumping speed is constant, the equilibrium states are 
completely known. They form a convex set whose extreme points are 
in a 1 : 1 correspondence with the solutions f of Pf = f, 0 < f < 1. In 
particular, if P is recurrent, or if S = Z, , N > 1, and P is a random 
walk transition function, then the equilibrium states are the exchangeable 
measures on (0, I>“, i.e., convex combinations of Bernoulli product 
measures ,LL~ with density ~11, 0 < 01 < 1. If p is ergodic with density (II, 
then in the random walk case pT, * pa [17, 18, 261. 
New problems arise in the case when P(x, y) # P(y, x). In 1973-1974 
Liggett [19, 201 obtained deep partial results toward the following two 
conjectures: 
142 FRANK SPITZER 
(a) If P is positive recurrent, with S arbitrary denumerably 
infinite, and if the evolution starts with infinitely many particles, then 
we have convergence to total occupancy, i.e., 
$c P[uJ,(x) = l] = 1, x E s. 
(b) If S = Z, P(x, y) = 1 if y = x + 1, then the only equilibrium 
states are: the Bernoulli states p., , as above; the states with W(X) = 0 
for x < 12 and W(X) zz 1 for x > n, n E H; and convex combinations of 
the above. There is a similar conjecture for the case when P(x, x + 1) = p, 
P(x,x- 1) = 1 -p,where*<p < 1. 
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