Abstract As discrete wavelet transform (DWT) is sensitive to the translation/shift of input signals, its effectiveness could be lessened for face recognition, particularly when the face images are translated. To alleviate drawbacks resulted from this translation effect, we propose a decimated redundant DWT (DRDWT)-based face recognition method, where the decimation-based DWTs are performed on the original signal and its 1-stepshift, respectively. Even though the DRDWT realizes the decimation, it enables us to explore the translation invariant DWT representation for the periodic shifts of the probe image that is the most similar to the gallery images. Therefore, it can solve the problem of translation sensitivity of the original DWT and address the translation effect occurring between the probe image and the gallery image. To further improve the recognition performance, we combine the global wavelet features obtained from the entire face and the local wavelet features obtained from face patches to represent both holistic and detail facial features, apply separate classifiers to global and local features and combine the resulted global and local classifiers to form an ensemble classifier. Experimental results reported for the FERET and FRGCv2.0 
Introduction
Over the past few decades, face recognition has been one of the most active research areas in computer vision, pattern recognition, and biometrics. Until now, a large number of face recognition methods, such as appearance-based methods [1] [2] [3] [4] , Gabor wavelet methods [5] [6] [7] 35, 38] , and machine learning-based methods [8, 9] , have been developed for still images. Zhao et al. [10] provided a comprehensive survey of the studies of machine recognition of faces, categorized existing recognition techniques, and presented a detailed description of a number of representative methods. Su et al. [7] proposed a novel face recognition method by applying a hierarchical ensemble classifier operating on both global and local discriminative features. They reported a high recognition performance achieved on the FERET and FRGC databases. In most face recognition methods, as a standard preprocessing step, face images are aligned according to eye positions. However, it has been reported that significant performance degradation in face recognition is observed even if only a single pixel deviation (translation) has been introduced [11, 12] . Xu et al. [13] also reported that the eye positions obtained from human annotation or an automatic face alignment algorithm might not be precise even for frontal-view face images. Similarly, Chen et al. [14] showed that the standard deviation of manual labels on 30 randomly selected FERET face images provided by 25 individuals was about 3.2 pixels. In other words, one or two pixel misalignment is almost inevitable in real-world face recognition systems due to the inaccurate localization of facial landmarks.
For most appearance-based face recognition methods, such as PCA [1] , LDA [2] and ICA [3] , we witness a performance drop when misalignment is present among face images. To address the misalignment problems, Shan et al. [12] proposed to employ the Gabor representation in the face recognition task because this representation is robust to image variations caused by the imprecise facial feature localization. However, as explained in [12, 15] , Gabor wavelet-based methods merely provide possible solutions to the curse of misalignment. To this end, Shan et al. [15] proposed to generate multiple "virtual" samples from each training image by perturbing the eye positions, and applied a Fisher discriminant analysis on these virtual samples to solve the misalignment issue. Wang et al. [11] proposed to use a general l1 norm minimization method to estimate spatial misalignment parameters for solving misalignment in robust face recognition.
Recently, some researchers have developed face recognition algorithms by combining DWT with other methods [16] [17] [18] [19] [20] . For example, they combine DWT with fuzzy integral [16, 20] or Radon transform [17] to gain better performance than the one produced by the DWT-based face recognition algorithms. The DWT is used mainly owing to its good localized time/frequency characteristics and its ability to deal with abrupt changes, spikes, drifts, and trends. However, DWT coefficients are sensitive to the translation variation of input signals due to the decimation operation used in the decomposition. DWT coefficients of two signals, which differ by a limited time shift, may be quite different in terms of waveform, concentration, and other properties. As a result, the combined DWT-based face recognition algorithms are limited in their applications.
The redundant DWT (RDWT), also known as algorithm a trous [21] , stationary wavelet transform (SWT) [22] , undecimated DWT [23] , or translation/shift invariant DWT [24, 25] , arises as a sound solution to deal with the DWT's translation sensitivity. In general, the RDWT can be divided into two categories. In the first category, the length of approximation and detail coefficients is equal to the length of the original signal as shown in Fowler's RDWT [26] or Nason's SWT [22] . We also call the RDWT falling in this category as undecimated RDWT(URDWT) since it removes the downsampling operators present in the usual DWT and upsamples the filters by inserting zeros level by level. The other kind of RDWT carries out two traditional DWTs as proposed by Beyklin [27] and Shensa [28] . One DWT is conducted on the original signal and the other is on onestep-shift of the original signal. We call the RDWT obtained in this way the decimated RDWT(DRDWT) since it retains the decimation operators and the size of child subspace on each direction is the half size of its parent. The above characteristics of DRDWT have enabled this method to be successfully used in the areas of signal denoising and compression. The reader may refer to [29, 24, 25] for more details. However, to date, no systematic research on DRDWT in the fields of signal classification and face recognition has been reported.
In this paper, we expand our initial discussion on the possibility and applicability of DRDWT in the face recognition task [30] to extract translation invariant features from face images. Specifically, we apply DRDWT to the entire face to capture holistic characteristics of faces (i.e., global features) and apply DRDWT to face patches to capture the details of faces (i.e., local features). We then apply separate classifiers to global and local features and combine the resulted global and local classifiers to form an ensemble classifier. Our extensive experiments show that the proposed DRDWT-based method solves the translation variation in face misalignment and is also robust to misalignment/nonrigid geometric deformations.
The paper is organized as follows. Section 2 elaborates the theory of DRDWT, analyzes the drawback of the generic DWT, and highlights the advantages of the DRDWT. Section 3 presents the proposed face recognition method using a 2-D DRDWT. Section 4 reports on experimental results obtained on the FERET and FRGCv2.0 databases and compared them with those produced by the state-of-the art face recognition methods. Finally, conclusions are drawn in Sect. 5.
Decimated RDWT

1-D DRDWT
It is well known that the translation sensitivity of DWT is caused by the decimation realized during the decomposition. To visualize this drawback, we present a series of shifted square signals and their corresponding approximation results present at level 3 (see Fig. 1 ). It is noticeable that the original signals are periodically shifted, but their DWT results are not.
To deal with DWT's translation sensitivity, 1-D DRDWT performs two 1-D DWTs: one is realized on the original signal and the other one is completed on its step-by-one version. Therefore, the computational cost of 1-level 1-D DRDWT is twice of that of 1-D DWT. The decomposition tree of 1-D DRDWT is depicted in Fig. 2 .
In Fig. 2 , where L is the length of the original signal. The translation relationship between the parent node and its redundant child nodes can be described as follows: 
In the same way as it was done before in the case of 1-D DRDWT, only the approximation space j m (here, m = 4k, k is a nonnegative integer) is allowed to be decomposed in 2-D DRDWT level by level, while other details are kept unaffected. At the 0th level ( j = 0), there is a single space, namely the root node. At the first level( j = 1), there are 16 subspaces among which there are 4 approximation spaces and 12 detail ones. We can show that at the jth level ( j ≥ 1), there are 4 j+1 subspaces among which there are 4 j approximation spaces and 3 × 4 j detail ones. As level j increases by 1, the number of redundant spaces increases 4 times. Simultaneously, the element/pixel number at each corresponding subspace decreases 4 times. Therefore, the total element number at level j ( j ≥ 1) is 4L. This can be determined by noting that the J level 2-D DRDWT decomposition requires in total 4JO(L) operations.
The translation relationship between the parent node and its redundant child nodes in 2-D DRDWT can be described as follows: 
DRDWT-based face recognition
Inspired by the framework of the hierarchical ensemble classifier proposed in [7] , we apply DRDWT to the entire face to capture the translation invariant global features and apply DRDWT to face patches to capture the translation invariant local features. We then apply separate classifiers to global and local features and combine the resulting global and local classifiers to form an ensemble classifier to recognize faces. The concept of the DRDWT-based face recognition method is visualized in Fig. 4 . In Fig. 4 , C G denotes the global classifier formed for the entire face P G , while C 1 ∼ C N , respectively, denote the local classifiers for face patches P 1 ∼ P N . C L means the combination of local classifiers, and C E is the ensemble classifier. λs denote the corresponding weights of the contribution for each classifier.
The DRDWT-based face recognition consists of three phases, namely a training procedure completed for the training set, an enrollment procedure realized for the gallery set and an evaluation procedure run for the probe set. In what follows, we elaborate in detail on all these phases. Because there are too many wavelet coefficients in CAj and CDj, we carry out the classical PCA+LDA algorithm to complete feature reduction. The flow of computing realized by the training procedure is presented in Fig. 5 . {W_CAj, m_CAj} and {W_CDj, m_CDj} are the corresponding PCA+LDA transformation parameters for CAj and CDj, respectively.
Enrollment procedure for the gallery/target set
For each gallery/target image g k ∈ G, we apply DWTs respectively to its entire face and face patches, and generate a series of approximation subspaces CAj and detail subspaces CDj. Then we perform the corresponding PCA+LDA transformation to form the reduced gallery feature vectors, g k _CAj and g k _CDj.
3.3 Evaluation procedure for the probe/query set
Realization of DRDWT on the probe image
We perform DRDWT on the probe image p i ∈ P and obtain the J-level DWT result for S x,y ( 0 0 ) such that:
Given x, y, and 0 0 , DRDWT enables us to obtain the DWT results for any shift of the entire face (P G ) and face
The shift steps at the jth level, [x j , y j ], can be iteratively obtained in the following form:
where 
where m 0 = 0. 2. Feature reduction on the translated DWT results of probe p i
3. Determination of the similarity between the gallery vectors and the shifted probe vector To compute the similarity between g k and S x,y ( p i ), we define s k,i (x, y) in such way that:
where corr(X , Y ) is the "standard" correlation(cosine) metric.
Formation of the outputs for the classifiers
The outputs for the classifiers, C 1 ∼ C N and C G , are obtained by computing the minimal similarity degree with respect to (9) for the entire face or face patches, such that:
Regarding the global classifier, we also detect the translation step [x * , y * ] between the gallery image g k and the probe image p i in such way that:
The output for the final ensemble classifier, C E , is expressed as:
5. Weight estimation In this study, λ i is computed based on the "Weight Learning for Component Classifiers" method reported in [7] . Given two training faces, t i and t j , if they belong to the same person, we label their correlation vector,
, as a pattern of the "intrapersonal/within" class. Otherwise, we label v i, j as the "inter-personal/between" class. For such 2-classes problem, LDA method is adopted to obtain a linear projection from multi-dimensional space to 1-D that maximizes the ratio between the inter-personal scatter and the intra-personal scatter matrices. The linear projection results in the weight vector [λ G , λ 1 , . . . , λ N ]. For more details, see [7] .
Experimental results
Experimental data sets
In this section, we test the DRDWT based method on two large-scale and commonly used face databases, namely FER-ET [31] and FRGCv2.0 [32] . Both databases are publicly released along with their standard evaluation protocols. The FERET database includes a training set, a gallery set and 4 Table 2 . Following the FRGCv2.0 evaluation protocol [34, 32] , the performance of the DRDWT based method is reported in the form of the receiver operating characteristic (ROC) curves, especially the verification rates(VR) at 0.1% false acceptance rate (FAR). In total, there are 3 kinds of ROCs. ROCI corresponds to the images collected within semester, ROCII is within a year, and ROCIII is between semesters.
Experimental procedure
The face images of the FERET and FRGCv2.0 databases used in our experiments are processed as follows: (1) face images are translated and scaled so that the centers of the eyes are placed in specific position (pixels), and eye distance is set to 55 pixels; (2) facial pixels are processed by a histogram equalization algorithm; (3) hair and background are removed; and (4) each image is processed by a 136 × 128 pixel array with 256 gray levels. The experiments of the DRDWT based face recognition are described as follows:
Training for the global and local classifiers
For the global classifier, we perform 2-D DWT on the entire face of the training images with 'db4' wavelet and the level of 3. Then we realize the PCA+LDA transfor- Fig. 6 The positions and sizes of the 11 face patches mation on the masked DWT subspaces to obtain a linear transformation to complete dimensionality reduction.
For the local classifiers, we manually select 11 face patches. Each face patch is a region of a face component, such as eyes, nose, mouth, eyebrow, jaw, and cheekbone. Their positions and sizes are depicted in Fig. 6 . For simplicity, we have not adopted the patch selection via machine learning method, such as the patch selection via greedy search as presented in [7] . As the size of face patch is smaller than that of entire face, we only select the DWT coefficients at 1st and 2nd levels to carry out the PCA + LDA transformations.
Enrollment for the gallery/target set
We perform 2-D DWT on the gallery image with 'db4' wavelet and the level of 3, then conduct PCA+LDA on the entire face and face patches to create gallery feature vectors for the global and local classifiers.
Evaluation for the probe/query sets
We perform 2-D DRDWT on the probe images with 'db4' wavelet and the level of 3. We predefine the translation range for the probe image against the gallery image, such that x ∈ [−2, 2] and y ∈ [−2, 2]. From the probe image's DRDWT tree, we obtain the DWT results for the periodic shift of the entire face and face patches, then perform PCA+LDA to create a number of probe feature vectors. We feed the probe feature vector and the gallery feature vector into the global and local classifiers, compute the classification decision for each classifier, and then combine their results to arrive at the final ensemble decision.
4.3 Local, global and ensemble classifiers of the DRDWT method Table 3 shows the Rank 1 Recognition rates on the FERET database for the local classifiers (C 1 − C 11 ), the combination of local classifiers (C L ), the global classifier (C G ), and the ensemble classifier (C E ). Concerning the performance for Exp1 and Exp4 on the FRGCv2.0 database, Fig. 7 shows the Verification Rates at 0.1% FAR of three kinds of ROCs for the local classifiers, the combination of local classifiers, the global classifier, and the ensemble classifier.
The experimental results show that:
1. For the local/global or ensemble classifiers in Exp1 and Exp4, the verification rate of ROCI is the highest and that of ROCIII is the lowest among the three ROCs. 2. Table 3 and Fig. 7 show that the combination of local classifiers is significantly better than when using the global features. 3. The combination of global and local features plays a strong positive role in face recognition. When compared with the individual component classifiers, the ensemble of local classifiers, as well as the ensemble of the combination of local classifiers and global classifier, can substantially improve the recognition rate.
When considering the combination of global and local features, we have reached the same conclusions as reported in [7] . Because the combination of global and local features is not our main objective of this study, readers may refer to [7] for more details on this issue.
Comparison between the DRDWT method
and other methods
To demonstrate the advantages of DRDWT over DWT, we have conducted face recognition on four FERET probe sets with the use of DRDWT and DWT, and compared the Rank 1 recognition performance evaluated by the global classifier obtained by these two methods, see Table 4 .
To demonstrate the effectiveness of the DRDWT based method, we compare the recognition performance of the ensemble classifier with some of the state-of-the art methods. For the FERET database, we compare DRDWT with HEC [7] , aguar'a06NF [35] , LGPDP [6] , HGPP [37] , Atan K-HLGPP [38] , and MutualGabor-GDA [5] . The corresponding experimental results are presented in Table 5 . We also compare the ROC curves and the verification rate at 0.1% FAR of the DRDWT method with the best known results reported for the FRGC v2.0 database such as HEC [7] and the method reported in [36] , see Table 6 and Fig. 8 . From the experimental results obtained for the FERET database, some observations can be drawn:
1. The DRDWT method outperforms the DWT counterpart with the quality quantified in terms of the recognition rate based on the global classifier. 2. For Dup1, the recognition rate of the DRDWT method is lower than the one of HEC, slightly lower than the one obtained by Atan K-HLGPP, LGPDP HGPP, and higher than the one of aguar'a06NF, and Mutual Gabor-GDA. 3. For Dup2, the match score of the DRDWT method is lower than that of HEC, and higher than that of other methods. 4. For FB, the DRDWT method performs basically the same as HEC and HGPP, and its classification rate is higher than the one reported for other methods. 5. For fc, the match score of the DRDWT method is lower than the one reported for HEC, Atan K-HLGPP, LGPDP and HGPP, and better than the one of aguar'a06NF, and Mutual Gabor-GDA.
From the experimental results obtained for the FRGCv2.0 database, we observe that the following:
1. The performance of the DRDWT method is basically the same as the method in [36] , and worse than the one obtained for HEC.
2. Among 3 ROCs in Exp4, the ROCI is highest for the DRDWT method, while the ROCIII is the highest for the method in [36] .
From the experiments completed on the FERET and FRGC databases, we arrive at several interesting conclusions:
1. When compared with DWT, DRDWT can handle the problem of translation sensitivity encountered when using the DWT approach. Experimental results demonstrate that DRDWT outperforms DWT in dealing with the misalignment in face recognition. 2. Many state-of-the art face recognition methods that achieved high recognition rate on the FERET and FRGCv2.0 databases are based on Gabor wavelets. Even though the proposed DRDWT method is not as good as HEC, it outperforms a few of the state-of-the art Gabor wavelet methods. 3. Gabor wavelet transform must involve a number of scales and orientations and this makes the ensuing process much more computationally expensive. One has to be aware of the problem of the "curse of dimensionality" which emerges here. Compared with the Gabor wavelet methods, the computational cost of the DRDWT method is much lower (as it will be discussed in detail in Sect. 4.5). 4. In essence, DRDWT has already analyzed the signal from the global and local views. Its coefficients at low level represent signal's local information that helps us achieve high recognition performance, while the coefficients present at high level represent global information and as such are more robust to scale variation and geometric deformation.
It has to be noted, however, that DRDWT inherits some weaknesses of the original DWT. In particular:
1. DRDWT only analyzes image's detail information available along the horizontal, vertical, and diagonal direction, so it lacks a possibility of completing a directional analysis that becomes available when using Gabor wavelets. Fig. 8 Comparison of the ROC performance for Exp4, a HEC [7] and the method reported in [36] , b DRDWT 2. The proposed DRDWT method is illumination dependent. Its coefficients can be impacted by the lighting variation. To our knowledge, the histogram equalization algorithm impacts the recognition rate obtained for the probe set fc, since fc is the image set produced by different cameras and under different illumination conditions.
Analysis of computational complexity
The computational overhead of the DRDWT-based face recognition consists of two parts. One is concerned with the decomposition required to compute the coefficients in DRDWT; the other one deals with the similarity computation between the probe feature vectors and the gallery feature vectors. In what follows, we first analyze the decomposition cost, and then discuss the cost associated with the similarity computation. In 1-D DRDWT tree, there are 2L wavelet coefficients present at each level. The computational cost for 1-D DRDWT decomposition with J levels is 2JO(L), where J is no larger than the maximal decomposition level log 2 L. As mentioned before, in 2-D DRDWT tree, there are 4L wavelet coefficients at each level. The computational cost for 2-D DRDWT decomposition with J levels is 4JO(L).
In case of Gabor wavelets, the factors of scale and orientation must be considered. In total, there are v × u × L complex coefficients in Gabor wavelet transform, where v is the scale number and u is the orientation number. As normal configurations involve J=3 in DRDWT, v = 5 and u = 8 in Gabor wavelets, then there are 12L coefficients in DRDWT decomposition and 40L complex coefficients in Gabor wavelet transform. In addition, the coefficients in DRDWT are computed by Mallat algorithm, while the coefficients in Gabor wavelet are computed by the conventional 2-D convolution between face image and 2-D Gabor wavelet filter. Mallat algorithm is much more efficient than the 2-D convolution. All in all, the computational cost of the DRDWT decomposition becomes much lower than that of the Gabor wavelet transform.
To deal with the translation effect between the probe image and the gallery image, we need to search for the intervals for the shift steps [x, y]. The larger search intervals for the shift steps [x, y] are, the higher computational cost is incurred. In our experiments, since the centers of eyes are provided in advance, we can choose a small range for the shift steps, such as x ∈ [−2, +2] and y ∈ [−2, +2]. Therefore the computational cost of feature reduction and similarity computation for the DRDWT based method is 25 times as that of the DWT based method. Because the entire face and face patches are reduced to low dimensional vectors due to feature reduction, similarity computation does not invoke significant overhead and this processing is feasible when dealing with real-world applications.
Conclusions
Misalignment becomes an inevitable problem that degrades the performance of face recognition classifiers. This study proposes a DRDWT-based face recognition method that can cope with the translation variation in the misalignment problem. Specifically, DRDWT offers the following unique advantages in face recognition applications:
1. It enables us to obtain translation invariant wavelet representation by decomposing the original signal and its 1-step shift. This invariant representation alleviates the sensitivity of DWT to signal translation. 2. It enables us to obtain both global and local information by applying the multi-resolution analysis to the face images. Wavelet coefficients at low level represent local facial information and help to achieve high recognition rate and registration performance. Wavelet coefficients at high level represent global facial information and help the overall method to become more robust to scale variation and geometric deformations.
Owing to the translation invariant wavelet representation for face image and the robustness to misalignment/non-rigid geometric deformation, the proposed DRDWT based face recognition method achieved good recognition performance on the FERET and FRGCv2.0 databases. Furthermore, the DRDWT method is computationally efficient and can be easily realized in hardware. Several general directions will be considered to alleviate the limitations encountered in the current study on the DRDWT:
1. Investigate expanding the method to include available orientation information. 2. Investigate expanding the method to be intensity independent so high recognition rate is achieved under different illuminations. 3. Investigate expanding the method to make it scale, rotation, or affine invariant.
