Introduction
Recent research has highlighted the vulnerability of biometric systems to spoof attacks, commonly realized by presenting duplicated biometric traits to the sensor [14] . In the case of fingerprints, spoofs are usually made of materials that can be imaged by the fingerprint sensor, such as playdoh, gelatin and silicone [3] . Fig. 1 shows examples of live and spoof fingerprints. An efficient countermeasure that is being studied to handle this problem is liveness detection [24] . Liveness detection refers to the ability of a system to correctly distinguish between a live human biometric presentation and spoof artefacts [16] . This is commonly done by generating a single-valued numerical entity referred to as the liveness measure value. Fingerprint samples that are assigned higher liveness values are less likely to be a spoof, and vice-versa.
While previous research has considered the problem of designing spoof-resilient fusion schemes for multibiometric systems [20] , [19] , [7] , [10] , the specific problem of combining liveness values with match scores has not been investigated.
In this work, we assume that spoofs may be presented during both enrollment and verification stages. Two potentially dangerous cases are possible: (a) a person creates a new identity using a spoof during enrollment and uses another sample of the spoof during verification; and (b) a person enrolls using a live finger but an intruder uses a spoof artefact of the true finger during verification.
The central theme of the work is based on the observation that match scores are impacted by the presentation of a spoof artefact to a fingerprint system. While this observation has been made in the literature, the nature of the impact has not been modeled. Further, there is no systematic evaluation of methods to incorporate liveness values with match scores. In this work, we first discuss three different methods to combine match scores with liveness values, which do not explicitly model the interaction between match scores and liveness values. Then, we design a method for combining match scores and the corresponding liveness value based on a Bayesian Belief Network (BBN) model that assumes a certain influence of the liveness value on match scores.
The contribution of this paper is two-fold: a) designing four methods for combining match scores with liveness measure values; b) designing an evaluation scheme for assessing the robustness of a biometric system in the presence of spoof attacks. We investigate if combining liveness values with match scores can improve the verification performance in addition to improving the robustness to spoof attacks.
The paper is organized as follows. In Section 2, we describe four possible configurations for combining match scores with liveness measure. Section 3 presents the proposed evaluation framework. Section 4 discusses the evaluation procedure and the experimental results. Section 5 compares the four approaches and draws conclusions.
The Proposed Combination Methods
In this section we present four different methods for consolidating the output of a biometric modality matcher with that of a liveness detector. We focus on two main goals: i) Goal 1: determine the probability that the two samples being compared belong to the same identity (it does not matter if either is a spoof or a live sample); ii) Goal 2: determine the probability that the two samples being compared are from the same identity and are both live samples.
Sequential Methods
In this work, we assume that the matcher and liveness detector are "classifiers". The inputs to the matcher are two fingerprint samples (e.g., gallery and probe images). The output is a match score that indicates the proximity of the two samples. A threshold is applied to this match score in order to determine if the samples correspond to the same identity ("Genuine (G)") or different identities ("Impostor (I)"). Thus, the verification stage has two output classes: G and I. The input to the liveness detector is a fingerprint sample (e.g., gallery or probe image). The output is a liveness value indicating the degree of liveness of the sample. A threshold is applied to this liveness value in order to determine if the sample is "Live (L)" or "Spoof (S)". Since there are two samples, liveness detection stage has four output classes: LL, LS, SL, SS (see Table A ). We consider various arrangements of the matcher and the liveness detector modules. Some configurations may not be operationally tenable -however, these have been considered only for completeness sake.
• In Method 1, the classifier is invoked before the liveness detector as seen in Fig. 2 . The matcher in the first stage is used to distinguish genuine from impostor based only on match scores. In the liveness detection stage there are two pairs of classifiers: one pair that is invoked if the input samples are deemed to belong Live-Live-Genuine (LLG): the gallery and the probe are both live and they have the same identity. Live-Spoof-Genuine (LSG): the gallery is live, the probe is spoofed but they correspond to the same identity. Spoof-Live-Genuine (SLG): the gallery is spoofed, the probe is live but they correspond to the same identity. Spoof-Spoof-Genuine (SSG): the gallery and the probe are both spoofed and they are of the same identity. Live-Live-Impostor (LLI): the gallery and the probe are both live but they correspond to different identities. Live-Spoof-Impostor (LSI): the gallery is live, the probe is spoofed and they correspond to different identities. Spoof-Live-Impostor (SLI): the gallery is spoofed, the probe is live and they correspond to different identities. Spoof-Spoof-Impostor (SSI): the gallery and the probe are both spoofed and they correspond to different identities. Evaluation: Goal 1: compute the probability that the presentation characteristic belongs to a genuine user (determine P (I = 0|m, lg, lp)). Goal 2: compute the probability that the presentation characteristic belongs to a genuine user and both gallery and probe are live (determine P (I = 0, S g = 0, Sp = 0|m, lg, lp)).
to the Genuine (G) class and another that is invoked if they are deemed to belong to the Impostor (I) class. This arrangement may be redundant (i.e., the use of four different liveness detectors may not be necessary).
• In Method 2, the liveness detector is invoked before the matcher as seen in Fig. 3 . Depending upon the output of the two liveness classifiers in the first stage (LL, LS, SL or SS), one of four matchers in the verification stage is invoked. For example, the first matcher (Classifier 3) operates only on gallery and probe samples that are both classified as Live, while the fourth matcher (Classifier 6) operates only on gallery and probe samples that are both classified as Spoof. 
Classifier-based Fusion
In Method 3 (see Fig. 4 ), the match score and the liveness values are provided as inputs to a single classifier [21] , [23] , [22] . This classifier has one of eight possible outputs: LLG, LSG, SLG, SSG, LLI, LSI, SLI, SSI. This is an example of a multi label problem [1] , [18] . For each class label, the first two letters denote the liveness state of the samples, while the third letter denotes whether the samples correspond to the Genuine or Impostor class (see Table A ). In this method, no explicit assumption is made regarding a possible relationship between liveness values and match scores.
Bayesian Belief Network Framework
The three methods described above do not explicitly model the relationship between liveness values and match Here, the classifier has three inputs: match score, liveness value of gallery sample and liveness value of probe sample. All 3 inputs are used simultaneously in order to determine the output class. See Table A for notation. scores. A powerful framework for modeling causal relationships among a set of variables X is offered by graphical models such as Bayesian Belief Networks [6] . A graph is able to capture the way in which the joint distribution over all of the random variables can be decomposed into a product of factors each depending only on a subset of the involved variables. Fig. 5 shows a BBN-based representation for our domain of interest, referred to as Method 4. The variable I denotes the event related to the presence or absence of a genuine user. It assumes value equal to '0' when the samples belong to the Genuine class and '1' when the samples belong to the Impostor class. The variable m denotes the match score between the two samples (e.g., gallery and probe) whose value is affected by the state of the variable I [15] , [4] . For example, a match score between two samples of different individuals (I=1) is likely to be lower than that of samples com-ing from the same individual (I=0). The variables S g and S p represent the events related to the presence of a spoof biometric presentation at enrollment and verification times, respectively. Each assumes the value '1' when the presentation characteristic is a spoof and the value '0' when it is live. The variables l g and l p denote the liveness values of the gallery and probe samples, respectively.
In the proposed method, we assume that the liveness values l g and l p influence the corresponding match score, m. The interactions among the involved variables are based on the idea that the events S g , S p and I influence a common effect, i.e., the decision made by the biometric system, through variables l g , l p and m. We study how the impact of the event I on the final decision depends on the other events S g and S p [9] , [17] . This approach has one of eight possi- ble outputs: LLG, LSG, SLG, SSG, LLI, LSI, SLI, SSI (see Table A ).
Probabilistic Representation
The computational paradigm of Bayesian Networks is based on probabilistic evidence where new evidence has to be propagated to other parts of the network. When performing Bayesian inference, a combination of observed data with prior knowledge is required. In our study, we seek to integrate the biometric matcher, the liveness detector, and prior of the three distributions P(I), P(S g ) and P(S p ). In the Bayesian Network model, all the conditional probabilities are given and the goal is to determine the maximum posterior value of the unknown variables in the network, through careful application of the Bayes rule [2] , [26] . The joint probability distribution, represented as P (I, S g , S p , m, l g , l p ) , is factorized according to the structure of the network, as follows:
For goal 2, the probability can be updated as follows:
(from Eqn.
(1)) = P (I)P (Sg)P (Sp)P (lg|Sg)P (lp|Sp)P (m|lg, lp, I) P (m|lg, lp)P (lg)P (lp) (from Fig. 5 , lg and lp are independent)
(as shown in Fig. 5 , P (I) = P (I|l g , lp))
The above equation shows that the proposed BBN can be considered as being composed of three independent components: the first two terms indicate that both the gallery and probe samples are classified as being live or spoof based only on their liveness measure values, while the third term indicates that, the input biometric presentation is classified as being genuine or impostor based on both match scores and liveness measure values.
Performance Metrics
The four proposed methods are evaluated considering two main categories of errors (i.e., spoof detection and identity verification) and using a set of performance metrics related to the two goals mentioned in Section 2.
For each method the evaluation is conducted at two different levels:
• Verification level: When distinguishing genuine from impostor pairs, the performance can be measured based on the errors made by a typical biometric system: False Match Rate (FMR) and False Non-Match Rate (FNMR) [5] .
• Spoof detection level: When distinguishing spoof from live samples, the robustness of the system can be measured based on the errors related to the False Live Rejection Rate (FLRR) defined as the proportion of L samples that are incorrectly classified as being S, and False Spoof Acceptance Rate (FSAR) defined as the proportion of S samples that are incorrectly classified as being L.
Below we define the metrics to measure the errors that may occur for Method 3 and 4.
• The aforementioned evaluation scheme specifically focuses on errors pertaining to a) the matching errors between probe and gallery images, b) the spoof detection errors of the probe and gallery images. However, when the system operates in real-world applications, it should only accept samples that belong to the class LLG (i.e., both the probe and gallery samples are live and pertain to the same identity); it should reject all other samples. To capture this, the notion of global errors in introduced below.
• 
Experimental Results

Dataset
The performance of the proposed methods was evaluated on a subset of the CrossMatch database taken from the Fingerprint Liveness Detection Competition 2009 [13] . It is made up of live and spoof fingerprint samples imaged using a CrossMatch optical scanner with a resolution factor of 500 dpi and an image size of 480x640 pixels. Two spoof materials were considered in our experiments: gelatin and silicone. Table 1 provides details about the database. Match scores were extracted using the VeriFinger software by matching all pairs of images across all subjects. The scores, therefore, correspond to four different matching scenarios: Live vs Live, Live vs Spoof, Spoof vs Live, and Spoof vs Spoof. For each image, the liveness measure was extracted by using an algorithm which combines morphological and perspiration-based characteristics [11] , [12] .
The verification performance of the fingerprint recognition system is analyzed using the Receiving Operating Characteristic (ROC) curve as shown in Fig. 7 . ROC curves are obtained for both spoof materials under the four different matching scenarios (live-live, live-spoof, spoof-live and spoof-spoof). On the CrossMatch database, the liveness measure seems to be better in detecting spoof samples made with gelatin and poor in detecting spoof samples made with silicone. So the liveness detector has higher reliability in the case of gelatin and lower reliability in the case of silicone. The ROC curves of the liveness detector for the two spoof materials are shown in Fig. 6. 
Evaluation Procedure
The sequential methods (Method 1 and Method 2) require a threshold, i.e., the classifiers seen in Fig. 2 and Fig.  3 are threshold-based [25] . In order to determine a suitable threshold, a training set is needed for each classifier (matchers and liveness detectors). The threshold selected for each classifier minimizes the Total Error Rate (TER) on the train- ing set. TER is defined as follows:
for the verification performance and
for the spoof detection performance. The training set is composed by randomly sampling the data set of subjects at 3 different rates: 25%, 50%, 75%. In order to avoid overfitting the training sets, a 10-fold cross validation is used. In each fold, the threshold that yields the minimum TER is determined [25] . In some cases, two or more thresholds may have the same minimum value. To resolve such a tie, the threshold corresponding to the lowest Type-I error (FMR for matchers and FSAR for liveness detectors) is selected. Once the threshold is determined for every training fold, the average threshold of all 10 folds is used as the final threshold. The performance is then evaluated on all the test folds using this average threshold.
The evaluation of Method 3 was carried out by implementing four different classifiers and choosing the one that resulted in the best performance. Classifiers were trained at different rates (25%, 50% and 75%) as well. The Neural Network (NN) presented the lowest FMR, compared to the Decision Tree (DT), the Naive Bayes (NB) and the KNearest Neighbor (KNN). For Method 3, we report results obtained by using the NN since it was the best classifier. NN was then employed in Method 4 as well, as an estimator to compute the conditional probability obtained by the mathematical deviation expressed in Eqn. (2) [8] .
The classifiers were implemented by using the Matlab Version 7.6.0.324 (R2008a) software.
Results
The performance of the proposed sequential schemes, i.e., Method 1 and Method 2, can be analyzed via ROC curves. The performance of Methods 3 and 4, on the other hand, can be analyzed using an 8x8 class-confusion matrix. Therefore, in order to compare the performance of Method 1 and 2 with that of Methods 3 and 4, we report the error rates only at a specific operating point where all the four proposed methods have comparable Type-I error rates. In the case of Method 3, since the FNMR obtained by the Neural Network was not comparable with the other three proposed methods, we also report the error rates of the Full Bayesian classifier which showed a comparable FNMR. The results are summarized in Tables 2 and 3 .
• Tables 2 and 3 indicate that the best verification performance is achieved by Method 4. This outcome suggests that combining liveness information with match scores leads to a verification performance improvement compared to the case where the liveness measure is not used (see the error rates of stage 1 of Method 1).
For example, at a training rate of 25%, FMR is 0.11% for Method 4 and 0.18% when liveness measure is not used.
• In the presence of a reliable liveness measure (see Table 3 which corresponds to gelatin spoof), the best spoof detection performance is achieved by Method 3, while when dealing with a less reliable liveness measure (see Table 2 which corresponds to silicone spoof) it is achieved by Method 1.
• The best global performance is achieved by Method 4. This result demonstrates that the configuration of the Bayesian Network is effective and the assumption that liveness values influence match scores works well. Lowest global error rates are observed in the presence of a reliable liveness measure (see Table 3 ).
Conclusions
In this paper, we propose four different configurations for combining biometric match scores with liveness measure values. Methods 1 and 2 are sequential, Method 3 is classifier-based, and Method 4 is based on the Bayesian Belief Network (BBN) model. In Method 4, the problem is for- Results show that liveness values do impact verification performance. Our experiments also show that the best global accuracy is achieved when using a BBN-based combination scheme. However, the performance is affected by the reliability of the liveness detector used. We note that the primary purpose of this paper was to indicate the multiple architectures that are possible when combining liveness values with match scores. The precise performance numbers (e.g., Tables 2 and 3 ) will rely on the matcher and liveness detector used.
We will extend this work to additional databases in which spoof samples are realized with other spoof materials. Further, while our framework has been proposed for unimodal scenarios, it can be extended to multimodal systems as well.
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