INTRODUCTION
Let c be a compactly supported wavelet; i.e., c is a real-valued square-integrable compactly supported function such that the family
is an Hilbertian basis of L 2 ‫.)ޒ(‬ It is known that (at least in the case when c is slightly better than L 2 :c √ H e for some positive e) the basis (c j,k ) j √‫,ޚ‬k ‫ޚ√‬ is derived from a multiresolution analysis associated to a compactly supported scaling function w [5] and a scaling filter m 0 , which is a trigonometric polynomial. We may choose m 0 such that the lower frequency in m 0 is k Å 0,
a k e 0ikj , a k 1 x 0, a 0 x 0, m 0 (0) Å 1,
and w is defined by
and then we have
where K / 1 2 is the midpoint of Supp c,
k 1 is always an odd integer, and we write k 1 Å 2N 0 1. The length of the filter m 0 is then the number l Å 2N. It is a measurement of the complexity of the fast wavelet transform [6] associated to c. In this paper, we are interested in the regularity ratio s/l Å s/2N, where s is the Sobolev regularity exponent of c:
More precisely, we are going to improve the ratio s/2N when N goes to infinity by introducing a new class of wavelets which are more regular than the Daubechies wavelets.
THEOREM. There exists a family (c N ) N¢0 of compactly supported orthonormal wavelets (of Sobolev exponent s N ) such that:
We will begin by some elementary lemmas on wavelets, then recall the proof that if c N is a Daubechies wavelet of length 2N and regularity exponent s N , then lim Nr/ϱ s N /2N Å 1/2 0 ln 3/4 ln 2. We slightly modify the classical proof of Cohen and Conze [2] and Volkmer [8] in order to generalize the proof to other families of wavelets.
BASIC RESULTS ON WAVELETS
How can we construct wavelets of length 2N? The procedure is given by formulas (2) and (3) provided that we may construct a good polynomial m 0 . Such polynomials are characterized by the Cohen criterion [1] :
Then the following assertions are equivalent:
2 of an orthonormal scaling filter of length 2N.
(A2) Q satisfies:
Condition (iv) is satisfied as soon as Q does not vanish on [ 1 2 , 1]. Of course, Q does not determine an unique m 0 (it determines only the modulus Ém 0 (j)É), and we have to use a Riesz factorization [allowed by the condition (A2) (iii)] for the extraction of a ''square root'' m 0 . But, the knowledge of Q is enough for describing the regularity of the wavelets we may produce from it (since s depends only on Éc O É, hence on Ém 0 É).
LEMMA 2. (i) s
where
Notice that w and c have the same Sobolev exponent. Lemma 2 is classical [4] (s°s I is not classical; one finds often s°s I / 1/2; but it is known that if
, which proves s°s I ). Our last lemma solves Q(X ) / Q(0X ) Å 1, with the assumption that deg Q°2 N 0 1 and Q is a multiple of (1 / X ) L :
LEMMA 3. The following assertions are equivalent:
Å 1 for 0°k°2N 0 1 and e N,k Å 0 for 0°k°L 0 1.
(B2) is called the Bernstein representation of Q and (B3) its integral representation. Lemma 3 is obvious, but very useful.
DAUBECHIES WAVELETS
Daubechies wavelets c N are defined as wavelets of length 2N with optimal power of approximation. We say that a wavelet c (associated to a scaling function w) has power of approximation l √ ‫ގ‬ if
where P j is the orthogonal projection operator on the closed linear span of the
The following lemma is classical.
LEMMA 4. The following assertions are equivalent:
Thus, looking at (B3), we see that if c has power of approximation l, then its length is at least 2l / 2. The Daubechies wavelets c N are precisely the wavelets of length 2N and power of approximation N 0 1. (B2) gives us that Q N is given by
and (B3) gives us that
(where the constant N/2 (7)).
We are going to prove
by proving that, in Lemma 2,
The proof is very easy. First, we use the Stirling formula to get
Np .
Thus, we have, for X°0
thus we have a good estimate for r 1 . For estimating r 2 , it is enough to write
Thus (9) is proved.
THE RESTRICTED BERNSTEIN CLASS
Our first attempt to improve (9) was to replace Q N by another polynomial Q given by
with e N ,k ¢ 0 for all k, e N ,k / e 2N010k Å 1, and e N ,0 Å 0. This polynomial is of degree°2 N 0 1 and satisfies obviously conditions (ii), (iii), (iv) of (A2) and thus defines a wavelet. Such polynomials will be said to belong to the restricted Bernstein class. But, we cannot improve (9). Proof. It is enough to estimate Q(0 1 2 ). We have
THE MATZINGER WAVELETS
After the failure of the restricted Bernstein class, we had to introduce some negative coefficients in the Bernstein representation; hence we encountered a problem for keeping Q(X ) positive-valued. Therefore, we changed our plan and turned to the integral representation. Moreover, we decided to impose Q(0 (After completing this work, we learned that H. Volkmer constructed regular wavelets using the integral representation [9] , but in a different way than ours; his polynomials Q(X ) are increasing on [01, 1].) Thus, we asked E. Matzinger to study the filters m 0 of minimal length such that m 0 has L zeros at p and 2M zeros at 2p/3 [7] . The result we obtained with Matzinger is the following. 
Moreover, we must have
• if 2M ¢ L, we get similarly
Hence, Theorem 2 is proved.
MATZINGER WAVELETS: TABLES AND FIGURES
In this section, we give the Matzinger filters for some small values of L and M (choosing for the computations the minimum-phased square root of Q M ,L (cos(j))) and we plot the associated scaling functions.
The Matzinger wavelet for L Å 3 and M Å 1 are shown in Table 1 and Fig. 1 . The Matzinger wavelet for L Å 4 and M Å 1 are shown in Table 2 and Fig. 2 . We now give the Sobolev regularity exponent s for these Matzinger wavelets,
which can be computed exactly through the spectral analysis of a transition operator on a finite-dimensional space [3] . We recall in our tables the length of the scaling filter (Tables 3-5 ).
In Table 5 we write s L ,M and s L/2M for the Sobolev exponent of the Matzinger and the Daubechies scaling functions w L ,M and w L/2M (they have the same support). Thus, we can see that for L ¢ 8 and M Å 1 the Matzinger wavelet is more regular than the Daubechies wavelet f L/2M which has a support of the same size. This is a general feature of the Matzinger wavelets for big enough values of L as we shall see in the next section.
REGULARITY OF THE MATZINGER WAVELETS
We are now able to prove Theorem 1 in the following way. Proof. We are going to prove more precisely:
where m is a positive constant.
We will always assume 2M°L 0 1, hence l õ The lemma is easy to check; we have 
and we get, finally,
We are now going to estimate s N by estimating r 1 in Lemma 2 in a way very similar to the case of Daubechies filters (the Daubechies filters correspond to the value M Å 0 of a Matzinger wavelet). As a matter of fact, r 1°dM ,L Å Max 01°x°1 a(x), where a(x) is defined by 1) ). Thus, we find 2 M u N N, where C(l) and u depends only on l and where 0 õ u õ 1: • For 0 
CONCLUSION
We have slightly improved the ratio between regularity and complexity. The natural question which remains open is then the following one: which is the best asymptotic ratio.
Remark. H. Volkmer achieved the construction of wavelets with the regularity ratio 0.175rrr [9] ; hence, they are better than the Matzinger wavelets.
