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ON CLASSIFICATION OF FINITE-DIMENSIONAL
SEMISIMPLE HOPF ALGEBRAS.
LEONID KROP
Abstract. We develop a mechanism for classication of isomor-
phism types of non-trivial semisimple Hopf algebras whose group
of grouplikes G(H) is abelian of prime index p which is the small-
est prime divisor of |G(H)|. We describe structure of the second
cohomology group of extensions of kCp by k
G where Cp is a cyclic
group of order p and G a finite abelian group. We carry out an
explicit classification for Hopf algebras of this kind of dimension
p4 for any odd prime p. The ground field is algebraically closed of
characteristic 0.
Keywords Hopf algebras, Abelian extensions, Crossed products,
Cohomology Groups
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0. Introduction
We work with Hopf algebras H over an algebraically closed field k
of characteristic 0. We let G(H) denote the group of grouplikes of H .
By the freeness theorem [26] dimH = m dim kG(H) for an integer m.
We say that a prime p is small relative to a finite group G if p is the
least prime divisor of |G|. Unless stated otherwise, we assume that
H is semisimple of dimension p|G(H)| for a prime number p, G(H) is
abelian and p is small relative to G(H). For brevity, we name such Hopf
algebras almost abelian. As usual, a finite-dimensional Hopf algebra is
called trivial if it or its dual is a group algebra. The goal of the paper
is to classify semisimple, non-trivial almost abelian Hopf algebras.
We introduce more notation. We denote by Cp a cyclic group of
order p and by kG and kG the group algebra of G over k and its dual,
respectively. We will write Ext(kCp, k
G) for the set of all equivalence
classes of extensions of kCp by k
G.
The problem just stated reduces to that of classifying abelian exten-
sions of a special kind. For by a result of [13], kG(H) is a normal
subHopf algebra, a fact that combined with the theorem of Kac-Zhu
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[9, 31] yields that H lies in Ext(kCp, k
G(H)). We will refer to elements
of Ext(kCp, k
G(H)) as Hopf algebras and extensions interchangeably.
Our main concern becomes to understand the set of isomorphism
types in Ext(kCp, k
G) where G is a finite abelian group and p is small
relative to G. In general, that is for arbitrary finite groups F,G, there is
no systematic procedure by which isomorphism classes of Hopf algebras
that are extensions of kF by kG can be found. One purpose of the
article is to fill this gap for the case in hand. In order to formulate
the statement we will require a few more notions. We write Ap for
the group Aut(Cp) of automorphisms of Cp. An action ⊳ of Cp on G
is a representation Cp → Aut(G). Let R = {⊳} denote the set of all
representations. The group Aut(G) acts naturally on R by conjugation
splitting R into the union of sets eq(⊳) of representations equivalent to
⊳. In turn, the group Ap also acts on R via ⊳ 7→ ⊳
α where, for every
α ∈ Ap, a ⊳
α x = a ⊳ α(x), a ∈ G, x ∈ Cp. This action is passed on the
sets eq(⊳) via eq(⊳)α = eq(⊳α) giving rise to classes of representations
[⊳] = ∪αeq(⊳)
α. We denote the stabilizer of eq(⊳) by C(⊳).
The splitting of R into the union of [⊳] induces a splitting of
Ext(kCp, k
G). Namely, for every [⊳] we define Ext[⊳](kCp, k
G) as the
set of all equivalence classes of extensions whose Cp-action belongs to
[⊳], and then we have Ext(kCp, k
G) =
⋃
[⊳]
Ext[⊳](kCp, k
G). It suffices to
classify isomorphism types in each Ext[⊳](kCp, k
G).
To this end we bring in the second degree Hopf cohomology group
[1, 23] denoted by H2c (kCp, k
G, ⊳) after the work of M. Mastnak [16].
We aim at constructing a subgroup G(⊳) of Aut(G) and its action on
H2c (kCp, k
G, ⊳) compatible with isomorphism types of extensions in the
sense that for any τ, τ ′ ∈ H2c (kCp, k
G, ⊳) (τ, ⊳) and (τ ′, ⊳) give rise to
isomorphic Hopf algebras iff τ and τ ′ lie on the same orbit of G(⊳).
To begin with, we introduce the group A(⊳) of all Cp-automorphisms
of (G, ⊳). For every α ∈ C(⊳) we fix a Cp-isomorphism λα : (G, ⊳)
∼
→
(G, ⊳α). We set G(⊳) to be the subgroup of Aut(G) generated by A(⊳)
and the set {λα|α ∈ C(⊳)} if ⊳ is nontrivial, and G(⊳) = Aut(G)×Ap,
otherwise.
H2c (kCp, k
G, ⊳) contains a distinguished subgroup H2cc(kCp, k
G, ⊳) of
(the images of) symmetric Hopf 2-cocycles parametrizing cocommu-
tative extensions. Let us write H2c (kCp, k
G, ⊳)/G(⊳)
nc
for the set of
G(⊳)-orbits not contained in H2cc(kCp, k
G, ⊳). Reciprocally, we let
ncExt[⊳](kCp, k
G)/ ∼= stand for the set of isotypes of noncocommutative
extensions, and we put cl(H) for the isomorphism class of H .
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The principal result of the paper states: There is a bijection
H2c (kCp, k
G, ⊳)/G(⊳)
nc
⇄ ncExt[⊳](kCp, k
G)/ ∼=
given by (⊳, τ)G 7→ cl(H(⊳, τ)).
Our next concern lies with structure of H2c (kCp, k
G, ⊳). We want to
find a form of H2c (kCp, k
G, ⊳) with good computational properties. We
need several notions. Let H2(Cp, Ĝ, •) be the second degree cohomol-
ogy group of extensions of Cp over Ĝ, where Ĝ is the dual group with
the Cp-action • dual to ⊳, and H
2(G, k•) be the Schur multiplier of G.
There is a mapping N [15] acting on a ZCp-moduleM by N(m) = φp.m
where φp is the pth cyclotomic polynomial. We denote the kernel of N
in M by MN . The main result in the strong form states that for any
odd p there is a Cp-isomorphism
(0.1) H2c (kCp, k
G, ⊳) ≃ H2(Cp, Ĝ, •)×H
2
N(G, k
•)
We remark that this isomorphism can be seen as the Hopf cohomology
version of the Baer’s formula for cohomology of central extensions of
a group G by Cp [2, p.34]. On the other hand its main utility lies
in the fact that both factors in the right-hand side of it are nicely
computable in any set of generators for G thanks to the classical iso-
morphisms H2(Cp, Ĝ, •) ≃ Ĝ
Cp/N(Ĝ) and H2(G, k•) ≃ Alt(G) [15]
and [2], where Alt(G) is the group of all bilinear, alternate mapping
G × G → k•. We let X(G, ⊳) denote the right-hand side of (0.1) and
call it the classifying group of Ext[⊳](kCp, k
G). For every odd p X(G, ⊳)
acquires component-wise G(⊳)-module structure via transport of action
along the isomorphism (0.1). The new, most useful, formulation of the
main theorem asserts that there is a bijection
X(G, ⊳)/G(⊳)nc ⇄ ncExt[⊳](kCp, k
G)/ ∼=
where X(G, ⊳)/G(⊳)nc denotes the set orbits of G(⊳) not contained
in ĜCp/N(Ĝ).
For p = 2 less is known. We show only that the isomorphism (0.1)
holds for elementary 2-groups, though it is not, in general, an A(⊳)-
isomorphism.1
The previous related works consist of the fundamental result of D.
Stefan [29] to which this article provides concrete examples, and vari-
ous classification theorems. The papers [8, 9, 31, 18, 19, 20, 21] treat
a number of instances of almost abelian Hopf algebras. Namely, it is
known that semisimple Hopf algebras of dimension p and p2 are trivial,
nontrivial Hopf algebras of dimension p3 are almost abelian and the
1See Appendix 2
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number of their isomorphism types equals p+ 1 for every odd p, while
there is a unique 8-dimensional nontrivial Hopf algebra, and for any odd
p Ext(kC2, k
Zp×Zp) contains a unique Hopf algebra up to isomorphism.
Information on the p4-dimensional semisimple Hopf algebras is limited
to p = 2 and consists of a complete classification of 16-dimensional
semisimple Hopf algebras and almost abelian Hopf algebras H of di-
mension 2n+1 with G(H) = Z2n−1×Z2 both due to Y. Kashina [10, 11].
The paper is organized in six sections. In Section 1 we review the
necessary facts of the theory of abelian extension. Sections 2 and 3
are devoted to the main results. We prove the structure theorem for
the groups H2c (kCp, k
G, ⊳) and the isomorphism and bijection theorems
in Sections 3 and 4, respectively. Section 5 contains applications to
classification of Hopf algebras of dimensions p2, p3 and an example of
a non self-dual semisimple Hopf algebra of dimension p3. However
the bulk of this Section is devoted to finding the exact number of
nontrivial almost abelian Hopf algebras of dimension p4; we show that
there are 5p + 23 distinct almost abelian Hopf algebras, if p > 3, and
33, otherwise. In the course of the proof we extend the contents of
[11] from p = 2 to an arbitrary prime. In the last section we revisit
a theorem of Kac-Masuoka on 8-dimensional Hopf algebras and give a
generalization of a result of A. Masuoka [21].
0.1. Notation and Convention. We adhere to the notation of [24] on
Hopf algeras and to [1, 16, 23] for the theory of Hopf algebra extensions.
In addition to notation in the Introduction we will use the following.
A• the group of units of a commutative ring A.
Γn direct product of n copies of group Γ.
Fun(Γ, A•) the group of all functions from Γ to A• with pointwise
multiplication.
Z2(Γ, A•, •)), B2(Γ, A•, •) andH2(Γ, A•, •) are the groups of 2-cocycles,
2-coboundaries, and the second degree cohomology group of Γ over A•
with respect to an action • of Γ on A by ring automorphisms.
δΓ the differential of the standard cochain complex for cohomology of
the triple (Γ, A•, •) [15, IV.5].
Zn cyclic group of order n additively written.
In order to simplify notation we will often use the same symbol for
an element of Z2(Γ, A•, ⊳) and its image in H2(Γ, A•, ⊳). The context
makes the intended meaning clear.
Throughout the paper we treat the terms Γ-module, Γ-linear, etc
as synonymous to ZΓ-module, ZΓ-linear, etc. We use the abbreviated
term isotypes for isomophism types.
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1. Abelian extensions
In this paper we are concerned with finite-dimensional Hopf algebras
over k. Let F and G be finite groups. A Hopf algebra H is an extension
of kF by kG if there is a sequence of Hopf mappings
(1.1) kG
ι
֌ H
π
։ kF
with ι monomorphism, π epimorphism, ι(kG) normal in H and Kerπ =
ι(kG)+H . We give a synopsis of basic results on abelian extensions
refering to [23] for details.
An abelian extension is characterized by a quadruple D = {σ, τ, ⊳, ⊲}
called a datum for H and we write H = H(D). This comes about
from a crossed product splitting of H and H∗. For by [25], or general
theorems [28, 2.4], [17, 3.5]2 H is a crossed product of kF over kG.
Since H∗ is an extension of kG by kF , see [5, 4.1] or [1, 3.3.1], H∗ is
a crossed product of kG over kF . Thus there are two module algebra
actions · : kF ⊗ kG → kG and · : kF ⊗ kG → kF and a pair of group
2-cocycles (σ, τ) ∈ Z2(F, (kG)
•
) × Z2(G, (kF )
•
) giving H and H∗ an
algebra structure with the multiplication
(fx)(f ′y) = f(x.f ′)σ(x, y))xy, x, y ∈ F, f, f ′ ∈ kG(1.2)
(aφ)(bφ′) = (ab)τ(a, b)(φ.b)φ′, a, b ∈ G, φ, φ′ ∈ kF(1.3)
The standard identification kG ∼= (kG)∗ via a 7→ ev(a) : f 7→ f(a)
allows us to define a right action ⊳ of kF on kG by the transpose of
action ·, viz. 〈a ⊳ x, f〉 = 〈ev(a), x.f〉. That is
(1.4) (a ⊳ x)(f) := f(a ⊳ x) = (x.f)(a), for all f ∈ kG, a ∈ G, x ∈ F.
Likewise we obtain an action ⊲ of kG on kF . In fact both ⊳ and ⊲
are permutation actions on G and F , respectively. In the dual bases
{pa|a ∈ G} and {px|x ∈ F} for k
G and kF the two pairs of actions are
related by the formulas
x.pa = pa⊳x−1(1.5)
px.a = pa−1⊲x.(1.6)
We fuse both actions into the definition of a product on F ×G via
(1.7) (xa)(yb) = x(a ⊲ y)(a ⊳ y)b
We use the standard notation F ⊲⊳ G for the set F ×G endowed with
multiplication (1.7).
2A short independent proof is given in the Appendix 1
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Dualizing multiplication (1.3) endowes H with a coalgebra structure
∆H , ǫH given by [23, 4.5]
∆H(fx) =
∑
a,b∈G
τ(x, a, b)f1pab ⊲ x⊗ f2pbx,(1.8)
ǫH(fx) = f(1G).
We say that two structures (1.2) and (1.8) are coherent if they turn H
into a bialgebra. The coherence conditions are
(1) F ⊲⊳ G is a group and (2) δGσ
−1 = δF τ .
Bialgebras so defined are always Hopf algebras, see [23, 4.7] for a
formula for the antipode.
In consequence the second Hopf cohomology group of extensions (1.1)
with fixed actions ⊳, ⊲ is defined as
(1.9) H2Hf(kF, k
G, ⊳, ⊲) = Z2Hf(kF, k
G, ⊳, ⊲)/B2Hf(kf, k
G, ⊳, ⊲)
where Z2Hf(kF, k
G, ⊳, ⊲) = {(σ, τ)|δGσ
−1 = δF τ} is the group of Hopf
2-cocycles and B2Hf(kf, k
G, ⊳, ⊲) = {(δF ζ
−1, δGζ)|ζ : F ×G→ k
•} is the
group of Hopf 2-coboundaries.
An extension (1.1) is called cocentral [12] if kF is a central subalgebra
of H∗. Some equivalent conditions are ⊲ is trivial or G is normal in
F ⊲⊳ G. Another consequence of cocentrality is that F acts by Hopf
automorphisms of kG (see e.g. [19, 11]).
Our main interest lies with cocentral extensions (1.1) satisfying the
condition
(1.10) H2(F, (kG)
•
, ⊳) = {1} for every action ⊳ .
We will call them special cocentral. Below we will write H = H(τ, ⊳)
for a special cocentral extension with a datum {τ, ⊳}.
In the case of special cocentral extensions the definition of cohomol-
ogy groups (1.9) can be simplified. This has been done by M. Mastnak
[16] and we adopt his formulation. First we define an action of F on
Fun(F n ×Gm, k•) extending the action ⊳ of F on G via
(1.11) y.φ(x1, ..., xn, a1, ..., am) = φ(x1, ..., xn, a1 ⊳ y, . . . , am ⊳ y).
Now we let Z2c (kF, k
G, ⊳) and B2c (kF, k
G, ⊳) denote the subgroups of
Z2(G, (kF )
•
, id) andB2(G, (kF )
•
, id) of 2-cocycles τ and 2-coboundaries
δGη, respectively satisfying δF τ = 1 = δFη. This leads us to define
H2c (kF, k
G, ⊳) = Z2c (kF, k
G, ⊳)/B2c (kF, k
G, ⊳).
One can see immediately that the mapping τ 7→ (1, τ) carries out an
isomorphism between H2c (kF, k
G, ⊳) and H2Hf(kF, k
G, ⊳, id). Explicitly
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both conditions δF τ = ǫ and δFη = ǫ are expressed by:
τ(xy) = τ(x)(x.τ(y))(1.12)
η(xy) = η(x)(x.η(y))(1.13)
for all x, y ∈ F where F acts by (1.11). The equations say that each τ
and η is a crossed homomorphism F → kG×G and F → kG, respectively.
We call elements of Z2c (kF, k
G, ⊳) and B2c (kF, k
G, ⊳) Hopf 2-cocycles
and 2-coboundaries, respectively. We will use abbreviated notation
Z2c (⊳), B
2
c (⊳), etc for Z
2
c (kF, k
G, ⊳), B2c (kF, k
G, ⊳), etc. when the groups
G and F are clear from the context. We single out a subgroup B2cc(⊳) of
Z2c (⊳) by the equation B
2
cc(⊳) = B
2(G, (kF )•)∩Z2c (⊳). Clearly B
2
c (⊳) ⊂
B2cc(⊳) so we can form the subgroup H
2
cc(⊳) = B
2
cc(⊳)/B
2
c (⊳) of H
2
c (⊳).
We note in passing that elements of H2cc(⊳) parametrize cocommutative
extensions in Ext(kF, kG).
We add a remark on F -invariance of subgroups just defined.
Lemma 1.1. If F is abelian, then subgroups Z2c (⊳), B
2
cc
(⊳), and B2c (⊳)
are F -invariant.
Proof:For Z2c (⊳) one has readily by (1.11)
(z.τ)(xy) = (z.τ)(x)(zx.τ(y) = (z.τ)(x)(x.((z.τ)(y))
as x commutes with z. This shows z.τ ∈ Z2c (⊳). For the remaining two
cases it suffices to note that the operator δG is F -linear on account of
G acting trivially on kF . 
2. Structure of H2c (kCp, k
G, ⊳)
From this point on H is an almost abelian Hopf algebra, G = G(H),
F = Cp, and p is small relative to G. Plainly G is normal in Cp ⊲⊳ G,
hence the action ⊲ is trivial. In addition, H2(Cp, (k
G)
•
, ⊳) vanishes as
k
• is a divisible group by e.g. [16, 4.4]. All in all we see that H is a
special cocentral extension of Cp by k
G. We begin with a simple fact.
Lemma 2.1. Let τ ∈ Z2(G, (kCp)
•
). Then for every x ∈ Cp τ(x) is a
2-cocycle for G with coefficients in k• with the trivial action of G on
k
•.
Proof:The 2-cocycle condition for the trivial action is
(2.1) τ(a, bc)τ(b, c) = τ(ab, c)τ(a, b).
Expanding both sides of the above equality in the basis {px} and equat-
ing coefficients of px proves the assertion. 
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Consider group F acting on an abelian group A, written multiplica-
tively, by group automorphisms. Let ZF be the group algebra of F
over Z. ZF acts on A via
(
∑
cixi).a =
∏
xi.(a
ci), ci ∈ Z, xi ∈ F.
For F = Cp pick a generator t of Cp and set φi = 1 + t + · · · +
ti−1, i = 1, . . . , p. Choose τ ∈ Z2(G, (kCp)
•
) and expand τ in terms of
the standard basis pti for k
Cp , τ =
∑
τ(ti)pti with τ(t
i) ∈ Z2(G, k•).
An easy induction on i shows that condition (1.12) implies
(2.2) τ(ti) = φi.τ(t), for all i = 1, . . . , p
For i = p we have
(2.3) φp.τ(t) = 1
in view of tp = 1 and τ(1) = 1.
Let M be a ZCp-module. Following [15] we define the mapping
N : M →M byN(m) = φp(t).m. We denote by MN the kernel of N in
M . For M = Z2(G, k•), B2(G, k•) or H2(G, k•) we write Z2N(G, k
•)
for Z2(G, k•)N and similarly for the other groups. We abbreviate
Z2N(G, k
•) to Z2N(⊳) and likewise for B
2
N(G, k
•) and H2N(G, k
•). Thus
by definition Z2N(⊳) is the set of all 2-cocycles satisfying
(2.4) φp.s = 1.
We want to compare abelian groups Z2c (⊳) and Z
2
N(⊳). This is done via
the mapping
Θ : Z2(G, (kCp)•)→ Z2(G, k•), Θ(τ) = τ(t).
Lemma 2.2. The mapping Θ induces a Cp-isomorphism between Z
2
c (⊳)
and Z2N(⊳).
Proof:We begin with an obvious equality x.(τ(y)) = (x.τ)(y). Taking
y = t we get Θ(x.τ) = x.Θ(τ), that is Cp-linearity of Θ. The relations
(2.2) show that Θ is monic. It remains to establish that Θ is epic.
Pick s ∈ Z2N(⊳). Define τ : G × G → (k
Cp)
•
by setting τ(ti) =
φi(t).s, 1 ≤ i ≤ p. The proof will be complete if we demonstrate that
τ satisfies (1.12).
For any i, j ≤ p we have
τ(ti)(ti.τ(tj)) = (φi(t).s)(t
iφj(t).s) = (φi(t) + t
iφj(t)).s
One sees easily that φi(t)+t
iφj(t) =
i+j−1∑
k=0
tk. Hence if i+j < p we have
φi(t)+ t
iφj(t) = φi+j(t) and so τ(t
i)(ti.τ(tj)) = τ(ti+j). If i+ j = p+m
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with m ≥ 0, then
p+m−1∑
k=0
tk = φp(t) + t
p(1 + · · · + tm−1) which implies
(
p+m−1∑
k=0
tk).s = φp(t).s · t
pφm(t).s = φm(t).s = τ(t
i+j) by (2.4) and as
tp = 1. 
The next step is to describe structure of H2cc(⊳). We need some
preliminaries. First, we write x.f for the left action of Cp on k
G dual
to ⊳ as in (1.4). Since Ĝ is the group of grouplikes of kG, and Cp
acts by Hopf automorphisms Ĝ is Cp-stable . Further, we use δ for
the differential on the group of 1-cochains of G in k•. We also note
B2N(⊳) = B
2(G, k•) ∩ Z2N(⊳). By (2.4) δf ∈ B
2
N(⊳) iff φp(t).δf = 1
which, in view of δ being Cp-linear, is the same as δ(φp(t).f) = 1.
Since (δf)(a, b) = f(a)f(b)f(ab)−1, Ker δ consists of characters of G,
whence δf ∈ B2N(⊳) iff φp(t).f is a character of G. Say χ = φp(t).f ∈
Ĝ. Then as tφp(t) = φp(t), χ is a fixed point of the Cp-module Ĝ.
Letting ĜCp stand for the set of fixed points in Ĝ we have by [15,
IV.7.1] an isomorphism H2(Cp, Ĝ, •) ≃ Ĝ
Cp/N(Ĝ). We connect B2N (⊳)
to H2(Cp, Ĝ) via the homomorphism
(2.5) Φ : B2N(⊳)→ H
2(Cp, Ĝ, •), δf 7→ (φp.f)N(Ĝ)
Lemma 2.3. The following properties holds
(i) Θ(B2
cc
(⊳)) = B2N(⊳),
(ii) Θ(B2c (⊳)) = ker Φ,
(iii) B2N (⊳)/ kerΦ ≃ H
2(Cp, Ĝ, •),
(iv) H2
cc
(⊳) ≃ H2(Cp, Ĝ, •).
Proof:First we show that Φ is well-defined. For, δf = δg iff fg−1 =
χ ∈ Ĝ, hence
Φ(δf) = (φp.f)N(Ĝ) = (φp.gχ)N(Ĝ)
= (φp.g · φp.χ)N(Ĝ) = (φp.g)N(Ĝ) = Φ(δg)
(i) Take some δGη ∈ B
2
cc(⊳). Evidently for every x ∈ Cp
(*) (δGη)(x) = δ(η(x)), hence Θ(δGη) = δ(η(t)) is a coboundary, and
φp.δ(η(t)) = 1 by (2.3), whence Θ(δGη) ∈ B
2
N(⊳). Conversely, pick
δf ∈ B2N (⊳) and define ω =
∑p
i=1(φi.δf)pti . The argument of Lemma
2.2 shows ω lies in Z2c (⊳). Set η =
∑p
i=1(φi.f)pti . Using (*) again we
derive
δGη =
p∑
i=1
(φi.δf)pti = ω,
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hence δGη ∈ B
2
cc(⊳). Clearly Θ(δGη) = δf .
(ii) The argument of Lemma 2.2 is applicable to 1-cocycles satisfying
(1.13). It shows that η satisfies (1.13) iff
(2.6) η(ti) = φi.η(t)
For i = p we get φp.η(t) = ǫ, hence the calculation
Φ(Θ(δGη)) = Φ(δ(η(t))) = (φp.η(t))N(Ĝ) = N(Ĝ).
gives one direction. Conversely, Φ(δf) ∈ N(Ĝ) means φp.f = φp.χ
which implies φp.fχ
−1 = ǫ. Set g = fχ−1 and define 1-cocycle ηg =∑p
i=1(φi.g)pti. Since φp.g = ǫ, ηg satisfies (1.13), whence δGηg ∈ B
2
c (⊳).
As (δGηg)(t) = δg = δf by construction, Θ(δGηg) = δf .
(iii) We must show that Φ is onto. For every character χ in ĜCp we
want to construct an f : G → k• satisfying φp.f = χ. To this end we
consider splitting of G into the orbits under the action of Cp. Since
every orbit is either regular, or a fixed point we have
G = ∪ri=1{gi, gi ⊳ t, . . . , gi ⊳ t
p−1} ∪GCp
For every s ∈ GCp we pick a ρs ∈ k satisfying ρ
p
s = χ(s). We define f
by the rule
f(gi) = χ(gi), f(gi ⊳ t
j) = 1 for all j 6= 1 and all i = 1, . . . , r, and
f(s) = ρs for every s ∈ G
Cp
By definition (φp.f)(g) =
∏p−1
j=0 f(g ⊳ t
j). Therefore (φp.f)(s) = ρ
p
s =
χ(s) for every s ∈ GCp . If g = gi ⊳ t
j for some i, j, then a calculation
(φp.f)(g) = f(gi) = χ(gi) = χ(gi ⊳ t
j) = χ(g), which uses the fact that
χ is a fixed point under the action by Cp, completes the proof.
(iv) follows immediately from H2cc(⊳) = B
2
cc/B
2
c (⊳) and parts (i)-
(iii). 
Corollary 2.4. Isomorphism Θ induces a Cp-isomorphism
Θ∗ : H
2
c (⊳) ≃ Z
2
N(⊳)/ker Φ.

We proceed to the main result of the section.
Proposition 2.5. Suppose G is a finite abelian group. If |G| is odd,
or G is a 2-group and either C2-action is trivial, or G is an elementary
2-group, there exists a Cp-isomorphism
(2.7) H2c (⊳) ≃ H
2(Cp, Ĝ, •)×H
2
N(G, k
•).
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Proof: (1) First we take up the odd case. By the preceeding Corollary
we need to decompose Z2N(⊳)/ker Φ. We note that for any p and G
there is a group splitting Z2(G, k•) = B2(G, k•) × H2(G, k•) due to
the fact that the group of 1-cocycles k•G is injective, and hence so is
B2(G, k•). We aim at finding a Cp-invariant complement to B
2(G, k•).
To this end we recall a well-known isomorphism a : H2(G, k•)→˜Alt(G),
see e.g. [30, §2.3]. There Alt (G) is the group of all bimultiplicative
alternating functions
β : G×G→ k•, β(ab, c) = β(a, c)β(b, c), andβ(a, a) = 1 for all a ∈ G.
For the future applications we outline the construction of a. Namely,
a is the antisymmetrization mapping sending z ∈ Z2(G, k•) to a(z)
defined by a(z)(a, b) = z(a, b)z−1(b, a). One can check that a(z) is
bimultiplicative (cf. [30, (10)]) and it is immediate that a is Cp-linear.
Another verification gives im a = Alt(G) and, moreover,
ker a = B2(G, k•), see [30, Thm.2.2]. Thus we obtain a Cp-isomorphism
H2(G, k•) ≃ Alt(G).
Since elements of Alt(G) are bimultiplicative mappings Alt(G) ⊂
Z2(G, k•). For every β ∈ Alt(G) a simple calculation gives a(β) = β2.
Thus a(β) 6= 1 as the order of β divides the exponent of G. It follows
B2(G, k•) ∩Alt(G) = {1} which gives a splitting of abelian groups
Z2(G, k•) = B2(G, k•)×Alt(G)
But now both subgroups B2(G, k•) and Alt(G) are Cp-invariant hence
there holds Z2N(G, k
•) = B2N(G, k
•)× AltN(G) which, in view of
Alt(G) = H2(G, k•), is the same as
(2.8) Z2N(⊳) = B
2
N(⊳)×H
2
N(G, k
•).
Now part (iii) of Lemma 2.3 completes the proof of (1).
(2) Here we prove the second claim of the Proposition. We decom-
pose G into a product of cyclic groups 〈xi〉, 1 ≤ i ≤ m. For every
α ∈ Alt(G) we define sα ∈ Z
2(G, k•) via
sα(xi, xj) =
{
α(xi, xj), if i ≤ j
1, else.
Since sα · sβ = sαβ the set S = {sα|α ∈ Alt(G)} is a subgroup of
Z2(G, k•). One can see easily that sα = sβ ⇔ α = β and a(sα) = α,
hence S is isomorphic to Alt(G) under a. For every z ∈ Z2N(triv), a(z) ∈
AltN(G), and therefore a(z) = a(s) for some s ∈ SN . We have zs
−1 ∈
B2(G, k•), but as zs−1 has order 2, zs−1 ∈ B2N(triv). Thus Z
2
N(triv) =
B2N(triv)× SN which proves (2.7).
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(3) We prove the last claim of the Proposition. Below G is an ele-
mentary 2-group, and action of C2 is nontrivial. First we establish an
intermediate result, namely
Lemma 2.6. If action ⊳ is nontrivial, then Z2N(⊳) is a nonsplit exten-
sion of AltN(G) by B
2
N(⊳).
Proof:This will be carried out in steps.
(i) We aim at finding a basis for AltN(G). We begin by noting that as
Alt(G) has exponent 2, AltN(G) is the set of all fixed points in Alt(G).
Put R = Z2C2. One can see easily that R-module G decomposes as
(2.9) G = R1 × · · · ×Rm ×G0
where Ri ≃ R as a right C2-module, and G0 = G
C2 . Denote by t the
generator of C2. For each i let {x2i−1, x2i} be a basis of Ri such that
x2i−1 ⊳ t = x2i. We also fix a basis {x2m+1, . . . , xn} of G0.
We associate to every subset {i, j} the bilinear form αij by setting
αij(xi, xj) = αij(xj , xi) = −1, andαij(xk, xl) = 1 for any {k, l} 6= {i, j}.
The set {αij} forms a basis of Alt(G). One can check easily that t acts
on basic elements as follows
(2.10) t.αij = αkl if and only if {xi, xj}⊳t := {xi ⊳t, xj ⊳t} = {xk, xl}.
Recall the element φ2 = 1 + t ∈ ZC2. We define forms βij via
(2.11) βij = φ2.αij if t.αij 6= αij, and βij = αij , otherwise.
The label ij on βij is not unique as βij = βkl whenever {xi, xj} ⊳ t =
{xk, xl}. Of the two sets {i, j} and {k, l} labeling βij we agree to use
the one with the smallest element, and call such minimal. We claim:
(2.12) The elements {βij} form a basis of AltN(G).
Proof:First we note that for every group M of exponent 2 MN =
MC2 . Suppose β ∈ Alt(G)C2 . Say β =
∏
α
eij
ij , eij = 0, 1. From
t.β =
∏
(t.αij)
eij = β we see that if αij occurs in β, i.e. eij = 1, then
so does t.αij , hence β is a product of βij . 
(ii) We want to show a(Z2N(⊳)) = AltN(G). The restriction a
∗ of a
to Z2N(⊳) induces a C2-homomorphism Z
2
N(⊳)
a∗
→ AltN(G) whose kernel
equals B2(G, k•) ∩ Z2N(⊳) =: B
2
N(⊳).
We begin by showing φ2.Alt(G) ⊂ im a
∗. For, if β = φ2.α, pick an
s ∈ Z2(G, k•) with a(s) = α. Then (t−1).s ∈ Z2N(⊳), and a((t−1).s) =
(t− 1).a(s) = (t− 1).α = φ2.α, as α
2 = 1, which gives the inclusion.
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By step (i) and definition (2.11) it remains to show that all fixed
points αij lie in im a
∗. By formula (2.10) αij is a fixed point if and only
if either
(a) {i, j} ⊂ {2m+ 1, . . . , n} or (b) {i, j} = {2k − 1, 2k}
for some k, 1 ≤ k ≤ m. Below we find it convenient to write si,j for
sαij .
Consider case (a). We claim si,j is a fixed point. For, t.si,j is bi-
multiplicative, hence is determined by its values at (xk, xl). It is im-
mediate that t.si,j(xk, xl) = si,j(xk, xl) for all (xk, xl), whence the as-
sertion. Since s2i,j = 1 for all i, j, φ2.si,j = 1, hence si,j ∈ Z
2
N(⊳). As
a(si,j) = αij , this case is done.
We take up (b). Say z = s2i−1,2i for some i, 1 ≤ i ≤ m. An easy
verification gives φ2.z = α2i−12i 6= 1. Thus z /∈ Z
2
N(⊳). To prove
(ii) we need to find a coboundary δgi such that zδgi ∈ Z
2
N(⊳). Since
a(α2i−12i) = 1, α2i−12i = δfi for some fi : G → k
•. Put Gi for the
subgroup of G generated by all xj , j 6= 2i − 1, 2i. We assert that one
choice is the function fi defined by
(2.13) fi(x
j1
2i−1x
j2
2ix
′) = (−1)j1+j2+j1j2 for all x′ ∈ Gi
For, on the one hand it is immediate that for any x′, x′′ ∈ Gi
α2i−12i(x
j1
2i−1x
j2
2ix
′, xk12i−1x
k2
2i x
′′) = (−1)j1k2+j2k1
On the other hand the definitions of fi and differential δ give
δfi(x
j1
2i−1x
j2
2ix
′, xk12i−1x
k2
2i x
′′)
= (−1)j1+j2+j1j2(−1)k1+k2+k1k2(−1)j1+k1+j2+k2+(j1+k1)(j2+k2)
= (−1)j1k2+j2k1
Define the function gi : G → k
• by gi(x
j1
2i−1x
j2
2ix
′) = ιj1+j2+j1j2 where
ι2 = −1. One can check easily the equalities f 2i = 1 and t.gi = gi, g
2
i =
fi. Hence we have fi(φ2.gi) = fig
2
i = f
2
i = 1, and then a calculation
φ2.(zδgi) = (φ2.z)(φ2.δgi) = δfi · δ(φ2.gi) = δ(fi(φ2.gi)) = 1
completes the proof of (ii).
(iii) Suppose Z2N(⊳) = B
2
N (⊳)×C where C is a C2-invariant subgroup.
Then C is mapped isomorphically on AltN(G) under a and so there is
a unique z ∈ C such that a(z) = α12. Since a(s1,2) = α12, z = s1,2δg
for some g : G → k•. Further, as α12 is a fixed point a(t.z) = α12
as well, hence t.z = z. In addition, since Alt(G) is an elementary
2-group, 1 = z2 = (s1,2δg)
2 = (δg)2 = δ(g2). It follows that g2 is a
character of G. Moreover, t.z = z is equivalent to t.s1,2(t.δg) = s1,2δg
which in turn gives s1,2(t.s1,2)(t.δg) = δg. As φ2.s1,2 = α12 = δf1
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we have δf1(t.δg) = δg which implies δf1 = δg(t.δg) on the account
of (δg)2 = δ(g2) = 1 as g2 is a character. Equivalently we have the
equality
(2.14) f1 = g · (t.g) · χ for some χ ∈ Ĝ.
Noting that f1 is defined up to a character of G we can assume that
f1(x1) = 1 = f1(x2) and f1(x1x2) = −1. For, f1 is defined as any
function satisfying δf1 = α12. As δ(f1χ) = δf1 for any χ ∈ Ĝ, f1 can
be modified by any χ. By (2.13) f1(xj) = −1 = f1(x1x2), j = 1, 2 so we
can take χ such that χ(x1) = χ(x2) = −1. The equality (2.14) implies
that for some χ ∈ Ĝ there holds
1 = f1(xj) = g(x1)g(x2)χ(xj), j = 1, 2, and(*)
−1 = f1(x1x2) = g(x1x2)
2χ(x1x2)(**)
as t swaps x1 and x2. Since g
2 is a character, g2(a) = ±1 for every
a ∈ G. It follows that g(x1) = ι
m and g(x2) = ι
k for some 0 ≤
m, k ≤ 3. Then equation (*) gives 1 = ιm+kχ(xj). This equality
shows that χ(x1) = χ(x2) and m + k is even, because χ(a) = ±1
for all a. Now (**), and the fact that g2 is a character, gives −1 =
g2(x1)g
2(x2)χ(x1)χ(x2) = ι
2(m+k)ι−2(m+k) = 1, a contradiction. This
completes the proof of the Lemma. 
Finally we prove (3). Let G be a group with a decomposition (2.9).
Set C to be the subgroup of Z2N(⊳) generated by the set B = B
′∪B′′∪
B′′′ where
B′ = {φ2.si,j |αij is not a fixed point, and {i, j} is minimal}
B′′ = {si,j|i < j and {i, j} ⊂ {2m+ 1, . . . , n}}
B′′′ = {s2i−1,2iδgi|i = 1, . . . , m}.
There gi is chosen as in the case (ii) of Lemma 2.6. Passing on to
Z2N(⊳)/ kerΦ we denote by B
2
N(⊳) and C the images of these subgroups
in Z2N(⊳)/ ker Φ. Pick a v ∈ B. If v ∈ B
′ ∪B′′ then v2 = 1 because the
corresponding si,j has order 2. For v = s2i−1,2iδgi, v
2 = δg2i = δfi. We
know t.fi = fi and f
2
i = 1 and therefore φ2.fi = 1, whence δfi ∈ ker Φ
by definition (2.5). It follows that v2 = 1 for all v ∈ B. Furthermore,
by Lemma 2.6 the mapping a sends B to the basis (2.12) of AltN(G).
Therefore C is isomorphic to AltN (G) at least as an abelian group
and forms a complement to B2N(⊳) in Z
2
N(⊳)/ ker Φ. Since AltN (G)
consists of fixed points the proof will be completed if we show the
same for C. The fact that B′ ∪B′′ consists of fixed points follows from
tφ2 = φ2 and part (a) of Lemma 2.6(ii). For an s2i−1,2iδgi, the equality
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φ2.s2i−1,2i = δfi gives t.s2i−1,2i = s2i−1,2iδfi. Since δfi ∈ ker Φ and
t.δgi = δgi we see that s2i−1,2iδgi is a fixed point in Z
2
N(⊳)/ ker Φ which
completes the proof. 
3. The Isomorphism Theorems
We begin with a general observation. Let H be be an extension of
type (A). The mapping π induces a kF -comodule structure ρπ on H
via
(3.1) ρπ : H → H ⊗ kF, ρπ(h) = h1 ⊗ π(h2).
H becomes an F -graded algebra with the graded components Hf =
{h ∈ H|ρπ(h) = h⊗ f}. Let χ : kF → H be a section of kF in H . By
definition χ is a convolution invertible kF -comodule mapping, that is
(3.2) ρπ(χ(f)) = χ(f)⊗ f, for every f ∈ F
Set f = χ(f). The next lemma is similar to [23, 3.4] or [24, 7.3.4].
Lemma 3.1. For every f ∈ F there holds Hf = k
Gf
Proof:By definition of components H1 = H
coπ which equals to kG by
the definition of extension. By (3.2) ρπ(f) = f ⊗ f , hence k
Gf ⊂ Hf .
Since the containment holds for all f , the equalities
H = ⊕f∈FHf = ⊕f∈Fk
Gf
force Hf = k
Gf for all f ∈ F . 
Definition 3.2. Given two F -graded algebras H = ⊕Hf and H
′ =
⊕H ′f and an automorphism α : F → F we say that a linear mapping
ψ : H → H ′ is an α-graded morphism if ψ(Hf) = H
′
α(f) for all f ∈ F .
Lemma 3.3. Suppose H and H ′ are two extensions of kF by kG and
ψ : H → H ′ a Hopf isomorphism sending kG to kG. Then ψ is an α-
graded mapping for some α.
Proof: Suppose H and H ′ are given by sequences
k
G
ι
֌ H
π
։ kF, and kG
ι′
֌ H ′
π′
։ kF
By definition of extension Kerπ = H(kG)+ and likewise Ker π′ =
H ′(kG)+. By assumption ψ(kG) = kG, hence ψ induces a Hopf iso-
morphism α : H/H(kG)+ → H ′/H ′(kG)+. Replacing H/H(kG)+ and
H ′/H ′(kG)+ by kF we can treat α as a Hopf isomorphism α : kF →
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kF . α is in fact an automorphism of F . We arrive at a commutative
diagram
k
G ι−−−→ H
π
−−−→ kF
ψ
y ψy αy
k
G ι
′
−−−→ H ′
π′
−−−→ kF
Since ψ is a coalgebra mapping for every f ∈ F we have
∆H′(ψ(f)) = (ψ ⊗ ψ)∆H(f) = ψ((f)1)⊗ ψ((f)2), hence
ρπ′(ψ(f)) = ψ((f)1)⊗ π
′ψ((f)2) = ψ((f)1)⊗ απ((f)2)
On the other hand, applying ψ ⊗ α to the equality
ρπ(f) = (f)1 ⊗ π((f)2) = f ⊗ f gives
ψ((f)1)⊗ απ((f)2) = ψ(f)⊗ α(f)
whence we deduce ρπ′(ψ(f)) = ψ(f)⊗α(f). Thus ψ(f) ∈ H
′
α(f) which
shows the inclusion
ψ(Hf) = ψ(k
Gf) = kGψ(f) ⊆ H ′α(f) = k
Gα(f)
Since both sides of the above inclusion have equal dimensions, the proof
is complete. 
In what follows H is an almost abelian Hopf algebra, G = G(H),
F = Cp, and p is small relative to G. Let ⊳ and ⊳
′ be two actions of
Cp on G. We denote (G, ⊳) and (G, ⊳
′) the corresponding Cp-modules
and we use the notation ‘•’ and ‘◦’ for the actions of Cp on k
G cor-
responding by (1.4) to ⊳ and ⊳′, respectively. We let I(⊳, ⊳′) denote
the set of all automorphisms of G intertwining actions ⊳ and ⊳′, that
is automorphisms λ : G→ G satisfying
(3.3) (a ⊳ x)λ = aλ ⊳′ x, a ∈ G, x ∈ Cp
We make every λ act on functions τ : Cp ×G
2 → k• by
(τ.λ)(x, a, b) = τ(x, aλ−1, bλ−1).
Lemma 3.4. (i) The group Z2(G, (kCp)
•
) is invariant under the action
induced by any automorphism of G,
(ii) A Cp-isomorphism λ : (G, ⊳)→ (G, ⊳
′) induces Cp-isomorphisms
between the groups Z2c (⊳), B
2
c (⊳), H
2
c (⊳) and Z
2
c (⊳
′), B2c (⊳
′), H2c (⊳
′), re-
spectively.
Proof: (i) is immediate.
(ii) We must check condition (1.12) for τ.λ and ZCp-linearity of the
induced map. First we note λ−1 is a Cp- isomorphism between (G, ⊳
′)
CLASSIFICATION OF HOPF ALGEBRAS 17
and (G, ⊳), as one can check readily. Next we verify (1.12) and Cp-
linearity in a single calculation
(τ.λ)(xy)(a, b) = τ(xy, aλ−1, bλ−1)
= τ(x, aλ−1, bλ−1)(x • τ(y, aλ−1, bλ−1))
= τ(x, aλ−1, bλ−1)τ(y, aλ−1 ⊳ x, bλ−1 ⊳ x)
= τ(x, aλ−1, bλ−1)τ(y, (a ⊳′ x)λ−1, (b ⊳′ x)λ−1)
= (τ.λ)(x)(x ◦ (τ.λ)(y))(a, b).
In the case of B2c (⊳), first one checks the equality
(δGη).λ = δG(η.λ) for any η : Cp ×G→ k
•.
It remains to verify the condition (1.13) for η.λ. That is done similarly
to the calculation in (ii). 
Let (G, ⊳) be a Cp-module. Recall that A(⊳) denotes the group of
Cp-automorphisms of (G, ⊳). By the above Lemma Z
2
c (⊳) is an A(⊳)-
module. Symmetrically, the group Ap = Aut(Cp) of automorphisms of
Cp acts on Map(Cp ×G
2, k•) via
τ.α(x, a, b) = τ(α(x), a, b)
We want to know the effect of this action on Z2c (⊳). Let (G, ⊳) be a
Cp-module. For α ∈ Ap we define a Cp-module (G, ⊳
α) via
a ⊳α x = a ⊳ α(x), a ∈ G, x ∈ Cp
Similarly, an action ‘•’ of Cp on k
G can be twisted by α into ‘•α’ via
x •α r = α(x) • r, r ∈ kG
One can see easily that if • and ⊳ correspond to each other by (1.4),
then so do •α and ⊳α.
Lemma 3.5. (i) If λ ∈ I(⊳, ⊳′), then λ ∈ I(⊳α, ⊳′α) for every α ∈ Ap,
(ii) The mapping τ 7→ τ.α induces an A(⊳)-isomorphism between
Z2c (⊳), B
2
c (⊳), H
2
c (⊳) and Z
2
c (⊳
α), B2c (⊳
α), H2c (⊳
α), respectively for every
α ∈ Ap .
Proof: (i) For every a ∈ G, x ∈ Cp we have
(a⊳α)λ = (a ⊳ α(x))λ = aλ ⊳′ α(x) = aλ ⊳′α x
(ii) First we note that A(⊳) can be identified with A(⊳α) for any α
by the folllowing calculation
(g ⊳α x)φ = (g ⊳ α(x))φ = (gφ) ⊳ α(x) = gφ ⊳α x for every φ ∈ A(⊳).
18 LEONID KROP
Thus we will treat every Z2c (⊳
α) as an A(⊳)- module. Our next step is
to show that for every τ ∈ Z2c (⊳), τ.α lies in Z
2
c (⊳
α). This boils down
to checking (1.12) for τ.α with the ⊳α-action:
(τ.α)(xy) = τ(α(x)α(y)) = τ(α(x))(α(x) • τ(α(y))
= τ(α(x))(x •α τ(α(y)) = (τ.α)(x)(x •α (τ.α)(y)).
As for A(⊳)-linearity, for every φ ∈ A(⊳), we have
((τ.α).φ)(x, a, b) = (τ.α)(x, aφ−1, bφ−1) = τ(α(x), aφ−1, bφ−1)
= (τ.φ)(α(x), a, b) = ((τ.φ).α)(x, a, b).

We need several short remarks.
Lemma 3.6. Suppose τ is a 2-cocycle. Assume r ∈ (kG)
•
is such that
φp.r = ǫ. Set ri = φi.r, 1 ≤ i ≤ p. Define a 1-cocycle ζ : Cp → (k
G)
•
by ζ(ti) = ri and a 2-cocycle τ
′ = τ(δGζ). Then the mapping
ι : H(τ, ⊳)→ H(τ ′, ⊳), ι(pat
i) = parit
i, a ∈ G, 1 ≤ i ≤ p
is an equivalence of extensions.
Proof: It suffices to show show δGζ ∈ B
2
c for then [23, 5.2] yields the
conclusion of the lemma. Now δGζ ∈ B
2
c means that ζ satisfies (1.13).
The argument of Lemma 2.2 used to derive (1.12) from the condition
(2.4) works verbatim for ζ . 
Lemma 3.7. H(τ, ⊳) is cocommutative iff τ lies in H2
cc
(⊳).
Proof:H∗(τ, ⊳) is commutative iff ab = ba which is equivalent to
τ(a, b) = τ(b, a). This condition is equivalent to τ(t) : G × G → k•
being a symmetric 2-cocycle. Indeed, one implication is trivial, while
if τ(t) is symmetric, then as pointed out in the odd case of Proposition
2.5 τ(t) is a coboundary, that is an element of B2N/ ker Φ. A reference
to Lemma 2.3(i) completes the proof. 
Unless stated otherwise, H(τ, ⊳) is a noncocommutative Hopf al-
gebra. We pick another algebra H(τ ′, ⊳′) isomorphic to H(τ, ⊳) via
ψ : H(τ, ⊳)→ H(τ ′, ⊳′). The next observation is noted in [18, p. 802].
Lemma 3.8. Mapping ψ induces an Hopf automorphism of kG.

Let G be a finite group and AutHf(k
G) be the group of Hopf au-
tomorphisms of kG. Identifying (kG)∗ with kG as in §1, for every
φ ∈ AutHf(k
G) the transpose mapping φ∗ is a Hopf automorphism of
kG, hence an automorphism of G. This leads up to
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Lemma 3.9. Let G be a finite group. The mapping φ 7→ φ∗ is an
isomorphism between AutHf(k
G) and Aut(G). φ is a Cp-isomorphism
(kG, •) → (kG, ◦) if and only if φ∗ is a Cp-isomorphism (G, ⊳
′) →
(G, ⊳).
Proof:The first assertion is clear by the opening remark. Next we
recall that φ∗ acts on G via
(3.4) (aφ∗)(f) := f(aφ∗) = φ(f)(a), f ∈ kG.
Let ⊳ and ⊳′ be actions related to • and ◦ by (1.4). The last conclusion
follows from the calculation
((a ⊳′ x)φ∗)(f) = φ(f)(a ⊳′ x) = (x ◦ φ(f))(a) = φ(x • f)(a)
= (aφ∗)(x • f) = (aφ∗ ⊳ x)(f), for all f ∈ kG.

We proceed to the formulation of isomorphism theorems. First we
rephrase definitions of [⊳] and C(⊳). Let ‘≃’ denote equivalence of
actions of Cp on G. With R defined in the Introduction we have [⊳] =
{⊳′ ∈ R|⊳′ ≃ ⊳α for someα ∈ Ap} and C(⊳) = {α ∈ Ap|⊳
α ≃ ⊳}.
Furthermore we denote by G(⊳) the subgroup of Aut(G) generated by
A(⊳) and a set of automorphisms λα ∈ I(⊳, ⊳
α) one for every α ∈ C(⊳)
if ⊳ is nontrivial, and A(⊳)× Ap, otherwise.
Proposition 3.10. G(⊳) is a crossed product of A(⊳) with C(⊳).
Proof:The claim holds by definition for the trivial action. Else, we
note that λA(⊳)λ−1 = A(⊳) for every λ ∈ I(⊳, ⊳α) by Lemmas 3.4(ii),
3.5(i). In addition, for every λ, µ ∈ I(⊳, ⊳α), λ−1µ ∈ A(⊳). Thus we
have I(⊳, ⊳α) = A(⊳)λα. It follows that λα · λβ = φ(α, β)λαβ for some
φ(α, β) ∈ A(⊳). It remains to show that the kernel of π : G(⊳) →
C(⊳), π(φλα) = α equals A(⊳). Pick α : x → x
k, k 6= 1. Clearly
λ ∈ I(⊳, ⊳α) iff tλ = λtk where we treat t ∈ Cp as automorphism of G.
Since elements of A(⊳) commute with t, I(⊳, ⊳α) ∩ A(⊳) = ∅. 
Our next goal is to define a G(⊳)-module structure on H2c (⊳). As we
mentioned above H2c (⊳) is A(⊳)-module. Further, for every λ ∈ I(⊳, ⊳
α)
Lemmas 3.4(ii), 3.5(ii) show that the mapping
(3.5) ωλ,α : τ 7→ τ.λα
−1, τ ∈ H2c (⊳)
is an automorphism of H2c (⊳). We denote by φ the automorphism of
H2c (⊳) induced by φ ∈ A(⊳) and we abbreviate ωλα,α to ωα.
Lemma 3.11. The mapping φλα 7→ φωα, φ ∈ A(⊳), α ∈ C(⊳) defines
G(⊳)-module structure on H2c (⊳).
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Proof:H2c (⊳) is a subquotient of Z
2(G, (kCp)
•
), and the action of
A(⊳) and ωα on H
2
c (⊳) are induced from their action on Z
2(G, (kCp)
•
).
Furthermore it is elementary to check that every λ ∈ Aut(G) com-
mutes with every β ∈ Ap as mappings of Z
2(G, (kCp)•). It follows
that the equalities ωαωβ = φ(α, β)ωαβ and ωαφω
−1
α = λαφλ
−1
α hold in
Aut(Z2(G, (kCp)
•
). This shows that the mapping of the Lemma is a
homomorphism, as needed. 
Theorem 3.12. (I). Noncocommutative extensions H(τ, ⊳)
and H(τ ′, ⊳′) are isomorphic if and only if
(i) There exist an α ∈ Ap and a Cp-isomorphism λ : (G, ⊳) →
(G, ⊳′α) such that
(ii) τ ′ = τ.(λα−1) in H2c (⊳
′).
(II). There is a bijection between the orbits of G(⊳) in H2c (⊳) not con-
tained in H2
cc
(⊳) and the isomorphism types of noncocommutative ex-
tensions in Ext[⊳](kCp, k
G).
Proof: (I). In one direction, suppose ψ : H(τ, ⊳) → H(τ ′, ⊳′) is an
isomorphism. By Lemma 3.8 ψ induces an automorphism φ : kG → kG,
and from Lemma 3.3 we have the equality ψ(t) = rtk for some k and
r ∈ kG. The equality ψ(tp) = 1 implies (rtk)p = φp(t
k) ◦ r = 1 and,
as φp(t
k) = φp(t), we have φp ◦ r = 1 which shows r ∈ (k
G)
•
. Let
α : x 7→ xk, x ∈ Cp be this automorphism of Cp, and set φ = ψ|kG.
Then the calculation
φ(t • f) = ψ(tft−1) = rα(t)φ(f)α(t)−1r−1 = α(t) ◦ φ(f), f ∈ kG
shows φ : (kG, •)→ (kG, ◦α) is a Cp-isomorphism. It follows by Lemma
3.9 that (G, ⊳′α) is isomorphic to (G, ⊳) under φ∗, hence λ = (φ∗)−1 :
(G, ⊳)→ (G, ⊳′α) is a required isomorhism.
It remains to establish the second condition of the theorem. To this
end we first modify ψ. Namely, set s = φ−1(r) and observe that, as
φ−1 is a Cp-mapping and φp ◦
α r = 1, we get φp • s = φ
−1(φp ◦
α r) = 1.
Therefore by Lemma 3.6 there is an equivalence ι : H(τ, ⊳)→ H(τ˜ , ⊳)
with ι(t) = st. Notice that ι is an algebra map with ι(s) = s for all
s ∈ kG, hence ι−1(t) = s−1t. Thus we have (ψι−1)(t) = tk by the choice
of s. It follows we can assume ψ(t) = tk hence ψ(x) = xk for all x ∈ Cp.
Abbreviating H(τ, ⊳), H(τ ′, ⊳′) to H,H ′, respectively, we take up the
identity.
∆H′(ψ(x)) = (ψ ⊗ ψ)∆H(x), x ∈ Cp,
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expressing comultiplicativity of ψ on elements of Cp. By (1.8) this
translates into
(3.6)
∑
a,b
τ ′(xk, a, b)pax
k ⊗ pbx
k =
∑
c,d
τ(x, c, d)φ(pc)x
k ⊗ φ(pd)x
k.
Next we connect φ(pb) to the action of φ
∗. This is given by the formula
(3.7) φ(pb) = pb(φ∗)−1 .
For, since φ is an algebra map, φ(pb) = pc where c is such that
φ(pb)(c) = 1. By definition of action φ
∗, φ(pb)(c) = (cφ
∗)(pb) = pb(cφ
∗),
hence cφ∗ = b, whence c = b(φ∗)−1.
Switching summation symbols c, d to l = c(φ∗)−1 and m = d(φ∗)−1,
the right-hand side of (3.6) takes on the form∑
l,m
τ(x, lφ∗, mφ∗)plx
k ⊗ pmx
k
Thus ψ is comultiplicative on Cp iff
(3.8) τ ′(α(x), a, b) = τ(x, aφ∗, bφ∗) = τ(φ∗)−1(x, a, b) = τ.λ(x, a, b).
Applying α−1 to the last displayed equation we arrive at
(3.9) τ ′(x, a, b) = τ.λα−1(x, a, b).
as needed.
Conversely, let us assume hypotheses of part (I). Using Lemma 3.9
we infer that λ−1 induces a Hopf Cp-isomorphism
φ = (λ−1)∗ : (kG, •)→ (kG, ◦α). We define
ψ : H(τ, ⊳)→ H(τ ′, ⊳′) viaψ(fx) = φ(f)α(x), f ∈ kG, x ∈ Cp.
First we verify that ψ is an algebra map utilizing φ(x•f) = α(x)◦φ(f),
namely
ψ((fx)(f ′x′)) = ψ(f(x • f ′)xx′) = φ(f)φ(x • f ′)α(x)α(x′)
= φ(f)(α(x) ◦ φ(f ′))α(x)α(x′) = φ(f)α(x)φ(f ′)α−1(x)α(x)α(x′)
= (φ(f)α(x))(φ(f ′)α(x′) = ψ(fx)ψ(f ′x′).
To see comultiplicativity of ψ we need to verify
(3.10) ∆H′(ψ(fx)) = (ψ ⊗ ψ)∆H(fx).
By the multiplicativity of ∆H′ , ψ,∆H it suffices to check (3.10) sep-
arately for any f and for every x. Now the first case holds as φ is
a coalgebra mappping, and the second follows from τ ′ = τ.λα−1 by
calculations (3.6) and (3.9).
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(II). Let H denote the set of all pairs (τ ′, ⊳′) with ⊳′ and τ ′ running
over [⊳] and H2c (⊳
′) \ H2cc(⊳
′), respectively. We define an equivalence
relation on H by
(τ ′, ⊳′) ∼ (τ ′′, ⊳′′) iff H(τ ′, ⊳′) ≃ H(τ ′′, ⊳′′).
Let H/ ∼ stand for the set of equivalence classes. By construction
H/ ∼ is just a copy of ncExt[⊳](kCp, k
G)/ ∼=. We select the subset
H(⊳) = {(τ, ⊳)|τ ∈ H2c (⊳)} of H and define the orbit (τ, ⊳)G(⊳) as the
set {(τ ′, ⊳)|τ ′ ∈ τG(⊳)}. The proof will be complete if we show that the
set {C ∩ H(⊳)|C ∈ H/ ∼} coincides with the set of orbits of G(⊳) in
H(⊳). Now pick (τ ′, ⊳′) ∈ C. Since ⊳′ ∈ [⊳], there exists an isomorphism
µ ∈ I(⊳′, ⊳α) hence setting τ = τ ′.µα−1 we have (τ, ⊳) ∈ C by part (I).
Moreover C ∩ H(⊳) ∋ (σ, ⊳) if and only if H(τ, ⊳) ≃ H(σ, ⊳), hence by
part (I) again we have σ = τ.ωλ,α, that is σ ∈ τG(⊳). Same argument
shows that the equivalence class generated by (τ, ⊳) intersect H(⊳) in
the orbit of (τ, ⊳). 
Corollary 3.13. For every τ ∈ H2c (⊳) the cardinality of the orbit τG(⊳)
satisfies
|τA(⊳)| ≤ |τG(⊳)| ≤ |C(⊳)||τA(⊳)|.
Proof: Since A(⊳) ⊆ G(⊳) the lower bound is clear. By Propositon
3.10 G(⊳) =
⋃
α∈C(⊳) ωαA(⊳) hence τG(⊳) =
⋃
α∈C(⊳) τωαA(⊳). It re-
mains to note that for every α the cardinality of τωαA(⊳) coincides
with that of τA(⊳). 
With some extra effort we can extend the bijection theorem to the
entire set Ext[⊳](kCp, k
G) provided G is an elementary p-group for any
p. Since our prime interest lies with nontrivial Hopf algebras we state
the result without proof.
Theorem 3.14. Let G be a finite elementary p-group. The number
of isotypes of cocommutative Hopf algebras in Ext[⊳](kCp, k
G) equals to
the number of orbits of A(⊳) in H2
cc
(⊳).

We comment briefly on the dual case of commutative Hopf algebras.
First, Ext[⊳](kCp, k
G) contains a commutative Hopf algebra iff ⊳ = triv.
Second, we introduce the group Cext(G,Cp) of central extensions of G
by Cp [2]. We outline properties of Ext[triv](kCp, k
G) again without
proof.
Theorem 3.15. (1) The group Ext[triv](kCp, k
G) is isomorphic to the
group Cext(G,Cp) under the map H(τ, triv)⇆ k
L(τ) where L(τ) is the
central extension defined by the 2-cocycle τ .
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(2) For G elementary p-group of rank n with an odd p the number of
isotypes in Ext[triv](kCp, k
G) equals ⌊3n+2
2
⌋.
For calculation of orbits of G(⊳) in H2c (⊳) we prefer to use its isomor-
phic copy Z2N(⊳)/ kerΦ which we denote by X(⊳) and refer to it as the
classifying group for Ext[⊳](kCp, k
G).
We turn X(⊳) into a G(⊳)-module by transfering its action from Z2c (⊳)
to Z2N(⊳) along Θ. Pick some ωλ,α and suppose α
−1 : x 7→ xl, x ∈ Cp.
For s ∈ Z2N(⊳) we put
(3.11) s.ωλ,α = (φl • s).λ.
Lemma 3.16. (i) For every prime and any action ‘⊳’ the isomorphism
Θ∗ : H
2
c (⊳) ≃ X(⊳) of Corollary 2.4 is G(⊳)-linear.
(ii) For every prime and any action X(⊳) fits into the exact sequence
(3.12) ĜCp/N(Ĝ)֌ X(⊳)։ a(Z2N(⊳)).
(iii) For every odd p there is a G(⊳) splitting
(3.13) X(⊳) ≃ ĜCp/N(Ĝ)× AltN(G).
Proof: (i) We begin by noting that for every λ ∈ I(⊳, ⊳α) there holds
(*) x •α (s.λ) = (x • s).λ, x ∈ Cp. Still assuming α
−1 : x → xl,
the conclusion (i) follows from (2.2) and the opening remark by the
calculation
Θ(τ.ωλ,α) = (τ.ωλ,α)(t) = (τ.λ)(t
l) = (by (2.2))φl •
α (τ.λ)(t)
= φl •
α (τ(t).λ) = (by (*)) (φl • τ(t)).λ = Θ(τ).ωλ,α
This equation demonstrates that definition (3.11) turnes Z2N(⊳) into a
G(⊳)-module. It is immediate that B2c (⊳) is a G(⊳)-subgroup of Z
2
c (⊳).
By Lemma 2.3(ii) ker Φ is a G(⊳)-subgroup, which proves part (i).
(ii) The mapping a : Z2(G, k•) → Alt(G) of Proposition 2.5 re-
stricted to Z2N(⊳) gives rise to an exact sequence B
2
N(⊳) → Z
2
N(⊳) →
a(Z2N(⊳). Thanks to the G(⊳)-isomorphism Ĝ
Cp/N(Ĝ) ≃ B2N(⊳)/ ker Φ
induced by Φ (see Lemma 2.3) we arrive at the exact sequence (3.12)
of G(⊳)-modules.
(iii) For an odd p splitting (2.8) is carried out by the mapping s 7→
sa(s−2) × a(s2) which is clearly a G(⊳)-map. It remains to note that
homomorphism Φ is also a G(⊳)-map. 
We point out that part (ii) fails in general for 2-groups.3
3See Appendix 2
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4. Almost Abelian Hopf Algebras of Dimension ≤ p4
4.1. Hopf algebras of dimension ≤ p3. We begin by revisiting clas-
sification of semisimple Hopf algebras of dimension p2, p3 due to [20, 18].
If dimH = p2, then by a Kac-Masuoka theorem [9, 20] H contains a
central subHopf algebra kCp hence H ∈ Ext[triv](kCp, k
Cp). Thus H is
commutative, and as Alt(Cp) = 1, H is cocommutative. It follows that
H = kL where L is a group of order p2, that is L = Cp2 or Cp × Cp.
Suppose dimH = p3. By the Kac-Masuoka theorem, loc.cit, applied
to H∗ we have that H∗ is a central extension of the form kCp ֌
H∗ ։ Q where dimQ = p2. By the foregoing Q = kG with G = Cp2
or Cp × Cp. By duality H is a cocentral extension of kCp by k
G. If
G = Cp2, then Alt(G) = 1, hence H is cocommutative. It follows that
a nontrivial H belongs to Ext(kCp, k
Cp×Cp) with a nontrivial action of
Cp on Cp × Cp.
Before moving on we introduce algebras Ri = ZpCp/〈(t− 1)
i〉, 0 ≤
i ≤ p − 1 and make a notational change. Below we write αk for the
mapping x 7→ xk, x ∈ Cp, ⊳
k for ⊳αk and ωk for ωαk . The arguments in
the next proposition will be used throughout §4.2.2.
Proposition 4.1. ([18]) There are up to isomorphism p + 7 Hopf al-
gebras in Ext(kCp, k
Cp×Cp), p+ 1 of which are nontrivial.
Proof:We run the procedure for computing the number of isoclasses
for G = Cp × Cp. Let ⊳r denote the right regular action of Cp on R2.
Every nontrivial Cp-module (Cp × Cp, ⊳) is isomorphic to (R2, ⊳r). In
consequence Ext(kCp, k
G) = Ext[⊳r ](kCp, k
G) ∪ Ext[triv](kCp, k
G). By
Theorem 3.15(2) Ext[triv](kCp, k
G) contributes four nonisomorphic al-
gebras. It remains to show that Ext[⊳r ](kCp, k
G) contains p+3 isotypes.
To simplify notation we put ⊳ = ⊳r.
(i) The classifying group X(⊳). Set G = R2 and let e = 1, f = t− 1
where r is the image of r ∈ R0 in R2. The matrix of t in the basis
{e, f} is T =
(
1 1
0 1
)
. Let {e∗, f ∗} be the dual basis for Ĝ. The
mapping induced by t in Ĝ has the matrix T tr relative to the dual
basis. Hence e∗ is fixed by t and N(Ĝ) = (t − 1)p−1.Ĝ = 0, as p > 2,
in the additive notation. It follows that ĜCp/N(Ĝ) = 〈e∗〉. Further
Alt(G) = Ĝ ∧ Ĝ, where ∧ denote the multiplication in the Grassman
algebra over Ĝ, is generated by e∗ ∧ f ∗, and the latter is a fixed by t.
Therefore φp(t).e
∗ ∧ f ∗ = p(e∗ ∧ f ∗) = 0, hence AltN(G) = Alt(G). All
in all we arrive at the equality
X(⊳) = 〈e∗, e∗ ∧ f ∗〉
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(ii) Groups A(⊳), C(⊳) and G(⊳). By definition φ ∈ A(⊳) iff the
matrix Φ of φ satisfies ΦT = TΦ and det Φ 6= 0. This condition is
equivalent to Φ =
(
c d
0 c
)
, c ∈ Z•p. By the opening remark C(⊳) = Z
•
p
as (G, ⊳k) ≃ (G, ⊳) for every k ∈ Z•p.
The group G(⊳) is generated by A(⊳) and a set {λk|k ∈ Z
•
p} with
λk ∈ I(⊳, ⊳
k). An easy verification gives that λk defined via
e.λk = e, f.λk = kf lies in I(⊳, ⊳
k).
(iii) Orbits of G(⊳) in X(⊳). First we determine the orbits of A(⊳).
Pick φ ∈ A(⊳) and suppose it has the matrix Φ relative to {e, f}. It is
an elementary fact that the mapping induced by φ in Ĝ has the matrix
Φtr in the dual basis. If Φ is written as in (ii) then we have
e∗.φ−1 = ce∗, and e∗ ∧ f ∗.φ−1 = c2e∗ ∧ f ∗.
Let us identify ae∗ + be∗ ∧ f ∗ ∈ X(⊳) with the vector (a, b) ∈ Z2p. By
the above φ ∈ A(⊳) acts in Z2p via (a, b).φ
−1 = (ca, c2b).
By Corollary 3.13 the G(⊳)-orbit of (a, b) is the union of A(⊳)-orbits
of elements (a, b).ωk, k ∈ C(⊳). There ωk = λkα
−1
k , and for every
x ∈ X(⊳) there holds by (3.11) x.ωk = (φl.x).λk where l = k
−1. Since
e∗ and e∗ ∧ f ∗ are fixed by t we have φl.x = lx for x = e
∗, e∗ ∧ f ∗.
Moreover it is immediate that e.λk = e
∗ and e∗ ∧ f ∗.λk = le
∗ ∧ f ∗.
We conclude that (a, b).ωk = (la, l
2b) ∈ (a, b)A(⊳). It follows that
G(⊳)-orbits coincide with A(⊳)-orbits. We compute the latter.
The subset Z•p
2 of Z2p is stable under action of A(⊳). For every m ∈
Z
•
p the set (1, m)A(⊳) has p − 1 elements and moreover (1, m)A(⊳) ∩
(1, n)A(⊳) = ∅ if m 6= n. Since |Z•p
2| = (p− 1)2 the family
{(1, m)A(⊳)|m ∈ Z•p} accounts for all orbits in Z
•
p
2. Thus we ob-
tained p − 1 nontrivial orbits. The complement Z2p \ Z
•
p
2 is the union
of {(0, b)|b ∈ Z•p} and {(a, 0)|a ∈ Zp}. Let ζ be a generator of Z
•
p.
It follows readily that {(0, b)|b ∈ Z•p} is the union of (0, 1)A(⊳) and
(0, ζ)A(⊳) which supplies two more nontrivial orbits. The second set is
the union of two trivial orbits, viz. {(0, 0)} and its complement. 
To recover the full strength of [18] we would need to show that every
H(τ, ⊳) is self-dual. However, such a theorem is unattainable due to
the next
Remark 4.2. Let τ(t) = e∗ ∧ f ∗ and H(τ, ⊳) be the corresponding
Hopf algebra. H(τ, ⊳)∗ ≃ H(τ, ⊳) if and only if p−1
2
is a square in Z•p.
Proof:By general theory H(τ, ⊳)∗ ≃ H(τ ′, ⊳) for some τ ′ ∈ H2c (⊳). An
isomorphism H(τ, ⊳)∗ ≃ H(τ, ⊳) exists if and only if τ ′(t) and τ(t) lie on
the same orbit. The 2-cocycle τ ′ is the multiplication cocycle forH(τ, ⊳)
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written as an element of Ext(kG, kCp). Since H(τ, ⊳) = k(Ĝ⋊Cp) and
e∗ is a fixed point under the action of Cp, k〈e
∗〉 is a normal subHopf
algebra of H(τ, ⊳) giving rise to an exact sequence
(4.1) k〈e∗〉 →֒ H(τ, ⊳)
Π
։ kG
where G = 〈x, y〉 with x = Π(f ∗), y = Π(t). Clearly xy = yx so
that G = G. Let ρΠ = (id ⊗ Π)∆H : H(τ, ⊳) → H(τ, ⊳) ⊗ kG be the
coaction induced by Π. We want to find a section γ : kG → H(τ, ⊳)
splitting (4.1). This is the matter of finding T satisfying ρΠ(T ) = T⊗y.
It is not hard to see that T must be of the form ut for some unit
u ∈ kGin fact a tedious but straightforward verification shows that for
u =
∑
i,j ζ
−ijpeifj T = ut is a desired element. Since f
∗ is a group-like
element of H(τ, ⊳), ρΠ(f
∗iT j) = f ∗iT j ⊗ xiyj, and therefore γ : xiyj 7→
f ∗iT j defines a section of kG in H(τ, ⊳). Let τ ′ : G×G→ k〈e∗〉 be the
2-cocycle associated to γ. By definition τ ′(a, b) = γ(a)γ(b)γ(ab)−1. We
will write below a = xiyj, b = xkyl. A simple calculation using Tf ∗ =
f ∗e∗T gives τ ′(a, b) = e∗jl. Viewing e∗ as the functional e∗(tk) = ζk on
Cp(t) we conclude that τ
′(t, a, b) = ζjl.
We need to find a decomposition of τ ′(t) according to (2.8), that is
τ ′(t) = b · λ with b ∈ B2N (⊳) and λ ∈ AltN(G). Set β = a(τ
′(t)) and
note that by the definition of a, β(a, b) = τ ′(t, a, b)τ ′(t, b, a)−1 which
gives β(a, b) = ζjk−il. Observe that β = a(λ) = λ2, hence λ = β
1
2 and
therefore b = τ ′β−
1
2 . It follows that b(a, b) = (ζ
1
2 )jk+il. Let us select f :
G→ k•, f(xiyj) = (ζ−
1
2 )ij . A straightforward calculation produces the
equality δf(a, b) = b. We want to find the image of b in X(⊳) under Φ,
that is Φ(b) = φp(t).t. Since φp(t).f(a) =
∏p−1
i=0 f(a
i⊳ti), φp(t).f(x) = 1
as x ⊳ t = x, and φp.f(y) =
∏p−1
i=0 f(a
ib) =
∏p−1
i=0 (ζ
− 1
2 )i = 1. Since
φp(t).f is a character of G, φp(t).f = 1. Thus b ∈ ker Φ which means
τ ′(t) = β
1
2 in X(⊳). But β = τ−1 as τ(a, b) = (e∗ ∧ f ∗)(a, b) = ζ il−jk.
Thus τ ′(t) = τ(t)
p−1
2 or (p−1
2
)e∗ ∧ f ∗ in the additive notation. By
Proposition 4.1(iii) τ ′(t) lies on the orbit of τ(t) iff p−1
2
is a square. 
4.2. Hopf algebras of dimension p4. . From now on we assume that
H is of dimension p4 with an abelian group G of grouplikes of order p3.
Theorem 4.3. There are 5p + 23 distinct nontrivial almost abelian
Hopf algebras of dimension p4 if p > 3, 31 if p = 3, e ≥ 3 and 33,
otherwise.
Proof:This will carried out in steps. In the additive notation G = Z3p
or G = Zp2 ⊕ Zp, and the theory splits into two parts.
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4.2.1. G = Z3p. .
There are up to isomorphism two nontrivial ZpCp-module structures
on G. Namely, if Cp-module G is decomposable, then G ≃ R2 ⊕ R1,
and G ≃ R3, otherwise.
(I) Suppose G ≃ R2 ⊕ R1, and let ⊳d be the action of Cp on G
composed of regular actions of Cp on R2 and R1. We aim to prove
Theorem 4.4. Ext[⊳d](kCp, k
C3p ) contains 2p+11 isotypes of extensions
2p+ 8 of which are nontrivial.
Proof:We carry out the procedure for computing the number of iso-
types for Cp-module (G, ⊳d). To simplify notation we put ⊳ = ⊳d.
(1) The classifying group X(⊳). Select a basis {e, g, f} for G where
{e, f} is the basis for R2 as in Proposition 4.1, and R1 = Zpg. Clearly
the matrix T of t in that basis is T =
1 0 10 1 0
0 0 1
. Let {e∗, g∗, f ∗} be
the dual basis for Ĝ. We fix a basis {e∗∧ g∗, e∗∧ f ∗, g∗∧ f ∗} for Ĝ∧ Ĝ.
We refer to the above bases as standard.
Proposition 4.5. X(⊳) = 〈e∗, g∗〉 ⊕ Ĝ ∧ Ĝ.
Proof:Recall X(⊳) = ĜCp/N(Ĝ)⊕ AltN(G). We use the well known
identification Alt(G) = Ĝ ∧ Ĝ. One can see easily that the matrix of t
in the standard basis of Ĝ is T tr. By general principles [4, III,8.5] the
matrix of t in the standard basis of Ĝ∧ Ĝ is T tr ∧ T tr =
 1 0 00 1 0
−1 0 1
.
It follows that (t − 1)p−1 • Ĝ = 0 and (t − 1)p−1 • Ĝ ∧ Ĝ = 0, that
is N(Ĝ) = 0 and (Ĝ ∧ Ĝ)N = Ĝ ∧ Ĝ. Further, one can see easily
ĜCp = 〈e∗, g∗〉. 
(2) Groups A(⊳), C(⊳) and G(⊳). By definition φ ∈ A(⊳) iff its matrix
Φ satisfies ΦT = TΦ and det Φ 6= 0. By a straighforward calculation
one can see that φ ∈ A(⊳) iff
(4.2) Φ =
a11 a12 a130 a22 a23
0 0 a11
 , aij ,∈ Zp, a11a22 6= 0
It is easy to see that (G, ⊳k) ≃ (G, ⊳) for every k ∈ Z•p which gives
C(⊳) = Zp
•. Likewise one can check directly that λk : e 7→ e, g 7→
g, f 7→ kf lies in I(⊳, ⊳k) for every k ∈ Zp
•. This determines G(⊳) as
the latter is generated by A(⊳) and the λk.
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(3) Orbits of A(⊳) in X(⊳). In order to simplify notation we change
coordinates of matrices (4.2) by setting u = a11, v = a22, a12 = u
−1q,
a23 = u
−1r, a13 = s. We treat the tuple (u, v, q, r, s) as the coordinate of
either φ or its matrix Φ. On general principles [4, III,8.5] the matrices
of φ−1 in the standard bases for Ĝ and Ĝ ∧ Ĝ are Φtr and Φtr ∧ Φtr,
respectively. For Φ = Φ(u, v, q, r, s) a routine calculation gives
(4.3) Φtr =
 u 0 0u−1q v 0
s u1r u
 , and
(4.4) Φtr ∧ Φtr =
uv 0 0r u2 0
z q uv
 ,
where z = det
(
u−1q v
s u−1r
)
. Next we identify X(⊳) with Z5p via the
assignment x = a1e
∗ + a2g
∗ + b1e
∗ ∧ g∗ + b2e
∗ ∧ f ∗ + b3g
∗ ∧ f ∗ 7→
v(x) = (a1, a2, b1, b2, b3). We use the notation e
′
i, e
′′
j , i = 1, 2, j = 1, 2, 3
for the standard unit vectors in Z2p,Z
3
p, respectively. We begin with
A(⊳)-orbits in ĜCp and Ĝ ∧ Ĝ. We define Z ′i, Z
′′
j , 0 ≤ i ≤ 2, 0 ≤ j ≤ 3
by the formula
Z ′i = {(a1, a2)|ai 6= 0 and ak = 0 for k > i > 0},
Z ′′j = {(b1, b2, b3)|bj 6= 0 and bk = 0 for k > j > 0},
and Z ′0 = {(0, 0)}, Z
′′
0 = {(0, 0, 0)}. Furthermore we split Z
′′
2 into the
union of Z ′′2,k, k = 0, 1 where Z
′′
2,k = {(b1, ζ
kb2, 0)|b2 ∈ Zp
•2}. We let κ
denote an element of {1, (2, 0), (2, 1), 3}.
Lemma 4.6. The sets Z ′i, Z
′′
κ are all the orbits of A(⊳) in Ĝ
Cp and
Ĝ ∧ Ĝ, respectively.
Proof:First note Z2p = ∪Z
′
i and Z
3
p = ∪Z
′′
κ . The equalities e
′
iA(⊳) =
Z ′i, i = 1, 2 are immediate by (4.3). This proves the first claim.
Similarly, using (4.4) one can derive readily the equalities e′′κA(⊳) =
Z ′′κ for κ = 1, 3, and ζ
ke′′2A(⊳) = Z
′′
2,k, k = 0, 1. 
Let us write Z ′i × Z
′′
κ for the set of vectors (v1, v2) with v1 ∈ Z
′
i, v2 ∈
Z ′′κ . These sets are A(⊳)-stable and some of them are orbits itself. We
list those that are in
Lemma 4.7. For all (i, κ) 6= (1, (2, k)), (2, 3), k = 0, 1 Z ′i × Z
′′
κ is an
orbit.
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Proof:The claim is that for generators e′, e′′ of Z ′i, Z
′′
κ in the nonex-
ceptional cases, (e′, e′′) generates Z ′i×Z
′′
κ . We give details for Z
′
1×Z
′′
3 ,
other cases are treated similarly. Combining (4.3) with (4.4) we obtain
(1, 0, 0, 0, 1).A(⊳) = {(u, 0, z, q, uv)}
Now for every element (a1, 0, b1, b2, b3) ∈ Z
′
1 × Z
′′
3 the equations u =
a1, uv = b3, uvr = b1, q = b2, are obviously solvable. A solution to the
equation z = b1 is provided by r = 0 and s = −v
−1b1. 
We pick up p− 1 additional orbits in
Lemma 4.8. Each set Z ′1×Z
′′
2,k, k = 0, 1 is a union of (p−1)/2 orbits.
Proof: Say k = 0. By definition Z ′1 × Z
′′
2,0 = {(a1, 0; b1, b2, 0)|a1 ∈
Zp
•, b2 ∈ Zp
•2, b1 arbitrary}, hence |Z
′
1 × Z
′′
2,0| =
(p−1)
2
(p − 1)p. For
every m ∈ Zp
•2 we let zm = (1, 0; 0, m, 0). By (4.3) and (4.4) for
φ = φ(u, v, q, r, s) we have zm.φ
−1 = (u, 0, mr,mu2, 0). A direct count
gives |zmA(⊳)| = (p − 1)p, and one can verify directly that zm.A(⊳) ∩
zn.A(⊳) = ∅ for m 6= n. Since there are
p−1
2
orbits of this size, this case
is done. For i = 1 one should take z′m = (1, 0; 0, ζm, 0). 
We summarize
Lemma 4.9. There are 2p+ 8 nontrivial orbits of A(⊳) in X(⊳).
Proof:The previous two lemmas give p+8 nontrivial orbits. The rest
will come from splitting of the remaining set Z ′2 × Z
′′
3 . The latter is
defined as {(a1, a2, b1, b2, b3)|a2, b3 ∈ Zp
•, a1, b1, b2 arbitrary}. For every
k ∈ Zp we define wk = (k, 1, 0, 0, 1). Again by (4.3) and (4.4) we have
(4.5) wk.φ
−1 = (uk − u−1q, v, z, q, uv).
where (u, v, q, r, s) are the parameters of φ. This formula shows that
wk.φ
−1 does not depend on r, Setting r = 0 we have z = −sv. It
follows easily that wk.φ
−1 is uniquely determined by (u, v, q, s), hence
|wk.A(⊳)| = (p−1)
2p2. Furthermore, we claim that wk.A(⊳)∩wl.A(⊳) =
∅ for k 6= l. For, suppose
(uk − u−1q, v,−sv, q, uv) = (u′l − u′
−1
q′, v′,−s′v′, q′, u′v′)
for some (u, v, q, s) and (u′, v′, q′, s′). Then v = v′, q = q′ give u = u′,
hence uk = ul and therefore k = l, a contradiction. We conclude that
| ∪0≤k≤p−1 wk.A(⊳)| = p
3(p− 1)2. As this is the number of elements in
Z ′2 × Z
′′
3 , the proof is complete. 
(4) Orbits of G(⊳). We need to know the action of ωk = λkα
−1
k where
λk are defined in part (2). Set l = k
−1 (mod p).
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Lemma 4.10. Action of ωk is described by
e∗.ωk = le
∗, g∗.ωk = lg
∗
e∗ ∧ g∗.ωk = le
∗ ∧ g∗
e∗ ∧ f ∗.ωk = l
2e∗ ∧ f ∗
g∗ ∧ f ∗.ωk = −
(
l
2
)
e∗ ∧ g∗ + l2g∗ ∧ f ∗
Proof:By (3.11) for x ∈ X(⊳), x.ωk = (φl • x).λk. For x = e
∗, g∗, e∗ ∧
g∗, e∗ ∧ f ∗ φl • x = lx as these elements are fixed by Cp. Because
(t − 1)2 • Ĝ ∧ Ĝ = 0 we expand φl in powers of t − 1, namely φl =
l+
(
l
2
)
(t−1)+higher terms. One can check (t−1) • g∗∧ f ∗ = −e∗∧ g∗
which gives
φl • g
∗ ∧ f ∗ = lg∗ ∧ f ∗ −
(
l
2
)
e∗ ∧ g∗,
By definition of λk its matrix is Λk = diag(1, 1, k) (that is the diagonal
matrix with entries 1, 1, k). It follows (see part (3)) that the matrix of
λk in the standard basis of Ĝ is (Λ
−1
k )
tr = diag(1, 1, l). Applying λk to
φl •x as x runs over the standard bases of Ĝ and X(⊳) we complete the
proof of the Lemma. 
The next Proposition completes the proof of Theorem 4.4.
Proposition 4.11. The sets of G(⊳) and A(⊳)-orbits coincide.
Proof:By Corollary 3.13 for every x ∈ X(⊳), xG(⊳) is a union of orbits
x.ωkA(⊳) for 1 ≤ k ≤ p − 1. Thus it suffices to show x.ωk ∈ xA(⊳)
for every k and generators x of every orbit of A(⊳). We give a sample
calculation for x = wm of Lemma 4.9. By Lemma 4.10
wm.ωk = (lm, l,−
(
l
2
)
, 0, l2).
Now take φ with coordinates u = l, v = l, q = 0, r = 0, s = l−1
(
l
2
)
.
Then by (4.5) wm.φ
−1 = wm.ωk as needed. .
We move on to the next case
(II) G ≃ R3. We denote by ⊳r the right multiplication in R3. This
case is sensitive to the prime p. Let us agree to write Xp for X(⊳r) if G
is a p-group. For r ∈ ZpCp we denote by r the image of r in R3. The
elements e = 1, f = (t− 1), g = (t− 1)2 form a basis for R3 in which
action of t is defined by T =
1 1 00 1 1
0 0 1
. Let {e∗, f ∗, g∗} be the dual
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basis for Ĝ, and {e∗ ∧ f ∗, e∗ ∧ g∗, f ∗ ∧ g∗} the induced basis for Ĝ ∧ Ĝ.
We call all these bases standard. We aim to prove
Theorem 4.12. For p > 3 Ext[⊳r ](k
C3p , kCp) contains p+ 9 isoclasses,
p+ 7 of which are nontrivial, and three nontrivial isoclasses if p = 3.
Proof:Proof will be carried out in steps following the procedure for
computing the number of isoclasses.
(1) Classifying groups Xp.
Lemma 4.13. If p = 3, then
X3 = 〈e
∗ ∧ f ∗, e∗ ∧ g∗〉
For every p > 3
Xp = Zpe
∗ ⊕ Ĝ ∧ Ĝ
Proof:The matrices of t in the standard bases of Ĝ and Ĝ ∧ Ĝ are
T tr and T tr ∧ T tr, respectively, with T tr ∧ T tr =
1 0 01 1 0
1 1 1
. From
this one computes directly (t − 1)3 • Ĝ = (t − 1)3 • Ĝ ∧ Ĝ = 0. Since
φp(t) = (t − 1)
p−1, it follows that N(G) = 0 and (Ĝ ∧ Ĝ)N = Ĝ ∧ Ĝ
for any p > 3. Furhermore ĜCp = Zpe
∗ for every p. Thus as Xp =
ĜCp/N(Ĝ)⊕ (Ĝ ∧ Ĝ)N the second statement of the Lemma follows.
Say p = 3. Then N(Ĝ) = (t− 1)2 • Ĝ = Zpe
∗, hence ĜCp/N(Ĝ) = 0.
Another verification gives (Ĝ ∧ Ĝ)N = 〈e
∗ ∧ f ∗, e∗ ∧ g∗〉. 
(2) Groups A(⊳r) and C(⊳r). For any ring R with unity viewed
as a right regular R-module and any right R-module M the mapping
λM : M → HomR(R,M) defined by x.λM(m) = mx, x ∈ R is an
R-isomorphism. Setting M = R = R3 we have A(⊳r) = {λR3(m)|m ∈
R3}. Expandm in the standard basis of R3, m = ue+qf+rg. Then the
matrix of φ = λR3(m) is Φ =
u q r0 u q
0 0 u
. The matrices of mappings
induced by φ−1 in Ĝ and Ĝ ∧ Ĝ are Φtr and Φtr ∧ Φtr. Explicitly
(4.6) Φtr =
u 0 0q u 0
r q u
 and Φtr ∧ Φtr =
 u2 0 0uq u2 0
q2 − ur uq u2

We will show that C(⊳r) = Zp
• by constructing a family of isomor-
phisms λk : (G, ⊳r) → (G, ⊳
k
r) for every k ∈ Zp
•. To this end, let us
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take M = (R3, ⊳
k
r) and set λk = λM(e). By definition of λk we have
e.λk = e, f.λk = e(t
k − 1), g.λk = e(t
k − 1)2
Using the expansion tk − 1 = k(t− 1) +
(
k
2
)
(t− 1)2 (mod (t− 1)3) we
conclude that Λk =
1 0 00 k (k
2
)
0 0 k2
 is the matrix of λk in the standard
basis. We shall need an explicit form of the associated matrices de-
scribing the action of λk in Ĝ and Ĝ ∧ Ĝ, respectively. Put l = k
−1
(mod p) as usual. Then an easy calculation gives
(4.7) (Λ−1k )
tr =
1 0 00 l 0
0
(
l
2
)
l2
 ,
(4.8) (Λ−1k )
tr ∧ (Λ−1k )
tr =
 l 0 0( l
2
)
l2 0
0 0 l3
 .
Unless stated otherwise we assume below that p > 3. The degenerate
case p = 3 follows easily from the general one.
(3) Orbits of A(⊳r) in Xp. We identify Xp with Z
4
p via x = ae
∗ +
b1e
∗ ∧ f ∗+ b2e
∗ ∧ g∗+ b3g
∗ ∧ f ∗ 7→ (a, b1, b2, b3). We begin by listing all
orbits in ĜCp and Ĝ ∧ Ĝ, respectively:
Z ′0 = {(0)}, Z
′
1 = {(a)|a 6= 0}, Z
′′
0 = {(0, 0, 0)},
Z ′′ij = {(∗, . . . , ∗, ζ
jbi, 0, . . . , 0)|bi ∈ Zp
•2}, i = 1, 2, 3; j = 0, 1
where the ∗ denotes an arbitrary element of Zp. For more complex
orbits we need vectors vk(m) = (1, 0, . . . , m, 0 . . . , 0) ∈ Z
4 with the m
filling the (k + 1)th slot, k = 1, 2, 3 and running over Zp
•.
Lemma 4.14. There are 3p+ 5 orbits of A(⊳r) in Xp, namely
Z ′0 × Z
′′
0 , Z
′
1 × Z
′′
0 , Z
′
0 × Z
′′
ij, and vk(m)A(⊳r), k = 1, 2, 3
Proof:The first two sets are clearly orbits. By (4.6) and every i, j
(0, . . . , ζj
i+1
, 0, . . . , 0).φ = (0, ∗, . . . , ∗, ζju2, 0 . . . , 0) with the ∗ standing
for an arbitrary element of Zp. This shows Z
′
0 × Z
′′
ij is the orbit of
(0, . . . , ζj
i+1
, 0, . . . , 0). Applying (4.6) again we have
(4.9) vk(m).φ = (u, ∗, . . . , ∗, u
2m, 0, . . . , 0)
From this one can see easily that vk(m)A(⊳r) has (p−1)p
k−1 elements.
Another verification gives vk(m)A(⊳r)∩vk(n)A(⊳r) = ∅ for m 6= n. Let
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us define Z ′′i = Z
′′
i0 ∪ Z
′′
i1 and observe that |Z
′′
i | = (p − 1)p
i−1 which
gives |Z ′1×Z
′′
i | = (p−1)
2pi−1. Evidently vi(m) ∈ Z
′
1×Z
′′
i for all m and
therefore comparing cardinalities we arrive at the equality Z ′1 × Z
′′
i =⋃
m vi(m)A(⊳r). But clearly Xp =
⋃
Z ′l × Z
′′
i , l = 0, 1; 0 ≤ i ≤ 3 which
completes the proof. 
(4) End of the proof.
Proposition 4.15. The nonzero orbits of G(⊳r) in Xp are as follows:
Z ′0 × Z
′′
ij , Z
′
0 × Z
′′
2 , Z
′
1 × Z
′′
0 , Z
′
1 × Z
′′
2 , Z
′
1 × Z
′′
3j , and v1(m)A(⊳r),
where i = 1, 3, j = 0, 1 and m runs over Zp
•.
Proof:By Corollary 3.13 we need to determine the A(⊳r)-orbit con-
taining vωk where v runs over a set of generators of A(⊳r)-orbits of
Lemma 4.14, and ωk = λkα
−1
k , 2 ≤ k ≤ p− 1.
(i) For A(⊳r)-orbits Z
′
1 × Z
′′
0 and Z
′
0 × Z
′′
ij generators are e
∗ and
vij = (0, 0, . . . , ζ
i+1
j , . . . , 0), respectively. In view of e∗ and e∗∧f ∗ being
fixed points for the action of t, and by (4.7), (4.8) it is immediate that
(4.10) e∗ωk = le
∗ and v1jωk = l
2v1j ,
hence Z ′0 × Z
′′
1j and Z
′
1 × Z
′′
0 are G(⊳r)-orbits.
(ii) Next we take the generator v20 = e
∗ ∧ g∗. Noting that (t− 1)2 •
e∗ ∧ g∗ = 0, we use the expansion φl = l+
(
l
2
)
(t− 1) (mod (t− 1)2) to
derive
φl • e
∗ ∧ g∗ = ce∗ ∧ f ∗ + le∗ ∧ g∗, c ∈ Zp.
Applying λk to the last equation we find with the help from (4.8)
(4.11) e∗ ∧ g∗ωk = c
′e∗ ∧ f ∗ + l3e∗ ∧ g∗, for some c′ ∈ Zp.
The last equation shows that v20.ωk ∈ v21A(⊳r) if l, hence k, is not
a square, and v20.ωk ∈ v20A(⊳r), otherwise. This means v20G(⊳r) =
Z ′0 × (Z
′′
20 ∪ Z
′′
21) = Z
′
0 × Z
′′
2 as needed.
The argument for the generator v3j = (0, 0, 0, ζ
j) = ζjf ∗∧g∗ of Z ′0×
Z ′′3j is almost identical. Using the expansion φl = l+c1(t−1)+c2(t−1)
2
(mod (t−1)3) we derive φl•f
∗∧g∗ = (c1+c2)e
∗∧f ∗+c1e
∗∧g∗+lf ∗∧g∗.
Applying λk we have by (4.8)
(4.12) f ∗ ∧ g∗.ωk = c
′
1e
∗ ∧ f ∗ + c1l
2e∗ ∧ g∗ + l4f ∗ ∧ g∗, c′1, c1 ∈ Zp.
which shows ζjf ∗ ∧ g∗.ωk ∈ Z3j for every k, hence Z
′
0 × Z
′′
3j is a G(⊳r)-
orbit.
(iii) We pause to mention that the above arguments settle the p = 3-
case. For, since X3 = 〈e
∗ ∧ f ∗, e∗ ∧ g∗〉, by parts (i) and (ii) it has three
nonzero orbits, namely Z ′′1j , Z
′′
2 , j = 0, 1.
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(iv) Here we take v1(m) = (1, m, 0, 0). Calculations in part (i) give
v1(m).ωk = (l, l
2m, 0, 0) ∈ v1(m)A(⊳r) by (4.9). That is, v1(m)A(⊳r) is
a G(⊳r)-orbit for every m ∈ Zp
•.
It remains to show that the last three sets of the Proposition are
G(⊳r)-orbits.
(v) Z ′1 × Z
′′
2 is an orbit. By Lemma 4.14 Z
′
1 × Z
′′
2 =
⋃
m v2(m)A(⊳r)
where v2(m) = e
∗+me∗∧g∗. Note that by (4.10) and (4.11) there holds
v2(m).ωk = (l, c
′, l3m, 0). On the other hand we have by (4.6) v2(n).φ =
(u, uq, u2n, 0) where u, q run over Z•p and Zp, respectively. For every l
choosing φ = φ(l, u−1c′, 0) and n = lm we obtain v2(m).ωk = v2(n)φ
−1.
Letting k hence l run over Z•p we see that v2(m)G(⊳r) =
⋃
n v2(n)A(⊳r)
which completes the proof.
(vi) Here we show that each Z ′1 × Z
′′
3j is an orbit. By (4.10) and
(4.12)
v3(m).ωk = (1, 0, 0, m).ωk = (l, c
′, c′′, ml4) for some c′, c′′ ∈ Zp.
We seek an n such that
(4.13) v3(m).ωk = v3(n).φ for someφ ∈ A(⊳r).
By (4.6) v3(n).φ = (u, q
2 − ur, uq, u2n) where u, q, r take arbitrary
values in Z•p and Zp, respectively. Choosing u, q, r such that
u = l, q2 − ur = c′, uq = c′′ and n = ml2 fullfils (4.13). This yields the
equality (*) v3(m)G(⊳r) =
⋃
n∈mZ•p
2
(1, 0, 0, n)A(⊳r). Therefore depending
on m ∈ Zp
•2, or m /∈ Zp
•2 the right hand side of (*) equals to Z ′1×Z
′′
30
or Z ′0 × Z
′′
31, respectively. 
4.2.2. G = Zpe ⊕ Zp. .
Our immediate goal is to classify nontrivial Hopf algebras in
Ext(kCp, k
Z
p2⊕Zp). We find it convenient to enlarge the scope of the
problem by taking G = Zpe ⊕ Zp for any e ≥ 2 as the amount of effort
is the same as for e = 2. As before our prime is odd, the even case is
done in [11]. The end result is-
Theorem 4.16. There are 2p+8 distinct Hopf algebras in Ext(kCp, k
G)
if either p > 3 or e ≥ 3, and 16 if p = 3 and e = 2.
Proof:We break up the proof in steps.
(1) Our first task is to describe the set of classes [⊳] and their as-
sociated groups A(⊳), C(⊳). We need several preliminary observations.
Every representation ⊳ : Cp → Aut(G) is determined by ⊳(t). Let
us write Γe = Aut(Zpe ⊕ Zp) and Γe(p) for the set of all elements of
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order p in Γe. It is clear that the mapping ⊳ 7→ ⊳(t) sets up a bi-
jection between the set {⊳} and Γe(p), and we will identify both sets.
Furthermore the class eq(⊳) of representations equivalent to ⊳ corre-
sponds to the Γe-conjugacy class of ⊳(t) denoted ⊳(t)
Γ. It follows that
[⊳] =
⋃
1≤k≤p−1 ⊳(t
k)Γ.
G has a natural basis e1, e2 comprised of generators of Zpe,Zp, re-
spectively. Let ǫ be an endomorphism of G. We use the standard
matrix representation of endomorphisms of direct sums to associate
to ǫ a matrix M(ǫ) =
(
a b
cpe−1 d
)
relative to the basis {e1, e2} with
a, b, c, d ∈ Zpe and the bar over an n ∈ Zpe denoting the image of n in
Zp. The correspondence ǫ 7→ M(ǫ) extends to an isomorphism under
the multiplication rule(
a b
cpe−1 d
)(
a′ b′
c′pe−1 d′
)
=
(
aa′ + c′bpe−1 ab′ + bd′
(ca′ + dc′)pe−1 dd′
)
Lemma 4.17. Γe is the set of all matrices
(
a b
cpe−1 d
)
satisfying ad 6= 0
Proof:The natural epimorphism G → Zp ⊕ Zp induces a homomor-
phism π : Γe → Aut(Z
2
p) via
(
a b
cpe−1 d
)
7→
(
a b
0 d
)
. If γ is invertible
then so is π(γ), and the latter is equivalent to ad 6= 0. Conversely, if
ad 6= 0, then a, d are units in Zpe . One can check easily a factorization
(4.14)
(
a b
cpe−1 d
)
=
(
1 0
a−1cpe−1 1
)(
a 0
0 d
)(
a a−1b
0 d
)
which completes the proof. 
Lemma 4.18. (i) Γe(p) is the set of all matrices
(
1 + ipe−1 j
kpe−1 1
)
;
(ii) |Γe(p)| = p
3 regardless of e;
(iii) Γe(p) is a normal subgroup of Γe.
Proof: (i) Assume M =
(
a b
cpe−1 d
)
has order p. Then π(M) has also
order p which implies ap = 1 = d
p
, hence d = 1 and a ≡ 1 (mod p). A
straightforward induction on r gives
(4.15) M r =
(
ar + bc
(
r
2
)
pe−1 rb
rcpe−1 1
)
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whence Mp = I iff ap = 1. But this condition on a is equivalent to
a = 1 + ipe−1. (ii) and (iii) are easy consequences of (i). 
By the above Lemma Γe(p) does not depend on e. We will omit e
from its notation below.
Remark 4.19. All parts of this Lemma fail for p = 2.
Proposition 4.20. The set {[⊳]} consists of five nontrivial elements.
Proof: (1) The first class of action is the one generated by ⊳1 with
⊳1(t) = diag(1 + p
e−1, 1), the diagonal matrix with entries 1 + pe−1, 1
on the main diagonal in that order. Using (4.14) one can see easily
that the matrices diag(1 + kpe−1, 1) form the center of Γ(p). Since
⊳1(t
k) = diag(1 + kpe−1, 1) it follows that [⊳1] = {⊳
k
1|1 ≤ k ≤ p − 1}.
As ⊳1(t) is in the center A(⊳1) = Γe, C(⊳1) = {1} hence G(⊳1) = A(⊳1).
(2) Let Tℓ be the subset of lower triangular matrices in Γ(p), Z
the center of Γ(p) and T ′ℓ = Tℓ \ Z. Fix one action ⊳ℓ defined by
⊳ℓ(t) =
(
1 0
pe−1 1
)
.
Lemma 4.21. (i) T ′ℓ = ⊳
Γ
ℓ ;
(ii) I(⊳ℓ, ⊳
k
ℓ ) 6= ∅ for every k. In particular, diag(1, k
−1) ∈ I(⊳ℓ, ⊳
k
ℓ );
(iii) A(⊳ℓ) =
{(
a 0
cpe−1 a
)}
and C(⊳ℓ) = Ap.
Proof: (i) Pick another action ⊳ with ⊳(t) =
(
1 + ipe−1 0
jpe−1 1
)
, j 6= 0.
Matrices
(
1 0
kpe−1 1
)
lie in the center of Tℓ. By (4.14) ⊳
Γ
ℓ equals to
{⊳γℓ } where γ runs over all upper triangular matrices in Γe. Choose a
γ =
(
a b
0 d
)
and observe that γ ∈ I(⊳ℓ, ⊳) iff (*) ⊳ℓ(t)γ = γ ⊳ (t). One
can see by a direct calculation that (*) holds iff
ai+ bj ≡ 0 (mod p)
a ≡ jd (mod p).
These congruences are equivalent to the conditions b ≡ −aij−1 (mod p),
d ≡ aj−1 (mod p) which gives (**) I(⊳ℓ, ⊳) = {
(
a −aij−1
cpe−1 aj−1
)
}.
(ii) Take ⊳ = ⊳kℓ and observe that i = 0, j = k for this action.
Specifying a = 1, c = 0 in (**) yields (2).
(iii) Set ⊳ = ⊳ℓ and note that i = 0, j = 1 in this case. Then (**)
gives the assertion. 
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(3) It remains to describe conjugacy classes in Γ(p) \ Tℓ. Elements
of this set are distinguished by the property-
Lemma 4.22. ⊳(t) ∈ Γ(p) \ Tℓ iff the Cp-module (G, ⊳) is cyclic.
Proof: In one direction take ⊳(t) =
(
1 + ipe−1 j
kpe−1 1
)
∈ Γ(p) \Tℓ. Then
j 6= 0 and therefore from e1 ⊳ t = (1 + ip
e−1)e1 + je2 we have e2 =
j−1e1 ⊳ (t− (1 + ip
e−1)) showing that G is generated by e1.
Conversely, assume j = 0. The subgroup 〈pe1〉 is a Cp-submodule
of G. Further, G/〈pe1〉 is a trivial Cp-module isomorphic to Zp ⊕ Zp
which proves (G, ⊳) is not cyclic. 
We associate to an action ⊳ ∈ Γ(p) \ Tℓ with ⊳(t) =
(
1 + ipe−1 j
kpe−1 1
)
the element m(⊳) = jk of Zpe . For an n ∈ Zpe we define I(n) to be the
ideal of R generated by p(t− 1), (t− 1)2 − npe−1 and (t− 1)3. m(⊳) is
an invariant of ⊳(t)Γ according to
Lemma 4.23. (i) In the foregoing notation (G, ⊳) ≃ R/I(m).
(ii) Two actions ⊳, ⊳′ in Γ(p) \ Tℓ are equivalent iff m(⊳) = m(⊳
′).
Proof:Let R = ZpeCp. Since G = e1R by the preceeding Lemma,
both the assertions follow from the equality I(m) = annRe1 for m =
m(⊳). In one direction, a simple calculation gives that pe1 is a fixed
point and e1 ⊳ (t−1)
2 = jkpe−1e1. It follows that e1 ⊳g(t) = 0 for every
generator g(t) of I(m) from the above list, whence I(m) ⊂ annRe1. In
the opposite direction we note every element of R is congruent to some
n + m(t − 1), n,m ∈ Zpe modulo I(m). Were annRe1 6= I(m), there
would be an n+m(t−1) with e1⊳(n+m(t−1)) = 0, yet n 6= 0 orm 6≡ 0
(mod p). But e1 ⊳ (n +m(t − 1)) = (n +mip
e−1)e1 +mje2 = 0 holds
iff m ≡ 0 (mod p) and n = 0 proving the equality in question. 
We single out three actions in Γ(p) \ Tℓ,
(4.16) ⊳0 =
(
1 1
pe−1 1
)
, ⊳1 =
(
1 1
pe−1 1
)
, ⊳ζ =
(
1 ζ
pe−1 1
)
.
The next lemma completes the proof of the Proposition
Lemma 4.24. Γ(p) \ Tℓ is the union of [⊳
0], [⊳1] and [⊳ζ].
Proof:By the formula (4.15) we have m(⊳r) = r2m(⊳). The preceed-
ing Lemma makes it clear that sets [⊳q], q = 0, 1, ζ correspond to the
orbits of Zp
•2 in Zp, namely {0},Zp
•2, ζZp
•2. 
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(4) We complete the proof of the main theorem of this section by
computing the classifying groups and orbits for each of the five classes
of actions. To begin with we select a basis for Ĝ dual to {ei} denoted by
{e∗i }. Cp and Γe act in Ĝ by (1.4) and (f.γ)(g) = f(gγ
−1), f ∈ Ĝ, g ∈ G,
respectively. These actions extend to Alt(G) = Ĝ∧ Ĝ in the usual way.
We note that Alt(G) is generated by β = e∗1 ∧ e
∗
2 and the latter form
has order p. For the future references we record
Lemma 4.25. (i) Let
(
a b
cpe−1 d
)
be the matrix of either γ ∈ Γ or t
relative to {ei}. The matrix of γ
−1 or t relative to {e∗i } is
(
a c
bpe−1 d
)
(ii) There holds β.γ−1 = adβ, t.β = β, and AltN(G) = Alt(G).
Proof: (i) is seen by a simple calculation. For (ii) we use part (i)
to calculate e∗1 ∧ e
∗
2.γ
−1 = (ae∗1 + ce
∗
2) ∧ (bp
e−1e∗1 + de
∗
2) = ade
∗
1 ∧ e
∗
2.
Similartly t.e∗1 ∧ e
∗
2 = ade
∗
1 ∧ e
∗
2. However in the case of t, a = 1+ ip
e−1
and d = 1 by Lemma 4.18, which gives the second formula. Therefore
φp(t).β = pβ = 0 which proves the last assertion. 
(i) We take up the action ⊳1 of Proposition 4.20(1).
Lemma 4.26. Ext[⊳1](kCp, k
G) contains two distinct nontrivial Hopf
algebras.
Proof:A simple calculation gives ĜCp = 〈pe∗1, e
∗
2〉. As for N(Ĝ) we
have φp(t).e
∗
2 = pe
∗
2 = 0 and φp(t).e
∗
1 = (
∑p−1
i=0 (1 + p
e−1)i)e∗1 = pe
∗
1. It
follows that ĜCp/N(Ĝ) = 〈e∗2〉 where e
∗
2 = e
∗
2 + N(Ĝ). As noted in
Proposition 4.20(1) G(⊳1) = A(⊳1) = Γe. By Lemma 4.25 e∗2.γ
−1 =
de∗2 and β.γ
−1 = adβ. We conclude that X(⊳1) ≃ Zp ⊕ Zp with the
action (c1, c2).γ = (dc1, adc2). Now it is immediate that there are two
nontrivial (i.e. c2 6= 0) orbits, viz. {(0, c2)} and {c1, c2|c1c2 6= 0}. 
(ii) Next we consider ⊳ℓ from Proposition 4.20(2).
Lemma 4.27. There are p + 1 distinct nontrivial Hopf algebras in
Ext[⊳ℓ](kCp, k
G).
Proof:One can see easily with the help from Lemma 4.25 ĜCp =
〈pe∗1, e
∗
2〉. Further N(e
∗
2) = pe
∗
2 = 0 and N(e
∗
1) = pe
∗
1. All in all we
have ĜCp/N(Ĝ) = 〈e∗2〉 and X(⊳ℓ) = 〈e
∗
2, β〉. Using definition (3.11)
we have e∗2.ωk = (φk−1(t).e
∗
2).λk where λk = diag(1, k
−1) by Lemma
4.21. Since e∗2 is a fixed point, φk−1(t).e
∗
2 = k
−1e∗2 and by Lemma
4.25 e∗2.λk = ke
∗
2, hence e
∗
2 is fixed by ωk. A similar calculation gives
β.ωk = β. Thus G(⊳ℓ)-orbits coincide with A(⊳ℓ)-orbits. For the latter
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we take φ ∈ A(⊳ℓ) as in Lemma 4.21(iii) and apply Lemma 4.25 to get
e∗2.φ
−1 = ae∗2 and β.φ
−1 = a2β. It transpires that X(⊳ℓ) ≃ Z
2
p with the
action on the right by (c1, c2).φ
−1 = (ac1, a
2c2). Now the argument in
Proposition 4.1 completes the proof. 
(iii) Finally we tackle actions (4.16). We determine the groups
A(⊳q), C(⊳q), q = 0, 1, ζ and sets of intertwiners {λk|k ∈ C(⊳
q)}.
Lemma 4.28. (i) A(⊳q) =
{(
a b
bqpe−1 a
)}
;
(ii) C(⊳0) = Ap and for every 1 ≤ k ≤ p− 1 I(⊳
0, (⊳0)k) ∋
(
1 0
0 k
)
;
(iii) If q 6= 0, then C(⊳q)={1, p−1} and I(⊳q, (⊳q)p−1)∋
(
1 0
qpe−1 −1
)
Proof: (i) A(⊳q) is the group of units of EndR(R/I(q)). We pointed
out in Theorem 4.12(2) that EndR(R/I(q)) consists of mappings
λ(u) : x 7→ ux, u, x ∈ R/I(q). By Lemma 4.23(i) u = a1 + b(t− 1)
where r = r + I(q) for r ∈ R. It is immediate that the matrix of λ(u)
relative to {1, (t− 1)} is the one in part (i).
(ii) and (iii) By Lemma 4.23 C(⊳q) = {k|k2q = q}. Clearly this
formula implies C(⊳0) = Ap and C(⊳
q) = {1, p − 1} for q 6= 0. Let
us write R = R/I(q) and denote by R
(k)
the Cp-module (R, (⊳
q)k).
By general principles for every k ∈ C(⊳q), HomR(R,R
(k)
) consists of
mappings λ(u), u ∈ R. Pick λ(1) and observe that for every suitable k
the matrices of λ(1) in the basis {1, t− 1} are as given in (ii) and (iii),
respectively. 
The last step of the proof of Theorems 4.16 and 4.3 is-
Lemma 4.29. (i) There are p+ 1 nontrivial distinct Hopf algebras in
Ext[⊳0](kCp, k
G);
(ii) There are two nontrivial distinct Hopf algebras in Ext[⊳q](kCp, k
G)
for q = 1, ζ if either p > 3 or e ≥ 3, and four otherwise.
Proof: (i) One can see easily that ĜCp(⊳0) = 〈e∗1〉 and N(Ĝ(⊳
0)) =
pe∗1, hence Ĝ
Cp(⊳0)/N(Ĝ(⊳0)) = 〈e∗1〉. By Lemma 4.25(ii) X(⊳
0) =
〈e∗1, β〉. Pick a γ ∈ A(⊳
0) as in Lemma 4.28. By Lemma 4.25 there
holds e∗1.γ
−1 = ae∗1 and β.γ
−1 = a2β. This type of action occured in
Proposition 4.1 whose argument yields p + 1 nontrivial A(⊳0)-orbits.
Turning to G(⊳0)-orbits, pick a λk = diag(1, k) from the preceeding
lemma. Since e∗1, β are fixed by t we have e
∗
1.ωk = (φk−1.e
∗
1).λk = k
−1e∗1
and β.ωk = (φk−1.β).λk = k
−2β. This shows that G(⊳0)-orbits coincide
with A(⊳0) ones, and the proof is complete.
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(ii) A straighforward calculation gives ĜCp(⊳q) = 〈pe∗1〉. For calcula-
tion of N(Ĝ(⊳q)) we employ (4.15) which gives readily that
φp(t).e
∗
1 = [
p−1∑
r=0
(1 + q
(
r
2
)
pe−1)]e∗1 + (
p−1∑
r=0
r)e∗2
As
∑p−1
r=0 r =
(
p
2
)
and pe∗2 = 0 we conclude
φp(t).e
∗
1 = (p+ q(
∑p−1
r=0
(
r
2
)
)pe−1)e∗1. Similarly one can derive
φp(t).e
∗
2 = q(
p−1∑
r=0
r)pe−1e∗1 + pe
∗
2 = 0
Next we note that an elementary calculation gives
∑p−1
r=0
(
r
2
)
=
(
p
3
)
. Let
us put c(p) = p + q
(
p
3
)
pe−1. We observe that if p > 3, then c(p) ≡ p
(mod pe). For p = 3 and either e ≥ 3 or e = 2 and q = 1, c(3) = 3u,
where u is a unit in Zpe. In the exceptional case e = 2 and q = 2,
c(3) = 9. This translates into φp(t).e
∗
1 = pue
∗
1 for all p, e, q, except for
the exceptional case where φ3(t).e
∗
1 = 0. We conclude that N(Ĝ(⊳
q)) =
〈pe∗1〉 in the regular case and it is zero, otherwise. In consequence
X(⊳1) = 〈β〉 for all p, e
X(⊳ζ) = 〈β〉 if p > 3 or e ≥ 3
X(⊳2) = 〈3e∗1, β〉 if p = 2 = e.
By Lemmas 4.25(ii), 4.28(i) β.φ−1 = a2β for every φ ∈ A(⊳q). It
follows that there are two nontrivial A(⊳q)-orbits in X(⊳q) in the regular
case and also for X(⊳1) in all cases, namely {cqβ|c ∈ Zp
•2 for q =
1, ζ}. Using Lemma 4.28(iii) it is immediate that β.ωp−1 = β. That
says G(⊳q)-orbits coinside with A(⊳q)-orbits. In the exceptional case
3e∗1.φ
−1 = a(3e∗1) and 3e
∗
1.ω2 = −3e
∗
1. It follows that A(⊳
2) and G(⊳2)
act on X(⊳2) by (c1, c2).φ
−1 = (ac1, a
2c2) and (c1, c2).ω2 = (−c1, c2) with
the usual identification X(⊳2) ≃ Z3
2. By the argument of Proposition
4.1 there are four nontrivial A(⊳2)-orbits. One can check directly that
the mapping (c1, c2) 7→ (−c1, c2) preserves the orbits, completing the
proof. 
5. Some old classification results revisited
The first result concerns the G. Kac’s 8-dimensional Hopf algebra
[8, 19] which we denote by H8.
Theorem 5.1. There is a unique semisimple, nontrivial 8-dimensional
Hopf algebra.
CLASSIFICATION OF HOPF ALGEBRAS 41
Proof: It is easy to see that every Hopf algebra H as in the Theorem is
isomorphic to k4⊕M2(k) as algebra whereM2(k) is the algebra of 2×2
matrices. Applying this remark to H∗ we conclude that H∗ has exactly
4 characters, hence G(H) has order 4. Thus H is almost abelian, hence
H ∈ Ext(kC2, k
G(H)). By Theorem 3.12(II) the number of nontrivial
isotypes in Ext[⊳](kC2, k
G) equals to the number of nontrivial A(⊳)-
orbits in H2c (⊳) for every action ⊳ of C2 on G. By Corollary 2.4 that
number coincides with the number of nontrivial A(⊳)-orbits in X(⊳).
For every cyclic group Cn, Alt(Cn) is trivial. Hence, were G = C4
we would have X(⊳) = ĜC2/N(Ĝ) by Lemma 3.16(ii) and therefore
X(⊳) does not have nontrivial orbits. We take up the remaining case
G = G(H) = C2 × C2. Let {x1, x2} be a basis for G and {x
∗
1, x
∗
2} its
dual. There is only one equivalence class of actions onG. We choose the
action x1⊳t = x2, x2⊳t = x1. A routine verification gives Ĝ
C2 = N(Ĝ) =
〈x∗1x
∗
2〉. Thus by Lemma 3.16 X(⊳) ≃ a(Z
2
N(⊳)) and by Proposition
2.5(3) we have a(Z2N(⊳)) = AltN (G). Further, it is immediate that
AltN(G) = Alt(G) and the latter consists of one nonzero element.
This shows that X(⊳) has one nontrivial A(⊳)-orbit, and the proof is
complete. 
With a small additional effort one can give a presentation of H8 by
generators and relations. For two vectors a = xj11 x
j2
2 , b = x
k1
1 x
k2
2 we let
det(a, b) = j1k2 − j2k1.
Proposition 5.2. H8 is generated as algebra by x
∗
1, x
∗
2, t subject to the
relations
x∗1
2 = x∗2
2 = t2 = 1
tx∗1t
−1 = x∗2, tx
∗
2t
−1 = x∗1
The coalgebra structure is specified by
∆(t) = (
∑
a,b∈G
ι− det(a,b)pa ⊗ pb)t⊗ t, where ι
2 = −1.
In addition the equations S(x∗i ) = x
∗
i , i = 1, 2, S(t) = t and ǫ(x
∗
1) =
ǫ(x∗2) = ǫ(t) = 1 determine the antipode and augmentation.
Proof: Since H8 is a special cocentral extensions H8 = kĜ#kC2 as
algebra. With t a generator of C2 the algebra relations follow immedi-
ately. By (1.8)
∆(t) = (
∑
a,b∈G
τ(t, a, b)pa ⊗ pb)t⊗ t where τ(t, a, b) ∈ X(⊳). As X(⊳) has
only one nonzero element, the latter provided by Proposition 2.5(3ii),
we have τ(t, a, b) = s1,2δg. A straightforward calculation gives
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τ(t, a, b) = ι− det(a,b).
We find the antipode by using [23, Prop. 4.7]. In our case, i.e.
for a special cocentral extension, the formula specializes to S(pat) =
τ−1(t, a−1, a)pa−1⊳tt
−1. Since a2 = 1 and τ(t, a, a) = 1, we obtain S(t) =∑
a S(pat) =
∑
a pa⊳tt = t. The rest of the Proposition is self-evident.

A. Masuoka [19] presents H8 by a different set of generators and
relations. The two are related by replacing t with z = gx∗1t. The set
{x∗1, x
∗
2, z} generates H8 and one can derive all relations of [19, Thm.
2.13], with one exception, viz. S(z) = 1
2
(−ǫ + x∗1 + x
∗
2 + x
∗
1x
∗
2)z. We
leave the details to the reader.
We take up the problem of classifying isotypes of Hopf algebras H
of dimension 2n2 with G(H) = Zn × Zn for an odd n. Put differently
we want to determine the isotypes of Ext(kC2, k
Zn×Zn). We let G =
Zn × Zn
Following the general procedure we split up the argument into steps.
(1) A survey of actions.
We will assume n = pe11 · · · p
em
m is the prime decomposition of n.
We let G(i) denote the pi-primary summand of G. Clearly G(i) =
Zp
ei
i
⊕ Zpeii and G = ⊕G(i). Every G(i) is invariant under any auto-
morphism of G, in particular under any action of C2. Since every pi
is odd Zpeii C2 = Zp
ei
i
ǫ0 ⊕ Zpeii ǫ−1 where ǫ0 =
1+t
2
, ǫ−1 =
1−t
2
. Idempo-
tents ǫν induce a splitting G(i) = G(i)ǫ0⊕G(i)ǫ−1 into a direct sum of
subgroups on which t acts as ±id. Therefore for every action ⊳ we can
write G as
(5.1) G = G0 ⊕G−1 ⊕G0,−1, where
G0 = ⊕{G(i)| t|G(i) = id}, G−1 = ⊕{G(i)| t|G(i) = −id}, and
G0,−1 = ⊕{G(i)| t|G(i) 6= ±id}.
Every equivalence class of actions is determined by its decomposition
(5.1).
(2) Classifying groups.
First we show that ĜC2/N(Ĝ) = (0). Pick χĜC2 . Then N(χ) :=
(1 + t).χ = 2χ. Since 2 is a unit in Zn, χ ∈ N(G), which proves our
assertion. By Lemma 3.16(iii) X(⊳) = AltN(G). Consider an alternate
mapping β : G×G→ Zn. It is apparent that β(g, h) = 0 whenever g, h
lie in different components (G(i) of decomposition (5.1). For g, h ∈ G0
(1 + t).β(g, h) = 2β(g, h) and similarly for if g, h ∈ G−1. It transpires
that (1+ t).β(g, h) = 0 iff β(g, h) = 0 for every β : Gν ×Gν → Zn, ν =
0,−1. We conclude that X(⊳) = 0 if G0,−1 = 0.
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The above discussion shows that AltN(G) = AltN(G0,−1). Let us
renumber the prime divisors of n so that G0,−1 = ⊕
r
i=1G(i). We noted
above that G(i) = G(i)ǫ0⊕G(i)ǫ−1 and since Zpeii is an indecomposable
group, G(i)ǫν ≃ Zpeii . Therefore we can select a basis {ai, bi} of G(i)
with ai, bi generating G(i)ǫ0, G(i)ǫ−1, respectively and both of order
peii . Set a =
∑
ai, b =
∑
bi and observe that a, b generate subgroups
G0,−1ǫν , ν = 0,−1, respectively. Let us write n(⊳) =
∏
{peii |t|G(i) 6=
±id}. Set a =
∑
ai, b =
∑
bi and observe that a, b generate subgroups
G0,−1ǫν , ν = 0,−1, respectively. In addition both subgroups 〈a〉, 〈b〉
are cyclic of order n(⊳), hence G0,−1 ≃ Zn(⊳) × Zn(⊳). It follows that
Alt(G0,−1) is cyclic on a generator, say, β0 defined by β0(a, b) = 1Zn(⊳).
The calculation (1+t).β0(a, b) = β0(a, b)+β(a,−b) = 0 gives the equal-
ity AltN(G0,−1) = Alt(G0,−1). It follows that X(⊳) = Alt(G0,−1) ≃
Zn(⊳). We observe that since X(⊳) ≃ H
2
c (kC2, k
G, ⊳) that formula im-
plies a result of A. Masuoka [22, Thm. 2.1] on Opext(kC2, k
G).
We summarize
Theorem 5.3. (1) If ⊳ is such that G0,−1 = 0, then Ext[⊳](kC2, k
G)
has a unique Hopf algebra k[G ⋊ C2] where G ⋊ C2 is the semidirect
product with respect to ⊳.
(2) For ⊳ with a nonzero G0,−1 the isotypes in Ext[⊳](kC2, k
G) corre-
spond bijectively to the subgroups of Zn(⊳). The trivial subgroup of Zn(⊳)
corresponds to a unique trivial Hopf algebra k[G⋊ C2].
Proof: It remains to compute the orbits of A(⊳) in Alt(G0,−1). First
off, every φ ∈ A(⊳) preserves G0,−1ǫν , whence
aφ = ua, bφ = vb for some u, v ∈ Z•n(⊳).
Therefore (β.φ)(a, b) := β(aφ−1, b.φ−1) = u−1v−1β(a, b). This shows
that transwering action of A(⊳) along the isomorphism β 7→ β(a, b) :
Alt(G0,−1)
∼
→ Zn(⊳) we get the action m.φ = u
−1v−1m, m ∈ Zn(⊳).
It becomes clear that orbits are exactly sets of generators of cyclic
subgroups of Zn(⊳), which completes the proof. 
6. Appendices
Appendix 1: Crossed product splitting of abelian extensions
Proposition 6.1. . Let H be an extension of kF by kG. Then H is a
crossed product of kF over kG.
Proof:First observe that H is a Hopf-Galois extension of kG by kF
via ρπ = (id ⊗ π)∆H : H → H ⊗ kF , see e.g. the proof of [24,
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3.4.3], hence by [24, 8.1.7] H is a strongly F -graded algebra. Setting
Hx = {h ∈ H|ρπ(h) = h ⊗ x} we have H = ⊕x∈FHx with H1 = k
G
and HxHx−1 = k
G for all x ∈ F . Next for every a ∈ G we construct
elements u(a) ∈ Hx, v(a) ∈ Hx−1 such that
u(a)v(a) = pa, pau(a) = u(a), v(a)pa = v(a), and
u(a)v(b) = 0 for all a 6= b.
Indeed, were all uv, u ∈ Hx, v ∈ Hx−1 lie in span{pb|b 6= a}, then so
would HxHx−1, a contradiction. Therefore for every a ∈ G there are
u ∈ Hx, v ∈ Hx−1 such that uv =
∑
cbpb, ca 6= 0. Setting u(a) =
1
ca
pau, v(a) = vpa we get elements satisfying the first three proper-
ties stated above. Furthermore, the last property also holds because
u(a)v(b) = pau(a)v(b)pb = papbu(a)v(b) = 0. It follows that the ele-
ments ux =
∑
a∈G u(a), vx =
∑
a∈G v(a) satisfy uxvx = 1 hence, as H
is finite-dimensional, vxux = 1 as well. Thus ux is a 2-sided unit in Hx.
Now define γ : kF → H by γ(x) =
1
ǫH(ux)
ux. One can see imme-
diately that γ is a convolution invertible mapping satisfying ρπ ◦ γ =
γ ⊗ id, γ(1F ) = 1 and ǫH ◦ γ = ǫF . Thus γ is a section of kF in H ,
which completes the proof. 
Appendix 2: Non-splitting of X(⊳) as A(⊳)-module for p = 2
We take a closer look at the exact sequence ĜCp/N(Ĝ) ֌ X(⊳) ։
a(Z2N(⊳)) of Lemma 3.16. We know by Theorem 2.5 that for p > 2
a(Z2N(⊳)) = AltN(G) and the above sequence splits up, that is X(⊳) ≃
ĜCp/N(Ĝ)× AltN(G) as A(⊳)-modules. We want to show that this is
not the case for p = 2.
Let G be an elementary 2-group of rank n and ⊳ be the trivial action.
By the argument of part (2) of Proposition 2.5 our assumptions imply
ĜCp/N(Ĝ) = Ĝ and a(Z2N(⊳)) = Alt(G). The main result of this
Appendix is
Theorem 6.2. Let G be a 2-elementary group of rank n > 2. The
sequence of A(triv)-modules
Ĝ→ X(triv)→ Alt(G)
does not split.
Proof:Will be given in steps. To simplify notation we write X and A
for X(triv) and A(triv).
(1) Let S be a copy of Alt(G) in Z2(G, k•) constructed in Proposition
2.5(2). Clearly S ⊂ Z2N(triv) and complements B
2
N (triv). Passing on
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to X the image of S, denoted by S, forms a complement to Ĝ. Fix a
basis {xi|1 ≤ i ≤ n} of G and let {x
∗
i |1 ≤ i ≤ n} be its dual in Ĝ.
Observe that Φ : B2N (triv)→ Ĝ acts in the present case by Φ(δf) = f
2.
Let bi : G×G→ k
• be the bimultiplicative map defined by
bi(xi, xi) = −1, bi(xk, xl) = 1 for (k, l) 6= (i, i).
Lemma 6.3. (1) Φ(bi) = x
∗
i for all i;
(2) Alt(G) ⊂ ker Φ.
Proof: (1) Recall B2(G, k•) is the subgroup of all symmetric functions
of Z2(G, k•), hence bi ∈ B
2(G, k•) and therefore bi = δfi for some
fi : G→ k
•. Then
bi(xj , xj) = δfi(xj, xj) = fi(xj)fi(xj)fi(x
2
j)
−1 = f 2i (xj).
We note that as b2i = ǫ, bi lies in B
2
N(G, k
•), hence f 2i ∈ Ĝ and as
f 2i (xj) = (−1)
δij f 2i = x
∗
i . This proves (1).
(2) Elements of Alt(G) are symmetric functions, hence
Alt(G) ⊂ B2(G, k•). By part (1) for every α = δf ∈ Alt(G) Φ(α) =
f 2 = ǫ as α(x, x) = 1. 
(2) Let Ĝ ∧ Ĝ be the exterior square of Ĝ. There is a well-known
identification Alt(G) = Ĝ ∧ Ĝ. In the additive notation Ĝ ∧ Ĝ has a
standard basis x∗i ∧ x
∗
j where x
∗
i ∧ x
∗
j (xk, xl) = δikδjl. Passing on to S
we write sx∗i∧x∗j as s〈i,j〉 which by the definition of sα is given by
s〈i,j〉(xk, xl) =
{
1, if {k, l} = {i, j} and k < l
0, else.
We note the equality s〈i,j〉 = s〈j,i〉. Pick φ ∈ A and let φ
∗ : Ĝ → Ĝ
be the transpose of φ, i.e. (χ.φ∗)(g) = χ(g.φ), χ ∈ Ĝ, g ∈ G. If
M(φ) is the matrix of φ in the basis {xk} then M(φ
∗) = M(φ)tr is the
matrix of φ∗ in the dual basis. Therefore the matrix of the mapping φ̂,
(χ.φ̂)(g) = χ(g.φ−1) induced by φ in Ĝ is M(φ−1)tr. Next we describe
action of A in X
Lemma 6.4. Suppose φ ∈ A and M(φ−1) = (akl). φ acts in X as
follows
(6.1) s〈i,j〉.φ = sx∗i∧x∗j .φ +
n∑
k=1
akiakjx
∗
k.
Proof:One can see easily that the mapping a is A-linear therefore
a(s〈i,j〉.φ) = x
∗
i ∧ x
∗
j .φ. We also know a(sα) = α for every α ∈ Alt(G)
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which gives
(6.2) s〈i,j〉.φ = sx∗i∧x∗j .φ + b, .
where b := b ker Φ ∈ B2N (triv)/ ker Φ. By Lemma 6.3 the set {bk}
forms a basis for B2N(triv)/ker Φ, hence b =
n∑
k=1
ckbk, ck ∈ Z2. Since
sα(xk, xk) = 0 for every α and k, evaluating (6.2) at (xk, xk) yields
ck = s〈i,j〉.φ(xk, xk) = s〈i,j〉(xkφ
−1, xkφ
−1)
= s〈i,j〉(
∑
i
akixi,
∑
j
akjxj) = akiakj
A reference to Lemma 6.3(1) completes the proof. 
It is well known that A is generated by transvections, linear mappings
tpq : xp → xp + xq, xr → xr, r 6= p. Since t
−1
pq = tpq and the matrix of
t∗pq is M(tpq)
tr we have readily
x∗k.tpq = xk, k 6= q,
x∗q .tpq = x
∗
q + x
∗
p.
We see that tpq induces the transvection tqp in Ĝ. In consequence we
have
Lemma 6.5. Action of transvections on the standard basis of Alt(G)
is given by
x∗i ∧ x
∗
j .tpq = x
∗
i ∧ x
∗
j if q 6= i, j or (p, q) = (i, j), (j, i)
x∗i ∧ x
∗
j .tpi = x
∗
i ∧ x
∗
j + x
∗
p ∧ x
∗
j , p 6= j
x∗i ∧ x
∗
j .tpj = x
∗
i ∧ x
∗
j + x
∗
i ∧ x
∗
p, p 6= i. 
With the help of Lemma 6.4 we deduce
Lemma 6.6. Action of transvections on generators of S is given by
s〈i,j〉.tpq = s〈i,j〉, if q 6= i, j
s〈i,j〉.tij = s〈i,j〉 + x
∗
i
s〈i,j〉.tji = s〈i,j〉 + x
∗
j
s〈i,j〉.tpi = s〈i,j〉 + s〈p,j〉
s〈i,j〉.tpj = s〈i,j〉 + s〈i,p〉.
Proof: In view of Lemmas 6.4 and 6.5 we need only to calculate the
Ĝ- components. If (p, q) 6= (i, j), (j, i), then for the entries of M(tpq)
there holds aki = 0 or akj = 0 for every k. In M(tij),M(tji) we have
akiakj = 1 only for k = i, j, respectively. 
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(3) End of the Proof. Suppose there is an A-linear section ζ :
Alt(G)→ X splitting a. Say
(6.3) ζ(x∗i ∧ x
∗
j) = χij + s〈i,j〉, χij ∈ Ĝ.
Then there holds
(6.4) ζ(x∗i ∧ x
∗
j .tpq) = (χij + s〈i,j〉).tpq for all p, q.
Let us expand χij in the basis {x
∗
k},
χij =
∑
k
cijk x
∗
k.
Observe the equality χij .tpq = χij + c
ij
q x
∗
p. Next specialize (6.4) to
p = i, q = j or p = j, q = i. Then Lemmas 6.5 and 6.6 give cijj x
∗
i+x
∗
i = 0
and ciji x
∗
j + x
∗
j = 0, respectively. We see that c
ij
i = c
ij
j = 1, that is
χij = x
∗
i + x
∗
j +
∑
k 6=i,j
cijk x
∗
k. Note that if n = 2 we have shown that
Z2(x
∗
1 + x
∗
2 + s〈1,2〉) is an A-complement to Ĝ. Suppose n > 2. For
every q 6= i, j we have by (6.4) and Lemmas 6.5 and 6.6 the equality
χij + s〈i,j〉 = χij .tiq + s〈i,j〉.tiq
Using χij.tiq = χij + c
ij
q x
∗
i and s〈i,j〉.tiq = s〈i,j〉 we conclude c
ij
q = 0.
Thus χij = x
∗
i + x
∗
j for all i, j.
Next pick p 6= i, j, and apply (6.4). We have
ζ(x∗i ∧ x
∗
j + x
∗
p ∧ x
∗
j ) = (x
∗
i + x
∗
j + s〈i,j〉).tpi
which in turn gives the equality
x∗i + x
∗
j + s〈i,j〉 + x
∗
p + x
∗
j + s〈p,j〉 = x
∗
i + x
∗
p + x
∗
j + s〈i,j〉 + s〈p,j〉,
hence x∗j = 0, a contradiction.
On the evidence we have so far we propose
Conjecture. Suppose G =
m∏
i=1
Cnipei , e1 < · · · em. Let N(G, p) be
the number of almost abelian Hopf algebras of dimension |G|p. The
function N(G, p) is a polynomial over Z of degree ≤ em for all p ≥
e1 + · · ·+ em.
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