they offer increased accuracy and efficiency by virtue of their independence on the CFL condition. Detailed results Lagrange-Galerkin finite element methods that are high-order accurate, exactly integrable, and highly efficient are presented. This and analyses are given in one-dimension in [13, 14] and in paper derives generalized natural Cartesian coordinates in three two dimensions on the plane in [2, 3, 17]. Very little work dimensions for linear triangles on the surface of the sphere. By has been done on the weak Lagrange-Galerkin method using these natural coordinates as the finite element basis functions on spherical domains; a thorough review of the literature we can integrate the corresponding integrals exactly thereby achievreveals no published work in this subject. This paper assists ing a high level of accuracy and efficiency for modeling physical problems on the sphere. The discretization of the sphere is achieved in filling this gap in the literature. Spherical geodesic grids by the use of a spherical geodesic triangular grid. A tree data struchave been around for quite some time [20] . However, these ture that is inherent to this grid is introduced; this tree data structure methods have recently been rediscovered [9], as more and exploits the property of the spherical geodesic grid, allowing for more researchers have begun to move away from spectral rapid searching of departure points which is essential to the Lagrange-Galerkin method. The generalized natural coordinates methods toward finite volumes, finite elements, and finite are also used for determining in which element the departure points difference methods for spherical domains.
INTRODUCTION
Cartesian space. While it is relatively inexpensive to compute and store the spherical coordinates as well, it is unnecAdvection governs the most important phenomena of essary and can be omitted. Second, in Cartesian space we atmospheric and ocean dynamics, namely the transport can construct natural (or area) coordinates for triangles. processes of the velocities. However, this process presents This paper shows that these natural coordinates, although a formidable challenge for many numerical methods in-three-dimensional, can still be integrated exactly as in the cluding finite elements. The difficulty lies in the lack of two-dimensional planar case. Finally, the departure points self-adjointness of the mathematical operator. One way to for the Lagrange-Galerkin method need no special treatavoid this problem is by using a Lagrangian reference ment as all operations are executed in Cartesian space frame. This approach has many advantages, including sidewhere numerical singularities associated with the poles do stepping the CFL condition as well as increasing the accunot exist. racy of the scheme. This paper presents LagrangeIn Section 2, the model equation used in this study is Galerkin methods for the advection equation on the sphere
presented. An Euler-Galerkin formulation is used as a using geodesic triangulations. Lagrange-Galerkin methcomparison to the proposed Lagrange-Galerkin method. ods have increased in popularity in the last 10 years because Section 3 presents the discretization of the equation in the Euler-Galerkin and Lagrange-Galerkin formulations.
to obtain exact integrations of the finite element equations which when written semi-implicitly is equivalent to the Crank-Nicholson finite element method.) Two types of and their role in accelerating the searching process of the departure points. In Section 5, the spherical geodesic grid Lagrange-Galerkin formulations are considered: the direct and the weak methods. Both the Euler-Galerkin and is discussed and the tree data structure developed for searching is introduced. Section 5 also describes the ad-Lagrange-Galerkin methods represent second-order accurate schemes in both space and time. vancing front unstructured grids used to show the flexibility of the Lagrange-Galerkin method. Section 6 presents a 3.1. Euler-Galerkin numerical test case along with some error norms and conservation measures which illustrate the accuracy and conIn Eulerian schemes the evolution of the system is moniservation of the Lagrange-Galerkin method on both the tored from fixed positions in space; consequently, they are spherical geodesic grids and the advancing front unstruc-the easiest methods to implement as all variable properties tured grids.
are computed at the grid points comprising the discretization of the domain. Discretizing (3) by an Eulerian finite 
and where a is the radius of the sphere, (ũ, ṽ) are the zonal and meridional velocity components, and (, ) are the longitudinal and latitudinal coordinates. The first brack-
eted term represents the operator u и ٌ and the second term represents ٌ и u. Since the first terms in each of the where are the finite element basis functions, N is the brackets become singular at the poles, it is preferable to outward pointing normal vector of the boundaries, and i, use the Cartesian form j, and k all vary from 1 to nd. For linear, quadratic, and cubic triangles nd ϭ 3, 6, and 10, respectively. Discretizing this relation in time gives the following family of algorithms Ѩ Ѩt
, which is the form used in this paper.
where ϭ 0, , and 1 give explicit, semi-implicit, and im-
DISCRETIZATION
plicit schemes, respectively. However, this class of methods is dispersive and limited to small time steps in order to This section introduces the discretization of the conservative form of the advection equation in Cartesian coordi-satisfy the CFL condition for stability. Lagrange methods, on the other hand, suffer from neither of these ailments. nates by the Euler-Galerkin and Lagrange-Galerkin formulations. (The term Euler-Galerkin is used to refer to Two types of Lagrange-Galerkin methods will now be introduced: the direct and the weak methods. the conventional Bubnov-Galerkin finite element method,
Direct Lagrange-Galerkin
which defines a recursive relation for the departure points. Since in general we do not know the midpoint trajectory Lagrangian methods belong to the general class of up-x(t ϩ ⌬t/2), we must approximate it. There are many winding methods. These methods incorporate characteris-choices but one option is to approximate the midpoint tic information into the numerical scheme. The Lagrangian trajectory via a second-order Taylor series expansion which form of (1) is then yields the trajectory relation
which is a recursive relation that typically requires between three and five iterations for convergence. Note that the where midpoint trajectories will not fall on grid points and so they must be interpolated in some fashion. Linear interpod dt ϭ Ѩ Ѩt ϩ u и ٌ lation is sufficient for this purpose but higher order interpolations are required for the conserved variable and at least third-order accurate interpolation is required in order denotes the total (or Lagrangian) derivative. Discretizing to obtain a second-order scheme [7] . this equation by the direct Lagrange-Galerkin method This method is called the direct Lagrange-Galerkin yields the elemental equations method because the method of weighted residuals is applied directly onto the Lagrangian form of the equations.
This method is also known as the semi-Lagrangian method because the equations are solved in Lagrangian form but the departure points are chosen such that they arrive at which can be written in matrix form as grid points at the end of the time step. Interpolation is required in this approach in order to M ϩ D ϭ 0, obtain the unknown values at the departure points. For uniform grids it is possible to use cubic splines, Hermite, where M is the mass matrix and D is the divergence and or Lagrange interpolation; for unstructured grids as in the they are given by spherical geodesic grids, interpolation is rather difficult and costly. In addition, the direct Lagrange-Galerkin method is nonconservative which may cause problems for [7] . The weak Lagrange-Galerkin method discussed in the following section is exactly conserand vative because integration rather than interpolation is used to obtain the values at the departure points [14] .
Weak Lagrange-Galerkin
In the weak Lagrange-Galerkin method we begin with Discretizing this relation in time gives the family of algo-the Eulerian form (1) and then apply the method of rithms weighted residuals in order to find the adjoint operator. This leads to the integral equation
where nϩ1 ϭ (x, t ϩ ⌬t) and
solutions at the arrival and departure points, respectively, and ␣ ϭ x(t ϩ ⌬t) Ϫ x(t) denotes the trajectory vector. Integrating (7) by the midpoint rule yields where the bracketed term represents the advection operator acting on the finite element basis functions. In this approach, the basis functions must satisfy this operator;
therefore, the basis functions are functions of both space and time. These conditions allow the bracketed term to third variable is restricted by the fact that the point must remain on the surface of the sphere. Let x and y be indepenvanish. The elemental equations can now be written in dent; then we may write z as matrix form as
Therefore, let us construct finite element basis functions on the surface of the sphere using linear triangular elewhere M is the mass matrix and R is the boundary terms ments but in three dimensions. Natural coordinates can be which are defined as in the Eulerian case. Discretizing this derived for any simplex element by constructing them to relation in time gives the family of algorithms be the linear interpolation functions within the element. The conditions to be satisfied by these interpolants on a triangle in three-dimensional space are
which just says that the coordinates within the triangular
element are linearly dependent on the vertices of that element. When inverted, this system yields the general relation for the natural coordinates, and ⍀ n d denotes the Lagrangian element formed by the departure points of the finite element ⍀. Once again, ϭ 0, , and 1 yield explicit, semi-implicit, and implicit schemes,
respectively. On the surface of the sphere no formal boundary conditions exist except those of periodicity. Since these where conditions are already accounted for by virtue of the finite element connectivity matrix, the boundary vector R vanishes. | , assumptions have been made about the finite element basis functions and so these equations are valid for any type of element and basis function. In general, the resulting finite element integrals need to be solved by numerical integraand tion methods but, by choosing the basis functions and finite elements wisely, we can avoid numerical integration and i, j, k ϭ 1, ..., 3. instead solve the integrals exactly. The following section describes a set of basis functions for triangular finite eleBy using the definition of the natural coordinates (13) and ments in three dimensions which can be integrated exactly.
the fact that the three nodes on each triangle define a plane,
In two dimensions on the plane, we can obtain the exact where N is the outward pointing normal to the triangle finite element integrals for any of the terms in the elemental and defined by equations presented thus far, provided that we use linear triangular elements. On the sphere, although the surface is actually three-dimensional we can still recover much of the same properties as in the planar case. After all, the N ϭ
surface of the sphere is quasi two-dimensional because there are only two independent space variables, while the it can be shown that the natural coordinates satisfy the con-
This is a necessary condition for a consistent and monotonic interpolation. These natural coordinates can now be used as the finite element basis functions. By following the A w ij ϭ cross ᭝ 24 deter ᭝ derivation of Sylvester's formula [4] we can derive the generalized formula extended to triangles in three-dimensional space,
and the divergence matrices are where
which is valid only for the finite element basis functions introduced in this section. This relation is almost identical to Sylvester's formula; the only exception is that 2⍀ has
cross ᭝ 24 deter ᭝ ΄ 
Finite Element Matrices
Using the generalized natural coordinates (13) and the where
Because the finite element basis functions and the exact generalized exact integral relation (15), we can now write closed form solutions for all of the finite element integrals integral formula described in this section are general, we can apply the same procedure to obtain exact integrals for presented in Section 3. The mass matrix is any finite element integral and not just those presented here. These definitions simplify the finite element integrals and eliminate the need for quadrature formulas which have been known to diminish the efficiency and stability proper-
ties of Galerkin methods, theoretically speaking. In the following section we describe how quadrature formulas can be eliminated completely from the LagrangeGalerkin method. the advection matrices are
Quadrature vs Exact Integration
The primary operation in the weak Lagrange-Galerkin method is integration, in contrast to interpolation, which is used in the direct method. However, the integrals on the right-hand side of (12) contain terms that are not defined
΅ , exclusively on a grid (Eulerian) element. Instead, the Lagrangian elements defined by the departure points in gen-This section illustrates that the same ideas used in twodimensional planar domains can be extended to three dimensions by using the finite element natural coordinates (13) and the exact integral relation (15) . In [17], the Lagrangian element is decomposed into triangular elements inside the Eulerian elements. This involves finding the points where the Lagrangian elements intersect other Eulerian elements. Upon storing all of these intersection points, we then proceed to triangulate the resulting subdomain. In each of these subtriangles spanning the total Lagrangian element, we can write the subtriangle Lagrangian basis functions as Eulerian basis functions, where these basis functions are the generalized natural coordinates. Since Eulerian and Lagrangian elements must have the same value for consistency, we can construct the Lagrangian finite element basis functions by using the equalities eral will span across many grid elements as illustrated in Fig. 1 . In most implementations of the Lagrange-Galerkin
method, these integrals are computed by quadrature formulas. In [17], Priestley introduced a means of eliminating y ϭ
method for planar two-dimensional problems. This was achieved by writing the finite element basis functions of the Lagrangian element in terms of the Eulerian (or grid) which can be written in matrix form as element basis functions. The Eulerian elements are the elements formed by the three nodes of the triangles comprising the grid. When we speak of a grid discretizing a domain, we are referring to the Eulerian elements. These
· , elements remain fixed for all time, assuming adaptive grids are not used. In contrast, the Lagrangian elements are the triangular elements formed by the departure points of the vertices of the Eulerian elements. Since the departure point where (
) are the Eulerian and Lagrancorresponding to a given grid point varies with time, the gian finite element basis functions and node points, respecLagrangian element consequently also varies with time. tively. Upon inverting this system, we obtain the expression Exact integration is only possible by using the natural (or for the Lagrangian finite element basis functions area) coordinates as the basis functions for the Eulerian and Lagrangian elements. It is then straightforward to obtain the integrals using Sylvester's formula. Note that as
long as we use linear triangular elements we assume nothing. In other words, the Eulerian and Lagrangian elements are both triangles, albeit, in general not of the same size where or shape (see Fig. 1 ). However, if we were to use quadratic or cubic elements, then we could not guarantee the Lagrana
, gian element to be a triangle but we could decompose this polygon into its corresponding set of smaller triangles [18] . c 
this strategy would have on the solution because the Eulerian elements would be integrated as higher order ele-and ments (p refinement) while the Lagrangian elements would be decomposed into many smaller linear elements (h refinement).
i, j, k ϭ 1, ..., 3.
Note that we can now use (15) to obtain exact integrals five in the northern hemisphere, for the Lagrangian elements. For example, the mass vector on the right-hand side of (12) can be written as
and five more in the southern hemisphere
for i ϭ 7, ..., 11.
where These 12 initial grid points are used to form 20 equilateral triangles which completely encompass the sphere. Each triangle may now be subdivided into four smaller triangles
by bisecting each of the three edges of the current triangle. Let x 1 and x 2 be the coordinates defining an edge. Then the midpoint node is x 4 ϭ (x 1 ϩ x 2 )/2. This new node must and nel represents the number of grid elements contained then be projected onto the surface of the sphere, and so within the Lagrangian element (see Fig. 1 ). However, an it becomes efficient grid generator is required in order to write the Lagrangian element in terms of its Eulerian components. For efficiency reasons, it is often simpler to use quadrature x 4 ϭ a x 4 ͉x 4 ͉ , rules. This is not to say that the exact integration method is inefficient or unworthy of note. In fact, this approach is quite promising and should be further explored. For where again a is the radius of the sphere. This process is convenience we use a quintic quadrature rule in this study. repeated for each edge. Figure 2 depicts the subdivision The weak Lagrange-Galerkin method is exactly conserva-(or refinement) process. The process of subdividing each tive but this is only theoretically true for the exact integra-triangle into four smaller triangles can be made efficient tion method. However, the results in [17] show that the by creating an array containing all of the edge data, since numerical implementations of the exact and quadrature each edge is shared by two elements. Call this integer array methods yield very similar results. In addition, the results iedge[1:nedge,1:4], where nedge are the number of in [8] also show this to be true for 2D advection on the edges in the grid. Locations 1 and 2 store the identification plane. The only problem with the quadrature method is numbers of the two nodes defining the edge, and locations that it may suffer from instabilities for certain Courant 3 and 4 store the identification numbers of the elements numbers, theoretically speaking [12] . In practice, however, that share this edge. Then for each edge, we store its midthe method has not been known to fail [17] . In the next point. Once this has been achieved, we can loop through section, the spherical geodesic grid used in this paper is presented and the tree data structure developed for rapid searching is introduced.
SPHERICAL GEODESIC GRID
A spherical geodesic grid can be constructed by first defining a background icosahedron. This icosahedron is defined by the following 12 points [10]: one at each pole,
Refinement of an element for the spherical geodesic grid.
which child owns the point. This process is continued until point with respect to two of the vertices of the triangular element points in an opposite direction to the normal of Note. The parameters are given for up to five refinement loops along the triangle. We can use this same approach using the with cpu time.
generalized natural coordinates (13). On a sphere, only the vertices of the triangle lie on the surface, but the rest of the plane does not. Conversely, the departure point will lie on the sphere and thus not on the plane of any of the each element and subdivide the element using the pretriangles. Therefore, we must obtain the projection of the viously calculated midpoints corresponding to its three departure point onto the plane defined by the three vertices edges. The grids for refinement loops zero through five of the triangle. Recall that the equation of the plane is are illustrated in Figs. 5 through 10 and Table I shows the given by N и (x Ϫ x 1 ) ϭ 0, where N is defined in (14). The grid parameters for the five refinement loops along with equation of the vector passing through the origin and the the cpu time required to generate the grids. departure point may be written parametrically as 5.1. Tree Data Structure x ϭ t x d , Since for each refinement of the spherical geodesic grid each triangle is subdivided into four triangles, this process where x d is the departure point and t is the parametric forms a quadtree-like data structure. Therefore, we can variable which for t ϭ 0 yields the origin and for t ϭ 1 define an integer array itree[1:ntree,1:9], where ntree are recovers the departure point. Substituting the parametric the number of tree elements. Initially, the tree has 20 equation into the plane equation and simplifying yields elements which coincide with the 20 triangular faces that define the background icosahedron. Locations 1-3 are reserved for the node identification numbers defining the t p ϭ N и x d N и x 1 , elements. Location 4 contains the parent of the current element and locations 5-8 store the four children of the current element. Finally, location 9 stores the element where t p is the parametric value that defines the projection identification number of the current triangle. This location x p of the departure point x d onto the plane. Once this is zero if this tree element is not an active element in the projection is obtained, we can then proceed with the natugrid. This occurs, for example, after one refinement for ral coordinates. As in the planar case, an inclusion is guarthe initial 20 elements. These initial triangular elements anteed if all the normals point in the same direction. Figure are no longer active elements in the grid but rather parents 3 illustrates the case when a point lies inside a given eleof four smaller triangles and so their location 9 is zero. The children, however, will have nonzero identification numbers because they are active elements of the grid. This data structure can now be used to accelerate the searching process which is required in order to determine the departure points for the Lagrange-Galerkin method.
Searching
The first step in the searching process involves finding in which of the initial 20 elements of the background icosahedron the departure point lies. These constitute the first 20 elements in the tree. Once this tree element has been ment. Figure 4 shows that a projection of a point can be times include writing the output files. These grids not only found on any given plane, but this point need not lie inside have inherent data structures associated with them but are the triangle. The dotted lines in these figures represent the also extremely efficient for generating large grids. Delauextension of the plane and the numbers 1, 2, 3 are the three nay [1] and advancing front methods for discretizing a nodes of the element, o is the origin, p is the projection, and sphere require much more computing time. d is the departure point. In the exclusion case, the normal defined by (x 1 , x 2 , x p ) points in the direction opposite to 5.3. Advancing Front Unstructured Grids the normal of the triangle (x 1 , x 2 , x 3 ). Once the initial element is found among the first 20 tree elements, the Much work has been done on advancing front methods, specifically in the areas of computational fluid dynamics search becomes a log 4 ntree search, where the general expressions (and aerodynamics), where irregular geometries need to be discretized, say, over an airfoil or an entire aircraft. These methods were developed specifically for these reanpoin(n) ϭ 4 n (12) Ϫ 6 nϪ1 iϭ0 4 i , nelem ϭ 2(npoin Ϫ 2), sons and, as a consequence, are very general (see [5, 6, 8] ). However, these methods require an initial front or boundary as a starting point for the triangulation. In the nedge ϭ 3(npoin Ϫ 2), ntree ϭ 2 n iϭ0 (npoin i Ϫ 2) case of the sphere, there are no physical boundaries as such. We can introduce a virtual boundary, say at the hold, where n are the number of refinement loops, npoin equator, and triangulate the northern and southern hemiis the number of nodes, nelem is the number of triangular spheres independently and later unite the two hemielements, nedge is the number of element edges, and spheres. In this study we use the equator as the virtual ntree are the number of elements in the tree. The above boundary but we can choose any great circle. Although expression for npoin is only defined for n Ն 1, where for the triangulations obtained with this approach are not as n ϭ 0 we set npoin ϭ 12 in order to recover the initial regular or as efficient as those obtained with the geodesic icosahedron. Table I illustrates these values for different grids it must be pointed out that the advancing front values of n for up to five refinement loops. Also given are method is not only a grid generator but an adaptive rethe cpu times required to generate each of the grids; these finement method as well. In other words, it has the capabil- example Ͱ ϭ 0 yields flow along the equator, whereas Ͱ ϭ ȏ /2 defines flow along a great circle passing through both poles. By using the mapping from spherical to Cartesian space ͪ ity to dynamically alter the grid if the gradients change dramatically in regions of the sphere. For the purposes of this study, the advancing front method is used only to generate fixed unstructured grids. Obtaining accurate solu-and tions on quasi-structured grids (spherical geodesic) and randomly generated unstructured grids (advancing front) would suggest that the Lagrange-Galerkin method can be
used on any kind of grid, including adaptive grids.
The advancing front method used in this study is the spherical version of the method presented in [5, 6, 8] . In we can write the initial conditions in terms of Cartesian [6, 8] a two-dimensional planar advancing front method is coordinates. This results in the velocity field described. In [5] a three-dimensional surface triangulator and fully three-dimensional method is described in detail.
u ϭ Ϫũ sin Ϫ ṽ sin cos The advancing front method used in the current study is an ad hoc version of the surface triangulator which has v ϭ ϩũ cos Ϫ ṽ sin sin been tailored for spherical geometries.
w ϭ ϩṽ cos ,
NUMERICAL EXPERIMENTS
along with the analytic solution Numerical experiments are performed on the advection equation on the sphere which is defined by (3) . The initial condition is given as in [21] by the cosine wave exact (x, y, z, t)
which is the solid body rotation of the cosine wave about o ϭ tion of the flow with respect to the north pole. As an method has no such stability limitation, assuming there are no source terms, and so we can theoretically increase the Courant number without limit; in this study we only use Courant numbers in the neighborhood of two. A few caveats are in order concerning the stability and accuracy of Lagrange-Galerkin methods: while for pure advection there are no stability limitations on the time step, excessively large time steps will introduce errors into the trajectory computations, thereby diminishing the overall accuracy of the method. In addition, for equations containing source terms we are restricted by the time step due to ODE stability conditions which, while less stringent than PDE stability conditions, nonetheless must be obeyed. The results illustrated are obtained on the spherical geodesic Cartesian is only done once at the beginning in order to grid with three refinement loops (n ϭ 3). The corresponddefine the problem. From then on, the problem is solved ing number of grid points, triangular elements, edges, and in Cartesian space. The L 2 error norm is defined in the tree elements are given in Table I.  standard way  Tables II and III demonstrate two important points: that the generalized natural coordinates provide good solutions for both the Euler-Galerkin and weak Lagrange-Galerkin formulations and that the Lagrange-Galerkin method
, yields a solution that is one order of magnitude more accurate than its Eulerian counterpart. We can see from these tables that it hardly matters which axis we use as the center where ⍀ represents the surface of the sphere. In addition of our rotation because the end result is the same, as it to the L 2 norm, we also use two more measures, namely, should be. Not only is the Lagrange-Galerkin solution far the first and second moments of the conservation variable more accurate but it achieves this higher level of accuracy which are defined as without sacrificing efficiency. By comparing the Lagrange-Galerkin method with ϭ 1.13 to the Euler-Galerkin method with ϭ 0.56 we see that the computing times are a bit higher for the former.
However, when we increase the Courant number for the Lagrange-Galerkin method to ϭ 2.27 we observe two things: the accuracy of the Lagrange-Galerkin method has and increased and the computing time has decreased. In fact, the computing time is now less than the time required for the Euler-Galerkin method. The efficiency of the La-
. grange-Galerkin method is achieved because the inherent tree data structure of the geodesic grid has been exploited. Without such a data structure, this algorithm would be These values measure the conservation properties and dis-prohibitively expensive. In addition to being highly accupersion-diffusion of the numerical methods, respectively. rate and efficient, the weak Lagrange-Galerkin method In the following sections, the results for the spherical geo-is shown here to be conservative which is an important desic and advancing front grids are presented.
improvement over the direct Lagrange-Galerkin method. Figures 11 and 12 show the grid and contour plots after 6.1. Spherical Geodesic Grids five revolutions from the viewpoint (0, Ϫ1, 0) which is the location (3ȏ/2, 0) in spherical coordinates. In order to Tables II and III show the results obtained using the better understand the results we have taken slices of the Euler-Galerkin and Lagrange-Galerkin methods on the contour plot along the latitudinal (keeping the longitude spherical geodesic grid. The tables show accuracy and efficonstant at ϭ 3ȏ/2) and longitudinal directions (keeping ciency measures for different values of Ͱ. For the Eulerian the latitude constant at ϭ 0). These curves pass through method, the time step must be restricted such that the the center of the cosine hill. The results at these slices are Courant number is less than one in order for the scheme to remain stable. On the other hand, the Lagrangian given in Figs. 13 and 14 . Although the grids used for both methods are identical, symmetry, the Lagrange-Galerkin solution not only retains its symmetry but is also free from the oscillations that the Euler-Galerkin method shows asymmetries in the contour plot, whereas the Lagrange-Galerkin method pro-commonly plague higher order Eulerian methods. In order to suppress these oscillations, higher order Eulerian methduces a symmetric solution (see Figs. 11 and 12 ). These differences are even more pronounced when viewed from ods must use ad hoc methods such as TVD, MUSCL, or ENO schemes in conjunction with flux-limiting [5, 6] . These the longitudinal and latitudinal slices. Figures 13 and 14 show that while the Euler-Galerkin solution has lost its schemes automatically switch from higher order to first solution  FIG. 11 . The grid and contours for the Euler-Galerkin solution after five revolutions using the spherical geodesic grid. The Courant number after five revolutions using the spherical geodesic grid. The Courant number is ϭ 1.13, npoin ϭ 642, and Ͱ ϭ 0. is ϭ 0.56, npoin ϭ 642, and Ͱ ϭ 0.
order near strong gradients in order to avoid dispersion decomposition of this particular solver. Although we have developed an incomplete Choleski conjugate gradient errors and remain monotonic. While neither the EulerGalerkin nor the Lagrange-Galerkin methods are natu-method (ICCG) with zero fill-in for the LagrangeGalerkin method, we have used an LU decomposition for rally monotonic, the Lagrange-Galerkin method exhibits far less dispersion than its Eulerian counterpart. In fact, this study in order to use the same solver for both the Euler-Galerkin and Lagrange-Galerkin method. This this dispersion is almost negligible. For applications where preserving monotonicity is imperative, such as in the allows for fair timing comparisons between the two methods. (The ICCG method cannot be used with the Eulerconservation of mass equation for Navier-Stokes and the precipitation in meteorological applications, the Galerkin method because the advection terms prevent the coefficient matrix from being symmetric positive-definite.) Lagrange-Galerkin method can be made monotonic by using principles similar to those used in TVD and FCT
The results in Table IV show that the LagrangeGalerkin method is competitive in terms of efficiency with schemes [16] . Table IV shows the solutions for the spherical geodesic the Euler-Galerkin method. However, the differences in accuracy are astounding. As the grid becomes finer, the grid with one, two, and three refinement loops. The presentation of these results must be prefaced by noting that the Lagrange-Galerkin method achieves even higher levels of accuracy than the Euler-Galerkin method. For npoin ϭ matrix solver used to obtain these results does in no way represent the most efficient solver. In fact, the major por-162, the Lagrange-Galerkin method is 10 times more accurate, but for the fine resolution grid with npoin ϭ 2562, tion of the cpu times reported are spent on the matrix   FIG. 13 . Views of the cosine hill for the Euler-Galerkin solution after five revolutions using the spherical geodesic grid. The plot on the left shows the cosine hill slice taken at ϭ 3ȏ/2. The plot on the right shows the cosine hill slice taken at ϭ 0. The Courant number is ϭ 0.56, npoin ϭ 642, and Ͱ ϭ 0.
FIG. 14.
Views of the cosine hill for the Lagrange-Galerkin solution after five revolutions using the spherical geodesic grid. The plot on the left shows the cosine hill slice taken at ϭ 3ȏ/2. The plot on the right shows the cosine hill slice taken at ϭ 0. The Courant number is ϭ 1.13, npoin ϭ 642, and Ͱ ϭ 0.
the Lagrange-Galerkin method is almost 20 times more grids on the sphere. This is important because it suggests accurate. In addition, the results show that the weak La-that this method can be used in conjunction with adaptive grange-Galerkin method is also conservative. By using the grids. We have chosen to work primarily with the spherical inherent tree data structure and optimal matrix solvers, geodesic grid because it offers inherent fast searching tools the Lagrange-Galerkin method can be used for solving which the advancing front method does not. However, it practical problems on spherical geodesic grids accurately, is possible to construct a quadtree-like data structure for conservatively, quasi-monotonically, and efficiently.
searching, but it is not inherent to the grid and must be generated independently.
Advancing Front Unstructured Grids
For brevity, we only illustrate results for Ͱ ϭ 0. This table clearly shows that the Euler-Galerkin and La- Table V shows the results obtained using the Eulergrange-Galerkin methods work well even for such random Galerkin and Lagrange-Galerkin methods on the advancand disproportioned grids as those produced by the ading front unstructured grids. Since advancing front grid vancing front method. The aspect ratio of maximum to generators cannot be constrained to produce a given numminimum lengths for the advancing front grid is 3.1, while ber of grid points, a grid was selected that most closely for the geodesic grid it is 1.4. Large aspect ratios could resembled the spherical geodesic grid in number of grid conceivably cause problems for Eulerian methods because points (npoin ϭ 645 for the advancing front grid and the Courant number is determined by the smallest edge. npoin ϭ 642 for the geodesic grid). We illustrate the results This edge can be considerably smaller than the majority on this grid in order to show that the Lagrange-Galerkin method can be used on randomly generated unstructured of the edges in the grid, thereby restricting the time step Figures 15 and 16 show the grid and contour plots for developed for the searching operations. This is evident from the large cpu times reported in Table V for the the two methods after five revolutions. Once again, the Euler-Galerkin method exhibits asymmetries in the solu-Lagrange-Galerkin method. Once this data structure is constructed, the Lagrange-Galerkin method can be used tion produced by the dispersive nature of the method, whereas the Lagrange-Galerkin method yields a symmet-in conjunction with adaptive unstructured grids on the sphere. This promises to be a potent combination as the ric result. Figures 17 and 18 show the results for longitudinal and adaptive grids increase the accuracy further, while the leniency of the CFL restriction for the Lagrange-Galerkin latitudinal slices after five revolutions. The Euler-Galerkin solution suffers severe dispersion errors while the La-method allows a large fixed time step to be used throughout the grid adaptation. This differs from using adaptive grids grange-Galerkin method does not. This result confirms that the weak Lagrange-Galerkin method can be used with Eulerian methods because with these methods once the minimum grid size is decreased, the time step must successfully to obtain smooth (nondispersive) yet highly accurate solutions on the sphere. Furthermore, these high also be decreased proportionally in order to satisfy the CFL condition. Since Lagrangian methods do not have order accuracy solutions are independent of the grid types; they can be obtained on spherical geodesic or advancing this restriction they can be used quite efficiently with adaptive grid strategies. front grids. 
CONCLUSIONS
search operations required by the Lagrange-Galerkin method would be prohibitively expensive. The numerical Generalized natural Cartesian coordinates for triangular experiments show that the Lagrange-Galerkin method can elements in three-dimensional space are presented. When be used not just with the quasi-structured grids resulting these natural coordinates are used as the basis functions, from the spherical geodesic approach, but also with ranexact integrals for all of the finite element terms can be dom and disproportionate unstructured grids such as those obtained. This has significant implications not just for Eu-created by the advancing front method. This last finding is lerian methods but for Lagrangian methods as well, espe-important because it suggests that the Lagrange-Galerkin cially if exactly integrating Lagrange-Galerkin methods method can be used in conjunction with adaptive grids; are to be explored. This paper describes how these ideas this combination should provide an even more accurate can be used to apply the exactly integrating Lagrange-solution. Efficient advancing front grids on the sphere need Galerkin method on the sphere. The spherical geodesic to be explored. These grids can be used not just for adaptive grids are beginning to gain popularity and the tree data grid refinement but in conjunction with the exactly intestructure developed in this paper permits the extension of grating Lagrange-Galerkin method as well, since this these grids from Eulerian numerical methods to Lagrange-method requires a grid generation step in order to integrate the elemental equations exactly. Galerkin methods. Without such a data structure, the   FIG. 18 . Views of the cosine hill for the Lagrange-Galerkin solution after five revolutions using the advancing front grid. The plot on the left shows the cosine hill slice taken at ϭ 3ȏ/2. The plot on the right shows the cosine hill slice taken at ϭ 0. The Courant number is ϭ 1.48, npoin ϭ 645, and Ͱ ϭ 0.
