Monitoring complex systems includes scanning, aggregating and processing data from various sources. The design of graphical interfaces for monitoring tasks involves a fine-grained exploration of the importance and expected frequency of events that an operator needs to be informed about.
Introduction
Controlling safety-critical systems often includes several monitoring tasks to observe the current system state and to predict future system states that might affect the controlling activities. A ship bridge is an example for such a safety-critical system. Modern bridge systems offer a broad range of automation of routine tasks and most of the navigation decisions (passage planning for instance) can be performed prior to the voyage. Therefore most of the time on a ship bridge is spent on the navigation monitoring task. This includes observing the ships status, its navigation path and watching out for future events that require adjusting the planned route of the vessel's by changing its speed and heading to prevent dangerous situations.
Studies show that in between 75 % -80 % of accidents in ship navigation happen because the human operator had not access to information that could have prevented the accident [1] . A study that investigated the lack of situation awareness of mariners revealed the importance of situation awareness for the decision making process in the maritime domain. From the 177 maritime accident reports analyzed, 71 % percent of the human errors were situation awareness related. 58.5 % of those could be classified as caused by failures in correctly perceiving information [2] . These types of failures are caused by data not being available, data not being easy to discriminate, misperceptions or failures in monitoring or observing data [2] .
Electronic integrated bridge concepts are driving future navigation system planning [3] . Such systems aggregate data from various ship sensors and support the vessel navigation task with a map-centric view augmented with current and future navigation paths of the own vessel and real-time information of other vessels in the current area of the ship [3] . Monitoring such complex systems demands intermittently for the human operator's attention to observe and interpret several information sources [4] .
This contribution presents a tool, the Human Efficiency Evaluator (HEE), which supports subject matter experts (SMEs), such as HMI designers and domain experts, with no background in cognitive modeling to generate and benefit from attention predictions. With the HEE predictions can be performed by a cognitive human operator simulation in a very early design phase where only HMI design images or sketches of future interfaces are available. The HEE uses the Adaptive Information Expectancy model (AIE model) [5] , which is based on the SEEV model [6] and is a dynamic simulation model of attention distribution.
The following section discusses related work. Thereafter we detail the theoretical background of our approach, the process and the underlying models in Sect. 3. Section 4 describes how the process is implemented in the HEE. Section 5 illustrates a use case in the maritime domain that we used to evaluate our approach. This qualitative study with SMEs in Sect. 6 reports about the evaluation of the HEE, which was focused on analyzing the modeling differences between different potential users of the HEE: domain experts, HMI designers, cognitive modelers, and situation awareness experts. Different to what we originally expected, we found much more differences in modeling than similarities between the different SMEs. We close by discussing and summarizing the study results and elaborate a list of hypothesizes derived from observations made during the study. Finally, Sect. 8 concludes and states future work.
Related Work
The Adaptive Information Expectancy (AIE) model is a predictive simulation model of attention distribution [7, 8] . It is an integral part of the CASCaS (Cognitive Architecture for Safety Critical Task Simulation) architecture [9] . It simulates the attention distribution of a human operator based on two sets of input parameters: Expectancy and Task Value. They describe how often new information can be expected from an information source (IS) and how valuable the information is for accomplishing the tasks of the human operator. These factors are relevant for showing optimal monitoring behavior and have been shown to be the main drivers for skilled operators like pilots and drivers [10] . An expectancy coefficient u g and a value coefficient v g is assigned to each goal g of a cognitive model executed in CASCaS.
A cognitive architecture like CASCaS can be understood as a generic interpreter that executes formalized procedures of a human operator in a psychological plausible way. An overview of cognitive computational models like ACT-R, MIDAS and others is provided in [11, 12] . Computational cognitive models have got the potential to automate parts of human factor analyses during system design. In order to leverage this potential the models have to be embedded in a design tool which can be readily applied by design experts.
Monitoring involves detecting and reacting to events and is composed of a set of monitoring goals. To execute such a goal the human operator looks to the IS that can signal the event. Upon event detection the operator utilizes the perceived information to react to this event. If no event is detected, the operator's attention shifts to another monitoring goal probabilistically based on the expectancy and value coefficients. The probability of switching to goal g among a set G of monitoring goals is defined as (cf. [7] ):
Several tools already support cognitive model creation. CogTool [13] supports the generation of ACT-R [14] models implementing deterministic sequences of actions. These models are based on GOMS and KLM and therefore CogTool targets on evaluating Windows-, Icons, Menus, and Pointer (WIMP) user interfaces but also considers speech-commands and basic gestures. For monitoring simulations the HEE generates a probabilistic sequence of actions. Based on CASCaS and the AIE model prediction of average values (percentage dwell times, gaze frequencies) and prediction of distributions (reaction times, duration of diversion) are possible. MIDAS is a system developed by NASA [15] , which uses cognitive models to analyze tasks and interfaces in the aerospace domain. It simulates visual attention distribution similar to CASCaS, but uses the SEEV model of Wickens et al. [6] instead of the AIE model. Both models are strongly related, but differ in some aspects [7] .
Approach
Cognitive models require input from an expert to predict the attention. In our case these inputs are the identification and location of ISs on a graphical display. Because we use the AIE model (see Sect. 2) for prediction of attention distribution, for each Information Source (IS) an expectancy coefficient and a value coefficient need to be defined by an expert. Figure 1 illustrates this. We explain the theory of how to derive the expectancy and value coefficients from the experts' inputs and formalize it for both in the two upcoming subsections. Based on these information and the identification of one IS that most probably make the expert aware of a specific unexpected event (Subsect. 3.4) the cognitive operator model (Subsect. 3.5) and the HMI model are generated. After the theoretical foundation, Sect. 4 explains how forms and visualizations support the coefficient derivation, which is then feed into the Human Efficiency Evaluator for running the simulation and generating the predictions.
Identification of Information Sources
Information sources (IS) are regions of a display or on a design sketch that communicate a single piece of information to the operator. The process requires that an expert collects all information that can be extracted from a graphical display. Each information is marked as an IS by specifying as exactly as possible its graphical position, its size and by unambiguously naming the IS so that it can be referred to by its name.
Definition of Expectancy Coefficients
Earlier AIE model applications extracted the expectancy coefficients during the simulation of the cognitive model in interaction with realistic environment simulations [5, 8] . Since this approach is focused on evaluating design sketches, we derive them manually using the lowest ordinal heuristic for this purpose as proposed by Wickens et al. [16] . For this heuristic the expert needs to order all IS based on the amount of new information expected. The rank of an IS in this order determines its expectancy coefficient. The heuristic does not require a total order on the IS. It is sufficient to specify a partial order between the IS across all designs. Partial orders are typically visualized by Hasse diagrams. Following, we formally describe the notation that the expert can use to define the partial order. Let D be the set of all considered designs, S be the set of all defined IS, and S D : D ! PðSÞ the function that gives for each design the IS that are defined on it. The same IS can be defined on several designs. The tuple ðsjdÞ specifies the IS s defined on design d. By defining relations between different IS such a partial order is established. Relations are formally defined by statements, such as
Which states that IS s i of design d j provides relevant events with a higher frequency than IS s k of design d l . Such statements can relate IS by the operators ">", "<", or "=". Further on, several statements can be condensed into a single one to specify relations time efficiently by comma separating IS and designs and also by using quantors. To support an automatic transformation of the relations with quantors into a partial order (visualized as a Hasse diagram) we specified them formally.
Comma Separated IS. Several comma-separated IS and/or designs can be listed on the left hand side and/or right hand side of the relation. Such statements create a set of relationships by using the Cartesian product of the entries on the left hand side and on the right hand side of the statement, e.g.:
Quantors. An Asterix is used as quantor to describe that a relation holds for all IS of a specific design ðÃjdÞ or for a specific IS in all designs ðsjÃÞ. The exact semantic depends on whether a quantor is used on both sides of the relation. Quantor on both sides means Cartesian product of all IS respectively designs. The following specifies that s 1 provides information more frequently than s 2 regardless of a specific design.
If only one side contains a quantor, it stands for all information sources or designs, except the ones listed on the respective other side. The following specifies that IS s 1 on design d provides information more frequently than all other IS on that design.
A variable following a quantor can be used to bind two quantors on both sides to the same variable. It prevents that the full Cartesian product is created. The following specifies that for each design s 1 provides information more frequently than s 2 , but this relation cannot be drawn across different designs.
The expectancy coefficient for sjd ð Þ is determined by the order of sjd ð Þ within the partial order. In the Hasse diagram of the relation this is the greatest length of a path from any minimal element to sjd ð Þ plus 1. More formally: Let be the transitive reduction of the defined partial order and D be the distance between two elements:
Definition of Value Coefficients
Monitoring is typically performed to collect information relevant for tasks a human operator has to perform. The value of an IS depends on the values of the tasks for which it provides information. To obtain the value coefficients for the IS, in a first step the importance of all human operator tasks is rated by the lowest ordinal algorithms as shown above for the expectancy coefficient. Second, the user fills out a relevance matrix R specifying the relevancy R for each IS and each task (cf. [6] ). R s; t ð Þ ¼ 0 states, that IS s is not relevant for task t, R s; t ð Þ ¼ 0:5 defines that s supports t, but is not mandatory for t, and R s; t ð Þ ¼ 1 means, that s is mandatory for t. The value of an IS s is determined by (cf. [6] ):
Event Definition
Monitoring is performed in order to maintain suitable situation awareness and to detect events in a timely manner and to react to events if necessary. The reaction time depends on the amount of attention directed to the IS that displays the event. When simulating the allocation of attention, the reaction time to events can also be predicted. An event e ¼ ðs; tÞ is defined by the user by specifying the time t of occurrence and the IS s, that most likely will make the operator aware of the occurrence of this specific event. This might vary between designs. Therefor the IS has to be specified for each design.
Generation of Monitoring Operator Model
The operator model specifying the monitoring is automatically created based on the IS markups and the expectancy and the value coefficients. For the overall monitoring, a top level goal g t is created, which has only one associated procedural rule. This rule activates a set of sub-goalsone for monitoring each IS. This structure is reflected by rule R1 in Fig. 2 . The sub-goals are annotated with the expectancy and value coefficients as defined above.
Rule R2 is executed, if an event is shown by IS s i . If no event is shown, R3 is executed. However, as the operator usually does not know the current state of information on s i the conditions of R2 and R3 cannot be evaluated, because this information is unknown. This state triggers rule R4, which commands the perception and motor component of the cognitive architecture to move the gaze to s i . After the information about the event is perceived, the model either triggers R2, in case there is an event, or triggers R3, if there is none.
The resulting model, will constantly switch between the monitoring sub-goals to move visual attention between the IS based on the probability calculated with the expectancy and value coefficients.
Tool-Supported Attention Prediction with the HEE
The Human Efficiency Evaluator (HEE) is based on CogTool because of two reasons. First, we share the idea of supporting an evaluation of interfaces based by annotating design sketches at a very early stage. Second, the results are also predictions based on a simulation.
But there are several fundamental differences between both. CogTool focuses on performance prediction of WIMP (Windows, Icons, Menus, Pointer) interfaces. Therefore, the annotation of design sketches is based on a fixed palette of the most common WIMP widgets like buttons, menu bars, and radio buttons. The annotation process to construct a user interface model is therefore straight-forward by identifying and marking widgets exactly as they are depicted in the design sketch. However, nautical maps have no fixed widgets (even though there are standards, e.g. color) and new design proposals often intentionally break with some of already existing concepts. As we show later, the identification and markup of IS substantially depends on the background and experience of the tool user and also often on interpretations. With CogTool one annotates what is depicted, with HEE one also marks what one knows. Different to CogTool, that inherently ends up with similar HMI models fed into the simulation, map-centric monitoring HMI models for the same design can substantially differ between users and therefore the resulting predictions as well.
Therefore, we re-implemented the entire backend of CogTool to use our cognitive architecture CASCaS (Cognitive Architecture for Safety Critical Task Simulation) [9, 17, 18] and integrated support for generating operator models. These models support the Adaptive Information Expectancy (AIE) model [5] to predict the distribution of attention and the average reaction time to a certain event. Further on, we exchanged the hard-coded widgets palette of CogTool to annotate the designs with a model-based backend that enables us to define new annotation options (like for the IS in this case) without recompiling the tool.
The HEE currently supports users with the IS identification, automates the operator model generation and the generation of visualizations of the predicted attention distribution and the computed average reaction times (cf. Figure 1) . Figure 3 shows the HMI design modeling perspective of the HEE. The left vertical bar contains a palette of widgets that can be used to annotate a design. For attention allocation prediction, one widget ("i") is used to mark relevant sources of information for each design. The main area of Fig. 3 displays an already annotated design where several IS have been already marked by the user. Further widgets are used from the palette to identify the operator's initial line of sight, the operator's distance to the monitor, and to set the physical dimensions of the monitor.
For specifying the expectancy and value coefficients we use paper forms. We realized that those give the user more freedom by using quantors (c.f. Subsect. 3.1) to aggregating relations over several IS and designs or by introducing abbreviations for IS that the user feels comfortable with. The expectancy is specified by relations like described in Subsect. 3.1. The value is defined by filling in a printed relevance matrix form (c.f. Subsect. 3.2). Both are then transcribed to an interactive excel sheet (see Fig. 4 ). To ease writing down the relations, we used abbreviations for the IS names, e.g., 'AH' for 'Vessel A Heading'. The sheet is then processed by a script that solves the quantors (c.f. Subsect. 3.1) and generates two Hasse diagrams: one for the expectancy (c.f. Figure 5 ) and another one for the value coefficient. The graph ranks (c.f. Figure 5 ) correspond to the coefficient values and then are entered in the HEE tool. After the user has chosen an IS to fire an event at a certain moment in time (c.f. Subsect. 3.3) the operator model for CASCaS can be automatically generated. It consists of: • An HMI model defining the physical dimensions and spatial locations of the simulated operator and all IS (which we call topology in CASCaS). The HMI model is automatically created based on the rectangular definitions of information sources. The 2-dimensional coordinates are projected onto a 3-dimensonial plane, which is placed at a specific distance in front of the head of the simulated operator. • An operator model composed of the operator's monitoring goals as a procedural knowledge specified as rules (c.f. Subsect. 3.4).
Both models are fed into CASCaS and executed as a Monte-Carlo simulation. Based on the desired visualization the HEE processes the simulation results and generates a heat map for each design (see Fig. 7 ). It is also possible to feed the data into interactive excel sheets that currently can generate a diagram with the average attention allocation per IS in percent as a pie chart and display the reaction time to an event while monitoring the interface as a histogram (see Fig. 8 ).
Use Case
Electronic Chart Display and Information Systems depicting nautical maps enriched by navigation-relevant information are one of the main sources of information of shipmasters and navigation officers and need to be continuously monitored.
Within the Cooperative Shipping and Navigation on Sea project, COSINUS, 1 several new display designs have been proposed. Some of them are depicted in Fig. 6 . Figure 6 (a) shows a state of the art chart display and Fig. 6(b) the corresponding design sketch, that highlights speed vectors (SV) as the current state of the art concept to display vessel behaviors with arrows and a red line illustrating the route of the own ship. All sketches illustrate a prediction. Therefore the speed vectors point to locations of the future vessels' locations in 10 min (with the assumption that they do not change their course and speed). Regions where the temporal and spatial distance to other vessels are very small are marked red. The design TCPA of Fig. 6(d) does not present the entire route, but only the future routes of the surrounding vessels. These routes end with displaying the vessels' orientation and position in 10 min. Furthermore the time to closest point of approach (TCPA) is annotated at the vessels position.
Evaluation
We evaluated the attention prediction process with the HEE by a qualitative study. 2 The main objective was to get first insights into how well the HEE tool can be operated by users, and how helpful the visualizations that HEE creates are for the users. However, this is the first evaluation made for HEE. It therefore has a strong explorative character. Based on its findings, we plan to perform more extensive studies afterwards. The current study had a fixed, scripted procedure and implemented a within-subject design with four subject matter experts. The procedure contained explorative questions and pre-scripted help text (elaborated during a pre-test) that were planned to be read in case a subject is not able to perform a task. We designed the study to test three main hypotheses that were supported by several sub-hypotheses: 
Participants
Four subject matter experts participated in the study: a cognitive modeling expert (Cog), an interface designer (HMI) that created the TCPA design sketch, and an expert for the maritime domain (Exp), and an expert for situation awareness (SA). All were between 30 and 55 years and neither had prior experience with using the HEE nor performed any of the three modeling tasks of the study before.
Apparatus
Participants were sat comfortably in front of a computer screen, and the experimenter sat to the side. A current state of the art map display, the three design variants (c.f. Figure 6 ), and three basic tasks of a ship master (avoid low water sections; avoid dangerous vessel approaches; follow your planned route) were presented as slides to the subjects. The explanation was read from a manuscript.
Software
The HEE was opened with a project were the three designs variants have been al-ready added. The subjects received an explanation of the modeling functions: marking an IS, resizing, moving, deleting, and naming it.
Procedure
The experiment was composed of the four expert activities of the overall prediction process (c.f. Figure 1) : (1) IS annotation with the HEE, (2) specifying the expected information update frequency, (3) task ranking by impact and defining the relevancy of each IS for each task and design variant, (4) identifying the IS of a predefined event. Further on, (5) the three resulting visualizations were analyzed. None of the participants was informed about what kind of results the HEE produces.
Between the first four activities that took each participant between 120-180 min in total and the fifth activity that took around 30-60 min there was a break. The break was required by the experimenters to calculate and prepare the visualizations.
Results
Based on the video recordings and notes taken during the study we evaluated the data with respect to each sub-hypothesis. Table 1 shows the overall duration of the entire study for each participant and the total time for performing the three modeling steps. None of the subjects had used the tool before. Thus, for each step we gave a scripted introduction and allowed questions before each modeling activity started. The instruction time is listed in the first column of each modeling step. The mean of the modeling time is 2:02 h. The Cog felt most familiar with all modeling steps and intuitively decided to mark the fewest IS (18) of all participants which reduced the work in the proceeding steps substantially. The SA had the most IS marked (47). We all asked the participants to comment on each IS identified, which Exp did in detail. It explains the relative high amount of time for the IS identification step (90 min) of Exp.
The variations between the models specified by the participants are small."
As a first step we compared the IS defined by participants. All participants together defined 130 IS over all designs. During phase 1 participants explained which information they marked with an IS. We created a list of all this information and checked for each participant if it was marked. An excerpt of this list is shown in Table 2 . The list contains 68 information elements. Sometimes the classification is not clear, because one participant marked an IS containing several information elements, while another participant marked one IS for each of these information elements. Therefore we distinguished between marking identical information, marking similar information and not marking the information. Table 1 . Amount of time required to explain and to perform each modelling task in minutes. Subject Expectancy  Relevance  Entire  Modelling  Time   Entire  study   Cog  3  23  6  16  1  3  42  94   SA  6  70  3  55  1  7  132  112  HMI  5  52  2  53  1  7  112  105  Exp  6  90  3  54  1  16 160 231 Only four information elements are marked identical by all participants: 3 out of 4 beacons, the position of ownship and an area with higher danger of collision around the strait in design TCPA. Furthermore 8 information elements are marked by all participants, but not in the same way. These are headings and routes of vessels A, B and C and positions of vessels B and C. In contrast, 26 IS are only marked by one of the participants. Thus the IS models show a high variance.
IS Identification
There are not only differences in the number and kind of information that is marked. Even if the same information is marked by two participants, the marked regions of their IS can be very different. Figure 9 shows for all four subjects the marked IS on design G. It is easy to visually identify differences between the four models. For example it can be seen, that the expert user marked only few small regions in the center of the sketch, while the HMI designer has covered the entire sketch with a focus on the center. As a measure of the similarity between rectangular IS we use the root integrated squared distance (RISD), which is sensitive to differences in size and position of two rectangles. Based on Table 2 the mean RISD between two IS from different participants marking identical information is far smaller (M = 66.8 mm), than for two IS marking similar information (M = 208.2 mm). For every information in Table 2 that was marked at least by two participants, we calculated the mean RISD between the IS. Not surprisingly it turned out, that the 10 most similarly marked information elements (mean RISD 28.7 mm) are displayed as small icons with clear boundaries: vessel positions, beacon positions, TCPA speech bubbles and labels. However, the 11 th -most similar information is an area with high danger of collision in design TCPA. This is surprising, because there is no clear symbol or display on the screen that gives a boundary for this area. All participants marked it solely based on interpretation and aggregation of several other information elements, like predicted vessel positions, routes and strait. It is also one of the very few information elements, which was marked by all four participants. It seems that the TCPA design easily supports the recognition of critical regions, without directly highlighting them.
As a conclusion, we did not find support for the hypothesis, because the number of defined IS greatly varies and also the kind of marked information elements. Furthermore, even the same information was marked differently. However, this difference varies strongly between the information elements. Confronted with the average attention allocation prediction, visualized as a pie chart ( Fig. 7a ) and without knowing which pie chart reflects which design, all subjects raised the question of how an optimal attention distribution can be identified. Three subjects assumed that most attention should be focused on a few IS only, only HMI argued for a "balanced distribution". Cog assumes "reduced scanning effort" for few big chunks although mentioned that huge chunks might identify IS which require high effort to derive specific information. SA stated that huge chunks combined with only a low amount of IS identify less complex information spaces, but in this case it remains questionable if a small information space still offers all information to perform a task. Different to the others, only Exp analyzed the specific IS that received most attention. Exp considered the own vessel direction and speed as most important IS and preferred to have the attention focused on them. Based on observing the four subject matter experts (SMEs) the pure pie chart did not support H 3a . The biggest problem was the lack of measure to judge about the goodness of overall attention allocation.
H 3b : "A histogram is a simple to understand visualization of a reaction time prediction."
Although each participant was given an example on how the cumulative distribution function is read (e.g. "In 80 % of the simulated cases the reaction time was below 10 s"), they focused on the frequency distribution shown as bar diagram, whereas Cog required additional support while initially focusing on the cumulative frequency distribution (line chart). Based on the four subjects we could not found support for H 3b . All participants stated that the heat map-based visualization of the attention distribution matches their expectancies. Only for design G HMI missed a hot spot for the crossing gates, Cog missed attention for one vessel and SA could not explain strong focus on the own ship in one design. While looking at the heat map all participants found arguments for their preferred design. The decision for one design based on the heat map visualization was difficult for three participants. SA decided based on the reduction in ergonomic effort (spots are located close to each other) and also looked for equally distributed hotspots of the most relevant IS. HMI based the decision on looking for hotspots covering the most relevant IS. Cog and Exp took their decision instantly based on the design that hot spotted the high traffic area best while Exp also considered the reliability of the IS. We could found support for H 3c since all SMEs understood the visualization, stated that it presents expected hotspots and were able to argue based on the visualization.
Discussion
In earlier studies we used the HEE to predict task performance and operator workload for HMI designs in the aeronautics domain and the Adaptive Information Expectancy (AIE) model to predict attention distribution in the automotive domain. The analysis of map-centric monitoring tasks is based on different prerequisites. The model creation figured out to be much more based on individual experiences and background unlike for other HMIs: In an automotive HMI or an airplane cockpit instruments communicate clearly defined information and each instrument has a fixed position. Monitoring a nautical map involves interpretation and the amount, size and position of ISs considered as relevant differ greatly between the roles that participate in the design process.
This has an effect on the attention predictions. The SMEs modeled their perspective and understanding of the HMI quite differently and with different inputs the attention predictions results differ as well. Interestingly, this does seem to affect the users' expectancy: None of our participants was really surprised by the results. Especially for the heat maps it could be observed that the predictions offered only few inconsistencies from what was expected and all subjects were able to analyze and argue about the designs (H 3c ) based on their results. Furthermore the overlay of IS on the design sketches were used by participants during arguing to point at exactly the information they were talking about.
We summarize our observations into the following hypotheses:
Hp: "Using the HEE for modeling map-based monitoring tasks makes expert knowledge explicit and can be used as a basis for argumentation of a role specific perspective."
Hp a : "The resulting models differ between different roles." Hp b : "Role-specific IS can be identified and visually communicated." Hp c : "The definition and naming of IS provides a common vocabulary, which supports the discussion between different perspectives."
The average reaction time visualization as a histogram figured out to be complicated to understand (H 3b ). It was hard for the subjects to identify the shortest reaction time. The probability and their respective cumulation were difficult to understand for the subjects. The visualization of the attention allocation as a pie chart did not motivate the subjects to reflect the percentage share of specific IS of the overall attention allocation. Rather the subjects were unsure about a concrete measurement to argue for or against big chunks or for comparing slide sizes (H 3a ).
Conclusion and Future Work
In this paper we presented a tool-supported, semi-automated process to predict human attention allocation that enables non-experts in cognitive modeling to analyze nautical chart displays. In a qualitative study experts with different backgrounds were able to understand and successfully perform the process and generate HMI-models of three different HMI design variants in a reasonable amount of time.
We initially assumed that the HEE tool helps non-human factor experts to create valid predictions of human attention distribution to map-based HMIs. In contrast this study revealed that different HEE users created very different models, resulting in different predictions. The subjects identified a total amount of 130 information sources, only 4 are equal, 8 more are similar but marked differently. 26 were only identified by one of the participants.
We also tested different types of result visualizations. The visualization of the predicted reaction time distribution by a histogram figured out to be too complicated to understand. Similar, pie-charts depicting the average attention allocation offered only little use for most of the subjects. However, heat maps of attention distributions were understood by all subjects. It turned out that information depicted in the heat maps was in the range of what was expected or learnt by the participants during modeling. We further observed that HEE users easily articulate their respective expert knowledge while referencing their marked IS on the heat map.
It is technically easy to identify differences between models created by different users. We assume that showing these differences with a suitable visualization can help to exchange knowledge between experts with different background and also differences in their mental models can be revealed. Furthermore the explicit definition of IS could help experts of different areas to communicate with a shared vocabulary. These assumptions will be investigated in future studies.
