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Abstract 
Let L(T) be the closed-set latice of a tree T. The lower length l, (L(T)) of L (T) is defined as 
I,(L(T)) = rain {IFI - h F is a maximal chain in L(T)}. 
Call a set S of vertices in T a sparse set if d(x, y)/> 3 for any two distinct vertices x, y in S. The 
sparsity (T) of T is defined as 
y(T) = max {Isl: s is a sparse set of T}. 
We prove that, for any tree T of order n, I,(L(T)) = n + 1 - 7(T) and deduce from this that 
l, (L (T)) >1 ~ n/2 ] + 1. All trees T of order n such that l, (L (T)) = [- n/2 ] + 1 are characterized. 
1. Introduction 
Let G be a simple graph with vertex set V(G) and edge set E(G). For  each a in V(G), 
let N(a) = {x e V(G): axe  E(G)} be the set of neighbours of a. A subset S of V(G) is 
called a closed set of G if, for each pair of distinct elements a, b in S, N(a) n N(b) ~_ S. 
Let L(G) be the family of closed sets of G, inclusive of the empty set 0. Evidently, L (G) 
is closed under arbi trary intersection and it thus forms a lattice under set inclusion. 
The lattice L(G), which was first introudced by Sauer (see [13] and also [3-12]),  is 
called the closed-set lattice of the graph G. 
The length l(F) of a chain F in the lattice L(G) is defined as IF I -  1. The upper 
length of L(G), denoted by I*(G)), is defined as 
I*(L(G)) = max {I(F): F is a chain in L(G)}, 
while the lower length of L(G), denoted by I ,(L(G)),  is defined as 
I,(L(G)) = min {I(F): F is a maximal  chain in L(G)}. 
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For a tree T of order n, while it is trivial that l * (L (T) )  = n, it is not an easy task to 
determine the exact value of I . (L (T) ) .  Call a set S of vertices of T a sparse set if the 
distance d(u, v) between any pair of distinct vertices u, v in S is at least three. The 
sparsity of T, denoted by ~(T), is defined as 
?(T) = max{ISl :S is a sparse set of T}. 
In this paper we shall establish, for any tree T of order n, the identity 
I . ( L (T ) )  = n + 1 - ? (T)  
and deduce from this that 
I . ( L (T ) )  ~ Fn/27 + 1, 
where F x ] denotes the least integer not less than the real x. 
Furthermore, all trees T of order n such that I . ( L (T ) )  = Fn/2] + 1 will be com- 
pletely characterized. It was proved in [5] that the lattice L(T )  of any tree Tis uniform 
in the sense that for any integer k with I . ( L (T ) )  <<. k <~ I*(L(T)) ,  there is a maximal 
chain F in L(T )  such that l(F) = k. As an application of the above identity, we shall 
give an alternative and simpler proof of that fact. For all terminology on graphs and 
lattices not explained here, we refer to [1] and [2], respectively. 
2. Basic results 
In this section we introduce some notation and give a few lemmas which will be 
used to prove our main results. 
Let T be a tree and let u, v be in V(T) with u ~ v. The following statements are 
equivalent: 
(1) N(u) n N(v)  ~ O, 
(2) d(u, v) = 2, 
(3) IN(u) n N(v)l  = 1. 
Denote by u .  v the element in N(u) c~ N(v) if N(u) c~ (N) ¢ O. Thus u * v exists if and 
only if d(u, v) = 2. 
Let, al,  a2 .... and ak (k > 1) be elements in V(T)  which are not necessarily pairwise 
distinct. Assume that each of the elements in the following sequence xists: 
a l ,a l  * a2, (al * a2)* a3 ..... ( ...((al * a2)* a3)* "" )*ak.  
For the sake of simplicity we shall write 
a l *a2* . . . *ak  = ( . . . ( (ax*a2)*aa* . . . ) *ak  
whenever the latter one is defined. 
We say that k is 'a' least integer needed in the expression x = al * a2 *. . .  * ak if, for 
any m with 1 ~ m < k, x v~ alto)* ait2~ * ... * a,m) where i(j) ~ {1,2, ...,k} for each 
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j = 1 ..... m. It was noted in [5] that k is a least integer needed in the expression 
x = al * a2 * ... * ak if and only if P: a l -a l  * a2-al * a2 * a3 . . . . .  al * a2 * ... * ak is 
a path from al to x in T. Based on this observation, the following three lemmas were 
proved in [5]. 
Lemma 1. Let T be a tree and y = x * al * a2 * " ' "  * ak where x, y and the ai's are vertices 
of T. Then k is 'the' least integer needed in the expression if and only if d(x,y) = k. 
Denote by N the set of natural numbers. For a subset X of V(T), denote by (X)  the 
closed set of T generated by X. The following result will be found useful. 
Lemma 2. Let T be a tree, A be a nonempty closed set of T and x ~ V(T) - A. Then 
(A u {x}) = A w {x} u {x*a l *a2* . . . *ak :  k ~ •, al,a2 . . . . .  ak 
are distinct elements of A}. 
For a subset X of V(T), let N(X)  = U(N(a): a e X). We have the following lemma. 
Lemma 3. Let T be a tree and A be a nonempty closed set of T. Let x and y be 
two vertices in T such that x eN(A) -  A and y¢A ~ {x}. I f  y~ (A  u {x}), then 
(A {y}). 
Let A and B be closed sets of T. We shall write A ~ B if A is covered by B in the 
lattice L(T  ). 
Corollary. Let T be a tree and A be a nonempty closed set ofT. Then A ~ ( A w {x}) in 
L(T)  for each x in N(A) - A. 
Proof. Let B be a closed set of T such that A < B < (A ~ {x} ) in L(T). Choose 
an arbitrary element y in B -A .  If y=x,  then Au{x} c_ B which implies 
B=(Au{x}) .  If y#x,  then y CAu{x}.  Since y~(Au{x}) ,  it follows by 
Lemma 3 that x E (A u {y}) ~_ B. Hence B = (A w {x}). [] 
The following notation will be used throughout the remainder of this paper. 
Let I ,  = {1,2 ..... m}. For a tree T, let 
(#)  F: 0= Ao---~AI--~...---~A,~= V(T) 
be a maximal chain in L(T),  and for each i ~ l , ,  let 
Bi = Ai = Ai-1.  
The following lemma is immediate. 
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Lemma 4. Let  T be a tree o f  order n. Then 
(IB, I -  1) = n - l(r). 
i=1  
It is evident that A~ = <A~_I w {x}> for each x in B~ and for each i e Ira. For 
a subset X of V(T),  denote by IX] the subgraph of T induced by X. We have the 
following result. 
Lemma 5. Let  T be a tree. For each i e Ira, the subgraph [Bi] of  T is connected. 
Proof. Suppose to the contrary that [B~] is disconnected for some i elm. Then 
there exist u,v in Bi such that u and v are not joined by any path in [B~]. 
Choose such a pair {u,v} with minimum d(u,v) in T. Since Ai = <A~-I w {u}>, 
by Lemma 2, v = u * al * a2 * ... * ap for some p e • and distinct a[s in A~_ 1. We may 
assume that p is the least integer needed for v. Note that p > 1; otherwise u and 
v would be adjacent vertices in T, a contradiction. Since p > 1, we have 
u * al * a2 * " ' "  * a , -  1 e B i ,  otherwise u • al * a2 * " ' "  * ap_ 1 e A i -  1 would imply that 
v = (u ,  al * a2 * " ' "  * a , -  1)* ape A~_ 1, a contradiction. But then the facts that 
u*a l  *a2  * " "  *ap-1  6 Bi and, by Lemma l, d(u ,u*a l  *a2  * - ' -  * ap -1)  = p - -  1 con- 
tradict he minimality of d(u, v) = p. Thus [B~] must be connected for each i e Im. [] 
3. Score and sparsity 
We shall establish our main result in this section. To get to this, two new concepts 
called the score of a chain in L(T )  and the sparsity of a tree will be introduced in 
advance. 
Let Tbe a tree and let F be a maximal chain in L(T )  as in (#). Let ~o = 0 and for 
each i t Ira, let 0tl be the number of connected components of [AJ. For i t Ira, the score 
of Bi, denoted by s(Bi), is defined as 
s(Bi) = IBil + ~ i -  cti-1 - 1. 
The score of the chain F, denoted by s(F), is defined as 
s(r) = ~ s(B~). 
/=1  
Lemma 6. Let  T be a tree o f  order n and let F be a chain in L (  T)  as shown in (#) .  Then 
s(F)  = n + 1 - l (r) .  
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Proof. Indeed, 
sir) = ~ (18~1 - 1) + (oe., - O~o) = n + 1 - l ( r ) ,  
i=1 
by Lemma 4 and the fact that Ctm = 1. [] 
For all subsets X, Y of V(T), define 
d(X, Y) = min {d(x, y): x • X, y • Y}. 
In particular, we write d(x, Y) for d({x}, Y) for any vertex x in T. 
The following two results are crucial. 
Lemma 7. For each i • Im, s(Bi) = 0 if IBil >1 2. 
Proof. Let C(1), C(2) ..... C(~i- 1) be the ai- l connected components of [Ai- 1] and let 
Bi ( = A~-  A i - l )  be such that IBil >t 2. We first prove the following. 
Claim, For each x in Bi, there exists a unique j • I .... such that d(x, C(j)) = 1. 
Proof. Let x • B~ be given. As I B~I >/2, there exists y • B~ such that y :/: x. Thus 
x • Ai = (A i -  ~ w { y}). Hence, by Lemma 2, x = y* a~ *-.. * ap for some p • • where 
p is the least integer needed for x and a[s are distinct elements of A~_ ~. Clearly, there 
exists j • I .... such that ap• C(j) and we have d(x, C( j ) )= 1. Suppose there exists 
k • I~,_,, k :/:j such that d(x, C(k)) = 1. Then d(C(j), C(k)) ~< 2, contradicting the fact 
that C(j) and C(k) are distinct components of the closed set A~_ 1. [] 
Proof of Lemma 7 (continued). In view of the above claim, we may now define 
a mapping 0 from Bi to the set of connected components of [A~_ ~ ] as follows: For 
each x in Bi, we put O(x)= C(j) where j is the unique index in I .... such that 
d(x, C(j)) = 1. 
The mapping 0 is injective. For if there exist x,y in Bi, x # y, such that 
d(x, C(j)) = 1 = d(y, C(j)) for some j • I,,_,, then there exists a path joining x and 
y via C(j). On the other hand, as [Bi] is connected by Lemma 5, there exists also 
a path in [Bi] joining x and y. Since B~ n C(j) = O, the above two paths joining x and 
y are distinct in T, which is absurd. 
Thus 0 is injective and we have 
O~i ~--- ~ i - I  - -  IBil + 1,  
which implies that s(Bi) = 0 by definition. [] 
Lemma 8. For each i • Ira, 0 <~ s(Bi) <. 1 if IBil = 1. 
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Proof. Since Inil = 1, it is immediate that d(B,  Ai-1) ~ 2. If d(B,A~_I)  > 2, then 
~i = ~-~ + 1, which in turn implies that s(B~) = 1. Ifd(B~,A~_~) = 1, then ct~ = cq-1 
and we have s(Bi) = O. [] 
Corollary. For each i ~ Ira, 0 <~ s(Bi) <~ 1, and 
(i) s(Bi) = 1 if and only if IB/I = 1 and d(Bi,Ai-1) >>- 3; 
(ii) s(Bi) = 0 if and only if either IBil >~ 2 or (IB~I = 1 and d(Bi ,A i - l )  = 1). 
A subset S of V(T) is called a sparse set of T i fd (x ,y )  ~> 3 for each pair of distinct 
elements x, y in S. It follows from the definition that every subset of a sparse set is also 
sparse and every sparse set is closed. The sparsity of T, denoted by 7(T), is defined as 
~(T) = max{ISl :  S is a sparse set of T}. 
We are now in a position to establish the following identity. 
Theorem 1. Let T be a tree of order n. Then 
I , (L(T))  = n + 1 - ~,(T). 
Proof. By definition and Lemma 6, 
I , (L(T))  = min{n + 1 - s(F): F is a maximal chain in L(T)}. 
= n + 1 - max{s(F): F is a maximal chain in L(T)}. 
Thus to prove Theorem 1, it suffices to prove that 
7(T) = max{s(F): F is a maximal chain in L(T)}. 
Let F be a maximal chain in L(T)  (see (#)) .  Let I = {i e Ira: s(Bi) = 1} and assume 
that I II = k. By the corollary to Lemma 8, I Bil = 1 (say Bi = {bi}) and d(b, Ai-  ~) >1 3 
for each i e I. It is clear that the set S = {b~: i6  I} is a sparse set of T. Thus 
s(F) = ~ s(n~)= k = ISl ~< ~(T). 
i= l  
It remains to construct maximal chain F* in L(T) such that s(F*) = y(T). 
Let 7 (T )= p and let S = {a~,az,...,ap} be a sparse set of T. For each i e lp ,  let 
A* = {al,a2 .. . . .  ai}. It is obvious that 
0 = A*---~A*---~...---<A* (1) 
is a chain in L(T). Let 
F* :  0 A~---~A*--~ --~ *---~A* .---~A* = V(T) = . . .  Ap  p+l  ~ " "  
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be any maximal chain in L(T), which is an extension of(l). Write B* = A* - A*  ~ for 
each i ~ It. By the corollary to Lemma 8, s(B*) = 1 for each i 6 lp. For each i = p + l, 
p + 2 ..... r, either I B*I >/2 or else I B*I = 1 but d(B*,A*_ 1) = 1 since A* = S is 
a sparse set of maximum order. Thus by the same corollary, s(B*) = 0 for each 
r i=p+ l ,p+ 2 ..... r. Consequently, s (F* )=Y. i= ls (B* )=p=7(T) .  [] 
To obtain a lower bound for l, (L(T)) expressed solely in terms of the order of T, we 
first observe the following. 
Lemma 9. Let T be a tree of order n. Then 
n ~(r)~ ~. 
Proof. Let S be a sparse set of T. For each a e S, there exists a' ~ V(T) - S such that 
aa' ~E(T) anda' #b ' i fav~binS .  Thus2lSl<~nandsotheinequalityfol lows. [] 
Corollary. Let T be a tree of order n. Then 
I , (L(T) )>' I21 +1, 
where r x-] is the least integer not less than the real x. 
4. Characterizations of extremal trees 
By combining the corollary to Lemma 9 with the trivial upper bound for I,(L(T)), 
we have 
I21 + 1 <~ I,(L(T)) <~ n 
for any tree T of order n. There are trees T of order n such that l, (L(T)) = n. Indeed, 
I ,(L(T)) = n if and only if T is a star of order n. In this section we determine 
completely the structures of all trees T of order n such that I , (L(T))= rn/2] + 1. 
For a graph G of order n, denote by B(G) the graph of order 2n obtained by 
adjoining to each vertex in G a new end vertex. 
Theorem 2. Let T be a tree of even order n. Then I,(L(T)) = (n + 2)/2 if and only if 
T ~- B(H) where H is a tree of order n/2. 
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Proof. If T -B  (H), then the set of end vertices of T forms a sparse set of T of 
max imum order. Thus, by Theorem 1, 
I , (L (T) )  = n + 1 - 7(T) = n + 1 - I V(H)I = (n + 2)/2. 
Assume that I . ( L (T ) )  = (n + 2)/2. Then 7(T) = n/2 (=  k, say). Let 
S = {al,a2 .. . . .  ak} be a sparse set of T. We claim that each ai is an end vertex. If not, 
then al is adjacent to at least two vertices in V(T) - S for some i e lk .  By the same 
reasoning as that given in the proof  of Lemma 9, we have n >~ 21SI + 1, which implies 
that 7(T) = ISI ~< (n - 1)/2, a contradiction. Let H = [V(T)  - S]. It is now clear that 
H is a tree of order n/2 and T~- B(H). [] 
Theorem 3. Let T be a tree of  odd order n. Then I . (L (T) )  = (n + 3)/2 if and only if 
either one of the following holds: 
(i) T ~- B(H) - {v} where H is a tree of  order (n + 1)/2 and v is an end vertex of  
B(H); 
(ii) T ~- B(H) - {vl, V2, V3 } where H is a tree of order (n + 3)/2 and vl, v2, v3 are end 
vertices of  B(H) such that their respective adjacent vertices ul ,u2,u3 in B(H) form 
a path Ul-U2-U3 in H with degn(ua) = 2. 
Proof. Sufficiency: If T_~ B(H) -  {v} as described in (i), then S -  {v}, where S 
is the set of end vertices in B(H), is a sparse set of T of max imum order. Since 
7( r )  = IS - (v}[ = (n - 1)/2, I . (L(T))  = (n + 3)/2. 
If T--- n(H)  - {v , ,  v2, v3} as described in (ii), then (S w {u2 }) -  {vl, v2, V 3 }, where 
S is the set of end vertices in B(H), is a sparse set of T of max imum order. Since 
7(T) = (n - 1)/2, I . (L (T) )  = (n + 3)/2. 
Necessity: Assume that I . (L (T) )  = (n + 3)/2, i.e. 7(T) = (n - 1)/2 ( = k, say). Let 
S be a sparse set of T of order k. 
Claim. Either (a) all vertices in S are end vertices of  T or (b) there exists a unique u E S 
such that degT(u) = 2 and all vertices in S - {u} are end vertices of T. 
Proof. Indeed, if either (I) there exist u,v in S, u ~ v, such that deg(u)>/2 and 
deg(v) i> 2 or (II) there exists w in S with deg(w)/> 3, then by the same reasoning as 
that given in the proof  of Lemma 9, we have 21SI + 2 ~< n, which implies that 
(n - 1)/2 = 7(T) = ISI ~< (n - 2)/2, a contradiction. Thus either (a) or (b) holds. [] 
Proof of Theorem 3 (continued). If all vertices in S are end vertices of T, then since 
ISI =7(T)=(n-1) /2 ,  it is clear that T is of the form B(H) - (v}  with 
H = [V(T)  - S] as described in statement (i). 
If there exists a unique u ~ S such that deg(u) = 2 and all vertices in S - (u} are end 
vertices of T, then we proceed as follows: 
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Let v and w be the two vertices in V(T) -S  adjacent to u. Let 
H=[(V(T) -S )u{u}] .  It is evident that H is a tree of order (n+3) /2  and 
T _~ B(H) -- {u',v',w'} where u',v' and w' are end vertices in B(H) adjacent o u, v and 
w, respectively. [] 
5. An application 
The closed-set lattice L(G) of a graph G is said to be uniform if for each integer 
k with l , (L(G)) <<. k <~ l* (L(G)), there exists in L (G) a maximal chain of length k. Some 
graphs (e.g., cycles, complete p-partite graphs (p >/2)) possess uniform closed-set 
lattices but some do not (see [5]). It was proved in [5] that the closed-set lattice of any 
tree is always uniform. In this section we shall apply Theorem 1 to give an alternative 
proof of this fact. This new proof is simpler than the one in [5] and provides an 
algorithm to construct a maximal chain in L(T)  of a given length between the two 
extremes. 
Theorem 4. The lattice L(T)  is uniform for any tree T. 
Proof. Let Tbe a tree of order n. Given an integer k with I , (L(T))  <~ k <~ I*(L(T)), we 
shall construct a maximal chain Fk in L(T)  with l(Fk) = k. 
Let 7 (T )=p and denote q=n+ 1-k .  Since n+ 1 -7(T )=I , (L (T ) )<~ 
k <~ l*(L(T)) = n, it follows that 1 ~< q ~< ~(T). Let S~ be any q-element sparse set of 
T (note that such a set Sq always exists). Let So = 0 and for each i = 1, 2 ... . .  q - 1, let 
Si be any /-element subset of S~ such that Si_ 1 ~ S~. We shall now extend the 
following chain 
0 = So---~S1---~'"---~Sq 
to form a maximal chain Fk in L(T)  as follows: For each integerj >/q 4- l, choose an 
x in N(S i_ 1) - $1-1 arbitrarily and form Sj = (Sj_ 1 w {x}) inductively. Suppose m is 
a least integer such that Sm= V(T). It follows from the corollary to Lemma 3 that 
FR: 0 = So--~Sl---~ "'--~Sq--~Sq+ l--~'"---~S. = V(T) 
is a maximal chain in L(T) .  
Now by Lemma 6 and the corollary to Lemma 8, 
I(Fk) = n 4- 1 -- S(Fk) 
= n -4- 1 - ~ s (S i  - S i - l )  - s (S i  - S i - l )  
i=1  i=q+l  
=n+ l -q=k.  [] 
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