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Abstract
Using Bessel-Muirhead system, we can express the K-bessel function defined on a
Jordan algebra as linear combination of the J-solutions. We determine explicitly the
coefficients when the rank of this Jordan algebra is three after a reduction to the rank
two. The main tools are some algebraic identities developed for the occasion.
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1 Introduction
In [1] we solved the Bessel-Muirhead system of rank 2 and 3 and expressed, in the rank 2 case,
the K-bessel function as linear combination of the J-solutions with explicit coefficients. In this
paper we continue our work and prove that similar result is also true when the Jordan algebra
is of rank 3. In this case there is four non-equivalent classes of simple euclidean Jordan algebra
and in [1] we intended to perform case-by-case calculation. In this way, a serious difficulty
arise in the evaluation of some integral over the automorphism group of the Jordan algebra.
However, a unified treatment is possible by a reduction to the rank 2 case using some algebraic
identities. This what we will present here. Let us recall the situation and some results in [1].
Definition 1 Bessel-Muirhead operators are defined by
Bi = xi
∂2
∂x2i
+ (ν + 1)
∂
∂xi
+ 1 +
d
2
∑
j 6=i
1
xi − xj
(xi
∂
∂xi
− xj
∂
∂xj
) , 1 ≤ i ≤ r (1)
r is the rank of the system. A symmetric function f is said to be a Bessel function if it is a
solution of Bi f = 0 , i = 1, 2, ..., r.
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Denote by t1, t2, ..., tr the elementary symmetric functions , i.e.
tp =
∑
1≤i1≤i2≤...≤ip≤r
xi1xi2 ...xip (2)
with t0 = 1 and tp = 0 if p < 0 or p > r. The Bessel-Muirhead system is then equivalent to
the system (see [6],[2]) Zkg = 0 , 1 ≤ k ≤ r where
Zk =
r∑
i,j=1
Akij
∂2
∂ti∂tj
+ (ν + 1 +
r − k
2
d)
∂
∂tk
+ δ1k (3)
and
Akij =


ti+j−k if i, j ≥ k
−ti+j−k if i, j < k and i+ j ≥ k
0 elswhere
(4)
Here δ1k is the Kronecker symbol and g(t1, t2, ..., tr) = f(x1, x2, ..., xr). When r = 2, we have
(see [1] ) a fundamental set of solutions given by J [2,1]ν , J
[2,2]
ν , t
−ν
2 J
[2,1]
−ν and t
−ν
2 J
[2,2]
−ν where :
J [2,1]ν (t1, t2) =
∑
m1,m2≥0
(−1)m1
(1)m1(1)m2(1 + ν)m2(1 + ν +
d
2
)m1+2m2
tm11 t
m2
2 (5)
and
J [2,2]ν (t1, t2) =
∑
m1,m2≥0
(−1)m1
(1− ν − d/2)m1(1)m2(1 + ν)m2(1)m1+2m2
t
m1−ν−d/2
1 t
m2
2 (6)
Here (a)k is the classical Pochhammer symbol i.e, (a)k = a(a + 1) · · · (a + k − 1). In this case
the K-Bessel function (in two variables) can be written as follows :
K [2]ν = (2pi)
(n−2)/2 Γ(−ν)Γ(−ν −
n− 2
2
)J [2,1]ν + (2pi)
(n−2)/2 Γ(ν)Γ(ν −
n− 2
2
)t−ν2 J
[2,1]
−ν (7)
+ (2pi)(n−2)/2 Γ(−ν)Γ(ν +
n− 2
2
)J [2,2]ν + (2pi)
(n−2)/2 Γ(ν)Γ(−ν +
n− 2
2
)t−ν2 J
[2,2]
−ν
Observe that this expression reduce (up to constant factor) to the classical one variable formula
when t2 = 0 and generic ν. Now, for r = 3 we have eight linearly independant J-solutions
J [3,1]ν , J
[3,2]
ν , J
[3,3]
ν , J
[3,4]
ν , t
−ν
3 J
[3,1]
−ν , t
−ν
3 J
[3,2]
−ν , t
−ν
3 J
[3,3]
−ν and t
−ν
3 J
[3,4]
−ν where :
J [3,1]ν (t1, t2, t3) =
∑
m1,m2,m3≥0
(−1)m1+m3
(1)m1(1)m2(1)m3(1 + ν)m3(1 + ν +
d
2
)m2+2m3
× (8)
×
(1 + 2ν + d)m1+2m2+4m3
(1 + ν + d)m1+2m2+3m3(1 + 2ν + d)m1+2m2+3m3
tm11 t
m2
2 t
m3
3
J [3,2]ν (t1, t2, t3) =
∑
m1,m2,m3≥0
(−1)m1+m3
(1− ν − d)m1(1)m2(1)m3(1 + ν)m3(1 + ν +
d
2
)m2+2m3
× (9)
×
(1 + ν)m1+2m2+4m3
(1)m1+2m2+3m3(1 + ν)m1+2m2+3m3
tm1−ν−d1 t
m2
2 t
m3
3
2
J [3,3]ν (t1, t2, t3) =
∑
m1,m2,m3≥0
(−1)m1+m3
(1)m1(1− ν − d/2)m2(1)m3(1 + ν)m3(1)m2+2m3
× (10)
×
(1)m1+2m2+4m3
(1− ν)m1+2m2+3m3(1)m1+2m2+3m3
tm11 t
m2−ν−d/2
2 t
m3
3
J [3,4]ν (t1, t2, t3) =
∑
m1,m2,m3≥0
(−1)m1+m3
(1 + ν)m1(1− ν − d/2)m2(1)m3(1 + ν)m3(1)m2+2m3
× (11)
×
(1 + ν)m1+2m2+4m3
(1)m1+2m2+3m3(1 + ν)m1+2m2+3m3
tm1+ν1 t
m2−ν−d/2
2 t
m3
3
Observe also that when t3 = 0 (and ν generic) these functions reduce to :
J [3,1]ν (t1, t2, 0) = J
[2,1]
ν+d/2(t1, t2) (12)
J [3,2]ν (t1, t2, 0) = J
[2,2]
ν+d/2(t1, t2) (13)
J [3,3]ν (t1, t2, 0) = t
−ν−d/2
2 J
[2,1]
−ν−d/2(t1, t2) (14)
J [3,4]ν (t1, t2, 0) = t
−ν−d/2
2 J
[2,2]
−ν−d/2(t1, t2) (15)
2 Some algebraic identities
For the general theory of Jordan algebra one can see [3], but what we will develop is somehow
specific to the rank three. So, let A a real simple and euclidean Jordan algebra with rank
3 and dimension n. We know tha n = 3 + 3d where d = 1, 2, 4 or 8. Let {c1, c2, c3} be a
complete system of mutually orthogonal primitive idempotents i.e, cicj = δ
j
ici, c1 + c2 + c3 = e
the unit of A and none of the cj’s can split into a sum of two idempotents. We have a Cayley-
Hamilton like theorem: x3 − a1(x)x
2 + a2(x)x − a3(x)e = 0 and a spectral decomposition:
x = k. (λ1c1 + λ2c2 + λ3c3) with k an element of the automorphism group of A and λi reals
such that:
a1(x) = λ1 + λ2 + λ3 := tr(x)
a3(x) = λ1λ2λ3 := det(x) and (16)
a2(x) = λ1λ2 + λ1λ3 + λ2λ3 =
1
2
[
tr(x)2 − tr(x2)
]
The inner product is defined then by: (x, y) := tr(xy). The operators L(x) and P (x) are defined
by L(x)y = xy and P (x) = 2L2(x) − L(x2). Let us consider the Peirce decomposition with
respect to the idempotent c3 i.e, A = A0 ⊕A1/2 ⊕A1 where Aα is the eigenspace of L(c3) with
respect to the eigenvalue α. A0 and A1 are Jordan subalgebras of rank 2 and 1 respectively,
3
and A1/2 is a subspace of dimension 2d. Put n0 = dimA0 = 2 + d and e0 = c1 + c2 the unit of
A0. We have A0A1 = {0}, (A0 ⊕ A1)A1/2 ⊂ A1/2 and A1/2A1/2 ⊂ A0 ⊕A1. If we write tr(z) or
det(z) of an element of A0 this will mean trace and determinant with respect to the subalgebra
A0. We denote by Ω3 the cone of positivity of A i.e, Ω3 = {x ∈ A / λi > 0, i = 1, 2, 3} =
{x ∈ A / ai(x) > 0, i = 1, 2, 3} and by Ω2 the cone of A0. Every x in Ω3 (resp. in Ω2) admit a
unique square root in Ω3 (resp. in Ω2) and is invertible.
Lemma 1 For y = e0 + ξ + tc3 with ξ ∈ A1/2 and t ∈ R we have
det(y) = t−
1
2
‖ξ‖2 (17)
proof : The projection onto A1 is P (c3), so P (c3) ξ = 0 and therefore 0 = tr (P (c3) ξ) =
(e, P (c3) ξ) = (c3, ξ) =
1
2
tr(ξ). By the same argument tr(ξ3) = 0. Now by Cayley-Hamilton
ξ3 + a2(ξ)ξ − det(ξ)e = 0 which implies det(ξ) = 0. On the other hand ξ
2 = u + τc3 with
u ∈ A0 and τ ∈ R. We have τ =
(
c3, ξ
2
)
= (ξc3, ξ) =
1
2
‖ξ‖2 and tr(u) = 1
2
‖ξ‖2. From
det(ξ2) = τ det(u) we deduce that det(u) = 0. So by Cayley-Hamilton (in A0) we can write
u2 = 1
2
‖ξ‖2 u. Now ξ2 = u+ τc3 ⇒ ξ
4 = u2 + τ 2c3 =
1
2
‖ξ‖2 u+ 1
4
‖ξ‖4 c3 =
1
2
‖ξ‖2 ξ2 and then
ξ3 = 1
2
‖ξ‖2 ξ. Therefore uξ = 1
4
‖ξ‖2 ξ. Then we have :
y = e0 + ξ + tc3
y2 = (e0 + u) + (1 + t) ξ +
(
t2 +
1
2
‖ξ‖2
)
c3
y3 = (e0 + (2 + t) u) +
(
1 + t+ t2 +
1
2
‖ξ‖2
)
ξ +
(
t2 + t ‖ξ‖2 +
1
2
‖ξ‖2
)
c3
and also tr(y) = 2+ t, a2(y) =
1
2
[tr(y)2 − tr(y2)] = 1+2t−
1
2
‖ξ‖2. The result is a consequence
of
y3 − tr(y)y2 + a2(y)y =
(
t−
1
2
‖ξ‖2
)
e
Lemma 2 If y = z + ξ + tc3 with z ∈ Ω2, ξ ∈ A1/2 and t ∈ R we have
det(y) = det(z)
[
t−
(
z−1ξ, ξ
)]
(18)
proof : The application
ρ : A0 −→ End
(
A1/2
)
(19)
u −→ ρ(u) defined by ρ(u)ξ = 2L(u)ξ
4
is a representation of A0 in the space A1/2 (for more details see [3]). This mean that
2ρ(uv) = ρ(u)ρ(v) + ρ(v)ρ(u) and identically P (u)ξ = 0. So
P (u+ c3)y = P (u+ c3)z + P (u+ c3)ξ + tP (u+ c3)c3
= P (u)z + 2L(u)ξ + tc3 (20)
Now if u = z−1/2 we derive the desired result thanks to (17) and the fact that
det
[
P (z−1/2 + c3)y
]
= det(z−1/2 + c3)
2 det(y)
= det(z−1) det(y) (21)
= det(z)−1 det(y)
Corollary 1 If y = z + ξ + tc3 ∈ Ω3, then :
tr
(
y−1
)
=
2det(z) + 2ttr(z)− ‖ξ‖2
2 det(z) [t− (z−1ξ, ξ)]
(22)
proof : first we have y3 − tr(y)y2 + a2(y)y − det(y)e = 0. Then
y−1 =
1
det(y)
[
y2 − tr(y)y + a2(y)e
]
and therefore
tr
(
y−1
)
=
1
det(y)
[
tr
(
y2
)
− tr(y)2 + 3a2(y)
]
=
1
2 det(y)
[
tr(y)2 − tr
(
y2
)]
=
1
2 det(y)
[
tr(z)2 + 2ttr(z)− tr(z2)− ‖ξ‖2
]
=
1
2 det(y)
[
2 det(z) + 2ttr(z)− ‖ξ‖2
]
3 K-Bessel function
The K-Bessel function is defined by (see [2],[3])
K [3]ν (x) =
∫
Ω3
e−tr(y
−1)−(x,y)(det y)ν−
n
3 dy (23)
After a change of variable, one can show that
K [3]ν (x) = (det x)
−νK
[3]
−ν(x) (24)
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Following [2] where it is proved that K [3]ν is a solution of a differential system similar to (1), we
can write
K [3]ν (x) =
4∑
j=1
ajνJ
[3,j]
ν + b
j
νt
−ν
3 J
[3,j]
−ν (25)
According to (24) we have : ajν = b
j
−ν for j = 1, 2, 3, 4. For suitable ν, the following limit holds
(see [3] for more information on ΓΩ3, the gamma function of the cone Ω3) :
lim
x→ 0
x ∈ Ω3
K [3]ν (x) = ΓΩ3(−ν) = (2pi)
3d
2 Γ(−ν)Γ(−ν −
d
2
)Γ(−ν − d) (26)
so
a1ν = b
1
−ν = (2pi)
3d
2 Γ(−ν)Γ(−ν −
d
2
)Γ(−ν − d) (27)
according to the behaviour of the solutions J [3,j]ν . To determine the other coefficients we take
x 6= 0 on the boundary of Ω. So if x = x1c1+ x2c2 then the integral representation of K
[3]
ν takes
the explicit form
K [3]ν (x1c1 + x2c2) =
∫
Ω2
∫∫
E
exp−
[
2 det(z) + 2ttr(z)− ‖ξ‖2
2 det(z) [t− (z−1ξ, ξ)]
]
× (28)
× exp− (x, z) det(z)ν−d−1
[
t−
(
z−1ξ, ξ
)]ν−d−1
dzdξdt
where E =
{
(t, ξ) ∈ R ×A1/2 / t > (z
−1ξ, ξ)
}
and y = z+ ξ+ tc3. We change t by t+(z
−1ξ, ξ).
The integral over E becomes
I =
+∞∫
0
∫
A1/2
e−1/t exp−
[
tr(z) (z−1ξ, ξ)− 1
2
‖ξ‖2
t det(z)
]
tν−d−1 dξdt
=
+∞∫
0
∫
A1/2
e−1/te−(B.ξ,ξ) tν−d−1 dξdt
where the operator B = ρ(v) with v =
tr(z)
2t det(z)
z−1 −
1
2t det(z)
e0. Note that v ∈ Ω2
because tr(v) =
tr(z)2 − 2 det(z)
2t (det(z))2
> 0 and det(v) =
1
4t2 (det(z))2
> 0. Also detB = det(v)d =
2−2dt−2d det(z)−2d. But ∫
A1/2
e−(B.ξ,ξ)dξ = pid (detB)−1/2
6
so
I = (2pi)d det(z)d
+∞∫
0
e−1/ttν−1dt = (2pi)d Γ(−ν) det(z)d (29)
Now
K [3]ν (x1c1 + x2c2) = (2pi)
d Γ(−ν)
∫
Ω2
e
−
tr(z)
det(z) exp− (x, z) det(z)ν−1 dz
= (2pi)d Γ(−ν)
∫
Ω2
e−tr(z
−1) exp− (x, z) det(z)ν+d/2−d/2−1 dz
= (2pi)d Γ(−ν)K
[2]
ν+d/2(x1c1 + x2c2) (30)
Theorem 1 We have (according to (30),(12),(13),(14),(15) and the behaviour of J-solutions):
K [3]ν (x) =
4∑
j=1
ajνJ
[3,j]
ν + b
j
νt
−ν
3 J
[3,j]
−ν
with
a1ν = b
1
−ν = (2pi)
3d
2 Γ(−ν)Γ(−ν −
d
2
)Γ(−ν − d)
a2ν = b
2
−ν = (2pi)
3d
2 Γ(−ν)Γ(−ν −
d
2
)Γ(ν + d)
a3ν = b
3
−ν = (2pi)
3d
2 Γ(−ν)Γ(ν +
d
2
)Γ(ν)
a4ν = b
4
−ν = (2pi)
3d
2 Γ(−ν)Γ(ν +
d
2
)Γ(−ν)
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