Abstract: The problem of tracking a manoeuvring target with sequentially correlated measurement noise is considered in the paper. Using Singer's method to model the manoeuvring target, the correlated measurement noise can be decorrelated by reformulating the measurement equation such that the conventional Kalman filter can be directly applied in this tracking problem. An analytical error analysis for this processing is derived. If some of the parameters are unknown, the conventional innovation correlation method can usually be employed to estimate these parameters adaptively. This method assumes that the measurement noise is white. If the measurement noise is sequentially correlated, this technique is not valid and the parameters can not be estimated with sufficient accuracy to obtain the desired tracking performance. By considering the effect of noise correlation, a modified computationally efficient method known as a multiple-level estimator is presented to improve the performance in estimating the unknown parameters in the presence of correlated measurement noise.
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Introduction
In tracking airborne or missile targets using noisy radar data, the measurement noise is usually assumed to be white, and a conventional Kalman filter is frequently used for tracking the nonmanoeuvring target. If the target is manoeuvring, a situation when the target is suddenly accelerated by the pilot or missile guidance program, the conventional Kalman filter should be modified to maintain the tracking performance. There have been several approaches to this modification so far [l-61. In this paper, Singer's method [3] is employed to treat the manoeuvring problem. The method is simple and has a moderate tracking performance if the measurement noise is white.
In practice, the measurement noise is sequentially correlated, and this is often referred to as coloured noise, within a bandwidth of typically a few hertz [7, 81 . When the measurement frequency is much lower than the error bandwidth, the successive errors are essentially uncorrelated and can be treated as white noise. This is often the case in the classical track-while-scan system. However, in many modern radar systems, the measurement frequency is usually high enough so that the correlation can not be ignored. Rogers [8] described the correlated noise as a first-order Markov process in the nonmanoeuvring case. By reformulating the measurement equation, the noise may be decorrelated so that the conventional Kalman filter can be directly applied. In this paper, this concept is extended to the manoeuvring target by using Singer's model [3] in modelling the manoeuvring target.
Usually, the modified Kalman filter works well if all the system parameters are known. However, often this is not the case, and some parameters may be unknown. Several adaptive filtering techniques [9-141 can be applied to estimate these parameters adaptively. Among them, the innovation correlation method [ll-141 that utilises the properties of the autocorrelations of the innovation to estimate the parameters is a very effective approach. However, this approach assumes that the measurement noise is white, in which case good performance may be achieved. If the measurement noise is correlated, the innovation correlation method should be. modified; otherwise, very poor results may be obtained. In this paper, a modified innovation correlation technique to estimate the unknown parameters for the manoeuvring target with correlated measurement noise is presented.
Manoeuvring target model
In this Section, Singer's work in modelling the manoeuvring target is reviewed briefly. The target state is defined in the measurement vector (such as range, bearing and elevation in radar system) direction. Then the tracking filter may work separately in each direction approximately. Only single direction operation is described in the following. If the measurement noise U, is white, the system including the target dynamic eqn. 3 and the measurement eqn. 6 can be processed by a conventional Kalman filter.
Correlated noise and decorrelation
When the measurement frequency is high, the measurement noise is sequentially correlated significantly. Assume that it can be modelled as a first-order Markov process [SI as
where the correlation coefficient 1. = e-BT, the parameter p is the correlation coefficient in the continuous form.
The noise vk is a zero-mean white Gaussian noise. If the variance of U, is r, then the variance of v, can be obtained from eqn. 7 to be (1 -1')r.
To decorrelate the correlated measurement noise U,, a new measurement data y, ( = z k -l z k -I), denoted as artificial measurement, can be obtained 1151 as The new measurement noise U : in eqn. 8 is white, but it is correlated with the process noise W,-By reformulating the target dynamic eqn. 
Autocorrelation of innovation
If some of the parameters, including 1 and r, are unknown, these parameters should be estimated adaptively so that the decorrelation process mentioned in the preceding Section can work well. Since the autocorrelations of the innovation contain much information about the unknown parameters, they are very popular data in performing this estimation. Estimating the parameters in this way is known as the innovation correlation method in Reference 10. The technique is most suitable for constant coefficient systems in steady state. For a system operating with a non-optimal Kalman gain K , , the gain K , can be computed from the following covariance update equations of Kalman filter: (10) ( 1 1) (12) where P $ k -l and P:lk are the predicted and estimated error covariance matrices, respectively, in the Kalman filtering procedure. The variables (or vectors, matrices) with bars over denote the preset, or the estimated, values used in the filter computation. In this paper, the parameters I$ and H are assumed to be known, and Q, r and 1 are unknown parameters. The value of the nonoptimal Kalman gain in steady state ( K , ) will be frequently used in the evaluation of the autocorrelations of the innovation. For simplicity, the notation K , the subscript CO is omitted, is used instead of K , in the following expressions.
Let E , be the innovation process of a decorrelated system, where the measurement noise is decorrelated but some of the parameters including 1 may be preset inaccurately, and p j ( j = 0, 1, . . .) be the jth order autocorrelation of 6 , in steady state. Then E, and p j can be expressed as 
ao, Bo are matrices, defined by P' = aos + Bor and can be solved from the following equation: To estimate the parameters, a nonlinear programming problem will be encountered because the autocorrelations of the innovation are nonlinear functions of 1. If the zeroth to Lth order autocorrelations are computed and the least square criterion is used in estimating the parameters, the following nonlinear programming problem must be solved Many complicated computations would be involved in solving this problem. Sometimes a severe numerical problem will make it difficult to be solved. To overcome these difficulties, a structure called a multiple level estimator, as shown in Fig. 2 , is proposed. In this structure, M linear least-square estimators work in parallel. The where the error term has zero-mean because p j = E{Pj}. Then the most likely set of parameters ( I , s, r ) can be obtained from the objective function in eqn. 36. Comparing values of the objective functions over all M estimators, the estimator having the least objective function is selected. The value of I corresponding to this estimator and the values of the parameters (s, r) that output from this estimator will be the desired estimated parameters. This structure needs M linear estimators to avoid the difficult nonlinear programming problem. The value of M is not necessary to be large because I is confined in a small region CO, 1). Section 7 will show that the system with a moderate value of M (e.g. 20) may have a rather good performance in estimating the parameters.
Performance analysis
In this Section, some numerical analysis of the tracking performance before and after decorrelation will be given. Measurement noise is white (or after perfect decorrelation process) and all the preset (or estimated) parameters are accurate, the Kalman gain K , will be (approx.) optimal and the estimated error covariance PB, computed from I s 1 2 will (approx.) be equal to the actual
However, when the system works with some inaccurate parameters or the correlated measurement noise is not decorrelated perfectly (i.e. I # I), P,,, will differ from P:,,. In Appendix 11.2, the analytical solution of P k l X has been derived in eqn. 80 and eqns. 21-29, From these equations, t_he performances of the (perfectly) decocrelat- Assume that the preset variance of measurement noise is accurate (i.e. F = r = 100 ft'). The actual manoeuvre parameter U,,, is fixed at 100 (ft/sz), while the corresponding preset value s, used in the Kalman filter may be larger or smaller than U,,, .
In the overpreset case (a,,, > U,,,) , part of the measurement noise will be absorbed and considered as manoeuvre in the undecorrelated system because both the noise and manoeuvre are sequentially correlated, but the effect is much milder in the decorrelated system where the measurement noise has been decorrelated. Thus significant improvement can be expected by the decorrelation process, as shown in Figs. 3a-c. The advantage obtained from the decorrelation process increases as the parameter s,,, increases, and is prominent in the case with highly correlated measurement noise. It can also be seen from Figs. 3a-c that, in the undecorrelated system, the performance is velocity and acceleration estimations degrades very fast as a,,, increases. The performance in position estimation is not so sensitive to a,,, since the position is a double (single) integral of the acceleration (velocity), and the variation from the acceleration and velocity errors will be smoothed. Similarly to the case of overpresetting U,,,, the undecorrelated system with underpresetting U, ( = J r ) will increase the Kalman gain (see eqn. Il), and so most noise will be absorbed and considered as manoeuvre.
In the underpreset case (a,,, < U,,,) , the advantage due to the decorrelation process decreases and the performance of the decorrelated system may be worse than that of the undecorrelated system in severe cases (e,,, < U,,,). This is because the false manoeuvre from correlated measurement noise is reduced and the decorrelated system responds more sensitively to the error caused by underpresetting the manoeuvre.
Next, the degradation in the performance of parameter estimation is investigated when the correlation of the measurement noise is partially or completely ignored. Assuming that the time-average autocorrelations of the innovation are noise-free, the estimates of the parameters s (=U:) and r (=U,'), that are estimated in an imperfectly decorrelated system (1 may equal to I or not) by a linear least square estimator, can be computed from eqns. 15 From Figs. 4a and b, it is found that the parameter s will be overestimated and the parameter r will be underestimated if the measurement noise is not decorrelated enough. These effects are more significant in the case with highly correlated measurement noise. When the noise correlation is completely ignored, an overestimate in s and an underestimate in r are very evident. Figs. 3a-c show that the over-and under-estimate will cause the tracking system to have very poor performance in velocity and acceleration estimations. Fig. 4a shows that the estimate of the parameter s is very sensitive to the preset parameters S and F. It is often highly overestimated except where a very small S (or a very large F) is used. Using too small an S (or too large an F) in the system will have a drawback in that a very long period is necessary to reach steady state. On the other hand, the estimate of the parameter r is not sensitive to those preset parameters, as shown in Fig. 46 . The effects of overestimation and underestimation can be reduced if the order L of the autocorrelation involving the estimation increases. But, as shown in Fig. 5 , this improvement is still limited. Assume that the target is manoeuvring with om = 100 (ft/s2) in the whole tracking period. The target data is measured every T = 0.1092 s (corresponding to noise correlation I = 0.8) and the parameters specified in eqn. 37 and Table la it is worse when the preset parameter S (or F) is large (or small). Using a small S (or a large F) may result in a more accurate estimation for s and will degrade the performances of I and r, slightly. However, a very small S (or a very large ?) will make the estimation for I and R very difficult since it needs a long time to reach steady state.
The estimation accuracy can be enhanced if we increase the values of L and N.
It can also be seen from these Tables that in estimating the parameters, the system performing the decorrelation process before parameter estimation (I = 0.8) does not offer an obvious advantage over the system without the decorrelation process (I = 0). Thus, decorrelator 1 in adaptive system 2 can be omitted. The special case with 1 = 1 = 0.8, s = s = 1 0 0~ (ft/s2)2, F = r = 100' (ft'), will have good estimates for I and r. The estimate for s is not working on these parameters, a very small value off,, relative to f,, is usually obtained, where f,. and f,. are the coefficients of s and r, respectively, in eqns. 15 and 18. Thus, the estimation for s will be very sensitive to the variation of the noisy autocorrelation p j . Better performance can be obtained from adaptive system 2 with properly preset parameters (a small S or a large F).
In the last simulation the performance of target state estimation in the adaptive systems, with the consideration of correlation in the measurement noise, is illustrated. The target is generated according to eqns. 3-7 in manoeuvring state with U, = 100 (ft/s2) in the whole tracking period. Some of the parameters are specified in eqn. 37 and the target is measured every T = 0.1092 s (corresponding to noise correlation I = 0.8). The system considering the correlation works under the condition (2, S, F, L, M ) = (0, 30' (ftis')', 100' (ft'), 10, 20) ,_while the system ignoring the correlation works with (A, S, F, L, M ) = (0, 100' (ftis')', 100' (ft'). IO, I). Figs. 6a-e are the performances obtained in this simulation. It can be seen from these figures that the performances, especially in velocity and acceleration estimations, of the system considering the correlation is much better than those of the system ignoring the correlation. In Figs. 6a-e, the improvements in position, velocity and acceleration estimations are about 10,40 and 47%, respectively.
Conclusion
We have considered the tracking problem of manoeuvring target with correlated measurement noise, and correlation phenomenon can not be ignored when the radar measurement frequency is high enough. Using Singer's method to model the manoeuvring target, the correlated Kalman filter can be directly applied in this tracking problem. An analytical error analysis for this processing is derived in this paper.
If some of the parameters, including the parameters of noise correlation, are unknown, these parameters should be estimated adaptively so that the decorrelation process can work well. The conventional innovation correlation method, that utilises the statistical relationship between the autocorrelations of the innovation and the unknown parameters, can be employed to estimate these parameters from the time-average autocorrelations of the innovation. This approach assumes that the measurement noise is white, in which case good performance may be achieved. However, if the measurement noise is correlated, this technique is not valid and the parameters can not be estimated with sufficient accuracy to obtain the desired tracking performance.
By considering the effect of noise correlation, the relationship between the autocorrelations of the innovation and the parameters is rederived and a modified innovation correlation method known as the multiple level method is presented. In this method, several linear estimators are employed in parallel. It is found from the computer simulations that a moderate number (e.g. 20) of linear estimators may be enough to provide good performance in estimating the unknown parameters in the presence of correlated measurement noise. This technique and the analytical error analysis are the main contribution of this paper. 
(44)
The preset matrices F and R will be used in eqns. [10] [11] [12] to compute the Kalman gain K , while the true noises E, , ut and the matrix H will be used in error analysis.
Next, let w,,, and z,,,_, denote the estimated state error and the predicted state error, respectively. Then, 
where a, and Bo are matrices, and can be solved from
where Ql, I o , I,, P , , P, are defined in eqn. 21 and eqns.
25-38, respectively. Since 
