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Introduction
In this thesis, we want to understand the long time behaviour, and more precisely if
slow or fast propagation hold, of solutions to reaction-diffusion problems with long
range integral diffusion. To describe the general idea, let us consider the equation
∂tu(x, t) + Au(x, t) = f(x, u(x, t)), x ∈ Rd, t > 0, (0.0.1)
where A is an elliptic operator describing some diffusive process and f is a source
term. The simplest examples of functions f will be f(x, u) = f(u) = u − u2, or
f(x, u) = µ(x)u − u2, with µ a positive function periodic in each xi variable. These
examples will be taken as references throughout this introduction. Such reaction
terms are called nonlinearities of Fisher-KPP type, in reference to Fisher ([45]) and
Kolmogorov, Petrovskii and Piskunov ([61]), where these models are introduced for
the first time. We will come back to this later.
Set, to fix ideas, f(x, u) = u− u2 in (0.0.1). Two terms are in competition in this
model, and intuitively :
− the reaction, given by the ordinary differential equation du
dt
= u− u2, will make
u to grow to the stable state 1,
− the diffusion, given by the operator A, will spread the support of u.
In fact, it is well known, see [6] and [16], that, starting from any nonnegative and
compactly supported function, the solution to (0.0.1) with f(x, u) = u − u2 tends to
the stable state 1 as t tends to infinity, on every compact set. Thus, a transition zone
appears between the unstable state 0 and the stable state 1 and we may expect it to
grow as time goes to infinity.
u ∼ 1
u ∼ 0
Transition zone
Expected picture for f(x, u) = u− u2 in (0.0.1).
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This raises the following question : What is the growth of the interface that sepa-
rates the area where u is close to 1 from the one where u is close to 0, as time goes to
infinity?
In this thesis, we wish to answer this question when the operator A has the features
of the fractional Laplacian, and to compare to what happens when A is the standard
Laplacian. We will see that the fractional operator has specific properties that lead to
an exponential in time propagation of the solution to (0.0.1). Our goal is to compute
this speed of propagation as precisely as possible in various examples. Rigorously,
this means that, if u is the solution to (0.0.1), starting from a nonnegative, compactly
supported and non identically equal to 0 initial condition, we look for a function Re(t)
going to infinity as t tends to infinity such that, for every direction given by a unit
vector e ∈ Rd and every constant c ∈ (0, 1),
lim inf
t→+∞
inf{ x=ρe,
06ρ6Re(ct)
}u(x, t) > 0 and lim sup
t→+∞
sup{ x=ρe,
ρ>Re(c−1t)
}u(x, t) = 0. (0.0.2)
We will adopt this slightly unusual definition to cover both standard and fractional
diffusions.
Reaction-diffusion equations of the form (0.0.1) arise in various fields like chemistry,
biology or ecology. In population dynamics, when we want to study spatial propagation
or spreading of biological species (muskrats in [81], wolves in [72] or sharks in [55] for
instance), the quantity u(x, t) in (0.0.1) stands for the density of the population at
position x and time t (see [81] for instance). The reaction term f corresponds to
the growth rate of the population and represents interactions between the individuals
and the medium. It depends on the density of the population and on the location
of the population through the space variable x. The diffusive operator A describes
the motion of the individuals. Let us mention that, especially in the modelling of
biological invasions, a description alternative to PDE is by integral models.
This introduction is organised as follows. We first present, in more detail, known
results on reaction-diffusion equations of Fisher-KPP type, in homogeneous and peri-
odic media. As we will see, the starting point is the question of making more precise
a certain expansion rate in the fractional homogeneous case, which will lead us unex-
pectedly far. Indeed, it will enable us to set up a new method to construct explicit
subsolutions and supersolutions to this type of equations, which will enable us to treat
the periodic case (a problem that was previously open) as well as monotone systems
involving fractional diffusion. A large part of the thesis is devoted to a new model
dealing with the influence of a line, with fractional diffusion, on Fisher-KPP propaga-
tion.
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A. Front propagation in Fisher-KPP type models : an
overview
A.1. Homogeneous media
The simplest and well studied model was first described by Fisher and Kolmogorov,
Petrovskii and Piskunov in [45, 61] and corresponds to the case when A = −∆, and
f , of Fisher-KPP type, does not depend on x. We refer to this as a homogeneous
medium. Such a function is supposed to be concave and to have two zeroes : an
unstable one at u = 0, and a stable one at, let us say, u = 1. The typical example is
f(u) = u− u2.
Equation (0.0.1) has a family of planar travelling fronts, that are solutions of the
form u(x, t) = U(x · e− ct), where e is a unit fixed vector representing the direction of
propagation and c > 0 is the speed of the front. The function U satisfies
−U ′′ − cU ′ = f(U), U(−∞) = 1, U(+∞) = 0.
In [61], it is proved that there is a threshold c∗ = 2
√
f ′(0) for the speed c, namely,
the constant c∗ is the smallest possible speed c for a planar travelling front to exist. In
a more general setting, Aronson and Weinberger proved, in [6], that any non identically
equal to 0, nonnegative and compactly supported initial condition invades the unstable
state in the following sense :
for all c < c∗, lim
t→+∞
inf
|x|6ct
u(x, t) = 1, and for all c > c∗, lim
t→+∞
inf
|x|>ct
u(x, t) = 0.
This means that, in this case, the position of the front depends linearly on time and
that we can take Re(t) = c∗t+ o
t→+∞
(t) in (0.0.2). A very general notion of propagation
velocity was introduced in [13] to study propagation in general unbounded domains of
Rd. In the case of globally front like initial data, decaying slower than any exponential,
Hamel and Roques proved in [51] that superlinear speeds of propagation arise.
Another way of understanding front propagation, due to Evans and Souganidis in
[44] for A = −∆, is through a singular perturbation setting. Given that a linear in
time invasion is expected, it is natural to look at the solution at large scale in t and
x, namely to set for ε > 0 :
uε(x, t) = u
(
x
ε
,
t
ε
)
.
The equation solved by uε is
∂tuε − ε∆uε = 1
ε
(uε − u2ε).
One easily sees, at least in a formal way, that uε converges to 0 or 1, according to
the value of uε − u2ε. The limiting transition zone is a surface evolving according to
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the eikonal equation vn = 2, where vn is the normal speed to the front. This approach
is also used in simple combustion models, see [8]. A general geometric approach is
described in [9].
The use of a local operator, such as the standard Laplacian, corresponds to indi-
viduals moving under a Brownian process. Numerous works, mainly in physics, have
shown that this approach is not correct anymore when considering species that have
jumps of non infinitesimal lengths (see [36, 55] for instance). This particular motion of
the individuals leads to integro-differential equations, with heavy or non exponentially
bounded tails, implying infinite speeds of propagation.
In this thesis, we focus on anomalous diffusion processes, given by stable Lévy
processes, whose infinitesimal generators are the fractional Laplacians. Let us mention
here that nonlinear equations with fractional diffusion are being intensively studied.
For the main definitions, we refer to [64].
Reaction-diffusion equations are not the only field where nonlocal diffusion is in-
volved, let us cite some important instances dealing with nonlocal operators :
− Nonlocal geometric front propagation : Caffarelli and Souganidis in [34] and
Imbert, Monneau and Rouy in [56],
− Nonlocal free boundary problems : Caffarelli, Roquejoffre and Sire in [32],
− Nonlocal minimal surfaces : Caffarelli, Roquejoffre and Savin in [31] and Dávila,
del Pino and Wei in [39],
− Fully nonlinear elliptic and parabolic equations : Cabré and Sire in [27, 28],
Cabré and Solà-Morales in [29], Caffarelli, Chan and Vasseur in [30], Caffarelli
and Silvestre in [33] and Frank and Lenzmann in [46],
− Hyperbolic equations : Alibaud, Droniou and Vovelle in [3], Kiselev, Nazarov
and Shterenberg in [59],
− Quasi geostrophic equations : Caffarelli and Vasseur in [35], Kiselev, Nazarov
and Volberg in [60] and Constantin and Vicol in [37].
Let us now recall the definition of the fractional Laplacian. For any function h that
decays sufficiently fast, the fractional power of the Laplacian is defined for α ∈ (0, 1)
by
(−∆)αh(x) = cd,α p.v.
(∫
Rd
h(x)− h(y)
|x− y|d+2α dy
)
,
where p.v. stands for the Cauchy principal value, and
cd,α =
α Γ(d
2
+ α)
pi2α+
d
2 Γ(1− α)
.
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This constant is in fact adjusted so that this operator is a pseudo-differential op-
erator with symbol |ξ|2α. These definitions are consistent with the standard Laplace
operator when α = 1.
The main difference between the standard Laplacian and the fractional Laplacian
(besides locality versus nonlocality) is the fundamental solution, that is to say the
solution to ∂tpα + (−∆)αpα = 0 with Dirac mass at t = 0. The function pα decays
in a Gaussian fashion for the first operator, whereas it has an algebraic decay for the
latter. Indeed, for the fractional Laplacian, there exists a constant B > 1 such that,
for (x, t) ∈ Rd × R+
B−1t
t
d
2α
+1 + |x|d+2α
6 pα(x, t) 6
Bt
t
d
2α
+1 + |x|d+2α
. (0.0.3)
This feature will be crucial when analysing the long time behaviour of the solu-
tion to (0.0.1). Indeed, considering the homogeneous medium (f(u) = u − u2, and
A = (−∆)α in problem (0.0.1)), the propagation is exponential in time. Although
this fact was well noted in physics references (see [71] for instance), the first mathe-
matically rigorous result is due to Cabré and Roquejoffre in [25] and [26]. They prove
the existence of the exponent c? := 1d+2α such that the solution to (0.0.1) starting
from, for instance, a nonnegative, piecewise continuous, compactly supported and non
indentically equal to 0 initial condition, satisfies
for all c < c∗, lim
t→+∞
inf
|x|6ect
u(x, t) = 1, and for all c > c∗, lim
t→+∞
inf
|x|>ect
u(x, t) = 0.
For equations with smooth dispersal kernels, the long time behaviour is studied by
Garnier in [47].
These results are in complete contrast with the linear propagation in time obtained
in the case A = −∆. We mention here that the transition between linear propagation
(α = 1) and exponential propagation (α ∈ (0, 1)) has been examined by Roquejoffre
and the author of the thesis in [38].
A.2. Periodic media
The motivation we have in mind is ecological modelling or biological invasions, where
heterogeneities play an essential role. Indeed, habitats, like forests or plains, are often
fragmented by natural or artificial barriers, like rivers or roads. It raises the question
of the impact of such an heterogeneity on the spreading of species. For more details,
see [14] and its references. In this line, the particular model that we describe here is a
general heterogeneous periodic problem, first introduced by Shigesada, Kawasaki and
Teramoto in [78], extending the homogeneous case (0.0.7).
On the mathematical side, for i ∈ J1, dK, let `i be a given positive number. In the
following, let us say that a function g : Rd → R is periodic in each xi-variable if
g(x1, ..., xk + `k, ..., xd) ≡ g(x1, ..., xd), for all k ∈ J1, dK.
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We denote by C` the period cell defined by
C` = (0, `1)× · · · × (0, `d).
Reaction-diffusion equations in periodic media, which means for us problem (0.0.1)
when f(x, s) is of Fisher-KPP type and C` periodic in the x variables, have a biological
interpretation, given in [14] for A = −∆ and in [16] for A = (−∆)α. In this introduc-
tion, we only consider the typical example f(x, s) = µ(x)s−s2, where µ is C` periodic.
Regions of space where µ is positive represent favourable zones for the population,
whereas regions where µ is negative prevent the species from developing. We focus on
the particular problem{
∂tu+ (−∆)αu = µ(x)u− u2, x ∈ Rd, t > 0,
u(x, 0) = u0(x), x ∈ Rd,
(0.0.4)
where α ∈ (0, 1] and the initial condition u0 is nonnegative, piecewise continuous, non
identically equal to 0 and compactly supported.
In both cases α = 1 and α ∈ (0, 1), it is well known that, under assumptions
explained below, the solution to (0.0.4) will tend, as t goes to infinity, to a stable
state (i.e. a steady solution u+ to (0.0.4) which is stable). In other words, any initial
population invades the unstable state, which corresponds to the unstable solution
u = 0. In population dynamics, this corresponds to the survival of the species. To
estimate at which speed the invasion takes place means to find the function Re(t)
defined in (0.0.2) (here the speed could depend on the direction e of propagation).
Mathematically speaking, the long time behaviour of the solution to (0.0.4) is
encoded in λ1, the principal periodic eigenvalue of the operator (−∆)α−µ(x)I. Indeed,
if λ1 > 0, then every solution to (0.0.4) starting from a bounded nonnegative initial
condition tends to 0 as t goes to infinity. This case is not the interesting one since it
corresponds to the extinction of the population. If λ1 < 0, then the solution to (0.0.4)
starting from a bounded nonnegative initial condition tends, as t goes to infinity, to
the unique bounded positive steady solution, denoted by u+ (periodic by uniqueness),
on every compact set. The result is due to Berestycki, Hamel and Roques in [14] for
α = 1, and Berestycki, Roquejoffre and Rossi in [16] for α ∈ (0, 1). In this result, the
convergence only holds on every compact set and, therefore, it does not enable us to
understand the transition between the stable state u+ and the unstable state 0. To
answer this question about the position of the invasion front, we distinguish α = 1
and α ∈ (0, 1).
The case α = 1 is well studied and the limiting interface is shown to satisfy the
Freidlin-Gärtner propagation law. Indeed, from Freidlin and Gärtner in [49], we may
take
Re(t) = w
∗(e)t, w∗(e) = min
e′∈Sd−1,e′·e>0
c∗(e′)
e′ · e ,
where c∗(e′) is the minimal speed of plane waves in the direction e′. A plane wave
in a direction e ∈ Sd−1 of the space, is a solution to ∂tu − ∆u = µ(x)u of the form
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e−λ(x·e−ct)φ(x), where φ is periodic in each xi-variable, λ > 0 and c > 0 to be chosen
so that such solutions exist. Their proof, using probabilistic tools, is quite efficient for
second order reaction-diffusion equation and is, by no means, limited to Fisher-KPP
type reaction terms. Proofs using PDE arguments or dynamical systems are given in
[11], [12], [43], [76], [83].
The case α ∈ (0, 1) is the main issue of this thesis and we focus on it from now on.
In the sequel, we first describe the known results, which motivates the introduction of
a new method that will be subsequently discussed.
A.3. Asymptotic speed of propagation given by the fundamental
solution
We first focus on the homogeneous case, when µ ≡ 1 in (0.0.4). Indeed, even in this
case no sharp asymptotic expression of Re(t) was known, except for the case d = 1
and α = 1
2
, that was settled in [26]. Recall that, in the fractional homogeneous case,
to guarantee the limits in (0.0.2), the authors of [26] needed to take |x| 6 Ceσ1t
(respectively |x| > Ceσ2t) with σ1 < 1d+2α < σ2. This does not give a sharp asymptotic
expression of the speed of propagation Re(t) defined in (0.0.2), in the sense that it
allows any subexponential perturbation of its expression.
A first guess to find Re(t) in the homogeneous case is to use the fact that the
Fisher-KPP nonlinearity is concave. In our case, this simply means that f(u) 6 u.
Thus, we can compare the solution to (0.0.4), with µ ≡ 1, to the solution to the
linearised problem at 0.
In the particular case α = 1, this idea leads to a simple proof that the speed of
propagation is at most 2. Indeed, the heat kernel of (0.0.4), with α = 1, is well known
and, consequently, solving the linear equation ∂tu−∆u = u, we have
u(x, t) 6 u(x, t) = et
∫
Rd
e−
|x−y|2
4t
(4pit)d/2
u0(y)dy 6 Ct−d/2 et−
|x|2
4t . (0.0.5)
This proves that for all w > 2,
lim
t→+∞
sup
|x|>wt
u(x, t) = 0.
Even in the case α = 1, this bound does not give the precise asymptotic expression
of the location the level sets. This is due to the presence of the factor t−d/2 = t−1/2.
Indeed, for α = 1, µ ≡ 1 and d = 1 in (0.0.4), one may choose, for any unit vector
e ∈ Rd :
Re(t) = 2t− 3
2
log(t) + O
t→+∞
(1).
The original proof of this equality is due to Bramson in [22], using probabilistic
tools. The following extension to higher dimensions is proved by Gärtner in [48] :
Re(t) = 2t− d+ 2
2
log(t) + O
t→+∞
(1).
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In [50], another proof using PDE arguments is given.
If we look at what happens in the fractional case, using once again that f(u) 6 u
and using the decay of pα recalled in (0.0.3), we have :
u(x, t) 6 Cte
t
t
d
2α
+1 + |x|d+2α
.
This implies {
x ∈ Rd | u(x, t) = 1
2
}
⊂
{
|x| 6 t 1d+2α e td+2α
}
. (0.0.6)
Hence, one could first think that the position of the front behaves like t
1
d+2α e
t
d+2α ,
which is not in contradiction with the exponential in time propagation proved in [26].
However, in the case α = 1, the solution goes slower than the solution to the linearised
problem at 0, so one could wonder if the factor t
1
d+2α is essential in the asymptotic
expression of the speed of propagation. In [26], it is proved that, for any e ∈ Sd−1,
Re(t) = e
t
d+2α whenever d = 1 and α = 1
2
. In fact, in this particular case, we have
an explicit expression of the heat kernel p 1
2
and the authors are able to construct
explicit subsolutions and supersolutions to (0.0.4), with µ ≡ 1. Consequently, the
factor t
1
d+2α = t
1
2 is not present in this case and the solution goes also slower than the
solution to the linearised problem at 0. Is it the same for any dimension d > 1 and
any α ∈ (0, 1)? This is the starting point of the thesis.
B. Presentation of the results
B.1. A new method to study the speed of propagation in reaction-
diffusion problems with fractional diffusion
To have an asymptotic expression of Re(t), defined in (0.0.2), up to O(1) error, it is
sufficient to construct explicit subsolutions and supersolutions, close enough to the
solution. The following argument, which is specific to fractional diffusion, seems to be
new.
Let us explain its principle on the homogeneous problem :{
∂tu+ (−∆)αu = u− u2, x ∈ Rd, t > 0,
u(x, 0) = u0(x), x ∈ Rd,
(0.0.7)
for α ∈ (0, 1) and u0 compactly supported, non identically equal to 0.
As said before, the speed of propagation of the solution u to (0.0.7) is expected
to be smaller than t
1
d+2α e−
t
d+2α for large times. Thus, the idea is to define a correctly
rescaled version of the solution u by
v(y, t) = u(yr(t), t), for y ∈ Rd and t > 0,
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where r(t) is a positive function, chosen so that the function v remains bounded away
from the two steady solutions 0 and 1 on compact sets. From what has been presented
before, we already know that for all c > 1
1+2α
, r(t)e−ct should tend to 0 as time t goes
to infinity.
The function v solves, for y ∈ Rd and t > 0,
∂tv − r
′(t)
r(t)
y∂yv + r(t)
−2α(−∆)αv = v − v2.
Formally, we neglect the term r(t)−2α(−∆)αv, that should tend to 0 as time goes
to infinity since r(t) behaves as an exponential with positive exponent. We are led to
the following transport equation, for y ∈ Rd and t > 0 :
∂tv˜ − r
′(t)
r(t)
y∂yv˜ = v˜ − v˜2, (0.0.8)
where v˜ should approximate v well. If v˜0 denotes the initial condition of v˜, then we
have, for y ∈ Rd and t > 0 :
v˜(y, t) =
v˜0(yr(t))
v˜0(yr(t)) + (1− v˜0(yr(t)))e−t .
It remains to choose v˜0. From its construction, v˜0 is supposed to approximate u0.
If we make the naive choice v˜0 = u0, where u0 is compactly supported, the function
v˜ will be compactly supported at any time, which is not our aim. Indeed, recall that
we want the approximation v˜ to remain bounded away from the two steady solutions
0 and 1 on compact sets. Therefore, it seems natural to take into account that, as
proved in [26], for all t > 0, x 7→ |x|d+2α u(x, t) is uniformly bounded in x. Thus, we
specialise
v˜0(y) =
1
1 + |y|d+2α ,
which implies
v˜(y, t) =
1
1 + |y|d+2α r(t)d+2αe−t .
Keeping in mind that v and v˜ are expected to be bounded away from 0 and 1, the
term r(t)d+2αe−t has to be constant in time. This leads to the choice
r(t) = e
t
d+2α ,
which is compatible with the assumption on r we have made above. Consequently, v˜
can be seen as the stationary solution v∞ to (0.0.8) starting from v˜0.
From this formal analysis, going back to the main variable x, the idea is to consider
the following family of functions, modelled by v˜ :
u˜(x, t) =
a
1 + b(t) |x|d+2α ,
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and to adjust the constant a > 0, and the function b(t) asymptotically proportional
to r(t) = e
t
d+2α , so that u˜ serves as a subsolution or a supersolution to (0.0.7). Let
us notice that u˜ is exactly equal to av∞(b(t)x), where v∞ is the stationary solution to
(0.0.8) starting from v˜0.
Once we have constructed an explicit subsolution u and supersolution u to the
main problem (0.0.7), we need to find a time t0 > 0 such that, for all x ∈ Rd, we have
u(x, 0) 6 u(x, t0) 6 u(x, 0).
Finally, the comparison principle leads to the fact that we may choose Re(t) = e
t
d+2α
in (0.0.2) for the homogeneous problem (0.0.7). Consequently we will establish that
the coefficient t
1
d+2α in (0.0.6), that appeared in the speed of propagation of the solution
to the linearised problem at 0, does not appear in the correct front position, for all
α ∈ (0, 1) and in all dimensions d > 1.
To summarise,
Step 1 : We prove - at least when it is not available - the existence and uniqueness
of the solution and a comparison principle for classical solutions.
Step 2 : By a formal analysis, we rescale the problem in the space variable, let us
say doing the change x = yr(t), where r(t) is the expected speed of propagation.
Then, we neglect the diffusive terms, that should tend to 0 as time goes to
infinity, to get a transport equation.
Step 3 : We estimate the solution at a positive time t0. This step not only gives us
an initial condition for the transport equation obtained in Step 2, but also makes
it possible to put the subsolution (respectively, supersolution) that we construct
under (respectively, above) the solution at time t0.
Step 4 : The solution to the transport equation obtained in Step 2, completed with
an initial condition that decays like the solution at time t0 (found in Step 3),
enables us to construct a family of subsolutions and supersolutions, depending
on a constant a > 0 and a function b(t) asymptotically proportional to the speed
of propagation.
Remark : If purely exponential in time propagation is expected, then the coeffi-
cient r
′(t)
r(t)
in the transport equation (0.0.8) is constant. In this case, the family of
candidates for being subsolutions or supersolutions to the problem under study,
can be modelled by the stationary solution v∞ to the rescaled transport equation
obtained in Step 2. Indeed, this family can be chosen of the form av∞(b(t)x).
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B.2. Results
Periodic media
With this method at hand, we are in position to treat periodic media, which was
initially the main issue of the thesis.
Under assumptions on f , that we do not detail in this introduction, we prove
that the solution to (0.0.4) spreads exponentially fast in time as soon as the principal
eigenvalue λ1 of the operator (−∆)α − µ(x)I satisfies λ1 < 0. In fact, we prove that
(0.0.2) holds with Re(t) = e
|λ1|
d+2α
t. This proves that spreading does not depend on the
direction of propagation, and this is in contrast with the Freidlin-Gärtner formula, for
the standard Laplacian. Moreover, the estimate that we obtain is much sharper than
that in [25], [26] for the homogeneous model.
We also prove the convergence to the steady state in sets that spread exponentially
fast in time. Finally, we carry out numerical simulations to investigate the dependence
of the speed of propagation on the initial condition. We show that a symmetrisation,
in the sense of Jones in [57], seems to occur, if the initial condition decays fast enough
at infinity.
Monotone systems
The work on the single equation (0.0.7), in homogeneous media, can be extended to
reaction-diffusion systems. Let us give here the main bibliographical references. The
first definitions of spreading speeds for cooperative systems in population ecology and
epidemic theory are due to Lui in [68, 69]. In a series of papers, Lewis, Li and Wein-
berger [65, 66, 67] studied spreading speeds and travelling waves for a particular class
of cooperative reaction-diffusion systems, with standard diffusion. Results on single
equations in the singular perturbation framework proved by Evans and Souganidis in
[44] have also been extended by Barles, Evans and Souganidis in [7]. The viscosity
solutions framework is studied in [23], with a precise study of the Harnack inequality.
In these papers, the system under study is of the following form
∂tui − di∆ui = fi(u), x ∈ Rd, t > 0,
where, for m ∈ N∗, u = (ui)mi=1 is the unknown.
For all i ∈ J1,mK, the constants di are assumed to be positive as well as the
bounded, smooth and Lipschitz initial conditions, defined from Rd to R+. The essential
assumptions concern the reaction term F = (fi)mi=1. This term is assumed to be
smooth, to have only two zeroes 0 and a ∈ Rm in [0, a], and for all i ∈ J1,mK,
each fi is nondecreasing in all its components, with the possible exception of the ith
one. The last assumption means that the system is cooperative. Under additional
hypotheses, which imply that the point 0 is unstable, the limiting behaviour of the
solution u = (ui)mi=1 is understood.
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Our aim is to study similar systems, keeping the same assumptions on f , but
considering that at least one diffusive term is given by a fractional Laplacian. This
problem turns out to be a computational adaptation of what has been done for single
equations. More precisely, we focus on the large time behaviour of the solution u =
(ui)
m
i=1, for m ∈ N∗, to the fractional reaction-diffusion system :{
∂tui + (−∆)αiui = fi(u), x ∈ Rd, t > 0,
ui(x, 0) = u0i(x), x ∈ Rd,
(0.0.9)
where
αi ∈ (0, 1] and α := minJ1,mKαi < 1.
As general assumptions, we impose, for all i ∈ J1,mK, the initial condition u0i to
be nonnegative, non identically equal to 0, continuous and to satisfy
u0i(x) = O(|x|−(d+2αi)) as |x| → +∞.
We also assume that for all i ∈ J1,mK, the function fi satisfies fi(0) = 0 and that
system (2.1.1) is cooperative, which means :
fi ∈ C1(Rm) and ∂jfi > 0, on Rm, for j ∈ J1,mK, j 6= i. (0.0.10)
We will make additional assumptions on the reaction term F = (fi)mi=1 that are
not general but enable us to apply the method on a class of monotone systems.
We follow Step 1 of the method defined in section B.1. and prove the existence
and uniqueness of the solution, using mild solutions as done in [26]. From this, we can
prove comparison principles for mild solutions and classical solutions. The last one
is obtained for a class of solutions whose decay at infinity is smaller that |x|−(d+2α),
with α = mini∈J1,mK αi. There is here, by the way, a slightly nontrivial issue in the
computation of the fundamental solution. Steps 2 to 4 of the method described in
section B.1. are carried out with only computational charges. This gives that the
speed of propagation is exponential in time, with a precise exponent depending on the
smallest index α = mini∈J1,mK αi and of the principal eigenvalue of the matrix DF (0).
The influence of a line with fast diffusion on Fisher-KPP propagation
In the second part of the thesis, we want to apply the method, set up before, to treat
the long time behaviour of the solution to a new model, introduced by Berestycki,
Roquejoffre and Rossi in [18], where we include fractional diffusion.
This model deals with biological invasions directed by a heterogeneity. It is based
on the fact that fast diffusion on roads can have a driving effect on the spread of
epidemics (see [79] for instance). The model proposed deals with a single species in a
two-dimensional environment where reproduction and usual diffusion occur except on
a line of the plane, on which standard diffusion (with a different diffusion coefficient)
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takes place. More precisely, we consider the half plane R × R+, which will be called,
for the sake of simplicity, "the field", and the line {(x, 0), x ∈ R}, "the road". Let v
be the density of the population in the field, and let u be the density on the road. To
take into account the exchanges of populations between the road and the field, one
considers that
− a proportion v(x, 0, t) of individuals from the field joins the road,
− a proportion µu(x, t) of individuals on the road goes into the field.
It is assumed that usual diffusion and reproduction, modelled by a Fisher-KPP type
nonlinearity, only occur in the field. The diffusion coefficient in the field is represented
by d and on the road by D. The authors are especially concerned with fast diffusion
on the line, which means D much larger than d. The system is the following :
∂tv − d∆v = f(v), x ∈ R, y > 0, t > 0,
∂tu−D∂xxu = −µu+ v|y=0, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = µu− v|y=0, x ∈ R, y = 0, t > 0,
(0.0.11)
for µ > 0, completed with initial conditions v(·, ·, 0) = v0 and u(·, 0) = u0, assumed to
be nonnegative, continuous, bounded and compactly supported.
If the road is not present, recall that the invasion speed is the usual KPP velocity
cKPP = 2
√
df ′(0). In (0.0.11), there is a unique positive stationary state, which does
not depend on x and y. Moreover, there is invasion of the population in the whole
environment. On the road, the asymptotic speed of propagation c∗ satisfies
c∗ > cKPP if D > 2d and c∗ = cKPP if 0 < D 6 2d.
The effect of the road on the speed of propagation in other directions than on the
line is elucidated in [19]. In this paper, the authors describe the asymptotic shape of
the level sets of the density in the field. An extension of the model, adding a transport
term and a source term on the road is studied in [17].
Our aim is to understand what happens to (0.0.11) when the fast diffusion on the
line is given by a fractional Laplacian. This new model, that couples two densities, is
more complex than periodic media and monotone systems, presented in the previous
sections. Our method applies, but also shows its limits.
We consider the system
∂tv −∆v = f(v), x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −µu+ v|y=0 − ku, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = µu− v|y=0, x ∈ R, y = 0, t > 0,
(0.0.12)
for µ > 0 and k > 0, completed with continuous, bounded and compactly supported
initial conditions. The reaction term f is still of Fisher-KPP type. We have allowed
here some mortality on the road, modelled by the coefficient k.
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For this problem, all the steps described in the method have to be carried out.
Step 1, that concerns the existence and uniqueness of the solution and a principle
comparison for classical solutions, is done using the theory of sectorial operators. This
framework is motivated by an integral expression of the solution, given by the Laplace
transform, as explained below. We will also prove the regularity of the solution to
(0.0.12). This choice of framework is not the only possible one, we could have used
the viscosity solution framework to recover existence, uniqueness and regularity of the
solutions to (0.0.12). See for instance Alibaud and Imbert [4]. Steps 2 to 4 of the
method, that lead to the construction of two explicit functions, below and above the
solution to (0.0.12) at any time, are used to study the propagation of the density u on
the road. Contrary to the case of periodic media, or monotone systems, we can not
explicitly solve the transport equation, that appears in Step 2 of the method, in the
whole half plane. We do not even know if a global solution exists.
To circumvent the difficulty, we find a subsolution to the same transport equation
but solved in a strip of large width instead of the half plane, and we prove that
for all γ < γ∗, lim
t→+∞
inf
|x|6eγt
u(x, t) > 0,
where γ∗ =
f ′(0)
1 + 2α
.
Concerning the construction of a supersolution, as usual, we use the solution to the
linearised problem at 0 of (0.0.12), and the explicit integral expression of its solution
given by the theory of sectorial operators. Quite a long computation of this integral
enables us to prove that
for all γ > γ∗, lim
t→+∞
inf
|x|>eγt
u(x, t) = 0.
Thus, we get an asymptotic expression of the speed of propagation on the road. A
more precise determination of Re(t) is investigated by numerical simulations.
In the field, the speed of propagation, in a direction that makes on angle θ ∈ (0, pi
2
]
with the road, is linear in time. In fact, we prove that
for all c >
cKPP
sin(θ)
, lim
t→+∞
sup
r>ct
v(r cos(θ), r sin(θ), t) = 0,
and
for all 0 < c <
cKPP
sin(θ)
, lim
t→+∞
inf
06r6ct
v(r cos(θ), r sin(θ), t) > 0.
Finally, numerical simulations are carried out not only to illustrate known results
in both cases α = 1 and α ∈ (0, 1), but also to investigate the expansion shape of the
level sets in the field. These simulations will reveal surprising qualitative properties
such as the monotonicity of the density v and the role of the term −µu+ v|y=0.
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C. Outline of the manuscript
We present here the work carried out from September 2011 to March 2014. Before
that, we had, as said before, clarified the transition when α tends to 1. We have
chosen not to include it in the manuscript, for the sake of homogeneity of the material
presented here.
This thesis is divided into two parts. In the first part, we apply the method, defined
above, to study the asymptotic location of the level sets of the solution to two different
reaction-diffusion problems with fractional diffusion. In these cases, the method leads
to an asymptotic expression of Re(t) defined in (0.0.2). Chapter 1 (in collaboration
with X. Cabré and J.-M. Roquejoffre) is devoted to the study of the propagation
in reaction-diffusion equations in periodic media. The results are published in [24].
Chapter 2 (in collaboration with M. Yangari) deals with monotone systems.
The second part of this thesis (in collaboration with H. Berestycki, J.-M. Roquejof-
fre and L. Rossi) is concerned with the influence of a line with fractional diffusion on
Fisher-KPP propagation. In Chapter 3, we prove general results such as the existence,
uniqueness, and regularity of the solution, as well as a principle comparison for this
problem. Chapter 4 concerns the long time behaviour of the solution on the line and
in the plane. Chapter 5 is devoted to numerical investigations concerning the influence
of a line with standard and fractional diffusion on Fisher-KPP propagation.

Notations
Here we gather the main notations that will be used throughout the thesis.
Sets, Vectors and matrices :
– For any m ∈ N∗, J1,mK denotes the interval of integers between 1 and m.
– For d ∈ N∗, Sd−1 denotes the unit vectors of Rd.
– The Euclidian norm of a vector x of Cd is denoted by |x| and the induced
matrix norm of a matrix A ∈Md(C) is |A|.
– The matrix commutator [·, ·] is defined for A ∈Md(C) and B ∈Md(C) by
[A,B] = AB −BA.
Complex numbers :
– The square root of a complex number λ ∈ C will be
√
λ = |λ| 12 ei θ2 ,
where θ = arg λ ∈ (−pi, pi]. With this notation <e(√λ) ∈ C \ (−∞, 0).
– For any angle θ ∈ R, the set R+eiθ ⊕ R+e−iθ denotes {νeiθ, ν > 0} ∪
{νe−iθ, ν > 0}.
Functional spaces : Let Ω be a smooth open set of Rd with boundary ∂Ω.
– For any function h ∈ C∞(Ω), the trace operator and the normal trace
operator are respectively denoted by γ0h = h|∂Ω and γ1h = ∂nh|∂Ω, where
∂n is the derivative with respect to the outward unit normal to ∂Ω.
– For Ω = Rd, C0(Rd) denotes the set of continuous functions in Rd, that tend
to 0 as |x| goes to infinity.
– C∞c (Ω) denotes the set of compactly supported functions of class C∞ on Ω.
– Cl, l2 (Ω × [0, T ]), for l > 0 and T > 0, denotes the set of functions that are
continuous in Ω× [0, T ], together with all derivatives of the form ∂sx∂rt , for
s + 2r < l, and such that, for any couple (s, r) satisfying s + 2r = blc, the
function ∂sx∂rt is (l − blc)-Hölder continuous with respect to space x and(
l−blc
2
)
-Hölder continuous with respect to time t.
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Subsolutions ans supersolutions :
– For any elliptic operator L in a domain Ω ⊂ Rd, and any function f defined
on Ω × [0,+∞), a subsolution (respectively supersolution) to a parabolic
equation
∂tu(x, t)− Lu(x, t) = f(x, t), x ∈ Ω, t > 0,
is a solution, in the classical or weak sense, of this equation where the sign
= is replaced by 6 (respectively >).
Part I
Periodic case and monotone systems :
Asymptotic location of level sets

Chapter 1
Propagation in periodic media
1.1 Introduction
In this chapter, we are interested in the time asymptotic location of the level sets of
solutions to the Cauchy problem{
∂tu+ (−∆)αu = f(x, u), x ∈ Rd, t > 0,
u(x, 0) = u0(x), x ∈ Rd,
(1.1.1)
in periodic media. Such heterogeneous environments are characterised by positive
numbers `i, for i ∈ J1, dK. In the following, saying that a function g : Rd → R is
periodic in each xi-variable means that
g(x1, ..., xk + `k, ..., xd) ≡ g(x1, ..., xd), for all k ∈ J1, dK.
We denote by C` the period cell :
C` = (0, `1)× · · · × (0, `d). (1.1.2)
The nonlinearity f refers to as a Fisher-KPP type nonlinearity in periodic media.
We will assume that :
Hypothesis 1.1.1. The function f : Rd × R → R is of class C0,ω (ω > 0) in x,
locally in s, locally Lipschitz continuous with respect to s. Moreover, for all s ∈ R,
x 7→ f(x, s) is C` periodic, for all x ∈ Rd, f(x, 0) = 0, s 7→ f(x,s)s is decreasing, and
there exists M > 0 such that for all x ∈ Rd and s >M : f(x, s) 6 0.
To prove the main results of this chapter, we need the following additional assump-
tion on f .
Hypothesis 1.1.2. Let M be defined in Hypothesis 1.1.1. There exist positive con-
stants cδ1 > 0, cδ2 > 0 such that for all s ∈ [0,M ]
cδ1s
1+δ1 6 ∂sf(x, 0)s− f(x, s) 6 cδ2s1+δ2 ,
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where δ1 and δ2 are positive constants that satisfy
δj >
1 + α
d+ 2α
, for j ∈ {1, 2}. (1.1.3)
We will see later that (1.1.3) seems to be a technical assumption. The case δj > 0
for j ∈ {1, 2} is not treated in this thesis. The typical example first introduced in
[78], that satisfies all our hypotheses, is f(x, u) = u(µ(x) − ν(x)u), where µ and ν
are periodic functions with the same period. The case when ν ≡ 1 will be studied to
underline the idea of the proof on a simple model.
The long time behaviour of the solution to (1.1.1) is encoded in λ1, the principal
eigenvalue of the operator (−∆)α− ∂uf(x, 0). In fact, the following result proves that
propagation is exponential in time with exponent equal to |λ1|
d+2α
. It also enables us to
follow the level sets of small values.
Theorem 1.1.3. Assume that λ1 < 0. Let u be the solution to (1.1.1) with u0 piecewise
continuous, nonnegative, u0 6≡ 0, and
u0(x) = O(|x|−(d+2α)) as |x| → +∞. (1.1.4)
Then, the following two facts are satisfied :
− For every λ > 0, there exist cλ > 0 and tλ > 0 (all depending on λ and u0) such
that, for all t > tλ
u(x, t) < λ, if |x| > cλe
|λ1|
d+2α
t.
− There exist ε > 0, Cε > 0 and a time tε > 0 (all depending on ε and u0) such
that, for all t > tε,
u(x, t) > ε, if |x| 6 Cεe
|λ1|
d+2α
t.
The proof of this theorem follows the method described in the introduction of the
thesis. The following result proves the convergence of the solution to the steady state
u+ on sets that expand exponentially fast in time.
Theorem 1.1.4. Assume λ1 < 0. Let u+ be the unique periodic positive steady solution
to (1.1.1) and u the solution to (1.1.1) with u0 piecewise continuous, u0 6≡ 0, and
satisfying
0 6 u0 6 u+ in Rd, and u0(x) = O(|x|−(d+2α)) as |x| → +∞. (1.1.5)
Then, for any constant β > 1, there exist cβ ∈ (0, Cε) and a time tβ > tε, where Cε
and tε are given by Theorem 1.1.3, such that for all t > tβ and for all |x| 6 cβe
|λ1|
d+2α
t
β−1u+(x) 6 u(x, t) 6 βu+(x).
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As a consequence of Theorem 1.1.3 and 1.1.4, we have the following result that
gives a precise location of the level sets of values in (0,minu+) :
Theorem 1.1.5. Assume that λ1 < 0. Let u be such as in Theorem 1.1.3. We set
c˜λ = min(cλ, cβ) > 0 and a time t˜λ = max(tλ, tβ) > 0, where cλ and tλ (respectively
cβ and tβ) are given by Theorem 1.1.3 (respectively Theorem 1.1.4). Then, for every
λ ∈ (0,minu+), we have for all t > t˜λ,
{x ∈ Rd | u(x, t) = λ} ⊂ {x ∈ Rd | cλe
|λ1|
d+2α
t 6 |x| 6 c−1λ e
|λ1|
d+2α
t}. (1.1.6)
Sections 1.2 to 1.5 of this chapter are devoted to apply the steps of the method
given in section B.1. of the introduction. Problem (1.1.1), completed with an initial
datum, is studied for example in [14] or [16], and the existence of the solution is well
known, as well as a comparison principle for classical solutions. Section 1.2 corresponds
to Step 2 of the method, that is a formal study leading to a family of candidates for
supersolutions and subsolutions to (1.1.1). The effect of the diffusive terms on this
family is studied in section 1.3. For the problem (1.1.1), an estimate of the solution
at any fixed time t0 > 0 is known, so there is nothing to do to prove Step 3. Section
1.4 concerns the choice of appropriate parameters to make v˜∗, given in (1.2.12), to be
a supersolution or a subsolution to (1.1.1). Section 1.5 concerns the proof of Theorem
1.1.3, which means Step 4 of the method. Section 1.6 proves Theorem 1.1.4. In section
1.7, numerical simulations are investigated on the homogeneous model associated to
(1.1.1). It suggests a universality in the behaviour of the level sets of the solution to
(1.1.1) for a particular class of initial conditions that decay strictly faster than the
fundamental solution.
Throughout this chapter, the maximum (respectively minimum) of a periodic func-
tion g on Rd will be denoted by max g (respectively min g) instead of max
Rd
g (respec-
tively min
Rd
g).
1.2 Formal analysis
For the sake of simplicity, we first choose the particular nonlinearity
f(x, u) = µ(x)u− u2,
where µ is periodic in each xi-variable. This nonlinearity satisfies Hypotheses 1.1.1
and 1.1.2. The idea is to rescale formally equation (1.1.1) in the space variable in order
to separate the important terms from those which will be negligible at large times.
Two steps are needed.
Step 1. For x ∈ Rd and t > 0, we define
v(x, t) = φ1(x)
−1u(x, t). (1.2.1)
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To find the equation satisfied by v, we compute (−∆)αu in terms of v and φ1. For
x ∈ Rd and t > 0, we have
(−∆)αu(x, t) = −Cd,αPV
∫
Rd
φ1(x)− φ1(x)
|x− x|d+2α (v(x, t)− v(x, t))dx
+Cd,αPV
∫
Rd
φ1(x)− φ1(x)
|x− x|d+2α v(x, t)dx+ Cd,αPV
∫
Rd
φ1(x)
v(x, t)− v(x, t)
|x− x|d+2α dx.
Let us consider the operator K˜ defined by
K˜g˜(·) = Cd,αPV
∫
Rd
φ1(·)− φ1(x)
|· − x|d+2α (g˜(·)− g˜(x))dx, (1.2.2)
where g˜ is any function in Rd for which the right hand side is finite. Thus
(−∆)αu = −K˜v + v(−∆)αφ1 + φ1(−∆)αv. (1.2.3)
The definition of φ1 and the fact that λ1 < 0 gives for all x ∈ Rd and t > 0 :
φ1(x)∂tv + φ1(x)(−∆)αv − K˜v = |λ1|φ1(x)v − φ1(x)2v2. (1.2.4)
Step 2. For y ∈ Rd and t > 0, we define
w(y, t) = v(yr(t), t), for r(t) = e
|λ1|t
d+2α . (1.2.5)
In the sequel, K is the linear operator defined by
Kg(y) = Cd,αPV
∫
Rd
φ1(yr(t))− φ1(yr(t))
|y − y|d+2α (g(y)− g(y))dy, (1.2.6)
where g is any function in Rd for which the right hand side is finite. The equation
solved by w is obtained from (1.2.4) as follows :
− For y ∈ Rd and t > 0, we have :
∂tw(y, t) = r
′(t)y ·∂yv(yr(t), t)+∂tv(yr(t), t) = |λ1|
d+ 2α
y ·∂yw(y, t)+∂tv(yr(t), t),
and :
(−∆)αw(y, t) = r(t)2α(−∆)αv(yr(t), t).
1.2. Formal analysis 29
− Applying the definitions of K given in (1.2.6), and K˜ in (1.2.2), respectively to
y 7→ w(y, t) and y 7→ v(yr(t), t) for any t > 0, we have
Kw(y, t) = Cd,αPV
∫
Rd
φ1(yr(t))− φ1(x)
|y − xr(t)−1|d+2α (v(yr(t), t)− v(x, t))r(t)
−ddx
= r(t)2αCd,αPV
∫
Rd
φ1(yr(t))− φ1(x)
|yr(t)− x|d+2α (v(yr(t), t)− v(x, t))dx
= r(t)2αK˜v(yr(t), t).
Consequently, for y ∈ Rd and t > 0, w solves
∂tw− |λ1|
d+ 2α
y · ∂yw+ r(t)−2α
[
(−∆)αw − Kw
φ1(yr(t))
]
= |λ1|w− φ1(yr(t))w2. (1.2.7)
If we formally neglect the term r(t)−2α
[
(−∆)αw − Kw
φ1(yr(t))
]
which should go to 0
as t→ +∞, we get the transport equation
∂tw˜ − |λ1|
d+ 2α
y · ∂yw˜ = |λ1| w˜ − φ1(yr(t))w˜2, y ∈ Rd, t > 0, (1.2.8)
with an initial condition w˜0 to be chosen later. Equation (1.2.8) has an explicit solu-
tion. In fact, for any fixed y ∈ Rd, we define
ψ(t) = w˜(yr(t)−1, t).
Thus, using the definition of r given in (1.2.5), we have
ψ′(t) = |λ1| w˜(yr(t)−1, t)− φ1(y)w˜2(yr(t)−1, t) = |λ1|ψ(t)− φ1(y)ψ2(t),
and the function ψ−1 solves for t > 0
(ψ−1)′(t) = − |λ1| (ψ−1(t)− |λ1|−1 φ1(y)).
Since ψ(0) = w˜0(y), we obtain
ψ(t) =
w˜0(y)
|λ1|−1 φ1(y)w˜0(y) + (1− |λ1|−1 φ1(y)w˜0(y))e−|λ1|t
.
Finally, equation (1.2.8) is solved as:
w˜(y, t) =
w˜0(yr(t))
|λ1|−1 φ1(yr(t))w˜0(yr(t)) + e−|λ1|t
(
1− |λ1|−1 φ1(yr(t))w˜0(yr(t))
) .
Taking into account (see for instance [26]) that, for all t > 0, |x|d+2α u(x, t) is
uniformly bounded from above and below (but of course not uniformly in t), it is
natural to specialise
w˜0(y) =
1
1 + |y|d+2α .
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In this case, we have
w˜(y, t) =
1
|λ1|−1 φ1(yr(t))(1− e−|λ1|t) + e−|λ1|t + |y|d+2α
.
Keeping in mind that φ1 is bounded from above and below and that t tends to +∞,
we revert to the function v(x, t) = w(xr(t)−1, t) and consider the following family of
functions, modelled by w˜ :
v˜(x, t) =
a
1 + b(t) |x|d+2α , u˜(x, t) = φ1(x)v˜(x, t). (1.2.9)
The idea will be to adjust a > 0 and b(t) asymptotically proportional to e−|λ1|t so
that the function u˜ serves as a subsolution or a supersolution to (1.1.1).
We now turn to the case of a more general nonlinearity f that satisfiesHypotheses
1.1.1 and 1.1.2.
The principal eigenvalue λ1 of the operator (−∆)α − ∂uf(x, 0)I is supposed to be
negative. We call φ1 the principal eigenfunction, associated to λ1, solution to{
(−∆)αφ1(x)− ∂uf(x, 0)φ1(x) = λ1φ1(x), x ∈ Rd,
φ1 periodic, φ1 > 0, ‖φ1‖ = 1.
The existence, uniqueness and regularity of φ1 is given, for instance, in [16].
The formal analysis done for the particular nonlinearity f(x, u) = µ(x)u − u2 is
valid up to the transport equation (1.2.8). For a general nonlinearity f that satisfies
Hypotheses 1.1.1 and 1.1.2, this transport equation becomes, for y ∈ Rd, t > 0 :
∂tw˜ − |λ1|
d+ 2α
y · ∂yw˜ = |λ1| w˜ + f(yr(t), φ1(yr(t))w˜)
φ1(yr(t))
− ∂uf(yr(t), 0)w˜, (1.2.10)
where w˜ is an approximation of w(y, t) = φ1(yr(t))−1u(yr(t), t), defined by (1.2.1)
and (1.2.5). Under Hypothesis 1.1.2 on f , the candidates for a supersolution or a
subsolution to (1.2.10) solves
∂tw˜∗ − |λ1|
d+ 2α
y · ∂yw˜∗ = |λ1| w˜∗ − cδφ1(yr(t))δw˜1+δ∗ , y ∈ Rd, t > 0, (1.2.11)
where w˜∗ will be a supersolution (respectively subsolution) to (1.2.10) for δ = δ1
(respectively δ = δ2). Equation (1.2.11), completed with an initial condition w˜∗(·, 0)
to be chosen later, has, once again, an explicit solution. Noticing that, for any y ∈ Rd,
the function ψ(t) := w˜∗(yr(t)−1, t)−δ solves for t > 0
ψ′(t) = − |λ1| δ
(
ψ(t)− cδφ(y)δ |λ1|−1
)
,
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we get for all y ∈ Rd and t > 0
w˜∗(y, t) =
|λ1| w˜∗(yr(t), 0)δ
cδφ1(yr(t))δw˜∗(yr(t), 0)δ + e−δ|λ1|t (|λ1| − cδφ1(yr(t))δw˜∗(yr(t), 0)δ) .
As in the case f(x, u) = µ(x)u− u2, it is natural to specialise
w˜∗(y, 0) =
1
1 + |y|d+2α .
Since φ1 is bounded and t tends to +∞, the family of functions associated to the
equation (1.2.11), depending on a constant a > 0 and a function b defined on R+, is
v˜∗(x, t) =
a
(1 + b(t) |x|(d+2α)δ) 1δ
, u˜∗(x, t) = φ1(x)v˜∗(x, t). (1.2.12)
Note that this analysis is consistent with the case f(x, u) = µ(x)u − u2, since for
δ = 1, the function u˜∗ is equal to u˜ defined in (1.2.9).
In the sequel, we prove that adjusting the constant a > 0 and the function b(t) ∈
(0, 1] asymptotically proportional to e−δ|λ1|t, the function u˜∗ serves as a supersolution
(for δ = δ1) or a subsolution (for δ = δ2) to (1.1.1).
1.3 Effect of (−∆)α on u˜∗
The previous formal analysis consisted in neglecting the diffusive terms in (1.2.7). In
this section, we quantify the effect of the operators (−∆)α on the function u˜∗, given
in (1.2.12). From (1.2.3), it is sufficient to study the effect of (−∆)α and K˜, defined
in (1.2.2), on the function v˜∗, given in (1.2.12).
Let us define γ, any constant that satisfies
γ ∈
{
[0, 2α) if 0 < α < 1
2
,
(2α− 1, 1] if 1
2
6 α < 1.
(1.3.1)
Note that the constant γ does not exist if α = 1, which confirms that our results
are not valid if the diffusion is represented by the standard Laplace operator (α = 1).
The following lemma, stated in [24] without proof and independently proved in [21]
for functions of class C2(Rd), answers the question. It is quite simple, but we give its
details for completeness.
Lemma 1.3.1. Let K˜ and γ be defined respectively in (1.2.2) and (1.3.1). Let h be a
real positive function in C1,α(Rd), radially symmetric, decreasing in |x| and satisfying,
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for a constant β ∈ (0, d + 2α], h(x) = O(|x|−β) as |x| tends to +∞. If there exists a
constant η > 1 + α such that, uniformly in y ∈ B1(0), we have
|h(x)− h(x+ y)−∇h(x).y| |y|−η = O(|x|−β) as |x| → +∞, (1.3.2)
then there exists a constant D > 1 such that for all x ∈ Rd and all λ ∈ (0, 1] :
|(−∆)α(h(λx))| 6 λ
2αD
1 + (λ |x|)β and
∣∣∣K˜(h(λx))∣∣∣ 6 λ2α−γD
1 + (λ |x|)β . (1.3.3)
Remark 1.3.2. The proof is valid for any constant γ > 2α− 1. However, we want the
diffusive terms of (1.2.7) to be negligible, that is why we need to suppose γ < 2α.
Remark 1.3.3. From the definitions of v˜∗ and u˜∗ in (1.2.12), it is easy to guess that
this lemma will be used with
β = d+ 2α, λ = b(t)
1
(d+2α)δ and h(x) =
1
(1 + |x|(d+2α)δ) 1δ
. (1.3.4)
This function h is clearly positive, radially symmetric, bounded and has an admis-
sible decay at infinity. Its regularity depends on the value of (d+ 2α)δ.
− If (d+ 2α)δ > 2, then h is C2(Rd) and its second derivative decays like |x|d+2α−2
for large values of |x|. Consequently, it satisfies all the assumptions of Lemma
1.3.1.
− If (d+2α)δ < 2, the function h is C1(Rd). Its derivative h′ behaves like |x|(d+2α)δ−1
for values of |x| in a neighbourhood of 0. Since δ satisfies (1.1.3), h′ is Cα close
to 0. Thus, h satisfies all the assumptions of Lemma 1.3.1.
Thus, with the notations of (1.3.4), we have v˜∗(x, t) = ah(λx), and taking D larger
if necessary in Lemma 1.3.1, we get for x ∈ Rd and t > 0
|(−∆)αv˜∗(x, t)| 6 Db(t)
2α
(d+2α)δ v˜∗(x, t) and
∣∣∣K˜v˜∗(x, t)∣∣∣ 6 Db(t) 2α−γ(d+2α)δ v˜∗(x, t), (1.3.5)
where γ is defined in (1.3.1).
Since b(t) is expected to behave like e−δ|λ1|t as t tends to +∞, from the definition
of γ, we conclude that the term (−∆)αu˜∗(x, t) should be negligible as time goes to
+∞ and has the same decay as u˜∗ for large values of |x|.
Proof : We first prove the estimate that concerns (−∆)α in (1.3.3). Since h ∈
C1,α(Rd) ∩ L∞(Rd), using section 3.1 of [80] for instance, we conclude that (−∆)αh
exists and is bounded. We also know that this operator is 2α-homogeneous. Thus, we
only need to prove that for all x ∈ Rd
|(−∆)αh(x)| 6 D
1 + |x|β . (1.3.6)
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Taking D large enough, it is sufficient to prove the result for large values of |x|.
We define for x ∈ Rd
I1(x) = Cd,α
∫
|y|61
h(x)− h(x+ y)
|y|d+2α dy and I2(x) = Cd,α
∫
|y|>1
h(x)− h(x+ y)
|y|d+2α dy,
so that (−∆)αh = I1 + I2. It is usual (see [40] or [80] for example) to write I1 as
I1(x) = Cd,α
∫
|y|61
h(x)− h(x+ y) +∇h(x) · y
|y|d+2α dy.
Assumption (1.3.2) gives the existence of a constant η > 1 + α such that for |x|
large enough :
|I1(x)| 6 C
∫
|y|61
|y|η
|x|β |y|d+2αdy 6
D1
|x|β , (1.3.7)
where C and D1 are positive constants depending on α and d.
As for I2, for |x| large enough, we have
|I2(x)| 6 Cd,α
∫
|y|>1
h(x)
|y|d+2αdy + Cd,α
∫
|y|>1
h(x+ y)
|y|d+2α dy
6 C|x|β + Cd,α
∫
|y|> |x|
2
h(x+ y)
|y|d+2α dy + Cd,α
∫
16|y|6 |x|
2
h(x+ y)
|y|d+2α dy.
For |y| 6 |x|
2
, we have |x+ y| > |x| − |y| > |x|
2
, and the assumptions on h lead to
h(x+ y) 6 h
(x
2
)
6 C|x|β ,
for a positive constant C. This implies
|I2(x)| 6 C|x|β +
2d+2αCd,α
|x|d+2α
∫
Rd
h(z)dz +
C
|x|β
∫
16|y|
1
|y|d+2αdy 6
C
|x|β ,
where C is a positive constant. Thus, there exists a constant D2 > 0 such that for all
x ∈ Rd
|I2(x)| 6 D2
1 + |x|β . (1.3.8)
With (1.3.7) and (1.3.8), we have the estimate (1.3.6) on (−∆)αh, which proves
the first inequality of (1.3.3).
We now prove the second inequality of (1.3.3), that concerns the operator K˜. With
the change of variables x˜ = λx, with λ > 0, in the expression (1.2.2) of K˜(h(λx)), we
have
K˜(h(λx)) = λ2αCd,α
∫
Rd
φ1(x)− φ1(λ−1x˜)
|λx− x˜|d+2α (h(λx)− h(x˜))dx˜.
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Since φ1 ∈ C1(Rd) ∩ L∞(Rd) and h ∈ C1(Rd) ∩ L∞(Rd), this integral converges in
Rd. For x ∈ Rd, we have to estimate
J(x) = λ2αCd,α
∫
Rd
φ1(λ
−1x)− φ1(λ−1x˜)
|x− x˜|d+2α (h(x)− h(x˜))dx˜,
at point λx. We define for x ∈ Rd and t > 0
J1(x) = λ
2αCd,α
∫
B1(x)
φ1(λ
−1x)− φ1(λ−1x˜)
|x− x˜|d+2α (h(x)− h(x˜))dx˜,
and J2(x) = λ2αCd,α
∫
Rd\B1(x)
φ1(λ
−1x)− φ1(λ−1x˜)
|x− x˜|d+2α (h(x)− h(x˜))dx˜,
so that J = J1 + J2 in Rd.
− Estimate of J2 : Since φ1 is bounded, the function |J2| is bounded from above
in a similar fashion as |I2|. Thus, there exists a constant D3 > 0 such that for
all x ∈ Rd
|J2(x)| 6 D3
1 + |x|β . (1.3.9)
− Estimate of J1 : Since φ1 is C1(Rd), we get for x ∈ Rd and t > 0 :
|J1(x)| 6 Cd,α
∫
B1(x)
λ2α−γ |x− x˜|γ
|x− x˜|d+2α supz∈(x,x˜) |∇h(z)| |x− x˜| dx˜ 6 Cλ
2α−γ,
(1.3.10)
where C > 0 is a constant and γ is defined in (1.3.1). This inequality imposes
the condition γ 6 1.
To get an upper bound that decays like |x|−β for large values of |x|, it is sufficient
to know the behaviour of J1(x) for large values of |x|. From (1.3.2) and the
behaviour of h at infinity, the function supz∈(x,x˜) |∇h(z)| decays faster than |x|−β
for large values of |x|. Consequently, we have a more precise estimate than
(1.3.10), that is, for |x| large enough, and t > 0 :
|J1(x)| 6 Cλ
2α−γ
|x|β
∫
B1(x)
1
|x− x˜|d+2α−γ−1dx˜ 6
Cλ2α−γ
|x|β , (1.3.11)
where C is a positive constant. This inequality imposes γ > 2α− 1.
Finally, for any λ ∈ (0, 1], using (1.3.9) and (1.3.11), we have the existence of a
constant D4 > 0 such that for x ∈ Rd and t > 0 :
|J(x)| 6 λ
2α−γD4
1 + |x|β .
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At the point λx, this inequality implies for x ∈ Rd and t > 0∣∣∣K˜(h(λx))∣∣∣ 6 λ2α−γD4
1 + (λ |x|)β .
Taking D = max
i∈J1,4KDi ends the proof.
1.4 Construction of subsolutions and supersolutions
The following lemma makes explicit the choice of the constant a and the function b(t)
in the expression of u˜∗ in (1.2.12), in order to have supersolutions and subsolutions to
(1.1.1).
Lemma 1.4.1. Let φ1 be the principal eigenfunction of the operator (−∆)α−∂uf(x, 0)I,
δ1, δ2, cδ1, cδ2 be given by Hypothesis 1.1.2 and γ be defined in (1.3.1). Taking D
larger if necessary in Lemma 1.3.1, we set
M := D
(
(minφ1)
−1 + 1
)
> min(1, |λ1|). (1.4.1)
For any positive constants a, a, B, B, we define for x ∈ Rd and t > 0
u(x, t) =
aφ1(x)
(1 + b(t) |x|(d+2α)δ1) 1δ1
with b(t) = (−M |λ1|−1 +B−
2α−γ
(d+2α)δ1 e
2α−γ
d+2α
|λ1|t)−
d+2α
2α−γ δ1 ,
and
u(x, t) =
aφ1(x)
(1 + b(t) |x|(d+2α)δ2) 1δ2
with b(t) = (M |λ1|−1 +B−
2α−γ
(d+2α)δ2 e
2α−γ
d+2α
|λ1|t)−
d+2α
2α−γ δ2 .
The following two facts are true.
− For any constant B > 1, we set
t0 =
d+ 2α
(2α− γ) |λ1| ln(2M |λ1|
−1B
2α−γ
(d+2α)δ1 ), (1.4.2)
so that for t > t0
Be−δ1|λ1|t 6 b(t) 6 1. (1.4.3)
If a > (2δ1Mc−1δ1 )
1
δ1 (minφ1)
−1, then u is a supersolution to (1.1.1) for t > t0.
− If B ∈ (0, (|λ1| 2−1M−1)
d+2α
2α−γ δ2) and a ∈ (0, (maxφ1)−1(2−1δ2 |λ1| cδ2)
1
δ2 ), then the
function b satisfies, for all t > 0,
0 6 b(t) 6 Be−δ2|λ1|t 6 B 6 1 and b(0) >
(
2
3
) d+2α
2α−γ δ2
B, (1.4.4)
and u is a subsolution to (1.1.1) for t > 0.
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Proof : We first construct a supersolution u of the form u˜∗ given by (1.2.12) with
δ = δ1. We have to find a and b(t), that we denote by a and b(t), such that
u(x, t) = φ1(x)v˜∗(x, t) =
aφ1(x)
(1 + b(t) |x|(d+2α)δ1) 1δ1
is a supersolution to (1.1.1).
We take D > |λ1| in (1.3.5) and define M by (1.4.1). Given any constant B > 1,
let b be the solution to
b
′
(t) + δ1Mb(t)
2α−γ
(d+2α)δ1
+1
+ δ1 |λ1| b(t) = 0,
b(0) =
(
−M |λ1|−1 +B−
2α−γ
(d+2α)δ1
)− d+2α
2α−γ δ1
,
(1.4.5)
whose explicit solution is
b(t) =
(
M |λ1|−1 +B−
2α−γ
d+2α e
|λ1| 2α−γ(d+2α)δ1 t
)− d+2α
2α−γ δ1
.
Let t0 be given by (1.4.2). For t > t0, inequality (1.4.3) is obvious, and implies
b(t)
2α
(d+2α)δ1 6 b(t)
2α−γ
(d+2α)δ1 . Using λ1 < 0, Hypothesis 1.1.2 on f and (1.3.5), we get
for x ∈ Rd and t > t0
∂tu+ (−∆)αu − f(x, u) = φ1∂tv˜∗ + φ1(−∆)αv˜∗ − K˜v˜∗ − |λ1|u+ ∂uf(x, u)− f(x, u)
> aφ1 |x|
d+2α
δ1(1 + b(t) |x|(d+2α)δ1)
1
δ1
+1
(
−b′(t)− δ1Mb(t)
2α−γ
(d+2α)δ1
+1 − δ1 |λ1| b(t)
)
+
aφ1
(1 + b(t) |x|(d+2α)δ1) 1δ1 +1
(
−δ1Mb(t)
2α−γ
(d+2α)δ1 − δ1 |λ1|+ cδ1aδ1φδ11
)
.
We use (1.4.5) and choose a > (2δ1Mc−1δ1 )
1
δ1 (minφ1)
−1 to make the right hand side
to be greater than or equal to 0.
The construction of a subsolution of the form
u(x, t) = φ1(x)v˜∗(x, t) =
aφ1(x)
(1 + b(t) |x|(d+2α)δ2) 1δ2
,
is done in a similar fashion. Given any B ∈
(
0, (M−12−1 |λ1|)
d+2α
2α−γ δ2
)
, we consider b
the solution to  b
′(t)− δ2Mb(t)
2α−γ
(d+2α)δ2
+1
+ δ2 |λ1| b(t) = 0,
b(0) =
(
M |λ1|−1 +B−
2α−γ
(d+2α)δ2
)− d+2α
2α−γ δ2
.
(1.4.6)
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An explicit expression of b is
b(t) = (M |λ1|−1 +B−
2α−γ
(d+2α)δ2 e|λ1|
2α−γ
d+2α
t)−
d+2α
2α−γ δ2 .
Since B ∈
(
0, (M−12−1 |λ1|)
d+2α
2α−γ δ2
)
and M > |λ1|, for all t > 0, we have (1.4.4).
As previously, with Hypothesis 1.1.2 on f , we have
∂tu+ (−∆)αu − f(x, u) = φ1∂tv˜∗ + φ1(−∆)αv˜∗ − K˜v˜∗ − |λ1|u+ ∂uf(x, u)− f(x, u)
6 aφ1 |x|
d+2α
δ2(1 + b(t) |x|(d+2α)δ2)
1
δ2
+1
(
−b′(t) + δ2Mb(t)
2α−γ
(d+2α)δ2
+1 − δ2 |λ1| b(t)
)
+
aφ1
(1 + b(t) |x|(d+2α)δ2) 1δ2 +1
(
δ2Mb(t)
2α−γ
(d+2α)δ2 − δ2 |λ1|+ cδ2aδ2φδ21
)
.
Finally, using (1.4.6) and taking a ∈ (0, (maxφ1)−1(2−1δ2 |λ1| cδ2)
1
δ2 ), we get a
subsolution to (1.1.1) for t > 0.
1.5 Proof of Theorem 1.1.3
The first point of Theorem 1.1.3 to be proved is the existence of a constant cλ > 0 and
a time tλ > 0 such that, for t > tλ
{x ∈ Rd | |x| > cλe
|λ1|
d+2α
t} ⊂ {x ∈ Rd | u(x, t) < λ}. (1.5.1)
From Lemma 1.4.1, we know that u is a supersolution to (1.1.1) as soon as t > t0,
where t0 is given by (1.4.2). To make it above u for such times, it remains to compare
these two solutions at time t0.
Let us fix B > 1. Due to the assumption (1.1.4) on u0, there exist constants β > 1
and Aβ > 1, such that for |x| > Aβ,
u0(x) 6
β
|x|d+2α .
We set
a1 = 2
1
δ1Ad+2αβ (minφ1)
−1 max
|x|6Aβ
u0(x). (1.5.2)
In order to use the maximum principle, we have to verify that, given any constant
B > 1 and a > max(2Mβ(minφ1)−1, a1), where a1 is defined in (1.5.2), we have
u0 6 u(·, t0).
Using (1.4.3), a simple computation gives
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− if |x| > Aβ : u(x, t0) > β|x|d+2α > u0(x),
− if |x| 6 Aβ : u(x, t0) > a1 minφ1
(1 + A
(d+2α)δ1
β )
1
δ1
> max
|x|6Aβ
u0(x) > u0(x).
Finally, using the maximum principle and (1.4.3), we get for all x ∈ Rd and t > 0
u(x, t) 6 u(x, t+ t0) =
aφ1(x)
(1 + b(t+ t0) |x|(d+2α)δ1)
1
δ1
6 aφ1(x)
(1 +Be−δ1|λ1|te−δ1|λ1|t0 |x|(d+2α)δ1) 1δ1
.
For any λ > 0, we set
cd+2αλ = λ
−1B
− 1
δ1 e|λ1|t0amaxφ1,
which proves (1.5.1) for tλ = t0.
We now prove the second point of Theorem 1.1.3, that is the existence of constants
ε > 0, Cε > 0, tε > 0 such that, for all t > tε
u(x, t) > ε, if |x| 6 Cεe
|λ1|
d+2α
t. (1.5.3)
Let us define
t1 > max
{
(2−1δ2 |λ1| cδ2)
2α
dδ2 , (minu+)
− 2α
d ,
(
3M |λ1|−1
) 2α
2α−γ
}
. (1.5.4)
We prove that u(·, t) is above u(·, t − t1), for all t > t1. We first compare u(·, t1)
and u(·, 0). From Hypothesis 1.1.2 on f , for all x ∈ Rd and t > t1, we have
f(x, u) 6 ∂uf(x, 0)u− cδ1u1+δ1 6 (max ∂uf(x, 0)− cδ1uδ1)u.
The standard maximum principle applied to (1.1.1) gives
u ∈
[
0, (c−1δ1 max ∂uf(x, 0))
1
δ1
]
.
Thus, from Hypothesis 1.1.2 once again, we have
f(x, u) > ∂uf(x, 0)u− cδ2u1+δ2 > −cµu,
where
cµ = max
(
0, cδ2(c
−1
δ1
max ∂uf(x, 0))
δ2
δ1 −min ∂uf(x, 0)
)
.
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From the proof of Lemma 2.2 in [26] , we know that for |x| > 1
u(x, t1) >
ct1e
−cµt1
t
d
2α
+1
1 + |x|d+2α
, (1.5.5)
where c ∈ (0, 1) is a constant. For |x| 6 1, we use Theorem 1.2 in [16] to have
u(x, t1) > 2−1 minu+. To get a subsolution, we choose
a =
ce−cµt1
2t
d
2α
1 maxφ1
and B =
(
3
2
) d+2α
2α−γ δ2
t
−( d
2α
+1)δ2
1 . (1.5.6)
Simple computations give :
− for |x| 6 1 : u(x, 0) 6 amaxφ1 = 2−1ct−
d
2α
1 e
−cµt1 6 2−1 minu+ 6 u(x, t1),
− for |x| ∈ (1, t
1
2α
1 ), we have |x|d+2α 6 t
d
2α
+1
1 and using (1.5.5) :
u(x, 0) 6 amaxφ1 = 2−1ct
− d
2α
1 e
−cµt1 6 ct1e
−cµt1
t
d
2α
+1
1 + |x|d+2α
6 u(x, t1),
− for |x| > t
1
2α
1 , we have |x|d+2α > t
d
2α
+1
1 and using (1.4.4) and (1.5.6) :
u(x, 0) 6 amaxφ1
b(0)
1
δ2 |x|d+2α
6
(
2
3
) d+2α
2α−γ amaxφ1
B
1
δ2 |x|d+2α
=
ct1e
−cµt1
2 |x|d+2α 6 u(x, t1).
Thus, we have u(·, 0) 6 u(·, t1) in Rd.
From the choice of t1 done in (1.5.4), the constants a and B imposed in (1.5.6)
satisfy the assumptions of Lemma 1.4.1. Consequently u, defined in the same lemma,
is a subsolution to (1.1.1) for t > t1. By the maximum principle applied to (1.1.1), we
have for all x ∈ Rd and t > t1
u(x, t− t1) 6 u(x, t).
Finally, we define
ε =
aminφ1
2
1
δ2
and Cd+2αε = e
−|λ1|t1B−
1
δ2 ,
and take x such that |x| < Cεe
|λ1|
d+2α
t. Using (1.4.4), we have for t > t1 and x ∈ Rd
u(x, t) >
aminφ1
(1 +Beδ2|λ1|t1C(d+2α)δ2ε )
1
δ2
=
aminφ1
2
1
δ2
= ε, (1.5.7)
which proves (1.5.3) for tε = t1.
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1.6 Proof of Theorem 1.1.4
Let u+ be the unique bounded positive steady solution to (1.1.1). For all β > 1, the
function βu+ is a supersolution to (1.1.1). For any initial condition u0 that satisfies
the hypotheses of Theorem 1.1.4, the standard principle comparison applied to (1.1.1)
gives for all t > 0 and all x ∈ Rd
u(x, t) 6 βu+(x).
The important part of Theorem 1.1.4 is to prove that there exist a constant cβ > 0
and a time tβ > 0 such that
for all t > tβ and for all |x| 6 cβe
|λ1|
d+2α
t, β−1u+(x) 6 u(x, t). (1.6.1)
The proof, detailed later, is based on the fact that, for any constants t > 0 and
c > 0, we can cover the ball of radius ce
|λ1|
d+2α
t, centered at 0, by a finite number of
balls with radius M ∈ (0, ce |λ1|d+2α t) large enough, in a sense explained later. Then, on
each ball of radius M , we use the usual notations and known results recalled in what
follows.
For any λ > 0, we consider the Cauchy problem
∂tuM + (−∆)αuM = f(x, uM), x ∈ BM , t > 0,
uM(x, t) = 0, x ∈ Rd \BM , t > 0,
uM0 (x, 0) = λ1BM (x), x ∈ Rd.
(1.6.2)
The principal eigenvalue λM,1 of (−∆)α−∂uf(x, 0)I in BM is defined as the unique
real number such that there exists a function φM,1 satisfying
(−∆)αφM,1 = ∂uf(x, 0)φM,1 + λM,1φM,1, x ∈ BM , t > 0,
φM,1(x, t) = 0, x ∈ Rd \BM , t > 0,
φM,1 > 0, ‖φM,1‖∞ = 1.
In the sequel, for any M > 0, uM,+ denotes the unique positive bounded steady
solution to (1.6.2).
− Result 1 : From Theorem 5.1 in [16], if λM,1 < 0, then the solution uM to
(1.6.2) tends to uM,+ as t goes to +∞. In other words, for all β1 > 1, there
exists tM,β1 > 0, that depends on M and β1, such that, for all t > tM,β1 and all
x ∈ BM ,
β−11 uM,+(x) 6 uM(x, t) 6 β1uM,+(x). (1.6.3)
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− Result 2 : The functionM 7→ λM,1 is decreasing, and from Theorem 1.1 in [16],
we have
lim
M→+∞
λM,1 = λ1 < 0.
− Result 3 : Assume M > 0 is such that λM,1 < 0. The function M 7→ uM,+ is
non decreasing and bounded from above by u+. By standard elliptic estimates
and by the uniqueness of u+, we have
lim
M→+∞
uM,+(x) = u+(x), on every compact sets.
Consequenlty, for all β2 > 1, there exists Mβ2 > 0 such that
for all M >Mβ2 and all x ∈ BM , uM,+(x) > β2−1u+(x). (1.6.4)
We can now prove (1.6.1). Let β > 1 and β˜ ∈ (1, β). In the sequel, Mβ˜ is given
by (1.6.4), with β2 = β˜. Since λ1 < 0, Result 2 gives the existence of a constant
M > max
i∈J1,dK(`i,Mβ˜), where the constants `i, defined in (1.1.2), are linked to the period
cell of ∂uf(x, 0), such that
λM,1 < 0.
In what follows, the constants ε > 0, Cε > 0 and tε > 0 are the one obtained
in the second point of Theorem 1.1.3. We set t˜1 = max
(
tε,
d+2α
|λ1| ln(MCε)
)
+ 1 and
C˜ε =
1
2
(Cε −Me−
|λ1|
d+2α
t˜1) > 0, so that
M < Cεe
|λ1|
d+2α
t˜1 − C˜εe
|λ1|
d+2α
t˜1 < Cεe
|λ1|
d+2α
t˜1 .
For tM,β1 the time obtained in (1.6.3) with β1 = ββ˜−1 > 1, we define tβ = t˜1 +tM,β1 ,
and cβ = C˜εe−
|λ1|
d+2α
tM,β1 . Take t > tβ. Theorem 1.1.3 gives
u(x, t− tM,β1) > ε, for all |x| < Cεe
|λ1|
d+2α
(t−tM,β1 ). (1.6.5)
We cover the ball of radius C˜εe
|λ1|
d+2α
(t−tM,β1 ) and centered at the origin by a finite
number N of balls BM(zj) of radiusM , centered at points zj ∈ Rd. SinceM > max
i∈J1,dK `i,
taking N larger if necessary, we can consider that, for all j ∈ J1, NK, zj ∈ d∏
i=1
`iZ.
Since ∂uf(x, 0) is periodic in each xi-variable, the function vj defined in Rd × R+
by
for all j ∈ J1, NK, vj(·, ·) = u(· − zj, ·)
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is the solution to (1.1.1) with initial datum equal to u0(· − zj) in Rd. Using (1.6.5),
we can apply the maximum principle to (1.6.2), to get for all x ∈ BM ,
vj(x, t) > uM(x, tM,β1), (1.6.6)
where uM is the solution to (1.6.2) with λ = ε.
From Result 1 and Result 3, we have for all x ∈ BM
uM(x, tM,β1) > β˜β−1uM,+(x) > β−1u+(x). (1.6.7)
Thus, for all j ∈ J1, NK, all x ∈ BM , (1.6.6) and (1.6.7) lead to
vj(x, t) > β−1u+(x).
Since
N⋃
j=1
BM(zj) covers the ball of radius C˜εe
|λ1|
d+2α
(t−tM,β1 ), centered at 0, we have
u(x, t) > β−1u+(x), for all |x| 6 C˜εe
|λ1|
d+2α
(t−tM,β1 ) = cβe
|λ1|
d+2α
t.
This is true for all t > tβ, which ends the proof.
1.7 Numerical simulations in space dimension 2
The aim of this section is to get further information about the constant cλ that appears
in Theorem 1.1.3, and more precisely to understand its dependence on the initial
condition u0. Indeed, for any direction e ∈ Sd−1, is there a universal function C(e) > 0,
such that, for all λ ∈ (0,minu+), the family of functions xλ(t) defined by u(xλ(t), t) =
λ, satisfies, for large times,
|xλ(t)| ∼
t→+∞
C(e)e
|λ1|
d+2α
t ? (1.7.1)
In other words, is there a universal shape of the level sets of the solution to problem
(1.1.1), may be depending on the decay at infinity of the initial condition?
We will see that the result is far from obvious, as will already be clear from the
study of the homogeneous model. We thank Professor H. Berestycki for raising this
question.
Let us therefore investigate the homogeneous model in R2 :{
∂tu+ (−∆)αu = u− u2, R2, t > 0,
u(x, 0) = u0(x), x ∈ R2,
(1.7.2)
where u0 is a piecewise continuous, nonnegative and non identically equal to 0 function,
and we carry out numerical computations. Our simulations tend to suggest that there
1.7. Numerical simulations in space dimension 2 43
is symmetrisation of the level sets as soon as |x|2+2α u0(x) tends to 0 as |x| tends to
infinity.
Let us describe the numerical procedure. The solution to (1.7.2) will be denoted
by T tu0, where T t is the semi flow associated with (1.7.2). A natural approach to
estimate T tu0 is based on the decomposition of the Cauchy problem (1.7.2) into simpler
subproblems that are explicitely solvable. The most popular and widely used is the
Strang splitting, explained below.
We split problem (1.7.2) into two evolution problems with explicit solutions and we
treat them individually using specialised numerical algorithms. The two subproblems
under consideration are the following.
− The first step of the splitting treats the diffusive part of (1.7.2), which is{
∂tv + (−∆)αv = 0, R2, t > 0,
v(x, 0) = v0(x), x ∈ R2,
(1.7.3)
for any function v0 ∈ C1,α(R2) ∩ L∞(R2). The solution to (1.7.3) is denoted by
X tv0 and is explicitely given, for x ∈ R2 and t > 0, by
X tv0(x, t) = F−1
(
ξ 7→ e−|ξ|2αtF(v0)(ξ)
)
(x),
where F and F−1 are respectively the Fourier transform and the inverse Fourier
transform in the space variable. The solutionX tv0 is computed with Fast Fourier
Transform techniques.
− The nonlinear part of (1.7.2) appears in the second step of the splitting, and is
given by the ordinary differential equation :{
∂tw = w − w2, R2, t > 0,
w(x, 0) = w0(x), x ∈ R2,
(1.7.4)
for any function w0 : R2 → R. The solution, denoted by Y tw0, has the explicit
expression
Y tw0(x, t) =
w0(x)
w0(x) + (1− w0(x))e−t .
This does not require any numerical approximation.
The two Strang approximation formulas are given in [82], for t > 0, by
St1u0 = X
t
2Y tX
t
2u0, S
t
2u0 = Y
t
2X tY
t
2u0. (1.7.5)
The study of the convergence of these approximations to T tu0 is not the aim of this
work; general results are given for example in [52]. In our case, both approximations
S1 and S2 lead to the same results.
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The following numerical computations are done in the domain (−2000, 2000) ×
(−2000, 2000). We investigate different initial conditions and distinguish the cases
α = 1 and α ∈ (0, 1), for which the fundamental solution pα has a completely different
decay at infinity. Indeed, recall that pα satisfies, for all x ∈ R2 and t > 0 :
pα(x, t) =
e−
|x|2
4t
4pit
, if α = 1,
B−1t
t
1
α
+1 + |x|2+2α 6 pα(x, t) 6
Bt
t
1
α
+1 + |x|2+2α , if α ∈ (0, 1).
First, we treat a spherical initial datum u01, for which the level sets are also spher-
ical. This gives an indication of the validity of our numerical procedure. Then, we
consider four non symmetric initial conditions u0i, for i ∈ J2, 5K, all with level set of
value 0,5 given by Figure 1.1, but with different decays at infinity :
− u02 compactly supported,
− u03 decaying strictly faster than the heat kernel pα,
− u04 decaying exactly like the heat kernel pα,
− u03 decaying slower than the heat kernel pα.
The explicit expression of u0i, for i ∈ J2, 5K, will be given later.
Figure 1.1: Shape of the level set of value 0, 5 of the initial data.
Let us start with the following spherical initial condition :
u01(x1, x2) = e
− 1
25
(|x1|2+|x2|2),
for which the level sets are also spherical. The shape of the level sets of the solution
to (1.7.2), with u01 as initial datum, is given on Figure 1.2 for times smaller than 15.
Surprisingly enough, such times are large enough to have a correct approximation of
the speed of propagation.
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Figure 1.2: Level sets of value 0, 5 of the solution u to (1.7.2), starting from u01,
at successive times t = 0, 2.5, 5, ..., 30, for α = 1 on the left and at successive times
t = 0, 2.5, 5, ..., 15, for α = 0, 5 on the right.
For α = 1, in any directions, the distance between two successive level sets is con-
stant as time grows, whereas for α = 1
2
, this distance becomes larger with time, which
illustrates the infinite speed of propagation. More precisely, the level sets displayed
on Figure 1.2 give, let us say for n ∈ J1, 7K, sequences ρn and tn = 2, 5n, that satisfy,
for any θ ∈ [0, 2pi],
u(ρn cos(θ), ρn sin(θ), tn) =
1
2
.
The left side of Figure 1.2 gives, for n ∈ J2, 6K, ρn+1 − ρn close to 5, which cor-
responds, according to our time scale, to the expected KPP velocity equal to 2. The
right side of this figure gives, for n ∈ J3, 6K, ρn+1
ρn
close to 2,3 , which corresponds to
the expected value e
2,5
2+2α for α = 1
2
. This analysis enables us to take any time t > 10
as stopping criterion, when considering non symmetric initial conditions.
From now on, we consider non symmetric initial conditions with level set of value
0,5 displayed on Figure 1.1. We begin with the following compactly supported initial
condition :
u02(x1, x2) =
{
e−
1
25
(|x1|+|x2|)2 , if (x1 > 0 or x2 > 0) and |x1|+ |x2| 6 20,
0, otherwise.
For α = 1, the shape of the level sets corresponds to the one described by Jones in
[57], and reproved by Berestycki in Theorem 2.9 of [10], where the proof is flexible and
does not depend on the nonlinearity. This result shows an asymptotic symmetrisation
of the solution to (1.7.2). This means that, in the limit of t→ +∞, the level sets, once
rescaled to be at finite distance, have their normal at every point going through the
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same fixed point. It is also known (see [77]) that the level sets may have perturbations
of order one, that survive for all times. This result is illustrated by Figure 1.3.
Figure 1.3: Level sets of value 0, 5 of the solution u to (1.7.2), with α = 1, starting
from u02, at successive times t = 0, 2.5, 5, ..., 17.5.
For α ∈ (0, 1), the proof of Berestycki does not apply (at least right away), but the
result of symmetrisation, in the sense of Jones in [57], seems to be true, as illustrated
by Figure 1.4. Note that, as expected, the smaller α is, the greater the speed of
propagation is.
Figure 1.4: Level sets of value 0, 5 of the solution u to (1.7.2), starting from u02, with
α = 0, 5 on the left and α = 0, 8 on the right, at successive times t = 0, 2.5, 5, ..., 12.5.
Before solving (1.7.2) with other non symmetric initial conditions, we want to
illustrate the method used to prove Theorem 1.1.3. Indeed, recall that, in the formal
analysis done in section 1.2 for α ∈ (0, 1), we rescale the space variable and neglect the
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diffusive term. This reveals that, the diffusive term (−∆)αu in (1.7.2) only plays a role
for small times, having a regularisation effect on the initial condition. Thus, after a
time t0 > 0, the diffusion seems not to have an impact on the solution to (1.7.2). The
right side of Figure 1.5 compares the level sets of value 0, 5 of the solution u to (1.7.2),
starting from u02, with those of the solution to the ordinary differential equation
∂tv = v − v2, x ∈ R2, t > t0, (1.7.6)
starting from u(·, t0), with t0 = 8. The similarity between the level sets of these two
solutions is a good indication that the diffusive term seems not to act after a time
t0 > 0, time from which the ordinary differential equation (1.7.6) gives the behaviour
of the solution. The left side of Figure 1.5 compares the level sets of the same solutions,
but in the case α = 1. In this case, the level sets of the solution to (1.7.6), that starts
at u(·, 8), are expected to grow like √t. This confirms that the method set up for
α ∈ (0, 1), does not apply to standard diffusion (α = 1), for which the term −∆u in
(1.7.2) acts at any time.
Figure 1.5: Level sets of value 0, 5 of the solution u to (1.7.2), starting from u02
(in black) and of the solution to (1.7.6) starting at u(·, 8) (in red dotted lines), with
α = 1, at successive times t = 0, 2.5, 5, ..., 30 on the left and α = 0, 5, at successive
times t = 0, 2.5, 5, ..., 15 on the right.
We now consider the initial datum u03, that decays faster than the heat kernel pα :
u03(x1, x2) =

{
e−
1
25
(|x1|+|x2|)3 , if x1 > 0 or x2 > 0,
0, otherwise,
if α = 1,
(
1 + (|x1|+|x2|)
4
25
)−1
, if x1 > 0 or x2 > 0,
0, otherwise,
if α ∈ (0, 1).
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Figure 1.6 shows that in both cases α = 1 and α = 1
2
, we have symmetrisation of
the level sets.
Figure 1.6: Level sets of value 0, 5 of the solution u to (1.7.2), starting from u03, with
α = 1 on the left and α = 0, 5 on the right, at successive times t = 0, 2.5, 5, ..., 15.
This reveals that, for any α ∈ (0, 1) and any initial conditions decaying faster than
the heat kernel pα, there might exist a universal function C(e) > 0, depending on a
direction e ∈ Sd−1, that satisfies (1.7.1), that is to say such that
|xλ(t)| ∼
t→+∞
C(e)e
|λ1|
d+2α
t,
where u(xλ(t), t) = λ, for all λ ∈ (0,minu+).
The non symmetric initial datum u04, that we now consider, decays like the heat
kernel pα.
− For α = 1, u04 is defined by
u04(x1, x2) =
{
e−
1
25
(|x1|+|x2|)2 , if x1 > 0 or x2 > 0,
0, otherwise.
It is well known (see [61] for instance) that the level sets of the solution u to
(1.7.2) move at the finite speed 2, at large times, which is readable on Figure
1.7.
− For α ∈ (0, 1), u04 is defined by
(
1 + (|x1|+|x2|)
2+2α
25
)−1
, if x1 > 0 or x2 > 0,
0, otherwise.
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Figure 1.7: Level sets of value 0, 5 of the solution u to (1.7.2) with α = 1, starting
from u04, at successive times t = 0 in red and t = 2.5, 5, ..., 20 in black.
From Theorem 1.1.5, we know that the propagation is exponential in time with
an exponent equal to 1
d+2α
.
Figure 1.8: Level sets of value 0, 5 of the solution u to (1.7.2), starting from u04, at
successive times t = 0, 2.5, 5, ..., 15, for α = 0, 5 on the left and α = 0, 8 on the right.
On Figure 1.8, we can see, in both cases α = 0, 5 and α = 0, 8, an homogeneous
dilation of the level sets as soon as t is greater than 10. Indeed, the structure
of the initial datum seems to be preserved as time grows. This shows that
there exists no universal function C(e) > 0 that satisfies (1.7.1) for such initial
conditions.
Note that the spherical part obtained in both cases α = 0, 5 and α = 0, 8, in the
left lower quadrant, is due to the initial condition being equal to 0 in this part
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of the plane. For any time t > 0, the solution u(·, t) behaves in this quadrant
like the symmetric function pα, that is to say, it decays like |x|−(2+2α) for large
values of |x|.
Finally, we consider :
u05(x1, x2) =

(
1 + (|x1|+|x2|)
2
25
)−1
, if x1 > 0 or x2 > 0,
0, otherwise,
that decays slower than the fundamental solution pα in both cases α = 1 and α ∈ (0, 1).
The results are given on Figure 1.9.
Figure 1.9: Level sets of value 0, 5 of the solution u to (1.7.2), starting from u05, at
successive times t = 0, 2.5, 5, 7.5, for α = 1 on the left and α = 0, 5 on the right.
For α = 1, from [51], we know that the level sets of the solution u to (1.7.2), starting
from u05, move exponentially fast in time, with an exponent equal to 14 , at large times.
The left side of Figure 1.9 shows that the initial structure of u05 is preserved as time
grows. If x = (x1, x2) belongs to the quadrant where x1 and x2 are both negative, then
u05(x) = 0, and consequently, at any time t > 0, the solution u(·, t) decays like e− |x|
2
4t ,
for large values of |x|. This explains the linear propagation in time in this quadrant
in the left side of Figure 1.9. On the contrary, if x = (x1, x2) is such that x1 > 0 or
x2 > 0, then the speed of propagation is infinite as rigorously proved in [51].
For α = 1
2
, Theorem 1.1.5 does not apply with u05 as initial condition. However, it
is natural to think that the initial structure of u05 is preserved as time grows. Moreover,
we may expect the speed of propagation to be exponential in time with exponent equal
to 1
2+2α
, in the quadrant where x1 < 0 and x2 < 0, and equal to 14 in the three other
quadrants. This intuition is illustrated by the right side of Figure 1.9. Indeed, the
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distance between two successive level sets is close to 2,8 in the bottom left quadrant,
that corresponds to an exponential propagation in time with exponent 1
2+2α
, whereas
this distance is close to 3,5 in the other quadrants, that corresponds to an exponential
propagation in time with exponent 1
4
.

Chapter 2
Monotone systems
2.1 Introduction
In this chapter, we focus on the large time behaviour of the solution u = (ui)mi=1, for
m ∈ N∗, to the fractional reaction-diffusion system :{
∂tui + (−∆)αiui = fi(u), x ∈ Rd, t > 0,
ui(x, 0) = u0i(x), x ∈ Rd.
(2.1.1)
We consider that at least one equation has a fractional diffusive term, that is to
say
for all i ∈ J1,mK, αi ∈ (0, 1] and α := minJ1,mKαi < 1.
As general assumptions, for all i ∈ J1,mK, we impose the initial condition u0i to
be nonnegative, non identically equal to 0, continuous and to satisfy
u0i(x) = O(|x|−(d+2αi)) as |x| → +∞. (2.1.2)
We also assume that, for all i ∈ J1,mK, the function fi satisfies fi(0) = 0 and that
system (2.1.1) is cooperative, which means :
fi ∈ C1(Rm) and ∂jfi > 0, on Rm, for j ∈ J1,mK, j 6= i. (2.1.3)
The aim of this chapter is to understand the time asymptotic location of the level
sets of the solution to (2.1.1), using the method described in the introduction of the
thesis. We prove that the speed of propagation is exponential in time, with a precise
exponent depending on the smallest index α = min
i∈J1,mKαi and on the principal eigenvalue
of the matrix DF (0) where F = (fi)mi=1. This exponent does not depend on the
direction of propagation.
In what follows, and without loss of generality, we suppose that αi+1 6 αi for all
i ∈ J1,m − 1K. Before stating the main results, we need some additional hypotheses
on the nonlinearities fi, for all i ∈ J1,mK.
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(H1) The principal eigenvalue λ1 of the matrix DF (0) is positive,
(H2) There exists Λ > 1 such that, for all s = (si)mi=1 ∈ Rm+ satisfying |s| > Λ, we have
fi(s) 6 0,
(H3) For all s = (si)mi=1 ∈ Rm+ satisfying |s| 6 Λ, Dfi(0)s− fi(s) > cδ1si1+δ1 ,
(H4) For all s = (si)mi=1 ∈ Rm+ satisfying |s| 6 Λ, Dfi(0)s− fi(s) 6 cδ2 |s|1+δ2 ,
(H5) F = (fi)mi=1 is globally Lipschitz on Rm,
where the constants cδ1 and cδ2 are positive and independent of i ∈ J1,mK, and for all
j ∈ {1, 2}
δj >
2
d+ 2α
.
This lower bound on δ1 and δ2 is a technical assumption to make the supersolution
and subsolution to (2.1.1), we construct, to be regular enough.
Remark 2.1.1. From hypothesis (H2), we deduce that the positive vector M = Λ1,
where 1 is the vector of size m with all entries equal to 1, is a supersolution to (2.1.1),
if the initial condition u0 = (u0i)mi=1 is smaller than M .
Before going further on, let us state at least one example of nonlinearity F satisfying
all the assumptions (2.1.3) and (H1) to (H5). Let A = (aij)mi,j=1 be a matrix, with
negative non diagonal entries and with positive principal eigenvalue. For a constant
Λ > 1, for all i ∈ J1,mK and all s ∈ Rm, we define
fi(s) = As− φi(si),
where
φi(si) =

si |si|δ , if |si| 6 Λ− 1,
χ(si), if Λ− 1 6 |si| 6 Λ,
aii |si| , if |si| > Λ,
with δ > 2
d+2α
, and χ a smooth function defined in R, chosen so that φi ∈ C1(R),
which implies fi ∈ C1(Rm). These choices easily ensure (2.1.3), (H1) and (H5) since
DF (0) = A. Moreover, for all s ∈ Rm+ such that |s| > Λ, we have
fi(s) =
m∑
j=1
aijsj − aiisi 6 0,
from the choice of A, which proves that (H2) is satisfied. The assumptions (H3) and
(H4) are easily fulfilled taking δ1 = δ2 = δ and
cδ1 = min
(
min
s˜∈R, Λ−16|s˜|6Λ
χ(s˜)
Λ1+δ
, 1
)
, cδ2 = max
(
max
Λ−1
2
6|s˜|6Λ
χ(s˜)
(Λ− 1)1+δ , 1
)
.
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We are now in a position to state our main theorem. We consider the Banach
space C0(Rd), with the L∞(Rd) norm and we set D0(Ai) the domain of the operator
Ai = (−∆)αi in C0(Rd). In what follows, we assume that, for all i ∈ J1,mK, the
initial condition u0i is in D0(Ai). The following theorem proves that the solution u to
(2.1.1) move exponentially fast in time with an exponent equal to λ1
d+2α
, where λ1 is
the principal eigenvalue of DF (0) and α = mini∈J1,mK αi.
Theorem 2.1.2. Let d > 1 and assume that F = (fi)mi=1 satisfies (2.1.3), (H1),
(H2), (H3), (H4) and (H5). Let u be the solution to (2.1.1) with u0 = (u0i)mi=1 such
that for all i ∈ J1,mK, u0i is nonnegative, non identically equal to 0, continuous and
satisfies (2.1.2). Then, there exists τ > 0 large enough such that, for all i ∈ J1,mK,
the following two facts are satisfied :
a) For every µi > 0, there exists a constant c > 0 such that,
ui(x, t) < µi, for all t > τ and |x| > ce
λ1
d+2α
t.
b) There exist constants εi > 0 and C > 0 such that,
ui(x, t) > εi, for all t > τ and |x| < Ce
λ1
d+2α
t.
This theorem only gives the location of the level sets of small values. The conver-
gence of the solution to (2.1.1) to the stationary state is proved in [85].
This chapter is dedicated to the proof of Theorem 2.1.2. First, in sections 2.2 and
2.3, we present some preliminaries in which we prove the existence and uniqueness of
mild solutions for cooperative systems. We also state a comparison principle for this
type of solutions. The results established by Cabré and Roquejoffre in [26] are easily
adaptable to our system (2.1.1), that is why we have chosen to adopt this framework.
We extend the principle comparison to classical solutions that have a particular decay
at infinity. In section 2.4, we prove that our solution has the correct decay. This prove
Step 1 of the method presented in the introduction of the thesis. A more original - and
involved - part is to set an algebraically lower bound for the solution to (2.1.1), which
is done in section 2.5 and corresponds to Step 3 of the method described in B.1.. The
proof of Theorem 2.1.2 relies on the construction of explicit classical supersolutions
and subsolutions, as set in Step 2 and Step 4 of the method. The computations are
inspired from the results of Chapter 1. This is done in section 2.6.
2.2 Mild solutions
In order to state the existence of a unique solution of the system (2.1.1), we consider
a Banach space of functions X and G : [0,+∞) × Xm → Xm, G = (Gi(u, t))mi=1 a
function that satisfies, for all i ∈ J1,mK,
Gi ∈ C1(Xm × [0,+∞);X),
Gi(·, t) is globally Lipschitz in Xm uniformly in t > 0,
(2.2.1)
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where Xm is the product space endowed with the norm ‖u‖Xm =
m∑
i=1
‖ui‖ , where ‖·‖
denotes the norm on X.
We are interested in the nonlinear problem{
∂tu+ Lu = G(u, t), t > 0, x ∈ Rd,
u(x, 0) = u0(x), x ∈ Rd,
(2.2.2)
where L = diag((−∆)α1 , ..., (−∆)αm), u = (ui)mi=1 and u0 ∈ Xm.
As in [26], we define the map Nu0 : C([0, T ];X)m → C([0, T ];X)m by
Nu0(u)(t) := Ttu0 +
∫ t
0
Tt−sG(u(s), s)ds,
where Tt = diag(Tt,1, ..., Tt,m), and, for all i ∈ J1,mK, Tt,iw = pαi(·, t) ? w.
Adapting the computations given in section 2 of [26] to the product space Xm, we
can prove that there exists u ∈ C([0, T ];X)m such that
u = lim
i→+∞
(Nu0)
i(u0),
where u0(t) = Ttu0. The limit u is the unique fixed point of Nu0 . In what follows, we
prove that u is the unique mild solution of (2.2.2).
Given any 0 < T < T ′, by uniqueness, the mild solution in (0, T ′) must coincide in
(0, T ) with the mild solution defined in (0, T ). Thus, under assumption (2.2.1) on the
source term G, the mild solution to (2.2.2) extends uniquely to all t ∈ [0,+∞), i.e., it
is global in time.
Let u = (ui)mi=1 be the unique mild solution of (2.2.2). We define
Hi(w, t) = Gi(u1, ..., ui−1, w, ui+1, ..., um, t),
so that
Hi ∈ C1(X × [0,+∞);X),
Hi(·, t) is globally Lipschitz in X uniformly in t > 0.
(2.2.3)
Consider the problem{
∂twi + (−∆)αiwi = Hi(wi, t), x ∈ Rd, t > 0,
wi(x, 0) = u0i(x), x ∈ Rd.
(2.2.4)
Following the computations of section 2.3 in [26], we conclude that, for any T > 0,
this problem has a unique mild solution in C([0, T ];X), given by wi = ui. Thus, if
the initial datum belongs to the domain D(Ai) in X of Ai = (−∆)αi , we have further
regularity in t of the mild solution ui, that we will denote by ui(t) in the sequel. Under
hypothesis (2.2.3), the mild solution ui of (2.2.4) satisfies
ui ∈ C1([0, T );X) and, if u0i ∈ D(Ai), ui([0, T )) ⊂ D(Ai), (2.2.5)
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and is a classical solution, i.e., a solution satisfying (2.2.4) pointwise for all t ∈ (0, T ).
Doing the same procedure for all i ∈ J1,mK and for all T > 0, we conclude that
u = (ui)
m
i=1 is a global in time classical solution to (2.2.2).
Remark 2.2.1. If u is the solution to system (2.2.2) with u0 ∈ Xm, and G satisfies
(2.2.1), then for any a ∈ R, u˜(t) = eatu(t) is the mild solution to (2.2.2) with u0 ∈ Xm,
and G replaced by G˜ defined on Xm × [0,+∞) by G˜(u˜, t) = au˜+ eatG(e−atu˜, t). This
fact is proved in the same way as in [26].
From now on, we consider the Banach space X = C0(Rd) and set, for all i ∈ J1,mK,
Gi(u, t)(x) := fi(u(x)),
so that Gi satisfies (2.2.1). Since fi ∈ C1(Rm) and fi(0) = 0, the map
u ∈ C0(Rd)m 7→ fi(u) ∈ C0(Rd)
is continuously differentiable. Thus, by the previous considerations and (H5), there
is a unique mild solution u to (2.1.1), starting from u0 ∈ Xm. If the initial datum
u0 belongs to
∏m
i=1D0(Ai), where D0(Ai) is the domain of Ai = (−∆)αi in C0(Rd),
then the mild solution u satisfies (2.2.5) for all T > 0, and is a global in time classical
solution.
2.3 Comparison principles
2.3.1 Comparison principle for mild solutions
Before proving Theorem 2.1.2, we need to establish a comparison principle for mild
solutions in the Banach space X = C0(Rd).
Theorem 2.3.1. For every j ∈ {1, 2}, set F j = (f ji )mi=1 where, for all i ∈ J1,mK,
f ji is C1(Rm), satisfies (2.1.3) and is globally Lipschitz. Let uj = (u
j
i )
m
i=1 be the mild
solution to
∂tu
j + Luj = F j(uj),
with initial condition uj(·, 0) ∈ Xm. If, for all i ∈ J1,mK, f 1i 6 f 2i in Rm and
u1i (·, 0) 6 u2i (·, 0) in Rd, then
u1i (x, t) 6 u2i (x, t) for all (x, t) ∈ Rd × [0,+∞).
Proof : We set a = max
i∈J1,mK,j∈{1,2}Lip(f ji ), where Lip(f ji ) denotes the Lipschitz constant
of f ji , and for i ∈ J1,mK, j ∈ {1, 2} and t > 0, we define f˜ ji on Rm × [0,+∞) by
f˜ ji (v, t) = avi + e
atf ji (e
−atv).
58 Chapter 2. Monotone systems
For i ∈ J1,mK and j ∈ {1, 2}, by the choice of a and since f˜ ji satisfy (2.1.3), the
function f˜ ji is nondecreasing in its first argument. Since f 1i 6 f 2i in Rm, we have at
any time t > 0, f˜ 1i (·, t) 6 f˜ 2i (·, t).
For j ∈ {1, 2}, we define F˜ j = (f˜ ji )mi=1, and consider the system{
∂tu˜
j + Lu˜j = F˜ j(u˜j, t) x ∈ Rd, t > 0,
u˜j(·, 0) = uj0, x ∈ Rd.
(2.3.1)
From Remark 2.2.1, we know that u˜j(·, t) = eatuj(·, t) is the solution to (2.3.1),
where uj is the mild solution defined in Theorem 2.3.1. Therefore, it is enough to
prove that u˜1 6 u˜2 on Rd× (0,+∞). Consider the mapping N j for j = {1, 2}, defined
by
N j(w)(·, t) := Ttuj0 +
∫ t
0
Tt−sF˜ j(w(·, s), s)ds.
Taking u0,j(·, t) = Ttuj0, we know that
u˜j = lim
n→+∞
(N j)n(u0,j).
Thus, by a standard induction argument, we only need to show that, for all n ∈ N,
(N1)n(u0,1) 6 (N2)n(u0,2) on Rd × [0,+∞). (2.3.2)
Since, for all i ∈ J1,mK and j ∈ {1, 2}, u1i (0, ·) 6 u2i (0, ·), f˜ ji is nondecreasing in its
first argument and f˜ 1i 6 f˜ 2i , then inequality (2.3.2) is true. This ends the proof of the
theorem.
Remark 2.3.2. If, for all i ∈ J1,mK, we suppose f 1i 6 f 2i in Rm+ , and 0 6 u1i (·, 0) 6
u2i (·, 0) in Rd, we obtain the same result as in Theorem 2.3.1.
Remark 2.3.3. Since F (0) = 0, Theorem 2.3.1 enables us to conclude that the solution
u = (ui)
m
i=1 to (2.1.1), starting from a non negative initial condition in Xm, satisfies
ui(x, t) > 0 for all (x, t) ∈ Rd × [0,+∞) and all i ∈ J1,mK.
2.3.2 Comparison principle for classical solutions
Now, we state the following comparison principle for classical solutions, required by
Step 1 of the method given in the introduction of the thesis. This result will be
useful in the following sections to deal with subsolutions and supersolutions to (2.1.1).
Indeed, we have not devised a mild representation for subsolutions and supersolutions
to this system, consequently the comparison principle stated in Theorem 2.3.1 will
not, strictly speaking, be applicable.
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Theorem 2.3.4. Let u = (ui)mi=1 and v = (vi)mi=1 be functions in C1([0,+∞);C0(Rd))m∩
m∏
i=1
D0((−∆)αi) such that, for all i ∈ J1,mK,
∂tui + (−∆)αiui 6 fi(u), and ∂tvi + (−∆)αivi > fi(v),
where fi satisfies (2.1.3). If for all i ∈ J1,mK and x ∈ Rd, ui(x, 0) 6 vi(x, 0) and for
all t > 0
ui(x, t) = O(|x|−(d+2α)) and vi(x, t) = O(|x|−(d+2α)) as |x| → +∞, (2.3.3)
then
u(x, t) 6 v(x, t) for all (x, t) ∈ Rd × R+.
Remark 2.3.5. The assumptions on u and v done in (2.3.3) are not optimal and seem
to be restrictive, but are sufficient to prove our main result. In fact, in Lemma 2.4.2,
we prove that the solution to (2.1.1) has the decay at infinity required by (2.3.3) and
thus satisfies the hypotheses of Theorem 2.3.4.
Proof : For all i ∈ J1,mK, we define
wi := ui − vi.
Then wi satisfies wi(x, 0) 6 0 and, in Rd × R+, we have
∂twi + (−∆)αiwi 6 fi(u)− fi(v) =
∫ 1
0
Dfi(σu+ (1− σ)v)dσ · (u− v)
=
∫ 1
0
Dfi(ζσ)dσ · w, (2.3.4)
where ζσ = σu+(1−σ)v. Let T > 0. By assumption, for all i ∈ J1,mK, the function wi
belongs to C1([0,+∞);C0(Rd)) and, consequently, there exist two positive constants
C1(T ) and C2(T ) such that, for all (x, t) ∈ Rd × [0, T ],
|wi(x, t)| 6 C1(T ) and |∂twi(x, t)| 6 C2(T ). (2.3.5)
By (2.3.3), for all t ∈ [0, T ], we also have
wi(x, t) = O(|x|−(d+2α)) as |x| → +∞. (2.3.6)
Let w+i be the positive part of wi. Since, for all i ∈ J1,mK, wi ∈ D0((−∆)αi), we
have ∫
Rd
w+i (−∆)αiwidx > 0.
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Thus, using (2.3.5) and (2.3.6), we can multiply each term of (2.3.4) by w+i and
integrate over Rd to get∫
Rd
w+i ∂twidx+
∫
Rd
w+i (−∆)αiwidx 6
∫
Rd
w+i
∫ 1
0
Dfi(ζσ)dσ · wdx. (2.3.7)
Since (w+i )2 and ∂t
[
(w+i )
2
]
are continuous in Rd × (0, T ), and since wi satisfies
(2.3.3), we also have
d
dt
[∫
Rd
(w+i )
2dx
]
=
∫
Rd
∂t
[
(w+i )
2
]
dx.
Moreover, since the system is cooperative (i.e. ∂jfi > 0 on [0,M ]), we have, for all
i ∈ J1,mK
1
2
d
dt
[∫
Rd
(w+i )
2dx
]
6
∫
Rd
∫ 1
0
∂ifi(ζσ)dσ(w
+
i )
2dx+
m∑
j=1,j 6=i
∫
Rd
∫ 1
0
∂jfi(ζσ)dσw
+
i w
+
j dx
6 C
m∑
j=1
∫
Rd
(w+j )
2dx,
where C is a constant that depends on m and T . Thus, for t ∈ [0, T ], we have
d
dt
[
m∑
j=1
∫
Rd
(w+j )
2dx
]
6 C
m∑
j=1
∫
Rd
(w+j )
2dx.
Finally Gronwall’s inequality gives
0 6
m∑
j=1
∫
Rd
(w+j )
2dx 6 eCt
m∑
j=1
∫
Rd
(w+j (0, x))
2dx = 0,
which proves that, for all j ∈ J1,mK and all (x, t) ∈ Rd × [0, T ],
wj(x, t) 6 0.
2.4 Upper bound for the solution to (2.1.1)
In this section, we prove that the solution u to (2.1.1) fulfills the hypothesis (2.3.3) of
Theorem 2.3.4.
From (H5), we know that, for all i ∈ J1,mK, the functions fi satisfy for all j ∈ J1,mK
|∂jfi(s)| 6 Lip(fi), for all s ∈ Rm,
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where Lip(fi) is the Lipschitz constant of fi. Taking a = max
i∈J1,mKLip(fi), we have for
all s = (si)mi=1 > 0
fi(s) =
∫ 1
0
Dfi(σs)dσ · s 6
∣∣∣∣∣
m∑
j=1
sj
∫ 1
0
∂jfi(σs)dσ
∣∣∣∣∣ 6 a
m∑
j=1
sj. (2.4.1)
Let us consider v = (vi)mi=1 the mild solution of the following system{
∂tv + Lv = Bv, x ∈ Rd, t > 0,
v(·, 0) = u0, Rd,
(2.4.2)
where B = (bij)mi,j=1 is a matrix with bij = a for all i, j ∈ J1,mK. By (2.4.1) and
Remark 2.3.2, we conclude that
u 6 v, in Rd × [0,+∞).
Since u0 belongs to the domain
∏m
i=1D0(Ai), u and v are global in time classical
solutions. Taking Fourier transform in space in each term of system (2.4.2), we have{
∂tF(v) = (A(|ξ|) +B)F(v), ξ ∈ Rd, t > 0,
F(v)(·, 0) = F(u0), Rd,
where A(|ξ|) = diag(−|ξ|2α1 , ...,−|ξ|2αm). Thus, we have
F(v)(t, ξ) = e(A(|·|)+B)tF(u0)(ξ),
and for all x ∈ Rd and all t > 0 :
u(x, t) 6 v(x, t) = F−1(e(A(|·|)+B)t) ? u0(x). (2.4.3)
In what follows, we prove that for each time t > 0, the solution u of (2.1.1) decays
as |x|−d−2α for large values of |x|, which proves that u satisfies (2.3.3). Due to (2.4.3)
and since u0 satisfies (2.1.2), we only need to prove that the entries of F−1(e(A(|·|)+B)t)
have the desired decay. To estimate from above these quantities, as done in [20] and
[75], we need to rotate the integration line of a small angle ε > 0 in the expression of
F−1(e(A(|·|)+B)t). The following lemma will be needed when doing this rotation.
Lemma 2.4.1. For all z ∈
{
z ∈ C | | arg(z)| < pi
4α1
}
and t > 0, we have :
1. the following estimate :∣∣e(A(z)+B)t∣∣ 6 e(m2|B|−|z|2α1 cos(2α1 arg(z)))t + e(m2|B|−|z|2α cos(2α1 arg(z)))t, (2.4.4)
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2. the existence of a locally bounded function C2 : (0,+∞)→ R+ such that
|It(z)| 6 C2(t)(|z|2α1e−|z|2α cos(2α1 arg(z))t + |z|2αe−|z|2α1 cos(2α1 arg(z))t), (2.4.5)
where
It(z) :=
∫ t
0
e(t−s)(A(z)+B)[esB, A(z)]esA(z)ds. (2.4.6)
Proof : Let z be in {z ∈ C | | arg(z)| < pi
4α1
}. Consider, for j ∈ J1,mK, the system{
∂tw = (A(z) +B)w, z ∈ C, t > 0,
w(z, 0) = ej z ∈ C,
where ej is the jth vector of the canonical basis of Rd. Thus, we have
w(z, t) = e(A(z)+B)tej. (2.4.7)
Multiply the equation solved by w by the conjugate transpose w and take the real
part to get
1
2
∂t |w|2 +
m∑
l=1
cos(2αl arg(z)) |z|2αl |wl|2 = Re(Bw.w) 6 m2 |B| |w|2 .
The choice of arg(z), Gronwall’s Lemma and equation (2.4.7) end the proof of the
first point of the lemma.
To prove (2.4.5), it is sufficient to notice that, for s ∈ [0, t], we have∣∣∣esA(|z|ei arg(z))∣∣∣ 6 e−|z|2α cos(2α1 arg(z))s + e−|z|2α1 cos(2α1 arg(z))s,
and ∣∣[esB, A(|z| ei arg(z))]∣∣ 6 C(s)(|z|2α + |z|2α1),
where C : (0,+∞)→ R+ is a locally bounded function. Due to (2.4.4), we also have∣∣∣e(A(|z|ei arg(z))+B)(t−s)∣∣∣ 6 e(m2|B|−|z|2α1 cos(2α1 arg(z)))(t−s) + e(m2|B|−|z|2α cos(2α1 arg(z)))(t−s).
These three estimates end the proof of the lemma.
We are now in position to prove that u, the solution to (2.1.1), satisfies the as-
sumption of our comparison principle for classical solutions.
Lemma 2.4.2. Let d > 1 and let u = (ui)mi=1 be the mild solution of system (2.1.1),
with initial condition u0 satisfying (2.1.2) and reaction term F = (fi)mi=1 satisfying
(2.1.3) and hypotheses (H1) to (H5). Then, for all i ∈ J1,mK, there exists a locally
bounded function C1 : (0,+∞) → R+ such that for all t > 0 and for large values of
|x|, we have
ui(x, t) 6
C1(t)
|x|d+2α .
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We split the proof of Lemma 2.4.2 into two cases. First, for the sake of simplicity,
we consider the one space dimension case to underline the idea of the proof. The
higher space dimension case is treated after and requires the use of the Bessel function
of first kind and the Whittaker function.
Proof for d = 1: In this proof, we denote by C : (0,+∞) → R+ any locally
bounded function. As explained before, from (2.4.3), we only have to find an upper
bound to the entries of F−1(e(A(|·|)+B)t). First, we define for t > 0 and z ∈ C, the
function w by
w(z, t) := etBetA(z).
This function w solves the Cauchy problem{
∂tw = (A(z) +B)w + [e
tB, A(z)]etA(z), z ∈ C, t > 0,
w(z, 0) = Id, z ∈ C,
where [etB, A(z)] = etBA(z) − A(z)etB. By Duhamel’s formula, we get for all z ∈ C
and t > 0 :
et(A(z)+B) = etBetA(z) −
∫ t
0
e(t−s)(A(z)+B)[esB, A(z)]esA(z)ds. (2.4.8)
Thus, for all t > 0 and all x ∈ R, we have
F−1(e(A(|·|)+B)t)(x) =
∫
R
eixξe(A(|ξ|)+B)tdξ =
∫
R
eixξetBetA(|ξ|)dξ −
∫
R
eixξIt(|ξ|)dξ
= etB diag(pα1(x, t), ..., pαm(x, t))−
∫
R
eixξIt(|ξ|)dξ, (2.4.9)
where, for i ∈ J1,mK, pαi is the heat kernel of the operator (−∆)αi in R, that satisfies
for x ∈ R and t > 0
pαi(x, t) =
e−
|x|2
4t√
4pit
, if αi = 1,
B−1t
t
1
2αi
+1
+ |x|1+2αi
6 pαi(x, t) 6
Bt
t
1
2αi
+1
+ |x|1+2αi
, if αi ∈ (0, 1).
(2.4.10)
Since α = min
i∈J1,mKαi ∈ (0, 1), for large values of |x|, we clearly have∥∥etB diag(pα1(x, t), ..., pαm(x, t))∥∥ 6 C(t)|x|1+2α . (2.4.11)
It remains to bound from above the following quantity :∫
R
eixξIt(|ξ|)dξ = 2
∫ +∞
0
cos(|x|r)It(r)dr = 2<e
(∫ +∞
0
ei|x|rIt(r)dr
)
.
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We use the following two facts. First, for all t > 0, the function
z 7→ eixzIt(z)
is holomorphic on C \ {0}. Second, taking ε ∈ (0, pi
4α1
), for δ > 0 (respectively R > 0),
on the arc {±δeiθ, θ ∈ [0, ε]} (respectively {±Reiθ, θ ∈ [0, ε]}), the entries of It tends to
0 as δ tends to 0 (respectively R tends to +∞), due to Lemma 2.4.1. Consequently, we
can rotate the integration line of a small angle 0 < ε < min(pi, pi
4α1
), and the quantity
we have to bound from above becomes∫ +∞
0
ei|x|re
iε
It(re
iε)dr with It(reiε) =
∫ t
0
e(t−s)(A(re
iε)+B)[esB, A(reiε))]esA(re
iε))ds.
From Lemma 2.4.1, we get for large values of |x|∣∣∣∣∫ +∞
0
ei|x|re
iε
It(re
iε)eiεdr
∣∣∣∣ 6 C(t)(∫ +∞
0
e−|x|r sin(ε)r2α1e−r
2α cos(2α1ε)t
+ e−|x|r sin(ε)r2αe−r
2α1 cos(2α1ε)tdr
)
6 C(t)|x|1+2α
(∫ +∞
0
e−r˜ sin(ε)r˜2α1e
− r˜2α|x|2α cos(2α1ε)t
+e−r˜ sin(ε)r˜2αe
− r˜2α|x|2α cos(2α1ε)tdr˜
)
6 C(t)|x|1+2α . (2.4.12)
With (2.4.9), (2.4.11) and (2.4.12), we conclude that for large values of |x| and for
all t > 0 ∣∣F−1(e(A(|·|)+B)t)(x)∣∣ 6 C(t)|x|1+2α ,
which concludes the proof.
Proof for d > 2: As previously, from (2.4.3), we only need to bound from above
the function F−1(e(A(|·|)+B)t). Let t > 0 and |x| > 1. Using the spherical coordinates
system in dimension d > 2 and the definition of the Bessel Function of first kind (see
[1] and [41]), we have
F−1(e(A(|·|)+B)t)(x) = Cd
∫ +∞
0
∫ 1
−1
e(A(r)+B)t cos(|x| rs)rd−1(1− s2) d−32 dsdr
=
Cd
|x| d2−1
∫ +∞
0
e(A(r)+B)tJ d
2
−1(|x| r)r
d
2dr,
where Cd is a positive constant depending on d.
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The matrix e(A(r)+B)t is split into two pieces as done in (2.4.9), to get
F−1(e(A(|·|)+B)t)(x) = etB diag(pα1(x, t), ..., pαm(x, t))−
Cd
|x| d2−1
∫ +∞
0
It(r)J d
2
−1(|x| r)r
d
2dr,
where It has been defined in (2.4.6). Since for x ∈ Rd and t > 0
pαi(x, t) =
e−
|x|2
4t
(4pit)
d
2
, if αi = 1,
Bt
t
d
2αi
+1
+ |x|d+2αi
6 pαi(x, t) 6
Bt
t
d
2αi
+1
+ |x|d+2αi
, if αi ∈ (0, 1),
the first piece of the right hand side has the correct algebraic decay. It remains to
bound from above the second piece. In fact, using the Whittaker function (defined in
[41] for example), we have for all x ∈ Rd and all t > 0 :∫ +∞
0
It(r)J d
2
−1(|x| r)r
d
2dr =
√
2√
pi
<e
(∫ +∞
0
It(r)e
d−1
4
ipiW0, d
2
−1(2i |x| r)r
d−1
2 dr
)
=
√
2pi−1
|x| d+12
<e
(∫ +∞
0
It(r˜ |x|−1)e d−14 ipiW0, d
2
−1(2ir˜)r˜
d−1
2 dr˜
)
.
As done in the one dimension case, taking 0 < ε < min(pi, pi
4α1
) and since the
Whittaker function is bounded on the arc
{
2Rieiθ, θ ∈ [−ε, 0]} for R large, we can
rotate the integration line a small angle −ε. Thus, using (2.4.5), we have the result if
we prove that the following integral∫ +∞
0
∣∣∣W0, d
2
−1(2ir˜e
−iε)
∣∣∣ r˜ d−12 (r˜2α1 + r˜2α)dr˜
is convergent. This integral is finite as proved by the following asymptotic expressions
for W0, d
2
−1 (given in [1]) :
W0, d
2
−1(z) ∼|z|→+∞ e
− z
2 ,
and
W0, d
2
−1(z) ∼|z|→0

−Γ(d−1
2
)−1
(
ln(z) +
Γ′(d−1
2
)
Γ(d−1
2
)
)
z
d−1
2 , if d = 2,
Γ(d− 2)
Γ(d−1
2
)
z
3−d
2 , if d > 3.
Remark 2.4.3. As a consequence of Lemma 2.4.2, we have the enough regularity to
apply Theorem 2.3.4 to the solution to (2.1.1). It is clear that 0 is a subsolution to
(2.1.1), and from Remark 2.1.1, M = Λ1 is a supersolution to (2.1.1). For an initial
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vector u0 = (u0i)mi=1 smaller than M (in the sense that all the functions u0i are smaller
than Λ), we can not directly apply Theorem 2.3.4 to prove that the solution u to
(2.1.1) is bounded from above by the constant vector M , since a constant vector is
not in C0(Rd). However, we can adapt the proof of Theorem 2.3.4 to get this upper
bound on u.
Indeed, let u denote the solution to (2.1.1) with non identically equal to 0 and
continuous initial condition u0 = (u0i)mi=1 satisfying for all i ∈ J1,mK, u0i(x) =
O(|x|−(d+2α)), and 0 6 u0i 6 M in Rd, and reaction term F = (fi)mi=1 satisfying
(2.1.3) and hypotheses (H1) to (H5). From section 2.2, we know that u is a classical
solution to (2.1.1) and at any time t > 0, u(·, t) ∈ C0(Rd).
Consider for x ∈ Rd and t > 0
w(x, t) = (wi(x, t))
m
i=1 = e
−lt(u(x, t)−M),
where l > 0 is the maximum, taken over J1,mK, of the Lipschitz constants of fi. Thus,
for all i ∈ J1,mK, wi solves on Rd × (0,+∞)
∂twi + (−∆)αiwi 6 l(|wi| − wi).
As in the proof of Theorem 2.3.4, we multiply this inequality by the positive part
w+i of wi, and integrate over Rd. All the integrals converge since w
+
i is continuous and
compactly supported. Moreover, we have∫
Rd
l(|wi| − wi)w+i dx = 0,
which leads to the same conclusion as in Theorem 2.3.4. Thus, starting from u0 =
(u0i)
m
i=1 smaller than M , we have
0 6 u(x, t) 6M, for all (x, t) ∈ Rd × [0,+∞).
2.5 Lower bound for the solution to (2.1.1)
The following is the last important result needed to prove Theorem 2.1.2. It corre-
sponds to Step 3 of the method described in section B.1. of the introduction. It sets an
algebraically decaying lower bound for the solutions to the cooperative system (2.1.1).
Recall that M = Λ1, where Λ is given in (H2). From Remark 2.4.3, we know that
if the initial condition is non negative and smaller thanM , then the solution u remains
non negative and smaller than M at any time. Thus it is sufficient to work in the set
{s = (si)mi=1 ∈ Rm | 0 6 s 6M}.
Since for all i ∈ J1,mK, fi(0) = 0, we have for all s = (si)mi=1 ∈ Rm with 0 6 s 6M :
fi(s) =
∫ 1
0
Dfi(σs)dσ · s =
m∑
j=1
sj
∫ 1
0
∂jfi(ζσ)dσ,
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where ζσ = σs ∈ [0,M ]. In the sequel, we use that for all i ∈ J1,mK and j ∈ J1,mK,
∂jfi : [0,M ]→ R is continuous and that the system is cooperative. Consequently, for
all i ∈ J1,mK and j ∈ J1,mK, there exist constants γij > 0 such that for all σ ∈ [0, 1] :
|∂ifi(ζσ)| 6 γii and γij 6 ∂jfi(ζσ). (2.5.1)
Lemma 2.5.1. Let u = (ui)mi=1 be the solution to (2.1.1), with non negative, non
identically equal to 0 and continuous initial condition u0 satisfying (2.1.2) and with
reaction term F = (fi)mi=1 satisfying (2.1.3), (H1), (H2) and (H5). Then, for all
i ∈ J1,mK, x ∈ Rd and t > 1, we have :
ui(x, t) >
c t e−γmmt
t
d
2α
+1 + |x|d+2α
, (2.5.2)
where c is a positive constant, γmm is defined in (2.5.1) and α = min
i∈J1,mKαi.
Proof : We split the proof into three steps.
− Step 1 : we prove (2.5.2) for i = m,
− Step 2 : for all i ∈ J1,m− 1K, t > 1 and s ∈ [0, t− 1], we find a lower bound of
pαi(·, t− s) ? (s
d
2α
+1 + |·|d+2α)−1, that decays like |x|−d+2α for large values of |x|,
− Step 3 : for all i ∈ J1,m − 1K, t > 1 and s ∈ [0, t − 1], we prove that ui(·, t)
can be bounded from below by an expression that only depends on the integral∫ t
0
pαi(·, t− s) ? (s
d
2α
+1 + |·|d+2α)−1ds.
Step 1. By (2.5.1) and since u is a classical solution to (2.1.1), we have for all
x ∈ Rd and t > 0 :
∂tum + (−∆)αmum = fm(u) >
∫ 1
0
∂mfm(ζσ)dσum > −γmmum.
The standard maximum principle of reaction-diffusion equations gives, for all t > 0,
um(x, t) > e−γmmt(pα(·, t) ? u0m)(x). (2.5.3)
Since u0m 6≡ 0 is continuous and nonnegative, there exists a constant R > 0 such
that ∫
BR(0)
u0m(y)dy > 0.
As proved in Lemma 2.2 of [26], one easily sees that, there exists c ∈ (0, 1) such
that for |x| > R and t > 0
pα(·, t) ? u0m(x) > ct
t
d
2α
+1 + |x|d+2α
. (2.5.4)
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For |x| 6 R and t > 0, using the lower bound of pα for α = min
i∈J1,mKαi ∈ (0, 1),
recalled in (2.4.10), we have
pα(t, ·) ? u0m(x) >
∫
BR(0)
B−1tu0m(y)
t
d
2α
+1 + |x− y|d+2α
dy
> ct
t
d
2α
+1 + |x|d+2α
, (2.5.5)
taking c smaller if necessary. Inserting (2.5.4) and (2.5.5) in (2.5.3), we have for x ∈ Rd
and t > 0
um(x, t) >
cte−γmmt
t
d
2α
+1 + |x|d+2α
. (2.5.6)
Step 2. For t > 1 and s ∈ [0, t− 1], we estimate from below the function pαi(·, t− s) ?
pα(·, s), where for x ∈ Rd and t > 0
pαi(x, t) =
e−
|x|2
4t
(4pit)
d
2
, if αi = 1,
and
pαi(x, t) >
B−1t
t
d
2αi
+1
+ |x|d+2αi
, if αi ∈ (0, 1).
Set, for x ∈ Rd, t > 1 and s ∈ [0, t− 1] :
q(x, t, s) = pαi(·, t− s) ?
1
s
d
2α
+1 + |·|d+2α
(x).
− When αi = 1, we have for all x ∈ Rd, t > 1 and s ∈ [0, t− 1]
q(x, t, s) > 1
(4pi(t− s)) d2
∫
Rd
e−
|y|2
4(t−s)
s
d
2α
+1 + |x− y|d+2α
dy
> 1
(4pi(t− s)) d2 (s d2α+1 + |x|d+2α)
. (2.5.7)
− When αi ∈ (0, 1), similarly to (2.5.7), we have for x ∈ Rd, t > 1 and s ∈ [0, t−1]
q(x, t, s) >
∫
Rd
1
((t− s) d2αi+1 + |y|d+2αi)(s d2α+1 + |x− y|d+2α)
dy
> (t− s)
− d
2αi
s
d
2α
+1 + |x|d+2α
. (2.5.8)
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Step 3. Using (2.5.1), we have for i ∈ J1,m− 1K, x ∈ Rd and t > 0
∂tui + (−∆)αiui = fi(u) >
∫ 1
0
∂mfi(ζσ)dσum +
∫ 1
0
∂ifi(ζσ)dσui > γimum − δiui,
where δi > max(γii, γmm + 1). The maximum principle of reaction-diffusion equations
and Duhamel’s formula give for all (x, t) ∈ Rd × R+ :
ui(x, t) > e−δitpαi(·, t) ? u0i(x) + γime−δit
∫ t
0
pαi(·, t− s) ? um(·, s)eδisds,
> γime−δit
∫ t−1
0
pαi(·, t− s) ? um(·, s)eδisds.
Using (2.5.6) and inequalities (2.5.7), (2.5.8) obtained in Step 2, we get the exis-
tence of a positive constant c1 such that for all x ∈ Rd, t > 1
ui(x, t) > cγime−δit
∫ t−1
0
se−γmmspαi(·, t− s) ? (s
d
2α
+1 + |·|d+2α)−1(x) eδisds
> c1te
−γmmt
t
d
2α
+1 + |x|d+2α
. (2.5.9)
Inequalities (2.5.6) and (2.5.9) prove the lemma, taking c = min(c1, c).
2.6 Proof of Theorem 2.1.2
Inspired by the formal analysis done in section 1.2, we look for an explicit supersolution
(respectively subsolution) to (2.1.1) of the form
v(x, t) =
a(
1 + b(t) |x|δ(d+2α)
) 1
δ
φ1. (2.6.1)
In this expression, b is a time continuous function asymptotically proportional to
e−δ1λ1t, φ1 = (φ1,i)mi=1 ∈ Rm is the normalized principal eigenvector ofDF (0) associated
to the principal eigenvalue λ1, and δ is equal to δ1 (respectively δ2) defined in (H3)
(respectively (H4)). Since the system is cooperative, Perron-Frobenius Theorem gives
φ1 > 0.
The effect of the fractional Laplacian (−∆)αi on the function v defined by (2.6.1)
is given by Lemma 1.3.1 taking
β = d+ 2α ∈ (0, d+ 2αi], λ = b(t)
1
(d+2α)δ , and h(x) =
1(
1 + |x|δ(d+2α)
) 1
δ
.
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Since δ(d+2α) > 2, the function h is of class C2(Rd) and satisfies all the assumptions
of Lemma 1.3.1. Consequently, taking D larger if necessary in Lemma 1.3.1, we have
for all i ∈ J1,mK, t > 0 and x ∈ Rd
| (−∆)αivi(x, t) |6 Db(t)
2αi
δ(d+2α)vi(x, t). (2.6.2)
The end of this chapter is devoted to Step 4 of the method given in the introduction
of the thesis. A classical supersolution (respectively subsolution) to (2.1.1) of the form
(2.6.1), with appropriate choices of a, δ and b(t), is constructed and used to prove
Lemma 2.6.1 (respectively Lemma 2.6.2). These two lemmas lead to the proof of
Theorem 2.1.2.
Lemma 2.6.1. Let d > 1 and u be the solution to (2.1.1) with non negative, non
identically equal to 0 and continuous initial condition u0 satisfying (2.1.2) and F =
(fi)
m
i=1 satisfying (2.1.3), (H1), (H2), (H3) and (H5). Then, for every µ = (µi)mi=1 > 0,
there exists a constant cµ > 0 such that, for all t > τ , with τ > 0 large enough{
x ∈ Rd | |x| > cµe
λ1
d+2α
t
}
⊂ {x ∈ Rd | u(x, t) < µ} .
Proof : The proof is in the same spirit as the one done in Chapter 1. For the sake of
completeness, we write it in the case of monotone systems. We consider the function
u of the form (2.6.1), on Rd × R+, with δ = δ1 defined in (H3). The idea is to adjust
a > 0 and b(t) asymptotically proportional to e−δ1λ1t, so that the function u serves as
supersolution of (2.1.1). In the sequel, a is any positive constant satisfying
a >
(
D + λ1
cδ1
) 1
δ1
max
i∈J1,mK
(
1
φ1,i
)
,
where cδ1 is defined in (H3), and D > 0 is given by (2.6.2). For any constant B ∈
(0, (1 +Dλ−11 )
− δ1(d+2α)
2α ), we consider the following ordinary differential equation
b′(t)+ δ1Db(t)
2α
δ1(d+2α)
+1
+ δ1λ1b(t) = 0, b(0) =
(
−Dλ−11 +B−
2α
δ1(d+2α)
)− d+2α
2α
δ1
, (2.6.3)
whose solution is given by
b(t) =
(
−Dλ−11 +B−
2α
δ1(d+2α) e
2αλ1
d+2α
t
)− d+2α
2α
δ1
.
For all t > 0, we have b(t) > 0 and more precisely
Be−δ1t 6 b(t) 6 b(0) 6 1. (2.6.4)
Defining
L(ui) = ∂tui + (−∆)αiui − fi(u),
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and using (2.6.2), we have for all i ∈ J1,mK
L(ui) = ∂tui + (−∆)αiui −Dfi(0)u+ [Dfi(0)u− fi(u)]
> −aφ1,i
δ1
(
1 + b(t) |x|δ1(d+2α)
) 1
δ1
+1
{
b′(t) + δ1Db(t)
2α
δ1(d+2α)
+1
+ δ1λ1b(t)
}
|x|δ1(d+2α)
+
aφ1,i(
1 + b(t) |x|δ1(d+2α)
) 1
δ1
+1
{
−Db(t) 2αδ1(d+2α) − λ1 + cδ1φδ11,iaδ1
}
> 0.
Before using the comparison principle given in Theorem 2.3.4 to compare u and u,
we need to take into account initial data. Since u0 satisfies (2.1.2), there exists a time
t0 > 0 such that, for all i ∈ J1,mK,
u0i 6 ui(·, t0).
Thus, Theorem 2.3.4 gives for all t > 0, all x ∈ Rd and all i ∈ J1,mK :
ui(x, t) 6 ui(x, t+ t0). (2.6.5)
For any (µi)mi=1 > 0, we define for i ∈ J1,mK the constants
cd+2αi := aφ1,ie
λ1t0 [µiB
1
δ1 ]−1 and c = max
i∈J1,mK ci.
Thus, if |x| > ce λ1d+2α t, then, using (2.6.4) for all t > 0 and all i ∈ J1,mK, we have
ui(x, t) 6 ui(x, t+ t0) =
aφ1,i
(1 + b(t+ t0) |x|δ1(d+2α))
1
δ1
< µi.
Lemma 2.6.2. Let d > 1 and u be the solution to (2.1.1) with non negative, non
identically equal to 0 and continuous initial condition u0 satisfying (2.1.2) and with a
source term F = (fi)mi=1 satisfying (2.1.3), (H1), (H2), (H4) and (H5). Then, for all
i ∈ J1,mK, there exist constants εi > 0, Cεi > 0 and t1 > 0 large enough such that,
ui(x, t) > εi, for all t > t1 and |x| < Cεie
λ1
d+2α
t.
Proof : As in the previous proof, we consider the function u of the form (2.6.1), on
Rd × R+, with δ = δ2 defined in (H4). Since for any i ∈ J1,mK, ui(·, 0) 6 u0i may not
hold, we look for a time t1 > 0 such that ui(·, 0) 6 ui(t1, ·). Without loss of generality,
we can assume that D is greater than λ1, where D is given by (2.6.2). We choose
t1 > max(1, 2Dλ−11 ) and set
a =
c e−γmmt1
2 max
i∈J1,mKφ1,i t
d
2α
1
and B =
(
2
t1
) d+2α
2α
δ2
, (2.6.6)
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where c is defined in Lemma 2.5.1. Thus we have
a 6
 mini∈J1,mKφ1,i λ1
2cδ2
 1δ2 and B 6 (Dλ−11 )− d+2α2α δ2 ,
where cδ2 is given by (H4). Similarly to the proof of Lemma 2.6.1, we define
b(t) =
(
Dλ−11 +B
− 2α
δ2(d+2α) e
2αλ1
d+2α
t
)− d+2α
2α
δ2
,
and using (2.6.2) and (H4), we can state for all i ∈ J1,mK
∂tui + (−∆)αiui − fi(u) 6 0, in Rd × [0,+∞).
From Lemma 2.5.1, we have for all i ∈ J1,mK and all x ∈ Rd
ui(t1, x) >
ct1e
−γmmt1
t
d
2α
+1
1 + |x|d+2α
.
By (2.6.6), we deduce
ct1e
−γmmt1
(
1 + b(0) |x|δ2(d+2α)
) 1
δ2 > c
2
t1e
−γmmt1
(
1 + b(0)
1
δ2 |x|d+2α
)
> aφ1,i
(
t
d
2α
+1
1 + |x|d+2α
)
.
Therefore, we get, for all i ∈ J1,mK,
ui(·, t1) > u0i in Rd.
Theorem 2.3.4 gives for all t > t1
ui(·, t) > ui(·, t− t1), in Rd. (2.6.7)
Finally we set
εi = 2
− 1
δ2 aφ1,i and Cd+2αεi = e
−λ1t1B−
1
δ2 .
If t > t1 and |x| 6 Cεie
λ1
d+2α
t, using (2.6.7), we have
ui(x, t) > ui(x, t− t1) =
aφ1,i(
1 + b(t− t1) |x|δ2(d+2α)
) 1
δ2
> aφ1,i
2
1
δ2
= εi.
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Remark 2.6.3. Step 2 of the method described in the introduction of the thesis leads
to rescale problem 2.1.1 in the x-variable, defining the vector v = (vi)mi=1 by
v(y, t) = u(yr(t), t), r(t) = e
λ1
d+2α
t, for y ∈ Rd and t > 0.
Neglecting the diffusive term in the equation satisfied by v, we get the following
transport equation :
∂tv˜(y, t)− λ1
d+ 2α
y∂yv˜(y, t) = F (v˜(y, t)), y ∈ Rd, t > 0. (2.6.8)
In our proof, we have chosen not to work with an explicit solution of (2.6.8), but
to look for subsolutions and supersolutions to (2.1.1) of the form (2.6.1), inspired by
Chapter 1. However, if v˜∞ denotes a positive stationary solution to (2.6.8), then the
function ψ(t) = v˜∞(e−
λ1
d+2α
t) satisfies
ψ′(t) = f(ψ(t)).
Thus, if u+ denotes the smallest positive constant solution to (2.1.1), then the
global orbit X connecting 0 and u+, i.e. a solution X = (Xi)mi=1 of
d
dt
Xi = fi(X), t ∈ R,
X(−∞) = 0, X(+∞) = u+,
whose existence is given in [54], could serve to construct subsolutions and supersolution
to (2.1.1). Indeed, the method given in the general introduction of the thesis consists
in looking for subsolution and supersolution v˜∗ of the form
v˜∗(x, t) = av˜∞(b(t)x) = aX
(
−d+ 2α
λ1
ln (|x| b(t))
)
,
where a > 0 is a constant and b(t) is asymptotically proportional to eλ1t. Recall that
φ1 denotes the eigenfunction associated with the principal eigenvalue λ1 of DF (0),
where F = (fi)mi=1. We notice that the orbit X satisfies
X(t) ∼
t→−∞
ceλ1tφ1,
for a positive constant c. This means that, at any time t > 0, the function v˜∗ decays
like |x|−(d+2α) for large values of |x|.

Part II
The influence of a line with fractional
diffusion on Fisher-KPP propagation

Chapter 3
Existence, uniqueness, comparison
principle
3.1 Introduction
This chapter gives general results and the framework of study on the problem, given
in the introduction of the thesis, that concerns the presence of a line on Fisher-KPP
equations.
We work in the Hilbert space X = {(v, u) ∈ L2(R× R+)× L2(R)} where the prob-
lem can be written as
∂tv −∆v = f(v), x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −µu+ γ0v − ku, x ∈ R, y = 0, t > 0,
γ1v = µu− γ0v, x ∈ R, y = 0, t > 0,
(3.1.1)
with µ > 0, k > 0, γ0 and γ1 the trace operator and the normal trace operator.
This system is completed with initial conditions v(·, ·, 0) = v0 and u(·, 0) = u0. The
source term f is supposed to be of Fisher-KPP type of class C∞(R). We will see
that this particular framework gives an explicit integral expression of the fundamental
solution, that we are able to estimate from above. Thus, we will prove the existence
and uniqueness of the solution to (3.1.1) in X and then the expected regularity for the
solution.
Problem (3.1.1) can also be written
Wt + AW = F (W ), where W =
(
v
u
)
, F
(
v
u
)
=
(
f(v)
0
)
, (3.1.2)
and A is defined by
A
(
v
u
)
=
(
−∆v
(−∂xx)αu+ µu− γ0v + ku
)
.
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The domain of A is defined for α˜ = max(α, 1/4) by
D(A) =
{
(v, u) ∈ H2(R× R+)×H2α˜(R) | γ1v = µu− γ0v
} ⊂ X.
The global existence and uniqueness of solutions to the Cauchy problem (3.1.1) is
obtained in D(A), with the aid of the abstract theory of sectorial operators.
For α ∈ (0, 1
4
], this framework does not enable us to prove more regularity on the
solution : this case is not treated in this thesis. For α ∈ (1
4
, 1), the properties of A and
Sobolev embeddings lead to the regularity of the solution. We conclude this chapter
proving a comparison principle.
In the sequel, some proofs are classical, like the closedness of the operator, and
others are crucial, like the estimate of the resolvent; we give the details of all the
proofs. For the sake of clarity, we often omit the variables of integration.
3.2 General results
3.2.1 Trace theory
In this section, we recall some results, extracted from [58], concerning trace theory
that will be used in the sequel.
Theorem 3.2.1. There exist two continuous linear maps γ0 and γ1 such that
γ0 :
{
H1(R× R+) −→ H 12 (R)
h 7−→ h(·, 0) and γ1 :
{
H2(R× R+) −→ H 12 (R)
h 7−→ −∂yh(·, 0)
.
This means the existence of a constant Ctr > 0 such that for all h ∈ H2(R × R+)
we have
‖γ0h‖H 12 (R) 6 Ctr ‖h‖H1(R×R+) and ‖γ1h‖H 12 (R) 6 Ctr ‖h‖H2(R×R+) .
3.2.2 Sectorial operators
The theory of sectorial operators is developped for example in [53] and [74]. In this
section, we recall the main definitions and theorems that we will use in the sequel. In
the following, (X, ‖·‖) always denotes a Banach space and A an operator on X with
domain D(A).
Notation 3.2.2. For ω ∈ R and θ ∈ (0, pi], we define Sω,θ := {λ ∈ C | λ 6=
ω, |arg(λ− ω)| < θ} the open sector with vertex at ω, symmetric about the positive
real axis with opening angle 2θ. For θ = 0, Sω,0 := (ω,+∞).
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ω
θ
Sω,θ
Example of sector Sω,θ
Definition 3.2.3. A closed operator A : D(A) ⊂ X → X is called sectorial, with
parameters ω and θ, if there exist constants ω ∈ R, θ ∈ [0, pi) and M > 0 such that
1. ρ(A) ⊃ C \ Sω,θ,
2. ‖R(λ,A)‖L(X) 6
M
|λ− ω| , for all λ ∈ C \ Sω,θ, λ 6= w.
There exists a functional calculus for densely defined sectorial operators. This is
an extension of the classical Dunford-functional calculus for bounded operators. The
following theorem gives an integral representation of the semi group associated to the
operator A. We will use it to estimate a supersolution to (3.1.1).
Theorem 3.2.4. Let A be a densely defined operator in X. If A is a sectorial operator
with parameters ω and θ ∈ (0, pi
2
), then A is the infinitesimal generator of an analytic
semigroup T (t). Moreover
T (t) =
1
2ipi
∫
Γ
e−λt(A− λI)−1dλ,
where Γ is any curve in C \ Sω,θ running from +∞e−iθ˜ to +∞eiθ˜ for θ˜ ∈ (θ, pi2 ). The
integral converges for t > 0 in the uniform operator topology.
x
y
ω
θ
Sω,θ σ(A)
Γ
θ˜
Example of contour Γ
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We now give some results concerning the inhomogeneous initial value problem
du
dt
(t) + Au(t) = F (u(t), t), t > 0,
u(0) = u0,
(3.2.1)
where A is a sectorial operator in X and F satisfies the following assumption.
Hypothesis 3.2.5. F maps X × R+ into X, F (x, t) is locally Hölder continuous in
t and locally Lipschitz in x on X × R+. More precisely, if (x1, t1) ∈ X × R+, there
exists a neighbourhood V ⊂ X ×R+ of (x1, t1) such that for (x, t) ∈ V and (y, s) ∈ V ,
‖F (x, t)− F (y, s)‖ 6 L(|t− s|ϑ + ‖x− y‖),
for some constants L > 0, ϑ ∈ (0, 1].
Definition 3.2.6. A solution of the Cauchy problem (3.2.1) on (0, T ) is a continuous
function u : [0, T )→ X such that u(0) = u0 and on (0, T ), we have u(t) ∈ D(A), dudt (t)
exists, t 7→ F (u(t), t) is locally Hölder continuous, ∫ ρ
0
‖F (u(·, t), t)‖ dt < +∞ for some
ρ > 0, and the differential equation (3.2.1) is satisfied.
The following theorem gives the local existence and uniqueness of solutions to
(3.2.1).
Theorem 3.2.7. Assume that A is a sectorial operator and F satisfies Hypothesis
3.2.5, then for any u0 ∈ X, there exists T = T (u0) > 0 such that (3.2.1) has a unique
solution u on (0, T ) with initial value u(0) = u0.
An integral expression of this solution is given by Duhamel’s formula :
u(t) = e−Atu0 +
∫ t
0
e−A(t−s)F (u(s), s)ds. (3.2.2)
With more assumptions on F (given by Theorem 3.2.8), solutions are global in
time.
Theorem 3.2.8. Assume A is a sectorial operator, F satisfies Hypothesis 3.2.5, and,
for all (x, t) ∈ X × R+,
‖F (x, t)‖ 6 K(t)(1 + ‖x‖),
for a continuous function K on R+. Then, for any u0 ∈ X, the unique solution u of
(3.2.1) starting from u0 remains bounded in X uniformly in t > 0. Consequently
u ∈ C((0,+∞), D(A)) ∩ C1((0,+∞), X).
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Remark 3.2.9. From Lemma 3.3.2 of [53], if u is a solution to (3.2.1), then u(x, ·)
is locally Hölder continuous from R+ to X, uniformly in X. The proof of this fact
uses the explicit expression of u given in (3.2.2) and the following estimates : if A is
sectorial in X and <e(σ(A)) > a > 0, then for any constant γ > 0, there exists Cγ > 0
such that ∥∥Aγe−At∥∥ 6 Cγt−γe−at, for t > 0,
and if γ ∈ (0, 1), x ∈ D(Aγ) and t > 0, there holds :∥∥(e−At − I)x∥∥ 6 γ−1C1−γtγ ‖Aγx‖ .
The last result concerning sectorial operators we will use, is the continuous depen-
dence of the solutions, given in Theorem 3.4.1 of [53] :
Theorem 3.2.10. Suppose A is a sectorial operator. Let {Fn(x, t), n ∈ N} be a
sequence of functions defined on X × R+ into X, each Fn(x, t) locally Lipschitz in x,
locally Hölder continuous in t, and such that
F0(x, t) = lim
n→+∞
Fn(x, t),
uniformly for (x, t) in a neighbourhood of any point of X ×R+. Let t0 > 0, and un be
the maximally defined solution of
dun
dt
(t) + Aun(t) = Fn(un(t), t), t > t0,
un(t0) = un,0,
which exists on (t0, t0 + Tn). If ‖un,0 − u0,0‖X tends to 0 as n tends to +∞, then
T0 > lim sup
n→+∞
Tn and
‖un(t)− u0(t)‖ −→
n→+∞
0,
uniformly on compact subintervals of [t0, t0 + T0).
3.3 Study of the operator A
From now on, we work in the Hilbert space X = {(v, u) ∈ L2(R× R+)× L2(R)}. This
framework will be sufficient for our results. Recall that the operator A is defined, for
constants µ > 0 and k > 0, by
A
(
v
u
)
=
(
−∆v
(−∂xx)αu+ µu− γ0v + ku
)
, (3.3.1)
and, for α˜ = max(α, 1/4), its domain is
D(A) =
{
(v, u) ∈ H2(R× R+)×H2α˜(R) | γ1v = µu− γ0v
} ⊂ X. (3.3.2)
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We first prove a lemma that studies zeroes of a function Pk˜ that depends on a
parameter k˜ > 0. This parameter will be equal to k when proving that the operator
A is sectorial, and equal to k + f ′(0) when estimating from above the solution to the
linearised problem at 0 associated to (3.1.1). Then, we prove the closedness of A and
the density of its domain in X. This leads to the proof of the fact that A is a sectorial
operator in X, with angle βA that we can take in (0, pi2 ). Consequently, from Theorem
3.2.4, the semi group associated to A is analytic. At the end of this section, we study
the particular action of A on x-independent couples, which will be needed in Chapter
4.
Let us make some comments on the regularity of u and v :
− The term (−∂xx)αu makes it natural to look for u in H2α(R). However, when
α ∈ (0, 1/4), we need more regularity than H2α(R) on u due to the boundary
condition γ1v = µu− γ0v. For such values of α, since v ∈ H2(R×R+), Theorem
3.2.1 shows that the boundary condition imposes u ∈ H1/2(R).
− The function v is expected to belong to H2(R×R+), which implies γ0v ∈ H 32 (R).
By Sobolev embeddings, v is continuous on {(x, 0), x ∈ R}. However, in this
chapter, we keep the notation γ0v to be consistent with the notation γ1v. In
Chapter 4, to be consistent with the notations used in [19], we will denote by
v|y=0 the functions γ0v.
3.3.1 Location of zeroes
To determine the spectrum of A or to compute the solution to the linearised problem
at 0 associated to (4.1.1), we will use the Fourier transform in the x variable of the
system. Both computations reveal the importance of studying the location of the
zeroes of the following function, defined for λ ∈ C, r > 0 and k˜ > 0 by :
Pk˜(λ, r) = (−λ+ r2α + µ+ k˜)(1 +
√
−λ+ r2)− µ, (3.3.3)
for α ∈ (0, 1), µ > 0 and k˜ > 0. In this expression, keep in mind that
− λ will be the integration variable that appears in the Laplace transform formula,
given by Theorem 3.2.4,
− r will be the absolute value of the Fourier variable,
− k˜ will be equal to k when determining the spectrum of A, and k + f ′(0) when
computing the solution to the linearised problem at 0,
− µ is the exchange coefficient between the road and the field given by the model.
We also need to define by r0,k˜ > 0 the solution to
r2
0,k˜
= r2α
0,k˜
+ k˜. (3.3.4)
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This quantity will be of particular interest when computing the integral given by
the Laplace transform in Theorem 3.2.4.
Lemma 3.3.1. Let Pk˜ and r0,k˜ be defined respectively in (3.3.3) and (3.3.4). Then
− if r ∈ [0, r0,k˜) and λ ∈ C, then Pk˜(λ, r) 6= 0,
− if r > r0,k˜ and λ ∈ C \ {λ ∈ R | λ > r2α + k˜}, then Pk˜(λ, r) 6= 0.
Proof : Let r > 0 and λ ∈ C be such that Pk˜(λ, r) = 0. Taking the real and imaginary
part in this equality, we have(
−<e(λ) + r2α + µ+ k˜
)
(1 + <e (z(λ, r))) + =m(λ)=m (z(λ, r))− µ = 0, (3.3.5)
−=m(λ) (1 + <e (z(λ, r))) +
(
−<e(λ) + r2α + µ+ k˜
)
=m (z(λ, r)) = 0, (3.3.6)
where z(λ, r) =
√−λ+ r2.
We first prove that −λ+ r2 ∈ R+.
− If −λ+ r2 < 0 then (3.3.5) and (3.3.6) become
−λ+ r2α + µ+ k˜ = µ and (−λ+ r2α + µ+ k˜)
√
λ− r2 = 0,
This imposes
λ = r2α + k˜ and λ = r2,
which is in contradiction with −λ+ r2 < 0.
− If −λ + r2 ∈ C \ R−, then =m(λ) and =m (√−λ+ r2) = =m(z(λ, r)) are of
opposite sign. Thus equality (3.3.5) leads to(
−<e(λ) + r2α + µ+ k˜
)
> 0,
and equality (3.3.6) implies =m(λ) = 0. Consequently we have −λ+ r2 > 0.
We now prove that r > r0,k˜ and λ > r2α + k˜. Since −λ + r2 > 0, equality (3.3.5)
becomes (
−λ+ r2α + µ+ k˜
)(
1 +
√
−λ+ r2
)
= µ.
This leads to
λ > r2α + k˜.
Finally we have
r2 > λ > r2α + k˜,
which is possible if and only if r > r0,k˜.
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3.3.2 Closedness of A and density of its domain
Lemma 3.3.2. The operator A with domain D(A) is a closed linear operator.
Proof : For n ∈ N, let (vn, un) ∈ D(A) and (f, g) ∈ X such that there exist
lim
n→+∞
(vn, un) = (v, u) in X, and lim
n→+∞
A
(
vn
un
)
=
(
f
g
)
in X.
We have to prove that
(v, u) ∈ D(A), and A
(
v
u
)
=
(
f
g
)
.
First we prove that (v, u) ∈ H2(R × R+) × H2α˜(R), by proving that (vn)n and
(un)n are Cauchy sequences respectively in H2(R×R+) and H2α˜(R). Let us define for
n ∈ N∗, (
fn
gn
)
:= A
(
vn
un
)
.
For all m ∈ N, p ∈ N, the couple (vm − vp, um − up) satisfies almost everywhere in
R× R+ and in R :
−∆(vm − vp) = fm − fp,
(−∂xx)α(um − up) + (µ+ k)(um − up)− γ0(vm − vp) = gm − gp,
γ1(vm − vp) = µ(um − up)− γ0(vm − vp).
(3.3.7)
We multiply the first equation of (3.3.7) by vm − vp and integrate on R × R+ to
get ∫
R×R+
−∆(vm − vp)(vm − vp)dxdy =
∫
R×R+
(fm − fp)(vm − vp)dxdy. (3.3.8)
For all n ∈ N, the function vn is in H2(R×R+), we can apply the Green’s formula∫
R×R+
∆(vm − vp)(vm − vp)dxdy = −‖∇(vm − vp)‖2L2(R×R+)
+
∫
R
γ0(vm − vp)γ1(vm − vp)dx. (3.3.9)
We know that, for all n ∈ N, (vn, un) is in D(A), that is why in (3.3.9) the function
γ1(vm− vp) is replaced by µ(um−up)− γ0(vm− vp). Inserting (3.3.9) in (3.3.8) we get
‖∇(vm − vp)‖2L2(R×R+) − µ
∫
R
γ0(vm − vp)(um − up)dx+ ‖γ0(vm − vp)‖2L2(R)
=
∫
R×R+
(fm − fp)(vm − vp)dxdy. (3.3.10)
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This equality implies
‖∇(vm − vp)‖2L2(R×R+) 6 µ ‖γ0(vm − vp)‖L2(R) ‖(um − up)‖L2(R)
+ ‖fm − fp‖L2(R×R+) ‖vm − vp‖L2(R×R+) .
Since the right hand side tends to 0 as m and p tend to +∞, the sequence (∇vn)n
converges in L2(R×R+) to ∇v, which proves that v ∈ H1(R×R+). From (3.3.7), we
also have
‖∆(vm − vp)‖L2(R×R+) = ‖fm − fp‖L2(R×R+) .
The sequence (∆vn)n converges in L2(R×R+) to ∆v and consequently v ∈ H2(R×
R+).
Then we prove that (un)n is a Cauchy sequence in H2α˜(R), where α˜ = max(1/4, α).
We treat separately the cases α ∈ (0, 1/4) and α ∈ [1/4, 1).
− If α ∈ [1/4, 1), then α˜ = α and we use the following alternative definition of the
space H2α(R) via the Fourier transform
H2α(R) =
{
u ∈ L2(R) |
∫
R
(1 + |ξ|2)2α |û(ξ)|2 dξ < +∞
}
.
Thus, using the Fourier transform of the operator (−∂xx)α, Parseval’s equality
and the second equality of (3.3.7), we have
‖um − up‖2H2α(R) =
∫
R
(1 + |ξ|2)2α |ûm(ξ)− ûp(ξ)|2 dξ
6 C
∫
R
(1 + |ξ|4α) |ûm(ξ)− ûp(ξ)|2 dξ
6 C ‖um − up‖2L2(R) + C ‖(−∂xx)α(um − up)‖2L2(R)
6 C(‖um − up‖L2(R) + ‖γ0(vm − vp)‖L2(R) + ‖gm − gp‖L2(R))2.
The right hand side tends to 0 as m and p tends to +∞, which proves that
lim
n→+∞
un = u ∈ H2α(R).
− If α ∈ (0, 1/4), then α˜ = 1/4. We use the continuity of the trace functions γ0 and
γ1, recalled in Theorem 3.2.1, and the third equality of (3.3.7) to get
µ ‖um − up‖H1/2(R) 6 ‖γ0(vm − vp)‖H1/2(R) + ‖γ1(vm − vp)‖H1/2(R)
6 Ctr(‖vm − vp‖H1(R×R+) + ‖vm − vp‖H2(R×R+)).
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Since (vn)n is a Cauchy sequence in H2(R×R+), the right hand side tends to 0
as m and p tends to +∞, which proves
lim
n→+∞
un = u ∈ H1/2(R).
We now prove A(v, u)t = (f, g)t and the boundary condition for the limiting couple
(v, u). For n ∈ N, the couple (vn, un) satisfies, almost everywhere in the (x, y)-variable
−∆vn = fn, x ∈ R, y > 0,
(−∂xx)αun + µun − γ0v+kun = gn, x ∈ R, y = 0,
γ1vn = µun − γ0vn, x ∈ R, y = 0.
Once we know that (v, u) ∈ H2(R×R+)×H2α˜(R), we can easily pass to the limit
as n tends to +∞ in each equation of this system, which concludes the proof.
Lemma 3.3.3. The operator A with domain D(A) is densely defined in X.
Proof : Let (f, g) be in X. We prove the existence of a sequence (fn, gn) in D(A)
that converges to (f, g) in X as n tends to +∞. From the density of C∞c (R × R+)
(respectively C∞c (R)) in L2(R × R+) (respectively L2(R)), we get the existence of a
sequence (f 1n, g1n) in C∞c (R× R+)× C∞c (R) such that
f 1n −→
n→+∞
f in L2(R× R+) and g1n −→
n→+∞
g in L2(R). (3.3.11)
The sequence (f 1n, g1n) does not solve the problem since it is not inD(A). A sequence
(fn, gn)n that also satisfies the boundary condition γ1fn = µgn − γ0fn is constructed
as follows : for all n ∈ N, we take gn = g1n ∈ H2α˜(R) and, for any sequence εn that
tends to 0 as n tends to +∞, we take, almost everywhere in the (x, y)-variable,
fn(x, y) =

0 if x ∈ R, y = 0,
ye
− y2
(εn−y)2 µgn(x) + e
− (εn−y)2
y2 f 1n(x, y) if x ∈ R, y ∈ (0, εn),
f 1n(x, y) if x ∈ R, y > εn.
Thus, for all n ∈ N, fn is in H2(R× R+) and satisfies almost everywhere in R :
γ0fn = 0 and γ1fn = −∂yfn(·, 0) = −µgn.
For any n ∈ N, the couple (fn, gn) is in D(A). It remains to prove that
‖fn − f‖L2(R×R+) −→n→+∞ 0.
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We have
‖fn − f‖2L2(R×R+) 6 2
∥∥fn − f 1n∥∥2L2(R×R+) + 2 ∥∥f 1n − f∥∥2L2(R×R+)
6 2
∫
R
∫ εn
0
∣∣∣∣ye− y2(εn−y)2 µgn(x) + e− (εn−y)2y2 f 1n(x, y)− f 1n(x, y)∣∣∣∣2 dydx
+2
∥∥f 1n − f∥∥2L2(R×R+) .
The sequences εn, gn and f 1n converges as n tends to +∞, we can apply the domi-
nated convergence theorem to get
∫
R
∫ εn
0
∣∣∣∣ye− y2(εn−y)2 µgn(x) + e− (εn−y)2y2 f 1n(x, y)− f 1n(x, y)∣∣∣∣2 dydx −→n→+∞ 0.
With this limit and (3.3.11), we conclude that ‖fn − f‖L2(R×R+) −→n→+∞ 0.
3.3.3 A is sectorial in X
Proposition 3.3.4. The operator A defined in (3.3.1) with domain D(A) given in
(3.3.2) is sectorial in X, with parameters ω = 0 and βA any angle in (0, pi2 ).
Due to Lemma 3.3.2 and Lemma 3.3.3, A is closed in X and its domain is dense in
X. We now prove the existence of an angle βA > 0 and a constant M > 0 such that
both points of Definition 3.2.3 are satisfied with ω = 0 and θ = βA. The proof reveals
that the spectrum of A is contained in R and consequently, it makes possible to choose
βA equal to any value of (0, pi2 ). From Theorem 3.2.4, the semi group associated to
(3.1.1) is analytic on X and the Laplace transform is valid for problem (3.1.1).
1. The first point to be checked is ρ(A) ⊃ C \ S0,βA . It is equivalent to prove that
σ(A) ⊂ S0,βA . In fact, we prove that σ(A) ⊂ S0,β, for any angle β ∈ (0, pi).
Let λ be in σ(A). We have to study Ker(A−λI) and Im(A−λI). We first prove
that it is sufficient to study the first set to get the result. Indeed, if A∗ denotes
the adjoint operator of A in X, then a simple computation using Green’s formula
gives that
for any
(
v
u
)
∈ X, with γ1v = u− γ0v, we have
(
µv
u
)
∈ D(A),
and A∗
(
v
u
)
=
(
µ−1 0
0 1
)
A
(
µv
u
)
.
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Consequently, since A is closed in X (see Lemma 3.3.2), we have
Im(A− λI) = Im(A− λI) = Ker(A∗ − λI)⊥ = Ker
(
(A− λI)
(
µ 0
0 1
))⊥
.
Thus, we only have to prove that if Ker(A − λI) 6= {0}, then λ ∈ S0,β, for any
angle β ∈ (0, pi). In such a case, there exists (vA, uA) in D(A), with (vA, uA) 6≡
(0, 0), such that
A
(
vA
uA
)
= λ
(
vA
uA
)
.
In other words, (vA, uA) satisfies the following system, almost everywhere in the
(x, y)-variable
−∆vA = λvA, x ∈ R, y > 0,
(−∂xx)αuA + µuA − γ0vA + kuA = λuA, x ∈ R, y = 0,
γ1vA = µuA − γ0vA x ∈ R, y = 0.
Taking the Fourier transform in the x-variable, we get, almost everywhere in the
(x, y)-variable, 
−∂yyv̂A = (λ− |ξ|2)v̂A, ξ ∈ R, y > 0,
γ0v̂A = (−λ+ |ξ|2α + µ+ k)ûA, ξ ∈ R, y = 0,
γ1v̂A + γ0v̂A = µûA, ξ ∈ R, y = 0.
(3.3.12)
Recall that we are looking for a solution vA that is in H2(R×R+). This imposes
λ− |ξ|2 /∈ R−.
The first equation of (3.3.12) gives, for almost every ξ ∈ R and almost every
y > 0,
v̂A(ξ, y) = v̂A(ξ, 0)e
−
√
|ξ|2−λ y. (3.3.13)
Once we have v̂A, the third equation of (3.3.12) implies for almost every ξ ∈ R
γ0v̂A(ξ, 0) =
µ
1 +
√
|ξ|2 − λ
ûA(ξ). (3.3.14)
Finally, for almost every ξ ∈ R the second equation of (3.3.12) leads to− µ
1 +
√
|ξ|2 − λ
− λ+ |ξ|2α + µ+ k
 ûA(ξ) = 0. (3.3.15)
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With the definition of Pk given in (3.3.3), equality (3.3.15) can be written
Pk(λ, |ξ|) ûA(ξ) = 0, for almost every ξ ∈ R. (3.3.16)
Let β be any positive constant in (0, pi). If λ ∈ C \ S0,β, then Lemma 3.3.1
implies for all ξ ∈ R, Pk(λ, |ξ|) 6= 0. Thus, equation (3.3.16) gives uA ≡ 0 in
L2(R). Moreover, with (3.3.13) and (3.3.14), we conclude that (vA, uA) ≡ (0, 0)
in X, which is impossible since (vA, uA) is an eigenfunction for the operator A.
Consequently, λ ∈ S0,β, for any β ∈ (0, pi).
2. The second point to be checked is the existence of a constant M > 0 such that,
for any β ∈ (0, pi
2
), the following resolvent estimate holds :
‖R(λ,A)‖L(X) 6
M
|λ| , for all λ ∈ C \ S0,β, λ 6= 0.
Let λ ∈ C \ S0,β, with λ 6= 0, and (g, h) ∈ X. The quantity (λI − A)−1(g, h)t
exists and is denoted by (gA, hA) ∈ D(A). With these notations, we have{
λgA + ∆gA = g
λhA − (−∂xx)αhA − µhA + γ0gA − khA = h.
(3.3.17)
We want to prove there exists M > 0 such that for all λ ∈ C \ S0,β, λ 6= 0,
‖(gA, hA)‖ 6 M|λ| ‖(g, h)‖ . (3.3.18)
We multiply the first equation of (3.3.17) by the conjugate gA of gA and integrate
on R× R+ to get
λ ‖gA‖2L2(R×R+) +
∫
R×R+
∆gAgAdxdy =
∫
R×R+
ggAdxdy. (3.3.19)
Since gA ∈ H2(R× R+), the Green’s formula yields∫
R×R+
∆gAgAdxdy = −‖∇gA‖2L2(R×R+) +
∫
R
γ0gAγ1gAdx. (3.3.20)
We know that (gA, hA) is in D(A), consequently in (3.3.20) the function γ1gA is
replaced by µhA − γ0gA. Inserting (3.3.20) in (3.3.19) we get
λ ‖gA‖2L2(R×R+)−‖∇gA‖
2
L2(R×R+)+µ
∫
R
γ0gAhAdx−‖γ0gA‖2L2(R) =
∫
R×R+
ggAdxdy.
(3.3.21)
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Then, we multiply the second equation of (3.3.17) by the conjugate hA of hA
and integrate on R to get
λ ‖hA‖2L2(R)−
∫
R
(−∂xx)αhAhAdx− (µ+ k) ‖hA‖2L2(R) +
∫
R
γ0gAhAdx =
∫
R
hhAdx.
(3.3.22)
Recall that the term
∫
R
(−∂xx)αhAhAdx is proportional to ‖hA‖H˙α . Indeed, using
the Parseval identity, we have∫
R
(−∂xx)αhAhAdx =
∫
R
|ξ|2α |hA(ξ)|2 dξ = 1
2
‖hA‖2H˙α .
Consequently there holds
λ ‖hA‖2L2(R)−
1
2
‖hA‖2H˙α−(µ+k) ‖hA‖2L2(R) +
∫
R
γ0gAhAdx =
∫
R
hhAdx. (3.3.23)
Taking the real and imaginary parts in (3.3.21) and (3.3.23), we get the following
system
<e(λ) ‖gA‖2L2(R×R+) − ‖∇gA‖
2
L2(R×R+) − ‖γ0gA‖
2
L2(R) + µ<e
(∫
R
γ0gAhAdx
)
= <e
(∫
R×R+
ggAdxdy
)
=m(λ) ‖gA‖2L2(R×R+) + µ=m
(∫
R
γ0gAhAdx
)
= =m
(∫
R×R+
ggAdxdy
)
<e(λ) ‖hA‖2L2(R) −
1
2
‖hA‖2H˙α − (µ+ k) ‖hA‖2L2(R) + <e
(∫
R
γ0gAhAdx
)
= <e
(∫
R
hhAdx
)
=m(λ) ‖hA‖2L2(R) + =m
(∫
R
γ0gAhAdx
)
= =m
(∫
R
hhAdx
)
.
(3.3.24)
To get the estimate (3.3.18) for λ ∈ C\S0,β, λ 6= 0, we define a1 = max(2µ, 2
√
2µ)
and a2 > max(2µ, 4
√
µ, 1) large enough so that
for all x > a2, x > 8
√
µ(1 +
√
2 tan(β)−1x). (3.3.25)
We split C \ S0,β into four areas as follows :
• Area 1 corresponds to
{
λ ∈ C | <e(λ) 6 −a1, |=m(λ)| 6 −a2
a1
<e(λ)
}
,
• Area 2 corresponds to
{
λ ∈ C | − a1
a2
|=m(λ)| 6 <e(λ) 6 0, |=m(λ)| > a2
}
,
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• Area 3 corresponds to {λ ∈ C | 0 6 tan β <e(λ) 6 |=m(λ)| , |=m(λ)| > a2} ,
• Area 4 corresponds to
{
λ ∈ C | − a1 6 <eλ 6 |=m(λ)|
tan β
, |=m(λ)| 6 a2
}
.
β
<e(λ)
=m(λ)
O
a2
−a1
Area 1
Area 2
Area 3
Area 4
Splitting of C \ S0,β
• Area 1 : We have
|=m(λ)|+ |<e(λ)| 6
(
1 +
a2
a1
)
|<e(λ)| .
Thus, to prove (3.3.18), it is sufficient to prove the existence of a constantM1 > 0
such that
|<e(λ)|
(
‖gA‖L2(R×R+) + ‖hA‖L2(R)
)
6M1
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)
. (3.3.26)
The first inequality in (3.3.24) gives
|<eλ| ‖gA‖2L2(R×R+) 6 µ ‖γ0gA‖L2(R) ‖hA‖L2(R) + ‖g‖L2(R×R+) ‖gA‖L2(R×R+) ,
which leads to
|<eλ|
2
‖gA‖2L2(R×R+) 6 µ ‖γ0gA‖L2(R) ‖hA‖L2(R) +
1
2 |<eλ| ‖g‖
2
L2(R×R+) . (3.3.27)
We now have to estimate ‖hA‖L2(R) and ‖γ0gA‖L2(R) . We use the third equation
of (3.3.24) to get
|<eλ| ‖hA‖L2(R) 6 ‖h‖L2(R) + ‖γ0gA‖L2(R) . (3.3.28)
Since <e(λ) 6 0 in this area, the first equation of (3.3.24) leads to
2 ‖γ0gA‖2L2(R) 6 2µ ‖γ0gA‖L2(R) ‖hA‖L2(R) + 2 ‖g‖L2(R×R+) ‖gA‖L2(R×R+)
6 ‖γ0gA‖2L2(R) + µ2 ‖hA‖2L2(R) + ‖gA‖2L2(R×R+) + ‖g‖
2
L2(R×R+) ,
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which proves
‖γ0gA‖2L2(R) 6 µ ‖hA‖2L2(R) + ‖gA‖2L2(R×R+) + ‖g‖
2
L2(R×R+) . (3.3.29)
Finally with (3.3.27), (3.3.28) and (3.3.29), we have for <eλ 6 −a1 :
|<eλ|
2
‖gA‖2L2(R×R+) 6
µ ‖γ0gA‖L2(R)
|<eλ|
(
‖h‖L2(R) + ‖γ0gA‖L2(R)
)
+
‖g‖2L2(R×R+)
2 |<eλ|
6 max(µ, 1)
2 |<eλ|
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)2
+
2µ ‖γ0gA‖2L2(R)
|<eλ|
6 max(µ, 1)
2 |<eλ|
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)2
+
2µ
|<eλ|
(
‖gA‖2L2(R×R+) + µ ‖h‖
2
L2(R) + ‖g‖2L2(R×R+)
)
.
We conclude that
|<eλ|
2
‖gA‖L2(R×R+) 6
√
|<eλ|2
2
− 2µ ‖gA‖L2(R×R+)
6 2 max(µ, 1)
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)
. (3.3.30)
With (3.3.28) and (3.3.29), we also have(
1− µ|<eλ|
)
‖γ0gA‖L2(R) 6 ‖gA‖L2(R×R+) + ‖g‖L2(R×R+) +
µ ‖h‖L2(R)
|<eλ| . (3.3.31)
Finally the estimate of |<e(λ)| ‖hA‖L2(R) is obtained with (3.3.28) and (3.3.31)
as follows
|<eλ|
2
‖hA‖L2(R) 6 ‖h‖L2(R) +
(
1− µ|<eλ|
)
‖γ0gA‖L2(R)
6 ‖gA‖L2(R×R+) + ‖g‖L2(R×R+) +
(
1 +
µ
|<eλ|
)
‖h‖L2(R)
6
(
4 max(µ, 1) + 1 +
µ
|<eλ|
)
(‖g‖L2(R×R+) + ‖h‖L2(R)).
Thus setting M1 := (4 max(µ, 1) + 1 + µa−11 ) > 0, from this inequality and
(3.3.30), we have for <eλ 6 −a1 :
|<eλ|
(
‖gA‖L2(R×R+) + ‖hA‖L2(R)
)
6M1
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)
.
3.3. Study of the operator A 93
• Areas 2 and 3 : We will see that it is sufficient to prove the existence of a
constant M2 > 0 such that
|=m(λ)|
(
‖gA‖L2(R×R+) + ‖hA‖L2(R)
)
6M2
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)
. (3.3.32)
With the second and fourth equalities of (3.3.24) and the fact that
=m
(∫
R
γ0gAhAdx
)
= −=m
(∫
R
γ0gAhAdx
)
,
we have
=m(λ)
(
µ ‖hA‖2L2(R) + ‖gA‖2L2(R×R+)
)
= =m
(∫
R×R+
ggAdxdy + µ
∫
R
hhAdx
)
.
This implies
|=m(λ)| ‖gA‖2L2(R×R+) 6 ‖g‖L2(R×R+) ‖gA‖L2(R×R+)
+µ ‖h‖L2(R) ‖hA‖L2(R) + µ |=m(λ)| ‖hA‖2L2(R)
6
‖g‖2L2(R×R+)
2 |=m(λ)| +
|=m(λ)|
2
‖gA‖2L2(R×R+)
+µ ‖h‖L2(R) ‖hA‖L2(R) + µ |=m(λ)| ‖hA‖2L2(R) ,
and thus we have
|=m(λ)| ‖gA‖2L2(R×R+) 6
‖g‖2L2(R×R+)
|=m(λ)| + 2µ
(
‖h‖L2(R) ‖hA‖L2(R)
+ |=m(λ)| ‖hA‖2L2(R)
)
. (3.3.33)
To prove (3.3.18), we need to get an upper bound to ‖hA‖L2(R) proportional to
1
|=m(λ)| . With the fourth equation of (3.3.24) we have
|=m(λ)| ‖hA‖L2(R) 6 ‖h‖L2(R) + ‖γ0gA‖L2(R) . (3.3.34)
It remains to get an estimate of ‖γ0gA‖L2(R).
− In the area 2, where −a1
a2
|=m(λ)| 6 <e(λ) 6 0, the first equation of (3.3.24)
leads to
2 ‖γ0gA‖2L2(R) 6 2µ ‖γ0gA‖L2(R) ‖hA‖L2(R) + 2 ‖g‖L2(R×R+) ‖gA‖L2(R×R+)
6 ‖γ0gA‖2L2(R) + µ2 ‖hA‖2L2(R) + ‖gA‖2L2(R×R+) + ‖g‖
2
L2(R×R+) ,
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which proves
‖γ0gA‖L2(R) 6 µ ‖hA‖L2(R) + ‖gA‖L2(R×R+) + ‖g‖L2(R×R+) . (3.3.35)
With (3.3.34) we obtain
(|=m(λ)|−µ) ‖hA‖L2(R) 6 ‖h‖L2(R) +‖gA‖L2(R×R+) +‖g‖L2(R×R+) . (3.3.36)
Then (3.3.33) with (3.3.36) gives for |=m(λ)| > a2
|=m(λ)|2
2
‖gA‖2L2(R×R+) 6 |=m(λ)| (|=m(λ)| − µ) ‖gA‖
2
L2(R×R+)
6 ‖g‖2L2(R×R+) + 2µ ‖h‖L2(R) (|=m(λ)| − µ) ‖hA‖L2(R)
+ 4µ
(
‖h‖L2(R) + ‖gA‖L2(R×R+) + ‖g‖L2(R×R+)
)2
6 C
(
‖g‖2L2(R×R+) + ‖h‖
2
L2(R)
)
+ 8µ ‖gA‖2L2(R×R+)
+ 2µ ‖h‖L2(R) ‖gA‖L2(R×R+)
6 C
(
‖g‖2L2(R×R+) + ‖h‖
2
L2(R)
)
+ 8µ ‖gA‖2L2(R×R+)
+
4µ2 ‖h‖2L2(R)
|=m(λ)|2 +
|=m(λ)|2
4
‖gA‖2L2(R×R+) ,
where C > 0 is a constant only depending on µ. This inequality and (3.3.36)
give the existence of a constant M2 > 0 depending only on µ such that
|=m(λ)|
(
‖gA‖L2(R×R+) + ‖hA‖L2(R)
)
6M2
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)
.
Thus, equality (3.3.18) is proved, since in this area
|=m(λ)|+ |<e(λ)| 6
(
1 +
a1
a2
)
|=m(λ)| .
− In the area 3, where 0 6 tan β <e(λ) 6 |=m(λ)|, the first equation of
(3.3.24) leads to
‖γ0gA‖2L2(R) 6 |<e(λ)| ‖gA‖2L2(R×R+) + µ ‖γ0gA‖L2(R) ‖hA‖L2(R)
+ ‖g‖L2(R×R+) ‖gA‖L2(R×R+)
6 |<e(λ)| ‖gA‖2L2(R×R+) +
1
2
‖γ0gA‖2L2(R) +
1
2
µ2 ‖hA‖2L2(R)
+
1
2
‖gA‖2L2(R×R+) +
1
2
‖g‖2L2(R×R+) ,
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which proves the following estimate
‖γ0gA‖L2(R) 6
(√
2 |=m(λ)|
tan β
+ 1
)
‖gA‖L2(R×R+)+µ ‖hA‖L2(R)+‖g‖L2(R×R+) .
The estimate (3.3.34), that was proved in areas 2 and 3, implies
(|=m(λ)| − µ) ‖hA‖L2(R) 6
(√
2(tan β)−1 |=m(λ)|+ 1
)
‖gA‖L2(R×R+)
+ ‖h‖L2(R) + ‖g‖L2(R×R+) . (3.3.37)
Thus (3.3.33), (3.3.37) and (3.3.25) give for |=m(λ)| > a2
|=m(λ)|2
2
‖gA‖2L2(R×R+) 6 |=m(λ)| (|=m(λ)| − µ) ‖gA‖
2
L2(R×R+)
6 ‖g‖2L2(R×R+) + 2µ ‖h‖L2(R) (|=m(λ)| − µ) ‖hA‖L2(R) + 4µ
[
‖h‖L2(R)
+ ‖g‖L2(R×R+) +
(√
2 |=m(λ)|
tan β
+ 1
)
‖gA‖L2(R×R+)
]2
6 C
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)2
+ 8µ
(√
2 |=m(λ)|
tan β
+ 1
)2
‖gA‖2L2(R×R+)
+ 2µ
(√
2 |=m(λ)|
tan β
+ 1
)
‖h‖L2(R) ‖gA‖L2(R×R+)
6 C
(
‖g‖L2(R×R+) + ‖h‖L2(R)
)2
+
3 |=m(λ)|2
8
‖gA‖2L2(R×R+) ,
where C > 0 is a constant only depending on µ and β. Consequently, this
inequality and (3.3.37) give the existence a constant M2 > 0 depending
only on µ and β such that
|=m(λ)| (‖gA‖L2(R×R+) + ‖hA‖L2(R)) 6M2(‖g‖L2(R×R+) + ‖h‖L2(R)).
Thus, equality (3.3.18) is proved, since in this area
|=m(λ)|+ |<e(λ)| 6 (1 + tan β−1) |=m(λ)| .
• Area 4 : In this compact zone, the result comes from the continuity of λ 7→
R(λ,A).
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3.3.4 Particular case : x-independent solutions
To use the proof done in [17] to study the convergence to a stationary state, and to
prove Theorem 4.1.3, we will have to consider solutions starting from x-independent
initial conditions. In this section, the framework is a little different than in sections
3.3.2 and 3.3.3, but we can adapt the proofs to get similar results.
We consider the Banach space X\ = {(v\, u\) ∈ L2(R+)× R}. For any couple
(v\, u\) ∈ X\, the operator A defined in (3.3.1) becomes
A
(
v\
u\
)
=
(
−∂yyv\
µu\ − γ0v\ + ku\
)
, (3.3.38)
where µ > 0, k > 0 and with domain
D\(A) =
{
(v\, u\) ∈ H2(R+)× R | γ1v\ = µu\ − γ0v\
} ⊂ X\. (3.3.39)
The closedness of A and the density of D(A) are obtained easily, adapting the
proofs of Lemma 3.3.2 and Lemma 3.3.3. We can also use the proof of Proposition
3.3.4 to show that A, with its domain D\(A), is a sectorial operator in X\ with the
same angle βA ∈ (0, pi2 ).
3.4 Problem (3.1.1) : existence, regularity, compari-
son principle
3.4.1 Existence and regularity of the solution to (3.1.1)
Recall that problem (3.1.1) can be written
∂tW + AW = F (W ), where W =
(
v
u
)
, F
(
v
u
)
=
(
f(v)
0
)
, (3.4.1)
with a source term f of class C∞(R). The function F satisfies the assumptions of
Theorem 3.2.7 and Theorem 3.2.8, which gives the existence and uniqueness of the
global solution (v, u) to (3.1.1) starting from (v0, u0) ∈ X. Thus we have
(v, u) ∈ C((0,+∞), H2(R×R+)×H2α˜(R))∩C1((0,+∞), L2(R×R+)×L2(R)), (3.4.2)
where α˜ = max(1
4
, α). From now on, we consider α ∈ (1
4
, 1) and prove that
(v, u) ∈ C∞(R× R+ × R∗+)× C∞(R× R∗+).
We will explain, in the following Result 1, why we do not consider the case
α ∈ (0, 1
4
].
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This regularity is obtained by induction, proving the existence of a constant δ ∈
(0, 1) such that for all T > 0, for any constant ε ∈ (0, T ) and for all n ∈ N :
v ∈ Cn+δ,n+δ2 (R× R+ × (ε2n, T ]) and u ∈ Cn+δ,n+δ2 (R× (ε2n, T ]), (3.4.3)
where
ε2n =
2n∑
j=1
2−jε −→
n→+∞
ε.
We will use the following results :
Result 1 : The Sobolev embeddings given in [2] and [73] (for example) lead to :
− H2(R× R+) ⊂ Cλ(R× R+), for all λ ∈ (0, 1),
− for α ∈ (1
4
, 1
)
: H2α(R) ⊂ C2α− 12 (R).
In the particular case α ∈ (0, 1
4
], the density u belongs toH
1
2 (R) and is not included
in a Hölder space. With this framework, we can not have more regularity on u for
α ∈ (0, 1
4
].
Result 2 : Set t0 > 0, T > t0, l > 0, and consider two functions g ∈ Cl, l2 (R ×
R+ × [t0, T ]) and u1 ∈ C1+l, 1+l2 (R× [t0, T ]). Let v1 be the solution to{
∂tv1 −∆v1 = g, x ∈ R, y > 0, t > t0,
−∂yv1 + v1 = µu1, x ∈ R, y = 0, t > t0,
starting from v1(·, ·, t0) ∈ Cl+2(R × R+), and satisfying the following compatibility
conditions of order m1 := b l+12 c :
∂
(m)
t (−∂yv1 + v1)(·, ·, t0) = µ∂(m)t u1(·, t0), for all m ∈ J0,m1K.
Then, from Theorem 5.3 in [63], we have
v1 ∈ Cl+2, l2 +1(R× R+ × [t0, T ]).
With these two results, we can prove (3.4.3).
Let T > 0, ε ∈ (0, T ) and εi =
i∑
j=1
2−jε.
− Case n = 0 : This case gives a general fact concerning the Hölder regularity
in space and time for the solution to (3.4.1), for any nonlinearities that satisfy
Hypothesis 3.2.5.
The regularity in space (i.e. in the x-variable) is obtained from (3.4.2) and from
Sobolev embeddings recalled in Result 1. The regularity in time (i.e. in the t-
variable) is given by Remark 3.2.9. Thus, we get the existence of δ := 2α− 1
2
> 0
such that
(v, u) ∈ Cδ, δ2 (R× R+ × (0, T ])× Cδ, δ2 (R× (0, T ]).
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− Case n = 1 : We have to prove that
1. for all x ∈ R and y ∈ R+, the functions v(x, y, ·) and u(x, ·) are in
C 1+δ2 ([ε2, T )),
2. for all t ∈ [ε2, T ], the couple (∂xv(·, ·, t), ∂xu(·, t)) exists and is in Cδ(R ×
R+)× Cδ(R),
where , for δ = 2α− 1
2
> 0.
Let us prove these two points :
1. If 1+δ
2
∈ (0, 1), i.e. α ∈ (1
4
, 3
4
), the first point is true using Remark 3.2.9. If
1+δ
2
∈ [1, 3
2
), i.e. α ∈ (3
4
, 1), we need to prove that, for all x ∈ R and y ∈ R+,
∂tv(x, y, ·) and ∂tu(x, ·) are δ−12 Hölder continuous on ([ε2, T )). In the sequel, we
will need Hölder regularity for ∂tv(x, y, ·) and ∂tu(x, ·) for all α ∈ (0, 1), that is
why we prove it in the case α ∈ (0, 1).
From (3.4.2), we only know that
(∂tv, ∂tu) ∈ C((0, T ]), L2(R× R+)× L2(R)).
From Theorem 3.2.8 and Remark 3.2.9, it is sufficient to prove that (∂tv, ∂tu) is
solution to
∂tw + Aw = F1 (w, t) , t > ε1, (3.4.4)
starting from (∂tv(·, ·, ε1), ∂tu(·, ε1)) ∈ L2(R×R+)× L2(R), where F1 is defined
on X × R+ by
F1
((
w1
w2
)
, t
)
=
(
w1f
′(v(·, ·, t))
0
)
. (3.4.5)
As is usual, we can not directly differentiate equation (3.4.1) with respect to
time, that is why we consider, for h > 0, the functions vh and uh defined on
R× R+ × R+ by
vh(·, ·, t) := v(·, ·, t+ h)− v(·, ·, t)
h
and uh(·, t) := u(·, t+ h)− u(·, t)
h
.
For any h > 0, (vh, uh) is in D(A) and satisfies
∂t
(
vh
uh
)
+ A
(
vh
uh
)
=
 f(v(·, ·, t+ h))− f(v(·, ·, t))h
0
 , t > 0. (3.4.6)
The right hand side satisfies Hypothesis 3.2.5 and tends to F1
((
∂tv
∂tu
)
, t
)
as
h tends to 0. We know that, for all (x, y) ∈ R×R+, v(x, y, ·) is Hölder continuous
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in time, which implies that F1 satisfies the assumptions of Theorem 3.2.8. Thus,
from Theorem 3.2.10, we can pass to the limit as h tends to 0 in (3.4.6) to get
that (∂tv, ∂tu) is the solution to (3.4.4), starting from (∂tv(·, ·, ε1), ∂tu(·, ε1)) ∈
L2(R× R+)× L2(R). From Theorem 3.2.8 we conclude
(∂tv, ∂tu) ∈ C((ε1, T ], H2(R×R+)×H2α(R))∩ C1((ε1, T ], L2(R×R+)×L2(R)).
(3.4.7)
2. We now study, for all t ∈ [ε2, T ], the couple (∂xv(·, ·, t), ∂xu(·, t)). We first
prove that, for all t ∈ (0, T ], ∂xu(·, t) exists and
∂xu(·, t) ∈ L2(R).
For α ∈ (1
2
, 1), from (3.4.2), we clearly have this result.
For α ∈ (1
4
, 1
2
), from (3.4.2), we only have, for all t ∈ (0, T ], (−∂xx)αu(·, t) ∈
L2(R). To get more regularity on u, we use that
(−∂xx) 12 = (−∂xx) 12−α(−∂xx)α.
Let us define γ = 1
2
− α ∈ (0, α). From (3.4.2) and (3.4.7), we know that, for all
t ∈ [ε2, T ] :
u(·, t) ∈ H2α(R), ∂tu(·, t) ∈ H2α(R) and v(·, ·, t) ∈ H2(R× R+).
Thus, we have for all t ∈ [ε2, T ] :
(−∂xx)γu(·, t) ∈ L2(R), (−∂xx)γ∂tu(·, t) ∈ L2(R) and v(·, 0, t) ∈ H 32 (R).
Applying the operator (−∂xx)γ to the equation
∂tu(x, t) + (−∂xx)αu(x, t) = −(µ+ k)u(x, t) + v(x, 0, t),
we have for all t ∈ [ε2, T ] :
(−∂xx) 12u(·, t) = (−∂xx)γ+αu(·, t)
= −(µ+ k)(−∂xx)γu(·, t) + (−∂xx)γv(·, 0, t)− (−∂xx)γ∂tu(·, t).
This proves that for all t ∈ [ε2, T ]
∂xu(·, t) ∈ L2(R).
It remains to prove that for all t ∈ [ε2, T ],
(∂xv(·, ·, t), ∂xu(·, t)) ∈ Cδ(R× R+)× Cδ(R).
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As done in the case n = 1, from Theorem 3.2.8 and Remark 3.2.9, it is sufficient to
prove that (∂xv, ∂xu) is solution to (3.4.4), starting from (∂xv(·, ·, ε2), ∂xu(·, ε2)) ∈
L2(R× R+)× L2(R), where F1 is defined in (3.4.5).
Once again, we can not directly differentiate equation (3.4.1) with respect to x,
that is why we consider, for h > 0, the functions vh and uh defined on R×R+×R+
by :
vh(x, ·, ·) := v(x+ h, ·, ·)− v(x, ·, ·)
h
and uh(x, ·) := u(x+ h, ·)− u(x, ·)
h
.
Passing to the limit as h tends to 0 in the problem solved by (vh, uh), Theorem
3.2.10 gives that (∂xv, ∂xu) is solution to (3.4.4) with (∂xv(·, ·, ε2), ∂xu(·, ε2)) as
initial datum. Theorem 3.2.8 gives also
(∂xv, ∂xu) ∈ C((ε2, T ], H2(R×R+)×H2α(R))∩C1((ε2, T ], L2(R×R+)×L2(R)).
− Case n = 2 : we have to prove that
1. for all x ∈ R and y ∈ R+, the functions v(x, y, ·) and u(x, ·) are in
C1+ δ2 ([ε2, T )),
2. for all t ∈ [ε2, T ], the couple (∂xxv(·, ·, t), ∂xxu(·, t)) exists and is in Cδ(R×
R+)× Cδ(R),
where δ = 2α− 1
2
> 0.
1. The first point, that concerns the regularity in time has been proved in the
first point of case n = 1.
2. We prove the Hölder continuity in space of the second derivatives of v and u
separately.
We first prove that the regularity of v is given by Result 2. Notice that v(·, ·, ε3)
satisfies
∂tv(·, ·, ε3)−∆v(·, ·, ε3) = f(v(·, ·, ε3)).
From (3.4.7), (3.4.2) and Result 1, ∂tv(·, ·, ε3) and f(v(·, ·, ε3)) are Hölder con-
tinuous, which proves that
v(·, ·, ε3) ∈ C2+δ(R× R+).
We also know that (v, u) ∈ D(A) and, from the first point of the case n = 1,
(∂tv, ∂tu) ∈ D(A), which prove the compatibility condition in Result 2. Thus,
we can apply this result with
u1 = u ∈ C1+δ, 1+δ2 (R× [ε3, T ]), g = f(v) ∈ C1+δ, 1+δ2 (R× R+ × [ε3, T ]),
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and initial condition v(·, ·, ε3), to get that
v ∈ C2+δ,1+ δ2 (R× R+ × [ε3, T ]).
The regularity of ∂xxu is obtained as in the case n = 1 :
– For all α ∈ (1
4
, 1), we can prove that
(∂xxv(·, ·, ε4), ∂xxu(·, ε4)) ∈ L2(R× R+)× L2(R),
– We notice that, using a limit on a suitable differential quotient and Theorem
3.2.10, we can get that (∂xxv, ∂xxu) is the solution to
∂tw + Aw =
(
w1f
′(v) + (∂xv)2f ′′(v)
0
)
, (3.4.8)
starting from (∂xxv(·, ·, ε4), ∂xxu(·, ε4)). We know that f is C∞(R) and
∂xv(·, t) is bounded in L2(R×R+) uniformly in time, as solution to (3.4.4)
(see Theorem 3.2.8). From Theorem 3.2.8 and Remark 3.2.9 applied to
(v, u), we have that v(·, t) is bounded in X, uniformly in time and v(x, ·) is
Hölder continuous, uniformly in L2(R×R+). Consequently, the right hand
side of (3.4.8) satisfies the assumptions of Theorem 3.2.8. Thus we have
that (∂xxv, ∂xxu) belongs to
C((ε4, T ], H2(R× R+)×H2α(R)) ∩ C1((ε4, T ], L2(R× R+)× L2(R)),
and a similar proof as the one done in the case n = 0 leads to
(∂xxv, ∂xxu) ∈ Cδ, δ2 (R× R+ × (ε4, T ])× Cδ, δ2 (R× (ε4, T ]),
which ends the case n = 2.
Iterating, we get (3.4.3) for all n ∈ N and all ε > 0.
Once we know that the solution (v, u) to (3.1.1) is regular in space and time, we
can simplify the notations and the Cauchy problem under study becomes
∂tv −∆v = f(v), x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −µu+ v|y=0 − ku, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = µu− v|y=0, x ∈ R, y = 0, t > 0,
with initial conditions v(·, ·, 0) = v0 and u(·, 0) = u0.
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Remark 3.4.1. In the particular case of x-independent solutions, Theorem 3.2.8 gives
that the x-independent solution (v\, u\) to (3.1.1) with initial condition in X\ =
L2(R+)× R satisfies
(v\, u\) ∈ C((0,+∞), H2(R+)× R) ∩ C1((0,+∞), L2(R+)× R).
By Sobolev embeddings, we have (see [2] for example)
H2(R+) ⊂ C 12 (R+).
A similar proof as the one done to get the regularity of the solution to (3.1.1)
starting from a datum in X, gives that x-independent solution (v\, u\) satisfies
v\ ∈ C∞(R+ × (0,+∞)) and u\ ∈ C∞((0,+∞)).
3.4.2 Comparison principle
Before giving a comparison principle for classical solutions, we need the following in-
termediate lemma that we recall for the sake of completeness. It gives, by a simple
computation, the positivity of an integral that will appear in the proof of the compar-
ison principle.
Lemma 3.4.2. Let α ∈ (0, 1). For any function h satisfying (−∆)αh ∈ L2(R), and
h+ ∈ L2(R), we have ∫
R
(−∆)αh(x)h+(x)dx > 0.
Proof : For any function h that satisfies the assumptions of the lemma, let us define
the finite quantity I =
∫
R
(−∆)αh(x)h+(x)dx. We have
I =
∫∫
R2
h(x)− h(x)
|x− x|1+2α h
+(x)dxdx
=
1
2
∫∫
R2
(h(x)− h(x))(h+(x)− h+(x))
|x− x|1+2α dxdx
=
∫∫
R2
(h+(x)− h+(x))2
2 |x− x|1+2α dxdx−
∫∫
R2
(h−(x)− h−(x))(h+(x)− h+(x))
2 |x− x|1+2α dxdx.
For all (x, x) ∈ R2 :
(h−(x)− h−(x))(h+(x)− h+(x)) =

0 if h(x)h(x) > 0,
−h+(x)h−(x) if h(x) > 0 and h(x) < 0,
−h−(x)h+(x) if h(x) < 0 and h(x) > 0 .
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This quantity is nonpositive, which concludes the proof.
The following theorem gives a comparison principle for classical solutions inH2(R×
R+)×H2α˜(R), for α˜ = max(14 , 1), to the Cauchy problem (3.1.1).
Theorem 3.4.3. Let (v1, u1), (v2, u2) be two couples in C((0,+∞), H2(R × R+) ×
H2α˜(R)) ∩ C1((0,+∞), L2(R × R+) × L2(R)), for α˜ = max(14 , 1), that satisfy, almost
everywhere in the (x, y)-variable :
∂tv1 −∆v1 6 f(v1), x ∈ R, y > 0, t > 0,
∂tu1 + (−∂xx)αu1 6 −µu1 + γ0v1 − ku1, x ∈ R, y = 0, t > 0,
γ1v1 6 µu1 − γ0v1, x ∈ R, y = 0, t > 0,
and 
∂tv2 −∆v2 > f(v2), x ∈ R, y > 0, t > 0,
∂tu2 + (−∂xx)αu2 > −µu2 + γ0v2 − ku2, x ∈ R, y = 0, t > 0,
γ1v2 > µu2 − γ0v2, x ∈ R, y = 0, t > 0.
If, for almost all (x, y) ∈ R× R+,
v1(x, y, 0) 6 v2(x, y, 0) and u1(x, 0) 6 u2(x, 0),
then for all t > 0 and for almost all (x, y) ∈ R× R+, we have
v1(x, y, t) 6 v2(x, y, t) and u1(x, t) 6 u2(x, t).
Proof : Let l > 0 be a constant greater than the Lipschitz constant of f . We define
the couple (v3, u3) for almost every (x, y) ∈ R× R+ and for all t > 0 by
(v3(x, y, t), u3(x, t)) := (v1(x, y, t), u1(x, t))e
−lt − (v2(x, y, t), u2(x, t))e−lt. (3.4.9)
Since f is Lipschitz, this couple satisfies, almost everywhere in the (x, y)-variable :
∂tv3 −∆v3 6 e−ltf(v1)− e−ltf(v2)− lv3, x ∈ R, y > 0, t > 0,
∂tu3 + (−∂xx)αu3 6 −µu3 + γ0v3 − ku3 − lu3, x ∈ R, y = 0, t > 0,
γ1v3 6 µu3 − γ0v3, x ∈ R, y = 0, t > 0,
(3.4.10)
with initial conditions
v3(·, ·, 0) = v1(·, ·, 0)− v2(·, ·, 0) and u3(·, 0) = u1(·, 0)− u2(·, 0).
Almost everywhere respectively in R× R+ and R we have
v3(·, ·, 0) 6 0 and u3(·, 0) 6 0.
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Let us define v+3 (respectively u
+
3 ) the positive part of v3 (respectively u3). We
prove that these functions are equal to 0 almost everywhere respectively on R × R+
and on R for all t > 0. We multiply the first equation of (3.4.10) by v+3 and integrate
over R× R+ to get
∫∫
x∈R,y>0
∂tv3v
+
3 dxdy −
∫∫
x∈R,y>0
∆v3v
+
3 dxdy 6
∫∫
x∈R,y>0
(l |v3| − lv3)v+3 dxdy = 0.
(3.4.11)
The first integral in (3.4.11) is treated as follows. Since v1 and v2 belong to
C((0,+∞), H2(R× R+)) ∩ C1((0,+∞), L2(R× R+)), the function v+3 satisfies
v+3 ∈ C([0,+∞), H2(R× R+)),
and its derivative satisfies, in the scalar distribution sense (see [42]),
∂tv
+
3 =
{
∂tv3 a.e. on {v3 > 0},
0 a.e. on {v3 6 0}.
Thus we have for all t > 0, v+3 (·, ·, t) ∈ H1(R× R+). Consequently, differentiating
the scalar product (in L2(R×R+)) < v+3 (·, ·, t), v+3 (·, ·, t) > with respect to t, we obtain
d
dt
∥∥v+3 (·, ·, t)∥∥2L2(R×R+) = 2 < ∂tv+3 (·, ·, t), v+3 (·, ·, t) >,
which can also be written for all t > 0∫∫
x∈R,y>0
∂tv3v
+
3 dxdy =
1
2
d
dt
(∫∫
x∈R,y>0
∣∣v+3 ∣∣2 dxdy) . (3.4.12)
Then, the second integral in (3.4.11) is treated with Green’s formula. Since the
function v3 is in H2(R× R+), we have∫∫
x∈R,y>0
∆v3v
+
3 dxdy = −
∫∫
x∈R,y>0
∣∣∇v+3 ∣∣2 dxdy + ∫
x∈R
γ1v3γ0v
+
3 dx.
Using the third equation of (3.4.10) and the fact that γ0v+3 > 0, we have
∫∫
x∈R,y>0
∆v3v
+
3 dxdy 6 −
∫∫
x∈R,y>0
∣∣∇v+3 ∣∣2 dxdy + µ∫
R
u3γ0v
+
3 dx−
∫
R
∣∣γ0v+3 ∣∣2 dx.
Inserting this last inequality and (3.4.12) in (3.4.11), we get
1
2
d
dt
(∫∫
x∈R,y>0
∣∣v+3 ∣∣2 dxdy) 6 −∫∫
x∈R,y>0
∣∣∇v+3 ∣∣2 dxdy + µ∫
R
u+3 γ0v
+
3 dx. (3.4.13)
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Then we multiply the second equation of (3.4.10) by u+3 and integrate over R to
get
∫
R
∂tu3u
+
3 dx+
∫
R
(−∆)αu3u+3 dx = −(µ+ k)
∫
R
∣∣u+3 ∣∣2 dx+ ∫
R
u+3 γ0v3dx. (3.4.14)
As obtained in (3.4.12), for all t > 0, u+3 (·, t) ∈ H1(R) and consequently we have∫
R
∂tu3u
+
3 dx =
1
2
d
dt
(∫
R
∣∣u+3 ∣∣2 dx) .
Lemma 3.4.2 proves that the term
∫
x∈R
(−∆)αu3u+3 dx is nonnegative and thus
(3.4.14) becomes
1
2
d
dt
(∫
R
∣∣u+3 ∣∣2 dx) 6 ∫
R
u+3 γ0v
+
3 dx. (3.4.15)
The continuity of the trace operator recalled in Theorem 3.2.1 gives a constant
Ctr > 0 such that∥∥γ0v+3 ∥∥2L2(R) 6 C2tr (∥∥v+3 ∥∥2L2(R×R+) + ∥∥∇v+3 ∥∥2L2(R×R+)) .
From this inequality and summing (3.4.13) and (3.4.15), we have
1
2
d
dt
(∥∥u+3 ∥∥2L2(R) + ∥∥v+3 ∥∥2L2(R×R+)) 6 (µ+ 1) ∫R u+3 γ0v+3 dx− ∥∥∇v+3 ∥∥2L2(R×R+)
6 (µ+ 1)
C2tr(µ+ 1) ∥∥u+3 ∥∥2L2(R) +
∥∥γ0v+3 ∥∥2L2(R)
C2tr(µ+ 1)
− ∥∥∇v+3 ∥∥2L2(R×R+)
6 max(1, C2tr(µ+ 1)2)
(∥∥u+3 ∥∥2L2(R) + ∥∥v+3 ∥∥2L2(R×R+)) .
Since u+3 (·, 0) = 0 and v+3 (·, ·, 0) = 0 almost everywhere, we have for all t > 0,
u+3 (·, t) = 0 and v+3 (·, ·, t) = 0 almost everywhere, which concludes the proof.
This comparison principle is stated here for classical solutions whose initial condi-
tion belongs to X. However, it is necessary for later purposes to have a similar result
for solutions starting from x-independent initial data.
As in section 3.3.4, we work in the Hilbert spaceX\ = {(v\, u\) ∈ L2(R+)× R}. The
following comparison principle deals with the comparison between a solution starting
from an initial condition in X and a solution with an initial datum in X\.
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Theorem 3.4.4. Let (v1, u1) ∈ C((0,+∞), H2(R×R+)×H2α˜(R))∩C1((0,+∞), L2(R×
R+)×L2(R)) and (v2, u2) ∈ C((0,+∞), H2(R+)×R)∩C1((0,+∞), L2(R+)×R) such
that, almost everywhere in the (x, y)-variable :
∂tv1 −∆v1 6 f(v1), x ∈ R, y > 0, t > 0,
∂tu1 + (−∂xx)αu1 6 −µu1 + γ0v1 − ku1, x ∈ R, y = 0, t > 0,
γ1v1 6 µu1 − γ0v1, x ∈ R, y = 0, t > 0,
and 
∂tv2 − ∂yyv2 > f(v2), y > 0, t > 0,
u2
′ > −µu2 + γ0v2 − ku2, t > 0,
γ1v2 > µu2 − γ0v2, t > 0.
(3.4.16)
If for almost all y > 0
v2(y, 0) > 0 and u2(0) > 0,
and for almost all (x, y) ∈ R× R+
v1(x, y, 0) 6 v2(y, 0) and u1(x, 0) 6 u2(0),
then for all t > 0 and for almost all (x, y) ∈ R× R+, we have
v1(x, y, t) 6 v2(y, t) and u1(x, t) 6 u2(t).
A similar result is true if (v1, u1) is a supersolution to (1.1.1) and (v2, u2) a subso-
lution to the x-independent problem (3.4.16) with nonpositive initial conditions.
Proof : This proof follows the one done to prove Theorem 3.4.3. We first notice that
for almost every y > 0 and for all t > 0 :
v2(y, t) > 0 and u2(t) > 0.
These inequalities are true for t = 0 by assumption, and obtained, similarly to the
proof of Theorem 3.4.3, multiplying the first (respectively second) equation of (3.4.16)
by v−2 (respectively u
−
2 ), integrating over R, and doing an integration by parts.
Let us define the couple (v3, u3), for almost every (x, y) ∈ R×R+ and for all t > 0,
by
(v3(x, y, t), u3(x, t)) = (v1(x, y, t), u1(x, t))e
−lt − (v2(x, t), u2(t))e−lt, (3.4.17)
where l is the Lipschitz constant of the source term f . Thus, using that, for all t > 0,
(v1(·, ·, t), u1(·, t)) ∈ H2(R × R+) × H2α˜(R) and (v2(·, t), u2(t)) ∈ H2(R+) × R, we
conclude that the couple (v3, u3) has its positive part (v+3 , u
+
3 ) in H1(R×R+)×L2(R).
Consequently, the computations done in the proof of Theorem 3.4.3 are still valid and
conclude the proof.
The following two remarks are consequences of these comparison principles and
will be used in the sequel.
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Remark 3.4.5. A similar result as Theorem 3.4.4 is still valid if we consider two x
independent couples (v1, u1) and (v2, u2) both in
C((0,+∞), H2(R+)× R) ∩ C1((0,+∞), L2(R+)× R).
Remark 3.4.6. We can adapt the result of Theorem 3.4.4, to prove that the solution
(v, u) to (4.1.1), starting from an initial condition (v0, u0) ∈ X (or X\) that satisfies
for almost every (x, y) ∈ R× R+
0 6 v0(x, y) 6 1 and 0 6 u0(x) 6
1
µ
,
remains bounded at any time, with the same bounds as (v0, u0). More precisely,
by Theorem 3.4.4, the solution (v, u) is nonnegative. To prove that (1, 1
µ
) is above
(v, u), we can not directly apply Theorem 3.4.4. However, the proof of Theorem 3.4.3
(respectively 3.4.4) only requires that (v3, u3) defined in (3.4.9) (respectively (3.4.17))
satisfies
− ∆v3 ∈ L2(R× R+), v+3 ∈ H1(R× R+),
− (−∆)αu3 ∈ L2(R), and u+3 ∈ L2(R).
Thus, we have for all t > 0 and for almost every (x, y) ∈ R× R+
0 6 v(x, y, t) 6 1 and 0 6 u(x, t) 6 1
µ
.
Remark 3.4.7. As said in the introduction, we want to understand what happens to the
smooth solution (v, u) to (4.1.1) with a nonnegative and compactly supported initial
condition (v0, u0), when α ∈ (1/4, 1). Here we prove that it is sufficient to study the
behaviour of the solution (v1, u1) starting from (0, u0) where u0 is nonnegative and
compactly supported.
First we notice that v1(·, ·, 1) and u1(·, 1) are positive. In fact, from remark 3.4.6,
we already know that (v1, u1) is nonnegative at any time. We also know that v1 satisfies{
∂tv1 −∆v1 = f(v1), x ∈ R, y > 0, t > 0,
−∂yv1|y=0 + v1|y=0 > 0, x ∈ R, y = 0, t > 0.
The classical strong maximum principle gives v1(x, y, 1) > 0 for all (x, y) ∈ R×R+.
The same can be done for u1. Indeed, this function satisfies, for µ > 0 and k > 0,
∂tu1 + (−∂xx)αu1 + (µ+ k)u1 > 0,
and the classical strong maximum principle gives u1(x, 1) > 0, for all x ∈ R.
Thus, if v0 and u0 are compactly supported, there exists a constant a > 1 such
that for all (x, y) ∈ R× R+
v0(x, y) 6 av1(x, y, 1) and u0(x) 6 u1(x, 1).
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Consequently, Theorem 3.4.3 added to the facts that v0 > 0, f is concave and
(v(·, ·, t), u(·, t)) and (v1(·, ·, t), u1(·, t)) are continuous in R × R+ and R for t > 0, we
have for all (x, y, t) ∈ R× R+ × R+
v1(x, y, t) 6 v(x, y, t) 6 av1(x, y, t+ 1) and u1(x, t) 6 u(x, t) 6 u1(x, t+ 1).
In Chapter 4, we will study the long time behaviour of the solution starting from
(0, u0), where u0 is nonnegative and compactly supported.
Chapter 4
Long time behaviour
4.1 Introduction
In this chapter, we take α ∈ (1
4
, 1) to work with smooth solutions to the Cauchy
problem

∂tv −∆v = f(v), x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −µu+ v|y=0 − ku, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = µu− v|y=0, x ∈ R, y = 0, t > 0,
(4.1.1)
where µ > 0, k > 0, completed with initial conditions v(·, ·, 0) = 0 and u(·, 0) = u0.
The choice of such an initial datum is justified by remark 3.4.7. The function u0 is
supposed to be nonnegative and compactly supported and the function f to be of
Fisher-KPP type and of class C∞(R), which means
f is concave, f(0) = f(1) = 0 and f > 0 in (0, 1).
The main results obtained concern the speed of propagation on the line {(x, 0), x ∈
R}, called "the road", and in the half plane R× R+, called "the field". Before giving
them, we recall that the limiting state can be characterised just as in [17] and [18].
Indeed, we have the following theorem :
Theorem 4.1.1. Problem (4.1.1) admits a unique positive bounded stationary solution
(Vs, Us) that is x-independent. The solution (v, u) to (4.1.1), starting from (v0, u0) a
nonnegative, compactly supported and not identically equal to (0, 0) initial condition,
satisfies
(v(x, y, t), u(x, t)) −→
t→+∞
(Vs(y), Us),
locally uniformly in (x, y) ∈ R× R+.
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Since the convergence occurs in every compact sets of R × R+ for v (respectively
R for u), the result does not allow to follow the invasion front. The following two
theorems give some information about the location of this front. They are in the same
spirit as in [26], where the authors study the front position in Fisher-KPP equation
with fractional diffusion. The first theorem focuses on the speed of propagation on the
road and proves that it is exponential in time.
Theorem 4.1.2. Let (v, u) be the solution to (4.1.1) with (v0, u0) as nonnegative,
non identically equal to 0, compactly supported initial condition and α ∈ (1
4
, 1). Set
γ? :=
f ′(0)
1 + 2α
. Then we have
1. if γ < γ?, lim
t→+∞
inf
|x|6eγt
u(x, t) > 0,
2. if γ > γ?, lim
t→+∞
sup
|x|>eγt
u(x, t) = 0.
The first point of Theorem 4.1.2 is proved following Steps 2 and 4 of the method
described in the introduction of this thesis, even though some points diverge from it.
Indeed, it seems difficult to construct a subsolution to the rescaled transport problem.
To circumvent this difficulty, we work in a strip instead of the half plane and let the
width go to infinity. This approach leads to a weak asymptotic expression of the speed
of propagation in the sense of Theorem 4.1.2. The explicit subsolution constructed is
of the form
v(x, y, t) =
{
φ(Bxe−γt) sin
(
pi
L
y + h
)
if 0 < y < L(1− h
pi
)
0 if y > L(1− h
pi
)
, u(x, t) = chφ(Bxe
−γt) ,
where γ ∈
(
0,
f ′(0)
1 + 2α
)
, φ decays like |ξ|−(1+2α) for large values of |ξ|, L > 0 is such
that L(1 − h
pi
) is the width of the strip, and B, h and ch are well chosen positive
constants.
The second point of Theorem 4.1.2 is proved computing the supersolution to (4.1.1)
obtained by linearising problem (4.1.1) at 0. The Laplace transform recalled in The-
orem 3.2.4 gives an explicit integral expression of this supersolution, which is turned
into an explicit asymptotic expression for large values of |x| and large values of t. The
proof also reveals that the propagation can not be purely exponential but at most like
t−
3
2(1+2α) e
f ′(0)
(1+2α)
t.
The second theorem deals with the propagation in the field. We prove that the
speed of propagation, in any direction that makes an angle θ ∈ (0, pi
2
] with the road,
is linear in time.
Theorem 4.1.3. Let (v, u) be the solution to (4.1.1) with (v0, u0) ( 6≡ (0, 0)) as non-
negative, compactly supported initial condition and α ∈ (1
4
, 1). Set cKPP := 2
√
f ′(0).
Then for all θ ∈ (0, pi), we have
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1. if c > cKPP
sin(θ)
, lim
t→+∞
sup
r>ct
v(r cos(θ), r sin(θ), t) = 0,
2. if 0 < c < cKPP
sin(θ)
, lim
t→+∞
inf
06r6ct
v(r cos(θ), r sin(θ), t) > 0.
The speed of propagation is thus asymptotically equal to
cKPP
sin(θ)
. When θ is close
to 0, this speed is infinite, which is consistent with Theorem 4.1.2. The idea of the
proof of Theorem 4.1.3 consists in considering that the infinite speed of propagation
on the road imposes the density v to be close to 1 on almost all the real line, and, in
any case, in much bigger sets than those of the form {(x, 0), |x| 6 ct}, with c > 0
constant. The invasion in the field is thus given by well known results on standard
reaction-diffusion equation of Fisher-KPP type with 1{y=0} as initial condition (see for
example [5]).
This chapter is split into three sections and organised as follows. The first two are
devoted respectively to the construction of an explicit subsolution to (4.1.1) and to the
estimate of a supersolution to (4.1.1) : this proves Theorem 4.1.2. The third section
focuses on the proof of Theorem 4.1.3.
4.2 Construction of a subsolution
The construction of a subsolution (v, u) to (4.1.1) follows the method described in the
introduction of this thesis. As explained in the introduction, we are not able to follow
rigorously Step 2 of the method, i.e. to construct a subsolution to (4.1.1) in the half
plane. To bypass this difficulty, we work in a strip whose width tends to infinity, which
yields exponential speeds for all exponents less than, but not equal to, the optimal
one.
This section is split into three subsections. First, we construct an auxiliary sub-
solution to a one-dimensional problem that will be needed to define (v, u). Second,
we estimate the solution of (4.1.1) at time 2 in a strip of the form R × [0, Y ] for any
constant Y > 0, which corresponds to Step 3 of the method. The last subsection is
devoted to the proof of the first point of Theorem 4.1.2, and follows Step 4 of the
method.
4.2.1 An auxiliary 1D subsolution
We will use the following lemma in the case σ = 1 + 2α to construct a subsolution to
the nonlinear transport equations that appears when we follow Step 2 of the method.
Lemma 4.2.1. Let σ be a positive constant and g a function of class C∞(R) satisfying
g(0) = 0, g′(0) > 0. Then there exists a constant γ˜ = g′(0)σ−1 such that for all
γ ∈ [0, γ˜], the equation
− γxψ′(x) = g(ψ(x)), x ∈ R, (4.2.1)
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admits a subsolution φ of class C2(R), smaller than 1, with the prescribed decay |x|−σ
for large values of |x|. More precisely, there exist constants β > 0, A1 > 0, A2 > 0,
ε > 0 and a constant D > 0 depending on A2, σ and ε such that
− for all |x| > A2,
− γxφ′(x)− g(φ(x)) 6 − β|x|σ+ε , −φ
′′(x) 6 D|x|σ+ε , (−∂xx)
αφ(x) 6 D|x|σ+ε .
(4.2.2)
− for all |x| ∈ (A1, A2), the function x 7→ −xφ′(x) is smaller than σA−σ2 , and
nondecreasing in |x|. Thus we have
− γxφ′(x)− g(φ(x)) 6 −βvσ+ε(A2). (4.2.3)
− for all |x| 6 A1, φ(x) = φ(A1).
Proof : Let δ ∈ (0, 1) and cg > 0 be such that g is nonnegative and increasing on
(0, δ), and
for all s ∈ (0, δ) : g(s) > g′(0)s− cgs2. (4.2.4)
For λ ∈ R+ and x 6= 0, we define
vλ(x) := |x|−λ .
Let us define several constants :
γ˜ = g′(0)σ−1, γ ∈ (0, γ˜), ε ∈ (0, σ), (4.2.5)
A > max
(
(γε)−
ε
σ , δ−ε/σ, σ−
1
σ , 1
)
and A1 = A1/ε
(
1 +
ε
σ
)1/ε
. (4.2.6)
Then, a first attempt to construct a subsolution satisfying the conditions imposed
by the lemma, could be
φ1(x) :=
vσ(x)− Avσ+ε(x) if |x| > A1,1
Aσ1
− A
Aσ+ε1
if |x| 6 A1.
This function of class C1(R) is positive and nonincreasing in |x|. If α > 1/2, the
function φ1 is not regular enough to get an estimate of its fractional laplacian. Conse-
quently, we modify it so that it is of class C2(R). This argument is, by the way, not so
far from that of Silvestre in [80] in the study of the regularity of solutions of integral
equations. We define
A3 = A
1/ε
(
1 +
ε
σ
)1/ε(
1 +
ε
σ + 1
)1/ε
> A1,
and notice that φ1 is concave for A1 6 |x| 6 A3, and convex for |x| > A3.
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y
Graph of φ1
A1A3
We fix a constant A2 ∈ (A1, A3) and consider
φ(x) :=

vσ(x)− Avσ+ε(x) if |x| > A2,
χ(|x|) if A1 < |x| < A2,
1
Aσ1
− A
Aσ+ε1
= φ1(A1) > 0 if |x| 6 A1,
where χ is a nonnegative and nonincreasing in |x| function of class C2(R), concave on
(A1, A2) and chosen so that the function φ is C2(R).
We also have for all x ∈ R
0 6 φ(x) 6 1
Aσ1
− A
Aσ+ε1
6 A−σ1 6 A−σ/ε 6 δ. (4.2.7)
We first prove that φ is a subsolution to (4.2.1), treating separately the cases
|x| > A2, |x| ∈ (A1, A2) and |x| 6 A1.
− If |x| > A2 > A1/ε, with the choice of A done in (4.2.6), we have γε−cgA−σ/ε > 0.
We define a positive constant β in (0, Aγε− cgA−σ−εε ). Using inequality (4.2.7)
and the assumption done on g in (4.2.4), we have |x|σ−ε > Aσ−εε > cg(Aγε −
β)−1 > 0. This implies
− γxφ′(x)− g(φ(x)) 6 g′(0)φ(x)− Aγεvσ+ε(x)− g(φ(x))
6 cgφ(x)2 − Aγεvσ+ε(x)
6 cgvσ(x)2 − Aγεvσ+ε(x)
6 −βvσ+ε(x). (4.2.8)
The right hand side is smaller than 0 and this inequality proves the first estimate
in (4.2.2).
114 Chapter 4. Long time behaviour
− If |x| ∈ (A1, A2), from the definition of χ, we have
−xφ′(x) 6 σA−σ2 .
Then, due to the assumptions done on g in (4.2.4), the decay and the concavity
of χ, the function x 7→ −γxχ′(|x|) − g(χ(|x|)) is continuous and nondecreasing
in |x|, for |x| ∈ (A1, A2). Consequently
−γxφ′(x)− g(φ(x)) = −γxχ′(|x|)− g(χ(|x|))
6 −γA2χ′(A2)− g(χ(A2)) 6 −βvσ+ε(A2),
as proved in (4.2.8). This inequality proves (4.2.3).
− If |x| 6 A1, we have
−γxφ′(x)− g(φ(x)) = −g(φ(A1)) 6 0.
Then, we prove the estimates (4.2.2) for |x| > A2. The first one has been proved
in (4.2.8). The second estimate concerns φ′′. We define D1 = (σ + ε)(σ + ε− 1)A and
we have for all |x| > A1/ε > 1
−φ′′(x) 6 (σ + ε)(σ + ε+ 1)Ax−2vσ+ε(x) 6 D1vσ+ε(x).
The last estimate in (4.2.2) concerns (−∂xx)αφ. The function φ is of class C2(R),
radially symmetric and nonincreasing in |x|. It fulfills the assumptions of Lemma 1.3.1,
which proves the existence of a constant D2 > 0 such that for all x ∈ R
(−∂xx)αφ(x) 6 D2φ(x).
Take D = max(D1, D2) and the estimates in (4.2.2) are proved.
4.2.2 Bounding from below the solution at time 2
The following lemma corresponds to Step 2 of the method presented in the introduction
of this thesis.
Lemma 4.2.2. Let (pv, pu) be the solution to
∂tp
v −∆pv = 0, x ∈ R, y > 0, t > 0,
∂tp
u + (−∂xx)αpu = −(µ+ k)pu + pv|y=0, x ∈ R, y = 0, t > 0,
−∂ypv|y=0 = µpu − pv|y=0, x ∈ R, y = 0, t > 0,
(4.2.9)
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with µ > 0 and k > 0, completed with the initial data pv(·, ·, 0) = 0 and pu(·, 0) = u0,
where u0 is a nonnegative and non identically equal to 0 function. Then, for any
constant Y > 0, there exists a constant a > 0 such that for all (x, y) ∈ R× [0, Y ]
pv(x, y, 2) > a
1 + |x|1+2α and p
u(x, 2) > a
1 + |x|1+2α . (4.2.10)
Proof : For all t > 0, the lower bound for pu in (4.2.10) is easy to get. Indeed, Remark
3.4.6 ensures that, for all time t > 0, the function pv is nonnegative on R×R+. Thus
the second equation of (4.2.9) gives for all x ∈ R and all time t > 0
∂tp
u(x, t) + (−∂xx)αpu(x, t) > −(µ+ k)pu(x, t).
Let us denote by pα the fundamental solution to the fractional Laplacian in dimen-
sion one, that is to say the solution to{
∂tpα(x, t) + (−∂xx)αpα(x, t) = 0, x ∈ R, t > 0,
pα(x, 0) = δ0(x), x ∈ R.
It is well known that the decay of pα is like |x|−(1+2α) for large values of |x|. The
lower bound of pα, in R× [0,+∞),
pα(x, t) >
B−1t
t
d
2α
+1 + |x|d+2α
,
leads to the existence of a constant a1 > 0, depending on u0 and α, such that for all
x ∈ R and all t > 1
pu(x, t) > e−(µ+k)tu0 ? pα(x, t) > a1
t−1/2αe−(µ+k)t
1 + |x|1+2α . (4.2.11)
We claim the existence of a constant a > 0 such that for all x0 ∈ R and all y ∈ [0, Y ]
pv(x0, y, 2) >
a
1 + |x0|1+2α
.
Let us define x0 > 0 such that
for all x0 satisfying |x0| > x0 :
1 + |x0|1+2α
1 + (1 + |x0|)1+2α >
1
2
. (4.2.12)
Fix x0 ∈ R, and define
w(x, y, t) = (1 + |x0|1+2α)pv(x, y, t) on R× R+ × R+. (4.2.13)
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We have to prove that for all y ∈ [0, Y ]
w(x0, y, 2) > a.
The boundary condition satisfied by pv in (4.2.9) and the estimate of pu in (4.2.11)
give, for all x ∈ R and t > 1
−∂yw(x, 0, t) + w(x, 0, t) = µ(1 + |x0|1+2α)pu(x, t)
> a1t−1/2αe−(µ+k)t
1 + |x0|1+2α
1 + |x|1+2α .
Using the definition of x0 in (4.2.12), we have for x0 ∈ R such that |x0| > x0, for
all |x| ∈ (|x0| − 1, |x0|+ 1) and t ∈ (1, 3) :
− ∂yw(x, 0, t) + w(x, 0, t) > a1t−1/2αe−(µ+k)t 1 + |x0|
1+2α
1 + (|x0|+ 1)1+2α
> a1
2
t−1/2αe−(µ+k)t
> a2, (4.2.14)
where a2 > 0 is a constant.
Let χ be defined as follows
χ(x) =

1 if |x| 6 1
2
,
e
− (|x|−1/2)2
(|x|−1)2 if
1
2
6 |x| 6 1,
0 if |x| > 1.
For any |x0| > x0, by the comparison principle, we have
w(x, y, t) > w(x− x0, y, t) for all (x, y, t) ∈ R× R+ × (1, 3), (4.2.15)
where w, is the solution to
∂tw −∆w = 0, x ∈ R, y > 0, t > 1,
−∂yw(x, 0, t) + w(x, 0, t) = a2χ(x), x ∈ R, t > 1,
wx0(x, y, 1) = 0, x ∈ R, y > 0.
(4.2.16)
The existence and uniqueness of w is given by Theorem 5.3 of [63]. Its regularity
is inherited from the regularity of γ, that is for all l > 0
w ∈ Cl+2, l2 +1(R× R+ × [1, 3]).
Finally, the existence of a constant a3 > 0, such that for all |x| ∈ (−1, 1), y ∈ [0, Y ]
and t ∈ (1, 3), we have
w(x, y, t) > a3,
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is given by the regularity of w, and the strong maximum principle applied to (4.2.16).
Using (4.2.13) and (4.2.15), we conclude that for all x0 ∈ R and all y ∈ [0, Y ]
w(x0, y, 2) = (1 + |x0|1+2α)pv(x0, y, 2) > w(0, y, 2) > a3. (4.2.17)
Using (4.2.11) and (4.2.14), we have
pu(x0, 2) >
a2
1 + |x0|1+2α
. (4.2.18)
Set a = min(a2, a3) so that, with (4.2.17) and (4.2.18), the lemma is proved.
4.2.3 Proof of Theorem 4.1.2 - Part 1
We want to prove that
for all 0 < γ <
f ′(0)
1 + 2α
, lim
t→+∞
inf
|x|6eγt
u(x, t) > 0. (4.2.19)
In what follows, we explicit Step 2 of the method, given in the introduction of the
thesis. On the road, the fractional diffusion makes us think the speed of propagation
to be exponential in time. Thus, we set r(t) = eγt in Step 2 of the method, where γ is
a constant in
(
0,
f ′(0)
1 + 2α
)
. The analysis has the same flavour as that of Part I, but is
technically more involved. We break it into several steps.
Step 1: Formal analysis
In this step, we rescale the x variable, defining the functions v˜(ξ, y, t) = v(eγtξ, y, t)
and u˜(ξ, t) = u(eγtξ, t) for ξ ∈ R, y > 0 and t > 0. We formally neglect the diffusive
terms to get the following transport system

∂tv˜ − γξ∂ξv˜ − ∂yyv˜ = f(v˜), ξ ∈ R, y > 0, t > 0,
∂tu˜− γξ∂ξu˜ = −µu˜+ v˜ − ku˜, ξ ∈ R, y = 0, t > 0,
−∂yv˜ = µu˜− v˜, ξ ∈ R, y = 0, t > 0.
(4.2.20)
By Step 4 of the method given in the introduction, we know that if (V (ξ, y), U(ξ))
is a stationary subsolution to (4.2.20), we can construct a subsolution (v, u) to the
initial problem (4.1.1) by
v(x, y, t) = V (xb(t), y) and u(x, t) = U(xb(t)),
where b is a function asymptotically proportional to r−1. Thus, we look for a subsolu-
tion to
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
−γξ∂ξV − ∂yyV = f(V ), ξ ∈ R, y > 0,
−γξ∂ξU = −µU + V − kU, ξ ∈ R, y = 0,
−∂yV = µU − V, ξ ∈ R, y = 0.
(4.2.21)
Step 2: Construction of an explicit subsolution to the stationary system (4.2.21)
From now on, we diverge from the method set up in the introduction of this thesis.
We construct a subsolution (V (ξ, y), U(ξ)) to (4.2.21), not in all R × R+, but in the
strip R× (0, L), for a constant L satisfying
L > max
(
2, pi
(
f ′(0)
1 + 2α
− γ
)−1/2)
. (4.2.22)
We want the subsolution to have the algebraic decay |ξ|−(1+2α) for large value of
|ξ|. Since L > pif ′(0)−1/2, we apply Lemma 4.2.1 with
g(s) = f(s)−
(pi
L
)2
s and σ = 1 + 2α. (4.2.23)
Let us define
V (ξ, y) =
{
φ(ξ) sin
(pi
L
y + h
)
if 0 6 y < L
(
1− h
pi
)
0 if y > L
(
1− h
pi
) , U(ξ) = chφ(ξ) , (4.2.24)
where
h ∈
(
0, arctan
(pi
L
))
and ch = min
(
sin(h)
2(γ˜σ + µ+ k)
,
sin(h)φ(A2)A
σ
2
4γσ
)
, (4.2.25)
and φ, A1, A2, γ˜ are given by Lemma 4.2.1. Note that with these choices,
γ˜ = g′(0)σ−1 =
f ′(0)− (pi/L)2
1 + 2α
.
Let us prove that (V (ξ, y), U(ξ)) is a subsolution to (4.2.21). We treat separately
the three equations in (4.2.21).
− It is a subsolution to the first equation of (4.2.21) : since s 7→ g(s)
s
is decreasing,
we have
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– for 0 < y < L(1− h
pi
) and ξ ∈ R
−γξ∂ξV (ξ, y)− ∂yyV (ξ, y)− f(V (ξ, y))
=
(
−γξφ′(ξ) +
(pi
L
)2
φ(ξ)
)
sin
(pi
L
y + h
)
− f(V (ξ, y))
= −γξφ′(ξ) sin
(pi
L
y + h
)
− g
(
φ(ξ) sin
(pi
L
y + h
))
6 (−γξφ′(ξ)− g(φ(ξ))) sin
(pi
L
y + h
)
.
The function φ was constructed in Lemma 4.2.1 so that the right hand side
of the last inequality is smaller than or equal to 0.
– for y > L(1− h
pi
) and ξ ∈ R
−γξ∂ξV (ξ, y)− ∂yyV (ξ, y)− f(V (ξ, y)) = 0.
− It is a subsolution to the second equation of (4.2.21). Indeed for ξ ∈ R, since
γ˜ = g′(0)σ−1, we have
−γξφ′(ξ) 6 g(φ(ξ)) 6 g′(0)φ(ξ) = γ˜σφ(ξ).
Thus we get for all ξ ∈ R
−γξU ′(ξ) + (µ+ k)U(ξ)− V (ξ, 0) = −chγξφ′(ξ) + ch(µ+ k)φ(ξ)− φ(ξ) sin(h)
6 (ch(γ˜σ + µ+ k)− sin(h))φ(ξ).
6 0,
with the choice done for ch in (4.2.25).
− It is a subsolution to the third equation of (4.2.21). Indeed for ξ ∈ R
−∂yV (ξ, 0)− µU(ξ) + V (ξ, 0) =
(
−pi
L
cos(h)− chµ+ sin(h)
)
φ(ξ) 6 0,
thanks to (4.2.25).
Step 3: Subsolution to the initial problem (4.1.1)
The subsolution (v, u) that we are going to construct comes from (V , U) and is
given by
v(x, y, t) = V (xb(t), y) and u(x, t) = U(xb(t)), (4.2.26)
where b(t) = Be−γt for a constant B > 0 small enough. More precisely, we have the
following lemma.
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Lemma 4.2.3. Let γ ∈
(
0,
f ′(0)
1 + 2α
)
, β, D and φ be defined in Lemma 4.2.1 with the
choice of g and σ done in (4.2.23). For any constant L satisfying (4.2.22) and B > 0,
let us set
v(x, y, t) =
{
φ(xb(t)) sin
(pi
L
y + h
)
if 0 6 y < L(1− h
pi
)
0 if y > L(1− h
pi
)
, u(x, t) = chφ(xb(t)) ,
where b(t) = Be−γt, h and ch are defined in (4.2.25). Then there exists a constant
B > 0 such that the couple (v, u) is a subsolution to the initial problem (4.1.1).
The constant B > 0 satisfies
B < min
(√
β
D
,
γ˜σ + µ+ k
D
,
√
βvσ+ε(A2)
‖χ′′‖∞
,
(
sin(h)φ(A2)
2ch ‖(−∂xx)αφ‖∞
) 1
2α
,
(
sin(h)
2chD
) 1
2α
)
.
(4.2.27)
Proof : Let us define two operators L1 and L2 by
L1(v) = ∂tv −∆v − f(v) and L2(v, u) = ∂tu+ (−∂xx)αu+ (µ+ k)u− γ0v.
Using the estimates (4.2.2) obtained in Lemma 4.2.1, we prove that (v, u) is a
subsolution to (4.1.1), treating separately the three equations of (4.1.1).
− In the field :
– if 0 < y < L(1− h
pi
) and |x| > A2b(t)−1 :
L1(v)(x, y, t) =
[
b′(t)xφ′(xb(t))− b(t)2φ′′(xb(t))] sin(pi
L
y + h
)
+
(pi
L
)2
φ(xb(t)) sin
(pi
L
y + h
)
− f
(
φ(xb(t)) sin
(pi
L
y + h
))
6 [−γb(t)xφ′(xb(t))− g(φ(xb(t)))] sin
(pi
L
y + h
)
+Db(t)2vσ+ε(xb(t)) sin
(pi
L
y + h
)
6 (−β +DB2)vσ+ε(xb(t)) sin
(pi
L
y + h
)
6 0,
from the choice done for B in (4.2.27).
– if 0 < y < L(1− h
pi
) and |x| ∈ (A1b(t)−1, A˜2b(t)−1), using (4.2.3), we have
L1(v)(x, y, t) =
[
b′(t)xχ′(xb(t))− b(t)2χ′′(xb(t))− g(χ(xb(t)))] sin(pi
L
y + h
)
6 (−βvσ+ε(A2) +B2 ‖χ′′‖∞) sin
(pi
L
y + h
)
6 0,
from the choice done for B in (4.2.27).
4.2. Construction of a subsolution 121
– if 0 < y < L(1− h
pi
) and |x| < A1b(t)−1 :
L1(v)(x, y, t) = −g
(
φ(A1) sin
(pi
L
y + h
))
6 0.
– if y > L(1− h
pi
) and x ∈ R :
L1(v)(x, y, t) = 0.
− On the road :
– if |x| > A2b(t)−1, from the choice of γ˜ done in Lemma 4.2.1 and the fact
that g(s) 6 g′(0)s for s ∈ [0, 1], we have
L2(v, u)(x, t) = chb′(t)xφ′(xb(t)) + chb(t)2α(−∂xx)αφ(xb(t))
+ch(µ+ k)φ(xb(t))− sin(h)φ(xb(t))
6 chg(φ(xb(t))) + ch(µ+ k +B2αD − sin(h))φ(xb(t))
6
[
ch(γ˜σ + µ+ k +B
2αD)− sin(h)]φ(xb(t))
6 0,
due to the choices of ch and B respectively in (4.2.25) and (4.2.27).
– if |x| ∈ (A1b(t)−1, A2b(t)−1) :
L2(v, u)(x, t) = chb′(t)xφ′(xb(t)) + chb(t)2α(−∂xx)αφ(xb(t))
+(ch(µ+ k)− sin(h))φ(xb(t)).
We use two properties of the function φ defined in Lemma 4.2.1. First, the
quantity
‖(−∂xx)αφ‖∞ = max|z|6A2 |(−∂xx)
αφ(z)| (4.2.28)
is well defined since φ ∈ C2(R) ∩ L∞(R). Second, still from Lemma 4.2.1,
the function x 7→ −xφ′(x) is smaller than σA−σ2 for such values of |x|.
With the choice done for ch in (4.2.25), we get
L2(v, u)(x, t) 6 γchσA−σ2 −
sin(h)
2
φ(A2) + chB
2α ‖(−∂xx)αφ‖∞
6 −sin(h)
4
φ(A2) + chB
2α ‖(−∂xx)αφ‖∞ 6 0,
thanks to the choice of B in (4.2.27).
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– if |x| 6 A1b(t)−1, from Lemma 4.2.1, φ′(xb(t)) = 0 and with (4.2.28) we
have
L2(v, u)(x, t) = chb(t)2α(−∂xx)αφ(xb(t)) + [ch(µ+ k)− sin(h)]φ(xb(t))
6 [ch(µ+ k)− sin(h)]φ(xb(t)) + chB2α ‖(−∂xx)αφ‖∞
6 −sin(h)
2
+ chB
2α ‖(−∂xx)αφ‖∞ .
6 0,
from the choices of ch and B done respectively in (4.2.25) and in (4.2.27).
− The condition on the boundary gives, for all x ∈ R,
−∂yv(x, 0, t)− µu(x, t) + v(x, 0, t) =
(
−pi
L
cos(h)− µch + sin(h)
)
φ(xb(t))
6
(
−pi
L
+ tan(h)
)
cos(h)φ(xb(t)) 6 0,
due to the choice of h done in (4.2.25).
Step 4 : Taking into account the initial condition
We now turn to Step 3 of the method given in the introduction of the thesis,
finding a time t0 > 0 such that the couple (v, u) defined in (4.2.26) is smaller than the
solution (v, u) at time t0. We set t0 = 2 and define an intermediate couple (pv, pu) that
is smaller than (v, u) and that decays like |x|−(1+2α) for large values of |x|. Since the
nonlinearity f is nonnegative, by the comparison principle stated in Theorem 3.4.3,
we know that (v, u) is greater than (pv, pu), the solution to
∂tp
v −∆pv = 0, x ∈ R, y > 0, t > 0,
∂tp
u + (−∂xx)αpu = −(µ+ k)pu + pv|y=0, x ∈ R, y = 0, t > 0,
−∂ypv |y=0 = µpu − pv|y=0, x ∈ R, y = 0, t > 0,
with pv(·, ·, 0) = 0 and pu(·, 0) = u0. Applying Lemma 4.2.2 with Y = L, we have the
existence of a constant a > 0 such that, for all x ∈ R and all y ∈ [0, L],
v(x, y, 2) > pv(x, y, 2) > a
1 + |x|1+2α , and u(x, 2) > p
u(x, 2) > a
1 + |x|1+2α .
Since s 7→ f(s)
s
is decreasing, there exists a small constant ε0 ∈ (0, 1) such that the
couple (ε0v, ε0u) is a subsolution to the initial problem (4.1.1). Taking ε0 smaller if
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necessary, the decay and the continuity of φ imposed in Lemma 4.2.1 and the definition
of (v, u) in (4.2.26), give for all (x, y) ∈ R× [0, L]
v(x, y, 2) > a
1 + |x|1+2α > ε0v(x, y, 2), and u(x, 2) >
a
1 + |x|1+2α > ε0u(x, 2).
By Theorem 3.4.3, for all t > 2 and all (x, y) ∈ R× R+, we get
v(x, y, t) > ε0v(x, y, t) and u(x, t) > ε0u(x, t). (4.2.29)
More precisely, since φ defined in Lemma 4.2.1 is even and nonincreasing in |x|, we
have for t > 2 and |x| 6 eγt
u(x, t) > ε0u(x, t) = ε0chφ(xb(t)) > ε0chφ(eγtb(t)) = ε0chφ(B) > 0,
where b(t) and B are given respectively in (4.2.26) and (4.2.27). Consequently, we
have
lim
t→+∞
inf
|x|6eγt
u(x, t) > 0.
This result is true for all γ ∈
(
0, f
′(0)
1+2α
)
, which concludes the proof of the first part
of Theorem 4.1.2.
4.3 Construction of a supersolution
The nonlinearity of the initial problem (4.1.1) is a Fisher-KPP type nonlinearity, which
imposes f(v) 6 f ′(0)v. It is usual to consider as supersolution the solution (v, u) to
the linear problem
∂tv −∆v = f ′(0)v, x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −µu+ v|y=0 − ku, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = µu− v|y=0, x ∈ R, y = 0, t > 0,
where µ > 0, k > 0 and completed with initial conditions v(·, ·, 0) = 0 and u(·, 0) = u0.
The following theorem is the key point to prove the second part of Theorem 4.1.2
that concerns the propagation on the road. It gives an upper estimate to the density
u. In the sequel, the constant r0,k+f ′(0) defined in (3.3.4) as the solution to
r20,k+f ′(0) = r
2α
0,k+f ′(0) + k + f
′(0), (4.3.1)
will be denoted by r0. It is crucial to notice that
r0 >
√
f ′(0).
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Theorem 4.3.1. There exist c ∈
(√
f ′(0)
r0
, 1
)
and C˜1 > 0 such that for |x| > 1, we
have
u(x, t) 6 C˜1
(
ef
′(0)t
|x|1+2α t3/2 +R(x, t)
)
,
with
R(x, t) 6 e(f ′(0)−c2r20 cos(2ε))t + ef ′(0)te−
√
|x| sin(ε) +
ef
′(0)t
|x|3 + e
(f ′(0)−r20)t,
and ε > 0 satisfies c2r20 cos(2ε) > f ′(0).
This theorem emphasises that the dynamics of the level sets of u, for large values
of |x| and t, is given by e
f ′(0)t
|x|1+2α t3/2 .
We define
(v1, u1) = e
−f ′(0)t(v, u), (4.3.2)
the solution to
∂tv1 −∆v1 = 0, x ∈ R, y > 0, t > 0,
∂tu1 + (−∂xx)αu1 = −µu1 + v1|y=0 − ku1 − f ′(0)u1, x ∈ R, y = 0, t > 0,
−∂yv1|y=0 = µu1 − v1|y=0, x ∈ R, y = 0, t > 0,
(4.3.3)
with initial conditions v1(·, ·, 0) = 0 and u1(·, 0) = u0. This Cauchy problem can be
written
∂t
(
v1
u1
)
+ A˜
(
v1
u1
)
= 0,
where
A˜
(
v1
u1
)
=
(
−∆v1
(−∂xx)αu1 + µu1 − v1|y=0 + ku1 + f ′(0)u1
)
. (4.3.4)
The operator A˜ is similar to the operator A defined in (3.3.1) with the constant k
replaced by k + f ′(0). Its domain is D(A) given by (3.3.2). The properties obtained
on A in sections 3.3.2 and 3.3.3 do not depend on k. Thus, A˜ is a sectorial operator
on X with angle βA˜ that can be taken anywhere in (0,
pi
2
). From Theorem 3.2.4, the
solution to (4.3.3) is given for all (x, y) ∈ R× R+ by(
v1(x, y, t)
u1(x, t)
)
=
1
2ipi
∫
Γ0,β
A˜
(
A˜− λI
)−1( 0
u0(x)
)
e−λtdλ. (4.3.5)
The complete proof of Theorem 4.3.1 is given in section 4.3.2. It is computationally
difficult to obtain, but reveals some properties of the linear operator. The outline of
the proof is the following.
4.3. Construction of a supersolution 125
1. We will compute (A˜− λI)−1
(
0
u0
)
. This is an easy step that gives
(
A˜− λI
)−1( 0
u0
)
=

F−1
(
ξ 7→ µ
P (λ, |ξ|)e
−
√
−λ+|ξ|2y
)
? u0
F−1
ξ 7→
√
−λ+ |ξ|2 + 1
P (λ, |ξ|)
 ? u0
 , (4.3.6)
where P is the function Pk+f ′(0) defined in (3.3.3) by
P (λ, |ξ|) := (−λ+ |ξ|2α + µ+ k + f ′(0))(√−λ+ |ξ|2 + 1)− µ. (4.3.7)
The preliminary lemma 4.3.2 simplifies the expression F−1
(
ξ 7→
√
−λ+|ξ|2+1
P (λ,|ξ|)
)
that appears in (4.3.6). The computation of this inverse Fourier transform re-
quires the knowledge of the location of the zeroes of P , which has already been
done in Lemma 3.3.1. Indeed we know that :
− if |ξ| < r0, for any λ ∈ C, P (λ, |ξ|) does not vanish,
− if |ξ| > r0, P (λ, |ξ|) may vanish for some real values of λ.
2. An estimate of the integral on {|ξ| < r0} is inspired of [75] and given in Lemma
4.3.4.
3. The integral on {|ξ| > r0} can be bounded from above by e−r20t. This is done in
Lemma 4.3.5. Going back to the supersolution
u(x, t) = ef
′(0)tF−1
ξ 7→
√
−λ+ |ξ|2 + 1
P (λ, |ξ|)
 (x),
and since r0 >
√
f ′(0), we understand that the integral on {|ξ| > r0} tends to 0
as t tends to +∞.
4.3.1 Preliminary result : estimate of an integral
Lemma 4.3.2. Let r0 be defined in (4.3.1) and P be defined in (4.3.7). For r > 0,
t > 1 and a constant β ∈ (0, pi
2
), we set
Iβ(r, t) =
1
ipi
∫
Γ0,β
√−λ+ r2 + 1
P (λ, r)
e−λtdλ, (4.3.8)
where Γ0,β = R+eiβ ⊕ R+e−iβ. Then, for all c ∈ (0, 1), the following two points are
satisfied.
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1. For r ∈ (0, cr0) and t > 1 :
Iβ(r, t) =
2µe−r
2t
pi
∫ +∞
0
√
ν
|P (r2 + ν, r)|2 e
−νtdν,
where
P (r2 + ν, r) =
(−ν − r2 + r2α + µ+ k + f ′(0)) (i√ν + 1)− µ.
2. There exists a universal constant C4 > 0 such that, for all r > cr0 and all t > 1
|Iβ(r, t)| 6 C4e−(r2α+k+f ′(0)−ε0)t
(√
|r2 − (r2α + k + f ′(0)− ε0)|+ 1
)
, (4.3.9)
where ε0 = r2α0 (1− c2α) > 0.
Proof : 1. Let c be in (0, 1) and β1 in (0, β). Due to Lemma 3.3.1, for λ ∈ C and
r ∈ (0, cr0), P (λ, r) does not vanish. Consequently,
λ 7→
√−λ+ r2 + 1
P (λ, r)
e−λt
is holomorphic in C. Let R > 0 be any constant satisfying
R
(R2 + r4 − 2r2R cos(β1))1/2 sin(β1) <
1√
2
, uniformly in r ∈ (0, cr0).
We consider the contour of integration CR1 , oriented in the direct sense, defined by
CR1 := ΓR0,β ∪ {Reiθ, θ ∈ (−β,−β1)} ∪ Γl(R,r)r2,β˜ ∪ {Re
iθ, θ ∈ (β1, β)},
where for all r ∈ [0, cr0], l(R, r) = (R2 + r4 − 2r2R cos(β1))1/2, β˜ is such that sin(β˜) =
R
l(R,r)
sin(β1), and for all R˜ > 0, ΓR˜·,· = {λ ∈ Γ·,· | |λ| 6 R˜}. The expressions of l(R, r)
and β˜ are obtained by usual trigonometric identities.
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<e(λ)
=m(λ)
O r2
β˜β β1
R
l(R, r)
Oriented contour CR1
Cauchy’s formula gives for all R > 0
ipiIβ(r, t) =
∫
Γ
l(R,r)
r2,β˜
√−λ+ r2 + 1
P (λ, r)
e−λtdλ+
∫ −β
−β1
√−Reiθ + r2 + 1
P (Reiθ, r)
e−Re
iθtReiθidθ
−
∫ β1
β
√−Reiθ + r2 + 1
P (Reiθ, r)
e−Re
iθtReiθidθ. (4.3.10)
The last two terms in the right hand side of (4.3.10) tend to 0 as R goes to +∞.
Indeed ∣∣∣∣∣
∫ ±β1
±β
√−Reiθ + r2 + 1
P (Reiθ, r)
e−Re
iθtReiθidθ
∣∣∣∣∣ 6 C√Re−R cos(β)t,
where C > 0 is a universal constant. Moreover we have for all r ∈ (0, cr0)
l(R, r) −→
R→+∞
+∞.
Thus, passing to the limit as R tends to +∞ in (4.3.10), we have for all t > 1 and
r ∈ (0, cr0)
Iβ(r, t) =
1
ipi
∫
Γ
r2,β˜
√−λ+ r2 + 1
P (λ, r)
e−λtdλ.
A simple computation gives
ipier
2tIβ(r, t) = −
∫ +∞
0
i
√
νei
β˜
2 + 1
P (r2 + νeiβ˜, r)
e−νe
iβ˜t+iβ˜dν+
∫ +∞
0
−i√νe−i β˜2 + 1
P (r2 + νe−iβ˜, r)
e−νe
−iβ˜t−iβ˜dν.
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The expressions to be integrated are conjugate, which gives
Iβ(r, t) = −2e
−r2t
pi
∫ +∞
0
=m
(
i
√
νeiβ˜/2 + 1
P (r2 + νeiβ˜, r)
e−νe
iβ˜teiβ˜
)
dν.
There exists a constant C > 0 such that for all ν > 0∣∣∣∣∣=m
(
i
√
νeiβ˜/2 + 1
P (r2 + νeiβ, r)
e−νe
iβ˜teiβ˜
)∣∣∣∣∣ 6 C(√ν + 1)e− ν√2 t.
Consequently, for r ∈ (0, cr0) and t > 1, we can pass to the limit as β˜ tends to 0 ,
applying the dominated convergence theorem. We get
Iβ(r, t) = −2e
−r2t
pi
∫ +∞
0
=m
(
i
√
ν + 1
P (r2 + ν, r)
)
e−νtdν
=
2µe−r
2t
pi
∫ +∞
0
√
ν
|P (r2 + ν, r)|2 e
−νtdν.
2. We prove the second point of the lemma. Let c be a constant in (0, 1). From
Lemma 3.3.1 we know that, for r > r0, P (λ, r) may vanish for certain real values of
λ, that are greater than or equal to r2α + k + f ′(0). Consequently, for all R > 0, the
function
λ 7→
√−λ+ r2 + 1
P (λ, r)
e−λt
has no pole inside the contour CR2 (oriented in the direct sense) defined by
CR2 := ΓR0,β ∪ {Reiβ + ν, ν ∈ (0, r2α + k + f ′(0)− ε0)} ∪ ΓRr2α+k+f ′(0)−ε0,β
∪ {Re−iβ + ν, ν ∈ (0, r2α + k + f ′(0)− ε0)},
where ΓR·,β = {λ ∈ Γ·,β | |λ| 6 R} and ε0 = r2α0 (1− c2α) > 0.
<e(λ)
=m(λ)
O r2α+k
+f ′(0)−ε0
ββ
R
Oriented contour CR2
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We apply Cauchy’s formula and, as in the case r ∈ (0, cr0), the integrals on the
contours
{Reiβ+ν, ν ∈ (0, r2α+k+f ′(0)−ε0)} and {Re−iβ+ν, ν ∈ (0, r2α+k+f ′(0)−ε0)}
tend to 0 as R tends to +∞. To estimate the integral on ΓRr2α+k+f ′(0)−ε0,β, we use
Lemma 3.3.1 that gives the location of the zeroes of P . Indeed, if λ ∈ ΓRr2α+k+f ′(0)−ε0,β
and r > cr0, then P (λ, r) > cP > 0. Thus, we have for all ν > 0, for all r > cr0 and
for λ = r2α + k + f ′(0)− ε0 + νe±iβ :∣∣∣∣√−λ+ r2 + 1P (λ, r)
∣∣∣∣ 6 c−1P (√|r2 − (r2α + k + f ′(0)− ε0)|+√ν + 1) .
This implies for all r > cr0 and all t > 1 :
|Iβ(r, t)| 6
∣∣∣∣∣ 1ipi
∫
Γr2α+k+f ′(0)−ε0,β
√−λ+ r2 + 1
P (λ, r)
e−λtdλ
∣∣∣∣∣
6 c−1P e−(r
2α+k+f ′(0)−ε0)t(
√
|r2 − (r2α + k + f ′(0)− ε0)|+ 1)
∫ +∞
0
e−ν cos(β)tdν
+ c−1P e
−(r2α+k+f ′(0)−ε0)t
∫ +∞
0
√
νe−ν cos(β)tdν
6 C4e−(r
2α+k+f ′(0)−ε0)t(
√
|r2 − (r2α + k + f ′(0)− ε0)|+ 1),
where C4 is positive universal constant.
4.3.2 Proof of Theorem 4.3.1
We follow the outline of the proof given at the beginning of the section.
1. Computation of
(
A˜− λI
)−1( 0
u0
)
, for λ ∈ Γ0,β
A˜
:
For all λ ∈ Γ0,β
A˜
, we compute for (x, y) ∈ R× R+ the quantity(
vA˜(x, y)
uA˜(x)
)
:=
(
A˜− λI
)−1( 0
u0(x)
)
.
In other words, (vA˜, uA˜) ∈ D(A) satisfies, almost everywhere in the (x, y)-variable,
−∆vA˜ = λvA˜, x ∈ R, y > 0,
(−∂xx)αuA˜ + µuA˜ − vA˜ + kuA˜ + f ′(0)uA˜ = λuA˜ + u0, x ∈ R, y = 0,
−∂yvA˜ = µuA˜ − vA˜ x ∈ R, y = 0.
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Taking the Fourier transform in the x-variable, we have, almost everywhere in the
(ξ, y)-variable,
−∂yyv̂A˜ = (λ− |ξ|2)v̂A˜, ξ ∈ R, y > 0,
−v̂A˜ + (−λ+ |ξ|2α + µ+ k + f ′(0))ûA˜ = û0, ξ ∈ R, y = 0,
−∂yv̂A˜ + v̂A˜ = µûA˜, ξ ∈ R, y = 0.
(4.3.11)
Since vA˜ is in H
2(R×R+), λ− |ξ|2 /∈ R∗− and the first equation of (4.3.11) gives,
for almost every ξ ∈ R and almost every y > 0 :
v̂A˜(ξ, y) = γ0v̂A˜(ξ)e
−
√
|ξ|2−λ y. (4.3.12)
Once we have v̂A˜, the third equation of (4.3.11) implies for almost every ξ ∈ R
γ0v̂A˜(ξ) =
µ
1 +
√
|ξ|2 − λ
ûA˜(ξ). (4.3.13)
Finally, for almost every ξ ∈ R, the second equation of (4.3.11) leads to
− µ
1 +
√
|ξ|2 − λ
− λ+ |ξ|2α + µ+ k + f ′(0)
 ûA˜(ξ) = û0(ξ). (4.3.14)
With the definition of P defined in (4.3.7), equality (4.3.14) becomes
P (λ, |ξ|)
1 +
√
|ξ|2 − λ
ûA˜(ξ) = û0(ξ), for almost every ξ ∈ R. (4.3.15)
From Lemma 3.3.1, if λ ∈ C \ S0,β
A˜
then for almost every ξ ∈ R, P (λ, |ξ|) 6= 0.
This fact and equations (4.3.12), (4.3.13), (4.3.15) imply
(
A˜− λI
)−1( 0
u0(x)
)
=

F−1
(
ξ 7→ µ
P (λ, |ξ|)e
−
√
−λ+|ξ|2y
)
? u0(x)
F−1
ξ 7→
√
−λ+ |ξ|2 + 1
P (λ, |ξ|)
 ? u0(x)
 . (4.3.16)
We will see later that we only need to assume u0 = δ0. Thus, using (4.3.5) and
(4.3.16), we need to compute
1
2ipi
∫
Γ0,β
A˜
∫
R
√
−λ+ |ξ|2 + 1
P (λ, |ξ|) e
ixξe−λtdξdλ.
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It can also be written
1
ipi
∫
Γ0,β
A˜
∫ +∞
0
√−λ+ r2 + 1
P (λ, r)
e−λt cos(xr)drdλ.
We can notice that this function is even in the x variable that is why, from now on,
we consider x > 0. The following lemma proves we can switch the order of integration.
Lemma 4.3.3. For all x > 0, we have∫
Γ0,β
A˜
∫ +∞
0
gλ(r)e
−λt cos(xr)drdλ =
∫ +∞
0
∫
Γ0,β
A˜
gλ(r)e
−λt cos(xr)dλdr,
where, for λ ∈ Γ0,β
A˜
and r > 0, gλ(r) =
√−λ+ r2 + 1
P (λ, r)
.
Proof : If 2α > 1, for any λ in Γ0,β
A˜
, the function
gλ : r 7→
√−λ+ r2 + 1
P (λ, r)
defined on R+ is integrable on R+ since it is continuous and equivalent to r−2α for
large values of r. Thus, we can apply Fubini’s theorem to conclude the proof.
If 0 < 2α 6 1, we use an integration by parts before applying Fubini’s theorem.
We can not do it directly because the function r 7→ √−λ+ r2 is not C1(R+) for all
λ ∈ Γ0,β
A˜
. We need to change the contour of integration Γ0,β
A˜
. We set δ > 0, η > 0
and define the contour Cη,R3 , oriented in the direct sense, by
Cη,R3 := Γη,R0,β
A˜
∪ {ηeiθ, θ ∈ (βA˜, 2pi − βA˜)} ∪ {ReiβA˜ + ν, ν ∈ (−δ, 0)} ∪ ΓR−δ,βA˜
∪ {Re−iβA˜ + ν, ν ∈ (−δ, 0)},
where Γη,R0,β
A˜
= {λ ∈ Γ0,β
A˜
| η 6 |λ| 6 R} and ε0 = r2α0 (1− c2α) > 0.
<e(λ)
=m(λ)
η−δ
β
A˜
β
A˜
R
Oriented contour Cη,R3
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Using Lemma 3.3.1 and Cauchy’s formula (as done in the proof of Lemma 4.3.2),
we have
∫
Γη,R0,β
A˜
∫ +∞
0
gλ(r) cos(xr)e
−λtdrdλ =
∫
ΓR−δ,β
A˜
∫ +∞
0
gλ(r) cos(xr)e
−λtdrdλ
+
∫ 0
−δ
∫ +∞
0
gλν (r) cos(xr)e
−ReiβA˜ te−νtdrdν
−
∫ 0
−δ
∫ +∞
0
gλν (r) cos(xr)e
−Re−iβA˜ te−νtdrdν
+
∫ 2pi−β
A˜
β
A˜
∫ +∞
0
gηeiθ(r) cos(xr)e
−ηeiθtηeiθidrdθ,
where λν = ReiβA˜ + ν.
A similar proof as the one done to pass to the limit in (4.3.10), proves that the
three last terms tend to 0 as R goes to +∞ and η goes to 0. Consequently we have∫
Γ0,β
A˜
∫ +∞
0
gλ(r) cos(xr)e
−λtdrdλ =
∫
Γ−δ,β
A˜
∫ +∞
0
gλ(r) cos(xr)e
−λtdrdλ.
For any λ in Γ−δ,β
A˜
, lim
r→+∞
gλ(r) = 0 and thus, an integration by part gives
∫ +∞
0
gλ(r) cos(xr)dr = −1
x
∫ +∞
0
g′λ(r) sin(xr)dr, (4.3.17)
where
g′λ(r) =
−µr√−λ+ r2 P (λ, r)2 −
2αr2α−1(
√−λ+ r2 + 1)2
P (λ, r)2
.
The function g′λ is continuous on R+ and equivalent to r−2α−1 as r tends to +∞.
Consequently, it is integrable on R+ and, by Fubini’s theorem, we have
∫
Γ−δ,β
A˜
∫ +∞
0
g′λ(r) sin(xr)e
−λtdrdλ =
∫ +∞
0
(∫
Γ−δ,β
A˜
g′λ(r)e
−λtdλ
)
sin(xr)dr.
(4.3.18)
It is clear that for all r > 0 :∫
Γ−δ,β
A˜
g′λ(r)e
−λtdλ =
(∫
Γ−δ,β
A˜
gλ(r)e
−λtdλ
)′
.
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Consequently, using (4.3.17), (4.3.18) and the following limit
lim
r→+∞
∫
Γ−δ,β
gλ(r)e
−λtdλ = 0,
we can integrate by parts once again to get∫
Γ−δ,β
A˜
∫ +∞
0
gλ(r) cos(xr)e
−λtdrdλ =
1
x
∫
Γ−δ,β
A˜
∫ +∞
0
g′λ(r) sin(xr)e
−λtdrdλ
= −1
x
∫ +∞
0
(∫
Γ−δ,β
A˜
gλ(r)e
−λtdλ
)′
sin(xr)dr
=
∫ +∞
0
∫
Γ−δ,β
A˜
gλ(r)e
−λtdλ cos(xr)dr.
To conclude the proof, we use similar arguments, with Cauchy’s formula, to turn
the contour into Γ0,β
A˜
.
With this Lemma 4.3.3 and the definition of Iβ given in Lemma 4.3.2, the problem
is now to find an upper bound to the real part of∫ +∞
0
Iβ
A˜
(r, t)eixrdr.
Fix a constant c such that
c ∈
(√
f ′(0)
r0
, 1
)
, (4.3.19)
and, for x > 0 and t > 0, cut the integral into two pieces J(x, t) and K(x, t) as follows
J(x, t) :=
∫ cr0
0
Iβ
A˜
(r, t)eixrdr and K(x, t) :=
∫ +∞
cr0
Iβ
A˜
(r, t)eixrdr. (4.3.20)
Thus, the function u given in (4.3.2) can be written
u(x, t) = ef
′(0)t <e(J(x, t) +K(x, t)). (4.3.21)
We have to estimate J and K, which is done in the following two lemmas.
2. Estimate of the integral on {|ξ| 6 cr0} :
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Lemma 4.3.4. Let J be defined in (4.3.20). There exist x1 > 0 and a universal
constant C2 > 0 such that, for t > 1 and x > x1,
|J(x, t)| 6 C2
(
e−c
2r20 cos(2ε)t + e−
√
x sin(ε) +
1
x3
+
1
x1+2αt3/2
)
,
where c is defined in (4.3.19) and ε > 0 satisfies c2r20 cos(2ε) > f ′(0).
Proof : From Lemma 4.3.2, we know that for r ∈ (0, cr0) and t > 1,
Iβ
A˜
(r, t) =
2µe−r
2t
pi
∫ +∞
0
√
ν
|P (r2 + ν, r)|2 e
−νtdν,
where
P (r2 + ν, r) = (−ν − r2 + r2α + µ+ k + f ′(0))(i√ν + 1)− µ.
We define, for (ν, z) ∈ R+ × C :
Q(ν, z) = (−ν − z2 + z2α + k + f ′(0))2 + ν(−ν − z2 + z2α + µ+ k + f ′(0))2, (4.3.22)
so that we have
Q(ν, r) =
∣∣P (r2 + ν, r)∣∣2 for (ν, r) ∈ R+ × [0, cr0]. (4.3.23)
Thus, J becomes
J(x, t) :=
2µ
pi
∫ cr0
0
e−r
2teixrj(r, t)dr, (4.3.24)
where
j(r, t) =
∫ +∞
0
√
ν
Q(ν, r)
e−νtdν.
To estimate J , we are inspired by the computations done by Polya in [75] and
Kolokoltsov in [62]: three steps are required. The first one consists in rotating the
integration line of a small angle ε > 0. Then, we prove we can only keep values of r
close to 0. Finally, we rotate the integration line up to pi
2
.
Step 1 : The function Q is continuous on R+ × C, holomorphic in its second ar-
gument and, from Lemma 3.3.1, does not vanish on R+ × [0, cr0]. Moreover, from
(4.3.22), we have, for z in any fixed compact
Q(ν, z) ∼
ν→+∞
ν3.
Consequently, there exists a small angle ε > 0 such that
cos(2ε) >
f ′(0)
c2r20
. (4.3.25)
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and
for all ν > 0 and z ∈ {z ∈ C | |z| 6 cr0, arg(z) ∈ [0, ε]} : |Q(ν, z)| > cQ. (4.3.26)
We want to rotate the integration line of ε in (4.3.24). For all t > 1, the function
z 7→ e−z2teixzj(z, t)
is holomorphic on the same set as Q, that is to say on {z ∈ C | |z| 6 cr0, arg(z) ∈
[0, ε]} if α ∈ [1
2
, 1), and on {z ∈ C\{0} | |z| 6 cr0, arg(z) ∈ [0, ε]} if α ∈ (0, 12 ]. In this
last case, we need to remove a neighbourhood of zero when rotating the integration
line.
Let δ ∈ (0, cr0). On the small arc γδ,ε = {δeiθ, θ ∈ [0, ε]}, we have for t > 1∫
γδ,ε
∣∣∣e−z2teixzj(z, t)∣∣∣ dz 6 C ∫ ε
0
e−δ
2 cos(2θ)te−xδ sin(θ)δdθ,
where C > 0 is a universal constant. The right hand side tends to 0 as δ tends to 0.
Thus, Cauchy’s formula leads to
J(x, t) =
2µ
pi
(J1(x, t)− J2(x, t)), (4.3.27)
where
J1(x, t) :=
∫ cr0
0
e−s
2e2iεteixse
iε
j(seiε, t)eiεds
and
J2(x, t) := cr0i
∫ ε
0
e−c
2r20e
2iθteixcr0e
iθ
j(cr0e
iθ, t)eiθdθ.
The term J2 decays exponentially in time :
|J2(x, t)| 6 cr0
∫ ε
0
e−c
2r20 cos(2θ)te−xcr0 sin(θ)
∣∣j(cr0eiθ, t)∣∣ dθ
6 C
t3/2
e−c
2r20 cos(2ε)t, (4.3.28)
where C > 0 is a universal constant linked to cQ defined in (4.3.26).
Step 2 : We now treat J1. We cut it into two pieces in order to keep values of s
close to 0. Let us define, for x > (cr0)−2 and t > 1 :
Jm1 (x, t) :=
∫ x−1/2
0
e−s
2e2iεteixse
iε
j(seiε, t)eiεds (4.3.29)
and
Jr1 (x, t) :=
∫ cr0
x−1/2
e−s
2e2iεteixse
iε
j(seiε, t)eiεds,
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so that
J1(x, t) = J
m
1 (x, t) + J
r
1 (x, t). (4.3.30)
For x > (cr0)−2 and t > 1, we have the estimate
|Jr1 (x, t)| 6 C
∫ cr0
x−1/2
e−xs sin(ε)e−s
2 cos(2ε)tds,
where C > 0 is a universal constant linked to cQ defined in (4.3.26). This implies that
Jr1 (x, t) decays exponentially in x and, taking C larger if necessary, for x > (cr0)2 and
t > 1 :
|Jr1 (x, t)| 6 Ce−
√
x sin(ε). (4.3.31)
Step 3 : We prove that Jm1 (x, t) decays like x−(1+2α) for large values of x. We turn the
integration variable into s˜ = xs to get, for x > (cr0)2 and t > 1,
Jm1 (x, t) =
∫ x1/2
0
e−
s˜2
x2
e2iεteis˜e
iε
j(s˜x−1eiε, t)eiε
ds˜
x
.
Keeping in mind that we want an estimate for large values of x, we cut Jm1 as
follows
Jm1 (x, t) =
∫ x1/2
0
eis˜e
iε
j(s˜x−1eiε, t)eiε
ds˜
x
+
∫ x1/2
0
(e−
s˜2
x2
e2iεt − 1)eis˜eiεj(s˜x−1eiε, t)eiεds˜
x
.
The second term in the right hand side satisfies∣∣∣∣∣
∫ x1/2
0
(e−
s˜2
x2
e2iεt − 1)eis˜eiεj(s˜x−1eiε, t)eiεds˜
x
∣∣∣∣∣ 6 Cx3
∫ +∞
0
s˜2e−s˜ sin(ε)ds˜, (4.3.32)
where C > 0 is a universal constant. We have to estimate∫ x1/2
0
eis˜e
iε
j(s˜x−1eiε, t)eiε
ds˜
x
for large values of x and t > 1, where we recall the expression of j in R2+ :
j(r, t) =
∫ +∞
0
√
ν
Q(ν, r)
e−νtdν.
The function Q is continuous on R+ × C, is holomorphic in its second argument
and, from Lemma 3.3.1, for all ν ∈ R+, Q(ν, 0) 6= 0. Moreover, from (4.3.22), we have,
for z in any fixed compact
Q(ν, z) ∼
ν→+∞
ν3.
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Consequenlty, there exists x0 ∈ (0, 1) such that Q does not vanish in R+×Bx0(0).
Thus, for all t > 1 and all x−1/2 < x0, the function
z 7→ eizj(zx−1, t)
is holomorphic on {z ∈ C | |z| 6 x1/2} if α ∈ [1
2
, 1), and on {z ∈ C \ {0} | |z| 6 x1/2}
if α ∈ (0, 1
2
].
Let δ ∈ (0, 1). On the small arc γδ = {δeiθ, θ ∈ [ε, pi2 ]}, we have for t > 1∫
γδ
∣∣eizj(zx−1, t)∣∣ dz 6 C ∫ pi2
ε
e−δ sin(θ)δdθ.
The right hand side tends to 0 as δ tends to 0. For x > x−20 , we can rotate the
integration line up to pi
2
and Cauchy’s formula leads to
∫ x1/2
0
eis˜e
iε
j(s˜x−1eiε, t)eiε
ds˜
x
=
∫ x1/2
0
e−sj(isx−1, t)i
ds
x
+
∫ pi
2
ε
eix
1/2eiθj(x
1/2eiθ, t)ieiθ
dθ
x1/2
.
The second term in the right hand side satisfies∣∣∣∣∣
∫ pi
2
ε
eix
1/2eiθj(x
1/2eiθ, t)ieiθ
ds˜
x1/2
∣∣∣∣∣ 6 Ce−√x sin(ε), (4.3.33)
where C > 0 is a universal constant. It remains to estimate J˜m1 defined by
J˜m1 (x, t) =
∫ x1/2
0
e−sj(isx−1, t)i
ds
x
,
where
j(isx−1, t) =
∫ +∞
0
√
ν
Q(ν, isx−1)
e−νtdν.
Recall that we are interested in the real part of J˜m1 . A simple computation gives∣∣Q(ν, isx−1)∣∣2<e( i
Q(ν, isx−1)
)
=
∣∣Q(ν, isx−1)∣∣2=m( 1
Q(ν, isx−1)
)
= 2
s2α
x2α
sin(αpi)[(−ν + s2x−2 + k + f ′(0) + µ)(1 + ν)− µ] + s
4α
x4α
sin(2αpi)(1 + ν).
The integral under study is
<e
(
J˜m1 (x, t)
)
=
∫ x1/2
0
e−s
∫ +∞
0
=m
(
1
Q(ν, isx−1)
)√
νe−νtdν
ds
x
.
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With the dominated convergence theorem, we get
lim
x→+∞
x1+2α<e
(
J˜m1 (x, t)
)
= 2
∫ +∞
0
e−ss2α sin(αpi)h(t)ds,
where h is defined by
h(t) =
∫ +∞
0
(−ν + k + f ′(0) + µ)(1 + ν)− µ
|Q(ν, 0)|2
√
νe−νtdν ∼
t→+∞
Γ(3/2)
(k + f ′(0))3t3/2
.
This implies that
lim
t→+∞
lim
x→+∞
t
3/2x1+2α<e
(
J˜m1 (x, t)
)
=
4α sin(αpi)Γ(2α)Γ(3/2)
(k + f ′(0))3
. (4.3.34)
Finally with (4.3.30), (4.3.31), (4.3.32), (4.3.33) and (4.3.34), we have the existence
of a constant x1 > max(x−20 , cr0, (cr0)−2) such that, for all x > x1 and all t > 1 :
|J1(x, t)| 6 |Jm1 (x, t)|+ |Jr1 (x, t)|
6 C
(
e−
√
x sin(ε) +
1
x3
+
1
x1+2αt3/2
)
,
where C > 0 is a universal constant. This estimate added to (4.3.27) and (4.3.28) lead
to the existence of a constant C2 > 0 such that, for x > x1 and t > 1,
|J(x, t)| 6 2µ
pi
(|J1(x, t)|+ |J2(x, t)|)
6 C2
(
e−c
2r20 cos(2ε)t + e−
√
x sin(ε) +
1
x3
+
1
x1+2αt3/2
)
,
which proves Lemma 4.3.4.
Lemma 4.3.5. Let K be defined in (4.3.20). There exist a universal constant C3 > 0
and a time t0 > 0 such that, for all x > 0 and t > t0,
K(x, t) 6 C3e−r
2
0t.
Proof : From Lemma 4.3.2, we know that for r > cr0 and t > 1, there exists a universal
constant C4 > 0 such that for all β ∈ (0, pi2 )
|Iβ(r, t)| 6 C4e−(r2α+k+f ′(0)−ε0)t(
√
|r2 − (r2α + k + f ′(0)− ε0)|+ 1),
with ε0 = r2α0 (1− c2α). Consequently, there exists t0 > 0 such that for t > t0 :
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|K(x, t)| 6 C4e−(k+f ′(0)−ε0)t
∫ +∞
cr0
e−r
2αt(
√
|r2 − (r2α + k + f ′(0)− ε)|+ 1)dr
6 Ce−(c2αr2α0 +k+f ′(0)−ε0)t 6 C3e−r
2
0t,
where C > 0 and C3 > 0 are universal constants.
The expression of u obtained in (4.3.21) added to Lemma 4.3.4 and Lemma 4.3.5
enable us to conclude that there exists a constant C1 > 0 such that for |x| > x1 and
t > t0
u(x, t) 6 C1
(
e(f
′(0)−c2r20 cos(2ε))t + ef
′(0)te−
√
|x| sin(ε) +
ef
′(0)t
|x|3 +
ef
′(0)t
|x|1+2α t3/2 + e
(f ′(0)−r20)t
)
.
In the more general case when u0 is any compactly supported initial datum, the
expressions (4.3.2), (4.3.5) and (4.3.16) give
u(x, t) =
ef
′(0)t
2ipi
∫
Γ0,β
A˜
F−1
ξ 7→
√
−λ+ |ξ|2 + 1
P (λ, |ξ|)
 ? u0(x)e−λtdλ.
It directly proves the existence of x˜1 > x1 and C˜1 > 0 that only depends on u0
such that for |x| > x˜1 and t > t0 :
u(x, t) 6 C˜1
(
e(f
′(0)−c2r20 cos(2ε))t + ef
′(0)te−
√
|x| sin(ε) +
ef
′(0)t
|x|3 +
ef
′(0)t
|x|1+2α t3/2 + e
(f ′(0)−r20)t
)
,
which concludes the proof of Theorem 4.3.1.
Remark 4.3.6. If the diffusion on the road is given by the standard Laplacian, we
notice that inequality (4.3.31) is not sufficient to prove that the propagation is linear
in time. A different study has to be conducted.
4.3.3 Proof of Theorem 4.1.2 - Part 2
Theorem 4.3.1 gives that for all γ > γ? =
f ′(0)
1 + 2α
:
lim
t→+∞
u(x, t) = 0 uniformly in |x| > eγt.
This theorem also gives that the level sets move faster than t−
3
2(1+2α) e
f ′(0)
1+2α
t. In fact,
we have proved a more precise result concerning the location of the level sets : for all
λ ∈ (0, 1/µ), there exists a constant Cλ > 0 such that for t large enough
{x ∈ R | u(x, t) = λ} ⊂
{
x ∈ R | |x| 6 Cλt−
3
2(1+2α) e
f ′(0)
(1+2α)
t
}
.
Thus, the speed of propagation for this two dimensional model can not be "purely
exponential".
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4.4 Propagation in the field : proof of Theorem 4.1.3
The proof of Theorem 4.1.3 requires an intermediate lemma for propagation in strips.
It is given in [70] for Neumann boundary conditions and inhomogeneous advection.
Here we need Dirichlet conditions, so we provide a proof. In the sequel, we denote by
cKPP = 2
√
f ′(0) the spreading velocity in the usual KPP equation (see [6]).
Lemma 4.4.1. For any constant A >
√
pi
cKPP
, A˜ > 0 and δ ∈ (0, 1), let f satisfy
f ∈ C1([0, 1]) concave, f 6 f, f(0) = f(δ) = 0, and f ′(δ) < 0 < f ′(0) = f ′(0).
Consider v1 the solution to
∂sv1 −∆v1 = f(v1), |x| 6 A, y ∈ R, s > 0,
v1(±A, y, s) = 0, y ∈ R, s > 0,
v1(x, y, 0) = δ 1|x|6A,y∈[0,A˜].
(4.4.1)
Set cAKPP = 2
√
f ′(0)− pi
4A2
. For all c ∈ (0, cAKPP ) and all A1 ∈ (0, A), we have
lim
s→+∞
inf
|x|6A1,|y|6cs
v1(x, y, s) > 0.
Proof : We look for solutions of the form v1(x, y, s) = Φ(x, y − cs), where Φ is a
compactly supported subsolution to the elliptic problem{
−∆Φ˜− c∂yΦ˜ = f(Φ˜), |x| 6 A, y ∈ R,
Φ˜(±A, y) = 0, y ∈ R. (4.4.2)
For any constant A >
√
pi
cKPP
, we define
cAKPP = 2
√
f ′(0)− pi
4A2
< cKPP .
For c ∈ (0, cAKPP ) and δ ∈ (0, (c
A
KPP )
2−c2
4
), we set
λA = − c
2
+ i
√
f ′(0)− δ − pi
2
4A2
− c
2
4
,
so that
λA ∈ C \ R and λ2A + cλA + f ′(0)− δ =
pi2
4A2
.
Notice that with this choice for δ, we have f ′(0) − δ > 0. To get an explicit
expression of Φ as a subsolution to (4.4.2), we consider{
−∆Φ− c∂yΦ = (f ′(0)− δ)Φ, |x| 6 A, y ∈ R,
Φ(±A, y) = 0, y ∈ R. (4.4.3)
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For any constant cΦ > 0, the function
Φ(x, y) = cΦe
<e(λA)y sin(=m(λA)y) sin
( pi
2A
(x+ A)
)
is a solution to (4.4.3) that satisfies
for (x, y) ∈ (−A,A)×
(
0,
pi
=m(λA)
)
, Φ(x, y) > 0.
Since f is of class C1([0, 1]), there exists η > 0 such that
for all s ∈ (0, η), (f ′(0)− δ)s 6 f(s).
Taking cΦ ∈ (0,min(η, δ)), we have
Φ(x, y) 6 min(η, δ) in (−A,A)×
(
0,
pi
=m(λA)
)
,
which implies
−∆Φ− c∂yΦ 6 f(Φ), if |x| 6 A and y ∈
(
0,
pi
=m(λA)
)
.
Let us consider w the solution to{
∂sw −∆w − c∂yw = f(w), |x| 6 A, y ∈ R, s > 0,
w(±A, y, s) = 0, y ∈ R, s > 0, (4.4.4)
with initial condition
w(·, ·, 0) =
{
Φ in (−A,A)×
(
0, pi=m(λA)
)
,
0 otherwise.
Applying the maximum principle in (−A,A) ×
(
0, pi=m(λA)
)
, with Dirichlet condi-
tions, we have
for all s > 0 and (x, y) ∈ (−A,A)×
(
0,
pi
=m(λA)
)
, w(x, y, s) > Φ(x, y).
Then, since w(·, ·, 0) is a subsolution to (4.4.4), the function w is nondecreasing in
the s-variable. The function identically equal to δ is a supersolution to (4.4.4), which
implies that w is bounded in (−A,A)×R×R+. Thus, there exists a limiting function
w∞(x, y) to which w(x, y, s) converges as s goes to +∞. Using classical parabolic
estimates and Ascoli’s theorem, we get the uniform convergence on every compact
subset of (−A,A)× R, as well as for the derivatives ∂yw, ∂sw and ∆w. This leads to
−∆w∞ − c∂yw∞ = f(w∞) in (−A,A)× R, (4.4.5)
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with Dirichlet boundary conditions. Since s 7→ w(·, ·, s) is nondecreasing and starts
from a function that is non identically equal to zero, we have w∞ 6≡ 0. More precisely,
the strong maximum principle applied to problem (4.4.5), with Dirichlet boundary
conditions, gives
for all A1 ∈ (0, A), w∞ > 0 in (−A1, A1)× R. (4.4.6)
We go back to the function v1. There exists cΦ ∈ (0,min(δ, η)) such that
v1(·, ·, 0) > w(·, ·, 0),
and, with the maximum principle to (4.4.4), we have for all s > 0
v1(·, ·+ cs, s) > w(·, ·, s), in (−A,A)× R.
Passing to the limit as s tends to +∞ and using 4.4.6, we get
for all A1 ∈ (0, A), lim
s→+∞
v1(x, y+cs, s) > 0, uniformly in (x, y) ∈ (−A1, A1)× R.
Proof of Theorem 4.1.3 : Let (v, u) be the solution to (4.1.1) with (0, u0) as
initial condition, where u0 is a compactly supported function. Let us define u =
max
(
1
µ
, ‖u0‖∞
)
and v the solution to{
∂tv − ∂yyv = f(v), y > 0, t > 0,
−∂yv|y=0 = µu− v|y=0, t > 0.
(4.4.7)
with the initial condition v(·, 0) = 1[0,1]. The couple (v, u) is a supersolution to (4.1.1),
with nonnegative initial condition, and Remark 3.4.6 gives that (v, u) is below (v, u)
at any time. Since f(s) < 0 for s > 1, the maximum principle applied to the system
(4.4.7), gives for all t > 0 :
v(0, t) 6 µu.
Thus, at every time, the solution v to (4.4.7) is below the solution v1 to
∂tv1 − ∂yyv1 = f(v1), y ∈ R, t > 0,
starting from v1(·, 0) = v(·, 0). Thus we have
for all (x, y) ∈ R× R+, and all t > 0, v(x, y, t) 6 v(y, t) 6 v1(y, t).
Finally, from Aronson and Weinberger in [5], we get :
for all c > cKPP , lim
t→+∞
sup
|y|>ct
v1(y, t) = 0.
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This ends the proof of the first point of Theorem 4.1.3.
The second point of Theorem 4.1.3 is just a matter of counting how many intervals
of length ct fit into [−eεt, eεt]. Set θ ∈ (0, pi
2
] and c ∈
(
0, cKPP
sin(θ)
)
. We want to prove the
existence of a constant δ > 0 and a time t0 > 0 such that for t > t0 and |r| 6 ct :
v(r cos(θ), |r| sin(θ), t) > δ.
In fact we prove a stronger result that is the existence of a constant ε > 0 such
that, for all t > t0, the following two points are satisfied :
− v(·, ·, t) > δ in the strip [−eεt, eεt]× [0, c sin(θ)t],
− tan(θ) > cte−εt : this ensures that for all |r| 6 ct : (r cos(θ), |r| sin(θ)) ∈
[−eεt, eεt]× [0, c sin(θ)t]. This point is illustrated by the following picture.
c sin(θ)t
eεt−eεt x
y
θ
More precisely, we prove the existence of constants ε > 0 and l > 0 such that, for
a finite number of intervals Il of length l covering [−eεt, eεt], we have
tan(θ) > cte−εt and v(·, ·, t) > δ in Il × [0, c sin(θ)t]. (4.4.8)
From Lemma 4.4.1, we can choose l > 0 and ε > 0 such that
c sin(θ) < clKPP (1− ε) < clKPP < cKPP ,
where clKPP is the speed defined in Lemma 4.4.1. Let Il be an interval of length l
included in [−eεt, eεt]. From the same lemma, we get the existence of a constant δ > 0
and a time sl > 0 such that the solution v2 to (4.4.1), defined for A˜ =
L
2
(
1− h
pi
)
and
A = l
2
, satisfies
for s > sl, |x| ∈ Il and y ∈
[
0,
c sin(θ)
1− ε s
]
: v2(x, y, s) > δ. (4.4.9)
Let us define
t0 > max
(
sl
1− ε, ε
−1
)
such that
eεt0
ct0
> tan(θ)−1. (4.4.10)
For all t > t0, due to Lemma 4.2.3 and estimate (4.2.29), we know there exist
positive constants L, h, ε0 and δ such that for x ∈ Il and y ∈
[
0, L
2
(
1− h
pi
)]
:
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v(x, y, εt) > ε0 v(x, y, εt) > δ.
We define
v1(x, y, 0) = δ 1x∈Il,y∈[0,A˜].
Let us fix al ∈ [−eεt, eεt − l] and consider the following system
∂sv −∆v = f(v), x ∈ Il, y > 0, s > 0,
v(al, y, s) = v(al + l, y, s) = 0, y > 0, s > 0,
v(x, 0, s) = δ, x ∈ Il, s > 0,
v(·, ·, 0) = v1(·, ·, 0),
(4.4.11)
where Il = [al, al + l] and, as in Lemma 4.4.1, f satisfies
f ∈ C1([0, 1]) is concave, f 6 f, f(0) = f(δ) = 0 and f ′(δ) < 0 < f ′(0) = f ′(0).
Let us call v1 the solution to (4.4.11). The maximum principle applied to this
system gives
for all s > 0 : v(·, ·, s+ εt) > v1(·, ·, s) in Il × R+. (4.4.12)
We now consider the problem (4.4.11) in the whole strip Il×R. Due to the definition
of f and the comparison principle, the solution v2 to
∂sv2 −∆v2 = f(v2), x ∈ Il, y ∈ R, s > 0,
v2(al, y, s) = v2(al + l, y, s) = 0, y ∈ R, s > 0,
v2(·, ·, 0) = v1(·, ·, 0),
(4.4.13)
starting from v1(·, ·, 0), remains bounded by δ at any time. In particular, v2 is smaller
than δ on the line {y = 0} and we have
for (x, y) ∈ Il × R+ and t > 0, v2(x, y, t) 6 v1(x, y, t). (4.4.14)
Combining (4.4.12) and (4.4.14), it is sufficient to understand the behaviour of
v2 to get the expected result on v. Using (4.4.9), we have for s > sl, x ∈ Il and
y ∈
[
0,
c sin(θ)
1− ε s
]
:
v(x, y, s+ εt) > v2(x, y, s) > δ.
Finally, taking s = (1− ε)t > (1− ε)t0 > sl, we have
for t > t1, and (x, y) ∈ Il × [0, c sin(θ)t], v(x, y, t) > δ.
This is true for all intervals Il ⊂ [−eεt, eεt], which concludes the proof.
Chapter 5
Numerical simulations
5.1 Introduction
This chapter is devoted to numerical simulations concerning the model studied in
[18, 17, 19] (for α = 1) and in the two previous chapters (for D = 1) :
∂tv −∆v = v − v2, x ∈ R, y > 0, t > 0,
∂tu+D(−∂xx)αu = −u+ v|y=0, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = u− v|y=0, x ∈ R, y = 0, t > 0,
(5.1.1)
for a constant D > 1, completed with initial conditions v(·, ·, 0) = 0 and u0(x) =
1{|x|61}.
The goals are the following. We not only want to illustrate known results in
both cases α = 1 and α ∈ (0, 1), but also investigate qualitatives properties (like the
monotonicity of the density v and the role of the term −u + v|y=0), and a precise
asymptotic expression of the location of the level sets in the fractional case.
It is organised as follows. Section 5.2 is devoted to the numerical procedure used
to solve problem (5.1.1). In section 5.3, in addition to illustrating the results proved
in [18], [17] and [19] in the case α = 1 and D > 1, which is a good indication of the
validity of the algorithm set up, we study the signs of ∂yv|y=0 and −u+ v|y=0. Section
5.4 concern an illustration of Theorems 4.1.2 and 4.1.3, that treat problem (5.1.1)
with α ∈ (0, 1) and D = 1, and section 5.5 investigate a more precise expression of the
asymptotic location of the level sets.
5.2 Numerical procedure
The numerical computation of the solution to (5.1.1), described in this section, is valid
for any α ∈ (0, 1]. We treat separately the three equations of the system. We begin
with the description of the second equation of (5.1.1), that concerns the density u on
the road. Then, we turn to the first equation of (5.1.1) that gives the evolution of the
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density v in the field. Finally, the third equation of (5.1.1) is considered as a Robin
boundary condition of the first equation of (5.1.1).
− The second equation of (5.1.1) is treated as in section 1.7, dealing with Strang
splitting and Fourier transform in the x variable. This technique is valid for all
α ∈ (0, 1]. Let us recall the main steps. If T t denotes the semi flow associated
with (5.1.1), a natural approach to estimate T tu0 is to split the diffusive term and
the reaction term as follows. Let t0 be any nonnegative constant and ut0 : R→ R
any function, non identically equal to 0, that decays faster than the fundamental
solution pα of the operator (−∆)α.
1. The first step of the splitting treats the diffusive part of (5.1.1), which is{
∂tu+D(−∂xx)αu = 0, R, t > t0,
u(x, t0) = ut0(x), x ∈ R.
(5.2.1)
The solution to (5.2.1), denoted by X tut0 , is explicitely given, for x ∈ R
and t > t0, by
X tut0(x, t) = F−1
(
ξ 7→ e−D|ξ|2α(t−t0)F(ut0)(ξ)
)
(x),
where F and F−1 are respectively the Fourier transform and the inverse
Fourier transform in the space variable.
Remark 5.2.1. The solution X tut0 is computed with Fast Fourier Transform
techniques that require a small step size of discretisation in the x-variable.
2. The reaction term of (5.1.1) appears in the second step of the splitting, and
is given by the ordinary differential equation :{
∂tu = −u+ v|y=0, R, t > 0,
u(x, t0) = ut0(x), x ∈ R.
(5.2.2)
The solution, denoted by Y tut0 , has the explicit expression
Y tut0(x, t) = e
−(t−t0)ut0(x) +
∫ t
t0
e−(t−s)v(x, 0, s)ds.
We use the explicit Euler method to solve (5.2.2) on [−Xmax, Xmax]×[t0, t0+
T ], for any Xmax > 0, and any T > 0. Given N ∈ N∗ and J ∈ N∗ large
enough, this method consists in constructing, for n ∈ J0, NK and j ∈ J0, JK,
a sequence unj , which is supposed, as usual, to approximate u(xj, tn), with
dx = 2Xmax
J
, xj = −Xmax + jdx, dt = TN and tn = ndt. The sequence unj is
defined by
u0j = ut0(xj),
and for all n ∈ J0, N − 1K and all j ∈ J0, JK :
un+1j = u
n
j + dt e
−dt(unj + v (xj, 0, tn)).
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As explained in section 1.7, the two Strang approximation formulas are, for t > t0
St−t01 ut0 = X
t−t0
2 Y t−t0X
t−t0
2 ut0 , S
t−t0
2 ut0 = Y
t−t0
2 X t−t0Y
t−t0
2 ut0 . (5.2.3)
In our case, numerical results show that both approximations S1 and S2 lead to
the same results.
Remark 5.2.2. We could have split the second equation of (5.1.1) considering
the following problems :{
∂tu+D(−∂xx)αu = −u, R, t > t0,
u(x, t0) = ut0(x), x ∈ R,
and {
∂tu = v|y=0, R, t > 0,
u(x, t0) = ut0(x), x ∈ R.
This leads to similar results to those obtained with the splitting (5.2.1) and
(5.2.2).
− The first equation of (5.1.1) is treated with a finite difference scheme. We keep
in mind that, as explained in Remark 5.2.1, a small step size of discretisation
in the x-variable is needed in the numerical solvability of the second equation of
(5.1.1). Thus, for any Xmax > 0, Ymax > 0, T > 0, we solve the first equation of
(5.1.1) on [−Xmax, Xmax]× [0, Ymax]× [t0, t0 +T ], using the explicit Euler method
in the y-variable, and the backward Euler method in the x-variable. We impose
Neumann boundary conditions except on the road [−Xmax, Xmax]× {0}, where
the boundary condition is given by the third equation of (5.1.1).
Let us describe the method in more detail. Given N ∈ N∗, J ∈ N∗ and K ∈ N∗
large enough, it consists in constructing, for n ∈ J0, NK, j ∈ J0, JK, and k ∈J0, KK, a sequence vnj,k supposed to approximate v(−Xmax + jdx, kdy, ndt), with
dx = 2Xmax
J
, dy = Ymax
K
and dt = T
N
. The sequence vnj,k is defined by the following
scheme :
1. Initial condition : for all j ∈ J0, JK and k ∈ J0, KK :
v0j,k = 0,
2. Euler scheme : for all n ∈ J0, N − 1K, j ∈ J1, J − 1K and k ∈ J1, K − 1K :
vn+1j,k − vnj,k
dt
− v
n+1
j+1,k − 2vn+1j,k + vn+1j−1,k
dx2
− v
n
j,k+1 − 2vnj,k + vnj,k−1
dy2
= vnj,k − vnj,k2
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3. Neumann boundary conditions : for all n ∈ J0, N−1K, j ∈ J1, J−1K and k ∈J1, K − 1K :
vn+10,k = v
n+1
1,k , v
n+1
J,k = v
n+1
J−1,k, v
n+1
j,K = v
n+1
j,K−1.
The boundary condition on [−Xmax, Xmax]×{0}, which corresponds to the
value of vn+1j,0 , is given by the third equation of (5.1.1).
− The third equation of (5.1.1), that concerns exchanges between the field and
the road, is treated with a finite difference method. Using the same notations
as previously, we consider that for all j ∈ J0, JK and all n ∈ J0, NK, unj is
an approximation of u(−Xmax + jdx, ndt). Thus, the boundary condition on
[−Xmax, Xmax]× {0} is given, for all n ∈ J0, N − 1K and j ∈ J0, JK, by :
−v
n+1
j,1 − vn+1j,0
dy
= un+1j − vn+1j,0 ,
which means
vn+1j,0 =
vn+1j,1 + dy u
n+1
j
1 + dy
.
In the sequel, the stopping criterion is imposed by a time from which the expected
speed of propagation is reached, in both cases α = 1 and α ∈ (0, 1). The step sizes of
discretisation in the x-, y- and t- variables are chosen so that the Courant - Friedrichs
- Lewy (CFL) conditions are satisfied.
5.3 Standard diffusion on the road (α = 1) : level sets
in the field
We first want to illustrate the theorems, recalled in the general introduction of the
thesis and proved in [18, 17, 19], that concern the following Cauchy problem
∂tv −∆v = v − v2, x ∈ R, y > 0, t > 0,
∂tu−D∂xxu = −u+ v|y=0, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = u− v|y=0, x ∈ R, y = 0, t > 0,
(5.3.1)
for a constant D > 2, starting from the initial conditions v(·, ·, 0) = 0 and u(·, 0) =
1{|·|61}. Such a diffusion coefficient on the road enhances global diffusion in the half
plane, and the propagation is driven by the diffusion on the line {(x, 0), x ∈ R}. The
different speeds of propagation, on the road and in the direction normal to the road,
solve algebraic equations, given in (5.3) of [18]. It is of particular interest to know
the speed of propagation in any direction of the field. In other words, we want to
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illustrate the shape of the level sets of the solution (v, u) to (5.3.1) in the field, which
is rigorously given in [19].
In our numerical computations, we fix D = 10, Xmax = 200 and Ymax = 100, which
means that we work in the domain [−200, 200] × [0, 100]. In this case, the results of
[18] gives a speed on the road close to 3,32, whereas the speed in the direction normal
to the road is cKPP = 2.
Figure 5.1: Results for α = 1 and D = 10 in (5.3.1): the shape of the level sets of
value 0, 5 of v, solution to (5.3.1), at successives times t = 10, 15, ..., 35 (at the top),
and the density v at time t = 35 (at the bottom).
Figure 5.1 gives the shape of the level sets of value 0, 5 of v, solution to (5.3.1) at
successives times t = 10, 15, ..., 35, and the display of the density v in the field at time
t = 35. The level sets displayed on this figure are even and decreasing in |x| functions
gn : R→ R, satisfying, for all x ∈ R and for all n ∈ J1, 7K,
u(x, gn(x), tn) =
1
2
,
where tn = 5n, for n ∈ J1, 7K.
Using the values given by Figure 5.1, we can check that the speed of propagation
in the direction normal to the road corresponds to the standard KPP velocity. Indeed,
for n ∈ J1, 6K, the quantity gn+1(0) − gn(0), corresponding to the expected speed of
propagation multiplied by the time elapsed between two successive level sets, is equal
to 2× 5 = 10, which is the value we obtain when analysing Figure 5.1.
Let us now interpret Figure 5.1. It reveals that the level sets seem to be circular
in a sector whose axis is normal to the road. The shape of the level sets we obtained
corresponds to the set W proved in [19], where the authors explain that the road
enhances the asymptotic speed of propagation in every direction of the field, up to a
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critical angle. The shape of the level sets of v is almost similar to the one described in
Theorem 1.1 of [19]. There is, however, a particular phenomenon in a neighbourhood
of the road. Indeed, for y ∈ [0, YD(t)] where YD is a function that may depend on
time and the diffusion coefficient D, ∂yv seems to be positive. At first sight, this is
surprising, even though not incompatible with [19]. Indeed, the expansion set studied
in [19] is an asymptotic figure, up to o(t) perturbations. From the results proved in
[19], we should have YD(t) = o(t), as t goes to +∞.
Figure 5.2: Level sets of value 0, 5 of v at successive times t=10,20,30,40 and the
tangent line to the level set at y = 0 and at time t = 40 for the different values of
D : D = 10, D = 50, D = 100, D = 500 and D = 1000 (from left to right and up and
down). The x axis and y axis do not have the same scale.
Figure 5.2 shows the tangent lines to the level set of value 0, 5 of v, at y = 0
and t = 40, for the different values of D : D = 10, D = 50, D = 100, D = 500 and
D = 1000. For the sake of readability, the x axis and y axis do not have the same
scale. The angle between the tangent and the normal to the road is equal to 68, 8◦
for D = 10, 77, 4◦ for D = 50, 83, 1◦ for D = 100, 86, 6◦ for D = 500 and 87, 7◦
for D = 1000. This reveals that the slope of the tangent lines to the level sets of
the density in the field, at points touching the road, seems to decrease as D tends to
infinity.
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Figure 5.3: Display of −u+ v|y=0 for (v, u) solution to (5.3.1) with α = 1 and D = 10,
at successives times t = 5, 15, ..., 35, with a colour graduation from blue to red.
It turns out that this is related to the fact that there is no reaction on the road in
(5.3.1). In fact, the term −u+v|y=0 may be thought of as a nonnegative reaction term
for the second equation, as shown by Figure 5.3. This is only a heuristic explanation
of the fact that propagation is actually driven by the road. Notice the analogy with a
positive reaction term, as, for instance, flame propagation theory (see [15, 84]). Also
note the dissymmetry of the level sets of −u+v|y=0. Thus, the third equation of (5.3.1)
gives ∂yv(x, 0, t) > 0, for all x ∈ R and t > 0.
To confirm the hypothesis that −u + v|y=0 acts as a source term, we allow repro-
duction on the road and we take the same rate as in the field :

∂tv −∆v = v − v2, x ∈ R, y > 0, t > 0,
∂tu+D(−∂xx)u = −u+ v|y=0 + (u− u2), x ∈ R, y = 0, t > 0,
−∂yv|y=0 = u− v|y=0, x ∈ R, y = 0, t > 0.
(5.3.2)
We see, on Figure 5.4 that the exchange term is damped by that of the source term
added on the road.
Figure 5.4 shows that the shape of the level sets of v, solution to (5.3.2) is exactly
the one described in [19]. Figure 5.5 highlights the cone, around the normal to the
road, outside which the speed of propagation is enhanced by the road. This figure also
underlines the effect of a reaction term on the road, on the tangent lines to the level
set of v at y = 0 and t = 35.
The good quantitative agreement between the results of [18, 17, 19], and the nu-
merical simulations is an indication of the validity of the numerical procedure.
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Figure 5.4: Results for α = 1 and D = 10 in (5.3.2): the shape of the level sets of
value 0, 5 of the density v, solution to (5.3.2), at successives times t = 10, 15, ..., 35 (at
the top), and the density v at time t = 35 (at the bottom).
Figure 5.5: Level sets of value 0, 5, at successive times t = 10, 15, ..., 35, of the density
v solution to (5.3.1) at the top, and to (5.3.2) at the bottom. In red : the critical cone
in which the level sets are spherical, in blue : the tangent lines of the level set at y = 0
and at time t = 35.
5.4 Fractional diffusion on the road (α ∈ (0, 1)) : level
sets in the field
In this section, we focus on the following Cauchy problem
∂tv −∆v = v − v2, x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −u+ v|y=0, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = u− v|y=0, x ∈ R, y = 0, t > 0,
(5.4.1)
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for α ∈ (0, 1), starting from the initial conditions v(·, ·, 0) = 0 and u(·, 0) = 1{|·|61} to
illustrate Theorems 4.1.2 and 4.1.3.
In our numerical computations, we fix α = 0, 5, Xmax = 200 and Ymax = 100, which
means that we work in the domain [−200, 200] × [0, 100]. From Theorem 4.1.2, the
speed of propagation is expected to be exponential in time, with an exponent equal to
1
1+2α
= 1
2
.
Figure 5.6: Results for α = 0, 5. Shape of the level sets of value 0, 5 of the density v,
solution to (5.4.1), at successives times t = 10, 15, ..., 35 (at the top), and display of v
at time t = 35 (at the bottom).
Figure 5.6 gives the shape of the level sets of value 0, 5 of v, solution to (5.4.1), at
successives times t = 5, 10, ..., 35. The level sets displayed on this figure are even and
decreasing in |x| functions gn : R→ R, satisfying, for all x ∈ R and for all n ∈ J1, 7K,
u(x, gn(x), tn) =
1
2
,
where tn = 5n, for n ∈ J1, 7K.
Using the values given by Figure 5.6, we can check that the speed of propagation
in the direction normal to the road corresponds to the standard KPP velocity. Indeed,
similarly to the case α = 1, for n ∈ J1, 6K, the quantity gn+1(0)− gn(0), corresponding
to the expected speed of propagation multiplied by the time elapsed between two
successive level sets, is equal to 2×5 = 10, which is the value we obtain when analysing
Figure 5.6. Similarly, we can verify that the speed on the road is exponential in time
with exponent equal to 1
1+2α
. Indeed, if, for any n ∈ J1, 7K, xn satifies gn(xn) = 0,
then, for n ∈ J1, 6K, the quotient xn+1
xn
is close to e
tn+1−tn
1+2α , as expected.
As in the case α = 1, it seems that, in a neighbourhood of the road, the quantity
∂yv is positive, as explained in section 5.3. Figure 5.6 also displays the density v in
the field at time t = 35 (at the bottom). This figure illustrates the proof of Theorem
4.1.3, where we use the fact that the invasion in the field is given by known results on
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Fisher-KPP type equations, in the half plane {(x, y), x ∈ R, y > 0}, with the initial
condition 1{y=0}. This figure reveals that, at time t = 35, the level set seems not to
be a straight line in the compact [−Xmax, Xmax]× [0, Ymax].
Figure 5.7: Level sets of value 0, 5 of the density v solution to (5.4.1), with α = 0, 5, at
successive times t = 10 and t = 20, 40, 60, ..., 200 in black. The red straight lines make
it easy to see the decreasing difference between the value of the level set at points
(150, y) and (0, y), for values of y corresponding to the times t = 20, t = 100 and
t = 200.
To investigate this phenomenon, we solve the same problem (5.4.1), with α = 0, 5,
but stopping the procedure at time t = 200 instead of t = 35. Figure 5.7 shows the
result. We can see that, for any y > 0, the difference between the level set at point
(0, y) and the value of the level set at point (150, y) decreases in time. Thus, this
distance seems to be a small perturbation of order o(t), as t goes to infinity, in the
expression of the location of the level sets, which is consistent with Theorem 4.1.3. An
explicit expression of this perturbation is not given in this theorem, in which we focus
on propagation in sets of the form {|x| < ct, y ∈ [0, Ymax]} with c < cKPP = 2, and
{|x| > ct, y ∈ [0, Ymax]} with c > cKPP = 2.
5.5 Numerical determination of the asymptotic loca-
tion of the level sets, on the road, in the fractional
case
The problem under study in this section is the same as in section 5.4 :
∂tv −∆v = v − v2, x ∈ R, y > 0, t > 0,
∂tu+ (−∂xx)αu = −u+ v|y=0, x ∈ R, y = 0, t > 0,
−∂yv|y=0 = u− v|y=0, x ∈ R, y = 0, t > 0,
(5.5.1)
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for α ∈ (0, 1), starting from the initial conditions v(·, ·, 0) = 0 and u(·, 0) = 1{|·|61}.
From Theorem 4.1.2, we know that the propagation on the road is exponential in
time. However, this theorem does not give a sharp asymptotics of the location of the
level sets. The aim of this section is to investigate numerically a more precise result.
Our intuition is driven by the estimate of the solution to the linearised problem at 0
associated to (5.5.1), given in Theorem 4.3.1, and recalled here, in the case k = 0.
Theorem 5.5.1. Let α ∈ (1
4
, 1), and r0 > 1 be the solution to r20 = r2α0 + 1. There
exist c ∈
(
1
r0
, 1
)
and a constant C˜1 > 0 such that for |x| > 1, the solution u to (5.5.1)
satisfies
u(x, t) 6 C˜1
(
et
|x|1+2α t3/2 +R(x, t)
)
,
with
R(x, t) 6 e(1−c2r20 cos(2ε))t + ete−
√
|x| sin(ε) +
et
|x|3 + e
(1−r20)t,
where ε > 0 satisfies c2r20 cos(2ε) > 1.
Thus, the dynamics of the level sets of u is given, for large values of |x| and t,
by
et
|x|1+2α t3/2 . This proves rigorously that the level sets can not move faster than
t−
3
2(1+2α) e
t
1+2α . This raises the following question : would, by any chance, the solution
to the linearised problem at 0 related to (5.5.1) give the correct asymptotic expression
of the location of the level sets?
To see this, we rescale problem (5.5.1) in the x-variable, defining the functions v˜
and u˜, on R× R+ × R+, by
v˜(x˜, y, t) = v(eltt−mx˜, y, t) and u˜(x˜, t) = u(eltt−mx˜, t),
where l = 1
1+2α
, and m > 0 is the constant that we want to investigate. The couple
(v˜, u˜) solves for x˜ ∈ R
∂tv˜ − (l − mt )x˜∂x˜v˜ − e−2ltt2m∂x˜x˜v˜ − ∂yyv˜ = v˜ − v˜2, y > 0, t > 0,
∂tu˜− (l − mt )x˜∂x˜u˜+ e−2αltt2αm(−∂x˜x˜)αu˜ = −u˜+ v˜|y=0, y = 0, t > 0,
−∂yv˜|y=0 = u˜− v˜|y=0, y = 0, t > 0.
(5.5.2)
Instead of solving (5.5.2) from t = 0, we choose to solve the initial problem (5.4.1)
up to a time t˜ > 0, and then to solve the rescaled problem (5.5.2) starting at t = t˜.
This technique avoids restrictive CFL conditions, due to the coefficient m
t
, and ensures
the solution to be close to its stationary state in a non empty compact set. The time
t˜ is numerically defined as the first time for which the density u, solution to (5.4.1),
reaches its stationary state 1.
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The numerical procedure used to solve (5.5.2) is the same as in section 5.2 : the
first and third equation of (5.5.2) are treated with a finite difference method, whereas
a Strang splitting method solves the second equation of (5.5.2). Let us describe this
splitting that have to include a transport term. Let t0 be a positive constant and u˜t0
be any piecewise continuous function, 6= 0, decaying faster than |x˜|−(1+2α) at infinity.
1. The first step of the splitting includes the diffusive term of (5.5.2), which is{
∂tu˜+ e
−2αltt2αm(−∂x˜x˜)αu˜ = 0, x˜ ∈ R, t > t0,
u˜(x˜, t0) = u˜t0(x˜), x˜ ∈ R.
(5.5.3)
The solution to (5.5.3), denoted by X˜ tut0 , is explicitely given, for x˜ ∈ R and
t > t0, by
X˜ tu˜t0(x˜, t) = F−1
(
ξ 7→ e−|ξ|2α
∫ t
t0
e−2αlss2αmdsF(u˜t0)(ξ)
)
(x˜),
where F and F−1 are respectively the Fourier transform and the inverse Fourier
transform in the space variable. The solution X˜ tu˜t0 is computed for small values
of (t− t0) using the following first order approximation∫ t
t0
e−2αlss2αmds = (t− t0)e−2αlt0t2αm0 + o(t− t0),
and using Fast Fourier Transform (FFT) techniques. Note that FFT solvers
require a small step size of discretisation in the x˜-variable.
2. The reaction and transport terms of (5.5.2) appear in the second step of the
splitting, which is given by the transport equation :{
∂tu˜(x˜, t)− (l − mt )x˜∂x˜u˜(x˜, t) = −u˜(x˜, t) + v˜(x˜, 0, t), x˜ ∈ R, t > 0,
u(x˜, t0) = u˜t0(x˜), x˜ ∈ R.
(5.5.4)
The solution, denoted by Y˜ tut0 , has the explicit expression
Y˜ tu˜t0(x˜, t) = e
−(t−t0)u˜t0(e
ltt−mx˜) +
∫ t
t0
e−(t−s)v(eltt−mx˜, 0, s)ds.
We fix constants X˜max > 0 and T > 0, and solve (5.5.4) in the bounded domain
[−X˜max, X˜max] for t ∈ [t0, t0 +T ]. The transport term is treated with a backward
difference method if x˜ > 0, and a forward difference method if x˜ 6 0. More
precisely, given any large constants J ∈ N∗ and N ∈ N∗, the numerical procedure
used to solve (5.5.4) consists in constructing, for j ∈ J0, JK and n ∈ J0, NK, a
sequence u˜nj that is supposed to approximate u˜(x˜j, tn), with dx = 2
X˜max
J
, dt = T
N
,
x˜j = −X˜max + jdx and tn = ndt. The sequence u˜nj is defined by
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− for all j ∈ J0, JK : u˜0j = u˜t0(xj),
− for all n ∈ J0, N − 1K and j ∈ J1, J − 1K :
u˜n+1j = u˜
n
j +
dt
dx
(
l − m
tn
)
x˜j(u˜
n
j+1 − u˜nj ) + dt(−u˜nj + v˜ (x˜j, 0, tn)), if x˜j > 0,
and
u˜n+1j = u˜
n
j +
dt
dx
(
l − m
tn
)
x˜j(u˜
n
j − u˜nj−1) + dt(−u˜nj + v˜ (x˜j, 0, tn)), if x˜j 6 0.
− for all n ∈ J0, NK, the boundary conditions u˜n1 and u˜nJ have to be imposed. A
first guess would consist in Dirichlet or Neumann boundary conditions. To
check if one of these choices is relevant, we solve numerically the transport
equation
∂tw(x, t)− c∂xw(x, t) = w(x, t)− w(x, t)2, x ∈ R, t > 0, (5.5.5)
for a constant c > 0, completed with an initial condition w0 at time 0. The
explicit solution is
w(x, t) =
w0(xe
ct)
w0(xect) + (1− w0(xect))e−t . (5.5.6)
Three cases are possible regarding the long time behaviour of w :
– if w0(x) = o
(
|x|− 1c
)
as |x| → +∞, then
w(x, t) −→
t→+∞
0, uniformly in x,
– if |x| 1c = o (w0(x)−1) as |x| → +∞, then
w(x, t) −→
t→+∞
1, uniformly in x,
– if the function x 7→ w0(x) |x|
1
c is bounded for large values of |x|, then
x 7→ w(x, t) |x| 1c is bounded as time t goes to +∞, uniformly in x.
In our case, due to the Strang splitting, we know that the initial condition
considered in (5.5.4) comes from the solution to (5.5.3) at time tn + dt2 ,
where dt is the time scale of the splitting. Consequently, it behaves like
|x|−(1+2α) at infinity. Let us take
w0(x) =
1
1 + |x|1+2α .
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Figure 5.8: Problem (5.5.5) with c = 2 at time t = 5 : comparaison between the exact
solution and the numerical solutions with Dirichlet or Neumann boundary conditions.
With this choice and using the explicit expression (5.5.6) of the solution to
the transport equation (5.5.5), with c = 1
1+2α
, we know that, at any time,
this solution decays like |x|−(1+2α) at infinity.
Figure 5.8 shows that Dirichlet or Neumann boundary conditions are not
precise enough to study long time behaviour of such a transport equation.
Thus, natural boundary conditions are, for all n ∈ J0, NK
u˜n1 =
|x1|1+2α
|x2|1+2α
u˜n2 and u˜
n
J =
|xJ |1+2α
|xJ−1|1+2α
u˜nJ−1. (5.5.7)
Figure 5.9 suggests that this choice is relevant.
Figure 5.9: Problem (5.5.5) with c = 2 at time t = 5 : comparaison between the exact
solution and the numerical solution imposing the boundary conditions given in (5.5.7).
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We refer to section 5.2 for a description of the numerical procedure used to solve
the first and third equation of (5.5.2). Note that, as explained when analysing the
behaviour of the solution to the transport equation (5.5.5), the boundary conditions
of v˜ on {−X˜max}× [0, Y˜max] and {X˜max}× [0, Y˜max] have to be carefully imposed. We
use that this function should decay like |x˜|−(1+2α) at infinity. This result is not proved
in the thesis. However, since v˜ has the same decay as v at infinity, the result proved in
section 4.2.2 is useful. Indeed, we have bounded from below a subsolution to (5.4.1)
at time 2. The result obtained in Lemma 4.2.2 is valid at any time t > 0. An upper
bound of the function v could be computed using the linearised problem at 0 and the
same computations as the one in section 4.3, where we have proved that the function
u decays faster than |x|−(1+2α) at infinity.
Let us describe the numerical results obtained for α = 0, 5, X˜max = 2000 and
Y˜max = 500. Recall that we are investigating the rescaled problem (5.5.2) for v˜ and u˜
defined on R× R+ × R+, by
v˜(x˜, y, t) = v(eltt−mx˜, y, t) and u˜(x˜, t) = u(eltt−mx˜, t),
with l = 1
1+2α
and m > 0 the constant that we want to study.
Figure 5.10: Evolution of the density u˜ solution to (5.5.2), with α = 0, 5, for m = 0
(on the left) and m = 3
1+2α
(on the right), at successive times t = 30, 40, 50, ..., 200
with a colour graduation from blue to red.
The left side of Figure 5.10, that concerns m = 0, shows that the level sets move
faster than e
t
1+2α , which illustrates Theorem 5.5.1. The right side of Figure 5.10, that
concerns m = 3
1+2α
, shows that the level sets move slower than t−
3
1+2α e
t
1+2α . Indeed, it
seems that, in this case, the rescaled density u˜ tends to δ0 as t goes to infinity.
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Figure 5.11: Evolution of the density u˜ solution to (5.5.2), with α = 0, 5, for m =
3
2(1+2α)
, at successive times t = 30, 40, 50, ..., 200 with a colour graduation from blue
to red.
Figure 5.11 concerns the particular choice m = 3
2(1+2α)
, suggested by the upper
bound of Theorem 5.5.1. On compact sets, the rescaled density u˜ seems to converge
to a function that does not move in time. This investigation hints that the asymptotic
expression of the location of the level sets should by like t−
3
2(1+2α) e
t
1+2α .
Conclusion and Perspectives
In this thesis, we have set up a new method to study the long time behaviour of so-
lutions to reaction problems involving integral diffusion. The starting point was to
sharpen estimates of Cabré and Roquejoffre in [26]. This has enabled us to treat prob-
lems that would have been difficult to attack with the previously known arguments.
Part I of the thesis has been devoted to a rigorous analysis of the asymptotic
location of the level sets of the solution to two different problems.
In Chapter 1, we have applied our method on a Fisher-KPP model in periodic media
with fractional diffusion. We have been able to construct precise explicit subsolutions
and supersolutions. Thus, we have proved that the transition between the unstable
state and the stable one occurs exponentially fast in time, and we have obtained the
precise exponent that appears in this exponential speed of propagation. This has led to
the proof of the convergence of the solution to its stationary state on a set that expands
with an exponential in time speed. Numerical simulations have been carried out to
understand the dependence of the speed of propagation on the initial condition at lower
order in time. Although the different numerical results, done for the homogeneous
model in dimension two, have given a precise idea of what is happening, a mathematical
proof should be undertaken. Indeed, it seems that there is a symmetrisation of the
solution, in the sense of Jones in [57]. Proving this observation requires an estimate
of the gradient of the solution, which is not done in this thesis. This geometric result
of symmetrisation could also be studied in periodic media. Moreover, as suggested
by numerical investigations, it seems that the diffusive term of the reaction-diffusion
equation only plays a role for small times. It would be interesting to show it rigorously.
Finally, one could think of further perspectives. A first one consists in getting similar
results for integro-differential equations, and thus obtaining more precise asymptotics
as the ones proved in [47]. More general heterogeneous media might also be analysed,
media for which the notion of generalised eigenvalues is needed.
In Chapter 2, we have treated a cooperative reaction-diffusion system including
fractional diffusion. Once again, the method given in the introduction of the thesis
leads to the construction of explicit subsolutions and supersolutions to the system.
This enables us to prove that the solution spreads exponentially fast in time, and we
find the precise exponent of propagation depending, among others, on the smallest
order of the diffusive terms involved in the system. The transition between standard
reaction-diffusion systems and fractional reaction-diffusion systems remains to be in-
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vestigated.
Part II of the thesis deals with a two dimensional environment, where reproduction
of Fisher-KPP type and usual diffusion occur, except on a line of the plane, on which
fractional diffusion takes place. The plane is referred to as "the field" and the line
to "the road", as a reference to the biological situations we have in mind. Indeed,
it has long been known that fast diffusion on roads can have a driving effect on the
spread of epidemics. This new model shows the limits of the method described in the
introduction of the thesis.
In Chapter 3, we have described the framework, using Hilbert spaces and the
theory of sectorial operators. These choices have several advantages. The main one
is to allow the computation of the fundamental solution through a Laplace integral.
Also a comparison principle has been easily obtained. This framework is especially
relevant as it has led to the existence, uniqueness and regularity of the solutions, for
particular orders of the fractional diffusive term (α ∈ (1/4, 1)).
In Chapter 4, we have studied the long time behaviour of the solution, composed
of the densities on the road and in the field, to this two dimensional environment. We
have proved that the speed of propagation is exponential in time on the road, whereas
it depends linearly on time in the field. Contrary to the precise asymptotics obtained
in Part I of the thesis, for this model, we are not able to give a sharp location of
the level sets on the road and in the field, at least up to an O(1) error. This lack of
precision is due to the explicit subsolution, that we have constructed in a strip of large
width. It would be of interest to find a subsolution in the whole half plane. Moreover,
the study in the field could be improved, in order to get a more precise expansion
shape. A Bramson type shift may occur, which would be interesting to understand.
In Chapter 5, we have carried out numerical simulations, that have outlined quite
interesting perspectives. First, we have illustrated the theorems proved in [18, 17, 19],
which has given an indication of the validity of the numerical procedure. The results
have shown a surprising phenomenon close to the road. Indeed, the tangent lines to
the level sets of the density in the field, at points touching the road, make an angle in
[0, pi
2
) with the road. Moreover, this angle seems to decrease as the diffusion coefficient
tends to infinity. It looks as if this phenomenon comes from the exchange term, that
might play the role of a source term. It would be of interest to prove it rigorously.
Then, we have illustrated the results of Chapter 4. This has shown a more precise
shape of the expansion set in the field. Once again, this is something which needs to be
mathematically investigated. Finally, we have carried out the numerical determination
of the asymptotic location of the level sets on the road. Again to our surprise, our
results have shown that the upper bound of this location, given by the supersolution
that we have computed in Chapter 4, seems to give the precise expression of the speed
of propagation. To understand this, perhaps with probabilistic tools, is a fascinating
open problem.
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