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Abstract
A singular sublinear BVP related to the Emden–Fowler equation is considered. Existence, nonexistence, and regularity of posi-
tive solutions in Hölder spaces is obtained.
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1. Introduction
This note concerns the singular boundary value problem for the generalized Emden–Fowler equation
u′′ + p(t)uq = 0, 0 < t < 1, (1)
subject the boundary conditions
u(0) = u(1) = 0 (2)
where q ∈ R is given, p ∈ C(0,1), p(t) 0 for t ∈ (0,1), and p may be unbounded at the end points 0,1. Because of
the physical interest (in nuclear physics, gas dynamics, fluid mechanics) people are concerned with the existence and
uniqueness of positive solutions which are stationary solutions of the associated parabolic problems (cf. [6,10] and
their references). For the case q < 0, Taliaferro [12] and Habets and Zanolin [5] have given necessary and sufficient
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problem (1), (2) has a positive solution u ∈ C[0,1] ∩ C2(0,1) if and only if
0 <
1∫
0
t (1 − t)p(t) dt < ∞. (3)
Moreover, this positive solution is in C1[0,1] ∩ C2(0,1) if and only if
0 <
1∫
0
tq(1 − t)qp(t) dt < ∞.
Sufficient conditions for existence of solutions in Sobolev space H 10 (0,1) are found in [3]. For example,
0 <
1∫
0
(
t (1 − t))(1+q)/2p(t) dt < ∞,
and
0 <
1∫
0
(
t (1 − t))2(1+q)/(1−q)(p(t))2/(1−q) dt < ∞,
are two independent conditions under which problem (1), (2) has a positive solution u ∈ H 10 (0,1).
In this note we consider the sublinear problem (1), (2) with q ∈ (0,1). We are interested in existence of Hölder-
continuous solutions. We show that for some 0 < α < 1 the condition
0 <
1∫
0
(
t (1 − t))1−α(1−q)p(t) dt < ∞ (4)
implies solutions in C0,α[0,1] ∩ C2(0,1) which means that the more singular is p (the case α near 0), the less
smooth are the solutions at the end points t = 0 and t = 1, and conversely, the less singular is p (the case α near 1),
the more smooth are the solutions at 0 and 1. Moreover, we show that the condition (4) is sharp for the existence of
C0,α[0,1]∩C2(0,1) solutions, i.e. if the integral in (4) is divergent for some 1 β0 > α then problem (1), (2) does not
possess a solution u ∈ C0,β [0,1] ∩ C2(0,1) for any β > β0. In fact condition (4) guarantees slightly more regularity
of the solutions. As it is shown in Section 2, condition (4) is necessary and sufficient for existence of positive solutions
u ∈ C0,α[0,1] ∩ C2(0,1) which additionally satisfy
0 <
1∫
0
(
t (1 − t))−1−α(1−q)u1−q(t) dt < ∞.
As for the uniqueness of the positive C0,α smooth solutions of (1), (2), the situation is more complicated than the
case of C1 (up to the boundary) solutions (cf. [1,2,4,6,7,9–11,13]). Note that neither the Krasnosel’skii uniqueness
theorem for the sublinear equations u = f (x,u) (see [9,10]), nor Serrin’s sweeping method for the more general
quasilinear equations u = f (x,u,∇u) [11] are applicable for the uniqueness of positive Hölder continuous solu-
tions. In Section 3, Theorem 8, we prove uniqueness of the solution in the class of C0,α[0,1] ∩ C2(0,1) functions
having the same smoothness at 0,1. Our conjecture is that the positive solution of (1), (2) is unique, and possible
bifurcations of C0,α[0,1] ∩ C2(0,1) solutions for different values of α from the end points 0, 1 do not happen.
The paper in organized as follows. In Section 2 existence, nonexistence and regularity results are proved. Section 3
deals with the uniqueness.
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In this section, we consider the boundary value problem
u′′ + p(t)uq = 0, 0 < t < 1,
u(0) = u(1) = 0 (5)
and suppose the following condition is satisfied
p ∈ C(0,1), p  0 on (0,1), and 0 < q < 1. (6)
Before starting the considerations let us observe that every nontrivial solution u ∈ C[0,1]∩C2(0,1) of problem (5)
is in fact positive u(t) > 0, t ∈ (0,1) since it is a concave function which vanishes at 0 and 1.
The following theorem gives a necessary condition for existence of positive solution u ∈ C0,α[0,1] ∩ C2(0,1).
Theorem 1. Suppose (6) holds. If problem (5) has a positive solution u ∈ C0,α[0,1] ∩ C2(0,1) for some α ∈ (0,1)
then
1∫
0
(
t (1 − t))1−α(1−q)(ϕ(t)ϕ(1 − t))p(t) dt < ∞ (7)
for every concave function ϕ ∈ C[0,1] such that ϕ(0) = 0, ϕ(t) > 0 for t > 0, and ∫ 10 ϕ(t)t dt < ∞.
Remark. For example, the function ϕ(t) = (− ln t)−1−ε near the origin satisfies the conditions of Theorem 1 for
every ε > 0.
Proof. Let u ∈ C0,α[0,1] ∩ C2(0,1) be a positive solution of (5) for some α ∈ (0,1). Then from [13] it follows that
p(t) satisfies the Zhang necessary condition
0 <
1∫
0
t (1 − t)p(t) dt < ∞.
Now, we integrate the equation in (5) twice and we obtain
u(t) = (1 − t)
t∫
0
sp(s)uq(s) ds + t
1∫
t
(1 − s)p(s)uq(s) ds. (8)
Since u′′(t) = −p(t)uq(t) 0, and u(0) = u(1) = 0 there exists t0 ∈ (0,1) such that u′(t0) = 0, and u′(t) 0 for
t ∈ (0, t0), and u′(t) 0 for t ∈ (t0,1). So the theorem follows if we show the convergence of the integrals
t0∫
0
t1−α(1−q)ϕ(t)p(t) dt < ∞, (9)
1∫
t0
(1 − t)1−α(1−q)ϕ(1 − t)p(t) dt < ∞. (10)
Let 0 s  t  1. By the concavity of ϕ we have ϕ(s) ϕ(t) s
t
and after integration we reach
t∫
0
ϕ(s) ds  1
2
tϕ(t). (11)
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u(t) t
t0∫
t
(1 − s)p(s)uq(s) ds  t (1 − t0)
t0∫
t
p(s)uq(s) ds,
so that
1
1 − t0  t
t0∫
t
p(s)
uq(s)
u(t)
ds  t
t0∫
t
p(s)uq−1(s) ds.
By the Hölder continuity of u at 0 we have 0  u(t)  Ktα for t ∈ [0,1], K > 0 is a constant. Then uq−1 
Kq−1t−(1−q)α , and
K1−q
1 − t0  t
t0∫
t
p(s)s−(1−q)α ds, t ∈ [0, t0].
We multiply the above inequality by ϕ(t) then integrate from 0 to t0 and change the order of integration. By (11) we
obtain
t0∫
0
s1−α(1−q)ϕ(s)p(s) ds  2
t0∫
0
p(s)s−α(1−q)
s∫
0
ϕ(τ) dτ ds
= 2
t0∫
0
ϕ(τ)
t0∫
τ
p(s)s−α(1−q) ds dτ  2K
1−q
1 − t0
t0∫
0
ϕ(τ)
τ
dτ < ∞
which proves (9). Analogously, one can prove (10). 
Now we proceed with the sufficiency. The following theorem has proved by Zhang [13] with the method of lower
and upper solutions, and by Chaparova and Sanchez [3] with variational methods.
Theorem 2. (See [3,13].) Let the assumptions (6) and
0 <
1∫
0
t (1 − t)p(t) dt < ∞ (12)
be satisfied. Then problem (5) has a positive solution u ∈ C[0,1] ∩ C2(0,1).
Remark. Let us note that Theorem 2 can be proved also by arguments based on the theory of the positive operators
in Banach spaces acting in a positive cone. More precisely, the corresponding operator T defined by
T u = (1 − t)
t∫
0
sp(s)uq(s) ds + t
1∫
t
(1 − s)p(s)uq(s) ds
on the cone
K = {u ∈ C[0,1] such that u(0) = u(1) = 0 and u is a concave function}
is positive and compact satisfying infu∈K, |u|∞=1 |T u|∞ > 0. By the theorem of Rothe (see [8]), there are v ∈ K ,
|v|∞ = 1, and λ > 0 such that T v = λv. Then u ∈ C[0,1] ∩ C2(0,1) defined by u = λ1/(1−q)v is a solution of (5).
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u(t) = (1 − t)
t∫
0
sp(s)uq(s) ds + t
1∫
t
(1 − s)p(s)uq(s) ds. (13)
Theorem 3. Suppose (6) and
0 <
1∫
0
(
t (1 − t))1−α(1−q)p(t) dt < ∞ (14)
hold for some α ∈ (0,1). Then problem (5) has a positive solution u ∈ C0,α[0,1] ∩ C2(0,1).
If in addition
1/2∫
0
t1−β0(1−q)p(t) dt = +∞ (15)
(respectively ∫ 11/2(1 − t)1−β0(1−q)p(t) dt = +∞) for some α < β0  1 then u /∈ C0,β [0,1) (respectively
u /∈ C0,β(0,1]) for any β0 < β  1.
Proof. Let u ∈ C[0,1] be the solution of (5) by the previous theorem. We denote the supremum norm of u by
|u|∞ = M , and
∫ 1
0 (t (1 − t))1−α(1−q)p(t) dt = C. Then by (13) for t ∈ [0,1] one has
0 u(t)Mq
{
(1 − t)α(1−q)tα(1−q)
t∫
0
(
s(1 − s))1−α(1−q)p(s) ds
+ tα(1−q)(1 − t)α(1−q)
1∫
t
(
s(1 − s))1−α(1−q)p(s) ds
}
MqC
(
t (1 − t))α(1−q).
Thus
0 u(t) (1 − t)
t∫
0
sp(s)
(
MqC
(
s(1 − s))α(1−q))q ds + t
1∫
t
(1 − s)p(s)(MqC(t (1 − t))α(1−q))q ds
Mq2Cq
{
(1 − t)α(1−q2)tα(1−q2)
t∫
0
(
s(1 − s))1−α(1−q)p(s) ds
+ tα(1−q2)(1 − t)α(1−q2)
1∫
t
(
s(1 − s))1−α(1−q)p(s) ds
}
= Mq2Cq+1(t (1 − t))α(1−q2).
Proceeding by iteration one can show that for t ∈ [0,1]
u(t)MqnC1+q+q2+···+qn−1
(
t (1 − t))α(1−qn), n = 1,2, . . . .
Letting n → ∞ we obtain
u(t) C1/(1−q)
(
t (1 − t))α. (16)
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∣∣u(t1) − u(t2)∣∣ (t2 − t1)
t1∫
0
sp(s)uq(s) ds + (t2 − t1)
1∫
t2
(1 − s)p(s)uq(s) ds
+
t2∫
t1
∣∣t1(1 − s) − (1 − t2)s∣∣p(s)uq(s) ds.
Consider the linear function g(s) = t1(1 − s) − (1 − t2)s on [t1, t2]. Since g(t1) = t1(t2 − t1) > 0, g(t2) =
(1 − t2)(t1 − t2) < 0, it follows that |g(s)|  t2 − t1 on [t1, t2]. Also, it is easy to check that |g(s)|  s(1 − s)
on [t1, t2]. Hence, by (16)
∣∣u(t1) − u(t2)∣∣ (t2 − t1)α
{ t1∫
0
(1 − s)1−αsp(s)uq(s) ds +
1∫
t2
s1−α(1 − s)p(s)uq(s) ds
+
t2∫
t1
(
s(1 − s))1−αp(s)uq(s) ds
}
 3C1/(1−q)(t2 − t1)α.
Suppose by contradiction, (15) holds and u ∈ C0,β [0,1) ∩ C0,α[0,1] ∩ C2(0,1) is a solution of (5) for some
β0 < β  1. Then from (7)
1/2∫
0
s1−β(1−q)p(s)ϕ(s) ds < ∞ (17)
for every concave function ϕ as in Theorem 1. We choose ϕ(s) = s(β−β0)(1−q) in (17) which is a continuous concave
function satisfying
∫ 1
0 ϕ(s)s
−1 ds = 1/((β − β0)(1 − q)) < ∞ and we get the estimate
1/2∫
0
s1−β0(1−q)p(s) ds < ∞,
a contradiction. 
Remark. Note that the condition
1/2∫
0
t1−α(1−q)p(t) dt < ∞
(respectively ∫ 11/2(1 − t)1−α(1−q)p(t) dt < ∞) is sufficient for existence of C0,α[0,1) ∩ C2(0,1), (respectively,
C0,α(0,1] ∩ C2(0,1)) solutions.
Theorem 3 gives sharp regularity result in Hölder spaces C0,α[0,1], 0 < α < 1. However, from the conclusions of
Theorem 1 it follows that condition (14) guarantees slightly more regularity.
Theorem 4. Suppose all the assumptions of Theorem 3 are satisfied. Then the following estimates hold
u(t) tα
(
ψ0(t)
)1/(1−q) for t ∈ (0, t1), (18)
u(t) (1 − t)α(ψ1(t))1/(1−q) for t ∈ (1 − t1,1),
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ψ0(t) = t (1−α)(1−q)
1∫
t
s−1−(1−α)(1−q)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds,
ψ1(t) = (1 − t)(1−α)(1−q)
t∫
0
(1 − s)−1−(1−α)(1−q)
1∫
s
(1 − r)1−α(1−q)rp(r) dr ds.
Proof. Let us note first that ψi ∈ C[0,1], ψi(i) = 0, ψi(t) > 0 for t 	= i, i = 0,1. Indeed, by the L’Hopital rule
and (14) for ψ0(t) we have
lim
t→0ψ0(t) =
1
(1 − α)(1 − q) limt→0
t∫
0
r1−α(1−q)(1 − r)p(r) dr = 0.
We will check only (18). The second estimate can be checked the same way. We denote by t0 ∈ (0,1) the point at
which u(t) attains its maximum. By (13), for 0 < t < t0 we have
u(t) = (1 − t)
t∫
0
sp(s)uq(s) ds + t
1∫
t
sα(1−q)−1 d
ds
( s∫
0
r1−α(1−q)(1 − r)p(r)uq(r) dr
)
ds
= I1 − I2 + tC + I3
where
I1 = (1 − t)
t∫
0
sp(s)uq(s) ds 
t∫
0
s(1 − s)p(s)uq(s) ds,
I2 = tα(1−q)
t∫
0
s1−α(1−q)(1 − s)p(s)uq(s) ds 
t∫
0
s(1 − s)p(s)uq(s) ds,
C =
1∫
0
s1−α(1−q)(1 − s)p(s)uq(s) ds + (1 − α + αq)
1∫
t0
sα(1−q)−2
s∫
0
r1−α(1−q)(1 − r)p(r)uq(r) dr ds,
I3 = (1 − α + αq)t
t0∫
t
sα(1−q)−2
s∫
0
r1−α(1−q)(1 − r)p(r)uq(r) dr ds
 (1 − α + αq)t
t0∫
t
sα(1−q)−2uq(s)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds,
so that
u(t) Ct + I3.
We claim now that
t0∫
0
sα(1−q)−2uq(s)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds = ∞.
Indeed, by the concavity of u we have
u(t) tu′(t), t ∈ (0, t0), (19)
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t0∫
0
sα(1−q)−2uq(s)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds  (u′(t2))q
t2∫
0
s−1−(1−α)(1−q)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds
= c1
t2∫
0
rq(1 − r)p(r) dr − c2.
Since q < 1 − β0(1 − q) the claim follows by (15).
Thus there exists t1 > 0 sufficiently small such that
C  α(1 − q)
t0∫
t1
sα(1−q)−2uq(s)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds.
Hence, for every t ∈ (0, t1) we get the inequality
u(t) t
t0∫
t
sα(1−q)−2uq(s)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds.
For the auxiliary function w(t) defined by u(t) = tw(t) the last inequality can be rewritten as
w(t)
t0∫
t
s−1−(1−α)(1−q)wq(s)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds.
Observe that by (19) it follows that w(t) is a decreasing function in (0, t0). Then the final estimate hold
w(t)wq(t)
1∫
t
s−1−(1−α)(1−q)
s∫
0
r1−α(1−q)(1 − r)p(r) dr ds
which is exactly (18) for the function u(t). 
Another regularity result for u(t) is given by the following
Proposition 5. Under the assumptions of Theorem 3, the solution u ∈ C0,α[0,1] ∩ C2(0,1) satisfies additionally
0 <
1∫
0
(
t (1 − t))−1−α(1−q)u1−q(t) dt < ∞. (20)
Proof. Let us note first that by (18) and (19) it follows
0 t1−α(1−q)u′(t)u−q(t) t−α(1−q)u1−q(t) → 0 as t → 0.
Then, from the equation in (5) we have for small t
t∫
0
s1−α(1−q)p(s) ds = −t1−α(1−q)u′(t)u−q(t)
+ (1 − α(1 − q))
t∫
0
s−α(1−q)u′(s)u−q(s) ds − q
t∫
0
s1−α(1−q)u′2(s)u−1−q(s) ds
−t1−α(1−q)u′(t)u−q(t) + α(1 − α)(1 − q)
t∫
s−1−α(1−q)u1−q(s) ds.0
J. Chaparova, N. Kutev / J. Math. Anal. Appl. 352 (2009) 65–76 73Analogously, one can prove
0 <
1∫
t
(1 − s)−1−α(1−q)u1−q(s) ds < ∞
for t near 1. 
In the following proposition we show that condition (14) is also necessary for existence of positive solutions
u ∈ C0,α[0,1] ∩ C2(0,1) with property (20).
Proposition 6. Suppose (6) hold and (5) has a positive solution u ∈ C0,α[0,1] ∩ C2(0,1) for some α ∈ (0,1) which
satisfies additionally (20). Then
0 <
1∫
0
(
t (1 − t))1−α(1−q)p(t) dt < ∞.
Proof. As in the proof of Theorem 1,
u(t) t
t0∫
t
(1 − s)p(s)uq(s) ds, 0 < t < t0,
where t0 ∈ (0,1) is arbitrary. If u(t) = tw(t) then
w(t) (1 − t0)
t0∫
t
sqp(s)wq(s) ds = (1 − t0)J (t)
with J (t) = ∫ t0
t
sqp(s)wq(s) ds. Since
wq(t)p(t)tq  (1 − t0)qJ q(t)p(t)tq
we have
J 1−q(t) (1 − q)(1 − t0)q
t0∫
t
sqp(s) ds.
Thus
w(t) (1 − t0)J (t)
(
(1 − t0)(1 − q)
)1/(1−q)( t0∫
t
sqp(s) ds
)1/(1−q)
,
and finally
∞ >
t0∫
0
t−1−α(1−q)u1−q(t) dt
 (1 − t0)(1 − q)
t0∫
0
t (1−α)(1−q)−1
t0∫
t
sqp(s) ds dt
= 1 − t0
1 − α
t0∫
t1−α(1−q)p(t) dt.0
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∞ >
1∫
t0
(1 − t)−1−α(1−q)u1−q(t) dt  t0
1 − α
1∫
t0
(1 − t)1−α(1−q)p(t) dt
and the proof is complete. 
As a consequence of Propositions 5 and 6 we reach the following
Theorem 7. Suppose (6) hold. Then problem (5) has a positive solution u ∈ C0,α[0,1] ∩C2(0,1), α ∈ (0,1) which in
addition satisfies
0 <
1∫
0
(
t (1 − t))−1−α(1−q)u1−q(t) dt < ∞
if and only if
0 <
1∫
0
(
t (1 − t))1−α(1−q)p(t) dt < ∞.
Remark. For example, the function u1(t) = tα ∈ C0,α[0,1/2] ∩ C2(0,1/2] does not satisfy
1/2∫
0
t−1−α(1−q)u1−q(t) dt < ∞,
while u2(t) = tα(− lg t)−(1+ε)/(1−q) ∈ C0,α[0,1/2]∩C2(0,1/2] which is slightly more regular at 0 than u1(t) satisfies
the above inequality for every ε > 0. Note that neither of u1(t), u2(t) belong to C0,β [0,1/2] for any β > α.
3. Uniqueness
In contrast with the uniqueness results for C1(Ω) ∩ C2(Ω) positive solutions in [1,2,4,6,7,9–11,13], we need an
additional condition in order to prove uniqueness of the Hölder continuous solutions of (5). We show that in the
class of C0,α[0,1] ∩ C2(0,1) solutions having the same smoothness at the boundary points 0, 1 there is at most one
nontrivial solution. More precisely, we suppose that u,v ∈ C0,α[0,1] ∩ C2(0,1) are two solutions of (5) such that
u,v /∈ C0,β [0,1] ∩ C2(0,1) for any α < β  1, and
0 < C1  lim inf
t→δ
u(t)
v(t)
 lim sup
t→δ
u(t)
v(t)
 C2 < ∞ (21)
for δ = 0 and δ = 1.
Theorem 8. Suppose u,v ∈ C0,α[0,1] ∩ C2(0,1), 0  α < 1 are two positive solutions of (5), p ∈ C(0,1), p > 0
on (0,1), 0 < q < 1, and (21) hold. Then u ≡ v.
Proof. Suppose by contradiction that there is t1 ∈ (0,1) such that u(t1) > v(t1).
Since u,v satisfy (8) we have
u′(t) = −
t∫
sp(s)uq(s) ds +
1∫
(1 − s)p(s)uq(s) ds,0 t
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lim
t→0
t∫
0
sp(s)uq(s) ds = 0, lim
t→0
1∫
t
(1 − s)p(s)uq(s) ds = ∞,
otherwise u will be Lipschitz continuous at 0 which contradicts (21).
Let us denote lim inft→0 u(t)/v(t) = m. Then from L’Hopital rule we get
m = lim inf
t→0
u(t)
v(t)
= lim inf
t→0
u′(t)
v′(t)
= lim inf
t→0
∫ 1
t
(1 − s)p(s)uq(s) ds∫ 1
t
(1 − s)p(s)uq(s) ds
= lim inf
t→0
uq(t)
vq(t)
= mq,
and by (21) we obtain m = 1. Thus one can prove that lim supt→0 u(t)/v(t) = 1 as well as limt→1 u(t)/v(t) = 1.
Hence for the new function w(t) = u(t)/v(t) we conclude
w ∈ C[0,1] ∩ C2(0,1), w(0) = w(1) = 1,
w > 0 on [0,1], w(t1) > 1. (22)
In the interval (0,1) we change the variables
u(t) = ex(t), v(t) = ey(t)
and the new functions x(t), y(t) satisfy the equations
x′′(t) + x′2(t) + p(t)e(q−1)x(t) = 0,
y′′(t) + y′2(t) + p(t)e(q−1)y(t) = 0. (23)
We denote z(t) = x(t) − y(t), and from z(t) = ln(u(t)/v(t)) and (22) it follows that z(0) = z(1) = 0 and z(t) attains
its positive maximum at some interior point t0 ∈ (0,1), i.e.
M0 = max
t∈[0,1]
z(t) = z(t0) z(t1) > 0. (24)
From the maximum principle,
x′(t0) = y′(t0), x′′(t0) − y′′(t0) 0, (25)
and from (23) we have
x′′(t0) − y′′(t0) + p(t0)e(q−1)y(t0)
(
e(q−1)M0 − 1)= 0 (26)
which is impossible by (24) and (25). 
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