Abstract-In this paper, we address the problem of adaptive regularization in image restoration by adopting a neural-network learning approach. Instead of explicitly specifying the local regularization parameter values, they are regarded as network weights which are then modified through the supply of appropriate training examples. The desired response of the network is in the form of a gray level value estimate of the current pixel using weighted order statistic (WOS) filter. However, instead of replacing the previous value with this estimate, this is used to modify the network weights, or equivalently, the regularization parameters such that the restored gray level value produced by the network is closer to this desired response. In this way, the single WOS estimation scheme can allow appropriate parameter values to emerge under different noise conditions, rather than requiring their explicit selection in each occasion. In addition, we also consider the separate regularization of edges and textures due to their different noise masking capabilities. This in turn requires discriminating between these two feature types. Due to the inability of conventional local variance measures to distinguish these two high variance features, we propose the new edge-texture characterization (ETC) measure which performs this discrimination based on a scalar value only. This is then incorporated into a fuzzified form of the previous neural network which determines the degree of membership of each high variance pixel in two fuzzy sets, the EDGE and TEXTURE fuzzy sets, from the local ETC value, and then evaluates the appropriate regularization parameter by appropriately combining these two membership function values.
term, implies better feature preservation but less noise suppression for the restored image, and a large value leads to better noise suppression but blurred features.
Due to the nonstationary nature of images, adaptive processing techniques have been applied to images degraded by noise [8] and by both blur and noise [9] [10] [11] to allow adequate preservation of important image features such as edges. The locations of these features are either explicitly indicated by an edge model where the presence or absence of an edge is represented as a binary random variable [12] , or implicitly determined using the local gray level variance values [9] [10] [11] , [13] . More specifically, for the latter class of implicit feature models, an adaptive regularization technique is adopted where small regularization parameter values are assigned to pixels with high local variances for better feature preservation, and large values at low variance pixels for noise suppression. An important problem associated with these techniques is to determine which particular ranges of local variance values correspond to features or smooth regions, and which particular parameter values to be assigned to each specific range.
Previous attempts in this direction include the specification of a regularization profile, where the local parameter value is expressed as a monotonically decreasing function of the local variance [9] , [10] , [13] . Various forms of this profile, including a linearly decreasing function [9] , and several examples of nonlinear functions [10] , [13] , have been suggested. In general, the profiles are expressed in a parametric form, where one or more parameters are required to determine its shape uniquely. The usual approach is to specify these parameters, or equivalently, the profile shape, by trial and error. This predetermines a fixed relationship between the local variances and the local regularization parameters, which does not necessarily apply to different images and different types of degradations.
In this paper, we propose a model-based neural-network (MBNN) approach [14] , [15] to solving this adaptive regularization problem. By regarding the local regularization parameters as network weights, they are modified through the supply of appropriate training examples. More specifically, instead of the previously described explicit approach in parameter specification, we adopt an implicit approach within the context of an iterative restoration algorithm as follows: we regard the updated pixel value in the current iteration as the network output. This is expressed as a function of both the local neighboring pixel values in the previous iteration, and the regularization parameter value, which are then regarded, respectively, as the network input and the network weight.
A weighted-order statistic (WOS) filter [16] [17] [18] is used to predict the most probable gray level value for the current pixel. This is then considered as a desired network output which forms part of a training example, and is then used to adjust the network weight, or equivalently, the regularization parameter.
In other words, unlike conventional WOS noise filtering applications, where we replace the previous pixel value with the predicted value, we now adopt this WOS estimate as a desired network output to guide the adaptation of the regularization parameter. As a result, instead of choosing this parameter by trial and error, we can now explicitly incorporate neighboring pixel value information to guide its selection. This makes it possible to automatically adjust the regularization parameters under different degradation conditions, and is due to the recognition of this new relationship between WOS filtering and regularized image deblurring.
Two different WOS filtering strategies are adopted for the important image features and smooth regions, respectively. For smooth regions, an appropriate estimator for the current pixel value would be the local mean. For edges and textured regions, the predicted pixel value is specified as suitable linear combinations of the ranked neighboring pixel values to allow appropriate level of feature enhancement, and without either excessive smoothing or noise amplification. This is achieved by assigning the weightings in such a way as to exclude both the median and the more extreme outlier statistics.
In addition, we also consider the separate regularization of edges and textures, in contrast to the usual adaptive approaches which only differentiate between low variance and high variance regions. This is due to the different noise masking capabilities of the above two entities, which necessitate the adoption of different regularization parameters. For example, noise is usually more visible around edges due to the neighboring smooth regions, while textures usually possess a noise-like appearance which may mask the underlying noise. As a result, if we apply a value which is appropriate for textures to both edges and textures, the edges will usually appear noisy, while textures will appear blurred if an edge-oriented regularization parameter is applied to both.
This refined adaptive regularization scheme in turn requires the discrimination of edges and textures. Due to the difficulties in distinguishing between these two entities, which may exhibit equally high variances, we derive the new edge-texture characterization (ETC) measure, which can satisfactorily achieve this task. This is then incorporated into a fuzzified form of the model-based neural network which determines the degree of membership of each high variance pixel in two fuzzy sets [19] , [20] , the EDGE and TEXTURE fuzzy sets, according to the current ETC measure value, and then evaluates the appropriate regularization parameter for the current pixel based on these two membership function values.
This paper is organized as follows. In Section II, we introduce the cost function for adaptive regularized image restoration and the associated optimization algorithm. In Section III, we illustrate how this algorithm can be interpreted as the operation of a neuron in a model-based neural network, and derive the corresponding supervised learning rule for adapting the local regularization parameters. In Section IV, we formulate the new ETC measure to describe the different local correlational properties of edges and textures. This measure is then incorporated into a fuzzified form of the previous NN in Sections V and VI to allow the assignment of different regularization parameters to these two feature types for improved restoration. Experimental results are presented in Section VII, and conclusions are drawn in Section VIII.
II. REGULARIZED IMAGE RESTORATION
The constrained least square cost function in image restoration consists of two terms as follows [3] , [6] : (1) where the first term enforces the fidelity constraint and the second term imposes a smoothness constraint on the restored image. The vector , with , as components and as the number of image pixels, denotes the lexicographically ordered blurred image. The vector with components is the corresponding restored image and the matrix , with components , , represents the action of the point spread function (PSF). The matrix with elements is a high-pass operator, and is the regularization parameter.
In adaptive regularization, instead of solving (1) as a whole, the following regional cost function is defined for each image region (2) where the subscripted vectors , , respectively, contain those pixels in , in the th region, and , are extracted from the relevant rows of . The variable represents the local regularization parameters. In general, large values are required for smooth regions while small values are used for edges/textures.
Iterative update approaches [21] , [6] , [7] , [22] are usually employed to search for the minimizer of this cost function. Adopting a coordinate-wise gradient optimization approach [21] , [23] , we modify the gray value of the th pixel in the th region to achieve restoration by first differentiating with respect to this variable (3) where th row of matrix ; th entry of ; th entry of vector . To minimize the cost function as a function of , a necessary condition is to equate the above derivative to zero for the updated image in which the previous gray value of the th pixel is replaced by , and is the number of pixels in region (4) where is the required amount of gray value update for pixel .
Solving the above equation for , we obtain (5) It is thus seen that the required amount of update depends on the local regularization parameter . In other words, if we can somehow estimate the amount of update for satisfactory restoration, we can in turn estimate the corresponding local regularization parameter through (5) . In the next section, a learning-based approach is proposed which achieves this by reinterpreting (5) as the operation of a model-based neuron [14] , [22] , and as an embedded weight of the neuron.
III. ADAPTIVE REGULARIZATION AS A NEURAL-NETWORK LEARNING PROBLEM
To determine the local parameters , we adopt a modelbased neural network [14] with modular architecture [24] , [25] , [15] , [26] , which consists of multiple subnetworks within the main network architecture. For the current problem, the image is first segmented into multiple smooth regions and combined edge/textured regions (the segmentation step will be described in Section III-C), and a single subnetwork is assigned to each of these regions for estimating the regional parameters. An important new concept here is our alternative viewpoint of the local parameters as model-based NN weights, which are then adjustable through the use of appropriate training examples. To achieve this, we first reinterpret (5) as the computational operation of the associated model-based neuron of the MBNN as follows: (6) where input vector; weight vector; bias of the neuron, with both of these parameterized by . The specific form of these weights can be obtained by comparing (6) with (5) to give
The structure of this model-based neuron is shown in Fig. 1 .
A. Network Training
Assume that the image is subdivided into nonoverlapping regions with associated parameters , we assign the model-based neuron shown in Fig. 1 to each pixel to form a subnetwork for the region. We further assume that, for each of these regions, we can specify the desired image quality in the form of individual desired gray level change for each pixel to achieve satisfactory restoration. In other words, the training example for each subnetwork is of the form , where can be interpreted as the desired output of the subnetwork. Given a set of these training examples for each region , we can update the corresponding parameter by adopting a supervised learning approach [27] . Defining the following error function for each pixel as follows: (9) The local parameters can be updated using supervised learning by adopting the following gradient descent operation: (10) where denotes the number of iterations, represents the descent stepsize and the gradient can be written in the following form using (9): (11) The derivative in (11) can in turn be evaluated using (6)- (8) as follows: (12) where (13) (14)
B. Training Set Definition
In the previous section, it was seen that the complete definition of each training example requires the specification of , which denotes our desired gray value change for satisfactory restoration at the th pixel. Since we have no prior knowledge of what this required change should be in image restoration applications, where we are given only the degraded image, we propose to estimate this change using a neighborhood-based prediction approach. This approach is commonly adopted in linear or nonlinear image filtering applications [16] , [17] where we estimate the gray value of the current noise-corrupted pixel using a function of the gray values of neighboring pixels. To allow maximum noise smoothing in smooth regions while ensuring the preservation of important features in edges and textures, different filtering operations are usually specified for these different feature types [28] . We will adopt a similar approach here where different estimation schemes for are specified for smooth regions, edges and textures respectively.
To begin with, we specify the prediction neighborhood as the window surrounding each pixel. In edges and textured regions where feature preservation and the suppressing of excessive noise is required at the same time, we have adopted the concept of WOS filter [16] , [18] in deriving a suitable desired network output for the training set. Denoting the set of gray values in the prediction neighborhood set as follows: (15) where the following condition is satisfied: (16) and , thus represents the th order statistic in the set of neighboring gray level values. The output of a weighted order statistic filter is defined as the linear combination of the order statistics (17) Special cases of (17) include the median filter, where (18) for odd , and the mean filter where for all . In general, for the purpose of noise filtering, the filter weights and are required to be small since the corresponding order statistics usually represent outliers.
For textured regions, we define the predicted gray level value and the corresponding desired network output according to the operation of a WOS filter as follows: (19) (20) where (21) is the mean gray value in the prediction neighborhood set, and is defined in (18) . The filtering operation in (19) allows noise smoothing by excluding the outlier order statistics, while prevents excessive blurring by incorporating a subset of nonmedian order statistics. Due to the better noise masking capability of textures compared with edges, the coefficients are assigned such that and to allow increased detail enhancement. We will hereafter refer to (19) as the texture-oriented predictor.
On the other hand, edges are not as effective in noise masking due to the surrounding smooth regions. As a result, we should design the corresponding WOS filtering operation such that more noise smoothing is performed while still allows a reasonable degree of feature enhancement. In view of this, we consider the following edge-oriented prediction scheme: (22) where and . In this way ranked pixel values closer to the median are given greater weights. This will allow greater smoothing for the edges. In our experiments, we have chosen the following values for the filter coefficients:
, and , . Naturally, it is desirable to apply (19) to textures only and (22) exclusively to edges. This in turn requires the discrimination of edges and textures, which cannot be easily achieved using conventional measures such as local variance, since these two feature types both exhibit high variances. We therefore derive the new ETC measure in Section IV for this purpose.
Finally, due to the requirement for maximum noise suppression in the smooth regions, we can simply adopt the local mean as the estimate as follows: (23) An important difference between the present application and conventional WOS filtering is that, in WOS filtering, the current gray value is substituted by the estimate , while in the current case this estimate is adopted as a desired output to control the value of the local regularization parameters through supervised network learning.
C. Determination of the Image Regions
To allow the description of an image as a combination of edge/textured regions and smooth components , , we first perform a preliminary classification by applying a threshold on a local activity measure. We have adopted the measure , where corresponds to the local standard deviation at pixel , defined as follows: (24) and the logarithm operation takes into account the nonlinear characteristics of the human vision system [29] . The threshold is usually selected according to some optimality criteria. In this work, we have chosen the threshold which minimizes the total within-class variance of the above activity measure. We designate those pixels with as smooth pixels, and those with as edge/texture pixels. The individual regions within each pixel class are then extracted using connectivity criteria.
During the course of restoration, we should expect that the composition of the image in terms of its various region types will change, and the boundaries of the initial regions should be modified to reflect this change. We have adopted a nearest neighbor classification procedure [30] to reclassify the boundary pixels in order that neighboring pixels with similar levels of local standard deviations to those of a particular region are incorporated into it. The reclassification for a boundary pixel can be summarized as follows: if (25) where the regions are those adjoining the boundary pixel , and denotes the average of the local standard deviation evaluated over region . This decision rule results in a continual change in the boundary of each region in such a way as to refine the initial segmentation, such that the final segmentation can better summarize the essential features of the current image.
IV. THE EDGE-TEXTURE CHARACTERIZATION (ETC) MEASURE
As mentioned in Section III-B, it is essential to apply different regularization strategies to edges and textures due to their different noise masking capabilities. This in turn requires the discrimination of edges and textures, which is a difficult task due to their similar levels of variances. We therefore propose a new measure, the ETC measure, for this purpose.
If we locally approximate the gray level values of pixels as independent identically distributed (i.i.d.) random variables with variance , and then apply a local averaging operation, the variance of the smoothed random variable is given by the following equation: (26) where diag is the covariance matrix of the variables in the window, and is a vector with all entries being one. The diagonal structure of the covariance matrix is a result of the independence of the random variables.
However, this assumption is usually not accurate for real-world images due to the existence of correlation among its pixels. We can incorporate correlations into the above model by generalizing (26) [ Fig. 2(a) ]. Generalizing (26), the variance after averaging is given by (27) In this case, the covariance matrix possesses the following block-diagonal structure: diag (28) where the dimension of each submatrix , is with the following structure:
Substituting (28) and (29) into (27) and carrying out the matrix multiplication, we can solve for the factor in (27) as follows:
For positive correlation coefficients , the value of is maximized when , giving in equation (30) Fig. 2(a) , and further assumes that in each component, we evaluate using (30) as follows:
We will refer to this value of as for this two-component partition. On the other hand, for larger number of components which possibly correspond to textures in the image, we should expect the value of to be greater. This can be confirmed by evaluating using the partition in Fig. 2(b) , which yields . As a result, the value of indicates whether a local image region is more likely to be composed of textures or edges. We will hereafter refer to as the ETC measure.
The measure value for pixel can be estimated with reference to (27) as follows: (31) where is the local standard deviation at pixel , and is the local standard deviation of the same image after averaging. The small constant prevents the denominator from assuming excessively small values.
V. EDGE-TEXTURE FUZZY MODEL BASED ON ETC MEASURE
In the previous section, we have established that, for , we can assume that the corresponding pixel configuration is texture-like. However, we may expect that it would be difficult to classify those configurations with ETC values as either textures or edges. In fact, it is difficult to define the concepts of "edge" and "texture" in terms of crisp sets in the ETC domain. In view of this, fuzzy set theory [19] , [20] becomes a natural candidate for characterizing these concepts in terms of the ETC measure. We therefore define two fuzzy sets, namely the EDGE fuzzy set and the TEXTURE fuzzy set, on the ETC measure domain in terms of their membership functions and as follows:
The two set membership functions are plotted in Fig. 3 . From the figure, it is seen that the EDGE fuzzy membership value decreases as the value of increases, in accordance with the description of the properties of in the previous section. In addition, we have assigned a membership function value of only 0.5 to the value , which we have previously described as a typical edge configuration [ Fig. 2(a) ]. This is due to the function of the EDGE fuzzy set as an indicator of the level of regularization required for a particular rather than its true correspondence to a typical edge configuration. Pixel configurations with , which correspond to displaced edges with a large proportion of smooth areas, are thus assigned greater EDGE membership values. On the other hand, the TEXTURE membership function is defined as a monotonically increasing function of according to the discussion in Section IV.
From the two membership functions, we define the following normalized ETC fuzzy coefficients and
where .
VI. FUZZY MODEL-BASED NEURAL NETWORK FOR ADAPTIVE REGULARIZATION
We incorporate the edge-texture fuzzy model into our previous MBNN architecture. Corresponding to the partition of the image into a number of mixed edge/texture components , and smooth regions , , we assign individual subnetworks to each of these regions. For the smooth regions, we assign, as in Section III, one neuron to each region to estimate the single parameter , . However, for pixels in the mixed edge/textured regions, instead of employing only one neuron, we have assigned two neurons, which we designate as the edge neuron and the texture neuron with associated weight vectors , and biases , to form a regional subnetwork. The two weight vectors and biases are, respectively, functions of the edge regularization parameter and the texture regularization parameter . As their names imply, we should design the training procedure in such a way that the parameter estimated through the edge neuron should be optimal for the regularization of edge-like features, and should be optimal for textured regions.
Corresponding to these two weight vectors, we evaluate two estimates of the required pixel change, and , for the same gray level input vector , as follows: (36) (37) where . The quantities and are the required updates based on the assumptions that the underlying pixel configuration corresponds to edges or textures, respectively.
A. Architecture of Fuzzy MBNN
Referring to Section IV and the fuzzy formulation in the previous section, we can evaluate the ETC measure at pixel in the th region using (31) . From this we can calculate the normalized edge fuzzy coefficient value and the normalized texture fuzzy coefficient value . As a result, a natural candidate for the final required pixel update value can be evaluated as a convex combination of the quantities and with respect to the normalized fuzzy coefficient values as follows: (38) From the above equation, it is seen that for regions around edges where and , the final required gray level update is approximately equal to , which is appropriate for edge regularization. On the other hand, in textured regions where and , the required update assumes the value which is appropriate for textures, provided that proper training procedures are adopted to determine and for each of these neurons. Alternatively, this equation can be interpreted as the operation of a two-layer subnetwork, where is the network output, , are output weights, and and are the hidden neuron outputs. The architecture of this two-layer subnetwork is shown in Fig. 4 .
B. Update of Regularization Parameters
In Section III-B, we have defined the predicted gray level value for both textures and edges. Referring to the texture-oriented estimate in (19) as , and the edge-oriented estimate in (22) as , a natural definition of for the generalized network is as follows: (39) where the final estimate is expressed as a convex combination of the above two estimates using the normalized fuzzy coefficients. The associated desired output can be evaluated using . Given the desired network output , and adopting the same cost function in (9), we can update the value of the regularization parameter by applying stochastic gradient descent on this cost function. However, unlike the case in Section III, the fuzzy regularization network has two neurons, namely the texture and the edge neuron, associated with a single subnetwork, whereas there is only one neuron in our previous case. We must therefore derive two update equations for the two regularization parameters and associated with the respective neurons. In addition, each update equation is to be designed in such a way that the resulting value of the regularization parameter would be appropriate for the particular types of regions assigned to each neuron. For example, we may expect that the parameter of the texture neuron would be smaller than the parameter of the edge neuron due to the better noise masking capability of textures.
In view of these considerations, we can derive the two update equations by regarding the current subnetwork as a two-layer network as stated previously, and using the generalized delta rule [27] for multilayer neural networks.
For the parameter , the update equation is derived using (9) and (38) as follows: (40) Similarly, for , we have the following update equation:
(41) The partial derivatives in these two equations can be evaluated by applying (12) to each of the two hidden neurons. From these equations, it is seen that if the current pixel belongs to a textured region, the conditions and is approximately satisfied, and we are essentially updating only the parameter of the texture neuron. On the other hand, if the pixel belongs to an edge, we have the conditions and , and we are updating the edge neuron almost exclusively.
VII. EXPERIMENTAL RESULTS
We applied the fuzzy modular MBNN for regularization to three images, including the Lena image, and two images depicting a flower and an eagle, respectively. For comparison purpose, we include the nonadaptive restoration result using the Hopfield restoration network [31] proposed in [32] and [33] . We have also included results using conventional adaptive regularization approaches, where the original isotropic Euclidean norm in the cost function is replaced by a weighted norm as follows: [9] , [10] (42) These weighted norms allow the selective emphasis of either the data term or the regularization term in specific image pixels to achieve spatially adaptive image restoration. To achieve this purpose, the diagonal weighting matrix is usually defined such that the weighting factors , are decreasing functions of the local variances. This allows enforcement of the smoothness constraint in smooth regions for noise suppression, and relaxation of the constraint in high variance regions for feature enhancement. In the experiments, we have adopted the particular form of proposed in [10] (43) with representing the local variance at the th pixel, denoting the variance of the additive noise, and is a parameter to be specified. To allow a signal-to-noise ratio interpretation for the denominator term of at high local variances, and to lend it a degree of adaptivity with respect to varying noise levels, we specify to be equal to . The role of the weighting matrix is complementary to that of and is simply defined as . In addition, the global regularization parameter in (42) is defined as a function of the partially restored image according to [9] and [34] as follows: (44) In Fig. 5 , we have applied 5 5 uniform blur to the image Lena, and with Gaussian noise at the level of 30 dB blurred signal-to-noise ratio (BSNR) [6] added. The original and degraded images are shown in Fig. 5(a) and (b) , respectively, and the result using the current fuzzy neural network-based restoration algorithm is shown in Fig. 5(e) . Fig. 5(c) shows the result using the nonadaptive Hopfield network restoration approach by Zhou et al. [32] , where we assign the global regularization parameter BSNR according to the suggestion in [4] . We can notice the noisy appearance of the restored image due to the Fig. 5(d) shows the result using the parameter assignment profile (43) with . In addition, the global parameter is updated iteratively according to (44). Although Fig. 5(d) is an improvement on Fig. 5(c) , we can notice the ringings in the vicinity of the edges. In general, the choice of regularization parameter values at each pixel site is a less intuitive way of specifying our desired image quality than the choice of particular desired gray level values as in our NN approach. While the effect of specific regularization values on the final image quality has to be studied through extensive experimentation, the effect of specifying desired gray level values in terms of neighborhood-based prediction schemes has proved to be effective in the form of various image filtering algorithms. This more intuitive specification is in turn used to update the regularization parameter in our NN approach.
The above results can be compared with the restoration result using the fuzzy MBNN, with judiciously applied texture-and edge-oriented prediction according to the local ETC measure value, in Fig. 5(e) . We can observe that noise suppression around the edges is achieved without compromising the details of the textured area, resulting in a very satisfactory quality for the final restored image. The importance of adopting different regularization strategies for edges and textures is illustrated in Fig. 6 . In Fig. 6(a) , we magnify the lower left portion of the image to show the effect of applying the texture-oriented prediction (19) to edges. We can notice the resulting noisy appearance, which can be compared with the same portion restored using edge-oriented prediction in Fig. 6(b) . On the other hand, if edge-oriented prediction is applied to textures as in Fig. 6(c) , we can notice the blurred appearance compared with the same textures restored using the texture-oriented operation in Fig. 6(d) .
The necessity for adaptive regularization becomes more apparent if we look at the results under 5 5 uniform blur with 20 dB BSNR, representing a more severe degradation for the image. The degraded image is shown in Fig. 7(a) . We can notice the noisy appearance of the nonadaptive Hopfield network result in Fig. 7(b) . Similarly, the spatially adaptive regularization approach using (43) in Fig. 7(c) results in an image with noisy appearance. We can adopt alternative values for in (43) for noise reduction, but there are in general no effective criteria for this choice. To illustrate the best performance using (43), we adjust such that the root mean square (rms) error between the restored and original image is minimized. Note that this is only possible with the availability of the original image and does not reflect the practical case where only the blurred image is available. In other words, we can expect that the rms in practical cases will be greater than this value. The corresponding restored image is shown in Fig. 7(d) . (The associated RMSE value is shown in Table I ). We can notice that the minimization of rms does not adequately reflect the image quality and results in blurring of the restored image. The restoration result in using the fuzzy MBNN is shown in Fig. 7 (e). We can see that the restoration result is satisfactory even at this more serious level of degradation. This is achieved by the possibility of distinguishing between various feature types and the judicious assignment of different values to these feature classes.
We have also applied the current algorithm to images with different edge/texture compositions in Fig. 8 . Fig. 8(a) and (d) show two images depicting an eagle and a flower, respectively. Fig. 8(b) shows the degraded eagle image under the previous PSF with 30 dB BSNR additive Gaussian noise and Fig. 8(c) shows the corresponding restored image. Fig. 8(e) shows the degraded flower image under 20 dB noise with the restored image in Fig. 8(f) . In general, conclusions similar to those for the Lena image can be drawn from these results with regard to the restoration qualities in both the edge and textured regions. Comparison of the restoration results for these two images with conventional approaches in terms of the rms measure is also shown in Table I .
The distribution of regularization parameter values for the three images are shown in Fig. 9 . In these images, bright areas correspond to regions with large values of the regularization parameter , and dark areas correspond to regions with small values. The maps corresponding to 5 5 times uniform blur at 30 dB BSNR are shown in Fig. 9(a) , (c), and (e), and those corresponding to the same PSF at 20 dB BSNR are shown in Fig. 9(b) , (d), and (f). From the figures, it is seen that the smooth regions in general develop large values for greater noise suppression, and high variance regions develop small values for feature enhancement. In addition, it is seen that the corresponding values for the 20-dB case are larger than those for the 30-dB case, which is reasonable considering the greater need of noise suppression in this case. Thus it is seen that, rather than attempting to directly assign regularization parameters, the optimal values of which may be different depending on the noise levels, it is more desirable to adopt a learning approach as in the current NN algorithm. For this approach, the specification of a single gray level target value for the fuzzy NN allows the development of different local regularization parameters in response to different noise levels. In Fig. 10(b) , (d), and (f), we display those pixels in the edge/textured regions with their ETC coefficient values . We should expect that those pixels will approximately correspond to the textures in the image and be regularized essentially by the smaller . This can be confirmed from the figures where it is seen that the dis- played areas in the Lena image are mostly clustered around the feathers, and those in the flower image appears within the area containing the stamen. In Fig. 10(a), (c) and (e), we have displayed those image pixels with their ETC coefficient values . They will essentially be regularized with the larger parameter and thus we expect they should approximately correspond to the edges, which is again confirmed from the figures. Although the edge/texture separation is approximate in the sense that some short edge segments still remain in the texture maps, the restoration result is not significantly affected since these short segments are less perceptually significant compared with the more prominent edges identified in the edge maps. In addition to the subjective comparisons, we have included objective comparisons of the restoration results in terms of the rms measure, which is defined as follows:
RMSE (45) where and are the original image and restored image, respectively, with the pixels arranged in lexicographical order, and is the number of pixels in the image. The rms values of the restored images using the various algorithms are listed in Table I (we have also included the restoration results using Wiener filter for a more complete comparison). The improvement resulting from the adoption of the current approach is indicated by the corresponding small RMSE values for different images at various noise levels. In particular, we can compare the rms values of the current approach with those using the adaptive strategy (43) with optimized with respect to the original image in column 5. Although in some cases (especially under low noise levels), these values are only slightly higher than those using the current approach, we can expect that in practical cases where the original image is not available, the corresponding rms values will be higher than those shown. In addition, at higher noise levels, the rms values using the adaptive approach (43) is significantly higher than those using the current approach.
VIII. CONCLUSION
In contrast with the usual approach in adaptive image restoration where the numerical values of the regularization parameters for low-variance and high-variance regions have to be explicitly specified, we adopt an implicit approach where the parameters are represented as weights in a model-based neural network. A WOS filter is used to predict the most probable gray level value for the current pixel. This is then considered as a desired network output which forms part of a training example, and is then used to adjust the network weights. In this way, no explicit specification of the parameter values are required, and the network is capable of automatically adjusting the parameters under different noise conditions. We also believe this is the first attempt to combine the theories of WOS filtering and regularized image deblurring for image restoration improvement.
We also consider the adoption of different regularization strategies for edges and textures, which have very different noise masking capabilities, in addition to the usual adaptive approaches which only differentiate between low variance and high variance regions. Due to the difficulties in distinguishing between edges and textures, which may exhibit equally high variances, we derive a new measure, known as the ETC measure, which can satisfactorily achieve this task. This is then incorporated into a fuzzified form of the model-based neural network which determines the degree of membership of each high variance pixel in two fuzzy sets, the EDGE and TEXTURE fuzzy sets, according to the current ETC measure value, and then evaluates the appropriate regularization parameter for the current pixel based on these two membership function values.
