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SIMPLICIAL (CO)HOMEOLOGY GROUPS: NEW PL
HOMEOMORPHSM INVARIANTS OF POLYHEDRA
FEIFEI FAN AND QIBING ZHENG
Abstract. In this paper, we define (reduced) homeology groups and (reduced) co-
homeology groups on finite simpicial complexes and prove that these groups are PL
homeomorphsm invariants of polyhedra, while they are not homotopy invariants. So
these groups can reflect some information that (co)homology groups can not tell.
We also define homeotopy type of polyhedra which is finer than homotopy type but
coarser than homeomorphism class, and prove that (co)homeology groups are actually
homeotopy invariants. In the last section of this paper, we give a geometric description
of some special (co)homeology groups.
1. Introduction
Simplicial complexes or triangulations (first introduced by Poincare´) provide an ele-
gant, rigorous and convenient tool for studing topological invariants by combinatorial
methods [1, 4]. The algebraic topology itself evolved from studing triangulations of
topological spaces. Simplicial theory have always played a significant role in PL topol-
ogy, discrete and combinatorial geometry. But so far, there are only algebraic homotopy
invariants of polyhedra (geometrical realizations of simplicial complexes), such as homol-
ogy and cohomology groups, and combinatorial invariants that are not homeomorphism
invariants, such as the Tor-algebras of face rings.
In §3, corresponding to each simplicial complex K, we define a cohomeology spectral
sequence {Er(K),∆r} (resp. homeology spectral sequence {E
r(K),Dr}), whose E2-
term, denoted by Hp, q(K) (resp. Hp, q(K)), are called the cohomeology groups (resp.
homeology groups) of K. We prove that these groups are PL homeomorphism invariants
of polyhedra (Corollary 3.8), but not homotopy invariants. In fact, cohomology (resp.
homology) groups is the convergence of the cohomeology (resp. homeology) spectral
sequence (Proposition 3.3).
In §5, we define a category whose objects are polyhedra and morphisms are non-
degenerate maps. Then we prove that H∗,∗ (resp. H
∗,∗) is a covariant (resp. con-
travariant) functor from polyhedra and non-degenerate maps to groups and group ho-
momorphisms. (Theorem 5.2). Homeotopy is defined between non-degenerate maps
and homeotopy type of polyhedra is defined by homeotopy equivalence. We prove that
(co)homeology groups are actually homeotopy invariants of polyhedra (Theorem 5.4).
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Homeotopy types of polyhedra are finer than homotopy types but coarser than home-
omorphism classes. For example, (co)homeology groups distinguish disks of different
dimension and many other contractible polyhedra.
In §6, we discuss the geometric meanings of cohomeology groups Hp, q(K) for some
special p and q. For example, like rankH0(X) equals the number of the path-connected
components of X, rankHn,n(K) equals the number of the n-dimensional completely
connected component (see Definition 6.1) of K.
2. Preliminaries
The following definition is a brief review of finite simplicial complex theory.
Definition 2.1. A (finite, abstract) simplicial complex K with vertex set S is a collection
of subsets of the finite set S satisfying the following two conditions.
(1) For any v ∈ S, {v} ∈ K.
(2) If σ ∈ K and τ ⊂ σ, then τ ∈ K. Especially, the empty set ∅ ∈ K.
An subset σ ∈ K is called a simplex (or face) of K. A maximal simplex is also called
a facet. The dimension of a simplex σ ∈ K is its cardinality minus one: dimσ = |σ| − 1.
The dimension of K is the maximal dimension of its simplices, denoted dimK. K is said
to be pure if all its facets have the same dimension.
The geometrical realization (also called polyhedron) of a simplicial complex K is the
topological space |K| defined as follows. Suppose the vertex set S = {v1, . . . , vm}. Let
ei ∈ R
m be such that the i-th coordinate of ei is 1 and all other coordinates of ei are 0.
|K| is the union of all the convex hull of {ei0 , . . . , eis} such that {vi0 , . . . , vis} is a simplex
of K. To avoid ambiguity of notations, we use 〈σ〉 to denote the geometrical realization
of a simplex σ ∈ K.
A simplicial subcomplex L of K is a subset L ⊂ K such that L is also a simplicial
complex.
For simplicial complexes K1 and K2 with vertex sets S1 and S2 resp., a simplicial map
f : K1 → K2 is a map f : S1 → S2 such that for all σ ∈ K, f(σ) ∈ L (On the geometric
level, every simplicial map extends linearly to a map φ : |K| → |L|). K1 is said to be
simplicial isomorphic to K2 if there are simplicial maps f : K1 → K2 and g : K2 → K1
such that gf = 1K1 and fg = 1K2 .
For two polyhedra P1 and P2, a PL map φ : P1 → P2 is a map that is simplicial
between some subdivisions of P1 and P2. A PL homeomorphism is a PL map for which
there exists a PL inverse.
Definition 2.2. For a simplex σ of K, the link and the star of σ are the simplicial
subcomplexes
linkKσ = {τ ∈ K : σ ∪ τ ∈ K, σ ∩ τ = ∅};
starKσ = {τ ∈ K : σ ∪ τ ∈ K}.
Definition 2.3. Let σ ∈ K be a nonempty simplex of a simplicial complex K. The
stellar subdivision of K at σ is obtained by replacing the star of σ by the cone over its
boundary:
SσK = (K \ starKσ) ∪
(
cone(∂σ ∗ linkKσ)
)
.
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The symbol ∗ denotes the join of two complex. If dimσ = 0 then SσK = K. Otherwise
the complex SσK acquires an additional vertex (the vertex of the cone). K is called a
stellar weld of SσK.
Two simplicial complexes K,L are called stellar equivalent, if there is a sequence
of simplicial complexes K = K0,K1, . . . ,Kn = L such that Ki+1 is either a stellar
subdivision or a stellar weld of Ki for 0 6 i < n.
The stellar subdivision is one of the standard tools in the theory of simplicial complexes
and has an old and rich tradition. Later on we need the following fundamental theorem.
Theorem 2.4. Let K,L be two simplicial complexes. Then |K| PL homeomorphic to
|L| if and only if K and L are stellar equivalent (see [5, Theorem 4.5]).
The following definition is a brief review of simplicial homology and cohomology the-
ory. We always regard the simplicial chain complex (C∗(K), d) and its dual cochain
complex (C∗(K), δ) as the same chain group C∗(K) = C
∗(K) with different differentials
d and δ. This trick is essential for the definition of (co)homeology spectral sequence.
Definition 2.5. Let K be a simplicial complex with vertex set S. The n-th chain
group Cn(K) = C
n(K) of K is the free abelian group generated by all ordered sequence
(v0, v1 . . . , vn) of elements of S with the following relations.
(1) (v0, v1, · · · , vn) = 0 if vi = vj for some i 6= j or (v0, v1, . . . , vn) 6∈ K,
(2) (. . . , vi, . . . , vj , . . . ) = −(. . . , vj , . . . , vi, . . . ) for all i < j.
(v0, v1, . . . , vn) 6= 0 is called a chain simplex of dimension n. Denote a generator of
C−1(K) = Z by (∅).
Set C∗(K) = C
∗(K) =
⊕
k>0Ck(K). The simplicial chain complex (C∗(K), d) and
simplicial cochain complex (C∗(K), δ) of K are defined as follows. For any chain k-
simplex (v0, v1, . . . , vk),
d(v0, v1, . . . , vk) =
k∑
i=1
(−1)i(v0, v1, . . . , vˆi, . . . , vk);
δ(v0, v1, . . . , vk) =
∑
v∈S
(v, v0, . . . , vk).
(vˆi means canceling the symbol from the term). H∗(K) = H∗(C∗(K), d) and H
∗(K) =
H∗(C∗(K), δ) are resp. the homology and cohomology groups of K.
Set C˜∗(K) = C˜
∗(K) =
⊕
k>−1Ck(K). The reduced simplicial chain complex (C˜∗(K), d)
and reduced simplicial cochain complex (C˜∗(K), δ) of K are defined similarly. The
only differences are d(v) = (∅) and δ(∅) =
∑
v∈S(v). H˜∗(K) = H∗(C˜∗(K), d) and
H˜∗(K) = H∗(C˜∗(K), δ) are resp. the reduced homology and reduced cohomology groups
of K.
Convention. A chain simplex corresponds to a unique simplex. If there is no confusion,
we use the same greek letter σ, τ, · · · to denote both the chain simplex and the simplex it
corresponds to. For two chain simplexes σ = (v1, . . . , vm) and τ = (w1, . . . , wn), denote
σ ∗ τ = (v1, . . . , vm, w1, . . . , wn).
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3. (Co)Homeology spectral sequences
Definition 3.1. A bicomplex (or double complex ) is an ordered triple (M,d′, d′′), where
M = (Mp, q) is a bigraded module, d
′, d′′ : M → M are differentials of bidegree (−1, 0)
and (0, 1) resp. (so that d′d′ = 0 and d′′d′′ = 0), and
d′p, q+1d
′′
p, q + d
′′
p−1, qd
′
p, q = 0.
If M is a bicomplex, then its total complex, denoted by (T ∗(M),D), is the complex
with nth term
T n(M) =
⊕
q−p=n
Mp, q
and with differentials Dn : T n(M)→ T n+1(M) given by
Dn =
∑
q−p=n
d′p, q + d
′′
p, q.
As we know for any bicomplex (Mp, q), there are two filtrations of T
∗(M). The first
is given by
IF p (T ∗(M)) =
⊕
i6p
Mi, ∗.
The second is given by
IIF p (T ∗(M)) =
⊕
j>p
M∗, j .
Either of these filtrations yields a spectral sequence.
For a simplicial complex K, C∗(K)⊗ C
∗(K) can be seen as a bicomplex. That is
T n(C∗(K)⊗ C
∗(K)) =
⊕
q−p=n
Cp(K)⊗ C
q(K),
and differential ∆ : Cp, q → Cp−1, q ⊕ Cp, q+1 (where Cp, q = Cp(K) ⊗ C
q(K)) is defined
by
∆(σ ⊗ τ) = (dσ) ⊗ τ + (−1)|σ|σ ⊗ (δτ).
Construction 3.2. Define the bicomplex (N∗,∗(K),∆) to be the subcomplex of
(C∗(K)⊗ C
∗(K),∆)
generated by all σ⊗ τ such that σ ⊂ τ . Similarly, the bicomplex (N˜∗,∗(K),∆) is defined
to be the subcomplex of (C˜∗(K)⊗ C˜
∗(K),∆) generated by all σ ⊗ τ such that σ ⊂ τ .
Dually, define
(N∗,∗(K),D) = ((N
∗,∗(K))∗,∆∗) = (HomZ(T
∗,∗(K),Z),∆∗).
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It is easy to see that the differential D is given by
D
(
(v0, · · · , vm)⊗ (v0, · · · , vm, vm+1, · · · , vm+n)
)
=
n∑
j=1
(−1)j(v0, · · · , vm)⊗ (v0, · · · , vm, vm+1, · · · , vˆm+j , · · · , vm+n)
+
n∑
j=1
(vm+j , v0, · · · , vm)⊗ (v0, · · · , vm, vm+1, · · · , vm+n).
Proposition 3.3. For any simplicial complex K, we have
H∗
(
T ∗(N(K)),∆
)
∼= H∗(K); H∗
(
T∗(N(K)),D
)
∼= H∗(K),
and
H∗
(
T ∗(N˜(K)),∆
)
∼= Z; H∗
(
T∗(N˜(K)),D
)
∼= Z.
Proof. We only prove the cases for N∗,∗(K) and N˜∗,∗(K). The others are dual.
From the filtration IIF p =
⊕
i>pN
∗,i(K) of T ∗(N(K)), we get a spectral sequence
(IIEr, ∂r)r>1 with
IIEp, q1 = H
p−q(IIF p/IIF p+1), ∂r :
IIEp, qr →
IIEp+r, q+r−1r .
By definition,
IIF p/IIF p+1 ∼=
⊕
|σ|=p+1
C∗(2
σ).
So
IIEp, q1 = H
p−q(IIF p/IIF p+1) ∼=
⊕
|σ|=p+1
Hq(2
σ).
Hence IIEp,01
∼= Cp(K) and IIE
p, q
1 = 0 if q 6= 0. On the other hand, an easy observation
shows that
(IIE∗,01 , ∂1)
∼= (C∗(K), δ).
Thus IIEp,02
∼= Hp(K), IIE
p, q
2 = 0 if q 6= 0, and so the spectral sequence collapses at
E2-term. So
Hp
(
T ∗(N(K)),∆
)
∼= IIE
p,0
2
∼= Hp(K).
Similarly, from the filtration IIF˜ p =
⊕
i>p N˜
∗,i(K) of T ∗(N˜(K)), we get a spectral
sequence (IIE˜r, ∂r)r>1 with
IIE˜p, q1 = H
p−q(IIF˜ p/IIF˜ p+1) ∼=
⊕
|σ|=p+1
H˜q(2
σ).
So E˜−1,−11
∼= Z and E˜
p, q
1 (K) = 0 otherwise. Thus the spectral sequence collapses at
E1-term. Then we have
H∗
(
T ∗(N˜(K)),∆
)
∼= IIE˜
−1,−1
1
∼= Z.

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Definition 3.4. The cohomeology spectral sequence of K
(Er(K), ∆r)r>1, ∆r : E
p, q
r (K)→ E
p−r, q−r+1
r (K)
is yielded by the filtration F p =
⊕
i6p N
i, ∗(K) of T ∗(N(K)), where
Ep, q1 (K) = H
q−p(F p/F p−1).
Denote the E2-term E
∗,∗
2 (K) by H
∗,∗(K), called the cohomeology groups of K. For
an abelian group G, define N∗,∗(K;G) = N∗,∗(K) ⊗ G. Then we get the cohomeology
groups H∗,∗(K;G) of K with coefficients in G.
The reduced cohomeology spectral sequence of K
(E˜r(K), ∆r)r>1, ∆r : E˜
p, q
r (K)→ E˜
p−r, q−r+1
r (K)
is yielded by the filtration F˜ p =
⊕
i6p N˜
i,∗(K). Denote E˜∗,∗2 (K) by H˜
∗,∗(K), called the
reduced cohomeology groups of K. Similarly we have the definition of H˜∗,∗(K;G).
The homeology spectral sequence of K
(Er(K), Dr)r>1, Dr : E
r
p, q(K)→ E
r
p+r, q+r−1(K)
is yielded by the filtration Fp =
⊕
i>p Ni, ∗, where
E1p, q(K) = Hq−p(Fp/Fp+1).
Denote E2∗,∗(K) by H∗,∗(K), and called the homeology groups of K. Similarly we have
the reduced homeology groups H˜∗,∗(K) (and H∗,∗(K;G), H˜∗,∗(K;G)).
Lemma 3.5. Let K be a simplicial complex. Suppose σ ∈ K, v ∈ σ, σ′ = σ \ {v}. Then
there is a cochain homomorphism
φv : (C˜
∗(linkKσ), δ) → (C˜
∗+1(linkKσ
′), δ)
generated by φv(τ) = τ ∗ (v) for all τ ∈ linkKσ.
Proof. We need only verify that φv is commutative with the differential δ. Let S and S
′
are the vertex sets of linkKσ and linkKσ
′ respectively. S ⊂ S ′ is clear. By definition of
φv and δ
δφv(τ) =
∑
u∈S′
(u) ∗ τ ∗ (v),
and
φvδ(τ) =
∑
u∈S
(u) ∗ τ ∗ (v).
If u ∈ S ′ but u 6∈ S, then {u}∪σ 6∈ K, and then {u} ∪{v} 6∈ linkKσ
′, so (u) ∗ τ ∗ (v) = 0
in C∗(linkKσ
′). The lemma follows immediately. 
Thus φv induces a homomorphism H˜
∗(linkKσ) → H˜
∗+1(linkKσ
′), which we also de-
note by φv. Denote by dv : (C∗(linkKσ
′), d)→ (C∗−1(linkKσ), d) the dual homomorphism
of φv.
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Lemma 3.6. Let K be a simplicial complex. The cohomeology and homeology spectral
sequences of K satisfy that
Ep, q1 (K)
∼=
⊕
|σ|=p+1
H˜q−p−1(linkKσ)
E1p, q(K)
∼=
⊕
|σ|=p+1
H˜q−p−1(linkKσ)
The differentials ∆1 and D1 are defined as follows.
Given a cohomology class [c] ∈ H˜q−|σ|(linkKσ), then ∆1([c]) = (−1)
q ·
∑
v∈σ[φv(c)].
Given a homology class [c] ∈ H˜q−|σ|(linkKσ), then D1([c]) = (−1)
q ·
∑
v[dv(c)], where the
sum is taken over all vertices v such that σ ∪ {v} ∈ K.
Proof. We only prove the cohomeology case. The homeology case is totally dual.
Note that Ep, q1 (K) = H
q−p(F p/F p−1). Apparently there are isomorphisms of chain
complexes
(F p/F p−1,∆) ∼= (Np,∗, 1⊗ δ),
and
(Np,∗, 1 ⊗ δ) ∼=
⊕
|σ|=p+1
(Nσ,∗, 1 ⊗ δ),
where Nσ,∗ is a subgroup of Np,∗ generated by σ ⊗ τ with σ ⊂ τ . We can construct a
isomorphism of chain complexes
(Nσ,∗, 1⊗ δ) ∼= (C∗−|σ|(linkKσ), δ)
generated by σ ⊗ (σ ∗ σ′) 7→ σ′. So the isomorphisms in the theorem hold.
On the other hand, notice that ∆1 : E
p, q
1 (K)→ E
p−1, q
1 (K) is just
d⊗ 1 : Hq−p(F p/F p−1)→ Hq−p+1(F p−1/F p−2).
It is easily verified that
d⊗ 1 : Hq−p(Np,∗, 1⊗ δ))→ Hq−p+1(Np−1,∗, 1⊗ δ)
is equivalent to⊕
|σ|=p+1
(−1)q ·
∑
v∈σ
φv :
⊕
|σ|=p+1
H˜q−|σ|(linkKσ)→
⊕
|τ |=p
H˜q−|τ |(linkKτ)
Then the statement of lemma 3.6 follows. 
Theorem 3.7. Let K be a simplicial complex, K ′ be the stellar subdivision of K at a
simplex of dimension greater than zero. Then for any abelian group G and all p, q ∈ Z,
Hp, q(K ′;G) ∼= Hp, q(K;G), H˜p, q(K ′;G) ∼= H˜p, q(K;G),
Hp, q(K
′;G) ∼= Hp, q(K;G), H˜p, q(K
′;G) ∼= H˜p, q(K;G).
Proof. We only prove the unreduced cohomeology case. Other cases are similar. For
convention we ignore the coefficient group G.
Define (N ∗,∗,∆) to be the double subcomplex of (C∗(K
′), d) ⊗ (C∗(K), δ) generated
by all σ′ ⊗ σ such that σ′ ∈ K ′, σ ∈ K and 〈σ′〉 ⊂ 〈σ〉. From the definition of stellar
8 F. FAN & Q. ZHENG
subdivision, for each σ′ ∈ K ′, there exist one and only one simplex f(σ′) ∈ K such that
◦
〈σ′〉 ⊂
◦
〈f(σ′)〉, where
◦
〈·〉 denote the interior of the geometric realization of a simplex.
Define a group homomorphism
ϕ : N∗,∗(K ′)→ N ∗,∗
generated by
ϕ(σ′ ⊗ τ ′) =
{
±σ′ ⊗ f(τ ′) if dim τ ′ = dim f(τ ′),
0 otherwise.
The sign in the above formula depends on whether 〈τ ′〉 has the same orientation as
〈f(τ ′)〉. It is easy to check that ϕ is a chain homomorphism. The filtration Fp =
⊕i6pN
i,∗ of T ∗(N ) also yields a spectral sequence (Er, ∆r)r>1, and so ϕ induces a
spectral sequence homomorphism ϕr : E
p, q
r (K ′) → E
p, q
r , r > 1. Consider the following
commutative diagram.
Ep, q1 (K
′)
ϕ1
−−−−→ Ep, q1
∼=
yξ ∼=yζ⊕
σ′∈K ′
|σ′|=p+1
H˜q−p−1(linkK ′σ
′)
φ1
−−−−→
⊕
σ′∈K ′
|σ′|=p+1
Hq
(
C∗σ′(K)
)
where φ1 = ζϕ1ξ
−1, C∗σ′(K) is the subcomplex of C
∗(K) generated by
Γσ′ = {σ ∈ K : 〈σ
′〉 ⊂ 〈σ〉}
For each σ ∈ Γσ′ , denote eσ′(σ) = |linkK ′σ
′| ∩ 〈σ〉. Then it is easily verified that
eσ′(σ) ∼=
{
S|σ|−|σ
′|−1 if
◦
〈σ′〉 ⊂
◦
〈σ〉,
D|σ|−|σ
′|−1 otherwise.
Thus linkK ′σ
′ can be viewed as a CW complex Xσ′ with eσ′(σ) as cells (if
◦
〈σ′〉 ⊂
◦
〈σ〉,
take a vertex v ∈ eσ′(σ) as an additioanl 0-cell). Apparently, there is an isomorphism
η : Hq
(
C∗σ′(K)
)
∼= H˜q−|σ
′|(Xσ′)
induced by the cochain homomorphism generated by σ 7→ eσ′(σ). It is easy to see that
η ◦ h is the canonical isomorphism H˜∗(linkK ′σ
′) ∼= H˜∗(Xσ′). So ϕ1 is an isomorphism
and inductively, ϕr : E
p, q
r (K ′)→ E
p, q
r are isomorphisms for r > 1.
Define a monomorphism of double complexes
ψ : (N∗,∗(K),∆)→ (N ∗,∗,∆)
generated by ψ(σ ⊗ τ) =
∑
σ′ σ
′ ⊗ τ , the sum taken over all oriented simplex σ′ ∈ K ′
such that f(σ′) = σ, |σ′| = |σ| and 〈σ′〉 has the same orientation as 〈σ〉. ψ induces a
spectral sequence homomorphism ψr : E
p, q
r (K)→ E
p, q
r , r > 1.
Denote the quotient double complex of ψ by (N¯∗,∗,∆). The filtration F¯ p =
⊕
i6p N¯
i, ∗
of T ∗(N¯) yields a spectral sequence (E¯r, ∆r)r>1. There are long exact sequences for any
fixed p,
· · · → Ep, q1 (K)
ψ1
−→ Ep, q1 → E¯
p, q
1 → E
p, q+1
1 (K)→ · · ·
SIMPLICIAL (CO)HOMEOLOGY GROUPS: NEW PL HOMEOMORPHSM INVARIANTS OF POLYHEDRA9
associated to the short exact sequences of chain complexes
0→ F p/F p−1
ψ
−→ Fp/Fp−1 → F¯ p/F¯ p−1 → 0.
For each σ ∈ K, if f(σ′) = σ, then there is apparently a cochain isomorphism
(Nσ,∗(K), δ ⊗ 1) ∼= (C∗σ′(K), δ),
which induces a cohomology isomorphism
λσσ′ : H
∗
(
Nσ,∗(K), δ ⊗ 1
)
→ H∗
(
C∗σ′(K), δ
)
.
By the definition of ψ, for a cohomology class [x] ∈ H∗(Nσ,∗(K), δ ⊗ 1),
ψ1([x]) =
∑
f(σ′)=σ, |σ′|=|σ|
λσσ′([x]).
So ψ1 is injective, and the long exact sequences above break up into short exact sequences
0→ Ep, q1 (K)
ψ1
−→ Ep, q1 → E¯
p, q
1 → 0.
Now Fix q, then we get a short exact sequence of chain complexes
0→ (E∗, q1 (K),∆1)
ψ1
−→ (E∗, q1 ,∆1)→ (E¯
∗, q
1 ,∆1)→ 0.
This short exact sequence of chain complexes yields a long exact sequence
· · · → Hp, q(K)
ψ2
−→ Ep, q2 → E¯
p, q
2 →H
p−1, q(K)→ · · ·
If we prove that E¯p, q2 = 0 for all p, q ∈ Z, then ψ2 is an isomorphism, and therefore,
ϕ−12 ψ2 : H
∗,∗(K)→H∗,∗(K ′)
is an isomorphism.
Now we prove E¯∗,∗2 = 0. Let K
(n) be the n-skeleton of K. Fix q, define a filtration
(F pq )p∈Z of (E
∗, q
1 (K), ∆1) by
F pq =
⊕
i6p
Ei, q1 (K).
Meanwhile, define a filtration (Fpq )p∈Z of E
∗, q
1
∼=
⊕
σ′∈K ′ H
q
(
C∗σ′(K)
)
by
Fpq =
⊕
σ′∈K ′,〈σ′〉⊂|K(p)|
Hq
(
C∗σ′(K)
)
.
Let (F¯ pq )p∈Z be the quotient filtration of ϕ1 on E¯
∗, q
1 , i.e.,
F¯ pq = F
p
q /ψ1(F
p
q ).
Clearly, the spectral sequence {qE¯
r}r>1 (where qE¯
1
s,t = Hs+t(F¯
p
q /F¯
p−1
q )) yielded by
(F¯ pq )p∈Z converges to
H∗(E¯
∗, q
1 ,∆1)
∼= E¯
∗,q
2 .
By the definition of F pq ,
(F pq /F
p−1
q )n =
{
Ep, q1 (K) if n = p,
0 otherwise.
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So
H∗(F
p
q /F
p−1
q ) = Hp(F
p
q /F
p−1
q )
∼= E
p, q
1 (K)
∼=
⊕
σ∈K,
|σ|=p+1
H˜q−p−1(linkKσ),
If
◦
〈σ′〉 ⊂
◦
〈σ〉 for σ′ ∈ K ′, σ ∈ K, then it is easily verified that
Hq
(
C∗σ′(K)
)
∼= H˜q−|σ|(linkKσ).
Therefore we have
(Fpq /F
p−1
q )n =
⊕
σ∈K,
|σ|=p+1
Cn(K
′
σ , ∂K
′
σ)⊗ H˜
q−p−1(linkKσ),
where K ′σ is a subcomplex of K
′ such that |K ′σ| = 〈σ〉
∼= D|σ|−1. An easy verification
shows that
H∗(F
p
q /F
p−1
q )
∼=
⊕
σ∈K,
|σ|=p+1
H∗
(
C∗(K
′
σ , ∂K
′
σ)
)
⊗ H˜q−p−1(linkKσ).
Since H∗
(
C∗(K
′
σ, ∂K
′
σ)
)
∼= H|σ|−1(D
|σ|−1, S|σ|−2) ∼= G, then from the the definition of
ψ1, we have that
(ψ1)∗ : H∗(F
p
q /F
p−1
q )
∼=
−→ H∗(F
p
q /F
p−1
q ).
Consider the long exact sequence
· · · → Hn(F
p
q /F
p−1
q )
(ψ1)∗
−−−→ Hn(F
p
q /F
p−1
q )→ qE¯
1
p, n−p → Hn−1(F
p
q /F
p−1
q )→ · · · .
We have that qE¯
1 = 0, and so E¯∗,q2 = 0. The proof is completed. 
Combine the results of Theorem 2.4 and Theorem 3.7, we get the following corollary
immediately.
Corollary 3.8. H∗,∗, H˜∗,∗, H∗,∗, H˜∗,∗ are all PL homeomorphism invariants of polyhe-
dra.
Theorem 3.9. Let K be an n-dimensional simplicial complex satisfies that for any
simplex σ ∈ K and σ 6= ∅, H˜ i(linkKσ) = 0 whenever i 6= n− |σ|. Then
Hp, q(K;G), Hp,n(K;G) = 0 for q < n,
and Hp, n(K;G) (resp. Hp,n(K;G)) is isomorphic to H
n−p(K;G) (resp. Hn−p(K;G)).
Proof. We only prove the cohomeology case.
By Lemma 3.6, Ep, q1 (K;G) = 0 if q 6= n. Then the differential ∆r in the cohomeology
spectral sequence is zero for r > 2. So the cohomeology spectral sequence collapses at
E2-term. From Proposition 3.3, we have that {Er(K;G)} converges to H
∗(K;G). Then
the statement of Theorem 3.9 follows. 
Remark 3.10. If K is a triangulation of a n-dimensional manifold Mn with boundary
∂Mn, then K is apparently satisfies the condition in Theorem 3.9. Eventually, we can
use Theorem 3.9 to prove Lefschetz duality theorem as follows.
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Consider the following commutative diagram of complexes:
En,n1 (K)
∆1−−−−→ En−1,n1 (K)
∆1−−−−→ · · ·
∆1−−−−→ E0,n1 (K) −−−−→ 0
fn
y∼= fn−1y∼= f0y∼=
Cn(K,∂K)
d
−−−−→ Cn−1(K,∂K)
d
−−−−→ · · ·
d
−−−−→ C0(K,∂K) −−−−→ 0
where fi are isomorphisms defined as follows. If σ ∈ K \ ∂K, then |linkKσ| ∼= S
n−|σ|,
and then in this case
H˜∗(linkKσ) ∼= H˜
n−|σ|(Sn−|σ|) = Z.
Choose a cohomology class [τ ] as the generator ofHn−|σ|(linkKσ) so that σ∗τ corresponds
to the orientation of Mn. Then define f|σ|−1([τ ]) = σ. On the other hand, if σ ∈ K \∂K,
then |linkKσ| ∼= D
n−|σ|, so H˜∗(linkKσ) = 0. From Lemma 3.6, it is easy to see that fi
is an isomorphism for each i > 0. Therefore Hi,n(K) ∼= Hi(M
n, ∂Mn), and by applying
Theorem 3.9, we have
Hn−i(Mn) ∼= Hi(M
n, ∂Mn),
which is exactly the form of Lefschetz duality theorem.
Theorem 3.11. Let K and L be two simplicial complexes. Then
(a) H∗,∗(K ⊔ L) ∼= H∗,∗(K)⊕H∗,∗(L), where ⊔ means the disjoint union of sets.
(b) If one of E˜∗,∗1 (K), E˜
∗,∗
1 (L) is torsion free and one of H˜
∗,∗(K), H˜∗,∗(L) is torsion
free, then
Σ−1H˜∗,∗(K ∗ L) ∼= H˜∗,∗(K)⊗ H˜∗,∗(L),
where Σ−1 means lowering the bidegree by (−1,−1).
Proof. (a) is an immediate consequence of the isomorphism of double complexes
(N∗,∗(K ⊔ L),∆) ∼= (N∗,∗(K),∆)⊕ (N∗,∗(L),∆).
(b) The map
(σ ⊗ τ)⊗ (σ′ ⊗ τ ′) 7→ (−1)|τ |·|σ
′|(σ ∗ σ′)⊗ (τ ∗ τ ′)
gives the following isomorphism of double complexes
(N˜∗,∗(K),∆)⊗ (N˜∗,∗(L),∆) ∼= Σ−1(N˜∗,∗(K ∗ L),∆).
Then the statement of (b) follows by Ku¨nneth theorem. 
The homoelogy version of Theorem 3.11 is obtained in the same way.
At the end of this section, we calculate the cohomeology groups of some examples.
Example 3.12. Both the n-disk Dn and the n-sphere Sn satisfy the condition in The-
orem 3.9, so
H∗,∗(Dn) = Hn,n(Dn) = Z,
and
H0,n(Sn) = Hn,n(Sn) = Z, Hp, q(Sn) = 0 otherwise.
As an application, cohomeology groups distinguishes disks of different dimensions, i.e.,
Dn 6∼= Dm if m 6= n.
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Example 3.13. Let CnK be the join of a simplicial complex K with the 0-dimensional
simplicial complex consisting of n isolated vertices (e.g., C1K = coneK, C2K = SK). It
is easy to verify that for any 0-dimensional complex L,
H˜∗,∗(L) = H˜0,0(L) = Z.
Then by Theorem 3.11, H˜p+1, q+1(CnK) = H˜
p, q(K) for all p, q ∈ Z and n > 1. Notice
that C3K and SK ∨ SK have the same homotopy type. But in general,
H˜∗,∗(SK ∨ SK) 6= H˜∗,∗(C3K).
For example, if K = ∂∆n with n > 2, then H˜n,n(SK ∨ SK) = Z⊕ Z (ref. theorem 6.3),
whereas
H˜n,n(C3K) = H˜
n−1,n−1(∂∆n) = Hn−1,n−1(∂∆n) = Z.
This shows that reduced cohomeology groups are not homotopy invariants.
4. Block complex and its (co)homeology groups
Definition 4.1. For a simplicial complex K, a block complex B = {bni } on K is a
collection B = {bni }n>−1 of simplicial subcomplexes b
n
i of K that satisfies the following
conditions.
(1) Every bni is a triangulation of disk D
n. Especially, b−1 = ∅.
(2)
◦
|bmi |
⋂ ◦
|bnj | = ∅ for any b
m
i , b
n
j ∈ B.
(3) |K| =
⋃
bni ∈B
◦
|bni |.
bni is called a n-block of B. b
m
i is called a face of b
n
j if b
m
i ⊂ b
n
j .
Example 4.2. B0 = {2σ}σ∈K is clearly a block complex on K which is called the trivial
block complex on K.
Example 4.3. Let K be a simplicial complex, K ′ be a stellar subdivision of K. Then
B = {K ′σ ⊂ K
′ : σ ∈ K, |K ′σ | = 〈σ〉} is a block complex on K
′.
Definition 4.4. Let B be a block complex on a simplicial complex K. Let Cn(B) =
Cn(B) be the free abelian group generated by all n-blocks of B. Set
C∗(B) = C
∗(B) =
⊕
k>0
Ck(B).
The block chain complex C∗(B, d) and block cochain complex C
∗(B, δ) of B are defined
as follows.
Take an orietation on every block of B. A chain n-simplex σ of a given n-block bni
is said to be positive if 〈σ〉 has the same orientation as |bni |, otherwise σ is said to be
negative. For two blocks bni and b
n−1
j , the connecting coefficient [b
n
i , b
n−1
j ] is defined as
follows. [bni , b
n−1
j ] = 0 if b
n−1
j is not a face of b
n
i ; [b
n
i , b
n−1
j ] = 1 if there is a positive
chain simplex (v0, v1 . . . , vn) of b
n
i such that (v1, . . . , vn) is a positive chain simplex of
bn−1j ; [b
n
i , b
n−1
j ] = −1 if there is a positive chain simplex (v0, v1, · · · , vn) of b
n
i such
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that (v1, · · · , vn) is a negative chain simplex of b
n−1
j . It is obvious that the connecting
coefficient is independent of the choice of the chain simplex. Then define
d(bni ) =
∑
bn−1j ∈B
[bni , b
n−1
j ]b
n−1
j ,
δ(bn−1j ) =
∑
bni ∈B
[bni , b
n−1
j ]b
n
i .
Set
C˜∗(B) = C˜
∗(B) =
⊕
k>−1
Ck(B).
The reduced block chain complex C˜∗(B, d) and reduced block cochain complex C˜
∗(B, δ) of
B are defined similarly. The only differences are d(b0i ) = (∅), and δ(∅) =
∑
b0i∈B
b0i .
Definition 4.5. For a block complex B on a given simplicial complex K, the double
complex (N∗,∗(B),∆) is the double subcomplex of (C∗(B), d) ⊗ (C
∗(B), δ) generated by
all bmi ⊗ b
n
j such that b
m
i ⊂ b
n
j .
The cohomeology spectral sequence (Er(B), ∆r)r>1 and cohomeology groups H
∗,∗(B)
of B are defined in the same way as Definition 3.4.
In similar fashion we get the definition of H˜∗,∗(B), H∗,∗(B) and H˜∗,∗(B).
Using B instead of K ′ in Theorem 3.7, we can get the following theorem in the same
way as the proof of Theorem 3.7
Theorem 4.6. Let B be a block complex on a given simplicial complex K. Then for any
abelian group G and all p, q ∈ Z,
Hp, q(B;G) ∼= Hp, q(K;G), H˜p, q(B;G) ∼= H˜p, q(K;G),
Hp, q(B;G) ∼= Hp, q(K;G), H˜p, q(B;G) ∼= H˜p, q(K;G).
The significance of Theorem 4.6 is for simplifying the calculation of H∗,∗(K;G), since
generally N∗,∗(B) has much less generators than N∗,∗(K).
Another application of Theorem 4.6 is to calculate the (co)homeology groups of the
product space X1 ×X2 of two polyhedra X1 and X2.
Construction 4.7. The fact that the product of two simplices is not a simplex causes
some problems with triangulating the products of spaces. However, there is a canonical
triangulation of the product of two polyhedra for each choice of orderings of their vertices.
Suppose K1, K2 are simplicial complexes on [m1] and [m2] respectively ([m] is the index
set {1, 2, . . . ,m}). Then we construct a new simplicial complex on [m1] × [m2], which
we call the Cartesian product of K1 and K2 and denote K1 ×K2, as follows.
K1 ×K2 :={σ ⊂ σ1 × σ2 | σ1 ∈ K1, σ2 ∈ K2,
and i 6 i′ implies j 6 j′ for any two pairs (i, j), (i′, j′) ∈ σ}.
The polyhedron |K1 ×K2| defines a canonical triangulation of |K1| × |K2|.
It is easy to see that there is a canonical block complex BK1×K2 = {bσ1,σ2} on K1×K2,
where bσ1,σ2 = (K1 × K2)σ1×σ2 (the full subcomplex of K1 × K2 on σ1 × σ2). The
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orientation of |bσ1,σ2 | = 〈σ1〉 × 〈σ2〉 is induced by the orientations of 〈σ1〉 and 〈σ2〉. The
map
(σ1 ⊗ τ1)⊗ (σ2 ⊗ τ2) 7→ (−1)
|τ1|·|σ2|(bσ1,σ2)⊗ (bτ1,τ2)
gives the following isomorphism of double complexes
(N∗,∗(K),∆)⊗ (N∗,∗(L),∆) ∼= (N∗,∗(BK×L),∆).
From Theorem 4.6 and Ku¨nneth theorem, we get the following theorem immediately.
Theorem 4.8. If one of E∗,∗1 (K), E
∗,∗
1 (L) is torsion free and one of H
∗,∗(K), H∗,∗(L)
is torsion free, then
H∗,∗(K × L) ∼= H∗,∗(K)⊗H∗,∗(L).
The homoelogy version of Theorem 4.8 is obtained in the same way.
5. Homeotopy and homeotopy type
Definition 5.1. Let K,L be two simplicial complexes. A simplicial map f : K → L is
said to be non-degenerate if for any simplex σ ∈ K, |f(σ)| = |σ|.
It is obvious that identity maps, inclusion maps and composite maps of non-degenerate
maps are all non-degenerate.
Theorem 5.2. Let f : K → L be a non-degenerate map. Then f induces homomor-
phisms of homeology groups:
f∗ : H∗,∗(K;G)→H∗,∗(L;G), f∗ : H˜∗,∗(K;G)→ H˜∗,∗(L;G),
Dually, f induces homomorphisms of cohomeology groups:
f∗ : H∗,∗(L;G)→H∗,∗(K;G), f∗ : H˜∗,∗(L;G)→ H˜∗,∗(K;G).
Proof. Note that f induces homomorphisms of double complexes:
f∗ : (N∗,∗(K;G),D) → (N∗,∗(L;G),D), f∗ : (N˜∗,∗(K;G),D)→ (N˜∗,∗(L;G),D),
defined by f∗(σ ⊗ τ) = f(σ)⊗ f(τ).
Dually, f induces double complex homomorphisms:
f∗ : (N∗,∗(L;G),∆)→ (N∗,∗(K;G),∆), f˜∗ : (N˜∗,∗(L;G),∆)→ (N˜∗,∗(K;G),∆),
define by f∗(σ′⊗τ ′) =
∑
σ⊗τ , the summation taken over all σ⊗τ ∈ N∗,∗(K) such that
f(σ) = σ′, f(τ) = τ ′. Then the conclusions in the theorem can be readily verified. 
The following two basic properties of induced homomorphisms of (co)homeology groups
are easily verified:
1) (fg)∗ = f∗g∗, (fg)
∗ = g∗f∗ for a composed map K0
g
−→ K1
f
−→ K2.
2) 1∗ = 1 where 1 denotes the identity map of a space or a group.
So the correspondence K 7→ H∗,∗(K;G) (resp. H
∗,∗(K;G)) gives rise to a covari-
ant (resp. contravariant) functor from the category of simplicial complexes and non-
degenerate maps to the category of groups and group homomorphisms.
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Definition 5.3. Two non-degenerate maps f0, f1 : K → L are said to be homeotopic,
denoted by f0 ≅ f1, if there is a non-degenerate map H : I × K → I × L (I is any
triangulation of [0, 1]) such that H|(i,K) = fi for i = 0, 1. H is called a homeotopy (map)
from f0 to f1.
Theorem 5.4. If two non-degenerate maps f, g : K → L are homeotopic, then they
induce the same (co)homeology group homomorphism.
Proof. We only prove the cohomeology case. First we define 1-dimensional simplicial
complex In (n>0) as follows. The vertex set of In is {vi | i = 0, 1, . . . , n}, and the edge
set is
{ei = {vi−1, vi} | i = 1, . . . , n}.
Then {In} is the set of triangulations of I. From Example 3.12 we have H
p, q(In) = 0
if (p, q) 6= (1, 1) and H1,1(In) = Z. It is easily verified that α =
∑n
i=1 ei ⊗ ei is a
generator of H1,1(In). This implies that any non-degenerate map from Im to In induces
isomorphism of cohomeology groups. So by theorem 4.8, for any simplicial complex K
and any non-degenerate map ϕ : Im → In, the map ϕ × 1 : Im × K → In × K induces
isomorphism of cohomeology groups
(ϕ× 1)∗ : H∗,∗(In ×K)→ H
∗,∗(Im ×K).
Given a homeotopy H : In×K → In×L from f to g, there is a commutative diagram:
I1 ×K
1×f
−−−−→ I1 × L
ϕ0×1K
y ϕ0×1Ly
In+2 ×K
Φ
−−−−→ In+2 × L
ϕ1×1K
x ϕ1×1Lx
I1 ×K
1×g
−−−−→ I1 × L
where ϕ0 and ϕ1 are simplicial maps so that ϕ0(e1) = e1, ϕ1(e1) = en+2, and Φ is defined
as follows:
Φ|ei×K =

ϕ0 × f i = 1,
H 2 6 1 6 n+ 1,
ϕ1 × g i = n+ 2.
By the above analysis, all the vertical maps induce identity isomorphisms of cohomeology
groups. Thus Φ∗ = (1 × f)∗ = (1 × g)∗. Applying Theorem 4.8 again, we obtain
f∗ = g∗. 
Definition 5.5. Two polyhedra X and Y are said to be homeotopic equivalent, or to
have the same homeotopy type, denoted by X ≅ Y , if there are non-degenerate maps
f : X → Y and g : Y → X such that gf ≅ 1X and fg ≅ 1Y . f is called a homeotopy
equivalence from X to Y .
Homeotopy type is a coarser relation than PL homeomorphism. For example, the
following two 2-dimensional complexes are of the same homeotopy type but not PL
homeomorphic.
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K L
v0 v1
v2
v3
w1
w2
w3
f : K → L is defined by f(vi) = wi for i = 1, 2, 3 and f(v0) = w3. g : L → K is
the inclusion g(wi) = vi for i = 1, 2, 3. The homeotopy from 1K to gf is shown in
the following picture, which is identity on the triangular prism and maps the left two
2-simplices 1 and 2 respectively to the right two simplices 1 and 2.
1
2
1
2
v0 v1
v2
v3 v0 v1
v2
v3
Homeotopy type is finer than homotopy type. For example, Dn and Dm (m 6= n) are
not of the same homeotopy type since they have different (co)homeology groups. But
they are of the same homotopy type. Another example is C3S
n and Sn+1 ∨ Sn+1 (see
the examples at the end of §3).
6. The geometric description of (co)homeology groups
Definition 6.1. A simplicial complex K is said to be completely connected if for any two
simplices σ, σ′ having the same dimension, there is a sequence σ0, σ1, . . . , σm of simplices
of K such that σ0 = σ, σm = σ
′, |σi| = |σ| and σi, σi+1 share a common facet for each i.
A completely connected component of K is a maximal completely connected subcomplex
of K.
Note that two different completely connected components may have nonempty inter-
section. For example, if K = ∆2∨∆2, then K has two completely connected components
K1 = ∆
2 ∨ ∂∆2 and K2 = ∂∆
2 ∨∆2, and K1 ∩K2 = ∂∆
2 ∨ ∂∆2.
Lemma 6.2. If K1 and K2 are two different completely connected components of K,
then
dim(K1 ∩K2) < min {dimK1, dimK2}.
Proof. Suppose on the contrary that dim(K1∩K2) = min {dimK1, dimK2}, and without
loss of generality dim(K1∩K2) = dimK1. Then by the definition of completely connected
component, any simplex σ ∈ K1 can be connected to a simplex τ ∈ K1 ∩K2 having the
same dimension with σ, and so to a simplex τ ′ ∈ K2 with the same dimension. This
implies that K1 ⊂ K2, but from the maximality of completely connected components we
obtain K1 = K2, a contradiction. 
Theorem 6.3. Let K be a simplicial complex. Then Hn,n(K) is free for n > 0 and
rankHn,n(K) equals the number of n-dimensional completely connected components of
K.
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Proof. Since En,n1 (K) =
⊕
|σ|=n+1 H˜
−1(linkKσ) is free for n > 0 and H
n,n(K) =
Ker∆n,n1 , then we deduce the first assertion from the fact that every subgroup of a
free abelian group is free.
To prove the second assertion, suppose {Ki} is the set of completely connected com-
ponents of K. Let K ′ =
⋃
dimKi>n
Ki, then there is a commutative diagram:
En,n1 (K)
∼=
−−−−→ En,n1 (K
′)⊕
(⊕
dimKi=n
En,n1 (Ki)
)
∆1
y ⊕∆1y
En−1,n1 (K)
∼=
−−−−→ En−1,n1 (K
′)⊕
(⊕
dimKi=n
En−1,n1 (Ki)
)
where the horizontal isomorphisms come from Lemma 3.6 and Lemma 6.2. Thus we
have
Hn,n(K) ∼= Hn,n(K ′)⊕
( ⊕
dimKi=n
Hn,n(Ki)
)
If we prove that Hn,n(K ′) = 0 and Hn,n(Ki) = Z for each Ki satisfying dimKi = n, then
the theorem holds.
First we prove Hn,n(Ki) = Z if dimKi = n. Suppose x ∈ H
n,n(Ki), then a represen-
tative ξ of x in Fn/Fn−1 (F p =
⊕
j6pN
j,∗(Ki)) has the form
ξ =
∑
|σ|=n+1
nσ · (σ ⊗ σ), nσ ∈ Z.
By definition, for arbitrary two n-simplices σ′, σ′′ ∈ Ki, there is a sequence σ
′ =
σ0, σ1, . . . , σm = σ
′′ of n-simplices such that σj, σj+1 share a common (n− 1)-simplex τj
for 0 6 j < m. Let
pτi : E
n−1,n
1 (Ki) =
⊕
|τ |=n
H˜0(linkKiτ)→ H˜
0(linkKiτj)
be the projection map. Then pτ1∆1(ξ) =
∑
σ nσ · (τ1 ⊗ σ) = 0, where the summation
is taken over all n-chain simplices σ such that σ = τ1 ∗ (v) for some vertex v. Since in
H˜0(linkKiτ1) the zero class is represented by k ·
∑
v(v), where k ∈ Z and the summation is
taken over all vertices of linkKiτ1, then from the correspondence τ1⊗(τ1∗(v)) 7→ (v) given
in the proof of Lemma 3.6 we have nσ1 = nσ2 . Repeating this process gives nσ′ = nσ′′ .
From the arbitrariness of σ′ and σ′′, we may rewrite ξ as
ξ = k ·
∑
|σ|=n+1
σ ⊗ σ, k ∈ Z.
On the other hand, since dimKi = n, then ξ0 =
∑
|σ|=n+1 σ ⊗ σ is a cocycle (evidently
not a coboundary) of F p/F p−1. Thus [ξ0] ∈ E
n,n
1 (Ki). Notice that pτ∆1([ξ0]) = 0 for all
(n−1)-simplices τ ∈ Ki, then from the fact that ∆1 =
⊕
|τ |=n pτ∆1 we have ∆1([ξ0]) = 0.
Hence Hn,n(Ki) = Z with a generator [ξ0].
Now we prove Hn,n(K ′) = 0. Suppose x ∈ Hn,n(K ′), then as above x has a represen-
tative
ξ =
∑
|σ|=n+1
nσ · (σ ⊗ σ), nσ ∈ Z,
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where nσ = 0 if linkK ′σ 6= ∅. For any n-simplex σ
′ ∈ Kj with dimKj > n, there is a
sequence σ′ = σ0, σ1, . . . , σm = σ
′′ of n-simplices of Kj such that σ
′′ ∈ ∂τ for a (n + 1)-
simplex τ ∈ Kj . By the preceding analysis we have nσ′ = nσ′′ . However, linkK ′σ
′′ 6= ∅,
so nσ′′ = 0. From the arbitrariness of σ
′ and the construction of K ′, we have ξ = 0, and
then Hn,n(K ′) = 0. 
Lemma 6.4. Let K be a simplicial complex. Then:
(a) H∗, q(K) ∼= H∗, q(K(n)) for 0 6 q < n.
(b) Ep, pr (K) ∼= E
p, p
r (K(n)) for r > 1 and 0 6 p < n;
Ep, qr (K) ∼= E
p, q
r (K(n)) for r > 1 and 0 6 p < q 6 n− (r − 1)(q − p).
These isomorphisms are all induced by corresponding inclusions (e.g., (a) is induced
by the inclusion K(n) →֒ K).
Proof. (a) According to Lemma 3.6, Ep, q1 (K) =
⊕
|σ|=p+1 H˜
q−p−1(linkKσ). An easy
observation shows that the inclusion K(n) →֒ K induces isomorphisms
H˜q−p−1(linkKσ) ∼= H˜
q−p−1(linkK(n)σ)
for all σ ∈ K with |σ| = p+1 6 q+ 1 6 n. Thus the fact that H∗, q(K) is the homology
of (E∗, q1 (K), ∆1) gives the desired formula.
(b) We prove this by induction on r, starting with the case r = 2 which is just a special
case of (a). Assuming inductively there are two isomorphisms Ep, pr (K) ∼= E
p, p
r (K(n))
and Ep−r, p−r+1r (K) ∼= E
p−r, p−r+1
r (K(n)) for p < n induced by the inclusion K(n) →֒ K,
then we obtain Ep, pr+1(K)
∼= E
p, p
r+1(K
(n)) from the fact Ep, pr+1(K) = Ker∆
p, p
r . To get the
second isomorphism consider the following commutative diagram induced by K(n) →֒ K
for p < q 6 n− (r − 1)(q − p)
Ep+r, q+r−1r (K)
∆r−−−−→ Ep, qr (K)
∆r−−−−→ Ep−r, q−r+1r (K)y∼= y∼= y∼=
Ep+r, q+r−1r (K(n))
∆r−−−−→ Ep, qr (K(n))
∆r−1
−−−−→ Ep−r, q−r+1r (K(n))
where the vertical isomorphisms come from induction. Then the fact Er+1 = H
∗(Er,∆r)
implies that Ep, qr+1(K)
∼= E
p, q
r+1(K
(n)), finishing the induction step. 
Lemma 6.5. Let K be an n dimensional complex with m path-components, then
Ep, p∞ (K) =
{
Zm if p = n,
0 otherwise.
Proof. First we do the case K is path-connected. Set
λ =
∑
σ∈K
(−1)[
|σ|−1
2
]σ ⊗ σ ∈ N∗,∗(K),
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where [·] denotes the integer part. Then
∆(λ) =
∑
σ∈K
(−1)[
|σ|−1
2
]d⊗ 1(σ ⊗ σ) +
∑
σ∈K
(−1)|σ|+[
|σ|−1
2
]1⊗ δ(σ ⊗ σ)
=
∑
σ∈K,
(v)∈K
(−1)[
|σ|
2
]σ ⊗ (v) ∗ σ +
∑
σ∈K,
(v)∈K
(−1)|σ|+[
|σ|−1
2
]σ ⊗ (v) ∗ σ
Since [ |σ|−12 ] + [
|σ|
2 ] = |σ| − 1, then ∆(λ) = 0. On the other hand, λ is evidently not a
cocycle of (N∗,∗(K),∆). Thus λ is a generator of H0
(
T ∗(N(K))
)
= H0(K) = Z, and so
λ must survive to E∗,∗∞ (K). If dimK = n, then λ represents an element of E
n,n
r (K) for
r > 1. The statement of the lemma follows from the fact that
H0
(
T ∗(N(K))
)
=
⊕
p>0
Ep,p∞ (K).
The general case follows by Theorem 3.11 (a). 
Theorem 6.6. Let K be a simplicial complex, {Ki} be the set of completely connected
components of K, Ln =
⋃
dimKi>n
Ki. Then:
(a) Hn−1,n(K) is free for n > 1.
(b) Hn−1,n(K) ∼= Hn−1,n(Ln)⊕
(⊕
dimKi=n
Hn−1,n(Ki)
)
.
(c) If Ln has m1 completely connected components and L
(n)
n has m2 completely connected
components, then
rankHn−1,n(Ln) > m1 −m2.
Before proving Theorem 6.6, we need the following lemma.
Lemma 6.7. Let G be a graph with vertex set S (i.e. G is a simplicial complex of
dimension 1). If S′ is a subset of S, let C0(S′) be the subgroup of C0(G) with basis S′.
Then δ(C0(S′)) is a direct summand of C1(G).
Proof. Without loss of generality we assume G is path-connected. In case S′ = S, since
H1(G) is always torsion free, the short exact sequence
0→ δ(C0(G))→ C1(G)→ H1(G)→ 0
splits. Then the statement follows.
For the case S′ ( S, we need only prove that δ(C0(S′)) is a direct summand of
δ(C0(G)). Suppose on the contrary that δ(C0(G))/δ(C0(S′)) has a torsion subgroup
such as Zp (p > 0). Thus there exists an element
α =
∑
v∈S
av · (v) ∈ C
0(G), av ∈ Z
and an element
β =
∑
v∈S′
bv · (v) ∈ C
0(S′), bv ∈ Z
such that p · δ(α) = δ(β) and δ(α) /∈ δ(C0(S′)). Since H0(G) = Z (by assumption)
is generated by
∑
v∈S(v), we have p · α − β = k ·
∑
v∈S(v) for some k > 0. Since
δ(α) /∈ δ(C0(S′)), there must be a vertex u /∈ S′, such that au 6= 0, then p · au = k, and
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so p | k. For any vertex v ∈ S′, bv = p · av − k. Thus p | bv, and therefore we have
β = p · β′ for some β′ ∈ C0(S′). Since C1(G) is free, then p · δ(α− β′) = δ(p · α− β) = 0
implies that δ(α) = δ(β′), which is a contradiction. 
Proof of Theorem 6.6. (a) We use a topological technique by applying lemma 6.7. First
we construct a graph Gn(K) for n > 0 as follows. For each generator σ ⊗ σ of En,n1 (K)
(i.e., σ is an n dimensional facet of K), give a vertex vσ corresponding to σ. If σi is an
(n − 1)-face of σ ({vi} = σ \ σi) such that vi is a path-component of linkKσ, then give
a vertex vσi corresponding to σi. G
n(K) is defined to be a graph having all such vσ and
vσi as vertices and all (vσi , vσ) as edges. Let S be the vertex subset consisting of all vσ
with |σ| = n+ 1. Then we have a commutative diagram:
C0(S)
δ

η0
∼=
//
⊕
|σ|=n+1
H˜−1(linkKσ) ∼= E
n,n
1 (K)
∆n,n1

C1(Gn(K))
η1
//
⊕
|σ|=n
H0(linkKσ)
h
//
⊕
|σ|=n
H˜0(linkKσ) ∼= E
n−1,n
1 (K)
where h is the natural quotient map, η0 is defined by η0(vσ) = (∅)σ (a generator of
H−1(linkKσ)), and η1 is defined by η1((vσi , vσ)) = vi. It is clear that Im η1 is a direct
summand of
⊕
|σ|=nH
0(linkKσ). From this commutative diagram and lemma 6.7 we
have Im∆n,n1 is a direct summand of E
n−1,n
1 (K), therefore H
n−1,n(K) as a subgroup of
En−1,n1 (K)/Im∆
n,n
1 is free.
(b) C.F. the analysis in the proof of Theorem 6.3.
(c) According to lemma 6.4 (a), we may assume Ln is of dimension n + 1. Let
{Γj}16j6m2 be the set of completely connected components of L
(n)
n . For any Ki ⊂ Ln,
clearly K
(n)
i = Γj for some j, so m1 > m2. According to theorem 6.3,
Hn+1,n+1(Ln) = Z
m1 and Hn,n(L(n)n ) = Z
m2 .
Start with the special case m2 = 1. We claim that the differentials
∆r : E
n+1,n+1
r (Ln)→ E
n+1−r,n+2−r
r (Ln)
vanish for all r > 2. Suppose on the contrary that ∆r([c]) 6= 0 for some cohomology class
[c] ∈ En+1,n+1r (K) and some r > 2. If c =
∑
σ∈Ln
nσ ·(σ⊗σ) (nσ ∈ Z) is a representative
of [c] in N∗,∗(L) (clearly, there is at least one (n+ 1)-simplex σ such that nσ 6= 0), then
by assumption
∆(c) ∈ Fn+1−r(Ln) =
⊕
i6n+1−r
N i,∗(Ln),
and [∆(c)] 6= 0 in En+1−r,n+2−rt (Ln) for t 6 r.
Let f be the inclusion L
(n)
n →֒ Ln and let b = f
∗(c) (see the proof of Theorem 5.2 for
the definition of f∗). Since ∆(c) ∈ Fn+1−r(Ln) and r > 2, there must be an n-simplex
τ ∈ Ln such that nτ 6= 0, then b ∈ F
n(L
(n)
n ), b /∈ Fn−1(L
(n)
n ), and ∆(b) = f∗(∆(c)) ∈
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Fn+1−r(L
(n)
n ), thus [b] is an element of E
n,n
r−1(L
(n)
n ). Since
∆r−1([b]) = [∆(b)] = [f
∗(∆(c))] = f∗([∆(c)]),
and by Lemma 6.4 (b)
f∗ : En+1−r,n+2−rr−1 (L
(n)
n )
∼= E
n+1−r,n+2−r
r−1 (Ln),
then ∆r−1([b]) 6= 0. But this is contrary to the fact that H
n,n(L
(n)
n ) = Z survive to
En,n∞ (L
(n)
n ) = Z (Lemma 6.5).
From this conclusion and the fact that Hn+1,n+1(Ln) = Z
m1 , En+1,n+1∞ (Ln) = Z
(Lemma 6.5), it follows that the image of ∆2 : H
n+1,n+1(Ln) → H
n−1,n(Ln) must be
isomorphic to Zm−1. Hence rankHn−1,n(Ln) > m1 − 1.
For the general case, Let Mj =
⋃
K
(n)
i =Γj
Ki. Then by Lemma 6.2 dim(Mj ∩Mj′) < n
if j 6= j′. Thus by the same reasoning as in the proof of Theorem 6.3, we have
Hn−1,n(Ln) =
m2⊕
j=1
Hn−1,n(Mj).
Then the theorem follows immediately. 
Lemma 6.8. Let K be a simplicial complex, then:∑
06p6q
(−1)q−p · rankHp, q(K) = χ(K),
where χ(K) is the Euler characteristic of K.
Proof. Since E∗,∗r+1(K) = H(E
∗,∗
r (K),∆r), then∑
06p6q
(−1)q−p · rankEp, qr+1(K) =
∑
06p6q
(−1)q−p · rankEp, qr (K)
for all r > 1. On the other hand since the spectral sequence {E∗,∗r (K)} converges to the
cohomology group H∗(K), then∑
06p6q
(−1)q−p · rankEp, q∞ (K) =
∑
n>0
(−1)n · rankHn(K) = χ(K).
Then the conclusion follows. 
Theorem 6.9. Let K,L be two simplicial complexes. If K ∩ L = 2σ with dimσ = n,
then we can give H∗,∗(K∪L) in terms of H∗,∗(K) and H∗,∗(L) by the following formulae:
(a) If K (or L) has a completely connected component of dimension n containing σ,
then
Hp, q(K ∪ L) =
{(
Hp, q(K)⊕Hp, q(K)
)
/Z for p = q = n
Hp, q(K)⊕Hp, q(K) otherwise
(b) If the condition in (a) dose not hold but K or L has a completely connected
component of dimension n+ 1 containing σ, and if
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(i) σ is a facet in K or in L, then
Hp, q(K ∪ L) =
{
Hp, q(K)⊕Hp, q(K)⊕ Z for p = n− 1, q = n
Hp, q(K)⊕Hp, q(K) otherwise
(ii) σ is not a facet in both K and L, then
Hp, q(K ∪ L) =
{
Hp, q(K)⊕Hp, q(K))/Z for p = q = n+ 1
Hp, q(K)⊕Hp, q(K) otherwise
(c) If the completely connected components of K and L, which contain σ, all have
dimension larger than n+ 1, and if
(i) σ is a facet of K or L, then
Hp, q(K ∪ L) =
{
Hp, q(K)⊕Hp, q(K)⊕ Z for p = n− 1, q = n
Hp, q(K)⊕Hp, q(K) otherwise
(ii) σ is not a facet in both K and L, then
Hp, q(K ∪ L) =
{
Hp, q(K)⊕Hp, q(K)⊕ Z for p = n, q = n+ 1
Hp, q(K)⊕Hp, q(K) otherwise
Before proving the theorem, we need a fact that χ(K ∪ L) = χ(K) + χ(L)− 1, which
follows from the Mayer-Vietoris sequence for (K ∪ L, K, L).
proof of Theorem 6.9. (a) In this case, according to Lemma 3.6, an easy verification
shows that
Ep, q1 (K ∪ L) =
{(
Ep, q1 (K)⊕ E
p, q
1 (L)
)
/Z for p = q = n
Ep, q1 (K)⊕ E
p, q
1 (L) otherwise
So the only possible p, q for which Hp, q(K ∪L) 6= Hp, q(K)⊕Hp, q(K) are p = q = n and
p = n−1, q = n. Let n0, n1 and n2 are the numbers of completely connected components
of dimension n of K ∪ L, K and L respectively. Then by assumption, n0 = n1 + n2 − 1.
Theorem 6.3 gives that
Hn,n(K ∪ L) = (Hn,n(K)⊕Hn,n(L))/Z.
According to Lemma 6.8 and the preliminary argument before this proof, we have∑
06p6q
(−1)q−p · rankHp, q(K ∪ L) =
∑
06p6q
(−1)q−p · rankHp, q(K)
+
∑
06p6q
(−1)q−p · rankHp, q(L)− 1
(6.1)
These formulae together imply that
rankHn−1,n(K ∪ L) = rankHn−1,n(K) + rankHn−1,n(L).
Then we get the desired formula by appealing to theorem 6.6 (a).
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(b)-(i) As in (a) the only possible p, q for which Hp, q(K ∪ L) 6= Hp, q(K) ⊕Hp, q(K)
are p = q = n and p = n− 1, q = n. But evidently
Hn,n(K ∪ L) = Hn,n(K)⊕Hn,n(K)
in this case. So formula (6.1) implies that
rankHn−1,n(K ∪ L) = rankHn−1,n(K) + rankHn−1,n(L) + 1.
Appealing to theorem 6.6 (a) again, we have
Hn−1,n(K ∪ L) = Hn−1,n(K)⊕Hn−1,n(K)⊕ Z,
and so get the desired formula.
(b)-(ii) In this case
Ep, q1 (K ∪ L) =
{
Ep, q1 (K)⊕E
p, q
1 (L)⊕ Z for p = n, q = n+ 1
Ep, q1 (K)⊕E
p, q
1 (L) otherwise
The added Z summand comes from
H˜0(linkK∪Lσ) = H˜
0(linkKσ)⊕ H˜
0(linkLσ)⊕ Z.
A generator of this Z summand is represented by
ξ =
∑
(v)∈linkKσ
σ ⊗ σ ∗ (v).
For any (n− 1)-face σi of σ, let pσi : N
∗,∗ → Nσi,∗ be the projection. Then
pσi ◦ (d⊗ 1)(ξ) = ±
∑
(v)∈linkKσ
σi ⊗ σ ∗ (v) = ±(1⊗ δ)(σi ⊗ σ).
It follows that ∆1([ξ]) = 0. Thus the only possible p, q for which H
p, q(K ∪ L) 6=
Hp, q(K) ⊕Hp, q(K) are p = q = n + 1 and p = n, q = n + 1. Let k0, k1 and k2 are the
numbers of completely connected components of dimension n + 1 of K ∪ L, K and L
respectively. It is easy to see that k0 = k1 + k2 − 1 in this case. Thus Theorem 6.3 gives
that
Hn+1,n+1(K ∪ L) = (Hn+1,n+1(K)⊕Hn+1,n+1(K))/Z,
and so the desired formula follows.
(c)-(i) The proof is completely identical with (b)-(i).
(c)-(ii) The proof is similar with (b)-(ii). we need only notice that
Hn+1,n+1(K ∪ L) = Hn+1,n+1(K)⊕Hn+1,n+1(K)
in this case. 
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