Real time Internet traffic such as Voice over IP (VoIP) is difficult to estimate and simulate. Since the process is non-ergodic we must use ensemble averages rather than time averages, and for combinations of sources the simulation time can be excessive. We give some analytical results for Constant Bit Rate (CBR) traffic for the n*D/D/1 queue, and for a CBR queue with varying source rates we present an expression for the Interval of Significance (IoS). This is the minimum number of time slots necessary to simulate the traffic, important because of the considerable computation time often involved in simulating this queue. Our results help in dimensioning networks for CBR services.
Introduction
Delay sensitive applications such as Voice over IP (VoIP), video and audio streaming, etc. are becoming increasingly important to support both multimedia and the push towards all IP networks. We term such services 'real time services' as they must deliver their information in a timely manner. They can be supported by Constant Bit Rate (CBR) or real time Variable Bit Rate (VBR) transmission mechanisms, which either implicitly (CBR) or explicitly (VBR) provide timing information. Here we only consider CBR traffic streams. We assume a constant packet length and source packet generation rate for CBR traffic.
A common technique to minimize the effect of jitter [1] on real time services is to delay the first packet at the receiver by d ξ . Assuming that the overall queuing delay of the call is statistically bound by a known value d (the expected maximum queuing jitter), the timing structure of the call can be fully recovered if d ≤ d ξ . Hence we choose d ξ = d. N.B. for VoIP traffic the ITU-T Recommendation G.114 specifies a maximum end-to-end delay (including d ξ ) of 150 ms. As an example of a typical VoIP scenario, for a G.711 codec with two 10 ms samples per packet, the expected packet arrival rate is 50 packets/s and the packet length is 200 Bytes [2] (hence the total IP date rate is 80 kbps to carry a 64 kbps digitized telephone call). For real time services there is no time for an automatic repeat request (ARQ) process. Hence such services must cope with some loss of packets, which implies that the signal must contain redundancy (e.g. a human speech signal can have many imperfections and still be intelligible). However, there is a limit to the number of packets lost before the signal breaks up. One cause of loss in the Internet is when packets are dropped because of congestion. It is anti-social, and even ultimately self-defeating, to seek to guard against such loss by sending extra packets. Instead we need to ensure a Quality of Service (QoS) such that delay and loss are both constrained within acceptable limits for real time services.
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Techniques such as Diffserv [3] , IntServ [4] , or MPLS [5] provide some guarantees of QoS over the Internet for selected flows. But a network must be properly dimensioned to provide an appropriate QoS. Our aim here is to provide some theory and background for dimensioning networks for CBR services.
In section 2 we review a key result by Roberts and Virtamo [6] : the derivation of the tail function for the G/D/1 queue (using Kendall's notation arrival process/departure process/number of servers, where G is a general and D is a deterministic distribution). We extend this result to multiple CBR flows with the same packet length and source rate 
G/D/1 queue tail distribution
We expect the call arrival pattern to be stable over many time slots (possibly 1000s of time slots) since we are dealing with packets of sampled and digitized real time information, e.g. for a single VoIP call as perceived by the user, many packets are generated and each packet needs to be treated as a call by the packet switching system. The process is non-ergodic and we must use ensemble averaging techniques rather than time averages (the ensemble average gives the fraction of arrival patterns which result in a delay greater than x, whilst the time average gives the fraction of packets that experience a delay greater than x [7] ). We follow Roberts and Virtamo [6] in deriving the result for a G/D/1 queue. Beginning by defining terms:
1. The unit of time is the call service time, thus in time s we clear or service a maximum of s calls (packets).
The time interval (t -s, t) is from time (t -s)
to t and is divided into s time slots of unit time, starting with time slot t -s and ending with time slot t -1. 
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with φ(0) = 0 the limiting case when the time interval is 0. 5. Any number of calls N(t, t + 1) can arrive in a timeslot and the first call in the queue will be serviced when the server is free. 6. The condition for a stable queue (4 above) means that for some timeslot t the queue length L t = 0 and the server will become free during that time slot. This will occur an infinite number of times, but let the first timeslot before t when the server is again free be t -s 0 , i.e. L t-s0 = 0. 7. Since the number of calls in the system (queue and server) > 0 for t-s 0 < q < t there will be s 0 -1 service completions in the period (t -s 0 , t). 8. We now relax our stipulation that L t = 0. Given from 6 above that L t-s0 = 0, what is the value of L t ? Noting that the number of arrivals since t -s 0 is N(t -s 0 , t): 
the number of arrivals in the time slot
This is the tail distribution for the G/D/1 queue. This expression can also be derived in a more general way using the Beneš method [8] .
Constant packet length and source rate, n*D/D/1 queue
If we now consider n periodic sources, each transmitting one cell (i.e. a fixed packet size) in a period D (the n*D/D/1 queue), then it is shown in [7] that for a stable system (n < D) it is sufficient to sum over the period D. Each call arrival is assumed to be independent and uniformly distributed over the period D and the call arrival rate ρ = n/D. From the G/D/1 result:
However, since we are considering the ensemble average of the possible arrival patterns which will cause a buffer overflow, with n sources and a buffer size of r we only need to sum over n -r timeslots rather than the full period D. The first term inside the sum of Eq. 1 is the probability of exactly r + s arrivals in an interval of length s, which is given by the binomial distribution as in the first three terms inside the sum in Eq. 2. This leaves n -(r + s) arrivals in an interval D -s to consider, hence the last term in Eq. 2 (i.e. the probability that L t-s = 0) is given by 1 -ρ′, where the arrival rate ρ′ is (n -r -s )/(D -s). This is a direct and shorter derivation for Eq. 2 than given by Roberts and Virtamo in [6] , noting that the probabilities in Eq. 1 are independent. Q t (r) = 0 for r ≥ n, whilst
Eq. 2 is the probability of a packet from an additional source (n′ = n + 1) being lost assuming no packets from the n sources are lost, for buffer size r packets and period D timeslots. Note that Q t (0) = n/D, and for n -r = 1 then Q t (r) = 1/D n as expected. Hence the overall probability of one or more packets being lost for n′ sources is given by: In this case it would appear that we need to consider the sum Q t (r) over the period which is the lowest common multiple (LCM) of the different rates, that being the period over which the arrival pattern will repeat. The simulation time required for this can be considerable.
However, [7] shows that we only need to consider a shorter interval E, termed the Interval of Significance (IoS), which results in shorter simulation times than using the LCM (an iterative method to calculate E is presented in [7] ). As considered above in section 3 and more fully in [7] , for an n*D/D/1 queue it is necessary and sufficient to run the simulation for n timeslots, rather than a full period of D time slots. For m different types of sources we note that a simulation must therefore run for at least n max timeslots, where n max is the maximum of n i (1 ≤ i ≤ m). We can account for the other types of sources by adding a contribution from each type, weighted by the ratio of the minimum simulation run length (E) to the source period Considering the case simulated in [7] with 3 types of flows: consisting of 1 flow of period 6.67 time slots, 10 flows of period 33.33 and 450 flows of period 1000, where it was found by the iterative method that E = 824 time slots. By inspection the LCM is 1000, and it is shown [7] that the results obtained in running the simulation over 824 time slots were identical to those obtained using 3000 time slots. Applying Eq. 4 allows us to calculate E = 818.2 = 819, which is in excellent agreement with the value derived by the iterative method in [7] .
