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We investigate the collective dynamics of chaotic multi-stable Duffing oscillators connected in dif-
ferent network topologies, ranging from star and ring networks, to scale-free networks. We estimate
the resilience of such networks by introducing a variant of the concept of multi-node Basin Stability,
which allows us to gauge the global stability of the collective dynamics of the network in response
to large perturbations localized on certain nodes. We observe that in a star network, perturbing
just the hub node has the capacity to destroy the collective state of the entire system. On the other
hand, even when a majority of the peripheral nodes are strongly perturbed, the hub manages to
restore the system to its original state. This demonstrates the drastic effect of the centrality of
the perturbed node on the collective dynamics of the full network. Further, we explore scale-free
networks of such multi-stable oscillators and demonstrate that targetted attacks on nodes with high
centrality can destroy the collective dynamics much more efficiently than random attacks, irrespec-
tive of the nature of the nodal dynamics and type of perturbation. We also find clear evidence
that the betweeness centrality of the perturbed node is most crucial for dynamical robustness, with
the entire system being more vulnerable to attacks on nodes with high betweeness. These results
are crucial for deciding which nodes to stringently safeguard in order to ensure the recovery of the
network after targetted localized attacks.
Spatiotemporal patterns emerging in the collective dynam-
ics of complex systems are determined by the interplay of
the dynamics of each node and the nature of the interac-
tions among the nodes [1–3]. Interactions among nodes are
often modelled by a gamut of coupling topologies and cou-
pling forms, and these interactions influence spatiotemporal
pattern formation in the network [4–10]. A question of ut-
most relevance in dynamical networks is the ability of the
system to recover from large perturbations. In this context
it is crucial to ascertain how significantly the properties of an
individual node impact the collective dynamics of a network.
The influence of a node on the global dynamics is expected
to depend on how critical the node is to information path-
ways in the network. Deciphering this correlation will enable
us to identify the nodes which render the network most sus-
ceptible to targetted perturbations. This in turn will help
determine the nodes to safeguard most stringently from ex-
ternal influences in order to maintain the collective state.
In this work we focus of the following nodal features:
(i) Degree of a node i, denoted by ki, defined as the number
of neighbors that are directly connected to the node, in an
undirected network. High degree of a node indicates that the
node is in direct contact with a larger set of nodes.
(ii) Normalized betweeness centrality of a node i [11, 12],
defined as:
bi =
2
(N − 1)(N − 2)
∑
s,t∈N
σ(s, t|i)
σ(s, t)
where N is the set of all nodes, σ(s, t) is the number of
shortest paths between nodes s and t and σ(s, t|i) is the
number of shortest paths passing through the node i. If
node i has high betweeness centrality, it implies that it lies on
many shortest paths, and so there is a high probability that
the communication pathway between any two nodes passes
through it.
(iii) Normalized Closeness Centrality, defined as:
ci =
N − 1∑
j d(j, i)
where d(j, i) is the shortest path between node i and node j
in the graph. It is the inverse of the average length of the
shortest path between the node and all other nodes in the
network[13]. Consequently high closeness centrality implies
short communication paths to different parts of the network,
as the number of steps to reach the other nodes is small.
Since the above features of a node determine the efficiency
of the transfer of information emanating from it, or through
it, they are expected to influence the propagation of pertur-
bations originating at the node.
Now, an important feature of nonlinear dynamical sys-
tems is multi-stability, namely the co-existence of multiple
attractors, of varying degrees of dynamical complexity, for a
given set of parameters [14]. Networks of such multi-stable
systems have been receiving much research attention in re-
cent times and is important in many areas of natural sci-
ences, such as neuronal science [15, 16], ecosystem [17, 18],
condensed matter physics [19, 20], optics [21, 22], environ-
mental science [23, 24], chemistry [25, 26], biology [27, 28].
Due to switching among co-existing attractors, multi-stable
systems are characterized by a high degree of complexity in
dynamical behaviour, and are typically very sensitive to ini-
tial conditions and perturbations. Some attractors may be
advantageous in specific engineered applications or natural
situations, while it may be detrimental being trapped in oth-
ers. So if we want to target or maintain the robustness of
a particular attractor in a complex system [29–31], under-
standing the stability of the entire system in the presence of
strong perturbations plays a very important role [32].
Synchronization in networks of coupled dynamical systems
with two co-existing fixed points has been investigated re-
cently [33], focussing on the stability of the collective state
where all elements are in the vicinity of the same fixed point
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2attractor. In this work we go beyond such simple co-existing
attractors, and focus on the dynamics of multi-stable net-
works supporting complex attractors [34–36]. Specifically
we will consider networks of multi-stable Duffing oscillators,
with co-existing limit cycles and chaotic attractors, as a
generic test-bed to explore the robustness of complex multi-
stable networks.
The Duffing oscillator is governed by a set of two first order
nonautonomous differential equations given by:
x˙ = fx(x, y) = y (1)
y˙ = fy(x, y) = F (x)− δy + a sin(ωt)
where F (x) = x − x3, a is the amplitude, ω is the angular
frequency of the periodic driving force and δ controls the
amount of damping. Eqn. 1 describes an externally driven
particle in a two-well non-parabolic potential. By adjusting
any of the control parameters δ, a or ω, we can observe multi-
stable attracting states that are dynamically more complex,
such as co-existing limit cycles and chaotic attractors (cf.
Fig. 1). Here we consider parameter values δ = 0.5, ω =
1, and we vary the amplitude of the periodic driving force
given by parameter a. Duffing oscillators have been used
extensively to study anharmonic and chaotic oscillations, and
serves as a standard model of nonlinear dynamics [37], as
despite its simplicity the emergent dynamical behaviour is
extremely rich. It particular, it has been successfully used
to model a variety of physical processes such as stiffening
springs [38], beam buckling [39], non-linear electronic circuits
[40], and ionization waves in plasmas [41].
First we analyse the dynamical behaviour of the Duff-
ing oscillators and identify the parameter values where co-
existing attractors are present. We look for both coexisting
limit cycles, as well as coexisting chaotic attractors. It is
evident from the bifurcation diagram (cf. Fig. 1) that the
Duffing oscillator displays rich dynamics of co-existing limit
cycles and chaotic attractors, bounded in distinct regions of
phase space. In particular, we find that there is multi-stable
limit cycles in the parameter range 0 < a < 0.35 and multi-
stable chaotic attractors in the range 0.35 < a < 0.85. The
figure also displays the basins of attraction for the case of
co-existing limit cycles (at a = 0.1), as well as co-existing
chaotic attractors (at a = 0.36). It is clear that the basin
boundary is more complex for co-existing chaotic attractors.
Now we will go on to explore the dynamics of such multi-
stable Duffing oscillators diffusively coupled in different net-
work topologies. The general form of a network of size N ,
comprised of local nodal dynamics and coupling interactions,
can be given as:
x˙i = fx(xi, yi) + C
1
ki
∑
j
Aij(xj − xi) (2)
= fx(xi, yi) + C(〈xnni 〉 − xi)
y˙i = fy(xi, yi)
where index i (i = 1, . . . N) specifies a node in the net-
work, and the nodal dynamics (fx, fy)is given by the Duffing
oscillator (cf. Eqn. 1). The parameter C determines the
strength of coupling and ki is the degree of node i. The
connectivity matrix Aij reflects the topology of the underly-
ing connections. Here we consider rings, star networks and
scale-free networks [42, 43]. This form of coupling implies
that each nonlinear oscillator evolves under the influence of
a “local mean field” generated by the coupling neighbour-
hood of each site i, 〈xnni 〉 = 1ki
∑
j xj , where j is the node
index of the neighbours of the ith node and ‘nn’ indicates
the nearest neighbours of a node i. In order to investigate
the case of co-existing limit cycles, we consider the value of
parameter a = 0.1 in the nodal dynamics given by Eqn. 1,
and for the case of co-existing chaotic attractors we consider
a = 0.36.
Our focus will be on the robustness of the collective state,
where all nodes in the network are in the basin of the same
attractor, and we will attempt to correlate nodal properties,
such as degree, betweeness and closeness centrality, with the
ability of the network to revert to the original state, in re-
sponse to large perturbations on specific nodes. To gauge
the global stability and robustness of a state, we will use
a variant of the recent multi-node Basin Stability formalism
[32, 33, 44]. In general, the Basin Stability (BS) of a par-
ticular attractor of a multi-stable dynamical system is given
by the fraction states that return to the original basin of the
attraction after large perturbation. We estimate the multi-
node Basin Stability using the follwing method. At the out-
set we will consider all nodes of the network localized on one
of the two stable attractors, i.e. {xi, yi} of all nodes i lie
on different phase-space points of one of the attractors. We
then give a large perturbation to some fraction f of nodes.
We consider three distinct types of perturbations (c.f. Fig.
1) in this work:
(i) Attractor Switching: here we perturb the nodes on to
randomly chosen phase-space points lying on a different at-
tractor, i.e. the attractors are switched for the perturbed
nodes. For instance, for the case of Duffing oscillators with
two co-existing limit cycles, if the initial states of the nodes
in the network are localized on the attractor with negative
x values, then the perturbed nodes will lie on the limit cycle
with positive x values.
(ii) Small Phase-Space Volume Perturbation: Here the
perturbations send the state of the oscillator at the per-
turbed node onto a small phase-space volume in the basin
of attraction of another co-existing attractor.
(iii) Large Phase-Space Volume Perturbation: Here the
perturbations send the state of the oscillator at the per-
turbed node onto a phase point that is randomly located
in a large volume of phase-space, and this volume typically
includes sections from different basins of attraction. This
type of perturbation has been most commonly considered in
previous studies. For instance, for the case of coupled Duff-
ing oscillators we perturb the nodes onto a randomly chosen
phase-space point in the phase-space box x ∈ [−1 : 1] and
y ∈ [−1 : 1].
Note that when the nodes are perturbed into a small vol-
ume of phase space, the perturbation always sends the state
of the perturbed node into the basin of attraction of the
other attractor, while perturbations onto a large volume of
phase space have some probability of being in either basin of
attraction.
After perturbations, we ascertain whether all the oscil-
3lators return to their original attractors, i.e. we find out
whether or not the perturbed system recovers completely to
the state it was initially in. We repeat this “experiment”
over a large sample of perturbation strengths and sets of
perturbed nodes, and find the fraction of instances the sys-
tem manages to revert to the original state. This measure
of global stability is then a variant of multi-node Basin Sta-
bility and reflects the robustness of the collective state to
perturbations localized at particular nodes in the network.
The power of this concept arises from the fact that it deter-
mines the probability of the system to remain in the basin of
attraction of a particular state when random perturbations
affect a specific number and type of nodes. This enables one
to extract the contributions of individual nodes to the global
stability of the collective dynamics of the complex network.
So this variant of multi-node Basin Stability can help discern
the nodal characteristics that make the network more vulner-
able to targetted attack, as one can perturb subsets of nodes
with certain specified nodal features.
In general then, we will attempt to identify the character-
istics of the perturbed nodes that most significantly influence
the robustness of the multi-stable dynamical network. That
is, we will search for discernable patterns in nodal features
that help sustain the collective network dynamics, as well as
those that destroy it. Specifically, we will try to correlate the
centrality features of the perturbed nodes, with the recovery
of a network with complex co-existing attractors from large
localized perturbations.
In the following sections, we will first consider rings, where
all nodes have the same centrality. This provides us with a
reference system to understand how the fraction of perturbed
nodes influences resilience. We will then go on to study the
star network, where the degree, closeness and betweeness
centrality of the central hub node is very different from that
of the peripheral nodes. This network then provides a clean
system to investigate the correlation between the centrality
of a node and the resilience of the network under large lo-
calized perturbations at such nodes. Lastly we will consider
scale-free networks, which are often encountered in the real
world. This heterogeneous network will enable us to answer a
more subtle question, namely which centrality property (de-
gree, closeness or betweeness) of a perturbed node is most
crucial in determining the potential recovery of the network.
RING OF MULTI-STABLE OSCILLATORS
We first consider a ring of Duffing oscillators where the ini-
tial states of all the nodes are distributed over phase points of
one of the attractors, i.e. the constituent oscillators inhabit
the same region of phase space, associated with the basin of
one, or the other, of the coexisting dynamical states. We then
strongly perturb a fraction f of nodes such that the states of
the perturbed nodes are kicked to phase points of the other
coexisting attractor i.e. the attractors are switched for the
perturbed nodes. We examine the case where the perturbed
nodes are in clusters, i.e. the perturbed nodes are contiguous
to each other, and also the case where the perturbed nodes
are randomly distributed over the ring.
Fig. 2 demonstrates the sensitive dependence of the multi-
FIG. 1. Bifurcation diagram of the state of the Duffing oscillator
given by Eqn. 1 (with the x-variable displayed), as a function of
amplitude of periodic forcing a, showing co-existing limit cycles
and chaotic attractors. Basins of attraction of the co-existing
attractors in phase space are also shown in the figure. The yellow
and purple colors indicate the attractor which has positive and
negative values of the state variable x respectively. The red box
represents the phase space volume where the state of the nodes
are perturbed onto, under different perturbation schemes. Note
that when the nodes are perturbed into a small volume of phase
space, the perturbation sends the state into the basin of attraction
of the other attractor, while perturbations onto a large volume of
phase space spans both basins of attraction.
FIG. 2. Dependence of multi-node Basin Stability on fraction f of
nodes perturbed, in a ring of Duffing oscillators given by Eqn. 2,
with N = 100, C = 1 and k = 2 (i.e. each site couples to its
two nearest neighbours), for multi-stable limit cycles (left panel)
and multi-stable chaotic attractors (right panel). The green curve
represents the case where the perturbed nodes are chosen at ran-
dom locations and the blue curve shows the case of perturbations
in a spatial clusters.
node Basin Stability on fraction f of perturbed nodes. For
instance, when a localized cluster of 3 nodes is perturbed in
a ring of 100 multi-stable limit cycles or multi-stable chaotic
attractors (i.e. f = 0.03), the Basin Stability drops to zero,
implying that the probability of the system to return to the
original state is negligible. Hence a ring rapidly loses its
ability to recover from perturbations with increasing fraction
4of perturbed nodes. In general, it is also evident that a ring
of multi-stable limit cycles is more robust than a network of
multi-stable chaotic attractors.
From Fig. 2 also demonstrates another interesting feature.
The capacity of the ring to recover from perturbations de-
pends significantly on whether the perturbed nodes are spa-
tially located in a cluster (cf. blue curves) or randomly lo-
cated over the ring (cf. green curves). We observe that the
system is more stable when random nodes are targetted for
perturbations, as compared to the case when nodes are per-
turbed in clusters. This effect is more pronounced for multi-
stable limit cycles, which retain resilience upto significantly
larger number of perturbed nodes for the case of random
perturbation locations. So one can infer that perturbations
at random locations in a ring allows the system to recover
its original dynamical with more ease than perturbations on
a cluster of contiguous nodes.
STAR NETWORK OF MULTI-STABLE
OSCILLATORS
Next we study a star network of multi-stable Duffing oscil-
lators. This is an interesting test bed, as there are two very
distinct classes of nodes: the single central hub node and
the peripheral nodes surrounding it, and the degree, close-
ness and betweeness centrality of the hub is much larger than
that of all the other nodes at the periphery. Therefore, this
network provides a good framework to investigate the corre-
lation between centrality of a node and the resilience of the
network in the presence of large targetted attacks on such
nodes.
In this study we consider a star network where the initial
states of all the nodes are distributed over phase points of
one of the attractors. We then give a large perturbation
to a fraction f of nodes, pushing the phase space points
of the perturbed nodes onto the other coexisting attractor
(i.e. attractor switching scheme), and estimate the multi-
node Basin Stability of the network.
FIG. 3. Dependence of multi-node Basin Stability on fraction f of
nodes perturbed, in the star network of Duffing oscillators, with
N = 100 and C = 1. The blue curve represents the case where
the perturbed nodes always include the hub node, while the green
curve represents the case where peripheral nodes are perturbed in
varying fractions and the hub node is perturbed only when f = 1.
In the left panel a = 0.1 (i.e. the case of multi-stable limit cycles)
and in the right panel a = 0.36 (i.e. the case of multi-stable
chaotic attractors).
We obtain the dependence of the multi-node Basin Sta-
bility on fraction f of perturbed nodes, ranging from single
node to the case where nearly all nodes in the system are
perturbed (cf. Fig. 3). We examine two distinct situations.
In the first case the set of perturbed nodes always includes
the hub, shown in Fig. 3 by the blue curve. In the second
situation, the peripheral nodes are perturbed, and only for
the case of f = 1 (i.e. when all nodes perturbed) is the hub
also perturbed. This case is shown by the green curve in
the figure. It is evident from Fig. 3 (left panel), that for
networks of Duffing oscillators with multi-stable limit cycles,
even for f is as high as 0.8 the Basin Stability remains close
to 1, i.e. even when 80% of the peripheral nodes are strongly
perturbed the entire network almost always recovers to the
original state. So the hub node is capable of steering the
large number of perturbed peripheral nodes back to their
original state. For the case of networks of Duffing oscillators
with multi-stable chaotic attractors however, perturbations
on a few peripheral nodes (e.g. f ∼ 0.1) can cause the net-
work to start losing global stability (cf. Fig. 3 right panel).
So the degree of resilience of a star network to localized per-
turbations on low centrality peripheral nodes depends on the
type of nodal dynamics, with chaotic attractors being more
vulnerable to rapid destabilization.
Focussing now on the case where the perturbed nodes al-
ways include the high centrality hub node (shown in blue
curves) we observe that the Basin Stability of a network of
Duffing oscillators with multi-stable limit cycles, as well as
multi-stable chaotic attractors, drops steeply to very low val-
ues when f becomes non-zero. So one can infer that just a
single perturbed node of very high centrality, such as the hub,
can destroy the ability of the network to recover its initial
state, irrespective of the nature of the nodal dynamics.
SCALE-FREE NETWORK OF MULTI-STABLE
OSCILLATORS
Lastly we investigate scale-free networks of multi-stable
Duffing oscillators, constructed via the Baraba´si-Albert pref-
erential attachment algorithm, with parameter m reflecting
the number of links attached to each new node [42]. Since
this is a heterogeneous network, it offers a valuable test-
bed for studying the effects of perturbations at nodes with
a range of centrality properties. Further, we can exploit the
very marked difference in the distributions of degree, betwee-
ness and closeness centrality of the nodes in scale-free net-
works with m = 1 vis-a-vis m = 2, to probe which particular
centrality measure most affects network robustness.
We first study the influence of the fraction f of perturbed
nodes on the collective network dynamics, through space-
time plots and phase space plots. With no loss of generality,
we show representative results for networks of multi-stable
limit cycles of size N = 100, with a = 0.1. Fig. 4 shows
the emergent dynamics when nodes with the highest betwee-
ness centrality are perturbed, with the initial states of the
nodes randomly distributed on the attractor with negative
x. It is evident that when the fraction of perturbed nodes is
relatively small, the perturbed nodes return to their original
states and move back to their initial attractor (cf. top row).
When f is moderately large, the perturbed nodes remain in
5FIG. 4. Time evolution and phase portraits of 100 Duffing oscilla-
tors coupled in a scale-free network with m = 2, given by Eqn. 2,
with coupling strength C = 1 and a = 0.1, under the attractor
switching perturbation scheme. Here the perturbed nodes are of
highest betweeness centrality, and the fraction of perturbed nodes
is (a) 0.15, (b) 0.25, (c) 0.3 and (d) 0.35.
the attractor onto which they have been perturbed, and also
induce some of the other nodes to switch states (cf. middle
row). When the fraction of perturbed nodes reach a crit-
ical value fcrit, then all oscillators are dragged away from
their original attractor, i.e. the oscillators at all the nodes
switch attractors (cf. bottom row). So as the fraction of per-
turbed nodes increases, there is a transition from a collective
state where all oscillators are in one particular attractor, to
a collective state where all oscillators move to the other at-
tractor. For instance in Fig. 4, the network moves from the
state where all oscillators have negative x, to a state where
all have positive x, and this transition occurs via a short
range where these two states co-exist.
Now we will investigate two important questions. First,
we would like to explore how different properties of the per-
turbed nodes (degree, betweeness and closeness centrality)
affect the resilience of the collective state of the multi-stable
network. Secondly, we would like to ascertain how the com-
plexity of the dynamical attractors affects dynamical robust-
ness.
In order to systematically explore the correlation between
nodal properties and resilience, we rank the nodes in increas-
ing (or decreasing) order of the different centrality measures
we are probing (such as degree, closeness or betweeness).
We then go on to examine the behaviour of the network
when certain fraction f of nodes with the highest (or lowest)
centrality are strongly perturbed. That is, we estimate the
multi-node Basin Stability under large perturbations on sub-
sets of nodes having the highest (or lowest) centrality. It is
clearly evident again from Fig. 5, as is intuitively expected,
that when the perturbed nodes have the highest degree, close-
f f f
Highest Centrality Random Lowest Centrality
FIG. 5. Dependence of the multi-node Basin Stability of scale-free
networks of multi-stable oscillators, on the fraction f of perturbed
nodes, with N = 100, m = 2, C = 1, and a = 0.1 (multi-stable
limit cycles) and a = 0.36 (multi-stable chaotic attractors), for
three cases: (green curves) perturbed nodes chosen at random;
(red curves) perturbed nodes chosen in descending order of be-
tweeness centrality (left panels), closeness centrality (middle pan-
els) and degree (right panels), i.e, where the perturbed nodes
have the highest b, c or k; (blue curves) perturbed nodes chosen
in ascending order of betweeness centrality (left panels), closeness
centrality (middle panels) and degree (right panels), i.e. the per-
turbed nodes have the lowest b, c or k. Attractor switching, small
phase-space volume and large phase-space volume perturbation
schemes are considered (cf. Fig. 1). The behaviour is not very
sensitive to system size.
ness and betweeness centrality, there is drastic reduction of
Basin Stability, while the Basin Stability falls significantly
slower when nodes of low centrality are perturbed.
Another noticeable trend is the following: the scale-free
network is significantly more robust under perturbations that
push the perturbed nodes to states inside a large volume of
phase space, rather than perturbations that take the per-
turbed nodes to a state inside a small phase-space volume in
6f f f
FIG. 6. Dependence of the multi-node Basin Stability of scale-free
networks of multi-stable oscillators, on the fraction f of perturbed
nodes, with a = 0.1 (multi-stable limit cycles) and a = 0.36
(multi-stable chaotic attractors). Here N = 100, C = 1, and
m = 1 and m = 2. The perturbed nodes are chosen in descending
order of (left panel) betweeness centrality, (middle panel) close-
ness centrality and (right panel) degree, i.e. the perturbed nodes
are the ones with the highest b, c or k. Attractor switching, small
phase-space volume and large phase-space volume perturbation
schemes are considered (cf. Fig. 1). The trends are almost invari-
ant for different N .
the basin of attraction of the competing attractor, or causes
switching of attractors. This can be rationalized as follows:
perturbations onto a large phase-space volume, while large in
magnitude, do not necessarily push the perturbed node onto
the basin of the competing attractor, as this phase-space vol-
ume includes basins of both attractors (cf. Fig. 1). So now
we have a lower probability of the perturbed node migrating
into the basin of the other attractor, and hence the network
on an average needs a larger fraction of nodes to de-stabilize
the collective dynamics (i.e. fcrit is larger).
Fig. 5 also shows the Basin Stability of a network where
the perturbed nodes are randomly chosen, corresponding to
random attacks on a subset of nodes. Clearly, a targetted
attack on nodes with high centrality can destroy the collec-
tive dynamics much more efficiently than random attacks,
irrespective of the nature of the nodal dynamics and type of
perturbation.
Another important feature that can be inferred from Fig.
5 is the critical fraction of perturbed nodes that lead to
loss of recovery for networks with different types of dynam-
ical attractors. We find that networks of oscillators with
multi-stable limit cycles are more robust than those with
multi-stable chaotic attractors under the attractor switch-
ing. However, counter-intuitively networks of multi-stable
limit cycle oscillators are less robust than networks of multi-
stable chaotic attractors, under the perturbations onto small
or large phase-space volumes. This can be rationalized by
taking into account the more complicated basin boundaries
for co-existing chaotic attractors. These complex boundaries
make the basins more intertwined and actually help recovery,
as the system can re-enter the original basin more readily. So
interplay of the nodal dynamics and the type of perturbation
plays a significant role in determining the global stability of
the collective dynamics.
Finally we estimate the critical fraction of perturbed nodes
necessary to destroy the resilience of the scale-free network
with m = 1 and m = 2 (cf. Fig. 6), focussing on pertur-
bations at nodes of highest centrality. We find that under
all three classes of perturbations, in scale-free networks of
multi-stable limit cycles, as well as multi-stable chaotic at-
tractors, fcrit → 0 for m = 1. That is, the smallest non-zero
fraction of perturbed nodes of high centrality destroys the
ability of the network to recover to its initial state. How-
ever, interestingly scale-free networks with m = 2 are always
more robust. Now, we can use this result, in conjunction
with knowledge of the distributions of the different central-
ity measures in scale-free networks with m = 1 and m = 2, to
assess which centrality measure of the perturbed node most
affects the ability of these networks to recover from perturba-
tions. The important feature of the centrality distributions
we can exploit is the following: the tail of the distribution of
degree and closeness centrality extends to much lower values
for scale-free networks with m = 2 vis-a-vis networks with
m = 1. So the highest degree and closeness centrality val-
ues typically found in networks with m = 1 are smaller than
those found in networks with m = 2. In contrast, the tail
of the distribution of betweeness centrality extends to higher
values for the scale-free network with m = 1 compared to
the network with m = 2, and so typically the highest be-
tweeness values in a network with m = 1 are larger than
that for networks with m = 2. Additionally note that the
set of nodes with the highest degree, closeness and betwee-
ness centrality overlap to a very large extent. This implies
that in the scale-free network with m = 2 these nodes have
lower b, while having higher c and k, than the corresponding
set in the network with m = 1. So if betweeness centrality
of the perturbed nodes is the principal property determining
robustness, then the robustness of the network with m = 1
should be less than the network with m = 2. However, if
degree or closeness centrality of the perturbed nodes is more
crucial than betweeness centrality, then networks with m = 2
should be less robust than those with m = 1. Since we find
7that scale-free networks with m = 2 are always more robust
than m = 1, we can infer that the impact of betweeness cen-
trality of the perturbed nodes on the resilience of the collective
state is more dominant than the effect of the degree or close-
ness centrality of the perturbed nodes. This result has much
relevance in dictating which nodes to guard most stringently
against localized attacks in order to maintain dynamical ro-
bustness of the network.
DISCUSSION
We have explored the collective dynamics of multi-stable
Duffing oscillators connected in different network topologies,
ranging from rings and star networks to scale-free networks,
under diffusive coupling. We estimated the dynamical ro-
bustness of such networks by introducing a variant of the
concept of multi-node Basin Stability. This measure allowed
us to assess the global resilience of the dynamical network
in response to large perturbations affecting specific nodes of
the system.
We first considered rings of multi-stable oscillators. Since
all nodes have the same centrality in a ring, it provides us
with a reference system to understand how the number of
perturbed nodes influences resilience. Intersetingly, we find
that perturbations at random locations in a ring allows the
system to recover its original dynamical more readily than
perturbations on a cluster of contiguous nodes. We then
went on to study the star network, where the degree, close-
ness and betweeness centrality of the central hub node is very
different from that of the peripheral nodes. This network
then provides a good test-bed to investigate the correlation
between the centrality of a node and the resilience of the
network under large localized perturbations at such nodes.
Remarkably we find that perturbing just the hub node is
enough to destroy the ability of the network to recover its
initial state, irrespective of the nature of the nodal dynam-
ics. On the other hand, the network remains robust under
a large perturbations to a very large fraction of the periph-
eral nodes, i.e. the hub node is capable of steering the vast
majority of perturbed peripheral nodes back to their origi-
nal state. This clearly demonstrates that the centrality of
the perturbed node(s) crucially determines the resilience of
the network. Also, it is clearly evident that a ring and star
network of multi-stable limit cycles is more robust than that
comprised of multi-stable chaotic attractors.
Lastly we considered scale-free networks, which are wide-
spread in the natural world and in engineered systems. From
the conceptual point of view, scale-free networks being het-
erogeneous enables us to answer more subtle questions re-
garding the correlation of centrality properties and the po-
tential recovery of the network. First, it is clearly evident
again that perturbing nodes with the highest centrality re-
sults in extreme reduction of Basin Stability, while the Basin
Stability falls slowly when nodes of low centrality are per-
turbed. The second important observation is that targetted
attacks on nodes with high centrality can destroy the collec-
tive dynamics much more efficiently than random attacks,
irrespective of the nature of the nodal dynamics and type of
perturbation. We also find that the interplay of the nodal
dynamics and the type of perturbation plays a significant role
in determining the global stability of the collective dynamics
in heterogeneous networks of multi-stable systems. For in-
stance, counter-intuitively scale-free networks of multi-stable
limit cycles are less robust than networks of multi-stable
chaotic attractors when nodes of lowest centrality are per-
turbed and the perturbation takes the state of the node to
a random phase point in a small or large volume of phase-
space. Finally, we demonstrate that scale-free networks with
m = 2 are more robust than networks with m = 1. This
allows us to infer that the impact of betweeness centrality of
the perturbed nodes on the resilience of the collective state
is more dominant than the effect of the degree or closeness
centrality of the perturbed nodes.
In summary, targetted attack on nodes with high central-
ity in a star and scale-free networks, and targetted attacks
on clusters of nodes in a ring, can destroy the collective dy-
namics much more efficiently than random attacks. This
feature appears to be general and holds for networks of cou-
pled multi-stable limit cycles, as well as coupled multi-stable
chaotic attractors. So these results can serve as a guide to
identify the nodes to guard most stringently against target-
ted attacks in order to maintain dynamical robustness of the
network.
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