This paper addresses the static scheduling of a directed acyclic task graph (DAG) on a heterogeneous, bounded set of distributed processors to minimize the makespan. We first derive the lower and upper bounds on the makespan of assigning a given directed acyclic task graph on heterogeneous processors by deferent scheduling strategies. Based on the analysis, we present a new heuristic, known as Heterogeneous Dynamic Critical Path Duplication (HDCPD), for scheduling DAG on a set of heterogeneous processors. HDCPD assigns the tasks on the dynamic critical path to the suitable processors which minimize the earliest finish time for them, combining insertion-based scheduling and task duplication techniques.The comparison study by simulation on Simgrid, based on randomly generated DAG, shows that HDCPD surpasses previous approaches in terms of both quality and cost of schedules, which are mainly presented with schedule length, frequency of best result, and scheduling time metrics. 
INTRODUCTION
The heterogeneous computing (HC) systems generally consist of a distributed suite of resource with diverse processing capabilities interconnected by high speed communication links, which can support executing computationally intensive parallel and distributed application. The heterogeneity is introduced due to the presence of processors that have different characteristics, including speed, memory space, special processing functionalities, etc. One of the primary problems in executing programs efficiently on HC systems is to partition the program into tasks that can be assigned to different processors for parallel execution. The goal of partitioning heuristics is to divide the program into appropriate size and number of tasks to balance communication overhead and parallelism so that the completion time is minimized. An abstract model of such a partitioned application can be represented by a directed acyclic graph (DAG) with node and edge weights. Each vertex in a DAG denotes a task and is associated with weight, which is its processing time. Each edge denotes the precedence relation between the two tasks, and the weight of the edge represents the communication cost incurred if the two tasks are assigned to different processors. Given a DAG, the graph is partitioned into appropriately sized groups of nodes (grain) which are assigned to processors of a parallel machine. The partition and assignment are known as the scheduling problem.
The efficient scheduling of the tasks of an application on the available resource is one of the key factors for achieving high performance. The scheduling problem includes the problem of assigning the tasks of an application to the suitable processors and the problem of ordering task executions on each resource. When the structure of the parallel program in terms of its task execution time, task dependencies, task communication and synchronization, is known a prior, scheduling can be accomplished statically at compile time. The objective of scheduling is to minimize the completion time of a parallel application by properly allocating the tasks to the processors.
The problem of optimal scheduling of tasks with required precedence relationship, in the most general case, has been proven to be NP-complete and optimal solutions can be found only after an exhaustive search. Some heuristics that could give an optimal solution in polynomial time have been proposed, for some very restricted cases. Because of the importance on performance, the task scheduling problem in general has been extensively studied and various heuristics are proposed in the literature. These heuristics are classified into a variety of categories, such as list scheduling algorithms [1] [2] [3] , clustering algorithm [4] [5] , duplication based algorithm [6] [7] , and guided random search methods [8] . In a list scheduling algorithm, an ordered list of tasks is constructed by assigning priority for each task. Tasks are selected in the order of their priorities and each selected task is scheduled to a processor which minimizes a predefined cost function. Cluster based schemes divide the tasks into a set of clusters, each formed on the basis of interdependence of the tasks and then allocate each cluster to the processor so as to achieve a minimal communication overhead. The duplication-based approach tries to duplicate the parent nodes of the current selected node onto the selected computing machine or onto another computing one to reduce the current selected task's starting or finishing time. As a rule, the duplication-based approach outperforms the list-based and clustering ones. The random search methods include genetic algorithm (GA), simulated annealing (SA), genetic annealing algorithm (GAA), etc.
In this paper we propose a compile-time task scheduling algorithm based on cluster scheduling and duplication algorithm. The algorithm works under the environment of a bounded number of fully connected heterogeneous processors. The remainder of the paper is organized as follows: Section 2 briefly reviews some previous work on task scheduling; Section 3 introduces the problems of the task scheduling for heterogeneous computing; Section 4 presents the HDCPD algorithm. Section 5 illustrates the operation of the provided algorithms. Section 6 presents the simulation results on Simgrid and the performance comparison with other algorithms; Section 7 concludes the whole paper.
RELATED WORKS
A rich history of multiprocessor scheduling has been built for homogeneous processors to illustrate the difficulty of scheduling problem. Since a homogeneous system is a special case of heterogeneous system, the scheduling problem needs to take more issues into accounted [9] [10] [11] . In this section, we briefly introduce algorithms for scheduling DAG on heterogeneous multiprocessor system reported in the literature.
The Processor Model
The processor model PE = (P, S, Lm, B) is a network of heterogeneous processors connected in a fully connected topology in which all inter-processor communications are assumed to perform without contention. In our model, it is also assumed that computation can be overlapped with communication. P = {p i ; i ∈ [1, M ]} is the set of heterogeneous processing elements(PEs). S = {s i ; i ∈ [1, M ]} denotes the set of the execution speed for p i .
} is the transferring rates for communication channels from p i to p j .
The Task Model
In the general form, the application for scheduling can be expressed as a directed acyclic graph (DAG). A node in the graph represents a task which is a set of instructions that must be executed serially in the same processor, associating with its computation cost. Additionally, task executions are assumed to be non-preemptive. The edges in the graph correspond to the communication messages and precedence constraints among the nodes. The source node and the destination node of an edge are called the predecessor node and the successor node respectively. In a task graph, a node which does not have any predecessor is called an entry node while a node which does not have any successor is called an exit node. The heterogeneity has been modeled by assuming the different runtime of tasks on different processors. A DAG is represented by G = {V, E, r, d}, where V is the set of nodes and E is the set of communication edges. V = {v i ; i ∈ 
Lower and Upper Bounds on the Execution Times of DAG
Traditionally, DAG is assumed to have single entry and exit nodes. The case where multiple entry nodes exist can be catered for quite easily by creating a dummy node of size zero and connecting all entry nodes as successors of it via arcs also of zero size. It is similar for the multiple exit nodes. A DAG can be decomposed into layers. The layer of a task is the longest path from entry to it. All the tasks in the same layer are independent, so that they can be executed simultaneously if there are enough processors. The height of a layered DAG is the maximal number of layer. The width of DAG is maximal number of nodes on one layer. Speedup measures the ratio of the mean execution time on a single processor to the mean execution time on p number of processors. According to Amdah1 law, the value of speedup depends on the parallel partial of the parallel program and will not increase with the number of PEs due to the sequential partial.
A Critical Path (CP) of DAG is a set of nodes and edges, forming a path from the entry node to the exit node, of which the sum of computation costs and communication costs is the maximum [12] . The length of the critical path is the number of nodes on the longest path from the entry to the exit. The following notation will be used: Based on the above definitions, we develop the stochastic lower and upper bounds for DAG execution times with limited processors [12] [13] . Such analysis can provide important information for task scheduling and resource allocation. It can also guide the scheduling algorithm designing. The bound evaluation uses stochastic ordering which is a partial order relationship among random variables. The critical path of the task graph is the inherent sequential part of parallel program, which decides the overall execution time of parallel program. For the scheduling technique called critical path heuristics, they try to shorten the longest path in the DAG by removing communication requirements and mapping the adjacent tasks into a cluster (this is called zeroing an edge). In this way, the nodes on a path will be cluster into a cluster and the communication overhead can be neglect. With the definition of stochastic ordering and Jensen's inequality [12] , it can be proved that execution time of the topological critical path provides a lower bound on the overall execution time for critical path
The properties of associated (positively related) random variables will be used to get the upper bound on the overall execution time, since the associated random variables can be compared stochastically with their independent version. In task duplication based algorithm, duplicating tasks on more than one processor can eliminate the inter-processor communication cost. Duplicate these tasks as many times as the number of different paths departing from it, and the communication overhead between the tasks along the path can be neglected. Let C = {C 1 , C 2 ,… C n } be the set of all paths of task graph. Since the paths of G may have common tasks by duplication, their execution times are not independent. However, the p-tuple {L(C 1 ), L(C 2 ),… L(C n )} is positively correlated; the property makes the comparison with their independent version possible. Since the max of associated random variables is stochastically smaller than the max of their independent versions, According to the corollary 3 in the [12] , the upper bound on the mean overall execution time can be obtained. The low bound on the overall execution time of DAG is the sum of the computation overhead alone the critical path. To shorten the scheduling makespan, the scheduler needs to assign the nodes on the critical path on the proper PE to obtain the shortest finish time for heterogeneous environment. The upper bound reminds that the scheduler should duplicate the most critical tasks on more than one processor to reduce the makespan.
Scheduling Issue
The objective of scheduling is to minimize the schedule length by properly allocating the nodes of DAG to PEs and sequencing their start time so that the
Journal of Algorithms & Computational Technology Vol. 3 No. 2 253
precedence constraints are preserved. The scheduling result can be obtained by minimize the execution time of the path of DAG from the entry to the exit.
The execution time of the longest path can be expressed as the sum of the computation time and the waiting time of the tasks along the path. (10) The waiting time of task C i on processor P u is expressed as (11) The date arrive time of task C i on processor P u is the maximum sum of C i 's predecessor tasks finish time and communication time. (12) So we get the following the conclusions:
1. As the cumulative cost of the nodes on the CP is the lower bound on the schedule length, the critical path of a DAG potentially determines the schedule length. We need to minimize the execution time of the CP. 2. The runtime of a task on the processor includes two parts: the computation time and waiting time. The waiting time depends on the finish time of the predecessor task and communication cost between them. 3. In the scheduling process, we should consider the heterogeneous of PEs and the number of PEs will affect the scheduling length.
Directed acyclic task graph scheduling for heterogeneous computing systems by dynamic critical path duplication algorithm Figure 1 . Scheduling task i on processor p u .
HDCPD ALGORITHM
The longest path of DAG is the critical path which determines the partial schedule length. Thus, the nodes on the CP have to be scheduled properly in time and space. However, as the scheduling process proceeds, the CP can change dynamically. That is, a node on the CP at one step may be not at the next step. This is because the communication cost among two nodes is considered zero if the nodes are scheduled to the same processor. In order to distinguish the CP at an intermediate scheduling step from the original CP in the task graph, we call it the dynamic critical path (DCP). To reduce the scheduled length, we need to assign the nodes on DCP to the suitable processors and reduce the waiting time for them by clustering or duplicating. A new algorithm HDCPD is provided by duplicating the nodes on dynamic critical path in this paper. Before introducing the details, we discuss the parameters for it.
Parameters of DAG
To identify the nodes on the DCP, we introduce two attributes for each node. The earliest start time (EST) for task n j on processor p v is defined by (13) where and PRED( j) is the set of immediate predecessor of task n j . The EST is computed recursively by traversing the task graph downward from the entry task, and est(n entry , v) = 0. The dynamic critical path length, denoted by Max{est( j, v) + r j -}. The value of the DCPL is simply the schedule length of the partially scheduled task graph. The latest start time (LST) for task n i is defined (14) where SUCC( j) is the set of immediate successors of task n i . The LST is computed recursively by traversing the task graph upward from the exit task of the graph, and lst( n exit , u) = DCPL −r exit --. The very important predecessor of 
, then n i is a node on the DCP. PROOF: Assume on the contrary that n i is not on the DCP, the path with the largest sum of computation costs and communication costs, from n entry to n exit , leaping over n i , which length is DCPL. Then, by the definitions of EST and LST, est(i,u) is equal to the sum of computation costs and communication costs from n entry to n i , excluding (r(i,u); and lst(i,u) is equal to the sum of computation costs and communication costs from n i to n exit , which can also be expressed as . According to the assumption
Thus, n i is on the DCP.
The Insert Rule
The HDCPD algorithm uses an insertion based strategy which considers the possible insertion of a task in an earliest idle time slot between two already scheduled tasks on a processor. A node n i can be assigned to processor p u ,on which a set of m nodes {n 1 ,n 2 ...n m } have been scheduled, if there exists some value of k such that:
Where k = 0,1,...m, lst(m + 1,u) = ؕ, est (0,u) = 0 and A t (k,u) = est (k,u) + r(k,u) is the earliest available time for processor u. .
After n i is inserted into a processor, the communication cost among the nodes on the processor are set to zero. In addition, to preserve the linearity, a zero cost edge is added from the preceding node to n i , and another zero cost edge is added from n i to the succeeding node. Thus, n i 's EST and LST on processor p u can change due to the linear ordering of the nodes according to the start time within the processor.
HDCPD Algorithm
An accurate determination of important nodes for duplication is the key to obtain a short makespan. The most important nodes are those on the critical path, and their finish time determines the final schedule length. Thus the nodes on the CP should be examined for scheduling on the processors which provide the minimize runtime. However, the critical path varies during the scheduling
process, so the nodes on the dynamic critical path are of vital importance. Inserting them on the proper time slot or duplicating their important predecessors on the most suitable processor depends on which will reduce the complete time for them. Meanwhile the looking forward policy should also be used and their important successor should be taken into account. As to those unimportant nodes, assign them to the processors which will not increase the whole makespan. 
4) while not all nodes scheduled do { 5) n i :the node with the nodes with the smallest difference between its EST and LST; 6) if n i in CPset
//case1 The details for scheduling a node of case 2 will be provided in the following.
7) assign n i on CP //schedule all CP nodes on Pcp; 8) else if n i has the equal EST and LST //case2 9) assign n i on procesor gives Min {ect(n i )+est(vis(n i ) by inserting/ duplication
I. f p (n i ) = f p (vip(n i )) Insert n i on p(vip(n i )) ect(n i , p(vip(n i ))) = Max{est(n i , p(vip(n i ))), A t (k, p(vip(n i )))} + r(n i , p(vip(n i )))
(k is the value satisfying inserting rule)
.
est vis n f vip n A k p vip n
, ( ( )) , 
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Insert n i on p(hd) without duplicating vip(n i ) (p(hd) is the processor with lightest load) ect(n i , p(hd) = ect(vip(n i ), p(vip(n
. Calculate the ect(n i ) and est(vis(n i )) as discussed above, and choose the processor which offers the minimum sum of them.
The first stage, used for calculating the parameters for all nodes, has a time complexity O(P (N + E) ). The dominant part of the algorithm is the "while" loop. This loop executes O(N) times as there are N nodes in the DAG. Only the nodes on the dynamic critical path need consider the 5 different cases. There are O(logN) [15] nodes on the critical path of DAG and O(logN) edges along the critical path. Each time assign these nodes to 4 special processors and compare 5 different cases, trying inserting or duplication strategies. The time complexity is O(5logN). After assigning the node to the proper processor, the nodes parameters will be updated, and the time complexity is O(N + E). Thus the average overall time complexity is O(NlogN) and the worst case is O(N 2 ).
EXAMPLE AND COMPARSION
In this section, an example task graph is used to illustrate the efficient of the proposed algorithm. For comparison, the schedules generated by the previous scheduling algorithms discussed earlier are also presented. The task graph
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Directed acyclic task graph scheduling for heterogeneous computing systems by dynamic critical path duplication algorithm Choose the maximal DL(N i , P j ) at each step and the scheduling result: The whole scheduling length (makespan) is 520.
DLS Compute the EST for nodes

HEFT
Set the computation costs of tasks with mean value: Compute rank u for all tasks: Sort the tasks scheduling list by non-increasing order of rank u value: n1, n2, n5, n3, n6, n4, n8, n7, n9
Scheduling result: The whole scheduling length (makespan) is 480.
CPOP
Compute rank u , rank d and priority for all nodes 
The whole scheduling length (makespan) is 490.
TANH
Calculate all the parameters for nodes n1  0  70  -300 -370  440  -p2  p1  p3  p4   n2  70  120 -230 -280  350  n1  p2  p1  p3  p4   n3  70  120  -40 -90  230  n1  p2  p1  p3  p4   n4  70  120  30  -20  160  n1  p2  p1  p3  p4   n5  130 200  -80 -150  260  n2  p1  p2  p3  p4   n6  210 250  80  40  180  n5  p3  p1  p4  p2   n7  210 250  240 200  110  n5  p3  p1  p4  p2   n8  250 290  200 160  110  n6  p1  p3  p2  P4   n9  320 330  330 320  40  n8  p4  p1  p4  p2 Arrange the nodes in ascending order of level: n9, n8, n7, n4, n6, n3, n5, n2, n1. SET CP = {n1, n2, n5, n6, n8, n9} select the critical path processor (Pcp):p1, for
Initialize the priority queue: n1, n2, n5, n6, n8, n9, n3, n7, n4 Scheduling result:
The whole scheduling length (makespan) is 380.
HDCPD
Calculate EST and LST for all nodes: Table 7 . EST and LST for nodes. n1  n2  n3  n4  n5  n6  n7  n8  n9   EST  0  210  210  210  380  580  580  730 920   LST  0  210  410  600  380  580  770  730 920 Nodes in the CP set :{n1, n2, n5, n6, n8, n9} Select the critical path processor (P cp ):p1. When node n1, n2, n5 have been scheduled on processor 1, n3 will become the candidate. Node n3's favorite processor is P2 and the EST and ECT for n3 on P2 is 200,250. If n3's VIP n1 is duplicated on P2, the EST and EST and ECT will be reduced to 70 and 120. Meanwhile considering n3's VIS n6, it will receive the date transferred from n3 at time 200, since it is in the CPset, it should be scheduled on P1, which will be available at time 210. So schedule n3 on P2 and duplicate its VIP on P2, too. After doing so, update the EST and LST for all nodes. Continue this process until all the nodes have been scheduled on the proper processors. Scheduling n9 on its favorite processor P4, the next one is its favorite predecessor n8, along this way n6, n5, n2, n1 will be scheduled on P4. Similarly schedule n7 on its favorite processor P3, and duplicate its f pred n5, n2, n1 on it, and so on.
Node
The whole scheduling length (makespan) is 370.
SIMULATION ON SIMGRID
To demonstrate the feasibility of the HDCPD scheduling algorithm, the simulation results of comparing with other algorithms described previously are presented in this section. Here we use Simgrid [16] to simulate the performance of the scheduling algorithms, which is a toolkit that provides core functionalities for the simulation of distributed applications in heterogeneous distributed environments. Simgrid comes in two flavors.
1. The first one (SG) is a rather low-level toolkit that provides core functionalities for the simulation of distributed applications in heterogeneous distributed environments. SG is suitable for simulation on DAG scheduling. 2. The second one (MSG) is a simulator built using the previous toolkit.
It aims at being realistic and is more application-oriented. As the scheduling algorithm is based on DAG, we choose SG as simulator. A simulation on Simgrid usually includes three parts: the topology of resource interconnections, the structure of task graph, and the scheduling strategies. Simgrid treats CPUs and network links as unrelated resources and it does not make any distinction between data transfers and computations: both are seen as tasks. It is the responsibility of the user to ensure that their requirements are met.
Simulation Methodology
The following input parameters are used to create the DAG and HC environment for scheduling:
N: the total number of tasks in the DAG. The computation cost of the individual nodes and the communication cost of the edges are all randomly chosen.
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Directed Acyclic task graph scheduling for heterogeneous computing systems by dynamic critical path duplication algorithm Type of DAG: four types of DAG are generated, including the in tree, out tree, fork join, and random. For each type of DAG, different values of CCR are chosen.
M: the number of PEs. The variance of the execution rates is defined as the heterogeneity of computational power. As these variances increase, the system heterogeneities become more obvious.
Performance Metric
The comparisons of the algorithms are based on the following metrics:
NSL: Since a large set of task graphs with different properties is used, it is necessary to normalize the schedule length to a lower bound, which is determined by .
Number of occurrence of better quality of schedules: The number of times that each algorithm produced better, worse, and equal quality of schedules.
Running time of the algorithm: It is the execution time of an algorithm for obtaining the output schedule of a given task graph. This metric basically gives the average cost of each algorithm.
Workload balance of PEs: this metric evaluates whether the tasks are evenly allocated on the PEs, which is defined by is the heaviest workload on one PE, and is the average workload.
Experiment Results
Task duplication schemes are, in general, observed to be better than the Priority based and Cluster based schemes. The TANH and HDCPD algorithm show to outperform the other algorithms for different CCR. TANH generates clusters by arranging nodes in ascending order of levels, and then performs the duplication procedure when the available number of PEs is larger than that of clusters; or, it would carry out the processor reduction procedure. Comparatively, HDCPD first schedules the tasks on the critical path on the PE which offers the shortest runtime. Considering the effect that the critical path may dynamically change in the scheduling process, the HDCPD scheduling algorithm allocates the tasks on the current critical path on the certain PE, taking their successors into account.
To get the minimal finish time, they will insert into proper slot or duplicate the candidate's critical parent. Owe to these techniques, HDCPD works as well as TANH for computation intense DAG; as to communication intense DAG, HDCPD works better. Figure 9~11 show that the average scheduling lengths with different CCR.
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Directed acyclic task graph scheduling for heterogeneous computing systems by dynamic critical path duplication algorithm Comparatively, the HDCPD scheduling algorithm outperforms DLS, HEFT, CPOP and TANH in terms of the schedule lengths. The number of times of times that each scheduling algorithm in the experiments produced better, worse or equal schedule length compared to every other algorithm is shown in Figure 12 . The ranking of the algorithms based on occurrences of best results is {HDCPD, TANH, HEFT, DLS, CPOP}.
DLS performs exhaustive pair matching of modes to processors at each step of scheduling process to find the highest priority node. So it costs much longer time than the other algorithms. HDCPD only needs to consider the tasks on the dynamic critical path for 5 different situations. Generally, it needs less time. Figure 14 illustrates the workload balance degree of the algorithms with different CCR. In the scheduling process, TANH, HEFT, DLS and CPOP schedule all the tasks on the PEs that can start the tasks at the earliest time. Comparatively HDCPD assign those unimportant nodes on the processors that will not increase the whole makespan, which will distribute the workload among PEs as even as possible. Figure 15 shows that the average system utilization obtained by the 5 scheduling algorithms. It implies that the system utilization reduces as the number of PEs increases. The experimental results show that the HDCPD scheduling algorithm outperforms the other algorithms in terms of the system utilization. TANH duplicates all the corresponding predecessors to gain the earliest start time
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Directed acyclic task graph scheduling for heterogeneous computing systems by dynamic critical path duplication algorithm for every task, which will lead to some unnecessary duplication and need more PEs. HDCPD combines both the insert rule and duplication methods to gain the shortest makespan and avoid the unnecessary resource waste.
CONCLUSION
In this paper, we first obtain the stochastic bounds of makespan of scheduling DAG on heterogeneous processors by cluster scheduling and duplication scheduling strategies. Based on the bounds, we can minimize the communication time of the critical path of DAG by clustering or duplication to reduce the schedule length. As the scheduling process proceeds, the critical paths change dynamically. A new algorithm called HDCPD is proposed for scheduling application task graph onto a system of heterogeneous processors, which focus on how to schedule the tasks on the dynamic critical path to the proper processors. Inserting the nodes on the proper time slot or duplicating their important predecessors on the most suitable processor depends on which will reduce the complete time for them. Meanwhile the looking forward policy should also be used and the important successor should be taken into account. The average overall time complexity of HDCPD is O (NlogN). Some simulations have been made on Simgrid using randomly generated application graphs and computing environments. The simulation results show that HDCPD outperforms others in term of makespan, runtime, load balance, etc.
