A k-degenerate graph is a graph in which every induced subgraph has a vertex with degree at most k. The class of k-degenerate graphs is interesting from a theoretical point of view and it plays an interesting role in the theory of fixed parameter tractability since some otherwise W[2]-hard domination problems become fixed-parameter tractable for k-degenerate graphs.
Introduction
A k-degenerate graph is a graph in which every induced subgraph has a vertex with degree at most k. The most prominent class of degenerate graphs is the class of planar graphs: Since every induced subgraph of a planar graph is itself planar and since every planar graph contains a vertex of degree at most 5 every planar graph is 5-degenerate. Many other well-known classes of graphs are degenerate, including graphs with bounded genus, bounded maximum degree, bounded tree-width as well as H-minor-free graphs.
The class of k-degenerate graphs plays an interesting role in the theory of fixed parameter tractability since some otherwise W [2] -hard domination problems become fixedparameter tractable for k-degenerate graphs [1, 10] . Cai et. al use the method of random separation to obtain fixedparameter tractable algorithms for the problem of finding induced cycles and trees in degenerate graphs [5] . Degenerate graphs have also been studied from a theoretical point of view [6, 14, 4] .
Often, it is desired that isomorphic graphs are merged into one class and graph classes are considered instead of single graphs. This is called unlabeled graph generation. Labeled graph generation on the other hand, assumes that the vertices of the graph are integers 1, . . . , n and different graphs count as separate entities even though they might be isomorphic.
It is a well-known fact that the k-degenerate graphs are exactly the graphs whose vertex-set v 1 , . . . , v n can be wellordered such that the degree of v i in the graph induced by the vertices v i , . . . , v n is at most k for each i. These vertex-sequences are also called Erdős-Hajnal sequences. A labeled k-degenerate graph with vertex labels 1, . . . , n is called well-ordered, if each vertex with label i is incident to at most k vertices with label greater than i. Given a vertexset and -order, we consider the problem of enumerating and generating such well-ordered k-degenerate graphs uniformly at random. By generating well-ordered k-degenerate graphs we generate at least one labeled copy of each unlabeled kdegenerate graph and we filter some but not all isomorphies compared to the classical labeled approach. Therefore this method of generation might be preferable to the classical labeled approach. Sampling labeled planar graphs-a subset of the 5-degenerate graphs-uniformly at random has been studied extensively, e.g. [8, 3] . To the best of our knowledge, however, there have been no previous results for the general problem of enumerating and generating labeled degenerate graphs uniformly at random.
We investigate the problem of sampling from the set of well-ordered k-degenerate graphs and we will propose fast algorithms which are almost optimal after a precomputation under the real-RAM machine model. Since the precomputation must only be performed once for the uniform samplers the precomputation can be amortized when generating a large set of graphs. In addition to the uniform samplers we also propose practical complete non-uniform samplers with optimal running time. These generators are preferable to the uniform generators when generating only few very large graphs.
We then introduce the notion of strongly k-degenerate graphs which are a natural generalization of k-regular graphs. These graphs can be used to design generators for graphs with given core decomposition [2] . We present fast and complete algorithms for this class of graphs and show how to efficiently enumerate well-ordered strongly k-degenerate graphs with given number of vertices (and edges). The problem of generating regular graphs has been studied, e.g., in [12, 15, 11] . A survey of the results obtained for random regular graphs can be found in [16] .
Content Section 2 deals with ordinary well-ordered kdegenerate graphs. We present uniform as well as fast complete non-uniform generators for well-ordered k-degenerate graphs with a given number of vertices (and edges). Section 3 deals with well-ordered strongly k-degenerate graphs. In this section we present fast and complete non-uniform generator for the class of well-ordered strongly k-degenerate graphs with n vertices (and m edges). In Section 4 we present efficient algorithms for enumerating all well-ordered k-degenerate and strongly k-degenerate graphs with n vertices (and m edges) in amortized polynomial time per generated graph. An overview of our contribution can be found in Table 1 .
Preliminaries We will only consider loopless graphs without multiple edges. Throughout this paper let G = (V, E) be an undirected labeled graph with edge-set E and totally ordered vertex-set V := {v 1 , . . . , v n } such that v i ≺ v j if and only if i < j and vertex v i is assigned label i. For a vertex v i we define the successor-degree d
In the forthcoming, we will crucially exploit the simple observation that a graph with totally ordered vertex-set is a well-ordered k-degenerate graph if and only if the maximum successor-degree d
If the context is clear we will omit the subscript G. The neighborhood N(v i ) of a vertex v i is the set of vertices v j such that there is an edge {v i , v j }.
With some abuse of notation we will denote the set of all s-element subsets of a set X by X s . The set of edges of G will be denoted by E(G). Let X be a finite set and let f : X → R. Choosing x ∈ X proportional to f means choosing x with probability f (x)/ z∈X f (z). The term G[u 1 , . . . u k ] refers to the subgraph of G induced by the vertices u 1 , . . . u k .
We denote the class of well-ordered k-degenerate graphs with n vertices by D n,m . We will use the distributions listed in Table 2 .
Generating Well-Ordered k-Degenerate Graphs Uniformly
In this section we investigate the problem of generating wellordered k-degenerate graphs with n vertices or n vertices and m edges uniformly at random. We also present fast complete uniform and non-uniform generators, respectively. Every k-degenerate graph with n vertices can be decomposed into a k-degenerate graph with n − 1 vertices and an isolated vertex with at most k edges. The following recursive formulae for the cardinalities D 
The uniform samplers presented in the following sections crucially rely on the fact that these recursive formulae can be computed efficiently.
A Uniform Generator for D (k)
n Our approach is a recursive algorithm that expects an index i as well as the number of vertices n of the graph as parameters. It works as follows: If i = n it returns a graph consisting of an isolated vertex v n . Otherwise, it randomly chooses the successordegree d i of vertex v i according to a min{n − i, k}-restricted binomial distribution (see Table 2 ) and recursively calls itself generating a well-ordered k-degenerate graph G with n − i vertices labeled v i+1 , . . . , v n . Then it chooses d i distinct vertices uniformly at random, creates a new vertex labeled i and inserts new edges from v i to all d i selected vertices. The resulting graph G is returned (see Algorithm 1).
Next, we will show that Algorithm 1 samples wellordered k-degenerate graphs with n vertices uniformly at random if invoked with Degenerate(1, n, k). Let Y 1 denote the random variable representing the outcome of the call Degenerate(1, n, k). 
According to the definition of the algorithm the probability for G with input i and n is given by
Using Equation (2.1) and the induction hypothesis
The algorithm described above can be implemented in two phases, a precomputation phase in which we compute the cumulative distribution function of the k-restricted binomial distribution and the actual generating phase. The precomputation can be done in O(nk) time and space by precomputing the values
. . , n and x = 0, . . . , k. Using binary search on the values for a given i step 3 of the algorithm can be performed in time O(log k). Since we insert at most m edges the generation can be implemented to run in time O(n log k + m) time.
We gain a faster proceeding by approximating the probabilities in Phase 2. We assume that we can obtain random values in [0, 1] in constant time. To generate a random variate that is approximately k-restricted binomial distributed, we use the inversion method [7] . To that end, we approximate the cumulative distribution function by
using µ := n/2 and σ 2 = n/4 as well as the cumulative distribution function Φ µ,σ 2 of the normal distribution. The inverse of this function can be expressed as F −1 (p) = Φ evaluate only a constant number of terms of the series expansions of both Φ µ,σ 2 and Φ −1 µ,σ 2 in constant time. The resulting generator has a running time in O(nk + n) which is in O(n + m).
n,m In this section we present a uniform generator for well-ordered k-degenerate graphs with n vertices and m edges. Throughout this section we assume m ≤ nk − k+1 2 since this is the maximum number of edges of any k-degenerate graph with n vertices. The algorithm is similar to the algorithm presented in the previous section. At first we choose 0
. Then we recursively choose
. Next we choose d i vertices uniformly at random from G and finally we create a new vertex which is connected to all selected vertices in G . The pseudo-code is listed in Algorithm 2. Again we let X i , Y i+1 , Z i denote the random variables for the outcome of the randomized operations in lines 3, 4 and 5 of the algorithm, respectively.
n,m with equal probability, i.e.
Proof. The proof is analogous to the proof of Theorem 2.1. By induction we show that
n−i+1,m . Note that there is only one well-ordered k-degenerate graph with t vertices and no edges in our model of generation. Hence, the induction hypothesis holds analogous to the proof of Theorem 2.1. Using Equation 2.2 the probability for the graph G obtained by the algorithm with input i, n, m, k is given by
Again the algorithm can be implemented in two phases as follows: In the precomputation phase, we compute the values
of the cumulative distribution function used in step 3 of the algorithm for all 1 ≤ i ≤ n and 0 ≤ j ≤ min{n − i, m, k} and 0 ≤ m ≤ m using O(nmk) time and space. In line 3 of the algorithm we choose at most k edges. Using binary search on the precomputed values, we can evaluate the inverse cumulative distribution function in time O(log k). The total number of vertex insertions is n and the total number of vertex selections and edge insertions is O(m). Thus, we obtain a running time of O(n log k + m) if we have precomputed the cumulative distribution as described above and can access these numbers in constant time.
Therefore, the algorithm can be implemented to run in time O(n log k + m) after a precomputation of O(nmk). Note that the precomputation can be used to generate any graph in D
n ,m such that n ≤ n, m ≤ m and 0 ≤ k ≤ n − 1. That is, if the generator is used to compute a benchmark with graphs of specified sizes, the precomputation must only be done once with a dominant combination of the parameters n, m and k.
A Fast and Complete Generator for D (k)
n,m In this section we propose an efficient complete non-uniform generator for the class of well-ordered k-degenerate graphs with n vertices and m edges. The algorithm first chooses a successordegree-sequence by iteratively choosing vertices uniformly at random among the vertices v i which have been picked at most min{n − i, k} − 1 times. This can be done in O(m) time. Then it iterates over the vertices starting at the vertex with index n − 1 and chooses d i target vertices with higher index where d i denotes the successor-degree of vertex v i . The pseudo-code can be found in Algorithm 3.
The loop in line 5 can be implemented to run in time O(m) and the loop in line 10 can be implemented to run in time O(n + m) using a suitable data-structure. Hence, the algorithm can be implemented to run in this time.
It is clear, that the algorithm is complete. However, the algorithm does not generate well-ordered k-degenerate graphs according to a uniform distribution: In order to see this, we consider the sequence of successor-degrees induced by the well-ordering of the vertices of a k-degenerate graph. Any 2-degenerate graph with successor-degree sequence 1, 1, 0 is generated with probability 3/8 and the only 2-degenerate graph with successor-degree sequence 2, 0, 0 is generated with probability 1/4.
Generating Well-Ordered Strongly k-Degenerate Graphs
In this section we consider the problem of generating wellordered strongly k-degenerate graphs, i.e., well-ordered kdegenerate graphs with minimum degree k. We denote the class of well-ordered strongly k-degenerate graphs with n vertices by S (k)
n and the class of well-ordered strongly kdegenerate graphs with n vertices and m edges by S (k) n,m , respectively. The generators presented in the previous sections heavily relied on the fact that for any well-ordered kdegenerate graph the subgraphs G i := G[v i , . . . , v n ] are wellordered k-degenerate. Unfortunately, this is not true for wellordered strongly k-degenerate graphs.
We propose the following approach: First we generate a random well-ordered k-degenerate graph with n vertices (and m edges). Then we transform this graph into a well-ordered strongly k-degenerate graph. We have seen how ordinary well-ordered k-degenerate graphs with n vertices (and m edges) can be generated in the previous sections. Next, we describe how an ordinary well-ordered k-degenerate graph can be transformed into a well-ordered strongly k-degenerate graph in O(kn 2 ) time. We define the deficiency of a wellordered k-degenerate graph G = (V, E) as
Clearly, a well-ordered k-degenerate graph G is a wellordered strongly k-degenerate graph if and only if ∆(G) = 0. In order to transform an ordinary well-ordered k-degenerate graph into a well-ordered strongly k-degenerate graph we use the following lemma.
Lemma 3.1. Let G = (V, E) be a well-ordered k-degenerate graph with n vertices, m ≥ nk 2 edges and deficiency ∆(G) > 0. Then there is an edge {v, x} ∈ E and a vertex u such that G := (G − {v, x}) + {u, x} is well-ordered k-degenerate and ∆(G ) < ∆(G). 
in a contradiction to the assumption that m ≥ 
Thus we need to show that G is k-degenerate. Recall that a well-ordered graph is k-degenerate if and only if all vertices v satisfy d + (v) ≤ k. Note that this property can only be violated by edge-insertions (but not by edge-deletions), i.e., if the successor-degree sequence is increased for some vertex. Further d(u) < k implies d + (u) < k. There are six possible orderings of the vertices u, v, x. We will consider three cases:
The successor-degree sequence is not changed by the operation (Fig. 1b, 1d ).
(ii) u < x: The successor-degree is increased only for u. (Fig. 1a, 1c, 1e) .
Since we have assumed that v is the largest vertex with degree greater than k we have d(x) ≤ k, i.e., d(x) = k. However, this implies d − (x) = 0 in contradiction to the assumption that v is a neighbor of x and v < x.
In order to obtain a unique transformation we may assume (without loss of generality) that x and u are the smallest (respectively largest) vertices with the desired properties.
We can use the previous Lemma to obtain efficient and complete generators for well-ordered strongly k-degenerate graphs in S (k) n and S (k) n,m , respectively. The pseudo-code is listed in Algorithm 4. The Algorithm generates a random well-ordered k-degenerate graph and repeatedly applies Lemma 3.1 in order to transform the well-ordered kdegenerate graph into a well-ordered strongly k-degenerate graph. n,m . The first step of the algorithm can be performed in time O(n log k + m) after a precomputation of O(nk) and O(nmk), respectively. The algorithm then terminates after exactly ∆(G) applications of Lemma 3.1, where G denotes the graph generated in line 1. For a well-ordered k-degenerate graph G with n vertices ∆(G) ≤ nk. An application of Lemma 3.1 can be implemented to run in O(n) time. Therefore, the algorithm can be implemented to run in O(kn 2 ) and O(nmk) time, respectively. Algorithm 4 can also be used in combination with the acceptance-rejection method. By rejecting all graphs with deficiency greater than zero, we obtain a slow but uniform sampler for well-ordered strongly k-degenerate graphs. If we accept all graphs, on the other hand we obtain a fast generator with non-uniform distribution. By rejecting graphs with high deficiency and accepting those with low deficiency, we obtain generators in between the two extremes. Note that the algorithm can be used to generate k-regular graphs in O(k 2 n 2 ) time.
Enumerating Well-Ordered (Strongly) k-Degenerate Graphs
In this section we show how to enumerate well-ordered strongly k-degenerate graphs with n vertices (and m edges).
In order to obtain a unique representation of the well-ordered k-degenerate graphs we order edges by their smaller vertex and break ties by their bigger vertex. Further, we order edgesets using the edge-order and order graphs lexicographically by lexicographically ordering their edge-sets.
Enumerating
Well-Ordered (Strongly) kDegenerate Graphs with n Vertices The enumeration algorithm outlines as follows: At first we generate all (edge-)maximal well-ordered k-degenerate graphs. For each maximal well-ordered k-degenerate graph G we identify and enumerate those well-ordered strongly k-degenerate subgraphs whose lexicographically smallest well-ordered k-degenerate supergraph is exactly G. Thus, we generate each graph exactly once.
At first we describe how to generate all maximal wellordered k-degenerate graphs. We recall that, for a wellordered k-degenerate graph G, the maximum outdegree d + max (v i ) of vertex v i is min{n − i, k}. Then, the maximum number of edges of a well-ordered k-degenerate graph with n vertices equals
A k-degenerate graph is maximal if it has M(n, k) edges. This leads to the following observation. Observation 1. Let G be a maximal well-ordered kdegenerate graph on n vertices and let G be the graph induced by v n−k , . . . , v n . Then G is a clique on k + 1 vertices. Thus, any maximal well-ordered k-degenerate graph is strongly k-degenerate.
For an integer i, let C i denote the set {v i+1 , . . . , v n }, i.e., C i is the set of possible neighbors of v i which are larger than v i . Using the previous observation we obtain: Lemma 4.1. Let M be the set of all well-ordered maximal k-degenerate graphs. Then there is a bijection
Proof. Let G be a well-ordered k-degenerate graph and let N + (v i ) be defined as the set of neighbors of v i with index greater than i. We define Φ n,k (G) :
The representation given in Equation (4.12) can also be encoded by a sequence of strings as follows. Each set A ∈ C i k can be represented by a string s(A) consisting of |C i | − k zeros and k ones. Then each graph can be represented by the concatenation of these strings. Since it is possible to enumerate all possible binary strings consisting of |C i | − k zeros and k ones in constant amortized time [13] , we can enumerate each graph in constant amortized time and, thus, print every maximal well-ordered k-degenerate graph in O(n + m) amortized time per printed graph using a suitable data-structure.
For a well-ordered k-degenerate graph G we denote the lexicographically smallest maximal well-ordered k-degenerate supergraph by S (G). A well-ordered kdegenerate graph G with n vertices is called a proper subgraph of a maximal well-ordered k-degenerate graph S with n vertices if and only if S = S (G). We observe that the lexicographically smallest maximal well-ordered k-degenerate supergraph of G can be obtained by including the d
lexicographically smallest edges for every vertex v i which are not yet incident to v. Let X(G) denote this set of edges. Given a graph G, the foundation F(v i ) of a vertex v i is the largest set of edges {v i , v i+1 }, . . . , {v i , v i+ } such that F(v i ) ∈ E. The foundation of a graph G is defined to be F(G) = v∈V F(v). We state the following: Observation 2. Let S be a maximal well-ordered kdegenerate graph with n vertices and let G S be a subgraph of S with n vertices. Then G is a proper subgraph of S if and only if E(S ) \ E(G) ⊆ F(S ).
Using this observation we can characterize the proper subgraphs of a maximal well-ordered k-degenerate graph S by
This characterization can be used to design an efficient enumeration algorithm for well-ordered (strongly) k-degenerate graphs. The following Algorithm 5 enumerates all wellordered k-degenerate graphs using this characterization by branching on the subsets of the foundation. The input of the algorithm consists of a graph G, a set of edges X and a maximal well-ordered k-degenerate graph S . At each step the algorithm branches on some edge e ∈ (F(S ) ∩ E(G)) \ X. For each such edge the algorithm checks if G − e is well-ordered (strongly) k-degenerate. In this case, the algorithm outputs G − e and recursively calls itself on the smaller graph. If the graph is not well-ordered (strongly) k-degenerate, then no subgraph of G with n vertices can be well-ordered (strongly) k-degenerate: Hence, we need not branch further.
Input: well-ordered (strongly) k-degenerate graph G, forbidden-edges X, supergraph S Output: all well-ordered (strongly) k-degenerate proper subgraphs of S containing no edges in
Enumerate-For-Graph(G − e, X, S )
5
Enumerate-For-Graph(G, X ∪ e, S ) Proof. The algorithm recursively branches on the edges of F(S ) enumerating the subsets of F(S ) with decreasing size. Clearly, the algorithm only prints proper subgraphs of S by Equation (4.13).
On the other hand, let G be a proper subgraph of S , i.e., G is well-ordered k-degenerate and E(S ) \ E(G) ⊆ F(S ). Let Y ⊆ E(S ) \ E(G). Since G and S are well-ordered k-degenerate, so is G + Y. Let e 1 , . . . , e be any sequence of edges such that {e 1 , . . . , e k } = E(S ) \ E(G) then G i := G + {e 1 , . . . , e i } is well-ordered k-degenerate. Therefore the algorithm reaches and prints G when branching on the edges in F(S ).
In order to see why the amortized time per generated graph equals O(nm + m 2 ) we consider the search tree of the algorithm. Let G be a (strongly) k-degenerate graph and let N be the node in the search tree which is responsible for printing G. The maximum number of nodes which can be reached from N in the subtree rootetd at N without printing another (strongly) k-degenerate graph is at most m. Since the running time per node is O(n + m) the algorithm has an amortized running time of O(nm + m 2 ) per graph.
Finally, Algorithm 6 contains the pseudo-code for the topmost level. Note that the algorithm can be used to enumerate both regular and well-ordered strongly k-degenerate graphs with n vertices. Proof. Since the algorithm enumerates the proper subgraphs of all maximal well-ordered k-degenerate graphs it enumerates every graph exactly once. By Equation (4.13) and correctness of Algorithm 5 (Lemma 4.2) the algorithm enumerates all proper subgraphs for a given maximal wellordered k-degenerate graph. Since we can generate and print the maximal well-ordered k-degenerate graphs in amortized linear time the overall running time of the algorithm is O(nm + m 2 ) per enumerated and printed graph.
Enumerating
Well-Ordered (Strongly) kDegenerate Graphs with n Vertices and m Edges In this section, we describe how to enumerate well-ordered (strongly) k-degenerate graphs with n vertices and m edges. In order to obtain an efficient algorithm we first establish a simple criterion to decide if a given graph G contains a subgraph H such that G − E(H) is strongly k-degenerate.
Let G be a given well-ordered strongly k-degenerate graph and let X ⊆ E(G) be a set of edges. We define G 
Lemma 4.3. Let G = (V, E(G)) be a well-ordered strongly k-degenerate graph with n vertices and m > m edges and let X ⊆ E(G) be a set of edges. Then G contains a wellordered strongly k-degenerate subgraph G with n vertices and m edges which is a proper subgraph of S (G) and which contains all edges in X if and only if xs(G, X) ≥ m − m .
Proof. "if": Assume that xs(G, X) ≥ m − m . Then G contains a subgraph H with edge-set E(H) such that
with |E | = m − m . Then G − E is a well-ordered strongly k-degenerate proper subgraph of S (G). Clearly, G − E is strongly k-degenerate since all vertices have degree ≥ k by definition of u i . Additionally, G − E is a proper subgraph of S (G) since E ⊆ F(S (G)) by Observation 2. "only if": Assume that G contains a well-ordered strongly k-degenerate subgraph G with m edges which is a proper subgraph of S (G) and which contains all edges in X. Let E := E(G)\E(G ). Then clearly, E ⊆ E(G)\X and E ⊆ F(S (G)) by Observation 2, i.e., E ⊆ (E(G) \ X) ∩ F(S (G)).
Hence, E is a subset of E(G F X ). Let H := G(V, E ), then H is a subgraph of G Input: (well-ordered strongly) k-degenerate graph G, forbidden-edges X, supergraph S Output: all well-ordered (strongly) k-degenerate proper subgraphs of S containing no edges in X if (F(S ) ∩ E(G)) \ X ∅ then Proof. The proof is similar to the proof of Theorem 4.1. The running time results from the fact that we can check xs(G, X) ≥ i in time O(n 3/2 m). Let G be a well-ordered (strongly) k-degenerate graph which is printed by the algorithm. In the search tree we then consider the vertex associated with G as well as the path from the source to G and all vertices which can be reached from this path at distance one. Clearly, this path contains O(m) vertices. In total these vertices account for at most O(n 3/2 m 2 ) time of the algorithm. Since we only branch on graphs which have at most one well-ordered (strongly) k-degenerate subgraph, we cover the total running time by assigning O(n 3/2 m 2 ) time to each printed graph.
In order to enumerate ordinary well-ordered kdegenerate graphs with n vertices and m edges we need only check if |E(G − e) ∩ F(S (G))| ≥ |E(G − e)| − m. This can be done in constant time if we allow to have a marker for edges in the foundation of S (G). Testing whether the graph is wellordered k-degenerate and printing the graph can be done in time O(n + m). Therefore, we can enumerate ordinary wellordered k-degenerate graphs with n vertices and m edges in time O(nm + m 2 ) per enumerated graph.
Open Problems and Future Work
In this paper we have presented efficient algorithms for enumerating and generating well-ordered k-degenerate graphs. The problem of generating well-ordered strongly kdegenerate graphs uniformly at random remains open. This problem seems particularly interesting since the strongly kdegenerate graphs with n vertices and nk/2 edges are exactly the k-regular graphs. Solving this problem may yield new insights into the problem of generating labeled k-regular graphs uniformly at random which has been studied for some time.
