The image reconstruction from noisy data is studied. A nonparametric boundary function is estimated from observations in N independent channels in Gaussian white noise. In each channel the image and the background intensities are unknown.
Introduction
We study a problem that belongs to the image analysis or reconstruction of images from noisy data. Let us start with a statistical model proposed in [10] , Y; =!(X;)+~;, i = 1, ... ,n.
(
1.1)
This is a discrete model with a number of observations n, n ~ oo. In this model, f is an unknown "intensity" function that depends on a two-dimensional "input"
{ !J(x) f(x) = fz(x)
if X E G,
where x = (x 1 , x 2 ). Though the model (1.1) resembles a regression model, the objective is not to estimate f. In image analysis, the goal is to estimate the boundary of G, i.e., the curve of discontinuity off.
Let us discuss in brief a continuous analogue of the model (1.1)
where W(x 1 , x2) is a two-dimensional white noise -a formal derivative of the twodimensional Wiener sheet W(x 1 ,x 2 ), (see [5] or [10] Here W(x 1 ,x 2 ) is a standard Weiner sheet-a Gaussian random field that has the zero-mean and whose variance equals the area of the rectangle R. The covariance of this random field is given by the formula (1.3)
A natural analogue to the discrete observations y(nl(x!,x 2 ) above is the random field of the continuous observations Y(x1, xz) which satisfies the following equation:
where a small parameter e is a substitution for un- 1 Note that a consistent estimation in the model (1.4) is possible due to a small parameter c . Probably, the first work where a continuous white noise image model has been introduced is [6] . In this paper, the likelihood ratio was found and its asymptotics was studied as £ --+ 0 in a parametric hnage model. In nonparametric problems the statistical models are studies with image domains G or their edges not described by finitely many parameters [10] . In nonparametric problems the key question is about estimators that are uniformly good over a broad classes of domains. One possible approach is in the minimax optimality of estimators. The minimax rates of convergence guarantee a certain degree of approximation for any domain within the given class of domains. In the parametric case, the minimax rates of convergence have been studies for a variety of models [10, 11, 9] . Many works in image analysis are practically motivated, e.g., the deconvolution methods [3, 4] , the productivity analysis [2, 9] , among others. Adaptive estimation in image reconstruction is another interesting direction. In this case, we deal with many nonparametric models, and we wish to find an estimator which is optimal or near optimal for each model without information about the true model. An example is the estimation of image boundaries of unknown degree of smoothness [1] .
It is worthy mentioning a closely related area of studies: estimation of support of a density. This density can be either a probability density or an intensity of a
Poisson point process [10, 11] . The minimax approach and the rates of convergence turn out to be quite similar in image and density supports estimation. It is also wmth to notice that the one-dimensional analogue of an image estimation problem is a change-point problem. For possible estimators and their rates of convergence we refer to [8] , [7] and [12] .
Multi-channel model
Suppose we have a single observation of an unknown image in (1. 
where N is a number of channels. The model (2.1) is the principal object of our study. It describes N independent "snap-shots" of the same unknown image G. For the boundary fragments, our model (2.1) can be written explicitly, or in differential form, j = l, ... ,N.
(2.2)
The model (2.2) has a "double" nonparametric structure. First, it has the nonparametric part that comes from the unknown boundary function T(xr). Second, there is a growing number 2 N of unknown constants f:Jj and Bj , and we have to take into account this growing dimension of the "nuisance" parameter B. Note that the components of() are not identifiable, i.e., they cannot be estimated consistently as N ----t oo . As shown below, the rate of convergence in the boundary function estimation should be associated to the "total jump" -the quadratic norm of jumps:
The rate of convergence depends as well on the a priori degree of smoothness of the boundary function. We work with the Holder smoothness of an integer degree 
It will be shown that (3.1) is a likelihood function. Actually, it is a functional as it depends on observations ij and the whole function f = f(-). We emphasize this dependence writing Z = Z(x1,x2lf). The function f(·) should be looked at as an "input variable" in Z(x 1 , x2l f). To define the maximum likelihood estimator, the maximization over f of this functional must be specified and explained. This is
To understand what Z(x1, x2l f) in (3.1) has to do with the likelihood, consider the formal log-likelihood of the Gaussian distribution scaled by
2 .
J=l
Leaving only the terms depending on f, we obtain the log-likelihood functional, 
where ~j 'e; 'TJj and ryj are independent normal random variables with zero mean and variance 8/to. The cause to take the four strips is to make the estimates independent. Thus, we have got the two independent estimates of Bj and Oj with random errors whose variance 8/to is finite. Now we are ready to mimic the case of known (}'sand to combine the observations }j(xb x2)'s into a singe random field:
The random field Z(x1, x2l f) in (3.3) plays the same role of a log-likelihood functional as the one in (3.1). .4), we obtain the asymptotic
with <Jv = N/116011
4 .
Comparing the latter asymptotic representation with that in Lemma 3.1, we see the two differences. There is an additional factor 116011 2 , and there is a different intensity of the stochastic term. Recall that we want to use the log-likelihood for maximization over f . Clearly, the constant factor does not spoil this game. In what concerns the intensity of the stochastic term, indeed, we have to make some extra payment for unknown B's.
The maximum likelihood estimator, The key difference between the one dimensional multi-channel change point problem in [8] 1 1
.. , /'fJ-rl, I' E JRf3, for the vector of the polynomial coefficients.
To define the maximum likelihood estimator on the set of polynomials, we have to take the maximum of Z ( xr, x2 I f) over all the polynomial coefficients I', I' E JRf3. To avoid the technical troubles of maximization, we look at the log-likelihood functional on a discrete subset, where m = ( mo, mr, ... , m(J-1) is a /3-tuple of integers. We think of (3.6) as a To define the maximum likelihood estimator of the value r(a) at the fixed point x 1 = a, we need the log-likelihood (3.3) only within the strip
The maximum likelihood estimator r;:, = r;:,(-) is defined as the "point" of maxi-
Due to the properties of the Wiener sheet, a unique point of maximum exists with probability 1. We take the value of r;:, at XJ = a for the maximum likelihood For the true boundary function r(xt) define its approximate Taylor's polynomial r< 0 l(x 1 ) at x 1 =a by the formula 13 )
where the integers rrL(O,i) are given by
Define the vector of these integers,
The Taylor approximation (3.10) is a convenient tool to describe the distance between the actual function r(x!) and its estimator fN(xt 
C(T(O) IT, B)
is Gaussian, so that 
where Lemma 3.5 has been applied. The latter infinite sum is finite,
Finally, combining these estimates, we find that the limit in (3.14) is zero, L, to) and B E 8o.
Lower bound
Recall, our model is (2.2):
where e = {(Bj,BJ),j = 1, ... ,N} E rn:. 2 N is unknown. To(x 1 ) by a "bump" of height o~ centered at a point a E (0, 1), i.e. let Tt ( Xt) =
Notice that both, To( Xt) and Tt ( Xt) belong to our class of boundary functions
For 'P ( Xt ) = o~ 'PO ( "!~") this gives the following:
For the two hypotheses T; (X[ ) , i = 0, 1 denote the sets and by S; = S(G;), i = 0,1 denote the corresponding areas.
We impose the following condition on our hypotheses: we require that the difference between the areas St and So be of order cfv, i.e. St -So = ro cfv. This Thus, it is enough to show that the lower limit of the expectation --1 > 1 --
where the last inequality is due to the Schwarz inequality. We will now use the direct computations to calculate Zo and Z1:
First, for the sake of simplicity, we compute this expectation for one channel: For N large the first factor on the right-hand side of ( 4.11) is equivalent to
The second factor in ( 4.11) has a finite limit:
Using the Lemma 4.1 one more time with a = 1 ~~~~0 , p, = 0 and {3 = a the last factor in (4.11) has expectation Hence, the expectation in ( 4.6) is also bounded from below by the same constant.
This completes the proof. D
Appendix
Proof. (Lemma 3.1) Add to the right-hand side of (3.2) the following sum independent of f:
After that, as the easy algebra shows, the right-hand side of (3.2) turns into the right-hand side of (3.1). Next, the random field in (3.1) satisfies,
J=l defines a new standard Wiener sheet, and the stochastic term equals
Finally, find that 
j=l From (2.2), the sum on the right-hand side of the latter equation can be written as 
