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A key requirement facing organisms acting in uncertain dynamic envi-
ronments is the real-time estimation and prediction of environmental
states, based on which effective actions can be selected. While it is be-
coming evident that organisms employ exact or approximate Bayesian
statistical calculations for these purposes, it is far less clear how these
putative computations are implemented by neural networks in a strictly
dynamic setting. In this work, we make use of rigorous mathematical
results from the theory of continuous time point process ﬁltering and
show how optimal real-time state estimation and prediction may be im-
plemented in a general setting using simple recurrent neural networks.
The framework is applicable to many situations of common interest,
including noisy observations, non-Poisson spike trains (incorporating
adaptation), multisensory integration, and state prediction. The optimal
network properties are shown to relate to the statistical structure of the
environment, and the beneﬁts of adaptation are studied and explicitly
demonstrated. Finally, we recover several existing results as appropriate
limits of our general setting.
1 Introduction
Theselectionofappropriateactionsinthefaceofuncertaintyisaformidable
task faced by any organism attempting to survive in a hostile dynamic en-
vironment. This task is exacerbated by the fact that the organism does not
havedirectaccesstotheenvironment(ortoitsinternalbodystate),butmust
assess these states through noisy sensors, often representing the world via
randomspiketrains.Itisbecomingincreasinglyevidentthatinmanycases,
organisms employ exact or approximate Bayesian statistical calculations
(Averbeck, Latham, & Pouget, 2006; Deneve, Latham, & Pouget, 2001; Ma,
Beck, Latham, & Pouget, 2006; Pouget, Deneve, & Duhamel, 2002; Doya,
Ishii, Pouget, & Rao, 2007; Knill & Pouget, 2004) in order to continuously
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estimate the environmental (or bodily) state, integrate information from
multiple sensory modalities, form predictions, and choose actions. What is
less clear is how these putative computations are implemented by neural
networks in a dynamic setting. Moreover, given that the environment itself
isuncertain,itwouldseemnaturaltocapturethisuncertaintybyadistribu-
tionoverstatesratherthanasinglestateestimator(Zemel,Dayan,&Pouget,
1998). This full distribution can be later utilized differentially in various
contexts, in particular, for the optimal combination of different information
sources. Thus, the effective representation of full probability distributions
by neural networks is also an important issue that needs to be resolved.
The problem of hidden state estimation based on multiple noisy spike
trainshasbeenreceivingincreasingattentionoverthepastfewyears.Much
emphasis has been laid on Bayesian approaches, which facilitate the natu-
ral incorporation of prior information and can often be guaranteed to yield
optimal solutions. While many naturally occurring problems are dynamic
in nature, a large fraction of the work to date has focused on static stimuli
(Averbeck et al., 2006; Deneve et al., 2001; Ma et al., 2006; Pouget et al., 2002;
Pouget, Dayan, & Zemel, 2003; Zemel et al., 1998). More recently attention
has shifted to dynamic phenomena and online estimation (Barbieri et al.,
2004; Beck & Pouget, 2007; Deneve, 2008; Eden, Frank, Solo, & Brown, 2004;
Huys, Zemel, Natarajan, & Dayan, 2007; Pitkow, Sompolinsky, & Meister,
2007). Our work, formulated within the rigorous theory of real-time non-
linear ﬁltering and applied to dynamic spike train decoding, offers several
advantages over previous work, as described in more detail in section 7.3.
In fact, our results indicate that optimal real-time state estimation based
on point process observations is achievable by relatively simple neural ar-
chitectures. As opposed to much previous work, there is no need for time
discretization and input process smoothing, which may lead to loss of in-
formation. These results suggest a solid theoretical foundation for dynamic
neural decoding and computation and recover many previous results in
appropriate limits. A particularly useful feature of the framework is the
demonstration that the computation of the posterior distribution can be
achieved in real time by a bilinear neural network. Ultimately, however,
the merit of a model is based not only on its mathematical elegance but
on its power to explain existing experiments and predict novel behaviors.
While some limits of our formulation, such as the static limit, lead to results
that have already been experimentally veriﬁed, the main advantage of the
general framework is in setting the stage for mathematically precise, yet ex-
perimentally veriﬁable, predictions for future experiments dealing directly
with dynamic phenomena.
Considerthefollowinggenericsituation.Anagentobservestheenviron-
ment through a set of noisy (possibly multimodal) sensory neurons. Based
on these observations, the agent needs to estimate the state of the envi-
ronment (more generally, the state distribution) with the highest accuracy
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and the observation process are fully known, then the state distribution can
be optimally recovered through the so-called Bayes ﬁlter (Jazwinsky, 1970;
Thr¨ un, Burgard, & Fox, 2005) based on an exact calculation of the posterior
statedistribution.Forexample,ifboththeenvironmentalandobservational
processes are linear and are corrupted by gaussian noise, the optimal ﬁlter
reduces to the classic Kalman ﬁlter (Anderson & Moore, 2005). For the state
estimationprocedure to beeffective in abiological context,it mustbepossi-
ble to implement it robustly in real time by a neural network. In a biological
setting, the agent observes the environment through a set of sensory neu-
rons, each of which emits spikes at a rate that depends on the current state
of the environment according to the neuron’s ﬁxed response function (the
tuning curve). These spike trains are continually sent to a neural network,
which computes a probability distribution over environmental states.
Surprisingly, it turns out that under well-deﬁned mathematical condi-
tions (hidden Markov process and Poisson spiking activity; see section 2
for precise deﬁnitions) the solution to the problem of spike train decoding
has been known for many years (see, e.g., Br´ emaud, 1981, and the his-
torical survey provided there). However, the mathematical derivation in
Br´ emaud is highly intricate, relying on sophisticated mathematical tech-
niques from the theory of stochastic processes, which may not be widely
available. This abstruseness may be one reason for the fact that this exact
and rigorous body of theory has rarely been used by the computational
neuroscience community (see, e.g., Twum-Danso & Brockett, 2001, for a
notable exception). In fact, some of the results presented over the past
few years in the context of hidden state estimation and neural decoding
can be viewed as special cases of the general theory developed in Boel
and Benes (1980) and Br´ emaud (1981). Because of the intricate nature of
the derivation in Br´ emaud, we present a simpliﬁed derivation available as
an online appendix (see http://www.technion.ac.il/∼rmeir/BobMeiEld-
appendix.pdf).Thisonlineappendixwillenablereaderswhoareunfamiliar
withtheadvancedtheoryofmartingalestofollowthederivationusingsim-
ple techniques. Within this framework, the optimal posterior distribution
over environmental states (the Bayes ﬁlter), given the sensory spike trains,
is exactly computed in real time by a bilinear recurrent neural network. It is
essential to note that the posterior distribution is based on the exact spike
times, so that no temporal information is lost (as is often the case when time
is discretized or other approximations are made). A preliminary version of
the results appears in Bobrowski, Meir, Shoham, and Eldar (2008). Next, we
summarize the main contributions of this work:
1. Incorporation of environmental noise in the general ﬁltering frame-
work. Within this setting, we establish the existence of an optimal
width for the tuning function of the sensory cells. This width de-
pends on the noise level, suggesting that for optimal performance,
the system must adapt to the speciﬁc environmental conditions.1280 O. Bobrowski, R. Meir, and Y. Eldar
2. Application of the framework to the multisensory integration of sig-
nals.Ourresultsprovidenovelpredictionsinthedynamicsettingand
recover previous results in the static limit (e.g., Deneve et al., 2001;
see section 4 for details). Furthermore, they provide succinct expla-
nations for several experimentally observed phenomena related to
enhanced response and inverse effectiveness.
3. Development of a framework for history-dependent spike trains and
a consideration of the effect of adaptation on system performance.
Interestingly, we can show that adaptation can beneﬁt neural com-
putation. More speciﬁcally, when the system is subjected to energy
constraints (e.g., limits on the overall number of spikes ﬁred per unit
time), adaptation leads to near optimal performance.
4. Showing how a simply modiﬁed system addresses prediction of fu-
ture states (rather than estimating the current state).
The remainder of this letter is organized as follows. Section 2 describes
the precise problem formulation and the basic ﬁltering equation based on
Br´ emaud (1981). We show how this equation can be implemented by a
simple recurrent neural network, followed by several simulations demon-
strating the system’s performance. Section 3 incorporates environmental
noise and studies its effect. Section 4 considers multisensory integration,
andsection5discussesindetailthecasewherethestimulus(orworldstate)
is static. Section 6 presents an extension to a larger class of point processes
and demonstrates how phenomena such as adaptation can easily be incor-
porated. Section 7 brieﬂy describes additional extensions (prediction, log-
posterior computation), as well as a detailed comparison to previous work.
2 Filtering a Markov Process from Poisson Measurements
Consider a dynamic process Xt representing the state of the world (e.g.,
the location of an object, its shape, orientation, velocity). We assume that
Xt is a continuous-time ﬁnite state Markov process, with a ﬁnite state-
space S = {s1,...,sN} and an inﬁnitesimal generator matrix Q =
 
qij
 
. This
implies that the transition probabilities are given by
P
(τ)
ij
 
= P
 
Xt+τ = sj |Xt = si
 
=
 
qijτ + o(τ) i  = j
1 + qiiτ + o(τ) i = j,
(2.1)
withqii =−
 
j =i qij < 0(seeGrimmett&Stirzaker,2001,formoredetails).
The state Xt is not directly observed but is processed through a set of
M sensory cells, each of which produces a spike train, associated with a
counting process N
(m)
t . At this point, we take the spikes to be generated
by an inhomogeneous Poisson process, where the process rate dependsBayesian Filtering in Spiking Neural Networks 1281
on the current environmental state (such processes are referred to as
doubly-stochastic Poisson processes; see Snyder & Miller, 1991). We denote
the rate of the process generated by the mth cell by λm(Xt), where λm(·)
represents the tuning curve of the mth cell. The ﬁring events of the different
sensory cells are assumed to be independent given the state. Our goal is to
compute the posterior probabilities,
pi(t)
 
= P
 
Xt = si
 
 
 N
(1)
[0,t],...,N
(M)
[0,t]
 
,
where N
(m)
[0,t] ={ N
(m)
s }t
s=0 isthefullhistoryoftheprocess Nt.Morespeciﬁcally,
we are looking for an online computation method that can be carried out
by a neural network.
In the remainder of this section we present the solution derived in
Br´ emaud (1981) and discuss the interpretation of this solution as a neu-
ral network, followed by simulations. For completeness, we present a full,
albeit simpliﬁed, derivation of these results in an online appendix. We
note that simpliﬁed derivations of special cases of the ﬁltering equations
in Br´ emaud, based on time discretization followed by a limit process, have
been recently presented in Deneve (2008) and Pitkow et al. (2007; see also
Twum-Danso & Brockett, 2001, for an intuitive explanation of the results
from Br´ emaud, 1981, in a continuous time context). We discuss this work
in a comparative setting in section 7.
2.1 The Filtering Equation. There is increasing interest in providing an
answer to the problem presented above in different neuroscience contexts.
Interestingly, as stated in section 1, this mathematical ﬁltering problem
was addressed in the 1970s, and rigorous solutions, under well-deﬁned
mathematical conditions, have existed since then. In a historical context,
we note that a mathematically rigorous approach to point process ﬁltering
in continuous time was developed during the early 1970s following the
seminal work of Wonham (1965) for ﬁnite state Markov processes observed
in gaussian noise and of Kushner (1967) and Zakai (1969) for diffusion
processes. One of the ﬁrst articles presenting a mathematically rigorous
approach to nonlinear ﬁltering in continuous time based on point process
observationswasSnyder(1972),extendedlaterbySegall,Davis,andKailath
(1975). We comment that this letter considers only the case of a ﬁnite state
space. The formalism for continuous state spaces is also available in some
cases (e.g, Boel & Benes, 1980), but will not be pursued in this work.
The solution presented in Br´ emaud (1981) introduces a new set of
nonnegative and nonnormalized functions ρi(·), related to pi (t) by
pi(t) =
ρi(t)
 N
j=1 ρj(t)
. (2.2)1282 O. Bobrowski, R. Meir, and Y. Eldar
It is shown in section VI.4 of Br´ emaud (1981; see also the online appendix)
that {ρi(t)}N
i=1 obey the following set of N differential equations,
˙ ρi(t) =
N  
k=1
qkiρk(t) +
 
M  
m=1
(λm(si) − 1)νm(t)
 
ρi(t) − λ(si)ρi(t),
i = 1,...,N, (2.3)
where
λ(si) =
M  
m=1
λm(si); νm(t) =
 
n
δ
 
t − t(m)
n
 
,
and {t
(m)
n }∞
n=1 denote the spiking times of the mth sensory cell. In other
words, the function νm(t) represents the spike train of the mth sensory cell.
The parameters qki are elements of the generator matrix Q. This set of
equations can be written in vector form as
˙ ρ(t) = Q ρ(t) +
 
M  
m=1
( m − I)νm(t)
 
ρ(t) −  ρ(t), (2.4)
where I is the identity matrix, and
ρ(t)=(ρ1(t),...,ρN(t))
  ;
 m =diag(λm(s1),...,λ m(sN));   =
M  
m=1
 m.
In appendix A we present a full closed-form solution to equation 2.4. Ex-
amining the solution given in equation A.3, we can analyze this network’s
activity pattern. Between spikes, ρ(t) depends exponentially and smoothly
ontime,varyingatatimescalethatdependsontheeigenvaluesofQandthe
maximal ﬁring rates of the sensory cells (through the tuning curves). Upon
the arrival of a spike from the mth sensory cell at time t, ρ(t) is updated
according to ρ(t+) =  mρ(t−). In other words, the variable ρi(t) evolves on
a slow timescale between spikes and on a fast timescale on the arrival of a
spike.
2.1.1 Network Interpretation. The variables {ρ1,...,ρN} in equation 2.3
can be interpreted as representing the activity of a set of N neurons in a
recurrent (posterior) neural network. The second term in equation 2.3 rep-
resents the effect of the sensory inputs on each such posterior neuron. EachBayesian Filtering in Spiking Neural Networks 1283
Figure 1: The decoding network structure. The sensory cells respond to a stim-
ulus with spike trains N
(m)
t . The connection strength between the mth sensory
cell and the ith posterior network cell is λm(si) (as in equation 2.3). This con-
nection weight multiplies the sensory cell activity and is passed as input to
the second recurrent layer. This layer computes the posterior probabilities ρ(t)
based on equation 2.3. The recurrent synaptic weights in the posterior network
are controlled by the prior transition parameters q ji.
sensory neuron emits a Poisson spike train based on the current input and
its receptive ﬁeld and affects the posterior cell through its impulse train
νm(t). (The Poisson assumption will be relaxed in section 6.) In addition, the
ﬁrst term in equation 2.3 shows that each posterior neuron receives inputs
from other posterior neurons based on the weights {qij}. The third term
represents a simple state-dependent decay of the nonnormalized distribu-
tion. In many cases, the variables λ(si) are near constant, in which case they
affect the posterior variables ρi only by the overall normalization and can
be dropped. A graphical display of the network and its interpretation can
be found in Figure 1. Note that the ﬁrst term in equation 2.3 represents a
“mapping of the world” onto the recurrent decoding network, establishing
a representation of the environment through the synaptic weights; this can
be interpreted as a Bayesian prior in a Bayesian setting.
One possible implementational problem with equation 2.3 is that the so-
lution may explode exponentially. Since the physical variable of interest is
the posterior probability, obtained by renormalizing ρi(t) as in equation 2.2,
the overall normalization is irrelevant. Note, however, that in some cases
(e.g., computing the minimum mean squared error estimator), the normal-
ized distribution is required. In any event, as long as we are interested in
the largest posterior probability, it is clear that the normalization has no
effect. In principle, one can add to equation 2.3 an operation that period-
ically renormalizes the variables so that
 N
i=1 ρi(t) = 1. Alternatively, one1284 O. Bobrowski, R. Meir, and Y. Eldar
can add a term to the equation that guarantees that this normalization be
automatically obeyed at each step, as was done, for example, in equation
2.13 of Beck and Pouget (2007). In the numerical demonstrations presented
in the sequel, we have renormalized ρi(t) periodically in order to prevent
explosive solutions.
The network described in equation 2.3 can be viewed as a formal neural
network. While it seems to be somewhat removed from a direct physiolog-
ical interpretation, we believe that a physiologically plausible network can
be constructed based on its principles. We discuss the main interpretational
issues here but defer a full physiological implementation of these ideas to
future work.
First, we note that while the sensory neurons produce spike trains rep-
resented through the variables νm(t), the posterior neurons are described
by a continuous variable ρi(t). Within a biological implementation of equa-
tion 2.4, one may view ρi(t) as the probability of spiking (see also Pitkow
et al., 2007). This interpretation may seem to pose difﬁculties in a biological
context since the probability of spiking cannot be directly communicated
between neurons. However, an easy remedy for this would be to simply
replicate each posterior neuron many times and allow each such replicated
neuron to ﬁre Poisson spike trains at a rate consistent with equation 2.3.
This would correspond to the well-studied linear Poisson spiking network
(e.g., Gerstner & Kistler, 2002). Since spikes can be directly communicated
between neurons, such an implementation would be biologically feasible.
A second difﬁculty with the physiological interpretation relates to the mul-
tiplicative gain—the second term in equation 2.4. This term requires that
the activity of the posterior neuron i be modulated by a multiplicative
term based on the activity of the sensory neurons. While not entirely stan-
dard, there is an increasing evidence for this type of multiplicative gain
in biological neural networks in both the visual and somatosensory cor-
tices (e.g., McAdams & Maunsell, 1999; McAdams & Reid, 2005; Sripati &
Johnson, 2006), and such interactions are thought to play an important role
in neural computation (Salinas & Thier, 2000). Moreover, speciﬁc biophys-
ical mechanisms and computational models have been proposed for these
phenomena (Murphy & Miller, 2003; Sripati & Johnson, 2006). A third issue
that can be raised against the plausibility of the network proposed is that
posteriorneuronsareaffecteddifferentiallybasedonthefeedforwardinput
sensory neurons (multiplicative gain) and additively through the posterior
network recurrent weights. However, given the very different nature of the
two types of inputs and their effects on the postsynaptic target through dif-
ferent distributions of receptors, it is not implausible that the two types of
interactionsleadtoverydifferenteffects(see,e.g.,Rivadulla,Sharma,&Sur,
2001). In fact, there is solid evidence for the existence of multiplicative in-
teractions basedon thespecialproperties of theNMDA receptor(Rivadulla
et al., 2001), which is ubiquitous in cortical circuits and is widely believed
to lead to coincidence detection (Tsien, 2000). Next, we comment on theBayesian Filtering in Spiking Neural Networks 1285
renormalization issue alluded to above. This can be addressed within a
physiological context using the well-documented phenomenon of divisive
inhibition(e.g.,Cavanaugh,Bair,&Movshon,2002;see,e.g.,Beck&Pouget,
2007,forasimpleimplementationofdivisiveinhibition,inacontextrelated
to equation 2.4, leading to normalization).
Finally, we comment brieﬂy on the possible implementation of the for-
mal network, equation 2.3, in the brain. In a visual context, we view the
sensorylayerinthemodelascorrespondingtotheinputsfromtheretinavia
the lateral geniculate nucleus (LGN) to the cortex (a similar interpretation,
mutatis mutandis, would hold for other sensory modalities). The recurrent
connections{qij}withintheposteriornetworkwouldthencorrespondtothe
lateral connections between cortical pyramidal neurons. The latter are well
known to play an essential role in cortical processing, overwhelming the
thalamicinputsbyawidemargin.Interestingly,withinourmodel,stronger
connections qij exist between neurons that represent similar states. For ex-
ample, in a dynamic context, the matrix elements between similar states are
larger,correspondingtohighertransitionprobabilitiesbetweensuchstates.
This observation is consistent with the larger observed functional connec-
tivity between cells of similar orientation selectivity (e.g., Ts’o, Gilbert, &
Wiesel, 1986). Moreover, the competitive dynamics of our model’s poste-
rior network is also consistent with the soft winner-take-all view of the
lateral interactions between cortical neurons (see Douglas & Martin, 2004,
for a physiological motivation and demonstration). Experimental tests of
our proposed model could consist of differentially interfering with the
feedforward multiplicative interactions (possibly through NMDA receptor
antagonists) and the lateral additive interactions suggested by our model,
thereby comparing the different spatial and temporal effects of the two in-
formation streams. For example, we would expect that disrupting lateral
connections (prior knowledge) would lead to particularly signiﬁcant per-
formance degradation when the sensory input is sparse. We note that an
equation similar to 2.4 has been derived recently in Pitkow et al. (2007)
for a two-dimensional random walk Markov process. Pitkow et al. provide
further support to the idea that the visual area V1 may naturally implement
this type of network.
2.1.2 Numerical Demonstrations of the Filtering Equations. Next, we exam-
ine the system behavior by numerically solving equation 2.4 and its exten-
sions. (A closed-form solution to equation 2.4 can be found in appendix
A.) The numerical solution corresponds to an actual implementation of the
abstract neural network described in equations 2.3 and 2.4. These results
areaimedatdemonstratingperformanceandcanbeviewedasasimpleim-
plementation of the experimental setup considered in Warland, Reinagel,
and Meister (1997) in the context of retinal decoding.
We consider a simple setting where the decoding system attempts to
track a moving particle; this basic setup, with modiﬁcations, will serve1286 O. Bobrowski, R. Meir, and Y. Eldar
for all the numerical demonstrations in this work. Consider a small ob-
ject moving vertically on a line, jumping between a set of discrete states
{si}N
i=1, each representing the position of the object. The object is observed
by a retina consisting of M sensory cells, where each sensory cell m gener-
ates a Poisson spike train with rate λm(Xt) where Xt is the world state at
time t. The tuning curve of the mth sensory cell is taken to be a gaussian
centered at cm,o fw i d t hα, height λmax, and baseline level λbase,n a m e l y ,
λm(s) = λbase + λmax exp(−(s − cm)2/2α2).1 The tuning curve centers cm are
uniformly spread over the input domain. The same experimental protocol
isusedthroughouttheletterwithslightvariationsrequiredbytheextended
settings described in sections 3, 4, and 6.
For the simulations presented throughout this letter, we use different Q
matrices to represent the world state dynamics. The Q matrices are con-
structed in such a way that the most likely transitions are from any state to
one of its neighbors, where a neighbor is deﬁned by the Euclidean distance
between the physical states. The general structure of the Q matrix is as
follows:
qij =

 
 
ci exp
 
−
(i − j)
2
2β2
 
i  = j
−µ i = j,
(2.5)
where β and µ are positive real numbers and ci = µ/
 
j =i(exp(−
(i−j)
2
2β2 )), so
that
 
j qij = 0. The average number of transitions per unit time is µ.
Figure 2 displays the motion of the particle between N = 250 different
statesforachoiceofQmatrixasdescribedabove,thespikingactivityof M =
125 position-sensitive sensory cells, and the tracked posterior distribution.
In Figures 2a to 2c, the tuning curve parameters are chosen to produce
only a few spikes. In this case, we can see how the level of uncertainty
(posterior variance) increases between spike arrivals, when no information
is provided. In Figures 2d to 2f, the spiking activity is much more intense,
leading to more accurate results (lower posterior variance).
Next, we consider a naturally discrete state discrimination task. This
example also demonstrates how to achieve improved performance by en-
riching the state space of the model. Speciﬁcally, we augment the state
representation by adding the movement direction as well as the visibility
mode of the stimulus. Deﬁne a new set of states ˜ sijk = (si,dj,v k), where sis
represent the object’s locations, dj denotes the current movement direction
(in this case d1 = up, d2 = down), and vk represents whether the stimulus
is visible to the system (v1 = visible, v2 = invisible). The tuning curves λijk,
1The results are demonstrated for a gaussian tuning curve, but the theory applies to
arbitrary tuning functions.Bayesian Filtering in Spiking Neural Networks 1287
Figure 2: Tracking the motion of a single object in 1D. (a) The trajectory of the
object’smovement.(b)Sensoryactivity.Adotrepresentsaspikearrivingfroma
sensorycell,wherethe y-axisrepresentsthecell’spreferredlocation.Inthissim-
ulation, the ﬁring rates are extremely low (λmax = 15,λ base = 0). (c) The activity
of the posterior network. The y-axis represents the location represented by each
cell, and the black intensity represents the probability P(Xt |spiking activity),
rangingfrom0=whiteto1=black.(d–f)Samesetup,withλmax = 75,λ base = 2.5
leading to an intense sensory activity. In both simulations N = 250, M = 125,
α = 0.016, β = 2, and µ = 500.
i = 1,2,...,N, j,k = 1,2, are constructed as follows. For states where the
stimulus is visible, the tuning curves are gaussian functions of the location
as before. However, for the states where the stimulus is invisible, the cells
cannot differentiate the locations, and hence they all respond with the same
spontaneous rate λspon. Note that the movement direction is not encoded in
the ﬁring rate of the sensory cells.
The basic dynamic setup is as in Figure 2, except that the states are aug-
mented as described in the previous paragraph. Denoting the nonnormal-
ized probabilities of this three-dimensional state by ρijk(t), we can retrieve
the distribution of the location alone by using the marginal distribution
ρs
i (t) =
 
j,k ρijk(t). The results are presented in Figure 3c. Alternatively, by
poolingtheprobabilitiesoverallpossiblelocationsandvisibilitymodes,we
get ρd
j (t) =
 
i,k ρijk(t)—the discrete probabilities discriminating between1288 O. Bobrowski, R. Meir, and Y. Eldar
Figure 3: Tracking based on position and direction sensors. (a) The object’s tra-
jectory. (b) The activity of sensory cells. The dashed bars mark points in time
where the input was blocked (i.e., the transition (si,dj,v 1) → (si,dj,v 2)), and
the solid bars mark the times when the blockade was removed. (c) The poste-
rior evolution based on place and direction sensory input. (d) The direction-
discriminating distribution. We present the probability of upward movement
pup;thedownwardmovementprobabilityissimply pdown = 1 − pup.(e)Thevis-
ibility discriminating distribution. We present the probability that the stimulus
is visible pvisible; the invisible stimulus probability is pinvisible = 1 − pvisible.T h e
simulation parameters are N = 101, M = 50,λ max = 75,λ base = 5,λ spon = 18.75.
the two possible movement directions. The results presented in Figure 3d
demonstrate the high quality of the binary decision that is possible by clas-
sifying the direction of motion based on the maximal posterior probability
for the (up, down) directions.Similarly, by pooling theprobabilitiesover all
possible locations and directions, we get ρv
k(t) =
 
i,j ρijk(t)—the discrete
probabilities discriminating between stimulus visibility and nonvisibility.
The results are presented in Figure 3e.
The Q matrix used in this simulation is different from the previous
one, and somewhat more complicated, as it has to include the transitions
between directions and visibility modes. As there are N × 2 × 2 = 4N pos-
sible states, Q is of size 4N × 4N. The construction of the matrix Q in this
example is provided for completeness in appendix B.
Tracking the movement direction naturally lends further robustness to
the position estimation. As can be seen in Figure 3c, when the input of
the sensory cells is blocked (and the sensory cells ﬁre spontaneously), the
system estimates a movement that continues in the same direction. When
theblockadeisremoved,thesystemisresynchronizedwiththeinput.ItcanBayesian Filtering in Spiking Neural Networks 1289
Figure 4: Environmental noise model.
be seen that even during periods when sensory input is absent, the general
trend is well predicted, even though the estimated uncertainty increases.
3 Noisy Environment
The assumption so far (as in previous work) is that the tuning curve λm(Xt)
is a direct function of the state and that the uncertainty in the system arises
from the Poisson spike trains only. In other words, we assume that the
sensory cells have access to the state of the world, and the uncertainty is
due to their own noisy activity. However, noise is likely to appear even
before the spike trains are generated. For example, consider the task of
tracking an object moving through haze. In this case, the image perceived
by the retina is blurred and unclear; therefore, the neural activity represents
not the object’s location directly, but, rather, noisy information about its
location.
We consider the model in which a hidden state process Xt (deﬁned
similarly to the previous section) passes through a noisy channel. This
channelintroducesaninterferenceprocessWt.Asaresult,theinputarriving
at the sensory system is F(Xt,Wt) rather than Xt itself, implying that the
tuning curves are now λm(F(Xt,Wt)) rather than λm(Xt)( s e eF i g u r e4 ) .
For example, assuming an additive-noise model we take F(x,w) = x + w.
However, the model presented here applies to any general function F.T o
simplify the notation, we deﬁne ˜ Xt = (Xt,Wt), and λm( ˜ Xt)  λm(F(Xt,Wt)).
Assuming that Wt ∈ {w1,...,wL} is a continuous-time ﬁnite state
Markov process (CFMP), independent of Xt, the combined process
˜ Xt is also a CFMP (with N × L different states). Thus, using equa-
tion 2.4, we can compute the nonnormalized probabilities ˜ ρi,j(t) ∝ P( ˜ Xt =
(si,wj)| N
(1)
[0,t],...,N
(M)
[0,t]). To obtain Xt’s nonnormalized posterior distri-
bution, we compute the marginal nonnormalized probabilities: ρi(t) =  
j ˜ ρi,j(t) (see Figure 5). In order to avoid the computation of the nuisance
noise distribution (as in Figure 5), we present in appendix C the derivation
of the following set of equations computing the state distribution directly:
˙ ρi(t)=
N  
k=1
qkiρk(t)+
 
M  
m=1
(ηm(si,t)−1)νm(t)
 
ρi(t)−η(si,t)ρi(t), (3.1)1290 O. Bobrowski, R. Meir, and Y. Eldar
Figure 5: Computing the posterior distribution in the presence of noise. The
full posterior network computes the posterior distribution of the combined
state ˜ Xt = (Xt,Wt). By a simple summation, we get the posterior distribution of
the state Xt alone.
where
ηm(si,t)=E
 
λm(Xt,Wt)
 
 
 Xt = si, N
(1)
[0,t],...,N
(M)
[0,t]
 
;
η(si,t)=
M  
m=1
ηm(si,t).
Equation 3.1 is similar to equation 2.3, except that instead of λm(si)w e
requireatime-varyingsynapticweightηm(si,t)whichistheaveragesensory
response (with respect to the noise).
In principle, computing the expectation required to estimate ηm(si,t)
requires conditioning on the spiking history. Assuming that Wt changes
sufﬁciently rapidly relatively to the spiking activity and that all its mo-
ments are ﬁnite, we may remove the spiking history from the conditional
expectation, implying the following approximate relationship:
ηm(si,t) ≈ E[λm(Xt,Wt)|Xt = si ]  ηm(si),
which yields the equation
˙ ρi(t) =
 
k
qkiρk(t) +
 
M  
m=1
(ηm(si) − 1)νm(t)
 
ρi(t) − η(si)ρi(t)
(i = 1,2,...,N), (3.2)Bayesian Filtering in Spiking Neural Networks 1291
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Figure 6: Noisy input simulation. (a) The original stimulus (N = 250). (b)
The noisy version perceived by the sensory cells (M = 125,σ2 = 0.01,λ max =
75,λ base = 5, α = 0.008, β = 3, and µ = 50). (c) The posterior network response,
ﬁltering out the noise. (d) Comparing the MSE of the optimal estimator in the
presence of noise. The solid line represents the MSE of the correct model that
takes the noise into account. The dashed line represents the original model,
where noise is ignored.
where η(si) =
 M
m=1 ηm(si). The equation set 3.2 calculates the posterior dis-
tribution of the state process Xt alone, using the average responses of the
sensory cells, with respect to the noise process Wt.
Similar to the noiseless case, we can represent equation 3.2 in a vector
form as
˙ ρ(t) = Q ρ(t) +
 
M  
m=1
( m − I)νm(t)
 
ρ(t) −  ρ(t), (3.3)
where
 m = diag(ηm(s1),...,η m(sN));   =
M  
m=1
 m.
Figure 6 presents the performance of the system in the presence of noise.
Figures 6a to 6c present a single trial of tracking a stimulus moving through
N = 250 states, observed by M = 125 sensory cells. The state model is simi-
lartotheoneusedinFigure2.Thenoisestatespaceisuniformlydistributed
in the range [w1,wL] with w1 =− 1/2,wL = 1/2, L = 1000. The noise distri-
bution is of the form c exp(−w2
j/2σ2
w) with σ2
w = 0.01, and we assume that it
contributes additively to the input: F(Xt,Wt) = Xt + Wt.I tc a nb eo b s e r v e d
that the posterior network ﬁlters out the noise signiﬁcantly. In Figure 6d,
we simulate different levels of noise, and compare the performance of the
original ﬁltering equation, 2.4, with its noisy version, equation 3.3. The
comparison is based on the empirical mean squared error (MSE) of the
minimum MSE (MMSE) optimal estimator calculated from the posterior
distribution represented by the network:
ˆ Xt =
 
i
siP
 
Xt = si
 
 
 N
(1)
[0,t],...,N
(M)
[0,t]
 
.1292 O. Bobrowski, R. Meir, and Y. Eldar
Obviously, taking the noise statistics into account signiﬁcantly improves
the system’s accuracy.
4 Multisensory Integration
Organisms usually observe the environment through multiple sensory
modalities, integrating these different modalities in order to obtain a more
reliable percept. Clearly a signiﬁcant beneﬁt may result from multisensory
integration in situations where noise disrupts one or both of the modalities.
Interestingly,itturnsoutthatmultisensoryintegrationismuchmorepreva-
lent in sensory processing than was once believed (Ghazanfar & Schroeder,
2006). In this section, we discuss how the framework described in section 2
may be applied in this context to derive optimal multisensory integration
of signals. In this work, we deal only with the issue of the integration of the
multimodal signals. As Deneve and Pouget (2004) pointed out, the prob-
lem is more involved than simple averaging of sensory modalities since the
different modalities often use different coordinate frames, and some mech-
anism must be proposed in order to dynamically translate the signals to a
common frame of reference. This section deals with the general dynamic
setting introduced in section 2. The restriction to the static case is discussed
in section 5.
Consider the case of multimodal inputs, where a subset of the sensory
inputs arises from one modality (e.g., visual) while the remaining inputs
arise from a different sensory modality (e.g., auditory). These modalities
may differ in the shapes of their tuning curves, their response latencies,
and the information they provide about the stimulus. In the sequel, we will
use the symbols V and A to refer to any two modalities; they should not
be interpreted literally as visual and auditory, however. While we present
the formulation for two sensory modalities, it can be easily extended to any
number of modalities.
We brieﬂy summarize our main contributions concerning multimodal
integration. As far as we are aware, our results provide the ﬁrst derivation
of optimal multimodal sensory state estimation in a dynamic setting. Al-
though they follow directly from the general formulation in section 3, they
provide some speciﬁc insight into multisensory integration. First, we note
that while it is clear that multisensory information is essential in providing
information when one of the sensory sources disappears or is occluded, we
showinsection4.2thatitisessentialalsoinstandardnoisysituationswhere
multisensory information sources exist simultaneously. More speciﬁcally,
givenaﬁxednumberofsensorycells,weshowthatsplittingtheinformation
gathering between two sensory modalities leads to superior performance.
As we show in section 4.2, this occurs due to the independence of the noise
processes contaminating each observation. Second, we provide a simple
mechanistic explanation for the widely observed phenomenon of inverse
effectiveness. Finally, we show in section 5.1 that the dynamic extensionBayesian Filtering in Spiking Neural Networks 1293
to multisensory integration offered in this section yields well-known re-
sults that have been derived previously only in the static limit (Witten &
Knudsen, 2005; Deneve & Pouget, 2004).
4.1 Multimodal Equations. We start with the simpler case, where no
environmentalnoiseispresent.Considerthefollowingcase:wehaveastate
process Xt that is observed via a set of Mv visual sensory cells with spiking
activities{N
v,(1)
t ,...,N
v,(Mv)
t }ﬁringatrates{λv
1(Xt),...,λ v
Mv(Xt)},andasetof
Ma auditory sensory cells with spiking activities {N
a,(1)
t ,...,N
a,(Ma)
t } ﬁring
at rates {λa
1(Xt),...,λ a
Ma(Xt)}. We are interested in calculating the posterior
probabilities:
pi(t) = P
 
Xt = si
 
 
 N
v,(1)
[0,t] ,...,N
v,(Mv)
[0,t] , N
a,(1)
[0,t] ,...,N
a,(Ma)
[0,t]
 
.
Extending the unimodal case, it is easy to show that the nonnormalized
probabilities in this case satisfy
˙ ρ(t) = Q ρ(t) +
 
Mv  
m=1
( v
m − I)νv
m(t) +
Ma  
m=1
( a
m − I)νa
m(t)
 
ρ(t)− ρ(t),
(4.1)
where
νv
m(t) =
 
n
δ
 
t − tv,(m)
n
 
 v
m = diag
 
λv
m(s1),λ v
m(s2),...,λ v
m(sN)
 
νa
m(t) =
 
n
δ
 
t − ta,(m)
n
 
 a
m = diag
 
λa
m(s1),λ a
m(s2),...,λ a
m(sN)
 
  =
Mv  
m=1
 v
m +
Ma  
m=1
 a
m.
Equation 4.1 represents the optimal multisensory computation in this case.
The formulation in the presence of environmental noise is as follows.
Consider a state process Xt that has two projections: Vt = Fv (Xt,Wv
t ) and
At = Fa (Xt,Wa
t ). Each of these projections contains partial and noisy infor-
mation about Xt. We assume that Vt and At are independent given Xt.T h e
input to the visual system is Vt (instead of Xt); namely, the visual tuning
curves are {λv
1(Vt),...,λ v
Mv(Vt)}. Similarly, the input to the auditory system
is At,sotheauditorytuningcurvesare{λa
1(At),...,λ a
Ma(At)}.Inotherwords,
we introduce different sources of noise to each of the modalities. By extend-
ing the derivation in section 3, it is easy to show that the ﬁltering equation1294 O. Bobrowski, R. Meir, and Y. Eldar
in this case is
˙ ρ(t) = Q ρ(t)+
 
Mv  
m=1
 
 v
m − I
 
νv
m(t) +
Ma  
m=1
 
 a
m − I
 
νa
m(t)
 
ρ(t) −  ρ(t),
(4.2)
where
ηv
m(si) = E
 
λv
m(Vt)|Xt = si
 
ηa
m(si) = E
 
λa
m(At)|Xt = si
 
 v
m = diag(ηv
m(s1),...,η v
m(sN))  a
m = diag(ηa
m(s1),...,η a
m(sN))
  =
 Mv
m=1  v
m +
 Ma
m=1  a
m.
Note that this representation is very general. The only assumption made
is that Vt, At have some statistical relationship with Xt. This allows, for
example, for each of the inputs Vt and At to convey different pieces of
informationaboutthestate Xt,withdifferentlevelsofuncertaintyandnoise.
4.2 Multimodal Observations Provide More Information. The follow-
ing discussion is qualitative and aims to provide some intuition for the
beneﬁt gained by multimodal processing, especially in the noisy setting.
Equation 4.2 seems to imply that having Mv visual cells and Ma auditory
cells yields the same results as a system with Mv + Ma sensory cells of the
same modality. This claim, however, is incorrect.
Consider two sensory modalities denoted by V and A, each of which
observes noisy state processes {Vt} and {At}, respectively (see section 3 for
a deﬁnition). The most accurate information that can be extracted about the
state from the sensory spike trains of each modality alone are the probabili-
tiesP(Xt = si |V[0,t])andP(Xt = si | A[0,t]).Inthemultisensorycase,theideal
statereconstructionisgivenby P(Xt = si |V[0,t], A[0,t]),whichisneverworse
than the reconstruction offered based on a single modality. This occurs be-
cause all inputs of the same modality are driven by the same partial noisy
information, and therefore the accuracy level of such a unimodal system
is restricted. However, adding inputs from a different modality provides a
second observation on the same data and increases the system’s accuracy
signiﬁcantly. We demonstrate this effect in Figure 7 by showing that for
a ﬁxed number of sensory cells, it is advantageous to split the resources
between two sensory modalities rather than using a single modality with
the same number of sensory cells.2
2The example provided of this enhancement applies to a speciﬁc setup. Establishing
general conditions for it to hold is an interesting open question.Bayesian Filtering in Spiking Neural Networks 1295
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Figure 7: Increasing accuracy by using a second modality. Solid line: Taking
Mv inputs from one modality and Ma inputs from the other modality. Dashed
line: Using Mv + Ma inputs from a single modality. The noise variance for both
modalities was equal to 0.2. We plot the empirical MSE of the optimal esti-
mator for different values of Ma. The remaining simulation parameters are
N = 51, Mv = 25,λ max = 50,λ base = 1, and α = 0.02. Results are averaged over
ﬁve trials.
Consider a tracking task where the number of states is N = 51, and we
use Mv = 25 sensory cells of the V modality. We now add to those sensory
cells another group of Ma cells of a second modality, for varying values of
Ma. The state and noise setup here are similar to those of Figure 6, only now
we solve equation 4.2 instead of 3.3. The solid line represents the empirical
MSE of the MMSE optimal estimator in a multimodal network receiving
Mv inputs from the ﬁrst modality and Ma inputs from a second modality.
Recall that each sensory modality is driven by a different noise process. The
dashed line represents the MSE in a unimodal network receiving Mv + Ma
inputs from a single modality. Following the discussion above, since the
second modality is driven by a different noise process, it provides a second
observation on the process, which for this choice of parameters improves
the system’s accuracy.
5 The Static Case
In this section we examine the case of a static (yet random) stimulus
in order to gain further insight into the system’s behavior. As stated in
section 1, much earlier work has dealt with this limit, and we show how
manypreviousresultsarerecoveredwiththissetting.Moreover,wepresent
some explicit experimental predictions in this context.1296 O. Bobrowski, R. Meir, and Y. Eldar
The assumption that the process Xt ≡ X is constant in time implies that
Q = 0. Using equation A.3, it is easy to see that
ρi(t) = ρi(0)exp
 
−t
M  
m=1
λm(si)
 
M  
m=1
(λm(si))
N
(m)
t , (5.1)
where N
(m)
t is the number of spikes arriving from the mth input cell during
the interval [0,t]. This result has already been presented in previous work
(e.g., Sanger, 1996).
5.1 The Gaussian Case. We examine the static stimulus results, assum-
ing gaussian tuning functions, and a gaussian prior. In the unimodal case,
we show that the optimal estimator can be approximated by the population
vector method (see Georgopoulos, Kalaska, Caminiti, & Massey, 1982). We
canalsoshowthattheoptimalmultisensoryestimatorcanbeapproximated
by a weighted average of the optimal unimodal estimators. Similar results
have been described in previous work (e.g., Deneve & Pouget, 2004; Witten
& Knudsen, 2005) and are supported by experimental data.
We start by examining the model without noise and extend the results
in the noise model later.
5.1.1 Unimodal Case. Assume that all the tuning functions are shifted
versions of the same prototype gaussian, namely,
λm(s) = λmax exp
 
−
(s − cm)2
2α2
 
. (5.2)
The parameter λmax represents the maximal ﬁring rate of the cells and will
remain constant throughout this discussion. The cell’s preferred location is
represented by cm, where we assume that all the cms are uniformly spread
over a given range (i.e., cm = m c). The tuning function’s width is repre-
sentedbyα.Theassumptionontheprioristhatρi(0)isa“discretegaussian”
of the form
ρi(0) ∝ exp
 
−s2
i /2σ2
x
 
. (5.3)
Assuming that the state space spans a wide range and that |si − si−1|→0,
we can regard σ2
x as the prior’s variance. Applying equations 5.2 and 5.3 to
5.1 yields
ρi(t)=c exp
 
−s2
i /2σ2
x
 
exp
 
−t
M  
m=1
λm(si)
 
×
M  
m=1
 
λmax exp
 
−
(si − cm)2
2α2
  N
(m)
t
. (5.4)Bayesian Filtering in Spiking Neural Networks 1297
When the tuning functions are dense enough, the sum in the second ex-
ponential is a constant (independent of i), and by combining all the other
exponentials, we obtain a posterior distribution that is still discrete, but its
expression is the same as a gaussian distribution with the following mean
and variance:
µ =
 M
m=1 cmN
(m)
t
α2
σ2
x +
 M
m=1 N
(m)
t
; σ2 =
 
1
σ2
x
+
 M
m=1 N
(m)
t
α2
 −1
. (5.5)
Thus, if we consider sufﬁciently many cells in the network (dense enough
si’s), then the mean and variance of the posterior distribution calculated by
the system are those in equation 5.5. Note that both the minimum mean
squared error (MMSE) and the maximum a posteriori (MAP) estimators in
this case equal µ. Interestingly, when we take the prior to be ﬂat (i.e., σx →
∞), the posterior mean is given by an average of the receptive ﬁeld centers,
weightedbythespikingactivityofthecorrespondingsensorycells,leading
to the well-known population vector estimator (Georgopoulos et al., 1982).
However, as is clear from our analysis, the population vector is optimal
only under very restrictive conditions.
5.1.2 Multimodal Case. The Bayesian approach is widely used in the
frameworkofmultisensoryintegration(e.g.,Deneve&Pouget,2004;Witten
& Knudsen, 2005). Assume we have a random variable X observed via
two abstract measurements V and A and that given the value of X,t h e
measurements V and Aareindependent.Inthiscase,usingBayes’theorem,
p(X | V, A)=
p(V, A| X)p(X)
p(V, A)
=
p(V | X)p(A| X)p(X)
p(V, A)
∝
p(X | V)p(X | A)
p(X)
, (5.6)
and when the prior over X is ﬂat, we get
p(X | V, A) ∝ p(X | V)p(X | A). (5.7)
Equations 5.6 and 5.7 are extensively used in the multisensory integration
literatureandaresupportedbyexperimentalevidence(seeWitten&Knud-
sen, 2005). Using our framework, it is easy to show that in the static case,
ρ
v,a
i (t) =
ρv
i (t)ρa
i (t)
ρi(0)
, (5.8)
analogous to equation 5.6. Now assume that the different modalities have
different tuning curve widths, denoted by αv and αa. Decoding using each1298 O. Bobrowski, R. Meir, and Y. Eldar
modality separately, according to equation 5.5 we get approximately the
following mean and variance for the calculated posterior distributions:
µv =
 Mv
m=1 cmN
v,(m)
t
α2
v
σ2
x +
 Mv
m=1 N
v,(m)
t
; σ2
v =
 
1
σ2
x
+
 Mv
m=1 N
v,(m)
t
α2
v
 −1
µa =
 Ma
m=1 cmN
a,(m)
t
α2
a
σ2
x +
 Ma
m=1 N
a,(m)
t
; σ2
a =
 
1
σ2
x
+
 Ma
m=1 N
a,(m)
t
α2
a
 −1
.
Using equation 5.8, it is easy to show that the posterior distribution
produced by the multimodal network is also a gaussian with the following
mean and variance:
µv,a =
 
1/σ2
v
1/σ2
v + 1/σ2
a − 1/σ2
x
 
µv +
 
1/σ2
a
1/σ2
v + 1/σ2
a − 1/σ2
x
 
µa
σ2
v,a =
1
1/σ2
v + 1/σ2
a − 1/σ2
x
.
This implies that the optimal MMSE (or MAP) estimator in this case is a
linear combination of the unimodal optimal estimators (µv,µ a), where the
weight applied to each modality is inversely proportional to its posterior
variance. If we assume that the auditory input, for example, supplies no
information about the stimulus, then σ2
a = σ2
x, which leads us back to the
unimodal case. Also, taking σx →∞(a ﬂat prior), yields
µv,a =
 
1/σ2
v
1/σ2
v + 1/σ2
a
 
µv +
 
1/σ2
a
1/σ2
v + 1/σ2
a
 
µa;
σ2
v,a =
1
1/σ2
v + 1/σ2
a
. (5.9)
The posterior mean estimate based on a weighted mixture of the single
modality responses has been experimentally observed (e.g., Ernst & Banks,
2002; Deneve & Pouget, 2004; Witten & Knudsen, 2005). One possible
application of these ideas concerns the situation where different contrast
levels distinguish between the two modalities. In this case, the modality
with lower contrast will lead to reduced ﬁring activity and increased
variance (see the equations above for the dependence of the variance on
the spiking activity), thereby reducing its relative contribution. We now
turn to extend the results to the noisy setting. Note that the only difference
between the recursive equations, 2.4 and 3.3, is the replacement of  m by
 m. Assuming that the noise follows a “discrete gaussian” distribution, itBayesian Filtering in Spiking Neural Networks 1299
is not hard to show that in this case, ηm(si) ∝ λmax exp(−
(si−cm)2
2(α2+σ2
w)). Following
the steps described in the unimodal setting above results in a “discrete
gaussian” posterior distribution with the following mean and variance:
µ =
 M
m=1 cmN
(m)
t
α2+σ2
w
σ2
x +
 M
m=1 N
(m)
t
; σ2 =
 
1
σ2
x
+
 M
m=1 N
(m)
t
α2 + σ2
w
 −1
. (5.10)
Note that by taking σw = 0 (no external noise), we get the same result as in
equation 5.5. The results in the multimodal case are similar.
Themultimodalcaseoffersspeciﬁcpredictionsfortheoptimalweighting
of different sensory modalities. From equation 5.9 we see that the optimal
posterior mean estimate is given by a weighted average of the unimodal
means, weighted by their inverse variances (this result has been estab-
lished previously). Such a weighted combination seems to be a general
feature of multisensory integration (Witten & Knudsen, 2005) and has been
observed in both the visual-auditory case (Deneve & Pouget, 2004) and in
a visual-haptic setup (Ernst & Banks, 2002). Another interesting feature of
our solution relatesto thestrengthof theresponseof multisensory neurons,
ascomparedtotheresponsestoindividualmodalities.Ithasbeenobserved
(Stanford, Quessy, & Stein, 2005) that multisensory neurons in the mam-
malian superior colliculus exhibit an enhanced response when a bimodal
stimulus is presented. The enhancement can be superadditive, additive, or
subadditive. Moreover, the phenomenon of inverse effectiveness has been
observed, whereby neurons that respond weakly to either of two sensory
modalities respond superadditively when receiving bimodal input. In the
casewherebothmodalitiesalonerespondvigorously,nosuchenhancement
is observed. In Figure 8, we use equation 5.9 to present typical bimodal re-
sponses in two cases, which agree qualitatively with these observations
related to cross-modal enhancement (see the ﬁgure captions for details).
These results provide a mechanistic explanation for the phenomenon of
cross-modal enhancement, an explanation that hitherto has been lacking
(Stanford et al., 2005). Finally, we comment that the relation established
between the optimal tuning curve width to the environmental noise level
leads to a clear and testable prediction.
5.2 Optimal Tuning-Curve Width. In this section we demonstrate the
existenceofanoptimalvalueforthetuningcurvewidth,whichdependson
theenvironment.Theideabehindthisissimple.Consideraﬁxednumberof
tuning curves covering some ﬁnite domain. Narrow tuning curves lead to
a low number of spikes, but to good localization of the source once a spike
is detected. When the tuning curves are wide, a large number of spikes are
detected, while only poor localization can be achieved. Interestingly, we1300 O. Bobrowski, R. Meir, and Y. Eldar
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Figure 8: Multimodal enhancement based on equation 5.9. (a) Typical gaus-
sian responses (after normalization) to strong and coherent stimuli. Here, we
observe that neurons responding to both modalities exhibit a subadditive en-
hancement(i.e.,theresponsetothemultimodalstimulusissmallerthanthesum
of the responses to the unimodal stimuli). (b) Typical gaussian responses (after
normalization) to weak stimuli. Here, we observe that neurons responding to
both modalities exhibit a superadditive enhancement (i.e., the response to the
multimodal stimulus is larger than the sum of the responses to the unimodal
stimuli).
ﬁnd that the optimal width of the tuning curve is proportional to the noise
level.
Similar to equation 5.5, we can show that in the presence of additive
noise, where the tuning functions, the prior distribution, and the noise dis-
tributionaregaussians,theposteriordistributioncomputedbythenetwork
is a “discrete gaussian” with the following mean and variance,
µ =
 M
m=1 cmN
(m)
t
α2+σ2
w
σ2
x +
 M
m=1 N
(m)
t
; σ2 =
 
1
σ2
x
+
 M
m=1 N
(m)
t
α2 + σ2
w
 −1
, (5.11)
where α is the tuning curve width, σ2
x is the prior variance, and σ2
w is the
noise variance. Notice the ambivalent effect of the tuning curve’s width
on the posterior variance (which is strongly related to the MSE, as will
be shown soon). In the variance expression given by equation 5.5, we can
see that as the width of the tuning curve increases (larger α), σ2 increases,
which makes the input less reliable. However, wider tuning curves cause
an increase in the total activity of the cells (since they respond to a wider
range of states), thus decreasing the value of σ2.I nt h i ss e c t i o n ,w ee x p l o r e
the system’s performance as a function of the tuning curve width. The time
parameter t will remain constant throughout this discussion.
The optimal estimator of X in the MSE sense, given the observations
N
(1)
[0,t],...,N
(M)
[0,t], is the conditional expectation ˆ X = E[X|N
(1)
[0,t],...,N
(M)
[0,t]].Bayesian Filtering in Spiking Neural Networks 1301
Recalling that both ˆ X and σ2 are random variables (as they are functions of
the stochastic spike counts), it is easy to show that
E[
 
X − ˆ X
 2
] = E[σ2].
This means that the expectation of σ2 is actually the MSE of the optimal
estimator. Thus, it is desirable to choose a value of α that minimizes E[σ2].
Deﬁning the random variable Y =
 M
m=1 N
(m)
t , we can write the MSE as
MSE(α) = E[σ2] = E
  
1
σ2
x
+
Y
α2 + σ2
w
 −1 
. (5.12)
Given the value of X and the full trajectory of the noise {Ws;0 ≤ s ≤ t},
we know that N
(m)
t ∼ Poisson(
  t
0 λm(X,Ws)ds) and that N
(1)
t ,...,N
(M)
t are
independent. Therefore, Y is also a Poisson random variable, with a rate
parameter that can be shown (assuming a large value of M and a small
value of  c)t ob eg i v e nb y
λ =
 
m
  t
0
λm(X,Ws)ds ≈ λmaxt
√
2πα
 c
.
Note that this value is independent of the speciﬁc realization of X and
W[0,t]; therefore, for this discussion, we treat Y as being a Poisson random
variable, with a constant parameter λ = λmaxt
√
2πα
 c .
Evaluating the expression in equation 5.12 analytically is complicated;
however, we can approximate it numerically. In Figure 9 we plot the MSE
as a function of the width α for different values of environmental noise
level (σw). As we can see in Figures 9b and 9c, there is indeed an optimal
value for the width α, which increases monotonically with the noise level.
In other words, as the noise level increases, the tuning curve must adapt
andincreaseitswidthaccordingly.Sucharesultisofecologicalsigniﬁcance,
as it relates the properties of the environment (noise level) to the optimal
system properties (tuning curve width).
6 History-Dependent Point Processes and Sensory Adaptation
So far have we assumed that the input spike trains emitted by the sensory
cells are Poisson spike trains, with state-dependent rate functions λm(Xt).
Poisson spike trains serve as a convenient model that is often used for
mathematicaltractability.However,thisassumptionfallsshortofproviding
an adequate model for many well-known biophysical phenomena such as
refractoriness and adaptation. In this section, we introduce a larger family
of processes, which, similar to Poisson processes, are characterized by a1302 O. Bobrowski, R. Meir, and Y. Eldar
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
α/σ
x
M
S
E
/
σ
x
2
0 0.5 1 1.5 2
0
0.5
1
1.5
2
2.5
(c) optimal width vs. environmental noise level
σ
w/σ
x
α
o
p
t
/
σ
x
0 50 100
0
20
40
low α
x
λ
m
(
x
)
0 50 100
0
20
40
intermediate α
x
λ
m
(
x
)
0 50 100
0
20
40
high α
x
λ
m
(
x
)
optimal tc width
α=σ
w
σ
w=0.0σ
x
σ
w=0.5σ
x
σ
w=1.0σ
x
σ
w=1.5σ
x
σ
w=2.0σ
x
optimal width
(a) different tuning curve setups
Figure 9: Determining the optimal tuning curve. (a) Sample tuning curves
with different widths covering the input domain. (b) The MSE as a function
of the tuning curve width, computed using equation 5.12 (normalized by the
prior standard deviation σx), for increasing levels of environmental noise, with
 c = 10−3,λ max = 50,t = 10−3 (c) The optimal value of α as a function of the
environmental noise level σ2
w.
rate function, except that this rate function depends on the history of the
process itself. This class of processes is referred to as self-exciting point
processes in Snyder and Miller (1991); however, in order to conform to the
nomenclature in the neuroscience literature (e.g., Eden et al., 2004) we use
the term history-dependent point processes (HDPP). This family contains the
Poisson, general renewal, and other more complex processes. Using such
processes, we can model complex biophysical phenomena. Surprisingly,
assuming general history-dependent point processes as inputs instead of
Poisson inputs yields similar results to the ones presented throughout this
letter. History-dependent point processes have been used previously in
Barbieri et al. (2004) and Eden et al. (2004) in the context of a discrete time
approximation to optimal ﬁltering.Bayesian Filtering in Spiking Neural Networks 1303
AnimportantmotivationforweakeningtheassumptionofPoissonﬁring
relates to adaptation. Adaptation is a ubiquitous phenomenon in sensory
systems, whereby a system changes its response properties as a function
of the environmental stimuli (see Wark, Lundstrom, & Fairhall, 2007, for
a recent review). In some cases adaptation is shown to improve perfor-
mance and reduce ambiguity (e.g., Fairhall, Lewen, Bialek, & de Ruyter
vanSteveninck,2001;Sharpeeetal.,2006).Wehavealreadyseenanexample
of adaptation in section 3, where we showed that improved performance
in the face of increasing noise can be obtained by modifying the properties
of the cells’ tuning curves. However, we did not consider dynamic
mechanisms for achieving adaptation. In this section, we allow the sensory
cells’ responses to change dynamically depending on their past behavior.
We show that adaptation indeed leads to improved performance when
resources are limited. More speciﬁcally, we show that given energetic con-
straints (e.g., a limit on the number of spikes ﬁred within a given interval),
adaptation outperforms a naive approach, which does not use adaptation.
The precise mathematical deﬁnition of HDPPs, which can be character-
izedbyaconditionalratefunctioncanbefoundinSnyderandMiller(1991).
Such processes extend Poisson processes in allowing the rate function to
depend on the history of the process. The conditional rate function (also
known as the intensity process) is given by
λ(t, N[0,t])
 
= lim
δ→0
1
δ
P
 
N(t,t+δ] = 1
 
 N[0,t]
 
. (6.1)
In analogy to the deﬁnition of doubly stochastic Poisson processes, we
deﬁne the doubly stochastic history-dependent point process as an HDPP for
which the intensity has some stochastic element (other than the history).
6.1 Filtering a CFMP from HDPP Observations. We aim here to
weaken the assumption about sensory activity. Instead of assuming that
each spike train is a DSPP with rate function λm(Xt), we assume now that
eachspiketrainisadoublystochasticHDPPwithstate-dependentintensity
process λm(t, N[0,t], Xt). To simplify the notation, we use the abbreviation
λm(t, Xt).Inthiscase,similarderivationtothePoissoncase(seeappendixD)
leadstothefollowingsetofequationscomputingtheposteriordistribution,
˙ ρi(t) =
 
k
qkiρk(t) +
 
M  
m=1
(λm (t,si) − 1)νm(t)
 
ρi(t) − λ(t,si)ρi(t),
(6.2)
where λ(t,si) =
 M
m=1 λm(t,si). This equation is similar to equation 2.3, ex-
cept that here, the efﬁcacy of the input depends on its history in addition
to the current state. Next, we show how adaptation can be captured within
this general framework.1304 O. Bobrowski, R. Meir, and Y. Eldar
6.2 Application to Sensory Adaptation. As in the Poisson case, we
interpret the set of equations in equation 6.2 as representing the activity of
a recurrent neural network, where the synaptic weights are represented by
the values of qki. In contrast to the Poisson setting, here the efﬁcacy of the
input is time dependent rather than constant. A spike arriving from the mth
sensorycellattimet
(m)
n affectsthenetworkaccordingtothetime-dependent
tuning curve λm(t
(m)
n ,si).
This framework signiﬁcantly expands the class of processes that can be
handled by the model and the types of phenomena that can be examined.
As an example, we demonstrate how a simple adaptation mechanism can
be implementedwithin this framework. Using this model,we can show not
only that adaptation can be used to reduce the total number of spikes emit-
ted by the sensory cells (energy saving) without degrading performance,
but also that in some cases, adaptation helps in improving the system’s
precision.
To model adaptation, we use the rate function
λm(t,si) = µm(t)φm(si) (6.3)
where φm(si) = λmax exp(−(si − cm)/2α2) is a deterministic gaussian state
response, and µm(t) is the adaptation factor (a similar model was used in
BerryandMeister(1998)).Thevariableµm(t)obeysthefollowingdynamics:
 When no spikes are emitted by the mth cell,
τ ˙ µm(t) = 1 − µm(t).
This leads to an exponential recovery to 1 with a timescale of τ.
 When the mth cell emits a spike, µm(t) is updated according to
µm(t+) =
 
µm(t−) −  
 
+ ,
where x+ = max(0,x). In other words, each spike reduces the ﬁring
potential of a cell, a phenomenon referred to as spike rate adaptation.
This adaptation scheme decreases the ﬁring rate of sensory cells that ﬁre
mostintensively,whiletheothersarehardlyaffected.Theparametersτ and
  control the speed and strength of the adaptation process.
Note that upon the arrival of the nth spike from the mth sensory cell,
ρi(t) is multiplied by λm(t
(m)
n ,si) = µm(t
(m)
n )φm(si). Since the term µm(t
(m)
n )i s
independentofi andconstantmultiplicationdoesnotaffectthenormalized
distribution, we can write the recursive equation in this case as
˙ ρi(t) =
 
k
qkiρk(t) +
 
M  
m=1
(φm(si) − 1)νm(t)
 
ρi(t) − λ(t,si)ρi(t), (6.4)
where λ(t,si) =
 M
m=1 λm(t,si).Bayesian Filtering in Spiking Neural Networks 1305
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Figure10: Comparingtheperformanceofthesystemwithandwithoutadapta-
tion, for different values of τ and  . (a) Comparing the total spiking activity by
examiningthespikecountratio.Clearly,formostvaluesofτ,theoverallnumber
of spikes in the adaptation model is signiﬁcantly lower than with the nonadap-
tivemodel.Thesimulationparametersare N = 101, M = 50,λ base = 0,α = 0.04,
β = 5,andµ = 5.Inthenonadaptingmodelweuseλmax = 40,andintheadapt-
ing model λmax = 75. (b) Comparing the MSE performance by examining the
MSE ratio. Evidently, for most values of   and τ, the MSE ratio is less than 1,
implying that the adapting system is more accurate (even though fewer spikes
areemitted).(c)Asampleoftheself-inhibitiontermλ(t,si) =
 
m λm(t,si).Solid
line: the self-inhibition term in the adaptation model. One can observe a local
minimum where the stimulus is located. Dashed line: the self-inhibition term
without adaptation. Here λ is nearly constant, with no preference to the current
state.
Next, we demonstrate that a nonadapting system with a ﬁxed rate leads
to inferior performance with respect to an adaptive system, which ﬁres
far fewer spikes. Figure 10 compares the performance of the system with
and without adaptation, for different values of   and τ. We examine two
parameters, the spike count ratio and the MSE ratio, deﬁned by
Spike count ratio=
Total spike count{ ,τ}
Total spike count{no adaptation}
MSE ratio=
MSE{ ,τ}
MSE{no adaptation}
.1306 O. Bobrowski, R. Meir, and Y. Eldar
In Figure 10a we see that increasing the level of adaptation (by increasing
either τ or  ) reduces the total number of spikes emitted by the system. In
Figure 10b we observe that in spite of the lower spiking activity, the error in
the adaptingsystem does not increase;on the contrary, in most cases it even
decreases.Figures10aand10brepresentatemporalaverageoverawindow
of10seconds,averagedover25differentrealizations.Thisphenomenoncan
be explained by examining the self-inhibition term represented by λ(t,si).
The dashed line in Figure 10c represents λ(t,si) (for a constant value of t)
without adaptation. In this case, λ is nearly constant, slightly decreasing
at the edges. This implies that the variables ρi corresponding to states
near the edge of the domain exhibit weaker self-inhibition. Thus, when no
spikes arrive, these posterior cells dominate the others, implying that low
sensory spiking activity strengthens the belief that the stimulus is outside
the network’s coverage area. However, when an adaptation mechanism is
introduced (the solid line in Figure 10c), λ(t,si) displays a local minimum
in the neighborhood of the true state, which implies that the posterior cells
in this neighborhood will exhibit weaker self-inhibition. This effect helps
to maintain higher probability for the true state even though the sensory
activity decays.
7 Extensions and Comparisons to Previous Work
7.1 Prediction. The network discussed so far deals with estimating the
current state of the world. However, in order to perform real-time tasks
and act in a dynamic environment, an organism must be able to make
predictions about future world states. In this section, we show how our
framework can be easily adjusted to predict future states.
In appendix E we present a simple extension of our framework to com-
pute the nonnormalized future probability vector denoted by ρτ(t), which
represents the posterior probability distribution for the state at time t + τ
based on the sensory data available up to time t. The prediction equation
in this case is
˙ ρτ(t) = Q ρτ(t) +
 
M  
m=1
 
 τ
m − I
 
νm(t)
 
ρτ(t) −  τρτ(t), (7.1)
where
 τ
m =
 
P(τ)  
 m
 
P(τ) − 
;  τ =
 
P(τ)  
 
 
P(τ) − 
and (·)−  represents the inverse of the transpose. Note that equation 7.1 is
identical to equation 2.4 except for a change in the tuning curve matrices
 m. The underlying connectivity structure of the posterior network, given
by the matrix Q, is unchanged.Bayesian Filtering in Spiking Neural Networks 1307
7.2 Computing the Log-Posterior Distribution. Another approach of-
tenusedintheﬁeldofneuraldecodingisbasedoncomputingthelogarithm
of the posterior probabilities rather than the probabilities themselves (e.g.,
Rao, 2004, 2006). Using the framework suggested in this letter, it is easy
to derive the ﬁltering equations computing the log of the nonnormalized
probabilities denoted by ri(t) = logρi(t). The derivation, presented in ap-
pendix F, yields the following set of equations:
˙ ri(t) =
N  
k=1
qki exp(rk(t) − ri(t)) +
M  
m=1
log(λm(si))νm(t) − λ(si). (7.2)
One advantage of the log representation is that the input arriving from the
sensory cells contributes linearly to the evolution of ri (instead of multi-
plicatively, as in equation 2.3). However, the recurrent interaction between
the different elements is nonlinear (as the rk variables appears in an expo-
nent). Note also that the periodic normalization required to retain stability
in equation 2.3 renders the equations nonlinear.
Considering a binary process Xt ∈{ 0,1} and denoting
Lt = log
P
 
Xt = 1
 
 
 N
(1)
[0,t],...,N
(M)
[0,t]
 
P
 
Xt = 0
 
 
 N
(1)
[0,t],...,N
(M)
[0,t]
 ,
Lt = r1(t) − r0(t). Thus, using equation 7.2, it is easy to show that
˙ Lt =q01
 
1 + e−Lt 
− q10
 
1 + eLt 
+
M  
m=1
log
 
λm(s1)
λm(s0)
 
νm(t) − (λ(s1) − λ(s0)).
This equation was introduced in a recent paper (Deneve, 2008), where it
was suggested that a single cell computes this log ratio.
7.3 ComparisontoPreviousWork. Inordertoplaceourcontributionin
context, we brieﬂy review existing work and then stress the novelty of the
approach taken here. We would like to stress that our main motivation has
been the real-time implementation of state estimation by a neural network
in continuous time. While a fair amount of work has been devoted to
developing effective discrete time numerical schemes for ﬁltering in the
context of neural decoding (e.g., Barbieri et al., 2004; Eden et al., 2004;
Shoham et al., 2005), our aim differs in suggesting a scheme that can be
implemented by a neural system. Moreover, we have provided signiﬁcant1308 O. Bobrowski, R. Meir, and Y. Eldar
extensions of this framework (summarized in section 1), which, to the best
of our knowledge, have not appeared previously in the literature.
A large fraction of the work to date has focused on static stimuli.
The work most closely related to ours, and dealing with time-dependent
phenomena, appears in Deneve et al. (2001), Rao (2004, 2006), Barbieri
et al. (2004), Eden et al. (2004), and Huys et al. (2007). Rao (2004) proposed
a mechanism for representing time-varying probability distributions in
the neurons’ activity patterns, where the network’s connectivity structure
and intrinsic dynamics are responsible for performing the required
computation. Rao’s networks (Rao, 2004) use linear dynamics and discrete
time to approximately compute the log-posterior distributions from noisy
continuous inputs (rather than actual spike trains). However, the domain
of applicability of the approximations suggested in Rao (2004) is unclear
(see Beck & Pouget, 2007, for further discussion). Rao (2006) suggests a
discrete time formulation for state estimation in the log probability domain
and proposes several physiological mechanisms for implementing these
algorithms.Theworksuggestsperformingexactinferenceinnonlinearnet-
works and approximate inference in linear networks. Barbieri et al. (2004)
consider a continuous state linear dynamical system in continuous time,
observed through an inhomogeneous point process model, and develop a
recursive decoding algorithm. This derivation requires time discretization
andtheapproximationoftheposteriordistributionbyagaussian.Noneural
implementationisofferedfortheiralgorithm.BeckandPouget(2007),prob-
ablyclosestinspirittoourwork,introducednetworksinwhichtheneurons
directly represent and compute approximate posterior probabilities (rather
than their logarithms as in Rao, 2004) from discrete time approximate ﬁring
rateinputs,usingnonlinearmechanismssuchasmultiplicativeinteractions
and divisive normalization. The main distinctions with the work presented
here are that the state estimation is approximate, and a time discretization
process is used in the derivation, thereby limiting the class of observation
processes for which the results hold (see equation 2.7 in Beck & Pouget,
2007). Huys et al. (2007) recently suggested an exact solution to spike train
decoding of real-valued states evolving in continuous time and observed
through Poisson spike trains. This work assumes a gaussian process prior
over input trajectories and gaussian tuning curves, facilitating an exact
calculation of the posterior state distribution. The optimal state estimator
derived is nonlinear and cannot be implemented in real time. Moreover,
no neural architecture is offered for state estimation (but see Zemel, Huys,
Natarajan, & Dayan, 2005, for an approximate neural solution). However,
this work suggested a very interesting approach to dynamic spike train
decoding through population codes, based on different underlying as-
sumptionsfrom thoseusedhere.Finally,wecommenton tworecentpapers
suggesting a solution to the problem of dynamic spike train decoding. The
work of Deneve (2008) considers a binary state process and derives the dif-
ferentialequationforthelogarithmoftheratiooftheposteriorprobabilities.Bayesian Filtering in Spiking Neural Networks 1309
As shown in section 7, equation 2.4 can be manipulated to establish
Deneve’s results. Another derivation of the ﬁltering equation appeared
recently in Pitkow et al. (2007), where the authors suggested a mechanism
by which the visual system may identify objects in spite of retinal jitter. The
retinal motion was modeled as a two-dimensional random walk, which is
a special case of the hidden Markov model in the present formulation. We
note that the object in Pitkow et al. was static, while the dynamics was due
to the random jitter of the retina. In fact, it is possible to use the formulation
presented in section 3 to extend this work to the detection of moving
objects.
In summary, we have developed an approach that leads to exact dy-
namic spike train decoding using neural networks operating in real time.
The framework is sufﬁciently general to deal effectively with noise, multi-
modality, adaptation, and prediction within a single uniﬁed setting. How-
ever, in the context of continuous state spaces, our approach is approximate
since,inthiscase,itwouldbebasedondiscretization.Sincesensorysystems
possess a ﬁnite resolution, we do not think this is a major restriction, but
this is clearly an issue that warrants further detailed study. As far as we are
aware, none of the work in the literature that deals with continuous state
spaces has suggested exact continuous time online neural solutions. We
view this issue as a signiﬁcant open question for future research in neural
decoding.
8 Discussion
We have presented a mathematically rigorous and biologically plausible
approach to state estimation and prediction based on computation by spik-
ing neurons. The estimation is performed by a recurrent neural network
incorporating prior information through its synaptic weights and receiving
a continuous stream of environmental data through spiking sensory cells.
The proved optimality of the solution under rather general conditions and
its implementation through a neural network provide a solid foundation
for future extensions. The approach extends naturally to noisy inputs, mul-
timodalobservations,andnon-Poissonspikingprocesses.Inthestaticlimit,
we recover well-known and experimentally veriﬁed solutions.
We view this work as providing only a ﬁrst step in a long road toward
understandingthemeansbywhichaneuralsystemcanusespikingsensory
activity to estimate and predict environmental states in real time. A recent
example (Pitkow et al., 2007) presents an application of this framework to
thedecodingofretinalsignals.Manyextensionscanbeenvisaged,ofwhich
we mention only three. First, it is important to provide detailed biophysical
mechanismsbywhichthedecodingnetworkdynamicscanbeimplemented
by real biological neurons and synapses rather than the more abstract neu-
rons described in this work. Second, we have assumed prior information is
available through the transition matrix Q. Ideally, this matrix, forming the1310 O. Bobrowski, R. Meir, and Y. Eldar
synapticconnectivityinequation2.3,shouldbelearnedonaslowtimescale
throughinteractingwiththeenvironment,andtheutilizationofbiologically
plausible synaptic plasticity rules. Finally, our formulation here leads to a
representation in which each neuron corresponds to a single environmen-
tal state (grandmother cell representation). An open question relates to the
derivation of a distributed state representation, which is optimal in terms
of state estimation, similar to the current network, while offering further
robustness and error-correction abilities characteristic of distributed repre-
sentations.
Appendix A: Closed-Form Solution
Inthisappendix,wepresentaclosed-formsolutiontotheﬁlteringequation,
2.4. The solution will be later used to analyze the system’s behavior.
Denote by ti the time of arrival of the ith event in the combined group
of processes {N
(1)
[0,t],...,N
(M)
[0,t]} and by m(ti) the index of the input process
emitting the event at ti. For every t in [ti,ti+1) (during which no events
occur), we have
˙ ρ(t) =
 
Q  −  
 
ρ(t).
The solution to this equation is
ρ(t) = e(Q − )(t−ti)ρ(ti) ti ≤ t < ti+1. (A.1)
When an event is emitted at time ti+1 by input m(ti+1), the vector ρ is
instantly updated according to
ρ(ti+1) = ρ(t
−
i+1) +
 
 m(ti+1) − I
 
ρ(t
−
i+1) =  m(ti+1)ρ(t
−
i+1). (A.2)
Combining equations A.1 and A.2 yields the closed-form solution to equa-
tion 2.4,
ρ(t) = e(Q − )(t−tn)
 
n  
i=1
 m(ti)e(Q − )(ti−ti−1)
 
ρ(0), (A.3)
where tn is the last event in the interval [0,t], and t0 = 0.
Appendix B: Construction of the Transition Matrix in Section 2.1.2.
We describe the construction of the matrix Q for the example in section
2.1.2 where the direction and visibility modes are contained in the state
deﬁnition (see Figure 3).Bayesian Filtering in Spiking Neural Networks 1311
Q matrix
5 10 15 20
5
10
15
20
0 (no transition)
type I   transition
type II  transition
type III transition
type IV transition
type V  transition
Figure 11: The matrix Q chosen for the example of Figure 3.
Figure 11 demonstrates the Q matrix for ﬁve possible locations. As we
have two possible directions and two possible visibility modes, there are
5 × 2 × 2 = 20 states overall. We number the composite states as follows:
states1–5:{visible,up},states6–10:{visible,down},states11–15:{invisible,
up}, and states 16–20: {invisible, down}.
Thewhitesquaresalongthediagonal(typeV)representtheaveragetime
spent in each state (as in any generator matrix). Type I squares describe a
transitiontothenextlocation(dependingonthemovementdirection)with-
out changing the direction or the visibility mode—for example, state #2 =
(2, up, visible) to state #3 = (3, up, visible). Type IV squares describe chang-
ing the movement direction, and the location accordingly. The visibility is
unchanged—for example, state #2 = (2, up,visible) to state #6 = (1, down,
visible). Type II squares describe a transition from the edge locations (1
or 5)—for example, state #1 = (1, up, visible) to #2 = (2, up, visible). The
probability represented by type II squares is the sum of the probabilities
represented by type I and type IV squares. Finally, type III squares describe
visibility changes. The location and direction remain unchanged—for ex-
ample, state #2 = (2, up, visible) to state #12 = (2, up, invisible).
Appendix C: Noise Model
We present the derivation of equation 3.1 for the nonnormalized posterior
distribution in the case of noisy observations. Consider a CFMP Xt passing
through a noisy channel. This noise channel introduces an interference
process Wt. We model the sensory tuning curves in this case as a function of
the combined process ˜ Xt = (Xt,Wt), namely, λm( ˜ Xt). We assume that Wt is a
CFMP with state-space W = {w1,...,wL}. (Throughout this section, terms
related to the combined process ˜ Xt are annotated with the tilde symbol ∼.)1312 O. Bobrowski, R. Meir, and Y. Eldar
The derivation in the noisy case relies on the observation that the
combined process ˜ Xt is also a CFMP (with N × L states). Therefore,
we can apply equation 2.4 to compute the nonnormalized probabilities
˜ ρ˜ i(t) ∝ P( ˜ Xt = ˜ s˜ i | N
(1)
[0,t],...,N
(M)
[0,t]), where ˜ i = (ix,iw) ∈ N2 is a double-entry
index and ˜ s˜ i = (six,w iw) represents a combined state. To obtain Xt’s nonnor-
malized posterior distribution, we compute the marginal nonnormalized
probabilities: ρi(t) =
 
iw ˜ ρi,iw(t).
C.1 Filtering the Combined Process (State and Noise). The process
˜ Xt = (Xt,Wt)i saC F M Pw i t hN × L different states. Thus, using equa-
tion 2.3, we have
d
dt
˜ ρ˜ i(t) =
N  
k=1
˜ q˜ k,˜ i ˜ ρ˜ k(t) +
 
M  
m=1
(λm(˜ s˜ i) − 1)νm(t)
 
˜ ρ˜ i(t)−λ(˜ s˜ i)˜ ρ˜ i(t), (C.1)
where ˜ q˜ k,˜ i is an element in ˜ Xt’s generator matrix ˜ Q ∈ RNL×NL.
In order to simplify the equations, we explore the structure of ˜ Q. De-
noting the transition probabilities of the process ˜ Xt by ˜ P
(τ)
˜ k˜ i = P( ˜ Xt+τ =
(six,w iw)| ˜ Xt = (skx,w kw)), yields
˜ q˜ k,˜ i =
d
dτ
˜ P
(τ)
˜ k˜ i
 
 
 
 
τ=0
.
However,recallingthat Xt and Wt areindependent,clearly ˜ P
(τ)
˜ k˜ i = P
(τ)
kxixP
w,(τ)
kwiw ,
where P
w,(τ)
kwiw is the transition probability of the noise process Wt. Therefore,
˜ q˜ k,˜ i =
d
dτ
 
P
(τ)
kxixP
w,(τ)
kwiw
  
 
τ=0
=
 
d
dτ
P
(τ)
kxixP
w,(τ)
kwiw + P
(τ)
kxix
d
dτ
P
w,(τ)
kwiw
 
τ=0
=qkx,ixP
w,(0)
kwiw + P
(0)
kxixqw
kw,iw
=qkx,ixδkw,iw + δkx,ixqw
kw,iw. (C.2)
Substituting equation C.2 into C.1 yields
d
dt
˜ ρ˜ i(t)=
 
˜ k
 
qkx,ixδkw,iw + δkx,ixqw
kw,iw
 
˜ ρ˜ k(t)
+
 
M  
m=1
(λm(˜ s˜ i) − 1)νm(t)
 
˜ ρ˜ i(t) − λ(˜ s˜ i)˜ ρ˜ i(t)Bayesian Filtering in Spiking Neural Networks 1313
=
 
kx
qkx,ix ˜ ρkx,iw(t) +
 
kw
qw
kw,iw ˜ ρix,kw(t)
+
 
M  
m=1
(λm(˜ s˜ i) − 1)νm(t)
 
˜ ρ˜ i(t) − λ(˜ s˜ i)˜ ρ˜ i(t). (C.3)
TherecursivesetofequationsinequationC.3computestheposteriordistri-
bution of the joint (state and noise) process ˜ Xt. However, since the system is
required to estimate the state rather than the noise, we show how to reduce
this set of equations so that the posterior state distribution is obtained.
C.2 FilteringtheStateProcess. Recallingthatρi(t) =
 
iw ˜ ρi,iw(t),wecan
use equation C.3 to derive a differential equation for Xt’s nonnormalized
posterior distribution:
˙ ρi(t)=
 
iw
d
dt
˜ ρi,iw(t)
=
 
kx,iw
qkx,i ˜ ρkx,iw(t)
      
S1
+
 
kw,iw
qw
kw,iw ˜ ρi,kw(t)
      
S2
(C.4)
+
M  
m=1
(νm(t)−1)
 
iw
(λm(si,w iw)−1)˜ ρi,iw(t)
      
S3
−
 
iw
λ(si,w iw)˜ ρi,iw(t)
      
S4
.
Examining the ﬁrst two sums in equation C.4 yields
S1 =
 
kx
qkx,i
 
iw
˜ ρkx,iw(t) =
 
kx
qkx,iρkx(t), (C.5)
S2 =
 
kw
˜ ρi,kw(t)
 
iw
qw
kw,iw
      
=0
= 0. (C.6)
In order to simplify S3, recall that
P
 
Wt = wiw
   
 Xt = si, N
(1)
[0,t],...,N
(M)
[0,t]
 
=
P
 
Wt = wiw, Xt = si
 
 
 N
(1)
[0,t],...,N
(M)
[0,t]
 
P
 
Xt = si
 
 
 N
(1)
[0,t],...,N
(M)
[0,t]
  =
˜ ρi,iw(t)
ρi(t)
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or, alternatively,
˜ ρi,iw(t) = ρi(t)P
 
Wt = wiw
 
 
 Xt = si, N
(1)
[0,t],...,N
(M)
[0,t]
 
.
Therefore,
S3 =ρi(t)
 
iw
(λm(si,w iw) − 1)P
 
Wt = wiw
 
 
 Xt = si, N
(1)
[0,t],...,N
(M)
[0,t]
 
=ρi(t)
 
E
 
λm(Xt,Wt)
 
 
 Xt = si, N
(1)
[0,t],...,N
(M)
[0,t]
 
− 1
 
.
Denoting ηm(si,t) = E[λm(Xt,Wt)|Xt = si, N
(1)
[0,t],...,N
(M)
[0,t]], we can write
S3 = (ηm(si,t) − 1)ρi(t). (C.7)
Similarly, one can show that
S4 = η(si,t)ρi(t), (C.8)
where η(si,t) =
 M
m=1 ηm(si,t).
Substituting equations C.5 to C.8 into C.4 yields
˙ ρi(t) =
N  
k=1
qkiρk(t) +
 
M  
m=1
(ηm(si,t) − 1)νm(t)
 
ρi(t) − η(si,t)ρi(t).
(C.9)
TheequationsetC.9calculatestheposteriordistributionofthestateprocess
Xt only, using the average responses of the sensory cells, with respect to the
noise process Wt. This set of equations is presented as equation 3.1 in the
main text.
Appendix D: Filtering a CFMP from SEPP Observations
ConsideraCFMP Xt observedviaasetofSEPPs N
(1)
t ,...,N
(M)
t ,withhistory-
dependentrate functions denoted by λ1(t, Xt),...,λ m(t, Xt). The derivation
in Br´ emaud (1981) (and also in the online appendix) for Poisson observa-
tions is based on the likelihood function (or sample density function) of
each of the Poisson processes. It can be proved (see section 6.2 in SnyderBayesian Filtering in Spiking Neural Networks 1315
& Miller, 1991) that given the trajectory of Xt, the likelihood function for a
realization of N
(m)
t is given by
fN(m)
 
N
(m)
[0,t]
 
=
 
 
tn≤t
λm (tn, Xtn)
 
exp
 
−
  t
0
λm (s, Xs)ds
 
, (D.1)
where{tn}n∈N aretheeventarrivaltimesoftheprocess N
(m)
t .Thisexpression
is similar in structure to the likelihood function of the Poisson process (see
section 2.3 in Snyder & Miller, 1991, and VI.3 in Br´ emaud, 1981). Thus, it
is possible to verify that all the steps in the Poisson derivation still hold,
and therefore the ﬁltering equation in this case is the one presented in
equation 6.2.
Appendix E: Prediction
Inthissectionweshowhowourframeworkcanbeeasilyadjustedtopredict
future states. Formally, we deﬁne the prediction problem as calculating the
posterior probabilities:
pτ
i (t) = Pr
 
Xt+τ = si|N
(1)
[0,t],...,N
(M)
[0,t]
 
.
Denoting the nonnormalized prediction probability vector by ρτ(t)a n d
recalling that Xt is a CFMP, it is easy to show that
ρτ(t) =
 
P(τ)
  
ρ(t), (E.1)
and thus, using equation 2.4, we ﬁnd that
˙ ρτ(t) =
 
P(τ)  
˙ ρ(t) =
 
P(τ)  
 
Q  +
M  
m=1
( m − I)νm(t) −  
 
ρ(t).
Assuming that P(τ) is a nonsingular matrix, according to equation E.1, we
can replace ρ(t)w i t h( P(τ))− ρτ(t), where (·)−  denotes the inverse of the
transpose. This yields
˙ ρτ(t)=(P(τ)) 
 
Q  +
M  
m=1
( m − I)νm(t) −  
 
 
P(τ)
 − 
ρτ(t)
=Q ρτ(t) +
M  
m=1
 
 τ
m − I
 
νm(t)ρτ(t) −  τρτ(t),1316 O. Bobrowski, R. Meir, and Y. Eldar
where
 τ
m =
 
P(τ)  
 m
 
P(τ) − 
;  τ =
 
P(τ)  
 
 
P(τ) − 
,
using the fact that (P(τ)) Q(P(τ))−  = Q. This equation is presented as equa-
tion 7.1 in the main text.
Appendix F: Computing the Log-Posterior Distribution
Inthissectionweshowhowtocomputethelogarithmofthenonnormalized
probabilities denoted by ri(t) = log(ρi(t)). In order to ﬁnd the differential
equation computing ri(t) we examine the original equation in two different
cases.
Between Spike Arrivals. During the periods between spike arrivals,
ρi(t) is a differentiable function. Therefore we can write
˙ ri(t) =
d
dt
log(ρi(t)) =
˙ ρi(t)
ρi(t)
. (F.1)
Using equation 2.3, during these periods, ρi(t) evolves according to
˙ ρi(t) =
 
k
qkiρk(t) − λ(si)ρi(t). (F.2)
Combining equations F.1 and F.2 yields
˙ ri(t) =
 
k
qki
ρk(t)
ρi(t)
− λ(si) =
N  
k=1
qki
ρk(t)
ρi(t)
− λ(si).
Recalling that ρi(t) = exp(ri(t)), we get
˙ ri(t) =
N  
k=1
qki exp(rk(t) − ri(t)) − λ(si). (F.3)
AtaSpikeArrival. Recallthatwhenaspikearrivesfromthemthsensory
cell, the effect on ρi is (see equation A.2)
ρi(tn) = λm(si)ρi(t−
n ).
Therefore, the effect on ri is
ri(tn) = log(ρi(tn)) = log
 
λm(si)ρi(t−
n )
 
= logλm(si) + ri(t−
n ),Bayesian Filtering in Spiking Neural Networks 1317
implying that
ri(tn) − ri(t−
n ) = logλm(si). (F.4)
Combining equations F.3 and F.4 leads to
˙ ri(t) =
N  
k=1
qki exp(rk(t) − ri(t)) − λ(si) +
M  
m=1
log(λm(si))νm(t). (F.5)
This equation is presented as equation 7.2 in the main text.
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