In this paper, the inverse function theorem and the implicit function theorem in a non-Archimedean setting will be discussed. We denote by N any non-Archimedean field extension of the real numbers that is real closed and Cauchy complete in the topology induced by the order; and we study the properties of locally uniformly differentiable functions from N n to N m . Then we use that concept of local uniform differentiability to formulate and prove the inverse function theorem for functions from N n to N n and the implicit function theorem for functions from N n to N m with m < n.
INTRODUCTION
We start this section by reviewing some basic terminology and facts about nonArchimedean fields. So let F be an ordered non-Archimedean field extension of R. We introduce the following terminology.
Definition 1.1 (∼, ≈, , H , λ)
. For x, y ∈ F * := F \ {0}, we say x ∼ y if there exist n, m ∈ N such that n|x| > |y| and m|y| > |x|; for nonnegative x, y ∈ F , we say that x is infinitely smaller than y and write x y if nx < y for all n ∈ N, and we say that x is infinitely small if x 1 and x is finite if x ∼ 1; finally, we say that x is approximately equal to y and write x ≈ y if x ∼ y and |x − y| |x|. We also set λ(x) = [x], the class of x under the equivalence relation ∼. , both of which are readily checked to be well-defined. It follows that (H, +, <) is an ordered group, often referred to as the Hahn group or skeleton group, whose neutral element is [1] , the class of 1. It follows from the above that the projection λ from F * to H is a valuation.
The theorem of Hahn [2] provides a complete classification of non-Archimedean extensions of R in terms of their skeleton groups. In fact, invoking the axiom of choice it is shown that the elements of any such field F can be written as formal power series over its skeleton group H with real coefficients, and the set of appearing exponents forms a well-ordered subset of H .
From general properties of formal power series fields [6, 8] , it follows that if H is divisible then F is real closed; that is, every positive element of F is a square in F and every polynomial of odd degree over F has at least one root in F . For a general overview of the algebraic properties of formal power series fields, we refer to the comprehensive overview by Ribenboim [9] , and for an overview of the related valuation theory the book by Krull [3] . A thorough and complete treatment of ordered structures can also be found in [7] .
Throughout this paper, we will denote by N any totally ordered non-Archimedean field extension of R that is complete in the order topology and whose skeleton group H is Archimedean, i.e. a subgroup of R. The smallest such field is the field L of the formal Laurent series whose skeleton group is H = Z; and the smallest such field that is also real closed is the Levi-Civita field R, first introduced in [4, 5] . In this case H = Q, and for any element x ∈ R, the set of exponents in the Hahn representation of x is a left-finite subset of Q, i.e. below any rational bound r there are only finitely many exponents. The Levi-Civita field R is of particular interest because of its practical usefulness. Since the supports of the elements of R (when viewed as maps from H = Q into R) are left-finite, it is possible to represent these numbers on a computer [1] . Having infinitely small numbers, the errors in classical numerical methods can be made infinitely small and hence irrelevant in all practical applications. One such application is the computation of derivatives of real functions representable on a computer [12] , where both the accuracy of formula manipulators and the speed of classical numerical methods are achieved. For a review of the Levi-Civita field R, see [1, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
In this paper, we will generalize the inverse function theorem and the implicit function theorem from real calculus to, respectively, functions from an open set A ⊂ N n to N n and functions from A ⊂ N n to N m (1 m < n). Because of the total disconnectedness of N in the order topology, a stronger condition on the function than that of the real case is needed for the proof of both theorems. We introduce the concept of local uniform differentiability and we show that a locally uniformly differentiable function from A ⊂ N n to N m is C 1 on A. Then we show that if we require the function to be locally uniformly differentiable rather than C 1 as in real calculus, then we can state and prove similar versions of the inverse function theorem and the implicit function theorem in this non-Archimedean context.
LINEAR TRANSFORMATIONS
In this section we review the properties of linear transformations from N n into N m , which are similar to those of linear transformations from R n to R m .
denote the matrix of the linear transformation L, and let α = max{|L ij |: i = 1, . . . , m; j = 1, . . . , n}. Then for |t| 1 we have that 
Proof. First we note that, since L −1 is invertible, L −1 (t) = 0 only if t = 0; and henceL > 0. Now let t ∈ N n be given. 
Proof. Let > 0 in N be given. Since g is C 1 then for every i and j , ∃δ
Then, using the proof of Proposition 2.1, for all y ∈ B δ (x 0 ) we have that {|Dg(x 0 )(x) − Dg(y)(x)|: |x| 1} is bounded above by . Thus, by Corollary 2.2, we have that |Dg(x 0 )(x) − Dg(y)(x)| < |x| ∀y ∈ B δ (x 0 ) and ∀x ∈ N n . Therefore, |Dg(y)(x)| < |x| + |Dg(x 0 )(x)|; and hence,
In the following section, we introduce the concept of local uniform differentiability, and we review the properties of locally uniformly differentiable functions from an open subset A of N n into N m .
LOCAL UNIFORM DIFFERENTIABILITY
In the rest of the paper, let A denote an open subset of N n ; consequently, whenever we speak of a ball B δ (x) around a point x in A it is assumed that δ > 0 is small enough so that B δ (x) ⊂ A.
Definition 3.1 (Uniformly differentiable). Let
Then we say that f is uniformly differentiable on A if ∀ > 0 in N , ∃δ > 0 in N such that whenever x, y ∈ A and |y − x| < δ we have that |f(y) − f(x) − Df(x)(y − x)| < |y − x|.
Definition 3.2 (Locally uniformly differentiable). Let f :
A → N m be differentiable on A. Then we say that f is locally uniformly differentiable on A if ∀x ∈ A,
Proof. Let x ∈ A and let L x > 0 be an upper bound for {|Df(x)(y)|: |y| 1}. Since f is differentiable at x, ∃δ 0 > 0 in N such that whenever y ∈ B δ 0 (x), we have that
. . , m} and j ∈ {1, . . . , n} be given. Then it follows that
In other words,
Additionally, ∃δ 4 > 0 such that ∀s ∈ B δ 4 (x 0 + δ 2êj ), we have that
Thus, for y ∈ B δ (x 0 ) we have that
and hence f is 
Proof. Suppose that f is locally uniformly differentiable on A, and let x ∈ A. Let > 0 in N be given. Let δ x > 0 in N be such that f is uniformly differentiable on B δ x (x). Since f is uniformly differentiable on B δ x (x), ∃δ 1 > 0 such that ∀s, t ∈ B δ x (x) satisfying |s − t| < δ 1 Proof. As in the real case, L is differentiable with DL(x) = L ∀x ∈ N n . Let > 0 in N be given. Then for any s, t ∈ N n we have that
Thus L is uniformly differentiable on N n . Proof. Let x ∈ A, let L f > 0 be an upper bound for {|Df(x)(y)|: |y| 1} and let L g 1 be an upper bound for {|Dg(f(x))(y)|: |y| 1}. Then, as in the real case, D(g • f)(x) = Dg(f(x)) • Df(x). Also, ∃δ 1 > 0 such that f is uniformly differentiable on B δ 1 (x), and ∃δ 2 > 0 such that g is uniformly differentiable on B δ 2 (f(x)). By Lemma 2.4 ∃δ 3 > 0 such that whenever s ∈ B δ 3 (x) we have that |Df(s)(y)| < 2L f |y|. Similarly, ∃δ 4 > 0 such that whenever u ∈ B δ 4 (f(x)) we have that |Dg(u)(v)| < 2L g |v|. Let α = min{δ 2 , δ 4 }. Then, since f is continuous on A,
for all s, t ∈ B δ x (x) satisfying |s − t| < δ f . Thus
and let s, t ∈ B δ x (x) be such that |s − t| < δ. Then |f(s) − f(t) − Df(t)(s − t)| 4L g |s − t|. Also, we have that f(s), f(t) ∈ B α (f(x)) and by (3.2), |f(s) − f(t)| < δ g . Thus,
Therefore, g f(s) − g f(t) − Dg f(t) • Df(t)(s − t) = g f(s) − g f(t) − Dg(f(t)) f(s) − f(t) + Dg f(t) f(s) − f(t) − Dg f(t) • Df(t)(s − t) g f(s) − g f(t) − Dg f(t) f(s) − f(t)
+ Dg f(t) f(s) − f(t) − Df(t)(s − t) in N 2 satisfying |y − x| < δ, we have that Proof. Let j ∈ {1, . . . , n} be given. Then for all x, y ∈ N n and for all α, β ∈ N , we have that
Hence f j is a linear transformation from N n to N . It follows from Proposition 3.7 that f j is uniformly differentiable on N n . 2
Using the results of Proposition 3.11 and Lemma 3.12, we infer that any monomial function is locally uniformly differentiable on N n . It then follows from Proposition 3.8 that any polynomial function is locally uniformly differentiable on N n . 
Therefore, ψ r (t), ψ(t) ∈ B δ 1 (0) ∀t ∈ B δ (0) and ∀r ∈ N. Furthermore,
and hence
It is readily seen that lim r→∞ ψ r (t) = ψ(t), and so lim r→∞ φ[ψ r (t)] = φ[ψ(t)] since φ is continuous. Also, lim r→∞ φ [r] (t) = 0. Thus, by letting r → ∞ on both sides of (4.2), we obtain:
Lemma 4.2. Let g : A → N n be locally uniformly differentiable on A, with J g(t 1 ) = 0, where J g(t 1 ) denotes the Jacobian (determinant) of g at t 1 . Then ∃δ, η > 0 and a function F defined on B η (x 1 ) where x 1 = g(t 1 ) such that: Proof. Without loss of generality, we may assume that t 1 = 0 and x 1 = 0; for if this is not the case then we can replace g(t) withg(t) := g(t + t 1 ) − x 1 . Since g is locally uniformly differentiable, ∃ω 0 > 0 such that g is uniformly differentiable on
It follows that φ(0) = 0 and (x) ) for all x ∈ B η (0). Thus, ∀x ∈ B η (0), we have that (0) ; and by Lemma 4.1
Thus,
and hence B η (0) ⊆ g(B δ (0)), since F(x) ∈ B δ (0) ∀x ∈ B η (0). This shows (iii) and (iv).
Let s, t ∈ B δ (0). Then by (4.4),
It follows that
This completes the proof of the claim. 
and let x, y ∈ B η (0) with |x − y| < ξ. Since B η (0) ⊆ g(B δ (0)), then ∃t x , t y ∈ B δ (0) such that g(t x ) = x, and g(t y ) = y. Since F(B η (0)) ⊆ B δ (0) we get that F(g(t x )) = F(x) ∈ B δ (0). Thus, g(F(x)) = g(F(g(t x ))) = g(t x ) by (iv). Since g is one-to-one on B δ (0), it follows that F(x) = t x . Similarly F(y) = t y . Moreover, we have that Proof. Using Lemma 4.2, we can find a neighborhood 0 of t 0 such that g| 0 is one-to-one. Also, since g is C 1 and J g(t 0 ) = 0, there exists a neighborhood 1 of t 0 such that J g(t) = 0 ∀t ∈ 1 . Let ⊆ 0 ∩ 1 be a neighborhood of t 0 . Then g| is one-to-one. Let f = (g| ) −1 with domain g( ). Let t ∈ and x = g(t). Lemma 4.2 applied to g| at point t gives us δ, η, and F as stated in the lemma. Since B η (x) ⊆ g(B δ (t)) ⊆ g( ) and g is one-to-one on , it follows that g F(y) = y = g f(y) and hence
F(y) = f(y) ∀y ∈ B η (x).
Since each x ∈ g( ) has such a neighborhood As in the real case, the inverse function theorem will be used to prove the implicit function theorem. Proof. Since is C 1 andJ (t 0 ) = 0, ∃U 0 neighborhood of t 0 such thatJ (t) = 0 ∀t ∈ U 0 . Let g : U 0 → N n be defined as Then g is locally uniformly differentiable and has the Jacobian matrix Then, t ∈ U and (t) = 0 ⇐⇒t ∈ R and g(t) = (t, 0).
Moreover, since g| U and f are inverses, it follows that g(t) = (t, 0) ⇐⇒ t = f(t, 0).
Thus, {t ∈ U : (t) = 0} = {t ∈ U : g(t) = (t, 0),t ∈ R} = {t ∈ U : t = f(t, 0),t ∈ R} = t , φ(t) :t ∈ R . 2
