1. Introduction {#s0005}
===============

Mathematical epidemiology is an important branch of science as it is essential to determine the patterns, causes, and effects of health and disease conditions in defined populations. Populations are prone to various bacterial and viral diseases in every ecosystem. These diseases have a significant influence on the dynamical evolution of the concerned population. This has prompted the need to study the impact of epidemiological parameters from mathematical as well as ecological point of view. There were significant developments in the theory and applications of epidemiological models of predator--prey systems [@b0005], [@b0010], [@b0015], [@b0020], [@b0025], [@b0030], [@b0035] in the last two decades. Mathematical models have a long history in infectious disease ecology starting from Bernoulli's [@b0040] modelling of smallpox and including Ross's [@b0045] analysis of malaria. Pioneer works on mathematical modelling of infectious disease was done by Kermack and McKendrick [@b0025], [@b0030], [@b0035]. These papers had a major influence on the development of mathematical models forinfectious disease and are still relevant in many epidemic situations. There are many famous mathematical models which are related with important human infectious diseases e.g., HIV [@b0050], malaria [@b0055], [@b0060], SARS-coronavirus [@b0065] and influenza [@b0070]. Mathematical models are also being used to explore wildlife disease dynamics [@b0075], [@b0080] and possible routes of zoonotic disease emergence. A predator--prey system with infected prey in polluted environment was investigated by Sinha et al. [@b0085]. Anderson and May [@b0090] were probably the first who considered the disease factor in a predator--prey dynamics and observed that pathogen tends to destabilize the predator--prey interaction. Hadeler and Freedman [@b0095] determined a threshold of infection rate above which an infected equilibrium or an infected periodic solution appear in Rosenzweig prey-predator model. Many eco-epidemiological models are investigated by several researchers considering various types of interactions between the populations [@b0100], [@b0105]. Chattopadhyay and Arino [@b0110] formulated three species eco-epidemiological model and they studied local stability of equilibrium points, extinction criteria of species and determined the conditions for Hopf bifurcation in an equivalent two-dimensional model. Haque and Chattopadhyay [@b0115] investigated the role of transmissible diseases in a predator--prey system with infected prey. Bhattacharyya et al. [@b0120] proposed and investigated an epidemiological model considering nonlinearity in infection incidence. Liu et al. [@b0125] had done the bifurcation analysis of a predator--prey model with disease in prey and they reported various bifurcation scenarios of the system. Yongzhen et al. [@b0130] investigated effect of delay on a predator prey model with parasitic infection. Recently, various disease control strategies are introduced to control infectious disease in food chain model [@b0135], [@b0140]. Seasonal variation of infection rate is an important factor in disease modelling. Modelling and analysis of the transmission dynamics of tuberculosis without and with seasonality was investigated by Bowong et al. [@b0145].

Disease control has relied heavily on the application of chemical fungicides, bactericides and soil fumigants over the last 50 years. Now there are many problems associated with their continued deployment forces us to reduce use of chemicals in the environment in general. Consequently, applications of alternative non-chemical methods of disease control continues to gain importance. It is well known that most predators not only feed a single prey rather move for alternative foods also. Polis and Strong [@b0150] reported that the alternative resources and pathways plays central role in food web dynamics. Unexpected consequences of predator removal was observed experimentally by Sih et al. [@b0155] and Cote & Sutherland [@b0160]. They found that predator removal reduced prey populations in many cases. Several experimental studies [@b0165], [@b0170] had shown that predators can easily capture diseased prey. If predators eliminate the most infectious individuals from the prey population then that will have an outcome equivalent to quarantine, whereby infectious individuals are removed from the ecosystem and thereby prevented from disease spreading. Therefore, predator control has significant effect on food chain model with infected prey. Allochthonous inputs to predators help to increase predator population in a food chain. Some investigations [@b0175], [@b0180], [@b0185], [@b0190], [@b0195], [@b0200], [@b0205] were done either providing alternative food or considering allochthonous inputs to predator in a predator--prey system. Recently, Sahoo and Poria [@b0200], [@b0205] reported the consequences of alternative food for predator in a diseased predator--prey system. They showed that an diseased system may becomes disease free in presence of additional food up to some threshold infection rate. But disease controlling aspects of allochthonous inputs to intermediate predator in a three species food chain model is unexplored. Starting from a well studied tritrophic food chain model [@b0185], we investigate the disease controllability aspects of allochthonous inputs in this paper. The bifurcation phenomena of the model are analysed with respect to important biological parameters for finding periodic and other behaviours [@b0210] of the model.

In this paper, we consider Huxel and McCann [@b0185] three species food chain model with infected prey population and investigate the effects of supplying allochthonous foods to intermediate predator. The main aim of this paper is to analyse the role of allochthonous inputs to intermediate predator for controlling disease in prey population. The section-wise split of this paper are as follows. In next Section, the model formulation is done. In Section [3](#s0015){ref-type="sec"} the conditions for positivity and boundedness of solutions are derived. Stability conditions of all equilibrium points are derived and extinction criterion of infected prey population are calculated in the Section [3](#s0015){ref-type="sec"}. Persistence condition of the system is derived in Section [4](#s0035){ref-type="sec"}. In Section [5](#s0040){ref-type="sec"} the numerical simulation results of the model are presented and the effects of seasonal variation of contact rate on the model is also investigated. Numerically, one and two parameter bifurcation results using MATCONT 2.5.1. software [@b0215], [@b0220], [@b0225] are presented in Section [6](#s0050){ref-type="sec"}. Finally, conclusion is written in Section [7](#s0055){ref-type="sec"}.

2. Model {#s0010}
========

A tritrophic food chain model composed of a logistic prey (*x*), a Holling type II intermediate predator (*y*), and a Holling type II top-predator (*z*), with allochthonous inputs ($A_{y}$) into the intermediate predator population and allochthonous inputs ($A_{z}$) to the top-predator population was proposed by Huxel and McCann [@b0185]. The model is the following (see [Appendix A](#s0060){ref-type="sec"} for a full derivation and discussion of the underlying biological assumptions):$$\begin{aligned}
 & {\frac{\mathit{dx}}{\mathit{dt}} = x\left( {1 - \frac{x}{k}} \right) - \frac{a_{1}a_{2}(1 - c_{1})\mathit{xy}}{b_{1} + c_{1}A_{y} + (1 - c_{1})x}\text{,}} \\
 & {\frac{\mathit{dy}}{\mathit{dt}} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})x + c_{1}A_{y}\rbrack y}{b_{1} + c_{1}A_{y} + (1 - c_{1})x} - \frac{a_{3}a_{4}(1 - c_{2})\mathit{yz}}{b_{2} + c_{2}A_{z} + (1 - c_{2})y} - a_{1}y\text{,}} \\
\end{aligned}$$ $$\frac{\mathit{dz}}{\mathit{dt}} = \frac{a_{3}a_{4}\lbrack(1 - c_{2})y + c_{2}A_{z}\rbrack z}{b_{2} + c_{2}A_{z} + (1 - c_{2})y} - a_{3}z\text{.}$$Here, $c_{1}$ and $c_{2}$ are the parameters describing the feeding preference for the allochthonous inputs by the intermediate predator and top-predator population respectively. The analysis is performed over a range of feeding preference from 0 (feeding only on autochthonous/classical food web sources) to 1 (feeding only on the allochthonous sources). The supply of allochthonous inputs remain constant. The parameters can be deemed biologically plausible as they represent realistic predator--prey ratios in body size found in surveys [@b0230], [@b0235].

Polis and Hurd [@b0240] suggested that for an island system most of the allochthonous inputs are available to intermediate predator population only. There are many other systems which are driven by allochthonous inputs to the intermediate predator population include marine filter-feeding communities in unidirectional currents or invective areas [@b0245], soil communities [@b0250], [@b0150] and headwater streams which received leaf litter inputs [@b0255]. Therefore, it is biologically meaningful to assume supply of allochthonous inputs to intermediate predator population only in the model (1). Setting $A_{y} = A$ and $A_{z} = 0$, the model (1) reduces to:$$\begin{aligned}
 & {\frac{\mathit{dx}}{\mathit{dt}} = x\left( {1 - \frac{x}{k}} \right) - \frac{a_{1}a_{2}(1 - c_{1})\mathit{xy}}{b_{1} + c_{1}A + (1 - c_{1})x}\text{,}} \\
 & {\frac{\mathit{dy}}{\mathit{dt}} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})x + c_{1}A\rbrack y}{b_{1} + c_{1}A + (1 - c_{1})x} - \frac{a_{3}a_{4}(1 - c_{2})\mathit{yz}}{b_{2} + (1 - c_{2})y} - a_{1}y\text{,}} \\
 & {\frac{\mathit{dz}}{\mathit{dt}} = \frac{a_{3}a_{4}(1 - c_{2})\mathit{yz}}{b_{2} + (1 - c_{2})y} - a_{3}z\text{.}} \\
\end{aligned}$$

Now, suppose that prey population is infected by some infectious disease. To modify the model [(2)](#e0050){ref-type="disp-formula"} in presence of infectious disease we make the following assumptions:(a)The prey population is divided into two classes, viz. (i) susceptible class whose population density is denoted by *s* and (ii) infected class whose population density is denoted by *i*. The intermediate predator whose population density is denoted by $p_{1}$ and the density of top-predator is denoted by $p_{2}$.(b)A part of the susceptible prey population becomes infected at a rate $\delta$, following the law of mass action and *d* be the natural death rate of infected population.(c)Infected population is not in a state of reproduction and also does not compete for the resources.(d)Behaviour of the entire community is assumed to arise from the coupling of these interacting species, where $p_{1}$ preys on both susceptible prey and infected prey in the form of Holling type-II and Holling type-I respectively. This different combinations of functional forms are taken because it is easier to capture infected prey than the susceptible prey [@b0100]. Top-predator captures intermediate predator in the form of Holling type-II interaction. Infection does not transfer to intermediate predator from prey population.

Therefore, under the above assumptions the modified model [(2)](#e0050){ref-type="disp-formula"} in presence of infected prey become the following:$$\begin{aligned}
 & {\frac{\mathit{ds}}{\mathit{dt}} = s\left( {1 - \frac{s}{k}} \right) - \delta\mathit{si} - \frac{a_{1}a_{2}(1 - c_{1})\mathit{sp}_{1}}{b_{1} + c_{1}A + (1 - c_{1})s}\text{,}} \\
 & {\frac{\mathit{di}}{\mathit{dt}} = \delta\mathit{si} - \frac{m(1 - c_{1})\mathit{ip}_{1}}{b_{1} + c_{1}A} - \mathit{di}\text{,}} \\
 & {\frac{\mathit{dp}_{1}}{\mathit{dt}} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})s + c_{1}A\rbrack p_{1}}{b_{1} + c_{1}A + (1 - c_{1})s} + \frac{m(1 - c_{1})\mathit{ip}_{1}}{b_{1} + c_{1}A} - \frac{a_{3}a_{4}(1 - c_{2})p_{1}p_{2}}{b_{2} + (1 - c_{2})p_{1}} - a_{1}p_{1}\text{,}} \\
 & {\frac{\mathit{dp}_{2}}{\mathit{dt}} = \frac{a_{3}a_{4}(1 - c_{2})p_{1}p_{2}}{b_{2} + (1 - c_{2})p_{1}} - a_{3}p_{2}\text{.}} \\
\end{aligned}$$The schematic diagram of our model is shown in [Fig. 1](#f0005){ref-type="fig"} . The system [(3)](#e0055){ref-type="disp-formula"} should be analysed with initial conditions $s(0) \geqslant 0\text{,}i(0) \geqslant 0\text{,}p_{1}(0) \geqslant 0\text{,}p_{2}(0) \geqslant 0$ since it is a population model.Fig. 1Schematic diagram of the model [(3)](#e0055){ref-type="disp-formula"}.

3. Preliminaries {#s0015}
================

3.1. Basic properties {#s0020}
---------------------

In this subsection we investigate some preliminary but relevant properties of the system [(3)](#e0055){ref-type="disp-formula"}.Proposition 1*The solutions of the system* [(3)](#e0055){ref-type="disp-formula"} *exist in the closed positive octant,* $\Omega = \{(s\text{,}i\text{,}p_{1}\text{,}p_{2}) \in \mathbb{R}^{4}:s \geqslant 0\text{,}i \geqslant 0\text{,}p_{1} \geqslant 0\text{,}p_{2} \geqslant 0\}$ *.* ProofObserve that the right-hand side of system [(3)](#e0055){ref-type="disp-formula"} is a Lipschitz continuous function of the variables $(s\text{,}i\text{,}p_{1}\text{,}p_{2})$. Therefore, existence and uniqueness properties of solutions hold in $\Omega$.  □ Proposition 2*If* $i(t)$ *remains non-negative, then the possible solutions of the system* [(3)](#e0055){ref-type="disp-formula"} *are positive.* ProofThe proof is obvious.  □ Proposition 3*The set* $\Omega$ *is positively invariant for the system's trajectories.* ProofThis result follows from [Proposition 1](#n0045){ref-type="statement"}, [Proposition 2](#n0050){ref-type="statement"}.  □ Proposition 4*All the solutions of the system* [(3)](#e0055){ref-type="disp-formula"} *which start from points of* $\Omega$ *are bounded.* ProofFrom the first equation of the system [(3)](#e0055){ref-type="disp-formula"} we can write, $\frac{\mathit{ds}}{\mathit{dt}} \leqslant s(k - s)$,Therefore, $\limsup s(t) \leqslant k$, as $\left. t\rightarrow + \infty \right.$.Now we define, $w = s + i + p_{1} + p_{2}$.The time derivative of the above equation along the solutions of [(3)](#e0055){ref-type="disp-formula"} is$\frac{\mathit{dw}}{\mathit{dt}} = \frac{\mathit{ds}}{\mathit{dt}} + \frac{\mathit{di}}{\mathit{dt}} + \frac{\mathit{dp}_{1}}{\mathit{dt}} + \frac{p_{2}}{\mathit{dt}}$.Using equations of [(3)](#e0055){ref-type="disp-formula"}, we have$$\begin{aligned}
 & {\frac{\mathit{dw}}{\mathit{dt}} \leqslant s\left( {1 - \frac{s}{k} + 1} \right) - s - \mathit{di} - (a_{1} - a_{1}a_{2}c_{1}A)p_{1} - a_{3}p_{2}\text{,}} \\
 & {i.e.\text{,}\frac{\mathit{dw}}{\mathit{dt}} \leqslant k - \theta(s + i + p_{1} + p_{2})} \\
\end{aligned}$$where $\theta$ = min$\{ 1\text{,}d\text{,}a_{1} - a_{1}a_{2}c_{1}A\text{,}a_{3}\} > 0$, provided $a_{2}c_{1}A < 1$.$${Therefore}\text{,}\ \frac{\mathit{dw}}{\mathit{dt}} + \theta w \leqslant k\text{.}$$Applying the theory of differential inequality we obtain$$0 < w < \frac{k - e^{- \theta t}}{\theta} + w(s(0)\text{,}i(0)\text{,}p_{1}(0)\text{,}p_{2}(0))e^{- \theta t}\text{.}$$Now, as $\left. t\rightarrow\infty \right.$, we have $0 < w < \frac{k}{\theta}$.  □

Hence all the solutions of [(3)](#e0055){ref-type="disp-formula"} that initiate in $\Omega$ are confined in the region.

$S = \{(s\text{,}i\text{,}p_{1}\text{,}p_{2}) \in \mathbb{R}_{+}^{4}:w = \frac{k}{\theta} + \eta$, for any  $\eta > 0\}$. This proves the theorem.

3.2. Criterion for the extinction of infected prey {#s0025}
--------------------------------------------------

Theorem 3.1*If the initial population size* $p_{1}(0)$ *is sufficiently large so that the initial growth rate of the infected population would be negative (where the susceptible population density at* $s = k$ *) i.e., if* $\frac{(\delta k - d)}{m(1 - c_{1})p_{1}(0)}(b_{1} + c_{1}A) < 1$ *holds, then the infected prey population will extinct, i.e.,* $\mathit{\lim}_{t\rightarrow\infty}i(t) = 0$ *.* ProofFrom the system [(3)](#e0055){ref-type="disp-formula"}, we have$$\begin{aligned}
 & {\frac{\mathit{di}}{\mathit{dt}} = \delta\mathit{si} - \frac{m(1 - c_{1})\mathit{ip}_{1}}{b_{1} + c_{1}A} - \mathit{di}\text{,}} \\
 & {\leqslant i\{\delta k - \frac{m(1 - c_{1})p_{10}}{b_{1} + c_{1}A} - d\} < 0\text{,}\quad{if}\quad\frac{(\delta k - d)}{m(1 - c_{1})p_{1}(0)}(b_{1} + c_{1}A) < 1\text{.}} \\
\end{aligned}$$Hence the theorem follows.  □

From the above theorem it is clear that infected prey population will extinct if the initial intermediate predator population is greater than some positive value (threshold value) depending on infection rate of prey ($\delta$) as well as allochthonous inputs (*A*). The threshold population size increases monotonically with the increase of infection rate.

3.3. Stability analysis of equilibrium points {#s0030}
---------------------------------------------

We now discuss the stability behaviour of the system [(3)](#e0055){ref-type="disp-formula"}. The system [(3)](#e0055){ref-type="disp-formula"} possesses following five biological equilibrium states.(a)The trivial equilibrium state $E_{0} \equiv (0\text{,}0\text{,}0\text{,}0)$. An eigenvalue associated with the Jacobian matrix at $E_{0}$ is 1, therefore $E_{0}$ is an unstable equilibrium point.(b)The axial equilibrium state $E_{1} \equiv (k\text{,}0\text{,}0\text{,}0)$. The Jacobian matrix at $E_{1}$ is $J(E_{1})$ (see [Appendix B](#s0065){ref-type="sec"}). The axial equilibrium point $E_{1}$ is stable if $\delta k < d$, i.e., if $R_{0} < 1$ (where the basic reproductive ratio $R_{0} = \frac{\delta k}{d}$, the average number of new infections in a susceptible population over the (average) duration of infections) and $\frac{a_{2}((1 - c_{1})k + c_{1}A)}{b_{1} + c_{1}A + (1 - c_{1})k} < 1$, i.e., $A < \frac{b_{1} - (1 - c_{1})k(a_{2} - 1)}{(a_{2} - 1)c_{1}}$. The equilibrium point $E_{1}$ is unstable if either $R_{0} > 1$ or $A > \frac{b_{1} - (1 - c_{1})k(a_{2} - 1)}{(a_{2} - 1)c_{1}}$ or both holds (see [Appendix B](#s0065){ref-type="sec"} for details).(c)The predator free equilibrium state is $E_{2} \equiv (\overline{s}\text{,}\overline{i}\text{,}0\text{,}0)$, where $\overline{s} = \frac{d}{\delta}$ and $\overline{i} = \frac{d(R_{0} - 1)}{\delta^{2}k}$. The equilibrium point $E_{2}$ exists if $R_{0} > 1$.The predator free equilibrium point $E_{2}(\overline{s}\text{,}\overline{i}\text{,}0\text{,}0)$ is stable if $\frac{a_{1}a_{2}\lbrack(1 - c_{1})\overline{s} + c_{1}A\rbrack}{b_{1} + c_{1}A + (1 - c_{1})\overline{s}} + \frac{m(1 - c_{1})\overline{i}}{b_{1} + c_{1}A} < a_{1}$ and $R_{0} > 1$ (see [Appendix B](#s0065){ref-type="sec"} for details).(d)The disease free equilibrium state is $E_{3} \equiv (\widehat{s}\text{,}0\text{,}\widehat{p_{1}}\text{,}\widehat{p_{2}})$, where $\widehat{p_{1}} = \frac{b_{2}}{(a_{4} - 1)(1 - c_{2})}\text{,}\widehat{p_{2}} = \lbrack\frac{a_{1}a_{2}\{(1 - c_{1})\widehat{s} + c_{1}A\}}{b_{1} + c_{1}A + (1 - c_{1})\widehat{s}} - a_{1}\rbrack.\frac{\lbrack b_{1}(a_{4} - 1) + b_{2}\rbrack}{a_{3}a_{4}(1 - c_{1})(a_{4} - 1)}$ and $\widehat{s}$ is the positive root of the equation $P{\widehat{s}}^{2} + Q\widehat{s} + R = 0$, where $P = (1 - c_{1})\text{,}Q = b_{1} + c_{1}A - k(1 - c_{1})$ and $R = \frac{a_{1}a_{2}(1 - c_{1})b_{2}k}{(a_{4} - 1)(1 - c_{2})} - k(b_{1} + c_{1}A)$. The disease free equilibrium $E_{3}$ exists if $\frac{a_{1}a_{2}\{(1 - c_{1})\widehat{s} + c_{1}A\}}{b_{1} + c_{1}A + (1 - c_{1})\widehat{s}} > a_{1}$ and $Q^{2} \geqslant 4\mathit{PR}\text{,}Q < 0$.The disease free equilibrium point $E_{3}$ of the system [(3)](#e0055){ref-type="disp-formula"} is locally asymptotically stable if $A_{22} < 0$ and the conditions $\sigma_{1} > 0\text{,}\sigma_{3} > 0$ and $\sigma_{1}\sigma_{2} - \sigma_{3} > 0$ hold (see [Appendix B](#s0065){ref-type="sec"} for details).(e)The interior equilibrium state is $E^{\ast} \equiv (s^{\ast}\text{,}i^{\ast}\text{,}p_{1}^{\ast}\text{,}p_{2}^{\ast})$, where $s^{\ast} = \frac{1}{\delta}\left\lbrack {d + \frac{b_{2}m(1 - c_{1})}{(b_{1} + c_{1}A)(a_{4} - 1)(1 - c_{2})}} \right\rbrack\text{,}p_{1}^{\ast} = \frac{b_{2}}{(a_{4} - 1)(1 - c_{2})}\text{,}i^{\ast} = \frac{1}{\delta}\left\lbrack {1 - \frac{s^{\ast}}{k} - \frac{a_{1}a_{2}(1 - c_{1})p_{1}^{\ast}}{b_{1} + c_{1}A + (1 - c_{1})s^{\ast}}} \right\rbrack\text{,}p_{2}^{\ast} = \frac{b_{1} + (1 - c_{2})p_{1}^{\ast}}{a_{3}a_{4}(1 - c_{2})}\left\lbrack {\frac{a_{1}a_{2}\{(1 - c_{1})s^{\ast} + c_{1}A\}}{b_{1} + c_{1}A + (1 - c_{1})s^{\ast}} + \frac{m(1 - c_{1})i^{\ast}}{b_{1} + c_{1}A} - a_{1}} \right\rbrack$.The positive interior equilibrium point $E^{\ast}$ exists if $a_{4} > 1\text{,}1 > \frac{s^{\ast}}{k} + \frac{a_{1}a_{2}(1 - c_{1})p_{1}^{\ast}}{b_{1} + c_{1}A + (1 - c_{1})s^{\ast}}$ and $\frac{a_{1}a_{2}\{(1 - c_{1})s^{\ast} + c_{1}A\}}{b_{1} + c_{1}A + (1 - c_{1})s^{\ast}} + \frac{m(1 - c_{1})i^{\ast}}{b_{1} + c_{1}A} > a_{1}$.

Using the Routh--Hurwitz criterion (see [Appendix C](#s0070){ref-type="sec"}), we observe that the interior equilibrium point $E^{\ast}$ of the system [(3)](#e0055){ref-type="disp-formula"} is locally asymptotically stable if the conditions $\Omega_{1} > 0$,  $\Omega_{1}\Omega_{2} - \Omega_{3} > 0\text{,}\Omega_{3}(\Omega_{1}\Omega_{2} - \Omega_{3}) - \Omega_{4}\Omega_{1}^{2} > 0$ hold (see [Appendix B](#s0065){ref-type="sec"} for Jacobian matrix and associate eigenvalues at the equilibrium point $E^{\ast}$).

4. Persistence of the system [(3)](#e0055){ref-type="disp-formula"} {#s0035}
===================================================================

Persistence of a system means long term survival of all populations of the system, no matter what the initial populations are. Mathematically, persistence of a system means that strictly positive solutions do not have omega($\Omega$) limit points on the boundary of the non-negative cone.Theorem 4.1*Let the following conditions are satisfied* *(a)growth rate of infected prey in absence of intermediate predator is positive, i.e.,* $\delta k - d > 0$ *,(b)allochthonous input (A) is greater than the ratio of half saturation constant of prey-intermediate predator and feeding preference for the allochthonous input by the intermediate predator, i.e.,* $A > \frac{b_{1} - (1 - c_{1})k(a_{2} - 1)}{(a_{2} - 1)c_{1}}$ *,(c)intermediate predators growth rate in absence of top-predator is positive, i.e.,* $\frac{a_{1}a_{2}\lbrack(1 - c_{1})\overline{s} + c_{1}A\rbrack}{b_{1} + c_{1}A + (1 - c_{1})\overline{s}} + \frac{m(1 - c_{1})\overline{i}}{b_{1} + c_{1}A} - a_{1} > 0$ *,* *and if there exists a finite number (say, n) of periodic solutions* $s = \phi_{r}(t)\text{,}p_{1} = \psi_{r}(t)\text{,}p_{2} = \varphi_{r}\text{,}r = 1\text{,}2\text{,}3\text{,}\ldots\text{,}n$ *in the* $s - p_{1} - p_{2}$ *space, then system* [(3)](#e0055){ref-type="disp-formula"} *is uniformly persistent provided for each periodic solutions of period T,*$\zeta_{r} = - d + \frac{1}{T}\int_{0}^{T}\left( {\delta\phi_{r}(t) - \frac{m(1 - c_{1})\psi_{r}(t)}{b_{1} + c_{1}A}} \right)\mathit{dt} > 0\text{,}\quad r = 1\text{,}2\text{,}\ldots\text{,}n$ *.* ProofLet $X = (s\text{,}i\text{,}p_{1}\text{,}p_{2})$ be a point in the positive quadrant and $O(X)$ be orbit through *X* and $\Omega$ be the omega limit set of the orbit through *X*. Note that $\Omega(X)$ is bounded.We claim that $E_{0}\  \notin \ \Omega(X)$. If $E_{0} \in \Omega(X)$ then by the Butler-McGehee lemma [@b0260] there exist a point *P* in $\Omega(X)\bigcap W^{s}(E_{0})$ where $W^{s}(E_{0})$ denotes the stable manifold of $E_{0}$. Since $O(P)$ lies in $\Omega(X)$ and $W^{s}(E_{0})$ is the $i - p_{1} - p_{2}$ space, we conclude that $O(P)$ is unbounded, which is contrary to the boundedness of the system.Next $E_{1}\  \notin \ \Omega(X)$, for otherwise, since $E_{1}$ is a saddle point which follows from the conditions $(i)$ and $(\mathit{ii})$, by the Butler-McGehee lemma [@b0260] there exist a point *P* in $\Omega(X)\bigcap W^{s}(E_{1})$. Now $W^{s}(E_{1})$ is the *s*-axis implies that an unbounded orbit lies in $\Omega(X)$, a contradiction.The condition $\frac{a_{1}a_{2}\lbrack(1 - c_{1})\overline{s} + c_{1}A\rbrack}{b_{1} + c_{1}A + (1 - c_{1})\overline{s}} + \frac{m(1 - c_{1})\overline{i}}{b_{1} + c_{1}A} - a_{1} > 0$ implies that $E_{2}$ is unstable and therefore $E_{2}\  \notin \ \Omega(X)$.Lastly, we show that no periodic orbits in $s - p_{1} - p_{2}$ space or $E_{3} \in \Omega(X)$. Let $r_{i}\text{,}i = 1\text{,}2\text{,}\ldots\text{,}n$ denote the closed orbit of the periodic solution $(\phi_{r}(t)\text{,}\psi_{r}(t)\text{,}\varphi_{r}(t))$ in $s - p_{1} - p_{2}$ space such that $r_{i}$ lies inside $r_{i - 1}$. Let the Jacobian matrix $J_{r}(\phi_{r}(t)\text{,}0\text{,}\psi_{r}(t)\text{,}\varphi_{r}(t))$ corresponding to $r_{i}$ is given by$$J_{r} = \begin{pmatrix}
F_{1s} & F_{1i} & F_{1p_{1}} & 0 \\
0 & F_{2i} & 0 & 0 \\
F_{3s} & F_{3i} & F_{3p_{1}} & F_{3p_{2}} \\
0 & 0 & F_{4p_{1}} & 0 \\
\end{pmatrix}.\quad\square$$

Here $F_{2i} = - d + \left( {\delta\phi_{r}(t) - \frac{m(1 - c_{1})\psi_{r}(t)}{b_{1} + c_{1}A}} \right)$. Computing the fundamental matrix of the linear periodic system $X^{\prime} = J_{r}(t)X\text{,}\quad X(0) = X_{0}$, we find that its Floquet multiplier in the *i*-direction is $e^{\zeta_{r}(t)}$. Then proceeding in an analogous manner like Kumar and Freedman [@b0265], we conclude that no $r_{i}$ lies on $\Omega(X)$. Thus, $\Omega(X)$ lies in the positive quadrant and system [(3)](#e0055){ref-type="disp-formula"} is persistent. Finally, since only the closed orbits and the equilibria from the omega limit set of the solutions on boundary of $\mathbb{R}_{+}^{4}$ and the system [(3)](#e0055){ref-type="disp-formula"} is dissipative. Now using a theorem of Butler et al. [@b0270], we conclude that system [(3)](#e0055){ref-type="disp-formula"} is uniformly persistent.

5. Numerical results {#s0040}
====================

All numerical simulations of the system [(3)](#e0055){ref-type="disp-formula"} are done taking the parameters values of [Table 1](#t0005){ref-type="table"} . Effects of variation of allochthonous inputs *A* as well as infection rate $\delta$ are investigated numerically. Numerical simulations are done using MATLAB 7.8.0 (R2009a).Table 1Parameters values for the system [(3)](#e0055){ref-type="disp-formula"}.ParametersDescriptionParameter value*k*Carrying capacity1 [@b0185]$a_{1}$Mass-specific metabolic rate of intermediate predator $p_{1}$0.4 [@b0275], [@b0280]$a_{2}$Measure of the ingestion rate per unit metabolic rate of $p_{1}$2.009 [@b0275], [@b0280]$a_{3}$Mass-specific metabolic rate of top-predator $p_{2}$0.08 [@b0275], [@b0280]$a_{4}$Measure of the ingestion rate per unit metabolic rate of $p_{2}$5 [@b0275], [@b0280]$b_{1}$Half saturation constant of intermediate predator0.16129 [@b0275], [@b0280]$b_{2}$Half saturation constant of top-predator0.5 [@b0275], [@b0280]$c_{1}$Preference parameter0.3 (0--1) [@b0185]$c_{2}$Preference parameter0.2 (0--1) [@b0185]*m*Attack rate of infected prey0.3 (0--0.5) [@b0285]*d*death rate of infected prey0.1 (0.05--0.16) [@b0290]

We first numerically calculate the initial intermediate predator population $p_{10}$ (using [Theorem 3.1](#n0035){ref-type="statement"}) for extinction of infected prey using the set of parameter values of [Table 1](#t0005){ref-type="table"} with the variation of allochthonous inputs *A* for different infection rate $\delta$. From [Fig. 2](#f0010){ref-type="fig"} , we observe that the system [(3)](#e0055){ref-type="disp-formula"} becomes disease free above the critical $p_{10}$ and disease free region is decreasing with the increase of infection rate. We observe that there is a threshold value of initial intermediate predator population for eradication of infected prey. Intermediate population size should be greater than the threshold value for extinction of infected prey. The threshold population size increases monotonically with the increase of infection rate.Fig. 2Graph of $p_{10}$ with respect to allochthonous inputs (*A*) for various infection rate (a) $\delta = 0.68$, (b) $\delta = 0.8$, (c) $\delta = 1$ and (d) $\delta = 1.5$. The figure represents the density of initial intermediate predator population ($p_{10}$) for various infection rate.

The phase trajectories of the system [(3)](#e0055){ref-type="disp-formula"} around predator free equilibrium point $E_{2}$ are shown in [Fig. 3](#f0015){ref-type="fig"} with initial populations $I_{1} = (1.6\text{,}1\text{,}0\text{,}0)$ (black line), $I_{2} = (1.1\text{,}0.5\text{,}0\text{,}0)$ (green line), $I_{3} = (1.5\text{,}0.9\text{,}0\text{,}0)$ (red line), $I_{4} = (1.3\text{,}0.6\text{,}0\text{,}0)$ (magenta line) and $I_{5} = (1.9\text{,}1.3\text{,}0\text{,}0)$ (blue line). The system [(3)](#e0055){ref-type="disp-formula"} is stable at equilibrium points $E_{2}(\overline{s}\text{,}\overline{i}\text{,}0\text{,}0) = (0.1111\text{,}0.9877\text{,}0\text{,}0)$ for $\delta = 0.9\text{,}A = 0.2$ ([Fig. 3](#f0015){ref-type="fig"}(a)), $E_{2}(\overline{s}\text{,}\overline{i}\text{,}0\text{,}0) = (0.0625\text{,}0.5859\text{,}0\text{,}0)$ for $\delta = 1.6\text{,}A = 0.5$ ([Fig. 3](#f0015){ref-type="fig"}(b)) and $E_{2}(\overline{s}\text{,}\overline{i}\text{,}0\text{,}0) = (0.0385\text{,}0.3698\text{,}0\text{,}0)$ for $\delta = 2.6\text{,}A = 0.7$ ([Fig. 3](#f0015){ref-type="fig"}(c)). The local stability of disease free equilibrium point $E_{3}$ with initial population (1.3,0,0.5,0.1) is presented in [Fig. 4](#f0020){ref-type="fig"} . From [Fig. 4](#f0020){ref-type="fig"}, it is evident that the system [(3)](#e0055){ref-type="disp-formula"} has a stable limit cycle around disease free equilibrium point (0.9102, 0, 0.1562, 0.6862) for $\delta = 1.9\text{,}A = 0.6$ ([Fig. 4](#f0020){ref-type="fig"}(a)) and there is a stable limit cycle around the equilibrium point (0.9071, 0, 0.1562, 0.6816) for $\delta = 1.9\text{,}A = 0.6$ ([Fig. 4](#f0020){ref-type="fig"}(b)).Fig. 3Phase trajectories of the system [(3)](#e0055){ref-type="disp-formula"} corresponding to different initial conditions $I_{1} = (1.6\text{,}1\text{,}0\text{,}0)$ (black line), $I_{2} = (1.1\text{,}0.5\text{,}0\text{,}0)$ (green line), $I_{3} = (1.5\text{,}0.9\text{,}0\text{,}0)$ (red line), $I_{4} = (1.3\text{,}0.6\text{,}0\text{,}0)$ (magenta line) and $I_{5} = (1.9\text{,}1.3\text{,}0\text{,}0)$ (blue line) for (a) $\delta = 0.9\text{,}A = 0.2$, (b) $\delta = 1.6\text{,}A = 0.5$ and (c) $\delta = 2.6\text{,}A = 0.7$ are presented. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 4Phase trajectories of the system [(3)](#e0055){ref-type="disp-formula"} around disease free equilibrium point $E_{3}$ with initial condition $(s(0)\text{,}i(0)\text{,}p_{1}(0)\text{,}p_{2}(0)) = (1.3\text{,}0\text{,}0.5\text{,}0.1)$ and for (a) $\delta = 1.9\text{,}A = 0.6$ and (b) $\delta = 2.6\text{,}A = 0.5$ (other parameters are taken from [Table 1](#t0005){ref-type="table"}) are shown.

The numerical bifurcation results are presented here for random initial conditions, which are lie on positive quadrant. One parameter bifurcation diagrams of the system [(3)](#e0055){ref-type="disp-formula"} with respect to infection rate are presented in [Fig. 5](#f0025){ref-type="fig"} in absence of allochthonous inputs ($A = 0$). It is clear from [Fig. 5](#f0025){ref-type="fig"} that the species extinction is possible at higher infection rate in absence of allochthonous inputs. The system become disease free naturally at low infection rate but with the increases of infection rate (after $\delta \geqslant 0.62$) infected prey population increases in absence of allochthonous inputs. Bifurcation diagrams of the system [(3)](#e0055){ref-type="disp-formula"} with respect to $\delta \in \lbrack 0\text{,}2\rbrack$ in presence of allochthonous inputs (*A*) are presented in [Fig. 6](#f0030){ref-type="fig"} . It is evident from [Fig. 6](#f0030){ref-type="fig"} that in presence of allochthonous inputs ($A = 0.576$) the system becomes disease free for $0 \leqslant \delta \geqslant 0.65$, disease present for $0.65 < \delta \leqslant 2$. If we increase the supply of allochthonous input slightly and set $A = 0.6$ then the system becomes disease free almost everywhere within $0 \leqslant \delta \leqslant 2$ ([Fig. 6](#f0030){ref-type="fig"}(b)). Next, bifurcation diagram with respect to *A* of the infected prey population are drawn for different infection rate $\delta$ in [Fig. 7](#f0035){ref-type="fig"} . Fixing $\delta$ at different levels (at $\delta = 0.68\text{,}0.72\text{,}0.74\text{,}0.78$), we observe that the system [(3)](#e0055){ref-type="disp-formula"} becomes disease free when allochthonous input $A \geqslant 0.62$ ([Fig. 7](#f0035){ref-type="fig"}) on the other hand whenever *A* lies within $0 \leqslant A < 0.62$, the infection exists in the system.Fig. 5Bifurcation diagrams of the system [(3)](#e0055){ref-type="disp-formula"} for susceptible prey $(s)$, infected prey $(i)$, intermediate predator $(p_{1})$ and top-predator $(p_{2})$ population with respect to infection rate $\delta$ in absence of allochthonous inputs (i.e., $A = 0$) (The parameters are taken from [Table 1](#t0005){ref-type="table"}) are plotted. It shows that infected prey extincts for $0 \leqslant \delta < 0.62$ and survived for $\delta \geqslant 0.62$.Fig. 6Bifurcation diagrams of the system [(3)](#e0055){ref-type="disp-formula"} for infected prey $(i)$ population with respect to infection rate $\delta \in \lbrack 0.1\text{,}2\rbrack$ in presence of allochthonous inputs are plotted for for $A = 0.576$ in (a) and for $A = 0.6$ in (b) (other parameters are taken from [Table 1](#t0005){ref-type="table"}) are depicted. For $A = 0.576$, the system become infection free when $0.1 \leqslant \delta \leqslant 0.65$, disease persists for $\delta > 0.65$.Fig. 7Bifurcation diagrams of the system [(3)](#e0055){ref-type="disp-formula"} for infected prey with respect to allochthonous inputs (*A*) are depicted for infection rates $\delta = 0.68$ in (a), for $\delta = 0.72$ in (b), for $\delta = 0.74$ in (c) and for $\delta = 0.78$ in (d) (other parameters are same as [Table 1](#t0005){ref-type="table"}).

From the above bifurcation diagrams, we observe an internal relationship between infection rate ($\delta$) and allochthonous inputs (*A*). So, we have numerically calculated the infected and uninfected regions in the $A - \delta$ parameter plane in [Fig. 8](#f0040){ref-type="fig"} . From [Fig. 8](#f0040){ref-type="fig"}, it is clear that for low allochthonous inputs, the system may have disease for higher infection rate. On the other hand for very high infection rate, the system become disease free in presence of high allochthonous inputs. Notice that in [Fig. 8](#f0040){ref-type="fig"} the boundaries between infected and uninfected regions are not perfectly distinct, because, there is some degree of sensitivity to small changes in parameter values resulting in sharp transitions between different dynamical outcomes.Fig. 8Behaviour of the system [(3)](#e0055){ref-type="disp-formula"} in the $A - \delta$) plane taking other parameters from [Table 1](#t0005){ref-type="table"} is plotted. The $A\delta$-plane is divided into infected and uninfected regions. We observe that for higher infection rate, high level of allochthonous inputs is required to make the system disease free.

5.1. Effects of seasonally varying contact rate {#s0045}
-----------------------------------------------

It is well known that seasonal variations in temperature, rainfall and resource availability strongly influence infectious disease dynamics due to variation of contact rate. London and Yorke [@b0295] and Yorke et al. [@b0300] have computed seasonal contact rates for various diseases. Both London and Yorke [@b0295] and Yorke et al. [@b0300] showed that for monthly data, the contact rate appears to be smooth and periodic with a period of about one year. London and Yorke [@b0295] demonstrated that seasonality is necessary for perpetuating a recurrent epidemic, so we will concentrate on examining the effects of variation $\delta$ in the model [(3)](#e0055){ref-type="disp-formula"}. In order to investigate the qualitative effects of seasonality, we assume the infection-rate is set by the parameter $\delta(t)$ [@b0305], [@b0310], [@b0315] and incorporates time-dependent external factors affecting the contact rate between members of the population and the infectivity of the disease in the model [(3)](#e0055){ref-type="disp-formula"}. We assume $\delta(t) = \delta_{0}\lbrack 1 + \delta_{1}\sin(2\pi t)\rbrack$ [@b0300], [@b0305], [@b0310], where $\delta_{0}$ is the average contact rate-constant, $\delta_{1}$ represents the strength of the seasonal forcing between zero and unity and t has units of years. Note that the sinusoidal forcing may strongly influence the long term behaviour [@b0320]. Here, we investigate the effects of seasonal variation of contact rate in the disease dynamics of prey population in presence of allochthonous inputs.

The bifurcation diagrams with respect to $\delta_{1}$ of infected prey are presented in [Fig. 9](#f0045){ref-type="fig"} with random positive initial condition using MATLAB software (see [Appendix G](#s0090){ref-type="sec"} for algorithms of numerical simulations). From [Fig. 9](#f0045){ref-type="fig"}, [Fig. 9](#f0045){ref-type="fig"}(c), we observe that the infection of prey population exists for seasonally varying $\delta_{1}$ in absence of allochthonous inputs to intermediate predator. On the other hand, in presence of allochthonous inputs the system becomes disease free ([Fig. 9](#f0045){ref-type="fig"}, [Fig. 9](#f0045){ref-type="fig"}(d)). Therefore, allochthonous inputs to intermediate predator may be very useful to remove disease in prey population in case of seasonally varying contact rate also.Fig. 9Bifurcation diagrams of the system [(3)](#e0055){ref-type="disp-formula"} for infected prey with respect to strength of the seasonal variation $\delta_{1}$ are presented for $\delta_{0} = 0.62\text{,}A = 0$ in (a), for $\delta_{0} = 0.62\text{,}A = 0.6$ in (b), for $\delta_{0} = 0.7\text{,}A = 0$ in (c) and for $\delta_{0} = 0.7\text{,}A = 0.65$ in (d) (other parameters are taken from [Table 1](#t0005){ref-type="table"}).

6. Bifurcation of equilibrium and Hopf continuation {#s0050}
===================================================

In this section, we have investigated detail bifurcation nature of the system [(3)](#e0055){ref-type="disp-formula"} with respect to the parameters $\delta$ and *A* numerically with the help of parameter values of [Table 1](#t0005){ref-type="table"}. We study the existence of periodic orbits bifurcating from equilibrium points of the system [(3)](#e0055){ref-type="disp-formula"}. This phenomenon is know as a generalized Hopf bifurcation [@b0325]. This is actually done by studying the change in the eigenvalue of the Jacobian matrix and also following the continuation algorithm. We consider a set of fixed point initial solution, $s_{0} = 0.22982797\text{,}i_{0} = 0.77209572\text{,}p_{10} = 0.15448232$ and $p_{20} = 1.1231164$, corresponding to a parameter set of values as in [Table 1](#t0005){ref-type="table"}. The characteristics of Hopf point, the limit cycle and the general bifurcations are explored using the software package MATCONT2.5.1. [@b0215], [@b0220], [@b0225]. In this package we use prediction-correction continuation algorithm based on the Moore--Penrose matrix pseudo inverse for computing the curves of equilibria, limit point (LP), along with fold bifurcation points of limit cycles etc (see [Appendix G](#s0090){ref-type="sec"} for algorithms of numerical simulations).

In [Fig. 10](#f0050){ref-type="fig"} (a) the continuation curves from the equilibrium point with respect to $\delta$ as the free parameter for $A = 0\text{,}0.5\text{,}0.8$ are shown. In the [Fig. 10](#f0050){ref-type="fig"}(a) existence of two Hopf points (H), two branch point (BP) and two neutral saddle (H) of *s* with the variation of $\delta$ are observed for different *A* (fixed). We now discuss about the equilibrium curve of the system for fixed $A = 0.8$. For $A = 0.8$, we observe two Hopf point, one branch point in the positive quadrant. The first Hopf point ($H_{1}$) is located at $(s\text{,}i\text{,}p_{1}\text{,}p_{2}\text{,}\delta) \equiv$ (0.269218, 0.861629, 0.156250, 1.239693, 0.675168) with eigenvalues $( - 0.0473243 \pm i0.173118\text{,} \pm i0.365186)$. For this Hopf point the first Lyapunov coefficient turns out to be −0.008568927, indicating a supercritical Hopf bifurcation. Indeed, there are two complex eigenvalues of the equilibrium with real $\lambda_{3\text{,}4} \approx 0$ at this parameter. First Lyapunov coefficient is negative implies that a stable limit cycle appears when equilibrium point looses stability (see, [Appendix D](#s0075){ref-type="sec"} for general procedure of existence of Hopf bifurcation). As the parameter is increasing, second Hopf point $(H_{2}$) is situated at $(s\text{,}i\text{,}p_{1}\text{,}p_{2}\text{,}\delta) \equiv (0.134544\text{,}0.509303\text{,}0.156250\text{,}0.797909\text{,}1.350987)$. For this second Hopf point the first Lyapunov coefficient turns out to be −0.05326441. The branch point (BP) occurs at $(s\text{,}i\text{,}p_{1}\text{,}p_{2}\text{,}\delta) \equiv$ (0.915670, 0.000000, 0.156250, 0.545396, 0.198508) with eigenvalue values $- 0.856901\text{,}0\text{,}0.0244703 \pm i0.131973$. The remaining points (*H*) indicates the neutral saddle equilibrium. Similar bifurcation analysis are carried out with respect to $\delta$ for the variables $i\text{,}p_{1}$ and $p_{2}$ and the results are displayed in [Fig. 10](#f0050){ref-type="fig"}, [Fig. 11](#f0055){ref-type="fig"}, [Fig. 11](#f0055){ref-type="fig"} respectively.Fig. 10Continuation curves of equilibrium with the variation of the parameter $\delta$ for $A = 0$ (blue line), for $A = 0.5$ (green line), for $A = 0.8$ (magenta line) of susceptible prey $(s)$ and infected prey $(i)$ are presented. The labels are: $H_{1}\text{,}H_{2}$-Hopf point, BP-branch point and neutral saddle (H). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 11Continuation curves of equilibrium with the variation of $\delta$ for $A = 0$ (blue line), for $A = 0.5$ (green line), for $A = 0.8$ (magenta line) of intermediate predator $(p_{1})$ and top-predator $(p_{2})$ are plotted. The labels are: $H_{1}\text{,}H_{2}$-Hopf point, BP-branch point and neutral saddle (H). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

To proceed further we start from the first Hopf point ($H_{1}$) which is predicted in [Fig. 10](#f0050){ref-type="fig"}, [Fig. 11](#f0055){ref-type="fig"} as the initial point at $\delta = 0.675168$, and using the backward continuation process we get a family of stable limit cycles bifurcating from this Hopf point. This phenomenon is shown in [Fig. 12](#f0060){ref-type="fig"} , where again the infection rate $\delta$ in the system is the only free parameter. One observes that at $\delta = 0.675168$, we have a LPC point with period 17.20543 and normal form coefficient = −0.01373077. At this situation two cycles collide and disappears. The critical cycle has a double multiplier equal to 1. From this it follows that a stable branch occurs after the LPC point. At $\delta = 0.664531$ there is another LPC point with period 20.078810 and the normal form coefficient = 0.007475564. At that point two of the multiplier is equal to 1. We now start from the second Hopf point ($H_{2}$) in [Fig. 12](#f0060){ref-type="fig"} as the initial point at $\delta = 1.350987$, and proceeding in the opposite direction, get a LPC point with period 42.85038 and the normal form coefficient is = −0.05096683. A list of normal form coefficients and eigenvalues are given for codimension 1 bifurcation points in [Table 2](#t0010){ref-type="table"} . We list periods of limit cycle oscillations together with normal form coefficients ([Fig. 12](#f0060){ref-type="fig"}) in [Table 3](#t0015){ref-type="table"} .Fig. 12Family of limit cycles bifurcating from the Hopf points ($H_{1}\text{,}H_{2}$) of infected prey at (a) $(s^{\ast}\text{,}i^{\ast}\text{,}p_{1}^{\ast}\text{,}p_{2}^{\ast}\text{,}\delta)$ $\equiv$ $(0.269218\text{,}0.861629\text{,}0.156250\text{,}1.239693\text{,}0.675168)$ and (b) $(s^{\ast}\text{,}i^{\ast}\text{,}p_{1}^{\ast}\text{,}p_{2}^{\ast}\text{,}\delta)$ $\equiv$ $(0.134544\text{,}0.509303\text{,}0.156250\text{,}0.797909\text{,}1.350987)$ for $A = 0.8$. The cycles undergoing the limit point cycle bifurcations are labelled by $\mathit{LPC}_{1}$ and $\mathit{LPC}_{2}$.Table 2Parameter values of $\delta$ and *A* at the bifurcation points in [Fig. 10](#f0050){ref-type="fig"}, [Fig. 11](#f0055){ref-type="fig"}, together with normal form coefficients and eigenvalues [@b0330].Label$\delta$AFirst Lyapunov coefficientsEigenvalues$H_{1}$0.5894650.8$l_{1} = - 0.008568927$$- 0.0473243 \pm i0.173118\text{,} \pm i0.365186$$H_{2}$1.3509870.8$l_{1} = - 0.05326441$$- 0.00955927 \pm i0.389868\text{,} \pm i0.146631$*BP*0.1985080.8$-$$- 0.856901\text{,}0\text{,}0.0244703 \pm i0.131973$Table 3Limit cycle bifurcation with respect to $\delta$ in [Fig. 12](#f0060){ref-type="fig"}, together with first Lyapunov coefficients [@b0330].Label$\delta$APeriodNormal form coefficients$\mathit{LPC}_{1}$0.6751670.817.20543−0.01373077$\mathit{LPC}_{2}$0.66453170.820.78810.007475564$\mathit{LPC}_{3}$1.3509870.842.85038−0.05096683

Now, we investigate codimension 2 bifurcation sequences with $\delta$ and *A* as bifurcation parameters. We now consider our starting point to be the first Hopf point ($H_{1}$) occurring at $\delta = 0.675168$, in [Fig. 10](#f0050){ref-type="fig"}. Applying forward and backward continuation techniques, we observe $\mathit{generalizedHopf}$ (GH) points and $\mathit{doubleHopf}$ (HH) point considering $\delta$ and *A* as free parameters and this phenomena is presented in [Fig. 13](#f0065){ref-type="fig"} (see, [Appendix F](#s0085){ref-type="sec"} for existing conditions of different types of Hopf points). At the $\mathit{generalizedHopf}$ (GH) points, where the first Lyapunov coefficient $l_{1}$ vanishes indicating that all GH points are non-degenerate, since the second Lyapunov coefficients are non-zero. First generalized Hopf point ($\mathit{GH}_{1}$) occurs at $(s\text{,}i\text{,}p_{1}\text{,}p_{2}\text{,}\delta\text{,}A) \equiv$ (0.290153, 0.980010, 0.156250, 1.277808, 0.589465, 1.002103) with second lyapunov coefficient $l_{2} = 0.01359786$. Using forward and backward continuation, we observe another generalized Hopf point $(\mathit{GH}_{2})$ at $(s\text{,}i\text{,}p_{1}\text{,}p_{2}\text{,}\delta\text{,}A) \equiv (0.187917\text{,}0.807279\text{,}0.156250\text{,}1.016548\text{,}0.847191\text{,}1.309871)$ with second lyapunov coefficient $l_{2} = 0.8306695$. The double Hopf (HH) is located at $(s\text{,}i\text{,}p_{1}\text{,}p_{2}\text{,}\delta\text{,}A) \equiv (0.091737\text{,}0.309946\text{,}0.156250\text{,}0.528039\text{,}2.197830\text{,}0.538660)$. We list codimension 2 bifurcation points together with normal coefficients is presented in [Table 4](#t0020){ref-type="table"} . As theory predicts [@b0330], each GH point emanates an LPC curve. Actually, there is just one LPC curve connecting the GH points; while approaching these points, the critical non-hyperbolic cycle shrinks to the equilibrium point. We now consider our starting point to be the $\mathit{GH}_{1}$ point occurring at $(\delta\text{,}A) = (0.589464\text{,}1.002103)$ as shown in [Fig. 12](#f0060){ref-type="fig"} and the corresponding limit point cycle (LPC) scenarios are observed in [Fig. 14](#f0070){ref-type="fig"} (a). Staring from another $\mathit{GH}_{2}$ point at $(\delta\text{,}A) = (0.847191\text{,}1.309871)$, the bifurcation points LPC, PD, NS are presented in [Fig. 14](#f0070){ref-type="fig"}(b) (see, [Appendix E](#s0080){ref-type="sec"} for the study of limit point cycle). We list the bifurcation points together with period and normal form of coefficients in [Table 5](#t0025){ref-type="table"} ([Fig. 14](#f0070){ref-type="fig"}).Fig. 13Hopf point continuation curves of the system [(3)](#e0055){ref-type="disp-formula"} are drawn in the plane $(\delta\text{,}A)$: GH-generalized Hopf points, HH-double Hopf point. The diagrams (b) and (c) depict the real and imiginary part of eigenvalues corresponding to these bifurcation points w.r.to infection rate $\delta$.Table 4Parameter values of $\delta$ and *A* at the bifurcation points in [Fig. 13](#f0065){ref-type="fig"}, together with normal form coefficients and eigenvalues [@b0330].Label$\delta$ANormal form coefficientsEigenvalues$\mathit{GH}_{1}$0.5894651.002103$l_{1} = 0\text{,}l_{2} = 0.01359786$$- 0.594702 \pm i0.184733\text{,} \pm i0.184733$$\mathit{GH}_{2}$0.8471911.309871$l_{1} = 0\text{,}l_{2} = 0.806695$$- 0.0296194 \pm i0.340657\text{,} \pm i0.176157$HH2.1978300.538660$p_{11}p_{22} = 1$,$\pm i0.117916\text{,} \pm i0.413422$$\theta = - 2.236111$,$\delta = 1.369807$,$\Theta = 25.95972$,$\Delta = 4327.669$Fig. 14Limit cycle continuation curve of the system [(3)](#e0055){ref-type="disp-formula"} is plotted starting from generalized Hopf (GH) points with the variation of the parameter $\delta$: LPC-Limit point cycle, PD- Period doubling, NS-Neimark-Sacker.Table 5Limit point cycle continuation starting from $\mathit{GH}_{2}$ point with respect to $\delta$ in [Fig. 14](#f0070){ref-type="fig"}, together with period and normal form of coefficients [@b0330].Label$\delta$APeriodNormal form coefficients$\mathit{LPC}_{1}$0.53474080.821.633910.4319366$\mathit{LPC}_{2}$0.84719170.835.67527−0.0000396739$\mathit{LPC}_{3}$0.58946400.818.95807−0.000005725$\mathit{LPC}_{4}$1.08890.839.348450.2451057$\mathit{PD}_{1}$1.476210.848.93902−0.00094017$\mathit{PD}_{2}$1.9606060.859.428990.000071263$\mathit{NS}_{1}(\mathit{Neutral}\mspace{6mu}\mathit{saddle})$0.92427250.855.26618--$\mathit{NS}_{2}$1.7153130.854.70501−2.110497

We now start taking the HH point as initial point. With the variation of $\delta$ and *A*, the Neimark-Sacker (torus) bifurcation curve is presented in [Fig. 15](#f0075){ref-type="fig"} . The shape of the NS curve is more complicated: there are five more codimension 2 points on it. First Fold-Neimark Sacker bifurcation ($\mathit{LPNS}_{1}$) is located at $(\delta\text{,}A) \equiv (2.197839\text{,}0.5386601)$ with period 53.28529. There are 1:3 strong resonance (R3) point at $(\delta\text{,}A) \equiv (2.028442\text{,}0.6312537)$ with period 54.73327 and 1:4 resonance (R4) point at $(\delta\text{,}A) \equiv (1.984677\text{,}0.7096657)$ with period 56.85741. A generic unfolding of this singularity has a period-3 saddle cycle that does not bifurcate for nearby parameter values, although it merges with the primary fixed point as the parameter approach R3. There is 1:1 strong resonance points (R1), where the fold bifurcation curve and NS curves meet tangentially ([Fig. 16](#f0080){ref-type="fig"} ). Second Fold-Neimark Sacker bifurcation ($\mathit{LPNS}_{2}$) is situated at ($(\delta\text{,}A) \equiv (2.096277\text{,}0.792391)$). Periods of Neimark Sacker bifurcation curve starting from double Hopf point (HH) of the system [(3)](#e0055){ref-type="disp-formula"} with the variation of the parameters $\delta$ and *A* is listed in [Table 6](#t0030){ref-type="table"} and is depicted in [Fig. 17](#f0085){ref-type="fig"} .Fig. 15Neimark Sacker bifurcation starting curves from double Hopf point (HH) of the system [(3)](#e0055){ref-type="disp-formula"} is presented with the variation of the parameters $\delta$ and *A*: LPNS-Fold-Neimark Sacker bifurcation, R1-Resonance 1:1, R3-Resonance 1:3, R4-Resonance 1:4.Fig. 16Neimark Sacker bifurcation curves starting from double Hopf point (HH) of the system [(3)](#e0055){ref-type="disp-formula"} is presented with the variation of the parameters $\delta$ and *A*: LPNS-Fold-Neimark Sacker bifurcation, R1-Resonance 1:1, R3-Resonance 1:3, R4-Resonance 1:4.Table 6NS curve bifurcation point starting from *HH* point with the variation of $\delta$ and *A* in [Fig. 15](#f0075){ref-type="fig"}.Label$\delta$APeriod$\mathit{LPNS}_{1}$2.1978390.538660153.28529$\mathit{LPNS}_{2}$2.0962770.79239157.74066$R1$2.0969180.792352757.74986$R3$2.0284420.631253754.73327$R4$1.9846770.709665756.85741Fig. 17Periods of Neimark Sacker bifurcation curves of the system [(3)](#e0055){ref-type="disp-formula"} are plotted starting from double Hopf point (HH) with the variation of the parameters $\delta$ and *A*: LPNS-Fold-Neimark Sacker bifurcation, R1-Resonance 1:1, R3-Resonance 1:3, R4-Resonance 1:4.

7. Conclusions {#s0055}
==============

We formulate a three species food chain model with infected prey and investigate the effects of supplying allochthonous inputs to intermediate predator in the model. Equilibrium points of the model are calculated and their stability criteria are determined. Conditions for extinction of infected prey population are derived analytically. The persistence conditions of the system are derived in presence of allochthonous inputs. One parameter bifurcation analysis is done numerically with respect to infection rate as well as allochthonous inputs parameter using a set of biologically meaningful data. We have also simulated two parameter bifurcation scenarios by varying infection rate and allochthonous inputs together.

Numerical simulation results show that system [(3)](#e0055){ref-type="disp-formula"} becomes disease free in absence of allochthonous inputs for lower infection rate ($0 < \delta < 0.62$). This is happening because infected prey is weaker than susceptible prey and is easily captured by intermediate predator. This will reduce the number of infected prey and ultimately the system may becomes disease free at certain stage for low infection rate without allochthonous inputs. But for higher infection rate ($\delta \geqslant 0.62$), the disease free system can not be obtained in absence of allochthonous inputs. However, the bifurcation analysis with respect to infection rate proves that the system becomes disease free in presence of suitable allochthonous inputs for higher infection rate ([Fig. 6](#f0030){ref-type="fig"}, [Fig. 7](#f0035){ref-type="fig"}). If intermediate predator eliminate the most infected individuals from the prey population then it has an outcome equivalent to quarantine and prevent disease spreading among prey species. Allochthonous inputs to intermediate predator helps to increase its population size which helps to eat infected prey at higher rate. In this way allochthonous inputs to intermediate predator is very useful for controlling disease of prey population in a food chain model. We also consider seasonally varying contact rate and show that the system becomes disease free there in presence of suitable allochthonous inputs. Therefore, we may conclude that allochthonous inputs can control infectious disease of prey in a food chain model. We draw infected and uninfected region in the parameter plane as a function of infection rate and allochthonous inputs.

We have demonstrated the pattern of bifurcation in the proposed epidemic model to observe dynamical behaviour. We have employed numerical continuation methods to compute curves of codimension 1 and 2 bifurcation using MATCONT 2.5.1 software package. Existence of Hopf (H), double-Hopf (HH), generalized Hopf (GH) bifurcation with the variation of infection rate and allochthonous inputs are noticed. We have shown that the system also undergoes branching, period doubling, and Neimark-Sacker bifurcations. The first Lyapunov coefficient is computed to determine the nature of Hopf bifurcations in the model. The local representation of a Neimark-Sacker (NS) bifurcation curve is determined. We observe some critical bifurcation points like: 1:1 Resonance (R1), 1:3 Resonance (R3) and 1:4 resonance (R4) in the model with the variation of infection rate and allochthonous input. Therefore, many qualitatively different dynamical behaviours are observed in the model with the variation of infection rate and allochthonous input.

The key observation is that allochthonous inputs to intermediate predator can control infectious disease of prey in a food chain model if the death rate due to predation is lower than disease induced mortality of prey. If predators eliminate the most infectious individuals from the prey population then that will have an outcome equivalent to quarantine, which can prevent disease spreading among prey. Actually, the supply of allochthonous input increase the population of intermediate predator and then it can captures infected prey at higher rate and as a result, after certain time the system becomes disease free. Considering a parasite infected food chain model Packer et al. [@b0335] showed that predation will increase prey population size when the force of predation is lower than prey mortality. On the other hand if the death rate due to predation is higher than prey mortality then negative effects of allochthonous inputs will be expected. Notice that allochthonous inputs never increase the disease of prey but may not control the infection of the prey at high infection rate (for example see [Fig. 8](#f0040){ref-type="fig"}). Results presented in this paper are important to understand the role of allochthonous inputs as a natural disease controller of infected prey in a food chain model. The possible interesting aspects for future developments are to investigate the role of allochthonous inputs as a disease controller in food chain models with other type of functional responses between intermediate predator and infected prey and also with different types of infection spreading rule. The role of allochthonous inputs to control infectious disease of prey in a network of infected food chain models are also an important area for future developments. This novel natural non-toxic method of disease control may be very useful for biological conservation of prey species and also for developing new strategies for controlling infectious disease of prey in a real world biological systems.

Appendix A. Model formulation {#s0060}
=============================

Hastings and Powell [@b0340] described a tritrophic food chain composed of a logistic basal prey $(X)$, a Holling type II intermediate predator $(Y)$, and a Holling type II top-predator $(Z)$ in following form$$\begin{aligned}
 & {\frac{\mathit{dX}}{\mathit{dT}} = R_{0}X\left( {1 - \frac{X}{k}} \right) - C_{1}A_{1}\frac{\mathit{XY}}{B_{1} + X}\text{,}} \\
 & {\frac{\mathit{dY}}{\mathit{dT}} = A_{1}\frac{\mathit{XY}}{B_{1} + X} - A_{2}\frac{\mathit{YZ}}{B_{2} + Y} - D_{1}Y\text{,}} \\
 & {\frac{\mathit{dZ}}{\mathit{dT}} = C_{2}A_{2}\frac{\mathit{YZ}}{B_{2} + Y} - D_{2}Z\text{,}} \\
\end{aligned}$$where *T* is time. The constant $R_{0}$ is the "intrinsic growth rate" and the constant *k* is the "carrying capacity" of the species *X*. The constant $C_{1}^{- 1}$ and $C_{2}$ are conversion rates of prey to predators for species *Y* and *Z* respectively; $D_{1}$ and $D_{2}$ are constant death rates for species *Y* and *Z* respectively. The constants $A_{i}$ and $B_{i}$ for $i = 1\text{,}2$ are maximal predation rate and half saturation constants for *Y* and *Z* respectively. The model is biologically meaningful only when the parameters are strictly positive.

Nondimensionalizing the above system with $x = X\text{,}y = C_{1}Y$ , $z = \frac{C_{1}Z}{C_{2}}$ , $t = R_{0}T$, we obtain the following system$$\begin{aligned}
 & {\frac{\mathit{dx}}{\mathit{dt}} = x\left( {1 - \frac{x}{k}} \right) - \frac{a_{1}a_{2}\mathit{xy}}{b_{1} + x}\text{,}} \\
 & {\frac{\mathit{dy}}{\mathit{dt}} = \frac{a_{1}a_{2}\mathit{xy}}{b_{1} + x} - \frac{a_{3}a_{4}\mathit{yz}}{b_{2} + y} - a_{1}y\text{,}} \\
 & {\frac{\mathit{dz}}{\mathit{dt}} = \frac{a_{3}a_{4}\mathit{yz}}{b_{2} + y} - a_{3}z\text{,}} \\
\end{aligned}$$where, $a_{1} = \frac{D_{1}}{R_{0}}\text{,}a_{2} = \frac{A_{1}}{D_{1}}\text{,}a_{3} = \frac{D_{2}}{R_{0}}\text{,}a_{4} = \frac{A_{2}C_{2}}{D_{2}}\text{,}b_{1} = B_{1}\text{,}b_{2} = B_{2}C_{1}$. In this model, the terms $b_{1}$ and $b_{2}$ are the half saturation constants for the functional response between the prey-intermediate predator levels and that of between the intermediate predator-top predator levels, respectively. The parameters $a_{1}$ and $a_{3}$ are the mass-specific metabolic rate of intermediate predator *y* and top-predator trophic level *z* respectively, measured relative to the production-to-biomass ratio of the resource density. The term $a_{2}$ measures the ingestion rate per unit metabolic rate of *x* by *y*, and $a_{4}$ is the measure of ingestion rate per unit metabolic rate of *z*.

To examine the effects of allochthonous inputs on food chain model, Huxel and McCan [@b0185] used the Yodzis and Innes [@b0345] parameterization of the above Hastings and Powell [@b0340] tri-trophic food chain model. This model parameterization allows to focus on prey-resource systems that are biologically plausible.

Polis and Hurd [@b0240] suggested that for island systems most of the allochthonous inputs are available to consumer level. Therefore, presence of allochthonous inputs to intermediate predator only can be modelled as$$\begin{aligned}
 & {\frac{\mathit{dx}}{\mathit{dt}} = x\left( {1 - \frac{x}{k}} \right) - \frac{a_{1}a_{2}(1 - c_{1})\mathit{xy}}{b_{1} + c_{1}A_{y} + (1 - c_{1})x}\text{,}} \\
 & {\frac{\mathit{dy}}{\mathit{dt}} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})x + c_{1}A_{y}\rbrack y}{b_{1} + c_{1}A_{y} + (1 - c_{1})x} - \frac{a_{3}a_{4}\mathit{yz}}{b_{2} + y} - a_{1}y\text{,}} \\
 & {\frac{\mathit{dz}}{\mathit{dt}} = \frac{a_{3}a_{4}\mathit{yz}}{b_{2} + y} - a_{3}z\text{,}} \\
\end{aligned}$$where $c_{1}$ is the parameter describing the preference for the allochthonous input by the consumer, and $A_{y}$ is the allochthonous input into the consumer level. Here, the allochthonous input is a parameter, and feeding of allochthonous food only depends on the amount of input and the food preference parameter.

Polis and Hurd [@b0240] and Holt [@b0350] pointed out that allochthonous inputs are dominant factors which can control the dynamics of a food chain model. Allen paradox [@b0355] suggests that secondary production within streams can be insufficient to support levels of fish production therefore allochthonous inputs are necessary in a fishery for increasing fish production. Presence of allochthonous inputs $(A_{z})$ to the top-predator only can be modelled as$$\begin{aligned}
 & {\frac{\mathit{dx}}{\mathit{dt}} = x\left( {1 - \frac{x}{k}} \right) - \frac{a_{1}a_{2}\mathit{xy}}{b_{1} + x}\text{,}} \\
 & {\frac{\mathit{dy}}{\mathit{dt}} = \frac{a_{1}a_{2}\mathit{xy}}{b_{1} + x} - \frac{a_{3}a_{4}(1 - c_{2})\mathit{yz}}{b_{2} + c_{2}A_{z} + (1 - c_{2})y} - a_{1}y\text{,}} \\
 & {\frac{\mathit{dz}}{\mathit{dt}} = \frac{a_{3}a_{4}\lbrack(1 - c_{2})y + c_{2}A_{z}\rbrack z}{b_{2} + c_{2}A_{z} + (1 - c_{2})y} - a_{3}z\text{.}} \\
\end{aligned}$$The River Continuum Concept [@b0255] supports that allochthonous inputs can exist for both the consumers (intermediate predator and top-predator). Existence of allochthonous inputs for both the consumers can be modelled by$$\begin{aligned}
 & {\frac{\mathit{dx}}{\mathit{dt}} = x\left( {1 - \frac{x}{k}} \right) - \frac{a_{1}a_{2}(1 - c_{1})\mathit{xy}}{b_{1} + c_{1}A_{y} + (1 - c_{1})x}\text{,}} \\
 & {\frac{\mathit{dy}}{\mathit{dt}} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})x + c_{1}A_{y}\rbrack y}{b_{1} + c_{1}A_{y} + (1 - c_{1})x} - \frac{a_{3}a_{4}(1 - c_{2})\mathit{yz}}{b_{2} + c_{2}A_{z} + (1 - c_{2})y} - a_{1}y\text{,}} \\
 & {\frac{\mathit{dz}}{\mathit{dt}} = \frac{a_{3}a_{4}\lbrack(1 - c_{2})y + c_{2}A_{z}\rbrack z}{b_{2} + c_{2}A_{z} + (1 - c_{2})y} - a_{3}z\text{.}} \\
\end{aligned}$$The term $c_{2}$ is the parameter describing the preference for the allochthonous input ($A_{z}$) by the top-predator.

Appendix B. Stability analysis {#s0065}
==============================

The Jacobian matrix at $E_{1}$ is$$J(E_{1}) = \begin{pmatrix}
{- 1} & {- \delta k} & {- \frac{a_{1}a_{2}(1 - c_{1})k}{b_{1} + c_{1}A + (1 - c_{1})k}} & 0 \\
0 & {\delta k - d} & 0 & 0 \\
0 & 0 & {\frac{a_{1}a_{2}((1 - c_{1})k + c_{1}A)}{b_{1} + c_{1}A + (1 - c_{1})k} - a_{1}} & 0 \\
0 & 0 & 0 & {- a_{3}} \\
\end{pmatrix}\text{.}$$The eigen values of Jacobian matrix $J(E_{1})$ are −1, $\delta k - d\text{,}\frac{a_{1}a_{2}((1 - c_{1})k + c_{1}A)}{b_{1} + c_{1}A + (1 - c_{1})k} - a_{1}$ and $- a_{3}$.

The Jacobian matrix at $E_{2}$ is given by$$J(E_{2}) = \begin{pmatrix}
{- \frac{1}{R_{0}}} & {- d} & {- \frac{a_{1}a_{2}(1 - c_{1})d}{(b_{1} + c_{1}A)\delta + (1 - c_{1})d}} & 0 \\
{1 - \frac{1}{R_{0}}} & 0 & {- \frac{m(1 - c_{1})d(R_{0} - 1)}{\delta^{2}k(b_{1} + c_{1}A)}} & 0 \\
0 & 0 & B & 0 \\
0 & 0 & 0 & {- a_{3}} \\
\end{pmatrix}\text{,}$$where $B = \frac{a_{1}a_{2}\lbrack(1 - c_{1})\overline{s} + c_{1}A\rbrack}{b_{1} + c_{1}A + (1 - c_{1})\overline{s}} + \frac{m(1 - c_{1})\overline{i}}{b_{1} + c_{1}A} - a_{1}$. The characteristic roots of the Jacobian matrix $J(E_{2})$ are $B\text{,} - a_{3}$ and the roots of the equation $\lambda^{2} + \frac{1}{R_{0}}\lambda + d(1 - \frac{1}{R_{0}}) = 0$, i.e., $\lambda_{1\text{,}2} = \frac{- \frac{1}{R_{0}} \pm \sqrt{\frac{1}{R_{0}^{2}} - 4d(1 - \frac{1}{R_{0}})}}{2}$.

The Jacobian matrix at $E_{3}$ is given by$$J(E_{3}) = \begin{pmatrix}
A_{11} & A_{12} & A_{13} & 0 \\
0 & A_{22} & 0 & 0 \\
A_{31} & A_{32} & A_{33} & A_{34} \\
0 & 0 & A_{43} & 0 \\
\end{pmatrix}\text{,}$$where, $A_{11} = 1 - \frac{2\widehat{s}}{k} - \frac{a_{1}a_{2}(1 - c_{1})(b_{1} + c_{1}A)\widehat{p_{1}}}{{\{ b_{1} + c_{1}A + (1 - c_{1})\widehat{s}\}}^{2}}\text{,}A_{12} = - \delta\widehat{s}\text{,}A_{13} = - \frac{a_{1}a_{2}(1 - c_{1})\widehat{s}}{b_{1} + c_{1}A + (1 - c_{1})\widehat{s}}\text{,}A_{22} = \delta\widehat{s} - \frac{m(1 - c_{1})\widehat{p_{1}}}{b_{1} + c_{1}A} - d\text{,}A_{31} = \frac{a_{1}a_{2}b_{1}(1 - c_{1})\widehat{p_{1}}}{{\{ b_{1} + c_{1}A + (1 - c_{1})\widehat{s}\}}^{2}}\text{,}A_{32} = \frac{m(1 - c_{1})\widehat{p_{1}}}{b_{1} + c_{1}A}\text{,}A_{33} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})\widehat{s} + c_{1}A\rbrack}{b_{1} + c_{1}A + (1 - c_{1})\widehat{s}} - \frac{a_{3}a_{4}(1 - c_{2})b_{1}\widehat{p_{2}}}{{\lbrack b_{2} + (1 - c_{2})\widehat{p_{1}}\rbrack}^{2}} - a_{1}\text{,}A_{34} = - \frac{a_{3}a_{4}(1 - c_{2})\widehat{p_{1}}}{b_{1} + (1 - c_{2})\widehat{p_{1}}}\text{,}A_{43} = \frac{a_{3}a_{4}(1 - c_{2})b_{2}\widehat{p_{2}}}{{\lbrack b_{2} + (1 - c_{2})\widehat{p_{1}}\rbrack}^{2}}$.

The characteristic equation of Jacobian matrix $J(E_{3})$ can be written as $(\lambda - A_{22})(\lambda^{3} + \sigma_{1}\lambda^{2} + \sigma_{2}\lambda + \sigma_{3}) = 0$. Where,$$\sigma_{1} = - \lbrack A_{11} + A_{33}\rbrack\text{,}$$ $$\sigma_{2} = A_{11}A_{33} - A_{34}A_{43} - A_{13}A_{31}\text{,}$$ $$\sigma_{3} = A_{11}A_{34}A_{43}\text{.}$$The characteristic roots of the Jacobian matrix $J(E_{3})$ are $A_{22}$ and the roots of the equation $\lambda^{3} + \sigma_{1}\lambda^{2} + \sigma_{2}\lambda + \sigma_{3} = 0$.

The Jacobian matrix at $E^{\ast}$ is given by$$J(E^{\ast}) = \begin{pmatrix}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44} \\
\end{pmatrix}\text{,}$$where, $a_{11} = 1 - \frac{2s^{\ast}}{k} - \delta i^{\ast} - \frac{a_{1}a_{2}(1 - c_{1})(b_{1} + c_{1}A)p_{1}^{\ast}}{{\{ b_{1} + c_{1}A + (1 - c_{1})s^{\ast}\}}^{2}}\text{,}a_{12} = - \delta s^{\ast}\text{,}a_{13} = - \frac{a_{1}a_{2}(1 - c_{1})s^{\ast}}{b_{1} + c_{1}A + (1 - c_{1})s^{\ast}}\text{,}a_{14} = 0\text{,}a_{21} = \delta i^{\ast}\text{,}a_{22} = \delta s^{\ast} - \frac{m(1 - c_{1})p_{1}^{\ast}}{b_{1} + c_{1}A} - d\text{,}a_{23} = - \frac{m(1 - c_{1})i^{\ast}}{b_{1} + c_{1}A}\text{,}a_{24} = 0\text{,}a_{31} = \frac{a_{1}a_{2}b_{1}(1 - c_{1})p_{1}^{\ast}}{{\{ b_{1} + c_{1}A + (1 - c_{1})s^{\ast}\}}^{2}}\text{,}a_{32} = \frac{m(1 - c_{1})p_{1}^{\ast}}{b_{1} + c_{1}A}\text{,}a_{33} = \frac{a_{1}a_{2}\lbrack(1 - c_{1})s^{\ast} + c_{1}A\rbrack}{b_{1} + c_{1}A + (1 - c_{1})s^{\ast}} + \frac{m(1 - c_{1})i^{\ast}}{b_{1} + c_{1}A} - \frac{a_{3}a_{4}(1 - c_{2})b_{1}p_{2}^{\ast}}{{\lbrack b_{2} + (1 - c_{2})p_{1}^{\ast}\rbrack}^{2}} - a_{1}\text{,}a_{34} = - \frac{a_{3}a_{4}(1 - c_{2})p_{1}^{\ast}}{b_{1} + (1 - c_{2})p_{1}^{\ast}}\text{,}a_{41} = 0\text{,}a_{42} = 0\text{,}a_{43} = \frac{a_{3}a_{4}(1 - c_{2})b_{2}p_{2}^{\ast}}{{\lbrack b_{2} + (1 - c_{2})p_{1}^{\ast}\rbrack}^{2}}\text{,}a_{44} = 0$.

The characteristic equation of Jacobian matrix $J(E^{\ast})$ is given by$$\lambda^{4} + \Omega_{1}\lambda^{3} + \Omega_{2}\lambda^{2} + \Omega_{3}\lambda + \Omega_{4} = 0\text{,}$$where,$$\Omega_{1} = - \lbrack a_{11} + a_{22} + a_{33}\rbrack\text{,}$$ $$\Omega_{2} = \lbrack a_{11}a_{33} - a_{34}a_{43} + a_{22}a_{33} + a_{11}a_{22} - a_{12}a_{21} - a_{23}a_{32} - a_{13}a_{31}\rbrack\text{,}$$ $$\Omega_{3} = - \lbrack a_{33}(a_{11}a_{22} - a_{12}a_{21}) - a_{34}a_{43}(a_{11} + a_{22}) - a_{32}(a_{11}a_{23} - a_{13}a_{21}) + a_{31}(a_{12}a_{23} - a_{13}a_{22}) + a_{14}a_{31}a_{43}\rbrack\text{,}$$ $$\Omega_{4} = \lbrack - a_{34}a_{43}(a_{11}a_{22} - a_{12}a_{21})\rbrack\text{.}$$

Appendix C. Routh--Hurwitz criterion {#s0070}
====================================

Given the polynomial,$$P(\lambda) = \lambda^{n} + a_{1}\lambda^{n - 1} + a_{2}\lambda^{n - 2} + \ldots + a_{n - 1}\lambda + a_{n}\text{,}$$where the coefficients $a_{i}$ are real constants, $i = 1\text{,}2\text{,}\ldots\text{,}n$, define the *n* Hurwitz matrices using the coefficients $a_{i}$ of the characteristic polynomial as:$$M_{1} = \begin{pmatrix}
a_{1} \\
\end{pmatrix}\text{,}$$ $$M_{2} = \begin{pmatrix}
a_{1} & 1 \\
a_{3} & a_{2} \\
\end{pmatrix}\text{,}$$ $$M_{3} = \begin{pmatrix}
a_{1} & 1 & 0 \\
a_{3} & a_{2} & a_{1} \\
a_{5} & a_{4} & a_{3} \\
\end{pmatrix}\text{,}$$and$$M_{n} = \begin{pmatrix}
a_{1} & 1 & 0 & 0 & \ldots & 0 \\
a_{3} & a_{2} & a_{1} & 1 & \ldots & 0 \\
a_{5} & a_{4} & a_{3} & a_{2} & \ldots & 0 \\
. & . & . & . & \ldots & \text{.} \\
. & . & . & . & \ldots & \text{.} \\
. & . & . & . & \ldots & \text{.} \\
0 & 0 & 0 & 0 & \ldots & a_{n} \\
\end{pmatrix}\text{,}$$where $a_{j} = 0$ if $j > n$. All of the roots of the polynomial $P(\lambda)$ have negative real part if and only if the determinants of all Hurwitz matrices are positive: det $M_{j} > 0\text{,}j = 1\text{,}2\text{,}\ldots\text{,}n$.

Appendix D. Hopf point bifurcations {#s0075}
===================================

Consider a dynamical system [(3)](#e0055){ref-type="disp-formula"} of the form$$\overset{˙}{X} = f(X\text{,}\mu)\text{,}$$where $X \in \mathbb{R}^{4}$ and $\mu \in \mathbb{R}^{m}$ is a vector of control parameters where equilibria, limit cycles, etc. can be computed [@b0330], [@b0360].

Suppose that the system [(4)](#e0005){ref-type="disp-formula"} has an equilibrium point $X = X_{0}$ at $\mu = \mu_{0}$ and therefore, it represents$$F(X) = f(X\text{,}\mu_{0})\text{,}$$ $${as}\quad F(X) = \mathit{AX} + \frac{1}{2}B(X\text{,}X) + \frac{1}{6}C(X\text{,}X\text{,}X) + O(||X||^{4})\text{,}$$ $${where}\quad A = f_{X}(0\text{,}\mu_{0})\text{,}$$ $${and}\quad B_{i}(X\text{,}y) = \sum\limits_{j\text{,}k = 1}^{4}\frac{\partial^{2}F_{i}(\xi)}{\partial\xi_{j}\partial\xi_{k}}|_{\xi = 0}\ x_{j}y_{k}\text{,}$$ $$C_{i}(X\text{,}y\text{,}z) = \sum\limits_{j\text{,}k\text{,}l = 1}^{4}\frac{\partial^{3}F_{i}(\xi)}{\partial\xi_{j}\partial\xi_{k}\partial\xi_{l}}|_{\xi = 0}\ x_{j}y_{k}z_{l}\text{,}$$for $i = 1\text{,}2\text{,}3\text{,}4$. Here the variable $X - X_{0}$ is also denoted by *X*.

We assume that $(X_{0}\text{,}\mu_{0})$ is an equilibrium point of the system [(4)](#e0005){ref-type="disp-formula"} where Jacobian matrix *A* has a pair of purely imaginary eigenvalues on the imaginary axis: $\lambda_{3\text{,}4} = \pm i\omega_{0}\text{,}\omega_{0} > 0$, and no other eigenvalues with $\mathit{Re}\lambda_{1\text{,}2} = 0$.

A Hopf point $(X_{0}\text{,}\mu_{0})$ is an equilibrium point of the system [(4)](#e0005){ref-type="disp-formula"} where the Jacobian matrix *A* has a pair of purely imaginary eigenvalues $\lambda_{3\text{,}4} = \pm i\omega_{0}\text{,}\omega_{0} > 0$. At a Hopf point, a two-dimensional center manifold is well-defined, which is invariant under the flow generated by [(4)](#e0005){ref-type="disp-formula"} and can be smoothly continued to nearby parameter values.

A Hopf point is called *transversal* if the curves of complex eigenvalues cross the imaginary axis with non-zero derivative.

In a neighbourhood of a *transversal* Hopf point with $l_{1}\  \neq \ 0$ the dynamic behaviour of the system [(4)](#e0005){ref-type="disp-formula"}, reduced to the family of parameter-dependent continuations of the center manifold, is orbitally topologically equivalent to the complex normal form$$\overset{˙}{\omega} = (\gamma + i\omega)\omega_{0} + l_{1}\omega_{0}|\omega|^{2}\text{,}$$ $\omega \in C\text{,}\gamma\text{,}\omega$ and $l_{1}$ are smooth continuations of 0, $\omega_{0}$ and the first Lyapunov coefficient at the Hopf point [@b0330], respectively. When $l_{1} < 0(l_{1} > 0)$ a family of stable (unstable) periodic orbits can be found on this family of center manifolds which shrink to the equilibrium point at the Hopf point.

Appendix E. Codimension 2 bifurcations {#s0080}
======================================

When two control parameters are allowed to vary, the codimension 2 bifurcations can be met in generic families of the system [(4)](#e0005){ref-type="disp-formula"}, where curves of codimension 1 bifurcations intersect tangentially. A codimension 2 point is of particular interest if it is not only the origin of some equilibrium bifurcation curves but also of some curves corresponding to bifurcations of periodic orbits (cycles). Such points can be detected by purely local analysis of equilibria and then be used to establish the existence of limit cycle bifurcations and other global phenomena that could hardly be proved otherwise [@b0365].

The theory of codimension 2 bifurcations of equilibria in generic system [(4)](#e0005){ref-type="disp-formula"} is well developed (see, for example, [@b0365], [@b0370]. There are five well-known codimension 2 equilibrium bifurcations: cusp (CP), Bautin (generalized Hopf, GH), double zero (Bodanov--Takens, BT), zero-Hopf (ZH), and double Hopf (HH). It follows from their analysis that branches of nonhyperbolic limit cycles can emanate from GH, ZH, and HH points only. There are thirteen well known codimension 2 limit cycle bifurcations: some of them are generalized Hopf (GH), 1:1 Resonance (R1), 1:2 Resonance (R2), 1:3 Resonance (R3), 1:4 Resonance (R4), Fold-Neimark-Sacker bifurcation (LPNS) etc. More precisely, a codimension 1 bifurcation curve LPC, along which a cycle with a nontrivial multiplier $\mu_{1} = 1$ exists, emanates from a generic GH point, while codimension 1 bifurcation curves NS, along which a cycle with a pair of multipliers $\mu_{1\text{,}2} = e^{\pm i\theta_{0}}$ exists, are rooted at generic ZH and HH points. Notice that NS is used to denote both Neimark-Sacker and neutral saddle cycles where $\mu_{1}\mu_{2} = 1$ and that no period-doubling curves can emanate from generic codimension 2 equilibrium bifurcations [@b0365].

Appendix F. Limit cycle bifurcation {#s0085}
===================================

While varying one parameter($\mu \in \mathbb{R}^{1}$), one may encounter codimension 1 bifurcation of fixed points. The eigenvalues of the Jacobian matrix $A = f_{X}(0\text{,}\mu_{0})$ of $f(X\text{,}\mu)$ are called multipliers. The fixed point is asymptotically stable if $|\mu| < 1$ for every multiplier $\mu$. If there exists a multiplier $\mu$ with $|\mu| > 1$, then fixed point is unstable. While following a curve of fixed points, three codimension 1 singularities can generally occur, namely a $\mathit{limitpoint}$ $(\mathit{fold}\text{,}\mathit{LP})$ with multiplier $+ 1$, a $\mathit{period} - \mathit{doubling}$ $(\mathit{flip}\text{,}\mathit{PD})$ point with a multiplier $- 1$ and a $\mathit{Neimark} - \mathit{Sacker}(\mathit{NS})$ point with conjugate pair of complex multipliers $e^{\pm i\theta_{0}}\text{,}0 < \theta_{0} < \pi$. Generally, the curve of fixed points turns at an *LP*. In a *PD* point, a cycle of period two bifurcates from the fixed point of *f* that changes stability. This bifurcation can be supercritical or subcritical, denoting the appearance of stable or unstable cycles for parameter values larger or smaller than critical one, respectively.

A branch point (BP) is a point where the Jacobian matrix $A = \lbrack f_{X}\text{,}f_{\mu}\rbrack$ of [(4)](#e0005){ref-type="disp-formula"} is rank deficient. This is a nongeneric situation in one parameter problems where the implicit function theorem cannot be applied to ensure the existence of a unique smooth branch of solutions.

Appendix G. Algorithms for numerical simulations {#s0090}
================================================

We will now list MATLAB commands for solving ordinary differential equations (ODEs).

The proposed ordinary differential equation (ODE) [(3)](#e0055){ref-type="disp-formula"} is of the form:$$\begin{pmatrix}
\overset{˙}{s} \\
\overset{˙}{i} \\
\overset{˙}{p_{1}} \\
\overset{˙}{p_{2}} \\
\end{pmatrix} = \begin{pmatrix}
{f_{1}(s\text{,}i\text{,}p_{1}\text{,}p_{2})} \\
{f_{2}(s\text{,}i\text{,}p_{1}\text{,}p_{2})} \\
{f_{3}(s\text{,}i\text{,}p_{1}\text{,}p_{2})} \\
{f_{4}(s\text{,}i\text{,}p_{1}\text{,}p_{2})} \\
\end{pmatrix}\text{,}$$with $s(0) \geqslant 0\text{,}i(0) \geqslant 0\text{,}p_{1}(0) \geqslant 0\text{,}p_{2}(0) \geqslant 0$.

We are interested in plotting the solution $s(t)$ versus $i(t)$ or 3-dimensional plot of $s(t)\text{,}p_{1}(t)\text{,}p_{2}(t)$ for all $t \geqslant 0$. This curve is called a trajectory or orbit of the system. So we write the ODE in phase file as:$$\begin{array}{l}
{\mathit{function}\mspace{6mu}\mathit{dx}\  = \ \mathit{phase}(t\text{,}x)} \\
{\mathit{dx}\  = \ \mathit{zeros}(4\text{,}1)\text{;}} \\
{\mathit{all}\mspace{6mu}\mathit{fixed}\mspace{6mu}\mathit{parameter}\mspace{6mu}\mathit{values}\text{;}} \\
{\mathit{dx}(1) = f_{1}(x(1)\text{,}x(2)\text{,}x(3)\text{,}x(4))\text{;}} \\
{\mathit{dx}(2) = f_{2}(x(1)\text{,}x(2)\text{,}x(3)\text{,}x(4))\text{;}} \\
{\mathit{dx}(3) = f_{3}(x(1)\text{,}x(2)\text{,}x(3)\text{,}x(4))\text{;}} \\
{\mathit{dx}(4) = f_{4}(x(1)\text{,}x(2)\text{,}x(3)\text{,}x(4))\text{;}} \\
\end{array}$$We now simulate the system with initial conditions from $t = 0$ to $t = 2000$ asop = odeset('relTol',1e-9,'absTol',1e-9);load in.mat;in = rand(4,1);\[t, x\]=ode23('phase', \[0 2000\], in, op);save in.mat in b;plot(x(:,1), x(:,2)); (for *s* versus *i* phase plot, ([Fig. 3))](#f0015){ref-type="fig"},plot3(x(:,1), x(:,3), x(:,4)); (for 3D phase plot among $s\text{,}p_{1}$ and $p_{2}$, ([Fig. 4)](#f0020){ref-type="fig"}.

The one parameter bifurcation diagrama are drawn by plotting maximum and minimum points of the variable with the variation of the parameter (either $\delta$ or *A*).

**MATCONT:** A powerful software MatCont is compatible with the standard matlab ODE representation of differential equations. It can be used to solve continuation problems and to perform bifurcation analysis. This package is a collection of numerical algorithms implemented as a MATLAB toolbox for the detection, continuation and identification of limit cycles. In this package, prediction-correction continuation algorithm based on the Moore--Penrose matrix pseudo inverse is used for computing the curves of equilibria, limit point (LP), period doubling bifurcation points of limit cycles (PD), along with fold bifurcation points of limit cycles (LPC), Neimark Sacker bifurcation etc.
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