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Abstract 
The primary cause of recent Russian economic downturn is the decline in global oil prices, which led to the currency crisis in 
Russia. However, other factors, which might have considerable effects on ruble exchange rate, are overlooked – for example 
changes in gold and gas prices, Russian interest rates, development of stock market and last but not least development of the 
USD exchange rate itself. A close relationship among these variables may be suspected. The purpose of this article is to discover 
this relationship and determine the impact of these variables on changes in the ruble exchange rate with the aid of cointegration 
analysis. It has been found out that besides the decline of the oil price, also decline of gold price, rise of stock market, increase in 
interest rates and appreciation of USD played a significant role in depreciation of ruble.   
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction - theoretical background 
    In this paper, attention will be paid to relevant economic theory, which can explain possible effects of selected 
factors on nominal ruble exchange rates. At first let’s focus on most likely major factor behind ruble depreciation – 
the medial role of oil price dynamics. The Russian economy relies heavily on oil exports, which makes it very 
sensitive to any fluctuation of global oil price. In 2013, crude oil exports represented 33 percent of total export 
revenues. Consequently, the abrupt drop in the price of oil had many consequences. As the revenues of export-
oriented companies begin to fall, their profits started to decrease and investors began to look for more profitable 
foreign investment opportunities. These results including an increase in demand for foreign currencies, increased 
ruble supply and overall capital outflow. Lack of interest in the ruble and its excess in markets caused inflation and 
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through inflation differential was reflected in the exchange rate. –Lower profits of export-oriented companies lead to 
lower corporate tax revenues, which caused troubles for government and its budget – expenditure cuts would come 
to fore. In the end, aggregate demand started to drop and the recession become imminent. All of these events lead to 
ruble depreciation, but the initial catalyst was the decrease in oil price. This relationship between oil price and 
exchange rate has been examined in several papers, e.g. Basher & Haug & Sadorsky (2012), Lizardo & Mollick 
(2010), Reboredo & Rivera-Castro (2013). We are not going to pursue all these channels of economic and financial 
contagion, for our needs it is sufficient enough to know that the decline in oil price will lead to ruble depreciation in 
the end. 
    The second factor we consider is the price of natural gas.  The idea behind its influence on ruble exchange rate is 
similar to the idea of oil prices - in 2014, crude oil, oil products and gas (including LNG) represented 68 percent of 
total export revenues.  
    In the case of the price of gold, if the price is increasing, gold becomes more attractive for investors, therefore 
they should get rid of the ruble (not only the ruble, it should be valid for all currencies) in order to purchase gold and 
cause currency depreciation. 
    Regarding the interest rate, an increase in the interest rate should attract foreign capital, because Russian portfolio 
investments will promise higher returns. This will be manifested by an increase in foreign currency supply and an 
increase in ruble demand, because to buy these portfolio investments, rubles are required. Both these factors should 
lead to appreciation of the ruble. 
    Another potential factor behind the change in value of the ruble is stock market development, which reflects the 
market mood. The relationship between the exchange rate and stock market development has been examined in 
Śmiech & Papiez (2013). Rise in the stock market should attract foreign capital and cause appreciation of ruble. But 
there can exist another effect working from the other side - rise in the stock market makes stocks more attractive, 
therefore domestic investors are buying stocks in exchange for money and this money is flooding the money and 
foreign exchange market and making the ruble fall. We will see later which one of these hypotheses is true. 
    The last factor taken into consideration is USD exchange rate. From the basic theory of international finance 
comes the following statement – when one currency is appreciating, the other should express depreciating 
tendencies. If we apply this contemplation to our situation, when the USD is appreciating, the ruble should 
depreciate and vice versa. 
2. Data 
    Analysis will focus on the period from 1st January 2013 to 25th February 2015. From this period, 556 daily 
observations of ruble exchange rate (values are available only for weekdays) have been collected. To perform 
analysis properly, it was necessary to have exactly this number of observations for all variables presenting potential  
  Table 1. Variables used in analysis 
 
factors behind ruble development. In some cases it was necessary to deal with missing values in order to ensure 
abbreviation of 
variable variable characteristic
RUB spot exchange rate of ruble expressed in form of RUB/USD
oil price of oil BRENT expressed in USD per barrel
gas price of natural gas expressed in USD per MMBTI (million british thermal units which is equal to 
approximately 28,26 m3)
gold price of gold expressed in USD per troy ounce
interest Moscow Interbank Overnight Interest Rate
MIC
MICEX Index (cap-weighted composite index calculated based on prices of the 50 most liquid 
Russian stocks of the largest and dynamically developing Russian issuers presented on the Moscow 
Exchange)
EUR/USD spot exchange rate of US dollar expressed in form of EUR/USD
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continuity of input variables. This was solved simply by adopting the value from the previous day (this adjustment is 
permissible because from the look of the variables development, two consecutive values differ only a little bit). 
Table 1 contains a short description of variables and their abbreviations used in the analysis. 
3. Methodology 
    In order to determine possible effects of explanatory variables on the dependent variable, an econometric model 
will be used. This model will help to determine statistical significance of the variables involved, determine variables 
providing duplicate information and finally separate the effects of remaining relevant explanatory variables on the 
dependent variable - the ruble exchange rate. 
    The analysis takes the form of linear regression. All the above mentioned variables are naturally in the form of  
a time series. Time series have some special properties, which can lead to invalid results of regression. Before the 
regression could be conducted including all the input variables, isolated analysis of each time series was executed to 
check assumptions associated with appropriate lag length selection and stationarity (or non-stationarity). In other 
words, univariate time series analysis was be performed for each variable. 
    The first phenomenon typical for time series data is correlation across observations – a value can depend on 
previous value(s). The appropriate number of lags for each variable needs to be determined to assess which data are 
independent. In order to find the correct number of lags, the sequential testing procedure was adopted – a high 
number of lags will be included in order to assess the intensity of the influence of previous values on the current 
value. Then lag lengths would be sequentially dropped if the relevant coefficients turn out to be statistically 
insignificant. The resulting regression will be known as autoregressive model of order p (AR(p) model) and because 
seven variables are considered in the analysis, we will get seven equations. Formally: 
௧ܻ ൌ ߙ ൅߶ଵ ௧ܻିଵ ൅߶ଶ ௧ܻିଶ ൅ ڮ൅߶௣ ௧ܻି௣ ൅ ߝ௧,                                             (1)  
where ܻ represents corresponding variable. 
    A second property investigated is whether the time series are stationary or not. We execute Dickey-Fuller tests for 
each variable. Non-stationary series express trend behavior and contain unit root. In the above mentioned equation 
(1) this fact would be demonstrated by a coefficients ϕ equal to 1.  In discussing (or testing) unit root behavior it is 
convenient to subtract ௧ܻିଵ from both sides of the equation (1). We obtain: 
ȟ ௧ܻ ൌ ߙ ൅ ߩ ௧ܻିଵ ൅ߛଵȟ ௧ܻିଵ ൅ ڮ൅ߛ௣ିଵȟ ௧ܻି௣ାଵ ൅ ߝ௧,                (2) 
where ρ = ϕ – 1 and ρ = 0 implies that the AR(p) time series ௧ܻ contains unit root and is non-stationary. On the other 
hand, if ρ = 0, term ௧ܻିଵdrops out in the time series ȟ ௧ܻ , stationarity of series ȟ ௧ܻ  is induced. Because trend 
behavior can occur both in a non-stationary and a stationary series, it is appropriate to test possible trend behavior 
also in stationary series to get relevant results from regression. This would be done by including deterministic trend 
in regression. AR(p) model takes form: 
ȟ ௧ܻ ൌ ߙ ൅ ߩ ௧ܻିଵ ൅ߛଵȟ ௧ܻିଵ ൅ ڮ൅ߛ௣ିଵȟ ௧ܻି௣ାଵ ൅ ߜݐ ൅ ߝ௧,               (3) 
with ߜݐ  representing trend component. Statistical significance (or insignificance) of every single lag of the 
dependent variable, as well as the trend component, would be discovered simply by testing whether individual 
coefficients are equal to zero at a chosen significance level – we take a look at p-values or t-statistics. In case of the 
coefficient ߩ we need to take a look at Dickey-Fuller test statistic and corrected p-value. 
    In the case of proven non-stationarity of individual time series, a test for possible cointegration will be executed. 
If cointegration occurs, regression can be done without risk of misleading and incorrect results. Cointegration exists 
if two conditions are met – at first each time series included in the regression must contain unit root (it means they 
need to be non-stationary) and secondly error terms of this regression must on the contrary exhibit stationary 
behavior (must not contain unit root). In the case of a non-stationary time series and no cointegration, the final 
model will have to be based on differences of time series to induce stationarity. For the record, a cointegration 
relationship among considered variables has been already proven (Shiu-Sheng & Hung-Chyn, 2007; Tsagnakos & 
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Siriopoulos, 2013) and therefore it is reasonable to presume its existence in our case too. 
    After that, statistical significance of each explanatory variable, as well as possible multicollinearity between them, 
will be tested. In the end, the final regression will be executed and comments on its results will be made. 
4. Results 
    The first objective of the analysis was to find the appropriate number of lags for each variable. The initial number 
of lags was set at fifteen, but the use of a sequential testing procedure showed that it was reasonable to include only 
one lag. For example, in the case of the price of oil, it was determined that today’s price is derived only from 
yesterday’s price, while the relationship between today’s price and the price a week or a month ago was 
inconclusive. This autoregressive model with the explanatory variable being the dependent variable lagged one 
period is called the AR(1) model and can be written as 
௧ܻ ൌ ߙ ൅ ߶ ௧ܻିଵ ൅ ߝ௧                    (4) 
    Because we have seven variables, we have seven regressions and seven different equations. Parameters of the 
executed regressions are stated below. Note that we are interested in changes in variables, therefore we are using 
logarithms of values – pointed out by the prefix log. 
     Table 2. AR(1) models for each variable 
 
      Source: Author’s computation based on data acquired via Bloomberg Database 
    In order to test for existence of unit roots, we rewrite the equation (4) as: 
ȟ ௧ܻ ൌ ߙ ൅ ߩ ௧ܻିଵ ൅ ߝ௧                      (5) 
    Again - because we have seven variables, we have seven regressions and seven different equations. Parameters of 
the executed regressions are stated below. Note that the time trend component was not significant for any variable at 
a significance level of 5%, therefore it was removed from equation and the regressions itself. From t-ratios and p-
values we can claim that all coefficients are statistically insignificant, in other words we cannot decline hypotheses 
that are equal to zero. And if ߩ ൌ Ͳ, then ߶ ൌ ͳ, because, ρ = ϕ – 1 (this fact is also confirmed by coefficients 
estimates from Table 2 – all coefficients estimates are statistically significant and close to 1). 
   
 
 
dependent var. (Yt) explanatory var. (Yt-1) coefficient (ϕ) std. error t-ratio p-value
log_RUB log_RUB_1 1,00325 0,00272 368,40 0,00
log_oil log_oil_1 1,00349 0,00284 352,90 0,00
log_gas log_gas_1 0,99798 0,00578 172,70 0,00
log_gold log_gold_1 0,98748 0,00521 189,60 0,00
log_interest log_interest_1 0,99218 0,00645 153,80 0,00
log_MIC log_MIC_1 0,98560 0,00885 111,40 0,00
log_EUR_USD log_EUR_USD_1 1,00385 0,00400 251,20 0,00
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    Table 3. Dickey-Fuller test results for each variable 
 
     Source: Author’s computation based on data acquired via Bloomberg Database 
    Therefore, each time series can be written as the AR(1) model in form   
௧ܻ ൌ ߙ ൅ ௧ܻିଵ ൅ ߝ௧                    (6) 
    Equation (6) is also known as a random walk with drift model. In the random walk model, since ߶ ൌ ͳ, ௧ܻ has 
unit root and is non-stationary. Because the OLS regression with a non-stationary time series can be executed only 
in the case of cointegration, there is a need to prove its existence. Otherwise regression based on differences must be 
executed. The first condition that needs to be fulfilled is that each time series needs to contain unit root. Based on 
the above mentioned facts, this condition is met. The second condition is that errors from regression need to have 
the form of a stationary time series, i.e. must not contain unit root. Our procedure will be similar to the procedure 
previously run. We ran regression with the dependent variable ߂ݑ௧ on explanatory variable ݑ௧ିଵ, where ݑ represents 
the residual component of regression. We then use the Dickey-Fuller strategy in order to test for the existence (or 
non-existence) of unit root in the ୲ series. 
            Table 4. Dickey-Fuller test results for residuals from regression 
 
            Source: Author’s computation based on data acquired via Bloomberg Database 
    On the grounds of the listed results, we can conclude that the residual time series ୲ does not contain unit root, 
therefore the series is stationary. Because both conditions are met, we can claim that time series are cointegrated and 
OLS regression will not provide incorrect results. 
    Before we run the final regression, several factors need to be tested. At first, statistical significance of all included 
explanatory variables needed to be tested. Variable gas price was statistically insignificant and was dropped from the 
regression.  
    Secondly we tested possible multicollinearity between explanatory variables. We used the correlation matrix 
listed below. Correlation analysis is another frequently used tool to explore relationships among exchange rate and 
selected variables (Reboredo, 2013). Despite the high value of the correlation coefficient between USD exchange 
rate and price of oil (-0,9021), Variance Inflation Factor signals that multicolinearity is not the problem, because its 
value is not higher than 10, which is a threshold for the existence of multicollinearity. We could drop out one of 
these variables from the regression, but it would be incompatible with our theoretical assumptions – the price of oil, 




dependent var. (ΔYt) explanatory var. (Yt-1) coefficient (ρ) std. error t-ratio p-value
Δ_log_RUB log_RUB_1 0,00325 0,00272 1,20 0,9982
Δ_log_oil log_oil_1 0,00349 0,00284 1,23 0,9983
Δ_log_gas log_gas_1 -0,00020 0,00578 -0,35 0,9147
Δ_log_gold log_gold_1 -0,01252 0,00521 -2,40 0,1410
Δ_log_interest log_interest_1 -0,00782 0,00645 -1,21 0,6708
Δ_log_MIC log_MIC_1 -0,01440 0,00885 -1,63 0,4677
Δ_log_EUR_USD log_EUR_USD_1 -0,00385 0,00400 0,96 0,9963
dependent var. explanatory var. coefficient std. error t-ratio p-value
Δu ut-1 -0,120659 0,0201361 -5,99754 0,002213
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        Table 5. Correlation matrix 
log_RUB log_oil log_gold log_interest log_MIC log_EUR/USD  
1.0000 -0.9108 -0.5445 0.9268 0.4337 0.8174 log_RUB 
 1.0000 0.2997 -0.8295 -0.4716 -0.9021 log_oil 
  1.0000 -0.5210 -0.0241 -0.2145 log_gold 
   1.0000 0.3227 0.7222 log_interest 
    1.0000 0.4977 log_MIC 
     1.0000 log_EUR/USD 
                     Source: Author’s computation based on data acquired via Bloomberg Database 
    Examination of the correlation coefficients between explanatory variables and ruble exchange rate will also give 
us useful hints about their relationship. The coefficient sign of oil price confirms our suspicion – there is strong 
negative correlation: when oil price is decreasing, ruble exchange rate is depreciating (because we are using direct 
quotation, it means that the rate is going up). 
    Surprisingly, the effect of the change in the price of gold is also negative, which is in direct contradiction to our 
assumption. We assumed that an increase in price of gold will make this commodity more attractive for investors 
who consequently dump the ruble and cause its depreciation. 
    The change in interest rate also had an opposite impact on exchange rate than we anticipated. We assumed that an 
increase in interest will lead to inflow of foreign capital and consequently to appreciation of the ruble. This 
contradiction is most likely caused by the fact that investors came to a conclusion that raising of interest rate is in 
this case a signal of unnatural increase of currency attractiveness by the monetary policy authority to prevent foreign 
capital outflow and the decision to get rid of rubles. 
    Correlation between the stock market index and exchange rate manifested also a positive sign. Therefore the 
second hypothesis mentioned in the beginning of paper is most likely true in our case - more valuable stocks attract 
domestic investors to buy them and their money floods markets and leads to ruble depreciation. 
    At last we will consider the effect of change in the USD value. We are using direct quotation of EUR exchange 
rate (EUR/USD), therefore a rise in the exchange rate means USD appreciation (or depreciation of euro). And 
because of the positive sign of the coefficient and because we are using direct quotation also in the case of the ruble 
(RUB/USD), USD appreciation causes ruble depreciation. The results of regression, specifically the size of effects 
of change in each explanatory variable on dependent variable, are presented in the following table: 
             Table 6. Cointegrating regression with dependent variable log_RUB 
 Coefficient Std. Error t-ratio p-value  
const 6.87484 0.3837 17.9173 <0.00001 *** 
log_oil −0.490148 0.0315279 -15.5465 <0.00001 *** 
log_gold −0.42899 0.0262405 -16.3484 <0.00001 *** 
log_interest 0.272242 0.0133894 20.3327 <0.00001 *** 
log_MIC 0.214457 0.0373689 5.7389 <0.00001 *** 
log_EUR/USD 0.28541 0.0971472 2.9379 0.00344 *** 
                Source: Author’s computation based on data acquired via Bloomberg Database 
    It is logical that the signs of the regression coefficients match the signs of the correlation coefficients. Because we 
are using logarithms of variables, we will talk about percentage changes. Change in the explanatory variable by 1% 
causes change in the dependent variable by a value of the corresponding coefficient upward or downward. 
    The constant does not have any use in our analyses, because we are interested in factors behind changes of ruble 
exchange rate. Because of the similarity of interpretation, we only describe the negative effect of change in oil price 
and the positive effect of change in the interest rate. Decline in oil price by 1% causes depreciation of the ruble by 
approximately 0,49% and vice versa, ceteris paribus. Increase in interest rate by 1% causes depreciation of the ruble 
by approximately 0,27% and vice versa, ceteris paribus. 
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5. Conclusions 
    All economists interested in global economic and financial events must have detected current turbulence in the 
Russian economy. There is no doubt that one of the main sources of this economic downturn is Russian currency 
depreciation. In the presented paper, possible factors behind the current ruble depreciation were investigated. After 
brief theoretical insight into this issue, data and the methodology used in subsequent analysis were introduced. 
Several facts have been found in the empirical part of the paper. According to findings, oil price and appreciation of 
the dollar are strongly correlated with the ruble exchange rate. We witnessed negative correlation in the case of the 
former one, while the latter one is positively correlated with Russian currency exchange rate. It is in compliance 
with our theoretical assumption – that the ruble is depreciating if oil price is going down or if the dollar is 
appreciating. Further, the change in price of natural gas does not contribute to our explanation of the change in the 
ruble exchange rate. Russian interest rates are also strongly positively correlated with value of ruble, which indicates 
that unnatural increase in interest rate intensifies investor’s mistrust of ruble. An increase in a stock index value 
leads to depreciation of the ruble on the grounds of rising interest in stocks, which leads to formation of money 
excess on the markets. Finally, it has been proven that appreciation of the USD leads to depreciation of the ruble. 
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