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Example of unique implication point.
evant for the two most recent conﬂicts, and that backtracking to one of these
two decision assignments would not eliminate these conﬂicts. To remove the
conﬂicting conditions the backtrack search algorithm needs to backtrack to
one of the decisions indicated by
˘
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˚
￿
￿
¸ . In general the backtracking step is
performed to the most recent decision, in this case
￿
J
˝
m
˛ .
In ATPG the utilization of non-chronological backtracking search strategies
was initially outlined in [29, 30], and detailed and implemented in [31]. Inter-
estingly, the work of [15, 17] did not utilize non-chronological backtracking,
and the work of [29, 30, 31] did not consider search equivalence or dominance
conditions.
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Besides the creation of conﬂict clauses, the ability to backtrack non-chrono-
logically, and the deletion of large clauses, a few additional search pruning
techniques have been proposed that also build upon clause recording.
Relevance-based learning [5] consists of extending the life-span of clauses,
by deleting unresolved recorded clauses only after a certain number of literals
becomes unassigned. We should note that relevance-based learning is often
integrated with deletion of large clauses, and so large clauses are only deleted
when a certain number of literals becomes unassigned.
Unique implication points denote dominators [45] in the graph of implica-
tionsof decisionassignmentswith respectto identiﬁedconﬂicts. Uniqueimpli-
cation points represent variable assignments which, by themselves, can trigger
sequences of implied assignments that yield the same conﬂicts. Consider the
following CNF formula,
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and the sequence of decision assignments
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resulting impliedassignments are shown in Figure 12.13. The clause recording
procedureoutlinedinsection 12.5.2.1wouldidentify thenewclause
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However, noting that the implied assignment
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yields by itself the same