Abstract. We review recent results on global wellposedness and long-time behavior of smooth solutions to the derivative nonlinear Schrödinger (DNLS) equation. Using the integrable character of DNLS, we show how the inverse scattering tools and the method of Zhou [48] for treating spectral singularities lead to global wellposedness for general initial conditions in the weighted Sobolev space H 2,2 pRq. For generic initial data that can support bright solitons but exclude spectral singularities, we prove the soliton resolution conjecture: the solution is asymptotic, at large times, to a sum of localized solitons and a dispersive component, Our results also show that soliton solutions of DNLS are asymptotically stable.
iu t`uxx´i ε`|u| 2 u˘x " 0, x P R with initial condition (1.2) upx, 0q " u 0 pxq
and ε "˘1. The transformation upx, tq Þ Ñ up´x, tq maps solutions of (1.1) with ε "´1 to solutions of (1.1) with ε " 1.
The DNLS equation is a canonical dispersive equation that can be obtained in a long-wave, weakly nonlinear scaling regime from the one-dimensional compressible magneto-hydrodynamic (MHD) equations in the presence of the Hall effect (Mjølhus [36] , see also Champeaux et. al. [7] ). This derivation is somehow similar to that of the Korteweg de Vries equation from the water wave problem and we will discuss in more details later.
Under gauge transformations, the DNLS equation takes equivalent forms that can be useful in various contexts and purposes (see, for example, Wadati-Sogo [44] and references therein). The form that we will adopt here is In the context of inverse scattering, the latter equation has a Lax representation whose direct scattering problem is more easily normalized at spatial infinity. DNLS is invariant under the scaling transformation (1.5) u Ñ u λ " λ´1 {2 upx{λ, t{λ 2 q.
In particular, it is L 2 -critical in the sense that }u λ } L 2 " }u} L 2 . Local wellposedness of smooth solutions (in the Sobolev spaces H s , s ą 3{2) was established by Tsutsumi and Fukuda [43] and later extended to solutions with low regularity (in the Sobolev space H 1{2 q by Takaoka [41] . For initial conditions in the energy space H 1 , Hayashi-Ozawa [19] proved that solutions exist in H 1 for all time if }u 0 } L 2 ă ? 2π. The proof uses conservation laws and the optimal constant in the Gagliardo-Nirenberg inequality in a setting similar to that of Weinstein for L 2 -critical NLS equations. Colliander-Keel-Staffilani-Takaoka-Tao [9] extended this result to u 0 P H 1{2`ǫ . More recently, Wu [46] and Guo-Wu [18] increased the upper bound 2π to 4π, with initial conditions respectively in u 0 P H 1 and H 1{2 . Our results give global existence in H 2,2 pRq with no restriction on the H 2,2 pRq norm. obtaining a "global" result at the cost of assuming greater regularity and decay for the initial data.
In term of minimal regularity, this result is optimal. Indeed, for u 0 P H s , s ă 1{2, the Cauchy problem is ill-posed, in the sense that uniform continuity with respect to the initial conditions fails [41] .
It is well-known (Weinstein [45] ) that for focusing L 2 -critical NLS equations, the optimal (strict) upper bound on initial L 2 -norm to ensure global well-posedness is given by the L 2 -norm of the ground state (i.e. the unique positive solution of ∆R´R`R 4{n " 0, n being the space dimension). Here, It is also of interest to relate the above constants These solutions decay exponentially fast at infinity and are called bright solitons.
In the limiting case ? ω " c{2, the profile ϕ ω,c reduces to
ω pxq "
usually called the lump or algebraic soliton. The L 2 -norm of u ω,c can be calculated explicitely:
where the limiting value 4π corresponds to the square of the L 2 -norm of algebraic soliton.
The orbital stability of bright 1-soliton solution, that is the stability in H 1 up to the two transformations, translation and multiplication by a constant phase that leave the equation invariant, was established by Colin-Ohta [8] and extended to Nsoliton solutions by Le Coz-Wu [29] . In the case of the algebraic soliton, Kwong-Wu [27] proved that orbital stability holds in the following sense: If the initial condition u 0 is close in H 1 -norm to the algebraic soliton R " u ω,2 ? ω , then, for t P r0, t˚q, where t˚is the maximal time of existence, there exist θptq, yptq and λptq such that the solution up¨, tq remains close to e iθptq R λptq p¨´yptqq in H 1 norm, where R λ is obtained from R by the scaling transformation (1.5).
We now recall known results concerning the long-time behavior of DNLS solutions. The first results go back to Hayashi, Naumkin and Uchida (1999) where the authors consider a class of one-dimensional nonlinear Schrödinger equations with general nonlinearities containing first-order derivatives. They prove a global existence result for smooth initial conditions that are small in some weighted Sobolev spaces, as well as a time-decay rate. Their analysis provides the existence of asymptotic states u˘P L 2 X L 8 and real valued functions g˘P L 8 such that upx, tq " 1 ? t u˘px{p2tqq expˆi x 2 4t˘i g˘pz{p2tqq log |t|˙`Op|t|´1 {2´α q uniformly in x P R, with 0 ă α ă 1{4. Kitaev and Vartanian [25, 26] obtained large-time asymptotic expansions using inverse scattering methods, but imposed a small-norm assumption on the scattering data which we were able to avoid. Their work provided a number of valuable hints for ours. The goal of this review article is to present new results obtained during the last five years in a series of papers [21, 22, 23, 33] and the thesis [32] of the second author that have provided answers to fundamental questions of global existence of solutions for large L 2 data, long-time behavior of solutions, asymptotic stability of solitons and more generally the soliton resolution conjecture. Our approach is based on a central structural property of DNLS, discovered by Kaup and Newell [24] that it is solvable through the inverse scattering method. In this pioneering work, the authors establish the main elements of the inverse scattering analysis. In particular, they find the Lax pair, analyze the linear spectral flow and derive the soliton solutions.
Before setting the tools of inverse scattering and stating our results, we briefly present the formal derivation of DNLS from the original Hall-MHD equations (Mjolhus [36] ).
1.1. DNLS as a long-wave, small-amplitude model. The starting point is the compressible MHD equations in the presence of the Hall term in the Ohm law (responsible for the dispersive character of the equations), assuming a uniform background magnetic field along the x-axis and variations of the different fields in the x variable only.
Differently from the long-wave regime of an ideal potential flow, the long-wave asymptotics does not lead to the KdV equation but to two coupled equations for the two components of the magnetic field transverse to the propagation conveniently written, using complex notation in one single equation, the so-called derivative NLS equation. In this section, we summarize the main steps of the derivation following Champeaux et al [7] .
Denoting ρ the density of the fluid, u " pu 1 , u 2 , u 3 q its velocity and B " pb 1 , b 2 , b 3 q the magnetic field, we introduce the complex transverse variables v " u 2´σ u 3 , b " b 2´i σb 3 where σ "˘1 corresponds to the right-hand or left-hand circularly polarized waves. The longitudinal component b 1 can be absorbed into the background magnetic field and is taken to be equal to 1. The system takes the form
here R, β, γ are constants. R is the ion-gyrofrequency, β, ‰ 1 is the square of the ratio of the sonic and the Alfvén speeds and γ the polytropic gas constant. This is a dispersive system and the dispersion relation is (assuming k ą 0)
To capture the long-wave, small amplitude regime, we introduce the rescaled independent variables ξ " εpx´tq, τ " εt and expand the dependent variables in the form
After substitution in the MHD equations and identification, one gets at order Opε 3{2 q B ξ pb 1`v1 q " 0,
At order Opε 5{2 q, the resulting equation for b 1 is (dropping the index 1)
whixh is the DNLS equation. A central problem in nonlinear PDEs has been to describe in which sense certain canonical asymptotic equations provide approximations to physical problems, and to study rigorously the behavior of solutions in these asymptotic limits. Justification of long-wave models such as Boussinesq and KdV equations derived from the original Euler equations for water waves has been the object of intense studies in the last 40 years [4, 10, 28, 40] and are well-understood. The validity of DNLS has been tested against direct numerical simulations of the Hall-MHD equations in [7] but a rigorous analysis of the asymptotics has not been done so far.
1.2. DNLS as an integrable system. Kaup and Newell [24] showed that equation (1.1) is the consistency condition for the overdetermined system
Here ψpx, tq is an unknown 2ˆ2 matrix-valued function of px, tq and σ 3 is the Pauli matrix σ 3 "ˆ1 0 0´1˙. The matrix U " U px, tq depends on the putative solution upx, tq via the formula U px, tq "ˆ0 upx, tq εupx, tq 0˙.
The system (1.7)-(1.8) is called a zero-curvature representation for the DNLS equation; one obtains (1.1) by cross-differentiating in x and t and appealing to Clairaut's Theorem. This special symmetry means that (1.1) is an isospectral 1 flow for the 1 To be precise, the problem (1.7) is not a spectral problem but rather an operator pencil since the right-hand side depends polynomially on the spectral parameter. This turns out to cause some technical complications but is otherwise an inessential matter.
problem (1.7) whose spectral and scattering evolve linearly with time in a manner dictated by (1.8) .
In his 1983 thesis [30] and subsequent paper [31] , J.-H. Lee applied the BealsCoifman [3] approach to inverse scattering to study the initial value problem for (1.1) for generic initial data in the Schwartz class of smooth functions of rapid decrease. Following the lead of Kaup and Newell [24] , Lee actually considered the gauge-equivalent evolution equation 2 (1.3) and its zero curvature representation
where Qpx, tq "ˆ0 qpx, tq εqpx, tq 0˙,
Equation (1.9) defines a spectral problem as follows; for this discussion, we will write qpxq for qpx, tq, ignoring the dependence on the t variable. The reader familiar with the ZS-AKNS system associated to the cubic nonlinear Schrödinger equation (see [1, 47] ) will note that the scattering and inverse scattering theory for (1.9) are very similar, although the quadratic dependence on the spectral parameter in (1.9) introduces some complications. First, note that if P " Q " 0, (1.9) admits bounded solutions of the form expp´ixζ 2 σ 3 q so long as Im ζ 2 " 0, that is, for ζ in the cross-shaped region shown in Figure 1 The solutions ψ˘px, ζq are called Jost solutions. Since (1.9) takes the form ψ x " Bpxqψ where B is a traceless matrix, it follows that det ψ˘px, ζq is constant, hence det ψ˘px, ζq " 1. It also follows from the form of the equation that any two nonsingular solutions ψ 1 and ψ 2 of (1.9) satisfy ψ 1 " ψ 2 A for a nonsingular matrix A. Thus, there is a matrix T pζq of determinant one so that (1.11) ψ`px, ζq " ψ´px, ζqT pζq, T pζq "ˆa pζqbpζq bpζqȃpζq˙.
The entries of T obey the symmetries (1.12) apζq "ȃpζq, bpζq " εbpζq, ap´ζq " apζq, bpζq "´bp´ζq together the determinant relation apζqȃpζq´bpζqȃpζq " 1. Assuming that a andȃ are zero-free in their respective regions of definition, one can define the reflection coefficients (1.13) rpζq "bpζq{apζq,ȓpζq " bpζq{ȃpζq.
It can be shown that apζq extends to an analytic function on the region Ω´(see Figure 1 .1) whileȃpζq extends to an analytic function on Ω`. Zeros of a andȃ are associated to soliton solutions of (1.3). Roughly speaking, the direct scattering map is the mapping from given q to the functions a,ȃ, b,ȃ. We will give a more precise formulation later.
To define the inverse map, we need to introduce the notion of Beals-Coifman solutions, following [3, 30] . If we factor a solution ψ of (1.9) as
A solution of (1.14) for ζ with Im ζ 2 ‰ 0 is called a left (resp. right) Beals-Coifman solution if lim xÑ´8 M px, ζq " I (resp. lim xÑ8 M px, ζq " I) and M px, ζq is bounded as x Ñ 8 (resp. M px, ζq is bounded as x Ñ´8). It turns out that the Beals-Coifman solutions exist and are unique so long as ζ is not a zero of apζq orȃpζq.
If we now re-instate the dependence of qpx, tq (and therefore the scattering data apζ, tq, bpζ, tq etc.) on t, we can use the second equation (1.10) of the zero curvature representation to compute the time-dependence of the scattering data apζ, tq and bpζ, tq if qpx, tq is a solution. One finds that (1.15) 9 apζ, tq " 0, 9 bpζ, tq "´4iζ 4 bpζ, tq.
Thus, the scattering data obey a linear evolution. Given a way of recovering qpx, tq from apζ, tq and bpζ, tq, we can solve (1.3). The recovery is implemented by the inverse scattering map determined by a Riemann-Hilbert problem.
To describe the inverse scattering map, we once again suppress dependence of all quantities on t and, in effect, describe the map acting on scattering data at a fixed time. We also make a simplifying assumption which we will carry through for our discussion of soliton resolution but drop for our discussion of global well-posedness. A zero of a orȃ is called a spectral singularity if it lies on the real or imaginary axis, and a resonance otherwise. We assume that qpxq is so chosen that (i) apζq has at most finitely many zeros, and (ii) none of these zeros lie on the contour Σ. In [23] it is shown that conditions (i) and (ii) hold for generic functions q. 3 We denote by Z the finite set of ζ P CzΣ for which apζq " 0 orȃpζq " 0; it follows from the symmetries of a andȃ that Z is a union of 'quartets' of the form pζ j ,´ζ j , ζ j ,´ζ j q with Re ζ j , Im ζ j ą 0, as shown in Figure 1 .2. 
3 More precisely, we show that the set of q satisfying these conditions is an open and dense subset of the Sobolev space
(iii) lim zÑ8 M px, zq " I uniformly in sectors properly contained in CzΣ. We will use RHP 1.1 and the Deift-Zhou steepest descent method to obtain soliton resolution fin case a andȃ have only finitely many zeros in CzΣ and no zeros on Σ.
As we will discuss, we can use Zhou's method [49] to recast the Riemann-Hilbert problem in a form that eliminates the need for the genericity hypothesis, at the cost of obtaining rather poor estimates of large-time behavior (and in particular no results on soliton resolutions). We can nonetheless use this formulation to prove global well-posedness with no spectral assumptions.
An important change of variables.
To analyze the direct map (from the given potential q 0 to the scattering data) and the inverse map (from the scattering data to the recovered potential) it is helpful to exploit the symmetry reduction of the spectral problem (1.9) to the spectral variable λ " ζ 2 . Under the map ζ Þ Ñ ζ 2 , the contour R Y iR maps to R with its usual orientation and Ω˘map to C˘, and RHP 1.1 reduces to an RHP with contour R. We set αpλq " apζq, βpλq " ζ´1bpζq which satisfy the relation |αpλq| 2`λ |βpλq| 2 " 1 as well as
It can be shown that the diagonal of M pζ; xq is even under the reflection ζ Þ Ñ´ζ, while the off-diagonal is odd. Hence, for We arrive at the following new Riemann-Hilbert problem.
Riemann-Hilbert Problem 1.2. Given x, t P R, a function ρpλq for λ P R, and tpλ j , C j qu
with the following properties:
(ii) N has continuous boundary values N˘for λ P R and N`pλ; x, tq " N´pλ; x, tqe´i tθpλ,x{tq adpσ3q Jpλq, Jpλq "ˆ1´ε λ|ρpλq|
where
Npz; x, tqe´i tθpz,x{tq adpσ3q Jpλq where for each λ " λ j
A consequence of the change of variables which is central to the long-time behavior analysis is that θ has only one stationary point. Given the solution Npλ; x, tq " pN 11 pz; x, tq, N 12 pz; x, tqq of RHP 1.2, one recovers the solution qpx, tq of (1.3) via the asymptotic formula
As we will see, each λ j " u j`i v j gives rise to a soliton of the form moving with velocity c=´4u j . Exact formulas for the soliton in terms of λ j and C j may be found in [23, Appendix B] . We conclude this section by introducing some additional notations. We denote by U the subset of H 2,2 pRq consisting of functions q for whichα has no zeros on R and at most finitely many simple zeros in C`. The set U " Ť 8 N "0 U N where U N consists of functions q for whichα has exactly N zeros in C`. If N ‰ 0, we denote by λ 1 , . . . , λ N the simple zeros ofα in C`.
1.4.
Nonlinear steepest descent and long-time behavior. Our long-time behavior of solutions to DNLS is restricted to initial conditions q 0 in the subset of H 2,2 consisting of functions for whichα has no zeros on R and at most finitely many simple zeros tλ i u N 1 in the upper-half complex plane C`. Recall that these zeros are referred to as resonances. They are responsible for the presence of separated solitons in the description of the long-time behavior of qpx, tq and the soliton-resolution conjecture. Soliton resolution refers to the property that the solution decomposes into the sum of a finite number of separated solitons and a radiative part as |t| Ñ 8.
The inverse scattering method provides a full description of the asymptotic solution. The limiting soliton parameters are slightly modulated, due to the solitonsoliton and soliton-radiation interactions.
Our analysis builds upon the steepest descent method of Deift and Zhou [13, 14] , the later approach of McLaughlin-Miller [35] and Dieng-McLaughlin [15] , and the work of Borghese, Jenkins and McLaughlin [5] on the focusing cubic NLS which shows how to treat a problem with discrete as well as continuous spectral data. (For more details on this approach, see the recent review article by Dieng, McLaughlin, and Miller [16] .)
Here, we exclude initial conditions with spectral singularities. The latter may affect the long-time behavior of solutions in the same way that resonances affect the long-time behavior of solutions and this will be the object of a forthcoming work.
As we will explain, a direct consequence of the large-time asymptotics we obtain is the asymptotic stability (in L 8 norm) of N -soliton solutions.
Statement of results.
We now state our results on global wellposedness, soliton resolution, and asymptotic stability of solitons for the DNLS equation. Theorem 1.3. (Global wellposedness) Suppose that q 0 P H 2,2 pRq. There exists a unique solution qpx, tq of (1.3) with qpx, t " 0q " q 0 and t Þ Ñ qp¨, tq P Cpr´T, T s, H 2,2 pRqq for every T ą 0. Moreover, the map q 0 Þ Ñ q is Lipschitz continuous from H 2,2 pRq to Cpr´T, T s, H 2,2 pRqq for every T ą 0.
The main steps of the proof consist in a careful analysis of the direct and inverse map. The set of scattering data D depends on the properties of the coefficient αpλq. In the simple case of no resonances and no spectral singularities, the set D reduces to the reflection coefficient ρpλq.
where the coefficients c j defined above are called the norming constants. In the more complex case where spectral singularities are present, it is necessary to include in D jump matrices for a Riemann-Hilbert problem defined on an extended contour. The entries of these matrices involve Jost functions associated to the initial potential q 0 . This was a seminal idea introduced in a series of papers by Zhou that we implemented in [21] and allowed us to establish a global wellposedness result without restriction on initial conditions. A review of this approach is presented in Section 2.2. Pelinovsky et al [38] proved a global wellposedness result for initial condtions supporting solitons but without spectral singularities.
In order to state our soliton resolution result, it is necessary to introduce some notations. To keep things as simple as possible we consider here the case where ε "´1 and t Ñ`8. Let λ 0 "´x{p4tq. Denote by G the gauge transformation (cf. (1.4) with ε "´1)
We will use G to move back and forth between (1.1) (the equation of interest) and (1.3) (the equation more convenient for inverse scattering). Next, we define space-time 'windows' for soliton resolution. Choose intervals rv 1 , v 2 s of velocities and rx 1 , x 2 s of initial positions. We will compute the asymptotic behavior of qpx, tq in space-time regions of the form
Recall that a soliton associated to eigenvalue λ moves with velocity (´4 Re λ). Given an interval I Ă R, we set
Solitons in Λpr´v 2 {4,´v 1 {4sq should be 'visible' within Spv 1 , v 2 , x 1 , x 2 q, but remaining solitons will move either too slowly or too fast to be seen in the moving window. We also define
( , then, asymptotically as |t| Ñ 8 inside the space-time cone Spv1, v2, x1, x2q (shaded on left) the solution upx, tq of (1.1) approaches an N pIq-soliton u sol px, tq corresponding to the discrete spectra in ΛpIq (shaded region on right). The connection coefficients p C k for u sol are modulated by the soliton-soliton and soliton-radiation interactions as described in Theorem 1.4.
Finally, we define soliton solutions to (1.1) via gauge-transformed soliton solutions of (1.3). Let u 0 P H 2,2 pRq be given initial data for (1.1) and let q 0 " Gpu 0 q. We suppose that u 0 is so chosen that q 0 P U , i.e., q 0 supports at most finitely many solitons. Denote by tλ k , C k u the discrete scattering data of q 0 , i.e., the zeros of α and the associated norming constants. For a given interval I, denote by q sol px, t; D I q the soliton solution of (1.3) with modulating reflectionless scattering data
and set (1.24) u sol px, tq " G´1q sol px, tq.
We can now give our result on long-time asymptotics. We also assume that |λ 0 | ą M t´1
{8 to keep the formulas uncluttered, and do not give an explicit formula for the dispersive (Opt´1 {2 q) term. The full result for both signs of t and arbitrary λ 0 , together with explicit formulas for the dispersive term, may be found in [23, Theorem 1.6]. Theorem 1.4. Suppose that u 0 P H 2.2 pR 2 q, and let q 0 be given by the gauge transformation (1.19). Suppose that q 0 P U and let ρ, tpλ k , C k qu
be the scattering data for q 0 . Fix v 1 , v 2 , x 1 , x 2 with v 1 ă v 2 and x 1 ă x 2 , and let I " r´v 2 {4,´v 1 {4s, λ 0 "´x{p4tq. Finally, fix M ą 0 and assume that |λ 0 | ą M t´1
{8 . The solution upx, tq of (1.1) with ε "´1 has the following asymptotics as t Ñ 8 in the cone Spv 1 , v 2 , x 1 , x 2 q:
The phase e iα0pλ0,`q in the above formulas arises because of the mismatch in the phase of upx, tq " G´1pqq and u sol px, t; D I q as defined in (1.24). The mismatch is caused by the cumulative interaction of u sol py, t; D I q with the radiation and soliton components of the full system which are traveling faster than our chosen reference frame S. Because the velocities are proportional to´Re λ (recall that v "´4 Re λ for solitons), faster velocities correspond to the part of the spectrum I´which lies to the left of ξ as t Ñ 8.
Our analysis provides a proof of asymptotic stability of N -soliton solutions. Recall the two-parameter family of 1-soliton solutions of (1.1) defined by (1.6). A single point of discrete spectrum λ " ν`iµ with norming constant C corresponds to the specific one-soliton u ω,c px´x 0 , tqe´i ϕ0 where ω " 4|λ|, c "´4ν, x 0 " 1 4µ log |λ||C| 2 4µ 2 , and ϕ 0 " argpλq`argpCq`π{2. Theorem 1.6. Let u sol px, tq be an N soliton solution of (1.1) with u sol px, 0q " G´1pq sol px, 0qq P G´1pU N q and with scattering data D sol " t0, tλ
There exist positive constants η 0 " η 0 pq sol q, T " T pq sol q, and K " Kpq sol q such that any initial data u 0 P H 2,2 pRq with
Moreover, the solution of the Cauchy problem (1.1) with initial data u 0 asymptotically separates into a sum of N 1-solitons
where the phase corrections α 0 pξ,˘q are defined in Theorem 1.4, and writing λ k " ν k`i µ k , the soliton parameters are given by
and κpsq is defined by (3.6).
The Direct and Inverse Maps
In this section we describe in greater detail the direct and inverse scattering maps. We begin with the direct map. Letting λ " ζ 2 , we get a new linear problem from (1.14) dnd x "´iλ adpσ 3 qn˘`ˆ0 q λq 0˙n˘`P n(2.1a)
n˘px, λq " I (2.1b) and the solutions are related by (2.2) n`px, λq " n´px, λqe´i λx adpσ3qˆα pλq βpλq λβpλqαpλq˙,
where n˘is a 2ˆ2 matrix:
For the reader's convenience, we fix ε "´1 throughout this section. Zeros of α andα do occur for data of physical interest. Zeros of α andα on the real axis may occur and correspond to spectral singularities. RHP 1.2 is no longer solvable since the jump matrix now has singularities on R; moreover, any zeros of α andα in their domains of analyticity will make the Beals-Coifman solutions meromorphic rather than analytic. Thus, one of the key issues of inverse scattering transform is to properly treat eigenvalues and spectral singularities introduced by the zeros of α andα.
Here we will consider two distinct cases: the generic or N -soliton case, when α andα have finitely many simple zeros in CzR (section 2.1), and the general case where α andα may have countably many zeros that may accumulate on the real axis and additional zeros on the real axis (section 2.2). In the first case, we can establish global well-posedness, soliton resolution, and asymptotic stability of solitons with precise asymptotics; in the second case, we can establish global well-posedness but cannot, at present, compute long-time asymptotics.
2.1. The N -Soliton case. Setting λ " ζ 2 , we first note that the evenness ofȃ and a induces αpλq " apζq,αpλq "ȃpζq. α has analytic continuation into C`while α has analytic continuation into C´and they are given by the following Wronskians respectively:
Now we illustrate the zeros of α,α and a andȃ in their respective domain. 
We also set (2.6)
and define the discrete scattering data
Scattering data evolve linearly in time:
9 ρpλ, tq "´4iλ 2 ρpλ, tq (2.8a)
where ρ, λ k and C k are associated to the initial data. The proof of the following theorem can be found in [22, Section 3] .
Proposition 2.1. There is a spectrally determined open and dense subset U " Ť 8 n"0 U n of H 2,2 pRq containing a neighborhood of 0 so that for N " 0, 1, ... the direct scattering map R R :
We list the main steps of proof here. 1. Write α and β in terms of the Jost solutions αpλq " n1 1 p0, λqn1 1 p0, λq`λ´1n2 1 p0, λqn2 1 p0, λq, (2.10)
2. Show that α and β belong to appropriate function spaces by studying the following two Volterra integral equations:
For more details, see [32, Chapter 3.1]. 3. ρ " β{α P H 2,2 will follow from an application of the quotient rule. 4. Using the relations given in (2.4)-(2.6) and (2.10) to show that tλ k , C k u N k"1 depends continuously on the initial data q. Detailed proofs are given in [32, Chapter 3.2-3.4] The next step is to construct the potential q from the above scattering data. More precisely, q is reconstructed through the solution of RHP 1.2 which is in fact, equivalent to a Riemann-Hilbert problem (RHP 2.2 below) with no discrete data but having an augmented contour
where each Γ j (resp. Γj ) is a simple closed curve in CzR surrounding λ j (resp. λj ), as shown in Fig. 2.2 . The new curves are given an orientation consistent with the orientation of the original contour R, so Γ also divides CzR into two disjoint sets. holds, where for λ P R
One recovers q from the relation 
Next, denote by CΓ , CΓ the Cauchy projection operators for the contour Γ. Finally, define a new unknown row vector-valued function ν on Γ by νpλ; xq " N`pλ; xqpI`Wx q´1 " N´pλ; xqpI´Wx q´1.
Note that
N`pλ; xq´N´pλ; xq " νpλ; xq`Wx pλq`Wx pλqg ives the jump of N across Γ, so that, given νpλ; xq, one can recover Npz; xq via the Cauchy integral Npz; xq " p1, 0q`1 2πi ż Γ νpz; xq pWx psq`Wx psqq s´z ds.
A standard argument using this Cauchy integral representation leads to the BealsCoifman integral equation for the function ν:
νpx, λq " p1, 0q`C w νpλ; xq (2.13) where C w is the Beals-Coifman integral operator acting on a row vector-valued function f on Γ by pC w f q pλq :" CΓ pf Wx qpλq`CΓ pf Wx qpλq. (1) The reflection coefficients ρ are not defined on all of R.
(2) The Beals-Coifman solution N pz; xq may not have a continuous limit as z approaches R from C˘.
In a series of papers [48, 49, 51] , Zhou developed new tools to construct direct and inverse scattering maps in the presence of arbitrary spectral singularities. The key idea is to make use of the following two observations aboutαpzq:
(1) For }q} L 1 ! 1,α has no zeros in C`Y R. This follows from analytic Fredholm theory.
(2) The asymptotic relation lim zÑ8α pzq " 1 holds. Thus all the zeros of α and α are located in a bounded region of C. This follows from normalization and the Riemann-Lebesgue lemma. 
lie, respectively, to the left and right of Γ. We set
To make use of the two observations above, we first augment the real line with a circle Σ 8 that contains all the zeros of α andα and denote by Γ " R Y Σ 8 the resulting augmented contour. The oriented contour Γ separates the complex plane into Ω 1´Ω4 as described in Figure 2 .3.
The construction of the scattering data for the augmented contour has to be done in such a way that the resulting inverse map is well-defined. Let x 0 P R be such that the cut-off potential
satisfies }q x0 } L 1 ! 1. We construct a new Beals-Coifman function inside the circle which is also normalized at x Ñ`8 to replace Npz; xq inside the circle Σ 8 and formulate a new Riemann-Hilbert problem along the augmented contour Γ. We can still construct Npz; xq and ρ outside the circle Σ 8 as before, given by Problem 2.2. We then construct a Beals-Coifman solution N p0q normalized as x Ñ 8 associated to the potential q x0 . N p0q and Npz; xq are constructed simultaneously. We define the scattering data across different parts of the contour R Y Σ 8 as illustrated in Figure 2 
ΩῺ´ΩΏS
emark 2.4. In Figure 2 .4, n2 1 px 0 , λq and n1 2 px 0 , λq refer to the Jost functions in (2.3) evaluated at x " x 0 . The quantitites ρ 0 , α 0 andα 0 are scattering coefficients associated to q x0 . We define the Sobolev spaces H k pΓ˘q needed for the study of arbitrary spectral singularities. These spaces were introduced by Zhou [48] . If Γ " Γ 1 Y . . . Y Γ n and the Γ i are either half-lines, line segments, or arcs, the space H k pΓq consists of functions f on Γ with the property that f | Γ i P H k pΓ i q. Limits of f pjq at the endpoints of Γ i are well-defined for 0 ď j ď k´1. The space H k pΓ`q (resp. H k pΓ´q) consists of the functions of H k pΓ i q which are continuous together with their derivatives up to order k´1 along the boundary of the positive (negative) components shown in Figure 2 .5a (resp. Figure 2 .5b). (i) (Analyticity) Npz; xq is an analytic function of z for z P CzΓ, (ii) (Normalization) Npz; xq " p1, 0q`O`z´1˘as z Ñ 8, and (iii) (Jump condition) For each λ P Γ, N has continuous boundary values N˘pλq as z Ñ λ from Ω˘. Moreover, the jump relation N`pλ; xq " N´pλ; xqJ x pλq holds, where
The solvability of the RHP 2.5 follows two main ingredients:
1. The analysis of a Beals-Coifman integral equation similar to Equation (2.13), and 2. A key triangular factorization of the jump matrices Jpλq as characterized in the following theorem.
Theorem 2.6. [21, Theorem 2.11] The jump matrix Jpλq represented in Figure 2 .4 along the different sections of the contour, admits a triangular factorization Jpλq " J´1 pλqJ`pλq where: (i) J´pλq´I P H 2,2 pBΩ 2 q, J´pλq´I P H 2 pBΩ 3 q, J`pλq´I P H 2 pBΩ 4 q and J`pλq´I P H 1,1 pBΩ 1 q, and
(ii) J`ae BΩ1´I and J´ae BΩ3´I are strictly lower triangular while J´ae BΩ2´I and J`ae BΩ4´I are strictly upper triangular. (iii) The matrix Jpλq satisfies the first-order product condition 4 at the intersection points˘S 8 with the real λ-axis.
As before, let J x pλq " e´i xλ ad σ3 J. Solving the Beals-Coifman integral equation for ν " N`pJx q´1 " N´pJx q´1, one recovers q P H 2,2 pRq from the relation
Soliton Resolution
Theorem 1.4 describes the resolution at large times of the solution of (1.1) for generic initial data into a sum of a solitonic and radiating components. The rigorous analysis of the large-time behavior of integrable systems with finitely many solitons using RH problems goes back to the pioneering works [12, 13] in which the Deift-Zhou nonlinear steepest descent method was developed. Inspired by previous studies of soliton resolution for other integrable systems [5, 11] our analysis uses the B-generalization of the steepest descent method introduced by [15, 35] (see also the recent survey [16] ). As is always the case, we carry out our analysis for (1.3) and, as a last step, use the gauge transformation (1.19) to obtain results for (1.1).
Our starting point is Figure 2 .
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Np¨; x, tq with the following properties: (i) (Analyticity) Npz; x, tq is a row vector-valued analytic function of z for z P CzΓ. (ii) (Normalization) Npz; x, tq " p1, 0q`Opz´1q as z Ñ 8.
(iii) (Jump condition) For each λ P Γ, N has continuous boundary values
N˘pλ; x, tq. Moreover, the jump relation N`pλ; x, tq " N´pλ; x, tqJ x,t pλq holds, where for λ P R (3.1) J x,t pλq " e´i tθpλ,x{tq ad σ3˜1`λ |ρpλq| 2 ρpλq λρpλq 1a
It is crucial to the proof of Theorem 1.4 that only generic initial data q 0 P U , as defined by Proposition 2.1, are considered, so that the inverse problem under consideration is the finite soliton problem RH problem 3.1 without spectral singularities on the real line. The absence of spectral singularities immediately implies that there exist positive constants c 1 , c 2 ą 0 such that the spectral data pρ, tC i , λ i u
Though the inverse spectral problems with arbitrary spectral singularities was introduced in Section 2.2 for DNLS (see also [6, 49, 50] for other systems), it is still an open question how to extract asymptotic information from them in the large-time limit.
The core principal of the Deift-Zhou steepest descent analysis is to use matrix factorizations to introduce transformations, based on factorizations of the jump matrix (3.1), which separate the oscillatory factors e˘2 itθpz,x{tq on the real axis, by moving each onto new contours on which they decay as t Ñ`8, see , for λ ă λ 0 , where (3.5) λ 0 " λ 0 pξq :"´ξ 4 is the unique critical point of the phase function θpz, ξq. These factorizations algebraically separate the dependence on the exponential factors. If the reflection coefficient ρpλq is analytic in a strip containing the real axis, then the right-most (resp. left-most) factor in each factorization has an analytic continuation into the upper (resp. lower) half-plane from the indicated real half-line such that these continuations are exponentially near identity as t Ñ 8 away from the simple critical point λ 0 px{tq. For general data, however, there is no reason to suspect that ρ should have an analytic continuation from the real axis, and delicate approximation procedures were introduced [14] in order to consider this data. The innovation of [15] was to admit non-analytic continuation of ρpλq by considering the B-generalization of Riemann-Hilbert problems. Each of the above references considers soliton-free inverse problems. In [5] it was demonstrated how to adapt the B-method to studying the large-time asymptotic behavior of a problem with solitons in such a way that the soliton and dispersive components of the problem could be treated essentiallyindependently of one another.
Before describing the steepest descent method in detail below, we summarize our procedure, which can be divided into four steps.
(1) Make a conjugating transformation N p1q pzq " Npzqδpz; λ 0 q´σ 3 , where the function δpz, λ 0 q is a partial transmission coefficient. Algebraically, this transformation has the effect of removing the central diagonal factor from the factorization (3.4). Having solid Cauchy integrals, bounded L 8 pCq operators, instead of Cauchy integrals over contours, which is an L 2 theory, is the essential reason that the B theory is so much simpler than the standard steepest descent method in [14] .
3.1.
Step 1: Conjugation. Recognizing that we will later use the factorizations (3.3)-(3.4) to deform the outermost factors in each of these factorizations into regions of decay, we first introduce a diagonal conjugation which has the effect of removing the diagonal central factor in (3.4) from the half-line λ ă λ 0 . Let (3.6) δpzq " δpz; λ 0 q :" exp˜i
This function has several useful properties which we summarize in the following proposition, the proof of which is given in [34, Appendix A].
Lemma 3.2. The function δpzq defined by (3.6) has the following properties:
(i) δpzq is meromorphic in Czp´8, λ 0 s.
(ii) For z P Czp´8, λ 0 s, δpzqδpzq " 1. Moreover, e´} κ}8{2 ď |δpzq| ď e }κ}8{2 . (iii) For λ P p´8, λ 0 s, δ's boundary values δ˘, as λ approaches the real axis from above and below, satisfy (3.7) δ`pλq " δ´pλqp1`λ|ρpλq| 2 q.
(iv) As |z| Ñ 8 with | argpzq| ‰ π,
κpsqds.
(v) As z Ñ λ 0 along any ray λ 0`e iφ R`with | argpz´λ 0 q| ă πˇˇδ
The implied constant depends on the H 2,2 pRq-norm of ρ and is independent of λ 0 . Here δ 0 pλ 0 q is the complex unit δ 0 pλ 0 q " e iβpλ0q , βpλ 0 q :" 1 2π
In all of the above formulas, we choose the principal branch of power and logarithm functions.
Using δpzq we define the new unknown (3.10)
A direct computation 6 shows that the new unknown N p1q satisfies the following problem Riemann-Hilbert Problem 3.3. Find a vector-valued function N p1q p¨q with the following properties:
(i) (Analyticity) N p1q pzq is a row vector-valued analytic function of z for z P CzΓ.
(ii) (Normalization) N p1q pzq " p1, 0q`Opz´1q as z Ñ 8. (iii) (Jump condition) For each λ P Γ, N p1q has continuous boundary values N p1q pλq. Moreover, the jump relation
x,t pλq 6 We observe that as δpzq is analytic off R, the off diagonal entries in the middle factor of (3.10) are analytic holds, where for λ P R J p1q x,t pλq " 
3.2.
Step 2: Non-analytic extensions. We're now ready for the key step in the steepest descent analysis, moving the oscillatory factors e˘i tθpz,λ0q from the real axis onto appropriate contours in the complex plane where they decay as t Ñ`8. To do this, we introduce non-analytic extensions of the coefficients of e˘i θpz,λ0q in each of the factors in (3.11). As depicted in Figure 3 .2, we define the contours,
where each Σ k is oriented with increasing real part. We denote the six connected components of Cz pR Y Σq by Ω k , k " 1, . . . , 6, numbered counterclockwise starting from the half-line z ą λ 0 .
Writing z " u`iv and letting Λ N denote the discrete spectral data as in (3.2), we choose χ Λ pu, vq, a C 8 0 pC, r0, 1sq cutoff function supported on a neighborhood of each point of the discrete spectrum such that
so that the disks of support of χ Λ intersect neither each other nor the real axis. We also choose the contours Γ j Y Γj such that they lie entirely in the set distpz, Λ N q ă d Λ {3 where the p1´χ Λ q is identically zero. We now define the extensions, supported on the shaded domains in Figure 3 .2, as follows.
It's straightforward to check that each extension R k pu, vq is continuous as Ω k Q pu, vq Ñ pλ 0 , 0q and that:
‚ R 1 pu, vq " zρpzqδpzq´2 for z " u`iv P pλ 0 , 8q; ‚ R 3 pu, vq " ρpzq 1`z|ρpzq| 2 δpzq 2 for z " u`iv P p´8, λ 0 q; ‚ R 4 pu, vq " zρpzq 1`z|ρpzq| 2 δpzq´2 for z " u`iv P p´8, λ 0 q; ‚ R 6 pu, vq " ρpzqδpzq 2 for z " u`iv P pλ 0 , 8q. Moreover, along the diagonal boundary of each sector the extensions evaluate to simple constants times a factor of the form pz´λ 0 q˘2 iκpλ0q which, as we will see, will be very convenient for introducing a local model at the critical point λ 0 .
We now "open lenses" off each real half-lines λ ž λ 0 , by using the extensions defined above to introduce a change of variables which trades the oscillator jumps along the real axis for new jumps along the contours Σ k where the exponential factors e˘2
itθpz;x{tq are exponentially decaying as t Ñ`8. Our change of variables is: (3.14) N p2q pu, v; x, tq " N p1q pu`iv; x, tqRpu, v; x, tq
The notation N p2q pu, v; x, tq reflects the fact that, because of the non-analytic extensions R j , j " 1, 3, 4, 6, N p2q is not a piecewise-analytic function. However, as discussed above, the extensions R j , j " 1, 3, 4, 6, are continuous in the relevant sectors with continuous extension to their boundary, so the function N p2q pu, v; x, tq is a piecewise-continuous function of pu, vq P R 2 with jump discontinuities along the sector boundaries and the disks boundaries Ť n k"1 pΓ k Y Γk q. The following Lemma will be needed later when we study the B-problem that results from the nonanalytic transformation (3.14). is strictly positive. Then for u`iv P Ω k , k " 1, 3, 4, 6, we have the estimatešˇB
Here, R k pu, vq represents the nonzero off-diagonal entries of R for u`iv P Ω k , k " 1, 3, 4, 6 defined by (3.13) and (3.14).
3.3.
Step 3: Constructing a matrix model solution. Recognizing that the exponential factors e˘2 itθpz,x{tq in (3.14) decay exponentially to zero as t Ñ`8 pointwise within the indicated sectors, it's reasonable to suppose that the contribution of the non-analytic B derivatives of N p2q are negligible at large times. Simply ignoring the B derivative of N p2q we arrive at a Riemann-Hilbert problem for a matrix function Ppz; x, tq whose jumps are exactly equal to those of N p2q pλ; x, tq along Γ p2q (cf. (3.12) ). We introduce, for convenience, the scaled local variable and phase function ζ " ζpz; x, tq :" p8tq 1{2 pz´λ 0 q (3.15) ωpx, tq :" arg ρpλ 0 q`2βpλ 0 q´κpλ 0 q logp8tq`4tλ 2 0 , (3.16) where κpλ 0 q and βpλ 0 q are defined by (3.6) and (3.9) respectively. Then Ppz; x, tq solves the following Riemann-Hilbert problem.
Problem 3.5. Fix x P R and t ą 0. Find a 2ˆ2 matrix-valued function Pp¨; x, tq with the following properties:
(i) (Analyticity) Ppz; x, tq an analytic function of z for z P CzΓ p2q . (ii) (Symmetry) The entries of Ppz; x, tq satisfies the relations P 22 pz; x, tq " P 11 pz; x, tq P 21 pz; x, tq "´zP 12 pz; x, tq (iii) (Normalization) Ppz; x, tq " p 1 0 α 1 q`Opz´1q as z Ñ 8, for a constant α determined by the symmetry condition above. (iv) (Jump condition) For each λ P Γ p2q , the boundary values P`pz; x, tq (resp. P´pz; x, tq), taken along any component of Γ p2q from the left (resp. right) according to the orientation of Γ p2q shown in Figure 3 .2, are related by P`pλ; x, tq " P´pλ; x, tqJ pP q x,t pλq where
This problem is ideally suited to asymptotic analysis as the jumps (3.17)-(3.18) have the following properties:
‚ Outside any open neighborhood of λ 0 the jumps (3.17) are uniformly exponentially near the identity matrix as t Ñ 8, suggesting that a good approximation is to consider only the jump (3.18).
‚ Inside a small neighborhood of λ 0 , bounded away from the support of (3.18), the jumps (3.17) match exactly a well-known problem in the literature, the so-called parabolic cylinder model, which can be solved exactly. Define the neighborhood of the critical point
where the radius is chosen such that so as to be bounded away from the soliton contours Ť n k"1 pΓ k Y Γk q. As we outline below we construct the solution P of Problem 3.5 by patching together two explicit approximates P pc and P sol inside and outside U λ0 (respectively) as follows: (3.19) Ppz; x, tq " # Epz; x, tqP sol pz; x, tq λ R U λ0 Epz; x, tqP sol pz; x, tqP pc pz; x, tq λ P U λ0 .
This equation serves an implicit definition of the residual error Epz; x, tq. Writing down the resulting Riemann-Hilbert problem for E one shows that its jump matrix J E is uniformly asymptotically near the identity. For such near-identity problems there is a well established existence theory that allows one to compute an asymptotic expansion for E which complete the construction of P.
The soliton model. Let P sol solve the following RHP.
Riemann-Hilbert Problem 3.6. Take x P R and t ą 0 with ξ " x{t fixed. Find a 2ˆ2 matrix-valued function P sol p¨; x, tq with the following properties:
(i) (Analyticity) P sol pz; x, tq an analytic function of z for z P Cz Proposition 3.7. Given scattering data pρ, tC k , λ k u N k"1 q Ă H 2,2 pRˆpCˆˆC`q N , take x P R and t ą 0 with ξ " x{t fixed. Then there exists a unique solution P sol pz; x, tq of RH Problem 3.6 which is exactly the solution of RH Problem 2.2 given the reflectionless scattering data D ξ " t r C k , λ k u N k"1 generated by an N -soliton solution q sol px, t; D ξ q of (1.3) where r C k is related to C k by (3.18). Moreover, det P sol pz; x, tq " 1 and
where the implied constant is independent of px, tq and depends on ρ through its H 2,2 pRq norm.
The parabolic cylinder model. Inside U λ0 we ignore the soliton component jumps (3.18) to arrive at the following local model:
Problem 3.8. Fix x P R and t ą 0. Find a 2ˆ2 matrix-valued function P pc p¨; x, tq with the following properties: (i) (Analyticity) P pc pz; x, tq an analytic function of z for z P Cz Σ. (ii) (Normalization) P pc pz; x, tq " I`Opz´1q as z Ñ 8. (iv) (Jump condition) For λ P Σ the boundary values of P pc are related by P pc pλ; x, tq " P pć pλ; x, tqJ pc x,t pλq where
The jump matrices of Problem (3.8) are equal to those of Problem (3.5) inside U λ0 and can be solved exactly in terms of special functions, owing to the special choice of B-extensions of the matrix factors in (3.13) . This model is well-known in the integrable systems literature. The solution of this model is expressed in terms of parabolic cylinder functions, D a pzq (see [17, Chapter 12] for its properties); its construction goes back to [20, 13] , see also [34] for its derivation in the context of DNLS. Here we provide only the necessary formulas Proposition 3.9. Let c 1 , c 2 be strictly positive constants such that }ρ} H 2,2 pRq ď c 1 and inf λPR p1`z|ρpzq| 2 q ě c 2 . Fix ξ, let κ " κpξq be given by (3.6), and define ζ " ζpz; x, tq and ωpx, tq as in (3.15 where Lpζq "
rg ζ P`´π,´3 Moreover, we have det P pc pz; x, tq " 1 and }P pc p¨; x, tq} 8 " Op1q where the implied constant are uniform in x and t ą 1 and depend only on c 1 and c 2 .
The essential fact need about N pc , which follows from the rescaled local variable ζpzq and the large ζ behavior of Φpζq, is that
Computing the residual E. The models P sol and P pc are bounded unimodular functions which exactly match the jumps of P on the discrete spectral disks Ť n k"1 pΓ k Y Γk q and on the rays Σ j , j " 1, . . . , 4 inside U λ0 respectively. Using (3.19) as a definition for the residual E one can show that it solves a Riemann-Hilbert problem with a jump matrix J E supported on Γ E " BU λ0 Y pΣzU λ0 q which satisfies
Using this estimate and the well-known existence theorem for Riemann-Hilbert problems with near identity jump matrices [12, 42, 48] one can express the solution E in terms of the Cauchy integral operator
Using the fact that the Cauchy projection operator C´is bounded one uses the bounds on the jump matrix to show that the function E exists and compute the asymptotic expansion of the solution for t " 1. Remark 3.10. Though we simply ignored the B-derivatives of N p2q to arrive at the model problem P, it turns out that both the leading order solitonic component of the solution and the first dispersive correction terms are encoded in the solution of P. In particular, the dispersive correction, is up to a trivial multiplicative constant, is given exactly by 2ipE 1 q 12 .
3.4.
Step 4: Estimating the B contribution as t Ñ 8. We now return to our non-analytic, piecewise continuous unknown N p2q defined by (3.14). The solution Ppz; x, tq of our model problem, Problem 3.5, was defined such that it has exactly the same jump discontinuities as N p2q across each component of Γ p2q (cf (3.12). We use P to make one further transformation which has the effect of removing the jump discontinuities from the problem. Let (3.23) N p3q pz; x, tq " N p2q pz; x, tqPpz; x, tq´1.
As N p2q is continuous up to the boundary of each connected compent of CzΓ p2q and has the same jump conditions (3.17)-(3.18) as P across each component, it follows that N p3q pλ; x, tq " N p2q pz; x, tqP`pz; x, tq´1
" N p2q pz; x, tqJ pP q x,t pλq´P´pz; x, tqJ pP q x,t pλq¯´1 " N p3q pλ; x, tq λ P Γ p2q .
is continuous across each of the jump boundaries Γ p2q . However, it is still nonanalytic due to the extension (3.13) used in (3.14) to define N p2q . It can be shown that the new unknown N p3q satisfies the following problem.
Problem 3.11. Let x P R, t ą 0 be parameters. Find a 1ˆ2 vector function N p3q " N p3q pu, vq " N p3q pu, v; x, tq, pu, vq P R 2 with the following properties: where the implied constant in (3.27) is independent of ξ and t and uniform for ρ in a bounded subset of H 2,2 pRq with inf λPR p1´λ|ρpλq| 2 q ě c ą 0 for a fixed c ą 0.
The idea of the proof is as follows. As P is bounded and boundedly invertible, we may use the fact 7 the the solid Cauchy transform
is bounded from L p pR 2 q X L q pR 2 q to L 8 pR 2 q for any p, q with 1 ă p ă 2 ă q ă 8 and Lemma 3.4 to bound the operator K W . Indeed, it's shown in [23] that }K W } L 8 pR 2 qÑL 8 pR 2 q À t´1
{4 . This allows us to establish the existence of a unique solution to (3.25) and to compute the asymptotic expansion in Proposition 3.12 by asymptotically expanding the resolvent operator pI´K W q´1 in a Neumann series for large times.
Large-time asymptotic behavior of qpx, tq. Inverting the sequence of transformation from N to N p3q , the solution of Riemann-Hilbert Problem 3.1 is given for large z by Npzq " N p3q pzqEpzqP sol pzqRpzq´1δpz, λ 0 q σ3 .
It follows from (3.8) and Lemma 3.4 that δpzq σ3 " I`pδ 1 {zqσ 3`O`z´2˘, Rpzq " I`O`e´c t˘.
Inserting these, Proposition 3.7 and the expansion (3.22) and (3.26) into the recovery formula (1.18) for qpx, tq we have qpx, tq " q sol px, t; D ξ q`2ipE 1 q 12`O´t´3
{4¯.
Here, 2ipE 1 q 12 gives, up to the gauge transformation u " G´1pqq, the leading order behavior of the dispersive correction in Theorem 1.4. To recover the large-time asymptotic behavior of the solution upx, tq of (1.1) one needs to compute an asymptotic expansion of the gauge factor exp`i ş 8 x |qpy, tq| 2 dyȓ elating the two solutions. A straightforward computation shows that this gauge factor can be computed directly from the solution of the Riemann-Hilbert problem in the form exp`i ş 8
x |qpy, tq| 2 dy˘" N 11 p0; x, tq´2. By using the asymptotic expansion of N we have constructed above, an asymptotic expansion for the gauge factor can be computed 8 , and one recovers the asymptotic expansions for upx, tq described by Theorem 1.4. There is an extra complication in this computation when λ 0 Ñ 0-the gauge factor then depends on the local model P pc pζp0q; x, tq in a non-trivial way-which is why we exclude the region |λ 0 | ă M t´1 {8 from Theorem 1.4
