The primary obstacle in automated design for crashworthiness is the heavy computational resources required during the optimization processes. Hence it is desirable to develop efficient optimization algorithms capable of finding good solutions without requiring too many model simulations. This paper presents an efficient mixed discrete and continuous optimization algorithm, Mixed Reactive Taboo Search (MRTS), and its application to the design of a vehicle B-Pillar subjected to roof crush conditions.
INTRODUCTION
According the National Highway Traffic Safety Administration, there were over six million vehicle crashes in the United States in the year 2000 alone, which claimed the life of more than forty thousand people and resulted in losses of more than twenty seven billion dollars [1] . It is one of the prime duties of vehicle designers to ensure that their vehicles meet governmental safety regulations. Additionally, higher levels of safety, while keeping the structural mass and production cost minimal, is important for increasing the vehicle attractiveness in a highly competitive market.
Despite the recent advances in computer aided design (CAD) tools, crashworthiness design of vehicle structures still remains, for the most part, an intuition driven procedure. Driven by past experience, a designer assumes a design, uses CAD software or field crash experiments for testing the design then re-iterates based on intuition gained from the tests. A potentially more effective approach would be to use CAD models along with optimization techniques to automatically improve the design. However, the main obstacles to automated crashworthiness optimization are the requirement of massive computational resources for simulation of full vehicles and the existence of simulation errors that present noise to the optimization models.
This paper presents an efficient optimization technique, the Mixed Reactive Taboo Search (MRTS), and its application to the design of a vehicle B-Pillar ( Fig. 1 ) subjected to roof crush conditions. MRTS is an updated blend of Reactive Taboo Search (RTS) for discrete optimization [2] and Continuous Reactive Taboo Search (CRTS) for continuous optimization [3] . The design of the B-Pillar is formulated as a mixed discrete and continuous optimization problem. The problem is sophisticated enough to explore the MRTS' capability of identifying multiple local optima with a single optimization run, yet the associated finite element model (FEM) is not too large to make the computational resources required for global optimization prohibitive. It is demonstrated that a single run of MRTS identified a set of better designs with smaller number of simulation runs, than multiple runs of Sequential Quadratic Programming (SQP) with several starting points.
The paper starts with a brief review of the relevant literature followed by a detailed description of the B-Pillar Optimization problem. Then, the algorithm of MRTS is explained and the results of its application to the B-Pillar optimization compared with multi-start SQP are presented. The paper ends with a general discussion. three categories: i) topology optimization, ii) parametric design optimization and iii) development of crashworthiness models. Examples of topology optimization can be found in [4] [5] [6] [7] [8] , however, the main use of topology optimization is during the conceptual design stage, where the exact dimensions and specifications of the vehicle are not yet finalized and it is required to find a good overall layout and/or connectivity of the structure members. Topology optimization rarely produces final dimensions of structural members that are to be manufactured. Parametric design optimization, on the other hand is of use in the final design stages, as it assumes the overall geometry, shapes and connectivity to be finalized and sets forth to find the dimensions and member cross-sections that better serve the design objective. As a drawback however, parametric design requires more detail and accuracy in the optimization model than topology optimization does.
Development of approximate models for simulating the vehicle behavior during crash, yet do not require the larger computational resources as those required for full FEM simulations, is also an active area of research. On one side, there are the reduced and lumped parameter models [9, 10, 11] based on simplified physical representations of the vehicle, while on the other hand, there are the surrogate modeling techniques which are mathematical methods for general purpose functional approximation [12] [13] [14] [15] [16] . While lumped parameter models have the advantage of including an embedded physical model, they are generally not very useful in parametric design optimization because of their lack of detail.
Although surrogate models abstract the physics of the problem, on the other hand, they have the advantage of associating the vehicle model output with (in theory) any desired level of detail for the input design variables, and they also smooth out much of the noise in the objective function and constraints that arises from errors in FEM simulations. Currently, surrogate modeling dominates crashworthiness parametric design optimization and has been effectively applied to partial vehicle structures [17, 18, 19] as well as full vehicles [20] .
Aside from abstracting the physical model of the vehicle however, a main drawback of surrogate modeling is the computational effort for constructing the surrogate model. Optimization with surrogate models can lead to near-global optima, provided the data used in constructing the model has enough spread and accuracy over the search space. In practice however, constructing a surrogate model that has both wide spread and good accuracy becomes computationally very expensive as the number of design variables increases. Surrogate models that are constructed within a confined region of the search space often produce optimization results that are local to such region as in the study performed in [20] .
Parametric design optimization for crashworthiness of full vehicles requires massive computational resources that are often too prohibitive. For example, the research conducted by Yang et. al. [20] required 512 processors running for 72 hours to perform only two local optimization steps. Thus, global optimization of full vehicles is yet out of scope. However, in some cases, it is possible to break down the full vehicle structure into smaller subsystems that represent small to medium sized optimization problems that can be more efficiently handled.
An example of such subsystems is the one considered in this paper, where the B-Pillar of the vehicle is the primary load carrying member during roof crush and thus the load carrying requirement of the pillar can be estimated and set as a required performance. Being reasonable in terms of requirement of computational resources allows for an efficient optimization technique such as MRTS, which is presented in this paper to perform global optimization using the full FEM model of the subsystem, without the need for approximations using surrogate models.
B-PILLAR ROOF CRUSH MODEL
The design problem under consideration is that of a BPillar of a mid-sized car subjected to roof crush. The required performance of the pillar according to a federal regulation is that it should be able to support a quasi-static load equal to some multiple of the vehicle weight, without getting deformed beyond a certain amount, since the deformation represents intrusion into the passenger cabin.
A finite element model of a generic B-Pillar is shown in Fig. 2 . The cross-section of the pillar is roughly a box-section, with a bead on the inner flange as shown in Fig. 3 . The generic pillar is a straight tube with a constant cross section in Fig. 3 (a) from its bottom up to a height of 750 mm. Then, it tapers and curves into the cross section in Fig. 3 (b) at a total height of 1300 mm. The thickness of the external sheet metal (lower halves of cross sections in Fig. 3 ) is assumed to be fixed at 0.8 mm, whereas the thickness of the internal sheet metal (upper halves of cross sections in Fig. 3 ) is considered as a design variable chosen from standard gage thicknesses. Additionally, one of the three types of reinforcement in Fig. 4 is placed inside the pillar, with two different sheet thicknesses at upper and lower portions, as illustrated in Fig. 5 .
The objective of the B-pillar design problem is the minimization of the weight, subject to a prescribed load carrying capacity. As illustrated in Fig. 5 , the design variables are the heights of the entire reinforcement and of its lower portion (2 continuous variables), the type of the reinforcements (1 discrete variable among choices in Fig. 4 , for both upper and lower portions), and the thicknesses of the upper and lower portions of the reinforcement and the internal sheet of the pillar B-pillar (3 discrete variables). Available sheet thicknesses are 0.01mm discrete values between 1.0 mm and 3.2 mm in steps of 0.2 mm, as well as 0.01 mm, which represents the absence of sheet metal in the FE model. In addition, the heights of both upper and lower reinforcements are not allowed to go below 20mm, due to the minimum element size of the FE model. It should be noted that a more accurate FE model of the B-pillar should not include any elements in the reinforcement zone when the thickness of the reinforcement nears zero. The model adopted in this paper is less accurate but presents an easier task to the mesh generator.
The B-pillar is assumed to be fully fixed at the bottom, while its top end is free to deform under the loading. Loading of the pillar is achieved by quasi-static crushing (0.1 m/s) vertically downwards at the top end, and the reaction force of the pillar is recorded. The desired load carrying capacity of the pillar is 4500 kg, without exceeding a deformation of 120 mm. It is noted that although the dimensions and load values presented in this paper are not those of any particular vehicle model, they represent typical values of a compact to a midsized car.
An important underlying assumption in this model is that the side-crash requirements are already satisfied within the given search range of the design variables and that the B-pillar is the main load carrying member during roof-crush. This allows for ignoring the simulation of side-crash, and also allows singling out of the B-pillar from the complete side frame of the vehicle. Thus, the size of the FE model is significantly reduced, with too much sacrifice of the accuracy. In summary, the optimization model is given as: minimize f = weight of structure (1) subject to g 1 : max 4500 0 Simulation of the B-pillar is performed using a nonlinear finite element model (FEM) using the commercial code LS-DYNA [21] . Prior to solving the above optimization model, several roof crush simulations were conducted with different forces. Fig 6 (solid line) shows a typical force response of the B-pillar FE model. Since the maximum crushing force occurs early on, the simulation stops at 0.05s during the optimization, which we concluded is sufficiently long to capture the occurrence of the peak force (as seen in Fig. 6 ). Simulating 0.05 seconds of crash event takes approximately 130 seconds on a 3.0GHz PC with 1.0GB RAM. Thus in order to simulate the full crush distance of 125mm, one would require crash event simulation up to 1.25s, which would take about twenty five time the computational time.
Also observed is the existence of noise in the force response curve. To reduce the undesired effect of noise on the optimization, a second order Butterworth digital low pass filter [22] is used to eliminate the high frequency noise. The equation of the filter (for a cutoff-frequency at 10% of a sampling frequency of 2.0 kHz) is given by: 1 2 0.075 1.682 0.757
where P k and f k are the k-th filtered value and sampled value, respectively. The filtered force curve, shown in a dotted line in Fig. 6 , is much smoother than the original with only a slight time delay while capturing the peak force value accurately. 
MIXED REACTIVE TABOO SEARCH
Reactive Taboo Search (RTS) is a global optimization algorithm for discrete optimization problems [1] . Its origin, Taboo Search [23] [24] [25] [26] , is a neighborhood search algorithm where the search direction is biased by prohibiting (tabooing) the move to certain points in the search space. Reactive taboo search [1] adaptively varies the way points are tabooed based on the optimization history. An attractive feature of RTS is its efficiency in finding the global optimal with a relatively small number of objective function evaluations [23] [24] [25] [26] compared to population-based search algorithms such as Genetic Algorithm [27] . A continuous version of RTS, Continuous Reactive Taboo Search (CRTS), was developed by Battiti and Tecchiolli [3] , which employs binary branching over the ranges of continuous variables, followed by local optimization with the Affine Shaker algorithm, and achieved impressive performances on benchmark problems [3] . Using SQP as the local optimizer, CRTS was also applied to surface fitting problems [28] . RTS was extended to integer variables with arbitrary finite ranges and effectively applied to structural optimization [29] . This paper presents a new blend of RTS and CRTS, termed as the Mixed Reactive Taboo Search (MRTS), which is capable of handling mixed integer and continuous variable problems. The basic flow of MRTS follows the one for CRTS [3] . A summary of the steps is presented below, where P is a set of the points visited prior to the current iteration, O is the local optimum solutions found prior to the current iteration. Each point in P is associated with a variable taboo, which can take non-negative integer values. A point is called "tabooed" if taboo of the point is positive. By returning set O at termination, MRTS can find multiple local optima, rather than a single one. The descriptions for the key steps are provided as:
• Neighborhood evaluation (step 2): The neighborhood of a point x is defined as a set of points that differs from x only in one variable, by ±1 for the integer variables and by ± zone size for the continuous variables. The zone size is typically a fraction of the ranges of the continuous variables. Therefore, a neighborhood can contain as many points as the twice the number of variables. However, not all of these points need to be evaluated since MRTS stores all points evaluated in the past.
• Running local optimizer (step 3): When none of the neighboring design points are better than the current point, a local optimizer (SQP is used in the current implementation) is run to fine tune the values of the continuous variables to the local optimum. It is to be noted, that if current point is already marked as a local optimum, there is no need to run local optimizer, and the algorithm jumps directly to the next best neighboring design point.
• Intensifying the search (step 3): If several distinct local optima are identified in a neighborhood, it is likely that the neighborhood is too large with respect to the continuous variables and thus it is decreased for that region of the search space.
• Diversifying the search (steps 5 and 6): To avoid the multiple re-visits to the same local optimal points, MRTS taboos the recently visited points. This tabooing help the search move away from already explored region and find unexplored region of the search space.
• Quick escape (step 7): When the algorithm keeps cycling within a region of the search space, this can be detected by the increase of cycle count. In such cases, it is likely that tabooing is insufficient to direct the search to a new direction, and a quick escape is performed by randomly changing the current point. A quick escape can be seen as a random restart of the search with past memory of exploration.
• Termination (step 8): As is the case of many heuristic search algorithms, there are no theoretical criteria to determine the number of iterations necessary to obtain the global optimum. Therefore, the algorithm is typically terminated after a pre-specified number of objective function evaluations.
To illustrate the working of MRTS, consider the following simple mixed integer programming problem: The feasible domain of and the objective function the problem are shown in Figs. 7 and 8 , respectively. The problem has two global optima at (4, 4) and (-4, -4) with f = -32. With the initial point of (0, 0), taboo length = 5, and zone size for x2 of 2.0, a sample run of MRTS on the above problem can be outlined as follows:
• The neighbors of (0, 0) are (1, 0) and (-1, 0), and for example, (0, 1.3) and (0, -0.8). The last two points are obtained by randomly sampling x 2 within the range [-2.0, 2.0]. Among these four points, the best point in the neighborhood is (0, 1.3) with f = -1.69, which is better than the current point (0, 0). Set taboo of (0, 0) to be 5, then move to (0, 1.3).
• Similar steps lead to point (0, 2.9), while recording and updating taboo of all points previously visited.
• The neighboring points of (0, 2.9) are (-1, 2.9) and (1, 2.9), and for example, (0, 1.5) and (0, 4.1). Although (0, 4.1) has the best value of f, it is outside the feasible domain, so the best points in the neighborhood are (-1, 2.9) and (1, 2.9). A tie breaking rule (always use first point among equivalent candidates) decides to move to (-1, 2.9). • Since the neighbors of (-1, 2.9) are either infeasible or worse, the local optimizer runs for x 2 starting with 2.9, while keeping x 1 fixed to -1. It stops at a local optimal (-1, 3). Record this point, and then move to the next best nontabooed point in the neighborhood of (-1, 3), which is (0, 3).
• The neighboring points of (0, 3) are (-1, 3) and (1, 3) , and for example, (0, 1.8) and (0, 4.6). The point (0, 4.6) is outside the bounds of x 2 so simply clipped to become (0, 4.5). However, (0, 4.5) is infeasible. The next best point in the neighborhood, (-1, 3) is tabooed as it was just visited at the previous iteration. So move to the next best point, which is (1, 3) .
• Since the current point (1, 3) is near a basin of new attraction, and a series moves along x 1 leads to point (4, 3) . Then, the local optimizer reaches to one the global optima of (4, 4).
• Given enough number of iterations (not done in this handsimulation example), the diversification mechanism or the quick escape will direct the search to another basin of attraction, which will eventually lead to another global optimum at (-4, -4) .
B-PILLAR OPTIMIZATION RESULTS
The B-pillar roof crush model discussed in the previous section is optimized with Sequential Quadratic Programming (SQP) and MRTS, in order to demonstrate the following advantage of MRTS: 1) global search with relatively small number of function evaluations, 2) identification of multiple local optima with one optimization run, 3) consistent performance regardless of the choice of starting points.
Since SQP is a local optimizer that can handle only continuous variables, the results are obtained using a multi-start strategy with thicknesses t 1 , t 2 , and t 3 relaxed to the continuous range of [0.01, 3.2]. The resulting optimal solutions are then round to the nearest feasible discrete values in Equation (5). Since there is no obvious way to relax i rf that specifies the reinforcement type, multiple runs are performed in each of the reinforcement type. Table 1 shows the 15 starting points used for the SQP runs and Table 2 lists the top five distinct solutions starting from these points. Table 3 shows the top five solutions round to the nearest discrete values. After the round-off, all solutions become worse (weight increased) and the solutions #1 and #3 become infeasible.
Next, one run of MRTS was conducted starting from the point #1 in Table 1 , which resulted in the top five solutions in Table 4 . It should be noted that all five solutions by MRTS are better than the best discrete solution in Table 3 and most of the relaxed solutions (which use infeasible sheet thicknesses) in Table 2 by SQP. As seen in Tables 3 and 4 , some solutions by SQP (solutions 1, 3, and 5) have no reinforcements, while all solutions by MRTS has some reinforcements, all of type 0. Table 5 summarizes the best solutions and statistics of the 15 SQP runs (with subsequent round-off) and one MRTS run. It is clear to see that MRTS has succeeded in finding a better solution using fewer function evaluations than SQP. Due to the subsequent round-off, the solution by SQP becomes severely over-designed as indicated by the value of g 1 .
To demonstrate the performance of MRTS is independent of the choice of a starting point, additional four MRTS runs are performed with randomly chosen starting points, terminated at the same number of function evaluations (1200). Table 6 shows the best solutions for each run. All runs consistently found a better solution than the best solution by SQP in Table 5 . 
DISCUSSION
In the above example, a set of locally optimal solutions identified by a single MRTS run outperformed the ones by SQP with multiple starting points both in the overall solution quality and the number of required simulation runs. It is also shown that the performance of MRTS is consistent regardless of the starting point.
While SQP is known to be one of the most efficient local optimization techniques for constraint optimization problems [30] , the following known drawbacks of SQP became evident:
• Sensitivity to noise in simulation results: The evaluation of the transient dynamic response of the nonlinear FEM model inevitably involves numerical errors. From the viewpoint of the optimizer, these errors are equivalent to the noise added to the "true" values of objective function and/or or constraints. Although the objective function of the B-pillar optimization problem is the structural weight requiring no FEM simulation, the noise in the minimum crushing force in the constraint, although filtered, is likely to cause the premature termination of SQP.
• Necessity to have continuous variables: Due to the use of gradient, SQP it requires the all variables to be continuous. If a problem involves discrete variables, they are typically relaxed to continuous variables, and the obtained solutions are round to the nearest discrete values for the relaxed variables. While this "relax and round-off" strategy can yield improved designs, it very often fails to identify true discrete optima. This is demonstrated in the Table 3 , where the round-off solutions are worse than those produced by SQP. Moreover, when some variables are impossible, or very difficult to relax (such as i rf in the above example), attempting SQP runs for all possible combination of such discrete variables can be very prohibitively inefficient.
• Dependency on starting point: Since SQP is a local optimizer, the ending point of its search will be the nearest stationary point in the basin of attraction of the objective function to the given starting point. Attempts to find global optima of a multi-modal objective function by using different starting points become more and more futile as the number of variables increase.
On the other hand, the results obtained by MRTS are good in several aspects. MRTS operates directly on the problem variables without the need for relaxation of discrete variables. Thus the final obtained solution of MRTS is true discrete optima. MRTS can be thought of as "a local optimizer that can explore beyond local optima" with many attractive features of local optimization techniques such as the ability to efficiently explore descent directions in the objective function. For this reason, MRTS is likely to outperform GA [27] for mixed discrete continuous problems, in terms of the number of functions evaluations to reach a solution with a certain quality [29] .
A main concern when using MRTS (or any flavor of taboo search) is the termination of the search. Unlike local optimizers which stop upon satisfying local optimality criteria, there is no way to guarantee that a good design point MRTS has found is a global optimum, or that it will find a better one if allowed to run longer. This is an obvious disadvantage, which requires some experience (or experimentation) to determine the appropriate number of function evaluations to allow MRTS to do. On the other hand, being able to specify the maximum number of function evaluations is an advantage, because it allows the selection of such number based on the availability of computational resources, as done in the above case study. Recently, Tian et al. [31] proved the asymptotic convergence of Taboo Search based on Markov Chain Analysis. They also showed MRTS is guaranteed to do no worse than a comparative local search. It is expected that further theoretical development will suggest a systematic way to determine the termination criteria.
CONCLUSION
This paper discussed the crashworthiness design of a vehicle B-pillar subjected to roof crush with Mixed Reactive Taboo Search, an efficient global optimization technique for mixed discrete and continuous problems. The technique was effective in finding multiple good solutions with a single run, independent of the choice of the starting design. A single run of MRTS to the B-Pillar design problem identified a set of better designs with smaller number of simulation runs, than multiple runs of Sequential Quadratic Programming (SQP) with several starting points.
