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In this paper, a new family of relative difference sets with parameters ðm; n; k; lÞ
¼ ððq7  1Þ=ðq 1Þ; 4ðq 1Þ; q6; q5=4Þ is constructed where q is a 2-power. The
construction is based on the technique used in [2]. By a similar method, we also
construct some new circulant weighing matrices of order qd1 where q is a 2-power,
d is odd and d55: # 2002 Elsevier Science (USA)
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Let G be a ﬁnite group of order mn and N a normal subgroup of G of
order n: A k-element subset D of G is called an ðm; n; k; lÞ-relative difference
set in G relative to N if every element in G=N has exactly l representations
r1r12 (or r1  r2 if G is additive) with r1; r2 2 D and no non-identity element
in N has such a representation. When n ¼ 1; D is an ðm; k; lÞ-difference set in
the usual sense. A difference set or relative difference set is called cyclic if the
group is cyclic. We refer the reader to [3, 7, 10] for the background of both
difference sets and relative difference sets. The following is a well-known
result in the studies of relative difference sets.1The ﬁrst two authors were supported by NUS Research Grants R-146-000-015-112 and
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LEUNG, MA, AND SCHMIDT112Proposition 1.1 (Elliott and Butson [5]). Let D be an ðm; n; k; lÞ-
relative difference set in G relative to N : If U is a normal subgroup of G of
order u contained in N and if r :G! G=U is the natural epimorphism, then
rðDÞ is an ðm; n=u; k; luÞ-relative difference set in G=U relative to N=U : In
particular, if U ¼ N ; then rðDÞ is an ðm; k; lnÞ-difference set in G=N :
In view of Proposition 1.1, we may think of relative difference sets as
‘liftings’ or ‘extensions’ of difference sets. Among difference sets which can
be lifted, complements of Singer difference sets have attracted most of the
attention because of their relationship with ﬁnite projective geometry. The
parameters of the relative difference sets lifted from them are of the form
ðm; n; k; lÞ ¼
qd  1
q 1
; n; qd1;
qd2ðq 1Þ
n
 
; ð1Þ
where q is a prime power. In [10], parameters (1) are called the classical
parameters.
Pott [10, Problem 7, p. 48] asked if there exists a relative ðm; n; k; lÞ-
difference set such that its projection is the complement of a Singer
difference set, n=2 and n is not a divisor of q 1: In [2], the cyclic case was
studied. In fact, a new construction of cyclic relative difference sets
with classical parameters was found where q is a 2-power, d is odd and
n ¼ 2ðq 1Þ: This helps us to answer Pott’s question when the group
is cyclic.
Theorem 1.2 (Arasu et al. [2]). Let q be a prime power. A cyclic relative
difference sets with parameters (1) exists if and only if one of the following
is true:
(i) q is odd and n j q 1;
(ii) d is even and n j q 1;
(iii) q is even, d is odd and n j 2ðq 1Þ:
In this paper, we investigate further ‘lifting’ of the relative difference sets
constructed in [2]. We show that under some conditions, n can go up to
4ðq 1Þ: More speciﬁcally, we construct a family of relative difference sets
with classical parameters when q is a 2-power, d ¼ 7 and n ¼ 4ðq 1Þ:
Obviously, in view of Theorem 1.2, the groups where the new relative
difference sets lie in are no longer cyclic. In fact, the group concerned is the
direct product of an even order cyclic group and a copy of Z2: The main idea
of our construction is to combine several relative difference sets constructed
in [2].
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ting relative difference sets, we also give a construction of new
circulant weighing matrices of weight qd1 where q is a 2-power, d is odd
and d55:
Finally, we would like to mention that recently, Chandler and Xiang [4]
constructed a new family of relative difference sets with classical parameters
when q is a power of 3. However, these relative difference sets are, in general,
not ‘lifted’ from complements of Singer difference sets.
2. SOME QUADRICS IN GFðqd Þ
Throughout this paper, q is a 2-power, F2 ¼ GFð2Þ; F ¼ GFðqÞ and
K ¼ GFðqd Þ where d is odd. For any real-value function L on K; let L/ #L
denote the orthogonal Fourier (Hadamard) transform given by
#LðbÞ ¼ qd=2
X
x2K
LðxÞð1ÞTrðbxÞ
for all b 2 K; where for convenience we denote the trace function TrKF2 simply
by Tr:
Let T denote the classical afﬁne difference set fx 2 K	 : TrKF ðxÞ ¼ 1g in K
	:
For 14i4d  1; we deﬁne Qi : K ! F2 such that QiðxÞ ¼ Trðxq
iþ1Þ for all
x 2 K and we let Gi denote the real-valued function ð1Þ
Qi : Note that the set
fx 2 K	 :QiðxÞ ¼ 0g is a quadric in the afﬁne space K when i is relatively
prime to d:
Proposition 2.1. Suppose i is relatively prime to d: Then, there exist
disjoint subsets Ai and Bi such that T ¼ Ai [ Bi and
#GiðbÞ ¼ qd=2
X
x2K
ð1ÞTrðx
qiþ1þbxÞ ¼
0 if b =2 T ;ﬃﬃﬃ
q
p
if b 2 Ai;

ﬃﬃﬃ
q
p
if b 2 Bi:
8><
>:
Furthermore, Di ¼ Ai [ Biy is a ððqd  1Þ=ðq 1Þ; 2ðq 1Þ; qd1; qd2=2Þ-
relative difference set in K	 	 hyi relative to F 	 	 hyi; where oðyÞ ¼ 2:
Proof. Our proposition is basically the same as that of [2, Theorem 3.2].
Since this result is crucial, we highlight the essential part of the proof. For all
b 2 K	; we have
ð #GiðbÞÞ
2 ¼ qd
X
x2K
ð1ÞTrðx
qiþ1þbxÞ
X
y2K
ð1ÞTrðy
qiþ1þbyÞ;
LEUNG, MA, AND SCHMIDT114which, on replacement of y by xþ y and reversal of the order of summation,
becomes
ð #GiðbÞÞ
2 ¼ qd
X
y2K
ð1ÞTrðy
qiþ1þbyÞ
X
x2K
ð1ÞTrðx
qi yþxyq
i
Þ
¼ qd
X
y2K
ð1ÞTrðy
qiþ1þbyÞ
X
x2K
ð1ÞTrð½y
q2iþyxq
i
Þ:
The inner sum is 0 unless yq
2i
þ y ¼ 0 in which case it is qd : However,
yq
2i
þ y ¼ 0 iff y 2 K \ Fq2i : Since d is odd and gcdði; dÞ ¼ 1; y 2 K \ Fq2i iff
y 2 Fq:
From now on, we can apply the argument used in the proof of
[2, Theorem 3.2] to complete the proof. ]
Proposition 2.2. Let i and j be relatively prime to d: Then fAi;Big ¼
fAj;Bjg if and only if i ¼ j or i ¼ d  j; where Ai; Bi; Aj; Bj are defined as in
Proposition 2.1.
Proof. Since Trðxðq
iþ1ÞqdiÞ ¼ Trðxq
diþ1Þ for all x 2 K; we have Gi ¼ Gdi:
Thus, fAi;Big ¼ fAdi;Bdig: To prove the converse, we may assume
14i5j5d=2:
Now assume fAi;Big ¼ fAj;Bjg; i.e. #GiðbÞ ¼ d #GjðbÞ for all b 2 K where
d ¼ 1: By Fourior transform, we then have GiðxÞ ¼ dGjðxÞ for all x 2 K:
Note that d ¼ 1 as Qið0Þ ¼ Qjð0Þ ¼ 0: Hence, QiðxÞ þ QjðxÞ ¼ 0 for all x 2 K:
Consequently,
0 ¼Qiðxþ yÞ þ Qjðxþ yÞ  QiðxÞ  QjðxÞ  QiðyÞ  QjðyÞ
¼Trðxy q
i
þ xq
i
y þ xy q
j
þ xq
j
yÞ ¼ Trð½y q
iþj
þ y q
ji
þ y q
2j
þ yxq
j
Þ:
Thus, yq
iþj
þ y q
ji
þ y q
2j
þ y ¼ 0 for all y 2 K: Hence, y q
iþj
þ y q
ji
þ y q
2j
þy
is a multiple of the polynomial y q
d
 y: This is impossible as 2j5d: ]
3. NEW RELATIVE DIFFERENCE SETS
Our construction bases on the following simple observation.
Theorem 3.1. Let G be a group of order mn and N a normal sub-
group of order n in G. Furthermore, let G0 ¼ G	 hy1i 	 hy2i where
*ðy1Þ ¼ *ðy2Þ ¼ 2: Suppose R is an ðm; n; k; lÞ-relative difference set in G
relative to N : Furthermore, for i ¼ 1; 2; 3; let Xi [ y1Yi; where Xi [ Yi ¼ R;
RELATIVE DIFFERENCE SETS WITH CLASSICAL PARAMETERS 115be ðm; 2n; k; l=2Þ-relative difference sets in G	 hy1i relative to N 	 hy1i: If
fX3; Y3g ¼ fðX1 \ X2Þ [ ðY1 \ Y2Þ; ðX1 \ Y2Þ [ ðX2 \ Y1Þg;
then
R0 ¼ ðX1 \ X2Þ [ ðX2 \ Y1Þy1 [ ðX1 \ Y2Þy2 [ ðY1 \ Y2Þy1y2
is an ðm; 4n; k; l=4Þ-relative difference set in G	 hy1i 	 hy2i relative to
N 	 hy1i 	 hy2i:
Proof. It sufﬁces to show that
jwðR0Þj ¼
k if w is nonprincipal on N 	 hy1i 	 hy2i;
k  ln if w is principal on N 	 hy1i 	 hy2i:
(
Suppose w is principal on hy1i 	 hy2i: Then,
jwðR0Þj ¼ jwðRÞj ¼
k if w is nonprincipal on N ;
k  ln if w is principal on N :
(
If w is nonprincipal on hy1i 	 hy2i; we have three possibilities. In each
case, we shall prove that jwðR0Þj ¼ k:
Case (1): wðy1Þ ¼ 1; wðy2Þ ¼ 1: In this case, jwðR0Þj ¼ jwðX2  Y2Þj:
Case (2): wðy1Þ ¼ 1; wðy2Þ ¼ 1: In this case, jwðR0Þj ¼ jwðX1  Y1Þj:
Case (3): wðy1Þ ¼ 1; wðy2Þ ¼ 1: In this case, jwðR0Þj ¼ jwðX3  Y3Þj:
Since each Xi [ y1Yi is a relative difference sets in G	 hy1i relative to
N 	 hy1i; jwðXi  YiÞj ¼ k: We have thus shown that R0 is a relative
difference set. ]
It is possible to generalize Theorem 3.1 to construct relative difference sets
in G	 hy1i 	 hy2i 	    	 hyri relative to N 	 hy1i 	 hy2i 	    	 hyri
where *ðy1Þ ¼    ¼ *ðyrÞ ¼ 2:
To facilitate the construction, we reconsider the condition required in
Theorem 3.1. We ﬁrst need an easy observation.
Proposition 3.2. Let S be a set and S ¼ ffX ; Y g : X [ Y ¼ S and
X \ Y ¼ |g: Let * be an operation defined on S such that
fX ; Y g*fX
0; Y 0g ¼ fðX \ X 0Þ [ ðY \ Y 0Þ; ðX \ Y 0Þ [ ðY \ X 0Þg:
Then ðS; * Þ is an elementary abelian 2-group with identity fS; |g:
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X \ Y ¼ |g: In R; * is a binary operation as deﬁned before. Let us now
consider the condition required in Theorem 3.1. Note that each relative
difference set Ri induces a partition of R into two disjoint sets Xi; Yi: Thus, we
may identify Ri as the element fXi; Yig in R: For convenience, we also write R
for fR; |g: Now the condition required in Theorem 3.1 is equivalent to the
condition that fR;R1;R2;R3g is a subgroup in ðR; * Þ:
We can now generalize Theorem 3.1.
Theorem 3.3. Let G be a group of order mn and N a normal subgroup of
order n in G. Furthermore, let G0 ¼ G	 hy1i 	 hy2i 	    	 hyri where
*ðy1Þ ¼ *ðy2Þ ¼    ¼ *ðyrÞ ¼ 2: Suppose R is an ðm; n; k; lÞ-relative diffe-
rence set in G relative to N : Furthermore, for i ¼ 1; 2; . . . ; 2r  1; let
Ri ¼ Xi [ Yiy1; where Xi; Yi  G; be relative difference sets in G	 hy1i
relative to N 	 hy1i: Suppose fR;R1;R2; . . . ;R2r1g is a subgroup in ðR; * Þ
and let
W ðx1; x2; . . . ; xrÞ ¼
\r
i¼1
Zi such that Zi ¼
Xi if xi ¼ 0;
Yi if xi ¼ 1:
(
Then,
R0 ¼
[
ðx1; x2;...; xrÞ2F r2
W ðx1; x2; . . . ; xrÞy
x1
1    y
xr
r
is an ðm; 2rn; k; l=2rÞ-relative difference set in G	 hy1i 	    	 hyri relative
to N 	 hy1i 	    	 hyri:
We skip the proof as it is analogous to the argument used in the proof of
Theorem 3.1.
To apply Theorem 3.3 (or Theorem 3.1), we use the relative difference sets
constructed in Proposition 2.1. Assume ½K : F  is an odd number d and i is
an integer relative prime to d: For each i; let Ri be the relative difference set
induced by the form QiðxÞ: If we can ﬁnd a subgroup fRij : j ¼ 1; 2; . . . ; 2
r
1g [ fRg; then we obtain a new relative difference set. As we show later,
such a group exists when r ¼ 2 and d ¼ 7:
From now on, we shall follow the notation used in Section 2. Let q be
a power of 2; and let d57 be an odd integer. Write F ¼ GFðqÞ and
K ¼ GFðqd Þ: Let b 2 K and let i be any positive integer coprime to d: Recall
that
#GiðbÞ ¼ qd=2
X
x2K
ð1ÞTrðx
qiþ1þbxÞ;
Ai ¼fb 2 K : #GiðbÞ ¼
ﬃﬃﬃ
q
p
g;
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ﬃﬃﬃ
q
p
g;
T ¼fb 2 K : TrKF ðbÞ ¼ 1g:
Theorem 3.4. Let G ¼ K	 	 hy1i 	 hy2i where y1 and y2 are of order 2.
Let a; b; c 2 f1; . . . ; ðd  1Þ=2g be distinct integers coprime to d and define
R G by
R ¼ ðAa \ AbÞ [ ðAb \ BaÞy1 [ ðAa \ BbÞy2 [ ðBa \ BbÞy1y2:
If #GaðxÞ #GbðxÞ #GcðxÞ is constant for all x 2 T ; then R is a ððqd  1Þ=ðq 1Þ;
4ðq 1Þ; qd1; qd2=4Þ difference set in G relative to F 	 	 hy1i 	 hy2i:
Proof. If #GaðxÞ #GbðxÞ #GcðxÞ is constant for all x 2 T ; then
fðAa \ AbÞ [ ðBa \ BbÞ; ðAa \ BbÞ [ ðAb \ BaÞg ¼ fAc;Bcg
and thus Theorem 3.1 implies the assertion. ]
In view of Theorem 3.4, it is very interesting to determine all values of
q; d; a; b; c for which #GaðxÞ #GbðxÞ #GcðxÞ is constant for all x 2 T : This is done in
our following main result.
Theorem 3.5. Let q be a power of 2, let d57 be odd, and let a; b; c 2
f1; . . . ; ðd  1Þ=2g be distinct integers coprime to d: Then #GaðxÞ #GbðxÞ #GcðxÞ is
constant for x 2 T if and only if d ¼ 7 and fa; b; cg ¼ f1; 2; 3g:
Corollary 3.6. Let q be a power of 2. Then there is a ððq7  1Þ=
ðq 1Þ; 4ðq 1Þ; q6; q5=4Þ difference set in K	 	 hy1i 	 hy2i relative to
F 	 	 hy1i 	 hy2i:
The proof of Theorem 3.5 is quite long and we need several lemmas. First,
we reduce the problem to evaluate a sum involving a quadratic form.
Lemma 3.7. The product #GaðxÞ #GbðxÞ #GcðxÞ is constant for all x 2 T if and
only if
X
x;y2K
ð1ÞTrðx
qaþ1þyq
bþ1þðxþyÞq
cþ1Þ ¼ qð3dþ1Þ=2: ð2Þ
Proof. Recall that for ði; dÞ ¼ 1; #GiðbÞ ¼ 
ﬃﬃﬃ
q
p
for b 2 T and #GiðbÞ ¼ 0
for b 2 K =T : Furthermore, jT j ¼ qd1: Thus #GaðxÞ #GbðxÞ #GcðxÞ is constant for
LEUNG, MA, AND SCHMIDT118all x 2 T if and only ifX
b2K
#GaðbÞ #GbðbÞ #GcðbÞ ¼ qd1  q3=2 ¼ qð2dþ1Þ=2: ð3Þ
By deﬁnition, (3) is equivalent to
X
b2K
X
x;y;z2K
ð1ÞTrððx
qaþ1þbxÞþðyq
bþ1þbyÞþðzq
cþ1þbzÞÞ
¼ qð2dþ1Þ=2  q3d=2 ¼ qð5dþ1Þ=2: ð4Þ
Note that
X
b2K
ð1ÞTrðbðxþyþzÞÞ ¼
0 if xþ y þ z= 0;
qd if xþ y þ z ¼ 0:
(
Hence,
X
b2K
X
x;y;z2K
ð1ÞTrððx
qaþ1þbxÞþðyq
bþ1þbyÞþðzq
cþ1þbzÞÞ
¼
X
x;y;z2K
ð1ÞTrðx
qaþ1þyq
bþ1þzq
cþ1Þ
X
b2K
ð1ÞbðxþyþzÞ
¼ qd
X
x;y2K
ð1ÞTrðx
qaþ1þyq
bþ1þðxþyÞq
cþ1Þ:
Thus (4) is equivalent to (2) and this proves the assertion. ]
In order to calculate the sum occurring in (2), we need to consider Qðx; yÞ
:¼ Trðxq
aþ1 þ yq
bþ1 þ ðxþ yÞq
cþ1Þ as a quadratic form over GF(2). For this
let B be a ﬁxed basis of K over GF(2). Then, for each x 2 K; there are unique
elements xb 2 GFð2Þ with x ¼
P
b2B xbb: Hence,
Trðxq
aþ1Þ ¼Tr
X
b2B
xbb
" #qa X
c2B
xcc
0
@
1
A
¼Tr
X
b2B
xbbq
a
" #X
c2B
xcc
 !
¼
X
b;c2B
xbxcTrðbq
a
cÞ:
This shows that Trðxq
aþ1Þ is a quadratic form of K over GF(2). Similarly,
it follows that Qðx; yÞ is a quadratic form of K 	 K over GF(2). The GF(2)
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DQ :¼ fðu; vÞ 2 K 	 K :Qðxþ u; y þ vÞ ¼ Qðx; yÞ 8ðx; yÞ 2 K 	 Kg
is called the degeneracy space of Q:
Lemma 3.8. Write q ¼ 2r: Let k denote the dimension of DQ over GF(2).
Then,
X
x;y2K
ð1ÞTr ðx
qaþ1þyq
bþ1þðxþyÞq
cþ1Þ ¼
0 if k is odd;
2rdþk=2 if k is even:
(
Proof. Let V be a complement of DQ in K 	 K: Then, V is a GF(2)
vector space of dimension 2rd  k and Q is a nondegenerate quadratic form
on V : Let
N :¼ jfðx; yÞ 2 V :Qðx; yÞ ¼ 0gj:
By Lidl and Niederreiter [9, Theorems 6.30, 6.32], we have
N ¼
22rdk1 if k is odd;
22rdk1  2ð2rdk2Þ=2 if k is even:
(
ð5Þ
Hence,
X
x;y2K
ð1ÞTrðx
qaþ1þyq
bþ1þðxþyÞq
cþ1Þ ¼
X
x;y2K
ð1ÞQðx;yÞ
¼
X
ðx;yÞ2V
X
ðu;vÞ2DQ
ð1ÞQðxþu;yþvÞ
¼
X
ðx;yÞ2V
X
ðu;vÞ2DQ
ð1ÞQðx;yÞ
¼ 2k
X
ðx;yÞ2V
ð1ÞQðx;yÞ
¼ 2kðN  ð22rdk  N ÞÞ
¼ 2kð2N  22rdkÞ:
Now the assertion follows from (5). ]
Corollary 3.9. The degeneracy space DQ of the quadratic form Q
is a vector space over F ¼ GFðqÞ: Furthermore, the product #GaðxÞ #GbðxÞ #GcðxÞ
is constant for all x 2 T if and only if the dimension of DQ over F is
d þ 1:
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straightforward calculation using the deﬁnitions of Q and DQ: Write q ¼ 2r
and let k; respectively kF ; be the dimension of DQ over GF(2), respectively F :
Then kF r ¼ k and by Lemmas 3.7 and 3.8, the product #GaðxÞ #GbðxÞ #GcðxÞ is
constant for all x 2 T if and only if kF r is even and 2ð3dþ1Þr=2 ¼ 2rdþkF r=2: But
since d is odd this is the case if and only if kF ¼ d þ 1: ]
Convention. In the following, all exponents of q are considered as
integers modulo d in ½0; d  1: For example, for a > 0 the term xq
a
is a short
notation for xq
a1
where a1 is the unique integer in ½0; d  1 with a1 
amod d:
Lemma 3.10. Let
V 0 ¼ fðx; yÞ 2 K 	 K : xq
a
þ xq
a
¼ yq
b
þ yq
b
g:
Then V 0 is an F vector space of dimension d þ 1 which contains DQ: In
particular, dimF ðDQÞ ¼ d þ 1 if and only if DQ ¼ V 0:
Proof. The assertion that V 0 is an F vector space follows directly from its
deﬁnition. We now show dimF ðV 0Þ ¼ d þ 1: Let f : K ! K; x/xq
a
þ xq
a
and r : K ! K; y/yq
b
þ yq
b
:
Claim 1. ker f ¼ ker r ¼ F :
Proof. It follows from the deﬁnitions that F  ker f and F  ker r:
Let x 2 ker f be arbitrary. Then xq
a
¼ xq
a
and thus xq
2a
¼ x: But since
ð2a; dÞ ¼ 1; the automorphism x/xq
2a
generates G :¼ GalðK=F Þ: Thus
x 2 FixðGÞ ¼ F : This shows ker f F : Similarly, it follows that ker r F
and this proves Claim 1. ]
Claim 2. Im f ¼ Im r ¼ fx 2 K : TrKF ðxÞ ¼ 0g:
Proof. Write W :¼ fx 2 K : TrKF ðxÞ ¼ 0g: From the deﬁnitions of f and
r it follows that Im f W and Im r W : Note dimF ðW Þ ¼ d  1: But
Claim 1 implies dimF ðIm fÞ ¼ dimF ðIm rÞ ¼ d  1: This proves Claim 2. ]
Now let B be any basis of K over F : By Claim 2, for every b 2 B there is a
yb 2 K such that ðb; ybÞ 2 V 0: Deﬁne
C :¼ fðb; ybÞ : b 2 Bg [ fð0; 1Þg:
Then C  V 0 and C is linearly independent over F : Let ðx; yÞ 2 V 0 be
arbitrary and write x ¼
P
b2B xbb with xb 2 F : Since ðb; ybÞ 2 V
0 for all b 2 B;
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P
b2B xbybÞ ¼
P
b2B xbðb; ybÞ 2 V
0: Thus ð0; y 
P
b2B xbybÞ 2 V
0
which implies y 
P
b2B xbyb 2 ker r ¼ F : Thus ðx; yÞ ¼ ð
P
b2B xbðb; ybÞÞ þ
ðy 
P
b2B xbybÞð0; 1Þ is an F -linear combination of elements of C: In
summary, we have shown that C is a basis of V 0 over F : Thus dimF ðV 0Þ ¼
jCj ¼ d þ 1:
It remains to show that V 0 contains DQ: Let ðu; vÞ 2 DQ be arbitrary. Then
Qðu; vÞ ¼ 0 and for all x; y 2 K; we have
0 ¼Qðxþ u; y þ vÞ þ Qðx; yÞ þ Qðu; vÞ
¼Trðxq
a
uþ xuq
a
þ yq
b
vþ yvq
b
þ ðxþ yÞq
c
ðuþ vÞ þ ðxþ yÞðuþ vÞq
c
Þ
¼Trðxq
a
uþ xuq
a
þ xq
c
ðuþ vÞ þ xðuþ vÞq
c
Þ
þ Trðyq
b
vþ yvq
b
þ yq
c
ðuþ vÞ þ yðuþ vÞq
c
Þ:
Using the fact that Trðzq
i
Þ ¼ TrðzÞ for all z 2 K and all i50; we get
0 ¼Trðxðuq
a
þ uq
a
þ ðuþ vÞq
c
þ ðuþ vÞq
c
ÞÞ
þ Trðyðvq
b
þ vq
b
þ ðuþ vÞq
c
þ ðuþ vÞq
c
ÞÞ
for all x; y 2 K: Setting x ¼ 0; respectively, y ¼ 0 we get
Trðyðvq
b
þ vq
b
þ ðuþ vÞq
c
þ ðuþ vÞq
c
ÞÞ ¼ 0 8y 2 K;
Trðxðuq
a
þ uq
a
þ ðuþ vÞq
c
þ ðuþ vÞq
c
ÞÞ ¼ 0 8x 2 K:
Since ðr; sÞ/TrðrsÞ is a nondegenerate bilinear form on K 	 K this
implies
vq
b
þ vq
b
þ ðuþ vÞq
c
þ ðuþ vÞq
c
¼ 0 ð6Þ
and
uq
a
þ uq
a
þ ðuþ vÞq
c
þ ðuþ vÞq
c
¼ 0: ð7Þ
Adding (6) and (7) we see that ðu; vÞ 2 V 0: This shows DQ  V 0 and
concludes the proof. ]
Lemma 3.11. Define f 2 f1; . . . ; d  1g by af  cmod d and let I be the
multiset given by
I ¼fb; b;c; cg [ fc bþ ð2iþ 1Þa : i ¼ 0; . . . ; f  1g
[ fcþ bþ ð2iþ 1Þa : i ¼ 0; . . . ; f  1g
(here all elements of I are chosen in ½0; d  1 by reducing modulo d).
If DQ ¼ V 0 then all elements of I have even multiplicity in I :
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we have
xq
a
þ xq
a
¼ yq
b
þ yq
b
: ð8Þ
Applying suitable automorphisms z/zq
i
of K to (8), we get the following
sequence of equations:
xq
c
þ xq
cþ2a
¼ yq
aþbc
þ yq
abc
;
xq
cþ2a
þ xq
cþ4a
¼ yq
3aþbc
þ yq
3abc
;
   ¼   
xq
cþ2aðf1Þ
þ xq
cþ2af
¼ yq
ð2ðf1Þþ1Þaþbc
þ yq
2ðf1Þþ1Þabc
:
Summing up all these equations and using cþ 2af  cmod d; we
obtain
xq
c
þ xq
c
¼
X
j2 J
yq
j
; ð9Þ
where
J ¼fc bþ ð2iþ 1Þa : i ¼ 0; . . . ; f  1g
[ fcþ bþ ð2iþ 1Þa : i ¼ 0; . . . ; f  1g:
Since we are assuming DQ ¼ V 0; we have ðx; yÞ 2 DQ and thus
yq
b
þ yq
b
þ ðxþ yÞq
c
þ ðxþ yÞq
c
¼ 0 ð10Þ
by (6). Combining (9) and (10), we getX
i2 I
yq
i
¼ 0: ð11Þ
In summary, we have shown that (11) holds for every y 2 K for which
there is an x 2 K with ðx; yÞ 2 V 0: But by Claim 2 in the proof of Lemma 3.10,
for every y 2 K there is an x 2 K with ðx; yÞ 2 V 0: Thus, we have shown that
(11) holds for every y 2 K: Now recall that all elements of I are integers in
½0; d  1: Thus f ðyÞ :¼
P
i2I y
qi is a polynomial of degree 5qd such that
f ðyÞ ¼ 0 8y 2 K: But this implies that yq
d
 y divides f : Since deg f5qd ;
f must be the zero polynomial over GF(2). This implies the assertion. ]
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case distinctions, we drop the assumption that a; b; c4ðd  1Þ=2: Thus let
a; b; c 2 ½1; d  1 be any integers coprime to d such that ac bmod d; a
c cmod d and bc cmod d:
Claim. If #GaðxÞ #GbðxÞ #GcðxÞ is constant for x 2 T then d ¼ 7:
Proof. Assume that #GaðxÞ #GbðxÞ #GcðxÞ is constant for all x 2 T : Then by
Corollary 3.9, Lemmas 3.10 and 3.11, the multiset
I ¼fb; b;c; cg [ fc bþ ð2iþ 1Þa : i ¼ 0; . . . ; f  1g
[ fcþ bþ ð2iþ 1Þa : i ¼ 0; . . . ; f  1g
has only even multiplicities. Recall that all elements of I are considered mod
d and that f 2 ½1; d  1 is deﬁned by af  cmod d: Since #GcðxÞ ¼ #GcðxÞ;
we may replace c by c if necessary so that we can assume f 2 ½1; ðd  1Þ=2:
Let a1 2 ½1; d  1 denote the multiplicative inverse of a mod d: Since I
has only even multiplicities if and only if
I 0¼fba1; ba1;ca1; ca1g[fca1  ba1 þ ð2iþ 1Þ : i ¼ 0; . . . ; f  1g
[ fca1 þ ba1 þ ð2iþ 1Þ : i ¼ 0; . . . ; f  1g
has only even multiplicities, we may assume a ¼ 1: Then f ¼ c and
b; cc 1 mod d: Set
A ¼ fb; b;c; cg;
B ¼fc bþ 2iþ 1 : i ¼ 0; . . . ; c 1g;
C ¼fcþ bþ 2iþ 1 : i ¼ 0; . . . ; c 1g:
Note that within B and within C no two elements overlap since d is odd.
Thus, since I ¼ A[ B[ C has only even multiplicities and since jBj þ jCj ¼
2c; exactly c 2 elements of B must overlap with elements of C and the
remaining four elements of B and C must overlap with the elements of A:
Recall that we assume c ¼ f 2 ½1; ðd  1Þ=2: An overlap of c 2 elements
between B and C happens if and only if c b ¼ cþ b 4 or c b ¼
cþ bþ 4: In all following multisets, we take all the multiplicities mod 2
and all elements mod d:
Case 1. c b ¼ cþ b 4: Then b ¼ 2 and B[ C ¼ fc 1;
cþ 1; c 1; cþ 1g¼A¼f2;2; c;cg: Since c=1; we have cþ 1=2
and cþ 1=2: Thus, c 1 ¼ 2 or c 1 ¼ 2; i.e., c ¼ 3: If c ¼ 3
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also implies d ¼ 7:
Case 2. c b ¼ cþ bþ 4: Then b ¼ 2 and B[ C ¼ fc 1;
cþ 1;c 1;cþ 1g ¼ A ¼ f2; 2;c; cg: This implies d ¼ 7 exactly as
in Case 1.
In summary, we have shown that d ¼ 7 in all possible cases. This proves
our claim. When d ¼ 7; then fa; b; cg ¼ f1; 2; 3g is forced in Theorem 3.5
since there we assume a; b; c 2 ½1; ðd  1Þ=2: This concludes the proof of the
necessary part of Theorem 3.5. In view of Corollary 3.9 and Lemma 3.10,
the proof of the sufﬁcient part of Theorem 3.5 is provided by the following
lemma.
Lemma 3.12. Let d ¼ 7 and fa; b; cg ¼ f1; 2; 3g: Then DQ ¼ V 0:
Proof. W.l.o.g. let a ¼ 1; b ¼ 2 and c ¼ 3: By Lemma 3.10 we have
DQ  V 0: Thus, it sufﬁces to show V 0  DQ: Let ðx; yÞ 2 V 0 be arbitrary.
Then by deﬁnition
xq þ xq
6
¼ yq
2
þ yq
5
: ð12Þ
Claim 1. Trðxqþ1 þ yq
2þ1 þ ðxþ yÞq
3þ1Þ ¼ 0:
Proof. Applying suitable automorphisms z/zq
i
of K to (12), we get
xq
3
þ xq ¼ yq
4
þ y ð13Þ
as well as xþ xq
2
¼ yq
3
þ yq
6
and xq
2
þ xq
4
¼ yq
5
þ yq: Adding up the last
two equations, we get
xþ xq
4
¼ yq þ yq
3
þ yq
5
þ yq
6
: ð14Þ
Using (13), (14) and the fact that Trðzq
i
Þ ¼ TrðzÞ for all z 2 K and all i50;
we calculate
Trðxqþ1 þ yq
2þ1 þ ðxþ yÞq
3þ1Þ
¼ Trðxðxq þ xq
3
Þ þ yq
2þ1 þ yq
3þ1 þ xyq
3
þ xq
3
yÞ
¼ Trðxðy þ yq
4
Þ þ yq
2þ1 þ yq
3þ1 þ xyq
3
þ xq
3
yÞ
¼ Trðyðxþ xq
3
þ xq
3
þ xq
4
Þ þ yq
2þ1 þ yq
3þ1Þ
¼ Trðyðyq þ yq
3
þ yq
5
þ yq
6
Þ þ yq
2þ1 þ yq
3þ1Þ
¼ Trðyq
6
y þ yyq
3
þ yq
2
y þ yyq
6
þ yq
2þ1 þ yq
3þ1Þ
¼ Trð0Þ ¼ 0:
This proves Claim 1. ]
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Claim 2. Let ðx; yÞ 2 V 0 and ðu; vÞ 2 K be arbitrary. Then Qðxþ u; y
þvÞ ¼ Qðu; vÞ:
Proof. From (14) we get xq
4
þ xq ¼ yq
5
þ y þ yq
2
þ yq
3
: Adding this
equation to (14) we get xþ xq ¼ y þ yq þ yq
2
þ yq
6
and hence
xq
3
þ xq
4
¼ yq
3
þ yq
4
þ yq
5
þ yq
2
: ð15Þ
Using Claim 1, Eqs. (12) and (15) and the fact that Trðzq
i
Þ ¼ TrðzÞ for all
z 2 K and all i50; we calculate
Qðxþ u; y þ vÞ  Qðu; vÞ
¼ Trðxuq þ xquþ yvq
2
þ yq
2
vþ ðxþ yÞðuþ vÞq
3
þ ðxþ yÞq
3
ðuþ vÞÞ
¼ Trðuðxq
6
þ xq þ xq
4
þ yq
4
þ xq
3
þ yq
3
Þ
þ vðyq
5
þ yq
2
þ xq
4
þ yq
4
þ xq
3
þ yq
3
ÞÞ
¼ Trðu  0þ v  0Þ ¼ 0:
This proves Claim 2. ]
4. CIRCULANT WEIGHING MATRICES
A weighing matrix W ; denoted by W ðn; kÞ; of order n and weight k is a
square matrix of order n with entries from f1; 0;þ1g such that WW t ¼ kIn
where In is the n	 n identity matrix and W t is the transpose of W : We refer
the reader to [6] for more details on weighing matrices.
Let G ¼ fg1; g2; . . . ; gng be a group of order n: Suppose E ¼
Pn
i¼1 aigi 2
Z½G satisﬁes
(i) ai ¼ 0;  1 and
(ii) EEð1Þ ¼ k where Eð1Þ ¼
Pn
i¼1 aig
1
i :
Then the group matrix W ¼ ðwijÞ; where wij ¼ as if gig1j ¼ gs; is a W ðn; kÞ: A
weighing matrix constructed in this way is called a group weighing matrix
and denoted by GW ðG; kÞ: In particular, if G is cyclic, then W is a circulant
weighing matrix and is denoted by CW ðn; kÞ: We refer the reader to [1] for the
case when G is abelian.
For the convenience of our study of group weighing matrices using the
notation of group rings, we say that E 2 Z½G is a GW ðG; kÞ ðCW ðn; kÞ when
G is cyclic) if it satisﬁes conditions (i) and (ii) above.
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subgroup H of G; we say that E is a trivial extension of a GW ðH ; kÞ: If A is
not a trivial extension of a GW ðH ; kÞ for any subgroup H ð=GÞ of G; A is
called a proper GW ðG; kÞ:
Using a similar idea to that of Theorem 3.1, we obtain the following:
Theorem 4.1. Let G be a finite group. Suppose E1;E2 2 Z½G are GW ðG; kÞ
such that SupportðE1Þ ¼ SupportðE2Þ: Let
Xi ¼ fg 2 G : the coeﬃcient of g in Ei ¼ 1g
and
Yi ¼ fg 2 G : the coeﬃcient of g in Ei ¼ 1g
for i ¼ 1; 2: Then
E ¼ ½ðX1 \ X2Þ  ðY1 \ Y2Þ þ ½ðX1 \ Y2Þ  ðX2 \ Y1Þy
is a GW ðG	 hyi; kÞ where oðyÞ ¼ 2: Furthermore, if fX1; Y1g=fX2; Y2g; then
E is not a trivial extension of a GW ðG; kÞ:
The following is a consequence of Propositions 2.1, 2.2 and Theorem 4.1.
Corollary 4.2. Use the notation in Section 2. If d55 is an odd integer
and i; j are two integers relatively prime to d such that 14i; j4d  1 and
i=j; d  j; then
E ¼ ½ðAi \ AjÞ  ðBi \ BjÞ þ ½ðAi \ BjÞ  ðAj \ BiÞy
is a proper GW ðK	 	 hyi; qd1Þ; where oðyÞ ¼ 2; and hence a proper
CW ð2ðqd  1Þ; qd1Þ:
Remark 4.3. Note that the support of E in Corollary 4.2 contains at
most one element in each coset of F 	: Thus by projecting E onto the
subgroup of order 2ðqd  1Þ=m; where m is any divisor of q 1; we obtain a
proper CW ð2ðqd  1Þ=m; qd1Þ: We refer the reader to [8] for a detailed
discussion of CW ðn; 22tÞ:
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