Introduction
The phylogeny, or 'evolutionary tree', of N observed species is modeled in terms of a tree T where each of the N terminal vertices is associated with one of these species, where each non-terminal vertex represents an idealized speciation eventtwo or more populations of a species each taking on the status of independent species themselves-and where each edge XY of the tree is assigned a length corresponding to the time elapsed between the speciation or observation events represented by vertices X and Y. The problem of phylogenetic inference is to infer T given comparative data on the N species. One approach to this problem is to assume that the data are generated by a stochastic process with a generalized time parameter consisting of the set of line segments associated with the edges of T, and to apply statistical methods to estimate both the branching structure of T and the associated edge lengths. This approach, which contrasts to a greater or lesser extent to the relatively 'model-free' methodologies of both the phenetic and cladistic schools of numerical taxonomy, has become increasingly relevant in recent years with the proliferation of data sets containing N comparable DNA or protein sequences, one from each species. These long sequences can be aligned so that the Received 6 April 1992. * Postal address for both authors: Centre de recherches math6matiques, Universit6 de Montreal, C.P.6128 Succursale "A", Montr6al, Canada H3C 3J7.
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N-tuple of terms at each of the n sequence positions can be treated as an observation of a single sample path of the process at the N terminal vertices of T, and the n different positions can be treated as n independent samples of the same stochastic process, though this latter assumption is not always justified, strictly speaking. The observed frequencies of all possible N-tuples become the basic data for phylogenetic inference.
The most rigorous approach to the inference problem is based on maximum likelihood. This is computationally cumbersome. Not only does the branching structure of T need to be reconstructed or estimated, so that the complexity of the problem is inherently exponential in N, but each candidate tree tested must also be optimized simultaneously with respect to all edge lengths. Moreover it is the correctness of the branching structure-the 'topology'-which is often of primary interest in biological studies, while the accuracy of the edge lengths, though important, is a secondary consideration. The full maximum likelihood solution does not take this priority into account-it necessarily trades off topological correctness for precision in length estimation, and vice versa. Both these considerations lead to the question of whether it would be possible to estimate T more correctly by sacrificing the accuracy of the edge-length estimations.
A way of doing this is through the use of phylogenetic invariants, a concept introduced by Cavender and Felsenstein (1987) and Lake (1987) , (1988) . The idea is to find a function QT of the data and the tree topology T which is predicted-in terms of the stochastic process hypothesized to have generated the data-to be invariant (e.g. identically equal to zero) with respect to edge length for the correct tree, but is sensitive to edge length (and tends to be remote from the invariant value) for all other trees, U, V, ---. Then by evaluating the functions QT, Q, v,, ---on a given data set, only one should take on the predicted invariant value, namely the function associated with the tree that generated the data, so that this tree can thus be identified. In this paper we propose a general technique for finding all invariants of a given functional form, e.g. linear in the N-tuple frequencies, quadratic, etc. There is an essentially heuristic and random component in the methodology itself, but it is theoretically guaranteed, with probability 1, to solve the problem completely. We cannot as yet solve the complementary problem, that of finding a minimal set of invariants of a given form, but our method allows us to make considerable progress on this as well. In this presentation, we derive invariants as functions of N-tuple probabilities, and do not treat the statistical problem of evaluating them on observed N-tuple frequencies. We apply our method to the case N = 4.
Background
In a phylogenetic tree, one non-terminal vertex is sometimes distinguished-the root, or common ancestor of all the species. 
General method
We denote by f the probability distribution of N-tuples for a given tree T and a given stochastic process. We wish to find all invariants D having a specific parametric form is also of this form, where ISUI = IpSI + IpUI. The designation of a root on some edge is strictly a convenience for the mathematical description of the model, and changing its position does not affect the nature or probabilities of the sample paths of the process. Indeed, at any point t on any edge, the probability that the process takes on any value i Ea is P(?, = i) = 1/k.
Recall that while a is given and ?x may be observed at all terminals a, ? at other vertices or at other points along the tree edges is not known. The lengths IXYI are also unknown, and even T,1 is only a hypothesized tree topology.
The spectrum fof the model (Lake ( 
Computational considerations
The 'empirical' aspect of our method lies in the use of computers to calculate a. But this does not mean that once we have thus discovered a candidate invariant, its status remains uncertain. On the contrary, its status can be confirmed rigorously, especially if the components of a are integers or rationals. The key to the choice of the m-length 5-tuples is to ensure that there are no extra solutions to (7) because of accidental dependences among its columns. This can be ensured by making m as large as feasible so that any accident must be an extremely improbable multiple coincidence, and by choosing random positive lengths, so that the set of such accidents has measure zero. In practice, of course, with pseudorandom generators this cannot be assured, but this is of no mathematical importance since spurious invariants are, as we shall see, easily detected and discarded. As we shall also see, however, it is of practical importance to keep the number of candidate invariants as small as possible.
Since G is a real matrix, the precise solution of (7), and of the larger problems of this sort we encounter with our method, become computationally cumbersome. It is easier to embed (7) in a multiple regression problem (8) Ga = 0 + E, where each row of G is an observation of the 120 independent regressor variables and 0 contains the values (all zero) of the dependent variable. We can then be sure that our estimate of a has good properties. Given that the important parameter in this problem is rank (G), and that there are only 120 columns, it is unnecessary to take m > 120.
Results
Solving ( 
Further work
Our method is based on a stochastic process which can be repeatedly observed at a certain number of points in time (here, the terminal vertices) so that an unknown aspect of the process (here, the topology of the tree structure of the time parameter) may be meaningfully studied as a function of the spectrum, independent of other aspects of the process (here, the edge lengths and the state of the process elsewhere than the terminals). Calculating the spectrum to any desired degree of accuracy, 
