For a hyperbolic link complement with a triangulation, there are hyperbolicity equations of the triangulation, which guarantee the hyperbolic structure of the link complement. In this paper, we explain that the number of the essential solutions of the equations is equal to or bigger than the extension degree of the invariant trace field of the link.
Main Results
This article explains certain relations between the extended Bloch group theory and Yokota theory, and reports a new interpretation of Yokota theory using well-known results. Each parts of the results in this article are already known to different groups of researchers, but the author believes the whole story is not well-known to researchers. Many contents rely on the lectures of Neumann in KIAS in spring 2010, which are also contained in [15] .
For a hyperbolic link L, we consider a topological ideal triangulation of S 3 − L. To get a hyperbolic structure of the link complement, we parameterize each tetrahedra with complex variables and then write down certain equations which guarantee edge relations and cusp conditions as in Chapter 4 of [20] . We call the set of equations hyperbolicity equations.
If some variables in a solution of the hyperbolicity equations become 0, 1 or ∞, we call the solution non-essential solution. Note that if the hyperbolicity equations have an essential solution, each solution induces a parabolic representation of π 1 (S 3 − L) into PSL(2, C). (See Section 6 of [19] for a reference.) Therefore, if the hyperbolicity equations have an essential solution, then they have unique solution which gives the hyperbolic structure to the link complement by the Mostow rigidity. We call the unique solution geometric solution.
Consider a triangulation of S 3 − L and let H be the set of hyperbolicity equations with variables x 1 , . . . , x n . Assume H has an essential solution and choose the geometric solution (x (0) 1 , . . . , x (0) n ). Note that, for a link complement, the invariant trace field and the trace field are the same. Furthermore, in our consideration, they become Q(x [9] or [3] ). We put the invariant trace field k(L) := Q(x
k 's are algebraic numbers and the extension degree [k(L) : Q] is a finite number. Now we introduce a theorem. Note that this is not a new result, but was already known to several researchers. Choose an embedding τ :
A quick application of Theorem 1.1 is that the number of essential solutions of H becomes an upper bound of the extension degree. For example, let C(a 1 , . . . , a m ) be the 2-bridge link in Conway notation satisfying m ≥ 2, , a 1 ≥ 2, a m ≥ 2 and a k > 0 (k = 2, . . . , m − 1) as in [17] and [18] . We remark the ideal triangulation of Sakuma-Weeks in [18] has the geometric solution because it was shown in [18] that the triangulation is combinatorially equivalent to the canonical decomposition in [5] . Using the ideal triangulation, we obtain the following corollary.
Corollary 1.2
The following inequality holds for the 2-bridge link C(a 1 , . . . , a m ).
where α(a 1 , . . . , a m ) is a positive integer defined by the recursive formula
and [x] is the integer part of x ∈ R.
Proof. This is a direct consequence of LEMMA II.5.8 of [18] and Theorem 1.1 above.
In fact, the above application is not new because it was already shown in Chapter 4.5 of
where p, q are relatively prime positive integers satisfying
Note that α(a 1 , . . . , a m ) = p is a well-known property of continued fractions. On the other hand, if we apply the idea of Theorem 1.1 to Yokota theory, we can have a new insight on Yokota theory. We will explain it in the following.
Kashaev conjectured the following relation in [8] :
where L is a hyperbolic link, vol(L) is the hyperbolic volume of S 3 − L, L N is the N -th Kashaev invariant. After that, the generalized conjecture was proposed in [13] 
where cs(L) is the Chern-Simons invariant of S 3 − L defined in [10] with the normalization of modulo π 2 . The calculation of the actual limit of the Kashaev invariant is very hard, and only few cases are known. (The known results until now can be found in [22] .) On the other hand, while proposing the conjecture, Kashaev used some formal approximation to predict the actual limit. His formal approximation was formulated as optimistic limit by H. Murakami in [11] . Although the optimistic limit is not yet proved to be the actual limit of the Kashaev invariant, Yokota made a very useful way to calculate the optimistic limit using his potential function.
For a hyperbolic knot K and its diagram D with certain conditions, Yokota defined a potential function V (z 1 , . . . , z n ) and a triangulation of the knot complement such that the set of the hyperbolicity equations becomes
(We will explain the definition of V (z 1 , . . . , z n ) in detail in Section 2.) From now on, we always assume H has the geometric solution (z
Then Yokota proved, in [24] , that the optimistic limit of 2πi
using the extended Bloch group theory of [14] and [25] . Our second application of Theorem 1.1 came from a question that what happens if we evaluate other solutions of H to V 0 (z 1 , . . . , z n ). It turns out the result is related to the Borel regulator map and the complex volumes of the parabolic representations.
In Yokota theory, a solution (z 1 , . . . , z n ) of H determines complex parameters (t 1 , . . . , t s ) of ideal tetrahedra of Yokota triangulation. (This will be explained in detail in Section 2.) Consider Yokota triangulation of S 3 − K as in [24] or [23] . For the invariant trace field
s ) be the parameters of the ideal tetrahedra in Yokota triangulation, which give the complete hyperbolic structure to
s are expressed by some elements of Q(x). As explained in [23] or in Section 2, z s , so we can also assume each 1 We remark that the Kashaev invariant of a knot K defined in [24] is the one of the mirror image K defined in [12] . This article follows the definition of [24] .
n are expressed by some elements of Q(x). For j = 1, . . . , r 1 , the j-th component of the Borel regulator map is defined by
where D 2 (t) = Im Li 2 (t) + log |t| arg(1 − t) for t ∈ C − {0, 1} is the Bloch-Wigner function and Li 2 (t) = − t 0 log(1−z) z dz is the dilogarithm function. (See [3] or [16] for details.)
Especially, if
[k(K) : Q] = (the number of the essential solutions of H),
then ImV 0 (z 1 , . . . , z n ) becomes a plus or minus of an element of the Borel regulator map for any essential complex solution (z 1 , . . . , z n ) of H.
By Theorem 1.1, we know that all the embeddings k(K) → C are induced by some essential solutions of H, but there can exist some extra essential solutions which do not induce the embeddings. However, the condition (3) guarantees that there are no extra essential solutions. We remark that there are many examples satisfying this condition. Especially we will show that the twist knots actually satisfy (3) in Section 4.
Although we will introduce a simple proof of Corollary 1.3 in Section 3, we remark Corollary 1.3 was already suggested in [25] in a more general form as follows. Corollary 1.4 Let z := (z 1 , . . . , z n ) be any essential solution of H and ρ z : π 1 (S 3 − K) → PSL(2, C) be the parabolic representation induced by z. Then
where vol(ρ z ) + i cs(ρ z ) is the complex volume of ρ z defined in [25] . Furthermore, for any essential solution z and the geometric solution
n ), the following inequality holds:
Proof. Yokota, in [23] , used Zickert's formula of [25] to prove the identity (2), but Zickert's formula also holds for any parabolic representation ρ z . Therefore, the first statement was already proved in [23] .
On the other hand, it was proved in Corollary 5.10 of [6] that, for any representation ρ :
so the inequality (4) holds trivially.
We remark that (4) gives us a tool to determine the volume of a hyperbolic knot complement combinatorially from the knot diagram using Yokota theory. Furthermore, from Gromov-Thurston-Goldman rigidity in [4] , we can also obtain the Chern-Simons invariant combinatorially.
Although Yokota theory needs several assumptions, this method can be useful for many cases. For example, if we apply it to the twist knots, we obtain the same potential functions V (z 0 , . . . , z n ) as in (2.3) of [2] . We already know the existence of an essential solution of the twist knots. (This is explained in Section 4.) By the virtue of Gromov-Thurston-Goldman rigidity, we can find the geometric solution by evaluating all the essential solutions of (2.1) in [2] to V (z 0 , . . . , z n ) and picking up the unique solution that gives the maximal volume. We can obtain the complex volume of the knot complement by evaluating the geometric solution to the potential function V (z 0 , . . . , z n ).
Definition of V (z 1 , . . . , z n ) in Yokota theory
In this section, we explain the way to define V (z 1 , . . . , z n ) following [23] , [24] with an example [23] .) The Assumptions roughly means that we perform first and second Reidemeister moves on the tangle diagram to reduce the crossing numbers as much as possible. Also, let the two open sides be I and J. Assume I and J are in an over-bridge and an under-bridge respectively. Now extend I and J so that non-boundary endpoints of I and J become the first under-crossing point and the last over-crossing point respectively, as in Figure 1(b) . Then we assume the two non-boundary endpoints of I and J are not the same. Yokota proved that we can always choose I and J with these conditions because, if not, then the knot should be the trefoil knot, which is not hyperbolic. (See [23] for details.)
We remove I and J on the tangle diagram and let the result be G. (See Figure 1(c) .) Note that, by removing I ∪ J, some sides are glued together. (We consider the two trivalent points do not glue any sides.) For example, in Figure 1(c) , G has 9 sides. We define contributing sides as sides of G which are not on the unbounded regions. For example, Figure 1 (c) has 5 contributing sides and 4 non-contributing sides. We assign complex variables z 1 , . . . , z n to contributing sides and the real number 1 to non-contributing sides. Now we draw small circles on each crossings and the trivalent points of G. Then remove some arcs of the circle that is in the unbounded regions. Also remove two arcs that was on I ∪ J. (See Figure 1(d) for the result.) In this diagram, the survived arcs represent ideal tetrahedra and we can obtain an ideal triangulation of S 3 − K by gluing these tetrahedra. (See [23] or [24] for gluing rules and details.) We label each ideal tetrahedra IT 1 , IT 2 , . . . , IT s 
Now we define the potential function V (z 1 , . . . , z n ). For each tetrahedron IT m , we assign dilogarithm function as in Figure 2 . Then V (z 1 , . . . , z n ) is defined by the summation of all these dilogarithm functions. We also define the sign σ Then V (z 1 , . . . , z n ) is expressed by
For example, in Figure 1 (d),
and
Note that t m 's are ratios of z k 's. Yokota, in Section 2.3 of [23] , explained there is one-toone correspondence between the complex parameters {t m | m = 1, . . . , s} with certain conditions and a solution {z k | k = 1, . . . , n} of H in (1). Therefore, if (t 
Proof of Corollary 1.3
The following proposition and the proof were already appeared in [24] as Proposition 2.6, but we introduce them here for convenience. n and (t 1 , . . . , t s ) be the parameters of ideal tetrahedra corresponding to (z 1 , . . . , z n ). Then
where D 2 (t) = Im Li 2 (t) + log |t| arg(1 − t) for t ∈ C − {0, 1} is the Bloch-Wigner function.
, it is enough to show
Since (z 1 , . . . , z n ) is an essential solution of H, we know Re z k ∂V ∂z k = 0, for k = 1, . . . , n, and therefore
Using the above and (5), we have
Therefore, by the definition of D 2 (t),
Note that there are four possible cases of the position of IT m as in Figure 3 . (We allow z l = 1 in Figure 3. t m ) ). Therefore, the coefficient of (log |z k |) corresponding to IT m in (6) should be zero.
The other three cases can be easily verified with the same method. These implies the coefficient of any log |z k | is zero, so (6) becomes zero. Now we move to our original goal, the proof of Corollary 1.3. We know (z 
Properties of twist knots
Let K be the twist knot C(2, n + 1) in Conway notation for (n ≥ 1). According to Section 7 of [1] , C(2, n + 1) has n contributing sides z 1 , . . . , z n , and the potential function becomes
