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 要  旨 
声質変換は，入力音声を目的話者の声質に変換する技術である．声質変換手法として，従来は
Gaussian Mixture Model（GMM）を用いた手法がよく用いられていたが，近年の Deep Learning 
に関する技術の台頭により，Deep Neural Network（DNN）を用いた声質手法が注目されている．




















氏名 : 関井 祐介
主任指導教員 : 田原 康之 准教授
指導教員 : 大須賀 昭彦 教授
指導教員 : 石川 冬樹 客員准教授
提出年月日 : 平成 29年 2月 22日 (水)
概要
声質変換は，入力音声を目的話者の声質に変換する技術である．声質変換手法とし
て，従来は Gaussian Mixture Model（GMM）を用いた手法がよく用いられていたが，
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RBM（restricted Boltzmann machine）を用いた変換手法 [6] や RBM を拡張した DBN
（deep belief network）を用いた変換手法 [7]，CRBM（conditional restricted Boltzmann
machine）を用いた変換手法 [8]，LSTM-RNN（Long Short-Term Memory based Recurrent































































































この手法では，GMMを推定することで，入力話者の発話 X と目的話者の発話 Y の同
時分布をモデル化する．学習時には，EMアルゴリズムを用いて同時確率を最大化する．
P (X;Y ) = P (Z) =
MX
m=1





























Z はX と Y の結合特徴量，M は混合数，wm は重み，N (z;(z)m ;(z)m )は平均 (z)m ，共分
散 (z)m とするガウス分布である．
変換時は，平均二乗誤差を最小化することで，入力特徴量 xから目的話者の特徴量 y^ を
推定する．










 1(x  (x)m )] (2.3)
pm(x) =
wmN (z;(x)m ;(xx)m )PM
































































する ANN（Articial Neural Network）を作成した．作成したディープオートエンコー















Liu ら [11] は，DNN を用いた話者非依存の声質変換手法を提案した．変換したいフ
レームの特徴量とその前後のフレームの特徴量を合わせて入力とし，かつ複数話者の音声
データを訓練に利用することで話者非依存の声質変換手法を実現した．また，話者非依存










































(xt   (x)) + (y) (4.1)
xt，y^t は対数尺度での入力音声，目的音声の F0である．(x)，(x) はそれぞれ入力話者






















図 4.3のように入力層，隠れ層，出力層の 3層からなる NNを考え，入力素子 x，隠れ
素子 h，出力素子 yとした時，オートエンコーダを以下のように表す．
h = f(W1x + b1) (4.2)
y = g(W2h + b2) (4.3)
W1，b1 はそれぞれ xを hへ変換する際の重みとバイアス，W2，b2 はそれぞれ hを xへ
変換する際の重みとバイアスで，fと gは活性化関数である．式 (4.2)，(4.3)より，入力 x
を変換し出力 yを求める式は以下のようになる．
y = g(W2f(W1x + b1) + b2) (4.4)
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オートエンコーダでは y が x に近くなるようにパラメータである重みW1;W2 とバイ
アス b1; b2 を決定する．つまり，yと xの近さを測るための誤差関数の値を最小化するよ
うにパラメータを決定する．誤差関数は一般的に平均二乗誤差が用いられることが多い．














ここで， は正則化を制御するためのパラメータ，hi は隠れ層 hの i番目の素子，Dh は
hの次元数である，また，通常はスパース項として L1ノルムを使用するが，L1ノルムは
微分不可能のため，代わりにPDhi=1KL(jjhi)を用いた．このスパース項は  と hi をパラ
メータとする 2つのベルヌーイ分布の KL情報量であることから以下のように記述できる
[28]．
KL(jjhi) = log 
hi





































て，変換された高次特徴量 h00 を目的話者オートエンコーダのデコーダ重みW02 を利用す
ることでスペクトル特徴量を復元し，変換されたスペクトル特徴量 y00 が得られる．そし























尺度である LSD（log spectral distortion）を用いた．つまり，LSDの値が小さいほどス
ペクトルの変換精度が良いということを表している．また，LSD の評価式は以下の通り
である．





























xi は変換音声の i番目のスペクトル，yi は目的話者音声の i番目のスペクトル，nはスペ
クトルの次元数（今回は 513）である．パラメータを変化させ，スペクトル変換した結果






させた．学習回数は 30 とした．スペクトル変換の評価には LSD を用いた．パラメータ
を変化させ，スペクトル変換した結果を図 5.2 に示した．図 5.2 より，3 層 3000 素子の























513 次元対数スペクトル包絡を DNN を用いて変換する手法で，DNN の構造を変えた 2
種（SPEC3000，SPEC100）を用いた．AE50，AE100，SPEC3000，SPEC100における
DNNの隠れ層及び隠れ層素子数はそれぞれ，2層 200素子，3層 500素子，3層 3000素
子，3層 100素子とした．学習回数については，AE50と AE100ではともに，オートエン
コーダの学習回数は 100，DNNの学習回数は 30，SPEC3000と SPEC100の学習回数は
30とした．スペクトル変換の評価には LSDを用いた．データ量を変化させ，スペクトル
変換した結果を図 5.3に示した．訓練に用いるデータ数が少ない時は，AE50の精度が高





































































きりしているか）の 2項目について 1から 5の 5段階で評価させた．また，一対一変換に
おける主観評価には 2 つの変換組（TK → YMGT と HM → TK）の声質変換器を用い，
それぞれ訓練データに用いていないランダムに選択した 1発話を評価に用いた．任意話者
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表 5.1 小規模コーパスにおける一対一変換の LSD（dB）
target AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
YMGT→ KJM 4.53 4.39 5.80 5.44 4.44 4.74
KJM→ HM 4.71 4.66 6.77 6.31 4.62 4.78
TK→ YMGT 4.56 4.33 5.66 5.30 4.45 4.67
HM→ TK 4.18 4.12 5.12 4.85 4.14 4.28

















たが，AE50と SPEC100の変換精度と AE100と SPEC3000の変換精度差が小さくなっ







表 5.2 大規模コーパスにおける一対一変換の LSD（dB）
target AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
YMGT→ KJM 4.08 4.04 5.06 5.19 4.06 4.17
KJM→ HM 4.29 4.20 4.72 4.96 4.21 4.35
TK→ YMGT 4.02 3.96 5.04 5.10 3.96 4.12
HM→ TK 3.88 3.82 4.55 4.50 3.88 3.97




































































人，8 人であることを意味する．表 5.1 や表 5.2 と同様，JDGMM と MFCC-DNN は他
手法に比べ精度が落ちるが，理由は前項で述べた通りである．任意話者変換においても，
大規模コーパスと小規模コーパス共に AE100の手法が最も高い精度を得た．また，大規
























表 5.3 小規模コーパスにおける訓練話者数に対する LSD（dB）
AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
mix2 4.60 4.52 { 5.33 4.61 4.91
mix4 4.49 4.44 { 5.39 4.48 4.81
mix6 4.55 4.47 { 5.35 4.51 4.70
mix8 4.55 4.48 { 5.41 4.47 4.66





表 5.3や表 5.4の結果からもわかるように，訓練話者数は 2人よりも 4人以上用いた方が
より目的話者に似た高品質な音声を作成できることがわかる．しかし，MFCC-DNNにつ
いては訓練話者数が 2人より 8人の方が結果が良いという傾向は見られなかった．手法間
の差については，表 5.3や表 5.4の結果に反し，AE100よりも SPEC3000のMOS値が高
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表 5.4 大規模コーパスにおける訓練話者数に対する LSD（dB）
AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
mix2 4.38 4.35 { 5.26 4.40 4.43
mix4 4.32 4.28 { 5.11 4.29 4.30
mix6 4.30 4.26 { 5.08 4.33 4.35
mix8 4.32 4.27 { 5.12 4.36 4.31


























































合わせた計 50 次元，MFCC-DNN では 11 フレームの MFCC（計 275 次元），AE-DNN
および SAE-DNNでは 11フレームの対数スペクトル包絡（計 5643次元）を入力として
実験を行った．JDGMMにおける混合数は 64とし，MFCC-DNNの隠れ層数を 3，隠れ
層素子数は 550とした．AE-DNNおよび SAE-DNNはともに，オートエンコーダの隠れ


















表 5.5 一対一変換の LSD（dB）
target JDGMM MFCC-DNN AE-DNN SAE-DNN
YMGTtoKJM 5.06 5.34 3.95 3.92
KJMtoHM 4.72 4.85 4.10 4.02
TKtoYMGT 5.04 4.71 3.81 3.77
HMtoTK 4.55 5.08 3.87 3.86
average 4.84 5.00 3.93 3.89
5.3.2 一対一変換の結果
一対一変換において，各手法によりスペクトル変換した 4組の LSD評価結果を表 5.5に
示した．LSD値を比較すると，スペクトル特徴量にスペクトル包絡を用いた AE-DNNと










された．また，p は T 検定を行った結果（p 値）を記載した．自然性，類似性ともに提









JDGMM MFCC-DNN AE-DNN SAE-DNN N/P p
自然性
47.9 12.5 { { 39.6 0.000
　 18.8 { 50.0 { 31.3 0.001
22.9 { { 33.3 43.8 0.261
{ 12.5 52.1 { 35.4 0.000
{ 16.7 { 52.1 31.3 0.001
{ { 27.1 27.1 45.8 1.000
類似性
14.6 20.8 { { 64.6 0.428
8.3 { 47.9 { 43.8 0.000
10.4 { { 33.3 56.3 0.006
{ 14.6 47.9 { 37.5 0.000
{ 20.8 { 41.7 37.5 0.028
{ { 27.1 20.8 52.1 0.478
表 5.7 任意話者変換の LSD（dB）
target JDGMM MFCC-DNN AE-DNN SAE-DNN
to KRT 5.01 5.17 3.93 3.89
to HM 4.72 5.57 4.40 4.38
average 4.87 5.37 4.17 4.13
一対一変換を行った結果を記載している（変換組は HMtoKRTおよび KRTtoHM）．









また，自然性については AE-DNNと SAE-DNNがともに，類似性については AE-DNN
33
表 5.8 任意話者変換の主観評価結果（%）
JDGMM MFCC-DNN AE-DNN SAE-DNN N/P p
自然性
79.2 12.5 { { 8.3 0.000
　 75.0 { 4.2 { 20.8 0.000
66.7 { { 20.8 12.5 0.001
{ 12.5 54.2 { 33.3 0.002
{ 12.5 { 54.2 33.3 0.002
{ { 8.3 37.5 54.2 0.016
類似性
79.2 8.3 { { 12.5 0.000
54.2 { 20.8 { 25.0 0.017
66.7 { { 16.7 16.7 0.000
{ 8.3 54.2 { 37.5 0.000
{ 20.8 { 33.3 45.8 0.340
















それぞれランダムに選択した 1 発話を試聴させたもので，計 48 の評価データを用いた．
他の先行研究では 120の評価データを用いているものもあり [31]，今回の主観評価実験に
用いたデータが少なかったため，類似性において有意差が見られなかった可能性が考えら




本稿で提案した SAE-DNN の手法では，最後に ne-tuning を行なうものであるが，






















表 5.8 を目的話者別にまとめたものを表 6.1 に示した．目的話者が HM のときは




HMへの変換評価では入力話者に KRTを用いたが，訓練話者 8人の中に KRTと近い声
質を持つ話者がいなかったため，一対一変換と比べ変換精度が劣ってしまったと考えられ
る．そこで，入力話者と訓練話者の声質の類似度（LSD）を計測した結果を表 6.2に示し
た．KRTと最も声質が近い話者は male 3で，LSDは 5.24であるのに対し，HMと最も




JDGMM MFCC-DNN AE-DNN SAE-DNN N/P p
自然性
91.7 0.0 { { 8.3 0.000
83.3 { 0.0 { 16.7 0.000
75.0 { { 8.3 16.7 0.000
{ 0.0 75.0 { 25.0 0.000
toHM
{ 8.3 { 75.0 16.7 0.000
{ { 16.7 33.3 50.0 0.368
類似性
83.3 0.0 { { 16.7 0.000
58.3 { 16.7 { 25.0 0.036
58.3 { { 16.7 25.0 0.036
{ 0.0 66.7 { 33.3 0.000
{ 0.0 { 50.0 50.0 0.003
{ { 25.0 16.7 58.3 0.633
自然性
66.7 25.0 { { 8.3 0.042
66.7 { 8.3 { 25.0 0.002
58.3 { { 33.3 8.3 0.237
{ 25.0 33.3 { 41.7 0.670
toKRT
{ 16.7 { 33.3 50.0 0.368
{ { 0.0 41.7 58.3 0.010
類似性
75.0 16.7 { { 8.3 0.003
50.0 { 25.0 { 25.0 0.223
75.0 { { 16.7 8.3 0.003
{ 16.7 41.7 { 41.7 0.193
{ 41.7 { 16.7 41.7 0.193






表 6.2 KRTおよび HMと訓練話者間の LSD（dB）
KRT HM
male 1 5.59 6.32
male 2 5.63 6.23
male 3 5.24 5.53
female 1 6.23 5.69
female 2 6.27 5.70
female 3 5.84 5.27
female 4 5.72 5.31



















表 6.3 フレーム数による LSD変化（dB）
1フレーム 3フレーム 5フレーム 11フレーム
MFCC-DNN 5.08 5.05 5.07 5.12
AE-DNN 4.12 4.08 4.09 4.01
SAE-DNN 4.15 4.08 4.04 3.97
確認できない．1フレームと 11フレームとの LSD差は AE-DNNで 0.1，SAE-DNNでは
0.2程度となった．主観評価による比較を行っていないため，音声にどの程度差が生じる













た音声におけるスペクトログラムの一例をそれぞれ，図 6.1，図 6.2，図 6.3，図 6.4に示
した．図 6.1と図 6.2を比較すると，HM（女性話者）の発話は高周波数帯（3kHz以上）
まで強い成分が出ているのに対し，KRT（男性話者）の発話は低周波数帯（0-2kHz）に強










図 6.3 HMの発話を KRTの声質へ JDGMMを用いて変換した音声のスペクトログラム

































6.5 で記載しなかった任意話者（入力話者は HM）から KRT へ AE-DNN と MFCC-
DNNを用いて変換された音声のスペクトログラム（図 A.1，図 A.2），および任意話者（入
力話者はKRT）から HMへ変換された音声のスペクトログラム（図 A.3，図 A.4，図 A.5，
図 A.6）を記載する．
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図 A.1 任意話者（HM）の発話を KRTの声質へMFCC-DNNを用いて変換した音声
のスペクトログラム
図 A.2 任意話者（HM）の発話を KRTの声質へ AE-DNNを用いて変換した音声のス
ペクトログラム
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図 A.3 KRTの発話を HMの声質へ JDGMMを用いて変換した音声のスペクトログラム
図 A.4 任意話者（KRT）の発話を HM の声質へ SAE-DNN を用いて変換した音声の
スペクトログラム
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図 A.5 任意話者（KRT）の発話を HMの声質へMFCC-DNNを用いて変換した音声
のスペクトログラム
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