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THE DIRICHLET-TO-NEUMANN OPERATOR FOR
FUNCTIONS OF LEAST GRADIENT
AND ASSOCIATED DIFFUSION PROBLEMS
DANIEL HAUER AND JOSÉ M. MAZÓN
ABSTRACT. Our aim is to study the Dirichlet-to-Neumann operator asso-
ciated with the 1-Laplacian operator and to study the diffusion problem
involving this operator. As an application we obtain well-posedness and
long-time stability of solutions of a singular coupled elliptic-parabolic
initial boundary-value problem.
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1. INTRODUCTION
Let Ω be a bounded domain in Rd, d ≥ 2, with a Lipschitz boundary ∂Ω.
Then (cf. [34]) for every u ∈ L1(∂Ω), there is at least one weak solution to
the singular Dirichlet problem
(1.1)
{
−div
(
Duˆ
|Duˆ|
)
= 0 in Ω,
uˆ = u on ∂Ω.
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Our goal in this paper is to present new insights on the operator Λ as-
signing Dirichlet data u on ∂Ω to the co-normal derivative Duˆ|Duˆ| · ν on ∂Ω of
an extension uˆ of u which is a weak solution uˆ of Dirichlet problem (1.1),
and to study diffusion problems involving this operator. Here, ν denotes
the outward pointing unit normal vector on ∂Ω. We emphasize that for
general boundary data u on ∂Ω, problem (1.1) might have infinitely many
solutions uˆ extending u on Ω (see Remark 3.5 below). Thus the operator
Λ : u|∂Ω 7→ Duˆ|Duˆ| · ν|∂Ω (for a weak solution uˆ of (1.1))
might be multi-valued. Due to its construction, Λ is called the Dirichlet-to-
Neumann operator (D-t-N operator) associated with the 1-Laplace operator
∆1uˆ := div
(
Duˆ
|Duˆ|
)
or, equivalently, the D-t-N operator for functions of least gradient. Our first
results reads as follows.
Theorem 1.1. The D-t-N operator Λ associated with the 1-Laplace operator ∆1
is m-completely accretive in L1(∂Ω) with dense domain. In addition, the D-t-N
operator Λ can be realized as the sub-differential operator in L2(∂Ω) of a proper,
convex and lower semicontinuous function ϕL
2
: L2(∂Ω) → (−∞,+∞] and
thereby, Λ is maximal monotone.
The property that an operator is m-accretive is sufficient for the well-
posedness of the (in the sense of mild solutions) of Cauchy problem (1.5)
(below). For more details in this direction, we refere the interested reader
to Section 2.2. The statement that Λ is maximal monotone in L2(∂Ω)means
that the Cauchy problem (1.5) associated with the D-t-N operator Λ en-
joys a regularizing effect; for initial data u0 in L2(∂Ω) and forcing term
g ∈ L2(0, T; L2(∂Ω)), the mild solution u of (1.5) is strong (cf [17]).
The link between Dirichlet problem (1.1) and functions of least gradient
was estblished by Rossi, Segura and the second author in [34] where they
showed that for given u ∈ L1(∂Ω), every solution uˆ of the contrained least
gradient problem
(1.2) min
{ ∫
Ω
|Dvˆ|
∣∣∣ vˆ ∈ BV(Ω), tr(vˆ) = u on ∂Ω}
satisfies the inclusion of the first variation
(1.3) 0 ∈ ∂Φu(uˆ) in L dd−1 (Ω)× Ld(Ω)
of the energy functional
Φu : L
d
d−1 (Ω)→ (−∞,+∞]
given by
Φu(v) =

∫
Ω
|Dvˆ|+
∫
∂Ω
|vˆ− u|dHd−1 if v ∈ BV(Ω),
+∞ if vˆ ∈ L dd−1 (Ω) \ BV(Ω).
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Existence of solutions to the minimizing problem (1.2) was obtained by
Parks [40, 41] under the hypotheses Ω is strictly convex and the bound-
ary data u satisfies the bounded slope condition. Sternberg, Williams and
Ziemer [47] improved this result by establishing existence and uniqueness
of a minimizer uˆ ∈ BV(Ω)∩C(Ω) of (1.2) for boundary data u ∈ C(∂Ω) on
bounded domains Ω with a Lipschitz boundary ∂Ω of non-negative mean
curvature (in the weak sense) and not being locally area-minimizing. Exis-
tence and properties of least gradient functions were studied also by many
other authors, including Miranda [38], Parks and Ziemer [42], Bombieri,
De Giorgi, Giusti [15], or more recently, Jerrard, Moradifam, and Nach-
man [32], Górny [28, 29, 26], and Rybka and Sabra [29]. The characteri-
zation of the sub-differential ∂Φu leaded to the notion of weak solutions to
Dirichlet problem (1.1) (see Definition 3.2 in Section 3) and a better under-
standing of the phenomenon of non-uniqueness in problem (1.1). In fact,
examples were given in [34] and [27] demonstrating well that even though
the domain Ω has nice geometric properties (as, for instance, convexity or
∂Ω satisfies a uniform exterior cone condition), for discontinuous bound-
ary data u ∈ L∞(∂Ω) the Dirichlet problem (1.1) may have infinitely many
solutions uˆ. This justifies the notation of differential inclusion used in (1.3)
and makes the D-t-N operator Λ more appealing.
The 1-Laplace operator ∆1 is not only interesting from his geometric per-
spectives and its applications to engineering sciences, but also by his math-
ematical challenges. For a given uˆ ∈ BV(Ω), ∆1uˆ is the scalar mean curvature
of the level sets of uˆ. Thus, every level surface {uˆ = t} of a function uˆ of
least gradient has mean curvature zero; a necessary condition for functions
uˆ whose superlevel sets {uˆ ≥ t} are area-minimizing. Functions of least
gradient do not have too much regularity, in the sense, that even though uˆ
might be essentially bounded, necessarily, uˆ need not admit a continuous
representative on Ω. In fact, in some applications, this property of func-
tions of least gradient is strongly desired, for example, in image processing
(see [6] and the references therin); if the nonlinear diffusion process associ-
ated with ∆1 is used to deblur a given picture u0 : Ω → [0, 1], (Ω ⊆ R2),
then the contours in u0 are maintained and not smoothen as compared to
diffusion processes involving linear or degenerate differential operators.
But the operator ∆1 also appears in other engineering fields. For example
in free material design (see [29]), or conductivity imaging (see [32]).
If Ω represents, for example, an electricity conducting medium, then the
operator Λ associated with the classical Laplace operator ∆uˆ := ∑di=1 Diiuˆ
appears in a natural way in measuring the current through the boundary
for given voltages on the boundary. Thus the operator Λ is the main ob-
ject in Calderón’s inverse problem [19]. The D-t-N operator Λ can be con-
structed with various kind of differential operators (linear, nonlinear, sin-
gular, or degenerate) provided the correspondingDirichlet problem admits
a solution; for 1 < p < ∞, the D-t-N operator Λ associated with the p-
Laplace operator ∆puˆ := div
(|Duˆ|p−2Duˆ) is also referred to as the interior
capacity operator (cf [22]) and was studied intensively by many authors in-
cluding by Díaz and Jiménez [23], Ammar, Andreu and Toledo [2], Arendt
4 DANIEL HAUER AND JOSÉ M. MAZÓN
and Ter Elst [9], Salo and Zhong [46], Brander [16], the first author [30], and
with co-authors [20, 21, 8].
As an appplication of our main result (Theorem 1.1), we obtain well-
posedness and long-time stability of solutions to the singular coupled elliptic-
parabolic initial boundary-value problem
(1.4)

−div
(
Duˆ
|Duˆ|
)
= 0 in Ω× (0, T),
uˆ = u on ∂Ω× (0, T),
∂tu+
Duˆ
|Duˆ| · ν + f (·, u) ∋ g(t) on ∂Ω× (0, T),
u = u0 on ∂Ω× {t = 0}.
Here, f : ∂Ω×R → R is a Lipschitz-Carathéodory function satisfying f (x, 0) =
0, that is, for a.e. x ∈ Ω, f (x, ·) : R → R be Lipschitz continuous (with con-
stant ω > 0) uniformly for a.e. x ∈ ∂Ω, and f (·, u) : ∂Ω → R is measurable
on ∂Ω for every u ∈ ∂Ω, g is a force in Lq(0, T; Lr(∂Ω)) for appropriate
1 ≤ q, r ≤ ∞, and u0 ∈ Lq(∂Ω).
By using the D-t-N operator Λ associated with least gradient functions
realized in Lq(Ω) and if F is the Nemytskii operator of f , then the elliptic-
parabolic initial boundary-value problem (1.4) can be rewritten as the par-
abolic initial problem
(1.5)
{
∂tu(t) + Λu(t) + F(u(t)) ∋ g(t) on ∂Ω× (0, T),
u(0) = u0 on ∂Ω.
As a consequence of Theorem 1.1, we obtain the followingwell-posedness
result and comparison principles.
Corollary 1.2. For every u0 ∈ Lq(∂Ω) and g ∈ L1(0, T; Lq(∂Ω)), 1 ≤ q < ∞,
there is a unique mild solution of (1.5) in Lq(∂Ω). Moreover, if u and v are two
mild solutions of (1.5) with initial datum u0 and v0 ∈ Lq(∂Ω) and g1, g2 ∈
L1(0, T; Lq(∂Ω)), then
(1.6) ‖[u(t)− v(t)]+‖q ≤ ‖[u(s)− v(s)]+‖q +
∫ t
s
‖[g1(r)− g2(r)]+‖q dr
for every 0 ≤ s < t ≤ T, and (1.6), in particular, holds for q = ∞ if u0 ∈
L1(∂Ω) ∩ L∞(∂Ω).
To prove that the mild solution, obtained in Corollary 1.2, is a strong
solution we use the regularizing effect due to the homogeneity of the m-
completely accretive operators we have obtained recently in [31].
In the case g ≡ 0 and F ≡ 0, we have the following regularity and decay
estimates.
Theorem 1.3. For every initial datum u0 ∈ L1(∂Ω) there is a unique strong
solution of the Cauchy problem
(1.7)
 u
′(t) + Λu(t) ∋ 0 t ≥ 0
u(0) = u0.
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Moreover, if {Tt}t≥0 is the semigroup generated by Λ in L1(∂Ω), that is, if for
any u0 ∈ L1(∂Ω), u(t) = T(t)u0 is the unique strong solution of the Cauchy
problem (1.7), the we have the estimates:
(1.8) |Λ◦Ttu0| ≤ 2eωt |u0|
t
Hd−1–a.e. on ∂Ω, for every ω > 0
and
(1.9)
dTtu0
dt
≤ Ttu0
t
Hd−1–a.e. on ∂Ω for every t > 0 if u0 ≥ 0.
The paper is organized as follows. In Section 3 and Section 4 we briefly
review existence and uniqueness of Dirichlet problem (1.1) and the Neu-
mann problem for the operator ∆1. Section 5 is dedicated to proof our first
main result (Theorem 1.1). Subsection 5.2 deals with asymptotic behaviour
of the solution and Subsection 5.3 with the application of the theory of j-
elliptic functionals to show that the D-t-N operator is a maximal monotone
operator in L2(∂Ω). In Section 6 we apply the result of Section 5 to get the
the well-posedness of the elliptic-parabolic boundary value problem (1.5).
Finally in Appendix A we developed the generalisation of the theory of
τw-j-elliptic functionals.
2. PRELIMINARIES.
We begin by summarizing some fundamental notions, definitions, and
results which we will apply later in this paper.
2.1. Functions of bounded variation. We begin by recalling some funda-
mental facts about functions of bounded variation. For more details on this
topic, we refer the intersted reader to [1], or [49].
Let Ω an open subset of Rd, d ≥ 1. Then, a function u ∈ L1(Ω) is said to
be a function of bounded variation in Ω, if the distributional partial derivatives
D1u := ∂u∂x1 , . . . , Ddu :=
∂u
∂xd
are finite Radon measures in Ω, that is, if∫
Ω
u Diϕdx = −
∫
Ω
ϕdDiu
for all ϕ ∈ C∞c (Ω), i = 1, . . . , d. The linear vector space of functions u ∈
L1(Ω) of bounded variation in Ω is denoted by BV(Ω). Further, we set
Du = (D1u, . . . ,Ddu) for the distributional gradient of u. Then, Du belongs
to the class Mb(Ω,Rd) of Rd-valued bounded Radon measure on Ω, and
throughout this paper, we either write |Du|(Ω) or ∫
Ω
|Du| to denote the
total variation measure of Du. The space BV(Ω) equipped with the norm
‖u‖BV(Ω) := ‖u‖L1(Ω) + |Du|(Ω),
forms a Banach space. For u ∈ L1loc(Ω), the variation of u in Ω is defined by
(2.1)
V(u,Ω) := sup
{∫
Ω
udiv z dx
∣∣∣ z ∈ C∞0 (Ω,Rd), |z(x)| ≤ 1 for x ∈ Ω}
and if u is continuously differentiable, then an integration by parts shows
that V(u,Ω) =
∫
Ω
|∇u|dx. The variation V(·,Ω) is directly related to
BV(Ω) via the property (cf [1, Proposition 3.6]), that a function u ∈ L1(Ω)
6 DANIEL HAUER AND JOSÉ M. MAZÓN
belongs to BV(Ω) if and only if V(u,Ω) is finite. In addition, it is worth
noting that V(u,Ω) = |Du|(Ω) for u ∈ BV(Ω) and u 7→ V(u,Ω) is lower
semicontinuous with respect to the L1loc(Ω)-topology.
By Riesz’s theorem (cf [45, Theorem6.19]), the dual space (C0(Ω))∗ is iso-
metrically isomorphic with the space Mb(Ω) of bounded Radon-measures.
Thus, for a sequence (µn)n and µ in Mb(Ω), (µn)n is said to be weakly∗-
convergent to µ in Mb(Ω) if∫
Ω
ξdµn →
∫
Ω
ξdµ for every ξ ∈ C0(Ω).
Following this definition, one calls a sequence (un)n≥1 in BV(Ω) to be
weakly∗-convergent to u in BV(Ω) if un → u in L1(Ω) as n → +∞ and
Dun weakly∗-converges to Du in Mb(Ω;Rd) as n → +∞. By [1, Propo-
sition 3.13]), we have that (un)n≥1 in BV(Ω) weakly∗-convergent to u if
and only if (un)n≥1 is bounded in BV(Ω) and converges to u in L1(Ω).
Definition 2.1. Let un, u ∈ BV(Ω). We say that (un) strictly converges to u
in BV if (un) converges to u in L1(Ω) and |Dun|(Ω) → |Du|(Ω).
Further, according to [24, Theorem 5.3.1] and [1, Theorem 3.87], if Ω is an
open and bounded subset of Rd with a Lipschitz continuous boundary ∂Ω,
then there is a bounded linear mapping tr : BV(Ω) → L1(∂Ω) assigning
to each u ∈ BV(Ω) an element tr(u) ∈ L1(∂Ω) such that for Hd−1-almost
every x ∈ ∂Ω, one has that tr(u)(x) ∈ R and
lim
ρ↓0
ρ−N
∫
Ω∩Bρ(x)
|u(y)− tr(u)(x)|dy = 0.
Moreover, for every u ∈ BV(Ω),
(2.2)
∫
Ω
udivξ dx = −
∫
Ω
ξ · dDu+
∫
∂Ω
(ξ · ν) tr(u)dHd−1
for all ξ ∈ C1(Rd,Rd), where ν denotes the outer unit normal vector on ∂Ω.
We call tr(u) the trace of u and call tr the trace operator on BV(Ω). Note,
if there is no danger of confusion, we sometimes also write simply u. In
particular, we have the following useful result.
Proposition 2.2 ([1, Theorem 3.88]). Let Ω be an open bounded subset of Rd
with a Lipschitz continuous boundary ∂Ω. Then, the trace operator tr : BV(Ω)→
L1(∂Ω) is continuous from BV(Ω) equipped with the strict topology to L1(∂Ω).
Moreover, there exists a constant C > 0 such that
(2.3) ‖tr(u)‖1 ≤ |Du|(Ω) ∀u ∈ BV(Ω).
Next, we recall the following embedding theorems as stated in [36, The-
orem 6.5.7/1, Theorem 9.5.7] and [44].
Theorem 2.3. Suppose that Ω ⊂ Rd is an open bounded set with Lipchitz bound-
ary. Then for every function u ∈ W1,p(Ω), 1 ≤ p < ∞, there is a constant
Cp,d > 0 such that
(2.4) ‖u‖
L
pd
d−p (Ω)
≤ Cp,d
[
‖∇u‖Lp(Ω) + ‖u‖Lp(∂Ω)
]
.
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Moreover, if u ∈ BV(Ω) then
(2.5) ‖u‖
L
d
d−1 (Ω)
≤ Cd
[
|Du|(Ω) + ‖u‖L1(∂Ω)
]
.
2.1.1. A generalized Green’s formula. In this subsection, we recall several re-
sults from [7] (see also cf [6]). Let Ω ⊂ Rd be a bounded domain with a
Lipschitz continuous boundary ∂Ω.
For 1 ≤ p ≤ d and d/(d − 1) ≤ p′ ≤ ∞ satisfying 1 = 1p + 1p′ , we
introduce the following spaces
Xp(Ω) :=
{
z ∈ L∞(Ω,Rd) : div(z) ∈ Lp(Ω)
}
, and
BV(Ω)p′ := BV(Ω) ∩ Lp′(Ω).
Then, motivated by the integral
(2.6)
∫
Ω
z · ∇wdx for w ∈ C1(Ω) and z ∈ L∞(Ω;Rd),
one can define a bilinear mapping (·,D·) : Xp(Ω)× BV(Ω)p′ → Mb(Ω) by
(2.7) 〈(z,Dw), ϕ〉 = −
∫
Ω
w ϕdiv(z) dx −
∫
Ω
w z · ∇ϕ dx
for all ϕ ∈ C∞0 (Ω), z ∈ Xp(Ω) and w ∈ BV(Ω)p′. The, for given z ∈ Xp(Ω)
and w ∈ BV(Ω)p′, the linear functional (z,Dw) : C∞0 (Ω) → R is a signed
Radon measure on Ω with total variation measure |(z,Dw)| and provides
a generalization of (2.6). More precisely, for given z ∈ Xp(Ω), one has that∫
Ω
(z,Dw) =
∫
Ω
z · ∇w dx for every w ∈W1,1(Ω) ∩ L∞(Ω)
and
(2.8)
∣∣∣∣ ∫
B
(z,Dw)
∣∣∣∣ ≤ ∫
B
|(z,Dw)| ≤ ‖z‖∞
∫
B
|Dw|
for every Borel set B ⊆ Ω. Thus, (z,Dw) is absolutely continues with re-
spect to the total variation µ = |Dw| and so, there is a function θ(z,Dw, ·) ∈
L1(Ω, µ) satisfying
θ(z,Dw, ·) = d(z,Dw)
d|Dw| and |θ(z,Dw, x)| = 1 for |Dw|-a.e. x ∈ Ω.
The function θ(z,Dw, ·) is called the Radon–Nikodýmderivative of (z,Dw)
with respect to |Dw|. Moreover, the following results holds.
Proposition 2.4 ([7], Chain Rule). For 1 ≤ p ≤ N and N/(N − 1) ≤ p′ ≤ ∞
satisfying 1 = 1p +
1
p′ , let z ∈ Xp(Ω) and w ∈ BV(Ω)p′. Then, for every
Lipschitz continuous, monotonically increasing function q : R → R, one has that
(2.9) θ(z,D(q ◦ w), x) = θ(z,Dw, x) for |Dw|-a.e. x ∈ Ω.
Further, there is a unique linear extension γ : Xp(Ω) → L∞(∂Ω) satisfy-
ing ‖γ(z)‖∞ ≤ ‖z‖∞ and
γ(z)(x) = z(x) · ν(x) for every x ∈ ∂Ω and z ∈ C1(Ω,Rd).
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Definition 2.5 ([7]). For every z ∈ Xp(Ω), we write [z, ν] for γ(z) and call
[z, ν] the weak trace of the normal component of z.
With these notions, we can now state the generalised Green formula for
functions w ∈ BV(Ω).
Proposition 2.6 ([7], Generalised Green Formula). Let 1 ≤ p ≤ N and
N/(N − 1) ≤ p′ ≤ ∞ satisfying 1 = 1p + 1p′ . Then
(2.10)
∫
Ω
w div(z) dx+
∫
Ω
(z,Dw) =
∫
∂Ω
[z, ν]w dHd−1.
for every z ∈ Xp(Ω) and w ∈ Xp′ .
2.2. Completely accretive operators. Here, we recall the notation of com-
pletely accretive operators introduced in [13] and further developed in [21].
We begin by introducing the framework of completely accretive opra-
tors. Let (Σ,B, µ) be a σ-finite measure space, and M(Σ, µ) the space of
µ-a.e. equivalent classes of measurable functions u : Σ → R. For u ∈
M(Σ, µ), we write [u]+ to denote max{u, 0} and [u]− = −min{u, 0}. We
denote by Lq(Σ, µ), 1 ≤ q ≤ ∞, the corresponding standard Lebesgue space
with norm
‖·‖q =

(∫
Σ
|u|q dµ
)1/q
if 1 ≤ q < ∞,
inf
{
k ∈ [0,+∞]
∣∣∣ |u| ≤ k µ-a.e. on Σ} if q = ∞.
For 1 ≤ q < ∞, we identify the dual space (Lq(Σ, µ))′ with Lq′ (Σ, µ), where
q′ is the conjugate exponent of q given by 1 = 1q +
1
q′ .
Now, let
J0 :=
{
j : R → [0,+∞]
∣∣∣j is convex, lower semicontinuous, j(0) = 0}.
Then, for every u, v ∈ M(Σ, µ), we write
u≪ v if and only if
∫
Σ
j(u)dµ ≤
∫
Σ
j(v)dµ for all j ∈ J0.
With these preliminaries in mind, we can now state the following defini-
tions.
Definition 2.7. A mapping S : D(S) → M(Σ, µ) with domain D(S) ⊆
M(Σ, µ) is called a complete contraction if
Su− Suˆ≪ u− uˆ for every u, uˆ ∈ D(S).
Now, we can state the definition of completely accretive operators.
Definition 2.8. An operator A on M(Σ, µ) is called completely accretive if for
every λ > 0, the resolvent operator Jλ of A is a complete contraction, or
equivalently, if for evey (u1, v1), (u2, v2) ∈ A and λ > 0, one has that
u1− u2 ≪ u1 − u2 + λ(v1 − v2).
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If X is a linear subspace of M(Σ, µ) and A an operator on X, then A is m-
completely accretive on X if A is completely accretive and satisfies the range
condition
Rg(I + λA) = X for some (or equivalently, for all) λ > 0.
Further, for ω ∈ R, an operator A on a linear subspace X ⊆ M(Σ, µ) is
called ω-quasi (m)-completely accretive in X if A+ ω I is (m)-completely ac-
cretive in X. Finally, an operator A on a linear subspace X ⊆ M(Σ, µ) is
called quasi m-completely accretive if there is some ω ∈ R such that A+ ω I
is m-completely accretive in X.
Before stating a useful characterisation of completely accretive operators,
we first need to introducing the following function spaces. Let
L1+∞(Σ, µ) := L1(Σ, µ) + L∞(Σ, µ) and L1∩∞(Σ, µ) := L1(Σ, µ)∩ L∞(Σ, µ)
be the sum and the intersection space of L1(Σ, µ) and L∞(Σ, µ), which respec-
tively equipped with the norms
‖u‖1+∞ := inf
{
‖u1‖1 + ‖u2‖∞
∣∣∣u = u1 + u2, u1 ∈ L1(Σ, µ), u2 ∈ L∞(Σ, µ)} ,
‖u‖1∩∞ := max
{‖u‖1, ‖u‖∞}
are Banach spaces. In fact, L1+∞(Σ, µ) and and L1∩∞(Σ, µ) are respectively
the largest and the smallest of the rearrangement-invariant Banach fnction
spaces (cf [14, Chapter 3.1]). If µ(Σ) is finite, then L1+∞(Σ, µ) = L1(Σ, µ)
with equvalent norms, but if µ(Σ) = ∞ then L1+∞(Σ, µ) contains
⋃
1≤q≤∞ Lq(Σ, µ).
Further, we will employ the space
L0(Σ, µ) :=
{
u ∈ M(Σ, µ)
∣∣∣ ∫
Σ
[|u| − k]+ dµ < ∞ forall k > 0} ,
which equipped with the L1+∞-norm is a closed subspace of L1+∞(Σ, µ).
In fact, one has (cf [13]) that L0(Σ, µ) = L1(Σ, µ) ∩ L∞(Σ, µ)1+∞ . Since for
every k ≥ 0, Tk(s) := [|s| − k]+ is a Lipschitz mapping Tk : R → R and by
Chebyshev’s inequality, one see that Lq(Σµ) →֒ L0(Σ, µ) for every 1 ≤ q <
∞ (and q = ∞ if µ(Σ) < +∞).
Proposition 2.9 ([13], [21]). Let P0 denote the set of all functions T ∈ C∞(R)
satisfying 0 ≤ T′ ≤ 1, T′ is compactly supported, and x = 0 is not contained in
the support supp(T) of T. Then for ω ∈ R, an operator A ⊆ L0(Σ, µ)× L0(Σ, µ)
is ω-quasi completely accretive if and only if∫
Σ
T(u− uˆ)(v− vˆ)dµ + ω
∫
Σ
T(u− uˆ)(u− uˆ)dµ ≥ 0
for every T ∈ P0 and every (u, v), (uˆ, vˆ) ∈ A.
2.2.1. Completley accretive operators of homogeneous order zero. Here, we are
concerned with the following class of operators.
Definition 2.10. An operator A on a vector space X is said to be homoge-
neous of order zero if for every u ∈ D(A) and λ ≥ 0, one has that λu ∈ D(A)
and
A(λu) = A(u) for all λ ≥ 0 and u ∈ D(A).
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With this definition in mind, we can now state the regularization effect
of the semigroup {Tt}t≥0 generated by a ω-quasi m-completely accretive
operator of homogeneous order zero.
Theorem 2.11 ([31, Theorem 4.13]). Let X be a normal Banach space with X ⊆
L0(Σ, µ), for ω ∈ R, A be ω-quasi m-completely accretive in X, and {Tt}t≥0 be
the semigroup generated by −A on D(A)X . Suppose that (0, 0) ∈ A and A is
homogeneous of order zero. Then for every u0 ∈ D(A)X and t > 0, dTtu0dt exists in
X and
|A◦Ttu0| ≤ 2eωt |u0|
t
µ-a.e. on Σ.
In particular, one has that∥∥∥∥dTtu0dt
∥∥∥∥ ≤ 2eωt ‖u0‖t for every t > 0,
and every u0 ∈ D(A)X with ‖·‖ being the norm on X, respectively, for every
u0 ∈ D(A)X ∩ L1∩∞(Σ, µ)L
p
and ‖·‖ denoting the Lp-norm.
3. THE DIRICHLET PROBLEM ASSOCIATED WITH THE 1-LAPLACIAN
Here, we consider the Dirichlet problem for the 1–Laplacian:
(1.1)

−div
( Du
|Du|
)
= 0 in Ω,
u = h on ∂Ω.
Note that in regions where u is smooth and Du does not vanish, div
(
Du
|Du|
)
is the scalar mean curvature of the level sets of u. So this PDE asserts that
each level surface of u has mean curvature zero. From now on we will
denote
∆1u := div
( Du
|Du|
)
.
.
It is well known (cf [25] and [3]) that for given h ∈ L1(∂Ω), the relaxed
energy functional associated with Dirichlet problem (1.1) is the functional
Φh : L
d
d−1 (Ω)→ (−∞,+∞]
given by
Φh(u) =

∫
Ω
|Du|+
∫
∂Ω
|u− h|dHd−1 if u ∈ BV(Ω),
+∞ if u ∈ L dd−1 (Ω) \ BV(Ω).
The functional Φh is convex, lower semicontinuous on L
d
d−1 (Ω), and thanks
to the Sobolev inequality (2.5), Φh is coercive. Thus, there is a u ∈ BV(Ω)
solving the variational problem
(3.1) min
w∈BV(Ω)
Φh(w) = Φh(u).
Recall that (3.1) is equivalent to
(3.2) 0 ∈ ∂LdΦh(u),
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where
∂LdΦh :=
(u, f ) ∈ L dd−1 × Ld(Ω)
∣∣∣∣∣∣∣
u ∈ BV(Ω) and for every v ∈ L dd−1 (Ω),
Φh(v)−Φh(u) ≥
∫
Ω
f (v− u)dx

is the sub-differential operator ofΦh. Furthermore, the following important
characterisation of (3.2) is known.
Proposition 3.1 ([34, Theorem 2.5]). For h ∈ L1(∂Ω) and u ∈ BV(Ω), the
following statements are equivalent:
(i) 0 ∈ ∂Φh(u).
(ii) there exists a vector field z ∈ L∞(Ω;Rd) satisfying
‖z‖∞ ≤ 1,(3.3)
−div(z) = 0 in D′(Ω),(3.4)
(z,Du) = |Du| as measures,(3.5)
[z, ν] ∈ sign(h− u) Hd−1–a.e. on ∂Ω .(3.6)
Thanks to this characterization, the following notion of solutions of so-
lution of Dirichlet problem (1.1) has sense (cf [34, Definition 2.10] and [34,
Definition 2.3]).
Definition 3.2. For h ∈ L1(∂Ω), a function u ∈ BV(Ω) is called a weak
solution to Dirichlet problem (1.1) if there is a vector field z ∈ L∞(Ω;Rd)
satisfying (3.3-3.6).
Remark 3.3. The proof of [34, Theorem 2.4] provides a non-variational
method to the existence of solution of Dirichlet problem (1.1) for given
h ∈ L1(∂Ω).
By following the method of [3, Proposition 2], one obtains the following
characterisation of the notion of solutions of Dirichlet problem (1.1).
Proposition 3.4. For given h ∈ L1(∂Ω) and u ∈ BV(Ω) the following state-
ments are equivalent:
(1) u is a weak solution of Dirichlet problem (1.1).
(2) there exists a vector field z ∈ L∞(Ω;Rd) satisfying
‖z‖∞ ≤ 1, −div(z) = 0 in D′(Ω)
and for all w ∈ BV(Ω),∫
Ω
|Du|+
∫
∂Ω
|u− h|dHd−1 ≤
∫
Ω
(z,Dw)−
∫
∂Ω
[z, ν](w − h)dHd−1
(3) there exists a vector field z ∈ L∞(Ω;Rd) satisfying ‖z‖∞ ≤ 1,
−div(z) = 0 in D′(Ω),
and for all w ∈ BV(Ω),
0 ≤
∫
Ω
(z,Dw)−
∫
Ω
|Du|+
∫
∂Ω
[|w− h| − |u− h|] dH.
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Remark 3.5. Sternberg, Williams and Ziemer in [47] (see also [48]) estab-
lished uniqueness of solutions of Dirichlet problem (1.1) under several ge-
ometrical assumptions on ∂Ω and provided h ∈ C(∂Ω). In addition, then
the unique solution u of (1.1) belongs to C(Ω) and satisfies u = h pointwise
on ∂Ω. On the other hand, non-uniqueness was shown in [34] if the bound-
ary condition h admits discontinuous boundary values. More precisely, the
counter example is as follows. Let Ω = {(x, y) ∈ R2 : x2 + y2 < 1} and
f (cos θ, sin θ) :=
{
cos(2θ) + 1, if cos(2θ) > 0;
cos(2θ)− 1, if cos(2θ) < 0;
for (cos θ, sin θ) ∈ ∂Ω. For −1 ≤ λ ≤ 1, define the function uλ by
uλ(x, y) =

2x2 , if |x| >
√
2
2 , |y| <
√
2
2 ;
λ , if |x| <
√
2
2 , |y| <
√
2
2 ;
−2y2 , if |x| <
√
2
2 , |y| >
√
2
2 .
In [34], it was shown that the functions uλ are functions of least gradient
for every −1 ≤ λ ≤ 1.
We finish this part with the following interesting observation.
Proposition 3.6. For given h ∈ L1(∂Ω), let u be a solution of Dirichlet prob-
lem (1.1) and z be a vector field satisfying (3.4–3.6) with respect to u. If uˆ is
another solution of (1.1) and zˆ a vector field satisfy (3.4–3.6) with respect to uˆ,
then zˆ also satisfies (3.4–3.6) with respect to u.
Proof. Let u and uˆ be two solutions of Dirichlet problem (1.1) for the same
given boundary function h ∈ L1(∂Ω). Then, there exist two bounded vec-
tor fields z and zˆ satisfying (3.4–3.6). Multiplying equation (3.4) by (u− uˆ)
and applying the generalized Green’s formula (2.10), one finds∫
Ω
(z,D(u− uˆ))−
∫
∂Ω
[z, ν](u − uˆ)dHN−1 = 0.
Similarly, multiplying (3.4) with z = zˆ by (u− uˆ), gives∫
Ω
(zˆ,D(u− uˆ))−
∫
∂Ω
[zˆ, ν](u− uˆ)dHN−1 = 0 .
Subtracting these two equations from each other and using the fact that the
pairing (z,Dw) is bilinear in z ∈ Xp(Ω) and w ∈ BV(Ω)p′ yields∫
Ω
(z− zˆ,D(u− uˆ))dHN−1
+
∫
∂Ω
(
[z, ν]− [zˆ, ν])(h− u− (h− uˆ))dHd−1 = 0 .(3.7)
By (3.5), (2.8), since ‖z‖∞ ≤ 1, ‖zˆ‖∞ ≤ 1, and by the bilinearity of (z,Dw)
in z ∈ Xp(Ω) and w ∈ BV(Ω)p′, one has that
(3.8) (z− zˆ,D(u− uˆ)) = |Du|+ |Duˆ| − (z,Duˆ)− (zˆ,Du) ≥ 0
and hence, (3.7) implies that
(z− zˆ,D(u− uˆ)) = 0 a.e. on Ω.
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From this, it follows that (z,Duˆ) = |Duˆ| and (zˆ,Du) = |Du| as measures.
On the other hand, by (3.6), we have that(
[z, ν]− [zˆ, ν]) (h− u− (h− uˆ))
= |h− u|+ |h− uˆ| − [z, ν](h − uˆ)− [zˆ, ν](h− u) ≥ 0,(3.9)
which by (3.7) implies that(
[z, ν] − [zˆ, ν]) (h− u− (h− uˆ)) = 0 a.e. on ∂Ω,
or equivalently, [zˆ, ν](h− u) = |h− u| and [z, ν](h− uˆ) = |h− uˆ| a.e. on ∂Ω.
From this, we can conclude that [zˆ, ν] ∈ sign(h− u) and [z, ν] ∈ sign(h− uˆ)
a.e. on ∂Ω. Thereby, we have shown that zˆ also satisfies (3.4–3.6) with
respect to u. 
4. THE NEUMAN PROBLEM FOR THE 1-LAPLACIAN
Throughout this section, let Ω be a bounded domain in Rd, (d ≥ 2), with
a Lipschitz continuous boundary ∂Ω.
The main object of this section is the Neumann problem associated with the
1–Laplacian:
(N f )

−∆1u = 0 in Ω,
Du
|Du| · ν = f on ∂Ω,
for given f ∈ L∞(∂Ω) satisfying ‖ f‖∞ ≤ 1.
To derive the correct notion of solutions of Neumann problem (N f ), we
introduce the linear vector space
V :=
{
u ∈ BV(Ω)
∣∣∣ tr(u) ∈ L2(∂Ω)},
where tr is the trace operator on BV(Ω). Then, for given f ∈ L2(∂Ω), we
defined the functional Ψ f : L2(Ω)→]−∞,+∞] by
(4.1) Ψ f (u) =

∫
Ω
|Du| −
∫
∂Ω
f udHd−1 if u ∈ V,
+∞ if u ∈ L2(Ω) \V.
The functional Ψ f is convex and since ‖ f‖∞ ≤ 1, by [39, Proposition 1.2],
Ψ f is lower semicontinuous on L2(Ω). Therefore, the sub-differential
∂Ψ f =
(u, h) ∈ L
2 × L2(Ω)
∣∣∣∣∣∣∣∣∣∣
u ∈ V such that for all v ∈ V∫
Ω
|Dv| −
∫
Ω
|Du| −
∫
∂Ω
f (v− u)dHd−1
≥
∫
Ω
h(v− u)dx

is maximal monotone in L2(Ω).
To characterize ∂Ψ f we introduce the operatorA f defined as
(u, v) ∈ A f ⇐⇒ u, v ∈ L2(Ω), u ∈ V and there exists a vector field
z ∈ L∞(Ω;Rd), with ‖z‖∞ ≤ 1 satisfying
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−div(z) = v , in D′(Ω) ,(4.2)
(z,Du) = |Du| ,(4.3)
[z, ν] = f , Hd−1–a.e. on ∂Ω .(4.4)
We have the following characterization of the operatorA f .
Lemma 4.1. The following assertions are equivalent:
(i) (u, v) ∈ A f
(ii)
u, v ∈ L2(Ω), u ∈ V and there exists a vector field
z ∈ L∞(Ω;Rd),with ‖z‖∞ ≤ 1 satisfying (4.2) and
(4.5)∫
Ω
(w− u)vdx ≤
∫
Ω
(z,Dw)−
∫
Ω
|Du| −
∫
∂Ω
f (w− u)Hd−1 ∀w ∈ V.
Proof. To prove (i) implies (ii) we only need to apply Green’s formula. To
see that (ii) implies (i), let (u, v) ∈ A f be. Taking w = u in (4.5), we have∫
Ω
|Du| ≤
∫
Ω
(z,Dw) ≤
∫
Ω
|Du|,
and then (4.3) holds. To prove (4.4) we multiply the equality −div(z) = v
by w− u and apply Green’s formula and (4.3) to obtain∫
Ω
(w− u)vdx = −
∫
Ω
(w− u)div(z)
=
∫
Ω
(z,Dw)−
∫
Ω
|Du| −
∫
∂Ω
[z, ν](w − u)Hd−1.
Then, by (4.5), we obtain that
(4.6)
∫
∂Ω
[z, ν](w − u)Hd−1 ≤
∫
∂Ω
f (w− u)Hd−1 ∀w ∈ V.
Now, given ϕ ∈ L2(∂Ω), there exists wϕ ∈ V such that tr(wϕ) = ϕ. Hence,
taking w = u± wϕ in (4.6), we get∫
∂Ω
[z, ν]ϕHd−1 =
∫
∂Ω
f ϕHd−1 ∀ϕ ∈ L2(∂Ω),
from where (4.4) holds. 
We have the following result.
Theorem 4.2. The operator A f is m-completely accretive and ∂Ψ f = A f .
To prove this theoremwe need to introduce the following operatorwhich
is related to the p-Laplacian operator with Neunann boundary conditions .
For p > 1 we define the operatorAp, f in Lp(Ω) as
(u, v) ∈ Ap, f ⇐⇒ u ∈ W1,p(Ω) ∩ L∞(Ω), v ∈ L1(Ω) and∫
Ω
(w− u)vdx ≤
∫
Ω
|∇u|p−2∇u · ∇(w− u)−
∫
∂Ω
f (w− u)Hd−1
for all w ∈W1,p(Ω) ∩ L∞(Ω).
Working as [5, Theorem 2.1] we have the following result.
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Theorem 4.3. The operator Ap, f is completely accreive and L∞(Ω) ⊂ R(I +
Ap, f ).
Proof of Theorem 4.2. First let us see that the operator A f is completely
accretive. For that we need to prove that given (ui, vi) ∈ A f (i = 1, 2) and
q ∈ P0, then
(4.7)
∫
Ω
(v1 − v2)q(u1 − u2)dx ≥ 0.
We have that there exists vector fields zi ∈ L∞(Ω;Rd), with ‖zi‖∞ ≤ 1
satisfying
(4.8)∫
Ω
(w− u)vidx ≤
∫
Ω
(zi,Dw)−
∫
Ω
|Dui| −
∫
∂Ω
f (w− ui)Hd−1 ∀w ∈ V.
Then, taken as test functions w = ui − q(u1 − u2), we get
−
∫
Ω
q(u1 − u2)vidx ≤ −
∫
Ω
(zi,Dq(u1 − u2)) +
∫
∂Ω
f q(u1 − u2)Hd−1.
Thus, by (2.9), we have∫
Ω
(v1 − v2)q(u1 − u2)dx ≥
∫
Ω
((z1 − z2),Dq(u1 − u2))
=
∫
Ω
θ(z1 − z2,D(q ◦ (u1 − u2)), x)|Dq(u1 − u2)|
=
∫
Ω
θ(z1 − z2,D(u1 − u2), x)|Dq(u1 − u2)|
Now,
(z1 − z2,D(u1− u2)) = |Du1|+ |Du2| − (z1,Du2)− (z2,Du1) ≥ 0 .
Hence, the Radon-Nikodým derivative θ(z1 − z2,D(u1 − u2), x) of (z1 −
z2,D(u1− u2)) is positive and (4.7) holds.
We claim now that
(4.9) A f is closed in L2(Ω).
In fact: let (un, vn) ∈ A f such that (un, vn) → (u, v) in L2(Ω) × L2(Ω).
Then, there exists vector fields zn ∈ L∞(Ω;Rd), with ‖zn‖∞ ≤ 1 satisfying
(4.10)
∫
Ω
(w− un)vndx ≤
∫
Ω
(zn,Dw)−
∫
Ω
|Dun| −
∫
∂Ω
f (w− un)Hd−1
for all w ∈ V. Now, since ‖zn‖∞ ≤ 1 we may assume that there exists
z ∈ L∞(Ω;Rd) such that zn weakly∗- coverges in L∞(Ω;Rd)with ‖z‖∞ ≤ 1.
Moreover, since vn → v in L2(Ω) and vn = div(zn), we get v = div(z) in
D′(Ω) and
lim
n→∞
∫
Ω
(zn,Dw) =
∫
Ω
(z,Dw).
Then, having in mind the lower semicontinuity of Ψ f , letting n → ∞ in
(4.10), we get∫
Ω
(w− u)vdx ≤
∫
Ω
(z,Dw)−
∫
Ω
|Du| −
∫
∂Ω
f (w− u)Hd−1,
consequenly (u, v) ∈ A f and A f is closed in L2(Ω).
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Let us see that
(4.11) L∞(Ω) ⊂ R(I +A f ).
Let v ∈ L∞(Ω). We need to find u ∈ V such that (u, v − u) ∈ A f ; i.e.,
there exists a vector field z ∈ L∞(Ω;Rd), with ‖z‖∞ ≤ 1 such that v− u =
−div(z) and
(4.12)
∫
Ω
(w− u)(v− u)dx ≤
∫
Ω
(z,Dw)−
∫
Ω
|Du| −
∫
∂Ω
f (w− u)Hd−1
for all w ∈ V.
For every 1 < p ≤ 2, applying Theorem 4.3, there exists up ∈ D(Ap, f )
such that (up, v− up) ∈ Ap, f , i.e., up ∈ W1,p(Ω) ∩ L∞(Ω) and
(4.13)
∫
Ω
(w− up)(v− up)dx
≤
∫
Ω
|∇up|p−2∇up · ∇(w− up)−
∫
∂Ω
f (w− up)Hd−1
for all w ∈ W1,p(Ω) ∩ L∞(Ω). Moreover, since Ap, f is completely accretive,
we also get ‖up‖∞ ≤ ‖v‖∞.
Taking w = 0 in (4.13), we get
−
∫
Ω
up(v− up)dx ≤ −
∫
Ω
|∇up|p−2∇up · ∇up +
∫
∂Ω
f upHd−1,
and consequently,∫
Ω
|∇up|p +
∫
Ω
|up|2 ≤
∫
Ω
vup +
∫
∂Ω
f upHd−1 for every 1 < p ≤ 2.
Thus,
(4.14)
∫
Ω
|∇up|p ≤ M1 for every 1 < p ≤ 2,
where M1 does not depend on p. Hence, applying Young’s inequality we
also have the boundness of |∇up| in L(Ω) and so {up}p>1 is bounded in
W1,1(Ω) and then we may extract a subsequence such that up converges in
L1(Ω) and almost everywhere to some u ∈ L1(Ω) as p → 1+. From the
estimates we also get up → u in L2(Ω) and u ∈ BV(Ω) ∩ L∞(Ω).
By (4.14), applying Hölder’s inequality, we have∫
Ω
|∇up|p−1 ≤
(∫
Ω
|∇up|p
) p−1
p
|Ω| 1p ≤ M2,
where M1 does not depend on p. On the other hand, for any measurable
subset E ⊂ Ω such that |E| < 1, we have∣∣∣∣∫
E
|∇up|p−2∇up
∣∣∣∣ ≤ ∫
E
|∇up|p−1 ≤ M
p−1
p
1 |Ω|
1
p ≤ M3|Ω|
1
p .
Thus, {∇up|p−2∇up}p>1 being bounded and equiintegrable in L1(Ω,Rd),
is weakly relatively compact L1(Ω,Rd). Hence, we may assume that
|∇up|p−2∇up → z as p → 1+ weakly in L1(Ω,Rd).
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Given ϕ ∈ D′(Ω), taking w = up ± ϕ as test functions in (4.13) and letting
p→ 1+, we obtain∫
Ω
(v− up)ϕdx =
∫
Ω
|∇up|p−2∇up · ∇ϕdx,
that is v− u = −div(z) in D′(Ω). Moreover, we also get ‖z‖∞ ≤ 1 (see the
proof of [4, Lemma 1]).
For every w ∈ W1,2(Ω) ∩ L∞(Ω), by (4.13), applying Young’s inequality
we get
p
∫
Ω
|∇up| −
∫
∂Ω
f upHd−1
≤ (p− 1)|Ω| −
∫
Ω
(w− up)(v− up)dx
+
∫
Ω
|∇up|p−2∇up · ∇w−
∫
∂Ω
f wHd−1.
Then, using the semicontinuity of the functional Ψ f and letting p→ 1+we
obtain∫
Ω
(w− u)(v− u)dx ≤
∫
Ω
(z,Dw)−
∫
Ω
|Du| −
∫
∂Ω
f (w− u)Hd−1
for all w ∈ W1,2(Ω) ∩ L∞(Ω), from where, by approximation we can con-
clude that (u, v− u) ∈ A f and, therefore (4.12) holds.
Since A f is completely accretive, by (4.9) and (4.11), we get that the
operator A f is m-completely accretive. Finally, if (u, v) ∈ A f , for every
w ∈ D(Ψ f ) = V, we have
Ψ f (w)−Ψ f (u) =
∫
Ω
|Dw| −
∫
∂Ω
f w dHd−1 −
∫
Ω
|Du| −
∫
∂Ω
f u dHd−1
≥
∫
Ω
(z,Dw)−
∫
Ω
|Du| −
∫
∂Ω
f (w− u) dHd−1 ≥
∫
Ω
(w− u)vdx.
Therefore, A f ⊂ ∂Ψ f , and consequently, A f = ∂Ψ f and we concludes the
proof. 
Definition 4.4. We say that u is a solution of the Neumann problem (N f )
if 0 ∈ ∂Ψ f , in other words if u ∈ V ∩ L2(Ω) and there exists a vector field
z ∈ L∞(Ω;Rd), with ‖z‖∞ ≤ 1 satisfying:
−div(z) = 0 , in D′(Ω) ,(4.15)
(z,Du) = |Du| ,(4.16)
[z, ν] = f , Hd−1–a.e. on ∂Ω .(4.17)
Remark 4.5. Obviously to have solution of the Neumann problem (N f ), we
need that
∫
∂Ω fHd−1 = 0 and also that ‖ f‖∞ ≤ 1. In [37] authors studied
the existence of solutions of the Neumann problem (N f ) by analyzing the
behavior of solutions of the p-Laplacian problem
(4.18)
{
−∆pu = 0 in Ω,
|∇u|p−2∇u · ∂u∂ν = f on ∂Ω,
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as p → 1 and showed that if ‖ f‖∗ = 1, then solutions of (4.18) converge to
a solution of (N f ), where
‖ f‖∗ := sup
u∈S1\{0}
∫
∂Ω
f uHd−1∫
Ω
|u|dx
and
S1 :=
{
u ∈W1,1(Ω) :
∫
∂Ω
uHd−1 = 0
}
.
If ‖ f‖∗ < 1 or ‖ f‖∗ > 1, then solutions of (4.18) converge to u = 0, or ∞ on
a set of positive measure, respectively [37].
5. MAIN RESULTS
In this section, we present the construction of the Dirichlet-to-Neumann
operator Λ associated with the 1-Laplacian ∆1. We begin by introducing
this operator Λ in L1(∂Ω), and show that Λ is completely accretive.
5.1. The DtN-map Λ in L1(∂Ω).
Definition 5.1. We define theDirichlet-to-Neumann map in L1(∂Ω) associated
with the 1-Laplace operator as the multivalued operator
Λ =
{
(h, v) ∈ L1(∂Ω)× L1(∂Ω)
∣∣∣∣∣
∃ solution u ∈ BV(Ω) of (1.1)
& z ∈ L∞(Ω,RN) satisfying
‖z‖∞ ≤ 1, (3.4–3.6), v = [z, ν]
}
We come to our first theorem.
Theorem 5.2. The operator Λ is completely accretive and closed.
Proof. For i = 1, 2, let (hi, vi) ∈ Λ and q ∈ P0. To see that Λ is completely
accretive, we need to show that∫
∂Ω
(v1 − v2)q(h1 − h2)dHd−1 ≥ 0.
Then for i = 1, 2, there exist ui ∈ BV(Ω), and vector fields zi ∈ L∞(Ω;Rd),
with ‖zi‖∞ ≤ 1, satisfying
−div(zi) = 0 , in D′(Ω) ,(5.1)
(zi,Dui) = |Dui| ,(5.2)
[zi, ν] ∈ sign(hi − ui) , Hd−1–a.e. on ∂Ω ,(5.3)
and such that vi = [zi, ν]. From (5.1), multiplying by q(u1 − u2) and apply-
ing Green formula (2.10), we get∫
∂Ω
[zi, ν]q(u1 − u2)dHd−1 =
∫
Ω
(zi,D(q(u1− u2))
and hence∫
∂Ω
([z1, ν]− [z2, ν])q(u1 − u2)dHd−1 =
∫
Ω
(z1 − z2,D(q(u1 − u2))
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By (2.9), ∫
Ω
(z1 − z2,D(q(u1 − u2))
=
∫
Ω
θ(z1 − z2,D(q ◦ (u1 − u2)), x)|Dq(u1 − u2)|
=
∫
Ω
θ(z1 − z2,D(u1 − u2), x)|Dq(u1 − u2)|.
Thus and since the Radon-Nikodým derivative θ(z1 − z2,D(u1 − u2), x) of
(z1 − z2,D(u1 − u2)) is positive by (3.8), it follows that∫
∂Ω
([z1, ν]− [z2, ν])q(u1 − u2)dHd−1 ≥ 0.
Using this inequality, we see that∫
∂Ω
(v1 − v2)q(h1 − h2)dHd−1
=
∫
∂Ω
([z1, ν]− [z2, ν])q(h1 − h2)dHd−1
≥
∫
∂Ω
([z1, ν]− [z2, ν])[q(h1 − h2)− q(u1 − u2)]dHd−1.
Now, by (5.3),(
[z1, ν]− [z2, ν]
)
((h1 − u1)− (h2 − u2))
= |h1 − u1|+ |h2 − u2| − [z1, ν](h2 − u2)− [z2, ν](h1 − u1) ≥ 0
Hd−1-a.e. on ∂Ω. Then, since q ∈ C∞(R) with 0 ≤ q′ ≤ 1, we find that∫
∂Ω
([z1, ν]− [z2, ν])[q(h1 − h2)− q(u1 − u2)]dHd−1
≥
∫
∂Ω
([z1, ν]− [z2, ν]) q′(ξ) [(h1 − u1)− (h2 − u2)]dHd−1 ≥ 0,
where ξ(s) is some function between h1(s) − h2(s) and u1(s) − u2(s) for
Hd−1-a.e. s ∈ ∂Ω. Therefore, Λ is completely accretive.
Let us see now that Λ is closed in L1(∂Ω) × L1(∂Ω). Let ( fn, gn) ∈ Λ
such that ( fn, gn) → ( f , g) in L1(∂Ω)× L1(∂Ω). We have that there exists
un ∈ BV(Ω) and zn ∈ L∞(Ω;Rd), with ‖zn‖∞ ≤ 1, satisfying
−div(zn) = 0 , in D′(Ω) ,(5.4)
(zn,Dun) = |Dun| ,(5.5)
[zn, ν] ∈ sign( fn − un) , Hd−1–a.e. on ∂Ω ,(5.6)
such that gn = [zn, ν]. Since ‖zn‖∞ ≤ 1, we can assume by taking a subse-
quence if necessary, that
zn ⇀ z weakly∗ in L∞(Ω,Rd).
Moreover, ‖z‖∞ ≤ 1, and by (5.4), we also have −div(z) = 0 in D′(Ω).
By [7] (see also [6, Proposition C.12]), we have that
(5.7) (zn,Dw)→ (z,Dw) weak∗ in Mb(Ω,R).
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By using the limit in (5.7), we can conclude that
(5.8) lim
n→∞
∫
Ω
(zn,Dw) =
∫
Ω
(z,Dw).
In fact, given ε > 0, we take an open set U ⊂⊂ Ω such that∫
Ω\U
|Dw| ≤ ε
2
.
Let ϕ ∈ D(Ω) be such that ϕ ≡ 1 on U and 0 ≤ ϕ ≤ 1 on Ω. Then∣∣∣∣∫
Ω
(zn,Dw)−
∫
Ω
(z,Dw)
∣∣∣∣ ≤ ∣∣∣∣∫
Ω
(
(zn,Dw)− (z,Dw)
)
ϕ
∣∣∣∣
+
∣∣∣∣∫
Ω\U
(
(zn,Dw)− (z,Dw)
)
(1− ϕ)
∣∣∣∣
The limit (5.7) implies that the first term on the right hand side goes to zero
as n → ∞. By (2.8) and since ‖zn‖∞ ≤ 1 and ‖z‖∞ ≤ 1, the second term is
bounded by
‖zn‖∞
∫
Ω\U
|Dw|+ ‖z‖∞
∫
Ω\U
|Dw| ≤ ε.
As ε > 0 was arbitrary, we have thereby shown that limit (5.8) holds.
Since every gn satisfies |gn(x)| ≤ 1 for a.e. x ∈ ∂Ω and by assumption,
gn → g in L1(∂Ω), we can pass to a subsequence if necessary, in order to
conclude that |g(x)| ≤ 1 for a.e. x ∈ ∂Ω.
Next, let h ∈ L1(∂Ω) and w ∈ BV(Ω) such that tr(w) = h. Then by
the generalized Green formula (2.10), by (5.1), since −div(z) = 0 and by
limit (5.8), we see∫
∂Ω
g h dHd−1 = lim
n→∞
∫
∂Ω
gn h dHd−1
= lim
n→∞
∫
∂Ω
[zn, ν]w dHd−1
= lim
n→∞
∫
Ω
(zn,Dw) +
∫
Ω
div(zn)w dx
=
∫
Ω
(z,Dw)
=
∫
∂Ω
[z, ν] h dHd−1.
This shows that g = [z, ν] in L∞(∂Ω) and hence, to complete this proof, it
remains to show that there exists a function u ∈ BV(Ω) such that (z,Du) =
|Du| and [z, ν] ∈ sign( f − u) HN−1 a.e. on ∂Ω. In fact, we have∫
∂Ω
|un|dHd−1 ≤
∫
∂Ω
|un − fn|dHd−1 +
∫
∂Ω
| fn|dHd−1
=
∫
∂Ω
| fn|dHd−1 +
∫
∂Ω
[zn, ν]( fn − un)dHd−1
=
∫
∂Ω
| fn|dHd−1 +
∫
∂Ω
[zn, ν] fndHd−1 −
∫
Ω
div(zn)undx−
∫
Ω
(zn,Dun)
=
∫
∂Ω
| fn|dHd−1 +
∫
∂Ω
gn fndHd−1 −
∫
Ω
|Dun|,
THE DTN-OPERATOR FOR FUNCTIONS OF LEAST GRADIENT 21
from where it follows that∫
Ω
|Dun|+
∫
∂Ω
|un|dHd−1 ≤ 2
∫
∂Ω
| fn|dHd−1 ≤ M.
Then, by Sobolev inequality (2.5), we have
‖un‖
L
d
d−1 (Ω)
≤ Cd
[
|Dun|(Ω) + ‖un‖L1(∂Ω)
]
≤ CdM ∀ n ∈ N.
Therefore, we can assume, taking a subsequence if necessary, that there
exists u ∈ BV(Ω), such that
(5.9) un → u in L1(Ω).
On the other hand, for ϕ ∈ D(Ω), since zn∇ϕ ⇀ z∇ϕ and un → u strongly,
we have
lim
n→∞〈(zn,Dun), ϕ〉 = limn→∞[−
∫
Ω
div(zn)ϕun −
∫
Ω
zn∇ϕun]
= − lim
n→∞
∫
Ω
zn∇ϕun =
∫
Ω
z∇ϕu
= 〈(z,Du), ϕ〉.
Therefore,
(zn,Dun) → (z,Du) weakly∗ in Mb(Ω,R).
Then, working as in the proof of (5.8), we get
(5.10) lim
n→∞
∫
Ω
(zn,Dun) =
∫
Ω
(z,Du)
By (5.9), applying the lower semicontinuity of the total variation and using
(5.10), we obtain that∫
Ω
|Du| ≤ lim inf
n→∞
∫
Ω
|Dun| ≤ lim sup
n→∞
∫
Ω
|Dun| = lim sup
n→∞
∫
Ω
(zn,Dun)
=
∫
Ω
(z,Du) ≤ ‖z‖∞
∫
Ω
|Du| ≤
∫
Ω
|Du|.
Then, ∫
Ω
(z,Du) =
∫
Ω
|Du| = lim
n→∞ |Dun|.
Consequently, un strictly converges to u in BV(Ω) and so, by Proposi-
tion 2.2, we have that tr(un) → tr(u) in L1(∂Ω). Thus, and since [zn, ν] ∈
sign( fn − un) Hd−1 a.e. on ∂Ω, we have that [z, ν] ∈ sign( f − u) Hd−1 a.e.
on ∂Ω. 
It remains to show that the DtN-map Λ in L1(∂Ω) satisfies the range con-
dition
(5.11) R(I + Λ) = L1(∂Ω).
To obtain (5.11) we need to recall some results from [35], in which it
was studied the 1-Laplacian elliptic equation with inhomogeneous Robin
boundary conditions
(5.12)

−∆1u = 0 in Ω,
u+ Du|Du| · ν = g in ∂Ω.
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The concept of solution of this problem is the following
Definition 5.3. Given g ∈ L2(∂Ω), we say that u ∈ BV(Ω) ∩ L2(∂Ω) is a
weak solution to (5.12) if there exists a vector field z ∈ L∞(Ω;Rd) satisfying
‖z‖∞ ≤ 1 ,(5.13)
div(z) = 0 , in D′(Ω) ,(5.14)
(z,Du) = |Du| ,(5.15)
−[z, ν] = T1(u− g) , Hd−1–a.e. on ∂Ω .(5.16)
where
Tk(r) := [k− (k− |r|)+] sign (r) , r ∈ R, k > 0 ,
In [35, Theorem 1.1.] it is given the following result
Theorem 5.4. For every g ∈ L2(∂Ω) there exists a weak solution to (5.12).
We also need the following result given in [35, Proposition 2.13.]
Proposition 5.5. Let g ∈ L2(∂Ω) and u ∈ BV(Ω). If u is a solution to the
Robin problem (5.12), then u is a solution to the Dirichlet problem
(5.17)
{ −∆1u = 0, in Ω,
u = (g− [z, ν]), on ∂Ω,
where z is any vector field associated with the solution u. Moreover, if z˜ is another
vector field associated with the solution u, we have [z, ν] = [z˜, ν]Hd−1–a.e. on ∂Ω.
Theorem 5.6. The operator Λ is m-completely accretive and D(Λ) is dense in
L1(∂Ω).
Proof. By Theorem 5.2, we only need to show that Λ verifies the range con-
dition (5.11). Now, since Λ is closed it is enough to prove that
(5.18) L2(∂Ω) ⊂ R(I + Λ).
By Theorem 5.4, given g ∈ L2(∂Ω) there exists a weak solution to problem
(5.12). Now, by Proposition 5.17, u is a solution to the Dirichlet problem
(5.17). Then, there exists a vector field zˆ ∈ L∞(Ω;Rd) satisfying
‖zˆ‖∞ ≤ 1 ,(5.19)
div(zˆ) = 0 , in D′(Ω) ,(5.20)
(zˆ,Du) = |Du| ,(5.21)
[zˆ, ν] ∈ sign(g− [z, ν]− u) , Hd−1–a.e. on ∂Ω .(5.22)
Therefore, if we define w := g− [z, ν], we have (w, g− w) ∈ Λ and conse-
quently g ∈ R(I + Λ).
Next, let us show that D(Λ) is dense in L1(∂Ω). By the accretivity of Λ
and by (5.18), one has that
L∞(∂Ω) ⊂ R
(
I +
1
n
Λ
)
for all n ≥ 1.
Hence, for given g ∈ L∞(∂Ω) and every n ≥ 1, there exists hn ∈ L∞(∂Ω) ∩
D(Λ) such that (hn, n(g − hn)) ∈ Λ. Thus, having in mind Proposition
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3.4, there exists un ∈ BV(Ω) and zn ∈ L∞(Ω;Rd) with ‖zn‖∞ ≤ 1, with
−div(zn) = 0 and satisfying∫
Ω
|Dun|+
∫
∂Ω
|un− hn| ≤
∫
Ω
(zn,Dw)− n
∫
∂Ω
(g− hn)(w− hn) ∀w ∈ BV(Ω).
Then, taking w ∈ BV(Ω) such that tr(w) = g, we get∫
∂Ω
(g− hn)2dHd−1 ≤ 1
n
∫
Ω
(zn,Dw) ≤ 1
n
∫
Ω
|Dw|,
from where it follows that hn → g in L1(∂Ω), so L∞(∂Ω) ⊂ D(Λ)L
1(∂Ω)
,
and consequently, D(Λ) is dense in L1(∂Ω).

Let us see that the operator Λ is positively homogeneous of degree 0. In
fact, we need to show that
(5.23) If (h, v) ∈ Λ and λ > 0 then (λh, v) ∈ Λ.
Given (h, v) ∈ Λ, there exists a solution u ∈ BV(Ω) of (1.1) and z ∈
L∞(Ω,RN) satisfying ‖z‖∞ ≤ 1,(3.4–3.6) such that v = [z, ν]. Then, if
uˆ := λu, we have
(z,Duˆ) = λ(z,Du) = λ|Du| = |Duˆ|
and
[z, ν] ∈ sign(h− u) = 1
λ
sign(λh− uˆ),
which imply that v ∈ sign(λh− uˆ). Thus, (λh, v) ∈ Λ, and (5.23) holds.
Therefore, by Theorem 2.11 ([31, Theorem 4.13]), we have proved Theo-
rem 1.3.
5.2. Asymptotic behaviour. Let (T(t))t≥0 be the semigroup in L1(∂Ω) gen-
erated by the opertaor Λ. In this section we will study the asymptotic be-
haviuor of (T(t))t≥0. For a function w ∈ L1(∂Ω), we denote by w its media,
i.e.,
w :=
1
Hd−1(∂Ω)
∫
∂Ω
wdHd−1.
We have that conserve the mass.
Lemma 5.7. For every u0 ∈ L1(∂Ω), if u(t) = T(t)u0, we have
u(t) = u0 for all t ≥ 0.
Proof. We have that there exists a functions uˆ(t) ∈ BV(Ω) and z(t) ∈
L∞(Ω,Rd), ‖z(t)‖∞ ≤ 1 verifying (6.5) and (6.6). Hence, since
−div(z(t)) = 0 , in D′(Ω),
we have
d
dt
∫
∂Ω
u(t)dHd−1 = −
∫
∂Ω
[z(t), ν] dHd−1 = 0,
and the result follows.

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Theorem 5.8. For every u0 ∈ L2(∂Ω), we have there exists C > 0 such that
(5.24) ‖T(t)u0 − u0‖1 ≤ 12Ct‖u0‖
2
2 for all t ≥ 0.
Proof. Since the semigroup {T(t) : t ≥ 0} preserves themass (Lemma 5.8),
we have
v(t) := T(t)u0 − T(t)u0 = T(t)u0 − u0.
The complete accretivity of the operator Λ (Theorem 5.2) implies that
L(v) := ‖v− u0‖L1(∂Ω)
is a Liapunov functional for the semigroup {T(t) : t ≥ 0}, which implies
that
(5.25) ‖v(t)‖L1(∂Ω) ≤ ‖v(s)‖L1(∂Ω) if t ≥ s.
By (2.3), there exists a constant C > 0 such that
(5.26) C‖v(s)‖L1(∂Ω) ≤ |Dv(s)|(Ω).
From (5.25) and (5.26) we obtain that
(5.27) t‖v(t)‖L1(∂Ω) ≤
∫ t
0
‖v(s)‖L1(∂Ω)ds ≤
1
C
∫ t
0
|Dv(s)|(Ω)ds.
Let u(t) := T(t)u0, then, (u(t),−u′(t)) ∈ Λ for almost all t ≥ 0. Now,
by the complete accretivity of Λ, we have u(t) ∈ L2(∂Ω). Then, by Theo-
rem 5.12, we have (u(t),−u′(t)) ∈ ∂trϕ. Hence by Theorem 5.11, we have
there exists û(t) ∈ V, with tr(û(t)) = w(t) such that (û(t), 0) ∈ ∂Ψ−u′(t).
Therefore, for all v ∈ V, we have∫
Ω
|Dv| −
∫
Ω
|Dû(t)| −
∫
∂Ω
(−u′(t))(v− û(t))dHd−1 ≥ 0.
So, taking v = 0, we arrive to∫
Ω
|Dû(t)| ≤ −
∫
∂Ω
u′(t)u(t)dHd−1 = −1
2
d
dt
‖u(t)‖22.
Then,
1
2
‖u(t)‖22 −
1
2
‖u0‖22 = −
∫ t
0
∫
Ω
|Dû(s)|ds = −
∫ t
0
∫
Ω
|Dv(s)|ds,
which implies ∫ t
0
∫
Ω
|Dv(s)|ds ≤ 1
2
‖u0‖22.
Hence, by (5.27)
‖v(t)‖L1(∂Ω) ≤
1
2C
‖u0‖2L2(∂Ω)
t
,
which concludes the proof. 
Remark 5.9. Suppose we have the inequality
(5.28) ‖w−w‖L2(∂Ω) ≤ C|Dw|(Ω) ∀w ∈ V.
Then, there exists T∗ > 0 such that
(5.29) T(t)u0 = u0 for all t ≥ T∗.
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In fact, as in the above proof let
v(t) := T(t)u0 − T(t)u0 = T(t)u0 − u0.
We have (v(t),−v′(t)) ∈ Λ for almost all t ≥ 0. Then, working as in the
above proof, we get
1
2
d
dt
‖v(t)‖22 ≤ −
∫
Ω
|Dû(t)|.
Now, by (5.28), we have
‖v(t)‖L2(∂Ω) ≤ C|û(t)|(Ω),
and consequently
1
2
d
dt
‖v(t)‖22 +
1
C
‖v(t)‖L2(∂Ω) ≤ 0,
from where (5.29) follows.
5.3. The DtN map Λ as a tr-sub-differential in L2(∂Ω). In this section,
we apply the theory of τw-j-elliptic functionals developed in Section A to
show that the DtN map Λ in L2(∂Ω) can be seem as the subdifferential of
an energy functional.
Throughout this section, Ω is a bounded domain in Rd, (d ≥ 2), with a
Lipschitz continuous boundary ∂Ω. Then, consider the linear vector space
V :=
{
u ∈ BV(Ω)
∣∣∣ tr(u) ∈ L2(∂Ω)},
where tr(u) is the trace of u on ∂Ω, and set
‖u‖V := |Du|(Ω) + ‖u‖L2(∂Ω) for every u ∈ V.
Then, thanks to Sobolev inequality (2.5) and the continuous embedding of
L2(∂Ω) into L1(∂Ω), one has that
(5.30) ‖u‖Ld/(d−1)(Ω) ≤ C ‖u‖V for all u ∈ V,
andV equippedwith the norm ‖·‖V becomes a Banach space and the linear
operator j = tr|V : V → L2(∂Ω) assigning each u ∈ V to the unique trace
tr(u) ∈ L2(∂Ω) is continuous. We introduce the follow topology in V.
Let τw be the coarsest topology on V such that
the operator tr is τw-to-σ(L
2(∂Ω), (L2(∂Ω))∗) continuous.
(5.31)
By [18, Proposition 3.1], for the locally convex topology τw, we have that
if {un} is a sequence in V, then un → u in (V, τw) if and only if Tr(un) →
tr(u) respect to σ(L2(∂Ω), (L2(∂Ω))∗).
It is clear that τw is weaker than the topology in V induced by the norm
‖ · ‖V , but τw is certainly not the weak topology of (V, ‖ · ‖V). The advan-
tage of the topology τw onV is that the following compactness result, which
might be of independent interest, holds.
26 DANIEL HAUER AND JOSÉ M. MAZÓN
Theorem 5.10. Let Ω be a bounded domain in Rd, (d ≥ 2), with a Lipschitz
continuous boundary ∂Ω. Then for every v-bounded sequence (un)n≥1 in V, there
is a subsequence (ukn)n≥1 of (un)n≥1 and a u ∈ BV(Ω) such that ukn → u in τw
and
(5.32) |Du|(Ω) ≤ lim inf
n→+∞ |Du|(ukn).
Proof. If (un)n≥1 is a bounded sequence in (V, ‖ · ‖V), then threre is a con-
stant C > 0 such that
(5.33) |Dun|(Ω) + ‖un‖L2(∂Ω) ≤ C fore very n ≥ 1,
and by (5.30),
(5.34) ‖un‖Ld/(d−1)(Ω) ≤ C fore very n ≥ 1.
Thus, (un)n≥1 is bounded in BV(Ω) and so, by [1, Theorem 3.23], there is
a subsequence (ukn)n≥1 of (un)n≥1 and a u ∈ BV(Ω) such that ukn weakly∗
to u in BV(Ω). Thus and since the map u 7→ |Du|(Ω) of total variational
measures is lower semicontinuous on L1(Ω), we have that (5.32) holds.
Since (tr(un))n≥1 is bounded in L2(∂Ω), theweak-compactness of L2(∂Ω),
there is a u˜ ∈ L2(∂Ω) such that after possibly passing again to another
subsequence of (ukn)n≥1, tr(ukn) ⇀ u˜ weakly in L
2(∂Ω). Thus and since
by (6.4),
(5.35)
∫
Ω
ukn divξ dx+
∫
Ω
ξ · dDukn =
∫
∂Ω
(ξ · ν) tr(ukn )dHd−1
for every ξ ∈ C∞(Rd;Rd). If we prove that
(5.36) lim
n→∞
∫
Ω
ξ · dDukn =
∫
Ω
ξ · dDu,
sending n→ +∞ in (5.35), one obtains that∫
Ω
udivξ dx+
∫
Ω
ξ · dDu =
∫
∂Ω
(ξ · ν) u˜ dHd−1,
and by Green’s formula we arrive to∫
∂Ω
(ξ · ν) tr(u)dHd−1 =
∫
∂Ω
(ξ · ν) u˜ dHd−1 for every ξ ∈ C∞(Rd;Rd).
Then, for every i = 1, . . . , d, one has∫
∂Ω
ξ tr(u) νi dHd−1 =
∫
∂Ω
ξ u˜ νi dHd−1 for every ξ ∈ C∞(Rd).
We can choose an open covering (Uj)mj=1 of ∂Ω such that for every j ∈
{1, . . . ,m}, there is at least one i ∈ {1, . . . , d} and ci > 0 such that |νi(z)| ≥
ci > 0 for a.e. z ∈ Uj ∩ ∂Ω. The existence of such an open covering follows
from the fact that locally
ν(z) := (∇g(z′),−1)/
√
|∇g(z′)|2 + 1, z = (z′, zd), z′ = (z1, . . . , zd−1),
being g a Lipschitz function. By [30, Lemma 2.1], {ξ|∂Ω | ξ ∈ C∞(Rd)} is
dense in L2(∂Ω). For every j ∈ {1, . . . ,m}, we apply this result to L2(Uj ∩
∂Ω). Then, we obtain u˜ = tr (u). This completes the proof of showing that
(un)n≥1 admits a τw-convergent subsequence.
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To finish the proof, we need to show claim (5.36). Let vn be the function
vn(x) :=
{
un(x) if x ∈ Ω
0 if x ∈ Rd \Ω.
By [1, Corollary 3.89], we have that
Dvn = Dun + tr(un)⊗ νdHd−1 ∂Ω.
Then
|Dvn|(Rd) = |Dun|(Ω) +
∫
∂Ω
|tr(un)|dHd−1.
Hence, by (5.33) andHölder’s inequality, we have {vn} is bounded in BV(Rd).
Therefore, we know (cf [1]), there is a positive measure ν ∈ Mb(Rd) and
a subsequence (vkn)n≥1 of (vn)n≥1 (we can assume is this one), such that
|Dvkn | ⇀ µ weakly∗ in Mb(Rd). Then, by the inner regularity of |Du| and
ν, for a given ε > 0, there is an open set U ⊂⊂ Ω such that
(5.37) |Du|(Ω \U) < ε and µ(Ω \U) < ε.
Let ξ ∈ C∞(Rd,Rd) and f ∈ D(Ω) such that f (x) = 1 on U and 0 ≤ f ≤ 1
in Ω. Then,∣∣∣∣∫
Ω
ξ · dDukn −
∫
Ω
ξ · dDu
∣∣∣∣ ≤ |〈(ξ,Dukn ), f 〉 − 〈(ξ,Du), f 〉|
+
∫
Ω
|(ξ,Dukn)|(χΩ − f ) +
∫
Ω
|(ξ,Du)|(χΩ − f ).
Now, since ukn → u in L1(Ω),
lim
n→∞〈(ξ,Dukn), f 〉 = 〈(ξ,Du), f 〉,
and ∫
Ω
|(ξ,Du)|(χΩ − f ) ≤ ‖ξ‖∞ |Du|(Ω \U) < ε‖ξ‖∞ .
Moreover since |Dvkn | ⇀ ν weakly∗ in Mb(Rd) and Ω \U is compact, ap-
plying [1, Example 1.36] we have
lim sup
n→∞
∫
Ω
|(ξ,Dukn )|(χΩ − f ) ≤ ‖ξ‖∞ lim sup
n→∞
|Dukn |(Ω \U)
≤ ‖ξ‖∞ lim sup
n→∞
|Dvkn |(Ω \U) ≤ ‖ξ‖∞µ(Ω \U) < ε‖ξ‖∞ .
Then, since ε is arbitrary, the claim (5.36) holds. 
Next, let ϕ : V → R be defined by
ϕ(uˆ) =
∫
Ω
|Duˆ| for every uˆ ∈ V.
Then, ϕ is convex on V and by Theorem 5.10, for every ω > 0, the shifted
functional
ϕω(uˆ) := ϕ(uˆ) + ω2 ‖tr(uˆ)‖2L2(∂Ω)
has sequentially-relatively compact sublevel sets Ec with respect to the topol-
ogy τw for all c ∈ R. Thus, ϕ is τw-tr-elliptic. In addition, since the map
u 7→ |Du|(Ω) for u ∈ V is lower semicontinuous with respect to the L1(Ω)
topology, one also has that ϕ is sequentially-τ-lower semicontinuous on V.
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Therefore, by Theorem A.4, the tr-subdifferential operator ∂trϕ is maximal
monotone in L2(∂Ω). Further, by the definition of ∂trϕ, Theorem 4.2 and
Lemma 4.1, one has that (u, f ) ∈ ∂trϕ if and only if there is an uˆ ∈ V such
that tr(uˆ) = u and (uˆ, 0) ∈ ∂Ψ f . We summerize this in the following theo-
rem.
Theorem 5.11. The tr-subdifferential operator
∂trϕ =
(u, f ) ∈ L2(∂Ω)× L2(∂Ω)
∣∣∣∣∣∣
∃ uˆ ∈ V s.t. tr(uˆ) = u and for every vˆ ∈ V,∫
Ω
|D(vˆ)| −
∫
Ω
|Duˆ| ≥ ( f , tr(vˆ)− u)L2(∂Ω)

is maximal monotone in L2(∂Ω). Furthermore,
(5.38) (u, f ) ∈ ∂trϕ if and only if
{
there is an uˆ ∈ V s.t.
tr(uˆ) = u and (uˆ, 0) ∈ ∂Ψ f .
Moreover, in L2(∂Ω), we have the following characterization of theDirichlet-
to-Neumann operator Λ associated with the 1-Laplacian with the tr-sub-
differential.
Theorem 5.12. One has that
(5.39) Λ ∩ (L2(∂Ω)× L2(∂Ω)) = ∂trϕ.
Proof. Since by Theorem 5.2, Λ ∩ (L2(∂Ω) × L2(∂Ω)) is monotone and by
the previous theorem, ∂trϕ is maximal monotone in L2(∂Ω), for proving
this theorem, it is sufficient to show that the inclusion ∂trϕ ⊆ Λ∩ (L2(∂Ω)×
L2(∂Ω)) holds. Thus, let (u, f ) ∈ ∂trϕ. Then, by (5.38), (uˆ, 0) ∈ ∂Ψ f
and so, by Theorem 4.2, (uˆ, 0) ∈ A f . Thus, there exists a vector field
z ∈ L∞(Ω;Rd), with ‖z‖∞ ≤ 1 satisfying
−div(z) = 0 , in D′(Ω) ,(5.40)
(z,Duˆ) = |Duˆ| ,(5.41)
[z, ν] = f , Hd−1–a.e. on ∂Ω ,(5.42)
from where it follows that (u, f ) ∈ Λ ∩ (L2(∂Ω)× L2(∂Ω)). 
Remark 5.13. Note that, since ∂trϕ is a maximal monotone in L2(∂Ω), as
consequence Theorem5.12, we get anothe proof of the fact that theDirichlet-
to-Neumann operator Λ verifies the range condition
L2(∂Ω) ⊂ R(I + Λ).
As a consequence of Theorem 5.11, we have the following characteriza-
tion of DtN-map ∂trϕ in L2(∂Ω) and the Neumann problem (N f ).
Corollary 5.14. For u, f ∈ L2(∂Ω) with ‖ f‖∞ ≤ 1, the following statements
are equivalent.
(1) (u, f ) ∈ ∂trϕ;
(2) there exists an uˆ ∈ V such that tr(uˆ) = u and (uˆ, 0) ∈ ∂Ψ f ;
(3) there is a solution uˆ ∈ V of Neumann problem (N f ) such that tr(uˆ) = u.
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6. APPLICATION
In this section, we revisit the problem of well-posedness of the elliptic-
parabolic boundary value problem
(6.1)

−∆1uˆ(t) = 0 in (0, T)×Ω,
uˆ(t) = u(t) on (0, T)× ∂Ω,
∂tu(t) +
Du(t)
|Du(t)| · ν + f (·, u(t)) ∋ g(t, ·) on (0, T)× ∂Ω,
u(0) = u0 on ∂Ω.
Let g ∈ Lq(0, T; Lr(∂Ω)) and suppose f : ∂Ω ×R → R is a Lipschitz-
continuous Carathéodory function, that is, f satisfies the following three
properties:
• f (·, u) : ∂Ω → R is measurable on ∂Ω for every u ∈ R,
(6.2)
• f (x, 0) = 0 for a.e. x ∈ ∂Ω, and
(6.3)
• there is a constant ω ≥ 0 such that
| f (x, u)− f (x, uˆ)| ≤ ω |u− uˆ| for all u, uˆ ∈ R, a.e. x ∈ ∂Ω.(6.4)
Then, for every 1 ≤ q ≤ ∞, F : Lq(∂Ω) → Lq(∂Ω) defined by
F(u)(x) := f (x, u(x)) for every u ∈ Lq(∂Ω)
is the associatedNemytskii operator on Lq(∂Ω). Moreover, by (6.4), F is glob-
ally Lipschitz continuous on Lq(∂Ω) with constant ω > 0 and F(0)(x) = 0
for a.e. x ∈ ∂Ω.
Since g ∈ Lq(0, T; Lr(∂Ω)) and F is globally Lipschitz continuous, by the
general theory of Nonlinear Semigroups we will assume that g ≡ 0 and
f ≡ 0.
By Theorem1.3, given u0 ∈ L1(∂Ω) there is a unique u ∈ C(0,∞; L1(∂Ω))∩
W1,1loc (0,∞; L
1(∂Ω)), functions uˆ(t) ∈ BV(Ω) and z(t) ∈ L∞(Ω,Rd), ‖z(t)‖∞ ≤
1 such that for almost all t ≥ 0, we have
(6.5)

−div(z(t)) = 0 , in D′(Ω)
(z(t),Duˆ(t)) = |Du(t)|
[z(t), ν] ∈ sign(u(t)− uˆ(t)) , Hd−1–a.e. on ∂Ω
and
(6.6)
∂u
∂t
(t) + [z(t), ν] = 0 Hd−1–a.e. on ∂Ω.
Note that (6.5) means that uˆ(t) is a solution of the Dirichlet
(6.7)

−∆1uˆ(t) = 0 in Ω,
uˆ(t) = u(t) on ∂Ω.
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Consequently, if we consider the following problem, which consists in
an elliptic equation involving the 1-Laplacian and a dynamical boundary
condition, namely
(6.8)

−∆1uˆ = 0 in Ω× (0,∞),
ut +
[
Duˆ
|Duˆ| , ν
]
= 0 on ∂Ω× (0,∞),
uˆ = u on ∂Ω× (0,∞),
u(x, 0) = u0(x) on ∂Ω,
we have that for every initial data u0 ∈ L1(∂Ω), the problem (6.8) has a
unique strong solution.
Remark 6.1. Existence and uniqueness of strong solution for a similar prob-
lem to problem (6.8) has been obtained in [33]. More precisely the problem
studied in [33] is the problem (6.8) but where the first equation is
λuˆ− ∆1uˆ = 0, with λ > 0.
Let us point out that since λ > 0, we have uniqueness for the Dirichlet
problem associated with the above equation, which does not happen in our
case where λ = 0 and this lack of uniqueness is one of the difficulties of our
problem.
APPENDIX A. APPENDIX: τ-j-ELLIPTIC FUNCTIONALS
In this section, we develope an important generalisation of the theory of
j-elliptic functionals developed in [20] by replacing the condition that for a
given locally convex topological vector space (V, τ) and Hilbert space H,
the linear map j : V → H is weak-to-weak continuous, by the assumption
that j : V → H is τw-to-weak continuous for a topology τw on V, which one
the one side, is weaker than the initial topology τ, but on the other side, τw
is not necessarily the weak topology associated with τ.
The advantage of this functional analytic tools is that it can be used to
obtain that the negative Dirichlet-to-Neumann operator Λ generates a semi-
group in L2(∂Ω).
Throughout this section, let (V, τw) be a real topological vector space,
and H be a real Hilbert space equipped with inner product (·, ·)H and
σ(H,H∗) denote theweak topology onH. Suppose, there is a τw-to-σ(H,H∗)
continuous, linear operator j : V → H.
By following the same notation as in [20], for a functional ϕ : V →
(−∞,+∞], we call the set D(ϕ) := {ϕ < +∞} its effective domain, and
we say that ϕ is proper if D(ϕ) 6= ∅. Its j-sub-differential is the (possibly)
multi-valued operator
∂jϕ :=
(u, f ) ∈ H × H
∣∣∣∣∣∣∣
∃ uˆ ∈ D(ϕ) s.t. j(uˆ) = u and for every vˆ ∈ V,
lim inf
tց0
ϕ(uˆ+ tvˆ)− ϕ(uˆ)
t
≥ ( f , j(vˆ))H
 .
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Next, for ω ∈ R, a functional ϕ : V → (−∞,+∞] is called ω-quasi j-
convex if the “shifted” functional ϕω : V → (−∞,+∞] defined by
ϕω(uˆ) := ϕ(uˆ) +
ω
2
‖j(uˆ)‖2H
is convex, and ϕ is simply called quasi j-convex if there is an ω ∈ R such
that ϕ is ω-quasi j-convex. In the case that ϕω is convex for some ω ∈ R,
then
∂jϕ =
{
(u, f ) ∈ H × H
∣∣∣∣∣ ∃ uˆ ∈ D(ϕ) s.t. j(uˆ) = u and for every vˆ ∈ V,ϕω(vˆ)− ϕω(uˆ) ≥ ( f + ωj(uˆ), j(vˆ− uˆ))H
}
.
Remark A.1. We note that our notion of quasi j-convex concides with the
notion j-semiconvex used in [20]. Here, we chose the name quasi j-convex in
order to be consistent with the standard notion quasi contractive and quasi
accretive used in nonlinear semigroup theory (cf [11, 12]).
Given a topological space (V, τ), a functional ϕ : V → (−∞,+∞] is said
to be sequentially-τ-lower semicontinuous if for every sequence (uˆn)n≥1 in V
τ-converging to an element uˆ ∈ V as n→ ∞, one has
ϕ(uˆ) ≤ lim inf
n→∞ ϕ(uˆn).
Further, a functional ϕ : V → R ∪ {+∞} is called τ-inf-compact if for any
c ∈ R, the sub-level set Ec := {uˆ ∈ V | ϕ(uˆ) ≤ c} is sequentially relative
compact for the topology τ.
Our next definition generalizes the notion of j-elliptic functionals in [20,
p 418].
Definition A.2. A functional ϕ : V → (−∞,+∞] is called τ-j-elliptic if there
are ω ∈ R such that ϕω is convex and τ-inf-compact.
Remark A.3 (The classical notion of sub-differential operators). (a) If V is a real
locally convex topological vector space and τ the weak topology induced
by the topology on V, then τ-j-ellipticity is equivalent to the notion of j-
ellipticity as introduced in [20].
(b) There exists a well-established classical setting of sub-differential oper-
ators of functionals ϕ : H → (−∞,+∞]. This is the settingV = H and j = I
the identity operator. Then the j-sub-differential ∂jϕ coincides with the
classical sub-differential operator ∂ϕ defined in the literature; for instance,
see Brezis [17] or Rockafellar [43]. In this classical situation, we call τ-j-
elliptic functionals (where τ is chosen to be the weak topology σ(H,H∗)),
simply, elliptic functionals, we call the j-sub-differential operator, simply,
sub-differential operator, and we write ∂ϕ instead of ∂jϕ.
The next theorem is the main result of this section.
Theorem A.4. Let (V, τw) be a topological real vector space. If ϕ : V →
(−∞,+∞] is convex, proper, sequentially-τw-lower semicontinuous and τw-j-
elliptic. Then the j-sub-differential ∂jϕ is maximal monotone.
Proof. The proof follows the same idea as the one of [20, Theorem 2.6] with
the subtile difference that one does not apply Hahn-Banach’s theorem but
in stead a topological minimization theorem. For convenience of the reader,
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we give the details of the proof. By [20, Lemma 2.4], the j-sub-differential
∂jϕ is monotone and so, it remains to show that for some ωˆ > 0, the oper-
ator ωˆI + ∂jϕ is surjective. Then, by taking ωˆ > ω (where one can always
assume that ω ≥ 0) and f ∈ H, the latter is equivalent to show that the
functional ψ : V → R ∪ {+∞} defined by
ψ(uˆ) := ϕωˆ(uˆ)− ( f , j(uˆ))H for all uˆ ∈ V,
attains a minimum (cf [20, p 420f]). By hypothesis, ψ is convex, τw-lower
semicontinuous and τw-inf-compact. Thus, by Weierstrass’ minimization
theorem in general topological vector spaces (see [10, Theorem 3.2.1]), there
exists some uˆ ∈ D(ϕ)minimizing ψ on V. 
From Theorem A.4, we can immediately conclude the following conse-
quence (cf [20, Corollary 2.7]).
Corollary A.5. Let (V, τw) be a toplogical real vector space and assume ϕ is quasi
j-convex. Then there exists a proper, lower semicontinuous, elliptic functional ϕH :
H → (−∞,+∞] such that ∂jϕ ⊆ ∂ϕH. If, in addition, ϕ is proper, sequentially-
τw-lower semicontinuous and τw-j-elliptic, then ∂jϕ = ∂ϕ
H, and ∂jϕω = ω I +
∂jϕ is maximal monotone for some ω ≥ 0.
From Theorem A.4 and Corollary A.5 and the classical theory of evo-
lution equations governed by sub-differential operators in Hilbert spaces
(see [17] and also [11]) imply the following well-posedness of Cauchy prob-
lem (A.1) or also-called generation theorem. Here, R+ denotes the half-
closed positive real line [0,+∞), and for an operator A ⊆ H × H, the op-
erator A◦ : D(A) → H defined by A◦u := argmin{‖v‖H | v ∈ Au} denotes
the minimal selection of A.
Theorem A.6. Let (V, τw) be a toplogical real vector space, H a real Hilbert space
and j : V → H a τw-to-σ(H,H∗) continuous linear operator. Let ϕ : V → R ∪
{+∞} be proper, sequentially-τw-lower semicontinuous and τw-j-elliptic. Then
for every initial value u0 ∈ D(ϕH)H = j(D(ϕ))H the Cauchy problem
(A.1)
{
du
dt + ∂jϕ(u) ∋ 0 on (0,+∞)
u(0) = u0
admits a unique solution
u ∈ C(R+;H) ∩W1,∞loc ((0,∞);H)
satisfying −dudt (t) ∈ ∂jϕ(u(t)) for almost every t > 0, u(t) ∈ D(∂jϕ) and u is
right differentiable at every t > 0, and
(A.2)
du
dt+
(t) + (∂jϕ)
◦u(t) = 0 for all t > 0.
Denoting by u the unique solution corresponding to the initial value u0, set-
ting Ttu0 := u(t), (t ≥ 0), defines a strongly continuous semigroup {Tt}t≥0 of
mappings Tt : j(D(ϕ))
H → j(D(ϕ))H satisfying
(A.3) Tt j(D(ϕ))
H ⊆ D(∂jϕ) for all t > 0,
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and
(A.4)
‖Ttu0 − Ttu1‖H ≤ eωt‖u0 − u1‖H for every t ≥ 0, u0, u1 ∈ j(D(ϕ))H ,
where ω ∈ R is the minimal amung all ωˆ ∈ R such that ϕωˆ is convex.
Proof of Theorem A.6. The well-posedness of Cauchy problem (A.1) and the
fact that the semigroup {Tt}t≥0 satisfies (A.4) is shown in [20, Theorem 3.1].
It remains to show that for every 0 ∈ j(D(ϕ))H , the unique solution u
of (A.1) satisfies u(t) ∈ D(∂jϕ), is right differentiable and (A.2) holds. By
hypothesis and Corollary A.5, there is an ω ∈ R and a proper, convex,
lower semicontinuous functional ϕHω : H → (−∞,+∞] such that ∂ϕHω =
∂jϕω = ω IH + ∂jϕ is maximal monotone. Thus, taking f (t) = ω u(t), it
follows from [11, Corollary 4.4] that for every 0 ∈ j(D(ϕ))H , the unique
solution u of (A.1) satisfies u(t) ∈ D(∂jϕ), is right differentiable and (A.2)
holds. 
REFERENCES
[1] L. AMBROSIO, N. FUSCO, AND D. PALLARA, Functions of bounded variation and free dis-
continuity problems, Oxford Mathematical Monographs, The Clarendon Press, Oxford
University Press, New York, 2000.
[2] K. AMMAR, F. ANDREU, AND J. TOLEDO, Quasi-linear elliptic problems in L1 with non
homogeneous boundary conditions, Rend. Mat. Appl. (7), 26 (2006), pp. 291–314.
[3] F. ANDREU, C. BALLESTER, V. CASELLES, AND J. M. MAZÓN, The Dirichlet problem for
the total variation flow, J. Funct. Anal., 180 (2001), pp. 347–403.
[4] , Minimizing total variation flow, Differential Integral Equations, 14 (2001),
pp. 321–360.
[5] F. ANDREU, J. M. MAZÓN, S. SEGURA DE LEÓN, AND J. TOLEDO, Quasi-linear elliptic
and parabolic equations in L1 with nonlinear boundary conditions, Adv. Math. Sci. Appl., 7
(1997), pp. 183–213.
[6] F. ANDREU-VAILLO, V. CASELLES, AND J. M. MAZÓN, Parabolic quasilinear equations
minimizing linear growth functionals, vol. 223 of Progress in Mathematics, Birkhäuser
Verlag, Basel, 2004.
[7] G. ANZELLOTTI, Pairings between measures and bounded functions and compensated com-
pactness, Ann. Mat. Pura Appl. (4), 135 (1983), pp. 293–318 (1984).
[8] W. ARENDT AND D. HAUER, Maximal L2-regularity in nonlinear gradient systems and
perturbations of sublinear growth, arXiv e-prints: 1903.05733, (2019), pp. 1–18.
[9] W. ARENDT AND A. F. M. TER ELST, The Dirichlet-to-Neumann operator on rough do-
mains, J. Differential Equations, 251 (2011), pp. 2100–2124.
[10] H. ATTOUCH, G. BUTTAZZO, ANDG. MICHAILLE,Variational analysis in Sobolev and BV
spaces, vol. 6 of MPS/SIAM Series on Optimization, Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA; Mathematical Programming Society (MPS),
Philadelphia, PA, 2006. Applications to PDEs and optimization.
[11] V. BARBU, Nonlinear differential equations of monotone types in Banach spaces, Springer
Monographs in Mathematics, Springer, New York, 2010.
[12] P. BÉNILAN,Equation d’évolution dans un espace de Banach quelconque et applications, thèse
d’Etat, Orsay, 1972.
[13] P. BÉNILAN AND M. G. CRANDALL,Completely accretive operators, in Semigroup theory
and evolution equations (Delft, 1989), vol. 135 of Lecture Notes in Pure and Appl.
Math., Dekker, New York, 1991, pp. 41–75.
[14] C. BENNETT AND R. SHARPLEY, Interpolation of operators, vol. 129 of Pure and Applied
Mathematics, Academic Press, Inc., Boston, MA, 1988.
[15] E. BOMBIERI, E. DE GIORGI, AND E. GIUSTI, Minimal cones and the Bernstein problem,
Invent. Math., 7 (1969), pp. 243–268.
34 DANIEL HAUER AND JOSÉ M. MAZÓN
[16] T. BRANDER, Calderón problem for the p-Laplacian: first order derivative of conductivity on
the boundary, Proc. Amer. Math. Soc., 144 (2016), pp. 177–189.
[17] H. BRÉZIS, Opérateurs maximaux monotones et semi-groupes de contractions dans les es-
paces de Hilbert, North-Holland Publishing Co., Amsterdam-London; American Else-
vier Publishing Co., Inc., New York, 1973. North-Holland Mathematics Studies, No. 5.
Notas de Matemática (50).
[18] H. BREZIS, Functional analysis, Sobolev spaces and partial differential equations, Universi-
text, Springer, New York, 2011.
[19] A.-P. CALDERÓN,On an inverse boundary value problem, in Seminar on Numerical Anal-
ysis and its Applications to Continuum Physics (Rio de Janeiro, 1980), Soc. Brasil. Mat.,
Rio de Janeiro, 1980, pp. 65–73.
[20] R. CHILL, D. HAUER, AND J. KENNEDY, Nonlinear semigroups generated by j-elliptic
functionals, J. Math. Pures Appl. (9), 105 (2016), pp. 415–450.
[21] T. COULHON AND D. HAUER, Regularisation effects of nonlinear semigroups - theory and
applications. to appear in BCAM Springer Briefs, 2017.
[22] R. DAUTRAY AND J.-L. LIONS, Mathematical analysis and numerical methods for science
and technology. Vol. 1, Springer-Verlag, Berlin, 1990. Physical origins and classical meth-
ods, With the collaboration of Philippe Bénilan, Michel Cessenat, André Gervat, Alain
Kavenoky and Hélène Lanchon, Translated from the French by Ian N. Sneddon, With
a preface by Jean Teillac.
[23] J. I. DÍAZ AND R. F. JIMÉNEZ, Boundary behaviour of solutions of the Signorini problem. I.
The elliptic case, Boll. Un. Mat. Ital. B (7), 2 (1988), pp. 127–139.
[24] L. C. EVANS AND R. F. GARIEPY,Measure theory and fine properties of functions, Studies
in Advanced Mathematics, CRC Press, Boca Raton, FL, 1992.
[25] M. GIAQUINTA, G. MODICA, AND J. SOUCˇEK, Functionals with linear growth in the cal-
culus of variations. I, II, Comment. Math. Univ. Carolin., 20 (1979), pp. 143–156, 157–172.
[26] W. GÓRNY, Existence of minimisers in the least gradient problem for general boundary data,
arXiv e-prints : 1811.11138, (2018), p. arXiv:1811.11138.
[27] W. GÓRNY, (Non)uniqueness of minimizers in the least gradient problem, J. Math. Anal.
Appl., 468 (2018), pp. 913–938.
[28] , Planar least gradient problem: existence, regularity and anisotropic case, Calc. Var.
Partial Differential Equations, 57 (2018), pp. Art. 98, 27.
[29] W. GÓRNY, P. RYBKA, AND A. SABRA, Special cases of the planar least gradient problem,
Nonlinear Anal., 151 (2017), pp. 66–95.
[30] D. HAUER, The p-Dirichlet-to-Neumann operator with applications to elliptic and parabolic
problems, J. Differential Equations, 259 (2015), pp. 3615–3655.
[31] D. HAUER AND J. M. MAZÓN, Regularizing effects of homogeneous evolution equations:
the case homogeneity order zero. To appear in J. Evol. Equat. Doi/10.1007/s00028-019-
00502-y, 2018.
[32] R. L. JERRARD, A. MORADIFAM, AND A. I. NACHMAN, Existence and uniqueness of
minimizers of general least gradient problems, J. Reine Angew. Math., 734 (2018), pp. 71–
97.
[33] M. LATORRE AND S. SEGURA DE LEÓN, Elliptic 1-Laplacian equations with dynamical
boundary conditions, J. Math. Anal. Appl., 464 (2018), pp. 1051–1081.
[34] J. M. MAZÓN, J. D. ROSSI, AND S. SEGURA DE LEÓN, Functions of least gradient and
1-harmonic functions, Indiana Univ. Math. J., 63 (2014), pp. 1067–1084.
[35] J. M. MAZÓN, J. D. ROSSI, AND S. SEGURA DE LEÓN, The 1-Laplacian elliptic equation
with inhomogeneous Robin boundary conditions, Differential Integral Equations, 28 (2015),
pp. 409–430.
[36] V. MAZ’YA, Sobolev spaces with applications to elliptic partial differential equations, vol. 342
of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
Mathematical Sciences], Springer, Heidelberg, augmented ed., 2011.
[37] A. MERCALDO, J. D. ROSSI, S. SEGURA DE LEÓN, AND C. TROMBETTI, Behaviour of
p-Laplacian problems with Neumann boundary conditions when p goes to 1, Commun. Pure
Appl. Anal., 12 (2013), pp. 253–267.
[38] M. MIRANDA, Comportamento delle successioni convergenti di frontiere minimali, Rend.
Sem. Mat. Univ. Padova, 38 (1967), pp. 238–257.
THE DTN-OPERATOR FOR FUNCTIONS OF LEAST GRADIENT 35
[39] L. MODICA, Gradient theory of phase transitions with boundary contact energy, Ann. Inst.
H. Poincaré Anal. Non Linéaire, 4 (1987), pp. 487–512.
[40] H. PARKS, Explicit determination of area minimizing hypersurfacess, Duke Math. J., 44
(1977), pp. 519–534.
[41] H. R. PARKS, Explicit determination of area minimizing hypersurfaces. II, Mem. Amer.
Math. Soc., 60 (1986), pp. iv+90.
[42] H. R. PARKS AND W. P. ZIEMER, Jacobi fields and regularity of functions of least gradient,
Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 11 (1984), pp. 505–527.
[43] R. T. ROCKAFELLAR,Convex analysis, Princeton Landmarks inMathematics, Princeton
University Press, Princeton, NJ, 1997. Reprint of the 1970 original, Princeton Paper-
backs.
[44] L. RONDI,A Friedrichs-Maz’ya inequality for functions of bounded variation, Math. Nachr.,
290 (2017), pp. 1830–1839.
[45] W. RUDIN,Real and complex analysis, McGraw-Hill Book Co., New York, third ed., 1987.
[46] M. SALO AND X. ZHONG,An inverse problem for the p-Laplacian: boundary determination,
SIAM J. Math. Anal., 44 (2012), pp. 2474–2495.
[47] P. STERNBERG, G. WILLIAMS, AND W. P. ZIEMER, Existence, uniqueness, and regularity
for functions of least gradient, J. Reine Angew. Math., 430 (1992), pp. 35–60.
[48] P. STERNBERG AND W. P. ZIEMER, The Dirichlet problem for functions of least gradient,
in Degenerate diffusions (Minneapolis, MN, 1991), vol. 47 of IMA Vol. Math. Appl.,
Springer, New York, 1993, pp. 197–214.
[49] W. P. ZIEMER,Weakly differentiable functions, vol. 120 of Graduate Texts inMathematics,
Springer-Verlag, New York, 1989. Sobolev spaces and functions of bounded variation.
(Daniel Hauer) SCHOOL OF MATHEMATICS AND STATISTICS, THE UNIVERSITY OF SYD-
NEY, NSW 2006, AUSTRALIA
E-mail address: daniel.hauer@sydney.edu.au
(José M. Mazón) DEPARTAMENT D’ANÀLISI MATEMÀTICA, UNIVERSITAT DE VALÈN-
CIA, VALENCIA, SPAIN
E-mail address: mazon@uv.es
