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Abstract
One dilemma in the database community is the great variety of data models ex-
isting. We dene an abstract data model that captures most of the relevant data
models depending on the underlying type system. An algebraic foundation for the
investigation of dependencies is presented similar to the one which is easily avail-
able for the relational data model (RDM). This may lead to a unifying dependency
theory. A generalisation of Armstrong's Axioms for the implication of functional
dependencies in the RDM to our abstract data model is given. The inference rules
look similar to Armstrong's original axioms, thanks to the algebraic framework.
The completeness result, however, requires a much ner analysis of the inference
rules than in the RDM.
Key words: Logic in Databases, Brouwerian Algebra, Functional
Dependencies, Inference Rules, Completeness
1 Introduction
Functional dependencies were introduced in the context of the relational data
model by E.F. Codd in 1972 (see [10]). Such a dependency is dened on some
relation schema R and is an expression of the form X ! Y with attribute
sets X; Y  R. A relation r over R satises X ! Y if two tuples in r are
equal on all attributes in Y whenever they are equal on all attributes in X.
In general, functional dependencies satised by some relation over R, are not
independent from one another. That is, a functional dependency X ! Y is
implied by a set  of functional dependencies, if X ! Y is satised by every
relation which already satises all dependencies in .
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If a database designer chooses several functional dependencies to be sat-
ised by every relation over some relation schema analysed, then all implied
functional dependencies have to be determined. This allows to gain com-
plete knowledge about all the implications of the semantics dened, and may
avoid inconsistencies and undesired behaviour. In practice, however, it is not
possible to study all relations in order to determine whether a dependency is
implied by some given set of dependencies. Therefore, one is much more inter-
ested in syntactical inference rules which may allow to decide this implication
problem. Such inference rules have the form
P
1
; : : : ; P
n

 with parameterised
functional dependencies P
1
; : : : ; P
n
, a constraint  on P
1
; : : : ; P
n
which needs
to be satised in order to apply the rule, and a further parameterised func-
tional dependency . If  contains an instantiation of P
1
; : : : ; P
n
which also
satises the constraint , then  can be derived from . A set R of such
inference rules is called sound, if every dependency which can be derived from
 using only inference rules in R, is also implied by . In order to capture all
dependencies derivable from , the set R has to be complete. That is, every
dependency implied by  must also be derivable from  using only rules in R.
A sound and complete set of inference rules for the implication of functional
dependencies in the RDM has been discovered by W.W. Armstrong in [4] (see
also [5]). In the context of the RDM such inference rules are easily available,
the reason being a well-founded algebraic, yet simple foundation. The set of
all attribute sets for some relation schema forms a Boolean Algebra with re-
spect to set union, set intersection and set complement. This solid foundation
is also the reason for the success of the RDM, in particular relational database
design and normalisation theory.
However, the eld of databases is no longer the unique realm of the RDM.
First, so called semantic data models have been developed [8,15], which were
originally just meant to be used as design aids, as application semantics was
assumed to be easier captured by these models [6,9,24]. Later on some of these
models, especially the nested relational model [19,13], object oriented models
[20] and object-relational models, the gist of which are captured by the higher-
order Entity-Relationship model (HERM, [22,23]) have become interesting as
data models in their own right and some dependency and normalisation theory
has been carried over to these advanced data models [14,17,18,19,21]. Most
recently, the major research interest is on the model of semi-structured data
and XML [1], which may also be regarded as some kind of object oriented
model.
The key problem is to develop dependency theories (or preferably a uni-
ed theory) for the most relevant advanced data models. These are probably
the HERM as a nested model with various bulk type constructors, good the-
oretical foundations and proven practical relevance [23], the object oriented
model [20], the semi-structured data model and XML [1], which add unions
and most importantly references, the expansion of which leads to rational tree
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structures. The development of such a dependency theory will have a signif-
icant impact on understanding application semantics and laying the grounds
for a logically founded theory of well-designed databases.
So far, mainly keys and functional dependencies for advanced data models
have been investigated [7,12,11]. The work in [3] tries to reduce the problem
to dependencies arising from a relational representation of XML documents,
thus (similar to [17]) restricts the attention to those functional dependencies
that arise from the relational representation, whereas our work addresses the
problem in the context of types for nested attributes and subtyping.
This paper investigates algebraic foundations for the study of any depen-
dency class and presents a nite axiomatisation of functional dependencies
in an abstract data model based on a type system. Section 2 introduces the
abstract data model. The key feature are nested attributes which can be de-
rived from at attributes by various ways of nesting such as record or nite
set constructions. Given a nested attribute N , Section 3 studies the algebraic
structure of the set Sub(N) of its subattributes. Interestingly, it turns out that
Sub(N) carries the structure of a Brouwerian Algebra (co-Heyting Algebra).
Section 4 introduces functional dependencies and proposes a generalisation of
the well-known Armstrong Axioms. In the presence of nite set types, the ax-
iomatisation becomes far more complicated than in the RDM. This is mainly
due to the fact that the values on some subattributes do not, in general, de-
termine the value on the join of those subattributes. Using the algebraic tools
from Section 3 it is shown that our generalisation results indeed in a sound
and complete set of inference rules for the implication of functional depen-
dencies on nested attributes. In order to show the completeness we construct
a two element instance of the given nested attribute in which both elements
coincide on exactly all those subattributes functionally determined.
2 An Abstract Data Model
We start with a set B of base types such as STRING, INTEGER, BOOL,
DATE etc., a set D of domains and a domain assignment dom : B ! D .
A type assignment takes a given countable set U of at attribute names and
assigns a base type to each of these attribute names, i.e., type : U ! B .
New types over B can be obtained by the application of type constructors
such as records, nite sets, lists, multisets etc. Throughout the paper we will
use the type system t := b j (a
1
: t
1
; : : : ; a
n
: t
n
) j ftg, i.e., a type t 2 T over
B is a base type b, a record type (a
1
: t
1
; : : : ; a
n
: t
n
) with pairwise dierent
labels a
i
2 L for i = 1; : : : ; n and a countable set L, or a nite set type ftg.
The domain assignment dom for base types can then be extended to a
domain assignment Dom for all types in T, i.e., Dom(b) = dom(b) for all b 2
B , Dom((a
1
: t
1
; : : : ; a
n
: t
n
)) =
n
Q
i=1
Dom(t
i
) and Dom(ftg) = P
0
(Dom(t))
where P
0
(D) denotes the set of all nite subsets of D. Herein, we make the
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assumption that every domain of a base type has at least cardinality two.
Given countable disjoint sets U and L of at attribute names and labels,
respectively, the set NA = NA(U ;L) of nested attributes is the smallest set
that contains U , the null attribute , the tuple-valued attribute X(A
1
; : : : ; A
n
)
whenever X 2 L and A
1
; : : : ; A
n
2 NA are pairwise dierent, and the set-
valued attribute XfAg whenever X 2 L and A 2 NA.
The type assignment type : U ! B can be extended to a type assign-
ment Type : NA ! T by Type() = OK, Type(A) = type(A) for every
A 2 U , Type(X(A
1
; : : : ; A
n
)) = (A
1
: Type(A
1
); : : : ; A
n
: Type(A
n
)) and
Type(XfAg) = fType(A)g. This induces a domain assignment Dom on
nested attributes with Dom(X) = Dom(Type(X)). Note that the domain
of OK is some singleton set, for instance fokg.
In the following, we identify nested attributes up to occurences of  and
up to the order of the attributes within a record-valued attribute. Dene
  NANA as the smallest equivalence relation on NA with

A(A
1
; : : : ; A
n
; )  A(A
1
; : : : ; A
n
), A()  ,

A(A
1
; : : : ; A
n
)  A(A
(1)
; : : : ; A
(n)
) for all  2 S
n
,

A(A
1
; : : : ; A
n
)  A(B
1
; : : : ; B
n
) if A
i
 B
i
for i = 1; : : : ; n,

AfBg  AfCg if B  C.
For example, the nested attribute A(B(C; ;D); Efg; F (); ; G(HfKg; L))
is equivalent to A(Efg; B(C;D); G(HfKg; L)). For the sake of simplicity,
we write NA instead of NA= .
The nesting of attributes induces an ordering on nested attributes. Infor-
mally, A  B for A;B 2 NA if and only if A comprises at most as much
information as B does. We call A a subattribute of B if and only if A  B
holds. More formally,   NANA is dened as the smallest partial order
with

  A for all A 2 NA,

A(A
1
; : : : ; A
n
)  A(B
1
; : : : ; B
n
) whenever A
i
 B
i
for all i = 1; : : : ; n, and

AfBg  AfCg whenever B  C.
We write A 6 B whenever A is not a subattribute of B. The informal
description of a subattribute is formally documented by the existence of a
projection function 
A
B
: Dom(A) ! Dom(B) in case B  A holds. If B =
A, then 
A
B
= id
Dom(A)
is the identity on the domain of A. In case that
B = , then 
A
B
: Dom(A) ! fokg is the constant function that maps every
a 2 Dom(A) to ok. If A = L(A
1
; : : : ; A
n
) and B = L(B
1
; : : : ; B
n
), then

A
B
= 
A
1
B
1
     
A
n
B
n
which maps every tuple (a
1
; : : : ; a
n
) 2 Dom(A) to
(
A
1
B
1
(a
1
); : : : ; 
A
n
B
n
(a
n
)) 2 Dom(B). Finally, in case where A = LfCg and
B = LfDg we have 
A
B
: Dom(A) ! Dom(B) by mapping X 2 Dom(A) to
f
C
D
(x) : x 2 Xg.
Example 2.1 Suppose there is a dating show Soulmates which invites a num-
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ber of female singles and the same number of male singles. On dierent days
each female is dating a dierent guy until every combination has been tried.
The objective, of course, is to make as many people as happy as possible.
That is, after every date everybody is asked to grade their date. The best
combination of couples is determined by the highest average grade. In or-
der to capture the semantics of this show we might use the nested attribute
N=SoulMates(Day, CouplesfPair(Female, Male)g, Grade). We will see later
on what constraints can be added to improve modeling. 2
3 The Brouwerian Algebra of Subattributes
Fix a set U of attribute names, a set L of labels and a set B of base types
together with a type assignment type : U ! B .
Denition 3.1 Let X 2 NA be a nested attribute. The set Sub(X) of subat-
tributes of X is Sub(X) = fY j Y  Xg. 2
We study the algebraic structure of Sub(X)= . Given A(A
1
; : : : ; A
n
), it is
enough to consider subattributes of the same length, i.e., A(B
1
; : : : ; B
n
) (we
can simply remove or add 's). Again, we will omit the quotient  and use
Sub(X) to refer to Sub(X)= .
A Brouwerian Algebra [16] is a lattice (L;v;t;u;
:
 ; 1) with top element 1
and a binary operation
:
  which satises a
:
 b v c i a v b t c for all c 2 L.
In this case, the operation
:
  is called the pseudo-dierence. The Brouwerian
complement :a of a 2 L is then dened by :a = 1
:
 a. The bottom element
is given by 0 = :1. We dene respective operations on the bounded poset
(Sub(X);; ;X).
Denition 3.2 Let X 2 NA and Y; Z 2 Sub(X). The join Y t
X
Z, meet
Y u
X
Z and pseudo dierence Y
:
 
X
Z of Y and Z in Sub(X) are inductively
dened as follows:

Y t
X
Z = Z i Y  Z i Y u
X
Z = Y and Z
:
 
X
 = Z, and Z  Y i
Z
:
 
X
Y = ,

if X = AfBg, Y = AfCg; Z = AfDg, then Y Æ
X
Z = AfC Æ
B
Dg for Æ 2
ft;ug and if Z 6 Y , then Z
:
 
X
Y = AfD
:
 
B
Cg.

if X = A(A
1
; : : : ; A
n
); Y = A(B
1
; : : : ; B
n
) and Z = A(C
1
; : : : ; C
n
), then
Y Æ
X
Z = A(B
1
Æ
A
1
C
1
; : : : ; B
n
Æ
A
n
C
n
) for Æ 2 ft;u;
:
 g. 2
Usually, if the context allows, we omit the indexX from the operations t
X
;u
X
and
:
 
X
. The Brouwerian Algebra for JfK(A;LfM(B;C)g)g is illustrated in
Figure 1.
Given some nested attribute X 2 NA and Y; Z 2 Sub(X), we use Y
C
= X
:
 Y
to denote the Brouwerian complement of Y in Sub(X). The pseudo dierence
Z
:
 Y of Z and Y in Sub(X) satises
Z
:
 Y  X
0
if and only if Z  Y tX
0
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Fig. 1. The Brouwerian Algebra of JfK(A;LfM(B;C)g)g
for all X
0
2 Sub(X). Consequently, for all X
0
2 Sub(X) holds Y
C
 X
0
if and
only if X
0
t Y = X holds.
The following result is straightforward to see: Sub() is isomorphic to
the Boolean Algebra of order 0, Sub(A), A a at attribute name, isomor-
phic to the Boolean Algebra of order 1. Sub(L(P )) is isomorphic to Sub(P ),
Sub(L(P
1
; : : : ; P
n
)) isomorphic to the direct product of Sub(P
1
); : : : ; Sub(P
n
),
and Sub(LfPg) is isomorphic to Sub(P ) augmented by a new minimum. It
is an easy exercise to show that the set of all (nite) Brouwerian Algebras is
closed with respect to both operations (add a new minimum, direct product).
Theorem 3.3 (Sub(X);;t
X
;u
X
;
:
 
X
; X) forms a Brouwerian Algebra for
every X 2 NA. 2
Note that (Sub(X);;t;u; ()
C
; ;X) is in general not boolean. Take for
instance X = AfBg and Y = Afg. Then Y
C
= X and Y u Y
C
= Y 6= .
Furthermore, Y
CC
=  6= Y .
4 Axiomatising Functional Dependencies
We dene functional dependencies on a nested attribute and introduce some
sound inference rules for the implication of functional dependencies.
Denition 4.1 Let N 2 NA be a nested attribute. A functional dependency
on N is an expression of the form X ! Y where X ;Y  Sub(N) are non-
empty. A nite set r  Dom(N) satises a functional dependency X ! Y on
N , denoted by j=
r
X ! Y, if and only if 
N
Y
(t
1
) = 
N
Y
(t
2
) holds for all Y 2 Y
whenever 
N
X
(t
1
) = 
N
X
(t
2
) holds for all X 2 X and any t
1
; t
2
2 r. 2
Example 4.2 Consider Example 2.1 again. The functional dependency Soul-
Mates(Day) ! SoulMates(CouplesfPair(Female, Male)g,Grade) tells us that
every day there is only one combination of couples possible, with a unique av-
erage grade. The functional dependency SoulMates(CouplesfPair(Female)g)
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! SoulMates(CouplesfPair(Male)g) says that the set of females always de-
termines the set of males. That is, once we have sent out a number of girls to
date a bunch of guys, then the same set of girls will always date the same set of
guys (of course in a dierent combination). The functional dependency Soul-
Mates(CouplesfPair(Female, Male)g) ! SoulMates(Grade) tells us that the
average grade depends on the particular combination of females and males.2
The notions of implication (j=) and derivability (`
R
) with respect to a rule
system R for functional dependencies on a nested attribute can be dened
analogously to the notions in the RDM (see for instance [2, p. 164-168]).
Let  be a set of functional dependencies on some nested attribute N . We
are interested in the set of all functional dependencies implied by , i.e.,


= f' j  j= 'g. Our aim is nding a set R of inference rules which is
sound (
+
 

) and complete (

 
+
), where 
+
= f' j  `
R
'g is
the set of functional dependencies derivable from  using only inference rules
from R. The following example reveals a fundamental dierence between
sound inference rules in the RDM and our abstract data model.
Example 4.3 Consider Example 2.1. We choose r = ft
1
; t
2
g  Dom(N)
with t
1
=(01.01.1624,f(Dulcinea, Don Quixote), (Theresa, Sancho)g,10) and
t
2
=(02.01.1624,f(Dulcinea, Sancho), (Theresa, Don Quixote)g,3). All depen-
dencies in Example 4.2 are satised by r, SoulMates(CouplesfPair(Female)g)
! SoulMates(CouplesfPair(Female,Male)g), however, is not since f(Dulcinea,
Don Quixote), (Theresa, Sancho)g 6= f(Dulcinea, Sancho), (Theresa, Don
Quixote)g. The functional dependency
f SoulMates(CouplesfPair(Female)g), SoulMates(CouplesfPair(Male)g) g !
SoulMates(CouplesfPair(Female, Male)g)
should therefore not be part of the specication. Otherwise a girl would always
date the same guy. Moreover,
f SoulMates(CouplesfPair(Female)g), SoulMates(CouplesfPair(Male)g) g !
SoulMates(Grade)
should not be a valid functional dependency neither since the grade is depen-
dent on the particular combination of females and males and not only on the
list of participants. 2
Example 4.3 shows that Denition 4.1 of a functional dependency X ! Y
on some nested attribute N cannot be simplied to an expression of the form
X ! Y with X; Y 2 Sub(N). That is, values on subattributes X and Y do
not determine values on X tY in general. The reason for this is of course the
nite set constructor. Before we introduce some inference rules for functional
dependencies, we will give a suÆcient condition when values on subattributes
X and Y determine the values on X t Y .
Denition 4.4 Let N 2 NA. The subattributes X; Y 2 Sub(N) are semi-
disjoint if and only if there are subattributes X
0
 X and Y
0
 Y with X
0
u
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Y
0
=  and X t Y = X
0
t Y
0
. 2
We will see later on that this condition is exact, i.e., semi-disjointness of two
subattributes is also a necessary condition.
Denition 4.5 The generalised Armstrong Axioms for functional dependen-
cies on a nested attribute N are
X ! Y
Y  X ;
fXg ! fY g
Y  X;
X ! Y
X ! X [ Y
;
fX; Y g ! fX t
N
Y g
X; Y semi-disjoint;
X ! Y; Y ! Z
X ! Z
;
i.e., reexivity axiom, subattribute axiom, extension rule, restricted join axiom
and transitivity rule. 2
4.1 Soundness and some useful Inference Rules
We show that all functional dependencies that can be derived from a given
set  of functional dependencies using any of the rules from Denition 4.5 are
also implied by . The proof of the next proposition is straightforward and
will be included in the full version of the paper.
Proposition 4.6 The generalised Armstrong Axioms for functional depen-
dencies are sound. 2
Remark 4.7 Recall that the famous Armstrong axioms for the implication
of functional dependencies in the RDM consist of the reexivity axiom, the
extension rule and the transitivity rule with X ;Y and Z being sets of at
attribute names. The subattribute and restricted join axioms, however, are
not needed in the RDM since at attribute names are not comparable anyway,
i.e., form an anti-chain. 2
We derive a couple of sound inference rules from the generalised Armstrong
Axioms which will be needed in the completeness proof. The derivations are
not diÆcult to obtain and will be included in the full version of the paper.
Proposition 4.8 Let N 2 NA and ; 6= X ;Y;Z  Sub(N) and Y; Z 2
Sub(N). The following rules can be derived using the generalised Armstrong
Axioms:
X ! fg
X ! Y;X ! Z
X ! Y [ Z
X ! fZg
X ! fY g
YZ
X ! Z
X ! Y
YZ
which are called -axiom, union rule, subattribute rule and subset rule, respec-
tively. 2
124
S. Hartmann and S. Link
  
  
  



  
  


 
 


  
  
  



 
 
 



  
  
  



  
  


 
 
 
 
 
 
 
 
 
 
 
 
 
 














 
 


  
  
  



 
 


  
  
  



                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    













                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
 
 











                   
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
 











 
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    













                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    













J{K(A,L{   })}λ
{(a’,    )}φ
J{K(L{   })}λ
{(a,    )}φ
J{   }λ
λ
J{K(L{M(B,C)})}
{(a,{(b’,c’)})}
{(a,{(b,c)})}
J{K(A,L{M(B,C)})}
{(a’,{(b’,c’)})}
J{K(A,L{M(C)})}
{(a’,{(b,c’)})}
J{K(A,L{M(B)})}
{(a’,{(b’,c)})}
J{K(A)}
{(a’,{(b,c)})}
{(a,{(b,c’)})}
J{K(L{M(C)})}
J{K(L{M(B)})}
{(a,{(b’,c)})}
φ
Fig. 2. Identifying Terms of the Algebra JfK(A;LfM(B;C)g)g
4.2 Completeness
In order to show the completeness of the generalised Armstrong Axioms one
needs to construct particular elements from the domain of the nested attribute
given. Those elements will coincide on exactly all attributes functionally de-
termined by the given set of dependencies.
Denition 4.9 Let N 2 NA. The identifying tuple 
N
(X) of X  N in N
is inductively dened as follows:



() = ok,


A
() = a; 
A
(A) = a
0
with a; a
0
2 Dom(A) and a 6= a
0
for A 2 U ,


A(A
1
;:::;A
n
)
(A(B
1
; : : : ; B
n
)) = (
A
1
(B
1
); : : : ; 
A
n
(B
n
)), and


AfBg
(AfCg) =
8
<
:
f
B
(C)g : C 6= 
; : C = 
9
=
;
and 
AfBg
() = f
B
()g.
The identifying set 
N
of tuples for N is 
N
= f
N
(X) : X  Ng. 2
Figure 2 shows the subattributes X of N = JfK(A;LfM(B;C)g)g together
with their identifying term 
N
(X).
In the following, the proofs of two main lemmata are sketched which will
be required for the completeness proof.
Lemma 4.10 Let N = LfPg 2 NA, and ; 6= X  Sub(N) an ideal with
respect to . Then there are t
N
; t
0
N
2 Dom(N) with 
N
W
(t
N
) = 
N
W
(t
0
N
) i
W 2 X .
Proof. [Sketch] Let X = fLfXg : X 2 Yg [ fg for some Y  Sub(P ),
t
N
= f
P
(X) : X  Pg and t
0
N
= f
P
(X) : X 2 Yg. We need to show that
f
P
V
(
P
(X)) : X  Pg = f
P
V
(
P
(X)) : X 2 Yg if and only if V 2 Y
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holds where W = LfV g. We show rst that V 2 Y implies f
P
V
(
P
(X)) :
X  Pg  f
P
V
(
P
(X)) : X 2 Yg. For all X  P there is some Y 2 Y
with 
P
V
(
P
(X)) = 
P
V
(
P
(Y )). That is, if X 2 Y, then Y = X, else Y =
(X u V )
:
 (X
:
 V ). It follows that 
P
V
(
P
(X)) = 
P
V
(
P
(Y )).
It remains to show that f
P
V
(
P
(X)) : X 2 Yg  f
P
V
(
P
(X)) : X  Pg,
if V =2 Y. Let V =2 Y. Since Y is an ideal it follows that all X  P with
V  X also satisfy X =2 Y. Hence, 
P
(X) 2 t
N
, but 
P
(X) =2 t
0
N
for all
V  X  P . Suppose there was some X 2 Y with 
P
V
(
P
(X)) = 
P
V
(
P
(V )).
It follows that V  X and therefore 
P
(X) =2 t
0
N
. This is a contradiction.
Consequently, 
P
V
(
P
(X)) 6= 
P
V
(
P
(V )) for all X =2 Y. We conclude that

P
V
(
P
(V )) 2 f
P
V
(
P
(X)) : X  Pg and 
P
V
(
P
(V )) =2 f
P
V
(
P
(X)) : X 2
Yg. 2
Lemma 4.11 Let N 2 NA, and ; 6= X  Sub(N) an ideal with respect to 
with the property that X; Y 2 X and X u Y =  implies X t Y 2 X . Then
there are t
N
; t
0
N
2 Dom(N) with 
N
W
(t
N
) = 
N
W
(t
0
N
) i W 2 X .
Proof. [Sketch] The proof is done by induction on N . The cases N = 
and N = A 2 U are straightforward. If N = L(N
1
; : : : ; N
n
) then the set
X
i
= fX u L(N
i
) : X 2 Xg is an ideal in Sub(L(N
i
)) for every i = 1; : : : ; n.
Moreoever, X; Y 2 X
i
with X u Y =  implies X t Y 2 X
i
. Then there are
t
L(N
i
)
; t
0
L(N
i
)
2 Dom(L(N
i
)) with 
L(N
i
)
L(W
i
)
(t
L(N
i
)
) = 
L(N
i
)
L(W
i
)
(t
0
L(N
i
)
) i L(W
i
) 2 X
i
holds. Choosing t
N
= (t
L(N
1
)
; : : : ; t
L(N
n
)
) and t
0
N
= (t
0
L(N
1
)
; : : : ; t
0
L(N
n
)
) proves
this case. In the case where N = LfPg every ideal X  Sub(N) satises the
property assumed in this lemma. The proof follows now from Lemma 4.10.2
The key idea is now to take any X ! Y =2 
+
and to construct an instance
which satises all dependencies in , but does not satisfy X ! Y.
Theorem 4.12 The generalised Armstrong Axioms are sound and complete
for the implication of functional dependencies in the abstract data model.
Proof. We show the completeness. Let N 2 NA and  a set of functional
dependencies on N . Let X ! Y be a functional dependency on N with
X ! Y =2 
+
. Dene X
+
= fZ : X ! fZg 2 
+
g. Then  2 X
+
according
to the -axiom. The soundness of the union rule implies that X ! X
+
2 
+
holds. If Y was a subset of X
+
, the subset rule would imply that X ! Y 2 
+
,
a contradiction to our assumption. Hence, Y 6 X
+
, i.e., there is some Z 2 Y
with Z =2 X
+
. According to the subattribute rule X
+
is an ideal with respect
to . Moreover, if U; V 2 X
+
with U u V = , then the restricted join
axiom implies that U t V 2 X
+
, too. Therefore, using Lemma 4.11 we dene
r = ft
1
; t
2
g  Dom(N) by

N
W
(t
1
) = 
N
W
(t
2
) if and only if W 2 X
+
(1)
holds. It is immediate that 6j=
r
X ! fZg, and this implies 6j=
r
X ! Y by
denition. We will now show that j=
r
. Therefore, take any U ! V 2 .
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
If U 6 X
+
, then 
N
U
(t
1
) 6= 
N
U
(t
2
) for some U 2 U by (1). Obviously,
j=
r
U ! V.

If U  X
+
, then 
N
U
(t
1
) = 
N
U
(t
2
) for all U 2 U by (1). Since X ! X
+
2 
+
,
it follows from the subset rule that also X ! U 2 
+
holds. Applying the
transitivity rule again results in X ! V 2 
+
. The subset rule guarantees
that V  X
+
. We conclude by (1) that 
N
V
(t
1
) = 
N
V
(t
2
) holds for all V 2 V.
This shows j=
r
U ! V.
As 

= fX ! Y j  j= X ! Yg, it follows that j=
r


. Therefore,
X ! Y =2 

. This proves the completeness. 2
We demonstrate that semi-disjointness of X and Y is an exact condition
for the soundness of
fX; Y g ! fX t
N
Y g
. This means that one cannot nd
a weaker suÆcient condition for that rule to hold. Proposition 4.6 already
implies that semi-disjointness is a suÆcient condition. If X and Y are not
semi-disjoint, then we show that there is some instance r with 6j=
r
fX; Y g !
fX t Y g. It is then suÆcient to nd an ideal Y satisfying the properties of
Lemma 4.11 and where X; Y 2 Y, but X t Y =2 Y. This guarantees the
existence of t
N
; t
0
N
with 
N
W
(t
N
) = 
N
W
(t
0
N
) i W 2 Y. The desired r is then
ft
N
; t
0
N
g.
Lemma 4.13 Let N 2 NA and X; Y  N . Then Y = fU t V : U  X; V 
Y; U and V are semi-disjointg is a non-empty ideal with respect to  and for
all S; T 2 Y with S u T =  follows S t T 2 Y. 2
The proof of this lemma will be included in the full version of the paper.
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