Learning from interpretation transition (LFIT) automatically constructs a model of the dynamics of a system from the observation of its state transitions. So far, the systems that LFIT handles are restricted to synchronous deterministic dynamics, i.e., all variables update their values at the same time and, for each state of the system, there is only one possible next state. However, other dynamics exist in the field of logical modeling, in particular the asynchronous semantics which is widely used to model biological systems. In this paper, we focus on a method that learns the dynamics of the system independently of its semantics. For this purpose, we propose a modeling of multi-valued systems as logic programs in which a rule represents what can occur rather than what will occur. This modeling allows us to represent non-determinism and to propose an extension of LFIT in the form of a semantics free algorithm to learn from discrete multi-valued transitions, regardless of their update schemes. We show through theoretical results that synchronous, asynchronous and general semantics are all captured by this method. Practical evaluation is performed on randomly generated systems and benchmarks from biological literature to study the scalability of this new algorithm regarding the three aforementioned semantics.
Introduction
Learning the dynamics of systems with many interacting components becomes more and more important due to many applications, e.g., multi-agent systems, robotics and bioinformatics. Knowledge of a system dynamics can be used by agents and robots for planning and scheduling. In bioinformatics, learning the dynamics of biological systems can correspond to the identification of the mutual influence of genes and can help to understand their interactions. While building a model, the choice of a relevant semantics associated to the studied system, that is, how the dynamics is generated from the system's description, represents a major issue with regards to the kind of dynamical properties to analyze. The differences and common features of different semantics w.r.t. properties of interest (attractors, oscillators, ...) constitutes an area of research per itself, especially in the field of Boolean networks. The most common semantics are the ... Fig. 1 : Assuming a discretization of time series data of a system as state transitions, we propose a method to automatically model the system dynamics.
synchronous semantics, where all variables update their values at each time step, and the asynchronous semantics, where a single variable updates its value at each time step. In this paper, we also tackle the general semantics, where any subset of variables update their values at each time step, thus especially encompassing the synchronous and asynchronous ones.
Several works have focused on exploring and comparing properties on these semantics. In [8] , the author exhibits the translation from Boolean networks into logic programs and discusses the point attractors in both synchronous and asynchronous semantics. In [6] , A. Garg et al. address the differences and complementarity of synchronous and asynchronous semantics to model biological networks and identify attractors. The benefits of the synchronous model are to be computationally tractable, while classical state space exploration algorithms fail on asynchronous ones. However, for some applications, like the biological ones, the asynchronous semantics is said to capture more realistic behaviors, despite a potential combinatorial explosion of the number of states. To illustrate this issue, the authors of [6] compare the time needed to compute the attractors of various models (mammalian cell, T-helper, dendritic cell, ...) and compare the results with synchronous and asynchronous semantics. More recently, in [3] , the authors question the kind of properties that may be preserved, whatever the semantics, while discussing the merits of the usual ones including synchronous, asynchronous and general semantics. As a good choice of semantics is key to a sound analysis of a system, it is critical to be adaptive and embrace a wide range of them.
So far, learning from interpretation transition (LFIT) [9] has been proposed to automatically construct a model of the dynamics of a system from the observation of its state transitions. Figure 1 shows this learning process. Given some raw data, like time-series data of gene expression, a discretization of those data in the form of state transitions is assumed. From those state transitions, according to the semantics of the system dynamics, different inference algorithms that model the system as a logic program have been proposed. The semantics of system dynamics can indeed differ with regard to the synchronism of its variables, the determinism of its evolution and the influence of its history. The LFIT framework proposes several modeling and learning algorithms to tackle those different semantics. To date, the following systems have been tackled: memory-less consistent systems [9] , systems with memory [15] , non-consistent systems [12] and their multi-valued extensions [13, 11] . Although all those methods are dedicated to discrete systems or assume an abstraction of time series data as discrete transitions, [16] proposes a method that allows to deal with continuous time se-ries data, the abstraction itself being learned by the algorithm. However, the systems that LFIT handles so far are restricted to synchronous deterministic dynamics implying that for each state of the system, there is only one possible next state. Yet, as stated previously, other dynamics exist in the field of logical modeling, in particular the asynchronous and generalized semantics which are of deep interest to model biological systems, and even the synchronous semantics can be non-deterministic in the general (multi-valued) case.
In this paper, we focus on a method that learns the dynamics of the system independently of its underlying semantics. For this purpose, we propose a modeling of discrete multi-valued systems as logic programs in which each rule represents that a variable possibly takes some value in the next state, extending the formalism introduced in [12, 13, 11] . Research in multi-valued logic programming has proceeded along three different directions [10] : bilattice-based logics [5, 7] , quantitative rule sets [17] and annotated logics [2, 1] . The multi-valued logic representation used in our new algorithm is based on annotated logics. Here, to each variable corresponds a domain of discrete values. Intuitively, a variable models a biological component (gene, protein, ...) and each associated discrete value models a level of activity or an internal state (active, inactive, phosphorylated, ...). In a rule, a literal is an atom consisting of a variable annotated with one of these values. It allows us to represent annotated atoms simply as classical atoms and thus to remain in the normal logic program semantics. This modeling allows us to represent non-determinism and to propose an extension of LFIT in the form of a semantics free algorithm to learn from discrete multi-valued transitions, regardless of their update schemes. We show from theoretical results and experimental evaluation that our new algorithm can learn systems dynamics from both synchronous (deterministic or not), asynchronous and general semantics transitions.
The organization of the paper is as follows. Section 2 provides a formalization of multi-valued logic program, dynamics semantics under logic programs, the learning operations and their properties. Section 3 presents the GULA learning algorithm and Section 4 its experimental evaluation. Section 5 concludes the paper and provides possible outlooks about applications and improvements of the method. All proofs of theorems and propositions are given in Appendix.
Formalization
In this section, the concepts necessary to understand the learning algorithm are formalized. In Sect. 2.1 the basic notions of multi-valued logic (MVL) and a number of important properties that the learned programs must have are presented. Then in Sect. 2.2 the operations that are performed during the learning, as well as results about the preservation of the properties introduced in Sect. 2.1 throughout the learning are exposed. Finally, Sect. 2.3 introduces the formalization of several dynamical semantics of multi-valued logic and show that the learning process of Sect. 2.2 is independent of the chosen semantics.
In the following, we denote by N := {0, 1, 2, ...} the set of natural numbers, and for all k, n ∈ N, k; n := {i ∈ N | k ≤ i ≤ n} is the set of natural numbers between k and n included. For any set S, the cardinal of S is denoted |S|.
Multi-valued Logic Program
Let V = {v 1 , . . . , v n } be a finite set of n ∈ N variables, and dom : V → N a function associating a maximum value (and thus a domain) to each variable. The atoms of MVL are of the form v val where v ∈ V and val ∈ 0; dom(v) . The set of such atoms is denoted by A V dom for a given set of variables V and a given domain function dom. In the following, we work on specific V and dom that we omit to mention when the context makes no ambiguity, thus simply writing A.
A MVL rule R is defined by:
where ∀i ∈ 0; m , v vali i ∈ A are atoms in MVL so that every variable is mentioned at most once in the right-hand part: ∀j, k ∈ 1; m , j = k ⇒ v j = v k . Intuitively, the rule R has the following meaning: the variable v 0 can take the value val 0 in the next dynamical step if for each i ∈ 1; m , variable v i has value val i in the current step.
The atom on the left-hand side of the arrow is called the head of R and is denoted h(R) := v val0 0 . The notation var(h(R)) := v 0 denotes the variable that occurs in h(R). The conjunction on the right-hand side of the arrow is called the body of R, written b(R) and can be assimilated to the set {v val1 1 , . . . , v valm m }; we thus use set operations such as ∈ and ∩ on it. A multi-valued logic program (MVLP) is a set of MVL rules.
In the following, we define several notions on MVL rules and programs that will be used for dynamics learning. Def. 1 introduces a domination relation between rules that defines a partial anti-symmetric ordering, as stated by Proposition 1.
Rules with the most general bodies dominate the other rules. In practice, these are the rules we are interested in since they cover the most general cases.
The dynamical system for which we want to learn the rules is represented by a succession of states as formally given by Def. 2. We also define the compatibility of a rule with a state in Def. 3 and with another rule in Def. 4, and give a property on this last notion in Proposition 2.
Definition 2 (Discrete State). A discrete state s is a function from V to N, i.e., it associates an integer value to each variable in V. It can be equivalently represented by the set of atoms {v s(v) | v ∈ V} and thus we can use classical set operations on it. We write S to denote the set of all discrete states, and a couple of states (s, s ) ∈ S 2 is called a transition. 
The final program we want to learn should be complete and consistent within itself and with the observed transitions. The following definitions formalize these desired properties. In Def. 5 we characterize the fact that a rule of a program is useful to describe the dynamics of one variable in a transition; this notion is then extended to a program and a set of transitions, under the condition that there exists such a rule for each variable and each transition. A conflict (Def. 6) arises when a rule describes a change that is not featured in the considered set of transitions. Two rules are concurrent (Def. 7) if they cross-match but have a different head on the same variable. Finally, Def. 8 and Def. 9 give the characteristics of a complete (the whole dynamics is covered) and consistent (without conflict) program. 
In the following, for all sets of transitions T ⊆ S 2 , we denote: fst(T ) := {s ∈ S | ∃(s 1 , s 2 ) ∈ T, s 1 = s}. We note that fst(T ) = ∅ =⇒ T = ∅. 
Learning Operations
This section focuses on the manipulation of programs for the learning process. Def. 10 and Def. 11 formalize the main atomic operations performed on a rule or a program by the learning algorithm, whose objective is to make minimal modifications to a given MVLP in order to be consistent with a new set of transitions.
Definition 10 (Rule Least Specialization). Let R be a MVL rule and s ∈ S such that R s. The least specialization of R by s is: Theorem 1 states properties on the least revision, in order to prove it suitable to be used in the learning algorithm. We recall that the notation P − → T was introduced in Def. 5. Let P be a MVLP and T, T ⊆ S 2 such that |fst(T )| = 1∧fst(T )∩fst(T ) = ∅. The following results hold:
Proof sketch. The first two points follow from Def. 10 and 11. The third point follows from Def. 5 and the first point. The fourth point follows from Def. 5 and 11. The last point follows from Def. 8 and the first point.
Def. 12 groups all the properties that we want the learned program to have: suitability and optimality, and Proposition 3 states that the optimal program of a set of transitions is unique.
Definition 12 (Suitable and Optimal Program). Let T ⊆ S 2 . A MVLP P is suitable for T when:
If in addition, for all R ∈ P , all the MVL rules R belonging to MVLP suitable for T are such that R ≤ R implies R ≤ R then P is called optimal.
Proposition 3. Let T ⊆ S 2 . The MVLP optimal for T is unique and denoted P O (T ).
Proof sketch. Reasoning by contradiction, a rule that should occur in only one
MVLP optimal for T necessarily occurs in another one. The next properties are directly used in the learning algorithm. Proposition 4 gives an explicit definition of the optimal program for an empty set of transitions, which is the starting point of the algorithm. Proposition 5 gives a method to obtain the optimal program from any suitable program by simply removing the dominated rules; this means that the MVLP optimal for a set of transitions can be obtained from any MVLP suitable for the same set of transitions by removing all the dominated rules. Finally, in association with these two results, Theorem 2 gives a method to iteratively compute P O (T ) for any T ⊆ S 2 , starting from P O (∅).
Proof sketch. Consistency is proved by contradiction. Completeness and realization stem from Theorem 1. The final point is proved by exhibiting for each R not conflicting with T ∪ T the rule in L spe (P O (T ), T ) that dominates it.
Dynamical Semantics
In this section, the notion of semantics is formalized in Def. 13 as a function that, to a complete program, associates a set of transitions where each state has at least one outgoing transition. Such a set of transitions can also be seen as a function that maps any state to a non-empty set of states, regarded as possible dynamical branchings. Several examples of semantics are given afterwards.
Definition 13 (Semantics). Let A V
dom be a set of atoms and S the corresponding set of states. A semantics (on A V dom ) is a function that associates, to each complete MVLP P , a set of transitions T ⊆ S 2 so that: fst(T ) = S. Equivalently, a semantics can be seen as a function of c-MVLP → (S → ℘(S) \ ∅) where c-MVLP is the set of complete MVLPs and ℘ is the power set operator.
In the following, we present a formal definition and a characterization of three particular semantics that are widespread in the field of complex dynamical systems: synchronous, asynchronous and general, and we also treat the particular case of the deterministic synchronous semantics. Note that some points in these definitions are arbitrary and could be discussed depending on the modeling paradigm. For instance, the policy about rules R so that ∃s ∈ S, s R∧h(R) ∈ s, which model stability in the dynamics, could be to consider them (such as in the synchronous and general semantics) or exclude them (such as in the asynchronous semantics) from the possible dynamics. The learning method of this paper, however, is independent to the chosen semantics as long as it respects Def. 13, which includes the three aforementioned semantics.
Def. 14 introduces the synchronous semantics, consisting in updating each variable in order to compute the next state, according to the heads of rules matching the current state. Note that this is taken in a loose sense: as stated above, rules that make a variable change its value are not prioritized over rules that don't. Furthermore, if several rules on a same variable match the current state, then several transitions are possible, depending on which rule is applied. Thus, for a self-transition (s, s) to occur, there needs to be, for each atom v val ∈ s, a rule that matches s and whose head is v val . Note however that such a loop is not necessarily a point attractor; it is only the case if all rules of the program that match s have their head in s.
Definition 14 (Synchronous Semantics). The synchronous semantics T syn is defined by:
We note that if two different transitions are observed from the same state s, all states that are combinations of those two states are also successors of s. This is used in Proposition 6 as a characterization of the synchronous semantics.
In the following, if s ∈ S is a state and X ⊆ A is a set of atoms such that ∀v val1
In other words, s\ \X is the discrete state s where all variables mentioned in X have their value replaced by the value in X. In Def. 15, we formalize the asynchronous semantics that imposes that no more than one variable can change its value in each transition. Contrary to the previous one, this semantics prioritizes the changes. Thus, for a self-transition (s, s) to occur, it is required that all rules of P that match s have their head in s, i.e., this only happens when (s, s) is a point attractor. Proposition 7 characterizes the asynchronous semantics by stating that from a state s, either the only successor is s, or all successors differ from s by exactly one atom.
Definition 15 (Asynchronous Semantics). The asynchronous semantics T asyn is defined by: Finally, Def. 16 formalizes the general semantics as a more permissive version of the synchronous one: any subset of the variables can change their value in a transition. A self-transition (s, s) thus occurs for each state s because the empty set of variables can always be selected for update. However, as for the synchronous semantics, such a self-transition is a point attractor only if all rules of P that match s have their head in s. The general semantics encompasses more than the union of both synchronous and asynchronous semantics. Its characterization, given in Proposition 8, is similar to the synchronous characterization but the combination of the two successor states is also combined with the origin state.
Definition 16 (General Semantics). The general semantics T gen is defined by:
Proposition 8 (General Transitions). Let T ⊆ S 2 so that fst(T ) = S. The transitions of T are general, i.e., ∃P a MVLP such that T gen (P ) = T , if and only if:
Proof sketch. Similar to the synchronous case.
In addition, in Def. 17, we define the notion of deterministic dynamics, that is, a set of transitions with no "branching", and give a particular characterization of deterministic dynamics in the synchronous case in Proposition 9.
A MVLP P is deterministic regarding a semantics if the set of all transitions T P obtained by applying the semantics on P is deterministic.
Proposition 9 (Synchronous Deterministic Program). A MVLP P produces deterministic transitions with synchronous semantics if it does not contain concurrent rules, i.e., ∀R,
Until now, the LFIT algorithm only tackled the learning of synchronous deterministic program, as given by Def. 17. Using the formalism introduced in the previous sections, it can now be extended to learn systems from transitions produced from the three semantics defined above. Furthermore, both deterministic and non-deterministic systems can now be learned.
Finally, with Theorem 3, we state that the definitions and method developed in the previous section are independent of the chosen semantics.
Theorem 3 (Semantics-Free Correctness). Let P be a MVLP such that P is complete.
-T syn (P ) = T syn (P O (T syn (P ))), -T asyn (P ) = T asyn (P O (T asyn (P ))), -T gen (P ) = T gen (P O (T gen (P ))).
Proof sketch. Using the properties of an optimal program (Def. 12) and by contradiction.
GULA
In this section we present GULA: the General Usage LFIT Algorithm, an extension of the LF1T algorithm to capture both synchronous, asynchronous and general semantics dynamics. GULA learns a logic program from the observations of its state transitions. Given as input a set of transitions T , GULA iteratively constructs a model of the system by applying the method formalized in the previous section as follows:
GULA:
-INPUT: a set of atoms A and a set and of transitions T ⊆ S 2 .
-For each atom v val ∈ A • Extract all states from which no transition to v val exist:
· Remove all the rules in P dominated by a rule in P v val . · Remove all the rules in P v val dominated by a rule in P . · Add all remaining rules in P to P v val . 12) . P v val is iteratively revised against each negative example neg in Neg v val . All rules R m of P v val that match neg have to be revised. In order for P v val to remain optimal, the revision of each R m must not match neg but still matches every other state that R m matches. To ensure that, the least specialization (see Def. 10) is used to revise each conflicting rule R m . Algorithm 2 shows the pseudo code of this operation. For each variable of V so that b(R m ) has no condition over it, a condition over another value than the one observed in state neg can be added (Lines 3-8). None of those revision match neg and all states matched by R m are still matched by at least one of its revision. The revised rules are then added to P v val after discarding the dominated rules. Once P v val has been revised against all negatives example of Neg v val , P = {R ∈ P O (T ) | h(R) = v val } and P v val is added to P . Once all values of each variable have been treated, the algorithm outputs P which becomes P O (T ).
Theorem 4 gives good properties of the algorithm, Theorem 5 states that GULA can learn from both synchronous, asynchronous and general semantics transitions and Theorem 6 characterizes its time and memory complexity. -GULA(A, T syn (P )) = P O (T syn (P )) -GULA(A, T asyn (P )) = P O (T asyn (P )) -GULA(A, T gen (P )) = P O (T gen (P )) Theorem 6 (GULA's Complexity). Let T ⊆ S 2 be a set of transitions, n := |V| be the number of variables of the system and d := max(dom(V)) be the maximal number of values of its variables. The worst-case time complexity of GULA when learning from T belongs to O(|T | 2 + 2n 3 d 2n+1 + 2n 2 d n ) and its worst-case memory use belongs to O(d 2n + 2d n + nd n+2 ).
Evaluation
In this section, the benefits from GULA are demonstrated on a case study and its scalability is assessed w.r.t. system size and input size, i.e., the number of variables and transitions. All experiments 5 were conducted on an Intel Core I7 Figure 2 shows results of the evaluations of GULA scalability w.r.t. the number of variables of system, the domains size of the variables and the number of transitions in the input of the algorithm. For the first experiment, each variable domain is fixed to 3 values and the size of the system evolves from 1 to 8 variables. Run time performances are evaluated on synchronous, asynchronous and general semantics. Given a number of variables and a semantics, the transitions of a random system are directly generated as follows. First all possible states of the system are generated, i.e., S. For each state, a set S ⊆ A is randomly generated by adding each v val ∈ A with 50% chance, simulating the matching of rules of each variable value. All possible transitions w.r.t. the considered semantics are then generated according to Proposition 6, 7 or 8. A total of 10 such instances are generated and successively given as input to the algorithm. The average run time in seconds (log scale) is given in Figure 2 (top left) w.r.t. to the number of variables of the system learned. In those experiments, the algorithm succeeds to handle systems of at most 6 variables for both semantics before reaching the time-out of 10,000 seconds.
For the second experiment, the number of variables is fixed to 3 and the domain of each variable evolves from 2 to 14 values. Run time performances are once again evaluated on the three semantics. The instances are generated in the same manner as in previous experiment. The average run time in seconds (log scale) is given in Figure 2 (top right) w.r.t. to the size of the domains of variables in the system. In those experiment the algorithm succeeds to handle systems with variable of at most 8 values for both semantics before reaching the time-out of 10,000 seconds.
Finally, for the third experiment, the system size is fixed to 13 variables and we change the number of transitions given as input to the algorithm from 10 to 50,000. Given a number N and a semantics, a set of transitions T is generated in the same manner as previous experiments except that the generation stops when |T | = N . Again, a total of 10 such instances are generated and successively given as input to the algorithm, the average run time in second is given in Figure 2 (bottom) w.r.t. the number of input transitions. In those experiment the algorithm succeeds to handle at most 40,000 transitions for both semantics before reaching the time-out of 10,000 seconds.
The results of the experiments confirm the complexity analysis. The first and second experiment confirm the exponential impact of the system size on the learning time. The third experiment shows that the run time of the algorithm is rather polynomial w.r.t. to the number of input transitions. The exponential shape of the first results is explained by the fact that the number of input transitions is exponentially higher when we increase either the number of variables or the variables domains. General semantics instances are longer to learn than the two others, and synchronous semantics instances are longer to learn than asynchronous ones. The same reasoning w.r.t. the number of input transitions holds here too: from the same logic program there are more transitions generated using general semantics than synchronous (non-deterministic) than asynchronous semantics. The learning time is rather similar for all semantics when the number of transitions is the same. This was quite expected since it only impacts the pre-processing phase of the algorithm when searching for negative examples of each variable values. [4] . Here we reproduced the experiments held in [14] : all transitions of each benchmark are generated and the algorithm has to learn the original rules. But here the experiment is held for the three considered semantics. The table also provides the number of transitions generated by the semantics for each benchmark. It is important to note that those systems are all synchronous deterministic, meaning that in the synchronous case, the input transitions of GULA are the same as the input transitions of LF1T in [14] . Here the number of transitions in the synchronous case is much lower than for the random experiment, which explains the difference in terms of run-time. Furthermore the rules to be learned are quite simpler in the sense that the number of conditions (i.e., the size of the body of all rules) never exceeds 6 and the total number of rules is always below 124. Nevertheless, the new algorithm is slower than LF1T [14] in the synchronous deterministic Boolean case, which is expected since it is not specifically dedicated to learning such networks: GULA learns both values (0 and 1) of each variable and pre-processes the transitions before learning rules, while LF1T is optimized to only learn rules that make a variable take the value 1 in the next state. On the other hand, asynchronous and general semantics transitions can only be handled by our new algorithm.
GULA succeeds to learn the two smaller benchmarks for all semantics in less than an hour. The 12 variables benchmark could be learned for both the synchronous and asynchronous semantics. For the general semantics, however, it took more than the 10 hours time-out (T.O. in the table), which is due to the very high number of transitions generated by those semantics: more than 200,000. The 15 variables benchmark could only be learned in synchronous case, both asynchronous and general semantics cases having reached the time-out. The current implementation of the algorithm is rather naive and better performances are expected from future optimizations. In particular, the algorithm can be parallelized into as many threads as there are different rule heads (one thread per variable value). We are also developing an approximated version of the algorithm based on local search which could greatly reduce the combinatorial explosion.
Conclusions
While modeling a dynamic system, the choice of a proper semantics is critical for the relevance of the subsequent analysis of the dynamics. The works presented in this paper aims to widen the possibilities offered to a system designer in the learning phase. We proposed a modeling of multi-valued systems in the form of annotated logic programs which applies not only for synchronous or asynchronous semantics, but also general semantics. After having defined the theoretical context, we introduce an extension of the LF1T algorithm of [14] which was so far restricted to learning synchronous deterministic Boolean systems. GULA, presented in this paper, can capture multi-valued deterministic or non-deterministic systems from transitions produced by synchronous, asynchronous and general semantics. The current implementation of the algorithm is rather naive which can explain the quite poor performances compared to previous algorithms on the same ground.
This work opens the way to several theoretical extensions, among them: taking into account dead-ends, memory or update delays; tackling incomplete or incoherent dynamics; formally characterizing the semantics that can, or cannot, be learned; learning the semantics alongside the dynamical rules. Once answered, each of these subjects can greatly extend the expressive power of the LFIT framework. A long-term objective is to fully automate the learning of models directly from time series, e.g., gene expression measurements along time (whose intrinsic semantics is unknown or even changeable).
Other possible practical or technical extensions include optimization additions, such as a massive parallelization of the learning of each head of rules, the inclusion of heuristics to guide the learning or the development of approximations methods when exact solutions require too much computation.
A Appendix: Proofs of Section 2.1
Proof 2 (Proposition 2) Let R and R be two MVL rules.
Proof. For the direct implication, assume given two MVL rules R and R such that R R . By definition, there exists s ∈ S such that R s and Proof. Let T ⊆ S 2 . Assume the existence of two distinct MVLPs optimal for T , denoted by P O1 (T ) and P O2 (T ) respectively. Then w.l.o.g. we consider that there exists a MVL rule R such that R ∈ P O1 (T ) and R ∈ P O2 (T ). By the definition of a suitable program, R is not conflicting with T and there exists a MVL rule R 2 ∈ P O2 (T ), such that R ≤ R 2 . Using the same definition, there exists R 1 ∈ P O1 (T ) such that R 2 ≤ R 1 since R 2 is not conflicting with T . Thus R ≤ R 1 and by the definition of an optimal program R 1 ≤ R. By Proposition 1, Proof 10 (Theorem 3: Semantics-Free Correctness) Let P be a MVLP such that P is complete.
-T syn (P ) = T syn (P O (T syn (P ))), -T asyn (P ) = T asyn (P O (T asyn (P ))), -T gen (P ) = T gen (P O (T gen (P ))). Proof 12 (Theorem 6: GULA's Complexity) Let T ⊆ S 2 be a set of transitions, n := |V| be the number of variables of the system and d := max(dom(V)) be the maximal number of values of its variables. The worst-case time complexity of GULA when learning from T belongs to O(|T | 2 + 2n 3 d 2n+1 + 2n 2 d n ) and its worst-case memory use belongs to O(d 2n + 2d n + nd n+2 ).
Proof. The algorithm takes as input a set of transition T ⊆ S 2 bounding the memory use to O(|S 2 |) = O(d n × d n ) = O(d 2n ) at start. The learning is performed iteratively for each possible rule head v val ∈ A. The extraction of negative example requires to compare each transition of T one to one and thus has a complexity of op 1 = O(|T | 2 ). Those transitions are stored in Neg v val which size is at most |S| extending the memory use to O(d 2n + d n ).
The learning phase revises a set of rule P v val where each rule has the same head v val . There are at most d n possible rule bodies and thus |P v val | ≤ d n , the memory use of |P v val | is then O(d n ) extending the memory bound to O(d 2n + d n + d n ) = O(d 2n + 2d n ).
For each state s of Neg v val , each rule of P v val that matches s are extracted into a set of rules R m . This operation has a complexity of op 2 = O(d n × n 2 ). Each rule of R m are then revised using least specialization, this operation has a complexity of O(n 2 ). |R m | ≤ d n thus the revision of all matching rules is op 3 = O(d n × n 2 ). All revisions are stored in LS and there are at most dn revisions for each rule, thus |LS| ≤ d n × dn extending the memory bound to O(d 2n + 2d n + nd n+1 ) = O(d 2n + 2d n + n × d n+2 ).
The memory usage of GULA is therefore O(d 2n + 2d n + n × d n+2 ).
All rules of LS are compared to the rule of P v val for domination check, this operation has a complexity of op 4 
The computational complexity of GULA is thus O(|T | 2 +2n 3 d 2n+1 +2n 2 d n ).
