proved by Malgrange [2] : The equation P(D)u=f in Q. has a distribution (or a C°) solution u for every/in Coe(Q) if and only if Q is F-convex.
Obviously an open set Q. is F-convex if and only if every connected component of Q. is F-convex. It is well known (see [1] or [3] ) that an open connected set £2 is F-convex with respect to every differential operator F if and only if Q is convex.
Furthermore, every open set Í2 is F-convex if and only if F is elliptic. For a general differential operator some sufficient and some necessary conditions for F-convexity are also known (see [1] and [3] ). However, a complete characterization of F-convex sets is only known when zz In §4 we show that for first order differential operators this condition is also necessary for F-convexity.
The author wishes to express his sincere thanks to Professor Francois Trêves of Purdue University for his constant advice, criticism and encouragement of this work.
2. An application of Holmgren's theorem. Holmgren's theorem asserts the uniqueness of the classical solution of the Cauchy problem when the initial surface is not characteristic with respect to the differential operator. A C1 surface is said to be characteristic at a point with respect to P(x, D) if its normal belongs to the characteristic cone of F(x, D) at that point. Hormander [1] has extended Holmgren's theorem to distribution solutions. Lemma 1 (Hormander) .
In an open set Q. of Rn let P(x, D) be a differential operator with analytic coefficients and assume that the hyperplanes xn = constant are nowhere characteristic with respect to P(x, D) in D. Ifiu is a distribution in Q such that P(x, D)u = 0 in Dc = {x : x e Q, xn<c} andifiùc n supp u is relatively compact in O, then u=0 in Qc.
We need a slightly modified form of this lemma which is easily obtained by an analytic transformation of coordinates. Proof of Theorem 1. We consider first the special case in which IF is a onedimensional subspace of Rn. If IF is generated by the vector /, the hypothesis of the theorem implies that at every point x e Q., <f, /> ± 0 => PJx, o # 0.
By a rotation of coordinates we may assume that /=(0,..., 0, 1). Now let x1 e Cl0(W, O). We will show that any distribution u in Q, satisfying P(x, D)u = 0 in Q. and vanishing in Q0, must also vanish in a neighborhood of .v1. By definition of iï0(W, Q), there is a point x° e Í20 such that the straight line segment x0*1 is contained in £2 and is parallel to the xn-axis. Thus
and we may assume without loss of generality that xl > x°. Clearly there are constants £>0 and r>0 such that the cylinder U ={x: \x'-x'°\ < r,x°< xn < xi + e} is contained in í¿ and its base {.v: \x'-x'°\ <r,xn = x°n} is contained in Q0-Consider now the function Fix) = (x1n + e)-(xl + E-x°n)\x'-x'0\2/r2-xn which is defined and analytic in Rn. The level surfaces of F are paraboloids with common axis parallel to the xn-axis. The normals to these surfaces always have nonzero components in the direction of the xn-axis. Hence the hypothesis implies that the level surfaces of F are nowhere characteristic with respect to P(x, D) in U. Moreover, if we set Ut" = {x : x e U, F(x) > e/2}, then Uel2 C\ supp u is relatively compact in U. It follows from Lemma 2 that u = 0 in Utia which is an open neighborhood of x1. In the general case in which IF is a nonzero subspace of Rn, the hypothesis of the theorem implies that at each point xeü,
The method of proof in this case consists of a repeated application of the method of proof of the above special case: Let x1 be a point of Q. which can be joined to a point x° e Q0 by a straight line segment contained in Q and such that the vector yx1 e W. The paraboloidal surfaces with common axis the line passing through x° and x1 (of the type constructed in the proof of the special case) are nowhere characteristic with respect to F(x, D) in Q. This follows from the hypothesis, and from the fact that the normals to these surfaces have nonzero components in the direction of x°x1 e W. It follows, as in the proof of the special case, that w = 0 in an open neighborhood of the segment x°x1. Now let x2 be a point in Q. such that the straight line segment x*x2 is contained in O and the vector x1x2 e W. Since zz=0 in an open neighborhood of x1 we can again conclude that u=0 in an open neighborhood of the segment x1x2. It should be clear now that repeating this argument a finite number of times completes the proof of the theorem.
It should be noted that the use of paraboloidal surfaces in proving uniqueness theorems for the Cauchy problem is standard. See for example the paper by F. John [4, §2] . Proof. Since K(W, Li) is not compact, there is a sequence {x(k)} of points in K(W, O) converging to a point x° belonging to the complement of K(W, LI). Since K is compact, we may assume that {x{k)} is not contained in K. Let rW'k denote the component of the intersection of the translation of W with C€K which is relatively compact in O and which contains the point x<k). Let tW'0 denote the component of the intersection of the translation of W with ^K which contains x°. Since x°b elongs to the complement of K(W, LI), rW0 must be either unbounded or it must intersect ifO. It is sufficient to show that the first possibility cannot occur. If rW0 is unbounded, x° is the end point of an unbounded polygonal path which lies in tW'q. This path is closed and does not intersect K, hence its distance from K is positive. This clearly implies that for sufficiently large k, rW'k are also unbounded, a contradiction. Proof. In view of Theorem 3, since the characteristic cone of P(D) is the orthogonal complement of W, we need only to prove the necessity. Let K be a compact subset of £2 such that K(W, O) is not compact. We must show that D is not F-convex. According to Lemma 3, there is a sequence {tWk} of components of intersections and translations of W with <€K which are relatively compact in £2 such that their distance from ^£2 tends to zero. We note that for each k, the boundary of T\V'k lies in the compact subset K of £2. The proof will be complete if we can show that for each k there is a distribution uk e 6°'(LI) such that supp uk is the closure of -rW'k and suppP(-D)uk is the boundary of -rW'k. For simplicity, let us assume that Re a and Im a are linearly independent, so that W is two-dimensional. It is easy to verify that P(-D)uk=0 and supp ük = TWk. Finally, set «fc = x(TW'k)ük where %(TWk) is the characteristic function of rW'k. Clearly uk has the required properties.
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