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Abstract—A high degree of topical diversity is often considered to be an important characteristic of interesting text documents. A
recent proposal for measuring topical diversity identifies three distributions for assessing the diversity of documents: distributions of
words within documents, words within topics, and topics within documents. Topic models play a central role in this approach and,
hence, their quality is crucial to the efficacy of measuring topical diversity. The quality of topic models is affected by two causes:
generality and impurity of topics. General topics only include common information of a background corpus and are assigned to most of
the documents. Impure topics contain words that are not related to the topic. Impurity lowers the interpretability of topic models. Impure
topics are likely to get assigned to documents erroneously. We propose a hierarchical re-estimation process aimed at removing
generality and impurity. Our approach has three re-estimation components: (1) document re-estimation, which removes general words
from the documents; (2) topic re-estimation, which re-estimates the distribution over words of each topic; and (3) topic assignment
re-estimation, which re-estimates for each document its distributions over topics. For measuring topical diversity of text documents, our
HiTR approach improves over the state-of-the-art measured on PubMed dataset.
Index Terms—Text diversity, Topic models, Topic model re-estimation.
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1 INTRODUCTION
QUantitative notions of measuring topical diversity oftext documents are useful in a number of applications,
such as assessing the interdisciplinariness of a research
proposal [1] and helping to determine the interestingness
of a document [2–4].
Well over three decades ago, an influential formalization
of diversity was introduced in biology [5]. It decomposes
diversity in terms of three central concepts: elements that
belong to categories within a population [6]. Given a set T of
categories which partitions a population d, the diversity of
d is then defined as
div(d) =
∑
i∈T
∑
j∈T
pdi p
d
j δ(i, j), (1)
where pdi denotes the proportion of category i in d and δ(i, j)
is the distance between categories i and j, which can be
calculated in a chosen manner. This notion of population di-
versity can be interpreted as the expected distance between
two randomly selected (with replacement) elements of the
population.
Bache et al. [1] have adapted the biological notion of
population diversity to quantify the topical diversity of a
text document. For measuring the topical diversity of a
text document, words are considered elements, topics are
categories, and a document is a population. When using
topic modeling for measuring topical diversity of a text
document d, Bache et al. [1] estimate elements based on
the probability of a word given the document (P (w |d)),
categories based on the probability of a word given a topic
(P (w | t)), and populations based on the probability of a
topic given the document (P (t |d)).
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In probabilistic topic modeling, at estimation time, these
distributions are usually assumed to be sparse. First, the
main content of documents is assumed to be generated by
a small subset of words from the vocabulary (i.e., P (w |d)
is sparse). Second, each topic is assumed to contain only
some topic-specific related words (i.e., P (w | t) is sparse).
Finally, each document is assumed to deal with a few
topics only (i.e., (P (t |d) is sparse). When approximated
using currently available methods, however, P (w | t) and
P (t |d) often turn out to be dense rather than sparse [7–
9]. Dense distributions cause two important problems for
the quality of topic models: generality and impurity. General
topics mostly contain general words. They are typically
assigned to most of the documents in a corpus. In other
words, the P (t |d) distributions are not document-specific.
Impure topics contain words that are not related to the topic.
These impure words are mostly general words. Generality
and impurity of topics are problematic when estimating
topical diversity of text documents since they both result in
low quality P (t |d) distributions. Recall that these are core
to the topical diversity score based on the biological notion
of diversity (Equation 1).
To improve the measurement of topical diversity of
text documents we propose a hierarchical way of making
the three distributions P (w |d), P (w | t) and P (t |d) more
sparse. To this end we re-estimate the parameters of these
distributions so that general, collection-wide items are re-
moved and only salient items are kept. For the re-estimation,
we use the concept of parsimony [10] to extract only essen-
tial parameters of each distribution.
We evaluate the performance of the proposed hierarchi-
cal re-estimation method for measuring topical diversity of
text documents and compare our approach against the state-
of-the-art [7]. In doing so, we answer our main research
question:
How effective is our hierarchical re-estimation ap-
proach in measuring topical diversity of documents?
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2How does its effectiveness compare to the state-of-
the-art in addressing the general and impure topics
problem? Are the thus improved topic models also
successfully applicable in other tasks?
Our main contributions are: (1) We propose a hierarchical
re-estimation process for topic models to address the two
main problems in estimating the topical diversity of text
documents, using a biologically inspired definition of diver-
sity. (2) We study each level of re-estimation individually
in terms of efficacy in solving the general topics problem,
the impure topics problem, and improving the accuracy of
estimating the topical diversity of documents. (3) We study
the impact of re-estimation parameters on the statistics of
documents and its relation to the quality of trained topic
models and recommend effective settings of these parame-
ters.
As an additional contribution, we also make the source
code of our topic model re-estimation method available to
the research community to further advance research in this
area 1.
2 RELATED WORK
Our hierarchical topic model re-estimation touches on re-
search in multiple areas. We review work in four directions:
improving the quality of topic models, measuring text di-
versity, evaluating topic models, and parsimonization.
2.1 Improving the quality of topic models
Topic models are effective for modeling text documents
and expressing the contents of text documents in a low-
dimensional space [11]. Although topic models like Latent
Dirichlet Allocation (LDA) are powerful tools for modeling
data in an unsupervised fashion, they suffer from different
issues, especially when dealing with noisy data [12]. As
mentioned already, the two most important issues with topic
models are the generality problem and the impurity problem
[7–9, 12]. These problems with topic models have a negative
influence on the performance of tasks in which topic models
are applied besides document diversity, namely document
clustering, document classification, document summariza-
tion, information retrieval, sentiment analysis (see [12] for
an overview).
Wallach et al. [8] propose asymmetric Dirichlet priors
to construct a general topic and assign general terms to
this general topic in the learning process. Similar ideas to
improve the quality of topic models have been employed by
others [13, 14]. Similar to [8, 13, 14], one of our goals is to ad-
dress the generality problem. The main difference, however,
is that they do not aim to address the two issues mentioned
with topic models directly and the topic representations
and topic word distributions that they arrive at are neither
parsimonious nor sparse. That is, in their approach, each
topic could still have a non-zero assignment probability to
each document. We hypothesize that parsimony is essential
in topic modeling, since it is expected that each document
only focuses on a few topics [7] and in contrast to the work
cited above our goal is to achieve this parsimony.
1. The source code is available here: https://github.com/
HoseinAzarbonyad/HiTR
Soleimani and Miller [7] propose parsimonious topic
models (PTM) to address the generality and impurity prob-
lems. A shared topic is created and general words are
assigned to this topic. PTM achieves state-of-the-art results
compared to existing topic models. We also address the
generality and impurity problems with topic models. The
background language model in our model and the shared
topic in PTM have similar functionalities. They both are
used to handle and remove generality from topic-word
distributions. However, in PTM, the shared topic is more
complicated as for each word there are a few more parame-
ters to be estimated: (1) whether a word is topic-specific for
each topic and (2) probability of being topic-specific under
each topic for each word. In our approach, we model all
this using a background language model with much fewer
parameters. Moreover, we model and remove the general-
ity in three different levels: document-word distribution,
topic-word distribution, and document-topic distribution.
PTM handles the generality in topic-word and document-
topic distributions and does not handle the generality in
document-word distribution explicitly.
2.2 Evaluating topic models
Topic models are usually evaluated either intrinsically, for
example, in terms of their generalization capabilities, or
extrinsically in terms of their contribution to external tasks
[15]. We focus on extrinsic evaluations of the effectiveness
of our re-estimation approach. Our main evaluation con-
cerns its effectiveness in measuring the topical diversity
of text documents. In addition, in Section 7, we analyze
the effectiveness of our re-estimation approach in removing
impurity from documents in terms of purity in document
clustering and document classification tasks.
Specifically, in the document classification task, topics
are used as features of documents with values P (t |d). These
features are used for training a classifier [7, 16, 17]. In the
document clustering task, each topic is considered a cluster
and each document is assigned to its most probable topic
[16, 18]. For the analyses in Section 7, following common
practice (e.g., [16, 19, 20]), we use Purity and Normalized
Mutual Information in the clustering task, and Accuracy
as our prime evaluation metric in the classification task.
Furthermore, the quality of topic models can be measured
by the quality of the term distributions per topic, in terms of
topic coherence [16, 20], and by having their interpretability
judged by humans [21, 22].
2.3 Text diversity and interestingness
Prior to Bache et al. [1], measuring topical diversity of
documents had not been studied comprehensively from a
text mining perspective. Bache et al. [1] use Rao’s diversity
score (Equation 1) [5] to quantify diversity of text documents
by means of LDA topic models [11]. In their framework,
the diversity of a document is proportional to the number
of dissimilar topics it covers. Similar to [1], Derzinski and
Rohanimanesh [4] define the diversity of documents by
means of topic models, but instead of Rao’s measure they
use an information theoretic diversity measure based on the
Kullback Leibler divergence. Azarbonyad et al. [2] also use
Rao’s diversity measure to quantify the diversity of political
documents and analyze the correlation of topical diversity
3and interestingness over political documents. Their main
finding, however, is different from Derzinski and Rohan-
imanesh [4]’s conclusion, as they conclude that although
in general topical diversity and interestingness of political
documents are somehow correlated, a text’s topical diversity
does not necessarily reflect its interestingness.
2.4 Model parsimonization
Parsimonization refers to the process of extracting essen-
tial elements of a distribution and removing superfluous,
general information. Parsimonization can be considered an
unsupervised feature selection approach. The idea is to
extract features containing information about samples and
remove features that are not informative for explaining
the samples [23, 24]. Because our hierarchical re-estimation
process builds on parsimonious language models (PLMs)
[10], we briefly review them.
PLMs were introduced in an information retrieval set-
ting, in which language models are used to model doc-
uments as distributions over words. The goal of parsi-
monization in this context is to extract words that reflect
the content of documents and remove collection-specific
general words [25]. To extract salient document-specific
words for each document, some studies define a layered
language model of documents where the language model
of a document is composed of a general background
model and a document-specific language model [26–28].
The Expectation-Maximization (EM) algorithm is employed
to estimate the parameters of such models. Using this idea,
Hiemstra et al. [10] propose a method for parsimonizing
document language models with the aim of removing gen-
eral words by pushing the probabilities of the words that are
well explained by the background model toward zero. We
employ this approach for re-estimating and refining topic
models.
Here we briefly recall the formal principles underlying
PLMs. The main assumption is that the language model of
a document is a mixture of its own specific language model
and the language model of the collection:
P (w |d) = λP (w | θ˜d) + (1− λ)P (w |θC), (2)
where w is a term, d a document, θ˜d the document specific
language model of d, θC the language model of the col-
lection C , and λ is a mixing parameter (0 ≤ λ ≤ 1). The
main goal is to estimate P (w | θ˜d) for each document. Lan-
guage model parsimonization is an iterative EM algorithm
in which the initial parameters of the language model are
the parameters of the standard language model, estimated
using maximum likelihood:
Initialization:
P (w | θ˜d) = tfw,d∑
w′∈d tfw′,d
,
where tfw,d is the frequency of w in d. The following steps
are done in each iteration of the algorithm:
E-step:
ew = tfw,d · λP (w | θ˜d)
λP (w | θ˜d) + (1− λ)P (w |θC))
, (3)
M-step:
P (w | θ˜d) = ew∑
w′∈d ew′
, (4)
tX
θ˜d
θC
λ
|C|
N
Fig. 1: Plate diagram of PLM. X corresponds to ew in
Equation 3.
where θ˜d is the parsimonized language model of document
d, which is initialized by the language model of d, C
is the background collection, P (w |θC) is estimated using
maximum likelihood estimation, and λ is a parameter that
controls the level of parsimonization. A low value of λ
will result in a more parsimonized model while λ = 1
yields a model without any parsimonization. The E-step
gives high probability values to terms that occur relatively
more frequently in the document than in the background
collection, while terms that occur relatively more frequently
in the background collection get low probability values.
In the M-step the parameters are normalized to form a
probability distribution again. After this step, terms that
receive a probability lower than a predefined threshold are
removed from the model. The EM process will stop after a
fixed number of iterations or when the models θ˜d do not
change significantly anymore.
PLM is a two-topic mixture model (the graphical model
is shown in Fig. 1, as can be seen θC is considered as an
external observation and the goal is to estimate θ˜d given
θC and λ). In that sense, PLM is similar to an LDA model
with two topics (general and specific topics). However,
its mechanism is different than LDA. In LDA, all topics
are shared among documents and only the proportions of
topics (document-topic distributions) are different for dif-
ferent documents. In PLM, there is a general topic which is
shared among all documents, but there is a specific topic for
each document which is not shared with other documents.
Moreover, in PLM, the λ controls the proportion of general
and specific topics in documents and it is fixed.
3 HIERARCHICAL TOPIC MODEL RE-ESTIMATION
In this section, we describe HiTR (hierarchical topic model
re-estimation). HiTR can be applied on top of any topic
modeling approach that has two main components, P (w | t)
and P (t |d) distributions.
3.1 Overview
The input of HiTR is a corpus of text documents. The output
is a probability distribution over topics for each document
in the corpus.
As explained in the introduction, the quality of topic
models such as LDA is highly dependent on the quality
of the P (w |d), P (w | t), and P (t |d) distributions. However,
generality and impurity of these distributions cause the
poor quality of topic models. To solve these issues, we
propose to apply re-estimation at three levels:
4document re-estimation (DR) re-estimates the language
model per document P (w |d)
topic re-estimation (TR) re-estimates the language model
per topic P (w | t)
topic assignment re-estimation (TAR) re-estimates the dis-
tribution over topics per document P (t |d)
Based on applying or not applying re-estimation at different
levels, there are 8 possible re-estimation approaches. Fig. 2
gives a graphical overview of the different levels of re-
estimation and how they are combined. Hierarchical topic
model re-estimation (HiTR) refers to the model that uses all
three re-estimation techniques, i.e., DR+TR+TAR that can
be applied to any topic model TM.
To summarize, HiTR works as follows: we first do the
DR step, then train a topic model (TM step) on top of the
re-estimated documents. Afterwards, we apply the TR step
on the trained topic model and use the re-estimated topic
model (the topic model achieved after TR step) to assign
topics to documents. Finally, we apply the TAR step to topics
assigned to the documents using the re-estimated topic
model. We follow this order of re-estimation for two reasons:
first, for the topical diversity task we only use the document-
topic distributions. And second, this order provides the
maximum amount of re-estimation in the final document-
topic distribution because at each step of re-estimation im-
purity and generality is removed from document-word and
topic-word distributions and finally the remaining impurity
and generality is removed using TAR. Next, we describe
each of the re-estimation steps in more detail.
3.2 Document re-estimation
The first level of re-estimation is document re-estimation (DR),
which re-estimates P (w |d). The main intuition behind this
level of re-estimation is to remove unnecessary information
from documents before training topic models. This is com-
parable to pre-processing steps such as removing stopwords
and high and low frequency words, that are typically carried
out prior to applying topic models [11, 16, 19, 20, 29]. Proper
pre-processing of documents, however, takes lots of effort
and involves tuning several parameters, such as the number
of high-frequent words to remove, if stopwords should be
removed or not, whether rare words should be removed or
not, whether IDF values should be considered in removing
general/rare words. When dealing with a large document
collection, finding optimum values for all of these param-
eters is non-trivial, while blindly removing words from
documents without considering the distribution of them
over documents could lead to missing important words and
losing important information.
To solve this issue and pre-process documents automati-
cally, we propose document re-estimation. After document re-
estimation, we can train any standard topic model on the re-
estimated documents. If general words are absent from (re-
estimated) documents, we expect that the trained topic mod-
els will not contain general topics. Moreover, document re-
estimation removes impure elements (general words) from
documents, which will lead to more pure topics. Hence,
document re-estimation is expected to address both the
general topic and the impure topic problem.
Document re-estimation uses the parsimonization
method described in §2.4. The parsimonized model
P (w | θ˜d) in Equation 4 is used as the language model of
document d, and after removing unnecessary words from
d, the frequencies of the remaining words (words with
P (w | θ˜d) > 0) are re-calculated for d using the following
equation:
tf(w, d) =
⌊
P (w | θ˜d) · |d|
⌋
,
where |d| is the document length in words. Topic mod-
eling is then applied on the recalculated document-word
frequency matrix.
3.3 Topic re-estimation
The second level of re-estimation is topic re-estimation (TR),
which re-estimates P (w | t) by removing general words from
it. The re-estimated distributions from this step are used to
assign topics to documents.
The goal of this step is to increase the purity of topics by
removing general words that have not yet been removed by
document re-estimation. It is known from the literature [7–
9, 12] that some topics extracted by means of topic models
are impure and contain general words.
The two main advantages of applying TR are that (1) it
results in more pure topics which are more interpretable by
human, and (2) after getting pure, topics are less likely to be
assigned to documents erroneously.
A topic is modeled as a distribution over words, which
is itself a language model. Our main assumption is that
each topic’s language model is a mixture of its topic-specific
language model and the language model of the background
collection. The goal of TR is to extract a topic-specific lan-
guage model for each topic and remove the part which can
be explained by the background model. Given a set of topics
T , background language model θT , and for each t ∈ T , a
topic-specific language model θ˜t, we initialize P (w | θ˜t) and
P (w |θT ) as follows:
P (w | θ˜t) = P (w |θTMt )
P (w |θT ) =
∑
t∈T P (w |θTMt )∑
w′∈VT
∑
t′∈T P (w′ |θTMt′ )
where P (w |θTMt ) is the probability of w belonging to topic
t estimated by a topic model TM, and VT is the set of all
words occurring in all topics. Having these estimations, the
steps of TR are similar to the steps of PLM, except that in
the E-step we estimate tfw,t (the frequency of w in t) using
P (w |θTMt ).
3.4 Topic assignment re-estimation
The third and final level of re-estimation is topic assignment
re-estimation (TAR) which re-estimates P (t |d).
In topic modeling, most topics are usually assigned
with a non-zero probability to most of documents. When
documents are typically focused on just a few topics, this is
an incorrect assignment, as topics should only be assigned
to documents that deal with them. General topics assigned
to a majority of documents are uninformative. The goal of
TAR is to address the general topics problem and achieve
more document specific topic assignments.
To re-estimate topic assignments, a topic model is first
trained on the document collection. This model is used to as-
sign topics to documents based on the proportion of words
in common between them. We then model the distribution
5Corpus
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TAR
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HiTR Hierarchical Topic model Re-estimation
Fig. 2: Different topic re-estimation approaches. TM is a topic modeling approach like, e.g., LDA. DR is document re-
estimation, TR is topic re-estimation, and TAR is topic assignment re-estimation.
over topics per document as a mixture of its document-
specific topic distribution and the topic distribution of the
entire collection. The goal of TAR is to extract the document-
specific topic distribution for each document and remove
general collection-wide topics from them.
We initialize the document-specific topic distribution
P (t | θ˜d) and the distribution of topics in the entire collection
C , P (t |θC) as follows:
P (t | θ˜d) = P (t |θTMd )
P (t |θC) =
∑
d∈C P (t |θTMd )∑
t′∈T
∑
d′∈C P (t′ |θTMd′ )
.
Here P (t |θTMd ) is the probability of assigning topic t to doc-
ument d estimated by the topic model TM. The remaining
steps of TAR follow the ones of PLM. The only difference is
that in the E-step, we estimate ft,d using P (t |θTMd ).
4 EVALUATING HITR
To evaluate the performance of our approach to topical
diversification, we follow the evaluation setup introduced
in [1]. Our main research question is:
RQ1 How effective is our hierarchical re-estimation ap-
proach in measuring topical diversity of documents?
How does its effectiveness compare to the state-of-
the-art in addressing the general and impure topics
problem? Are the thus improved topic models also
successfully applicable in other tasks?
To address RQ1 we run our models on a binary classification
task. We generate a synthetic dataset of documents with
high and low topical diversity (the process is detailed in
§5.2), and the task for every model is to predict whether
a document belongs to the high or low diversity class. We
employ HiTR to re-estimate topic models and use the re-
estimated models for measuring topical diversity of doc-
uments. We compare our method to LDA (as also used
in [1] for the same purpose) and to the state-of-the-art
parsimonious topic models PTM [7]. The results of exper-
iments regarding RQ1 are discussed in §6.1. Moreover, we
evaluate the performance of HiTR in document clustering
and classification tasks and analyze its effectiveness in these
tasks. The results of these experiments are described in §7.
Additionally, to gain deeper insights into how HiTR
performs, we conduct a separate analysis of each level of
re-estimation, DR, TR and TAR and answer the following
research questions:
RQ2 What is the effect of DR on the quality of topic models?
Can DR replace manual pre-processing?
RQ3 Does TR increase the purity of topics? And if so,
how does using the more pure topics influence the
performance in topical diversity task?
RQ4 How does TAR affect the sparsity of document-topic
assignments? And what is the effect of the achieved
parsimonized document-topic assignments on the topi-
cal diversity task?
RQ2 concerns the effectivenes of DR in removing general
words from documents and its effect on the quality of topic
models. To answer RQ2, we train LDA models with and
without manual pre-processing and with and without DR.
We compare the quality of models achieved using different
combinations. This will show how effective is DR in pre-
processing documents automatically. Moreover, we measure
corpus statistics such as vocabulary size, average type-
token ratio, average document length after running DR with
different parameters. We train LDA models on the corpora
achieved with different parameters and measure the quality
of trained models. Then, we analyze the correlation of cor-
pus statistics achieved from DR with different parameters
and the quality of models trained on them. In §6.2.1, the
results regarding RQ2 are described.
To answer RQ3, we first evaluate the performance of TR
on the topical diversity task and compare its performance to
DR and TAR. We focus on its effectiveness in removing im-
pure words from topics and perform a qualitative analysis
on topic models before and after running TR. The results of
experiments regarding RQ3 are discussed in §6.2.2.
To answer RQ4, we first evaluate TAR together with
LDA in a topical diversity task and analyze its effect on
the performance of LDA to study how successful TAR is in
removing general topics from documents. The results of this
experiment are presented in §6.2.3.
5 TOPICAL DIVERSITY WITH HITR
In this section, we discuss the experimental setup for the
topical diversity test.
65.1 Topical Diversity Measure
After re-estimating words distributions in documents, top-
ics, and document-topic distributions using HiTR, we use
the final distributions over topics per document for measur-
ing topical diversity. Diversity of texts is computed using
Rao’s coefficient (Equation 1). For each topic x, observed in
corpusC , we construct a vector Vx of length |C| (the number
of documents in the corpus). Each entry of this vector
corresponds to a document dy and its value is assigned as:
Vx[y] = p
y
x. We use the normalized angular distance for
measuring the distance between topics, since it is a proper
distance function [2]:
δ(i, j) =
ArcCos(CosineSim(Vi, Vj))
pi
,
where CosineSim(·, ·) is the cosine similarity between
two vectors, and ArcCos(·) is the arc cosine. We use the
distributions over topics per document for calculating the
distance between topics. There are two possible approaches
for measuring the topic distance: based on document-topic
distributions or topic-word distributions. From a diversity
perspective, document-topic distributions are more suitable
for this task. For example, consider two topics which co-
occur frequently in documents but have different topic-
word distributions. In principle, if a document contains
these topics, it should not be diverse, but since the topic-
word similarity of these two topics is low the document will
have a high diversity.
5.2 Dataset
We use the PubMed abstracts dataset [30] in our exper-
iments. This dataset contains articles published in bio-
medical journals. We use the articles published between
2012 to 2015 for training topic models. This subset contains
about 300,000 documents. Following [1], we generate 500
documents with a high value of diversity and 500 docu-
ments with a low value of diversity. We create high diversity
documents as follows: we first randomly select 10 pairs of
journals. Each pair contains two journals that are relatively
unrelated to each other (we select 20 journals in total). For
each pair of journals A and B, we select 50 articles to create
50 new probability distributions over topics as follows: we
randomly select one article from A and one article from B
and generate a document by averaging the selected articles’
bag of topic counts. In this way, for each pair of journals
we generate 50 documents with a high diversity value. We
create low diversity documents as follows: for each of the
chosen 20 journals, we perform a similar procedure but
instead of choosing articles from two different journals, we
select them from the same journal and generate 25 non-
diverse documents. In the final set we have 500 diverse and
500 non-diverse documents.
5.3 Baselines
Our baseline for the topical diversity task is the method
proposed in [1], which uses LDA for measuring topical
diversity of documents. As an additional baseline, we use
PTM [7] instead of LDA for measuring topical diversity.
PTM is the state-of-the-art in topic modeling approaches,
and based on our results PTM is more effective than the
method proposed in [1]. Thus, PTM is our main baseline in
this task.
5.4 Metrics
To measure the performance of topic models in the topi-
cal diversity task, we follow [1] and report ROC curves
and AUC values. As another evaluation measure, we re-
port the sparsity of topic models: the average number of
topics assigned to the documents of a corpus [7]. This
measure reflects the ability of topic models to achieving
sparse P (t |d) distributions. We also measure the coherence
of the extracted topics. This measure indicates the purity of
P (w | t) distributions and a high value of coherence implies
high purity within topics. For estimating the coherence of
a topic model we use a reference corpus. As our reference
corpus, we use a version of English Wikipedia.2 We estimate
the coherence of a topic model using normalized pointwise
mutual information between the topN words within a topic
using the following equation [16, 20]:
NPMI (T ) =
∑
t∈T
∑
wi,wj∈topN(t)∧i<j
log
P (wi,wj)
P (wi)P (wj)
− log(P (wi, wj)) , (5)
where T is the set of extracted topics, topN(t) is the top N
most probable words within topic t. wi is a word, P (wi, wj)
is estimated based on the number of documents in which
wi and wj co-occur divided by the number of documents
in the reference corpus. P (wi) is estimated similarly, using
maximum likelihood estimation.
5.5 Preprocessing
We first lowercase all the text in the corpus. Then, we
remove the stopwords included the standard stop word list
from Python’s NLTK package. In addition, we remove the
100 most frequent words in the collection and words with
fewer than five occurrences.
5.6 Model parameters
As noted above, the topic modeling approach used in our
experiments with HiTR is LDA. Following [1, 7, 31] we set
the number of topics to 100. We set the two hyperparameters
to α = 1/T and β = 0.01, where T is the number of topics,
following [16]. In the re-estimation process, at each step of
the EM algorithm, we set the threshold for removing un-
necessary components from the model to 0.01 and remove
terms with an estimated probability less than this threshold
from the language models, as in [10].
We perform 10-fold cross validation, using 8 folds as
training data, 1 fold as development set to tune the param-
eters, and 1 fold for testing.
5.7 Statistical significance
For statistical significance testing, we compare our methods
to PTM using paired two-tailed t-tests with Bonferroni
correction. To account for multiple testing, we consider
an improvement significant if: p ≤ α/m, where m is the
number of conducted comparisons and α is the desired
significance. We set α = 0.05. In §6, N and H indicate that
the corresponding method performs significantly better and
worse than PTM, respectively.
2. We use a dump of June 2, 2015, containing 15.6 million articles.
76 RESULTS
In this section, we first present the results of HiTR in topical
diversity task. Then, we analyze each individual level of re-
estimation.
6.1 Topical diversity results
Fig. 3 plots the performance of our topic models across
different levels of re-estimation, and the models we compare
to, on the PubMed dataset. We plot ROC curves and com-
pute AUC values. To plot the ROC curves we use the diver-
sity scores calculated for the generated pseudo-documents
with diversity labels. HiTR improves the performance of
LDA by 17% and PTM by 5% in terms of AUC. From Fig. 3
two observations can be made.
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Fig. 3: Performance of topic models in topical diversity task
on the PubMed dataset. The improvement of HiTR over
PTM is statistically significant (p-value<0.05) in terms of
AUC.
First, HiTR benefits from the three re-estimation ap-
proaches it encapsulates by successfully improving the qual-
ity of estimated diversity scores. Second, the performance of
LDA+TAR, which tries to address the generality problem, is
higher than the performance of LDA+TR, which addresses
impurity. General topics have a stronger negative effect
on measuring topical diversity than impure topics. Also,
LDA+DR outperforms LDA+TR. So, removing impurity
from P (t |d) distributions is the most effective approach
in the topical diversity task, and removing impurity from
P (w |d) distributions is more effective than removing im-
purity from P (w | t) distributions. Table 1 illustrates the
difference between LDA and HiTR with the topics assigned
by the two methods for a non-diverse document that is
combined from two documents from the same journal,
entitled “Molecular Neuroscience: Challenges Ahead” and
“Reward Networks in the Brain as Captured by Connec-
tivity Measures”, using the procedure described in §5.2. As
only a very basic stopword list was applied, words like also
and one still appear. We expect to have a low diversity value
for the combined document. However, using Rao’s diversity
measure, the topical diversity of this document based on
the LDA topics is 0.97. This is due to the fact that there
are three document-specific topics—topics 1, 2 and 4—and
four general topics. Topics 1 and 2 are very similar and the
δ between them is 0.13. The δ between, the other, more
general topics is high; the average δ value between pairs
TABLE 1: Topic assignments for a non-diverse document
using LDA and HiTR. Only topics with P (t |d) > 0.05 are
shown.
LDA
Topic P (t |d) Top 5 words
1 0.21 brain, anterior, neurons, cortex, neuronal
2 0.14 channel, neuron, membrane, receptor, current
3 0.10 use, information, also, new, one
4 0.08 network, nodes, cluster, functional, node
5 0.08 using, method, used, image, algorithm
6 0.08 time, study, days, period, baseline
7 0.07 data, values, number, average, used
HiTR
Topic P (t |d) Top 5 words
1 0.68 brain, neuronal, neurons, neurological, nerve
2 0.23 channel, synaptic, neuron, receptor, membrane
3 0.09 network, nodes, cluster, community, interaction
of topics is as high as 0.38. For the same document, HiTR
only assigns three document-specific topics and they are
more pure and coherent. The average δ value between pairs
of topics assigned by HiTR is 0.19. The diversity value of
this document using HiTR is 0.16, which indicates that this
document is non-diverse.
Next, Table 2 shows the sparsity of P (t |d) using dif-
ferent topic models. All topic models that have TAR level
of re-estimation achieve very sparse topic models. Thus,
TAR contributes more to the sparsity achieved by HiTR.
TAR increases the sparsity of LDA by more than 80%.
This sparsity leads to improvements over the performance
of LDA on the topical diversity task, which indicates that
TAR is able to remove general topics from documents.
Topic models achieved by PTM are slightly more sparse
than those achieved by HiTR. However, the difference is
not statistically significant. The fact that HiTR outperforms
PTM indicates that PTM extremely parsimonizes documents
and throws away essential information from documents
while HiTR removes mostly non-essential information from
documents.
TABLE 2: Sparsity of topic models trained on PubMed for
the topical diversity task. For significance tests we consider
p-value < 0.05/7.
Method Sparsity
LDA 13.77
PTM 1.78
LDA+DR 13.17H
LDA+TR 12.35H
LDA+TAR 2.12
LDA+DR+TR 11.46H
LDA+DR+TAR 2.01
LDA+TR+TAR 1.92
HiTR 1.80
8TABLE 3: The effect of document pre-processing on the
quality of topic models measured in terms of coherence and
AUC achieved in the topical diversity task.
Method Coherence AUC
LDA (without pre-processing) 6.23 0.54
LDA+pre-processing 8.45 0.73
LDA+DR 8.95 0.75
LDA+DR+TR 10.29 0.79
6.2 HiTR results
In this section we analyze different levels of re-estimation to
get insights on how different levels on re-estimation work
individually and how much they are successful in remov-
ing non-necessary information from documents, topics, and
topic-assignments.
6.2.1 Document re-estimation results
In this section we focus on answering our second research
question: What is the effect of DR on the quality of topic
models? Can DR replace manual pre-processings?
DR outperforms LDA by 7% in measuring documents’
topical diversity in terms of AUC. It also outperforms TR
in this task but the difference is not significant. In fact,
DR and TR are addressing the same problem with topic
models. Both are successful in addressing impure topics.
However they are not successful in addressing the general
topics problem, since they have high value of sparsity.
To analyze the effectiveness of DR in re-estimating doc-
uments and addressing the problems with topic models, we
design an experiment in which no manual pre-processing
is done and topic models are trained on these not-pre-
processed documents. Our expectation is that even with-
out doing any pre-processing a method that addresses the
generality problems with topic models should still be able
to achieve a good performance and do the pre-processing
implicitly and automatically. Since DR tries to pre-process
documents automatically, it should achieve a high quality
topic model on these datasets. Table 3 shows the perfor-
mance of LDA, DR, and LDA+DR+TR in terms of their
coherence. As expected, the coherence of LDA decreases by
more than 23% when no pre-processing is done on docu-
ments. More interestingly, adding DR scores better, both in
terms of coherence and AUC, than manual pre-processing.
Next, we analyze the effect of the amount of document
re-estimation on the quality of topic models. We control the
amount of re-estimation by the values of the parameters of
DR: λ and threshold. Fig. 4 shows the effect of different
values of the parameters on documents and its impact on
the quality of trained topic models. Two conclusions can
be drawn. First, λ does not have a great impact on the
documents’ statistics as even with very different values
of λ documents have similar statistics. The threshold has
a bigger impact on the documents. Second, although the
statistics of documents are similar for different values of λ,
the thresholds for which the best coherence is achieved for
them, are very different. For λ = 0.5 the best coherence is
achieved for threshold = 0.01, while for λ = 0.8 the best
coherence is achieved for threshold = 0.05. This indicates
that there is a correlation between these parameters. As
expected, when λ is high, which corresponds to less re-
estimation, the threshold should be high to remove unnec-
essary words from documents.
6.2.2 Topic re-estimation results
To answer our third research question, we now focus on the
TR level of HiTR. Since TR tries to remove the impurity from
topics, we expect TR to increase the coherence of the topics
by removing unnecessary words from topics. Table 4 shows
the top five words for some example topics calculated from
the PubMed dataset, before and after applying TR. These
examples indicate that TR can successfully remove general
words from topics.
TABLE 4: Examples of topics before and after applying topic
re-estimation on the PubMed dataset.
Before TR After TR
Topic t w p(w | t) w p(w | t)
1
women 0.07 women 0.06
men 0.02 men 0.05
costs 0.02 health 0.05
per 0.02 costs 0.03
total 0.02 economic 0.02
2
using 0.01 algorithm 0.04
method 0.01 method 0.03
used 0.01 data 0.03
algorithm 0.01 performance 0.02
data 0.01 system 0.01
3
sequences 0.02 genome 0.05
genome 0.02 sequences 0.04
genes 0.02 genes 0.03
using 0.01 genomic 0.03
two 0.01 gene 0.02
We measure the purity of topics based on the coherence
of words within P (w | t) distributions. Table 5 shows the
coherence of topics according to different topic modeling
approaches, in terms of average mutual information. More
coherent topics are beneficial, because they are an indicator
of more pure topics, which are essential to achieving a
good performance in topical diversity task. TR increases
the coherence of topics by removing the impure parts from
topics. The coherence of PTM is higher than the coherence
of TR. However, when we first apply DR, train LDA, and
finally apply TR, the coherence of the extracted topics is
significantly higher than the coherence of topics extracted
by PTM. From these findings we conclude that TR is effec-
tive in removing impurity from topics. Moreover, DR also
contributes in making topics more pure.
TABLE 5: The coherence of different topic models in terms
of average mutual information between top 10 words in the
topics calculated using Equation 5 on the PubMed dataset.
Method Coherence
LDA 8.17
PTM 9.89
LDA+TR 9.46
LDA+DR+TR 10.29N
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Fig. 4: The effect of different values of the parameters of DR on the documents in terms of their probability mass moved,
type-token ratio, and vocabulary size and its effect on the quality of trained topic models in terms of their coherence.
To see how much impurity is being removed from topics
by using TR, we investigate the effect of TR on the distri-
bution of words within topics and we measure the number
of words and the re-allocated probability mass within topics
before and after TR. Fig. 5 shows the probability mass of the
words left after TP is applied to the topics of the original
LDA model. The average number of words within extracted
topics from the PubMed dataset is about 337 without TR,
and about 181 after performing TR. On average, the words
that are not removed by TR take 41% of the probability mass
in the LDA topic models (the dotted red line in Fig. 5). In the
re-estimated topic model, they occupy the full 100% of the
probability mass. Thus, after applying TR, the topic models
become more sparse, and the remaining topic-specific words
receive higher probabilities. As shown in the figure, over all
topics, after applying TR, the probability mass is re-allocated
and some words are removed.
6.2.3 Topic assignment re-estimation results
To answer our fourth research question, we now turn to the
TAR level of HiTR. We are interested in seeing how HiTR
deals with the issue of general topics. General topics are
topics that, for many documents, have a high probability
of being assigned. To gain insight in how LDA and HiTR
perform in this respect, we sum the probability of assigning
a topic to a document, over all documents: for each topic
t, we calculate
∑
d∈C P (t |d), where C is the collection of
all documents. Fig. 6 shows the distribution of probability
mass before and after applying TAR. General topics natu-
rally have high values as they are assigned to most of the
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Fig. 5: Probability mass of the words left after TR in
the topics of the original LDA model. The y-axis shows∑
{w|PLDA+TR(w | t)>0} PLDA(w | t) for a topic t.
documents with high probability. In Fig. 6 the topics are
sorted based on the topic assignment probability of LDA.
As we can see from Fig. 6, LDA assigns a vast portion of
the probability mass to a relatively small number of topics.
These topics are mostly general topics that are assigned to
most of documents. We expect, however, that many topics
are represented in some documents, while relatively few
topics will be relevant to all documents. When TAR is
applied, the distribution is less skewed and the probability
mass is more evenly distributed.
10
Non-general	topics	
LDA+TAR	
LDA	
Fig. 6: The total probability of assigning topics to the doc-
uments in the PubMed dataset estimated using LDA and
LDA+TAR. (The two areas are both equal to the number of
documents (N ≈ 300K)).
There are some topics that have high
∑
d P (t |d) value in
LDA’s topic assignments and high
∑
d P (t |d) value after
applying TAR as well (they are marked as “non-general
topics” in Fig. 6). Table 6 shows the top five words for these
topics. Although these topics contain some general words
such as “used”, they are not general topics. TAR is able
to find these three non-general topics and their assignment
probabilities to documents in the P (t |d) distributions is not
changed as much as the actual general topics.
TABLE 6: Top five words for the topics marked as “non-
general topics” in Fig. 6.
Topic Top 5 words
1 health, services, public, countries, data
2 surgery, surgical, postoperative, patient, performed
3 cells, cell, treatment, experiments, used
To further investigate whether TAR really removes gen-
eral topics, in Table 7 we show the top five words for
the first 10 topics in Fig. 6, excluding the topics marked
as “non-general topics” in the figure. These seven topics
have the highest decrease in
∑
d P (t |d) values when we
apply TAR. As can be seen from Table 7, the topics contain
general words and are not informative. In the figure, we
can see that after applying TAR, the
∑
d P (t |d) values are
decreased dramatically for these topics and that the mass
is re-distributed across other topics, without creating new
general topics that apply to nearly all documents. We can
conclude that TAR can correctly distinguish general from
specific topics and re-assign probability mass accordingly.
6.3 Parameter analysis
In this section we analyze the effect of the λ parameter on
the performance of DR, TR, and TAR in the topical diversity
task. Fig. 7 displays the performance at different levels of
re-estimation based on a range of values for λ. Recall that
with λ = 1, no re-estimation takes place, and all methods
equal LDA. The following interesting observations can be
made from this figure.
TABLE 7: Top five words for the topics detected by TAR as
general topics.
Topic Top 5 words
1 use, information, also, new, one
2 ci, study, analysis, data, variables
3 time, study, days, period, baseline
4 group, control, significantly, compared, groups
5 study, group, subject, groups, significant
6 may, also, effects, however, would
7 data, values, number, average, used
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Fig. 7: The effect of the λ parameter on the performance of
topics models in topical diversity task on PubMed dataset.
First, DR reaches its best performance with moderate
values of λ (0.4 ≤ λ ≤ 0.45). This reflects that documents
contain a moderate amount of general information and that
DR is able to successfully deal with it. For λ ≥ 0.8 the
performance of DR and LDA is the same and for these
values of λ DR does not increase the quality of LDA.
Second, the best performance of TR is achieved with high
values of λ (0.65 ≤ λ ≤ 0.75). This indicates that topics
usually only need a small amount of re-estimation. With
this slight re-estimation, TR is able to improve the quality of
LDA. However, for the values of λ ≥ 0.75 the accuracy of
TR degrades.
Third, TAR achieves its best performance with very low
values of λ (0.02 ≤ λ ≤ 0.05). These low values of λ corre-
spond to more re-estimation. From this result, we conclude
that most of the noise is in the P (t |d) distributions, and that
aggressive re-estimation allows TAR to remove most of this
noise. The best values of λ optimized for HiTR using the
development set are close to the best values of λ according
to Fig. 7.
6.4 Impact of underlying topic model on the perfor-
mance of HiTR
In this section, we analyze the effect of using PTM as
the underlying topic model for HiTR on the performance
of HiTR. We apply HiTR on top of PTM and compare
the results with the results of applying HiTR on top of
LDA. Table 8 shows the results of this experiment. The
results show that: (1) Applying HiTR on top of PTM does
not improve PTM’s performance significantly. We believe,
the reason is that PTM already removes a lot of general
information from topics/documents, but in some cases it
also removes non-general information. LDA is in the other
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side of the spectrum, it keeps all information (general and
non-general), and HiTR removes general information and
keeps only the non-general information which leads to a
higher performance. (2) PTM benefits the most from the DR
step. It shows that PTM is already effective in removing
generality/impurity from topic-word and document-topic
distributions, however it does not have a mechanism to
remove generality/impurity from document-word distribu-
tions. (3) The performance of HiTR with LDA is significantly
better than the performance of PTM and PTM with HiTR.
As we mentioned, this shows that HiTR is more effective
when the underlying topic model contains all information
(general and non-general) and it can remove the non-general
part. (4) In terms of sparsity, HiTR makes PTM more sparse,
however the difference is not significant. Thus, applying
HiTR on an already sparse topic model does not have a
big influence on its sparsity.
TABLE 8: The performance and sparsity of HiTR using PTM
as the underlying topic model in the topical diversity task.
Method AUC Sparsity
PTM 0.78 1.78
PTM+DR 0.79 1.73
PTM+TR 0.77 1.71
PTM+TAR 0.78 1.65
PTM+HiTR 0.79 1.63
7 ANALYSIS
In this section, we want to gain additional insights into
HiTR and its effects on topic estimation. Purity of topic
assignments to documents based on P (t |d) distributions
has the highest effect on the quality of estimated diversity
scores for documents. Therefore, it is important to measure
how pure the estimated topic assignments are using HiTR.
In this section, we measure how much impurity is removed
by HiTR from topic distributions. Then, we analyze the
efficiency of HiTR.
Based on the topics assigned by HiTR, LDA and PTM,
we perform document clustering and document classifica-
tion. For clustering, following [16], we consider each topic as
a cluster. Each document d is assigned to the topic that has
the highest probability value in P (t |d). For classification,
we use all topics assigned to the document and consider
them as features for a supervised classification algorithm.
As the classification algorithm we use SVM. High accuracy
achieved in document classification is then an indicator of
high purity of topic distributions.
We note that our focus in this section is not on achieving
a top performance in document clustering and classification
tasks: we only consider these tasks as a means to assess the
purity of topic distributions using different topic models.
7.1 Datasets
We use three datasets: 20-NewsGroups,3 Reuters [32] and
Ohsumed.4 The Reuters dataset contains 806,791 documents
3. Available at http://www.ai.mit.edu/people/∼jrennie/
20Newsgroups/
4. Available at http://disi.unitn.it/moschitti/corpora.htm
with category labels for 126 categories. For clustering and
classification of documents, we use the 55 categories in
the second level of the category hierarchy. 20-NewsGroups
contains 20 categories and around 1,000 documents in each
category, so in total there are about 20,000 documents. The
Ohsumed dataset contains 50,216 documents grouped into
23 categories.
7.2 Purity metrics
For measuring the purity of clusters, two standard evalua-
tion metrics are used: purity and normalized mutual informa-
tion (NMI) [33].
7.3 Settings
We evaluate document clustering and classification using
10-fold cross validation and perform the same document
pre-processing as described in §5.5.
7.4 Purity results
Table 9 shows the purity of HiTR in the document clustering
task. For all 3 datasets, on both measures, the purity of topics
created by HiTR is significantly higher than with PTM. As
expected, TAR is mostly responsible for the purity of P (t |d):
all runs which include TAR either improve or do not differ
significantly from PTM. The different combinations show
that also DR and TR yield additional purity, indicating that
each of the three address different issues and contribute in
a different way.
Table 10 shows the performance of different topic mod-
els on the document classification task. Again HiTR sig-
nificantly outperforms PTM on all three datasets. We see
the same trend as with clustering, but amplified: here all
runs without TAR perform significantly worse than PTM.
Note that on the smallest dataset, LDA and PTM performs
already well, and so are harder to improve. Where in docu-
ment clustering only the topics with the highest probability
are considered, in document classification the classifiers
use the entire P (t |d) distributions to classify documents.
Performance of all methods in document classification is
more closer to the perfect classifier than their performance
in document clustering, as the maximum value of both ac-
curacy and purity is 1. This indicates that the most probable
topic does not necessarily contain all information about the
content of a document. In the cases that a document is about
more than one topic, the classifier utilizes all P (t |d) infor-
mation and performs better. Therefore, the higher accuracy
of HiTR in this task is an indicator of its ability to assigning
document-specific topics to documents.
7.5 HiTR’s efficiency
Table 11 shows the execution times of HiTR, LDA, and PTM.
The reported execution time for HiTR is the time took to run
HiTR once, given the corpus as input and topic assignments
to documents as output. All models were run on machines
with 6-core 3.0 GHz processors. The results show that, even
on large datasets, HiTR does not add much complexity to
LDA and the difference between the execution times of LDA
and HiTR are reasonable. The execution times of PTM grow
much faster than those of LDA and HiTR when the number
of documents increase.
12
TABLE 9: Purity of topic models estimated in terms of purity achieved in document clustering. For significance tests, we
consider p-value < 0.05/7.
Reuters (N=806,791, C=55) 20-Newsgroups (18,846, C=20) Ohsumed (N=50,216, C=23)
Method Purity NMI Purity NMI Purity NMI
LDA 0.55 0.40 0.52 0.36 0.50 0.30
PTM 0.61 0.43 0.57 0.38 0.55 0.33
LDA+DR 0.57H 0.41H 0.56 0.39 0.53H 0.32H
LDA+TR 0.57H 0.42H 0.56 0.38 0.53H 0.31H
LDA+TAR 0.60 0.43 0.57 0.39 0.54 0.33
LDA+DR+TR 0.58 0.42H 0.57 0.38 0.54 0.32
LDA+DR+TAR 0.60 0.43 0.58 0.40 0.55 0.35N
LDA+TR+TAR 0.61 0.43 0.58 0.40N 0.56N 0.34N
HiTR 0.64N 0.45N 0.60N 0.42N 0.57N 0.35
TABLE 10: Purity of topic models estimated in terms of accuracy achieved in document classification. For significance
tests, we consider p-value < 0.05/7.
Reuters (N=806,791, C=55) 20-Newsgroups (N=18,846, C=20) Ohsumed (N=50,216, C=23)
Method Accuracy Imp. over LDA Accuracy Imp. over LDA Accuracy Imp. over LDA
LDA 0.76 – 0.81 – 0.50 –
PTM 0.82 8% 0.87 7% 0.56 12%
LDA+DR 0.79H 4% 0.83H 2% 0.52H 4%
LDA+TR 0.78H 3% 0.83H 2% 0.53H 1%
LDA+TAR 0.82 8% 0.85H 5% 0.54 8%
LDA+DR+TR 0.80H 5% 0.84H 4% 0.53H 6%
LDA+DR+TAR 0.83 9% 0.86 6% 0.56 12%
LDA+TR+TAR 0.82N 8% 0.87 7% 0.58N 16%
HiTR 0.85N 12% 0.89N 10% 0.60N 20%
TABLE 11: The execution time of HiTR, LDA, and PTM in
hours. N and #w are the number of documents and tokens
in the corpus, respectively.
Dataset Method Hours
Reuters LDA 6.18
N=807K PTM 26.00
#w=1,5M HiTR 9.17
20-NewsGroups LDA 1.13
N=19K PTM 0.93
#w=5,2M HiTR 1.45
Ohsumed LDA 1.42
N=50K PTM 3.88
#w=10M HiTR 2.45
8 CONCLUSION
We have proposed Hierarchical Topic model Re-estimation
(HiTR), an approach for re-estimating topic models and ap-
plied them to measure topical diversity of text documents.
We have shown by experimental means that our ap-
proaches are able to remove general topics from topic mod-
els and increase the purity of topics. The results show that
the estimated diversity scores for documents using HiTR
are more accurate than those extracted using topic models
created by LDA and PTM. Our three main findings are
as follows. First, general topics have the largest negative
impact on the quality of topic models when they are used
for measuring topical diversity. This indicates that purity
of topic assignments is more important than purity of the
distribution of words in topics and the distribution of words
in documents in topical diversity task. The topic assignment
re-estimation (TAR) that is designed to address this problem
successfully detects general topics and removes them from
documents. Second, re-estimation at each level helps to
improve the quality of estimated diversity scores. We have
shown that these ”cleaned document topic models” yield
better results when applied to measure topical diversity of
documents. However, to achieve a highly accurate diversity
scores, re-estimation at all three levels is needed to improve
on the state-of-the-art PTM approach. Third, we analyzed
the effectiveness of HiTR in two other tasks: document
clustering and document classification. We found that HiTR
can achieve higher performances in these tasks compared to
LDA and PTM. This finding suggest that although HiTR is
originally designed for better estimation of topical diversity,
it can be applied in a wider variety of tasks.
Our proposed approach has some limitations. First,
HiTR is most effective at removing general information from
the probability distributions mentioned. However, to train a
more accurate topic model which has a good performance
in topical diversity task it is also important to remove
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very specific words from documents. Current approaches,
including HiTR, are not able to address this problem ad-
equately. Second, the experiments on the topical diversity
task are conducted in an artificially created dataset. More
robust datasets are needed for evaluating HiTR in this task.
There are several future directions. In principle, HiTR is a
re-estimation method that can be applied to any topic model
to enhance its quality. In this paper, we have applied HiTR
to LDA and PTM. In our future work, we plan to examine
the effect of HiTR on a wide range of topic models besides
LDA and PTM such as PLSA. In this research we adapted
and used Rao’s diversity measure for estimating diversity
of documents. There are several other diversity measures
proposed in biology such as Functional Divergence and
Functional Attribute Diversity.
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