1. This note is written for the purpose of making some remarks relative to a paper by C. D. La Budde [1] in which he describes an algorithm for tridiagonalizing an arbitrary real square matrix using similarity transformations. We shall refer to equations in [1] by their numbers.
2. La Budde's algorithm is composed of n -2 steps. The generic jth step consists essentially of a similarity transformation of the form (see (3.4) Thus at the completion of the in -2)th step the matrix is in tridiagonal form. A sufficient condition for continuation at the jth step is that the number S,-(see (2.5) in [1]) does not vanish.
3. La Budde [1, p. 436] says, "In order to continue the algorithm into step y + 1, we must be certain thatSy+i 9e 0 ... . Now a, b are arbitrary (except for sign) so we may theoretically choose | a \ , \b\ so that Sj+Í ¿¿ 0 .. . . \a\ , \b\ could be determined by trial and error starting ... ." It is our purpose to demonstrate that we may not always be able to choose | a [ and | b \ in order to insure that Sj+i ¥" 0. We shall do this by displaying some matrices which are counter examples. These matrices fall into two categories.
First category. If at some step of the reduction, say the ith step, the matrix A is in the "reduced form" (here and afterwards the subscripts denote the size of the submatrix) (2) with t ^ i, where
At-i and where Ai is an i X * tridiagonal matrix and /¿ and e,-are vectors of dimension t -i, then, not later than step t, the procedure will fail to continue. This will happen because at the (i -l)th step the matrix A will have the form ¿Ul (4) bU 0 ! ct. An. •<+l J in which cf_i is a null vector except for its first component at,t-i, and the first column of An_t+i is null except for its first element au ■ Hence, no matter what values of a and b are chosen, the vector X will have its last (n -t) components zero. Therefore, in the matrix A of (1), Clkt 0,
Consequently, Si = 0 and the procedure cannot be continued.
At this point we give two numerical examples to illustrate the failure of the algorithm when the matrix is in reduced form. In the first example the reduced form emerges at the second step. In the second example the original matrix is in reduced form. In this matrix both $2^0 and a32 = 023 ^ 0. Therefore, we can carry out the second step. However, at this stage, regardless of the values we choose for a and b, X will always have its last two components zero. Therefore, we always have S3' = 0, and the procedure will break down at the third step.
Second category. If at some step i, the matrix has the form Upon discovering that we have applied the procedure to a matrix of the second category we must begin anew after some "preconditioning" of the matrix. For example, this preconditioning can be carried out by a Tkiia) transformation (see (2.1) in [1]) or by a Tlsib) transformation or even by a series of Tk\ia) and Tijib) transformations, where in all cases 1 < j,k ^ n. However, we do not know beforehand how the matrix must be preconditioned in order that the tridiagonalization can be carried out to completion. Hence, the preconditioning is on a trial and error basis.
To illustrate, consider (8) above. We precondition the matrix by a T3i(l) transformation, i.e., In the matrix on the right we see that and we can carry out the third step. At the completion of the third step, the matrix will be in tridiagonal form.
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In the October 1963 issue of Mathematics of Computation, La Budde presented an algorithm for the reduction of an arbitrary real square matrix A to a similar tridiagonal matrix. We show here that when applied to Hessenberg matrices this procedure is identical to the more familiar reduction by elimination methods. Therefore the same care is needed with the new technique as with elimination in treating the instabilities which can occur, see [1] and [3] .
Let A be an unreduced lower Hessenberg matrix; i.e., a,y = 0 if j > i + 1, Oi.i+i 9e 0. La Budde's algorithm [2] consists of a sequence of major steps at the jth of which the current matrix A is transformed to A' = V3iIn-3-+ axy^AY ¡iln-i + bxy1) using the notation of [2] . The equations (3.8)-(3.11) determining the vectors x, y and the scalar c~ = 2Zw+i Xkdjk reduce, in this case, to 
