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A B S T R A C T
Program evaluation is an important source of information to assist organizations to make “evidence-
informed” decisions about program planning and development. The objectives of this study were to
identify evaluated strategies used by organizations and program developers to build the program
evaluation capacity of their workforce, and to describe success factors and lessons learned. Common
elements for successful evaluation capacity building (ECB) include: a tailored strategy based on needs
assessment, an organizational commitment to evaluation and ECB, experiential learning, training with a
practical element, and some form of ongoing technical support within the workplace. ECB is a relatively
new ﬁeld of endeavor, and, while existing studies in ECB are characterized by lower levels of evidence,
they suggest the most successful approaches to ECB are likely to be multifaceted. To build the level of
evidence in this ﬁeld, more rigorous study designs need to be implemented in the future.
Crown Copyright ã 2016 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Evaluation is an important tool to assist organizations to test
new ideas and learn what does and does not work. In an
environment of limited resources, program evaluation is an
essential source of information to assist an organization in making
informed decisions (NSW Department of Premiers and Cabinet,
2013, 2016). Decisions on resource allocation, based on the
rigorous evaluation of individual projects and initiatives, can also
foster greater organizational accountability (Carman, 2013). At the
program level, evaluation allows program managers to: under-
stand the nuances of a program, inform and make necessary
modiﬁcations, and communicate this information to stakeholders
(Brazil, 1999; Danseco, 2013; Heider, 2011; Suarez-Balcazar &
Taylor-Ritzler 2013; Suárez-Herrera, Springett, & Kagan, 2009; Roe
& Roe, 2004). Evaluation is therefore a necessary component of
programs or initiatives carried out by an organization.
Increasingly, government organizations are recognizing evalu-
ation as an integral part of managing government programs at* Corresponding author.
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4.0/).every stage of the program lifecycle. In Australia, the New South
Wales Government Evaluation Framework August 2013 deﬁnes
evaluation as: “a systematic and objective process to make
judgments about the merit or worth of 1 or more programs,
usually in relation to their effectiveness, efﬁciency and appropri-
ateness” (2). This framework mandates that evaluation takes
places across the program lifecycle. While there is information
available on how to conduct an evaluation, evidence of how to
build an organization’s evaluation capacity, so it becomes a part of
everyday practice, is more elusive (Adams & Dickinson, 2010;
Fleischer, Christie, & LaVelle, 2008; Labin, Duffy, Meyers, Wanders-
man, & Lesesne, 2012; Naccarella et al., 2007).
There are differing opinions about what evaluation capacity and
evaluation capacity building (ECB) in an organization entails.
Nacarella et al., 2007 deﬁne evaluation capacity building as
“equipping staff within organizations with the appropriate skills to
conduct rigorous evaluations, and doing so in a manner that
acknowledges and ensures that such evaluations become part of
routine practice”. Prior literature in the ﬁeld of ECB depicts the
variety of ECB methods used by organizations. This literature
describes strategies and organizational features purported to
support an increase in ECB (Connolly & York, 2002; Cousins, Goh,
Clark, & Lee, 2004; Nielsen, Sebastian, & Majbritt, 2011; Preskill &
Boyle, 2008b). While the literature offers expert knowledge, whichcle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
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evaluation of these activities is often absent.
Our study uses a meta-narrative approach to review and
synthesize the literature describing strategies, models and
frameworks for organizational evaluation capacity building. This
approach, which has emerged over the last decade, helps to
characterize and conceptualize information in a speciﬁc topic area
taken from heterogeneous literature (Greenhalgh et al., 2005;
Wong, Greenhalgh, Westhorp, Buckingham, & Pawson, 2013). The
objectives of our study were to identify ECB strategies employed by
organizations and program developers, focus on those efforts that
have concurrently or subsequently undergone evaluation, and
describe key success factors and lessons learned.
2. Methods
2.1. Literature review
Our literature review included publications that focused on
strategies, frameworks, and processes that build program evalua-
tion capacity on an individual, program, and organizational level.
The study design, search terms, and databases covered in our
literature search are described in Table 1.
The literature review was conducted in 2 phases in January
2015. In Phase 1, abstracts were retrieved and reviewed against the
review criteria. In Phase 2, full papers were retrieved for abstracts
that met the review criteria in Phase 1. These were assessed against
the review criteria.
Studies included in the review met the following criteria:
 were published in English from January 1990 to January 2015,
and
 clearly articulated a process, theory, model, or framework for
building the capacity to execute program evaluation within an
organization, or
 described a tool or method developed to assist individuals within
organizations with the process of executing evaluations, or
 were theoretical and opinion pieces, case studies, descriptive
studies, or intervention studies.
Studies excluded from the review after Phases 1 and 2 were
those that:
 evaluated capacity building programs not related to evaluation
capacity building (for example, those that described manage-
ment capacity building),
 described an evaluation of a clinical intervention or speciﬁc
health program
 were dissertations that could not be accessed.
The search process is summarized in Fig. 1. During the search,
adjacency of the search terms was used to connect the terms more
closely. “Capacity” and “capability” were searched for adjacency toTable 1
Study designs, search terms, and databases included in the literature search of program
Study descriptions Review search terms Review data
Theoretical and opinion pieces Capacity building OR MEDLINE (g
Case studies Capability building OR OVID Nursin
Descriptive studies Capability development OR EMBASE: 19
Intervention studies Capacity development OR AAMED (Alli
Frameworks Facility and EBM Review
Systematic reviews Evaluation PsycINFO (p
Google
Google Schothe words “building” and “developing” by 3 words. This is depicted
as “adj3”. The resultant combinations of search terms were then
searched for adjacency to “evaluation” by 10 words, depicted as
“adj10”. The symbol “$” was then used to truncate “develop” and
“evaluate” to include variations on both of these words in the
search. Finally, the ﬁrst 20 pages in the Google search were
reviewed for appropriate inclusions.
2.2. Thematic analysis
A third phase involved a team discussion of included
publications to identify key themes. The team reﬁned the inclusion
criteria to include only studies that used qualitative and/or
quantitative research methods to assess either/or the reach,
acceptability, and effectiveness of evaluation capacity building
activities and strategies. The ﬁrst author conducted the thematic
analysis according to the reﬁned inclusion criteria and key themes.
Information about the included studies is summarized in
Appendix A, which provides details of: study type, level of
evidence, target audience for the ECB activity such as the sector or
staff type trained, country the strategy or study occurred in,
elements–activities of the ECB strategy–framework–effort, how
the ECB activity–strategy–framework was evaluated, and impor-
tant ﬁndings or success factors–barriers. The ﬁrst author also
recorded the frequency of mentions of success factors and barriers.
These are provided in Appendix B.
2.3. Levels of evidence
A cornerstone of evidence based practice across health and
human services is the hierarchical system of classifying evidence
(Centre for Evidence-Based Medicine, 2009). This hierarchy is
known as the levels of evidence. There are ranges of evidence
hierarchies. This review used an adaption of the Australian
National Health and Medical Research Council’s 4 levels of
evidence (National Health and Medical Research Council, 2000)
which is comparable to other internationally accepted hierarchies.
The authors added a 5th level which includes qualitative
perspectives and expert opinions. These 5 levels are described
in greater detail below:
 Level I: evidence obtained from a systematic review of all
relevant randomized controlled trials (RCTs).
 Level II: evidence obtained from at least 1 properly designed RCT.
 Level III-1: evidence obtained from well-designed pseudo RCTS
(alternate allocation or some other method).
 Level III-2: evidence obtained from comparative studies
(including systematic reviews of such studies) with concurrent
controls and allocation not randomized, cohort studies, case-
control studies, or interrupted time series with a control group.
 Level III-3: evidence is obtained from comparative studies with
historical control, 2 or more single arm studies, or interrupted
time series without a parallel control group. and organizational evaluation capacity building.
bases
eneral medicine): 1946 to present
g Database: 1946 to present
80 to 2014
ed and contemporary medicine): 1985 to Jan 2015
s: Cochrane Database of Systematic Reviews 2005 to Nov 2014
sychology and related behavioral and social sciences): 1987 to week 5 Dec 2014
lar
Phase 1  
No lim its:  1990 –January 2015 
capacity adj3  building     n = 9,61 1 
capability adj3  buildin g    n = 20 5 
capaci ty adj3 develop$    n=  9 ,32 8 
capability adj3  develop$     n=  1,63 8 
evalua t$     n=   6,069,007 
Limited  to E ngl ish, Abstra ct and H uma n: 1990–Jan 
2015  
capacity adj3  building     n = 7,37 9 
capability adj3  buildin g    n = 13 8 
capaci ty adj3 develop$    n=  5 ,18 0 
capability adj3  develop$     n=  865 
evalua t$     n=   3,5409,46 
Total      n= 163,378
‘Evaluat $’ and  search te rms  combi ned  with  ‘AND ’ 
1. capa city adj3 building    adj10 evalua t$ n= 49 1 
2. capabili ty adj3 building   adj10 evalua t$  n= 9 
3. capa city adj 3 de velop$   adj10 evaluat$  n= 194   
4. capability  adj3 develop$    adj10 evalua t$ n=  20 
Total   n= 682
Excluded: 
•  Duplica te recor ds (n= 253)
• Did no t meet review criteria  (n=282)
Included : 
•  Additional publica tions iden tified in  
Google search   
o gr ey literature  (n=3)
o  peer reviewed article s (n=7)
Phase 1  
Review of abstracts (n = 157) 
Phase 2  
Review of titles and  full papers  (n = 81 )  
Excluded: 
• Did no t meet review criteria
after abstract  revie w (n = 69)
• Dissertations  (n = 7)
Excluded: 
• Did not meet rev iew  criteria 
after review of full papers 
(n  = 17 )
Included in review: focus  on conce pts,  theorie s and 
models n = 64  
ECB models  of  concepts  (n  = 9)
ECB model s–fr ameworks  for pract ical appli cation  (n  = 29) 
Evaluation of ECB (n  = 26) 
Phase 3  
Inclus ion  of  studies us ing r esearch m ethods  to assess 
reach, accept abili ty, effect iveness of E CB strategies or 
implementat ion  of a f ram ework  (n = 21 ) 
Excluded: 
• Did no t include an evaluation 
of  an ECB inter vention or  
ECB fram ework 
implementation (n = 43)
Fig. 1. Literature search process and numbers of papers identiﬁed, excluded and included in the literature search of program and organizational evaluation capacity building.
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pre-test–post-test
 Level V: qualitative perspectives and expert opinions.
Consistent with other levels of evidence in medicine (Centre for
Evidence-Based Medicine, 2009), Level V was added to the
evidence hierarchy in order to capture relevant qualitative
perspectives and expert opinions in the narrative review.3. Results
3.1. Exclusion criteria
Of the 64 publications included after the Phase 1 and Phase 2
review processes, 43 were excluded for not formally assessing an
ECB framework or activity. Of these excluded publications, 11 were
commentaries or opinion pieces, 2 were frameworks written for
speciﬁc organizations (gray literature), 22 were descriptive pieces
4 S. Norton et al. / Evaluation and Program Planning 58 (2016) 1–19such as case studies without an element of ECB assessment, and 3
surveyed expert opinion regarding an ECB framework or activity
which was not based on implementing a speciﬁc intervention, 2
assessed an organization’s capacity to evaluate using capacity
proﬁling framework, 1 was the development and validation of an
evaluation capacity assessment instrument, 1 was a systematic
review that did not focus speciﬁcally on evaluated studies, 1
described a method for and conducted a needs assessment.
3.2. Inclusion criteria
The 21 publications included in the review were non-
experimental intervention studies (Appendix A). Sixteen did not
use a comparison group and 5 incorporated comparison of the
intervention group over different time points of the ECB effort. This
includes comparison of the quality and numbers of evaluation ﬁnal
reports being produced by the organization over a 4-year period
(Fourney, Gregson, Sugerman, & Bellow, 2011); comparison of
evaluation ﬁnal report scores over 2 funding periods (Satterlund,
Treiber, Kipke, Kwon, & Cassady, 2013), or comparison of
evaluation ﬁnal report scores at 2 time points (Treiber, Cassady,
Kipke, Kwon, & Satterlund, 2011) after introduction of the ECB
effort; baseline, follow up, and ﬁnal surveying to assess an
organization’s ECB effort (Akintobi et al., 2012); and pre- and post-
training workshop testing of knowledge and attitudes (McDuff,
2001).
3.3. Types of ECB strategies implemented
Implemented ECB intervention strategies had the following
characteristics:
 20 included training–workshops as a core ECB component
(Akintobi et al., 2012; Bamberg, Perlesz, McKenzie, & Read, 2010;
Campbell & Longo, 2002; Compton, MacDonald, Baizerman,
Schooley, & Zhang, 2008; Cooke, Nancarrow, Dyas, & Williams,
2008; Dickinson & Adams, 2012; Fleming & Easton, 2010;
Fourney et al., 2011; García-Iriarte, Suarez-Balcazar, Taylor-
Ritzler, & Luna, 2011; Higa & Brandon, 2008; Kaye-Tzadok & Spiro
2014; Levine, Russ-Eft, Burling, Stephens, & Downey, 2013;
McDonald, Rogers, & Kefford, 2003; McDuff, 2001; Nu’Man, King,
Bhalakia, & Criss, 2007; Preskill & Boyle 2008a; Satterlund et al.,
2013; Treiber et al., 2011; Sundar, Kasprzak, Halsall, & Woltman,
2011; Volkov, 2008).
 14 included provision of either/or technical assistance, mentor-
ing, coaching, individual and/or organizational consultancy
(Akintobi et al., 2012; Compton et al., 2008; García-Iriarte
et al., 2011; Levine et al., 2013; Preskill & Boyle, 2008a; Satterlund
et al., 2013; Treiber et al., 2011; Bamberg et al., 2010; Campbell &
Longo, 2002; Cooke et al., 2008; Dickinson & Adams, 2012; Higa
& Brandon, 2008; Sundar et al., 2011; Fourney et al., 2011).
 12 incorporated partnership development or collaboration with
another body to support evaluation (Akintobi et al., 2012; Cooke
et al., 2008; Compton et al., 2008; Fleming & Easton 2010; García-
Iriarte et al., 2011; Lennie, 2005; Levine et al., 2013; McDonald
et al., 2003; McDuff, 2001; Preskill & Boyle 2008a; Treiber et al.,
2011; Volkov, 2008).
 11 included development or provision of evaluation tools and/or
written materials such as guides (Bamberg et al., 2010; Fourney
et al., 2011; Lennie, 2005; Preskill & Boyle, 2008a; Satterlund
et al., 2013; Treiber et al., 2011; Volkov 2008; Higa & Brandon,
2008; Compton et al., 2008; McDonald et al., 2003; Sundar et al.,
2011).
 3 included either a needs assessment (McDuff, 2001; Nu’Man
et al., 2007) or an evaluation capacity assessment (Akintobi et al.,2012) of the organization as an important component of the
study.
 3 included having a dedicated evaluation team or internal
evaluation staff (Cooke et al., 2008; McDonald et al., 2003;
Volkov, 2008) with 1 of these strategies highlighting the
importance of having protected time to carry out research
(Cooke et al., 2008).
3.4. Settings and organizational characteristics
Ten (48%) of the 21 studies targeted or were funded by
government organizations, 7 (33%) by non-government organiza-
tions, 3 (14%) were cross sector, and 1 (5%) was unclear. Four of the
non-government organizations were indicated as not-for-proﬁt, 3
were university-driven studies.
Thirteen (62%) studies were based in the United States of
America, 3 (14%) in Australia, and the remaining 5 (24%) studies
were based in the United Kingdom, New Zealand, Israel and Kenya.
Seventeen (81%) of the studies were published since 2006.
3.5. Levels of evidence
The review has contrasted the ways in which researchers have
studied ECB and highlighted that a large proportion of the available
studies are descriptive in nature rather than intervention studies.
Less than half of the studies that passed Phase 2 of the review
process used either qualitative or quantitative research methods to
assess ECB. Those studies included after Phase 3 were intervention
studies which directly assessed an ECB effort, or some aspect of an
ECB effort, including assessing documentation to retrospectively
garner information about the ECB activities that organizations
have implemented (Appendix A).
3.6. Success factors and barriers
Despite the lack of high quality evidence, the 21 papers included
in the review were thematically analyzed to determine key success
factors and barriers to evaluation capacity building. The papers
were reviewed and a code frame developed by the ﬁrst author in
discussion with co-authors. Success factors and barriers were not
always explicit and in some studies success factors were the
elements within the presented strategy or framework on which an
intervention was assessed.
3.6.1. Multi-dimensional approach with experiential learning
This review highlights that a successful ECB effort requires a
multi-dimensional approach, with all studies either explicitly or
implicitly identifying this within their frameworks or ECB efforts.
Evaluation training was presented as a key element across most of
the studies (Dickinson & Adams, 2012; Cooke et al., 2008; Fleming
& Easton 2010; Fourney et al., 2011; García-Iriarte et al., 2011; Higa
& Brandon, 2008; Kaye-Tzadok & Spiro, 2014; Levine et al., 2013;
McDonald et al., 2003; McDuff, 2001; Nu’Man et al., 2007; Preskill
& Boyle, 2008a; Satterlund et al., 2013; Compton et al., 2008;
Sundar et al., 2011; Treiber et al., 2011; Volkov, 2008).
3.6.2. Organizational features and support
The importance of organizational structure and attitude to
evaluation for ECB was a common theme in these studies (Cooke
et al., 2008; Compton et al., 2008; Dickinson & Adams,
2012Fleming & Easton 2010; McDonald et al., 2003; Preskill &
Boyle, 2008a; Sundar et al., 2011; Volkov, 2008). This included
viewing evaluation as an organizational focus or priority, increas-
ing communication about evaluation within the organization, and
demonstrating strong evaluation leadership which is seen to
S. Norton et al. / Evaluation and Program Planning 58 (2016) 1–19 5inﬂuence the evaluation culture within an organization. Strong
evaluation leadership could be demonstrated by recognizing and
supporting evaluation in a number of ways: embedding evaluation
into work processes through policy and procedures that upholds
evaluation expectations (Compton et al., 2008; Fourney et al., 2011;
Kaye-Tzadok & Spiro 2014; Sundar et al., 2011; Dickinson & Adams,
2012; García-Iriarte et al., 2011; Volkov, 2008); having adequate
program monitoring and information systems (Treiber et al., 2011;
Compton et al., 2008; Fourney et al., 2011; Fleming and Easton,
2010; Levine et al., 2013; McDuff, 2001; McDonald et al., 2003;
Volkov, 2008; Satterlund et al., 2013); ensuring there is adequate
funding for evaluation in the program budget (Campbell & Longo,
2002; Compton et al., 2008; Lennie, 2005; Levine et al., 2013;
Volkov, 2008; Preskill & Boyle, 2008a; Nu’Man et al., 2007); and
taking concrete steps to provide support to staff in carrying out
evaluations in whatever form that takes (expertise, supervision,
time, extra staff).
An experiential learning approach to training, by inclusion of
practical application of knowledge to the participants work
situation, was seen by a number of the studies as being crucial
to effective training (Akintobi et al., 2012; Campbell & Longo, 2002;
Preskill & Boyle 2008a; Nu’Man et al., 2007; Kaye-Tzadok & Spiro,
2014; Dickinson & Adams, 2012; Fleming & Easton, 2010;
McDonald et al., 2003; McDuff, 2001; Satterlund et al., 2013;
Sundar et al., 2011; Volkov, 2008).
Provision of technical support in the workplace—through
mentorship, coaching and external evaluators—was seen as a
crucial element of many of the ECB strategies (Akintobi et al., 2012;
Bamberg et al., 2010; Campbell & Longo, 2002; Compton et al.,
2008; Dickinson & Adams, 2012; Fleming & Easton, 2010; Fourney
et al., 2011; Higa & Brandon, 2008; Levine et al., 2013; McDonald
et al., 2003; Preskill & Boyle, 2008a; Treiber et al., 2011; Volkov,
2008) and is an adjunct or alternative to practicing skills within a
training program. Alternative or extra supports that were also
favored in the review included: having access to evaluation tools
such as guides, templates, program logic (Akintobi et al., 2012;
Bamberg et al., 2010; Compton et al., 2008; Fourney et al., 2011;
García-Iriarte et al., 2011; Higa & Brandon 2008; McDonald et al.,
2003; Satterlund et al., 2013; Sundar et al., 2011; Treiber et al.,
2011; Volkov, 2008); and connecting, networking and sharing
ideas, for example, with other people or organizations evaluating
similar programs (Campbell & Longo, 2002; Cooke et al., 2008;
Lennie, 2005; Fleming & Easton, 2010; Preskill & Boyle, 2008a;
Sundar et al., 2011). All of the ECB efforts included in this review
use different combinations of these supports. Part of organization-
al support for evaluation, which fosters buy-in from staff, is having
an organizational expectation and a mechanism to use evaluation
outcomes in a timely way to inform ongoing practice (Akintobi
et al., 2012; Fleming & Easton, 2010; Lennie, 2005; Sundar et al.,
2011; Compton et al., 2008; Fourney et al., 2011; Nu’Man et al.,
2007; Satterlund et al., 2013; Treiber et al., 2011; García-Iriarte
et al., 2011; McDonald et al., 2003; Volkov, 2008).
3.6.3. Organizational evaluation capacity assessment or needs
assessment
Carrying out organizational evaluation capacity assessment or
needs assessment, as either a precursor to undertaking ECB
activities or to inform ongoing efforts in this area, is another
common theme found in this review (García-Iriarte et al., 2011;
McDuff, 2001; Nu’Man et al., 2007; Satterlund et al., 2013; Treiber
et al., 2011). Different departments in an organization may have
different baseline levels of evaluation capability and different
needs for evaluation depending on the programs and projects that
they implement. McGeary (2009) suggests that part of a needs
assessment includes ﬁrst determining the ECB target status. A
more targeted approach to implementing ECB strategies, tailoredto the contextual background of the organization, and the types of
programs they evaluate, can then be taken (Akintobi et al., 2012;
García-Iriarte et al., 2011; Lennie, 2005; McDuff, 2001; Nu’Man
et al., 2007; Preskill & Boyle, 2008a; Satterlund et al., 2013; Treiber
et al., 2011).
3.7. ECB implementation challenges
Challenges to implementation of ECB interventions and
activities were not always explicit in the included studies. Factors
mentioned as having posed as a challenge to implementing ECB
activities that were highlighted within this review are having: a
lack of time to evaluate (Akintobi et al., 2012; Bamberg et al., 2010;
Campbell & Longo, 2002; Dickinson & Adams, 2012; Fleming &
Easton, 2010; Kaye-Tzadok & Spiro, 2014; Lennie, 2005; Levine
et al., 2013; Compton et al., 2008; Volkov, 2008); a lack of dedicated
ﬁnancial support or support generally (Campbell & Longo, 2002;
Compton et al., 2008; Lennie, 2005; Levine et al., 2013; Volkov,
2008); a lack of research and evaluation infrastructure (Akintobi
et al., 2012; Campbell & Longo, 2002; Lennie, 2005; Levine et al.,
2013); staff turnover (Akintobi et al., 2012; Compton et al., 2008;
Levine et al., 2013; Satterlund et al., 2013); conﬂicting agendas of
different stakeholder groups (Lennie, 2005; Compton et al., 2008;
Volkov, 2008); an inability to apply new knowledge to practice
(Bamberg et al., 2010; Dickinson & Adams, 2012); institutional
resistance to evaluation (Fleming & Easton, 2010; Levine et al.,
2013; Volkov, 2008); varying levels of staff evaluation expertise
(Compton et al., 2008; Satterlund et al., 2013); a lack of staff
involvement or buy-in (Akintobi et al., 2012); a lack of incentive
and rewards for evaluation (Satterlund et al., 2013); a lack of a
purposeful long-term ECB plan (Volkov, 2008); local staff
recognition and use of ECB services (Satterlund et al., 2013); and
increased demand for evaluation and requests for support from
other divisions and agencies once evaluation capacity improved
(McDonald et al., 2003).
3.8. ECB evaluation challenges
Challenges to evaluating ECB activities or efforts were less
deﬁned and often not discussed. Bamberg identiﬁed that the
multiple elements or conditions required for a successful ECB
effort were frequently interdependent and reliant on one another
(Bamberg et al., 2010). This speaks to some of the difﬁculty related
to teasing out and measuring which interventions and elements
have the most impact on ECB. Evaluating the multidimensionality
needed for an ECB effort are further complicated by the difﬁculty
with empirically quantifying and therefore measuring beneﬁcial
elements (Fourney et al., 2011).
A number of studies’ ECB efforts were incorporated within the
implementation and evaluation of the program/s for which
evaluation capacity is being built (Akintobi et al., 2012; Lennie,
2005; Nu’Man et al., 2007). As a result ECB speciﬁc evaluation was
just one part of the evaluation process and often not well deﬁned,
considered or evaluated separately from the evaluation of the
actual program.
According to Satterlund et al. (2013), ECB is an inexact science.
While theirs was one of the few studies that paid attention to
impact assessment (that is, of a Tobacco Control Evaluation
Center), they recommend standardized pre-intervention measure-
ment and evaluation assessment including skills knowledge and
attitude, but acknowledge that they did not carry out this pre
assessment only carrying out some measurement during funding
cycles after implementation had commenced. This is echoed by
Akintobi et al. (2012) who also acknowledge that evaluability
assessment gives a good baseline for the organization as it deﬁnes
what is needed and how program success would be determined
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(Akintobi et al., 2012).
Other challenges were related to bias that would have been
introduced through survey self-assessments (Kaye-Tzadok & Spiro,
2014) and also related to poor questionnaire response (Kaye-
Tzadok & Spiro, 2014; Treiber et al., 2011). Avoiding interviewer
bias and to ensure content validity of interviews, required effort in
training of the interviewer (Higa & Brandon, 2008). Others noted
that evaluation ﬁndings may not be translatable to other
organizations and programs (Bamberg et al., 2010) or even within
a similar organization if a different evaluation coordinator is used
(García-Iriarte et al., 2011). There was also an acknowledgement
that evaluation did not always address evaluation of retention
(Treiber et al., 2011) or long term sustainability of an ECB effort
(García-Iriarte et al., 2011).
4. Discussion
As 81% of reviewed studies were published since 2006,
evaluation capacity building is a growing ﬁeld of interest. We
only reviewed 21 studies that assessed ECB interventions, with the
majority of ECB papers published providing narrative accounts of
ECB efforts and conceptualizations of ECB frameworks.
Many of the reviewed studies only used qualitative research
methods to assess the impact of ECB efforts. Intervention studies
often assessed aspects such as reach and acceptability with only a
small number of studies using a research design that would allow
attribution of intervention effects, albeit weak. None of the
reviewed studies could establish a causal link between ECB efforts
and more effective evaluation practice. Applying the adapted
National Health and Medical Research Council’s Levels of Evidence,
the evidence strength of most studies was Level IV and Level V
suggesting the ﬁeld can strengthen methods used to assess ECB
efforts. Increasingly decision makers across ﬁelds are encouraged
to ﬁnd the highest level of evidence to answer policy questions
(Centre for Evidence-Based Medicine, 2009) and ECB efforts should
be no exception.
While many of the studies have lower levels of evidence, they
still offer important insights, and an understanding of how
organizations have attempted to build evaluation capability and
how they have addressed challenges to ECB efforts. This provides
an important pool of information about perceived barriers and
enablers to ECB. This review highlights that a successful ECB effort
requires a multi-dimensional approach. All reviewed studies
explicitly or implicitly identiﬁed this in their frameworks or ECB
efforts.
While building knowledge through training in the theory and
methods of how to conduct evaluations is important, where there
are knowledge gaps in an organization, the reviewed studies
suggest that taking this knowledge back to the workplace, and
applying it to practice is challenging. This challenge is often related
to a lack of conﬁdence in how to apply learnt techniques to
evaluation practice (Bamberg et al., 2010; Dickinson & Adams,
2012).
The review studies suggest that experiential learning
approaches can go some way to address these challenges (Kolb,
2012) by offering a more holistic approach to learning. The premise
to this approach is about including concrete experiences which
form “the basis for observations and reﬂections. These reﬂections
are assimilated and distilled into abstract concepts from which
new implications for action can be drawn. These implications can
be actively tested and serve as guides in creating new experiences”
(Kolb, 2012). The review studies have recognized this by employing
multidimensional interventions so that learning goes beyond
training to provide an ongoing experiential process of growth.The review studies employed a variety of methods to
incorporate experiential approaches into ECB efforts such as,
training workshops that are interactive (Satterlund et al., 2013),
training developed based on workplace evaluability assessment or
observed need (Akintobi et al., 2012; Nu’Man et al., 2007;
Satterlund et al., 2013; Treiber et al., 2011; McDuff, 2001),
incorporating within training project planning, logic model
development and program tool development which is speciﬁc to
participants’ workplace programs (Dickinson & Adams, 2012;
Fleming & Easton, 2010), conducting a workplace-based evaluation
as a core element of the training course (Kaye-Tzadok & Spiro,
2014; McDuff, 2001) or offering web-based training that can
potentially be completed at the most useful time for the
participant in their learning process (Sundar et al., 2011). In
essence, to be able to continue the evaluation growth journey,
experiential learning must continue beyond training.
Technical assistance or support was overwhelmingly recog-
nized by review studies as an important element of any ECB effort
(Akintobi et al., 2012; Bamberg et al., 2010; Campbell & Longo,
2002; Compton et al., 2008; Dickinson & Adams, 2012; Fourney
et al., 2011; Higa & Brandon 2008; McDonald et al., 2003; Preskill &
Boyle, 2008a; Treiber et al., 2011; Fleming & Easton 2010; Levine
et al., 2013; Volkov, 2008). Assistance is crucial in promoting the
development of the new evaluator while transitioning from the
classroom through to the early stages as an evaluation practitioner.
It is at this point that technical assistance and support is
particularly important to problem solve and build conﬁdence.
The review studies used a variety of methods for providing
technical support including: external or internal consultancy
services (Akintobi et al., 2012; Dickinson & Adams, 2012; Higa &
Brandon 2008; Preskill & Boyle 2008a); mentoring in an individual
or group format with a consultant (Bamberg et al., 2010). Others
used an internal research and evaluation unit with an evaluation
lead and a contracted consultant (Volkov, 2008) or an evaluation
support team which may include individual organizations
choosing to contract out some parts of the evaluation such as
data collection, expert mentors or by submitting work for expert
review (McDonald et al., 2003). Other ECB efforts offered a
nationwide or state-based multi-modal, program-speciﬁc central
ofﬁce which offered site visits, telephone and email contact, and
workshops and training (Compton et al., 2008; Treiber et al., 2011).
Other models of technical support involved improving the ability
to process and analyze research data by providing access to
efﬁcient infrastructure and expert biostatistical support (Campbell
& Longo, 2002; Treiber et al., 2011; Compton et al., 2008; Fourney
et al., 2011; Levine et al., 2013; Fleming & Easton, 2010; McDonald
et al., 2003; McDuff, 2001; Satterlund et al., 2013; Volkov, 2008).
Organizational attitude and structure that promotes evaluation
and ECB was also considered an important element in providing a
working environment conducive to ongoing growth in evaluation
learning. Vital to achieving a conducive environment, an organi-
zation must provide tangible support through provision of
sufﬁcient funding for evaluation to be incorporated adequately
into programs (Campbell & Longo, 2002; Compton et al., 2008;
Lennie, 2005; Levine et al., 2013; Volkov, 2008) and by preventing
or removing technical barriers.
Ensuring that evaluation results are actually acknowledged and
used to improve programs was thought to foster organizational
learning in the program area being evaluated which will ultimately
contribute to a sense of the value of evaluation, and by doing so will
encourage future evaluative activity (Akintobi et al., 2012; Fleming
& Easton, 2010; Lennie, 2005; Sundar et al., 2011; Compton et al.,
2008; Fourney et al., 2011; Nu’Man et al., 2007; Satterlund et al.,
2013; Treiber et al., 2011; García-Iriarte et al., 2011; McDonald
et al., 2003; Volkov, 2008).
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within an organization past the initial effort is an area that merits
further examination. Many of the included studies built their ECB
efforts over a number of years. How sustainability is best attained
in concrete terms is less apparent. Fourney et al., 2011 refer to the
need to address large scale questions like ‘dosage’ and type of
intervention for ECB sustainability. This points to the need for
rigorous, long term evaluation to ascertain what works initially and
what will maintain the level of evaluation knowledge, skills,
attitude and behaviors that actually generates evaluation activity,
within an organization, to inform organizational policy.
The review studies focused more on measuring individual and
organizational ECB capacity and staff skills rather than rigorous
assessment of the impact of ECB interventions on evaluation
activity. A number of the studies present a retrospective evaluation
of ECB activities (García-Iriarte et al., 2011; McDonald et al., 2003;
Preskill & Boyle, 2008a; Compton et al., 2008; Volkov, 2008). Other
studies measured whether evaluation activity actually increased
within the organization as a result of ECB efforts. Activities
measured included completion of a program evaluation based on
an evaluation plan developed in a course (Kaye-Tzadok & Spiro,
2014); increases in external presentations and publications by
principal investigators (Levine et al., 2013); numbers of grant
proposals submitted and funded (Campbell & Longo, 2002);
numbers who had used program logic, developed an evaluation
plan, criteria and standards, and had completed or were
undertaking an evaluation (Dickinson & Adams, 2012) and
numbers of people who started and completed an evaluation
and used the results to improve their program (Fleming & Easton,
2010). Other included studies empirically measured evaluation
activity by counting numbers of completed evaluation reports and
in some cases scored the quality of the reports (Fourney et al., 2011;
Satterlund et al., 2013; Treiber et al., 2011). The lack of rigorous ECB
impact assessment on evaluation activity has meant that
ultimately there has been less of a focus on the impact of ECB
on informing policy and practice decision making which should bea focus of future ECB research. This study highlights the
importance of using approaches like meta-narrative reviews as a
way of assessing qualitative and mixed methods studies until a
stronger evidence base develops in the future (Greenhalgh et al.,
2005).
5. Conclusion
ECB is a relatively new ﬁeld, with a small number of
experimental studies identiﬁed in the review. In light of this, it
is difﬁcult to draw strong conclusions about the best methods to
building ECB because of the lack of ability to be able to attribute the
effects of evaluation capacity on evaluation practice. More rigorous
study designs will need to be implemented in the future to build
the strength of evidence in this ﬁeld of study. While existing
studies in ECB are characterized by lower levels of evidence, they
do suggest that the most successful approaches to ECB are likely to
be multifaceted.
6. Lessons learned
Common elements for successful evaluation capacity building
(ECB) include: a tailored strategy based on needs assessment; an
organizational commitment to evaluation and ECB speciﬁcally;
and experiential learning, training with a practical element, and
some form of ongoing technical support within the workplace. ECB
is a relatively new ﬁeld of endeavor. While existing studies in ECB
are characterized by lower levels of evidence, they suggest the
most successful approaches to ECB are likely to be multifaceted.
More rigorous study designs need to be implemented in the future,




Summary of characteristics of studies describing interventions for evaluation capacity building that have been evaluated.








Target audience or setting
and the country of
occurrence














 A 3 partner collaborative
was set up to identify
and respond to evalua-
tion capacity needs of
organizations
 An evaluability assess-
ment was carried out
with program imple-





 A program logic was
developed for programs
 Technical assistance was
provided
 Site-visits were carried
out for relationship
building and document
review (for the assess-
ment)
 Evaluation capacity







 Feedback and discussion
sessions from training














views and document re-
view were used in the
evaluability assessments
 Baseline, follow-up and
ﬁnal assessments of or-
ganizations’ evaluation
capacity were performed









 Practical hands-on learn-
ing opportunities
 (relevant to participant
current programmatic
needs)
 Electronic tools and tem-
plates




 Ongoing assessment to
increase local buy-in
 Employ mixed methods






 Related to data collection,
entry and analysis
 Staff resources and time















 Dissatisfaction with the
status quo
 Knowledge and skills
 Available resources
 Available time
 Rewards or incentives
 Participation is expected
and encouraged
 Commitment by those
involved
 Leadership
Using a cooperative inquiry
approach, the research and
evaluation capacity strate-
gies that were employed
were:
 Appointment of a re-
search and evaluation
consultant
 Development of a 10 hour
research and evaluation
training program
 Development of a site on
the intranet dedicated to
resources for evaluation
 Provision of mentoring
and coaching of staff
throughout projects








methods were used to





 Observations and record-
ing of relevant meetings
 Thematic analysis of data
Training participants were
given a pre and post-test
questionnaire using a 7
point Likert scale
Measured:
 Number of requests for
research & evaluation as-
sistance at 2 time points
during the 2 years of data
collection
 Access rate of website
resources at 2 time points
Success factors
 Ongoing support, men-
toring and coaching of




 Tools and resources for
evaluation available via
an intranet site










in staff position descrip-




 Training was well re-





in conducting their own
projects
 Staff time
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Target audience or setting
and the country of
occurrence

















 Holding a number of
sessions over a 1 year
period offering training in
the design and writing of
external grant proposals;
 Support and mentoring







 Survey of 23 former par-
ticipants including: rat-
ing the components on a
scale of how helpful they
were; and several open-
ended questions
 Surveys were mailed to
participants over a 1 year
period
Strengths
 Receiving guidance and
feedback
 Learning from the
experiences of peers
 Development of grant
writing skills – complet-
ing a mock study was
particularly useful
 Participants were able to
mentor and teach others
in grant writing









 Lack of time













awarding of funding for the
following strategies:
 To enable protected time
for research by small
teams of aspiring
researchers
 Inclusion of 1 novice re-
searcher and 1 linked to
an academic institution
in each team (encourag-
ing an apprenticeship
system)
A range of research capacity
building approaches were
used:




 Protected time from
clinical work
Primary care (GPs and
practice staff, allied health
professionals, community






methods were used to
evaluate the initiative by
analyzing process and
outcome indicators for 6
DRTs using:
 Meeting minutes
 Written reports (provid-
ed 6 monthly by the DRT)
 Notes from discussion
with research coordina-
tors
 Reﬂective sessions with
teams
 Feedback from DRT leads
Looking at numbers or evi-
dence of:
 Projects completed






from a previously devel-
oped framework of con-
structs (Cooke, 2005)
Success Factors
 Having team members
who had expertise in or
previous experience un-
dertaking research
 An organizational culture
of support for research
 Developing linkages and
collaborations that could
impact sustainability
 Gaining skills through
training
Barriers
 Not having a formulated a























the Centers for Disease
Control and Prevention to
provide evaluation TA
through:
 Direct technical assis-
tance











were used to analyze 5
States involved in the ECB
program
 Analysis of the transcripts
of qualitative style tele-
phone interviews




 Making quality evalua-




 Provide ongoing mean-
ingful support with ef-
fective modes of delivery




 Dedicated human and
ﬁscal resources
S. Norton et al. / Evaluation and Program Planning 58 (2016) 1–19 9
Table A1 (Continued)








Target audience or setting
and the country of
occurrence







 Core ECB themes
 Basic ECB concepts
 Relevant ECB knowledge
 Basic ECB skill compe-
tencies
 Using surveillance and
evaluation data for pro-
gram improvement and
accountability
 Site culture, structures,
practices
 Involve partners and sta-
keholders in ECB
 Linking evaluation goals






















 A three-day evaluation
workshop
 A Planning and Program
Logic 1 day workshop
 A Building Your Evalua-
tion 1 day workshop; and
 Individual and organiza-
tional consultancy, men-













used to evaluate the ECB
training and support
initiative including:
 Post workshop feedback
questionnaire
 An online annual survey
 Face to face telephone
interviews with repre-
sentatives from 8 health-
based organizations that
received the training
A process and outcomes
evaluation including
 Development of a logic
model
 Development of evalua-
tive rubrics (criteria and
performance standards)
for each outcome of in-
terest
Success factors




 Having a number of ca-
pacity-building strategies
in place;
 Training followed by
support alongside work
practice
 Follow up training ses-
sions
 Group work in training
using examples of current
evaluation projects
 Using program logic, de-
veloping an evaluation
plan and developing data
collection tools
 Organizational support of




 Lack of time; and
 Lack of conﬁdence to ap-














partnership a 12-week on
line course was delivered.
Included development of a
framework to enable
evaluation of a program in
the participants’ workplace.
Course content included:




 Development of mea-
sureable program objec-
tives, a logic model and
an evaluation plan for
their program
 Development of evalua-
tion instruments






The short and long term
outcomes of the course








methods were used as it
analyzed numbers of
participants who started or
completed an evaluation
within 1 year post course
and used results to improve
their program.
Success factors
 Training that gives a basis
for participants to evalu-
ate in their workplace
(measureable program
objectives, a logic model
and an evaluation plan
and tools)
 Training in data manage-
ment and analysis
 University training part-
nerships
 Online forum to commu-
nicate with other evalua-
tors after training
 Maintaining contact with
educators after course
 Organizational culture
that values, promotes and
uses evaluation and sup-
ports professional
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Target audience or setting
and the country of
occurrence
How was ECB evaluated Success factors–strengths and
challenges–barriers
An on line forum, a ‘Cyber
Café’ was added. This is a
discussion board for sharing
ideas experiences and tools.
development
Challenges
 Institutional resistance to
evaluation
 Lack of time to conduct
evaluation
 Lack of student under-
























 Looking at program in-
volvement
The tools for practice that
were developed are:
 A workshops and one-on-
one technical assistance
 An impact evaluation
handbook
 A compendium of surveys
 A ﬁnal report template
 A scope of work template
 An evaluation plan tem-
plate









submitting a ﬁnal report
Analysis of ﬁnal reports
between 2004 and 2008 to
ascertain success factors
reached including:
 Sustained partner partic-
ipation
 Increased rigor in evalu-
ation design






 Making evaluation part of
normal sustained activi-
ties
 Utility focused evaluation
 Linking program activi-
ties with outcomes






 Increasing rigor in evalu-
ation design
 Provision of data entry
and analysis templates
and tools to manage their
own data and statistical
ﬁndings
















Evaluation capacity is built
through 1 key person in a
position of leadership who
then diffuses information to
other staff in the
organization. This involves:
 First assessing organiza-
tions readiness to engage
in ECB activities
 University partners then
support–teach and col-
laborate with the nomi-
nated coordinator







(e.g. data analysis, pro-
gram logic develop-
ment
 Coaching and mentor-
ing
 Developing tools i.e. a
Program Logic















 Document review and
 entry and exit interviews




to engage in ECB – con-
duct an assessment





 A good understanding of












 Developing a program
logic
 Using and sharing evalu-
ation results
 Obtaining buy-in through
staff participation and
awareness of need
 Identifying a person with
leadership responsibili-
ties to lead/champion
 Only 1 staff member re-
quired to engage in the
initial stage of ECB
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Target audience or setting
and the country of
occurrence



















A participatory ECB effort
was applied to 2 programs
which funded a variety of




ment workshops (2 x 3
hours) to teach selected
evaluation activities to
school staff















 A standardized interview
with open-ended ques-
tions to assess staff
opinion of their evalua-
tion learning throughout
the year
 These were examined and
coded based on the
Vygotskian approach
(learning is a self-regula-
tory process of struggling
with conﬂicts between





learning but small group
and individual consulta-
tions were more effective
for those with minimal
prior knowledge
 A common understand-
ing of socio-cultural
values and meanings for
evaluation tasks




about next steps and
clariﬁcation of tasks
 Changes in participants














skills in an academic
setting
Elements of the course
include:
 It was run over a full year
of the Masters of Social
Work
 A central component was
planning and/or carrying
out an evaluation in their
agency
 Semester 1: students
produced working papers
on aspects of their eval-
uation
 Semester 2: students
presented an evaluation
plan to class. Feedback










 Survey of participants 1
to 4 years after the course
 The survey included 21
multiple choice questions
with space also included
for responders to provide
examples
Successes factors
 Training of 1 person with
leadership potential had a
positive effect on their
organizations evaluation
capacity
 Organizational and man-
agement support for
evaluation activities
 Involvement of all rele-
vant stakeholders
Barriers
































tions and groups using:
Ongoing discussions;
meetings; teleconfer-
ences, focus groups and
feedback
 An evaluation guide
was published online
and has 4 steps: plan
the evaluation; involve
people in the evalua-
tion; do the evaluation;
and review the results
and make changes
 A variety of other eval-
uation information and
resources were provid-













 Critical reﬂection work-
shops
A detailed version of the
meta-evaluation of the ca-
pacity building project
impacts was published




also used in workshop
feedback questionnaires
and questionnaires com-











groups in the project and
evaluation
 Collaborative planning
 Building on existing
skills, knowledge and
resources
 Utilization of evaluation
results
Barriers
 Time, energy and cost,
lack of familiarity with
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Target audience or setting
and the country of
occurrence
How was ECB evaluated Success factors–strengths and
challenges–barriers
A framework used in the
analysis stage was based on

















Three variables of success in
research capacity building
(outcome variables) were









 Institutional policies and
practices (general and
project related)
 Technical research sup-
port
 Accessibility to research
facilities, equipment and
staff
 Institutional support for
grant
 Access to concrete sup-
















 Funding data ﬁles
Surveys and interviews
provided both qualitative
and quantitative data to




 Having supportive senior
organizational adminis-
trators





resources for use in mul-
tiple projects
 Technical support or ac-
cess to research facilities
 Securing funding








 Technical problems with
obtaining or using re-
search data
 Project staff turnover


















Four phases of ECB occurred
over a 5 year period
1) Addressing a speciﬁc
need (18 months) Speciﬁc
information requirements
focused improved
evaluation capacity in 1
project.




 Evaluation as a change
agent
 Planning evaluation dur-
ing project development





 ECB information gained
was used to guide ex-
pansion
3) Mandatory evaluation
for all new projects (2
years)
 University consultants
were engaged to provide












training data including from
daily debriefs and







pants from training pro-
grams
 Semi-structured inter-
views with 10 project
managers
 Semi-structured inter-
views with 5 senior in-
vestors and 3 external
experts
Feedback from project staff
and managers was provided
in the second phase
Success factors
 Stage, trial and grow
evaluation. Evaluate each
stage










later in the process
 Manage ECB from within
the organization
 Practical element to
training using local
examples
 Communicate the impact
of projects
 Develop a common eval-
uation framework (in-
cluding program logic)




 Use short early evaluation
to inform implementa-
tion
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Target audience or setting
and the country of
occurrence
How was ECB evaluated Success factors–strengths and
challenges–barriers
by program support staff
and a professional facili-
tator
4) Expansion and consoli-
dation
 A small team to maintain
the evaluation capability
of the Division
 Reward through position
change, they can become
evaluation champions
 Engage consultants (i.e.
university) early in the
process to help develop
curricula
Challenges
 Increased demand for
evaluation and requests
















The ECB was carried out
through the following
process.




 A core group of trainers
was trained (1 week
workshop on PE)
 Those trainers facilitated
further training to
teacher–coordinators of
regional activities for the
wildlife clubs (1 week
workshop).
 Those teachers delivered
1-2 day workshops re-
gionally
 Comprehensive training
based on needs assess-
ment included:
 Demystifying evalua-
tion (role play and
examples of evaluation
in everyday life)
 Evaluation design, data
collection tools and
analysis (including de-
signing their own tools
for their area of work)
 Field experience eval-
uating an existing pro-
gram
 Conducting their own
needs assessment
 Designing a monitoring
and evaluation system
for an ecology educa-
tion program (using an
evaluation matrix de-
veloped earlier in the
workshop)
 Carrying out an evalu-
















staff for the needs as-
sessment




changes in attitude and
knowledge
 The same 10 questions
were delivered via survey
for shorter workshops
Success factors
 Using a participatory
evaluation approach
 Conduct needs assess-
ments at the grassroots
level to gain important
information
 Adapt methods in evalu-
ation to the local context
 Develop common indica-
tors and data collection
tools within workshops






ered training with prac-
tical application
 Development of an action









individuals act as learn-












Combines strategies on an
individual, organizational
and system level integrating
planning, monitoring using
evaluation as the anchor. It
involves 3 stages:











used to evaluate strategies
used within the framework
including:
 A survey using a Likert
scale to assess percep-








 Supplement training with
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Target audience or setting
and the country of
occurrence
How was ECB evaluated Success factors–strengths and
challenges–barriers
service staff and leaders
from the organization)
 Analyze and categorize
needs:[




 Informal systems and
organizational culture
 Develop and implement
strategies (based on
needs assessment).






 Learning through prac-
ticing
 Respect for diversity
 Likert scale and open




 Develop measurable ca-
pacity building indicators
 Fostering an internal de-
mand or motivation for
evaluation
 Explore more complex
levels of building organi-
zational capacity i.e.

















As core elements of
understanding successful
evaluation capacity
building efforts, the study
explored the following with
organizations:






re. programs; and to
improve evaluation skills
broadly




ten materials and tech-
nical assistance;
developing communities





Findings include: a com-
prehensive list of knowl-










the previous year (their
motivations, strategies




and clients involved in
ECB efforts
 Thematic analysis based
on ECB literature and the
ECB model developed by
Preskill et al (2008)
Success factors
 creating interest, motiva-
tion and buy-in
 understand the organi-
zation (evaluation capac-
ity assessment
 planning for and design-
ing the ECB effort




 building strong relation-
ships


































 Training and webinars re.
ﬁnal evaluation report
writing and provision of
“how-to” guides
 Capturing data from a







used for the ongoing
assessment of ECB efforts.
Data were captured from
the following sources:
 Biennial needs assess-
ment and satisfaction
surveys of all funded
projects
 Technical assistance logs
and satisfaction surveys
of TA
 Satisfaction surveys from
training
 Final report scores -
evaluated and compared
over 2 funding periods to
Success factors
 TA services were ranked
highly and well used but
available services must be
well communicated




 Low ratios of evaluation
practitioners to local
project staff
 Local staff recognition
and use of services
 A lack of a ﬁnancial in-
centive as a reward for
high standards in
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Target audience or setting
and the country of
occurrence
How was ECB evaluated Success factors–strengths and
challenges–barriers
inform and build on their
ECB efforts
 Comparison and assess-




tion of training re. orga-
nizing and writing a ﬁnal
evaluation report (in-




















offered by the Centre of
excellence for child and
youth Mental health. It used
blended learning including:
 A consultation service for
support and
 web-based tools which
included:
 online learning mod-
ules (OLM) on plan-
ning, doing and using
evaluation – approx.
time to complete is 3
hours; and
 a series of webinars





questions were used in the
following to evaluate the
implementation of ECB
training:
 Satisfaction survey and a
focus-group interview in
a pilot of the OLMs
 Feedback survey of
webinars using open and
closed-ended questions
Success factors
 Using a blended learning
approach including Web-
based tools for increased
reach
 Online learning is active,
sustainable and easily
accessible contributing to
a culture of organiza-
tional learning
 The webinars added to
connectedness with other
colleagues
Barriers (related to Web-
based technology)
 Discomfort using the
platform related to lack of
computer literacy; and
 Technical problems when

















center that supports local










 How to guides
 Training modules and
publications
 The center scores and
rates ﬁnal evaluation











conduct a needs assessment
and implementation and
outcome evaluation of the
ECB strategy through:
 TA service needs and
satisfaction surveys
 Analysis of TA assistance
request logs
 Satisfaction surveys for
training in report writing
 Analysis of changes in
ﬁnal evaluation report
scores over time (3 years)
Success factors
The academic and local
program partnership:
 Contributed rigor to eva-




remains current and is
incorporated into training
 Training in the area of
report writing was need-
ed and important
 Utilization focused eval-
uation



















 Clear value and use of
evaluation
 Integration of evaluation
into work culture (buy-in
from staff, treated as a
learning mechanism not a
control mechanism)
 Ensuring ECB strategy is a
philosophy of the whole
organization
 Ongoing staff training in
evaluation
 Resources for evaluation
and ECB





used to evaluate factors that




 In-depth interviews with
ECB participants: and
 Review of relevant ECB
documents
The main ﬁndings of this
study are the model which
was produced
Success factors
 Address all of the core
areas presented in the
model




program team and exter-
nal evaluators
 Enlisting external con-
sultants
 Having an organizational
evaluation philosophy
 Having a lead evaluator in
the organization
 Learning evaluation by
doing
Barriers
 Staff resistance e.g. due to
increased workload
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Target audience or setting
and the country of
occurrence
How was ECB evaluated Success factors–strengths and
challenges–barriers




 Lack of long term funding




 Lack of a purposeful long-
term ECB plan
S. Norton et al. / Evaluation and Program Planning 58 (2016) 1–19 17Appendix B.
Table B1Table B1
Synthesis of success factors and barriers to evaluation capacity building.
Success factors and lessons learned Bibliographic references
Training and professional development as an element of ECB (Dickinson & Adams, 2012; Cooke et al., 2008; Fleming & Easton, 2010; Fourney et al., 2011;
García-Iriarte et al., 2011; Higa & Brandon, 2008; Kaye-Tzadok & Spiro, 2014; Levine et al., 2013;
McDonald et al., 2003; McDuff, 2001; Nu’Man et al., 2007; Preskill & Boyle, 2008; Satterlund
et al., 2013; Compton et al., 2008; Sundar et al., 2011; Treiber et al., 2011; Volkov, 2008)
Support and technical assistance (Akintobi et al., 2012; Bamberg et al., 2010; Campbell & Longo, 2002; Compton et al., 2008;
Dickinson & Adams, 2012; Fourney et al., 2011; Higa & Brandon, 2008; McDonald et al., 2003;
Preskill & Boyle, 2008; Treiber et al., 2011; Fleming & Easton, 2010; Levine et al., 2013; Volkov,
2008)
Timely use of ﬁndings to shift practice (Akintobi et al., 2012; Fleming & Easton, 2010; Lennie, 2005; Sundar et al., 2011; Compton et al.,
2008; Fourney et al., 2011; Nu’Man et al., 2007; Satterlund et al., 2013; Treiber et al., 2011;
García-Iriarte et al., 2011; McDonald et al., 2003; Volkov, 2008)
Participatory approaches to evaluation (Preskill & Boyle, 2008; Bamberg et al., 2010; Fourney et al., 2011; Satterlund et al., 2013;
Akintobi et al., 2012; McDuff, 2001; García-Iriarte et al., 2011; Higa & Brandon, 2008; Kaye-
Tzadok & Spiro, 2014; Sundar et al., 2011; Volkov, 2008; Lennie, 2005)
Linking training with practical application (Akintobi et al., 2012; Campbell & Longo, 2002; Preskill & Boyle, 2008; Nu’Man et al., 2007;
Kaye-Tzadok & Spiro, 2014; Dickinson & Adams, 2012; Fleming & Easton, 2010; McDonald et al.,
2003; McDuff, 2001; Satterlund et al., 2013; Sundar et al., 2011; Volkov, 2008)
Systems that enable program monitoring and information management (Treiber et al., 2011; Compton et al., 2008; Fourney et al., 2011; Fleming & Easton, 2010; Levine
et al., 2013; McDuff, 2001; McDonald et al., 2003; Volkov, 2008; Satterlund et al., 2013)
Access to support tools and resources (Akintobi et al., 2012; Bamberg et al., 2010; Fourney et al., 2011; McDonald et al., 2003;
Satterlund et al., 2013; Sundar et al., 2011; Treiber et al., 2011; Higa & Brandon, 2008; Compton
et al., 2008; García-Iriarte et al., 2011; Volkov, 2008)
Partnerships between evaluators, commissioners and key stakeholders (Akintobi et al., 2012; Nu’Man et al., 2007; Treiber et al., 2011; Compton et al., 2008; Lennie,
2005; Levine et al., 2013; Fleming & Easton, 2010; McDonald et al., 2003; McDuff, 2001; Preskill
& Boyle, 2008; Volkov, 2008)
Organizational culture that values, promotes and uses evaluation (Cooke et al., 2008; Compton et al., 2008; Dickinson & Adams, 2012; Fleming & Easton, 2010;
McDonald et al., 2003; Preskill & Boyle, 2008; Sundar et al., 2011; Volkov, 2008)
Embedding evaluation into routine practice (Compton et al., 2008; Fourney et al., 2011; Kaye-Tzadok & Spiro, 2014; Sundar et al., 2011;
Dickinson & Adams, 2012; García-Iriarte et al., 2011; Volkov, 2008)
Connecting and networking and sharing ideas (Campbell & Longo, 2002; Cooke et al., 2008; Lennie, 2005; Fleming & Easton, 2010; Preskill &
Boyle, 2008; Sundar et al., 2011)
Leadership support and recognition (Bamberg et al., 2010; Kaye-Tzadok and Spiro, 2014; Levine et al., 2013; McDonald et al., 2003;
Nu’Man et al., 2007; Volkov, 2008)
Tailoring the ECB strategy to the contextual background (García-Iriarte et al., 2011; Lennie, 2005; McDuff, 2001; Nu’Man et al., 2007; Preskill & Boyle,
2008; Satterlund et al., 2013; Treiber et al., 2011)
Assessing organizational needs and capacities (McDuff, 2001; Nu’Man et al., 2007; Treiber et al., 2011; García-Iriarte et al., 2011; Satterlund
et al., 2013)
Ensuring training covers key elements of evaluation practice including
logic models, planning methods and reporting
(Akintobi et al., 2012; Fleming & Easton, 2010; Dickinson & Adams, 2012; McDuff, 2001;
Nu’Man et al., 2007; Sundar et al., 2011)
Having key people as a change agents (García-Iriarte et al., 2011; Kaye-Tzadok & Spiro, 2014; McDuff, 2001; McDonald et al., 2003;
Preskill & Boyle, 2008; Volkov, 2008)
Accessing evaluation expertise (Cooke et al., 2008; Levine et al., 2013; Volkov, 2008)
Applying an ECB framework (Compton et al., 2008; McDonald et al., 2003; Nu’Man et al., 2007; Preskill and Boyle, 2008)
Viewing ECB as an incremental learning process (Fourney et al., 2011; McDonald et al., 2003; Nu’Man et al., 2007; Preskill and Boyle, 2008)
Reward and recognition of participation in evaluation (Bamberg et al., 2010; Higa & Brandon, 2008; McDonald et al., 2003; McDuff, 2001)
Multifaceted approach to evaluation capacity building (García-Iriarte et al., 2011; Nu’Man et al., 2007; Satterlund et al., 2013; Sundar et al., 2011)
Securing funds (Nu’Man et al., 2007; Preskill and Boyle, 2008; Volkov, 2008)
Barriers and Challenges
Lack of time to evaluate (Akintobi et al., 2012; Bamberg et al., 2010; Campbell & Longo, 2002; Dickinson and Adams,
2012; Fleming and Easton, 2010; Kaye-Tzadok and Spiro, 2014; Lennie, 2005; Levine et al.,
2013; Compton et al., 2008; Volkov, 2008)
Table B1 (Continued)
Success factors and lessons learned Bibliographic references
Lack of dedicated ﬁnancial support or support generally (Campbell & Longo, 2002; Compton et al., 2008; Lennie, 2005; Levine et al., 2013; Volkov, 2008)
Lack of research and evaluation infrastructure (Akintobi et al., 2012; Campbell & Longo, 2002; Lennie, 2005; Levine et al., 2013)
Staff turnover (Akintobi et al., 2012; Compton et al., 2008; Levine et al., 2013; Satterlund et al., 2013)
Conﬂicting agendas of different stakeholder groups (Lennie, 2005; Compton et al., 2008; Volkov, 2008)
Inability to apply new knowledge to practice (Bamberg et al., 2010; Dickinson & Adams, 2012)
Institutional resistance to evaluation (Fleming & Easton, 2010; Levine et al., 2013; Volkov, 2008)
Varying levels of staff evaluation expertise (Compton et al., 2008; Satterlund et al., 2013)
Lack of staff involvement or buy-in (Akintobi et al., 2012)
A lack of incentive and rewards for evaluation (Satterlund et al., 2013)
Lack of a purposeful long-term ECB plan (Volkov, 2008)
Recognition and use of services by local staff (Satterlund et al., 2013)
Increased demand for evaluation and requests for support from other
divisions and agencies once evaluation capacity improved
(McDonald et al., 2003)
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