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There are simple arithmetic conditions necessary for the complete bipartite graph Km,n
to have a complete factorization by subgraphs that are made up of disjoint copies of Pk,
the path on k vertices. Using a difficult construction, Du and Wang showed that these
conditions are also sufficient, but left open the corresponding conjecture for complete
multigraphs λKm,n. In this paper we reformulate the problem to make it more tractable in
individual cases. Using this new approach we prove the multigraph conjecture; our proof
yields a much simpler proof for the original case λ = 1.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In [4] Ushio stated a conjecture concerning path-factorizations of complete bipartite graphs that was eventually solved
by Du and Wang in a series of papers [1–3] using complicated constructions. At the end of [3], Du and Wang posed the
analogous path-factorization problem for complete bipartite multigraphs.
In this paperwe solve thismore general problem using an approach that also delivers amore straightforward description
of a solution for the restricted situation.
Our graphs may have multiple edges but no loops. We use standard notation (see e.g. [5]). When G,H are graphs, an
H-factor of G is a spanning subgraph of G consisting of vertex-disjoint copies ofH . AnH-factorization of G is a decomposition
of G into edge-disjoint H-factors.
Here we study the case where G is the complete bipartite multigraph λKm,n on a left vertex set L of size m and a right
vertex set R of size n; there are λ edges joining each vertex of L to each of R. We seek an H-factorization, where H is the path
Pk of length k− 1 and k vertices. We shall use the terms ‘left’ and ‘right’ throughout this paper to refer to subsets of L and R
respectively.
The existence of a factorization imposes a number of simple conditions on the values of λ,m, n, k; these provide
straightforward necessary conditions for such a factorization to exist.
Clearly, by counting vertices, the existence of an H-factor requires m + n ≡ 0 mod k. If k is even, then m = n is also
required as each path in a factor has equal numbers of vertices on both sides. There are (m+n)/k copies of Pk in each factor.
Since each factor has the same number of edges, (k− 1)(m+ n)/k, it follows that λkmn/(k− 1)(m+ n)must be an integer.
This proves the necessity part of the following:
Theorem 1. Necessary and sufficient conditions for the existence of a Pk-factorization of λKm,n are that the expressions
m+ n
k
,
λkmn
(k− 1)(m+ n)
are integers and also that m = n if k is even.
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In [1], Du proved this result for k even using a relatively straightforward construction. In [2,3] Du and Wang proved the
cases where λ = 1 and k is congruent to 3 and to 1 modulo 4, respectively. The constructions for the last two cases were
based on a series of algebraic formulae that gave little insight into any underlying patterns within them.
It remains, therefore, to deal with general λ and k odd. Our approach is different in that, instead for searching for specific
formulae, we consider cases according to the balance between paths that are based (i.e. start and end) on the left and those
that are based on the right.
The balance of a factor is the pair (l, r), where l is the number of paths that start and finish in L and r is the number that
start and finish in R. With q = (k − 1)/2, we have |L| = m = q(l + r) + l and |R| = n = q(l + r) + r . As we can solve
for l and r in terms of m and n, every Pk-factor of λKm,n must have the same balance. The total number of edges in λKm,n is
λ(q(q+ 1)(l+ r)2 + lr), and a factor with balance (l, r) contains 2q(l+ r) edges.
For factorizations with balance (l, r), we see that (m+ n)/k = l+ r and
λkmn
(k− 1)(m+ n) =
λ(q+ 1)(l+ r)
2
+ λlr
2q(l+ r) .
As l+ r is trivially an integer, our proof of sufficiency in Theorem 1 will concentrate on the quantity
λ(q+ 1)(l+ r)
2
+ λlr
2q(l+ r) .
It is clear that for a given balance (l, r) with an equivalent (m, n), there is a least value of λ0 dependent on (l, r) for which
λ0kmn/(k− 1)(m+ n) is an integer, and that any other values of λ for which λkmn/(k− 1)(m+ n) is an integer will be a
multiple of λ0. Note thatm = l+ (k− 1)(l+ r)/2 and n = r + (k− 1)(l+ r)/2.
We call themultigraphλ0Km,n theminimal example for the balance (l, r) andλ0 its base value. A factorization for aminimal
example will, by simple duplication, lead to factorizations for multiples of λ0.
Two key building blocks for the proof of sufficiency are the construction of generating factors, a concept implicit in the
constructions of Wang and Du [2,3], and showing that we can reduce the problem to the consideration of balances that are
coprime pairs. A generating factor is a particular factor that, after applying a particular set of permutations to the left and
right vertex sets of λ0Km,n, generates a complete set of factors for a factorization.
The arithmetic of the necessary conditions of Theorem 1 will imply that if (l, r) is a balance where gcd(l, r) = 1 with
base value λ0, and if σ is a divisor of λ0, then the base value for the balance (σ l, σ r)will be λ0/σ . Our aim is to construct a
generating factor for theminimal example for this coprime balance pair (l, r) and, bymeans of a sort of unfolding procedure,
to construct a generating factor for the minimal example for the balance (σ l, σ r). This will be enough for the proof of
Theorem 1.
This paper is structured as follows. Section 2 sets out the arithmetical basis for concentrating on the case of the minimal
example λ0Km,n. Section 3 describes how a generating factor leads to a factorization and how a generating factor for the
minimal example with a coprime balance pair may be unfolded so that a factorization of λ0Km,n can be developed into one
for (λ0/σ)Kσm,σn when σ divides λ0. Finally Section 4 completes the proof by constructing a generating factor for λ0Km,n
with a coprime balance pair, there being a number of separate cases to examine.
2. Basic results
We begin by stating without proof two easy facts that lead to the idea of a minimum case.
Lemma 1. If λKm,n has a Pk-factorization, then for every positive integer s, sλKm,n also has a Pk-factorization.
Lemma 2. If λKm,n has a Pk-factorization, then for every positive integer s, λKsm,sn also has a Pk-factorization.
A balance (l, r) is said to be in least form if gcd(l, r) = 1. For a given balance ratio (l, r), whether in least form or not, the
corresponding bipartite parameters for a P2q+1-factorization problem arem(l, r) = q(l+ r)+ l and n(l, r) = q(l+ r)+ r , the
sizes of the corresponding vertex sets L and R, respectively, which allow l paths based in L and r based in R. The following
result is then a straightforward exercise.
Lemma 3. For a given balance (l, r), not necessarily in least form, there is a least value λ0 for which λ0Km(l,r),n(l,r) satisfies the
necessary conditions of Theorem 1 as a P2q+1-factorization problem, and all other values λ for which λKm(l,r),n(l,r) satisfies these
conditions are integer multiples of λ0.
The value λ0 specified in Lemma 3 is called the base value for the (l, r)-problem for P2q+1-factorizations.
Lemma 4. Let the base value for the (l, r)-problem for P2q+1-factorizations be λ0, where (l, r) is in least form, and let s be a
positive integer. Then the base value for the (sl, sr)-problem for P2q+1-factorizations is λ0/σ , where σ = gcd(s, λ0).
This elementary result is the key to dealing with the problem, since it indicates that the following result might be true.
Theorem 2. In order to prove Theorem 1, it is sufficient to find a P2q+1-factorization of λ0Km(l,r),n(l,r) for the cases where (l, r) is
in least form and λ0 is the corresponding base value.
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To prove this, we need to introduce the idea of a generating factor.
3. Generating factors
In this sectionwe show how to create a factorization for a given balance (l, r) from a suitable single P2q+1-factor and then
how to use this to prove Theorem 2.
We think of the sets L and R as linearly ordered sets of vertices and partition L into consecutive subsets L1, . . . , Ld, each
of size x, and R into consecutive subsets R1, . . . , Re, each of size y, wherem = dx and n = ey. The Li will be called left-blocks
and the Rj right-blocks.
Lemma 5. If there is a P2q+1-factor of Km,n such that for every pair i, j, the number of edges in the factor joining Li to Rj is the
same number λ, then λKm,n has a P2q+1-factorization.
Proof. Label the vertices of each Li and each Rj sequentially and choose integers a, bwith 0 ≤ a ≤ x− 1 and 0 ≤ b ≤ y− 1.
There is a permutation of the vertices of Km,n that rotates the vertices of every Li by a places and those of every Rj by b places.
If F is the given factor, then each of these permutations will create a new factor of Km,n, and, since F contains λ edges joining
Li to Rj for all i and j, the union of all these factors must cover each edge precisely λ times and will therefore constitute a
factorization of λkm,n. 
Call a factor as in Lemma 5 a generating factor with parameter λ for the (l, r; q)-problem. Note that in the above proof we
construct xy factors to complete the factorization and so, by counting edges, λmn = 2qxy.
The proof of Theorem 2 then follows from Lemma 4 and the following:
Lemma 6. Given a generating factor with parameter λ for the (l, r; q)-problem, we can produce a generating factor with
parameter λ/σ for the (σ l, σ r; q)-problem whenever σ is a divisor of λ.
Proof. Set up Km,n and its vertex sets as in the preamble to Lemma 5, and let F be the given generating factor.
For each pair (i, j), order the λ edges in F joining Li to Rj in an arbitrary manner so that they are indexed by 1, . . . , λ, and
assign an integer label to each edge as the principal residue of its index taken modulo σ . Thus each edge of F has a label in
the range 0, . . . , σ − 1. Joining Li to Rj are λ/σ edges with each label.
Next take each path in F and orient it (the direction is immaterial), number each edge from 1 to 2q in order of the
orientation, and attach a second label to each edge according to this numbering. Each edge of F nowhas two labels associated
with it.
Each vertex in Km,n is either the end-point of a path in F where one edge of the factor is present with a second label either
1 or 2q, or it is an inner vertex of a path in F where two edges of the factor are present with second labels as consecutive
integers.
From these data we construct a generating factor F for Kσm,σn, with left vertex set consisting of disjoint copies
L(1), . . . , L(σ ) of L and right vertex set consisting of disjoint copies R(1), . . . , R(σ ) of R. For each 1 ≤ z ≤ σ , label the
vertices of L and L(z) as via and v(z)ia, respectively, with 1 ≤ i ≤ d and 1 ≤ a ≤ x and those of R and R(z) aswjb andw(z)jb,
respectively, with 1 ≤ j ≤ e and 1 ≤ b ≤ y.
Now consider an edge viawjb in the generating factor for the (l, r; q) problemwith a first label s, say. For each z we create
an edge from v(z)ia to w(z + s)jb for the generating factor of the (σ l, σ r; q) problem, interpreting the value z + s modulo
σ in the range 1, . . . σ . Do this for every edge in the original generating factor for the (l, r; q) problem. We claim that the
resulting graph F is indeed a generating factor for the (σ l, σ r; q) problem. For this to be true, we have to show that F is a
factor of Kσm,σn and that the number of edges in it joining each left block to each right block is λ/σ .
The edges created clearly do span the vertices of Kσm,σn. To see that the components of the new set of edges are copies of
P2q+1, we label the edge from v(z)ia tow(z+ s)jb with the second label of the edge viawjb. The construction ensures that the
edges into or out of v(z)ia are precisely those that arise from edges in F that come into or out of via. Thus the second labels
on the edges of the new set of vertices piece together to trace out paths of length 2q, as required.
Finally, we observe that while there were λ edges joining Li to Rj in the generating factor F , the first edge-label
assignments together with the cyclical construction means that there are exactly λ/σ edges joining L(z)i to R(z ′)j over
all values of i, j, z, z ′, so that F is indeed a generating factor for the (σ l, σ r; q) problem. 
4. Proof of Theorem 1
By Theorem 2 it suffices to consider (l, r; q) problems with gcd(l, r) = 1.
First we dispose of the special case (l, r; q) = (1, 0; q), where we start with Kq+1,q. As every factor is a single path, the
base value λ0 is the denominator of (q+ 1)/2. If q is odd then λ0 = 1; if q is even then λ0 = 2.
When q is even, L has q+ 1 vertices and is a single block, and R is split into q single-vertex blocks. The single path factor,
which starts and finishes in L, has two edges into each right-block and so is a generating factor.
When q is odd, q+ 1 is even and we split L into two blocks L1 and L2 of size (q+ 1)/2. Again R splits into q single-vertex
blocks. The single path factor is chosen with its left vertices alternating between L1 and L2 so that the two edges at any
right-block join to different left-blocks. Again we have a generating factor.
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From this point we assume that l and r are positive. As before we letm = q(l+ r)+ l and n = q(l+ r)+ r , and the base
value λ0 will be the denominator in lowest terms ofmn/2q(l+ r), which expands to
(q+ 1)(l+ r)
2
+ lr
2q(l+ r) .
In order to break this down further, we write q = q0qlqr , l = l0ql and r = r0qr where ql = gcd(q, l) and qr = gcd(q, r). The
above expression is then
(q+ 1)(l+ r)
2
+ l0r0
2q0(l+ r) .
Note that, as gcd(l, r) = 1, the second part of this expression is necessarily in lowest form as a fraction, but we cannot say
the same of the first part.
We break the proof into several cases:
Proposition 1. The theorem is true when both l and r are odd.
Proof. As l + r is even, λ0 = 2q0(l + r), and the number of factors in λ0Km,n is λ0mn/2q(l + r), which simplifies to
[q0qr(l+ r)+ l0][q0ql(l+ r)+ r0].
Relating this back to the requirements for a generating factor and using that notation, wemay set x = q0qr(l+r)+l0, y =
q0ql(l + r) + r0, d = ql and e = qr , and decompose L into left-blocks L1, . . . , Ld of size x and R into right-blocks R1, . . . , Re
of size y. Recall also that the number of components in the factor is to be l+ r where l are left-based and r are right-based.
For each left-block, choose l0 left-based paths with all their left-vertices wholly within that block. This uses (q + 1)l0
vertices in that left-block (paths in a factor are disjoint). Since (q+1)l0 = q0qr l+ l0 < x, we have enough vertices available.
As there are d left-blocks, we are constructing dl0 left-based paths in total, and dl0 = l.
Each such path must have q vertices on the right, which we divide arbitrarily into e sets of q0ql vertices, one set to be
placed in each of the right-blocks Rj. Doing this for every one of the l left-based paths requires the use of q0qll vertices in
each right-block. This is less than y, so there is space available.
In the union of all these paths, (q+ 1)l0 vertices have been used in each left-block, q0qll vertices have been used in each
right-block, and 2q0l edges join Li to Rj, for each choice of i and j.
There remain q0qr r unused vertices in each left-block and (q+ 1)r0 unused vertices in each right-block. These numbers
correspond to the number of vertices used above butwith the labels l and r interchanged, leaving exactly the correct amount
of space to make the equivalent construction of right-based paths using only these remaining vertices. These paths provide
2q0r edges joining Li to Rj, for each choice of i and j.
We have now satisfied all the requirements for the constructed paths to form a generating factor. 
Proposition 2. The theorem is true when l is even, r is odd, and q is odd.
Proof. As before we write q = q0qlqr , l = l0ql, and r = r0qr . As l is even and q is odd, l0 is even, and we can put l0 = 2l1 for
an integer l1. Since q + 1 is even, a generating factor requires λ0 = q0(l + r), and the number of factors in λ0Km,n will be
λ0mn/2q(l+ r), which equals [q0qr(l+ r)+ l0][q0ql(l+ r)+ r0]/2. Note that q, r and l+ r are all odd, so [q0ql(l+ r)+ r0]/2
is an integer. Proceeding as in Proposition 1 we see that x = q0qr(l + r) + l0, y = (q0ql(l + r) + r0)/2 with d = ql and
e = 2qr , and we dissect L and R as disjoint unions of left and right-blocks labeled as before.
The construction of the left-based paths is similar to that in Proposition 1. For each Li, create l0 left-based paths with
all left-vertices in Li, but split the paths into two equal groups of size l1. Paths in the first group join Li to the right-blocks
R1, . . . , Re/2 using q0ql vertices in each. Paths in the second group join Li to the right-blocks Re/2+1, . . . , Re again using q0ql
vertices in each. Since e/2 = qr , the paths all have length 2q, and the allocation uses q0qr l + l0 vertices in each Li, q0qll/2
vertices in each Rj, and uses 2l1q0ql = q0l edges joining Li to Rj for each i and j.
This leaves unallocated q0qr r vertices in each Li and (q0qlr + r0)/2 vertices in each Rj.
The right-based paths need a different approach, since there are now 2qr right-blocks and there is no way to allocate the
r paths in the previous style as r is odd. The solution is to spread such a path across two different right-blocks typified for
the moment as Rj1 and Rj2 .
Suppose the vertices of this path are to be w1v1w2v2 · · ·wava · · ·wqvqwq+1 where the wa are right-vertices and the va
are left-vertices. As q+ 1 is even, we can arrange this so thatw1, w3, . . . , wq are in Rj1 andw2, w4, . . . , wq+1 are in Rj2 . The
q vertices va are then organized into ql consecutive groups of length q0qr , one group in each Li. This construction ensures
that each left-vertex is adjacent to two right-vertices, one in Rj1 and the other in Rj2 . Moreover there are q0qr edges joining
Li to Rj1 and to Rj2 .
Allocate the r right-based paths to vertices unvisited by the left-based-paths so that, for each j, with 1 ≤ j ≤ e/2,
there are r0 right-based paths of this type with half their vertices in Rj and the other half in Rj+e/2. This requires the use of
(q0qlr + r0)/2 vertices in each Rj and q0qr r vertices in each Li, which are precisely the numbers available.
The right-based paths use q0r edges joining Li to Rj. Together, the two types of path use λ0 edges joining Li to Rj and so
form a generating factor. 
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Finally, to complete the proof of Theorem 1 we need
Proposition 3. The theorem is true when l is even, r is odd, and q is even.
Proof. As before, λ0 is the denominator ofmn/2q(l+ r), which expands to
(q+ 1)(l+ r)
2
+ l0r0
2q0(l+ r) .
As both q + 1 and l + r are odd, we must take into account the impact of the denominator 2 in the first summand. There
are three cases: (a) l0 = 2l1 and q0 is odd, when λ0 = 2q0(l + r), (b) l0 is odd and q0 = 2q1, when λ0 = 2q0(l + r) also,
and (c) l0 is odd and q0 is odd, when λ0 = q0(l + r). Cases (a) and (b) are easily dealt with by the same construction as in
Proposition 1. Case (c), however, requires a three-stage approach.
In (c), note that ql is even, so x = (q0qr(l+ r)+ l0)/2, y = q0ql(l+ r)+ r0, d = 2ql, and e = qr . The notation for left and
right-blocks is as before.
First we try to simplify the problem. Consider right-based paths. We would ideally like to see r0 of these with all right-
vertices inside each Rj, as there are qr right-blocks and r = r0qr . As r0 is odd, write r0 = 2r1 + 1. Within each Rj, first
base r1 paths each of which has all its right-vertices in Rj and visits each Li with 1 ≤ i ≤ ql a total of q0qr times. Next,
similarly based in Rj a second set of r1 paths each visiting each Li with ql + 1 ≤ i ≤ q2l a total of q0qr times. This uses
2r1(q+ 1) = (r0 − 1)(q+ 1) vertices in each Rj, r1q0qrqr vertices in each Li and creates 2q0qr r1 edges joining Li to Rj for all
i and j.
The number of vertices left unused in each Rj is now q0ql(l + qr) + 1, and the number left unused in each Li is
(q0qr(l + qr) + l0)/2. In addition, having described q0qr r1 edges joining Li to Rj we need q0(l + qr) more edges joining
them.
After removing these right-based paths, we are left with a situation that exactly describes the (l, qr; q)-problem.
The second step creates a number of left-based paths. As l0 is odd, let l0 = 2l1 + 1 and, for each Li, create l1 left-based
paths with all left-vertices in that Li so that each such path visits each Rj at q0ql vertices. This uses l1(q+ 1) vertices in each
Li, 2qll1q0ql vertices in each Rj, and creates 2l1q0ql edges joining Li to Rj.
At this point we have (q0qr(ql + qr)+ 1)/2 vertices remaining unused in each Li, q0ql(ql + qr)+ 1 remaining unused in
each Rj, and q0(ql + qr) edges still to be added joining Li to Rj. These are the correct parameters for the (ql, qr; q)-problem,
so that, without loss of generality, we can assume that l0 = r0 = 1, l = ql, r = qr , and q = q0lr .
To simplify the presentation, we now make this assumption so that each Li (of which there are now 2l) has size
(q0r(l+ r)+ 1)/2 and each Rj (of which there are now r) has size q0l(l+ r)+ 1.
We have r right-based paths to place and r right-blocks Rj, so we base one path with all its right-vertices in each. Write
r = 2r1 + 1 and arrange each such path so that it meets q0(r1 + 1) vertices in each of L1, . . . , Ll and q0r1 vertices in each
of Ll+1, . . . , L2l. After assigning all these paths, we have used q + 1 vertices in each Rj (leaving q0l2 vertices remaining),
q0r(r + 1)/2 vertices in each L1, . . . , Ll (leaving (q0r(l − 1) + 1)/2 vertices remaining), and q0r(r − 1)/2 vertices in each
Ll+1, . . . , L2l (leaving (q0r(l+ 1)+ 1)/2 vertices remaining). In addition, we have placed q0(r + 1) edges joining Rj to Li for
L1 ≤ i ≤ Ll, and q0(r − 1) edges joining Rj to Li for Ll+1 ≤ i ≤ L2l.
On the other side there are l left-based paths to be placed and 2l left-blocks Li. For each i with 1 ≤ i ≤ l we shall
assign one path that only involves (the remaining) left-vertices in Li and Ll+i. The total number of these vertices is
(q0r(l− 1)+ 1)/2+ (q0r(l+ 1)+ 1)/2, which simplifies to q+ 1 as is necessary.
As all the placements are similar,we set out the details for the case i = 1 and check that the totality of the path placements
will both span the available vertices and create the correct number of edges joining opposite blocks. The path has 2q edges,
which we divide into 2r successive segments s1, . . . , s2r . The first r of these all have length q0(l− 1)+ 1, and the remaining
r have length q0(l+ 1)− 1. As l is even and q0 is odd, these quantities are both even.
Each of the segments sk with odd index k in the range 1, . . . , r consists of a path starting in L1 and oscillating between
vertices in L1 and Rk but with the final edge going from Rk back to Ll+1. Alternately, each of the segments with even index k
in the range 2, . . . , r − 1 starts with an edge from Ll+1 to Rk and then oscillates between vertices of Rk and L1 to end back
in L1. These are all arranged so that the final vertex of any sk is always the start vertex of sk+1. Since r is odd, the segment sr
will end in Ll+1.
In this construction, in L1, s1 uses (q0(l − 1) + 1)/2 vertices, and each later pair sk ∪ sk+1 (k even up to r − 1) uses an
additional q0(l− 1) vertices. So, in L1, this process uses a total of (q0r(l− 1)+ 1)/2 vertices, which is all those remaining in
L1. Also, each successive pair of the sk up to sr−1 meets a single vertex in Ll+1, as does sr , so we have used (r+1)/2 vertices in
Ll+1. Each of these sk meets Rk in (q0(l− 1)+ 1)/2 vertices and creates q0(l− 1) edges joining L1 to Rk and one edge joining
Rk to Ll+1, so joining L1 to each right block and we have all the edges required for a generating factor. The allocation of the
vertices in Ll+1 leaves r(q0(l+ 1)− 1)/2 vertices remaining unused there.
The remaining segments sr+1, . . . , s2r are arranged so that sr+j oscillates between Ll+1 and Rj. As they all have length
q0(l + 1) − 1 and each successively introduces (q0(l + 1) − 1)/2 newly assigned vertices in Ll+1 and the Rj we see that all
the remaining vertices in Ll+1 are used up.
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Considering both halves of this process we have allocated (q0(l − 1) + 1)/2 + (q0(l + 1) − 1)/2 new vertices in each
Rj, i.e. q0l in total. In addition, we have created q0(l + 1) edges joining Rj and Ll+1. These, added to the previous q0(r − 1)
created from the right-based paths, give the total q0(l+ r) necessary for a generating factor.
Finally, we replicate this process for the remaining pairs Li, Ll+i, 2 ≤ i ≤ l, and observe that, for each i, the process uses
q0l vertices in each Rj, a total of q0l2 as required by the earlier data. 
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