Abstract. We exhibit a bijection that provides an interpretation of the infinite product
Introduction
In 1926 Schur [14] proved that the number of partitions of m into distinct parts not divisible by 3 is equal to the number of partitions of m where parts differ by at least 3 and multiples of 3 differ by at least 6. Over the years there have been a number of proofs of this theorem (e.g. [1, 5, 7, 10, 11, 12] ), including a surprisingly simple combinatorial argument in [12] . Adapting this argument, Alladi and Gordon [1] showed how to deduce Schur's theorem from an interpretation of the infinite product
as a generating function for partitions whose parts come in 3 colors: Theorem 1.1 (Alladi-Gordon). The number of pairs of partitions (µ 1 , µ 2 ), where µ r is a partition into x r distinct parts and the sum of all of the parts is m, is equal to the number of partitions of m into distinct parts occurring in 3 colors (labelled 1, 2, and 3) such that (i) the part 1 does not occur in color 3, (ii) consecutive parts differ by at least 2 if the larger has color 3 or if the larger has color 1 and the smaller has color 2, (iii) x j is the number of parts with color j plus the number of parts with color 3.
Motivated by a theorem of Göllnitz [13] , Alladi, Andrews, and Gordon [3] extended Theorem 1.1 to the infinite product interpreting it as a generating function for partitions whose parts come in 6 colors. In a recent breakthrough, Alladi, Andrews, and Berkovich [4] have gone beyond Göllnitz' theorem and realized the infinite product
(1 + y 1 q k )(1 + y 2 q k )(1 + y 3 q k )(1 + y 4 q k ) (1.3)
as a generating function for partitions whose parts come in 11 colors. Our principal goal in this paper is to extend Theorem 1.1 in a different direction by exhibiting a bijection that provides an interpretation of the infinite product
as a generating function for partitions where the parts come in 2 n − 1 colors. To state the theorems, we require some notation. For t-colored partitions, we denote the t colors by the natural numbers (1, ..., t), with the parts ordered first according to size and then according to color. We write ω(c) for the number of powers of 2 occurring in the binary representation of c, and v(c) (resp. z(c)) for the smallest (resp. largest) power of 2 occurring in this representation. The function δ(c, d) is equal to 1 if z(c) < v(d) and is 0 otherwise. Finally, we use c i to denote the color of a part λ i . Theorem 1.2. Let A(x 1 , x 2 , ..., x n ; m) denote the number of n-tuples (µ 1 , µ 2 , ..., µ n ), where µ r is a partition into x r distinct parts, and the sum of all of the parts is m. Let B(x 1 , x 2 , ..., x n ; m) denote the number of partitions λ 1 + · · · + λ s of m into distinct parts occurring in 2 n − 1 colors, where (i) λ i ≥ ω(c i ), (ii) x r of the colors c i have 2 r−1 in their binary representations, and (iii) λ i − λ i+1 ≥ ω(c i ) + δ(c i , c i+1 ). Then A(x 1 , x 2 , ..., x n ; m) = B(x 1 , x 2 , ..., x n ; m).
For example, using the notation (λ 1 , ..., λ s ) to represent the sum λ 1 + · · · + λ s and the symbol ǫ to denote the empty partition, the 4-tuples of partitions counted by A(2, 0, 1, 1; 9) are ((6, 1), ǫ, 1, 1), ((5, 2), ǫ, 1, 1), ((4, 3), ǫ, 1, 1), ((5, 1), ǫ, 2, 1), ((5, 1), ǫ, 1, 2), ((4, 2), ǫ, 2, 1),
and the partitions counted by B(2, 0, 1, 1; 9) are (8 13 , 1 1 ), (7 13 , 2 1 ), (7 9 , 2 5 ), (7 5 , 2 9 ), (6 13 
Actually, a closer look at the proof of Theorem 1.2 will reveal that it can be extended by letting µ 1 be either a partition into distinct parts congruent to R modulo M or a partition into parts that differ by at least M . These cases correspond to the products
Let ω e (c) denote the number of even powers of 2 in the binary representation of c.
.., x n ; m) denote the number of n-tuples (µ 1 , µ 2 , ..., µ n ), where each µ r is a partition into x r distinct parts, µ 1 is a partition into distinct parts congruent to R modulo M , and the sum of all of the parts is m. Let B R,M (x 1 , ..., x n ; m) denote the number of partitions λ 1 + · · · + λ s of m counted by B(x 1 , ..., x n ; m) such that (i) if λ S denotes the smallest part with odd color, then λ S ≡ R + s ℓ=S ω e (c ℓ ) (mod M ) and (ii) if λ i ≥ λ j are any two parts with odd color, then
.., x n ; m) denote the number of n-tuples (µ 1 , µ 2 , ..., µ n ), where each µ r is a partition into x r distinct parts and µ 1 is a partition into parts differing by at least M , and the sum of all of the parts is m. Let B M (x 1 , x 2 , ..., x n ; m) denote the number of partitions λ 1 + · · · + λ s of m counted by B(x 1 , ..., x n ; m) such that if λ i ≥ λ j are any two parts with odd color, then
With these very general theorems in hand one can deduce numerous identities for ordinary (uncolored) partitions. Here we shall take as motivation two classical theorems of Andrews (Theorems 5.1 and 5.2) and confine ourselves to a few examples of partition identities that extend them. These identities are presented in Section 5 and proved in Section 6. In the following section we will review a bijective proof of Theorem 1.1 and explain our proof of Theorem 1.2 in the case n = 3. In Section 3 we undertake the proof of Theorem 1.2 in full generality and in Section 4 we prove the extensions, Theorems 1.3 and 1.4. We conclude by offering some suggestions for future research.
Motivation
Although the basic idea behind the proofs of Theorems 1.2 -1.4 is a natural one, the amount of notation required may obscure this fact. Therefore, we shall present the cases n = 2 and n = 3 in detail. First, we review a proof of Theorem 1.1, which is the case A(x 1 , x 2 ; m) = B(x 1 , x 2 ; m) of Theorem 1.2. We begin with a partition λ into x 1 distinct parts colored by 1 and a partition τ into x 2 distinct parts colored by 2.
• Step 1. For each part k of τ that is less than or equal to the number of parts of λ, we add 1 to the first k parts of λ and 2 to the color of λ k . We then have the difference conditions
for c i , c i+1 = 2. Notice that all parts with color 3 are bigger than 1.
• Step 2. Now write the unused parts of τ in decreasing order to the left of the parts from λ. Remove a staircase, i.e subtract 0 from the smallest part, 1 from the next smallest, and so on. We therefore get the difference conditions
• Step 3. Each part of color 2 remaining in τ is inserted in λ below the smallest part that is bigger than itself. We now have the difference conditions
• Step 4. In each case above, the minimum difference is exactly ω(c i ) + δ(c i , c i+1 ) − 1. We add back the staircase removed in Step 2 and we have
This is condition (ii) of Theorem 1.1. Conditions (i) and (iii) are straightforward.
For example, starting with λ = (8 1 , 3 1 , 2 1 , 1 1 ) and τ = (10 2 , 5 2 , 3 2 , 2 2 ), we perform the steps of the bijection:
Now, since the result of the above process is another partition into distinct parts, it is natural to attempt to apply the bijection again, starting with the partition λ into distinct parts having 3 colors satisfying λ i − λ i+1 ≥ ω(c i ) + δ(c i , c i+1 ) and λ i ≥ ω(c i ) and a new partition, τ , into distinct parts occurring in the color 4. Let us see what happens when we try to repeat the steps above.
• Step 1. For each part k of τ that is less than or equal to the number of parts of λ, we add 1 to the first k parts of λ and 4 to the color of λ k . We then have the difference conditions
and
• Step 2. Now write the unused parts of τ to the left of the parts from λ. Remove a staircase, i.e subtract 0 from the smallest part, 1 from the next smallest, and so on. We get
for c i , c i+1 = 4.
• Step 3. Now we take largest part of τ and insert it into λ below the smallest part that is bigger than itself. It is easy to check that after such an insertion, we have
Here u(i) = 1 if i = 3, 7 and 0 otherwise.
Unlike the situation for n = 2, we do not always have the condition In the second and fourth cases, the guaranteed minimum difference between λ i and λ i+1 is too large. In the first and third cases, it is too small. For the latter cases, we shall remedy the problem by redistributing the powers of 2 occurring in the colors c i and c i+1 . Specifically, if c i = 7, c i+1 = 4, and λ i − λ i+1 = 1, then let c i = 5 and c i+1 = 6. If c i = 3, c i+1 = 4, and λ i − λ i+1 = 1, then let c i = 5 and c i+1 = 2. Notice that the new colors correspond exactly to those in cases (ii) and (iv) above, with the difference between λ i and λ i+1 exactly one less than the minimum difference in (2.7) corresponding to these two cases. This is a double bonus. First, it makes the change of colors described above bijective, and second, it makes the minimum difference what we want for the theorem.
We repeat
Step 3 with the largest part remaining in τ and continue until all the parts of color 4 are inserted in λ. We then have (2.8) for all i.
• Step 4. Finally, we can add back the staircase and we have
This is condition (iii) of Theorem 1.2. Conditions (i) and (ii) are again straightforward.
For example, we start with λ = (12 1 , 9 2 , 6 3 , 4 3 , 2 2 , 1 1 ) and τ = (17 4 , 11 4 , 8 4 , 6 4 , 3 4 , 1 4 ), following the steps of the bijection:
Here the underbraces indicate where a reassignment of colors needs to take place.
The proof of Theorem 1.2 is an iteration of the above process, described for a general n in the following section.
Proof of Theorem 1.2
The proof is by induction. For n = 1 the theorem is a tautology. Now suppose that it is true for a given natural number n−1 and that we can map any partition counted by A(x 1 , x 2 , ..., x n−1 ; m) to a partition counted by B(x 1 , x 2 , ..., x n−1 ; m). Take a partition counted by A(x 1 , x 2 , ..., x n ; m) and break it into two partitions: the first is a partition counted by A(x 1 , x 2 , ..., x n−1 ; m ′ ) and the second is a partition of m − m ′ into x n distinct parts. We apply the map to the first partition to get a partition λ counted by B(x 1 , x 2 , ..., x n−1 ; m ′ ). We call the second partition τ and color its parts with the color 2 n−1 .
• Step 1. First, we change λ in the following way: for each part k of τ that is less than or equal to the number of parts of λ, add 1 to each of the first k parts of λ and then add 2 n−1 to the color of the kth part. Here we record that we have
and that λ i ≥ ω(c i ) for c i = 2 n−1 . To be concise, we shall write δ * (c i , c i+1 ) to mean δ(c i , c i+1 ) when c i < 2 n−1 and δ(c i − 2 n−1 , c i+1 ) when c i > 2 n−1 .
• Step 2. Now write the unused parts from τ in descending order to the left of the parts from λ. Remove a staircase, i.e., subtract 0 from the smallest part, 1 from the next smallest, and so on. For the moment we shall set aside the parts having color 2 n−1 . Here we record that we have
for c i = 2 n−1 .
• Step 3. Starting from the largest part k with color 2 n−1 , we insert k into the partition λ as the part λ i so that λ i −λ i+1 ≥ 0 with i minimal. Since ω(c i ) = ω(2 n−1 ) = 1 and δ(2 n−1 , c i+1 ) = 0, this condition is the same as
The minimality of i guarantees that λ i−1 − λ i ≥ 1. Hence it is possible that 2) and in this case we shall execute a redistribution of colors between λ i and λ i−1 . Specifically, if 
since the fact thatc i−1 > 2 n−1 implies that δ(c i−1 ,c i ) = 0. However, as δ(c i−1 − 2 n−1 ,c i ) = 1, this difference j betweenλ i−1 andλ i is one less than the minimum difference guaranteed by the second case of (3.1), which makes the change of colors bijective -one can always identify when it has taken place. We are also guaranteed that any further occurrences of k in color 2 n−1 may now be inserted without any problem, asc i−1 > 2 n−1 . Next, since we were in the case of (3.2) before having tossed in the part k as λ i , we may observe that c i−1 is not 2 n−1 . Moreover c i+1 = 2 n−1 would contradict the fact that we start with the largest part k. So we had λ i−1 − λ i+1 ≥ ω(c i−1 ) + δ * (c i−1 , c i+1 ) − 1 according to (3.1).
Hence we may deduce that
We continue this procedure until all the parts of color 2 n−1 are inserted in λ.
• Step 4. Now all the required differences are
and we can add back the staircase 0, 1, 2, ... so that these difference conditions become those of condition (iii) in the theorem. Conditions (i) and (ii) are straightforward. This establishes that A(x 1 , ..., x n ; m) = B(x 1 , ..., x n ; m).
Remark. It will prove useful to take advantage of the symmetry in the partitions counted by A(x 1 , ..., x n ; m) and B(x 1 , ..., x n ; m) to slightly extend Theorem 1.2. Given a permutation σ ∈ S n , take a partition λ counted by B(x 1 , ..., x n ; m) and create a new partitionλ by setting λ i = λ i and changing c i to σ(c i ). Here σ(c i ) is defined in the obvious way, by permuting the powers of 2 occurring in the binary representation of c i . Now ω(c i ) hasn't changed so the new difference condition onλ isλ
The mapping λ →λ is easily reversible so we have B(x 1 , ..., x n ; m) = B σ (x σ(1) , ..., x σ(n) ; m), where B σ (x 1 , ..., x n ; m) denotes the number of partitions λ of m into parts that come in 2 n−1 colors and satisfy conditions (i) and (ii) of Theorem 1.2 as well as (3.4) . From the definition of A(x 1 , . . . , x n ; m), it is obvious that for any permutation τ = (τ (1), . . . , τ (n)) in S n ,
Hence we have
.., x n ; m).
To conclude this section we provide yet another example of the proof that A(x 1 , ..., x n ; m) = B(x 1 , ..., x n ; m), this time in the case n = 4. We start with a partition λ = (16 3 , 14 7 Notice that the result is a partition counted by B(6, 4, 3, 8; 145), as expected.
Proofs of Theorems 1.3 and 1.4
The proofs of these theorems follow exactly the same steps as the proof of Theorem 1.2, but here we will pay special attention to the behavior of the parts with odd color. We begin with Theorem 1.3. When n = 1, we just have a partition µ 1 into parts having color 1 that are congruent to r modulo M , and the conditions (i) and (ii) of the theorem are trivial. Now suppose that the theorem is true for n − 1, let λ be a partition counted by B r,M (x 1 , ..., x n−1 ; m ′ ), and let τ be a partition of m − m ′ into distinct parts, all with the color 2 n−1 . As we apply the bijection, the part λ S will increase by 1 each time its color or the color of a smaller part increases by 2 n−1 in Step 1. It will also ultimately increase by 1 in Step 4 if a part of color 2 n−1 is inserted as a part λ S+k in Step 3. But in these cases s ℓ=S ω e (c ℓ ) also increases by 1. If a redistribution of colors should take place between λ S and λ S+1 , thenλ S remains the smallest part with odd color, and For condition (ii), the difference between two parts λ i and λ j with odd color will increase by 1 every time in Step 1 that the color of λ k increases by 2 n−1 for i ≤ k < j. This difference will also ultimately increase by 1 in Step 4 for each time that a part with color 2 n−1 is inserted between λ i and λ j in step 3. But in these cases j−1 ℓ=i ω e (λ ℓ ) will also increase by 1. If any part λ i with odd color is affected by a rearrangement of colors,λ i remains odd. If λ j has odd color with j > i, then j−1 ℓ=i ω e (λ ℓ ) is unaffected by this rearrangement, and if j < i, neither is i−1 ℓ=j ω e (λ ℓ ). This guarantees condition (ii) and completes the proof of this part of the theorem.
We turn to Theorem 1.4. When n = 1, we just have a partition µ 1 into parts having color 1 that differ by at least M , and the extra condition of the theorem is trivial. Now suppose that the theorem is true for n − 1, let λ be a partition counted by B M (x 1 , ..., x n−1 ; m ′ ), and let τ be a partition of m − m ′ into distinct parts, all with the color 2 n−1 . As we apply the steps of the bijection, the difference between any two parts with odd color λ i and λ j increases by 1 for every time in Step 1 that the color of λ k increases by 2 n−1 for i ≤ k < j. This difference will also ultimately increase by 1 in Step 4 for each time that a part with color 2 n−1 is inserted between λ i and λ j in step 3. But these are precisely the cases where 
Partition Identities
In this section we consider a set A = {a 1 , a 2 , · · · , a n } of n distinct positive integers satisfying k−1 i=1 a i < a k for all 1 ≤ k ≤ n and we fix an integer N such that N ≥ n i=1 a i . We will use the main theorems to deduce partition identities corresponding to the substitutions q → q N and y j → q a j −N in (1.4), (1.5), and (1.6), and q → q N and y j → q −a j in (1.4). Each of these results extends one of two generalizations of Schur's theorem due to Andrews, which we state momentarily. Denote the set of 2 n − 1 (necessarily distinct) possible sums of distinct elements of A by A ′ and its elements by
to be the set of all natural numbers congruent to some a i (resp. α i , −a i , −α i ) modulo N . For x ∈ A ′ let ω A (x) denote the number of terms in the defining sum of x and let v A (x) (resp. z A (x)) be the smallest (resp. largest) a i appearing in this sum. Moreover, for x, y ∈ A ′ , we define δ A (x, y) = 1 if z A (x) < v A (y) and 0 otherwise. Finally, let β N (ℓ) be the least positive residue of ℓ modulo N .
Theorem 5.1 (Andrews, [6, 9] ). Let D (A N ; x 1 , ..., x n ; m) denote the number of partitions of m into distinct parts taken from A N where there are x r parts equivalent to a r modulo N . Let E(A ′ N ; x 1 , ..., x n ; m) denote the number of partitions of m into parts taken from A ′ N of the form λ 1 + · · · + λ s such that (i) x r is the number of λ i such that β N (λ i ) uses a r in its defining sum, and (ii)
.., x n ; m). Theorem 5.2 (Andrews, [8, 9] ). Let F (−A N ; x 1 , ..., x n ; m) denote the number of partitions of m into distinct parts taken from −A N where there are x r parts equivalent to −a r modulo N . Let G(−A ′ N ; x 1 , ..., x n ; m) denote the number of partitions of m into parts taken from −A ′ N of the form
x r is the number of λ i such that β N (−λ i ) uses a r in its defining sum, and (ii)
.., x n ; m). To state the first two results, we extend any permutation σ ∈ S n to the integers in A ′ in the obvious way, by letting σ(
.., x n ; m) denote the number of partitions of m into parts taken from A ′ N of the form λ 1 + · · · + λ s such that (i) x r is the number of λ i such that β N (λ i ) uses a r in its defining sum, and (ii)
Then D (A N ; x 1 , . .., x n ; m) = E σ (A ′ N ; x 1 , ..., x n ; m).
.., x n ; m) denote the number of partitions of m into parts taken from −A ′ N of the form
x r is the number of λ i such that β N (−λ i ) uses a r in its defining sum, and (iii)
Then F (−A N ; x 1 , . .., x n ; m) = G σ (−A ′ N ; x 1 , ..., x n ; m). Let us record some examples. Suppose that n = 2, A = {1, 2} and N = 3. It is easy to see that taking σ = {1, 2} in Theorem 5. 
This is equivalent to the case
For a more complicated example, let n = 3, A = {1, 2, 4} and N = 7. Taking σ = {3, 2, 1} in Theorem 5.3 gives Corollary 5.6. The number of partitions of m into distinct parts ≡ 1, 2, 4 (mod 7) with x r parts congruent to 2 r−1 modulo 7 is equal to the number of partitions λ of m such that (i) x r is the number of λ i such that λ i (mod 7) uses 2 r−1 in its defining sum, and (ii) if λ i ≡ j (mod 7) and λ i+1 ≡ k (mod 7), (A N ; x 1 , ..., x n ; m) denote the number of partitions counted by D (A N ; x 1 , ..., x n ; m) such that the parts that are a 1 modulo N are
.., x n ; m) denote the number of partitions of m counted by E(A ′ N ; x 1 , ..., x n ; m) of the form λ 1 + · · · + λ s such that (i) if λ S is the smallest part such that β N (λ S ) uses a 1 in its defining sum, then
and (ii) if i < j and β N (λ i ) and β N (λ j ) use a 1 in their defining sums, then 
, and (iii) if i < j and λ i , λ j ≡ 1, 3 (mod 3), then
. Example. For m = 18, we have D(A 3 ; 1, 1; 18) = 6, the relevant partitions being (17, 1), (14, 4) , (11, 7) , (10, 8) , (13, 5) and (16, 2). But only three of them satisfy the conditions of the previous corollary, i.e., that the parts that are 1 modulo 3 are 1 modulo 6. These partitions are (17, 1), (11, 7) and (13, 5) . Therefore D 1,2 (A 3 ; 1, 1; 18) = 3. Now E(A ′ 3 ; 1, 1; 18) = 6, the relevant partitions being (18), (17, 1), (16, 2), (14, 4) , (13, 5) and (11, 7) . But three of them violate the condition on λ S , namely (18) violates (ii), and (14, 4) and (13, 5) 
.., x n ; m) denote the number of partitions counted by D(A N ; x 1 , ..., x n ; m) such that the parts equivalent to a 1 modulo N differ at least by M N . Let E M (A ′ N ; x 1 , ..., x n ; m) denote the number of partitions of m counted by E(A ′ N ; x 1 , ..., x n ; m) of the form λ 1 + · · · + λ s such that if i < j and β N (λ i ) and β N (λ j ) use a 1 in their defining sums, then (13, 7, 2) , (13, 5, 4) (13, 8, 1 ), (14, 7, 1) , (10, 8, 4) and (11, 10, 1) . Also E 2 (A ′ 3 , 2, 1; 22) = 8, with the relevant partitions being (18, 4), (19, 3), (15, 7) , (16, 6), (16, 5, 1), (14, 7, 1) , (13, 7, 2) and (13, 8, 1 ).
Proofs of the Partition Theorems
Proof of Theorem 5.3. Fix a permutation σ ∈ S n . In a partition counted by A(x 1 , x 2 , ..., x n ; m), we replace a part of size k from µ j by N (k − 1) + a j . Then each λ i in the corresponding partition λ counted by B σ −1 (x 1 , ..., x n ; m) is replaced byλ i = N (λ i − ω A (α c i )) + α c i . This corresponds to replacing q by q N and y j by q a j −N in (1.4). Suppose that before this replacement, we had
Then after the replacement we havẽ
Note that β N (λ i ) = α c i and that σ(β N (λ i )) = α σ(c i ) for all i and the theorem follows.
Proof of Theorem 5.4. In a partition counted by A(x 1 , x 2 , ..., x n ; m), we replace a part of size k from µ j by N k − a j . Each λ i in the corresponding partition λ counted by B σ −1 (x 1 , ..., x n ; m) is replaced byλ = N λ i − α c i . This corresponds to replacing q by q N and y j by q −a j in (1.4). Suppose that before this replacement, we had
Note that β N (−λ i ) = α c i and that σ(β N (−λ i )) = α σ(c i ) for all i and the theorem follows. (1, 2, . . . , n).
This shows that the difference is at least the one claimed in Theorem 5.1 but not greater. 
This shows that the difference is at least the one claimed in Theorem 5.2 but not greater.
Proof of Theorem 5.7. In a partition counted by A r,M (x 1 , x 2 , ..., x n ; m), we replace a part of size k from µ j by N (k−1)+a j . In the corresponding partition λ counted by B r,M (x 1 , x 2 , ..., x n ; m), then each λ i is replaced byλ i = N (λ i −ω A (α c i ))+α c i . This implies thatλ ∈ E(A ′ N ; x 1 , ..., x n ; m) as in Theorem 5.1. Note that α c i = β N (λ i ), ω(c i ) = ω A (β N (λ i )) and ω e (c i ) = ω A,1 (β N (λ i )). If λ S was the smallest part with odd color, then λ S ≡ r + s ℓ=S ω e (c ℓ ) (mod M ). This condition is translated to ifλ S is the smallest part such that β N (λ S ) uses a 1 in its defining sum Proof of Theorem 5.9. The proof follows the same ideas as the proof of Theorem 5.7. In a partition λ counted by A M (x 1 , x 2 , ..., x n ; m), we replace a part of size k from µ j by N (k − 1) + a j . In the corresponding partition counted by B M (x 1 , x 2 , ..., x n ; m), then each λ i is replaced bỹ λ i = N (λ i − ω A (α c i )) + α c i . This corresponds to replacing q by q N and y j by q a j −N in (1.5). This implies thatλ ∈ E(A ′ N ; x 1 , ..., x n ; m) as in Theorem 5.1. Note that α c i = β N (λ i ), ω(c i ) = ω A (β N (λ i )) and ω e (c i ) = ω A,1 (β N (λ i )) for all i. If λ i and λ j were any two parts with odd color, then λ i − λ j ≥ M + 
Concluding Remarks
We wish to offer a few suggestions for further work based on the results of this paper. The first and most obvious one would be to find more new and interesting partition identities that follow from the main theorems. Second, in all of our examples we have replaced q by q N with N ≥ 2 n − 1 in order to obtain theorems on ordinary partitions. One could also proceed with N < 2 n − 1 and explore the resulting weighted partition identities. Third, as observed in [2] , one can write down companions to Schur's theorem by reordering the parts immediately before
Step 4 of the proof of Theorem 1.1 presented in Section 2. Undoubtedly such reorderings could be applied in the case of Theorem 1.2 as well. Finally, it will be noted that the products in (1.5) and (1.6) are rather asymmetric. A more general problem of the nature considered here would be to give an interpretation of the infinite product in terms of partitions whose parts occur in 2 n − 1 colors and satisfy some tractable difference conditions.
