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SOLUTIONS TO THE T-SYSTEMS WITH PRINCIPAL
COEFFICIENTS
PANUPONG VICHITKUNAKORN
Abstract. The A∞ T-system, also called the octahedron recurrence, is a
dynamical recurrence relation. It can be realized as mutation in a coefficient-
free cluster algebra (Kedem 2008, Di Francesco and Kedem 2009). We define
T-systems with principal coefficients from cluster algebra aspect, and give
combinatorial solutions with respect to any valid initial condition in terms of
partition functions of perfect matchings, non-intersecting paths and networks.
This also provides a solution to other systems with various choices of coeffi-
cients on T-systems including Speyer’s octahedron recurrence (Speyer 2007),
generalized lambda-determinants (Di Francesco 2013) and (higher) pentagram
maps (Schwartz 1992, Ovsienko et al. 2010, Glick 2011, Gekhtman et al.
2014).
1. Introduction
The A∞ T-system [DFK13], also called the octahedron recurrence, is a discrete
dynamical system of formal variables Ti,j,k for i, j, k ∈ Z satisfying
Ti,j,k−1Ti,j,k+1 = Ti−1,j,kTi+1,j,k + Ti,j−1,kTi,j+1,k.
This recurrence relation preserves the parity of i + j + k and therefore there are
two independent systems depending on the parity of i + j + k. We will assume
throughout the paper that i+j+k ≡ 1 mod 2. Several combinatorial solutions have
been considered including solutions in terms of alternating sign matrices [RR86],
domino tilings [RR86, EKLP92], perfect matchings [Spe07] and networks [DFK13].
The A∞ T-system can also be interpreted [DFK09] as mutation in an infinite-
rank cluster algebra [FZ02] of geometric type without coefficients. Its corresponding
quiver is called the octahedron quiver [DFK13].
One can also consider cluster algebras with coefficients [FZ07]. For cluster al-
gebras of geometric type, this is equivalent to adding frozen vertices to the quiver.
A quite general type of coefficients are principal coefficients. It corresponds to
adding one frozen vertex for each quiver vertex and an arrow pointing from it to
the quiver vertex. In some literature, this new quiver is called the coframed quiver
associated with the octahedron quiver. The reason why the principal coefficients
are very important is due to the separation formula [FZ07, Theorem 3.7], stating
that a cluster algebras with any coefficients can be written in terms of one with
principal coefficients.
Some generalizations of T-systems with coefficients have been suggested by
Speyer in his work on Speyer’s octahedron recurrence [Spe07] and by Di Francesco
in his work on the generalized lambda determinant [DF13]. In this paper, we con-
sider A∞ T-systems with principal coefficients using cluster algebras definition. We
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then give combinatorial solutions in terms of perfect matchings, non-intersecting
paths and networks.
The paper is organized as follows. In Section 2, we review some basic definitions
and results in cluster algebras from [FZ02, FZ07]. In Section 3, we define the T-
system with principal coefficients, whose initial condition is in the form of initial
data on a stepped surface.
The goal is to find, for an arbitrary point (i0, j0, k0) and a stepped surface k,
an expression of Ti0,j0,k0 in terms of initial data on k. Laurent phenomenon for
cluster variables [FZ02, Theorem 3.1] guarantees that the expression is indeed a
Laurent polynomial in the initial data and coefficients. In this paper, we give
explicit combinatorial expressions of Ti0,j0,k0 in terms of initial data when the point
(i0, j0, k0) is above k and k is above the fundamental stepped surface fund : (i, j) 7→
(i+ j mod 2)− 1. Some other cases will be discussed in Section 9.
Section 4 is devoted to a perfect matching solution. Following the construction
in [Spe07], we first construct a finite bipartite graph with open faces G depending
on both (i0, j0, k0) and k, then construct face-weight wf and pairing-weight wp on
perfect matchings of G. This leads to the perfect-matching solution (Theorem 4.9):
Ti0,j0,k0 =
∑
M
wp(M)wf (M)
where the sum runs over all perfect matchings of G. The weight wp(M) is a
monomial in the cluster coefficients, while wf (M) is a Laurent monomial in the
initial data (cluster variables).
In Section 5, we define the closure G of the graph G and transform our previous
two weights to the edge-weight we. This gives another form of the perfect-matching
solution (Theorem 5.4):
Ti0,j0,k0 =
∑
M
we(M)
/
we(M0)
∣∣
ci,j=1
.
The sum runs over all perfect matchings of G with a certain boundary condition,
see Definition 5.2.
In Section 6, we orient all the edges of G and G and give an explicit bijection be-
tween perfect matchings of G and non-intersecting paths on G with certain sources
and sinks. This bijection can also be extended to G. Using the modified edge-weight
w′e obtaining from we together with the bijection, the perfect-matching solution for
G gives the nonintersecting-path solution (Theorem 6.18):
Ti0,j0,k0 =
∑
P
w′e(P )
/ ∏
◦—•
b ∈M0
p¯b
where the sum runs over all non-intersecting paths on G with certain sources and
sinks, see Theorem 6.18.
In Section 7, we first consider the network N , studied in [DF10, DFK13] associ-
ated with (i0, j0, k0) and k. It is obtained from the shadow of the point (i0, j0, k0)
on the lozenge covering on k. We point out that it can also be obtained from the
graph G by tilting all the diagonal edges of G so that they become horizontal. This
allows us to pass the modified edge-weight w′e on G to a weight on the network
N . Paths on G then become paths on N . From Theorem 6.18, we get the network
solution (Theorem 7.3) as a partition function of weighted non-intersecting paths
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on the network N , which can also be written as a certain minor of the network
matrices (Theorem 7.8).
In Section 8, we discuss other types of coefficients of the T-system related to
Speyer’s octahedron recurrence [Spe07], generalized lambda-determinants [DF13]
and (higher) pentagram maps [Sch92, OST10, Gli11, GSTV14].
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P. Di Francesco for their helpful advice and comments. The author also thank G.
Musiker and M. Glick for discussions. This work was partially supported in part
by a gift to the Mathematics Department at the University of Illinois from Gene
H. Golub, the NSF grant DMS-1100929, NSF grant DMS-1301636 and the Morris
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2. Cluster algebras
In this section, we quote some basic definitions and important results in the
theory of cluster algebras mainly from [FZ02, FZ07].
2.1. Finite rank cluster algebras. Let (P,⊕, ·) be a semifield, i.e., (P, ·) is an
abelian group, and ⊕ is an auxiliary addition: commutative, associative and dis-
tributive with respect to the multiplication. The following are two important ex-
amples of semifields.
Definition 2.1 (Universal semifield). For a set of labels J, the universal semifield
on the set of variables {yj | j ∈ J} denoted by Qsf (yj : j ∈ J) := (Qsf (yj : j ∈
J),+, ·) is the set of all subtraction-free expressions of rational functions in inde-
pendent variables {yj | j ∈ J} over Q with the usual addition and multiplication.
Definition 2.2 (Tropical semifield). For a set of labels J, the tropical semifield on
the set of variables {yj | j ∈ J} denoted by Trop(yj : j ∈ J) is the free multiplicative
abelian group generated by {yj | j ∈ J} with the auxiliary addition defined by:∏
j
y
aj
j ⊕
∏
j
y
bj
j =
∏
j
y
min(aj ,bj)
j .
Here are some notations that will be used throughout the paper:
[x]+ = max(0, x), [1, n] = {1, 2, . . . , n}, sgn(x) =

−1, x < 0
0, x = 0
1, x > 0
.
Let n ∈ N, we now state the main definitions of cluster algebras of rank n. Let P
be a semifield, F = QP(x1, . . . , xn) an ambient field, Tn the n−regular tree whose
n edges incident to each vertex have different labels from 1 to n.
Definition 2.3 (Cluster patterns and Y-patterns). A cluster pattern (resp. Y-
pattern) is an assignment t 7→ (xt,yt, Bt) (resp. t 7→ (yt, Bt)) of any vertex t ∈ Tn
to a labeled seed (resp. labeled Y-seed) such that:
• The cluster tuple xt = (x1;t, . . . , xn;t) is an n−tuple of elements of F form-
ing a free generating set.
• The coefficient tuple yt = (y1;t, . . . , yn;t) is an n−tuple in P.
• The exchange matrix Bt = (b(t)ij ) ∈ Mn×n(Z) is a skew-symmetrizable ma-
trix.
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• t k−− t′ in Tn if and only if (xt,yt, Bt) µk←→ (xt′ ,yt′ , Bt′), where µk is the
seed mutation in direction k defined by:
– Bt′ = (b
(t′)
ij ) where
b
(t′)
ij =
{
−b(t)ij , i = k or j = k,
b
(t)
ij + sgn(b
(t)
ik )[b
(t)
ik b
(t)
kj ]+, otherwise.
– yt′ = (y1,t′ , . . . , yn,t′) where
yj,t′ =
{
y−1k,t , j = k,
yj,t(y
+
k;t)
[b
(t)
kj ]+(y−k;t)
−[−b(t)kj ]+ , j 6= k.
– xt′ = (x1;t′ , . . . , xn;t′) where
xj;t′ =
x−1k,t
(
y+k;t
∏n
i=1 x
[b
(t)
ik ]+
i;t + y
−
k;t
∏n
i=1 x
[−b(t)ik ]+
i;t
)
, j = k,
xj;t, j 6= k,
where y+k;t =
yk;t
(yk;t ⊕ 1) and y
−
k;t =
1
(yk;t ⊕ 1) .
Definition 2.4 (Cluster algebra). The cluster algebra A associated with a cluster
pattern t 7→ (xt,yt, Bt) for t ∈ Tn is defined to be the ZP-algebra generated by all
cluster variables, i.e.
A = ZP[xi,t : t ∈ Tn, i ∈ [1, n]].
In this paper, we will consider only cluster algebras with skew-symmetric ex-
change matrix. In this case, we can think of the cluster mutation as a combinatorial
rule performing on a quiver.
Definition 2.5 (The quiver associated with a skew-symmetric B). When the ex-
change matrix B = (bij)i,j∈[1,n] is skew-symmetric, we define QB , the quiver asso-
ciated with B, to be a directed graph with vertices 1, . . . , n. There are bij arrows
from i to j if and only if bij > 0.
All the information of the exchange matrix B, skew-symmetric, is encoded in
the quiver QB . The mutation µk will then act on QB by the following process:
(1) For every pair of arrows i→ k and k → j, add an arrow i→ j.
(2) Reverse all the arrows incident to k.
(3) Remove all oriented 2-cycles.
One can easily check that µk(QB) = Qµk(B). The following is an example of the
quiver associated with an exchange matrix and the quiver mutation.( 0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
)
µ1←→
( 0 −1 0 1
1 0 1 −1
0 −1 0 1
−1 1 −1 0
)
µ3←→
( 0 −1 0 1
1 0 −1 0
0 1 0 −1
−1 0 1 0
)
1 2
4 3
1 2
µ1
1 2
µ3
4 3 4 3
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Fixing t0 ∈ Tn, we can express variables x1;t, . . . , xn;t, y1,t, . . . , yn;t of the labeled
seed at arbitrary t ∈ Tn in terms of variables x1;t0 , . . . , xn;t0 , y1,t0 , . . . , yn;t0 at t0.
We will then call the labeled seed (resp. labeled Y-seed) at t0 an initial labeled seed
(resp. initial labeled Y -seed) and assign a simpler notations:
x = xt0 , y = yt0 , B = Bt0
where
xi = xi;t0 , yi = yi,t0 , bij = b
(t0)
ij (i, j ∈ [1, n]).
Unless stated otherwise, the initial labeled seed (x,y, B) is always at t0 and we
denote A(x,y, B) the cluster algebra with an initial labeled seed (x,y, B). Clearly,
a cluster pattern (resp. Y-pattern) is completely determined by its initial labeled
seed (resp. initial labeled Y-seed). In addition, a cluster variable is a Laurent
polynomial in the initial variables, as stated in the following theorem.
Theorem 2.6 (Laurent phenomenon [FZ07, Theorem 3.7]). The algebra A(x,y, B)
is contained in the Laurent polynomial ring ZP[x±1], i.e. every cluster variable is
a Laurent polynomial over ZP in the initial cluster seed x1, . . . , xn.
If yi = 1 for all i ∈ [1, n], we have yi,t = 1 for all i ∈ [1, n], t ∈ Tn. We call it a
coefficient-free cluster algebra, and write just (xt, Bt) for for its labeled seeds.
Definition 2.7 (Frozen variables). For a cluster algebra (resp. cluster pattern)
of rank m with initial seed (x,y, B), we consider a subpattern t ∈ Tn ⊆ Tm 7→
(xt,yt, Bt). It is the pattern obtained by µ1, . . . , µn. That means the directions
n + 1, . . . ,m are not mutated. We call it a cluster algebra (resp. cluster pattern)
of rank n with frozen variables xn+1, . . . , xm.
Remark 2.8. In the cluster algebra of rank n with frozen variables xn+1, . . . , xm,
the cluster seeds are not mutated in directions n + 1, . . . ,m. So, the necessary
information in the m × m matrix B for mutations are only the columns 1 to n.
Hence we often use a reduced exchange matrix B˜ instead of the full exchange matrix
B, where B˜ is the m× n submatrix of B obtained by deleting columns n+ 1 to m.
Definition 2.9 (Geometric type). A cluster algebra (or cluster pattern, or Y-
pattern) is of geometric type if P is a tropical semifield.
Remark 2.10 (Geometric type and Frozen variables). For a cluster algebra or
cluster pattern of geometric type, the notion of coefficients and frozen variables
are interchangeable. Let t ∈ Tn 7→ (xt,yt, Bt) be a cluster pattern of geometric
type of rank n where P = Trop(xn+1, . . . , xm). Since xn+1, . . . , xm generate P, we
can choose the initial seed coefficients to be yj =
∏m
i=n+1 x
bij
i for all j ∈ [1, n].
Then the pattern is equivalent to a coefficient-free cluster pattern: t ∈ Tm 7→
((x1;t, . . . , xm;t), B˜t) with frozen variables xn+1, . . . , xm, where B˜ = (bij)m×n.
Example 2.11. Consider a semifield P = Trop(x5, x6) and a rank 4 cluster algebra
of geometric type with an initial seed (x,y, B) where
x = (x1, x2, x3, x4), y =
(
x6
x5
,
1
x6
, 1, 1
)
, B =
( 0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
)
.
We have y+1 = x6 and y
−
1 = x5. After the seed mutation µ1 (Definition 2.3), we
have
x′ =
(
x6x4 + x5x2
x1
, x2, x3, . . . , x6
)
, y′ =
(
x5
x2
, 1, 1,
1
x5
)
.
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On the other hand, by Remark 2.10, we can think of x5, x6 as frozen variables and
transform our cluster algebra with coefficients to the coefficient-free cluster algebra
of rank 6 with the following cluster variables and reduced exchange matrix.
x = (x1, x2, . . . , x6), B˜ =
 0 1 0 −1−1 0 1 00 −1 0 1
1 0 −1 0
−1 0 0 0
1 −1 0 0
.
The mutation µ1 gives the new cluster tuple x
′ =
(
x4x6 + x2x5
x1
, x2, x3, . . . , x6
)
and the following quiver mutation.
1 2
4 3
1 2
µ1
4 3
5 6 5 6
We see that the mutated quiver encodes the information of y′ =
(
x5
x2
, 1, 1,
1
x5
)
.
Also notice that we can omit arrows between frozen variables because they will not
effect any mutations at non-frozen variables.
Definition 2.12 (Principal coefficient). A cluster algebra (or cluster pattern, or
Y-pattern) has a principal coefficients at t0 ∈ Tn if P = Trop(y1, . . . , yn) where
the initial coefficient tuple is yt0 = (y1, . . . , yn). We denote A•(B) for the cluster
algebra with principal coefficients.
Remark 2.13 (Principal coefficients and Frozen variables). From Remark 2.10, a
cluster algebra with principal coefficients of rank n with initial seed (x,y, B) where
x = (x1, . . . , xn) and y = (y1, . . . , yn) can be identified with a coefficient-free cluster
algebra of rank 2n with an initial seed
((x1, . . . , xn, y1, . . . , yn), B˜) where B˜ =
(
B
In
)
.
The quiver QB˜ is obtained from QB by adding one vertex i′ and an arrow i′ → i
for any vertex i in the quiver QB . The new QB˜ is called the coframed quiver
associated with QB .
Definition 2.14 (The functions X
(B)
l;t and F
(B)
l;t ). Given an exchange matrix B,
we consider the unique (up to isomorphism) cluster pattern t 7→ (Xt,Yt, Bt) with
principal coefficients at t0 and an initial seed (X,Y, B). For l ∈ [1, n] and t ∈ Tn,
we let
X
(B)
l;t ∈ Qsf (X1, . . . , Xn;Y1, . . . , Yn)
be the l-th component of the cluster tuple at t, and
F
(B)
l;t := X
(B)
l;t (1, . . . , 1;Y1, . . . , Yn) ∈ Z[Y1, . . . , Yn].
In short, X
(B)
l;t is a cluster variable in the cluster algebra with principal coefficients.
For a fixed B, we often view it as a function on the initial variables Xi and Yi for
i ∈ [1, n]. The function F (B)l;t is a specialization of X(B)l;t when Xi = 1 for i ∈ [1, n].
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The next theorem states that cluster variables of any cluster pattern can be
written in terms of the functions X
(B)
l;t and F
(B)
l;t with some restriction.
Theorem 2.15 (Separation formula [FZ07, Theorem 3.7]). Let t 7→ (xt,yt, Bt) be
a cluster pattern over a semifield P with an initial seed (x,y, B). Then
xl;t =
X
(B)
l;t (x1, . . . , xn; y1, . . . , yn)
F
(B)
l;t |P(y1, . . . , yn)
.
The notation F
(B)
l;t |P(y1, . . . , yn) means that we compute F (B)l;t (y1, . . . , yn) in P
by changing + to ⊕.
Example 2.16. Consider the cluster algebra with principal coefficients with the
same exchange matrix as in Example 2.11. Let P = Trop(Y1, Y2, Y3, Y4), we can
write an initial seed as (X,Y, B) where
X = (X1, X2, X3, X4), Y = (Y1, Y2, Y3, Y4).
By Remark 2.13, we think of Yi’s as frozen variables and get a coefficient-free cluster
algebra of rank 8 with the following quiver and exchange matrix, where Yi is the
cluster variable on the vertex i+ 4.
1 2
4 3
5 6
78

0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Then the mutation µ1 gives
X ′1 =
Y1X4 +X2
X1
.
Let us try to compute x′1 in Example 2.11 using the separation formula. From
the formula, we think of X ′1 as a function (X1, . . . , X4;Y1, . . . , Y4) 7→
Y1X4 +X2
X1
.
Then
x′1 =
X ′1
(
x1, x2, x3, x4;
x6
x5
, 1x6 , 1, 1
)
X ′1
(
1, 1, 1, 1; x6x5 ,
1
x6
, 1, 1
) ∣∣
Trop(x5,x6)
=
(x6x5x4 + x2)/x1
(x6x5 ⊕ 1)/1
=
(x6x5x4 + x2)/x1
1/x5
=
x4x6 + x2x5
x1
.
Definition 2.17 (The functions Y
(B)
l,t ). Given an exchange matrix B, we consider
the unique (up to isomorphism) Y-pattern t 7→ (Yt, Bt) having an initial seed
(Y, B) in the semifield Qsf (Y1, . . . , Yn). Let Y (B)l;t ∈ Qsf (Y1, . . . , Yn) be the l-th
component in the coefficient tuple at t.
Again, we think of Y
(B)
l;t as a function on Y1, . . . , Yn. The next theorem gives an
expression of the function Y
(B)
j,t in terms of the polynomials F
(B)
i,t .
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Theorem 2.18 ([FZ07, Proposition 3.13]). Given an exchange matrix B and a
semifield P = Trop(y1, . . . , yn), we get
Y
(B)
j;t (y1, . . . , yn) = Y
(B)
j;t
∣∣
P(y1, . . . , yn)
n∏
i=1
(
F
(B)
i;t (y1, . . . , yn)
)b(t)ij
.
where Y
(B)
j;t |P(y1, . . . , yn) can be interpreted as a cluster coefficient in the Y-pattern
with principal coefficients with an initial coefficient tuple (y1, . . . , yn).
Example 2.19. Consider the Y-pattern with the following quiver and the initial
coefficient tuple (y1, y2, y3, y4) in P = Qsf (y1, y2, y3, y4).
1 2
4 3
1 2
µ1
1 2
µ3
4 3 4 3
y = (y1, y2, y3, y4) µ1 y
′ =
(
1
y1
, y2
y1
1 + y1
, y3, y4(1 + y1)
)
µ3 y′′ =
(
1
y1
, y2y1
1 + y3
1 + y1
,
1
y3
, y4y3
1 + y1
1 + y3
)(1)
Consider a different Y-pattern with the same quiver but with principal coeffi-
cients. So with the same initial coefficients, we set P = Trop(Y1, Y2, Y3, Y4). Using
Remark 2.10, we can realize the coefficients as frozen variables.
1 2
4 3
1 2
µ1
1 2
µ3
4 3 4 3
5 6
8 7
5 6
8 7
5 6
8 7
Y = (Y1, Y2, Y3, Y4) µ1 Y
′ =
(
1
Y1
, Y2Y1, Y3, Y4(1 + Y1)
)
µ3 Y′′ =
(
1
Y1
, Y2Y1,
1
Y3
, Y4Y3
)
.
In order to apply Theorem 2.18, we also need to compute the cluster vari-
ables of the cluster algebra with principal coefficients of the same quiver. Let
(X1, X2, X3, X4) be the initial cluster tuple, we then get the following.
X = (X1, X2, X3, X4) µ1 X
′ =
(
Y1X4 +X2
X1
, X2, X3, X4
)
µ3 X′′ =
(
Y1X4 +X2
X1
, X2,
Y3X2 +X4
X3
, X4
)
We consider Y′′2 , X
′′
1 and X
′′
3 as functions on Xi’s and Yi’s. By Theorem 2.18 we
have
y′′2 = Y
′′
2 (y1, y2, y3, y4)
X′′3(1, 1, 1, 1; y1, y2, y3, y4)
X′′1(1, 1, 1, 1; y1, y2, y3, y4)
= y2y1
y3 + 1
y1 + 1
.
This is the same result as we computed directly in (1).
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2.2. Infinite rank cluster algebras. We define infinite rank cluster algebras in
a similar way. The cluster tuple, coefficient tuple and the exchange matrix now are
infinite dimensional. For the mutation to make sense, we only need the condition:
For each j, bij = 0 for all but finitely many i. If B is also skew-symmetric, this
condition is equivalent to saying that an infinite quiver QB has only finitely many
arrows incident to each of its non-frozen vertex.
For the cluster pattern, although we think of it as an assignment from the infinite
tree T, we usually restrict the study to only those seeds obtainable from the initial
seed by finitely many mutations. In the next section, we will review the fact that
the T-system can be realized as an infinite-rank coefficient-free cluster pattern, and
then define the T-system with principal coefficients in the same way as we have
already discussed cluster algebras with principal coefficients in this section. We
pick a specific cluster seed to put principal coefficients. This choice generates a
new recurrence relation which we will call the octahedron recurrence with principal
coefficients.
3. T-systems
In this paper, we consider the A∞ T-system [DFK13], which is also known as
the octahedron recurrence. It is the infinite-rank version of Ar T-system. We will
refer to A∞ T-system as just the T-system when there is no ambiguity.
The T-system can be realized as mutation in an infinite-rank coefficient-free
cluster algebra of geometric type [DFK09, DFK13]. Its exchange matrix is skew-
symmetric, so we can express it as a quiver, the octahedron quiver. In this section,
we review this connection and define T-systems with generic coefficients by inserting
principal coefficient into the relation, as in Definition 2.12, in the initial quiver. We
will also show that it is equivalent to the recurrence relation (4).
3.1. T-systems without coefficients. Let Z3odd = {(i, j, k) ∈ Z3 | i + j + k ≡
1 mod 2}. The T-system, so called the octahedron recurrence, is a recurrence relation
on the set of formal variables T = {Ti,j,k | (i, j, k) ∈ Z3odd} defined by
Ti,j,k−1Ti,j,k+1 = Ti−1,j,kTi+1,j,k + Ti,j−1,kTi,j+1,k.(2)
A stepped surface is a subset {(i, j,k(i, j)) | i, j ∈ Z} ⊂ Z3odd defined by a function
k : Z× Z→ Z satisfying:
|k(i, j)− k(i′, j′)| = 1 when |i− i′|+ |j − j′| = 1.
We will also denote this surface by the function k. The condition |i−i′|+|j−j′| = 1
is referred to as (i, j) and (i′, j′) are lattice-adjacent, and k(i, j) is called the height
of (i, j) with respect to k. There are three important stepped surfaces which we
will use throughout the paper. We define
fund : (i, j) 7→ (i+ j mod 2)− 1,
proj(i′,j′,k′) : (i, j) 7→ k′ − |i− i′| − |j − j′|,
kp : (i, j) 7→ min
(
k(i, j),projp(i, j)
)
,
(3)
and call them the fundamental stepped surface, the stepped surface projected from
a point (i′, j′, k′) and the adjusted stepped surface associated with a surface k and
a point p, respectively. See Figure 1 for examples.
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b
p
k
kp
fund
k
j
b q
proj
q
-1
0
Figure 1. The surfaces fund, projq and kp associated with a
surface k in the section i = i0 of the 3-dimensional lattice.
To each k, we can attach an initial condition Xk(t) : {Ti,j,k(i,j) = ti,j | i, j ∈ Z}
for some formal variables t = {ti,j | i, j ∈ Z}, to which we refer as initial data/values
along the stepped surface k.
It is worth pointing out that for a point (i0, j0, k0) ∈ Z3odd, not every initial data
gives a finite solution to Ti0,j0,k0 . In other words, an expression of Ti0,j0,k0 in terms
of ti,j ’s may not be finite. We call an initial data on k that gives a finite expression
for Ti0,j0,k0 an admissible initial data with respect to (i0, j0, k0).
Example 3.1. The fundamental stepped surface is always admissible with respect
to any point in Z3odd. The stepped surface proj(0,0,m) is not admissible with respect
to a point (0, 0, n) when n > m.
The T-system can also be interpreted as an infinite-rank coefficient-free clus-
ter algebra [DFK09]. Using Z2 as the index set, the initial seed is (x, B) =(
(xi,j)(i,j)∈Z2 , (b(i′,j′),(i,j))
)
where
xi,j = Ti,j,fund(i,j) and b(i′,j′),(i,j) = (−1)i+j (δi′,i±1δj′,j − δi′,iδj′,j±1) .
The quiver QB associated with B is shown in Figure 2. We call it the octahedron
quiver. We embed the vertices of the quiver into the 3-dimensional lattice Z3odd
so that they lie on the fundamental stepped surface, i.e. the vertex (i, j) of the
octahedron quiver lies at the point (i, j, fund(i, j)) ∈ Z3odd. The reason for picking
this choice is to associate it to the index of the initial cluster variables Ti,j,fund(i,j)
at (i, j) for (i, j) ∈ Z2.
We then allow mutations only on vertices (i, j, k) having the property that there
are exactly two incoming and two outgoing arrows incident to (i, j, k). This prop-
erty is equivalent to saying that all four neighbors of (i, j, k) have the same third
coordinate in Z3odd, i.e., the four neighbors are all either (i ± 1, j ± 1, k − 1) or
(i± 1, j ± 1, k + 1).
If the neighbors are (i± 1, j ± 1, k − 1), after the mutation at (i, j, k), we move
the vertex that used to be at (i, j, k) to (i, j, k−2) and call the new cluster variable
obtained by the mutation Ti,j,k−2. We call this mutation a downward mutation. On
the other hand, when the neighbors are (i ± 1, j ± 1, k + 1), (i, j, k) is moved to
(i, j, k + 2) and the new cluster variable is called Ti,j,k+2. We call it an upward
mutation.
The set of vertices of a quiver Q obtained from the octahedron quiver by allowed
mutations forms a stepped surface, denoted by kQ. On the other hand, we can
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Figure 2. The octahedron quiver. The red dots correspond to
indices (i, j) where i+ j is even, and the blue to the odd i+ j. The
quiver is infinite in both i and j directions.
create a quiver from a stepped surface by reading the arrangement of the quiver
arrows from Table 1, and call this quiver Qk. We notice that the quiver mutation
at (i, j) corresponds to moving (i, j,k(i, j)) to (i, j,k(i, j) ± 2), depending on the
height of its neighbors as discussed above. We say that k′ is obtained from k by a
mutation at (i, j) if Qk′ = µ(i,j)(Qk).
3.2. T-systems with principal coefficients. We define the T-systems with prin-
cipal coefficients from the cluster algebra setting. Instead of the coefficient-free
cluster algebra with the octahedron quiver, we consider the cluster algebra with
principal coefficients (Definition 2.12) on the same quiver, where the initial coeffi-
cient at (i, j) is ci,j . Due to Remark 2.13, it is the same as the coefficient-free cluster
algebras on the coframed octahedron quiver, where the variables ci,j on the added
vertices are frozen, see Figure 3. We show that the cluster variables satisfy the
recurrence relation (4) on {Ti,j,k | (i, j, k) ∈ Z3odd} with an extra set of coefficients
{ci,j | (i, j) ∈ Z2}. We will use this recursion as an alternative definition of the
T-system with principal coefficients.
Theorem 3.2. Let {Ti,j,k | (i, j, k) ∈ Z3odd} be the set of cluster variables obtained
from the T-system with principal coefficients. Then
Ti,j,k−1Ti,j,k+1 = Ji,j,kTi−1,j,kTi+1,j,k + Ii,j,kTi,j−1,kTi,j+1,k(4)
where
Ii,j,k =
{∏−(k+1)
a=k+1 ci+a,j , k < 0,
1, k ≥ 0, and Ji,j,k =
{
1, k < 0,∏k
a=−k ci,j+a, k ≥ 0.
(5)
We call the relation (4) the octahedron recurrence with principal coefficients. The
pictorial representation of I and J are shown in Figure 4.
In order to prove Theorem 3.2, we first compute the coefficients at the vertices in
any quiver obtained by the octahedron quiver. We note that unlike cluster variables,
a coefficient at (i, j) on a stepped surface k depends on the height of (i, j) and its
neighbors (i± 1, j ± 1).
Proposition 3.3. Consider the T-system with principal coefficients. Let k be a
stepped surface obtained from fund by a finite number of allowed mutations. Let
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T1,1,−1
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Figure 3. A portion of the infinite framed octahedron quiver and
its cluster variables including frozen variables ci,j .
y(i,j),k be the coefficient at the vertex (i, j) in Qk. Then
y(i,j),k =
Ii,j,k−1J
[1]+
i,j−1,kJ
[2]+
i,j+1,k
Ji,j,k−1I
[3]+
i−1,j,kI
[4]+
i+1,j,k
=
Ji,j,k+1I
[−3]+
i−1,j,kI
[−4]+
i+1,j,k
Ii,j,k+1J
[−1]+
i,j−1,kJ
[−2]+
i,j+1,k
,(6)
when k(i, j) = k, k(i, j − 1) = k + 1, k(i, j + 1) = k + 2, k(i− 1, j) = k + 3 and
k(i+ 1, j) = k + 4 where ` ∈ {−1, 1}, as described as follows:
(i, j + 1, k + 2)
(i− 1, j, k + 3) (i, j, k) (i+ 1, j, k + 4)
(i, j − 1, k + 1)
Example 3.4. Consider a stepped surface k having height as the following.
(i, j + 1, k + 1)
(i− 1, j, k + 1) (i, j, k) (i+ 1, j, k − 1)
(i, j − 1, k − 1)
The coefficient at the vertex (i, j), y(i,j),k, computed by Proposition 3.3 is
y(i,j),k =
Ii,j,k−1Ji,j+1,k
Ji,j,k−1Ii−1,j,k
=
Ji,j,k+1Ii+1,j,k
Ii,j,k+1Ji,j−1,k
.
Proof of Proposition 3.3. We fist show the second equality in (6). Notice that
[i]+ + [−i]+ = 1 for all i. So we only need to show
Ii,j,k−1Ji,j−1,kJi,j+1,k
Ji,j,k−1Ii−1,j,kIi+1,j,k
=
Ji,j,k+1
Ii,j,k+1
,
which can be easily derived from the definition of I and J in (5).
We will then prove the proposition by induction on the number of mutations
from the fundamental stepped surface. On fund, the vertices are in the forms
(i, j,−1) or (i, j, 0) depending on the parity of i + j, and y(i,j),fund = ci,j for all
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(i, j). When i + j ≡ 0 mod 2, fund(i, j) = −1 and the neighbors of (i, j,−1) are
(i± 1, j ± 1, 0). So ` = 1 for all ` at (i, j). We also have
y(i,j),k = ci,j =
Ji,j,0
Ii,j,0
.
When i + j ≡ 1 mod 2, fund(i, j) = 0 and the neighbors of (i, j, 0) are (i ± 1, j ±
1,−1). So ` = −1 for all `. We have
y(i,j),k = ci,j =
Ii,j,−1
Ji,j,−1
.
Hence the proposition holds for the fundamental stepped surface.
Next we assume that the proposition holds for a stepped surface k. Consider a
stepped surface k′ obtained from k by a mutation at (i, j). Then k = k′ on every
point except at (i, j). Also y(a,b),k = y(a,b),k′ for all (a, b) but at most five points:
(i, j), (i±1, j±1, ). So we only need to consider the coefficients at these five points.
Let us assume that k(i, j) = k. Since k is mutable at (i, j), we have two cases:
k(i± 1, j ± 1) = k− 1 or k(i± 1, j ± 1) = k+ 1, as shown in the following pictures.
(i, j + 1, k − 1)

(i− 1, j, k − 1) (i, j, k)oo // (i+ 1, j, k − 1)
(i, j − 1, k − 1)
OO
.
(i, j + 1, k + 1)
(i− 1, j, k + 1) // (i, j, k)
OO

(i+ 1, j, k + 1)oo
(i, j − 1, k + 1) .
Case 1: We know that y(i,j),k = Ii,j,k−1/Ji,j,k−1 by the induction hypothesis.
After the mutation at (i, j), the point (i, j, k) becomes (i, j, k − 2). So on
k′, i = 1 for all i. We also get
y(i,j),k′ =
(
Ii,j,k−1
Ji,j,k−1
)−1
=
Ji,j,k′+1
Ii,j,k′+1
=
Ji,j,k′+1I
[−1]+
i−1,j,k′I
[−1]+
i+1,j,k′
Ii,j,k′+1J
[−1]+
i,j−1,k′J
[−1]+
i,j+1,k′
where k′ = k − 2. Hence the expression of y(i,j),k′ agrees with the proposi-
tion.
At (i, j + 1, k − 1), the induction hypothesis gives
y(i,j+1),k =
Ii,j+1,k−2J
[1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
=
Ii,j+1,k−2Ji,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
.
We know that 1 = 1 since k(i, j) = k = k(i, j+ 1) + 1. Then the mutation
at (i, j) gives
y(i,j+1),k′ = y(i,j+1),k(1⊕ y(i,j),k)
= y(i,j+1),k
1
Ji,j,k−1
=
Ii,j+1,k−2J
[−1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
,
which agrees to the proposition. By the similar argument, we can show
that all four of the y(i±1,j±1),k′ agree to the proposition.
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Case 2: We know that y(i,j),k = Ji,j,k+1/Ii,j,k+1 by the induction hypothesis.
After the mutation at (i, j), the point (i, j, k) becomes (i, j, k + 2). So on
k′, i = −1 for all i. We also get
y(i,j),k′ =
(
Ji,j,k+1
Ii,j,k+1
)−1
=
Ii,j,k′−1
Ji,j,k′−1
=
Ii,j,k′−1J
[−1]+
i,j−1,k′J
[−1]+
i,j+1,k′
Ji,j,k′−1I
[−1]+
i−1,j,k′I
[−1]+
i+1,j,k′
when k′ = k + 2. Hence the expression of y(i,j),k′ agrees with the proposi-
tion.
At (i, j + 1, k − 1), the induction hypothesis gives
y(i,j+1),k =
Ii,j+1,k−2J
[−1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
=
Ii,j+1,k−2Ji,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
.
We know that 1 = −1 since k(i, j) = k = k(i, j+1)−1. Then the mutation
at (i, j) gives
y(i,j+1),k′ = y(i,j+1),k
y(i,j),k
(1⊕ y(i,j),k)
= y(i,j+1),kJi,j,k−1
=
Ii,j+1,k−2J
[1]+
i,j,k−1J
[2]+
i,j+2,k−1
Ji,j+1,k−2I
[3]+
i−1,j+1,k−1I
[4]+
i+1,j+1,k−1
,
which agrees to the proposition. By the similar argument, we can show
that all four of the y(i±1,j±1),k′ agree to the proposition.
By both cases, we proved the proposition. 
Proof of Theorem 3.2. To show (4), it is enough to show that it is the mutation
rule at (i, j, k−1) on k such that k(i±1, j±1) = k and k(i, j) = k−1. The quiver
at (i, j) will look like the following:
(i, j + 1, k)
(i− 1, j, k) // (i, j, k − 1)
OO

(i+ 1, j, k)oo
(i, j − 1, k)
So it is equivalent to show that y(i,j),k = Ji,j,k/Ii,j,k, which comes from Proposition
3.3. 
Due to Theorem 3.2, we view the T-system with principal coefficients as a re-
currence relation on Ti,j,k, (i, j, k) ∈ Z3odd with extra coefficient variables ci,j ,
(i, j) ∈ Z2. Fixing a point p = (i0, j0, k0) ∈ Z3odd and an admissible initial data
on a stepped surface k, Theorem 2.6 guarantees that the expression of Ti0,j0,k0 is
a Laurent polynomial in the initial data {ti,j = Ti,j,k(i,j) | (i, j) ∈ Z2} and coeffi-
cients {ci,j | (i, j) ∈ Z2}. The goal is to give combinatorial interpretation for this
expression. In this paper, we study the case when p is above the k and k is above
fund, i.e.
k0 ≥ k(i0, j0) and k(i, j) ≥ fund(i, j) = (i+ j mod 2)− 1.(7)
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Figure 4. J0,0,5 = c0,−5c0,−4 . . . c0,5 can be realized as a shadow
shaded down from (0, 0, 5) as depicted by the red dots in the section
i = 0. I0,0,−5 = c−4,0c−3,0 . . . c4,0 can be realized as a shadow
shaded up from (0, 0,−5) as depicted by the blue dots in the section
j = 0.
In this case, we have explicit combinatorial solutions in terms of perfect matchings
in Sections 4 and 5, non-intersecting paths in Section 6 and networks in Section 7.
4. Perfect-matching solution
The goal of this section is to give an expression of Ti0,j0,k0 in terms of a partition
function of weighted perfect matchings of a certain graph. There are previous works
[Spe07, MS10, JMZ13] on expressing cluster variables by using perfect matchings
of certain weighted graphs. Regarding only cluster variables, the weight studied
in [Spe07] coincides with the “face-weight” in Definition 4.5, while the weight in
[MS10, JMZ13] coincides with the “edge-weight” in Definition 5.1.
4.1. Graphs from stepped surfaces. We fix a point p = (i0, j0, k0) ∈ Z3odd, an
admissible stepped surface k and an initial data Xk(t) : {Ti,j,k(i,j) = ti,j | i, j ∈ Z}
on k. Also assume that k0 ≥ k(i0, j0) and k ≥ fund, i.e. k(i, j) ≥ fund(i, j) for
all (i, j) ∈ Z2.
From the stepped surface k, we follow the construction in [Spe07] and define,
using Table 1, an infinite bipartite graph Gk associated with k. This graph can also
be realized as the dual of the quiver Qk associated with k with vertex bi-coloring,
see the end of Section 3.1. Faces of Qk become vertices of Gk. Since all faces of Qk
are always oriented, we color a vertex of the graph in white if the arrows around
its corresponding face of the quiver are oriented counter-clockwise and black if they
are oriented clockwise. Vertices of Qk become faces of Gk. Since the vertices of
the quiver are indexed by Z2, we will use (i, j) ∈ Z2 to represent a face of the
graph. Arrows of Qk gives edges of Gk. There are three types of edges in the
graphs: horizontal, vertical and diagonal, which came from vertical, horizontal and
diagonal arrows of the quiver, respectively. See Figure 5 for an example.
If k′ is obtained from k by a mutation at (i, j), then we can see from Table
1 that the face (i, j) in Gk must be a square. In addition, Gk′ can be obtained
[Ciu03, Spe07] from Gk by the following steps.
(1) Apply urban renewal at the face (i, j), see Figure 6.
(2) Collapse any degree-2 vertices created by the previous step, see Figure 7.
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k(D) k(C)
k(A) k(B)
A part in Qk A part in Gk
k k + 1
k + 1 k
D ← C
↓ ↑
A → B
bc
k + 1 k
k k + 1
D → C
↑ ↓
A ← B
b
k − 1 k
k k + 1
D ← C
↓ ↗ ↓
A ← B b
bc
k + 1 k
k k − 1
D → C
↑ ↙ ↑
A → B
b
bc
k k + 1
k − 1 k
D ← C
↑ ↘ ↑
A ← B
b
bc
k k − 1
k + 1 k
D → C
↓ ↖ ↓
A → B
b
bc
Table 1. All six local pictures of Qk and Gk for four points A =
(i, j), B = (i + 1, j), C = (i + 1, j + 1), and D = (i, j + 1) on a
stepped surface k.
0 1 2 3
1 2 1 2
2 1 0 1
1 2 1 2
(a) A portion of k
•

•oo

•oo

•oo
•
??

•oo // •
OO
 
•oo
OO
• // •
OO
//

•
OO

•
OO
oo
•
OO
•oo // •
__ ??
•oo
(b) A portion of Qk
b
b
bb
b
b
b
(c) A portion of Gk
Figure 5. An example of k and its corresponding Qk and Gk.
b
b
b
b
b
b
✖
✭✐❀ ❥✮
b
b
b
b
b
b
✖
✭✐❀ ❥✮
Figure 6. The urban renewal at the face (i, j).
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b
b
b b
Figure 7. A degree-2 vertex and its two adjacent vertices collapse
into one vertex.
We use the notations F (G), V (G) and E(G) for the set of faces, vertices and
edges of a graph G, respectively. We then define two subsets F˚ = F˚ (p,Gk) and
∂F = ∂F (p,Gk) of F (Gk) = Z2 depending on p and k as follows.
F˚ =
{
(i, j) ∈ Z2 ∣∣ |i− i0|+ |j − j0| < k0 − k(i, j)} ,
∂F =
{
(i′, j′) ∈ Z2 \ F˚
∣∣∣ |i′ − i|+ |j′ − j| = 1 for some (i, j) ∈ F˚} .(8)
We also assume that ∂F = {(i0, j0)} when k0 = k(i0, j0). The set F˚ can be
illustrated as the set of points inside (excluding boundary) the shadow projecting
from p onto k, while ∂F is the boundary of the projection. The following example
shows elements of F˚ in blue and elements of ∂F in red when p = (0, 0, 3) and
k : (i, j) 7→ |i+ j| − 1.
b
b b
b b
b b
b b
b
b
b
b b
b
b
b
b b
b
b
b
b b b
✐
❥
b b b b b b
b
b
b
b
b
bbbbbbb
b
b
b
b
b
b
b
b
b
b b
✐
bb
❦
b♣
❥ ❂ ✵
The picture on the left shows the faces on (i, j)-plane, discarding the k-direction.
The picture on the right shows the projection in the section j = 0 of the whole
3-dimensional space.
We will see later from the solution to the T-system (Theorem 4.9) that the
expression of Ti0,j0,k0 depends only on ti,j ’s where (i, j) ∈ F˚ ∪ ∂F . Due to this
reason, we will work on a finite subgraph Gp,k of Gk generated by the faces in F˚ ,
while considering faces in ∂F as “open faces” as in the following definition.
Definition 4.1 (Graph with open faces [Spe07, Section 2.2]). The graph with open
faces associated with p and k is defined to be a pair (G, ∂F (G)) where G := Gp,k
is a finite subgraph of Gk generated by the faces in F˚ , and ∂F (G) := ∂F is the set
of open faces.
Since we can always determine ∂F (G) from F (G), we will omit ∂F (G) by writing
just G instead of (G, ∂F (G)). The faces in F (G) = F˚ are called closed faces, while
the faces in ∂F (G) = ∂F are called open faces.
Later in the paper, some other solutions to the T-systems with principal coeffi-
cients will look nicer if written in terms of the “closure” of G instead of G. This
will be a graph with no open faces.
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Figure 8. Faces in F (G) \ F (G) = ∂F of G.
Definition 4.2 (The closure G of G). For a point p and a surface k, let kp be the
adjusted stepped surface associated with k and p defined in (3) and G∞ := Gkp be
the graph associated to kp. We define the closure G of G to be the finite subgraph
of G∞ generated by F˚ ∪ ∂F , and we think of it as a graph with no open face.
We note that k(i, j) = kp(i, j) for all (i, j) ∈ F (G)∪ ∂F (G). So the graphs with
open faces Gp,k and Gp,kp are exactly the same except for the shape of the open
faces. Due to the following proposition, we can obtain G directly from G by closing
all the open faces of G in a certain way.
Proposition 4.3. All 16 types of the faces of G in F (G) \ F (G) = ∂F are shown
in Figure 8 where dotted lines indicate edges in E(G) \ E(G).
Proof. At each open face of G, we consider the height of its neighboring faces.
The shape of the faces are obtained from Table 1. The proposition then easily
follows. 
Example 4.4. Let k(i, j) = |i+ j| − 1 and p = (0, 0, 3). Then the infinite graphs
Gk, G∞ = Gkp and the finite graphs G = Gp,k, G are shown in Figure 9.
4.2. Face-weight and pairing-weight. From this point onward, we let G := Gp,k
as a graph with open faces. Let M be a set of all perfect matchings, a.k.a. dimer
configurations, of G. We recall that a perfect matching of G is a subset M ⊆ E(G)
such that each v ∈ V (G) is incident to exactly one edge in M.
We define the face-weight wf and the pairing-weight wp on G, which contribute
cluster variables/initial data ti,j ’s and coefficients ci,j ’s, respectively, to the expres-
sion of Ti0,j0,k0 .
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Figure 9. Gk, G∞, G and G when k(i, j) = |i + j| − 1 and
p = (0, 0, 3). The shaded faces are the faces in F˚ .
Definition 4.5. For a face (i, j) ∈ F˚ ∪ ∂F, we define the face-weight depending on
a perfect matching M of G as:
wf (M) :=
∏
x∈F˚∪∂F
wf (x),
where a contribution of a face to the product is defined as:
wf (i, j) :=
t
d b−a2 e−1
i,j , (i, j) ∈ F˚ ,
t
d b−a2 e
i,j , (i, j) ∈ ∂F,
where a is the number of sides of (i, j) in the matching M and b the number of
sides in E(G) \M.
The pairing-weight will be defined on pairs of horizontal edges in M. We first
note that there are exactly two types of horizontal edges in G as follows.
✭✐❀ ❥✮
✭✐❀ ❥✮
b bbc bc
◆ ✁✂ ✄☎ ✿✆ ❙ ✁✂ ✄☎ ✿✆
✭✐❀ ❥ ✝ ✶✮
✭✐❀ ❥
✰
✶✮
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• a white-black horizontal edge, an edge joining a white vertex on the left and
a black vertex on the right. We will call it N(i, j), indexing by the face
(i, j) below it (the north side of the face (i, j)).
• a black-white horizontal edge, an edge joining a black vertex on the left and
a white vertex on the right. We will call it S(i, j), indexing by the face
(i, j) above it (the south side of the face (i, j)).
Let an allowed pair be a pair of S(i, j1) and N(i, j2) when j1 ≤ j2 in the same
column of the graph. In the other words, an allowed pair is a pair of a white-
black horizontal edge above a black-white horizontal edge in the same column. We
denote
(
N(i,j2)
S(i,j1)
)
for an allowed pair. Since F (G) ⊂ Z2, for each i we can consider a
subgraph of G generated by the faces in F (G)∩ ({i}×Z). In this column subgraph,
we read from the bottom to the top and get a sequence of horizontal edges in the
matching M . We then pair these edges into allowed pairs by the following steps.
(1) If S(i, j1) and N(i, j2) where j1 ≤ j2 are consecutive in the sequence, we
pair the two.
(2) Remove both S(i, j1) and N(i, j2) from the sequence, and repeat the first
step until the sequence is empty.
We do this to all of the columns of G. The set P of all allowed pairs obtained by
this process is called the perfect pairing of M . Proposition 4.8 will guarantee that
the process works and the perfect pairing always exists. Now the pairing-weight is
defined in the following definition.
Definition 4.6. Let P be the perfect pairing of a perfect matching M of G. The
pairing-weight on M is defined to be:
wp(M) :=
∏
x∈P
wp(x),
where a contribution of an allowed pair in the product is defined as:
wp
(
N(i, j2)
S(i, j1)
)
:= Ji,j′,k′ =
j2+k(i,j2)+1∏
a=j1−k(i,j1)−1
ci,a,
and
j′ = j1 − k(i, j1) + k′ − 1 = j2 + k(i, j2)− k′ + 1,
k′ =
k(i, j1) + k(i, j2)− j1 + j2
2
+ 1.
A contribution of an allowed pair in the perfect pairing to the pairing-weight can
be illustrated by Figure 10.
Example 4.7. Consider the following perfect matching M of the graph G from
Example 4.4.
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Figure 10. If k is the surface depicted in blue, then wp
(
N(0,10)
S(0,4)
)
=
c0,0c0,1 . . . c0,15 = J0,8,8 is shown in red. The picture is drawn in
the section i = 0 of the 3-dimensional lattice.
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✭✵❀  ✶✮
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The perfect pairing is
P =
{(
N(−1, 1)
S(−1, 0)
)
,
(
N(0, 0)
S(0, 0)
)
,
(
N(0, 1)
S(0,−1)
)
,
(
N(1, 0)
S(1,−1)
)}
.
We then have
wp(M) = (c−1,−1c−1,0c−1,1)(c0,0)(c0,−2c0,−1 . . . c0,2)(c1,−1c1,0c1,1).
Also, the face-weight of M is wf (M) = t−2,0t−10,0t2,0.
Proposition 4.8. Let M be a perfect matching of G. Then the following holds.
(1) If all four adjacent faces of a face (i, j) ∈ F˚ have the same height, then the
face (i, j) is a square. Also, the coloring around the face depends on the
height of (i, j) and its neighbors as shown in Figure 11.
(2) For each i ∈ Z, we get |{S(i, j) ∈ M | j ∈ Z}| = |{N(i, j) ∈ M | j ∈
Z}|. That means the number of black-white horizontal edges in M and the
number of white-black horizontal edges in M in the same column are equal.
(3) For each i, j ∈ Z, |{S(i, b) ∈ M | b ≤ j}| ≥ |{N(i, b) ∈ M | b ≤ j}|. That
means in any column of G the number of black-white horizontal edges in M
dominates the number of the white-black edges in M when counting from
bottom to top.
Proof. (1) follows directly from Table 1. For (2) and (3), we first notice that if the
point p = (i0, j0, k0) lies on the stepped surface k then the graph with open face
associated to p and k is (G, ∂F ) where G is empty and ∂F = {(i0, j0)}. So (2) and
(3) automatically hold.
If k0 > k(i0, j0), then G := Gp,k = Gp,kp , see (3). Without loss of generality,
we can then assume that k = kp. Then k is obtainable from the stepped surface
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Figure 11. The only two possibilities of square faces. The values
on the faces indicate their height.
projp by a finite number of downward mutations. We will show (2) and (3) using
induction on the number of downward mutations from projp.
When k is away from projp by only one downward mutation, G is a square of
type (S1) in Figure 11. There are only two perfect matchings of the graph, which
both satisfy (2) and (3).
Next, we assume that the claims hold for any surfaces which are away from projp
by less than n mutations. Let k be a surface away from projp by n downward
mutations. There must be an intermediate surface k′ such that k′ is obtained from
projp by n − 1 downward mutations and k is obtained from k′ by one downward
mutation, says at (i, j). We have two cases:
♣r♦❥
 
❦
✵
❦
b
✁ ✁
b
❈❛s❡ ✶ ❈❛s❡ ✷
♣r♦❥
 
❦
✵
❦
Case 1. If (i, j) is a closed face of Gp,k′ , then (i, j) is also a closed face of Gp,k.
Gp,k is obtained from Gp,k′ by applying the urban renewal action at the face (i, j)
then collapsing all degree-2 vertices created by the urban renewal. For any perfect
matching M of Gp,k, there exists a perfect matching M
′ of Gp,k′ differing from M
only at the face (i, j), see Figure 2. Since M ′ satisfies (2) and (3) by the induction
hypothesis, we see from Figure 2 that M also satisfy (2) and (3). So they hold for
any matchings of Gp,k.
Case 2. If (i, j) is an open face of Gp,k′ , then (i, j) becomes a closed face of
Gp,k. We first consider the case when i > i0 and j > j0. Gp,k is obtained from
Gp,k′ by applying the urban renewal action at the face (i, j) and collapsing all
degree-2 vertices created by the urban renewal. This yields the correspondence of
the matchings of Gp,k′ and Gp,k via Figure 3. With the same argument as for a
closed face, (2) and (3) hold for any perfect matchings of Gp,k. Similarly, if i > i0
and j = j0, the correspondence is shown in Figure 4, which implies (2) and (3) for
any perfect matchings of Gp,k. The other cases can be treated similarly.
From both cases, the statements (2) and (3) hold for every perfect matching of
Gp,k. By induction, we proved (2) and (3). 
We have defined face-weight and pairing-weight for perfect matchings of G. The
previous proposition ensures that the pairing-weight is well-defined. We are now
ready to state the main theorem.
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Table 2. The list of all correspondences between matchings before
and after a single downward mutation at a closed face.
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Table 3. The list of all correspondences between matchings before
and after a single downward mutation at an open face (i, j) where
i > i0 and j > j0.
4.3. Perfect-matching solution.
Theorem 4.9 (Perfect-matching solution). Let p = (i0, j0, k0) and k be an admissi-
ble initial data stepped surface with respect to p where k0 ≥ k(i0, j0) and k ≥ fund.
Then
Ti0,j0,k0 =
∑
M∈M
wp(M)wf (M)(9)
where M is the set of all the perfect matchings of G = Gp,k.
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Table 4. The list of all correspondences between matchings before
and after a single downward mutation at an open face (i, j) where
i > i0 and j = j0.
This solution specializes to the solution in [Spe07] for the coefficient-free T-
system [Spe07, The Aztec Diamonds theorem] when ci,j = 1 for all (i, j) ∈ Z2.
The proof of the theorem follows from the proof in [Spe07] using the “infinite
completion” of G = Gp,k, which is the same thing as G∞ = Gkp in our setup. To
do so, we need to make sense of perfect matchings of G∞ and weight on them.
Definition 4.10 (Acceptable perfect matching of G∞). We call a perfect matching
M∞ of G∞ acceptable if M∞ \ E(G) is exactly the set of all the diagonal edges in
E(G∞) \ E(G).
We then extend the definition of the face-weight and the pairing-weight to ac-
ceptable perfect matchings of G∞. Notice that G∞ has no open faces. Also the
weight of M and M∞ are equal, i.e.
wp(M∞)wf (M∞) = wp(M)wf (M).(10)
The following proposition gives a bijection between the perfect matchings of G and
the acceptable perfect matching of G∞.
Proposition 4.11 ([Spe07, Proposition 6]). There exists a bijection between the
set of all perfect matchings of G and the set of all acceptable perfect matchings of
G∞, which maps a perfect matching M of G to an acceptable perfect matching M∞
of G∞ where
M∞ = M ∪ {diagonal edges in E(G∞) \ E(G)}.
Example 4.12. Figure 12 shows an example of a perfect matching M of G and
its corresponding acceptable perfect matching M∞ of G∞ from the bijection in
Proposition 4.11. An edge in M∞ is either an edge in M (described in red) or a
diagonal edge in E(G∞) \ E(G) (described in blue).
From (10) and Proposition 4.11, we can see that Theorem 4.9 is equivalent to
the following theorem.
Theorem 4.13 (Perfect matching solution for G∞). Let p and k be as in the
assumption of Theorem 4.9 and kp be defined as in (3). We have
Ti0,j0,k0 =
∑
M
wp(M)wf (M)
where the sum runs over all the acceptable perfect matchings of G∞ = Gkp .
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Figure 12. A perfect matching M of G and its corresponding
acceptable perfect matching M∞ of G∞.
Proof. Since Ti0,j0,k0 depends only on Gp,k = Gp,kp , we can assume without loss
of generality that k = kp. We will prove the theorem by using induction on the
number of downward mutations from the top-most stepped surface projp to k.
The base case is when k = projp. The graph Gprojp is shown in Figure 13.
There is only one acceptale perfect matching and its weight is ti0,j0 = Ti0,j0,k0 . So
the theorem holds for the base case.
Assuming that the theorem holds for any stepped surfaces away from projp by
less than n downward mutations, we let k be a surface obtained from projp by
n downward mutations. Then we can find an intermediate surface k′ such that
it is obtained from projp by n − 1 downward mutations and k is obtained from
k′ by one downward mutation at (i, j). We also assume that k(i, j) = k − 1 and
k′(i, j) = k + 1 for some k ∈ Z. By the induction hypothesis we have
Ti0,j0,k0 =
∑
acceptable M of Gk′
wp(M)wf (M).
Let M be any acceptable perfect matching of Gk′ . By Proposition 4.8, the face
(i, j) of Gk′ is a square of type (S2) in Figure 11. Then the matching M at the face
(i, j) must be one of the 7 cases in the first column of Figure 2.
If M is of type (A) at (i, j), there are two matchings MA1′ and MA2′ of Gk of
type (A1′) and (A2′), respectively, such that the matchings are the same except
locally at the face (i, j). We then have
wp(MA1′)wf (MA1′) =
Ti,j−1,kTi,j+1,k
Ti,j,k−1Ti,j,k+1
wp(M)wf (M),
wp(MA2′)wf (MA2′) =
Ji,j,kTi−1,j,kTi+1,j,k
Ti,j,k−1Ti,j,k+1
wp(M)wf (M).
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The term Ji,j,k in the second equation came from an extra pair
(
N(i,j)
S(i,j)
)
in MA2′
which gives an extra term Ji,j,k to the pairing-weight. By (4), we have
wp(MA1′)wf (MA1′) + wp(MA2′)wf (MA2′) = wp(MA)wf (MA).(11)
If M is of type (B), there exists a unique corresponding matching MB′ of Gk of
type (B′). We see that the weight of M and MB′ are equal. That is
wp(MB′)wf (MB′) = wp(M)wf (M).(12)
If M is of type (C1) (resp. (C2)), let M ′ be another matching of Gk′ of type
(C2) (resp. (C1)) which is the same as M except for the two edges at the face
(i, j). Without loss of generality, we assume that M is of type (C1) and M ′ is of
type (C2). Then there exists a corresponding perfect matching MC′ of Gk of type
(C ′). We then have
wp(M)wf (M) =
Ti,j−1,kTi,j+1,k
Ti,j,k−1Ti,j,k+1
wp(MC′)wf (MC′).
To write wp(M
′) in terms of wp(MC′), we first notice that there must be two
other edges S(i, j1), N(i, j2) ∈M ′ where j1 < j < j2 such that both pairs
(
N(i,j−1)
S(i,j1)
)
and
(
N(i,j2)
S(i,j+1)
)
are in the perfect pairing of M ′, while in its corresponding MC′ there
is only
(
N(i,j2)
S(i,j1)
)
. Thus we have
wp(M
′) =
∏j−1+k+1
b=j1−k1−1 ci,b
∏j2+k2+1
b=j+1−k−1 ci,b∏j2+k2+1
b=j1−k1−1 ci,b
wp(MC′) = Ji,j,kwp(MC′),
and so
wp(M
′)wf (M ′) =
Ji,j,kTi−1,j,kTi+1,j,k
Ti,j,k−1Ti,j,k+1
wp(MC′)wf (MC′).
Hence,
wp(M)wf (M) + wp(M
′)wf (M ′) = wp(MC′)wf (MC′).(13)
By (11), (12), (13) and the induction hypothesis, we can conclude that∑
acceptable M of Gk
wp(M)wf (M) =
∑
acceptable M of Gk′
wp(M)wf (M) = Ti0,j0,k0 .
So the statement holds for k. By the induction, we proved the theorem. 
Now we have proved Theorem 4.9 and Theorem 4.13. In the proof of Theorem
4.13, we notice that for any acceptable perfect matching M∞ of G∞, any face
outside F˚ ∪ ∂F always gives 1 for its face-weight. Also edges in M∞ \E(G) are all
diagonal, so they will not contribute any weight to the partition function. We then
have the following perfect-matching solution for the closure G of G.
Theorem 4.14 (Perfect matching solution for G). Let p and k be as in the as-
sumption of Theorem 4.9 and G be the closure of G = Gp,k defined as in Definition
4.2. We have
Ti0,j0,k0 =
∑
M∈M
wp(M)wf (M)
where M := {M = M ∪Diag(E(G) \ E(G)) |M ∈M}, Diag(A) is the set of all
diagonal edges in A, and M is the set of all perfect matchings of G.
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Figure 13. The only one acceptable perfect matching of Gprojp .
The center face of the graph is (i0, j0).
We now have a combinatorial expression of Ti0,j0,k0 as a partition function of
face-weight and pairing-weight over all perfect matchings of a graph. In the next
section, we will combine the two weights together and construct an edge-weight.
This will be the first step toward our next aim to construct a solution in terms of
networks, analog to [DF14] for the coefficient-free T-system.
5. Perfect-matching solution via edge-weight
Now that we have multiple versions of the perfect matching solution to the
T-system with principal coefficients in Theorem 4.9, Theorem 4.13 and Theorem
4.14, our next goal is to find a network solution analog to the network solution
for coefficient-free T-systems studied in [DFK13, DF14]. One big advantage of the
network solution is its explicit solution via the network matrices. In the perfect
matching solution, we need to enumerate all the perfect matchings of the graph G
in order to compute the solution. For the network solution, we associate an initial
data stepped surface with a product of network matrices. Then the solution is just
a certain minor of the product.
In order to get the network solution, we first transform the face-weight and the
pairing-weight studied in the last section to the edge-weight we (Definition 5.1) on
edges of the closure G of G, which also gives us a new perfect-matching solution
but with the edge-weight we (Theorem 5.4). This solution will be used to construct
a nonintersecting-path solution in the next section. We also note that our edge-
weight coincide with the weight studied in [MS10, JMZ13] in the case when all
ci,j = 1.
Definition 5.1 (Edge-weight we). Let k be an admissible initial stepped surface
with respect to p, G be the closure of the graph G = Gp,k. For each edge of G we
assign the edge-weight we as follows:
bc bcb bba a
b a a b
b
b a
(tatb)
−1 (tatb)−1 (tatb)−1 pa(tatb)−1 (pa)−1(tatb)−1b
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where pa and pa are the following formal products
pa =
∞∏
α=j−k−1
ci,α and pa =
∞∏
α=i+k+2
ci,α
when a = (i, j) and k = k(i, j). We also assume that ta = 1 when a /∈ F (G) and
pa = pa = 1 when a /∈ F (G).
Definition 5.2. Let M be the set of all perfect matching of G. For a matching
M ∈M, we let
M := M ∪Diag(E(G) \ E(G))
be its corresponding (not necessary perfect) matching of G where Diag(A) is the
set of all diagonal edges in A for A ⊆ E(G). Also let
M := {M |M ∈M} ,
M0 :=
{
all white-black horizontal and diagonal edges of G
}
.
Then the edge-weight of a matching M ∈M is
we(M) :=
∏
x∈M
we(x).(14)
We note that M and M0 are not necessary perfect matchings of G. Also for
j1 ≤ j2,
p(i,j1)(p(i,j2))
−1 =
j2+k(i,j2)+1∏
α=j1−k(i,j1)−1
= wp
(
N(i, j2)
S(i, j1)
)
.
By Proposition 4.8, the product in (14) is indeed a finite product of pairing-weights,
hence a finite product of ci,j ’s.
The following lemma interprets the face-weight of a matching M as a function
of M and our special matching M0.
Lemma 5.3. For x ∈ F (G) and M ∈M, we have
wf (x) = t
Nx−Dx
x
where Nx =
∣∣{e ∈M0 | e is a side of x}∣∣ and Dx = ∣∣{e ∈M | e is a side of x}∣∣.
Proof. We can easily check that for all x ∈ F (G) = F˚ ∪ ∂F, we get wf (x) =
t
dN−D2 e−1
x where N and D = Dx are the numbers of sides of x which are not in M
and are in M , respectively. Let S ∈ {4, 6, 8} be the number of sides of x. Then
N = S −D. So
wf (x) = t
dS−2D2 e−1
x = t
S/2−D−1
x .
Since x must be one of the cases in Figure 14, we have S/2 − 1 = Nx. Hence
wf (x) = t
Nx−Dx
x . 
Theorem 5.4 (Perfect-matching solution for G with the edge-weight we). Let k
be an admissible initial data stepped surface with respect to p = (i0, j0, k0), M and
M0 be defined as in Definition 5.2. Then
Ti0,j0,k0 =
∑
M∈M
we(M)
/
we(M0)
∣∣
ci,j=1
where we(M0)
∣∣
ci,j=1
denotes the substitution ci,j = 1 for any (i, j) ∈ Z2.
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Figure 14. All possible faces of G up to pi2 rotation and i-axis reflexion.
Proof. Let M ∈M. By Lemma 5.3, we get
wf (M) =
∏
x∈F (G)
tNx−Dxx =
∏
x∈F (G)
tNxx
∏
x∈F (G)
t−Dxx .
By Definition 5.1, it equals to
wf (M) =
(
we(M0)
∣∣
c=1
)−1 ∏
x∈F (G)
t−Dxx .
Thus we have ∏
x∈F (G)
t−Dxx = wf (M)we(M0)
∣∣
c=1
.(15)
By the definition of we, we consider
we(M) =
∏
y∈M
we(y) =
∏
• a—◦∈M
pa
∏
◦—
b
•∈M
pb
∏
x∈F (G)
t−Dxx .
From (15) and the fact that M \M contains only diagonal edges, we then get
we(M) =
∏
• a—◦∈M
pa
∏
◦—
b
•∈M
pb wf (M)we(M0)
∣∣
c=1
.
Since ∏
• a—◦∈M
pa
∏
◦—
b
•∈M
pb = wp(M),
we conclude that wf (M)wp(M) = we(M)
/
we(M0)
∣∣
c=1
for any M ∈M. By Theo-
rem 4.14, we have Ti0,j0,k0 =
∑
M∈M we(M)
/
we(M0)|c=1. 
Now we have a combinatorial expression of Ti0,j0,k0 in terms of a partition func-
tion of edge-weight over all matchings G. In the next section, we give an explicit bi-
jection between perfect matchings and non-intersecting paths (with certain sources
and sinks) in both G and G. Using this bijection, we are able to transform the
perfect-matching solutions to a solution in terms of non-intersecting paths.
6. Non-intersecting path solution
In this section, we provide an explicit bijection (Proposition 6.13) between the
perfect matchings of G and the non-intersecting paths in the oriented graph G with
certain sources and sinks. It can be extended to a bijection between the matchings
in M of G and the non-intersecting paths in the oriented graph G with certain
sources and sinks (Proposition 6.15). Using this bijection and a new weight w′e
modified from the edge-weight we, we can write the solution to the T-system in
terms of non-intersecting paths in G (Theorem 6.18).
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Figure 15. With (0, 0) as the center face, we have |VSW (G)| = 4,
|VSE(G)| = 6, VleftSW(G) = {a, b} and VrightSE(G) = {c, d}.
6.1. Some setup. We first show some properties of the graph G and G.
Proposition 6.1. G and G are bipartite and connected.
Proof. It was proved in [Spe07, Section 3.5] that G is bipartite and connected. The
extended result to G follows from Proposition 4.3. 
Definition 6.2. For two vertices v, v′ of a graph, we say that v (resp. v′) is on
the left (resp. right) of v′ (resp. v) if there is a sequence of vertices of the graph
v = v0, v1, v2, . . . , vn = v
′ such that any two consecutive vertices are connected by
one of the following edges.
b b
b
b b
b
vi vi+1
vi
vi+1 vi
vi+1
We center the graph at the face (i0, j0). Then the notions of the North-West,
North-East, South-West and South-East of the center are well-defined.
Definition 6.3. We denote VNW(G), VNE(G), VSW(G) and VSE(G) to be the set
of all the vertices of a graph G in the North-West, North-East, South-West and
South-East of the center face (i0, j0), respectively. Also let VleftNW(G), VrightNE(G),
VleftSW(G), VrightSE(G) be the set of all left-most NW vertices, right-most NE, left-
most SW and right-most SE vertices of G, respectively. See Figure 15 for an
example.
Proposition 6.4. G has the following properties.
(1) Vertices in VleftSW(G) ∪ VrightNE(G) are black.
(2) Vertices in VrightSE(G) ∪ VleftNW(G) are white.
(3) |VleftSW(G)| = |VrightSE(G)|.
(4) |VleftNW(G)| = |VrightNE(G)|.
Proof. To show (1), we use the same analysis as in the proof of Proposition 5 in
[Spe07]. It is clear that a left-most vertex must be on the boundary of G. We then
consider an open face (i, j) ∈ ∂F on the South-West of (i0, j0) with height k ∈ Z.
All the eight possibilities are shown in Figure 16, where the face of height k in the
circle is (i, j). We see that all the left-most South-West vertices must be black. A
similar argument can be used to show the other case of (1) and (2). In order to show
(3), we consider a maximal sequence v0, v1, . . . , vn of vertices of G such that vi is
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Figure 16. All the eight possibilities of the boundary near an
open face in the South-West of the center. The face is of height k
and is marked by a circle.
on the left of vi+1 for all i. We have v0 ∈ VleftSW(G) if and only if vn ∈ VrightSE(G).
This gives a bijection between VleftSW(G) and VrightSE(G). So we proved (3). The
similar argument also shows (4). 
6.2. Non-intersecting paths and perfect matchings. We will give an explicit
bijection between the perfect matchings of G and the non-intersecting paths from
VleftSW(G) to VrightSE(G) in G (Proposition 6.13). This bijection can be extended
to G in Proposition 6.15.
In order to define a path in G and G, we need an orientation of the graphs.
Definition 6.5 (Edge orientation of G and G). Let the orientation of the edges of
G and G be such that it goes from left to right for diagonal and horizontal edges
and from a black vertex to a white vertex for the vertical as follows.
b
b
b
b
b
b b
b
bc
bc
bc
bc
bc
bc bc
bc
Definition 6.6. Let G = Gp,k and G be as in Definition 4.2. With the notations
from Definition 6.3, we define
M0 := {white-black horizontal and diagonal edges of G},
M0 := {white-black horizontal and diagonal edges of G},
M := {perfect matchings of G},
M := {M = M ∪Diag(E(G) \ E(G)) |M ∈M},
P := {non-intersecting paths from VleftSW(G) to VrightSE(G) on G},
P := {non-intersecting paths from VleftSW(G) to VrightSE(G) on G}.
The map Φ (resp. Φ) in the following definition is indeed the bijection between
M and P (resp. betweenM and P). They will be key ingredients to construct our
nonintersecting-path solution.
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Definition 6.7. We define a map Φ :M→ P by
Φ(M) := M4M0, for M ∈M.
This map can be extended to a map Φ :M→ P defined by
Φ(M) := M4M0, for M ∈M,
where A4B := A∪B \A∩B = (A \B)unionsq (B \A) is the symmetric difference of A
and B. The notation unionsq represents the disjoint union.
Remark 6.8. It is worth mentioning that if we consider M ∈ M and P ∈ P as
sets of dimers on edges of G, then the action of Φ can be interpreted as superposing
with M0 and counted the number of dimers on each edge modulo 2. Similarly, Φ is
the superposition with M0 with number of dimers being counted modulo 2.
Example 6.9. This example shows an interpretation of the map Φ on M as the
superposition with M0 modulo 2.
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
b
b
b
b
b
b
b
b
b
b
+
mod2
=
M M0 Φ(M)
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b
b
b
b
b
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b
b
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b
We notice that the image of the map is indeed an element in P.
Using the following lemmas, Proposition 6.13 shows that Φ is a well-defined
bijection from M to P.
Lemma 6.10. Let M ∈M. Then Φ(M) has the following properties.
(1) For any vertex in VleftSW(G)∪VrightSE(G), exactly one of its incident edges
is in Φ(M).
(2) For the other vertices, either none or two of their incident edges are in
Φ(M).
Proof. To show (1), we first consider a vertex in VleftSW(G). By the fact that M
is a perfect matching, exactly one of its incident edges is in M . By Proposition
6.4, the vertex is black. Since it is the left-most, none of its incident edges is in
M0. This is because there cannot be a white vertex on its left. So, exactly one of
its incident edges is in Φ(M). Similarly, exactly one incident edge of a vertex in
VrightSE(G) is in M . There is none of its edges is in M0 because the vertex is white
and the right-most. Hence (1) holds.
For (2), if a vertex is not in VleftSW(G) ∪ VrightSE(G), it must be either in
VleftNW(G) ∪ VrightNE(G) or it has both left and right adjacent vertices. For a
vertex in VleftNW(G)∪VrightNE(G), there is one of its incident edges in M, and also
one in M0. They can be the same or different. So, either none or two of its incident
edges are in Φ(M). For a vertex having left and right adjacent vertices, one of its
incident edges must be in M0. This is because the vertex is either black and is on
the right of a white vertex, or white and on the left of a black vertex. Also its one
of the incident edges must be in M because M is a perfect matching. So either
none or two of its incident edges are in Φ(M). Hence (2) holds. 
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Figure 17. All configurations of two incident edges of a black
vertex of G. The horizontal edges in the picture represent horizon-
tal/diagonal edges of G.
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Figure 18. All configurations of two incident edges of a white
vertex of G. The horizontal edges in the picture represent horizon-
tal/diagonal edges of G.
Lemma 6.11. For a black vertex of G having two incident edges in Φ(M), the two
edges must be of the form A, B or C in Figure 17 where the horizontal edges in the
figure represent horizontal or diagonal edges of G.
Proof. It is easy to see that the six cases in Figure 17 are all configurations of two
incident edges of a vertex of G. Since M is a perfect matching, one of the two edges
must come from M0. Since the cases (D), (E) and (F) contain no edge from M0,
they cannot happen. 
Lemma 6.12. For a white vertex of G having two incident edges in Φ(M), the two
edges must be of the form A, B or C in Figure 18 where the horizontal edges in the
figure represent horizontal or diagonal edges of G.
Proof. Similar to Lemma 6.11. 
Proposition 6.13. Φ :M→ P is a bijection.
Proof. To show that Φ(M) is well-defined, we need to show that Φ(M) is a collection
of non-intersecting paths from VleftSW(G) to VrightSE(G) in G, where G is oriented
as in Definition 6.5. From Lemma 6.11 and Lemma 6.12, only the case (A), (B)
or (C) can happen at any vertex. From this, all the vertices incident to two edges
in Φ(M) are neither source nor sink. So Φ(M) is a set of non-intersecting paths
in the oriented graph G, where a source or a sink is incident to exactly one edge
in Φ(M). From Lemma 6.10, the sources and the sinks must in VleftSW(G) ∪
VrightSE(G). But (1) and (2) of Proposition 6.4 guarantees that VleftSW(G) must
be the source and VrightSE(G) must be the sink. It remains to show that there is
no loop in Φ(M). Since every vertex in a loop are neither source nor sink, there
must be an horizontal/diagonal edge oriented from right to left. This contradicts
the orientation of G. So Φ(M) contains no loop.
To show that Φ is a bijection, we construct another map Ψ : P →M by letting
Ψ(P ) be the superposition of the path P with M0 and counting dimers on each
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edge modulo 2. In other words Ψ(P ) = (P ∪M0) \ (P ∩M0). It is obvious that
Ψ ◦ Φ = idM and Φ ◦ Ψ = idP . So, Ψ = Φ−1 provided that Ψ is well-defined. To
show that Ψ(P ) is a perfect matching of G, it suffices to show that any vertex has
exactly one incident edge in Ψ(P ).
We first consider a black vertex.
• If it is in VleftSW(G), it has one incident edge in P because it is a source.
Also, it has no edge in M0 since it is the left-most. So, it still has one
incident edge in Ψ(P ) after the superposition.
• If it is not in VleftSW(G), it has either none or two edges in P. In both cases,
since the vertex is not the left-most, there must be a white vertex on its
left. So it has an incident edge in M0.
– If it has no edge in P, it will receive an edge from M0 after mapping
by Ψ.
– If it has two edges in P, it is either of the case A, B or C in Figure 17.
So exactly one of the edges gets removed after superposing with M0.
From both cases, the vertex is incident to exactly one edge in Ψ(P ).
A similar argument holds for a white vertex. So we conclude that Ψ(P ) ∈M. 
Proposition 6.14. Let e ∈M0. Then e ∈M if and only e /∈ Φ(M)
Proof. Let e ∈M0. If e ∈M , then e ∈M ∩M0. Hence e /∈ (M ∪M0) \ (M ∩M0) =
Φ(M). On the other hand, if e /∈ M , then e /∈ M ∩M0. Hence e ∈ (M ∪M0) \
(M ∩M0) = Φ(M). 
Now we have analogs to Proposition 6.13 and Proposition 6.14 for G.
Proposition 6.15. Let Φ be defined as in Definition 6.7. Then we have the fol-
lowing:
(1) Φ :M→ P is a bijection,
(2) For e ∈M0, e ∈M if and only e /∈ Φ(M).
Proof. We recall that the symmetric difference 4 is commutative and associative.
Let D = Diag(E(G) \ E(G)). Since M ∩ D = ∅ for M ∈ M, M and M are in
bijection via the map:
f : M 7→M ∪D = M4D,
with the inverse map:
f−1 : M 7→M4D.
Consider P ∈ P, we can see from Proposition 4.3 that the paths from VleftSW(G)
must go to the right via horizontal or diagonal edges in E(G)\E(G). Similarly, the
paths will arrive VrightSE(G) via horizontal or diagonal edges in E(G)\E(G). Since
there is a unique choice of these edges, we have P = P∪P 0 where P 0 ⊂ E(G)\E(G)
is the set of all horizontal and diagonal edges in the South-West, South or South-
East. Note that P 0 is also equal to the set of white-black horizontal and black-white
diagonal edges in E(G)\E(G). Since P∩P 0 = ∅ for P ∈ P, P and P are in bijection
via the map:
g : P 7→ P ∪ P 0 = P4P 0
with the inverse map:
g−1 : P 7→ P4P 0.
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If we can show that Φ = g ◦ Φ ◦ f−1, (1) will automatically follows. To show
this, we first show that that M0 = D4M04P 0. Consider
D4M04P 0 =
(
D4P 0
)4M0 = (M0 \M0)4M0 = (M0 \M0) ∪M0 = M0.
From M0 = D4M04P 0, we then have
Φ(M) = M4M0 = M4(D4M04P 0) = ((M4D)4M0)4P 0 = (g ◦ Φ ◦ f−1)(M)
for all M ∈M. So, Φ = g ◦ Φ ◦ f−1 :M→ P is a bijection.
For (2), since Φ : M 7→M4M0, we have that for any e ∈M0,
e ∈M ⇐⇒ e ∈M ∩M0 ⇐⇒ e /∈ (M ∪M0) \ (M ∩M0) = Φ(M).
Hence we proved (2). 
6.3. Modified edge-weight and nonintersecting-path solution. We recall
the edge-weight we in Definition 5.1. It is compatible with the perfect-matching
solution (Theorem 5.4). In order to construct a nonintersecting-path solution from
the bijection Φ, the edge-weight we requires some modification. Due to Proposition
6.15, we only need to inverse the weight of all edges in M0.
Definition 6.16 (Modified edge-weight w′e). For x ∈ E(G) we define the modified
edge-weight as follows:
w′e(x) :=
{
we(x)
−1, x ∈M0,
we(x), otherwise,
where we is the edge-weight defined in Definition 5.1.
Definition 6.17 (Modified edge-weight for paths in G). For a path p = x1x2 . . . xn
in G, its modified edge-weight is defined to be the following product
w′e(p) :=
n∏
i=1
w′e(xi).
Then the weight for a non-intersecting path is defined by
w′e(P ) :=
∏
p∈P
w′e(p) for P ∈ P.
Now we are ready for a nonintersecting-path solution for G. Note that we can
also consider the solution for G, but it turns out to be more complicated due to the
present of open faces of G, which needs to be treated separately.
Theorem 6.18 (Nonintersecting-path solution for G). Let k be an admissible ini-
tial data stepped surface with respect to p = (i0, j0, k0), M0 be defined as in Defini-
tion 6.6. Then
Ti0,j0,k0 =
∑
P∈P
w′e(P )
/ ∏
◦—
b
•∈M0
pb,
where P is the set of all non-intersecting paths in G from VleftSW(G) to VrightSE(G).
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Proof. Let M ∈M. From Definition 6.16, we have
w′e(M \M0) = we(M \M0) and w′e(M0 \M) = we(M0 \M)−1.
Since we can write the symmetric difference as the disjoint union A4B = (A\B)unionsq
(B \A), we have
we(M) = we(M \M0)we(M ∩M0)
= we(M \M0)we(M0 \M)−1we(M0 \M)we(M ∩M0)
= w′e(M \M0)w′e(M0 \M)we(M0)
= w′e(M4M0)we(M0)
= w′e(Φ(M))we(M0).
From Theorem 5.4 and the previous equality, we have
Ti0,j0,k0 =
∑
M∈M
we(M)
/
we(M0)
∣∣
ci,j=1
=
∑
M∈M
w′e
(
Φ(M)
) we(M0)
we(M0)
∣∣
ci,j=1
=
∑
P∈P
w′e(P )
/ ∏
◦—
b
•∈M0
pb.
Hence we proved the theorem. 
The nonintersecting-path solution obtained in this section gives us a hint that
it is possible to have a network solution analog to [DFK13, DF14]. In the next
section, we will transform the oriented graph G to a network. The modified edge-
weight will be used on the network as well. This leads to a network solution and a
network-matrix solution.
7. Network solution
In this section, we will construct a weighted directed network N associated with
the oriented graph G and the modified edge-weight w′e. We then decompose N into
network chips and their associated elementary network matrices (adjacency matri-
ces). The product of all the elementary matrices associated with the network chips,
according to an order of the chips, is then called the network matrix associated to
N . The nonintersecting-path solution for G (Theorem 6.18) can then be interpreted
as a path solution on this network, and can also be computed from a certain minor
of the network matrix. We also show that our network and elementary network
matrices coincide with the objects studied in [DFK13] in the case of coefficient-free
T-systems (ci,j = 1 for all (i, j) ∈ Z2).
7.1. Network associated with a graph. We construct the directed network N
associated with the oriented graph G by tilting all the diagonal edges so that they
become horizontal, and tilting all the vertical edges so that the vertex on the left
is black as shown in Figure 19. Also, the network is directed from left to right. So
a path in the oriented graph G (Definition 6.5) corresponds to a path in N .
We then introduce the notion of “row” for vertices of N . Two vertices are said
to be in the same row if they are joined by a connected path of horizontal or
SOLUTIONS TO THE T-SYSTEMS WITH PRINCIPAL COEFFICIENTS 37
b
b
b
b
b
b
b
b
b
b
bc
bc
bc
bc
bc bc
bc
bc
bc
bc
(i0, j0) (i0, j0)
−1
−2
0
1 b
bb
b
b
b
b
b
bbc
bc
bc
bc bc
bc bc
bcbc
bc
b
Figure 19. An example of G and its associated network N .
diagonal edges. In other words, they are on the left and right of each other in G,
see Definition 6.2. We number the rows so that they increase by one from bottom
to top and the center face (i0, j0) of N lies between the row −1 and 0. See Figure
19. The precise definition is as the following.
Definition 7.1. The vertex v ∈ V (G) is in row r if two of its incident faces are
(i, j0 + r) and (i, j0 + r + 1) for some i ∈ Z.
Let N be the directed network associated with G, where rmin and rmax are the
smallest and the largest row numbers of N . We then put weight on the network
locally around each black vertex as shown in Figure 5. The weight comes directly
from the modified edge-weight w′e on G (Definition 6.16), so we will carry the
notation w′e for the weight on N .
Remark 7.2. When a black vertex in Figure 5 is on the boundary, we will assume
the following.
ta = 1, when a /∈ F (G),
pb = pb = 1, when b /∈ F (G).
This assumption comes directly from Definition 5.1.
7.2. Nonintersecting-path solution for the network. We have already defined
the weighted directed network N associated with G, where the weight on N comes
directly from the weight on G. The nonintersecting-path solution for G (Theorem
6.18) can then be interpreted in terms of nonintersecting paths in N . The left-most
SW vertices of G correspond to the left-most vertices in the rows [rmin,−1] :=
{rmin, . . . ,−2,−1} of N while the right-most SE vertices of G corresponds to the
right-most vertices in rows [rmin,−1] of N . We then get the following theorem.
Theorem 7.3 (Nonintersecting-path solution for N). Let N be the weighted di-
rected network associated with G. Then
Ti0,j0,k0 = Q
−1∑
P
w′e(P ),
where the sum runs over all the non-intersecting paths on N starting from the rows
[rmin,−1] on the left to [rmin,−1] on the right and Q :=
∏
◦—•
b ∈M0
pb.
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Table 5. A table comparing a part of G around a black vertex, its
corresponding elementary network chip in N and its corresponding
elementary network matrix defined in Definition 7.5
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Figure 20. A network is decomposed into elementary network chips
7.3. Network matrix. We will now decompose N into elementary network chips,
which are small pieces of N around black vertices illustrated in Figure 5. This
can be done by breaking the network at all of its white vertices. See Figure 20 for
an example. We notice that we will have the following choice when there are two
incident vertical edges at a white vertex.
b bc
b
bc bbc
b
bcb bc
b
bc bbc
b
bcb bc
b
bc bbc
b
bc
Since the weight of a path on N is independent of this choice, the nonintersecting-
path solution is independent of this ambiguity.
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Figure 21. A totally-order from a decomposition in Figure 20
A decomposition gives a partially-order on the network chips, we then pick a
“finer” totally-order which does not contradict the partially-order. This totally-
order can be thought as the order in which to pull chips out of the network from
the left.
Example 7.4. From the example in Figure 19, we can pick a network decomposi-
tion as in Figure 20, and then pick a totally-orders as in Figure 21.
The next step is to associate each chip with an elementary network matrix shown
in Figure 5. The matrices Wr, Vr, V
′
r , Ur and U
′
r are defined in the following
definition.
Definition 7.5. We define an elementary network matrix associated with a network
N , depending on its configuration around a black vertex in Figure 5, to be an square
matrix of size rmax − rmin + 1 with entries:
(Ur(x, y, z))α,β :=
{
(U(x, y, z))α−r+2,β−r+2, if α, β ∈ {r − 1, r},
δα,β , otherwise,
(Vr(x, y, z))α,β :=
{
(V (x, y, z))α−r+1,β−r+1, if α, β ∈ {r, r + 1},
δα,β , otherwise,
(Wr(w, x, y, z))α,β :=
{
(W (w, x, y, z))α−r+2,β−r+2, if α, β ∈ {r − 1, r, r + 1},
δα,β , otherwise,
and U ′r (resp. V
′
r ) is defined in the same way as Ur (resp. Vr) where
U(ta, tb, tc) :=
(
1 0
pa
tc
tb
pa
ta
tb
)
, U ′(ta, tb, td) :=
(
1 0
td
tb
pd
ta
tb
)
,
V (ta, tc, td) :=
(
pa
tc
td
pa
ta
td
0 1
)
, V ′(tb, tc, td) :=
(
pd
tc
td
tb
td
0 1
)
,
W (ta, tb, tc, td) :=
 1 0 0pa tctb papd tatctbtd pa tatd
0 0 1
 .
The (i, j) entry of a network matrix is just the weight of the edge from row i to
row j in the network chip, see Figure 5.
If two network chips do not have an order from the decomposition, then their
corresponding elementary network matrices commute. For a totally-order of the
network chips, we define the product of all the elementary network matrices with
the same order of the chips. This product is independent of a choice of totally-order
and decomposition. We call it the network matrix associated with N .
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Remark 7.6. The network matrix Wr defined in Definition 7.5 can be factored as
follows:
Vr(ta, tc, td)U
′
r(ta, tb, td) = Wr(ta, tb, tc, td) = Ur(ta, tb, tc)V
′
r (tb, tc, td).
This corresponds to the following picture when collapsing a degree-2 vertex.
b
bc
bc
bc
bc
b
b
bc
bc
bc
bc
bc
b
b
bc
bc
bc
bc
bc
a b
dc
a b
dc
a b
dc
Remark 7.7. Ur, U
′
r, Vr and V
′
r defined in Definition 7.5 can also be factored. This
factorization separates the coefficients pa’s and pd’s from the variables tα’s.
U(ta, tb, tc) =
(
1 0
0 pa
)(
1 0
tc
tb
ta
tb
)
, U ′(ta, tb, td) =
(
1 0
td
tb
ta
tb
)(
1 0
0 pd
)
,
V (ta, tc, td) =
(
pa 0
0 1
)( tc
td
ta
td
0 1
)
, V ′(tb, tc, td) =
( tc
td
tb
td
0 1
)(
pd 0
0 1
)
.
Since the entry (i, j) of the network matrix is the partition function of weighted
paths from row i to row j, by the Lindstro¨m-Gessel-Viennot theorem [Lin73, GV85],
the partition function of weighted non-intersecting paths from the rows [rmin,−1]
on the left to the rows [rmin,−1] to the right is the principal minor of the network
matrix corresponding to the rows/columns [rmin,−1]. Theorem 7.3 then gives the
following.
Theorem 7.8 (Network-matrix solution). Let M be the network matrix associated
with the network N of the graph G. Then
Ti0,j0,k0 = Q
−1|M |rmin,...,−2,−1rmin,...,−2,−1,
where |M |rmin,...,−2,−1rmin,...,−2,−1 denotes the principal minor of M corresponding to the rows
[rmin,−1] and columns [rmin,−1], and Q :=
∏
◦—•
b ∈M0
pb.
We may absorb the factor Q−1 into the elementary network matrices, by defining
the modified elementary network matrices to be as follows.
Ur(ta, tb, tc) := (pa)
−1Ur(ta, tb, tc), U
′
r(ta, tb, td) := U
′
r(ta, tb, td),
V r(ta, tc, td) := (pa)
−1Vr(ta, tc, td), V
′
r(tb, tc, td) := V
′
r (tb, tc, td),
W r(ta, tb, tc, td) := (pa)
−1Wr(ta, tb, tc, td).
(16)
Then the modified network matrix associated with N is defined as the product of all
modified elementary network matrices according to a totally-order of the network
chips as before. Theorem 7.8 becomes the following.
Theorem 7.9 (Modified-network-matrix solution). Let M be the modified network
matrix associated with the network N of the graph G. Then
Ti0,j0,k0 = |M |rmin,...,−2,−1rmin,...,−2,−1,
where |M |rmin,...,−2,−1rmin,...,−2,−1 is the minor of M corresponding to the rows [rmin,−1] and
columns [rmin,−1].
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Remark 7.10 (Flatness condition). It is worth pointing out that the condition
U
′
k+1(t`, tc, tu)V k(td, tc, tr) = V
′
k(td, t`, t
′
c)Uk+1(t
′
c, tr, tu)(17)
is equivalent to
t′ctc = Ji,j,kt`tr + tutd
where c = (i, j), ` = (i − 1, j), r = (i + 1, j), u = (i, j + 1), d = (i, j − 1) and
k = k(c) − 1 = k(`) = k(r) = k(u) = k(d). It corresponds to the following action
on networks.
b
b b
bbc
bc
bc
bc
bc
bc bc
bc
bc
bc
bc
bc
tc trtℓ
td
tu
t
′
c
trtℓ
td
tu
r
r + 1
r
r + 1
In the graph G, this is the urban renewal (Figure 6) at the face c on the graph G.
b
bbc
bc
bc
bc
b
b
bc
bc
bc
bc
❝ r
❵
❞
✉
❝ r
❵
❞
✉
On the stepped surface k, this is a downward-mutation at c. Elementary network
matrices therefore encode the octahedron recurrence (4) as the flatness condition
of (17).
7.4. Lozenge covering. In [DFK13] the authors construct a lozenge covering from
a stepped surface and use it to construct a weighted network. Then the solution to
the coefficient-free T-system is a partition function of non-intersecting paths in the
network.
We recall the procedure in [DFK13] with some modification so that it fits in
our setting. Starting from a stepped surface k, a lozenge covering is constructed
depending on the height of the four corners of a square: (i, j), (i + 1, j), (i, j + 1)
and (i+ 1, j + 1). The rule can be summarized in the following table.
❦   ✶
❦
❦
❦   ✶
❦ ✰ ✶
❦
❦
❦ ✰ ✶
❦   ✶
❦
❦
❦ ✰ ✶
❦ ✰ ✶
❦
❦
❦   ✶
❦
❦ ✰ ✶
❦   ✶
❦
❦
❦   ✶
❦ ✰ ✶
❦
We note that a choice of triangulating the squares in the first two cases makes a
lozenge covering not unique.
Next, we restrict the covering to the points (i, j)’s in F˚ ∪ ∂F . This gives a
triangulation of a finite region. The next step is to group two triangles sharing a
horizontal side together. As a result, we obtain “elementary chips” as follows.
They are classified into two types depending on whether the shaded triangle is on
the top or the bottom of the lozenge. An “elementary matrix” is then associated
with each type depending on the corners of the shaded triangle of a lozenge as
follows.
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r
r ✰ ✶
t
❛
t
❜
t
❝
t
❜
t
❝
t
❞
❯
 
✭t
❛
❀ t
❜
❀ t
❝
✮ ❱
 
✭t
❜
❀ t
❝
❀ t
❞
✮
r ✁ ✶
We recall the notion of row defined in Definition 7.1. The matrix Ur(x, y, z) and
Vr(x, y, z) are square matrices of size (rmax − rmin + 1) × (rmax − rmin + 1) with
entries
(Ur(x, y, z))α,β =
{
(U(x, y, z))α−r+2,β−r+2, if α, β ∈ {r − 1, r},
δα,β , otherwise,
(Vr(x, y, z))α,β =
{
(V (x, y, z))α−r+1,β−r+1, if α, β ∈ {r, r + 1},
δα,β , otherwise,
and similarly for Vr(x, y, z). The 2×2 matrices U(x, y, z) and V (x, y, z) are defined
as
U(x, y, z) =
(
1 0
z
y
x
y
)
, V (x, y, z) =
(
y
z
x
z
0 1
)
.
We can immediately see that this is a specialization of the elementary network
matrices in Definition 7.5 to the case when ci,j = 1 for all (i, j) ∈ Z2. With the
same idea as the network-chip decomposition in Section 7.3, the lozenge covering
is decomposed. This gives an ordering of elementary network matrices. We then
construct a “network matrix”, which is a product of all elementary network matrices
according to the order. The cluster variable Ti0,j0,k0 is then expressed as a certain
minor of the network matrix, similar to Theorem 7.8 and Theorem 7.9.
Remark 7.11. In the original definition of Ur and Vr in [DFK13], the index of U
is shifted by 1, i.e. Ur = Ur+1 where Ur is the network matrix defined in [DFK13].
In our construction, the existence of coefficients forces us to make a finer classi-
fication of the elementary network matrices as follows:
r
r ✰ ✶
t
❛
t
❜
t
❝
t
❛
t
❝
t
❞
❯
 
✭t
❛
❀ t
❜
❀ t
❝
✮ ❱
 
✭t
❛
❀ t
❝
❀ t
❞
✮
r ✁ ✶
t
❛
t
❜
t
❞
❯
✵
 
✭t
❛
❀ t
❜
❀ t
❞
✮
t
❜
t
❝
t
❞
❱
✵
 
✭t
❜
❀ t
❝
❀ t
❞
✮
From Remark 7.7, we can think that the coefficients live on the vertical sides of
shaded triangles. From Remark 7.6, the matrix Wr can be realized as a combination
of two lozenges with the following choice of decomposition.
r
r ✰ ✶
t
❛
t
❜
t
❝
r   ✶
t
❛
t
❜
t
❞
t
❜
t
❝
t
❞
t
❝
t
❛
❲
✁
✭t
❛
❀ t
❜
❀ t
❝
❀ t
❞
✮❱
✁
✭t
❛
❀ t
❝
❀ t
❞
✮❯
✵
✁
✭t
❛
❀ t
❜
❀ t
❞
✮ ❯
✁
✭t
❛
❀ t
❜
❀ t
❝
✮❱
✵
✁
✭t
❜
❀ t
❝
❀ t
❞
✮
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The main reason that the lozenge covering has a rich connection to our story is
because it is indeed a dual of our bipartite graph. This can be locally described as
follows:
bc b
b
bc b
bc b
bc b
bc
A choice to triangulate a white square corresponds to a choice of decomposing a
white vertex, and a choice to triangulate a black square corresponds to a choice of
collapsing a degree-2 white vertex in Remark 7.6. These can be illustrated by the
following pictures:
b
b
bcbc bc bc bc bc bc bc bc
b
b
bc
We have provided various solutions to the T-system with principal coefficients.
These solutions give combinatorial expressions of Ti0,j0,k0 in terms of coefficients
ci,j ’s and initial data ti,j ’s on k under the conditions:
k0 ≥ k(i0, j0), k(i, j) ≥ fund(i, j) for (i, j) ∈ Z2.
We will discuss some other cases in Section 9.
8. Other coefficients
In this section, we discuss a few examples of other choices of coefficients on T-
systems: Speyer’s octahedron recurrence [Spe07], generalized lambda-determinants
[DF13] and (higher) pentagram maps [Gli11, GSTV14]. Almost all of them have
their own explicit combinatorial solutions and are treated with different techniques.
Applying Theorem 2.15 and Theorem 2.18 to our solutions, we get a partial solution
to each of them when the initial data stepped surface is fund.
In [Spe07], the author provides a perfect matching solution to the Speyer’s octa-
hedron recurrence, which is a partition function of perfect matchings of G. In fact,
our perfect matching solution is developed from the method used in the paper. The
author uses face-weight (same as Definition 4.5) which gives cluster variables and
edge-weight (instead of our pairing-weight) which gives cluster coefficients. So the
main difference is that the edge-weight is specific to a choice of coefficients.
For the generalized lambda-determinant in [DF13], the author provides a net-
work solution which is a partition function of non-intersecting paths in a weighted
directed network. This network is the same as the network discussed in Section 7.
However, the weight used in [DF13] is different to our weight due to the choice of
coefficients.
The (higher) pentagram maps [Sch92, OST10, Gli11, GSTV14] can be realized
as a Y-pattern, i.e. a dynamic on cluster coefficients, not cluster variables. So it
is not directly a T-system, but is instead a Y-pattern on the octahedron quiver.
In [Gli11], the author gives a combinatorial solution to the pentagram map using
alternating sign matrices.
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C0,0
A
−1,−1
A0,0
D
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D0,0
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T1,−1,−1T−1,−1,−1
T
−1,1,−1
T1,0,0T−1,0,0
T0,1,0
T0,−1,0
T0,0,−1
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B
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A
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b
b
b
b
b
b
bbb bbb
Figure 22. A portion of the infinite quiver of Speyer’s octahedron
recurrence. The frozen variables and their incident arrows are in
blue.
8.1. Speyer’s octahedron recurrence. The Speyer’s octahedron recurrence, de-
fined with coefficients, is a recurrence relation [Spe07] on the set of formal variables
T (s) = {T (s)i,j,k | (i, j, k) ∈ Z3odd} together with a set of extra variables, called coeffi-
cients, {Ai,j , Bi,j , Ci,j , Di,j | (i, j) ∈ Z2even} satisfying
T
(s)
i,j,k−1T
(s)
i,j,k+1 = Bi,j+kDi,j−kT
(s)
i−1,j,kT
(s)
i+1,j,k +Ai+k,jCi−k,jT
(s)
i,j−1,kT
(s)
i,j+1,k(18)
We note that in [Spe07], the condition on the index (i, j, k) of T
(s)
i,j,k is i+ j + k ≡
0 mod 2, and the coefficients are defined on Z2odd. With a shift in the indices, we
make it coherent with our construction.
Speyer’s octahedron recurrence can also be interpreted [Spe07] as a cluster alge-
bra with coefficients. Its initial quiver is the octahedron quiver with initial cluster
variables T
(s)
i,j,fund(i,j) similar to what we discussed in Section 3.1. The only differ-
ence is the initial coefficients:
yi,j =
{
Bi,jDi,j/Ai,jCi,j , i+ j ≡ 0 mod 2,
Ai−1,jCi+1,j/Bi,j−1Di,j+1, i+ j ≡ 1 mod 2,
in the semifield P = Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even). By Remark 2.10,
it can be interpreted as a coefficient-free cluster algebra with frozen variables
{Ai,j , Bi,j , Ci,j , Di,j | (i, j) ∈ Z2even} with the quiver illustrated in Figure 22.
Since we will only consider the initial stepped surface fund, we let T
(s)
i0,j0,k0
denote
its expression in terms of the initial data ti,j := T
(s)
i,j,fund(i,j) and the coefficients
Ai,j , Bi,j , Ci,j , Di,j for (i, j) ∈ Z2. For the T-system with principal coefficients,
Ti0,j0,k0 denotes its expression in terms of ti,j := Ti,j,fund(i,j) and ci,j for (i, j) ∈ Z2.
In order to get T
(s)
i0,j0,k0
, we will have to specialize values of ti,j and ci,j in Ti0,j0,k0
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according to Theorem 2.15. Let Ti0,j0,k0(ci,j = yi,j) denote the expression of Ti0,j0,k0
where ti,j stayed untouched but ci,j is substituted by yi,j . Ti0,j0,k0 |P(ti,j = 1; ci,j =
yi,j) denotes the expression of Ti0,j0,k0 where ti,j is set to 1, ci,j is set to yi,j , and
then the whole expression is finally computed in P.
By the separation formula (Theorem 2.15), we get a solution to the Speyer’s
octahedron recurrence from the solution to the T-system with principal coefficients:
T
(s)
i0,j0,k0
=
Ti0,j0,k0(ci,j = yi,j)
Ti0,j0,k0 |P(ti,j = 1; ci,j = yi,j)
(19)
where P = Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even) and
yi,j =
{
Bi,jDi,j/Ai,jCi,j , i+ j ≡ 0 mod 2,
Ai−1,jCi+1,j/Bi,j−1Di,j+1, i+ j ≡ 1 mod 2.
(20)
We now compare our result to the solution in [Spe07]. From our perfect matching
solution (Theorem 4.9), we then have
T
(s)
i0,j0,k0
=
∑
M∈M wp(M)wf (M)⊕
M∈M wp(M)
(21)
where M is the set of perfect matchings of the graph Gp,fund. The denominator
is a sum in P = Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even), hence a monomial in
{Ai,j , Bi,j , Ci,j , Di,j | (i, j) ∈ Z2even}.
Theorem 8.1 ([Spe07]). For a point p = (i0, j0, k0) and an admissible initial
stepped surface k, we have
T
(s)
i0,j0,k0
=
∑
M∈M
ws(M)wf (M)
where the sum runs over all the perfect matchings of G = Gp,k. The weight ws is
defined by ws(M) :=
∏
x∈M ws(x) and the weight ws(x) is defined for x ∈ E(G) as
follows:
❆
✐✰❦❀❥
❇
✐❀❥✰❦
❈
✐ ❦❀❥
❉
✐❀❥ ❦
✭✁✂ ✄✂ ☎ ✆ ✶✮ ✭✁ ✝ ✶✂ ✄✂ ☎✮
✭✁✂ ✄✂ ☎ ✆ ✶✮
✭✁✂ ✄ ✝ ✶✂ ☎✮
✭✁ ✝ ✶✂ ✄✂ ☎✮✭✁✂ ✄✂ ☎ ✝ ✶✮
✭✁✂ ✄ ✝ ✶✂ ☎✮
✭✁✂ ✄✂ ☎ ✝ ✶✮
✞
b
b
b b
bc
bc
bc
bc
Comparing (21) to Theorem 8.1, we can write ws on a perfect matching on
Gp,fund in terms of the pairing weight as follows:
ws(M) =
wp(M)⊕
M∈Mfund wp(M)
(22)
for M ∈ M, where the sum in the denominator is computed in the semifield P =
Trop(Ai,j , Bi,j , Ci,j , Di,j : (i, j) ∈ Z2even).
Example 8.2. Let p = (0, 0, 1), then we get the graph G and its two matchings as
follows:
(0, 0)
(0, 1)
(0,−1)
(1, 0)(−1, 0)
bc
b bc
b bc
b bc
b bc
b bc
b
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Figure 23. A portion of the infinite quiver of the lambda-determinant.
Let Ti,j,fund(i,j) = ti,j be the initial data. From Theorem 8.1, we have
T
(s)
0,0,1 = B0,0D0,0 t−1,0t
−1
0,0t1,0 +A0,0C0,0 t0,−1t
−1
0,0t0,1.
On the other hand, to apply the separation formula, we set c0,0 =
B0,0D0,0
A0,0C0,0
as in
(20). Equation (19) then gives
T
(s)
0,0,1 =
c0,0 t−1,0t−10,0t1,0 + t0,−1t
−1
0,0t0,1
c0,0 ⊕ 1
= B0,0D0,0 t−1,0t−10,0t1,0 +A0,0C0,0 t0,−1t
−1
0,0t0,1.
8.2. Lambda determinants. The generalized lambda-determinant [DF13] can be
considered as a recurrence relation on T (λ) = {T (λ)i,j,k | (i, j, k) ∈ Z3odd} together with
a set of coefficients {λi, µi | i ∈ Z} satisfying
T
(λ)
i,j,k−1T
(λ)
i,j,k+1 = λiT
(λ)
i−1,j,kT
(λ)
i+1,j,k + µjT
(λ)
i,j−1,kT
(λ)
i,j+1,k(23)
for all (i, j, k) ∈ Z3odd.
It can also be realized [DF13] as a cluster algebra with coefficients. The quiver
is the octahedron quiver, the initial cluster variables are Ti,j,fund(i,j) and the initial
coefficients are
yi,j =
{
λi/µj , i+ j ≡ 0 mod 2,
µj/λi, i+ j ≡ 1 mod 2,
(24)
in P = Trop(λi, µi : i ∈ Z). By Remark 2.10, we can also interpret it as a coefficient-
free cluster algebra with frozen variables {λi, µi | i ∈ Z} with the quiver illustrated
in Figure 23.
With the initial data stepped surface fund, we let T
(λ)
i0,j0,k0
be the expression in
terms of the initial data ti,j := Ti,j,fund(i,j) and λi, µj . By the separation formula
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(Theorem 2.15), we have
T
(λ)
i0,j0,k0
=
Ti0,j0,k0(ci,j = yi,j)
Ti0,j0,k0 |P(ti,j = 1; ci,j = yi,j)
(25)
where P = Trop(λi, µi : i ∈ Z) and
yi,j =
{
λi/µj , i+ j ≡ 0 mod 2,
µj/λi, i+ j ≡ 1 mod 2.
(26)
8.3. Pentagram maps. The pentagram map [Sch92, OST10] is a discrete evo-
lution on points in RP2. It maps on a twisted polygon with n vertices to give
another twisted n-gon whose vertices are the intersections of the shortest diagonals
of the original polygon. In [Gli11] the pentagram map evolution is interpreted as
the mutation in a Y-pattern (cluster mutation on cluster coefficients). Using this
interpretation, the authors of [GSTV14] give a generalization of the pentagram map
called higher pentagram maps. For a given integer 3 ≤ κ ≤ n − 1, the higher pen-
tagram map on a twisted n−gon produces a new polygon using (κ− 1)th-diagonals
(connecting vertex i to vertex i+κ−1) instead of the shortest diagonals (connecting
vertex i to vertex i + 2) in the case when κ = 3. The following is an example of
one evolution of the higher pentagram map, κ = 4, on a closed 9-gon.
b
b
b
b
b
b
b
b
b
b b
b
b
b
bb
b
b
For a twisted n−gon, one can define 2n variables p1, . . . , pn, q1, . . . , qn ∈ R. Then
the evolution [Gli11, GSTV14] of the higher pentagram map on these variables are
as follows
q′i = p
−1
i , p
′
i = qi
(1 + pi−r)(1 + pi+r′)
(1 + p−1i−r−1)(1 + p
−1
i+r′+1)
,
where r = bκ−22 c and r′ = dκ−22 e and p′1, . . . , p′n, q′1, . . . , q′n are the new variables
associated with the new polygon produced by the higher pentagram map. We note
that the variables originally defined in [GSTV14] differ from the ones considered
here by a change of variables and a shift in indices. See [GSTV14] and [KV15] for
more details.
The evolution of the variables pi, qi can be also realized [Gli11, GSTV14] as the
Y-pattern of a cluster algebra of rank 2n in the universal semifield
P = Qsf (p1, . . . , pn, q1, . . . , qn)
with the initial coefficient tuple (p1, . . . , pn, q1, . . . , qn). The exchange matrix is
B =
(
0 C
−CT 0
)
where C = (cij) is an n × n matrix defined by cij = δi,j−1 −
δi,j − δi,j+1 + δi,j+1 (the indices are read modulo n). The quiver corresponding to
B, the generalized Glick’s quiver, is a bipartite graph with 2n vertices labeled by
p1, . . . , pn, q1, . . . , qn with four arrows adjacent to each qi as the following.
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q
✐
♣
✐✰r
✵
♣
✐✰r
✵
✰✶
♣
✐ r ✶
♣
✐ r
Then the variables p′1, . . . , p
′
n, q
′
1, . . . , q
′
n of the new polygon produced by the higher
pentagram map is obtained by a composition of mutations at all pi for i ∈ [1, n].
Wrapping this finite quiver around a torus, we can then interpret it as the oc-
tahedron quiver with certain identification of vertices, along the two periods of the
torus: (i, j) ≡ (i+ κ, j + 2− κ) and (i, j) ≡ (i+ n, j − n) [DFK13]. Hence we can
realize the higher pentagram map as a Y-pattern on the octahedron quiver with
periodic initial data p1, . . . , pn, q1, . . . , qn in Qsf (p1, . . . , pn, q1, . . . , qn), where only
mutations at the vertex with exactly two incoming and two outgoing arrows are
allowed.
Let pi : Z2 → {p1, . . . , pn, q1, . . . , qn} be the map identifying the vertex of the
octahedron quiver with the vertex of the generalized Glick’s quiver. We pick pi by
starting with pi(0, 0) = pn and then continuing by the following patterns:
qi−r′−1
qi+r pi qi−r′
qi+r+1
and
pi−r−1
pi+r′ qi pi−r
pi+r′+1
where the indices are read modulo n. This choice of pi agrees with the map φ used
for unfolding periodic two dimensional quivers in [GP15, Section 12] in the case
when S = {(0, 0), (κ − 1, 0), (r, 1), (r + 1, 1)} is a Y-pin for the higher pentagram
map. The following is an example of the assignment by the map pi where the indices
are read modulo n and the center is (0, 0).
...
pn−2 qn−r′−2 pn−κ qn−κ−r′ pn−2κ+2
qr−1 pn−1 qn−r′−1 pn−κ+1 qn−κ−r′+1
· · · pκ−2 qr pn qn−r′ pn−κ+2 · · ·
qκ+r−1 pκ−1 qr+1 p1 qn−r′+1
p2κ−2 qκ+r pκ qr+2 p2
...
Let p
(k)
` and q
(k)
` (` ∈ [1, n]) be the pentagram variables after the k-th iterate of
the higher pentagram map. Then
p
(k)
` = 1/q
(k+1)
` for all ` ∈ [1, n],
and q
(k)
` is the coefficient at a vertex (i, j, k) on k such that
pi(i, j) = q` and k(i, j) = k = k(i± 1, j ± 1) + 1.
At the vertex (i, j, k), the quiver associated with k will be as the following.
(i, j + 1, k − 1)

(i− 1, j, k − 1) (i, j, k)oo // (i+ 1, j, k − 1)
(i, j − 1, k − 1)
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By Theorem 2.18 and Proposition 3.3, we then have
q
(k)
` = y(i,j),k
Ti,j−1,k−1Ti,j+1,k−1
Ti−1,j,k−1Ti+1,j,k−1
∣∣∣∣Ti,j,fund(i,j)=1
ci,j=pi(i,j)
=
Ii,j,k−1
Ji,j,k−1
Ti,j−1,k−1Ti,j+1,k−1
Ti−1,j,k−1Ti+1,j,k−1
∣∣∣∣Ti,j,fund(i,j)=1
ci,j=pi(i,j)
(27)
where y(i,j),k is defined as in Proposition 3.3. This gives an expression of all the
pentagram variables in terms of the solution to the T-system with principal coeffi-
cients.
9. Conclusion and Discussion
In this paper, we have defined the T-system with principal coefficients from clus-
ter algebra aspect. We obtain the octahedron recurrence with principal coefficients,
which is a recurrence relation governing the T-system with principal coefficients.
Various explicit combinatorial solutions and their connection have been established.
This is for a special case when the point p and the initial data stepped surface k
satisfy the following conditions
k0 ≥ k(i0, j0),(28)
k(i, j) ≥ fund(i, j) for (i, j) ∈ Z2.(29)
These solutions to the T-system with principal coefficients allow us to solve any
other systems having other choices of coefficients on the T-system as we seen in
the previous section. In particular, we are able to give a solution to the higher
pentagram maps as a product of T-system variables and coefficients, see (27).
We notice a symmetry {i↔ j, k ↔ −k− 1} of the T-system with principal coef-
ficients (4). This symmetry basically switches the roles between i and j and reflects
the system upside down. So if we have a point p and an initial data stepped surface
k such that k0 ≤ k(i0, j0) and k(i, j) ≤ fund(i, j) for (i, j) ∈ Z2, after applying the
symmetry the system will satisfy the conditions (28) and (29). Furthermore, the
condition (29) can be relaxed a little more. Since the expression of Ti0,j0,k0 depends
only on the values of k(i, j) when (i, j) ∈ F˚ ∪ ∂F (see (8)), Condition (29) can be
relaxed to
k(i, j) ≥ fund(i, j) for (i, j) ∈ F˚ ∪ ∂F.
Nevertheless, an explicit combinatorial solution for arbitrary p and k is still un-
known.
Our general solution for the T-systems with principal coefficients may be ap-
plied to various problems related to the octahedron recurrence. For instance, there
are known connections between the T-systems and Bessenrodt-Stanley polynomi-
als discussed in [DF15]. We expect the solutions to the T-systems with principal
coefficients to provide generalizations of this family of polynomials. It would also
be interesting to apply our solutions to study the arctic curves of the octahedron
equation with principal coefficients in the same spirit as [DFSG14]. We expect the
coefficients to act as additional probability for dimer configurations, which may
give other shapes to the arctic curves. Lastly, it would be interesting to inves-
tigate the quantum version of the T-systems with principal coefficients analog to
[DF11, DFK12].
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