We de ne syntactically a sub-class of decision lists (tree-like decision lists) and we show its equivalence with the class of bounded rank decision trees. As a by-product, the main theorem provides an alternate and easier proof of the Blum's containement Theorem 1]. Furthermore we give an inversion procedure for Blum's derivation of a decision list from a bounded rank decision tree.
Introduction
Decision lists have been introduced by Rivest in 3] as a representation of boolean functions. He showed that k-decision lists, i.e. decision lists in which any term has at most k literals, are (1) a generalization of k-CNF, k-DNF and of depth-k decision trees and (2) are polynomially learnable under PAC model . 2] showed that constant rank decision trees are also polynomially PAC learnable and 1] showed that rank-k decision trees are a sub-class of k-decision lists, thus providing to an improvement of the result of 2] since constant rank decision trees can be polynomially PAC-learned using Rivest's algorithm for k-decision lists as subroutine. Here we de ne a sub-class of decision lists -the class of tree-like decision lists. For the lists of this class we de ne the rank measure and we show that the class of rank-k decision trees is equivalent to the class of rank-k tree-like decision lists. As a by-product of Theorem 3.1, we provide an alternate proof of Blum's containement theorem. In the nal section we give an algorithm such that given a decision list L it builds a corresponding decision tree. Also when L is the list that the main Theorem of 1] produces when applied to a rank-k reduced decision tree T, it allows us to recover exactly T.
Preliminaries
Let V n be a set of n boolean variables v 1 The size jTj of a decision tree T is the number of its internal nodes. We refer to T k as the class of rank k decision trees.
Main result
First we de ne the class L k of tree-like decision lists with rank k, proving some key properties they satisfy. Then we show the equivalence between L k and T k . and have length at least 2. This observation allows us to prove the key property (Lemma 3.1) of the tdl's, namely: from a tdl L, there is a unique way to recover the two sub-tdl's L 1 and L 2 and the literal`that de ne it.
Proof of Lemma 3.1 The decomposition of L is as follows:
Starting from the leftmost item of L, search for the rst term t such that jtj = 1;
de ne (`^L 1 ) by taking all the items of L up to t, de ne L 2 as the remaining items of L. Suppose that this decomposition is not unique so that L can be written as (`0^L 0 1 ); L 0 2 . By hypothesis, by the decomposition and by the previous observation we have that`and`0 must be the same literal and they must be in the same item of L. 
is k-decision list and and the size of L is equal to the number of leaves of T.
Proof. By double induction on the height and on the rank of T. If r(T) = 0 and T = a, then L = (1; a) and the result is immediate. Now, Let r(T) = k and suppose that`is the literal at the root of T and that T 1 and T 2 are respectively the right and the left sub-trees of T. By de nition of rank at least one between T 1 and T 2 has rank at most k ? 1 Observe that the proof of this Theorem, suggested by one of the Referees, implicitly de nes another way to obtain Theorem 1 of 1]. Here we give a sketch of its original proof since it will be useful in the next section. . To see this we rst discuss the case in which T is a complete binary decision tree of depth k, then we consider the general case. Consider the algorithm implicitly de ned by the previous Theorem sub-divided in phases as follows. At the rst phase we search for the rst term in L from the left having size 1, in jLj items, using the decomposition algorithm of Lemma 3.1. We have thus identi ed the literal at the root of T and the two sub-tdl's L 1 and L 2 of L. At the second phase we search sequentially in L 1 and L 2 for two terms of size 1 in only jLj ? 1 items, since jL 1 j + jL 2 j = jLj and we can exclude from the search the term identi ed at the previous phase. In general, at the j-th phase, we search for 2 j?1 terms of size 1 in (jLj ? (2 j?1 ? 1)) items. Observe that after j phases such that P j i=0 2 i = jLj we have identi ed all the terms in L. Thus the number of phases is j = O(log jLj). The total number of steps required to build (a binary complete decision tree) T is P j i=1 (jLj ? (2 i?1 ? 1)) and this is O(jLj log jLj). Observe that if T 2 T k , then a complete binary tree T c of depth k is always embedded in T. This means that in the general case of a not necessarily complete decision tree T 2 T k , at some point the algorithm will recover T c . By previous observation, this part ). Observe that when L corresponds to a complete decision tree 2 k = jLj, so our algorithm runs in time O(jLj log jLj).
As remarked in Lemma 1 of 2], for any decision tree T, r(T) log(jTj + 1) since the smallest decision tree of rank k is the complete binary tree of depth k. This means that a decision tree of size n can be represented by a tdl L 2 L dlog(n+1)e . On the other hand, since the minimal decision tree computing the parity function over n variables requires a complete binary decision tree with 2 n leaves, the minimal tdl computing the parity function belongs to L n but must have length no less than 2 n .
Moreover it is obvious that a k-rank tdl can be represented by a k-decision list (Theorems 3.3 and 3.2). For the reverse inclusion we can only say that, since a k-decision list L has a trivial representation as a decision tree of size k jLj , then L can be represented by an equivalent tdl L 0 2 L d jLj blog kc e but of length k jLj .
Recovering bounded rank reduced decision trees
The procedure converting a rank k tdl into an equivalent rank-k decision tree is straightforward. On the other side recovering a rank-k decision tree from the k-decision list produced by Blum's procedure requires some more work. In this section we present an algorithm, Rec-Tree, to recover decision trees from decision lists. Moreover if L T is the decision list produced by Theorem 3.2 when applied to the reduced decision tree T we have that Rec-Tree(L T ) = T. Let path(T) be the set of terms associated with paths of T. Let t =`1^: : :^`k be a term in path(T), ending with leaf a. In order to view T as in Part 1 of Figure 1 , for each variable in t we de ne +; ? 2 f0; 1g according to the sign (respectively the negated sign) of`i in t . On a given decision list L, Rec-Tree works as follows: at the rst step it recovers the constant decision tree T 1 from the default term of L; at the i-th step it recovers T i by: (1) taking the (jLj?i+1)-th item (t; a) jLj?i+1 of L; (2) building the trivial decision tree consistent with the term t and the constant a and putting the tree T i?1 , recovered at the previous step, at the unused nodes of this tree; (3) reducing each one of the T i?1 's according to the path followed In what follows we provide more details about the algorithm. In order to have a more e cient reduction step and to simplify the proof of the theorem we merge the second and the third step, reducing the T i?1 's as soon as they have to be attached to a node and working at each node on the previously reduced T i?1 .
Let sgn(`; t) and nsgn(`; t) be two functions computing respectively the sign and the negated sign of`in t and let root(T) be a function giving the variable at the root of T. Consider the following sub-routines:
1 Observe that if T 2 T k , then every term in L T has length bounded by k, so for each term in L, BTT calls itself at most k times. Since Rec-tree calls BTT jLj ? 1 times, the total number of steps to output T is O(jLjk). 2
Observe that Rec-tree can be used to recover decision trees from any decision list. Suppose that we modify Rec-tree by eliminating the reduction sub-routine, and that we run the modi ed algorithm on a k-decision list L. It is easy to see that in O(jLjk) steps, Rec-tree outputs a decision tree T consistent with L of depth kjLj but of size k jLj . On the other hand, supposing that k jLj jV n j and that the minimal decision tree consistent with L has size, for example, polynomial in jLj, it could be interesting to study under what kind of hypothesis and what kind of modi cations of Rec-tree, such a decision tree can be obtained, using, for istance, a fully reducing subroutine that, for each variable in the currently analyzed term, always explores the whole tree produced at the previous step.
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