Abstract. This paper proves sharp lower bounds on a resonance counting function for obstacle scattering in even-dimensional Euclidean space without a need for trapping assumptions. Similar lower bounds are proved for some other compactly supported perturbations of −∆ on R d , for example, for the Laplacian for certain metric perturbations on R d . The proof uses a Poisson formula for resonances, complementary to one proved by Zworski in even dimensions.
Introduction
The purpose of this paper is to prove a sharp polynomial lower bound on a resonance-counting function for certain compactly supported perturbations of −∆ on R d for even dimensions d. The operators we consider include, for example, the Laplacian on the exterior of a bounded obstacle in R d and the Laplacian for many compactly supported metric perturations of R d . These lower bounds complement the sharp upper bounds proved by Vodev [37, 38] . The lower bounds of this paper do not require any trapping conditions. In order to prove the result, we prove a Poisson formula for resonances in even dimensions, complementary to that proved by Zworski in [42] . The Poisson formula is valid for a large class of operators which are "black-box" perturbations of −∆ on R d as defined in [30] . Here ∆ ≤ 0 is the Laplacian on R d . We begin with the classical problem of obstacle scattering. Let P denote −∆ with Dirichlet, Neumann, or Robin boundary conditions on
is a bounded open set with smooth boundary. For 0 < arg λ < π set R(λ) = (P −λ 2 ) −1 . Then it is well known that if χ ∈ C The upper bound n −1 (r) ≤ C 0 r d , r ≫ 1, is due to Vodev [37, 38] . It is the lower bound which is new here. For the Robin boundary condition, a function v in the domain of P must satisfy ∂ ν v = γv on ∂(R d \ O), where ∂ ν is the inward unit normal vector field and γ ∈ C ∞ (∂O; R) is a fixed function. Choosing γ ≡ 0 gives the Neumann boundary condition. The condition that R d \ O be connected is not necessary, but makes the proof cleaner since we do not have infinitely many positive eigenvalues of P as we would if R d \ O had a bounded component. In odd dimension d, where R ⊂ C, we introduce the counting funcion n odd (r) = #{λ j ∈ R : |λ j | < r}.
In odd dimension d ≥ 3, for obstacle scattering the analogous upper bound, n odd (r) ≤ Cr d for r ≫ 1 of (1.1) is due to Melrose [26] , but the known lower bound for general obstacles O is weaker: n odd (r) ≥ cr d−1 for some c > 0 and for sufficiently large r [1, 19] .
In either even or odd dimensions, Stefanov [33, Section 4] proved lower bounds on n odd (r) and n −1 (r) proportional to r d under certain trapping assumptions on the geometry of R d \ O. On the other hand, again in either even or odd dimensions, for a class of strictly convex O asymptotics of the number of resonances (of order r d−1 ) in certain regions are known, [18, 32] . In odd dimensions asymptotics of the resonance counting function have been proved in the special case of O equal to a ball [34, 40] .
The primary result of [7] is that in even dimension d, under the hypotheses of Theorem 1.1 (with some additional restrictions for the Robin boundary condition), if k ∈ Z \ {0}, then lim sup r→∞ log n k (r)/ log r = d. For k = −1 this is weaker than the lower bound of Theorem 1.1. Moreover, the proofs in [7] use results of [1, 20] for the particular case of the operator P of Theorem 1.1, and those results do not obviously generalize to the setting of Theorem 1.2. However, the techniques of this paper do not seem to give results for n k (r), k = ±1.
Obstacle scattering, as considered in Theorem 1.1, forms a canonical class of scattering problems. However, our result and its proof can easily be extended to a larger class of operators. In even dimension d, for the operator P defined below, and for the much larger class of operators of the "black-box" type of [30] , the resolvent (P −λ 2 )
has a meromorphic continuation to Λ, [30] . Hence one can define resonances, the set R, and the resonance counting functions n k (r) just as for the Laplacian on the exterior of a compact set. 
, and that g restricted to M \ K agrees with the flat metric on R d . Then let P = −∆ g on M, with Dirichlet or Robin boundary conditions if ∂M = ∅. In the special case of M = R d \ O with O as in Theorem 1.1 and metric agreeing with the Euclidean metric outside a compact set, we may choose P = −∆ g + V with Dirichlet or Neumann boundary conditions, for some
In the statement of the theorem, B(a; R) = {x ∈ R d : |x − a| < R}, and ∆ g ≤ 0 is the Laplacian on (M, g). The operators P defined in Theorem 1.2 are examples of "black box" operators as defined by Sjöstrand-Zworski [30] , as recalled in Section 1.1.
Again, it is the lower bound of Theorem 1.2 which is new, as the upper bound is due to [37, 38] . We shall prove a more general result, Theorem 4.1, from which Theorems 1.1 and 1.2 follow.
Tang [35] showed that for non-flat, compactly supported perturbations of the Euclidean metric on R d , d = 4, 6, the associated Laplacian has infinitely many resonances. Under certain geometric conditions one can prove the existence of many resonances for operators of the type considered in Theorem 1.2. In addition to the references already cited, we mention [29, 42] and references therein.
The proof of the lower bound of Theorems 1.1 and 1.2 uses the wave trace, informally given by
and formally defined in (1.3). For the operators of Theorem 1.2, because we are in even dimension, the leading order singularity of u at 0 "spreads out." That this, when combined with a Poisson-type formula, can give good lower bounds on similar resonance-counting functions was proved in [31] and has been used, for example, in [4, 13, 31] . In particular, [4, 13] prove lower bounds analogous to (1.1) for certain even-dimensional manifolds hyperbolic near infinity.
To use the result of [31] requires a Poisson formula for resonances which is valid in any sufficiently small deleted neighborhood of t = 0. Thus one of the main results of this paper is Theorem 3.5, a Poisson formula for resonances in even dimensions. This result holds for a large class of "black-box" perturbations (in the sense of [30] 
Our result is complementary to the results of [42] . See Section 3.1 for further discussion and references for Poisson formulae in both even and odd dimensions.
We comment briefly on the structure of the paper. Section 2 proves some bounds on the scattering matrix which are needed later in the proof to control a term appearing in the Poisson formula. In Section 3 we state and prove the Poisson formula, Theorem 3.5. Theorem 4.1 is a more general version of the lower bound than Theorem 1.2. In Section 4 we prove Theorem 4.1, using the Poisson formula and results from [31] and Section 2. We finish the proof of Theorems 1.1 and 1.2 by using results on the singularity at 0 of u(t), e.g. [14, 17, 25] , and estimates on the cut-off resolvent on the positive real axis due to Burq [5] and Cardoso-Vodev [6] .
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1.1. Set-up and notation. We briefly introduce some notation which we shall use throughout the paper.
We recall the black-box perturbations of [30] , using notation as in that paper. Let H be a complex Hilbert space with orthogonal decomposition
where
) and 1l R n \B(0;R 0 ) P = −∆ ↾ R n \B(0;R 0 ) . Moreover, P is lower semi-bounded and there is a k 0 ∈ N so that 1l R n \B(0;R 0 ) (P + i) −k 0 is trace class. Under these assumptions on P , we may carefully define the wave trace given informally by (1.2). Thus
The factor of 2 is included to be consistent with the definition of u given via the wave group; see, for example, [23, 42] . Let P be a black-box perturbation of −∆ on R d , and, for 0 < arg λ < π, set R(λ) = (P − λ 2 ) −1 . We denote by R(λ) the meromorphic continuation to Λ, the logarithmic cover of C \ {0}, if d is even. If d is odd, the continuation is to C, and again we denote it R(λ). We use R to denote all the poles of continuation of the resolvent R(λ), repeated according to multiplicity. We explicitly include both those poles corresponding to eigenvalues and those which do not.
A point λ ∈ Λ can be identified by specifying both its norm |λ| and argument arg λ where we do not identify points in Λ whose arguments differ by nonzero integral multiples of 2π. For λ ∈ Λ, we denote λ = |λ|e i arg λ = |λ|e −i arg λ . For k ∈ N, set Λ k = {λ ∈ Λ : kπ < arg λ < (k + 1)π}.
Throughout this paper, C denotes a positive constant, the value of which may change from line to line without comment.
Preliminary estimates on the scattering matrix and related quantities
We shall need some estimates on the determinant of the scattering matrix and on S(λ) − I tr . The proof uses a representation for the scattering matrix from [28] which we recall for the reader's convenience. We remark that there are a number of related representations in the literature; see, for example, [27, Section 2] or [42, Section 3] .
the operator
Then for 0 < arg λ < π, S(λ) = I + A(λ), where
− (λ) where t E denotes the transpose of E. The identity holds for λ ∈ Λ by analytic continuation.
Maciej Zworski suggested the proof of the following lemma. This follows techniques of [26, 36, 39] . We note that results of Burq [5] and Cardoso-Vodev [6] show that there are a large class of examples of black-box operators P for which (2.2) holds. Lemma 2.2. Let the dimension d ≥ 2 be even or odd, and let P denote an operator satisfying the general black-box conditions of [30] recalled in Section 1.1. Assume that there is an
: a < |x| < b} then there is a constant C depending on P and χ so that
Let S(λ) denote the scattering matrix for P , unitary when arg λ = 0. Then, for
where · tr is the trace class norm.
Proof. We note first that this is a result about large τ behavior, as lim τ ↓0 S(τ ) = I, see [7, Section 6] .
For a bounded linear operator B, we denote by
We use the representation of S(τ ) recalled in Proposition 2.1. We have
14)], which follows [39] ,
However, since for τ ∈ (0, ∞), S(τ ) is unitary we have that s j (S(τ ) − I) ≤ 2 for all j. Using this and (2.3), by choosing C 2 sufficiently large, we have for τ ∈ (0, ∞)
Thus, for τ ∈ (1, ∞)
Here we use Lemma 2.2 to prove Lemma 2.3. This argument has the advantage of working for a large class of perturbations P of −∆. However, for the special case of the Laplacian on the exterior of an obstacle, a portion of Lemma 2.3 has been proved in [7] using instead of Lemma 2.2 "inside-outside duality" results of Eckmann-Pillet [10] and Lechleiter-Peters [21] . In this special case, the remainder of Lemma 2.3 could be proved in a similar way. Lemma 2.3. Let the dimension d be even, and let P denote an operator satisfying the hypotheses of Lemma 2.2 on P . Then there is a constant C > 0 so that for τ > 0 (i.e., arg τ = 0),
where the argument is chosen to depend continuously on τ ∈ (0, ∞).
Using that S(τ ) is unitary, we can write det S(e iπ τ ) = (2 − e −iθ j (τ ) ), where {e iθ j (τ ) } are the eigenvalues of S(τ ) other than 1, repeated with multiplicity, and θ j (τ ) ∈ R. Since |2 − e −iθ j (τ ) | ≥ 1, we see immediately that | det S(τ e iπ )| ≥ 1. Moreover, from Lemma 2.2, (2.5) and the estimate | det(I + B)| ≤ exp( B tr ) we obtain the upper bound on | det S(τ e iπ )|. Now we turn to the question of bounding arg S(τ e iπ ). Note first that θ j can be chosen so that e iθ j (τ ) depends continuously on τ , except, perhaps, at points where e iθ j (τ ) approaches 1. Let log denote the principal branch of the logarithm. Since
Since if lim τ →τ
by Lemma 2.2.
We remark that the result about the argument in Lemma 2.3 is not, in general, true in odd dimensions, where det S(τ e iπ ) = det S(τ ) if τ > 0 so that the change in the argument may obey Weyl-type asymptotics as τ → ∞.
The Poisson formula
We begin with several complex-analytic results which will be helpful in proving the estimates we need on det S(λ) and related quantities.
We shall use the following lemma when working with functions holomorphic or meromorphic in a sector.
Lemma 3.1. Set U = {z ∈ C : Re z > 0}. Suppose f is analytic on U and that there exist constants C, p, p ≥ 1, so that |f (z)| ≤ C exp(C|z| p ) for any z ∈ U. Suppose in addition that f is nowhere vanishing on U. Then there is a function g analytic on U so that exp g(z) = f (z), z ∈ U. Moreover, given ǫ > 0 there is a constant C ǫ so that
Proof. The existence of an analytic g so that exp(g) = f is immediate. The bound on |g| can be proved, for example, by using the representation [12, Theorem 3.3] of a function of finite order analytic in an angle.
Note that the hypothesis p ≥ 1 in Lemma 3.1 is necessary. For example, the function f (z) = e −z satisfies the other hypotheses of Lemma 3.1 with p = 0, but does not satisfy the conclusion of the lemma with p = 0. For more about related questions, see [12, Chapter 1] .
We recall that the canonical factors E p are given by
For entire functions f , a stronger result than the following lemma holds-compare [22, Theorem I.9]. The following lemma, while likely not sharp, will suffice for our needs.
Lemma 3.2. Set U = {z ∈ C : Re z > 0}. Suppose f is analytic on U and that there exist constants C, p, p ≥ 1, so that |f (z)| ≤ C exp(C|z| p ) for any z ∈ U. Suppose in addition that there is a constant C so that
where the zeros z j are repeated with multiplicity. Then for any ǫ, η > 0 there is a constant C ǫ,η so that for any R > 2
if z lies outside a family of excluded disks, the sum of whose radii does not exceed ηR.
Proof. By standard estimates on canonical products, for ǫ > 0 the entire function ϕ satisfies |ϕ(z)| ≤ C ǫ (1 + |z| p+ǫ/2 ). Hence, by [22, Theorem I.9] , for R > 1 and any η > 0, there is a constant C η,ǫ so that
where z in addition lies outside a family of disks the sum of whose radii does not exceed ηR. Now consider the function f (z)/ϕ(z), which is a nonvanishing analytic function on U. Moreover, with perhaps a new constant C η,ǫ
if z lies outside a family of disks the sum of whose radii does not exceed ηR. Since f /ϕ is analytic, by the maximum principle if R ≫ 1
The reason for shrinking the size of the sector is the need, for every previously excluded point z ′ (ie, every point in one of the originally excluded disks) to have bounds on |f /ϕ| on a closed curve lying inside U and containing z ′ in its interior. Now since f /ϕ is nonvanishing on U we can apply Lemma 3.1 to the function (f /ϕ)(z 1/(1−ǫ/2) ) to complete the proof.
Let S denote the scattering matrix, unitary for arg λ = 0, associated to a selfadjoint black-box type operator P . Then define
.
The proof of the following lemma closely resembles that of [41, Proposition 6] and of a related result of [42, Section 2] . We include the proof here for the convenience of the reader and because the need for working in sectors of C rather than in balls in C means that Lemmas 3.1 and 3.2 substitute for what can be done with Cartan's lemma and Caratheodory's inequality for the disk. The proof mostly follows [42] , highlighting the points at which Lemmas 3.1 and 3.2 are needed. Lemma 3.3. Let d be even, and let f be as in (3.1). If n −1 (r)+n −2 (r) ≤ Cr p , p ∈ N, set
where g(λ) is analytic in −3π/2 < arg λ < π/2 and for some p ′ ≥ p, C > 0 we have
Proof. We identify the region {λ ∈ Λ : −3π/2 < arg λ < π/2} with C \ i[0, ∞).
The results of [37, 38] show that with our assumptions on P , there is a p ∈ N so that n −1 (r) + n −2 (r) = O(r p ) as r → ∞. Using this and the fact that R(λ) has at most finitely many poles in Λ 0 , the functions P j , Q j , j = 1, 2, are well-defined entire functions. Since S(λ)S * (λ) = I, λ j is a pole of det S(λ) if and only if λ j is a zero of det S(λ). The function
is an analytic, nowhere vanishing function if −3π/2 < arg λ < π/2, see [8, Theorem 4.5], so the existence of a function g so that exp(g) = h in this region is immediate. What needs to be proved is the polynomial bound on g in this region. We use another representation of the scattering matrix, see [42, Section 2], cf. [13, Section 3]. The one described below can be deduced from Proposition 2.1 using also [30, Section 3] . The scattering matrix S(λ) = I + A(λ), where 
where R 0 (λ) = (−∆ − λ 2 ) −1 when 0 < arg λ < π and is the holomorphic extension otherwise. Here λ 0 is a point in Λ with 0 < arg λ 0 < π and is chosen to ensure the invertibility of I + K(λ 0 , λ 0 ). Hence by the analytic Fredholm theory (I + K(λ, λ 0 ))
is a meromorphic function on Λ.
The assumptions made on P ensure that the operator K(λ, λ 0 ) k 0 is trace class. We remark that we make no effort here to find the optimal value of p ′ so that the statement of the lemma holds. By techniques of [36, 40] (see also [37] ), if | arg λ| ≤ θ 0 there is a natural number m and a constant C (depending on θ 0 , but not on |λ|), so that
Moreover, the number of zeros of | det(I + K(λ, λ 0 ) k 0 ) (counted with multiplicity) in the region {λ ∈ Λ : | arg λ| ≤ θ 0 ; |λ| ≤ r} is O(r m ) ( [37, 38] ). We apply this to the inequality ([11, Theorem 5.1]
It is here we can see the need of Lemmas 3.1 and 3.2. Using these lemmas and the estimate (3.2), we see that given η, ǫ > 0, there is a constant C ǫ,η so that for | arg λ| < θ 0 − ǫ and 1 ≤ |λ| ≤ R, outside a family of excluded disks, the sum of whose radii does not exceed ηR,
Using this as in [41] , one can show that, perhaps with new constant C ǫ,η
for λ in the same region. Since det S(λ)Q 1 (λ) is analytic for −3π/2 < arg λ < π/2, using (3.3) and the maximum principle gives
Since Q 1 (λ) det S(λ)/P 1 (λ) is a nowhere vanishing analytic function in −3π/2 < arg λ < π/2, applying Lemmas 3.2 and 3.1 we find that
here, with g 1 polynomially bounded in the sector −3π/2 + ǫ < arg λ < π/2 − ǫ. The same argument gives Q 2 (λ) det S(λe iπ )/P 2 (λ) = exp g 2 (λ), with g 2 polynomially bounded in the same region. Since g = g 1 − g 2 , we are done.
We continue to use the function f defined in (3.1). From the fact that S(λ) is unitary when arg λ = 0 and from Lemma 2.3, we see that f (λ) has neither zeros nor poles with arg λ = 0. Since, for τ > 0, det S(τ e iπ ) det S(τ e −iπ ) = 1, from Lemma 2.3 the function f (λ) has neither poles nor zeros with arg λ = −π.
We identify {λ ∈ Λ : −3π/2 < arg λ < π/2} with C \ i[0, ∞) and consider the function f defined in this region, as studied in Lemma 3.3. Define the distribution
We clarify that in this integral for λ ∈ R + we understand arg λ = 0, and for λ ∈ R − we understand arg λ = −π. Note that this is well-defined as a distribution, as we describe below. The function f has neither zeros nor poles with arg λ = 0 or arg λ = ±π. Moreover, f (λ) → 1 as λ → 0 with arg λ = 0 or arg λ = ±π, see [7, Section 6] . Hence (identifying arg λ = −π with (−∞, 0) and arg λ = 0 with (0, ∞)), we can find a continuous function ℓ(f (λ)) on R so that exp(ℓ(f (λ))) = f (λ) for λ ∈ R. Moreover, ℓ(f (λ)) is in fact smooth on R \ {0}, and has an expansion in powers of λ and log λ at 0, see [7, Section 6] . Using Lemma 3.3 we see that ℓ(f ) is a tempered distribution on R. Hence its derivative, f ′ /f , is also a tempered distribution.
Lemma 3.4. The distribution v(t) defined by (3.4) is given by
v(t) = 2πi
Proof. We use the representation for f from Lemma 3.3. Hence
Let q be a polynomial. For t > 0, a, b ∈ R and b = 0,
as a distribution. Applying this to (3.5), we find that −itλ g(λ)dλ is supported in t ≤ 0. Since, in the sense of distributions,
The following theorem is a Poisson formula for resonances in even dimensions, complementary to that of [42] . The integral appearing here may be thought of as an error or remainder term. Lemma 4.2 uses Lemma 2.3 to bound its contribution in our application, the proof of Theorem 4.1. Theorem 3.5. Let d be even, and u denote the distribution defined by (1.3) for a self-adjoint black-box type perturbation. Then, for t = 0,
Here m(0) is the multiplicity of 0 as a pole of the resolvent of P , chosen to make the Birman-Krein formula (3.7) correct, and σ p (P ) is the point spectrum of P .
Before proving the theorem, we note that alternatively we could write
using that if µ 2 l > 0 is an eigenvalue of P , then |µ l | is a pole of R(λ) and hence, by our convention, an element of R.
Proof. Set s(λ) = det S(λ). By the Birman-Krein formula,
Using the same convention as discussed after (3.4) and the definition of f (3.1), we write the distribution v(t) from (3.4) as
where the second equality follows by a change of variable for the integral over (−∞, 0). The first integral on the right hand side is 2πi times the first term on the right hand side in (3.7). Solving (3.8) for the integral in (3.7) and using Lemma 3.4 gives, for
Notice that if λ j ∈ Λ 0 ∩ R, then λ 2 j ∈ σ p (P ) ∩ (−∞, 0). Using this and Lemma 3.4 proves the theorem for t > 0. To prove the theorem for t < 0, we note that u is a distribution which is even in t.
Comparison of Theorem 3.5 to other Poisson formulae for resonances.
We briefly compare the result of Theorem 3.5 to earlier Poisson formulae, both in odd and even dimensions.
We note that the proof of Theorem 3.5 can, with a small modification, be adapted to prove the odd-dimensional Poisson formula. In the generality of the black-box setting we consider here, this is due to Sjöstrand-Zworski [31] , but it follows earlier work for obstacle scattering by Lax-Phillips [20] , Bardos-Guillot-Ralston [2] , and Melrose [23, 24] for increasingly large sets of t ∈ R. The proof we describe here is not very different from, but a bit less direct than, that given in [41] . The value of including this particular variant of the proof of the odd-dimensional result is that it shows the consistency of our methods with the trace formula of [2, 20, 23, 24, 31] in odd dimensions.
Most of our proof of Theorem 3.5 is not dimension-dependent. In fact, the BirmanKrein formula holds in both even and odd dimensions. We use the distribution v defined in the proof of Theorem 3.5, and note that the computation of v(t), t > 0 in Lemma 3.4 holds in odd dimensions as well, where we make the (natural) identification of Λ 0 with the complex upper half plane, and Λ −1 with the lower half plane, and use the bound on g proved in [41] . In odd dimension,
where for the last equality we used s(λe iπ ) = s(λe −iπ ) in odd dimensions. But in odd dimensions, s(λe iπ )s(λ) = 1, so that s ′ (λ)/s(λ) = s ′ (λe ±iπ )/s(λe ±iπ ). Hence for odd dimensions
Dividing both sides by 2 and then continuing to follow the proof from the evendimensional case gives, for t = 0,
(e iµ l t + e −iµ l t ) + m(0), t = 0.
Noting that in odd dimensions λ j is a resonance if and only if −λ j is a resonance gives
showing the consistency with the odd-dimensional Poisson formula. Now we return to the case of even dimension d. Theorem 1 of [42] is, when stated using our notion 
For the reader comparing the statement of [42, Theorem 1] with this statement, we note that there are several differences. One is caused by the convention of the location of the physical half plane (for us, 0 < arg λ < π; for [42] , −π < arg λ < 0) and the consequential difference in the location of the resonances. Another is caused Zworski's convention (see the first paragraph of [42, Section 2] ; the diagram should have a cut extending along the entire imaginary axis) defining, for Re λ < 0,
. This means that each resonance with −ρ/2 < arg λ j ≤ 0 actually contributes twice to the sum which appears in [42, Theorem 1]-once e −i|t|λ j , and then again e −(−i|t|λ j ) . In each of Theorems 3.5 and 3.6, any term which does not arise from an eigenvalue or resonance may be considered part of a "remainder." The remainder terms from Theorem 3.6 are smooth away from t = 0; and one (v ρ,ψ ) is well-controlled when |t| → ∞. The smoothness of the remainder in [42, Theorem 1] means that Zworski's Poisson formula can be used to show that if the wave trace has singularities at a nonzero time then there is a lower bound on the number of resonances in sectors near the real axis, see [42] . See [43] for another application of the Poisson formula of [42] , also related to the singularities of the wave trace away from 0.
The integral appearing in Theorem 3.5 does not, in general, yield a term which is smooth in t, even away from t = 0. However, the remainder term has the advantage of being in some sense more explicit than that of Theorem 3.6. As we shall see in the next section, Lemma 2.3 provides enough information about the remainder in Theorem 3.5 to use the singularity of u(t) at 0 to prove Theorem 4.1, and hence Theorems 1.1 and 1.2. Theorem 4.1. Let the dimension d be even and let P be a black-box operator satisfying the conditions of [30] ; see Section 1.1. Suppose there is an
Let n e (r) denote the eigenvalues of P of norm at most r 2 , and assume that n e (r) + n −1 (r) ≤ C ′ (1 + r d ) for some C ′ > 0. Let u be the distribution defined in (1.3). Suppose there is a constant α = 0 and ǫ 1 , ǫ 2 > 0 so that
Then there is a constant C 0 > 0 so that
Now we specialize to the case of P as in the statement of Theorem 4.1. Set, for t = 0,
(e iµ l t + e −iµ l t ). , γ > 0. Then with w as defined by (4.3) there is a constant C > 0 so that
Proof. We use Theorem 3.5. We note that φ γ (t)m(0)dt = m(0) φ(t)dt is independent of γ. Moreover,
It remains to bound the term corresponding to the integral appearing in the Poisson formula of Theorem 3.5. Since for arg λ = 0 det S(λe iπ ) = 0, there is a differentiable function g 1 defined on (0, ∞) so that s(λe iπ ) = e g 1 (λ) when arg λ = 0. This does not uniquely determine g 1 . Since lim λ↓0 s(λe iπ ) = 1, we may choose g 1 to satisfy lim λ↓0 g 1 (λ) = 0. Using the relation S * (λ)S(λ) = I,
Hence
Thus, for t > 0 From (4.5) and using the continuity of g 2 , where α is as in (4.2).
Proof. We recall the assumption that there are ǫ 1 , ǫ 2 > 0 so that (4.7)
There is a constant b = 0 so that for t > 0, |D t | d−1 δ 0 (t) = bt −d . Thus (4.8)
with c ′ > 0. Set w r (t) = u(t) − α|D t | d−1 δ 0 (t). Since by (4.7) t d−ǫ 1 w r (t) is continuous for t ∈ [0, ǫ 2 ], there is a constant C so that |φ γ (t)w r (t)| ≤ Ct −(d−ǫ 1 ) φ γ (t) when γ > 0 is sufficiently small. Thus for γ > 0 sufficiently small, (4.9) φ γ (t)w r (t)dt ≤ Ct −(d−ǫ 1 ) φ γ (t)dt ≤ Cγ
The lemma follows from (4.7), (4.8), and (4.9), by choosing γ 0 > 0 sufficiently small. see [14] . In case M has a boundary (in particular, if M = R d \ O), that (4.10) holds follows from [17, 25] By results of Burq [5, (8.5) ] for the case of R d \O or Cardoso-Vodev [6] for P = −∆ g on M, we have that (4.1) holds. We note that with the assumptions we have made on O and M the operator P has no positive eigenvalues, and only finitely many negative eigenvalues. Using the upper bound of [37, 38] , n −1 (r) = O(r d ). Then Theorem 1.2 (which implies Theorem 1.1) follows immediately from Theorem 4.1.
