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ABSTRACT
A statistical spoken dialog system must keep track of what the user wants at any point
during a dialog. The system has the ability to disambiguate in the presence of errors by
maintaining probability distributions over possible dialog states. This thesis demonstrates
that discriminative probabilistic graphical models can significantly improve the perfor-
mance of the task of dialog state tracking, namely, predicting a user’s constraint that the
user has specified so far during a dialog.
One challenge for machine learning problems is when there is limited amount of avail-
able training data. In particular, learning for spoken dialog systems is hampered by the
expense of collecting human-computer interactions. Insufficient training data can lead to
overfitting with complex models and make the trained classifier vulnerable to unseen ob-
servations. In this thesis, parameter tying has been introduced as a new way to combat
overfitting by learning generic weights on discriminative probabilistic graphical models.
Each of the generic weights represents a group of parameters that share the same charac-
teristic in discriminating between correct and incorrect labels. Essentially, the tied models
ignore the specific identity of a value in the designed feature functions. With parameter
tying, the learned model can generalize well to the unseen labels.
Different variations of Conditional Random Fields (CRFs) are trained to perform the
task of dialog state tracking. We also incorporate the detected user goal change information
into the discriminative models to better capture the evolving user goals. With significantly
ii
fewer parameters – each of them is generic for all feature functions in a tied category –
and auxiliary information augmented on the state transitions, the best model outperforms a
strong baseline by a significant margin.
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CHAPTER 1: INTRODUCTION
We talk. The ability to speak a language and engage in a conversation with others
makes humans different from other types of creatures. This use of language is a unique
skill for the human being and it is the kind of language we most commonly indulge in,
whether we are greeting to colleagues at work, arguing with friends for a math problem
at school or trying to persuade your auto insurance agent to lower your premium, giving a
lecture or speech, telling a joke or racking your brain trying to say something to impress
your boss in the elevator before he walks out the door. Conversations or dialogs allow us
to communicate with each other efficiently as well as effectively. In some sense you can
think of that language as a tool for communication is the greatest invention by humans.
The ability to converse with humans is often considered a defining characteristic of
intelligence for machines. The history of attempting to endow a machine with the ability
to converse with humans dates back to late 18th century when Wolfgang von Kempelen
invented the world’s first speaking machine which is designed to simulate the function of
the human vocal tract [10, 12]. The speaking machine has to be manually operated and
only has a single function which is to imitate the human voice.
In the mid 20th century, Alan Turing introduced a test (also known as Turing test) which
is used to test a machine’s intelligence where a human judge engages in a natural language
conversation with another human and the machine designed to exhibit indistinguishable
behavior from that of a human being (see Figure 1.1) [50]. Later a program known as
ELIZA [52] (as shown in Figure 1.2) – developed by Joseph Weizenbaum to replicate the
1
Figure 1.1: The “standard interpretation” of the Turing Test, in which player C, the inter-
rogator, is tasked with trying to determine which player - A or B - is a computer and which
is a human. The interrogator is limited to using the responses to written questions in order
to make the determination [40].
2
behavior of a Rogerian psychotherapist – made its attempt to challenge Turing test and
appeared to be able to fool a human up to three dialog turns. However, it is implemented
purely based on rules such as regular expressions and other language tricks to transform the
user input into returned responses. Therefore there is no real machine intelligence involved
in the deceitful conversations carried on between ELIZA and a user.
Figure 1.2: An example of ELIZA in Emacs.
It is a very difficult task to make machines understand the semantics of human language
unambiguously. It is even more challenging if we allow the conversational agents to com-
municate through speech rather than the text, as we know Automatic Speech Recognition
3
(ASR) is error-prone (especially in noisy condition). Since speech is the major communi-
cation manner for those conversational agents, they are often referred to as spoken dialog
systems (Figure 1.3 shows a diagram for a typical spoken dialog system). Briefly speaking,
Spoken Language Understanding (SLU) performs a shallow parsing over the words from
the ASR and generates a semantic representation for the recognized words. Dialog State
Tracking (DST) then takes the output of the SLU to estimate the new state of the dialog [19].
An overview on each component of a spoken dialog system is given in Section 2.1.
Early spoken dialog systems were often designed with a hand-crafted dialog policy
which is represented as a graph (sometimes called the call flow), where nodes represent
system’s actions or prompts and the arcs labeled with possible user responses [42, 37, 28].
Essentially, the system is a Finite State Automaton (FSA) with system prompts designed
to elicit highly restricted user responses. Therefore the resulting dialogs can become very
disappointing for users as their choice is badly limited.
In recent years, more advanced approaches for handling different components within a
spoken dialog system have been proposed and studied. Both statistical inference methods
for dialog state tracking and machine learning techniques (such as reinforcement learning)
for automatic dialog policy optimization are active domains of research, which implies that
there are still many open challenges in this field that are worth being explored. One of
such challenges is how to better exploit the ASR/SLU N-best list when the top ASR/SLU
hypothesis is incorrect. Furthermore, reasoning over a sequence of ASR/SLU N-best lists
across dialog turns is also difficult since it is hard to decide when to detect commonality
(when the user repeats) and when to look for differences (when the user changes her or his
mind) among multiple ASR/SLU N-best lists. Another challenge is how to handle more
complex user actions such as negotiating alternative choices or seeking out other potential
4
solutions when interacting with the system. This thesis provides some fundamental yet
effective solutions to the challenges previously mentioned. A more complete overview of
the unanswered challenges in building spoken dialog systems is detailed in Section 2.3.
Most recently, due to the significant performance improvement of the ASR systems that
use deep neural networks to model the acoustics of speech, developing mobile applications
that use spoken natural language user interface to answer user-initiated queries has been one
of the hottest trends in the high-technology industry. These software agents – e.g., Google
Now by Google, Siri by Apple, and Cortana by Microsoft – are often called intelligent
personal assistants. Despite the recent technological hype in artificial intelligence, none
of the aforementioned intelligent personal assistants is a real full-fledged spoken dialog
system that maintains the entire dialog history from the very beginning of the interaction.
Instead, they are more like question answering systems that will ignore all previous user
input except the most recent user’s utterance during the course of a dialog.
Nowadays, we most likely might have been caught in the artificial intelligence hype-
cycle, again. “I think we should be very careful about artificial intelligence. If I had to
guess at what our biggest existential threat is, it’s probably that. So we need to be very
careful,” said Elon Musk, the CEO of SpaceX and Tesla Motors. However, it is important
to understand that we are still far from the technological singularity where a machine could
recursively improve itself. As illustrated in this thesis, it is still a challenging task to make
machines understand spoken natural language and disambiguate in the presence of errors.
A spoken dialog system can never know for certain what the user is saying, it can
only make hypotheses. A probabilistic framework for modeling the evolvement of the
user’s intent1 during a dialog is presented in this thesis, where the system maintains a
1A formal definition of what is a user goal is given in Section 3.1.
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probability distribution over what the user wants. The shaded component Dialog State
Tracking in Figure 1.3 is the main focus of the thesis and it is argued that discriminative
probabilistic graphical models are very effective for estimating the dialog state. It is hoped
that the system could possibly benefit from the improved dialog state estimations in order
to properly handle more complex user actions such as negotiation.
Figure 1.3: A typical spoken dialog system. The diagram is adapted from [43].
1.1 Outlines of This Thesis
Below is a description of each Chapter in this thesis.
Chapter 2 describes the related work on dialog state tracking and sets the context of the
work.
Chapter 3 gives a formal definition for dialog state tracking and presents the data set
used for training different discriminative models and evaluation throughout the thesis.
Chapter 4 details a Maximum Entropy (MaxEnt) classifier for detection of every occur-
rence of a user goal change during a dialog.
Chapter 5 introduces linear-chain Conditional Random Fields (CRFs) to estimate the
dialog state with the user goal change information.
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Chapter 6 presents a new way (in addition to the traditional parameter regularization
methods) to combat overfitting: parameter tying.
Chapter 7 investigates using Factorial Conditional Random Fields (FCRFs) to jointly
predict the dialog state in a structured output format.
Chapter 8 presents another way for the spoken dialog system to disambiguate in the
presence of errors by ASR and SLU. The proposed method also enables the system to
make recommendations for the user.
Chapter 9 concludes the thesis and proposes potential research directions for future
work.
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CHAPTER 2: RELATED WORK ON DIALOG STATE TRACKING
Conversational interface such as a spoken dialog system might become the dominant in-
put/output method between humans and computers in the near future. However, building a
spoken dialog system requires implementing and combining multiple components together
into a pipeline procedure. A spoken dialog system can never know for certain what the user
is saying; it can only make hypotheses by maintaining its belief state over a user goal – the
unit that is responsible for keeping track of the belief state in the dialog is thus considered
as the core component within a spoken dialog system.
The limitations within existing approaches for dialog state tracking are analyzed in
Section 2.2. The following challenging problems are consequently raised in Sections 2.3
and 2.4:
• How to efficiently handle natural negotiating style of conversations when user is
inclined to explore alternatives and tends to change their mind during a dialog?
• How to combat overfitting due to the lack of labeled training data and overparame-
terization of the model?
2.1 Overview of a Spoken Dialog System
Typically, a task-oriented spoken dialog system is designed to accomplish some spe-
cific tasks by collecting relevant information from user’s utterances for certain predefined
concepts/attributes – those concepts/attributes are sometimes called slots, each of which
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has a set of possible slot values – and the system needs to fill out all required slots by
interacting with the user before performing the finishing action (e.g., submitting a flight
reservation form or printing a travel itinerary in the flight travel domain). The system at-
tempts to understand what the user is trying to do by filling relevant slots, i.e., recognizing
the user intent or user goal.
Within the context of this thesis, a user goal is more concrete than just a general de-
scription of the task the user is trying to complete. A formal definition of user goal is given
in Chapter 3. In a slot filling dialog, a user goal can be considered as all assigned values for
the corresponding domain slots that are associated with the specific objective in the user’s
mind during a dialog. Based on this understanding, an example user goal in the flight travel
domain could be the following:
Book a flight [ACTION = book flight] from Columbus [DEPARTURE CITY = columbus]
to San Francisco [ARRIVAL CITY = san francisco] on early Saturday [DATE = saturday]
morning [TIME = morning].2
In this example, all concept value pairs in brackets together form a specific user goal during
the dialog. Usually the user would express a full goal over multiple dialog turns – part of the
complete goal at a time – such as providing the information for concept DEPARTURE CITY
first and then the ARRIVAL CITY in the second turn and DATE in the next turn and so on.
The dialog system should collect all information as accurately as possible from the user’s
speech before accomplishing the task requested by the user. Since a dialog often spans
multiple turns, the process of recognizing the user goal is described as dialog state tracking
where the hidden dialog state maintains multiple hypotheses over the underlying true user
goal.
2Suppose that ACTION, DEPARTURE CITY, ARRIVAL CITY, DATE and TIME are valid concepts/attributes
for flight travel domain.
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Due to the inevitable erroneous hypotheses made by the speech recognizer as well as the
ubiquitous ambiguity existing in the natural language understanding process, it is impossi-
ble for a spoken dialog system to observe the true user goal directly. Therefore, methods to
efficiently infer the true hidden dialog state from noisy observations over multiple dialog
turns become crucial for building a robust spoken dialog system.
2.2 Previous Methods for Dialog State Tracking
The POMDP (Partially Observable Markov Decision Process) framework has been pro-
posed to maintain multiple dialog state hypotheses under uncertainty with automated dialog
policy learning [58, 18, 49, 60]. The POMDP dialog state (or belief state) can be updated
at each turn according to equation 2.1 (from state s to state s′; s = (su, sd, au) and b(s)
indicates the probability of being in a particular state s):
b′(s′u, s
′
d, a
′
u) = k · p(a˜′u, c′|a′u) · p(a′u|s′u, am) ·
∑
su∈Su
p(s′u|su, am) ·∑
sd∈Sd
p(s′d|a′u, s′u, sd, am)
∑
au∈Au
b(su, sd, au) (2.1)
where su is the user goal, i.e., the joint concept/attribute-value pairs. The user goal is
defined as following in the previously mentioned example:
su = [ACTION = book flight] ∧ [DEPARTURE CITY = columbus] ∧
[ARRIVAL CITY = san francisco] ∧ [DATE = saturday] ∧ [TIME = morning]
au denotes user action; a valid user action could be [PROVIDE : DEPARTURE CITY = columbus].
a˜u represents ASR N-best list (observations of the user action); c indicates the confidence
score associated with a˜u. Example N-best list observations are as follows:
a˜1u = [PROVIDE : DEPARTURE CITY = columbus], c
1 = 0.7
a˜2u = [PROVIDE : DEPARTURE CITY = columbia], c
2 = 0.4
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Figure 2.1: Diagram of the POMDP model; the directed dashed line from the dashed box
to am indicates that the action am is a function of the belief state distribution b(su, sd, au);
R is the reward function [58]
am means system action and dialog history is defined as sd.3 p(s′u|su, am) is user goal
model which indicates how user’s goal changes (or does not change); p(a′u|s′u, am), which
is called user action model, indicates what actions the user is likely to take given her or his
current goal and preceding system action at each turn. The user goal model and user action
model is typically estimated from a corpus of annotated interactions.4 Once the models are
estimated, a domain specific reward function r(s, am) is defined over b(s) and am – based
on b(s), system selects an action am and receives a reward. The system actions are chosen
with the objective of maximizing the cumulative long-term reward. Figure 2.1 shows a
diagram depiction of the POMDP model. Although the original POMDP framework suffers
3The dialog history node allows the system to store sufficient past information in order to make coherent
decisions. Possible values for sd could be “not observed”, “mentioned” and “confirmed”.
4For example, conditional distributions over user actions (dialog acts) can be estimated given a system
action and a user goal.
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difficulties of scaling up the model to handle real-world domains in practice,5 it provides a
unified statistical framework for existing techniques with global optimization.
Partition-based approaches [13, 57, 60] attempt to group user goals into a small number
of partitions and won’t split a partition unless when a distinction is required by observa-
tions – user goals are grouped together into partitions on the assumption that all goals
from the same partition are equally probable. Due to this property, partition-based meth-
ods could have high scalability for more complex practical domains. In partition-based
approaches, partitions are built using the concept/attribute-value pairs from the ASR N-
best list of the user input and the previous system output, where each partition repre-
sents a realization of a tree from the domain ontology. For example, observation a˜u =
[PROVIDE : DEPARTURE CITY = columbus] would split the user goals into two subgroups
where one group of the goals have DEPARTURE CITY set to columbus and the other group
with DEPARTURE CITY = ¬columbus.
Bayesian network based approximate methods also emerged to tackle the complexity of
representing and tracking multiple dialog states within probabilistic frameworks [38, 49].
In Bayesian network based approaches such as DPOT (Dynamic Probabilistic Ontology
Trees) [38], dialogue states (or system’s beliefs) are often represented by a Bayesian net-
work whose nodes are those concepts/attributes (or slots) to be tracked along the course
of a dialog6 and statistical inference methods (such as Gibbs sampling) are applied to the
graphical model to update and maintain multiple dialog state hypotheses up to current dia-
log turn.
5The direct optimization would fail to produce consistently good dialog policies as the number of concept
values exceeds 20 for a fully enumerated POMDP, since the computation quickly becomes intractable [58].
6Directed edges within the Bayesian goal network capture the dependencies among the concepts in a
particular domain.
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2.3 Unanswered Challenges for Spoken Dialog Systems
Current approaches often assume that user would have a fixed goal in his or her mind
before conversing with the system and this single goal remains unchanged throughout the
dialog. However, the key question we would like to raise here is that whether the assump-
tion that a user would not change her or his mind during the dialog is reasonable or not in
the first place.7
Figure 2.2 shows an example where the user goal evolves as the dialog moves on. In
this example, the system did not catch the partial change of the user goal and failed to return
alternative answers given a new request from the user – now the fixed goal assumption has
been challenged. Moreover, sometimes people do not even have a clear goal in their minds
before they start speaking to the system (e.g., a user might want a flight from Columbus
to San Francisco during the coming weekend, but the exact departure date depends on the
user’s schedule as well as the price of the ticket.).
From the example dialog shown in Figure 2.2, clearly it can be noticed that there are
some useful hints or linguistic patterns – such as How about ...? and ... instead? – which
could be extracted from the user’s spoken language as predictors for a potential user goal
change. We can then further use this predicted information (the user goal has changed or
not) to better infer the true user goal and prevent a system failure or start over. In fact, it is
this intuition that forms the basis of the proposed methods, which are detailed in Chapter 4
and Chapter 5.
However, existing methods heavily rely on the assumption that user won’t change her
or his mind throughout the dialog. In order to keep the computations tractable in practice,
7It is true that for some simple domains such as luggage retrieval or call routing, users are less likely to
change their mind.
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Figure 2.2: Example of user goal change: at the end of the dialog the user would like to
explore alternative flights at a different time, but the dialog system did not expect such a
user action, leading to a system failure
POMDP-based methods often assume that user goal does not change during the dialog [60]
– user goal model p(s′u|su, am) becomes δ(s′u|su) (a constant close to 1 when s′u = su)
which does not need to be estimated. Moreover, within the POMDP framework the user
action model p(a′u|s′u, am) would suppress the weights of conflicting observations for those
slots which have already been filled – the intuition is that if a value for a certain slot has
already been provided or observed, it is less likely that a new value will be provided again
(based on the assumption of fixed user goal) and it is more likely to be a speech recognition
error instead [58]. Furthermore, one of the claimed benefit for existing statistical dialog
state inference methods is the ability to exploit the information lower down from ASR N-
best lists by aggregating weak information across multiple dialog turns [56]8 – the intuition
8In [56], the author stated that their technique could only improve those calls in which the correct name
appeared in the N-best list in two or more dialog turns for a voice dialer application.
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is that overlapped consistent weak evidence is sometimes a useful hint for predicting the
underlying true user goal (as illustrated in Figure 2.3) – again it implies that the user would
repeatedly refine the same goal until the machine gets it.
Figure 2.3: Given the fact that user action BOSTON has been repeatedly observed as de-
parture city across the first two turns – although not at the top position of the ASR N-best
list – existing statistical dialog state tracking algorithms would capture this pattern and put
a strong bias on BOSTON as the inferred user goal.
It is true that putting such a constraint – assuming a fixed user goal during the dialog –
simplifies the computational complexity, but it also sacrifices the flexibility and usability of
a spoken dialog system. Since all of the advantages for existing techniques suddenly would
not hold any more if we expect frequent changes of user goal during the dialog. Although
one could think of some hand-crafted and ad-hoc rules such as explicit or implicit confir-
mation/disconfirmation to deal with sudden user goal changes during a dialog, it increases
the number of dialog turns and makes the dialog system less natural and user friendly. Ex-
plicit and implicit confirmations are traditional methods for handling conflicting values of
the same concepts/attributes. Especially when ASR confidence score is very low, explicit
confirmations are often used. Besides adding verbosity to the dialogs, once confirmed by
the user, explicit or implicit confirmations will make the system believe that those con-
firmed values are fixed and will never be changed again during the rest of the dialog –
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which means the user is not allowed to change her or his mind for those concepts/attributes
which are already confirmed before (the chance is small though).
In fact, there are many situations where frequent user goal changes would be highly
expected (i.e., the user might try to negotiate with the system). These domains might
include but not limited to finding nearby restaurants or hotels, searching for movies to
watch, ordering food or online shopping and etc., in which users are very likely to ex-
plore different alternatives and their goals would probably change frequently as the dialog
progresses. Considering one typical example among those domains – a spoken interactive
system called BuildByVoice which could allow a user to configure a new car by speech –
one could imagine the user would tend to experiment many possible combinations of dif-
ferent configurations for a car. Indeed that is the purpose of having such a system so that
users could preview the resulting effect before a real car is made. The BuildByVoice domain
may consist of the following five independent concepts/attributes with their possible values
listed as follows (domain ontology is illustrated in Figure 2.4):9
Figure 2.4: BuildByVoice domain ontology
9More concepts could also be included such as Accessories or MPG Level, but only these five concepts
are picked for demonstration purpose.
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Model: Accord Coupe, Accord Sedan, Accord Plug-In, Civic Coupe, Civic Sedan, . . . 10
Engine: V4, V4 Turbo, V4 Sport, V6, V6 Turbo, V6 Sport, . . .
Exterior Color: Toffee Brown, Coffee Brown, Candy Brown, Night Blue,
Moonlight Blue, Midnight Blue, . . .
Interior Color: Black Leather, Black Vinyl, Gray Leather, Gray Vinyl, Brown Leather,
Brown Vinyl, . . .
Wheels: 17 inches Steel, 17 inches Alloy, 18 inches Steel, 18 inches Alloy, 18 inches
Polished Alloy, . . .
In [1], the semantic representation of a spoken dialog system is augmented with a dy-
namic parameter that determines the evolution of a concept/attribute-value pair over time,
which could be considered as early attempts for coping with user goal changes. However,
the determined dynamic confidence score is used to make a hard choice for the candidate
semantic values, i.e., determining the birth and death of the observed concept/attribute-
value pairs.
Thomson and Young [49] introduced a new POMDP-based framework for building
spoken dialog systems by using Bayesian updates of dialog state (BUDS). It assumes that
the dialog state can be factored into independent elements and then the probability distri-
bution can be independently updated for each element. The dialog state s = (su, sd, au)
in BUDS is further factorized into sub-goals, sub-user-actions and sub-dialog-histories for
each concept/attribute. They are denoted as s(c)u , s
(c)
d and a
(c)
u .11 Once the factorization
10Here Honda car models are used as an example.
11For example, since Exterior Color and Engine are concepts/attributes in BuildByVoice domain, user
goal is decomposed into sub-goals s(ExteriorColor)u and s
(Engine)
u .
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for the domain Bayesian network is found, loopy belief propagation algorithm is applied
on the factor graphs to update the dialog states. Updated marginal distributions over each
concept/attribute are computed given a set of input observations (i.e., user actions). BUDS
accommodates for user goal changes by using a dynamic Bayesian network, but BUDS is
generative rather than a discriminative model. Therefore it lacks the flexibility of incor-
porating all kinds of overlapping features – one of the advantages discriminative models
have. Furthermore, BUDS assumes limited changes in the user goal in order to gain further
efficiency. More recently, [13] introduces the explicit representation of complements in
partitions which enables negotiation-type dialogs when user goal evolves during the dia-
log. However, the explicit representation of complements is used to provide existential and
universal quantifiers in the system’s response.12 Also a special pruning technique is needed
in their approach to ensure the number of partitions doesn’t grow exponentially.
Therefore, new approaches for recognizing the event of a user goal change and utilizing
the goal change information to better infer the dialog state have been presented in the
following two Chapters 5 and 4. When applied to BuildByVoice or similar domains where
frequent user goal change is very likely to happen, the proposed methods could detect the
change of user goals/subgoals for each turn during a dialog based on linguistic features and
dialog context.
The detection of a user goal change is treated as a binary classification problem – a
binary variable is used to decide whether or not the user has changed her or his mind for
a particular dialog turn – then this information is encoded as the evidence to estimate the
evolvement of the true user goal during the dialog. By modeling the user goal change
12e.g., “Charlie Chan is the only Chinese restaurant in the center.” or “All Chinese restaurants are in the
center.”
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in a probabilistic framework, the presented approach should better exploit the mutual in-
formation buried deep in the ASR N-best lists across dialog turns, which leads to more
robust and accurate dialog state estimation. With the ability to predict and handle user goal
change information, techniques described in this thesis provide a bottom-up solution for
managing negotiation style dialogs and not only should produce more efficient and natural
conversations but also open up new possibilities for automated negotiation dialog policy
learning.
2.4 Another Way to Combat Overfitting
One challenge for machine learning problems is when there is limited amount of avail-
able training data. In particular, learning for dialogue systems is hampered by the expense
of collecting human-computer interactions.
Therefore similarly, one of the major issues hampering the learning for dialog systems
is the lack of training data. It is a bit like the chicken and egg problem, where in order
to collect dialog data to train various models in a system, a full-fledged functioning dialog
system has to be built at first. Scarce data will often lead to overfitting, where the learned
model does not generalize well to the unseen examples. In this thesis, parameter tying is
introduced – a new way to combat overfitting in addition to the commonly used parameter
regularization method. It has been shown that selectively tying the model parameters into
corresponding groups will produce a concise and smoothed parameter space, which in turn
will give us better results with fewer parameters.
The machine learning task of dialog state tracking is formally introduced in the follow-
ing Chapter 3. Then the approach used for detecting a user goal change during a dialog
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is presented in Chapter 4. Discriminative probabilistic graphical models used for estimat-
ing the dialog state are introduced in Chapter 5, where different variations of Conditional
Random Fields (CRFs) are trained to perform the task of dialog state tracking, namely,
to predict the joint user goal during a dialog. We also incorporate the detected user goal
change information from Chapter 4 into our models to better capture the evolving charac-
teristic of user goals. To be more specific, Chapter 5 introduces a method for tracking the
dialog state with a classifier to explicitly identify whether the user has or has not changed
her or his mind for each turn during a dialog.
In this thesis, we aim to combat overfitting by performing parameter tying on the dis-
criminative undirected probabilistic graphical models. The theory and implementation for
parameter tying is detailed in Chapter 6. With significantly fewer parameters – each of them
is generic for all feature functions in a tied category – and auxiliary information augmented
on the state transitions, our best model outperforms a strong baseline by a significant mar-
gin.
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CHAPTER 3: DEFINITION OF THE MACHINE LEARNING
TASK: DIALOG STATE TRACKING
3.1 Dialog State
Dialog state, loosely speaking, implies a full representation of what the user wants at
any point during a dialog with the system. It is the system’s belief of what is the user’s
intention or user’s goal given the accumulating evidence which the system has observed so
far from the user over the sequence of a dialog. It is also under the assumption that a user
wants to achieve a certain goal13 or accomplish some tasks when he or she is interacting
with the dialog system. Dialog state tracking plays a crucial role in spoken dialog systems
– the system relies on dialog state to make its decision about what to say next to the user.
In particular, for a dialog system in the restaurant information domain, users search for
places to eat by specifying constraints such as what kinds of food they fancy, what price
range they prefer, or which part of the town they are looking for. The types of constraints
are often called slots; each slot in the domain can have a finite set of predefined values (e.g.,
food slot can take values such as Italian, Indian, Chinese, etc.).
In this thesis, the term dialog state, or in other words, joint user goal14, specifically
denotes an assignment to all the available informable slots in the domain. For each slot, the
assignment is either a valid value the user has specified as a constraint or a special value
null if the user is yet to specify a constraint for this slot.
13The goal is not fixed though, since the user may change her or his mind during a dialog.
14Or user goal in short.
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However, due to the inherent uncertainty of recognizing human speech, it is difficult
for the machine to infer the true user goal when conflicting user input is observed in the
middle of a dialog – is the user trying to correct a misunderstanding of the system, did the
system incorrectly hypothesize a correction, or did the user change her mind and is looking
for alternatives? The process of requesting an alternative should affect the internal belief
state of the system, and the resulting interaction with the user, differently than correcting an
erroneous input; for example, with a correctly detected change of goal, the new hypothesis
should have a much higher confidence than the hypothesis that was replaced.
Most state-of-the-art spoken dialog systems assume the user goal is fixed during a dia-
log such that they do not have to deal with detecting misunderstandings versus goal change.
However, the Dialog State Tracking Challenge 2 [20] provided a method for beginning in-
vestigations into this phenomena. In [30], which is presented in Chapter 4, we conducted a
pilot study in which we trained a Maximum Entropy (MaxEnt) classifier to detect a specific
user dialog act called reqalts15 to approximate the occurrence of user goal change, since
most mind changing dialog turns result from users’ exploring alternatives. With the trained
MaxEnt user goal change detector, a binary decision – whether the user changes her or his
mind or not – is made for each dialog turn. In our follow-up work [31], we use the output
of the goal change detector for downstream reasoning to infer dialog state by injecting this
learned prior knowledge into linear-chain Conditional Random Fields (CRFs). We adopt
this approach in this thesis and further enhance the accuracy of goal change detection by
employing some heuristic rules. The details of this enhancement process will be described
in Section 5.4.
15Short for request alternatives. A dialog turn is labeled with a user dialog act reqalts when the user is
requesting an alternative (different) value for a domain slot during the dialog.
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One of the major issues hampering the learning for dialog systems is the lack of training
data. It is a bit like the chicken and egg problem, where in order to collect dialog data to
train various models in a system, a full-fledged functioning dialog system has to be built at
first. Scarce data will often lead to overfitting, where the learned model does not generalize
well to the unseen examples. In this thesis, we introduce parameter tying – a new way
to combat overfitting in addition to the commonly used parameter regularization method.
It has been shown that selectively tying the model parameters into corresponding groups
will produce a concise and smoothed parameter space, which in turn will give us better
results with fewer parameters. The details of parameter tying used in learning to estimate
the dialog state are presented in Chapter 6.
Finally, we investigate the effect of modeling the correlations between slots using Fac-
torial Conditional Random Fields (FCRFs). Unlike the linear-chain CRF system where
each slot is treated separately, the user goal is jointly estimated by the FCRF in a structured
output format. The proposed method and evaluation of using FCRFs to jointly estimate the
dialog state is presented in Chapter 7.
3.2 Data
The dataset used in our experiments is released by the Dialog State Tracking Chal-
lenge (DSTC) 2 [20].16 The dialog data comes from the restaurant information domain
where a joint user goal is represented by the following four fillable slots: area, food, name,
pricerange, which are indicated in Table 3.1. The statistics regarding the number of dialogs
and turns in the training, development, and test set are shown in Table 3.2.
16The corpus is available from the DSTC 2 & 3 website at http://camdial.org/˜mh521/dstc/. Labelled
system log files (no audio) for the dialogs are provided.
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Table 3.1: Informable slots in the restaurant information domain
Slot Number of Possible Values
area 5, {centre, north, west, south, east}
food 91, {cantonese, asian oriental, italian, etc., . . .}
name 113, {ugly duckling, hk fusion, royal spice, etc., . . .}
pricerange 3, {cheap, moderate, expensive}
Table 3.2: Dataset statistics
Dataset Number of Dialogs Number of Turns
Average Number of
Turns Per Dialog
Train 1612 11677 7.24
Development 506 3934 7.77
Test 1117 9890 8.85
Table 3.3: Percentage of dialogs that included a change in the user goal constraint for each
informable slot and any slot in the DSTC 2 data. Almost no users asked for venues by
name. This Table is adapted from [19].
Slot
Dataset
Train Development Test
area 2.9% 1.4% 3.8%
food 37.3% 34.0% 40.9%
name 0.0% 0.0% 0.0%
pricerange 1.7% 1.6% 3.1%
any 40.1% 37.0% 44.5%
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A breakdown of the frequency of user goal constraint changes is given in Table 3.3,
showing that around 40% of all dialogs involved a change in the user goal constraint.
In order to train our CRF models for dialog state tracking, we designed and extracted
features from the Spoken Language Understanding (SLU) N-best hypotheses for each
turn17. A full description of the features used in linear-chain CRFs is given in Section 5.3
and additional features used in FCRFs are detailed in Section 7.4. The DSTC corpus pro-
vides turn-by-turn outputs from the SLU system and each SLU output consists of a set of
hypothesized user dialog acts of the form:
[User Dialog Act: Slot Name = Slot Value (Confidence Score)]
Example SLU hypotheses (not necessarily from the same utterance) for one user dialog
turn include:
SLU Hypothesis 118 :
[Inform : food = Chinese (0.73)]
[Affirm : food = Chinese (0.73)]
SLU Hypothesis 2 :
[Confirm : food = Japanese (0.27)]
[Inform : pricerange = cheap (0.27)]
This SLU output could possibly come from the user input (what the user actually said):
Yes. I would like a restaurant which serves Chinese food. The different tagged SLU slot
17Sometimes they are called SLU M-best hypotheses to distinguish from the ASR N-Best hypotheses.
18Each dialog act within the same SLU hypothesis shares an identical confidence score.
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values could be due to ASR errors where conflicting ASR hypotheses are generated for the
same user utterance.
3.3 Dialog State Tracking
Dialog state tracking is a slot filling task, where for each user turn, the system tries to
predict the most probable value for each predefined domain slot (e.g., food slot, price range
slot, etc. for a restaurant information domain) given the possibly erroneously recognized
user input. A fully filled assignment of every slot represents the joint user goal at this
current turn of the dialog. We tackle the problem as a sequential labeling task using linear-
chain CRFs and FCRFs, which are detailed in Chapter 5 and Chapter 7 respectively. For
using both probabilistic graphical models to represent the sequence of a dialog, each user
turn stands for one time step in the sequential models.
In a statistical spoken dialog system, dialog state tracking attempts to disambiguate and
recover from the errors made by ASR and SLU. Dialog state tracking provides a probability
distribution over possible dialog states at each turn during the dialog. On one hand, SLU
makes a local decision for a spoken utterance at each turn and maintains a distribution over
the slot-value constraints given by the user. On the other hand, a dialog state tracker makes
a global decision – it uses the history of the dialog up to the latest turn to keep track of the
dialog state. The dialog state tracker should remember the user’s constraints given earlier
in the dialog and handle confirmations from the system such as “Let me confirm. You are
looking for a restaurant in the south area right?”.
Figure 3.1 provides an demonstrative example dialog with the dialog state labeled at
each turn. In this example dialog, turn 2 demonstrates a user goal change for the food
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slot. The system didn’t recognize the new food constraint until the user repeated her or his
preference for several consecutive turns.
A dialog state tracker must use the information up to a given turn in the dialog and
output a probability distribution over the possible dialog states for the turn. Sometimes the
distribution over the dialog states is called the tracker’s belief [19].
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Actual System and User Turn SLU Output Dialog State Labels
Turn 1 
S: Hello, welcome to the Cambridge restaurant system? 
You can ask for restaurants by area, price range or food 
type. How may I help you? 
U: I’m looking for a Chinese restaurant in the south part 
of town.
[Inform:food=Chinese (0.86)] 
[Inform:area=south (0.86)] 
[Inform:area=south (0.14)]
food=Chinese 
area=south 
pricerange=null 
name=null
Turn 2 
S: I'm sorry, but there is no Chinese restaurant in the 
south. 
U: How about one with Thai food?
[null (0.52)] 
[Inform:area=east (0.37)] 
[Inform:food=Thai (0.11)]
food=Thai 
area=south 
pricerange=null 
name=null
Turn 3 
S: I'm sorry, but there is no Chinese restaurant in the 
south.  
U: Is there a restaurant serving Thai food?
[Inform:food=Thai (0.77)] 
[Inform:food=Chinese (0.23)] 
[Confirm:food=Thai (0.23)] 
[Inform:food=dontcare (0.23)]
food=Thai 
area=south 
pricerange=null 
name=null
Turn 4 
S: Let me confirm. You are looking for a restaurant in 
the south area right? 
U: Yes. 
[Affirm:area=south (0.98)] 
[null (0.02)]
food=Thai 
area=south 
pricerange=null 
name=null
Turn 5 
S: I'm sorry, but there is no Chinese restaurant in the 
south.  
U: I’m looking for a restaurant with Thai type.
[Inform:food=Thai (0.95)] 
[null (0.05)]
food=Thai 
area=south 
pricerange=null 
name=null
Turn 6 
S: Bangkok City serves Thai food in the south area. 
U: Can I have the address?
[Request:slot=address (1.0)]
food=Thai 
area=south 
pricerange=null 
name=null
Figure 3.1: Example dialog with dialog state labels. The left column shows the actual
system output and user input. The second column shows example SLU N-best hypotheses
and their confidence scores.
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CHAPTER 4: PREDICTING WHEN A USER CHANGES HER OR
HIS MIND
In this Chapter, the details of detecting a special type of user dialog act – request alter-
natives or reqalts – during the dialog are presented. Having the ability to predict request
alternatives (reqalts) user acts accurately is essential to tracking dialog state, especially
when users are allowed to change their mind during the dialog. In the following Chapter 5,
the detection of the user dialog act reqalts is used to approximate the occurrence of a poten-
tial user goal change during the dialog. This detected user goal change information is taken
as evidence for CRFs to learn to estimate the dialog state. Therefore the overview of the
approach can be considered as a two-step process: at first, the possible user goal changes
are identified by a trained classifier – which is detailed in this Chapter – and secondly, the
user goal change information is used as the input for any downstream reasoning over the
most likely dialog state – which is in turn detailed in the next Chapter 5.
However, despite the wording bias introduced by the data collection process, as demon-
strated in the following Chapter 5, this two-step method provides a proof of concept that
apart from SLU hypotheses, additional information extracted from the dialog context could
be useful to improve the performance of dialog state tracking. In this case, it has been
shown that the user goal change information is particularly helpful for tracking an evolving
user goal.
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4.1 Motivation
An effective spoken dialog system must keep track of what the user wants – namely,
user goals – at any point during a dialog. Since speech recognition is inevitably error-
prone, a dialog state tracker needs to treat any observation with uncertainty, which means
it should never fully trust a single observation during the middle of a dialog without taking
into account previous evidence.
This introduces a dilemma when users are allowed to change their mind (the condition
becomes even worse when behavior of mind change happens frequently) during a dialog:
when conflicting evidence has been observed, shall we treat it as noise and discard it or
shall we treat it as new observation for a goal change? Unfortunately, this problem still
remains challenging for many state-of-the-art probabilistic dialog systems and this issue
is mostly ignored by simply assuming the user goal is fixed and unchanging during the
dialog [60].
However, the advent of the Dialog State Tracking Challenge 2 & 3 corpora [20] gives
us an opportunity to study goal changes more directly. In that corpus, the user dialog act
‘request alternatives’ covers most occurrences of changing user goals. The ‘request alter-
natives’ act often occurs when a user tries to explore different options as well as negotiate
with the system to achieve an evolving goal for her own sake. There is no doubt that the
ability to argue with the user about what is best for her increases the appearance of ma-
chine’s intelligence, but often a system breaks down when failing to recognize a request for
mind change from the user at the very beginning.
An excerpt from a sample dialog in restaurant information domain is as follows (S: System,
U: User). The user changed her mind in the third turn (in italics) during the dialog by
issuing a ‘request alternatives’ act.
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S: Hello , welcome to the Cambridge restaurant system? You can ask for restaurants
by area , price range or food type . How may I help you?
U: yes hi im looking for a restaurant in the north
S: What kind of food would you like?
U: cantonese food
S: I’m sorry but there is no restaurant serving cantonese food
U: how about asian oriental food
S: Sorry, I can’t hear you
. . .
An example of user’s ‘request alternatives’ dialog act followed by a system
non-understanding from a restaurant information domain.
In the hope of handling user goal changes effectively, we first attempt to learn to detect a
user’s ‘request alternatives’ behavior for each user turn during the dialog using ASR output
as well as various hints derived from dialog context. Since this particular type of user act
(denoted by reqalts) accounts for most changing user goals occurred during the dialog,
having the ability to detect reqalts user act accurately is critical for tracking changing user
goals.
In the following section, we describe the reqalts binary classification task and the fea-
tures used in a maximum entropy classifier. Performance of different models is compared
in Section 4.3. In Section 4.4, we take a closer look at the data and observe that task
descriptions presented to data collection participants place a strong bias towards the speak-
ers’ word choices, which in turn makes the prediction task less natural. Finally Section 4.5
concludes the Chapter that despite the wording bias, additional information could be de-
rived from the dialog context using machine learning, and the obtained information can
potentially be useful for training discriminative models to track dialog states.
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4.2 Method
We formulate the problem as a binary classification task, i.e., every target user dialog
turn is classified as either issuing a ‘request alternatives’ act (labeled as reqalts) or without
issuing such an act (labeled as non-reqalts). We train a maximum entropy classifier (in
particular, we use the Stanford Classifier [32]) as it can discern and report the most indica-
tive features during the training process: it is those most indicative lexical patterns that we
are interested in picking up automatically.
The corpus provides the top ASR hypothesis for each user utterance as well as infor-
mation obtained from dialog context. We extract the following features for each target user
turn:
• N-grams (n ≤ 3, i.e. including all unigrams, bigrams and trigrams) from the top
ASR hypothesis.
– We would like to capture suggestive lexical terms which most likely imply a
reqalts act such as how/what about. . . , what if. . . , . . . instead, etc.
• The system action immediately preceding the target user turn.
– By definition, a user can not change her mind at the very first turn, i.e., after the
system delivers a welcome message to greet the user. On the other hand, when
the system can not find database entries in the database that matchs the user’s
constraints – also known as a can’t help act – it would be very likely for the
user to request alternative options in the subsequent turn.
• Turn index.
32
– This feature is represented using a one-hot encoding scheme (e.g., 00100000000
represents the feature for turn 3). There are 11 dimensions in total for turn index
feature. For any turn number larger than 11, the value collapses into the 11th
dimension.19 Intuitively, we suspect that a user is more likely to issue a reqalts
act during the middle of the dialog than at both ends of the dialog.
The corpus we use is described in Section 4.3, where performance of different feature
combinations are also investigated.
4.3 Evaluation
4.3.1 Experimental Set-up
As mentioned above, the dataset used in our experiments is released by the Dialog
State Tracking Challenge (DSTC) 2 & 3 [20].20 Dialog data comes from the restaurant
information domain; the user goal is represented by several fillable slots (area, food, name,
pricerange) indicated in Table 3.1 from Chapter 3. The published dataset is divided into two
portions: one portion is for training and contains 1612 dialogs; the other portion consists
of the development set which has 506 dialogs. Since the test set is not released as of this
study, we further split the original training set into 80% training and 20% development for
feature design and parameter tuning. The original development set is used as test set for
evaluation in our experiments.
The true labels (i.e., reqalts) for turns in which users actually request alternatives are
identified from the annotations that come with the dataset. Negative turns (labeled with
19Since the system does not know how long an ongoing dialog will last, we apply this non-linear transfor-
mation to approximate the end of the dialog.
20The corpus is available from DSTC 2 & 3 website at http://camdial.org/∼mh521/dstc/. Labelled
system log files (no audio) for the dialogs are provided.
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non-reqalts) where users do not request alternatives are randomly sampled from the rest of
the dataset to ensure the balance between two classes. The resulting training set contains
1328 dialog turns and development set has 332 dialog turns. There are 550 dialog turns for
test set.
First, we can obtain a baseline system from the dataset by utilizing the SLU hypothesis
for the live top ASR result. The baseline system classifies a user turn as reqalts if the
SLU hypothesis for the top ASR result contains such a user act (reqalts), otherwise tags
the turn as non-reqalts. We also build a system using only n-grams from the top ASR
hypothesis (n ≤ 3)21 and train 3 additional systems by adding system act feature only, turn
index feature only and both to the top ASR n-grams model. Finally, we generate an upper
bound by training a system using n-grams from the annotated transcriptions instead of ASR
hypotheses.
4.3.2 Results
The prediction results on our test set are shown in Table 4.1. All systems are trained
using Quasi-Newton optimization with regularization parameter σ = 1.
As observed in the results, all systems are significantly better than baseline system
(numbers in bold). Combining top ASR n-grams with system acts and turn index feature
respectively improves system performance but system acts dominate the influence as no
further improvement is achieved when incorporating both features. Selected top features
with corresponding class labels are listed below in Table 4.2. Most of them align with
intuition.
21The dataset gives both system’s live ASR hypotheses and off-line batch ASR hypotheses for each user
utterance. We only use the top live ASR hypothesis in all conducted experiments.
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Table 4.1: Classification results for detecting reqalts user act on test set
Systems Precision Recall F1 Score
Baseline 0.99 0.60 0.75
Top ASR N-grams (N ≤ 3) 0.91 0.82 0.86
Top ASR N-grams (N ≤ 3) + System Act 0.98 0.84 0.90∗
Top ASR N-grams (N ≤ 3) + Turn Index 0.97 0.82 0.89
Top ASR N-grams (N ≤ 3) + System Act + Turn Index 0.97 0.84 0.90∗
Transcription N-grams (N ≤ 3) Upper Bound 1.00 0.99 0.99
Note: numbers in bold means significantly better than baseline at p < .0001 level; num-
bers with ∗ indicates significantly better than top ASR n-grams model at p < .05
level.
Table 4.2: Selected top features with corresponding class labels from maximum entropy
classifier
top ASR N-grams System Act Turn Index
(bigram: what about, reqalts) (welcomemsg, non-
reqalts)
(10000000000, non-
reqalts)
(bigram: how about, reqalts) (request, non-
reqalts)
(00000000001, non-
reqalts)
(unigram: next, reqalts)
(unigram: yes, non-reqalts)
(unigram: else, reqalts)
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Our results suggest that the automatically learned lexical patterns predict the reqalts
user act relatively well and the additional features extracted from dialog context help the
system recover from ASR errors. However, we are quite surprised by the near perfect result
from transcription n-grams, which led us to further examine the dataset. We suspect that
the written task descriptions given to the data collection participants introduce a significant
bias towards the language they used in the collected dialogs – often participants tend to
reuse the same expressions that appear in the task descriptions. A more detailed analysis
regarding language bias is given in Section 4.4.
4.4 Discussion
Wording Bias Introduced by Task Description Each time before a data collection par-
ticipant interacts with the system, she is presented with a written task description which
specifies the mission the participant is supposed to accomplish during the dialog.22 Within
the original released training set, more than half of the dialogs (897 out of 1612) whose
task descriptions explicitly require the participant to ask for alternatives (implying chang-
ing user goals). The task description which instructs a participant to seek for alternatives
always has one of the following two formats (with the identified bias phrases highlighted
in bold italics):
Task 00354: You are looking for a restaurant in the north part of town and it should
serve cantonese food. If there is no such venue how about asian oriental type of
food. You want to know the address and phone number.
Task 12705: You are looking for a cheap restaurant and it should be in the north part
of town. Don’t go for the first venue the system offers you, ask if there is anything
else. Make sure you get the address and phone number.
22We assume this is how the research conductor collected the dataset.
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When presented with such task descriptions – which contains either “how about” or
“anything else” – 73.3% of the time the user spoke exactly the same phrases in her reqalts
turns.23 This problem formulation seems to impose a notable bias in the language the
participants speak. This lack of diversity in language patterns seems to account for much
of the performance of the system, which calls into question the generalizability of our
system.
Despite the language bias, we still can infer that the task is amenable to machine learn-
ing, and the prediction output can be fed into downstream process such as a dialog state
tracker proposed in [29] whose model could utilize this binary information.
4.5 Conclusion
We conclude that having the ability to predict reqalts user act accurately is vital to
tracking dialog state especially when users are allowed to change their mind during the
dialog. Such a user act during a dialog can be detected quite well using ASR n-grams
and additional features derived from dialog context. However, a wording bias introduced
during the data collection process requires us take our results with a grain of salt. We
observe particular phrases occurred more frequently than expected in the corpus we used.
Because of this, simple features produce surprisingly good results. The implication is that
the task may not generalize beyond the corpus.
The MaxEnt classifier presented in this Chapter is responsible for the detection of all
potential user goal changes occurred in the dialogs throughout the rest of the thesis.
234.3% of the time the user issued a reqalts act when the task description does not require a goal change.
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CHAPTER 5: LINEAR-CHAIN CONDITIONAL RANDOM FIELDS
FOR DIALOG STATE TRACKING WITH EXPLICIT MODEL OF
USER GOAL CHANGE
Since the Partially Observable Markov Decision Process (POMDP) [58] provides a uni-
fied statistical framework for both dialog state tracking and decision making, most previous
dialog state tracking approaches prefer generative modeling. Approximate inference tech-
niques are also proposed to manage the enormous computational complexity in maintaining
system belief states, e.g., partition-based methods [60, 57, 13, 25] and Bayesian network
(BN)-based approaches [38, 49]. These generative models are efficient at accumulating
evidence over the sequence of a dialog and can deal with noisy user input by making use
of the associated confidence scores.
However, generative models typically have a modeling assumption that observations
from neighboring turns are independent given the hypothesized belief state (such as tradi-
tional Hidden Markov Models). CRFs, as a discriminative model, can be used to integrate
information across turns; the CRF can learn to maximize the discrimination between cor-
rect and wrong state hypotheses.
Previous uses of CRFs for dialog state tracking include [26] and [23]: Lee [26] uses a
general form of graphical model representation for CRF to model the correlation between
slots in a belief state, but does not model the dialog state transition between turns, which
limits the model’s ability to track evolving user goals. Since the CRF structure in [26]
does not model temporal transitions from one turn to another, the dialog state for each turn
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is updated by accumulating evidence from the beginning of the dialog up to this current
turn. Although Kim and Banchs [23] do use CRFs to model belief tracking as a sequential
labeling task – a linear-chain CRF is used to infer dialog state, they do not have an explicit
model for detecting user goal change. In addition, their decoding process for each dialog
turn does not consider all the possible state label paths leading to the prediction for the
current turn.
In this Chapter, we explore whether the enhanced goal change information will further
improve dialog state accuracy. More importantly, in the following Chapter 6, we inspect
the effect which parameter tying has brought to the model and demonstrate how to utilize
parameter tying as an alternative approach to combat overfitting due to the lack of training
data. In the end, in Chapter 7, we also attempt to model the correlations between slots by
using FCRFs.
A brief description on inference and optimization techniques for the linear-chain CRF
used to estimate dialog state is provided in Section 5.1. Parameter tying methods are de-
tailed in Section 6.2 and Section 6.3 in the following Chapter 6.
5.1 Introducing Linear-chain Conditional Random Fields for Dialog
State Tracking
As illustrated in Figure 5.1, the linear-chain CRF is used to perform the sequential
labeling of the dialog. St represents the state of the slot at user turn t (t ≥ 1) (e.g., if
the slot is food, then St could take values such as Chinese or Japanese). Ot indicates
observation features for this current turn; feature extraction is detailed in Section 5.3. If
nothing has been observed from the user at a turn t (Ot is empty), the whole turn is omitted
in the model. At test time, predictions for the dropped turns are recovered by carrying over
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St-1=qi St=qj St+1=qj
Ot-1 Ot Ot+1
Figure 5.1: A linear-chain CRF for modeling one slot in the domain. White nodes represent
slot states and shaded nodes indicate observed user input.
the output from the first preceding non-empty turn. The conditional probability of a dialog
state sequence given an input sequence is defined as:
PΛ(s|o) = 1
Z(o)
exp(
T∑
t=1
K∑
k=1
λkfk(st−1, st, ot)) (5.1)
where Λ = {λ1, λ2, . . . λK} are the weights of a CRF, and Z(o) is a normalization factor
over all state sequences to ensure that (5.1) forms a valid probability distribution.
We train the CRF based on the MALLET toolkit [33] using gradient ascent optimization
method for maximum likelihood parameter estimation. In this study, we assume the slots
in the domain are independent with each other and a separate linear-chain CRF is trained
for each slot.24
5.2 Incremental Decoding
Since dialog proceeds turn by turn, it is not possible for CRF to have access to future
observations during decoding phase. Therefore an incremental decoding mechanism (as
shown in Figure 5.2) is used to infer dialog state: at each current turn of a dialog the
24In fact, there exists correlational dependence between the slots in restaurant information domain, e.g.,
name slot and food slot is not independent with each other – food type is deterministic given the name of a
restaurant and Italian restaurants tend to be expensive.
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model calculates a marginal probability distribution over the slot values for the current turn
(i.e., the latest turn so far) then returns the state value whose marginal probability is the
maximum as the inference result. The joint user goal for each dialog turn is obtained by
combining the predictions for all the slots (by separate CRF models). The probability for
the joint user goal is generated by calculating the geometric mean of all the top marginals
produced by the corresponding CRFs.
5.3 Features
For a linear-chain CRF, there are two types of features: single state features and transi-
tion features. Single state feature functions are defined over a label and observations at the
same single time step. Transition feature functions span two neighboring states, and they
are defined over a label from the previous time step, a label from the current time step, and
the observations from the current time step.
5.3.1 Single State Features
• Many-hot 10 Bin Features Continuous confidence scores are quantized into 10 evenly
distributed discrete bins for this type of feature. The many-hot representation is intended
to address the feature sparsity issue. If we assume what the user wants in reality is
Chinese food in the example dialog turn mentioned in Section 3.2, the SLU hypotheses
will fire the following many-hot 10 bin features when learning the linear-chain CRF for
the food slot:
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St-1
Ot-1
q1
q2
q3
(a) turn t− 1
St-1 St
Ot-1 Ot
q1
q2
q3
(b) turn t
St-1 St St+1
Ot-1 Ot Ot+1
q1
q2
q3
 
 
(c) turn t+ 1
Figure 5.2: Illustration of incremental decoding for a 3-turn dialog. Solid circles represent
decoded slot values for the corresponding dialog turn. Solid arrow lines indicate those
paths along which probability has been summed over.
f(st = Chinese, act = Informa, ot = Chinese, bin = 0 . . . 7) = 1
f(st = Chinese, act = Affirmb, ot = Chinese, bin = 0 . . . 7) = 1
f(st = Chinese, act = Confirmc, ot = Japanese, bin = 0, 1, 2) = 1
aUser has provided new information.
bUser has given a positive answer to the previous system’s confirmation.
cUser has attempted to confirm that a previous constraint has been understood by the system.
42
• One-hot Average Confidence Score 3 Bin Features Continuous confidence scores are
quantized into 3 evenly distributed discrete bins for this type of feature. This type of
feature is intended to discriminate between null and other labels, since when the user ac-
tually hasn’t specified any constraint for a slot yet, the SLU hypotheses will often come
from noise and have low confidence scores. The averaging is over all the confidence
scores of the SLU output that belongs to a same slot. Again, the following one-hot aver-
age confidence score 3 bin feature will be fired when learning the linear-chain CRF for
the food slot given the example SLU hypotheses:
f(st = Chinese, bin = 1)a = 1
a(0.73+0.73+0.27)/3 = 0.58, 13 ≤ 0.58 < 23 , which falls in the second bin (bin index starts from 0).
Suppose the user has not specified a preference for the pricerange slot, the following one-
hot average confidence score 3 bin feature will be fired when learning the linear-chain
CRF for this slot given the SLU hypotheses from the example dialog turn mentioned in
Section 3.2:
f(st = null, bin = 0)a = 1
a(0.27)/1 = 0.27, 0 ≤ 0.27 < 13 , which falls in the first bin (bin index starts from 0).
• Default Single State Features This feature does not include observations and only asso-
ciates with states. Again, the following feature function will be fired when learning the
linear-chain CRF for the food slot given the aforementioned example dialog turn:
f(st = Chinese) = 1
5.3.2 Transition Features
• User Goal Change Features There are two types of user goal change features: fGC and
fXGC . These features are defined over the dialog state transitions from one dialog turn to
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the next when learning the linear-chain CRF for a particular slot.
fGC(st−1, st) =

1 if a user goal change has been detected by
the MaxEnt classifier for the current dialog
turn t
0 otherwise
fXGC(st−1, st) =

1 if no user goal change has been detected by
the MaxEnt classifier for the current dialog
turn t
0 otherwise
• Default Transition Features Similar to the default single state features, default transition
features only associate with the current state and the previous state. Suppose the user
didn’t change her or his mind in the example dialog turn mentioned in Section 3.2, then
the following default transition feature will be fired when learning the linear-chain CRF
for the food slot:
f(st−1 = Chinese, st = Chinese) = 1
5.4 Incorporating User Goal Change Information
In this study, we investigate whether augmenting the default transition features of the
linear-chain CRF by including information about whether there has been a suspected user
goal change – as provided by the MaxEnt goal change detector and which we refer to as user
goal change features – will improve prediction accuracy. An illustration of incorporating
detected user goal change into linear-chain CRF is provided by Figure 5.3. The following
three experiments are conducted and evaluated.
Not Using User Goal Change Information In this experiment, no user goal change
information is used. Transitions in the linear-chain CRF are only modeled by the default
transition features.
44
Using Enhanced Detected User Goal Change Information Since the MaxEnt classifier
only detects the reqalts user dialog act to approximate the occurrence of a user goal change,
further enhancement could be made by a set of heuristic rules, which are detailed as follows:
1. For the first turn, fGC should always fire.
2. For any turn that is detected as there is a goal change (fGC = 1), if there are over-
lapping SLU hypotheses between the previous turn and the current turn, set fGC = 0
and fXGC = 1.
3. For any turn that is detected as there is no goal change (fXGC = 1), if both the
maximum SLU confidence score for this turn is greater than 0.925 and there are no
overlapping SLU hypotheses between this turn and previous turn, set fXGC = 0 and
fGC = 1.
Using Ground Truth User Goal Change Information During training CRFs as well
as at test time, the user goal change information could also be determined using the true
user goal constraints from the manual annotations. For each slot in the domain, those turns
(except the first turn) whose true dialog state is not the same as that of the previous turn
are inserted with a fGC (Goal Change) feature, and feature fXGC (No Goal Change) is
added for all other turns. The transitions between null and other labels are considered as
occurrences of a user goal change. We consider this approach as a weak upper bound in
terms of system performance when using user goal change information.
25Tuned using training set.
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St-1=qi St=qj St+1=qj
SLUt-1, 
XGC
SLUt, 
GC
SLUt+1, 
XGC
ASRt-1, 
SAt-1
ASRt, 
SAt
ASRt+1, 
SAt+1
User Goal 
Change?
No Yes No
MaxEnt
Classifier
Figure 5.3: A linear-chain CRF with the MaxEnt user goal change detector. An illustration
of a three turn dialog with a user goal change in the second turn. SA is short for System
Action.
5.5 Evaluation
All of the results are generated on the DSTC 2 test set based on the released labels of
the test set. The baseline models for this comparison were provided by the DSTC 2:
One-best Baseline The one-best baseline simply keeps a single hypothesized slot value
which has the maximum SLU confidence score so far in the dialog. For any particular slot
s, the one-best baseline predicts the value for the user goal constraint at dialog turn t to be:
sˆone-best,t = arg max
v
(
max
t′≤t
ot′(v)
)
(5.2)
where ot(v) represents the observation at turn t. null hypothesis is selected when the max-
imum confidence score is less than 0.5. The one-best tracker provides a non-statistical
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Table 5.1: Results on test set for linear-chain CRFs without, with predicted or with true
user goal change information. Model parameters are not tied in this set of experiments. The
performance of the two baseline systems are also included for comparison; bold figures are
significantly better than the simple one-best baseline.
Tie User Goal Change Joint User Goal
Parameters? Information? Accuracy
No No 0.684
No
Detected and 0.721
Enhanced
No True 0.720
One-best Baseline 0.619
Focus Baseline 0.719
approach to dialog state tracking. It does not exploit the full distribution of the SLU M-
best hypothesis list. Notice that this one-best tracker does not serve well for user goal
changes – the predicted value for a slot will not change unless a new value occurs with a
higher confidence score. It also does not accumulate evidence from the SLU output over
time in the dialog.
Focus Baseline The focus baseline accumulates evidence and has a simple model of user
goal change throughout the dialog [20]. This tracker outputs a distribution over the possible
dialog states at each dialog turn. The probability over the possible values for any particular
slot s at turn t is updated as follows:
Pt(s = v) = Pt−1(s = v)
(
1−
∑
v′∈Vs
ot(v
′)
)
+ ot(v) (5.3)
where P0(s = v) = 0 ∀v ∈ Vs and P0(s = null) is initialized to 1. This interpolates
between keeping the distribution when no new information about the goal constraint has
been specified in turn t, and accumulating the SLU confidence if the SLU is certain the
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constraint has been given. Therefore the focus baseline reports the value for the user goal
constraint at dialog turn t referring to:
sˆfocus,t = arg max
v
Pt(s = v) (5.4)
For reference, using only SLU hypotheses as input, the top scoring team in the DSTC
2 had a joint user goal prediction accuracy of 0.742 [21].
From Table 5.1 we observe that all CRF models produce significantly better results than
the one-best baseline. Not only the linear-chain CRF model with detected and enhanced
user goal change features significantly outperforms the CRF model without the user goal
change information, it also works as well as the CRF using true user goal change informa-
tion. The results imply that using explicit user goal change information does improve the
performance of dialog state tracking in general.
Linear-chain CRFs can model the sequential nature of a dialog and therefore we are
able to integrate additional information derived from the dialog context onto the temporal
state transitions. On the contrary, it would be difficult to integrate user goal changes into
a static classifier such as a MaxEnt model. The difference between a MaxEnt model and
a linear-chain CRF is detailed in Section 7.2; the performance of dialog state tracking us-
ing the MaxEnt model is presented in Table 7.1. It can be observed from Table 5.1 that
augmenting the CRF state transitions with detected user goal change information can sig-
nificantly improve the performance of dialog state tracking. For future work, it is possible
to augment the CRF transition features by integrating other types of information derived
from the dialog context, e.g., information about whether the user has repeated or denied a
fact or not.
In short, we have found that user goal change detection and sequential modeling may
be a promising avenue for tracking the changes in belief state over the course of a dialog.
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While the experiment results presented in Table 5.1 have indicated that the focus tracker and
the linear-chain CRFs using user goal change detection are about as effective in modeling
user goal constraint changes over time, parameter tying – which will be introduced in the
next Chapter 6 – may provide an additional boost to the sequential CRF models.
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CHAPTER 6: PARAMETER TYING: GROUPING PARAMETERS
INTO DIFFERENT CATEGORIES
One of the major issues hampering the learning for dialog systems is the lack of training
data. It is a bit like the chicken and egg problem, where in order to collect dialog data to
train various models in a system, a full-fledged functioning dialog system has to be built at
first. Scarce data will often lead to overfitting, where the learned model does not generalize
well to the unseen examples. In this Chapter, we introduce parameter tying – a new way to
combat overfitting in addition to the commonly used parameter regularization method. It
has been shown that selectively tying the model parameters into corresponding groups will
produce a concise and smoothed parameter space, which in turn will give us better results
with fewer parameters.
6.1 Introducing Parameter Tying
The intuition behind parameter tying is that if a subset of the parameters in the model
share a similar characteristic then a single generic parameter can be learned to represent the
group of parameters, i.e., the associated feature functions will ignore the specific identity
of a value. The goal of parameter tying is to generalize the model to be able to handle the
cooccurrences of states and observations that have not been seen in training.
The parameters of a CRF, Λ = {λ1, λ2, . . . λK}, are estimated to maximize the condi-
tional log-likelihood of labeled dialog sequences in the training set,
LΛ =
N∑
i=1
log(PΛ(s
(i)|o(i))) (6.1)
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where N is the number of training examples. For any particular λk, the partial derivative
of the log-likelihood is
∂L
∂λk
= N(E˜[fk]− EΛ[fk]) (6.2)
What this equation says is that when the difference between the empirical count for fea-
ture fk and the model’s expected value is zero, conditional maximum likelihood has been
reached.
When a subset of the CRF weights λC = {λ1, λ2, . . . λC} ⊂ Λ are supposed to be tied,
a generic derivative λg for λC is defined as
∂L
∂λg
, N( 1
C
C∑
c=1
E˜[fc]− 1
C
C∑
c=1
EΛ[fc]) (6.3)
Since the amount of weight adjustment for each parameter in this tied group is exactly the
same at each iteration of optimization (determined by (6.3)), the final learned parameters
are effectively reduced to one identical weight.
Parameter tying not only can help combat overfitting in learning discriminative models
with insufficient labeled training data, but also provides an effective solution to both domain
extension and domain adaptation. Since a generic tied weight ignores the specific identity
of a label, when a new label is added to the slot for domain extension, no further effort has
to be made to deal with this unseen example – the same corresponding generic weight will
be used for inference even if with an extended label set.
As for domain adaptation, at first, a unified slot-independent model could be learned by
tying parameters across all existing slots using the available training data for those slots.
Then this unified slot-independent model will be used to track the new slots in the expanded
test domain. For slots existing in the training set, slot-dependent models can be trained by
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starting from the slot-independent model and continuing training using only the labeled
data for that slot.
In a CRF, each feature function is paired with a corresponding weight. In this thesis,
we investigate how a subset of the weights in the model can be tied during optimization
across the training instances. Because there are two types of features – single state features
(Section 5.3.1) and transition features (Section 5.3.2), there are two types of parameters to
tie, which are detailed in the following two Sections 6.2 and 6.3.
6.2 Single State Parameter Tying
The parameter tying strategies for the CRF single state feature functions presented in
Section 5.3.1 are explained in the following Subsections 6.2.1, 6.2.2, 6.2.3, and 6.2.4.
6.2.1 Many-hot 10 Bin Parameter Tying
Based on whether the SLU observation matches the true dialog state or not, the single
state many-hot 10 bin features can be grouped into the following two categories:
1. When the SLU hypothesis matches the true dialog state:
fa,b(st = u, act = a, ot = u, bin = b)
where st = ot = u. The intuition behind this tying is that if we have seen the
matching cooccurrence of true dialog state and user input st = ot = Chinese with
confidence score bin = 7, which might suggest that the confidence score is possibly
high enough for the CRF to trust this SLU hypothesis. Therefore when a differ-
ent observation is presented, this time, say, ot = Japanese with a confidence score
bin = 7, the CRF could use a same learned generic weight (potentially positive) to
hypothesize st = Japanese as the dialog state.
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2. When the SLU hypothesis does not match the true dialog state:
fa,b(st = u, act = a, ot = v, bin = b)
where u 6= v and u 6= null. The intuition behind this type of tying is that it is
possible for the tied model to disambiguate in the presence of ASR errors that con-
tain words with confusable pronunciation. For example, suppose we have identified
two pronunciation-confusing pairs of values for the food slot: Thai vs. Chinese and
Cantonese vs. Japanese, the same weight learned from the cooccurrence of the true
dialog state st = Thai while observing ot = Chinese from the SLU output could
possibly be used to predict Cantonese as the true dialog state for the current turn t
when ot = Japanese is observed.
Since 3 user dialog acts are considered and there are 10 bins, for each category, the single
state parameters are reduced to 30 tied weights.
6.2.2 null Single State Parameter Tying
When we try to tie the single state many-hot 10 bin feature weights in Section 6.2.1,
if the true dialog state is null, the SLU hypotheses will never match null. Therefore the
single state many-hot 10 bin feature functions which associate the true dialog state null
are grouped separately from the second category described in Section 6.2.1. When the
underlying true dialog state is null, the single state many-hot 10 bin feature weights are
grouped only based on the user dialog act and SLU confidence score bin:
fa,b(st = null, act = a, ot, bin = b)
Similar to Section 6.2.1, approximately there will be 30 generic weights learned after per-
forming this tying.
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6.2.3 One-hot Average Confidence Score 3 Bin Parameter Tying
Based on whether the true dialog state is null or other labels, the associated one-hot av-
erage confidence score 3 bin feature weights are grouped into the following two categories:
1. When the underlying true dialog state is null:
fnull,b(st = null, bin = b)
2. When the underlying true dialog state is not null:
fother,b(st = other, bin = b)
For each category, 3 generic tied weights will be learned in the end.
6.2.4 Default Single State Parameter Tying
The default single state weights are not tied in the linear-chain CRFs. There are two
reasons for not tying the default single state parameters:
1. The default single state parameters could interact with other weights in the CRF
model to help balance the parameter space in a way similar to weight regularization
that provides smoothing to help cope with sparsity in the training data.
2. The default single state parameters could provide useful prior knowledge over the
possible CRF states.
6.3 Transition Parameter Tying
The parameter tying strategies for the CRF transition feature functions presented in
Section 5.3.2 are explained in the following Subsections 6.3.1 and 6.3.2.
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6.3.1 User Goal Change Parameter Tying
Based on whether the dialog state transits to the same or a different value and whether a
user goal change has been detected, the transition user goal change features can be grouped
into the following four categories:
1. When a user goal change has been detected:
(a) When the dialog state transits to the same value from the previous dialog turn
to the current dialog turn:
fGC(st−1 = u, st = u)
(b) When the dialog state transits to a different value from the previous dialog turn
to the current dialog turn:
fGC(st−1 = u, st = v)
2. When no user goal change has been detected:
(a) When the dialog state transits to the same value from the previous dialog turn
to the current dialog turn:
fXGC(st−1 = u, st = u)
(b) When the dialog state transits to a different value from the previous dialog turn
to the current dialog turn:
fXGC(st−1 = u, st = v)
After tying, there are only 4 parameters to learn and weights in 1.(b) and 2.(a) are expected
to be greater than the weights in 1.(a) and 2.(b).
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6.3.2 Default Transition Parameter Tying
Similarly, default transition features can be grouped into the following two categories:
1. When the dialog state transits to the same value from the previous dialog turn to the
current dialog turn:
f(st−1 = u, st = u)
2. When the dialog state transits to a different value from the previous dialog turn to the
current dialog turn:
f(st−1 = u, st = v)
Therefore default transition parameters can be tied into 2 generic weights.
6.4 Evaluation
As shown in Table 6.1, by both tying the parameters and augmenting the CRF transi-
tions with enhanced user goal change detection, our method outperforms the focus baseline
significantly. For both systems that use the detected and enhanced user goal change infor-
mation, the one with parameter tying has a significantly better accuracy than the untied
one.26
With far fewer parameters – potentially more immune to overfitting – the system with
parameter tying further improves the performance of linear-chain CRFs. When comparing
to the best performing system from DSTC 2 evaluation – Team 4(1) [21] with a joint user
goal prediction accuracy of 0.742 – our best linear-chain CRF model achieves, if not worse,
a matching performance as the state of the art.27
260.733 is significantly better than 0.721 at level p < 0.05.
27There is no significant difference between 0.742 and 0.733.
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Table 6.1: Results on test set for linear-chain CRFs without or with parameter tying using
enhanced predicted user goal change information. The performance of the two baseline
systems are also included for comparison; bold figures are significantly better than the
one-best baseline; asterisk means the result is significantly better than the focus baseline.
Results of DSTC 2 evaluation are also included: the top performing trackers from each
team are selected.
Tie User Goal Change Joint User Goal
Parameters? Information? Accuracy
No
Detected and 0.721
Enhanced
Yes
Detected and 0.733*
Enhanced
One-best Baseline 0.619
Focus Baseline 0.719
Team 1(1) [23] 0.601
Team 3(2) [44] 0.729
Team 4(3) [21] 0.742
Team 7(4) [45] 0.735
Team 8(5) [24] 0.699
6.5 Conclusion
By performing parameter tying on linear-chain CRFs, the resulting system with sig-
nificantly fewer parameters not only outperforms baselines by a notable margin but also
provides an additional boost to the original CRFs. More importantly, we introduce pa-
rameter tying as a new way to combat overfitting, especially in learning for dialogs where
labeled resources are limited. Note that reducing the number of parameters not only can
help form a smoother parameter space to avoid overfitting but also can be beneficial to
creating applications on mobile devices where memory is a restricted resource.
We also demonstrate in the previous Chapter 5 that explicitly modeling the user goal
change behavior could benefit the tracking of an evolving goal over the course of a dialog.
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In our CRF methods, we predict the user goal for each domain slot separately, but
clearly some slots are mutually dependent on each other. E.g., name of a restaurant could
determine the food type as well as the price range. It seems that Factorial CRFs (FCRFs)
might be a good extension to the current model to jointly estimate user goals during a
dialog. Jointly predicting user goals using FCRFs relaxes the independent assumption
among different slots, therefore the correlations between domain slots could be modeled.
Using FCRFs to track the dialog state in structured joint outputs is presented in the next
Chapter 7. It is also proposed in Chapter 7 that performing parameter tying in FCRFs
across slots could potentially be an efficient solution for adapting existing models to new
domains.
58
CHAPTER 7: STRUCTURED OUTPUT FOR DIALOG STATE
TRACKING USING FACTORIAL CONDITIONAL RANDOM
FIELDS
7.1 Introducing Factorial Conditional Random Fields for Joint Dialog
State Estimation
In this Chapter, we use a factorial CRF (FCRF) to jointly estimate dialog state [47].
Similar to linear-chain CRFs, an FCRF has linear chains of states, but in addition to that,
the FCRF holds connections between cotemporal states as well. Factorial CRFs are named
after factorial HMMs by [15]. Figure 7.1 shows an FCRF with 4 chains of labels (chain 0 –
chain 3). In general, if an FCRF has L chains, a state variable can be denoted by Sl,t where
sl,t is the value in chain l at time t. Feature functions can be specified over within-chain
edges ({sl,t−1, sl,t}) and between-chain edges ({sl−1,t, sl,t}).
Given the graphical representation of the FCRF, the four slots in the restaurant infor-
mation domain – food, pricerange, area, and name – can be modeled jointly during the
sequence of a dialog as shown in Figure 7.2. The conditional probability of a dialog se-
quence given a user input sequence can be defined as
PΛ(s|o) = 1
Z(o)
(
T∏
t=1
L∏
l=1
Φl(sl,t−1, sl,t, ot)
)(
T∏
t=1
∏
l,m∈C
Ψl,m(sl,t, sm,t, ot)
)
(7.1)
where {Φl} are the factors over the within-chain edges; {Ψl,m} are the factors over the
between-chain edges; C denotes all possible combinations of pairs of cotemporal slots, if
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s2,t-1
s3,t-1
s2,t
s3,t
s2,t+1
s3,t+1
ot-1 ot ot+1
s0,t-1 s0,t s0,t+1
s1,t-1 s1,t s1,t+1
Figure 7.1: Graphical representation of an FCRF with 4 chains of states.
there are L = 4 chains, the maximum C can be exhausted as
l,m ∈ C = {(0, 1), (0, 2), (0, 3), (1, 2), (1, 3), (2, 3)}
with each pair of the cotemporal slot variables specifying a between-chain edge; and
Z(o) =
∑
s′
(
T∏
t=1
L∏
l=1
Φl(s′,o)
)(
T∏
t=1
∏
l,m∈C
Ψl,m(s′,o)
)
is a normalization factor over all possible state sequences for the input sequence o. Features
{fk} and weights {λk} are used to model the factors in (7.1):
Φl(sl,t−1, sl,t, ot) = exp
{∑
k
λkfk(sl,t−1, sl,t, ot)
}
(7.2)
Ψl,m(sl,t, sm,t, ot) = exp
{∑
k
λkfk(sl,t, sm,t, ot)
}
(7.3)
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areat-1
namet-1
areat
namet
areat+1
namet+1
ot-1 ot ot+1
foodt-1 foodt foodt+1
pricet-1 pricet pricet+1
Chain
L=0
L=1
L=2
L=3
Figure 7.2: Graphical representation of an FCRF with 4 chains of states. Each chain models
a slot in the restaurant information domain during the sequence of a dialog.
Since there exist loops in the graphical representation of the FCRF, efficient exact
forward-backward inference as has been used in linear-chain CRFs becomes infeasible.
Therefore the inference in FCRFs is done with approximate methods. Particularly, loopy
belief propagation (BP) is utilized to perform approximate inference in FCRFs. The pa-
rameters in FCRFs are estimated using gradient-based algorithm L-BFGS [35] in batch
training mode. The open source machine learning toolkit GRMM [46] has been chosen as
the code base to implement inference and parameter estimation algorithms with parameter
tying in FCRFs.
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Figure 7.3: Relationship between different discriminative probabilistic graphical models.
7.2 Relationship Between Different Discriminative Models
The relationship between different discriminative models presented in this thesis is fur-
ther explained by Figure 7.3. Starting from the lower left corner, the simplest model, Max-
imum Entropy linear classifiers are used to specify the following dialog state distribution
given a feature representation [3, 27, 34, 59, 53]:
PΛ(st|o1o2 . . . ot) (7.4)
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where st is the dialog state at the current turn t, and o1o2 . . . ot is the sequence of obser-
vations from the SLU up to and including the current turn. A separate MaxEnt classifier
has to be trained to predict the dialog state for each slot in the domain, which means the
assumption that all slots in the domain are independent with each other has to be made.
Moving upward from the MaxEnt model in Figure 7.3, the slot independent assump-
tions are broken and the correlations between slots are modeled – we will reach the struc-
tured CRF model. Lee [26] introduced a structured discriminative model for dialog state
tracking to learn the conditional distribution:
PΛ(s1,ts2,t . . . sL,t|o1o2 . . . ot) (7.5)
where L is the number of slots and s1,ts2,t . . . sL,t is the cotemporal dialog state at current
turn t. Although both the MaxEnt model and structured CRFs are static classifiers – they
do not model the dialog state transitions from the previous dialog turn to the current dialog
turn – structured CRFs can be considered as a structured extension to the MaxEnt model in
the graphical space dimension where a structured CRF maintains a joint distribution over
the dialog state as a structured representation instead of a separate distribution for each
individual slot in the MaxEnt model.
Moving rightward from the MaxEnt model in Figure 7.3, we would reach the linear-
chain CRFs, which extend the MaxEnt model in the temporal dimension. The linear-chain
CRFs define the distribution over the dialog state [23]:
PΛ(s1s2 . . . st|o1o2 . . . ot) (7.6)
This distribution is then marginalized to give the distribution for the latest state st during
testing – this incremental decoding process is detailed in Section 5.2. Since the static
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classifiers (the MaxEnt and structured CRFs) ignore the sequential nature of a dialog, the
linear-chain CRFs can be used to perform sequential labeling of the dialog.
Finally, the most complex model in the upper right corner in Figure 7.3, the FCRF can
be considered either a temporal extension from the structured CRF model or a structured
extension from the linear-chain CRFs. The FCRFs learn to predict the following condi-
tional distribution over the dialog state:
PΛ(s1s2 . . . st|o1o2 . . . ot) (7.7)
where st = {s1,ts2,t . . . sL,t} is the structured representation of the dialog state at turn t.
Similar to the linear-chain CRFs, this distribution is then marginalized to give the distribu-
tion for the latest state st during testing – this incremental decoding process is detailed in
the following Section 7.3.
7.3 Incremental Decoding
Unlike the linear-chain CRF that drops the dialog turns of a particular slot for which
the user did not provide any new information, the FCRF must model every user turn for all
slots during a dialog, i.e., the FCRF always maintains a probabilistic distribution over the
full sequence of dialog states for all chains from the beginning to the end of the dialog.
For the same reason of using linear-chain CRFs to track the dialog state, the decoding
process for FCRFs has to be incremental as well. Again, the assignment of a slot that
gives the maximum marginal probability in the most recent turn is returned as the model’s
prediction:
s∗t = arg max
s
∑
s1s2...st−1
PΛ(s1s2 . . . st−1, s|o1o2 . . . ot) (7.8)
For each new user turn, a new set of cotemporal variables is appended to the FCRF
from last turn. For this particular task of dialog state tracking, we are only interested in
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predicting the latest dialog turn by considering all the user input sequence up to this turn.
Although it is possible to compute the joint marginal probability for multiple slots at once,
in this thesis, the marginal distribution is calculated for each slot individually during the
incremental decoding step.
7.4 Features
Features for FCRFs are defined over the within-chain edges and between-chain edges.
For each slot in the restaurant information domain (i.e., for each chain in the FCRF), the
same set of features from linear-chain CRFs (described in Section 5.3) are used for within-
chain factors in the FCRF. However, there are two additional types of features that are
unique to FCRFs, which are detailed in the following two Sections.
7.4.1 None Features
This type of features is designed to handle situations where no new information is
provided by the user for a particular slot at a particular turn. It is used to augment the
within-chain transitions in the FCRF. Example feature functions given the SLU hypotheses
mentioned in the end of Chapter 3 are:
fNone(slot = name, st−1, st, ot = None) = 1
fNone(slot = area, st−1, st, ot = None) = 1
7.4.2 Default Pairwise Features
This type of features is used to model the between-chain factors in the FCRF. They are
intended for capturing the correlations between different pairs of slots. Since there are four
slots in the restaurant information domain, 6 between-chain factors can be specified and
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each of them can carry separate default pairwise feature functions in the following format:
food-pricerange factor: f(sfood,t, spricerange,t) = 1
food-name factor: f(sfood,t, sname,t) = 1
food-area factor: f(sfood,t, sarea,t) = 1
pricerange-name factor: f(spricerange,t, sname,t) = 1
pricerange-area factor: f(spricerange,t, sarea,t) = 1
name-area factor: f(sname,t, sarea,t) = 1
The bubble chart Figure 7.4 illustrates the cooccurrence frequency for slot food and slot
pricerange given the true dialog state from the training data. The bigger the bubble, the
more times when the two specific values of the pair of slots appear simultaneously in the
training set.
Although the joint appearance of labels which involve either null or dontcare dominates
the distribution of the cooccurrence frequency, there are still a few bubbles in the chart
which underlies some potentially useful patterns that correlate food with pricerange. E.g., it
can be noticed from Figure 7.4 that Chinese food copresents with every value in pricerange
for a sufficient amount of times in the training set except expensive.
Similar patterns could be found in Figure 7.5 and Figure 7.6. In Figure 7.5 which
shows the cooccurrence frequency for slot food and slot area from the training data, it is
implied that users almost never request Chinese food in the west and centre of the town. In
Figure 7.6 which shows the cooccurrence frequency for slot pricerange and slot area from
the training data, it can be inferred that users hardly ever ask for expensive food in the west,
north, and centre of the town.
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Figure 7.4: Bubble chart for slot food vs. slot pricerange. The number over the bubble
is the absolute count for the pair of slot values appearing at the same dialog turn in the
training set.
7.5 Parameter Tying
Since features in FCRFs are defined over the within-chain edges and between-chain
edges, the associated weights fall into these two categories as well.
7.5.1 Within-chain Parameter Tying
For each chain (i.e., slot) in the FCRF, the within-chain parameters are tied in the same
way as we tie the parameters in linear-chain CRFs. Similar to tying the user goal change pa-
rameters in the linear-chain CRFs, the within-chain transition None features can be placed
into the following two groups:
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Figure 7.5: Bubble chart for slot food vs. slot area. The number over the bubble is the
absolute count for the pair of slot values appearing at the same dialog turn in the training
set.
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Figure 7.6: Bubble chart for slot pricerange vs. slot area. The number over the bubble
is the absolute count for the pair of slot values appearing at the same dialog turn in the
training set.
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1. When the dialog state transits to the same value from previous dialog turn to the
current dialog turn:
fl,None(slot = l, sl,t−1 = u, sl,t = u, ot = None)
2. When the dialog state transits to a different value from previous dialog turn to the
current dialog turn:
fl,None(slot = l, sl,t−1 = u, sl,t = v, ot = None)
where u 6= v.
In the end of the tying process, 2 generic within-chain transition None parameters are
learned for each chain in the FCRF.
7.5.2 Between-chain Parameter Tying
Default pairwise feature weights are the only parameters to model between-chain edges
in the FCRF. Normally, it is not necessary to tie the default factor weights (except for default
transition parameters) for the following reasons:
1. Each individual default factor weight (either over a single state or a pair of states)
interacts with other feature weights defined over the same factor to balance the pa-
rameter distribution of the model.
2. Sometimes the grouping strategy to categorize the default factor parameters is not
straightforward. Note the difference between a user’s preference and the existing
correlation between a pair of slots presented in a database – a database without Chi-
nese restaurants in the south area of the town does not prevent the user from asking
for Chinese food in the south.
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Here, however, we are interested in investigating whether performing parameter tying on
the default pairwise feature weights can further improve the performance of the system.
At first, for each of the 6 between-chain factors in the FCRF, the corresponding default
pairwise feature weights are divided into three categories based on the frequency of the
cooccurrence of a pair of slot labels from the training set: infrequent, frequent, and very
frequent. However, preliminary experiments using this form of tying did not yield promis-
ing results.
Then a different parameter tying strategy for the default pairwise weights is proposed
using Pointwise Mutual Information (PMI) [7]. The PMI of a pair of outcomes u and
v belonging to discrete random variables U and V is defined as the probability of their
coincidence given their joint distribution divided by their individual distributions:
PMI(u, v) =
p(u, v)
p(u)p(v)
(7.9)
=
Count(u, v)/N
(Count(u)/N) (Count(v)/N)
(7.10)
=
Count(u, v)N
Count(u)Count(v)
(7.11)
where U and V could be a pair of slots, Count(u, v) is the number of times for the true
user goal constraints u and v appearing in the same turn in the training set, Count(u) is
the number of times when the true user goal constraint u appears in a turn in the training
set, and N is the number of turns in the training set. A PMI value greater than 1 means a
positive correlation between u and v, a PMI value less than 1 indicates a negative associa-
tion between the two outcomes, and a PMI value equal to 1 implies the two outcomes are
independent with each other. Figure 7.7 illustrates a possible way to tie the default pairwise
weights into three separate groups. However, as shown in Table 7.1 for the Tied-Tied-Tied
(using PMI) FCRF model, no further improvement has been achieved after tying the default
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Figure 7.7: A bubble chart based on PMI for the food and pricerange slot in the training
dataset. The bigger the bubble, the greater the PMI. Green dots: PMI < 0.5; red dots: 0.5
≤ PMI ≤ 1.5; blue dots: PMI > 1.5.
pairwise parameters according to PMI values. This suggests that it might not be necessary
to tie the default pairwise parameters unless there is an obvious need to generalize over a
pair of slots on the test set.
7.6 Evaluation
Since both the Tied-Tied-N/A and Untied-Untied-N/A systems dropped the between-
chain factors in the FCRF, the first two lines of results in Table 7.1 consistently match those
output by the linear-chain CRFs. The Untied-Untied-Untied FCRF has the lowest joint user
goal accuracy due to overparameterization.
Two different Tied-Tied-Untied FCRFs are trained. The first Tied-Tied-Untied(1) FCRF
is trained by initializing all the weights to zero. For the second Tied-Tied-Untied(2) FCRF,
first an FCRF with only between-chain factors is trained, which means this FCRF only has
default pairwise weights and ignores the observation sequences during the training process.
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Then the learned default pairwise weights from this special FCRF is used to initialize the
between-chain factors before training the second Tied-Tied-Untied(2) FCRF. As shown in
Table 7.1, the fact that the Tied-Tied-Untied(2) FCRF significantly outperforms the Tied-
Tied-Untied(1) FCRF suggests that the complex graphical representation in the FCRF –
which models both a temporal sequence and a structured output for a dialog – still suffers
from overparameterization.
Note from Table 7.1 that performance was improved when moving from the static Max-
Ent model to a structured CRF. However, the Tied-Tied-Untied(2) FCRF – which imposes
untied default pairwise weights over the between-chain factors – did not result in a further
improvement over the Tied-Tied-N/A model. We suspect that overparameterization could
be one of the reasons, since the default pairwise parameters are untied. Also another reason
might be due to the lack of mentions of restaurant names in the dataset. Although the name
slot has a strong correlation with both the food and pricerange slots, users rarely mention
the name of a restaurant in the corpus.
MaxEnt model vs. structured CRF For each slot, the testing confusion matrix of the
MaxEnt model and the testing confusion matrix of the structured CRF model are placed
side by side in Figure 7.8 and 7.9 for the food slot, Figure 7.10 and 7.11 for the pricerange
slot, Figure 7.12 and 7.13 for the name slot, Figure 7.14 and 7.15 for the area slot. Each
pixel in the confusion matrix is a frequency count of how many times a test example with
its true label on the row (Y axis) has been predicted by the system with the value in the
column (X axis). Overall, the structured CRF improves the performance of the MaxEnt
28Based on PMI for each pair of slots.
29Also known as the MaxEnt model.
30Also known as the structured CRF model [26].
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Table 7.1: Results on test set for FCRFs without or with parameter tying using enhanced
predicted user goal change information. The performance of the two baseline systems are
also included for comparison; bold figures are significantly better than the simple baseline;
asterisk means the result is significantly better than the focus baseline.
Within-chain Factors Between-chain Factors User Goal Change Joint User Goal
Single State
Transition Parameters
Default Pairwise Information Accuracy
Parameters Parameters
Tied Tied N/A
Detected and 0.727
Enhanced
Untied Untied N/A
Detected and 0.721
Enhanced
Untied Untied Untied
Detected and 0.671
Enhanced
Tied Tied Untied
Detected and 0.683(1)Enhanced
Tied Tied Untied
Detected and 0.717(2)Enhanced
Tied Tied Tied28
Detected and 0.686
Enhanced
Untied N/A N/A N/A 0.68929
Untied N/A Untied N/A 0.71330
One-best Baseline 0.619
Focus Baseline 0.719
model by increasing the prediction accuracy for null and dontcare labels. The MaxEnt
model is very sensitive to local errors made by the SLU and the structured CRF can help
ameliorate this issue. In Figure 7.12, it is shown that when the true dialog state for the name
slot should be null, the MaxEnt model outputs a false label prezzo for 22 times. On the other
hand, the structured CRF has no false positive predictions for the name slot, as shown from
Figure 7.13. Figure 7.8 shows that when the true dialog state for the food slot is Chinese,
the MaxEnt model predicts Thai as the output for 82 times. However, the structured CRF
helps to reduce this error to only 14 times as illustrated in Figure 7.9. The hot pixels (the
hotter the color, the greater the count) that are not on the diagonal in Figure 7.8 and 7.9
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might suggest that those unmatched single state feature parameters should be untied from
its group. Figure 7.12 and 7.13 demonstrate that the learned models have a strong bias
towards label null due to the fact that users rarely mention the name of a restaurant in the
corpus.
Tied-Tied-N/A model vs. Tied-Tied-Untied(2) FCRF The performance difference be-
tween the Tied-Tied-N/A model and the Tied-Tied-Untied(2) FCRF is not significant. The
confusion matrix of the Tied-Tied-N/A model and the confusion matrix of the Tied-Tied-
Untied(2) FCRF are almost identical for the pricerange (Figure 7.18 vs. Figure 7.19), name
(Figure 7.20 vs. Figure 7.21), and area (Figure 7.22 vs. Figure 7.23) slot. The Tied-Tied-
N/A model is already more robust to the local errors made by the SLU than the MaxEnt
model, which leaves less room for improvement when using the Tied-Tied-Untied(2) FCRF
which exploits the correlations between different pairs of slots. In fact, imposing feature
functions over the between-chain factors sometimes can lead to erroneous bias predictions.
For the food slot, the Tied-Tied-Untied(2) FCRF makes more false predictions to an incor-
rect label Thai than the Tied-Tied-N/A model, as shown in Figure 7.16 and Figure 7.17.
We have noticed that this restaurant information domain has limited information to
be exploited by modeling the correlations between slots. Therefore a bigger domain, the
tourist information domain introduced by the Dialog State Tracking Challenge 3 [20] could
potentially better demonstrate the benefits of FCRFs. Unlike the DSTC 2 data which only
has 4 informable slots, DSTC 3 adds 5 more informable slots including type, childrenal-
lowed, hastv, hasinternet, and near. Note that in the tourist information domain, the food
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Figure 7.8: Confusion matrix of the MaxEnt model for the food slot in the test dataset. Y
axis: true labels; X axis: hypothesized labels.
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Figure 7.9: Confusion matrix of the structured CRF model for the food slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.10: Confusion matrix of the MaxEnt model for the pricerange slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
Figure 7.11: Confusion matrix of the structured CRF model for the pricerange slot in the
test dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.12: Confusion matrix of the MaxEnt model for the name slot in the test dataset.
Y axis: true labels; X axis: hypothesized labels.
Figure 7.13: Confusion matrix of the structured CRF model for the name slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.14: Confusion matrix of the MaxEnt model for the area slot in the test dataset. Y
axis: true labels; X axis: hypothesized labels.
Figure 7.15: Confusion matrix of the structured CRF model for the area slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
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slot is not applicable for pubs, while childrenallowed, hastv and hasinternet are only ap-
plicable for pubs. Therefore if we know what the user wants is a restaurant, then the
childrenallowed, hastv and hasinternet slots should all be null.
7.7 Conclusion
FCRFs provide a convenient way to model the correlations between slots and also give
us the opportunity to perform parameter tying across all the slots – which is highly benefi-
cial to domain adaptation.
As for domain adaptation, a unified slot-independent model must first be learned by
tying parameters across all existing slots using the available training data for those slots. In
order to learn the slot-independent model using linear-chain CRFs, one slot-dependent CRF
has to be trained to provide the weight initialization before training the next slot-dependent
CRF. This process has to be iterated through all existing slots. However, a unified slot-
independent model can be learned using FCRFs by performing parameter tying across all
the existing slots in just one iteration.
Then this unified slot-independent model will be used to track the new slots in the
expanded test domain. For slots existing in the training set, slot-dependent models can be
further trained by starting from the slot-independent model and continuing training using
only the labeled data for that slot. Again, for linear-chain CRFs, each slot-dependent model
has to be trained separately while the FCRF only needs to be retrained once.
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Figure 7.16: Confusion matrix of the Tied-Tied-N/A model for the food slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.17: Confusion matrix of the Tied-Tied-Untied(2) FCRF for the food slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.18: Confusion matrix of the Tied-Tied-N/A model for the pricerange slot in the
test dataset. Y axis: true labels; X axis: hypothesized labels.
Figure 7.19: Confusion matrix of the Tied-Tied-Untied(2) FCRF for the pricerange slot in
the test dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.20: Confusion matrix of the Tied-Tied-N/A model for the name slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
Figure 7.21: Confusion matrix of the Tied-Tied-Untied(2) FCRF for the name slot in the
test dataset. Y axis: true labels; X axis: hypothesized labels.
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Figure 7.22: Confusion matrix of the Tied-Tied-N/A model for the area slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
Figure 7.23: Confusion matrix of the Tied-Tied-Untied(2) FCRF for the area slot in the test
dataset. Y axis: true labels; X axis: hypothesized labels.
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CHAPTER 8: KNOWLEDGE GRAPH INFERENCE FOR SPOKEN
DIALOG SYSTEMS
This Chapter documents a paper published in 40th IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP) in 2015. The presented approach looks
at the task of dialog state tracking in a different perspective, where in a static flattened
graphical representation, each variable node in the graph maintains a marginalized prob-
ability of how likely it should be presented to the user as a response given the constraint
specified by the user so far.
We propose Inference Knowledge Graph, a novel approach of remapping existing, large
scale, semantic knowledge graphs into Markov Random Fields in order to create user goal
tracking models that could form part of a spoken dialog system. Since semantic knowledge
graphs include both entities and their attributes, the proposed method merges the seman-
tic dialog-state-tracking of attributes and the database lookup of entities that fulfill users’
requests into one single unified step. Using a large semantic graph that contains all busi-
nesses in Bellevue, WA, extracted from Microsoft Satori, we demonstrate that the proposed
approach can return significantly more relevant entities to the user than a baseline system
using database lookup.
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8.1 Introduction
Within the field of spoken dialog systems (SDSs) for task orientated conversations, the
problem of accurately tracking the user’s goal (e.g. finding restaurants that satisfy a num-
ber of user constraints) has received considerable attention in the literature [55, 20]. One
promising branch of research has focused on the statistical modelling of uncertainties and
ambiguities encountered by dialog managers (DMs) due to Automatic Speech Recognition
(ASR) and Spoken Language Understanding (SLU) errors, and ambiguity in natural lan-
guage expressions. Included among the most successful statistical approaches are graphical
models, e.g. [39, 48, 61]. In such models a DM computes a probability distribution over
the set of possible user goals, referred to as its belief, and acts with respect to the distribu-
tion rather than the most likely goal. To make the update of such probabilistic graphical
models tractable, the graphs are commonly factorized [48, 54] and approximate inference
methods are applied. Approximate inference methods range from partitioning of probabil-
ity distributions and applying handwritten transition likelihoods/update rules [61] to highly
factorizing the graphical model and applying an inference update method such as loopy
belief propagation or blocked Gibbs sampling [39, 48]. In all these approaches, the aim
is typically to track the user’s goal in terms of attributes that can be used to describe and
look up actual entities of interest in some underlying database. For example, in a restau-
rant search scenario the DM will track the cuisine and location that the user is requesting
(e.g. Italian restaurants in the downtown area) and use a separate database lookup to inform
itself as to whether entities matching these requirements exist and return results to the user.
With the emergence of conversational personal assistants on mobile devices, e.g. Siri,
Google Now and Microsoft’s Cortana, there has been a surge of interest in exploiting web
search resources, especially the large Resource Description Framework (RDF) semantic
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knowledge bases (also known as a semantic knowledge graphs), to reduce the manual work
required in expanding SDSs to cover new domains, intents or slots [51, 17, 16, 11]. An ex-
ample of a popular and well known semantic knowledge graph is Freebase [4]. A semantic
knowledge graph represents information using triples of the form subject-predicate-object
where in graph form the predicate is an edge linking an entity (the subject) to its attributes
or another related entity, see Figure 8.1. Other semantic knowledge graphs are Facebook’s
Open Graph, Google’s Knowledge Graph and Microsoft’s Satori. The latter two contain
information covering many domains (people, places, sports, etc.) and underpin the entity
related results that are generated by Google’s and Microsoft Bing’s search engines, e.g. a
search on “Leonardo da Vinci” will display related art, such as the Mona Lisa, and also
other famous artists.
Figure 8.1: Part of a semantic knowledge graph representing the relationships, described
as RDF triples, between the entities Roberto Benigni (e1) and the film “Life is Beautiful”
(e2).
Work on utilising semantic knowledge graphs in SDSs has largely focused on automat-
ing the collection of language corpora aimed at training SLU models, e.g. intent detection
[17], relationship detection [16] and entity detection [51]. Our approach in this paper solves
a different problem. We consider whether it is possible to specify a transformation from an
existing semantic knowledge graph to a graphical model, specifically a Markov Random
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Field (MRF) [2, Chp.8], over which it is possible to maintain a probability distribution
representing the likely state of the dialog. Such an approach, if possible, would reduce the
manual effort involved in the design and development of statistical DMs in that manual
factorization of the graphical model to suit the domain would be avoided through simply
inheriting the existing factorization of the semantic knowledge graph.
The remainder of the Chapter is set out as follows. Related work is described in more
detail in Section 8.2; Section 8.3 uses a toy knowledge graph to illustrate the proposed
approach. Section 8.4 describes the Inference Knowledge Graph algorithm. Section 8.5
the experimental setup and results and Section 8.6 concludes and discusses future work.
8.2 Previous Work
To our knowledge, transforming semantic knowledge graphs to graphical models for
the purpose of dialog state tracking is a new area of work, however, it is constructive to
contrast our approach with related works in the areas of dialog management and exploiting
large semantic knowledge graphs.
The Bayesian update of dialog state (BUDS) dialog system [48] uses a highly factorized
graphical model to maintain a belief distribution reflecting the state of the dialog. This
distribution is updated using the approximate inference method of loopy belief propagation
[36]. The factorization of the graph for BUDS is manually designed with the weights on the
graph being updated using the Natural Actor Belief Critic [22] learning algorithm, based
on training with simulated users. The graphical model maintains a distribution over slots
(attribute values) that exist in the Tourist Information domain. Entities, such as restaurants,
are looked up from a separate database. In contrast, our approach automatically creates a
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factored graph from the existing semantic knowledge graph and embeds the entities within
the factored graph.
A number of approaches have been presented that use semantic knowledge graphs to
help automate the construction of SDSs. Many of the approaches utilize the entity and re-
lationship knowledge encoded in the graph to collect training data in a distantly supervised
manner, e.g. filtering web browser query-click logs using the existence of matching entity
names or relationships in the semantic graph [51], or collecting natural language surface
forms for relationships that exist within the graph by composing web search queries [17].
Likelihoods of the existence of intents or slots within a domain or of the relationships be-
tween entities have also been computed from semantic knowledge graphs [16, 11] or used
to seed latent Dirichlet analysis that is applied to another corpora, such as Wikipedia [16].
The data thus collected is used to build various conversational and SLU models, e.g. intent,
slot, entity and relation detection models. This contrasts with our approach as we attempt
to use the graph structure at runtime rather than deriving training data for off-line devel-
opment of models. One approach [51] learns CRF models that use previous turn context
to perform entity extraction and entity type labeling. While the entity extraction model’s
output is superficially similar to that presented in this paper, the target output is different.
Our aim is to track the entities that correspond to the user’s overall goal (which is a function
of the whole dialog) and not the accurate identification of entities that occur within each
utterance in the dialog.
The simplifying assumptions made in this initial experiment mean that the proposed
approach somewhat resembles spreading activation approaches for information retrieval
[8], which have been applied to web retrieval [9] and large semantic knowledge graphs
[6]. Our approach differs in the use of a MRF representation and Mean Field Variational
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inference. These techniques allow our approach to be potentially far more expressive in the
probabilistic relationships that we encode in the MRF. For example, while in the currently
implementation we have a one-to-one mapping between edge factors in the MRF and se-
mantic graph edges, and these factors have equal potentials in both directions, our future
plans include exploring more sophisticated mappings between the two graphs including
MRF factors that have unequal potentials or which cover multiple semantic graph edges.
This will allow the MRF to more accurately capture the interactions between entities and
attributes.
Although the Dialog State Tracking Challenge 2 & 3 [20] would be an ideal test bed
for our approach, a semantic knowledge graph covering the tourist and restaurant domains
in Cambridge UK was not readily available.
8.3 A Toy Example
We start from a simple toy example to deduce the generalized algorithm. Imagine in a
city with only three restaurants (teletype font indicates a node in the graph and the attribute
nodes – Cusine and Price – are linked to their corresponding restaurant nodes as shown in
Figure 8.2.):
1. Restaurant Wild Ginger is Expensive and serves Asian Fusion food
2. John Howie Steak House is also Expensive and serves American cuisine
3. McDonald’s serves American fast food and is Cheap
We assume in the first turn the user said ‘I want an expensive American restaurant.’
and suppose the ASR correctly recognized the spoken utterance and the SLU component
identified the value for attribute type Price is Expensive and the value for attribute type
Cuisine is American.
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Table 8.1: Pairwise edge potentials (Node 1 is connected with an undirected edge to Node
2).
Node1/Node 2 on off
on P > 1 1
off 1 P > 1
The first step is to convert the semantic knowledge graph into a MRF factor graph by
introducing factor potentials over nodes and edges in the original graph.31 Every node in the
knowledge graph becomes a binary (on or off ) random variable xn that indicates how likely
the node represents the user’s goal, i.e. is on. Potential functions fi in the resulting MRF
are defined as follows. No prior bias is imposed on nodes and their potentials fi(xn) are
set such that they are equally likely to be on or off when no evidence is observed. Pairwise
edge potentials fj(xn, xm) are defined as in Table 8.1. For P > 1 two nodes connected by
an edge are more likely to be the same state, i.e. both on or off, than in opposite states. This
encourages on or off status to propagate from the evidence nodes to all the other connected
nodes in the MRF.
The second step is to create evidence nodes American’ and Expensive’ (where the
symbol ’ is used to indicate an evidence node) and append them to the corresponding orig-
inal attribute graph nodes American and Expensive respectively as shown in Figure 8.2.
Since evidence nodes American’ and Expensive’ are observed, they are clamped on. With
clamped evidence nodes, the new graphical model becomes a conditional MRF. Once the
31The backbone of the semantic knowledge graph in this example has the shape of a chain but larger graphs
will contain multiple loops.
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evidence nodes from the current user turn have been attached to the MRF, conditional in-
ference is performed and the marginal probability
P (xn = on) =
∑
x\xn=on p(x)∑
x\xn=on p(x) +
∑
x\xn=off p(x)
for every variable node xn in the MRF is computed32; where x \ xn is the set of all x with
xn excluded and
p(x) = Πjfj
is the joint distribution. We use the UGM toolkit [41] for inference. Lastly, all the nodes
in the MRF are ranked based on P (xn = on) and the top K entity nodes (e.g. restaurant
nodes) are presented back to the user.
Figure 8.2 shows the marginal probability heat map for the likelihood of each node
being on after exact inference.33 If we order the restaurants based on their marginal prob-
abilities, we can see that John Howie Steak House has the highest marginal likelihood of
being on compared to the other two restaurants Wild Ginger and McDonald’s. This aligns
with what we expect: observations American’ and Expensive’ are combined together to
raise the probability of John Howie Steak House being on, even though Wild Ginger is
also Expensive and McDonald’s also serves American food.
At this point we are done with the first user turn and the same process (the above-
mentioned steps) can be repeated for the second user turn and so on. The evidence nodes
will accumulate in the MRF as the dialog proceeds.
Even though this is a toy example, it demonstrates a proof of concept of transforming
a semantic graph into a MRF and performing inference which results in a set of marginals
that can represent the likely user’s goal state. A dialog policy could then be trained to act
32This can be done efficiently using message passing approaches.
33The graphical model for this example is simple enough to allow exact inference.
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Figure 8.2: A heat map of marginal probability for the value on for the conditional MRF
after inference on first user turn with evidence nodes American’ and Expensive’ appended.
The hotter the color, the more likely the node will be on (each node can take two values
– on/off – with equal prior probability). The color of the evidence nodes is brown – the
hottest – because, as observations, their probability of being on is clamped to 1.0 throughout
inference.
with respect to the distribution of marginal values (similar to BUDS SDS[48] whose policy
is trained with respect to marginals).
P controls the spread of influence between nodes. Its value is dependent on the graph
size and structure, and the accuracy errors in approximate inference. In this work it was
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manually tuned to ensure the effect of observations spread further than immediate neighbor-
ing nodes whilst avoiding uniform saturation of large network cliques due to the presence
of some highly interconnected nodes.
8.4 Inference Knowledge Graph Algorithm
We formally propose the complete Inference Knowledge Graph (IKG) algorithm as
follows:
1. Convert the semantic knowledge graph into a MRF:
(a) Every node in the knowledge graph becomes a binary random variable
(b) Define potential functions over the nodes and edges
2. Append evidence nodes to the MRF:
(a) Map SLU slot values to corresponding nodes
(b) Clamp the evidence nodes to be on (when the user provides information or
confirms) or off (when the user issues a negation)
3. Perform exact or approximate inference on the MRF to calculate the marginal prob-
ability for each node
4. Sort all the nodes by their marginal likelihood of being on and return top K entity
nodes to the user
5. Apply some transition function T to project network marginals into the next turn34
and repeat from 2.
34In this paper we assume an identity function resulting in accumulation of observations over turns.
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Table 8.2: Evaluation results – average fraction of annotated SLU slots covered by top K
business entities.
Top
K(=1,2,3,5,7)
Entities
Transcription SLU ASR 1-best SLU ASR N-best SLU
Baseline
Inference
Baseline
Inference Inference
Knowledge Graph Knowledge Graph Knowledge Graph
Top 1 0.675 0.694 0.620 0.638 0.634
Top 2 0.676 0.698 0.620 0.642 0.640
Top 3 0.676 0.700 0.620 0.644 0.644
Top 5 0.676 0.702 0.622 0.645 0.646
Top 7 0.676 0.703 0.622 0.646 0.647
8.5 Experimental Setup and Evaluation
If the resulting MRF is to form part of a DM, the distribution of marginals that is
induced by the attachment of evidence nodes and inference step should track the user’s
intended goal during dialogs. As entities are embedded in the MRF, our expectation is that
a list of the entities ordered by their associated marginal likelihoods will match against the
requirements specified by the user. To automatically measure how closely the ordered list
of entities match the user’s requirements we adopt a surrogate measure for relevance that is
motivated by the availability of annotated dialogs. For each dialog we collect the complete
set of annotated slot values mentioned in all turns. Then for the top K entities generated
by the MRF at the end of each dialog, we collect the set of attribute values associated with
those entities. We then compute the fraction of annotated slot values that are matched by
entity attribute values. In performing the matching we use a manually constructed dictio-
nary to canonicalize slot values. This same dictionary is used to canonicalize slot values
output by the SLU in order to attach them to the graph as evidence nodes.
To test our algorithm we extract a semantic subgraph from Satori that contains all the
businesses in Bellevue, WA along with their attributes. The extracted graph has 43,208
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nodes (18,142 business entity nodes and 25,066 attribute nodes) and 108,288 edges. There
are 8 attribute types and each attribute type can have multiple values, as illustrated below:
1. Category: Professionals & Services, Healthcare, Chinese Restaurants, . . .
2. City: Bellevue, Seattle, . . .
3. Atmosphere: Lunch Spot, Family-friendly Dining, Date Spot, Romantic, . . .
4. Rating: Good, Bad
5. Cuisine: American, Cafe´, Sandwiches, Fast Food, Japanese, . . .
6. Price: Cheap, Expensive, . . .
7. Chef : Kevin Rohr, John Howie, . . .
8. Alias: McDonalds, McDonald, . . .
We evaluated our system using dialogs of real users interacting with Cortana – a per-
sonal assistant on Windows mobile phone – during the week of June 30th to July 4th, 2014.
Since the selected subgraph only contains businesses in Bellevue, WA, we only used di-
alogs that are business or location related queries and either mention no absolute location
or the absolute location provided by the user contains the keyword ‘Bellevue’. This gave
us a total of 12,607 dialogs, of which 6,647 are spoken dialogs, the remainder being typed
input. We test three conditions; (i) using the complete set of typed and human transcribed
spoken dialogs as input to the SLU, or for the 6,647 spoken dialogs (ii) use the ASR 1-best
or (iii) ASR N-best output as input to the SLU.
We compare the IKG results against a database lookup baseline. From the results shown
in Table 8.2 we can see that all graph methods outperform the baseline significantly (with
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p < 0.05). Although using ASR N-best does not further improve the system performance,
it demonstrates that the IKG method has the ability to resolve noisy input. The occurrence
of slots in the dialogs that cannot be matched by entity attributes, such the relative distance
slot nearby as in ‘find the nearest cafe´’, limits the maximum score that is achievable when
using this measure.
To further understand the gain of our system we divide the 6,647 spoken dialogs into
two parts; one part contains all the dialogs where the baseline returns empty results (327
dialogs), the other part includes the rest of the dialogs where baseline returns at least one
business entity (6,320 dialogs). We calculate the accuracy of ASR 1-best SLU for both
baseline and IKG systems on the two partitions. When the baseline returns at least one
result, it and the IKG’s scores are equally good. Therefore the gain is due to the IKG
gracefully handling dialogs where baseline fails.35 The IKG on the 327 dialogs ranges
from 0.35 (for K = 1) to 0.50 (for K = 5).
We also note that during a dialog if a user only mentioned a business name, e.g., a
restaurant name, the baseline would return only one entity that matches that business. How-
ever, the graph would return a list of businesses that share similar attributes in addition to
the one mentioned by the user.
8.6 Conclusion and Future Work
Using a semantic graph containing all businesses in Bellevue, WA extracted from
Microsoft’s Satori, we demonstrate a novel approach of remapping semantic knowledge
graphs into MRFs which results in a graphical model that can be used to successfully infer
35An example of where the baseline can fail is where SLU output contains both Mexican and Japanese,
where one of them is a recognition error.
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the user’s goal state in a dialog. We show that the MRF model returns significantly more
relevant entities to the user than a database lookup baseline.
Future directions include (i) reflecting ASR confidence scores in the factor potentials of
evidence nodes, instead of clamping to on or off, which may improve ASR N-best perfor-
mance, (ii) more sophisticated mappings to the MRF including non-uniform P or learned
factor potentials (e.g. from dialog corpora) and (iii) modeling temporal transitions T , e.g.
goal change, between dialog turns.
100
CHAPTER 9: CONCLUSION
This thesis has shown that discriminative graphical models can be learned to signifi-
cantly improve the performance of the core component of a spoken dialog system. Unlike
the generative models for dialog state tracking, discriminative models are able to incor-
porate unrestrained potentially useful features. It has been demonstrated that linear-chain
CRFs can achieve better results for dialog state tracking over the static MaxEnt classifier
by modeling the sequential nature of a dialog.
In addition, it has been shown that by explicitly augmenting the CRF transitions with
the detected user goal change information can further improve the performance of the task.
For machine learning in general, parameter tying has been introduced as a new way to
combat overfitting. It has been proven that parameter tying can effectively make the model
generalize to the unseen examples. It is also explained that why parameter tying is crucial
to both domain extension and domain adaptation.
Finally, it is also shown that how an FCRF is trained to output a structured joint distri-
bution over the dialog state. The potential benefits of using FCRFs for domain adaptation
are also identified in the thesis. Although the current results can not live up to the model’s
potential, the FCRF provides a unified framework to model the correlations between slots.
Chapter 5 - 7 focus estimating the internal dialog states of a dialog given the user input
in the presence of ASR errors. On the other hand, Chapter 8 concentrates on connecting
a user with the external world where the most relevant database entries are returned to
the user in order to satisfy the user’s request. Therefore it is possible to combine the two
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different approaches together where the dialog states estimated by the CRFs are used as the
input for the inference knowledge graph.
9.1 Current Limitations and Future Work
One of the major issues that hamper the progress of applying discriminative methods
to the tasks of SLU and dialog state tracking (DST) is acquiring the labeled data required
to train the models. This process requires labeling user utterances with true user dialog
acts. Although it can be facilitated by using crowd-sourced transcriptions – i.e., creating
Amazon’s Mechanical Turk [5] tasks that ask workers to provide the transcriptions of a
user’s utterances, a high level of expertise in the domain ontology and significant amount
of manual labeling labor is still required. As it is very expensive to obtain labeled human-
machine interactions, the available amount of training data for the discriminative models is
often limited.
This thesis presents parameter tying as an approach to tackle this issue. On one hand,
the parameter tying within a slot is aimed to combat overfitting due to the lack of training
data. On the other hand, the parameter tying across the existing slots is proposed to gen-
eralize the model to an expanded or different domain for which only a very small or even
zero amount of training data is available. Another way to obtain the labeled data required to
train the models for a new domain is to simulate the user utterances using a method similar
to [14] (although the user simulation in [14] is used for automatic dialog strategy learning).
The dialog state tracking methods presented in this thesis only use a few user dialog acts
such as inform when the user has provided new information, affirm when the user has given
a positive answer to the previous system’s confirmation, and confirm when the user has
attempted to confirm that a previous constraint has been understood by the system. It might
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be helpful to design new features considering additional user dialog acts such as negate
when user has given a negative answer to the previous system’s confirmation and deny
when the user has specifically refused a certain constraint. In fact, this is an advantage of
using discriminative models where performance improvement can be achieved by enhanced
feature representations rather than increasing the complexity of a model.
In this thesis, the SLU output has been used as the input to the discriminative models for
dialog state tracking. The burden of understanding the semantics of the language has been
placed on the SLU. This includes understanding when the user says ‘reasonably priced’ it
means pricerange=moderate and ‘anywhere’ should be labeled with area=dontcare. The
SLU is also responsible for resolving an utterance like ‘how much is it’ into the pricerange
slot. The dialog state tracking models presented in the thesis have heavily relied on the
confidence scores output by the SLU. Therefore, future work might consider combining
SLU and DST into a single FCRF as illustrated in Figure 9.1. SLU can be considered as
a sequential labeling task over the words in an utterance, while DST can be considered
as a sequential labeling task over the turns in a dialog. This proposed joint FCRF model
avoids the need to develop a separate SLU component in the spoken dialog system. As a
result, any inherent bottleneck from the SLU step can be eliminated. It also provides future
directions for investigating potential solutions to handle more open conversational dialog
systems.
This thesis focuses on slot-based dialog systems, where the dialog can be modeled
completely by specifying constraints over the slots. The slot-filling technique might work
well for task-oriented dialog systems, but it is obvious that the slot-based framework is
not very flexible to handle more open conversational dialog systems that can talk about
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Figure 9.1: A joint FCRF model combining both SLU and DST. The shaded elliptical shape
represents the word sequence of all the utterances a user has spoken for the dialog.
anything with the user. A totally different model structure than the slot-based framework
might be needed in order to build such conversational dialog systems in an open domain.
Another limitation of the dialog state tracking methods described in this thesis is that
a dialog is modeled as a strict turn-by-turn process between the user and the machine.
However, the dialog will appear much more natural if the system is able to interrupt the
user or give back-channels while the user is speaking. The sequential CRFs may still be
able to handle such dialogs, where the time steps are more frequent than a dialog turn.
This thesis demonstrates that incorporating additional information from the context of
a dialog – more specifically, the user goal change information – into the sequential CRFs
can significantly improve the performance for dialog state tracking. However, many other
types of additional information can be derived from the dialog context. Imagine a user
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interacting with an in-car spoken dialog system while driving, then the current location
of the car, the user’s hand gestures, eye gaze directions, and head orientations can all be
used as additional evidence to estimate the dialog state for the multi-modal spoken dialog
system.
Despite the current limitations, the FCRF tracker with parameter tying presented in
Chapter 7 provides a unified framework for system builders who want to adapt their sys-
tems to new domains. It is hoped that easily extensible models like this will allow for more
advanced spoken dialog systems to be built that can give recommendations, negotiate, dis-
cuss, chat, and talk with the user in such a natural way that making them indistinguishable
from a human being.
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