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Abstract
Group action is a standard approach to obtain t-designs. In this approach, selecting a specific
permutation group with a certain degree of transitivity or homogeneity and a proper set of base
blocks is important for obtaining t-(v,k,λ) designs with computable parameters t,v,k, and λ.
The general affine group GA1(q) is 2-transitive on GF(q), and has relatively a small size. In
this paper, we determine the parameters of a number of infinite families of 2-designs obtained
from the action of the group GA1(q) on certain base blocks, and demonstrate that some of the
2-designs give rise to linear codes with optimal or best parameters known. Open problems are
also presented.
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1. Introduction
Let P be a set of v ≥ 1 elements, and let B be a set of k-subsets of P , where k is a positive
integer with 1 ≤ k ≤ v. Let t be a positive integer with t ≤ k. The pair D = (P ,B) is called a
t-(v,k,λ) design, or simply t-design, if every t-subset of P is contained in exactly λ elements of
B . The elements of P are called points, and those of B are referred to as blocks. We usually use
b to denote the number of blocks in B . A t-design is called simple if B does not contain repeated
blocks. In this paper, we consider only simple t-designs. A t-design is called symmetric if v= b.
It is clear that t-designs with k= t or k= v always exist. Such t-designs are trivial. In this paper,
we consider only t-designs with v> k> t. A t-(v,k,λ) design is referred to as a Steiner system if
t ≥ 2 and λ = 1, and is denoted by S(t,k,v).
Let P be a set of v ≥ 1 elements, and let G be a permutation group on P . G is said to be
transitive on P , if for any two elements x and y in P there is a pi ∈ G such that pi(x) = y. G is
said to be t-transitive on P , if for any two ordered t-subsets of P , there is a pi ∈ G such that pi
sends the former to the latter. G is said to be t-homogeneous on P , if for any two t-subsets of
P , there is a pi ∈ G such that pi sends the former to the latter. If G is t-transitive on P , it must be
t-homogeneous on P . But the converse may not be true.
A classical method of constructing t-designs by group action is described in the following
theorem [2, p. 175].
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Theorem 1. Let P be a set of v≥ 1 elements, and let G be a permutation group on P . Let B⊂ P
be a subset with at least two elements. Define
G(B) = {g(B) : g ∈G},
where g(B) = {g(b) : b ∈ B}. If G is t-homogeneous on P and |B| ≥ t, then (P ,G(B)) is a
t-(v,k,λ) design with
k = |B|, λ = b
(
k
t
)(
v
t
) = |G||GB|
(
k
t
)(
v
t
) ,
where b= |G|/|GB| and GB = {g ∈ G : g(B) = B} is the setwise stabiliser of B.
To apply Theorem 1, one has to design or select a point set P and a permutation group G on
P , and choose a base block B⊂ P properly, so that it is possible to determine |GB| and thus the
parameter λ of the design.
Let q be a prime power. The general affine group GA1(q) of degree one consists of all the
following permutations of the set GF(q):
pi(a,b)(x) = ax+ b,
where a ∈ GF(q)∗ and b ∈ GF(q). It is a group under the function composition operation, and
is interesting, as it is doubly transitive on GF(q) and has a small group size. This group is also
denoted by AGL(1,q) in many references, and can be written as
GA1(q)∼ GF(q)⋊GF(q)∗,
which is the external semidirect product of the additive group of GF(q) and the multiplicative
group of GF(q).
In this paper, we will employ the group GA1(q) and Theorem 1 to construct a number of
infinite families of 2-designs and determine their parameters. We will also demonstrate that some
of the designs presented in this paper yield linear codes with optimal or best known parameters.
2. The general construction of t-designs from the action of GA1(q)
As a corollary of Theorem 1, we have the following.
Corollary 2. Let q be a prime power. Let P = GF(q) and B = GA1(q)(B), where B is any
k-subset of GF(q) with k ≥ 2. Then (P ,B) is a 2-(q,k,λ) design, where
λ =
|GA1(q)|
|GB|
(
k
2
)(
q
2
) = k(k− 1)|GB| .
To obtain 2-designs with computable parameters from Corollary 2, one has to choose the
subset B properly. In general, computing the parameters of the designs in Corollary 2 is a very
hard task, since the determination of |GB| would be difficult in most cases.
2
3. The first family of 2-designs
In this section, we employ the subgroups of the multiplicative group of GF(q) as base blocks.
Let q be a prime power with q− 1 = e f , where e and f are positive integers, and let γ be a
primitive element of GF(q). The cyclotomic classes of order e are defined by
C ei := {γke+i, 0≤ k ≤ f − 1}, 0≤ i≤ e− 1,
which are the cosets of the subgroup C e0 in GF(q)
∗. The cyclotomic numbers of order e are
defined as
(s, t)e := |(C es + 1)∩C et |,
where 0≤ s≤ e− 1 and 0≤ t ≤ e− 1.
Lemma 3. Let q be a prime power with q− 1 = e f , where f ≥ 2, and let γ be a primitive
element of GF(q). Let C e0 = {γke, k= 0,1, ..., f −1} be the subgroup of order f in GF(q)∗. Then
the stabiliser of C e0 and {0}∪C e0 in GA1(q) is the cyclic group
C f := {pi(x) = γekx, 0≤ k ≤ f − 1}
of order f .
Proof. First we consider the setCe0. Assume pi(x) = ax+b ∈GA1(q) fixes C e0 . Clearly a 6= 0, as
|C e0 |= f ≥ 2. If b= 0, it is straightforward to verify that a ∈ C e0 and pi ∈C f .
If b 6= 0, we have aC e0 + b= C e0 . Note that the elements in C e0 are all the roots of x f = 1. We
have then ∑x∈C e0 x = 0. Summing up the elements on the two sides of aC
e
0 + b = C
e
0 , we have
b f = 0. By definition, gcd(q, f ) = 1. It then follows from f b = 0 that b = 0, which is contrary
to our assumption that b 6= 0.
The desired conclusion for the base blockCe0 ∪{0} is similarly proved. The details of proof
are omitted.
Combining Lemma 3 and Corollary 2, we obtain the following.
Theorem 4. Let q be a prime power with q− 1 = e f , where f ≥ 2. Define P = GF(q). Let
B := GA1(q)(B) and B̂ = GA1(q)(B̂), where B := C
e
0 is the set of all e-th powers in GF(q)
∗
and B̂ = B∪ {0}. Then (P ,B) is a 2-(q,(q− 1)/e,(q− 1− e)/e) design and (P , B̂) is a 2-
(q,(q− 1+ e)/e,(q− 1)/e) design.
4. The second family of 2-designs
In this section, we consider 2-designs under the action of GA1(q), where the base block B is
defined by the set Q of all nonzero squares in GF(q) in some way. To determine the parameters of
these 2-designs, we need cyclotomic numbers of order 2, which are documented in the following
lemma [13].
Lemma 5. Let q be a power of an odd prime, and let Q (respectively, N ) be the set of nonzero
squares (respectively, nonsquares). Then
|(Q + 1)∩Q |= (0,0)2 =
{
q−3
4
if q≡ 3 (mod 4),
q−5
4
if q≡ 1 (mod 4)
3
and
|(Q + 1)∩N |= (0,1)2 =
{
q+1
4
if q≡ 3 (mod 4),
q−1
4
if q≡ 1 (mod 4)
and
|(N + 1)∩N |= (1,1)2 = |(N + 1)∩Q |= (1,0)2 =
{
q−3
4
if q≡ 3 (mod 4),
q−1
4
if q≡ 1 (mod 4).
We first consider the 2-design with the base block B := Q ∩ (Q + τ). The cardinality of B,
i.e., the block size k of our design, is given by the cyclotomic number of order 2 described in
Lemma 5. To determine the parameter λ of the 2-design, we will determine the stabiliser of B in
GA1(q) below.
Let η denote the quadratic character of GF(q) defined by
η(x) =

1, x ∈ Q ,
0, x= 0,
−1, x ∈ N .
For simplicity, we use the following symbols for certain sets and numbers.
η′a =
1−η(a)
2
,
Ψ0,a,b = ∑
x∈GF(q)
η(x)η(x− a)η(x− b),
Ja,b = (Q + a)∩ (Q + b),
J0,a,b = Q ∩ (Q + a)∩ (Q + b),
L1 = {x ∈ GF(q), η(x)η(x− a)η(x− b) = 1},
where a,b ∈GF(q)∗, a 6= b.
We need the following lemma on the cardinality of J0,a,b.
Lemma 6. Let symbols be the same as above. We have
|J0,a,b|=

q− 6+∆a,b+Ψ0,a,b
8
if q≡ 3 (mod 4),
q+∆a,b−N3+Ψ0,a,b
8
if q≡ 1 (mod 4),
where
N3 = |{a,b,a− b}∩Q |= 3−η′a−η′b−η′a−b = (3+η(a)+η(b)+η(a−b))/2
and
∆a,b = η(a)η(b)+η(a− b)η(a)+η(b−a)η(b).
4
Proof. By the Inclusion-Exclusion Principle, we have
|Q |+ |Q + a|+ |Q + b|− 2(|J0,a|+ |Ja,b|+ |J0,b|) = |L1|+ |∆3|− 4|J0,a,b|, (1)
where ∆3 := {0,a,b}∩ (Q△(Q + a)△(Q + b)), and here△ stands for the symmetric difference
operator.
One can easily verify the following:
|Q |= |Q + a|= |Q + b|= q− 1
2
,
|Ja,b|= |Q∩ (Q+ a− b)|=

q−3
4
if q≡ 3 (mod 4),
q−5
4
if q≡ 1 (mod 4) and a− b∈ Q ,
q−1
4
if q≡ 1 (mod 4) and a− b∈ N ,
and
|L1|= q− 3+Ψ0,a,b
2
.
Plugging them into (1), we obtain
|J0,a,b|=

q− 9+ 2|∆3|+Ψ0,a,b
8
if q≡ 3 (mod 4),
q− 3+ 2|∆3|−N3+Ψ0,a,b
8
if q≡ 1 (mod 4),
(2)
where N3 = |{a,b,a− b}∩Q |= 3−η′a−η′b−η′a−b = (3+η(a)+η(b)+η(a− b))/2.
Furthermore, we have
|∆3|= 1−η(a)η(b)
2
+
1−η(a)η(a− b)
2
+
1−η(b− a)η(b)
2
=
3−η(a)η(b)−η(a− b)η(a)−η(b−a)η(b)
2
.
One obtains the desired conclusions after plugging these expressions into (2).
To determine the stabiliser of our base block B= Q ∩ (Q + τ), we need the following bound
on a type of character sums [11, Theorem 5.41].
Theorem 7. Let ψ be a multiplicative character of order m on GF(q) and let f ∈ GF(q)[x] be
a monic polynomial of positive degree that is not an m-th power of a polynomial. Let d be the
number of distinct roots of f in its splitting field over GF(q). Then for every a ∈GF(q) we have∣∣∣∣∣ ∑
c∈GF(q)
ψ(a f (c))
∣∣∣∣∣ ≤ (d− 1)q1/2.
Lemma 8. Let q> 9 be a power of an odd prime, and Q (respectively, N ) be the set of nonzero
squares (respectively, nonsquares) in GF(q). For any τ∈GF(q)∗, the stabliser of Q ∩ (Q +τ) in
GA1(q) is
GQ ∩(Q +τ) =
{
{1} if q≡ 3 (mod 4),
{1,pi(x) = τ− x} if q≡ 1 (mod 4).
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Proof. Assume pi(x) = ax+ b fixes B := Q ∩ (Q + τ). Clearly a 6= 0 and this gives
(aQ + b)∩ (aQ + aτ+ b) = Q ∩ (Q + τ). (3)
If a ∈ Q , then (3) becomes
(Q + b)∩ (Q + aτ+ b) = Q ∩ (Q + τ).
If {b,aτ+ b} = {0,τ}, the equation naturally holds. In this case, we have pi(x) = x when
q≡ 3 (mod 4), and pi(x) = x or τ− x when q≡ 1 (mod 4).
If {b,aτ+ b} 6= {0,τ}, Without loss of generality, we can assume 0 /∈ {b,aτ+ b} (otherwise
we can deduct τ from both sides of Equation (3)). This leads to
(Q + b)∩ (Q + aτ+ b)∩Q = Q ∩ (Q + τ).
Following the symbols in previous discussions, we have
J0,b,aτ+b = J0,τ.
However, by Lemmas 5 and 6, when q≡ 3 (mod 4) we have
|J0,τ|− |J0,b,aτ+b|= (q− 3)/4− (q− 6+Ψ0,b,aτ+b+∆a,b)/8= (q−Ψ0,b,aτ+b−∆a,b)/8
where ∆a,b = η(a)η(b)+η(a− b)η(a)+η(b−a)η(b).
Clearly, we have |∆a,b| ≤ 3. By Theorem 7, we have |Ψ0,b,aτ+b| ≤ 2√q. Thus when q > 9,
we have |J0,τ|− |J0,b,aτ+b|> 0, which is a contradiction.
When q≡ 1 (mod 4), we can reach the same conclusion since |N3| ≤ 3. Thus the assumption
of {b,aτ+ b} 6= {0,τ} does not hold in the case of a ∈ Q .
If a ∈ N , then (3) becomes
(N + b)∩ (N + τa+ b) = Q ∩ (Q + τ).
Since (N + τ)∩ (Q + τ) = /0, we have b 6= τ. Intersecting N +b with both sides of the equation
above, we obtain
(N + b)∩ (N + τa+ b) = Q ∩ (Q + τ)∩ (N + b) = (J0,τ \ {b})\ J0,τ,b.
By a similar argument on the cardinality of both sides as in the case of a ∈ Q , we will arrive at
the contradiction that the set on the left side has a larger cardinality when q> 9.
Theorem 9. Let q be a power of an odd prime, and let Q denote the set of all nonzero squares
in GF(q). Define P = GF(q) and
Bτ = Q ∩ (Q + τ)
where Q + τ = {x+ τ : x ∈ Q } and τ ∈ GF(q)∗. Then (P ,GA1(q)(Bτ)) is a 2-(q,k,λ) design,
where
k =

q−3
4
if q≡ 3 (mod 4),
q−5
4
if q≡ 1 (mod 4) and τ ∈ Q ,
q−1
4
if q≡ 1 (mod 4) and τ ∈ N
and
λ =
{
k(k− 1) if q≡ 3 (mod 4),
k(k−1)
2
if q≡ 1 (mod 4).
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Proof. When q ≤ 9, the conclusions can be verified by hands. Now we assume that q > 9. The
conclusion on the block size directly follows from Lemma 5, while the conclusion on λ follows
from Corollary 2 and Lemma 8.
Let q be a prime power. The projective general linear group PGL2(q) consists of all the
following permutations of the set {∞}∪GF(q):
pi(a,b,c,d)(x) =
ax+ b
cx+ d
with ad− bc 6= 0, and the following conventions:
• a
0
= ∞ for all a ∈ GF(q)∗.
• ∞a+b∞c+d = ac .
Each pi(a,b,c,d) is a permutation on the set GF(q)∪{∞}. PGL2(q) is a group under the function
composition operation.
Let q be a prime power. The projective special linear group PSL2(q) consists of all the
following permutations of the set {∞}∪GF(q):
pi(a,b,c,d)(x) =
ax+ b
cx+ d
with ad−bc= 1. PSL2(q) is a group under the function composition operation, and is a subgroup
of PGL2(q).
Next we determine the parameters of the 2-design obtained under the action of GA1(q) on
the base block Bτ :=Q△(Q +τ), where τ∈GF(q)∗. Its block size can be obtained from Lemma
5. To determine the parameter λ, we need to know the stabilisers of Q and Q ∪{0} in the group
PGL2(q). The following lemma is well known and easy to prove.
Lemma 10. Let G˜ := PGL2(q) and σ ∈ PGL2(q) be a permutation on GF(q)∪ {∞}. For a
subset B⊂ GF(q)∪{∞} and its stabiliser G˜B in PGL2(q), the stabiliser of Bσ := {σ(x), x ∈ B}
is G˜Bσ = σG˜Bσ
−1.
Theorem 11. Let q > 9 be an odd prime power and G˜ = PGL2(q) be the projective general
linear group acting on the projective line GF(q)∪{∞}. Let Q be the set of nonzero squares in
GF(q). Put V0 := Q ∪{0} and U0 = Q ∪{∞}.
1) The stabiliser of Q in PGL2(q) is
G˜Q = {pia,0,0,1(x) = ax, a ∈ Q }∪{pi0,b,1,0(x) = b/x, b ∈ Q }, where q≡ 1 (mod 4).
2) The stabiliser of V0 := Q ∪{0} and U0 = Q ∪{∞} in PGL2(q) is
G˜V0 = G˜U0 = {pia,0,0,1(x) = ax, a ∈ Q }.
Proof. 1) Assume that pi(x) = ax+b
cx+d is an element of the stabiliser of Q in PGLq(q), where
ad 6= bc. Define another polynomial function on GF(q) as
f (x) := (ax2+ b)(cx2+ d).
7
Since pi is an element of the stabiliser of Q and
pi(x) =
ax+ b
cx+ d
=
(ax+ b)(cx+ d)
(cx+ d)2
,
the image of f satisfies Im( f ) ⊂ Q ∪{0}.
If c= 0, then a 6= 0 and d 6= 0. Without loss of generality, we let d = 1 and f (x) = ax2+ b.
Assume that b 6= 0, then f (x) is not a square of a polynomial as q is odd. From Theorem 7 we
have ∣∣∣∣∣ ∑
x∈GF(q)
η( f (x))
∣∣∣∣∣ ≤√q,
where η is the quadratic character on GF(q). However, since pi(x) = ax+ b is an element of the
stabiliser of Q , we see that f (x) = ax2+ b ∈ Q for x 6= 0. This gives
√
q≥
∣∣∣∣∣ ∑
x∈GF(q)
η( f (x))
∣∣∣∣∣≥
∣∣∣∣∣ ∑
x∈GF(q),x6=0
η( f (x))
∣∣∣∣∣−|η(b)| ≥ q− 2, (4)
which is a contradiction as q> 9.
Thus in this case we must have b= 0, which leads to a ∈ Q , as pi(x) = ax fixes Q .
If c 6= 0, we further discuss the value of a. If a = 0, by similar arguments as above, we can
let b = 1 and have the conclusions of d = 0 and c ∈ Q , i.e., pi(x) = b/x with b ∈ Q . Next we
assume a 6= 0. Let b′ = b/a and d′ = d/c, we have
f (x) = ac(x2+ b′)(x2+ d′).
Since ad 6= bc we have x2+ b′ 6= x2+ d′. Thus f (x) is not a square of a polynomial since q is
odd. Then from Theorem 7 we have∣∣∣∣∣ ∑
x∈GF(q)
η( f (x))
∣∣∣∣∣ ≤ 3√q,
where η is the quadratic character on GF(q). Similar with (4) we have
3
√
q≥
∣∣∣∣∣ ∑
x∈GF(q)
η( f (x))
∣∣∣∣∣ ≥
∣∣∣∣∣ ∑
x∈GF(q),x6=0
η( f (x))
∣∣∣∣∣−|η(bd)| ≥ q− 2,
which is a contradiction when q≥ 13. For q= 11, we verify that the stabiliser of Q is indeed the
one given in the theorem. Summarizing the results above yields the desired conclusions on the
stabiliser of Q .
2) The conclusion on the stabiliser of V0 is proved in Theorem A of [9]. Then the desired
conclusion on the stabiliser ofU0 follows from that of V0 and Lemma 10.
We make the following remarks:
• The stabilisers of V0,U0 and Vi△V j in PSL2(q) for q≡ 3 (mod 4) are given in [8], where
Vi :=V0+ i. Notwithstanding that our base blockBτ equalsV0△Vτ, we still need to consider
its stabiliser in GA1(q), which is contained in PGL2(q) but not in PSL2(q), and for q≡ 1
(mod 4) either.
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• The stabilisers ofU∪{∞} in PSL2(q) and PGL2(q) are given in [9], whereU is a subgroup
of (GF(q)∗,×). For the stabiliser of U in these two groups, the circumstance becomes a
little complicated. An existing method for solving this problem is to consider the cardinal-
ities of the orbits of subgroups in PSL2(q), as considered in [3] and [12].
• Here we develop another method from the perspective of character sums, which is more
concise. Note that both methods may not work when the size f of the subgroupU is small.
• For q= 9, the stabiliser of Q is equivalent to S4 in PSL2(q).
Below we introduce parameters of the 2-design derived from the action of GA1(q) on the
base block Bτ = Q△(Q + τ).
Theorem 12. Let q > 9 be a power of an odd prime, and let Q denote the set of all nonzero
squares in GF(q). Define P = GF(q) and
Bτ = Q△(Q + τ),
where Q + τ = {x+ τ : x ∈ Q } and τ ∈ GF(q)∗. Then (P ,GA1(q)(Bτ)) is a 2-(q,k,λ) design,
where
k =

q+1
2
if q≡ 3 (mod 4),
q+3
2
if q≡ 1 (mod 4) and τ ∈ Q ,
q−1
2
if q≡ 1 (mod 4) and τ ∈ N
and
λ =
{
k(k− 1) if q≡ 3 (mod 4),
k(k−1)
2
if q≡ 1 (mod 4).
Proof. The block size of Bτ follows directly from Lemma 5. Next we determine the stabiliser of
Bτ in GA1(q).
It is easy to check that
{0,τ}∩Bτ =

{τ} if τ ∈ Q , q≡ 3 (mod 4),
{0} if τ ∈ N , q≡ 3 (mod 4),
{0,τ} if τ ∈ Q , q≡ 1 (mod 4),
/0 if τ ∈ N , q≡ 1 (mod 4).
Let pi(x) =
τ− x
x
∈ PGL2(q). Then from the conclusion of {0,τ}∩Bτ and the cardinality of
Bτ, we have
Bpiτ =

Q ∪{0} if τ ∈ Q , q≡ 3 (mod 4),
Q ∪{∞} if τ ∈ N , q≡ 3 (mod 4),
Q ∪{0,∞} if τ ∈ Q , q≡ 1 (mod 4),
Q if τ ∈ N , q≡ 1 (mod 4).
Let G˜= PGL2(q), A := {pi(x) = ax, a ∈ Q } and B := {pi(x) = b/x, b ∈ Q }. From Theorem
11 and Lemma 10 we have
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G˜Bτ = pi
−1G˜Bpiτ pi =
{
Api if τ ∈ Q , q≡ 3 (mod 4),
(A∪B)pi if τ ∈ Q , q≡ 1 (mod 4),
where Api = pi−1Api.
Let G= GA1(q). Since GA1(q)⊂ PGL2(q), we have GBτ = G∩ G˜Bτ , witch leads to
GBτ =
{
{1(x) = x} if q≡ 3 (mod 4),
{1(x) = x, pi(x) = τ− x} if q≡ 1 (mod 4).
The desired conclusions on λ then follow from Corollary 2.
5. The third family of 2-designs
In this section, we consider several constructions of 2-designs by the action of GA1(q) for
even q. First we consider the 2-design obtained from the action of GA1 on the base block B :=
{u ∈ GF(q), Tr(u3) = 1} whose cardinality is given in the following lemma.
Lemma 13. Let q= 2m, where m≥ 4 and m is even. Define
B= {u ∈ GF(q) : Tr(u3) = 1}.
We have |B|= 2m−1+(−2)m/2.
Proof. Define e(x) = (−1)Tr(x) for x ∈ GF(q). It was proved in [5] and [4] that
∑
x∈GF(q)
e(x3) = (−2)m/2+1.
Consequently,
|B|= |{u ∈ GF(q) : Tr(u3) = 1}|
=
1
2
∑
x∈GF(q)
(
1− e(x3))
=
1
2
(q− (−2)m/2+1)
= 2m−1+(−2)m/2.
Next we determine the stabiliser of B in GA1(q). To this end, we need the following lemma.
Lemma 14. Let q= 2m, where m≥ 3. Define
B= {u ∈ GF(q) : Tr(u3) = 1}.
The linear expansion of B over GF(2) is the whole space GF(q).
10
Proof. Let v be an element in GF(q) \B, i.e., Tr(v3) = 0. We need to show that v is the sum
of some elements of B. If m is odd, we have Tr(1) = 1 and Tr((v− 1)3) = 1, which shows that
v= (v− 1)+ 1 is the sum of the two elements of B.
Next we consider the case that m is even. Let u be an element in B, then we have
Tr
(
(v+ u)3
)
=Tr(v3)+Tr(v2u+ u2v)+Tr(u3) = Tr(v2(u+ u4))+ 1.
Note that m is even. Let ω be a 3rd root of unit in GF(q). Then we have ωu,ω2u ∈ B and
Tr
(
(v+ωu)3
)
= Tr(v2(ωu+ω4u4))+ 1= Tr
(
ωv2(u+ u4)
)
+ 1,
Tr
(
(v+ω2u)3
)
= Tr(v2(ω2u+ω8u4))+ 1= Tr
(
ω2v2(u+ u4)
)
+ 1.
Summing up the three equations above, we get
Tr
(
(v+ u)3
)
+Tr
(
(v+ωu)3
)
+Tr
(
(v+ω2u)3
)
= 1,
which means that v+ωku ∈ B for some k ∈ {0,1,2}. Thus, v = (v+ωku)+ωku. This shows
that v is the sum of the two elements v+ωku and ωku in B. The proof is then completed.
The following result will be useful in determining the stabiliser of B.
Corollary 15. Let q= 2m, where m≥ 3, and let
B= {u ∈ GF(q) : Tr(u3) = 1}.
Then for any t ∈ GF(q)∗, there exists x1 ∈ B such that Tr(tx1) = 1.
Proof. Suppose on the contrary that for some t ∈ GF(q)∗, there is no such x1 ∈ B such that
Tr(tx1) = 1. Then we have tB⊂ T0 := {u ∈ GF(q), Tr(u) = 0}. Let LB be the linear subspace
spanned by the elements of B when GF(q) is viewed as a vector space over GF(2). Since T0 is
a linear subspace, we must also have tLB ⊂ T0. According to Lemma 14, we have LB = GF(q),
which contradicts tLB ⊂ T0 since t 6= 0. Thus we have proved the desired conclusion.
The stabiliser of B in GA1(q) is depicted in the following theorem.
Theorem 16. Let q= 2m, where m≥ 4 and m is even. Define
B= {u ∈ GF(q) : Tr(u3) = 1}.
The stabiliser of B in G= GA1(q) is given by
GB = {pi(x) = ωkx+ δω j : k, j ∈ {0,1,2}, δ ∈ {0,1}},
where ω is the 3rd root of unit in GF(q), i.e., ω3 = 1.
Proof. We prove the conclusion in two steps. First, we show that the elements in GB given above
fix B. Let u ∈ B and pi(x) = ωkx+ εω j be an element in GB. We need to show that pi(u) ∈ B, or
equivalently, Tr(pi(u)3) = 1.
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If δ = 0, we have pi(u) = ωku and Tr(ω3ku3) = Tr(u3) = 1. If δ = 1, we have
Tr(pi(u)3) = Tr
(
(ωku+ω j)3
)
= Tr(ω3ku3+ω2k+ ju2+ωk+2 ju+ω3 j)
= Tr(u3)+Tr(ω2k+ ju2)+Tr(ωk+2 ju)+Tr(1)
= 1+Tr(ω2k+ ju2+ω2k+4 ju2)+m
= 1.
Thus GB fixes B.
Next, we prove that GB is indeed the whole stabiliser group of B in GA1(q). Suppose there
exists another element pi(x) = ax+ b in GA1(q) that fixes B. Then for any u ∈ B we have
Tr(pi(u)3) = Tr
(
(au+ b)3
)
= Tr(a3u3+ a2bu2+ ab2u+ b3)
= Tr(a3u3)+Tr
(
a2(b+ b4)u2
)
+Tr(b3) = 1. (5)
Since we also have ωu ∈ B and ω2u ∈ B , similarly we have
Tr(a3u3)+Tr
(
a2(b+ b4)ω2u2
)
+Tr(b3) = 1 (6)
and
Tr(a3u3)+Tr
(
a2(b+ b4)ωu2
)
+Tr(b3) = 1. (7)
Taking the difference of Equations (6) and (7), we reach at
Tr
(
a2(b+ b4)u2
)
= 0, ∀u ∈ B.
Notice that the Frobenius automorphism F(u) = u2 also fixes B. The equation above can be
written as
Tr
(
a2(b+ b4)u
)
= 0, ∀u ∈ B.
To avoid a contradiction with Corollary 15, we must have
a2(b+ b4) = 0.
Since a 6= 0, we see that b= 0 or b= ωk for some k ∈ {0,1,2}. This gives us Tr(b3) = 0 and (5)
becomes
Tr(a3u3) = 1, ∀u ∈ B.
This means that the permutation pi′(x) = ax fixes B. Assume the multiplicative order of a in
GF(p) is f := ord(a), then the orbits of pi′ acting on GF(q) is composed of {0} and (2m− 1)/ f
orbits of size f , which are the cosets {C (2m−1)/ fk , k = 0,1,2, .., f − 1}. It is well known that if
pi′ fixed B, then B must be composed of orbits of pi′. Since 0 /∈ B, f must divide |B| = 2m−1+
(−2)m/2. Combining this with the fact that f |(2m− 1), we have
f |gcd(2m−1+(−2)m/2,2m− 1) = 3.
This means that a= ωk for some k = {0,1,2}, which completes our proof.
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As a direct corollary of Lemma 13 and Theorem 16, the parameters of the design from B is
given as follows.
Theorem 17. Let q= 2m, where m≥ 4 and m is even. Define P = GF(q) and B = GA1(q)(B),
where
B= {u ∈ GF(q) : Tr(u3) = 1}.
Then (P ,B) is a 2-(2m, k, k(k− 1)/12) design, where k = 2m−1+(−2)m/2.
Next we determine the parameters of the 2-design of the action of GA1(q) on the base block
B2 = {u ∈ GF(q) : Tr(u3− u) = 1}. The cardinality of B2 is given in the following lemma.
Lemma 18. Let q= 2m, where m≥ 3. Define
B= {u ∈ GF(q) : Tr(u3− u) = 1}.
We have
|B2|=

2m−1− ( 2
m
) ·2(m−1)/2 if m≡ 1 (mod 2),
2m−1+ 2m/2+1 if m≡ 0 (mod 4),
2m−1 if m≡ 2 (mod 4),
where
( ·
·
)
is the Jacobi symbol.
Proof. Define e(x) = (−1)Tr(x) for x ∈ GF(q). The cardinality of B2 is given by
|B2|= |{u ∈ GF(q) : Tr(u3− u) = 1}|= 1
2
∑
x∈GF(q)
(
1− e(x3− x)) (8)
By Theorems 1 and 2 in [4],
∑
x∈GF(q)
e(x3− x) =

(
2
m
) ·2(m+1)/2 if m≡ 1 (mod 2),
(−2)m/2+1 if m≡ 0 (mod 4),
0 if m≡ 2 (mod 4).
(9)
Combining (8) and (9) yields the desired results.
To determine the stabiliser of B2 in GA1(q), we need the following lemma.
Lemma 19. Let q= 2m, where m≥ 3. Denote the number of solutions to the following equations{
Tr(x3− x) = u
Tr(ax) = v
in GF(q) by N(u,v), where a ∈ GF(q)∗ and u,v ∈GF(2). We have N(u,v)≤ 2m−2+ 2m/2−1.
Proof. Let f (x) = Tr(x3). It is well known that the quadratic form f (x) has rank m− 1 when m
is odd and rank m− 2 when m is even. The desired conclusion then follows from Propositions
3.1, 3.2, and 3.3 in [10].
We now describe the stabiliser of B2 in GA1(q) with the following theorem.
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Theorem 20. Let q= 2m, where m≥ 3 and
B2 = {u ∈ GF(q) : Tr(u3− u) = 1}.
Then the stabiliser of B2 in G= GA1(q) is
GB2 =

{1(x) = x, pi0(x) = x+ 1} if m 6≡ 0 (mod 4),{
pi(x) = ωkx+α jω
−k, k ∈ {1,2}, j ∈ {1,2,3,4}}
∪{1(x) = x, pi(x) = x+ωk, k ∈ {0,1,2}} if m≡ 0 (mod 4),
where ω is a 3rd root of unit in GF(q) and
{
α j , j ∈ {1,2,3,4}
}
are the roots of x4+ x+ 1= 0
in GF(q).
Proof. First, we conclude that pi0(x) = x+ 1 fixes B2 as
Tr((u+ 1)3+(u+ 1)) = Tr(u3+ u2+ u+ u) = Tr(u3+ u).
Next we assume that pi(x) = ax+ b fixes B2. Then pi
′ := pi◦pi0(x) = pi(x+ 1) also fixes B2. This
gives us
Tr(pi(u)3+pi(u)) = Tr
(
(au+ b)3+(au+ b)
)
= Tr(a3u3+ a2bu2+ ab2u+ b3+ au+ b)
= Tr(a3u3+ a2(1+ b+ b4)u2+ b3+ b) = 1 (10)
and
Tr(pi′(u)3+pi′(u))−Tr(pi(u)3+pi(u))
= Tr
(
(au+ a+ b)3+(au+ a+ b)
)−Tr((au+ b)3+(au+ b))
= Tr
(
a(au+ b)2+ a2(au+ b)+ a3+ a
)
= Tr
(
(au+ b)(a1/2+ a2)+ a3+ a
)
= 0 (11)
for any u ∈ B2. Since pi(x) = ax+ b is a permutation of B2, Equation (11) can be written as
Tr
(
(a1/2+ a2)u+ a3+ a
)
= 0, ∀u ∈ B2. (12)
Let N0 be the number of solutions to the following equations{
Tr
(
(a1/2+ a2)x+ a3+ a
)
= 0
Tr(x3− x) = 1.
Equation (12) gives that N0 = |B2|, while Lemma 19 says that N0 ≤ 2m−2+ 2m/2−1 when a1/2+
a2 6= 0. Since |B2|> 2m−2+2m/2−1 by Lemma 18, to avoid a contradiction we must have a1/2+
a2 = 0.
When m is odd, a1/2+ a2 = 0 is equivalent to a= 1 as a 6= 0. Then (10) becomes
Tr
(
u3+ u+(b1/2+ b2)u+ b3+ b
)
= 1+Tr
(
(b1/2+ b2)u+ b3+ b
)
= 1 (13)
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for any u ∈ B2. By the same arguments as above, we will have b = 0 or 1, which leads to the
desired conclusion for odd m.
When m is even, a1/2+ a2 = 0 is equivalent to a = ωk since a 6= 0. Then (12) becomes
Tr(a3+ a) = Tr(ωk) = 0. Thus when m ≡ 2 (mod 4), we must have k = 0 and a = 1. Then
again we see that (10) becomes (13) and same arguments lead to b= 0 or 1, which is our desired
conclusion. When m≡ 0 (mod 4), Equation (10) becomes
Tr
(
ω2k(ω−2k+ 1+ b+ b4)u2+ b3+ b
)
= 0
for any u ∈ B2. With the same arguments as we gave for a, we must have ω−2k+1+b+b4 = 0,
which leads to
b=
{
ω−kα j if k = 1,2,
ωlδ if k = 0,
where δ ∈ {0,1}, j ∈ {0,1,2,3} and l ∈ {0,1,2}. Note that α j ∈GF(q) since 4|m, and for these
values of b, it is straightforward to verify that Tr(b3+ b) = 0 and (10) is satisfied, which means
pi(x) = ax+ b fixes B2. Hereby we complete our proof.
As a direct corollary of Lemma 18 and Theorem 20, we have the following conclusion.
Theorem 21. Let q= 2m, where m≥ 3. Define P = GF(q) and
B2 = {u ∈ GF(q) : Tr(u3− u) = 1}.
Then (P ,B2) is a 2-(2
m, k, λ) design, where
k =

2m−1− ( 2
m
) ·2(m−1)/2 if m≡ 1 (mod 2),
2m−1+ 2m/2+1 if m≡ 0 (mod 4),
2m−1 if m≡ 2 (mod 4),
and
λ =
{
k(k− 1)/2 if m 6≡ 0 (mod 4),
k(k− 1)/12 if m≡ 0 (mod 4),
where
( ·
·
)
is the Jacobi symbol.
It would be interesting to settle the following conjecture, which is confirmed by Magma for
m ∈ {3,5,6,7}.
Conjecture 1. Let m≥ 3 such that m 6≡ 0 (mod 4). Then the pair (P ,B2) is a 3-design.
6. The fourth family of 2-designs
In this section we consider the 2-design derived from the action of GA1(q) on the base block
B j := {u ∈ GF(q) : Tr(u) = j} for j ∈ GF(p), where q = pm. The cardinality of B is clearly
pm−1. We need to determine the stabiliser of B j in the group GA1(q).
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Theorem 22. Let q= pm be a prime power and
B j = {u ∈ GF(q) : Tr(u) = j}
for j ∈ GF(p). The stabiliser of B j in G= GA1(q) is
GB j = {pi(x) = ax+ b : a ∈ GF(p)∗, b ∈ B j− ja}
for j ∈ GF(p), and |GB|= (p− 1)pm−1.
Proof. Let u1 ∈ GF(q) with Tr(u1) = 1. Then we have
B j = B0+ ju1,∀ j ∈GF(p).
Suppose pi(x) = ax+ b∈ GA1(q) fixes B j, which is equivalent to
aB j+ b= aB0+ a ju1+ b= B0+ ju1 = B j.
Consequently,
aB0 = B0− (a− 1) ju1− b. (14)
Since aB0 is a linear subspace, we see that B0− (a− 1) ju1− b is also a linear subspace of
GF(q), which is the case if and only if−(a−1) ju1−b∈B0, or equivalently, Tr((a− 1) ju1+ b)=
0. Then (14) becomes aB0 = B0, which means pi
′(x) = ax fixes B0.
Let F := { f (a), f ∈ GF(p)[x]} ⊂ GF(q) be the minimal finite field that contains a. Since
aB0 = B0, we have F u0 ⊂ B0 for any u0 ∈ B0. If F 6= GF(p), then there must exist 0 6= u0 ∈ F
such that Tr(u0) = 0, i.e., u0 ∈ B0. This leads to F u0 = F ⊂ B0, which means every element in
F has trace 0. This contradicts to our assumption of F 6= GF(p). Thus we must have a ∈ F =
GF(p). Then from Tr((a− 1) ju1+ b) = 0, we have Tr(b) = j− ja, where a ∈ GF(p)∗.
Combining Theorem 22 and Corollary 2, we immediately have the following conclusion.
Theorem 23. Let q= pm, where m≥ 3 and p is a prime. Define P =GF(q) and B =GA1(q)(B),
where
B= {u ∈ GF(q) : Tr(u) = j}
with j ∈ GF(p). Then (P ,B) is a 2-(pm, pm−1, (pm−1− 1)/(p− 1)) design.
The 2-designs documented in Theorem 23 are in fact the 2-design formed by all the (m−1)-
flats in the affine geometry AG(m, p). Our objective here is to show that the geometric 2-design
formed by the (m− 1)-flats in AG(m, p) can be obtained by the action of GA1(q), and has a
simpler expression given in Theorem 23. We remark that the pair (P ,B) is a 3-design when
p= 2 and m≥ 3.
7. The classical linear codes of the 2-designs of this paper
A [v,κ,d] code C over GF(p) is a linear subspace of GF(p)v with dimension κ and minimum
Hamming distance d. Let Ai := Ai(C ), which denotes the number of codewords with Hamming
weight i in C , where 0≤ i≤ v. The sequence (A0,A1, · · · ,Av) is called the weight distribution of
C , and ∑vi=0Aiz
i is referred to as the weight enumerator of C .
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Let D= (P ,B) be a t-(v,k,λ) design with b≥ 1 blocks. The points of P are usually indexed
with p1, p2, · · · , pv, and the blocks of B are normally denoted by B1,B2, · · · ,Bb. The incidence
matrix MD = (mi j) of D is a b× v matrix where mi j = 1 if p j is on Bi and mi j = 0 otherwise.
The binary matrix B is viewed as a matrix over GF(p) for any prime p, and its row vectors span
a linear code of length v over GF(p), which is denoted by Cp(D) and called the classical code of
D over GF(p) [1, 14, 15, 16].
We do not plan to study the classical codes of the designs documented in this paper. Our
objectives of this section are the following:
1. To demonstrate that the codes of some of the 2-designs of this paper are optimal or have
best parameters known.
2. To justify that the construction and study of 2-designs could be very interesting from a
coding theoretic point of view, though it is more interesting to construct and study t-designs
for larger t in combinatorics.
3. To propose a few open problems regarding some of the 2-designs documented in this paper.
To achieve the objectives above, we consider only the designs in Theorems 17 and 21. For
odd m, we have the following conjecture.
Conjecture 2. Let m≥ 3 be odd. Let D= (P ,B2) be the 2-design in Theorem 21. Let C2(D) be
the binary code of the design D. Then C2(D) has parameters [2
m, 2m+ 1, 2m−1− 2(m−1)/2] and
weight enumerator
1+ uz2
m−1−2(m−1)/2 + vz2
m−1
+ uz2
m−1+2(m−1)/2 + z2
m
,
where
u= 22m−1− 2m−1 and v= 22m+ 2m− 2.
In addition, the dual code C2(D)
⊥ has parameters [2m,2m− 1− 2m,6].
Conjecture 2 is confirmed by Magma for m ∈ {3,5,7}. In all these three cases, the linear
code C2(D) is optimal
1. If Conjecture 2 is true, then C2(D) holds three 3-designs, and C2(D)
⊥
holds exponentially many 3-designs (see [6] for detail).
Table 1: Conjectured weight distribution of C2(D) for even m≥ 4.
Weight w No. of codewords A
⊥
w
0 1
2m−1− 2m/2 (2m− 1)2m−2/3
2m−1− 2(m−2)/2 (2m− 1)2m+1/3
2m−1 (2m− 1)(2m−1+ 2)
2m−1+ 2(m−2)/2 (2m− 1)2m+1/3
2m−1+ 2m/2 (2m− 1)2m−2/3
2m 1
1For the meaning of optimality and the justification of optimality of the codes, see http://www.codetables.de
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Conjecture 3. Let m ≥ 4 be even. Let D = (P ,B2) be the 2-design in Theorem 21 or let D =
(P ,B) be the 2-design in Theorem 17. Let C2(D) be the binary code of the designD. Then C2(D)
has parameters [2m, 2m+1, 2m−1−2m/2] and the weight distribution in Table 1. In addition, the
dual code C2(D)
⊥ has parameters [2m, 2m− 1− 2m, 6].
Conjecture 3 is confirmed by Magma for m ∈ {4,6,8}. When m = 4, the code C2(D)
is optimal. When m = 6 and m = 8, the code C2(D) has the best parameters known (see
http://www.codetables.de). If Conjecture 3 is true, then C2(D) holds four 2-designs, and C2(D)
⊥
holds exponentially many 2-designs for even m (see [7] for detail).
We remark that the linear code Cp(D) of the designD in Theorem 23 should have parameters[
ps,
(
p+ s− 1
s
)
, ps−1
]
.
A proof of this result may be found in [1].
The examples of codes above demonstrate that it is worthwhile to construct and study 2-
designs, as 2-designs may yield optimal linear codes. Hence, t-designs with small t are also
interesting, not to mention their applications in other areas of mathematics and engineering.
8. Summary and concluding remarks
The contributions of this paper are the construction of the five infinite families of 2-designs
and the determination of their parameters, which are documented in Theorems 4, 9, 12, 17, and
21. Another contribution of this paper is a different representation of the 2-design formed by the
(m− 1)-flats in AG(m,q), which was documented in Theorem 23.
Though the construction of t-designs with group action is a standard approach, selecting a
proper point set P , a suitable permutation group G on P with a certain level of homogeneity
or transitivity, and a suitable base block B is the key to success for obtaining t-designs with
computable parameters t, v, k and λ. If the permutation group G or the base block B is not
properly selected, computing the parameter k= |B| may be infeasible, let alone the parameter λ.
In this paper, we considered the point set GF(q) and the permutation group GA1(q) together
with some base blocks, which are defined by cyclotomic classes or quadratic forms. There are a
few families of permutation groups on GF(q) with a certain level of transitivity or homogeneity
[2, Chapter V]. In principle, we may consider the 2-designs obtained from the action of the
general affine group GAn(q) on the same base blocks, but it would be hard to determine the
parameters of the corresponding 2-designs for large n. We restricted ourselves to the action of
the group GA1(q), as this group has a very small size and is simple. Our base blocks were
carefully selected, so that their block sizes and their stabilisers in GA1(q) could be determined.
It in interesting to note that the group action of GA1(q) can produce 3-designs sometimes.
While some people may have the opinion that 2-designs are not very interesting due to their small
strength, the discussions in Section 7 show that 2-designs could be very attractive in coding
theory. It would be nice if the three conjectures presented in this paper could be settled. The
reader is cordially invited to attack these problems.
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