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Abstract— Saliency map detection, as a method for detecting 
important regions of an image, is used in many applications such 
as image classification and recognition. We propose that context 
detection could have an essential role in image saliency detection. 
This requires extraction of high level features. In this paper a 
saliency map is proposed, based on image context detection using 
semantic segmentation as a high level feature. Saliency map from 
semantic information is fused with color and contrast based 
saliency maps. The final saliency map is then generated.  
S imulation results for Pascal-voc11 image dataset show 99% 
accuracy in context detection. Also final saliency map produced by 
our proposed method shows acceptable results in detecting salient 
points. 
Keywords-component; Saliency Detection; Semantic 
Segmentation; Context Detection; Convolutional Neural Networks 
I. INTRODUCTION 
Image saliency is introduced as a metric for image 
importance analysis. Image saliency represents importance of 
the image regions for the human visual system. The eye fixation 
data is used to create the image saliency ground-truth [1]. Eye 
tracking methods are applied on different people to measure how 
much attention they have on each region of an image [1].  
Image saliency analysis is widely used in many applications 
such as video compression [2], object recognition [3], photo 
rearrangement [4] and image classification [5]. Although Image 
saliency is studied in many recent researches but its accuracy 
still is a challenging problem. One of the most important factors 
to determine the pixel saliency is its contrast in its neighboring 
area. Considering the relationship between local image contrast 
and other regions give better insight in contrast formation. 
Hence, in [6] the structure contrast with an energy function 
minimization is used to create contrast measure suitable for 
saliency map. Image contrast, by itself cannot be a proper feature 
for saliency map generation and must be used along with other 
features to efficiently generate saliency map. Color 
specifications can be considered as another factor to make 
attention in human visual system.  
There are many recent studies on saliency detection 
concentrating on the image color specifications. Global color 
information as well as local image information in neighboring 
area are considered as efficient features  for saliency detection. 
In [7], a high dimensional color transform and random forests 
are used to extract saliency map. In some of recent studies both 
of the contrast and color features are used for saliency map 
generation. In [8] local and global information are used 
simultaneously for saliency map generation. Results of color and 
contrast features are then fused using Principle Component 
Analysis (PCA). In [9] the homogeneity of the saliency results 
are improved by utilizing a segmentation method as a means for 
saliency detection. 
In recent years Convolutional Neural Networks (CNNs) are 
widely used is most computer vision applications. CNNs are 
introduced as the state of the art method in classification, pattern 
recognition and image segmentation. CNNs are also widely used 
as powerful semantic segmentation tools. Semantic data is 
considered as one of the high-level information which an image 
holds and can be used as output for the CNNs. On the other hand, 
learning methods on CNNs can be used directly in saliency map 
detection [10]. 
In this paper semantic data using a trained CNN as well as 
color and contrast data are utilized to generate the saliency map. 
At first, importance level of each pixel of the image is found 
based on the image context. Then saliency map is created using 
semantic segmentation.  CNN produces both the semantic 
segmentation and the image context. Two other saliency maps 
are also generated based on color and contrast. Finally saliency 
map generated from the three mentioned methods are fused and 
the final saliency map is generated. Using high level features , 
e.g. semantic segmentation in saliency detection, improves  the 
homogeneity as well as fidelity of the results. 
II. SEMANTIC SEGMENTATION AND CONTEXT DETECTION 
Semantic segmentation can be used as high level feature for 
saliency map detection. Recently Fully Convolutional 
Networks (FCNs) have been used as effective method to most 
of computer vision tasks. We will show that the order of the 
image regions based on their semantic segmentation can be 
useful for saliency detection. In the followings the FCN 
structure for semantic segmentation and context detection are 
briefly reviewed. 
  
A. Fully Convolutional neural Network  
In recent years, CNNs are extensively used in previously 
challenging tasks such as object detection, image classification 
and scene understanding. Three most important parts of the 
network structure include convolutional layer, pooling layer, 
and fully connected layer. Each convolutional layer contains 
convolution operators and a non-linear activation function. 
Convolutional layers are used for efficient feature extraction 
and as the number of convolutional layers is increased, the 
network can be used to approximate more complex non-linear 
functions. Due to the efficient network structure, the number of 
network parameters is reduced dramatically and its training 
process and implementation are simplified. Because of the local 
filtering in convolution layers, the problem of over-fitting is 
reduced. In recent years Fully Convolutional Networks (FCNs) 
are introduced as a version of conventional CNNs capable for 
performing semantic segmentation. A sample FCN structure is  
illustrated in Fig. 1 [11]. FCN structure is similar to CNN 
structures except the fully connected layers are replaced with 
up-sample layers.  
  
B. Image context 
Similar objects in different environments can be meant in 
different ways, so human visual attention is different in different 
environments. For example attention to a building in a jungle 
view can be different to the same building but in a city view. In 
this regard higher or lower attention on different objects can be 
considered in different applications.  Image view in which 
different objects result different meanings can be considered as 
image context. Image context detection plays an important role 
to determine the importance of the image objects. For example, 
the context of the traffic control system images can be 
considered as vehicle. In this context vehicles are the most 
important objects and buildings are not important at all. Image 
context detection can be considered as an effective 
preprocessing step for saliency detection. 
III. PROPOSED METHOD 
In this section our proposed method for saliency detection is 
presented. The block diagram of the proposed method is 
illustrated in Fig. 2. It can be observed from Fig. 2 that saliency 
map is generated based on three features , which are color, 
contrast, and semantic segmentation. In the followings the 
proposed method is presented in more details.  
A. Saliency maps by color and contrast 
Since human cognition system can process a limited data at 
a time, its focus would be on certain regions determined by the 
color and contrast of regions [5]. Regions with higher contrast 
can be better visualized.  Therefore, converting the image from 
RGB to HSV can be useful for extraction of the image color and 
value.   
 
Figure. 1. Fully Convolutional Neural Network Structure [11] 
Local pixel contrast is calculated based on the energy of the 
surroundings of an image block. Energy of each block in channel 
𝑉 is obtained by (1) where Vis are pixel values and V̅ is the mean 
value of the pixels of the block and SCN  is the contrast saliency. 
SCN  = 
1
n
∑(Vi -V̅)
2
n
i=1
                                      (1) 
In the color selection, the higher saliency values are assigned 
to the warmer colors. For this purpose, a spectral filtering is 
applied on the hue channel in HSV space as described by (2), 
where 𝐻 is the magnitude of this channel and SCL1 is the color 
saliency. Based on (2), a saliency value from zero (least 
significant color) to one (most significant color) is obtained. For 
adaptive filtering a parameter 𝑃 is defined as (3) in which higher 
𝑃 makes the filter sharper.  
  SCL1 =
1
2
(𝑐𝑜𝑠(2πH) +1)                                                       (2) 
SCL= SCL1
P
                                         (3) 
Fig. (3) illustrates applying spectral filter on Channel V to 
reach color saliency. 
 
Figure. 2. Schematic diagram of the proposed method 
  
 
Figure. 3 Spectral filtering for color saliency. 
B. Context detection 
Semantic segmentation results can be used as a high level 
feature for context detection. For this reason, we classified 
segmentation results into five classes as  shown in Table 1. Then 
a multilayer neural network is applied for classification as 
depicted in Fig. 4. The area of each segmented object is used as 
input feature of the neural network. Finally, output layer of the 
classifier is equipped with a soft-max layer. The same training 
image set that is used for semantic segmentation is  also used in 
case of the context detection. 
 
Figure. 4. context detection  
 
Table 1. Image contexts of the proposed method.  
context Pet 
Other 
animals 
Vehicle Indoor Others 
Number of training 
images 
243 284 549 236 152 
Number of test 
images 
240 297 537 227 148 
 
C. Semantic based saliency map 
The semantic segmentation label for each pixel has  the most 
important information for the saliency detection map. To 
generate saliency map from pixel labels, a Look-Up Table 
(LUT) structure is used as shown in Fig. 5. Level of importance 
of each pixel is determined by an LUT. This importance level 
is different in different LUTs based on the contexts  of an image. 
There are six LUTs which five of them are based on the image 
context and one LUT can be user defined depending on the 
needs of the user.  
As illustrated in Fig. 5, each pixel semantic label is feed to 
all six LUTs and six corresponding saliency maps are 
generated. Finally, saliency map is selected from the LUT 
outputs based on pixel context and application. 
 
 
Figure. 5. Semantic based saliency map. 
 
D. Saliency map fusion 
Three saliency maps, based on image semantics, color, and 
contrast, are combined with each other using a fusion method. 
At first, all three saliency maps are normalized and color based 
saliency map (SCL) is combined with contrast based saliency 
map (SCN) by a linear function using (4).  ω1  and ω2  are linear 
coefficients which determine the importance of each map in the 
final saliency map and SCN,CL  is color-contrast saliency map. 
      𝑆𝐶𝑁,𝐶𝐿 = 𝜔1𝑆𝐶𝑁 + 𝜔2 𝑆𝐶𝐿                        (4) 
Final saliency map (Sfinal ) is obtained using (5) in which 
SSSEG  is saliency based on semantic segmentation. 
Sfinal  = SSSEG.SCN,CL                         (5) 
E. post processing 
Central regions of image are more noticeable for human 
eyes. In this regard the saliency map resulted from the previous 
section is modified using a two dimensional Gaussian function 
as (6). D is the Euclidean distance between the central image 
pixel and each pixel with coordinates (𝑥, 𝑦) that is obtained by 
(7). Also, 𝑀  and 𝑁  are image dimensions and 𝜎 2  is the 
variance of the Gaussian function. 
       𝑓(𝑥, 𝑦) = 2 + 𝑒
− 
𝐷2
𝜎2 max(𝑀,𝑁)                         (6) 
 
       D=√(x-
M
2
)
2
+ (y-
N
2
)
2
                        (7) 
 
Finally, the saliency map is smoothed with a low-pass filter 
for better visual quality. 
IV. EXPERIMENTAL RESULTS 
Saliency detection algorithm is trained and tested on Pascal-
voc11 image dataset [12]. Pascal-voc11 data set contains 2913 
images which are semantically segmented into 20 classes.  The 
class information for segmentation contest is included in Table 
2. We used pre-trained network parameters for semantic 
segmentation [13].  All 20 object classes are considered to be a 
member of the five contexts of Table 1. Using Keras, an MLP 
structure is applied for context detection which has two hidden 
  
layers with 120 neurons. Relu is applied as  the activation 
function and in the output layer a softmax is utilized. The 
parameter 𝑃  in (3) is considered to be equal to 4 and we 
experimentally set ω1 =ω2 =0.5 in (4). For post processing, we 
set 𝜎 2 to 40 in (6) and for low-pass filtering a mean filter with 
size 20×20 is applied.  
 
Table 2: Statistics of the segmentation image sets [12]. 
 
 
In Fig. 6 all steps of the proposed method are illustrated for 
some of the images of the Pascal-voc11 dataset. In Fig. 6(b) and 
Fig.6(c) salient points are resulted based on contrast and color 
information respectively. In Fig.6(d) salient points are based on 
semantic segmentation. In Fig. 6(e) results are from the fused 
saliency map and in Fig. 6(f) final results after performing 
center priors and mean smoothing filters are illustrated. 
It can be observed that the fusion results have better 
representation of the salient points than the other three methods. 
In Fig. 7 the convergence of the MLP for context detection is 
depicted in terms of its accuracy.  
 
Our results show that the accuracy of our method is highly 
related to semantic segmentation results. It is useful to note that 
we have used one of the earliest versions of deep neural 
networks for semantic segmentation. Using state-of-the-art 
CNN structures could lead to better semantic segmentations. 
V. CONCLUSION 
A novel algorithm in saliency detection based on semantic 
information was presented. Three saliency maps based on 
semantic features, color, and contrast were applied. A CNN was  
used to generate semantic segmentation labels and an MLP 
utilized these segmentations for context detection. Using High 
level image features in form of semantic segmentation yielded 
99% accuracy in context detection. Simulation results , from the 
Pascal-voc11 image dataset, showed that using context 
detection as well as color and contrast features would lead to an 
acceptable saliency map. 
In our future work we will use more accurate deep learning 
methods to produce semantic segmentation. Also we will 
consider more features to create complementary saliency maps. 
 
      
      
      
      
      
a) Original image b) Contrast based 
saliency 
c) Color based 
saliency 
d) Semantic 
segmentation based 
salincy 
e)  Fused saliency 
map before 
smoothing and 
center prior 
f) Final saliency map 
(Proposed) 
Figure. 6. Visual illustration of saliency map detection. 
  
 
 
Figure. 7. Context detection training accuracy. 
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