Abstract. This search deals with the control of a process in order to take into account non linearities without parameters identification. Neural networks properties are exploited for the modelling of non linear features, and a formalism is proposed to design a neural model which can be used directly as a controller. We apply this formalism to the modelling of a non linear mechanical load torque feature coupled to an induction machine in order to design a speed controller. A partial and a global neural method are presented. In order to overcome modelling errors or any process changes, an adaptive on line method is proposed. At last, simulation and experimental results are presented.
Introduction
The use of electrical machines in robotics has shown the difficulties to consider mechanical load torques exactly. In speed controls, usual regulators calculated for an operating point, can't take into account a highly non linear load torque anywhere on the working area. In the case of load torque with threshold (due to friction) this type of controller has difficulties to control the speed especially near zero.
In this paper, we propose a method to solve this problem using a neural network. In a first time, we give the basic rules of the neural network approach, and explain a faster identification method than the well known backpropagation one. Then, we apply this concept to the modelling of a non linear load torque for an induction machine speed control. In the third part, we propose an adaptive control in order to compensate modelling errors and mechanical disturbances. At last, experimental results will show the validity of the approach.
Mathematical considerations about neural approach

The neuron
A neuron is a mathematical processor which can transform the sum (or product) of weighted inputs data by the way a e-mail: betty.semail@eudil.fr 
The connection of the neurons in network serialises the activation functions and allows the approximation of any function of the input space in which the neural network is connected. The weights and the biases have many degrees of freedom. The neural network operates like an estimator which memorises the function via its weights and its different layers.
In this paper we shall consider only the feedforward topology. Other topologies like recurrent neural networks exist and are used for time series prediction [1] [2] [3] .
Learning methods
The neural identification consists in finding the best synaptic weights values in order to minimise the mean square error between the real function and the approximated one. The main learning methods are based either on an iterative weights fitting (backpropagation) [2, 3] or on a selective exploration of the whole solutions (genetic algorithms). These methods converge through an optimal solution relatively to the activation functions chosen in the neural network. Usual activation functions implanted in neural networks are thresholds, sigmoids... These functions have the main drawback to create local minima in the error shape during the learning phase, that decreases the optimality. To solve this problem it is better to activate the neurons with orthogonal functions [4] .
Usual learning algorithm may be applied on general neural networks whose activation functions are chosen a priori, without any knowledge about the real feature. On the other hand, it is possible to take advantage of this knowledge to choose activation functions with the same nature as the relation to approach. Consequently, if the mathematical structure of the model is closer to the ideal one, the learning phase may be easier and the learning result more satisfactory.
Once the natures of the activation functions are chosen, we have to find the optimal combination of weights. At this stage, it is possible to use iterative methods, but in order to avoid their main drawback which is a long calculation time to reach the optimal solution, it is possible to solve the equations system describing the neural network. This method is particularly well adapted for a single hidden layer neural network. To simplify the resolution, we initialise input weights using statistical values, and finally we obtain left unknown weights using pseudo inversion matrix method [5, 6] .
Let us consider a single hidden layer neural network with q inputs and m outputs (Fig. 2) where Oh denotes the hidden layer output vector, W 2 the output layer weights matrix, O the output vector of the neural network and T the output vector to approach. The W 1 hidden layer weights and B 1 biases matrix are initialised respectively with inverse square root of variances and means over square root of variances.
The area of each normalised input variable is shared in as many sub-areas as there are neurons in the hidden layer (Fig. 3) . Thus, µ iij represents the average of the samples of the input variable I i on the jth part of the area of this variable, just as, σ iij represents the variance of the samples of the input variable i on the jth part of the area of this variable. The following expression denotes the matrix equation of the neural network output. W 2 is a matrix p × m; Oh is a matrix n × p. The learning method has to minimise the error between the desired vector T and the output vector O. We can consider this expression as a linear equations system to solve. The pseudo inversion of Moore Penrose provides us an optimal solution in the sense of the least mean square error:
Compared with backpropagation method, the initialisation of weights reduces the computation time by more over 1000 for an equivalent (usually better) result.
Neural control
Before designing any control, it is necessary to model the system and eventually point out the non linearities which may occur.
For that aim, we use the causal ordering graph, of the system, extracting the non linear relations, in order to highlight the neural modelling and control possibility.
Representation of a system
In this paragraph we shall present some basic rules of the causal ordering graphs. Its formalism is based on the famous Mason's rules [7, 8] .
The causal ordering graph is a graphical representation of the relations of all the physical state variables of a system. This transcription is a symbolic description of the causalities between all the state variables evolving in the time. The graph connects the different transformation elements, called processors, which are represented by a single when they are linear and a double bubble when they are not (Fig. 4) .
The processor acts following the laws of the causalities, i.e. an effect is always produced by a cause. Moreover, it is necessary to distinguish the relations not depending on time from the other ones. So, relations with double arrow represent rigid relations, i.e. not depending on time, and single arrow represent causal relation, i.e. dependent of time (Fig. 5 ).
The symbolisation of the arrows has been inspired from the theory of the sets. In fact, the double arrow describes a bijective relation, i.e. each element from the set of the inputs has only an image in the set of the output and vice versa. In these conditions, it is always possible to determine what the value of the input corresponding to an output is. Consequently, such relations are reversible. On the other hand, when the relation is causal, the single arrow denotes that the relation is not univocal, i.e. a value of an output can correspond to several different values of inputs [8] .
Design of a control
A model based control
In this paragraph, we are interested in the design of a control for the non linear system. The easier way to control a system is the boolean control. Power electronic is well adapted to this technique because of its main component, the switch. The boolean control consists in comparing the output of a process with regard to a reference, if the difference is positive or negative the control variable is increased or decreased. This control is very robust in relation to the perturbations and parameters changes. Nevertheless, the boolean control is inappropriate for high order system according to the stability. Moreover, this control is very simple to perform but has the main drawback of soliciting the switches of the power converter when the system is nearby the steady state. In order to reduce notably the oscillations around a reference, the switching frequency applied must be as high as possible, which then involves the fatigue of the components. Consequently, it is necessary to introduce an hysteresis in order to counteract this drawback.
The main interest of such a control is its versatility, it can be applied to linear, non linear even non stationary process despite any knowledge about the parameter of the system. Nevertheless, the uncontrolled switching frequency implies harmonic troubles, and a too large width of the hysteresis decreases the previous qualities. That is why this control is not really used in power system controls. In this way, to optimise the controls, it is necessary to take into account the dynamics of the system.
The causal ordering graph inversion
The process control is based on the change of the state variables flow and involves the respect of causality rules. The main idea is to provide the right cause in order to produce the desired effect. For these reasons the causal ordering graph is convenient to define graphically the control structure.
In this way, the control of a system is designed graphically using direct or indirect inversion of the relations. Figure 6 illustrates two types of inversion met in the control of linear systems. A direct inversion is used for a rigid relation. On the other hand, for causal relation, an indirect inversion is done thanks to a control loop. This formalism can be spread to the non linear systems; nevertheless it is necessary to add to rigid non linear relations, the notion of reversibility. In fact, a non linear relation can be independent of time, i.e. rigid, but not reversible: this is the case of a saturation. In the next paragraph we shall explain the procedure in order to design the controller when the system is non linear.
Methodology to control a non linear system
First order systems
First let us consider the control of a first order causal system. Let us take, the case of a system linking an output Y and a control law U through a non linear relation (6) . Its global representation using causal ordering graph is shown in Figure 7 →Ẏ = f (Y, U ).
We consider that this first order system is described by a non linear differential (5). 
Global indirect inversion
The causal ordering graph formalism shows us that the causalities of this system can not be inverted directly in order to design the control; consequently the graph becomes the following one (Fig. 8) .
The use of a linear controller is not always efficient to ensure the right pursuit of the process output in relation to the reference. In fact, it depends on the nature and of the "hardness" of the non linearities. That's why we propose a decomposition into several elementary processors in order to design other control structures to take into account the non linearities.
Partial neural control
Splitting the graph of Figure 7 , we can extract at least one rigid relation from the global causal system (Fig. 9) .
The causal ordering graph formalism allows us to design a second control scheme using an indirect inversion and a compensation (Fig. 10) .
We notice in this scheme that only the rigid non linearity is completely taken into account in this kind of control. The non linearity of the causal relation 1 should be linearised in order to determinate the best linear controller ; in this way, this non linearity will influence the behaviour and the time response of the transients. On the other hand, the advantage of such a control is to compensate the non linearities in the steady state. A neural network can approximate the relation˜ 2 and be placed instead of the compensation relation in the control scheme. Here, it deals with a single input single output network. Its learning needs experimental samples (y, u) which are easy to obtain in steady state; the control does not need any parameter identification. We shall call this control, a partial neural control.
Total neural control
To improve the non linearities consideration, the non linear causal processor of Figure 7 is split into elementary processors. The modelling and control causal ordering graphs associated with this third scheme is illustrated Figure 11 .
As previously, a first rigid relation 2 has been extracted, then we have decomposed the non linear causal leaving relation into a non linear rigid one 1 , and a causal linear one which is an integrator. For the control, the relation 2 can be compensated using the estimated relatioñ 2 and, the relation 1 can be inverted using the estimated relation˜ −1
1 . So, all the non linearities are taken into account. The integrator is corrected using a controller which imposes the response time of the closed loop system. The non linear rigid relations˜
and˜ 2 may be modelled using a neural network.
In opposite to the previous partial neural control, the main difficulty here is in the sample phase: actually, this type of control requires the knowledge of the values (U, Y,Ẏ ) if a single network is used to interpolate˜ −1 1 and 2 .Ẏ is computed using variations of Y which requires a previous filtering or a smoothing of the derivative in order to avoid the disturbances due to the noise. In fact, if the sampling period T e is very little and that the derivative is calculated using the variations
, the slightest noise on Y implies the change of the sign of the derivative and, consequently, alters the calculus. This filtering may occur a shift and biases the neural model of the system.
Generalisation for the nth order systems
If we want to apply the total indirect inversion to a non linear n order system, the remarks about advantages and drawbacks of such a control will be quite the same as in the case of first order global indirect inversion. The same remark can be made for the partial neural control.
In regard to the total neural control of an n order system, we have to decompose the graph into elementary processors, in order to make only integrators as causal relations appear, and several rigid relations grouped in a unique rigid relation .
The graph inversion allows to design a control (Fig. 12 ) in which a non linear relation˜ −1 is required in order to compensate the non linearities; the relations 1 to n allow the indirect inversion of the integrators and offer the possibility to control the response time.
As previously, such a control is very sensitive to the noise because of the generation of output derivatives which are necessary for the relations˜ −1 , 1 , ... , n . Especially for a high number n.
Application to an electrical speed drive
Different kinds of non linear phenomena occur in electrical drives. They may be due to the static converter, to the magnetic materials, moreover the load torque applied on the electrical machine shaft is often unknown and non linear too. Several approaches may be used to cope with this problem; in particular, fuzzy speed or position controllers are developed [9, 10] . However, the rules definition and the tuning of the controller seem difficult to achieve [11] . Moreover, comparisons between fuzzy and neuro-controllers have been made, showing quite equivalent dynamic response obtained from the two approaches [12] . So we have tried to consider this phenomenon using neural approach to control the speed of a non linear loaded induction machine. Using field oriented control for flux and currents regulation, we shall neglect the current time response besides the mechanical loop one. The general scheme may be applied to an induction machine model equations in the rotor flux frame. In that reference frame, the electromagnetic torque depends on the rotor flux Φ rd and the stator current I sq . Generally, the flux value is kept constant, and the current I sq controls the electromagnetic torque C em [13] , through the 138 The European Physical Journal Applied Physics Fig. 12 . Graph of a total neural control of a n order system. relation (6) . Thus the current I sq gives an image of the electromagnetic torque.
Then, the mechanical equation is considered:
where J is the total moment of inertia, fΩ the friction torque, C r the non linear load torque, C em the electromagnetic torque, p the number of pair of poles, M the coefficient of mutual inductance and L r the rotoric cyclic inductance. The non linear torque C r is supposed to be a non linear rigid relation of the speed.
As previously explained, we can use two neural control schemes to consider the non linearity of the load. The first method, partial neural control, consists in considering that the non linear system is in fact a linear one perturbed by a non linear one. In this case, the regulation of the linear system is ensured by a linear controller and the non linear perturbation is compensated using a neural network [14] . The second method, called total, neural control, consists in considering all the process as a non linear one [15, 16] .
Partial neural control
To achieve partial neural control of the studied device, let us draw the causal ordering graphs of Figure 13a , associated to relations (7) and (8) .
Supposing that the non linearity comes from equation (9), the causal ordering graph can be reorganised, showing the non linear rigid relation 4 and the causal linear one 3 : Following the causal ordering graph laws, the architecture of the control is drawn, using symmetry properties (Fig. 14) . On the graph of Figure 14 , we can see that the control is composed of a main loop which ensures the pursuit of the linear part of the process thanks to a controller C Ω and, a non linear compensation is required to compensate the non linear rigid relation . A neural network can be used to approximate this relation 4 . Before using the neural network for compensation, it must be trained with samples which characterise the perturbation. In our case, the perturbation is the unknown non linear load torque C r . So we need to sample the process in order to constitute a set of data of the electromagnetic torque in the steady states. To avoid splitting the load torque in two parts, a linear one fΩ and a non linear one, C r , we shall reduce the relation 3 to 3 Figure 15 illustrates the learning result of a simulated non linear mechanical load feature. The divergence and the lack of neural estimation outside the knowledge domain. This remark leads us to add saturations in order to limit both speed domains. Figure 16 shows the complete control scheme of the induction machine: the main speed controller is a traditional PID one; it may be noted that theoretically, a simple proportional would have been accurate in regards to the integration of the relation 3 . Nevertheless, because of learning errors, it is better to use an integral controller. This regulator has to realise the reference pursuit function, and to ensure the stability of control loop in case of load overcompensation.
On the other hand the neural network compensates the non linear part of the plant at each time. In Figure 17 , we can see the efficiency of the neural compensation for a start-up. The method has been checked especially for low speed and around standstill as the non linearity is more important in this area. These results show that the neural compensation is able to overcome the difficulties due to the friction threshold.
Total neural control
Let us now consider the complete mechanical equation, where the non linearities may be dependent on speed or acceleration. Using the causal ordering graph of the mechanical part of the electrical machine (Fig. 13) , it is easy to define graphically the total neural control scheme. As explained in paragraph 3.3.4, we are going to extract all the non linear rigid relations of the process, in order to make a pure integrator appear. Then, the control is designed by writing the graph (Fig. 18 ) the integrator is corrected using a controller (a simple gain is theoretically sufficient) and the rigid relations 1 and 2 are inverted. For the non linear rigid relation 2 , it is previously necessary to verify if it is really invertible.
It appears in the previous control scheme that a neural network may be useful to achieve the non linear relation 2 looks like a surface which is possible to sample in order to realise a data base of this characteristic. Sampling the working surface means measuring the q axis current for all speeds and accelerations of the speed phase area. In that purpose, it is easier to control the motor speed, even with poor performance correctors. Then, samples (I sq , Ωκ, Ωκ − 1) are used to train the neural network by the learning method proposed previously. Figure 19 shows the high performances of the neural networks to model a discontinuous mechanical load (due to friction) from experimental samples. These samples are obtained thanks to a classical linear drive. The prototype system contains an 3 kW induction machine coupled to a DC machine feed by a chopper. The latter, piloted by a DSP, is able to emulate different mechanical load torques. Another DSP implanted into a 486 DX 66 ensures the control of the induction machine and the storage of physical measures. The calculus time to perform the neural vector drive of the induction machine is ensured in 200 µs.
The aim of such a previous control is to sample the electromagnetic torque for any speed and for any acceleration.
Once the neural network is initialised with the right weights, it can give back the correct I sq current for any speed-acceleration couple. So the neural network is used to realised the −1 2 relation of Figure 18 . The controller has to compute the acceleration reference from real and reference speed; consequently if T is the desired response time, the controller will be reduced to a proportional gain following equation (8) .
As seen before, the quality of the neural estimation decreases rapidly outside of the learning area. So the inputs have to be limited. These limitations can be learned by a neural network in order to determinate the borders of the model [17] . The complete control scheme is given in Figure 20 . The speed control performances are shown in Figure 21 , either from simulation or experimental trials.
The figure shows steady state errors both in simulation and in experimentation due to identification errors or process changes. In order to overcome these static errors, either an integral coefficient is added to the speed controller, either the neural network controller is adapted on line.
Adaptive neural control
The neural model does not constitute a parametric model. So it is not possible to identify process parameters at first in order to modify the controller in a second one. This consideration implies the use of a direct adaptive method. Moreover, as the non linear controller is supposed to linearise the process, we can consider that the system reacts like a linear reference model. These considerations lead to the scheme below (Fig. 22) .
The adaptive control is based on the minimisation of quadratic criterion J in order to reduce the mean square errors between the output's process Y and a reference model Y * [18] .
with Q a weighting matrix. The neural weights are updated using backpropagation law (14) :
where µ is a learning rate, Θ the weights matrix.
It may be noted that we have chosen this learning method because it is not possible to invert matrix on line, as initialisation method does off line. Expanding the criterion J, we can write: Since the output of the model does not depend of the variable Θ then
The weights update becomes as follows:
The process depends on parameters Θ through the control law U (k), we can write:
We can write the simple derivatives expression of the output neural network O NN with respect to the different weights. 
∂U (k)
Experimental results show the advantages and the sensitivity of on line adaptive control (Fig. 23) . To outline the adaptive neural network advantages, the real load torque has been increased after the learning phase; it was six times greater than the learned one.
Conclusion
At first sight the neural identification seems sophisticated, but in fact the weights initialisation proposed method combined with an optimum neural topology simplifies its utilisation and increases the learning rate. The experience proves the efficiency of this off line identification of a non linear load torque and the neural speed control. The experimental low speed control can give opportunities for robotics axes positioning with induction machine. The adaptive control results show the capabilities of the neural network to correct on line its own errors. Good results let us think of extending neural control for the currents and flux regulators. Neural networks possibilities are used in this paper to improve speed control of a non linear loaded induction machine. Two control schemes have been presented, either a partial neural control or a total one, which consider respectively speed or speed and acceleration dependent load torques. It may be noted that a position dependent load torque would be taken into account by the same way, all the more the angular position is measured. However, the off line identified network may suffer from load changes. To overcome this problem, an adaptive on line approach is proposed using backpropagation, learning method. The experimental results obtained at low speed prove the accuracy of the speed control method.
