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Abstract 
 
Artificial Intelligence is becoming part of our lives, performing a huge variety 
of task nowadays. Recent trends in this field applied to robotics have seen a 
shift towards the use of reinforcement learning. Specifically, the use of Deep 
Learning combined with reinforcement learning classic techniques have 
shown huge improvements in this area. This project will focus in the 
development of a humanoid robotic arm with a laser pointer at its end capable 
of aiming where a camera is looking using a deep reinforcement learning 
technique called Deep Q-learning (DQN). We present an approach that uses 
three dimensional (3D) simulations to train this three-joint robotic arm in 
this task without any prior knowledge of the environment or the arm 
kinematics. The agent uses as input the distance between the point the arm 
is aiming and the point where the camera in this case is looking and outputs 
motor actions. The space of states has a very high dimensionality, so the use 
of discretization and a proper reward system is needed for learning the policy. 
Our results demonstrate that the use of DQN can be used to learn control 
policies that solve our proposed task. The agent demonstrates great 
performance when it needs to generalize when its faced to unfamiliar 
environments. Even so, the ability to generalize using deep reinforcement 
learning needs further research. 
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Resumen 
 
El uso de la Inteligencia Artificial cada vez forma más parte de nuestras 
vidas, desarrollando gran cantidad de tareas. Los últimos desarrollos en este 
ámbito aplicados a la robótica tienden al uso de soluciones basadas en el 
aprendizaje por refuerzo. Concretamente, mediante el uso del Deep Learning 
aplicado a técnicas de refuerzo tradicionales se han conseguido grandes 
avances en esta área. Este proyecto se centra en el desarrollo de un brazo 
robótico humanoide con un puntero láser en la punta que mediante el uso de 
una técnica denominada Deep Q-learning (DQN) sea capaz de apuntar donde 
una cámara este mirando. Nuestro método hace uso de un simulador 3D para 
el entrenamiento del brazo robótico en el cual el brazo no dispone de ningún 
conocimiento sobre el entorno que lo rodea ni del funcionamiento del mismo 
brazo. El agente usa como entrada la distancia entre el punto donde apunta 
el brazo y el punto donde mira la cámara y devuelve como acción un cierto 
movimiento de cada motor que forma el brazo. El espacio de estados tiene una 
enorme dimensionalidad por lo que el uso de discretizaciones y el uso de un 
sistema de recompensas adecuado es necesario para el aprendizaje de la 
política. Nuestros resultados demuestran que el uso de técnicas como DQN 
pueden usarse satisfactoriamente para el aprendizaje de políticas de control 
que resuelvan la tarea propuesta. También obtenemos buenos resultados a la 
hora de enfrentar a nuestro agente a entornos en los que no fue entrenado. 
Aun así, la capacidad de generalizar para el uso sistemas robóticos usando 
aprendizaje por refuerzo aún necesita mayor investigación. 
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Capítulo 1 
Introducción 
 
En la robótica actual se utilizan brazos robóticos para muchas tareas 
relacionadas con el ámbito industrial, como puede ser la recogida de objetos 
pesados, corte láser y la realización de movimientos muy precisos. Sin 
embargo, todo esto es gracias a que siempre actúan en un entorno muy 
controlado. 
Aun siendo de gran utilidad en ciertas funciones, estos robots no pueden 
adaptarse cuando son expuestos a un entorno que desconocen, en concreto, 
ambientes en los que tengan que relacionarse con personas. Este proyecto 
parte como base del trabajo realizado por el Grupo de Robótica Cognitiva 
Computacional del Departamento de Inteligencia Artificial de la Escuela 
Técnica Superior de Ingenieros Informáticos de la Universidad Politécnica de 
Madrid en el cual se diseña una plataforma basada en un brazo robótico y una 
cámara con el fin de ayudar a personas discapacitadas a mantener una 
interacción visual con un interlocutor humano [24]. El proyecto está basado 
en lo que se denomina HRI (Human-Robot Interaction), un ámbito dedicado 
al diseño de sistemas robóticos para su uso con o para humanos [25]. Esta 
interacción tiene dos posibles formas dependiendo de la proximidad de 
interacción entre humanos y robots. En primer lugar, interacciones remotas; 
donde el robot y el humano están separados espacialmente (por ejemplo, el 
Mars Rover de Marte). En segundo lugar, interacciones próximas; donde el 
robot y el humano están en la misma habitación. En este caso, el proyecto se 
enmarca en interacciones próximas prestando asistencia a la persona 
mediante el uso del brazo robótico para que pueda interactuar visualmente 
con el entorno que le rodea. 
 
 
FIGURA 1.1: HRI para interacción visual basado en un puntero láser. Fuente. 
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Recientemente, la Inteligencia Artificial está tomando un papel muy 
importante a la hora de resolver ciertas tareas que para las personas pueden 
ser muy complejas. El aprendizaje por refuerzo está avanzando rápidamente 
mediante el uso de un nuevo método denominado Deep Reinforcement 
Learning (una combinación de aprendizaje por refuerzo y Deep Learning). 
Este método, en concreto, una variante de Q-learning denominada Deep Q-
learning ha sido ampliamente utilizado para aprender políticas para jugar 
videojuegos con una habilidad muy superior a la de cualquier persona usando 
como entrada únicamente las propias imágenes del videojuego. 
Viendo que este método ha sido aplicado satisfactoriamente a videojuegos, 
¿sería posible aplicar técnicas similares para el aprendizaje de políticas de 
control para robots? Recientes estudios muestran grandes éxitos en este 
ámbito también, como en la recogida de objetos y su manipulación, aunque 
aún hay trabajo por delante. 
Partiendo del éxito de Deep Q-learning (DQN), presentamos un método que 
usa un simulador 3D para entrenar a un brazo robótico con tres grados de 
libertad y un puntero laser en su extremo en la tarea de apuntar donde se le 
indique con una cámara dentro de cualquier tipo de entorno sin que el brazo 
tenga ningún conocimiento previo ni del entorno en el que se encuentra ni de 
la propia cinemática del brazo. Como entradas se usa un sistema basado en 
las distancias entre el punto que apunta el brazo y su punto objetivo de 
apuntado. Dada una entrada el agente devuelve acciones a aplicar en los 
motores del brazo robótico. Para superar el problema de una alta 
dimensionalidad del espacio de estados se aplican unas determinadas 
discretizaciones tanto al entorno como al propio brazo para poder explorar de 
manera estable el entorno. Esta exploración se basa en una política de 
recompensas diseñada para que el agente explore los estados más 
interesantes que le den mayor recompensa. 
Nuestros resultados demuestran que DQN puede ser usado para aprender 
políticas de control que estén relacionadas con tareas de apuntado usando un 
brazo robótico. Además, el agente el agente es capaz de generalizar para 
cualquier tipo de entorno y cualquier punto deseado de apuntado. Una vez 
comprobado con éxito su función en un entorno 3D, el siguiente paso a llevar 
a cabo sería la transferencia de esta política de control al mundo real. 
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1.1 Objetivos 
 
El objetivo de este proyecto consiste en comprobar la aplicabilidad de usar un 
entorno de simulación 3D para entrenar un agente para que sea capaz de 
coordinar el movimiento de un brazo robótico de tres grados de libertad con el 
movimiento de una cámara con el propósito de que el brazo apunte donde la 
cámara le indique mediante aprendizaje por refuerzo. 
Los hitos a realizar para cumplir el objetivo del proyecto son: 
1. Comprender investigaciones existentes. El primer paso consiste 
en obtener un buen conocimiento del área Deep Reinforcement 
Learning. Para ello, es necesario un conocimiento profundo sobre el 
área del Deep Learning y el aprendizaje por refuerzo. Por último, 
también es necesario examinar detalladamente el estado del arte de 
éste área y contrastarlo con el trabajo propuesto en este proyecto. 
 
2. Conocer las librerías de Deep Learning y entornos de 
simulación actuales. Estudio de las librerías de Deep Learning 
actuales para ver cual se adapta mejor a las necesidades del proyecto, 
así como encontrar el entorno de simulación más beneficioso a la hora 
realizar los experimentos. 
 
3. Implementar un entorno de entrenamiento. Es necesario la 
creación de un entorno que implemente nuestra solución al problema 
de Deep Reinforcement Learning. El desarrollo de este entorno debe 
aumentar en lo máximo posible la eficiencia del entrenamiento del 
agente y hacer cambios en el entorno en el menor tiempo posible. 
 
4. Experimentar de forma iterativa. Es necesario la evaluación de 
distintas técnicas de entrenamiento para resolver el problema 
planteado. Esto requiere la ejecución de experimentos que pueden 
tener éxito o fallar, evaluar los resultados de la hipótesis planteada al 
comienzo del experimento y finalmente mejorar el sistema basándonos 
en los resultados. 
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1.2 Problemas Previstos 
 
El trabajo desarrollado en este proyecto es desafiante debido al uso de 
métodos muy recientes en el área del Deep Reinforcement Learning. Este 
trabajo conlleva un alto esfuerzo de comprensión de toda el área del Deep 
Learning debido al uso de técnicas de estado del arte actuales de alta 
complejidad además de la propia del problema. Los mayores desafíos son los 
siguientes: 
1. Largos tiempos de entrenamiento. Tan sólo un experimento puede 
estar ejecutándose durante varios días pudiendo no aportar nuevos 
resultados a la solución del problema. Esto hace que el progreso en la 
etapa de experimentación sea especialmente lento, además de correr el 
riesgo de que surjan posibles errores que deben ser depurados que 
hacen que todo el experimento sea en vano. Debido a las limitaciones 
físicas de no disponer de más de una máquina a la vez no es posible la 
ejecución de varios experimentos a la vez. 
 
2. Planear con antelación experimentos. Debido a los largos tiempos 
de entrenamientos resulta difícil decidir que experimentos priorizar 
debido a que durante la ejecución de un experimento éste ocupa todos 
los recursos del sistema. Por lo que al hacer grandes cambios entre 
distintos experimentos hace difícil comprender por qué un experimento 
falla o tiene éxito. Por tanto, el progreso resulta ser muy lento. 
 
3. Manejar un espacio de estados muy amplio. Debido al amplio 
campo de visión de la cámara hace que el espacio de estados sea del 
orden de millones lo que hace complicado incentivar al agente a que 
explore estados interesantes dentro de este espacio. Por tanto, es 
necesario un buen balance entre exploración-explotación para que el 
agente pueda aprender las políticas que le lleven a completar la tarea 
pero que no lleven mucho tiempo de entrenar. 
 
4. Tensorflow. La nueva librería de Machine Learning desarrollada por 
Google, es la elegida para el desarrollo y entrenamiento de las redes 
neuronales del proyecto. Debido a ser una librería muy reciente está en 
constante desarrollo y cada poco tiempo hay una nueva versión con 
ligeros cambios en el funcionamiento de la librería y su sintaxis por lo 
que el aprendizaje de esta librería puede ser tedioso si no se usa 
documentación muy actualizada. 
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Capítulo 2 
Bases Teóricas 
 
Para entender completamente los fundamentos del Deep Reinforcement 
Learning primero tiene que haber familiaridad con los conceptos del 
aprendizaje por refuerzo y del Deep Learning. En este capítulo se introducen 
los conceptos fundamentales en los que se basa este proyecto, así como las 
investigaciones más relevantes en este ámbito. 
 
2.1 Aprendizaje por refuerzo 
 
El aprendizaje por refuerzo [1] es uno de los campos que forman lo 
denominado como Machine Learning. Su funcionamiento consiste en permitir 
a un agente (el que tiene que aprender y tomar decisiones) a descubrir de 
manera autónoma el comportamiento óptimo mediante prueba y error con el 
entorno que lo rodea con el fin de resolver el problema que se le plantea 
inicialmente. El entorno, se define como todo aquello que es externo al agente 
y con lo que él puede interactuar y, por último, la tarea o problema que el 
agente debe completar dentro de ese entorno. 
Por ejemplo, imagínese tener que enseñar a un perro un truco o un 
comportamiento, no se le puede decir simplemente que lo haga, sino que se 
premia o se le castiga dependiendo si hace algo bien o mal. Por tanto, el perro 
tiene que darse cuenta de que comportamientos le hicieron obtener ese premio 
o castigo con el fin de aprender la tarea que su dueño desea. Siguiendo un 
método similar, podemos entrenar ordenadores para que desarrollen una 
cierta tarea, como jugar al ajedrez o el control de robots. 
En cada instante t, tanto el agente como el entorno se pueden modelar como 
un estado s, el cual contiene toda la información relevante a la situación 
actual, por ejemplo, la posición en una tarea de navegación. Desde este estado, 
se puede ejercer una acción a. Tanto s como a pueden pertenecer a espacios 
continuos o discretos. Al pasar al siguiente instante, el agente recibe una 
recompensa r que le lleva a un nuevo estado 𝑠′. El paso de un estado a otro 
mediante una acción es controlado por lo que se llama una política.  
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Estas políticas pueden ser deterministas (donde la misma acción se aplica a 
un mismo estado) o probabilística (donde la acción se escoge dentro del 
conjunto de posibles acciones en ese estado). El funcionamiento del 
aprendizaje por refuerzo puede resumirse en la imagen mostrada a 
continuación. 
 
FIGURA 2.1: Estructura aprendizaje por refuerzo 
 
Dentro de una tarea, el aprendizaje se divide en episodios. El control episódico 
normalmente usa un modelo finito, en el cual la tarea se ejecuta durante un 
número de instantes o pasos antes de ser reiniciado. El número de pasos por 
episodios es muy variable y puede ser muy amplio, pero la recompensa 
durante el episodio debe converger. 
 
2.1.1   Recompensas 
 
Hasta ahora se ha comentado que cuando se avanza al siguiente paso, el 
agente recibe una recompensa o premio. Por tanto, el objetivo de este agente 
consiste en maximizar la recompensa acumulada que recibe a lo largo de cada 
episodio. Generalmente, el agente desea maximizar su recompensa esperada, 
que en el caso más sencillo es la suma de todas las recompensas obtenidas a 
lo largo de un episodio: 
 
𝑅𝑡 = 𝑟𝑡+1 + 𝑟𝑡+2 + ⋯ + 𝑡𝑇    (2.1) 
 
Donde T es el paso o instante final. En este caso el paso final es una 
interrupción que sucede cuando el agente alcanza un estado denominado 
estado terminal (indica el final de un episodio). Después de alcanzar este 
estado el agente se reinicia a su estado inicial o uno de los posibles estados 
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iniciales de los que disponga el agente. Tareas como la descrita se denominan 
tareas episódicas. 
Alternativamente, también existen tareas continuas donde las interacciones 
entre el agente y el entorno son continuas, es decir, no hay ninguna 
interrupción. En este caso, tenemos 𝑇 = ∞ y siguiendo la definición de la 
ecuación (2.1), tendríamos 𝑅𝑡 = ∞. 
En el caso de tareas episódicas todas las recompensas tienen el mismo peso, 
al contrario de lo que sucede en taras continuas. Debido a esto, en este tipo 
de problemas aparece el concepto de factor de descuento. Se introduce un 
parámetro 𝛾 con un rango de 0 ≤ 𝛾 ≤ 1. Se usa para determinar el valor actual 
de cada recompensa que el agente recibe a lo largo del tiempo. Con esto, 
obtenemos la función de recompensa esperada descontada que se aplica a 
tareas continuas: 
 
𝑅𝑡 = 𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾
2𝑟𝑡+3 + ⋯ = ∑ 𝛾
𝑘𝑟𝑡+𝑘+1
𝑁
𝑘=0    (2.2) 
 
Por tanto, podemos unificar las recompensas como la suma de recompensas 
un número de veces finito según la ecuación (2.1) y como la suma de 
recompensas un número infinito de veces según la ecuación (2.2) para obtener 
una notación única que englobe las tareas episódicas y continuas 
respectivamente.  
 
2.1.2   Propiedad de Markov 
 
En sistemas de entrenamiento por refuerzo, no se espera que el estado aporte 
toda la información del entorno al agente. Por tanto, no se penaliza al agente 
por no saber algo que debería ser importante, sino que se le penaliza por 
olvidar algo que si sabe que es importante.  
Entonces, en un sistema bien diseñado sería ideal que los estados definidos 
resuman la información de estados anteriores a la vez que preserva la 
información relevante del estado actual. Por lo cual, este estado sólo depende 
de su valor presente, siendo independiente del resto de estados anteriores. A 
un estado que cumple este requisito se dice que cumple la propiedad de 
Markov.  
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2.1.3   Procesos de Markov 
 
Una tarea de aprendizaje por refuerzo que cumple la propiedad de Markov en 
un espacio de acciones y estados continuo se dice que es un Proceso de Markov 
(MDP) y la tarea que lo cumple en un espacio de acciones y estados finito se 
dice que es un Proceso de Markov finito (finite MDP). 
Los MDP finitos están definidos por un estado, un conjunto de acciones y las 
dinámicas de transición del entorno. Para un estado 𝑠 y una acción 𝑎𝑡, la 
probabilidad de transición de 𝑠𝑡 a 𝑠𝑡+1 se define como: 
 
𝑃𝑠𝑠′
𝑎 = 𝑃(𝑠𝑡+1|𝑠𝑡, 𝑎𝑡)     (2.3) 
 
Por otro lado, dado un estado 𝑠𝑡, una acción 𝑎𝑡, y el estado siguiente 𝑠𝑡+1, el 
valor esperado de la siguiente recompensa es: 
 
𝑅𝑠𝑠′
𝑎 = 𝐸(𝑟𝑖+1 ∨ 𝑠𝑡, 𝑎𝑡 , 𝑠𝑡+1)    (2.4) 
 
2.1.4   Q-learning 
 
Q-learning [2] es técnica de aprendizaje por refuerzo la cual es model-free 
(usan la experiencia para aprender que acción es la más adecuada para un 
estado, a diferencia de los basados en modelos los cuales intentan modelar el 
entorno y estimar los parámetros basándose en el modelo creado). 
Este método se usa para encontrar la política que optimice la selección de la 
acción más adecuada para un MDP finito. Se define política como las reglas 
que un agente sigue para escoger acciones, dado un estado. Con esta política, 
el agente escoge la acción con un valor más alto para el estado en que se 
encuentre. El algoritmo de Q-learning es el siguiente: 
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Inicializa 𝑄(𝑠, 𝑎) aleatoriamente 
Repite (para cada episodio) 
      Inicializa s 
      Repite (para cada paso del episodio): 
            Selecciona una a de s usando la política dada por Q (e.g. ε-greedy) 
            Realiza acción a, observa r, 𝑠′ 
            𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼 [𝑟 + 𝛾𝑚𝑎𝑥𝑎
′ 𝑄(𝑠′, 𝑎′)  − 𝑄(𝑠, 𝑎)] 
            𝑠 ← 𝑠′ 
      Hasta que s sea terminal 
 
FIGURA 2.2: Algoritmo de Q-learning. 
 
En este proyecto se utiliza una variante de Q-learning que será explicada en 
detalle en el apartado 2.4.2. 
 
2.1.5   Aproximación de Funciones 
 
Muchos de los problemas de trabajar en aprendizaje por refuerzo se hacen 
evidentes cuando se aplican a la robótica. Esto se debe a que los estados y las 
acciones de la mayoría de los robots trabajan en espacios continuos. Cuando 
tratamos con tareas de este calibre nos enfrentamos a la maldición de la 
dimensionalidad [3]. Esto nos muestra como el número de estados aumenta 
exponencialmente según el número de variables que tenga definido un estado. 
Métodos como Q-learning u otros de la misma índole se representan como una 
tabla en la cual cada estado es una entrada de la tabla. Por lo que el uso de 
estos métodos en tareas con un espacio de estados y acciones continuo 
requiere una gran cantidad de memoria disponible además de una cantidad 
de tiempo y datos ingente para rellenarla. Por tanto, la única manera de 
aprender en tareas como esta, consiste en la generalización de los estados ya 
conocidos para aprender estados que no hemos visto antes. 
Esto nos lleva a la idea de aproximación de funciones, que nos permite estimar 
los valores de toda una función con tan solo unos ejemplos de la ejecución de 
esa función. Este tipo de aproximaciones es ampliamente usado en el campo 
del aprendizaje supervisado, así como en el uso de redes neuronales 
artificiales (ANN) que se discutirán en el apartado siguiente. 
Con esta aproximación de funciones se representa el valor de una función no 
como una tabla, sino como una función parametrizada que permita la 
generalización de estados. 
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2.2   Redes Neuronales Artificiales 
 
Las redes neuronales artificiales (ANN) posiblemente sean una de las 
herramientas computacionales más potentes actualmente disponibles para 
resolver problemas complejos. Se basan en el funcionamiento de las neuronas 
cerebrales y en la estructura del cerebro humano. Estas redes neuronales 
están formadas por una colección de unidades de procesamiento altamente 
interconectadas llamadas neuronas, que trabajan conjuntamente alcanzando 
una gran capacidad de paralelización. 
Lo que hace a las ANN tan interesantes es su capacidad de replicar muchas 
de las características de la mente humana. Gran paralelismo, computación 
distribuida, capacidad de aprendizaje, generalización y adaptación son 
algunas de las características de esta herramienta [4]. 
Cada una de las neuronas que forman la red se conectan por lo que se 
denomina sinapsis (que son en este caso valores con un cierto peso). Cada 
neurona realiza algún tipo de cálculo (por ejemplo, una función sigmoide) y el 
resultado de este cálculo se multiplica por el peso de cada sinapsis según se 
propaga a lo largo de toda la red neuronal. 
 
 
FIGURA 2.3: Estructura de una red neuronal. Fuente. 
 
La red neuronal se estructura en un grafo dirigido con conexiones entre las 
entradas y las salidas de la red. Los dos tipos más comunes de red son las 
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redes neuronales unidireccionales, que no contienen bucles y las redes 
neuronales recurrentes que pueden contener retroalimentaciones entre ellas 
causando bucles. Las redes neuronales se organizan en capas, donde la salida 
de cada neurona se conecta con una de las entradas de cada neurona de la 
capa siguiente. Entre las capas de entrada y de salida se encuentran las capas 
ocultas (las capas de entrada y salida no cuentan como capas). Estas capas 
ocultas no reciben ni envían datos directamente al entorno. 
 
2.2.1   Descenso de Gradiente 
 
El descenso de gradiente es un algoritmo de optimización de primer orden y 
una de las maneras más usadas a la hora de optimizar redes neuronales. 
Consiste en buscar el mínimo local de una función empezando con un conjunto 
de valores iniciales de una función y después, iterativamente encontrar la 
solución en la dirección negativa del gradiente (dirección de descenso) hasta 
que converge en su mínimo. Definimos esta función como la función de error. 
Por tanto, el objetivo de este método es la minimización de la función de error 
asociada a la red neuronal. 
Esta función de error está formada por dos parámetros, uno que evalúa como 
se ajusta la salida de la red neuronal al conjunto de datos iniciales de los que 
disponemos denominado error (o pérdida), y otro denominado ratio de 
regularización, que se utiliza para evitar el sobreaprendizaje por medio del 
control de la complejidad efectiva de la red neuronal. 
Dado que la función de error es una función no lineal, la tarea de encontrar 
los mínimos locales es de gran complejidad. Por tanto, se tendrá que 
aproximar de manera iterada a un error mínimo de la red para los parámetros 
de la red [5]. 
 
FIGURA 2.4: Representación de descenso de gradiente. Fuente. 
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2.2.2   Descenso de Gradiente con Mini-Batch 
 
En el caso del descenso de gradiente normal, la función de error se actualiza 
una vez por cada recorrido completo de toda la base de datos con los datos 
iniciales disponible. En contraste, en el descenso de gradiente con Mini-Batch 
se hace una actualización de la función de error cada n datos del conjunto de 
datos iniciales (ejemplos de entrenamiento). A este conjunto de n ejemplos de 
entrenamiento se le denomina Mini-Batch. 
Gracias a este método, se reduce la varianza de actualización de los 
parámetros de la red, lo que produce una convergencia de la función de error 
más estable. La gran mayoría de métodos y herramientas más actuales 
aplicadas a redes neuronales aplican este método de optimización.  
El tamaño de Mini-Batch se recomienda que esté entre 32 y 256 ejemplos, 
dependiendo del problema a resolver. Este número tiene gran importancia a 
la hora de entrenar la red neuronal. Un número reducido de Mini-Batch hace 
que la función converja antes, pero con el coste de meter más ruido a la 
función de error. Sin embargo, un número elevado de Mini-Batch hace que la 
convergencia sea más lenta pero que el ruido en la función de error sea mucho 
menor. Por tanto, hay que encontrar el equilibrio entre tamaño y rendimiento 
de la red neuronal [6]. 
Si establecemos que 𝑛 = 1 estamos usando un método de descenso de 
gradiente denominado estocástico el cual realiza una actualización de la 
función de error por cada ejemplo de entrenamiento disponible. Sin embargo, 
situando 𝑛 = 𝑁, donde N es el número de ejemplos de entrenamiento total, 
volvemos al caso normal de descenso de gradiente.  
Por tanto, cada método tiene sus ventajas e inconvenientes, por lo que de 
manera última la elección de que método usar viene determinado por la 
función de error. El gradiente de descenso normal se aplica de manera óptima 
a situaciones donde la función de error es una función convexa típica, donde 
podemos movernos fácilmente a su mínimo local. Por otro lado, los gradientes 
de descenso estocásticos y con Mini-Batch funcionan con un gran rendimiento 
cuando la función de error tiene muchos mínimos locales. 
 
2.2.3   Deep Learning 
 
Actualmente está habiendo una gran popularización de las redes neuronales 
profundas. Deep Learning [7] consigue obtener el rendimiento del estado de 
arte actual en un amplio campo de tareas. Tareas como el reconocimiento 
visual de objetos [8], detección facial [9], reconocimiento de audio [10] entre 
21 
 
otros. La popularidad de este método se debe a la gran capacidad de estos 
sistemas de aprender características útiles para el problema deseado sea 
supervisado o no supervisado. 
Las arquitecturas de Deep Learning se clasifican en tres tipos diferentes [11]: 
Generative Deep architectures son aquellos modelos que como bien dice el 
nombre generan cosas, por ejemplo, generación de cuadros, música o tareas 
de imitación como imitar caligrafía. Por tanto, esta arquitectura intenta 
correlacionar las propiedades de los datos que se le proporcionan para el 
análisis de patrones usando la distribución de probabilidad conjunta. 
Discriminative Deep architectures son modelos con la misma función que los 
anteriores pero que no hacen uso de la distribución de probabilidad conjunta 
para reconocer patrones en los datos. 
Hybrid Deep architecture es un modelo que mezcla los dos anteriores haciendo 
uso de métodos de optimización. 
En este proyecto, nos centraremos en uso de arquitecturas discriminativas, 
como se detallará en 4.5. 
 
2.3   Redes Neuronales Convolucionales 
 
Las Redes Neuronales Convolucionales (CNN) [12] son muy parecidas a las 
ya comentadas ANN. La única diferencia entre ambas es que las CNN hacen 
la suposición de que las entradas que va a recibir son imágenes, lo que permite 
añadirle ciertas propiedades y características a la red que la hacen mucho 
más eficiente y reduce considerablemente la cantidad de parámetros de la 
red. 
Haciendo esta suposición, la estructura de las capas de la red cambia 
completamente. En una red convolucional las capas son en tres dimensiones, 
es decir, poseen anchura, altura y profundidad. Esta necesidad surge del 
hecho de la falta de escalabilidad de redes neuronales convencionales donde, 
por ejemplo, una imagen de 32x32x3 (32 de ancho, 32 de alto y 3 canales de 
colores) tendría en la primera capa oculta 32*32*3 = 3072 pesos diferentes. 
Por tanto, hacer esta escala a imágenes de mayor resolución no es solución 
factible pues el número de parámetros se incrementaría exponencialmente. 
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FIGURA 2.5: Diferencias entre ANN y CNN. Fuente. 
 
Las redes neuronales convolucionales usan tres tipos diferentes de capas para 
definir su arquitectura: capa convolucional, capa de agrupación (pooling) y 
capa completamente conectada. Las concatenaciones de estas tres capas 
forman la arquitectura de las redes neuronales convolucionales. También 
puede haber una capa de activación (ReLu) entre la capa convolucional y la 
de pooling, pero su inclusión depende del problema a tratar. 
 
 
FIGURA 2.6: Ejemplo de arquitectura de una CNN. Fuente. 
 
2.4   Estado del arte 
 
El objetivo de este apartado consiste en destacar los avances desarrollados en 
el ámbito que se desarrolla este proyecto. En primer lugar, se habla de los 
trabajos más recientes en el ámbito del aprendizaje por refuerzo y después, 
mostrar los avances desarrollados en ese mismo ámbito, pero aplicado a la 
robótica. 
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2.4.1   Aprendizaje por refuerzo 
 
Durante los últimos diez o veinte años, el aprendizaje por refuerzo ha sido la 
solución ideal para aprender a jugar a videojuegos. Estas tareas tienen una 
buena predisposición para el aprendizaje debido a su naturaleza episódica y 
la estructura de las recompensas que forman las puntuaciones en dichos 
juegos. 
En 1992, el aprendizaje por refuerzo fue aplicado con éxito al aprendizaje del 
backgammon, lo denominaron TD-gammon [13]. Debido al éxito de este 
trabajo el ámbito del aprendizaje por refuerzo atrajo mucha atención. 
Posteriormente, en 2013, inspirados por el éxito del TD-gammon, 
investigadores de DeepMind (Google) publicaron un nuevo método de 
aprendizaje por refuerzo en el cual se hacía uso de Deep Learning aplicado a 
refuerzo. Con el uso de este método al que denominaron Deep Reinforcement 
Learning y su algoritmo llamado Deep Q Learning consiguieron desarrollar 
un agente capaz de jugar a los juegos de la Atari 2600 (Pong, Breakout, Space 
Invaders) con una mayor destreza que un humano y siendo capaz de 
adaptarse a los distintos juegos sin ningún cambio en los parámetros del 
algoritmo. 
En 2016, estos mismos investigadores consiguieron desarrollar un agente 
capaz de jugar al juego denominado Go. Este agente fue entrenado con Deep 
Reinforcement Learning también y consiguió el hito de vencer al mejor 
jugador del mundo en Go [14]. 
Muy recientemente, en abril de 2017, de nuevo, investigadores de DeepMind 
publicaron un nuevo avance en el campo del aprendizaje por refuerzo con 
Deep Learning en el cual un sistema multi-agente aprendió a gestionar 
recursos en el videojuego de estrategia StartCarft II mediante las últimas 
técnicas de aprendizaje por refuerzo [15]. 
 
2.4.2   Deep Q-Learning 
 
El algoritmo denominado Deep Q Learning (DQN) [16] es la base de todos los 
avances actuales en ámbito del aprendizaje por refuerzo, los agentes que 
aprendieron los juegos de Atari, Go y StartCarft, todos hacen uso de DQN o 
alguna de sus variaciones más recientes para el aprendizaje a través de 
imágenes RGB cogidas directamente del juego. 
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Este algoritmo está basado en el fundamento de Q-learning pero en DQN los 
parámetros en lugar de almacenarse en una tabla, se almacenan en red 
neuronal, lo que produce lo que se denomina una deep Q-network. 
Este algoritmo hace uso de una técnica conocida como experience replay [17]. 
Con este método, el agente almacena una experiencia definida como 𝑒𝑡 =
(𝑠𝑡, 𝑎𝑡 , 𝑟𝑡 , 𝑠𝑡+1) que se recoge en cada paso o instante t, y se guarda en lo que se 
denomina replay memory que se define como 𝐷 = 𝑒𝑡 , 𝑒𝑡+1, … , 𝑒𝑛. El 
entrenamiento con este método hace uso de descenso de gradiente con mini-
batch cogiendo como ejemplos las experiencias que se van guardando en la 
replay memory. 
 
 
FIGURA 2.7: Deep Q-learning con experience replay 
 
Dos años después de la publicación de Deep Q-learning, el equipo de 
DeepMind publicó una arquitectura masivamente distribuida para Deep 
Learning [18] haciendo uso de este algoritmo, fundamentando lo que se conoce 
como Deep Q-network, 
 
2.4.3   Deep Learning en robótica 
 
En el ámbito de la robótica también ha habido destacados avances en el uso 
del aprendizaje por refuerzo para aprender tareas de control relacionadas con 
manipuladores. 
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La gran parte de los avances se han producido en el entrenamiento de 
manipuladores para manipulación de objetos dentro de un entorno 
controlado. 
Uno de los principales avances fue conseguido por Google en el aprendizaje 
de coordinación ente cámara-brazo para la recolección de objetos basándose 
únicamente en las imágenes recogidas por la cámara mediante el uso de redes 
neuronales convolucionales y un brazo de siete grados de libertad [19]. 
Otro importante avance dentro de este campo se produce con el 
reconocimiento de los “mangos” de los objetos a recolectar por el manipulador 
mediante técnicas de Deep Reinforcement Learning [20]. 
 
 
FIGURA 2.8: Recolección de objetos por sus mangos [20] 
 
Por otro lado, también ha habido avances en el desarrollo de tareas en las 
cuales el manipulador debe alcanzar un punto dentro de su espacio de acción. 
En este trabajo [21] se presenta un método para esta tarea mediante el uso 
de redes neuronales convolucionales y su posterior transferencia al mundo 
real desde un simulador. 
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Capítulo 3 
Herramientas 
 
Durante el proyecto se han tomado tres decisiones de gran importancia. Es 
necesario elegir que entorno de simulación escoger que satisfaga nuestras 
necesidades, una librería de Machine Learning con la que crear nuestra red 
neuronal y un lenguaje en el que implementar nuestros algoritmos de 
aprendizaje por refuerzo.  
 
3.1   Entorno de Simulación 
 
En los estados más tempranos del proyecto se tenía pensado usar un 
simulador el cual ya tuviera el manipulador implementado en éste. 
Finalmente, hemos construido nuestro propio simulador lo que nos aporta 
una completa flexibilidad de modificar cualquier parte de la simulación y 
adaptarlo a nuestras necesidades. 
 
Unity 3D 
 
Unity es un motor gráfico 3D creado por Unity Technologies de desarrollo 
multiplataforma para Windows, OS X y Linux. Permite compilar los 
programas creados para cualquier tipo de plataforma (escritorio, móvil, web 
etc.). Es gratuito, aunque también dispone de versiones de pago para 
desarrolladores. 
La elección de este motor gráfico para la simulación de nuestro entorno se 
debe a los siguientes motivos: 
• Completa flexibilidad en el desarrollo 
• Permite modificar los parámetros de las físicas del motor gráfico 
(modificación de la gravedad, uso de fuerzas, inercia etc.) lo que 
permite aumentar la velocidad de simulación en gran medida. 
• Soporte muy potente de la gran parte de desarrolladores. 
• Comunidad muy activa. 
• Uso de una API muy madura y robusta. 
• Licencia gratuita. 
• Previa familiaridad con el entorno facilitando el desarrollo. 
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Todo el desarrollo del entorno y de la cinemática del manipulador se 
desarrolla desde cero en el motor lo que permite un desarrollo muy modular 
y abierto a modificaciones tanto en el entorno como en el manipulador 
disminuyendo el tiempo de desarrollo considerablemente. 
Integración completamente funcional y sencilla de la librería de machine 
learning con Unity gracias a una API con gran flexibilidad mediante el uso de 
Sockets. 
Este motor gráfico puede ser utilizado con C# o mediante JavaScript. En este 
caso, se ha usado C# debido a una mayor familiaridad con el lenguaje y la 
presencia de mayor documentación para esta versión. 
 
3.2   Librería de Machine Learning 
 
Con el increíble aumento de popularidad del Deep Learning han aparecido 
una gran variedad de librerías dedicadas a esta disciplina. En esta sección se 
discute sobre las opciones más populares consideradas para el desarrollo del 
proyecto. 
 
Theano 
 
Theano es una librería basada en Python que permite la definición, 
optimización y evaluación de expresiones matemáticas que tengan que ver 
con vectores multi dimensionales. Su implementación es muy eficiente y 
robusta consiguiendo un rendimiento muy similar a implementaciones 
puramente en C. Theano fue uno de las primeras librerías disponibles y 
muchos frameworks se han desarrollado encima de Theano facilitando la 
creación de modelos. 
 
Caffe 
 
Convolutional Architecture for Fast Feature Embedding (Caffe) es otro 
framework de Deep Learning desarrollado en C++. Caffe ofrece una gran 
flexibilidad gracias a que tiene bindings con Python y MATLAB lo que 
convierte a Caffe en un framework ampliamente usado. 
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Recientemente, en Abril de 2017, Facebook liberó una nueva versión de este 
framework al que llamaron Caffe2 que ofrece como novedad un mayor 
rendimiento con GPU y la inclusión de Python como lenguaje aparte de C++. 
 
Tensorflow 
 
Tensorflow es la librería más usada actualmente en el campo del Deep 
Learning. Desarrollada por investigadores en Google, Tensorflow es una 
interfaz para la creación de algoritmos de machine learning. Ha sido 
ampliamente usada en una gran variedad de campos como visión artificial, 
robótica, procesamiento de lenguajes etc. Las ventajas de Tensorflow es una 
gran flexibilidad además de un gran rendimiento en la generación de modelos.  
Recientemente se lanzó la versión 1.0 de la librería consolidándose como una 
de las mejores opciones disponibles actualmente. Además, dispone de 
herramientas de visualización de las arquitecturas neuronales desarrolladas 
permitiendo tener una mejor visión en la fase de desarrollo. Puede usarse en 
Python, C++ y de manera experimental no estable en Java. 
 
Keras 
 
Keras es una API de Deep Learning de alto nivel en Python que puede 
ejecutarse encima de Tensorflow o Theano. Fue desarrollada con el objetivo 
de facilitar una experimentación rápida mediante la generación rápida de 
modelos. Permite tanto el uso de CPU como de GPU. 
 
Todas las librerías de las que se han hablado arriba son buenos candidatos 
para utilización en el proyecto. Todas poseen un rendimiento similar que no 
influiría negativamente en el desarrollo del proyecto. 
Por tanto, se decide usar Keras sobre el framework Tensorflow debido a la 
gran abundancia de documentación y ejemplos de uso respecto a las otras 
opciones. Otra de las razones de la elección de Keras es el hecho de la rápida 
y limpia programación de modelos usando esta API lo que permite un 
desarrollo más rápido y la realización de modificaciones mucho más eficiente 
que usando puramente un framework como Tensorflow o Theano. 
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3.3   Lenguaje de Programación 
 
Debido a la elección explicada en el apartado anterior se decide usar Python 
como lenguaje de programación de la red neuronal debido a su gran facilidad 
de uso y modularidad. Además, se dispone de una gran cantidad de 
documentación sobre el uso de Keras y Tensorflow en este lenguaje facilitando 
el desarrollo del proyecto. 
Python es el lenguaje por excelencia en la mayoría de trabajos realizados en 
este campo siendo usado por casi todas las librerías disponibles en la 
actualidad. 
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Capítulo 4 
Diseño 
 
Este capítulo sirve como introducción al sistema entrenado junto con una 
descripción del problema a resolver usando aprendizaje por refuerzo. 
Después, se detalla el algoritmo utilizado aplicado a nuestro problema y la 
arquitectura de la red neuronal desarrollada para la experimentación. Se 
concluye con las especificaciones técnicas de la máquina en la que se realizan 
los experimentos. 
 
4.1   Simulador 
 
Nuestro agente está formado por dos componentes principales, el brazo 
robótico y una cámara. El brazo robótico consiste en un brazo que simula la 
movilidad de un brazo humano. De este modo, el brazo dispone de 3 grados de 
libertad, dos en el hombro para permitir movimiento horizontales y verticales 
y el otro se encuentra en el codo permitiendo su apertura. En su extremo, 
dispone de un puntero láser que apunta a un punto determinado del entorno. 
Por otro lado, se dispone de la cámara la cual dispone de dos grados de 
libertad, uno que permite el movimiento horizontal y otro el movimiento 
vertical de la cámara. De igual forma que el brazo, éste dispone de un puntero 
láser que apunta a un punto determinado del entorno. 
 
 
FIGURA 4.1: Representación gráfica del agente en Unity3D 
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4.2   Definición del problema por refuerzo 
 
En este apartado se explica en detalle el problema a resolver en este proyecto. 
Destacar que nuestro problema se trata de un problema de aprendizaje por 
refuerzo. Por tanto, el objetivo es conseguir que el brazo aprenda a apuntar 
donde la cámara está mirando sin ningún conocimiento sobre la cinemática 
del brazo mediante prueba y error con el entorno usando una estructura de 
aprendizaje por refuerzo. 
 
 
FIGURA 4.2: Planteamiento del problema por refuerzo 
 
En nuestro modelo, el brazo tiene el papel de agente, mientras que todo lo 
demás se considera el entorno. El entorno es el responsable de cambiar el 
estado del mundo mediante la comunicación con el simulador y otorgando 
recompensas basándose en las acciones tomadas por el brazo (estas acciones 
son tomadas por la red neuronal). 
En un tiempo t el agente considera el estado en el que se encuentra 𝑠𝑡 y toma 
una acción a basándose en su estado actual. Después de tomar la decisión, el 
entorno y la simulación reflejarán esta acción tomada provocando un cambio 
de estado 𝑠𝑡+1. Este estado, junto con su correspondiente recompensa r, son 
enviadas al agente y se vuelve a repetir todo el proceso. Esta situación 
continua hasta que el brazo apunta satisfactoriamente al punto donde la 
cámara está mirando, o hasta que se han completado un cierto número de 
iteraciones. Por tanto, nuestro problema es episódico y Markov. Decimos que 
es Markov debido a que el conocimiento adquirido anteriormente (estados y 
acciones) no ayudan a completar nuestro objetivo final de apuntar donde la 
cámara indica, es decir, la acción a tomar en el instante t solo depende de su 
estado actual y no de los estados y acciones ejecutados anteriormente. Por 
otro lado, decimos que es episódico debido a la existencia de un estado 
terminal (apuntar con el brazo al mismo sitio que la cámara) o por la 
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limitación en el número de iteraciones en un episodio para evitar que el 
agente vaya a estados muy alejados de su estado terminal. 
 
4.2.1   Espacio de Estados y Acciones 
 
Nuestro espacio de estados y acciones es por naturaleza continuo, pudiendo 
ser representado por cualquier valor real. Por ejemplo, la acción aplicada a 
cada uno de los tres enlaces del brazo robótico puede ser cualquier número 
real, así como el punto al que apunta cada puntero láser (brazo y cámara) 
puede ser representado por números reales en cada eje x, y, z. Todo esto hace 
que la representación de los estados y acciones sea complicada. 
Por tanto, para solucionar este problema, se opta por hacer una discretización 
tanto de los movimientos posibles a aplicar a los enlaces que forman el brazo 
y los puntos del espacio donde se apunta, convirtiendo estos números reales 
a números enteros. 
En el caso del brazo, consideramos que los movimientos pueden ser de ±1 
grados en cada uno de los enlaces (dependiendo del sentido de giro). De esta 
forma, reducimos a 8 las posibles acciones a realizar por el brazo. El rango de 
movimiento para en el eje horizontal del hombro esta entre (0,90) grados 
mientras que el rango de movimiento en el eje vertical está en el rango 
(−70,70). De igual forma, el rango de movimiento del codo es de (−90,0). 
Por otro lado, la discretización del espacio consiste en convertir en una malla 
todo el espacio de estados reduciéndolo considerablemente. Debido a esta 
discretización, el apuntado no es del cien por cien preciso debido a que puede 
haber un error igual al tamaño de una celda de la malla como máximo. 
Usando esta discretización se consigue reducir la cantidad de acciones y 
estados de un número casi infinito a un espacio finito acotado (aunque en el 
caso de los estados sigue siendo un número elevado). Debido al número 
elevado de posibles combinaciones se hace uso de aproximación de funciones 
con redes neuronales debido a que con métodos tradicionales de aprendizaje 
por refuerzo este problema no sería abordable. 
Debido a la naturaleza en malla de nuestro espacio definimos un estado 𝑠𝑡 
como la diferencia entre las coordenadas (x, y, z) de donde está apuntando la 
cámara en ese episodio y el punto donde está apuntando el brazo en el 
instante t. De esta forma, el estado terminal se define como 𝑠𝑡 = (0,0,0) lo que 
significa que el brazo y la cámara están situados en la misma celda dentro de 
la malla.  
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La generalización para cualquier estado es la siguiente: 
 
𝑠𝑡 = (∆𝑥𝑡, ∆𝑦𝑡 , ∆𝑧𝑡)     (4.1) 
 
4.3   Deep Q-learning 
 
El objetivo final consiste en entrenar un agente que sea capaz de apuntar 
donde la cámara le indica con cualquier orientación inicial de la cámara. Deep 
Q-learning que fue introducido en el apartado 2.4.2, ha mostrado grandes 
evidencias de poder resolver una amplia selección de problemas sin ningún 
conocimiento previo del problema. 
En este proyecto se demostrar la robustez de este algoritmo para aprender la 
cinemática de nuestro brazo robótico sin ningún conocimiento previo de su 
propio funcionamiento. Los pasos a seguir para el aprendizaje de nuestro 
agente usando Deep Q-learning son los siguientes: 
 
 
FIGURA 4.3: Proceso de aprendizaje con DQN 
 
1. Si estamos en la primera iteración de un episodio cogemos el estado 
actual del agente. En caso contrario, establecemos el estado actual 
como el estado anterior después de aplicar una acción. 
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2. Escogemos una acción basándonos en la política que estemos siguiendo. 
En el caso de que estemos escogiendo una acción dada por la red 
neuronal, escogeremos la acción que tenga el valor de Q más alto para 
el estado en el que nos encontramos. En caso contrario, usamos otro 
método de selección, en nuestro caso, elección aleatoria de la acción a 
tomar. 
 
3. El agente lleva a cabo la acción seleccionada y el entorno devuelve una 
recompensa. 
 
4. Después de aplicar la acción, tomamos el nuevo estado de nuestro 
agente. 
 
5. Almacenamos el estado anterior, la acción, la recompensa y el estado 
actual (lo que denominamos experiencia) recogidos en los pasos del 1 al 
4 y los almacenamos en la replay memory. 
 
6. Por último, entrenamos a la red neuronal con un mini-Batch de 
experiencias elegidas aleatoriamente de la replay memory cuando 
hemos llegado a un número determinado de iteraciones. 
Una iteración la definimos como completar los pasos del 1 al 5 descritos 
anteriormente o como se muestra en la figura 4.3. Definimos un episodio como 
una secuencia de un número finito de iteraciones o cuando se alcanza un 
estado terminal del agente. Al final de un episodio el entorno se reinicia y 
comienza un nuevo episodio. 
 
4.4   Método de exploración 
 
Para asegurar un equilibrio entre exploración y explotación, seguimos un 
método que consiste en el decremento de un valor que llamamos épsilon a lo 
largo del tiempo definido como: 
𝜀𝑡+1 = 𝜀𝑡 ∗ 𝑒𝑥𝑝𝑙𝑜𝑟𝑒𝑓𝑎𝑐𝑡𝑜𝑟     (4.2) 
Con esta épsilon conseguimos reducir progresivamente a lo largo de un 
número de iteraciones la cantidad de exploración va haciendo a lo largo del 
tiempo. De esta forma, con el paso del tiempo nos vamos centrando en 
explotar el conocimiento que ha ido adquiriendo durante la exploración.  
Esta épsilon se utiliza como probabilidad a la hora de elegir si una acción se 
coge de la red neuronal (explotación) o se escoge de manera aleatoria dentro 
del repertorio de acciones (exploración). 
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Donde la épsilon inicial es 1 y va decreciendo según el valor de explore factor 
hasta un valor mínimo de 0.05. Cuando se alcanza el mínimo épsilon se queda 
constante en este valor para evitar que el agente se quede atascado en un 
estado. 
 
4.5   Arquitectura de Red Neuronal 
 
Para la creación de la arquitectura de nuestra red neuronal hacemos uso de 
dos capas ocultas densamente conectadas de 300 neuronas cada capa. La capa 
de entrada tiene tres neuronas (el estado, en la versión final de la red son seis 
neuronas las que definen un estado como se explicará en el apartado 5.3) y la 
de salida tiene ocho (todas las posibles acciones). Entre las capas ocultas se 
hace uso de las funciones de activación tipo ReLu. 
De esta forma, la arquitectura de nuestra red neuronal es la siguiente: 
 
FIGURA 4.4: Representación de la arquitectura de la red neuronal 
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4.6   Hardware 
 
Hacer que un agente aprenda puede llevar millones de iteraciones y miles de 
episodios. Debido a esto, la optimización de nuestros experimentos de forma 
que podamos ejecutar cada iteración lo más rápido posible es una tarea 
fundamental. Todos los experimentos se ejecutan en una CPU Intel Core i5-
6500 a 3.2 GHz, 8 GB de RAM, y una tarjeta gráfica (GPU) Nvidia GeForce 
GTX 1070. 
Un requisito fundamental para este proyecto es hacer uso de una tarjeta 
gráfica potente que pudiera encargarse de la tarea intensiva de realizar la 
retropropagación (back-propagation) en la red neuronal en cada 
entrenamiento de la red.  
Gracias al uso de esta tarjeta gráfica con 1920 núcleos CUDA se hace uso de 
las capacidades de paralelización CUDA que ofrece Tensorflow reduciendo 
inmensamente el tiempo realización de un experimento.  
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Capítulo 5 
Experimentación 
 
Para llegar al objetivo final de este proyecto se decide dividir en problemas más 
pequeños e ir incrementando la dificultad progresivamente hasta llegar a completar 
la tarea deseada. En este capítulo se detallan los distintos experimentos llevados a 
cabo para conseguir el correcto funcionamiento del agente. Específicamente, 
comprobar que el agente es capaz de aprender la política de control del brazo 
robótico y que el agente es capaz de explorar y explotar los estados más 
interesantes. 
 
5.1   La Escena 
 
Nuestro entorno es obtenido a través de una escena que se construye en nuestro 
simulador. Esta escena, está formada por nuestro sistema de brazo y cámara, situado 
dentro de una habitación en forma de cubo de donde obtiene los estímulos. 
 
 
 
 
 
 
 
 
FIGURA 5.1: Representación de la escena en Unity3D 
 
La escena es recreada con solo las paredes que rodean al agente para reducir la 
complejidad de la tarea. La calidad gráfica de la escena está reducida al mínimo para 
aumentar la cantidad de fotogramas por segundo evitando que la velocidad de 
ejecución de la simulación fuera un cuello de botella a la hora de realizar nuestros 
experimentos. 
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5.2   Experimentación Inicial 
 
En primer lugar, se debe comprobar si el agente es capaz de aprender la política de 
control del brazo robótico en un entorno muy controlado para verificar el correcto 
funcionamiento de la arquitectura de la red neuronal.  
Para ello, el primer paso es enseñar al brazo a completar la tarea deseada usando 
solo el hombro, manteniendo el codo en la posición fija inicial. También, se limitó el 
rango de movimiento de la cámara a 40º de movimiento en el eje horizontal y 
vertical.  
 
Política de Recompensas 
 
La elección de una política de recompensas adecuada es fundamental a la hora de 
hacer que el agente aprenda la tarea designada.  
Debido a un espacio de estados muy amplio solo nos es posible visitar una fracción 
de todos ellos en el desarrollo de un episodio por lo que la elección de un sistema de 
recompensas que haga que el agente explore estados interesantes (que le den gran 
recompensa) es de vital importancia. 
Teniendo en cuenta la naturaleza del problema a resolver que está directamente 
relacionado entre la distancia de donde mira la cámara y donde mira el brazo, se 
desarrolla una política de recompensas relacionada con estas distancias. De esta 
forma obtenemos la siguiente política: 
 
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 = √∆𝑥𝑡
2 + ∆𝑦𝑡
2 + ∆𝑧𝑡
2     (5.1) 
 
La idea de esta política de recompensas consiste en hacer que las recompensas 
vayan incrementando de manera exponencial cuan más cerca nos encontremos del 
objetivo (donde la cámara está mirando). De esta manera se define la recompensa 
como la inversa de la función exponencial, que nos permite generar recompensas 
según lo explicado anteriormente: 
 
𝑟𝑒𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎 = 𝑒−𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎      (5.2) 
 
Para la aplicación de esta recompensa nos basamos en las siguientes condiciones: si 
la distancia en el nuevo estado después de aplicar una acción es menor que la que 
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había en el estado anterior aplicamos la fórmula 5.2 como recompensa. En caso 
contrario, es decir, que la distancia aumente al aplicar una acción, se aplica una 
recompensa de -1 para penalizar la acción del agente. Si el agente consigue llegar a 
completar la tarea en un episodio se le otorga una recompensa extra de 100 por 
alcanzar el estado terminal. 
Después de ejecutar un experimento durante 150.000 iteraciones, el agente 
consigue completar la tarea objetivo en este entorno limitado. De esta forma, se 
comprueba que el agente es capaz de aprender la política de control del brazo 
robótico.  
A continuación, se muestran los resultados del experimento: 
 
 
 
 
 
 
 
(A) Recompensas totales    (B) Valor Q medio 
FIGURA 5.2: Resultados del experimento inicial para comprobar el aprendizaje de la 
política de control del brazo robótico. 
 
Como podemos ver en la figura 5.2a el agente empieza a converger en torno al 
episodio 100 donde empieza a mostrar una recompensa constante a lo largo del 
resto de episodios. Debido a este incremento a lo largo del tiempo de las 
recompensas también hay un incremento de los valores de Q como se observa en la 
figura 5.2b debido al aprendizaje del agente a explotar las fuentes de altas 
recompensas que va obteniendo a lo largo del tiempo gracias a la exploración.  
Gracias a esta política de recompensas, no solo incentivamos al agente a complete la 
tarea satisfactoriamente, sino que también se le incentiva por completarlo en el 
menor número de iteraciones posibles. Esto se debe a la penalización de -1 que 
obtiene al alejarse al aplicar una acción errónea, es decir, cuanto más tiempo tarde 
en completar un episodio, menor será la recompensa total que obtenga. En este 
experimento el agente consigue un porcentaje de éxito del 100%, es decir, en todos 
los episodios consigue completar la tarea asignada, y a lo largo del tiempo consigue 
reducir al máximo posible el número de iteraciones necesarias para completar cada 
episodio. 
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Experimento con Entorno Completo 
 
Una vez comprobado satisfactoriamente la capacidad de nuestra red neuronal de 
aprender la política de control del brazo, el siguiente paso es probar su 
funcionamiento en el entorno completo (espacio de estados al completo). 
En este entorno completo la movilidad de la cámara es ampliada a 120º en el eje 
vertical y 180º en el eje horizontal otorgando a la cámara un rango de movimiento 
muy amplio dentro del entorno. 
Los resultados obtenidos de este experimento son los siguientes: 
 
                    (A) Valor Q medio               (B) Recompensas totales 
 
 
 
 
 
 
 
                                                         (C) Éxitos por episodio 
FIGURA 5.3: Resultados del segundo experimento para comprobar el comportamiento del 
brazo robótico en el entorno completo. 
 
Como se puede observar en las figuras superiores tras un total de 960.000 
iteraciones, los resultados obtenidos en este experimento inicialmente fueron muy 
inferiores a los obtenidos en el primer experimento.  
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Como se observa en la figura 5.3a inicialmente hay un incremento de los valores de 
Q lo que indica un cierto aprendizaje. Sin embargo, a partir del episodio 70 empieza 
a decaer en gran medida hasta volver a la situación inicial lo que significa que no ha 
habido aprendizaje del agente a lo largo del tiempo. 
Por otro lado, en la figura 5.3b se observa que las recompensas nunca llegan a 
converger, pero si se observa un ligero incremento en las recompensas a lo largo del 
tiempo, aunque no lo suficiente para completar la tarea satisfactoriamente.  
Finalmente, en la figura 5.3c se observa que el número de episodios completados 
satisfactoriamente es muy inferior comparado con el número de episodios 
transcurridos. De esta forma, el porcentaje de éxito de este experimento está en el 
28%, un valor extremadamente inferior en comparación al experimento anterior. 
El fracaso de este experimento se debe a un problema con la política de recompensas 
elegida. En el anterior experimento la política de recompensas tuvo éxito debido a 
la limitación de movimiento en el entorno, lo que hace que esa política fuese ideal 
para enseñar la política de control al brazo robótico. Sin embargo, en este 
experimento el problema ya no es un problema de aprendizaje de políticas sino de 
un problema de exploración/explotación del espacio de estados. Esto se debe a que 
la política actual no es la idónea para hacer que el agente aprenda a explorar estados 
interesantes (que le otorguen mayor recompensa) en un espacio de estados tan 
amplio. Por tanto, es necesario un cambio en la política de recompensas actual. 
Basándonos en políticas de recompensas aplicadas a tareas con un problema similar 
(tarea de MountainCar [22]), se consigue desarrollar una política que además de 
hacer que el agente aprenda la política de control también sea capaz de explorar y 
explotar estados interesantes. La política de recompensas elegida es muy simple en 
comparación a la anterior, pero es altamente efectiva aplicada a resolver la tarea que 
nos concierne. Obteniendo la distancia según la fórmula 5.1, comparamos la 
distancia en el tiempo t con la distancia después de aplicar una acción y pasar al 
tiempo t+1. Si la distancia se reduce, aplicamos una recompensa de 0, en caso 
contrario, aplicamos una penalización de -1. En este caso no hay recompensa por 
completar la tarea con éxito. De esta forma lo que se intenta es hacer converger las 
recompensas totales por episodio lo máximo posible a 0. De esta forma, también se 
incentiva al agente a realizar la tarea en el menor tiempo posible, pues si no lo hace, 
su recompensa total será menor.  
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En un nuevo experimento cambiando únicamente la política de recompensas 
respecto al experimento anterior obtenemos los siguientes resultados: 
 
         (A) Valor Q medio                    (B) Recompensas totales 
 
 
 
 
 
 
 
(C) Número de iteraciones por episodio 
FIGURA 5.4: Resultados del tercer experimento para comprobar la correcta exploración y 
explotación del espacio de estados. 
 
Observando la figura 5.4a, vemos que los valores de Q se reducen inicialmente y se 
estabilizan en torno a -10. La forma de la gráfica ha cambiado respecto al 
experimento anterior debido al cambio en la política de recompensas haciendo que 
un valor negativo pequeño como el objetivo a conseguir. 
En la figura 5.4b, se observa una convergencia de las recompensas totales por 
episodio en 0 alrededor del episodio 50. Debido al cambio de la política de 
recompensas, ahora nuestro objetivo es hacer converger las recompensas totales a 
0, es decir, disminuir lo máximo posible las penalizaciones recibidas por el agente. 
Los picos observados en episodios avanzados se deben a la gran distancia inicial 
entre el punto que mira el brazo y donde mira la cámara, lo que hace que el brazo 
inicialmente tenga que “probar” hacia donde debe ir para no ser penalizado debido 
a la amplitud del espacio de estados. 
En tercer lugar, en la figura 5.4c, se observa la relación entre el número de 
iteraciones que han sido necesarias para completar cada episodio. En este caso, 
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nuestro objetivo también es hacerlo converger lo más cercano a 0 posible, lo que 
significa que el agente ha completado el episodio en número muy reducido de 
iteraciones. Como se puede observar, hay convergencia a 0 de esta figura lo que 
significa que el agente ha tenido éxito en aprender la manera de reducir lo máximo 
posible el número de iteraciones necesarias para llegar a su objetivo.  El porcentaje 
de éxito obtenido por el agente en este experimento es del 100%. 
Finalmente, podemos concluir que se ha tenido éxito en las dos tareas planteadas 
inicialmente, comprobando exitosamente el funcionamiento de dos partes 
fundamentales para poder resolver nuestro objetivo final. En primer lugar, nuestro 
agente es capaz de aprender la política de control para manejar un brazo robótico 
de 2 grados de libertad (sólo usando el hombro) y la comprobación con éxito de que 
el agente es capaz de explorar y explotar los estados más interesantes durante el 
aprendizaje. 
 
5.3   Experimentación Final 
 
En este apartado se muestran los resultados del último experimento realizado en el 
que aplicando todo lo aprendido de los experimentos iniciales procederemos a 
enseñar al brazo a desempeñar su tarea usando los tres grados de libertad de los 
que dispone el brazo.  
En este experimento final se pretende comprobar si el agente es capaz de aprender 
a desempeñar la tarea descrita en este proyecto sin tener ninguna información 
previa del entorno ni del control del brazo. 
Este experimento es de mayor complejidad que los anteriores debido al incremento 
de posibles acciones, específicamente, un incremento de 4 acciones en los 
experimentos anteriores a las 8 posibles acciones en este caso (las acciones -1 y 1 
para cada uno de los grados de libertad del brazo, es decir, 2*2*2 = 8 posibles 
acciones). Este añadido hace que el aprendizaje de la política de control del brazo 
sea más costoso. 
El rango de movimiento del brazo en este caso intenta simular el movimiento que 
tendría un brazo humano a la hora de realizar los movimientos. 
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Los resultados obtenidos en la realización de este experimento son los siguientes: 
 
 
 
 
 
 
(A) Recompensas totales                (B) Valor Q medio 
 
 
 
 
 
 
 
(C) Número de iteraciones por episodio 
FIGURA 5.5: Resultados del tercer experimento para ver el rendimiento del brazo con 
tres grados de libertad. 
 
Como se puede observar en la figura 5.5a, las recompensas nunca llegan a converger 
obteniendo valores muy irregulares a lo largo de todo el experimento. Esto se debe 
a la incapacidad del agente de aprender la política de control del brazo robótico en 
el entorno. 
En la figura 5.5b, se observa un incremento de los valores de Q, lo cual no cumple 
con como el agente debería actualizar los pesos, esto indica que el entrenamiento no 
está teniendo un efecto positivo en el aprendizaje del agente. 
En la figura 5.5c, vemos que el número de iteraciones por episodio es muy irregular 
y nunca llega a converger alrededor de cero como en el experimento anterior, 
indicando que no hay progresión en el aprendizaje debido a que no hay una 
tendencia en la disminución del número de iteraciones por episodio. 
Como se puede observar en las figuras, este no es el rendimiento que se esperaba 
obtener en el agente, siendo el agente incapaz de aprender la política correctamente. 
Aun así, el agente obtiene un porcentaje de éxito del 74.1%. Aun teniendo un 
porcentaje relativamente elevado el agente no cumple con la tarea de aprender a 
apuntar con el brazo en el menor número de iteraciones. 
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El principal motivo de este comportamiento es debido a la posibilidad de tener un 
mismo estado, pero con los motores del brazo en posiciones distintas, lo que 
desorienta completamente al agente sobre qué acción debe tomar en ese instante 
debido al incremento de la complejidad del brazo al tener tres grados de libertad. 
Por tanto, el problema se debe a una falta de conocimiento por parte del agente de 
saber en qué estado se encuentra actualmente dentro de un espacio de estados tan 
grande donde puede haber distintas configuraciones de los motores del brazo para 
un mismo estado. 
De esta forma se nos plantea un nuevo problema a resolver para el funcionamiento 
de nuestro agente. La primera opción que fue planteada fue añadir el estado de los 
tres motores del brazo a los estados del agente, formando un estado con seis 
campos, tres campos para la distancia y otros tres para indicar el grado de rotación 
de cada articulación del brazo. Después nos dimos cuenta de que este planteamiento 
era inviable debido al inmenso incremento de la dimensionalidad de nuestro 
espacio de estados si incorporamos este método.  
Tras un profundo estudio de nuestro entorno y del problema a resolver se construye 
una nueva definición de estado. Este nuevo estado sigue estando formado por los 
tres valores que indican la distancia, pero le añadimos tres campos más que 
definimos como la derivada de la distancia, lo cual nos da información de la 
trayectoria actual que lleva el brazo dentro del entorno. Con esto conseguimos 
representar un estado que aportase mayor conocimiento del entorno al agente. De 
esta forma, definimos el estado como: 
 
𝑠𝑡 = (∆𝑥𝑡, ∆𝑦𝑡 , ∆𝑧𝑡 , 𝑑∆𝑥𝑡, 𝑑∆𝑦𝑡 , 𝑑∆𝑧𝑡)     (5.3) 
 
Una vez definido nuestro nuevo estado, es hora de realizar un nuevo experimento 
para ver el desempeño del agente con esta nueva mejora. Los resultados obtenidos 
se muestran a continuación: 
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     (A) Recompensas totales     (B) Valor Q medio 
  
 
 
 
 
 
 
 
    (C) Número de iteraciones por episodio 
FIGURA 5.6: Resultados del cuarto experimento comprobando el funcionamiento del brazo 
usando la nueva definición de estados. 
 
Como se observa en la figura 5.6a, las recompensas por episodio van convergiendo 
a cero a lo largo del tiempo, indicando un aprendizaje por parte del agente de 
resolver el problema. 
En la figura 5.6b, observamos de igual forma un resultado de los valores de Q muy 
similar a los obtenidos en el tercer experimento realizado lo que indica que el agente 
va aprendiendo de manera satisfactoria la política de control. 
Por otro lado, en la figura 5.6c vemos claramente como el agente disminuye 
progresivamente el número de iteraciones necesarias para completar un episodio a 
lo largo del tiempo, llegando a estar muy cerca de una convergencia en valores 
cercanos a cero. 
Sin embargo, se observan claras diferencias entre los resultados obtenidos en este 
experimento con los obtenidos en el tercer experimento.  
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En primer lugar, como es esperado, el número de iteraciones necesarias hasta 
conseguir la convergencia de nuestro agente es mucho mayor, en este caso tarda 
5.000.000 de iteraciones en comparación a las 960.000 necesarias en el caso del 
brazo con dos grados de libertad. Este cambio se debe principalmente al incremento 
considerable de la complejidad del problema debido a la incorporación de un grado 
de libertad más en el codo (tres en total) además de la ampliación de la definición 
de nuestro estado lo que provoca que el aprendizaje sea más lento. 
Por último, también se observa un incremento de ruido en las gráficas del 
experimento actual. Esto también tiene como motivo el incremento en la 
complejidad del problema que hace al agente más susceptible a cambios en su 
comportamiento y como el agente aprende. El principal causante del ruido en las 
gráficas se debe al entrenamiento por mini-Batches lo que introduce de manera 
natural ruido al agente al tener que hacer aproximación de una función usando el 
descenso por gradiente. El ruido es muy dependiente del tamaño del mini-Batch 
usado, en concreto, cuanto menor es el tamaño (el tamaño más pequeño suele ser 
32 ejemplos) más ruido se introduce en el aprendizaje, pero la convergencia se 
produce antes. En cambio, cuando mayor es el tamaño del mini-Batch el aprendizaje 
es más lento pero el error introducido se reduce en gran medida (se considera 
grande a partir de 128 ejemplos, también depende mucho del problema). En nuestro 
caso hacemos uso de un tamaño de 32 ejemplos lo que proporciona un equilibrio 
entre tiempo de entrenamiento y ruido introducido. 
En este último experimento, obtenemos un porcentaje de éxito del 99.3%. Por tanto, 
consideramos que la tarea de hacer que un agente aprenda apuntar donde se le es 
indicado por una cámara en este caso ha sido completada satisfactoriamente. En 
resumen, los experimentos realizados son los siguientes: 
• Experimento 1: experimento inicial usando el brazo robótico sin codo y con 
un rango de movimiento reducido de la cámara. 
• Experimento 2: experimento usando el brazo robótico sin codo, usando el 
rango de movimiento de la cámara completa y la política del primer 
experimento. 
• Experimento 3: experimento usando el brazo robótico sin codo, usando el 
rango de movimiento de la cámara completa y la nueva política. 
• Experimento 4: experimento usando el brazo robótico con codo, usando el 
rango de movimiento completo de la cámara. 
• Experimento 5: experimento usando el brazo robótico con codo, usando el 
rango de movimiento completo y la nueva definición de estados para el 
agente. 
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 Experimento 
1 
Experimento 
2 
Experimento 
3 
Experimento 
4 
Experimento 
5 
Porcentaje 
de éxito 
100% 28% 100% 74.1 99.3% 
 
TABLA 5.1: Porcentaje de éxito del agente en los distintos experimentos de entrenamiento. 
 
5.4   Comparación de Resultados 
 
Una vez completado el entrenamiento de nuestra red neuronal con éxito, es hora de 
comprobar cómo se comporta nuestro agente cuando se le pone a prueba.  
Nuestro agente se enfrentará a diversas pruebas en las que hay cambios en el 
entorno para ver como de bien el agente es capaz de generalizar una vez entrenado 
en un entorno vacío. En estas pruebas se añaden diversos obstáculos alrededor del 
agente para dificultar su capacidad de apuntado y ver como el agente responde a 
estos estímulos a los que no ha sido enfrentado con anterioridad. 
A continuación, se muestran distintos entornos en los que hay diversos tipos de 
obstáculos de diferentes formas geométricas: 
 
 
(A) Escena con obstáculos esféricos  
 
FIGURA 5.7: Representación de las escenas de prueba con distintos tipos de obstáculos 
geométricos. 
 
 
 
(B) Escena con obstáculos en forma de 
cubo 
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Los tres distintos agentes en los que probaremos la red neuronal entrenada son los 
siguientes: 
• Agente A: agente que será probado en un entorno vacío. 
• Agente B: agente que será probado en el entorno con obstáculos esféricos 
como muestra la figura 5.7a. 
• Agente C: agente que será probado en el entorno con obstáculos en forma de 
cubo como muestra la figura 5.7b. 
Por tanto, cada agente es probado en un entorno diferente. A continuación, se 
muestra el porcentaje de éxito de cada agente en su entorno: 
 
 Agente A Agente B Agente C 
Porcentaje de éxito 86.6% 83.5% 86% 
 
TABLA 5.1: Porcentaje de éxito del agente en las pruebas. 
 
Como es habitual en el entrenamiento usando redes neuronales, el rendimiento 
obtenido en las pruebas suele ser ligeramente inferior al obtenido en el 
entrenamiento. Aun así, el Agente A consigue un gran rendimiento al enfrentarse a 
su entorno de entrenamiento lo cual demuestra que el aprendizaje de la política de 
control en el entrenamiento ha sido satisfactorio. 
Por otro lado, el Agente C también obtiene un gran resultado cuando es enfrentado 
a un entorno en el cual no ha sido entrenado. En este caso, el añadir obstáculos 
rectangulares no ha tenido un gran impacto en el rendimiento del agente en el 
entorno, demostrando gran capacidad de generalización cuando se somete a la 
ejecución de la tarea propuesta en presencia de estos obstáculos. 
En tercer lugar, el Agente B demuestra gran adaptabilidad al entorno más 
complicado de los tres en la que hay obstáculos esféricos obteniendo una gran 
capacidad de adaptación. 
Por tanto, se considera satisfactorio el objetivo de desarrollar un agente capaz de 
completar la tarea propuesta y además este agente dispone de un gran rendimiento 
en entornos en los que no ha sido entrenado demostrando gran capacidad de 
generalización. 
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Capítulo 6 
Conclusiones 
 
Se ha mostrado la buena respuesta de la aplicación de Deep Q-learning a 
tareas de aprendizaje de políticas de control para, en este caso, un brazo 
robótico para conseguir un sistema de apuntado autónomo. Este sistema es 
capaz de aprender la tarea propuesta en un entorno cerrado además de tener 
la capacidad de generalizar para entornos a los que no se enfrentó en el 
entrenamiento mostrando buenos resultados sin necesidad de entrenamiento 
añadido. 
El trabajo realizado en el campo de aprendizaje por refuerzo usando Deep 
Learning ha resultado ser muy desafiante pero también satisfactorio con los 
resultados obtenidos. En este capítulo se discute sobre las lecciones 
aprendidas durante el desarrollo del proyecto además de posibles caminos a 
tomar en desarrollos futuros. 
 
6.1   Lecciones Aprendidas 
 
• Deep Q-learning: hemos comprobado la potencia de Deep Q-learning 
para su aplicación en áreas más allá de los videojuegos. Esto abre la 
cuestión sobre cuáles serán las áreas en las que veremos aplicados 
DQN y cualquiera de sus variantes más recientes. 
 
• Trabajar con grandes espacios de estados: trabajar con espacios 
de estados tan grandes ha resultado ser altamente desafiantes pero 
muy gratificantes de trabajar con ellos cuando se consigue desarrollar 
una política que complete la tarea propuesta gracias a una estructura 
de recompensas adecuada que estimule al agente a visitar estados 
interesantes. La capacidad de discretizar espacios continuos tan 
grandes puede ser altamente costoso si no se hace de la forma 
adecuada. 
 
• Uso de potente hardware: el uso de una tarjeta gráfica potente ha 
resultado ser pieza clave en el desarrollo de los experimentos debido a 
que el entrenamiento de agentes puede llevar un tiempo muy elevado. 
De esta forma se consigue reducir el entrenamiento del orden de 
semanas a tan sólo pocos días gracias a la capacidad de paralelización 
de tarjetas gráficas NVIDIA. 
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• Uso de Unity3D: el uso de esta herramienta permite un ahorro 
considerable de tiempo en el desarrollo del simulador gracias al 
conocimiento previo de la herramienta y el uso de una API muy bien 
documentada. Este simulador ha otorgado una enorme flexibilidad en 
el desarrollo gracias a poder optimizar el desarrollo como se quiera. 
 
• Keras y Tensorflow: el uso de estas herramientas tan novedosas y 
potentes del campo del Machine Learning ha sido muy gratificante, un 
uso sencillo, gran escalabilidad y flexibilidad de la plataforma ha 
facilitado la implementación de Deep Q-learning en el proyecto y 
ganando experiencia en el uso de estas herramientas para futuros 
proyectos en este campo. 
 
6.2   Futuro Trabajo 
 
Mejora de la generalización 
 
El agente ha mostrado un gran comportamiento en el entorno en el que ha 
sido entrenado pero el rendimiento en otros entornos sigue siendo muy 
mejorable con resultados inferiores al entrenamiento. El desarrollo de una 
mejor política de control añadiendo más información a los estados podría ser 
gran utilidad en esta tarea. 
 
Aprendizaje por imágenes 
 
Una de los principales puntos de mejora es que el entrenamiento del agente 
sea a través de las imágenes captadas por la cámara donde los algoritmos 
como el Deep Q-learning tiene mayor potencial mediante el uso de redes 
neuronales convolucionales para el aprendizaje. 
 
Transferencia de políticas a la vida real 
 
Uno de los puntos más interesantes es transferir una política aprendida en 
una simulación al mundo real como ya se ha conseguido en otros proyectos de 
este ámbito. Esto hace que el aprendizaje sea más rápido que si se hace 
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directamente en la vida real, aunque también trae problemas como las físicas 
que se aplican al manipulador que pueden ser simuladas hasta cierta medida. 
 
Métodos más recientes de Deep Q-learning 
 
Recientemente están apareciendo nuevas variantes de Deep Q-learning que 
consiguen llevar un paso más adelante el ámbito del aprendizaje por refuerzo. 
Quizás la aplicación de alguno de estos métodos habría ofrecido mejores 
resultados en el proyecto. 
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