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Abstract. The annual cycle of temperature and precipitation
changes as projected by climate models is of fundamental
interest in climate impact studies. Its estimation, however, is
impaired by natural variability. Using a simple form of the
delta change method, we show that on regional scales rele-
vant for hydrological impact models, the projected changes
in the annual cycle are prone to sampling artefacts. For pre-
cipitation at station locations, these artefacts may have am-
plitudes that are comparable to the climate change signal it-
self. Therefore, the annual cycle of the climate change sig-
nal should be filtered when generating climate change sce-
narios. We test a spectral smoothing method to remove the
artificial fluctuations. Comparison against moving monthly
averages shows that sampling artefacts in the climate change
signal can successfully be removed by spectral smoothing.
The method is tested at Swiss climate stations and applied to
regional climate model output of the ENSEMBLES project.
The spectral method performs well, except in cases with a
strong annual cycle and large relative precipitation changes.
1 Introduction
Impacts of climate change on the hydrological cycle are both
of high scientific interest as well as of high relevance for so-
ciety as a whole. The former is due to the intimate coupling
of the hydrological cycle and the climate system (Allen and
Ingram, 2002; Wentz et al., 2007; Wild et al., 2008) while the
latter is based on the manifold interactions between the an-
throposphere and the hydrosphere (Kundzewicz et al., 2007).
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Hydrological impact studies focussing on runoff often use
statistically post-processed global climate model (GCM) or
regional climate model (RCM) data to drive a hydrological
model (Hay et al., 2000; Leung et al., 2004; Wood et al.,
2004; Kay et al., 2006; Buytaert et al., 2010). For this pur-
pose, various statistical post-processing methods have been
developed (see e.g. Fowler et al., 2007 or Maraun et al., 2010
for comprehensive reviews). All these methods are based on
statistical relationships that bridge the spatial and temporal
gaps between observations and modelled data, and attempt
to correct for climate model biases. Most of the available
methods focus on the hydrometeorological variables temper-
ature and precipitation (abbreviated as T and P respectively
in the remainder of this article) and usually include some rep-
resentation of the annual cycle.
Natural variability, both on interannual as well as intraan-
nual time scales, impairs parameter estimates of the sta-
tistical post-processing methods. The range of the natu-
ral variability can be assessed using e.g. resampling tech-
niques. Prudhomme and Davies (2009) and Wood et al.
(2004), for example, resampled observed time series to es-
timate the range of natural variability of the climate change
signal. Cross-validation has also been used to test the ro-
bustness of the parameter estimates to interannual variability
(Terink et al., 2010; Schmidli et al., 2007; Widmann et al.,
2003). However, only a few studies focussing on hydrologi-
cal impacts have looked in detail at the intraannual variability
of the parameters. Smoothing by averaging over seasons (see
e.g. Schmidli et al., 2007) or months (see e.g. Middelkoop
et al., 2001; Kleinn et al., 2005) is a common practise. An
appropriate representation of the seasonal cycle, however, is
not straightforward. On the one hand, the optimal choice
of the averaging period is dependent on the magnitude of the
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natural variability, the spatial averaging, and the length of the
data records. The stronger the natural variability, the smaller
the spatial averaging area and the shorter the data record is,
the wider the averaging window has to be chosen in order to
reduce the effects of natural variability on the parameter esti-
mates. On the other hand, hydrological impact modellers are
interested in an accurate representation of the annual cycle
and therefore prefer as narrow averaging windows as fea-
sible. The optimal solution is thus not trivial to find and
depends on the region and application under consideration.
Despite its importance, the discussion of how to optimally
represent the annual cycle in climate change scenarios is of-
ten neglected in recent impact modelling. In many cases,
the averaging window width is mentioned without specific
justification (e.g. Cameron et al., 2000; Jasper et al., 2004;
Graham et al., 2007).
This paper elaborates on the representation of the annual
cycle in the climate change signal within the delta change
post-processing methodology. We chose the delta change
method because of its simplicity, but the results appear rel-
evant for more sophisticated methods as well. The delta
change method has been used for hydrological impact stud-
ies ever since GCM data became available, and it is still used
nowadays (Gleick, 1986; Hay et al., 2000; Prudhomme et al.,
2002; Lenderink et al., 2007). More sophisticated combina-
tions of the delta change approach and weather generators
have also been developed (Kilsby et al., 2007). It is note-
worthy that Gleick (1986) already stressed the importance of
representing the climate change throughout the annual cycle
since seasonal changes tend to cancel each other out in the
annual average.
Here, we test the influence of sampling variability on the
annual cycle of the climate change signal by using moving
averages (MA) of different window widths. As an alternative
to the MA, we present a spectral approach to estimate the
climate change signal. Our analysis is carried out at obser-
vational station sites in Switzerland. The spectral estimation
produces smoother annual cycles of the climate change sig-
nals than MAs.
The paper is structured as follows: in Sect. 2, we present
the data used for the study. Section 3 introduces the delta
change method and the estimation methods for the annual
cycle. In Sect. 4, we study the effects of sampling variability
on the estimation of the annual cycle using a stochastic rain-
fall generator. Section 5 presents the estimation of the annual
cycle of the climate change signal using a spectral smoothing
method and a comparison to estimates using MAs of 31 days
window width. The methodology is then systematically ex-
plored at Swiss station sites. Section 6 summarises the find-
ings and discusses their relevance for climate impact studies.
Table 1. List of the employed climate model chains from the
ENSEMBLES project.
Institution GCM RCM
SMHI ECHAM5 RCA
MPI ECHAM5 REMO
KNMI ECHAM5 RACMO
ICTP ECHAM5 REGCM
DMI ECHAM5 HIRHAM
ETHZ HadCM3Q0 CLM
HC HadCM3Q0 HadRM3Q0
SMHI HadCM3Q3 RCA
CNRM ARPEGE ALADIN
SMHI BCM RCA
2 Data
We used daily near-surface T and P data from 10 GCM-
RCM model chains provided by the ENSEMBLES project
(van der Linden and Mitchell, 2009) to estimate the an-
nual cycle of the climate change signal (see Table 1). All
model chains use the A1B emission scenario, cover the pe-
riod 1951–2099 and have a horizontal resolution of about
25 km. From the whole set of model chains available through
the ENSEMBLES project, we excluded the HadCM3Q16
driven model chains as well as DMI-ARPEGE-ALADIN in
our analysis, due to pronounced summer dryings that caused
severe overshooting in the spectral smoothing (see Sect. 5.3
for details).
The geographical focus of our study is Switzerland.
Throughout this paper, the estimation of the climate change
signal is based on GCM-RCM data interpolated to station lo-
cations of MeteoSwiss (see Fig. 1). All the stations provide T
and P data with at least daily resolution for the period 1980–
2009. We used the four nearest gridpoints and the inverse
distance weighting interpolation algorithm to spatially inter-
polate the GCM-RCM data to station locations. It should also
be noted that any height correction is redundant since con-
stant correction terms cancel each other in the delta change
approach. Also, for simplicity, we neglect leap days in the
data, unless stated otherwise.
For the stochastic rainfall generator experiments, two sub-
sets of precipitation stations are used to estimate the rain-
fall generator parameters. These subsets are indicated by
blue and red dots in Fig. 1 (see also Sect. 4). In addition,
we used long-term data series from 26 stations with records
going back to 1900 from the climate monitoring network
of MeteoSwiss to constrain the harmonic smoothing model.
Stars mark these stations in Fig. 1.
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Fig. 1. Map with station locations for T (top) and P (bottom). Stars
indicate stations belonging to the long-term Swiss climate monitor-
ing network. Blue and red dots show the selected stations for the
CHNREGION (93 stations) and CHSREGION (23 stations) experiments,
respectively (see section 4).
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Fig. 1. Map with station locations for T (top) and P (bottom). Stars
indicate stations belonging to he long-term Swiss climate m nitor-
ing network. Blu and red d ts sh w th selected tat ons for the
CHNREGION (93 st tions) and CHSREGION (23 stations) experi-
ments, respectively (see Sect. 4).
3 Methodology
3.1 The delta change method
In the delta change method, observational records are scaled
according to climate hange signal. The climate change
sig al is derived from climate model data as the change be-
tween a scenario period (SCE) and a control period (CTL).
As a result of the scaling, the spatio-temporal patterns as well
as the correlations between the variables closely follow the
observed records. Thus, the delta change method is consid-
ered a robust method to generate climate impact scenarios
(Graham et al., 2007).
In this study, we applied the delta change method at station
sites for the SCE periods 2021–2050 and 2070–2099, both
relative to the CTL period 1980–2009. At each station i,
for each GCM-RCM j and for each day d in the year, we
estimate the mean annual cycle of the variable of interest and
denote it with XCTLi,j (d) for the control and XSCEi,j (d) for the
scenario period where X stands for either T or P . The delta
change method then derives an additive (￿Xaddi,j (d)) and a
multiplicative (￿Xmulti,j (d)) climate change signal for T and
P , respectively, according to
￿T addi,j (d) = T SCEi,j (d)−T CTLi,j (d) (1)
￿Pmulti,j (d) =
P SCEi,j (d)
PCTLi,j (d)
. (2)
Let XCTLi,obs(y,d) denote the continuous observational time se-
ries at station sites in the CTL period 1980–2009. Here, y
represents the years in the CTL period. In the delta change
method, all observational time steps in the CTL period be-
longing to the same day d in the year are scaled with the
corresponding climate change value. Again, one commonly
uses an additive or multiplicative scaling for T and P , re-
spectively:
T SCE,addi,j (y,d) = T CTLi,obs (y, )+￿T addi,j (d) (3)
P SCE,multi,j (y,d) = PCTLi,obs(y,d)×￿Pmulti,j (d). (4)
Equations (1–4) reveal that a key issue in the delta change ap-
proach is the estimation of the climatological annual cycle in
a predefined period. In fact, the delta change approach states
nothing but how the climatological annual cycle changes in
the transition of the climate state from CTL to SCE periods
according to climate model simulations. If one f ils to es-
timate a robust annual cycle in either the CTL or the SCE
period, one will fail to project an accurate change of he n-
nual cycle.
3.2 Estimation of the climatological annual cycle
It is not possible to derive the true climatological annual cy-
cle of any variable but only an estimate thereof, due to the
natural variability and the limited duration of observed or
simulated data records. The u certainty of the stimate mig t
be represented by a stochastic com onent. Ideally, the e ti-
mated climatological annual cycle should be robust, not de-
pend on the stochastic components in the time series, and
preserve the amplitude of the annual cycle. Often, the op-
timisation of these criteria is a trade-off, and it is not trivial
to choose an optimal method to estimate the climatological
annual cycle.
In this study, we used MAs and a spectral approach as an
altern tive to the MA for the estimation of the climatological
annual cycle of T and P . In the MA approach, the terms
X(d)CTLmod and X(d)SCEmod in Eqs. (1) and (2) become
Xi,j (d) = 1
ye−ys+1
ye￿
y=ys
￿ 1
2n+1
d+n￿
k=d−n
Xi,j (y,k)
￿
(5)
where ys and ye denote the start and end year of the cho-
sen period and n stands for the number of days before and
after the day d in each year y. We used MAs with window
widths of 15 (n= 7), 31 (n= 15), 61 (n= 30) and 91 (n= 45)
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days. The larger the n, the smaller the effect of the natural
variability on the estimate of the climatological annual cycle.
However, the amplitude of the annual cycle is more strongly
damped for larger n.
In the spectral approach, we investigated a spectral recon-
struction of the climatological annual cycle by a superposi-
tion of harmonics with the base period P0= 365 days as
Xi,j (d) = a0i,j +
H￿
k=1
￿
aki,j cos(ωkd)+bki,j sin(ωkd)
￿ (6)
ωk = 2kπ
P0
. (7)
The superscript k indicates the order of the harmonic compo-
nents andH is the maximum order retained. The coefficients
aki,j and bki,j are estimated using the discrete Fourier trans-
form (see e.g. von Storch and Zwiers, 1999) from the daily
time series of the GCM-RCM j at station site i in the CTL
and SCE period.
For GCM-RCMs using the Gregorian calendar, the base
period P0 is set to 365.25 days to account for leap years
(Narapusetty et al., 2009). The HadCM3Q0 and HadCM3Q3
driven RCMs have a 360 days calendar. For these GCM-
RCMs, we set P0 to 360 days. Having estimated the coef-
ficients of the harmonic smoothing model at each station site
and for each GCM-RCM, we scale the different lengths of
the annual cycle to fit 365 days by choosing P0= 365 days in
the reconstruction of Xi,j (d) as in Eq. (6).
In the spectral framework of harmonics, the choice of the
maximum order H is the only free parameter. The larger H
is, the more the details of the annual cycle can be resolved,
but the more vulnerable the spectral model becomes to influ-
ences of natural variability and overfitting.
4 Analysis of synthetically generated precipitation time
series
Let’s assume we could sample two 30 yr long precipitation
time series from a stationary climate and derive the annual
cycle of the precipitation change between the two time se-
ries. Stationary here means that the mean climate state is
the same in both samples, but the two realisations are modu-
lated by natural variability. Since we know that the climate is
stationary by assumption, the asymptotic solution of the pre-
cipitation change (expressed as a ratio) should equal one rep-
resenting no precipitation change. Any deviation from one,
e.g. the occurrence of an annual cycle, is solely caused by
sampling variability, and does not contain any climate signal.
Here, we investigate the sampling artefacts in the annual
cycle of the precipitation changes in an idealised stochas-
tic setup using a rainfall generator with stationary parame-
ters. The setup consists of four experiments which are rep-
resentative for precipitation series of individual station sites
(STATION) and regions (REGION) both for the northern
(CHN) and southern (CHS) parts of Switzerland, in order to
study two distinct climates at station and regional scale. Fol-
lowing Wilks and Wilby (1999), we employed a first order
Markov chain rainfall generator with the precipitation inten-
sity being modelled by a two-parameter gamma distribution.
Let pdw and pww be the transition probabilities from a dry
to wet and a wet to wet day, respectively. Given realisations
of the uniform random number r1 on the unit interval, the
precipitation occurence Y (t) is modelled as
Y (t) =
1 if Y (t−1)= 0 and r1≤pdw1 if Y (t−1)= 1 and r1≤pww0 otherwise (8)
where 1 stands for a wet and 0 for a dry day. On wet days, the
precipitation intensity I (t) is sampled from a gamma proba-
bility density function according to
f (I (t))= (I (t)/β)
(α−1)e(−I (t)/β)
β￿(α)
, I (t),α,β > 0 (9)
where α and β are parameters of the gamma distribution and
￿ is the gamma function. In this case, the synthetic precipi-
tation time series Psynth is derived as
Psynth(t)=Y (t)×I (t) (10)
For the single-station experiments CHNSTATION and
CHSSTATION, we derived the parameters pdw, pww, α and β
from the observed daily precipitation records in the period
1980–2009 at the stations Bern (BER) and Lugano (LUG)
respectively. The parameters were estimated for each season
separately. At the transition from one season to the other, the
parameter set is changed but the wet/dry state from the last
day of the previous season is taken for the continuation of
the Markov chain.
For the experiments representing regional precipitation,
we first selected all stations in a radius r around BER (r =
60 km) and LUG (r = 40 km) that have less than 10% miss-
ing values in the period 1980–2009 and calculated the mean
daily precipitation time series therefrom. Remaining missing
data were ignored in the averaging. The selected stations are
indicated by red and blue dots in Fig. 1. We are aware that
this averaging does not follow any spatial interpolation stan-
dards. The procedure suffices, though, to analyse the effect
of spatial averaging on the fluctuations of the climate change
signal. Table 2 lists the seasonal parameter settings for each
of the four experiments.
For each experiment, we generated 100 realisations of a
daily precipitation time series with a length of 30 yr. Sub-
sequently, we randomly chose 500 pairs out of the 100 reali-
sations and calculated the multiplicative precipitation change
signal byMAs with windowwidths of 15, 31, 61 and 91 days.
Also, note that the commonly used mean monthly climate
change signals are a subsample of the 31dMA. The same
similarity exists between seasonal climate change signals and
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Fig. 2. Annual cycles of the multiplicative precipitation change signals (Synth ￿P ) for the four experiments CHNSTATION, CHSSTATION,
CHNREGION, CHSREGION estimated from time series pairs generated by a stationary first order Markov chain rainfall generator. The correct
asymptotic solution is 1 representing no change. The dots indicate a specific realisation whereas the grey bands show the 10th–90th quantile
range of 500 realisations. The precipitation change signals were estimated by moving averages (MA) based on averaging window widths of
15, 31, 61 and 91 days over 30 yr of daily data.
Table 2. Seasonal parameter settings of the rainfall generator for the four experiments CHNSTATION, CHNREGION, CHSSTATION and
CHSREGION.
DJF MAM JJA SON
Experiment ID pww pdw α β pww pdw α β pww pdw α β pww pdw α β
CHNSTATION 0.55 0.20 1.56 4.26 0.54 0.26 1.47 5.52 0.51 0.26 1.32 7.85 0.51 0.22 1.34 6.92
CHNREGION 0.67 0.23 1.55 4.72 0.66 0.32 1.61 4.39 0.65 0.33 1.55 5.50 0.63 0.24 1.45 5.60
CHSSTATION 0.51 0.10 1.05 11.99 0.58 0.19 1.10 13.41 0.50 0.21 0.97 18.10 0.60 0.15 0.96 18.57
CHSREGION 0.54 0.12 0.95 11.69 0.62 0.22 0.96 14.17 0.60 0.28 0.95 13.70 0.65 0.17 0.87 21.40
the 91d MA. Thus, the effects of sampling variability pre-
sented below are transferable to these common averaging in-
tervals as well.
The results are shown in Fig. 2. Since both time series
of each pair have been generated with the same rainfall gen-
erator settings, the asymptotic solution is one, indicating no
change. The dots in Fig. 2 display one randomly chosen re-
alisation of the synthetically generated climate change signal
￿Psynth using different MA window widths. The 15dMA
estimate shows large fluctuations in every experiment. The
wider the MA window becomes, the smaller the fluctuations
get. The 31d MA, corresponding to a monthly resolution,
is a standard averaging window length in many impact stud-
ies. In the 31d MA estimates, the amplitudes of the ￿Psynth
fluctuations are typically in the order of 0.2, but spikes can
be as large as 1.3 or 0.7 as in the case of CHSSTATION. The
grey bands depict the 10th–90th% quantile range of the 500
realisations.
Comparison of the upper and lower panels in Fig. 2 shows
that the spatial averaging does not reduce the band width of
the 10th–90th% quantile range substantially. In the CHN
experiments, spatial averaging reduces the width of the 31d
MA band averaged over the year from 0.87–1.15 to 0.89–
1.12 whereas in the CHS cases, the width is reduced from
0.82–1.22 to 0.84–1.19.
The results indicate that on station scale as well as on re-
gional scales relevant for hydrological impact studies, the
fluctuations of ￿P arising from sampling variability alone
have to be considered in interpretations of climate change
signals. The exact range of the sampling variability is depen-
dent on the averaging window width, the spatial scale, the
region of interest and the length of the climate records. For
31d MAs, our analysis shows for representative climate re-
gions of Switzerland, that ￿P values in the range of 0.8 to
1.2 could be solely caused by sampling variability and do not
necessarily contain a climate change signal. Furthermore,
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Fig. 3. Mean over all station’s MSECV of harmonic models with in-
creasing harmonic order (HO 1 to HO 12) for observed daily T (top)
and Box-Cox transformed P (bottom) series at Swiss climate mon-
itoring stations (see Figure 1). Results of five 30 year periods are
shown in different colours. The MSECV have been normalised by
the mean MSECV for display reasons. In the case of T , the MSECV
of HO 0 is much larger compared to higher order harmonic models
and is therefore not shown.
these fluctuations. However, the maximal order of the har-
monic smoothing model (see Eq. (6)) needs to be chosen. In
this section we first define the optimal order of the harmonic
smoothing model for T and P . We then present a qualitative
comparison between the harmonic and the 31d MA estimates
of the climate change signal at station sites, since monthly
averaging periods are often employed in climate impact stud-
ies. We also discuss the limitations of the spectral smoothing
methodology in detail. Finally, we show the climate change
signals of T and P estimated by harmonic smoothing for 10
GCM-RCM chains at station sites in Switzerland.
5.1 Estimation of the optimal harmonic model
We use long-term observational station records of the Swiss
climate monitoring network to constrain the maximum order
of the harmonic smoothing model which is then applied to
GCM-RCM series. This approach implicitly assumes that
signal components from GCM-RCM time series having a
higher frequency than the optimal harmonic order are con-
sidered as being noise. We use a cross-validation technique
to specify the harmonic order for the annual cycle that op-
timally represents the time series. The methodology is de-
scribed in detail in Narapusetty et al. (2009). Here, we give
only a brief introduction and present our specific setup.
We extracted 30 year time slices from 25 temperature and 26
precipitation station records with daily resolution, and split
them into ten blocks of three year lengths. Five different
30 year time windows are analysed in order to test the ro-
bustness of the results with respect to decadal variability. At
each station and for each order of the harmonic smoothing
model, we carry out a 10-fold cross-validation by calibrating
the harmonic model on 9 of the 10 blocks and validating it
on the remaining block. The goal of the cross-validation is
to estimate the harmonic model that has the lowest estimated
prediction error (EPE). The EPE is a measure of the model
error in an independent data set that was not used for cali-
bration. It therefore penalises models that are overfitting the
data (see, e. g., Chapter 7 in Hastie et al., 2009). We use the
mean squared error (MSE) as a measure for the EPE and call
it the cross-validated MSE (MSECV). The MSECV is optimal
for normally distributed and independent residuals. P time
series however show strongly non-normal residual distribu-
tions. This might cause the estimation of the optimal model
to be biased. We therefore carried out the cross-validation
on the original data, on root-transformed and on Box-Cox
transformed data (Wilks, 2006, pp. 43) in order to test how
sensitive the results are with respect to the distributional char-
acteristics of the P data. Since the Box-Cox transformation
only works on positive definite variables, we replaced zeros
in the P data by 0.0001.
Figure 3 shows the results of the cross-validation. For T ,
the MSECV drops to a low level at the harmonic order (HO)
of 2 and remains on this low level up to HO 8. Within this
plateau, the differences between the models in terms of the
MSECV are small. Depending on the analysis period, the or-
der with the lowest MSECV varies between HO 2 and HO 8.
The MSECV starts to consistently increase again for higher
orders than HO 8. For P , the MSECV has a minimum at
HO 2, but the difference to HO 3 is very small. This result
is robust for different analysis periods. We only show the re-
sults of the Box-Cox transformed data. The results based on
the original and root-transformed data are very similar so are
not shown here.
The above analysis yields different optimal harmonic orders
for T and P . However, as the two atmospheric variables are
linked through dynamical and thermodynamical processes,
the optimal order for both variables should preferably be the
same. We thus chose HO 3 as the optimal order for T and P .
With a higher joint HO, we would accept higher-frequency
precipitation fluctuations that could stem from natural vari-
ability rather than climate change.
5.2 Comparison between the moving average and the
spectral estimation of the climate change signal
Based on the results in section 5.1, we use a third order har-
monic model (HO3) to estimate the annual cycle of T and
P in the CTL and SCE periods and compare it to 31d MA
estimates. We expect the HO3 estimates to be characterised
by smoother annual cycles and smaller peaks in the annual
i . . e ll t ti ’s EC nic odels with
increasing harmonic order (HO 1 to HO 12) for observed daily T
(top) and Box-Cox transformed P (bottom) series at Swiss climate
monitoring stations (see Fig. 1). Results of five 30 yr periods are
shown in different colours. The MSECV have been normalised by
the mean MSECV for display reasons. In the case of T , the MSECV
of HO 0 is much larger compared to higher order harmonic models
and is therefore not shown.
the spikes within the annual cycles of￿P call for estimation
m thods that produce smoother climatological annual cycl s
tha MAs.
5 Analysis of the climate change signal from regional
climate models at Swiss station sites
The stochastic analysis in Sect. 4 revealed that for variables
having similar characteristics as P , like e.g. a clustering of
events and a heavily skewed intensity distribution, estimates
of the climate change signal using MAs are prone to sub-
stantial artificial fluctuations caused by natural variability. In
particular, such fluctuations lead to an impaired representa-
tion of the minima and maxima in the an ual cycl of the
climate change signal. Harmonic smoothing is able to filter
these fluctuations. However, the maximal order of the har-
monic smoothing model (see Eq. 6) needs to be chosen. In
this section we first define the optimal order of the harmonic
smoothing model for T and P . We then present a qualitative
comparison between the harmonic and the 31d MA estimates
of the climate change signal at station sites, since monthly
averaging periods are often employed in climate impact stud-
ies. We also discuss the limitations of the spectral smoothing
methodology in detail. Finally, we show the climate change
signals of T nd P estimated by harmonic smoothing for 10
GCM-RCM chains at station sites in Switzerla d.
5.1 Estimation of the optimal harmonic model
We use long-term observational station records of the Swiss
climate monitoring network to constrain the maximum order
of the harmonic smoothing model which is then applied to
GCM-RCM series. This approach implicitly assumes that
signal components from GCM-RCM time series having a
higher frequency than the optimal harmonic order are con-
sidered as being noise. We use a cross-validation technique
to specify the harmonic ord r for the annual cycle that op-
timally repr sents the time series. The methodology is de-
scribed in detail in Na apusetty et al. (2009). Here, w give
only a brief introduction and present our specific setup.
We extracted 30 yr time slices from 25 temperature and 26
precipitation station records with daily resolution, and split
them into ten blocks of three year lengths. Five different
30 yr time windows are analysed in order to test the robust-
ness of the results with respect to decadal variability. At
each station and for each order of the harmonic smoothing
model, we carry out a 10-fold cross-validation by calibrating
the harmonic model on 9 of the 10 blocks and validating it
on the remaining block. The goal of the cross-validation is
to estimate the harmonic model that has the lowest estimated
prediction error (EPE). The EPE is a measure of the model
error in an independent data set that was not used for cali-
bration. It therefore penalises mod ls th ar overfitting the
data (see, e.g. Chapter 7 in Hastie et al., 2009). We use the
mean squared error (MSE) as a measure for the EPE and call
it the cross-validated MSE (MSECV). The MSECV is optimal
for normally distributed and independent residuals. P time
series however show strongly non-normal residual distribu-
tions. This might cause the estimation of the optimal model
to be biased. We therefore carried out the cross-validation
on the original data, on root-transformed and on Box-Cox
transformed data (Wilks, 2006, pp. 43) in order to test how
sensitive the results are with respect to the distributional char-
acteristics of the P data. Since the Box-Cox transformation
only works on positive definite variables, we replaced zeros
in the P data by 0.0001.
Figu e 3 shows the results of the cross-validation. For T ,
the MSECV drops to a low level at the harmonic order (HO)
of 2 and remains n this low level up to HO 8. Within this
plateau, the differences between the models in terms of the
MSECV are small. Depending on the analysis period, the or-
der with the lowest MSECV varies between HO 2 and HO 8.
The MSECV starts to consistently increase again for higher
orders than HO 8. For P , the MSECV has a minimum at
HO 2, but the difference to HO 3 is very small. This result
is robust for different analysis periods. We only show the re-
sults of the Box-Cox transformed data. The results based on
the original and root-transformed data are very similar so are
not shown here.
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Fig. 4. Comparison between annual cycles estimated by a 31d MA
(dashed lines) and a third order harmonic smoothing (HO 3; solid
lines). Annual cycles of T and P are displayed in the left and right
panels respectively. Results of the model chain ETHZ-HadCM3Q0-
CLM at the two exemplary stations BER (top) and LUG (bottom)
are shown. In each of the four blocks, the top panels contain the
annual cycles in the CTL period 1980-2009 and SCE period 2070-
2099. The annual cycles of the observed records in the CTL period
are added in grey. In the bottom panels, the delta change signals are
shown.
cycle than 31d MA estimates.
For illustration, Fig. 4 displays annual cycles of T and P at
the two station sites BER and LUG as modelled by ETHZ-
HadCM3Q0-CLM in the CTL period and the SCE period
2070-2099 (upper panels) as well as the climate change sig-
nal (lower panels). These two stations and the selected model
chain represent typical results.
In the case of T , the annual cycle in the CTL period is well
captured at both stations, although biases of up to 2 K arise
for individual months. The fluctuations in the 31d MA esti-
mate of ∆T have a time scale of typically one month. The
amplitudes of these fluctuations are in the order of 0.5-1 K.
The HO3 estimate treats these fluctuations as noise and re-
sults in a smooth annual cycle of ∆T .
In the CTL period, the depicted precipitation shows a large
bias in winter on the northern side of the Alps (BER),
whereas in southern Switzerland (LUG), the GCM-RCM is
able to reproduce the two precipitation peaks in the annual
cycle but has a biased amplitude. Such biases are not uncom-
mon in regions of complex topography. For a detailed eval-
uation of the ENSEMBLES GCM-RCMs, we refer to Klein
Tank et al. (2009) and references therein. The estimates of
the climatological annual cycle using a 31d MA show high
Fig. 5. Examples of ∆P as estimated by a 31d MA (dashed lines)
and the spectral smoothing (solid lines) of various model chains at
different station sites as indicated in each panel’s title. Examples
are shown for the SCE period 2070-2099.
frequency fluctuations in the CTL and SCE periods, which
are amplified in the annual cycle of ∆P due to the division
of SCE by CTL values. A spurious amplification can be seen
at the station LUG in mid October, when a decrease of P in
the CTL period and a rapid increase in the SCE period occur,
leading to a spike in ∆P . The HO3 estimate is not influ-
enced by such high frequency fluctuations and results in a
smooth annual cycle.
Figure 5 shows further examples of strong fluctuations in the
31d MA around the spectrally smoothed annual cycle∆P at
different station sites and for various model chains. The fluc-
tuations of the 31d MA estimates relative to the spectrally
smoothed annual cycles are in the same order of magnitude
as the climate change signal.
In climate studies, an important figure is the ensemble mean
of the climate change signal. Due to the averaging effect, it is
expected that the fluctuations in the climate change signal of
the ensemble mean are smaller than for the individual GCM-
RCM. Fig. 6 shows the ensemble mean of the ∆P signals
of the individual GCM-RCMs as estimated by the spectral
method and by a 31d MA. The fluctuations of the 31d MA
estimate around the HO 3 estimate are still substantial and are
often in the range of the climate change signal itself. Thus,
smoothing might also be necessary for the ensemble mean
climate change signal. For applications to impact models
such as, for e. g., hydrological models, we recommend not
to use the ensemble mean climate change signal, but rather
the individual GCM-RCMs ∆P and to derive the ensemble
mean at the end of the entire impact modelling chain. Impact
models are usually non-linear and thus do not yield the same
results whether the averaging over the ensemble is done at
the GCM-RCM stage or at the end of the impact modelling
chain.
5.3 Limitations of the methodology
The employed harmonic smoothing model uses a sharp spec-
tral low-pass filter as it removes all harmonic components
above the order of 3 and retains the orders 0 to 3 without any
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The above analysis yields different optimal harmonic or-
ders for T and P . However, as the two atmospheric vari-
ables are linked through dynamical and thermodynamical
processes, the optimal order for both variables should prefer-
ably be the same. We thus chose HO 3 as the optimal or-
der for T and P . With a higher joint HO, we would accept
higher-frequency precipitation fluctuations that could stem
from natural variability rather than climate change.
5.2 Comparison between the moving average and the
spectral estimation of the climate change signal
Based on the results in Sect. 5.1, we use a third order har-
monic model (HO3) to estimate the annual cycle of T and
P in the CTL and SCE periods and compare it to 31d MA
estimates. We expect the HO3 estimates to be characterised
by smoother annual cycles and smaller peaks in the annual
cycle than 31d MA estimates.
For illustration, Fig. 4 displays annual cycles of T and P
at the two station sites BER and LUG as modelled by ETHZ-
HadCM3Q0-CLM in the CTL period and the SCE period
2070–2099 (upper panels) as well as the climate change sig-
nal (lower panels). These two stations and the selected model
chain represent typical results.
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Fig. 5. Examples of ￿P as estimated by a 31d A (dashed lines)
and the pectral moothing ( olid line ) of variou model chain at
different tation ite a indicated in each panel’ title. Example
are hown for the SCE period 2070–2099.
In the case of T , the annual cycle in the CTL period is
well captured at both stations, although biases of up to 2K
arise for individua months. The fluctuations in the 31d MA
estimate of ￿T have a time scale of typically one month.
The amplitudes of these fluctuations are in the order of 0.5–
1K. The HO3 estimate treats these fluctuations as ise and
results in a smooth annual cycle of ￿T .
In t e CTL period, the depicted precipitation shows a
large bia in winter on the northern side of the Alps (BER),
whereas in southern Switzerland (LUG), the GCM-RCM is
able to reproduce the two precipitation peaks the ann al
cycle but has a biased amplitude. Such b ases are not uncom-
mon in regio s of complex topography. For a detailed eval-
uation of the ENSEMBLES GCM-RCMs, we refer to Klein
Tank et al. (2009) d refere ces therein. The stimates of
the climatologic l annual cycle using a 31d MA show high
frequency fluctuations in the CTL and SCE period , which
ar amplified in the annual cycle of ￿P due to the division
of SCE by CTL values. A spurious amplifica ion can be seen
at the station LUG in mid October, when a decrease of P in
th CTL period nd a rapid increase in the SCE period occur,
leading to a spike in ￿P . The HO3 estimate is not influ-
enced by such high frequency fluctuations and r sults in a
t annual cycle.
Figure 5 shows further examples of strong fluctuations in
the 31dMA around the spectrally smoothed annual cycle￿P
at different station sites and for various model chains. The
fluctuations of the 31dMA estimates relative to the spectrally
smoothed annual cycles are in the same order of magnitude
as the climate change signal.
In climate studies, an important figure is the ensemble
mean of the climate change signal. Due to the averaging ef-
fect, it is expected that the fluctuations in the climate change
signal of the ensemble mean are smaller than for an indi-
vidual GCM-RCM. Figure 6 shows the ensemble mean of
the ￿P signals of the individual GCM-RCMs as estimated
by the spectral method and by a 31d MA. The fluctuations
of the 31d MA estimate around the HO 3 estimate are still
substantial and are often in the range of the climate change
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Fig. 6. Examples of the ensemble mean ∆P as estimated by a 31d
MA (dashed lines) and the HO3 spectral smoothing (solid lines) at
the station sites BER and LUG. Examples are shown for the SCE
period 2070-2099.
damping. Such sharp spectral filters are prone to overshoot-
ings which can occur in situations when sudden changes in
a time series take place within a time scale that cannot be
resolved by the spectral model. This is also known as the
Gibbs phenomenon. Overshootings are critical as, e. g., neg-
ative precipitation values can occur so results need to be
scanned for such overshootings. For the application to the
delta change methodology, there are three types of overshoot-
ing cases: overshootings occur in the smoothed mean annual
cycle of (a) observed time series, (b) climate model time se-
ries in the CTL period (and possibly also in the SCE period)
and (c) climate model time series in the SCE period only.
Case a) indicates that the spectral smoothing model is not
appropriate for the climate in the region of interest. Case (b)
indicates that the climate model is spectrally biased since its
time series contain more spectral frequencies than estimated
from the observed time series. In case (c), the climate model
is not spectrally biased but changes its spectral characteris-
tics substantially in the transition from the CTL to the SCE
period. In case (a), one should not use the spectral model but
resort to other smoothing methods such as, e. g., generalized
linear models or smoothing filters that do not produce over-
shootings. In cases (b) and (c), one could use a less sharp
spectral filter to estimate the mean annual cycle.
Figure 7 shows the application of the sharp (i. e., having a
sharp cutoff) and a less sharp (i. e., having a gradual cut-
off) HO3 filter as well as the 31d MA to the time series
of the DMI-ARPEGE-HIRHAM GCM-RCM at the station
LUG. The inset in Fig. 7 shows the response function of the
31d MA and the two spectral filters constructed following
Duchon (1979). The response function of the 31d MA is a
damped sinus oscillation (black line). The sharp filter has a
cutoff at HO3 (red line). The gradual cutoff filter (green line)
has a linear transition from the response value of 1 to 0. We
subjectively chose a transition range of ± 2 harmonic orders
around HO3.
In the example shown, the GCM-RCM has a pronounced
summer drying in the CTL period. In the SCE period, the
summer drying still exists, but precipitation starts to increase
a bit earlier in the year. As a result, the 31d MA shows a very
high and unrealistic multiplicative climate change signal of
up to 4.5 in August. The sharp cutoff HO3 filter has prob-
lems resolving the pronounced low precipitation period in
summer and produces overshootings that cause negative pre-
cipitation. The climate change signal is therefore not mean-
ingful. The gradual cutoff HO3 filter does not produce over-
shootings and results in a reasonable climate change signal.
It remains up to the users of the presented methodology to
choose whether GCM-RCMs that show problems such as
those in cases (b) and (c) should be included in the ensem-
ble or not. We chose not to use GCM-RCMs that have severe
overshootings. In principle though, the approach of a spectral
filter with a gradual cutoff would be a suitable workaround if
such GCM-RCMs should be included.
5.4 Climate change signal at Swiss station sites
5.4.1 Annual cycle of the climate change signal
For brevity, we show results of the climate change signal’s
annual cycle only at the two exemplary stations BER and
LUG (see Fig. 1). Figure 8 shows each GCM-RCMs annual
cycle of ∆T and ∆P respectively for both SCE periods
relative to the CTL period 1980-2009. To compare the
changes to the natural variability range, we resampled each
station’s observed precipitation record of the CTL period.
We constructed 100 realisations with a length of 30 years
by resampling with replacement the years of the observed
record. From the 100 realisations, we randomly chose 500
pairs and estimated the climate change signal between the
pairs. The range of ± 1 standard deviation (σ) of the 500
resampled realisations is shown as a grey band in Fig. 8.
Fig. 7. Illustration of the overshooting problem for the example
of the GCM-RCM DMI-ARPEGE-HIRHAM at the station LUG.
Annual cycle of P in the CTL (top) and SCE 2070-2099 (middle)
period as well as its climate change signal (bottom) estimated by
use of different filters. The inset shows the response function of the
spectral filters.
ig. 6. xa ples of the ense ble ean ￿ as esti ated by a 31d
(dashed lines) and the 3 spectral s oothing (solid lines) at
the station sites and . xa ples are sho n for the
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signal itself. Thus, smoothing might also be necessary for
the ensemble mean climate change signal. For applications
to impact models such as, for e.g. hydrological models, we
recommend not to use the ensemble mean but rather the in-
dividual GCM-RCMs cli ate change signal, and to derive
the ensemble mean at the end of the entire impact modelling
chain. Impact models are usually non-linear and thus do not
yield the same results whether the averaging over the ensem-
ble is done at the GCM-RCM stage or at the end of the impact
modelling chain.
5.3 Limitations of the methodology
The employed harmonic smoothing model uses a sharp pec-
tral low-pass filter as it remov s all harmonic components
above the order of 3 and retains the orders 0 to 3 without any
damping. Such sharp spectral filters ar prone to overshoot-
ings w ich can occur in situatio s when sudden ch nges in a
time seri s t ke plac within a time scale that cannot b re-
solved by the spectral model. This is also known as the Gibbs
henomenon. Overshootings are probl mati s, e.g. neg-
ative precipitation values can occur, so results need to be
scanned for such overs ootings. For the application t the
delta change methodology, there are three types of overshoot-
ing cases: overshootings occur in the smoothed mean annual
cycle of (a) observed time series, (b) climate model time se-
ries in the CTL period (and possibly also in the SCE period)
and (c) climate model time series in the SCE period only.
Case (a) indicates that the spectral smoothing model is not
appropriate for the climate in the region of interest. Case (b)
indicates that the climate model is spectrally biased since its
time series contain more spectral frequencies than estimated
fro the observed time series. In case (c), the climate model
is not spectrally biased but changes its spectral characteris-
tics substantially in the transition from the CTL to the SCE
period. In case (a), one should not use the spectral model but
resort to other smoothing methods such as, e.g. generalized
linear models or smoothing filters that do not produce over-
shootings. In cases (b) and (c), one could use a less sharp
spectral filter to estimate the mean annual cycle.
Figure 7 shows the application of the sharp (i.e. having
a sharp cutoff) and a less sharp (i.e. having a gradual cut-
off) HO3 filter as well as the 31d MA to the time series
of the DMI-ARPEGE-HIRHAM GCM-RCM at the station
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Fig. 6. Examples of the ensemble mean ∆P as estimated by a 31d
MA (dashed lines) and the HO3 spectral smoothing (solid lines) at
the station sites BER and LUG. Examples are shown for the SCE
period 2070-2099.
damping. Such sharp spectral filters are prone to overshoot-
ings which can occur in situations when sudden changes in
a time series take place within a time scale that cannot be
resolved by the spectral model. This is also known as the
Gibbs phenomenon. Overshootings are critical as, e. g., neg-
ative precipitation values can occur so results need to be
scanned for such overshootings. For the application to the
delta change methodology, there are three types of overshoot-
ing cases: overshootings occur in the smoothed mean annual
cycle of (a) observed time series, (b) climate model time se-
ries in the CTL period (and possibly also in the SCE period)
and (c) climate model time series in the SCE period only.
Case a) indicates that the spectral smoothing model is not
appropriate for the climate in the region of interest. Case (b)
indicates that the climate model is spectrally biased since its
time series contain more spectral frequencies than estimated
from the observed time series. In case (c), the climate model
is not spectrally biased but changes its spectral characteris-
tics substantially in the transition from the CTL to the SCE
period. In case (a), one should not use the spectral model but
resort to other smoothing methods such as, e. g., generalized
linear models or smoothing filters that do not produce over-
shootings. In cases (b) and (c), one could use a less sharp
spectral filter to estimate the mean annual cycle.
Figure 7 shows the application of the sharp (i. e., having a
sharp cutoff) and a less sharp (i. e., having a gradual cut-
off) HO3 filter as well as the 31d MA to the time series
of the DMI-ARPEGE-HIRHAM GCM-RCM at the station
LUG. The inset in Fig. 7 shows the response function of the
31d MA and the two spectral filters constructed following
Duchon (1979). The response function of the 31d MA is a
damped sinus oscillation (black line). The sharp filter has a
cutoff at HO3 (red line). The gradual cutoff filter (green line)
has a linear transition from the response value of 1 to 0. We
subjectively chose a transition range of ± 2 harmonic orders
around HO3.
In the example shown, the GCM-RCM has a pronounced
summer drying in the CTL period. In the SCE period, the
summer drying still exists, but precipitation starts to increase
a bit earlier in the year. As a result, the 31d MA shows a very
high and unrealistic multiplicative climate change signal of
up to 4.5 in August. The sharp cutoff HO3 filter has prob-
lems resolving the pronounced low precipitation period in
summer and produces overshootings that cause negative pre-
cipitation. The climate change signal is therefore not mean-
ingful. The gradual cutoff HO3 filter does not produce over-
shootings and results in a reasonable climate change signal.
It remains up to the users of the presented methodology to
choose whether GCM-RCMs that show problems such as
those in cases (b) and (c) should be included in the ensem-
ble or not. We chose not to use GCM-RCMs that have severe
overshootings. In principle though, the approach of a spectral
filter with a gradual cutoff would be a suitable workaround if
such GCM-RCMs should be included.
5.4 Climate change signal at Swiss station sites
5.4.1 Annual cycle of the climate change signal
For brevity, we show results of the climate change signal’s
annual cycle only at the two exemplary stations BER and
LUG (see Fig. 1). Figure 8 shows each GCM-RCMs annual
cycle of ∆T and ∆P respectively for both SCE periods
relative to the CTL period 1980-2009. To compare the
changes to the natural variability range, we resampled each
station’s observed precipitation record of the CTL period.
We constructed 100 realisations with a length of 30 years
by resampling with replacement the years of the observed
record. From the 100 realisations, we randomly chose 500
pairs and estimated the climate change signal between the
pairs. The range of ± 1 standard deviation (σ) of the 500
resampled realisations is shown as a grey band in Fig. 8.
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LUG. The inset in Fig. 7 shows the response function of the
31d MA and the two spectral filters constructed following
Duchon (1979). The response function of the 31d MA is a
damped sinus oscillation (black line). The sharp filter has a
cutoff at HO3 (red line). The gradual cutoff filter (green line)
has a linear transition from the response value of 1 to 0. We
subjectively chose a transition range of ±2 harmonic orders
around HO3.
In the example shown, the GCM-RCM has a pronounced
summer drying in the CTL period. In the SCE period, the
summer drying still exists, but precipitation starts to increase
a bit earlier in the year. As a result, the 31d MA shows a very
high and unrealistic multiplicative climate change signal of
up to 4.5 in August. The sharp cutoff HO3 filter has prob-
lems resolving the pronounced low precipitation period in
summer and produces overshootings that cause negative pre-
cipitation. The climate change signal is therefore not mean-
ingful. The gradual cutoff HO3 filter does not produce over-
shootings and results in a reasonable climate change signal.
It remains up to the users of the presented methodology
to choose whether GCM-RCMs that show problems such as
those in cases (b) and (c) should be included in the ensemble
or not. We chose not to use GCM-RCMs that have severe
overshootings. I principle though, the approach of a spectral
filter with a gradual cutoff would be a suitable workaround if
such GCM-RCMs should be included.
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5.4 Climate change signal at Swiss station sites
5.4.1 Annual cycle of the climate change signal
For brevity, we show results of the climate change signal’s
annual cycle only at the two exemplary stations BER and
LUG (see Fig. 1). Figure 8 shows each GCM-RCMs annual
cycle of￿T and￿P respectively for both SCE periods rela-
tive to the CTL period 1980–2009. To compare the changes
to the natural variability range, we resampled each station’s
observed precipitation record of the CTL period. We con-
structed 100 realisations with a length of 30 yr by resampling
with replacement the years of the observed record. From the
100 realisations, we randomly chose 500 pairs and estimated
the climate change signal between the pairs. The range of
±1 standard deviation (σ ) of the 500 resampled realisations
is shown as a grey band in Fig. 8.
In the case of￿T , the ensemble mean shows peaks in win-
ter and summer in both SCE periods. The model spread is
largest in summer, which is mainly due to a strong summer
warming of HadCM3Q0-driven experiments. Generally, the
￿T signal for both SCE periods is distinctively above the
estimated natural variability range. The natural variability
range of ￿P relative to the projected ￿P values is much
larger than in the case of ￿T . Also, the range of natural
variability strongly differs from station to station. Only the
decrease of P in the summer of the later scenario period as
projected by a majority of the GCM-RCMs substantially ex-
ceeds the range of the natural variability.
The results also indicate that for ￿T and to a lesser ex-
tent for ￿P , GCM-RCMs belonging to the same GCM fam-
ily show similar patterns in the annual cycle of the climate
change signal.
5.4.2 Spatial patterns of seasonal mean changes
Figure 9 shows the mean seasonal pattern of￿T and￿P for
both scenario periods. Only the results for the seasons DJF
and JJA are shown since the analysis of the annual cycles
showed these seasons to have stronger climate change signals
than the transition seasons.
For￿T , the spatial pattern is homogenous across Switzer-
land with the exception of the Alpine ridge region in JJA that
generally shows higher ￿T than other regions in Switzer-
land. The strongest warming is projected for JJA. The me-
dian of all station’s ensemble mean ￿T for JJA is 1.35K for
2021–2050 and 3.72K for 2070–2099. At most stations, the
ensemble mean ￿T is larger than 2 times the standard devi-
ation of the natural variability for both scenario periods.
The strongest seasonal ￿P signal is projected for JJA in
the SCE period 2070–2099 with ensemble mean ￿P values
around 0.8 in large parts of Switzerland. Southern Switzer-
land is projected to have the strongest decrease of summer
precipitation, with ￿P values around 0.7. For DJF, an in-
crease of P can be expected but the strength of the signal is
smaller than for JJA. In the period 2021–2050, the ￿P val-
ues generally do not exceed the range of estimated natural
variability.
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Fig. 9. Seasonal ensemble mean ￿T (left panel group) and ￿P (right panel group) at all station sites for both scenario periods 2021–2050
(top) and 2070–2099 (bottom) and the seasons DJF and JJA. The colour scale indicates the ensemble mean value of ￿T or ￿P . The size of
the dot indicates the magnitude of ￿T or ￿P relative to the standard deviation (STD) of the estimated natural variability at the respective
station. At stations having more than 10% missing values, no natural variability was estimated. These stations are not shown.
The ensemble mean’s projected seasonal changes for the
SCE period 2070–2099 are consistent with the results from
the PRUDENCE project (Christensen et al., 2007). In the
PRUDENCE project, the ensemble mean ￿T in the Alpine
region for the SCE period 2070–2100 relative to the CTL pe-
riod 1961–1990 was +2K for winter and +4K for summer.
The estimated ensemble mean ￿P was +10% and −30%
for winter and summer respectively (Christensen and Chris-
tensen, 2007).
6 Summary and conclusions
The delta change method commonly used in climate impact
modelling studies requires a representation of the climate
change signal’s annual cycle. This implies the estimation of
the annual cycle of T and P both in the CTL and the SCE
period. Using a stochastic rainfall generator, we showed that
climate change signals of mean precipitation derived byMAs
are strongly affected by sampling artefacts. Spatial aggrega-
tion to a region corresponding to the area of a few RCM grid
cells does not reduce the effect of sampling variability on the
climate change signal substantially.
Climate change signals estimated using narrow averaging
intervals, such as monthly means, should thus be regarded
with caution, since associated artificial peaks in the annual
cycle can lead to undesirable effects when used in combina-
tion with non-linear impact models.
We used a spectral smoothing to ameliorate the effects of
natural variability on artificial fluctuations in the annual cy-
cle. Compared to 31d MA estimates, the spectral smoothing
successfully filters intraannual fluctuations. In a few cases
when a strong amplitude of the annual precipitation cycle is
paired with a large relative precipitation change, the spectral
smoothing produces overshootings.
The derived climate change signal for the ENSEMBLES
GCM-RCM chains is particularly clear for the later SCE pe-
riod 2070–2099. The peak in the ensembles mean’s ￿T is
around 4 K. In the case of P , a pronounced decrease of sum-
mer precipitation is projected for the whole of Switzerland.
In the other seasons, precipitation is projected to increase.
In this study we focussed on changes in the annual cy-
cle of mean T and P as used in the delta change method.
This is a statistical model of low complexity in the whole
variety of statistical post-processing methods. More com-
plex models, such as, e.g. bias-correction methods involv-
ing a mean and variance scaling or quantile-mapping, are
possibly even more sensitive to natural variability than the
delta change method. The quantification of the sensitivity,
however, requires further study. The study presented here
indicates that the representation of the annual cycle in any
statistical post-processing or downscaling method should be
addressed with care.
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