Abstract-Thanks to a flexible frequency grid, Elastic Optical Networks (EONs) will support a more efficient usage of the spectrum resources. On the other hand, this efficiency may lead to even more disruptive effects of a failure on the number of involved connections with respect to traditional networks. In this paper, we study the problem of providing path protection to the lightpaths against a single fiber failure event in the optical layer. Our optimization task is to minimize the spectrum requirements for the protection in the network. We develop a scalable exact mathematical model using column generation for both shared and dedicated path protection schemes. The model takes into account practical constraints such as the modulation format, regenerators, and shared risk link groups. We demonstrate the effectiveness of our model through extensive simulation on two real-world topologies of different sizes. Finally, we compare the two protection schemes under different scenario assumptions, studying the impact of factors such as number of regenerators and demands on their performances.
I. INTRODUCTION
In an Elastic Optical Network (EON), data is distributed over a number of low data rate subcarriers without having to strictly follow the ITU-T fixed wavelength grid. In this way, with a data traffic more and more uncertain and heterogeneous, the spectrum resources can be used more efficiently and with a higher degree of flexibility [1] . With respect to a classical WDM network, EONs impose additional constraints on the structure of the optical path. Indeed, EONs require that contiguous frequency slots are allocated to each connection, which is also the main difference between the Routing and Spectrum Assignment (RSA) and Routing and Wavelength Assignment (RWA) problems. Thus, the already proposed RWA methods are not suitable for EONs. The RSA problem requires to find both an end-to-end optical path and a contiguous subset of frequency slots for each connection request.
Furthermore, EONs open up the possibility of exploiting multiple modulation formats for the different subcarriers. In such a way, the utilization efficiency could be further enhanced [2] . The problem of also determining a modulation format in addition to a routing path and a contiguous segment of spectrum is often referred to as the Routing, Modulation, and Spectrum Allocation (RMSA) problem. The problem is known to be NP-Hard even in the absence of modulation formats [3] and is challenging, even on small instances. With the increasing efficiency in terms of resource usage, a link may accommodate a larger number of connections in EONs. Hence, the effects of a failure, such as a fiber cut, could be even more disruptive than in traditional networks. Network failures have been widely investigated (see e.g., [4] , [5] ). In the results of [4] , each link experienced, on average, 16 failures per year. If not well managed, a failure may correspond to loss of service to users and loss of revenue. It is thus necessary to provide protection against failures in order to guarantee continuity of service and no violation of SLA requirements. We focus our attention on the single link failure scenario, since they are the predominant form of failures in optical networks [6] . Fault management techniques can be grouped into two categories: restoration and protection. In restoration, the network spare resources are used to reroute the connections affected by the failure. In protection, spare capacity is reserved in advance during connection setup. Restoration schemes use network spare resources more efficiently, but on the other hand, protection schemes have a faster restoration time and guarantee the recovery [7] . We thus study the latter schema. In dedicated protection, there is no spectrum resources sharing between backup lightpaths. Each frequency slot is used for at most one lightpath. In shared protection, backup spectrum resources can be shared among different lightpaths if they fail independently. If, on one hand, in shared protection, spectrum resources are used more efficiently [8] , on the other hand, in dedicated protection the recovery time is smaller. We thus study both protection schemes in this paper. Another classification of the protection techniques can be made according to the recovery mechanisms. It could consist in a local repair (i.e., link protection) or in an end-to-end repair (i.e., path protection). Link protection schemes reroute the traffic only around the failed link. Path protection schemes reroute the traffic through a backup path if a failure occurs on its working path. With path protection, network resources are used more efficiently [6] . We consider the problem of providing for each connection, a link-disjoint backup lightpath, under both dedicated and shared path protection schemes. Our model also includes practical parameters such as the modulation format selection and the positions of regenerators. The modulation format of a lightpath adds a constraint on the maximum transmission distance, which may be extended by one or more regenerators if present in the route. One of the key concerns of the network operators is the efficient utilization of the deployed network capacity [1] . Our optimization goal is thus the minimization of the spectrum requirements for the protection. In this paper, we propose two models for both dedicated and shared path protection against a single link failure. Our resolution strategy is based on a decomposition model using the column generation technique. We show that this technique is effective in dealing with the RMSA problem. Our contributions can be summarized as follows: -To the best of our knowledge, we are the first to propose a scalable exact method to solve the problem of providing path protection against a single link failure in elastic optical networks. The method is based on a decomposition model using column generation. -The model takes into account practical constraints, such as multiple modulation formats, regenerators, and shared risk link groups.
-We compare the shared and dedicated path protection models and evaluate the tradeoff between the resolution time and the effectiveness, in terms of bandwidth utilization. -We additionally study the impact of the number of regenerators in the network on the bandwidth requirements and on the latencies of both primary and backup lightpaths. The rest of this paper is organized as follows. In Section II, we review related works in more detail. In Section III, we formally state the problem addressed in this paper. In section IV, we describe our column-generation-based model and show the subproblem to be solved in Section V. In Section VI, we validate our model by various numerical results on two real world topologies of different sizes. Finally, we draw our conclusions in Section VII.
II. RELATED WORK
The problem of providing protection against failures in WDM networks has been widely investigated in the literature, see e.g., [6] , [7] , [8] . Nevertheless, not enough effort has been made in the context of EONs with multiple modulation formats and flexible spectrum allocation. Dedicated path protection. The problem of off-line routing and spectrum allocation in flexible grid optical networks with dedicated path protection was studied in [9] and [10] . The optimization goal considered is to minimize the width of spectrum required in the network. In [9] , the authors provide both an ILP formulation and a heuristic algorithm to solve the problem. In [10] , an evolutionary algorithm metaheuristic is proposed with the aim to support the search for optimal solutions. Shared path protection. Shared protection for EONs was considered in [11] , [12] , and [13] . A genetic algorithm metaheuristic with the goal to provide near optimal solutions to the problem of finding a primary and a backup path for each demand is proposed in [11] . The closest works to ours are [12] and [13] . The authors consider exact methods and propose ILP formulations for both dedicated and shared path protection, but with different optimization objectives. In [12] , the authors minimize both the required spare capacity and the maximum number of frequency slots used in the network. In [13] , the objective is to minimize the width of spectrum required in the network. They propose an ILP formulation in which each demand has a set of candidate pairs of link disjoint routing paths. The ILP model is able to deal with small networks (up to 9 nodes and 26 links). For larger networks, they propose heuristic algorithms based on both jointly and separated assignment of lightpaths to the demands. Model Scalability. Previous works highlight the fact that finding an optimal or a near-optimal solution to the problem of jointly computing both a primary and a backup path for each demand is a challenging task, even for networks of small sizes and for a small number of demands. For instance, in [13] the authors show the benefits in terms of computing time and accuracy of computing the set of backup paths after the primary path allocation. In order to be able to deal with larger datasets, we adopt a two phase approach. First, we find a working path for each demand, then a backup path under both dedicated and shared protection schemes. We use the column generation technique as a solution approach, as results from [14] evidence the effectiveness of the column generation techniques in obtaining solutions for large instances of the RSA problem (but they do not consider protection against failures). Exact models proposed in the literature are only able to deal with small networks. On the contrary, our model is more scalable and we are able to solve instances with 24 nodes, 43 links, and 120 traffic requests. Moreover, we take into account regenerators and choices of modulation formats, which are not considered in the exact models of the literature.
III. STATEMENT OF THE RMSA PROTECTION PROBLEM
The RMSA problem assumes an undirected graph G = (V, L) with optical node set V and link set L. We denote by ω(v) the set of links adjacent to v, for v ∈ V . The bandwidth is slotted into a set S of frequency slots. The traffic is defined by a set K of requests where each request k ∈ K has a source (s k ), a destination (d k ), and a spectrum demand D k , expressed in terms of a number of frequency slots. The traffic is assumed to be symmetrical. The provisioning of the primary lightpaths is given, and we are interested in finding both a dedicated and a shared path protection with minimum spectrum requirements, satisfying the spectrum contiguity and continuity constraints, as well as the following constraints:
• Shared Risk Link Group (SRLG) constraints, see Figure 1 . Each SRLG constraint is defined by a set of links sharing a common resource, which affects all links in the set if the common resource fails. In the context of optical networks, it refers to a bundle of fiber links going through the same duct and that cannot be used simultaneously for primary and backup provisioning of the same demand. Let F be the set of all SRLG sets: F = {F : if and both belong to F , then cannot be used in a path protecting and vice versa }.
• Modulation constraints The modulation format can be selected according to the traffic demand and the distance. We consider four modulation formats: BPSK (1 bit per symbol), QPSK (2 bits per symbol), 8QAM (3 bits per symbol), and 16QAM (4 bits per symbol) [15] . For instance, if, for a demand k, we have a request of 250 Gb/s (i.e., D k = 20 assuming the bandwidth of a subcarrier slot as 12.5 GHz), then with BPSK D BSP K k = 20 and with 16QAM, D 16QAM k = 5. We consider the following maximum transmission distances: BPSK (9,600 Km), QPSK (4,800 Km), 8QAM (2,400 Km), and 16QAM (1, 200 Km) . These values are based on the experimental results reported in [16] . Moreover, we assume that a subset of the nodes have regeneration capabilities. Indeed, decisions about the required equipment (i.e., transponders, regenerators, and switches) and its deployment are taken during the planning phase [17] .
IV. PATH PROTECTION MODELS
We propose two column generation models relying on lightpath configurations for both dedicated and shared path protection schemes. In the rest of the paper, the two models will be referred to, respectively, as CG DP and CG SP. A lightpath configuration, denoted by π, refers to a backup lightpath, i.e., a backup path, a spectrum slice with s as a starting frequency slot and a modulation format. Denote by Π the set of all possible backup lightpath configurations. Π is decomposed as follows:
where Π k is the set of potentials lightpaths for provisioning request k, and Π ks is the set of potential lightpaths for provisioning request k with a slot slice of width D m k according to the selected modulation format m such that s is a starting slot. Note that Π k contains only feasible backup lightpaths for a demand k. We say that a backup lightpath is feasible for k if it does not contain any link in the same shared risk link group of some link of the primary lightpath for k. Each lightpath configuration, or lightpath for short, is denoted by π and is characterized by: b π s : indicates if slot s is used on link in the backup lightpath associated with π. We assume that working lightpaths are known and described throughput the following parameter: a k : indicates if the primary lightpath of request k goes through link . The model uses the following decision variables: z π = 1 if lightpath π ∈ Π is selected as a backup path, 0 otherwise. x s = 1 if slot s is used on link in a backup path, 0 otherwise. We denote with LS B the pairs ( , s) | ∈ L, s ∈ S that can be used for protection, i.e., that are not used by the primary lightpaths. The objective minimizes the spectrum requirements for the protection, and is written as follows:
Constraints are as follows:
Constraint (2) ensures that each request is protected. Constraints (5) and (6) make sure that each slot is never used more than once on each backup fiber link. The difference between the two models relies on these constraints. In the dedicated protection case, two working paths cannot have backup paths going through the same link and slot s. On the other hand, in the shared protection case, two working paths that are not sharing any link can use protection paths going through the same link and slot s.
V. SOLUTION DESIGN
Given the huge number of variables/columns in the proposed model, we resort to the Column Generation method to solve its Linear Programming (LP) relaxation, see, e.g., Chvatal [18] , if not familiar with this technique. This technique consists of decomposing the original problem into a restricted master problem -RMP -(i.e., model (1) - (6) with a very restricted number of variables) and one or several pricing problems -PPs. RMP and PPs are solved alternately. Solving RMP consists in selecting the best lightpaths, while solving one PP allows the generation of an improving potential lightpath, i.e., a lightpath such that, if added to the current RMP, improves the optimal value of its LP relaxation. The process continues until the optimality condition is satisfied, that is, the so-called reduced cost that defines the objective function of the pricing problems is non negative for all of them. An ε-optimal solution for the RSA problem is derived by solving exactly the ILP model associated with the last RMP. Let K σ denote the set of requests that have the potential to be protected by a lightpath starting at slot σ:
Each pricing problem is indexed by a demand k and a starting slot σ, and produces a single potential lightpath for protecting demand k, starting at slot σ. Definitions of the decision variables are as follows: y = 1 if link is used, 0 otherwise x s indicates if slot s is used on link or not. We first describe the model for shared protection. Let u (2) k and u (6) s be the values of the dual variables associated with constraints (2) and (6), respectively. The pricing problem can be written as follows:
subject to:
Constraints (8), (9) and (10) define the routing of the current request. Constraint (11) reserves a contiguous spectrum channel for the current request. We observe that for each link :
. Therefore, the reduced cost can be rewritten:
The first term is a constant for each request, and the second term corresponds to a summation over the links of the network. Therefore, we can solve the pricing problem using the following objective function:
where u (6) s are non-positive dual values. We conclude that, for each request k, the lightpath generator corresponds to a weighted shortest-path problem with link weight:
s . As a result, the pricing problem when modulation and regenerators are not taken into account can be solved with a polynomial time algorithm, e.g., Dijkstra's algorithm. In the dedicated protection case, the only difference lies in the objective function of the pricing problem, defined as:
where u (2) k and u (5) s are the values of the dual variables associated with constraints (2) and (5), respectively. As with the shared protection case, the problem can be reduced to finding a shortest path in a weighted graph.
Additional Modulation and Regenerators Constraints.
However, if modulation is taken into account, we need to consider the maximum transmission distance constraint according to the considered modulation format. Also, a regenerator may extend the maximum reachable distance with respect to the chosen modulation format. Each pricing problem is now indexed by a demand k, a starting slot σ, and a modulation format m, and produces a single potential lightpath for protecting demand k, starting at slot σ, if such a lightpath exists. In fact, some demands may not be satisfied, since the reachable distance is not long enough to reach the destination from the source, even in the presence of regenerators. Regenerators add an additional layer of complexity to the problem. Indeed, without regenerators, for a demand (s, t), we could only consider to solve the subproblem for the modulation formats whose transmission reach is greater or equal to the length of the shortest path between s and t. With the presence of regenerators, this consideration does not apply, since the transmission reach may be increased.
When considering modulation constraints and nodes with regenerator capabilities, the pricing problem becomes a Minimum-Weight Path Problem with a constraint on the path length. The Minimum-Weight Constrained Path Problem is proven to be NP-Hard [19] . The problem has been widely studied and efficient algorithms have been proposed (see [20] for a survey on the subject). Our solving strategy is described as follows. Pricing problems are solved using a modified version of the Label-setting algorithm for the Shortest Path Problem with Resource Constraints [20] based on the dynamic programming approach. Given a weighted graph G = (V, E), a demand (s, t) , the maximum transmission distance according to the selected modulation format, and a set of nodes with regenerator capabilities V r ∈ V , the algorithm starts from the trivial path P = (s). It is then extended in all the feasible directions considering both the length of the links and the remaining transmission distance from the source s, which may have been increased because of the presence of one or more nodes in the set V r in the considered path. For each path extension P ⊃ P , a dominance algorithm is used in order to maintain only a Pareto-optimal set of paths or paths which can be extended to a Pareto-optimal one. When there are no more labels to be processed, the algorithm stops. A solution of minimum cost is selected from the set of all computed paths.
VI. NUMERICAL RESULTS
In this section, we evaluate the accuracy and performance of the proposed models through simulation on two networks of different sizes and according to different types of metrics. The results indicate that our models perform well, with an accuracy better than 1% for CG DP and 20% for CG SP in the considered networks. We also compare the performance of the dedicated and shared protection schemes, and show the tradeoff between the time needed to find a solution to the problem in the two cases and the savings in terms of bandwidth overhead.
Data Sets. We conduct experiments on two network topologies: nobel-US (14 nodes, 21 links) from SNDlib [21] , and USnet (24 nodes, 43 links) from [22] . For nobel-US, the length of each link is calculated using the GPS coordinates of the nodes, according to the Cosine-Haversine formula. We assume that there is one pair of bidirectional fibers on each link, and the available spectrum width of each fiber is set to be 2000 GHz. We set the bandwidth of a subcarrier slot to 12.5 GHz. We considered four modulation formats: BPSK (binary phase-shift keying), QPSK (quadrature phase-shift keying), 8QAM (8-quadrature amplitude modulation), and 16QAM (16-quadrature amplitude modulation). Similarly, as in [23] , we assume transmission distances of 9,600 km for BPSK (M = 1), 4,800 km for QPSK (M = 2), 2,400 km for 8QAM (M = 3), and 1,200 km for 16QAM (M = 4), where M denotes the number of bits per symbol. The number of considered nodes with regenerator capabilities is 5 for nobel-US and 10 for USnet. Locations are chosen according to the betweenness centrality, an index of the importance of an element in the network. It measures the extent to which a node lies on paths between other nodes. Primary paths are computed with the objective of minimizing the total number of used frequency slots in the network. All experiments are run on an Intel Xeon E5520 with 24GB of RAM. Performance of CG Models. Table I summarizes the results of the two decomposition models for dedicated and shared protection on the two considered networks. We considered different numbers of demands. The load of each demand is randomly selected according to a uniform distribution within 50 − 200 Gb/s. A first difference can be observed in the number of generated columns, revealing the different level of complexity of the two models. This has an impact on the completion time, as can be observed in Figure 2 . The large number of generated columns is also a consequence of our solving strategy. In fact, in order to accelerate the time needed to solve the RMP and to find an ILP solution to the last RMP, at each iteration, we remove nonbasic columns from the master problem according to their marginal cost. Thus, the number of iterations increases but, on the other hand, the time needed to find a solution decreases.
Another difference between the two models is the quality of the solution. CG DP may require twice the number of frequency slots than CG SP. This is a natural consequence of the different protection strategies. Moreover, the two models exhibit a different level of accuracy as expressed by the ratio of (z ILP −z LP )/z LP . In the case of CG DP, it never exceeds 1%, while, for CG SP, it may go up to 20%. The main reason for the difference in accuracy of the two models is the following. In CG DP, to reduce the spectrum usage, the goal is to try to use short paths. This leads to fractional solutions with a small number of paths (and often a single one) for each demand. On the contrary, in CG SP, the goal is to share backup paths as much as possible in order to reduce the value of the objective function. This leads to a large number of fractional paths per demand (sharing frequency slots with backup paths of several other demands) in the optimal fractional solution. The last RMP thus contains a large number of path variables with a nonzero value (often < 0.1) for each demand. Only one of them will be set to 1 per demand, when solving the last RMP as an ILP, leading to a larger gap.
Shared vs. Dedicated Path Protection. We now compare the performances of the two protection schemes. In Figure 3 , we study the impact of the number of demands on the resources required by the two protection schemes. We keep the total traffic intensity constant and vary the number of demands. The traffic is set to be 10 Tbps on nobel-US and 15 Tbps on USnet. As the results indicate, the two protection schemes exhibit a very different behavior. As the number of demands increases, the performance of the shared protection scheme, defined in terms of used frequency slots improves. On the other hand, both the primary lightpaths and the backup lightpaths computed according to the dedicated protection scheme, tend to require more resources as the number of demands becomes larger. This is not surprising, since an increasing number of demands improves the frequency slots' sharing opportunities of the lightpaths. In fact, in the shared protection scheme two link-disjoint primary lightpaths may share frequency slots in their backup paths. The benefits of shared over dedicated path protection is about 20% and 40% in the two networks according to the number of demands. Indeed, the benefits tend to increase with the number of considered demands. These results are similar to the ones reported by [12] and [13] . Regenerators and Modulation Formats. Since, in optical networks, regenerators are costly, we are interested in evaluating the impact of the number of regenerators on the lightpaths. In Figures 4 and 5 , we study the impact of the number of regenerators on the paths' latencies and on the spectrum requirements for the protection. We consider 50 demands for nobel-US and 100 demands on USnet. As the number of nodes with regeneration capabilities increases, from 0 to 10 for nobel-US and from 5 to 15 for USnet (Fig. 5) , the spectrum requirements of the primary lightpaths and of the backup lightpaths decrease in both protection schemes. The reason is that a higher number of regenerators allows the lightpaths to use better modulation formats (in terms of bits per symbol) and consequently to use fewer resources. However, when considering lightpaths' latencies, the two protection schemes behave surprisingly in a strikingly different way. While, in the dedicated protection case, backup lightpaths' latencies tend to decrease, in the shared protection case, we observe the reverse phenomena. The explanation is the following. In dedicated protection, backup paths cannot be shared and, thus, the only means to reduce the number of used frequency slots is to use shorter paths. This is what happens when increasing the number of regenerators. Indeed, both primary and backup lightpaths need fewer resources, as they may now use more efficient modulation formats. This leads to increased spare capacity, allowing backup paths to use shorter routes. In shared protection, the situation is different. Indeed, there are two ways to reduce the spectrum usage: shorter paths as for DP, but also increased sharing of backup paths. The second way happens to be predominant in our experiments: regenerators allow better modulation formats and longer routes, leading to better sharing opportunities. As a consequence, the spectrum requirements are reduced, but this comes at the cost of increased lightpath lengths. However, the maximum delay of the backup paths in the shared protection case never exceeds 50 ms, the value often chosen as the maximum allowed delay for a route in networks [24] . As the results indicate, particular attention should be paid to lightpaths' latencies when considering shared path protection, in order not to violate the SLA requirements. Indeed, with the spectrum resources as optimization task, the possibility to share resources may lead to longer paths at the expense of the delay. Note that we could also easily add a constraint in the pricing problem in order to consider only lightpaths under a certain delay requirement.
VII. CONCLUSION
In this paper, we investigated the problem of providing path protection against a single link failure in elastic optical networks. We presented two decomposition models for both dedicated and shared path protection schemes taking into consideration modulation, regenerators, and shared risk link group constraints. Through extensive simulation, we showed the effectiveness of our models in finding a solution in a reasonable amount of time. Moreover, we studied different metrics in order to compare the accuracy of those models, showing the tradeoff in terms of required bandwidth and latency with the time resources needed by the two protection schemes. Our future works include the further improvement of the model precision and scalability, in order to be able to deal with larger and more complex instances of the problem.
