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A b strac t
In 1950, G. Giuga developed a method of determining if a natural number 
n is prime [20];
n—1
n is prime ^  =  — 1 (mod n).
k~l
Giuga proved his conjecture up to 1000 digits. However, he was unable to 
extend his proof to all natural numbers.
Thirty-five years later, in 1985, E. Bedocchi extended Giuga’s result to 1700 
digits [6]. More recently, Borwein et al extended Giuga’s result to 13,800 digits 
[8]; however, they were unable to prove the conjecture.
Since all previous attempts to prove the conjecture failed, researchers at­
tempted to reformulate Giuga’s conjecture. The first published attempt was 
by Agoh in 1991. Agoh’s reformulation
n is prime 4=^ nBn~i =  — 1 (mod n),
became known as Agoh’s conjecture [2]. Concurrently, a 1994 thesis by Wong 
showed 8 variations on Giuga’s conjecture using different combinations of (p{n) 
in place of n — 1 [57].
This thesis attempts to detail every known result on Giuga’s conjecture. 
By consolidating all published results along with some unpublished results we 
hope to aid those who wish to study Giuga’s conjecture in the future.
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1 In troduction
Number theory is one of the fastest growing areas of mathematics. Useful applications 
of number theory in other areas of m athem atics are becoming increasingly numerous. 
For instance, results in cryptography and the theory of elliptic curves are often first 
seen in number theory. For years, however, m athem aticians viewed number theory, 
not as a tool for solving problems on a larger stage, but as an example of m athem atical 
beauty. W hen asked what practical applications number theory could provide to 
everyday people, number theorists were often heard to answer, “None.”
There are still areas of number theory which seem to be fruitless from a practical 
point of view. Bernoulli numbers, Euler polynomials, quadratic residues and many 
other aspects of classical number theory might fit this mold. This is not the case. 
It will be shown th a t Bernoulli numbers (and therefore Euler polynomials) can be 
used as prime testing mechanisms, while it is already known tha t quadratic residues 
can be used to factor and are often the underlying theory in different cryptographic 
applications.
This thesis extends what is known with respect to Giuga’s conjecture.
n
n is prime =  —f (mod n).
k=l
The thesis is a complete compilation of published results on Giuga’s conjecture while 
also discussing many of the topics underlining the conjecture and possible counterex­
amples.
The thesis begins with a brief review of basic number theory, classical number 
theory, algebra, numerical analysis, prime testing and factoring. This chapter (Ghap- 
ter 2) serves simply as a reference for what is to follow in the remaining chapters. 
Material found in this chapter can also be found in [1], [19], [22], [25], [35], [36], [37],
1
[39] and [41]. For m aterial on prime testing and factoring, the reader is urged to  read 
[4], [5], [10], [12], [17], [24], [25], [27], [30], [34], [44] and [56].
The third chapter looks at the known results on Giuga’s conjecture. Most of the 
material can be found in [2], [6], [8], [20], [23], [36], [37] and [57]. Some new results 
will also appear.
Number theory is a beautiful branch of mathem atics and indeed of science as a 
whole. Its beauty is often overshadowed by its ever increasing applicability to real 
life problems. This thesis, despite my best efforts, continues this overshadowing. It is 
my hope tha t eventually Giuga’s conjecture is proved and will become the basis for 
a new prime test.
2 Background M aterial
“Mathematics is the language with which God wrote the universe. ”
- Galileo Galilei -
This chapter serves only as a reference for what is to  follow in this thesis. We 
begin with some basic notation. Define the sets N, Z, Q, R and C in the usual way. 
To avoid confusion, please note th a t N =  U {0}. Also, Define P to be the set of 
all prime numbers.
2.1 N u m b er T h eory
All results in this section are standard and can be found in any number theory text, 
for example [38] and [22]. One of the most basic concepts in number theory is tha t 
of divisibility and divisors.
D efin itio n  2.1 For a G Z"*" and n G'L, we say that a divides n, written a\n, i f  there 
exists b G Z  such that ab =  n. I f  no such b exists, we say that a fn .
T h e o re m  2.1 (E u c lid ’s L em m a) I fp  is a prime, andp\ab, thenp\a  orp\b or both.
D efin itio n  2.2 We say that o’" exactly divides n i f  a'^\n but, fn . We denote
o’" eæoc% dmWes n 6?/ o’"]]?!.
D efin itio n  2.3 An integer n is said to be b-smooth if  n has no prime factors larger 
than b.
D efin itio n  2.4 We say that a is congruent to b modulo n, denoted by
a = b (mod n).
i f n \ { a ~ b ) .  I f  a =  b (mod n) ,  then  a and  b are said to be in  the sam e residue class 
modulo n.
The following is a consequence of considering residue classes modulo n  [8]. 
T h e o re m  2.2
^  1 - 1  ( m o d  p)  i f  {p ~  l ) \ {n  ~  I)
k = l
( 1)
0 (mod p) otherwise.
D efin itio n  2.5 For a,b E N, we define the greatest common divisor o f a and b,
denoted (a, b) as the largest positive integer n such that n |a  and n\b.
D efin itio n  2.6 The least common multiple o f two positive integers, a and b, is the 
smallest n E 'EF such that a\n and b\n. We denote the least common multiple by 
6).
The following theorem relates the greatest common divisor to the least common 
multiple [38].
L em m a  2.1 L e t a , b E N .  Then,
(a, b) ■ lcm{a, b) = ab.
One of the key observations about the greatest common divisor of a and b is th a t
any linear combination of a and b can be expressed as a multiple of (a, b).
T h e o re m  2.3 Suppose that a E i F , b E Z, and (a, b) — n, then there exists integers 
X and y  such that
ax + by = n.
That is, there is a linear combination of a and b equal to (a,b).
Generally, in analytic number theory, we are concerned about integers. Thus, for 
equations, we generally only pay attention to integral solutions (solutions in integers). 
This makes the following observation very im portant [38].
C o ro lla ry  2.1 Given a, b, c G Z, the Diophantine equation ax + by = c has integral 
solutions iff {a, b)\c.
We can go further and state  the following theorem [38].
T h e o re m  2.4 Take a,b,c  6 Z. Set h = {a,b). Since a — uh and b — vh, then 
the equation ax -\-by = c has no integral solutions unless h\c. Moreover, the general 
integral solution o f the equation is x  = Xq — vk, y = yo + uk, k G Z  where (xq, yo) is 
a particular solution.
Another well-known and fundamental theorem of number theory is due to Fermat. 
The proof of Ferm at’s Little Theorem can be found in any introductory number theory 
textbook, for example Koblitz [25].
T h e o re m  2.5 (F e rm a t’s L ittle  T h e o re m ) Let a e  Z~^  and p G F. I f  p fa , then 
qP-1 =  I (mod p).
The following theorem can be found in Wong [57]. It relates powers modulo prime 
powers.
L em m a  2.2 Let a g Z'^ and p g F. For every z G N, i f  a = 1 (mod p) then aP' =  1 
(mod
We conclude with the definition of Euler’s totient function (also called the phi 
function).
D efin itio n  2 .7 Let n e  Z'^. Then (p{n) is the number o f integers k, with 1 < k < n 
such that (n, k) — 1.
Basic properties of the totient function can be found in any introductory number 
theory book, for example Bressoud and Wagon [11].
Though this is only a brief introduction, the bulk of what is used later has been 
covered already. Any additional results used later will be stated as required.
2.2 A b stra ct A lgeb ra
There are many good abstract algebra textbooks. Among them, G allian’s book [19] 
is the main reference for the following results.
D e fin itio n  2.8 A group G is defined to be a set (finite or infinite) along with a
binary operation ^  on G which assigns to each pair {a. b) o f elements in G an element
denoted by a ^ b ,  with following properties:
•  closure: I f  a,b G G then a ^ b  G G,
•  associativ ity: I f  a , b , c  G G then  (a 0  è) 0  c =  a 0 ( 6  0  c),
•  identity: There is a unique element I  G G such that a 0 /  =  a =  / 0 a ,
•  inverse: For every a G G there is a urnque a~^ such that  a 0 a “  ^ =  /  =  
a ' a.
If for all a, 6 e  G, a 0  6 =  6 0  a, the group is said to be commutative or abelian.
E x a m p le  1 It is not difficult to show that the following sets under the indicated 
operation form  groups:
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• z  under +
• Q — {0} under x
•  G L(n,K ) under matrix multiplication (for invertible matrices only)
•  the set o f points on + ax + b over Q under point addition
•  integer multiplication modulo p where p is prime.
• Zm under the operation +  modulo m  {Zm =  ( 0 ,1 , . . .  m  — 1})
•  under the operation x modulo m  (Z ^ =  {a: e Zm\{‘X ,m )  =  1}).
D efin itio n  2.9 Z{G) is the subset o f elements o f G that commute with every element 
o /G .
To be able to talk about the cardinality of a set in a group, we define the order 
of a group, G.
D efin itio n  2.10 The order o f a finite group G, denoted |G| is the number o f elements 
in G.
In the setting of a group, we often wish to do standard arithmetic. The structure 
often plays a role in this. To work with inverses, for instance, we take advantage of 
the following definition.
D efin itio n  2.11 Suppose G is a group and a E G. We define ^ = b E G
where a 0  6 =  /  G G.
We can now do modular arithm etic with fractions:
E x a m p le  2 Evaluate 5/4  (mod 7). Multiplication modulo 7 is a group. Further 5 
and 1/4 =  4~^ are both elements o f G. Now, since 4~^ = 2 (mod 7), we simply 
compute:
(5 )(l/4 ) =  (5)(2) =  10 =  3 (mod 7).
Among the most im portant types of groups is the set of cyclic groups. Cyclic 
groups play a special role in different aspects of number theory and cryptography. 
For examples see Koblitz [25] or Gallian [19].
D efin itio n  2.12 A finite group G which can he formed by computing powers o f an 
element, g E G is called cyclic. In this case, G  =  {e, g, g"^ , g^ , . . .  ,g^~^}. The element 
g is called the generator o f the group. This group is often denoted by (g).
Another im portant and richer algebraic structure th a t we will make use of is called 
a field.
D e fin itio n  2.13 Let ¥  be a set (with at least 2 elements) with operations + and x 
defined on F satisfying the following three properties:
1. ¥  is an abelian group with respect to + .
2. ¥  — {0} (0 denotes the additive identity) is an abelian group with respect to x .
3. For a,b,c E F, a{b +  c) =  ab +  ac and {a +  b)c = ac + be.
Then, (F, +, x) is said to be a field.
E x a m p le  3
•  Q, M and C are all fields.
•  Tjp is a field under modular addition and multiplication i f  p is prime.
e F 2" (the set o f polynomials with coefficients in {0, l}y) with modular addition 
and multiplication on polynomials is a field. For example,
Fgs =  ^ajX^  +  +  a^x^ +  • • • +  a \X  +  ool^i G Z g } •
Note also that addition in  F 2" is bitwise XO R and inverses can he computed 
using the extended Euclidean algorithm (see section 2.4).
2.3 Q uadratic R esid u es
Quadratic residues are often the basis for the m athem atics underlying cryptographic 
concepts, for instance the Rabin Williams cryptosystem, the Legendre cryptosystem, 
and the Legendre factorization m ethod [25]. We include this section to provide a 
basis when discussing the theory of factoring and prime testing. Only results which 
are truly im portant for what follows are included here. Quadratic residue results such 
as definitions and basic results can be found in [22] or [38].
D e fin itio n  2.14 Let m  be any integer. We say that a is a quadratic residue modulo
m  if  (a, m) =  1 and there exists some x  such that x'  ^ = a (mod m ).
We denote the set of quadratic residues modulo m  as QRm-
D efin itio n  2.15 Let m  be any integer, and suppose that (a,m)  = 1 and that x"^  ^  a
(mod m ), fo r  any x. Then, we say that a is a quadratic non-residue modulo m .
We denote the set of quadratic non-residues modulo m as QN^-  Notice, =  
U
E x a m p le  4 Select m =  7. Then Q R j =  {1,2,4} and Q N j = {3,5,6}. Clearly, 
Z} =  QRq U QNy =  {1, 2, 4} U {3, 5, 6} =  {1, 2, 3, 4, 5, 6}.
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We shall see in subsequent chapters how quadratic residues can be used in prime 
tests and pseudo-prime tests. For instance, Euler’s criterion provides an example of 
how one might implement quadratic residues to determine primality [41].
T h e o re m  2.6 (E u le r ’s C rite r io n )  a G QRp if  and only i f  = 1 (mod p).
D e fin itio n  2.16 Let p be prime. The Legendre symbol is defined by
a
P,
=
0 i fp\a
1 i f  a e  QRp ■
— 1 i f  a E QNp
It follows from Euler’s criterion (Theorem 2.6) that, =  ( -  ) (mod p).
T h e o re m  2.7 The following properties hold fo r  the Legendre symbol:
(p ) =  (p) ^
6. ( - i ) W I j  (Law o f Quadratic Reciprocity).
10
E x a m p le  5 Evaluate ( ^ ) -
We could calculate 319 2 (mod 1031); however, this is computationally more 
difficult. Quadratic reciprocity yields a much simpler method.
/ 3 1 9 \  / I I  29
V1031j  ~  \  1031
f J L ]  ( ^ )
V 1031/ V1 0 3 1 ;
Property 2 
Property 6 
Property 3 
Property 5 and 2 
I. Property 4
(“ ) ( Ï )
8 \  /1 6 '
1 1 / 1 29
2  
n
Due to the restrictive nature of the Legendre symbol (i.e. the requirement of p 
to be prime), we introduce a more general version of the Legendre symbol called the 
Jacobi symbol
D efin itio n  2 .17 Let Q = Y\_qT  an odd integer. For any positive integer P , the
Jacobi symbol is defined by
where ( — ) is the Legendre symbol.
T h e o re m  2.8 The following properties hold fo r  the Jacobi symbol:
2
11
( i j  =  (-!)■
5. ( 2 )  =  ( - l ) ^ ^ ( £ ) ,
We now tu rn  our attention to  some of the fundamental algorithms in com puta­
tional number theory.
2.4 A lgorith m s
Recall from Section 2.1 (Theorem 2.3 and its corollary) th a t the linear Diophantine 
equation
ax + by = I
has no solution unless (a,b) — 1. The following algorithms allow us to solve for x  
and y and determine if (a, 6) =  1. They can be found in more detail in Bressoud and 
Wagon [11].
A lg o rith m  2.1 (E u c lid ea n  A lg o rith m ) Let [xj (the floor function) be the largest
integer < x. Given a,b E X and b > 0,
a = bqo + ro % =  [a/b\ 0 <  ro < b
b =  roQi + r i  q i=  [6/roJ 0 < r j <  ro
ro =  riçg +  rg % =  |_ro/rij 0 < r2 < ri
rn_3 =  rn_29n-i +  r» -! r^ - i =  (a, 6)
r » —2 ~  n —iQn T  r „  r ^  =  0
Note that the Euclidean Algorithm determines whether on not (a,b) =  1. Further, 
n  <  51o g io (m in {a , 6}) =  O (lo g io (m in {o , 6 } )) .
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A lg o rith m  2.2 (E x te n d e d  E u c lid e a n  A lg o rith m ) Let =  0, = 1, J5_2 —
1, S _ i =  0 and define
Afe =  Qk^k-l +  Ak-2 
Bk =  QkBk-i +  Bk-2
for  A: =  0 ,1 , . . .  and % as above. Then, a solution to the equation ax -{-by = 1 with n 
as in the Euclidean Algorithm, is given by
X = and y = { - I f i A n - i -
Another algorithm which is useful iu computational number theory is known as 
Horner’s Algorithm. Horner’s algorithm (sometimes called the power algorithm) eval­
uates a" (mod m)  given a , n , m .
A lg o rith m  2.3 (H o rn e r ’s M e th o d )  Given a , n , m ,  let n = 6q2^ -f bi2^^^ +
bk-\2 -f bk be the binary expansion o f n (bo = 1, 6, G { 0 ,1}). Note that k = (logg n j . 
Notice that we can evaluate n in the following way:
2 (- ■ • (2(26o +  bi) +  62) • • • +  fcfc-i) +  bk-
Now, H orner’s method works as follows: put
■So =  bo
Sj+i =  2si -j- bi i = 0 , 1 , . . .  k — 1
to pmdüce
St =
Now, define r, =  a*’ (mod m) fo r  al i i  = 0 , 1 , k (where r% is the least positive 
residue of modulo m ). Then
Tk =  =  a” (mod m).
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Further, we can compute each iteratively as follows:
n+i =  (mod m)
[ r? (mod m) i f  bj+i =  0
r fa  (mod m) i f  bi+i =  1
This algorithm permits computation o f oF in 0(log(2n)) operations and uses no 
operands larger than (due to the modular arithmetic at every step).
Given a system of congruences
N  = ai (mod pi)
N  = Ü2 (mod P2)
=  (m o d p t),
one might wish to  find a solution to this system in integers. One way to do this is 
with a theorem known as the Chinese Remainder Theorem [39].
A lg o rith m  2.4 (C h in ese  R e m a in d e r  T h e o re m ) Let { p i , P 2 , ■ ■ - Pk} be distinct primes. 
Then, the following system o f equations:
N  = ai (mod Pi )
N  = Ü2 (mod P2 )
N  = Ok (mod Pk)
has a unique solution for N  modulo fŸi=\Pi-
14
TAe T/ieorem ^ a f z f Z  Ao/ck ^  (Ae Pi k ore not p n m e pm -
mded t/iot/or oZf z ond,;, (p:,p,) =  1. Met/iodg o/reconennp soZnkon to t/ie gpatem 
ezk t /i9^.
2.5 B ern ou lli N u m b ers
Bernoulli numbers were first studied by Jakob Bernoulli (1654-1705) in the late 1600’s 
and early 1700’s while studying sums of powers of consecutive integers. Results 
regarding Bernoulli numbers were first published in 1713 in the posthumous work 
“Ars Conjectandi” .
Currently, Bernoulli numbers are being studied in many different areas of m ath­
ematics such as number theory (including, but not limited to, distribution of primes 
and Ferm at’s last theorem), calculus of finite differences, combinatorics, Euler and 
Stirling sequences, Pascal’s triangle, and differential topology.
The most modern definition of Bernoulli numbers is obtained through the gener­
ating function
4-pXt f'^
— =  ^ B „ ( x ) —  |f| <  27t. (2)
n=0
This definition defines the Bernoulli polynomial. Evaluating this polynomial at 
X = 0 yields the Bernoulli number. This function and other results can be found 
in Abramowitz and Stegun’s book The Handbook of M athematical Functions [1].
Perhaps a more convenient definition of Bernoulli numbers is obtained by the 
following recursive definition [1]:
D e fin itio n  2.18 Take B q = 1. Then the Bernoulli number is:
(3)
1=0 '  ^
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It is not hard to show tha t Definition 2.18 follows from the generating function 
in equation (2). We will take equation (3) as the definition of a Bernoulli number 
instead of the more general definition given by equation (2).
B q ~ 1 B i = - 12
B 2  = 16 B s = 0
B 4  =
- 1
30 B e
= 0
B e  =
1
42 B 7
= 0
B g  =
- 1
30 B g
= 0
B i o  =
5
66 B i i = 0
B i 2 =
- 6 9 1
2730 B i 3
= 0
B i 4 =
7
6 B i s
= 0
Table 1; The First 15 Bernoulli Numbers
Each Bernoulli number with an odd index greater than  1 is zero. This is an easy 
consequence of Definition 2.18 and the symmetry given by the Binomial Theorem [1]. 
Further, one can show the following generalization of Definition 2.18 [1].
L em m a  2.3
+ h) =  ^
k=o
The following theorem is due to Raabe [46]. It plays a significant role in the study 
of Bernoulli polynomials.
T h e o re m  2.9 (R a a b e )  Let m  > 0 and n > 0 be integers. Then
m —1 
r~0
X - \ - r
m
=  "Bn(a;).
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The next lemma [46], outlines the relationship between Bernoulli numbers and 
sums of powers of consecutive integers.
L em m a  2.4
E * ” =
fc=i n +  1
y  m ,n  e
Table 2 provides some well known bounds on the magnitude of Bernoulli numbers.
|B2n| >  \B2n{^)\ n  =  1 , 2 , . . 0 <  z  <  1
1-2-2" >  ( >  0 n  — 1 , 2 , . . 0 <  X <  1
26:"^ 1 ^ / 1 t n+ l R  ^
(27t)2" 1-21-2» -^  \ ^  (27t)2» n  =  1, 2 , . .
Table 2: Inequalities Related to  Bernoulli Numbers [46]
The structure of Bernoulli numbers remains largely unknown. There are methods 
of calculating Bernoulli numbers without using the generating function or the recur­
sive definition. These methods often require approximating the Zeta function and 
calculating the num erator of the Bernoulli number based on a known denominator. 
Results involving approximating the Zeta function will be discussed in Section 2.11. 
One result regarding the structure of Bernoulli number denominators (where each 
is assumed to be in lowest terms), denoted denom{Bn), is a result of von Staudt and 
Clausen [35].
T h e o re m  2.10 (von  S ta u d t  - C la u se n  T h e o re m ) Let B^n be the Bernoulli 
number. Then, p — 1 | 2n, i f  and only i f  p | deuom {B2n)■
C o ro lla ry  2.2 Bg» =  Vlg» -  E p - i |2n p' E Z.
Even though von Staudt and Clausen’s theorem gives no information about the 
numerator of Bernoulli numbers, the denominators are determined simply through 
finding integers p  such th a t (p — l)|2n .
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2.6 B ern ou lli N u m b ers M od u lo  p
Among the most im portant properties of Bernoulli numbers is the so-called Kummer 
congruence. Kummer’s 1850 result is one of fundamental im portance to this thesis 
and to number theory as a whole. Kummer’s congruence relates Bernoulli numbers 
whose indices are in the same residue class modulo p — 1, modulo a prime, p [35].
T h e o re m  2.11 (K u m m e r’s C o n g ru e n ce ) Let A: G N, p G P and
6 ^ 0  (mod p — 1). Then the following equivalence holds
B k ( p —l)+b    Bfj—  (mod p).
k{p — 1) +  6 b
Much work has been done to  generalize Kummer’s result from a modulo p result 
to a modulo p^ result. We list some known results in Table 3.
For A; G N, Kum m er’s congruence implies a first order relationship between 
Bk{p-i)+b and of the form
Bk{p-i)+b = Bb + m k  (mod p)
whenever (h(p—1)4-6)"^ exists modulo p. To see this, multiply both sides of Kummer’s 
congruence by A:(p — 1) -t- 6 and observe the following congruences:
Bk{p-i)+b = {k(p — 1) + b)—  (mod p) (4)
= B b +  —  ^ Bb (mod p). (5)
Now, suppose that
= Bb + m k  (mod p), (6)
for some constant m  E Z,  and 6 ^ 0  (mod p — 1). After subtracting Bb from both 
sides, equation 6 implies tha t
^ B b  — ^Bb = m k  (mod p). (7)
18
C ongruence R eferen ce
-  t  (mod P) V fc e  N Kummer
[35]
(* 1)(1 p " - ' ) f  (mod p^) Sun [42]
^ k ( p - l ) + b  —
k ( p - l ) + b  —
2)friV t +  ( b ' ) ( l  p'’- ' ) ?  (modp*)
Sun [42]
S .-3  =  ÿ ( E ï i  1) Sun [42]
(p -  1)! ^  ^  ^  (mod P^) Sun [42]
For b > n  and 6 ^ 0  (mod p  —  I) 
E L o G ) ( - l ) ‘ ê b m  =  0 (mod P")
Ireland and 
Rosen [22]
d \  d »l _  X(i)Bk^i (mod p) Sun [42]
/I -^ fc(p-i)+fc — / 1 \ n - l - r /fc'i
V ^ 2 f c ( p — 1 ) + 6  Z_vr=0 \ / \n—l —rJ\r)
(1 (modp'')
Sun [42]
For k  e  { 1 , 2 , . . .  , p  —  4 } ,
(  k { k - i )  p ^ j - k p 2  ("j^ od p ^ )  i l  k  is odd
[ ^ (2p-2-k if ^  IG odd
Sun [42]
E C !  =  ( i  -  3Bp+i)p -  (mod p )^ Sun [42]
E 5  =  - ( 2  -  pBp_i)p -  §p  ^ (mod p )^ Sun [42]
=  P ^2p-2 -  3pBp_i +  3(p -  1) (mod p )^ Sun [42]
For k  <  p  then,
(  ‘^ jpSy_i_(. (mod p )^ if P <  p 1
E C h - ' i E
[  — p B p _ i  +  2 ( p  —  1 )  (mod p ^ )  i f  k =  p  —  1
Sun [42]
For p >  3, then = ^pBk-i  (mod p )^ Sun [43]
For p >  3, then (p —  1)! =  pBp^i  —  p (mod p )^ Beeger [7]
Table 3: Congruences Involving Bernoulli Numbers
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Dividing k from both sides, and assuming \Bb  is invertible modulo p (i.e. the denom­
inator has a multiplicative inverse in Zp), then
— ~ ~ = m  (mod p). (8)
Therefore, the linear relationship between Bk(p-i)+b and Bb is
Bk(p-i)+b ^  Bb — — (mod p)
with — ^  constant. Higher order relationships may be derived modulo p"; however, 
relationships of this form become increasingly complex as a  increases.
2.7 E uler N u m b ers
Closely related to Bernoulli numbers are the Euler numbers. All results in this section 
can be found in The Handbook of M athematical Functions [1]. Euler polynomials are 
generated by the following function, similar to the generating function for Bernoulli 
polynomials:
^ E n { x ) — \t\<7T. (9)
e* -f 1 nln=0
En{x) is known as the Euler polynomial. The num erator of the value of polynomial 
after being evaluated at a; =  | ,  yields the value of the Euler number, En- In fact, 
the denominator of the evaluated polynomial is 2" so,
-  2"E»(l/2).
As with Bernoulli numbers, there is a recursive formula which may be used to 
describe Euler polynomials.
L em m a  2.5 The Euler polynomial satisfies
E^(z +  h) =  ^  n  e  N, h E i  E R. (10)
fc=0 ^ '
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Clearly, x + h ~  ^ is a- simple point at which to evaluate asa: =  - l / 2 ,  will
yield a simple solution. It is also im portant to  note tha t £ ’«(0) =  —£»(!)'. Hence, 
Euler numbers can be given as a function of the constant term  of Euler polynomials 
with smaller indices.
The definition given in equation (9) is equivalent to th a t in Lemma 2.5. It can 
also be shown th a t any Euler number with odd index is zero. Further, one can show 
that the signs of the even indexed Euler numbers alternate as depicted in Table 4.
E q = 1 ^ 1  = 0
£ 2  = - 1 £ 3  = 0
£ 4  = 5 £ 5  = 0
E& = -6 1 £ 7  = 0
£g = 1385 £ 9  = 0
£ 1 0  = -50521 £ 1 1  = 0
E i2 = 2702765 ^13 = 0
Table 4: The First 13 Euler Numbers 
The next lemma is a useful characterization of Euler polynomials. 
L em m a 2.6
E n { x )  — y  ]
k=0
n —k
( 1 1 )
Much like Bernoulli polynomials, Euler polynomials can be characterized in terms 
of sums of powers of integers.
L em m a 2.7
Eji{rn +  1) +  (—1)”^£„(0)
m, 71 e  N (12)
k = l
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We conclude this section with some im portant relationships between Bernoulli 
numbers and Euler polynomials.
L em m a 2.8
(14)
B„(0) =  =  -2 (n  +  l) - '(2 ”+‘ -  (15)
2.8 T h e R iem an n  Z eta  F unction
The Riemann zeta function is among the most im portant special functions in m ath­
ematics and physics. The Zeta function can be found in the study of prime number 
theory, lattice theory, probability, distribution of primes, complex contour integra­
tion, and in areas of physics such as entropy, and statistical mechanics. There are 
many hypothesized properties of the Zeta function th a t remain unproved. The most 
notable of these results is the so called Riemann Hypothesis [53]. We will be inter­
ested in the characterization of the Zeta function as it relates to sums of reciprocal 
powers.
The Zeta function is defined in the following way [1]:
D e fin itio n  2.19 When 7i[n] > 1 (where TZ[n] is the real part of n), Riemann’s Zeta 
function is defined as follows:
oo
k=i
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This definition is equivalent to  saying tha t
c w  =
peP
—n \  — l
where again TZ[n] > 1.
The Zeta function can also be defined by the following sum [53]:
1
s= 0
where
7 „ =  lim <{ V
m — I * ^
(ln(A;))" (ln(m)) n + l
with % (n) >  0.
. k = l
k n  + 1
is called the Stieltjes constant.
As defined above, Ç{n) is a complex number with TZ[n] > 1. The Zeta function, 
however, has a unique analytic continuation to  all of the complex plane with the 
exception of a simple pole at n =  1.
C(o) = 12 C (-i)  =
...  r ..
2
( ( ! )  = undefined ( ( - 2 )  - 0
C(2) = C (-3) =
1
120
1.202 C (-4) - 0
((4) = C (-5) = 1252
1.036 C (-6) = 0
((6) = ( ( - 7 )  = 1240
1.008 C (-8) = 0
Table 5: Values of the Riemann Zeta function
For n even and negative, Ç{n) =  0. These roots are referred to, in the literature, 
as trivial zeros. All non-trivial zeros occur for n  =  cr +  R when 0 <  a  <  1. The
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Riemann hypothesis asserts th a t all non trivial zeros have the form n =  |  +  it  [53]. 
For n  even and positive, ((n ) =  for some integers k  and I as seen in Table 5.
The following result shows a connection between the Zeta function and contour 
integrals.
T h e o re m  2.12
2 ?ri 7 1
where 7  is the contour in figure 1, and F is the gamma function defined by:
poc
F f o l  =  I  t^ ~ ^ p ~ ^ d . t  in i t .h  V . (  7> f ) .
J  k
Figure 1: Contour for Riem ann’s Zeta function [53].
Table 6  highlights some relations between the Zeta function and Bernoulli num­
bers.
2.9 P rim e T ests
Primality proving is a rapidly changing area of number theory. W ith this in mind, I 
have made little effort to provide a complete historical overview, nor has much effort 
been made to provide more than  a couple of modern prime tests (and not in much 
detail). This section should provide no more than  a starting point for a more detailed 
study.
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R e la tio n C o n d itio n
C(n) =  j t r  + 1 +  E L .  i f  -  G % ) i r
n % 1 
5 6% +
7Z(n) > —2s
((2n  +  1) =  • fo cot(7ri)dx
C ( l - 2 n )  =  - f f n 6 Z+
((2n) — |2?2nl n 6 %+
Table 6: Relations Between the Riemann Zeta Function and Bernoulli Numbers [1],
D e fin itio n  2.20 A prime number is a positive integerp > 1, with exactly two positive 
divisors, 1 and itself. A positive integer, larger than 1, which is not prime is said 
to be composite. A prime test is any test which certifies a number to be prime or 
composite.
There are two main types of prime tests: deterministic and probabilistic. De­
terministic tests determine primality with 100% certainty while probabilistic tests 
potentially identify composite numbers as prime (albeit with small probability).
Historically, the most primitive deterministic prime test is the m ethod of trial 
division. This method involves dividing n by each integer less than  ^/n.
W ilson’s theorem yields another deterministic primality test:
n is prime <=> (n — 1)! =  —1 (mod n).
Both W ilson’s theorem and trial division are far too slow to be of practical value.
25
The most commonly used probabilistic prime test is given by Ferm at’s Little 
Theorem (Theorem 2.5)
n  is prime = »  =  1 (mod n) V 1 <  a <  n.
The converse of this theorem, given a randomly chosen a with (a, n) =  1,
a-n-i =  I (mod n),
implies tha t n  is prime with probability 1 — where k  is the number of trials. 
Of course Carmichael numbers (which will be discussed in detail later) always satisfy 
this equation (and Carmichael numbers are always composite). Because of Carmichael 
numbers, Ferm at’s Little Theorem is only a probabilistic test.
In August 2002, three Indian mathematicians Agrawal, Kayal, and Saxena subm it­
ted the first deterministic polynomial-time algorithm to determine primality. Their 
algorithm relies on the following lemma [4].
L em m a  2.9 Suppose that (a,p) = 1. Then p is prime i f  and only i f
(x — o)^ =  (x^ — 1) (mod p).
The AKS test (as it is known) is both unconditional and non-randomized. T hat is, 
it does not rely on conjectural results (i.e. the Riemann Hypothesis) or on choosing 
numbers carefully or randomly. The algorithm runs as follows:
A lg o rith m  2.5 (A K S  A lg o rith m ) Input n > 1.
1. i f  (n is of the form b > 1) output COMPOSITE;
r  =  .g;
.9. w/tz/e (r <  {
4- i f  (  (n, r) I ) output COMPOSITE;
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,5. ^   ^r is pnm e
6. let q be the largest prime factor of r — 1;
( r  — 1 )
7, i f  (  q >  4y /r logn  ) and (n « ^  1 (mod r))
9. r  f -  r  +  1;
JO. }
11.
12. for a = \ to 2-^7 log tt,
13. i f  ( (yX — a )” ^  (x” — a) (mod x'  ^— l ,n ) )  output COMPOSITE;
14 . output PRIME;
The runtime of the algorithm in the original paper was 0{{ln  n)^^). Current 
implementations run in 0{{ln  n)®) for general integers [32].
The elliptic curve prime proving m ethod was motivated by new results in the 
theory of elliptic curves. Since entire courses are devoted to the study of elliptic 
curves, a simple framework will be provided here for the reader to begin individual 
study.
T h e o re m  2.13 Let N  be an integer co-prime to 6, E  an elliptic curve over Zjv,
together with a point P  on E  and m  and s two integers with s\m. For each prime
d z v M o r  g  o / g ,  : %  : -2:9), c / o g g  0 /  ( æ , 2 / , z ) .  y l g g ^ m e  f / n z f
m P  =  Oe is the point at infinity and gcd(zg, A^ ) =  1 for every q. Then, i fp  is a prime 
divisor of N , one has #E (Z p) =  0 (mod s), where #T (Z y) represents the number of 
integral points on the elliptic curve, E.
This result provides a basis for the Goldwasser-Kilian algorithm.
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A lg o rith m  2.6 (G o ld w asse r-K ilian ) Input n > 1.
1. Choose an elliptic curve E  over Z„ fo r  which the number o f points m. satisfies 
m  = 2q where q is a probable prime;
2. I f  {E,m.) satisfies the conditions o f Theorem 2.13 with s = m, then n is prime, 
otherwise it is composite;
3. The primality of q is proved in the same way;
4- Output results.
The Goldwasser-Kilian algorithm proves the primality of n  in expected time of 
0((logn)^°+ ‘^ ), where c is a constant independent of n. Improvements have been 
made to this algorithm; however, w ithout sufficient background in elliptic curves a 
statem ent of the algorithm seems rather fruitless The improved algorithm (known as 
ECPP) has a run time of roughly 0((logn)®+^) for some £ > 0.
2.10 F actoring A lgorith m s
Tests which certify th a t a number, n, is composite often give no indication of the 
divisors of n. A factoring algorithm yields a factor (prime or not) or a series of 
factors of n. A good reference for further study on factoring algorithms and a book 
in which most recent results are stated is Koblitz [25].
Historically, the m ethod of direct search factorization (essentially trial division) 
was the first and arguably the least sophisticated method of factoring. Requiring at 
most ^/n  trial divisions, direct search factoring is essentially only a preliminary tool 
used before more sophisticated algorithms.
Modern factoring algorithms take advantage of many different branches of number 
theory. For example, the elliptic curve factoring algorithm takes advantage of the 
theory of elliptic curves, the quadratic sieve takes advantage of Dixon’s algorithm
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and factoring differences of squares, and the number field sieve uses similar ideas to 
the quadratic sieve while taking advantage of polynomials which are not quadratic.
The elliptic curve factoring method starts with selecting an elliptic curve E  in 
“short Weierstrass form” (that is, a curve of the form
ax h (16)
with 4a^ +  276^ ^  0) over the field Z*. Notice tha t if p is a prime divisor of n, 
and a = h (mod n), then necessarily a = b (mod p). This property always holds for 
points on elliptic curves with the exception of division (i.e. if o or 6 is a fraction 
which is invertible modulo p, it need not be invertible modulo n). To compute a/b  
(mod n), b must be invertible modulo n. If b is invertible modulo p, it need not be 
invertible modulo n.
In general, computing points on an elliptic curve is a straightforward calculation. 
Algebraically, for P  = {xp, yp), and Q = {x q , pg), P  + Q = R  = (xp, yp) where
-  zg , and
2/p -  %s = ------------ .
Xp Xq
Here, s represents the slope of the line through P  and Q. Notice th a t point addition 
in the context of elliptic curves is not componentwise. To compute 2P  algebraically, 
find
337p +  a
which gives values
xp  = -  2xp, and yp = - y p .
Clearly, 3P  =  2P  +  P, etc.
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To factor n, select a point P  satisfying equation (16) and compute Q =  R P  
where i? is a large positive integer divisible by all prime powers less than some bound 
B. Clearly, Q = R P  can easily be computed unless there is a division by zero; 
however, in this case, a factor of n is found (the greatest common divisor of n and 
the denominator). If th a t factor is n  itself or if Q is successfully computed, repeat 
the process as we have failed to find a factor of n.
The elliptic curve method for factoring factors in expected time [12]
exp((0.5 +  o(l))(logn)^-^^^(log logn)°'^).
Similarly, the quadratic sieve factors a number n  in expected tim e [12]
exp((0.5 +  o(l))(logn)^ °^(loglogu)°'^).
The quadratic sieve, unlike the elliptic curve method, requires a factor base 
F  — { p i,.. Pm}- Essentially, the quadratic sieve is a factorization m ethod which 
relies on finding two integers x  and y for which
(mod n) but x ^  y  (mod n),
using the factor base F. If such a situation arises, it is known th a t either {x — y, n) 
or {x -\- y ,n )  is a non-trivial factor of n  with high probability. W hat is required to 
find X and y is to construct a sequence of positive integers for which
/(c j)  = F  — n  (mod n).
Let U be the set of these r*. W hen more than  m  of these terms are found, we have
n  - " P m "  =  ( p ^ p r  ' - -PZ)^-
30
To form x  and y, set
and ^ =  -
Tieu
Therefore,
^  =  n  -  n  - ^ ) = n  / h ) = ^)-
Ti&U ri£U ri€U
Finally, the Euclidean algorithm determines both  (x — y, n) and {x + y ,n ) .
As mentioned, the time complexity of both the elliptic curve m ethod of factoring 
and the quadratic sieve are very similar. The multi-polynomial quadratic sieve (an 
improvement over the quadratic sieve) yields a heuristic expected time [12] of
exp((l 4- o(l))(logn)°®(loglogn)°-^).
As the name suggests, the multi-polynomial quadratic sieve takes advantage of several 
polynomials of the form f { x )  = ax “^ -\-hx-\-c where a is a square, 0 < b < a such th a t 
= n  (mod a) and 6^  — 4oc — n. W ith some arithmetic, it can be shown that
{ax + b)‘^ = a f{x )  (mod n),
and since a is a square, so too is f{ x ) .  So, if f { x )  factors easily, we obtain a similar 
factoring situation to the quadratic sieve.
Finally, the number field sieve provides an even better expected time of approxi­
mately,
exp((1.526 -f- o(l))(logn)^^^(loglogn)^^^).
Unlike previously mentioned algorithms, the nnmber field sieve attem pts to factor 
integers n of the form
n =  r® ±  s, where r, s G 
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Unfortunately, due to the extensive amount of algebraic number theory required to 
fully appreciate the algorithm, a complete overview is not given here. However, the 
idea behind the sieve is th a t both the algebraic integer a + ba and the integer a + bm 
are smooth over a factor base. If $  is a ring homomorphism between Z[a] and Z„, 
then
^{a  + ba) = (a + bm (mod n)).
W ith sufficiently many of these congruences, one can find a solution to  the equation
(mod n),
which in tu rn  may yield a non-trivial factor of n.
2.11 C om p u tin g  Bn and ( (n)
Much research has been done in computing both the Bernoulli number, i?„, and the 
value of the zeta function, C(n). Many of the techniques which are currently in use 
are described in the recent paper “Com putational Strategies for the Riemann Zeta 
Function” [9].
Most com putational work does not deal with the general problem of determining 
the value of ({n) or for a general integer value of n. Indeed, the m ajority of the 
research seems to lie in two different areas: computing ({n)  for a few select values of 
n  (say n =  3 or 5) in an interesting way, and computing complex zeros of the zeta 
function. Neither of these themes seems overly useful in the context of this thesis 
as we are primarily interested in exact fractional values of and values of the zeta 
function of the form jb. Nevertheless, a brief description of these methods is still 
in order.
Recall th a t for n  6 Z"*", ((1 — 2n) =  and for n  G Z"*", ((2n) =  \B2n\-
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Therefore, any com putational technique used to compute values of the zeta function 
can also be used to compute Bernoulli numbers. W ith this in mind, we concentrate 
on algorithms to compute values of the zeta function.
Standard recurrence relations can be used to find the value of C(^)- For instance, 
with k > 2 ,
k-l  1
^ C (2 ;) C ( 2 A ;-2 j)  =  (A: +  -)((2& ).
Although this yields exact values for C{2k), it is rarely used as A; — 1 previous values 
of the zeta function must be a priori known.
To approximate values of the zeta function in the complex plane, one can use the 
formula
j=o
where
1 poo f S - l
and r  is the gamma function. This m ethod is referred to as a “Lerch-series approach.” 
The Lerch-series approach can be used whenever s G C and 7?.[s] > 0.
Approximations to values of the zeta function for integers have become increas­
ingly easy to obtain due to  the current ease of approximating tt. Of m ajor interest, 
is the value of ((3). Many different formulations have been derived for C(3) with the 
hope of being able to simply extend the formulations to C,{n) for arbitrary  n. One 
example stems from the following equality [16]:
m —l
(1 -  2-^""-^)2((2m  -h 1) (1 -  4-'=)((2A: -h 1)
' “8 2 - ^ + E
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which, for m =  1, yields
Of course, once one has C(3), computing ((5) is straightforward and once C(3) and 
C(5) are known, computing ({7) is straightforward etc. Notice also th a t the term  
^  jlo g 2  -  ^  +  4" ^ % ) } converges quickly because of the (2m)! and 4"
terms in the denominator. Therefore, values of the zeta function for odd integers 
are easy to approximate. A similar formula holds for even integral inputs, however 
it is not as simple to compute. This approach is known as “recycling” as previous 
values of the zeta function are recycled while trying to compute a current value. 
Another recycling approach is given by the following algorithm due to Crandall
[ 16J .
A lg o rith m  2.7 (R ecy c lin g  S chém a fo r ( ( 2 ) , . . .  ((T  +  1))
1. S e t Precis ion
Select N  such that 2~^ is less than the required precision and N  > L.
2. Q uotien t A rra y
Create g{k) = P{k)/Q {k), for  k E [0, 4A  — 1], where P{k) = (—A)^’, 
and Q{k) = k\(k + 1 — z).
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3. R esolve g F u n c t io n
P = 1;
while p < 2N  do
for q = 0 to 4 N  — 1 — p do
g{q) =  g{q)-\-g{q-\-p) with g[q) in the form numerator/ denominator 
and reduced modulo 
end;
P =  2p;
4- M onic  R evers ion
Now, g{0) = P{0)/Q(0) with each of P ,Q  being of degree at most L, 
so divide each of P, Q through by its constant coefficient;
5. Invers ion
Create polynomials P^^ and using Newton inversions. For in­
stance, to find P~^, 
set p = g = \ 
wAz/e (p <  )) do
p =  max(2p, dep(f )); 
h = P  (mod z^); 
g =  (9 +  g ' (1 -  ' p)) (mod zP)
end/
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6. C o e f f ic ie n t  C o m p u ta t io n
Compute the coefficients Rk m  the polynomial
L
-R(z) =  ^  Rkz'" =  {{dP/dz)P^^  -  {dQ/dz)Q~^) (mod
k=0
7. O u tp u t  C Values  
((/û) A t- i
The operation complexity of this algorithm is 0 {L ~ ^N  log^ L) for each of the L  
evaluations of ( . So, if L ~  N ,  (that is D  values with each to D  digits) the average 
cost is about 0(log^ D) per value.
A third approach, due to Plouffe and Fee [16] uses the von Staudt-Clausen theo­
rem to compute the denominator of Bn and asymptotic techniques to determine the 
numerator. The result is an exact value for Bn which can easily be converted to a 
value of (. The tricky part of this algorithm is determining the value of the denom­
inator which is essentially a problem of factoring n — 1. This approach was used to 
determine the value Bgooooo m its rational form.
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3 G iuga’s C onjecture
In 1950, G. Giuga proposed the following [20]:
n —1
n is prime <=> s{n) :=  =  —1 (mod n).
If n is prime, then by Ferm at’s Little Theorem, (Theorem 2.5)
n —1 n —1
—l = n —1 =  —1 (mod n).
k = l  k = l
Thus, the converse is all th a t remains as conjecture. We shall denote the set of 
positive integers n > 2  th a t satisfy s(n) =  — 1 (mod n) by E.
In this way, we see th a t P C S  and Giuga’s conjecture asserts th a t P =  E. In 
his original paper [20], Giuga proved th a t any composite integer n € E must satisfy 
{p — l)\{{n/p)  — 1) and p\{{n/p) — 1), for every prime divisor p  of n. We include the 
proof here for completeness [8].
T h e o re m  3.1 n e T, i f  and only i f  for  each prime divisor p o f n  we have
(p -  1) I ((n /p ) -  1) aW  p I ((n /p) -  1).
P ro o f: Before directly proving the equivalence, a general property is established.
Suppose th a t (p — l) |(n  — 1). Then X)fc=i — - 1  (mod n) by Ferm at’s Little
Theorem (Theorem 2.5). If ( p -  1) / ( n — 1), then it must be true th a t =  0
(mod n) (Theorem 2.2). So, we have:
—1 (mod p) if (p -  l) |(n  — 1)
=  j  . (17)
I 0 (mod p) otherwise
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Therefore, for every prime divisor p  of n, with n = PQ-, it must be the case, by 
considering residue classes, th a t :
^  ( - «  (mod p) if ( P “  l)i(n  -  1)
j  , (18)
I 0 (mod p) otherwise 
as we are considering the class of p — 1 g-times. This result is now employed in the 
direct proof.
(=>) Let n  G 2 . It is clear th a t for each prime divisor p oî n  (where n — pq), it is 
true that:
—q (mod p) if (p — l) |(n  — 1)
(19)
0 (mod p) otherwise
Since it is not possible th a t —1 =  0 (mod p), it must be the case tha t (p — 1) | 
(n — 1). However, since n — l = p g — 1 =  q{p — 1) +  (g — 1), it must also be true 
tha t (p — 1) I (g — 1) but g — 1 =  (n /p  — 1). It also follows from Equation (19) tha t 
— 1 =  —g (mod p), which implies th a t p | (g — 1).
{<=) Now, suppose it is the case th a t (p — 1) | ((n /p) — 1) and p \ ((n /p) — 1). 
Notice th a t n must not contain any squared terms as if it did, there would be a prime 
p where p jn/p , which contradicts p |((n /p ) — 1).
It is clear from Equation (18) tha t X)fc=i =  ~Q (mod p) using the first divisi­
bility condition. The second divisibility condition, however, implies th a t n /p  =  g =  1 
(mod p) which means th a t =  — 1 (mod p) for each prime divisor p of n.
But, since p | 4- l)  for each prime divisor p of n and each of these divisors
is distinct (i.e., no squared terms), it must be the case tha t
n - l  n —1 n —1
n I
k = l  k—1 k = l
/c”  ^ +  1 A:” ^ 4 - 1 = 0  (mod n) <=>  ^ =  — 1 (mod n).
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or alternatively th a t n G E, as required. ■
C o ro lla ry  3.1 n n is square-free [8].
P ro o f: Suppose not. Then it must be the case th a t for some p, p ‘^ \n, and p\{{n/p) — 
1). However, since p ‘^ \n, and p\{n/p), then p f{{n/p)  — 1), which contradicts Theorem 
3.1. ■
C o ro lla ry  3.2 n e  'E if and only i f  p^{p — 1) | (n — p) fo r  any prime divisor p o f n 
[ 2 j .
P ro o f: Theorem 3.1 states n G S  if and only if p |((n /p ) — 1), and (p — l) |(n  — 1).
Therefore, it stands to show th a t p |((n /p ) — 1), and (p — l) |(n  — 1) if and only if 
p^(p -  1) I (n - p ) .
Since p |((n /p ) — 1), kp = (n /p) — 1 kp^ = n — p, which shows tha t p^|(n — p). 
However, note th a t (p,p — 1) =  1, and (p — l) |(n  — 1) =  (n — p) +  (p — 1). Therefore, 
p ^ ( p -  l ) l ( n - p ) .  ■
C o ro lla ry  3.3 I f  n G S , then {4>{n),n) = 1 [2].
P ro o f; The assertion is obviously true if n is prime. Hence, take n G E with n 
composite (and square free by Corollary 3.1). Let p and q be distinct primes th a t 
divide n. Assume th a t p =  1 (mod q) for some p,q\n  (that is, a prime factor q oî n  
divides part of 0(n)). Then, since n G E,
0 =  (n -  1) +  (1 -  n/q)  =  n -  n /q  =  (n -  q) + {q -  n /q)  =  - n / q  (mod q),
which is absurd since n  is square-free (Corollary 3.1). ■
It is im portant to notice the link between Giuga’s conjecture and other aspects 
of number theory. Of particular importance is the condition th a t if n G E, then
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n is a square free integer such th a t for any prime p tha t divides n, it is true tha t 
(p -  1) I {n/p -  1). This condition is referred to as the Carmichael condition [8].
D e fin itio n  3.1 A positive square-free composite integern is said to satisfy the Carmichael 
condition i f {p—l) | {{n/p) — !) for  every prime p where p  | n. Equivalently, n satisfies 
the Carmichael condition i f  {p — l ) |(n  — 1) for  all prime divisors p of n.
D efin itio n  3.2 A positive square-free composite integer n is said to he Carmichael 
i f  it satisfies Fermat’s Little Theorem:
aU-i =  2 (mod n), (20)
whenever {a,n)  =  1 and a < n. We refer to the set of Carmichael numbers greater 
than 2 as V.
In 1910, Carmichael conjectured th a t there are infinitely many composite integers 
which satisfy Equation (20) [5]. In 1994, Alford et ah [5] proved what was known 
as Carmichael’s conjecture: there are infinitely many Carmichael numbers. Their 
technique involved showing tha t for sufficiently large n, the number of Carmichael 
numbers less than  n is greater than  [5]. Hence, as 7% —^ oo, so too does the 
number of Carmichael numbers. Pinch [28] showed that for a given n, the number of 
Carmichael numbers less than  n  is bounded above by n exp |  ~
Among the most common Carmichael numbers are those of the form {6k + l ){12k+ 
l){18k +  1) where k G and each of (6A: +  1), {12k +  1) and (18& +  1) are prime.
This representation gives rise to one of the largest Carmichael number ever found, 
having k =  1805 [18].
W ith reference to the second condition in Theorem 3.1, the following definition is 
used.
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D efin itio n  3.3 A composite integer n with the property that p \ {{n/p) — 1) for  all 
prime dirigors p 0/ n w to 6e a Gmpo Member. TAe get 0 / of/ Gmpo Mwmberg is
denoted Q.
Theorem 3.1 can now be restated as follows [20]:
T h e o re m  3.2 n G E and is composite i f  and only i f  n e T  Ci G ■
Giuga’s conjecture asserts th a t T DG = f .
3.1 G iuga N u m b ers and G iuga Sequences
Let p be a prime divisor of n. Then, Definition 3.3 is equivalent to the statem ent:
E ^ - f l ^  (21)
p\n p\n
This equivalence is due to Giuga [20]. For the sake of convenience, we often refer 
to this expression as the sum minus product (and the associated integer as the sum 
minus product value).
Giuga’s result, tha t a Giuga number is the same as an integer tha t satisfies Equa­
tion (21), leads to the following generalization.
D efin itio n  3.4 A finite increasing sequence of positive integers { a i , . . . a ^ }  is said 
to be Giuga i f  X]™ 1 ^  ^  E N. Uj is prime for  each i, the sequence is
said to be a proper Giuga sequence. A Proper Giuga sequence gives rise to a Giuga 
number n G S, equal to the product o f the elements in the set.
The following generalization of Giuga’s result is due to Borwein et al. [8]. Giuga’s 
original result follows as a corollary.
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T h e o re m  3.3 A finite increasing sequence of positive integers { « i,. . .  satisfies
a, I fli • • • • Oj-i-i • ■ • «77! -  1
for every i < m  i f  and only if  it is a Giuga sequence.
P ro o f: Let A  =  define bi = A jo i.  Notice tha t the sequence {oq,. . . ,  Om}
is Giuga if and only if yl|(6i 4 h 6m -  !)•
The converse is an immediate consequence of this alternative representation of a 
Giuga sequence.
To show the converse, assume that a, | (6— 1) or equivalently, th a t of | {A — afi for 
every i. Integer multiplication yields A^ | {A — a i ) - - - { A — am). Ignoring all multiples
of A'  ^ reveals th a t A “^ j {A{bi H 1- 6m) — (ui • • • Om)) =  {A{bi H h 6m — 1)), which
implies th a t (oq, . . .  Um} is a Giuga sequence. ■
C o ro lla ry  3.4 n is a Giuga number i f  and only i f
y i - n l  6 N.
C o ro lla ry  3.5 [2] n e  12 i f  when p is a prime factor o f n
1
n -  =  1 (mod n).
P ro o f: Clearly, n satisfies
I P p\n
It follows tha t
This gives
" ' E y n ^ i  G K
p\n p\n
y i V - - !  E N. 
42
Now, the denominator of the sum term  will be n  (as the product of the primes is n] 
This will cancel out the n in front of the sum. Hence, by Theorem 3.3,
n -  =  1 (mod n).
It is conceivable th a t an integer n  could give rise to two different non-trivial 
factorizations, both of which are Giuga sequences. There is no known example of 
this.
If it happened to be the case th a t no Giuga number could also be a Carmichael 
number, then Giuga’s conjecture would be proved. Since all Carmichael numbers are 
odd, if every Giuga sequence contains an even factor, then it follows th a t Giuga’s 
conjecture would be proved.
The search for Giuga sequences has been completed up to and including length 8 
and the results are contained in the following table [8]:
N u m b e r  o f  F a c to rs N u m b e r  o f 
S eq u ences
2 None
3 One
4 Two
5 Three
6 17
7 27
8 Hundreds
Table 7: Number of Giuga Sequences
Of the Giuga sequences referred to in Table 7 only 12 are proper and those are 
listed in Table 8.
Even if the number of Giuga sequences of a given length seems to increase dra­
matically with the number of factors, the next result (which was obtained through
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3  fac to rs :
30  =  2 3 5
4 fac to rs :
858 =  2 3 -11 13 
1722 =  2 - 3 - 7 - 4 1
5 fac to rs :
66198 =  2 - 3 - 1 1 - 1 7 - 5 9
6 fac to rs :
2214408306 =  2 - 3 - 1 1 - 2 3 - 3 1 -  47057 
24423128562 =  2 - 3 - 7 - 4 3 -  3041 - 4447
7 fac to rs :
432749205173838 =  2 - 3 - 7 - 5 9 - 1 6 3 -  1381 - 775807 
14737133470010574 =  2 - 3 - 7 - 7 1 - 1 0 3 -  67213 - 713863 
550843391309130318 =  2 - 3 - 7 - 7 1 - 1 0 3 -  61559 - 29133437
8 fac to rs :
244197000982499715087866346 =  2 - 3 - 1 1 - 2 3 - 3 1  
3892535183
55479914617070801288578559178 =  2 - 3 - 11 - 23 - 31  - 
110725121051
1910667181420507984555759916338506 =  2 - 3 - 7 - 
2861051 -1456230512169437
- 47137 - 28282147 - 
47059 - 2259696349 - 
43 - 1831 - 138683 -
Table 8: Proper Giuga Sequences
communication with Julian Buck and Jed Brown) guarantees th a t there are only 
finitely many sequences of any length.
P ro p o s it io n  3.1 Let m be a fixed natural number. Then there exist only finitely
P ro o f: Fix m. and let { a i , . . . ,  am} be a Giuga sequence. From 
Definition 3.4,
/   ^n
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Furthermore, there is an element a,- such th a t -F  > -L since if this were not the•/I m
case then ^  =  1, a contradiction. This implies th a t < m. Therefore,
there are at most m. choices for 
Since
^  1 T 1 -,
y  1  -  2 _  >  1 _  ±
it must be the case th a t there is an such tha t
1 d-j, — 1
Ojg (m -  '
since otherwise we would have
V - -  —  < ( m - l ) f
another contradictory statem ent. So, we have and because m. is fixed
and there are only finitely many choices for o^j, it follows th a t there are only finitely 
many choices for aj^.
All other cases follow in an analogous manner. For example, it is not difficult to 
show that
1 ^  Qjiflja -  Qji -  Qja
(Zja (m, -
and so
(m -  2)(Zj,aj2
implying, again tha t there are only finitely many cases for aj^. 
In general, it must be the case tha t
Equation 22 can be shown in the following way. Suppose for 1 <  r  <  m — 1, and 
Ujj, 0 2^ , • . . ,  %. have all been removed from the sum. Then it is necessarily the case
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that
,_1 “ h  l T i = i ^ j i
‘jr+1
1 m . i  %. -  ( e L i
i = l
Again, this implies th a t there is an aj such th a t
>
Qjr+i -  r) ni=i
which implies the desired result tha t
------------------------------  > 0>+i •
Using the same argument as before, because of a fixed m, there are only finitely 
many choices for each of aj^, . . . , aj ^.  Hence, there are only finitely many integer 
values for It follows th a t each a, € { a i , . . .  ,am} may take on only a finite
number of integer values. Therefore, the number of Giuga sequences of length m  is 
finite.
■
Although the proof is rather long winded, it leads to an algorithm for finding all 
Giuga sequences of a given length. This algorithm can be found in Appendix 4.
C o ro lla ry  3.6 Define
Grn =  {« G N |a is an element of a Giuga sequence of length m ).
For any fixed m. E N, Gm has a maximal element.
It is not known if all n G N could be an element of Gm for some m. Further, 
although the number of Giuga sequences of a fixed length is limited to a finite number 
and there is a maximal size of element for any given sequence length, we can say more. 
If {oi , . . . ,  üm} is an increasing Giuga sequence of length m  then there are bounds on 
each term  of the sequence (another result due to Hobart and Buck).
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P ro p o s it io n  3.2 I f  {ai, 0 2 , • • • ? is a Giuga sequence with sum minus product x, 
t/lGM m >  GiT.
P ro o f: Fix oi and notice th a t for z =  1, . . .  ^  >  -F -  as a, +  1 < au.|i-l üi-)-1
Therefore, a sufficient condition for ^  >  T is J 2 ^ \  ^  > z. This shows
i + i -
a+i
m , m771 V—\ 1 \ \  1
)  — >  > — > T.
«1 6  «i
Multiply both sides by Ui to obtain the desired result.
The hnal theorem in this section shows a bound on Oj for many different j ,  based 
solely on the choice of Ui.
T h e o re m  3.4 Let m  be a fixed natural number and suppose that {« i , . . .  is a 
Giuga sequence. Then for  any j  such that ai + 1 — j  > 0, Oj < •
P ro o f:
a^ - • ■ ttm +  «1% • • • Urn +  . . . +  Ul • • • Om-1 > 1
( i  — 1 )«2  • • • «Ï7Ï +  ^  J  +  l ) o i  • • • U j - i  ■ Oj_|_i • • • «m  ^  ^
ui aJ
{j — +  {m — j  + l)a i
UlUj
> 1
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(m — J +  l)a i >  aiüj — [j — 1)(
(m — J +  l)a i  >  aj{a\ — {j — 1))
(m -  j  +  l ) a i 
a i - j  + 1
= > ---------- —r“i—  > o-j whenever oi +  1 — j  > 0.
From a theoretical standpoint, all of these results are fairly interesting, however, 
from a computational point of view, they are perhaps less spectacular than  one would 
hope. Among other problems, the results so far, by their very construction, make no 
attem pt to discourage an exponential time increase when increasing the length of a 
Giuga sequence.
3.2 “T h e E ightfold  W ay”
Recall th a t Giuga’s conjecture states th a t n is prime iff;
n —1
=  —1 (mod n).
k~l
“The Eightfold Way” is a set of variants of this equation, due to Wong [57], involving 
Euler’s phi function. These 8 similar versions of Giuga’s conjecture, give insight into 
the requirements for counterexamples to the conjecture. Before showing the eight 
variations, we need to establish two im portant results. Theorems and proofs from 
this section are established in [57].
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T h e o re m  3.5 Let q = bé a prime power. Then
I 0 (mod g)
^  A:"* =  <
fceZ* I 4>{q) (mod q) otherwise
P ro o f: If g =  2, then, =  1 =  0(2) (mod 2).
Now, suppose tha t p > 3 .  We claim tha t
A™ =  0 (g) (mod g) <t=t> ( p - l ) |m .
te Z ;
Let
•5 =  E  *:“  =  E  ( d ) ”  =  E
te z ;  k=0 t=0
where Og is a primitive root modulo g, and 0  =  a™. Saying (p — 1) / m  is equivalent
to 0  — 1 being non-zero modulo p  and hence invertible modulo g. So, if (p — 1 ) J(m,
then S' is a geometric series and S =  =  0 (mod p).
Now, suppose tha t (p — l)|m . Then without loss of generality, m  =  (p — l)p^"^,
where 1 <  s <  r, and therefore, 0 = 1  (mod p^) by lemma 2.2. Since the order of 0
is 0(g)/m  =  p^~^, S  consists of m  repetitions of
p '- '- i
r =  y ]  0 \
A’= 0
Since a-p is primitive, the summands of T  are distinct modulo g and are all congru­
ent to 1 modulo p*. Thus, they must form a perm utation of the arithm etic progression 
1 +  mp^, 3 < m  < p r  — s. The sum of the terms in this progression is
pr-« _  g _  g +
which gives T  =  p’’^ ®, hence S  =  m T  =  (p — l)p '’'"^  =  0(g).
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Now, when p =  2 and hence g =  2% then
k"^ =  0 (2 )^ (mod 2’') <=> m is even.
For m  odd, the terms of the sum ^  g . /o'” cancel out in pairs, thus
^  A;"' =  0 (mod 2").
Suppose m  even. W ithout loss of generality, we can take 1 <  s <  r  — 2 . Then
(2V4)-1
s = ( l + (-!)"■) Y , /J‘.
k ~ l
where j3 — S'". Since m  is even, the first factor is 2. The second factor consists of m 
repetitions of
T =  Y
fc=0
The summands of T  are distinct modulo T" and congruent to  1 modulo 4m. There­
fore, they form a perm utation of the arithm etic progression 1 -|-4mn, 0 <  n <  T  j  Am, 
which sums to
2'"/4m +  4m (2'-/4m )(2Y4m  -  l ) /2  =  2Y4m +  0 (2 ''/2 ).
Multiplication by 2m yields S  =  2m.T =  2'"/2 =  ■
T h e o re m  3.6 I f  ni > 1, then
A:'" (mod q).
ks Z* ke Z,
WAeM p ig odd, (Ae congruence Aolds /o r  m  >  1 .
P ro o f; When m > r  this is a trivial result obtained by applying Ferm at’s Little 
Theorem and noticing tha t the orders of the groups are the same modulo q. Thus,
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use r  =  1 as the base case and proceed by induction. For r  >  1 ,
Z  Z  Z
fce Z, te  Zg fceZp^_i
Since the last term  is divisible by
^  /o’" =  ^  A:"* (mod q). 
fee Z , fee Z*
When 777. =  1,
1
k -  k ^ ' ^ p k =  -q p ' ‘ +  1,
fee Zg fee Z* ^=1 
which is divisible by g if p is odd. ■
We are now in a position to develop the eight general equations related to  Giuga’s
conjecture. The first result is a generalization of Theorem 3.1. The next two results
follow trivially.
T h e o re m  3.7 YlkeJj (mod n) i f  and only i f n  is square free and for  each
pnm e divisor o fn ,  we have {p — l) |r?7  and p\{{n/p) — 1)
P ro o f: We begin by showing th a t n  is square free. Suppose th a t g|r7. where p|r7 and 
q is a prime power of p. In particular, this means tha t p^\n. Then p\f{q), and hence,
fc™ =  0  7  ^ - 1  (mod q).
fe€ Z ti
In a similar way, we require g  k'^ to be non-zero modulo p. Hence, the 
condition tha t (p — l) |r77 for odd p follows from Theorem 3.5. If p =  2, the congruence 
is trivial.
The third condition is met when we consider
/c"* =  {n/p)(f){p) =  - 1  (mod p).
fee Z,i
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Dividing the equation by (p{p) = p — I = — 1 (mod p), we get n /p  =  1 (mod p). or
p\{{njp) — 1), as required. ■
C o ro lla ry  3 .7  Z„ =  — 1 (mod n) i f  and only if n is square free and for  
each prime p dividing n, p\{{n/p) — 1).
C o ro lla ry  3.8 (G iu g a) ^  —1 (mod n) i f  and only i f  n is square free
and for each prime p dividing n, p\{{n/p) — 1) and {p — l)\{{n/p) — 1).
After examining the two cases where the exponent on A: is n — 1 and 0(n), we 
consider the cases arising from changing the modulus.
T h e o re m  3.8 g  = (p{n) (mod n) i f  and only i f  for  every 1 < i  < I, one of 
the following conditions holds:
• Z, =  0  (mod q) and p\q — 1 for p, q\n; or
* Z te  Zg ^  ^(9 ) g) ond n|g =  (mod g).
P ro o f: For the first case, consider (j){q)(j){n/q) =  0 (mod g). This is equivalent to
p\(p{n/q), which is in turn  equivalent to p|(g — 1 ) for all p and g|n.
In the second case, we must have {n/q)4>{q) = <p{n) =  0(g)(t)(n/g) (mod q). Since
■4>{q) is divisible by we can divide through by (p{q) to get [n/q] = (p{n/q)
(mod p). ■
C o ro lla ry  3.9 f f k e  Z =  < (^n) (mod n) i f  and only i f  for  all primes p dividing
n, As (Ae case n /g  =  <;6(n/g), /o r  o/l g ||n .
C o ro lla ry  3.10 Y lk e Z  — <A(^ ) (mod n) i f  and only i f  n — 2 or n is odd,
n /q  = (/{n/q) (mod p) and (p — l) |(n  — 1 ) for  all primes p\n, and q\\n.
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Proof: Suppose that for some prime p, p|(M -  1), so  ^ 9)-
Select q to be maximal. Then there must be a q\n such th a t p\{q — 1). Clearly, 
p / (n  -  1 ) so (ç -  1 ) /(n  -  1 ). Since q > p, this is a contradiction. ■
It is clear tha t Z* is a group under multiplication. We need some further infor­
mation about the structure of this group. Indeed, Z* is isomorphic to the Cartesian 
product Z p p  X ZpT2 X • • • X Z rt [57]. Define Z%' to be the set of elements of Z* which 
are congruent to 1 modulo n/qi. This set has cardinality of < (^%), and contains a 
unique representative modulo % for each element in Z* By applying the Chinese 
Remainder Theorem, we obtain the following fact [57], which we will require later:
T h e o re m  3.9 Every x G Z* can he written uniquely as a product x  = X\X2 ■ ■ ■ xi 
(mod n) with each z, G Z*'.
P ro o f: Since f lL i  (mod q), z, must be the unique element of Z%' which is
congruent to x  modulo q. m
Using this representation, we can factor S  = Ylke Z* mto S'iS'2 • • • Si where
t e z ; '
Since Si = 4>iqj) (mod qj) whenever j  7  ^ i, we are only interested in the Si 
congruent to Z* modulo %. Theorem 3.5 gives
j 0  (mod if (p -  1 ) J(fn
I (j){qi) (mod qi) otherwise
Therefore,
' j o  (mod qt) if (p -  1 ) /m
=  (mod%) otherwise
This representation gives rise to the next theorem.
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Theorem  3.10 S' =  g . /c'" =  - 1  (mod ») Âf o»/?/ ^  n ^  pnme artd
(n -  l)\m .
Proof: Since (n — l ,n )  =  1, it must not be the case th a t S* =  0 (mod %), for any
i. Therefore, S, =  (p^ Qi) for all i, so tha t S  = 4>{n). However, 4){n) < n ~  I whenever
n  is not prime. The result then follows from Theorem 3.5. ■
Corollary 3.11 S  =  YlkeX*  =  —1 (mod n) i f  and only i f n  is prime.
Corollary 3.12 S  = Ylke Z* =  —1 (mod n) i f  and only i f n  is prime.
Theorem  3.11 S  =  — ^(n) (mod n) i f  and only i f  for each i, either
E k e z;. or Pj|(pj -  1) ybr some pj|M.
Proof: If S =  YhkeX* =  0 (mod %), then we need (f){n) =  0 (mod %) which
implies the second condition.
If =  E te  Z; we have ?)
the argument before the theorem. ■
The final two corollaries for this section complete the set of variants of Giuga’s 
conjecture. They follow naturally from the previous theorem.
Corollary 3.13 S  = Ylke Z* =  <^ (n.) (mod n) for all n  E N.
Corollary 3.14 S  =  Z* — (/)(«) (mod n) if  and only i f  n = 2 or n is odd
and (p — 1)1 (n — 1) for each prime divisor of n.
Proof: n must satisfy (p — l) |(n  — 1) by the same argument as Corollary 3.10. As 
in that same Corollary, the condition does not hold when n  is a power of two, so n 
cannot be even. By Theorem 3.11, the condition is sufficient. ■
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Table 9 summarizes the eight different variants of
— r (mod n). (23)
kei
I r m Conditions on n Corollary
Zn n — 1 < (^n) p\{{n/p) — 1) for all prime divisors p of n. 3.7
Zn n — 1 n — 1 n is square-free, p\{{n/p) — 1) and 
(p — 1)1 ((n/p) — 1) for all prime divisors p 
of n.
3.8
Z» (^(n) ( (^n) n /q  = 4>{n/q) (mod p) for all p |n  where 
q\\n.
3.9
Zn < (^n) n — 1 n  is odd, n jq  = 4>{n/q) (mod p),
(p — 1)1 (n — 1) for all p |n  where q\\n.
3.10
z : n — 1 (^(n) Prime 3.11
z ; n — 1 n — 1 Prime 3T2
z : (^(n) < (^n) Every n G N 3T3
z : < (^n) n — 1 n is odd and (p — l) |(n  — 1) for all prime 
divisors p of n.
3.14
Table 9: The “Eightfold Way”
The next section looks at the conditions for these equivalences to hold. We 
will develop the theory of normal families of primes, co-Giuga numbers and pseudo- 
Carmichael numbers and how they relate to equation 23.
3.3 N orm al Fam ilies, C o-G iuga, and P seu d o-C arm ich ael N u m ­
bers
Normal families of primes are im portant in the study of Giuga’s conjecture for a 
number of reasons. First, any counterexample to Giuga’s conjecture must be normal 
(because of the Carmichael condition). Second, the normal family condition on the 
counterexample allows significant computational work to be done on Giuga’s con­
jecture. This section outlines some results on normal families of primes as well as 
the theory of co-Giuga numbers and pseudo-Carmichael numbers. This will conclude
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the development of Wong’s Eightfold way and provide a lead in to  some im portant 
computational results. Results in this section stem primarily from the work’ of Wong
[ 5 7 ] .
3.3.1 Norm al Families o f Prim es
Any counterexample, n, to Giuga’s conjecture must satisfy pi /f {pj — 1) for any two 
prime divisors of n .  Indeed, if P i \ { p j  — 1), then there is a A such th a t k p i  + 1  = p j  and 
so
P j  — I = { { k p i  +  1) — 1)1 (n — 1) and p j \ n .
This contradicts Theorem 3.1. The prime factors of such an integer give rise to a set 
which is called normal.
D e fin itio n  3.5 A finite family P  of distinct primes is called normal if
P i  /  i P j  -  1)7
for  every p, and Pj.
Exam ple 6 The set {3, 5,17} is normal while the set {3, 7,13} is not because 3|13 —1 
and 3|7 — 1.
Using the power of Sylow’s theorems, we have the following results about normal 
families. The result is due to Holt, and can be found in Wong [57].
Theorem  3.12 Suppose P  = {pi,P 2 i • • • , P m }  is a normal family o f primes and let 
n  =  P1P2 ■ ■ - Pm- Then there is a unique group of order n up to isomorphism.
Proof: Let G be a group of order n .  If P  =  {pi,P2 ■ • - P m }  is a Sylow p-subgroup
of G, then |A ut(P )| =  p — 1 does not divide |G|. Applying the Burnside Transfer
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Theorem shows th a t G has a normal subgroup N  of order n/p i  such tha t G =  N P .  
Choosing P  to be a normal Sylow p-subgroup of G, we see th a t G = N x P .  Induction 
on m  completes the argument. ■
Theorem  3.13 I f n  is divisible by primes pi,Pj for  which pi\{pj — l) ,  then there exists 
a non-cyclic group of order n.
Proof: It is sufficient to find non-cyclic groups of orders and pq. Zp x Zp suffices 
for a group of order p^ . For a group of order pq, let 6 be a primitive p — th  root of 
unity modulo q. Then the group with presentation =  y^x) is
non-Abelian and of order pq. m
As stated previously, any counterexample to Giuga’s conjecture must be normal. 
Other well-known unsolved problems in number theory revolve around the normal 
condition as well (for example Lehmer’s conjecture). For a more detailed reference, 
please see Guy’s book, Unsolved Problems in Number Theory [21].
3.3.2 Pseudo-Carm ichael Num bers
We noted earlier (Corollary 3.14) th a t an integer n  satisfies
=  4>{n) (mod n)
if and only if n =  2 or n is odd and (p — l) |(n  — 1) for each prime divisor of n. The 
condition tha t (p — l)|(n — 1) is known as the pseudo-Garmichael condition [57].
Definition 3.6 An integer n is said to be pseudo-Carmichael i f  for every prime di­
visor p o fn ,  (p — l) |(n  — 1).
The pseudo-Garmichael number condition is identical to the Carmichael condition; 
the difference between a Carmichael number and a pseudo-Garmichael number is th a t
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n is not required to be square-free. Hence, every Carmichael number is also pseudo- 
Carmichael. Since there are infinitely many Carmichael numbers, it follows th a t there 
are infinitely many pseudo-Carmichael numbers.
The following theorem provides a link between normal families of primes and 
pseudo-Carmichael numbers.
T h e o re m  3 .14  Let P  = {pi,P 2 , - - - ,Pz} ^6 a normal family of primes, and define 
ri = lcmi^j{(f{pj)). Then any number of the form  with p  e  i P  is
pseudo-Carmichael. Conversely, i f n  is pseudo-Carmichael, then its prime factors 
form a normal family.
P ro o f: Since 0(pj)ITi whenever j  ^  z, it must be the case th a t =  1 (m odpj —1), 
by Euler’s generalization of Ferm at’s Little Theorem. In the case th a t i = j ,
pkiu _  2 (mod P i -  1) 
holds trivially. Therefore, whenever
I
n —
i = l
=  ^ (mod Pj -  1),
{pj — l) |(n  — 1), for all j .
Conversely, suppose th a t n  is pseudo-Carmichael but the prime divisors do not 
form a normal family. As n  is pseudo-Carmichael, it must be the case th a t (g —l) |(n  — 
1), which implies that
{q — 1)1 = n — 1, / G Z.
Further, the condition th a t the factors of n  are non normal implies p|(g — 1) or tha t
pm, =  g — 1, m, G Z.
These conditions together imply p |(n  — 1) which is absurd as p |n. ■
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3.3 .3  C o -G iu g a  N u m b e rs
As was the case with pseudo-Carmichael numbers, we can define a class of integers 
whose characterization is similar to  th a t of a Giuga number [57].
D e fin itio n  3 .7  An integer n is said to be co-Giuga i f  fo r  all primes p dividing n and 
all q = p^\\n it is the case that n /q  =  f i n /q )  (mod p).
Clearly from the definition, co-Giuga numbers need not be square-free while the 
same cannot be said for Giuga numbers. It is also true th a t the prime factors of a 
co-Giuga number must form a normal family. If this were not the case, then for some 
prime divisor p,
f i n /q )  =  0 ^  n /q  (mod p).
Recall th a t a Giuga number, n, satisfies the equation
A similar characterization applies to  co-Giuga numbers. Since the co-Giuga condition 
is independent of the exponent on p, we can consider only square-free numbers without 
any loss of generality.
T h e o re m  3.15 n is co-Giuga if and only if
P ro o f: Suppose that n = P1P2P3 (a similar argument works for more prime divisors). 
Then,
(P2 -  1)(P3 -  1) =  P2P3 (mod Pi)
(pi -  1)(P3 -  1) =  P1P3 (mod P2)
(P2 -  l)(Pi -  1) =  P2P1 (mod ps).
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Which means that:
(pi -  1 )(P2 -  1)(P3 -  1) =  PzP3(Pi -  1) (mod pi)
(Pi -  1)(P2 -  1)(P3 -  1) =  PiP3(P2 -  1) (mod Pa)
(Pl -  1)(P2 -  1)(P3 -  1) =  PlP2(P3 -  1) (mod Ps).
Using the Chinese Remainder Theorem (Theorem 2.4), it is clear th a t there is a
unique solution to this system given by
(pi -  l)(p 2 -  l)(p3 -  1) =  - P 2P3 -  PiPa -  P1P2 (mod n).
This formulation, however, is equivalent to
\  P i /  V P2/ \  P3/ Pi P2 P3
or alternatively,
A similar argument can be used to prove the theorem on an arbitrary  number of 
divisors. ■
In his paper, Wong [57] showed th a t there is no non-trivial co-Giuga number with 
fewer than  7695 prime factors. We conclude this section with Wong’s original proof 
as well as Wong’s original representation of the “Eightfold way” , illustrated in Table
10.
Definition 3.8 Given two families of primes A  — {pi,P2,P3, - - - ,Pt) and B  = 
{gi, 9 2 , 9 3 , - ' ,%}, with Pi < Pj and g, < qj whenever i < j ,  we say that A  domi­
nates B  if  k > I and p, < Qi for every 1 < i < 1.
T h e o re m  3.16 There are no non-trivial co-Giuga numbers with fewer than 7695 
pnme /actora.
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P ro o f: Let P  =  {pi < P2 < P3 <  • • •} be a normal sequence of primes. Consider the 
expression
d(P P ) =  n  A  -  +  y  1  -  2, / GZ+ .
It is clear from Theorem 3.15 th a t n — f lL i  Pi is a co-Giuga number if d{P, I) G Z. If 
I = 1, then d{P, /) =  —1. Notice also th a t d is monotonically increasing (in the strict 
sense). The function is also monotonically increasing in This implies th a t if Q is 
a normal family th a t dominates P , and m  < I, then d{Q, I) > d(P ,m ).
Now, P  is dominated by one of the following two sequences [57]:
A =  {5, 7 ,1 1 ,1 3 ,1 7 ,1 9 ,2 3 ,2 9 ,3 1 ,...} , or 
P  =  {3 ,5 ,1 1 ,1 7 ,2 3 ,2 9 ,4 1 ,...} .
However, d(A, 7694) =  —0.000094 while d (P , 7694) =  —0.4071613..., implying 
th a t — 1 < d{P,m)  <  0 for m <  7695. Thus, d cannot be an integer.
3.4 C om p u ta tion a l R esu lts
3.4.1 Counterexam ples
Using the property tha t any counterexample to Giuga’s conjecture must be a Carmichael 
number, it is clear tha t the smallest counterexample is greater than  560 as
561 =  3 11-17
is the smallest n G F. W hen he wrote his original paper [20], however, Giuga used 
the the Carmichael condition along with the Giuga condition to  show th a t the small­
est counterexample would require at least 1,000 digits. As com putational power
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I r m Conditions 
on n
Trivial
cases
Non-Trivial
examples
Corollary
Zn n — 1 Giuga Primes 30, 858, 1722,
etc.
3.7
Zn n  — 1 n —1 Giuga and 
Carmichael
None > 13,800 dig-
its
3.8
Zn (^(n) (^(n) Co-Giuga Prime
powers
> 7694 Prime 
Factors
3.9
Zn < (^n) n —1 Odd, Co- 
Giuga and 
Pseudo- 
Garmichael
Odd
Prime
Powers
> 7694 Prime 
Factors
3.10
n — 1 <^(n) Prime Primes None 3.11
z ; n — 1 n — 1 Prime Primes None 3T2
z : (^(n) < (^n) All n  e  N All n  e  N None 3T3
< (^n) n —1 Odd and
Pseudo-
Carmichael
Odd
Prime
Powers
Carmichael 
Numbers, 45, 
225, 325, . . .
3.14
Table 10: Conditions for =  r  (mod n) [57].
increased, the estim ated lower bound increased to 1,700 digits (Bedocchi [6 ]) and 
most recently to 13,800 digits [8 ]. This section will outline the com putational work 
th a t has been done on Giuga’s conjecture as well as some ideas for future research in 
the area.
Two conditions are obvious for a sequence of primes P  = {pi,P2 ■ ■ ■ ,Pk} to form 
a counterexample to Giuga’s conjecture.
• P  is a normal family.
Define Sm to be the set of all normal sets with maximum element smaller than  
the prime, Pm- For any S  G Sm, with S  = {pi,P2 ■ ■ ■ ,Pk}, define Tm{S) = 
{pi,P2 - ■ ■ ,Pk,Pk+i, ■ • ■ ,Pr} to be the smallest set of odd primes which contains S, 
and for every pj > pm (the prime) and S  U {pj} is normal for j  > k, and for
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which ^  >  1. Define rm{S) as the number of elements of Tm{S)-
Finally, define a sequence {imlm  G N, =  min{7’„ (5 )|S ' G -S'™}} . Giuga used the 
fact th a t this sequence is non-decreasing to  calculate th a t a counterexample to  his 
conjecture would have to have more than  1000 digits.
Now, the number of prime factors in a counterexample m ust exceed V m G N. It 
is clear th a t the prime factors form a normal family. Further, each subset S  of factors 
less than  pm is a member of Sm- Since any normal set of primes which contains S  and 
satisfies the second condition above must have at least rm{S) elements, we have tha t 
n  has at least rm(S) > im prime factors (for any m  G N). So, any counterexample 
is larger than  YVjliPj &iid therefore has at least the same number of digits as this 
product.
After Giuga showed th a t a counterexample had over 1000 digits [20], Bedocchi [6] 
computed ig = 544 which implies th a t a counterexample must have over 1700 digits. 
Borwein et al. computed As =  835 with a similar algorithm, before looking for 
something better due to  the significant slowdown resulting from exponential growth 
[8],
W ith the following observation, Borwein et al were able to compute A35 =  3459 
which implies th a t a counterexample must have at least 13,887 digits [8].
P rop osition  3.3 Consider S  E Sm o,nd the value of rm{S). S  has at most two 
“successors” S  and S* in the set Sm+i- They are S  and S* = S  U {pm}- It is then 
true t W  rm +i(S ') >  rni(S') a W  rm +i(5 '*) >  rm (S').
Proof: There are two cases to consider: S  U  {pm} is normal, and S  U {pm} is not
normal.
CASE 1: 5  U [pm] is normal. Then S  has the two successors S  and S* in 
Further, we have Pm G Tm{S). However, Pm 0  Tm+i{S), but every other element is
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contained in Tm+i{S). So, Tm+i{S) must contain at least one higher prime for the 
sum EpGTm+i(g) p to  exceed 1 . Therefore, g*, the set may
contain primes which are congruent to 1 (mod Pm)- These are missing in 4.1(6 '*), 
since pm 6  S*. For each of these, we need at least one higher prime for the sum 
EpeTm+i(g') p to  exceed 1. Again, r^ + i( 6 *) >  r ^ ( 6 ).
CASE 2: 6 U{pm} is not normal. Then the only successor of S  in 6 ^ + 1  is S  itself. 
Also, Tjn{S) = Tm+i{S) as the prime Pm is not contained in either set. Therefore, 
rm{S) = rm+i{S). m
This shows, among other things, th a t the sequence im is non-decreasing. It also 
shows th a t the values rjt+2 , - - - for all of the successors in 6 ^+1, 6 4^-2 , - -. of a 
given set 6  G 6  ^ do not fall below rk{S). If we want to compute im and already know 
a bound I  > im, then we do not have to look at any successor in the sets 6 ^4-1, • • ■ Sm 
of a set 6  € Sk w ith rk{S) > I.  The natural way to do this is iteratively.
A lg o rith m  3.1 Take A i  =  6 1  and let Ak+i consist of all successors in Sk+i o f all 
S  e  Ak with Tk{S) < I .  Then im =  min{rm(6 ) | 6  E Am}-
If I  is close to im, then this significantly reduces the number of sets to  consider.
The bound /  can be chosen as the value of Vm{S) for some S  G Sm- The iterative 
method saves the most time if one correctly guesses which sets have low values. By 
looking at preliminary computational results, the following seems to hold [8 ].
C o n je c tu re  3.1 Let L 5 =  {5,7}, and define
Tk U {p k }  ^  Tk U {p k }  n o rm o l
Lk otherwise
TAen, /o r  m >  5, r,^(Tm) =  z,?:.
This conjecture holds true for m  < 135.
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Lk+l — ^
3.4 .2  G iu g a  S eq u ences
Finding all sequences of a given length is not difficult, in theory, as all one is required
to  do is compute the sets of all th a t satisfy the inequality ^  > 1. To reach a
Giuga number whose sum minus product value is two requires a great deal more effort 
than  a number with sum minus product value of one. In fact, a proper Giuga sequence 
with sum minus product value of two requires at least 59 prime factors. Therefore, 
since no such Giuga number has been found (and it is not clear if one exists at this 
point), we will limit our discussion to  sequences with sum minus product value of 
one.
Gomputing all sequences of a given length is difficult in practice. There are hun­
dreds of sequences of length 7, and because of the exponential growth of the size of 
the sets, further computations are impractical. Given an initial sequence of length 
m  — 2 however, it is possible to find a Giuga sequence of length m.
T h e o re m  3 .17  [8] Let A  =  {ai, 0 2 , . . . ,  <1^ - 2} be any sequence of length m  — 2. Let
1 1  1
P  = 0x02 ■ ■ ■ Uj71-2; S  = -----1-------[-.•• +
Oj Ü 2 O - m - 2
Fix an integer v > S. Take any integers x, y with x  ■ y = P {P  + S  — v) and y > x.
Let
Then,
1 1 1 S  H-----------1---------- —------------—  V.
^m—1 ^
Hence, A  U {üm-i, Um} =  {«i, Ug,. . . ,  a ^ - 2 , dm-i,o-m} is a Giuga sequence i f  and only 
i f  1 G N.
65
Proof: We begin by showing th a t
1 1 1 
S  H 1 p    V.
Clearly,
^  P(z, -  g )  I 1 1
(P  "b
as
S) P(% --3) _  ^
jP-bz ' P  +  % f%P +  %)CP-H&0 ^
if and only if
P  , P  P ( v - S )
+  —------- vt:--------- m z -----r =  1P  + x  P  + y (P  + x ) (P  + y)
if and only if
f) P  jp2-Z%
+P  + X P  + y (P  + x ) (P  + y)
which is of course true.
This means that the extended sequence is Giuga if and only if both  a ^ - i  and 
a^ n are integers. Now, a ^ - i  is an integer if and only if is an integer. Because of 
symmetry, it is enough to show the implication in one direction. If
P ( u - ^ ) |( P  +  z),
then
P(n -  ,9)|(P +  z )(P  +  2/) =  2P^ +  (z +  2/)P -  (u -  ^)P,
so
P (n -^ )|(2 P ^  +  (z +  ?/)P) = P ( P  +  z +  P  +  ^),
so
P ( u - g ) |P ( P  +  2/)
since P(v — S ) jP  + x.
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To show th a t {P{v -  5 ) ,P )  =  1 (which would prove the assertion), assume th a t
this is not the case. T hat is, there exists a prime p  such tha t p\P{v -  S) and p\P.
So, p\üi for some i only because (o,, aj) =  1 when i ^  j .  Since p  divides
P{v — S) = v P  — (ng • • • am-2  +  • • • +  • • • Um-s),
we can drop all terms on the right hand side w ith a factor of a, to  get
p | ( a i  • • • a j _ i  • O j + i  •  • ■ a m - 2 )
which is a contradiction. ■
T h e o re m  3.18 [8] / / {ai, 0 2 , . . . ,  0 ^ - 1, Um} is a Giuga sequence with sum minus 
product V, and if  we define
X = ajn-iP{v -  S) -  P, y = amP{v -  S) -  P,
(with P  and S  as in the previous theorem), then x  and y are integers and
X - y = P {P  + S  — v).
P ro o f: Clearly, x  and y  are integers. It remains to show th a t x - y — P {P  + S  — v). 
We have
X ■ y — —P ‘^ {v — S){am-i +  am) + P^(am -iam )(u — S)"  ^+  P^
= P"^{S — v)am-iam{---------1 S  — v) p'^
1
=  P “^{S — v)am-iam -----------p  +
-  P (P  +  P - u ) .
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A counterexample to  Giuga’s conjecture would have to  be an odd number. Hence,
no member of a Giuga sequence (which is a counterexample) would be even. No
such sequence has been found (counterexample or otherwise). We have the following 
result, however, on the relationship between n  and v [8].
P ro p o s it io n  3 .4  Let n = pip^ • • - Pm be an odd Giuga number. Then,
m  — V = 1 (mod 4).
P ro o f: Consider the Giuga sequence equation:
1 1 1 1
— H-------- +  • ■ ■ H-------------- ------ =  V
Pi P2 Pm n
n n n
-  1 = nv— +  — +  • . .  _l-------------
Pi P2 Pm
The result follows from considering the equation modulo 4. Indeed, assume th a t the 
first k  factors are congruent to — 1 modulo 4 and the other m  — k factors are congruent 
to 1 modulo 4. Then, we have
- 1  =  v { - l Ÿ  -  k { - l Ÿ ^ ^  -  (m -  k ) { - l ) ’^ =  ( - l )^ (u  -  m  + 2k) (mod 4).
It easily follows th a t m  — v = —1 (mod 4). ■
In addition to being able to create Giuga sequences of length m from any sequence 
of length m — 2, we also have an explicit m ethod of creating Giuga sequences of length 
m +  1 from a Giuga sequence of length m  with a certain property [8].
T h e o re m  3.19 Suppose a Giuga sequence {oq,. . . ,  am} satisfies
Om — 0-1 ■ ■ ■ Qm—1 1
and let
O m  —  a i  • • • O m — l  T  T  Q ' m + 1  —  ‘ ‘ ' l ® m  1 -
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TAeM, { &! , . . . ,  Om, Om+i} o Gmgo ggg^emce mYA (Ae gome at/m mm^ig pmdtfc(
value.
P ro o f: Let P  =  ai • • • o ^ - i  and let S  =  l / o i  +  . . .  l/o m -i- Then, a™ =  P  -  1,
ôm =  P  +  1 and âm+i = P^ +  P  — 1. Both sequences have the same sum minus 
product value if and only if
S  + __, = S + - J — +  ^ ^
P - 1  P ( P - l )  P  +  1 P2 +  P - 1  P ( P  +  1)(P2 +  P -  1 )’
which is true for all S  and P . ■
Notice th a t the sequences derived from this theorem are not the only ones th a t 
exist. To find all of the sequences of a given length, we can use Theorem 3.17 or 
Theorem 3.1. For an explicit algorithm (due to Brown, Buck and Hobart), see 
Appendix 5.
3.5 A g o h ’s C onjectu re and R ela ted  R esu lts
This section will build on the results obtained in the study of the Eightfold way. 
The variations discussed here are due largely to Agoh. In fact. Theorem 3.20, of this 
section was originally found by Agoh in his paper “On Giuga’s Conjecture” [2]. 
Recall the two types of sums discussed in Section 3.2
^  and ^  A:"".
These two sums along with some Bernoulli number properties play a large role in 
what is to follow. Specifically, note:
(I) Z.; =  E k e  Z..+1 i  (k-i) +  l)''Bm +i-k,
where Pt(M) =  r[p|n(I "  ^)^k (0 <  * <  m).
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The next theorem takes advantage of these equalities.
Conjecture 3.2 (A goh’s Conjecture) n € P i f  and only i fn B n - \  =  - 1  (mod n). 
Theorem  3.20 Agoh’s conjecture is equivalent to Giuga’s conjecture.
Proof: (Agoh) Suppose th a t n  is prime. Then by the von Staudt-Clausen Theorem, 
n B n -i  — n{An-i  -  ^  - )  =  - 1  (mod n).
T)
Therefore, assume n  is composite. Then
E  E
fcG Z„_i fee Zn
Notice th a t if p — l |n  — 1, u B n - i  is invertible modulo p. Further, if p — 1 /fn — 1, 
u B n-i  is invertible modulo p. Hence uBn-k, k > 3, is invertible modulo p for any 
prime factor p of n. Also, uBn -2  — 0 as n is odd. It is therefore clear th a t
^  -  l )  ^  (mod n).
kÇz Z,t
■
In his paper, Agoh proved some im portant congruences involving Bernoulli num­
bers modulo prime powers [2].
P rop osition  3.5 Take n E E. Then for any prime factor p o fn :  
pBn_p =  p -  1 (mod p^), 
pB(n/p)_i =  p -  1 (mod p^),
Cm; pB((^/p)_i)/p =  p -  1 (mod p).
P ro o f: Recall
k \ k  — 1
kS /cE Zn
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Now, it is  immediate from Corollary 3.2 on page 39 th a t for n G S  and any a with 
p  /o  th a t =  1 (mod p^). Hence, we have
E (m odp^
fee Z„
Clearly, however, =  0 and when k > 3,
1 / n  -  1 
k \ k  — 1
^ n '^ B n - k ^ O  (mod p^).
by the von Staudt-Clausen theorem. Thus, it must be the term  pBn-p  th a t is con­
gruent to p — 1 (mod p^). Parts (ii) and (iii) can be found with a similar process.
■
We can now add to  our knowledge of Giuga sequences. Define A to be any subset 
of the set of prime factors p of a fixed n  G S. The next result (due to  Agoh) follows 
without a large amount of work.
T h e o re m  3.21 Let M  = M (A) =  Y[p^\P o,nd t — ((A) be the number of elements 
in A. I f  n G S, then
In particular,
1 _  p ,n -2
n  - =  (-1 )* “  ^ (mod n),
p\n
wAere g za (Ae number o /p n m e  /octora o /n .
P ro o f: Since n G E, it must be the case th a t (p — l) |(n  — 1) for all p G A. Prom the 
von Staudt-Clausen Theorem (Theorem 2.10), we have
E l— (mod M f
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Recall also tha t
Since this sum is congruent to 0(M ) (mod M ), and
(mod a/ ) ,
for /c >  2, it follows th a t
=  =  - ( m ^ - )  (mod M),
VpeA /  V p e A ^ /
which shows the first congruence (from Corollary 3.3 page 39). W hen A4 = n, the 
second result follows from the first with the use of Corollary 3.5. ■
3.5.1 Giuga Q uotients
If Giuga’s conjecture is true, then like W ilson’s theorem, it would be a useful number 
theoretic tool. Therefore, we shall continue studying Giuga’s conjecture in the same 
way as W ilson’s theorem. One particular aspect of W ilson’s theorem th a t has been 
studied is what are known as Wilson quotients. This section will discuss Giuga 
quotients and other related quotient values. These results are due to Agoh and can 
be found in his paper “On Giuga’s Conjecture” [2].
Definition 3.9 Define the following four quotients:
(I) Qpia) = {p fa), the Fermat Quotient of p.
(II) q{a,n) = — ((u, n)  =  1), the Euler Quotient o fn .
(III) C{a,n) = (n G F, (a,n)  =  1), the Carmichael Quotient o fn .
(IV) Gp{a,n) = {n G S, p\n, p fa), the Giuga Quotient o fn .
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P ro p o s it io n  3.6 With a ,p  and n and b as allowable values from Definition 3.9, 
%(o6) =  +  %(6) (mod p)
q{ab, n) = q{a, n) +  q[b, n) (mod n)
C{ab, n) = C{a, n) +  C{b, n) (mod n)
Gp{ab, n) =  Gp{a, n) +  Gp{b, n) (mod p^).
It can further be shown [2] th a t Giuga’s conjecture is equivalent to  saying Gp(a, n) = 
0 for all bases a with p fa.
Before we proceed to derive properties pertaining to  Giuga quotients, we require 
some background. The first result is due to  Lerch [26].
P ro p o s it io n  3 .7  I f n > 2  and a are integers with {a,n) = 1, then
q {a ,n )=  ^
k < n - l
(fc,n)=l
ak
ak
n
(mod n).
Further, i f  p is prime and p fa, then
p ~ i
k = l
ak 
V .
(mod p).
W ilson’s theorem states
n  is prime (n — 1)! =  —1 (mod n).
From this, we define, in the obvious way, a Wilson quotient.
D efin itio n  3 .10 Take m >  2. Define
J{m) =
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Further, define
1 Otherwise
Then denote:
(V) Wp =  ---~ p (p is prime), the Wilson Quotient o f p,
■ (VI) W {m )  =  , the Generalized Wilson Quotient o f m.
As is the case with the previous four quotients, (V) and (VI) are both integers 
and can be shown to have the following congruences hold. The proofs of these can 
be found in [3].
Proposition 3.8
£rn4>{T^)Fd{m) = ^  g(o, TTi) (mod 77%).
and if  p is an odd prime.
a < m —l
(a ,m )= l
p -1
%  ^  ^  %(a) (mod p).
a= l
Proposition 3.9 (Voronoi’s Congruence) Let t > 1, m  > 2 and a be integers 
w ith{a ,m ) = l. Then,
m
k< m ~  1
m
Now, by using the above tools, we can make the following two assertions about 
Carmichael and Giuga quotients.
Proposition 3.10 I f n ^ T  and (a,n) — 1, then
^(n)C(o, n) =  (n — l)g(o, n) (mod n).
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Also, i fn e T > ,  p\n and p )[a, then
(p -  l)Gp(o, M) S  (mod p).
Proof: Take m  = n  and t = n — 1 in Proposition 3.9. Then 
C(a, n) T  ^  f "  =  ( « - ! )  T
k < m —l
(k,m)=\
ak
n
(mod n).
Since n e  r ,
and
1
(oA;)” =  —  (mod n).
The result now follows from Proposition 3.7.
In a similar way, take m  = p^ and f — n — p in Proposition 3.9, then
n - p + l  ,I ( n - p
G p(n,n) ^
=  (^ -  P) ^  (a^)" ^ ^
(fc,p)=i
ak
p3 (mod p^).
Since, n € E, we have
n-p+l( -ri - y X
Hence,
n - p - l =  —  (mod p^).
AK
Now, by Proposition 3.7, this implies th a t
(p -  l)Gp(a,M) =  ^ ^ -^ g (n ,p ^ ) (mod p).
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If q{a,p^) =  qp{a) (mod p), we are done. To verify this, note th a t since p  is odd,
(^i =  0 (mod p)
for every i > 2 .  It follows th a t
_ 1
g(a,.p ) p3
=  %(d) (mod p),
hence showing all of the required elements. 
Corollary 3.15 I f n E T ,  then
C{a,n) = —enW{n) (mod n).
a<n—l
(a ,n )= l
Also, i f  n  6 E, then for any prime factor p o f n,
p-1
Y^Gp{a,n) = ( mod p).
a = l  ^
Proof: The results follow almost immediately from Proposition 3.8 and Proposition 
3.10. ■
3.6 O pen  P rob lem s
The following is a list of open problems, some of which are mentioned in [8] and [2].
1. Is Giuga’s conjecture true?
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2. Is Agoh’s conjecture true?
3. Is it possible to  deduce properties about Giuga numbers and Carmichael num­
bers from Euler numbers?
4. Is it possible to show th a t no Giuga number can also be a Carmichael number?
5. Can one show th a t no Carmichael sequence can also be a C iuga sequence?
6. Does every Ciuga sequence contain factors p  and q such th a t p\q — 1 (if yes, 
then C iuga’s conjecture is proved)?
7. Is there a Ciuga sequence with only odd factors?
8. Are there infinitely many proper Ciuga sequences?
9. Find a fast way to compute all Ciuga sequences of a prescribed length.
10. Are there Ciuga sequences with sum minus product value greater than  1?
11. Are there two distinct Ciuga sequences whose product is the same?
12. Can each integer be an element of a Ciuga sequence? If this were so, then the 
previous question is answered positively.
13. Show that rm{Lm) =  im for m =  5 , . . . ,  27692. This shows th a t a counterexam­
ple to C iuga’s Conjecture must have over 36,069 digits.
14. Is there an analogous chart to the “Eightfold Way” using Agoh’s conjecture?
15. Is there a practical way to use Ciuga’s conjecture in a cryptographic application 
sense?
16. Is there an equivalent conjecture to C iuga’s using the Zeta function?
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17. Is there an equivalent conjecture to Giuga’s using Euler polynomials?
18. Is it possible to deduce Giuga or Carmichael number properties using Euler 
polynomials and the Riemann Zeta function?
78
4 C onclusion
Clearly there has been a shift, in the past 40 years, from the study of number theory 
for i t ’s own intrinsic and theoretical value to more practical applications such as 
cryptography. It is time, however, to revert back to theoretical results which may or 
may not have significant practical applications.
Giuga’s conjecture,
n —1
n is prime 4= ^  =  —1 (mod n),
k=l
is one of the many im portant theoretical results which are seemingly useless from a 
cryptographic point of view. Giuga’s result is equivalent to Agoh’s conjecture,
n  is prime nBn  =  — 1 (mod n).
Due to poor algorithms for repeated exponentiations and finding Bernoulli num­
bers, neither of these conjectures has been used in practical applications.
The most im portant result of this thesis is a complete compilation of all of the work 
done in the area of Giuga’s conjecture. Nearly 55 years of work has been collected 
and placed in one document as a reference for future work. For a compact list of 
results, the reader is directed to Appendix 1.
Lastly, I will conclude with a word to future researchers in this area. Giuga’s 
conjecture is as strange and complicated as anything in mathematics. To get a good 
handle on it or to even have a remote possibility of proving it, future work will have 
to center around the Carmichael condition and properties of Carmichael numbers. 
Induction style proofs of Giuga’s conjecture seem impossible. Hence, proving th a t no 
Giuga number could also be a Carmichael number appears to  be the most fruitful 
method for future work. For a detailed list of unsolved problems surrounding Giuga’s
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conjecture, please see Section 3.6. Any progress on any of the problems would be of 
great help to those of us on a quest to prove the conjecture.
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A p p en d ix  1: G iuga’s C onjecture R esu lts
For quick reference, the following is a compilation of all resnlts related directly to 
Giuga’s conjecture. The table continues on subsequent pages.
Result D ocum ent
Reference
D ue To
n G S  if and only if for each prime divisor p of n we 
have (p -  1) 1 ((n /p) -  1) and p | ((n /p) -  1).
Theorem
3.1
Borwein
n G E => n  is square-free. Corollary
3.1
Borwein
n G E if and only if p^(p — 1) | (n — p) for any prime 
divisor p of n.
Corollary
3.2
Agoh
If n G E, then (0(n), n) =  1. Corollary
3.3
Agoh
n G E and is composite if and only if n G F and n £ Q. Theorem
3.2
Borwein
A finite increasing sequence of integers { o i , . . .  a^}  sat­
isfies
Oj \ a\ • • • a,_i • Qj+i ■ • • üm — 1
for every i < m if and only if it is a Giuga sequence.
Theorem
3.3
Borwein
n is a Giuga number if and only if ^ -  Hp|„ ^ E N. Corollary
3.4
Borwein
n G E if for any prime factor p of n n ^ =  1 
(mod n).
Corollary
3.5
Agoh
Table 11: Giuga’s Conjecture Results
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R esult D ocum ent
R eference
D ue To
Let m be a fixed natural number. Then there exist only 
finitely many Giuga sequences of length m.
Proposition
3.1
Buck,
Hobart
Define =
{ a  €  N|a is an element of a Giuga sequence of length m} 
Then, for any fixed m  Gm  has a maximal element.
Corollary
3.6
Buck,
Hobart
If {oi, U 2 , . . . ,  t t m }  is a Giuga sequence with sum minus 
product X, then m  > o p r .
Corollary
3.2
Buck,
Hobart
Let m be a fixed natural number and suppose that 
{ui, ...Urn} is a Giuga sequence. Then for any j  such 
th a t Ui +  1 j  >  0 , a j  <  -  -  i j + i  ■
Theorem
3.4
Buck,
Hobart
Suppose P  =  { p i , P 2  . . .  P m }  is a normal family of primes 
and let n =  p i P 2  ■ ■ ■ P m-  Then there is a unique group 
of order n  up to isomorphism.
Theorem
3.12
Wong
If n  is divisible by primes p t ^ P j  for which P i \ p j  — 1, then 
there exists a non-cyclic group of order n. Note: p, and 
P j  need not be distinct, thus n  is necessarily square-free.
Theorem
3.13
Wong
Let P  =  { p i , P 2 , . . . ,P z }  be a normal family of primes, 
and define r, =  l c m , ^ j ( p j ) .  Then any number of 
the form p ^ ’^ *P2^^^ • • -p/^ ' with k e  is pseudo- 
Carmichael. Conversely, if n is pseudo-Carmichael, 
then its prime factors form a normal family.
Theorem
3.14
Wong
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R esult D ocum ent
Reference
D ue To
n is co-Giuga if and only if Theorem
3.15
Wong
There are no non-trivial co-Giuga numbers with fewer 
than 7695 prime factors.
Theorem
3.16
Wong
I r m Conditions on 
n
Trivial cases Non-Trivial
examples
Gor.
Zn n — 1 Giuga Primes 30, 858, 
1722, etc.
3.7
Zn n — 1 n —1 Giuga and 
Carmichael
None > 13,800
digits
3.8
Zn ( (^n) <^ (n) Go-Giuga Prime powers > 7694
Prime
Factors
3.9
Zn < (^n) n — 1 Odd, Co-
Giuga and
Pseudo-
Carmichael
Odd Prime 
Powers
> 7694
Prime
Factors
3.10
z : n — 1 <^ (n) Prime Primes None 3.11
z ; n — 1 n — 1 Prime Primes None 3.12
< (^n) <^ (n) All n e  N All n  e  N None 3.13
z ; <^ (n) n — 1 Odd and 
Pseudo- 
Gar michael
Odd Prime 
Powers
Carmichael 
Numbers, 
45, 225, 
325, . . .
3.14
Table 10 Wong
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Result D ocum ent
R eference
D ue To
Take an initial sequence of length m  — 2. Let A = 
{oi, 0 2 , . . . ,  am-2} be such a sequence. Let
P  =  0^02 ■ • • am—2) S  = -----1 h • ■ • H .
Oi O2 am-2
Fix an integer v > S. Take any integers x, y  with x -y  = 
P {P  + S  — v) and y > x. Let
Theorem Borwein
Q-rre— 1  —
P  + X
P{v -  S) ' dm —
P + y
Then,
1 1
V.
am—I am l^m
Hence, A U {am—it am} — {^1, *^2 , • • •, am—2, am—it am} 1® 
a Giuga sequence if and only if 0 ^ - 1  G N.
Let n — P1P2 • ■ - Pm be an odd Giuga number. Then, 
ra — u =  1 (mod 4).
Proposition
3.4
Borwein
Take a Giuga sequence of length m, which satisfies =  
oi • • • am-i — 1. Then, let
—  O ]  ■ ■ ■ O m  — 1 T  1 ,  a m - \ - l  a i  • • • O m — l ^ m  1 -
Then, {o i , . . . ,  0 ^ ,-1, Om,Om+i} is a Giuga sequence 
with the same sum minus product value.
Theorem
3.19
Borwein
(Agoh’s Conjecture) n e  E if and only if nR„_i 
(mod n).
Theorem
3.2
Agoh
Take n G E, then for any prime factor p  of n\
(i) pBn-p =  p -  1 (mod p^),
(ii) pB(n/p)-i =  p -  1 (mod p )^,
(iii) pB((n/p)-i)/p =  p -  1 (mod p).
Proposition
3.5
Agoh
R esult D ocum ent
Reference
D ue To
Let M  = Af(A) =  1 p and t = t{A) be the number 
of elements in A. If n G S, then
Theorem
3.21
Agoh
............. — "
In particular,
n  i _  =  ( ' (mod n),
where s is the number of prime factors of n.
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A p p en d ix  2: M odern P rim ality  T ests
N am e Theory Ref. Algorithm
1. AKS Test p  prime <=>
(z — a)P = 
{xP — a) 
(mod p)
M {x — a )^  = ( x ^  — a) (mod x^ — I, N )  
implies N  prime.
2. Pépin Test Pepin’s
Theorem
[37] Take n > 2 and k > =  — 1 
(mod Fn), then 4* =  - 1  and 
is prime.
3. Pocklington
Test
Pocklington’s 
Theorem
[11] Let p  be an odd prime and select k  so 
th a t 1 <  A: <  2{p + 1) and p J\k. Set 
N  =  2kp + 1. Then, N is prime iff 
gcd(a^ -L 1, A ) =  1.
4. Proth  Test P ro th ’s
Theorem
[36] N  — k ■ 2^ + 1, with /c <  2” odd, is 
prime if there is an integer a such tha t
q(-'V-1)/2 =  jY)
5. Selfridge-
Hurwitz
Residue
Test
Pepin’s
Theorem
[54] Let Rn =  (mod F„). is 
composite, n  > 5, if R» (mod 2^ ®) 
doesn’t  vanish.
6. W ard’s
Primality
Test
Lucas
Sequences
[37], Take N  odd and assume there is a 
Lucas sequence {Un} w ith associated 
Sylvester cyclotomie numbers {Qn} 
such th a t there is an n  >  ^ /N ,  (A, n) — 
1, for which A |Q „. Then, A  is prime 
unless it has one of the following forms 
N  — {n — 1)^, with n — 1 prime and 
n > 4, or A  =  n^ — 1, with n — 1 and 
n + 1 prime.
7. W ilson’s
Test
W ilson’s The­
orem
[36] A  is prime iff (A  — 1)! =  —1 (mod A ).
Table 12: Modern Prime Tests
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Nam e Theory Ref. A lgorithm
8. Prime
Diophantin^ 
Equations
Diophantine
Equations
[52] k + 2 is prime iff there is a solution in 
to the following system:
wz + h + j  — q = 0 
(^gk +  2g +  /c +  l ) (h +  j )  +  /r — z = 0
16(& +  +  2)(n +  1)  ^+  1 -  f  =  0
2n + p + l  + z — e = 0 
e^(e +  2)(a +  1) +  1 — =  0
(a^ -  l )y ‘^ +  1 -  =  0
16r^?/‘^ (a^ — 1) 4-1 — — 0
n + l + v — y = 0
(a^ -  l)/2 +  1 m 0
ai k \  — I — i — 0 
{[a +  u^{u^ -  1)]^ -  l} (n  +  M y Y  +  1
— (x +  cuY  =  0 
b(2ct,Ti 4" 2(3 — Ti — 2ti — 2) — tti 4- p4* 
l{a —  n  —  1) =  0 
s{2(xp 4 ”  2 c l  —  p —  2p —  2 )  —  x  4~  g~\~ 
?/(a -  p -  1) =  0 
z + pl{a — p) t{2ap — — 1) —
pm  =  0
Lucas-
Lehmer
Test
Lucas
Sequences
[11 ] Let A 4-1 =  r ij= i Q/ with % are prime 
factors and (3j their respective pow­
ers. If there exists a Lucas sequence 17^  
such tha t gcd{U{N=i)/qj,N) =  1 V j  =  
1 . . .  n and = 0 (mod A ), then A  
is prime.
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N a m e T h e o ry R ef. A lg o rith m
10. Probenius
Test
Ring Theory (371 Select =  —1 and ( ^ )  =  1. 
If (mod (n, — bx — c)) E 
Z /N Z , (mod {N ,x^  — bx — c)) = 
—c, if — 1 =  2^s where s odd, and 
x'* =  1 (mod n, x"^  — bx — c) and x^^  ^ =  
— 1 (mod n , x ‘^ — bx — c)y j  < r  —1, then 
A  is a probable prime.
11. AGKM
Certificate
Elliptic 
Curves; 
Goldwasser 
and Kilian 
Theorem
[45] The certificate consists of a list of 1. 
A point on an elliptic curve C: = 
x^ +  g2^  + 93 (mod A ) for some num­
bers 92 and 93. 2. A prime q with 
q > (A^/^ +  1)^ such th a t for some 
other number k and m  = kq with 
A; f  1, m C { x ,y ,92, 9s ,N )  is the iden­
tity  of the curve, but kC(x, y, 92, 93, A ) 
is not. Then A  is prime.
12. P ra tt Cer­
tificate
Ferm at’s
Little
Theorem
Converse
[11] Take A  E Z+ and {Pj} the set of prime 
factors of A  — 1. Suppose there exists 
X E Z+ such th a t x^"^ =  1 (mod A ), 
but X® ^  1 (mod n) whenever e is one 
of (n — l)/p j. Then A  is prime.
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Nam e Theory Ref. Algorithm
1. Euler Test Euler’s
Criterion
[25] If N  is prime, then =  ( ^ )  
(mod N )  where (a|p) is the Legendre 
symbol (the converse need not hold).
2. Fermat
Test
Ferm at’s Lit­
tle Theorem
[13] Select a € Z+ then if N  is prime 
=  1 (mod N )  (the converse need 
not hold).
3. Miller’s
Test
Ferm at’s Lit­
tle Theorem
[51] Assume the extended Riemann hypoth­
esis is true, then if N  is an a-SPSP for 
all integers a with 1 <  a <  2(logn)2, 
then N  is prime
4. Baillie-
PSW
Primality
Test
Strong psp; 
Lucas psp
[31] 1. Perform a base 2 psp test 
on N .  2. Given the sequence 
5, —7, 9, —1 1 ,1 3 ,..., find the first num­
ber D  for which ( ^ )  =  —1. Then per­
form a Lucas PSP test w ith discrimi­
nant D  on N .  If N  passes both tests, 
A  is a probable prime.
5. Rabin-
Miller
Test
Strong PSP [13] Given N  — 2^s + 1 w ith s odd, chose 
a < N  — 1. Ifa* =  l (mod n) or =  
— 1 (mod n) for some j  <  r  — 1. Then, 
N  is probably prime.
Table 13: M odem Pseudo-prime Tests
Nam e Theory Ref. Algorithm
1. Giuga’s
Conjecture
Ferm at’s Lit­
tle Theorem
[8] (mod N ) N  is prime
2. Agoh
Conjecture
Bernoulli
Numbers
[8] =  — 1 (mod A ) A  is prime
3. Agoh-
Giuga
Conjecture
Equivalence 
of Giuga and 
Agoh
Conjectures
[23] Epiw, ü,-i)|(w-i) T  =  1 (mod A) 4::^  A
is prime.
4. Feit-
Thompson
Conjecture
Feit-
Thompson
Theorem
[44] For no primes p,q  > 400,000 do (p® — 
l ) / (p  — 1) and {qP — l ) / (g  — 1) have a 
common factor.
Table 14: Prime Number Conjectures
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N am e Ref. A lgorithm
Eratosthenes [11 ] Begin with a list of numbers up to  N .  Begin by crossing off 
all multiples of 2 th a t are larger than  2. Next move to the 
next number th a t is not crossed off. Cross off all multiples 
of th a t number but greater than  it, th a t are not crossed 
off. Repeat this until you reach [ \/N J . The remaining 
numbers are prime.
Number 
Field Sieve
[29] Chose r ,e ,s  G Z. Let n = — s, where s is small.
Now, select an extension degree d G Z+. Given d, we 
proceed by selecting A: E Z+ (the smallest integer) such 
th a t kd > e, so th a t (mod n). Now, let
f { X )  = — c e  Z[X], Now, for a reasonable choice of d,
any factor of /  is also a nontrivial factor of n. So, assume 
th a t /  is irreducible. So, we can now define a number field 
Q (a) where a  satisfies / ( a )  =  0. We let $  denote the 
ring homomorphism from Z[a] to Z /n Z  th a t sends o- to m 
(mod n).
The idea is to look a t pairs of small co-prime integers a, b 
such th a t both a + ah and a + mb are smooth. Because 
<h(a -f ab) =  (a -f mb (mod n)), each pair provides a con­
gruence modulo n  between two products. W ith enough 
of these pairs, we can then find a solution to 
(mod n), and solve by the same m ethod as the Quadratic 
Sieve.
Table 15: Modern Sieving Methods
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N am e Ref. A lgorithm
Quadratic
Sieve
[15] The Q uadratic Sieve attem pts to  find a solution to  the con­
gruence (mod n) when x  ^  ± y  (mod n), x , y  E
Z. From this, it follows th a t n\{x — y){x + y) but n  di­
vides neither {x — y) nor {x 4- y). So, gcd(n, a: — y) and 
gcd(n, z  -H 2/) is a proper divisor of n.
The QS finds relationships of the form =  % (mod n), 
where the prime factorization of % is known. The set of 
divisors of % is known as the factor base (FB). W hen there 
are more primes than  there are in the factor base, we can 
use algebra over the field GF(2). We combine the %'s 
so tha t they form a square. This gives rise to x^ = 
(mod n) where x “^ = Y \z i  for the right z /s.
4. M ulti­
polynomial
Quadratic
Sieve
[15] We try  to solve the congruence Uf = V^^Wi (mod N ),  
where W  is easier to factor than  N .  Let U(x) = a^x + b, 
V  = a, and W (x)  = a^x‘^ +2hx+c with x  E [ -M , M )  where 
a, b and c satisfy the following relationship: % V 2 N /M ,
b“^ — N  = a?c, and |6| <  a^/2, and m  is some fixed integer. 
So, we solve U {xY  = V ‘^ W{x)  (mod N ).  Now, since W  
takes on its extreme values at T — 0, ± M , and we can see 
th a t |W (0)| % |W (± M )| % M y /Â /2  and if M  ^  A , we 
see |lT(a:)| <C N  which implies th a t W  is easier to  factor. 
Also, since it is a quadratic polynomial, we know th a t if 
d\W{xo), for some Xq, then d|xo +  kd, V k.
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N a m e R ef. A lg o r ith m
1. Aurifeuillean
Factorization
Method
[12] A factorization of the form: -F 1 — (2^"""  ^ —
2"+i +  i )(22"+i +  2"+^ +  1)
2. B rent’s Fac­
torization 
Method
[10] A speed up algorithm applied to  the second step of 
the Pollard algorithm. The algorithm provides a 24 
% speed up factor over Pollard’s original algorithm, 
however, provides no new insights into factoring.
3. Continued
Fraction
Factorization
[25] Begin by setting b^il ,  bo = Uq — ^/n, and xq = ^/n — 
ÜQ. 1. Now, set ai = l/x i_ i and then X{ =  — 
ai). 2. Next, set bi = +  bi-2  (mod n). 3. 
Finally, compute bj (mod n). Once this is done for 
several %’s, factor the remainders and create a factor 
base B. This gives rise to  a m ethod of creating the 
equation (mod n) which we can factor so 
long as X ±y.
4. Direct Search 
Factorization
[11] A  simple factorization m ethod which consists of 
searching for factors of a number by systematically 
performing trial divisions.
5. Euler’s
Factorization
M ethod
[48] Let N  — a'  ^ + b'^  =  . Then, =  
d? — b'^  = (a — c)(a +  c) =  {d — b){d -h b). If 
k = gcd (a — c), {d — b), then a — c = k l , d  — b = km, 
and gcd Z, m =  1. Thus, l{a + c) = m (d  4- b). Since 
gcd/, m  =  1, m |a  + c and a + c = m n,  which gives 
b + d =  In. Therefore, N  =  1/4(2A  + 2N)  =  
l/4 (2a^-f 25^-f 2c^-f 2d^) =  l/4 [ (d —6)^-t-(a —c)^-f (a+  
c)^ + {d + 6) ]^ =  l/4[(fcn)^ 4- (/fc)^ 4- {nm)‘^ +  (n/)^] =  
1/4(A;2 4- M^)(/^ +  m2) =  [(1/2A;)2 +  (l/2M)2](/2 +  m^)
6. Excludent
Factorization
Method
[49] A modification of the =  y ‘^ (mod n) algorithms 
where we find x^ = y ‘^ — N  (mod E)  for various mod­
uli E. This m ethod works best when the factors of N  
are about the same size.
Table 16: Modem Factoring Techniques
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7. Dixon’s
Factorization 
M ethod
[17] We hope to find integers x  and y  such th a t 
(mod n). If such integers are found, there is a 50 % 
chance tha t gcd(n ,x  ~  y) is a factor of n. Chose 
Ti such tha t g{ri) = r f  (mod n), and try  to  fac­
tor g{ri). Continue finding and factoring g{ri) until 
N  = 7rd are found. Now for each p (n ) we have g{ri) = 
Pu"P2? ' ' 'P 'm ^  and the exponent vector v(ri) =  
(
^2:
Now, if Ufci are even for any k, then g(r. IS
W N i/
a square number and hence a solution. If not, we find 
linear combinations Cjv(ri) such th a t the elements 
(  flxi Ul2 ■ ■ ■ Q'lV \  (  C\\
^ 2 1  0 2 2  ■ ■ ■ 0 2 V
are all even. i.e.
(mod 2). Since each cq
ÜNN /
C2
0
we can replace aij with bij
mod 2) 
Then,
is either 1 or 0 
1
0 ifü ijisodd  
Gaussian elimination can be used to solve be  =  z 
for c where z =  0 (mod 2). Once c is known, we 
have n*;5'(^fe) =  rife,cfc=i (mod n). This has a 50% 
chance of yielding a nontrivial factor of n.
Ferm at’s
Factorization
Method
[38] Select integers x, y such th a t — y ‘^ — N .  Then N  = 
{x—y){x+y)  which is a (possibly partial) factorization 
of N.
9. Legendre’s 
Factorization 
Method
A prime factorization algorithm in which a sequence 
of trial divisors is chosen using a quadratic sieve. By 
using quadratic residues of N, the quadratic residues 
of the factors can also be found.
10. Pollard p — 1 
Factorization 
Method
[1 1 ] A factorization method where if p — 1 is dissolved 
into small primes by finding an m  such th a t m =  
(mod N )  where p — l\q with q a large number and 
gcd (c, AQ =  1. Since p -  l|g , m =  1 (mod p), 
so p |m  — 1. There is therefore a good chance tha t 
N  /\m  — 1, in which case gcd (m. — l , n )  will be a 
nontrivial divisor of n.
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11. Pollard Rho 
Factorization 
Method
(25] The Pollard Rho Factorization m ethod relies on it­
erating a formula until it falls into a cycle. Let 
N  — pq where p, q are unknown prime factors. It­
erating through the formula Xn+i = x^ + a (mod N )  
(or almost any other polynomial) for an initial value 
Xo will produce a sequence of numbers th a t even­
tually fall into a cycle. Now, since N  = pq where 
(p, g) =  1, the CRT guarantees th a t each value of x  
(mod N )  corresponds to a uniquely determined pair 
of values {x (mod p), x  (mod q)). Also, the sequence 
of Xn follows the same formula modulo p and q. T hat 
is: Xn+i = [xn (mod p)]^ -h a (mod p) x^+i = [x„ 
(mod q)Y + a (mod q). Therefore, the sequence mod­
ulo p  will fall into a shorter cycle of length on the 
order of r ( l )  — 0. It can be directly verified th a t two 
values Xi and Xg have the same value modulo p by 
computing gcd(|a:2 — Xi | , n), which is equal to p.
12. Williams p - f l  
Factorization 
Method
[56] Uses the properties of the Lucas functions Un{P, 1) 
and 14 (P, 1) to find a prime factor p of A  when p 4 - 1 
has only small factors and the Legendre symbol (P^ — 
4 /P )  =  - 1 .
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A p p en d ix  3: N um ber T heoretic  C ongruences
Congruence Reference
E. f  (mod p) V *: € N Kummer [35]
-  (& -  1)(1 -  (mod p )^ Sun [42]
W s  =  ( 5 § ë m  -  (^*= -  +  (‘7 )(1  (mod / ) Sun [42]
Sun [42]
( p - l ) l ^ E ^ - E ^ ^  i ( f c ) 2  (mod p') Sun [42]
(p -  1)! =  pBp_i -  p (mod p^) Beeger [7]
E t= o  ( 1)'' p") 6 >  M 6 ^  0 (mod p 1) Ireland and 
Rosen [22]
B.W-Bdzo) (modp) Sun [42]
k(v-l)+b-l)^k(p-i)+b ^  \r^n-l/ .sn_ i_p /k-l-r \/k )
C F J k(p~l)+b — Z^r=0\ [n-l^rJirJ
( m o d p” )
Sun [42]
Table 17: Number Theoretic Congruences
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C o n g ru e n ce R efe ren c e
For A: G {1, 2 , . . .  — 4},
r (mod p^) if k is odd
l  (mod / )  if A; is odd
Sun [42]
Z C i  =  (2  -  3Bp+i)p -  (mod p^) Sun [42]
Z C i  =  - ( 2  -  pBp_i)p -  §p^ (mod p^) Sun [42]
YllZ \ = p B 2p-2  -  3pBp_i +  3(p -  1) (mod p^) Sun [42]
Let k < p  then,
( j^ p g p _ i_ t  (mod p^) if A: <  p -  1
^  {
[ -p 5 p _ i +  2(p — 1) (mod p^) if A; — p — 1
Sun [2000]
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G iuga Sequences
Since we know th a t there are only finitely many Giuga sequences of a fixed length 
and we can bound each term, we have the following algorithm to compute Giuga 
sequences of a fixed length by brute force (Thanks to Jed Brown and Julian Buck 
(personal communications) for their help with the algorithm).
#include <stdio.h> #include <math.h>
const unsigned N = 6; const double omega = 1.0el2; const double 
epsilon = le-13;
int g_count ;
inline void printStackC unsigned * s , unsigned level, double sum, 
double overshoot ); void next( unsigned [], double sum, unsigned 
prod, unsigned level );
int mainO { 
g_count=0; 
unsigned stack[10]; 
stack[1] = 2; 
stack[2] = 3;
double sum = 1.0/2.0 + 1.0/3.0; 
next( stack, sum, 6 , 2 ) ;
printf( "count = %i\n", g_count );
return 0;
inline void next( unsigned * s, double sum, unsigned prod, 
unsigned level ) {
double overShoot = sum-1-(1.0/prod);
if ( overShoot > epsilon ) return;
if ( sum > 1 ) {
if ( overShoot > -epsilon )
printStackCs,level,sum, overShoot); 
return;
}
if ( level == N ) return;
double upperBound = ( (N - level)*prod ) / ( prod*(1.0-sum) ); 
if ( upperBound > omega ) return;
//printf( "Current Stack is: " );
//printStackC s, level, sum, overShoot );
//printf( "upper bound is; %f\n", upperBound );
for ( unsigned i=s[level]+1 ; i < (unsigned)ceil( upperBound ) ; ++i ) { 
s[level+l] = i ;
next( s, sum+(1.0/i), prod*i, level+1 );
}
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}inline void printStackC unsigned s[], unsigned level, double sum, 
double overShoot ) { 
g_count++;
for ( unsigned i=l ; i<=level ; i++) 
printf( "%i ", s[i] );
printf( " sum= %f overShoot= %e \n", sum, overShoot );
}
N otation a l C onventions
Symbol Definition
Chapter 1
N N atural Numbers: { 0 , 1 ,  2, . . . }
Positive Integers: { 1 ,  2 ,3 , . . . }
P Set of Primes: {2,3, 5, 7 ,11, . . . }
Chapter 2
Bn The Bernoulli Number
The Bernoulli Polynomial
The denominator of x
En The Euler Number
- G n W The Euler Polynomial
E » ( 0 ) The Constant Term of Euler Polynomial
( W The Riemann Zeta Function
Chapter 3
s =  - 1  (niod 7i)}
r The Set of Carmichael Numbers
G {n\p\{n/p  -  1 )  V j 9 | n }
Eermat Quotient of p
g(a,n) Euler Quotient of n
C(o, n) Carmichael Quotient of n
Gp((z,n) Giuga Quotient of n
Table 18: Notational Conventions
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