An in-situ study of the delta-ferrite/austenite phase transformation in low carbon steels utilising laser scanning confocal microscopy has found that the presence of a recovery sub-structure in the delta-ferrite phase plays an active role in the apparent instability of delta-ferrite/austenite interfaces. Phase field modelling conducted in an attempt to quantify the influence of sub-boundaries on the transformation rate of deltaferrite to austenite in Fe-C and Fe-C-Mn alloys, confirmed the in-situ observations that austenite grows preferentially along delta-ferrite sub-boundaries. The modelling studies also predicted that the transformation kinetics of the delta-ferrite to austenite would be enhanced if a sub-boundary network were present in the delta-ferrite grains.
Introduction
Following solidification of low-carbon steel in a continuous casting mould, the delta-ferrite to austenite phase transition occurs in the thin solid shell in close proximity to the meniscus. It is well known that many casting defects originate in this region and yet, very little is known about the morphological development of this important phase transition. The introduction of high speed continuous casting techniques has elevated the need to more deeply understand the mechanism and rate of this important phase change. The lack of knowledge about the mode and mechanism of the delta-ferrite to austenite phase transition is due, at least in part, to the difficulty of making in-situ observations. Direct observation of the phase change has been problematic because of the difficulties of obtaining high resolution in high temperature metallography and also because the deltaferrite to austenite phase transition in Fe-C alloys is masked by subsequent austenite decomposition preventing the use of quench-arrest techniques. With the development of high-temperature confocal microscopy, a technique by which high optical resolution can be obtained at high temperature, the interest in studying the d to g phase transition has been rejuvenated. 1) It is therefore not surprising that Yin et al. 1) has employed the technique in their study of this phase transformation. One of the interesting observations they made was that a growing planar d/g interface can degenerate into an unstable growth morphology. They proposed that this morphological development could be explained by the application of the Mullins-Sekerka type stability analysis. 2, 3) These observations of unstable growth morphology during the d to g phase transformation in a low carbon, aluminium killed steel are reproduced in Fig. 1 , highlighting the relevant microstructural features.
In this collage of laser scanning confocal microscopy (LSCM) images, Yin et al. 1) digitally enhanced the austenite phase to increase the contrast between austenite and the delta-ferrite matrix. The features of greatest interest to the present study are those associated with austenite grains A and B, which have developed a "finger-like" interphase morphology. Yin et al. argued that this morphology could be described by a Mullins-Sekerka type stability analysis. In regard to the application of the M-S analysis to solidstate phase transformations, Shewmon noted that the stability of planar transformation interfaces is greater than predicted on the basis of diffusion gradients alone. 4) Widmanstätten ferrite growth, being dependent upon a limited set of crystallographic orientation relationships between the ferrite and the austenite parent phase, was cited as an example. Shewmon concluded that interfacial reaction kinetics must play a role in stabilising solid-solid interfaces when semi or full coherency is established between the precipitate and parent phase. The importance of Shewmon's analysis is that the mobility of a progressing interface has a determining influence upon the stability of that interface, and hence, the interface stability is not only determined by solute diffusion.
Yin et al. 1) argued that the issues raised by Shewmon were not relevant to the progression of a delta-ferrite/ austenite interphase boundary, and that the Mullins-Sekerka instability analysis could therefore be directly applied to analyse the stability of such an interface. They contended that delta-ferrite/austenite boundaries are incoherent; therefore the rate of progression of such interfaces should be diffusion controlled. Moreover, the delta-ferrite/austenite interphase boundary possesses isotropic free energy, and as such interfacial mobility should be very fast and can be ignored. Furthermore, at the high temperatures associated with the delta-ferrite to austenite transformation, the transformations stresses will be low, and therefore the stabilising effect of stresses due to volumetric changes may be neglected.
The spacing of the observed instability of the delta-ferrite/austenite interphase boundary in Fig. 1 , is 120 mm. Yin et al. 1) used the spacing relationship developed by Kurz and Fisher, 5) Eq (1), to calculate the expected wavelength of the instabilities for the alloys used in their study, and found it to be equal to 123 mm. This excellent correlation between observed and calculated wavelengths was used to justify the application of the Mullins-Sekerka stability analysis to the delta-ferrite to austenite phase transformation. l is the instability wavelength, V the interface velocity, D the diffusion coefficient, G the Gibbs-Thomson undercooling, and DT o the equilibrium undercooling.
It is important to further analyse the use of this equation. For a given set of experimental conditions where cellular disturbance of the interface is produced, there is a spectrum of wavelengths that are stable. We have recalculated the relationship between perturbation wavelength and the rate of growth of the amplitude for the alloy used in the study of Yin et al., as per the method of Kurz and Fisher, and the results are presented in Fig. 2 . The wavelength l i , calculated by Eq. (1) is that associated with the limit of stability under conditions of directional solidification, that is, the minimum wavelength that will be stable under the pertaining experimental conditions. Below l i all perturbations decay due to capillarity effects and a planar interface is retained. At long wavelengths, the rate of growth of the amplitude is limited by long-range diffusion and perturbations will not grow preferentially, again resulting in the stabilisation of a planar interface. According to Mullins and Sekerka 3) the wavelength that will become stable and which will dominate the growth morphology is expected to be the fastest growing Fourier component of the spectrum of wavelengths. This wavelength is that of the perturbation at which the highest growth rate is achieved, l m . Mullins and Sekerka 3) proposed that this maximum wavelength be calculated by Eq. If this argument is applied to the observations of Yin et al., the spacing between the fingers is expected to be l m and not l i , i.e. 213 mm rather than 123 mm. Should our interpretation be correct, it seems that the inter-'finger' spacings measured by Yin et al. do not justify the application of the Mullins-Sekerka analysis to the interpretation of their results. For this reason an attempt was made to further investigate the morphology of the delta-ferrite to austenite phase transition.
Experimental
In-situ observations of the delta-ferrite to austenite phase transformation were made in a laser scanning confocal microscope to which an infrared heating furnace is attached. Samples, 4.2 mm in diameter and 2.5 mm thick were placed in an alumina crucible and heated under a high purity argon atmosphere (ϩ99.9999). Details of the LSCM technique have previously been reported. 6, 7) A low carbon steel was selected for this study, containing 0.06 percent carbon by mass and silicon killed, see Table 1 . The samples were heated to a temperature of 1 400°C and held for a period of 10 min, before heating at a rate of 100°C/min to 1 450°C. Samples were then held for a further 10 min at this temperature before cooling at a designated rate to 1 400°C, where it was again held isothermally until completion of the d to g phase transition.
Results
The microstructure observed in the laser scanning confocal microscope (LSCM) following the transformation from austenite to delta-ferrite is shown in Fig. 3 . A large deltaferrite grain is delineated by deeply grooved grain boundaries, and within the delta-ferrite grain, a network of subboundaries has formed. Phelan and Dippenaar 6) proposed that this sub-boundary network forms by a recovery process following the imposition of a strain field caused by the volume change during the austenite to delta-ferrite phase transition. They have also shown that the sub-boundary energy is typically 10 to 20 % that of the delta-ferrite grain boundaries.
A typical example of the observed delta-ferrite to austenite phase transformation is shown in Fig. 4 . The transformation of delta-ferrite to austenite commences at delta-ferrite triple points. Austenite grows preferentially along the delta-ferrite grain boundaries forming the type of "film" shown in frame (a). The subsequent growth of austenite is followed in frames (b) and (c) and it is evident that the advancing d/g interphase boundary extends preferentially along the sub-boundaries. In frame (c) two intragranular cells emerge, and in frame (d) they have merged seamlessly with the austenite that has grown from the grain boundary.
The observation that the newly formed austenite grain initially grows along the high-angle delta-ferrite grain boundary is in agreement with the observations of Yin et al. 1) However, Yin et al. have neither reported the presence of sub-boundaries nor the preferential growth of the advancing d/g interface along such sub-boundaries. A possible explanation is the differing compositions of the steels used in that study compared to the present work. It has previously been observed 7) that while sub-boundaries are clearly delineated in silicon deoxidised steels, this is not the case in the aluminium deoxidised steels. In aluminium containing steel, sub-boundaries are extremely faint and difficult to observe, and hence, can be easily overlooked. In the study of Yin et al. 1) aluminium killed steels were used and this may explain why they have not observed sub-boundaries. In the present study a silicon deoxidised steel was used and sub-boundaries in the delta-ferrite phase are clearly seen.
The sequence of events following the nucleation of austenite on a delta-ferrite grain boundary is further illustrated with reference to the sub-boundary structure shown in Fig. 5 . The progression of the transformation to austenite is captured in frame 5(b); the location of the interface having been highlighted digitally. The preferred growth along sub-boundaries and the appearance of so-called intragranular austenite cells, marked I1 and I2, are evident. These cells are clearly located at positions where sub-boundaries intersect. The last image in the sequence, frame (c) has been captured at the completion on the transformation to austenite. One final pocket of delta-ferrite is in the process of being transformed to austenite, and appears as an isolated circular region. In both Figs. 4 and 5 the appearance of intragranular austenite is coincident with junctions of deltaferrite sub-boundaries. The distance between the intersections of sub-boundaries and grain boundaries was measured and found to have an average value of 106 mm with a standard deviation of 40 mm. In the interpretation of the micrographs in Fig. 5 , it must be emphasised that due to the na- ture of imaging in the LSCM, pre-existing boundaries are still observed even after the phase transformation has occurred. Therefore, the 'sub-boundaries' shown within the cells I1 and I2 are the thermally etched grooves of the delta-ferrite sub-boundaries before the d to g transition occurred. These grooves remain in position even after the transition has occurred.
Discussion
The presence of a sub-boundary network within deltaferrite grains poses problems for the application of a Mullins-Sekerka type of analysis to the growth morphology of austenite from delta-ferrite. Enhanced diffusion along interfaces results in preferential growth of the austenite along sub-boundaries compared to growth in the bulk, resulting in a finger like appearance of the advancing d/g interface. It therefore seems that the finger like growth morphology of austenite is more likely to be due to preferred growth along sub-boundaries than to destabilisation of the growing d/g interface.
The presence of a network of sub-boundaries also offers an explanation for the generation of intragranular austenite islands that merge with grain boundary austenite. The intragranular austenite which forms at sub-boundary intersections have the same crystallographic orientation, and must in fact have originated from a singular nucleation event in the bulk, and not by multiple nucleation events at the free surface. Such an interpretation is supported by the experimental work of Onink et al. 8) who studied austenite decomposition by using high temperature transmission electron microscopy (TEM). Their study entailed TEM observations of austenite decomposition in low carbon steel. A disc of steel was thinned to less than 100 mm, and further thinned by the use of electro polishing techniques to produce samples that were transparent to electrons. The field of view was restricted to 5ϫ5 mm; samples were heated to temperatures between 827 and 927°C for 5 to 10 min before cooling at approximately 5 to 10°C/s to the transformation temperature. They attempted to observe both nucleation and growth, but they were never able to observe nucleation of ferrite in the austenite matrix. Their conclusion, though the rationale behind it was not elucidated, was that nucleation did not occur because the free surface in this thin region suppressed nucleation. Other studies into the nucleation of solid-state phase transformations in Fe-C alloys have highlighted grain corners as the dominant nucleation site, [9] [10] [11] supporting the findings of Onink et al. 8) The sequence of events during the delta-ferrite to austenite phase transformation, as observed at the free surface using LSCM, should be interpreted as follows. Sub-boundaries form a network within the delta-ferrite grains, just as delta-ferrite grain boundaries form a network in the bulk of the specimen. Nucleation of austenite occurs in the bulk of the sample at grain boundary corners. Preferential growth occurs along grain boundaries, and to a lesser extends along sub-boundaries, leading to austenite first appearing at the free surface on grain boundary triple points. Growth of austenite is observed to rapidly form a film along the grain boundaries on the free surface, but growth into the centre of the delta-ferrite grain occurs at a slower rate, due to the lower diffusion rate in the bulk as compared to an interface. At some subsequent time, cells of austenite appear around sub-boundary triple points, which then thicken and merge with the grain boundary austenite films. This seamless merging between cells and films indicates they are from the same nucleation event, hence the presence of a network of low-angle sub-boundaries provides for a more logical description of the transformation process.
Phase Field Model
Phase field models have become popular for the simulation of microstructural development due to the reduction in associated computational requirements compared to sharp interface models. In phase field models each phase or grain is described by an order parameter, f, which describes the state of the phase and is governed by the minimisation of free energy functional, fˆ, as described by Steinbach et al. 12) Eq. (3). Interfaces are defined as regions of finite thickness, h, across which the order parameter changes continuously from one region to the next. This treatment is shown schematically in Fig. 6 where the change in the phase field parameter varies from 1 to 0 across the solid/liquid interface.
13 ) The introduction of such a parameter simplifies the boundary conditions of the simulation as the whole domain can be treated as a continuum and not as a Stefan problem with a sharp interface between two distinct phases.
... (3) where e ik is defined as the gradient energy coefficient of phases i and k, m ik is the linear coefficient of deviation from thermodynamic equilibrium, and e ik , m ik and a ik are related to the interface mobility, surface tension, interface thickness, the latent heat of the phase transition and equilibrium transformation temperature (m ik , s ik , h ik , L ik and T ik respectively) by Eqs. (4) to (6). 
.(6)
A set of kinetic equations, Eqs. (7) and (8), are developed describing the phase field parameter and solute distribution in space and time, and hence how the microstructure develops with time. In Eq. (7) the inherent mobility of interfaces, m, is a fitting parameter used to describe interfaces that exhibit anisotropy of mobility, for example coherent versus incoherent interfaces in solid state transformations. The influence of curvature on microstructural development is handled in Eq. (7) by the first group of terms incorporating the interfacial energy, s ij . Chemical thermodynamics is incorporated into Eq. (7) by the second group of terms, relating interface thickness, h, entropy of fusion, DS ij , and the equilibrium undercooling, DT ij . (7) The kinetics of the phase transformation is not determined by the minimisation of the free energy functional alone, but in combination with the kinetics of solute diffusion. The phase field equations are coupled to a solute balance through the equilibrium undercooling as defined in Eq. (8) and shown schematically in Fig. 7 . The solute distribution is assumed to be under local equilibrium partition conditions, with the proviso that concentrations deviate from equilibrium values as a function of curvature or kinetic undercooling. Interfaces are assessed as regions of phase mixing, and the solute balance is maintained by equating the equilibrium solute distribution in each phase at a sharp interface, with a proportional contribution of each phase as determined by the phase field parameter change across a finite interface. Linearised phase diagrams are used to describe the equilibrium solute conditions for all phases being simulated and a finite element method is used to solve the equations, conserving both the phase field parameter and solute concentration. (8) where D i is the diffusion coefficient of the solute in phase i, k is the partition co-efficient for an interface of curvature R, C R is the equilibrium solute concentration for a interface of radius R.
Simulations of the delta-ferrite to austenite phase transformation were conducted using Micress, a multi-component/multi-phase commercial simulation software package based on the model developed by Steinbach et al. 12) In the present simulations two phases, delta-ferrite and austenite, and two dissolved components, carbon and manganese, are modelled. The preceding description of phase field modelling was of a generic nature, and attention will now be given to the practicalities of modelling the delta-ferrite to austenite phase transformation. The first step in establishing such a simulation is to provide a thermodynamic framework on which to base calculations. To this end linerarised phase diagrams of the alloy system need to be determined. In this study the Fe-C-Mn alloy system is described by a reference temperature, (T o ), a reference solute concentration (C o ) in each phase at that temperature, and the slopes of the solvus and solidus, (m) through the reference point. With this information the equilibrium solute concentration in each phase can be determined for any alloy composition and domain temperature. This data was generated by the software package ThermoCalc and is shown in Table 2 .
The diffusion coefficient of solute in each phase is the next set of data required, as the microstructure develops as a function of free energy and solute diffusion. This information is incorporated as a temperature dependent parameter in Table 3 . Also in this table are data on the interfacial energies between delta-ferrite grains, austenite grains and the delta-ferrite/austenite phase. The existence of delta-ferrite sub-boundaries has been simulated through the use of a misorientation parameter available in the package that enables boundaries to be treated as high or low energy. The simulation domain settings are shown in Table 4 , including the number of nodes, the grid size in microns, the number of grains and sub-grains, the misorientation cutoff point for low angle boundaries and the mobility/energy pre-factor.
In Fig. 8 simulation domains are reproduced of the two conditions, without and with sub-boundaries. In this figure the orientation of each grain has been nominated, and though there is a crystallographic rationale behind the absolute values, in our simulations it is only the relative values that are of importance. Wherever the relative misorientation across two adjacent grains of delta-ferrite is less than 15°, the grain boundary between them is treated as a low energy sub boundary. In the simulation, boundaries that are treated in this way have an interfacial energy 20 % that of a standard grain boundary, a value within the range of values experimentally measured.
6) The central delta-ferrite grain in the Fig. 8(a) is replaced in Fig. 8(b) by 7 grains having orientations between 0 and 10 degrees, therefore forming 7 sub-grains. With respect to the 6 outer grains, the relative misorientation is always greater than 15 degrees and hence these boundaries are high energy. Where low-energy boundary intersect high energy boundaries, the shape of thė triple points are indicative of the mismatch in surface energy, making angles greater than 120 degrees between grain and sub-boundaries. The modelling package used for our simulations does not account for the influence of strain on free energy minimisation, nor enhanced diffusion along interfaces. The first limitation is of no consequence when solidification is considered, but in solid-state phase transformations strain plays an important role in the thermodynamics of phase transition. However, using the arguments of Yin et al. 1) regarding the delta-ferrite to austenite phase transformation, the influence of strain can be neglected given that the delta-ferrite to gamma phase transformation occurs at elevated temperature and hence strain should play only a small role in the transformation. The inability to account for enhanced diffusion along interfaces represents more of a problem in the present analysis, given that the transformation is assumed to be diffusion controlled, and in-situ observations have shown that preferential growth occurs along interfaces.
Simulation Results
The simulated microstructural development accompanying the delta-ferrite to austenite phase transformation is presented in Fig. 9 . Nucleation occurs at the triple point of three delta-ferrite grains at time equal to 20 seconds. At t ϭ 20.1 s, the austenite has grown preferentially along the grain boundaries leading to an angular shape, as opposed to circular if growth was uniform in all directions. The growth of the austenite continues in the next two frames, and at time t ϭ20.3 s preferential growth along sub-boundaries as well as grain boundaries is observed as pointed regions of austenite where boundaries exist. Analysis of the effect of the presence of sub-boundaries on the reaction kinetics is best illustrated with reference to Fig. 10 , a graph derived by the simulation of the fraction austenite formed as a function of time for two alloys and two boundary conditions. Curves are shown for Fe-C with and without sub-boundaries, and for a Fe-C-Mn alloy also with and without sub-boundaries.
In this simulation nucleation has been artificially suppressed to impose a large undercooling of 43 K, resulting in rapid transformation kinetics. The growth rate of austenite in both alloys is higher when sub-boundaries are present. The difference in the reaction kinetics between the Fe-C and Fe-C-Mn alloys confirms the expected trend with the Fe-C-Mn alloy exhibiting slower reaction kinetics, due to the lower diffusivity of manganese compared to carbon.
In an attempt to compare simulated microstructural development with experimental observations, two simulations were made at the experimental cooling rate of 5 K/min. In the simulations, two degrees of undercooling were selected, 0.5 and 10 K respectively. These results and the experimental measurements are shown in Fig. 11 . The simulated microstructural development at an undercooling of 0.5 K proceeded at a rate approximately half that of the experimentally measured value. A higher undercooling (say 10 K) will result in a higher driving force for the transformation and hence, faster transformation are expected. It must be emphasised that it was not possible to determine the undercooling in our experimental arrangements and hence this value needs to be estimated. It is proposed that at a cooling rate of 5 K/min, the equilibrium undercooling lies somewhere between 0.5 and 10 K. The estimated degree of undercooling is not the only factor that may lead to a disagreement between experimentally measured and simulated transformation kinetics. The simulation is a two dimensional domain, whereas in reality the sub-boundaries occupy three dimensional space, hence as the transformation progresses pockets of austenite appear ahead of the grain boundary austenite film, as discussed earlier. This leads to a higher observed transformation rate in comparison to the simulation and hence, it can be expected that the experimentally observed transformation kinetics would be higher than the simulated transformation of the same degree of undercooling.
Conclusions
The interpretation attached to the mechanism of transformation of delta-ferrite to austenite by Yin et al. 1) (the only previous LSCM study into this transformation) has been questioned. More specifically, their calculation, based on the Mullins-Sekerka instability analysis, of the expected scale of perturbation for the system studied was shown to be that for the minimum stable wavelength, 120 mm. The wavelength that is expected to dominate as per Mullins and Sekerka 3) stability analysis is the fastest growing Fourier component, 213 mm.
On the decomposition of delta-ferrite, newly formed austenite was observed to grow preferentially along deltaferrite sub-boundaries. We propose that preferential growth of the newly formed austenite proceeds along sub-boundaries in the delta-ferrite phase and not by an unstable growth mechanism.
The simulation of the delta-ferrite to austenite phase transformation incorporating delta-ferrite sub-boundaries has been established. The modelled transformations reflect in-situ observations of the influence of sub-boundaries on the kinetics of the delta-ferrite to austenite phase transformation. Preferred growth along sub-boundaries leads to finger-like morphology. Furthermore, the kinetics of the transformation are increased by the presence of a sub-boundary network
